ORTONORMAL DILATIONS OF PARSEVAL WAVELETS
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ABSTRACT. We prove that any Parseval wavelet frame is the projection of an orthonormal wavelet basis for a representation of the Baumslag-Solitar group

\[ BS(1, 2) = \langle u, t | utu^{-1} = t^2 \rangle. \]

We give a precise description of this representation in some special cases, and show that for wavelet sets, it is related to symbolic dynamics (Theorem 3.14). We prove that the structure of the representation depends on the analysis of certain finite orbits for the associated symbolic dynamics (Theorem 3.24). We give concrete examples of Parseval wavelets for which we compute the orthonormal dilations in detail; we construct Parseval wavelet sets which have infinitely many non-isomorphic orthonormal dilations.
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1. INTRODUCTION

An orthonormal wavelet in \( L^2(\mathbb{R}) \) is a function \( \psi \in L^2(\mathbb{R}) \) with the property that

\[ \{ 2^{j/2} \psi(2^j \cdot - k) \mid j \in \mathbb{Z}, k \in \mathbb{Z} \} \]

is an orthonormal basis for \( L^2(\mathbb{R}) \).

The theory of wavelets has found numerous applications in a variety of areas such as signal processing, image compression and numerical analysis [Dau92, Mal98, BJ02]. The geometry of orthonormal wavelets is fairly well understood [GHS+03, HST07, IPP98, PSWX03, Spe99, Con98]. The main technique used in the study of orthonormal wavelets is the multiresolution analysis (MRA) introduced by Mallat and Meyer [Dau92, BJ02] and its generalizations [BMM99, BCM02, BJMP05].

A function \( \psi \) is called a Parseval wavelet if the family in (1.1) is a Parseval frame for \( L^2(\mathbb{R}) \). A Parseval frame for a Hilbert space \( \mathcal{H} \) is a family \( \{ e_i \mid i \in I \} \) of vectors in \( \mathcal{H} \) that satisfies the Parseval identity

\[ \| f \|^2 = \sum_{i \in I} | \langle f, e_i \rangle |^2, \quad (f \in \mathcal{H}). \]

Parseval wavelets are more flexible than their orthogonal counterparts. They can have a certain degree of symmetry, which is advantageous in applications [Dau92]. The redundancy in the associated basis decompositions can be useful in compression problems. However, since the Parseval wavelets are not orthogonal, they can have complicated correlations, and the multiresolution techniques cannot be applied. In this paper
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we will prove that Parseval wavelets can be obtained from orthonormal wavelets by Hilbert space dilations and projections, and therefore one can use multiresolutions in this case too.

There is a very general result linking orthonormal bases to Parseval frames [HL00], which says that every Parseval frame is a projection of an orthonormal basis. More precisely, if \( \{e_i | i \in I\} \) is a Parseval frame for a Hilbert space \( \mathcal{H} \), then there exists a bigger Hilbert space \( \tilde{\mathcal{H}} \supset \mathcal{H} \) and an orthonormal basis \( \{\tilde{e}_i | i \in I\} \) for \( \tilde{\mathcal{H}} \) such that \( P_{\mathcal{H}} \tilde{e}_i = e_i \) for all \( i \in I \), where \( P_{\mathcal{H}} \) is the orthogonal projection onto the subspace \( \mathcal{H} \). We say that the Parseval frame \( \{e_i | i \in I\} \) can be dilated to the orthonormal basis \( \{\tilde{e}_i | i \in I\} \), or that \( \{\tilde{e}_i | i \in I\} \) is an orthonormal dilation of the Parseval frame \( \{e_i | i \in I\} \). We call \( \{(1_{\tilde{\mathcal{H}}} - P_{\mathcal{H}})\tilde{e}_i | i \in I\} \) a complementary frame for \( \{e_i | i \in I\} \).

Then a natural question is: if the Parseval frame \( \{e_i | i \in I\} \) has some additional structure can we dilate it to an orthonormal basis that shares similar properties? In the case of frames generated by actions groups or for Gabor frames, the answer is positive [HL00]. For Parseval wavelets there are some dilation results in the literature [HL00, GH05, BDP05] which apply to some particular classes of wavelets. In this paper we give a complete solution for the general case and prove that the affine structure attached to the wavelet basis can be preserved under orthonormal dilations (Theorem 2.6).

To formulate the question more explicitly, let us express the family in (1.1) in terms of the action of unitary operators. In \( L^2(\mathbb{R}) \) we consider two unitary operators: the translation operator \( T_0 \), and the dilation operator

\[
T_0 f = f(\cdot - 1), \quad U_0 f = \frac{1}{\sqrt{2}} f \left( \frac{\cdot}{2} \right), \quad (f \in L^2(\mathbb{R})).
\]

Then the family in (1.1) is

\[
\{U_0^j T_0^k \psi | j, k \in \mathbb{Z}\}.
\]

The two operators \( U_0 \) and \( T_0 \) satisfy the relation \( U_0 T_0 U_0^{-1} = T_0^2 \), therefore we are dealing with a unitary representation of the Baumslag-Solitar group with two generators and one relation:

\[
BS(1, 2) := \langle u, t | utu^{-1} = t^2 \rangle.
\]

Any representation of the Baumslag-Solitar group \( BS(1, 2) \) is in fact given by two unitary operators \( U \) and \( T \) on some Hilbert space \( \mathcal{H} \), that satisfy the relation \( UTU^{-1} = T^2 \).

While the Baumslag-Solitar group appears to be quite simple, this can be deceiving, there are several extremely interesting results about it in the literature which reveal surprising properties. The Baumslag-Solitar group is of independent interest in combinatorial topology and operator algebras. In [MV00] the authors compute the spectrum of the Markov operator associated to this group, basing their result on the Generalized Riemann Hypothesis! In [FM98, FM99] these groups are shown to satisfy some rigidity properties, and at the same time they are not lattices in Lie groups.

**Definition 1.1.** Let \( \{U, T\} \) be a representation of the Baumslag-Solitar group \( BS(1, 2) \) on a Hilbert space \( \mathcal{H} \). We call a vector \( \psi \in \mathcal{H} \) a Parseval (orthonormal) wavelet for this representation, if

\[
\{U^j T^k \psi | j, k \in \mathbb{Z}\}
\]

is a Parseval frame (orthonormal basis) for \( \mathcal{H} \).

To distinguish between the two levels, the initial problem, and the extended version for the dilated Hilbert space, we use the name “super-representation” for the latter. In the Parseval-wavelet case, the dilated version acquires the orthonormal structure, while still preserving the affine scaling relations dictated by the Baumslag-Solitar group.

**Definition 1.2.** Let \( \{\tilde{U}, \tilde{T}\}, \{U, T\} \) be representations of the group \( BS(1, 2) \) on the Hilbert spaces \( \tilde{\mathcal{H}} \) and \( \mathcal{H} \) respectively. We say that \( \{U, T\} \) is a subrepresentation of \( \{\tilde{U}, \tilde{T}\} \) if \( \mathcal{H} \subset \tilde{\mathcal{H}} \), the projection \( P_{\mathcal{H}} \) onto the subspace \( \mathcal{H} \) commutes with \( \tilde{U} \) and \( \tilde{T} \) and \( P_{\mathcal{H}} \tilde{U} P_{\mathcal{H}} = U, P_{\mathcal{H}} \tilde{T} P_{\mathcal{H}} = T \). We will also say that \( \{\tilde{U}, \tilde{T}\} \) is a super-representation of \( \{U, T\} \).

Now we can formulate our question more precisely:

**Question. (Dilations of Parseval wavelets)** Let \( \psi \) be a Parseval wavelet for a representation \( \{U, T\} \) of the group \( BS(1, 2) \) on a Hilbert space \( \mathcal{H} \). Does there exist a representation \( \{\tilde{U}, \tilde{T}\} \) of \( BS(1, 2) \) on a bigger
space $\mathcal{H} \supset \mathcal{H}$ and a vector $\tilde{\psi} \in \mathcal{H}$ such that $\{U,T\}$ is a subrepresentation of $\{\tilde{U},\tilde{T}\}$, $\tilde{\psi}$ is an orthonormal wavelet for $\{\tilde{U},\tilde{T}\}$, and $P_{\mathcal{H}}\tilde{\psi} = \psi$? $P_{\mathcal{H}}$ is the orthogonal projection onto the subspace $\mathcal{H}$.

We will give a positive answer to our Question in Theorem 2.6 any Parseval wavelet can be dilated to an orthonormal wavelet.

The results from [HL00, Dut04] cannot be applied directly because the family in (1.2) does not involve the entire group $BS(1,2)$, but only a subset of it, namely the elements of the form $u^j t^k$ with $j, k \in \mathbb{Z}$. Our construction of orthonormal dilations will be based on the general theory of Hilbert spaces built out of positive definite functions. This is essentially contained in Theorem 2.1. Since seminal papers by Krein and Rudin, the problem of finding a positive extension for a positive definite map from a subset to the entire group is known to be notoriously difficult, few results are available, each for a very particular case, see [Kre40, Rud63, Sas87, BN00, Jor89, Jor90, Jor91]. Theorem 2.1 adds one to the list: a positive definite map on the subset of $BS$ is known to be notoriously difficult, few results are available, each for a very particular case, and Rudin, the problem of finding a positive extension for a positive definite map from a subset to the entire group is known to be notoriously difficult, few results are available, each for a very particular case, see [Kre40, Rud63, Sas87, BN00, Jor89, Jor90, Jor91].

There are several abstract precursors to our extension problems. These include: unitary dilation of isometries, Stinespring dilations in operator algebras, or Naimark dilations for operator valued measures. However, these earlier results lack computational detail. Our results in Section 3 identify the right abstract models and provide algorithms for the computation of the orthogonal dilation.

**Question. (Explicit dilations)** Let $\psi$ be a Parseval wavelet for $\{U_0, T_0\}$ in $L^2(\mathbb{R})$ and let $\tilde{\psi}$ be an orthonormal wavelet for a super-representation $\{\tilde{U}, \tilde{T}\}$. What is the precise structure of the representation $\{\tilde{U}, \tilde{T}\}$ and what is $\tilde{\psi}$?

We do not have a complete answer to this question; nevertheless, we are able to construct a concrete orthonormal dilation in the special case of Parseval wavelet sets, which has the advantage that preserves the multiresolution structure. We believe that our results can be extended to more complicated Parseval wavelets. We offer a computational correspondence between two seemingly unrelated areas, representations of the Baumslag-Solitar group on the one hand, and on the other a formula for the geometry and for invariants of wavelet sets (sections 3 and 4).

We recall some of the concrete dilation results in the literature. A wavelet set is a wavelet $\psi$ such that its Fourier transform $\hat{\psi}$ is a characteristic function. In [HL00, GH05] many examples of Parseval wavelet sets are provided where the orthonormal dilation lies in the space $L^2(\mathbb{R}) \oplus \cdots \oplus L^2(\mathbb{R})$ with the representation of the group $BS(1,2)$ given by a simple amplification of the representation $\{U_0, T_0\}$ in $L^2(\mathbb{R})$: $\tilde{U} = U_0 \oplus \cdots \oplus U_0$, $\tilde{T} = T_0 \oplus \cdots \oplus T_0$. There is one issue with this representation, as shown in [HL00]: it does not have orthogonal multiresolution wavelets. Therefore if we start from a multiresolution Parseval wavelet in $L^2(\mathbb{R})$, and we want to dilate it to an orthonormal wavelet in such a way that this super-wavelet comes also from a multiresolution, then we have to look somewhere else, and replace the amplification with another representation.

An answer to this problem can be found in [BDP05]. We illustrate it by a classical example: the stretched Haar wavelet $\psi = \frac{1}{2}\chi_{[0,3/2)} - \frac{1}{2}\chi_{[3/2,3)}$ is a non-orthogonal Parseval wavelet that is constructed from a multiresolution with low-pass filter $m_0(x) = \sqrt{2}(1 + e^{2\pi i x})$ and scaling function $\varphi = \frac{1}{3}\chi_{[0,3)}$ (see [Dan02]). In [BDP05] it was shown that, in order to construct the orthonormal dilation wavelet that preserves the multiresolution, one has to consider the representation of $BS(1,2)$ on $L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$ given by

$$T_3(f_1, f_2, f_3) = (T_0f_1, e^{2\pi i/3}T_0f_2, e^{4\pi i/3}T_0f_3), \quad U_3(f_1, f_2, f_3) = (U_0f_1, U_0f_3, U_0f_2).$$

The dilated orthonormal wavelet is

$$\tilde{\psi} = (\psi, \psi, \psi).$$

This is a multiresolution wavelet that has the associated scaling function $\tilde{\varphi} = (\varphi, \varphi, \varphi)$.

The theory in [BDP05] shows that this procedure works in a more general case, e.g. when $\psi$ is a compactly supported multiresolution Parseval frame. Then the orthonormal dilation can be realized in a similar “twisted” amplification of the representation of the group $BS(1,2)$ in $L^2(\mathbb{R})$.

One difficulty of the theory in [BDP05] is that it requires the low-pass filter to have a finite number of zeros, and therefore, it cannot be used for Parseval wavelet sets. In section 3 we will construct orthonormal dilations in the very special case of multiresolution Parseval wavelet sets, and show that even in this particular case there are interesting connections to symbolic dynamics. We will show that the orthonormal dilations...
are by no means unique, and in Proposition 2.8 we prove that, when the Parseval wavelet is semi-orthogonal, the dilation can be realized in a subrepresentation of $L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$ with $U = U_0 \oplus U_0$ and $T = T_0 \oplus T_0$.

Here is the summary of the paper: in Section 2 we analyze Parseval wavelets for abstract representations of the group $BS(1,2)$. We show that every Parseval wavelet can be dilated to an orthogonal wavelet (Theorem 2.6). This is based on the fact that positive definite maps on the subset of the group $BS(1,2)$ can be extended to a positive definite map on the entire group (Theorem 2.1). We prove that if the Parseval wavelet is semi-orthogonal, then we have a concrete form of this orthonormal dilation, explicitly, the Parseval wavelet has a complemental wavelet in a subspace of $L^2(\mathbb{R})$ (Proposition 2.8).

In Section 3 we shift our focus to MRA Parseval wavelet sets in $L^2(\mathbb{R})$ and we give a concrete form of an orthonormal dilation (Theorem 3.14). This requires several steps: in Section 3.1 we show how a low-pass filter and scaling function can be constructed for a MRA Parseval wavelet set. The low-pass filter is then used in Section 3.2 to construct a representation of the $BS(1,2)$ on a symbolic space. This representation will contain the orthonormal dilation. In Section 3.3 we show how the classical representation on $L^2(\mathbb{R})$ can be embedded in this representation. Section 3.4 contains our dilation result for Parseval wavelet sets. Theorem 3.14 provides the concrete orthonormal dilation for a Parseval wavelet set which preserves the multiresolution structure. In Section 3.5 we show that, under certain assumptions on the low-pass filter, the dilated representation of Section 3.2 is in fact the same as the one used in [BDP05], of the type we mentioned above for the stretched Haar wavelet. The representation is based on cyclic orbits for the associated symbolic dynamics.

In the final section of the paper we give some concrete examples of orthonormal dilations of Parseval wavelet sets. In Example 4.1 we show that the family of Parseval wavelet sets $\psi_{[-2a,-a] \cup [a,2a]}$, with $0 < a \leq \frac{1}{4}$, can be realized in the same representation of $BS(1,2)$ as the stretched Haar wavelet. In Example 4.3 we construct an orthonormal dilation of $\psi_{[-\frac{1}{4}, -\frac{1}{4}] \cup [-\frac{1}{4}, \frac{1}{4}]}$ in a different representation, thus proving that the orthonormal dilation is not unique. Example 4.5 proves that, in some cases, the cycles are not sufficient to describe the orthonormal dilation, therefore the results of Section 3.5 do not give a complete picture of the possible representations of Theorem 3.14. In Example 4.7 we prove that if $a$ is small enough, the Parseval wavelet set in Example 4.1 has infinitely many non-isomorphic orthonormal dilations.

2. General dilations of Parseval wavelets

We want to construct an orthonormal dilation of a Parseval wavelet. For this we will first construct a certain positive definite map, following the ideas in [Dut04]. Recall that a map $K : X \times X \to \mathbb{C}$ is said to be positive definite if for all finite sets $F \subset X$ and any $x_i \in X, \xi_i \in \mathbb{C}$, with $i \in F$ one has
\[
\sum_{i,j \in F} K(x_i, x_j) \xi_i \bar{\xi}_j \geq 0.
\]

From the positive definite map $K$, one can construct a Hilbert space and a family of vectors that have the inner products determined by $K$. Then the crucial point is to construct the unitary operators $U$ and $T$ and a $\psi$ such that this family of vectors is equal to $\{U^j T^k \psi \mid j, k \in \mathbb{Z}\}$ and such that the relation $UTU^{-1} = T^2$ is satisfied.

**Theorem 2.1.** Let $K : \mathbb{Z}^2 \times \mathbb{Z}^2 \to \mathbb{C}$ be positive definite, and assume that the following conditions are satisfied:

\[(2.1) \quad K((j,k),(j',k')) = K((j+1,k),(j'+1,k')) , \quad (j,j',k,k' \in \mathbb{Z}), \]

and

\[(2.2) \quad K((j,k),(j',k')) = K((j,2^{-j} + k),(j',2^{-j'} + k')) , \quad (j,j' \leq 0, k,k' \in \mathbb{Z}). \]

Then there exists a Hilbert space $H$, a representation $U$, $T$ of the Baumslag-Solitar group $BS(1,2)$, and a vector $\psi \in H$ such that
\[
\langle U^j T^k \psi , U^{j'} T^{k'} \psi \rangle = K((j,k),(j',k')) , \quad (j,j',k,k' \in \mathbb{Z})
\]

and $\text{span}\{U^j T^k \psi \mid j, k \in \mathbb{Z}\} = H$. 

Lemma 2.3. Let \( Z \) be a set such that \( Z \subseteq \{ \pm 1 \} \). Define the operator \( T \) on \( Z \) as follows: the operator \( \tilde{T} \) satisfies (2.1) and (2.2), and it is of course positive definite.

Proof. Using Kolmogorov’s result mentioned in [Dun94, Theorem 2.2], we obtain a Hilbert space \( H \) and a map \( v : \mathbb{Z}^2 \rightarrow H \) such that \( \langle v(j, k), v(j', k') \rangle = K((j, k), (j', k')) \) for all \( j, j', k, k' \), and such that \( \text{span} \{ v(j, k) \mid j, k \in \mathbb{Z} \} = H \).

Define the operator \( U \) on \( H \), by \( Uv(j, k) = v(j + 1, k) \) for all \( j, k \in \mathbb{Z} \), and extend linearly. Then we claim that \( U \) is a unitary operator.

Indeed, we have for all finite subsets \( F \) of \( \mathbb{Z}^2 \) and \( \alpha_{j,k}^k \in \mathbb{C} \):

\[
\left\| U \left( \sum_{(j,k) \in F} \alpha_{j,k} v(j,k) \right) \right\|^2 = \sum_{(j,k),(j',k') \in F} \alpha_{j,k} \alpha_{j',k'}^* K((j + 1, k), (j' + 1, k')) (\ast)
\]

and using (2.1),

\[
(\ast) = \left\| \sum_{(j,k),(j',k') \in F} \alpha_{j,k} \alpha_{j',k'}^* K((j,k), (j',k')) \right\|^2
\]

This shows that \( U \) is an isometry, and since \( \text{span} \{ v(j + 1, k) \mid j, k \in \mathbb{Z} \} = H \), \( U \) is unitary.

Let \( \tilde{V}_l := \text{span} \{ v(j, k) \mid j \leq l, k \in \mathbb{Z} \} \) for all \( l \geq -1 \). Then \( \tilde{V}_l \subseteq \tilde{V}_{l+1} \), and \( \tilde{U} \tilde{V}_l = \tilde{V}_{l+1} \) for all \( l \geq 0 \). Note also that \( \cup_l \tilde{V}_l = H \).

Define the operator \( T_0 \) on \( \tilde{V}_0 \) by \( T_0 v(j, k) = v(j, 2^{-j} + k) \), for \( j \leq 0, k \in \mathbb{Z} \). We check that \( T_0 \) is an isometry on \( \tilde{V}_0 \).

\[
\left\| \sum_{(j,k) \in F} \alpha_{j,k} v(2^{-j} + k) \right\|^2 = \sum_{(j,k),(j',k') \in F} \alpha_{j,k} \alpha_{j',k'}^* K((j, 2^{-j} + k), (j', 2^{-j'} + k')) (\ast)
\]

and using (2.2),

\[
(\ast) = \sum_{(j,k),(j',k') \in F} \alpha_{j,k} \alpha_{j',k'}^* K((j,k), (j',k')) \sum_{(j,k) \in F} \alpha_{j,k} v(j,k)
\]

This proves that \( T_0 \) is an isometry.

Clearly \( T_0 \tilde{V}_0 = \tilde{V}_0 \) and \( T_0 \tilde{V}_{-1} = \tilde{V}_{-1} \).

Define \( \tilde{W}_l := \tilde{V}_l \oplus \tilde{V}_{l-1} \) for \( l \geq 0 \). Then \( H = \tilde{V}_0 \oplus \oplus_{l \geq 1} \tilde{W}_l \). Also, since \( T_0 \) is unitary on \( \tilde{V}_0 \), \( T_0 \tilde{W}_0 = \tilde{W}_0 \), and, since \( U \) is unitary, \( U \tilde{W}_l = \tilde{W}_{l+1} \) for all \( l \geq 0 \).

We will need the following lemma, which can be easily obtained by an application of Borel functional calculus:

Lemma 2.3. If \( a \) is a unitary operator on a Hilbert space then there exists a unitary operator \( b \), on the same Hilbert space, such that \( b^2 = a \).

Now define \( T_1 : \tilde{W}_1 \rightarrow \tilde{W}_1 \) as follows: the operator \( UT_0 U^{-1} \) is unitary on \( \tilde{W}_1 \), so by Lemma 2.3 there exists a unitary operator \( T_1 \) on \( \tilde{W}_1 \) such that \( T_1^2 = UT_0 U^{-1} \).

By induction, we use Lemma 2.3 to define the unitary operator \( T_1 \) on \( \tilde{W}_l \) such that \( T_1^2 = UT_{l-1} U^{-1} \).

Now we can define the unitary operator \( T \) on \( H \) such that \( T \) on \( \tilde{V}_0 = T_0 \), and \( T \) on \( \tilde{W}_l = T_1 \) for all \( l \geq 1 \).

We check that \( UTU^{-1} = T^2 \). First, on \( \tilde{V}_0 \): take \( j \leq 0, k \in \mathbb{Z} \).

\[
UTU^{-1} v(j, k) = UT_0 v(j, k) = Uv(j - 1, k) = v(j - 1, 2^{-j+1} + k),
\]

\[
T^2 v(j, k) = T_0 T_0 v(j, k) = T_0 v(j, 2^{-j} + k) = v(j, 2^{-j} + 2^{-j} + k) = v(j, 2^{-j+1} + k).
\]

Then, on \( \tilde{W}_l \) for \( l \geq 1 \), \( UTU^{-1} = UT_{l-1} U^{-1} = T_l^2 = T \).
Let $\psi := \nu(0, 0)$. Then $U^j T^k \psi = U^j \nu(0, k) = \nu(j, k)$ and everything follows. 

To construct the orthonormal dilation of the Parseval wavelet and the associated representation of the Baumslag-Solitar group, we will find what the positive definite map associated to the “complement” should be. If $\{e_i | i \in I\}$ is a Parseval frame and $\{\tilde{e}_i | i \in I\}$ is an orthonormal dilation, then the complement is $\{\tilde{e}_i - e_i | i \in I\}$, so the positive definite map associated to the complement is $K_2(i, j) = (\tilde{e}_i - e_i, \tilde{e}_j - e_j) = \delta_{i,j} - (e_i, e_j)$, for $i, j \in I$. (We used here the fact that $\tilde{e}_i - e_i$ is orthogonal to $e_j$ for all $i, j \in I$)

Using the positive definite map of the complement, we can construct a “complementary” representation of the group $BS(1, 2)$ and the complementary Parseval frame $\psi_2$. The orthonormal dilation is then obtained by a direct sum of the two components. The details of these steps are contained in the following lemmas.

**Lemma 2.4.** If $(f_i)_{i \in I}$ is a Parseval frame for a Hilbert space $H$ then, for all $F \subset I$ finite and all $\alpha_i \in \mathbb{C}$, $(i \in F)$,

$$\left\| \sum_{i \in F} \alpha_i f_i \right\|^2 \leq \sum_{i \in F} |\alpha_i|^2.$$ 

This implies that

$$K(i, j) := \delta_{i,j} - \langle f_i, f_j \rangle, \quad (i, j \in I)$$

is positive definite.

**Proof.** By [HL00] there exist a Hilbert space $K$, $K \supset H$, and $(e_i)_{i \in I}$ an orthonormal basis for $K$, such that, if $P$ is the projection onto $H$, then $P e_i = f_i$ for all $i \in I$. Then

$$\left\| \sum_{i \in F} \alpha_i f_i \right\|^2 = \left\| P \left( \sum_{i \in F} \alpha_i e_i \right) \right\|^2 \leq \left\| \sum_{i \in F} \alpha_i e_i \right\|^2 = \sum_{i \in F} |\alpha_i|^2.$$ 

We check that $K$ is positive definite:

$$\sum_{i,j \in F} \alpha_i \overline{\alpha_j} K(i, j) = \sum_{i,j \in F} (\delta_{i,j} - \langle f_i, f_j \rangle) \alpha_i \overline{\alpha_j} = \sum_{i \in F} |\alpha_i|^2 - \left\| \sum_{i \in F} \alpha_i f_i \right\|^2 \geq 0.$$

**Lemma 2.5.** If $(f_i)_{i \in I}$ is a Parseval frame for $H_1$ and $(g_i)_{i \in I}$ are vectors that span $H_2$ such that $\langle g_i, g_j \rangle = \delta_{i,j} - \langle f_i, f_j \rangle$ for all $i, j \in I$, then $(f_i \oplus g_i)_{i \in I}$ is an orthonormal basis for $H_1 \oplus H_2$, and $(g_i)_{i \in I}$ is a Parseval frame for $H_2$.

**Proof.** As in [HL00] Corollary 1.3, consider a strong complementary Parseval frame $(\tilde{g}_i)_{i \in I}$, i.e., $(f_i \oplus \tilde{g}_i)_{i \in I}$ is an orthonormal basis for $H_1 \oplus \tilde{H}_2$, for some Hilbert space $\tilde{H}_2$. Then $\langle \tilde{g}_i, \tilde{g}_j \rangle = \delta_{i,j} - \langle f_i, f_j \rangle = \langle g_i, g_j \rangle$. Define the operator $W$ from $\tilde{H}_2$ to $H_2$, by $W \tilde{g}_i = g_i$. Clearly, $W$ is an isometry and, since $\bigcup_{i \in I} \{|g_i| \neq 0\} = H_2$, it follows that $W$ is unitary, so $(g_i)_{i \in I}$ is also a Parseval frame.

The operator $I \oplus U$ is unitary so $(f_i \oplus g_i)_{i \in I}$ is an orthonormal basis for $H_1 \oplus H_2$. 

With Lemma 2.4 and Lemma 2.5, the desired dilation result follows:

**Theorem 2.6.** Any Parseval wavelet can be dilated to an orthonormal wavelet. More precisely, let $\{U, T\}$ be a representation of the Baumslag-Solitar group $BS(1,2)$ on some Hilbert space $H$. Let $\psi$ be a Parseval wavelet for $\{U, T\}$ on $H$. Then there exists a Hilbert space $H_2$, a representation $\{U_2, T_2\}$ of the group $BS(1,2)$, and a Parseval wavelet $\psi_2$ for $\{U_2, T_2\}$ on $H_2$, such that $\psi \oplus \psi_2$ is an orthonormal wavelet for the representation of the group $BS(1,2)$ given by $U \oplus U_2$ and $T \oplus T_2$ on $H \oplus H_2$. 

**Proof.** Let

$$K_2((j,k), (j', k')) = \delta_{j,j'} \delta_{k,k'} - \langle U^j T^k \psi, U^{j'} T^{k'} \psi \rangle, \quad (j, j', k, k' \in \mathbb{Z}).$$

Then it is easy to check that $K_2$ satisfies (2.1) and (2.2). Lemma 2.4 shows that $K_2$ is positive definite. Therefore, by Theorem 2.1 there exists a Hilbert space $H_2$, a representation $\{U_2, T_2\}$ of the group $BS(1,2)$ and a vector $\psi_2 \in H_2$ such that $\bigcup_{j, k} \{|U_2^j T_2^k \psi_2| \neq 0\} = H_2$ and $\langle U_2^j T_2^k \psi_2, U_2^{j'} T_2^{k'} \psi_2 \rangle = K_2((j,k), (j', k'))$ for all $j, j', k, k'$.

Then the conclusions follow from Lemma 2.5. 

\[\square\]
We end this section with a more concrete result which shows that when the Parseval wavelet is semi-

orthogonal we have a more precise description of the orthonormal dilation.

Recall the definition of a semi-orthogonal wavelet:

**Definition 2.7.** Let \( \psi \) be a Parseval wavelet in some Hilbert space \( \mathcal{H} \) with the representation \( \{ U, T \} \) of the group \( BS(1, 2) \). We say that \( \psi \) is semi-orthogonal if \( U^j T^k \psi \) is orthogonal to \( U^{j'} T^{k'} \psi \) for all \( j \neq j' \) in \( \mathbb{Z} \) and all \( k, k' \in \mathbb{Z} \).

We will use the notation \( \hat{U}_0 = \mathcal{F} U_0 \mathcal{F}^{-1}, \hat{T}_0 = \mathcal{F} T_0 \mathcal{F}^{-1} \), where \( \mathcal{F} \) is the Fourier transform on \( \mathbb{R} \),

\[
\mathcal{F} f(x) = \int_{\mathbb{R}} f(t) e^{-2\pi i x t} \, dt.
\]

**Proposition 2.8.** Any semi-orthogonal Parseval wavelet can be complemented by a Parseval wavelet in a subspace of \( L^2(\mathbb{R}) \), and this subspace can be chosen as small as desired. More precisely, let \( \psi \) be a semi-orthogonal Parseval wavelet for some representation \( U, T \) of the group \( BS(1, 2) \) on a Hilbert space \( \mathcal{H} \). Let \( \Omega \subset \mathbb{R} \) such that \( 2\Omega = \Omega \), and \( \Omega \) has positive Lebesgue measure. Then there exists a set \( F \subset \Omega \) such that, if \( \psi_2 = \chi_F \), and \( \Omega' := \cup_{j \in \mathbb{Z}} 2^j F \), then \( \psi \oplus \psi_2 \) is an orthonormal wavelet for \( H \oplus \hat{L}^2(\Omega') \) with the representation \( \{ U \oplus \hat{U}_0, T \oplus \hat{T}_0 \} \). (Here \( \hat{L}^2(\Omega') \) is the Hilbert space of functions in \( L^2(\mathbb{R}) \) that have Fourier transform supported on \( \Omega' \)).

**Proof.** Since \( \psi \) is a semi-orthogonal Parseval wavelet, \( \{ T^k \psi \mid k \in \mathbb{Z} \} \) is a Parseval frame for its span \( W_0 \). By [HL00], there exists an isomorphism \( \mathcal{W} : W_0 \to L^2(0, 1) \) and a subset \( E \) of \( [0, 1) \) such that \( \mathcal{W} \psi = \chi_E \) and \( \mathcal{W} T^k f(x) = e^{2\pi i k x} \mathcal{W} f(x) \) for all \( x \in [0, 1) \), \( k \in \mathbb{Z} \), and \( f \in W_0 \).

By [DL96], there exists a wavelet set \( \hat{\psi}_1 = \chi_G \) for \( L^2(\Omega) \), and this means that the disjoint union \( \cup_{j \in \mathbb{Z}} 2^j G = \Omega \) and \( G \) is translation congruent to \( [0, 1) \), i.e., \( \tau : x \mapsto 2x \mod 1 \) maps \( G \) injectively onto \( [0, 1) \). Then \( G \) has a subset \( F \) which is translation congruent to \( [0, 1) \setminus E \). Of course the sets \( 2^j F \) will be mutually disjoint for \( j \in \mathbb{Z} \). We denote by \( \Omega' := \cup_{j \in \mathbb{Z}} 2^j F \subset \Omega \).

So \( \hat{\psi}_2 = \chi_F \) is a Parseval frame for \( \hat{L}^2(\Omega') \). Moreover, we have, using the isomorphism \( \mathcal{W} \) and the Fourier transform, for \( k \in \mathbb{Z} \):

\[
\langle (T \oplus T_0)^k (\psi \oplus \psi_2), \psi \oplus \psi_2 \rangle = \int_0^1 e^{2\pi i k x} \chi_E(x) \, dx + \int_{\Omega'} e^{2\pi i k x} \chi_F(x) \, dx = (*)
\]

and, since \( F \) is translation congruent to \( (0, 1) \setminus E \) (i.e., \( \tau \) is injective on \( E \))

\[
(*) = \int_0^1 e^{2\pi i k x} \chi_E(x) + \chi_{[0,1] \setminus E}(x) \, dx = \delta_k.
\]

The fact that the sets \( 2^j F \) are mutually disjoint implies that \( \hat{U}_0 \hat{T}_0^k \hat{\psi}_2 \) and \( \hat{U}_0 \hat{T}_0^{j'} \hat{\psi}_2 \) are orthogonal if \( j \neq j' \). Since \( \psi \) is semi-orthogonal, the same relation holds for \( \psi \), hence it will hold for \( \psi \oplus \psi_2 \). Consequently, \( \{(U \oplus \hat{U}_0)(T \oplus T_0)^k \psi \oplus \psi_2 \mid j, k \in \mathbb{Z} \} \) is an orthonormal family. Since \( \psi \) and \( \psi_2 \) are both Parseval wavelets, it follows using [HL00] Proposition 2.5 that \( \psi \oplus \psi_2 \) is an orthonormal wavelet for \( H \oplus \hat{L}^2(\Omega') \). \( \square \)

3. Dilation of MRA Parseval wavelet sets

We focus now on orthonormal dilations of Parseval wavelet sets. Recall that a Parseval (orthonormal) wavelet set is a Parseval (orthonormal) wavelet \( \psi \) in \( L^2(\mathbb{R}) \) such that \( \psi = \chi_P \) for some subset \( P \) of \( \mathbb{R} \). \( \hat{f} \) denotes the Fourier transform of the function \( f \in L^1(\mathbb{R}) \):

\[
\hat{f}(x) = \int_{\mathbb{R}} f(t) e^{-2\pi i x t} \, dt, \quad (x \in \mathbb{R}).
\]

We restrict our attention to MRA Parseval wavelet sets; we characterize them in Proposition 3.5 and we construct the associated scaling function and low-pass filter. We will see that an orthonormal dilation of a Parseval wavelet set can be realized on a symbolic space, and its precise structure is determined by certain symbolic dynamics (Theorem 5.14). The advantage of this type of orthonormal dilation over the one in Proposition 2.8 is that the multiresolution structure is preserved too.

We begin with some definitions.
Definition 3.1. The periodization of a function \( f \) on \( \mathbb{R} \) is
\[
\text{Per}(f)(x) = \sum_{k \in \mathbb{Z}} f(x + k), \quad (x \in \mathbb{R}).
\]
If \( A \) is a subset of \( \mathbb{R} \), we denote by \( \text{Per}(A) := \cup_{k \in \mathbb{Z}} (A + k) \).

Definition 3.2. We will need the following maps
\[
\tau(x) = x \mod 1, \quad s(x) = \left( x + \frac{1}{2} \right) \mod 1, \quad (x \in \mathbb{R}).
\]
\[
r(x) = x \mod 1, \quad \tau_0(x) = \frac{x}{2}, \quad \tau_1(x) = \frac{x + \frac{1}{2}}{2}, \quad (x \in [0, 1)).
\]
Note that \( s(s(x)) = x \) for all \( x \in [0, 1) \).

Definition 3.3. A subset \( A \) of \( \mathbb{R} \) is called translation simple if for all \( k \in \mathbb{Z} \setminus \{0\} \), \( E \cap (E + k) = \emptyset \) up to Lebesgue measure zero. A subset \( A \) of \( [0, 1) \) is called \( s \)-simple if it does not contain \( x \) and \( s(x) \) at the same time, for almost all \( x \in [0, 1) \), i.e., \( A \cap s(A) = \emptyset \) up to measure zero.

The Parseval wavelet sets are characterized by the following tiling properties:

Proposition 3.4. [HL00] Let \( \hat{\psi} = \chi_F \) in \( L^2(\mathbb{R}) \). Then \( \psi \) is a Parseval wavelet set if and only if \( P \) is a multiplicative tile, i.e., \( \{2^j P \mid j \in \mathbb{Z}\} \) is a partition of \( \mathbb{R} \) up to measure zero, and \( P \) is translation simple.

3.1. The scaling function and low-pass filter associated to an MRA Parseval wavelet set. In the next proposition we show how a scaling function and a low-pass filter can be constructed for a MRA wavelet set. For more information on multiresolution analyses see [Dau92]. The wavelet is completely determined by the low-pass filter \( m_0 = \text{Per}(\chi_M) \): the Fourier transform of the scaling function is an infinite product based on \( m_0 \) (Proposition 3.16), and the wavelet can be obtained from the scaling function by some dilation and translation operations. The orthonormal dilation of the wavelet will be based on the low-pass filter. The function \( m_0 \) will “filter” some symbolic paths, and the dilation will be realized on the set of all the filtered paths.

Proposition 3.5. Let \( \psi \in L^2(\mathbb{R}) \) be a Parseval wavelet set, \( \hat{\psi} = \chi_F \). Define
\[
\hat{\varphi}(x) := \sum_{j \geq 1} \hat{\psi}(2^j x), \quad (x \in \mathbb{R}^d).
\]
Then
\[
\hat{\varphi} = \chi_F, \quad \text{with } F = \cup_{j \geq 1} 2^{-j} P, \quad \text{and } F \subset 2F, \quad P = 2F \setminus F.
\]
Assume in addition that \( F \) is translation simple. Then there exists a measurable set \( M \subset [0, 1) \) such that if \( m_0 = \text{Per}(\chi_M) \), then the following scaling equation is satisfied:
\[
\varphi(2x) = m_0(x) \varphi(x), \quad (x \in \mathbb{R}),
\]
and \( m_0 \) satisfies the QMF condition
\[
|m_0(x)|^2 + |m_0(x + \frac{1}{2})|^2 = 1, \quad \text{i.e., the disjoint union } M \cup s(M) = [0, 1).
\]
Also \( m_0 \) and \( \varphi \) satisfy the conditions in Proposition 3.16. Moreover, in this case,
\[
\psi(2x) = (1 - m_0(x)) \varphi(x), \quad (x \in \mathbb{R}^d),
\]
i.e., \( 1 - m_0 \) is a high-pass filter.

Definition 3.6. If \( \hat{\psi} = \chi_F \) is a Parseval wavelet set such that the set \( F \) defined in 3.1 is translation simple, we say that \( \hat{\psi} \) is an MRA Parseval wavelet set.

Proof. The relations in 3.1 follow directly from the fact that \( P \) is a multiplicative tile (Proposition 3.4), therefore the union \( F = \cup_{j \geq 1} 2^{-j} P \) is disjoint.

Assume now \( F \) is translation simple, so \( \tau \) is injective on \( F \). Then \( \tau(P/2) = \tau(F \setminus F/2) = \tau(F) \setminus \tau(F/2) \).
Since \( F \) is translation simple, \( F/2 \) is \( \frac{1}{2} \mathbb{Z} \)-translation simple, so \( \tau(F/2) \) cannot contain both \( x \) and \( s(x) \) at the same time (\( x \in [0, 1) \)). The same argument works for \( \tau(P/2) \).
Remark 3.9. In [CR90] a random walk is defined from a low-pass filter \( \tau \) to \( \infty \). Inductively, there exists a unique \( \omega \) such that

\[
C := s(\tau(F) \setminus \tau(F/2)).
\]

Since \( \tau(F) \setminus \tau(F/2) = \tau(F/2) \) is translation simple it follows that \( C \cap (\tau(F) \setminus \tau(F/2)) = \emptyset \) and \( C \) is s-simple. Moreover \( C \cup (\tau(F/2)) \) is s-simple, because \( C \) and \( \tau(F/2) \) are s-simple, and if \( x \in C \), then \( s(x) \in \tau(F) \setminus \tau(F/2) \) so \( s(x) \) is not in \( C \) if \( s(x) \in C \) then \( x = s(s(x)) \) and we use the same idea.

Since \( C \cup (\tau(F/2)) \) is s-simple, we can complete it to an s-tile, i.e., there exists a set \( D \subset [0,1) \), disjoint from \( C \cup (\tau(F/2)) \) such that

\[
M := C \cup (\tau(F/2)) \cup D
\]

then \( M \) and \( s(M) \) form a partition of \([0,1)\). For example, take

\[
D := [0,1/2) \setminus ((C \cup (\tau(F/2))) \cap [0,1/2)) \cup (s((C \cup (\tau(F/2))) \cap [1/2,1])).
\]

Note that \( M \) is disjoint from \( (\tau(F) \setminus \tau(F/2)) \). Indeed, \( C \) and \( \tau(F/2) \) are disjoint from this set, and if \( x \in D \cap (\tau(F) \setminus \tau(F/2)) \), then \( s(x) \in C \) so \( x, s(x) \in M \), a contradiction.

Since \( M \) and \( s(M) \) form a partition of \([0,1)\), the function \( m_0 := \text{Per}(\chi_M) \) is a QMF filter. We check the scaling equation (3.2): if \( m_0(x)\hat{\varphi}(x) = 1 \) then \( x \in F \) and \( x \in \text{Per}(M) \), so

\[
\tau(x) \in (\tau(F) \cap M = (\tau(F/2) \cup (\tau(F) \setminus \tau(F/2))) \cap M \subset (\tau(F/2)).
\]

Since \( \tau \) is injective on \( F \), we get \( x \in F/2 \) so \( \hat{\varphi}(2x) = 1 \).

Conversely, if \( \hat{\varphi}(2x) = 1 \) then \( x \in F/2 \) so \( \tau(x) \in M \) and \( x \in F \), hence \( m_0(x)\hat{\varphi}(x) = 1 \).

From (3.2),

\[
(1 - m_0(x))\hat{\varphi}(x) = \hat{\varphi}(x) - \hat{\varphi}(2x) = \chi_F(x) - \chi_{F/2}(x) = \chi_{F/2}(x) = \hat{\psi}(2x).
\]

Since \( \psi \) is a Parseval wavelet for \( L^2(\mathbb{R}) \), \( \cup_{j \in \mathbb{Z}} 2^j P = \mathbb{R} \) almost everywhere, so condition (ii) in Proposition 3.10 is satisfied.

\[ \square \]

3.2. The dilated representation of the Baumslag-Solitar group. Proposition 3.3 and its proof shows us how to construct the low-pass filter \( m_0 = \text{Per}(\chi_M) \) associated to our Parseval wavelet set \( \psi = \chi_P \). The next step is to construct the representation of the Baumslag-Solitar group \( BS(1,2) \) that will contain the dilated orthonormal wavelet. This representation will be supported on a subset of \([0,1) \times \Omega \) where \( \Omega \) is the symbolic space

\[
\Omega := \{0,1\}^\mathbb{N} = \{ \omega = \omega_1\omega_2\ldots | \omega_n \in \{0,1\}, n \in \mathbb{N} \}.
\]

The subset will be determined by the filter \( m_0 \).

Definition 3.7. Let \( r : [0,1) \to [0,1) \),

\[
r(x) = 2x \mod 1, \quad (x \in [0,1]).
\]

For \( x \in [0,1) \), we define \( \omega_x \in \{0,1\} \) such that \( \tau_{\omega_x}(r(x)) = x \). Clearly \( \omega_{\tau_{\omega}x} = k \) for \( k \in \{0,1\} \).

Definition 3.8. Let \( m_0 = \chi_M \) be a QMF filter. Let \( x \in [0,1) \) and \( \omega \in \{0,1\} \). We say that the transition \( \omega \to \omega \tau_{\omega}x \) is possible if \( \tau_{\omega}x \in M \), i.e., \( m_0(\tau_{\omega}x) = 1 \). Thus if \( \tau_{\omega}x \) is not in \( M \), i.e., \( m_0(\tau_{\omega}x) = 0 \), then the transition \( \omega \to \tau_{\omega}x \) is not possible.

For each \( x \in [0,1) \), because of the QMF equation (3.3), only one of the transitions \( x \to \tau_0x \), or \( x \to \tau_1x \) is possible. Let \( \omega_1 \in \{0,1\} \) the digit corresponding to this transition. Then for \( \tau_{\omega_1}x \) only one of the transitions \( \tau_{\omega_1}x \to \tau_{\omega_1}x \) or \( \tau_{\omega_1}x \to \tau_{\omega_1}x \) is possible. Let \( \omega_2 \in \{0,1\} \) be the digit corresponding to this transition. Inductively, there exists a unique \( \omega_{n+1} \in \{0,1\} \) such that the transition \( \tau_{\omega_n} \ldots \tau_{\omega_1}x \to \tau_{\omega_n+1} \tau_{\omega_n} \ldots \tau_{\omega_1}x \) is possible.

We define \( \omega(x) := \omega_1\omega_2\ldots \in \Omega \) to be the chosen path for \( x \).

Note that for all \( n \geq 1 \), \( \omega(x) = \omega_1 \ldots \omega_n \omega(\tau_{\omega_n} \ldots \tau_{\omega_1}x) \).

Remark 3.9. In [CR90] a random walk is defined from a low-pass filter \( m_0 \) on \([0,1) \) with \( |m_0(x/2)|^2 + |m_0((x+1)/2)|^2 = 1 \). The function \( |m_0|^2 \) is interpreted as a transition probability. The transition from \( x \) to \( \tau x \) is possible with probability \( |m_0(\tau x)|^2 \) if \( m_0(\tau x) > 0 \). We use the same terminology here, however in our case, since \( m_0 = \text{Per}(\chi_M) \), the walk is actually deterministic.
Definition 3.10. For $x \in [0, 1)$ let 
\[ A(x) := \{ \eta \in \Omega \mid \eta = \eta_1 \ldots \eta_n \omega(\tau_{\eta_n}, \ldots, \tau_{\eta_1}, x), \text{ for some } \eta_1, \ldots, \eta_n \in \{0, 1\} \}. \]

Thus, the paths in $A(x)$ start with some random steps $\eta_1, \ldots, \eta_n$, but then follow the chosen path $\omega(\tau_{\eta_n}, \ldots, \tau_{\eta_1}, x)$.

Denote by 
\[ \tilde{X}(m_0) := \{(x, \omega) \mid x \in [0, 1), \omega \in A(x)\}. \]

Let 
\[ \tilde{r} : [0, 1) \times \Omega \to [0, 1) \times \Omega, \quad \tilde{r}(x, \omega_1 \omega_2 \ldots) = (r(x), \omega_x \omega_1 \omega_2 \ldots), \quad (x \in [0, 1), \omega_1 \omega_2 \ldots \in \Omega). \]

The inverse of $\tilde{r}$ is 
\[ \tilde{r}^{-1}(x, \omega_1 \omega_2 \ldots) = (\tau_{\omega}, x, \omega_2 \omega_3 \ldots), \quad (x \in [0, 1), \omega_1 \omega_2 \ldots \in \Omega). \]

Define the measure $\lambda$ on $[0, 1) \times \Omega$ by considering the counting measure on each $A(x)$ and integrating these with respect to $x$ on $[0, 1)$:
\[ \int_{[0,1) \times \Omega} f \, d\lambda := \int_{0}^{1} \sum_{\omega \in A(x)} f(x, \omega) \, dx. \]

We define the operators $\tilde{T}$ and $\tilde{U}$ on $L^2(\tilde{X}(m_0))$ by:
\[ \tilde{T} f(x, \omega) = e^{2\pi i x} f(x, \omega), \quad (x \in [0, 1), \omega \in \Omega, f \in L^2(\tilde{X}(m_0))), \]
\[ \tilde{U} f(x, \omega) = \sqrt{2} f(\tilde{r}(x, \omega)), \quad (x \in [0, 1), \omega \in \Omega, f \in L^2(\tilde{X}(m_0))). \]

We define the scaling function
\[ \tilde{\varphi} = \chi_{\tilde{F}}, \text{ where } \tilde{F} = \{(x, \omega(x)) \mid x \in [0, 1)\}. \]

Thus the set $\tilde{F}$ defining the scaling function is obtained by picking exactly the chosen path at each point $x \in [0, 1)$.

3.3. An encoding of the real numbers. We want to realize our dilated representation as a super-representation of the one on $L^2(\mathbb{R})$. For this we will need to embed $\mathbb{R}$ in the symbolic space $[0, 1) \times \Omega$.

This will be done by first establishing a one-to-one correspondence between the integers and infinite words that end in either 000... or 111... This is the “two’s complement” encoding system used in computer science, a fact remarked also in [Gun06]. For a more general analysis of this encoding see [DJP07] where it is proved that there are some obstructions when one wants to generalize these encodings to matrix-dilations.

Proposition 3.11. Let $\overline{0}$ be the infinite word 000... and let $\underline{1} := 111....$. The map
\[ d_0(\omega_1 \ldots \omega_n \overline{0}) = \sum_{k=1}^{n} \omega_k 2^{k-1}, \text{ (so } d_0(\overline{0}) = 0) \]

is a bijection between $A_0 := \{ \omega_1 \ldots \omega_n \overline{0} \mid \omega_1, \ldots, \omega_n \in \{0, 1\} \}$ and $\{ k \in \mathbb{Z} \mid k \geq 0 \}$.

The map
\[ d_1(\omega_1 \ldots \omega_n \underline{1}) = \sum_{k=1}^{n} \omega_k 2^{k-1} - 2^n, \text{ (so } d_1(\underline{1}) = -1) \]

is a bijection between $A_1 := \{ \omega_1 \ldots \omega_n \underline{1} \mid \omega_1, \ldots, \omega_n \in \{0, 1\} \}$ and $\{ k \in \mathbb{Z} \mid k < 0 \}$. Moreover, for any $\omega \in A_i$, $(i \in \{0, 1\}$, and any $x \in [0, 1)$,
\[ x + d_1(\omega) 2^n = \tau_{\omega_n} \ldots \tau_{\omega_1} x + d_1(\omega_{n+1} \omega_{n+2} \ldots), \quad (n \geq 1). \]

Proof. The map $d_0$ corresponds to the base 2 representation of non-negative integers. Note that
\[ d_1(\omega_1 \ldots \omega_n \underline{1}) = -(2^n - 1 - \sum_{k=1}^{n} \omega_k 2^{k-1}) - 1 = -1 - \sum_{k=1}^{n} \omega_k 2^{k-1}, \]

where $\overline{\omega} = 1 - \omega$ for $\omega \in \{0, 1\}$. This shows that $d_1$ is also bijective.

It is enough to prove (3.6) for $n = 1$, the rest follows by induction. This is obtained by a simple computation (after $n$ steps, one has to use the fact that $d_1(\underline{1}) = -1$, and $x \overline{+} = \tau_1 x - 1$).
Clearly, \( \tilde{T} \) intertwines the \( \tilde{L} \)-operators is easy. For the \( \tilde{U} \) operators, one only needs to prove that for \( x \in [0, 1) \) and \( \omega \in A_Z \),

\[
2(x + \tilde{d}_Z(\omega)) = r(x) + \tilde{d}_Z(\omega_0 \omega_1 \ldots),
\]

which follows directly from (3.6) applied to \( r(x) \). \( \square \)

3.4. Main result. We can state now the main dilation result of this section:

**Theorem 3.14.** The operators \( \tilde{T} \) and \( \tilde{U} \) defined in Definition 3.10 are unitary and \( \tilde{U} \tilde{U}^{-1} = \tilde{T}^2 \). A projection \( P \) on \( L^2(\hat{X}(m_0)) \) commutes with \( \tilde{U} \) and \( \tilde{T} \) if and only if \( P \) is an operator of multiplication by the characteristic function of an \( \tilde{r} \)-invariant set, i.e., \( Pf = M_{\chi_{S}} f = \chi_{S} f \), where \( S \subset [0, 1) \times \Omega \) and \( \tilde{r}(S) = S \).

Let \( \hat{\phi} = \chi_{\Omega} \) as in (3.5). The translates of \( \hat{\phi} \) are orthonormal:

\[
\langle \tilde{T}^k \hat{\phi}, \hat{\phi} \rangle = \delta_k, \quad (k \in \mathbb{Z}).
\]

The scaling equation is satisfied:

\[
\tilde{U} \hat{\phi}(x, \omega) = \sqrt{2} m_0(x) \hat{\phi}(x, \omega), \quad (x \in [0, 1), \omega \in \Omega).
\]

If \( \tilde{V}_0 := \text{span}(\tilde{T}^k \hat{\phi} | k \in \mathbb{Z}) \), and \( \tilde{V}_n := \tilde{U}^{-n} \tilde{V}_0 \) for \( n \in \mathbb{Z} \), then \( \tilde{V}_n \) is a multiresolution analysis for \( L^2(\hat{X}(m_0)) \).

Let

\[
\hat{\psi}(x, \omega) := \tilde{U}^{-1}(\sqrt{2}(1 - m_0) \hat{\phi}) = \chi_{\Omega}, \quad \text{where} \; \tilde{P} = \tilde{r}(\tilde{F}) \setminus \tilde{F}.
\]

Then \( \hat{\psi} \) is an orthonormal wavelet for \( L^2(\hat{X}(m_0)) \).

Suppose now that \( \hat{\psi} = \chi_{\Omega} \) is an MRA Parseval wavelet set in \( \mathbb{R} \) and let \( m_0 = \text{Per}(\chi_M) \) be the associated QMF filter, and \( \hat{\phi} = \chi_{\Omega} \) be the associated scaling function, as in Proposition 3.10. Then \( [0, 1) \times A_Z \) is an \( \tilde{r} \)-invariant subset of \( \hat{X}(m_0) \). Let \( \hat{\psi} \) be the orthonormal wavelet for \( L^2(\hat{X}(m_0)) \) and let \( P_{\tilde{R}} \) be the corresponding projection \( P_{\tilde{R}} = M_{\chi_{[0,1)\times\Omega}} \). Then

\[
P_{\tilde{R}} \hat{\phi} = \mathcal{E} \hat{\phi}, \quad P_{\tilde{R}} \hat{\psi} = \mathcal{E} \hat{\psi}.
\]

**Proof.** The operator \( \tilde{T} \) is a multiplication by \( e^{2\pi ix} \) so it is unitary. To see that \( \tilde{U} \) is unitary we need the following

**Proposition 3.15.** For all integrable functions \( f \) on \([0, 1)\times\Omega\),

\[
\int_{[0,1)\times\Omega} 2f \circ \tilde{r} \, d\lambda = \int_{[0,1)\times\Omega} f \, d\lambda.
\]
Equation (3.9) shows that \( \hat{U} \) is an isometry and since \( \hat{r} \) is bijective and the set \( \hat{X}(m_0) \) is invariant under \( \hat{r} \), the operator \( \hat{U} \) is unitary.

The relation \( UTU^{-1} = \hat{T}^2 \) is obtained by an easy computation.

Let \( W \) be a projection that commutes with \( \hat{U} \) and \( \hat{T} \). Then \( W \) commutes with \( \sum_k a_k \hat{T}^k \). So it must commute with all operators of multiplication by functions that depend only on \( x \), \( M_g f(x,\omega) = g(x)f(x,\omega) \).

Then \( W \) commutes with operators of the form \( \hat{U}^{-n} M_g \hat{U}^n \), \( n \in \mathbb{N} \), but these are operators of multiplication by \( g \circ \hat{r}^{-n} \), i.e., operators of multiplication by functions which depend only on \( x \) and \( \omega_1, \ldots, \omega_n \). The SOT-closure of these operators is the algebra of all multiplication operators on \( L^2(\hat{X}(m_0)) \). But this is a maximal abelian algebra, so \( W \) must be contained in it. Thus \( W \) is a multiplication operator \( W = M_f \). Since \( W \) is a projection, \( f \) is a characteristic function \( f = \chi_S \). Since \( W \) commutes with \( \hat{U} \), the set \( S \) is \( \hat{r} \)-invariant.

The orthogonality of the translates of \( \hat{\varphi} \) is trivial. The scaling equation follows from the following equality:

\[
\hat{r}^{-1}(\hat{F}) = \{(x,\omega) | \omega(r(x)) = \omega_2 \omega_1 \ldots \} = \{(x,\omega) | \tau_{\omega_j}(r(x)) \in M, \omega(x) = \omega_1 \ldots \} = (M \times \Omega) \cap \hat{F}.
\]

Notice that \( \hat{V}_0 \) consists of all the functions supported on \( \hat{F} \). Then \( \hat{V}_n \) consists of the functions supported on \( \hat{r}^n \hat{F} \) for all \( n \in \mathbb{Z} \). We also have \( \hat{r}^{-1} \hat{F} \subset \hat{F} \), from the scaling equation. The definition of \( A(x) \) implies that \( \bigcup_{n \geq 0} \hat{r}^n \hat{F} = \hat{X}(m_0) \). This implies that the union of the subspaces \( \hat{V}_n \) is dense.

To show that \( \cap_n V_n = \{0\} \), note that, using (3.9)

\[
\chi(\hat{r}^{-n} \hat{F}) = \int_{[0,1) \times \Omega} \chi_{\hat{F}} \circ \hat{r}^n d\lambda = \frac{1}{2^n} \int_{[0,1) \times \Omega} \chi_{\hat{F}} d\lambda = \frac{1}{2^n}.
\]

Therefore a function \( f \) in \( \cap V_n \) is supported on a set of measure 0, so it has to be identically 0.

Now let us consider the case of a MRA Parseval wavelet set. Proposition 3.16 shows that \( A(x) \) contains \( A_2 \) for almost every \( x \in [0,1) \). We have that \( P_{[0,1) \times A_2} \hat{\varphi} = \chi_{[0,1) \times A_2} \chi_{\hat{F}} = \chi_{[0,1) \times A_2 \cap \hat{F}} \). We have to check that

\[
(3.12)
\]

If \( x \in [0,1) \) and \( \omega \in A(x) \cap A_2 \) then the chosen path of \( x \) ends in \( \hat{0} \), in which case we let \( i := 0 \), or \( \hat{1} \), and in this case we let \( i := 1 \). Since \( \omega \) is the chosen path of \( x \), using equation (3.6), we have that

\[
m_0((x + d_i(\omega))/2^n) = m_0(\tau_{\omega_n} \ldots \tau_{\omega_1} x) = 1.
\]

Therefore, since \( \hat{\varphi} \) is the infinite product in Proposition 3.16 we obtain that \( \hat{\varphi}(x + d_i(\omega)) = 1 \) so \( (x,\omega) \in \epsilon(F) \).

Conversely, if \( (x,\omega) \in \epsilon(F) \), then \( x + d_i(\omega) \) is in \( F \), where \( i = 0 \) if \( \omega \) ends in \( \hat{0} \) and \( i = 1 \) if \( \omega \) ends in \( \hat{1} \). So \( m_0((x + d_i(\omega))/2^n) = 1 \) and with equation (3.6), this shows that \( m_0(\tau_{\omega_n} \ldots \tau_{\omega_1} x) = 1 \), which implies that \( \omega \) is the chosen path of \( x \). This proves (3.12). Since \( \hat{\mathcal{E}} \) and \( P_{[0,1)} \) intertwine the representations, and since the relation between \( \hat{\psi} \) and \( \hat{\varphi} \) is the same as the relation between \( \hat{\psi} \) and \( \hat{\varphi} \), it follows that \( P_{[0,1)} \hat{\psi} = \hat{\mathcal{E}} \hat{\varphi} \).
Proposition 3.16. Suppose $\dot{\varphi} = \chi_F$ and $m_0 = \text{Per}(\chi_M)$ where $F \subset \mathbb{R}$, $M \subset [0, 1)$. Assume that:

$$\dot{\varphi}(x) = \prod_{n=1}^{\infty} m_0 \left( \frac{x}{2^n} \right), \text{i.e., } F = \bigcap_{n=1}^{\infty} 2^n \text{Per}(M).$$

The following affirmations are equivalent:

(i) $\lim_{n \to \infty} \dot{\varphi}(\frac{x}{2^n}) = 1$ for a.e. $x \in \mathbb{R}$;
(ii) $\bigcap_{n=1}^{\infty} 2^n F = \mathbb{R}$ (up to measure zero);
(iii) $\lim_{n \to \infty} m_0 \left( \frac{x}{2^n} \right) = 1$ for a.e. $x \in \mathbb{R}$;
(iv) $\lim_{n \to \infty} m_0(\tau_n^0 x) = 1$ and $\lim_{n \to \infty} m_0(\tau_n^1 x) = 1$, for a.e. $x \in [0, 1)$;
(v) For a.e. $x \in [0, 1)$, the chosen paths $\omega(\tau_n^0 x) = \underline{1}$ and $\omega(\tau_n^1 x) = \underline{1}$ if $n$ is big enough;
(vi) For a.e. $x \in [0, 1)$, the set $A(x)$ contains the paths $\omega_1 \ldots \omega_0 \underline{1}$ and $\omega_1 \ldots \omega_n \underline{1}$ for all $\omega_1, \ldots, \omega_n \in \{0, 1\}$.

Proof. (i)$\Rightarrow$(ii). If $\dot{\varphi}(x/2^n) \to 1$, then $x/2^n \in F$ for $n$ big enough, so $x \in 2^n F$.

(ii)$\Rightarrow$(iii). If $x \in 2^n F$ then, since $F \subset 2 F$ (from the hypothesis), $x/2^{n+k} \in F$ for $k \geq 0$. But $F \subset 2 \text{Per}(M)$, so $m_0(x/2^{n+k}) = 1$ for $k \geq 1$.

(iii)$\Rightarrow$(iv). For any $x \in [0, 1)$ and any $k \in \mathbb{Z}$ we have $m_0((x+k)/2^n) = 1$ for $n$ big enough. Using the encoding in Corollary 3.11 we obtain that $m_0(\tau_n^0 \omega_n \ldots \tau_n x) = 1$ and $m_0(\tau_n^1 \tau_n \ldots \tau_n x) = 1$ if $k$ is big enough, for all $\omega_1, \ldots, \omega_n \in \{0, 1\}$. (iv) is a particular case of this.

(iv)$\Rightarrow$(v). Evident.

(v)$\Rightarrow$(vi). Let $\omega_1, \ldots, \omega_n \in \{0, 1\}$. Then apply (v) to $\tau_n \omega_n \ldots \tau_n x$ and (vi) follows.

(vi)$\Rightarrow$(i). We have $m_0(\tau_n^0 \omega_n \ldots \tau_n x) = 1$ for all $\omega_1, \ldots, \omega_n$ and $k$ big enough. Similarly with $\tau_1$. Using the encoding in Corollary 3.11 we obtain $m_0((x+k)/2^n) = 1$ for all $x \in [0, 1)$ and all $k \in \mathbb{Z}$, and $n$ big enough. But this implies that for all $x \in \mathbb{R}$, $x/2^n \in F$ for $n$ big enough, so $x/2^p \in F$ for some $p \geq 1$. \hfill $\square$

3.5. Cyclic paths. Our construction of the orthonormal dilation is based on finding the chosen paths. We will show that under some extra assumption on $m_0$ the chosen paths are eventually periodic, and the orthonormal dilation has a particularly simple form and can be realized on an orthogonal sum of copies of $L^2(\mathbb{R})$ just as in [BDP03].

Definition 3.17. We call a set $C := \{\theta_0, \ldots, \theta_{p-1}\}$ in $[0, 1)$ a cycle corresponding to $l_0 \ldots l_{p-1} \in \{0, 1\}^p$, if $\tau_{l_0} \theta_0 = \theta_1, \tau_{l_1} \theta_1 = \theta_2, \ldots, \tau_{l_{p-2}} \theta_{p-2} = \theta_{p-1}$ and $\tau_{l_{p-1}} \theta_{p-1} = \theta_0$.

We denote by $l_0 \ldots l_{p-1}$ the infinite word obtained by the infinite repetition of the finite word $l_0 \ldots l_{p-1}$, i.e.,

$$l_0 \ldots l_{p-1} = l_0 \ldots l_{p-1} l_0 \ldots l_{p-1} \ldots$$

We denote by $\Omega_C$ the set of infinite words that end in $l_0 \ldots l_{p-1}$, i.e.,

$$\Omega_C := \{\omega_1 \ldots \omega_n l_0 \ldots l_{p-1} | \omega_1, \ldots, \omega_n \in \{0, 1\}\}.$$ 

We define the encoding/decoding maps between eventually cyclic paths and integers as in [DJP07].

Definition 3.18. Let $C = \{\theta_0, \ldots, \theta_{p-1}\}$ be a cycle, $Z_p := \{0, 1, \ldots, p-1\}$. Let $T_0$ and $U_0$ be the operators on $L^2(\mathbb{R})$ from (1.2). Define the following operators on $L^2(\mathbb{R} \times Z_p)$:

$$\hat{T}_C(f_0, \ldots, f_{p-1}) = (e^{2\pi i \theta_0} \hat{T}_0 f_0, \ldots, e^{2\pi i \theta_{p-1}} \hat{T}_0 f_{p-1}),$$

$$\hat{U}_C(f_0, \ldots, f_{p-1}) = (\hat{U}_0 f_{p-1}, \hat{U}_0 f_0, \ldots, \hat{U}_0 f_{p-2}).$$

Note that equation (3.14) can be rewritten as

$$\hat{U}_C f = \sqrt{2} f \circ \alpha_C, \quad f \in L^2(\mathbb{R} \times Z_p), \text{ where } \alpha_C(x, j) = (2x, (j-1) \bmod p), \quad (x \in \mathbb{R}, j \in Z_p).$$

We define the decoding map

$$d_C : [0, 1) \times \Omega_C \to \mathbb{R} \times Z_p, \quad d_C(x, \omega) = (x - \theta_{j(\omega)} + k(\omega), j(\omega)),$$

where $k(\omega) = \sum_{n=0}^{\infty} \omega_n 2^n$. We call $d_C$ the decoder associated with the cycle $C$. It is the inverse of the encoder defined above.
where $j(\omega) \in \mathbb{Z}_p$ and $k(\omega) \in \mathbb{Z}$ are defined as follows: there is a unique $j(\omega) \in \{0, \ldots, p-1\}$ such that 
\[
\omega = \omega_0 \ldots \omega_{np-1} j(\omega) j(\omega) j(\omega) \ldots p-1 \ldots j(\omega)_{p-1} \text{ for some } \omega_1, \ldots, \omega_{np-1} \in \{0, 1\}.
\]
(3.17) 
\[
k(\omega) = \omega_0 + \cdots + 2^{np-1} \omega_{np-1} - \theta_j(\omega) - 2^{np} \theta_j(\omega).
\]

**Remark 3.19.** The inverse transformation $\mathbb{R} \times \mathbb{Z}_p \ni (x, j) \mapsto (y, \omega) \in [0, 1) \times \Omega_C$ is constructed as follows: There is a unique $y \in [0, 1)$ and a $k \in \mathbb{Z}$ such that $x - \theta_j = y + k$.

We will associate to $(k, j)$ a path $\omega \in \Omega_C$. The way to define $\omega$ resembles the Euclidian algorithm.

First we define the map $\mathcal{R}_{C} : \mathbb{Z} \to \mathbb{Z} - C$, using a division with remainder: for $a - \theta_j \in \mathbb{Z} - \theta_j$ there is a unique $\mathcal{R}_{C}(a - \theta_j) \in \mathbb{Z} - \theta_j + 1$ and $d \in \{0, 1\}$ such that
\[
a - \theta_j = 2\mathcal{R}_{C}(a - \theta_j) + d.
\]
(Note that we use here the notation $\theta_j = \theta_j_{\text{mod } p}$.)

Then, to define $\omega \in \Omega_C$ from $k \in \mathbb{Z}$ and $j \in \mathbb{Z}_p$, we iterate this division and keep the remainders: there is a unique $\omega_0 \in \{0, 1\}$ such that $k - \theta_j = 2\mathcal{R}_{C}(k - \theta_j) + \omega_0$; at the next step, there is a unique $\omega_1 \in \{0, 1\}$ such that $\mathcal{R}_{C}(k - \theta_j) = 2\mathcal{R}_{C}^2(k - \theta_j) + \omega_1$; at step $n$, there is a unique $\omega_n \in \{0, 1\}$ such that
\[
\mathcal{R}_{C}^n(k - \theta_j) = 2\mathcal{R}_{C}^{n+1}(k - \theta_j) + \omega_n.
\]
Then $\omega$ is defined by $\omega_0 \omega_1 \cdots$.

Using the decoding maps, one can embed the representation associated to a cycle into the representation of the group $BS(1, 2)$ on the symbolic space $L^2([0, 1) \times \Omega)$ defined in Section 3.2.

**Theorem 3.20.** [DIP07] The map $d_C$ is bijective and
\[
d_C \circ \tilde{r} = \alpha_C \circ d_C,
\]
(3.18)

The map $\mathcal{E}_C : L^2(\mathbb{R} \times \mathbb{Z}_p) \to L^2([0, 1) \times \Omega_C, \lambda)$, $\mathcal{E}_C f = f \circ d_C$ is an isometric isomorphism that intertwines the representations $\{\hat{U}_C, \hat{T}_C\}$ and $\{\hat{U}, \hat{T}\}$.

**Proposition 3.21.** Let $C$ be the cycle corresponding to $l_0 \ldots l_{p-1}$. Let
\[
m_{0}(x) = m_0(x)m_0(rx) \cdots m_0(rx^{p-1}x) = m_0(x)m_0(2x) \cdots m_0(2^{p-1}x), \quad (x \in \mathbb{R}).
\]

The following affirmations are equivalent:

(i) For a.e. $x \in [0, 1)$, $\lim_{n \to \infty} m_0^{(p)}((\tau_0 \tau_1 \cdots \tau_0)^n x) = 1$;

(ii) For a.e. $x \in [0, 1)$, $A(x) \supset \Omega_C$;

(iii) The representation $\pi_{\omega_0} := \{\hat{U}, \hat{T}\}$ on $L^2(\hat{X}(\omega_0))$ contains $\pi_C = \{\hat{U}_C, \hat{T}_C\}$ as a subrepresentation.

**Proof.** (i)$\Rightarrow$(ii) Since the set of finite words is countable, and since the maps $\tau_0$ and $x \mapsto 2x \mod 1$ preserve sets of measure zero, we have that for a.e. $x \in [0, 1)$, $\lim_{n \to \infty} m_0^{(p)}((\tau_0 \tau_1 \cdots \tau_0)^n(\tau_0 \tau_1 \cdots \tau_0)^n x) = 1$ for all $\omega_0, \ldots, \omega_m \in \{0, 1\}$. But this means that, if $\omega = \omega_0 \cdots \omega_m l_0 \cdots l_{p-1}$ then $m_0(\tau_0 \cdots \tau_0 x) = 1$ for $n$ large enough. And this implies that if we choose $n$ large, the chosen path of $\tau_0 \cdots \tau_0 x$ is $\omega_{n+1} \omega_{n+2} \cdots$. Thus any such $\omega$ is in $A(x)$ which implies (ii)

(ii)$\Rightarrow$(iii) is clear from Theorem 3.20

(iii)$\Rightarrow$(ii) We need a lemma:

**Lemma 3.22.** Let $A$ be a map from $[0, 1)$ to countable subsets of $\Omega$. Assume that
\[
\hat{X}(A) := \{(x, \omega) | x \in [0, 1), \omega \in A(x)\},
\]
is invariant under $\tilde{r}$. Consider representations of the form $\pi_A := \{\hat{U}, \hat{T}\}$ on $L^2(\hat{X}(A), \lambda)$. If $A_1$ and $A_2$ are such maps, then $\pi_{A_1}$ is a subrepresentation of $\pi_{A_2}$ if and only if $A_1(x) \subset A_2(x)$ for almost every $x \in [0, 1)$.

**Proof.** The sufficiency is immediate. Let $W$ be an isometry between $L^2(\hat{X}(A_1))$ to $L^2(\hat{X}(A_2))$ that intertwines the representations. Then, proceeding as in the proof of Theorem 3.14, $W$ must intertwine multiplication operators on the two spaces $\hat{X}(A_1)$ and $\hat{X}(A_2)$. Therefore $\hat{X}(A_1) \cap \hat{X}(A_2)$ cannot be empty and since $W$ is an isometry we must have $\hat{X}(A_1) \subset \hat{X}(A_2)$. The lemma follows.  \[\square\]
Since \( \pi_{m_0} \) contains \( \pi_C \), using Lemma 3.22 we have that \( \tilde{X}(m_0) \) must contain \([0, 1) \times \Omega_C \), and this implies (ii).

(ii) \( \Rightarrow \) (i) We have that for a.e. \( x \in [0, 1) \), \( \omega_2 \omega_3 \cdots \omega_n \omega_1 \omega_2 \cdots \omega_n \omega_1 \omega_2 \cdots \omega_n \cdots = l_{0} \cdots l_{p-1} \) is in \( A(x) \). So for some \( n \), the chosen path of \( \tau_n \omega_2 \omega_3 \cdots \omega_n \omega_1 \omega_2 \cdots \omega_n \omega_1 \omega_2 \cdots \omega_n \cdots = l_{0} \cdots l_{p-1} \) is in \( A(x) \). We make \( m \) bigger if necessary to have \( n \) of the form \( n = kp \). But his implies that

\[
\begin{align*}
\tau_0 \tau_n (\tau_{n-1} \cdots \tau_1 \cdots \tau_0)^k x &= 1, \\
\tau_0 \tau_n (\tau_{n-1} \cdots \tau_1 \cdots \tau_0)^k x &= 1, \\
&\text{and so on. Therefore } \tau_0 ((\tau_{n-1} \cdots \tau_0)^m x) = 1 \\
&\text{for } m \text{ large enough. And this implies (i).}
\end{align*}
\]

**Definition 3.23.** Let \( m_0 = \text{Per}(\chi_M) \) be a QMF filter.

(i) We call \( M \) (and \( m_0 \)) partitionable if there exists a finite partition \( I_1, \ldots, I_p \) of \( M \) with the property that for each \( i \in \{1, \ldots, q\} \) there exists a \( j(i) \in \{1, \ldots, q\} \) and a \( \nu(i) \in \{0, 1\} \) such that \( \tau_{\nu(i)}(I_i) \subseteq I_{j(i)} \). We say that the partition \( \{I_i\}_{i=1}^q \) is subordinated to \( M \) (and \( m_0 \)).

(ii) For the partition \( \{I_i\}_{i=1}^q \), we construct the following graph: the vertices are the intervals \( I_i, i \in \{1, \ldots, q\} \). We have an edge from \( i \) to \( j \) if and only if \( j = j(i) \); moreover we label the edge from \( i \) to \( j(i) \) by \( \nu(i) \). We call this the graph associated to the partition \( \{I_i\}_{i=1}^q \).

(iii) For each cycle in the graph associated to the partition \( \{I_i\}_{i=1}^q \), let \( l_0 \cdots l_{p-1} \) be the corresponding labels. We say that the cycle \( C \) associated to the word \( l_0 \cdots l_{p-1} \) is a cycle associated to the partition \( \{I_i\}_{i=1}^q \).

**Theorem 3.24.** Let \( m_0 = \text{Per}(\chi_M) \) be a partitionable QMF filter, and let \( \{I_i\}_{i=1}^q \) be a partition subordinated to \( m_0 \).

(i) The representation \( \pi_{m_0} = \{\tilde{U}, \tilde{T}\} \) on \( L^2(\tilde{X}(m_0)) \) is a subrepresentation of

\[
\{\pi_C | C \text{ cycle associated to the partition } \{I_i\}_{i=1}^q \}.
\]

(Recall \( \pi_C = \{\tilde{U}_C, \tilde{T}_C\} \) on \( L^2(\tilde{C}) \))

\[
\text{length(C)-times}
\]

(ii) If in addition all cycles \( C \) associated to the partition \( \{I_i\}_{i=1}^q \) are contained in the interior of \( M \), then

\[
\pi_{m_0} = \oplus \{\pi_C | C \text{ cycle associated to the partition } \{I_i\}_{i=1}^q \}.
\]

**Proof.** (i) We will show that for a.e. \( x \in [0, 1) \), \( A(x) \subset \cup \Omega_C \) where the union is done over all the cycles associated to the partition.

Take \( x \in [0, 1) \), and let \( \omega = \omega_1 \omega_2 \cdots \) be its chosen path. Then \( \tau_{\omega_1} x \in M \), so there is some \( i_0 \in \{1, \ldots, q\} \) such that \( \tau_{\omega_1} x \in I_{i_0} \). Also \( \tau_{\omega_2} \tau_{\omega_1} x \in M \), but, since \( \tau_{\omega_2} \tau_{\omega_1} x \in I_{i_0} \), this implies that \( \tau_{\omega_2} \tau_{\omega_1} x \in I_{j(i_0)} \) and \( \omega_3 = \nu(i_0) \). By induction, we obtain \( \omega_3 = \nu(j(i_0)), \ldots, \omega_n = \nu(j_n(i_0)) \), where \( j_n = j \circ \cdots \circ j, n \text{ times} \). Moreover, we have that \( \tau_{\omega_n} x \in I_{j_n(i_0)} \), so \( \nu^n(i_0) \) is the label for the edge between \( j_{n-1}(i_0) \) and \( j_n(i_0) \). Since the graph is finite it is clear that this procedure will enter a cycle, i.e., the sequence \( j_n(i_0) \) and \( \nu^n(i_0) \) are eventually periodic. The cycle is associated to the partition, and this proves that the chosen path \( \omega \) of \( x \) is in one of the sets \( \Omega_C \). From this it follows immediately that \( A(x) \) is contained in the union of the the sets \( \Omega_C \). Then (i) follows, since \( \tilde{X}(m_0) \) is subset of \( \cup \Omega_C \) which is invariant under \( \tilde{r} \).

(ii) We use Proposition 3.21. We have that all cycles associated to the partition are interior points for \( M \). Let \( C = \{\theta_0, \ldots, \theta_{p-1}\} \) be such a cycle and let \( l_0 \cdots l_{p-1} \) be the corresponding word. We have that \( (\tau_{\theta_{p-1}} \cdots \tau_{\theta_0})^n x \) converges to the fixed point of the map \( \tau_{\theta_{p-1}} \cdots \tau_{\theta_0} \), which is \( \theta_0 \). Therefore \( m_0((\tau_{\theta_{p-1}} \cdots \tau_{\theta_0})^n x) = 1 \) for \( n \) large enough. Similarly for the other cyclic permutations \( l_0 \cdots l_{p-1} l_0 \) and so on. This implies that \( m_0((\tau_{\theta_{p-1}} \cdots \tau_{\theta_0})^n x) = 1 \) for \( n \) large enough, and with Proposition 3.21 we get (ii). \( \square \)

4. **Examples**

**Example 4.1.** Consider

\[
\psi := \chi_{[-2a, a]} \cup [a, 2a], \quad 0 < a \leq \frac{1}{4}.
\]

Since \( P := [-2a, a] \cup [a, 2a] \) is a dilation tile, and translation simple, \( \psi \) is a Parseval wavelet. We want to use our theory to construct an orthonormal dilation. We will see that:

**Proposition 4.2.** The wavelets \( \hat{\psi} = \chi_{[-2a, a]} \cup [a, 2a] \), \( 0 < a \leq \frac{1}{4} \), have an orthonormal dilation in the space \( L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \) with the representation \( \{U_0 \oplus \hat{U}_C, T_0 \oplus \hat{T}_C\} \), where \( C \) is the cycle \( C := \{\frac{1}{3}, \frac{2}{3}\} \).
First, we have to compute the associated scaling function and low-pass filter. By Proposition 3.5, we have that the scaling function is \( \hat{\varphi} = \chi_F \), with \( F = \cup_{j \geq 1} 2^{-j} [-a, a] \). This set is translation simple.

To construct the set \( M \) for the low-pass filter, we follow the procedure in the proof of Proposition 3.5. Recall \( \tau(x) = x \mod 1 \), \( s(x) = (x + 1/2) \mod 1 \). We have

\[
\tau(F) = [0, a] \cup [1 - a, 1], \quad \tau(F/2) = [0, \frac{a}{2}] \cup [1 - \frac{a}{2}, 1].
\]

Then

\[
C := s(\tau(F) \setminus \tau(F/2)) = s\left(\left(\frac{a}{2}, a\right] \cup \left[1 - a, 1 - \frac{a}{2}\right]\right) = \left[\frac{1}{2} + \frac{a}{2}, \frac{1}{2} + a\right] \cup \left[\frac{1}{2} - a, \frac{1}{2} - \frac{a}{2}\right].
\]

The set \( M \) must contain both sets \( \tau(F/2) \) and \( C \), and it must be disjoint from the sets \( s(C) \) and \( s(\tau(F/2)) \).

We are left with an “undecided zone”, \([a, 1/2 - a] \cup [1/2 + a, 1 - a]\), where we must make a choice of a subset \( D \) with the property that \(|\{x, s(x)\} \cap D| = 1\) for all \( x \) in this zone. Note that \( s \) maps the two intervals of this zone into each other.

We pick here

\[
D := \left[\frac{1}{4}, \frac{1}{2} - a\right] \cup \left[\frac{1}{2} + a, \frac{3}{4}\right].
\]

Of course there are many other choices, and it would be interesting to see how these choices will affect the dilation.

Then we get that the support set for our low-pass filter is

\[
M := \left[0, \frac{a}{2}\right] \cup \left[\frac{1}{4}, \frac{1}{2} - a\right] \cup \left[\frac{1}{2} + a, \frac{3}{4}\right] \cup \left[1 - a, \frac{1}{2} - \frac{a}{2}\right].
\]

Next we have to see what the chosen paths are. For this we find a partition subordinated to \( M \). This is easy. The four intervals will give us this partition. Indeed we have that

\[
\tau_0[0, \frac{a}{2}] \subset [0, \frac{a_1}{2}], \quad \tau_1[1 - \frac{a}{2}, 1] \subset [1 - \frac{a}{2}, 1],
\]

\[
\tau_1[\frac{1}{4}, \frac{1}{2} - a] \subset \left[\frac{1}{2} + a, \frac{3}{4}\right], \quad \tau_0[\frac{1}{2} + a, \frac{3}{4}] \subset \left[\frac{1}{4}, \frac{1}{2} - a\right].
\]

Therefore we have the following cycles associated to the partition: \( 0, 1 \) (the occurrence of these two cycles should be no surprise because our filter comes from a construction in \( \mathbb{R} \), where the low-pass condition on \( \chi_M \) implies that these cycles are present), and \( 10 \) (or \( 01 \)). The cycle corresponding to \( 0 \) is 0, the one for 1 is 1, the cycle for 10 is \( c := \{0, \frac{a}{2}\} \). So \( \theta_0 = \frac{1}{2}, \theta_1 = \frac{\pi}{\delta} \), and since \( \tau_1 \frac{\pi}{\delta} = \frac{\pi}{\delta}, \tau_0 \frac{\pi}{\delta} = \frac{\pi}{\delta} \), we have \( l_0 = 1 \) and \( l_1 = 0 \). Note also that the cycle \( \{\frac{1}{2}, \frac{3}{4}\} \) lies in the interior of \( M \).

Since we have these cycles, our dilation will be constructed in the space \( [0, 1] \times \{\omega \in \Omega | \omega \text{ ends in } 0, 1, \text{ or } 10\} \). Or equivalently, using the encoding/decoding, it can be done in \( \mathbb{R} \times \{*, 0, 1\} \), where * will be the index for the \( L^2(\mathbb{R}) \)-component that we started from (corresponding to \( 0, 1 \)), and the other two components \( 0, 1 \) will correspond to the cycle 10.

Next, we want to find what the dilated scaling function \( \hat{\varphi} = \chi_{\hat{F}} \) is, so we have to find the set \( \hat{F} \). Recall that

\[
\hat{F} = \{(x, \omega(x)) | x \in [0, 1)\},
\]

where \( \omega(x) \) is the chosen path of \( x \).

To determine the chosen path for a point \( x \in [0, 1) \) we actually need to find only the first digit, i.e., to find \( \omega_1 \in \{0, 1\} \) such that \( \tau_{\omega_1} x \in M \), because once \( \tau_{\omega_1} x \) is in \( M \), we use the partition associated to \( M \) to see what the next digits of the chosen path are. Using this, and the fact that \( 0 < a < 1/4 \) we obtain:

\[
\omega(x) = \begin{cases} 0, & \text{if } x \in [0, a] \\ 10, & \text{if } x \in [a, \frac{a}{2}] \\ 01, & \text{if } x \in [\frac{a}{2}, 1 - a] \\ 1, & \text{if } x \in [1 - a, 1]. \end{cases}
\]

Now that we have the chosen paths for each \( x \) in \([0, 1)\) we use the decoding maps to see how the set \( \hat{F} \) is mapped inside \( \mathbb{R} \times \{*, 0, 1\} \).

On \([0, a]\) we have \( \omega(x) = 0 \). Then \( d_0(0) = 0 \) so \( \epsilon^{-1}(\{0\} \times \{0\}) = [0, a] + 0 = [0, a] \).

On \([1 - a, 1]\) we have \( \omega(x) = 1 \). Then \( d_1(1) = -1 \) so \( \epsilon^{-1}(\{1\} \times \{1\}) = [1 - a, 1] - 1 = [-a, 0] \).

Therefore the first component of the set (the one corresponding to *) will be \([-a, 0] \cup [0, a] = [-a, a] \). This is to be expected, of course, since that was our objective: to dilate the wavelet and scaling function.
that we started with, so the * component of the scaling function \( \chi_F \) should be \( \chi_F \). Similarly for the wavelet \( \hat{\psi} \). On \([a, \frac{1}{2}]\) we have \( \omega(x) = 10 \). Then \( \theta_j(10) \) is the fixed point of \( \tau_0 \tau_1 \), which is \( \frac{1}{2} = \theta_0 \) so \( \theta_j(10) = 0 \). Then \( k(10) = 0 \), and \( d_e(x, 10) = (x - \frac{1}{2}, 0) \). So \( d_e([-\frac{1}{2}, \frac{1}{2}] \times \{10\}) = [-\frac{1}{2} - \frac{1}{2} - \frac{1}{2} - \frac{1}{2}] \times \{0\}\).

On \([\frac{1}{2}, 1 - a]\) we have \( \omega(x) = 0 \). Then \( \theta_j(0) \) is the fixed point of \( \tau_0 \tau_0 \), which is \( \frac{1}{2} = \theta_1 \) so \( \theta_j(0) = 1 \).

Then \( k(01) = 0 \), and \( d_e(x, 0) = (x - \frac{1}{2}, 0) \). So \( d_e([-\frac{1}{2}, 1 - a] \times \{0\}) = [-\frac{1}{2} - \frac{1}{2} - \frac{1}{2} - \frac{1}{2}] \times \{0\}\).

Consequently we have that
\[
\hat{\varphi} = (\chi_{[-a, a]} \cdot \chi_{[\frac{1}{2}, \frac{1}{2}]} \cdot \chi_{[-\frac{1}{2}, -\frac{1}{2}]}).
\]

Let \( \alpha(x_1, x_2) = (2x_1 \mod 1, 2x_2 \mod 1) \). The support set of the dilated wavelet is \( \hat{\varphi} = \alpha(\hat{F}) \). We have \( \alpha(\hat{F}) = [-2a, 2a] \times \{\ast\} \cup [-1/3, 2/3 - 2a] \times \{0\} \cup [2a - 2/3, 1/3] \times \{1\} \).

Finally the dilated orthonormal wavelet is
\[
\hat{\psi} = (\chi_{[-a, a]} \cup [a, 2a]) \cdot \chi_{[-\frac{1}{2}, a - \frac{1}{2}]} \cdot \chi_{[-\frac{1}{2} - a, a - \frac{1}{2}]} \cdot \chi_{[2a - \frac{1}{2}, a - \frac{1}{2}]} \cdot \chi_{[-\frac{1}{2} - a, -\frac{1}{2}]}).
\]

**Example 4.3.** Let us consider again the wavelet set in the previous example, now with \( a = \frac{1}{4} \). So \( \hat{\psi} = \chi_{[-\frac{1}{4}, \frac{3}{4}]} \).

**Proposition 4.4.** The wavelet \( \hat{\psi} = \chi_{[-\frac{1}{4}, \frac{3}{4}]} \) has an orthonormal dilation in the space \( L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \) with the representation \( \{U_0 \cup T_C, T_0 \cup \hat{T}_C\} \) where \( C \) is the cycle \( C := \{\hat{\varphi}, \hat{\psi}, \hat{\varphi}\} \). This proves that the representation associated to orthonormal dilations is not unique.

We saw that for this wavelet set we can take the scaling function to be \( \hat{\varphi} = \chi_{[-\frac{1}{4}, \frac{3}{4}]} \). The support \( M \) for the low-pass filter must contain \([0, \frac{1}{16}] \cup [\frac{5}{8}, \frac{13}{16}] \cup [\frac{15}{16}, 1] \), and it should be disjoint from \([\frac{1}{16}, \frac{5}{8}] \cup [\frac{5}{16}, \frac{13}{16}] \cup [\frac{15}{16}, 1] \). And we have the undecided zone \([\frac{5}{8}, \frac{13}{16}] \cup [\frac{15}{16}, 1] \) where we can make a choice of a set \( D \) which is \( s\)-simple, so that in the end we get \( M \) to be the support of a QMF filter. Here we will make a different choice of this set \( D \), and we will see that the orthonormal dilation is different from the one in Example 4.1. Here we take \( D := [\frac{1}{4}, \frac{3}{4}] \). Therefore
\[
M := [0, \frac{1}{16}] \cup [\frac{1}{8}, \frac{7}{16}] \cup [\frac{9}{16}, \frac{5}{8}] \cup [\frac{15}{16}, 1].
\]

We have a partition subordinated to \( M \) as follows:
\[
\tau_0[0, \frac{1}{16}] \subset [0, \frac{1}{8}], \quad \tau_1[\frac{5}{16}, 1] \subset [\frac{15}{16}, 1],
\]
\[
\tau_0[\frac{1}{8}, \frac{1}{4}] \subset [\frac{9}{16}, \frac{5}{8}], \quad \tau_0[\frac{1}{4}, \frac{7}{16}] \subset [\frac{15}{16}, 1], \quad \tau_0[\frac{1}{4}, \frac{7}{16}] \subset [\frac{1}{4}, \frac{7}{16}].
\]

Thus, we have the following cycles \( 0, 01, 100 \), which corresponds to \( c := \{\theta_0 = \frac{1}{2}, \theta_1 = \frac{3}{4}, \theta_2 = \frac{1}{4}\} \).

The chosen paths for points in \([0, 1]\) are
\[
\omega(x) = \begin{cases} 0, & \text{if } x \in [0, \frac{1}{2}] \medskip \\
100, & \text{if } x \in [\frac{1}{4}, \frac{3}{4}] \medskip \\
010, & \text{if } x \in [\frac{3}{4}, \frac{5}{4}] \medskip \\
001, & \text{if } x \in [\frac{5}{4}, \frac{7}{4}] \medskip \\
1, & \text{if } x \in [\frac{7}{4}, 1]. \end{cases}
\]

On \([0, \frac{1}{8}]\) we have \( \omega(x) = 0 \), so \( d_0(0) = 0, e^{-1}([0, \frac{1}{8}] \times \{0\}) = [0, \frac{1}{8}] \times \{\ast\}\).

On \([\frac{1}{4}, 1]\) we have \( \omega(x) = 1 \), so \( d_1(1) = -1, e^{-1}([\frac{1}{4}, 1] \times \{1\}) = [\frac{1}{4}, 1] - 1 = [-\frac{3}{4}, 0]\).

On \([\frac{1}{4}, \frac{1}{2}]\) we have \( \omega(x) = 100 \), so \( j(100) = 0, k(100) = 0, d_e([\frac{1}{4}, \frac{1}{2}] \times \{100\}) = [\frac{1}{4} - \frac{1}{4} - \frac{1}{4} - \frac{1}{4}] \times \{0\} = [\frac{1}{8}, \frac{1}{8}] \times \{0\}\).

On \([\frac{1}{4}, \frac{3}{4}]\) we have \( \omega(x) = 010 \), so \( j(010) = 2, k(010) = 0, d_e([\frac{1}{4}, \frac{3}{4}] \times \{010\}) = [\frac{1}{4} - \frac{1}{4} - \frac{1}{4} - \frac{1}{4}] \times \{2\} = [-\frac{1}{16}, \frac{3}{16}] \times \{2\}\).

On \([\frac{1}{4}, \frac{5}{4}]\) we have \( \omega(x) = 001 \), so \( j(001) = 1, k(001) = 0, d_e([\frac{1}{4}, \frac{5}{4}] \times \{001\}) = [\frac{1}{4} - \frac{1}{4} - \frac{1}{4} - \frac{1}{4}] \times \{1\} = [\frac{1}{16}, \frac{1}{16}] \times \{1\}.\)
Then
\[
\hat{F} = \left[ -\frac{1}{8} \right] \times \{ \pm \} \cup \left[ -\frac{1}{56} \right] \times \{ 0 \} \cup \left[ -\frac{17}{28} \right] \times \{ 1 \} \cup \left[ -\frac{1}{28} \right] \times \{ 2 \}
\]
\[
\alpha(\hat{F}) = \left[ -\frac{1}{4} \right] \times \{ \pm \} \cup \left[ -\frac{1}{28} \right] \times \{ 2 \} \cup \left[ -\frac{17}{28} \right] \times \{ 0 \} \cup \left[ -\frac{1}{28} \right] \times \{ 1 \}.
\]
Here \( \alpha(x_n, x_{n+1}, x_{n+2}) = (2x_n \mod 1, 2x_1 \mod 1, 2x_2 \mod 1, 2x_0 \mod 1) \). From this \( \hat{P} = \alpha(\hat{F}) \setminus \hat{F} \) and the orthogonal wavelet is
\[
\hat{\psi} = \chi_\mathbb{P} = (\chi_{[-\frac{1}{4}, -\frac{1}{28}]}, \chi_{[-\frac{1}{4}, -\frac{1}{28}]}, \chi_{[-\frac{1}{4}, -\frac{1}{28}]}, 0).
\]

**Example 4.5.** In this example we will show that the cycles are not sufficient to describe the whole picture. Actually, for a large class of paths, we can find low-pass filters for which some points will have the chosen path equal to the given path. We will then obtain the following:

**Proposition 4.6.** There are low-pass filters that have chosen paths \( \omega(x) \) non-eventually periodic, for a set of points \( x \) of positive measure. This implies that the corresponding dilation is not realized in a sum of representations of the form \( \{ U_C, \tilde{T}_C \} \) with \( C \) cycle.

Let \( \eta = \eta_1 \eta_2 \ldots \) be an infinite path with the property that it does not contain sequences of consecutive 0s or consecutive 1s of arbitrarily large lengths. (For example, any non-trivial cyclic path will have this property, or \( \eta = a_0a_1a_2 \ldots \) where \( a_0 = 01 \) and \( b = 10 \).) Let \( p - 1 \) be the maximum number of consecutive 0s or 1s that occur in \( \eta \).

For a finite word \( a_1 \ldots a_n \), let us denote by \( a_1 \ldots a_n := a_1^\frac{1}{p} + \cdots + a_n^\frac{1}{p} \). Let \( 0^p \) denote a string of \( p \) consecutive zeros.

Let \( I \) be the interval \( I := (0.10^{p}10, 0.10^{p}11) \).

First we claim that the intervals \( (\tau_{\eta_n} \ldots \tau_{\eta_m} I) \) are mutually disjoint (the interval corresponding to \( n = 0 \) is \( I \)).

Note that \( \tau_{\eta_n} \ldots \tau_{\eta_m} I = (\eta_1 \ldots \eta_1 10^{p}, \eta_1 \ldots \eta_1 10^{p}) \).

If \( x \) is in this interval and \( x \) has the binary expansion \( x = a_1^\frac{1}{p} + a_2^\frac{1}{p} + \ldots \) then it is easy to see that \( a_1 a_2 \ldots \) must begin with \( \eta_1 \ldots \eta_1 10^{p} \). So, if \( \tau_{\eta_{n+1}} \ldots \tau_{\eta_m} I \) with \( m > n \) intersects \( \tau_{\eta_{n+1}} \ldots \tau_{\eta_m} I \), then \( \eta_1 \ldots \eta_1 10^{p} \) must begin with \( \eta_1 \ldots \eta_1 10^{p} \). This implies that \( \eta_{n+1} \ldots \eta_1 10^{p} \) begins with \( 10^{p} \). But \( \eta \) does not contain \( p \) consecutive zeros, so the only place where we find \( 0^p \) is at the end. And this contradicts \( m > n \).

From this it follows that the intervals \( \tau_{\eta_n} \ldots \tau_{\eta_m} I \) do not intersect the intervals \( \tau_{\eta_n} \ldots \tau_{\eta_m} I \). (Recall that \( \tilde{\omega} = 1 - \omega \).) Suppose by contradiction that they do intersect. Let \( r(x) = 2x \mod 1 \) on \( (0, 1) \). Then \( \emptyset \neq r(\tau_{\eta_n} \ldots \tau_{\eta_n} I) \cap r(\tau_{\eta_n} \ldots \tau_{\eta_m} I) \subset r(\tau_{\eta_n} \ldots \tau_{\eta_n} I) \cap r(\tau_{\eta_n} \ldots \tau_{\eta_m} I) = \tau_{\eta_n} \ldots \tau_{\eta_n} I \cap \tau_{\eta_n} \ldots \tau_{\eta_m} I \), which contradicts the previous statement.

Consider the set
\[
S := \bigcup_{n \geq 1} \tau_{\eta_n} \ldots \tau_{\eta_n} I.
\]
The set \( S \) is s-simple. Indeed, if \( x \in S \) then \( x \in \tau_{\eta_n} \ldots \tau_{\eta_n} I \) for some \( n \geq 1 \). Therefore \( s(x) \in \tau_{\eta_n} \ldots \tau_{\eta_n} I \) so \( s(x) \notin S \).

Moreover the distance from \( S \) to the boundary points 0 and 1 is positive. Indeed, none of the elements of the union \( \tau_{\eta_n} \ldots \tau_{\eta_n} I \) contains 0 or 1. Therefore we can consider \( n \) large enough. Let \( n \) be also bigger than \( p \). Then the sequence \( \eta_{n-p} \ldots \eta_n \) contains both zeros and ones
\[
I_n := \tau_{\eta_{n-p}} \ldots \tau_{\eta_n} I \subset \tau_{\eta_{n-p}} \ldots \eta_m \cup [0, 1) = \frac{1}{2} \eta_n \ldots + \frac{1}{2p} \eta_{n-p} + \frac{1}{2^p} [0, 1).
\]
Since at least one of the digits \( \eta_{n-p} \ldots \eta_0 \) is a one, it follows that \( I_n \geq \frac{1}{2^p} \). Since at least one of these digits is a zero it follows that \( I_m \leq \frac{1}{2} + \cdots + \frac{1}{2^p} + 0 + \frac{1}{2^p} = 1 - \frac{1}{2^p} < 1 \).

Also, the distance from \( S \) to \( \frac{1}{2} \) is positive. This is because none of the intervals contains \( \frac{1}{2} \) (if \( \tau_{\eta_n} \ldots \tau_{\eta_n} x = \frac{1}{2} \) then \( x \in 0 \) or \( x = 1 \)). And if for some \( x \in I \) and some \( n \geq 2 \) we have \( |\tau_{\eta_n} \ldots \tau_{\eta_n} x - \frac{1}{2}| < \varepsilon \), then \( |\tau_{\eta_n} \ldots \tau_{\eta_n} x + \omega_m - 1| < 2\varepsilon \) so \( \tau_{\eta_n} \ldots \tau_{\eta_n} x \) to be close to either 0 or 1, which contradicts the previous statement.

Since \( S \) is s-simple and has positive distance to \( \{0, \frac{1}{2}, 1\} \), we can construct an \( M \) which contains \( S \) and some intervals around 0 and 1 such that \( M \) is the support of a QMF filter.
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Proposition 4.8. There are examples of MRA Parseval wavelet sets that have infinitely many orthonormal dilations with distinct representations.

Recall the notation (base two expansion): $a_1a_2\ldots a_n := \frac{1}{2}a_1 + \frac{1}{4}a_2 + \cdots + \frac{1}{2^n}a_n$, and for infinite words $a_1a_2\ldots := \sum_{n \geq 1} \frac{1}{2^n}a_n$. The Euclidian order on $[0, 1)$ becomes the lexicographical order on the base 2 expansions, i.e., $a_1a_2\ldots < b_1b_2\ldots$ iff for some $n \geq 0$, $a_1 = b_1, \ldots , a_n = b_n$ and $a_{n+1} < b_{n+1}$ (there is the exception of dyadic numbers like $\frac{1}{2} = .10 = .01$, but these can be treated similarly).

Let $0 < a < .0001$ and consider the wavelet set in Example 4.1

$$\psi = \chi_{[-2a, -a] \cup [a, 2a]}$$

We will construct infinitely many low-pass filters $m_0 = \Per(\chi_M)$ associated to this wavelet set, in such a way that their corresponding representations are distinct, and actually have only $L^2(\mathbb{R})$ as the common subrepresentation.

From Example 4.1, we know that such a set $M$ must contain $I := [0, \frac{2}{3}] \cup \left[\frac{1}{2} - a, \frac{1}{3} - \frac{a}{2}\right] \cup \left[\frac{1}{2} + \frac{a}{2}, \frac{1}{3} + a\right] \cup [1 - \frac{a}{2}, 1]$ and must be disjoint from $N := [\frac{a}{3}, a] \cup \left[\frac{1}{2} - a, \frac{1}{3} - \frac{a}{2}\right] \cup [1 - a, 1 - \frac{a}{2}]$.

We have to complete the set $I$ with a set $D$ such that $M = I \cup D$ gives a QMF filter, $I \cap D = \emptyset$. We will do this in infinitely many ways, $D_n, n \geq 1$.

For this we consider infinitely many cycles: let $C_1$ be the cycle associated to 1001100, $C_2$ the cycle associated to 10011001100, $C_3$ the cycle associated to 100110011001100 and so on. We will want $D_n$ to contain the cycle $C_n$ in its interior.

First we have to remark a few things about the cycles $C_n$. It is easy to see that the points of the cycle $C_1$ are .001100110011001100110011001100. Note that the digits of the word associated to the cycle have to be reversed in the base 2 expansion of the cyclic points and then cyclically permuted.

We want to make sure the cycles $C_n$ lie completely in the undecided zone

$$U := [a, \frac{1}{2} - a] \cup \left[\frac{1}{2} + a, 1 - a\right].$$

Note that the point in $C_n$ closest to 0 starts with .001, therefore it is bigger than $a$ (recall $a < .0001$). The point in $C_n \cap [0, \frac{1}{2}]$ closest to $\frac{1}{2}$ begins with .0110 so the distance to $\frac{1}{2} = .01111\ldots$ is at least .0001 > $a$.

Finally, the point in $C_n$ closest to 1 begins with .10 so the distance to 1 is bigger than $a$.

Thus $C_n$ lies in the undecided zone $[a, \frac{1}{2} - a] \cup \left[\frac{1}{2} + a, 1 - a\right]$.

Next, we construct $M_n$ by adding to the set $I := [0, \frac{a}{2}] \cup \left[\frac{1}{2} - a, \frac{1}{2} - \frac{a}{2}\right] \cup \left[\frac{1}{2} + \frac{a}{2}, \frac{1}{2} + a\right] \cup [1 - \frac{a}{2}, 1]$ some intervals $I_c$, $c \in C_n$ contained in $[a, \frac{1}{2} - a] \cup \left[\frac{1}{2} + a, 1 - a\right]$, and such that $I_c$ contains $c$ in its interior for all $c \in C_n$.

Consider the supplements of the points in the cycle $C_n$, i.e., the points in $s(C_n)$. Since $C_n$ is in the undecided zone $U$, and this is invariant under $s$, it follows that $C_n \cup s(C_n)$ is contained in the undecided zone. Let us call the points in $C_n \cup s(C_n)$, main points, and the points in $s(C_n)$, supplements.

Arrange the main points on the interval. We make the following claim: the main point closest to $a$ is a supplement, the main point closest to $\frac{1}{2}$ to the left of $\frac{1}{2}$ is a cycle point, the main point closest to $\frac{1}{2}$ to the right of $\frac{1}{2}$ is a supplement, and the main point closest to $1 - a$ is a supplement.

To prove the claim it is enough to prove the first and the last statement because then the other two follow by applying $s$.

If we want a point $a_1a_2\ldots$ to be close to 0, then we need it to start with as many zeros as possible. The cycle points start with at most two zeros: .001. The base two expansion for the supplements is obtained from the base two expansion of the cycle points by changing the first digit from 0 to 1 and vice versa. Therefore
we can get the supplements to start with .0001 because the cycle points can start with .1001. Thus the one closest to 0 will be a supplement. A similar argument works for the main point closest to 1, and here we need the base two expansion to start with as many ones as possible.

Let $c_l$ be the cycle point closest to $\frac{1}{2}$, to the left of $\frac{1}{2}$, and let $c_r$ be the cycle point closest to $\frac{1}{2}$ to the right of $\frac{1}{2}$. Then $s(c_l)$ will be the main point closest to 1, and $s(c_r)$ will be the main point closest to 0.

Also, note that both intervals $[a, \frac{1}{2} - a]$ and $[\frac{1}{2} + a, 1 - a]$ contain at least 3 cycle points (so also at least 3 supplements). To see this we only have to count how many cycle points start with .0 and how many start with .1.

Next, consider a cycle point $c$ of $C_n$. We want to construct an interval $I_c$ associated to it, that we will add to the definition of the set $D_n$. We have two cases:

**Case I.** If $c \neq c_l, c_r$, then we construct $I_c$ as follows: let $l(c), r(c)$ be the main points $l(c) < c < r(c)$ that are closest to $c$. Then $I_c := [\frac{l(c) + c + r(c)}{2}]$.

**Case II.** If $c = c_l$ then let $l(c) < c_l$ be the main point closest to $c_l$, and let $I_c = I_{c_l} := [\frac{l(c_l) + c_l + r(c_l)}{2}]$.

If $c = c_r$ then let $r(c_r) > c_r$ be the main point closest to $c_r$ and let $I_c := I_{c_r} := [\frac{1}{2} + a \frac{c_r + r(c_r)}{2}]$.

Note that the intervals $I_c$ are disjoint, and they are contained in $[a, \frac{1}{2} - a] \cup [\frac{1}{2} + a, 1 - a]$. Then we define

$$M_n := [0, \frac{a}{2}] \cup \left[\frac{1}{2} - a, \frac{1}{2} - \frac{a}{2}\right] \cup \left[\frac{1}{2} + \frac{a}{2}, \frac{1}{2} + a\right] \cup [1 - a, 1] \cup \bigcup_{c \in C} I_c.$$

(Not that the union is not disjoint, because $I_c$ contains $[\frac{1}{2} - a, \frac{1}{2} - \frac{a}{2}]$; and $I_{c_r}$ contains $[\frac{1}{2} + \frac{a}{2}, \frac{1}{2} + a]$; but this will not be a problem. The set $M_n$ is therefore in the finite word associated to $C_n$.)

First we have to prove that $\text{Per}(\chi_{M_n})$ is a QMF filter, i.e., $(M_n, s(M_n))$ is a partition of $[0, 1]$. For this we analyze the intervals of $M_n$ in $[0, \frac{1}{2}]$ and make sure that when we apply $s$ we obtain the converse situation (so that the QMF condition is satisfied).

First we have $[0, \frac{a}{2}]$ inside $M_n$ and $s([0, \frac{a}{2}]) = [\frac{1}{2}, \frac{1}{2} + \frac{a}{2}]$ is outside $M_n$. Then $[\frac{a}{2}, 0]$ is inside $M_n$ and $s([\frac{a}{2}, a]) = [\frac{1}{2} + \frac{a}{2}, \frac{1}{2} + a]$ is inside $M_n$.

Then we have the main point closest to 0, which is $s(c_l)$. The main point closest to $c_r$ and to the right of $c_r$ is $r(c_r)$. Applying $s$ we get that the main point closest to $s(c_r)$ to the right of it is $r(c_r)$. The interval $[\frac{1}{2} + a, \frac{c_r + r(c_r)}{2}]$ is in $M_n$, and its supplement $[a, \frac{s(c_r) + r(c_r)}{2}]$ is outside $M_n$ because there are no other cycle points in this region except maybe $s(r(c_r))$.

Next we consider intervals of the form $[\frac{a + b}{2}, \frac{a + c}{2}]$ where $a < b < c$ are consecutive main points in $[0, \frac{1}{2}]$ and $s(c_r) < a, c_r, c_l$. If $b$ is a cycle point then this interval is contained in $M_n$. Its supplement is $[\frac{s(a) + r(b)}{2}, \frac{s(b) + s(c)}{2}]$, and $s(b)$ is a supplement. Therefore it is outside $M_n$. If $b$ is a supplement, then $s(b)$ is a cycle point and the same argument works.

Then we have the interval $[\frac{l(c) + c + r(c)}{2}, \frac{1}{2} - a]$ in $M_n$, and, using the argument that we used before for the interval $[\frac{1}{2} + a, \frac{c_r + r(c_r)}{2}]$, its supplement is outside $M_n$.

And finally the intervals $[\frac{1}{2} - a, \frac{1}{2} - \frac{a}{2}]$ and $[\frac{1}{2} - \frac{a}{2}, \frac{1}{2}]$ can be seen to have the desired property.

This proves that $m_0 = \text{Per}(\chi_{M_n})$ is a QMF filter.

Next, we claim that for each $x \in [0, 1]$ its chosen path $\omega(x)$ ends in 0 or 1 or the infinite repetition of the finite word associated to $C_n$. It is enough to prove this for points in $M_n$, because after the first step $\tau \omega, x \in M_n$.

If $x \in [0, \frac{a}{2})$ or $x \in [1 - \frac{a}{2}, 1]$ the claim is clear, the chosen path is 0 or 1.

Suppose now $x \in I_c$ for some $c \in C_n$. Assume first that $c \neq c_l, c_r$. Since $c$ is in the cycle $C_n$, there exists $d \in C_n$ and some $i \in \{0, 1\}$ such that $\tau d = c$. We claim that $\tau I_d \subset I_d$. We have that $I_d = [\frac{l(d) + d + r(d)}{2}]$ if $d \neq c_l, c_r$; if $d = c_l$ then $I_d \supset [\frac{l(c_l) + c_l + \frac{1}{2}}{2}]$, because $\frac{1}{2} - \frac{a}{2} > \frac{1}{2} + \frac{1}{2}$; if $d = c_r$ then $I_d \supset [\frac{1}{2} + c_r, \frac{c_r + r(c_r)}{2}]$. Therefore in all cases $I_d \supset [\frac{l(d) + d + r(d)}{2}]$ where $r(c) := \frac{1}{2} = l(c)$. Note also that $I_d$ is completely contained in $[0, \frac{a}{2}]$ or $[\frac{1}{2}, 1]$ so $R(x) = 2x \bmod 1$ is injective on $I_d$. Since $\tau c = d$, we have that $R(x) = 2x - i$ on $I_d$, so the inverse of $R$ on $I_d$ is $\tau c$.

Note that if $x$ is a main point then $R(x)$ is a cycle point. This is clear for cycle points; for supplements, $s(x)$ is a cycle point, and $R(x) = R(s(x))$. So if $d \neq c_r$, then $R(l(d))$ is a cycle. If $d = c_l$ then $R(l(c_l)) = R(\frac{1}{2}) = 0$. A similar argument works for $R(r(d))$ which is a cycle point or 1. Then $R(\frac{l(d) + d}{2}) = \frac{R(l(d) + d)}{2} = \frac{R(l(d)) + R(d)}{2} = \frac{R(l(d)) + \frac{1}{2}}{2} \leq \frac{R(c) + \frac{1}{2}}{2}$, because the first is the midpoint between two cycle points (or perhaps 0 and a cycle.
point), and the last is the midpoint between two main points. Similarly for \( R \left( \frac{d+r(d)}{2} \right) \geq c+r(c) \). This shows that \( R(I_d) \supset I_c \). Taking the inverse we obtain \( \tau(I_c) \subset I_d \). Note that when \( d = c_i \) we actually have \( \tau(I_c) \subset \tilde{I}_{c_i} := \left[ \frac{(c_i)+c_i}{2} , \frac{c_i+1}{2} \right] \), and when \( d = c_r \), \( \tau(I_c) \subset \tilde{I}_{c_r} := \left[ \frac{1+c_r}{2} , \frac{c_r+r(c_r)}{2} \right] \).

Consider now \( I_{c_i} \). Since \( c_i \) is on the cycle \( C_n \), there is some \( i \in \{0,1\} \) and some \( d \in C_n \) such that \( \tau c_i = d \). Note that \( d \) cannot be \( c_i \) or \( c_r \). It is not \( c_i \) because \( c_i \) is not a fixed point, the cycle \( C_n \) is longer than 1. It is not \( c_r \) because \( c_i \) starts with .0110 so \( \tau c_i \) starts with .01110 or .101110. But \( c_r \) starts with .1001. We claim that, with \( \tilde{I}_{c_i} := \left[ \frac{(c_i)+c_i}{2} , \frac{c_i+1}{2} \right] \), we have \( \tau(I_{c_i}) \subset \tilde{I}_{d} \). As before, we look at \( R \) applied to the endpoints of \( I_d \), and we have already seen that \( R \left( \frac{d+r(d)}{2} \right) \leq \frac{(c_i)+c_i}{2} \). As before \( R \left( \frac{d+r(d)}{2} \right) = \frac{R(d)+R(c_r)}{2} = \frac{c_i+r(r(c_r))}{2} \) and \( R(r(d)) \) is a cycle point to the right of \( R(d) = c_i \). Thus \( R(r(d)) > \frac{1}{2} \). This shows \( R(I_d) \supset \tilde{I}_{c_i} \), so \( \tau(I_{c_i}) \subset I_d \).

A similar argument works for \( c_r \): if \( \tau c_r = d \) for some \( i \in \{0,1\} \) and \( d \in C_n \), and if we denote by \( \tilde{I}_{c_r} := \left[ \frac{1+c_r}{2} , \frac{c_r+r(c_r)}{2} \right] \) then \( \tau(I_{c_r}) \subset I_d \).

Let \( \tilde{I}_c := I_c \) for \( c \neq c_i,c_r \). We have that, if \( \tau c = d \), then for all \( x \in \tilde{I}_c \), one has \( \tau x \in \tilde{I}_d \subset M_n \). This means that the chosen path of \( x \) starts with \( i \), and by induction, the digits of the chosen path will coincide with the digits that determine the cycle \( C_n \).

The only remaining intervals are \( J_l := \left[ \frac{x+l}{2} , \frac{x}{2} - \frac{1}{2} \right] \) and \( J_r := \left[ \frac{1}{2} + \frac{x}{2} , \frac{1}{2} + \frac{c_r}{2} \right] \). If \( x \in J_l \), then \( c_l < x < \frac{1}{2} \), then \( c_l \) starts with \( .011 \). If \( x \in J_r \), then \( x \) starts with \( .100 \). Thus if \( x \) starts with \( .011 \) or \( .101 \) it cannot be in \( J_l \) or \( J_r \). Therefore, if \( x \in J_l \cup J_r \) and \( \omega(x) = \omega_1 \omega_2 \ldots \) is its chosen path, then \( \tau \omega(x) \) is in \( M_n \) but cannot be in \( J_l \) or \( J_r \). This implies that \( \tau \omega(x) \) fits into one of the previous cases, so its chosen path ends in a repetition of one of the cycles. A similar argument works for \( J_r \).

Hence, every chosen path will end in \( 0 \) or the infinite repetition of the word associated to the cycle \( C_n \). It is also clear that \( C_n \) lies in the interior of \( M_n \) and the conditions of Proposition 3.16 are satisfied. Then Theorem 3.1.4 and the proof of Theorem 3.2.2(ii) shows that the orthonormal dilation of our Parseval wavelet set has the representation \( \{ U_0 \oplus U_{C_n}, T_0 \oplus T_{C_n} \} \). With Lemma 3.2.2 we see that the representations \( \{ U_{C_n}, T_{C_n} \} \) are mutually disjoint. This proves our claims.

Acknowledgements. We would like to thank Professors Uffe Haagerup and Palle Jorgensen for their suggestions and ideas. We also thank the anonymous referee for his comments and suggestions which helped improve our paper.

References

[BCH02] Lawrence W. Baggett, Jennifer E. Courter, and Kathy D. Merrill. The construction of wavelets from generalized conjugate mirror filters in \( L^2(\mathbb{R}^n) \). Appl. Comput. Harmon. Anal., 13(3):201–223, 2002.

[BD05] Stefan Bildea, Dorin Ervin Dutkay, and Gabriel Picioroaga. MRA super-wavelets. New York J. Math., 11:1–19 (electronic), 2005.

[BJ02] Ola Bratteli and Palle E.T. Jorgensen. Wavelets through a looking glass. Applied and Numerical Harmonic Analysis. Birkhäuser Boston Inc., Boston, MA, 2002. The world of the spectrum.

[BJMP05] Lawrence W. Baggett, Palle E.T. Jorgensen, Kathy D. Merrill, and J.A. Packer. Construction of Parseval wavelets from redundant filter systems. J. Math. Phys., 46(8):083502, 28, 2005.

[BMM09] Lawrence W. Baggett, Herbert A. Medina, and Kathy D. Merrill. Generalized multi-resolution analyses and a construction procedure for all wavelet sets in \( \mathbb{R}^n \). J. Fourier Anal. Appl., 5(6):563–573, 1999.

[BN00] Mihály Bakonyi and Geir Nævdal. The finite subsets of \( \mathbb{Z}^2 \) having the extension property. J. London Math. Soc. (2), 62(3):904–916, 2000.

[Con98] The Wutam Consortium. Basic properties of wavelets. J. Fourier Anal. Appl., 4(4-5):575–594, 1998.

[CR90] Jean-Pierre Conze and Albert Raugi. Fonctions harmoniques pour un opérateur de transition et applications. Bull. Soc. Math. France, 118(3):273–310, 1990.

[Dau92] Ingrid Daubechies. Ten lectures on wavelets, volume 61 of CBMS-NSF Regional Conference Series in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1992.

[DJ07] Dorin Ervin Dutkay, Palle E.T. Jorgensen, and Gabriel Picioroaga. Unitary representations of wavelet groups and encoding of \( \alpha \)-iterated function systems in solenoids. preprint, http://arxiv.org/abs/0706.1483, 2007.

[DLP06] Xingde Dai and Shijie Lu. Wavelets in subspaces. Michigan Math. J., 43(1):81–98, 1996.

[Dut04] Dorin Ervin Dutkay. Positive definite maps, representations and frames. Rev. Math. Phys., 16(4):451–477, 2004.

[FM98] Benson Farb and Lee Mosher. A rigidity theorem for the solvable Baumslag-Solitar groups. Invent. Math., 131(2):419–451, 1998. With an appendix by Daryl Cooper.

[FM99] Benson Farb and Lee Mosher. Quasi-isometric rigidity for the solvable Baumslag-Solitar groups. II. Invent. Math., 137(3):613–649, 1999.

[GH05] Qing Gu and Deguang Han. Super-wavelets and decomposable wavelet frames. J. Fourier Anal. Appl., 11(6):683–696, 2005.
[GHS+03] Gustavo Garrigós, Eugenio Hernández, Hrvoje Šikić, Fernando Soria, Guido Weiss, and Edward Wilson. Connectivity in the set of tight frame wavelets (TFW). *Glas. Mat. Ser. III*, 38(58)(1):75–98, 2003.

[Gun06] Richard F. Gundy. Probability, ergodic theory, and low-pass filters. *preprint*, 2006.

[HL00] Deguang Han and David R. Larson. Frames, bases and group representations. *Mem. Amer. Math. Soc.*, 147(697):x+94, 2000.

[HST07] Deguang Han, Qiyu Sun, and Wai-Shing Tang. Topological and geometric properties of refinable functions and MRA affine frames. *preprint*, 2007.

[ILP98] Eugen J. Ionascu, David R. Larson, and Carl M. Pearcy. On wavelet sets. *J. Fourier Anal. Appl.*, 4(6):711–721, 1998.

[ILP98] Eugen J. Ionascu, David R. Larson, and Carl M. Pearcy. On wavelet sets. *J. Fourier Anal. Appl.*, 4(6):711–721, 1998.

[Jor89] Palle E. T. Jorgensen. Positive definite functions on the Heisenberg group. *Math. Z.*, 201(4):455–476, 1989.

[Jor90] Palle E. T. Jorgensen. Extensions of positive definite integral kernels on the Heisenberg group. *J. Funct. Anal.*, 92(2):474–508, 1990.

[Jor91] Palle E. T. Jorgensen. Integral representations for locally defined positive definite functions on Lie groups. *Internat. J. Math.*, 2(3):257–286, 1991.

[Kre40] M. Krein. Sur le problème du prolongement des fonctions hermitiennes positives et continues. *C. R. (Doklady) Acad. Sci. URSS (N.S.)*, 26:17–22, 1940.

[Mal98] Stéphane Mallat. *A wavelet tour of signal processing*. Academic Press Inc., San Diego, CA, 1998.

[MV00] Florian Martin and Alain Valette. Markov operators on the solvable Baumslag-Solitar groups. *Experiment. Math.*, 9(2):291–300, 2000.

[PSWX03] Maciej Paluszynski, Hrvoje Šikić, Guido Weiss, and Shaoliang Xiao. Tight frame wavelets, their dimension functions, MRA tight frame wavelets and connectivity properties. *Adv. Comput. Math.*, 18(2-4):297–327, 2003. Frames.

[Rud63] Walter Rudin. The extension problem for positive-definite functions. *Illinois J. Math.*, 7:532–539, 1963.

[Sas87] Zoltán Sasvári. On the extension of positive definite functions. *Rad. Mat.*, 3(2):235–240, 1987.

[Spe99] Darrin M. Speegle. The s-elementary wavelets are path-connected. *Proc. Amer. Math. Soc.*, 127(1):223–233, 1999.