GENERIC GENERALIZED DIAGONAL MATRICES
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Abstract. Generalized diagonal matrices are matrices that have two ladders of entries that are zero in the upper right and bottom left corners. The minors of generic generalized diagonal matrices have square-free initial ideals. We give a description of the facets of their Stanley-Reisner complex. With this description, we characterize the configuration of ladders that yield Cohen-Macaulay ideals. In the special case where both ladders are triangles, we show that the corresponding complex is vertex decomposable. Also in this case, we compute the height and multiplicity of the ideals.

1. Introduction

The initial ideals of determinantal ideals are square-free, hence a combinatorial approach, using Stanley-Reisner complexes, can be applied to study them. Herzog and Trung in [HT92] gave a description of the Stanley-Reisner complexes of generic determinantal ideals. They use this description to compute the Hilbert multiplicity of these ideals. We introduce a more general class of matrices, generalized diagonal matrices, for which the methods in [HT92] are applicable. Generalized diagonal matrices are matrices with two ladders of zeros in the bottom left and top right corner. We are able to extend the results of [HT92] to generalized diagonal matrices. Furthermore, as our main result, we classify the shapes of zeros which yield an ideal that is Cohen-Macaulay.

Definition 1.1. A generalized diagonal (GD) matrix is a \( n \times m \) matrix with two ladders of zeros, \( L_1 \) and \( L_2 \), in the bottom left and top right, respectively. The ladders are described as follows. Let \( c_1 \geq c_2 \geq \ldots \geq c_s \) be a non-increasing set of positive integers, with \( s < m \) and \( c_1 < n \), then \( L_1 \) consist of the last \( c_i \) entries in column \( i \). Similarly, let \( d_t \leq d_{t+1} \leq \ldots \leq d_m \) be a non-decreasing set of positive integers, with \( t > 1 \) and \( d_m < n \), then \( L_2 \) consist of the first \( d_t \) entries in column \( i \). We allow \( L_1 \) or \( L_2 \) to be empty.

In section 2 we will compute the initial ideals of the ideals of minors of generic GD matrices. In section 3 we analyze their Stanley-Reisner complex. We give a description of the facets of these complexes, cf. [HT92], [MS05], and [BC03]. Additionally, these complexes can also be realized as complexes associated to certain posets and have been studied in [Bjö80, Section 7].

A special case of a generic GD matrix is one where there are triangles of zeros in the two corners. This is precisely when \( c_1 = t_1, c_2 = t_1 - 1, \ldots, c_{t_1} = 1 \) for some \( t_1 \geq 0 \) and \( d_{m-t_2+1} = 1, d_{m-t_2+2} = 2, \ldots, d_m = t_2 \) for some \( t_2 \geq 0 \). These matrices are determined completely by their size and the parameters, \( t_1 \) and \( t_2 \), the sizes of the triangles of zeros. The Stanley-Reisner complex of the initial ideals of their minors behaves nicely. In section 4, using the description of the facets of these complexes, we are able to give an explicit formula for the height of the \( r \times r \) minors in terms of \( n, m, t, \) and \( r \). In section 5 we show that these ideals are Cohen-Macaulay. Finally in section 6 we give a formula for the multiplicity of these ideals. Two more special cases occur when \( t_1 = t_2 = 0 \) and
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In this section, $t_1 = n - 1 = m - 1, t_2 = 0$. These parameters describe generic matrices and generic upper triangular square matrices, respectively. Hence we recover the results in [HT92].

2. Generic GD Matrices

**Notation 2.1.** Throughout, $X = (x_{ij})$ denotes a generic $n \times m$ GD matrix with ladders of zeros $L_1$ and $L_2$. $I = I_r(X)$, the ideal of $r \times r$ minors of $X$, and $R = k[X]$. We order the non-zero entries of $X$ lexicographically, i.e., $x_{ij} > x_{kl}$ if $i < k$, or $i = k$ and $j < l$. We then extend this order to a lexicographic order on the monomials of $R$.

For convenience, after determining the shape of $L_1$ and $L_2$, we mean the non-zero entries of $X$ when we refer to entries of $X$.

As is standard practice, to deduce properties about $I$, we first compute $\text{in}(I)$ and determine a Gröbner basis for it. After finding $\text{in}(I)$, we describe the facets of its Stanley-Reisner complex. Loosely speaking, the facets are union of stair shape paths starting next to $L_2$ and ending next to $L_1$.

We first need a lemma that describes how initial ideals in $R$ and in $S$ interact.

**Lemma 2.2.** Let $S$ be a polynomial ring over a field and let $T$ be an ideal generated by indeterminates of $S$. Let $R = S/T$ and let “$\sim$” denote images in $R$. Fix a monomial ordering on $S$ and consider the induced monomial ordering on $R$. Suppose $\{g_1, \ldots, g_k\}$ is a Gröbner basis for a homogeneous ideal $I$ of $S$ such that $\text{in}(g_i) \sim \text{in}(\overline{g_i})$ for all $i$ and $\text{in}(I + T) = \text{in}(I) + T$, then $\{\overline{g_1}, \ldots, \overline{g_k}\}$ is a Gröbner basis for $\overline{I}$.

**Proof.** We only need to show that $\overline{\text{in}(g_i)} = \text{in}(\overline{g_i})$, then we are done by the assumption $\overline{\text{in}(g_i)} = \text{in}(\overline{g_i})$. Again, by that assumption, since $\text{in}(\overline{g_i}) \subset \text{in}(\overline{g_i})$, we have $\overline{\text{in}(g_i)} \subset \text{in}(\overline{g_i})$. Equality follows if their Hilbert functions are the same. We compare their functions as follows,

$$
\text{HF}_{R/\text{in}(T)} = \text{HF}_{R/T} = \text{HF}_{S/I+T} = \text{HF}_{S/\text{in}(I+T)}
$$

$$
= \text{HF}_{S/\text{in}(I)+T} = \text{HF}_{S/\text{in}(g_i)+T} = \text{HF}_{R/\overline{\text{in}(g_i)}}.
$$

\[\square\]

**Proposition 2.3.** The minors of $X$ form a Gröbner basis for $I_r(X)$. The minors of $X$ form a Gröbner basis for $I_r(X)$.

**Proof.** Let $X'$ denote the fully generic $n \times m$ matrix, where all of the entries are non-zero. Let $S = k[X'], I' = I_r(X'),$ and $T = (L_1 \cup L_2)$. Then we identify $R$ as $S/T$ and we have $I = I_r(X) = I'+T/T$. Further, we may choose an ordering on $S$ so that the ordering on $R$ is induced from that of $S$. Let $I = (\delta_1, \ldots, \delta_s)$ where $\delta_i$ are the $r \times r$ minors of $X$. Let $\delta_j'$ be the lifts $\delta_i$ in $X'$, i.e., they are the determinants of the corresponding submatrix in $X$. By a well-known result, $\{\delta_1', \ldots, \delta_s'\}$ forms a Gröbner basis for $I'$ [BC03, 5.3], [HT92, 2.4].

We check that $\{\delta_1', \ldots, \delta_s'\}$ satisfies the conditions of Lemma 2.2. By [Gor07, 1.9], $\text{in}(I'+T) = \text{in}(I') + T$ if for any minor $\delta_i' \in I'$ and any entry $x \in T$, there is an element $f \in I' \cap T$ such that $\text{in}(f) = \text{lcm}(x, \text{in}(\delta_i'))$. Pick $\delta_i' \in I'$ and $x \in T$. Now either $\text{lcm}(x, \text{in}(\delta_i')) = x\text{in}(\delta_i')$ or $\text{lcm}(x, \text{in}(\delta_i')) = \text{in}(\delta_i')$, depending on whether or not $x$ is along the main diagonal of $\delta_i'$. In the former case, take $f = x\delta_i'$. In the latter case, $\delta_i'$ or its transpose is of the correct form to apply Lemma 2.4, hence $\delta_i' \in (x) \cap T$ and we take $f = \delta_i'$. 


We are done once we check that \( \text{in}(\delta_i) = \text{in}(\delta_i') \), where “−” denotes image in \( \mathbb{R} \). Let \( d_i, d_i' \) be the submatrices of \( X, X' \) corresponding to \( \delta_i, \delta_i' \), respectively. If \( \delta_i \neq 0 \), then by Lemma 2.4, the main diagonal of \( d_i' \) does not meet \( T \). Hence the image of the main diagonal of \( d_i \) is equal to the main diagonal of \( d_i' \) thus \( \text{in}(\delta_i) = \text{in}(\delta_i') \). If \( \delta_i = 0 \), then \( \delta_i' \in T \), since \( T \) is a monomial ideal, we have that each term of \( \delta_i' \) is in \( T \). In particular, \( \text{in}(\delta_i') \in T \) so \( \text{in}(\delta_i') = 0 \). □

**Lemma 2.4.** Let \( Y \) be a \( n \times n \) matrix of the form \[
\begin{bmatrix}
* & * \\
A & *
\end{bmatrix},
\]
where \( A \) is a \((n - i + 1) \times i\) submatrix. Then \( \det Y \subset I_1(A) \). In particular, if \( A \) is a submatrix of the form \[
\begin{bmatrix}
0 & x \\
0 & 0
\end{bmatrix},
\]
where \( x \neq 0 \), then \( x \) divides \( \det Y \).

**Proof.** Take a \( n - i \) order expansion for the determinant of \( Y \) along its last \( n - i \) rows. Observe that in this expansion, all but one \( n - i \times n - i \) minor is in \( I_1(A) \), and that minor term corresponds to an \( i \times i \) minor whose last row is the first row of \( A \). □

**Remark 2.5.** The fact that the minors form a Gröbner basis is the cornerstone for the deductions in the following section. From the proof, we see that the placement of the zeros in a generic GD matrix ensures that diagonal terms of minors of \( X' \) either survive in \( X \) or correspond to a minor that is zero. If we attempt to generalize to sparse matrices, this approach breaks down as we cannot control the image in \( X \) of the main diagonal terms of minors in \( X' \). In [GM82], the authors computed the height and classified the Cohen-Macaulayness of maximal minors of sparse matrices. In the case that a sparse matrix is, up to row and column operations, a GD matrix, we recover [GM82, 1.6.2] and extend their results to arbitrary size minors.

3. The Stanley-Reisner Complex of \( I_r(X) \)

We first establish some notation and definitions for some standard operations on simplicial complexes.

**Definition 3.1.** Let \( \Delta \) be a complex.

1. Let \( F \) be a face of \( \Delta \), then the deletion of \( \Delta \) at \( F \) is the subcomplex \( \text{Del}_F(\Delta) = \{ G \in \Delta : G \cap F = \emptyset \} \).

2. Let \( F \) be a face of \( \Delta \), then the link of \( \Delta \) at \( F \) is the subcomplex \( \text{Link}_F(\Delta) = \{ G \in \Delta : G \cap F = \emptyset \text{ and } G \cup F \in \Delta \} \).

3. Let \( \Sigma \) be a complex whose vertex set is disjoint from the vertex set of \( \Delta \). Then the join of \( \Sigma \) with \( \Delta \) is the following complex, \( \Delta * \Sigma = \{ G \cup F : G \in \Delta, F \in \Sigma \} \).

Next, we recall the Stanley-Reisner correspondence between square-free monomial ideals and simplicial complexes.

**Definition 3.2.** ([HH11]) Given a square-free monomial ideal \( a \in k[x_1, \ldots, x_n] \), let \( \Delta_a \) be the simplicial complex on the vertex set \( x_1, \ldots, x_n \) whose faces correspond to monomials which are not in \( a \). We call \( \Delta_a \) the Stanley-Reisner complex of \( a \).

By Proposition 2.3, we have that the initial ideal of \( I \) is a square-free monomial ideal, hence we introduce the following notation.

**Notation 3.3.** For a generic GD matrix \( X \), we set \( \Delta_{\text{in}(I)} = \Delta_I := \Delta_{\text{in}(I)} \), the Stanley-Reisner complex of \( \text{in}(I) \). We will label the vertices of \( \Delta_I \) using the entries of \( X \).
We will abuse notation and will not distinguish between \(x_{ij}\) as an entry of \(X\) or as a vertex of \(\Delta_I\). The meaning of \(x_{ij}\) will be clear from context.

**Definition 3.4.** A \(k\)-diagonal is a set of entries of \(X\) that form the main diagonal of some \(k \times k\) submatrix of \(X\). A \(k\)-chain \(x_1 < x_2 < \ldots < x_k\) is an ordered \(k\)-diagonal using the ordering on \(R\).

Note that a face \(C\) on the vertex set \(\{x_{ij}\}\) is a face of \(\Delta_I\) if and only if the monomial support of \(C\) is not in \(\text{in}(I)\). That is to say, a face \(C\) of \(\Delta_I\) corresponds to a set of entries of \(X\) whose product is not divisible by the leading term of a \(r \times r\) minor of \(X\). This is precisely the condition that \(C\) does not contain any \(r\)-diagonals. This leads to the following definition.

**Definition 3.5 (F-Condition).** Let \(k\) be a positive integer, then we say that a set of entries \(C\), satisfies condition \(F_k\) if no subset of \(C\) is a \(k\)-diagonal. Note that if \(C\) satisfies condition \(F_k\), then \(C\) also satisfies condition \(F_{k+1}\). The faces of \(\Delta_I\) correspond to exactly those sets that satisfy condition \(F_k\) for some \(k \leq r\).

Next, we describe a technical process, which yields a particular subset of \(C\), that allows for induction on condition \(F_k\). Loosely speaking, this process scrapes off the top perimeter of \(C\). If \(C\) satisfies condition \(F_k\), then after scraping, what remains will satisfy condition \(F_{k-1}\).

**Definition 3.6.** We define a new ordering on the entries of \(X\) in the following way,

\[
x \prec y \iff \text{col}(x) < \text{col}(y) \text{ or } \text{col}(x) = \text{col}(y) \text{ and } \text{row}(x) > \text{row}(y).
\]

If \(C\) is empty, then set \(S(C) = C\). Otherwise, suppose \(C\) is not empty, we inductively construct a subset \(S(C) = \{y_1, \ldots, y_k\} \subset C\) as follows. Choose \(y_1 = \max_\prec \{y \in C\}\). After choosing \(y_i\), let

\[
B(y_i) = \{y \neq 0 : \text{row}(y) \leq \text{row}(y_i) \text{ and } \text{col}(y) \geq \text{col}(y_i)\} \setminus \{y_i\}.
\]

If \(B(y_i) \cap C = \emptyset\) stop, otherwise choose \(y_{i+1} = \max_\prec \{y \in B(y_i) \cap C\}\). Notice by construction, the elements of \(S(C)\) are ordered in the following way, \(y_1 > y_2 > \ldots > y_s\). We also have \(B(y_1) \supset B(y_2) \supset \ldots \supset B(y_s)\), and each element in \(B(y_i)\) is smaller than \(y_i\).

For example if \(C = \{a, \ldots, m\}\) are in the positions indicated below, then \(S(C) = \{j, k, l, h, c, d, a, b\}\) (bold entries).

\[
\begin{pmatrix}
a & b \\
c & d & e \\
f & g \\
h & i \\
j & k & l & m
\end{pmatrix}
\]

We will refer to the above process as scraping. Next, we prove some statements about \(S(C)\).

**Proposition 3.7.** Let \(C\) be a set of entries of \(X\).

1. \(S(C)\) satisfies condition \(F_2\) and is the top left perimeter of \(C\) in the following sense. For a non-zero entry \(x\), if for some \(y \in S(C)\), we have \(\text{row}(x) \leq \text{row}(y)\) and \(\text{col}(x) \leq \text{col}(y)\), then \(x \notin C \setminus S(C)\). In particular, this property says that \(S(C)\) is closed under “going up in a column” or “going left in a row”. Meaning for any \(y \in S(C)\) and any \(x \in C\), if \(\text{row}(x) \leq \text{row}(y)\) and \(\text{col}(x) = \text{col}(y)\), then \(x \in S(C)\), or if \(\text{row}(x) = \text{row}(y)\) and \(\text{col}(x) \leq \text{col}(y)\), then \(x \in S(C)\).
(2) For \( k \geq 2 \), if \( C \) satisfies condition \( F_k \), then \( C \setminus S(C) \) satisfies condition \( F_{k-1} \). Conversely, if \( C \) does not satisfy condition \( F_k \), then \( C \setminus S(C) \) also does not satisfy condition \( F_{k-1} \).

Proof. (1) It is evident from the construction of \( S(C) \) that it satisfies condition \( F_2 \), as each \( B(y_i) \) consist entirely of entries to the right and up from \( y_i \).

Now we show the statement about \( S(C) \) being the top left perimeter of \( C \). Let \( x \) be an entry satisfying the property in the proposition. We may assume \( x \in S(C) \), and we will show then that \( x \notin C \). Consider the set \( E = \{ y \in C : y \succeq x \} \). We may assume \( E \cap S(C) \) is not empty. For if it is empty, then \( y_1 \), the maximal element of \( C \), is not in \( E \), which means \( x \succ y_1 \), hence \( x \notin C \). Next, we will show that for any \( y \in E \cap S(C) \) that \( x \in B(y) \). Let \( z \in S(C) \) be minimal with respect to \( \succ \) such that \( \text{row}(x) \leq \text{row}(z) \) and \( \text{col}(x) < \text{col}(z) \). By minimality of \( z \), we have \( y \succeq z \), and since \( z \in S(C) \), we have \( \text{row}(z) \leq \text{row}(y) \). Hence \( \text{row}(x) \leq \text{row}(y) \). As \( y \in E \), we have that \( x \in B(y) \).

Next, let \( y_t \) be the minimal element of \( E \cap S(C) \). From above, we know \( x \in B(y_t) \). If \( y_t \) is the last element of \( S(C) \), then \( x \notin C \) as \( B(y_t) \cap C = \emptyset \). Hence we may assume there is a \( y_{t+1} \in S(C) \). By minimality of \( y_t \), we have \( x \succ y_{t+1} \). Finally, assume that \( x \in C \), then \( x \in B(y_t) \cap C \), but then \( y_{t+1} \geq x \) so that \( x = y_{t+1} \) which is a contradiction. The in particular follows immediately.

(2) Suppose \( C \setminus S(C) \) does not satisfy condition \( F_{k-1} \), then there is a \((k-1)\)-chain \( x_1 < \ldots < x_{k-1} := x \) in \( C \setminus S(C) \). We want to find an element, \( w \in S(C) \), such that \( \text{col}(w) < \text{col}(x) \) and \( \text{row}(w) < \text{row}(x) \). This would yield a \( k \)-chain \( x_1 < \ldots < x_{k-1} < w \) in \( C \) which would be a contradiction. Consider \( E = \{ y \in S(C) : y \succeq x \} \), and let \( y_t \) be the minimal element of \( E \). By (1), it must be that \( \text{col}(y_t) < \text{col}(x) \), otherwise \( x \notin S(C) \). If \( \text{row}(y_t) < \text{row}(x) \), we are done. Hence assume \( \text{row}(y_t) \geq \text{row}(x) \), but we will see that this leads to a contradiction. Notice that \( x \in B(y_t) \cap C \), as \( x \notin S(C) \), hence we must have that \( y_{t+1} \succeq x \), but since \( y_t \succ y_{t+1} \), this contradicts the minimality of \( y_t \).

For the converse, let \( x_1 < \ldots < x_k \) be a \( k \)-chain in \( C \). Then since \( S(C) \) satisfies condition \( F_2 \), there can be at most one \( x_i \in S(C) \), hence \( C \setminus S(C) \) contains at least a \((k-1)\)-chain. \( \square \)

**Definition 3.8.** Let \( C \) be a set of non-zero entries of \( X \), we say that \( C \) is a *stair* if it satisfies condition \( F_2 \). We now use stairs to define a covering condition on sets of non-zero entries. For \( k \geq 1 \), we say that \( C \) is a \( k \)-stair, if we can write \( C = \bigcup_{j=1}^k S_j \), where each \( S_j \) is a stair, and \( k \) is as small as possible. For convenience, for \( k \leq 0 \), a \( k \)-stair is the empty set. Note that a non-empty set of non-zero entries of \( X \) is a \( k \)-stair for exactly one \( k \). We say that \( C \) is a maximal \( k \)-stair if it’s maximal with respect to inclusion and being a \( k \)-stair.

Returning to the example before 3.7, \( C = \{ a, \ldots, m \} \) is a non-maximal 2-stair. Clearly \( C \) does not satisfy \( F_2 \), consider for instance \( \{a, e\} \subset C \), so we need to demonstrate that 2 stairs are sufficient to cover \( C \). Take \( S_1 = S(C) = \{ j, k, l, h, c, d, a, b \} \) and \( S_2 = \{ m, i, f, g, e \} \). Note that \( S_1 \) and \( S_2 \) are not unique choices. Moreover \( C \cup \{ x_1, \ldots, x_5 \} \) is
a maximal 2-stair containing $C$.

$$
\begin{bmatrix}
    a & b \\
    c & d & e \\
    x_2 & x_3 & x_4 & h & i \\
    x_5 & j & k & l & m
\end{bmatrix}.
$$

**Proposition 3.9.** Let $C$ be a set of entries of $X$.

1. If $C$ is a $k$-stair, then $C$ satisfies condition $F_{k+1}$.
2. If $C$ satisfies condition $F_k$, then $C$ is contained in a $j$-stair for some $j < k$. In particular, if $C$ maximally satisfies condition $F_{k+1}$ but does not satisfy condition $F_k$, then $C$ is a maximal $k$-stair.
3. If $C$ is a maximal $k$-stair, then $C \setminus S(C)$ is a maximal $(k-1)$-stair in the submatrix obtained by removing the first row and column. In particular, if $C$ is a non-empty maximal $k$-stair, then $C$ maximally satisfies condition $F_{k+1}$ but does not satisfy condition $F_k$.
4. All faces of $\Delta_I$ are contained in a $j$-stair for some $j < r$. In particular, $C$ is a facet of $\Delta_I$ if and only if $C$ is a maximal $(r-1)$-stair.
5. If $C$ is a stair, then $S(C) = C$.
6. If $C$ is a non-empty maximal $k$-stair, then $S(C)$ is a maximal stair.

**Proof.** (1) Choose $k + 1$ entries of $C$. By the pigeonhole principle, at least two of the chosen entries are contained in a stair $S$. Since $S$ satisfies condition $F_2$, they cannot be part of a 2-diagonal, let alone a $(k + 1)$-diagonal.

(2) We proceed by induction on $k$. The base case, when $k = 2$, follows from the definition of a stair.

For the inductive step, suppose $C$ satisfies condition $F_k$ for some $k > 2$. We apply Proposition 3.7 to obtain subsets $S(C) \subset C$ and $C' = C \setminus S(C)$, where $S(C)$ satisfies condition $F_2$ and $C'$ satisfies condition $F_{k-1}$. By induction, $C'$ is contained in $S$, a $j$-stair for some $j < k - 1$, and $S(C)$ is a stair. Hence $C = C' \cup S(C)$ is contained in $S \cup S(C)$, a $l$-stair for some $l < k$.

The in particular follows from the statement we just proved and (1).

(3) We apply Proposition 3.7 to write $C = S(C) \cup C'$, where $S(C)$ satisfies condition $F_2$ and $C' = C \setminus S(C)$ satisfies condition $F_k$. Also by Proposition 3.7 (1), $C'$ does not meet the first row or column. Thus, we can consider $C'$ in $Y$, the submatrix obtained by removing the first row and column. Since $C'$ satisfies condition $F_k$, by (2), it is contained in a maximal $j$-stair, $E$, of $Y$ for some $j < k$. Back in $X$, we have $C \subset S(C) \cup E$. Now $S(C) \cup E$ satisfies condition $F_{k+1}$, otherwise, if it contains a $(k + 1)$-diagonal, then at most one of the entries in the diagonal can be in $S(C)$. This implies that $E$ contains at least a $k$-diagonal, a contradiction. As $C$ is maximal, we have $C = S(C) \cup E$. Since $S(C)$ is a stair, $E$ must be a $(k - 1)$-stair, otherwise $C$ could be written as a union of less than $k$ stairs.

It remains to show that back in $X$, $E \cap S(C) = \emptyset$ as then we would have $E = C \setminus S(C)$. Suppose not, then let $z = x_{ab}$ be the minimal element of $E \cap S(C)$ with respect to $>$. Since $E$ is contained in $Y$, there exists an entry $w = x_{(a-1)(b-1)}$ directly to the right and up from $z$. By Proposition 3.7, $S(C)$ is the top perimeter of $C$, hence $w \notin C$. We will
show that \( A = C \cup \{ w \} \) satisfies condition \( F_{k+1} \), then using (2), this will contradict the assumption that \( C \) is a maximal \( k \)-stair. Suppose not, then \( A \) contains a \((k+1)\)-chain, \( x_1 < ... < x_{k+1} \). Now this \((k+1)\)-chain must contain \( w \), otherwise it would be a \((k+1)\)-chain completely contained in \( C \), which contradicts \( C \) satisfying condition \( F_{k+1} \). As \( w \) is above \( S(C) \), we must have \( x_{k+1} = w \). Now, we can replace \( x_k \) with any element in \( C \), whose row and column index is greater than that of \( w \) and less than or equal to that of \( x_k \), and preserve the chain. But \( z \) is such an element, hence we may assume \( x_k = z \). Now as \( S(C) \) satisfies condition \( F_2 \), \( x_1, ..., x_{k-1} \) must be in \( E \). But then \( x_1 < ... < x_{k-1} \) is a \((k-1)\)-chain in \( E \), which is a contradiction as \( E \) satisfies condition \( F_{k-1} \).

For the in particular, from (1) we only need to show that \( C \) does not satisfy condition \( F_k \). But this follows from induction and Proposition 3.7 (2).

(4) Follows immediately from (2) and (3).

(5) Suppose \( C \setminus S(C) \) is not empty; then by Proposition 3.7, \( C \setminus S(C) \) satisfies condition \( F_1 \), a contradiction.

(6) Let \( E \) be a maximal stair containing \( S(C) \). We first show that \( E \subset C \). By (3), \( C \setminus S(C) \) is a \((k-1)\)-stair considered in \( X \). Let \( C' = E \cup (C \setminus S(C)) \), clearly \( C \subset C' \). Now \( C' \) is a union of \( k \) stairs, for contradiction, suppose it is a \( j \)-stair for some \( j < k \). Then \( C' \) would satisfy condition \( F_k \), but this would imply that \( C \) satisfies condition \( F_k \), which contradicts (3). Hence \( C' \) is a \( k \)-stair. As \( C \) is a maximal \( k \)-stair, \( C = C' \) and hence \( E \subset C \).

Next, we show that \( E = S(C) \). For contradiction, suppose \( E \setminus S(C) \) is not empty. Using the notation in the scraping process, let \( S(C) = \{ y_1, ..., y_u \} \), and since \( S(E) = E \), we may also write \( E = \{ z_1, ..., z_s \} \). Let \( z_l \) be the maximal element in \( E \setminus S(C) \), we claim that \( z_l \notin C \) which leads to a contradiction. Now after ordering \( S(C) \cup \{ z_l \} \) using \( \succ \), there are two edge cases depending on if \( z_l \) is the maximal or minimal element. If \( z_l \) is the maximal element, then \( z_l \succ y_1 \), and since \( y_1 \) is the maximal element of \( C \), the claim follows. If \( z_l \) is the minimal element, then by construction of \( S(C) \), we have \( B(y_u) \cap C = \emptyset \). Since \( z_l \in B(y_u) \), the claim follows.

Next, assume we are outside the two edge cases, in particular, \( l \neq 1 \) and \( l \neq s \). By maximality of \( z_l \), we have that \( z_{l-1} \) is in \( S(C) \). Write \( z_{l-1} = y_t \) for some \( y_t \in S(C) \). Then \( z_l \in B(z_{l-1}) = B(y_t) \). Assume for contradiction that \( z_l \in C \). Then \( B(y_t) \cap C \neq \emptyset \). By construction of \( S(C) \), there is a \( y_{t+1} \in S(C) \) with \( y_{t+1} \geq z_l \). Now \( y_{t+1} \in B(z_{l-1}) \cap E \), but \( z_l \) is the maximal element in \( B(z_{l-1}) \cap E \), hence \( z_l = y_{t+1} \). This contradicts \( z_l \notin S(C) \). \( \square \)

The scraping process and Proposition 3.9 (5) justifies the following description of a maximal stair. Start with an entry \( x \), where \( B(x) \) is empty. Then at each step pick an entry either down or to the left from the previous entry, proceed until there are no more entries down or to the left. In other words, maximal stairs are formed by maximal paths winding downwards and leftwards. This description is inverse to the scraping process, hence the proposition justifies this description of a stair, cf. [HT92, Section 3].

We now give a more precise description of what the facets look like.

**Notation 3.10.** Let \( X \) be a matrix. Set \( U_k(X) \) to be the set of non-zero entries in the \( k \times k \) triangle in the upper right corner of \( X \), i.e., \( U_k(X) = \{ x_{ij} \neq 0 : j - i \geq m - k \} \).
Set $D_k(X)$ be the set of non-zero entries in the $k \times k$ triangle in the lower left corner of $X$, i.e., $D_k(X) = \{ x_{ij} \neq 0 : i - j \geq n - k \}$. Note that $U_k(X)$ or $D_k(X)$ may be empty. If the matrix $X$ is clear from context we omit $X$ and just write $U_k$ and $D_k$.

**Proposition 3.11.** Let $C$ be a set of entries that satisfies condition $F_k$, then $C \cup U_{k-1} \cup D_{k-1}$ satisfies condition $F_k$. In particular, if $C$ is a facet, then $C$ contains $U_{r-1}$ and $D_{r-1}$.

**Proof.** This is clear as any entry in $U_{k-1} \cup D_{k-1}$ cannot be part of any $k$-diagonal. The in particular is also clear as $C$ is maximal with respect to satisfying condition $F_r$. □

This proposition shows that if we let $X'$ be the matrix obtained from $X$ by zeroing the entries in $U_{r-1}$ and $D_{r-1}$, then $\Delta_I = \Delta_{I'}(X') \ast (U_{r-1} \cup D_{r-1})$. Since $U_{r-1} \cup D_{r-1}$ is a simplex, the join is the same as an iterated cone over the vertices of $U_{r-1} \cup D_{r-1}$. Hence if we are concerned with any property that is preserved by taking cones, such as purity, we may replace $X$ with $X'$.

A $k$-stair $C$ can be described as the triangles $U_{k-1}$ and $D_{k-1}$ along with $k$ disjoint tendrils going from $U_{k-1}$ to $D_{k-1}$. These tendrils come from a particular stair decomposition of $C$. This is the content of the next proposition.

**Proposition 3.12.** Let $C$ be a maximal $k$-stair. Then there exist a stair decomposition $C = \bigcup_{j=1}^k S_j$ such that $T_j = S_j \setminus (U_{k-1} \cup D_{k-1})$ are pairwise disjoint.

**Proof.** We proceed by induction on $k$. The base case is $k = 1$ and is immediate. For the induction step, set $S_1 = S(C)$. Then by Proposition 3.9 (3), $S \setminus S(C)$ is a maximal $(k - 1)$-stair in the matrix $Y$, obtained by deleting the first row and column. Hence by induction, there is a stair decomposition $S \setminus S(C) = \bigcup_{j=2}^k S_j$ where the $T_j$’s are pairwise disjoint. Hence $S = \bigcup_{j=1}^k S_j$ gives the desired stair decomposition. □

We will call the sets $T_j$ the tendrils of a $k$-stair. Notice that the proof shows that a stair decomposition of a $k$-stair can be obtained by repeated scraping. The facets of $\Delta_I$ can be described as a union of $r - 1$ disjoint tendrils along with $U_{r-1}$ and $D_{r-1}$.

### 4. Dimension and Purity of $\Delta_I$

Now that we have description of the facets of $\Delta_I$, we can characterize when $\Delta_I$ is pure based on the shape of the ladders of zeroes, $L_1$ and $L_2$, in $X$. In the case that $L_1$ and $L_2$ are triangles, there is a simple formula for the dimension of $\Delta_I$. The formula is in terms of the height of the ideal of minors of a completely generic matrix, and a correction term corresponding to heights of ideals of minors of generic symmetric matrices.

Before proceeding, we setup some definitions.

**Definition 4.1.** A GD matrix is unpinched if there is no contiguous $2 \times 2$ submatrix of the form

$$
\begin{bmatrix}
* & 0 \\
0 & *
\end{bmatrix}.
$$

Any GD matrix can be decomposed as a block diagonal matrix where the diagonal blocks are unpinched GD matrices.

We call a non-zero entry $x$ a corner of $L_2$, if $B(x)$ (see 3.6) is empty. We call a non-zero entry $x$ a corner of $L_1$, if after transposing $X$, $B(x)$ is empty.
**Proposition 4.2.** Let $X$ be an unpinched generic GD matrix. If $\Delta_I$ is pure, then the corners of $L_1$ are on the same diagonal or $L_1$ is contained in a $r-1 \times r-1$ triangle, and the corners of $L_2$ are on the same diagonal or $L_2$ is contained in a $r-1 \times r-1$ triangle. The converse holds when $r = 2$, even if $X$ is pinched.

**Proof.** We may assume $L_1$ and $L_2$ contain triangles of size $r-1 \times r-1$. Since doing so does not change any assumptions by Proposition 3.11.

We first deal with the $r = 2$ case. In this case, we will also show that the converse holds. When $r = 2$, the facets of $\Delta_I$ are maximal stairs. The dimension of any maximal stair starting at $(a, 1)$ and ending at $(c, 2)$, where $(a, 1) > (c, 2)$, only depends on its end points and is equal to

$$c - a + b - d + 1.$$

Assume $\Delta_I$ is pure. Let $x = (x_1, x_2)$ and $y = (y_1, y_2)$ be adjacent corners of $L_1$. Since $X$ is unpinched, there exist a corner $z = (z_1, z_2)$ of $L_2$ such that there exist two maximal stairs $S$ and $T$ that both start at $z$ and end at $x$ and $y$, respectively. As $\Delta_I$ is pure, the dimensions of $S$ and $T$ are equal, hence

$$x_1 - z_1 + z_2 - x_2 + 1 = y_1 - z_1 + z_2 - y_2 + 1.$$

This shows $x_1 - x_2 = y_1 - y_2$ and hence they are along the same diagonal. For $L_2$, we can repeat the same calculation where we pick two maximal stairs $S$ and $T$ that end at the same point but start at two adjacent corners of $L_2$.

Conversely, assume that the corners of $L_1$ and $L_2$ are on the same diagonal. Any maximal stair must start at a corner of $L_2$ and end at a corner of $L_1$. But for any corner $(x_1, x_2)$ of $L_1$, we have, by assumption, that $x_1 - x_2$ is constant. Similarly, $y_1 - y_2$ is constant for $(y_1, y_2)$, a corner of $L_2$. Finally, the dimension of any maximal stair is a function of $x_1 - x_2$ and $y_1 - y_2$, hence their dimensions are equal. Notice that this argument does not require $X$ to be unpinched.

Now assume $r > 2$. We first show that $L_1$ and $L_2$ are not rectangles, i.e., they have more than 2 corners each. We induct on $r$. For $r = 3$, suppose $\Delta_I$ is pure and for contradiction, assume that $L_1$ is a rectangle. Let $E$ be the set of all non-zero entries in the first row and column of $X$. Notice $E$ is a face of $\Delta_I$. We have that $\text{Link}_E(\Delta_I) = \Delta_J$, where $J$ is the ideal of $r - 1$ minors of $Y$, the submatrix obtained by deleting the first row and column. Since $\Delta_J$ is pure, we have that $\Delta_J$ is pure. Hence from the $r = 2$ case, we have that $L_1$ is a square after removing its first column. Hence $L_1$ is a $k \times k + 1$ rectangle for some $k$. Similarly, let $E'$ be the set of all non-zero entries in the last row and column of $X$, then $E'$ is also a face of $\Delta_J$. We get that $\text{Link}_{E'}(\Delta_J) = \Delta_{J'}$, where $J'$ is the ideal of $r - 1$ minors of the submatrix $Y'$, obtained from deleting the last row and column. By the same reasoning as before, we get that $L_1$ is a $l + 1 \times l$ rectangle for some $l$, contradicting the previously shown form of $L_1$.

For the inductive step, note that if $L_1$ is a rectangle, then either $L_1$ minus the first column or $L_1$ minus the last row is a rectangle, hence $\Delta_J$ or $\Delta'_J$ is not pure by the inductive hypothesis.

Repeat this argument with $L_2$ to get that $L_2$ cannot be a rectangle.

Now we compare $L_1$ in $Y$ and in $Y'$. Since $L_1$ has more than two corners, $L_1$ considered in $Y$ shares at least one corner with $L_1$ considered in $Y'$. Hence by the inductive
hypothesis, all of the corners of $L_1$ are along the same diagonal when considered in $X$. The same argument holds for $L_2$. \hfill \Box

**Proposition 4.3.** If all tendrils of all facets of $\Delta_I$ are of the same dimension, then $\Delta_I$ is pure. Conversely, suppose $I \neq 0$, $X$ is unpinched, and $\Delta_I$ is pure, then all tendrils of all facets of $\Delta_I$ are of the same dimension.

**Proof.** The first statement is immediate from Proposition 3.12.

For the converse, we proceed by induction on $r$. We may assume $L_1$ and $L_2$ contain triangles of size $r - 1 \times r - 1$. The base case when $r = 2$ follows from Proposition 4.2. For the inductive step, let $C$ be a facet of $X$. Then as usual, we can write $C = S(C) \cup (C \setminus S(C))$, where $C \setminus S(C)$ is a facet of $\Delta_{I_{r-1}(Y)}$, where $Y$ is the submatrix obtained by removing the first row and column. By induction, the tendrils of $C \setminus S(C)$ all have the same dimension. By the proof of Proposition 3.12, the tendrils of $C$ are $T = S(C)$ along with the tendrils of $C \setminus S(C)$.

Now let $D$ be the last row and column and let $E$ be the union of the first $r - 1$ rows and columns along with $D$. It is clear that $E$ is a facet of $\Delta_I$ and that $D$ is a tendril of $E$. By the same argument above, $D$ has the same dimension as any tendril of $E \setminus S(E)$ and hence it also has the same dimension as any tendril of $C \setminus S(C)$. By construction, both $D$ and $S(C)$ start and end at corner positions of $L_1$ and $L_2$, respectively. Hence by Proposition 4.2, since the corners of $L_1$ and $L_2$ are on the same diagonal, we have that $D$ and $S(C)$ have the same dimension. \hfill \Box

The converse is false if $X$ is pinched as shown by considering the $3 \times 3$ minors of the following matrix

$$
\begin{bmatrix}
 x_{11} & x_{12} & 0 \\
 0 & x_{22} & 0 \\
 0 & 0 & x_{34}
\end{bmatrix}.
$$

The maximal 2-stairs are

$$\{x_{11}, x_{12}, x_{22}\}, \{x_{11}, x_{12}, x_{34}\}, \text{ and } \{x_{12}, x_{22}, x_{34}\}.$$

Now consider $\{x_{11}, x_{12}, x_{22}\}$. Its two tendrils, obtained by repeatedly scraping, are $\{x_{11}, x_{12}\}$ and $\{x_{22}\}$. The two tendrils clearly do not have the same dimension.

**Proposition 4.4.** Set $X'$ to be the matrix obtained from $X$ by zeroing $U_{r-1}$ and $D_{r-1}$ and let $\Delta'$ be the complex associated to $I_r(X')$. Let $A_i$ be the diagonal blocks of an unpinched decomposition of $X'$. Assume $I \neq 0$.

1. If $\Delta'$ is pure, then $\Delta_{I_2(X')}^0$ is pure.
2. $\Delta_{I_2(X')}^0$ is pure if and only if $\Delta_{I_2(A_i)}$ are pure of the same dimension.

**Proof.** (1) Suppose $X'$ is unpinched, then the statement follows by Proposition 4.2. Hence we may assume $X'$ is pinched. We induct on $r$, the base case is $r = 2$ and is trivial. Now suppose $r > 2$. As before, let $E$ and $F$ by the first row and column and last row and column, respectively. Set $Y$ and $Z$ to be the submatrix obtained by deleting $E$ and $F$, respectively. Then we can consider $\text{Link}_E(\Delta_I)$ and $\text{Link}_F(\Delta_I)$ which correspond to the complex associated to the first $r - 1$ minors of $Y$ and $Z$, respectively. By induction, $\Delta_{I_2(Y)}$ and $\Delta_{I_2(Z)}$ are pure. Finally, notice that any stair in $X'$ is completely contained in $Y$ or $Z$, as otherwise $X$ would be unpinched. Hence every stair in $X'$ are the same dimension so that $\Delta_{I_2(X')}^0$ is pure.
(2) Any stair in $\Delta_{I_2(X')}$ corresponds to a stair in some $\Delta_{I_2(A_i)}$. In fact, $\Delta_{I_2(X')} = \bigsqcup \Delta_{I_2(A_i)}$. The statement follows immediately. \hfill $\square$

We finish this section by working out a formula for the dimension of $\Delta_I$, and thus the height of $I$, in the special case where $L_1$ and $L_2$ are triangles. In the next section, we will show that $L_1$ and $L_2$ being triangles is equivalent to $\Delta_I$ being Cohen-Macaulay.

Recall that if $Y$ is a $n \times m$ generic matrix, then

$$ht \ I_r(Y) = (n - r + 1)(m - r + 1) =: \text{EN}(n, m, r),$$

as shown in [EN62]. Also, we define

$$\text{ENS}(n, r) := \binom{n - r + 2}{2},$$

which is the height of $I_r(Y)$ when $Y$ is a generic symmetric matrix [Józ78].

**Theorem 4.5.** Let $L_1$ be a triangle of size $t_1$ and $L_2$ be a triangle of size $t_2$. Then $\Delta_I$ is pure with

$$\dim \Delta_I = \dim \mathbb{R} - \text{EN}(n, m, r) + \text{ENS}(t_1, r) + \text{ENS}(t_2, r) - 1,$$

and thus

$$ht \ I = \text{EN}(n, m, r) - \text{ENS}(t_1, r) - \text{ENS}(t_2, r).$$

**Proof.** It suffices to show that the dimension of each facet is

$$\dim \ R - \text{EN}(n, m, r) + \text{ENS}(t_1, r) + \text{ENS}(t_2, r) - 1.$$

A facet of $\Delta_I$ is a $(r - 1)$-stair, so we count the size of these stairs.

We induct on $r$. The base case is $r = 2$. By Proposition 4.2, $\Delta_I$ is pure. Hence we need only count the size of a specific maximal stair, namely the first row and column. One computes that the size of the first row and column is

$$n + m - 1 - t_1 - t_2 = \dim \mathbb{R} - \text{EN}(n, m, 1) + \text{ENS}(t_1, 1) + \text{ENS}(t_2, 1).$$

For the inductive step, we apply Proposition 3.9 (3) to write an $(r - 1)$-stair $C$ as $C = S(C) \sqcup C'$, where $C'$ is a maximal $(r - 2)$-stair in the submatrix obtained by removing the first row and column. $S(C)$ is a maximal stair by Proposition 3.9 (6), hence it is the same size as the first row and column. Let $R'$ be the ambient ring of the submatrix, then notice that $\dim \ R = |S(C)| + |C'|$. Now we apply the inductive hypothesis to get

$$|C| = |S(C)| + |C'| =$$

$$|S(C)| + \dim R' - \text{EN}(n - 1, m - 1, r - 1) + \text{ENS}(t_1 - 1, r - 1) + \text{ENS}(t_2 - 1, r - 1)$$

$$= \dim \mathbb{R} - \text{EN}(n, m, r) + \text{ENS}(t_1, r) + \text{ENS}(t_2, r).$$

\hfill $\square$

5. **Cohen-Macaulayness of $I_r(X)$**

In this section, we will characterize the configurations of zeros of a generic GD matrix $X$ so that $I = I_r(X)$ is Cohen-Macaulay. We say that a complex is Cohen-Macaulay if its corresponding ideal is Cohen-Macaulay. As we have shown in section 2, under the lexicographical ordering, $\text{in}(I)$ is square-free, hence we may apply the following.

**Theorem 5.1.** ([CV20, 1.3]) Let $J$ be a homogeneous ideal such that $\text{in}(J)$ is square-free. Then $J$ is Cohen-Macaulay iff $\text{in}(J)$ is Cohen-Macaulay iff $\Delta_J$ is Cohen-Macaulay.
It turns out that $\Delta_I$ is Cohen-Macaulay if only if the ladders of zeroes, $L_1$ and $L_2$, are triangles, or $L_1$ and $L_2$ are small. We will show later that these configurations are sufficient for $\Delta_I$ to not only be Cohen-Macaulay, but also vertex decomposable. In light of Theorem 5.1, this characterizes the configurations for which $I$ is Cohen-Macaulay.

Before proceeding we recall Reisner’s Criterion for when a complex is Cohen-Macaulay.

Theorem 5.2. ([HH11, 8.1.6]) Let $\Delta$ be a complex over a field $k$. Then $\Delta$ is Cohen-Macaulay if and only if for every face $F \in \Delta$ and for every $i < \dim \text{Link}_F(\Delta)$, we have $\tilde{H}_i(\text{Link}_F(\Delta); k) = 0$.

The following are some useful applications of Reisner’s Criterion.

Corollary 5.3. Let $\Delta$ be a complex. Then

1. If $\Delta$ is Cohen-Macaulay, then for every face $F \in \Delta$, $\text{Link}_F(\Delta)$ is Cohen-Macaulay.
2. Let $F$ be a simplex whose vertex set is disjoint from that of $\Delta$, then $\Delta^*F$ is Cohen-Macaulay if and only if $\Delta$ is Cohen-Macaulay.

We now provide necessary conditions for $\Delta_I$ to be Cohen-Macaulay.

Proposition 5.4. Suppose $I \neq 0$ and $\Delta_I$ is Cohen-Macaulay, let $X'$ be the matrix obtained from zeroing $U_{r-1}$ and $D_{r-1}$, then

1. $X'$ is unpinched or $X'$ is a diagonal matrix.
2. $L_1$ is a triangle or contained in a triangle of size $r-1 \times r-1$, and $L_2$ is a triangle or contained in a triangle of size $r-1 \times r-1$.

Proof. Let $\Delta'$ be the complex for $X'$. By Proposition 3.11, we have that $\Delta_I = \Delta' \ast (U_{r-1} \cup D_{r-1})$, hence $\Delta'$ is Cohen-Macaulay by Corollary 5.3 (2).

(1) Suppose $r = 2$. Let $A_i$ be the diagonal blocks in the unpinched decomposition of $X'$. We have that $\Delta' = \bigsqcup \Delta_{I_2(A_i)}$. If $\dim \Delta' > 0$, then since $\Delta'$ is connected, there is only one $A_i$. If $\dim \Delta' = 0$, then $\dim \Delta_{I_2(A_i)} = 0$, hence $X'$ is a diagonal matrix. Now for $r > 2$, we let $E$ be the first row and first column and consider $\Delta'' = \text{Link}_E(\Delta')$. $\Delta''$ is the complex of the $r-1$ minors of a submatrix $Y$, obtained by deleting the first row and column of $X'$. By Corollary 5.3, $\Delta''$ is Cohen-Macaulay, hence by induction, $Y$ is unpinched or a diagonal matrix.

Suppose $Y$ is a diagonal matrix. As $r > 2$ and $I \neq 0$, $Y$ is at least a $2 \times 2$ matrix, this implies that $X$ has a $1 \times 1$ block in its unpinched decomposition. Now by Proposition 4.4, $\Delta_{I_2(X)}$ is pure, hence if one block of $X$ is $1 \times 1$ then all blocks of $X$ are $1 \times 1$.

Now suppose $Y$ is unpinched. If $X$ is pinched, then $X$ has block form

$$
\begin{bmatrix}
A & 0 \\
0 & Y
\end{bmatrix},
$$

where $A$ is a $1 \times 1$ matrix. But by the same reasoning above, this would mean that all of the blocks of $X$ are $1 \times 1$ which implies that $Y$ is a diagonal matrix. But since $Y$ is at least $2 \times 2$, $Y$ would be pinched, a contradiction.

(2) We may replace $X$ by $X'$ and $\Delta$ by $\Delta'$ to assume $L_1$ and $L_2$ contain triangles of size $r-1 \times r-1$. We will show that $L_1$ and $L_2$ are triangles. We are done if $X'$ is a diagonal matrix, hence by (1), we may assumed $X'$ is unpinched.
We proceed by induction on $r$. The base case is $r = 2$. For contradiction, assume one of $L_1$ or $L_2$ is not a triangle. We may transpose the matrix to assume $L_1$ is not a triangle. Using Theorem 5.2, it is sufficient to find a face $F$ such that $\text{Link}_F(\Delta)$ is disconnected of dimension bigger than 0. This is equivalent to finding a face $F$ which is properly contained in exactly 2 facets $F_1$ and $F_2$ such that $F_1 \cap F_2 = F$, and $\dim F_1 \setminus F > 0$ or $\dim F_2 \setminus F > 0$. By (1), $X$ is unpinched, and as $L_1$ is not a triangle, the following submatrix must appear along the border of $L_1$,

$$
\begin{bmatrix}
* & * & * \\
0 & 0 & * \\
0 & 0 & *
\end{bmatrix}.
$$

We construct $F$ by taking any path from a corner of $L_2$ and ending at the top right entry of the submatrix. By the remark after Proposition 3.9, $F$ satisfies condition $F_2$. $F$ and can be completed into a maximal stair by adding entries either to the left of, or below, the top right entry. Hence there is exactly 2 ways to complete $F$ into a stair, since if we add the entry to the left, then we must add all entries to the left, similarly with the entry below. This yields two facets $F_1$ and $F_2$ containing $F$. It is clear that the dimension after deleting $F$ from both of them is at least 1.

For the inductive step, let $E$ be the face consisting of the first row and column of $X$, and set $\Delta' = \text{Link}_E(\Delta_I)$. As before, $\Delta'$ is the complex associated to the $r-1$ minors of a submatrix $Y$, obtained from $X$ by deleting the first row and first column. By induction, both blocks of zeros of $Y$ are triangles. But now, we are done as we can repeat the argument with $E$ being the last row and last column. □

Before we proceed, we provide a definition.

**Definition 5.5.** ([MS05, 16.41]) A complex $\Delta$ is *vertex decomposable* if $\Delta = \{\emptyset\}$ or it is pure and has a vertex $v$ such that $\text{Del}_v(\Delta)$ and $\text{Link}_v(\Delta)$ are vertex decomposable.

Next, we need a lemma about vertex decomposability and joins of complexes.

**Lemma 5.6.** ([PB80, 2.4]) Let $\Delta$ and $\Sigma$ be complexes. Then $\Delta$ and $\Sigma$ are vertex decomposable if and only if $\Sigma \ast \Delta$ is vertex decomposable.

Note that the definition of vertex decomposability in [PB80] is not the same as our definition. However, they have been shown to be equivalent, see [Pro77]. Observe that simplices are vertex decomposable. Hence we will apply, quite often, the above lemma with $\Sigma$ a simplex.

Proposition 3.11 tells us that $\Delta_I = (U_{r-1} \cup D_{r-1}) \ast \text{Del}_{U_{r-1} \cup D_{r-1}}(\Delta_I)$. If we zero the entries in $U_{r-1}$ and $D_{r-1}$, then we obtain a generic GD matrix $\tilde{Y}$ and we see that $\Delta_{L(Y)} = \text{Del}_{U_{r-1} \cup D_{r-1}}(\Delta_I)$. As we’ve seen from the Lemma 5.6, forming a cone with a simplex preserves vertex decomposability. Hence in the context of vertex decomposability, we may employ the above lemma to assume that $L_1$ and $L_2$ contain triangles of size $r - 1 \times r - 1$.

By [MS05] for pure simplicial complexes,

vertex decomposable $\Rightarrow$ shellable $\Rightarrow$ Cohen-Macaulay.

When $X$ is a generic matrix, $\Delta_I$ has already been shown, by numerous people, to be shellable [Bjö80], [BC03], [HT92]. As pure shellable complexes are Cohen-Macaulay [MS05, 13.45], the converse to Proposition 5.4 is already known in the setting where $L_1$
and $L_2$ are empty. When $L_1$ and $L_2$ are triangles, our complexes can be realized as a special case of higher order complexes, which were shown to be shellable in [Bjö80, Section 7].

We will show that $\Delta_I$ is, in fact, vertex decomposable. We are unaware of any other proof that $\Delta_I$ is vertex decomposable when $L_1$ and $L_2$ are triangles, empty or otherwise.

The following theorem is a strong converse to Proposition 5.4.

**Theorem 5.7.** Suppose $L_1$ is a triangle or contained in a $r-1 \times r-1$ triangle, and $L_2$ is also a triangle or contained in a $r-1 \times r-1$ triangle. Then $\Delta_I$ is vertex decomposable.

Before we proceed with the proof, we need to establish some notation and terminology. We will show that $\Delta_I$ is vertex decomposable by describing a recursive algorithm for choosing vertices that satisfy Definition 5.5. We will choose the vertices in such a way that we build a ladder in the top left corner. Let $L_1$ and $L_2$ be triangles of size $t_1$ and $t_2$, respectively. We say that $L$ is a ladder of entries if for a non-increasing sequence of non-negative integers $a_1, ..., a_{m-t_2}$, with $a_1 \leq n - t_1$, $L$ consist of the first $a_i$ entries in the $k$-th column. We allow $L$ to be empty. We will augment a ladder $L$ with additional data: two subsets $D$ and $L$ that form a partition of $L$.

Now given a non-empty set of non-zero entries $A = \{x_1, ..., x_k\}$ of $X$ and a subcomplex $\Delta$ of $\Delta_I$, we set $\text{Link}(A, \Delta)$ to be the iterated link along $A$, i.e.,

$$\text{Link}(A, \Delta) = \text{Link}_{x_k}(\text{Link}_{x_{k-1}}(...\text{Link}_{x_1}(\Delta))).$$

Notice that by [PB80, 1.1], $\text{Link}(A)$ does not depend on the ordering of the entries of $A$ and hence is well defined. For convenience, we set $\text{Link}(\emptyset, \Delta) = \Delta$. Similarly, we define $\text{Del}(A)$, and set $\text{Del}(\emptyset, \Delta) = \Delta$. Now given $(L, D, L)$, we define $\Delta_I(L) = \Delta_I(L, D, L) = \text{Link}(L, \text{Del}(D, \Delta_I))$. We note that by [PB80, 1.1], $\Delta(L)$ is the same as the iterated deletion and link along $L$ in any order. If the underlying ideal of minors $I$ is understood, we will drop it as a subscript and write $\Delta(L)$. Before we prove the theorem, we need the following lemma.

**Lemma 5.8.** Suppose $L_1$ is a triangle or contained in a $r-1 \times r-1$ triangle, and $L_2$ is also a triangle or contained in a $r-1 \times r-1$ triangle. Given $(L, D, L)$ with $D = L$, $\Delta(L)$ is pure of the same dimension as $\Delta_I$.

**Proof.** By Lemma 5.6 and Proposition 3.11, we may assume $L_1$ and $L_2$ are triangles of size at least $r-1 \times r-1$. We induct on $k = |L|$. If $k = 0$, then $\Delta(L) = \Delta_I$ is pure by Theorem 4.5.

Now suppose $k > 0$. Let $v = x_{ab}$ be an entry of $L$ such that $x_{a+1,b} \notin L$ and $x_{a,b+1} \notin L$. In other words, $v$ is an inner corner of $L$. Consider $L' = L \setminus \{v\}$. By induction, $\Delta(L')$ is pure, furthermore since $\dim(\Delta(L')) = \dim(\Delta_I)$, we have that the facets of $\Delta(L')$ are facets of $\Delta$ that do not meet $L'$.

It suffices to show that a facet of $\Delta(L)$ is a facet of $\Delta(L')$. Let $F$ be a facet of $\Delta(L)$. Then $F$ is a facet of $\Delta(L')$ or $F \cup \{v\}$ is a facet of $\Delta(L')$. We may assume the later case, otherwise we are done. We will show that this case leads to a contradiction by constructing a face $G$ of $\Delta(L)$ so that $F \subseteq G$. By choice of $v$, we have that $\{x_{a+1,b+1}, ..., x_{a+r-1,b+r-1}\}$ is completely outside of $L$. As $F \cup \{v\}$ is a facet of $\Delta_I$, we may consider its tendrils $T_1, ..., T_{r-1}$. Since there are $r-1$ many tendrils and they are disjoint there must be an element of $\{x_{ab}, ..., x_{a+r-1,b+r-1}\}$ outside of $F \cup \{v\}$. Let $x_{a+l,b+l}$ be such an element with...
the smallest row index, and for \( j = 1, \ldots, l \), we relabel the tendrils so that \( T_j \) contains \( x_{a+j-1,b+j-1} \). Now set \( G = F \cup \{ x_{a+2,b+1} \} \). We will be done once we show that \( G \) is a face of \( \Delta_L \), and since \( G \) does not meet \( L \), it must also be a face of \( \Delta(L) \).

We will show that \( G \) satisfies condition \( F_r \). Suppose not, then \( G \) contains a \( r \)-chain \( x_1 < \ldots < x_r \). We may assume the chain contains \( x_{a+1,b+1} \). Otherwise, the chain would be in \( F \), but \( F \), considered as a face of \( \Delta_L \), satisfies condition \( F_r \). Now removing \( x_{a+1,b+1} \) from this chain yields a \( r-1 \) chain in \( F \subset F \cup \{ v \} \). Since the tendrils of \( F \cup \{ v \} \) are disjoint and satisfy condition \( F_2 \), this forces each tendril to contain a unique element of this \( r-1 \) chain. Hence \( T_1, \ldots, T_l \) contains a \( l \)-chain, which we relabel as \( x_1, \ldots, x_l \).

Notice that for \( j = 1, \ldots, l \), either \( x_j < x_{a+1,b+1} \) or \( x_{a+1,b+1} < x_j \). The latter case leads to a contradiction as then \( x_{a+j-1,b+j-1} < x_j \) is a 2-chain in \( T_j \). Hence \( x_j < x_{a+1,b+1} \) for all \( j \). Now \( x_1, \ldots, x_l, x_{a+1,b+1} \) forms an \( l+1 \) chain but the shape of \( L \) and the choice of \( x_{ab} \) makes this impossible.

Since the link of any pure complex is still pure, we immediately arrive at the following corollary.

**Corollary 5.9.** Suppose \( L_1 \) is a triangle or contained in a \( r-1 \times r-1 \) triangle, and \( L_2 \) is also a triangle or contained in a \( r-1 \times r-1 \) triangle. Given \((\mathcal{L}, D, L)\) where \( D \) is a ladder shape, then \( \Delta(L) \) is pure.

We establish a terminology before proceeding. We say that a non-zero entry \( x_{ij} \) is a corner of a ladder \( L \) if \( x_{ij} \notin \mathcal{L} \) but \( x_{i-1,j} \in \mathcal{L} \) or \( i = 1 \), and \( x_{i,j-1} \in \mathcal{L} \) or \( j = 1 \). Notice that each row can contain at most one corner of \( L \), hence we may order the corners of \( L \) in ascending order by their row index. Also notice that if \( x \) is a corner of \( L \), then \( L \cup \{ x \} \) is also a ladder.

Now since we plan to prove Theorem 5.7 inductively, we would like to strengthen the statement and prove a stronger statement below. Theorem 5.7 will follow.

**Theorem 5.10.** Let \( X \) be a generic \( n \times m \) GD matrix. Suppose \( L_1 \) is a triangle or contained in a \( r-1 \times r-1 \) triangle, and \( L_2 \) is also a triangle or contained in a \( r-1 \times r-1 \) triangle. Let \((\mathcal{L}, D, L)\) be a ladder such that \( D \) is a ladder shape, and \( L \) consist of the first few consecutive corners of \( D \), then \( \Delta(L) \) is vertex decomposable.

**Proof.** We induct on \( n + m \). The base case when \( n + m = 2 \) is clear. Now suppose \( n + m > 2 \). Given a ladder \((\mathcal{L}, D, L)\) in the form of the statement, we will describe a recursive algorithm for picking a vertex \( v \) that satisfies Definition 5.5.

If \( L \) equals the set of all corners of \( D \), we stop. Otherwise, choose \( v \) as the first corner of \( D \) not in \( L \). Now \((\mathcal{L} \cup \{ v \}, D \cup \{ v \}, L)\) and \((\mathcal{L} \cup \{ v \}, D, L \cup \{ v \})\) are ladders satisfying the statement of the theorem, hence we may repeat the process with the two ladder shapes.

It is clear that the algorithm must terminate since there is only finitely many corner positions for any given ladder and the size of any ladder is bounded. Now in each step of the algorithm, \((\mathcal{L}, D, L)\) satisfies the conditions of Corollary 5.9, hence \( \Delta(L) \) is pure. It remains to show that the terminating ladder shapes are vertex decomposable.

Let \( L \) be a terminating ladder shape, i.e., all of the corners of \( D \) are in \( L \). If all of the non-zero entries in the first row are in \( D \), then \( \Delta(L) \) is equal to \( \Delta_{L'}(L') \) for some ladder \( L' \) in the matrix after removing the first row and \( L' \) is the \( r \times r \) minors of that matrix.
Hence by induction, \( \Delta(\mathcal{L}) \) is vertex decomposable. A similar argument applies if all of the non-zero entries in the first row and column are in \( \mathbf{D} \).

Now we may assume that not all of the non-zero entries in the first row and column are in \( \mathbf{D} \). Then \( \mathbf{D} \) has a corner in the first row and a corner in the first column, which by assumption will both be in \( \mathbf{L} \). Now every facet of \( \Delta(\mathcal{L}) \) comes from a facet of \( \Delta_I \) that contains all of \( \mathbf{L} \) and does not meet \( \mathbf{D} \). Since \( \mathbf{L} \) consist of the all of the corners of a ladder shape, for any facet of \( \Delta(\mathcal{L}) \), there is a uniquely determined tendril, \( T \), that goes through \( \mathbf{L} \). Furthermore, \( T \) is obtained by scraping. Hence after removing \( T \), what remains can be considered as a facet of a submatrix \( Y \), obtained by removing the first row. Hence \( \Delta(\mathcal{L}) \) is a cone over the complex of some ladder in \( Y \). More precisely, consider \( (\mathcal{L}' = (\mathcal{L} \cup T) \setminus \{ \text{first row} \}) \). Then \( \Delta(\mathcal{L}) = (T \setminus \mathbf{L}) * \Delta_I(\mathcal{L}') \), where \( \mathcal{L}' \) is a ladder for the \( r-1 \) minors, \( I' \), of \( Y \). Hence \( \Delta(\mathcal{L}) \) is vertex decomposable by induction and Lemma 5.6.

Theorem 5.7 follows since by Proposition 3.11 and Lemma 5.6 we may assume \( L_1 \) and \( L_2 \) are triangles of size at least \( r-1 \times r-1 \). Now, combining Proposition 5.4 and Theorem 5.7, we achieve the following.

**Corollary 5.11.** \( \Delta_I \) is Cohen-Macaulay if and only if \( L_1 \) is a triangle or contained in a \( r-1 \times r-1 \) triangle, and \( L_2 \) is a triangle or contained in a \( r-1 \times r-1 \) triangle.

6. **MULTIPLICITY OF \( I_*(X) \)**

The \( f \)-vector of a simplicial complex is the vector whose \( j \)th component is the number of faces of that complex of dimension \( j \). With the above description of \( \Delta_I \) by [HH11, 6.2.1], one can compute the multiplicity of \( I \) by counting the number of maximal \((r-1)\)-stairs. We demonstrate the computation of \( f_d \), where \( d = \dim \Delta_I \), in the case that the ladders of zeroes, \( L_1 \) and \( L_2 \), are triangles of size \( t_1 \) and \( t_2 \), respectively, cf. [HT92, 3.5]. If \( L_1 \) and \( L_2 \) are not triangles, the computation becomes more complicated.

**Definition 6.1.** ([Sta11, Section 2.7]) A lattice path \( P = (v_0, ..., v_k) \) in \( \mathbb{N}^2 \) with steps \((-1,0),(0,1)\) is a collection of points such that \( v_i - v_{i-1} = (-1,0) \) or \((0,1)\).

An \( n \)-path \( P \) of type \((\alpha, \beta, \gamma, \delta) \in (\mathbb{N}^n)^4 \) is a collection of paths \( P = (P_1, ..., P_n) \) such that \( P_i \) is a path from \((\beta_i, \gamma_i)\) to \((\alpha_i, \delta_i)\). \( P \) is said to be non-intersecting if \( P_i \cap P_j = \emptyset \) for \( i \neq j \).

**Theorem 6.2.** ([Sta11, 2.7.1]) Let \((\alpha, \beta, \gamma, \delta) \in (\mathbb{N}^n)^4 \) such that for all \( w \in S_n \), the set of non-intersecting \( n \)-paths of type \((w(\alpha), \beta, \gamma, w(\delta)) \) is empty unless \( w \) is the identity. Then the number of non-intersecting \( n \)-paths of type \((\alpha, \beta, \gamma, \delta) \) is

\[ \det[h_{i,j}], \]

where \( h_{i,j} \) counts the number of paths from \((\beta_i, \gamma_i)\) to \((\alpha_j, \delta_j)\).

Write \((\alpha, \beta, \gamma, \delta) = (A, B) \in (\mathbb{N}^2)^2 \) where \( A = (\alpha, \delta) \) and \( B = (\beta, \gamma) \). Then it becomes clear that the condition on permutations informally translates to: Any non-trivial permutation of \( A \) would force any \( n \)-path of type \((A, B) \) to be intersecting.

**Notation 6.3.** Let \( \Gamma(A, B) \) denote the number of non-intersecting \( n \)-paths of type \((A, B) = (\alpha, \beta, \gamma, \delta) \), and let \( h(A_j, B_i) \) denote the number of paths from \( B_i \) to \( A_j \).

Notice that

\[
    h(A_j, B_i) = \begin{cases} 
        (\alpha_j - \beta_i + \gamma_i - \delta_j) & \text{if } \alpha_j - \beta_i \geq 0 \text{ and } \gamma_i - \delta_j \geq 0 \\
        0 & \text{otherwise}
    \end{cases}
\]
Notation 6.4. Given an ordered collection $V = (v_1, ..., v_n) \subset \mathbb{N}^2$ and a set $N = \{k_1, ..., k_m\}$ with $1 \leq k_1 < k_2 < ... < k_m \leq n$, write $V_N := (v_{k_1}, ..., v_{k_m})$.

Lemma 6.5. Let $L_1$ and $L_2$ be triangles of size $t_1$ and $t_2$ respectively, and $d = \dim \Delta_I$. Set $T_1 = \max\{r-2, t_1\}$ and $T_2 = \max\{r-2, t_2\}$ then

$$f_d(\Delta_I) = \sum_{1 \leq a_1 < ... < a_r-1 \leq T_1+1} \sum_{1 \leq b_1 < ... < b_{r-1} \leq T_2+1} \det \begin{bmatrix} (n+a_m-T_1-T_2-2) & T_2 - m + 1 \leq b_j - a_i \leq n - 1 - T_1 \\ m-1-T_2+b_j-a_i & \text{otherwise} \end{bmatrix}$$

Proof. Set $\Delta = \Delta_I$. Joining a complex with a simplex does not change the top value of the $f$-vector, only its index. Hence by Proposition 3.11, we may replace $\Delta$ by a complex $\Delta'$, where $\Delta'$ is the complex for a generic $n \times m$ GD matrix with $L_1$, a size $T_1$ triangle, and $L_2$, a size $T_2$ triangle. In this setting, it follows from Theorem 4.5 that a maximal $(r-1)$-stair is a disjoint union of $r-1$ disjoint maximal stairs, hence a $(r-1)$-stair is a $(r-1)$-path.

Set $A_h = (n-T_1-1+a, a)$ for $1 \leq a \leq T_1 + 1$, and set $B_h = (b, m-T_2-1+b)$ for $1 \leq b \leq T_2 + 1$. These are the corners of $L_1$ and $L_2$, respectively.

Then each facet of $\Delta'$ correspond to a $(r-1)$-path of type $(A_J, B_K)$, where $J = a_1, ..., a_{r-1}$ with $1 \leq a_1 < a_2 < ... < a_{r-1} \leq T_1 + 1$, and $K = b_1, ..., b_{r-1}$ with $1 \leq b_1 < b_2 < ... < b_{r-1} \leq T_2 + 1$, hence

$$f_d = \sum_{J=1}^{T_1+1} \sum_{K=1}^{T_2+1} \Gamma(A_J, B_K).$$

Now it is clear that $(A_J, B_K)$ satisfies the assumption of Theorem 6.2 hence $\Gamma(A_J, B_K) = \det[h((A_J)_i, (B_K)_j)] = \det[h((n-T_1-1+a_i, a_i), (b_j, m-T_2-1+b_j))]$. By the above formula, we have that

$$h((n-T_1-1+a_i, a_i), (b_j, m-T_2-1+b_j)) = \begin{cases} (n-T_1-1+a_i-b_j) \text{ for } T_2 - m + 1 \leq b_j - a_i \leq n - 1 - T_1 \\ 0 \text{ otherwise} \end{cases}$$

$$= \begin{cases} (n-T_1-1+a_i-b_j) \text{ for } T_2 - m + 1 \leq b_j - a_i \leq n - 1 - T_1 \\ 0 \text{ otherwise} \end{cases}$$

Remark 6.6. In [HT92], since the authors are only concerned with generic matrices and do not need to avoid zeros, they choose their starting points and ending points to be the last $r-1$ entries on the first row and column, respectively. Specializing our proof to the generic case will yield a different matrix with the same determinant. This is an artifact of the different counting methods as can be seen in the example below.

Let $m = n = 4$, $t_1 = t_2 = 0$, and $r = 3$. That is to say, we are considering the $3 \times 3$ minors of a generic $4 \times 4$ matrix. Then we have that

$$f_d = \det \begin{bmatrix} (4) & (4) \\ (2) & (3) \\ (4) & (3) \end{bmatrix} = \det \begin{bmatrix} 6 & 4 \\ 4 & 6 \end{bmatrix} = 20,$$
compared to the formula in [HT92, 3.5]:

$$f_d = \det \begin{bmatrix} \binom{d}{2} & \binom{d}{3} \\ \binom{d}{2} & \binom{d}{3} \end{bmatrix} = \det \begin{bmatrix} 20 & 10 \\ 10 & 6 \end{bmatrix} = 20.$$