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Abstract

This work develops a nonlinear multigrid method for diffusion problems discretized by cell-centered finite volume methods on general unstructured grids. The multigrid hierarchy is constructed algebraically using aggregation of degrees of freedom and spectral decomposition of reference linear operators associated with the aggregates. For rapid convergence, it is important that the resulting coarse spaces have good approximation properties. In our approach, the approximation quality can be directly improved by including more spectral degrees of freedom in the coarsening process. Further, by exploiting local coarsening and a piecewise-constant approximation when evaluating the nonlinear component, the coarse level problems are assembled and solved without ever re-visiting the fine level, an essential element for multigrid algorithms to achieve optimal scalability. Numerical examples comparing relative performance of the proposed nonlinear multigrid solvers with standard single-level approaches—Picard’s and Newton’s methods—are presented. Results show that the proposed solver consistently outperforms the single-level methods, both in efficiency and robustness.
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1. Introduction

This paper explores multilevel nonlinear solution strategies for diffusion processes, with an emphasis on fluid flow through highly heterogeneous porous media. The goal is to develop a scalable strategy, in the sense that the computational cost is proportional to the problem size. This requirement is essential for enabling extreme-scale simulations in scientific computing.
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For nonlinear diffusion problems, scalability is most frequently achieved by exploiting multilevel solvers. In practice, two approaches are commonly adopted. The first strategy is to apply a global linearization method—e.g. Picard’s or Newton’s method—and solve the resulting linearized systems using multilevel linear solvers. This approach is often the method of choice for problems encountered in science and engineering applications; see, for example, [1]. The second strategy, and the one of interest here, is to apply the multigrid idea directly to the nonlinear problem. Recent works [2–4] have demonstrated that well-designed nonlinear multigrid can be more efficient and robust in certain applications.

A key requirement for nonlinear multigrid is the ability to construct coarse spaces with good approximation properties. This is usually not an issue for geometric multigrid, which is defined on a sequence of successively refined grids. However, for PDEs discretized on general unstructured meshes, the coarse grids are typically obtained by agglomerating fine-grid elements. This can result in coarse elements with very complex shapes. In the context of finite-element and mixed finite-element discretizations [5–7], operator-dependent interpolation operators have been obtained in previous works by restricting polynomials on coarse element boundaries and then extending them into neighboring coarse elements. In this paper, we start from a finite-volume discretization, in which case higher-order polynomials are not in the natural approximation space. Instead of polynomials, we therefore employ a local spectral coarsening method recently developed for graph-Laplacians [8,9]. Coarse degrees of freedom are defined using the eigenvectors of the local operator.

The current work proposes a method for nonlinear diffusion problems with several compelling features:

1. The algorithm can be applied to nonlinear diffusion problems on general unstructured grids.
2. The coarsening is done in a mixed setting (both pressure and flux are coarsened).
3. The approximation properties of coarse spaces can be enhanced by flexible local enrichment.
4. Coarse level problems may be assembled and solved without re-visiting finer levels during the multigrid cycle.

The final point is a crucial property for achieving scalability, as fine-level computations can form a significant bottleneck. The coarse assembly and solution is achieved using the aggregation-based local coarsening and a piecewise-constant approximation of the solution when evaluating the nonlinear component. Moreover, since the coarsening is done in a local fashion, the global coarse nonlinear operator can be applied by utilizing the local coarse operator and the local-to-global map. For the diffusion problem considered in this paper, this allows us to derive an explicit formula for the Jacobian matrix in the Newton iterations, as well as an algebraic hybridization solver for the linearized problems.

Numerical examples demonstrate that the nonlinear multigrid solver presented in this paper is more robust than standard single-level solvers, in the sense that it converges in fewer iterations for strongly nonlinear problems. We also show that the proposed algorithm is highly scalable, significantly reducing wallclock time compared to its single-level counterparts.

The remainder of the paper is organized as follows. Section 2 presents the nonlinear PDE and its finite-volume discretization. The components of the proposed nonlinear multigrid algorithm are discussed in detail in Section 3. We then present numerical examples comparing the proposed multigrid solver to single-level Picard’s and Newton’s methods in Section 4, followed by concluding remarks in Section 5.

2. Model problem

We consider a nonlinear diffusion problem in a heterogeneous domain, such as those typically encountered when modeling fluid flow in porous media. The central PDE is a mass conservation equation for incompressible single-phase flow [10], in which the diffusion tensor $K$ depends on the pressure $p$ in a differentiable manner. The strong form of the boundary value problem (BVP) is stated as follows:

Given $f: \Omega \to \mathbb{R}$, $g_D: \partial \Omega_D \to \mathbb{R}$ and $g_N: \partial \Omega_N \to \mathbb{R}$, find $p: \Omega \to \mathbb{R}$ such that

\[
\nabla \cdot q(x, p) = f(x), \quad x \in \Omega \quad \text{(mass conservation),} \\
q(x, p) = -K(x, p) \cdot \nabla p(x), \quad x \in \Omega \quad \text{(Darcy’s law),} \\
p(x) = g_D(x), \quad x \in \partial \Omega_D \quad \text{(prescribed boundary pressure),}
\]
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\[-q(x) \cdot n(x) = g_N(x), \quad x \in \partial \Omega_N \] (prescribed boundary flux)

Here, \( \Omega \) is a bounded and connected polygonal domain in \( \mathbb{R}^d \), \( d = 2, 3 \). The domain boundary \( \partial \Omega \) is split into two disjoint portions such that \( \partial \Omega = \partial \Omega_D \cup \partial \Omega_N \), with \( n \) the unit outward normal to \( \partial \Omega \) and \( x \) the position vector in \( \mathbb{R}^d \). We assume that \( K \)—representing the medium’s absolute permeability tensor divided by fluid viscosity—can be expressed in the functional form

\[ K(x, p) = K_0(x)\kappa(p), \] (2)

where \( K_0 \) is a heterogeneous and anisotropic diffusion tensor that is independent of \( p \), while \( \kappa(p) \) is a dimensionless pressure-dependent scalar multiplier. To demonstrate the robustness of the proposed nonlinear solution algorithm, we will consider several highly nonlinear permeability-pressure functional relationships. As a representative example, in the first two numerical benchmarks below we define the pressure-dependent scalar multiplier as

\[ \kappa(p) := e^{\alpha p}, \] (3)

where \( \alpha > 0 \) is a user-defined parameter that controls the strength of the nonlinearity.

2.1. Finite volume discretization

The BVP (1) is discretized by a cell-centered finite-volume (FV) method on a conforming triangulation of the domain. First, some notation is defined. Let \( \mathcal{T} \) be the set of cells in the computational mesh such that \( \Omega = \sum_{\tau \in \mathcal{T}} \tau \). For a cell \( \tau_k \in \mathcal{T} \), with \( K \) a global index, let \( |\tau_k| \) denote the \( d \)-measure, \( \partial \tau_k = \tau_k \setminus \tau_k \) the boundary, \( x_k \) the barycenter, and \( n_k \) the outer unit normal vector. Let \( \mathcal{E} \) be the set of the interfaces—i.e., edges in \( \mathbb{R}^2 \) or faces in \( \mathbb{R}^3 \)—in the computational mesh such that \( \mathcal{E} = \mathcal{E}_{\text{int}} \cup \mathcal{E}_D \cup \mathcal{E}_N \), with \( \mathcal{E}_{\text{int}} \) (respectively \( \mathcal{E}_D, \mathcal{E}_N \)) the set of interfaces included in \( \Omega \) (respectively \( \partial \Omega_D, \partial \Omega_N \)). An internal interface \( \epsilon \) shared by cells \( \tau_K \) and \( \tau_L \) is denoted as \( \epsilon_{KL} = \partial \tau_K \cap \partial \tau_L \), with the indices \( K \) and \( L \) such that \( K < L \). A boundary interface belongs to a single cell \( \tau_K \) and is denoted \( \epsilon_K \).

The \((d-1)\)-measure of an interface is \( |\epsilon| \). A unit vector \( n_{\epsilon} \) is introduced to define a unique orientation for each interface. We set \( n_{\epsilon} = n_K \) both for internal and boundary interfaces. To indicate the mean value of a quantity \( \langle \cdot \rangle \) over an interface \( \epsilon \) or a cell \( \tau_k \), we use the notation \( \langle \cdot \rangle_{\epsilon} \) and \( \langle \cdot \rangle_{\tau_k} \), respectively.

The derivation of the FV form of (1) consists of writing the pressure equation for a generic cell in integral form. Making use of Gauss’ divergence theorem, the following set of balance equations is obtained

\[ \sum_{\epsilon \in \partial \tau_k} \int_{\tau_k} q \cdot n_k \, d\Gamma = \int_{\tau_k} f \, d\Omega \quad \forall \tau_k \in \mathcal{T}. \] (4)

The FV scheme requires discrete approximations for the pressure field and the Darcy flux through cell interfaces. We consider a piecewise constant approximation for pressure. For each cell \( \tau_k \in \mathcal{T} \), we introduce one degree of freedom, \( p_K \). We denote by \( \sigma_{\epsilon} \) a numerical flux approximating the Darcy flux through \( \epsilon \in \mathcal{E} \), i.e. \( \sigma_{\epsilon} \approx \int_{\tau_k} q \cdot n_{\epsilon} \, d\Gamma \). In general, \( \sigma_{\epsilon} \) can be computed using a suitable functional dependence on cell pressure values as well as Dirichlet and Neumann boundary data. In this work we consider a two-point flux approximation (TPFA). Introducing a collocation point \( x_{\epsilon} \) for every \( \epsilon \in \mathcal{E} \), which is used to enforce point-wise pressure continuity across internal interfaces, the TPFA numerical flux is defined as \[11]\]

\[ \sigma_{\epsilon} = \begin{cases} -\Upsilon_{KL}(p_L - p_K), & \text{if } \epsilon = \epsilon_{KL} \in \mathcal{E}_{\text{int}}, \\ -\Upsilon_{K}(p_L - p_K), & \text{if } \epsilon = \epsilon_{K} \in \mathcal{E}_D, \\ -|\epsilon| g_{N|\epsilon}, & \text{if } \epsilon = \epsilon_{N} \in \mathcal{E}_N, \end{cases} \] (5)

where the transmissibility \( \Upsilon_{KL} = \left( \frac{1}{\Upsilon_{K,\epsilon}} + \frac{1}{\Upsilon_{L,\epsilon}} \right)^{-1} \) is a weighted harmonic average of the one-sided transmissibility \( \Upsilon_{K,\epsilon} \) and \( \Upsilon_{L,\epsilon} \). The one-sided transmissibility coefficients—also known as half transmissibilities—read

\[ \Upsilon_{i,\epsilon} = \kappa(p_i)\Upsilon_{i,\epsilon}, \quad \Upsilon_{i,\epsilon} = \frac{|n_i \cdot [K_0]_{ij} \cdot (x_{ij} - x_i)}{||x_{ij} - x_i||^2}, \quad i = \{ K, L \}, \] (6)

where \( \Upsilon_{i,\epsilon} \) indicates the geometric (constant) term of \( \Upsilon_{i,\epsilon} \). Denoting by \( \sigma_{K,\epsilon} = n_K(x_{\epsilon}) \cdot n_{\epsilon} \sigma_{\epsilon} \) the outgoing flux across \( \epsilon \) for cell \( \tau_K \), the FV form of (4) may be stated as \[11\]

\[ \sum_{\epsilon \in \partial \tau_k} \sigma_{K,\epsilon} = |\tau_K| f|_{\tau_k}, \quad \forall \tau_k \in \mathcal{T}. \] (7)
We now introduce coefficient vectors \( \mathbf{p} = (p_K)_{K \in T} \) and \( \mathbf{\sigma} = (\sigma_E)_{E \in \mathcal{E}} \)—i.e., the collection of all pressure and flux degrees of freedom, respectively. To enable the coarsening strategy used in the proposed multilevel nonlinear solver, we rewrite (7) as an augmented nonlinear system
\[
\begin{bmatrix}
M(\mathbf{p}) & D^T \\
D & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{\sigma} \\
\mathbf{p}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{g} \\
\mathbf{f}
\end{bmatrix},
\tag{8}
\]
with the following matrix and vector definitions:
\[
[M(\mathbf{p})]_{ij} = \begin{cases}
\frac{1}{\kappa(p_K)} \delta_{ij}, & \text{if } \mathcal{E}_i = \chi_{K,L} \in \mathcal{E}_{\text{int}}, \\
\frac{1}{\kappa(p_K)} \frac{1}{\kappa(p_L)} \delta_{ij}, & \text{if } \mathcal{E}_i = \chi_K \in \mathcal{E}_D, \\
\delta_{ij}, & \text{if } \mathcal{E}_i \in \mathcal{E}_N,
\end{cases}
\]
\[
[D^T]_{ij} = \begin{cases}
\delta_{iL} - \delta_{iK}, & \text{if } \mathcal{E}_i = \chi_{K,L} \in \mathcal{E}_{\text{int}}, \\
-\delta_{iK}, & \text{if } \mathcal{E}_i = \chi_K \in \mathcal{E}_D, \\
0, & \text{if } \mathcal{E}_i = \chi_K \in \mathcal{E}_N,
\end{cases}
\]
\[
[g]_i = \begin{cases}
0, & \text{if } \mathcal{E}_i \in \mathcal{E}_{\text{int}}, \\
g_{D,E_i}, & \text{if } \mathcal{E}_i \in \mathcal{E}_D, \\
|\mathcal{E}_i|g_{N,E_i}, & \text{if } \mathcal{E}_i \in \mathcal{E}_N,
\end{cases}
\]
\[
[f]_K = |\mathcal{E}_K|f_{\mathcal{E}_K} + \sum_{E \in \partial \mathcal{E}_K \cap \mathcal{E}_N} |E|g_{N,E}.
\]
where \( \delta_{ij} \) is the Kronecker delta. Here, \( M \) is diagonal, while \( D \) and \( D^T \) resemble the discrete divergence and gradient operators respectively (note that \( D \) and \( D^T \) do not contain mesh size \( h \)).

**Remark 1.** Different strategies can be used to choose collocation points \( x_{E_i} \). Following [12], for internal interfaces we select \( x_{E_i} \) as the intersection \( \chi_{K,L} \) and the line connecting \( x_K \) and \( x_L \). For a boundary interface, \( x_{E_i} \) is chosen as the orthogonal projection of \( x_K \) on \( \mathcal{E}_K \). Note that in \( \mathbb{R}^3 \) we associate a plane characterized by a mean normal \( n_{E_i} \) to any non-planar face.

**Remark 2.** Instead of (8), a standard single-level cell-centered FV discretization would typically assemble the reduced system \( A(\mathbf{p}) = \mathbf{f} \), with \( A(\mathbf{p}) = D(M(\mathbf{p}))^{-1}D^T \mathbf{p} - D(M(\mathbf{p}))^{-1}\mathbf{g} \).

**Remark 3.** Because of the two-point structure, a linear TPFA approach produces a monotone finite-volume scheme characterized by linear systems with an M-matrix [13] and small stencils. Unfortunately, the lack of consistency in linear TPFA may produce inaccurate results in the presence of distorted grids or highly anisotropic diffusion tensors [14]. However, due to its robustness and simplicity, linear TPFA is the method of choice in many engineering applications, including reservoir simulation, motivating the development of dedicated multilevel solvers.

### 2.2. Single-level nonlinear solver

Introducing a vector \( \mathbf{x} \) collecting all the flux and pressure degrees of freedom, the nonlinear problem (8) written in residual form is
\[
\mathbf{r}(\mathbf{x}) = 0,
\tag{10}
\]
where the residual is
\[
\mathbf{r}(\mathbf{x}) := A(\mathbf{x}) - \mathbf{b},
\tag{11}
\]
and
\[
A(\mathbf{x}) := \begin{bmatrix}
M(\mathbf{p}) & D^T \\
D & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{\sigma} \\
\mathbf{p}
\end{bmatrix}
\quad \text{and} \quad
\mathbf{b} := \begin{bmatrix}
\mathbf{g} \\
\mathbf{f}
\end{bmatrix}.
\tag{12}
\]
Starting from an initial guess \( \mathbf{x}_0 \), a widely used strategy to solve (10) relies on a global, single-level nonlinear solver—typically Picard’s or Newton’s method—to iteratively drive the residual to below a user-defined tolerance. At each nonlinear iteration, a system obtained by linearizing (10) about a current nonlinear iterate \( \mathbf{x}_k \) is solved—with an iterative linear solver—to compute a solution update, \( \Delta \mathbf{x}_k \). This update is then applied to the solution iterate at
Algorithm 1 Backtracking line search

1: function Backtracking($x_k$, $\Delta x_k$, $n_{max}$, $\theta$)
2:     $n = 0$
3:     $s_k = 1$
4:     while $r(x_k + s_k \Delta x_k) > r(x_k)$ and $n < n_{max}$ do
5:         if $r(x_k + \frac{1}{2}s_k \Delta x_k) > \theta r(x_k + s_k \Delta x_k)$ then
6:             break
7:     end if
8:     $s_k \leftarrow \frac{1}{2}s_k$
9:     $n \leftarrow n + 1$
10: end while
11: return $x_{k+1} := x_k + s_k \Delta x_k$
12: end function

nonlinear iteration $k$ to update

\[ x_{k+1} := x_k + s_k \Delta x_k, \tag{13} \]

where $s_k \in (0, 1]$ is a suitably chosen step length. The permeability functions considered in this work—see for instance (3)—introduce severe nonlinearities in (10) that can undermine the convergence of the nonlinear solver. For such a problem, it is standard practice to employ a globalization technique to improve the radius of convergence. The simple backtracking line search procedure summarized in Algorithm 1 is one such technique. It uses the step length $s_k$ in (13) as a scaling factor for the Newton search direction to avoid overshoots—i.e., solution updates that fail to decrease the global residual and often cause convergence failure.

Remark 4. In the parameter list of Algorithm 1, $n_{max}$ designates the maximum number of backtracking steps. The scalar $\theta \in (0, 1]$ is a threshold such that if the relative residual reduction between two consecutive backtracking steps is greater than $\theta$, the algorithm terminates and returns the current backtracking step.

Remark 5. A backtracking algorithm designed specifically to tackle the nonlinearity arising from the permeability function (3) has also been implemented and is presented in Section 4.

For single-level approaches, scalability is achieved by designing an efficient preconditioner for the linearized systems to accelerate the convergence of the linear solver. For linearized systems arising from the discretization of elliptic PDEs, Algebraic MultiGrid (AMG) is frequently a key component of the linear solution strategy, particularly when using unstructured grids. The nonlinear solver proposed in this work fundamentally differs from the standard approach reviewed here. Instead of linearizing the problem first, and then possibly applying a multilevel solver to the linearized system, we directly apply a multilevel solution algorithm to the nonlinear system.

3. Nonlinear multigrid

We propose a multilevel solution strategy for the discrete nonlinear system (8) based on the Full Approximation Scheme (FAS) [15,16]. At each iteration of the nonlinear solver, the solution update is computed recursively by solving nonlinear problems constructed on a hierarchy of nested approximation spaces, referred to as levels. We use the convention that level $\ell = 0$ refers to the finest level (i.e., the original problem), and a larger value of $\ell$ means a coarse level. This multigrid algorithm aims at improving the scalability and robustness of the nonlinear solver compared to the standard, single-level approach described in the previous section.

We first introduce some notation for the nonlinear problem solved on each level. The superscript “0” denotes operators on the fine level. Considering level $\ell$ and nonlinear iteration $k$, let $x^\ell_k$ be a solution iterate, $A^\ell(x^\ell_k)$ be the coarse-level approximation of the fine-level operator $A^0(x^0_k)$ introduced in (12), and $b^\ell_k$ be the approximation of the fine-level right-hand side $b^0$. In residual form, the nonlinear problem solved on level $\ell$ at iteration $k$ reads

\[ r^\ell_k(x^\ell_k) := A^\ell(x^\ell_k) - b^\ell_k = 0. \tag{14} \]
Algorithm 2 Nonlinear step at level $\ell$ in the Full Approximation Scheme

1: function NonlinearMG($\ell$, $x^\ell_k$, $b^\ell_k$)
2:   if $\ell$ is the coarsest level then
3:     Solve $A^\ell(x^\ell_k) - b^\ell_k = 0$ for $x^\ell_k$
4:   else
5:     $x^{\ell+1}_k \leftarrow$ NonlinearSmoothing($\ell$, $x^\ell_k$, $b^\ell_k$)
6:     $x^{\ell+1}_k \leftarrow Q^{\ell+1} x^{\ell+1}_k$
7:     $b^{\ell+1}_k \leftarrow A^{\ell+1}(x^{\ell+1}_k) - R^{\ell+1}(A^\ell(x^\ell_k) - b^\ell_k)$
8:     $y^{\ell+1}_k \leftarrow$ NonlinearMG($\ell+1$, $x^{\ell+1}_k$, $b^{\ell+1}_k$)
9:     $x^\ell_k \leftarrow$ Backtracking($x^\ell_k$, $P^{\ell+1}_k(y^{\ell+1}_k - x^{\ell+1}_k)$, $n_{\max}$, $\theta$)
10:    $x^\ell_k \leftarrow$ NonlinearSmoothing($\ell$, $x^\ell_k$, $b^\ell_k$)
11:   end if
12: return $x^\ell_k$
13: end function

Algorithm 2 presents the key steps of a V-cycle FAS multigrid solver. Note that the algorithm is recursively defined, so we work with generic levels $\ell$ and $\ell+1$. Several building blocks are needed to define a specific solver for our nonlinear diffusion problem. In particular, we need a nonlinear smoothing algorithm, three intergrid transfer operators—namely, an interpolation operator $P^{\ell+1}_k$, a restriction operator $R^{\ell+1}_k$, and a projection operator $Q^{\ell+1}_k$—and a strategy to construct the coarse problem operator $A^{\ell+1}(x^{\ell+1}_k)$. We begin with a high-level overview of these components, before presenting each in detail in subsequent sections.

In a nonlinear pre-smoothing step, we first apply a global linearization method, using either Picard’s or Newton’s method. Section 3.3 describes the construction of the required linearized operators at level $\ell$. The linearized system is then solved to compute an update to the solution iterate, using a well-suited linear solver strategy (Section 3.4). Note that the pre-smoothing step includes a backtracking line search to avoid overshoots after the update.

After the smoothing step, we proceed to the algebraic construction of the coarse problem at level $\ell+1$. This step requires the definition of a residual restriction operator from level $\ell$ to level $\ell+1$, denoted by $R^{\ell+1}_k$, as well as the definition of a projection operator $Q^{\ell+1}_k$ taking the level $\ell$ iterate to the level $\ell+1$ initial iterate. In this work, $R^{\ell+1}_k$ is taken as the transpose of the prolongation operator, $P^{\ell+1}_k$, i.e., $R^{\ell+1}_k := (P^{\ell+1}_k)^T$. The projection and prolongation operators are constructed such that they satisfy $Q^{\ell+1}_k P^{\ell+1}_k = I^\ell$. These operators are computed in a pre-processing step using a methodology based on local spectral coarsening [9] reviewed in Section 3.1. Using the definition of the residual given in (14), the coarse nonlinear problem at level $\ell+1$ is obtained in residual form as

$$r^{\ell+1}_k(y^{\ell+1}_k) := A^{\ell+1}(Q^{\ell+1}_k x^\ell_k + e^{\ell+1}_k) - (A^{\ell+1}(Q^{\ell+1}_k x^\ell_k) - R^{\ell+1}_k r^{\ell+1}_k(x^\ell_k)) = 0,$$

where the correction to the solution iterate at level $\ell+1$ is the difference between the solution of (15), denoted by $y^{\ell+1}_k$, and the projection of the solution iterate at level $\ell$:

$$e^{\ell+1}_k := y^{\ell+1}_k - Q^{\ell+1}_k x^\ell_k.$$  \hspace{1cm} (16)

The coarse operator $A^{\ell+1}$ can be efficiently obtained using the methodology presented in Section 3.2. The coarse correction $e^{\ell+1}_k$ is interpolated to the fine level as $P^{\ell+1}_k e^{\ell+1}_k$, and it is then used to increment the current approximation of the solution at level $\ell$. A backtracking line search is applied to this step to avoid an overshoot after the application of the interpolated coarse correction. A nonlinear post-smoothing step—that also includes a backtracking line search—concludes the computations at this level. We are now in a position to review the key components of the nonlinear multigrid solver, starting from the construction of the projection and prolongation operators, $Q^{\ell+1}_k$ and $P^{\ell+1}_k$. 
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3.1. Construction of the coarse approximation spaces

The construction of the coarse approximation spaces is a key component of the nonlinear multigrid solver developed in this work. This pre-processing step is achieved by applying the multilevel spectral coarsening method for graph-Laplacians introduced in [9]. We underline that this coarsening method exploits the saddle-point structure of (11)–(12) and is the main motivation for considering the problem in mixed form.

The starting point of the methodology is the definition of a hierarchy of coarse triangulations in which the coarse cells are obtained by agglomerating fine cells. Using the fine triangulation $\mathcal{T}$ introduced in Section 2.1, we construct an undirected graph, $G_\mathcal{T}$, whose vertices represent the cells in the fine triangulation. In $G_\mathcal{T}$, two vertices are connected by an edge if the corresponding cells share an interface. For a given discrete pressure, $p$, we note

$$L := D^0(\mathcal{M}^0(p))^{-1}(D^0)^T \quad (17)$$

is a weighted graph-Laplacian on $G_\mathcal{T}$ as defined in [9].

A graph partitioner (METIS) [17] is then employed to partition $G_\mathcal{T}$ into connected, non-overlapping subsets of vertices defining aggregates of fine cells by duality. After the partitioning, the cell aggregates are post-processed to ensure that a coarse interface between two aggregates is also a connected subset of fine interfaces. This methodology, illustrated in Fig. 1 for an unstructured mesh, results in a coarse triangulation made of non-standard coarse cells with non-planar interfaces. The cell agglomeration procedure is applied recursively to obtain a hierarchy of coarse meshes.

The coarse triangulations are then used to build the nested approximation spaces. We construct respectively the operator used to interpolate the coarse correction from level $\ell + 1$ to $\ell$, denoted by $P_{\ell+1}^\ell$, and the operator that projects the approximate solution at level $\ell$ to $\ell + 1$, denoted by $Q_{\ell+1}^\ell$. Since the discrete nonlinear system (14) involves two types of unknowns—flux and pressure—we look for $P_{\ell+1}^\ell$ and $Q_{\ell+1}^\ell$ in a $2 \times 2$ block-diagonal form

$$P_{\ell+1}^\ell = \begin{bmatrix} (P_\sigma)_{\ell+1}^\ell \\ (P_p)_{\ell+1}^\ell \end{bmatrix} \quad \text{and} \quad Q_{\ell+1}^\ell = \begin{bmatrix} (Q_\sigma)_{\ell+1}^\ell \\ (Q_p)_{\ell+1}^\ell \end{bmatrix} \quad (18)$$

such that the columns of $P_{\ell+1}^\ell$ are linearly independent and $Q_{\ell+1}^\ell P_{\ell+1}^\ell = I_{\ell+1}$. The construction of the operators (18), reviewed in Appendix A, only involves local computations. In brief, the definition of the coarse vertex-based (pressure) degrees of freedom is first performed aggregate-by-aggregate using the low-energy eigenvectors of the local graph-Laplacian operator. This step yields the prolongation operator $(P_\sigma)_{\ell+1}^\ell$. Then, we introduce the coarse edge-based (flux) degrees of freedom that are used to obtain $(P_p)_{\ell+1}^\ell$ and a locally constructed projection $Q_{\ell+1}^\ell$ that
satisfies the commutativity property \((D^{\ell+1})(Q_\sigma)^{\ell+1} = (Q_\sigma)^{\ell+1}(D^{\ell})\). The matrix \(D^{\ell+1}\) is defined variationally as the product \((P_p)^{\ell+1}_\ell D^{\ell}(P_\sigma)^{\ell+1}_\ell\). This procedure can then be applied recursively to obtain nested approximation spaces with an increasing degree of coarsening.

**Remark 6 (Abuse of Terminology).** On level \(\ell\), owing to the condition \(Q_\ell^{\ell+1}P_\ell^{\ell+1} = I^{\ell+1}\), it is obvious that the operator \(\Pi^{\ell} := P_\ell^{\ell+1}Q_\ell^{\ell+1}\) is a projection because

\[
(\Pi^{\ell})^2 = \Pi^{\ell}.
\] (19)

Since the columns of \(P_\ell^{\ell+1}\) are linearly independent, the projection \(\Pi^{\ell}x^{\ell} = P_\ell^{\ell+1}Q_\ell^{\ell+1}x^{\ell}\) of any vector \(x^{\ell}\) on level \(\ell\) can be uniquely identified by the coefficient vector \(Q_\ell^{\ell+1}x^{\ell}\) on level \(\ell + 1\). In essence, \(\Pi^{\ell}x^{\ell}\) and \(Q_\ell^{\ell+1}x^{\ell}\) are the representations of the coarse-space projection of \(x^{\ell}\) on level \(\ell\) and \(\ell + 1\) respectively. Hence, although \(Q_\ell^{\ell+1}\) does not satisfy the formal definition of a projection (19), with an abuse of terminology, \(Q_\ell^{\ell+1}\) is also referred to as a “projection” to the coarse space throughout the paper.

### 3.2. Formation of the discrete operator on each level

Here, we discuss the construction of the discrete nonlinear operator \(A^{\ell}\) as a function of the solution iterate on the same level, \(x_k^{\ell}\). This operator appears in the nonlinear problem (14) and is written in the form

\[
A^{\ell}(x_k^{\ell}) := \begin{bmatrix} M^{\ell}(\vec{\Pi}^{\ell} p_k^{\ell}) & (D^{\ell})^T \end{bmatrix} \begin{bmatrix} \sigma_k^{\ell} \\ p_k^{\ell} \end{bmatrix},
\] (20)

where \(\vec{\Pi}^{\ell}\) is a projection from the pressure space on level \(\ell\) to the space of piecewise-constant functions on the same level, with each constant representing the average pressure value in a given aggregate on that level. The algebraic definition of \(\vec{\Pi}^{\ell}\) is given in Appendix B. The reason to include \(\vec{\Pi}^{\ell}\) in the definition of \(A^{\ell}(x_k^{\ell})\) is that it allows us to directly evaluate \(A^{\ell}(x_k^{\ell})\) without visiting the finest level during the multigrid cycle. As a result, we can substantially reduce the complexity of one multigrid cycle, at the cost of sacrificing some accuracy because \(\vec{\Pi}^{\ell} p_k^{\ell}\) is just an approximation to \(p_k^{\ell}\). As far as scalability is concerned, the reduction in complexity will outweigh the relative loss of accuracy. We remind the reader that the components of the fine-level operator, \(A^{0}(x_0^{\ell})\), have already been defined in (8). Considering now a coarse level \(\ell > 0\), the discrete nonlinear operator is conceptually obtained by applying a Galerkin projection on the finer level, \(\ell - 1\), in the sense that

\[
\begin{bmatrix} M^{\ell}(\vec{\Pi}^{\ell} p_k^{\ell}) & (D^{\ell})^T \end{bmatrix} = (p_{\ell-1}^{\ell-1})^T \begin{bmatrix} M^{\ell-1}(\vec{\Pi}^{\ell-1} p_k^{\ell-1}) & (D^{\ell-1})^T \end{bmatrix} p_{\ell-1}^{\ell-1}.
\] (21)

We note that (21) does not provide a practical way to compute \(A^{\ell}\). Using (21) to form \(A^{\ell}\) would require updating the finer-level operator \(M^{\ell-1}\) with the coarse-level pressure iterate, \(p_{\ell}^{\ell-1}\), at each iteration. If \(\ell - 1 \neq 0\), then this recursive updating procedure would be repeated until the finest level is reached. Therefore, the update of the discrete problems on all levels would involve fine-grid computations, which would significantly increase the cost of the algorithm. For the multigrid solver to be efficient and scalable, it is crucial to minimize the calculations performed on the fine grid. Fortunately, \(M^{\ell}(\vec{\Pi}^{\ell} p_k^{\ell})\) can be formed in a different way that does not require visiting the fine grid, as shown below. This is achieved by assembling the coarse system from coarse local transmissibility matrices that satisfy the decomposition given in the following proposition.

We adopt the indexing notation of [9], in which a cell at a coarse level, \(\ell \geq 1\), corresponds to an aggregate, \(A^{\ell-1}\), formed by agglomerating finer cells at level \(\ell - 1\). To simplify the notation, we omit the subscript \(k\) denoting the nonlinear iteration in the remainder of this section.

**Proposition 1.** On each level \(\ell \geq 0\), \(M^{\ell}(\vec{\Pi}^{\ell} p^{\ell})\) can be assembled aggregate-by-aggregate from local transmissibility matrices. Considering a coarse level \(\ell \geq 1\), a local transmissibility matrix can be decomposed as

\[
M_{A^{\ell-1}}^{\ell}(\vec{\Pi}^{\ell} p^{\ell}) = \frac{1}{\kappa(p_{A^{\ell-1}}^{A^{\ell-1}})} M_{A^{\ell-1}}^{\ell},
\] (22)
where $\mathcal{A}^{\ell-1}$ is an aggregate of finer cells at level $\ell-1$, or equivalently, a coarse cell at level $\ell$. In (22), $M^{\ell}_{\mathcal{A}^{\ell-1}}$ is a pre-computed matrix defined on $\mathcal{A}^{\ell-1}$ that is independent of pressure, and $p_{\mathcal{A}^{\ell-1}} := (\tilde{H}^{\ell}_{\mathcal{A}^{\ell-1}}(p^0))_{\mathcal{A}^{\ell-1}}$ is the average pressure value on $\mathcal{A}^{\ell-1}$. A decomposition analogous to (22) exists at the finest level for a local transmissibility matrix defined on a single cell $\tau_K \in \mathcal{T}$.

Before discussing the proof of Proposition 1 for the coarse levels, we focus on the case of the finest level. Let us consider a fine cell $\tau_K \in \mathcal{T}$. We remind the reader that on the fine level, $\tilde{H}^0$ is the identity map. The fine local transmissibility matrix in $\tau_K$ is defined as a product between the scalar $1/k(p_{\tau_k}^0)$ and a diagonal matrix that is independent of the local pressure, $p_{\tau_k}^0$:

$$M^0_{\tau_k}(p_{\tau_k}^0) := \frac{1}{k(p_{\tau_k}^0)} \text{diag}(\Upsilon_{K,\text{inv}}).$$

(23)

Here, $\text{diag}(\Upsilon_{K,\text{inv}})$ is the diagonal matrix created from the entries of the argument vector

$$\Upsilon_{K,\text{inv}} = \left( \tau_{K,e}^{-1} \right)_{e \in \partial \tau_K}$$

collecting the reciprocal of the geometric term of the one-sided transmissibility (6) associated with interfaces belonging to $\tau_K$. Now, let $\tilde{M}^0(p^0)$ be the block-diagonal matrix whose $K$th diagonal block is the local transmissibility matrix, $M^0_{\tau_k}(p_{\tau_k}^0)$. To assemble the global matrix, we introduce the Boolean rectangular sparse matrix $W^0_{\sigma\sigma}$, which maps global flux degrees of freedom into local ones [18]. Then, the global matrix $M^0(p^0)$ is obtained by assembling the local matrices as:

$$M^0(p) = (W^0_{\sigma\sigma})^T \tilde{M}^0(p^0) W^0_{\sigma\sigma}.$$  

(25)

This concludes the proof of Proposition 1 on the fine level.

We prove Proposition 1 for the coarse levels by induction on $\ell$. Let us consider a coarse cell at level $\ell+1$ corresponding to a cell aggregate $\mathcal{A}^\ell$. Briefly speaking, the key idea of the proof is to first use the induction hypothesis at level $\ell$ to construct the local transmissibility matrices in the finer cells of level $\ell$ that have been agglomerated to form $\mathcal{A}^\ell$. After that, we coarsen locally to prove that the decomposition (22) can be obtained in the coarse cell at level $\ell+1$. We note that this decomposition is possible because $\tilde{H}^{\ell+1}_{\mathcal{A}^{\ell+1}}(p^{\ell+1})$ is constant on $\mathcal{A}^\ell$. Then, the global-to-local map for the flux degrees of freedom on level $\ell+1$, denoted by $W^\ell_{\sigma\sigma}$, is used to assemble the global system. The details of the proof are in Appendix C.

Remark 7. Proposition 1 plays a central role in the assembly of $\mathcal{A}^\ell$ on the coarse levels. The local, static matrices $M^\ell_{\mathcal{A}^{\ell-1}}$ are pre-computed and stored when the multigrid hierarchy is constructed during the setup phase. Then, at each nonlinear iteration of the solving phase, $M^\ell_{\mathcal{A}^{\ell-1}}(\tilde{H}^\ell(p^\ell))$ is formed using (22). That is, we scale $M^\ell_{\mathcal{A}^{\ell-1}}$ with $1/k(p_{\mathcal{A}^{\ell-1}}^\ell)$ in each cell aggregate to construct $M^\ell_{\mathcal{A}^{\ell-1}}(\tilde{H}^\ell(p^\ell))$, and then we assemble the local contribution into the global system using $W^\ell_{\sigma\sigma}$. With this procedure, the formation of $M^\ell(\tilde{H}^\ell p^\ell)$ only involves operations on level $\ell$.

3.3. Nonlinear smoothing

In Algorithm 2, the nonlinear smoothing step (lines 5 and 10), consists of the application of either one Picard or one Newton iteration to approximate the solution of the nonlinear problem (14) on level $\ell$. Both approaches require linearizing (14) at $x^\ell_k$, solving the resulting linear system to compute a solution update, and then applying the backtracking line search to this update. Since the discrete nonlinear operators on all levels share the structure of (20), the smoothing step on all levels can be described in a unified way. For this reason, we drop the superscript $\ell$ on the operators in the following description of the smoothers.

3.3.1. Picard iteration

The Picard smoothing step starts with the assembly of the matrix $M(\tilde{H} p_k)$ using the argument vector, $x_k$. This is done using the methodology described in Section 3.2. Then, since the derivatives of the entries of $M(\tilde{H} p_k)$ with
defined as \( \kappa \), introduce the vector \( \hat{M} \)

Before demonstrating in Proposition 2 how this can be achieved, we introduce some useful notation. We first derivatives of the first term on the right-hand side, \( M \)

We remind the reader that \( p \)

We solve (27) for the Newton update \( \Delta x := \begin{bmatrix} \Delta \sigma_k \\ \Delta p \end{bmatrix} \). To conclude the smoothing step, we apply the backtracking line search of Algorithm 1 so that the Picard-based smoothing step returns \( x_k + s_k (x_P - x_k) \).

3.3.2. Newton iteration

The Newton linearization at \( x_k \) yields the system

We solve (27) for the Newton update \( \Delta x := \begin{bmatrix} \Delta \sigma_k \\ \Delta p \end{bmatrix} \). The Jacobian matrix, \( J_k \), is defined as

It is easy to see that

where \( M(\tilde{\Pi} p_k) \) is assembled as explained in Section 3.2. The evaluation of \( \partial_p (r_\sigma)(\sigma_k, p_k) \) requires differentiating

with respect to \( p_k \). In particular, we want to extend the methodology developed in Section 3.2 to evaluate the derivatives of the first term on the right-hand side, \( M(\tilde{\Pi} p_k) \sigma_k \), without performing operations on the finer levels. Before demonstrating in Proposition 2 how this can be achieved, we introduce some useful notation. We first introduce the vector \( \kappa_{inv}(\tilde{\Pi} p_k) \) containing as many entries as the number of cells on the level. These entries are defined as

We remind the reader that \( \tilde{\Pi} \) is the block-diagonal matrix introduced in Proposition 1 whose \( i \)th block is the static matrix \( M_{A_i} \) defined on cell aggregate \( A_i \). We can now discuss the following proposition stating that \( M(\tilde{\Pi} p_k) \sigma_k \) is linear with respect to \( \kappa_{inv}(\tilde{\Pi} p_k) \).

Proposition 2. The nonlinear term \( M(\tilde{\Pi} p_k) \sigma_k \) appearing in (30) can be decomposed into the matrix–vector product

In (32), the flux-dependent matrix, \( N(\sigma_k) \), is defined as

where the Boolean matrices \( W_{\hat{\sigma} \sigma} \) and \( W_{\hat{\sigma} p} \) represent, respectively, the map from global flux degrees of freedom to local flux degrees of freedom introduced in the proof of Proposition 1, and the map from cells/aggregates to local flux degrees of freedom.

The proof of Proposition 2 is in Appendix D. We remark that, unlike (22), the decomposition (32) is not directly used in the assembly of the Jacobian matrix. Instead, the purpose of (32) is to provide a practical way to differentiate \( M(\tilde{\Pi} p_k) \sigma_k \) with respect to \( p_k \). Next, we exploit the fact that \( M(\tilde{\Pi} p_k) \sigma_k \) is linear with respect to \( \kappa_{inv}(\tilde{\Pi} p_k) \) to obtain an expression for \( \partial_p (r_\sigma)(\sigma_k, p_k) \).
**Proposition 3.** Consider the discrete nonlinear residual, \((r_\sigma)_k(\sigma_k, p_k)\), defined in (30). Differentiating \((r_\sigma)_k\) with respect to \(p_k\) yields

\[
\partial_p (r_\sigma)_k(\sigma_k, p_k) = N(\sigma_k) \left( \frac{d(k_{inv}(p))}{dp} \bigg|_{p=\tilde{p}_k} \right) \tilde{I} + D^T,
\]

(34)

where \(k_{inv}(\tilde{I} p_k)\) and \(N(\sigma_k)\) are defined, respectively, in (31) and (33).

**Proof.** To show that (34) holds, we first write that, by definition,

\[
\partial_p (r_\sigma)_k(\sigma_k, p_k) \Delta p_k = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( M(\tilde{I}(p_k + \epsilon \Delta p_k))\sigma_k - M(\tilde{I} p_k)\sigma_k \right) + D^T \Delta p_k.
\]

(35)

We now use the decomposition (32) from Proposition 2, and the fact that \(N(\sigma_k)\) is independent of pressure, to obtain

\[
\partial_p (r_\sigma)_k(\sigma_k, p_k) \Delta p_k = N(\sigma_k) \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \kappa_{inv}(\tilde{I} p_k + \epsilon \Delta p_k) - \kappa_{inv}(\tilde{I} p_k) \right) + D^T \Delta p_k,
\]

(36)

where we have used the fact that \(\tilde{I}\) is linear. Since the limit of the vector function on the right-hand side of (36) is equal, by definition, to the Jacobian of \(\kappa_{inv}(\cdot)\) evaluated at \(\tilde{I}(p_k)\), we obtain (34). \(\square\)

This completes the description of the Jacobian assembly. To summarize the Newton iteration, we use (29) and (34) to construct the four sub-blocks of \(J_k\). Then, we solve the Jacobian linear system (27) for \(\Delta x_k\). After that, we apply the backtracking line search procedure of Algorithm 1 to this Newton update. The Newton-type smoothing step then returns \(x_k + s_k \Delta x_k\).

### 3.4. Solvers for the linearized problems

For both the Picard and Newton linearizations, the linear systems (26) and (27) may be written in the form

\[
\begin{bmatrix}
M & E \\
D & 0
\end{bmatrix}
\begin{bmatrix}
\sigma \\
p
\end{bmatrix}
= -
\begin{bmatrix}
g \\
f
\end{bmatrix}.
\]

(37)

Here, \(E := D^T\) in the Picard iterations while \(E := \partial_p r_\sigma\) in the Newton iterations. We consider two approaches to solve the \(2 \times 2\) block-system (37), namely block-diagonal preconditioning and algebraic hybridization.

In the first approach, we solve the indefinite block system directly by a Krylov-subspace iterative method accelerated by a block-diagonal preconditioner. In the Picard iterations, (37) is solved by the minimal residual method (MINRES) because the Jacobian matrix is symmetric. The generalized minimal residual method (GMRES) is used in the Newton iterations since the Jacobian system arising in Newton’s method is not symmetric. The block-diagonal preconditioner [19,20] is defined as

\[
B = \begin{bmatrix}
B_M & 0 \\
0 & B_S
\end{bmatrix}.
\]

(38)

Here, \(B_M\) is the Jacobi smoother for \(M\), and \(B_S\) is the BoomerAMG preconditioner [21,22] for the approximate Schur complement \(S := D(\text{diag}(M))^{-1} E\), where \(\text{diag}(M)\) is the diagonal matrix formed by extracting the diagonal entries of \(M\).

In the second approach, the block system is solved by an algebraic variant of hybridization [23]. Hybridization is a classic approach for solving saddle-point systems arising from mixed finite-element discretizations; see, for example, [24]. In hybridization methods, the continuity assumption on the approximation space of the flux unknown is removed. Instead, flux continuity is enforced weakly through a set of constraint equations. In this work, we use an algebraic variant of hybridization because the fine and coarse discrete systems considered here do not come from a finite-element discretization. In compact form, the structure of the hybridized system is

\[
\begin{bmatrix}
\hat{M} & \hat{E} & C^T \\
\hat{D} & 0 & 0 \\
C & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{\sigma} \\
p \\
\lambda
\end{bmatrix}
= -
\begin{bmatrix}
\hat{g} \\
f \\
0
\end{bmatrix}.
\]

(39)

Here, \(\hat{M}, \hat{D}, \text{ and } \hat{E}\) are block-diagonal matrices because the flux continuity assumption has been removed. The blocks in \(\hat{M}, \hat{D}, \text{ and } \hat{E}\) are precisely the local matrices of \(M, D, \text{ and } E\), respectively. The local matrices of \(M\)
and $E$ have been presented in Sections 3.2 and 3.3. In practice, instead of solving (39) directly, we consider the equivalent reduced system

$$H\lambda = \xi,$$

(40)

where

$$H := \begin{bmatrix} C & 0 \\ \hat{M} & \hat{E} \end{bmatrix}^{-1} \begin{bmatrix} C^T & 0 \end{bmatrix}, \quad \text{and} \quad \xi := -\begin{bmatrix} C & 0 \end{bmatrix} \begin{bmatrix} \hat{M} & \hat{E} \end{bmatrix}^{-1} \begin{bmatrix} \hat{g} \\ f \end{bmatrix}.$$

(41)

It is advantageous to solve (40) because the global system $H$ has a smaller size than (39). Once (40) is solved, the unknowns $\hat{\sigma}$ and $p$ are then recovered by local back substitution. In the Picard iterations, $H$ is symmetric positive definite, and therefore (40) can be solved by the conjugate gradient method (CG). In the Newton iterations, $H$ is non-symmetric, so the system is solved by GMRES. As shown in [23] from an algebraic perspective, $H$ has a small near-nullspace, which motivates the use of AMG as a good candidate for an effective preconditioner for $H$. This suggestion is supported by the numerical tests in [25] and [23]. Therefore, for both the Picard and Newton iterations, we use AMG as a preconditioner for the corresponding Krylov solvers. In particular, as in the block-diagonal preconditioner, we choose BoomerAMG in the numerical examples.

We have observed in our numerical tests that block-diagonal preconditioning is faster than algebraic hybridization on the fine-level systems, especially for 3D problems. In contrast, for the coarse-level systems algebraic hybridization exhibits a much faster convergence rate than block-diagonal preconditioning. Consequently, we apply the block-diagonal preconditioning approach to the fine-level systems, and the algebraic hybridization approach to the coarse-level systems.

**Remark 8.** Due to the algebraic nature of our nonlinear multigrid solver, the solver is also applicable if the BVP (1) is discretized by the mixed finite-element or the mimetic methods. A detailed comparison of these discretizations can be found in Chapter 6 of [26]. Note that in these cases, the structure of the discrete problem remains the same as the one in (8). The main distinction between these other discretizations and the TPFA finite-volume method is that the operator $M$ in (9) is no longer diagonal (but still symmetric and positive-definite). Since our coarsening procedure does not require $M$ to be diagonal, the whole coarsening can be carried out in the exact same way. Moreover, regardless of whether $M$ is diagonal, Propositions 1–3 remain valid, and the linear solvers in Section 3.4 are still well-defined.

**Remark 9.** In the case of time-dependent nonlinear diffusion problems, we will need to solve a nonlinear problem in each time step if an implicit time-stepping scheme is used. There will be an additional mass matrix for the pressure in the (2, 2)-block of (1) (scaled by some constant related to the step size). When constructing the coarse spaces, we ignore this additional matrix, which means we still use the algorithm in Appendix A. But of course the mass matrix remains in the discrete problems in all levels in the multigrid. The coarse mass matrix is obtained variationally using the interpolation matrix for the pressure space. As the setup of our nonlinear multigrid is quite expensive, it is more beneficial for time-dependent problems because the multigrid only needs to be constructed once in the beginning, then it can be used repeatedly throughout the simulation.

4. Numerical examples

To demonstrate the relative performance of the proposed nonlinear multigrid solver compared to single level methods, we apply these solution strategies to solve three benchmark examples. Even though the fine grids of some of these examples are structured, the coarse aggregates are unstructured and we do not actually exploit any structured information during coarsening. Instead, the aggregates are formed using METIS, cf. Section 3.1. In the following sections, we report a coarsening factor between levels computed using the average aggregate size on each level. FAS-Picard($m_A$) refers to the full approximation scheme with one Picard iteration and $m_A$ local spectral pressure degrees of freedom per aggregate—note that $m_A$ is uniform in the domain. We denote the number of flux degrees of freedom per coarse interface by $m_f$, and, unless specified otherwise, we set $m_f = 1$. Nonlinear solver convergence is achieved either when the relative residual drops below $10^{-8}$, or when the absolute residual drops below $10^{-10}$. On the coarsest level, we approximate the solution by using up to 10 nonlinear smoothing steps, unless convergence
Fig. 2. Frobenius norm of the rescaled reference permeability, $K_0$, in the Egg model (Example 1). The original channelized permeability field is obtained from realization 27 of [31].

is achieved before this threshold. In Algorithm 1, we set the maximum number of backtracking steps to $n_{\text{max}} = 4$, and we use $\theta = 0.9$.

The discrete problems are generated using our own implementation based on MFEM [27] of the TPFA finite-volume scheme described in Section 2. The multilevel spectral coarsening is performed with smoothG [28], and the visualization is generated with GLVis [29]. All the experiments are executed on an Intel Core i7-4980HQ processor (clocked at 2.8 GHz) with 16 GB of memory.

4.1. Example 1: mildly heterogeneous permeability field based on the Egg model

The mesh and permeability field used in this example are taken from the Egg model [30]. The Cartesian mesh contains 18,553 active cells, and the (uniform) size of each cell is $8 \times 8 \times 4 \text{ m}$. To obtain the reference permeability, $K_0$, we consider realization 27 in the Egg model data set [31], which represents a mildly heterogeneous and channelized permeability field. Then, we scale the permeability field by a constant such that the maximum permeability value in the $x$ and $y$ directions (respectively, in the $z$ direction) is equal to one (respectively, to $10^{-2}$); see Fig. 2. For the boundary conditions, we impose $p = 0$ on $\partial \Omega \cap \{y = 0\}$, and a no-flow condition on the remainder of the domain boundary. The diagonal coefficient is $K(p) = K_0 e^{\alpha p}$, (42) and the non-uniform source term is given by $f(y) = 0.025 \max\{e^{y - 432480}, 1\}$.

The coarsening factor from the fine level to the first coarse level—i.e., from $\ell = 0$ to $\ell = 1$—is 28, while the coarsening factor from a coarse level ($\ell \geq 1$) to the next is 8. We remark that the complexity of the coarse problem is heavily dependent on the stencil of the coarse flux degrees of freedom. Since we have observed that, for this example, the coarse problem already represents a very good approximation to the original fine problem with one degree of freedom per coarse interface, we only consider the case $m_f = 1$ to minimize the complexity of the coarse problems.

In this example, the pressure-dependent multiplier appearing in (42) is highly nonlinear. As mentioned in Remark 5, we have implemented an additional backtracking algorithm designed to tackle the specific functional form of the permeability function. More precisely, since the reference permeability coefficient, $K_0$, is scaled by an exponential function of pressure, this additional backtracking aims at avoiding extremely large values in $K$ that would undermine nonlinear convergence. To achieve that, we limit the maximum change in pressure resulting from a smoothing step to $\log(1.5)/\alpha$. That is, if $\max(\text{abs}(\Delta p_k))$—where the absolute value is applied component-wise to the entries of $\Delta p_k$—is larger than $\log(1.5)/\alpha$, then we scale $\Delta x_k$ by a constant so the new value of $\max(\text{abs}(\Delta p_k))$ is $\log(1.5)/\alpha$. This specialized backtracking algorithm is applied at each nonlinear smoothing step, followed by the generic residual-based backtracking line-search of Algorithm 1. To perform a fair comparison, this two-step backtracking approach is used for the FAS solvers as well as for their single-level counterparts.

We are interested in comparing the performance of the nonlinear solvers as $\alpha$ is increased, since this parameter controls the nonlinearity of the problem. To form a larger problem than the original setup described in [30], we refine the original mesh in each direction. On this refined mesh containing 148,428 active cells, we construct a four-level hierarchy. We report the solution time and the nonlinear iteration counts in Table 1. Fig. 3(a) shows the solution
Table 1
Solution time ($T_{sol}$) in seconds and nonlinear iteration count ($n_{it}$) for the refined problem based on the Egg model (Example 1). The mesh has 148,424 cells that we aggregate to construct a three-level hierarchy in the FAS solvers.

| Solver             | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.4$ | $\alpha = 0.8$ | $\alpha = 1.6$ |
|--------------------|----------------|----------------|----------------|----------------|----------------|
|                    | $T_{sol}$  | $n_{it}$  | $T_{sol}$  | $n_{it}$  | $T_{sol}$  | $n_{it}$  | $T_{sol}$  | $n_{it}$  | $T_{sol}$  | $n_{it}$  |
| Single-level Picard | 9.55        | 14            | 12.74     | 17            | 15.46     | 20            | 20.13     | 26            | 26.19     | 33            |
| FAS-Picard ($m_A = 1$) | 8.63        | 5             | 8.84      | 5             | 12.01     | 7*            | 16.97     | 9             | 23.44     | 13*           |
| FAS-Picard ($m_A = 7$) | 6.90        | 4*            | 8.34      | 4             | 10.65     | 5             | 13.05     | 6             | 15.77     | 7             |
| Single-level Newton | 6.86        | 6             | 10.03     | 8             | 12.01     | 9             | 15.00     | 11            | 18.42     | 13            |
| FAS-Newton ($m_A = 1$) | 4.05        | 2             | 5.67      | 3*            | 5.89      | 3*            | 7.78      | 4*            | 7.83      | 4*            |
| FAS-Newton ($m_A = 7$) | 4.53        | 2             | 4.56      | 2             | 4.63      | 2             | 6.47      | 3*            | 7.11      | 3             |

*During the last nonlinear iteration, the V-cycle was terminated because convergence was achieved after the nonlinear pre-smoothing step.

Table 2
Number of cells and FAS levels for the three problems based on the Egg model (Example 1) used to assess solver scalability in Fig. 4.

| Number of cells | Number of levels |
|-----------------|------------------|
| 18,553          | 3                |
| 148,424         | 4                |
| 1,187,392       | 5                |

Fig. 3. Solution time in seconds as a function of the parameter, $\alpha$, controlling the nonlinearity of the problem. The mesh has 148,424 cells and is obtained by refining the original Egg model (Example 1). We construct a three-level hierarchy in the FAS solvers.

times of single-level Picard and FAS-Picard, while Fig. 3(b) focuses on single-level Newton and FAS-Newton. In terms of nonlinear iteration count, Table 1 demonstrates that FAS-Picard and FAS-Newton remain very robust as the nonlinearity of the problem becomes more severe. In terms of efficiency, Fig. 3(a) and (b) clearly show that FAS-Picard and FAS-Newton achieve a better performance than the single-level solvers for all the considered values of $\alpha$. We also note that the solution time reduction achieved with the FAS solvers becomes larger as $\alpha$ is increased—except for FAS-Picard ($m_A = 1$); see Fig. 3(a).

Considering now the impact of the enrichment of the coarse space on robustness and efficiency, we remark that increasing the number of spectral pressure degrees of freedom, $m_A$, from 1 to 7, yields a reduction in the nonlinear iteration counts, and, for sufficiently large values of $\alpha$, a reduction in solution time. This is particularly significant for FAS-Picard with $\alpha \geq 0.2$.

Next, we assess the scalability of the nonlinear solvers with respect to problem size. To this end, we uniformly refine the original mesh of [30] to generate two larger meshes. The number of cells as well as the number of FAS levels for each mesh are reported in Table 2. To make the problem highly nonlinear, we set $\alpha = 1.6$. The solution times are shown in Fig. 4. All solvers appear to be scalable in the sense that their solution time is proportional to the problem size. FAS solvers in this case are also faster than the single level counterparts.
4.2. Example 2: highly heterogeneous and anisotropic permeability field based on the SPE10 model

We consider the Cartesian grid and permeability field from the SPE10 comparison solution project [32], which is characterized by its high heterogeneity and its anisotropy. The domain, in meters, is \( \Omega = (0, 365.76) \times (0, 670.56) \times (0, 51.816) \). It is uniformly partitioned into 60 \( \times \) 220 \( \times \) 85 cells, so that the dimension of each cell is 6.096 m \( \times \) 3.048 m \( \times \) 0.6096 m. The nonlinear permeability function \( K(p) \) is given in (42), and the original permeability field is rescaled using the same methodology as in Example 1; see Fig. 5. The source term is given by \( f(y) = 0.000025 \max\{e^{-y^2/2200}, 1\} \). We impose \( p = 0 \) on \( \partial \Omega \cap \{y = 0\} \), and a no-flow condition on the remainder of the boundary.

The coarsening factor from the fine level to the first coarse level—i.e., from \( \ell = 0 \) to \( \ell = 1 \)—is 256, while the coarsening factor from a coarse level (\( \ell \geq 1 \)) to the next is 8. The FAS solvers rely on a three-level hierarchy of approximation spaces. We use the same two-step backtracking line-search algorithm as in Example 1 with a maximum absolute change in pressure between two smoothing steps set to \( \log(5) / \alpha \).

We note that compared to the previous example, this is a much more difficult problem for the nonlinear solvers due to the higher heterogeneity of the permeability field. For this reason, we only consider the Newton iteration for the smoothing steps of the single-level and multilevel solvers. We have also observed that more flux degrees of freedom per interface are needed to improve the approximation property of the coarse space. Since increasing the number of flux degrees of freedom per interface, \( m_f \), results in a higher complexity of the coarse problem, we set the number of pressure degrees of freedom per aggregate to one \( (m_A = 1) \). We have found that, for this example, this yields better results than increasing \( m_A \) and setting \( m_f = 1 \) as in Example 1.

As in Example 1, we want to demonstrate the robustness and efficiency of the FAS solvers as nonlinearity becomes more severe. This is done by gradually increasing the parameter, \( \alpha \), controlling the nonlinearity of the permeability function (42). In Table 3, the number of nonlinear iterations as well as the solution time are reported. We see that for single-level Newton, both the nonlinear iteration count and the solution time double when \( \alpha \) is increased from 0.1 to 1.6. Instead, the FAS-Newton solvers remain robust when nonlinearity becomes stronger. For instance, when \( \alpha \) goes from 0.1 to 1.6, the number of nonlinear iterations performed by FAS-Newton\((m_f = 1)\) only
Table 3
Solution time ($T_{\text{sol.}}$) in seconds and nonlinear iteration count ($n_{\text{it.}}$) for the SPE10 model (Example 2). We aggregate the cells of the fine mesh to construct a three-level hierarchy in the FAS solvers.

| Solver                  | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.4$ | $\alpha = 0.8$ | $\alpha = 1.6$ |
|-------------------------|----------------|----------------|----------------|----------------|----------------|
|                         | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ |
| Single-level Newton     | 372.94         | 20             | 487.05         | 25             | 550.94         | 30             | 643.57         | 35             | 746.77         | 41             |
| FAS-Newton ($m_f = 1$) | 120.60         | 4*             | 128.59         | 4              | 336.89         | 7*             | 152.89         | 5*             | 185.68         | 5              |
| FAS-Newton ($m_f = 3$) | 119.20         | 3              | 139.59         | 4*             | 157.82         | 5              | 164.10         | 5*             | 179.90         | 5              |

*During the last nonlinear iteration, the V-cycle was terminated because convergence was achieved after the nonlinear pre-smoothing step.

Table 4
Nonlinear iteration count ($n_{\text{it}}$) as a function of $\alpha$ and the level $\ell$ for the SPE10 problem using the nonlinear Cascadic multigrid. The nonlinear problem at each level is solved until convergence, starting from the coarsest level ($\ell = 2$).

| Solver                  | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.4$ | $\alpha = 0.8$ | $\alpha = 1.6$ |
|-------------------------|----------------|----------------|----------------|----------------|----------------|
|                         | $n_{\text{it}}^0$ | $n_{\text{it}}^1$ | $n_{\text{it}}^0$ | $n_{\text{it}}^1$ | $n_{\text{it}}^0$ | $n_{\text{it}}^1$ | $n_{\text{it}}^0$ | $n_{\text{it}}^1$ | $n_{\text{it}}^0$ | $n_{\text{it}}^1$ |
| Single-level Newton     | –              | –              | –              | –              | –              | –              | –              | –              | –              | –              |
| Cascadic multigrid ($m_f = 1$) | 14          | 5              | 5              | 16             | 6              | 6              | 20             | 5              | 6              | 23             | 5              | 6              | 26             | 6              | 6              |
| Cascadic multigrid ($m_f = 3$) | 12          | 5              | 6              | 15             | 6              | 6              | 17             | 6              | 6              | 21             | 5              | 7              | 24             | 5              | 6              |

Fig. 6. Solution time in seconds as a function of the parameter, $\alpha$, controlling the nonlinearity of the permeability function in the SPE10 model (Example 2). The multilevel solvers rely on a three-level hierarchy. We consider the impact of the number of flux degrees of freedom per interface, $m_f$, on the solution time of the FAS solvers.

increases by one, and its solution time by about 54%. We also see that FAS-Newton($m_f = 3$) is even less sensitive to $\alpha$, as the instability that results in relatively large solution time increase for $\alpha = 0.4$ with FAS-Newton($m_f = 1$) vanishes with FAS-Newton($m_f = 3$).

The high nonlinearity of this problem also led us to assess the robustness of a nonlinear cascadic multigrid based on spectral coarsening, as an alternative to the V-cycle of the full approximation scheme. In the nonlinear cascadic algorithm, the nonlinear iteration starts at the coarsest level. The coarsest problem is solved nonlinearly until convergence, and its solution is used as an initial guess to solve the finer-level problem. This process is repeated until the finest problem ($\ell = 0$) is solved. In Table 4, we report the number of Newton iterations on each level. We observe that while the number of nonlinear iterations on the coarsest level increases as $\alpha$ increases, the nonlinear iteration counts on the other levels—and importantly, on the finest level—remain very stable.

Fig. 6, which shows the solution time of each solver as a function of $\alpha$, illustrates that this robustness makes nonlinear cascadic multigrid more efficient than FAS-Newton. It should be noted, however, that both multilevel solvers only exhibit a very modest increase in solution time from $\alpha = 0.1$ to $\alpha = 1.6$, in contrast with the rapid increase observed with single-level Newton.
Fig. 7. Domain sketch (a) and pressure head solution (b) for the static Richards’ equation (Example 3). It is obtained on the coarser mesh ($160 \times 40$ cells) for the parameters corresponding to the porous sand medium given in Table 5.

Table 5

| Medium  | $\alpha$  | $\beta$ | $k_0$ [cm/day] |
|---------|-----------|---------|----------------|
| Loam    | $1.246 \times 10^2$ | 1.77    | 1.067          |
| Sand    | $1.175 \times 10^6$ | 4.74    | $8.160 \times 10^2$ |

4.3. Example 3: static Richards’ equation

In the last example, we test our nonlinear multigrid solver on a nonlinear problem based on the static Richards’ equation. To do so, we replace (1b) with

$$q(x, \psi) = -\hat{K}(x, \psi) \cdot \nabla (\psi + z)(x), \quad x \in \Omega,$$

where $\psi$ denotes the pressure head, and $z$ is the height. Note that by setting $p := \psi + z$ and $K(p) := \hat{K}(p - z) = \hat{K}(\psi)$, we recover our model problem. Note that here the diffusion tensor represents the hydraulic conductivity, having units of length per time. We consider a test problem from [33]. The domain, in meters, is $\Omega = (0, 4000) \times (0, 1000)$. We set the source term to zero ($f \equiv 0$). We impose the boundary conditions depicted in Fig. 7a. The problem is highly nonlinear because of the constitutive relationship selected for $\hat{K}(\psi)$ [33]:

$$\hat{K}(\psi) = \frac{k_0}{\alpha + |\psi|^\beta} = \frac{k_0}{\alpha + |\psi|^\beta},$$

where $I \in \mathbb{R}^{2 \times 2}$ is the identity tensor in $\mathbb{R}^2$ and the values of $\alpha, \beta, k_0$ for different media are listed in Table 5. The pressure head solution is shown in Fig. 7b for the parameters corresponding to the porous sand medium.

The initial mesh is uniformly discretized with $160 \times 40$ cells, and then it is regularly refined to create larger problems that we use to assess the scalability of the nonlinear solvers. We set the coarsening factor to 36 for all levels. For the problems run on the initial mesh, the FAS solvers are based on a three-level hierarchy. When the refined meshes are used, the FAS solvers rely on four levels. In this section, we only consider the residual-based backtracking line-search of Algorithm 1. For the loam medium, we set the maximum number of backtracking steps to $n_{\text{max}}^{\text{loam}} = 4$ as in Examples 1 and 2. However, since the parameters of Table 5 corresponding to sand medium result in a more nonlinear problem, we set $n_{\text{max}}^{\text{sand}} = 10$.

We remark that since the meshes are refined recursively, geometric multigrid could also be applied to solve the resulting nonlinear problems. Indeed, that is the subject of study in [33]. Here, the purpose of refinement is solely to test the solver convergence with respect to problem size. We treat each refined problem as an individual problem, and the coarsening does not use any refinement information.

The solution time and nonlinear iteration counts for the single-level and FAS nonlinear solvers are reported in Table 6 for the loam medium and Table 7 for the sand medium. For the loam medium, we see that both FAS-Picard and FAS-Newton require fewer nonlinear iterations and can solve the four problems significantly faster than their single-level counterparts. Fig. 8, which shows the solution time of each solver as a function of problem size, illustrates that all solvers exhibit good scalability, and that FAS-Newton($m_A = 13$) is the fastest solver for all problem sizes.
Table 6
Solution time ($T_{\text{sol}}$) in seconds and nonlinear iteration count ($n_{\text{it.}}$) for the Richards’ problem (Example 3) with the loam medium (Table 5). We aggregate the cells of the fine mesh to construct a three-level hierarchy in the FAS solvers.

| Solver               | #cells = 25,600 | #cells = 102,400 | #cells = 409,600 | #cells = 1,638,400 |
|----------------------|-----------------|------------------|------------------|-------------------|
|                      | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ |
| Single-level Picard  | 8.32            | 121              | 35.10            | 123              | 162.00           | 126              | 734.40           | 127              |
| FAS-Picard ($m_A = 1$) | 5.36           | 33               | 16.70            | 27               | 85.70            | 30               | 364.90           | 28               |
| FAS-Picard ($m_A = 13$) | 4.06           | 24               | 11.70            | 18               | 55.80            | 18               | 225.90           | 17               |
| Single-level Newton  | 1.33            | 10               | 5.39             | 10               | 27.80            | 10               | 126.00           | 10               |
| FAS-Newton ($m_A = 1$) | 0.98           | 4*              | 3.99             | 4*              | 16.20            | 3               | 76.70            | 3                |
| FAS-Newton ($m_A = 13$) | 0.95           | 3               | 2.82             | 2               | 13.30            | 2               | 56.30            | 2                |

*During the last nonlinear iteration, the V-cycle was terminated because convergence was achieved after the nonlinear pre-smoothing step.

Table 7
Solution time ($T_{\text{sol}}$) in seconds and nonlinear iteration count ($n_{\text{it.}}$) for the Richards’ problem (Example 3) with the sand medium (Table 5). The Picard-based solvers do not converge for this highly nonlinear problem. We aggregate the cells of the fine mesh to construct a three-level hierarchy in the FAS solvers.

| Solver               | #cells = 25,600 | #cells = 102,400 | #cells = 409,600 | #cells = 1,638,400 |
|----------------------|-----------------|------------------|------------------|-------------------|
|                      | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ | $T_{\text{sol}}$ | $n_{\text{it}}$ |
| Single-level Newton  | 2.33            | 17               | 13.00            | 22               | 61.40            | 23               | 268.80           | 22               |
| FAS-Newton ($m_A = 1$) | 2.09           | 7               | 9.05             | 7*              | 36.70            | 6               | 156.20           | 6*               |
| FAS-Newton ($m_A = 13$) | 1.90           | 6               | 4.59             | 4*              | 22.00            | 4*              | 107.00           | 5*               |

*During the last nonlinear iteration, the V-cycle was terminated because convergence was achieved after the nonlinear pre-smoothing step.

Fig. 8. Solution time in seconds as a function of problem size for the four problems based on the Richards’ equation (Example 3). We use the parameters of the loam medium given in Table 5.

As mentioned above, the nonlinearity is stronger for the sand medium. We have observed that all the Picard-based solvers fail to converge in this configuration. However, for the Newton-based solvers, the FAS approach remains superior to the single-level approach in terms of both robustness—as shown by the smaller nonlinear iteration counts—and efficiency—as demonstrated by the significant reduction in solution time. FAS-Newton ($m_A = 13$) still achieves the best performance among the solvers considered here.

We stress the fact that this example confirms that enriching the coarse space with more pressure degrees of freedom per aggregate improves the nonlinear behavior and reduces the solution times of the FAS solvers; see Tables 6 and 7.

5. Concluding remarks

In this paper, we introduce a nonlinear multigrid solver for heterogeneous nonlinear diffusion problems based on the full approximation scheme. It relies on a TPFA finite volume scheme in mixed form and local spectral coarsening following the framework of [8,9]. Nonlinear iteration is performed by solving a sequence of nonlinear problems...
on nested approximation spaces (levels). The transfer operators between levels are obtained by solving local eigenvalue problems defined on cell aggregates. The coarsening framework is applicable to problems discretized on general unstructured grids. We compare the nonlinear multigrid solver with single-level Picard (fixed-point) and Newton iterations for several challenging examples numerical examples. Results indicate that the nonlinear multigrid solver outperforms the single-level counterparts in two ways. First, it exhibits a more robust convergence behavior characterized by smaller nonlinear iteration counts. Second, it is algorithmically scalable and yields significant solution time reductions compared to the single-level approaches. We have also shown that, in most cases, enriching the coarse space with more local eigenvectors leads to a reduction in solution time. Another key feature of our coarsening strategy is that it is performed in a mixed (finite-volume) setting, which allows us to approximate fluxes directly. Coarse fluxes are therefore, by construction, conservative on the coarse levels. These properties are very attractive for the construction of multilevel nonlinear solvers for multiphase flow and transport simulations, the subject of our ongoing research.
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Appendix A. Construction of the vertex-based and edge-based approximation spaces

A.1. Construction of the vertex-based pressure space

Following the spectral coarsening methodology of [9], we construct the coarse pressure space by solving local eigenvalue problems. We use the graph-based terminology of [9], in which graph vertices and edges are the dual representations of mesh cells and interfaces, respectively. Let us consider a graph \( G^\ell = (V^\ell, E^\ell) \) at level \( \ell \), where \( V^\ell = \{v_k^\ell\} \) is the set of vertices and \( E^\ell = \{e_{k,l}^\ell\} \) is the set of edges. To construct the coarse graph, \( G^{\ell+1} = (V^{\ell+1}, E^{\ell+1}) \), we use METIS to partition \( G^\ell \) into aggregates of fine vertices, \( \{A_k^\ell\} \). Then, in the coarse graph, each vertex, \( v_k^{\ell+1} \in V^{\ell+1} \), represents one of these aggregates, \( A_k^\ell \). We introduce a coarse edge, \( e_{k,l}^{\ell+1} \in E^{\ell+1} \), if there exists a fine edge between two vertices belonging to \( A_k^\ell \) and \( A_l^\ell \), respectively.

Let us consider now an aggregate of fine vertices, \( A_k^\ell \). Let \( \mathcal{N}(A_k^\ell) \) be the set of vertices in \( V^\ell \) that are connected to a fine vertex in \( A_k^\ell \) as illustrated in Fig. A.9. Denoting by \( M^\ell|_{\mathcal{N}(A_k^\ell)} \) the submatrix of \( M^\ell \) restricted to the edges connecting the vertices in \( \mathcal{N}(A_k^\ell) \), and by \( D^\ell|_{\mathcal{N}(A_k^\ell)} \) the submatrix of \( D^\ell \) whose rows and columns are restricted to, respectively, the vertices in \( \mathcal{N}(A_k^\ell) \) and the edges connecting the vertices in \( \mathcal{N}(A_k^\ell) \), the local eigenvalue problem associated with aggregate \( A_k^\ell \) is

\[
D^\ell|_{\mathcal{N}(A_k^\ell)}(M^\ell|_{\mathcal{N}(A_k^\ell)})^{-1}(D^\ell|_{\mathcal{N}(A_k^\ell)})^T q = \lambda q. \tag{A.1}
\]

We select the \( m_{A_k^\ell} \) eigenvectors corresponding to the \( m_{A_k^\ell} \) smallest eigenvalues in (A.1). To remove any linear dependence between these eigenvectors, we apply a singular value decomposition (SVD) to the selected subset. The remaining eigenvectors are used to form the columns of a rectangular, orthogonal matrix \( P_{A_k^\ell} := [q_1, \ldots, q_{m_{A_k^\ell}}] \). The matrices \( \{P_{A_k^\ell}\} \) are then collected to construct the global block-diagonal pressure interpolation operator, \( (P_p)^{\ell+1}_k \), whose (rectangular) diagonal block corresponding to aggregate \( A_k^\ell \) is \( P_{A_k^\ell} \). The global projection operator for the pressure degrees of freedom is defined as

\[
(P_p)^{\ell+1}_k := (P_p)^{\ell+1}_k Q_p^{\ell+1}_k, \tag{A.2}
\]

where \( Q_p^{\ell+1}_k := (P_p)^{\ell+1}_k)^T \).
In preparation for the construction of the edge-based flux space, reviewed in the next section, we note that it is shown in [9] that for each aggregate $A^\ell_K$, the rectangular, orthogonal matrix $P_{A^\ell_K}$ can be written in the form

$$P_{A^\ell_K} = \begin{bmatrix} q^{PV}_{A^\ell_K} & P^{NPV}_{A^\ell_K} \end{bmatrix},$$

(A.3)

where “PV” refers to the work of Pasciak and Vassilevski [34]. Let $1^0$ be the vector of ones whose size is equal to the number of vertices on level $\ell = 0$. Introducing the vector defined recursively by $1^{\ell+1} := (Q_p)^{\ell+1} 1^{\ell}$, the first column of $P_{A^\ell_K}$ in (A.3) is defined as

$$q^{PV}_{A^\ell_K} = \frac{1}{\|1^\ell|_{A^\ell_K}\|} 1^\ell|_{A^\ell_K}.$$  

(A.4)

### A.2. Construction of the edge-based flux space

The coarse edge-based space consists of two types of degrees of freedom. In this section, we first review the construction of the trace extensions at the coarse interfaces, and then we discuss the definition of the bubbles in the cell aggregates.

Each trace extension is associated with a coarse interface, $F^\ell_{K,L}$, between two aggregates, $A^\ell_K$ and $A^\ell_L$, defined as

$$F^\ell_{K,L} := \{ e^\ell_{K,L} = (v^\ell_K, v^\ell_L) \in E^\ell : v^\ell_K \in A^\ell_K \text{ and } v^\ell_L \in A^\ell_L \}.$$  

(A.5)

At this interface, we define the trace coming from $A^\ell_K$ and corresponding to the $i$th column of $P_{A^\ell_K}$ as

$$\left( (M^\ell|_{N(A^\ell_K)^-1}(D^\ell|_{N(A^\ell_K)})^T q^i_{\Sigma^\ell(F^\ell_{K,L})} \right),$$

(A.6)

where $\Sigma^\ell(F^\ell_{K,L})$ is the span of the edge-based degrees of freedom associated with interface $F^\ell_{K,L}$. The traces coming from $A^\ell_L$ are defined in a similar fashion. Following [9], we also introduce the vector $\sigma_{F^\ell_{K,L}}^{PV}$ obtained by first solving the following local problem on the union of the two aggregates, $A^\ell_{F^\ell_{K,L}} := A^\ell_K \cup A^\ell_L$:

$$\begin{bmatrix} M^\ell|_{A^\ell_{F^\ell_{K,L}}} & (D^\ell|_{A^\ell_{F^\ell_{K,L}}})^T \\ D^\ell|_{A^\ell_{F^\ell_{K,L}}} & 0 \end{bmatrix} \begin{bmatrix} \sigma^{PV}_{A^\ell_{F^\ell_{K,L}}} \\ p_{A^\ell_{F^\ell_{K,L}}} \end{bmatrix} = \begin{bmatrix} 0 \\ f_{F^\ell_{K,L}} \end{bmatrix}.$$  

(A.7)
where \( f_{\mathcal{F}^\ell_{K,L}} \) is defined as

\[
 f_{\mathcal{F}^\ell_{K,L}} = \begin{bmatrix}
 \frac{1}{||1||_{A_k}^2} 1^T | A_k^\ell \\
 \frac{1}{||1||_{A_L}^2} 1^T | A_L^\ell 
\end{bmatrix}.
\]

(A.8)

After solving (A.7), we set \( \sigma^{PV}_{\mathcal{F}^\ell_{K,L}} := \sigma^{PV}_{\mathcal{A}^\ell_{K,L}} |_{\mathcal{F}^\ell_{K,L}} \), so that \( \sigma^{PV}_{\mathcal{F}^\ell_{K,L}} \) is supported on \( \mathcal{F}^\ell_{K,L} \). With definition (A.7), \( \sigma^{PV}_{\mathcal{F}^\ell_{K,L}} \) satisfies:

\[
 (q^{PV}_{A_k^\ell})^T D |_{A_K^\ell, \mathcal{F}^\ell_{K,L}} \sigma^{PV}_{\mathcal{F}^\ell_{K,L}} \neq 0.
\]

(A.9)

where \( q^{PV}_{A_k^\ell} \) is defined in (A.4). This property is needed to prove the commutativity relation \( D^\ell \Pi^\ell_p = \Pi^\ell_p D^\ell \) and to demonstrate the inf–sup stability of the coarse space [9]. We mention here that for the numerical examples performed with only one coarse degree of freedom per interface, the traces obtained by (A.6) are discarded and \( \sigma^{PV}_{\mathcal{F}^\ell_{K,L}} \) is the only flux degree of freedom at coarse interface \( \mathcal{F}^\ell_{K,L} \) that is kept in the coarse space. If we use more that one flux degree of freedom per interface, we remove any possible linear dependence by applying an SVD to the collected traces at each coarse interface.

We now extend the remaining traces associated with coarse interface \( \mathcal{F}^\ell_{K,L} \) to the neighboring aggregates, \( A_K^\ell \) and \( A_L^\ell \). To extend \( \sigma_{\mathcal{F}^\ell_{K,L}} \) to \( A_k^\ell \), we solve a local Neumann boundary value problem restricted to the interior of the aggregate. Specifically, we find \( \sigma_{A_k^\ell} \) on \( A_k^\ell \) and \( p_{A_k^\ell} \) on \( A_k^\ell \) such that:

\[
 \begin{bmatrix}
 M^\ell |_{A_k^\ell} & (D^\ell |_{A_k^\ell})^T \\
 D^\ell |_{A_k^\ell} & 0
\end{bmatrix}
 \begin{bmatrix}
 \sigma_{A_k^\ell} \\
 p_{A_k^\ell}
\end{bmatrix} =
 \begin{bmatrix}
 -M^\ell |_{A_k^\ell, \mathcal{F}^\ell_{K,L}} \sigma_{\mathcal{F}^\ell_{K,L}} \\
 c_{A_k^\ell} q^{PV}_{A_k^\ell} - D^\ell |_{A_k^\ell, \mathcal{F}^\ell_{K,L}} \sigma_{\mathcal{F}^\ell_{K,L}}
\end{bmatrix}.
\]

(A.10)

where the non-zero constant \( c_{A_k^\ell} \) on the right-hand side of (A.10) is:

\[
 c_{A_k^\ell} := (q^{PV}_{A_k^\ell})^T D |_{A_k^\ell, \mathcal{F}^\ell_{K,L}} \sigma_{\mathcal{F}^\ell_{K,L}}.
\]

(A.11)

The same procedure is used to extend \( \sigma_{\mathcal{F}^\ell_{K,L}} \) to the remaining part of aggregate \( A_L^\ell \), so that the extended vector is supported on the union of the edges connecting the vertices in \( A_k^\ell \), the edges connecting the vertices in \( A_L^\ell \), and the edges in \( \mathcal{F}^\ell_{K,L} \).

To guarantee that the compatibility constraints outlined in [9] are satisfied, we add linearly independent bubbles to the edge-based (flux) space. Each bubble is associated with an aggregate \( A^\ell \). For each column \( q \) of the matrix \( P_{\mathcal{A}^\ell}^{N,PV} \) appearing in (A.3), we obtain the bubble basis vector supported on the edges of \( A^\ell \) by solving the saddle-point system (A.10) in which we replace the right-hand side with \( \begin{bmatrix} 0 \\ q \end{bmatrix} \) . The resulting vector is then extended by zero outside \( A^\ell \).

To summarize, the coarse edge-based space is spanned by the trace extensions—to which we have added the vector defined by (A.7)—associated with the coarse interfaces, and by the bubbles associated with the aggregates. Since the traces are extended into the interior edges of the neighboring aggregates, the resulting interpolation matrix, \((P_\sigma)^{\ell}_{i+1}\), has the lower-triangular form

\[
 (P_\sigma)^{\ell}_{i+1} := \begin{bmatrix}
 p^{TR}_\sigma & p^B_\sigma
\end{bmatrix},
\]

(A.12)

where \( p^{TR}_\sigma \) and \( p^B_\sigma \) are block-diagonal matrices. Specifically, in \( p^{TR}_\sigma \), the columns of the \( i \)th diagonal block are formed by the part of each trace extension associated with the \( i \)th interface that is supported on the edges forming the interface. In \( p^B_\sigma \), the columns of the \( i \)th diagonal block are formed by the bubbles constructed in the \( i \)th aggregate. \( p^B_\sigma \) contains the “extended” part of the trace extensions that is supported on the interior edges of the aggregates. This concludes the construction of the coarse edge-based space. We refer to [9] for a thorough description of the construction of the matrix \((Q_\sigma)^{\ell+1}_i\) used to obtained the projection operator in the form \((\Pi_\sigma)^{\ell+1} := (P_\sigma)^{\ell+1}_i (Q_\sigma)^{\ell+1}_i\).
Appendix B. The piecewise-constant projector $\tilde{H}^\ell$

Recall that when evaluating the nonlinear operator on each level $\ell$, the pressure approximation is first projected to the space of piecewise-constant functions, with the constants representing the average pressure values in different cells of that level, cf. (20). Here, the exact definition of the projection will be given. On level $\ell = 0$, $\tilde{H}^0$ is simply the identity map. Next, on level $\ell > 0$, we first consider the Boolean rectangular sparse matrix which maps the cell aggregates to the cells, denoted by $(\tilde{P})^{-1}_{\ell-1}$. Specifically, $[(\tilde{P})^{-1}_{\ell-1}]_{ij} = 1$ if cell $i$ (at the finer level, $\ell - 1$) belongs to aggregate $j$ (at the coarser level, $\ell$); $[(\tilde{P})^{-1}_{\ell-1}]_{ij} = 0$ otherwise. Furthermore, we multiply them together to get the connection between level $\ell$ and level 0:

\[
(\tilde{P})^0 := (\tilde{P})^{-1}_{\ell-1}(\tilde{P})^{-2}_{\ell-2} \cdots (\tilde{P})^0_0.
\]  

(B.1)

Similarly, we combine the interpolation matrices of the pressure space:

\[
(P_p)^0 := (P_p)^{-1}_{\ell-1}(P_p)^{-2}_{\ell-2} \cdots (P_p)^0_0.
\]  

(B.2)

Let $M_p$ be the mass matrix, which is a diagonal matrix with cell volumes on the diagonal: $(M_p)_{K,K} = |\tau_K|$. The piecewise-constant projector is defined as

\[
\tilde{H}^\ell := \left((\tilde{P})^0_\ell \right)^T M_p(\tilde{P})^0_\ell \left((\tilde{P})^0_\ell \right)^T M_p(\tilde{P})^0_\ell.
\]  

(B.3)

Notice that $((\tilde{P})^0_\ell)^T M_p(\tilde{P})^0_\ell$ is also diagonal, and the $i$th entry on its diagonal is the volume of $A_i^\ell$: $|A_i^\ell| = \sum_{\tau_K \subset A_i^\ell} |\tau_K|$. In fact, for any vector $p^0 \in (P_K)_{\tau_K \in T}$ on level 0, $((\tilde{P})^0_\ell)^T M_p(\tilde{P})^0_\ell^{-1} (\tilde{P})^0_\ell^T M_p p^0$ is a vector of size number of aggregates, and the $i$th entry equals the weighted average: $|A_i^\ell|^{-1} \left(\sum_{\tau_K \subset A_i^\ell} |\tau_K| p^0_{\tau_K}\right)$. Therefore, conceptually what $\tilde{H}^\ell$ does is to first interpolate a given approximation $p^\ell$ on level $\ell$ all the way to the finest level, and then compute the averages of $(P_p)^0_j p^\ell$ over the aggregates on level $\ell$.

An important property of $\tilde{H}^\ell$ is that, for any pressure approximation $p^\ell$ on level $\ell$, if we interpolate $\tilde{H}^\ell(p^\ell)$ all the way to the finest level, evaluate the nonlinear function $\kappa$ in each fine-grid cell, and then compute the average value of $\kappa$ of each aggregate, it is equivalent to evaluating $\kappa$ directly using entries of $\tilde{H}^\ell p^\ell$. That is,

\[
\kappa(\tilde{H}^\ell p^\ell) = ((\tilde{P})^0_\ell)^T M_p(\tilde{P})^0_\ell^{-1} (\tilde{P})^0_\ell^T M_p \kappa((\tilde{P})^0_\ell \tilde{H}^\ell p^\ell).
\]  

(B.4)

Hence, the nonlinear operator $A^\ell$ in (20) can be evaluated directly on level $\ell$ without visiting the finest level during the multigrid iteration.

Appendix C. Proof of Proposition 1

Proof. In Section 3.2, we have shown that property (22) holds at the finest level, $\ell = 0$. In this appendix, we assume, without loss of generality, that the proposition holds for some $\ell \geq 0$. By the principle of induction, it suffices to show that the proposition also holds for some $\ell + 1$.

Let us consider an aggregate, $A^\ell$, obtained by agglomerating finer cells at level $\ell$, such that $A^\ell = \bigcup_{i \in \mathbb{A}^\ell} A_i^{\ell-1}$. Let $M_{A_i^{\ell-1}}(p)$ be the assembled matrix for the fine-level flux degrees of freedom on the cell aggregate, or equivalently, on the coarse cell at level $\ell + 1$. Next, let $(P_{\sigma,A_i^{\ell-1}})^\ell_{\ell+1}$ be the restriction of $(P_{\sigma})^\ell_{\ell+1}$ on $A^\ell$. We coarsen $M_{A_i^{\ell-1}}(p)$ locally through the Galerkin projection restricted to $A^\ell$:

\[
M_{A_i^{\ell-1}}(p) := (P_{\sigma,A_i^{\ell-1}})^\ell_{\ell+1}^T M_{A_i^{\ell-1}}(p)(P_{\sigma,A_i^{\ell-1}})^\ell_{\ell+1}.
\]  

(C.1)

Similarly, we assemble $M_{A_i^{\ell-1}}(p)$ for all $A_i^{\ell-1} \subset A^\ell$ to form $M_{A^\ell}(p)$, which is then coarsened to get

\[
M_{A^\ell} := (P_{\sigma,A^\ell})^\ell_{\ell+1}^T M_{A^\ell}(p)(P_{\sigma,A^\ell})^\ell_{\ell+1}.
\]  

(C.2)

Note that by definition $\tilde{H}^\ell_{A_i^{\ell-1}} p^{\ell+1}$ is constant in all $A_i^{\ell-1} \subset A^\ell$, so

\[
P_{A^\ell} := (\tilde{H}^\ell_{A_i^{\ell-1}} p^{\ell+1})_{A^\ell} = (\tilde{H}^\ell_{A_i^{\ell-1}} p^{\ell+1})_{A_i^{\ell-1}}, \quad \forall A_i^{\ell-1} \subset A^\ell.
\]  

(C.3)
Therefore, by (22) in the induction hypothesis, we have
\[ M_{\mathcal{A}^L}^{(\ell)}(\hat{\Pi}^{\ell+1}p^{\ell+1}) = \frac{1}{\kappa(p_{\mathcal{A}^L})} M_{\mathcal{A}^L}^{(\ell)} \quad \forall \mathcal{A}^{L-1}_i \subset \mathcal{A}^L. \] (C.4)
This means that all the building blocks of \( M_{\mathcal{A}^L}(\hat{\Pi}^{\ell+1}p^{\ell+1}) \) share the same multiplicative factor \( 1/\kappa(p_{\mathcal{A}^L}) \). Consequently,
\[
M_{\mathcal{A}^L}^{(\ell+1)}(\hat{\Pi}^{\ell+1}p^{\ell+1}) = \left( (P_{\sigma,\mathcal{A}^L}^{(\ell)})^T M_{\mathcal{A}^L}^{(\ell)}(\hat{\Pi}^{\ell+1}p^{\ell+1})(P_{\sigma,\mathcal{A}^L}^{(\ell)}) \right)^{\ell+1} \\
= \left( (P_{\sigma,\mathcal{A}^L}^{(\ell)})^T M_{\mathcal{A}^L} (P_{\sigma,\mathcal{A}^L}^{(\ell)}) \right)^{1+1} = \frac{1}{\kappa(p_{\mathcal{A}^L})} M_{\mathcal{A}^L}^{(\ell+1)}.
\] (C.5)
\( M_{\mathcal{A}^L}^{(\ell+1)}(\hat{\Pi}^{\ell+1}p^{\ell+1}) \) is a coarse local transmissibility matrix associated with \( \mathcal{A}^L \). If we assemble \( M_{\mathcal{A}^L}^{(\ell+1)}(\hat{\Pi}^{\ell+1}p^{\ell+1}) \) using the global-to-local map for coarse flux degrees of freedom, we get exactly the global Galerkin projection \( M_{\mathcal{A}^L}^{(\ell+1)}(\hat{\Pi}^{\ell+1}p^{\ell+1}) = (P_{\sigma}^{(\ell)})^T M_{\mathcal{A}^L}^{(\ell+1)}(P_{\sigma}^{(\ell)})^{\ell+1} \).

**Appendix D. Proof of Proposition 2**

In this section, we drop the superscript \( \ell \) denoting the level for simplicity. We consider two technical lemmas before concluding the proof of Proposition 2.

The first lemma is a direct consequence of (22). We remind the reader that for a cell aggregate \( \mathcal{A}_L \), we define the aggregate pressure as \( p_{\mathcal{A}_L} := (\hat{\Pi}p)_L \). Let us denote by \( I_{\mathcal{A}_L} \) the identity matrix whose size is equal to the number of flux degrees of freedom on \( \mathcal{A}_L \). Let \( \hat{M}(\cdot) \) and \( \hat{K}(\cdot) \) be the block-diagonal matrices whose \( L \)th diagonal block is respectively \( M_{\mathcal{A}_L}(\hat{\Pi}p) \) and \( \kappa(p_{\mathcal{A}_L})I_{\mathcal{A}_L} \), where \( M_{\mathcal{A}_L}(\hat{\Pi}p) \) is the local transmissibility matrix introduced in Proposition 1.

**Lemma 1.** We have
\[
\hat{M}(\hat{\Pi}p) = \hat{M}\hat{K}(\hat{\Pi}p)^{-1},
\] (D.1)
where \( \hat{M} \) is the block-diagonal matrix whose \( L \)th block is the static matrix \( M_{\mathcal{A}_L} \) defined on cell aggregate \( \mathcal{A}_L \) and introduced in Proposition 1.

**Proof.** Consider the \( L \)th diagonal block in \( \hat{M}(\hat{\Pi}p) \). By definition, this block is equal to \( M_{\mathcal{A}_L}(\hat{\Pi}p) \). We know from Proposition 1 that \( M_{\mathcal{A}_L}(\hat{\Pi}p) = 1/\kappa(p_{\mathcal{A}_L})M_{\mathcal{A}_L} \). Using this remark with the definitions of \( \hat{M}(\hat{\Pi}p), \hat{M}, \) and \( \hat{K}(\hat{\Pi}p) \), we obtain (D.1).

Using now the notation \( \text{diag}(u) \) to denote the diagonal matrix that contains the entries of a vector \( u \) on its diagonal, we consider the following lemma:

**Lemma 2.** We have
\[
\hat{K}(\hat{\Pi}p)^{-1} = \text{diag}(W_{\hat{\sigma}p}\kappa_{\text{inv}}(\hat{\Pi}p)),
\] (D.2)
where \( W_{\hat{\sigma}p} \) is the map from cells to local degrees of freedom, and \( \kappa_{\text{inv}}(\hat{\Pi}p) \) is the vector defined in (31).

**Proof.** By definition, \( W_{\hat{\sigma}p} \) is a Boolean rectangular matrix such that \( [W_{\hat{\sigma}p}]_{i,j} = 1 \) if the \( i \)th local flux degree of freedom belongs to cell \( j \), and \( [W_{\hat{\sigma}p}]_{i,j} = 0 \) otherwise. We assume that the local flux degrees of freedom are ordered cell-by-cell. Therefore, we can write the vector \( W_{\hat{\sigma}p}\kappa_{\text{inv}}(\hat{\Pi}p) \) as the concatenation of subvectors \( W_{\mathcal{A}_L} := 1/\kappa(p_{\mathcal{A}_L})[1 \ldots 1]^T \) whose size is equal to the number of local flux degrees of freedom of cell aggregate \( \mathcal{A}_L \). This means that \( \text{diag}(W_{\hat{\sigma}p}\kappa_{\text{inv}}(\hat{\Pi}p)) \) is a block-diagonal matrix whose \( L \)th diagonal block is a diagonal submatrix equal to \( \text{diag}(W_{\mathcal{A}_L}) \). We can rewrite these diagonal blocks as \( \text{diag}(W_{\mathcal{A}_L}) = 1/\kappa(p_{\mathcal{A}_L})\text{diag}([1 \ldots 1]^T) = 1/\kappa(p_{\mathcal{A}_L})I_{\mathcal{A}_L} \).

So, \( \text{diag}(W_{\hat{\sigma}p}\kappa_{\text{inv}}(\hat{\Pi}p)) \) is a block-diagonal matrix whose \( L \)th diagonal block is equal to \( 1/\kappa(p_{\mathcal{A}_L})I_{\mathcal{A}_L} \), which corresponds to the inverse of the matrix \( \hat{K}(\hat{\Pi}p) \) defined before Lemma 1.

We are now ready to prove Proposition 2. The global matrix \( M(\hat{\Pi}p) \) is obtained by assembling the local transmissibility matrix using the global-to-local map for the flux degrees of freedom, \( W_{\hat{\sigma}p} \), as
\[
M(\hat{\Pi}p) = W_{\hat{\sigma}p}^T \hat{M}(\hat{\Pi}p)W_{\hat{\sigma}p},
\] (D.3)
Using \((\ref{eq:D.3})\) and \(\text{Lemma 1}\), we can write
\[
M(\bar{I} p)\sigma = W_{\sigma}^T \hat{M}(\bar{I} p) W_{\sigma}\sigma.
\]
\[
\text{(D.4)}
\]
Next, we use \(\text{Lemma 2}\) to obtain
\[
M(\bar{I} p)\sigma = W_{\sigma}^T \hat{M}\text{diag}(W_{\sigma} \kappa_{\text{inv}}(\bar{I} p)) W_{\sigma}\sigma.
\]
\[
\text{(D.5)}
\]
Let us consider now two vectors \(u, v \in \mathbb{R}^m\). We remark that
\[
\text{diag}(v)u = \text{diag}(u)v.
\]
\[
\text{(D.6)}
\]
Applying this remark to the vectors \(W_{\sigma} \kappa_{\text{inv}}(\bar{I} p)\) and \(W_{\sigma}\sigma\) in \((\ref{eq:D.5})\) yields
\[
M(\bar{I} p)\sigma = W_{\sigma}^T \hat{M}\text{diag}(W_{\sigma} \kappa_{\text{inv}}(\bar{I} p)) W_{\sigma}\sigma.
\]
\[
= N(\sigma)\kappa_{\text{inv}}(\bar{I} p),
\]
\[
\text{(D.7)}
\]
where \(N(\sigma)\) is defined in \(\text{Proposition 2}\). This concludes the proof.
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