Amplification phenomena of Casimir force fluctuations on close scatterers coupled via a coherent fermionic fluid
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We study the mechanical actions affecting close scatterers immersed in a coherent fermionic fluid. Using a scattering field theory, we theoretically analyse the single-scatterer and the two-scatterer case. Concerning the single-scatterer case, we find that a net force affects the scatterer dynamics only in non-equilibrium condition, i.e. imposing the presence of a non-vanishing particle current flowing through the system. The force fluctuation (variance) is instead not negligible both in equilibrium and in non-equilibrium conditions. Concerning the two-scatterer case, an attractive fluid-mediated Casimir force is experienced by the scatterers at small spatial separation, while a decaying attractive/repulsive behavior as a function of the scatterer separation is found. Furthermore, the Casimir force fluctuations acting on a given scatterer in close vicinity of the other present an oscillating behavior reaching a long distance limit comparable to the value of the single-scatterer case. The relevance of these findings is discussed in connection with fluctuation phenomena in low-dimensional nanostructures and cold atoms systems.

PACS numbers: 05.30.Fk, 68.65.-k,73.22.-f,71.10.Pm

I. INTRODUCTION

When two conducting neutral plates are placed at micrometric distance in a vacuum, a net force between them arises. This force, first theoretically described by Casimir\textsuperscript{1,2} and experimentally confirmed by several experiments\textsuperscript{3}, originates from the boundary conditions imposed to the virtual photons of the electromagnetic field and it is the direct manifestation of the existence of the zero-point energy of a quantum field. Further studies have demonstrated that Casimir force can be either attractive or repulsive depending on the geometry of conducting plates\textsuperscript{4}. These studies have received great attention, since Casimir interaction can affect the correct operativity of nanoelectromechanical systems causing (or preventing) frictions and adhesion phenomena\textsuperscript{5}. The original problem of the mediated interaction of two plates immersed in a virtual photons gas (bosonic fluid) can be generalized to the case of a fermionic quantum fluid. Along this line, the problem of the mediated interaction between two scattering centers (impurities) immersed in a one dimensional fermionic fluid has been studied both in interacting\textsuperscript{6,7} and non-interacting case\textsuperscript{8}. The interest in these studies comes from the fact that in particularly clean systems, like one-dimensional ultra-cold atomic gases, individually trapped atoms, playing the role of impurities, can be created and controlled\textsuperscript{9}. Artificial defects, eventually movable, can be also created encapsulating neutral fullerenes in single-wall carbon nanotubes\textsuperscript{10}. Alternatively, nanotubes functionalization using chemical adsorbates can be performed to create localized defects whose features can be probed within a field effect transistor setup\textsuperscript{11}. In all these systems, Casimir interaction is reminiscent of the peculiarities of the quantum fluid which can be probed looking at the impurity dynamics. However, impurities immersed in a quantum fluid are subject to Casimir force and its fluctuations, the latter being produced by the quantum nature of the fluid-mediated interaction. Fluctuations of Casimir force have received limited attention in literature\textsuperscript{12} and further efforts are needed in this direction.

To fill this vacancy, in this work, we formulate a scattering field theory of the mechanical actions experienced by scattering centers immersed in a coherent fermionic fluid. Non-equilibrium, non-perturbative scattering effects, decoherence, interaction with boundaries, Casimir-like interaction and its fluctuations can be studied within the proposed theoretical framework. We provide a comprehensive treatment of fluid-mediated forces coming from a quantum fluid confined in one dimension, while many-body interaction effects are not included in the theory. Due to the structure of the theory, divergence problems sometimes affecting alternative formulations are not present in our approach. As a relevant results of the theory, we show that force fluctuations on close scatterers immersed in a coherent fluid are correlated by Casimir interaction. We discuss this finding in connection with fluctuation phenomena in solids.

The organization of the paper is the following. In Sec. I\textsuperscript{1} we present the mechanical actions on a scatterer immersed in a quantum liquid with special emphasis on the momentum transfer equation. The force operator and the force fluctuation operator are also introduced. In Sec. I\textsuperscript{11} observables are derived within the scattering field theory. In particular, in Sec. I\textsuperscript{11 A} we derive the force acting on a single impurity under equilibrium and out-of-equilibrium conditions. We also derive the equilibrium force fluctuations acting on the scatterer. In Sec. I\textsuperscript{11 B} we present the two-scatterer case deriving the Casimir-like force and its fluctuation. The role of decoherence is also discussed. Conclusions are given in Sec. I\textsuperscript{V} The S- and T-matrix of
a Dirac delta potential, the thermal averages of the scattering fields, the T-matrix model of random dephasing and the M-matrix derivation are reported in the appendices A, B, D, C respectively.

II. MECHANICAL ACTIONS ON A SCATTERER IMMERSED IN A COHERENT FERMIONIC FLUID

We consider a coherent fermionic fluid confined to one dimension and described by the second quantization field $\hat{\Psi}(x)$ whose evolution is determined by the Hamiltonian:

$$\hat{H}_0 = \int dx \hat{\Psi}^\dagger(x) \left[ -\frac{\hbar^2 \partial^2}{2m} + V(x) \right] \hat{\Psi}(x),$$  \hspace{1cm} (1)

where we disregard the spin degree of freedom which is unessential for our purposes. When an impurity is introduced in the system, the particle density is perturbed by the scatterer potential $V(x)$ and thus the additional term $\hat{H}_1 = \int dx \hat{\Psi}^\dagger(x) V(x) \hat{\Psi}(x)$ is added to the unperturbed fluid Hamiltonian $\hat{H}_0$, being the total Hamiltonian $\hat{H} = \hat{H}_0 + \hat{H}_1$. The Heisenberg equation of motion of the field $\hat{\Psi}(x)$, i.e. $ih\partial_t \hat{\Psi}(x) = [\hat{\Psi}(x), \hat{H}]$, complemented by the fermionic anticommutation relations $\{\hat{\Psi}(x), \hat{\Psi}^\dagger(x')\} = \delta(x - x')$ and $\{\hat{\Psi}(x), \hat{\Psi}(x')\} = \{\hat{\Psi}^\dagger(x), \hat{\Psi}^\dagger(x')\} = 0$, completely determines the space/time evolution of the fermionic field according to the Schrödinger-like equation:

$$i\hbar \partial_t \hat{\Psi}(x) = -\frac{\hbar^2 \partial^2}{2m} \hat{\Psi}(x) + V(x) \hat{\Psi}(x).$$  \hspace{1cm} (2)

In order to characterize the mechanical interactions between the fluid and the scatterer we need to study the momentum transfer equation. To this end, let us introduce the momentum density operator $\hat{\rho}_p$ which is defined in terms of fermionic field as follows:

$$\hat{\rho}_p = -i\hbar \left[ \hat{\Psi}^\dagger(x) \partial_x \hat{\Psi}(x) - \partial_x \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \right].$$  \hspace{1cm} (3)

From a classical viewpoint, the linear momentum of the center of mass of a mechanical system is not conserved in the presence of a net force. According to this observation, in general, the momentum density balance of the quantum fluid cannot be expressed in the form of a continuity equation and sink/source terms are expected. This expectation is easily verified by direct computation of the time derivative of $\hat{\rho}_p$ which leads to the following momentum density balance equation:

$$\partial_t \hat{\rho}_p + \partial_x \hat{J}_p = -\hat{\Psi}^\dagger(x) \partial_x V(x) \hat{\Psi}(x),$$  \hspace{1cm} (4)

where we have introduced the momentum current density operator:

$$\hat{J}_p = \frac{\hbar^2}{4m} \left\{ 2\partial_x \hat{\Psi}^\dagger(x) \partial_x \hat{\Psi}(x) - \hat{\Psi}^\dagger(x) \partial_x^2 \hat{\Psi}(x) \right\}.$$  \hspace{1cm} (5)

The r.h.s. of Equation (4), i.e. $\hat{f}(x) = -\hat{\Psi}^\dagger(x) \partial_x V(x) \hat{\Psi}(x)$, represents the force density operator (sink/source term) responsible for a momentum transfer from the potential $V(x)$ to the coherent fluid. An opposite mechanical action is exerted by the fluid on the scatterer. The force operator $\hat{F}$ related to the fluid pressure acting on the scatterer (originating the potential $V(x)$) can be computed as:

$$\hat{F} = \int dx (-\hat{f}(x)) = \int dx \hat{\Psi}^\dagger(x) \partial_x V(x) \hat{\Psi}(x),$$  \hspace{1cm} (6)

where the integration domain is restricted to a subset $\Omega$ of the real axis centered at the scatterer position $\bar{x}$ and fulfilling the requirement $\partial_x V(x) \neq 0$.

In the following we specialize our treatment to describe rectangular potentials which represent a convenient approximation of a local impurity potential. For the rectangular potential $V(x) = U\theta(x - x_1)\theta(x_2 - x)\{x_2 > x_1\}$ and $\theta(x)$ the Heaviside step function) centered at $\bar{x} = (x_1 + x_2)/2$ we obtain:

$$\partial_x V(x) = U\delta(x - x_1) - U\delta(x - x_2),$$  \hspace{1cm} (7)

with $\delta(x)$ the Dirac delta function. Thus, using Eq. (6) and Eq. (7) with the integration domain $\Omega = [x_1, x_2]$, the force operator $\hat{F}$ can be presented in the following simple form:

$$\hat{F} = U \left[ \hat{\Psi}^\dagger(x_1) \hat{\Psi}(x_1) - \hat{\Psi}^\dagger(x_2) \hat{\Psi}(x_2) \right],$$  \hspace{1cm} (8)

while its expectation value $\langle \hat{F} \rangle$ has to be evaluated performing a quantum statistical average accounting for the occupation of the relevant degrees of freedom.

The quantum nature of the fermionic fluid allows force fluctuations which can be evaluated introducing the force fluctuation operator $\delta\hat{F}(t) = \hat{F}(t) - \langle \hat{F} \rangle$, whose quantum average is a vanishing quantity by construction. The time correlation of the force fluctuation $\delta\hat{F}(t)$ can be studied introducing the noise correlator:

$$K(t, t') = \frac{1}{2} \langle \delta\hat{F}(t) \delta\hat{F}(t') \rangle,$$  \hspace{1cm} (9)

which is the symmetrized version of the quantity $\langle \delta\hat{F}(t) \delta\hat{F}(t') \rangle = \langle \hat{F}(t) \hat{F}(t') \rangle - \langle \hat{F} \rangle^2$. Finally the noise spectral density $K(\Omega)$ can be obtained as

$$K(\Omega) = \int dt K(t + \tau, t) \exp(i\Omega \tau).$$  \hspace{1cm} (10)

III. FORCE AND FORCE FLUCTUATIONS WITHIN THE SCATTERING FIELD THEORY

We have introduced the force operator $\hat{F}$ and the force fluctuation operator $\delta\hat{F}(t)$ in second quantization. However, the characterization of the system properties requires the computation of expectation values such as $\langle \hat{F} \rangle$.
or \( \langle \delta \hat{F}(t) \delta \hat{F}(t') \rangle \). Hereafter, we develop a scattering field theory à la Büttikken, which allows the computation of the net force acting on a scatterer and the force fluctuations under equilibrium and non-equilibrium conditions. Two cases are analyzed: (i) the single-scatterer case in which the fermionic fluid is perturbed by only one impurity; (ii) the two-scatterer case in which the fluid is affected by the simultaneous perturbation originated by two scattering centers.

A. Single-scatterer case

Let us consider the mechanical actions exerted by the fermionic fluid on a single scatterer (see Fig. 1). The fermionic field \( \Psi(x,t) \) can be decomposed using the scattering field operators \( \hat{a}_i(E) \) and \( \hat{b}_i(E) \). In particular the annihilation operator \( \hat{a}_i(E) \) destroys an incoming particle having energy \( E \) generated in the \( i \)th lead and moving towards the scattering center, while \( \hat{b}_i(E) \) is the annihilation operator of an outgoing processes going from the scattering center towards the \( i \)th lead. In the scattering language the lead 1 represents the region on the left side of the scatterer \((x < x_1)\), while the lead 2 is located on the right side of the scattering center \((x > x_2)\). Thus, the scattering fields \( \Psi_i(x,t) \) describing the fluid on the left or right side of the scatterer are written as

\[
\Psi_1(x,t) = \int \frac{dE}{\sqrt{\hbar v(E)}} \hat{a}_1(E)e^{ik_E x} + \hat{b}_1(E)e^{-ik_E x}
\]

\[
\Psi_2(x,t) = \int \frac{dE}{\sqrt{\hbar v(E)}} \hat{a}_2(E)e^{-ik_E x} + \hat{b}_2(E)e^{ik_E x},
\]

where we have introduced the group velocity \( v(E) = \hbar k_E/m \) and the wavevector \( k_E = \sqrt{2mE/\hbar} \) of the scattering modes. The incoming and the outgoing annihilation operators are related by the unitary scattering matrix \( S_{ij}(E) \) according to the relation \( \hat{b}_i(E) = \sum_j S_{ij}(E)\hat{a}_j(E) \), while the lead correlation functions are completely determined by the quantum statistical average \( \langle \hat{a}_i(E)\hat{a}_j(E') \rangle = \delta_{ij}\delta(E-E')f_i(E) \). The Fermi distribution \( f_i(E) \) defines the thermodynamic occupation of a quantum state of energy \( E \) in the \( i \)th lead by means of a local electrochemical potential \( \mu_i \) and a local effective temperature \( T_i \). Within the scattering field formalism the expectation value \( \langle \hat{F} \rangle \) is computed as

\[
\langle \hat{F} \rangle = U \left[ \langle \hat{\Psi}_1^\dagger(x_1)\hat{\Psi}_1(x_1) \rangle - \langle \hat{\Psi}_2^\dagger(x_2)\hat{\Psi}_2(x_2) \rangle \right]. \tag{12}
\]

Equation (12) can be explicitly evaluated in terms of the reflection probability of the (rectangular) scatterer potential \( |r(E)|^2 = |S_{11}(E)|^2 = |S_{22}(E)|^2 \) according to the following expression:

\[
\langle \hat{F} \rangle = \frac{2U}{\hbar} \int |r(E)|^2 (f_i(E) - f_2(E)). \tag{13}
\]

where \( f_i(E) \) is the Fermi distribution of the \( i \)th lead. Equation (13) shows that under equilibrium condition \( (f_1(E) = f_2(E)) \) or for reflectionless scattering potentials \( (|r(E)| = 0) \) no net force is applied on the scatterer. On the other hand, assuming a weak voltage bias defined by the electrochemical potentials \( \mu_i = \mu - (-)^{i+1}|e|V_b/2 \) \((i \in \{1,2\})\) and low temperature, i.e. \( T_1 = T_2 = T \approx 0 \), one obtains the following linear response result:\ref{16}

\[
\langle \hat{F} \rangle = -\frac{|e|U}{\pi \hbar v_F} |r(E = \mu)|^2 V_b, \tag{14}
\]

where \(-|e|\) represents the electron charge, \( v_F \) is the Fermi velocity, while \( \mu \approx m v_F^2/2 \) is the equilibrium chemical potential of the system. The non-equilibrium force given in Eq. (14) represents the pressure exerted by the electron wind generated by the voltage bias \( V_b \) and provides a positive force on the scatterer when the applied voltage is negative. An expression similar to Eq. (14) can be derived under the assumption of a thermal gradient applied to the fluid (\( T_1 \neq T_2 \)) showing that a thermal imbalance originates mechanical stress on the scattering center.

Since we are interested in describing ultralocal potentials \( V(x) \) originated, for instance, by reticular defects in a solid, we now specialize our result (Eq. (14)) to the case of very small barrier width \( x_2 - x_1 \). Under this condition the original rectangular potential can be approximated by the Dirac delta potential \( V(x) = -2aU \delta(x - \bar{x}) \), with \( 2a = x_2 - x_1 \) and \( \bar{x} = (x_1 + x_2)/2 \). Here the local approximation of the original potential is designed to meet the condition \( \int_{x_1}^{x_2} dx V(x) = 2aU \), which is also respected by the original potential. Under these assumptions, the force expectation value \( \langle \hat{F} \rangle \) given in Eq. (12) has to be computed taking the limit \( x_1, x_2 \to \bar{x} \), being the limit well defined within the scattering approach. Thus the force acting on an ultralocal potential can be written in the simple form:

\[
\langle \hat{F} \rangle \approx -\frac{|e|V_b}{\pi \hbar v_F} \frac{U^3}{U^2 + \left( \frac{\hbar k_E}{2a} \right)^2}. \tag{15}
\]
where we used the scattering matrix derived in appendix A. In solid state systems the non-equilibrium force due to the electron wind on the barrier can be compensated by elastic deformations of the lattice determining a new equilibrium position of the impurity site. On the other hand, if $\langle \hat{F}(t) \rangle$ is strong enough to overcome the lattice forces, the impurity electromigration phenomenon occurs consisting in a permanent damaging of the lattice.

We now analyse the force fluctuation acting on the impurity potential in the absence of a net force, i.e. assuming an equilibrium condition ($V_0 = 0$). Since we are interested in the steady-state behavior we focus our attention on the low-frequency part of the force fluctuation spectrum. To this end, we have to compute the quantity:

$$K_0 = \lim_{\Omega \to 0} \int d(t-t') \exp(i\Omega(t-t')) \langle \delta \hat{F}(t) \delta \hat{F}(t') \rangle.$$ (16)

Hereafter we outline the analytical derivation of the quantity $K_0$ within the scattering field theory. Starting from Equation (12) (under the assumption of ultralocal potential) and using the scattering fields, the force operator $\hat{F}(t)$ can be written in the form:

$$\hat{F}(t) = \int dEdE' e^{iE(t-t')} \sum_{ij} \Gamma_{ij}(E,E') \hat{a}_i(E) \hat{a}_j(E'),$$ (17)

where the integration kernel $\Gamma_{ij}(E,E') = U[\Lambda_{ij}^{(0)}(E,E') - \Lambda_{ij}^{(0)}(E,E')]$ is related to the scattering matrix of the local potential through the auxiliary functions:

$$\Lambda_{ij}^{(0)}(E,E') = \frac{\delta_{ij} + S_{ii}(E)S_{ij}(E')}{\hbar v(E) v(E')}.$$ (18)

Furthermore, the force expectation value $\langle \hat{F}(t) \rangle$ computed using Equation (17) leads to the same expression given in Equation (13). Once the quantity $\langle \hat{F}(t) \delta \hat{F}(t') \rangle$ has been written in terms of expectation values of the form $\langle \hat{a}_i^{\dagger}(E_1) \hat{a}_i(E_2) \hat{a}_j^{\dagger}(E_3) \hat{a}_j(E_4) \rangle$, using the Wick’s theorem (see appendix B for details) and performing the Fourier transform we get the final expression:

$$K_0 = \frac{\hbar v_F}{\pi \delta^2} \int_{\min}^{\max} \frac{d\xi}{\xi^2 + \alpha^2} \frac{1}{1 + \cosh(\frac{\xi - \xi_0}{\tau})}.$$ (19)

where we have introduced the dimensionless temperature $\tau = k_B T / E_F$, an effective barrier width $\delta = 2a$, the dimensionless barrier strength $\alpha = U \delta / (\hbar v_F)$ and the dimensionless particle velocity $\xi$ measured with respect to the Fermi velocity $v_F$. At low temperature the integral expression given in Equation (19) is well approximated by the following formula:

$$K_0 \approx \frac{8k_B T}{h v_F} \frac{U^4}{U^2 + (\frac{\hbar v_F}{2a})^2},$$ (20)

where $K_0$ is measured in units of $N^2 / Hz$. Interestingly, both $\langle \hat{F} \rangle$ and $K_0$ present a linear dependence on the

![FIG. 2: (color online) Two-scatterer potential $V(x) = 2aU_1 \delta(x - x_1) + 2aU_2 \delta(x - x_2)$. Incoming ($a_1$) and outgoing ($b_1$) scattering operators are used to decompose the fermionic field $\hat{\Psi}(x)$ on the left ($x < x_1$, $i = 1$) and on the right ($x > x_2$, $i = 2$) side of the two-scatterer system. Middle scattering operators $\alpha$ and $\beta$ are used to describe the fluid confined between the two scatterers. The presence of a system edge in $x = x_1$ can be studied considering the limit $U_2 \to \infty$ and restricting the analysis to $x < x_2$.](image)

reflection probability (computed at the Fermi energy $E_F$)

$$|r(E = E_F)|^2 = \frac{U^2}{U^2 + (\frac{\hbar v_F}{2a})^2}$$ (21)

of the local potential $V(x)$. From a physical viewpoint, the force fluctuations described by $K_0$ are originated by thermal activated density fluctuations at the left and right side of the impurity site, determining a stochastic pressure imbalance on the barrier.

B. Two-scatterer case

In the following we study the two-scatterer problem under the assumption of ultralocal potentials explained before. The single particle potential produced by the scatterers located at $x = x_1$ and $x = x_2$, respectively, is thus given by $V(x) = 2aU_1 \delta(x - x_1) + 2aU_2 \delta(x - x_2)$. Different barrier strengths $U_{1,2}$ are allowed in the model (see Fig. 2). Our purpose is to study the force expectation value and its fluctuation acting on the scatterer located in $x_1$ in the presence of a second distant scatterer located in $x_2$.

To this end, we define the scattering fields $\hat{\Psi}_1(x,t)$, $\hat{\Psi}_m(x,t)$ and $\hat{\Psi}_2(x,t)$ describing fermions within the regions $x < x_1$, $x_1 < x < x_2$ and $x > x_2$, respectively,

$$\hat{\Psi}_1(x,t) = \int \frac{dE e^{-iEt}}{\sqrt{2E}} [\hat{a}_1(E)e^{iE}\chi + \hat{b}_1(E)e^{-iE}\chi]$$

$$\hat{\Psi}_m(x,t) = \int \frac{dE e^{-iEt}}{\sqrt{2E}} [\hat{a}_2(E)e^{iE}\chi + \hat{b}_2(E)e^{-iE}\chi]$$

$$\hat{\Psi}_2(x,t) = \int \frac{dE e^{-iEt}}{\sqrt{2E}} [\hat{a}_2(E)e^{iE}\chi + \hat{b}_2(E)e^{-iE}\chi].$$

Here the scattering matrix $S_{ij}(E)$ of the two-impurity system is employed to write the relation $\hat{b}_i(E) =$
\[ \sum_j S_{ij}(E)\hat{a}_j(E), \]
where the dependence of the inner mode operators \( \hat{a}(E) \) and \( \hat{\beta}(E) \) on \( \hat{a}(E) \) can be expressed in the form:
\[ \left( \begin{array}{c} \hat{\alpha}(E) \\ \hat{\beta}(E) \end{array} \right) = \mathcal{M}(E) \left( \begin{array}{c} \hat{a}_1(E) \\ \hat{a}_2(E) \end{array} \right), \] (22)
where the explicit form of \( \mathcal{M}(E) \) is given in Appendix C.

The operators \( \hat{F}_i \) related with the force acting on the \( i \)th scatterer can be written in terms of the scattering fields \( \hat{\Psi}_{1,2}(x,t) \), complemented by Eq. (22), as specified below:
\[ \hat{F}_1 = U_1 \left[ \hat{\Psi}_{1}^{\dagger}(\bar{x}_1)\hat{\Psi}_{1}(\bar{x}_1) - \hat{\Psi}_{m}^{\dagger}(\bar{x}_1)\hat{\Psi}_{m}(\bar{x}_1) \right] \]
\[ \hat{F}_2 = U_2 \left[ \hat{\Psi}_{m}^{\dagger}(\bar{x}_2)\hat{\Psi}_{m}(\bar{x}_2) - \hat{\Psi}_{2}^{\dagger}(\bar{x}_2)\hat{\Psi}_{2}(\bar{x}_2) \right], \] (23)
while we have to characterize the force expectation value \( \langle \hat{F}_i \rangle \) and its low-frequency fluctuation expressed via \( K_i^{(1)} \).

As a preliminary task we present a qualitative description of the non-equilibrium force \( \langle \hat{F}_i \rangle \) acting on the \( i \)th scatterer for a symmetric \( (U_1 = U_2 = U) \) system. Proceeding as described for the single scatterer case (Sec. IIIA), we get the following result \( (i \in \{1,2\}) \)
\[ \langle \hat{F}_i \rangle = \frac{U}{\hbar} \int \frac{dE}{v(E)} |r(E)|^2 (f_1(E) - f_2(E)) + \]
\[ + \langle -\rangle \frac{U}{\hbar} \sum_j \int \frac{dE}{v(E)} |\mathcal{M}_{1j}(E)|^2 + |\mathcal{M}_{2j}(E)|^2 - 1|f_j(E), \] (24)
where the first term represents the non-equilibrium force exerted by the electron wind on the \( i \)th scatterer, while the second term is a non-equilibrium Casimir-like force contribution. Differently from the first term, the Casimir force provides a non-vanishing contribution also under equilibrium condition (i.e. \( f_1(E) = f_2(E) \)). Moreover the total force \( \sum_i \langle \hat{F}_i \rangle \) acting on the two-impurity system presents the same form of Equation (13), with \( |r(E)|^2 \) the reflection probability of the system containing two scatterers.

Under equilibrium condition, the two scatterers are only affected by the mechanical action provided by the Casimir force. In the following we characterize the Casimir force by studying \( \langle \hat{F}_i \rangle \) under equilibrium also considering asymmetric systems \( (U_1 \neq U_2) \). Under these assumptions \( \langle \hat{F}_i \rangle \) can be written as:
\[ \langle \hat{F}_i \rangle = \frac{U_i}{\hbar} \sum_j \int \frac{dE}{v(E)} [1 - |\mathcal{M}_{1j}(E)|^2 - |\mathcal{M}_{2j}(E)|^2] f_j(E), \]
where the information on the impurity distance \( \bar{x}_2 - \bar{x}_1 \) and on the barrier strengths, namely \( U_1 \) and \( U_2 \), is encoded within the M-matrix elements \( \mathcal{M}_{1j}(E) \).

Hereafter, we provide a numerical study of the Casimir force adopting dimensionless barrier strengths \( \alpha_i = 2\alpha_i/(\hbar v_F) \), dimensionless impurity distance \( k_F d \) and measuring the Casimir force in units of \( E_F/(2\pi a) \). For a typical nanostructured system, we assume \( m = 0.1 \times m_0 \) (\( m_0 \), being the bare electron mass), \( v_F = 10^9 m/s \), \( a = 0.1 \) nm, and thus the force unit \( E_F/(2\pi a) \) is about 72.5 pN, which represents an intense interaction on the nanoscale. In Fig. 3 we study the Casimir force \( \langle \hat{F}_1 \rangle \) acting on the scatterer located at \( \bar{x}_1 \) as a function of the normalized scatterer distance \( k_F d \) \( (d = \bar{x}_2 - \bar{x}_1) \). The numerical analysis shows that the Casimir force is weakly affected by temperature provided that \( k_B T/E_F \approx 10^{-3} \div 10^{-2} \) (low-temperature limit) and thus we consider the zero-temperature limit. In Fig. 3 a system made of two identical impurities with dimensionless scattering strength \( \alpha_1 = \alpha_2 = \alpha \) is considered. The bottom curve is obtained fixing \( \alpha = 0.15 \), middle and top curves are obtained fixing \( \alpha = 0.2 \) and \( \alpha = 0.3 \), respectively. The Casimir force acting on the first barrier presents an attractive character at short distance \( k_F d \lesssim 12 \), while a decaying attractive/repulsive behavior characterizes the long distance \( (k_F d > 12) \) impurity interaction. Furthermore, for the symmetric case \( (\alpha_1 = \alpha_2) \), we have \( \langle \hat{F}_1 \rangle = -\langle \hat{F}_2 \rangle \). The sign changing of the Casimir force as function of the scatterer distance \( d \) is a coherence effect which is reminiscent of the Friedel density oscillations of the quantum fluid. The basic properties of these force oscillations can be captured by considering the limit of very small scattering strength \( \alpha \). Under this condition, introducing a low-velocity cutoff \( v_m \) and taking the zero-temperature limit we obtain:
\[ \langle \hat{F}_1 \rangle \propto \int_{\Delta} d\xi \frac{\delta_{\alpha}^2 \cos(2k_F d \xi)}{\xi^2}, \] (25)
being this expression valid within the symmetric case \( \alpha_1 = \alpha_2 = \alpha \) and provided that \( \alpha \lesssim 1.5 \times 10^{-2} \). This quantum coherence seems to be a crucial ingredient in observing a non-vanishing mechanical action mediated by a quantum fluid. Indeed, the Casimir energy associated to the impurity interaction mediated by a coherent one-dimensional fluid takes the asymptotic form \( E_c(x) \propto W(x)/x \), with \( W(x) \) an oscillating function of the impurity distance \( x \) related to the Friedel density oscillations. Using \( E_c(x) \), the Casimir force takes the form \( F_c(x) = -\partial_x E_c(x) \propto x^{-2}W(x) - x^{-1}\partial_x W(x) \) which defines a long-range interaction which decays as the inverse of the impurities distance \( (F_c \sim x^{-1}) \). We verified the long-distance behavior of the \( \langle \hat{F}_1 \rangle \) vs \( k_F d \) curves reported in Fig. 3 and a \( d^{-1} \) scaling is found. This long-range behavior suggests that the Casimir force has an enhanced relevance in one-dimensional systems where it could be easily detected in comparison with the three-dimensional case.

Another important point is the existence of a non-vanishing Casimir force acting on an impurity in close proximity of an edge of the system. The presence of an edge in \( x = \bar{x}_2 \) can be emulated by a second scatterer of infinite scattering strength \( (\alpha_i \rightarrow \infty) \) and considering the resulting system for \( x < \bar{x}_2 \). This scenario is studied...
In Fig. 3, where the Casimir force exerted by an edge (full line) on the impurity located in \( x_1 \) is compared to the Casimir force acting on the same impurity and originated by an identical scatterer (dashed line) having scattering strength \( \alpha = 0.1 \). As clearly shown in Fig. 3, the system edge provides a stronger Casimir force compared to the one generated by an identical scatterer placed at the same distance \( k_F d \). Thus, the edge mediated Casimir force provides a mechanism of eliminating the phase defects (impurities) confining them towards the system boundary. This observation suggests that the short-distance edge-mediated Casimir attraction can hinder the diffusion towards the system’s bulk of atomic dopants (impurities) located in close vicinity of the system boundaries.

So far we noticed that the Casimir force \( \langle \hat{F}_1 \rangle \) presents only a very weak temperature dependence coming from the Fermi function in Eq. (22); we also noticed that the Casimir forces are originated by the coherence of the quantum fluid as signaled by Friedel-like oscillations. In this respect, low-temperature are crucial in obtaining coherence and thus non-vanishing Casimir forces. To support these arguments, we introduce a random (gaussian) dephasing \( \phi \) within the scattering region mimicking decoherence phenomena induced by inelastic scattering events (see Appendix A for details). Using the scattering field theory we derive the phase-dependent Casimir force \( \langle \hat{F}_1 \rangle_\phi \), which has to be averaged over random realizations of inelastic events using the gaussian probability density function \( P(\phi, \sigma^2) \), i.e. \( \langle \hat{F}_1 \rangle_\phi = \int d\phi \langle \hat{F}_1 \rangle_\phi P(\phi, \sigma^2) \). The Casimir force under incoherent regime \( \langle \hat{F}_1 \rangle_\phi \) depends on the variance \( \sigma^2 \) of the phase fluctuation within the scattering region, \( \sigma^2 \) being a decoherence measure. The dephasing variance, indeed, can be related to the coherence length \( L_\Phi \) of the system through the relation \( \sigma^2 = \frac{L}{L_\Phi} \), where \( L \) is a mesoscopic distance comparable with the scattering region length \( d \). The coherence length \( L_\Phi \) decreases as the temperature is increased and thus the dephasing variance \( \sigma^2 \) takes high values and induces decoherence when \( L > L_\Phi \). On the other hand, the coherent regime is recovered at low temperature where the coherence length \( L_\Phi \) becomes larger than the scattering region length \( d \sim L \), while \( \sigma \to 0 \). According to these arguments, the detrimental effects of temperature affect the Casimir force through the parametric dependence of the coherence length \( L_\Phi(T) \) on temperature. Thus Casimir mediated forces disappear at sufficiently high temperature.

In Fig. 4, we study the effect of decoherence on the Casimir force \( \langle \hat{F}_1 \rangle \) acting on the impurity located in \( x = x_1 \) in the presence of a second identical impurity having scattering strength \( \alpha = 0.3 \) and located in \( x = x_2 \). The full line curve (blue in color) represents the coherent (\( \sigma = 0 \)) Casimir interaction, while decoherence is progressively introduced considering random dephasing with standard deviation \( \sigma = \pi/10 \) (dashed curve, red in color) and \( \sigma = \pi/2 \) (dashed dotted curve, green in color). We notice that the Casimir force disappears as \( \sigma \) is increased. In particular, the choice \( \sigma = \pi/10 \) determines a coherence length \( L_\Phi \) twenty-five times bigger than the coherence length obtained for \( \sigma = \pi/2 \). As a consequence, in the latter case, the dimensionless Casimir force is always weaker than \( 10^{-3} \). Thus Casimir interaction can be neglected at high temperature, i.e. when the
coherence length is small compared to the inter-impurity distance \( d \). Decreasing the temperature, the coherence length starts to become greater than \( d \) and a non-local interaction mediated by the coherent fluid affects the impurity dynamics. Under this condition, the vibrations of close impurities are correlated by the Casimir interaction. However, in a condensed matter system defects are pinned at specific lattice sites as the effect of elastic forces. This implies that the equilibration of Casimir force with elastic deformations of the lattice determines a new equilibrium position of the impurity accompanied by a local mechanical stress. The quantum origin of the Casimir interaction determines correlated force fluctuations on the impurities. These fluctuations affect the stochastic impurity vibrations around the equilibrium positions and can play a role in determining temporal variations of the system electrical resistance. When a conductive (ohmic) system is subject to a current bias, resistance fluctuations determine stochastic voltage variations which can be studied using the voltage noise spectroscopy. In these studies, the voltage spectral density presents a \( 1/f \)-spectrum and a quadratic dependence on the bias current. The latter phenomenology, which is quite common in metals, is explained as the cumulative effect of uncorrelated stochastic fluctuators (impurities) having lorentzian spectrum. Recently, it has been reported that a large class of materials undergoing a weak localization (WL) transition exhibits a sudden variation of the voltage spectral density at the WL transition temperature.\(^{18}\) This phenomenon has been attributed to the partial restoration of the particle coherence in WL regime. These findings suggest that fluid-mediated force fluctuations can affect the stochastic properties of fluctuators introducing unexpected correlation effects among vibrations of close impurities. Motivated by these arguments, we studied the low-frequency force fluctuation \( K_0^{(1)} \) acting on the first scatterer \( (x = x_1) \) in the presence of a second one located in \( x = x_2 = x_1 + d \). Lower curve (red in color) is obtained by fixing the model parameters as: \( \alpha_1 = \alpha_2 = 0.7, k_B T = 10^{-2} E_F \). Upper curve (blue in color) is obtained by fixing the model parameters as: \( \alpha_1 = \alpha_2 = 0.7, k_B T = 5 \times 10^{-2} E_F \). The curve in the inset is obtained setting the parameters as: \( \alpha_1 = 0.7, \alpha_2 = 5 \times 10^{-3}, k_B T = 5 \times 10^{-2} E_F \). Parallel lines (green lines in the main figure and red line in the inset) indicate the noise level expected for an isolated impurity (Eq. (20)) with the same scattering strength \( \alpha \) of the impurity in \( x = x_1 \) at the same temperature. Peaks in the fluctuations are related to the transmission resonances of the two-impurity system.
scatterer distance is increased. Thus, also in the absence of a net Casimir force, Casimir force fluctuations can play a relevant role in coupling the dynamics of distant scatterers. The upper curve (blue in color) is obtained by increasing the system temperature \((k_B T = 5 \times 10^{-2} E_F)\), while setting the scattering strength of the impurities as done for the lower curve. The higher system temperature amplifies the mean fluctuation level (and the fluctuation peak amplitudes) and provides an averaging mechanism which produces a long-distance constant value of the fluctuation. The long-distance fluctuation value is higher than the noise level of an isolated impurity (dashed green line) since the system reflection probability of the single- and two-impurity cases are different. The single-impurity value (dashed red line of the inset) of the fluctuation is recovered at long-distance when the scattering strength of the second impurity is strongly reduced \((\alpha_2 = 5 \times 10^{-5})\), as shown in the inset.

Finally, we conclude that quantum force fluctuations acting on a system impurity can be strongly amplified (compared to the isolated impurity case) in the presence of a second impurity. This implies that the mechanical actions affecting impurities immersed in a coherent quantum fluid are correlated via a Casimir-like mechanism which can play a relevant role in low-dimensional systems.

IV. CONCLUSIONS

We have formulated a scattering field theory accounting for the mechanical actions experienced by impurities located in a coherent fermionic fluid. The theory allows the study of equilibrium and out-of-equilibrium situations taking into account the impurity-fluid interaction at a non-perturbative level. Using the theory, we studied the single-impurity and the two-impurity cases. As for the single-scatterer case, we find that a net force affects the scatterer dynamics only in the presence of a non-vanishing particle current flowing through the system (non-equilibrium), while force fluctuations are not negligible both in equilibrium and in non-equilibrium conditions. Concerning the two-scatterer case, an attractive fluid-mediated Casimir force is experienced by the scatterers at small spatial separation, while a decaying attractive/repulsive behavior as a function of the scatterer distance is found. We also find a Casimir-like force experienced by an impurity in close vicinity of the boundary of the system. For the one dimensional system studied in this work, the Casimir force decays as the inverse of the impurity distance and thus represents a long-range interaction which can be easily measured, for instance, in cold atom systems. When detrimental effects of decoherence are included in the model, the Casimir interaction is progressively reduced as the system coherence length \(L_\Phi\) is decreased. We also studied the Casimir force fluctuations, measured by \(K^{(1)}_0\), acting on a given scatterer in close vicinity of an other one. We show that the \(K^{(1)}_0\) vs \(k_F d\) curves present an oscillating behavior reaching a long-distance limit which is comparable with the value of the single-scatterer case. Depending on the impurity separation, at short distance, force fluctuations can become either stronger or weaker than the force variance experienced by an isolated impurity. Our findings demonstrate that force fluctuations acting on close impurities immersed in a coherent fluid are correlated by Casimir-like interactions which are reminiscent of Friedel density oscillations and resonant scattering through the double-impurity system.
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Appendix A: S-matrix and T-matrix of the scattering potential \(V(x) = \lambda \delta(x-x_0)\)

Using the Schrödinger-like equation for the field \(\hat{\Psi}(x)\) with the single-particle potential \(V(x) = \lambda \delta(x-x_0)\) the following boundary conditions on \(\hat{\Psi}(x)\) can be found:

\[
\begin{align*}
\partial_x \hat{\Psi}(x)|_{x=x_0^+} - \partial_x \hat{\Psi}(x)|_{x=x_0^-} &= \frac{2m\lambda}{\hbar^2} \hat{\Psi}(x_0) \\
\hat{\Psi}(x_0^+) &= \hat{\Psi}(x_0^-). \quad (A1)
\end{align*}
\]

The field \(\hat{\Psi}(x)\) on the left \((x < x_0)\) and on the right \((x > x_0)\) of the scatterer can be decomposed in incoming \((\hat{a}_i)\) and outgoing \((\hat{b}_i)\) scattering operators according to the following expansion:

\[
\begin{align*}
\hat{\Psi}_E(x < x_0) &= \hat{a}_1(E)e^{ik_0 x} + \hat{b}_1(E)e^{-ik_0 x} \\
\hat{\Psi}_E(x > x_0) &= \hat{a}_2(E)e^{-ik_0 x} + \hat{b}_2(E)e^{ik_0 x}. \quad (A2)
\end{align*}
\]

Substituting Eq. (A2) into Eq. (A1) one can find a relation between the scattering operators \(\hat{a}_i(E)\) and \(\hat{b}_i(E)\). This relation can be expressed in terms of the S-matrix according to the expression \(\hat{b}_i(E) = \sum_j S_{ij}(E)\hat{a}_j(E)\), while the T-matrix relation takes the following form:

\[
\begin{pmatrix} \hat{b}_2(E) \\ \hat{a}_2(E) \end{pmatrix} = T(E) \begin{pmatrix} \hat{a}_1(E) \\ \hat{b}_1(E) \end{pmatrix}. \quad (A3)
\]

For the potential under discussion we obtain the following expression for S- and T-matrix:

\[
\begin{align*}
S(E) &= \begin{pmatrix} \frac{g e^{2ik_0 x_0}}{2 - i\gamma E} & \frac{g e^{-2ik_0 x_0}}{2 + i\gamma E} \\ \frac{\gamma E e^{-2ik_0 x_0}}{2i(2 - i\gamma E)} & \frac{\gamma E e^{2ik_0 x_0}}{2i(2 + i\gamma E)} \end{pmatrix} \quad (A4)
\end{align*}
\]

and

\[
\begin{align*}
T(E) &= \frac{1}{2} \begin{pmatrix} 2 - i\gamma E & -i\gamma E e^{-2ik_0 x_0} \\ i\gamma E e^{2ik_0 x_0} & 2 + i\gamma E \end{pmatrix} \quad (A5)
\end{align*}
\]
with $\gamma_E = 2m\lambda/(\hbar^2 k_E)$ and $E = (\hbar k_E)^2/(2m)$. In
general, it is possible to demonstrate that $\det(T) = 1$, while under
time-reversal symmetry the S-matrix elements are related to those of the T-matrix as follows:

$S_{12} = S_{21} = 1/T_{22}, S_{11} = -T_{21}/T_{22}, S_{22} = T_{12}/T_{22}$. 

Appendix B: Thermal averages of scattering fields

The quantum statistical average of two scattering operators is given by $\langle \hat{a}_1(E)\hat{a}_2(E') \rangle = \delta_{ij}\delta(E-E')f_i(E)$. Quantum averages involving four scattering operators can be evaluated using Wick’s theorem obtaining the following result:

$\langle \hat{a}_1(E_1)\hat{a}_2(E_2)\hat{a}_3(E_3)\hat{a}_4(E_4) \rangle = \delta_{i_1,i_2}\delta_{i_3,i_4}\delta(E_1-E_2)\delta(E_3-E_4)f_{i_1}(E_1)f_{i_3}(E_3) + \delta_{i_1,i_3}\delta_{i_2,i_4}\delta(E_1-E_4)\delta(E_2-E_3)f_{i_1}(E_1)[1 - f_{i_3}(E_3)]$.

In deriving the above relation we used the anticommutation relation $\{\hat{a}_{i_1}(E_1),\hat{a}_{i_2}(E_2)\} = \delta_{i_1,i_2}\delta(E_1-E_2)$.

Appendix C: $\mathcal{M}(E)$ Matrix

The matrix $\mathcal{M}(E)$ defining the relation between the inner mode operators $\hat{a}(E)$ and $\hat{\beta}(E)$ on $\hat{a}_i(E)$ can be written in terms of the transfer matrix $T_i(E)$ of the impurity located in $x = \bar{x}_i$ and of the scattering matrix elements $S_{ij}(E)$ of the whole system according to the relation:

$\mathcal{M}(E) = T_1(E) \cdot \begin{pmatrix} 1 & 0 \\ S_{11}(E) & S_{12}(E) \end{pmatrix}$, \hspace{1cm} (C1)

The derivation of the above result exploits the following relations linking the scattering fields:

$\begin{pmatrix} \hat{\alpha}(E) \\ \hat{\beta}(E) \end{pmatrix} = T_1(E) \begin{pmatrix} \hat{a}_1(E) \\ \hat{b}_1(E) \end{pmatrix}$, \hspace{1cm} (C2)

$\begin{pmatrix} \hat{b}_2(E) \\ \hat{a}_2(E) \end{pmatrix} = T_2(E) \begin{pmatrix} \hat{\alpha}(E) \\ \hat{\beta}(E) \end{pmatrix}$, \hspace{1cm} (C3)

$\begin{pmatrix} \hat{b}_2(E) \\ \hat{a}_2(E) \end{pmatrix} = T(E) \begin{pmatrix} \hat{a}_1(E) \\ \hat{b}_1(E) \end{pmatrix}$, \hspace{1cm} (C4)

where $T(E) = T_2(E) \cdot T_1(E)$ represents the transfer matrix of the two-impurity system written in terms of the transfer matrices of the first and second impurity. The matrix $\mathcal{M}(E)$ can be also derived in terms of $T_2(E)$ according to the expression:

$\mathcal{M}(E) = T_2^{-1}(E) \cdot \begin{pmatrix} S_{21}(E) & S_{22}(E) \\ 0 & 1 \end{pmatrix}$, \hspace{1cm} (C5)

the latter formula providing the same result of Equation (C1).

Appendix D: T-matrix model of random dephasing

Dephasing effects (decoherence) can be studied by introducing random phases within the scattering region. In particular we consider the scattering matrix $S_\phi$ describing a pure (reflectionless) dephasing process:

$S_\phi = e^{i\phi} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, \hspace{1cm} (D1)

where $\phi$ represents a random gaussian variable (with probability density distribution $P(\phi, \sigma^2) = \exp(-\phi^2/(2\sigma^2))/\sqrt{2\pi\sigma^2}$) having zero expectation value, $\bar{\phi} = 0$, and finite variance $\sigma^2 = \sigma^2$, the latter quantity being related with the decoherence. The scattering matrix $S_\phi$ determines the relations $b_1 = e^{i\phi}\hat{a}_2$ and $b_2 = e^{i\phi}\hat{a}_1$ such that the T-matrix of a pure dephasing process can be written as:

$\tau_\phi = \begin{pmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{pmatrix}$, \hspace{1cm} (D2)

Let us study a sequence of $N$ scatterers located at $x_1 < x_2 < \ldots < x_N$ and characterized by a collection of T-matrices whose generic element $T(x_i)$ describes the scattering properties of the $i$th scatterer. Using the T-matrix composition rule, the T-matrix of the whole system is simply given by the matrix product $T = T(x_N) \ldots T(x_1)$. In the presence of decoherence effects the T-matrix composition rule can be correctly inserting the dephasing matrix, i.e. $\bar{T} = T(x_N) \ldots T(x_1)$. Using $\bar{T}$ within the scattering field theory, we can compute any observable $X(\phi)$ at fixed dephasing $\phi$, while the decoherence effect on the observable is obtained performing the phase average $\bar{X}(\phi) = \int d\phi X(\phi)P(\phi, \sigma^2)$ using the probability density distribution of the phase fluctuations $P(\phi, \sigma^2)$. Assuming that the phase dependence of the physical observable can be expanded according to the trigonometric series $X(\phi) = \sum_{n=0}^{\infty} c_n \cos(n\phi) + s_n \sin(n\phi)$, we obtain the phase-averaged observable

$\bar{X}(\phi) = c_0 + \sum_{n=1}^{\infty} c_n \exp\left(-\frac{n^2\sigma^2}{2}\right)$, \hspace{1cm} (D3)

showing the high harmonics smearing and a tendency to converge towards the average value $c_0$ as the degree of decoherence increases ($\sigma \to \infty$). In deriving the above result we used $\sin(n\phi) = 0$, $\forall n$ due to the even integration domain $] - \infty, \infty [ \phi$ variable.
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