What are the minimal conditions required to define a SIC POVM?
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Symmetric informationally complete (SIC) POVMs are a class of quantum measurements which, in addition to being informationally complete, satisfy three conditions: 1) every POVM element is rank one, 2) the Hilbert-Schmidt inner product between any two distinct elements is constant, and 3) the trace of each element is constant. The third condition is often overlooked, since it may give the impression that it follows trivially from the second. We show that this condition cannot be removed, as it leads to two distinct values for the trace of an element of the POVM. This observation has led us to define a broader class of measurements which we call semi-SIC POVMs. In dimension two we show that semi-SIC POVMs exist, and we construct the entire family. In higher dimensions, we characterize key properties and applications of semi-SIC POVMs, and note that the proof of their existence remains open.

Introduction. Symmetric Informationally Complete Positive Operator Valued Measures (SIC POVMs) are objects which straddle the junction between mathematics and physics. This particular type of quantum measurement has recently received a great deal of attention in both communities because of its vast array of diverse applications [1–23]. SICs are connected to several open problems within the field of algebraic number theory, including Hilbert’s 12th problem [2–4]. Within physics, SICs are an optimal type of quantum measurement which have been realized experimentally [5–8], utilized in quantum information theory [9–18] and influenced the foundations of quantum mechanical theory [2, 19, 20]. Despite the rapid growth of interest in these objects, a proof of their existence in all finite dimensions—a conjecture first postulated over two decades ago by Zauner—remains elusive. Exact solutions have been found in dimensions 2, 3, 4, 5, 6, 7, 8, 151 [29, 30], as well as in several other dimensions [25–28] and numerical solutions have been found in dimensions 1–151 [29, 30], as well as in several other dimensions up to dimension 844 [31].

Informationally Complete (IC) POVMs possess the characteristic that, when acting on a particular state, their statistics completely determine the quantum state. More precisely, an IC POVM is described by $d^2$ positive semi-definite operators, $\{E_x\}_{x=1}^{d^2}$, that span the $d^2$-dimensional space of observables on a $d$-dimensional Hilbert space $\mathcal{H}$.

Definition 1. An IC POVM $\{E_x\}_{x=1}^{d^2}$ is a symmetric IC-POVM (in short SIC-POVM) if it satisfies three conditions:

1. $E_x$ is rank one for all $x \in \{1,\ldots,d^2\}$.
2. The Symmetry Condition:

$$\text{Tr}[E_x E_y] = b \quad \text{for all } x \neq y,$$

3. $\text{Tr}[E_x] = a$ for all $x \in \{1,\ldots,d^2\}$.

where $b$ and $a$ are constants and $d$ is the dimension of the underlying Hilbert space.

As aforementioned, in some instances a SIC POVM is an optimal type of measurement; a consequence which arises from the property that a SIC POVM is comprised of rank-one operators [25]. In [32–34], optimality was studied in the context of quantum tomography. More specifically, optimality refers to the minimal error in state estimation. This concept has proven to be of significance in experimental realizations of quantum tomography [35]. In addition, it has been shown that when the rank one condition is relaxed, SIC POVMs exist in all dimensions [36, 37], but in this case optimality is lost. The term symmetric pertains to their characterization as equiangular tight frames [25] which form the vertices of a regular simplex in a space that contains the convex combinations of quantum states [38]. This condition cannot be relaxed as it is the integral defining characteristic of a SIC POVM.

The value $a = \frac{1}{d}$ is derived from the fact that any POVM satisfies $\sum_{x=1}^{d^2} E_x = I_d$, where $I_d$ is the identity operator. From here, it follows that we have $\sum_{x=1}^{d^2} \text{Tr}[E_x] = \text{Tr}[I_d] = d$, which implies that $a = \text{Tr}[E_x] = \frac{1}{d}$. This third condition is somewhat overlooked since it may give the impression that it follows directly from the second condition. That is, that the value for the trace of an individual element of a SIC POVM follows trivially from the constant-valued Hilbert-Schmidt inner product between any two elements of the SIC.

In this paper we show that, in the two dimensional case, it is necessary to specify that the trace of an individual element of a SIC POVM has a constant value. More specifically, we conclude that rather than implying $\text{Tr}[E_x] = \frac{1}{d}$ for all $x$, the symmetry condition in Definition 1 implies that $\text{Tr}[E_x]$ can take at most two distinct values. We use the consequences of this result to define a new class of POVMs which we refer to as semi-SIC POVMs. After constructing the entire family of semi-
SIC POVMs in the two dimensional case, we describe a
few key properties of semi-SIC POVMs in arbitrary fi-
nite dimensions. Finally, as an application, we calculate
the dual basis which enables us to represent a quantum
state in terms of a probability vector, analogous to the
procedure used with SIC POVMs (e.g. [38]).

**Semi-SIC POVM.** We begin with the definition of a
semi-SIC POVM.

**Definition 2.** Let \( \{E_x\}_{x=1}^{d^2} \) be an IC POVM
acting on a Hilbert space of dimension \( d \). Then
\( \{E_x\}_{x=1}^{d^2} \) is called a semi-SIC POVM if it
satisfies the following conditions:

1. \( E_x \) is rank one for all \( x \in \{1, \ldots, d^2\} \),
2. \( \text{Tr}[E_x E_y] = b \) for all \( x \neq y \),
where \( b \) is a constant.

We first show that the trace of each element of a semi-
SIC POVM can take at most two distinct values. Denote
\( \text{Tr}[E_x] := a_x \) so that each element of a semi-SIC POVM
is bounded by \( a_x = a_x|\psi_x\rangle \langle \psi_x| \). Then,
\[
a_x = \text{Tr}[E_x] = \text{Tr}[E_x I_d] = \sum_{y \neq x} \text{Tr}[E_x E_y] + \text{Tr}[E_x^2] \tag{1}
\]
\[
= (d^2 - 1)b + a_x^2 .
\]
This gives us the quadratic equation
\[
a_x^2 - a_x + (d^2 - 1)b = 0, \tag{2}
\]
which yields two possible values for \( \text{Tr}[E_x] \). Namely, we have that \( a_x \in \{a_+, a_-\} \)
where
\[
a_\pm := \frac{1 \pm \sqrt{1 - 4b(d^2 - 1)}}{2}, \tag{3}
\]
and necessarily \( b \leq \frac{1}{4(d^2 - 1)} \). We will soon see that in
dimensions \( d \geq 3 \), the parameter \( b \) can take only a few discrete values, whereas in dimension two, \( b \) can take a
continuous range of values.

The two distinct traces possessed by the elements \( E_x \)
prompts us to introduce a new parameter \( k \), which
will help us to determine the possible \( b \) values of a semi-
SIC POVM. The parameter \( k \) denotes the number of
operators in the semi-SIC POVM, \( \{E_x\}_{x=1}^{d^2} \), with trace
\( \text{Tr}[E_x] = a_- \). That is, there are \( k \) operators with trace
\( a_- \) and \( d^2 - k \) operators with trace \( a_+ \). Since \( \{E_x\}_{x=1}^{d^2} \) is a POVM, the trace of all elements must sum to \( d \). Hence,
\[
d = ka_- + (d^2 - k)a_+ . \tag{4}
\]
Substituting the expressions for \( a_+ \) and \( a_- \) from (3) into
equation (4), we have
\[
d^2 - 2d = (2k - d^2)\sqrt{1 - 4b(d^2 - 1)} . \tag{5}
\]
Notice that, when \( d = 2 \) the left-hand-side of (5) equals
0. That is, when \( d = 2 \), equation (5) simplifies to
\[
0 = (2k - 4)\sqrt{1 - 12b} , \tag{6}
\]
which implies that there are only two possibilities;
namely, either \( k = 2 \) or \( b = \frac{1}{12} \). However, the latter
implies that \( a_+ = a_- \) which means that the semi-SIC
POVM is, in fact, a SIC POVM. Hence, the possibility
that does not result in a SIC POVM is \( k = 2 \).

For dimension \( d \geq 3 \), the left-hand-side of equation (5)
is equal to a positive integer. Hence, for any dimension
\( d \geq 3 \) the value of \( b \) is given by
\[
b = \frac{(k - d)(k + d - d^2)}{(d^2 - 1)(d^2 - 2k)^2} . \tag{7}
\]
From (6) it follows that \( k \) must be no smaller than \( \frac{d^2}{2} \).
However, since \( b > 0 \), the equation above implies that \( k \)
is bounded by
\[
d^2 - d < k \leq d^2 , \tag{8}
\]
where the upper bound follows trivially by definition.
A SIC POVM corresponds to the the case \( k = d^2 \) (i.e.
\( \text{Tr}[E_x] = a_- \) for all \( x \in \{1, \ldots, d^2\} \)) which gives the value
\( b = \frac{1}{d^2(d^2 + 1)} \) in (7).

**Construction.** In the two dimensional (or qubit) case,
we are able to construct all semi-SIC POVMs up to uni-
tary equivalence. We discover that all semi-SIC POVMs
can be characterized in terms of a continuous variable \( b \). In the following we construct all semi-SIC POVMs in
dimension two.

**Theorem 1.** Let \( b \in \left( \frac{1}{16}, \frac{1}{12} \right] \), and define
\[
E_1 := a_- |\psi_1\rangle \langle \psi_1| \quad , \quad E_3 := a_+ |\psi_3\rangle \langle \psi_3| \tag{9}
E_2 := a_- |\psi_2\rangle \langle \psi_2| \quad , \quad E_4 := a_+ |\psi_4\rangle \langle \psi_4| \tag{10}
\]
with \( a_\pm \) given in (3), and the 2-dimensional vectors
\( \{|\psi_x\rangle\} \) given by
\[
|\psi_1\rangle := |0\rangle , \quad |\psi_3\rangle := \frac{1}{\sqrt{3}}|0\rangle - \frac{\sqrt{2}}{3} e^{i\theta}|1\rangle
\]
\[
|\psi_2\rangle := r|0\rangle + \sqrt{1 - r^2}|1\rangle , \quad |\psi_4\rangle := \frac{1}{\sqrt{3}}|0\rangle - \frac{2}{3} e^{-i\theta}|1\rangle
\]
where
\[
r := \frac{2\sqrt{b}}{1 - \sqrt{1 - 12b}} , \quad \theta := \cos^{-1} \left( \frac{\sqrt{1 - 8b - \sqrt{1 - 12b}}}{4\sqrt{b}} \right) .
\]
Then, \( \{E_x\}_{x=1}^{d^2} \) is a semi-SIC POVM, and for any other
semi-SIC POVM in dimension two, \( \{G_x\}_{x=1}^{d^2} \), there
exists a \( 2 \times 2 \) unitary matrix \( U \) such that \( \{UG_x U^\dagger\}_{x=1}^{d^2} \) is
a semi-SIC POVM of the above form.
Remark. The POVM constructed above is semi-SIC for all \( b \in \left( \frac{1}{10}, \frac{1}{12} \right) \), where the case \( b = \frac{1}{12} \) corresponds to a SIC POVM. Since \( b \in \left( \frac{1}{10}, \frac{1}{12} \right) \) we must have \( r \in \left[ \frac{1}{\sqrt{3}}, 1 \right) \) and \( \theta \in \left( \frac{\pi}{3}, \frac{\pi}{2} \right) \).

Proof. It is straightforward to verify that \( \{E_x\}_{x=1}^1 \) is a semi-SIC POVM. We therefore prove that all semi-SIC POVMs in dimension two must take this form. Let \( \{G_x = a_x |\psi_x \rangle \langle \psi_x| \}_{x=1}^1 \) be a semi-SIC POVM with \( a_1 = a_2 = a_- \) and \( a_3 = a_4 = a_+ \) (recall from the argument below (6) that \( k = 2 \)). By applying the unitary equivalence, we can assume w.l.o.g. that

\[
|\psi_1\rangle = |0\rangle, \quad |\psi_2\rangle = r|0\rangle + \sqrt{1-r^2} |1\rangle \quad \text{and} \quad |\psi_3\rangle = s_j|0\rangle + \sqrt{1-s_j^2} e^{i\theta_j} |1\rangle \quad \text{for} \quad j = 3, 4,
\]

(11)

(12)

where \( s_j, r \in [0,1] \) and \( \theta_j \in \mathbb{R} \) for \( j = 3, 4 \). The condition \( \text{Tr}[G_1 G_2] = b \) gives

\[
r = \frac{2\sqrt{b}}{1 - \sqrt{1-12b}}.
\]

(13)

The condition \( \text{Tr}[G_1 G_x] = b \) for \( x = 3, 4 \) gives

\[
s_3 = s_4 = \frac{1}{\sqrt{3}}.
\]

(14)

The condition \( \text{Tr}[G_2 G_3] = b \), gives

\[
\cos(\theta_3) = \frac{\sqrt{1-r^2}}{2\sqrt{2r}} = \frac{\sqrt{1-8b-\sqrt{1-12b}}}{4\sqrt{b}}.
\]

(15)

Additionally, \( \text{Tr}[G_2 G_4] = b \) reveals that \( \theta_3 = -\theta_4 \).

It follows from (13) that \( r \leq 1 \) corresponds to the condition \( b \geq \frac{1}{10} \), and \( r \geq \frac{1}{\sqrt{3}} \) corresponds to the condition \( b \leq \frac{1}{12} \). The value \( b = \frac{1}{10} \) is not permitted since it yields \( E_1 = E_2 \) and \( E_3 = E_4 \) and therefore is not informationally complete. Moreover, \( b \) cannot exceed \( \frac{1}{12} \) since \( a_x \) in (3) are not complex. That is, \( b \in \left( \frac{1}{10}, \frac{1}{12} \right] \).

To conclude, we construct an explicit example of a semi-SIC POVM in the qubit case.

Example 1. Let \( b = \frac{2}{25} \). Then the four elements of the corresponding semi-SIC POVM are

\[
E_1 = \frac{2}{5} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad E_3 = \frac{1}{5} \begin{pmatrix} 1 & -\sqrt{2} e^{-i\theta} \\ -\sqrt{2} e^{i\theta} & 2 \end{pmatrix}, \quad (16)
\]

\[
E_2 = \frac{1}{5} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad E_4 = \frac{1}{5} \begin{pmatrix} 1 & -\sqrt{2} e^{-i\theta} \\ -\sqrt{2} e^{i\theta} & 2 \end{pmatrix},
\]

(17)

where \( \theta \in \left( \frac{\pi}{3}, \frac{\pi}{2} \right) \) is determined by

\[
\cos(\theta) = \frac{1}{2\sqrt{2}}.
\]

(18)

Application. SIC POVMs have been used to represent quantum states as points in a probability simplex \([38]\). In order to emulate these results in the formalism of semi-SIC POVMs, we will calculate the general form of the dual basis of a semi-SIC POVM in arbitrary finite dimensions and use this to represent the elements of our two dimensional semi-SIC POVMs in terms of probability vectors.

First, we calculate the dual basis of a semi-SIC POVM in arbitrary finite dimensions. Let \( \{E_x\}_{x=1}^d \) be a semi-SIC POVM and \( \{F_y\}_{y=1}^d \) denote its dual basis. By definition, for all \( y \in \{1, \ldots, d^2\} \), the operators \( F_y \) must satisfy the condition

\[
\text{Tr}[E_x F_y] = \delta_{xy}.
\]

(19)

It is straightforward to check that the matrices \( \{F_y\}_{y=1}^d \) which satisfy the above relation are given by

\[
F_y = \begin{cases} \frac{1}{a_x^2} F_{y} + \frac{a_x^2 - a_y^2}{(a_x^2 - b)(1-d)} S + \frac{1}{1-d} I_d & \text{if} \ 1 \leq y \leq k \\ \frac{1}{a_x^2 - b} F_{y} + \frac{a_x^2 - a_y^2}{(a_x^2 - b)(1-d)} T + \frac{1}{1-d} I_d & \text{otherwise} \end{cases}
\]

where

\[
S := \sum_{y=1}^{k} E_y \quad \text{and} \quad T := \sum_{y=k+1}^{d^2} E_y.
\]

Example 2. As an explicit example, consider the qubit case where \( b = \frac{2}{25} \). The dual basis operators are given by

\[
F_1 = \frac{25}{2} E_1 - \frac{5}{2} (E_1 + E_2) - I,
\]

\[
F_2 = \frac{25}{2} E_2 - \frac{5}{2} (E_1 + E_2) - I,
\]

(20)

\[
F_3 = \frac{25}{7} E_3 + \frac{5}{7} (E_3 + E_4) - I,
\]

\[
F_4 = \frac{25}{7} E_4 + \frac{5}{7} (E_3 + E_4) - I.
\]

For a 2-dimensional SIC POVM the relation is more symmetric, given as \( F_x = 6 E_x - I_2 \) for all \( x \in \{1, 2, 3, 4\} \). Note that, in the semi-SIC POVM, the coefficient \( \frac{7}{2} \) breaks the symmetry in the sense that \( I = E_1 + E_2 + E_3 + E_4 \) is replaced by a weighted combination of \( E_1 + E_2 \) and \( E_3 + E_4 \).

The dual basis of the semi-SIC POVM can be used to derive a representation of a quantum state in terms of the probability distribution associated with the outcomes of the semi-SIC POVM. Specifically, since the dual basis \( \{F_y\}_{y=1}^d \) as given in (20) is a basis for the space of \( 2 \times 2 \) Hermitian matrices, we can express any \( 2 \times 2 \) density matrix \( \rho \) as

\[
\rho = \sum_{y=1}^{d^2} p_y F_y,
\]

(21)
where \( p_y := \text{Tr}[E_y \rho] \) are probabilities associated with the semi-SIC measurement outcomes.

Furthermore, in general, not all probability vectors \( \mathbf{p} = (p_1, p_2, p_3, p_4) \) will yield in (21) a positive semi-definite matrix \( \rho \). For example, \( \tilde{\mathbf{p}} = (1, 0, 0, 0) \) is invalid because it results in \( \rho = F_1 \), which is a non-positive semi-definite matrix.

We now give an example in which we characterize the set of all such probability vectors \( \mathbf{p} \) that give rise to a density matrix \( \rho \) when \( b = \frac{2}{25} \).

**Example 3.** Let \( b = \frac{2}{25} \). Using the dual basis calculated in Example 2, \( \rho \) in Equation (21) is positive semi-definite if and only if the polynomial

\[
 f(\mathbf{p}) := \det \left( \sum_{y=1}^{4} p_y F_y \right) \geq 0 . \quad (22)
\]

The polynomial \( f \) can be calculated explicitly and is given by

\[
 f(\mathbf{p}) = -4p_1^2 - 4p_2^2 - \frac{8}{7}p_3^2 - \frac{8}{7}p_4^2 + \frac{9}{2}p_1p_2 + 2p_1p_3 \\
 + 2p_1p_4 + 2p_2p_3 + 2p_2p_4 + \frac{9}{4}p_3p_4 .
\]

Since \( p_4 = 1 - p_1 - p_2 - p_3 \) the region \( f(\mathbf{p}) \geq 0 \) can be characterized by

\[
 f(p_1, p_2, p_3, 1 - p_1 - p_2 - p_3) \\
 = -\frac{1}{14} \left( 100p_1^2 + 100p_2^2 + 50p_3^2 + 25p_1p_2 + 50p_2p_3 \\
 + 50p_1p_3 - 60p_1 - 60p_2 - 50p_3 + 16 \right) \geq 0 .
\]

This region, along with the region of a SIC-POVM, is plotted in Figure 1, which displays the area of all \((p_1, p_2, p_3)\) with \( p_1 + p_2 + p_3 \leq 1 \) that corresponds to quantum states.

In the field of quantum state tomography, the Bloch-vector parametrization of a quantum state shows that SIC POVMs can be used to form an efficient quantum tomography [39]. Additionally, it has been experimentally implemented in [32, 35]. Inspired by this, in the appendix we express the probabilities of obtaining a measurement outcome with respect to a semi-SIC POVM in terms of the Bloch vector representation. We expect this to be a promising direction for future experiments.

**Conclusions.** In this paper, we demonstrated that in dimension two, the third condition in the definition of a SIC POVM (see Definition 1) does not follow trivially from the second condition. In particular, we established that without requiring this condition, the trace of any given element of the IC POVM can take (at most) the two distinct values given in (3). This prompted us in Definition 2 to introduce a new class of measurements which we referred to as semi-SIC POVMs. We then constructed the entire two dimensional one-parameter family of semi-SIC POVMs in Theorem 1 (see an explicit example in Eqs. (16,17)). We generalized several defining characteristics of semi-SIC POVMs in all finite dimensions, including the formulas for the values of \( b \) (see (7)) and \( k \) (see (8)). Finally, we showed that the dual basis of a semi-SIC POVM can be computed and is given by a simple formula similar to the formula of the dual of a SIC POVM. We then used it to represent any quantum state in terms of the probability vector associated with semi-SIC POVMs, analogous to the way it is done for SIC POVMs [38].

Our construction of semi-SIC POVMs in two dimensions reveals a parametrized family of semi-SIC POVMs characterized by the parameter \( b \in \left( \frac{1}{16}, \frac{1}{17} \right) \). This continuous range of \( b \) is in sharp contrast to the discrete values of \( b \) valid in dimension \( d \geq 3 \). In particular, Eq. (7) demonstrates that for \( d \geq 3 \), \( b \) can take at most \( d - 1 \) discrete values. Thus, it may still be the case that semi-SIC POVMs—which are not SIC POVMs—do not exist in dimension \( d \geq 3 \). If this is the case, it would mean that the conditions in Definition 2 are sufficient to define a SIC POVM. Whether semi-SIC POVMs—which are not SIC POVMs—exist in higher dimensions is left as an open question.
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Appendix

Let ρ be a density matrix for a qubit. Then it can be written in terms of the Bloch parameters $(r_x, r_y, r_z)$ as

$$\rho = \frac{1}{2} (I_2 + r_x \sigma_x + r_y \sigma_y + r_z \sigma_z)$$

(23)

where $I_2$ is the $2 \times 2$ identity matrix and $\sigma_x, \sigma_y$ and $\sigma_z$ are three Pauli matrices. In the measurement of a semi-SIC POVM, by Born’s rule, $q_i = \text{Tr}[E_i \rho]$ is the probability for obtaining the outcome $i \in [4]$. The probability vector $q := (q_1, q_2, q_3, q_4)$ is in one-to-one correspondence with the Bloch vector $r := (r_x, r_y, r_z)$ via

$$q_1 = a_-(1 + r_z)$$

$$q_2 = a_- \left[1 + (2\sqrt{1 - r^2}) r_x + (2r^2 - 1) r_z \right]$$

$$q_3 = a_+ \left[1 - \left(\frac{2\sqrt{2}}{3} \cos \theta \right) r_x - \left(\frac{2\sqrt{2}}{3} \sin \theta \right) r_y - \frac{1}{3} r_z \right]$$

$$q_4 = a_+ \left[1 - \left(\frac{2\sqrt{2}}{3} \cos \theta \right) r_x + \left(\frac{2\sqrt{2}}{3} \sin \theta \right) r_y - \frac{1}{3} r_z \right]$$
where $a_{\pm}$, $b$ and $r$ are defined in the main text.