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AMS Classification: 53C44

1 - Introduction.
1.1 - Eternal mean curvature flows. Mean curvature flows, which were first studied by Brakke in [3], are now well-known to geometric analysts. For the sake of clarity in what follows, we recall their formal definition. Let $\Sigma := \Sigma^m$ be a compact, oriented, $m$-dimensional manifold. Let $M := M^{m+1}$ be an oriented, $(m+1)$-dimensional riemannian manifold. Given an interval $I \subseteq \mathbb{R}$, which we call the time domain, a flow of $\Sigma$ in $M$ is defined to be a smooth function $e : \Sigma \times I \rightarrow M$ such that, for all $t$, $e_t := e(\cdot, t)$ is an immersion. The flow $e$ is then said to be a mean curvature flow whenever it solves the mean curvature flow equation

$$\left( \frac{\partial e_t}{\partial t}, N_t \right) + H_t = 0,$$

where, for all $t$, $N_t$ denotes the unit normal vector field over $e_t$ compatible with the chosen orientations, and $H_t$ denotes its mean curvature with respect to this normal. This equation is invariant under the action of the reparametrisation group, defined to be the group of all smooth functions $\alpha : \Sigma \times I \rightarrow \Sigma$ such that, for all $t$, $\alpha_t := \alpha(\cdot, t)$ is a diffeomorphism. A mean curvature flow is said to be trivial whenever it is constant in time, up to reparametrisation, in which case its image is trivially a minimal hypersurface in $M$. It is hard to do justice to the many interesting discoveries that have been made in the theory of mean curvature flows since Brakke’s original work. For this reason, we refer the reader only to [1], [2], [5], [9], [11] and [18] for a brief selection of those results that are most relevant to the current paper.

In this paper, we construct eternal mean curvature flows. These are mean curvature flows for which the time domain coincides with the whole of $\mathbb{R}$. Since mean curvature flows tend to become singular in finite time, such flows are expected to be quite rare. With the current state of the art, it is not possible to be more precise, since little is actually known about mean curvature flows without the hypothesis of some form of convexity. What is known in the convex case consequently provides the best heuristic guide for what to expect in general. Here, in [7], Hamilton shows

**Theorem 1.1.1, Hamilton (1995)**

If $e$ is an eternal mean curvature flow of locally strictly convex hypersurfaces in $\mathbb{R}^{m+1}$, and if its mean curvature attains a maximum at some point of space-time, then $e$ is a translating soliton.

Likewise, in [18], White conjectures

**Conjecture 1.1.2, White (2003)**

Every eternal, convex, non-flat mean curvature flow in $\mathbb{R}^{m+1}$ is a translating soliton.

Both Hamilton’s result and White’s conjecture indicate that eternal mean curvature flows ought to be quite rigid. To date, few non-soliton examples of eternal mean curvature flows are known (however see [11] for a recent construction). For this reason, it is interesting to construct new examples in order to better understand their properties.

In the present paper, we will only be concerned with flows of tori in perturbations of the standard unit sphere. These are of interest to us because of their relations to the work [17] of White and the interesting
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problems suggested therein, but we see no reason why our techniques should not apply in more general settings. Let $\mathbb{T} := \mathbb{S}^1 \times \mathbb{S}^1$ be the standard 2-dimensional torus. Let $\mathbb{S}^3$ be the standard unit sphere with constant curvature metric $g$. Let $C^\infty(\mathbb{S}^3)$ be the space of smooth functions over $\mathbb{S}^3$ furnished with the topology of smooth convergence. A subset of $C^\infty(\mathbb{S}^3)$ is said to be generic whenever it contains a countable intersection of open, dense subsets. We prove

**Theorem 1.1.3**

There exists a generic subset $\mathcal{U}$ of $C^\infty(\mathbb{S}^3)$ with the property that, for all $u \in \mathcal{U}$, there exists $\epsilon > 0$ such that, for all $0 < |t| < \epsilon$, there exists a non-trivial eternal mean curvature flow $e : \mathbb{T} \times \mathbb{R} \to (\mathbb{S}^3, e^{2t}g)$.

**Remark:** Theorem 1.1.3 follows immediately from Theorems 3.2.1 and 4.3.4, below.

1.2 - The Morse-Smale property. Theorem 1.1.3 is proven via a parabolic extension of the perturbation argument developed by White in Section 3 of [17]. The main technical challenge involves the construction of functions of Morse-Smale type over the space CL of Clifford tori in $\mathbb{S}^3$. We prove

Theorem 1.1.3 follows immediately from Theorems 3.2.1 and 4.3.4, below.

**Remark:** Theorem 1.1.3 follows from Theorems 3.2.1, below.

1.3 - Perturbing the Morse complex. Our results are best interpreted within the context of Morse theory. To this end, we recall the basic definitions of finite-dimensional Morse homology theory (we refer the reader to [14] for a thorough introduction). Let $M := M^m$ be a compact, $m$-dimensional riemannian manifold and let $f : M \to \mathbb{R}$ be a smooth function of Morse-Smale type. For all $k \in \mathbb{Z}$, let $\text{Crit}_k := \text{Crit}(M, f)$ be the set of critical points of $f$ of Morse index equal to $k$, and define

$$C_k := C_k(M, f) = \mathbb{Z}_2[\text{Crit}_k].$$

(1.4)

For all $k$, $C_k$ carries a natural, non-degenerate $\mathbb{Z}_2$-valued inner-product and, furthermore, $\text{Crit}_k$ naturally identifies with a basis of this space. For all $k$, the boundary operator $\partial_k := \partial(M, f) : C_k \to C_{k-1}$ is defined to be the unique linear map such that, for all $x \in \text{Crit}_k$ and for all $y \in \text{Crit}_{k-1}$, $\langle \partial_k x, y \rangle$ is equal to the number, modulo 2, of complete gradient flows of $f$ starting at $x$ and ending at $y$, counted modulo reparametrisation. Since $f$ is of Morse-Smale type, the number of such gradient flows is always finite, so that $\partial_k$ is indeed well-defined. The complex $(C_*, \partial_*)$ is known as the Morse complex of $(M, f)$. Since the boundary operator satisfies $\partial^2 = 0$, it has a well-defined homology, called the Morse homology of $(M, f)$. This homology is independent of the Morse-Smale function $f$ chosen and is, in fact, canonically isomorphic to the singular homology of $M$. 

2
Morse homology becomes particularly interesting when applied in the infinite-dimensional setting, provided that the compactness results necessary for its development exist. In particular, let $\mathcal{E}(\mathbb{T})$ be the space of smoothly embedded tori in $S^3$ and, given a smooth metric $h$ over $S^3$, let $\mathcal{A}[h] : \mathcal{E}(\mathbb{T}) \to \mathbb{R}$ be its area functional. The critical points of this functional are precisely the embedded tori in $S^3$ which are minimal with respect to $h$, and its complete gradient flows are precisely the eternal mean curvature flows of tori with respect to this metric. Theorem 1.1.3 is thus reinterpreted in terms of the Morse homology of $\mathcal{A}[e^{2ut}g]$ over $\mathcal{E}(\mathbb{T})$ as follows.

**Theorem 1.3.1**

For generic $u \in C^\infty(S^3)$ and for sufficiently small $t$, the Morse complex of $I[u]$ is canonically isomorphic to a subcomplex of the Morse complex of $(\mathcal{E}(\mathbb{T}), \mathcal{A}[e^{2ut}g])$.

**Remark:** Theorem 1.3.1 follows immediately from Theorems 3.2.1 and 4.3.4, below.

**Remark:** We leave the reader to verify that the same techniques yield an analogous result when $\mathbb{T}$ is replaced with the space $E^1$ of smoothly embedded tori, also furnished with the topology of smooth convergence. In what follows, we adopt the framework of weakly smooth manifolds and, given a smooth metric $h$ over $S^3$, let $\mathcal{A}[h] : \mathcal{E}(\mathbb{T}) \to \mathbb{R}$ be its area functional. The critical points of this functional are precisely the embedded tori in $S^3$ which are minimal with respect to $h$, and its complete gradient flows are precisely the eternal mean curvature flows of tori with respect to this metric. Theorem 1.1.3 is thus reinterpreted in terms of the Morse homology of $\mathcal{A}[e^{2ut}g]$ over $\mathcal{E}(\mathbb{T})$ as follows.

**Theorem 1.3.1**

For generic $u \in C^\infty(S^3)$ and for sufficiently small $t$, the Morse complex of $I[u]$ is canonically isomorphic to a subcomplex of the Morse complex of $(\mathcal{E}(\mathbb{T}), \mathcal{A}[e^{2ut}g])$.

**Remark:** Theorem 1.3.1 follows immediately from Theorems 3.2.1 and 4.3.4, below.

**Remark:** We leave the reader to verify that the same techniques yield an analogous result when $\mathbb{T}$ is replaced with the space $E^1$ of smoothly embedded 2-spheres in $S^3$. Furthermore, since the intersection of any two equatorial spheres in $S^3$ is an equatorial circle, the geometries of the intersection sets pose less of a problem, making the proof, in fact, slightly simpler (c.f. Chapter 2).

### 2 - The space of Clifford tori.

#### 2.1 - General definitions.

We first define the geometric objects that will be used throughout the sequel. Let $\mathbb{T} := S^1 \times S^1$ be the standard torus. Let $S^3$ be the unit sphere in $\mathbb{R}^4$. Let $T_0$ be the *standard Clifford torus* in $S^3$, that is

$$T_0 := \{(x,y) \mid \|x\|^2 = \|y\|^2 = 1/2\}.$$  

It\'s *standard parametrisation* is

$$\Phi_0 : \mathbb{T} \to T_0; (\theta, \phi) \mapsto \frac{1}{2}(\cos(\theta), \sin(\theta), \cos(\phi), \sin(\phi)).$$  

The *Fermi parametrisation* of $S^3$ about $T_0$ is

$$\Phi : \mathbb{T} \times [-\pi/2, \pi/2[ \to S^3;$$

$$(\theta, \phi, r) \mapsto (\sin(\pi/4 + r)\cos(\theta), \sin(\pi/4 + r)\sin(\theta),$$

$$\sin(\pi/4 - r)\cos(\phi), \sin(\pi/4 - r)\sin(\phi)), \quad (2.3)$$

In this parametrisation, the horizontal section $\mathbb{T} \times \{0\}$ identifies with $T_0$, the vertical lines identify with unit speed geodesics in $S^3$ normal to this surface, and the riemannian metric of $S^3$ is given by

$$g = \sin^2(\pi/4 + r)d\theta^2 + \sin^2(\pi/4 - r)d\phi^2 + dr^2.$$  

We now define the spaces of geometric objects that will be used in the sequel. In studying infinite-dimensional manifolds, we adopt the framework of weakly smooth manifolds developed by Rosenberg and the second author in [13]. This framework allows the formal development of infinite-dimensional manifold theory with minimal technical prerequisites.

Let $\hat{\mathcal{E}}$ be the space of smooth embeddings $e : \mathbb{T} \to S^3$ furnished with the $C^\infty$ topology. The group $\mathcal{D}$ of smooth diffeomorphisms of $\mathbb{T}$ acts on the right on $\hat{\mathcal{E}}$ by precomposition. The quotient space $\mathcal{E} := \hat{\mathcal{E}}/\mathcal{D}$, furnished with the quotient topology, is a weakly smooth manifold which we call the space of unparametrised embeddings of $\mathbb{T}$ in $S^3$. Observe that $\mathcal{E}$ naturally identifies with the space $\mathcal{E}'$ of those subsets of $S^3$ which are smoothly embedded tori, also furnished with the topology of smooth convergence. In what follows, we will identify an element $e$ of $\hat{\mathcal{E}}$, its equivalence class $[e]$ in $\mathcal{E}$ and its image

$$\text{Im}(e) := \{e(\theta, \phi) \mid \theta, \phi \in S^1\}$$

in $S^3$. In particular, we consider $T_0$ as an element of $\mathcal{E}$.  
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Define \( C : O(4) \to \mathcal{E} \) by
\[
C(M) := MT_0.
\]
Its image \( CL \) is a 4-dimensional, strongly smooth submanifold of \( \mathcal{E} \) which we call the space of Clifford tori in \( S^3 \) (c.f. [17]). To see that \( CL \) is 4-dimensional, observe first that \( C \) is equivariant with respect to the left action of \( O(4) \) on itself and the natural action of this group on \( \mathcal{E} \). The stabiliser of \( T_0 \) under the latter action is
\[
\text{Stab}(T_0) := \left\{ \begin{pmatrix} M & 0 \\ 0 & N \end{pmatrix} \mid M, N \in O(2) \right\},
\]
which naturally identifies with \( O(2)^2 \). \( C \) therefore descends to a smooth diffeomorphism from the homogeneous space \( O(4)/O(2)^2 \) into \( CL \). In particular, \( CL \) is diffeomorphic to \( \mathbb{RP}^2 \times \mathbb{RP}^2 \).

Finally, the Fermi parametrisation of \( S^3 \) defines a weakly smooth chart of \( \mathcal{E} \) about \( T_0 \) as follows. Define \( \hat{e} : C^\infty(T, \left[ -\pi/4, \pi/4 \right]) \to \hat{\mathcal{E}} \) by
\[
\hat{e}[f](\theta, \phi) := \Phi(\theta, \phi, f(\theta, \phi)),
\]
and define \( e : C^\infty(T, \left[ -\pi/4, \pi/4 \right]) \to \mathcal{E} \) by
\[
e := \pi \circ \hat{e},
\]
where \( \pi : \hat{\mathcal{E}} \to \mathcal{E} \) here denotes the canonical projection. In other words, for all \( f \), \( e[f] \) is the image under \( \Phi \) of the graph of \( f \). The function \( e \) is a weakly smooth diffeomorphism onto an open subset of \( \mathcal{E} \) and \( e^{-1}(CL) \) is a 4-dimensional, strongly smooth, embedded submanifold of \( C^\infty(T, \left[ -\pi/4, \pi/4 \right]) \). Since the Jacobi operator of \( T_0 \) is given in the standard parametrisation by
\[
J := -2(\Delta + 2),
\]
and since all Clifford tori are minimal, it follows that the tangent space of \( e^{-1}(CL) \) is given by
\[
T_0e^{-1}(CL) = \text{Ker}(\Delta + 2).
\]
We will henceforth identify \( T_{T_0}CL \) with \( \text{Ker}(\Delta + 2) \) through \( \text{De}[0]^{-1} \).

2.2 - The geometry of \( CL \). We now study the symmetric space structure of \( CL \). Let \( \mathfrak{o}(4) \) be the Lie algebra of \( O(4) \) which, we recall, identifies with the space of 4-dimensional, antisymmetric matrices. Define the positive-definite bilinear form \( B \) over \( \mathfrak{o}(4) \) by
\[
B(M, N) := -\pi^2\text{Tr}(MN),
\]
and define
\[
\mathfrak{h} := \mathfrak{o}(2) \oplus \mathfrak{o}(2) \text{ and } \\
\mathfrak{t} := \mathfrak{h}^\perp,
\]
where the orthogonal complement is taken with respect to \( B \). We verify that
\[
[\mathfrak{h}, \mathfrak{t}] \subseteq \mathfrak{t} \text{ and } \\
[\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{h},
\]
so that the decomposition \( \mathfrak{o}(4) = \mathfrak{t} \oplus \mathfrak{h} \) constitutes a polarisation of \( \mathfrak{o}(4) \). In particular \( CL = O(4)/O(2)^2 \) is a symmetric space (see [8]).

For \( A \in \text{End}(\mathbb{R}^2) \), define \( \xi_A \in \mathfrak{t} \) by
\[
\xi_A := \begin{pmatrix} 0 & A \\ -A^t & 0 \end{pmatrix}.
\]
The map \( A \mapsto \xi_A \) defines a linear isomorphism from \( \text{End}(\mathbb{R}^2) \) into \( \mathfrak{t} \). Furnishing \( \text{End}(\mathbb{R}^2) \) with the metric
\[
\langle A, B \rangle := 2\pi^2\text{Tr}(AB^t)
\]
makes this map into a linear isometry. Recall now the function $C$ defined in Section 2.1. Its derivative at $\text{Id}$ defines a linear isomorphism from $\mathfrak{t}$ into the tangent space of $\text{CL}$ at $T_0$, which in turn identifies with $\text{Ker}(\Delta + 2) \subseteq C^\infty(\mathbb{T})$. For all $A \in \text{End}(\mathbb{R}^2)$, let $\psi_A$ be the image of $\xi_A$ under this map. Working through the above identifications, for all $A$, we obtain

$$\psi_A(\theta, \phi) = (\cos(\theta), \sin(\theta))A \left( \begin{array}{c} \cos(\phi) \\ \sin(\phi) \end{array} \right).$$ \hspace{1cm} (2.15)$$

In particular, for all $A, B \in \text{End}(\mathbb{R}^2)$,

$$B(\xi_A, \xi_B) = \langle A, B \rangle = \int_T \psi_A \psi_B d\theta d\phi,$$

so that $DC(\text{Id})$ defines a linear isometry from $\mathfrak{t}$ into $T_{T_0}\text{CL}$, justifying the normalisations of (2.11) and (2.14).

Since $B$ is bi-invariant under the action by conjugation of $O(4)$ on $\mathfrak{o}(4)$, it extends by left and right translations to a unique riemannian metric over $O(4)$. The tangent bundle of $O(4)$ then decomposes orthogonally with respect to this metric as

$$TO(4) = \tau^L \mathfrak{h} \oplus \tau^L \mathfrak{t},$$

where

$$\tau^L \mathfrak{h} := \{(M, MA) \mid A \in \mathfrak{h}\}$$

and

$$\tau^L \mathfrak{t} := \{(M, MA) \mid A \in \mathfrak{t}\}$$

denote respectively the left translations of $\mathfrak{h}$ and $\mathfrak{t}$. Since the left action of $O(4)$ on $\text{CL}$ is also isometric, it follows by the preceding paragraph that $C$ defines a riemannian submersion with kernel $\tau^L \mathfrak{h}$ such that $C^\ast \text{CL}$ is isometric to $\tau^L \mathfrak{t}$. In particular, $C$ descends to a smooth isometry from $O(4)/O(2)^2$ into $\text{CL}$.

**2.3 - Killing fields over $\mathbb{S}^3$.** Let $\Phi$ be the Fermi parametrisation defined in Section 2.1. For all $\xi \in \mathfrak{o}(4)$, let $X_\xi$ be the pull-back through $\Phi$ of the vector field that $\xi$ generates over $\mathbb{S}^3$ and let $F_\xi$ be its flow. Vector fields of the form $X_\xi$ are called *Killing fields*. Observe that, for all $\xi$ and for all suitable $(\theta, \phi, r)$ and $t$,

$$(\text{Exp}(t\xi) \circ \Phi)(\theta, \phi, r) = (\Phi \circ F_{\xi,t})(\theta, \phi, r).$$ \hspace{1cm} (2.16)$$

Since we will only require Killing fields generated by elements of $\mathfrak{t}$, for all $A \in \text{End}(\mathbb{R}^2)$, we denote

$$X_A := X_{\xi_A} \text{ and } F_A := F_{\xi_A}. \hspace{1cm} (2.17)$$

**Lemma 2.3.1**

For all $A \in \text{End}(\mathbb{R}^2)$,

$$X_A(\theta, \phi, r) = \cot(\pi/4 + r) \frac{\partial \psi_A}{\partial \theta}(\theta, \phi) \partial_\theta - \tan(\pi/4 + r) \frac{\partial \psi_A}{\partial \phi}(\theta, \phi) \partial_\phi + \psi_A(\theta, \phi) \partial_r, \hspace{1cm} (2.18)$$

where $\psi_A$ is as in (2.15).

**Proof:** Let $g$ be as in (2.4). For all constant vector fields $\xi$ and $\eta$ over $\mathbb{T} \times \mathbb{R} = \pi/4, \pi/4]$, we have

$$(\mathcal{L}_{X_A} g)(\xi, \eta) = D_{X_A}(g(\xi, \eta)) - g([X_A, \xi], \eta) - g(\xi, [X_A, \eta])$$

$$= D_{X_A}(g(\xi, \eta)) + g(D_\xi X_A, \eta) + g(\xi, D_{X_A} \eta).$$

However, since $F_{A, t}$ is a flow of isometries,

$$\mathcal{L}_{X_A} g = 0.$$

Since $g(\partial_r, \partial_r) = 1$, substituting $\xi = \eta = \partial_t$ yields,

$$g(D_{\partial_r} X_A, \partial_r) = -D_{X_A}(g(\partial_r, \partial_r)) = 0.$$
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so that the $\partial_r$ component of $X_A$ is independent of $r$. When $r = 0$, this component is equal to $\psi_A$, so that

$$X_A(\theta, \phi, r) = u(\theta, \phi, r)\partial_\theta + v(\theta, \phi, r)\partial_\phi + \psi_A(\theta, \phi)\partial_r.$$  

Substituting $\xi = \eta = \partial_\theta$ then yields

$$\psi_A \frac{\partial}{\partial r} \sin^2(\pi/4 + r) + 2\sin^2(\pi/4 + r) \frac{\partial u}{\partial \theta} = 0.$$  

Since $\frac{\partial^2 \psi_A}{\partial r^2} = -\psi_A$, this becomes

$$-\frac{\partial^2 \psi_A}{\partial \theta^2} \sin^2(\pi/4 + r) + 2\sin^2(\pi/4 + r) \frac{\partial u}{\partial \theta} = 0,$$

which is solved by

$$u(\theta, \phi, r) = \cot(\pi/4 + r) \frac{\partial \psi_A}{\partial \theta}(\theta, \phi) + \hat{u}(\phi, r),$$

for some function $\hat{u}$. In the same manner, we obtain

$$v(\theta, \phi, r) = -\tan(\pi/4 + r) \frac{\partial \psi_A}{\partial \phi}(\theta, \phi) + \hat{v}(\theta, r),$$

for some function $\hat{v}$. Substituting $\xi = \partial_r$ and $\eta = \partial_\theta$ shows that $\hat{u}$ is independent of $r$, whilst substituting $\xi = \partial_r$ and $\eta = \partial_\phi$ shows that $\hat{v}$ is also independent of $r$. Finally, substituting $\xi = \partial_\theta$ and $\eta = \partial_\phi$ shows that

$$\frac{\partial \hat{v}}{\partial \theta} + \frac{\partial \hat{u}}{\partial \phi} = 0,$$

so that, by the principle of separation of variables,

$$\frac{\partial \hat{v}}{\partial \theta} = -\frac{\partial \hat{u}}{\partial \phi} = c,$$

for some constant $c$. Since $T$ is compact, $c$ vanishes so that both $\hat{u}$ and $\hat{v}$ are constant. Finally, by evaluating $X_A$ at $r = 0$, we show that these constants also vanish. This completes the proof.  

2.4 - The geometry of curves in CL. We now derive an asymptotic formula for curves in CL passing through $T_0$ with prescribed first and second derivatives at this point. Recall from Section 2.1 that $T_{T_0}\text{CL}$ identifies with $\text{Ker}(\Delta + 2)$. Choose $A, B \in \text{End}(\mathbb{R}^2)$ and let $\gamma : \mathbb{R} \to \text{CL}$ be such that

$$\gamma(0) = T_0,$$

$$\dot{\gamma}(0) = \psi_A$$

and

$$(\nabla \dot{\gamma})(0) = \psi_B,$$

where $\nabla$ here denotes the Levi-Civita covariant derivative of CL. For sufficiently small $\epsilon$, let $f : \mathbb{R}^2 \to C^\infty(\mathbb{T}, \pi/4, \pi/4)$ be such that, for all $t$,

$$e[f_t] = \gamma(t).$$

Lemma 2.4.1

If $A, B$ and $f$ are as above, then

$$f_t = t\psi_A + \frac{1}{2}t^2 \left( \psi_B - \left( \frac{\partial \psi_A}{\partial \theta} \right)^2 + \left( \frac{\partial \psi_A}{\partial \phi} \right)^2 \right) + O(t^3).$$

In order to prove Lemma 2.4.1, we first express $f$ in terms of the flows of certain Killing fields. Indeed, by the classical theory of symmetric spaces, the exponential map of CL at $T_0$ is

$$\mathcal{E} : \text{End}(\mathbb{R}^2) \to \text{CL}; A \mapsto \text{Exp}(\xi_A)T_0.$$

We may therefore suppose that

$$\gamma(t) := \mathcal{E}(tA + t^2B/2).$$

Now let $X_A, X_B, F_A$ and $F_B$ be as in Section 2.3. Let $\alpha_{s,t}$ and $h_{s,t}$ be such that

$$F_{B,s}(F_{A,t}(\theta, \phi, 0)) = (\alpha_{s,t}(\theta, \phi), h_{s,t}(\theta, \phi)).$$

Since $\alpha_{0,0} = \text{Id}, \alpha_{s,t}$ is a smooth diffeomorphism for sufficiently small $(s, t)$. For all such $(s, t)$, let $\beta_{s,t}$ be its inverse.
Lemma 2.4.2
With \( f \) as above,
\[
f_t(\theta, \phi) = (h_{i2,t} \circ \beta_{e2,t})(\theta, \phi) + O(t^3). \tag{2.25}
\]

**Proof:** Indeed, for all \((s,t)\),
\[
\text{Exp}(sA + tB) = \text{Exp}(tB)\text{Exp}(sA) + O(st),
\]
so that, for all sufficiently small \( t \),
\[
\gamma(t) = \text{Exp}(t^2B/2)\text{Exp}(tA)T_0 + O(t^3)
\]
\[
= \{(\Phi \circ F_{B,t^2/2} \circ F_{A,t})(\theta, \phi, 0) + O(t^3) \mid \theta, \phi \in S^1 \}
\]
\[
= \{\Phi(\alpha_{i2,t}(\theta, \phi), h_{i2,t}(\theta, \phi)) + O(t^3) \mid \theta, \phi \in S^1 \}
\]
\[
= \{\Phi(\theta, \phi, (h_{i2,t} \circ \beta_{e2,t})(\theta, \phi)) + O(t^3) \mid \theta, \phi \in S^1 \}
\]
\[
= e[h_{i2,t} \circ \beta_{e2,t}] + O(t^3).
\]
The result follows. \( \square \)

Denote \( \alpha_t := \alpha_{0,t}, h_t := h_{0,t} \) and \( \beta_t := \beta_{0,t} \).

**Lemma 2.4.3**
The derivatives of \( h, \alpha \) and \( \beta \) satisfy
\[
\frac{\partial h_t}{\partial t} \bigg|_{t=0} = \psi_A,
\]
\[
\frac{\partial \alpha_t}{\partial t} \bigg|_{t=0} = \left( \frac{\partial \psi_A}{\partial \theta} \right) \partial \theta - \left( \frac{\partial \psi_A}{\partial \phi} \right) \partial \phi,
\]
\[
\frac{\partial \beta_t}{\partial t} \bigg|_{t=0} = -\left( \frac{\partial \psi_A}{\partial \theta} \right) \partial \theta + \left( \frac{\partial \psi_A}{\partial \phi} \right) \partial \phi \quad \text{and}
\]
\[
\frac{\partial^2 h_t}{\partial t^2} \bigg|_{t=0} = \left( \frac{\partial \psi_A}{\partial \theta} \right)^2 - \left( \frac{\partial \psi_A}{\partial \phi} \right)^2.
\]

**Proof:** Indeed, by definition, for all \( t \), and for all \( \theta, \phi \),
\[
(\alpha_t(\theta, \phi), h_t(\theta, \phi)) = F_{A,t}(\theta, \phi, 0),
\]
so that
\[
\left( \frac{\partial \alpha_t}{\partial t}, \frac{\partial h_t}{\partial t} \right) = X_A(\alpha_t, h_t). \tag{2.27}
\]

Since \( \alpha_0 = \text{Id} \) and \( h_0 = 0 \), by (2.18), this yields
\[
\left. \frac{\partial h_t}{\partial t} \right|_{t=0} = \psi_A \quad \text{and}
\]
\[
\left. \frac{\partial \alpha_t}{\partial t} \right|_{t=0} = \left( \frac{\partial \psi_A}{\partial \theta} \right) \partial \theta - \left( \frac{\partial \psi_A}{\partial \phi} \right) \partial \phi.
\]
Furthermore, by the chain rule
\[
\left. \frac{\partial \beta_t}{\partial t} \right|_{t=0} = -\left. \frac{\partial \alpha_t}{\partial t} \right|_{t=0} = -\left( \frac{\partial \psi_A}{\partial \theta} \right) \partial \theta + \left( \frac{\partial \psi_A}{\partial \phi} \right) \partial \phi.
\]
Finally, by (2.18) and (2.27),
\[
\frac{\partial h_t}{\partial t} = \psi_A \circ \alpha_t.
\]
Differentiating and evaluating at 0 yields
\[
\frac{\partial^2 h_t}{\partial t^2}_{t=0} = \left( \frac{\partial \psi_A}{\partial \theta} \right)^2 - \left( \frac{\partial \psi_A}{\partial \phi} \right)^2.
\]
This completes the proof. □

We now prove Lemma 2.4.1.

Proof of Lemma 2.4.1: Indeed, by (2.26),
\[
\frac{\partial h_{s,t}}{\partial s}_{s,t=0} = \psi_B \quad \text{and} \quad \frac{\partial h_{s,t}}{\partial t}_{s,t=0} = \psi_A.
\]
Thus, by (2.25),
\[
\frac{\partial f_t}{\partial t} = t \left( \frac{\partial h}{\partial s} \right)_{t^2/2,t} \circ \beta_{t^2/2,t} + \left( \frac{\partial h}{\partial t} \right)_{t^2/2,t} \circ \beta_{t^2/2,t} + (Dh_{t^2/2,t} \circ \beta_{t^2/2,t}) \left( t \left( \frac{\partial \beta}{\partial s} \right)_{t^2/2,t} + \left( \frac{\partial \beta}{\partial t} \right)_{t^2/2,t} \right) + O(t^2).
\]
Since \( h_{0,0} = 0 \) and \( \beta_{0,0} = \text{Id} \), evaluating at \( t = 0 \) yields
\[
\frac{\partial f_t}{\partial t}_{t=0} = \frac{\partial h}{\partial t}_{s,t=0} = \psi_A.
\]
Differentiating a second time and evaluating at zero yields
\[
\frac{\partial^2 f_t}{\partial t^2}_{t=0} = \frac{\partial^2 h}{\partial s^2}_{s,t=0} + \frac{\partial^2 h}{\partial t^2}_{s,t=0} + 2D \left( \frac{\partial h}{\partial t} \right) \left( \frac{\partial \beta}{\partial t} \right)_{s,t=0},
\]
so that, by (2.26) again
\[
\frac{\partial^2 f_t}{\partial t^2}_{t=0} = \psi_B - \left( \frac{\partial \psi_A}{\partial \theta} \right)^2 + \left( \frac{\partial \psi_A}{\partial \phi} \right)^2.
\]
The result now follows by Taylor’s theorem. □

2.5 - Zero sets of elements of \( \text{Ker}(\Delta + 2) \). We conclude this chapter by reviewing the geometries of the zero sets of elements of \( \text{Ker}(\Delta + 2) \). We will study this in some detail since, not only is it useful in establishing the Morse-Smale property of functions constructed in the sequel, it also provides a charming geometric application of the Fermi parametrisation given in (2.3).

For all non-zero \( A \in \text{End}(\mathbb{R}^2) \), denote
\[
Z_A := \psi_A^{-1}(\{0\}). \quad (2.28)
\]
Observe that if
\[
J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad (2.29)
\]
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denotes the standard complex structure of \( \mathbb{R}^2 \) then, for all \((\theta, \phi)\) and for all \((s, t)\),

\[
\psi_A(\theta + s, \phi + t) = \psi_{\text{Exp}(-sJ)A\text{Exp}(tJ)}, \tag{2.30}
\]

so that composing \( A \) with rotations has the effect of rotating \( Z_A \) in \( T \). In particular, \( Z_A \) is invariant under half-turns of each of the two components of \( T := S^1 \times S^1 \).

Let \( \Sigma \) now be the unit sphere in \( \text{End}(\mathbb{R}^2) \) with respect to the metric (2.14). It will trivially suffice to study only \( A \in \Sigma \). Define the subsets \( \Sigma_0 \) and \( \Sigma_{\pi/4} \) of \( \Sigma \) by

\[
\Sigma_0 := \{ A \in \Sigma \mid \text{Det}(A) = 0 \} \quad \text{and} \quad \Sigma_{\pi/4} := \{ A \in \Sigma \mid AA^t = \text{Id}/4\pi^2 \}. \tag{2.31}
\]

Matrices in these subsets will be said to be singular and special respectively, whilst all other matrices in \( \Sigma \) will be said to be generic.

Define \( \Theta : \text{End}(\mathbb{R}^2) \to \mathbb{R}^4 \) by

\[
\Theta(A) := (\Theta_+(A), \Theta_-(A)), \tag{2.32}
\]

where,

\[
\Theta_\pm \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) := \pi(a \pm d, b \mp c). \tag{2.33}
\]

This function is a linear isometry with respect to the metric (2.14) of \( \text{End}(\mathbb{R}^2) \) and the standard metric over \( \mathbb{R}^4 \). In particular, \( \Theta \) sends \( \Sigma \) to the unit sphere, sends \( \Sigma_0 \) to the standard Clifford torus \( T_0 \), sends \( \Sigma_{\pi/4} \) to the union of the two equatorial circles \( S^3 \cap (\mathbb{R}^2 \times \{(0, 0)\}) \) and \( S^3 \cap (\{(0, 0)\} \times \mathbb{R}^2) \) and sends the space of diagonal matrices to the subspace

\[
D := \{(x, 0, y, 0) \mid x, y \in \mathbb{R} \}. \tag{2.34}
\]

The intersection \( S^3 \cap D \) is a great circle meeting \( T_0 \) orthogonally at precisely 4 points. This reflects the fact that there are precisely 4 singular diagonal matrices of unit norm, namely

\[
\frac{1}{\sqrt{2\pi}} \begin{pmatrix} \pm 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 & 0 \\ 0 & \pm 1 \end{pmatrix}.
\]

We now obtain the following decomposition result.

**Lemma 2.5.1**

*For all \( A \in \text{End}(\mathbb{R}^2) \), there exists a diagonal matrix \( \Delta \) and a pair \((M, N)\) of special orthogonal matrices such that

\[
A = M\Delta N.
\]

Furthermore, if \( A \) is not a scalar multiple of an orthogonal matrix, then there exist precisely 4 such \( \Delta \), and for each such \( \Delta \), the pair \((M, N)\) is unique up to sign.*

**Proof:** Indeed, a long but straightforward calculation shows that, for all \( M \in \text{SO}(2) \) and for all \( A \in \text{End}(\mathbb{R}^2) \),

\[
\Theta(MAM^{-1}) = (\Theta_+(A), M^2\Theta_-(A)) \quad \text{and} \quad \Theta(MAM) = (M^{-2}\Theta_+(A), \Theta_-(A)). \tag{2.35}
\]

Now choose \( A \in \text{End}(\mathbb{R}^2) \). If \( A = \lambda M \) for some orthogonal matrix \( M \), then existence follows trivially. Otherwise, upon multiplying by a scalar factor, we may suppose that \( A \) is a non-special element of \( \Sigma \). Consider now the actions \( \sigma \) and \( \rho \) of \( \text{SO}(2)^2 \) defined over \( \Sigma \) and \( S^3 \) respectively by

\[
\sigma(M, N)A := MAN \quad \text{and} \quad \rho(M, N)(x, y) := (MNx, MN^{-1}y).
\]
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By (2.35), Θ intertwines σ and ρ. However, the ρ-orbit of \( x := \Theta(A) \) corresponds to a horizontal slice in the Fermi parametrisation (2.3). In particular, this orbit meets the great circle \( S^3 \cap D \) in precisely 4 points. Let \( y := \rho(M^{-1}, N^{-1})(x) \) be one such point. Then \( \Delta := \Theta^{-1}(y) \) is diagonal and

\[
A = M\Delta N.
\]

Since the pair \((M, N)\) is uniquely defined up to sign, this completes the proof. □

It is now straightforward to describe the geometry of \( Z_A \). We consider singular and non-singular matrices separately.

**Singular matrices.** Choose \( A \in \Sigma_0 \). By Lemma 2.5.1, we may suppose that

\[
A = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

so that

\[
\psi_A = \frac{1}{\sqrt{2\pi}} \cos(\theta)\cos(\phi),
\]

and therefore

\[
Z_A = \{ \theta = \pi/2 \} \cup \{ \theta = 3\pi/2 \} \cup \{ \phi = \pi/2 \} \cup \{ \phi = 3\pi/2 \}.
\]

In other words \( Z_A \) consists of the union of two horizontal and two vertical circles.

**Non-singular matrices.** Choose \( A \in \Sigma \setminus \Sigma_0 \). By Lemma 2.5.1, we may suppose that

\[
A = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} \cos(r) & 0 \\ 0 & -\sin(r) \end{pmatrix},
\]

for some non-zero \( r \in [-\pi/4, \pi/4] \). It follows that

\[
\psi_A(\theta, \phi) = \frac{1}{\sqrt{2\pi}} \cos(r)\cos(\theta)\cos(\phi) - \frac{1}{\sqrt{2\pi}} \sin(r)\sin(\theta)\sin(\phi),
\]

so that, upon substituting

\[
(x, y) := (\cot(\theta), \tan(\phi)),
\]

we obtain

\[
Z_A \cap ([0, \pi[ \times [\pi/2, \pi/2]) = \{(x, y) \mid y = \cot(r)x\}.
\]

By (2.30), with the exception of 4 points, \( Z_A \) coincides with the union of 4 translates of this set. In particular, \( Z_A \) is the union of two smooth, closed curves which, up to the transformation (2.39), are straight lines. Finally, when \( A \in \Sigma_{\pi/4} \) is special, \( r = \pm \pi/4 \), so that \( Z_A \) in fact consists of the union of two diagonal circles with constant gradient equal to \( \text{Sign}(\text{Det}(A)) \).

Finally, we have

**Lemma 2.5.2**

(1) If \( A \neq 0 \) is non-special then, for all \( B \),

\[
\psi_B - \left( \frac{\partial \psi_A}{\partial \theta} \right)^2 + \left( \frac{\partial \psi_A}{\partial \phi} \right)^2
\]

is non-vanishing over an open, dense subset of \( Z_A \).
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(2) If \( A \neq 0 \) is special and if \( B \neq 0 \) is not colinear with \( A \), then (2.41) is non-vanishing over an open dense subset of \( Z_A \).

**Proof:** By Lemma 2.5.1, we may suppose that

\[
A = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} \cos(r) & 0 \\ 0 & -\sin(r) \end{pmatrix}
\]

and

\[
B = \begin{pmatrix} \alpha \\ \gamma \end{pmatrix}.
\]

Substituting \( x := \cot(\theta) \) and \( y := \tan(\theta) \), over \( Z_A \), we have

\[
y = \cot(r)x,
\]

so that, over \( Z_A \),

\[
\left( \frac{\partial \psi_A}{\partial \theta} \right)^2 - \left( \frac{\partial \psi_A}{\partial \phi} \right)^2 = \frac{1}{2\pi^2} \sin^2(\theta) \cos^2(\theta) \cos(2r)(1 - \cot^2(r)x^4),
\]

and

\[
\phi_B = \sin^2(\theta) \cos^2(\theta) \sqrt{1 + x^2} \sqrt{1 + \cot^2(r)x^2} \times (\gamma + (\alpha + \delta \cot(r))x + \beta \cot(r)x^2).
\]

For \( |r| < \pi/4 \), (2.41) is trivially non-vanishing over an open, dense subset of \( Z_A \) and the first assertion follows. When \( |r| = \pi/4 \), (2.41) is non-vanishing over an open, dense subset of \( Z_A \) unless

\[
\beta = \gamma = \alpha + \delta \cot(r) = 0.
\]

The second assertion follows. This completes the proof. □

3 - The Morse-Smale property.

3.1 - The Morse property. Recall from the introduction that \( I : C^\infty(S^3) \to C^\infty(\text{CL}) \) is defined by

\[
I[u](T) := \int_T ud\text{Area}_T,
\]

where, for all \( T \), \( d\text{Area}_T \) denotes its standard area form. In this chapter, we study the analytic properties of this function. We first show

**Theorem 3.1.1**

There exists a generic subset \( U_1 \) of \( C^\infty(S^3) \) such that, for all \( u \in U_1 \), \( I[u] \) is of Morse type.

Define \( J_1 : C^\infty(S^3) \times \text{CL} \to T^*\text{CL} \) by

\[
J_1[u](T) := dI[u](T).
\]

Observe that \( I[u] \) is of Morse type if and only if \( J_1[u] \) is transverse to the zero section in \( T^*\text{CL} \). Theorem 3.1.1 therefore follows from Lemma 3.1.4, below, together with the following version of the Sard-Smale theorem (c.f. [13] and [15]).
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Lemma 3.1.2

Let $\Omega$ be a weakly smooth manifold. Let $X$, $Y$ and $Z$ be finite-dimensional manifolds. Let $Z_0$ be a smooth submanifold of $Z$. Let $F : \Omega \times X \times Y \to Z$ be weakly smooth. If $D_1F \oplus D_3F$ is everywhere surjective, then there exists a generic subset $\Omega_0$ of $\Omega$ such that, for all $u \in \Omega_0$ and for all $x \in X$, $F(u,x,\cdot)$ is transverse to $Z_0$.

Sketch of proof: We may suppose that $\Omega = C^\infty(W)$ for some compact manifold $W$. Let $X'$ and $Y'$ be relatively compact open subsets of $X$ and $Y$ respectively. Let $\Omega'$ be the set of all $u \in \Omega$ such that, for all $x \in X'$, the restriction of $F(u,x,\cdot)$ to $Y'$ is transverse to $Z_0$. By compactness of $X'$ and $Y'$, $\Omega'$ is open. We now show that this subset is dense. Choose $u \in C^\infty(W)$. Given any vector subspace $E$ of $C^\infty(W)$ and any $\epsilon > 0$, denote

$$E_{u,\epsilon} := B_{\epsilon}(u) \cap (u + E),$$

where $B_{\epsilon}(u)$ here denotes the ball of radius $\epsilon$ about $u$ with respect to some norm. By compactness, there exists a finite dimensional vector subspace $E$ of $C^\infty(W)$ and $\epsilon > 0$ such that the restriction of $D_1F \oplus D_3F$ to $E \oplus T_y Y$ is surjective at every point of $E_{u,\epsilon} \times X' \times Y'$. It now follows by classical differential topology that there exists a generic subset $U$ of $E_{u,\epsilon}$ such that, for all $u' \in U$ and for all $x \in X'$, the restriction of $F(u,x,\cdot)$ to $Y'$ is transverse to $Z_0$. Since $u \in \Omega$ is arbitrary, it follows that $\Omega'$ is dense, as asserted. The result now follows upon taking compact exhaustions of $X$ and $Y$. □

In much of what follows, the surjectivity results required to apply Lemma 3.1.2 will be derived from the following

Lemma 3.1.3

For all $T \in CL$, for all $k \geq 0$, for all $\psi \in T_T CL \setminus \{0\}$ and for all $\alpha \in T_T^* CL$, there exists $u \in C^\infty(S^3)$ such that, for all $0 \leq i \leq k - 1$,

$$\nabla^i dI[u](T)(\psi,...,\psi,\cdot) = 0,$$

and

$$\nabla^k dI[u](T)(\psi,...,\psi,\cdot) = \alpha.$$

Remark: Observe that when $k = 0$, the hypothesis on $\psi$ is unnecessary.

Proof: Upon applying an element of $O(4)$, we may suppose that $T = T_0$. Let $A \in \text{End}(\mathbb{R}^2)$ be such that $\psi = \psi_A$. Let $\Omega \subseteq \mathbb{T}$ be an open subset over which $\psi_A$ is strictly positive. Let $g \in C_0^\infty(\Omega)$ be such that, for all $B \in \text{End}(\mathbb{R}^2)$,

$$\alpha(\psi_B) = \frac{1}{2} \int_{\mathbb{T}} g \psi_B d\theta d\phi.$$

Let $\chi \in C_0^\infty([\pi/4,\pi/4])$ be equal to 1 near 0. Define $\tilde{u} : \mathbb{T} \times ]-\pi/4,\pi/4[ \to \mathbb{R}$ by

$$\tilde{u}(\theta,\phi,t) := \frac{t^k g(\theta,\phi) \chi(t)}{k! \psi_A(\theta,\phi)^{k-1}}.$$

Observe that $\tilde{u}$ is smooth with compact support. Define $u$ over $S^3$ by

$$u(x) := \begin{cases} (\tilde{u} \circ \Phi^{-1})(x) & \text{if } x \in \text{Im}(\Phi) \text{ and} \\ 0 & \text{if } x \in \Phi(\text{Supp}(\tilde{u}))^c. \end{cases}$$

We claim that $u$ is the desired function. Indeed, by the classical theory of symmetric spaces, the exponential map of $CL$ at $T_0$ is

$$\mathcal{E} : \text{End}(\mathbb{R}^2) \to CL; M \mapsto \text{End}(\xi_M)T_0.$$

Choose $B \in \text{End}(\mathbb{R}^2)$ and define $\gamma : ]-\epsilon,\epsilon[ \to CL$ by

$$\gamma(t_1,...,t_k) := \mathcal{E}(\gamma_1 A + ... + \gamma_{k-1} A + \gamma_k B).$$
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Observe that all derivatives of \( I[u] \circ \gamma \) up to and including order \((k - 1)\) vanish at 0. For all \((t_1, \ldots, t_k)\), let \( f_{t_1, \ldots, t_k} \) be such that

\[
\gamma_{t_1, \ldots, t_k} = e^{[f_{t_1, \ldots, t_k}]},
\]

Then, by (2.21) and Taylor’s theorem,

\[
f_{t_1, \ldots, t_k} = t_1 \psi_A + \ldots + t_{k-1} \psi_A + t_k \psi_B + O((|t_1| + \ldots + |t_k|)^2).
\]

For all \( t_1, \ldots, t_k \), let \( dA_{t_1, \ldots, t_k} \) be the area form of the graph of \( f_{t_1, \ldots, t_k} \). Then,

\[
dA_{t_1, \ldots, t_k} = \frac{1}{2} d\theta d\phi + O(|t_1| + \ldots + |t_k|).
\]

Combining these relations yields

\[
\nabla^{k-1} I[u](\psi_A, \ldots, \psi_A, \psi_B) = 0
\]

Since \( B \in \text{End}(\mathbb{R}^2) \) is arbitrary, it follows that \( u \) is indeed the desired function. This completes the proof. □

In the present case, this yields

**Lemma 3.1.4**

\( J_1 \) is a submersion.

**Proof:** Choose \((u, T) \in C^\infty(\mathbb{S}^3) \times \text{CL} \). Let \( V \) be the vertical subbundle of \( TT^*\text{CL} \). Let \( DJ_1 \) be the total derivative of \( J_1 \) and, for each \( i \), let \( D_i J_1 \) be its partial derivative with respect to the \( i \)th component. Since \( J_1[u] \) is a section of \( T^*\text{CL} \),

\[
(D_2 J_1 \cdot T_T \text{CL}) \oplus V = TT^*\text{CL}.
\]

By Lemma 3.1.3, \( V \) is also in the image of \( DJ_1 \), so that \( DJ_1 \) is surjective at this point. Since \((u, T) \in C^\infty(\mathbb{S}^3) \times \text{CL} \) is arbitrary, it follows that \( J_1 \) is a submersion. This completes the proof. □

This yields Theorem 3.1.1.

**Proof of Theorem 3.1.1:** Indeed, since \( I[u] \) is of Morse type if and only if \( J_1[u] \) is transverse to the zero section, the result follows by Lemma 3.1.4 and Theorem 3.1.2 upon setting \( \Omega := C^\infty(\mathbb{S}^3) \), \( X := \{0\} \) is the manifold consisting of a single point, \( Y := \text{CL} \), \( Z := T^*\text{CL} \), and \( Z_0 \) is the graph of the zero section in \( T^*\text{CL} \). □

**3.2 - The Morse-Smale property.** The remainder of this chapter is devoted to proving the Morse-Smale property of \( I[u] \) for generic \( u \). Recall from the introduction that a smooth function over \( \text{CL} \) is said to be of *Morse-Smale* type whenever, in addition to it being of Morse type, every unstable manifold of its gradient flow is transverse to every stable manifold of this flow. We now describe an alternative, more technical, characterisation of the Morse-Smale property which is better adapted to our current applications. We refer the reader to [14] for a complete treatment of the relevant theory.

First, we define the gradient flow operator \( GF : C^1(\mathbb{R}, \text{CL}) \times C^1(\text{CL}) \to C^0(\mathbb{R}, T\text{CL}) \) by

\[
GF[\gamma, f](t) := \dot{\gamma}(t) + \nabla f(\gamma(t)).
\]
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Given a function \( f \in C^1(\text{CL}) \), a smooth curve \( \gamma : \mathbb{R} \to \text{CL} \) is a complete gradient flow of \( f \) whenever \( \text{GF}[\gamma, f] \) vanishes.

Consider a point \((\gamma, f) \in C^1(\mathbb{R}, \text{CL}) \times C^1(\text{CL})\). The partial derivative of \( \text{GF} \) with respect to the first component at this point defines a first-order, linear differential operator \( D_1 \text{GF}[\gamma, f] \) from \( \Gamma^1(\gamma^* \text{TCL}) \) into \( \Gamma^0(\gamma^* \text{TCL}) \). We obtain an explicit formula for this operator as follows. Denote \( E := T_{\gamma(0)} \text{CL} \). Let \( \tau : \mathbb{R} \times E \to \gamma^* \text{TCL} \) be parallel transport along \( \gamma \). Define the matrix-valued function \( M_{\gamma, f} : \mathbb{R} \to \text{End}(E) \) such that, for all \( t \in \mathbb{R} \) and for all \( \xi, \eta \in E \),

\[
\langle M_{\gamma, f}(t) \xi, \eta \rangle := \text{Hess}(f)(\gamma(t))\{(t)\xi, (t)\eta\}.
\]  

Elements of \( C^1(\mathbb{R}, E) \) identify through \( \tau \) with elements of \( \Gamma^1(\gamma^* \text{TCL}) \) which in turn identify with first order variations of \( \gamma \). The action of \( D_1 \text{GF}[\gamma, f] \) on such first-order variations yields elements of \( \Gamma^0(\gamma^* \text{TCL}) \) which in turn identify through \( \tau \) with elements of \( C^0(\mathbb{R}, E) \). Following through these identifications, we obtain, for all \( g \in C^1(\mathbb{R}, E) \),

\[
(D_1 \text{GF}[\gamma, f]g)(t) = \dot{g}(t) - M_{\gamma, f}(t)g(t),
\]  

When \( f \) is of Morse type, as \( t \) tends to \( \pm \infty \), \( \gamma(t) \) converges to critical points of \( \nabla f \) and \( M_{\gamma, f}(t) \) converges to non-singular matrices \( M_{\gamma, f}(\pm \infty) \). By the Atiyah-Patodi-Singer index theorem (see [12]), for all \( \alpha \in [0, 1[, D_1 \text{GF}[\gamma, f] \) defines a Fredholm map from \( C^{1, \alpha}(\mathbb{R}, E) \) into \( C^{0, \alpha}(\mathbb{R}, E) \) of Fredholm index equal to the Morse index of \( M_{\gamma, f}(\pm \infty) \) minus that of \( M_{\gamma, f}(-\infty) \). The function \( f \) is now said to be of Morse-Smale type whenever, in addition to it being of Morse type, the operator \( D_1 \text{GF}[\gamma, f] \) is surjective for every gradient flow \( \gamma \) of \( f \). In the rest of this chapter, we show

**Theorem 3.2.1**

*There exists a generic subset \( \mathcal{U}_2 \) of \( C^\infty(\mathbb{S}^3) \) such that, for all \( u \in \mathcal{U}_2, I[u] \) is of Morse-Smale type.*

As with Theorem 3.1.1, Theorem 3.2.1 follows from a suitable surjectivity result together with a suitable version of the Sard-Smale theorem. The version of the Sard-Smale theorem used is more technical than Lemma 3.1.2, not only because \( X, Y \) and \( Z \) are now infinite-dimensional Banach manifolds, but also because the precompactness properties of families of gradient flows are actually quite subtle. In what follows, we will satisfy ourselves with the surjectivity result, and we refer the reader again to [14] for a complete treatment of the remaining part of the theory.

Given a point \((\gamma, f) \in C^1(\mathbb{R}, \text{CL}) \times C^1(\text{CL})\), the partial derivative of \( \text{GF} \) with respect to the second component at this point defines a first-order, linear partial differential operator \( D_2 \text{GF}[\gamma, f] \) from \( C^1(\text{CL}) \) to \( \Gamma^0(\gamma^* \text{TCL}) \). With the above identifications, we have, for all \( g \in C^1(\text{CL}) \),

\[
(D_2 \text{GF}[\gamma, f]g)(t) = \tau(t)^{-1} \nabla g(\gamma(t)).
\]  

Bearing in mind the discussion of the preceding paragraph, Theorem 3.2.1 follows from

**Lemma 3.2.2**

*There exists a generic subset \( \mathcal{U}_3 \) of \( C^\infty(\mathbb{S}^3) \) such that, for all \( u \in \mathcal{U}_3 \) and for every gradient flow \( \gamma \) of \( I[u] \), the sum

\[
D_1 \text{GF}[\gamma, I[u]] + D_2 \text{GF}[\gamma, I[u]]Df[u]
\]

defines a surjective linear map from \( C^{1, \alpha}(\mathbb{R}, E) \oplus C^\infty(\mathbb{S}^3) \) into \( C^{0, \alpha}(\mathbb{R}, E) \).

Finally, we apply Fredholm theory to transform Lemma 3.2.2 into the form that we will prove. Choose \( u \in \mathcal{U}_1 \) so that \( I[u] \) is of Morse type. Let \( \gamma : \mathbb{R} \to \text{CL} \) be a gradient flow of \( I[u] \). Since \( M_{\gamma, I[u]}(t) \) is symmetric for all \( t \), the formal dual of \( D_1 \text{GF}[\gamma, I[u]] \) satisfies

\[
(D_1 \text{GF}[\gamma, I[u]]^* g)(t) := -\dot{g}(t) - M_{\gamma, I[u]}(t)g(t).
\]  

Its kernel is a finite-dimensional space of smooth functions which decay exponentially at infinity (see [14]). In particular,

\[
\text{Ker}(D_1 \text{GF}[\gamma, I[u]]^*) \subseteq L^1(\mathbb{R}, E).
\]

Since \( D_2 \text{GF}[\gamma, I[u]]g \subseteq L^\infty(\mathbb{R}, E) \) for all \( g \), it follows that the pairing

\[
\text{Ker}(D_1 \text{GF}[\gamma, I[u]]^*) \oplus C^\infty(\text{CL}) \to \mathbb{R}; (g, h) \mapsto \int_{-\infty}^{\infty} \langle g, D_2 \text{GF}[\gamma, I[u]]h \rangle dt
\]

is well-defined. Lemma 3.2.2 is thus equivalent to
On eternal mean curvature flows...

**Lemma 3.2.3**

There exists a generic subset $\mathcal{U}_3$ of $C^\infty(S^3)$ such that, for all $u \in \mathcal{U}_3$, for every gradient flow $\gamma$ of $I[u]$, and for all $g \in \text{Ker}(D_1 \text{GF}[\gamma, I[u]]^*)$, there exists $v \in C^\infty(S^3)$ such that

$$\langle g, D I[u] v \rangle \neq 0.$$ 

Lemma 3.2.3 will follow from Lemmas 3.4.2, 3.4.3 and 3.4.4 of Section 3.4, below. Although the construction of $v$, carried out in Section 3.4, below, is relatively straightforward, showing that this function has the desired properties will require very careful estimates that will occupy most of the rest of this chapter.

We conclude this section by establishing the following key property of function which lie in the kernel of $D_1 \text{GF}[\gamma, I[u]]^*$.

**Lemma 3.2.4**

For all $g \in \text{Ker}(D_1 \text{GF}[\gamma, I[u]]^*)$ and for all $t \in \mathbb{R}$, $g(t)$ is orthogonal to $\tau(t)^{-1} \dot{\gamma}(t)$.

**Proof:** Indeed, let $\phi$ and $\tilde{g}$ be such that, for all $t$,

$$g(t) = \phi(t) \tau(t)^{-1} \dot{\gamma}(t) + \tilde{g}(t) \quad \text{and} \quad \tilde{g}(t) \perp \tau(t)^{-1} \dot{\gamma}(t).$$

The function $\phi$ and all its derivatives decay exponentially as $t$ tends to $\pm \infty$. For small $s$, define $\gamma_s : \mathbb{R} \to \text{CL}$ by

$$\gamma_s(t) := \gamma\left(t + s \int_{-\infty}^{t} \phi(r) dr\right).$$

The family $(\gamma_s)_{s \in [-\epsilon, \epsilon]}$ defines a smooth curve in $C^{1,0}(\mathbb{R}, \text{CL})$ such that, for all $s$,

$$\text{GF}[\gamma_s, I[u]](t) = s \phi(t) \dot{\gamma}\left(t + s \int_{-\infty}^{t} \phi(r) dr\right).$$

Consequently

$$\left(D_1 \text{GF}[\gamma, I[u]] \frac{\partial \gamma_s}{\partial s} \right)_{s=0}(t) = \phi(t) \tau(t)^{-1} \dot{\gamma}(t),$$

so that

$$\int_{-\infty}^{\infty} |\phi(t)|^2 \|\dot{\gamma}(t)\|^2 dt = \int_{-\infty}^{\infty} \left\langle \left(D_1 \text{GF}[\gamma, I[u]] \frac{\partial \gamma_s}{\partial s} \right)_{s=0}(t), f(t) \right\rangle dt$$

$$= \int_{-\infty}^{\infty} \left\langle \frac{\partial \gamma_s}{\partial s} \bigg|_{s=0} (t), (D_1 \text{GF}[\gamma, I[u]]^*) f(t) \right\rangle dt$$

$$= 0.$$ 

It follows that $\phi = 0$. Since $g \in \text{Ker}(D_1 \text{GF}[\gamma, I[u]])$ is arbitrary, this completes the proof. $\Box$

**3.3 - Towards the Morse-Smale property.** The main challenge in constructing the function $v$ in Lemma 3.2.3 arises from the fact that any two Clifford tori will have non-trivial intersection in $S^3$. Consequently, given any smooth curve $\gamma : \mathbb{R} \to \text{CL}$, constructing $v$ so as to have some desired effect near a given point of this curve may well, in fact, produce a self-cancelling effect near some other point. The following technical results serve to ensure that, along the curves of interest to us, such intersections are as infrequent and as regular as possible. For $k \geq 2$, define $J_k : C^\infty(S^3) \times \text{CL} \to T^* \text{CL}^{\otimes k}$ by

$$J_k[u](T) := (\partial I[u](T), \ldots, \nabla^{k-1} I[u](T)(\partial I[u](T), \ldots, \partial I[u](T), \cdot)). \quad (3.9)$$
Lemma 3.3.1

For all \( k \geq 2 \), \( J_k \) is a submersion away from \( J_1^{-1}(0) \), where 0 here denotes the zero section in \( T^*CL \).

**Proof:** Choose \((u, T) \in C^\infty(S^3) \times CL \) such that \( J_1[u](T) \neq 0 \). Let \( V \) be the vertical subbundle of \( T(T^*CL)^{\oplus k} \). Observe that \( V \) naturally decomposes as

\[
V = V_1 \oplus ... \oplus V_k,
\]

where, for all \((\alpha_1, ..., \alpha_k) \in T_T^*CL^{\oplus k} \), the fibres of \( V_1, ..., V_k \) over this point each naturally identify with \( T_T^*CL \). Since \( J_k[u] \) is a section of \( T^*CL^{\oplus k} \), we have

\[
(D_2J_k \cdot T_TCL) \oplus V_1 \oplus ... \oplus V_k = T(T^*CL)^{\oplus k}.
\]

However, by Lemma 3.1.3, \( V_1 \oplus ... \oplus V_k \) is also in the image of \( DJ_k \) so that \( DJ_k \) is surjective at this point. Since \((u, T) \notin J_1^{-1}(0) \) is arbitrary, it follows that \( J_k \) is a submersion away from this set. This completes the proof. □

Recall (c.f. Section 2.4) that the space of rank 1 matrices \( A \in \text{End}(\mathbb{R}^2) \) is a 3-dimensional submanifold diffeomorphic to \( \mathbb{T} \times [0, \infty] \). For all such \( A \), the zero set \( Z_A := \psi_A^{-1}(\{0\}) \) consists of the union of two horizontal and two vertical circles in \( T \) whose intersections define 4 points of \( T \). Let \( Z_A^{reg} \) be the complement of these 4 points in \( Z_A \). For all other non-zero \( A \), \( Z_A \) is a union of finitely many smooth, closed curves in \( A \) and we thus denote \( Z_A^{reg} := Z_A \).

For every point \( x \in T_0 \), the set of tori in \( CL \) which are tangent to \( T_0 \) at \( x \) is a closed 1-dimensional submanifold. Furthermore, for any such torus \( T \), the points of tangency with \( T_0 \) are isolated unless \( T = T_0 \). It follows that, for all non-zero \( A \in \text{End}(\mathbb{R}^2) \), the set \( W^A_1 \) of tori in \( CL \), distinct from \( T_0 \), which intersect \( T_0 \) tangentially at some point of \( Z_A^{reg} \) is a non-compact, codimension 2 submanifold of \( CL \). For all \( A \), let \( TW^A_1 \) be the total space of the tangent bundle of \( W^A_1 \) in \( TCL \). This is a non-compact, codimension 4 submanifold of \( TCL \). Lemmas 3.1.2 and 3.3.1 now yield

**Lemma 3.3.2**

There exists a generic subset \( U_4 \) of \( C^\infty(S^3) \) such that, for all \( u \in U_4 \), for all non-zero \( A \in \text{End}(\mathbb{R}^2) \) and for all \( M \in O(4) \), the graph of \( J_1[u] \) is transverse to \( MTW^A_1 \), where \( MTW^A_1 \) here denotes the image of \( TW^A_1 \) under \( M \).

When \( A = \lambda M \) for some \( M \in O(2) \) and some non-zero scalar \( \lambda \), the set \( Z_A \) consists of two diagonal lines with unit slope. Recall that the vector \( \psi_A \) is said to be special in this case. Define the submanifold \( \text{Spec} \subseteq T^*CL \oplus T^*CL \) by

\[
\text{Spec} := \left\{ (T, \psi, \lambda \psi) \mid T \in CL, \psi \text{ special, } \lambda \in \mathbb{R} \right\},
\]

where the superscript \( b \) here denotes Berger’s musical isomorphism. Since the space of all special matrices is 2-dimensional, it follows that, away from the zero section, \( \text{Spec} \) is a codimension 5 submanifold of \( T^*CL \oplus T^*CL \). Lemmas 3.1.2 and 3.3.1 now yield

**Lemma 3.3.3**

There exists a generic subset \( U_5 \) of \( C^\infty(S^3) \) such that, for all \( u \in U_5 \), the graph of \( J_2[u] \) only intersects \( \text{Spec} \) at zeroes of \( J_1[u] \).

Finally, for every point \( x \in T_0 \), the set \( W^2_x \) of tori in \( CL \) which intersect \( T_0 \) transversally at \( x \) is a non-compact, codimension 1 submanifold of \( CL \). Define \( T^4W^2_x \subseteq TCL^{\oplus 4} \) by

\[
T^4W^2_x := \{(\gamma(0), \dot{\gamma}(0), ..., (\nabla^3_\gamma \dot{\gamma})(0)) \mid \gamma, \epsilon \rightarrow W^2_x \}.
\]

Observe that \( T^4W^2_x \) is a smooth, codimension 5 submanifold of \( TCL^{\oplus 4} \). Lemmas 3.1.2 and 3.3.1 now yield
Lemma 3.3.4

There exists a generic subset $U_0$ of $C^\infty(S^3)$ such that, for all $u \in U_0$, for all $x \in T_0$ and for all $M \in O(4)$, the graph of $J_4[u]$ only intersects $MT^4W_x^2$ at zeroes of $J_1[u]$, where $MT^4W_x^2$ here denotes the image of $T^4W_x^2$ under $M$.

3.4 - Constructing $v$. We now construct the function $v$ of Lemma 3.2.3. We continue to use the notation of the preceding sections. Choose

$$u \in U_5 := U_1 \cap U_4 \cap U_5 \cap U_6,$$

(3.10)

where $U_1, U_4, U_5$ and $U_6$ are as in Theorem 3.1.1 and Lemmas 3.3.2, 3.3.3 and 3.3.4 respectively. Let $\gamma : \mathbb{R} \to CL$ be a gradient flow of $I[u]$. Upon applying an element of $O(4)$, we may suppose that $\gamma(0) = T_0$. Let $A, B \in \text{End}(\mathbb{R}^2)$ be such that

$$\dot{\gamma}(0) = \psi_A \text{ and } \langle \nabla \gamma \dot{\gamma} \rangle(0) = \psi_B.$$

For all $t$, let $N_t$ be the unit normal vector field over $\gamma(t)$, let $J_t$ be its Jacobi operator and let $g_t \in \text{Ker}(J_t)$ be the element corresponding to the vector $g(t)$. For sufficiently small $\epsilon$, let $(f_t)_{t \in [-\epsilon, \epsilon]}$ be such that, for all $t$,

$$e[f_t] = \gamma(t).$$

Since $u \in U_1$, $I[u]$ is of Morse type. Since $u \in U_4$, $\gamma(t)$ only intersects $W_A^1$ over a discrete subset of $\mathbb{R} \setminus \{0\}$. In particular, the set of points of $Z_A^{reg}$ at which $\gamma(t)$ intersects $T_0$ tangentially for some $t$ is countable. Therefore there exists a point $x_0 \in Z_A^{reg}$ at which, for all $t \in \mathbb{R} \setminus \{0\}$, $\gamma(t)$ only intersects $T_0$ transversally. We may suppose, furthermore, that the limit tori $\gamma(\pm \infty)$ also only intersect $T_0$ transversally at this point. Since, by Lemma 3.2.4, $g(0)$ is orthogonal to $\psi_A$, upon modifying $x_0$ if necessary, we may suppose that

$$g_0 := g(x_0) > 0.$$

(3.11)

Since $u \in U_5$, either $\psi_A$ is non-special or $\psi_A$ and $\psi_B$ are non-colinear. By Lemma 2.5.2, upon modifying $x_0$ again if necessary, we may suppose that

$$\frac{\partial^2 f_t}{\partial t^2}(x_0) \bigg|_{t=0} \neq 0.$$

(3.12)

Finally, upon applying another element of $O(4)$, we may suppose that $x_0 = (0, 0)$ and, since all calculations in the sequel are local in a neighbourhood of this point, we may suppose that the tangent line to $Z_A^{reg}$ at $(0, 0)$ coincides with the $\theta$-axis.

Choose $0 < \delta \ll \eta \ll 1$. The parameter $\eta$ will be fixed presently and $\delta$ will be made to tend to $0$. For $r > 0$, define

$$\chi^1_r(x) := \begin{cases} 1 & \text{if } |x| \leq r, \\ 2 - |x|/r & \text{if } r < |x| \leq 2r \text{ and} \\ 0 & \text{otherwise}, \end{cases}$$

(3.13)

and

$$\chi^2_r(x) := \begin{cases} x/r & \text{if } 0 < x \leq r, \\ 2 - x/r & \text{if } r < x \leq 2r \text{ and} \\ 0 & \text{otherwise}. \end{cases}$$

(3.14)

Define

$$\tilde{v}_\delta := \tilde{v}_\delta(\theta, \phi, t) := \frac{1}{\delta} \chi^1_\delta(\theta) \chi^1_\delta(\phi) \chi^2_\delta(t),$$

(3.15)

and

$$v_\delta(x) := \begin{cases} (v \circ \Phi^{-1})(x) & \text{if } x \in \text{Im}(\Phi) \text{ and} \\ 0 & \text{if } x \in \Phi(\text{Supp}(\tilde{v}_\delta))^c. \end{cases}$$

(3.16)

We now show that, for sufficiently small $\delta$, every function sufficiently close to $v_\delta$ in $W^{1,1}(S^3)$ has the desired properties.
Lemma 3.4.1
For all \( \eta > 0 \), there exists \( C_1 > 0 \) such that, for all \( \delta < \eta \) and for all \( |t| > \eta \),
\[
\| \nabla I[v_\delta](\gamma(t)) \| \leq C_1. \tag{3.17}
\]

Proof: By definition of \( x \), for all \( t \in [-\infty, \infty] \setminus \eta, \eta \), \( \gamma(t) \) only intersects \( \gamma(0) \) transversally at \( x \). By compactness, there exists \( \theta_0 > 0 \) such that, if \( \gamma(t) \) intersects \( \gamma(0) \) at \( x \), then the tangent planes of these two surfaces make an angle of at least \( \theta_0 \) with one another at this point. There therefore exists \( A_1 > 0 \) such that, for all \( \delta < \eta \) and for all \( t \in [-\infty, \infty] \setminus \eta, \eta \),
\[
\mathcal{H}_2(\gamma(t) \cap \text{Supp}(v_\delta)) \leq A_1 \delta^4,
\]
where \( \mathcal{H}_2 \) here denotes 2-dimensional Hausdorff measure. It follows that there exists \( A_2 > 0 \) such that, for all \( \delta < \eta \), for all \( g \in C^\infty(\gamma(t)) \),
\[
\int_{\gamma(t)} g dv_\delta(N_t) dA \leq A_2 \| g \|_{L^\infty}.
\]
The result follows. \( \square \)

Lemma 3.4.2
For all \( \eta > 0 \) and for all \( \epsilon > 0 \), there exists \( R > 0 \) such that, for all \( \delta < \eta \),
\[
\left| \int_{\mathbb{R} \setminus [-R,R]} \langle g(t), \tau(t)^{-1} \nabla I[v_\delta](\gamma(t)) \rangle_{L^2} dt \right| \leq \epsilon. \tag{3.18}
\]

Proof: Indeed, by Lemma 3.4.1, \( \| \nabla I[v_\delta](\gamma(t)) \| \) is uniformly bounded over \( \mathbb{R} \setminus [-R,R] \). The result now follows since \( g(t) \) decays exponentially as \( t \) tends to \( \pm \infty \). \( \square \)

Lemma 3.4.3
For all \( R, \eta > 0 \),
\[
\lim_{\delta \to 0} \int_{\eta - \eta}^{\eta} \langle g(t), \tau(t)^{-1} \nabla I[v_\delta](\gamma(t)) \rangle_{L^2} dt = 0. \tag{3.19}
\]

Proof: Since \( u \in \mathcal{U}_\delta \), the set of all \( t \in [-R,R] \setminus \eta, \eta \) such that \( \gamma(t) \) contains \( x_0 \) is discrete and therefore finite. Its complement \( \Omega \) thus has full measure in this set. However, for all \( t \in \Omega \),
\[
\lim_{\delta \to 0} \| \nabla I[v_\delta](\gamma(t)) \| = 0.
\]
The result now follows by Lemma 3.4.1 and the dominated convergence theorem. \( \square \)

It thus remains to prove

Lemma 3.4.4
There exists \( c > 0 \) such that, for sufficiently small \( \eta \),
\[
\liminf_{\delta \to 0} \int_{-\eta}^{\eta} \langle g(t), \tau(t)^{-1} \nabla I[v_\delta](\gamma(t)) \rangle_{L^2} dt \geq c. \tag{3.20}
\]

Lemma 3.4.4 will follow from Lemma 3.5.1, below.
3.5 - Technical properties of \( v \). We continue to use the notation of the preceding sections. Trivially

\[
g_t(\theta, \phi) = g_0 + O(|\theta| + |\phi| + |t|). \tag{3.21}
\]

Since \( \tilde{v} \) is Lipschitz, it is almost everywhere differentiable. Its derivative satisfies

\[
d\tilde{v} = \left( \frac{1}{\delta} I_{0 \leq t \leq \delta^3} - \frac{1}{\delta^4} I_{0 \leq t \leq 2\delta^3} \right) \chi_{\delta}^1(\theta) \chi_{\delta}^1(\phi) dt + O\left( \frac{1}{\delta^2} \right) I_{0 \leq t \leq 2\delta^3} d\phi. \tag{3.22}
\]

In the Fermi parametrisation \( \Phi \), \( N_t \) satisfies

\[
N_t = (1 + O(t^2)) \partial_t + O(t) \partial_\theta + O(t) \partial_\phi.
\]

Since \( T_0 \) is minimal, the area form \( d\text{Area}_t \) of the graph of \( f_t \) satisfies

\[
d\text{Area}_t = \frac{1}{2} (1 + O(t^2)) d\theta d\phi.
\]

It follows that, for any \( C > 0 \), and for all \( t \in [-C\delta, C\delta] \),

\[
g_t d\tilde{v} (N_t) d\text{Area}_t = \frac{9g_0}{2\delta^3} (1 + O(\delta)) \chi_{\delta}^3(\theta) \chi_{\delta}^3(\phi) (I_{0 \leq f_t \leq \delta^3} - I_{\delta^3 \leq f_t \leq 2\delta^3}) d\theta d\phi + O\left( \frac{t}{\delta^2} \right) I_{0 \leq f_t \leq 2\delta^3} d\theta d\phi. \tag{3.25}
\]

Let \( \tilde{\phi} : [-\delta, \delta] - \delta, \delta[-\epsilon] - \delta, \delta[ \) be such that the intersection of \( Z_{A_0}^{\text{reg}} \) with the square \( [\delta, \delta]^2 \) coincides with the graph of \( \tilde{\phi} \) over the \( \theta \)-axis. By construction,

\[
\tilde{\phi}(0) = \tilde{\phi}'(0) = 0.
\]

Let \( a, b : [-\delta, \delta] \rightarrow \mathbb{R} \) be such that

\[
f_t(\theta, \phi) = a(\theta) \psi t + \frac{1}{2} b(\theta) t^2 + O(t^2 \psi^2 + t^2 \psi + t^3), \tag{3.27}
\]

where \( \psi := \phi - \tilde{\phi}(\theta) \). Without loss of generality, we may suppose that

\[
a_0 := a(0) > 0 \quad \text{and} \quad b_0 := b(0) < 0. \tag{3.28}
\]

Lemma 3.4.4 now follows from

**Lemma 3.5.1**

*For sufficiently small \( \eta \),*

\[
\liminf_{\delta \to 0} \int_{-\eta}^{\eta} \int \frac{g_t d\tilde{v} (N_t) d\text{Area}_t dt}{\delta} \geq \frac{9g_0}{8a_0}. \tag{3.29}
\]

We will estimate (3.29) by studying the preimages under \( f_t \) of the sets \([0, \delta^3]\) and \([\delta^3, 2\delta^3]\). First, since \( \delta < \eta \), for \((\theta, \phi, t) \in [-\delta, \delta]^2 \times [-\eta, \eta], \)

\[
\frac{\partial f_t}{\partial \phi}(\theta, \phi) = (a_0 + O(\eta)) t. \tag{3.30}
\]

In particular, for sufficiently small \( \eta \) and for all non-zero \( t \in [-\eta, \eta] \), \( f_t \) is strictly monotone in \( \phi \), increasing when \( t > 0 \) and decreasing when \( t < 0 \). We now restrict attention to \( t > 0 \), since the case where \( t < 0 \) then follows by reversing the signs of \( t \) and \( \phi \). Define \( \tilde{\phi}_{1,\delta}, \tilde{\phi}_{2,\delta}, \tilde{\phi}_{3,\delta} : [-\delta, \delta] \times [0, \eta] \rightarrow -\infty, \delta \) by

\[
\tilde{\phi}_{1,\delta}(\theta, t) := \sup \{ \phi \in [-\delta, \delta] \mid |f_t(\theta, \phi) \leq 0 \} , \\
\tilde{\phi}_{2,\delta}(\theta, t) := \sup \{ \phi \in [-\delta, \delta] \mid |f_t(\theta, \phi) \leq \delta^3 \} \quad \text{and} \\
\tilde{\phi}_{3,\delta}(\theta, t) := \sup \{ \phi \in [-\delta, \delta] \mid |f_t(\theta, \phi) \leq 2\delta^3 \}. \tag{3.31}
\]

Observe that, for all \((\delta, \theta, t), \)

\[
\tilde{\phi}_{1,\delta}(\theta, t) \leq \tilde{\phi}_{2,\delta}(\theta, t) \leq \tilde{\phi}_{3,\delta}(\theta, t) \leq \delta. \tag{3.32}
\]
Lemma 3.5.2
For sufficiently small $\eta$, there exists $B_1 > 0$ such that, for all $\delta < \eta$ and for all $t \in [0, \eta]$,
\[
\tilde{\phi}_{1, \delta}(\theta, t) \geq \hat{\phi}(\theta) \geq B_1 \delta^2.
\] (3.33)

Proof: By (3.27),
\[
f_t(\theta, \hat{\phi}(\theta)) = \frac{1}{2}b_0(1 + O(|\theta| + \eta))t^2 < 0.
\]
It follows that $\tilde{\phi}_{1, \delta}(\theta, t) \geq \hat{\phi}(\theta)$, as desired. □

Lemma 3.5.3
For sufficiently small $\eta$, there exists $C_2 > 0$ such that, for all $\delta < \eta$, for all $\theta \in [-\delta, \delta]$ and for $C_2 \delta < t < \eta$,
\[
\tilde{\phi}_{1, \delta}(\theta, t) = \delta.
\] (3.34)

Proof: Indeed, by (3.27),
\[
f_t(\theta, \delta) = a_0 \delta t(1 + O(\eta)) + \frac{1}{2}b_0 t^2(1 + O(\eta)).
\]
Since $a_0 > 0$ and $b_0 < 0$, there exists $B_1 > 0$ such that
\[
f_t(\theta, \delta) \leq a_0 \delta t(1 + B_1 \eta) + \frac{1}{2}b_0 t^2(1 - B_1 \eta)
\]
\[
= a\delta t(1 + B_1 \eta)(1 - |b_0| \frac{t(1 - B_1 \eta)}{2a_0 \delta(1 + B_1 \eta)}).
\]
It follows that, for sufficiently small $\eta$, there exists $C_2 > 0$ such that, for all $t > C_2 \delta$,
\[
f_t(\theta, \delta) \leq 0,
\]
so that
\[
\tilde{\phi}_{1, \delta}(\theta, t) = \delta.
\]
This completes the proof. □

Lemma 3.5.4
For sufficiently small $\eta$, there exists $B_2 > 0$ and $C_3 > 0$ such that, for all $\delta < \eta$, for all $\theta \in [-\delta, \delta]$ and for all
\[
0 < t < (\delta^2/a_0)(1 - C_3 \delta),
\]
\[
\tilde{\phi}_{1, \delta}(\theta, t) \leq B_2 \delta^2 \quad \text{and} \quad \hat{\phi}_{1, \delta}(\theta, t) = \delta.
\] (3.35)

Proof: Indeed, by (3.27), for $\theta \in [-\delta, \delta]$ and for
\[
0 < t < (\delta^2/a_0)(1 - C_3 \delta),
\]
\[
f_t(\theta, \delta) = a_0 t\delta(1 + O(\delta)) + O(\delta^4)
\]
\[
\leq \delta^3 - C_3 \delta^4 + O(\delta^4).
\]
Thus, for $C_3$ sufficiently large, for all such $\theta$ and $t$,
\[
f_t(\theta, \delta) \leq \delta^3.
\]
It follows that
\[
\tilde{\phi}_{2, \delta}(\theta, t) = \delta.
\]
By (3.27) again, for all \(\theta\) and \(t\),
\[
f_t(\theta, \phi(\theta)) = \frac{1}{2} b_0 (1 + O(\delta)) t^2 < 0.\]
Furthermore, for all \(\phi \in [-\delta, \delta]\),
\[
\frac{\partial f}{\partial \phi}(\theta, \phi) = a_0 (1 + O(\delta)) t.
\]
There therefore exists \(A > 0\) such that, for all \(\theta\) and \(t\),
\[
f_t(\theta, \phi(\theta) + (b_0/2a_0)(1 + A\delta)t) > 0,
\]
so that
\[
\tilde{\phi}_{1,\delta}(\theta, t) \leq \phi(\theta) + \frac{b_0}{2a_0} (1 + A\delta)t \leq B_2 \delta^2,
\]
for some \(B_2 > 0\). This completes the proof. \(\square\)

**Lemma 3.5.5**

For sufficiently small \(\eta\), with \(C_2\) and \(C_3\) as in Lemmas 3.5.3 and 3.5.4 respectively, there exists \(B_3 > 0\) such that, for all \(\delta < \eta\), for all \(\theta \in [-\delta, \delta]\) and for all \((\delta^2/a_0)(1 - C_3\delta) < t \leq C_2\delta\),
\[
\begin{align*}
\tilde{\phi}_{3,\delta}(\theta, t) - \tilde{\phi}_{2,\delta}(\theta, t) &\leq \frac{\delta^3}{a_0 t} (1 + B_3\delta) \quad \text{and} \\
\tilde{\phi}_{2,\delta}(\theta, t) - \tilde{\phi}_{1,\delta}(\theta, t) &\leq \frac{\delta^3}{a_0 t} (1 + B_3\delta),
\end{align*}
\]
(3.36)
and, if \(\tilde{\phi}_{2,\delta}(\theta, t) < \delta\),
\[
\tilde{\phi}_{2,\delta}(\theta, t) - \tilde{\phi}_{1,\delta}(\theta, t) \geq \frac{\delta^3}{a_0 t} (1 - B_3\delta).
\]
(3.37)

**Proof:** Indeed, by (3.27), for \(0 < t \leq C_2\delta\) and for all \((\theta, \phi) \in [-\delta, \delta]^2\),
\[
\frac{\partial f}{\partial \phi}(\theta, \phi) = a_0 (1 + O(\delta)) t.
\]
It follows that
\[
\begin{align*}
\tilde{\phi}_{3,\delta}(\theta, t) - \tilde{\phi}_{2,\delta}(\theta, t) &\leq \frac{\delta^3}{a_0 t} (1 + B_3\delta) \quad \text{and} \\
\tilde{\phi}_{2,\delta}(\theta, t) - \tilde{\phi}_{1,\delta}(\theta, t) &\leq \frac{\delta^3}{a_0 t} (1 + B_3\delta),
\end{align*}
\]
for some \(B_3 > 0\). If \(\tilde{\phi}_{2,\delta}(\theta, t) < \delta\), then
\[
f_t(\theta, \tilde{\phi}_{2,\delta}(\theta, t)) = \delta^3,
\]
so that, upon increasing \(B_3\) if necessary,
\[
\tilde{\phi}_{2,\delta}(\theta, t) - \tilde{\phi}_{1,\delta}(\theta, t) \geq \frac{\delta^3}{a_0 t} (1 - B_3\delta).
\]
This completes the proof. \(\square\)
Lemma 3.5.6

For sufficiently small \( \eta \), with \( C_3 \) as in Lemma 3.5.4,

\[
\lim_{\delta \to 0} \int_0^{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)} \int_T g_t \tilde{d}\tilde{\nu}_\delta(N_t) dA_t dt = \frac{9g_0}{16\alpha_0}.
\]  

(3.38)

Proof: Indeed, by (3.27),

\[
\int_0^{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)} \int_T g_t \tilde{d}\tilde{\nu}_\delta(N_t) dA_t dt
\]

\[
= \int_0^{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)} \int_{-\delta}^{\delta} \int_{\tilde{\phi}_{1,\delta}(\theta,t)}^{\tilde{\phi}_{1,\delta}(\theta,t)} \frac{g_0}{2\delta^4} (1 + O(\delta)) \chi_1^3(\theta) \chi_1^3(\phi) + O(t\delta^{-2}) d\phi d\theta dt.
\]

Since

\[-B_1\delta^2 \leq \tilde{\phi}_{1,\delta}(\theta,t) \leq B_2\delta^2,
\]

with \( B_1 \) and \( B_2 \) as in Lemmas 3.5.2 and 3.5.4, it follows that

\[
\int_0^{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)} \int_T g_t \tilde{d}\tilde{\nu}_\delta(N_t) dA_t dt = \frac{9g_0}{16\alpha_0} (1 + O(\delta)).
\]

The result follows upon letting \( \delta \) tend to zero. \( \square \)

Lemma 3.5.7

For sufficiently small \( \eta \), with \( C_2 \) and \( C_3 \) as in Lemmas 3.5.3 and 3.5.4 respectively,

\[
\liminf_{\delta \to 0} \int_{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)}^{C_2\delta} \int_{S_1 \times S^1} g_t \tilde{d}\tilde{\nu}_\delta(N_t) dt \geq 0.
\]

(3.39)

Proof: Indeed, by (3.27),

\[
\int_{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)}^{C_2\delta} \int_T g_t \tilde{d}\tilde{\nu}_\delta(N_t) dA_t dt
\]

\[
= \int_{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)}^{C_2\delta} \int_{-\delta}^{\delta} \int_{\tilde{\phi}_{1,\delta}(\theta,t)}^{\tilde{\phi}_{1,\delta}(\theta,t)} \frac{g_0}{2\delta^4} (1 + O(\delta)) \chi_1^3(\theta) \chi_1^3(\phi) d\phi d\theta dt
\]

\[
- \int_{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)}^{C_2\delta} \int_{-\delta}^{\delta} \int_{\tilde{\phi}_{2,\delta}(\theta,t)}^{\tilde{\phi}_{2,\delta}(\theta,t)} \frac{g_0}{2\delta^4} (1 + O(\delta)) \chi_1^3(\theta) \chi_1^3(\phi) d\phi d\theta dt
\]

\[
+ \int_{\frac{\varepsilon^2}{2\eta_0}(1-C_3\delta)}^{C_2\delta} \int_{-\delta}^{\delta} \int_{\tilde{\phi}_{3,\delta}(\theta,t)}^{\tilde{\phi}_{3,\delta}(\theta,t)} O(t\delta^{-2}) d\phi d\theta dt.
\]

Since \( \tilde{\phi}_{1,\delta}(\theta,t) \geq O(\delta^2) \), \( \chi_1^3(\phi) \) is monotone non-increasing as \( \phi \) varies in the interval \([\tilde{\phi}_{1,\delta}(\theta,t), \tilde{\phi}_{3,\delta}(\theta,t)]\). It follows by Lemma 3.5.5 that, for all \( (\delta^2/\alpha_0)(1-C_3\delta) \leq t \leq C_2\delta \) and for all \( \theta \in [-\delta, \delta] \),

\[
\int_{\tilde{\phi}_{1,\delta}(\theta,t)}^{\tilde{\phi}_{2,\delta}(\theta,t)} \frac{g_0}{2\delta^4} (1 + O(\delta)) \chi_1^3(\phi) d\phi - \int_{\tilde{\phi}_{2,\delta}(\theta,t)}^{\tilde{\phi}_{3,\delta}(\theta,t)} \frac{g_0}{2\delta^4} (1 + O(\delta)) \chi_1^3(\phi) d\phi \geq \frac{O(1)}{t}.
\]

Likewise, for all such \( t \) and \( \theta \),

\[
\int_{\tilde{\phi}_{1,\delta}(\theta,t)}^{\tilde{\phi}_{3,\delta}(\theta,t)} O(t\delta^{-2}) d\phi \geq O(\delta).
\]
Combining these relations yields
\[ \int_{\frac{a^2}{4\eta}(1-C_3\delta)}^{C_2\delta} \int_T g_0 d\tilde{v}_\delta(N_t) dA_t dt \geq \int_{\frac{a^2}{4\eta}(1-C_3\delta)}^{C_2\delta} \int_{-\delta}^\delta \frac{O(1)}{t} d\theta dt = O(\delta \log(\delta)). \]
The result follows upon letting \( \delta \) tend to zero. This completes the proof. \( \square \)

We now prove Lemma 3.5.1.

**Proof of Lemma 3.5.1:** By Lemmas 3.5.6 and 3.5.7,
\[ \liminf_{\delta \to 0} \int_0^{C_1\delta} \int_T g_0 d\tilde{v}_\delta(N_t) dA_t dt \geq \frac{9g_0}{16a_0}. \]
Upon reversing the signs of \( t \) and \( \phi \), these lemmas also yield
\[ \liminf_{\delta \to 0} \int_0^{C_1\delta} \int_T g_0 d\tilde{v}_\delta(N_t) dA_t dt \geq \frac{9g_0}{16a_0}. \]
Finally, by Lemma 3.5.3,
\[ \int_{[-\eta,\eta]\setminus[-C_1\delta,C_1\delta]} \int_T g_0 d\tilde{v}_\delta(N_t) dA_t dt = 0. \]
The result now follows upon combining these relations. \( \square \)

**4 - Perturbation theory.**

**4.1 - White’s Construction.** We now reformulate the construction described by White in Section 3 of [17] in terms of our current framework. For all \( (k,\alpha) \) with \( k \geq 1 \), let \( \mathcal{G}^{1,\alpha}(S^3) \) be the Banach manifold of \( C^{k,\alpha} \) riemannian metrics over \( S^3 \). Define
\[ H : O(4) \times C^2,\alpha(T_1 - \pi/4, \pi/4) \times \mathcal{G}^{1,\alpha}(S^3) \to C^{0,\alpha}(T_1) \]
such that, for all \( M \in O(4) \), for all \( f \in C^2,\alpha(T_1 - \pi/4, \pi/4) \), for all \( g \in \mathcal{G}^{1,\alpha}(S^3) \) and for all \( (\theta,\phi) \in T_1 \), \( H[M,f,g](\theta,\phi) \) is the mean curvature of the embedding \( M[e^f] \) with respect to the metric \( g \) at the point \( (\theta,\phi) \). Observe that \( H \) is a smooth function between Banach manifolds.

Let \( g_1 \) be the standard metric of \( S^3 \). For all \( M \in O(4) \), the partial derivative of \( H \) with respect to the second component at the point \( (M,0,g_1) \) is given by
\[ D_2H[M,0,g_1]/f = -2(\Delta + 2)f. \] (4.1)
Recall that the kernel \( K \) of \( (\Delta + 2) \) in \( L^2(T) \) consists of all functions of the form \( \psi_A \) for some \( A \in \text{End}(\mathbb{R}^2) \). The fact that this kernel is non-trivial means that Clifford tori do not, in general, perturb to minimal surfaces for metrics close to \( g_1 \). White’s construction compensates for this degeneracy by instead perturbing Clifford tori to surfaces whose mean curvature is as small as possible in a certain algebraic sense which we will make clear presently. We proceed as follows. Let \( K^\perp \) be the orthogonal complement of \( K \) in \( L^2(T) \). Let \( \pi : L^2(T) \to K \) and \( \pi^\perp : L^2(T) \to K^\perp \) be the orthogonal projections. For all \( (k,\alpha) \), let \( K^{\perp,k,\alpha} \) be the intersection of \( K^\perp \) with \( C^{k,\alpha}(T) \). By classical PDE theory (see [16]), the operator
\[ \pi^\perp \circ (\Delta + 2) \]
defines a continuous linear isomorphism from \( K^{1,2,\alpha} \) into \( K^{1,0,\alpha} \). By the inverse function theorem, there therefore exists a neighbourhood \( \Omega^{k,\alpha} \) of \( g_1 \) in \( \mathcal{G}^{k,\alpha}(S^3) \) having the property that there exists a unique smooth function \( f : O(4) \times \Omega^{k,\alpha} \to K^{1,2,\alpha} \) such that, for all \( M \in O(4) \),
\[ f[M,g_1] = 0 \] (4.2)
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and, for all \( g \in \Omega^{k,\alpha} \),

\[
(\pi^\perp \circ H)[M, f[M, g], g] = 0. \tag{4.3}
\]

In other words, the function \( f \) has been defined in such a manner that, for all \( (M, g) \in O(4) \times \Omega^{k,\alpha} \), the mean curvature of the embedding \( Me[f[M, g]] \) with respect to \( g \) vanishes modulo the finite-dimensional subspace \( K \). We henceforth refer to \( f \) as White’s functional.

Define \( h : O(4) \times \Omega^{k,\alpha} \to K \) by

\[
h[M, g] := (\pi \circ H)[M, f[M, g], g], \tag{4.4}
\]

so that, for all \( (M, g) \in O(4) \times \Omega^{k,\alpha} \) and for all \( (\theta, \phi) \in \mathbb{T} \), \( h[M, g](\theta, \phi) \) is the mean curvature of the embedding \( Me[f[M, g]] \) with respect to the metric \( g \) at the point \((\theta, \phi)\). Define \( a : O(4) \times \Omega^{k,\alpha} \to \mathbb{R} \) such that, for all \( M \in O(4) \) and for all \( g \in \Omega \), \( a[M, g] \) is the area of \( Me[f[M, g]] \) with respect to the metric \( g \). In what follows, we will only be concerned with smooth, finite-dimensional families of smooth metrics about \( g_1 \). We therefore suppress the superscript \((k, \alpha)\) and write \( G(\mathbb{S}^3) \) instead of \( G^{k,\alpha}(\mathbb{S}^3) \) and \( \Omega \) instead of \( \Omega^{k,\alpha} \).

By uniqueness, the functions \( f, h \) and \( a \) are invariant under certain transformations. First, since \( O(4) \) is compact, we may suppose that \( \Omega \) is invariant under the pull-back action of this group on \( G(\mathbb{S}^3) \). Now, for all \( M, N \in O(4) \), for all \( f \in C^{2,\alpha}(\mathbb{T}, [-\pi/4, \pi/4]) \) and for all \( g \in \Omega \),

\[
h[M, f, N^* g] = h[NM, f, g],
\]

so that, by uniqueness, for all \( M, N \in O(4) \) and for all \( g \in \Omega \),

\[
\begin{align*}
f[M, N^* g] &= f[NM, g], \\
h[M, N^* g] &= h[NM, g] \text{ and} \\
a[M, N^* g] &= a[NM, g].
\end{align*} \tag{4.5}
\]

Likewise, for all \( M \in O(4) \), for all \( N \in O(2)^2 \), for all \( f \in C^{2,\alpha}(\mathbb{T}, [-\pi/4, \pi/4]) \) and for all \( g \in \Omega \),

\[
h[MN, f \circ N, g] = h[M, f, g] \circ N,
\]

so that, by uniqueness again, for all \( M \in O(4) \), for all \( N \in O(2)^2 \) and for all \( g \in \Omega \),

\[
\begin{align*}
f[MN, g] &= f[M, g] \circ N, \\
h[MN, g] &= h[M, g] \circ N \text{ and} \\
a[MN, g] &= a[M, g].\tag{4.6}
\end{align*}
\]

4.2 - The derivatives of \( a \). We now determine the derivatives of the function \( a \) defined in the preceding section. For each \( i \), let \( D_i a \) be its partial derivative with respect to the \( i \)’th component.

**Lemma 4.2.1**

If \( h = 2ug_1 \) for some \( u \in C^\infty(\mathbb{S}^3) \) then, for all \( M \in O(4) \),

\[
D_2 a[M, g_1]h = (I[u] \circ C)(M), \tag{4.7}
\]

where \( I \) and \( C \) are the functions defined in (1.3) and (2.5) respectively.

**Proof:** By the left invariance of (4.5), we may suppose that \( M = \text{Id} \). Let \((g_{1+s})_{s \in [-\epsilon, +\epsilon]} \) be a smooth family of metrics about \( g_1 \) such that

\[
\frac{\partial g_{1+s}}{\partial s} \bigg|_{s=0} = h = 2ug_1.
\]

For sufficiently small \( s \), denote \( e_s(\theta, \phi) := (\theta, \phi, f[\text{Id}, g_s](\theta, \phi)) \). For sufficiently small \( s \) and \( t \), let \( a_{s,t} \) be the area of the embedding \( e_s \) with respect to the metric \( \Phi^* g_{1+t} \). Since \( T_0 \) is minimal, the area form of \( e_s \) with respect to \( \Phi^* g_1 \) satisfies

\[
dA_{s,0} := \frac{1}{2}d\theta d\phi + O(s^2),
\]
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so that

\[ \frac{\partial a_{s,t}}{\partial s} \bigg|_{s,t=0} = \frac{1}{2} \frac{\partial}{\partial s} \int_T d\theta d\phi \bigg|_{s=0} = 0. \]

On the other hand, the area form of \( e_0 \) with respect to \( \Phi^* g_{1+t} \) is

\[ dA_{0,t} := \frac{1}{2} (1 + 2ut) d\theta d\phi + O(t^2), \]

so that

\[ \frac{\partial a_{s,t}}{\partial s} \bigg|_{s,t=0} = \frac{1}{2} \frac{\partial}{\partial s} \int_T (1 + 2ut) d\theta d\phi \bigg|_{t=0} = I[u]. \]

Applying the chain rule now yields

\[ D_2 a[Id, g_1] h = \frac{\partial a_{s,t}}{\partial s} \bigg|_{s,t=0} + \frac{\partial a_{s,t}}{\partial t} \bigg|_{s,t=0} = I[u](T_0), \]

as desired. \( \square \)

**Lemma 4.2.2**

For all \( M \in O(4) \), for all \( g \in \Omega \) and for all \( A \in \text{End}(\mathbb{R}^2) \),

\[ D_1 a[M, g](\tau^L \xi_A)(M) = \frac{1}{2} \int_T \psi_A h[M, g] d\theta d\phi + O(||A|| g - g_1^2||_{C^{1,\alpha}}), \tag{4.8} \]

where \( \tau^L \xi_A \) here denotes the left-translation of \( \xi_A \) over \( O(4) \).

**Remark:** By the right-invariance of (4.6), \( D_1 a[M, g] \) vanishes over \( (\tau^L h)(M) \) so that (4.8) completely describes \( D_1 a[M, g] \).

**Proof:** By the left invariance of (4.5), we may suppose that \( M = Id \). Observe now that, since \( h[Id, g_1] = 0 \),

\[ h[Id, g] = O(||g - g_1||_{C^{1,\alpha}}). \tag{4.9} \]

Now choose \( A \in \text{End}(\mathbb{R}^2) \). For all sufficiently small \( s \) and \( t \), let \( a_{s,t} \) be the area of the embedding \( \text{Exp}(s\xi_A)e[f[\text{Exp}(t\xi_A), g]] \) with respect to the metric \( g \). Let \( X_A \) and \( F_A \) be as in Section 2.3. For all sufficiently small \( s \) and \( t \), denote

\[ e_{s,t}(\theta, \phi) := F_{A,s}(\theta, \phi, f[\text{Exp}(t\xi_A), g]). \]

Then

\[ (\Phi \circ e_{s,t})(\theta, \phi) = (\Phi \circ F_{A,s})(\theta, \phi, f[\text{Exp}(t\xi_A), g]) = \text{Exp}(s\xi_A)e[f[\text{Exp}(t\xi_A), g]](\theta, \phi), \]

so that \( a_{s,t} \) is equal to the area of \( e_{s,t} \) with respect to the metric \( \Phi^* g \). By definition of \( X_A \) and \( F_A \),

\[ \frac{\partial e_{s,t}}{\partial s}(\theta, \phi) \bigg|_{s,t=0} = X_A(\theta, \phi, f[Id, g]). \]

Thus, since the unit normal vector field over \( e_{0,0} \) with respect to \( \Phi^* g \) is

\[ N := (0, 0, 1) + O(||g - g_1||_{C^{1,\alpha}}), \]

and since

\[ f[Id, g] = O(||g - g_1||_{C^{1,\alpha}}), \]

25
On eternal mean curvature flows...

it follows by (2.18) that

\[
(\Phi^*g) \left( \frac{\partial e_{s,t}}{\partial s}(\theta, \phi) \Bigg|_{s,t=0}, N(\theta, \phi) \right) = \psi_A(\theta, \phi) + O(\|A\|\|g - g_1\|_{C^{1,\alpha}}).
\]

Since the area form of \(e_{0,0}\) with respect to \(\Phi^*g\) is

\[
dA = \frac{1}{2} d\theta d\phi + O(\|g - g_1\|_{C^{1,\alpha}}),
\]

it follows by (4.9) and the first variation formula for area (c.f. Equation 1.45 of [4]) that

\[
\frac{\partial a_{s,t}}{\partial s} \bigg|_{s,t=0} = \frac{1}{2} \int_T h[\text{Id}, g] \psi_A(\theta, \phi) + O(\|A\|\|g - g_1\|_{C^{1,\alpha}}^2) d\theta d\phi.
\]

On the other hand, for all \(t\),

\[
f[\text{Exp}(t\xi_A), g_1] = 0,
\]

so that

\[
\frac{\partial}{\partial t} f[\text{Exp}(t\xi_A), g] = O(\|A\|\|g - g_1\|_{C^{1,\alpha}}).
\]

It follows by (4.9) and the first variation formula for area again that

\[
\frac{\partial a_{s,t}}{\partial t} \bigg|_{s,t=0} = O(\|A\|\|g - g_1\|_{C^{1,\alpha}}^2).
\]

Applying the chain rule now yields

\[
D_1 a[T_0, g]\xi_A = \frac{1}{2} \int_T h[\text{Id}, g] \psi_A(\theta, \phi) d\theta d\phi + O(\|A\|\|g - g_1\|_{C^{1,\alpha}}^2),
\]

as desired. \(\square\)

**Lemma 4.2.3**

Let \(\text{Hess}_1(a)\) be the Hessian of a with respect to the first component. For all \(M \in O(4)\), for all \(g \in \Omega\) and for all \(A, B \in \text{End}(\mathbb{R}^2)\),

\[
\text{Hess}_1(a)[M, g][(\tau^L \xi_A)(M), (\tau^L \xi_B)(M)]
\]

\[
= \frac{1}{2} \int_T \psi_A D_1 h[M, g](\tau^L \xi_B)(M) d\theta d\phi + O(\|A\|\|B\|\|g - g_1\|_{C^{1,\alpha}}^2),
\]

where \(\tau^L \xi_A\) and \(\tau^L \xi_B\) here denote respectively the left-translations of \(\xi_A\) and \(\xi_B\) over \(O(4)\).

**Proof:** By the left invariance of (4.5), we may suppose that \(M = \text{Id}\). Choose \(A, B \in \text{End}(\mathbb{R}^2)\). Recall that

\[
\text{Exp}(s\xi_A + t\xi_B) = \text{Exp}(t\xi_B)\text{Exp}(s\xi_A)\text{Exp}((1/2)st[\xi_A, \xi_B]) + O(s^2 + t^2),
\]

so that, since \([\xi_A, \xi_B] \in \mathfrak{h}\),

\[
\text{Exp}(s\xi_A + t\xi_B)T_0 = \text{Exp}(t\xi_B)\text{Exp}(s\xi_A)T_0 + O(s^2 + t^2).
\]

Thus, bearing in mind Lemma 4.2.2,

\[
\text{Hess}_1(a)[\text{Id}, g](\xi_A, \xi_B) = \frac{\partial^2}{\partial s^2} a[\text{Exp}(s\xi_A + t\xi_B), g] \bigg|_{s,t=0}
\]

\[
= \frac{\partial^2}{\partial s^2} a[\text{Exp}(t\xi_B)\text{Exp}(s\xi_A), g] \bigg|_{s,t=0}
\]

\[
= \frac{\partial^2}{\partial s^2} a[\text{Exp}(s\xi_A), \text{Exp}(t\xi_B)^* g] \bigg|_{s,t=0}
\]

\[
= \frac{\partial}{\partial t} \frac{1}{2} \int_T \psi_A h[\text{Id}, \text{Exp}(t\xi_B)^* g] d\theta d\phi \bigg|_{t=0} + O(\|A\|\|B\|\|g - g_1\|_{C^{1,\alpha}}^2)
\]

\[
= \frac{1}{2} \int_T \psi_A D_1 h[\text{Id}, g]\xi_B d\theta d\phi + O(\|A\|\|B\|\|g - g_1\|_{C^{1,\alpha}}^2),
\]

as desired. \(\square\)
4.3 - The mean curvature flow operator. We now prove the main result of this paper. It remains only to express the existence of eternal mean curvature flows in terms of the vanishing of some functional, and to prove that zeroes of this functional can be constructed perturbatively. We will use the formalism of anisotropic Hölder spaces, which for the reader’s convenience we review in Appendix A.

Fix $u \in C^\infty(S^3)$, let $g_1$ be the standard metric of $S^3$ and, for sufficiently small $\epsilon$, define the smooth family of metrics $(g_{1+s})_{s \in [-\epsilon, +\epsilon]}$ by

$$g_{1+s} := e^{2su} g_1.$$  

(4.11)

Let $\gamma : \mathbb{R} \to CL$ be a complete gradient flow of $I[u]$. Upon applying an element of $O(4)$, we may suppose that $\gamma(0) = T_0$. Let $M : \mathbb{R} \to O(4)$ be the unique lift of $\gamma$ such that $M(0) = \text{Id}$ and such that, for all $t$,

$$M(t)^{-1} \dot{M}(t) \in \mathfrak{k}.$$  

(4.12)

For $\eta \in C^{1,\alpha}(\mathbb{R}, \mathfrak{k})$, for $f \in C^{1,\alpha}_\text{an}(T \times \mathbb{R}, \mathbb{R})$ and for $s \in [-\epsilon, \epsilon]$, define the flow $e[\eta, f, s]$ such that, for all $(\theta, \phi, t) \in T \times \mathbb{R}$,

$$e[\eta, f, s](\theta, \phi, t) := \exp(\eta(st))M(st)\Phi(\theta, \phi, f[\exp(\eta(st))]M(st), g_{1+s})(\theta, \phi) + sf(\theta, \phi, t),$$

(4.13)

where $f$ is White’s functional, as defined in Section 4.1. For all such $\eta$, $f$ and $s$, define $N[\eta, f, s]$ and $H[\eta, f, s]$ such that, for all $(\theta, \phi, t) \in T \times \mathbb{R}$, $N[\eta, f, s](\theta, \phi, t)$ and $H[\eta, f, s](\theta, \phi, t)$ are respectively the unit normal vector and mean curvature of the embedding $e[\eta, f, s](\cdot, \cdot, t)$ with respect to the metric $g_{1+s}$ at the point $(\theta, \phi)$. The mean curvature flow operator is now defined by

$$\text{MCF}[\eta, f, s] := g_{1+s} \left( \frac{\partial}{\partial t} e[\eta, f, s], N[\eta, f, s] \right) + H[\eta, f, s].$$

This operator defines a smooth function from the Banach manifold $C^{1,\alpha}(\mathbb{R}, \mathfrak{k}) \times C^{1,\alpha}_\text{an}(T \times \mathbb{R}, \mathbb{R}) \times [-\pi/4, \pi/4] \times [-\epsilon, \epsilon]$ into the Banach space $C^{0,\alpha}_\text{an}(T \times \mathbb{R})$ which vanishes if and only if $e[\eta, f, s]$ is an eternal mean curvature flow with respect to the metric $g_{1+s}$.

We now determine an explicit formula for MCF. First, define $\Psi : \mathfrak{k} \to K$ such that, for all $A \in \text{End}(\mathbb{R}^2)$,

$$\Psi(\xi_A) = \psi_A.$$

Lemma 4.3.1

For all $(\eta, f, s)$ and for all $(\theta, \phi, t)$,

$$g_{1+s} \left( \frac{\partial}{\partial t} e[\eta, f, s], N[\eta, f, s](\theta, \phi, t) \right)$$

$$= s\Psi(\dot{\eta}(t) + M^{-1}(t)\dot{M}(t))(\theta, \phi) + s\frac{\partial f}{\partial t}(\theta, \phi, t) + O(s^2 + s\|\eta\|_C^2).$$  

(4.14)

Proof: By time invariance of the mean curvature flow operator, we may suppose that $t = 0$. Let $A, B \in \text{End}(\mathbb{R}^2)$ be such that

$$\dot{\eta}(0) = \xi_A$$

and

$$\dot{M}(0) = \xi_B.$$

Let $X_A$, $X_B$, $F_A$ and $F_B$ be as in Section 2.3. Define $\tilde{e}$ by

$$\tilde{e}(\theta, \phi, t) = (F_{A,st} \circ F_{B,st})(\theta, \phi, f[\exp(\eta(st))]M(st), g_{1+s})(\theta, \phi) + sf(\theta, \phi, t)).$$

Then

$$\Phi \circ \tilde{e}(\theta, \phi, t) = \exp(st\xi_A)\exp(st\xi_B)\Phi(\theta, \phi, f[\exp(\eta(st))]M(st), g_{1+s})(\theta, \phi) + sf(\theta, \phi, t))$$

$$= \exp(\eta(0))^{-1} e[\eta, f, s](\theta, \phi, t) + O(s^2 t^2 + st\|\eta\|^2_C).$$
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However,

\[
\frac{\partial \tilde{e}}{\partial t}(\theta, \phi, t) \bigg|_{t=0} = sX_A(\theta, \phi, f[\exp(\eta(0)), g_{1+s}][\theta, \phi] + sf(\theta, \phi, 0)) \\
+ sX_B(\theta, \phi, f[\exp(\eta(0)), g_{1+s}][\theta, \phi] + sf(\theta, \phi, 0)) \\
+ \left(0, 0, s\frac{\partial f}{\partial t}[\exp(\eta(t))M(t), g_{1+s}][\theta, \phi] \bigg|_{t=0}\right) \\
+ \left(0, 0, s\frac{\partial f}{\partial t}(\theta, \phi, 0)\right) + O(s||\eta||_{C^{1,\alpha}}^2).
\]

Since

\[f[\exp(\eta(t))M(t), g_{1+s}] = O(s).\]

It follows by (2.18) that

\[
\frac{\partial \tilde{e}}{\partial t}(\theta, \phi, t) \bigg|_{t=0} = \left(0, 0, s\psi_A(\theta, \phi) + s\psi_B(\theta, \phi) + s\frac{\partial f}{\partial t}(\theta, \phi, 0)\right) + O(s^2 + s||\eta||_{C^{1,\alpha}}^2).
\]

Since the unit normal vector field over \(\tilde{e}(\cdot, \cdot, 0)\) with respect to \(g_{1+s}\) satisfies

\[\tilde{N}(\theta, \phi) = (0, 0, 1) + O(s),\]

it follows that

\[
g_{1+s}\left(\frac{\partial}{\partial t}[\eta, f, s](\theta, \phi, t), \tilde{N}[\eta, f, s](\theta, \phi, t)\right) \\
= (\exp(\eta(0)) \circ \Phi)^*g_{1+s}\left(\frac{\partial \tilde{e}}{\partial t}(\theta, \phi, t) \bigg|_{t=0}, \tilde{N}(\theta, \phi)\right) \\
= s\psi_A(\theta, \phi) + s\psi_B(\theta, \phi) + s\frac{\partial f}{\partial t}(\theta, \phi, 0) + O(s^2 + s||\eta||_{C^{1,\alpha}}^2) \\
= s\Psi(\eta(0) + M^{-1}(0)M(0))(\theta, \phi) + s\frac{\partial f}{\partial t}(\theta, \phi) + O(s^2 + s||\eta||_{C^{1,\alpha}}^2),
\]

as desired. □

Before determining the formula for \(H[\eta, f, s]\), we first clarify some notation. Let \(I\) and \(C\) be the functions given by (1.3) and (2.5) respectively, and let \(\Psi\) be as above. For all \(M \in O(4), \nabla(I[u] \circ C)(M)\) is a tangent vector to \(O(4)\) at the point \(M\). We denote by \(M^{-1}\nabla(I[u] \circ C)(M)\) the left translation of this vector to \(o(4)\).

By the invariance of (4.5), this left-translated vector is an element of \(\xi\), and thus lies in the domain of \(\Psi\). Likewise, for all \(M \in O(4)\) and for all \(\xi \in \xi\), the vector \(M^{-1}\text{Hess}(I[u] \circ C)(M)\tau^\xi\xi(M)\) also lies in the domain of \(\Psi\). We obtain

**Lemma 4.3.2**

For all \(\eta\), for all \(f\) and for all \(s\),

\[
H[\eta, f, s](\theta, \phi, t) = s\Psi M(t)^{-1}\nabla(I[u] \circ C)(M(t)) \\
+ s\Psi M(t)^{-1}\text{Hess}(I[u] \circ C)(M(t))\tau^\xi\xi(t)(M(t)) \\
- 2s(\Delta + 2)f(\theta, \phi, t) + O(s^2 + s||\eta||_{C^{1,\alpha}}^2),
\]

where \(C\) is the function defined in (2.5).

**Proof:** By the invariance of (4.5), we may suppose that \(\gamma(0) = T_0\) and \(M(0) = \text{Id}\). Likewise, by the time-invariance of the mean curvature flow operator, we may suppose that \(t = 0\). Denote

\[e_0[\eta, f, s](\theta, \phi) := \exp(\eta(0))\Phi(\theta, \phi, f[\exp(\eta(0)), g_{1+s}]).\]
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By construction, the mean curvature of \( e_0 \) with respect to the metric \( g_{1+s} \) is equal to \( h[\operatorname{Exp}(\eta(0)), g_{1+s}] \).

The Jacobi operator of \( e_0[\eta, f, 0] \) with respect to the metric \( g_1 \) is

\[
J_0 := -2(\Delta + 2),
\]

so that the Jacobi operator of \( e_0[\eta, f, 0] \) with respect to the metric \( g_{1,s} \) is

\[
J_s := -2(\Delta + 2) + O(s).
\]

The mean curvature of \( e_0[\eta, f,s] \) is thus

\[
H[e_0[\eta, f,s]](\theta, \phi, 0) = h[\operatorname{Exp}(\eta(0)), g_{1+s}](\theta, \phi) - 2s(\Delta + 2)f(\theta, \phi, 0) + O(s^2).
\]

The result now follows by Lemmas 4.2.1, 4.2.2 and 4.2.3. □

Combining these relations yields

**Lemma 4.3.3**

For all \( \eta \), for all \( f \) and for all \( s \)

\[
\text{MCF}[\eta, f, s] = s\Psi \left( \frac{\partial \eta}{\partial t}(st) + M(st)^{-1}\text{Hess}(I[u] \circ C)(M(st))\tau^L \eta(st)(M(st)) \right) + s\left( \frac{\partial f}{\partial t} - 2(\Delta + 2)f \right) + O(s^2 + s\|\eta\|^2_{L^2}).
\]

**Proof:** It suffices to prove this relation at \( t = 0 \). However, by hypothesis,

\[
\Psi(M(0)) = \gamma(0) = -\nabla[I[u] \circ C](T_0) = -\Psi(\nabla(I[u] \circ C)(Id)).
\]

The result now follows by Lemmas 4.3.1 and 4.3.2. □

Finally, let \( C^{1,\alpha}_{an,K}(T \times \mathbb{R}) \) and \( C^{1,\alpha}_{an,K}(, \mathbb{R}) \) be the subspaces of \( C^{1,\alpha}_{an}(T \times \mathbb{R}) \) consisting of those functions \( f : T \times \mathbb{R} \to \mathbb{R} \) such that, for all \( t \), \( f(, , t) \in K \) and \( f(, , t) \in K^\perp \) respectively.

**Theorem 4.3.4**

If \( I[u] \) is of Morse-Smale type, then, upon reducing \( \epsilon \) if necessary, there exist smooth functions \( \eta : [-\epsilon, \epsilon] \to C^{1,\alpha}(\mathbb{R}, t) \) and \( f : [-\epsilon, \epsilon] \to C^{1,\alpha}_{an,K}(\mathbb{R}, \mathbb{R}) \) such that, for all \( s \),

\[
\text{MCF}[\eta(s), f(s), s] = 0.
\]

In particular, for all \( s \in [-\epsilon, \epsilon] \), \( e(\eta(s), f(s), s) \) is a complete mean curvature flow of tori with respect to the metric \( g_{1+s} \).

**Proof:** For all \( s \), define the linear isomorphism \( A_s : C^{0,\alpha}(\mathbb{R}, t) \to C^{0,\alpha}_{an,K}(T \times \mathbb{R}) \) by

\[
(A_s \eta)(t) := \Psi(\eta(st)).
\]

Observe that

\[
\|A_s\| = O(\max(1, s^\alpha)) \quad \text{and} \quad \|A^{-1}_s\| = O(\max(1, s^{-\alpha})�)
\]

Define \( B : C^{1,\alpha}(\mathbb{R}, t) \to C^{0,\alpha}(\mathbb{R}, t) \) by

\[
(B \eta)(t) = \frac{\partial \eta}{\partial t}(t) + M(t)^{-1}\text{Hess}(I[u] \circ C)(M(t))\tau^L \eta(t)(M(t)).
\]
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Since $I[u]$ is of Morse-Smale type, $B$ is Fredholm and surjective, and thus has a left inverse $\tilde{B}$. Finally, by the classical theory of parabolic operators (see [16]), the operator

$$ C := \frac{\partial}{\partial t} - (\Delta + 2) $$

defines a linear isomorphism from $C^{1,\alpha}_{an,K}(T \times \mathbb{R})$ into $C^{0,\alpha}_{an,K}(T \times \mathbb{R})$. It follows from the above that the operator

$$ D_s(\eta, f) := A_sB\eta + Cf, $$

defines a surjective, Fredholm map from $C^{1,\alpha}(\mathbb{R}, \mathfrak{m}) \oplus C^{1,\alpha}_{an,K}(T \times \mathbb{R})$ into $C^{0,\alpha}_{an}(T \times \mathbb{R})$ whose left inverse $\tilde{D}_s$ satisfies

$$ \|\tilde{D}_s\| = O(\text{Max}(1, s^{-\alpha})). $$

However, by Lemma 4.3.3,

$$ \frac{1}{s} \text{MCF}[\eta, f, s] = D_s(\eta, f) + O(s + \|\eta\|_{C^{1,\alpha}}^2), $$

and the result now follows by the inverse function theorem. □

A - Function spaces.

A.1 - Hölder spaces. We recall the definitions of Hölder space theory that are used in this paper. Let $E$ be a finite-dimensional, normed vector space. Let $M$ be a compact manifold which, for convenience, we assume to be locally isometric to $\mathbb{R}^m$. For all $k \in \mathbb{N}$, let $C^k(M, E)$ be the space of $k$-times continuously differentiable $E$-valued functions over $M$. For $\alpha \in [0, 1]$, we define the $\alpha$-Hölder seminorm over $C^0(M, E)$ by

$$ [f]_{\alpha, M} := \sup_{x \neq y \in M} \frac{|f(x) - f(y)|}{d(x, y)^\alpha}. $$

(A.1)

For all $(k, \alpha)$, we define the $(k, \alpha)$-Hölder norm over $C^k(M, E)$ by

$$ \|f\|_{C^{k,\alpha}} := \sum_{i=0}^{k} \|D^i f\|_{C^{0}} + [D^k f]_{\alpha}. $$

(A.2)

We denote by $C^{k,\alpha}(M, E)$ the space of all functions $f \in C^k(M, E)$ such that

$$ \|f\|_{C^{k,\alpha}} < \infty. $$

We call $C^{k,\alpha}(M, E)$ the Hölder space of order $(k, \alpha)$ over $M$.

A.2 - Anisotropic Hölder spaces. We consider now function spaces defined over the cartesian product $M \times \mathbb{R}$ where the $M$ and $\mathbb{R}$ components are respectively identified with space and time. Such function spaces are used to study parabolic operators. For $\alpha \in [0, 1]$, we define the spatial and temporal Hölder seminorms over $C^0(M \times \mathbb{R}, E)$ by

$$ [f]_{x,\alpha, M} := \sup_{x \neq y \in M, t \in \mathbb{R}} \frac{|f(x, t) - f(y, t)|}{d(x, y)^\alpha} \quad \text{and} $$

$$ [f]_{t,\alpha, M} := \sup_{x \in M, s \neq t \in \mathbb{R}} \frac{|f(x, s) - f(x, t)|}{|s - t|^\alpha}. $$

(A.3)

For all $k$, we define the anisotropic space $C^{k}_{an}(M \times \mathbb{R}, E)$ to be the space of all functions $f : M \times \mathbb{R} \to E$ such that $D_x^i D_t^j f$ exists and is continuous whenever $i + 2j \leq 2k$, where here $D_x$ and $D_t$ denote respectively the partial derivatives in the spatial and temporal directions. For all $(k, \alpha)$ with $\alpha \in [0, 1/2]$, we define the anisotropic $(k, \alpha)$-Hölder norm over $C^{k}_{an}(M \times \mathbb{R}, E)$ by

$$ C^{k,\alpha}_{an}(M \times \mathbb{R}, E) := \sum_{i + 2j \leq 2k} \|D_x^i D_t^j f\| + \sum_{i + 2j = 2k} [D_x^i D_t^j f]_{t,\alpha} + \sum_{i + 2j = 2k} [D_x^i D_t^j f]_{x,\alpha}. $$

(A.4)

We denote by $C^{k,\alpha}_{an}(M \times \mathbb{R}, E)$ the space of all functions $f \in C^{k}_{an}(M \times \mathbb{R}, E)$ such that

$$ \|f\|_{C^{k,\alpha}_{an}} < \infty. $$

We call $C^{k,\alpha}_{an}(M \times \mathbb{R}, E)$ the anisotropic Hölder space of order $(k, \alpha)$ over $M \times \mathbb{R}$. 30
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