Properties of generalized synchronization in smooth and non-smooth identical oscillators
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Abstract. This paper deals with the phenomenon of the GS only in the context of unidirectional connection between identical exciter and receivers. A special attention is focused on the properties of the GS in coupled non-smooth Chua circuits. The robustness of the synchronous state is analyzed in the presence of slight parameter mismatch. The analysis tools are transversal and response Lyapunov exponents and fractal dimension of the attractor. These studies show differences in the stability of synchronous states between smooth (Lorenz system) and non-smooth (Chua circuit) oscillators.

1 Introduction

In analysis and theory of dynamical systems, the research of interactions between them plays an important role. Such interactions often lead to an appearance of some synchronization effects. First time this phenomenon has been observed by C. Huygens in the second half of 17th century [1] and it was [2–4] and still is actively studied by many researchers to this day.

Especially interesting are oscillators exhibiting chaotic or stochastic dynamics. In recent years, the chaotic synchronization has become an object of great interest in many areas of science [5–11]. Consequently, a number of new types of synchronization have been also identified, e.g., generalized synchronization [12,13], phase [14–16] and imperfect phase synchronization [17,18], anticipated synchronization [19,20] and ragged synchronizability [21].

One of the most interesting proposals appearing in the context of chaos synchronization, is a concept called the generalized synchronization (GS). This term has been introduced by Rulkov et al. [12] as a generalization of the synchronization idea for unidirectionally coupled systems:

\[ \dot{x} = f(x), \]  
\[ \dot{y} = g(x, y), \]
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where $x \in \mathbb{R}^m$, $y \in \mathbb{R}^k$. Such unidirectional link of dynamical systems is also called the master–slave coupling. We can say that the GS of these systems occurs if there exists a static functional relation $\psi$ between their states, i.e.,

$$ y(t) = \psi[x(t)]. $$

(2)

In general, the GS phenomenon has been considered both in the context of identical (when separated) systems (1a) and (1b), and also in cases when the response system is slightly (the same set of ODEs with different values of system parameters) or strictly different (another set of ODEs and attractor dimension) than the driving oscillator [13,22–24]. This phenomenon can be also observed in discrete time systems [25–28]. However, in any of these cases the phenomenon of complete synchronization (CS) can be applied as a tool for recognizing the GS. In classical papers on the GS Pyragas distinguished [25,26] two types of this phenomenon, considering the properties of synchronization manifold, i.e., the weak and strong GS.

In order to identify the GS, a method called the mutual false nearest neighbors (Rulkov et al. [12]) and the related auxiliary system approach (Abarbanel et al. [22]) can be applied. According to them, the criterion for the GS existence is an appearance of the CS between the response system [Eq. (1b)] and its identical duplication, i.e.,

$$ \lim_{t \to \infty} \|y(t, x_0, y_{01}) - y(t, x_0, y_{02})\| = 0, $$

(3)

where $(x_0, y_{01})$ and $(x_0, y_{02})$ are two initial conditions of systems (1a) and (1b). An occurrence of such CS [Eq. (3)] indicates that slave systems forget their initial states and then the functional control defined by equation (2) takes place. Thus, the GS detection can be treated as the equivalent of the synchronization of a series of dynamical systems under the influence of common external drive. In such a star-type connections between oscillators, a unidirectional coupling from the central node (exciter $e$) to the remaining oscillators (receivers $x_i, i = 1, 2, ..., N$) is realized, as shown schematically in Figure 1.

In recent years the idea of the GS has been developed for mutually coupled systems [29,30] and even for networks of coupled oscillators [30–32]. Consequently, the technique of auxiliary system approach has been also adopted to these cases [33]. Moreover, same new aspects of the GS phenomenon have been observed and
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**Fig. 1.** Common drive – a star configuration with a unidirectional coupling.
described, e.g., effect of noise [34], routes to the CS [35], passive, resonant and inter-
active GS [36], an analytic criterion for the GS [37] and some new aspects of the weak
and strong GS [38].

This paper deals with the phenomenon of the GS only in the context of uni-
directional connection between identical exciter and receivers. A special attention
is focused on the properties of the GS in coupled non-smooth Chua circuits. The
robustness of the synchronous state is analyzed in the presence of slight parameter
mismatch. The analysis tools are transversal and response Lyapunov exponents and
fractal dimension of the attractor. These studies show differences in the stability of
synchronous states between smooth (logistic map, Lorenz system) and non-smooth
(Chua circuit) oscillators. On the basis of these observations new criterion for the
strong GS has been proposed.

The paper is organized as follows. Section 2 contains detailed description of tools
for the system dynamics analysis that have been used during the study. In Section 3
results of numerical investigation of the GS phenomenon are demonstrated. Finally,
Section 4 presents a discussion of the results and conclusions.

2 Detection of the generalized synchronization

Consider equations (1a)–(1b) in matrix form of unidirectionally coupled identical
systems:
\[
\begin{align*}
\dot{x} &= f(x), \\
\dot{y} &= f(y) + q[h(x) - h(y)], \\
\end{align*}
\] (4)

where \( q \) is coupling coefficient and \( h(x): \mathbb{R}^m \to \mathbb{R}^k \) is a function characterizing the
coupling between the drive (Eq. (1a)) and the response (Eq. (1b)) system – linking
function.

The strong GS of identical systems in the master-slave configuration manifests
with the CS between the drive (Eq. (1a)) and the response (Eq. (1b)) subsystems
[25]. Then the functional relation given by equation (2) assumes the form of equal-
ity \( y(t) = x(t) \). The best tools for testing the stability of such synchronous state
are so-called transversal Lyapunov exponents (TLEs). These quantities determine
the divergence of nearby trajectories in directions transverse to the synchronization
manifold. Therefore, it requires separating the transverse modes from the longitudinal
ones in the variational equation. Differentiating system (4) we get
\[
\begin{align*}
\delta \dot{x} &= Df(x)\delta x, \\
\delta \dot{y} &= Df(x)\delta x + qDh(x)(\delta x - \delta y), \\
\end{align*}
\] (5)

where \( \delta x \) and \( \delta y \) represent the perturbation of the drive and response systems, respectively, \( Df(x) \) is the Jacobi matrix of them (assuming synchronous state \( x = y \)), and
\( Dh(x) \) is the Jacobian of the linking function \( h(x) \).

The next stage is a diagonalization of equation (5). Such block diagonalization
leads to the uncoupling of variational equations (5) into blocks like in a mode analy-
sis. After such a block diagonalization of the variational equation, there appear two
separated blocks:
\[
\delta \dot{x}_k = [Df(x) + q\gamma_k Dh(x)]\delta x_k, \\
\] (6)

where \( \delta x_k \) represents different modes of a perturbation from the synchronous state
(\( \delta x_0 = \delta x, \delta x_1 = \delta y \)) and \( \gamma_k \) represents a \( k \)th eigenvalue of the connectivity matrix,
For $k = 0$ we have $\gamma_0 = 0$ and equation (6) is reduced to the variational equation of the separated driving system:

$$\delta \dot{x} = Df(x)\delta x,$$

(7)

corresponding to the longitudinal direction located within the synchronization manifold. The second eigenvalue $\gamma_1 = -1$ corresponds to the transverse eigenvector. Consequently, the generic variational equation for calculation of TLEs is now as follows:

$$\delta \dot{x} = [Df(x) - qDh(x)]\delta x.$$

(8)

Obviously, the calculation of TLEs requires a simultaneous integration of the reference system (1a).

In general, the TLEs calculated on the basis of equation (8) are a precise criterion for stability of the synchronous state (the strong GS) of identical systems coupled in master-slave relationship. Such a connection often causes the transversal (with respect to the synchronization manifold) convergence of trajectories in the phase space. Hence the condition for the strong GS of identical master-slave systems is

$$\lambda_j^T < 0.$$  

(9)

However, in the case of externally driven oscillators, the mechanism of synchronization is slightly different. Namely, the synchronization of response oscillators is possible if they “forget their initial conditions” [23]. Such a situation takes place when the Lyapunov exponents characterizing response subsystems are negative. Therefore, these exponents have been called response Lyapunov exponents or (RLEs). The RLEs are often considered as an equivalent and even analogy to the conditional Lyapunov exponents (CLEs) concept.

In order to investigate the synchronizability of the array of externally excited oscillators, the properties of the GS, mentioned in Section 1, have been employed [12, 13, 22]. We have assumed that all response oscillators are identical. On the other hand, the central driving oscillator (exciter $x$, see Fig. 1) may differ from response oscillators not only by the value of parameters but also by the form of differential equations. The dynamics of the entire system of commonly driven oscillators is expressed by the following equations:

$$\dot{x} = f(x),$$

(10a)

$$\dot{y} = G(y) + q[I \otimes h(x)],$$

(10b)

where $y = (y_1, y_2, \ldots, y_N)$, $G(y) = [g(y_1), \ldots, g(y_N)]$ and $I$ is the unit matrix.

The solution to individual $i$th response oscillator of the system (10a)–(10b) exists in the $(k + m)$-dimensional phase space $X \oplus Y$, where $X$ is a $k$-dimensional driving system phase space (Eq. (10a)) and $Y$ is the phase space ($m$-dimensional response subspace) of the individual response system (Eq. (10b)). The solution is characterized by a spectrum of a $k$-number of driving Lyapunov exponents (DLEs) and an $m$-number of the RLEs. The solution of the response system (Eq. (10b)) can be assumed in the following form:

$$y_i(t) = \phi[t, y_i(0)] + \psi[x(t)],$$

(11)
where $\phi$ and $\psi$ represent the functional parts of the solution, which are dependent on and independent of the response sub-system, respectively. In order to examine the synchronization tendency of the response oscillators, let us consider two of them, arbitrarily chosen from system (10b), i.e., $y_i$ and $y_{i+1}$. The time evolution of the trajectory separation between them (synchronization error) is described by the equation:

$$\dot{y}_i - \dot{y}_{i+1} = g(x, y_i) - g(x, y_{i+1}).$$

(12)

The linearization of equation (12) leads to the following generic variational equation:

$$\delta \dot{y} = Dg[x(t), y(t)] \delta y,$$

(13)

where $y$ represents each $i$th response subsystem and $Dg[x(t), y(t)]$ is its Jacobi matrix. On the basis of equation (13), the RLEs of systems (10a) and (10b) can be calculated. From equations (12) and (13) it results that the synchronization error tends to zero and the synchronous state is stable if all the RLEs are negative:

$$\lambda^R_j < 0,$$

(14)

where $j = 1, 2, \ldots, m$. Then, the component of solution (11) associated with the response of the system $\phi[t, y(0)]$ tends to zero and there appears a functional relation between the drive and the response systems analogous to equation (2). Thus, the GS of systems (10a) and (10b) takes place because the external drive results in the response, forgetting its initial condition. This type of the synchronous relationship is called the weak GS [25].

In general the TLE and the RLE are sufficient criteria for detection of the strong and the weak GS, respectively, in case of identical drive-response systems. However, the qualitative structural (different equation of motion) or even quantitative (different values of parameters) difference between them prevents use of TLEs as a criterion for the strong GS. Also the use of RLEs as the weak GS criterion is uncertain. Therefore, classical criteria based on the attractor dimension have been introduced [25,26]. The properties of the synchronization manifold allow us to define types of the GS as follows:

(i) the weak GS characterized by non-smooth mapping given by equation (2), which is observed when the global dimension of the strange attractor $d^G$, located in the whole phase space $X \oplus Y$, is larger than the attractor dimension of the driving system $d^D$, i.e.,

$$d^G > d^D,$$

(15)

(ii) the strong GS, defining by the equality

$$d^G = d^D,$$

(16)

i.e., the response oscillator does not influence the global attractor. Then the relation $y(t) = \psi[x(t)]$ is smooth. The dimension of attractors can be determined with use of the Lyapunov exponents spectrum according to the Kaplan & Yorke formula [39]:

$$d_L = j + \sum_{i=1}^{j} \lambda_i / |\lambda_{j+1}|,$$

(17)

where $j$ is the largest integer number for which the inequality $\sum_{i=1}^{j} \lambda_i \geq 0$ is fulfilled.
3 Numerical studies

In this section, the results of numerical investigations of the weak and strong GS are demonstrated. In order to demonstrate the GS synchronization properties, three examples of standard chaotic systems in a master-slave configuration of the coupling have been considered. They are diffusively and unidirectionally coupled maps (Eqs. (18a)–(18c)) or flows (Eqs. (19a)–(19c)), described in the general form as follows:

\[ x_{n+1} = f(x_n), \]  
\[ y_{n+1} = f(y_n) + q[f(x_n) - f(y_n)], \]  
\[ y'_{n+1} = f(y'_n) + q[f(x_n) - f(y'_n)], \]

or

\[ \dot{x} = f(x), \]
\[ \dot{y} = f(y) + q(x - y), \]
\[ \dot{y}' = f(y') + q(x - y'), \]

where \( y' \) represents an auxiliary response system for detecting the weak GS between drive and response oscillators. As has been mentioned in previous Section 2, the GS criteria for a particular case of completely identical drive-response systems are TLEs and RLEs. However, in such case the GS can be also simple detected in direct simulations of the synchronization process in systems (18a)–(18c) or (19b)–(19c). Namely, the strong GS means the CS between the master system (18a) or (19a) and response oscillators (18b)–(18c) or (19a)–(19c). On the other hand, the weak GS occurs when the CS of the response \( y \) and its auxiliary replica \( y' \) can be observed, whereas their synchronized motion remains uncorrelated with the drive \( x \).

3.1 Logistic maps

As the first example, let us consider one-dimensional logistic maps introduced into equations (18a)–(18c):

\[ x_{n+1} = ax_n(1 - x_n), \]
\[ y_{n+1} = (1 - q)[ay_n(1 - y_n)] + q[ax_n(1 - x_n)], \]
\[ y'_{n+1} = (1 - q)[ay'_n(1 - y'_n)] + q[ax_n(1 - x_n)]. \]

Analogous classical examples are well known in the literature of this topic, e.g., references [25–27], but we present it in context of comparison with remaining results
Fig. 2. Bifurcation diagrams of the synchronization error versus the coupling coefficient $q$ in the system of unidirectionally coupled logistic maps (Eqs. (20a)–(20c)). (a) Identical drive response oscillators $x-y$, (b) identical response oscillators $y-y'$, (c) slightly different response oscillators $y-y'$, i.e., $\Delta a = a \times 10^{-12}$, (d) corresponding Lyapunov exponents of system (20a)–(20c): the driving LE ($\lambda_1$) — dashed line, the TLE ($\lambda_T$) — gray curve, the RLE ($\lambda_R$) — black line. Parameter $a = 3.9$.

of our research. The numerical analysis of various synchronization aspects in system (20a)–(20c) is graphically depicted in Figures 2a–2d, where bifurcation diagrams of the trajectory separation (Figs. 2a–2c) and corresponding Lyapunov exponents (Fig. 2d) versus the coupling parameter $q$ are presented. Here, dashed vertical lines mark the thresholds the weak and strong GS, respectively. Comparing the diagrams from Figures 2a and 2b, we can see that the weak GS ($y-y'$ in Fig. 2b) appears below the threshold of the strong one ($x-y$ in Fig. 2a). Such a weakness of the GS is confirmed by the bifurcation diagram shown in Figure 2c, which has been evaluated for marginally different response oscillators, i.e., the mismatch of parameter
a between the response systems \(y\) and \(y'\) amounts \(\Delta a = a \times 10^{-12}\). However, even such an “invisible” parameter disturbance causes a destruction of the weak synchrony regime. Then, the synchronization threshold is determined by the *imperfect complete synchronization* (ICS) between \(y\) and \(y'\). The comparison of pictures Figures 2a and 2c demonstrates that this ICS limit parameter value approximately coincides with the strong GS threshold. Thus, it reflects the properties of weak and strong versions of the GS. On the other hand, a quantitative criterion for both cases of the GS is given by the spectrum of three Lyapunov exponents of triple system (20a)–(20c) shown in Figure 2d. The first of them \(\lambda_1\) (dashed horizontal line) is the largest LE of the driving oscillator (20a), which is obviously independent of the coupling parameter. Therefore, it has a constant value in spite of the increasing coupling strength. The second one (gray curve) is the TLE of the identity manifold \(x = y\):

\[
\lambda_T = \ln(1 - q) + \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \ln |f(x_i)|,
\]

which in the case under consideration is reduced to the form:

\[
\lambda_T = \ln(1 - q) + \lambda_1.
\]

According to the assumed criteria, a negativity of \(\lambda_T\) is the condition for the strong GS. The irregular black line in Figure 2d represents the RLE \((\lambda_R)\) of the drive–response system (20a)–(20b), which is defined by the formula:

\[
\lambda_T = \ln(1 - q) + \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \ln |f(y'_i)|.
\]

From the comparison of Figures 2b and 2d, it results that the weak GS in system ((20a)–(20c)) takes place if the largest RLE \((\lambda_R)\) is negative in the coupling parameter space.

### 3.2 Lorenz oscillators

The second example is chaotic Lorenz oscillators [40] coupled via first variables according to equations (19a)–(19c):

\[
\begin{align*}
\dot{x}_1 &= -\sigma x_1 + \sigma x_2, \\
\dot{x}_2 &= -x_1 x_3 + rx_1 - x_2, \\
\dot{x}_3 &= x_1 x_2 - bx_3, \\
\end{align*}
\]

\[
\begin{align*}
\dot{y}_1 &= -\sigma y_1 + \sigma y_2 + q(x_1 - y_1), \\
\dot{y}_2 &= -y_1 y_3 + ry_1 - y_2, \\
\dot{y}_3 &= y_1 y_2 - by_3, \\
\end{align*}
\]

\[
\begin{align*}
\dot{y}'_1 &= -\sigma y'_1 + \sigma y'_2 + q(x_1 - y'_1), \\
\dot{y}'_2 &= -y'_1 y'_3 + ry'_1 - y'_2, \\
\dot{y}'_3 &= y'_1 y'_2 - by'_3. \\
\end{align*}
\]
The Jacobi matrices for calculation of the TLEs (Eq. (8)) and RLEs (Eq. (13)), respectively, are as follows

\[
[Df - qDh(x)] = \begin{pmatrix}
-\sigma - q & \sigma & 0 \\
-x_3 + r & -1 & -x_1 \\
x_2 & x_1 & -b
\end{pmatrix}
\] and

\[
Dg[t, y(0)] = \begin{pmatrix}
-\sigma - q & -\sigma & 0 \\
-y_3 + r & -1 & -y_1 \\
y_2 & y_1 & -b
\end{pmatrix}.
\]

The results of the numerical analysis of the synchronous behavior in system (24a)–(24c) are demonstrated in Figures 3a–3e. The synchronization errors have been calculated as a phase distance of system’s trajectories, i.e.,

\[
|x - y| = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + (x_3 - y_3)^2}
\]

and

\[
|y - y'| = \sqrt{(y_1 - y'_1)^2 + (y_2 - y'_2)^2 + (y_3 - y'_3)^2}.
\]

We can observe a full analogy to the case of discrete-time systems (20a)–(20c). The thresholds of the weak \(q = 24.6\), see Fig. 3a) and strong \(q = 35.7\), see Fig. 3b) GS are determined by the negativity of the largest RLE and TLE (Fig. 3e), respectively. Moreover, an introduction of the small parameter mismatch, i.e., a perturbation of the control parameter \(r\) in the response Lorenz systems \(y\) and \(y'\) is \(\Delta r = r \times 10^{-4}\), also causes a desynchronous effect (Fig. 3c), similarly to the logistic map case (Fig. 2c). Thus, it is a proof that the weak GS regime is very sensitive to the mismatch of response oscillators. On the other hand, after crossing the strong GS threshold at \(q = 35.7\), imperfect synchronous regimes \(x-y\) and \(y-y'\) remain stable even in the presence of small parameter mismatch (see Figs. 3c and 3d). These results show that a real condition for the strong GS of identical drive–response systems is \(\lambda^{GF}_1 < 0\), in spite of the fact that the dimension of the global attractor is still larger than the dimension of the driving system attractor, i.e., the strong GS condition (Eq. (16)) is not fulfilled. For instance, the dimension of the driving system (24a) attractor is \(d_D = 2.101\), while the global dimension of the drive–response system (24a)-(24b) is \(d^G > 4\) even in the range \(\lambda^{GF}_1 < 0\), where the strong GS takes place (see Figs. 3a, 3c and 3d). Consequently, the sufficient GS condition in the case under consideration (Eqs. (24a)-(24c)) is negativity of the TLEs.

### 3.3 Chua circuits

The last of considered cases of master-slave coupling configuration (Eqs. (19a)–(19c)) are non-smooth Chua circuits [41] connected via second variables:

\[
\begin{align*}
\dot{x}_1 &= \alpha \left\{ x_2 - x_1 - [m_0 x_1 + 0.5(m_1 - m_0)(|x_1 + 1| - |x_1 - 1|)] \right\}, \\
\dot{x}_2 &= x_1 - x_2 + x_3, \\
\dot{x}_3 &= -\beta x_2,
\end{align*}
\]

\[
\begin{align*}
\dot{y}_1 &= \alpha \left\{ y_2 - y_1 - [m_0 y_1 + 0.5(m_1 - m_0)(|y_1 + 1| - |y_1 - 1|)] \right\}, \\
\dot{y}_2 &= y_1 - y_2 + y_3 + q(x_2 - y_2), \\
\dot{y}_3 &= -\beta y_2,
\end{align*}
\]
Fig. 3. Bifurcation diagrams of the synchronization error versus the coupling coefficient $q$ in the system of unidirectionally coupled Lorenz oscillators (Eqs. (24a)–(24c)). (a) Identical response oscillators $y-y'$, (b) identical drive-response systems $x-y$, (c) slightly different response oscillators $y-y'$: $\Delta r = r \times 10^{-4}$, (d) slightly different drive and response oscillators $x-y$: $\Delta r = r \times 10^{-4}$, (e) corresponding Lyapunov exponents of system (2a–2c): the driving LE ($\lambda_1$) – dashed line, the largest TLE ($\lambda_T^1$) – gray curve, and two the largest RLE ($\lambda_R^1$, $\lambda_R^2$) – black line. System parameters: $\sigma = 10.0$, $b = 8/3$, $r = 120.0$. 
Fig. 4. Bifurcation diagrams of the synchronization error versus the coupling coefficient $q$ in the system of unidirectionally coupled Chua circuits (Eqs. (26a)–(26c)). (a) Identical response oscillators $y - y'$, (b) identical drive-response systems $x - y$, (c) corresponding Lyapunov exponents of system (26a)–(26c): the driving LE ($\lambda_1$) – dashed line, the largest TLE ($\lambda_1^T$) – gray curve, and the largest RLE $\lambda_1^R$ – black line. System parameters: $\alpha = 8.20$, $\beta = 0.85$, $m_0 = -0.6724$, $m_1 = -1.2464$.

\begin{align*}
\dot{y}'_1 &= \alpha \left\{ y'_2 - y'_1 - [m_0 y'_1 + 0.5(m_1 - m_0)(|y'_1 + 1| - |y'_1 - 1|)] \right\}, \\
\dot{y}'_2 &= y'_1 - y'_2 + y'_3 + q(x_2 - y'_2), \\
\dot{y}'_3 &= -\beta y'_2.
\end{align*} \tag{26c}

The linearized variational equation for calculating the LEs can be written in the following general form:

\begin{align*}
\delta \dot{u}_1 &= \alpha \left\{ \delta u_2 - \delta u_1 - \left[ m_0 \delta u_1 + 0.5(m_1 - m_0) \left( \frac{x'_1 + 1}{|x'_1 + 1|} - \frac{x'_1 - 1}{|x'_1 - 1|} \right) \delta u_1 \right] \right\}, \\
\delta \dot{u}_2 &= \delta u_1 - (1 + q) \delta u_2 + \delta u_3, \\
\delta \dot{u}_3 &= -\beta \delta u_2,
\end{align*}

where $u = x, y$. For computing TLEs or RLEs, one should assumes $u = x$ or $u = y$, respectively.

Synchronization tendency of unidirectionally coupled Chua circuits system (Eqs. (26a)–(26c)) is illustrated in Figures 4a–4c and 5a–5c. Parameter values adopted in numerical simulations are: $\alpha = 8.20$, $\beta = 0.85$, $m_0 = -0.6724$, $m_1 = -1.2464$. 

\begin{align*}
\dot{y}_1 &= \alpha \{ y'_2 - y'_1 - [m_0 y'_1 + 0.5(m_1 - m_0)(|y'_1 + 1| - |y'_1 - 1|)] \}, \\
\dot{y}_2 &= y'_1 - y'_2 + y'_3 + q(x_2 - y'_2), \\
\dot{y}_3 &= -\beta y'_2.
\end{align*} \tag{26c}
and coupling strength $q$ is a control parameter. During the computations, trajectories started from the same initial conditions in each bifurcation step: $x_1(0) = 1.40$, $x_2(0) = 0.015$, $x_3(0) = -3.20$, $y_1(0) = 2.53$, $y_2(0) = 0.012$, $y_3(0) = -3.37$, $y_1'(0) = 2.50$, $y_2'(0) = 0.01$, $y_3'(0) = 3.00$. The synchronization error has been computed according to expressions (25a) and (25b). Due to the non-smooth character of the Chua circuit, a method of LEs estimation applicable for such cases has been used [42].

Considering the case of identical oscillators presented in Figures 4a–4c we can notice the same synchronous effects as in above analyzed discrete and continuous-time systems (Eqs. (20a)–(20c) and (24a)–(24c)). Even courses of LEs look similar to these cases. As the coupling parameter increases, one can observe a much greater decrease in the RLE than in the TLE (see Fig. 4c). Hence, the weak GS threshold ($q = 0.62$, Fig. 4a) is over two times lower than the one for the strong GS ($q = 0.131$, Fig. 4b).

However, the introduction of a slight difference in parameters ($\Delta \beta = \beta \times 10^{-4}$) between response oscillators or between the drive and response systems leads to desynchronization also after exceeding the threshold of strong GS determined by a
negative TLE value. This desynchronous state is illustrated in Figures 5b and 5c. In Figure 5a corresponding course of the global Lyapunov dimension $d_G$ of total drive-response system attractor (Eqs. (26a) and (26b)) is shown. Additionally, the dimension of the driving circuit attractor ($d_D = 2.104$) is represented by horizontal dashed line. Both of them have been calculated using the formula given by equation (17). A vertical dashed line in Figures 5a–5c indicate value of the coupling strength $q$ for which the global attractor dimension is equal to 3 ($q = 2.86$). The comparison of these bifurcation diagrams shows that in both configurations ($x$-$y$ and $y$-$y'$) investigated systems reach the ICS state when the global attractor dimension is reduced below 3 due to the increase in the coupling parameter. Thus, it can be seen that the ICS threshold is much above the strong GS limit set by negative TLE, although the global attractor dimension is larger than its master system equivalent, i.e., the inequality (15) is fulfilled.

The difference between $x$-$y$ (Fig. 5c) and $y$-$y'$ (Fig. 5b) plots can result from the specifics of the Chua oscillator, whose trajectory can oscillate around two equivalent critical points. Hence, the possibility of a step change in the amplitude of the synchronization error observed in Figure 5c. The appearance of the ICS seems to be associated with a decrease in $d_G$ dimension below 3 for identical systems, i.e. the phase space dimension of the driving system. Such reduction of dimension can diminish the distance between trajectories in the phase space and, as a result, it can lead to the ICS.

4 Summary and conclusions

This paper is concentrated on the comparison of the properties (thresholds and stability of synchronization) of weak and strong GS in identical smooth (Lorenz system, logistic map) and non-smooth (Chua oscillator) systems, connected in a master-slave configuration. Analysis of completely identical systems showed that the weak synchronization threshold is lower than the strong one for each of analyzed pairs of coupled oscillators (compare Figs. 2a–2b, 3a–3b and 4a–4b). Thus, previous studies have been confirmed and it has been shown that the system’s non-smoothness does not affect these thresholds. Moreover, when analyzing the course of Lyapunov exponents (Figs. 2d, 3e and 4e), their similarity is noticed in all cases under consideration. This fact indicates the same mechanism leading to the strong GS through the weak GS. It can be seen that after exceeding the threshold of strong GS, the RLE and the TLE are practically overlapped. However, this seems to be obvious because in the synchronous state $x = y$ equations (8) and (13) or as a consequence equations (21) and (23) become identical.

On the other hand, the weak GS, characterized by the largest RLE, is extremely sensitive to any perturbations or parameter mismatch. Therefore it is actually unstable. The strong GS is defined by negative TLEs closing the trajectory within synchronization manifold. Such state is robustly stable. Hence, the negative RLEs [condition given by inequality (14)] do not ensure practical synchronization (the ICS) of response subsystems and only the coupling value corresponding to strong synchronization [condition given by inequality (9)] provides it. These properties are characteristic for presented examples of smooth systems (Eqs. (20a)–(20c) and (24a)–(24c)). In turn, the condition of attractor dimensions equality (Eq. (16)) should provide a strong GS for any case of non-identical (even structurally) oscillators in a master-slave configuration.

However, in the case of coupled non-smooth Chua oscillators with slight parameter mismatch (see Figs. 5a–5c) the ICS does not appear just after crossing the GS threshold, determined by the negative TLE. The results of numerical simulations
illustrated in Figures 5b and 5c show that the subsystems reach the ICS state only after the coupling factor exceeds the value of $q = 2.86$, at which the global attractor dimension is reduced below the value of 3. Therefore, basing on these results obtained for the case of slightly different oscillators, the strong GS condition can be formulated in form which is intermediate between those given by formulas (9) and (16), i.e.,

$$d^G < d^{PS},$$

(27)

where $d^{PS} \in \mathbb{N}$ is a dimension of the phase space of driving system. Obviously, the above ICS condition should be treated as a weak conjecture, which requires a number of further studies of the GS in non-smooth systems as well as a confirmation that the relationship between the attractor dimension and the ICS, illustrated in Figures 5a–5c, is not accidental.
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