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Abstract—In this work, we present new results for the application of rate splitting multiple access (RSMA) to the downlink (DL) of a massive multiple-input-multiple-output system (MIMO) operating in frequency-division-duplex (FDD) mode. We propose a statistical precoding design relying on the channels’ second-order information when one-layer RS is implemented. The advantage of the statistical precoding lies in simplifying the precoder design by basing the optimization objective on the slowly-varying channel covariance matrices instead of the fast-changing instantaneous channel estimates. To this end, we use the so-called bilinear precoder, which was shown in Neumann et al. (2018) and Ben Amor et al. (2020) to have limited performance in the high SNR regime due to the imperfect channel state information (CSI) available at the base station (BS). We formulate the DL throughput maximization problem based on a widely used lower bound on the achievable sum rate and propose an iterative approach to solve the underlying optimization problem. Numerical results demonstrate the benefit of implementing one-layer RS. Furthermore, the proposed iterative approach achieves excellent results in terms of spectral efficiency compared to the state-of-the-art techniques.
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I. INTRODUCTION

MASSIVE multiple-input-multiple-output (MaMIMO) systems are a prominently used technology in current wireless communication standards due to the several advantages ranging from increased spectral efficiency to improved energy efficiency and reliability to name a few [3], [4]. These benefits are closely related to the presence of an accurate channel state information (CSI) at the base station (BS). The acquisition of the CSI is, however, often a challenging task due to the typically very small channel coherence interval [5]. An imperfect CSI can tremendously impact the system throughput especially in the high SNR regime where the system becomes interference limited due to the CSI systematic estimation errors. While the channels’ second-order statistics could be exploited to mitigate the interference, the latter cannot be completely removed and it has been observed in several works on statistical precoding/equalization, e.g., [1] and [2] that the achievable rate saturates in the high SNR regime due to pilot contamination. The latter effect results from pilot reuse among users during channel probing of a time-division-duplex (TDD) system. A similar effect is observed in FDD systems, when the number of orthogonal pilots used for training the DL channel is less than the number of BS antennas. In either cases, the channel estimates suffer from a systematic error, even when investing high transmit power during training [6].

In this work, we focus on a MaMIMO system operating in FDD mode, where the CSI acquisition is more challenging than in TDD systems. This mainly results from the lack of channel reciprocity between the uplink (UL) and DL channels due to UL-DL frequency gap being larger than the channel coherence bandwidth. Hence, explicit training of the DL channel and subsequent feedback are inevitable. On the one hand, the length of the training period should be at least equal to the number of BS antennas to ensure a contamination-free estimation, which on the other hand results in a huge training overhead considering the assumed massive number of BS antennas $M \gg 1$. We, therefore, shrink the length of the training phase to $T_{\text{tr}} < M$. This obviously comes at the cost of a contaminated channel observation at the user side, i.e., interference between the channel coefficients. The goal is to design a transmit strategy at the BS that takes into account the underlying systematic error in the channel estimates.

One of the promising approaches to achieve higher data rates under imperfect CSI is RSMA. This technique combines the advantages of conventional broadcasting and multicasting systems, where the transmitter (BS) splits the message intended to each user into common and private parts. Each user has then to decode the common messages first and then apply successive interference cancellation to remove the interference from the common part. Depending on how many common streams are sent, an SIC layer per common stream is required at the receiver’s side. In order to reduce the user’s hardware complexity, we assume that only one-layer RS is implemented, such that only one common stream is transmitted to all users. This implies that only one SIC layer is required at the user’s side. In [7], an RS approach is proposed for a system with imperfect
CSI at the transmitter where an adaptive power allocation strategy is developed. Furthermore, the authors suggest a hierarchical RS method where the long term CSI (channel covariance matrices) and the short-term CSI (instantaneous imperfect channel estimate) are exploited to design a two-stage precoder. The work [8] considers a setup with user mobility. A lower bound on the ergodic sum rate is derived for this setup and a power allocation strategy is proposed for the 1-layer RS based system. In [9], the authors show the ability of RS to mitigate the pilot contamination effect resulting from pilot reuse among users during the channel probing of a TDD massive MIMO system. Another application for RS in the case of imperfect CSI was investigated in [10], where RS is used to alleviate the effect of hardware impairments on MaMIMO systems. In [11] and [12], a MaMIMO system with imperfect CSI at the transmitter is considered. The authors propose to use the so-called iterative weighted minimum mean squared error (IWMMSE) approach to solve the sum rate maximization problem for a linearly precoded DL system featuring one-layer RS. Although this approach has been shown to achieve very good performance under imperfect CSI at the transmitter, it remains computationally expensive, considering that one has to solve the underlying optimization problem in each channel coherence interval to find the precoders for the given instantaneous channel estimate.

**Contributions:** We propose an alternative approach to the IWMMSE method in order to solve the throughput maximization problem, where we formulate the optimization problem depending on the channel statistics by combining the one-layer RS strategy with the bilinear precoding approach proposed in [2]. This precoder consists of a linear transformation of the received training signal, where the transformation is a deterministic matrix that is designed only based on the channel distribution information (CDI). Due to the slower variation of the channel statistics compared to the channel itself, one has hence to solve the optimization problem for the deterministic matrices only when the covariance matrices change, which tremendously reduces the computational complexity related to the precoder design. To this end, it is assumed that the channel covariance matrices or at least estimates thereof are available at the BS. We refer the reader to the works [2], [13], where an extrapolation approach is used to acquire the DL channel covariance matrices from the UL channel covariance matrices by assuming the reciprocity of the so-called angular scattering function. As for the UL channel covariance matrices, those can be estimated using the UL training samples that are sent anyway for the purpose of UL channel estimation. In Section VI, we study through numerical simulations the impact of imperfect channel covariance matrices on the system performance.

The formulated DL throughput maximization problem is involved and thus we opt for a decomposition of the underlying problem into three parts that are solved consecutively. We propose efficient solution approaches for each subproblem and use results on fractional programming proposed in [14] and [15] to make the optimization more tractable. Despite the suboptimality of the proposed approach, it still leads to a satisfactory performance in terms of the achievable data rates, as the simulation results show in a later part of this work.

**Paper Organization:** This paper is organized as follows. In Section II, we present the preliminaries and the system setup considered in this work. In Section III, we derive expressions for the considered utility function and the different constraints and formulate the optimization problem. Section IV deals with the solution approach for the underlying optimization problem. In Section V, we present the performance of the proposed approach in terms of the spectral efficiency. A conclusion for this work is drawn in Section VI.

**Notation:** Bold letters indicate vectors and matrices, non-bold letters express scalars. The operators $(.)^\ast$, $(.)^\top$ and $(.)^{\text{H}}$ stand for complex conjugation, transposition and Hermitian transposition, respectively. The square root matrix of a matrix $A$ is denoted by $A^{\frac{1}{2}}$ and satisfies $A = A^{\frac{1}{2}}A^{\frac{1}{2}}$. The $n \times n$ identity matrix is denoted by $I_n$ and the vector $e_m$ represents a zero-vector with 1 at the $m$th position. $\text{tr}(.)$ and $\otimes$ respectively denote the trace operator and the kronecker product, whereas $\text{vec}(.)$ performs a vectorisation of the input matrix by stacking its columns into a vector. $\text{blkdiag}(A,B)$ creates a block diagonal out of the matrices $A$ and $B$. Finally, we denote by $\text{var}$ and $\mathbb{E}$ the variance and the mean of a random variable, respectively.

**II. SYSTEM MODEL**

We consider the DL of a single-cell massive multi-user multiple-input-single-output (MISO) system operating in FDD mode, where the BS is equipped with $M \gg 1$ antennas and serves $K$ single-antennas users. We denote by $h_k \sim \mathcal{CN}(0, C_k) \in \mathbb{C}^M$ the DL channel between the BS and user $k$, where $C_k$ is the corresponding channel covariance matrix. We assume a block-fading channel model such that the channels remain unchanged for an interval of $T_{\text{ch}}$ time-frequency symbols, also known as the channel coherence interval.

The DL operation consists of a training phase and a data transmission phase. During the former, the BS station sends $T_{\text{dl}} < M$ orthogonal pilot sequences to all users, so that the $T_{\text{dl}}$ training symbols collected at user $k$ can be stacked in a column vector, which constitutes the observation vector $y_k$

$$y_k = \Phi^H h_k + n_k.$$  \hspace{1cm} (1)

Here, $\Phi \in \mathbb{C}^{M \times T_{\text{dl}}}$ denotes the pilot matrix, whose columns are given by the $T_{\text{dl}}$ orthogonal pilot sequences. This implies that $\Phi^H \Phi = I_{T_{\text{dl}}}$, but $\Phi^H \Phi \neq I_M$. The noise vector $n_k \sim \mathcal{CN}(0, \sigma_n^2 I_{T_{\text{dl}}})$ comprises the portion of noise resulting from the noisy DL training. Following the model in [13], we assume that the observation vector $y_k$ is fed back to the BS in the UL through an analog feedback channel [16], such that $n_k$ also contains the noise portion modeling the feedback errors.

Considering the DL data transmission phase, we assume that one-layer RS is implemented, i.e., only one layer of common messages for the $K$ users is used, [see [17], Fig.1].

As depicted in Fig. 1, the message $W_k$ intended for some user $k$ is divided into a common part $W_{c,k}$ and a private part $W_{p,k}$. The common parts of all users’ messages are combined to form a super common message $W_c$. The resulting $K + 1$ messages, i.e., the super common message $W_c$ and the $K$
private messages $W_{p,1}, \ldots, W_{p,K}$, are encoded independently into the symbols $s_c, s_{p,1}, \ldots, s_{p,K}$.

At the receiver side, we assume that SIC is implemented. Each user decodes firstly the common message $W_c$, then subtracts the common message from the received signal through SIC and decodes its own private message $W_{p,k}$ afterwards. The estimated message $W_k$ is constructed by combining $W_c$ and $W_{p,k}$ (cf. Fig 2).

In order for the users to perfectly decode the common message, the common rate $R_c$ should not exceed the minimum common rate among all users, i.e., $R_c = \min_k R_{c,k}$.

Denoting by $x$ the precoded transmit vector, the received signal at user $k$ is given by

$$r_k = h_{k}^H x + v_k$$

(2)

where $v_k \sim \mathcal{N}(0, 1)$ is the zero-mean unit-variance additive white Gaussian noise at the user side.

Given the common precoder $p_c$ and the private precoders $p_{p,i}, i = 1 \ldots K$, the transmit vector $x$ can be written as

$$x = p_c s_c + \sum_{i=1}^{K} p_{p,i} s_{p,i}$$

(3)

where $s_c \sim \mathcal{N}(0, 1)$ and $s_{p,i} \sim \mathcal{N}(0, 1), i = 1, \ldots, K$.

Our aim is to design the common precoder $p_c$ and the private precoders $p_{p,k}$ for some user $k$ in the following form

$$p_c = A_c y$$

(4)

$$p_{p,k} = A_{p,k} y_k$$

(5)

In (4), we introduced the vector $y$ of all users’ channel observations, i.e.,

$$y = [y_1^T, y_2^T, \ldots, y_K^T]^T$$

(6)

where the $y_k$ are defined in (1). $A_c$ and $A_{p,k}$ in (4) and (5), respectively, are deterministic transformation matrices which depend solely on the second-order channel statistics and on the training matrix $\Phi$. These matrices are our design variables throughout this work.

The structure of the common precoder in (4) implies that the latter has to be designed as the superposition of “individual precoders,” i.e., $p_c = \sum_{k=1}^{K} A_{c,k} y_k$ with $A_c = [A_{c,1}, A_{c,2}, \ldots, A_{c,K}]$. This choice is motivated by the multicast channel discussion in [18].

We refer to the precoders defined in (4) and (5) as bilinear precoders. We use this term because the received signal $r_k$ at user $k$ [cf. (2)] is not only linear in the data signals $s_c$ and $s_{p,k}$, but also in the channel observation vector $y_k$ [cf. (1)] due to (4) and (5).

Due to the limited power budget available at the BS denoted by $P_{dl}$, the transmit vector $x$ must satisfy the average transmit power constraint

$$\mathbb{E}[\|x\|^2] = \|p_c\|^2 + \sum_{i=1}^{K} \|p_{p,i}\|^2 \leq P_{dl}.$$  

(7)

Now, let $\alpha_c$ denote the power fraction allocated to the common stream transmission. Hence, the power constraint in (7) can be reformulated as the combination of the following two constraints

$$\|p_c\|^2 \leq \alpha_c P_{dl}$$

$$\sum_{i=1}^{K} \|p_{p,i}\|^2 \leq (1-\alpha_c) P_{dl}.$$  

(8)

As we aim at optimizing the precoders based on the second-order statistics of the channel, we relax the power constraints by taking the expectation with respect to the channels over the expressions in (8). By inserting the expressions of the precoders (4) and (5) into the relaxed power constraints, we obtain

$$\mathbb{E}[\|p_c\|^2] = \text{tr} \left( A_c \mathcal{C}_y A_c^H \right) \leq \alpha_c P_{dl}$$

(9)

$$\sum_{i=1}^{K} \mathbb{E}[\|p_{p,i}\|^2] = \sum_{i=1}^{K} \text{tr} \left( A_{p,i} \mathcal{C}_y A_{p,i}^H \right) \leq (1-\alpha_c) P_{dl}$$

(10)

where we introduced $\mathcal{C}_y$ in (9), the covariance matrix of $y$ given by

$$\mathcal{C}_y = \text{blkdiag}(\mathcal{C}_{y_1}, \mathcal{C}_{y_2}, \ldots, \mathcal{C}_{y_K})$$

(11)

and $\mathcal{C}_{y_k}$ is defined as the covariance matrix of $y_k$, i.e.,

$$\mathcal{C}_{y_k} = \Phi^H C_k \Phi + \sigma_{n,k}^2 I_{r_k}.$$  

(12)

The block-diagonal structure of $\mathcal{C}_y$ follows from the independence of the users’ channel observations.

III. PROBLEM FORMULATION

Throughout this work, our goal is to optimize the system throughput with respect to the deterministic transformations $A_c$ and $A_{p,k}, \forall k$, introduced in (4) and (5), respectively. Note that since these transformations only depend on the channel covariance matrices, the considered optimization problem has to be only run, whenever the channel covariance matrices

![Fig. 1. System model at the transmitter side during the data transmission phase for the one-layer RS setup.](image1)

![Fig. 2. System model at some generic user $k$ during the data transmission phase for the one-layer RS setup.](image2)
change, which happens much less frequently than the channel itself changes. Hence, the computation of each precoder consists simply of a matrix-vector multiplication in each channel coherence interval [cf. (4), (5)].

We start this section by specifying the design objective. To this end, we derive closed-form expressions, which will allow us to formulate the optimization problem to be solved in Section IV.

Considering the RS setup, we deal with two kinds of messages: common and private messages. We, therefore, differentiate between the common rate $R_{c,k}$ and the private rate $R_{p,k}$ for each user $k$.

$$R_{c,k} = I(r_{c,k}; s_c), \quad R_{p,k} = I(r_{p,k}; s_p)$$

(13)

where $I(r; s)$ denotes the mutual information between the two signals $r$ and $s$.

In (13), we introduced $r_{c,k}$, the received signal for the common message at user $k$, which is given by

$$r_{c,k} = h_k^H p_c s_c + \sum_{i=1}^{K} h_k^H p_{pi} s_{pi} + v_k$$

$$= b_{c,k} s_c + \sum_{i=1}^{K} b_{p,k,i} s_{pi} + v_k.$$  

(14)

Here, the scalars $b_{c,k} = h_k^H p_c$ and $b_{p,k,i} = h_k^H p_{pi}$ are the effective channels when incorporating the common and the private precoders, respectively.

In this work, we assume that user $k$ knows perfectly the effective channel coefficient $b_{c,k}$. This can be achieved by sending beamformed dedicated pilot symbols in the DL. This means, in addition to the matrix $\Phi$, the BS sends precoded pilots to the users, which can then estimate the combination of the channel with precoder given by the scalars $b_{c,k}$ and $b_{p,k,i}$. The knowledge of $b_{c,k}$ at the user’s side is necessary to be able to perform perfect SIC, i.e., in order to decode the common message and subtract it entirely from the received signal. After performing perfect SIC, we can write the received signal for the private message $r_{p,k}$ as follows

$$r_{p,k} = h_k^H p_{p,k} s_{p,k} + \sum_{i=1, i \neq k}^{K} h_k^H p_{p,i} s_{p,i} + v_k$$

$$= b_{p,k,k} s_{p,k} + \sum_{i=1, i \neq k}^{K} b_{p,k,i} s_{p,i} + v_k.$$  

(15)

Due to the imperfect channel state information at the transmitter side [cf. (1)], no closed-form expressions can be found for the achievable rates of the $R_{c,k}$ and $R_{p,k}$.

For such a setup, it is very common to consider a lower bound on the mutual information as the design objective. One widely used lower bound in the MaMIMO literature is the so-called hardening bound, which first appeared in [19] and was then also investigated in [20].

For this lower bound, we assume that the BS only knows the statistics of the effective channels $b_{c,k}$ and $b_{p,k,i}$ [cf. (14)]. The estimates of these effective channels are simply given by their means

$$\hat{b}_{c,k} = E[b_{c,k}], \quad \hat{b}_{p,k,i} = E[b_{p,k,i}].$$  

(16)

The effective channels can thus be written as

$$b_{c,k} = \hat{b}_{c,k} + \tilde{b}_{c,k}, \quad b_{p,k,i} = \hat{b}_{p,k,i} + \tilde{b}_{p,k,i}$$

(17)

with the zero-mean random parts $\tilde{b}_{c,k}$ and $\tilde{b}_{p,k,i}$.

Inserting the definitions of $\hat{b}_{c,k}$ and $b_{p,k,i}$ into (14) and (15), we obtain the two portions of the received signal

$$r_{c,k} = \hat{b}_{c,k} s_c + \hat{b}_{c,k} s_c + \sum_{i=1}^{K} b_{p,k,i} s_{p,i} + v_k$$

$$= \hat{b}_{p,k,k} s_{p,k} + \hat{b}_{p,k,k} s_{p,k} + \sum_{i=1, i \neq k}^{K} b_{p,k,i} s_{p,i} + v_k.$$  

(18)

The lower bound is essentially based on treating the effective noise terms $\eta_{c,k}$ and $\eta_{p,k}$ constituted by the interference and noise as a Gaussian uncorrelated additive noise, which corresponds to the worst-case noise. In several previous works (e.g., [21]), such a lower bound for MaMIMO systems has been rigorously derived and with similar steps, the lower bounds for the common and private rates are given by

$$I(r_{c,k}; s_c) \geq \frac{P_{\text{c}}}{N_0} \log_2 (1 + \gamma_{c,k})$$

$$I(r_{p,k}; s_p) \geq \frac{P_{\text{p}}}{N_0} \log_2 (1 + \gamma_{p,k})$$  

(19)

where $\gamma_{c,k}$ and $\gamma_{p,k}$ denote, respectively, the effective common and private signal-to-interference-and-noise-ratios (SINRs) of user $k$ and are given by (see [19])

$$\gamma_{c,k} = \frac{\|b_{c,k}\|^2}{\text{var}(\eta_{c,k})} \quad \text{and} \quad \gamma_{p,k} = \frac{\|b_{p,k,k}\|^2}{\text{var}(\eta_{p,k})}$$

(20)

After inserting the expressions for the bilinear precoders [see (4) and (5)] into (20), we obtain the following common and private SINRs of user $k$

$$\gamma_{c,k} = \frac{\|z_k^H a_c\|^2}{a_c^H Z_k a_c + \|q_k^H a_p\|^2 + \sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + 1}$$

(21)

$$\gamma_{p,k} = \frac{\|q_k^H a_p\|^2}{\sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + 1}.$$  

(22)

A detailed derivation of both closed-form expressions is presented in Appendix A, where the definitions of the $z_k$, $Z_k$, $Q_{i,k}$, and $q_k$ are given. Note that $a_c = \text{vec}(A_c)$ and $a_{p,i} = \text{vec}(A_{p,i})$ [see (73)].
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Now that we derived the SINR expressions, we can formulate the sum rate optimization problem under the transmit power constraints as follows

\[
\max_{\alpha_c \in [0,1]} R_c + \sum_{k=1}^{K} R_{c,k}^{LB} \quad \text{s.t.} \quad R_c \leq R_{c,k}^{LB}, \quad \forall k
\]

\[
\sum_{k=1}^{K} \mathbb{E}[\|p_{p,k}\|^2] \leq (1 - \alpha_c)P_{dl}
\]

\[
\mathbb{E}[\|p_c\|^2] \leq \alpha_c P_{dl}
\]

where the first constraint ensures that the common rate is not larger than the minimum common rate of all users, which allows the common message to be decoded by all users.

The optimization problem in (23) is non-convex and hence intractable. To reduce the computational cost, we propose a solution approach similar to [22], which mainly consists of splitting (23) into three parts.

(I) First, assuming a fixed power fraction \(\alpha_c\), we formulate the private rate optimization problem

\[
\max_{p_1, \ldots, p_K} \sum_{k=1}^{K} R_{c,k}^{LB} \quad \text{s.t.} \quad \sum_{k=1}^{K} \mathbb{E}[\|p_{p,k}\|^2] \leq (1 - \alpha_c)P_{dl}.
\]

(24)

Here, we implicitly assume that the private precoder optimization does not affect the common rate, which is of course not the case in general, since the common SINR depends on the private precoders as well. But this assumption eases the solving procedure by decoupling the private and common rate optimization. Note that this assumption is only considered to make the optimization problem (23) more tractable. The system model and the SINR expressions for the performance evaluation do take into account the effect of the private precoders on the common rate.

(II) Now, for fixed private precoders and some given power fraction \(\alpha_c\), we recast the common precoder optimization problem as a max-min beamforming problem

\[
\max_{p_c} \min_{k} R_{c,k}^{LB} \quad \text{s.t.} \quad \mathbb{E}[\|p_c\|^2] \leq \alpha_c P_{dl}.
\]

(25)

Since the rate expression \(R_{c,k}^{LB}\) is monotonically increasing in \(\gamma_{c,k}\), we can reformulate (25) as a max-min problem of the common SINRs, that is,

\[
\max_{p_c} \min_{k} \gamma_{c,k} \quad \text{s.t.} \quad \mathbb{E}[\|p_c\|^2] \leq \alpha_c P_{dl}.
\]

(26)

(III) We are now left with the optimization over the power fraction \(\alpha_c\) that is allocated to the common stream transmission. Finding an optimal power fraction would require a joint optimization over the precoders such that the overall sum rate is maximized. In order to circumvent the complexity of such an approach, we opt for a line search method that returns the scalar \(\alpha_c\) that maximizes the overall rate.

IV. Solution Approach

In this section, we present a detailed description of our solution approach. Our contribution here consists of adapting and combining several methods, which were shown to have a satisfactory performance for a different setup than ours. As mentioned in the previous section, we divide the sum rate optimization problem into 3 subproblems consisting of an outer loop for the power fraction optimization and an inner loop with 2 optimization steps: the private precoder optimization and the common precoder optimization.

For the private precoder optimization, we use an efficient method which was proposed in [14] and used in [15] to solve the weighted sum rate maximization problem. The method makes use of the so-called Lagrangian dual transform and quadratic transform [14]. Both transforms consist of introducing auxiliary variables to reformulate the underlying optimization problem. On the one hand, it is ensured such that the newly formulated problem is equivalent to the original one in the optimum. On the second hand, the solving procedure of the new optimization problem becomes much easier. This is because each variable can be computed in closed-form when the remaining ones are fixed and one needs to alternate between the different optimization variables until convergence is reached.

As for the common precoder optimization, we again exploit the quadratic transform [14] to reformulate the underlying maximization problem by introducing some auxiliary variables. To solve the so-obtained optimization problem, we propose two different approaches. One is to use an interior-point solver, e.g., CVX [23] and [24]. The other approach is an iterative algorithm inspired by [18]. It consists of iteratively updating the common transformation vector, while ensuring that the minimum common SINR does not decrease after each update, which gives rise to the name “Common SINR increasing algorithm.”

For both, the private and the common precoder optimization problems, we assumed that the power fraction allocated to the common stream is fixed. Now, in order to find the power fraction that maximizes the overall sum rate, we consider an outer loop for the power fraction optimization and perform a line search in the interval [0, 1]. To this end, we use a simple and efficient approach for finding the maximum of a function, namely the golden section method [25]. The inner loop consists thus of the first two optimization problems stated before: the private precoder optimization and the common precoder optimization.

A. (I) Private Precoder Optimization

Before we proceed to the solution approach for the private precoder optimization problem, we rewrite (24) as a function of \(a_p = [a_{p,1}^T, \ldots, a_{p,K}^T]^T\) containing the vectorized forms of the transformation matrices \(A_{p,1}, \ldots, A_{p,K}\) of the private precoders

\[
\max_{a_p} \sum_{k=1}^{K} \log_2(1 + \gamma_{p,k}) \quad \text{s.t.} \quad a_{p,k}^H F a_p \leq (1 - \alpha_c)P_{dl}
\]

(27)
where we used the reformulation of the power constraint in (10) and applied the identities in (74) resulting in the following expression

$$
\sum_{i=1}^{K} a_{p,i}^H F_i a_{p,i} \leq (1 - \alpha_c) P_{dl}. 
$$

(28)

The matrices $F_i$ and the matrix $F$ are given by

$$
F_i = C_{yi}^T \otimes I_M \quad \text{(29)}
$$

$$
F = \text{blkdiag}(F_1, F_2, \ldots, F_K). \quad \text{(30)}
$$

Due to the sum of the logarithms and the dependence of the private SINR of each user on the transformation matrices of all users, the optimization problem in (27) is non-convex and therefore intractable. To address this challenge, we proceed by decoupling the optimization variables in the objective function and splitting (27) into several subproblems, that are much easier to solve. To this end, we employ the Lagrangian dual transform [14].

The first step of this transform is to introduce a vector of slack variables $\alpha = [\alpha_1, \ldots, \alpha_K]$ and formulate the following optimization problem

$$
\max_{a_p, \alpha} f_{1a}(a_p, \alpha) \quad \text{s.t.} \quad a_p^H F a_p \leq (1 - \alpha_c) P_{dl} \quad \text{(31)}
$$

where the new objective function for the private precoder optimization is given by

$$
f_{1a}(a_p, \alpha) = \sum_{k=1}^{K} \log_2 (1 + \alpha_k) - \sum_{k=1}^{K} \alpha_k \left( \frac{1 + \alpha_k}{1 + \gamma_{p,k}} \right). \quad \text{(32)}
$$

In this formulation of the objective function, the private SINR $\gamma_{p,k}$ lies outside of the logarithm function, which eases the optimization with respect to the transformations $a_{p,k}$ as we shall see in the upcoming steps.

One further observation is that for fixed $a_p$, the optimal $\alpha_k$ is given by

$$
\alpha_k^{\text{opt}} = \frac{\gamma_{p,k}}{1 + \alpha_k}. \quad \text{(33)}
$$

The equivalence of (27) and (31) can be seen by inserting (33) into (32), which leads to the same objective of (27).

If we now fix $\alpha_k$, optimizing over $a_p$ reduces to maximizing the third term of (32) while taking into account the transmit power constraint. The optimization problem therefore reads as

$$
\max_{a_p} f_{2a}(a_p) \quad \text{s.t.} \quad a_p^H F a_p \leq (1 - \alpha_c) P_{dl} \quad \text{(34)}
$$

where the objective function is given by

$$
f_{2a}(a_p) = \sum_{k=1}^{K} \frac{(1 + \alpha_k)|q_k^H a_{p,k}|^2}{1 + \sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + |q_k^H a_{p,k}|^2} \quad \text{(35)}
$$

after incorporating (22). The optimization problem in (34) is a multi-ratio fractional program, to which we apply the quadratic transform as proposed in [14]. This transform allows to decouple the numerators and denominators of the individual fractions while guaranteeing the equivalence of the transformed problem to the original one.

In order to apply the quadratic transform, we need to introduce an auxiliary variable $\beta_k$ for each of the $K$ ratios in (35). To this end, we formulate the following optimization problem

$$
\max_{a_p, \beta} f_{2a}(a_p, \beta) \quad \text{s.t.} \quad a_p^H F a_p \leq (1 - \alpha_c) P_{dl} \quad \text{(36)}
$$

where $\beta = [\beta_1, \beta_2, \ldots, \beta_K]$ and the objective function $f_{2a}$ is given by

$$
f_{2a}(a_p, \beta) = \sum_{k=1}^{K} 2\sqrt{1 + \alpha_k} \Re\{\beta_k^* q_k^H a_{p,k}\} - \sum_{k=1}^{K} |\beta_k|^2 \left( |q_k^H a_{p,k}|^2 + \sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + 1 \right). \quad \text{(37)}
$$

The quadratic transform guarantees that solving (36) for $\beta$ and $a_p$ is equivalent to solving (34).

The optimization problem in (36) is convex in each of the variables $\beta$ and $a_p$, when the other one is fixed. A straightforward solution approach is to alternately solve for one of the variables while maintaining the other one constant until convergence of the objective is reached. Here, convergence is attained, when the absolute change of the objective function drops below some threshold $\varepsilon$.

Starting by fixing $a_p$, the optimal $k$-th element in $\beta$ that maximizes the objective in (36) results from setting the derivative of the Lagrangian function corresponding to (36) w.r.t. $a_{p,k}$ to zero, we obtain

$$
\beta_k^{\text{opt}} = \frac{\sqrt{1 + \alpha_k} q_k^H a_{p,k}}{1 + \sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + |q_k^H a_{p,k}|^2} \quad \text{(38)}
$$

The second step is to fix $\beta$ and solve for the transformations $a_{p,k}$. In this case, (36) is convex in $a_{p,k}$ and the Karush-Kuhn-Tucker (KKT) conditions are not only necessary but also sufficient for global optimality. Hence, based on setting the derivative of the Lagrangian function corresponding to (36) w.r.t. $a_{p,k}$ to zero, we obtain

$$
a_{p,k}(\lambda) = \sqrt{1 + \alpha_k} \beta_k \nonumber \times \left( |\beta_k|^2 |q_k^H a_{p,k}|^2 + \sum_{i=1}^{K} |\beta_i|^2 |Q_{i,k}| + \lambda F_k \right)^{-1} a_{p,k}(\lambda) \quad \text{(39)}
$$

with the Lagrangian multiplier $\lambda \geq 0$ associated to the transmit power constraint. The optimal Lagrangian dual variable $\lambda^{\text{opt}}$ can be obtained via bisection such that the transmit power constraint is fulfilled with a certain accuracy $\varepsilon > 0$. Note that $a_{p,k}(\lambda)$ is monotonically decreasing in $\lambda$, therefore the function defining the power constraint $\sum_{i=1}^{K} a_{p,i}^H F_i a_{p,i}(\lambda)$ is also monotonically decreasing in $\lambda$. Hence, searching for the optimal $\lambda$ that satisfies the power constraint corresponds to finding the zero of the monotonic function $\sum_{i=1}^{K} a_{p,i}^H F_i a_{p,i}(\lambda)(1 - \alpha_c) P_{dl}$ [26].

The solution approach to the private precoder optimization problem (27) is given in Algorithm 1.
Algorithm 1 Private Precoder Optimization Algorithm

1: Initialize $\alpha_p$

2: Compute $\alpha_k$ and $\beta_k$ according to (33) and (38)

3: Search for the optimal Lagrangian dual variable $\lambda^{\text{opt}}$ using bisection

4: Update the transformation vectors $\alpha_{p,k}$ according to (39)

5: Iterate between Steps 2–4 until the objective function $f_{1a}$ convergences to a local optimum

B. (II) Common Precoder Optimization

To tackle the max-min beamforming problem stated in (26), we apply the quadratic transform employed in the previous section and propose two approaches to solve the reformulated optimization problem.

First, we express (26) depending on the common transformation vector $\alpha_c$

\[
\max_{\alpha_c} \min_k \gamma_{c,k} \quad \text{s.t.} \quad \alpha_c^H F \alpha_c \leq \alpha_c P_{dl} \tag{40}
\]

where we performed similar manipulations of the power constraint in (9) as in the previous section, so that the matrix $F$ is again given by

\[
F = \text{blkdiag}(F_1, F_2, \ldots, F_K) = C_y^T \otimes I M T_w. \tag{41}
\]

A common strategy to circumvent the max-min optimization is to introduce a slack variable $z$ such that the minimization with respect to the user index is recast as a constraint and where the resulting optimization problem is equivalent to the original max-min problem. Introducing the slack variable $z$ yields the following optimization problem

\[
\max_z \ z \quad \text{s.t.} \quad \alpha_c^H F \alpha_c \leq \alpha_c P_{dl} \gamma_{c,k} \geq z, \ \forall k. \tag{42}
\]

Since $\gamma_{c,k}$, the common SINR of the $k$th user, is a fraction where the numerator and denominator depend on the optimization variable $\alpha_c$, we use the quadratic transform in order to decouple the numerator and the denominator.

By defining an auxiliary variable $\eta_k$ for each of the $K$ common SINRs, where $\eta = [\eta_1, \ldots, \eta_K]$, we can reformulate an optimization equivalent to problem (42)

\[
\max_{\alpha_c, z, \eta} \ z \quad \text{s.t.} \quad \alpha_c^H F \alpha_c \leq \alpha_c P_{dl} \quad 2\Re\{\eta_k^H z^H \alpha_c\} - |\eta_k|^2 (\alpha_c^H Z_k \alpha_c + \sigma_k^2) \geq z, \ \forall k \tag{43}
\]

where we defined $\sigma_k^2 = |q_k^H a_{p,k}^H|^2 + \sum_{i=1}^K a_{p,j}^H Q_i k a_{p,i} + 1$, which obviously does not depend on the common transformation vector $\alpha_c$.

For fixed $\alpha_c$, the optimal auxiliary variables $\eta_k^{\text{opt}}$ can be determined by setting the derivative of the left-hand side of the SINR constraint in (43) to zero, which yields the following result

\[
\eta_k^{\text{opt}} = \frac{z^H \alpha_c}{\alpha_c^H Z_k \alpha_c + \sigma_k^2}. \tag{44}
\]

We note that plugging this expression into (43) leads to the same optimization problem in (42).

If we now fix the auxiliary variables $\eta_k$, we end up with a convex optimization problem, which can be solved via CVX [23].

Alternatively, we propose an iterative approach inspired by [18] that aims to increase the common SINR in each of its iterations.

Consider again the optimization problem in (43) where the auxiliary variables $\eta_k$ are kept constant. If we denote by $\ell(n)$ the user with the least common SINR after iteration $n$, the update rule for the common transformation vector $\alpha_c$ at iteration $n+1$ reads as

\[
\alpha_c^{(n+1)} = (1-u)\alpha_c^{(n)} + v Z_{\ell(n)}^{-\frac{1}{2}} {\alpha_c^{(n)}}_\perp \tag{45}
\]

where $u \in [0,1]$ denotes the step-size and hence controls how much from the previous update is included in the current update and $Z_k$ is defined in (81). The length of the step size is adapted during the algorithm to speed up the convergence.

The second term in (45) involves different variables. $v$ is a complex scalar that we have to tune together with the vector $\alpha_c^{(n)}_{\perp}$ for the update in (45) to ensure that the minimum common SINR at least does not decrease in step $(n+1)$ compared to step $(n)$ and that the power constraint is satisfied. Applying $Z_{\ell(n)}^{-\frac{1}{2}}$ (the inverse of the square root matrix of $Z_k = Z_{\ell(n)} Z_{\ell(n)}^H$) to $\alpha_c^{(n)}_{\perp}$ simplifies the tuning of the parameters $v$ and $\alpha_c^{(n)}_{\perp}$ as it is presented in Appendix B.

Together with the conditions implied by the power constraint, the parameters $v$ and $\alpha_c^{(n)}_{\perp}$ are given by

\[
v = \sqrt{\alpha_c P_{dl} (2u-u^2)} e^{-i \langle t_c^{(n)}, H \rangle} \tag{46}
\]

\[
\alpha_c^{(n)}_{\perp,\perp} = \frac{\alpha_c^{(n)}(1-u)}{\|F^H Z_{\ell(n)}^{-\frac{1}{2}} \alpha_c^{(n)}_{\perp,\perp}\|_2^{\ell(n)}} \tag{47}
\]

where $t_c^{(n)} = \eta_{\ell(n)} Z_{\ell(n)}^H z_{\ell(n)} - |\eta_{\ell(n)}|^2 (1-u) Z_{\ell(n)}^{-\frac{1}{2}} {\alpha_c^{(n)}}_{\perp}$ as defined in Appendix B.

The matrix $T^{(n)}$ in (47) is the orthogonal projector onto the nullspace of the vector $t_c^{(n)} = Z_{\ell(n)}^{-\frac{1}{2}} F^H \alpha_c^{(n)}$ and is given by

\[
T^{(n)} = I - t_c^{(n)}(n) H \|t_c^{(n)}\|_2^2. \tag{49}
\]

Suppose that $\ell(n)$ is the user with the least SINR at the beginning of iteration $n$. Then, we compute the parameters $v$ and $\alpha_c^{(n)}_{\perp}$ according to (46) and (48), respectively. Using these parameters, we can find the temporary update $\alpha_c^{\text{temp}}$ using the current step size. This update might lead to an SINR of some other user $k$ smaller than $\gamma_{c_k}^{\text{min}} = \gamma_{c_{\ell(n)}}$. If this is the case, then the update is not successful and the step-size is halved. Otherwise, the latter is increased by a factor of 2 and the update is performed as long as it does not drop the resulting minimum common SINR below $\gamma_{c_k}^{\text{min}}$.

The common precoder optimization via the iterative approach presented above can be summarized in Algorithm 2. Note that Algorithm 2 calls Algorithm 3 in step 3.
Algorithm 2 Common Precoder Optimization Algorithm
1: Initialize: $\alpha_c$
2: Compute $\eta_k$ according to (44)
3: Run the iterative common SINR increasing algorithm presented in Algorithm 3
4: Alternate between Step 2 and 3 until convergence is reached

Algorithm 3 Common SINR Increasing Algorithm
1: Initialize: $u = u_{\text{max}}$, $n = 1$
2: while $n \leq N_{\text{max}}$ do
3: $n \leftarrow n + 1$
4: $\ell(n) = \arg \min_k \gamma_{c,k}$ [cf. (21)]
5: $\gamma_c^{\text{min}} = \gamma_{c,\ell(n)}$
6: Compute $a_{c}^{(n),\perp}$ according to (48)
7: Compute $u$ according to (46)
8: Find $a_{c}^{\text{temp}} = (1 - u)a_{c}^{(n)} + ua_{c}^{(n),\perp}$
9: Calculate the temporary minimum common SINR $\gamma_c^{\text{temp}}$
10: if $\gamma_c^{\text{temp}} > \gamma_c^{\text{min}}$ then
11: $a_{c}^{(n+1)} = a_{c}^{\text{temp}}$
12: if $u \leq u_{\text{max}}$ then
13: $u \leftarrow 2u$
14: end if
15: else
16: $u \leftarrow u/2$
17: end if
18: end while

C. (III) Power Fraction Optimization

In order to find $\alpha_c \in [0,1]$, the power fraction allocated to the common stream, we use a one-dimensional search approach, known as the golden section method. It consists of finding the maximum/minimum of a certain function over some interval $[a,b]$ by efficiently shrinking the search interval after each step [25].

For our setup, the function of interest is the sum rate $R_{\text{sum},1} = R_c + \sum_{k=1}^{K} R_{p,k}^L$, i.e., the objective of (23). The search interval is given by $[a,b] = [0,1]$ and the method operates as follows. First, two intermediate values $\alpha_{c1}$ and $\alpha_{c2}$ are found according to

$$\alpha_{c1} = a + (1-g)(b-a)$$
$$\alpha_{c2} = a + g(b-a)$$

where $g$ is the inverse of the golden ratio $\frac{\sqrt{5}+1}{2}$, which gives rise to the name of this method.

Now, for the given $\alpha_{c1}$ and $\alpha_{c2}$, the two potential values of $\alpha_c$, we run the private precoder optimization approach described in Sec. IV-A for a fixed common precoder. We then proceed with solving the common precoder optimization problem following the approach presented in Sec. IV-B.

We hence obtain two values for the sum rate $R_{\text{sum},1}^{L^{\text{BL}},R^S} = R_{\text{sum}}(\alpha_{c1})$ and $R_{\text{sum},2}^{L^{\text{BL}},R^S} = R_{\text{sum}}(\alpha_{c2})$ corresponding to $\alpha_{c1}$ and $\alpha_{c2}$.

If $R_{\text{sum},1}^{L^{\text{BL}},R^S} > R_{\text{sum},2}^{L^{\text{BL}},R^S}$, then the search interval is reduced and the new boundaries are given by $a$ and $b = \alpha_{c2}$, otherwise the new interval boundaries are $a = \alpha_{c1}$ and $b$.

Given the new search interval, we can recompute $\alpha_{c1}$ and $\alpha_{c2}$ according to (50) and (51) and then go through the previously described steps until the size of the interval given by $|b - a|$ drops below a certain threshold or the maximum number of iterations is reached.

V. Iterative Weighted MSE Approach

To compare the performance of the proposed approach, we briefly present the iterative weighted minimum mean squared error (IWWMSE) precoding approach proposed in [12] and [11]. This method is based on establishing a relationship between the sum rate maximization problem and the augmented weighted MSE minimization problem by introducing weights and equalizing filters. The latter optimization problem turns out to be convex in each of its variables when the other ones are kept constant and hence an alternating solution approach is pursued.

Let $g_{c,k}$ and $g_{p,k}$ be the equalizing filters for the $k$th user’s common and private messages, respectively. Given the expressions in (14) and in (15), the estimates for the $k$th user common message and private message read as

$$\hat{s}_{c,k} = g_{c,k}r_{c,k}$$
$$= g_{c,k}h_{k}^{H}p_{c}s_{c} + g_{c,k}\sum_{j=1}^{K}h_{k}^{H}p_{j}s_{p,j} + g_{c,k}v_{k}$$

$$\hat{s}_{p,k} = g_{p,k}r_{p,k}$$
$$= g_{p,k}\sum_{j=1}^{K}h_{k}^{H}p_{j}s_{p,j} + g_{p,k}v_{k}$$

respectively.

The MSEs of the common message and the private message for user $k$ can respectively be written as

$$\varepsilon_{c,k} = \mathbb{E}[|\hat{s}_{c,k} - s_{c,k}|^2]$$
$$= |g_{c,k}|^2(\sum_{j=1}^{K}|h_{k}^{H}p_{j}|^2 + 1) + 2\Re\{g_{c,k}^{*}h_{k}^{H}s_{c,k}\}$$

$$\varepsilon_{p,k} = \mathbb{E}[|\hat{s}_{p,k} - s_{p,k}|^2]$$
$$= |g_{p,k}|^2(\sum_{j=1}^{K}|h_{k}^{H}p_{j}|^2 + 1) + 2\Re\{g_{p,k}^{*}h_{k}^{H}s_{p,k}\}$$

Minimizing the MSEs with respect to the equalizing filters $g_{c,k}$ and $g_{p,k}$, yields the MMSE optimal filters

$$g_{c,k}^{\text{MMSE}} = \frac{p_{c}^{H}h_{k}}{T_{c,k}}, \quad g_{p,k}^{\text{MMSE}} = \frac{p_{p,k}^{H}h_{k}}{T_{p,k}}$$

respectively, where $T_{c,k} = |h_{k}^{H}p_{c}|^2 + \sum_{j=1}^{K}|h_{k}^{H}p_{j}|^2 + 1$ and $T_{p,k} = \sum_{j=1}^{K}|h_{k}^{H}p_{j}|^2 + 1$. 
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Applying the MMSE equalizing filters from (56) yields the following MMSE expressions, which are closely related to the instantaneous common and private SINRs:

\[
\bar{\gamma}^\text{MMSE}_{c,k} = 1 - \frac{|\hat{h}^H_k p_c|^2}{T_c,k} = \frac{1}{1 + \gamma_{\text{inst}}^c},
\]

\[
\bar{\gamma}^\text{MMSE}_{p,k} = 1 - \frac{|\hat{h}^H_k p_p|^2}{T_p,k} = \frac{1}{1 + \gamma_{\text{inst}}^p},
\]

where

\[
\gamma_{\text{inst}}^c = \frac{|\hat{h}^H_k p_c|^2}{\sum_{j=1}^K |\hat{h}^H_k p_p,j|^2 + 1},
\]

\[
\gamma_{\text{inst}}^p = \frac{|\hat{h}^H_k p_p|^2}{\sum_{j\neq k} |\hat{h}^H_k p_p,j|^2 + 1}.
\]

Now, introducing the common and private weights \(u_c,k\) and \(u_p,k\), we consider the augmented weighted MMSEs:

\[
\bar{\xi}_{c,k} = u_c,k \xi_{c,k} - \log_2(u_c,k),
\]

\[
\bar{\xi}_{p,k} = u_p,k \xi_{p,k} - \log_2(u_p,k).
\]

When the MSEs are fixed, the optimal weights that minimize \(\bar{\xi}_{c,k}\) and \(\bar{\xi}_{p,k}\) are given by \(u_{c,k}^* = 1/\xi_{c,k}\) and \(u_{p,k}^* = 1/\xi_{p,k}\) (a scaling factor of \(1/\log(2)\) was ignored, since it does not affect the solution).

Note that inserting these expressions into (59) and applying the MMSE equalizing filters yields the following augmented weighted MMSEs:

\[
\bar{\xi}^\text{MMSE}_{c,k} = 1 - \bar{R}^\text{inst}_{c,k}, \quad \bar{\xi}^\text{MMSE}_{p,k} = 1 - \bar{R}^\text{inst}_{p,k}
\]

where \(\bar{R}_{c,k}^\text{inst}\) and \(\bar{R}_{p,k}^\text{inst}\) are the common and private rates of user \(k\), respectively, given by \(\bar{R}_{c,k}^\text{inst} = \log_2(1 + \gamma_{\text{inst}}^c)\) and \(\bar{R}_{p,k}^\text{inst} = \log_2(1 + \gamma_{\text{inst}}^p, k)\).

Since the BS has only access to an observation of the channel from which the estimate \(\hat{H}\) can be computed, the instantaneous achievable rates are not known to the BS. In [11], the authors thus define the conditional average common and private rates of user \(k\), namely \(\bar{R}_{c,k} = \mathbb{E}[\bar{R}_{c,k}^\text{inst}|\hat{H}]\) and \(\bar{R}_{p,k} = \mathbb{E}[\bar{R}_{p,k}^\text{inst}|\hat{H}]\), to which the BS has access. The average common rate is then given by \(\bar{R}_c = \min_{k} \bar{R}_{c,k}\).

The average sum rate maximization problem hence reads as:

\[
\max_{\bar{R}_c, \bar{R}_p, \bar{R}_{p,k}} \bar{R}_c + \sum_{k=1}^K \bar{R}_{p,k}
\]

s.t. \(\bar{R}_c \leq \bar{R}_{c,k}, \quad \forall k\)

\[
\|p_c\|^2 + \sum_{k=1}^K \|p_{p,k}\|^2 \leq P_{dl}.
\]

Note that contrarily to (23), the optimization problem (61) exhibits an instantaneous power constraint and has to be solved in every channel coherence interval.

Due to the intractability of (61), the so-called sample average approximation (SAA) is used in order to evaluate the average rates [11]. Given the channel estimate \(\hat{h}_k\) and the known error variance \(\sigma^2_{c,k}\), the BS generates \(N_s\) samples of the channel such that the \(n\)th sample is given by

\[
\hat{h}_k(n) = \sqrt{1 - \sigma^2_{c,k}} h_k + \sqrt{\sigma^2_{c,k}} \tilde{h}_k(n)
\]

where \(\tilde{h}_k(n) \sim \mathcal{N}(0, I_M)\).

The average common and private rates are then approximated using these samples according to \(\bar{R}_{c,k} = \frac{1}{N_s} \sum_{n=1}^{N_s} R_{c,k}^\text{inst}(H(n))\) and \(\bar{R}_{p,k} = \frac{1}{N_s} \sum_{n=1}^{N_s} R_{p,k}^\text{inst}(H(n))\), respectively, with \(H(n) = [\hat{h}_1(n), \ldots, \hat{h}_K(n)]\).

Similar to (60), a relationship between the approximated weighted MMSEs can be established:

\[
\bar{\xi}^\text{MMSE}_{c,k} = 1 - \bar{R}_{c,k}, \quad \bar{\xi}^\text{MMSE}_{p,k} = 1 - \bar{R}_{p,k}
\]

where

\[
\bar{\xi}^\text{MMSE}_{c,k} = \frac{1}{N_s} \sum_{n=1}^{N_s} \bar{\xi}_{c,k}(H(n))
\]

\[
\bar{\xi}^\text{MMSE}_{p,k} = \frac{1}{N_s} \sum_{n=1}^{N_s} \bar{\xi}_{p,k}(H(n)).
\]

We can hence formulate the optimization problem based on the approximated augmented weighted MMSEs:

\[
\min_{\bar{\xi}_c, U, G} \frac{\xi_c + \sum_{k=1}^K \bar{\xi}_{p,k}(H(n))}{\|p_c\|^2 + \sum_{k=1}^K \|p_{p,k}\|^2 \leq P_{dl}}
\]

where the weights and equalizing filters corresponding to the \(N_s\) samples are collected respectively in \(U\) and \(G\).

The optimization problem (63) is convex in each of its blocks \((U, G, \text{and } P = [p_c; p_{p1}, \ldots, p_{pK}])\) if the other two are fixed. Therefore, an alternating solution approach is used. For fixed precoders, \(U\) and \(G\) are computed according to the MMSE solution as explained in the beginning of this section. The weights and equalizing filters are calculated for each of the \(N_s\) samples and subsequently averaged out. Then for fixed \(U\) and \(G\), the optimization problem with respect to \(P\) reduces to a quadratically constrained convex problem, which can be solved using standard interior-point solvers (e.g., CVX). We refer the interested reader to [11] for a detailed description of this approach.

VI. NUMERICAL RESULTS

We consider the 3GPP spatial channel model and specifically the urban microcell environment [27]. The BS is equipped with \(M = 64\) antennas and serves \(K = 5\) users distributed inside the cell with radius 250 m. The users’ positions are generated uniformly at random inside the cell, around the BS located at the cell center. The channels are non-line-of-sight (NLOS) and sampled from the Gaussian distribution with zero mean and covariance matrix generated according to the multi-path channel model. Assuming \(N_{\text{path}} = 6\) main clusters.
and \( N_{\text{rays}} = 20 \) rays in each cluster, the covariance matrix of user \( k \) at carrier frequency \( f \) is given by

\[
C_k = p_k \sum_{n=1}^{N_{\text{rays}}} \frac{\beta_n}{N_{\text{rays}}} \sum_{m=1}^{N_{\text{rays}}} a(\theta_{k,n,m}, f) a^H(\theta_{k,n,m}, f)
\]

where \( p_k \) depends on the path-loss and, therefore, on the distance between the BS and the mobile station (MS) and \( \beta_n \) denotes the power of the \( n \)th cluster.

\( a(\theta_{k,n,m}, f) \) is the array steering vector. We assume that the BS antennas are in a uniform linear array (ULA) configuration and that the antenna spacing is given by half the wavelength of the UL channel. The ratio of the DL and UL carrier frequencies is denoted by \( \nu = \frac{f_c}{f} = 1.1 \). The \( n \)th component of the array steering vector evaluated at the DL carrier frequency is given by

\[
[a_{d\ell}(\theta_{k,n,m})]_i = [a(\theta_{k,n,m}, f_{d\ell})]_i = \exp(j\pi\nu(i-1)\sin(\theta_{k,n,m}))
\]

where the angle \( \theta_{k,n,m} \) is the angle-of-arrival (AOA) of the \( m \)th ray inside the \( n \)th cluster for the \( k \)th user.

We assume that \( T_{d\ell} = 8 \) out of \( T_{coh} = 200 \) channel accesses in each channel coherence interval are used for the DL training and that the noise variance of the training signal is given by \( \sigma^2_n = \frac{1}{P_{d\ell} T_{d\ell}} \). Here, \( P_{d\ell} \) denotes the DL training power given by \( P_{d\ell} = \frac{1}{T_{d\ell}} \).

In the first part of this section, we assume that the BS disposes perfect knowledge of the channel covariance matrices. In the latter part, we will assess the performance obtained when only an estimate of the second-order information is available at the BS.

For the private precoder optimization using the proposed iterative solution approach, a maximum of 20 iterations is used, whereas for the common precoder optimization 30 iterations are considered at maximum. The common and private transformation matrices are initialized using the training matrices \( \Phi \), whereas for the common precoder optimization 30 iterations are considered at maximum. The common and private transformation matrices are initialized using the training matrices \( \Phi \), such that the power constraints are fulfilled

\[
a_{c,k} = \text{vec}(A_{c,k}) = \text{vec}(\Phi), \quad a_{p,k} = \text{vec}(A_{p,k}) = \text{vec}(\Phi)
\]

\[
a_{c}' = [a_{c,1}^T, \ldots, a_{c,K}^T]^T, \quad a_{p}' = [a_{p,1}^T, \ldots, a_{p,K}^T]^T
\]

\[
a_c = \sqrt{\alpha_c T_{d\ell}} a'_c, \quad a_p = \sqrt{(1-\alpha_c) P_{d\ell}} a'_p
\]

where the instantaneous common and private SINRs are given by

\[
\begin{align*}
\gamma_{c,k} & = \frac{|h_{k}^H p_c|^2}{\sum_{j=1}^{K} |h_{j}^H p_c|^2 + 1}, \\
\gamma_{p,k} & = \frac{|h_{k}^H p_p|^2}{\sum_{j\neq k} |h_{j}^H p_p|^2 + 1}
\end{align*}
\]

Fig. 3. Comparison of the proposed methods for common precoder optimization in terms of the sum rate versus the DL power.

The pre-log factor \( \tau = \left( 1 - \frac{T_{d\ell}}{T_{coh}} \right) \) in (65) accounts for DL training overhead resulting from dedicating \( T_{d\ell} \) out of \( T_{coh} \) channel uses in each channel coherence block for sending the pilot sequences. The overhead resulting from the CSI feedback has to be accounted for, when considering the UL setup.

The expectations in (65) are evaluated through Monte Carlo simulations over \( N_{\text{iter}} = 300 \) channel realizations.

First, we compare the results for the methods used for the common precoder optimization, which we presented in Section IV-B to solve (43) for fixed auxiliary variable \( \eta_k \). The first approach is to use the CVX-solver, since (43) is convex in \( \alpha_c \) for fixed \( \eta_k \). The second approach follows the steps described in Algorithm 3. In Fig. 3, one can observe that there is barely any difference in terms of the achievable sum rate between both approaches. However, as depicted in Fig. 4, where the minimum common SINR is plotted versus the iteration number, the iterative increasing SINR method converges faster than the approach based on using the CVX-solver and will therefore be used for the remaining part of the presented results.

In Fig. 5, we depict the average achievable sum rate as well as the lower bound (LB) on the achievable rate which we used as a figure-of-merit in our derivations

\[
R_{\text{sum}}^{\text{LB,RS}} = \tau \left( \log_2 (1 + \gamma_c) + \sum_{k=1}^{K} \log_2 (1 + \gamma_{p,k}) \right)
\]

\[
R_{\text{sum}}^{\text{LB,RS,noRS}} = \tau \sum_{k=1}^{K} \log_2 (1 + \gamma_{p,k})
\]

where \( \gamma_c = \min_k \gamma_{c,k} \) and the SINRs \( \gamma_{c,k} \) and \( \gamma_{p,k} \) are evaluated according to (21) and (22), respectively.
One can easily observe that the RS approach is not only beneficial for the LB but also more significantly for the actual achievable sum rate. While the achievable sum rate obtained without applying RS saturates in the high power regime at approximately 11.5 dB, RS clearly leads to an increase of the rate as the transmit power increases. When the system is interference-limited in the high power regime, the sum rate can be increased by investing more power into transmitting the common message. The gains leveraged by the RS approach are visible in the medium power range and more prominent in the high power regime. For $P_{\text{dl}} = 40$ dB, the RS scheme leads to an increase in the sum rate of more than 4 bits per channel use (bpcu) compared to the non-RS scheme.

In Fig. 7, we additionally plot the achievable average sum rate for two different numbers of BS antennas, namely $M = 16$ and $M = 32$. The number of DL pilots $T_{\text{dl}}$ is set to $M/4$ in both cases while the number of users for both setups is $K = 4$. One can observe as shown in the previous results that in the two cases, the RS enhances the system performance at medium to high power values. The system with less antennas ($M = 16$) seems to benefit from the application of RS already at transmit powers less than 20 dB, whereas the benefits of RS for the
In order to generate the second-order statistics, the estimation error variance is calculated based on the channel estimate \( \hat{y} \). A comparison to the IWMMSE approach shows a degradation of about 1 bpcu in the low power regime is experienced and the gap becomes about 2 bpcu in the medium to high power range.

### A. Comparison to the IWMMSE Approach

For the IWMMSE approach, we use the MMSE channel estimate \( \hat{h} \) that we obtain from the channel observation \( y \) according to

\[
\hat{h} = C_k \Phi (\Phi^H C_k \Phi + \sigma_n^2 I_{T_{uk}})^{-1} y_k.
\]

In order to generate the \( N_s = 200 \) samples used for SAA, the estimation error variance is calculated based on the channel second-order statistics \( \sigma_{\epsilon_k}^2 = \text{tr}(C_k - C_k \Phi (\Phi^H C_k \Phi + \sigma_n^2 I_{T_{uk}})^{-1} \Phi^H C_k)/M \). A maximum of 30 iterations is used for the alternating approach. As initialization for the IWMMSE approach, we use the MMSE channel estimate for the private precoders. As for the common precoder, we use the dominant left singular vector of the MMSE estimate of the channel matrix. The power fraction obtained using the bilinear approach is taken as initial value for the IWMMSE, where uniform power allocation is performed among the private streams.

In Fig. 9, we depict the results in terms of the average achievable sum rate as a function of the DL transmit power for both cases, when the RS scheme is applied and when it is not.

Obviously, the bilinear precoding approach outperforms the IWMMSE method in both cases, i.e., with or without RS. Both methods seem to benefit from RS in the medium to high power regime. While for the bilinear approach the gains are visible starting from \( P_{dl} = 20 \) dB, the RS scheme significantly improves the rate of the IWMMSE approach already for \( P_{dl} = 15 \) dB. When only private messages are sent to the users, both rates saturate in the high power regime as observed before and the gap remains almost constant.

In the high power regime, the bilinear approach combined with RS leads to a slope of about 0.33 bpcu/dB, which is slightly higher than the one for the IWMMSE approach given by approximately 0.27 bpcu/dB.

We need to mention here, that the optimization problem for the bilinear precoding approach considers a relaxed power constraint, whereas the power constraint for the IWMMSE approach is an instantaneous one. This offers more degrees of freedom for the bilinear precoder design. However, even after scaling the bilinear precoders to satisfy the instantaneous total power constraint, the change in terms of the achievable sum rate was negligible.

Regarding the runtimes of both algorithms, the overall optimization of the transformation matrices of the bilinear precoders converges after 1431 s for a given realisation of the channel covariance matrices at a DL transmit power of \( P_{dl} = 40 \) dB. On the other hand, the runtime of the IWMMSE approach for a given channel realisation is about 184 s at \( P_{dl} = 40 \) dB. Obviously, the runtime needed for the bilinear approach is much larger than the one required for the IWMMSE method. However, we need to emphasize, that the optimization problem proposed for finding the deterministic transformations defining the bilinear precoder has only to be solved once the covariance matrices change and therefore only a matrix-vector multiplication is performed to find the precoding vector for each channel realization. Contrary, the IWMMSE method has to be run in each channel coherence interval. It is also noteworthy that the IWMMSE approach is very sensitive to the initialization of the precoders especially in the high power regime.

### B. Comparison of the Performance for Perfectly Known Vs. Estimated Covariance Matrices

The performance of the system with perfect knowledge of the covariance matrices shall now be compared to the one when the BS disposes not the true DL channel covariance matrices but an estimate thereof. For the estimation procedure, we use the extrapolation approach proposed in our previous work [2]. In a few words, this approach consists of exploiting a reciprocity relationship between the UL and DL covariance matrices in order to estimate the DL covariance matrices using the UL channel observations. From Fig. 10, one can see that when estimated covariance matrices are used, a performance degradation of about 1 bpcu in the low power regime is experienced and the gap becomes about 2 bpcu in the medium to high power range.
Nevertheless, we observe that the slope of the curves remains the same for high power values, which confirms the robustness of the applied covariance estimation approach.

VII. CONCLUSION

In this work, we presented a framework for the application of rate splitting to an FDD massive multi-user MIMO system. Despite the suboptimality of the proposed approach and the incomplete channel knowledge at the BS, numerical results have shown that the combination of the bilinear precoding based on the second-order channel information and rate splitting leads to a drastic improvement in terms of the achievable sum rate when compared to the system without rate splitting. The transmission of the common message is mainly beneficial when it comes to medium to high transmit powers. While the conventional DL system (usual broadcast channel, without rate splitting) saturates in the high transmit power regime due to the independence of $h_k$, we observe that the slope of the curves increases when more transmit power is used. Furthermore, our method significantly outperforms the commonly used iterative weighted MMSE approach. While the optimization problem related to the latter has to be solved in each and every channel coherence interval, the bilinear approach depending on the channel covariance matrices requires a simple matrix-vector multiplication in every channel coherence interval. Finding the deterministic transformation matrices that constitute the bilinear precoder has only to be performed in the beginning of the covariance coherence interval which is given by several channel coherence intervals.

A future research direction would be to extend the proposed approach to a multi-cell setup where the challenges related to the system design become more significant due to the inter-cell interference. Furthermore, since the benefits of RS decrease as the number of served users increases, one could optimize the set of users that have to decode the common stream, which could increase the minimum common rate. This user selection can be based on the channel second-order statistics.

APPENDIX A

DERIVATION OF THE CLOSED-FORM SINR EXPRESSIONS FOR THE BILINEAR APPROACH

We prove the results presented in (21) and (22). We begin with deriving the closed-form expression for the private $\gamma_{p,k}$. Recall the channel estimate $y_k = \hat{h}_k^H h_k + n_k$ [see (1)], where the noise term $n_k \sim \mathcal{CN}(0, \sigma_n^2 I)$ and the $h_k$ are mutually independent. Furthermore, it holds that the private precoder of user $k$ is given by $p_{p,k} = A_{p,k} y_k$.

The numerator of the private SINR can be expressed as, where $C_k$ is the covariance matrix of the channel vector $h_k$:

$$|E[h_k^H p_{p,k}]|^2 = |E[h_k^H A_{p,k} y_k]|^2 = |E[h_k^H A_{p,k} \Phi^H h_k + n_k]|^2 = |\text{tr}(A_{p,k} \Phi^H C_k)|^2$$

(67)

due to the independence of $h_k$ and $n_k$.

Since it holds that $\text{var}(h_k^H p_{p,k}) = E[|h_k^H p_{p,k}|^2] - |E[h_k^H p_{p,k}]|^2$, we only need to concentrate on the first term of this expression since the second term can be found in (67):

$$E[|h_k^H p_{p,k}|^2] = E[|h_k^H A_{p,k} y_k|^2] = E[|h_k^H A_{p,k} \Phi^H h_k|^2] + \sigma_n^2 \text{tr}(A_{p,k}^H C_k A_{p,k})$$

(68)

To compute the first term of (68), we use [28, Lemma 2] and obtain, therefore,

$$E[|h_k^H p_{p,k}|^2] = |\text{tr}(A_{p,k} \Phi^H C_k)|^2 + \text{tr}(A_{p,k} \Phi^H C_k A_{p,k}^H C_k)$$

$$+ \sigma_n^2 \text{tr}(A_{p,k}^H C_k A_{p,k})$$

(69)

$$= |\text{tr}(A_{p,k} \Phi^H C_k)|^2 + \text{tr}(A_{p,k} C_k A_{p,k}^H C_k) + \sigma_n^2 \text{tr}(A_{p,k}^H C_k A_{p,k})$$

(70)

Next, we consider the term $E[|h_k^H p_{p,i}|^2]$ for $i \neq k$. Following similar steps, we obtain

$$E[|h_k^H p_{p,i}|^2] = |\text{tr}(A_{p,k}C_{y_i} A_{p,i}^H C_k)|^2$$

(71)

where we used the independence of $h_k$ and $h_i$ for $k \neq i$.

With all these results, the private SINR of user $k$ can be written as

$$\gamma_{p,k} = \frac{|\text{tr}(A_{p,k} \Phi^H C_k)|^2}{\sum_{i=1}^K \text{tr}(A_{p,i}C_{y_i} A_{p,i}^H C_k) + 1}$$

(72)

To compute the vectorized forms of the transformation matrices $a_{p,k} = \text{vec}(A_{p,k})$

and the covariance matrices $c_k = \text{vec}(C_k)$ by using the following identities [29, T3.9, T3.4, T2.13]

$$\text{tr}(A^H B) = \text{vec}^H(A) \text{vec}(B)$$

$$\text{vec}(CAD) = (D^T \otimes C) \text{vec}(A)$$

(74)

the private SINR of user $k$ can be formulated as

$$\gamma_{p,k} = \frac{|c_k^H (\Phi^\otimes I) a_{p,k}|^2}{\sum_{i=1}^K a_{p,i}^H (C_{y_i} \otimes C_k) a_{p,i} + 1}$$

$$= \frac{|q_k^H a_{p,k}|^2}{\sum_{i=1}^K a_{p,i}^H Q_{i,k} a_{p,i} + 1}$$

(75)

where we defined the vector $q_k = (\Phi^\otimes I_M) c_k$ and the matrix $Q_{i,k} = C_{y_i} \otimes C_k$.

In order to derive a compact closed-form expression for the common SINR of user $k$, we first define the vectors $h$ and $n$, where we stack the channel vectors and noise vectors of all users, respectively, such that

$$h = [h_1^T, \ldots, h_K^T]^T, \quad n = [n_1^T, \ldots, n_K^T]^T$$

$$h_k = E_k h, \quad n_k = E_k n$$

(76)

where $E_k = e_k^T \otimes I_M$ is an $M$ times $KM$ selection matrix.

The vector $y$ of all users’ channel observations can therefore be written as

$$y = (I_K \otimes \Phi^H) h + n$$

(77)
whose covariance matrix is given by

$$C_y = DC_hD^H + C_n$$ (78)

with $C_h = \mathbb{E}[h^Hh]$ and $C_n = \mathbb{E}[nn^H]$ being the block diagonal covariance matrices of $h$ and $n$, respectively.

Following similar steps as done for the derivation of the private SINR, we obtain the following terms for the common SINR

$$\mathbb{E}[h_k^H p_c] = tr(C_h E_k^H A_c D) = c_h^H(D^T \otimes E_k^H) a_c = z_k^H a_c$$ (79)

where we used the vectorized forms $c_h = vec(C_h)$ and $a_c = vec(A_c)$, and defined the vector $z_k = (D^T \otimes E_k^H) c_h$. For $var(h_k^H p_c)$, we need

$$\mathbb{E}[|h_k^H p_c|^2] = |h_k^H p_c|^2 = tr(C_h E_k^H A_c (D^H h + C_n) A_c^H)$$

$$= |z_k^H a_c|^2 + a_c^H (C_y \otimes C_k) a_c.$$ (80)

With the common SINR of user $k$ can be written in its compact form as

$$\gamma_{c,k} = \frac{|z_k^H a_c|^2}{a_c^H Z_k a_c + |q_k|^2 a_{p,k}^H a_{p,k}^2 + \sum_{i=1}^{K} a_{p,i}^H Q_{i,k} a_{p,i} + 1}.$$ (81)

**APPENDIX B**

DERIVATION OF THE PARAMETERS OF THE SINR INCREASING APPROACH

For fixed step size $u$, the parameters $v$ and $a_c^{(n),\perp}$ in (45) are chosen such that:

1. The power constraint $a_c^H F a_c \leq \alpha_c P_{dl}$ is satisfied with equality at iteration $n + 1$ for $a_c = a_c^{(n+1)}$.

$$a_c^{(n+1),H} F a_c^{(n+1)} = (1-u)^2 \alpha_c P_{dl} + |v|^2 \| F^2 Z_{\ell(n)} Z_{\ell(n)}^H a_c^{(n),\perp} \|^2_2$$

$$+ 2(1-\alpha) \Re\{ \beta a_c^{(n),H} F Z_{\ell(n)} a_c^{(n),\perp} \} = \alpha_c P_{dl}$$

If we set $\| F^2 Z_{\ell(n)} Z_{\ell(n)}^H a_c^{(n),\perp} \|^2_2$ to 1, which corresponds to a normalization of the vector $a_c^{(n),\perp}$, and $\Re\{ \beta a_c^{(n),H} F Z_{\ell(n)} a_c^{(n),\perp} \}$ to zero, by imposing the orthogonality constraint

$$a_c^{(n),\perp} \perp Z_{\ell(n)}^H F^H a_c^{(n)}$$ (83)

the magnitude of $v$ is given by

$$|v| = \sqrt{\alpha_c P_{dl}(2u-u^2)}.$$ (84)

since $a_c^{(n),H} F a_c^{(n)} = \alpha_c P_{dl}$.

2. The left-hand-side of the SINR constraint in (43) is maximized. When inserting the update in (45), the latter is given by

$$2Re\{ \eta_{\ell(n)}^H Z_{\ell(n)}^H a_c^{(n+1)} \}$$

$$- \eta_{\ell(n)}^H \left( a_c^{(n+1),H} Z_{\ell(n)} a_c^{(n+1)} + \sigma_{\ell(n)} \right)$$

$$= 2(1-u)Re\{ \eta_{\ell(n)}^H Z_{\ell(n)} a_c^{(n)} \}$$

$$- \eta_{\ell(n)}^H \left( (1-u)^2 a_c^{(n),H} Z_{\ell(n)} a_c^{(n)} + \sigma_{\ell(n)} \right)$$

$$- \eta_{\ell(n)}^H |v|^2 a_c^{(n),\perp} a_c^{(n),\perp} H Z_{\ell(n)}^H Z_{\ell(n)} Z_{\ell(n)}^H a_c^{(n),\perp}$$

$$+ 2|v| Re\{ \omega v^H t_c^{(n),H} a_c^{(n),\perp} \}.$$ (85)

where we used for the last term (85) that $v = |v|e^{j\omega}$. Furthermore, we defined the vector $t_c^{(n)}$ such that

$$t_c^{(n)} = \eta_{\ell(n)}^H Z_{\ell(n)}^H z_{\ell(n)} - \eta_{\ell(n)}^H (1-u) Z_{\ell(n)} a_c^{(n)}.$$ (86)

The terms in (86) and (87) depend only on $a_c^{(n)}$, the common transformation vector from iteration $n$, and are therefore not taken into account when maximizing the whole expression.

Due to the transformation applied to $a_c^{(n),\perp}$ via the matrix $Z_{\ell(n)}^H$, we can see that the third term in (88) simplifies to $\eta_{\ell(n)}^H |v|^2 \| a_c^{(n),\perp} \|^2$. Since the norm of $a_c^{(n),\perp}$ is already fixed by the transmit power constraint, the only term we have to maximize is the one given by (89). Here, the maximization is done with respect to $a_c^{(n),\perp}$ and $\omega$, the phase of $v$ [the magnitude is already fixed due to the power constraint, cf. (84)].

For fixed $a_c^{(n),\perp}$, $\omega$, $v$ is chosen such that the real part in (89) is maximized and thus it is given by

$$\omega v = -a_c^{(n),\perp} H Z_{\ell(n)} a_c^{(n),\perp}.$$ (90)

With this choice for $\omega$, the real part in (89) can be written as

$$|t_c^{(n),H} a_c^{(n),\perp}|$$ (92)

which is maximized by choosing $a_c^{(n),\perp}$ as “co-linear” as possible to $t_c^{(n)}$.
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