POISE: Efficient Cross-Domain Chinese Named Entity Recognition via Transfer Learning
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Abstract: To improve the performance of deep learning methods in case of a lack of labeled data for entity annotation in entity recognition tasks, this study proposes transfer learning schemes that combine the character to be the word to convert low-resource data symmetry into high-resource data. We combine character embedding, word embedding, and the embedding of the label features using high- and low-resource data based on the BiLSTM-CRF model, and perform the feature-transfer and parameter-sharing tasks in two domains of the BiLSTM network to annotate with zero resources. Before transfer learning, we must first calculate the label similarity between two different domains and select the label features with large similarity for feature transfer mapping. All training parameters of the source domain in the model are shared during the BiLSTM network processing and CRF layer. In addition, we also use the method of combining characters and words to reduce the problem of word segmentation across domains and reduce the error rate in label mapping. The results of experiments show that in terms of the overall F1 score, the proposed model without supervision was superior by 9.76 percentage points to the general parametric shared transfer learning method, and by 9.08 and 12.38 percentage points, respectively, to two recent high–low resource learning methods. The proposed scheme improves performance in terms of transfer learning between the high- and low-resource data and can identify the predicted data in the target domain.
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1. Introduction

Named entity recognition (NER) is used to recognize named entities such as persons, places, and organizations. NER is an important task in research on the use of natural language processing (NLP). Due to different text types and named entities, a key challenge for an NER task is to transfer knowledge features from one domain to another, which is often referred to as transfer learning [1]. Transfer learning can be used in several settings, notably for such low-resource languages [2] and low-resource domains as biomedical corpora [3] and tourism corpora [4].

Transfer learning can improve task performance by taking advantage of features from similar labels in these cases. Even on datasets with low-resource labels, it can sometimes yield an improvement over state-of-the-art results [5–7].

Some researchers have lately proposed such methods, like feature representation transfer [8,9], instance-based transfer learning [10,11], and parameter sharing [12,13]. Cross-resource word embedding [14] has popularized knowledge transfer from high- to low-resource datasets. Ref. [15] overcomes the scarcity of data by training a model on a high-resource dataset and transferring the knowledge features to a low-resource setting in another language. As the data might be gleaned
from different domains, Ref. [16] extended two state-of-the-art transfer learning models as analytical vehicles for multi-label sentiment analysis tasks.

However, the above methods cannot flexibly utilize the features and parameters of different resources when transferring the learning, which leads to a high probability of the occurrence of identification errors. From the perspective of word segmentation, words belonging to an across domain cannot be segmented and recognized well, which degrades recognition.

To solve the above challenges, we examine the settings for transfer learning to improve performance on the target task through training on the source task. we also consider the method that combines characters and words, which can reduce the problem of unclear boundaries in cross-domain word segmentation in Chinese. As shown in Figure 1, the scheme includes the following steps:

1. Determine the source domain dataset and the target domain dataset. Use the similarity of feature distribution (SFD) and Inter-feature correlation (IFC) to select the label with the highest similarity for feature transfer.
2. Use BiLSTM neural network model to learn and transfer features.
3. In the decoding stage, the characters are first combined with words to search for the maximum path of words in datasets in different domains, and the most complete words are matched so as to map labels.
4. CRF layer is the final prediction layer. Note: All parameters are shared throughout the process.

In view of the success of transfer learning, we use it here to solve the problem of cross-domain Chinese entity recognition. The contributions of this study are as follows:

- We develop an symmetry architectures for transfer learning (as shown in Figure 2), respectively. The architecture is extensions of a base model with parameter-sharing and feature transfer, which can hence obtain high-resource features to assist low-resource entity recognition tasks.
- We make full use of words and their order to mine potential lexical information and combine this with character-based tags to match entity vocabularies in different domains according to the path of the processing module. This yields a resolved path to mitigate the degradation in performance caused by unclear boundaries during cross-domain word segmentation in Chinese.
- We build an NER corpus for Chinese tourism, called Zoetral, that collects 8460 posts related to tourism, 5813 sentences related to tourist attractions, and 5377 integrated entities. By using the transfer learning framework, we successfully and automatically identified 2432 tourism entities as extended entities of the Zoetral dataset.
2. Related Work

In recent years, the neural network has been widely applied to research on named entity recognition and yielded impressive results. We briefly review two related directions: named entity recognition and transfer learning.

**Named Entity Recognition**
NER is a popular subject of research in NLP [17]. In the past few years, a lot of related research findings have been reported. Deep learning has recently emerged as the mainstream approach in NER. Methods based on neural networks deliver good performance in terms of identifying entities in English.

Ref. [18] described and evaluated a character-level tagger for language-independent NER. The model consists of stacked bidirectional long short-term memory networks (LSTMs) that take as inputs characters and output tag probabilities for each. Ref. [19] proposed a BiLSTM-supported structure that combines the CRF [20] for NER tasks called the BiLSTM-CRF model. In experiments, this model achieved better performance on NER tasks than the rich features-based CRF model. In [21], for requiring without feature engineering or data pre-processing, it can apply to a wide range of sequence labeling tasks. They proposed a model based on the LSTM-CNN-CRF. The results of experiments showed that their methods outperformed their original counterparts. Ref. [22,23] achieved state-of-the-art performance on NER by using LSTM-CRF models, with characters being integrated into word representations. With the development of Chinese NER task, on the basis of using the neural network model, researchers have also made good achievements in this task [24].

As far as we know, the size of annotated data, which normally limited the performance in the above approaches. In usual cases, it only has the best recognition results when the available annotated data are adequate. Nevertheless, obtaining adequate annotated data is hard for researchers. In recent studies, it has been proved that the knowledge learned from one domain dataset can be applied to another domain dataset in training tasks. The researchers implement this idea by using a technique called transfer learning [1]. In traditional supervised machine learning, an adequate amount of annotated data are required to train an excellent model. On the contrary, these requirements can be relaxed in transfer learning.

**Transfer Learning**
The above idea has been used by researchers in many domains, such as speech recognition [25], text classification [26], and machine translation [27]. It also has a rapid development in named entity recognition [28,29]. In the cross-language NER tasks [30] or cross-domain dataset NER tasks [31], the method based on transfer learning has been well proved to be usable.

Using transfer learning, the label features and parameters trained in the source domain can be directly applied to the target domain. This decreases the number of parameters as well as the model size. Therefore, this method was soon introduced into NER tasks in the domain of Chinese low-resource datasets. Many researchers have also performed entity recognition tasks based on transfer learning [32,33] in their work of previous for low-resource entity datasets in Chinese NER task.

However, due to the huge difference between different domain datasets, they do not resolve the problem in segmenting the words nor predict a word label well. Although the work of [33] provides a network to reduce the difference between different datasets, and [32] integrated the language prediction model and algorithm, these do not work in the limited domain. Besides, these models also need high-quality datasets to train between source and target datasets, which can obtain a higher score.

This paper takes advantage of transfer learning to accomplish a Chinese NER task, which can effectively solve the problems of the Chinese NER task and transfer features between several different domain datasets. In the first step, we assume a large amount of training data in a news domain but no data, or a small amount of data, in a target domain. We then transfer NER knowledge from the news domain (here we set news domain as the source domain, and it can be changed to other datasets) to the target domain to improve the training performance of low-resource datasets through cross-domain NNM training.

Comparing with other NER model based transfer learning, we do so using a novel scheme for transfer learning based on a deep hierarchical recurrent neural network that selectively shares hidden
feature representations and part of the parameters between the source domain and the target domain tasks, rather than transfer all of the features in source domain datasets. Furthermore, it is not enough that we only transfer the features and parameters. Considering the effective affection of combining the characters and words in segmenting the words, we introduce this method into our scheme. Combining characters and words can improve the performance in cross-domain entity recognition in the Chinese ENR task. We use gradient-based methods for efficient training. The results of experiments show that our NER model guarantees good performance even when the set of training data are small.

3. Proposed Model

3.1. Model Architecture

We propose a cross-domain named entity recognition frame called POISE. The frame contains label feature embedding, character embedding, word embedding, a BiLSTM module for feature learning and representation, a unit that connecting characters to be a word, and a CRF prediction layer.

The goal of this work is to transfer knowledge and feature from the source to the target domain, which can implement the cross-domain transfer. At first, we assume that there are few labels in the target domain dataset. Next, we have to select the height similarity labels by using the statistic method. Cause there are usually two cases of cross-domain transfer. The two domains have labels that can be mapped to each other or can have disparate label sets. For example, tags in corpus A (e.g., “LOC”, “ORG”) can be mapped to those in corpus B (e.g., “LOC”, “ORG”), whereas some other tags in corpus A (e.g., URL, “WEB”) cannot be mapped to those in corpus B (e.g., “LOC”, “ORG”). When the two domains have labels that can be mapped to each other, all the model parameters and feature representations are shared in the neural network. We execute a label mapping step on top of the CRF layer. Finally, the two domains have some disparate label sets, the same label dataset can be found from other domain datasets for training. The frame is shown in Figure 2.

3.2. Training

In the source and the target tasks, \( W_s \) and \( W_t \) denote the model parameters, they are shared parameters and task-specific parameters respectively. \( W_{shared} \) are jointly optimized by the two tasks, whereas \( W_{source, spec} \) and \( W_{target, spec} \) are individual trained for each task separately. In the experiment, because we selected the label dataset first, the whole process used shared parameters for
training. If there is no label dataset with high similarity, then the task will directly train the target domain dataset with task-specific parameters.

3.2.1. Input

A set of inputs $C = [c_1, c_2, c_3, \ldots, c_j]$ and $W = [W_1, W_2, W_3, \ldots, W_j]$ are given from the NER training set of the source $S_{ner} = \{(x_i, y_i)\}_{i=1}^{m}$ or the target domain $\tau_{ner} = \{(x_i, y_i)\}_{i=1}^{n}$. The original text set $S_{lm} = (x_i)_{i=1}^{m}$ of a source field or the original text set $\tau_{lm} = (x_i)_{i=1}^{n}$ of a target domain, the text is automatically divided from the source domain and the target domain, and the trained word embedding is constructed as $D$.

Before feature transfer, in order to migrate effective feature information, we merge the data of the source domain and the target domain, and then cluster the merged data set based on features, thus gathering highly correlated features into the same cluster. Then, the similarity of the distribution of each feature between the source domain data and the target domain data is calculated as the sorting basis, and the features in each cluster are sorted in descending order. Finally, the top-ranked features are selected from each cluster as the features that need to be migrated finally (as shown in Figure 3).

![Figure 3. Feature selection.](image)

Inter-feature correlation (IFC) is used to measure the correlation between two features $f_i$ and $f_j$. In this paper, symmetric uncertainty (SU) is used to calculate the correlation between the two features in feature selection.

The similarity of feature distribution (SFD) is used to measure the similarity of the distribution of a specific feature $f_i$ on two different data sets. We use Kolmogorov–Smirnov (K-S) test to verify whether the distribution of the two sets of data is similar.

In order to verify the effectiveness of the experiment, we selected three datasets in different domains and selected three entity label types for training and testing.
3.2.2. Character-Based BiLSTM Model

Long short-term memory networks (LSTMs) can capture long-range dependencies. They do so by using several gates that control the ratio of the input to assign to the memory cell, and by setting the ratio from the previous state to forget. We use the following implementation:

\[i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i)\]  
\[c_t = (1 - i_t) \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c)\]  
\[o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o)\]  
\[h_t = o_t \odot \tanh(c_t)\]

where \(\sigma\) is the sigmoid function, and \(\odot\) is the element-wise product.

Previous work has shown that the character-based approach is more suitable for Chinese NER tasks than the word-based approach. We thus use the character-based approach to improve the performance of the network caused by unclear boundaries of word partitioning across domains.

In the processing, each encoded character is represented by an embedded character (\(e_c\) representing a character-embedded lookup table)

\[X^c_j = e_c(c_j)\]

A bidirectional LSTM is applied to \(x_1, x_2, ... , x_m\) to obtain \(\overrightarrow{h}^c_j, \overleftarrow{h}^c_j\), and \(\overrightarrow{h}^c_j, \overleftarrow{h}^c_j, \overrightarrow{h}^c_j, \overleftarrow{h}^c_j\), we use two sets of parameters in the left-to-right and right-to-left directions, respectively. The representation of each character in hidden vector is:

\[h^c_j = [\overrightarrow{h}^c_j; \overleftarrow{h}^c_j]\]

3.2.3. Connecting Characters into Words

For word embedding, the calculation of \(c_e\) considers the lexical subsequence \(W_{de}^b\) in the sentence, that is, the character refers to the original text to divide the word list \(D\) and form the word through path matching [24]. In this way, while collecting contextual information in the module, the problem of ambiguity in cross-domain recognition can be mitigated by combining the feature of the character with that of the word. The word embedding \(W_{de}^b\) is used to represent each word, where each subsequence \(W_{de}^b\) is represented as (\(e^w\) in the word embedding lookup table):

\[X^w_{b,e} = e^w(W_{de}^b)\]

In addition, a word \(C^w_{b,e}\) is used to indicate the state of repetition \(X^w_{b,e}\) from the beginning of a sentence. \(C^w_{b,e}\) is calculated as follows:

\[
\begin{bmatrix}
    i^c_{b,e} \\
    f^c_{b,e} \\
    o^c_{b,e} \\
    c^c_{b,e}
\end{bmatrix} =
\begin{bmatrix}
    \sigma \\
    \sigma \\
    \tanh
\end{bmatrix}
\begin{bmatrix}
    W^cT \begin{bmatrix}
        x^w_{b,e} \\
        h^w_b
    \end{bmatrix} + b^w
\end{bmatrix}
\]

\[C^w_{b,e} = f^w_{b,e} \odot c^c_{b,e} + i^w_{b,e} \odot \tilde{c}^w_{b,e}\]

\(i^w_{b,e}, f^w_{b,e}\) is a set consisting of an input gate and a forgetting gate. Because the label works only at the character level, the output gate is not available for word units.
Given the value of $c^w$, more looped paths are available for information to flow to each $c_e$. We connect all $c^w$ with $B \in b | w^w_b | e$ in the $c_e$ cell (as shown in Figure 4). We use an additional gate $i_{B,e}$ for each unit of the subsequence $c_b,e$ to control its contribution to $c^w_{B,e}$:

$$i_{B,e} = \sigma(W^l \left[ \text{emb}(c_e) + b^l \right])$$

(10)

Therefore, the unit value is:

$$e = \sum_{B \in b | w_b,e \in D} \alpha_{c_b,e} \odot c^w_{B,e} + \alpha_{c_e} \odot \tilde{c}_e$$

(11)

In Equation (11), $i^w_{B,e}$ and $i^e_{c_e}$ are normalized to $\alpha_{c_b,e}$ and $\alpha_{c_e}$, respectively by setting the sum to one:

$$\alpha_{c_b,e} = \frac{\exp(i^w_{B,e})}{\exp(i^w_{B,e}) + \sum_{B \in b | w_b,e \in D} \exp(i^w_{B,e})}$$

(12)

$$\alpha_{c_e} = \frac{\exp(i^e_{c_e})}{\exp(i^e_{c_e}) + \sum_{B \in b | w_b,e \in D} \exp(i^e_{B,e})}$$

(13)

The final hidden vector $b^c$ is still calculated according to Equation (12). In training for named entity recognition, the loss is propagated back to the parameters $W^l, b^l, W^w, b^w, W^l$, and $b^l$ focus on relevant words during NER.

Figure 4. Connecting characters into words.

3.2.4. CRF Layer

As described above, the standard CRF layer is $h = [\overrightarrow{h}_1 \oplus \overrightarrow{h}_2, \ldots, \overrightarrow{h}_n \oplus \overrightarrow{h}_n]$. The mark sequence $y = l_1, l_2, \ldots, l_i$ is obtained by dividing the output probability $p(y|x)$ by the input sentence $x$:

$$p(y|x) = \frac{\exp \sum_{i} (w_{CRF}^l \bullet h_i + b_{CRF}^{(l_i-1,l_i)})}{\sum_{y'} \exp \sum_{i} (w_{CRF}^l \bullet h_i + b_{CRF}^{(l_i-1,l_i)})}$$

(14)

where $y'$ represents any tag sequence, $w_{CRF}^l$ is the model parameter specific to $l_i$ and $b_{CRF}^{(l_i-1,l_i)}$, and is the bias specific to $l_{i-1}$ and $l_i$. We find the tag sequences with the highest score in the word- or character-based input sequences by using the first-order Viterbi algorithm to. Given a set of training
data \{ (s_i, y_i) \}_{i=1}^N, the training model of sentence-level logarithmic likelihood loss is normalized to \( L_2 \).

(\( \lambda \) is the regularization parameter of \( L_2 \) and \( \Theta \) represents the parameter set):

\[
L = \sum_{i=1}^{N} \log(P(y_i|s_i)) + \frac{\lambda}{2} \Theta^2
\]  

(15)

4. Datasets

Previous work has contributed to Chinese named entity recognition data corpora, most of the content of which from the news and social media networks. For sports, finance, and tourism, while work needed to collect data has been carried out, the corpora are not adequate in general and need to be continually supplemented. Therefore, by relying on the rich tourism information database for China, we collected 5813 sentences and labeled them according to NER.

Corpus Statistics

We introduce detailed information about Zoetra1, the Chinese tourism named entity recognition dataset that we built. The primary work involved collecting all the information about famous travel destinations in the cities, counties, and villages in Xinjiang Province and other provinces in China. We collected the dataset of sentences on tourism and used the BIOE method to annotate the NER travel domain datasets. A sample of the annotations is shown in Figure 5. We crawled 8460 posts from Qunar (https://www.qunar.com/), Meituan (https://www.meituan.com/), Ctrip (https://www.ctrip.com/), and other commonly used travel websites in China by using crawler tools. We manually selected 5813 sentences from them containing information on scenic spots, where each sentence contained 10 to 50 characters to ensure good performance of BiLSTM processing. Moreover, 5377 entities were extracted manually featuring three types. Specifically, 4674 items on “LOC” (location), 283 items on “PER” (personal), and 420 on “ORG” (organization).

| Label | Label | Label |
|-------|-------|-------|
| tian  | B-LOC| yao   | B-LOC| de  | O    |
| shan  | I-LOC| chi   | E-LOC| bei | O    |
| tian  | I-LOC| *     | O    | ce  | O    |
| chi   | E-LOC| ,     | O    | ,   | O    |
| ,     | O    | wei   | O    | ju  | O    |
| you   | O    | yu    | O    | wu  | B-LOC|
| cheng | O    | chang | B-LOC| lu  | I-LOC|
| tian  | B-LOC| ji    | I-LOC| mu  | I-LOC|
| chi   | I-LOC| zhou  | E-LOC| qi  | I-LOC|
| guo   | I-LOC| fu    | B-LOC| shi | E-LOC|
| jia   | I-LOC| kang  | I-LOC| yue | O    |
| di    | I-LOC| shi   | E-LOC| 1   | O    |
| zhi   | I-LOC| jing  | O    | 1   | O    |
| gong  | I-LOC| nei   | O    | 0   | O    |
| yuan  | E-LOC| ,     | O    | gong| O    |
| ,     | O    | bo    | B-LOC| li  | O    |
| gu    | O    | ge    | I-LOC| ,   | O    |
| cheng | O    | da    | I-LOC| shi | O    |
| *     | O    | feng  | E-LOC| xin | B-LOC|
| ...   | ...  |      | ...  | ... | ...  |

Figure 5. Examples of types of BIOE annotations of Zoetra1.
5. Experiment

5.1. Datasets

We carried out training and testing on three cross-domain datasets and compared the results with those of four other models. We used the MSRA (NER) Chinese named entity recognition dataset as data for the source domain. Three datasets of target domain data were used (see Table 1). Each dataset consisted of three parts: the training set, the test set, and the verification set. The MSRA (NER) datasets (https://download.csdn.net/detail/weixin_43098787/10992902) contained three types of entities—PER (person), LOC (location), and ORG (organization)—for a total of 46,365 items. The training set contained 27,819 items, and the validation and testing sets contained 9273 and 9273 items, respectively. The NER dataset containing items extracted from social media consisted of 8821 items from Sina Weibo (https://github.com/quincyliang/nlp-dataset/tree/master/ner-data/weibo) (a Chinese social media website). It was divided into 3307 items for the training set, 1103 for the verification set, and 1103 for the test set. The news datasets contained 23,061 items from the People’s Daily (https://download.csdn.net/detail/weixin_43098787/10992902). We also collected 3820 articles on tourism in the dataset on tourism and manually marked them as a test set.

| Corpus           | Type          | Total  | Train | Dev | Test |
|------------------|---------------|--------|-------|-----|-----|
| MSRA(NER)        | –             | 46,365 | 27,819| 9273| 9273|
| Weibo NER        | Social media  | 5514   | 3307  | 1103| 1103|
| People’s Daily NER | News         | 23,061 | 13,837| 4612| 4612|
| Zoetral NER      | Tourism       | 5377   | 3226  | 1075| 1075|

5.2. Baseline

We compared four prevalent models—transfer model T-B, neural adaptation layers, unified model, and the Lattice LSTM [24,34–36]—with the proposed POISE model through experiments. Ref. [35] proposed a lightweight yet effective method for domain adaptation for neural models. They introduced adaptation layers on top of neural architectures such that no re-training was required using data from the source domain.

Ref. [36] proposed a unified model that can learn from out-of-domain corpora and in-domain unannotated text. The unified model contains two major functions: one for cross-domain learning and the other for semi-supervised learning. There are two major functions in the unified model: one is cross-domain learning and the other for semi-supervised learning. The cross-domain learning method can learn out-of-domain label based on feature similarity, and the semi-supervised learning method can learn in-domain unannotated label through self-training.

Ref. [34] explored the problem of transfer learning for sequence tag tasks, in which a source task with a number of annotations was used to improve performance on a task with fewer annotations.

Ref. [24] investigated a lattice LSTM model for a Chinese NER task. It can encode a sequence of input characters and words, finding potential words that match a lexicon. The model explicitly leverages word and word sequence information, and not suffer from segmentation errors.

5.3. Experiment Setting

The MSRA NER datasets were pre-trained into a 300-dimensional word embedding. We also trained the NER data that had been selected from other cross-domain datasets into a 300-dimensional pre-training word embedding. Thirty-dimensional initialized character embeddings were adopted for all datasets. The number of dimensions of hidden states of the word-based BiLSTM was set to 200, and that of the source-shared and targeted BiLSTM was set to 100 for model-1 and model-2. The parameters were optimized using the Adam optimizer by adopting a gradient clipping and a learning rate decay of five. We also established an initial learning rate $\beta$ of 0.002 in all experiments.
The learning rate $\beta_t$ in each iteration was updated with $\beta_t = \beta_0/(1 + \rho \times t)$, and the decay rate $\rho$ to 0.03. To avoid overfitting, we applied dropout to the output of the pre-processing layer and the BiLSTM layer. In the experiment, we used all data from the source domain (MSRA NER) and the target domain (Sina Weibo news, People’s Daily NER, and tourism NER) for training, repeatedly adjusting the parameters for experimental comparison, and chose the best results. Tables 2–4 show these after 100 epochs. We run these typical models on 4 Tesla K80 GPUs and save the best model on the validation set for testing. We are interested in a model that performs robustly across a diverse set of tasks. To this end, for baseline, we use the same hyperparameters as those in the original paper.

5.4. Results and Analysis

As shown in Tables 2–4, our POISE outperformed the other methods. Transfer learning was the most beneficial for tasks with low-resource datasets, and enabled generalization even with few labeled examples.

Table 2. The results of Weibo NER. The best results in each metric are represented in bold.

|            | Prec | Recall | F1  |
|------------|------|--------|-----|
| Transfer model T-B [34] | 83.29 | 69.34  | 75.68 |
| Neural Adaptation Layers [35] | 88.36 | 73.85  | 80.46 |
| Unified Model [36] | 93.75 | 76.20  | **85.86** |
| Lattice Model [24] | 92.84 | 78.29  | 84.95 |
| POISE | **93.80** | 77.62  | 84.96 |

Table 3. The results of news NER. The best results in each metric are represented in bold.

|            | Prec | Recall | F1  |
|------------|------|--------|-----|
| Transfer model T-B [34] | 87.12 | 73.94  | 79.99 |
| Neural Adaptation Layers [35] | 95.38 | 79.30  | 86.60 |
| Unified Model [36] | 97.64 | 81.73  | 88.98 |
| Lattice Model [24] | 96.32 | 80.79  | 87.87 |
| POISE | **98.32** | **84.37** | **90.81** |

Table 4. The results of Zoetral NER. The best results in each metric are represented in bold.

|            | Prec | Recall | F1  |
|------------|------|--------|-----|
| Transfer model T-B [34] | 82.48 | 68.47  | 74.82 |
| Neural Adaptation Layers [35] | 94.07 | 74.93  | 83.42 |
| Unified Model [36] | 93.64 | **76.41** | 84.15 |
| Lattice Model [24] | 92.38 | 74.29  | 82.35 |
| POISE | **96.72** | 74.83  | **84.38** |
Impact of character-level and word-level approaches

By using the Zoetalr datasets as target domain in an example, along with the same data for the source domain, the results show that the accuracy of the POISE model was 8.92% higher than the adaptive layer method proposed in [35]. When we used the transfer model T-B model to train the Chinese NER datasets, the [35] model worked well for English entity recognition but its performance degraded when applied to Chinese text. Although it rendered the characteristics of the input and the model parameters isomorphic between the domains by adding a word adaptation layer, the isomorphism was forced in the process of migration of Chinese text, resulting in reduced accuracy (see especially Tables 2 and 4, where there were significant differences between the domains of the target and the source datasets). We used the BiLSTM module based on the feature transfer in transfer learning for the Chinese NER task. We matched words with the input characters and training the character feature of the source domain to transfer to the target domain. In this way, we obtained better word and character features, where this significantly mitigated the degradation in performance caused by the unclear boundary of cross-domain word segmentation in Chinese.

Effect of transfer learning

The parameter-sharing scheme proposed in [34] has contributed significantly to the transfer learning from high- to low-resource data, but methods of learning within the scheme itself have not been the subject of much research and experimentation. Considering that differences in resource representation between domains may occur in the process of migration and learning, and may in turn lead to poor identification performance, the POISE model was able to transfer the character label features between the source and the target domains. Even though they did not share words, they had common characters. The BiLSTM layer calculated a better score than traditional method by learning the feature-related information in the characters. When sharing parameters, tasks were differentiated based on the similarity of labels of the domains of the data. Compared to the lattice LSTM model [24], lattice LSTM does not use the transfer learning, so that the model depends on the quality of the dataset. We know through experiments that the effect of the dataset from other domains is obviously lower than the effect of the dataset provided by the original Lattice LSTM work. There is no doubt about the contribution of the work from Lattice LSTM, but when the data in different domains are applied, there is still a big problem of wrong identification and the general effect has a low effect.

Impact of combining characters to be a word

We also compared our method with the unified model proposed in [36] that also uses out-of-domain and unlabeled data in case of unsupervised training as well as segmented words based on characters to obtain their positions in words when analyzing text. Although it has an excellent recognition effect in some cross-domains, it is not suitable for recognition tasks involving domains with large differences. When the source domain consisted of the MSRA entity datasets, the target domain used data from different fields for the experiments. The results show that because this was similar to the field of training data, the results after learning were better than the test results for data from other fields, as shown in Table 3. Moreover, the testing effect of this model for microblogs was better than that for tourism. We see that the unified model was better than the parameter-sharing scheme proposed by [34]. However, in terms of cross-domain learning, its performance was poorer than that of the adaptive layer method proposed by [35]. Therefore, we made full use of the words, characters, and character features to mine potential lexical information, and combined them to match entity vocabularies in different fields according to calculations in the processing module. In this way, we effectively mapped labels from the high-resource to the low-resource data, improved the accuracy of label prediction, and reduced errors.

5.5. Ablation Study

We used the POISE model for a comparison of ablation experiments for training and testing on datasets of the three target areas. The methods with and without parameter sharing were trained. A comparison of the results is shown in Table 5.
The data to be predicted in the target field should be trained and learned using only data of the source domain without any reference annotation. In each set of the domain data, the result using transfer learning was better than that without it. As shown in Figure 6, by learning from the data of the source domain and applying the method to predict those of the target domain, the recognition effect was improved.

Table 5. Results of transfer learning. The best results in each metric are represented in bold.

| Domain | Prec | Recall | F1  |
|--------|------|--------|-----|
| News   | − parameter sharing | 76.83 | 59.19 | 66.87 |
|        | + parameter sharing  | 98.32 | 84.37 | 90.81 |
| Weibo  | − parameter sharing | 78.42 | 60.83 | 68.51 |
|        | + parameter sharing  | 93.80 | 77.62 | 84.96 |
| Zoetral| − parameter sharing  | 65.73 | 48.22 | 55.63 |
|        | + parameter sharing  | 96.72 | 74.83 | 84.38 |

Figure 6. A comparison of the results of the POISE model on datasets of different domains.

5.6. Case Study

As shown in Figure 7, the following problems occurred in a comparison of experimental cases between the proposed model and the other four models:

1. The parameter-sharing scheme proposed by [34] does not adequately divide the vocabulary in the data of the target domain, which affected performance in terms of tag learning.

2. Ref. [35] could not identify “xi zheng jun dian jiang tai” as the LOC tag in the Zoetral datasets, but did identify “xi zheng jun” as a PER tag. Its efficiency of recognition decreased, owing to the large number of characters in the name field, and “yi ji” was forcibly mapped to the LOC label.

3. According to the data analysis in Section 5.4, the experiment comparing the unified model [36] with the POISE model showed that the former performed well on datasets of similar types to that of the source domain, but yielded poorer performance when the target and source domains were dissimilar. As shown in Figure 7, this model did not identify the LOC label “nan hu gong yuan” in the Zoetral datasets. The comparison shows that the proposed model adequately partitioned the vocabulary of the target domain, which provided accurate labels for prediction according to its characteristics.

4. In the comparative experiment on the lattice LSTM, we found that the system could not transfer knowledge from a high-resource to a low-resource one. However, when the data were sufficient in quantity, the model yielded good identification results.
Figure 7. Examples of the results of the POISE and other models on NER tasks. The results in blue represent those for location, those in green represent the recognition results for person, and yellow represents the results for organization.

The comparison shows that the proposed model adequately partitioned the vocabulary of the target domain, which yielded accurate labels for prediction according to its characteristics.

5.7. Discussion

Through experiments, we know that the transfer learning method does perform well in dealing with tasks in the domain of low-resource datasets. At the same time, we also discussed in depth some problems existing in the application of this method in the Chinese NER.

(1) English NER and Chinese NER use the same transfer learning method, but the results are different. Word segmentation problems in Chinese NER will reduce recognition performance, especially in datasets in different domains. Therefore, based on the work proposed by [24], we add the method of combining the characters and words. Through the comparison of three groups of datasets in different domains, the method of word combination is indeed conducive to improving the accuracy of word segmentation.

(2) In the application of the transfer learning method, we have done four groups of comparative experiments. Among them, [34–36] is all NER model based on transfer learning method, while Lattice LSTM [24] is the NER model based on training a large number of datasets. The initial experimental results show that the NER model based on the transfer learning method has an outstanding application effect only in one domain, but not in datasets in others. As shown in Tables 2–4, after the screening of datasets and label features, we can obtain the final experimental results, which shows that this kind of method depends on the similarity of data to a great extent. For the work of [24], the model proposed by them is outstanding in the Chinese NER task, but it is not outstanding in some low-resource datasets. We expanded a large number of datasets and trained them with Lattice LSTM to improve the results. By comparing the two types of NER models, it can be proved that transfer learning does play a role in NER tasks.

(3) When comparing the same type of model based on the transfer learning method, we find that selecting data with high label similarity for mapping between high and low resources is conducive to improving the training results of low-resource datasets. In the initial experiment, we directly used the model proposed in [34] for mapping, completely ignoring the differences in labels and other issues, and the final experimental results were very poor. After the similarity screening of features added to the dataset, the experimental results can be effectively improved. Therefore, before we do the baseline
comparison experiment, we first selected the common features in the homologous datasets of the three
groups of target domain datasets to obtain the results in Section 5.4.

To sum up, the steps we added can improve the application of transfer learning in Chinese NER. However, we do not deny that this scheme still depends on the size and quality of the source dataset and the feature similarity between the source and the target domain dataset. The feature similarity between datasets in different domains is still a problem worth exploring in the future.

6. Conclusions and Future Work

In this paper, we proposed a scheme which focuses on improving the performance of named entity recognition task in low-recourse datasets. Specifically, by transferring the label features and parameters between low- and high-resource datasets, it can obtain an effective result of named entity recognition. Besides, we consider differences in domains between the source and the target texts, combines the characters and words to solve the segmentation problems in Chinese NER. Experiments on three target datasets showed that our method allows for zero-sample learning, and can deliver consistently superior performance on different domains, which can provide that this scheme is suitable for Chinese named entity recognition.

Although the NER task performance of low-resource datasets has been improved under the POISE model, there are still some problems to be solved in this model. The method of combining characters and words is used to find the maximum path of words. Although the result obtains better performance, the redundancy is too large, the time complexity is also very high, and there is still room for optimization. In addition, although transfer learning can help feature conversion between different datasets, this feature conversion is limited. Between the two datasets, only features with high similarity can be transferred and learned. If the similarity is low, it will lead to poor transfer learning effects and even identify a large number of wrong labels. Therefore, how to better optimize transfer learning is still a research hotspot.
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