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Abstract—Consider a massive random access scenario in which a small set of \( k \) active users out of a large number of \( n \) potential users need to be scheduled in \( b \geq k \) slots. What is the minimum common feedback to the users needed to ensure that scheduling is collision-free? Instead of a naive scheme of listing the indices of the \( k \) active users in the order in which they should transmit, at a cost of \( k \log(n) \) bits, this paper shows that for the case of \( b = k \), the rate of the minimum fixed-length common feedback code scales only as \( k \log(e) \) bits, plus an additive term that scales in \( n \) as \( \Theta(\log \log(n)) \) for fixed \( k \). If a variable-length code can be used, assuming uniform activity among the users, the minimum average common feedback rate still requires \( k \log(e) \) bits, but the dependence on \( n \) can be reduced to \( O(1) \). When \( b > k \), the number of feedback bits needed for collision-free scheduling can be significantly further reduced. Moreover, a similar scaling on the minimum feedback rate is derived for the case of scheduling \( m \) users per slot, when \( k \leq mb \). The problem of constructing a minimum collision-free feedback scheduling code is connected to that of constructing a perfect hashing family, which allows practical feedback scheduling codes to be constructed from perfect hashing algorithms.
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I. INTRODUCTION

This paper is motivated by the massive connectivity scenario for machine-type wireless communications, in which a base-station (BS) needs to provide connectivity to a massive number of \( n \) devices (e.g., in the order of \( 10^5 \sim 10^6 \)), but their traffic is sporadic so that at any given time, only a random subset of \( k \ll n \) users are active [1], [2]. We assume the following random access scheme involving three phases with rate-limited feedback. In the first phase, \( k \) active users transmit pre-assigned uniquely identifying pilot sequences over the uplink multiple access channel to indicate their activities. The BS uses a multisuser detection algorithm, typically involving compressed sensing [3]–[6], to determine the active set of users. In the second phase, the BS transmits a common feedback message to all the active users over a noiseless downlink broadcast channel; this feedback message specifies a schedule for the subsequent data transmissions of the \( k \) active users over \( b \) orthogonal slots. In the third phase, the users transmit their payload data over the scheduled slots.

Assuming that in the first phase the user activities are detected perfectly, this paper focuses on the second scheduling phase and asks the question: What is the minimum rate of the common feedback message from the BS to the \( k \) users so that the scheduling over the \( b \) slots is collision free, assuming \( b \geq k \)? An extension of the above question is the following: If \( (m - 1)b < k \leq mb \) for some positive integer \( m \), what is the minimum feedback needed to ensure that at most \( m \) users are scheduled in each slot?

A naive feedback scheme for collision-free scheduling is to index each of the \( n \) users, then let the BS list off all the active user indices in the order that they should transmit. This requires a feedback message of \( k \log(n) \) bits. When the number of potential users is large, the \( \log(n) \) factor can be significant (e.g., 20 bits for \( n = 10^6 \)), especially if the subsequent payload size is small, as typically is the case for machine-type communications.

This naive scheme is far from optimal. The results of this paper show that in the case where the feedback codewords have a fixed length regardless of the user activity pattern, the minimum feedback rate for scheduling \( k \) active users in \( k \) slots with no collision can be reduced to approximately \( k \log(e) \) bits plus a term that scales in \( n \) as \( \Theta(\log \log(n)) \) bits for fixed \( k \). The above result can actually already be inferred from classic combinatorics literature, because the problem of minimum feedback for collision-free scheduling can be shown to be intimately connected to the hypergraph covering and perfect hashing problems. This paper further shows that if the feedback codeword length can be variable, then the scheduling overhead can be further reduced to \( k \log(e) + O(1) \) bits in expectation regardless of the probability distribution of the user activities. This is surprising as it implies that \( k \) active users out of \( n \) potential users can be scheduled with a feedback rate of essentially \( \log(e) \) bits (or 1 nat) per active user for arbitrarily large \( n \), in contrast to the optimal fixed-length code (or the naive scheme), which has an unbounded rate as \( n \) tends to infinity. The above results can be extended to the \( b > k \) case where the feedback overhead can be significantly further reduced. Moreover, this paper also investigates the case where \( b < k \) and multiple users need to be scheduled in each slot, which also requires less feedback as compared to the \( b = k \) case.

The scheduled approach to random access considered in this paper can be compared with contention based schemes such as slotted ALOHA [7], which, due to collision and retransmission, has an overhead of roughly \( Bk(\frac{1}{\eta} - 1) \) bits, where \( B \) is the payload size and \( \eta \) is the efficiency of the chosen ALOHA.
variant. This efficiency varies from $\eta = \frac{1}{2} \approx 0.37$ for classic slotted ALOHA, to $\eta \approx 0.8$ in irregular repetition slotted ALOHA \cite{9}, but can theoretically be taken arbitrarily close to 1 with the optimal coding scheme described in \cite{9}. The scheduled approach to random access can also be compared to unsourced multiple access in which the active users are detected only up to their permutations \cite{10}. The unsourced approach can be useful for situations when users do not need to identify themselves, for example, for fire detection. Additionally, it also serves as a way to abstract user identification to a higher level of the communication protocol. For both unsourced multiple access as well as ALOHA, if the user identifications are needed, then embedding such identification information in the payload would cost $\log(n)$ bits.

For the scheduled approach to massive random access, while the uplink activity detection phase (e.g., using compressed sensing) would also generally have an $O(\log(n))$ overhead, this paper points out that the scheduling cost in the downlink feedback phase can be shown to require approximately only $k \log(e) + O(\log(\log(n)))$ overhead in the fixed-length case and $O(1)$ overhead in the variable-length case. This $\log(n)$ factor is reminiscent of the identification capacity \cite{11}, but the use of a feedback scheduling code based on identification codes would have required $k \Theta(\log \log(n))$ bits, which is more costly than the feedback scheme presented in this paper. Furthermore, the variable-length scheme proposed in this paper has a feedback rate with no dependence on $n$, which is a clear advantage in the regime where $n$ is large.

The optimal feedback scheduling codes presented in this paper involve finding a minimal family of partitions over $\{1, \ldots, n\}$ such that no matter which user activity pattern occurs, there is always one partition for which each subset of the partition contains exactly one active user. For the case of the fixed-length code, this problem is equivalent to the hypergraph covering problem \cite{12} and the perfect hashing family problem \cite{13}. This allows the leveraging of classic results in combinatorics to obtain upper and lower bounds on the minimum feedback rate. Moreover, practical perfect hashing codes have also been studied in the literature (e.g., \cite{14}). This allows us to use the code constructions in perfect hashing theory to design practical feedback codes for optimal collision-free scheduling.

The rest of the paper is organized as follows. Section II defines the minimal feedback problem for collision-free scheduling, and the connection to perfect hashing and hypergraph covering. We first focus on the $b = k$ case and derive the achievable rates and lower bounds on the minimum feedback in Sections III and IV respectively. These results are extended to the case of $b > k$ in Section V and to the case of $b < k$ in Section VI. Finally, construction of practical codes is discussed in Section VII.

The notations used in this paper are as follows. We use $[n]$ to denote $\{1, 2, \ldots, n\}$ and $\binom{[n]}{k}$ to denote the set of all $k$-element subsets of $[n]$. All other sets are typeset in upper case boldface, e.g., $\mathbf{X}$, while tuples of sets are typeset in upper case boldface with over-bar, e.g., $\overline{\mathbf{X}}$, and families of tuples are typeset with under-bar, e.g., $\mathbf{B}$. In addition, sets of families are typeset in boldface calligraphic letters, e.g., $\mathcal{B}$. We use $\log(\cdot)$ to denote logarithm in base 2, and $\ln(\cdot)$ for natural logarithm in base $e$. We use $\mathbb{E}[\cdot]$ to denote the expected value of a random variable and $H(\cdot)$ to denote the entropy of a discrete random variable, or of a probability distribution. We use the shorthand $a(b) = a(a-1) \cdots (a-b+1)$. Furthermore, we use $X \sim \mathcal{U}(S)$ denote a random variable which is uniformly distributed over the set $S$.

II. FEEDBACK FOR COLLISION-FREE SCHEDULING

A. Problem Formulation

Assuming successful detection of $k$ active users among $n$ potential users at the BS, the problem of designing a feedback code for scheduling the $k$ users over $b$ slots can be cast as constructing an encoding function at the BS that maps all possible occurrence of $k$-tuples out of $n$ users to a feedback message in an index set $[T]$:  
\[
 f: \binom{[n]}{k} \rightarrow [T] 
\]
and designing a decoding function $g_i$, for each user $i$, which specifies each user’s scheduled slot, i.e.,  
\[
 g_i: [T] \rightarrow [b], \quad i \in [n].
\]

For the case of $b \geq k$, we require the subsequent transmissions by the $k$ active users over the $b$ orthogonal slots to take place in a collision-free manner. Specifically, define an activity pattern to be an element $A \in \binom{[n]}{k}$, which is a set of indices of $k$ active users. A feedback scheme is collision-free if  
\[
 \forall A \in \binom{[n]}{k}, \quad \forall i \neq j \in A, \quad g_i(f(A)) \neq g_j(f(A)).
\]
In other words, a collision occurs unless the decoding functions of two active users within the same activity pattern produce the same output.

The above question can be extended to the case of $b < k$. Suppose $(m-1)b < k \leq mb$ for some positive integer $m$. We define a similar condition requiring that at most $m$ users are scheduled in each of the $b$ orthogonal slots. Mathematically, this means that $\forall A \in \binom{[n]}{k}$, we must have  
\[
 \left| \left\{ i \in A, \quad \text{s.t. } g_i(f(A)) = d \right\} \right| \leq m, \quad \forall d \in [b].
\]
Note that if the condition (4) or the collision-free condition (3) is satisfied for some feedback code at a fixed $k$, then these conditions remain satisfied if fewer than $k$ users are active.

The rate of the feedback scheme is defined to be $R_f = \log(T)$, when the encoder output is represented by a fixed-length code. The goal of this paper is to find minimum-rate encoding and decoding rules for the collision-free scheduling of the active users. To this end, we define $T^*(n,k,b)$ to be the minimum size of the encoder output alphabet such that there exists an encoder $f$ and a set of decoders $g_i$ that satisfy (3) if $b \geq k$ or (4) if $b < k$. Then, we define the minimum rate of a fixed-length collision-free feedback scheduling code as  
\[
 R_f^*(n,k,b) \equiv \log(T^*(n,k,b)).
\]

We can improve upon the above rate, if variable-length entropy coding is used on the encoder output. In this case, it
is useful to consider a random activity pattern $A$ defined over the sample space $\binom{[n]}{k}$ with probability distribution $Q(A)$, and further to recognize that the output of the encoding function $f(A)$ to ensure collision-free is not necessarily unique, so a judicious choice of output may reduce entropy. The variable-length feedback rate can be defined as $R_v = H(f(A))$. The rationale is that entropy encoding can be applied to the output to achieve the above rate on average to within 1 bit. Our goal is to find the minimum-rate encoding and decoding rules for the collision-free scheduling of the active users. Note that the above rate depends on the distribution $Q(\cdot)$ as well as the choice of encoder $f$. Instead of considering a specific $Q(\cdot)$, in this work we choose to consider the worst-case $Q(\cdot)$. To this end, we define $f^*_k$ to be an encoder that minimizes $H(f(A))$ for a distribution $Q(\cdot)$ under the constraint that there exists a set of decoders $g_i$ that together with $f^*_k$ satisfy (3) if $b \geq k$ or (4) if $b < k$. Then we define the minimum rate of a variable-length collision-free feedback scheduling code as

$$R_v^*(n,k,b) \triangleq \sup_{Q(\cdot)} H(f^*_k(A)). \quad (6)$$

The two formulations (5) and (6) each have their utility. Feedback via a fixed-length code is easier to implement, but a variable-length code achieves a lower feedback rate.

The above formulation frames scheduling as a zero-error problem, where no two users are ever assigned the same slot. As we show in the following sections, this formulation allows us to leverage existing results in combinatorics and develop concise bounds. In the motivating massive random access problem, however, the scheduling phase is only one part of a three-phase scheme where the other two phases consist of transmissions over a noisy channel and generally have some small probability of error. Thus, non-zero end-to-end error probability is unavoidable. The study of the scheduling problem where some small probability of collision is allowed may be an interesting case for future study.

In the first part of this paper, we focus on the $b = k$ case. When this is the case, we use the notation $R_v^*(n,k) \triangleq R_v^*(n,k,k)$ and $R_v^*(n,k) \triangleq R_v^*(n,k,k)$ for simplicity. When $b > k$, the minimum rate to ensure collision-free scheduling is clearly a non-increasing function of $b$ for fixed $k$ and $n$. In fact, having a large number of scheduling slots can significantly reduce the feedback rate. This trade-off is investigated in the second part of this paper. The third part of the paper investigates extension to the $b < k$ case.

### B. Naive Scheme is Suboptimal

As mentioned earlier, a simple way to ensure collision-free scheduling is to assign a unique index to each of $n$ users, then the feedback code simply consists of listing the $k$ active users in the order they should transmit. Each user finds its index in the list, waits for its turn, then transmits at its scheduled slot. Thus, a feedback rate of $R = k[\log(n)]$ is achievable.

This naive scheme is not optimal for several reasons. Observe that the above simple scheme specifies a precise order in which $k$ users should transmit, but there are $k!$ collision-free schedules over the $k$ users. It is therefore possible to use the flexibility of only having to specify one of the $k!$ schedules to reduce the feedback rate. (If $b \geq k$ slots are available, then the number of collision-free schedules increases to $\binom{k}{k} b!$.) This is precisely what is done in [15], which uses enumerative source coding [16] to reduce the feedback rate for collision-free scheduling. In this case, the encoder associates one output symbol for each activity pattern, resulting in a cost of feedback of $\log \binom{k}{b}$, which is a reduction of approximately $\log(k!)$ bits from the naive scheme. However, $\log \binom{k}{b}$ still scales as $O(\log(n))$ for fixed $k$.

This paper shows that significant further reduction in feedback rate is possible. The key observation is that both the naive scheme and the enumerative source coding scheme of [15] reveal the identities of all the active users and their scheduled slots to everyone. Such a feedback strategy clearly contains extraneous information from each user’s perspective, as each user only needs to know in which slot it should transmit and does not care about the schedules of the other users. It turns out that, interestingly, even though a common feedback message needs to be designed for all users, it is possible to design an efficient feedback scheme to eliminate this extraneous information and to achieve a rate that scales as $k \log(e)$, plus a term that scales in $n$ as $\Theta(\log \log(n))$ for fixed $k$ in the fixed-length case, or an $O(1)$ term in the variable-length case.

To put the relative savings in feedback rate in perspective, consider a practical example with $n = 10^6$ and $k = b = 10^3$. The cost of feedback using the naive scheme is approximately 20 kilobits. The enumerative source coding scheme of [15] requires approximately 11.4 kilobits. In contrast, the result of this paper shows that collision-free scheduling is theoretically possible with only about 1.46 kilobits of feedback.

### C. Two-User Example

To illustrate how to do significantly better than the $O(\log(n))$ scaling, consider the following example of $k = b = 2$ and $n \gg k$. The two active users are chosen uniformly at random among a larger number of potential users. The task is to schedule the two active users in two slots. The naive scheme requires $2 \log(n)$ bits of feedback.

1) **Fixed-Length Code:** The following fixed-length code requires significantly less feedback. Index each of the $n$ users with $[\log(n)]$ bits, using a binary representation of its index. Since the binary representations of any two distinct non-negative integers must differ in at least one position, we can use a feedback scheme that specifies the location where the indices of the two users differ. Each user would examine the bit value of its own index at that location. The user with bit value 0 would transmit first; the user with bit value 1 would transmit second, thus avoiding collision. Since specifying an index location of a vector of length $[\log(n)]$ requires $R_f = [\log([\log(n)])]$ bits, we achieve $O(\log(\log(n)))$ scaling for collision-free feedback!

2) **Variable-Length Code:** If we permit variable-length codewords, we can design a code with even lower average rate. For simplicity, assume that $n = 2^l$ for some $l$. Observe that in most cases the binary representation of two distinct non-negative integers differ in many positions. This presents flexibility in choosing the codeword.
To reduce the feedback rate, we need to choose an encoding rule that minimizes the entropy of the encoder output. One such choice of an entropy minimizing encoder is the one that outputs the most significant position where the indices of the two users differ. If the activity pattern is uniform at random, it can be shown that the output of such an encoder is distributed as a truncated and scaled geometric distribution. More precisely, the probability distribution of the most significant position where two randomly chosen length-$l$ binary numbers differ is

$$p(t) = \frac{2^l - t}{2^l} \left( \frac{n}{2^l} \right)^2 = \frac{2^l - t}{2^l - 1}, \quad t \in \{1, \ldots, l\}. \quad (7)$$

Encoding these symbols with a Huffman code, we can achieve an average rate of

$$R_e \leq 2 - \frac{\log(n) + 1}{n - 1}. \quad (8)$$

With this scheme, the average rate is strictly less than a constant, even for large $n$. Indeed, the average rate $R_e \to 2$ as $n \to \infty$.

In both cases, the key to achieving the saving in feedback rate is in assigning multiple “compatible” activity patterns to the same feedback output, then defining decoding rules that result in zero collision for all “compatible” activity patterns.

### D. Reformulation via Set Partitioning

The idea of defining “compatible” activity patterns can be generalized to arbitrary $(n,k,b)$ and made rigorous using the following characterization of an encoder and decoders. We restrict to the $b \geq k$ case here and defer the $b < k$ case to Section VII.

**Definition 1:** Define a $b$-partition of a set $[n]$ to be an ordered tuple of subsets

$$X = (X_1, \ldots, X_b)$$

such that $X_i \cap X_j = \emptyset, \forall i \neq j$, and $\bigcup_{i=1}^b X_i = [n]$.

**Definition 2:** For fixed $X$, define $\mathcal{C}(X)$ as the following set of size-$k$ subsets of $[n]$:

$$\mathcal{C}(X) = \left\{ A \mid |A \cap X_i| \leq 1, A \in \binom{[n]}{k}, i = 1, \ldots, b \right\}. \quad (10)$$

Intuitively, these size-$k$ subsets of $[n]$ correspond to the activity patterns for which each active user belongs to a distinct subset in the partition. The idea is that by specifying a $b$-partition $X$, for all activity patterns in $\mathcal{C}(X)$, each active user can simply look at which subset it belongs to in the partition, then schedule itself in the slot corresponding to the index of that subset in a collision-free manner.

**Definition 3:** Define a family of $b$-partitions of the set $[n]$ as an ordered collection of $T$ partitions

$$\mathcal{B} = (X^{(1)}, \ldots, X^{(T)}) . \quad (11)$$

To make sure that all activity patterns are covered, we construct a family of $T$ partitions $\mathcal{B}$ such that

$$\sum_{t=1}^T \mathcal{C}(X^{(t)}) = \binom{n}{k}. \quad (12)$$

Then, whenever an activity pattern occurs, the BS only needs to specify a partition that covers the activity pattern. Note that just as in the $k = 2$ example considered earlier, it is possible that multiple partitions cover the same activity pattern.

Fixing such a family of partitions $\mathcal{B}$, we now define an encoding function which maps from the activity pattern to $[T]$ as:

$$f(A) = t \text{ such that } A \in C(X^{(t)}). \quad (13)$$

and decoding functions which map from $[T]$ to the scheduling slots as:

$$g_i(t) = j \text{ if } i \in X^{(t)}_j, \text{ where } X^{(t)}_j = (X^{(t)}_1, \ldots, X^{(t)}_b). \quad (14)$$

By (12), for any arbitrary realization of $A$, one can always find $t$ to satisfy the condition (13). Since at most one active user is in each subset of $X^{(t)}$, (14) guarantees that the schedule is collision-free.

The above set-partition view of scheduling with feedback is completely general in the sense that any choice of deterministic ($f', g'_i$) that achieves zero collision for every activity pattern at a feedback rate $R$ can be written in this set-partition framework. Let $T = [2^R]$. Given the decoding functions $g'_i : [T] \to [b]$, we can define $T$ partitions $X^{(t)} = (X^{(t)}_1, \ldots, X^{(t)}_b), t \in [T]$, where

$$X^{(t)}_j = \{ i \mid g'_i(t) = j, i = [n]\}. \quad (15)$$

Using this construction, partition $t$ covers precisely the activity patterns for which the feedback symbol $t$ results in no collision. Since the set of functions $g'_i$ needs to result in no collision for every activity pattern $A$, this means that (12) must be satisfied. Since (12) is satisfied, and the code is collision-free, this implies that $f'$ is of the form of (13).

Without loss of generality, we can therefore restrict attention to this set-partition strategy for finding the minimum feedback rate for scheduling $k$ out of $n$ users in a collision-free manner in $b$ slots. For the fixed-length code case, this means that the problem now reduces to finding the minimum $T$ needed to satisfy (12). For the variable-length code case, this means finding a family of partitions that satisfies (12) and an encoding function (13) so that $H(f(A))$ is minimized.

### E. Perfect Hashing and Graph Covering

The minimum set-partition problem of the fixed length case with $b \geq k$ can be mapped to the problem of finding an edge covering of a complete $k$-uniform hypergraph with a set of complete $b$-partite subgraphs, and equivalently, the problem of finding a family of perfect hashing functions. These connections allow us to leverage existing results in combinatorics for tight bounds and for explicit feedback code constructions as discussed in Section VII.

A $k$-uniform hypergraph is a hypergraph where each hyperedge contains exactly $k$ vertices. Consider the $k$-uniform complete hypergraph $\mathcal{A} = (V, E)$ with $V = [n]$ and $E = \binom{[n]}{k}$. We can interpret the partition as a $b$-partite complete subgraph of this hypergraph with edge set $C(X)$. Then, the question of whether every edge of a hypergraph $\mathcal{A}$ is covered by a set of $T$ complete $b$-partite subgraphs can be interpreted as precisely
of k out of n users into k slots, i.e., $R_f^T(n, k)$ for the case of fixed-length code and $R_v^T(n, k)$ for the case of variable-length code.

A. Random Partition

The main challenge in designing a feedback scheduling code is the explicit construction of a family of partitions to cover all activity patterns. In this section, we propose a random code construction. The key idea is to bound the probability that a randomly chosen family of $T$-partitions of $[n]$ satisfies the collision-free condition (12). For the case of fixed-length codes, if for some integer $T$, this probability is strictly greater than zero, this would imply the existence of one collision-free feedback code at a rate $R_f = \log(T)$, hence an upper bound on $R_f^T(n, k)$. For the case of variable-length code, we consider a greedy encoder that satisfies (12) and upper bound the entropy of the output of the encoder, thus obtaining an upper bound on $R_v^T(n, k)$. The following bound is useful for both the fixed and variable-length code cases.

Lemma 1: Let $\mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(T)}$ be a family of $k$-partitions of the set $[n]$, where each partition is uniformly and independently chosen over the set of all $k$-partitions of $[n]$ with $k < n$. Let $T_v^*(n, k)$ be the smallest integer such that the probability that this family satisfies condition (12) is at least $1 - \epsilon$ with $0 < \epsilon < 1$. Then, $T_v^*(n, k)$ is upper bounded by

$$T_v^*(n, k) \leq \ln \left( \frac{1}{\epsilon} \left( \frac{n}{k} \right) \left( \frac{k^k}{k!} \right) \right).$$

Proof: Random $k$-partitions of $[n]$ uniformly distributed over the set of all partitions can be constructed in the following way. For each element in $[n]$, we draw a uniform random variable in $[k]$ to denote which subset this element belongs to. If $\mathbf{X}$ is constructed randomly this way, then fix some $A \in \binom{[n]}{k}$, the probability that $A$ is covered by $C(\mathbf{X})$, i.e., each of the $k$ elements in $A$ lies in a distinct subset of $\mathbf{X}$, is $\frac{k^k}{k!}$. This is to say that

$$\Pr(A \in C(\mathbf{X})) = \frac{k!}{k^k} \leq p.$$  

If $T$ random $k$-partitions are generated independently, the probability that none of the $T$ partitions cover this given activity pattern is

$$\Pr(A \notin \bigcup_{t=1}^{T} C(\mathbf{X}^{(t)})) = (1 - p)^T. \quad (19)$$

By applying the union bound, we find that the probability that all $A \in \binom{[n]}{k}$ are covered by the $T$ partitions is bounded as:

$$\Pr \left( \binom{[n]}{k} \notin \bigcup_{t=1}^{T} C(\mathbf{X}^{(t)}) \right) \leq \binom{n}{k} (1 - p)^T. \quad (20)$$

We require the above probability to be less than $\epsilon$. Using the fact that $(1 - x) < e^{-x}, \forall x > 0$, this gives us the following sufficient condition on $T$ that ensures (12) is satisfied by a random family of $T$ partitions with probability at least $1 - \epsilon$:

$$\binom{n}{k} \exp(-pT) \leq \epsilon. \quad (21)$$
Taking logarithm of both sides and substituting $p = \frac{k!}{k^k}$ yields
\[
T \geq \ln \left( \frac{1}{\epsilon} \frac{n}{k} \right) \left( \frac{k^k}{k!} \right).
\] (22)

Hence, $T^*(n, k)$ must be bounded above as in \cite{17}. Note that for $1 \leq k < n$, the right-hand side of the above expression is always greater than 1. \hfill \blacksquare

B. Fixed-Length Code

We now provide an upper bound on the minimum rate of a collision-free fixed-length feedback scheduling code $R^*_f(n, k)$.

**Proposition 1:** For $k < n$, the minimum rate of a collision-free fixed-length feedback scheduling code $R^*_f(n, k)$ is upper bounded as
\[
R^*_f(n, k) \leq k \ln(e) + \ln \left( \frac{n}{k} \right) + 1 + \frac{1}{2} \ln \left( \frac{k}{2\pi} \right). \tag{23}
\]

Thus, for massive random access, there exists a fixed-length feedback code for scheduling $k$ out of $n$ users with no collision at the above rate, which scales as $\log(e)$ bits per active user, plus a term that scales in $n$ as $O(\log(\log(n)))$ for fixed $k$.

**Proof:** By Lemma 1 for any choice of $\epsilon < 1$, a randomly chosen family of $T^*_f(n, k)$ partitions would satisfy (12) with a non-zero probability of $1 - \epsilon$, this implies the existence of at least one family of partitions with rate $\log(T^*_f(n, k))$ that results in collision-free scheduling. In other words, the rate
\[
R = \log \left( \ln \left( \frac{1}{\epsilon} \frac{n}{k} \right) \left( \frac{k^k}{k!} \right) \right)
\] (24)
is achievable for any $0 < \epsilon < 1$. Take the minimum of the above by letting $\epsilon \rightarrow 1$. This means that any rate
\[
R > \log \left( \ln \left( \frac{n}{k} \right) \left( \frac{k^k}{k!} \right) \right)
\] (25)
is achievable. Noting that $\binom{n}{k} < \frac{n^k}{k^k}$, \cite{25} ensures that if
\[
R \geq k \log(k) - \log(k!) + \ln \frac{n^k}{k!},
\] (26)
then there must exist a collision-free feedback code for scheduling $k$ out of $n$ users. Using the fact that $k! > \sqrt{2\pi}k^{k+\frac{1}{2}}e^{-k}e^{\frac{k}{\ln k}}$, we arrive at the following sufficient condition on $R$ for the existence of a collision-free fixed-length feedback scheduling code:
\[
R \geq k \log(e) + \ln \left( \frac{n}{k} \right) + 1 + \frac{1}{2} \ln \left( \frac{k}{2\pi} \right).
\] (27)

The achievability of the above rate means that the minimum rate $R^*_f(n, k)$ must be upper bounded by the right-hand-side of (27), which gives (23). Thus the minimum rate scales at most as $\log(e)$ bits per active user, plus an additive term that scales in $n$ as $O(\log(\log(n)))$ for fixed $k$.

The minimum rate collision-free feedback scheduling codes are closely related to perfect hash families. The argument of the proof above is similar to the arguments used for proving bounds in the perfect hash function literature \cite{13}. The key observation here is that for a fixed-length code, this random coding bound results in an achievable rate that has an $O(\log(\log(n)))$ scaling in $n$ for fixed $k$. We next show that if a variable-length code is used, the average rate can be further reduced so as to remove even this $\log(\log(n))$ dependence.

C. Variable-Length Code

We now upper bound the minimum rate of collision-free variable-length feedback scheduling coding rate $R^*_v(n, k)$. To bound the achievable rate for the fixed-length code, only the value of $T$ is important. However, for the variable-length code case, the important quantity is $H(f(A))$, where $A$ is assumed to follow some distribution, and the output of $f(A)$ is judiciously chosen. More specifically, since the encoder typically has flexibility in choosing which partition to use to cover the activity pattern, we also must fix a particular choice of encoding function in order to characterize the entropy of the encoder output. For this purpose, we define the following “greedy encoder”, which among all encoding functions that satisfy (12) tends to produce a highly skewed output distribution, hence giving a lower output entropy.

**Definition 4:** Given a family of $T$ $k$-partitions $B = (\overline{X}^{(1)}, \ldots, \overline{X}^{(T)})$, define the greedy encoder $f_B$:
\[
f_B(A) = \min_{t \in [T]} t \quad \text{s.t.} \quad A \in C(\overline{X}^{(t)}). \tag{28}
\]

In the case where not all activity patterns are covered by the family of partitions $B$, i.e., (12) is not satisfied, the minimization problem may be infeasible for some $A$. In this case, we take $f_B(A) = T + 1$.

To characterize the output entropy of $f_B(A)$ for a particular $B$ is not easy. Instead, we study the behavior of $f_B(A)$ over all possible $B$’s in order to show the existence of a good collision-free variable-length code. The main result of this section is the following.

**Theorem 2:** For $k \leq n$, the minimum rate of a collision-free variable-rate feedback scheduling code $R^*_v(n, k)$ is upper bounded as
\[
R^*_v(n, k) \leq (k + 1) \log(e).
\] (29)

Thus for massive random access, there exists a variable-length feedback code for scheduling $k$ out of $n$ users into $k$ slots with no collision and an average rate as expressed in (29), which scales as $\log(e)$ bits per active user and is independent of $n$.

**Proof:** The main idea is to consider the average output entropy of the greedy encoder over all families of partitions, regardless of whether they satisfy the covering property (12). Then, we separate all families of partitions into two sets: one over families of partitions that satisfy the covering property (12), and the other over families that do not. By accounting for the contribution to the average entropy of the families that do not satisfy (12), it is possible to bound the average output entropy of the families that do, which in turn allows us to establish the existence of one family of partitions and a corresponding encoder with the required rate and the zero-collision property.
Toward this end, we denote the set of all families of \( k \)-partitions of \([n]\) of size \( T \) as \( \mathcal{B}(n,k,T) \). Fix \( n \) and \( k \). We choose some \( \epsilon \in (0, 1) \) and set \( T \) to be \( T^*_{\epsilon}(n,k) \) as defined in Lemma 1. We aim to study the output of the greedy encoder \( f_\mathcal{B} \) where \( \mathcal{B} \in \mathcal{B}(n,k,T^*_{\epsilon}(n,k)) \). For the rest of the proof, we shall refer to \( \mathcal{B}(n,k,T^*_{\epsilon}(n,k)) \) simply as \( \mathcal{B} \) for brevity.

Specifically, for each \( \mathcal{B} \in \mathcal{B} \), for activity patterns \( A \) distributed according to \( Q(A) \) and under the greedy encoder, define

\[
p_\mathcal{B}(t) = \text{Pr}(f_\mathcal{B}(A) = t), \quad t = 1, \ldots, T.
\]

(30)

Note that since many of these families of partitions in \( \mathcal{B} \) do not cover all \( A \), we define

\[
p_\mathcal{B}(T+1) = 1 - \sum_{t=1}^{T} p_\mathcal{B}(t)
\]

(31)
in order to make \( p_\mathcal{B}(t) \) a probability distribution over \( \{1, \ldots, T, T+1\} \).

Now, let \( \mathcal{B} \) be chosen at random from a uniform distribution over all possible families of partitions \( \mathcal{U}(\mathcal{B}) \). For such a random partition, define

\[
p_\mathcal{B}(t) \triangleq \mathbb{E}_{\mathcal{B}}[p_\mathcal{B}(t)].
\]

(32)

Since the entropy function is concave, Jensen’s inequality implies

\[
H(p_\mathcal{B}) = H(\mathbb{E}_{\mathcal{B}}[p_\mathcal{B}]) \geq \mathbb{E}_{\mathcal{B}}[H(p_\mathcal{B})].
\]

(33)

Let \( \mathcal{B}_1 \) represent the set of all \( \mathcal{B} \in \mathcal{B} \) that satisfy (12), while \( \mathcal{B}_2 \) represents all \( \mathcal{B} \in \mathcal{B} \) that do not satisfy (12). We can decompose the expectation over \( \mathcal{B} \sim \mathcal{U}(\mathcal{B}) \) into an expectation over \( \mathcal{B}_1 \sim \mathcal{U}(\mathcal{B}_1) \) and \( \mathcal{B}_2 \sim \mathcal{U}(\mathcal{B}_2) \). If \( \alpha \) is the fraction of \( \mathcal{B} \in \mathcal{B} \) that satisfy (12), we have

\[
H(p_\mathcal{B}) \geq \alpha \mathbb{E}_{\mathcal{B}_1}[H(p_\mathcal{B}_1)] + (1-\alpha) \mathbb{E}_{\mathcal{B}_2}[H(p_\mathcal{B}_2)].
\]

(34)

\[
\geq \alpha \mathbb{E}_{\mathcal{B}_1}[H(p_\mathcal{B}_1)].
\]

(35)

Now, we use Lemma 1 to lower bound \( \alpha \). Since \( \mathcal{B} \) is chosen such that there are \( T^*_{\epsilon}(n,k) \) partitions in each family, Lemma 1 says that at least a fraction of \((1-\epsilon)\) of the families in \( \mathcal{B} \) satisfy (12). Therefore, \( \alpha > 1-\epsilon \) and

\[
H(p_\mathcal{B}) \geq (1-\epsilon) \mathbb{E}_{\mathcal{B}_1}[H(p_\mathcal{B}_1)].
\]

(36)

Since the minimum entropy \( H(p_\mathcal{B}_1) \) for \( \mathcal{B}_1 \in \mathcal{B}_1 \) cannot exceed its average \( \mathbb{E}_{\mathcal{B}_1}[H(p_\mathcal{B}_1)] \), we must have

\[
\min_{\mathcal{B}_1 \in \mathcal{B}_1} H(p_\mathcal{B}_1) \leq \frac{1}{1-\epsilon} H(p_\mathcal{B}).
\]

(37)

Thus, if we can bound \( H(p_\mathcal{B}) \), this would give us a bound on the output entropy of the family of partitions with the lowest rate that satisfies the zero-collision condition (12).

It remains to bound \( H(p_\mathcal{B}) \). The first partition \( \mathbf{X}(1) \) of a random \( \mathcal{B} \in \mathcal{B} \) is equally likely to be any \( k \)-partition of \([n]\). Thus, for an \( A \) which consists of \( k \) elements of \([n]\), the probability that each of the \( k \) elements lies in a distinct subset of \( \mathbf{X}(1) \) is as computed in (18), i.e.,

\[
p_\mathcal{B}(1) = \text{Pr}(A \in C(\mathbf{X}(1))) = \frac{k!}{k^k}.
\]

(38)

Since we employ a greedy encoder, for \( t = 2, \ldots, T \), we have

\[
\text{Pr}(f_\mathcal{B}(A) = t) = \text{Pr}(A \in C(\mathbf{X}(t))) \prod_{\tau=1}^{t-1} \text{Pr}(A \notin C(\mathbf{X}(\tau))).
\]

(39)

but since each partition in \( \mathcal{B} \sim \mathcal{U}(\mathcal{B}) \) is i.i.d., this simplifies to

\[
p_\mathcal{B}(t) = \frac{k!}{k^k} \left(1 - \frac{k!}{k^k}\right)^{t-1}, \quad t = 1, \ldots, T.
\]

(40)

Note that \( p_\mathcal{B}(t) \) matches the geometric distribution with parameter \( \frac{k!}{k^k} \) for \( t = 1, \ldots, T \), and has the remaining of the mass at \( t = T + 1 \). The entropy of the geometric distribution serves as an upper bound to the entropy of \( p_\mathcal{B}(t) \), i.e.,

\[
H(p_\mathcal{B}) = -\sum_{t=1}^{T+1} p_\mathcal{B}(t) \log(p_\mathcal{B}(t))
\]

(41)

\[
\leq -\left(\log\left(\frac{k!}{k^k}\right) + \left(\frac{k^k}{k!} - 1\right) \log\left(1 - \frac{k!}{k^k}\right)\right).
\]

(42)

Note that the above bound is independent of \( Q(A) \), so by (37) the following rate is achievable for all \( Q(A) \):

\[
R = \frac{1}{1-\epsilon} \left(\log\left(\frac{k^k}{k!}\right) + \left(1 - \frac{k!}{k^k}\right) \log\left(1 - \frac{k!}{k^k}\right)\right).
\]

(43)

Noting that \( k! > k^k e^{-k} \) and

\[
\left(1 - \frac{1}{p}\right) \log(1-p) < \log(e), \quad \forall 0 < p < 1,
\]

(44)

this shows

\[
R = \frac{1}{1-\epsilon}(k+1) \log(e)
\]

(45)
is achievable. Since \( \epsilon \) can be chosen arbitrarily, we can take \( \epsilon \to 0 \). As the minimum feedback rate must be no larger than any achievable rate, and this rate is achievable for any distribution of \( A \), this gives (29).

To summarize, this section shows that while for a fixed-length code, the random coding bound results in \( O(\log \log(n)) \) scaling for the minimum rate, for the variable-length codes, the minimum rate is independent of \( n \). This is surprising as it implies that even as \( n \) grows to infinity, there exists an \( O(k) \) feedback scheme that results in no collision. Interestingly, the proof of the variable-length code case shows that the way to achieve this is to take \( \epsilon \to 0 \), which implies \( T^*_{\epsilon}(n,k) \to \infty \).

In other words, to minimize the output entropy, it is better to use families of large size \( T \) so as to give more flexibility to the encoder in order to produce a more skewed output distribution. This is in contrast to the fixed-length case where \( T \) is to be minimized and \( \epsilon \) should be taken to be 1.

IV. CONVERSE FOR MINIMUM FEEDBACK RATE FOR \( b = k \)

We now present converse results showing that a feedback code for scheduling \( k \) out of \( n \) users in \( k \) slots must have a minimum rate with at least a linear scaling in \( k \) for both the variable and fixed-length case and a double-logarithmic scaling in \( n \) for the fixed-length case. The first result is based on the so-called volume bound, which is known in, e.g., (13) for the
case of fixed-length codes. This argument can be extended to
the variable-length case by considering the volume bound as
a constraint on the distribution of \( f(A) \) as \( A \sim Q(A) \)
over possibly random \( f \).

**Theorem 3:** For \( k \leq n \), the minimum rate of a variable-
length collision-free feedback scheduling code is bounded
below as

\[
R^*_n(n, k) \geq k \log(e) - \frac{1}{2} \log(2\pi k) - \frac{\log(e)}{12k} - \log\left(\frac{n^k}{n^k}\right). \tag{46}
\]

The same bound also applies to the fixed-length code case, i.e.,
to \( R^*_f(n, k) \). Thus, with either fixed or variable-length codes,
scheduling \( k \) random users out of a total of \( n \) users into \( k \)
slots in a massive random access scenario with no collision
requires an average rate that scales at least as \( \log(e) \) bits per
active user in the regime where \( k \ll n \).

**Proof:** The number of activity patterns covered by a
partition is maximized when the sizes of the subsets of the
partition take integer values surrounding \( \frac{n}{k} \). In particular,
we can show that

\[
\left| C\left( X^{(j)} \right) \right| \leq \left[ \frac{n}{k} \right] \mod k \left[ \frac{n}{k} - (\frac{n}{k}) \right] \leq \left( \frac{n}{k} \right)^k \triangleq c_{\text{max}}. \tag{47}
\]

Thus for the fixed-length code case, in order to cover all the
activity patterns, i.e., to satisfy condition (12), we must have

\[
T^*(n, k) \geq \left( \frac{n}{k} \right)^k. \tag{48}
\]

This bound is not necessarily tight, because the covering sets
\( C\left( X^{(j)} \right) \) are not necessarily disjoint, but it already
provides the desired linear scaling bound for the fixed-length case.
If we use the upper bound \( k! < \sqrt{2\pi k} k^{k+\frac{1}{2}} e^{-k} \frac{1}{\sqrt{k}} \),
we get the right-hand side of (46) for the fixed-length code case, i.e.,
for \( R^*_f(n, k) = \log(T^*(n, k)) \).

For the variable-length code case, consider an encoder that
produces outputs according to (15) for a family of partitions
that satisfy (12). Define \( v(n, k) \) to be the maximum probability
that any such encoder \( f \) could produce any given output \( t \),
i.e., let \( v(n, k) = \max_{f, t} \Pr(f(A) = t) \) as \( A \sim Q(A) \). Since
according to (47) the maximum number of activity patterns
covered by any single partition is bounded by \( c_{\text{max}} = \left( \frac{n}{k} \right)^k \),
if we order the fixed activity patterns \( A_i \in \binom{n}{k} \) such that
\( Q(A_1) \geq Q(A_2) \geq \ldots \), then we have

\[
v(n, k) \leq \sum_{i \leq c_{\text{max}}} Q(A_i). \tag{49}
\]

Note that the above bound holds even if the encoding process
is non-deterministic.

Consider now the optimum variable-length encoder. Let
\( p^*(t) = \Pr(f^*(A) = t) \). Since \( v(n, k) \) is an upper bound on
the probability that an activity pattern is mapped to \( t \), we must
have \( p^*(t) \leq v(n, k) \forall t \). Therefore,

\[
H(p^*(t)) = -\sum_{t} p^*(t) \log(p^*(t)) \geq -\sum_{t} p^*(t) \log(v(n, k)) = -\log(v(n, k)). \tag{50}
\]

Taking supremum of both sides yields

\[
\sup_{Q(C)} H(p^*(t)) \geq -\inf_{Q(C)} \log(v(n, k)) \tag{51}
\]

\[
\geq -\log \left( \sum_{i \leq c_{\text{max}}} Q(A_i) \right) \tag{52}
\]

\[
= -\log \left( c_{\text{max}} \right) \tag{53}
\]

\[
= \log \left( \frac{k^k}{k!} \right) - \log \left( \frac{n^k}{n^k} \right). \tag{54}
\]

where (53) follows from the fact that the infimum is achieved
by \( Q(A_i) = \left( \frac{n}{k} \right)^{-1} \forall i \in \binom{n}{k} \), since any other choice
would only increase the sum in (49). Finally, using \( k! < \sqrt{2\pi k} \frac{n}{k} \)-
\( \frac{1}{\sqrt{k}} \) gives (46) as desired.

Note that the last term in (46) is close to zero in the regime
of interest (i.e., \( k \ll n \)). Thus, the minimum feedback rate
must scale at least linearly in \( k \) in this regime.

With this result, we now have both upper and lower bounds
on \( R^*_n(n, k) \). It is instructive to examine these bounds in the
limit as \( n \rightarrow \infty \) for fixed \( k \). The unsimplified forms of the
upper bound (43) combined with (44) and the lower bound
(54) with \( \frac{n^k}{k!} \rightarrow 1 \) as \( n \rightarrow \infty \) reveal that

\[
\log \left( \frac{k^k}{k!} \right) + \log(e) \geq \lim_{n \rightarrow \infty} R^*_n(n, k) \geq \log \left( \frac{k^k}{k!} \right). \tag{55}
\]

Both bounds scale as \( k \log(e) \) and the difference between the
two bounds is an extra \( \log(e) \) term, placing a fairly tight bound
on the minimal average feedback rate.

Finally, we present a lower bound on \( R^*_f(n, k) \) which says
that the rate must have at least an \( O(\log \log(n)) \) scaling.

**Proposition 2:** For \( 1 < k \leq n \), the minimum rate of a
fixed-length collision-free feedback scheduling code \( R^*_f(n, k) \)
is bounded below as

\[
R^*_f(n, k) \geq \log \log \left( \frac{n}{k-1} \right) + \log(k) - 1. \tag{56}
\]

Thus, in the fixed-length code case, scheduling \( k \) out of a total
of \( n \) users over \( k \) slots in a massive random access scenario
with no collision requires a feedback rate that scales at least
double logarithmically in \( n \) for fixed \( k \).

**Proof:** Consider the first partition. We seek to bound the
number of activity patterns that this first partition cannot cover
by noting that

\[
C\left( X^{(1)} \right) \cap \left( \left[ \frac{n}{k} \right] - X^{(1)} \right) = \emptyset, \quad j = 1, \ldots, k. \tag{57}
\]

This is to say that \( X^{(1)} \) cannot cover an activity pattern which
has all its elements drawn from \( \left[ \frac{n}{k} \right] - X^{(1)} \). Since the partition
must have at least one subset \( X^{(j)} \) of size at most \( \left[ \frac{n}{k} \right] \), it must be
that \( \left( \frac{n}{k} \right) \) cannot have covered any activity patterns whose
elements are exclusively drawn from a set of indices of size
\( m_1(n, k) \), where

\[
m_1(n, k) \geq n - \left[ \frac{n}{k} \right] \geq n \left( 1 - \frac{1}{k} \right). \tag{58}
\]
Now take the second partition, and consider how many of the above activity patterns are still not covered by the second partition. By the same logic, since the second partition cannot cover any activity patterns drawn from an index set with indices from one of the subsets of the partition removed, and when restricted to the set of indices of size $m_2(n, k)$, there is at least one subset which overlaps with at most $\left(1 - \frac{1}{k}\right)$ portion of $m_1(n, k)$ indices, we conclude that all the activity patterns whose elements are drawn from an index set of size $m_2(n, k)$, where

$$m_2(n, k) \geq n \left(1 - \frac{1}{k}\right)^2,$$

(59)
cannot possibly be covered by either the first partition or the second partition. Continuing for $T$ partitions, the only way that the remaining indices cannot support any activity patterns is for $m_T(n, k) \leq k - 1$. This gives us the following necessary condition on $T$:

$$n \left(1 - \frac{1}{k}\right)^T \leq k - 1.$$

(60)

Since $T^*(n, k)$ must be greater than or equal to any $T$ that satisfies the above, by taking the logarithm of the above, we have

$$T^*(n, k) \geq \frac{\log(n) - \log(k - 1)}{\log(k) - \log(k - 1)}.$$

(61)

In terms of rate, by taking the logarithm again and by noting that $-\log \left(1 - \frac{1}{k}\right) \leq \frac{1}{k}$ for $k > 1$, we get the desired result,

$$R^*_f(n, k, b) \geq \log \left(\frac{n}{k - 1}\right) + \log(k) - 1.$$  

(62)

Thus for fixed $k$, the minimum feedback rate for zero collision must scale at least double logarithmically in $n$.

Note that in the context of hypergraph covering, (61) can be interpreted as Snir’s bound [13].

V. FEEDBACK RATE FOR $b > k$

We have so far discussed the case where the number of scheduling slots $b$ is equal to the number of users $k$, but the case of $b > k$ is also of interest. For example, communication networks must be designed for peak load, so there may be time periods throughout the day when the number of users is reduced but the number of available slots remain fixed, leading to a situation where $b > k$. When $b > k$, collision-free scheduling becomes easier, so we would expect the minimum required feedback rate to be lower as compared to the $b = k$ case. Indeed when the number of transmission slots is equal to $n$, each of the $n$ potential users can be assigned a unique slot, so no feedback is required to prevent collision. Larger $b$, of course, leads to waste of transmission resources. Smaller $b$, such as $b = k$, wastes no slots, but requires larger feedback rate in order to avoid collision. In this section, we study the trade-off between $b$ and the minimum feedback rate, when $k < b < n$.

To characterize the minimum feedback rate to ensure collision-free scheduling for the $b > k$ case, we extend the results of the previous sections. These extensions are straightforward, with the exception of Proposition 2, where the previous proof relies on the fact that there are exactly $k$ slots. This case is however already covered in Theorem 1 which contains the $\log \log(n)$ scaling result for the case of $b \geq k$. The proofs of the extensions of the other bounds are included in the appendix. Note that these bounds are presented in simplified forms which are similar to the bounds of the previous sections, but due to the approximations used, they do not coincide with previous results in the $b = k$ case.

**Proposition 3:** For $k < b \leq n$, the minimum rate of a fixed-length collision-free feedback scheduling code $R^*_f(n, k, b)$ is upper bounded as

$$R^*_f(n, k, b) \leq k \log(e) + \log \left(\ln \left(\frac{n}{k}\right) + 1\right) + (b - k) \log \left(1 - \frac{k}{b}\right) + \log(k) + 1.$$  

(63)

**Theorem 4:** For $k < b < n$, the minimum rate of a variable-length collision-free feedback scheduling code $R^*_v(n, k, b)$ is upper bounded as

$$R^*_v(n, k, b) \leq (k + 1) \log(e) + (b - k) \log \left(1 - \frac{k}{b}\right) + 1.$$  

(64)

**Theorem 5:** For $k < b < n$, the minimum rate of a variable-length collision-free feedback scheduling code $R^*_v(n, k, b)$ is lower bounded as

$$R^*_v(n, k, b) \geq k \log(e) + \left(b - k + \frac{1}{2}\right) \log \left(1 - \frac{k}{b}\right) - \log \left(\frac{n^k}{n}\right).$$  

(65)

The same bound also applies to the fixed-length code case, i.e., to $R^*_f(n, k, b)$.

Comparing these bounds to the bounds for the case of $b = k$, they all still have the same leading $k \log(e)$ term, but these new bounds also have a term similar to $(b - k) \log(1 - \frac{k}{b})$ which decreases the required feedback rate for $b > k$. Using the achievable rate of the fixed-length case (63) as an example, suppose $b = \beta k$ for some $\beta > 1$, the reduction in feedback rate is

$$\left(b - k\right) \log \left(1 - \frac{k}{b}\right) = -k \cdot (\beta - 1) \log \left(\frac{\beta}{\beta - 1}\right) \approx ek.$$  

(66)

It can be verified that $c < \log(e)$, and $c \to \log(e)$, as $\beta \to \infty$. Thus, comparing (63) with (23), the minimum feedback needed to schedule $k$ active users in $b$ slots without collision is reduced from essentially $\log(e)$ bits per user for the case of $b = k$ to

$$\log(e) - c$$

bits per user for $b > k$. For example, if $\beta = 2$, then $c = 1$. We save 1 bit per active user.

In Fig. 1, the fixed-length achievability and converse bounds are plotted for $n = 10^6$ and $k = 1000$. (The bounds for the variable-length code are omitted in the plot, because in this regime they are very close to the fixed-length bounds.) At $b = 1000$, the minimum feedback rate needed to ensure collision-free scheduling is about 1457 bits, which is close to
log(e) bits per user. If b is increased to 2000, the amount of feedback required is reduced to 457 bits, a reduction of 1 bit per active user. Increasing b further reduces the feedback rate even more, although eventually there is diminished return. In the context of the three-phase massive random access scheme, this means that the duration of the second phase where the BS uses the feedback message to schedule the users can be reduced at the expense of additional slots in the third phase.

VI. FEEDBACK RATE FOR b < k

In the previous sections we have analyzed the amount of feedback a BS must provide in order to schedule k active users into b ≥ k slots in a collision-free manner. In this section, we consider the case where only b < k slots are available. Clearly, multiple active users must now be scheduled in the same slot, but if the BS receiver can tolerate up to m users in each slot in the subsequent data transmission phase (e.g., by using a multiuser detector), we can define a similar “collision-free” condition. Let m > 1 be an integer such that

\[(m - 1)b < k \leq mb.\]

Our goal becomes to construct a feedback code such that no more than m users are scheduled in any single slot. Toward this end, we need to first modify the definition of a partition covering \(C(X)\) in the collision-free condition \(\lfloor b/k \rfloor\) to the following:

\[C(X, m) = \left\{ A \mid |A \cap X_i| \leq m, A \in \binom{[n]}{k}, i = 1, \ldots, b \right\}.\] (68)

Under this definition, an activity pattern is covered if no more than m active user indices occupy each subset of the partition. Naturally the zero-error condition becomes

\[\bigcup_{i=1}^{T} C(X^{(i)}, m) = \binom{[n]}{k}.\] (69)

Then, a collision-free encoder should satisfy

\[f(A) = t \quad \text{s.t.} \quad A \in C(X^{(i)}, m).\] (70)

Using these definitions and forming arguments similar to the case of \(b = k\), we can establish upper and lower bounds on the minimum average feedback rate such that no more than m of the k active users access each of the b transmission slots. The theorems below establish bounds on the minimum rate for both the fixed-length and variable-length codes. Proofs can be found in the appendix.

Theorem 6: For \(b \leq k \leq n\), the minimum rate of a fixed-length collision-free feedback scheduling code \(R_f(n, k, b)\) is upper bounded as

\[R_f(n, k, b) \leq \left(1 + \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m}\right) + \log\left(\frac{n}{mb}\right) + 1,\] (71)

where m is an integer such that \((m - 1)b < k \leq mb\).

Theorem 7: For \(b \leq k \leq n\) and \(k = mb\), the minimum rate of a variable-length collision-free feedback scheduling code \(R_v(n, k, b)\) is upper bounded as

\[R_v(n, k, b) \leq \left(1 + \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m}\right) + \frac{1}{2} \log(2\pi k) - \frac{\log(e)}{12k} - \log(\gamma \cdot n', k, b),\] (72)

where \(n' = \left\lfloor \frac{n}{k} \right\rfloor k\), and \(\gamma \cdot n', k, b = \prod_{i=1}^{m} \left(\frac{n' - (i-1)b}{n' - (i-\theta)b}\right)^b\) which goes to 1 as \(n\) goes to infinity. The same bound also applies to the fixed-length code case, i.e., to \(R_f(n, k, b)\).

Theorem 8: For \(1 < b \leq k \leq n\), the minimum rate of a fixed-length collision-free feedback scheduling code \(R_f(n, k, b)\) is lower bounded as

\[R_f(n, k, b) \geq \frac{1}{2} \log\left(\frac{n}{k - 1}\right) + \log(b) - 1.\] (73)

Note that these bounds do not exactly coincide with bounds for \(b = k\) when \(m = 1\), as they appear to have different linear scaling coefficients in \(k\). But the difference is small. For achievability, the coefficient \(\frac{1}{2} \log(2\pi) + \frac{\log(e)}{12}\) differs from \(\log(e)\) by about 0.003. This minor difference can be attributed to the differing approximations of the factorial terms.

Fig. 1 shows that the amount of feedback required to schedule k users into \(b = k/m\) slots with m users per slot decreases as m increases and b decreases. This is because when b is smaller, less information is needed to specify which slot each user should be scheduled in. As the theorems above show, if m is large, the saving is about a factor of \(O(\log(m)/m)\) for each user.

This way of scheduling multiple users into the same scheduling slot is not without practical concerns, however. When each user is given their own slot, the BS can easily determine which user sent which message. However, if m users transmit their payload in the same slot, even if the BS can decode the payloads of the m users, without additional
identifying information, potentially embedded in the payload, the BS would be unable match users to their payloads. For the set-partition based feedback scheduling scheme, because the users do not know which other users are active and which slots the other active users are being scheduled into, it may take up to $O(\log(n/b))$ additional bits per user for the active users to identify themselves, in effect shifting the $O(\log(n))$ saving in the feedback stage to the payload. For this reason, the analysis for the case of $m > 1$ is most interesting when the BS has a means of distinguishing users that transmit in the same slot.

VII. PRACTICAL CODES VIA PERFECT HASHING

As the minimum-rate collision-free feedback strategy is closely related to the perfect hashing problem, we can use perfect hash families to specify the encoding and decoding functions for feedback messages in massive random access and leverage the perfect hashing literature to design the collision-free scheduling codes. The primary focus of the perfect hashing literature has been to develop practical hash families free scheduling codes. The primary focus of the perfect hashing problem, we can use perfect hashing literature to design the collision-free hash families to specify the encoding and decoding functions. It is closely related to the perfect hashing problem, we can use perfect hashing literature to design the collision-free hash families to specify the encoding and decoding functions.

To the best of the authors’ knowledge, there are no known practical perfect hashing schemes that approach the random coding achievability bound in average rate while maintaining a sub-exponential build time in $k$. In terms of rate, in the perfect hashing literature, it is often assumed that the total number of keys, $n$, is such that $\log(n) \ll k$. This means that both the achievability and converse bounds for both the fixed and the variable-length cases are $O(k)$. Due to this, the metric used for storage space is “bits per key”, which is the coefficient of linear scaling in $k$. For the case of $b = k$ the best known construction with non-exponential build time is the boolean satisfiability (SAT) based method presented in [26] which has an average storage space of $1.83k$, as opposed to the $\log(e)k \approx 1.44k$ scaling shown to be achievable by Theorem 1. This implementation has both a build time of less than 1 second and a query time in the hundreds of nanoseconds for $k = 2^{16}$ in modern hardware, making it suitable for low-latency applications.

The achievability bounds of this paper show that source coding can significantly reduce the average rate required for collision-free feedback in some regimes of $n$ and $k$. There are several practical hash family schemes that make use of this fact to reduce their average rate. For example the Compressed Hash-Displace (CHD) [27] algorithm takes what would otherwise be an $O(k \log \log(k))$ algorithm in terms of storage complexity and during the compress phase reduces the memory requirement to $O(k)$. Although the coefficient of the linear scaling of the overall algorithm is 2.07 for the case of $b = k$, which is higher than the optimal $\log(e)k \approx 1.44k$ scaling as in Theorem 2 the CHD algorithm has the advantage that it can be adapted to other values of $b$, the results of which are presented in Table 1. These practical schemes can provide considerable feedback rate saving if used for scheduling in the massive random access context.

VIII. CONCLUSIONS

This paper considers the problem of finding minimum-rate feedback strategies for scheduling $k$ out of $n$ users in $b$ slots for massive random access. Both the cases of fixed and variable-length feedback codes are considered. For the fixed-length case, the main contributions of this paper are the formulation of this problem as a set-partition problem and in showing the connection of this problem to the perfect hash function problem. By forming this connection, we establish that the optimal feedback strategy for the $b = k$ case must have a rate that scales linearly in $k$ with an additive double logarithmic term in $n$ using fixed-length codes. For the variable-length

| Method        | Bits Per Key | Load Factor |
|---------------|--------------|-------------|
| Random Coding | 1.44         | $b = k$     |
| SAT           | 1.83         | $b = k$     |
| CHD           | 2.07         | $b = k$     |
| Random Coding | 0.89         | $b = 1.23k$ |
| CHD           | 1.40         | $b = 1.23k$ |
| Random Coding | 0.44         | $b = 2k$    |
| CHD           | 0.69         | $b = 2k$    |

TABLE I

LINEAR SCALING FACTORS OF HASHING ALGORITHMS
code case, we present a novel proof which shows the existence of a collision-free feedback code with an average rate which depends only linearly in \( k \) and has no dependence on \( n \). The linear scaling factor in both cases is \( \log(e) \) bits (or 1 nat). This paper also extends the results to when \( b \geq k \) slots are available and to the case when \( b = \frac{k}{m} \) slots are available and no more than \( m \) users can be scheduled per slot. In both cases, the minimum feedback rate is shown to scale linearly in \( n \) but with a smaller scaling factor, plus a double logarithmic term in \( n \) for the fixed-length case. In conclusion, the minimum number of feedback bits needed for collision-free scheduling for massive random access is essentially \( \log(e) \) bits (or 1 nat) per active user for the \( b = k \) case and smaller for \( b > k \) or \( b < k \) cases. This theoretical limit is much lower than the naïve feedback scheme that requires \( \log(n) \) bits per active user. Practical codes toward this limit have been devised in the perfect hashing literature, and can be used for scheduling in massive random access applications.

**APPENDIX**

**A. Proof of Proposition 3**

Fix some \( A \in \binom{[n]}{k} \). If we choose a \( b \)-partition at random, the probability that \( A \) is covered by \( C(\overline{X}) \) can be written as

\[
\Pr(A \in C(\overline{X})) = \frac{b^k}{b^k} \triangleq p.
\]  

(75)

By Lemma 1, we have (77). Making the substitution of \( p = \frac{b^k}{b^k} \) and taking the logarithm of both sides yields

\[
T^*(n, k, \epsilon) \leq \ln \left( \frac{n}{\epsilon} \right) \left( \frac{b^k}{b^k} \right).
\]  

(76)

This means that any rate satisfying the below is achievable:

\[
R \geq \log \left( \left( \ln \left( \frac{n}{\epsilon} \right) \right) \frac{b^k}{b^k} \right).
\]  

(77)

Noting that \( \binom{n}{k} < \frac{b^k}{b^k} \), we have

\[
R \geq k \log(b) - \log(b^k) + \log \left( \frac{n^k}{b^k} \right).
\]  

(78)

Using the fact that \( \sqrt{2\pi x^{x+\frac{1}{2}}e^{-x}} < x! < \sqrt{2\pi x^{x+\frac{1}{2}}e^{-x}e^{\frac{1}{12x}}} \) for all positive integers, we show that for \( b > k \):

\[
\frac{b^k}{b^k} = \frac{b!}{(b-k)!} \frac{1}{\sqrt{2\pi e} (b-k)^{b-k+\frac{1}{2}}e^{-(b-k)}} \leq \frac{1}{\sqrt{2\pi e} (b-k)^{b-k+\frac{1}{2}}e^{-(b-k)}}.
\]  

(80)

Thus, since all partitions must be covered, \( T^*(n, k, \epsilon) \) must satisfy

\[
T^*(n, k, b) \geq \frac{\left( \frac{n}{b} \right)^k}{b^k} \left( \frac{n^k}{b^k} \right) = c_{max}.
\]  

(89)

Taking the logarithm and writing in terms of rate, we have

\[
R_f(n, k, b) \geq \log \left( \frac{b^k}{b^k} \right) - \log \left( \frac{n^k}{b^k} \right).
\]  

(90)

For the variable-length case, the same technique from the case of \( b = k \) in Theorem 3 applies except with this new \( c_{max} \).
Taking the supremum of the bound \(50\), which is achieved by \(Q(A_i) = \binom{n}{k}^{-1}\) yields:

\[
R^*_e(n, k, b) \geq \log \left( \frac{b^k}{b!} \right) - \log \left( \frac{n^k}{n!} \right), \tag{91}
\]

exactly matching \(90\). Finally, note that \(\sqrt{2\pi x + \frac{1}{2} e^{-x} e^{\frac{x}{\pi}}} < x < \sqrt{2\pi x + \frac{1}{2} e^{-x} e^{\frac{x}{\pi}}}\) for all positive integers \(x\). This shows that for all \(b > k\),

\[
b^k = \frac{b!}{(b-k)!} < \frac{\sqrt{2\pi b + \frac{1}{2} e^{-b} e^{\frac{b}{\pi}}}}{\sqrt{2\pi (b-k) + \frac{1}{2} e^{-(b-k)} e^{\frac{b-k}{\pi}}}} \leq e^{-kb} \left(1 - \frac{k}{b} \right)^{\left(\frac{b-k}{b}\right)} e^{-\frac{k}{b} e^{-\frac{k}{b}}} < e^{-kb} \left(1 - \frac{k}{b} \right)^{\frac{b-k}{b}}.
\]

so we have

\[
\log \left( \frac{b^k}{b!} \right) \geq k \log(e) + \left(b - k + \frac{1}{2}\right) \log \left(1 - \frac{k}{b}\right).
\]

Substituting \(96\) into \(90\) and \(91\) completes the proof. \(\blacksquare\)

\[D. Proof of Theorem 6\]

Fix some \(A \in \binom{n}{k}\). We show achievability for \(k = mb\). The same coding scheme works equally for all \(k \leq mb\). Let a \(b\)-partition \(X\) be chosen at random. We wish to determine the probability

\[
\Pr(A \in C(X, m)) = \frac{k!}{(mb)!} p. \tag{97}
\]

There are a total of \(b^k\) ways that the \(k\) elements of \(A\) can be distributed across the \(b\) subsets that define \(X\). The number of ways that the \(k\) elements of \(A\) can be distributed among the \(b\) subsets of \(X\) such that \(|A \cap X_i| = m\) for \(i = 1, \ldots, b\) is

\[
\binom{mb}{m} \binom{m(b-1)}{m} \cdots \binom{m}{m} = \frac{k!}{(mb)!}.
\]

Therefore, we have

\[
p = \frac{k!}{b^k (mb)!}.
\]

The rest of the proof follows the same logic as the proof of Proposition 1. From \(61\), we see that a random family of \(T\) partitions, where \(T\) satisfies

\[
T \geq \ln \left( \frac{1}{\epsilon \binom{n}{k}} \right) \frac{b^k (mb)!}{k!}, \tag{100}
\]

has a probability of at least \(1 - \epsilon\) of satisfying \(69\). As the minimum number of partitions \(T^*(n, k, b)\) satisfying \(69\) must be less than or equal to any achievable \(T\), we have

\[
T^*(n, k, b) \leq \ln \binom{n}{k} \frac{b^k (mb)!}{k!}.
\]

Taking the logarithm, we find that the \(R^*_f(n, k, b)\) must satisfy

\[
R^*_f(n, k, b) \leq \log \left( \frac{b^k (mb)!}{k!} \right) + \log \left( \ln \binom{n}{k} \right).
\]

The first term in the above expression can be bounded by

\[
\log \left( \frac{b^k (mb)!}{k!} \right) \leq k \log \left( \frac{e}{m} \right) + \frac{k \log(m!)}{m} \tag{103}
\]

\[
\leq k \left( \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m} \right), \tag{104}
\]

where we have used the fact that \(k! > k^k e^{-k}\) for \(k \geq 1\) in the first inequality and \(m! < \sqrt{2\pi m + \frac{1}{2} e^{-m} e^{\frac{m}{\pi}}}\) for \(m \geq 1\) in the second inequality. Finally, noting that \(\binom{n}{k} \leq \frac{n^k}{k!}\), and \(k = mb\) we have

\[
R^*_f(n, k, b) \leq b \left( \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m} \right) + \log \left( \frac{n}{mb} \right), \tag{105}
\]

which completes the proof. \(\blacksquare\)

\[E. Proof of Theorem 7\]

We show achievability for \(k = mb\). Since increasing \(k\) can only increase the required rate, this also shows achievability for \(k \leq mb\). The main difference in this proof, as compared to the case of \(b = k\) is that based on the argument in Proposition 6 we have

\[
\Pr(A \in C(\overline{X}, m)) = \frac{k!}{(mb)!} p. \tag{106}
\]

Following the same logic as in the proof of Theorem 6, we can use the entropy of a geometric distribution with parameter \(p\) to bound the entropy of the minimum-entropy greedy encoder \(H(f_{B^*}(A))\). This results in the bound

\[
H(f_{B^*}(A)) \leq -\frac{1}{1 - \epsilon} \log \left( \frac{k!}{(mb)!} \right) + \left( \frac{(mb)!}{k!} - 1 \right) \log \left( 1 - \frac{k!}{(mb)!} \right). \tag{107}
\]

Using \(104\) and noting that

\[
\left( \frac{(mb)!}{k!} - 1 \right) \log \left( 1 - \frac{k!}{(mb)!} \right) \leq \left( \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m} \right), \tag{108}
\]

we find that

\[
H(f_{B^*}(A)) \leq -\frac{1}{1 - \epsilon} \left( b + \frac{1}{m} \right) \left( \frac{1}{2} \log(2\pi m) + \frac{\log(e)}{12m} \right), \tag{109}
\]

where we have substituted \(k = mb\). Finally, since \(R^*_f(n, k, b)\), which is the minimal entropy over all collision-free encoders, must be less than \(H(f_{B^*}(A))\) and \(\epsilon\) can be arbitrary, taking \(\epsilon \to 0\) gives \(72\). \(\blacksquare\)

\[F. Proof of Theorem 8\]

We begin by noting that \(R^*_f(n, k, b)\) and \(R^*_e(n, k, b)\) are non-decreasing functions of \(n\). To this end, define \(n' = \left\lfloor \frac{n}{k} \right\rfloor k\) so that we can bound \(R^*(n, k, b)\) below by \(R^*(n', k, b)\) for both the fixed and variable-length cases.

As in the case of \(b = k\), we note that the number of activity patterns covered by a single partition is maximized when there
are an equal number of indices in each subset (or nearly so), so when \( b = \frac{k}{m} \) we have
\[
|C(\mathbf{X}, m)| \leq \binom{n}{\frac{m}{k}} = c_{\text{max}},
\] (110)

Thus, in order to cover all activity patterns, we must have
\[
T^*(n, k, b) \geq \frac{(n')!}{(n')^b}. \quad (111)
\]

Taking the logarithm and expressing in terms of rate, we find that
\[
R_f^*(n', k, b) \geq \log\left(\frac{b^k(m!)^b}{k!}\right) - \log(\gamma(n', k, b)), \quad (112)
\]

where we have defined \( \gamma(n', k, b) \triangleq \prod_{l=1}^{m} \left(\frac{n'-lb}{(n')^b}\right) \). For the variable-length case, the same technique from the case of \( b = k \) in Theorem 3 applies, except with this new \( c_{\text{max}} \). Taking the supremum of the bound (59), which is again achieved by \( Q(A_i) = \binom{k}{k}^{-1} \), yields
\[
R^*_v(n', k, b) \geq \log\left(\frac{b^k(m!)^b}{k!}\right) - \log(\gamma(n', k, b)), \quad (113)
\]

exactly matching the fixed-length case. Then, using the fact that \( m! > \sqrt{2\pi m^{m+\frac{1}{2}}e^{-m}} \) and that \( k! < \sqrt{2\pi k^{k+\frac{1}{2}}e^{-k}} \), we have the following bound:
\[
\log\left(\frac{b^k(m!)^b}{k!}\right) \geq \frac{k}{m} \log(2\pi m) + \frac{\log(e)}{12m + 1} - \frac{1}{2} \log(2\pi k) - \frac{\log(e)}{12k}. \quad (114)
\]

Applying (114) to (112) and (113) and noting that \( R^*_v(n, k, b) \geq R^*(n', k, b) \) for both the fixed and variable-length cases completes the proof.

Note that \( \gamma(n', k, b) \) goes to 1 as \( n \to \infty \) for fixed \( k \) and \( b \), because
\[
\lim_{n \to \infty} \frac{(n' - lb)^b}{(n' - lb)^b} = 1, \quad (115)
\]

for each \( l = 0, \ldots, m - 1 \). For \( k \ll n \), this says that the minimum feedback rate must be at least linear in \( k \) for large \( n \).

G. Proof of Theorem 9

The proof closely parallels the proof of Proposition 2 for the case of \( b = k \). There is at least one partition with \( \left\lfloor \frac{n}{b} \right\rfloor \) elements. Following the same exclusion argument, we find
\[
n\left(1 - \frac{m}{k}\right)^T \leq k - 1. \quad (116)
\]

This gives us the following bound on \( T \):
\[
T \geq \frac{\log(n) - \log(k - 1)}{-\log(1 - \frac{m}{k})}. \quad (117)
\]

Writing this in terms of rate and noting that \(-\log(1 - \frac{m}{k}) \leq \frac{2m}{k}\) for \( k > m \), we have
\[
R_f^*(n, k, m) \geq \log\log\left(\frac{n}{k-1}\right) + \log(b) - 1. \quad (118)
\]

\[\blacksquare\]
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