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Abstract

Riccati differential equations is the class of first-order and quadratic ordinary differential equations and has various applications in the systems and control theory. In this paper, we analyze a switched Riccati differential equation that is driven by a Poisson-like stochastic signal. We specifically focus on the computation of the mean escape time of the switched Riccati differential equation. The contribution of this paper is twofold. We first show that, under the assumption that the subsystems described as a deterministic Riccati differential equation escape in finite time regardless of its initial state, the mean escape time of the switched Riccati differential equation admits a power series expression. In order to further expand the applicability of this result, we then present an approximative formula for computing the escape time of deterministic Riccati differential equations. We present numerical simulations to illustrate the obtained results.
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1. Introduction

Riccati differential equations (RDEs) \cite{1} is the class of first-order and quadratic ordinary differential equations and has various applications in dynamic games \cite{2}, $H^\infty$ optimal control problems \cite{3}, and singular perturbation of boundary value problems \cite{4}. For a recent survey of RDEs, see \cite{5} and the references therein. For the specific case of scalar RDEs, we refer the readers to the classic work by Watson \cite{6}. Although it is well-known that a Riccati differential equation is locally equivalent to a linear ordinary differential equation by a change of basis \cite{1}, the nonlinearity of a RDE allows its solution to diverge in a finite time, which is called the finite-time escape phenomena. Various characterizations and conditions for the finite-time escape phenomena can be found in the literature (see, e.g., \cite{7,8,9}). Among the various results, the most fundamental fact is that the finite-time escape can be characterized by the leave of the induced flow on a manifold called the Grassmannian \cite{1,10} from its canonical chart. As for the qualitative analysis of the finite-time escape phenomena, Getz and Jacobson \cite{11} derive a sufficient condition for the solution to escape in a finite time, and also give an upper bound of the escape time. On the other hand, Freiling et al. \cite{12} give a condition under which a finite-time escape phenomena does not occur.

The primary objective of this paper is investigating the escape time of \textit{switched} RDEs, in which its subsystems are described by RDEs, and its switching dynamics is driven by a Poisson-like stochastic signal. It can be easily confirmed that a switched linear system with Poisson jumps is a Markov jump linear system, which is widely studied in the literature (see, e.g., \cite{13,14,15,16}). Although we can find extensive amount of works for studying the Markov jump nonlinear systems \cite{17,18,19,20}, most of them implicitly assume the non-existence of the finite-time escape in each of the subsystems. Therefore, these results available in the literature for Markov jump nonlinear systems are not directly applicable to switched RDEs studied in this paper.

To fill in the aforementioned gap, in this paper, we first study the computation of the mean escape time of a switched RDE subject to Poisson switching. Specifically, under the assumption that its subsystems described by deterministic RDEs escape in finite time regardless of their initial states, we show that the mean escape time of the
switched RDE admits a power series expression. In order to further expand the applicability of this result, we then present an approximative formula for the computation of the escape time of deterministic RDEs.

This paper is organized as follows. After preparing necessary mathematical notation and conventions, in Section 2.1 we briefly review the RDEs and Grassmannians and, then, introduce the switched RDEs subject to Poisson switching. Then, in Section 2.2 we study the expected value of the escape time of switched RDEs. We then study the approximate computation of the escape time of both deterministic and switched RDEs in Section 3. We finally conclude the paper in Section 4.

1.1. Notation

We let the field of real numbers be denoted by $\mathbb{R}$. For a positive number $x$, we define $\log^+(x) = \max(\log x, 0)$. For a subset $S$ on $\mathbb{R}$, we let $\chi_S$ denote the characteristic function of $S$. Product in $\mathbb{R}^d$, which yields The Euclidean norm of a real vector $v$ is denoted by $\|v\|$. We also define the norm $\|v\|_\infty = \max_{i=1}^d |v_i|$. We denote by $I_n$ the identity matrix of the dimension $n$. The subscript $n$ will be omitted when it is clear from the context. The maximum singular value of a matrix $M \in \mathbb{R}^{m \times d}$ is denoted by $\|M\|$. We let $\text{Sp} M$ denote the column space of $M$. When $M$ is square, we let $\text{tr} M$ denote the trace of $M$. For a subspace $V$ in $\mathbb{R}^d$, we define the subspace $M(V)$ of $\mathbb{R}^m$ by $M(V) = \{Mv : v \in V\}$. Let $\text{Gl}(d, \mathbb{R})$ denote the multiplicative group of invertible $d \times d$ real matrices. The subgroup of $\text{Gl}(d, \mathbb{R})$ consisting of the matrices having determinant 1 is denoted by $\text{SL}(d, \mathbb{R})$.

For a measure space $X$, we let $L^\infty(X)$ denote the set of $\mathbb{R}$-valued Lebesgue measurable functions $f$ on $X$ satisfying $\sup_{x \in X} \|f(x)\|_\infty < \infty$. The set $L^\infty(X)$ becomes a Banach space when equipped with the norm $\|f\| = \sup_{x \in \chi(X)} \|f(x)\|_\infty$.

Let $X$ be metric space with a distance $d_X$. A subset $N \subset X$ is called an $\epsilon$-net for every $\epsilon > 0$.

For a Banach space $X$, let $L(X)$ denote the space of continuous linear operators on $X$. The identity operator in $L(X)$ is denoted by $I$. The set $L(X)$ becomes a Banach space when equipped with the norm $\|A\| = \sup_{x\neq 0} \|Ax\|/\|x\|$.

The next lemma about the invertibility of the operators in $L(X)$ is well known.

**Lemma 1.1.** Let $X$ be a Banach space. Take an arbitrary $A \in L(X)$. Assume $\|A\| < 1$. Then, the operator $I - A$ is invertible in $L(X)$ and, furthermore, the inverse equals $\sum_{k=0}^\infty A^k$.

Let us also state a matrix version of Lemma 1.1.

**Lemma 1.2.** Let $M$ be a square matrix.

1. If $\|M - I\| < 1$, then $M$ is invertible.
2. If $\|M\| < 1$, then the matrix $I - M$ is invertible and, moreover, $\|(I - M)^{-1}\| \leq 1/(1 - \|M\|)$.

2. Switched Riccati Differential Equations

In this section, we introduce the RDE with Poisson jumps. In Subsection 2.1, we briefly review RDEs with an emphasis on their relationship to Grassmannian manifolds. Then, in Subsection 2.2 we formulate RDEs with Poisson jumps, which is the main subject of this paper.

2.1. RDEs and Grassmannians

Let us give a brief review on RDEs and their relationship to Grassmannians. Take an arbitrary matrix $A \in \mathbb{R}^{d \times d}$. Let $k < d$ be a positive integer. Partition the matrix $A$ as

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix},$$

for $A_{11} \in \mathbb{R}^{d \times k}$, $A_{12} \in \mathbb{R}^{k \times (d-k)}$, $A_{21} \in \mathbb{R}^{(d-k) \times d}$, and $A_{22} \in \mathbb{R}^{(d-k) \times (d-k)}$. Then, we can define the Riccati differential equation (RDE) associated with the matrix $A$ by

$$\frac{dY}{dt} = A_{21} + A_{22}Y - YA_{11} - YA_{12}Y.$$  \hspace{1cm} (1)
We remark that this RDE is not necessarily symmetric because the matrix $A$ is taken arbitrarily. Now, we let the solution of this RDE with the initial condition $Y(0) = Y_0$ by $Y(t; Y_0)$. Then, the first escape time $t > 0$ at which the solution $Y(t; Y_0)$ does not exist is defined as the escape time \( \tau \) of the RDE \( (1) \). When such $t$ does not exist, i.e., if the solution of the RDE \( (1) \) exists for all $t \geq 0$, then we regard the escape time of the RDE as $\tau = \infty$.

RDEs are closely related to manifolds called Grassmannians \([1, 7]\). Specifically, the Grassmannian $G^k(\mathbb{R}^d)$ consists of the set of all the $k$-dimensional subspaces in $\mathbb{R}^d$. In the special case of $k = 1$, the Grassmannian reduces to the real projective space and is denoted by $P(\mathbb{R}^d)$. Notice that the group $\text{Gl}(\mathbb{R}^d)$ acts on the manifold $G^k(\mathbb{R}^d)$ because an invertible matrix always maps a $k$-dimensional subspace to another $k$-dimensional subspace.

There exists a fundamental connection between the RDEs and the Grassmannians. Let us define $\psi : \mathbb{R}^{(d-k)\times k} \to G^k(\mathbb{R}^d)$ by the equation

$$
\psi(K) = \text{Sp} \left[ \begin{bmatrix} I_k \\ K \end{bmatrix} \right].
$$

We also define $G^k_0(\mathbb{R}^d) \subset G^k(\mathbb{R}^d)$ as the set of all the $k$-dimensional subspaces in $\mathbb{R}^d$ complementary to the subspace $\text{Sp} \left[ \begin{bmatrix} 0 \\ I_{d-k} \end{bmatrix} \right]$. Then, one can see that the mapping $\psi$ embeds the set $\mathbb{R}^{(d-k)\times k}$ into the Grassmannian $G^k(\mathbb{R}^d)$ as the open and dense subset $G^k_0(\mathbb{R}^d)$. Furthermore, one can show that the equation

$$
\psi(Y(t; Y_0)) = e^{At}(\psi(Y_0))
$$

holds true whenever the solution $Y(t; Y_0)$ of the RDE \( (1) \) exists. This equation implies that RDE \( (1) \) can be regarded as the local expression of the differential equation on $G^k(\mathbb{R}^d)$ corresponding to the flow

$$
F(t; F_0) = e^{At}(F_0)
$$

with respect to the chart $(G^k_0(\mathbb{R}^d), \psi^{-1})$. Therefore, by the extended RDE (ERDE), we mean the differential equation on $G^k(\mathbb{R}^d)$ having the flow \( (3) \). For this reason, with the abuse of notation, we write the solution of RDE \( (1) \) as

$$
e^{At} Y_0 = Y(t; Y_0).
$$

It should be noticed that, by the relationship \( (2) \), we can see that RDE \( (1) \) escapes exactly when the flow $e^{At}(\psi(Y_0))$ leaves the subset $G^k_0(\mathbb{R}^d)$.

As for the escape time of the RDE \( (1) \), we can specifically see that the solution of \( (1) \) is given by $Y(t; Y_0) = V(t)U(t)^{-1}$ where $U(t) \in \mathbb{R}^{k\times k}$ and $V(t) \in \mathbb{R}^{(d-k)\times k}$ are given by the partition

$$
\begin{bmatrix}
U(t) \\
V(t)
\end{bmatrix} = e^{At} 
\begin{bmatrix}
I_k \\
Y_0
\end{bmatrix}
$$

provided that $U(t)^{-1}$ exists. Hence, the equation \( (1) \) escapes precisely at the minimum $t \geq 0$ at which the matrix $U(t)$ becomes singular.

Let us see an example to fix ideas.

**Example 2.1.** Let $\omega$ be a positive number. Let us consider the RDE

$$
\frac{dy}{dt} = \omega(1 + y^2).
$$

We set the initial condition of this RDE as $y(0) = 0$. It is trivial to see that the solution of this RDE is given by $y(t) = \tan(\omega t)$. This implies that the RDE \( (6) \) escapes at the time $t = \pi/(2\omega)$. On the other hand, the ERDE induced by the RDE \( (6) \) can be derived as follows. First, to the domain $\mathbb{R}$ of the RDE \( (6) \), we can correspond the Grassmannian $G^1(\mathbb{R}^2)$ (i.e., the projective space $P(\mathbb{R}^2)$). Hence, the canonical chart $\psi$ maps a real number $t$ to the straight line having the slope $t$ and passing through the origin. This particularly implies that the initial state $y(0) = 0$ of the RDE is mapped to the $x$-axis. Furthermore, with this canonical chart, a flow on $P(\mathbb{R}^2)$ escapes exactly when it coincides with the $y$-axis. Now, because the RDE \( (6) \) is induced by the matrix

$$
A = \begin{bmatrix}
0 & -\omega \\
\omega & 0
\end{bmatrix},
$$

...
the ERDE is nothing but the flow described by

\[ e^{At}(ψ(0)) = \left\{ r \begin{bmatrix} \cos(ωt) \\ \sin(ωt) \end{bmatrix} : r \in \mathbb{R} \right\}, \]

representing a straight line rotating with the angular speed \( ω \) counterclockwise. Therefore, starting initially from the \( x \)-axis, the flow escapes at time \( π/(2ω) \), which coincides with our finding above.

### 2.2. RDEs subject to Poisson switching

The objective of this paper is to study the escape time of switched RDEs subject to Poisson jumps, which we describe below. Let \( A, B \in \mathbb{R}^{d \times d} \) and consider the RDE (1) and another RDE

\[ \frac{dY}{dt} = B_{21} + B_{22}Y - YB_{11} - YB_{12}Y, \quad (7) \]

Although we focus on the case of two subsystems, most of the results presented in this paper can be extended to the case of more than two subsystems.

We define a \( \{0, 1\} \)-valued random variable \( z \) by the stochastic differential equation [21]

\[ dz = (1 - 2z)dN, \quad z(0) \in \{0, 1\}, \quad (8) \]

where \( N \) is the Poisson process of rate \( λ > 0 \). The stochastic process \( z \) is a continuous-time Markov process with switching rate \( λ \).

Now, we consider the following RDE with Poisson jump:

\[ dY = [z(A_{21} + A_{22}Y - YA_{11} - YA_{12}Y) + (1 - z)(B_{21} + B_{22}Y - YB_{11} - YB_{12}Y)]dt. \quad (9) \]

Our major objective in this paper is in the numerical calculation and the theoretical characterization of the average escape time of the switched RDE (9). Specifically, let \( Y_0 \in \mathbb{R}^{(d-k) \times k} \) be arbitrary, and let \( T_A(Y_0) \) \( (T_B(Y_0)) \) denote the mean escape time of the switched RDE (9) when \( Y(0) = Y_0 \) and \( z(0) = 1 \) \( (z(0) = 0) \), respectively. In Section 3, we show that the mean escape times admit a representation as a power series, under the assumption that the escape time of the deterministic RDEs (1) and (7) are analytically available. Then, in Section 4 we show that, even when the escape time of the deterministic RDEs are not available, we can still approximately compute the mean escape times.

### 3. Analytical Characterization of Mean Escape Time

Let \( t_A(Y_0) \) and \( t_B(Y_0) \) denote the escape time of the deterministic RDEs (1) and (7). Throughout this section, we place the following assumption.

**Assumption 3.1.** Assume that there exists a constant \( t_0 > 0 \) such that

\[ t_i(Y_0) ≤ t_0 \]

for all \( Y_0 \in \mathbb{R}^{(d-k) \times k} \) and \( i \in \{A, B\} \).

The main objective of this section is to prove the following theorem characterizing the mean escape time of the switched RDE (9).

**Theorem 3.2.** Define the probability distribution function \( F(t) = \int_0^t f(τ) dτ \) \( (t ≥ 0) \) associated with the probability density function \( f(t) = λe^{-λt} \) \( (t ≥ 0) \). Define the real valued functions \( g_1 \) and \( g_2 \) defined on \( \mathbb{R}^{(d-k) \times k} \) by

\[ g_1(Y) = \int_0^{t_A(Y)} τf(τ) dτ + t_A(Y)(1 - F(t_A(Y))), \]

\[ g_2(Y) = \int_0^{t_B(Y)} τf(τ) dτ + t_B(Y)(1 - F(t_B(Y))). \]
Also, define the operators $M_1$ and $M_2$ acting on $L^\infty(\mathbb{R}^{(d-k)xk})$ by

$$(M_1 T)(Y) = \int_0^{\sigma_k(Y)} f(\tau) T(e^{A\tau} Y) d\tau,$$

$$(M_2 T)(Y) = \int_0^{\sigma_k(Y)} f(\tau) T(e^{B\tau} Y) d\tau$$

for all $Y \in \mathbb{R}^{(d-k)xk}$. Then, we have

$$\frac{T_A}{T_B} = \sum_{k=0}^{\infty} M^k \begin{bmatrix} g_1 \\ g_2 \end{bmatrix},$$

(11)

where the operator $M$ is given by

$M = \begin{bmatrix} 0 & M_1 \\ M_2 & 0 \end{bmatrix}.$

**Proof.** Let us temporarily assume $z(0) = 1$, i.e., let us suppose that the switched RDE (10) initially starts from the first subsystem given in (1). If no switch occurs after the initial time $t = 0$, then the solution of the RDE would escape at $t = t_1(Y_0)$ by the definition of the mapping $t_1$. On the other hand, suppose that the first switching occurs at a time $t = \tau$. This $\tau$ must satisfy $\tau < t_1(Y_0)$. At this time instant, the solution of the switched RDE is equal to $e^{A\tau} Y_0$ under the notation (4). Hence, by definition, the switched RDE will escape after $T_B(e^{A\tau} Y_0)$ time units in average. Summarizing this argument, we obtain the following integral equation:

$$T_A(Y_0) = \int_0^{\sigma_k(Y_0)} f(\tau)[\tau + T_B(e^{A\tau} Y_0)] d\tau + (1 - F(t_1(Y_0))) t_1(Y_0),$$

which leads us to the functional equation $T_A = g_1 + M_1 T_B$. In the same way, we can derive the functional equation $T_B = g_2 + M_2 T_A$. Therefore, the mean escape times $T_A$ and $T_B$ satisfy

$$(I - M) \begin{bmatrix} T_A \\ T_B \end{bmatrix} = \begin{bmatrix} g_1 \\ g_2 \end{bmatrix}.$$

Hence, by Lemma 1.1, to complete the proof of the theorem, it is enough to show that the following claims hold true:

a) $M$ is a continuous linear operator on the space $L^\infty(\mathbb{R}^{(d-k)xk})^2$;

b) There holds that $||M|| < 1$.

First, we can trivially confirm that $M$ is linear. To show its continuity, let us take arbitrary $T, T' \in L^\infty(\mathbb{R}^{(d-k)xk})$. Then, we can show

$$\| M \begin{bmatrix} T \\ T' \end{bmatrix} \| = \sup_{w \in \mathbb{R}^{(d-k)xk}} \left\| M \begin{bmatrix} T \\ T' \end{bmatrix}(Y) \right\|_\infty$$

$$= \sup_{w \in \mathbb{R}^{(d-k)xk}} \left\| (M_1 T')(Y) \right\|_\infty.$$

(12)

Hence, for every $Y \in \mathbb{R}^{(d-k)xk}$, we can show

$$\left\| (M_1 T')(Y) \right\| \leq \int_0^{\sigma_k(Y)} f(\tau) (T'(e^{A\tau} Y)) d\tau$$

$$\leq \int_0^{\sigma_k(Y)} f(\tau) |T'(e^{A\tau} Y)| d\tau$$

$$\leq \sup_{w \in \mathbb{R}^{(d-k)xk}} |T'(Y)| \int_0^{\sigma_k(Y)} f(\tau) d\tau$$

$$= \|T'| F(t_0).$$

(13)
In the same way we can show
\[ \|T\| F(t_0) \leq \|M T \| Y \] (14)
The equation (12) together with (13) and (14) yield
\[ M \begin{bmatrix} T \\ T' \end{bmatrix} \leq F(t_0) \begin{bmatrix} \|T\| \\ \|T'\| \end{bmatrix} \]
\[ = F(t_0) \begin{bmatrix} T \\ T' \end{bmatrix} \] (15)
Therefore, we conclude that \( M \) is a continuous linear operator. Furthermore, the second claim b) follows immediately from inequality (15) because we know \( F(t_0) < 1 \). This completes the proof.

Let us see an example.

**Example 3.3.** Let \( \omega \) and \( \gamma \) be positive numbers. In this example, we consider the following switched RDE
\[ dy = \left[ \omega (1 + y^2) + (1 - \omega) \left( -\gamma (1 + y^2) \right) \right] dt, \] (16)
where \( \omega \) is the stochastic process defined by the stochastic differential equation (8). This switched RDE consists of the RDE (6) and the following RDE:
\[ \frac{dy}{dt} = -\gamma (1 + y^2). \] (17)
By regarding the RDEs as the local expressions of the rotations in $G^1(\mathbb{R}^3)$ with the angular speeds $\omega$ and $-\gamma$, we can find

$$t_A(\theta) = \frac{(\pi/2) - \theta}{\omega}, \quad t_B(\theta) = \frac{\theta + (\pi/2)}{\gamma}$$

where an element in $G^1(\mathbb{R}^3)$ is identified with its angle $\theta$ measured from the positive $x$-axis. This implies that the assumption (10) is satisfied with the constant $t_0 = \max\{\pi/\omega, \pi/\gamma\}$.

We now use Theorem 3.2 to find the mean escape time of the switched RDE (16). First, we fix $\gamma = \lambda = 1$ and change $\omega$ as $\omega = 1, 10, $ and $100$. In Fig. 1, we show the mean escape time $T_A$ as a function of the initial angle $\theta_0 \in [-\pi/2, \pi/2]$. The mean escape time in the figure is obtained by terminating the power series (11) at its 21st term. It can be observed that the mean escape time decreases in $\omega$. This is because, the larger $\omega$, the earlier the rotation of the line to pass the critical line of $y$-axis, at which an escape occurs. We then fix $\omega = \gamma = 1$ and observe how the mean escape time depends on the switching rate $\lambda$. In fig. 2, we show the mean escape time $T_A$ for $\lambda = 0.01, 1,$ and $10$. When $\lambda = 0.01$, the mean escape time is close to the escape time of the deterministic RDE (6). This is because, when the rate $\lambda$ is small, a switching from the first RDE (6) to the second RDE (17) rarely occurs and, hence, the presence of switching is negligible.

4. Approximate Computation of Mean Escape Time

One of the potential difficulties in using the analytic formula in Theorem 3.2 to compute the mean escape time of switched RDE (9) is in computing the escape time of deterministic RDEs (1) and (7). For example, consider the RDE (1) on $\mathbb{R}^1 \times \mathbb{R}^2$ determined by the matrix

$$A = T^{-1} \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} T, \quad T = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

with the initial state $Y_0 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$.

We can show that the corresponding ERDE is the flow

$$e^{At}(\psi(Y_0)) = \left\{ r \begin{bmatrix} 2 \cos t + \sin t - e^t \\ \cos t - 2 \sin t \\ e^t \end{bmatrix} : r \in \mathbb{R} \right\}$$

in $P(\mathbb{R}^3)$. Therefore, under the canonical chart $\psi$, this RDE escapes when $2 \cos t + \sin t - e^t = 0$. However it is not easy to calculate the zeros of this type of transcendental equation effectively.

The objective of this section is to provide an approximative method to compute the mean escape time of the switched RDE (9). In Subsection 4.1, we propose a method to approximately compute the escape time of the deterministic RDEs. Although this method allows us to use Theorem 3.2 to approximately compute the mean escape time of the switched RDE (9), it is not clear if the computation is robust with respect to the computational error of the escape time of the deterministic RDEs. Therefore, in Subsection 4.2 we present a theorem confirming the computational robustness.

4.1. Sequence converging to escape time

In this section, we give a procedure for approximately computing the escape time of deterministic RDEs. We remark that, although there are many results concerning the occurrence of finite-time escape phenomenon, the computation of escape time has not attracted much attention. The result by [11] can be applied to only symmetric RDEs. The lower estimate of the escape time by [22] can be applied for any Riccati differential equation but their estimate tend to be conservative.
The aim of this section is to prove the following theorem, which enables us to approximately calculate the escape time of the deterministic RDE (1) with an arbitrary precision. Before stating the theorem, let us recall that the principal branch of the Lambert \( W \)-function (see, e.g., [23]) \( W(\cdot) \) is defined as the inverse of the mapping \([0, \infty) \rightarrow [0, \infty): x \mapsto xe^x\).

**Theorem 4.1.** Let \( Y_0 \in \mathbb{R}^{(d-k) \times k} \) be arbitrary. Assume that \( t_A(Y_0) < \infty \). Define the function \( \Delta: [0, t_A(Y_0)) \rightarrow (0, \infty) \) by

\[
\Delta(t) = W \left( \frac{\|A\|}{\left\| \begin{bmatrix} I & 0 \\ 0 & A \end{bmatrix}^{-1} \begin{bmatrix} I \\ Y(t; Y_0) \end{bmatrix} \right\|} \right) 1^\|A\|,
\]

Then, the real sequence \( \{t_n\}_{n=0}^\infty \) defined by \( t_0 = 0 \) and the difference equation

\[
t_{n+1} = t_n + \Delta(t_n), \quad n = 0, 1, \ldots
\]

satisfies

\[
\lim_{n \to \infty} t_n = t_A(Y_0).
\]

In the rest of this subsection, we present the proof of Theorem 4.1. We start by recalling the following lemma, which was implicitly stated in [22] and shall be proved in this paper for the sake of completeness.

**Lemma 4.2.** Let \( \Delta \) be as in Theorem 4.1. If \( t \in [0, t_A(Y_0)) \) then \( [t, t + \Delta(t)] \subset [0, t_A(Y_0)) \).

**Proof.** Without loss of generality we can assume \( t = 0 \) because otherwise we can reduce the problem to the case \( t = 0 \) by considering the Riccati differential equation (1) with the initial state \( Y(t; Y_0) \).

Let \( t = 0 \). We need to show that the matrix \( U(s) \) defined by (5) is invertible if \( 0 \leq s \leq \Delta(0) \). Since \( U(0) = I \) is clearly invertible we can assume \( 0 < s \leq \Delta(0) \). By Lemma 4.2 it is sufficient to show that \( \|U(s) - I\| < 1 \). Since

\[
U(s) = \begin{bmatrix} I_k & 0 \\ I_0 & Y_0 \end{bmatrix} e^{As},
\]

an easy computation shows that

\[
U(s) - I_k = \begin{bmatrix} I_k & 0 \\ 0 & (e^{As} - I_k) \end{bmatrix} \begin{bmatrix} I_k \\ Y_0 \end{bmatrix},
\]

Therefore, by Lemma 4.3 if \( 0 < s \leq \Delta(0) \) then

\[
\|U(s) - I_k\| < \left\| \begin{bmatrix} I_k & 0 \\ 0 & I_k \end{bmatrix} A \right\| s \| e^{A|A|} \| \begin{bmatrix} I_k \\ Y_0 \end{bmatrix} \| \\
\leq \left\| \begin{bmatrix} I_k & 0 \\ 0 & I_k \end{bmatrix} \Delta(0) \| e^{A|A|} \| \begin{bmatrix} I_k \\ Y_0 \end{bmatrix} \|
\]

\[
= 1,
\]

where in the last equation we used the definition of \( \Delta \) and the Lambert \( W \) function.

We will also use the following estimate of matrix exponentials.

**Lemma 4.3.** Let \( M \) and \( A \) be nonzero square matrices with the same dimension. If \( t \neq 0 \) then \( \|M(e^{At}) - I\| < \|MA\|e^{||A||t} \|A\| \|e^{||A||t} \| \).

**Proof.** By the definition of exponential matrices we have \( M(e^{At}) - I = MAI \sum_{i=1}^\infty \frac{e^{(i-1)t}}{i} \). Therefore it easily follows that

\[
\|M(e^{At}) - I\| \leq \|MA\| \|e^{||A||t} \| \sum_{i=0}^\infty \frac{||A||^i |t|^i}{i!} \leq \|MA\| |t| e^{||A|||t|}.
\]
Now we are ready to prove Theorem 4.1.

**Proof (Theorem 4.1).** Notice that the function $\Delta$ is continuous because both $W$ and $Y$ are continuous. Moreover, since $W(x) = 0$ if and only if $x = 0$, the function $\Delta$ never vanishes. Now, by Lemma 4.2, the real sequence $\{t_n\}_{n=0}^{\infty}$ is bounded from above by $t_A(Y_0) < \infty$. Also $\{t_n\}_{n=0}^{\infty}$ is increasing by its definition. Therefore the sequence has a limit, say, $\tilde{t} \in \mathbb{R}$. Lemma 4.2 immediately shows $\tilde{t} \leq t_A(Y_0)$. Assume $\tilde{t} < t_A(Y_0)$ to derive a contradiction. Since the sequence $\{t_n\}_{n=0}^{\infty}$ is convergent, the sequence $\{\Delta(t_n)\}_{n=0}^{\infty}$ must converge to 0. By the continuity of $\Delta$ on $[0, t_A(Y_0))$ we have $\Delta(\tilde{t}) = 0$, but this contradicts to the fact that $\Delta$ never vanishes on $[0, t_A(Y_0))$. Hence $\tilde{t} = t_A(Y_0)$.

Let us see examples.

**Example 4.4.** Consider the scalar RDE

$$\frac{dy}{dt} = y^2 + 2y$$  \hspace{1cm} (18)

with the initial state $y(0) = 1$. This RDE is associated with the matrix

$$A = \begin{bmatrix} -1 & -1 \\ 0 & 1 \end{bmatrix}.$$

Since $U(t) = (3e^t - e')/2$, we can check that the differential equation escapes precisely at $t = (\log 3)/2 = 0.549306$. The sequence $\{t_n\}_{n=1}^{\infty}$ in Theorem 4.1 gives $t_0 = 0.549290$ and $t_20 = 0.549306$. Fig. 3 shows the graphs of $t_n$ and $\log(\Delta(t_n))$.

**Example 4.5.** Consider the vector-valued RDE

$$\frac{dY}{dt} = \begin{bmatrix} 0 & 2 \\ -1 & -3 \end{bmatrix} Y + Y \begin{bmatrix} 2 \\ -1 \end{bmatrix}$$

with the initial condition

$$Y_0 = \begin{bmatrix} -0.5 \\ -0.5 \end{bmatrix}.$$

Fig. 4 shows the graph of $t_n$ and $\log(\Delta(t_n))$. Notice that in this case the scalar function $U(t)$ has a complicated form and it is not as easy to find its zeros as in Example 4.4.

Theorem 4.1 allows us to approximately compute the escape time of the deterministic RDEs for a fixed initial condition. On the other hand, to use Theorem 3.2 for the computation of the mean escape time of the switched RDE (9), we need the escape time of each of the deterministic RDEs (1) and (7) with arbitrary initial conditions. However, it is not feasible to apply the theorem to all the possible initial conditions. To fill in this gap, the following trivial lemma is useful.

**Lemma 4.6.** For any $Y_0 \in \mathbb{R}^{(d-k)\times k}$ and $0 \leq t < t_A(Y_0)$ we have $t_A(Y(t; Y_0)) = t_A(Y_0) - t$.
Figure 4: Escape time of RDE (19). Circle: \( t_n \). Triangle: \( \log \Delta (t_n) \)

**Algorithm 1** Calculation of the escape time as a function of initial states

1. Let \( N \) be a positive integer. \( D = \emptyset \).
2. repeat
3. Randomly choose an initial state \( Y_0 \).
4. Compute the sequence \( \{t_n\}_{n=0}^{N} \).
5. \( D \leftarrow D \cup \{ (Y(t_N - t_n, Y_0), t_n) \}_{n=0}^{N} \).
6. until Projection of \( D \) into its first component becomes dense in the set of the initial states.

Lemma 4.6 suggests that one instance of the computation of the escape time for a single initial condition allows us to find the escape time with various initial conditions. Specifically, finding the escape time for an initial state \( Y_0 \) by using Theorem 4.1 gives us the escape time for a family of initial states \( \{Y(t; Y_0)\}_{t=t_0, t_1, \ldots} \). This observation leads us to Algorithm 1, which calculates the escape time for several many initial states efficiently.

We illustrate the effectiveness of Algorithm 1 in the following example.

**Example 4.7.** We first apply Algorithm 1 to the scalar RDE (18). The algorithm gives the graph of the escape time as a function of initial states as in Fig. 5. Notice that, the real axis \( \mathbb{R} \) (or the half real axis \([0, \infty)\)) are rescaled to the closed interval \([-\pi/2, \pi/2]\) \([0, \pi/2] \), respectively) with the arc-tangent function for the ease of presentation. The flatten part in the left half, where the graph takes the value \( \pi/2 \), means that the RDE never escapes in a finite time.

We then consider again the vector-valued Riccati differential equation (19). The associated matrix

\[
A = \begin{bmatrix}
-1 & 2 & -1 \\
0 & 2 & -1 \\
-1 & 3 & -3
\end{bmatrix}
\]

has the real and distinct eigenvalues 1.4605, −0.7609, and −2.6996. Using Algorithm 1 we can draw the graph of the escape time as a function of initial states as in Fig. 6. Notice that the values are rescaled by the arc-tangent function as was did in Fig. 5.

4.2. A robustness result

Although Theorems 3.2 and 4.1 could allow us to approximately and numerically compute the mean escape time of the switched RDE (9), it is not clear if the computation is robust with respect to the computational error in Theorem 4.1 for the escape time of the deterministic RDEs. To provide an affirmative answer to this question, in this subsection we present a theorem showing that taking sufficiently many escape time using Algorithm 1 can lead to provide an accurate estimate of the mean escape time of the switched RDE (9).

Throughout this section, we will identify all the matrices \( Y \) in \( \mathbb{R}^{(d-k)\times k} \) with its image \( \psi(Y) \in G_{0}^{k}(\mathbb{R}^{d}) \) by the canonical chart. Since a Grassmann manifold is compact, the manifold is totally bounded. Therefore, the subset \( G_{0}^{k}(\mathbb{R}^{d}) \) is also totally bounded and hence admits a finite \( \epsilon \)-net for every \( \epsilon > 0 \). This fact will allow us to discretize the state space with finitely many points.

In this subsection, in addition to Assumption 5.1 we also place the following technical assumption.
Assumption 4.8. The mean escape times $T_A$ and $T_B$ are uniformly continuous as functions from $G^k_0(\mathbb{R}^d)$ to $\mathbb{R}$.

Under this assumption, the following theorem states that an accurate estimate of the mean escape time of the switched RDE (9) is possible by finitely many values of the escape time of deterministic RDEs (1) and (7).

Theorem 4.9. Let $\epsilon > 0$ be arbitrary. Then, there exists a finite set $S = \{s_1, \ldots, s_L\} \subset G^k_0(\mathbb{R}^d)$ and an invertible matrix $\Psi$ such that

$$\left\| \begin{bmatrix} T_A(S) \\ T_B(S) \end{bmatrix} - \Psi^{-1} \begin{bmatrix} g_A(S) \\ g_B(S) \end{bmatrix} \right\|_\infty < \epsilon.$$ 

To prove Theorem 4.9, we need the following lemma, which enables us to approximate the operators $M_A$ and $M_B$ by matrices.

Lemma 4.10. Let $\epsilon > 0$ be arbitrary. Then, there exists a finite set $S = \{s_1, \ldots, s_L\} \subset G^k_0(\mathbb{R}^d)$ and matrices $N_A, N_B$ such that

$$\| (M_A T_B)(S) - N_A(T_B(S)) \|_\infty < \epsilon,$$

$$\| (M_B T_A)(S) - N_B(T_A(S)) \|_\infty < \epsilon$$

where, for a function $f : G^k_0(\mathbb{R}^d) \to \mathbb{R}$, we write

$$f(S) = \begin{bmatrix} f(s_1) \\ \vdots \\ f(s_L) \end{bmatrix} \in \mathbb{R}^L.$$ 

Moreover, the matrices satisfy $\|N_A\|_\infty, \|N_B\|_\infty \leq F(t_0)$.
Proof. Let us first recall that the Grassmannian $G^k(\mathbb{R}^d)$ can be equipped with the following distance: If $V_1, V_2 \in G^k(\mathbb{R}^d)$ and $\pi_1, \pi_2$ are orthogonal projections from $\mathbb{R}^d$ onto $V_1, V_2$, respectively, then one can define a metric on $G^k(\mathbb{R}^d)$ as $\rho(V_1, V_2) = \|\pi_1 - \pi_2\|$. 

Now, by symmetry, it is sufficient to prove only the first inequality in the lemma. Let $\epsilon > 0$ be arbitrary. By Assumption 4.8 there exists $\delta > 0$ such that if $\rho(P, P') < \delta$, then $|T_B(P) - T_B(P')| < \epsilon/2$. Then, we take a finite $\delta$-net $X = \{x_1, \ldots, x_L\}$ of $G^k(\mathbb{R}^d)$. Let $q$ be a mapping on $G^k(\mathbb{R}^d)$ that assigns to any $P$ one of $x_i$ within the distance of $\delta$.

Then $h > 0$ and define the mapping $M_h^T : G^k(\mathbb{R}^d) \to \mathbb{R}$ by

$$M_h^T(P) = \sum_{n=0}^{\infty} T_B(P Nh; P) \xi_{A,n}(P),$$

$$\xi_{A,n}(P) = \int_{\text{nh}}^{(n+1)h} f(\tau) \chi_{[0,\tau]}(\tau) \, d\tau.$$ 

Since $L$ is finite we can take a sufficiently small $h > 0$ such that, for every $\ell = 1, \ldots, L$,

$$\| (M^T_B(s_l) - (M^T_B(s_l))\|_\infty < \epsilon/2.$$ 

Let us fix such $h$. Then let us define $M_h^T : G^k(\mathbb{R}^d) \to \mathbb{R}$ by $M^T_B(P) = \sum_{n=0}^{\infty} T_B(q(P Nh; P)) \xi_{A,n}(P)$. Since $\rho(P, q(P)) < \delta$ for every $P \in G^k(\mathbb{R}^d)$, by the uniform continuity of $T_B$, for all $l = 1, \ldots, L$ it holds that $|M^T_B(s_l) - (M^T_B(s_l))| < \epsilon/2$. This inequality together with (20) implies

$$\| (M^T_B(S) - (M^T_B(S))\|_\infty < \epsilon.$$ 

Now, since $(M^T_B(W_i))$ is a linear combination of $T_B(s_{1}), \ldots, T_B(s_L)$ (notice that the image of $q$ is always one of $s_{l}$, $1 \leq l \leq L$) there exists a matrix $N_A$ such that $(M^T_A(S) = N_A T_B(S))$. This completes the proof of the first claim.

To prove the second claim, we just need to notice that the sum of the $l$th row of the matrix $N_A$ is equal to $\sum_{n=0}^{\infty} \xi_{A,n}(s_l) = \int_{0}^{\delta(s_l)} f(\tau) \, d\tau$, which is less always than or equal to $F(t_0)$ by the assumption (10).

We can now prove Theorem 4.9.

Proof (Theorem 4.9). First let us apply Lemma 4.10 with the constant $F(t_0)\epsilon$ to obtain a finite set $S = \{s_{1}, \ldots, s_{L}\}$ and matrices $N_A, N_B$. Define

$$\Psi = \begin{bmatrix} I & -N_A \\ -N_B & I \end{bmatrix}.$$ 

By Lemmas 1.2 and 4.10 we can see that this matrix $\Psi$ is invertible and satisfy $\|\Psi^{-1}\| \leq 1/F(t_0)$. Since

$$\begin{bmatrix} T_A(S) \\ T_B(S) \end{bmatrix} - \Psi^{-1} \begin{bmatrix} g_{A}(S) \\ g_{B}(S) \end{bmatrix} = \Psi^{-1} \begin{bmatrix} (M_A T_B)(S) - N_A(T_B(S)) \\ (M_B T_A)(S) - N_B(T_A(S)) \end{bmatrix}$$

we have

$$\left\| \begin{bmatrix} T_A(S) \\ T_B(S) \end{bmatrix} - \Psi^{-1} \begin{bmatrix} g_{A}(S) \\ g_{B}(S) \end{bmatrix} \right\| < \|\Psi^{-1}\| (F(t_0)\epsilon) \leq \epsilon,$$

as desired. This completes the proof of the theorem.

5. Conclusion

In this paper, we have investigated the computational aspects of the mean escape time of the switched RDEs subject to Poisson switching. We have first shown that, if the escape times of their subsystems are available, then we can find the mean escape time of the switched RDE as a convergent power series. We have then presented an approximation framework for numerically computing the escape time of RDEs as the limit of a convergent sequence, which can enhance the applicability of the characterization as a power series. Numerical simulations are presented to illustrate the obtained results.
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