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In this paper, we mainly investigate an equivalent form of the constrained modified KP hierarchy: the bilinear identities. By introducing two auxiliary functions \( \rho \) and \( \sigma \), the corresponding identities are written into the Hirota forms. Also, we give the explicit solution forms of \( \rho \) and \( \sigma \).
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1. Introduction

Recently, people have paid much attention to the modified Kadomtsev-Petviashvili (mKP) hierarchy \([10, 12]\) in the field of integrable systems, such as the gauge transformations \([2, 21]\), additional symmetries \([3]\), the squared eigenfunction symmetries \([3, 19, 20]\) and the tau functions \([3, 25]\). There are many versions \([4, 6, 11, 13–15, 21]\) of the mKP hierarchy, which are all trying to generalize the Miura link \([22]\) between KdV and mKdV to the KP case. In this paper, we will only consider the Kupershmidt-Kiso version \([13–15, 21]\). By considering different reduction conditions on the Lax operator \( L \), one can obtain the different kinds of sub-hierarchies. One of the most important sub-hierarchies is called the constrained mKP (cmKP) hierarchy (see (2.16) in Section 2) \([3, 20]\), which is a generalization of the reduction procedure from the mKP hierarchy to the generalized mKdV hierarchy. In this paper, we will discuss the bilinear formulations of the cmKP hierarchy.

The bilinear identity \([7, 10]\) is an important equivalent formulation of the integrable hierarchies. From the bilinear identity, one can easily obtain the Hirota equations \([7, 9, 10]\). And also it is very helpful in the discussion of the tau functions \([7, 10]\). There is much research on the bilinear identity of different integrable hierarchies, for example, the constrained KP and BKP hierarchies \([5, 17, 23, 24]\), the extended bigraded Toda hierarchy \([16, 18]\), the integrable hierarchies with with self-consistent sources \([8, 26]\). In this paper, we firstly derive three bilinear identities, from the evolution equations of the (adjoint) wave functions and the constraint on the Lax operator. Then we show that these three bilinear identities can fully characterize the cmKP hierarchy. By introducing two auxiliary functions \( \rho \) and \( \sigma \), the bilinear identities are written into the Hirota forms. At last, we give some solutions for \( \rho \) and \( \sigma \).

This paper is organized in the following way. In Section 2, some basic facts about the mKP hierarchy are introduced. The bilinear identities for the cmKP hierarchy are derived in Section 3.
Section 4 is devoted to the Hirota’s bilinear equations of the corresponding tau-functions and the explicit forms of $\rho$ and $\sigma$. At last, some conclusions and discussions are given in Section 5.

2. Reviews of the mKP hierarchy

The definition of the mKP hierarchy is based on the theory of pseudo-differential operators, so we firstly introduce the knowledge of pseudo-differential operators [7, 14, 21]. The algebraic multiplication of $\partial^j$ with the multiplication operator $f$ is given by the usual Leibnitz rule

$$\partial^j f = \sum_{i \geq 0} \binom{i}{j} f^{(i)} \partial^{i-j}, \quad i \in \mathbb{Z},$$

(2.1)

where $f^{(i)} = \frac{\partial^i f}{\partial x^i}$. For $A = \sum_i a_i \partial^i$, $A_{>k} = \sum_{i \geq k} a_i \partial^i$, $A_{<k} = \sum_{i < k} a_i \partial^i$ and $A_k = a_k$. In this paper, for any pseudo-differential operator $A$ and a function $f$, the symbol $A(f)$ will indicate the action of $A$ on $f$, whereas the symbol $Af$ or $A \cdot f$ will denote the operator product of $A$ and $f$, and $*$ stands for the conjugate operation: $(AB)^* = B^* A^*$, $\partial^* = -\partial$, $f^* = f$.

The mKP hierarchy in Kupershmidt-Kiso version [2, 13–15, 21] is defined as the following Lax equation

$$L_n = [(L^n)_{>1}, L], \quad n = 1, 2, 3, \ldots$$

(2.2)

with the Lax operator $L$ given below

$$L = \partial + u_0 + u_1 \partial^{-1} + u_2 \partial^{-2} + u_3 \partial^{-3} + \cdots.$$  

(2.3)

Here $\partial = \partial_x$ and $u_i = u_i(t_1 = x, t_2, \ldots)$. The Lax operator $L$ of the mKP hierarchy can be expressed in terms of the dressing operator $Z$,

$$L = Z \partial Z^{-1},$$

(2.4)

where $Z$ is given by

$$Z = z_0 + z_1 \partial^{-1} + z_2 \partial^{-2} + \cdots (z_0^{-1} \text{ exists}).$$

(2.5)

Then the Lax equation (2.2) is equivalent to

$$Z_n = -\left( L^n \right)_{\leq 0} Z = -\left( Z \partial^n Z^{-1} \right)_{\leq 0} Z.$$  

(2.6)

Define the wave and the adjoint functions of the mKP hierarchy in the following way:

$$w(t, \lambda) = Z \left( e^{\xi(t, \lambda)} \right) = (z_0 + z_1 \lambda^{-1} + z_2 \lambda^{-2} + \cdots) e^{\xi(t, \lambda)},$$

(2.7)

$$w^*(t, \lambda) = (Z^{-1} \partial^{-1} e^{-\xi(t, \lambda)}) = (z_0^{-1} + z_1^{-1} \lambda + z_2^{-1} \lambda^{-2} + \cdots) \lambda e^{-\xi(t, \lambda)},$$

(2.8)

where

$$\xi(t, \lambda) = \xi + t_2 \lambda^2 + t_3 \lambda^3 + \cdots.$$  

(2.9)

Then $w(t, \lambda)$ and $w^*(t, \lambda)$ satisfy the bilinear identity [3, 25] below

$$\text{res}_\lambda w(t', \lambda) w^*(t, \lambda) = 1,$$

(2.10)

which is equivalent to the mKP hierarchy. Here $\text{res}_\lambda \sum_i a_i \lambda^i = a_{-1}$. 
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The Lax equation (2.2) is compatible with the linear system
\[ Lw(t, \lambda) = \lambda w(t, \lambda), \quad \partial_{r} w(t, \lambda) = (L^{n})_{\geq 1}(w(t, \lambda)) \] (2.11)
and
\[ (\partial L^{-1})^{*}w^{*}(t, \lambda) = \lambda w^{*}(t, \lambda), \quad \partial_{r} w^{*}(t, \lambda) = -\left(\partial^{-1}(L^{n})_{\geq 1}\partial\right)(w^{*}(t, \lambda)). \] (2.12)

It is proved in [3, 25] that there exist two tau functions \( \tau_{1} \) and \( \tau_{0} \) for the mKP hierarchy in Kupershmidt-Kiso version such that
\[ w(t, \lambda) = \frac{\tau_{0}(t - [\lambda^{-1}])}{\tau_{1}(t)} e^{\xi(t, \lambda)}, \] (2.13)
\[ w^{*}(t, \lambda) = \frac{\tau_{1}(t + [\lambda^{-1}])}{\tau_{0}(t)} \lambda^{-1} e^{-\xi(t, \lambda)}. \] (2.14)
where \([\lambda] = (\lambda, \frac{\lambda^{2}}{2}, \frac{\lambda^{3}}{3}, \ldots)\). Then the bilinear identity (2.10) can be written into [3]
\[ \tau_{1}(t')\tau_{0}(t) = \text{res}_{\lambda}\left(\lambda^{-1} \tau_{0}(t' - [\lambda^{-1}]) \tau_{1}(t + [\lambda^{-1}]) e^{\xi(t', t') - t, t')}\right). \] (2.15)

The \( k \)-constrained mKP hierarchy [3, 20] is defined by imposing the following constraints on the Lax operator,
\[ L^{k} = (L^{k})_{\geq 1} + q \partial^{-1} r \partial, \] (2.16)
where \( q \) and \( r \) are the eigenfunction and the adjoint eigenfunction of the mKP hierarchy respectively, satisfying
\[ q_{n} = (L^{n})_{\geq 1}(q), \quad r_{n} = -\left(\partial(L^{n})_{\geq 1}\partial^{-1}\right)^{*}(r). \] (2.17)

That is to say, the \( k \)-constrained mKP hierarchy are the system of (2.2), (2.3), (2.16) and (2.17). Next we list the powers of the Lax operators and the flows for \( k = 1 \) and \( k = 2 \).

Case \( k = 1 \)

- Powers of the Lax operators (\( k = 1 \))

\[ L = \partial + qr - qr_{x}\partial^{-1} + qr_{xx}\partial^{-2} - qr_{xxx}\partial^{-3} + \cdots \]
\[ L^{2} = \partial^{2} + 2qr\partial + (qr - qr_{x} + q^{2} r^{2}) + (qr_{xx} - qr_{x} - 2q^{2} rr_{x})\partial^{-1} + (qr_{xx} + 2q^{2} r_{x} + qr_{xxx} + 2q^{2} rr_{x})\partial^{-2} + \cdots \]
\[ L^{3} = \partial^{3} + 3qr\partial^{2} + (3qr^{3} + 3q^{2} r^{2})\partial + qr_{x} + qr_{xx} + 3qr_{x} r^{2} - 3q^{2} rr_{x} + q^{3} r^{3} - qr_{xx} + 3q^{2} rr_{x} + 3q^{2} r_{x}^{2}\partial^{-1} + \cdots \] (2.18)
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- Flows of the cmKP hierarchy ($k = 1$)

$$u_{01} = q_{xx} r + 2 qr r_x - qr_{xx} + 2 q^2 r r_x,$$
$$q_{12} = q_{xx} + 2 qr q_x, \quad r_{12} = - r_{xx} + 2 qr r_x; \quad (2.19)$$

and

$$u_{01} = q_{xxx} r + qr_{xxx} + 3 r^2 (qq_{xx} + (q_x)^2 + q^3 r_x)$$
$$+ 3 q^2 (r^3 - (r_x)^2) - 3 q q_x r r_x, \quad (2.20)$$

Case $k = 2$

- Powers of the Lax operators ($k = 2$)

$$L = \partial + u_0 + \frac{1}{2} (qr - u_0^2 - u_{0x}) \partial^{-1} + \frac{1}{4} (-3 qr_x - q_x r)$$
$$+ 4 u_0 u_{0x} + u_{0xx} - 2 u_0 q r + 2 u_0^3) \partial^{-2} + \cdots$$

$$L^2 = \partial^2 + 2 u_0 \partial + qr - qr_x \partial^{-1} + qr_{xx} \partial^{-2} - qr_{xxx} \partial^{-3} + \cdots$$

$$L^3 = \partial^3 + 3 u_0 \partial^2 + \frac{3}{2} (u_{0xx} + u_0^2 + qr) \partial + \frac{1}{4} (u_{0xx} + 3 q_x r - 3 q r_x + 6 q r u_0 - 2 u_0^3)$$
$$+ \frac{1}{4} u_0 q r - \frac{3}{4} u_0^2 q r - u_{0xx} qr + \frac{1}{8} (u_{0xx}^2 + \frac{3}{4} u_0^4) \partial^{-1} + \cdots \quad (2.21)$$

- Flows of the cmKP hierarchy ($k = 2$)

$$u_{02} = (qr)_x,$$
$$q_{12} = q_{xx} + 2 u_0 q_x, \quad r_{12} = - r_{xx} + 2 u_0 r_x; \quad (2.22)$$

and

$$u_{01} = \frac{3}{2} (q_{xx} r + q_x r_x + u_0 (qr)_x) + \frac{3}{4} (u_{0xx} + u_0^2 + qr) (1 - qr)$$
$$- u_0 (\frac{3}{2} u_{0xx} + 4 u_0 u_{0x} - u_{0xx}),$$
$$q_{11} = q_{xxx} + 3 u_0 q_{xx} + \frac{3}{2} (u_{0xx} + u_0^2 + qr) q_x,$$
$$r_{11} = r_{xxx} - 3 u_0 r_{xx} + \frac{3}{2} (- u_{0xx} + u_0^2 + qr) r_x. \quad (2.23)$$
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3. Bilinear identities

In this section, we would like to discuss the bilinear identity formulation of the k-constrained mKP hierarchy. From the spectrum equation of the linear system (2.11), it is obvious that

\[ L^k(w(t, \lambda)) = (L^k)^{\geq 1} + q \partial^{-1} r \partial(w(t, \lambda)) = \lambda^k w(t, \lambda), \quad (3.1) \]

that is

\[ (L^k)^{\geq 1}(w(t, \lambda)) + qS(t, \lambda) = \lambda^k w(t, \lambda), \quad (3.2) \]

where

\[ S_x(t, \lambda) = rw_x(t, \lambda). \quad (3.3) \]

Similarly, from (2.12), we have

\[ \partial^{-1}(L^k)^{\leq 1} \partial(w^*(t, \lambda)) + r\hat{S}(t, \lambda) = \lambda^k w^*(t, \lambda), \quad (3.4) \]

where

\[ \hat{S}_x(t, \lambda) = qw_x^*(t, \lambda). \quad (3.5) \]

Before further discussion, the following lemmas are needed.

**Lemma 3.1** ([7]). Let \( P \) and \( Q \) be two pseudo-differential operators, then

\[ \text{res}_\lambda [(Pe^{i\lambda})(Qe^{-i\lambda})] = \text{res}_\lambda PQ^*, \quad (3.6) \]

where \( Q^* \) is the formal adjoint of \( Q \).

**Lemma 3.2** ([7]). If \( f(z) = \sum_{i=0}^{\infty} a_i z^{-i} \) is a standard series, one has the following operator identities:

\[ \text{res}_z \left( \sum_{n=1}^{\infty} a_n(\zeta) z^{-n} \right) = \zeta \left( \sum_{n=1}^{\infty} a_n(\zeta) z^{-n} \right) \bigg|_{z=\zeta}. \quad (3.7) \]

**Proposition 3.1.** For the k-constrained mKP hierarchy (2.16), the eigenfunctions \( r(t) \) and \( q(t) \) satisfy the following residue formulas:

\[ q(t)r(t') = \text{res}_\lambda \lambda^k w(t, \lambda)w^*(t', \lambda), \quad (3.8) \]
\[ q(t) = \text{res}_\lambda w(t, \lambda)\hat{S}(t', \lambda), \quad (3.9) \]
\[ r(t') = \text{res}_\lambda S(t, \lambda) w^*(t', \lambda), \quad (3.10) \]

with \( t \) and \( t' \) being arbitrary and independent of each other.
Proof. We first calculate the residue of $L^k \partial^m$ by Lemma 3.1 for an integer $m \geq 1$

\[(−1)^{m+1} q\partial^{m+1}_r(r) = \text{res}_\delta (L^k \partial^m)\]
\[= \text{res}_\delta (Z \partial^k Z^{-1} \partial^m)\]
\[= \text{res}_\lambda \left( Z \partial^k (e^{\xi t(\lambda)}) \cdot (−\partial)^m (Z^*)^{-1} (e^{-\xi t(\lambda)}) \right)\]
\[= (−1)^{m+1} \text{res}_\lambda \left( \lambda^k w(t, \lambda) \cdot \partial^m (w^*(t, \lambda)) \right). \tag{3.11}\]

Then by using the Taylor expansion

\[f(t') = \sum (t'_1 - t_1)^{i_1} \cdots (t'_m - t_m)^{i_m} \partial^i_1 \cdots \partial^i_m f(t) / t_1! \cdots t_m!. \tag{3.12}\]

and also using (2.12) and (2.17), one can obtain

\[q(t) r(t') = \text{res}_\lambda \lambda^k w(t, \lambda) w^*(t', \lambda), \tag{3.13}\]

Further from (2.10), we find that the formula (3.13) can be written as follows:

\[q(t) r(t') = \text{res}_\lambda \lambda^k w(t, \lambda) w^*(t', \lambda)\]
\[= \text{res}_\lambda w(t, \lambda) \cdot (\partial^i (L^k) \delta_{\leq 0} \partial^i )^* \left( w^*(t', \lambda) \right)\]
\[= \text{res}_\lambda w(t, \lambda) \cdot r(t') \partial^i \left( w^*(t', \lambda) \right)\]
\[= \text{res}_\lambda w(t, \lambda) r(t') S(t', \lambda). \tag{3.14}\]

By eliminating $r(t')$ on both sides of the upper form, we get (3.9). By the similar way, formula (3.13) can also be written the following form:

\[q(t) r(t') = \text{res}_\lambda \lambda^k w(t, \lambda) w^*(t', \lambda) = \text{res}_\lambda L^k w(t, \lambda) w^*(t', \lambda)\]
\[= \text{res}_\lambda (L^k) \delta_{\leq 0} w(t, \lambda) w^*(t', \lambda) = \text{res}_\lambda q(t) S(t, \lambda) w^*(t', \lambda). \tag{3.15}\]

By eliminating $q(t)$ from both sides of the equation above, (3.10) can be proved. \qed

Proposition 3.2. Conversely, let $w(t, \lambda)$ be a formal power series of the form $w(t, \lambda) = \sum_{i=0}^\infty \zeta_0^i \lambda^{-i} e^{\xi t(\lambda)}$, $w^*(t, \lambda) = (\zeta_0^{-1} + \sum_{i=1}^\infty \zeta_i^i \lambda^{-i}) e^{\xi t(\lambda)} \lambda^{-1}$, where $\zeta_i$ and $\zeta^*_i$ are functions of variable $t$. Both $w(t, \lambda)$ and $w^*(t, \lambda)$ satisfy (3.8)-(3.10). Then letting $Z = \sum_{i=0}^\infty \zeta_0^i \partial^{-i}$, one has the following conclusions:

(i) $w(t, \lambda) = Z(e^{\xi t(\lambda)})$, $w^*(t, \lambda) = (Z^{-1} \partial^{-1})^* (e^{-\xi t(\lambda)})$,
(ii) $\partial_n Z (Z \partial^n Z^{-1})_{\leq 0} Z$,
(iii) $(L^k)_{\leq 0} = q \partial^{-1} r \partial$.
Proof. (i)-(ii) It is obvious that \( w(t, \lambda) = Z(e^{\xi(t, \lambda)}) \). Let

\[
\psi^w(t, \lambda) = \tilde{Z} \partial^{-1}(e^{-\xi(t, \lambda)}),
\]

(3.16)

where \( \tilde{Z} = \zeta_0 + \sum_{i=1}^{\infty} \zeta_i \partial^{-1} \). By differentiating both sides of (3.9) with respect to \( x' \) and letting \( t \leftrightarrow t' \),

\[
0 = \text{res}_\lambda w(t', \lambda)w^w(t, \lambda)_x.
\]

(3.17)

Then

\[
0 = \text{res}_\lambda (\zeta_0^{-1}t')Z)(e^{\xi(t', \lambda)}) \cdot (\zeta(t)\partial^{\tilde{Z}}\partial^{-1}(e^{-\xi(t, \lambda)})).
\]

(3.18)

Note that the highest order terms of \( \zeta_0^{-1}(t')Z \) and \( \zeta(t)\partial^{\tilde{Z}}\partial^{-1} \) in (3.18) are 1, which implys the residue formula (3.18) can be viewed as the bilinear relation of the KP hierarchy. Thus we have

\[
\zeta_0^{-1}Z \cdot \partial^{-1}\tilde{Z} \partial\zeta_0 = 1
\]

(3.19)

and \( \phi \triangleq \zeta_0^{-1}Z \) is the dressing operator of KP hierarchy, i.e. \( \phi_{\alpha} = - (\phi \partial^{\alpha} \phi^{-1})_{<0} \). Therefore,

\[
w^w(t, \lambda) = \tilde{Z} \partial^{-1}(e^{-\xi(t, \lambda)}) = (Z^{-1}\partial^{-1})^\ast(e^{-\xi(t, \lambda)}).
\]

(3.20)

If set \( \psi(t, \lambda) = \phi(e^{\xi(t, \lambda)}) \), then \( \psi(t, \lambda)_x = B_{\alpha}(\psi) \). Therefore

\[
w(t, \lambda)_x = \left(\zeta_0 \psi(t, \lambda)\right)_x = \zeta_0x \cdot (\zeta_0^{-1}Z)(e^{\xi(t, \lambda)}) + \zeta_0 \cdot \left(B_{\alpha} \zeta_0^{-1}Z\right)(e^{\xi(t, \lambda)})
\]

(3.21)

It can be found from equation (3.21) that the derivatives of \( w(t, \lambda) \) with respect to \( t_\alpha \) can be transformed into the action of the differential operators \( \sum_{i=0}^{\infty} a_i \partial^i \) on it. Then by Lemma 3.1

\[
\text{res}_{\lambda} \partial^j w(t, \lambda)w^w(t, \lambda) = \text{res}_{\lambda} \partial^j Z(e^{\xi(t, \lambda)})(Z^{-1}\partial^{-1})^\ast(e^{-\xi(t, \lambda)})
\]

\[
= \text{res}_{\lambda} \partial^j Z \cdot Z^{-1}\partial^{-1} = \text{res}_{\lambda} \partial^{j-1} = \delta_0.
\]

(3.22)

Taking into account (3.12), one can obtain

\[
\text{res}_{\lambda} w(t, \lambda)w^w(t', \lambda)_{x'} = 1,
\]

(3.23)

which is the bilinear identity of the mKP hierarchy, thus \( \partial_{\alpha} Z = \left(Z \partial^{\alpha} Z^{-1}\right)_{\leq 0} Z \).
(iii) Differentiating (3.8) with respect to \( t' \), one sees that

\[
q(t) \partial_n' r(t') = -\text{res}_x \lambda^k w(t, \lambda) \left( \partial_{x}^{-1}(L^n)_{\geq 1} \partial_{x}^n \right) (w^*(t', \lambda))
\]

\[
= - \left( \partial_{x}^{-1}(L^n)_{\geq 1} \partial_{x}^n \right) (q(t) r(t'))
\]

\[
= -q(t) \left( \partial_{x}^{-1}(L^n)_{\geq 1} \partial_{x}^n \right) (r(t')) ,
\]

(3.24)

which means that \( r(t) \) is the adjoint eigenfunction. By the similar way, one show that \( q(t) \) is the eigenfunction. Finally, by differentiating (3.8) with respect to \( t' \) and letting \( t' = t \),

\[
q(t) \partial^n r(t) = \text{res}_x \lambda^k w(t, \lambda) \cdot \partial^n (w^*(t', \lambda))
\]

\[
= \text{res}_x (L^k Z)(e^{\lambda_x}) \cdot \partial^n (Z^{-1} \partial^{-1})^* (e^{-\lambda_x})
\]

\[
= (-1)^n \text{res}_x L^k \partial^{n-1} ,
\]

(3.25)

that is,

\[
(-1)^n q(t) \partial^n (r(t)) = \text{res}_x L^k \partial^{n-1} .
\]

(3.26)

Formula (3.26) shows that the \( \partial^{-n} \) term in \( L^k \) is \( (-1)^n q(t) \partial^{(n)} (t) \). Furthermore, \( \sum_{n=1}^{\infty} (-1)^n q(t) \partial^{n} = q \partial^{-1} r \partial \). This means that the nonpositive part of the Lax operator \( L^k \) is the form (2.16). This completes the proof that (3.8), (3.9) and (3.10) fully characterize the \( k \)-constrained mKP hierarchy.

\[ \square \]

4. Tau functions and Hirota bilinear equations

In this section, we would like to rewrite the bilinear identities in Hirota form. Introduce two auxiliary functions \( \rho(t) \) and \( \sigma(t) \) such that

\[
q(t) = \frac{\rho(t)}{\tau_1(t)} , \quad r(t) = \frac{\sigma(t)}{\tau_0(t)} ,
\]

(4.1)

where \( \tau_0(t) \) and \( \tau_1(t) \) are defined by (2.13) and (2.14), then we have the explicit expressions for functions \( S(t, \lambda) \) and \( \hat{S}(t, \lambda) \).

\[
S(t, \lambda) = \frac{\sigma(t - [\lambda^{-1}])}{\tau_1(t)} e^{\xi(t, \lambda)} ,
\]

(4.2)

\[
\hat{S}(t, \lambda) = \frac{\rho(t + [\lambda^{-1}])}{\lambda \tau_0(t)} e^{-\xi(t, \lambda)} .
\]

(4.3)

**Proof.** In terms of the definition of \( S(t, \lambda) \) (see (3.3)), the function \( S \) can be expressed as

\[
S(t, \lambda) = K_1(t, \lambda) e^{\xi(t, \lambda)} ,
\]

(4.4)

where

\[
K_1(t, \lambda) = k_0 + \frac{k_1}{\lambda} + \frac{k_2}{\lambda^2} + \cdots .
\]

(4.5)
Due to
\[ \frac{1}{(1-zs_1)(1-zs_2)} = \left( \frac{1}{1-zs_2} - \frac{1}{1-zs_1} \right) \frac{1}{z(s_2-s_1)}. \] (4.6)

Define the operator \( G(z)f(t) = f(t - [z^{-1}]) \). By setting the time variables \( t_n = t_n - \frac{1}{n_{s_1^*}} - \frac{1}{n_{s_2^*}} \), and substituting (4.4) and (2.8) into (3.10), and using Lemma 3.2,

\[
G(\xi_1)G(\xi_2)r(t) = \text{res}_\lambda \left( K_1(t, \lambda)e^{\xi(t, \lambda)\hat{w}^*(t', \lambda)}\lambda^{-1}e^{-\xi(t', \lambda)} \right)
= \text{res}_\lambda \left( K_1(t, \lambda)e^{\xi(t, \lambda)}G(\xi_1)G(\xi_2)\hat{w}^*(t, \lambda)\lambda^{-1}e^{-\xi(t, \lambda)} \right)
= \frac{\xi_1}{1-\xi_1/\xi_2} \left( K_1(t, \xi_1)G(\xi_1)G(\xi_2)\hat{w}^*(t, \xi_1) \frac{1}{\xi_1} - K_1(t, \xi_2)G(\xi_1)G(\xi_2)\hat{w}^*(t, \xi_2) \frac{1}{\xi_2} \right).
\]

By setting \( \xi_1 = \lambda, \xi_2 \to \infty \), the above equation reads
\[
\frac{G(\lambda)\sigma(t)}{G(\lambda)\tau_0(t)} = \frac{K_1(t, \lambda)\tau_1(t)}{G(\lambda)\tau_0(t)}.
\] (4.7)

We then get the expression of \( S(t, \lambda) \) as follows
\[
S(t, \lambda) = K_1(t, \lambda)e^{\xi(t, \lambda)} = \frac{G(\lambda)\sigma(t)}{G(\lambda)\tau_0(t)} \cdot \frac{G(\lambda)\tau_0(t)}{\tau_1(t)} = \frac{\sigma(t - [\lambda^{-1}])}{\tau_1(t)} e^{\xi(t, \lambda)}.
\] (4.8)

In a similar way, from the definition of \( S(t, \lambda) \), the function \( \hat{S} \) can be expressed as
\[
\hat{S}(t, \lambda) = K_2(t, \lambda)e^{-\xi(t, \lambda)} = \left( \frac{k_1}{\lambda} + \frac{k_2}{\lambda^2} + \cdots \right)e^{-\xi(t, \lambda)}.
\] (4.9)

By substituting (4.9) and (2.7) into the bilinear identity (3.9) and taking \( t_n = t_n' + \frac{1}{n_{s_1^*}} + \frac{1}{n_{s_2^*}} \),
\[
G(-z_1)G(-z_2)q(t')
= \text{res}_\lambda \left( G(-z_1)G(-z_2)\hat{w}(t', \lambda)e^{\xi(t', \lambda)+\xi(z_1, \lambda)+\xi(z_2, \lambda)K_2(t', \lambda)\lambda^{-1}e^{-\xi(t', \lambda)} \right)
= \text{res}_\lambda \left( K_2(t', \lambda)G(-z_1)G(-z_2)\hat{w}(t', \lambda) \frac{1}{(1-\frac{1}{z_1})(1-\frac{1}{z_2})} \right)
= \frac{z_1}{1-\xi_1/\xi_2} \left( K_2(t', \xi_1)G(-z_1)G(-z_2)\hat{w}(t', \xi_1) - K_2(t', \xi_2)G(-z_1)G(-z_2)\hat{w}(t', \xi_2) \right).
\]

By setting \( z_1 = \lambda, \quad z_2^{-1} = 0 \), we finally reach \( t \leftrightarrow t' \)
\[
\frac{G(-\lambda)p(t)}{\lambda G(-\lambda)\tau_1(t)} = \frac{K_2(t, \lambda)\tau_0(t)}{G(-\lambda)\tau_1(t)},
\] (4.10)

which immediately implies
\[
\hat{S}(t, \lambda) = \frac{p(t + [\lambda^{-1}])}{\lambda \tau_0(t)} e^{-\xi(t, \lambda)}.
\] (4.11)
Proposition 4.2. The auxiliary functions $\sigma(t), \rho(t), \tau_1(t),$ and $\tau_0(t)$ satisfy the following bilinear equations:

$$\rho(t) \sigma(t') = \text{res}_\lambda \left( \lambda^{k-1} \tau_0(t - [\lambda^{-1}]) \tau_1(t' + [\lambda^{-1}]) e^{\xi(t'-t, \lambda)} \right)$$  \hspace{1cm} (4.12)

$$\rho(t) \tau_0(t') = \text{res}_\lambda \left( \lambda^{-1} \tau_0(t - [\lambda^{-1}]) \rho(t' + [\lambda^{-1}]) e^{\xi(t-t', \lambda)} \right)$$  \hspace{1cm} (4.13)

$$\sigma(t') \tau_1(t) = \text{res}_\lambda \left( \lambda^{-1} \tau_1(t' + [\lambda^{-1}]) \sigma(t - [\lambda^{-1}]) e^{\xi(t'-t, \lambda)} \right)$$  \hspace{1cm} (4.14)

Proof. These equations can be proved by substituting (2.13), (2.14), (4.1)-(4.3) into (3.8)-(3.10). 

Remark 4.1. From (4.13) and (4.14), one can find that $(\tau_0, \rho)$ and $(\sigma, \tau_1)$ can be viewed as the $\tau$ functions of the mKP hierarchy, since they share the same form with (2.15).

Next, we try to rewrite (4.12)-(4.14) into the Hirota forms. For a polynomial $P$, one can define the Hirota bilinear operator [9] as follows:

$$P(D)f(t) \cdot g(t) = P \left( \left( \frac{\partial}{\partial t_1} - \frac{\partial}{\partial t_1' \lambda} \right), \left( \frac{\partial}{\partial t_2} - \frac{\partial}{\partial t_2' \lambda} \right), \ldots \right) (f(t)g(t')) \big|_{y=0}$$

Here $P(D) = P(D_1, D_2, \ldots)$ and $\partial_y = (\partial_{t_1}, \partial_{t_2}, \ldots)$. Another important object is the Schur polynomials $p_n(t)$, which are defined in the following way,

$$e^{\xi(t, \lambda)} = \sum_{n=0}^\infty p_n(t) \lambda^n.$$  \hspace{1cm} (4.15)

One can find $p_n(t)$ owns the form below:

$$p_n(t) = \sum_{|\alpha|=n} \frac{t^\alpha}{\alpha!}.$$  \hspace{1cm} (4.16)

where $\alpha = (\alpha_1, \alpha_2, \ldots), \quad \alpha_j \geq 0, \quad |\alpha| = \sum_{j=0}^m j\alpha_j, \quad \alpha! = \alpha_1! \alpha_2! \cdots, \quad t^\alpha = t_1^{\alpha_1} t_2^{\alpha_2} \cdots$.

Proposition 4.3. The Hirota’s bilinear forms of the cmKP hierarchy are

1. \[\sum_{\alpha+\beta=\gamma} \frac{(-2)^\alpha}{\alpha! \beta!} p_{k+|\alpha|}(\tilde{D}) D^\beta \tau_1(t) \cdot \tau_0(t) - \frac{1}{\gamma!} D^\gamma \sigma(t) \cdot \rho(t) = 0,\]  \hspace{1cm} (4.17)

2. \[\left( \sum_{\alpha+\beta=\gamma} \frac{(-2)^\alpha}{\alpha! \beta!} p_{|\alpha|}(\tilde{D}) D^\beta - \frac{(-1)^{|\gamma|}}{\gamma!} D^\gamma \right) \rho(t) \cdot \tau_0(t) = 0,\]  \hspace{1cm} (4.18)

3. \[\left( \sum_{\alpha+\beta=\gamma} \frac{(-2)^\alpha}{\alpha! \beta!} p_{|\alpha|}(\tilde{D}) D^\beta - \frac{(-1)^{|\gamma|}}{\gamma!} D^\gamma \right) \tau_1(t) \cdot \sigma(t) = 0,\]  \hspace{1cm} (4.19)

where $\tilde{D} = (D_1, D_2, D_3, \ldots)$.
By considering that one can expand $k$, therefore, one can obtain (4.18). In the same way, it is easy to prove (4.19) and (4.20).

Further, one can rewrite (4.24) into a more explicit form. Before doing this, the next formula is needed.

By (4.17) and (4.25), we can rewrite (4.24) as

\[
\sum_{|\beta|\geq 0} \frac{y^\beta}{\beta!} D^\beta (\sigma(t) \cdot \rho(t)) = \sum_{|\beta|\geq 0} \sum_{|\alpha|\geq j} \frac{(-2y)^\alpha}{\alpha!} p_{k+j}(\overline{D}) \sum_{|\beta|\geq 0} \frac{y^\beta}{\beta!} D^\beta \tau_1(t) \cdot \tau_0(t)
\]

Further,

\[
\sum_{T} \left( \sum_{\alpha + \beta = T} \frac{(-2)^\alpha}{\alpha! \beta!} p_{k+|\alpha|}(\overline{D}) D^\beta \tau_1(t) \cdot \tau_0(t) - \frac{1}{T!} D^T \sigma(t) \cdot \rho(t) \right) y^T = 0
\]

Therefore, one can obtain (4.18). In the same way, it is easy to prove (4.19) and (4.20).

Equations in (4.18), (4.19) and (4.20) give rise to the hierarchy of Hirota bilinear equations corresponding to the $k$-constrained mKP hierarchy. Let us show some examples for $k = 1$ and $k = 2$. 
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Case $k = 1$

- For $\gamma = 0$,
  \[ \sigma \cdot \rho = D_1 \tau_1 \cdot \tau_0. \]  
  (4.28)

- For $\gamma = (1,0,0,\ldots)$,
  \[ D_1 \sigma \cdot \rho = -2D_2 \tau_1 \cdot \tau_0. \]  
  (4.29)

- For $\gamma = (0,1,0,\ldots)$,
  \[ D_2 \sigma \cdot \rho + \left( D_1 D_2 + \frac{1}{3} D_1^3 + 2D_3 \right) \tau_1 \cdot \tau_0 = 0, \]
  \[ (D_2 - D_1^2) \rho \cdot \tau_0 = 0, \quad (D_2 + D_1^2) \sigma \cdot \tau_1 = 0. \]  
  (4.30)

- For $\gamma = (0,0,1,\ldots)$,
  \[ D_2 \sigma \cdot \rho + \left( 2D_4 + D_1 D_3 + D_2^2 + \frac{1}{12} D_1^4 + D_1^2 D_2 \right) \tau_1 \cdot \tau_0 = 0, \]
  \[ (4D_3 - 3D_1^3 - 3D_1 D_2) \rho \cdot \tau_0 = 0, \]
  \[ (4D_3 - 3D_1^3 + 3D_1 D_2) \tau_1 \cdot \sigma = 0. \]  
  (4.31)

Case $k = 2$

- For $\gamma = 0$,
  \[ 2\sigma \cdot \rho = (D_1^2 + D_2) \tau_1 \cdot \tau_0. \]  
  (4.32)

- For $\gamma = (1,0,0,\ldots)$,
  \[ D_1 \sigma \cdot \rho + \left( \frac{1}{2} D_1 D_2 + \frac{2}{3} D_3 + \frac{1}{2} D_1^2 \right) \tau_1 \cdot \tau_0 = 0. \]  
  (4.33)

- For $\gamma = (0,1,0,\ldots)$,
  \[ D_2 \sigma \cdot \rho + \left( \frac{1}{12} D_1^4 + \frac{1}{4} D_2^2 + \frac{2}{3} D_1 D_3 + \frac{1}{2} D_4 \right) \tau_1 \cdot \tau_0 = 0, \]
  \[ (D_2 - D_1^2) \rho \cdot \tau_0 = 0, \quad (D_2 + D_1^2) \sigma \cdot \tau_1 = 0. \]  
  (4.34)

- For $\gamma = (0,0,1,\ldots)$,
  \[ D_3 \sigma \cdot \rho + \left( \frac{1}{2} D_1 D_2 + \frac{5}{2} D_1 D_4 + \frac{3}{2} D_2 D_3 + \frac{1}{2} D_1^2 D_2 \right. \]
  \[ \left. + \frac{1}{4} D_1 D_2^2 + \frac{1}{2} D_1^3 D_2 + \frac{5}{12} D_1^5 \right) \tau_1 \cdot \tau_0 = 0, \]
  \[ (4D_3 - 3D_1^3 - 3D_1 D_2) \rho \cdot \tau_0 = 0, \]
  \[ (4D_3 - 3D_1^3 + 3D_1 D_2) \tau_1 \cdot \sigma = 0. \]  
  (4.35)
At last, we will use the gauge transformation to give the specific form of \( \rho(t) \) and \( \sigma(t) \). In [1], we have constructed the gauge transformation of the constrained mKP hierarchy. For the cmKP hierarchy, \( (L^{(j)})^k \leq 0 = q^{(j)} \partial^{-1}r^{(j)}\partial \), using the \( n \) steps of gauge transformation operator \( T_D \),

\[
L^{(0)} \xrightarrow{T_D(q^{(0)})} L^{(1)} \xrightarrow{T_D(q^{(1)})} L^{(2)} \xrightarrow{T_D(q^{(2)})} \ldots \xrightarrow{T_D^{(n-1)}} L^{(n)},
\]

we have

\[
q^{(n)} = (-1)^n W_{n+1}(q^{(0)}, \eta_1, \eta_2, \ldots, \eta_n),
\]

\[
r^{(n)} = (-1)^{n-1} W_{n-1}(q^{(0)}, \eta_1, \eta_2, \ldots, \eta_{n-2}),
\]

\[
\tau_0^{(n)} = W_n(q^{(0)}, \eta_1, \ldots, \eta_{n-1}) (\tau_1^{(0)})^{n+1} / (\tau_0^{(0)})^n,
\]

\[
\tau_1^{(n)} = W_{n+1}(q^{(0)}, \eta_1, \ldots, \eta_{n-1}, 1) (\tau_1^{(0)})^{n+1} / (\tau_0^{(0)})^n,
\]

where

\[
T_D(q^{(j)}) = \left( (q^{(j)})^{-1} \right)^{-1}_x \partial (q^{(j)})^{-1}, \quad \eta_j = (L^{(0)})^{kj}(q^{(0)}).
\]

Here we have used the results in [2] about the changes of the tau functions under the gauge transformations.

Similarly, we can construct another \( n \)-step gauge transformation using only \( T_I \):

\[
L^{(0)} \xrightarrow{T_I(r^{(0)})} L^{(1)} \xrightarrow{T_I(r^{(1)})} L^{(2)} \xrightarrow{T_I(r^{(2)})} \ldots \xrightarrow{T_I(r^{(n-1)})} L^{(n)},
\]

and

\[
r^{(n)} = W_{n+1}(r^{(0)}, \hat{\eta}_1, \hat{\eta}_2, \ldots, \hat{\eta}_n),
\]

\[
q^{(n)} = W_n(r^{(0)}, \hat{\eta}_1, \hat{\eta}_2, \ldots, \hat{\eta}_{n-1}),
\]

\[
\tau_0^{(n)} = W_{n+1}(1, r^{(0)}, \hat{\eta}_1, \ldots, \hat{\eta}_{n-1}) (\tau_1^{(0)})^{n+1} / (\tau_0^{(0)})^n,
\]

\[
\tau_1^{(n)} = W_n(r^{(0)}, \hat{\eta}_1, \ldots, \hat{\eta}_{n-1}) (\tau_1^{(0)})^{n+1} / (\tau_1^{(0)})^n,
\]

where

\[
T_I(r^{(j)}) = (r^{(j)})^{-1} \partial^{-1}(r^{(j)})_x, \quad \hat{\eta}_j = \int (L^{(0)})^{kj}(r^{(0)}) dx.
\]

Also the transformed tau functions can be derived by using the results in [2].

Starting from the zero solution of the mKP hierarchy, i.e. \( L^{(0)} = \partial, \quad \tau_0^{(0)} = \tau_1^{(0)} = 1 \), we have the following results.
Proposition 4.4. Under the gauge transformation operator $T_D(q)$,

$$\rho^{(n)}(t) = (-1)^n W_{n+1}(q^{(0)}, \eta_1, \ldots, \eta_n) W_{n+1}(q^{(0)}, \eta_1, \ldots, \eta_{n-1}, 1),$$

$$\sigma^{(n)}(t) = (-1)^{n-1} W_{n-1}(q^{(0)}, \eta_1, \ldots, \eta_{n-2}).$$

(4.40)

Under the gauge transformation operator $T_l(r)$,

$$\rho^{(n)}(t) = W_n(1, r^{(0)}, \hat{\eta}_1, \ldots, \hat{\eta}_{n-2})$$

$$\sigma^{(n)}(t) = W_{n+1}(r^{(0)}, \hat{\eta}_1, \ldots, \hat{\eta}_n).$$

(4.43)

5. Conclusions and Discussions

The main results of this paper are as follows. We firstly derive the bilinear identities of the constrained mKP hierarchy from the calculus of the pseudo-differential operators, which are summarized in Proposition 3.1 and Proposition 3.2. In order to write bilinear equations in the form of Hirota operators, we introduce the auxiliary functions $\rho$ and $\sigma$ in Section 4, and give their bilinear equations in Proposition 4.2. Then, the Hirota’s bilinear forms of the cmKP hierarchy are given in Proposition 4.3. At last, we use the gauge transformation to give the specific form of $\rho(t)$ and $\sigma(t)$ in Proposition 4.4.

We have established the bilinear method to express the constrained mKP hierarchy, just from the constraint on the Lax operator and the evolution equations of the (adjoint) wave functions. Though there is the Miura link between the KP and mKP hierarchy [22], our results are still not obvious. Comparatively, it is more difficult to obtain the bilinear formulation, only by using the Miura link from the results in KP case. Another important point is the auxiliary functions $\rho$ and $\sigma$. Since $(\tau_0, \rho)$ and $(\sigma, \tau_1)$ can be viewed as the new tau functions of the mKP hierarchy, it will be very interesting to further understand $\rho$ and $\sigma$.
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