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Abstract

We present a new balancing-based structure-preserving model reduction technique for linear port-Hamiltonian descriptor systems. The proposed method relies on a modification of a set of two dual generalized algebraic Riccati equations that arise in the context of linear quadratic Gaussian balanced truncation for differential algebraic systems. We derive an a priori error bound with respect to a right coprime factorization of the underlying transfer function thereby allowing for an estimate with respect to the gap metric. We further theoretically and numerically analyze the influence of the Hamiltonian and a change thereof, respectively. With regard to this change of the Hamiltonian, we provide a novel procedure that is based on a recently introduced Kalman–Yakubovich–Popov inequality for descriptor systems. Numerical examples demonstrate how the quality of reduced-order models can significantly be improved by first computing an extremal solution to this inequality.
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1 Introduction

Modeling of complex physical systems often leads to large-scale systems of differential-algebraic equations (DAEs). Among others, the algebraic constraints may arise from coupling conditions within a network, conservation laws, or constitutive relations, see for instance [21] for an overview of DAE systems. Performing real-time control or optimization based on large scale DAE systems is often very expensive or even unfeasible which motivates model order reduction (MOR) techniques which aim for replacing the original full-order model (FOM) by a low-dimensional surrogate model. For a general overview over model reduction techniques, we refer to [2, 3, 6, 19, 29, 30] and to [7] for a survey about MOR methods for DAE systems.

A surrogate model obtained via model order reduction is in general required to allow a fast evaluation while still achieving an accurate approximation of the input-output map. When considering descriptor systems, i.e., control systems with algebraic constraints, it is usually also important to preserve the algebraic constraints in the reduced-order model, since they might be otherwise violated and this may lead to unphysical behavior. Besides, the FOM often has further important properties like stability and passivity and in this case it is desirable to preserve these properties as well. In this context, structure-preserving model order reduction for port-Hamiltonian (pH) systems is a frequently used approach to ensure a stable and passive reduced-order model, see e.g. [8, 9, 10, 14, 16, 17, 28] for the case without algebraic constraints and [11, 13, 18] for the DAE case. The Port-Hamiltonian structure is particularly useful for model reduction since it ensures passivity and under certain assumptions for the Hamiltonian also stability, see for instance [34, sec. 8]. Another important property is that the port-Hamiltonian structure is invariant under power-preserving interconnection, which makes the pH framework especially well-suited for network modeling, multiphysics problems, and control, see [34] for a general overview over the topic.

The aforementioned literature on structure-preserving pH DAE model reduction is mainly of interpolatory nature and relies on adjusting the projection matrices by (implicitly) performing the effort-constraint reduction framework from [28]. In doing so, the methods not only give up some of the available degrees of freedom but also lack an a priori error bound. In this contribution, we therefore rather focus on a linear quadratic Gaussian (LQG) balancing and truncation technique which is inspired by the methods from [8, 26]. In particular, based on the method from [8] and several ideas and proofs from [26], we suggest a new set of generalized algebraic Riccati equations (17) for which we establish theoretical existence results as stated in Theorem 14 and Theorem 18. One of our main results is concerned with the construction of a reduced-order port-Hamiltonian descriptor system, see Theorem 19. We further show that the error (in terms of coprime factors) for such reduced models can be bounded by means of truncated singular values arising in a specifically balanced realization, see Theorem 25. Finally, in Theorem 31 we provide a novel technique that allows to exchange a given system Hamiltonian by a different one thereby ex-
tending available results for ordinary differential equations (ODEs) to descriptor systems. Let us emphasize that for the latter technique, we do not make any explicit assumptions on the index of the system.

The structure of the paper is as follows. In section 2, we collect the necessary linear algebraic and control theoretic background on matrix pencils, descriptor systems, port-Hamiltonian systems, and descriptor Kalman–Yakubovich–Popov linear matrix inequalities (KYP LMIs). Section 3 presents the solution theory for a set of modified generalized algebraic Riccati equations. Subsequently, in section 4, we adapt the LQG balancing and truncation framework from [26] to linear port-Hamiltonian descriptor systems and particularly derive an a priori error bound in terms of right coprime factorizations of the involved transfer functions. We further propose a novel method to exchange a given system Hamiltonian by means of solving a KYP LMI for descriptor systems. In particular, we provide a theoretical analysis of optimizing the a priori error bound by using an extremal solution of this KYP LMI. Numerical experiments for two differential-algebraic port-Hamiltonian systems are shown in section 5. Finally, we give a brief summary and outlook in section 6.

Notation
We denote the open right and the open left half-plane by \( \mathbb{C}_+ \) and \( \mathbb{C}_- \), respectively. Furthermore, the sets of invertible and orthogonal \( n \times n \) matrices are denoted by \( \text{GL}(n) \) and \( \text{O}(n) \), respectively. Besides, the conjugate transpose of a matrix \( A \) is denoted with \( A^* \), its Moore–Penrose inverse by \( A^+ \), its spectrum by \( \sigma(A) \), its kernel by \( \ker(A) \), and its column span or image by \( \text{im}(A) \).

2 Preliminaries
This section collects several well-known results about matrix pencils, linear descriptor and port-Hamiltonian systems that are relevant for the subsequent theoretical and numerical results.

2.1 Matrix Pencils
The matrix pencil \( (E, A) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \) is called regular if there is an \( s \in \mathbb{C} \) with \( \det(sE - A) \neq 0 \). We call \( \lambda \in \mathbb{C} \) a finite eigenvalue of such a regular matrix pencil if there exists a vector \( v \in \mathbb{C}^n \setminus \{0\} \) such that
\[
\lambda E v = A v.
\]
Furthermore, we call two matrix pencils \( (E_1, A_1), (E_2, A_2) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \) strictly equivalent if there exist \( P, \tilde{P} \in \text{GL}(n) \) with
\[
E_2 = P^{-1} E_1 \tilde{P} \quad \text{and} \quad A_2 = P^{-1} A_1 \tilde{P}.
\]
Especially, it is straightforward to show that strict equivalence is an equivalence relation and that strictly equivalent matrix pencils have the same finite eigenvalues.
Every regular pencil \((E, A)\) is strictly equivalent to a pencil in Weierstraß canonical form, i.e., there exist \(P, \tilde{P} \in \text{GL}(n)\) such that

\[
P^{-1}E\tilde{P} = \begin{bmatrix} I & 0 \\ 0 & N \end{bmatrix}, \quad P^{-1}A\tilde{P} = \begin{bmatrix} \tilde{J} & 0 \\ 0 & I \end{bmatrix},
\]

where \(\tilde{J}\) and \(N\) are in (real) Jordan canonical form and \(N\) is nilpotent, see for instance [LM] Ch. XII, § 2. In particular, the eigenvalues of \(\tilde{J}\) are the finite eigenvalues of the pencil \((E, A)\), whereas the second block row corresponds to infinite eigenvalues. The regular pair \((E, A)\) is called impulse-free if \(N = 0\) holds. A consequence of the Weierstraß canonical form is that the regular pencil \((E^\top, A^\top)\) is strictly equivalent to \((E, A)\), similarly as the transpose of a matrix is similar to the matrix itself.

**Definition 1.** A subspace \(V \subset \mathbb{R}^n\) is called deflating subspace of the matrix pencil \((E, A) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}\) if for a full rank matrix \(V \in \mathbb{R}^{n \times k}\) with \(\text{im}(V) = V\) there exist \(\ell \leq k, U \in \mathbb{R}^{n \times \ell}\) and \(\tilde{E}, \tilde{A} \in \mathbb{R}^{\ell \times k}\) with \(EV = U\tilde{E}\) and \(AV = U\tilde{A}\). If additionally \((E, A)\) is regular and if there exists \(\tilde{J} \in \mathbb{R}^{k \times k}\) with \(AV = EV\tilde{J}\), where \(\tilde{J}\) is in Jordan canonical form and consists of all Jordan blocks of \((E, A)\) corresponding to the finite eigenvalues in \(\mathbb{C}_-\), then we call \(V\) the stable deflating subspace of the matrix pencil \((E, A)\).

**2.2 Linear Descriptor Systems**

We introduce some basic definitions for linear time-invariant systems of the form

\[
E\dot{x} = Ax + Bu, \quad x(0) = 0,
\]

\[y = Cx,
\]

with \((E, A, B, C) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n}\).

**Definition 2.** Let \((E, A, B, C) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n}\) be given with regular \((E, A)\) and \(r := \text{rank}(E)\).

(i) We call the triple \((E, A, B)\) impulse controllable, if

\[
\text{rank} \left( \begin{bmatrix} E & AS & B \end{bmatrix} \right) = n,
\]

where \(S \in \mathbb{R}^{n \times (n-r)}\) satisfies \(\text{im}(S) = \ker(E)\).

(ii) We call the triple \((E, A, B)\) strongly stabilizable if it is impulse controllable and satisfies

\[
\text{rank} \left( \begin{bmatrix} \lambda E - A & B \end{bmatrix} \right) = n \quad \text{for all } \lambda \in \mathbb{C}_+.
\]

(iii) We call the triple \((E, A, B)\) strongly anti-stabilizable if it is impulse controllable and satisfies

\[
\text{rank} \left( \begin{bmatrix} \lambda E - A & B \end{bmatrix} \right) = n \quad \text{for all } \lambda \in \mathbb{C}_-.
\]
(iv) We call the triple $(E, A, B)$ strongly controllable if it is strongly stabilizable and strongly anti-stabilizable.

(v) We call the triple $(E, A, C)$ impulse observable if $(E^\top, A^\top, C^\top)$ is impulse controllable.

(vi) We call the triple $(E, A, C)$ strongly detectable if $(E^\top, A^\top, C^\top)$ is strongly stabilizable.

**Definition 3.** We call the descriptor system given by $(E, A, B, C)$ \(\in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \) semi-explicit if $E$ has the form

\[
E = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}
\]

with $r = \text{rank}(E)$.

### 2.3 Port-Hamiltonian Descriptor Systems

We consider port-Hamiltonian descriptor systems of the form

\[
E \dot{x} = (J - R)Qx + Bu, \quad x(0) = 0,
\]

\[
y = B^\top Qx
\]

where $E, J, R, Q \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $E^\top Q = Q^\top E \succeq 0$, $J^\top = -J$, $R = R^\top \succeq 0$, $r := \text{rank}(E)$, together with a Hamiltonian function $H(x) := \frac{1}{2}x^\top E^\top Qx$.

One important property of this port-Hamiltonian structure is that it is closed under equivalence transformations. In fact for $S, T \in \text{GL}(n)$ by using the coordinate transformation $\tilde{x} = Tx$ and by multiplying the first equation of (3) from the left by $S$, we obtain the equivalent system

\[
\tilde{E} \tilde{x} = (\tilde{J} - \tilde{R})\tilde{Q}\tilde{x} + \tilde{B}u, \quad \tilde{x}(0) = 0,
\]

\[
y = \tilde{B}^\top \tilde{Q}\tilde{x}
\]

with $\tilde{E} = SET^{-1}$, $\tilde{J} = CJST^\top$, $\tilde{R} = CRS^T$, $\tilde{Q} = S^{-\top}QT^{-1}$, $\tilde{A} := (\tilde{J} - \tilde{R})\tilde{Q} = SAT^{-1}$, and $\tilde{B} = SB$. Especially,

\[
\tilde{E}^\top \tilde{Q} = T^{-\top} E^\top S^\top S^{-\top} QT^{-1} = T^{-\top} E^\top QT^{-1}
\]

is symmetric and positive semidefinite. A particularly important class of equivalence transformations is given by

\[
S = \begin{bmatrix} \Sigma_1 & \tilde{U}_1 \\ 0 & S_{22} \end{bmatrix} U^\top = \begin{bmatrix} \Sigma_1 & \tilde{U}_1 \\ 0 & S_{22} \end{bmatrix}, \quad T = \begin{bmatrix} \Sigma_1 & \tilde{U}_1 \\ 0 & T_{22} \end{bmatrix} V^\top = \begin{bmatrix} \Sigma_1 & \tilde{U}_1 \\ 0 & T_{22} V_{22} \end{bmatrix}
\]

where $r = \text{rank}(E)$.
where $S_{22}, T_{22} \in \text{GL}(n-r)$ and $\Sigma_1 \in \text{GL}(r)$, $U = [U_1 \ U_2], V = [V_1 \ V_2] \in \text{O}(n)$ are obtained from the singular value decomposition of $E$ via

$$E = [U_1 \ U_2] \begin{bmatrix} \Sigma_1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_{1}^T \\ V_{2} \end{bmatrix}.$$  \hfill (7)

Especially, each equivalence transformation based on transformation matrices of the form (6) yields a semi-explicit port-Hamiltonian system.

**Remark 4.** Note that for $Q = I_n$ in (3), we obtain the special form

$$E \dot{x} = (J - R)x + Bu, \quad x(0) = 0, \quad y = B^\top x.$$  \hfill (8)

While such a formulation with $Q = I_n$ is sometimes used in the literature, see for instance [1, 24], we focus on the more general formulation (3). This is mainly due to the fact that (8) is closed under congruence but not under general equivalence transformations. However, the latter transformations are of particular interest for the balancing procedure considered in section 4.1.

**Remark 5.** Note that the formulation (3) particularly includes port-Hamiltonian systems of the form

$$\dot{\hat{x}} = (\hat{J} - \hat{R})\hat{Q}\hat{x} + (\hat{B} - \hat{P})u, \quad \hat{x}(0) = 0,$$

$$y = (\hat{B} + \hat{P})^\top \hat{Q}\hat{x} + (\hat{S} + \hat{N})u.$$  \hfill (9)

with $\hat{Q} = \hat{Q}^\top > 0$ and

$$\begin{bmatrix} \hat{J} & \hat{B} \\ -\hat{B}^\top & \hat{N} \end{bmatrix} = -\begin{bmatrix} \hat{J} & \hat{B} \\ -\hat{B}^\top & \hat{N} \end{bmatrix}^\top, \quad \begin{bmatrix} \hat{R} & \hat{P} \\ \hat{P}^\top & \hat{S} \end{bmatrix} = \begin{bmatrix} \hat{R} & \hat{P} \\ \hat{P}^\top & \hat{S} \end{bmatrix}^\top \succeq 0.$$

This class of port-Hamiltonian ODE systems with feedthrough term has, for instance, been considered in [5]. By introducing the new state variables $x_1 := \hat{x}$, $x_2 := y$, and $x_3 := u$, straightforward calculations reveal that (9) is equivalent to a port-Hamiltonian descriptor system of the form (3) with

$$x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}, \quad E = \begin{bmatrix} I & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad J = \begin{bmatrix} \hat{J} & \hat{B} & 0 \\ -\hat{B}^\top & -\hat{N} & I \end{bmatrix}, \quad R = \begin{bmatrix} \hat{R} & \hat{P} & 0 \\ \hat{P}^\top & \hat{S} & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$Q = \begin{bmatrix} \hat{Q} & 0 & 0 \\ 0 & 0 & I \\ 0 & I & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ I \end{bmatrix}.$$

### 2.4 A Generalized KYP LMI

In this subsection we summarize those results from [36, ch. 3] which are relevant for this work, especially for the considerations in section 4.3. To this end,
we consider a general regular and impulse-controllable control system given by

\[(E, A, B, C) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n}\]

and introduce the associated system space via

\[\mathcal{V}_{sys} := \left\{ \begin{bmatrix} x \\ u \end{bmatrix} \in \mathbb{R}^{n+m} \mid Ax + Bu \in \text{im}(E) \right\} .\]

Furthermore, for general matrices \(\hat{A}, \hat{B} \in \mathbb{R}^{(n+m) \times (n+m)}\) we write \(\hat{A} \succeq_{\mathcal{V}_{sys}} \hat{B}\) if \(\hat{A}\) and \(\hat{B}\) satisfy

\[v^\top \hat{A} v \geq v^\top \hat{B} v \quad \text{for all } v \in \mathcal{V}_{sys}.\]  

(10)

Analogously, we use the notation \(\hat{A} =_{\mathcal{V}_{sys}} \hat{B}\) for the case when equality holds in (10).

In [36], the author investigated solutions of the generalized KYP LMI

\[
\begin{bmatrix}
W_{11} - A^\top X - X^\top A & W_{12} - X^\top B \\
W_{12}^\top - B^\top X & W_{22}
\end{bmatrix} \succeq_{\mathcal{V}_{sys}} 0, \quad E^\top X = X^\top E.
\]  

(11)

with weighting matrices \(W_{11} = W_{11}^\top \in \mathbb{R}^{n \times n}, W_{12} \in \mathbb{R}^{n \times m}, \) and \(W_{22} = W_{22}^\top \in \mathbb{R}^{m \times m}.\) Actually, in [36] a different sign is used for \(A\) and \(B,\) but for this work it is more reasonable to use the signs as in (11). The following observations demonstrate the relevance of (11) in the context of port-Hamiltonian descriptor systems. When we consider the special case of a port-Hamiltonian control system as in (3), we note that \(Q\) is a solution of (11) with weighting matrices \(W_{11} = 0, W_{12} = C^\top, \) and \(W_{22} = 0,\) i.e., \(Q\) solves

\[
W(X) = \begin{bmatrix}
-A^\top X - X^\top A & C^\top - X^\top B \\
C - B^\top X & 0
\end{bmatrix} \succeq_{\mathcal{V}_{sys}} 0, \quad E^\top X = X^\top E.
\]  

(12)

In fact, \(Q\) solves the matrix inequality in (12) even on the whole space \(\mathbb{R}^{n+m},\) i.e., it is a solution of

\[
W(X) = \begin{bmatrix}
-A^\top X - X^\top A & C^\top - X^\top B \\
C - B^\top X & 0
\end{bmatrix} \succeq 0, \quad E^\top X = X^\top E.
\]  

(13)

This follows from the defining properties of a port-Hamiltonian system, see the beginning of section 2.3.

On the other hand, if there exists \(X \in \text{GL}(n)\) which satisfies (13) and \(E^\top X \succeq 0,\) then the system (3) can be equivalently written as

\[
\begin{align*}
E \dot{x} &= (J_X - R_X) X x + Bu, \quad x(0) = 0, \\
y &= B^\top X x,
\end{align*}
\]  

(14)

with \(J_X := \frac{1}{2}(AX^{-1} - X^{-1} A^\top) = -J_X^\top\) and \(R_X := -\frac{1}{2}(AX^{-1} + X^{-1} A^\top) = R_X^\top \succeq 0.\) The resulting system has the same port-Hamiltonian structure as (3), but with the Hamiltonian \(\mathcal{H}_X(x) := \frac{1}{2} x^\top E^\top X x.\) Furthermore, we note that in the more general case that there exists a possibly non-invertible solution \(X\)
to (12), the explicit construction of a port-Hamiltonian formulation as in (14) using $X^{-1}$ is not possible, but the Hamiltonian $H_X$ still satisfies the dissipation inequality
\[
\frac{dH_X}{dt} = x^\top E^\top X \dot{x} = x^\top X^\top E \dot{x} = x^\top X^\top (Ax + Bu) = \frac{1}{2} x^\top (X^\top A + A^\top X) x + x^\top C^\top u \leq y^\top u.
\]
Here, we implicitly assumed that there exists an input $u$ which admits a solution $x$ to (3) and this is in particular the case if $(E, A)$ is regular, cf. [21, Thm. 2.12].
Moreover, the dissipation inequality with $E^\top X \succeq 0$ implies passivity and, thus, since $Q$ is a solution of (12) with $E^\top Q \succeq 0$, every regular port-Hamiltonian system of the form (3) is passive.

In [36], the author shows that the existence of extremal solutions of (11) is closely related to solutions $(Y, K, L) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{q \times n} \times \mathbb{R}^{q \times m}$ of the Lur’e equation
\[
\begin{bmatrix}
W_{11} - A^\top Y - Y^\top A & W_{12} - Y^\top B \\
W_{12}^\top - B^\top Y & W_{22}
\end{bmatrix} = \nu_{sys} \begin{bmatrix}
K^\top \\
L^\top
\end{bmatrix} \begin{bmatrix}
K \\
L
\end{bmatrix}, \quad E^\top Y = Y^\top E,
\]
where $(Y, K, L)$ have to additionally satisfy
\[
\text{rank}_{\mathbb{R}(s)} \begin{bmatrix}
-sE - A & -B \\
K & L
\end{bmatrix} = n + q.
\]
Here, the block matrix in the last equality is regarded as a matrix with entries in $\mathbb{R}(s)$, which is the field of rational functions with coefficients in $\mathbb{R}$.

It immediately follows that $Y$ solves (11) if $(Y, K, L)$ is a solution of the Lur’e equation (15). We call a solution of (15) stabilizing if
\[
\text{rank} \begin{bmatrix}
-\lambda E - A & -B \\
K & L
\end{bmatrix} = n + q \quad \text{for all } \lambda \in \mathbb{C}_+.
\]

The following theorem, which is a special case of Theorem 3.5.3 from [36], establishes the existence of stabilizing solutions of the Lur’e equation (15).

**Theorem 6.** Assume we have given $(E, A, B) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m}$ with regular pencil $(E, A)$ and impulse-controllable triple $(E, A, B)$ as well as the matrices $W_{11} = W_{11}^\top \in \mathbb{R}^{n \times n}$, $W_{12} = W_{12}^\top \in \mathbb{R}^{n \times m}$, and $W_{22} = W_{22}^\top \in \mathbb{R}^{m \times m}$. Furthermore, let the associated KYP LMI (11) be solvable. If $(E, A, B)$ is strongly anti-stabilizable, then there exists a stabilizing solution to the Lur’e equation (15).

**Proof.** Using our notation, Theorem 3.5.3 from [36] states the result for the case that $(E, -A, -B)$ is strongly stabilizable. From Definition 2 it follows that strong stabilizability of $(E, -A, -B)$ is equivalent to strong anti-stabilizability of $(E, A, B)$, which concludes the proof. \qed
Based on the concept of stabilizing solutions of the Lur’e equation, we can make use of Theorem 3.5.4 from [36] to obtain a maximal solution of (11).

**Theorem 7.** Let \((E, A, B) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m}\) with regular pencil \((E, A)\) and impulse-controllable triple \((E, A, B)\) as well as the matrices \(W_{11} = W_{11}^T \in \mathbb{R}^{n \times n}, W_{12} \in \mathbb{R}^{n \times m},\) and \(W_{22} = W_{22}^T \in \mathbb{R}^{m \times m}\) be given. Furthermore, assume that the associated KYP LMI (11) is solvable. If there exists additionally a stabilizing solution \((Y, K, L)\) of the Lur’e equation (15), then \(E^TY \succeq E^TX\) holds for all solutions \(X\) of (11).

### 3 Modified Generalized Algebraic Riccati Equations

In [26] the authors proposed an LQG balanced truncation approach for unstructured linear time-invariant descriptor systems based on generalized algebraic Riccati equations (GAREs). For the case that there is no direct feedthrough term, these GAREs read

\[
A^TP_c + P_c^TA - P_c^TBB^TP_c + C^TC = 0, \quad E^TP_c - P_c^TE = 0, \quad (16a)
\]

\[
AP_t^T + P_tA^T - P_tC^TCP_t^T + BB^T = 0, \quad EP_t^T - P_tE^T = 0. \quad (16b)
\]

We emphasize that these GAREs are dual to each other in the sense that \(P_t\) is a solution of (16b) if and only if \(P_t^T\) is a solution of (16a) associated with the dual system given by \((E^T, A^T, C^T, B^T)\). This observation allows to investigate existence and uniqueness of solutions for one of the two equations and to transfer these results to the other equation by duality arguments, see for instance [26, sec. 3].

To derive a structure-preserving model reduction method for pH systems, we extend the idea presented in [8] to the DAE case by adding \(2R\) to the constant term of (16b) and we consider the resulting modified GAREs

\[
A^TP_c + P_c^TA - P_c^TBB^TP_c + C^TC = 0, \quad E^TP_c - P_c^TE = 0, \quad (17a)
\]

\[
AP_t^T + P_tA^T - P_tC^TCP_t^T + BB^T + 2R = 0, \quad EP_t^T - P_tE^T = 0. \quad (17b)
\]

associated to the port-Hamiltonian system [8].

**Remark 8.** Comparing (16) and (17), we see that only the generalized filter Riccati equation has been changed while the generalized control Riccati equation is left unaltered. Let us emphasize that the following results can similarly be obtained by keeping the filter Riccati equation (16b) and instead changing the constant term in (16a) from \(C^TC\) to \(C^TC + 2Q^TRQ\), see [8] Remark 3] for a similar discussion in the ODE case.

We call a solution \(P_c\) of (17a) stabilizing if the pencil \((E, A - BB^TP_c)\) is regular, impulse-free, and all its finite eigenvalues lie in \(\mathbb{C}_{-}\). Analogously, we call a solution \(P_t\) of (17b) stabilizing if the pencil \((E, A - P_tC^TC)\) is regular, impulse-free, and all its finite eigenvalues lie in \(\mathbb{C}_{-}\).
Remark 9. When ignoring the $2R$ term in \((17)\), the GAREs in \((17)\) are a special case of those considered in \([26]\) by setting the feedthrough term to zero. On the other hand, even when including the $2R$ term, the modified filter equation \((17b)\) can be considered as an unmodified one by using
\[
\hat{B} := \begin{bmatrix} B & \sqrt{2}R \end{bmatrix},
\]
as input matrix, where we make use of the positive semidefiniteness of $R$. Moreover, if the triple $(E, A, B)$ is strongly stabilizable, then also the triple $(E, A, \hat{B})$ is strongly stabilizable. This observation allows us to directly transfer some of the results from \([26]\) about the existence and uniqueness of solutions of the unmodified GAREs without the $2R$ term to the modified equations in \((17)\). Since this transfer of the results usually follows the same arguments, we only carry this out explicitly when deriving Corollary 11 from Lemma 10. For the statements of Lemma 13, we avoid a detailed proof and instead refer to the respective result from the literature corresponding to the unmodified case without the $2R$ term.

The following lemma is a special case of Lemma 3.4 from \([26]\) with $D = 0$.

**Lemma 10.** Consider the system \((3)\) with regular $(E, A)$, strongly stabilizable $(E, A, B)$, and strongly detectable $(E, A, C)$. Then, a solution $P_c$ of \((17a)\) is stabilizing if and only if $E^TP_c$ is positive semidefinite.

**Corollary 11.** Consider the system \((3)\) with regular $(E, A)$, strongly stabilizable $(E, A, B)$, and strongly detectable $(E, A, C)$. Then, a solution $P_f$ of \((17b)\) is stabilizing if and only if $EP_f$ is positive semidefinite.

**Proof.** First, we note that \((17b)\) can be written as
\[
AP_f^T + P_fA^T - P_fC^TCP_f^T + \hat{B}\hat{B}^T = 0, \quad EP_f^T - P_fE^T = 0 \tag{19}
\]
with $\hat{B}$ as defined in \((18)\). By duality we infer that $P_f$ is a stabilizing solution of \((19)\) if and only if $P_f^T$ is a stabilizing solution of \((17a)\) associated with the system given by $(E^T, A^T, C^T, \hat{B}^T)$. The claim then follows from Lemma 10 since strong stabilizability of $(E, A, B)$ implies strong detectability of $(E^T, A^T, \hat{B}^T)$, cf. Remark 9. \hfill \Box

The following lemma establishes a relation between the solutions of the GAREs \((17)\) of equivalent systems. It is a straightforward extension of Lemma 3.5 from \([26]\) and follows from simple calculations which are omitted here.

**Lemma 12.** Consider the equivalent port-Hamiltonian realizations \((3)\) and \((4)\) as well as the respective GAREs of the form \((17)\). Then, $P_c$ and $P_f$ are stabilizing solutions of the GAREs associated to \((3)\) if and only if $S^{-T}P_cT^{-1}$ and $SP_fT^T$ are stabilizing solutions of the GAREs associated to \((4)\).

An important ingredient for investigating the existence of solutions to the modified filter GARE \((17b)\) is the matrix pencil
\[
H_{P_f} := \begin{pmatrix} 0 & -E^T \\ E & 0 \end{pmatrix} + \begin{pmatrix} -C^TC & -A^T \\ -A & BB^T + 2R \end{pmatrix}.
\]
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Similarly as in [26] we observe that there is a relation between deflate subspaces of $H_P$ and (17b) in the sense that (17b) is equivalent to

$$A \begin{bmatrix} P_i^T & \vdots \end{bmatrix} = \begin{bmatrix} In \\ \vdots \end{bmatrix} \left( A^T - C^T C P_i^T \right), \quad E \begin{bmatrix} P_i^T \\ \vdots \end{bmatrix} = \begin{bmatrix} In \\ \vdots \end{bmatrix} E^T.$$ 

**Lemma 13.** Let $(E, A, B, C)$ be a semi-explicit realization of (3) and let $(E, A)$ be regular, $(E, A, B)$ be strongly stabilizable, and $(E, A, C)$ be strongly detectable. Let $V_{11}, V_{21} \in \mathbb{R}^{r \times r}$ and $V_{12}, V_{22} \in \mathbb{R}^{(n-r) \times r}$ be such that

$$V := \text{im} \begin{pmatrix} V_{11} \\ V_{12} \\ V_{21} \\ V_{22} \end{pmatrix}$$

is the stable deflating subspace of the pencil $H_P$ defined in (20). Then, the following assertions hold.

(i) The matrix $V_{21}$ is invertible.

(ii) The matrix $P_i \in \mathbb{R}^{n \times n}$ is a stabilizing solution of (17b) if and only if it is given by

$$P_i = \begin{bmatrix} V_{11} V_{21}^{-1} & 0 \\ (V_{12} - P_0^T V_{22}) V_{21}^{-1} & P_0^T \end{bmatrix},$$

where $P_0 \in \mathbb{R}^{(n-r) \times (n-r)}$ is a solution of the algebraic Riccati equation

$$A_{22} P_0^T + P_0 A_{22}^T + B_2 B_2^T + 2 R_{22} - P_0 C_2^T C_2 P_0^T = 0,$$

where we used the block partition

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad R = \begin{bmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad C = \begin{bmatrix} C_1 & C_2 \end{bmatrix}$$

with $A_{22}, R_{22} \in \mathbb{R}^{(n-r) \times (n-r)}, B_2 \in \mathbb{R}^{(n-r) \times m}, C_2 \in \mathbb{R}^{m \times (n-r)}$ and the sizes of the other blocks are accordingly.

**Proof.** The claim follows directly from Lemma 3.10 from [26], by duality and by using the extended input matrix $\hat{B}$ as in the proof of Corollary 11. \qed

**Theorem 14.** Consider the system (3) with regular pair $(E, A)$, strongly stabilizable triple $(E, A, B)$, and strongly detectable triple $(E, A, C)$. Then, the following assertions are true.

(i) There exist stabilizing solutions of the GAREs (17).

(ii) Any two stabilizing solutions $P_{c,1}, P_{c,2}$ of (17a) and any two stabilizing solutions $P_{t,1}, P_{t,2}$ of (17b) satisfy

$$E^T P_{c,1} = E^T P_{c,2} \quad \text{and} \quad E P_{t,1}^T = E P_{t,2}^T,$$

respectively.
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(iii) If \( Q \) is invertible, then a particular stabilizing solution of (17b) is given by \( Q^{-\top} \).

(iv) There exist stabilizing solutions \( P_c \) and \( P_f \) of (17) such that \( I_n + P_f P_c^{-\top} \) is invertible.

Proof. (i) This statement immediately follows from (iv).

(ii) The statement for the control GARE (17a) is a special case of Lemma 2 from [20]. The statement for the modified filter GARE (17b) follows then by duality using similar arguments as in the proof of Corollary 11.

(iii) The fact that \( Q^{-\top} \) solves the first matrix equation in (17b) can be comprehended by the calculation

\[
AQ^{-1} + Q^{-\top} A^\top - Q^{-\top} C^\top C Q^{-1} + BB^\top + 2R = J - R + J^\top - BB^\top + BB^\top + 2R = 0.
\]

For the second matrix equality in (17b), we note that the symmetry of \( E^\top Q \) implies the symmetry of \( Q^{-\top} E^\top \) which immediately yields that \( Q^{-\top} \) satisfies the second matrix equality in (17b). Analogously, the positive semidefiniteness of \( E^\top Q \) implies the positive semidefiniteness of \( Q^{-\top} E^\top = EQ^{-1} \) and, thus, we infer by Corollary 11 that \( Q^{-\top} \) is a stabilizing solution of (17b).

(iv) The proof follows along the lines of the proof of Theorem 3.2 from [26] with only slight adaptations to the port-Hamiltonian setting. By Lemma 12 \( P_c \) and \( P_f \) are stabilizing solutions of the modified GAREs (17) associated with \((E, A, B, C)\) if and only if \( \tilde{P}_c := S^{-\top} P_c T^{-1} \) and \( \tilde{P}_f := S P_f T^\top \) are stabilizing solutions of the modified GAREs (17) associated with the transformed system (4). Especially, we have

\[
I_n + P_f P_c^{-\top} = S^{-1} \left( I_n + \tilde{P}_f \tilde{P}_c^{-\top} \right) S
\]

and, consequently, it is sufficient to investigate the invertibility of \( I_n + \tilde{P}_f \tilde{P}_c^{-\top} \), where \( S \) and \( T \) are chosen such that the transformed system (4) is in semi-explicit form. Furthermore, we can choose without loss of generality \( S \) and \( T \) such that the lower right block \( \tilde{A}_{22} \) of \( \tilde{A} \) is symmetric and negative semidefinite, for instance, by choosing \( S_{22} = -V_{22}^\top A_{22} U_2 \) and \( T_{22} = I_{n-r} \) in (6).

Let \( V_{11c}, V_{21c}, V_{11f}, V_{21f} \in \mathbb{R}^{r \times r} \) and \( V_{12c}, V_{22c}, V_{12f}, V_{22f} \in \mathbb{R}^{(n-r) \times r} \) be such that

\[
V_c := \text{im} \left( \begin{bmatrix} V_{11c} \\ V_{12c} \\ V_{21c} \\ V_{22c} \end{bmatrix} \right) \quad \text{and} \quad V_f := \text{im} \left( \begin{bmatrix} V_{11f} \\ V_{12f} \\ V_{21f} \\ V_{22f} \end{bmatrix} \right).
\]
are the stable deflating subspaces of the pencils

\[
H_{\tilde{P}_c} := \begin{bmatrix}
0 & -\tilde{E} \\
\tilde{E}^T & 0
\end{bmatrix}, \quad H_{\tilde{P}_f} := \begin{bmatrix}
-\tilde{B} \tilde{B}^T & -\tilde{A} \\
-\tilde{A}^T \tilde{C}^T \tilde{C} & -\tilde{A}^T
\end{bmatrix}
\]

and

\[
and \quad H_{\tilde{P}_f} := \begin{bmatrix}
0 & -\tilde{E}^T \\
\tilde{E} & 0
\end{bmatrix}, \quad \begin{bmatrix}
-\tilde{C}^T \tilde{C} & -\tilde{A}^T \\
-\tilde{A}^T B \tilde{B}^T + 2\tilde{R}
\end{bmatrix},
\]

respectively. Then, by Lemma 13 and by Lemma 3.10 from [26], \(\tilde{P}_c\) and \(\tilde{P}_f\) are stabilizing solutions of the GAREs (17) associated with \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) if and only if they are of the form

\[
\tilde{P}_c = \begin{bmatrix}
V_{11c} V_{21c}^{-1} & 0 \\
(V_{12c} - P_{oc} V_{22c}) V_{21c}^{-1} & P_{oc}
\end{bmatrix}, \quad \tilde{P}_f = \begin{bmatrix}
V_{11f} V_{21f}^{-1} & 0 \\
(V_{12f} - P_{of} V_{22f}) V_{21f}^{-1} & P_{of}
\end{bmatrix}^T,
\]

where \(P_{oc}\) and \(P_{of}\) solve

\[
\begin{align*}
A_{22}^T P_{oc} + P_{oc} A_{22} + \tilde{C}_2^T \tilde{C}_2 - P_{oc} \tilde{B}_2 \tilde{B}_2^T P_{oc} &= 0, \\
\tilde{A}_2 \tilde{P}_{of} + P_{of} \tilde{A}_2 + \tilde{B}_2 \tilde{B}_2^T + 2\tilde{R}_{22} - P_{of} \tilde{C}_2^T \tilde{C}_2 P_{of} &= 0,
\end{align*}
\]

(21)

respectively. To assess the invertibility of

\[
I_n + \tilde{P}_f \tilde{P}_c^T = \begin{bmatrix}
I_r + (V_{11c} V_{21c}^{-1} V_{11f} V_{21f}^{-1})^T & * \\
0 & I_{n-r} + P_{of} P_{oc}^T
\end{bmatrix},
\]

we show that there exist solutions of (21) such that the diagonal blocks of \(I_n + \tilde{P}_f \tilde{P}_c^T\) are invertible. First, by Lemma 10 and by Corollary 11 we infer that \(V_{11c} V_{21c}^{-1}\) and \(V_{11f} V_{21f}^{-1}\) are symmetric and positive semidefinite. Consequently, all eigenvalues of their product are nonnegative and, thus, \(I_r + (V_{11c} V_{21c}^{-1} V_{11f} V_{21f}^{-1})^T\) is invertible. Furthermore, since the triple \((\tilde{E}, \tilde{A}, \tilde{B})\) is impulse controllable, we have due to the semi-explicit structure

\[
\begin{bmatrix}
I_r & 0 & \tilde{A}_{12} & \tilde{B}_1 \\
0 & 0 & \tilde{A}_{22} & \tilde{B}_2
\end{bmatrix}
\]

rank

\[
\begin{bmatrix}
I_r & 0 & \tilde{A}_{12} & \tilde{B}_1 \\
0 & 0 & \tilde{A}_{22} & \tilde{B}_2
\end{bmatrix}
\]

= \(n\).

Hence, we obtain \(\text{rank}(\begin{bmatrix} \tilde{A}_{22} & \tilde{B}_2 \end{bmatrix}) = n - r\) and with similar arguments using the impulse observability of \((\tilde{E}, \tilde{A}, \tilde{C})\) we get \(\text{rank}(\begin{bmatrix} \tilde{A}_{22}^T & \tilde{C}_2^T \end{bmatrix}) = n - r\).

Furthermore, since \(\tilde{A}_{22}\) has by construction only real and non-negative eigenvalues, we infer that the pair \((\tilde{A}_{22}, \tilde{B}_2)\) is stabilizable and the pair \((\tilde{A}_{22}, \tilde{C}_2)\) is detectable. Finally, using well-known results for standard algebraic Riccati equations, see for instance [33 Thm. 4.1], and using the extended input matrix \([\tilde{B}_2 \ \sqrt{2} \tilde{R}_{22}^T]\), it follows that the modified algebraic Riccati equations (21) have symmetric and positive semidefinite solutions \(P_{oc}\) and \(P_{of}\). Thus, there exist solutions of the modified GAREs (17) associated with \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) satisfying \(I_n + \tilde{P}_f \tilde{P}_c^T \in \text{GL}(n)\).
Remark 15. In what follows, the solution $P_t = Q^{-T}$ will be of particular relevance for a model reduction approach preserving the pH structure. While it is not clear whether there exists a solution $P_c$ such that $I_n + Q^{-T}P_c^T$ is invertible, we only require the existence of a general pair $(P_c, P_t)$ of stabilizing solutions to (17) with $P_t + P_tP_c^T \in \text{GL}(n)$. This existence result is first of all essential for proving the error bound in Theorem 20 but it is not part of a computational procedure, cf. the discussion in [26, Remark 2].

A consequence of Theorem 14 is that the stabilizing solutions of the modified GAREs (17) may be used for constructing a stabilizing controller, which is itself passive. This statement is specified in the following theorem and extends a similar assertion in the ODE case, cf. Theorem 1 in [8].

Theorem 16. Consider the system (13) with regular pair $(E, A)$, strongly stabilizable triple $(E, A, B)$, strongly detectable triple $(E, A, C)$, and invertible $Q$. If $P_c$ is a stabilizing solution of (17a), then the controller defined by

$$E_c = E, \quad A_c = A - BB^T P_c - Q^{-T}C^T C, \quad B_c = Q^{-T}C^T, \quad C_c = B^T P_c$$

is regular and passive. Moreover, the associated closed-loop system obtained by $u = -y_c$ and $u_c = y$ is asymptotically stable, regular, and impulse-free.

Proof. We start by proving the regularity of the pencil $(E_c, A_c)$ which we show by contradiction. The singularity of $(E_c, A_c)$ implies that for any $\lambda \in \mathbb{R}_{>0}$ there exists $v \in \mathbb{R}^n \setminus \{0\}$ with $(\lambda E - A_c)v = (\lambda E_c - A_c)v = 0$. This in turn implies

$$\lambda v^T P_c^T E v = v^T P_c^T A_c v = \frac{1}{2} v^T (P_c^T A_c + A_c^T P_c) v. \quad (22)$$

Furthermore, since $P_c$ is a solution of (17a), we obtain

$$A_c^T P_c + P_c^T A_c$$

$$= (A - BB^T P_c - Q^{-T}C^T C) P_c + P_c^T (A - BB^T P_c - Q^{-T}C^T C)$$

$$= A^T P_c + P_c^T A - P_c^T BB^T P_c - P_c^T BB^T P_c - C^T C Q^{-1} P_c - P_c^T Q^{-T} C^T C$$

$$= -C^T C - P_c^T BB^T P_c - C^T C Q^{-1} P_c - P_c^T Q^{-T} C^T C$$

$$= -(C^T + P_c^T B)(C^T + P_c^T B)^T \preceq 0. \quad (23)$$

Together with (22) and the positive semidefiniteness of $P_c^T E$, cf. Lemma 10, this implies $v^T P_c^T E v = 0$ and $(C + B^T P_c)v = 0$. Then, using $(\lambda E_c - A_c)v = 0$ we obtain

$$(\lambda E - A)v = (\lambda E - A + B(C + B^T P_c)) v = (\lambda E - (A - BB^T P_c - BC)) v$$

$$= (\lambda E - (A - BB^T P_c - Q^{-T} C^T C)) v = (\lambda E_c - A_c)v = 0,$$

i.e., $\lambda > 0$ is a generalized eigenvalue of $(E, A) = (E, (J - R)Q)$. This is however a contradiction to the dissipative Hamiltonian structure of $(E, A)$, cf. [23, Cor. 4.11], and thus $(E_c, A_c)$ must be regular.
Next, we show that the controller is passive. As outlined in section 2.4 it is sufficient to show that the KYP LMI (13) associated to the system given by \((E_c, A_c, B_c, C_c)\) has a solution \(X\) satisfying \(E_c^T X \geq 0\). In the following, we show that \(X = \mathcal{P}_c\) provides such a solution of (13) associated to \((E_c, A_c, B_c, C_c)\). First, we obtain that

\[
B_c^T \mathcal{P}_c = (Q^{-T} C^T)^T \mathcal{P}_c = CQ^{-1} \mathcal{P}_c = B^T \mathcal{P}_c = C_c.
\]

Furthermore, since \(\mathcal{P}_c\) is a stabilizing solution of (17a), Lemma 10 implies \(E^T \mathcal{P}_c = \mathcal{P}_c^T E \succeq 0\) and together with (23) this yields the passivity of the controller.

With regard to the closed-loop system

\[
\begin{bmatrix}
E & 0 \\
0 & E_c
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\dot{x_c}
\end{bmatrix} =
\begin{bmatrix}
A & -BB^T \mathcal{P}_c \\
Q^{-T} C^T C & A - BB^T \mathcal{P}_c - Q^{-T} C^T C
\end{bmatrix}
\begin{bmatrix}
x \\
x_c
\end{bmatrix}
\]

note that a state space transformation with \(P_c\) provides such a solution of (13) associated to \((E_c, A_c, B_c, C_c)\). The regularity of the controller then follows from the fact that \(E\) and \(Q^{-T}\) are impulse-free, i.e., there exist \(S_c, T_c, S_t, T_t \in \text{GL}(n)\) such that

\[
(S_c E T_c^{-1}, S_c(A - BB^T \mathcal{P}_c) T_c^{-1}) = 
\begin{pmatrix}
I_r & 0 \\
0 & J_c
\end{pmatrix},
\]

\[
(S_t E T_t^{-1}, S_t(A - Q^{-T} C^T C) T_t^{-1}) = 
\begin{pmatrix}
I_r & 0 \\
0 & J_t
\end{pmatrix},
\]

where \(\tilde{J}_c\) and \(\tilde{J}_t\) are in Jordan canonical form. Thus, performing another state space transformation to the closed-loop system with \(S_2 =\begin{bmatrix} S_c & 0 \\ 0 & S_t \end{bmatrix}\) and \(T_2 =\begin{bmatrix} T_c & 0 \\ 0 & T_t \end{bmatrix}\) shows that \((\mathcal{E}, \mathcal{A})\) is strictly equivalent to

\[
\begin{pmatrix}
I_r & 0 \\
0 & I_r
\end{pmatrix},
\begin{pmatrix}
\tilde{J}_c & 0 \\
0 & I_{n-r}
\end{pmatrix},
\begin{pmatrix}
\tilde{K}_{11} & \tilde{K}_{12} \\
\tilde{K}_{21} & \tilde{K}_{22}
\end{pmatrix},
\begin{pmatrix}
0 & 0 \\
0 & I_{n-r}
\end{pmatrix}.
\]
with \[
\begin{bmatrix}
	ilde{K}_{11} & \tilde{K}_{12} \\
\tilde{K}_{21} & \tilde{K}_{22}
\end{bmatrix} := -S_cBB^\top P_c T_f^{-1}
\]. Another state space transformation with

\[
S_3 = \begin{bmatrix}
I_r & 0 & 0 & -\tilde{K}_{12} \\
0 & 0 & I_r & 0 \\
0 & I_{n-r} & 0 & -\tilde{K}_{22} \\
0 & 0 & 0 & I_{n-r}
\end{bmatrix},
\quad T_3^{-1} = \begin{bmatrix}
I_r & 0 & 0 & 0 \\
0 & -\tilde{K}_{21} & I_{n-r} & 0 \\
0 & I_r & 0 & 0 \\
0 & 0 & 0 & I_{n-r}
\end{bmatrix}
\]

shows that \((\mathcal{E}, \mathcal{A})\) is strictly equivalent to

\[
\begin{bmatrix}
I_r & I_r \\
I_r & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\tilde{J}_c & \tilde{K}_{11} & 0 & 0 \\
0 & \tilde{J}_i & 0 & 0 \\
0 & 0 & I_{n-r} & 0 \\
0 & 0 & 0 & I_{n-r}
\end{bmatrix}.
\]

Finally, performing a similarity transformation, which transforms \[
\begin{bmatrix}
\tilde{J}_c & \tilde{K}_{11} \\
0 & \tilde{J}_i
\end{bmatrix}
\] to Jordan canonical form, leads to the Weierstraß canonical form of \((\mathcal{E}, \mathcal{A})\) and in particular reveals that \((\mathcal{E}, \mathcal{A})\) is impulse-free. \(\square\)

\section{Structure-Preserving LQG Balanced Truncation}

The goal of this section is to derive a structure-preserving port-Hamiltonian model reduction scheme based on balancing and truncation of the modified GAREs \[(17)\], thereby extending the results from [8] to the DAE case. As is common for LQG balancing based methods, we further establish an a priori \(\mathcal{H}_\infty\) error bound for suitably defined right coprime factorizations. Since this error bound implicitly depends on the chosen Hamiltonian, we conclude this section with a theoretical discussion on how to ideally choose the Hamiltonian in order to minimize this bound.

\subsection{LQG Balancing and Structure-Preserving Truncation}

As a first step towards a balancing procedure, we show that the solutions \(\mathcal{P}_1\) and \(\mathcal{P}_c\) of \[(17)\] provide characteristic values that are invariant under specific equivalence transformations.

**Proposition 17.** Consider the port-Hamiltonian system \[(3)\] and let \((E, A, B, C)\) be a semi-explicit realization with regular pair \((E, A)\), strongly stabilizable triple \((E, A, B)\), and strongly detectable triple \((E, A, C)\). Moreover, let \(\mathcal{P}_c\) and \(\mathcal{P}_1\) be stabilizing solutions of \[(17a)\] and \[(17b)\], respectively. Then, the eigenvalues of the matrix

\[
\begin{bmatrix}
I_r & 0
\end{bmatrix} \mathcal{P}_1 E^\top \mathcal{P}_c^\top E \begin{bmatrix}
I_r \\
0
\end{bmatrix}
\]  \hspace{1cm} \quad (24)
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are invariants of the system in the sense that they are independent of the particular semi-explicit realization.

Proof. The proof is similar to the proof of Theorem 4.3(iii) from [26]. We consider an equivalence transformation defined by matrices \( S, T \in \text{GL}(n) \) with the constraint

\[
\begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix} \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} = \begin{bmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{bmatrix} = \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix},
\]

(25)
i.e., we only consider state space transformations which preserve the semi-explicit structure of \( E \). From (25) we find that such a transformation preserves the semi-explicit structure if and only if \( S_{11} \) and \( \hat{T}_{11} \) are invertible with \( S_{11} = \hat{T}_{11}^{-1} \) and \( S_{21} \) and \( \hat{T}_{12} \) are zero. Another consequence of the semi-explicit structure is that \( P_f E^\top \) and \( P_c^\top E \) have the block structures

\[
\begin{align*}
P_f E^\top &= \begin{bmatrix} P_{f11} & 0 & 0 & 0 \end{bmatrix} \\
P_c^\top E &= \begin{bmatrix} P_{c11} & 0 & 0 & 0 \end{bmatrix}
\end{align*}
\]

where the matrices \( P_{f11}, P_{c11} \in \mathbb{R}^{r \times r} \) are symmetric and positive semidefinite according to Lemma 10 and Corollary 11.

To prove the claim, we consider the transformed system (4) with \( S, T \in \text{GL}(n) \) satisfying (25). By Lemma 12, stabilizing solutions of the GAREs (17) associated with the transformed system are given by \( \tilde{P}_c = S^{-\top} P_c T^{-1} \) and \( \tilde{P}_f = SP_f T^\top \), respectively. Consequently, we obtain that the matrix

\[
\begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} \tilde{P}_f \tilde{E}^\top \tilde{P}_c^\top \tilde{E} \begin{bmatrix} I_r & 0 \end{bmatrix} = \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} S P_f T^\top T^{-\top} E^\top S^\top T^{-\top} P_c^\top S^{-1} S E T^{-1} \begin{bmatrix} I_r & 0 \end{bmatrix}
\]

\[
= \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} S P_f T^\top T^{-\top} P_c^\top E T^{-1} \begin{bmatrix} I_r & 0 \end{bmatrix}
\]

\[
= \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} S P_f T^\top T^{-\top} P_c^\top E T^{-1} \begin{bmatrix} I_r & 0 \end{bmatrix}
\]

\[
= \begin{bmatrix}
I_r & 0 \\
0 & 0
\end{bmatrix} S P_f T^\top T^{-\top} P_c^\top E T^{-1} \begin{bmatrix} I_r & 0 \end{bmatrix}
\]

is similar to the matrix from (24) and, thus, has the same eigenvalues.

\[\blacksquare\]

Theorem 18. Consider the system (3) with regular pair \((E, A)\), strongly stabilizable triple \((E, A, B)\), and strongly detectable triple \((E, A, C)\). Then, the following assertions are true.

(i) There exist \( S, T \in \text{GL}(n) \) such that the transformed system (4) is semi-explicit and such that all stabilizing solutions \( \tilde{P}_c, \tilde{P}_f \) of (17) associated to
the transformed system (4) satisfy
\[
\tilde{P}_f \tilde{E}^\top = \begin{bmatrix}
\Sigma & 0 & 0 & 0 & 0 \\
0 & \Sigma_2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad \tilde{E}^\top \tilde{P}_c = \begin{bmatrix}
\Sigma & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]
with positive definite, diagonal matrices \(\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_k), \Sigma_2, \Sigma_3\) and \(\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_k\).

(ii) If \(Q\) is invertible, then the \(\tilde{Q}\) matrix of the transformed system from (i) has the block structure
\[
\tilde{Q} = \begin{bmatrix}
\tilde{Q}_{11} & 0 \\
\tilde{Q}_{21} & \tilde{Q}_{22}
\end{bmatrix}
\]
and, in particular, \(\tilde{Q}_{11} \in \mathbb{R}^{r \times r}\) is a diagonal matrix.

Proof. (i) The proof follows along the lines of the proof of Theorem 4.3 from [26]. As outlined in section 2.3, there is an equivalence transformation which transforms the original port-Hamiltonian system (3) into a semi-explicit port-Hamiltonian system. This intermediate system is denoted with \((\hat{E}, \hat{A}, \hat{B}, \hat{C})\). By Lemmata 10 and 11, any stabilizing solutions \(\hat{P}_c, \hat{P}_f\) of (17) associated with the semi-explicit system \((\hat{E}, \hat{A}, \hat{B}, \hat{C})\) satisfy \(\hat{E}^\top \hat{P}_f \hat{E} \succeq 0\) and \(\hat{E}^\top \hat{P}_c \hat{E} \succeq 0\), respectively. Combining this with the semi-explicit form of \(\hat{E}\) we obtain
\[
\hat{P}_f = \begin{bmatrix}
P_{f11} & P_{f12} \\
0 & P_{f22}
\end{bmatrix}, \quad \hat{P}_c = \begin{bmatrix}
P_{c11} & 0 \\
P_{c21} & P_{c22}
\end{bmatrix},
\]
where \(P_{f11}\) and \(P_{c11}\) are symmetric and positive semidefinite. Then, by Theorem 3.22 from [39], there exists \(T_1 \in \text{GL}(r)\) with
\[
T_1 P_{f11} T_1^\top = \begin{bmatrix}
\Sigma & 0 & 0 & 0 \\
0 & \Sigma_2 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad T_1^\top P_{c11} T_1^{-1} = \begin{bmatrix}
\Sigma & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \Sigma_3 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]
where \(\Sigma, \Sigma_2, \text{and } \Sigma_3\) are positive definite, diagonal matrices. Especially, \(T_1\) can be chosen such that the diagonal entries of \(\Sigma\) are in descending order, cf. the proof of Theorem 3.22 in [39]. Finally, from Lemma 12 we infer that using the transformation matrices
\[
\hat{S} = \hat{T} = \begin{bmatrix}
T_1 & 0 \\
0 & I_{n-r}
\end{bmatrix}
\]
and applying a corresponding state space transformation to the system given by \((\hat{E}, \hat{A}, \hat{B}, \hat{C})\), the resulting transformed system given by
\[(\bar{E}, \bar{A}, \bar{B}, \bar{C}) = (\hat{S}\hat{E}\hat{T}^{-1}, \hat{S}\hat{A}\hat{T}^{-1}, \hat{S}\hat{B}, \hat{C}\hat{T}^{-1})\]
satisfies the properties of the claim.
In order to prove the claim, we investigate the state space transformations used in the proof of (i) one after another. First, we consider the SVD of $E$ as in \((7)\) and the transformation matrices from \((6)\) leading to the semi-explicit port-Hamiltonian realization $(\hat{E}, \hat{A}, \hat{B}, \hat{C})$. We introduce the column splittings $U = [U_1 \quad U_2]$ and $V = [V_1 \quad V_2]$ with $U_1, V_1 \in \mathbb{R}^{n \times r}$ and $U_2, V_2 \in \mathbb{R}^{n \times (n-r)}$ as well as the splitting of $\hat{Q} = S^{-\top} Q T^{-\top}$ given by

$$\hat{Q} = \begin{bmatrix} \hat{Q}_{11} & \hat{Q}_{12} \\ \hat{Q}_{21} & \hat{Q}_{22} \end{bmatrix}$$

with $\hat{Q}_{11} \in \mathbb{R}^{r \times r}$ and the other block sizes are accordingly. From the semi-explicit form of $\hat{E}$ and the symmetry of $\hat{E}^\top \hat{Q}$, we immediately obtain that $\hat{Q}_{11}$ is symmetric and that $\hat{Q}_{12} = 0$ holds. Furthermore, by Theorem 14 $\hat{Q}^{-\top}$ is a stabilizing solution of the modified filter GARE \((17b)\) associated with the system $(\hat{E}, \hat{A}, \hat{B}, \hat{C})$. In addition, due to the semi-explicit form of $\hat{E}$ and due to Theorem 14, the upper left $r \times r$ blocks of all stabilizing solutions of \((17b)\) associated with the system $(\hat{E}, \hat{A}, \hat{B}, \hat{C})$ coincide. This block is called $\hat{P}_{11}$ in the proof of (i) and in particular coincides with $\hat{Q}_{11}^{-\top} = \hat{Q}_{11}^{-1}$, which follows from the fact that $\hat{Q}$ is block triangular. An immediate consequence of this is that $\hat{P}_{11}$ is invertible and, thus, the third and fourth block rows and columns in the right-hand side of the first equation in \((26)\) have zero size.

Based on $\hat{Q}$, the second state space transformation leads to $\tilde{Q} = \tilde{S}^{-\top} \tilde{Q} \tilde{T}^{-1}$, where $\tilde{S}$ and $\tilde{T}$ are as specified in \((27)\). As a consequence, we obtain

$$\tilde{Q} = \tilde{S}^{-\top} \tilde{Q} \tilde{T}^{-1} = \begin{bmatrix} T_1^{-\top} & 0 \\ 0 & I_{n-r} \end{bmatrix} \begin{bmatrix} \tilde{Q}_{11} & 0 \\ \tilde{Q}_{21} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} T_1^{-1} & 0 \\ 0 & I_{n-r} \end{bmatrix} = \begin{bmatrix} T_1^{-\top} \tilde{P}_{11}^{-1} T_1^{-1} & 0 \\ \tilde{Q}_{21} T_1^{-1} & \tilde{Q}_{22} \end{bmatrix} = \begin{bmatrix} (T_1 \tilde{P}_{11} T_1^{-\top})^{-1} & 0 \\ \tilde{Q}_{21} T_1^{-1} & \tilde{Q}_{22} \end{bmatrix}.$$

The claim then follows from \((26)\).

The diagonal matrix $\Sigma$ in Theorem 18 contains the square roots of the non-zero eigenvalues of the matrix given in \((24)\) on the diagonal and as shown in Proposition 17 these are invariants of the system \((3)\). Moreover, these invariants and the balanced realization from Theorem 18 play an important role for the error bound provided in section 4.2.

Let us emphasize that the particular structure of $\tilde{Q}$ in the balanced realization in Theorem 18 is essential for showing that a reduced model obtained by truncation has a port-Hamiltonian realization \((3)\). In particular, we have the following result.
Theorem 19. Let \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) be given with \(\tilde{P}_t, P_t\) as in Theorem 18 and let \(\tilde{Q}\) be invertible. Then, for \(\ell \in \{1, \ldots, r\}\) and \(K_t = \begin{bmatrix} I_t & 0 & 0 \\ 0 & 0 & I_{n-r} \end{bmatrix} \in \mathbb{R}^{(\ell+n-r) \times n}\)

the reduced-order model \((E_t, A_t, B_t, C_t) = (K_t \tilde{E} K_t^\top, K_t \tilde{A} K_t^\top, K_t \tilde{B}, \tilde{C} K_t^\top)\) is port-Hamiltonian.

Proof. With slight abuse of notation (w.r.t. \(\tilde{Q}\)) from Theorem 18, let us consider the partitioning

\[
\tilde{Q} = \begin{bmatrix} \tilde{Q}_{11} & 0 & 0 \\ 0 & \tilde{Q}_{22} & 0 \\ \tilde{Q}_{31} & \tilde{Q}_{32} & \tilde{Q}_{33} \end{bmatrix}, \quad \tilde{J} = \begin{bmatrix} \tilde{J}_{11} & \tilde{J}_{12} & \tilde{J}_{13} \\ \tilde{J}_{21} & \tilde{J}_{22} & \tilde{J}_{23} \\ \tilde{J}_{31} & \tilde{J}_{32} & \tilde{J}_{33} \end{bmatrix}, \quad \tilde{R} = \begin{bmatrix} \tilde{R}_{11} & \tilde{R}_{12} & \tilde{R}_{13} \\ \tilde{R}_{21} & \tilde{R}_{22} & \tilde{R}_{23} \\ \tilde{R}_{31} & \tilde{R}_{32} & \tilde{R}_{33} \end{bmatrix},
\]

(28)

where \(\tilde{Q}_{11}, \tilde{J}_{11}, \tilde{R}_{11} \in \mathbb{R}^{\ell \times \ell}, \tilde{Q}_{33}, \tilde{J}_{33}, \tilde{R}_{33} \in \mathbb{R}^{(n-r) \times (n-r)}\), and the sizes of the other blocks are accordingly. Then, straightforward calculations yield

\[
A_t = K_t (\tilde{J} - \tilde{R}) \tilde{Q} K_t^\top
\]

\[
= \begin{bmatrix} (\tilde{J}_{11} - \tilde{R}_{11}) \tilde{Q}_{11} + (\tilde{J}_{13} - \tilde{R}_{13}) \tilde{Q}_{31} & (\tilde{J}_{13} - \tilde{R}_{13}) \tilde{Q}_{33} \\ (\tilde{J}_{31} - \tilde{R}_{31}) \tilde{Q}_{11} + (\tilde{J}_{33} - \tilde{R}_{33}) \tilde{Q}_{31} & (\tilde{J}_{33} - \tilde{R}_{33}) \tilde{Q}_{33} \end{bmatrix}
\]

\[
= \begin{bmatrix} \tilde{J}_{11} & \tilde{J}_{13} \\ \tilde{J}_{31} & \tilde{J}_{33} \end{bmatrix} - \begin{bmatrix} \tilde{R}_{11} & \tilde{R}_{13} \\ \tilde{R}_{31} & \tilde{R}_{33} \end{bmatrix} \begin{bmatrix} \tilde{Q}_{11} & 0 \\ 0 & \tilde{Q}_{33} \end{bmatrix}.
\]

Note that \(J_t = K_t \tilde{J} K_t^\top\) and \(R_t = K_t \tilde{R} K_t^\top\) implying \(J_t = -J_t^\top\) as well as \(R_t = R_t^\top \succeq 0\). Since \(\tilde{E}\) is in semi-explicit form, we further obtain that

\[
E_t^\top Q_t = K_t \tilde{E} K_t^\top Q_t = \begin{bmatrix} I_t & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \tilde{Q}_{11} & 0 \\ \tilde{Q}_{31} & \tilde{Q}_{33} \end{bmatrix} = \begin{bmatrix} \tilde{Q}_{11}^\top & 0 \\ 0 & \tilde{Q}_{33}^\top \end{bmatrix} \begin{bmatrix} I_t & 0 \\ 0 & 0 \end{bmatrix} = Q_t^\top E_t.
\]

Furthermore, it holds that

\[
E_t^\top Q_t = \begin{bmatrix} \tilde{Q}_{11} & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} I_t & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & \tilde{Q}_{22} \\ \tilde{Q}_{22} & 0 \end{bmatrix} \begin{bmatrix} I_t & 0 \\ 0 & 0 \end{bmatrix} = K_t \tilde{E}^\top \tilde{Q} K_t^\top \succeq 0.
\]

Finally, since \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) is obtained by an equivalence transformation as in (28) with a partitioning of \(\tilde{B}\) and \(\tilde{C}\) according to (28) we find that

\[
C_t = \tilde{C} K_t^\top = \tilde{B}^\top \tilde{Q} K_t^\top = \begin{bmatrix} \tilde{B}_1^\top & \tilde{B}_2^\top & \tilde{B}_3^\top \end{bmatrix} \begin{bmatrix} \tilde{Q}_{11} & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} \tilde{B}_1^\top \tilde{Q}_{11} + \tilde{B}_2^\top \tilde{Q}_{31} + \tilde{B}_3^\top \tilde{Q}_{33} \\ \tilde{B}_1^\top \tilde{Q}_{11} + \tilde{B}_2^\top \tilde{Q}_{31} + \tilde{B}_3^\top \tilde{Q}_{33} \end{bmatrix}
\]
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\[
\begin{bmatrix}
\tilde{B}_1^T & \tilde{B}_3^T
\end{bmatrix}
\begin{bmatrix}
\tilde{Q}_{11} & 0 \\
\tilde{Q}_{31} & \tilde{Q}_{33}
\end{bmatrix} = B_r^T Q_r,
\]
which shows the assertion.

Remark 20. Note that the previous result is a consequence of the particular balancing w.r.t. the modified Riccati equations (17). Indeed, since \( P_f = Q^{-\top} \) is a stabilizing solution of the modified filter GARE (17), we implicitly performed an effort constraint balanced truncation which preserves the port-Hamiltonian structure. For a more detailed discussion, we refer to the ODE case [8, sec. 3.1].

Theorem 19 provides a structure-preserving model reduction method for port-Hamiltonian DAE systems of the form (3) with invertible \( Q \) by truncating a balanced realization. Similarly as in [26], the balanced system never needs to be explicitly computed and the balancing and truncation step can be combined. The computational steps for obtaining a pH reduced-order model as in Theorem 19 are summarized in Algorithm 1. The calculations showing that this algorithm indeed yields a ROM as in Theorem 19 are provided in appendix A.

Algorithm 1 Structure-preserving LQG-BT for port-Hamiltonian DAEs

**Input:** \( E, J, R \in \mathbb{R}^{n \times n}, Q \in \text{GL}(n), B \in \mathbb{R}^{n \times m} \) as in (3) satisfying the assumptions of Theorem 18

**Output:** Port-Hamiltonian ROM \((E_r, J_r = (J_r - R_r)Q_r, C_r = B_r^T Q_r)\)

1: Compute an SVD of \( E \) as in (7).
2: Compute full-column-rank matrices \( L_{P_c}, L_{P_f} \) such that \( E^\top P_c = L_{P_c} \tilde{U}_1 \tilde{\Sigma}_1 \) and \( E^\top P_f = L_{P_f} \tilde{V}_1 \tilde{\Sigma}_1 \), where \( P_c = Q^{-\top} \) is stabilizing solutions of (17).
3: Compute a singular value decomposition

\[
L_{P_c}^T E^+ L_{P_f} = \begin{bmatrix}
\tilde{U}_1 & \tilde{U}_2
\end{bmatrix} \begin{bmatrix}
\tilde{\Sigma}_1 & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\tilde{V}_1^\top \\
\tilde{V}_2^\top
\end{bmatrix}
\]

with \( \tilde{\Sigma}_1 > 0 \) and determine a suitable dimension \( \ell \) for the truncation step based on the singular value decay.
4: Assemble the projection matrices

\[
S_\ell := [(E^+)^\top L_{P_c} \tilde{U}_1 \tilde{\Sigma}_\ell^{-\frac{1}{2}} \ U_2] \in \mathbb{R}^{n \times (\ell + n - r)},
T_\ell := [E^+ L_{P_f} \tilde{V}_1 \tilde{\Sigma}_\ell^{-\frac{1}{2}} \ V_2] \in \mathbb{R}^{n \times (\ell + n - r)},
W_\ell := [E E^+ L_{P_f} \tilde{V}_1 \tilde{\Sigma}_\ell^{-\frac{1}{2}} \ U_2] \in \mathbb{R}^{n \times (\ell + n - r)},
\]

where \( \tilde{U}_\ell \) and \( \tilde{V}_\ell \) contain the first \( \ell \) columns of \( \tilde{U}_1 \) and \( \tilde{V}_1 \), respectively, and \( \tilde{\Sigma}_\ell \) the first \( \ell \) columns and rows of \( \tilde{\Sigma}_1 \).
5: Obtain the ROM matrices via \( E_r = S_\ell^\top E T_\ell, J_r = S_\ell^\top E S_\ell, R_r = S_\ell^\top R S_\ell, Q_r = W_\ell^\top Q T_\ell, \) and \( B_r = S_\ell^\top B \).
4.2 A Priori Error Bound for Right Coprime Factors

In this subsection, we establish a classical a priori $\mathcal{H}_\infty$ bound for the error between the normalized right coprime factorizations of the FOM transfer function $G$ and the ROM transfer function $G_r$. As is well-known, see, e.g., [26, sec. 2 and sec. 4], this in particular allows to bound the so-called directed gap between $G$ and $G_r$, offering a way to measure the quality of a reduced system even if the involved systems are unstable. For a more detailed discussion on these concepts, we refer to, e.g., [22, 25, 26].

We start by adapting Lemma 3.13 from [26] to our setting, to provide a relation between certain solutions of generalized Lyapunov inequalities and an $\mathcal{H}_\infty$ error bound between the original system and the truncated one.

**Lemma 21.** Consider a semi-explicit descriptor system given by $(E, A, B, C) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{m \times n}$ with $r = \text{rank}(E)$ and regular and impulse-free pair $(E, A)$ whose finite eigenvalues lie in the open left half-plane. Let $P_1, P_2 \in \mathbb{R}^{n \times n}$ fulfill the following generalized Lyapunov inequalities

\[
AP_1^T + P_1 A^T + BB^T \preceq 0, \quad EP_1^T - P_1 E^T = 0, \\
A^T P_2 + P_2 A + C^T C \preceq 0, \quad E^T P_2 - P_2 E = 0.
\]  

Furthermore, assume that for some diagonal matrices $\Gamma = \text{diag}(\gamma_1, \ldots, \gamma_r) \in \mathbb{R}^{r \times r}$ and $\Theta = \text{diag}(\theta_1, \ldots, \theta_r) \in \mathbb{R}^{r \times r}$ with positive elements $\gamma_1, \ldots, \gamma_r$ and non-negative elements $\theta_1, \ldots, \theta_r$ such that

\[
\gamma_1 \theta_1 \geq \gamma_2 \theta_2 \geq \cdots \geq \gamma_{\ell} \theta_{\ell} \geq \gamma_{\ell+1} \theta_{\ell+1} \geq \cdots \geq \gamma_r \theta_r \geq 0
\]

there holds

\[
P_1 = \begin{bmatrix} \Gamma & * \\ 0 & * \end{bmatrix}, \quad P_2 = \begin{bmatrix} \Theta & 0 \\ * & * \end{bmatrix}.
\]

Then, for $\ell \in \{1, \ldots, r\}$,

\[
K_\ell = \begin{bmatrix} I_\ell & 0 \\ 0 & 0 & I_{n-r} \end{bmatrix} \in \mathbb{R}^{(n+\ell-r) \times n},
\]

and the matrices $\bar{E} = K_\ell E K_\ell^T$, $\bar{A} = K_\ell A K_\ell^T$, $\bar{B} = K_\ell B$, $\bar{C} = C K_\ell^T$, $\bar{P}_1 = K_\ell P_1 K_\ell^T$, $\bar{P}_2 = K_\ell P_2 K_\ell^T$, there holds

\[
\bar{A} \bar{P}_1^T + \bar{P}_1 \bar{A}^T + \bar{B} \bar{B}^T \preceq 0, \quad \bar{E} \bar{P}_1^T - \bar{P}_1 \bar{E}^T = 0, \\
\bar{A}^T \bar{P}_2 + \bar{P}_2 \bar{A} + \bar{C}^T \bar{C} \preceq 0, \quad \bar{E}^T \bar{P}_2 - \bar{P}_2 \bar{E} = 0.
\]

Moreover, the transfer functions $G(s) = C(sE - A)^{-1} B$ and $\bar{G}(s) = \bar{C}(s \bar{E} - \bar{A})^{-1} \bar{B}$ satisfy

\[
\|G - \bar{G}\|_{\mathcal{H}_\infty} \leq 2 \sum_{k=\ell+1}^{r} \sqrt{\gamma_k \theta_k}.
\]  
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The proof follows along the lines of those of [26, Lemma 3.13]. For exposition, we provide the main arguments. Pre- and postmultiplication of the first inequality in (29) with $K$ and $K^\top$, respectively, yields

$$K_\ell AP_1^\top K_\ell^\top + K_\ell P_1 A^\top K_\ell^\top + K_\ell B B^\top K_\ell^\top \preceq 0.$$  

The first inequality in (31) is then obtained by utilizing that $K_\ell P_1^\top K_\ell^\top = P_1^\top K_\ell^\top$ which follows from the partitioning of $P_1$. The rest of (31) follows by similar arguments.

For the error bound (32), we interpret the difference $G - \tilde{G}$ as a transfer function of an ODE system. Note that since $(E, A, B, C)$ is semi-explicit and impulse-free, assuming a partitioning

$$E = \begin{bmatrix} I_\ell & 0 \\ 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad C = [C_1 \quad C_2]$$

it follows that $A_{22}$ is invertible, see for instance [32, Prop. 2.1]. This allows for the following calculations

$$G(s) = C(sE - A)^{-1}B = [C_1 \quad C_2] \begin{bmatrix} sI_\ell - A_{11} & -A_{12} \\ -A_{21} & -A_{22} \end{bmatrix}^{-1} \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}$$

$$= \begin{bmatrix} C_1^\top \\ C_2^\top \end{bmatrix}^\top \begin{bmatrix} (sI_\ell - M)^{-1} & -(sI_\ell - M)^{-1}A_{12}A_{22}^{-1} \\ -A_{22}^{-1}A_{21}(sI_\ell - M)^{-1}A_{12}A_{22}^{-1} & A_{22}^{-1}(sI_\ell - M)^{-1}A_{12}A_{22}^{-1} - A_{22}^{-1} \end{bmatrix} \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}$$

$$= (C_1 - C_2A_{22}^{-1}A_{21})(sI_\ell - M)^{-1}(B_1 - A_{12}A_{22}^{-1}B_2) - C_2A_{22}^{-1}B_2$$

where $M := A_{11} - A_{12}A_{22}^{-1}A_{21}$. Similarly, we obtain the following partitioning for $(\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})$:

$$\tilde{E} = K_\ell \begin{bmatrix} I_\ell & 0 \\ 0 & 0 \end{bmatrix} K_\ell^\top = \begin{bmatrix} I_\ell & 0 \\ 0 & 0 \end{bmatrix}, \quad \tilde{A} = K_\ell \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} K_\ell^\top = \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{bmatrix},$$

$$\tilde{B} = K_\ell \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} = \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_2 \end{bmatrix}, \quad \tilde{C} = [C_1 \quad C_2] K_\ell^\top = \begin{bmatrix} \tilde{C}_1 \\ \tilde{C}_2 \end{bmatrix}.$$
\[ (C_1 - C_2 A_{22}^{-1} A_{21}) \tilde{S}^T (s I - \tilde{S} M \tilde{S}^T)^{-1} \tilde{S} (B_1 - A_{12} A_{22}^{-1} B_2) - C_2 A_{22}^{-1} B_2. \]

with \( \tilde{M} := \tilde{A}_{11} - \tilde{A}_{12} \tilde{A}_{22}^{-1} \tilde{A}_{21} \). Finally, note that we can pre- and postmultiply the inequalities in (29) by the matrices

\[
\begin{bmatrix}
I_r & -A_{12} A_{22}^{-1}
\end{bmatrix},
\begin{bmatrix}
I_r \\
-A_{22}^{-1} A_{12}
\end{bmatrix},
\begin{bmatrix}
I_r \\
-A_{21}^T A_{22}^{-1}
\end{bmatrix},
\begin{bmatrix}
I_r \\
-A_{22}^{-1} A_{21}
\end{bmatrix}
\]

in order to obtain

\[
M \Gamma + \Gamma M^T + (B_1 - A_{12} A_{22}^{-1} B_2)(B_1 - A_{12} A_{22}^{-1} B_2)^T \preceq 0, \\
M^T \Theta + \Theta M + (C_1 - C_2 A_{22}^{-1} A_{21})^T (C_1 - C_2 A_{22}^{-1} A_{21}) \preceq 0.
\]

The result now follows with arguments used for ODE systems as in the proofs of [11, Theorem III.3] and [8, Theorem 8]. In particular, let us emphasize that the latter proof does not require invertibility of \( \Theta \) but only of \( \Gamma \).

While the error bound provided in Lemma 21 implies \( \tilde{G} \in \mathcal{H}_{\infty}^{n \times m} \), it does in general not guarantee that all finite eigenvalues of the truncated pencil \((\tilde{E}, \tilde{A})\) are in \( \mathbb{C}_- \), since \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) is not necessarily a minimal realization. The following Lemma provides sufficient conditions under which all finite eigenvalues of the truncated pencil are in \( \mathbb{C}_- \).

**Lemma 22.** Let the regular, impulse-free, and semi-explicit matrix pencil \((E, A) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}\) with \( r := \operatorname{rank}(E) \) and all finite eigenvalues in \( \mathbb{C}_- \) be given with the partitioning

\[
E = \begin{bmatrix}
I_\ell & 0 & 0 \\
0 & I_{r-\ell} & 0 
\end{bmatrix}, \quad A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix}, \quad \ell \in \{1, \ldots, r\}, A_{11} \in \mathbb{R}^{\ell \times \ell}, A_{22} \in \mathbb{R}^{(r-\ell) \times (r-\ell)}, \text{ and the sizes of the other blocks are accordingly.} 
\]

Furthermore, assume that there exist matrices \( \Theta, \Gamma \in \mathbb{R}^{n \times n} \) with

\[
\Theta = \begin{bmatrix}
\Theta_{11} & 0 & \Theta_{13} \\
0 & \Theta_{22} & \Theta_{23} \\
0 & 0 & \Theta_{33}
\end{bmatrix}, \quad \Gamma = \begin{bmatrix}
\Gamma_{11} & 0 & 0 \\
0 & \Gamma_{22} & 0 \\
0 & 0 & \Gamma_{33}
\end{bmatrix},
\]

where the block sizes are as in (33), satisfying \( \Theta_{11} = \Theta_{11}^T, \Gamma_{11} = \Gamma_{11}^T \geq 0, \) and

\[
A \Theta^T + \Theta A^T \preceq 0, \\
A^T \Gamma + \Gamma A \preceq 0.
\]

Besides, based on the truncation matrix \( K_\ell \) as defined in (30), we consider the truncated pencil \((E_r, A_r) := (K_\ell E K_\ell^T, K_\ell A K_\ell^T)\) and the corresponding truncated quantities \( \Theta_r := K_\ell \Theta K_\ell^T \) and \( \Gamma_r := K_\ell \Gamma K_\ell^T \). If \( \sigma(\Theta_{11} \Gamma_{11}) \cap \sigma(\Theta_{22} \Gamma_{22}) = \emptyset \) holds, then all finite eigenvalues of the reduced pencil \((E_r, A_r)\) are in \( \mathbb{C}_- \).
Proof. First, we note that, since \((E, A)\) is regular and impulse-free, the semi-explicit structure of \(E\) implies that \(A_{33}\) is invertible. Thus, since \(A_{33}\) is not affected by the truncation step, also the reduced pencil \((E_r, A_r)\) is regular and impulse-free, cf. [32, Prop. 2.1]. Consequently, the finite eigenvalues of \((E_r, A_r)\) are well-defined and we start by showing that they are all contained in \(\mathbb{C}_-\). To this end, let \((\lambda, v)\) be an eigenpair of \((E_r, A_r)\) and note that [34] and [35] imply the existence of \(B, C \in \mathbb{R}^{n \times n}\) with the partitioning

\[
B = \begin{bmatrix} B_1 \\ B_2 \\ B_3 \end{bmatrix}, \quad C = \begin{bmatrix} C_1 & C_2 & C_3 \end{bmatrix}, \quad B_r := K_r B, \quad C_r := C K_r^\top,
\]

where \(B_1, C_1^\top \in \mathbb{R}^{n \times n}, B_2, C_2^\top \in \mathbb{R}^{(r-\ell) \times n}, B_3, C_3^\top \in \mathbb{R}^{(n-r) \times n}\), satisfying

\[
A \Theta^\top + \Theta A^\top = -B B^\top, \quad (36)
\]

\[
A^\top \Gamma + \Gamma^\top A = -C^\top C. \quad (37)
\]

Multiplying (37) from the left by \(v^* K_r\) and from the right by \(K_r^\top v\) yields

\[
-v^* C_r^\top C_r v = v^* A_r^\top \Gamma_r v + v^* \Gamma_r^\top A_r v = \lambda v^* E_r^\top \Gamma_r v + \lambda v^* \Gamma_r^\top E_r v
\]

\[
= 2 \Re(\lambda) \begin{bmatrix} v_1^* \\ v_2^* \end{bmatrix} \begin{bmatrix} \Gamma_{11} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = 2 \Re(\lambda) v_1^* \Gamma_{11} v_1.
\]

Since the left-hand side is real and non-positive and since \(\Gamma_{11}\) is positive definite, this equation implies \(\Re(\lambda) \leq 0\) or \(v_1 = 0\). If \(v_1 = 0\) held, then \(v\) would be in \(\ker(E_r)\) and, thus, due to the identity \(\lambda E_r v = A_r v\) also in \(\ker(A_r)\). However, since \((E_r, A_r)\) is regular, this is a contradiction and, hence, \(\Re(\lambda) \leq 0\) must hold.

It remains to show that \((E_r, A_r)\) has no eigenvalues on the imaginary axis, which we prove by contradiction. For this purpose, let \(\omega = \omega \in \mathbb{R}\) be a finite eigenvalue of \((E_r, A_r)\) and let \(V \in \mathbb{C}^{(n+\ell-r) \times k}\) be a matrix with full column rank satisfying \(\ker(\omega E_r - A_r) = \text{im}(V)\). Especially, this implies \([A_{31} \ A_{33}] V = 0\). Furthermore, multiplying (37) from the left by \(V^* K_r\) and from the right by \(K_r^\top V\) yields

\[
-V^* C_r^\top C_r V = V^* \Gamma_r^\top A_r V + V^* \Gamma_r^\top A_r V = i \omega V^* \Gamma_r^\top E_r V + i \omega V^* E_r^\top \Gamma_r V = 0,
\]

which implies \(C_r V = 0\). Using this and multiplying (37) from the left by \(K_r\) and from the right by \(K_r^\top V\), we obtain

\[
0 = \Gamma_r^\top A_r V + A_r^\top \Gamma_r V = i \omega \Gamma_r^\top E_r V + A_r^\top \Gamma_r V = (A_r^\top + i \omega E_r^\top) \Gamma_r V.
\]

Especially, this identity implies \([A_{13}^\top \ A_{33}^\top] \Gamma_r V = 0\). Then, multiplying (30) from the left by \(V^* \Gamma_r^\top K_r\) and from the right by \(K_r^\top \Gamma_r V\) yields

\[
-V^* \Gamma_r^\top B_r B_r^\top \Gamma_r V = V^* \Gamma_r^\top A_r \Theta_r^\top \Gamma_r V + V^* \Gamma_r^\top \Theta_r A_r^\top \Gamma_r V
\]

\[
= i \omega V^* \Gamma_r^\top E_r \Theta_r^\top \Gamma_r V - i \omega V^* \Gamma_r^\top \Theta_r E_r^\top \Gamma_r V = 0,
\]

which implies the statement.
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which implies $B_i^\top \Gamma_r V = 0$. Using this and multiplying \([33]\) from the left by $K_\ell$ and from the right by $K_i^\top \Gamma_r V$, we obtain

$$0 = A_i \Theta_i^\top \Gamma_r V + \Theta_i A_i^\top \Gamma_r V = A_i \Theta_i^\top \Gamma_r V - i \omega \Theta_i E_i^\top \Gamma_r V = (A_i - i \omega E_i) \Theta_i^\top \Gamma_r V.$$  

Consequently, the columns of $\Theta_i^\top \Gamma_r V$ lie in $\ker(i \omega E_i - A_i) = \text{im}(V)$ and, thus, there exists $\Xi \in \mathbb{C}^{k \times k}$ satisfying $\Theta_i^\top \Gamma_r V = V \Xi$. For the following arguments, we consider the partitioning $V^\top = [V_1^\top \ V_2^\top]$ with $V_1 \in \mathbb{R}^{\ell \times k}$ and $V_2 \in \mathbb{R}^{(n-r) \times k}$. Especially, we note that the first block row of $\Theta_i \Gamma_r V$ reads $\Theta_{11} \Gamma_{11} V_1 = V_1 \Xi$. Moreover, $V_1$ must have full column rank since otherwise any non-zero vector $\alpha \in \mathbb{R}^\ell$ in $\ker(V_1)$ would give rise to a corresponding non-zero vector $V \alpha$ lying in $\ker(E_i) \cap \ker(A_i)$ which would contradict the regularity of $(E_i, A_i)$. Using this fact and $\Theta_i \Gamma_{r} V = V \Xi$, we infer that $\sigma(\Xi) \subseteq \sigma(\Theta_{11} \Gamma_{11})$ holds. Furthermore, multiplying \([37]\) from the left by $\Theta_{22} [0 \ I_{r-\ell} \ 0]$ and from the right by $K_i^\top \Gamma_r V$ yields

$$0 = \Theta_{22} \left[ \begin{array}{cc} \Gamma_{22}^\top & \Gamma_{32}^\top \end{array} \right] \left[ \begin{array}{cc} A_{21} & A_{23} \\ A_{31} & A_{33} \end{array} \right] V + \Theta_{22} \left[ \begin{array}{cc} A_{12}^\top & A_{32}^\top \end{array} \right] \Gamma_r V$$

and, then, multiplying \([36]\) from the left by $[0 \ I_{r-\ell} \ 0]$ and from the right by $K_i^\top \Gamma_r V$ we obtain

$$0 = \left[ \begin{array}{cc} A_{21} & A_{23} \end{array} \right] \Theta_i^\top \Gamma_r V + \left[ \begin{array}{cc} \Theta_{22} & \Theta_{23} \end{array} \right] \left[ \begin{array}{cc} A_{12}^\top & A_{32}^\top \\ A_{13} & A_{33} \end{array} \right] \Gamma_r V$$

$$= \left[ \begin{array}{cc} A_{21} & A_{23} \end{array} \right] \Theta_i^\top \Gamma_r V + \Theta_{22} \left[ \begin{array}{cc} A_{12} & A_{32} \end{array} \right] \Gamma_r V$$

$$= \left[ \begin{array}{cc} A_{21} & A_{23} \end{array} \right] V \Xi - \Theta_{22} \Gamma_{22} \left[ \begin{array}{cc} A_{21} & A_{23} \end{array} \right] V.$$  

Thus, we obtain a homogeneous Sylvester equation for $[A_{21} \ A_{23}] V$ and, since $\Xi$ and $\Theta_{22} \Gamma_{22}$ have no common eigenvalues, the solution is unique and given by $[A_{21} \ A_{23}] V = 0$. Consequently, we have

$$\left[ \begin{array}{ccc} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{array} \right] \left[ \begin{array}{c} V_1 \\ V_2 \end{array} \right] = i \omega \left[ \begin{array}{ccc} I_{\ell} & 0 & 0 \\ 0 & I_{r-\ell} & 0 \\ 0 & 0 & 0 \end{array} \right] \left[ \begin{array}{c} V_1 \\ V_2 \end{array} \right],$$

which is a contradiction to the assumption that all finite eigenvalues of $(E, A)$ are in $\mathbb{C}_-$. Thus, in total we obtain that all finite eigenvalues of $(E_r, A_r)$ are in $\mathbb{C}_-$. \(\square\)

Let us recall a well-known result from \([22]\) which provides a (right) co-prime factorization of $G(s)$, i.e., transfer functions $M, N$ such that $G(s) = N(s)M(s)^{-1}$.

**Theorem 23.** \([22]\) Consider the system \([3]\) with regular pair $(E, A)$, strongly stabilizable triple $(E, A, B)$, and strongly detectable triple $(E, A, C)$, and let $P_\varepsilon$...
be a stabilizing solution of (17a). Then a normalized right coprime factorization of $G$ is given by

$$
M(s) = I_n - B^T \mathcal{P}_c(sE - A_{\mathcal{P}_c})^{-1}B,
$$

$$
N(s) = C(sE - A_{\mathcal{P}_c})^{-1}B,
$$

where $A_{\mathcal{P}_c} := A - BB^T \mathcal{P}_c$.

Based on such a factorization, we can specify a pair of generalized Lyapunov (in)equalities associated with the state space system described by $[M^T \quad N^T]^\top$.

**Theorem 24.** Consider the system (38) with regular pair $(E, A)$, strongly stabilizable triple $(E, A, B)$, and strongly detectable triple $(E, A, C)$, and let $\mathcal{P}_c$ and $\mathcal{P}_I$ be stabilizing solutions of (17) such that $I_n + \mathcal{P}_I \mathcal{P}_c^\top$ is invertible. Then the matrices $\mathcal{L} := (I_n + \mathcal{P}_I \mathcal{P}_c^\top)^{-1}\mathcal{P}_I$ and $\mathcal{P}_c$ satisfy

$$
\mathcal{A}_{\mathcal{P}_c} \mathcal{L}^T + \mathcal{L} \mathcal{A}_{\mathcal{P}_c}^T + BB^T \preceq 0, \quad E \mathcal{L}^T = \mathcal{L} E^T, \quad (38a)
$$

$$
\mathcal{A}_{\mathcal{P}_c}^T \mathcal{P}_c + \mathcal{P}_c^T \mathcal{A}_{\mathcal{P}_c} + [-\mathcal{P}_c^T B \quad C^\top] [-\mathcal{P}_c^T B \quad C^\top]^T = 0, \quad E^T \mathcal{P}_c = \mathcal{P}_c^T E \quad (38b)
$$

with $\mathcal{A}_{\mathcal{P}_c}$ as defined in Theorem 23.

**Proof.** First, we note that the existence of stabilizing solutions $\mathcal{P}_c$ and $\mathcal{P}_I$ satisfying $I_n + \mathcal{P}_I \mathcal{P}_c^\top \in \text{GL}(n)$ is guaranteed by Theorem 14. Furthermore, since (38b) is just another way of writing (17a), it is obviously satisfied and thus we only focus on (38a). Due to the invertibility of $I_n + \mathcal{P}_I \mathcal{P}_c^\top$ we may equivalently show that

$$(I_n + \mathcal{P}_I \mathcal{P}_c^\top) A_{\mathcal{P}_c} \mathcal{P}_I^\top + \mathcal{P}_I A_{\mathcal{P}_c}^T (I_n + \mathcal{P}_c \mathcal{P}_I^T) + (I_n + \mathcal{P}_I \mathcal{P}_c^\top) BB^T (I_n + \mathcal{P}_c \mathcal{P}_I^T)$$

is negative semidefinite. Indeed, we obtain

$$(I_n + \mathcal{P}_I \mathcal{P}_c^\top) A_{\mathcal{P}_c} \mathcal{P}_I^\top + \mathcal{P}_I A_{\mathcal{P}_c}^T (I_n + \mathcal{P}_c \mathcal{P}_I^T) + (I_n + \mathcal{P}_I \mathcal{P}_c^\top) BB^T (I_n + \mathcal{P}_c \mathcal{P}_I^T)$$

$$= (I_n + \mathcal{P}_I \mathcal{P}_c^\top) A_{\mathcal{P}_c} \mathcal{P}_I^\top + \mathcal{P}_I A_{\mathcal{P}_c}^T (I_n + \mathcal{P}_c \mathcal{P}_I^T)$$

$$- (I_n + \mathcal{P}_I \mathcal{P}_c^\top) BB^T \mathcal{P}_c \mathcal{P}_I^T - \mathcal{P}_I \mathcal{P}_c^T BB^T (I_n + \mathcal{P}_c \mathcal{P}_I^T)$$

$$+ BB^T + \mathcal{P}_I \mathcal{P}_c^T BB^T + BB^T \mathcal{P}_c \mathcal{P}_I^T + \mathcal{P}_I \mathcal{P}_c^T BB^T \mathcal{P}_c \mathcal{P}_I^T$$

$$= AP_I^\top + \mathcal{P}_I A^T + BB^T$$

$$- \mathcal{P}_I \mathcal{P}_c^T BB^T \mathcal{P}_c \mathcal{P}_I^T + \mathcal{P}_I \mathcal{P}_c^T AP_I^\top + \mathcal{P}_I A^T \mathcal{P}_c \mathcal{P}_I^T$$

$$= -2R + \mathcal{P}_I \left( C^\top C + \mathcal{P}_c^T A + A^T \mathcal{P}_c - \mathcal{P}_c^T BB^T \mathcal{P}_c \right) \mathcal{P}_I^T$$

$$= -2R \preceq 0.$$

Since $E^T \mathcal{P}_c = \mathcal{P}_c^T E$ and $E \mathcal{P}_I^T = \mathcal{P}_I E^T$ it follows that $(I_n + \mathcal{P}_I \mathcal{P}_c^\top) E \mathcal{P}_I^T = \mathcal{P}_I E^T (I_n + \mathcal{P}_I \mathcal{P}_c^\top)$, which, combined with the invertibility of $I_n + \mathcal{P}_I \mathcal{P}_c^\top$, implies $E \mathcal{L}^T = \mathcal{L} E^T$. \qed
By combining the previous results from this subsection, we arrive at one of our main results.

**Theorem 25.** Let \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) be given with \(\tilde{P}_c, \tilde{P}_t, \) and \(\Sigma\) as in Theorem 18 and let \(\tilde{Q}\) be invertible. Furthermore, assume that there exists \(\ell \in \{1, \ldots, k-1\}\) such that \(\sigma_{\ell} > \sigma_{\ell+1}\) and consider the truncated system given by

\[
(E_r, A_r, B_r, C_r) = (K_\ell \tilde{E} K_\ell^\top, K_\ell \tilde{A} K_\ell^\top, K_\ell \tilde{B}, \tilde{C} K_\ell^\top).
\]

with \(K_\ell\) as defined in (30). If \((E_r, A_r)\) is regular, then there holds

\[
\left\| \begin{bmatrix} M_r \\ N_r \end{bmatrix} \right\|_{\mathcal{H}_\infty} \leq 2 \sum_{i=\ell+1}^{k} \frac{\sigma_i}{\sqrt{1 + \sigma_i}},
\]

where the coprime factors \((M, N)\) and \((M_r, N_r)\) are constructed as in Theorem 23 \((M, N)\) based on the realization \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) and \(\tilde{P}_c, (M_r, N_r)\) based on \((E_r, A_r, B_r, C_r)\) and \(\mathcal{P}_{cr} := K_\ell \tilde{P}_c K_\ell^\top\).

**Proof.** First of all, we may assume without loss of generality that \(\tilde{P}_c\) and \(\tilde{P}_t\) are such that \(I_n + \tilde{P}_t \tilde{P}_c^\top\) is invertible as in Theorem 14(iv) since the normalized right coprime factors are unique up to multiplication by an orthogonal matrix from the right, cf. [35, Lem. 3.1]. Thus, for the error bound it is not relevant which of the stabilizing solutions of the GARE (17a) is chosen for constructing the coprime factors. By Theorem 23 a realization of \([M^\top \ N^\top]^\top\) is given by \((\tilde{E}, \tilde{A}_{P_c}, \tilde{B}, \tilde{C}_{P_c}, \tilde{D})\) with \(\tilde{A}_{P_c} := \tilde{A} - \tilde{B} \tilde{B}^\top \tilde{P}_c\),

\[
\tilde{C}_{P_c} := \begin{bmatrix} -\tilde{B}^\top \tilde{P}_c \\ \tilde{C} \end{bmatrix}, \quad \tilde{D} := \begin{bmatrix} I_m \\ 0 \end{bmatrix} \in \mathbb{R}^{2m \times m}.
\]

Especially, since \(\tilde{P}_c\) is a stabilizing solution of the control GARE (17a) associated with \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\), the pencil \((\tilde{E}, \tilde{A}_{P_c})\) is regular and impulse-free and all its finite eigenvalues lie in \(\mathbb{C}_-\). Furthermore, by Theorem 24, \(\mathcal{L} := (I_n + \tilde{P}_t \tilde{P}_c^\top)^{-1} \tilde{P}_t\) and \(\tilde{P}_c\) satisfy the generalized Lyapunov (in-)equalities

\[
\tilde{A}_{P_c} \mathcal{L}^\top - \mathcal{L}\tilde{A}_{P_c}^\top + \tilde{B} \tilde{B}^\top \preceq 0, \quad \mathcal{L} \tilde{E}^\top = \tilde{E} \mathcal{L}^\top, \\
\tilde{A}_{P_c}^\top \tilde{P}_c + \tilde{P}_c^\top \tilde{A}_{P_c}^\top + \tilde{C}_{P_c} \tilde{C}_{P_c} = 0, \quad \tilde{E}^\top \tilde{P}_c = \tilde{P}_c^\top \tilde{E}.
\]

Besides, since \(\tilde{Q}\) is invertible and since the upper left \(r \times r\) block of \(\tilde{P}_t\) is unique due to the semi-explicit form of \(\tilde{E}\) and Theorem 14(ii), this block equals \(Q_{11}^\top\) by Theorem 14(iii) and Theorem 18(ii). Consequently, also the upper left \(r \times r\) block of \(\mathcal{L}\) is invertible, which allows us to apply Lemma 21 to the system \((\tilde{E}, \tilde{A}_{P_c}, \tilde{B}, \tilde{C}_{P_c}, \tilde{D})\) yielding the error bound (39). Note that the feedthrough term \(\tilde{D}\) is not affected by the truncation and, thus, just cancels out in (39).

It remains to show that \(M_r\) and \(N_r\) as specified in the claim form indeed a normalized right coprime factorization of the reduced system. To this end, we first
note that due to (40), the pencil \( (\tilde{E}, \tilde{A}, \tilde{P}_c) \) satisfies the requirements of Lemma 22 and, thus, the reduced pencil \( (E_r, A_r - B_r B_r^\top \mathcal{P}_c) \) is regular, impulse-free, and all its finite eigenvalues are in \( \mathbb{C}^- \). This shows that the triple \( (E_r, A_r, B_r) \) is strongly stabilizable and that \( \mathcal{P}_c \) is a stabilizing solution of the control GARE (17a) associated with the reduced system given by \( (E_r, A_r, B_r, C_r) \). Thus, if additionally the triple \( (E_r, A_r, C_r) \) is strongly detectable, it follows from Theorem 23 that \( M_r \) and \( N_r \) indeed form a normalized right coprime factorization for the reduced system. To show the strong detectability of \( (E_r, A_r, C_r) \), we observe that, since \( \tilde{P}_l \) is a stabilizing solution of the modified filter GARE (17b) associated with \( (\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}) \), the pencil \( (\tilde{E}, \tilde{A}; \tilde{P}_l) \) with \( \tilde{A}_{\mathcal{P}_l} := \tilde{A} - \tilde{P}_l \tilde{C}^\top \tilde{C} \) is regular and impulse-free and all its finite eigenvalues are in \( \mathbb{C}^- \). Furthermore, we note that the construction in the proof of Theorem 13(iv) allows for choosing \( \tilde{P}_l \) and \( \tilde{P}_c \) such that \( I_n + \tilde{P}_l \tilde{P}_c^\top \) and \( I_n + \tilde{P}_l^\top \tilde{P}_c \) are invertible. Then, the matrices \( \tilde{P}_l \) and \( \mathcal{M} := \tilde{P}_c (I_n + \tilde{P}_l^\top \tilde{P}_c)^{-1} \) satisfy the Lyapunov inequalities

\[
\begin{align*}
\tilde{A}_{\mathcal{P}_l} \tilde{P}_l^\top + \tilde{P}_l \tilde{A}_{\mathcal{P}_l}^\top & \preceq 0, \quad (41) \\
\tilde{A}_{\mathcal{P}_l}^\top \mathcal{M} + \mathcal{M}^\top \tilde{A}_{\mathcal{P}_l} & \preceq 0, \quad (42)
\end{align*}
\]

where (41) follows directly from the modified filter GARE (17b) associated with \( (\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}) \). Furthermore, (42) is a consequence of the calculation

\[
(I_n + \tilde{P}_l^\top \tilde{P}_c) \tilde{A}_{\mathcal{P}_l}^\top \tilde{P}_c + \tilde{P}_c^\top \tilde{A}_{\mathcal{P}_l} (I_n + \tilde{P}_l^\top \tilde{P}_c) \\
= \tilde{A}^\top \tilde{P}_c + \tilde{P}_c^\top \tilde{A} - \tilde{C}^\top \mathcal{P}_l \tilde{P}_c - \tilde{P}_c^\top \tilde{P}_l \tilde{C}^\top \tilde{C} + \tilde{P}_c^\top \tilde{P}_l \tilde{A}^\top \tilde{P}_c + \tilde{P}_c^\top \tilde{A} \mathcal{P}_l \tilde{P}_c - 2 \tilde{P}_c^\top \tilde{P}_l \tilde{C}^\top \mathcal{P}_l \tilde{P}_c \\
= \tilde{P}_c^\top (BB^\top + \tilde{P}_l \tilde{A}^\top + \tilde{A} \mathcal{P}_l - \tilde{P}_l \tilde{C}^\top \tilde{C}) \tilde{P}_c \\
- (I_n + \tilde{P}_l^\top \tilde{P}_c)^\top \tilde{C}^\top \tilde{C} (I_n + \tilde{P}_l^\top \tilde{P}_c) \\
\preceq -2 \tilde{P}_c^\top \tilde{R} \tilde{P}_c \preceq 0.
\]

Thus, the pencil \( (\tilde{E}, \tilde{A}; \tilde{P}_l) \) satisfies the requirements of Lemma 22 and, thus, the reduced pencil \( (E_r, A_r - P_r C_r C_r^\top) \) with \( \mathcal{P}_r := K_r \tilde{P}_l K_r^\top \) is regular, impulse-free, and all its finite eigenvalues are in \( \mathbb{C}^- \). Hence, the triple \( (E_r, A_r, C_r) \) is strongly detectable, which concludes the proof.

Let us emphasize that the requirement in Theorem 25 that the reduced pencil \( (E_r, A_r) \) is regular is in general not automatically satisfied, as Example 26 demonstrates. In fact, this is also true for the unstructured LQG balanced truncation approach presented in [20] as is shown in Example 27. However, for the special case that the original pencil \( (\tilde{E}, \tilde{A}) \) is regular and impulse-free, the requirement that \( (E_r, A_r) \) is regular is automatically satisfied, cf. the beginning of the proof of Lemma 22.
Example 26. We consider a port-Hamiltonian descriptor system as in (3) with
\[
E = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & \frac{a^2 + b^2}{b^2 - a^2} & 0 \\ \frac{a^2 + b^2}{b^2 - a^2} & 0 & 1 \\ 0 & -1 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 2 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]
\[
Q = \begin{bmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & b - \frac{1}{b} & 1 \end{bmatrix}, \quad A = (J - R)Q = \begin{bmatrix} -a & \frac{2ab^2}{b^2 - a^2} & 0 \\ \frac{2ab^2}{b^2 - a^2} & -(b + \frac{1}{b}) & 1 \\ 0 & -b & 0 \end{bmatrix},
\]
\[
B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}^\top, \quad C = B^\top Q = \begin{bmatrix} \frac{1}{a} & 0 & 0 \\ 0 & b - \frac{1}{b} & 1 \end{bmatrix},
\]
a = \sqrt{1 + \sqrt{2}} \quad \text{and} \quad b = \sqrt{2 + \sqrt{3}}. \quad \text{Especially, we note that } (E, A) \text{ is regular but not impulse-free, } (E, A, B) \text{ is strongly stabilizable, } (E, A, C) \text{ is strongly detectable, and } Q \text{ is invertible. Furthermore, the realization is balanced with respect to the modified GAREs (17), since stabilizing solutions are given by}
\[
\mathcal{P}_c = \begin{bmatrix} \frac{1}{a} & 0 & 0 \\ 0 & \frac{1}{b} & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \mathcal{P}_f = Q^{-\top} = \begin{bmatrix} \frac{1}{a} & 0 & 0 \\ 0 & \frac{1}{b} & \frac{1}{b} - 1 \\ 0 & 0 & 1 \end{bmatrix}.
\]

After truncating the state corresponding to the characteristic value \( \frac{1}{b} \), the pencil \((E_r, A_r)\) of the reduced-order model is given by
\[
\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \begin{bmatrix} -a \\ 0 \end{bmatrix}
\]
and, thus, singular, since \(E_r\) and \(A_r\) have a non-trivial common null space.

Example 27. We consider a descriptor system given by \((E, A, B, C)\) with
\[
E = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \sqrt{2} & 0 \\ 0 & -\frac{2}{\sqrt{3}} & 1 \end{bmatrix} = C^\top
\]
and note that \((E, A)\) is regular but not impulse-free, \((E, A, B)\) is strongly stabilizable, and \((E, A, C)\) is strongly detectable. Furthermore, the realization is balanced with respect to the GAREs (16) considered in [26], since stabilizing solutions are given by
\[
\mathcal{P}_c = \mathcal{P}_f = \begin{bmatrix} \sqrt{2} - 1 & 0 & 0 \\ 0 & \frac{1}{b} & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

After truncating the state corresponding to the LQG characteristic value \( \frac{1}{b} \), the pencil \((E_r, A_r)\) of the reduced-order model is given by
\[
\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \begin{bmatrix} -1 \\ 0 \end{bmatrix}
\]
and, thus, singular.
4.3 Improvement of the Error Bound by Replacing $Q$

In what follows, we investigate the possibility of exchanging the $Q$ matrix in the pH realization \([\mathbb{R}]\) with the intention of improving, i.e., reducing $\sigma_i$ in the error bound \([39]\), cf. [8, sec. 4.3] for a similar discussion in the ODE case. More precisely, let us assume that the KYP LMI \([12]\) has a maximal solution $X_{\text{max}}$ which we can use instead of $Q$ for the formulation of a port-Hamiltonian system. Then, we have $E^TX_{\text{max}} \succeq E^TQ$ and this property is also preserved after transformation to a semi-explicit realization, see \([3]\). So without loss of generality we may assume that we already started with a semi-explicit realization. Then, we have

$$\sigma_i^2 = \lambda_i \left( \begin{bmatrix} I_r & 0 \end{bmatrix} P_i E^T P_c^T E \begin{bmatrix} I_r \end{bmatrix} \right) = \lambda_i (P_{i11} P_{c11}) = \lambda_i (P_{i11} P_{c11}^{\frac{1}{2}} P_{c11}^{\frac{1}{2}})$$

$$= \lambda_i (P_{c11}^{\frac{1}{2}} P_{c11} P_{c11}^{\frac{1}{2}}) = \lambda_i (P_{c11}^{\frac{1}{2}} Q_{11}^{-1} P_{c11}^{\frac{1}{2}}) \geq \lambda_i (P_{c11}^{\frac{1}{2}} X_{11}^{-1} P_{c11}^{\frac{1}{2}})$$

$$= \lambda_i (X_{11}^{-1} P_{c11}) = \lambda_i \left( \begin{bmatrix} I_r & 0 \end{bmatrix} X_{\text{max}}^{-1} E^T P_c^T E \begin{bmatrix} I_r \end{bmatrix} \right) =: \tilde{\sigma}_i^2$$

for every non-zero eigenvalue $\lambda_i$. Here, $X_{11}$ denotes the upper left $r \times r$ block of $X_{\text{max}}$ and we exploited the semi-explicit form of $E$, the resulting symmetry and positive semidefiniteness of $P_{c11}$, Theorem \([12]\) ii) and (iii), and the fact that the non-zero eigenvalues of $AB$ and $BA$ coincide for all matrices $A$ and $B$ whose dimensions allow for the matrix products to be well-defined. Since the function $f: \mathbb{R}_{\geq 0} \to \mathbb{R}$ with $f(x) := \frac{x^2}{1+x^2}$ is strictly monotonously increasing, the property $\sigma_i^2 \geq \tilde{\sigma}_i^2$ also implies $\frac{\sigma_i^2}{1+\sigma_i^2} \geq \frac{\tilde{\sigma}_i^2}{1+\tilde{\sigma}_i^2}$ which in turn implies that the error bound \([39]\) is minimized when $X_{\text{max}}$ is used for defining the Hamiltonian.

For deriving a procedure to determine $X_{\text{max}}$, we distinguish two cases and begin with index-1 or impulse-free systems before turning to the general setting by means of feedback equivalence transformations.

4.3.1 Procedure for Index-1 Systems

In the following, we assume that \([3]\) is regular and has index 1. Thus, there exists a state space transformation which transforms $(E, A)$ to Weierstraß canonical form, i.e., there exist $S, T \in \text{GL}(n)$ with

$$\bar{E} = SET^{-1} = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{A} = SAT^{-1} = \begin{bmatrix} A_{11} & 0 \\ 0 & A_{n-r} \end{bmatrix}, \quad \bar{B} = SB = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}$$

$$\bar{C} = CT^{-1} = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}$$

with $A_{11} \in \mathbb{R}^{r \times r}$, $B_1, C_1^T \in \mathbb{R}^{r \times m}$, and $B_2, C_2^T \in \mathbb{R}^{(n-r) \times m}$, cf. section \([24]\) especially, $S$ and $T$ can be chosen such that $A_{11}$ is in Jordan canonical form (JCF), but for the following considerations this is not necessary and, thus, we do not enforce $A_{11}$ to be in JCF. This freedom in choosing $S$ and $T$ is in particular helpful for the numerical examples in section \([5]\).
As mentioned in section 2.3 the transformed system is still pH with \( \tilde{A} = (\tilde{J} - \tilde{R})Q \). Furthermore, due to the semi-explicit nature of \( \tilde{E} \) we infer that \( \tilde{Q} \) has the block structure \( \tilde{Q} = \begin{bmatrix} Q_{11} & 0 \\ Q_{21} & Q_{22} \end{bmatrix} \) with \( Q_{11} = Q_{11}^T \succeq 0 \). Thus, we have

\[
\begin{bmatrix}
A_{11} & 0 \\
0 & I_{n-r}
\end{bmatrix} = \begin{bmatrix} (J_{11} - R_{11})Q_{11} + (J_{12} - R_{12})Q_{21} & (J_{12} - R_{12})Q_{22} \\ (J_{21} - R_{12})Q_{11} + (J_{22} - R_{22})Q_{21} & (J_{22} - R_{22})Q_{22} \end{bmatrix}.
\]

(44)

In particular, the lower right block implies \( J_{22} - R_{22}, Q_{22} \in \text{GL}(n-r) \) and \( Q_{22} = (J_{22} - R_{22})^{-1} \). Moreover, the invertibility of \( Q_{22} \) leads to \( J_{12} = R_{12} \) and \( A_{11} = (J_{11} - R_{11})Q_{11} \). In addition, the relation \( Q_{22} = (J_{22} - R_{22})^{-1} \) implies

\[
x^T(Q_{22} + Q_{22}^T)x = x^T((J_{22} - R_{22})^{-1} + (J_{22} - R_{22})^{-T})x
\]

\[
= x^T(J_{22} - R_{22})^{-T}(J_{22} - R_{22})^T(J_{22} - R_{22})^{-1}x
\]

\[
+ x^T(J_{22} - R_{22})^{-T}(J_{22} - R_{22})(J_{22} - R_{22})^{-1}x
\]

\[
= y^T(J_{22} - R_{22} + J_{22} - R_{22})y = -2y^TR_{22}y \leq 0.
\]

Consequently, there exists a skew-symmetric matrix \( J_Q \) and a symmetric positive semidefinite matrix \( R_Q \) satisfying \( Q_{22} = J_Q - R_Q \).

Since the transformed system is still pH, \( \tilde{Q} \) is a solution of the KYP LMI

\[
\begin{bmatrix}
-A^T\tilde{X} - \tilde{X}^T\tilde{A} & \tilde{C}^T - \tilde{X}^T\tilde{B} \\
\tilde{C} - \tilde{B}^T\tilde{X} & 0
\end{bmatrix} \succeq 0,
\]

\[
\tilde{E}^T\tilde{X} = \tilde{X}^T\tilde{E},
\]

cf. section 2.4. Here, \( \tilde{E}^T\tilde{X} = \tilde{X}^T\tilde{E} \) is satisfied if and only if \( X_{11} = X_{11}^T \) and \( X_{12} = 0 \), where \( X_{11} \in \mathbb{R}^{r \times r} \) and \( X_{12} \in \mathbb{R}^{r \times (n-r)} \) denote the upper left and right block of \( \tilde{X} \), respectively. Furthermore, the matrix inequality implies

\[
\begin{bmatrix}
I_r & 0 \\
0 & -B_2
\end{bmatrix}^T
\begin{bmatrix}
-A^T\tilde{X} - \tilde{X}^T\tilde{A} & \tilde{C}^T - \tilde{X}^T\tilde{B} \\
\tilde{C} - \tilde{B}^T\tilde{X} & 0
\end{bmatrix}
\begin{bmatrix}
I_r & 0 \\
0 & -B_2
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-A_{11}^T X_{11} - X_{11} A_{11} & C_1^T - X_{11} B_1 \\
-C_1 - B_1^T X_{11} & -C_2 B_2 - B_2^T C_2
\end{bmatrix} \succeq 0.
\]

(45)

In particular, this matrix inequality is satisfied by \( Q_{11} \). Furthermore, the following lemma yields sufficient conditions for the existence of a maximal solution of this KYP LMI.

**Lemma 28.** Consider the system (31) with regular and impulse-free pair \((E, A)\) and strongly anti-stabilizable triple \((E, A, B)\). Furthermore, consider the corresponding transformed system \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) as in (43) as well as the associated reduced KYP LMI (45). Then, there exists a maximizing solution \( X_{11} = X_{11}^T \) of (45) satisfying \( X_{11} \geq X_{11} \) for all \( X_{11} = X_{11}^T \) solving (45).
Proof. The proof follows along the lines of the proof of Lemma 30 and is therefore omitted. \qed

The following theorem demonstrates how to obtain a port-Hamiltonian realization based on a maximal solution of (45).

**Theorem 29.** Consider the system (33) with regular and impulse-free pair \((E, A)\), strongly stabilizable triple \((E, A, B)\), strongly detectable triple \((E, A, C)\), and invertible \(Q\). Furthermore, consider the corresponding transformed system given by \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) as in (133) and let there exist a maximal solution \(X_{\text{max}}\) to the associated reduced KYP LMI (135) in the sense of Lemma 28. Besides, let

\[
B_2^\top = [U_1 \quad U_2] \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_1^\top \\ V_2^\top \end{bmatrix}
\]

with \(\text{rank}(\Sigma) = \text{rank}(B_2) =: \tilde{r}\) be a singular value decomposition of \(B_2^\top\). Moreover, let us define

\[
X_{21} := V_1 V_1^\top Q_{21} + (B_2^\top)^+ B_2^\top (Q_{11} - X_{\text{max}}), \\
X_{22} := V_1 V_1^\top Q_{22} - V_2 V_2^\top Q_{22} V_1 V_1^\top + V_2 K V_2^\top, \\
\hat{J}_{11} := \frac{1}{2} (A_{11} X_{\text{max}}^{-1} - X_{\text{max}}^{-1} A_{11}^\top), \\
\hat{R}_{11} := -\frac{1}{2} (A_{11} X_{\text{max}}^{-1} + X_{\text{max}}^{-1} A_{11}^\top)
\]

with some arbitrary matrix \(K \in \mathbb{R}^{(n-r-\tilde{r}) \times (n-r-\tilde{r})}\) satisfying \(K + K^\top < 0\). Here, \((B_2^\top)^+ = V_1 \Sigma^{-1} U_1^\top\) denotes the Moore–Penrose inverse of \(B_2^\top\).

Then, the following assertions hold.

(i) The matrix \(X_{22}\) is invertible.

(ii) The matrices \(\tilde{A}\) and \(\tilde{C}\) can be written as

\[
\tilde{A} = \begin{bmatrix} A_{11} & 0 \\ 0 & I_{n-r} \end{bmatrix} = \begin{bmatrix} \hat{J}_{11} & \hat{J}_{12} \\ \hat{J}_{21} & \hat{J}_{22} \end{bmatrix} - \begin{bmatrix} \hat{R}_{11} & \hat{R}_{12} \\ \hat{R}_{21} & \hat{R}_{22} \end{bmatrix} \begin{bmatrix} X_{\text{max}} & 0 \\ X_{21} & X_{22} \end{bmatrix} \Rightarrow \hat{X}
\]

and \(\tilde{C} = B^\top \tilde{X}\), where \(\hat{J}_{12}, \hat{J}_{21}, \hat{J}_{22}, \hat{R}_{12}, \hat{R}_{21}, \hat{R}_{22}\) are defined via

\[
\hat{J}_{12} = -\hat{J}_{21} = \hat{R}_{12} = \hat{R}_{21} := \frac{1}{2} X_{\text{max}}^{-1} X_{21} X_{22}^{-\top}, \\
\hat{J}_{22} := \frac{1}{2} (X_{22}^{-1} - X_{22}^{-\top}), \\
\hat{R}_{22} := -\frac{1}{2} (X_{22}^{-1} + X_{22}^{-\top}).
\]

Furthermore, \(\hat{J}\) is skew-symmetric and \(\hat{R}\) is symmetric and positive semidefinite.

Proof. First, we emphasize that the transformation to (133) is well-defined due to the impulse-freeness of \((E, A)\). Furthermore, since \(Q_{11}\) is a solution of (135) and positive definite due to the invertibility of \(Q\), the invertibility of \(X_{\text{max}} \succeq Q_{11}\) is guaranteed.
(i) Let \( \alpha \in \mathbb{R}^{n-r} \) be in the kernel of \( X_{22} \). Furthermore, define \( \beta := V_1^T \alpha \in \mathbb{R}^r \) and \( \gamma := V_2^T \alpha \in \mathbb{R}^{n-r-r} \) yielding \( \alpha = V_1 \beta + V_2 \gamma \). Since \( \alpha \) is in the kernel of \( X_{22} \), we have

\[
V_1 V_1^T Q_{22} \alpha - V_2 V_2^T Q_{22} V_1 V_1^T \alpha + V_2 K V_2^T \alpha = 0
\]

which is equivalent to

\[
0 = V_1^T Q_{22} \alpha = V_1^T Q_{22} (V_1 \beta + V_2 \gamma),
\]

\[
0 = K V_2^T \alpha - V_2^T Q_{22} V_1 V_1^T \alpha = K \gamma - V_2^T Q_{22} V_1 \beta
\]

or in matrix notation

\[
\begin{bmatrix}
V_1^T Q_{22} V_1 & V_1^T Q_{22} V_2 \\
-V_2^T Q_{22} V_1 & K
\end{bmatrix}
\begin{bmatrix}
\beta \\
\gamma
\end{bmatrix} = 0.
\]

Multiplying this equation from the left by \([\beta^T \; \gamma^T]\) yields

\[
0 = \beta^T V_1^T Q_{22} V_1 \beta + \gamma^T K \gamma = -\beta^T V_1^T R_Q V_1 \beta + \frac{1}{2} \gamma^T (K + K^T) \gamma,
\]

where we used \( Q_{22} = J_Q - R_Q \), see the beginning of section 4.3.1. Since \( K + K^T < 0 \) and since \( R_Q \geq 0 \), this equation implies \( \gamma = 0 \) and \( R_Q V_1 \beta = 0 \). Using these findings and (46) gives us \( V_1^T Q_{22} V_1 \beta = 0 \) and, hence, \( J_Q V_1 \beta = 0 \) and, thus, altogether \( Q_{22} V_1 \beta = 0 \). Since \( Q_{22} \) is invertible and since \( V_1 \) has full column rank, it follows \( \beta = 0 \) and, hence, altogether \( \alpha = 0 \). Consequently, since its kernel consists just of the zero vector, \( X_{22} \) is invertible.

(ii) Straightforward calculations yield

\[
\begin{bmatrix}
\tilde{J}_{11} & \tilde{J}_{12} \\
\tilde{J}_{21} & \tilde{J}_{22}
\end{bmatrix}
- \begin{bmatrix}
\tilde{R}_{11} & \tilde{R}_{12} \\
\tilde{R}_{21} & \tilde{R}_{22}
\end{bmatrix}
\begin{bmatrix}
X_{\max} & 0 \\
X_{\max} & X_{22}
\end{bmatrix}
= \begin{bmatrix}
A_{11} & 0 \\
-X_{22}^{-1} X_{21} X_{\max} + X_{22}^{-1} X_{21} & I_{n-r}
\end{bmatrix}
\begin{bmatrix}
A_{11} & 0 \\
0 & I_{n-r}
\end{bmatrix} = \tilde{A}.
\]

Before we show the relation \( \tilde{C} = \tilde{B}^T \tilde{X} \), let us once more consider the KYP LMI (45) which in particular implies that for all \( \tilde{x}_1 \in \mathbb{R}^r \) and \( \tilde{x}_2 \in \ker(B_2) = \text{im}(U_2) \subseteq \mathbb{R}^m \) we have

\[
0 \leq \begin{bmatrix}
\tilde{x}_1^T \\
\tilde{x}_2^T
\end{bmatrix}
\begin{bmatrix}
-A_{11} X_{\max} - X_{\max} A_{11} & C_1^T - X_{\max} B_1 \\
C_1 - B_1^T X_{\max} & -C_2 B_2 - B_2^T C_2
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1 \\
\tilde{x}_2
\end{bmatrix}
= -2 \tilde{x}_1^T X_{\max} A_{11} \tilde{x}_1 + 2 \tilde{x}_1^T (C_1^T - X_{\max} B_1) \tilde{x}_2 - 2 \tilde{x}_2^T C_2 B_2 \tilde{x}_2
= -2 \tilde{x}_1^T X_{\max} A_{11} x_1 + 2 \tilde{x}_1^T (Q_{11} B_1 + Q_{21} B_2 - X_{\max} B_1) x_2
= -2 \tilde{x}_1^T X_{\max} A_{11} x_1 + 2 \tilde{x}_1^T (Q_{11} - X_{\max}) B_1 x_2.
\]
Especially, this can only hold for all $x_1 \in \mathbb{R}^r$ if $(Q_{11} - X_{\max})B_1x_2 = 0$. Thus, we showed $\text{ker}(B_2) = \text{im}(U_2) \subseteq \text{ker}((Q_{11} - X_{\max})B_1)$. Using this, we obtain

\[ \tilde{B}^\top \tilde{X} = [B_1^\top B_2^\top] \begin{bmatrix} X_{\max} & 0 \\ X_{21} & X_{22} \end{bmatrix} = [B_1^\top X_{\max} + B_2^\top X_{21} B_2^\top X_{22}]
\]

Thus, we showed $\text{ker}(\hat{A}) \subseteq \text{ker}((Q_{11} - X_{\max})B_1)$. Using this, we obtain

\[ \tilde{B}^\top \tilde{X} = [B_1^\top B_2^\top] \begin{bmatrix} X_{\max} & 0 \\ X_{21} & X_{22} \end{bmatrix} = [B_1^\top X_{\max} + B_2^\top (V_1^\top Q_{21} + B_2^\top (Q_{11} - X_{\max}) B_2^\top X_{22}]
\]

Consequently, $\hat{\beta} = 0$ is equivalent to $\hat{\beta} \leq 0$. To show that $\hat{\beta} \leq 0$, let $x_1 \in \mathbb{R}^r$ and $x_2 \in \mathbb{R}^{n-r}$ be arbitrary. Furthermore, let $\beta \in \mathbb{R}^r$ and $\gamma \in \mathbb{R}^{n-r}$ be such that $x_2 = V_1 \beta + V_2 \gamma$. Then, there holds

\[ x_1^\top \begin{bmatrix} \beta^\top V_1^\top + \gamma^\top V_2^\top \\ X_{\max} A_{11} + A_{11}^\top X_{\max} \end{bmatrix} \begin{bmatrix} X_{\max} & 0 \\ X_{21} & X_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ -X_{21} \end{bmatrix} \begin{bmatrix} X_{\max} & 0 \\ X_{21} & X_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ -X_{21} \end{bmatrix} \begin{bmatrix} V_1 \beta + V_2 \gamma \end{bmatrix}
\]
\[\begin{align*}
+ \beta^T \Sigma^{-1} U_1^T (C_2 B_2 + B_2^T C_2^T) U_1 \Sigma^{-1} \beta \\
= \begin{bmatrix} x_1 \\ U_1 \Sigma^{-1} \beta \end{bmatrix}^T \begin{bmatrix}
X_{\text{max}} A_{11} + A_1^T X_{\text{max}} & X_{\text{max}} B_1 - C_1^T \\
B_1^T X_{\text{max}} - C_1 & C_2 B_2 + B_2^T C_2^T 
\end{bmatrix} \begin{bmatrix} x_1 \\ U_1 \Sigma^{-1} \beta \end{bmatrix} \\
\leq 0.
\end{align*}\]

Consequently, \( \hat{R} \) is positive semidefinite which concludes the proof.

Since \( Q_{11} \) is a solution of (45), any maximal solution \( X_{\text{max}} \) of (45) satisfies \( X_{\text{max}} \succeq Q_{11} \) or, equivalently,

\[\bar{E}^T \hat{X} = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} X_{\text{max}} & 0 \\ 0 & X_{22} \end{bmatrix} = \begin{bmatrix} X_{\text{max}} & 0 \\ 0 & 0 \end{bmatrix} \geq \begin{bmatrix} Q_{11} & 0 \\ 0 & 0 \end{bmatrix} = \bar{E}^T \bar{Q}.\]

Furthermore, the replacement of \( \bar{Q} \) by \( \hat{X} \) as presented in Theorem 29 does not change the realization \((E, \bar{A}, \bar{B}, \bar{C})\) and, thus, we can again use \( \bar{S} \) and \( \bar{T} \) to transform the system back and obtain

\[A = \bar{S}^{-1} \bar{A} T = \bar{S}^{-1} \left( \bar{J} - \bar{R} \right) \bar{S}^{-\top} \bar{S}^\top \hat{X} T = (\bar{J} - \bar{R}) \bar{Q}\]

with \( \bar{J} := \bar{S}^{-1} \bar{J} \bar{S}^{-\top}, \bar{R} := \bar{S}^{-1} \bar{R} \bar{S}^{-\top}, \) and \( \bar{Q} := \bar{S} \hat{X} T, \) as well as

\[C = \bar{C} T = \bar{B}^\top \bar{S}^{-\top} \bar{S}^\top \hat{X} T = \bar{B}^\top \bar{Q}.\]

Especially, we note that

\[E^\top \bar{Q} = T^\top \bar{E}^\top \bar{S}^{-\top} \bar{S}^\top \hat{X} T = T^\top \bar{E}^\top \hat{X} T \succeq T^\top \bar{E}^\top \bar{Q} T = E^\top \bar{Q}. \quad (47)\]

### 4.3.2 Procedure for Systems with Arbitrary Index

As in section 4.3.1, we consider (3), but in this subsection we do not assume any restrictions for the index. In a first step, we apply a feedback \( u_F = -y = -Cx = -B^\top \bar{Q} x \) to the system to obtain

\[\begin{align*}
E \dot{x} &= (J - R - BB^\top) Q x + B u, \quad x(0) = 0, \\
y &= B^\top \bar{Q} x.
\end{align*}\]

The resulting system (48) is obviously still port-Hamiltonian with new dissipation matrix \( R + BB^\top \). Moreover, if \( Q \) is invertible and \((E, A, B, C)\) meets the requirements of Theorem 14, then \((E, (J - R - BB^\top) Q)\) is regular and impulse-free by Theorem 14(iii). Thus, there exists a state space transformation which transforms (48) to Weierstrass canonical form, i.e., there exist \( S, T \in \text{GL}(n) \) with

\[\bar{E} = SET^{-1} = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{A} = S(A - BC) T^{-1} = \begin{bmatrix} A_{11} & 0 \\ 0 & I_{n-r} \end{bmatrix}\]

(49)
and similarly $\widetilde{B} = SB$ and $\widetilde{C} = CT^{-1}$ with block partitioning $\widetilde{B}^\top = [B_1^\top \ B_2^\top]$ and $\widetilde{C} = [C_1 \ C_2]$ in accordance with the partitioning in (49). Again, note that for the following considerations we do not need $A_{11}$ to be in JCF, which allows us some more freedom in choosing $S$ and $T$.

Similarly as in section 4.3.1 we conclude that $Q_{22}$ is invertible and that there exists a skew-symmetric matrix $J_Q$ and a symmetric positive semidefinite matrix $R_Q$ satisfying $Q_{22} = J_Q - R_Q$.

Due to the special structure of the transformed system, $\widetilde{Q}$ is a solution to the KYP LMI

$$
\begin{pmatrix}
-\widetilde{A}^\top \widetilde{X} - \widetilde{X}^\top \widetilde{A} - 2\widetilde{C}^\top \widetilde{C} & \widetilde{C}^\top - \widetilde{X}^\top \widetilde{B} \\
\widetilde{C} - \widetilde{B}^\top \widetilde{X} & 0 
\end{pmatrix} \succeq 0, \\
\widetilde{E}^\top \widetilde{X} = \widetilde{X}^\top \widetilde{E}. 
$$

(50)

When substituting $\widetilde{Q}$ for $\widetilde{X}$, the fact that the equations $\widetilde{E}^\top \widetilde{Q} = \widetilde{Q}^\top \widetilde{E}$ and $\widetilde{C}^\top - \widetilde{Q}^\top \widetilde{B} = 0$ are satisfied follows directly from the fact that the transformed system is port-Hamiltonian. Furthermore, the upper left block of the LMI is satisfied due to

$$
- \widetilde{A}^\top \widetilde{Q} - \widetilde{Q}^\top \widetilde{A} - 2\widetilde{C}^\top \widetilde{C} = -\widetilde{Q}^\top (\widetilde{J}^\top - \widetilde{R}^\top - \widetilde{B} \widetilde{B}^\top) \widetilde{Q} - \widetilde{Q}^\top (\widetilde{J} - \widetilde{R} - \widetilde{B} \widetilde{B}^\top) \widetilde{Q} - 2\widetilde{Q}^\top \widetilde{B} \widetilde{B}^\top \widetilde{Q} = 2\widetilde{Q}^\top \widetilde{R} \widetilde{Q} \succeq 0.
$$

Again, the matrix equation in (50) is satisfied if and only if $X_{11}$ is symmetric and $X_{12} = 0$. Furthermore, the matrix inequality implies

$$
\begin{bmatrix}
I_r & 0 \\
0 & -B_2 \\
0 & I_m
\end{bmatrix}^\top
\begin{bmatrix}
-\widetilde{A}^\top \widetilde{X} - \widetilde{X}^\top \widetilde{A} - 2\widetilde{C}^\top \widetilde{C} & \widetilde{C}^\top - \widetilde{X}^\top \widetilde{B} \\
\widetilde{C} - \widetilde{B}^\top \widetilde{X} & 0 
\end{bmatrix}
\begin{bmatrix}
I_r & 0 \\
0 & -B_2 \\
0 & I_m
\end{bmatrix}
= \begin{bmatrix}
-A_{11}^\top X_{11} - X_{11} A_{11} - 2C_1^\top C_1 & C_1^\top - X_{11} B_1 + 2C_2^\top B_2 B_2 \\
C_1 - B_1^\top X_{11} + 2B_2^\top C_2 & -C_2 B_2 - B_2^\top C_2 - 2B_2^\top C_2 B_2 
\end{bmatrix} \succeq 0.
$$

(51)

In particular, this matrix inequality is satisfied by $Q_{11}$. Furthermore, the following lemma provides conditions for the existence of a maximal solution of this KYP LMI.

**Lemma 30.** Consider the system (3) with regular pair $(E, A)$, strongly controllable triple $(E, A, B)$, strongly detectable triple $(E, A, C)$, and invertible matrix $Q$. Furthermore, consider the corresponding transformed system $(\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C})$ as in (49) as well as the associated reduced KYP LMI (51). Then, there exists a maximizing solution $X_{11} = X_{11}^\top$ of (51) satisfying $X_{11} \succeq X_{11}$ for all $X_{11} = X_{11}^\top$ solving (51).

**Proof.** First, since the requirements of Theorem 14 are satisfied and since $Q$ is invertible, the transformation to $(\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C})$ as in (49) is well-defined. Furthermore, since $Q_{11} = Q_{11}^\top$ solves the reduced KYP LMI (51), by Theorems 6 and 7.
it is sufficient to show that the triple \((I_r, A_{11}, B_1)\) is strongly anti-stabilizable. Note that \((I_r, A_{11})\) is trivially regular and \((I_r, A_{11}, B_1)\) is trivially impulse controllable, since \(I_r\) is invertible.

Since \((E, A, B)\) is strongly controllable and, thus, in particular strongly anti-stabilizable, we infer that also the triple \((E, A - BC, B)\) obtained via the output feedback as in (48) is strongly anti-stabilizable. This follows from the definition of anti-stabilizability in Definition 2 and from the relation

\[
[\lambda E - A + BC\ B] = [\lambda E - A\ B] \begin{bmatrix} I_n & 0 \\ C & I_m \end{bmatrix}
\]

for all \(\lambda \in \mathbb{C}\).

As a consequence, also the triple \((\tilde{E}, \tilde{A}, \tilde{B})\) is anti-stabilizable which follows from

\[
[\lambda \tilde{E} - \tilde{A} \ \tilde{B}] = S [\lambda E - A + BC\ B] \begin{bmatrix} T^{-1} & 0 \\ 0 & I_m \end{bmatrix}
\]

for all \(\lambda \in \mathbb{C}\).

Finally, the anti-stabilizability of \((I_r, A_{11}, B_1)\) follows from the calculation

\[
n = \text{rank} \left( [\lambda \tilde{E} - \tilde{A} \ B] \right) = \text{rank} \left( [\lambda I_r - A_{11} 0 \ B_1] \right) = \text{rank} \left( [\lambda I_r - A_{11} \ 0 \ -I_{n-r} \ B_1] \right) = \text{rank} \left( [\lambda I_r - A_{11} \ B_1] \right) \quad \text{for all } \lambda \in \mathbb{C}.
\]

The following theorem shows how to obtain a port-Hamiltonian realization based on a maximal solution of (51). The corresponding proof is outlined in appendix B.

**Theorem 31.** Consider the system (3) with regular pair \((E, A)\), strongly stabilizable triple \((E, A, B)\), strongly detectable triple \((E, A, C)\), and invertible \(Q\). Furthermore, consider the corresponding transformed system \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})\) as in (49) and let there exist a maximal solution \(X_{\max}\) to the associated reduced KYP LMI (51) in the sense of Lemma 30. Besides, let

\[
B_2^T = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix} = U_1 \Sigma V_1^T
\]

with \(\text{rank}(\Sigma) = \text{rank}(B_2) =: \tilde{r}\) be a singular value decomposition of \(B_2^T\). Moreover, we define

\[
X_{21} := V_1 V_1^T Q_{21} + (B_2^T)^+ B_1^T (Q_{11} - X_{\max}) - 2V_2 V_2^T C_2^T C_1,
\]
\[
X_{22} := V_1 V_1^T Q_{22} - V_2 V_2^T Q_{22} V_1 V_1^T + V_2 K V_2^T - 2V_2 V_2^T C_2^T C_2 V_1 V_1^T,
\]
\[
\hat{J}_{11} := \frac{1}{2} (A_{11} X_{\max}^{-1} - X_{\max}^{-1} A_{11}), \quad \hat{R}_{11} := -\frac{1}{2} (A_{11} X_{\max}^{-1} + X_{\max}^{-1} A_{11}) - B_1 B_1^T
\]
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with some arbitrary matrix $K \in \mathbb{R}^{(n-r-r) \times (n-r-r)}$ satisfying

$$K + K^\top \prec -2V_2^\top C_2^\top C_2 V_2.$$  \hspace{1cm} (52)

Then, the following assertions hold.

(i) The matrix $X_{22}$ is invertible.

(ii) The matrices $\tilde{A}$ and $\tilde{C}$ can be written as

$$\tilde{A} = \begin{bmatrix} A_{11} & 0 \\ 0 & I_{n-r} \end{bmatrix} = \begin{pmatrix} \tilde{J}_{11} & \tilde{J}_{12} \\ \tilde{J}_{21} & \tilde{J}_{22} \end{pmatrix} - \begin{pmatrix} \tilde{R}_{11} & \tilde{R}_{12} \\ \tilde{R}_{21} & \tilde{R}_{22} \end{pmatrix} - B_1 B_2^\top \begin{bmatrix} X_{\text{max}} \\ 0 \\ X_{21} \end{bmatrix}$$

and $\tilde{C} = B_1^\top \hat{X}$, where $\tilde{J}_{12}, \tilde{J}_{21}, \tilde{J}_{22}, \tilde{R}_{12}, \tilde{R}_{21}, \tilde{R}_{22}$ are defined via

$$\tilde{J}_{12} = -\tilde{J}_{21} = \frac{1}{2} X_{\text{max}}^{-1} X_{21}^\top X_{22}^{-\top}, \quad \tilde{R}_{12} = \tilde{R}_{21}^\top := \tilde{J}_{12} - B_1 B_2^\top,$$

$$\tilde{J}_{22} := \frac{1}{2} (X_{22}^{-1} - X_{22}^{-\top}), \quad \tilde{R}_{22} := -\frac{1}{2} (X_{22}^{-1} + X_{22}^{-\top}) - B_2 B_2^\top.$$

Furthermore, $\tilde{J}$ is skew-symmetric and $\tilde{R}$ is symmetric and positive semidefinite.

Similarly as outlined in section 4.3.1, we can use the factorization presented in Theorem 31 to replace the $Q$ matrix by $\hat{X}$. After transforming back and undoing the original feedback via the reverse feedback $u_\hat{F} = y = Cx$, we obtain an alternative port-Hamiltonian representation of $(E, A, B, C)$ via $(E, (\hat{J} - \hat{R})Q, B, B^\top Q)$ with $E^\top Q \succeq E^\top Q$.

The relation between the KYP LMI (12) associated to the original pH system and the reduced KYP LMI in (51) has been investigated in a more general setting in [36]. The following statement is a special case of Proposition 3.2.2 b) in [36] for the port-Hamiltonian setting considered here. Especially, it implies that a maximal solution of the reduced KYP LMI in (51) corresponds to a maximal solution of the original KYP LMI (12).

**Theorem 32.** Consider the system (3) with regular pair $(E, A)$, strongly stabilizable triple $(E, A, B)$, strongly detectable triple $(E, A, C)$, and invertible matrix $Q$, as well as the associated KYP LMI (12). Furthermore, consider the corresponding transformed system $(\hat{E}, \hat{A}, \hat{B}, \hat{C})$ as in (49) as well as the associated reduced KYP LMI (51). Then, for any solution $X \in \mathbb{R}^{n \times n}$ of (12) the matrix

$$X_{11} = \begin{bmatrix} I_r & 0 \\ 0 & S^{-\top} X T^{-1} \end{bmatrix}$$

is symmetric and a solution of (51). Conversely, let $X_{11} \in \mathbb{R}^{r \times r}$ be a symmetric solution of (51). Then, for any $X_{21} \in \mathbb{R}^{(n-r) \times r}$ and $X_{22} \in \mathbb{R}^{(n-r) \times (n-r)}$, the matrix

$$X = S^\top \begin{bmatrix} X_{11} & 0 \\ X_{21} & X_{22} \end{bmatrix} T$$

is a solution of (12).
Proof. First, since the requirements of Theorem 14 are satisfied and since $Q$ is invertible, the transformation to $(\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})$ as in (49) is well-defined. The fact that $X$ solves (12) if and only if $\tilde{X} = S^{-\top}XT^{-1}$ solves
\[
\begin{bmatrix}
-\tilde{A}^\top \tilde{X} - \tilde{X}^\top \tilde{A} - 2\tilde{C}^\top \tilde{C} - \tilde{X}^\top \tilde{B} \\
\tilde{C} - \tilde{B}^\top \tilde{X}
\end{bmatrix}
\succeq \tilde{\nu}_{sys} \begin{bmatrix} 0 \\ 0
\end{bmatrix}, \\
\tilde{E}^\top \tilde{X} = \tilde{X}^\top \tilde{E}
\] (55)
is a direct consequence of Proposition 3.2.2 b) from [36]. Furthermore, since the system space of $(\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C})$ is given by
\[
\tilde{\nu}_{sys} = \im \begin{bmatrix}
I_r \\
0 \\
0 \\
0
\end{bmatrix},
\]
cf. [31, eq. (3.2)], $S^{-\top}XT^{-1}$ solves (55) if and only if $X_{11}$ as defined in (53) is symmetric and solves (51), which concludes the proof. 

5 Numerical Examples

In this section, we validate our theoretical findings by means of numerical results for two port-Hamiltonian descriptor systems. Since the main purpose is to demonstrate the general potential of our approach, we do not push to the limits in terms of the system dimensions of the original models. As we detail below, to a certain extent this is due to numerical ill-conditioning that requires a more in depth analysis that is out of the scope of this article.

All simulations were generated on an AMD Ryzen 7 PRO 4750U @ 1.7 GHz x 16, 32 GB RAM with MATLAB® version R2020b.

In the following we list some details regarding the implementation used for the numerical experiments presented in subsections 5.1 and 5.2.

• The errors between the FOM and the ROMs are measured by means of the $\mathcal{H}_\infty$ norm of the coprime factors, cf. (39). For the numerical computation of the $\mathcal{H}_\infty$ norm, we use the Control System Toolbox of MATLAB®.

• Determining an optimal Hamiltonian as outlined in section 4.3 involves finding a maximal solution of a KYP LMI of the form (45) or (51). This is done by considering the KYP LMIs dual to (45) or (51) which are solved for the minimal solutions. We then obtain the maximal solutions of (45) or (51) by inversion. Both considered examples lead to a singular lower right block of the block matrix on the left-hand side of (45) or (51).

Following ideas for the ODE case, see [37, Theorem 2], we introduce an artificial feedthrough term $D + D^\top = 10^{-12}I_m$ in order to replace the occurring KYP LMIs by algebraic Riccati equations associated with the Schur complements of (45) or (51).

• All standard Riccati equations are solved with theicare routine from the Control System Toolbox of MATLAB®.
Reduced system dimension

\[ r \]

\[
\begin{bmatrix} M_1 & 0 & 0 \\ 0 & M_2 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} = \begin{bmatrix} 0 & -G & 0 \\ G^\top & -D & N^\top \\ 0 & -N & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} + \begin{bmatrix} 0 \\ B_2 \end{bmatrix} u
\]

\[ y = \begin{bmatrix} 0 & B_2^\top & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}, \]

where \( M_1, M_2, D \) are symmetric and positive definite, and \( N \) has full row rank. This is an index-2 DAE, see [13] Rem. 2.2, and in particular it is not impulse-controllable. In order to make the system impulse-controllable we perform an
index reduction as outlined in [21, sec. 3.3] and arrive at the equivalent index-1 pHDAE

\[
\begin{bmatrix}
M_1 & 0 & 0 \\
0 & V^T M_2 V & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 & -GV & 0 \\
V^T G^T & -V^T D V & 0 \\
0 & 0 & -I
\end{bmatrix}
\begin{bmatrix}
x_1 \\
\bar{x}_2 \\
\bar{x}_3
\end{bmatrix} +
\begin{bmatrix}
0 \\
V^T B_2 \\
0
\end{bmatrix} u
\]

\[
y = \begin{bmatrix} 0 & B_2^T V & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ \bar{x}_2 \\ \bar{x}_3 \end{bmatrix}.
\]

Here, the columns of the full column rank matrix \(V\) span the kernel of \(N\). Note that the resulting system is impulse-controllable, but it is also essentially an ODE since the algebraic constraint does not contribute to the input-output map and could, thus, be removed.

The resulting index-1 system can be brought into semi-explicit form via a state space transformation leading to

\[
\begin{bmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\bar{x}}_1 \\
\dot{\bar{x}}_2 \\
\dot{\bar{x}}_3
\end{bmatrix} =
\begin{bmatrix}
L_2^{-T} V^T G^T L_1^{-1} & -L_1^{-T} G V L_2^{-1} & 0 \\
0 & -L_2^{-T} V^T D V L_2^{-1} & 0 \\
0 & 0 & -I
\end{bmatrix}
\begin{bmatrix}
\bar{x}_1 \\
\bar{x}_2 \\
\bar{x}_3
\end{bmatrix} +
\begin{bmatrix}
0 \\
L_2^{-T} V^T B_2 \\
0
\end{bmatrix} u
\]

\[
y = \begin{bmatrix} 0 & B_2^T V L_2^{-1} & 0 \end{bmatrix} \begin{bmatrix} \bar{x}_1 \\ \bar{x}_2 \\ \bar{x}_3 \end{bmatrix},
\]

where \(M_1 = L_1^T L_1\) and \(M_2 = L_2^T L_2\) are Cholesky factorizations of \(M_1\) and \(M_2\), respectively. For the numerical simulations, we use the parameters from [13] except for the damping parameter \(d_0\) (globally modelling different friction coefficients of the pipes) which we set to \(d_0 = 25\). For the damped waved equations on the individual pipes, we perform finite element discretizations with 50 inner nodes, leading to a descriptor system of dimension \(n = 721\), including 4 algebraic constraints. Since the computation of a maximal solution to (45) via inversion of a minimal solution to the dual KYP LMI is numerically ill-conditioned, we first construct a reduced system of dimension \(n = 252\) by our approach using the canonical Hamiltonian. Let us however emphasize that for the computation of the errors, we use the original realization.

In Figure 11 we show the results for reduced models obtained by Algorithm 1 and the classical LQG-BT method from [26]. For our approach, we distinguish between the canonical port-Hamiltonian representation associated with a finite element discretization of the model equations and an improved representation constructed along the findings from subsection 4.3. We remark the following two observations that confirm our theoretical discussion: on the one hand, the error as well as the error bound for an optimal choice of the Hamiltonian decays significantly faster than in the canonical case. Moreover, in terms of the \(H_{\infty}\)-error
of the coprime factors, our approach yields reduced systems that are comparable to those obtained by classical (unstructured) LQG balanced truncation.

5.2 Mass-Spring-Damper System

We consider a constrained mass-spring-damper system, similar as in [33, sec. 3.4], given by

\[ M\ddot{x} + D\dot{x} + Kx - N^T\lambda = 0, \]
\[ N\dot{x} = u, \]
\[ y = \lambda. \]

Here, \( M = cI \) with \( c \in \mathbb{R}_{>0} \), \( K \), and \( D \) are symmetric and positive definite. In contrast to [33], we modified the algebraic constraint, since not the relative position between the first and the last mass in the system is controlled, but instead their relative velocity. Otherwise, the resulting first-order system would have index 3 and, thus, could not be port-Hamiltonian, cf. [23 Thm. 4.3]. Furthermore, we modified the output equation such that the Lagrange multiplier \( \lambda \) is measured which corresponds to the force which needs to be applied to the
system in order to enforce the algebraic constraint. A first-order formulation reads

\[
\begin{bmatrix}
    K & 0 & 0 \\
    0 & M & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2 \\
    \dot{x}_3
\end{bmatrix}
= \begin{bmatrix}
    0 & K & 0 \\
    -K & -D & N^T \\
    0 & -N & 0
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix} u,
\]

\[y = \begin{bmatrix}
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix},\]

which is pH with \( Q = I \). A corresponding semi-explicit form is given by

\[
\begin{bmatrix}
    I & 0 & 0 \\
    0 & I & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2 \\
    \dot{x}_3
\end{bmatrix}
= \begin{bmatrix}
    0 & \frac{1}{\sqrt{c}} L^T & 0 \\
    -\frac{1}{\sqrt{c}} L & -\frac{1}{\sqrt{c}} D & -\frac{1}{\sqrt{c}} N^T \\
    0 & \frac{1}{\sqrt{c}} N & -1
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix} u,
\]

\[y = \begin{bmatrix}
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    \tilde{x}_1 \\
    \tilde{x}_2 \\
    \tilde{x}_3
\end{bmatrix},\]

where \( K = L L^T \) is a Cholesky decomposition of \( K \). This system has index 2 and, thus, in order to improve the error bound by replacing \( Q \), we need to apply a regularizing output feedback leading to

\[
\begin{bmatrix}
    I & 0 & 0 \\
    0 & I & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2 \\
    \dot{x}_3
\end{bmatrix}
= \begin{bmatrix}
    0 & \frac{1}{\sqrt{c}} L^T & 0 \\
    -\frac{1}{\sqrt{c}} L & -\frac{1}{\sqrt{c}} D & -\frac{1}{\sqrt{c}} (D + N^T N) \\
    0 & \frac{1}{\sqrt{c}} N & -1
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix} u
\]

\[y = \begin{bmatrix}
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    \tilde{x}_1 \\
    \tilde{x}_2 \\
    \tilde{x}_3
\end{bmatrix},\]

By performing a state space transformation, we obtain the equivalent realization

\[
\begin{bmatrix}
    I & 0 & 0 \\
    0 & I & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    \tilde{x}_1 \\
    \tilde{x}_2 \\
    \tilde{x}_3
\end{bmatrix}
= \begin{bmatrix}
    0 & \frac{1}{\sqrt{c}} L^T & 0 \\
    -\frac{1}{\sqrt{c}} L & -\frac{1}{\sqrt{c}} (D + N^T N) & 0 \\
    0 & \frac{1}{\sqrt{c}} N & -1
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix} u
\]

\[y = \begin{bmatrix}
    0 & \frac{1}{\sqrt{c}} N & 1
\end{bmatrix}
\begin{bmatrix}
    \tilde{x}_1 \\
    \tilde{x}_2 \\
    \tilde{x}_3
\end{bmatrix},\]

where differential and algebraic equations are decoupled. Note that one could also perform a state space transformation where additionally the \( A_{11} \) block is in Jordan canonical form and, thus, the whole system would be in Weierstraß canonical form, but this is not necessary for our approach, cf. section 4.3. The new \( Q \) matrix resulting from the state space transformation leading to (56).
reads
\begin{equation}
Q = \begin{bmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & -\frac{2}{\sqrt{c}}N & -1
\end{bmatrix}.
\end{equation}

For our experiments, we choose the same parameter values as in [33], but we set the bulk damping parameters to 2 and the boundary damping to 4. Furthermore, we consider a system of 500 masses, leading to a system of dimension \( n = 1001 \) with a single algebraic constraint. Since the resulting system is uncontrollable, we further use the MATLAB \(^{\circledR} \) routine \texttt{ctrbf} to obtain a minimal realization of dimension \( n = 501 \), including 1 algebraic constraint.

As shown in Figure 2, we obtain similar results as in the case of the transport network. In particular, changing the Hamiltonian in the system representation drastically reduces the error as well as the error bound of our approach by several orders of magnitude. Moreover, the error corresponding to an optimal choice is on a level that is almost identical to the one of the unstructured approach from [26].

6 Conclusion

In this paper we propose a new structure-preserving model reduction method for linear port-Hamiltonian systems of differential-algebraic equations. The approach is based on balancing the solutions of two generalized algebraic Riccati equations and subsequent truncation. The structure preservation is ensured by a proper choice of the weighting matrices of the Riccati equations which yields as a side product a passive LQG-like controller which ensures that the closed-loop system is regular, impulse-free, and asymptotically stable. Similarly as in classical LQG balanced truncation, the approximation error of the reduced-order model obtained by the new method can be estimated a priori by an error bound in the gap metric. Moreover, we show how exploiting the freedom in choosing the Hamiltonian may lead to a faster decay of this error bound. This step involves determining an extremal solution of a Kalman–Yakubovich–Popov linear matrix inequality. The theoretical findings are illustrated by means of two numerical examples: a transport network and a constrained mass-spring-damper system.

Interesting future research directions include the extension to nonlinear and to infinite-dimensional port-Hamiltonian systems. Furthermore, the focus of this paper is on the theory, whereas developing an efficient and robust numerical implementation is subject to future investigations.
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A Theoretical Rationale behind Algorithm 1

In this section, we demonstrate that Algorithm 1 indeed computes a reduced-order model as in Theorem 19. To this end, we first observe that \( S_\ell^T \) and \( T_\ell \) may be obtained by truncating the transformation matrices

\[
S = \begin{bmatrix}
\bar{\Sigma}_1^{-\frac{1}{2}} \bar{U}_1^T L_{P_1}^T E^+ \\
\bar{V}_2^T L_{P_1}(E^+)^T E^T Q E^+
\end{bmatrix}, \quad
T^{-1} = \begin{bmatrix}
E^+ L_{P_1} \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}} & E^+ L_{P_1} \bar{V}_2 & V_2
\end{bmatrix}.
\]

(57)

In the following, we show that these transformation matrices applied to the port-Hamiltonian full-order model (3) lead indeed to a balanced realization as described in Theorem 18. First, we show that the transformed system is semi-explicit by considering

\[
SET^{-1} = \begin{bmatrix}
\bar{E}_{11} & \bar{E}_{12} & 0 \\
\bar{E}_{21} & \bar{E}_{22} & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

where the single blocks are given by

\[
\bar{E}_{11} = \bar{\Sigma}_1^{-\frac{1}{2}} \bar{U}_1^T L_{P_1}^T E^+ E E^+ L_{P_1} \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}} = \bar{\Sigma}_1^{-\frac{1}{2}} \bar{U}_1^T L_{P_1}^T E^+ L_{P_1} \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}}
\]

\[
\bar{E}_{12} = \bar{\Sigma}_1^{-\frac{1}{2}} \bar{U}_1^T L_{P_1}^T E^+ L_{P_1} \bar{V}_2 = 0,
\]

\[
\bar{E}_{21} = \bar{V}_2^T L_{P_1}(E^+)^T E^T Q E^+ E E^+ L_{P_1} \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}}
\]

\[
= \bar{V}_2^T \bar{L}_{P_1} (E^+)^T E^T Q E^+ L_{P_1} \bar{V}_1 \bar{\Sigma}_1 \bar{U}_1 \bar{\Sigma}_1^{-\frac{1}{2}}
\]

\[
= \bar{V}_2^T \bar{L}_{P_1} (E^+)^T E^T Q E^+ E \bar{P}_1 (E^+)^T L_{P_1} \bar{U}_1 \bar{\Sigma}_1^{-\frac{1}{2}}
\]

\[
= \bar{V}_2^T \bar{L}_{P_1} (E^+)^T Q \bar{P}_1 E^+ (E^+)^T L_{P_1} \bar{U}_1 \bar{\Sigma}_1^{-\frac{1}{2}} = \bar{V}_2^T \bar{L}_{P_1} (E^+)^T L_{P_1} \bar{U}_1 \bar{\Sigma}_1^{-\frac{1}{2}} = 0,
\]

\[
\bar{E}_{22} = \bar{V}_2^T L_{P_1}(E^+)^T E^T Q E^+ E E^+ L_{P_1} \bar{V}_2
\]

\[
= \bar{V}_2^T \bar{L}_{P_1} (E^+)^T E^T Q \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}} \bar{\Sigma}_1^{-\frac{1}{2}} \bar{U}_1^T E E^+ L_{P_1} \bar{V}_2.
\]

For \( \bar{E}_{22} \) we first observe that \( L_{P_1} \) is an \( n \times r \) matrix, since \( \bar{P}_1 = Q^{-\top} \) is invertible and since \( \text{rank}(E) = r \). Thus, the matrix \( L_{P_1}(E^+)^T E^T Q \bar{V}_1 \bar{\Sigma}_1^{-\frac{1}{2}} \) is square and
its inverse is given by $\Sigma_1^{-\frac{1}{2}} U_1^T EE^+ L_{P_1}$, which follows from the calculation

$$
\Sigma_1^{-\frac{1}{2}} U_1^T EE^+ L_{P_1} L_{P_1}^T (E^+)^T E^T Q V_1 \Sigma_1^{-\frac{1}{2}} = \Sigma_1^{-\frac{1}{2}} U_1^T EP_1^T (E^+)^T E^T Q V_1 \Sigma_1^{-\frac{1}{2}} = \Sigma_1^{-\frac{1}{2}} U_1^T P_1 E^+ Q V_1 \Sigma_1^{-\frac{1}{2}} = \Sigma_1^{-\frac{1}{2}} U_1^T E V_1 \Sigma_1^{-\frac{1}{2}} = I_r.
$$

Consequently, we also obtain $\bar{E}_{22} = I$ and, thus, $SET^{-1}$ is in semi-explicit form. For verifying that the transformed system is also balanced, we first observe that $S^{-T}$ and $T$ are given by

$$
S^{-T} = \begin{bmatrix}
\Sigma_1^{-\frac{1}{2}} U_1^T L_{P_1}^T (E^+)^T E^T \\
V_2^T L_{P_1}^T (E^+)^T E^T \\
U_2^T
\end{bmatrix}, \quad T = \begin{bmatrix}
\Sigma_1^{-\frac{1}{2}} U_1^T L_{P_1}^T (E^+)^T E^T Q \\
V_2^T L_{P_1}^T (E^+)^T E^T Q \\
V_2^T
\end{bmatrix}
$$

which follows from the computations

$$
S^{-T} S^T = \begin{bmatrix}
\Sigma_1^{-\frac{1}{2}} V_1^T L_{P_1}^T (E^+)^T E^T \\
\Sigma_1^{-\frac{1}{2}} V_1^T L_{P_1}^T (E^+)^T E^T \\
U_2^T
\end{bmatrix} \begin{bmatrix}
(E^+)^T L_{P_1} U_1 \Sigma_1^{-\frac{1}{2}} (E^+)^T Q E E^+ L_{P_1} \bar{V}_2 & U_2 \\
V_2^T L_{P_1}^T (E^+)^T \bar{V}_2 L_{P_1} U_1 \Sigma_1^{-\frac{1}{2}} (E^+)^T Q E E^+ L_{P_1} \bar{V}_2 & 0 \\
0 & 0
\end{bmatrix} = \begin{bmatrix}
I & \Sigma_1^{-\frac{1}{2}} V_1^T \bar{V}_2 & 0 \\
\Sigma_1^{-\frac{1}{2}} V_1^T \bar{V}_2 & V_2^T L_{P_1}^T (E^+)^T Q E E^+ L_{P_1} \bar{V}_2 & 0 \\
0 & 0 & I_{n-r}
\end{bmatrix} = I_n,
$$

$$
T^{-1} T = \begin{bmatrix}
E^+ L_{P_1} \bar{V}_1 \Sigma_1^{-\frac{1}{2}} E^+ L_{P_1} \bar{V}_2 & V_2 \\
\Sigma_1^{-\frac{1}{2}} V_1^T L_{P_1}^T (E^+)^T E^T Q \\
V_2^T L_{P_1}^T (E^+)^T E^T Q \\
V_2^T
\end{bmatrix}
$$

$$
= E^+ L_{P_1} \bar{V}_1 \Sigma_1^{-\frac{1}{2}} E^+ L_{P_1} \bar{V}_2 + E^+ L_{P_1} \bar{V}_2 V_2^T L_{P_1}^T (E^+)^T E^T Q + V_2 V_2^T
$$

$$
= E^+ L_{P_1} L_{P_1}^T (E^+)^T E^T Q + V_2 V_2^T = E^+ E P_1^T (E^+)^T E^T Q + V_2 V_2^T
$$

$$
= E^+ P_1 E^T Q + V_2 V_2^T = E^+ E + V_2 V_2^T = V_1 \Sigma_1^{-\frac{1}{2}} + V_2 V_2^T = I_n.
$$

Using $S$, $T^{-1}$, $S^{-T}$, and $T$ as specified in (57) and (58), the fact that the transformed system is balanced follows from

$$
S^{-T} P_c T^{-1} = \begin{bmatrix}
\Sigma_1^{-\frac{1}{2}} V_1^T L_{P_1}^T (E^+)^T E^T \\
\Sigma_1^{-\frac{1}{2}} V_1^T L_{P_1}^T (E^+)^T E^T \\
U_2^T
\end{bmatrix} P_c \begin{bmatrix}
E^+ L_{P_1} \bar{V}_1 \Sigma_1^{-\frac{1}{2}} E^+ L_{P_1} \bar{V}_2 & V_2 \\
V_2^T L_{P_1}^T (E^+)^T E^T Q \\
V_2^T
\end{bmatrix}
$$
where the specified in Algorithm 1 is obtained by truncation of \( S^{-1} \).

\[
SPf^T = \begin{bmatrix}
\tilde{\Sigma}_1^{-\frac{1}{2}} \tilde{\Sigma}_2^{-\frac{1}{2}} & \tilde{\Sigma}_1^{-\frac{1}{2}} \tilde{\Sigma}_2^{-\frac{1}{2}} \tilde{V}_1 \tilde{V}_2 \\
\tilde{V}_2^T \tilde{V}_1 \tilde{\Sigma}_1^{-\frac{1}{2}} \tilde{V}_2 & \tilde{V}_2^T \tilde{V}_1 \tilde{\Sigma}_1^{-\frac{1}{2}} \tilde{V}_2 & 0
\end{bmatrix}
= \begin{bmatrix}
\tilde{\Sigma}_1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\( S' \) is invertible, the transformation to (51) is well-defined. Furthermore, the invertibility of \( X \) of (52) is guaranteed since \( Q_{11} \) is symmetric positive definite and a solution of (53).

**B Proof of Theorem 31**

*Proof.* First, since the requirements of Theorem 14 are fulfilled and since \( Q \) is invertible, the transformation to \((E, A, B, C)\) as in (49) is well-defined. Furthermore, the invertibility of \( X_{\max} \) is guaranteed since \( Q_{11} \) is symmetric positive definite and a solution of (51).

(i) Let \( \alpha \in \mathbb{R}^{n-r} \) be in the kernel of \( X_{22} \). Furthermore, define \( \beta := V_1^T \alpha \in \mathbb{R}^\ell \) and \( \gamma := V_2^T \alpha \in \mathbb{R}^{n-r-\ell} \) yielding \( \alpha = V_1 \beta + V_2 \gamma \). Since \( \alpha \) is in the kernel of \( X_{22} \), we have

\[
V_1 V_1^T Q_{22} \alpha - V_2 V_2^T Q_{22} V_1 V_1^T \alpha + V_2 K V_2^T \alpha - 2 V_2 V_2^T C_2^T C_2 V_1 V_1^T \alpha = 0
\]

which is equivalent to

\[
0 = V_1^T Q_{22} \alpha = V_1^T Q_{22} (V_1 \beta + V_2 \gamma),
\]

\[
0 = K V_2^T \alpha - V_2^T Q_{22} V_1 V_1^T \alpha - 2 V_2^T C_2^T C_2 V_1 V_1^T \alpha

= K \gamma - V_2^T Q_{22} V_1 \beta - 2 V_2^T C_2^T C_2 V_1 \beta
\]

or in matrix notation

\[
\begin{bmatrix}
V_1^T Q_{22} V_1 \\
- V_2^T Q_{22} V_1 & V_2^T Q_{22} V_2
\end{bmatrix}
\begin{bmatrix}
\beta \\
\gamma
\end{bmatrix} = 0.
\]
Multiplying this equation from the left by $[\beta^T \gamma^T]$ yields

\[
0 = \beta^T V_1^T Q_{22} V_1 \beta - 2 \gamma^T V_2^T C_2^T C_2 V_1 \beta + \gamma^T K \gamma \\
\leq \frac{1}{2} \beta^T V_1^T (Q_{22} + Q_{22}^T) V_1 \beta - 2 \gamma^T V_2^T C_2^T C_2 V_1 \beta \\
+ \frac{1}{2} \gamma^T (K + K^T) \gamma + (V_1 \beta + V_2 \gamma) V_2^T C_2 (V_1 \beta + V_2 \gamma) \\
= \beta^T V_1^T \left( \frac{1}{2} (Q_{22} + Q_{22}^T) + C_2^T C_2 \right) V_1 \beta \\
+ \gamma^T \left( \frac{1}{2} (K + K^T) + V_2^T C_2^T C_2 V_2 \right) \gamma \\
= \beta^T \Sigma^{-1} U_1^T U_1 \Sigma V_1^T \left( \frac{1}{2} (Q_{22} + Q_{22}^T) + C_2^T C_2 \right) V_1 \Sigma U_1^T U_1 \Sigma^{-1} \beta \\
+ \gamma^T \left( \frac{1}{2} (K + K^T) + V_2^T C_2^T C_2 V_2 \right) \gamma
\]

(62)

By (61) and (62), both terms on the right-hand side are non-positive and, thus, both have to be zero. Since $K + K^T + 2V_2^T C_2^T C_2 V_2$ is negative definite by (52), this implies $\gamma = 0$. By the first equality in (62), this leads to $\beta^T V_1^T Q_{22} V_1 \beta = 0$ and, thus, to $R_Q V_1 \beta = 0$. Hence, by (60) we obtain $V_1^T J_Q V_1 \beta = 0$. Moreover, using (61) yields

\[
0 = -V_2^T Q_{22} V_1 \beta - 2V_2^T C_2^T C_2 V_1 \beta = V_2^T J_Q V_1 \beta - 2V_2^T C_2^T B_2^T Q_{22} V_1 \beta \\
= V_2^T J_Q V_1 \beta - 2V_2^T C_2^T U_1 \Sigma V_1^T Q_{22} V_2 \beta = V_2^T J_Q V_1 \beta
\]

and, thus, altogether $V^T J_Q V_1 \beta = 0$. This is equivalent to $J_Q V_1 \beta = 0$ which yields $Q_{22} V_1 \beta = 0$. Since $Q_{22}$ is invertible and since $V_1$ has full column rank, we have $\beta = 0$ and, hence, altogether $\alpha = 0$. Consequently, since the kernel consists just of the zero vector, $X_{22}$ is invertible.

(ii) Simple calculations yield

\[
\begin{bmatrix}
\tilde{J}_{11} & \tilde{J}_{12} \\
\tilde{J}_{21} & \tilde{J}_{22}
\end{bmatrix} - \begin{bmatrix}
\tilde{R}_{11} & \tilde{R}_{12} \\
\tilde{R}_{21} & \tilde{R}_{22}
\end{bmatrix} - \tilde{B}_B^T \begin{bmatrix}
X_{\max} & 0 \\
X_{21} & X_{22}
\end{bmatrix} = \begin{bmatrix}
A_{11} & 0 \\
-X_{22}^{-1} X_{21} X_{\max} X_{\max} + X_{22}^{-1} X_{21} & I_{n-r}
\end{bmatrix} = \tilde{A}.
\]
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Before we show the relation $\tilde{C} = \tilde{B}^T \tilde{X}$, we need to have another look at the KYP LMI (61). It implies in particular that for all $x_1 \in \mathbb{R}^r$ and $x_2 \in \ker(B_2) = \text{im}(U_2) \subseteq \mathbb{R}^m$ we have

\[
0 \leq \begin{bmatrix} x_1^T & x_2^T \end{bmatrix} W(X_{\text{max}}) \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = -x_1^T (A_{11}^T X_{\text{max}} + X_{\text{max}} A_{11} + 2C_{11}^T C_1) x_1 + 2x_1^T (C_{11}^T - X_{\text{max}} B_1) x_2
\]

\[
= -x_1^T (A_{11}^T X_{\text{max}} + X_{\text{max}} A_{11} + 2C_{11}^T C_1) x_1
\]

\[
+ 2x_1^T (Q_{11} B_1 + Q_{21} B_2 - X_{\text{max}} B_1) x_2
\]

\[
= -x_1^T (A_{11}^T X_{\text{max}} + X_{\text{max}} A_{11} + 2C_{11}^T C_1) x_1 + 2x_1^T (Q_{11} - X_{\text{max}}) B_1 x_2.
\]

Especially, this can only hold for all $x_1 \in \mathbb{R}^r$ if $(Q_{11} - X_{\text{max}}) B_1 x_2 = 0$. Thus, we showed $\ker(B_2) = \text{im}(U_2) \subseteq \ker((Q_{11} - X_{\text{max}}) B_1)$. Using this, we obtain

\[
\tilde{B}^T \tilde{X} = \begin{bmatrix} B_1^T & B_2^T \end{bmatrix} \begin{bmatrix} X_{\text{max}} \\ X_{21} \\ X_{22} \end{bmatrix} = \begin{bmatrix} B_1^T X_{\text{max}} + B_2^T X_{21} & B_2^T X_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} B_1^T X_{\text{max}} + B_2^T V_1^T Q_{21} + B_2^T (B_2^T)^T B_1^T (Q_{11} - X_{\text{max}}) & B_2^T X_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} B_1^T X_{\text{max}} + B_2^T Q_{21} + (I_m - U_2 U_2^T) B_1^T (Q_{11} - X_{\text{max}}) & B_2^T X_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} B_1^T X_{\text{max}} + B_2^T Q_{21} + B_1^T (Q_{11} - X_{\text{max}}) & B_2^T X_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} B_2^T Q_{21} + B_1^T Q_{11} & B_2^T V_1^T Q_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} C_1 & B_2^T Q_{22} \end{bmatrix} = \begin{bmatrix} C_1 \end{bmatrix} C_2 = \tilde{C}.
\]

It remains to show the properties of $\tilde{J}$ and $\tilde{R}$. The skew-symmetry of $\tilde{J}$ and the symmetry of $\tilde{R}$ follow directly from the definition. Finally, we show that $\tilde{R} \succeq 0$ which is equivalent to $2\tilde{X}^T \tilde{R} \tilde{X} \succeq 0$ since $\tilde{X}$ is invertible by (i) and by the positive definiteness of $X_{\text{max}}$. The matrix $2\tilde{X}^T \tilde{R} \tilde{X}$ can be written as

\[
2\tilde{X}^T \tilde{R} \tilde{X} = 2 \begin{bmatrix} X_{\text{max}} & X_{21} \\ 0 & X_{22} \end{bmatrix} \begin{bmatrix} \tilde{R}_{11} & \tilde{R}_{12} \\ \tilde{R}_{21} & \tilde{R}_{22} \end{bmatrix} \begin{bmatrix} X_{\text{max}} & 0 \\ X_{21} & X_{22} \end{bmatrix}
\]

\[
= 2 \begin{bmatrix} X_{\text{max}} & X_{21} \\ 0 & X_{22} \end{bmatrix} \begin{bmatrix} \tilde{R}_{11} X_{\text{max}} + \tilde{R}_{12} X_{21} & \tilde{R}_{12} X_{22} \\ \tilde{R}_{21} X_{\text{max}} + \tilde{R}_{22} X_{21} & \tilde{R}_{22} X_{22} \end{bmatrix}
\]

For ease of exposition, we continue the calculations block by block. The upper left block of $2\tilde{X}^T \tilde{R} \tilde{X}$ reads

\[
2X_{\text{max}} (\tilde{R}_{11} X_{\text{max}} + \tilde{R}_{12} X_{21}) + 2X_{21}^T (\tilde{R}_{21} X_{\text{max}} + \tilde{R}_{22} X_{21})
\]

\[
= 2X_{\text{max}} \tilde{R}_{11} X_{\text{max}} + 2X_{\text{max}} \tilde{R}_{12} X_{21} + 2X_{21}^T \tilde{R}_{21} X_{\text{max}} + 2X_{21}^T \tilde{R}_{22} X_{21}
\]

\[
= -X_{\text{max}} (A_{11}^{-1} X_{\text{max}}^{-1} + X_{\text{max}}^{-1} A_{11}^{-1} + 2B_1 B_1^T) X_{\text{max}}
\]

\[
+ X_{\text{max}} (X_{\text{max}}^{-1} X_{21}^T X_{22}^{-1} - 2B_1^T B_2) X_{21}
\]
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For the upper right block we obtain
\[
\begin{align*}
+ X_{21}^T (X_{22}^{-1} X_{21} X_{\max}^{-1} - 2B_2 B_1^T) X_{\max} \\
- X_{21}^T (X_{22}^{-1} + X_{22}^{-T} + 2B_2 B_2^T) X_{21} \\
\end{align*}
\]
\[
= -X_{\max} A_{11} - A_{11}^T X_{\max} - 2X_{\max} B_1 B_1^T X_{\max} + X_{21} X_{22}^T X_{21} \\
- 2X_{\max} B_2 B_2^T X_{21} + X_{21} X_{22}^{-1} X_{21} - 2X_{21} B_2 B_1^T X_{\max} - X_{21} X_{22}^{-1} X_{21} \\
- X_{21} X_{22}^{-T} X_{21} - 2X_{21} B_2 B_2^T X_{21} \\
= -X_{\max} A_{11} - A_{11}^T X_{\max} - 2(B_1^T X_{\max} + B_2^T X_{21}) (B_1^T X_{\max} + B_2^T X_{21}) \\
= -X_{\max} A_{11} - A_{11}^T X_{\max} - 2C_1^T C_1
\]
For the upper right block we obtain
\[
2X_{\max} \hat{R}_{12} X_{22} + 2X_{21}^T \hat{R}_{22} X_{22} \\
= X_{\max} \left( X_{\max}^{-1} X_{21} X_{22}^{-T} - 2B_1 B_2^T \right) X_{22} \\
- X_{21}^T \left( X_{22}^{-1} + X_{22}^{-T} + 2B_2 B_2^T \right) X_{22} \\
= X_{21} X_{22}^{-T} X_{21} - 2X_{\max} B_1 B_2^T X_{22} - X_{21} - X_{21} X_{22}^{-T} X_{22} \\
- 2X_{21} B_2 B_2^T X_{22} \\
= -2 \left( X_{\max} B_1 + X_{21}^T B_2 \right) B_2^T X_{22} - X_{21}^T X_{21} = -2C_1^T C_2 - X_{21}^T.
\]
Furthermore, the bottom left block is the transpose of the upper right block and the bottom right block is given by
\[
2X_{22}^T \hat{R}_{22} X_{22} = -X_{22}^T \left( X_{22}^{-1} + X_{22}^{-T} + 2B_2 B_2^T \right) X_{22} \\
= -X_{22}^T - 2X_{22} B_2 B_2^T X_{22} = -X_{22} - 2C_2^T C_2.
\]
Thus, in total we obtain
\[
2\hat{X}^T \hat{R} \hat{X} = \begin{bmatrix} X_{\max} A_{11} + A_{11}^T X_{\max} + 2C_1^T C_1 & 2C_1^T C_2 + X_{21}^T \\ 2C_2^T C_1 + X_{21} & X_{22}^T + X_{22} + 2C_2^T C_2 \end{bmatrix}.
\]
In the following we conclude the proof by showing that \(-2\hat{X}^T \hat{R} \hat{X}\) is negative semidefinite. To this end, let \(x_1 \in \mathbb{R}^r\) and \(x_2 \in \mathbb{R}^{n-r}\) be arbitrary. Furthermore, let \(\beta \in \mathbb{R}^r\) and \(\gamma \in \mathbb{R}^{n-r-r'}\) be such that \(x_2 = V_1 \beta + V_2 \gamma\). Then, there holds
\[
\begin{bmatrix} x_1^T \\ x_2^T \end{bmatrix} \begin{bmatrix} X_{\max} A_{11} + A_{11}^T X_{\max} + 2C_1^T C_1 & 2C_1^T C_2 + X_{21}^T \\ 2C_2^T C_1 + X_{21} & X_{22}^T + X_{22} + 2C_2^T C_2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \\
= x_1^T \left( X_{\max} A_{11} + A_{11}^T X_{\max} + 2C_1^T C_1 \right) x_1 + 2x_2^T \left( 2C_2^T C_1 + X_{21} \right) x_1 \\
+ x_2^T \left( X_{22}^T + X_{22} + 2C_2^T C_2 \right) x_2 \\
= x_1^T \left( X_{\max} A_{11} + A_{11}^T X_{\max} + 2C_1^T C_1 \right) x_1 \\
+ 2(V_1 \beta + V_2 \gamma)^T \left( 2C_2^T C_1 + X_{21} \right) x_1 \\
+ (V_1 \beta + V_2 \gamma)^T \left( 2X_{22} + 2X_{22} B_2 B_2^T X_{22} \right) (V_1 \beta + V_2 \gamma)
\]
\[ x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ 2(V_1 \beta + V_2 \gamma)^T X_{22} (V_1 \beta + V_2 \gamma) + 2\| B_2^T X_{22} (V_1 \beta + V_2 \gamma) \|^2 \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ 2 (\beta^T V_1^T Q_{22} V_1 \beta - 2\gamma^T V_2^T C_2^T C_2 V_1 \beta + \gamma^T K \gamma) \\
+ 2\| B_2^T V_1^T Q_{22} (V_1 \beta + V_2 \gamma) \|^2 \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ 2 (\beta^T V_1^T Q_{22} V_1 \beta - 2\gamma^T V_2^T C_2^T C_2 V_1 \beta + \gamma^T K \gamma) \\
+ 2\| C_2 V_1 \beta + C_2 V_2 \gamma \|^2 \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ 2 (\beta^T V_1^T Q_{22} V_1 \beta + \gamma^T K \gamma + \beta^T V_1^T C_2^T C_2 V_1 \beta + \gamma^T V_2^T C_2^T C_2 V_2 \gamma) \\
\leq x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ \beta^T V_1^T (Q_{22} + Q_{22}^T C_2) V_1 \beta + \gamma^T (K + K^T + 2V_2^T C_2^T C_2) V_1 \beta \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ \beta^T V_1^T (Q_{22} + Q_{22}^T C_2) V_1 \beta \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\beta^T \Sigma^{-1} U_1^T U_1 \Sigma V_1^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ \Sigma^{-1} U_1^T U_1 \Sigma V_1^T (Q_{22} + Q_{22}^T C_2) V_1 \Sigma U_1^T U_1 \Sigma^{-1} B_1 \eta \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\eta^T B_2^T (2C_2^T C_1 + Q_{21} + (B_2^T) + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
+ \eta^T B_2^T (Q_{22} + Q_{22}^T C_2) B_2 \eta \\
= x_1^T (X_{\text{max}} A_{11} + A_{11}^T X_{\text{max}} + 2C_1^T C_1) x_1 \\
+ 2\eta^T (2B_2^T C_2^T C_2 + B_2^T Q_{21} + B_1^T (Q_{11} - X_{\text{max}})) x_1 \\
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\[ \eta^\top \left( C_2 B_2 + B_2^\top C_2^\top + 2B_2^\top C_2^\top B_2 \right) \eta \\
= x_1^\top \left( X_{\text{max}} A_{11} + A_{11}^\top X_{\text{max}} + 2C_1^\top C_1 \right) x_1 \\
+ 2\eta^\top \left( 2B_2^\top C_2^\top C_1 + C_1 - B_2^\top X_{\text{max}} \right) x_1 \\
+ \eta^\top \left( C_2 B_2 + B_2^\top C_2^\top + 2B_2^\top C_2^\top C_2 B_2 \right) \eta \\
= \begin{bmatrix} x_1^\top & -\eta^\top \end{bmatrix} W(X_{\text{max}}) \begin{bmatrix} x_1 \\ -\eta \end{bmatrix} \leq 0. \]

Consequently, \( \tilde{R} \) is positive semidefinite which concludes the proof.

\[ \square \]
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