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Abstract: This paper deals with a special class of parametrizations for Isogeometric Analysis (IGA). The so-called scaled boundary parametrizations are easy to construct and particularly attractive if only a boundary description of the computational domain is available. The idea goes back to the Scaled Boundary Finite Element Method (SB-FEM), which has recently been extended to IGA. We take here a different viewpoint and study these parametrizations as bivariate or trivariate B-spline functions that are directly suitable for standard Galerkin-based IGA. Our main results are first a general framework for this class of parametrizations, including aspects such as smoothness and regularity as well as generalizations to domains that are not star-shaped. Second, using the Poisson equation as example, we explain the relation between standard Galerkin-based IGA and the Scaled Boundary IGA by means of the Laplace-Beltrami operator. Further results concern the separation of integrals in both approaches and an analysis of the singularity in the scaling center. Among the computational examples we present a planar rotor geometry that stems from a screw compressor machine and compare different parametrization strategies.
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1 Introduction

Parametrizations of the computational domain play a crucial role in Isogeometric Analysis (IGA). We investigate here a special class of such parametrizations that can be viewed as generalizations of classical polar coordinates. These parametrizations can easily be constructed if only a boundary description is available. Our approach is inspired by the Scaled Boundary Finite Element Method (SB-FEM) [2, 19, 20] and its recent extension to IGA [3, 11, 14]. We focus on standard Galerkin-based IGA in combination with such parametrizations and moreover address the connection to the Scaled Boundary IGA (SB-IGA).

Poisson’s equation serves as model problem for our analysis. Making use of the framework of differential geometry, we express this partial differential equation by
means of the Laplace-Beltrami operator and show that the weak form in parametric coordinates, which is at the core of IGA, can be derived in two ways. Either one derives first the weak form in physical coordinates and applies then the push-forward operator, or one applies first the coordinate transformation and then proceeds with the weak form. The first approach is taken in standard Galerkin-based IGA while the second is typical for the SB-IGA. The projection to a finite-dimensional spline space is then applied in both approaches, but numerical issues like the choice of quadrature rules will eventually lead to different implementations. In this context, we derive an important structural property of scaled boundary parametrizations, which is the separation of the integrals that are computed for the entries in the stiffness matrix. This feature is a consequence of the multiplicative structure of the Jacobian of the geometry function. It comes up naturally in the SB-IGA but is hidden in the Galerkin-based IGA. Moreover, the separation property is a special case of the recently introduced low rank tensor approximation technique by Mantzaflaris et al. [12, 13].

For scaled boundary parametrizations (SB-parametrizations) there are two drawbacks, which are the restriction to star-shaped domains and the singularity in the origin of the coordinate system. We address both issues and show how the methodology can be generalized. Most of our discussion concentrates on the planar case and standard tensor product B-splines, but we also comment on extensions to spatial geometries and NURBS (Non-Uniform Rational B-Splines).

In order to give a short overview on the state-of-the-art in the field, we refer to the original work by Hughes et al. [9, 11] that set the ball rolling in IGA and to Xu et al. [20] and Gravesen et al. [8] for results on the design and analysis of parametrizations in IGA. The SB-FEM has recently been extended towards crack propagation and other nonlinear phenomena [17]. IGA for partial differential equations on surfaces has been introduced by Dedè & Quarteroni [3], exploiting also the powerful framework of differential geometry [1]. Singularities in IGA are addressed in Takacs & Jüttler [21, 22], while very recently so-called multi-degree polar splines have been proposed as a general alternative to circumvent the singularity in the scaling center by Toshniwal et al. [23].

The paper is organized as follows. In Section 2, we define the class of SB-parametrizations and analyze their properties. Section 3 concentrates on their utilization in IGA, with emphasis on the Galerkin-based standard approach and side remarks on the relation to SB-IGA. Section 4 discusses the singularity in the scaling center both from an analytical and from a numerical perspective while Section 5 presents computational examples, among them a rotor geometry that stems from a screw compressor machine [24].
Figure 1: Parametrization of $\Omega$. The parametric domain is denoted by $\Omega_0$.

2 Scaled Boundary Parametrizations

Consider a domain $\Omega \subset \mathbb{R}^d$ where $d = 2$ or $d = 3$ and its parameterization by a global geometry function $F: \Omega_0 \rightarrow \Omega$, $F(\xi) = x = \begin{pmatrix} x_1 \\ \vdots \\ x_d \end{pmatrix}$, see Fig. 1. Below we will apply B-splines (or NURBS - Non Uniform Rational B-Splines) to define $F$, but for the moment the geometry function is simply an invertible $C^1$-mapping from the parameter domain $\Omega_0 \subset \mathbb{R}^d$ to the physical domain. In our framework, $\Omega_0 = [0,1]^d$ is the unit square or unit cube, respectively.

Integrals over $\Omega$ can be transformed into integrals over $\Omega_0$ by means of the well-known integration rule

$$\int_{\Omega} w(x) \, dx = \int_{\Omega_0} w(F(\xi)) \left| \det DF(\xi) \right| \, d\xi$$

with $d \times d$ Jacobian matrix $DF(\xi) = (\partial F_i / \partial \xi_j)_{i,j=1:d}$.

In Computed-Aided Geometric Design (CAGD), objects are typically modelled in terms of their inner and outer hull, i.e., only a surface description is generated. In order to be able to apply IGA, however, one needs a computational mesh also in the interior that serves as discretization. The standard tool in IGA for this purpose are tensor product B-splines.

2.1 Tensor Product B-splines

To fix the notation, we shortly outline the construction of tensor product B-splines in the case of $d = 2$ dimensions. First we specify the polynomial degrees $(p,q)$ and the horizontal and vertical knot vectors

$$\Xi = \{\xi_1 \leq \xi_2 \leq \ldots \leq \xi_{m+p+1}\}, \quad \Psi = \{\eta_1 \leq \eta_2 \leq \ldots \leq \eta_{n+q+1}\},$$
which contain non-decreasing parametric real values so that
\[ 0 \leq \mu(\Xi, \xi) \leq p + 1 \quad \text{and} \quad 0 \leq \mu(\Psi, \eta) \leq q + 1 \]
are the multiplicities of the parameter values in the knot vectors (the multiplicity \(\mu(X, x)\) is zero if the given value \(x\) is not a knot in \(X\)). We write \(M_{i, p}(\xi)\) and \(N_{j, q}(\eta)\) for the univariate B-splines, which are computed by means of the recursion

\[ N_{j, 0}(\eta) = \begin{cases} 1 & \text{for } \eta_j \leq \eta < \eta_{j+1}, \\ 0 & \text{otherwise}, \end{cases} \quad (3) \]

\[ N_{j, q}(\eta) = \frac{\eta - \eta_j}{\eta_{j+q} - \eta_j} N_{j, q-1}(\eta) + \frac{\eta_{j+q+1} - \eta}{\eta_{j+q+1} - \eta_j} N_{j+1, q-1}(\eta) \quad (4) \]

for \(j = 1, \ldots, n\). Fractions with zero denominators are considered zero. The same recursion applies to \(M_{i, p}(\xi)\), replacing \(j, q\) in (3)-(4) by \(i, p\) for \(i = 1, \ldots, m\).

A function \(f(\xi, \eta) : [\xi_{p+1}, \xi_{m+1}] \times [\eta_{q+1}, \eta_{n+1}] \rightarrow \mathbb{R}^2\) is called a bivariate tensor product B-spline function if it has the form

\[ f(\xi, \eta) = \sum_{i=1}^{m} \sum_{j=1}^{n} M_{i, p}(\xi) N_{j, q}(\eta) d_{i, j} \quad (5) \]

with the de Boor control points \(d_{i, j} \in \mathbb{R}^2\), which form the control net associated to the parametric representation. In order to work with the unit square as parameter domain, combined with open knot vectors, we assume additionally \(\xi_1 = \ldots = \xi_{p+1} = 0\) and \(\xi_{m+1} = \ldots = \xi_{m+p+1} = 1\) at the beginning and at the end; analogously \(\eta_1 = \ldots = \eta_{q+1} = 0\) and \(\eta_{n+1} = \eta_{n+2} = \ldots = \eta_{n+q+1} = 1\).

In \(d = 3\) dimensions, a trivariate B-spline tensor product function is generated analogously, which results in

\[ f(\xi, \eta, \psi) = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{\ell} M_{i, p}(\xi) N_{j, q}(\eta) L_{k, r}(\psi) d_{i, j, k} \quad (6) \]

with an additional set of univariate B-splines \(L_{k, r}\) and control points \(d_{i, j, k} \in \mathbb{R}^3\).

For the straightforward extension to NURBS, we refer to [16].

### 2.2 The Basic Construction

In \(d = 2\) dimensions, an SB-parametrization can be constructed as follows. We assume a star-shaped domain whose boundary is described by a spline curve \(\gamma\),

\[ \gamma(\eta) := \sum_{j=1}^{n} N_{j, q}(\eta) c_j \quad (7) \]
with univariate B-splines $N_{j,q}$ of a certain degree $q$ and control points $c_j \in \mathbb{R}^2$. We require $\eta \in [0, 1]$ for the independent variable and consider a closed curve with $\gamma(0) = \gamma(1)$. This can be achieved by an open knot vector, as described in the previous subsection, and control points $c_1 = c_n$. Other situations with several curve segments or wedge-shape geometries will be discussed below.

Next, we pick a point $x_0 \in \Omega$, the scaling center, and connect it with the boundary by means of rays that emanate from it, Fig. 2. A ray that reaches from the scaling center to a control point $c_j$ on the boundary can be parametrized as

$$ (1 - \xi)x_0 + \xi c_j, \quad \xi \in [0, 1]. $$

Replacing the control point $c_j$ by any point on the curve (7), we obtain by the partition of unity

$$ (1 - \xi)x_0 + \xi \gamma(\eta) = (1 - \xi) \sum_{j=1}^{n} N_{j,q}(\eta)x_0 + \xi \sum_{j=1}^{n} N_{j,q}(\eta)c_j $$

$$ = \sum_{i=1}^{2} \sum_{j=1}^{n} M_{i,1}(\xi)N_{j,q}(\eta)d_{ij} =: F(\xi, \eta) $$

with control points $d_{1j} := x_0$, $d_{2j} := c_j$, $j = 1, \ldots, n$; and linear B-splines $M_{1,1}(\xi) = 1 - \xi$, $M_{2,1}(\xi) = \xi$.

The bivariate parametrization $F(\xi, \eta)$ maps the unit square $\Omega_0 = [0, 1]^2$ to the domain $\Omega$ with a multiple control point $d_{1j} = x_0$ in the scaling center and the other control points $d_{2j} = c_j$ adopted from the boundary curve. In other words, the left vertical edge of the unit square collapses to the scaling center while the right vertical edge is mapped to the boundary, Fig. 2. Note that the geometry function $F$ in (9) features the usual tensor product structure (5) with only $m = 2$ linear B-splines in $\xi$-direction and $n$ B-splines inherited from the boundary curve in $\eta$-direction.

In some cases it will be advantageous to replace the double sum in (9) by the compact form

$$ F(\xi, \eta) = x_0 + \xi (C \cdot N(\eta) - x_0), $$

Figure 2: Basic idea of an SB-parametrization.
which is the usual notation in the SB-FEM [19, 20] and SB-IGA [2, 3, 14]. Here, the matrix 
\[ C := (c_1, \ldots, c_n) \in \mathbb{R}^{2 \times n} \]
contains the control points on the boundary and the vector 
\[ N(\eta) := (N_{1,q}(\eta), \ldots, N_{n,q}(\eta))^T \in \mathbb{R}^n \]
the B-splines.

Finally, we extend the bivariate spline parametrization (9) and apply both knot insertion and degree elevation in radial direction, which preserves the rays that emanate from the scaling center but leads to a more general formulation

\[ F(\xi, \eta) = \sum_{i=1}^{m} \sum_{j=1}^{n} M_{i,p}(\xi) N_{j,q}(\eta) \tilde{d}_{ij}. \]

Note that the multiple control point in the scaling center is still present here, i.e., \( \tilde{d}_{1j} = x_0 \) for \( j = 1, \ldots, n \) and that \( \tilde{d}_{mj} = c_j \) for the control points of the boundary curve, \( j = 1, \ldots, n \). The other extra control points \( \tilde{d}_{ij} \) result from the usual steps of knot insertion and degree elevation. In this way, we obtain a finer parametrization that still preserves the scaled boundary idea. At the same time, it possesses a discretization in both \( \xi \) and \( \eta \) that can be used as natural isogeometric mesh for a numerical simulation.

### 2.3 Properties and Extensions

We aim now at studying the regularity and smoothness of the SB-parametrization. For this purpose, it is convenient to use the representation (10), whose Jacobian reads

\[ DF(\xi, \eta) = (CN(\eta) - x_0 \mid \xi CN'(\eta)) = \begin{pmatrix} c_1^T N(\eta) - x_{0,1} & c_2^T N'(\eta) \\ c_1^T N(\eta) - x_{0,2} & c_2^T N(\eta) \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & \xi \end{pmatrix}. \]

Here, we used the notation \( c_1^T := C(1,:) \) for the first and \( c_2^T := C(2,:) \) for the second row of \( C \), respectively. Furthermore, \( x_0^T = (x_{0,1}, x_{0,2}) \) and the derivative with respect to \( \eta \) is written as \( N' = \partial N/\partial \eta \).

The determinand of the Jacobian is given by

\[ \det DF(\xi, \eta) = \xi J(\eta), \]

where

\[ J(\eta) := c_1^T N(\eta)c_2^T N'(\eta) - x_{0,1}c_2^T N'(\eta) - c_1^T N'(\eta)c_2^T N(\eta) + x_{0,2}c_1^T N'(\eta). \]

The multiplicative structure of the Jacobian allows a straightforward analysis of the parametrization in terms of regularity and smoothness. Obviously, in the scaling center \( x_0 \) where \( \xi = 0 \) the parametrization \( F \) becomes singular. For the derivative in \( \eta \)-direction, we have additionally \( \partial F(\xi = 0, \eta)/\partial \eta = 0 \). The smoothness of the boundary curve \( \gamma \), on the other hand, determines the smoothness of
We now turn to extensions of SB-parametrizations.

**Several Curve Segments.** There are situations where several curve segments are connected in order to define the computational domain \( \Omega \). In this case, one can decompose the domain into several wedge-shape objects where each wedge forms a triangle as sketched in Fig. 3 on the left. The scaling center of such a wedge is in one of the vertices, and the two edges that emanate from it are the rays that point to the end points of the curve \( \gamma \). The representations (10) and (11) hold also for the parametrization of the wedge. If we combine several curves as in Fig. 3 on the right, we first pick a common scaling center \( x_0 \), and each wedge possesses then its own parametrization. Due to the connectivity of the boundary curve, however, it is guaranteed that the individual wedges do not intersect and that the domain \( \Omega \) is completely covered.

One might wonder whether the situation of several curve segments is actually of relevance since it is always possible to define a new boundary curve that comprises the individual segments. E.g., in Fig. 3 we can set \( \tilde{\gamma} := \gamma_1 \cup \gamma_2 \cup \gamma_3 \). The new curve \( \gamma \) then might feature interpolatory knots with reduced continuity, but this would mean no obstacle to use it as starting point for a single SB-parametrization (11). Nevertheless, several curve segments are useful as they present a natural decomposition of the domain, similar to a multi-block or multi-patch structure.
that is inherited from the boundary geometry. Moreover, this description provides insight into the 3D case where each curve segment turns into a surface patch with an individual parametrization.

**Extensions beyond Star-shaped Domains.** Obviously, the restriction to a star-shaped domain is a limitation of SB-parametrizations. We shortly discuss two ways to overcome this drawback.

Consider again the general parametrization (11) where the control points in the interior are given by $\tilde{d}_{ij}$ for $i = 2, \ldots, m-1$ and $j = 1, \ldots, n$. If we fix an index $j$ and consider the corresponding ray from the scaling center to the control point $c_j$ on the boundary, it is possible to move the control points $\tilde{d}_{2j}, \ldots, \tilde{d}_{m-1,j}$ along the ray such that we obtain a curved ray. This technique can be used to relax the requirement of a star-shaped domain, see Fig. 4 for an example with a rotor geometry that is part of a screw compressor unit. In this figure, the visible mesh on the right consists of the isoparametric lines $\xi = \xi_k$ and $\eta = \eta_\ell$, which must be distinguished from the control net on the left.

![Figure 4: Screw compressor rotor as an example of a non-star-shaped domain. Control net with control points (left) and isoparametric lines (right).](image)

A more general approach relies on methods for the so-called *art gallery problem*. Basically, this means that for a general domain $\Omega$ such as in Fig. 5 we search for a decomposition into blocks or patches that are star-shaped. If the domain $\Omega$ has a polygonal boundary with $k$ vertices, there is an upper bound on the number of blocks that are required for such a decomposition. The bound is $\lfloor k/3 \rfloor$, and there are algorithms that compute the decomposition automatically [15].

**Extension to NURBS.** If the curve $\gamma$ in (7) is given as linear combination of
Figure 5: Non-star shape case of $\Omega$. 

NURBS \cite{16}

$$\gamma(\eta) = \sum_{j=1}^{n} R_{j,q}(\eta)e_j, \quad R_{j,q}(\eta) = \frac{N_{j,q}(\eta)w_j}{\sum_{i=1}^{n} N_{i,q}(\eta)w_i}$$ \hspace{1cm} (14)

with weights $w_j$, $j = 1, \ldots, n$, the above construction of the SB-parametrization stays the same. Moreover, all the properties discussed so far, including the multiplicative structure of the Jacobian, are preserved.

**Extension to THB.** It is possible to use local refinement along the boundary, where higher numerical accuracy is often necessary. Fig. 6 shows an example of local refinement using THB-splines \cite{7, 25}.

Figure 6: Screw compressor rotor. Local refinement along the boundary using THB-splines.
Extension to 3D Geometries. Obviously, the basic idea for constructing an SB-parametrization also carries over to 3D objects that are given in terms of a surface description. For a detailed discussion of this case we refer to [3] where such parametrizations are constructed and combined with SB-IGA. We shortly consider a star-shaped solid $\Omega$ with surface $\partial \Omega$ that is parametrized via

$$\sigma(\eta, \psi) := \sum_{j=1}^{n} \sum_{k=1}^{\ell} N_{j,q}(\eta)L_{k,r}(\psi)c_{jk}$$

with bivariate B-splines $N_{j,q}L_{k,r}$ and control points $c_{jk} \in \mathbb{R}^3$. In general, there will be several surface patches that are glued together to form the complete surface, but we skip this technical detail. Picking a scaling center $x_0 \in \Omega$, we can proceed as in the planar case and write a ray from the center to the surface as

$$(1 - \xi)x_0 + \xi\sigma(\eta, \psi) = \sum_{i=1}^{2} \sum_{j=1}^{n} \sum_{k=1}^{\ell} M_{i,1}(\xi)N_{j,q}(\eta)L_{k,r}(\psi)d_{ijk} =: F(\xi, \eta, \psi)$$

with control points $d_{ijk} := x_0, d_{2jk} := c_{jk}, j = 1, \ldots, n; k = 1, \ldots, \ell$.

For some geometries, one can also apply the scaled boundary idea only in a cross-section and then extrude the geometry in the third direction, generalizing the concept of cylindrical coordinates.

3 Utilization in Isogeometric Analysis

In this section we analyze the usage of SB-parametrizations in IGA. For ease of presentation, we consider Poisson’s equation

$$-\Delta u = f \quad \text{in } \Omega$$

as an illustrative model problem. Here, $\Omega \subset \mathbb{R}^d$ is a domain with boundary $\partial \Omega$, the function $f : \Omega \to \mathbb{R}$ is a given source term, and the unknown function $u : \Omega \to \mathbb{R}$ shall satisfy the Dirichlet boundary condition

$$u = 0 \quad \text{on } \partial \Omega.$$  

The discussion of non-zero Dirichlet and Neumann boundary conditions is omitted to keep the exposition concise. The weak form of the PDE [17] is obtained by multiplication with test functions $v$ and integration over $\Omega$. More specifically, one defines the function space

$$V := \{v \in H^1(\Omega), v = 0 \text{ on } \partial \Omega\},$$
which consists of all functions \( v \in L^2(\Omega) \) that possess weak and square-integrable first derivatives and that vanish on the boundary. For functions \( u,v \in V \), the bilinear form

\[
a(u,v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx
\]  

(20)
is well-defined, and even more, it is symmetric and coercive. Setting

\[
\langle l,v \rangle := \int_{\Omega} f v \, dx
\]  

(21)
as linear form for the integration of the right hand side, the solution \( u \in V \subset H^1(\Omega) \) is then characterized by the weak form

\[
a(u,v) = \langle l,v \rangle \quad \text{for all } v \in V
\]  

(22)
and the boundary condition \( u = 0 \) (in the sense of traces).

### 3.1 Transformation of the Problem Formulation

Next assume that we have a parametrization of \( \Omega \) available as in [1]. For the differentiation, the chain rule applied to \( u(x) = u(F(\xi)) =: \hat{u}(\xi) \) yields, using a row vector notation for the gradient \( \nabla u \),

\[
\nabla_x u(x) = \nabla_\xi \hat{u}(\xi) \cdot DF(\xi)^{-1}.
\]  

(23)
The integrals in the weak form (22) then satisfy the transformation rules

\[
\int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega_0} (\nabla \hat{u} \cdot DF^{-1}) \cdot (\nabla \hat{v} \cdot DF^{-1}) \vert \det DF \vert \, d\xi
\]  

(24)
and

\[
\int_{\Omega} fv \, dx = \int_{\Omega_0} \hat{f} \hat{v} \vert \det DF \vert \, d\xi.
\]  

(25)
The integrals over \( \Omega_0 \) that are defined by the right hand sides of (24) and (25) are at the core of Galerkin-based IGA.

For our purposes, it is now advantageous to adopt a more general viewpoint from differential geometry where the Laplace operator is extended to operate on functions defined on surfaces in Euclidean space and on Riemannian manifolds, see Berger [1]. We define the metric tensor or first fundamental form

\[
g(\xi) := DF(\xi)^T DF(\xi),
\]  

(26)
which has the determinant \( \det g = (\det DF)^2 \). The transformed weak form from (24) and (25) then reads

\[
\int_{\Omega_0} \nabla \hat{u} g^{-1} \cdot \nabla \hat{v} \vert \det g \vert^{1/2} \, d\xi = \int_{\Omega_0} \hat{f} \hat{v} \vert \det g \vert^{1/2} \, d\xi.
\]  

(27)
for test functions $\hat{v} = v \circ F$. In terms of regularity and smoothness, the parametrization $F$ is here required to be of class $C^1$ and to be injective almost everywhere, which means that singularities in sets of measure zero, such as points, are admitted.

Corresponding to the weak form \([27]\), there is a strong form that makes use of the Laplace–Beltrami operator. Like the standard Laplacian, this operator is defined as the divergence of the gradient in parametric coordinates, and it reads

$$
\Delta_\xi \hat{u} = |\det g|^{-1/2} \sum_{k=1}^d \frac{\partial}{\partial \xi_k} \left( |\det g|^{1/2} \nabla_\xi \hat{u} g^{-1} \right).
$$

(28)

For the strong form of Poisson’s equation with respect to the metric $g$ and expressed in the coordinates $\xi$, this implies the representation

$$
- \sum_{k=1}^d \frac{\partial}{\partial \xi_k} (|\det g|^{1/2} \nabla_\xi \hat{u} g^{-1}) = |\det g|^{1/2} \hat{f} \quad \text{in } \Omega_0.
$$

(29)

Clearly, this requires now the parametrization $F$ to be of class $C^2$ and injective in order to hold in all of $\Omega_0$.

**Equivalence of the Two Approaches**

Based on this general framework provided by differential geometry, there are two ways to derive the weak form \([27]\) in parametric coordinates $\xi$ and to proceed then with a discretization. We start with the strong form \([17]\) in Cartesian coordinates $x$ and then have the following choices:

(i) First we derive the weak form \([22]\) in $x$ and then we apply the transformation to the weak form \([27]\) in $\xi$, followed by the projection to a finite-dimensional spline space.

(ii) First we apply the transformation to the strong form \([29]\) in $\xi$ and then we proceed with the weak form \([27]\) and the projection to a finite-dimensional spline space.

Option (i) is the approach taken in the Galerkin-based IGA while option (ii) is the route taken in the Scaled Boundary IGA. In the latter, however, it is not mandatory to use the weak form \([27]\) in all independent variables. Instead, the numerical treatment is typically split into a discretization of the boundary and a subsequent procedure for the radial direction, see Subsection 3.3 below. From a theoretical point of view, both (i) and (ii) lead to the same weak form in parametric coordinates.
To conclude this digression on manifolds, we remark that in a sense IGA for the Poisson equation (17) can be interpreted as solving the transformed PDE (29) with the Laplace-Beltrami operator on the unit square or unit cube.

As a classical example, we recall polar coordinates for the unit disk $\Omega \subset \mathbb{R}^2$, which read

$$
F(\xi, \eta) = \begin{pmatrix} \cos \eta \\ \sin \eta \end{pmatrix}, \quad \xi \in [0, 1], \quad \eta \in [0, 2\pi],
$$

and result in the metric tensor

$$
g(\xi, \eta) = \begin{pmatrix} 1 & 0 \\ 0 & \xi^2 \end{pmatrix}.
$$

Then the transformed weak form (27) becomes

$$
\int_{\Omega_0} \left( \xi \hat{u}_\xi \hat{v}_\xi + \frac{1}{\xi} \hat{u}_\eta \hat{v}_\eta \right) \, d\xi d\eta = \int_{\Omega_0} \xi \hat{f} \hat{v} d\xi d\eta,
$$

where $\hat{u}_\xi = \partial \hat{u}/\partial \xi$ and so forth.

Alternatively to (30), the strong form of the Poisson problem is given by

$$
- \left( \hat{u}_{\xi\xi} + \frac{1}{\xi} \hat{u}_\xi + \frac{1}{\xi^2} \hat{u}_\eta \right) = \hat{f}.
$$

Note the Laplace operator in polar coordinates on the left hand side. This example gives valuable insight into the structure of the transformed PDE. For the more general case of an SB-parametrization, this structure is similar with factors $\xi^{-1}$ and $\xi^{-2}$ that indicate the singularity in the scaling center, as we will see next.

### 3.2 Galerkin-based IGA

The Galerkin projection of the weak form (22) in physical coordinates $x$ replaces the infinite dimensional space $V$ by a finite dimensional subspace $V_h \subset V$, with the subscript $h$ indicating the relation to a spatial grid. Let $\phi_1, \ldots, \phi_K$ be a basis of $V_h$, then the numerical approximation $u_h$ is constructed as linear combination

$$
u_h = \sum_{i=1}^{K} q_i \phi_i
$$

with unknown real coefficients $q_i \in \mathbb{R}$.

Upon inserting $u_h$ into the weak form (22) and testing with $v = \phi_j$ for $j = 1, \ldots, K$, one obtains the linear system

$$
A q = r
$$
with $K \times K$ stiffness matrix $A = (a(\phi_i, \phi_j))_{i,j=1,...,K}$ and right hand side vector $r = ((l, \phi_i))_{i=1,...,K}$. Since the matrix $A$ inherits the properties of the bilinear form $a$, it is straightforward to show that $A$ is symmetric positive definite, and thus the numerical solution $q$ or $u_h$, respectively, is well-defined.

In Galerkin-based IGA, we define $\phi_i = \psi_i \circ F^{-1}$, $i = 1, \ldots, K$, as basis functions via the push forward operator, where $\psi_i = M_{j,p}N_{k,q}$ is given by bivariate B-splines in the planar case and $\psi_i = M_{j,p}N_{k,q}L_{w,r}$ by trivariate B-splines in the spatial case. The total number of degrees of freedom is accordingly $K = mn$ or $K = mn\ell$, respectively, and the numerical approximation becomes, expressed in parametric coordinates, a bivariate B-spline tensor product function (5) or a trivariate function (6). Overall, this projection step then boils down to inserting $\hat{u} = \sum q_i \psi_i$ and $\hat{v} = \psi_j$, $j = 1, \ldots, K$, into the weak form (27).

### Exploiting the Structure of the Scaled Boundary Parametrization

If the parametrization of the computational domain is given in terms of tensor product B-splines, any IGA solver can be applied directly. But such a black box procedure misses an important structural feature of SB-parametrizations.

To illustrate this, we consider the domain $\Omega$ in the case $d = 2$, parametrized by the geometry function $F$ as given in (9) and (10).

For the inverse of the metric tensor $g$ one obtains

$$\mathbf{DF}^{-1}(\xi, \eta)\mathbf{DF}^{-T}(\xi, \eta) = \frac{1}{(\det \mathbf{DF})^2} \begin{pmatrix} \xi & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \mathbf{b}_1^T(\eta) \\ \mathbf{b}_2^T(\eta) \end{pmatrix} \begin{pmatrix} \mathbf{b}_1(\eta) & 0 \\ 0 & 1 \end{pmatrix}$$

$$= \frac{1}{J(\eta)^2} \begin{pmatrix} \mathbf{b}_1^2(\eta)\mathbf{b}_1(\eta) & \mathbf{b}_1^2(\eta)\mathbf{b}_2(\eta)/\xi \\ \mathbf{b}_2^2(\eta)\mathbf{b}_1(\eta)/\xi & \mathbf{b}_2^2(\eta)\mathbf{b}_2(\eta)/\xi^2 \end{pmatrix}$$

with

$$\mathbf{b}_1^2(\eta) := (\mathbf{c}_2^T\mathbf{N}(\eta), -\mathbf{c}_1^T\mathbf{N}(\eta)), \quad \mathbf{b}_2^2(\eta) := (\mathbf{c}_2^T\mathbf{N}(\eta) + x_{0,2}, \mathbf{c}_1^T\mathbf{N}(\eta) - x_{0,1})$$

Then (24) becomes, omitting the arguments $\xi, \eta$ for a compact notation,

$$\int_{\Omega_0} \nabla \tilde{v}^T \mathbf{DF}^{-1} \mathbf{DF}^{-T} \nabla \hat{u} |\det \mathbf{DF}| \, d\xi d\eta$$

$$= \int_0^1 \int_0^1 \frac{1}{J} \left( \xi \hat{u}_\xi \hat{v}_\xi \mathbf{b}_1^T \mathbf{b}_1 + \hat{u}_\eta \hat{v}_\xi \mathbf{b}_1^T \mathbf{b}_2 + \hat{u}_\xi \hat{v}_\eta \mathbf{b}_2^T \mathbf{b}_1 + \frac{1}{\xi} \hat{u}_\eta \hat{v}_\eta \mathbf{b}_2^T \mathbf{b}_2 \right) \, d\xi d\eta.$$  (34)

The transformed bilinear form (34) exhibits the underlying structure of the SB-parametrization. For the numerical solution, (34) is evaluated by inserting approximations $\hat{u}_h$ and $\hat{v}_h$, which are tensor product B-splines as usual.

To compute an entry in the stiffness matrix, we put (omitting the degrees)

$$\hat{u}_h(\xi, \eta) = N_i(\eta)M_j(\xi), \quad \hat{v}_h(\xi, \eta) = N_k(\eta)M_\ell(\xi)$$

14
and insert these products into (34). For the first integral, it follows
\[
\int_0^1 \int_0^1 \frac{1}{J(\eta)} \xi \hat{u}_h,\xi(\xi,\eta) \hat{v}_h,\xi(\xi,\eta) b_1^T(\eta) b_1(\eta) \, d\xi d\eta \\
= \int_0^1 \xi M'_j(\xi) M'_k(\xi) \, d\xi \cdot \int_0^1 \frac{1}{J(\eta)} N_i(\eta) N_k(\eta) b_1^T(\eta) b_1(\eta) \, d\eta.
\]
(35)
The two-dimensional integration can thus be carried out as the product of two one-dimensional integrations, which is a great computational advantage and which is an important consequence of the multiplicative structure of the Jacobian $DF$.
The other terms in the weak form (34) possess the same feature.
The separation of variables that we observe in (35) is a special case of the so-called low rank tensor approximation that has recently been introduced by Mantzaflaris et al. [12, 13]. In this approach, low rank approximations of the integral kernels are computed to provide a compact, separated representation of the integrals in IGA. In our case, there is no need to compute an approximation. Instead, the parametrization provides directly a low rank tensor representation.

### 3.3 Scaled Boundary IGA

In the SB-IGA, we transform first the PDE into the strong form (29) in parametric coordinates, which leads to
\[
- \frac{\partial}{\partial \xi} \left( \frac{1}{J} (\xi b_1^T b_1 \hat{u}_\xi + b_2^T b_1 \hat{u}_\eta) \right) - \frac{\partial}{\partial \eta} \left( \frac{1}{J} \left( b_1^T b_2 \hat{u}_\xi + \frac{1}{\xi} b_2^T b_2 \hat{u}_\eta \right) \right) = \xi J \hat{f}. \tag{36}
\]
Then, a Galerkin projection with respect to the circumferential coordinate $\eta$ is derived, using the given representation of the boundary in terms of the B-splines $N(\eta)$. We set $\hat{u}(\xi,\eta) = N(\eta) U(\xi), \hat{v}(\xi,\eta) = N(\eta) V$, where $U(\xi) \in \mathbb{R}^n$ is the solution depending on the radial parameter $\xi$ and the variations $V \in \mathbb{R}^n$ are arbitrary. We insert $\hat{u}$ in (36), multiply by $\hat{v}$ and integrate with respect to $\eta$. This yields
\[
- \int_0^1 V^T N \frac{1}{J} b_1^T b_1 N U_\xi \, d\eta - \int_0^1 V^T N \frac{1}{J} \xi b_1^T b_1 N U_\xi \, d\eta \\
- \int_0^1 V^T N \frac{1}{J} b_2^T b_1 N U_\xi \, d\eta - \int_0^1 V^T N \frac{\partial}{\partial \eta} \left( \frac{1}{J} \left( b_1^T b_2 \hat{u}_\xi + \frac{1}{\xi} b_2^T b_2 \hat{u}_\eta \right) \right) \, d\eta \\
= \int_0^1 V^T N \xi J \hat{f} \, d\eta.
\]
The fourth integral of equation (37) is integrated by parts, using the property
that holds for the variations of a periodic curve. Thus it holds
\[-\int_0^1 V^T N \frac{\partial}{\partial \eta} \left( \frac{1}{J} \left( b_1^T b_2 \hat{u}_\xi + \frac{1}{\xi} b_2^T b_2 \hat{u}_\eta \right) \right) \, d\eta = \int_0^1 V^T N \frac{1}{J} b_1^T b_2 N^T U \xi \, d\eta + \int_0^1 V^T N \frac{1}{\xi} b_2^T b_2 N^T U \, d\eta.\]

Since (37) must hold for all variations \( V \), we can now perform the integration with
respect to \( \eta \) and generate a strong form for the vector \( U(\xi) \). For this purpose,
we introduce a notation that is common in the SB-FEM and SB-IGA. Define
\[ B_1^T(\eta) := \frac{1}{J(\eta)} N b_1^T \in \mathbb{R}^{n \times 2}, \quad B_2^T(\eta) := \frac{1}{J(\eta)} N' b_2^T \in \mathbb{R}^{n \times 2}, \]
then (37) becomes
\[ \xi M U_{\xi \xi} + (M - C + C^T) U_\xi - \frac{1}{\xi} K U = \xi S(\xi), \quad (38) \]
where
\[ M := \int_0^1 B_1^T(\eta) B_1(\eta) J(\eta) \, d\eta, \]
\[ C := \int_0^1 B_1^T(\eta) B_2(\eta) J(\eta) \, d\eta, \]
\[ K := \int_0^1 B_2^T(\eta) B_2(\eta) J(\eta) \, d\eta, \]
\[ S(\xi) := -\int_0^1 N(\eta) J(\eta) \hat{f}(\xi, \eta) \, d\eta. \]

We obtain in this way an ODE in the scaling direction \( \xi \), with boundary condition
\( U(\xi = 1) = 0 \) and periodicity condition \( U_1(\xi) = U_n(\xi) \).

There are several options for the numerical treatment of the ODE (38) in scaling
direction, as proposed in [2, 3, 14]. Besides an analytical approach that is based
on the solution of an eigenvalue problem with a Hamiltonian matrix, see Section
4 below, there is also the possibility of using collocation or standard Galerkin
projection with respect to the \( \xi \)-variable. The latter is based on a weak form in
\( \xi \) which possesses the same structure and the same separation property as shown
in (35). For more details, we refer to the above references.

4 The Singularity in the Scaling Center

In this section, we investigate the singularity in the scaling center of the parametri-
ization in the case \( d = 2 \) in more details. It should be stressed that we do not face
a singularity of the solution of Poisson’s equation \[17\] here. On the contrary, such an elliptic boundary value problem exhibits a regular behavior, with the maximum principle bounding the solution of the strong form. Coercivity and continuity of the bilinear form in the weak formulation \[22\], on the other hand, yield bounds and stability estimates in the energy and \(H^1\)-norms.

### 4.1 The Boundary Value Problem in Scaling Direction

To better understand the singularity at \(\xi = 0\), we make use of the boundary value problem that is generated by the SB-IGA. In its original form, the SB-FEM, which provides the basic idea for SB-IGA, is a semi-analytical method where the boundary value problem with respect to \(\xi\) is solved exactly \[18\]. We adopt here this approach since it offers insight into the nature of the singularity. For a more general treatment of singularities in IGA see \[21, 22\].

We consider \[38\] as homogeneous system (writing \(U_\xi = U\))

\[
\xi^2 MU'' + \xi(M - C + C^T)U' - KU = 0 \tag{39}
\]

with a symmetric positive definite matrix \(M \in \mathbb{R}^{n \times n}\), a symmetric positive semi-definite matrix \(K \in \mathbb{R}^{n \times n}\), and a matrix \(C \in \mathbb{R}^{n \times n}\). Next, we introduce the new variables

\[
y(\xi) := \begin{pmatrix} U(\xi) \\ W(\xi) \end{pmatrix} \quad \text{where} \quad W := \xi MU' + C^T U. \tag{40}
\]

The second order ODE is thus transformed to a first order system

\[
\xi y' = -Hy \tag{41}
\]

with the Hamiltonian matrix

\[
H := \begin{pmatrix} M^{-1}C^T & -M^{-1} \\ -K + CM^{-1}C^T & -CM^{-1} \end{pmatrix}
\]

In other words, \(H \in \mathbb{R}^{2n \times 2n}\) becomes a symmetric matrix when multiplied by the skew-symmetric matrix \(J\),

\[
J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix} \quad \Rightarrow \quad (JA)^T = JA.
\]

The characteristic polynomial \(d(\lambda) = \det(\lambda I_{2n} - H)\) is an even function, which means that the eigenvalues of \(H\) come in pairs \((-\lambda_i, \lambda_i)\) with \(\text{Re}\lambda_i \geq 0\). Hence the solution of \[41\] in the homogeneous case is a linear combination of terms \(c_i\xi^{\lambda_i} \phi_i + \hat{c}_i\xi^{-\lambda_i} \phi_i\) with corresponding eigenvectors \(\phi_i, \hat{\phi}_i\). Since the solution is finite in \(\xi = 0\), one concludes that \(\hat{c}_i = 0\), which cancels the instable part.
In practice, the numerical solution of the eigenvalue problem for $H$ is only feasible for comparably small dimensions. But our interest here lies on the insight that we obtain from it. The singularity in the scaling center thus loses its threat. However, the question remains what happens if we apply a discretization with respect to $\xi$ and do not utilize the eigenvalue solution.

4.2 Practical Treatment of the Singularity

We concentrate next on Galerkin-based IGA and discuss the practical treatment of the singularity in the scaling center. In all numerical experiments that we performed so far, the singularity did not really influence the results, and we did not observe an instability nor a singular stiffness matrix. Can we explain this?

Consider the bilinear form \((34)\) in parametric coordinates. The fourth term in the integral is the critical one and it contains the factor $1/\xi$. Analogously to the separation in \((35)\), this term can also be written as the product of a well-defined integral with respect to $\eta$ times the integral

$$
\int_0^1 \frac{1}{\xi} M_j(\xi) M_\ell(\xi) \, d\xi.
$$

We apply linear B-splines and analyze the contribution of the first element from 0 to $h$ where $h$ is the mesh size. The integral \((42)\) then yields for $M_j = M_\ell = M_1$

$$
\int_0^h \frac{1}{\xi} (1 - \xi/h)(1 - \xi/h) \, d\xi = \int_0^h \left( \frac{1}{\xi} - \frac{2}{h} + \frac{\xi}{h^2} \right) \, d\xi.
$$

Obviously, the integral over $1/\xi$ diverges while the other terms are not critical. In a numerical implementation, however, quadrature is used instead of exact integration. If we apply the midpoint rule as simple example, we get

$$
\int_0^h \left( \frac{1}{\xi} - \frac{2}{h} + \frac{\xi}{h^2} \right) \, d\xi = h \left( \frac{1}{\xi} - \frac{2}{h} + \frac{\xi}{h^2} \right) \bigg|_{\xi = h/2} = \frac{1}{2}.
$$

The evaluation is thus independent of $h$, and the contribution of this integral to the stiffness matrix is always well-defined.

The above reasoning applies also to B-splines of higher degrees and to higher order quadrature rules as long as the nodes of the quadrature rule are in the interior of $[0, h]$. In this way, we can conclude that the computation of the stiffness matrix in Galerkin-based IGA is not affected by the singularity, cf. [21]. However, at the moment we cannot say whether the convergence of the method is impaired or whether the condition number might become problematic.

Another problem is the smoothness of the numerical solution in the scaling center. The geometry mapping \((10)\) projects the entire side of the parametric domain into
the scaling center. Therefore several degrees of freedom correspond to the value
there. By construction the solution is continuous around the singularity, however,
only neighboring degrees of freedom are related to each other. As a consequence,
their values across the singularity do not have to be the same, which results in
the discontinuous numerical solution, see Fig. 7.

Figure 7: Off-center scaled boundary parametrization of a unit circle. Discontin-
uous (left) and constrained continuous (right) solutions.

The continuity of the solution can be restored by imposing an equality constraint
on all the degrees of freedom in the scaling center. However, this leads to a sad-
dle point problem if Lagrange multipliers are used. It is also worth mentioning
that the significant difference between the initially discontinuous and the con-
strained continuous solutions is only noticeable for very coarse meshes, while for
the number of degrees of freedom large enough the solutions are nearly identical,
see Fig. 9 in Section 5.

5 Numerical Examples

We study two numerical examples to illustrate the usage of SB-parametrizations
in IGA as described in Section 3, and we compare it with the standard rectangular
parametrization. The simulations are performed using G+Smo, an open-source
C++ library implementing main IGA routines [10].

5.1 Poisson’s Equation on a Unit Square

We solve the Poisson problem on a unit square. The simplicity of this geometry
allows a large variety of parametrizations to be generated. We select the following
for comparison, see Fig. 8: the center scaled as the most natural; the off-center
scaled to investigate the influence of the scaling center location on the numerical
error; the internally smooth to demonstrate that it is possible to generate an SB-
parametrization that does not inherit non-smooth features from the boundary;
and the standard rectangular to serve as a reference for comparison. Quadratic
splines are used to represent the geometry and to discretize the equation for all parametrizations. We refer to Appendix A for the corresponding knot vectors and control points.

Figure 8: Unit square example. Rowwise: control nets with control points, isoparametric lines after two successive applications of h-refinement, numerical error for $\sim 10^2$ degrees of freedom. Columnwise: rectangular, center scaled, off-center scaled and internally smooth parametrizations.

We consider the function

$$u^* = \cos \pi (x - 0.5) \cos \pi (y - 0.5),$$

and we impose homogeneous boundary conditions $u = 0$ on $\partial \Omega$. The function $u^*$ obviously fulfills the boundary conditions, thus it is the unique solution to (17) with $f = -\Delta u^*$. We solve (17) using different parametrizations and the known analytical solution is used to compute the numerical error, which is depicted in Fig. 8.

After analyzing the error distribution it is immediately clear that the rectangular parametrization yields the best results. However, it should be noted for the SB-parametrizations that despite the singularity in the scaling center the numerical
error is not observably higher there than in the other regions. The center and off-center scaled parametrizations indicate large error concentrations along the $C^0$ rays from the corners, whereas for the internally smooth parametrization the error is more distributed and is slightly lower.

We further compare the numerical error for different parametrizations by considering the global $L_2$ error while refining the analysis. The results are presented in Fig. 9. The convergence rate for all parametrizations is approximately of order three. The smallest error among the SB-parametrizations is found for the simplest and the most natural center scaled parametrization. Additionally, we do the convergence analysis for the off-center parametrization to study the influence of the singularity treatment as discussed in Subsection 4.2. The difference between the initially discontinuous and the constrained continuous solutions is only observed for a very coarse mesh, whereas for a sufficient number of degrees of freedom the two solutions are virtually identical.

Figure 9: Unit square example, global error vs number of degrees of freedom. Left: all parametrizations. Right: singularity treatment at the example of the off-center scaled parametrization.

5.2 Poisson’s Equation on a Screw Compressor Rotor

A screw compressor rotor with its intricate non-star-shaped geometry serves as an exemplary industrial application of SB-parametrizations due to a large variety of rotatory mechanisms in engineering.

Here we consider the Poisson problem (17) posed over the rotor geometry. We use the function

$$u^* = a^2 - x^2 - y^2$$

with the parameter $a \in \mathbb{R}$ as the Dirichlet boundary condition on $\partial \Omega$, which is enforced strongly. Then $u^*$ is the unique solution to (17) with $f = -\Delta u^*$. The
known analytical solution immediately allows to compute the numerical error, which can be used to measure the quality of the parametrization. The standard rectangular parametrization, which is relatively straightforward to generate in this case due to the presence of four sharp corners, serves as a reference for comparison, see Fig. 10.

Figure 10: Rectangular and SB-parametrizations of a screw compressor rotor. Control nets with control points (left); isoparametric lines and numerical error for $\sim 10^2$ degrees of freedom (center); x1000 magnified numerical error as height field for $\sim 10^3$ degrees of freedom (right).

Probably the most remarkable result of this comparison is that the singularity in the scaling center does not give rise to any particularly relevant numerical error. Moreover, we note that both parametrizations yield errors of the same order of magnitude. To further study the numerical error, we use its $L_2$-norm as a global error and we compare the two parametrizations while refining the analysis. Fig. 11 depicts the results. Both parametrizations demonstrate the convergence rate of roughly third order, and while the rectangular parametrizations offers slightly more accuracy per degree of freedom, the SB-parametrization exhibits a marginally higher convergence rate.

6 Conclusions

As we have seen, SB-parametrizations are easy to construct and can directly be cast into the framework of bi- or trivariate B-splines. The methodology can be
extended to include curved rays from the scaling center to the boundary, which relaxes the requirement of a star-shaped domain. Moreover, NURBS for the boundary description are suitable as well, and the connection with art gallery problems indicates how more general geometries can be decomposed into star-shaped blocks. SB-parametrizations are directly applicable in standard Galerkin-based IGA, but it turns out that the multiplicative structure of the Jacobian implies a separation of the integrals, which can be exploited in order to speed up the computation of the stiffness matrix. The SB-IGA methods, on the other hand, directly exploit this feature. In both cases, the singularity in the scaling center seems to be quite harmless, but this issue requires further investigation with respect to the overall convergence and to the condition number of the stiffness matrix.
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Appendix A. Control Data for B-spline Objects

A.1. Unit Square. Center Scaled Parameterization

Here we describe the simplest and the most natural SB-parametrization of a unit square, which is shown in Fig. 8. The basis is quadratic in both direction, with the knots vectors given by

\[ \Xi = \{0, 0, 0, 0.25, 0.25, 0.5, 0.5, 0.75, 0.75, 1, 1, 1\} \]

and

\[ \Psi = \{0, 0, 0, 1, 1, 1\} \]

and the control points from Table 1. The resulting planar parametrization inherits \( C^0 \) rays from the four corners of the square, remaining \( C^1 \) between them.

| \( j \) | \( d_{1,j} \) | \( d_{2,j} \) | \( d_{3,j} \) | \( d_{4,j} \) | \( d_{5,j} \) | \( d_{6,j} \) |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | (0,0)   | (0.5,0) | (1,0)   | (1,0.5) | (1,1)   | (0.5,1) |
|       | (0,1)   | (0,0.5) | (0)     |         |         |         |
| 2     | (0.25,0.25) | (0.5,0.25) | (0.75,0.25) | (0.75,0.5) | (0.75,0.75) | (0.5,0.75) |
|       | (0.25,0.75) | (0.25,0.5) | (0.25)   |         |         |         |
| 3     | (0.5,0.5) | (0.5,0.5) | (0.5,0.5) | (0.5,0.5) | (0.5,0.5) | (0.5,0.5) |
|       | (0.5,0.5) | (0.5,0.5) | (0.5,0.5) |         |         |         |

A.2. Unit Square. Internally Smooth Scaled Parameterization

The internally smooth parametrization of a unit square shown in Fig. 8 is created by adding additional control points at the corners. By doing so we preserve sharp \( C^0 \) corners, while eliminating three \( C^0 \) rays connecting them to the scaling center. The resulting parametrization is smooth everywhere except for the four corners and one unavoidable \( C^0 \) ray, where the periodic boundary conditions are to be imposed. The quadratic basis is used, the control points are given is Table 2 and the knots vector are

\[ \Xi = \{0, 0, 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1, 1, 1\} \]

and

\[ \Psi = \{0, 0, 0, 1, 1, 1\} \].

Note that there is no knot repetition except for the end knots. Thus the internal parametrization is smooth.
Table 2: Unit square. Control points for the internally smooth parametrization.

| j  | \(d_{1,j}\)       | \(d_{2,j}\)       | \(d_{3,j}\)       | \(d_{4,j}\)       | \(d_{5,j}\)       |
|----|-------------------|-------------------|-------------------|-------------------|-------------------|
| 1  | (0,0)             | (0,0)             | (1,0)             | (1,0)             | (1,1)             |
|    | (1,1)             | (0,1)             | (0,1)             | (0,0)             | (0,0)             |
| 2  | (0.25,0.25)       | (0.375,0.125)     | (0.625,0.125)     | (0.875,0.375)     | (0.875,0.625)     |
|    | (0.625,0.875)     | (0.375,0.875)     | (0.125,0.625)     | (0.125,0.375)     | (0.25,0.25)       |
| 3  | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         |
|    | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         | (0.5,0.5)         |
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