Delayed loss of stability in singularly perturbed finite-dimensional gradient flows
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Abstract
In this paper we study the singular vanishing-viscosity limit of a gradient flow in a finite dimensional Hilbert space, focusing on the so-called delayed loss of stability of stationary solutions. We find a class of time-dependent energy functionals and initial conditions for which we can explicitly calculate the first discontinuity time $t^*$ of the limit. For our class of functionals, $t^*$ coincides with the blow-up time of the solutions of the linearized system around the equilibrium, and is in particular strictly greater than the time $t_c$ where strict local minimality with respect to the driving energy gets lost. Moreover, we show that, in a right neighborhood of $t^*$, rescaled solutions of the singularly perturbed problem converge to heteroclinic solutions of the gradient flow. Our results complement the previous ones by Zanini [16], where the situation we consider was excluded by assuming the so-called transversality conditions, and the limit evolution consisted of strict local minimizers of the energy up to a negligible set of times.
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1 Introduction

Setting of the problem. The analysis of singularly perturbed gradient flow-type problems, in particular vanishing-viscosity limits, is often related to some physical models like as quasistatic rate-independent processes (see e.g. [9] for a general introduction to
the topic) and then has been widely studied in the last years (see e.g. [10, 11, 2, 16, 1] and the references therein).

For a small positive parameter \( \varepsilon \), we consider the singularly perturbed problem

\[
\varepsilon \dot{u}_\varepsilon(t) = -\nabla_x F(t, u_\varepsilon(t)),
\]

where \( t \in [0, T] \), the driving energy \( F : [0, T] \times X \to \mathbb{R} \) is sufficiently smooth, \( X \) is a finite-dimensional Hilbert space and \( \nabla_x F(t, x) \) denotes the differential of \( F(t, x) \) with respect to variable \( x \).

When dealing with problems as in (1.1), the first natural object is to prove that the solutions \( u_\varepsilon \) converge as \( \varepsilon \to 0 \), up to the extraction of a subsequence, to a limit function \( u \) pointwise in \([0, T]\). Then one aims to describe the evolution of \( u \), expecting \( u \) to be a curve of critical points with jumps at degenerate critical points for \( F(t, \cdot) \), and to characterize the behavior of \( u \) at the jumps.

**Previous results in literature.** A first contribution to these problems, in finite dimension, was provided by Zanini in [16]. In that paper, the fundamental assumptions on the sufficiently smooth energy \( F \) are: (i) \( F \) has a finite number of critical points (ii) the vector field \( \nabla_x F(t, x) \) satisfies the so-called transversality conditions at every degenerate critical point (see [16, Assumption 2]). Under these hypotheses, it was shown in [16, Theorem 3.7] that, starting from a suitable initial datum \( u_0 \), there exists a unique piecewise-smooth curve \( u \) with a finite jump set \( J = \{t_1, \ldots, t_k\} \) such that:

\[
\nabla_x F(t, u(t)) = 0
\]

with \( \nabla_x^2 F(t, u(t)) \) positive definite for all \( t \in [t_{i-1}, t_i) \) and \( i = 1, \ldots, k - 1 \). Moreover, the whole sequence \( (u_\varepsilon)_\varepsilon \) converges to \( u \) uniformly on compact subsets of \([0, T]\) \( \setminus J \). At every jump point \( t_i \in J \), the left limit \( u_-(t_i) \) is a degenerate critical point for \( F(t_i, \cdot) \) and there exists a unique curve \( v \) connecting \( u_-(t_i) \) to the right limit \( u_+(t_i) \), in the sense that

\[
\lim_{s \to -\infty} v(s) = u_-(t_i), \quad \lim_{s \to +\infty} v(s) = u_+(t_i),
\]

and such that

\[
\dot{v}(s) = -\nabla_x F(t_i, v(s)), \quad \text{for all } s \in \mathbb{R}.
\]

It is also proved that suitable rescalings of \( u_\varepsilon \) converge to the heteroclinic solution \( v \).

A more general point of view is taken in a recent paper by Agostiniani and Rossi [2], whose results hold for a wider class of energies, not necessarily complying with the transversality conditions. Combining ideas from the variational approach to gradient flows (see e.g. [2]) with the techniques for the vanishing-viscosity approximation of rate-independent systems (see references in [2]), they proved the existence of a limit curve \( u \) by an argument of compactness, relying on some energetic-type estimates and the assumption that for every \( t \in [0, T] \), the critical points of \( F(t, \cdot) \) are isolated (actually, this hypothesis is implied by the transversality conditions). Under the previous assumptions, they proved (see [2, Theorem 1]) that, up to a subsequence, \( (u_\varepsilon)_\varepsilon \) pointwise converge to a solution \( u \) of the limit problem (1.2) at each continuity point \( t \). Moreover, \( u \) has a countable jump set and its right and left limits \( u_+(t) \) and \( u_-(t) \) at each jump point exist.
It is worth to mention that their analysis goes beyond these results, since they provided also a suitable energetic characterization of its fast dynamics at jumps and, under some growth assumption on $F$ at its critical points (see [2, Theorem 2]), they showed that $u$ improves to a \textit{balanced viscosity solution} of (1.2), in the sense of Mielke, Rossi and Savaré (see e.g. [4, 8]).

\textbf{Our results.} Our paper deals with a qualitative analysis of (1.1) in the spirit of [16], still in finite dimension, but focusing on a situation which is not compatible with the transversality conditions. Indeed, a direct consequence of these conditions is that whenever a curve of stationary points reaches a degenerate critical point $(\tau, \xi)$ where $\nabla^2_x F(\tau, \xi)$ has a zero eigenvalue, this one is a turning point for the curve. In particular, solutions of $\nabla_x F(t, x) = 0$ exist, locally around $\xi$, only for $t \leq \tau$ (see [16, Remark 2.2]), which intuitively forces a jump in the limit evolution. Although transversality conditions are generic in the sense of [3], they exclude interesting situations, often appearing in the applications: for instance, stationary solutions to (1.2) whose stability changes depending on the time $t$, usually giving rise to bifurcation of other branches of critical points.

We namely assume that the equation $\nabla_x F(t, x) = 0$ has the trivial solution $x = 0$ for all $t \in [0, T]$: the equilibrium $x = 0$ is however a strict local minimizer of the energy $x \mapsto F(t, x)$ only for all $t \in [0, t_c)$, with $t_c < T$, and eventually turns to a saddle point. It is not difficult to see (Proposition 3.1) that the behavior of the limit $u(t)$ of solutions to (1.1) with vanishing initial data is different than the one in [16]. Indeed, no instantaneous jump occurs for $t = t_c$, and we still have $u(t) = 0$ in a right neighborhood of $t_c$. This fact is known as \textit{delayed loss of stability} in the literature about singular perturbation of ODE’s, where it is also referred to as Neishstadt phenomenon [12, 13]. The occurrence of the phenomenon is also discussed by Mielke and Truskinovsky in the framework of discrete visco-elasticity models (see [10] for details). In the case of ODE’s it is possible to exactly compute the first discontinuity time $t^*$ for $u(t)$ (see, for instance [5]). Our main goal is to perform a similar task in our context.

We assume the driving energy $F$ to satisfy the assumptions (F0)-(F3), Section 2, considered in [2], in order to recover compactness, and in Theorem 3.4 we explicitly characterize $t^*$ upon considering additional assumptions (A1)-(A2) on the Hessian matrix of the driving energy $A(t) := \nabla^2_x F(t, 0)$.

We have to warn the reader that our assumptions involve significant restrictions on the class of energies we may consider. Besides assuming that the minimal eigenvalue $\lambda_1(t)$ of the matrix $A(t)$ remains simple on the time interval, we have to assume that the corresponding one-dimensional eigenspace is fixed. Under these hypotheses, we may characterize $t^*$ as the first time where the primitive function $t \mapsto \int_0^t \lambda_1(s) \, ds$ changes its sign, or (equivalently within our assumptions) as the minimal time after which solutions of the linearized system

$$\varepsilon \dot{u} = A(t)u$$

with suitable, generic initial data (see (3.13)) blow up in the limit. We see this as a good guiding principle for further analysis; it is however in our opinion a nontrivial issue how, and to which degree of generality, the result can be extended without using assumption (A1). Its role is apparent in the (still not straightforward) proof of Claim 1 in Theorem
allowing us to conveniently estimate the effect of the nonlinear terms, in a fixed direction, locally around the equilibrium. We however remark that our assumptions only involve the linearization of (1.1) around the stationary solutions and are easy to be checked in practice (see Remark 3.3).

The gradient flow structure of (1.1) is relevantly exploited in the proof of Theorem 3.4. Indeed, when (according to Claim 1) the trajectories $u_\varepsilon$ reach the boundary of a ball which contains only 0 as critical point, at $t_\varepsilon \approx t^*$, a nonvanishing amount of energy is spent due to the presence of the term

$$\int_0^{t_\varepsilon} \|\dot{u}_\varepsilon(s)\| \|\nabla_x F(s, u_\varepsilon(s))\| \, ds$$

in the energy balance for the solutions of (1.1). This gap in the energy leads to the formation of a discontinuity in the limit. We have indeed to exclude the possibility that, as an effect of the nonlinear terms, trajectories may return asymptotically close to the saddle point $x = 0$ in a fast time, which would result in no discontinuity in the limit. This is excluded in our case by energetic reasons. We also notice that having a-priori established compactness according to Theorem 2.1 as deduced in [2] for singularly perturbed gradient-flows, is crucial to the argument of Theorem 3.4. This is another difference with the situation in [16], where compactness is recovered by the explicit construction of the limit. We also point out that in the second part of the proof, after establishing Claim 1, assumption (A1) is not used, and the argument can be successfully used any time one is able to establish Claim 1.

Once the occurrence of this delayed change of stability is stated, we analyze, along the lines of [16, Theorem 3.5], the behavior of the limit evolution $u$ in a right neighborhood of the discontinuity point $t^*$. More precisely, we prove that if $t_\varepsilon \to t^*$ is suitably chosen, the limit points of the rescaled functions $w_\varepsilon(s) := u_\varepsilon(t_\varepsilon + \varepsilon s)$ are heteroclinic solutions of the autonomous gradient system

$$\dot{w}(s) = -\nabla_x F(t^*, w(s))$$

originating from the equilibrium $w = 0$ for $s \to -\infty$. It is worth to note that, differently from the case considered in [16], here there is no uniqueness of heteroclinic trajectories. Indeed, we show the existence of at least two distinct ones, depending on the sign of $\langle u_\varepsilon(0), e_1 \rangle$ the component along the eigenspace corresponding to the minimal eigenvalue of $\nabla^2_x F(t^*, 0)$. From a different and more general point of view, Agostiniani and Rossi (see [2, Proposition 3.1]) proved that the left and the right limits $u_-(t^*)$ and $u_+(t^*)$ of the limit evolution $u$ at a discontinuity point $t^*$ can be connected by a finite union of heteroclinic solutions of the system (1.4). However, this result does not contain our aforementioned convergence property, that can be used to determine explicitly the right limit $u_+(t^*)$ in some simple situations, like as the one where the Hessian matrix $\nabla^2_x F(t^*, 0)$ has only one negative eigenvalue, the minimal one $\lambda_1(t^*)$. This case is analysed in Section 4.2.

While the analysis of the present paper is confined to finite dimension, we think there are several reasons of interest for possible extensions to infinite dimensional settings. As
a relevant example, coming from the applications, of an energy-driven evolution where a stationary configuration changes its stability along the time, and eventually evolves into different structures, we may mention for instance the experiments in \[15\]. In an intrinsically curved elastic material subject to a boundary load, the straight configuration, which is locally minimizing for large values of the force, loses stability upon slowly releasing and evolves into nontrivial structures, emerging as bifurcation branches at different critical values of the force.

**Plan of the paper.** The paper is organized as follows. In Section **2** we fix notation and state the problem, recalling the main assumptions under which the general existence Theorem 2.1 by Agostiniani and Rossi (see [2, Theorem 1]) holds. Section **3** deals with the main results, concerning the delayed loss of stability of the trivial equilibrium \(u = 0\). First, we show that if \((u_\varepsilon)_\varepsilon\) is a solution to the singularly perturbed problem (1.1), such that \(u_\varepsilon(0) \to 0\), then it converges, as \(\varepsilon \to 0\), to \(u = 0\) on \([0,t^*)\) (Proposition 3.1), with \(t^*\), defined by (3.4). Then, under assumptions (A1)-(A2) on the Hessian matrix of the driving energy \(\nabla_x^2 F(t,0)\) and choosing initial data suitably decaying to 0 with polynomial rate (3.12), we prove the main result (Theorem 3.4) that \(t^*\) is the first jump point for the limit function \(u\). In Section **4** we analyze the behavior of the limit function at the jump, showing that rescaled solutions to the singularly perturbed problem converge to heteroclinic solutions of the gradient flow (Theorem 4.1). In some simple situations, the right limit \(u_+(t^*)\) can be exactly determined: this is the case, for instance, when the Hessian matrix \(\nabla_x^2 F(t,0)\) possesses just one negative eigenvalue (Theorem 4.4). Finally, in Section **4.3** we revisit the well-known one-dimensional case (see e.g. [5]) under different assumptions.

## 2 Notation and preliminary results

Fix \(T > 0\). We consider the singular limit, as \(\varepsilon \to 0\), of the gradient flow equation

\[
\varepsilon \dot{u} = -\nabla_x F(t,u) \quad \text{in } X \text{ for a.e. } t \in [0,T],
\]

where \((X, \| \cdot \|)\) is a \(n\)-dimensional Hilbert space, \(n \geq 1\), the energy functional \(F : [0,T] \times X \to \mathbb{R}\) is sufficiently smooth, say

\(\text{(F0)} \quad F \in C^2([0,T] \times X),\)

and \(\nabla_x F\) denotes the differential of \(F(t,x)\) with respect to the variable \(x\). Moreover, we require on \(F\) the following assumptions:

\(\text{(F1)} \quad \text{the map } F : u \to \sup_{t \in [0,T]} |F(t,u)| \text{ satisfies:}\)

\[\forall \rho > 0, \text{ the sublevel set } \{ u \in X : F(u) \leq \rho \} \text{ is bounded;}\]
there exist $C_1, C_2 > 0$ such that
\[ |\partial_t F(t,u)| \leq C_1 F(t,u) + C_2, \quad \forall (t,u) \in [0,T] \times X, \tag{2.2} \]
where $\partial_t F$ denotes the partial derivative of $F(t,x)$ with respect to the variable $t$;

(F3) for any $t \in [0,T]$, the set of critical points
\[ C(t) := \{ u \in X : \nabla_x F(t,u) = 0 \} \tag{2.3} \]
consists of isolated points.

Under the previous assumptions on the energy functional $F$, Agostiniani and Rossi (see [2]) proved that, up to extracting time-independent subsequences, the solutions $u_\varepsilon$ of the singularly perturbed problem (2.1) converge pointwise, as $\varepsilon \to 0$, to a function $u$ solving
\[ \nabla_x F(t,u(t)) = 0 \tag{2.4} \]
at each continuity point $t$. It is worth mentioning that, for our analysis, we only need this compactness result that they prove, among other things, in [2] Theorem 1. We now therefore only list the properties that are needed in the rest of the paper. For a reader who is also familiar with the paper [2], we remark that the proof of the statements below actually does not require the careful analysis of the so-called energy-dissipation cost that they perform, but only the first implication in [2, Proposition 4.1].

Theorem 2.1 (Agostiniani-Rossi). Assume that (F0)-(F3) hold. Then, up to a subsequence independent of $t$, $(u_\varepsilon)_\varepsilon$ solving (2.1) converge pointwise, as $\varepsilon \to 0$, to a function $u$ solving
\[ \nabla_x F(t,u(t)) = 0 \tag{2.5} \]
in $X$ for every $t \in [0,T] \setminus J$; and solves
\[ \nabla_x F(t,u(t)) = 0 \quad \text{in } X \text{ for every } t \in [0,T] \setminus J; \tag{2.5} \]

(i) the jump set $J$ of $u$ is at most countable;
(ii) $u$ is continuous on $[0,T] \setminus J$, and solves

(iii) the left and right limits $u_-(t)$ and $u_+(t)$ exist at every $t \in (0,T)$, and so do the limits $u_+(0)$ and $u_-(T)$.

3 Delayed loss of stability

We are interested in a situation where a trivial equilibrium exists at any time. We namely assume that $0 \in C(t)$ for all $t \in [0,T]$; i.e.,
\[ \nabla_x F(t,0) = 0, \quad \forall t \in [0,T], \tag{3.1} \]
and define
\[ A(t) := \nabla_x^2 F(t,0), \quad t \in [0,T]. \tag{3.2} \]
Throughout the paper, we will denote with the symbol \( \lambda_1(t) \) the minimum eigenvalue of the matrix \( A(t) \). We will assume that
\[
\lambda_1(0) > 0 \quad \text{and} \quad \int_0^T \lambda_1(s) \, ds < 0. \tag{3.3}
\]

The first assumption implies in particular that \( A(0) \) is strictly positive definite, so that \( x = 0 \) is a strict local minimizer of the energy. On the other hand, the second one entails that \( x = 0 \) must have turned to a saddle point at some time in the interval \((0, T)\).

We further note that, due to (3.3), it is well defined
\[
t^* := \min \left\{ t \in (0, T) : \int_0^t \lambda_1(s) \, ds = 0 \right\}. \tag{3.4}
\]

We immediately notice that \( t^* \) is strictly larger than the critical time \( t_c \) where bifurcation for the stationary functional may occur, that is
\[
t_c := \inf \left\{ t \in (0, T) : \lambda_1(t) = 0 \right\}. \tag{3.5}
\]

Indeed, as we are going to show in the next proposition, \( t_c \) plays no significant role for the limit evolution. Trajectories starting close to 0 will stay close to the trivial equilibrium at least until \( t^* \). This is a different scenario than the one considered in [16], where, in view of the transversality conditions (see [16, Assumption 2]), a jump in the limit trajectory occurs exactly at the time when local minimality gets lost.

**Proposition 3.1.** Let \((u_\varepsilon)_{\varepsilon} \) be a sequence of solutions to (2.1), with \( u_\varepsilon(0) \to 0 \) as \( \varepsilon \to 0 \). Assume that (5.1) and (5.3) hold, and define \( t^* \) as in (3.4). Then, for all \( t \in [0, t^*) \), \( u_\varepsilon(s) \to 0 \) as \( \varepsilon \to 0 \) uniformly in \([0, t]\).

**Proof.** We fix \( t \in [0, t^*) \). Since \( \lambda_1(0) > 0 \) and, by assumption, \( \int_0^s \lambda_1(\tau) \, d\tau > 0 \) for all \( s \in (0, t] \), by the mean value theorem we may find \( \eta > 0 \) such that
\[
\int_0^s (\lambda_1(\tau) - \eta) \, d\tau \geq 0 \tag{3.6}
\]
for all \( s \in [0, t] \). We now set
\[
B(t, u) := \nabla_x F(t, u) - A(t)u. \tag{3.7}
\]

By construction, \( \|B(t, u)\| = o(\|u\|) \) as \( \|u\| \to 0 \), uniformly with respect to \( t \). Therefore, for \( \eta \) fixed as above, we find \( \sigma = \sigma(\eta) > 0 \) with
\[
\|B(t, u)\| \leq \eta \|u\|, \quad \text{if} \quad \|u\| \leq \sigma. \tag{3.8}
\]

We now define
\[
t^\sigma,\varepsilon := \inf \{ s \in [0, t] : \|u_\varepsilon(s)\| \geq \sigma \}, \tag{3.9}
\]
that is, the first time \( s \in [0, t] \) such that \( \|u_\varepsilon(s)\| \geq \sigma \). We note that, since \( u_\varepsilon(0) \to 0 \) as \( \varepsilon \to 0 \), for \( \varepsilon \) small enough it results \( t^\sigma,\varepsilon > 0 \).
For any $s \in [0, t^{\sigma, \varepsilon}]$ we have
\[
\frac{d}{ds} \| u_{\varepsilon}(s) \|^2 = \langle u_{\varepsilon}(s), \dot{u}_{\varepsilon}(s) \rangle = -\frac{1}{\varepsilon} \langle A(s) u_{\varepsilon}(s), u_{\varepsilon}(s) \rangle \\
- \frac{1}{\varepsilon} \langle B(s, u_{\varepsilon}(s)), u_{\varepsilon}(s) \rangle \\
\leq - \frac{\lambda_1(s)}{\varepsilon} \| u_{\varepsilon}(s) \|^2 + \frac{\eta}{\varepsilon} \| u_{\varepsilon}(s) \|^2 \\
= - \frac{\| u_{\varepsilon}(s) \|^2}{\varepsilon} (\lambda_1(s) - \eta).
\]
By Gronwall’s Lemma we then deduce that
\[
\| u_{\varepsilon}(s) \|^2 \leq \| u_{\varepsilon}(0) \|^2 \exp \left( -\frac{2}{\varepsilon} \int_0^s (\lambda_1(\tau) - \eta) \, d\tau \right), \quad \forall s \in [0, t^{\sigma, \varepsilon}].
\]

The previous estimate implies that $t^{\sigma, \varepsilon} = t$ and $u_{\varepsilon}(s) \rightarrow 0$ as $\varepsilon \rightarrow 0$ uniformly in $[0, t]$.

Our aim is then to provide sufficient conditions under which (at least for properly chosen initial conditions), the limit trajectory $u(t)$, whose existence is provided by the general Theorem 2.1, has a jump exactly at $t^*$. To this end, we have to make some assumptions on the Hessian matrix $A(t)$ of the energy at 0. We namely require that

(A1) there exists $\rho > 0$ such that the minimum eigenvalue $\lambda_1(t)$ of $A(t)$ is simple for all $t \in [0, t^* + \rho]$ and its eigenspace $L$ is fixed. We denote by $e_1$ its generator, i.e. $L = \text{span}(e_1)$;

(A2) $\det(A(t^*)) \neq 0$.

Remark 3.2. Condition (A2) combined with (3.3) implies in particular that $\lambda_1(t^*) < 0$. With this, it easily follows from (A1) that, in our setting, $t^*$ can be characterized as the minimal time after which solutions of the linear system

\[\varepsilon \dot{u} = A(t) u\]

with vanishing initial data blow up in the limit as $\varepsilon \rightarrow 0$. It indeed suffices to consider initial conditions satisfying (3.12) and (3.13) below, while blow-up before $t^*$ can be excluded arguing as in Proposition 3.1.

Remark 3.3. The first of the two conditions in (A1) is always satisfied whenever $\lambda_1(0)$ is simple and $t^*$ is sufficiently small. The second one is indeed a quite strong assumption, which is however met in a number of nontrivial situations. A straightforward sufficient condition for it, provided $\lambda_1(t)$ stays simple, is that $A(t)$ commutes with $A(0)$ for every $t$. This is for instance the case if $A(t)$ is a perturbation of the identity of the form $I \pm \varphi(t) B$ for some scalar function $\varphi(t)$ bounded away from 0.
We may now prove our main result, showing that \( t^* \) is actually a jump point for the limit function \( u \). To this end, we have to assume that the initial data \( u_\varepsilon(0) \) converge to 0 with polynomial decay rate, that is, there exists \( \alpha > 0 \) such that

\[
\lim_{\varepsilon \to 0} u_\varepsilon(0) = 0 \quad \text{and} \quad \liminf_{\varepsilon \to 0} \frac{\|u_\varepsilon(0)\|}{\varepsilon^\alpha} > 0. \tag{3.12}
\]

**Theorem 3.4.** Assume (F0)-(F3), as well as (3.1). Let \( (u_\varepsilon)_\varepsilon \) be a sequence of solutions to (2.1), with initial data \( u_\varepsilon(0) \) as in (3.12). Under assumption (3.3), define \( t^* \) as in (3.4). Assume that (A1) and (A2) hold, and that

\[
\liminf_{\varepsilon \to 0} \left| \langle u_\varepsilon(0), e_1 \rangle \right|^2 \geq \|u_\varepsilon(0)\|^2 \quad \text{for all } \varepsilon > 0. \tag{3.13}
\]

with \( e_1 \) as in (A1). Let \( u : [0,T] \to X \) be the pointwise limit of \( (u_\varepsilon)_\varepsilon \), as given by Theorem 2.1. Then, \( t^* \) is the minimal element of the jump set \( J \) of the function \( u \).

**Proof.** We already know by Proposition 3.1 that \( u(t) = 0 \) for all \( t \in [0,t^*) \), thus we only have to show that

\[
u_+(t^*) \neq 0. \tag{3.14}
\]

As a first point, since Assumption (A2) gives that \( \det(A(t^*)) \neq 0 \), from the Implicit Function Theorem there exists \( \xi > 0 \) such that for all \( (t,u) \in [t^* - \xi,t^* + \xi] \times B_\xi(0) \) one has

\[
\nabla_x F(t,u(t)) = 0 \iff u(t) = 0. \tag{3.15}
\]

We now fix \( \hat{t} \in [t^*,t^* + \xi] \) and we show that the set \( \{t^* - \xi, t^* + \xi\} \setminus J \) is nonempty. If so, since \( \lim_{s \to t^*} u(s) \) exists by Theorem 2.1, the assertion (3.14) follows from the arbitrariness of \( \hat{t} \), and since \( J \) is a null set. Without loss of generality, we may assume that \( \hat{t} \notin J \).

For \( e_1 \) being the eigenvector in (A1), we set

\[
u_\varepsilon^1(t) := \langle u_\varepsilon(t), e_1 \rangle \quad \text{and} \quad u_\varepsilon^1(t) := u_\varepsilon(t) - u_\varepsilon^1(t)e_1. \tag{3.16}
\]

With (3.13), we may fix \( \delta > 0 \) such that

\[
(1 + \delta)|u_\varepsilon^1(0)|^2 \geq \|u_\varepsilon(0)\|^2 \tag{3.17}
\]

for all \( \varepsilon > 0 \). Moreover, we denote by \( \lambda^\perp(s) \) the minimum eigenvalue of \( A(s) \) restricted to the orthogonal space \( e_1^\perp := \{v : \langle v, e_1 \rangle = 0\} \). Since \( \lambda_1(s) \) is simple for any \( s \), we may find \( \eta > 0 \) such that

\[
\lambda^\perp(s) - \lambda_1(s) > \eta \left( \frac{(1 + \delta)^{\frac{3}{2}} + (1 + \delta)}{\delta} \right) \tag{3.18}
\]
for all $s \in [0, \hat{t}]$, where $\delta$ is given by (3.17). Moreover, since $\int_0^{\hat{t}} \lambda_1(s) \, ds = 0$ and $\lambda_1(t^*) < 0$, if $\hat{t} - t^*$ is small enough we have $\int_0^\hat{t} \lambda_1(s) \, ds < 0$. Up to choosing $\eta$ smaller we may also assume that

$$\int_0^\hat{t} (\lambda_1(s) + \eta \sqrt{1 + \delta}) \, ds < 0. \tag{3.19}$$

Correspondingly, we fix $\mu > 0$ such that $\mu \leq \xi$ and

$$\|B(t, u)\| \leq \eta \|u\|, \quad \text{if } \|u\| \leq \mu \tag{3.20}$$

where $B(t, u)$ is defined as in (3.8). Notice that $\eta,$ and thus $\mu,$ actually depend on the chosen $\hat{t}$, but we omit to explicitly stress this dependence for the ease of notation.

We now prove the following Claim.

**Claim 1** For $\varepsilon$ small enough, the set $R_\varepsilon := \{ s \in [0, \hat{t}] : \|u_\varepsilon(s)\| > \mu \}$ is nonempty.

**Proof of Claim 1.** We argue by contradiction and we assume that $R_\varepsilon$ is empty; this means that $\|u_\varepsilon(s)\| \leq \mu$ for all $s \in [0, \hat{t}]$.

Then, we set

$$g_\varepsilon(s) := |u_\varepsilon^1(s)|^2 - \frac{1}{1 + \delta} \|u_\varepsilon(s)\|^2, \tag{3.21}$$

and prove that $g_\varepsilon(s) > 0$ for all $s \in [0, \hat{t}]$. Indeed, we have $g_\varepsilon(0) > 0$ by (3.13). Now, if the set $\{ s : g_\varepsilon(s) = 0 \}$ were nonempty, by compactness it would admit a minimum $s_\varepsilon$. Then we would have $g_\varepsilon(s_\varepsilon) = 0$ and $\dot{g}_\varepsilon(s_\varepsilon) \leq 0$. Moreover, $u_\varepsilon^1(s_\varepsilon) \neq 0$, otherwise $g_\varepsilon(s_\varepsilon) = 0$ would imply $u_\varepsilon(s_\varepsilon) = 0$, which is forbidden, since $u = 0$ is a stationary solution of (2.1). Now, it holds

$$\frac{d}{ds} |u_\varepsilon^1(s)|^2 = 2u_\varepsilon^1(s)\dot{u}_\varepsilon^1(s) = 2u_\varepsilon^1(s)\langle \dot{u}_\varepsilon(s), e_1 \rangle$$

$$= 2u_\varepsilon^1(s) \left\langle -\frac{1}{\varepsilon} A(s)e_1, u_\varepsilon(s) \right\rangle$$

$$- \frac{2}{\varepsilon} u_\varepsilon^1(s) \langle B(s, u_\varepsilon(s)), e_1 \rangle$$

$$\geq -\frac{2}{\varepsilon} [\lambda_1(s)|u_\varepsilon^1(s)|^2 + \eta \|u_\varepsilon(s)\||u_\varepsilon^1(s)|]. \tag{3.22}$$

On the other hand,

$$-\frac{d}{ds} \|u_\varepsilon(s)\|^2 = -\frac{2}{1 + \delta} (u_\varepsilon(s), \dot{u}_\varepsilon(s))$$

$$= \frac{2}{\varepsilon(1 + \delta)} \langle A(s)u_\varepsilon(s), u_\varepsilon(s) \rangle + \frac{2}{\varepsilon(1 + \delta)} \langle B(s, u_\varepsilon(s)), u_\varepsilon(s) \rangle$$

$$\geq \frac{2}{\varepsilon(1 + \delta)} \lambda_1(s)|u_\varepsilon^1(s)|^2 + \frac{2}{\varepsilon(1 + \delta)} \lambda^1_\varepsilon(s)||u_\varepsilon^1(s)||^2 - \frac{2\eta}{\varepsilon(1 + \delta)} \|u_\varepsilon(s)\|^2.$$
We then have
\[
\frac{d}{ds} g_\varepsilon(s) \geq \frac{2}{\varepsilon(1+\delta)} \lambda^+(s) \|u^+_\varepsilon(s)\|^2 - \frac{2\delta}{\varepsilon(1+\delta)} \lambda_1(s) |u^1_\varepsilon(s)|^2 \\
- \frac{2\eta}{\varepsilon(1+\delta)} \left( \|u_\varepsilon(s)\|^2 + (1+\delta) \|u_\varepsilon(s)\| |u^1_\varepsilon(s)| \right).
\]
From the definition of $s_\varepsilon$, (3.16), and (3.21) we deduce that
\[
\frac{d}{ds} g_\varepsilon(s) \geq \frac{2}{\varepsilon} \left( \lambda^+(s_\varepsilon) - \lambda_1(s_\varepsilon) - \eta \left( \frac{(1+\delta)^2 + (1+\delta)}{\delta} \right) \right) |u^1_\varepsilon(s_\varepsilon)|^2 > 0,
\]
where the last inequality follows by (3.18). This contradicts the existence of $s_\varepsilon$.

Thus, $g_\varepsilon(s) > 0$ for all $s \in [0, t]$, that is
\[
\|u_\varepsilon(s)\|^2 < (1+\delta) |u^1_\varepsilon(s)|^2.
\]
Inserting into equation (3.22) we have
\[
\frac{d}{ds} |u^1_\varepsilon(s)|^2 \geq -\frac{2}{\varepsilon} (\lambda_1(s) + \eta \sqrt{1+\delta}) |u^1_\varepsilon(s)|^2.
\]
By Gronwall’s Lemma we finally deduce
\[
|u^1_\varepsilon(t)|^2 \geq |u^1_\varepsilon(0)|^2 \exp \left( -\frac{2}{\varepsilon} \int_0^t \lambda_1(s) + \eta \sqrt{1+\delta} \, ds \right).
\]
The right-hand side is now unbounded as $\varepsilon \to 0$, because of (3.12), (3.13) and (3.19), thus giving a contradiction. This concludes the proof of Claim 1.

Going back to the proof of Theorem 3.4 we fix $\tilde{t} < t^*$ arbitrarily. Proposition 3.1 yields that $\|u_\varepsilon(s)\| < \mu/2$ for all $s \in [0, \tilde{t}]$ when $\varepsilon$ is small enough. Combining with Claim 1, we then get that there exists $t^*_2 \in [\tilde{t}, \tilde{t}^*]$ such that $\|u_\varepsilon(t^*_2)\| = \mu$. We can also find $t^*_1$ such that $\|u_\varepsilon(t^*_1)\| = \mu/2$ and $\mu/2 \leq \|u_\varepsilon(t)\| \leq \mu$ for any $t \in [t^*_1, t^*_2]$. Since $\mu \leq \xi$, (3.15) implies that
\[
0 < G_\mu := \min \left\{ \|\nabla_x F(t,u)\| : t \in [\tilde{t}, \tilde{t}^*], \mu/2 \leq \|u\| \leq \mu \right\}.
\]
From the chain rule and (2.1) we have,
\[
F(\tilde{t}, u_\varepsilon(\tilde{t})) - F(\tilde{t}, u_\varepsilon(\tilde{t})) = \int_\tilde{t}^{\tilde{t}^*} \frac{d}{ds} F(s, u_\varepsilon(s)) \, ds
\]
\[
= \int_\tilde{t}^{\tilde{t}^*} \langle \dot{u}_\varepsilon(s), \nabla_x F(s, u_\varepsilon(s)) \rangle \, ds + \int_\tilde{t}^{\tilde{t}^*} \partial_s F(s, u_\varepsilon(s)) \, ds
\]
\[
= -\int_\tilde{t}^{\tilde{t}^*} \|\dot{u}_\varepsilon(s)\| \|\nabla_x F(s, u_\varepsilon(s))\| \, ds + \int_\tilde{t}^{\tilde{t}^*} \partial_s F(s, u_\varepsilon(s)) \, ds.
\]
On the other hand,
\[
\int_t^{\hat{t}} \|\dot{u}_\varepsilon(s)\| \|\nabla_x F(s, u_\varepsilon(s))\| \, ds \geq \int_{\hat{t}}^{\bar{t}} \|\dot{u}_\varepsilon(s)\| \|\nabla_x F(s, u_\varepsilon(s))\| \, ds \\
\geq G_\mu \int_{\hat{t}}^{\bar{t}} \|\dot{u}_\varepsilon(s)\| \, ds \geq G_\mu \|u_\varepsilon(\hat{t}) - u_\varepsilon(\bar{t})\| \\
\geq \frac{\mu G_\mu}{2}.
\]
From this we deduce that
\[
F(\hat{t}, u_\varepsilon(\hat{t})) + \frac{\mu G_\mu}{2} \leq F(\bar{t}, u_\varepsilon(\bar{t})) + \int_{\hat{t}}^{\bar{t}} \partial_s F(s, u_\varepsilon(s)) \, ds,
\]
and passing to the limit as \(\varepsilon \to 0\) (note that \(\mu\) does not depend on \(\varepsilon\)), we get
\[
F(\hat{t}, u(\hat{t})) + \frac{\mu G_\mu}{2} \leq F(\bar{t}, u(\bar{t})) + \int_{\hat{t}}^{\bar{t}} \partial_s F(s, u(s)) \, ds. \tag{3.26}
\]
Assume now by contradiction that \(\{[\hat{t}^*, \hat{t}] \cap \{s : \|u(s)\| \geq \xi\}\} \setminus J\) is empty. Then, using (ii) in Theorem 2.1, (3.15), and since \(J\) is a null set, we have that \(u(t) = 0\) for almost every \(t \in [\hat{t}^*, \hat{t}]\). Since the function \(u\) is continuous at \(t = \hat{t}\), again (ii) in Theorem 2.1 and (3.15) entail that \(u(\hat{t}) = 0\). We also know that \(u(t) = 0\) in \([\bar{t}, \hat{t}^*]\) by Proposition 3.1. Inserting in (3.26), we get
\[
F(\hat{t}, 0) + \frac{\mu G_\mu}{2} \leq F(\bar{t}, 0) + \int_{\hat{t}}^{\bar{t}} \partial_s F(s, 0) \, ds,
\]
which is a contradiction, since \(G_\mu > 0\). This concludes the proof. \(\square\)

**Remark 3.5.** Besides providing the necessary compactness according to Theorem 2.1, the gradient flow structure of our system plays another important role in the above proof. Indeed, on the one hand proving that the trajectories move away from 0 at some time \(t_\varepsilon^*\) close to \(t^*\), along the unstable direction \(e_1\), follows by a local analysis, considering (2.1) as a small perturbation of the linear system \(\varepsilon \dot{u} = A(t)u\). On the other hand, once the nonlinear terms become relevant, they could in general push again, in an infinitesimal amount of time, the trajectories close to the trivial equilibrium along some stable direction. This can be excluded in the case of a gradient vector field, due to energetic reasons.

## 4 Behavior at the jump point

### 4.1 General results

Concerning the limit behavior of the evolution close to the discontinuity point \(t^*\), we now prove a result which is similar in spirit to [16, Lemma 4.3]. Namely, if we blow up
the time around \( t^* \), the limit points of the rescaled functions \( w_\varepsilon(s) := u_\varepsilon(t_\varepsilon + \varepsilon s) \), where \( t_\varepsilon \to t^* \) is suitably chosen, are heteroclinic solutions of the autonomous gradient system

\[
\dot{w}(s) = -\nabla_x F(t^*, w(s)),
\]

(4.1)

originating from the equilibrium \( w = 0 \) for \( s \to -\infty \). Notice that, differently from the case considered in [16], here there is no uniqueness of heteroclinic trajectories, and indeed our statement contains the existence of at least two distinct ones, depending on the sign of the component along the eigenspace corresponding to the minimal eigenvalue of \( \nabla^2_x F(t^*, 0) \). A slightly different, more general point of view is the one of [2, Proposition 3.1], where it is shown that the left and the right limits \( u_-(t) \) and \( u_+(t) \) of the limit evolution \( u \) at a discontinuity point \( t \) can be connected by a finite union of heteroclinic solutions of the system \( \dot{w}(s) = -\nabla_x F(t, w(s)) \). Such a result, however, does not contain the convergence property stated in Proposition 4.1 below, which can be used in some simple situations to exactly determine \( u_+(t^*) \), as we are going to discuss in the next subsection.

**Proposition 4.1.** Let the assumptions of Theorem 3.4 be given. Then, there exists a sequence \( t_\varepsilon \to t^* \) such that, setting

\[
w_\varepsilon(s) := u_\varepsilon(t_\varepsilon + \varepsilon s),
\]

\( (w_\varepsilon) \varepsilon \) has a subsequence converging uniformly on the compact subsets of \( \mathbb{R} \) to a solution \( w \) of the problem

\[
\begin{cases}
\dot{w}(s) = -\nabla_x F(t^*, w(s)) \\
\lim_{s \to -\infty} w(s) = 0.
\end{cases}
\]

Furthermore, for \( e_1 \) as in (A1), if \( \langle u_\varepsilon(0), e_1 \rangle > 0 \) we have

\[
\liminf_{s \to -\infty} \frac{\langle w(s), e_1 \rangle}{\|w(s)\|} > 0.
\]

(4.2)

If instead \( \langle u_\varepsilon(0), e_1 \rangle < 0 \), then we have

\[
\limsup_{s \to -\infty} \frac{\langle w(s), e_1 \rangle}{\|w(s)\|} < 0.
\]

(4.3)

**Proof.** Using (A1) and (A2) we may fix \( \theta > 0 \) with

\[
\theta \leq \frac{\lambda_1(t^*)}{2\sqrt{1+\delta}} \quad \text{and} \quad \theta < \frac{\delta}{(1+\delta)\frac{1}{2} + (1+\delta)}(\lambda_i(t) - \lambda_1(t))
\]

(4.4)

for all \( t \in [0, t^* + \rho] \) and \( i \geq 2 \), where \( \delta \) is given by (3.17). Correspondingly, we may find \( \mu < \|u_+(t^*)\| \) such that, for \( B(t, u) \) defined as in (3.8), it holds

\[
\|B(t, u)\| \leq \theta \|u\|
\]

(4.5)

for all \( u \in X \) with \( \|u\| \leq \mu \).

We now set

\[
t_\varepsilon := \min\{t \in [0, T] : \|u_\varepsilon(t)\| = \mu\}.
\]

(4.6)
From Proposition 3.1 we have \( \liminf_{\varepsilon \to 0} t_\varepsilon \geq t^* \). Since \( \mu < \|u_+(t^*)\| \) and with the pointwise convergence of \( u_\varepsilon(t) \) to \( u(t) \), we have that \( \limsup_{\varepsilon \to 0} t_\varepsilon \leq t^* \). Therefore, \( t_\varepsilon \to t^* \) as \( \varepsilon \to 0 \). Moreover, since \( \|u_\varepsilon(t)\| \leq \mu \) in \([0, t_\varepsilon]\), using (4.1), (4.5) and arguing as in the proof of (4.23), we get

\[
\|u_\varepsilon(t)\|^2 < (1 + \delta)|\langle u_\varepsilon(t), e_1 \rangle|^2 \tag{4.7}
\]

for all \( t \in [0, t_\varepsilon] \).

We define \( w_\varepsilon(s) := u_\varepsilon(t_\varepsilon + \varepsilon s) \), and we note that \( w_\varepsilon(s) \) solves the problem

\[
\begin{aligned}
\dot{w}_\varepsilon(s) &= -\nabla_x F(t_\varepsilon + \varepsilon s, w_\varepsilon(s)) \\
w_\varepsilon(0) &= u_\varepsilon(t_\varepsilon).
\end{aligned} \tag{4.8}
\]

Furthermore, by the definition of \( t_\varepsilon \) and with (4.7) we have

\[
\|w_\varepsilon(s)\| \leq \mu \quad \text{and} \quad \|w_\varepsilon(s)\|^2 < (1 + \delta)|\langle w_\varepsilon(s), e_1 \rangle|^2 \tag{4.9}
\]

for all \( s \in [-\frac{\mu}{\varepsilon}, 0] \). In particular we deduce

\[
\langle u_\varepsilon(0), e_1 \rangle > 0 \implies \langle w_\varepsilon(s), e_1 \rangle > 0 \quad \text{and} \quad \langle u_\varepsilon(0), e_1 \rangle < 0 \implies \langle w_\varepsilon(s), e_1 \rangle < 0, \tag{4.10}
\]

respectively, for all \( s \in [-\frac{\mu}{\varepsilon}, 0] \). Since \( w_\varepsilon(s) \) is equibounded, from (F0) and the Ascoli-Arzelà Theorem \( w_\varepsilon(s) \) converges, up to a subsequence, pointwise as \( \varepsilon \to 0 \) (and uniformly on the compact subsets of \( \mathbb{R} \)) to the solution to

\[
\begin{aligned}
\dot{w}(s) &= -\nabla_x F(t^*, w(s)) \\
w(0) &= w_0,
\end{aligned}
\]

where \( w_0 \) is a limit point of \( w_\varepsilon(0) \). Since by construction \( \|w_\varepsilon(0)\| = \mu \), we have \( w_0 \neq 0 \) and by uniqueness \( w(s) \neq 0 \) for all \( s \in \mathbb{R} \). Moreover, (4.9) gives

\[
\|w(s)\| \leq \mu \quad \text{and} \quad \|w(s)\|^2 \leq (1 + \delta)|\langle w(s), e_1 \rangle|^2 \tag{4.11}
\]

for all negative times \( s \in (-\infty, 0] \). Since \( w(s) \neq 0 \), from the second inequality above and (4.11) we immediately deduce (1.2) and (1.3).

We are left to show that \( \lim_{s \to -\infty} w(s) = 0 \). We set \( w^1(s) := \langle w(s), e_1 \rangle \), and we only consider the case where \( w^1(s) > 0 \) for all \( s \leq 0 \), the other one being similar. For any \( s \leq 0 \), from (4.3) and (4.11) we get

\[
\begin{aligned}
\dot{w}^1(s) &= -\lambda_1(t^*)w^1(s) + \langle B(t, w(s)), e_1 \rangle = |\lambda_1(t^*)|w^1(s) + B(t, w(s)), e_1 \rangle \\
&\geq |\lambda_1(t^*)|w^1(s) - \theta\|w(s)\| \geq |\lambda_1(t^*)|w^1(s) - \frac{|\lambda_1(t^*)|}{2\sqrt{1 + \theta}}\|w(s)\| \\
&\geq \frac{1}{2}|\lambda_1(t^*)|w^1(s).
\end{aligned}
\]

This implies that \( \lim_{s \to -\infty} w^1(s) = 0 \), which combined with (4.11) finally gives \( \lim_{s \to -\infty} \|w(s)\| = 0 \), as desired. \( \square \)
4.2 The case of a single negative eigenvalue

A simple situation, where Proposition 4.1 can be used to determine the right limit \( u_+ (t^*) \), is the one where the Hessian matrix \( A(t^*) \) has only one negative eigenvalue, namely the minimal one \( \lambda_1(t^*) \). In this case, indeed, there are exactly two solutions (up to time-translations) to (4.1), each leaving \( w = 0 \) for \( s \to -\infty \) from a different side of the one-dimensional unstable manifold for \( w = 0 \), which has span(\( e_1 \)) as tangent space at 0. With this and Proposition 4.1 the sign of \( \langle u_\varepsilon (0), e_1 \rangle \) uniquely determines the limit \( w(s) \) of the rescaled trajectories \( w_\varepsilon (s) \) introduced in Proposition 4.1. The corresponding \( \omega \)-limit point is then a good candidate for being \( u_+ (t^*) \), and we are going to show that this is the case, provided it is a strong local minimizer of the energy.

Before giving precise statements, we recall the following multiplicity result, which is a direct consequence of the Stable Manifold Theorem (see, e.g. [14, Theorems 9.3 and 9.5]).

**Proposition 4.2.** Consider \( F \in C^2([0, T] \times X) \) satisfying \( (F1) \), and assume that \( (3.1) \) holds. For a given \( t^* \in [0, T] \), set \( A(t^*) := \nabla^2_x F(t^*, 0) \) and assume that its ordered eigenvalues \( \lambda_1(t^*), \ldots, \lambda_n(t^*) \) satisfy

\[
\lambda_1(t^*) < 0 < \lambda_2(t^*) \leq \cdots \leq \lambda_n(t^*).
\]

(4.12)

Let \( e_1 \) be a fixed unitary eigenvector corresponding to the minimal eigenvalue \( \lambda_1(t^*) \). Then there exist exactly two (up to time-translations) solutions \( \underline{w} \) and \( \overline{w} \) to the problem

\[
\begin{cases}
\dot{w}(s) = -\nabla_x F(t^*, w(s)) \\
\lim_{s \to -\infty} w(s) = 0
\end{cases}
\]

which satisfy

\[
\lim_{s \to -\infty} \frac{\langle \overline{w}(s), e_1 \rangle}{\|\overline{w}(s)\|} = 1, \quad \text{and} \quad \lim_{s \to -\infty} \frac{\langle \underline{w}(s), e_1 \rangle}{\|\underline{w}(s)\|} = -1,
\]

respectively.

Combining Propositions 4.1 and 4.2 we get the following Lemma. In the statement, for the two heteroclinic trajectories \( \underline{w} \) and \( \overline{w} \) given by Proposition 4.2 we denote with \( \underline{u}^* \), and let \( \overline{u}^* \) their respective \( \omega \)-limit points, that is

\[
\underline{u}^* = \lim_{s \to +\infty} \underline{w}(s) \quad \text{and} \quad \overline{u}^* = \lim_{s \to +\infty} \overline{w}(s).
\]

(4.14)

The limit points \( \underline{u}^* \) and \( \overline{u}^* \) are indeed uniquely determined, since the \( \omega \)-limit set of bounded orbits of a gradient flow is a connected subset of the set of stationary points (see, e.g. [14, Lemma 6.6] and [6, Theorem 14.17]) and we are assuming that they are isolated by \( (F3) \).

**Lemma 4.3.** Assume \( (F0)-(F3) \), as well as \( (3.1) \). Let \( (u_\varepsilon)_\varepsilon \) be a sequence of solutions to (2.1), with initial data \( u_\varepsilon (0) \) as in (3.12). Assume that \( (3.3), (A1), (A2), (3.13) \) and \( (4.12) \) hold, for \( t^* \) as in (4.1). Fix a unitary eigenvector \( e_1 \) of the minimal eigenvalue \( \lambda_1(t^*) \), and \( \underline{u}^*, \overline{u}^* \) as in (4.14). Then:
• if \( \langle u_\varepsilon(0), e_1 \rangle > 0 \), for any fixed \( \eta > 0 \) there exists a sequence \( \{t_\varepsilon^0\} \) such that \( t_\varepsilon^0 \to t^* \) as \( \varepsilon \to 0 \) and
\[
\liminf_{\varepsilon \to 0} \| u_\varepsilon(t_\varepsilon^0) - \overline{u} \| < \eta; \tag{4.15}
\]
• if \( \langle u_\varepsilon(0), e_1 \rangle < 0 \) an analogous statement holds with \( u^* \) in place of \( \overline{u} \).

**Proof.** We only consider the case \( \langle u_\varepsilon(0), e_1 \rangle > 0 \). For \( t_\varepsilon \) as in (4.6), from Propositions 4.1 and 4.2 using (4.2) and the first equality in (4.13), we get that (at least along a subsequence), the functions \( s \mapsto u_\varepsilon(t_\varepsilon + \varepsilon s) \) converge, uniformly on the compact subsets of \( \mathbb{R} \) to the function \( \overline{w}(s) \), or a time-translation thereof. Assuming without loss of generality that \( \overline{w}(\bar{s}) \) is the limit, for any fixed \( \eta > 0 \), we know that there exists \( \bar{s} > 0 \) such that
\[
\| \overline{w}(\bar{s}) - u^* \| < \eta,
\]
which implies
\[
\liminf_{\varepsilon \to 0} \| u_\varepsilon(t_\varepsilon + \varepsilon \bar{s}) - \overline{u} \| < \eta
\]
by the previously stated convergence. The assertion follows choosing \( t_\eta^\varepsilon = t_\varepsilon + \varepsilon \bar{s} \), since \( t_\varepsilon \to t^* \) by Proposition 4.1.

We can now state and prove the announced result, which allows to identify \( u^+(t^*) \) under the assumptions (4.12) and (4.16) (or (4.17)) below.

**Theorem 4.4.** Assume (F0)-(F3), as well as (3.1). Let \( (u_\varepsilon) \varepsilon \) be a sequence of solutions to (2.1), with initial data \( u_\varepsilon(0) \) as in (3.12). Let \( u : [0, T] \to X \) be the pointwise limit of \( (u_\varepsilon) \varepsilon \), as given by Theorem 2.1. Assume that (3.3), (A1), (A2), (3.13), and (4.12) hold, for \( t^* \) as in (3.4). Fix a unitary eigenvector \( e_1 \) of the minimal eigenvalue \( \lambda_1(t^*) \), and \( u^*, \overline{u} \) as in (4.14). Then:

• if \( \nabla_x^2 F(t^*, \overline{u}) > 0 \) and \( \langle u_\varepsilon(0), e_1 \rangle > 0 \),
\[
\text{it holds } u^+(t^*) = \overline{u}. \text{ Furthermore, } u \text{ is of class } C^2 \text{ in a right neighborhood of } t^*.
\]

• if \( \nabla_x^2 F(t^*, u^*) > 0 \) and \( \langle u_\varepsilon(0), e_1 \rangle < 0 \),
\[
\text{it holds } u^+(t^*) = u^*. \text{ Furthermore, } u \text{ is of class } C^2 \text{ in a right neighborhood of } t^*.
\]

**Proof.** We prove the statement under Assumption (4.16), the proof of the other case being totally analogous.

Since \( \nabla_x F(t^*, \overline{u}) = 0 \), from the Implicit Function Theorem and (4.16) there exists a function \( \varphi(t) \in C^2([t^* - \sigma, t^* + \sigma]) \), with \( \varphi(t^*) = \overline{u} \) such that \( \nabla_x F(t, \varphi(t)) = 0 \), and \( \nabla_x^2 F(t, \varphi(t)) > 0 \) for any \( t \in [t^* - \sigma, t^* + \sigma] \). In particular, there exist positive constants \( \delta \) and \( \lambda \) such that
\[
(\nabla_x^2 F(t, \varphi) v, v) \geq \lambda \|v\|^2 \tag{4.18}
\]
for all \( t \in [t^* - \sigma, t^* + \sigma] \) and all \( \psi \in X \) with \(|\psi - \varphi(t)| \leq \delta\). We now fix an arbitrary \( 0 < \eta < \delta \). Then, (4.15) provides a sequence \( t^*_n \rightarrow t^* \) such that, for \( \epsilon \) small enough,

\[
\|u_\epsilon(t^*_n) - \varphi(t^*)\| = \|u_\epsilon(t^*_n) - u^*\| < \eta. \tag{4.19}
\]

Up to taking a subsequence we may indeed suppose that the \( \lim \inf \) in (4.15) is a limit.

We now set \( v_\epsilon(t) := u_\epsilon(t) - \varphi(t) \). For every \( t \in [t^*_n, t^* + \sigma] \), since \( \nabla_x F(t, \varphi(t)) = 0 \), it holds

\[
\epsilon \dot{v}_\epsilon(t) = \epsilon(\dot{u}_\epsilon(t) - \varphi(t)) = -\nabla_x F(t, u_\epsilon(t)) + \nabla_x F(t, \varphi(t)) - \epsilon \varphi(t). \tag{4.20}
\]

We define

\[
\hat{t}^\eta := \inf\{ t \in [t^*_n, t^* + \sigma] : \|v_\epsilon(t)\| \geq \eta \},
\]

Note that, for \( \epsilon \) small enough, by (4.19) we have that \( \hat{t}^\eta > t^*_n \). By the definition of \( \hat{t}^\eta \), applying, for fixed \( t \), the mean-value theorem to the scalar-valued function \( \tau \mapsto \langle \nabla_x F(t, \varphi(t) + \tau v_\epsilon(t)), v_\epsilon(t) \rangle \), and using (4.18), we get

\[
\langle \nabla_x F(t, u_\epsilon(t)) - \nabla_x F(t, \varphi(t)), v_\epsilon(t) \rangle \geq \lambda \|v_\epsilon(t)\|^2.
\]

for all \( t \in [t^*_n, \hat{t}^\eta] \). From this and (4.20), it follows

\[
\frac{d}{dt} \|v_\epsilon(t)\|^2 = \epsilon \langle v_\epsilon(t), \dot{v}_\epsilon(t) \rangle = \langle -\nabla_x F(t, u_\epsilon(t)) + \nabla_x F(t, \varphi(t)) - \epsilon \varphi(t), v_\epsilon(t) \rangle \leq -\lambda \|v_\epsilon(t)\|^2 + \frac{\epsilon}{2} \|\varphi(t)\|^2 + \frac{\epsilon}{2} \|v_\epsilon(t)\|^2.
\]

Now, if \( C_\varphi \) is an upper bound for \( \|\varphi(t)\|^2 \) in \([t^* - \sigma, t^* + \sigma]\) and we set \( C_{\lambda, \epsilon} := (-\frac{2\lambda}{\epsilon^2} + 1) \rightarrow -\infty \) as \( \epsilon \rightarrow 0 \), we finally get

\[
\frac{d}{dt} \|v_\epsilon(t)\|^2 \leq C_{\lambda, \epsilon} \|v_\epsilon(t)\|^2 + C_\varphi.
\]

If \( \hat{t}^\eta \) were smaller than \( t^* + \sigma \), one must have \( \frac{d}{dt} \|v_\epsilon(\hat{t}^\eta)\|^2 \geq 0 \), while the above inequality gives

\[
\frac{d}{dt} \|v_\epsilon(\hat{t}^\eta)\|^2 \leq C_{\lambda, \epsilon} \eta^2 + C_\varphi < 0
\]

when \( \epsilon \) is small enough. This proves that \( \hat{t}^\eta = t^* + \sigma \). With this, and since \( t^*_n \rightarrow t^* \), for an arbitrary \( t \in (t^*, t^* + \sigma] \) we have that \( \|v_\epsilon(t)\| \leq \eta \) when \( \epsilon \) is small enough. By the arbitrariness of \( \eta \), we get \( v_\epsilon(t) \rightarrow 0 \) for all \( t \in (t^*, t^* + \sigma] \). Thus, \( u(t) = \varphi(t) \) in \((t^*, t^* + \sigma]\), concluding the proof. \( \square \)

### 4.3 A simplified setting: the one-dimensional case

We finally revisit the application of our results to the one-dimensional setting, that is for \( X = \mathbb{R} \), where they are mostly well-known (see, e.g., [5]), but stated under slightly different assumptions. We consider the singularly perturbed 1D-problem...
\[
\begin{align*}
\varepsilon \dot{u}_\varepsilon &= -\frac{dF}{dx}(t, u_\varepsilon(t)), \quad t \in [0, T], \\
\lim_{\varepsilon \to 0} u_\varepsilon(0) &= 0, \\
\end{align*}
\]  

(4.21)

where \( F : [0, T] \times \mathbb{R} \to \mathbb{R} \) is an energy satisfying (F0)-(F3) and the assumption

\[
\frac{dF}{dx}(t, 0) = 0
\]

(4.22)

for all \( t \in [0, T] \). Setting \( A(t) := \frac{d^2 F}{dx^2}(t, 0), \ t \in [0, T] \), (3.3) reads in our case simply as

\[
A(0) > 0 \quad \text{and} \quad \int_0^T A(s) \, ds < 0.
\]

(4.23)

The time \( t^* \) is then defined as

\[
t^* := \min \left\{ t \in (0, T) : \int_0^t A(s) \, ds = 0 \right\}.
\]

(4.24)

Assumption (A2) is trivially satisfied in this setting, while (A3) reduces to

\[
A(t^*) < 0.
\]

(4.25)

Under (4.22), (4.23) and (4.25), the pointwise limit \( u(t) \) of the solutions \( u_\varepsilon \) to problem (4.21) satisfies \( u(t) = 0 \) for \( t \in [0, t^*) \) by Proposition 3.1 while a jump occurs at \( t = t^* \), provided (3.12) holds. Notice that (3.13) is trivially satisfied in this setting. To analyse the behavior at \( t^* \), we consider the smallest strictly positive and strictly negative critical point \( u^{*, \pm} \in C(t^*) \) defined as

\[
u^{*, +} = \min \{ v : v \in C(t^*), v > 0 \},
\]

\[
u^{*, -} = \max \{ v : v \in C(t^*), v < 0 \},
\]

(4.26)

respectively. Then, the following one-dimensional analog of Theorem 4.4 holds. As one might expect, in the proof we can bypass the application of Proposition 4.1: no previous knowledge about convergence of a rescaled version of the \( u_\varepsilon \) to a heteroclinic solution of (4.1) is actually needed. Notice also that (4.27) and (4.28) can be stated in a weaker way than (4.16) and (4.17), respectively.

**Proposition 4.5.** Assume that \( X = \mathbb{R} \) and consider an energy \( F \) satisfying (F0)-(F3), as well as (4.22). Let \( (u_\varepsilon)_\varepsilon \) be a sequence of solutions to (4.21), with initial data \( u_\varepsilon(0) \) as in (3.12). Let \( u : [0, T] \to \mathbb{R} \) be the pointwise limit of \( (u_\varepsilon)_\varepsilon \), as given by Theorem 2.1. Assume that (4.23) and (4.25) hold, for \( t^* \) as in (4.24), and define \( u^{*, +} \) and \( u^{*, -} \) as in (4.26). Then:

- if

\[
\frac{d^2}{dx^2} F(t^*, u^{*, +}) \neq 0 \quad \text{and} \quad u_\varepsilon(0) > 0,
\]

(4.27)

it holds \( u_+(t^*) = u^{*, +} \). Furthermore, \( u \) is of class \( C^2 \) in a right neighborhood of \( t^* \).
\[ \frac{d^2}{dx^2} F(t^*, u^{*,-}) \neq 0 \quad \text{and} \quad u_<(0) < 0, \quad (4.28) \]

it holds \( u_+(t^*) = u^{*,-} \). Furthermore, \( u \) is of class \( C^2 \) in a right neighborhood of \( t^* \).

**Proof.** We prove the statement under assumption (4.27), the proof of the other case being totally analogous. We begin by noticing that, since (4.25) gives \( \frac{d^2}{dx^2} F(t^*, 0) < 0 \), from (4.26) and (4.27) we immediately get

\[ \frac{d^2}{dx^2} F(t^*, u^{*,+}) > 0. \]

We also observe that by Theorem 2.1 and (F0), it must hold \( u_+(t^*) \in C(t^*) \). Since \( u = 0 \) is a stationary solution of (4.21), we have \( u_+(t) > 0 \) for all \( t \), and thus \( u(t) \geq 0 \). Since \( u(t) = 0 \) for \( t \in [0, t^*) \) by Proposition 3.1, while a jump occurs at \( t = t^* \) by Theorem 3.4, we have \( u_+(t^*) \geq u^{*,+} \). For an arbitrary \( \eta > 0 \) we then set

\[ t_\varepsilon^l := \min \{ t \in [0, T] : u_\varepsilon(t) = u^{*,+} - \eta \}. \]

Observe that, by the pointwise convergence of \( u_\varepsilon \) to \( u \) and exploiting the continuity of the functions \( u_\varepsilon \), the well-posedness of \( t_\varepsilon^l \) easily follows from the conditions \( u_\varepsilon(0) \to 0 \) and \( u_+(t^*) \geq u^{*,+} \). Furthermore, from Proposition 3.1 we have \( \liminf_{\varepsilon \to 0} t_\varepsilon^l \geq t^* \). Now, if \( \limsup_{\varepsilon \to 0} t_\varepsilon^l > t^* \), we obtain \( u_+(t^*) \leq u^{*,+} - \eta \), a contradiction. We therefore have found a sequence \( t_\varepsilon^l \to t^* \) with

\[ |u_\varepsilon(t_\varepsilon^l) - u^{*,+}| = \eta. \]

We have thus established an analogous implication as (4.19): with this, the same argument as in Theorem 4.4 with \( u^{*,+} \) in place of \( u^* \), gives the desired conclusion. \( \Box \)
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