Visualizing Efimov Correlations in the Bose Polaron

Mingyuan Sun,¹ Hui Zhai,¹,² and Xiaoling Cui³,*

¹ Institute for Advanced Study, Tsinghua University, Beijing, 100084, China
² Collaborative Innovation Center of Quantum Matter, Beijing, 100084, China
³ Beijing National Laboratory for Condensed Matter Physics,
Institute of Physics, Chinese Academy of Sciences, Beijing, 100190, China

(Dated: November 9, 2018)

The Bose polaron is a quasi-particle of an impurity dressed by surrounding bosons. In few-body physics, it is known that two identical bosons and a third distinguishable particle can form a sequence of Efimov bound states in the vicinity of inter-species scattering resonance. On the other hand, in the Bose polaron system with an impurity atom embedded in many bosons, no signature of Efimov physics has been reported in the existing spectroscopy measurements up to date. In this work, we propose that a large mass imbalance between a light impurity and heavy bosons can help produce visible signatures of Efimov physics in such a spectroscopy measurement. Using the diagrammatic approach in the Virial expansion to include three-body effects from pairwise interactions, we determine the impurity self-energy and its spectral function. Taking ⁶Li,²¹³Cs system as a concrete example, we find two visible Efimov branches in the polaron spectrum, as well as their hybridizations with the attractive polaron branch. We also discuss the general scenarios for observing the signature of Efimov physics in polaron systems. This work paves the way for experimentally exploring intriguing few-body correlations in a many-body system in the near future.

Top-down and bottom-up are two major approaches to studying correlations in a quantum many-body system. The cold atom system has intrinsic advantage for the bottom-up approach since it is a dilute system and the few-body problems therein are well understood. In this approach, one would like to understand how many-body physics is built up from few-body correlations. In cold atom system, one of the most intriguing three-body correlations lies in Efimov physics, which is characterized by an infinite number of trimer states nearby a two-body resonance and following a universal scaling law [1, 2]. Efimov physics has been observed in a number of cold atoms experiments, while all of them are at the few-body level[3–19]. The manifestation of Efimov physics in the many-body system has yet to be observed.

In this context, a convenient and non-trivial testbed is the highly-polarized ultracold gases, which consist of minority impurity atoms interacting with the majority of fermionic or bosonic atoms, respectively called the Fermi or the Bose polarons. Lots of theoretical efforts have been paid to study the Fermi polaron [20–35] and the Bose polaron [36–51]. Nearby a Feshbach resonance, a Fermi polaron displays an attractive branch [20–25, 29] and a repulsive branch [26–28], which directly manifests two-body correlations in this system. In the past few years, the Fermi polaron has been studied by a number of experiments [52–57], while the Bose polaron has only recently been explored[58–60]. Most of these experiments are the injection radio-frequency spectroscopy measurements, with which both the repulsive and the attractive branches have been observed [54–59].

From the bottom-up point of view, a difference between the Bose polarons [58–60] and the Fermi polarons [52–57] already exists in the three-body system consisting of two majority atoms and a third distinguishable particle (usually denoted by "BB+X"), where the Bose systems exhibit the Efimov effect while the Fermi systems do not, because Efimov physics is facilitated by the Bose statistics [1, 2]. So far, the spectroscopy measurements of the Bose polarons by the Aarhus [58] and JILA [59] groups have not detected such extra Efimov correlation. Despite a few theoretical investigations of the three-body correlations in the Fermi polaron [30–35] and the Bose polaron [48–50], it is still not clear under what circumstances, the spectroscopy measurement can reveal this difference. Nevertheless, the theoretical treatment of the Bose polaron problem is quite challenging, as it should work for the strong coupling regime and take into account the three-body effects in a non-perturbative way. So far the theoretical tools for this purpose have been quite limited, including the variational approach with truncated number of boson excitations [49] and the diffusion Monte Carlo method [50]. It is thus imperative to develop an alternative method with controllable approximation for the problem in order to further guide the experiments.

Before going to details, let us summarize that, with the explicit calculation presented in this work, we can understand the challenge of observing the signature of Efimov physics in the Bose polarons as follows: Comparing the size of Efimov trimers in vacuum \(l_t\) and the mean distance of background many-body system \(d\), if \(l_t \gg d\), which usually occurs for shallow Efimov trimers near resonance (see Fig.1(a)), their effect can be easily washed out by two-body correlations and is very difficult to resolve in experiments; if \(l_t \ll d\), which occurs for deep Efimov trimers, their effect is also difficult to resolve in the injection spectroscopy of polarons due to the little wave function overlap with the initial scattering state. Therefore the most favorable situation is \(l_t \sim d\).

In this work, we propose to utilize the large mass im-
balance between the impurity and the bosons to facilitate the observation of Efimov correlations in the Bose polarons. Our main results can be illustrated in Fig. 1 by comparing two scenarios classified by the mass ratio $\eta = m_b/m_i$, where $m_b$ ($m_i$) is the boson (impurity) mass. For the Efimov trimers of heteronuclear atomic systems, when $\eta \ll 1$, the scaling factor is large \cite{2}, and the trimers are generally quite shallow and appear only close to the resonance \cite{61}, see Fig. 1(a). Thus the Efimov correlation is hardly visible in the Bose polarons considering $l_t \gg d$. The Aarhus experiment with two different hyperfine states of $^{39}$K ($\eta = 1$) \cite{58} and the JILA experiment with $^{40}$K impurity in $^{87}$Rb ($\eta = 87/40$) \cite{59} both belong to this scenario.

When $\eta \gg 1$, the scaling factor is small and the Efimov spectrum is dense \cite{2}; meanwhile, the lowest Efimov trimer can appear far from resonance and can be quite deeply bound at resonance \cite{61}. Thus, some of the trimers can have the chance to fall into the $l_t \sim d$ regime which makes Efimov signatures visible in the Bose polarons, and the visibility can be further enhanced if these trimers are very close or level-crossing with the attractive polaron branch, as shown in Fig. 1(b). Fortunately, taking the experimentally well studied $^6$Li-\textsuperscript{133}Cs system as an example, our calculation shows two visible Efimov branches in the spectral response of an $^6$Li impurity immersed in $^{133}$Cs bosons, and their hybridizations with the attractive polaron branch causing the spectral broadening and enhanced Efimov signals. The unique response properties revealed in this work suggest that the highly mass-imbalance polaron systems can serve as an ideal platform for detecting intriguing few-body correlations in a many-body environment.

**Formalism.** Here we adopt the diagrammatic approach in the framework of the Virial expansion \cite{62-67}. The advantage of this method is that it is accurate at high temperature, and can systematically incorporate all the two-body and three-body contributions which allow us to extract the Efimov effect in a controllable way. The Hamiltonian of this $1 + N$ system is written as

\[
\mathcal{H} = \frac{p_i^2}{2m_i} + \sum_{j=1}^{N} \frac{p_j^2}{2m_b} + \sum_{j=1}^{N} V(r_i - r_j),
\]

where $r_i$ and $p_i$ label the position and momentum of the impurity atom, while $r_j$ and $p_j$ ($j = 1, \ldots, N$) label the position and momentum of $N$ majority bosons. The impurity-boson interaction $V(r)$ is described by an s-wave scattering length $a_s$, which can be tuned across resonance. Note that here we have neglected the background boson-boson interaction for simplicity. The starting point is to expand the free boson propagator in powers of the fugacity $z_b = e^{\beta \mu_b}$ ($\mu_b$ is the boson chemical potential, $\beta = 1/(k_B T)$):

\[
G^{(0)}(p, \tau) = e^{\beta \tau} \sum_{n \geq 0} G^{(0,n)}(p, \tau) z_b^n,
\]

where $G^{(0,n)}(p, \tau) = -\Theta(\tau)e^{-\tau p} e^{-\tau p} e^{-\tau p}$ for $n = 0$ and $-e^{-n \beta \tau} e^{-\tau p}$ for $n \geq 1$; $\tau \in (0, \beta]$ is the imaginary time; $\beta_p = p^2/(2m_b); n_b(x) = 1/(e^{\beta x} - 1)$ is the Bose distribution function. With Eq. 2, all physical quantities can be expanded in powers of $z_b$.

In Fig. 2 we plot the Feynman diagrams for the impurity self-energy $\Sigma(k, \tau)$, which contain all the two-body and three-body diagrams that contribute to the second and the third Virial coefficient ($b_2$ and $b_3$) in the Virial expansion. Fig. 2(a) leads to the lowest order of $\Sigma$ in $z_b$, denoted by

\[
\Sigma^{(1)} = z_b \int \frac{d^3p}{(2\pi)^3} e^{-\beta \epsilon_p} T_2 \left( \omega + i\delta + \epsilon_p - \frac{p^2}{2(m_i + m_b)} \right);
\]

Fig. 2(b-d) leads to the second order contribution as:

\[
\Sigma^{(2)} = z_b \int \frac{d^3p e^{-\beta \epsilon_p}}{(2\pi)^3} n_b \left( \epsilon_p - \frac{p^2}{2m_i} \right) - z_b \int \frac{d^3p^1 e^{-\beta \epsilon_{p^1}}}{(2\pi)^3} T_3 \left( \omega + i\delta + \epsilon_{p^1} - \frac{p^2}{2(m_i + m_b)} \right) \]
\[ \Sigma^{(2)} = z_b^2 \left\{ \int \frac{d^3 P}{(2\pi)^3} e^{-2\beta P \cdot k} T_2 \left( \omega + i\delta + \epsilon_{P-k} - \frac{P^2}{2(m_i + m_b)} \right) + \int \frac{d^3 P_1}{(2\pi)^3} \frac{d^3 P_2}{(2\pi)^3} e^{-\beta (\epsilon_{P_1} + \epsilon_{P_2})} T_2 \left( \omega + i\delta + \Delta - \frac{p_1^2}{2m_{AD}} \right) \right\}. \]

Here \( \Delta = \epsilon_{p_1} + \epsilon_{p_2} - P_i^2/(2M) \), with \( P_t = k + p_1 + p_2 \) and \( M = 2m_b + m_i \) respectively the total momentum and the total mass of three-body system; \( p_{1,2} = p_1, p_2 = m_b P_t/M \) and \( m_{AD} = m_b(m_b + m_i)/M \) respectively the relative momenta and the reduced mass for atom-dimer scattering. \( T_2(E) \) is the two-body scattering matrix with scattering energy:

\[ T_2(E) = \frac{2\pi}{m_r a_s} \frac{1}{\sqrt{2m_rE}}. \]

where \( m_r = \frac{m_b m_i}{m_b + m_i} \) is the reduced mass. \( T_3(p_1, p_2, E) \) is the atom-dimer scattering matrix at energy \( E \), with \( p_1, p_2 \) respectively the relative momenta of the incoming and outgoing atom-dimer states in the center-of-mass frame, and

\[ T_3(p_1, p_2, E) = \frac{1}{E - \epsilon_{p_1} - \epsilon_{p_2} - (p_1 + p_2)^2/(2m_i)} \int \frac{d^3 q}{(2\pi)^3} \frac{T_2(E - q^2/2m_{AD})}{E - \epsilon_{q} - \epsilon_{\lambda} - i\epsilon_{\lambda}} T_3(q, p_2, E). \]

To this end we have obtained the impurity self-energy, \( \Sigma = \Sigma^{(1)} + \Sigma^{(2)} \), up to the order of \( z_b^2 \). The spectral function can be computed from the propagator of the impurity, \( G_i(k, \omega) = (\omega + i\delta - k^2/(2m_i) - \Sigma(k, \omega + i\delta))^{-1} \), as

\[ A(k, \omega) = \frac{-1}{\pi} \text{Im} \left( G_i(k, \omega) \right). \]

As a benchmark for our calculation, we have obtained the trimer energy \( E_T^{(n)} \) at resonance from the pole of \( T_3 \) and determined the scattering length \( a^{(n)} \) for the appearance of the \( n \)-th trimer state from \( a^{(n)} \) for the pole of \( T_3 \) and determined the scattering length \( a^{(n)} \) for the appearance of the \( n \)-th trimer state from \( a^{(n)} \) for the pole of \( T_3 \) at resonance.

Results. In Table I we compare \( \eta, \lambda, a^{(n)} = 1/(k_F a^{(n)}) \) and \( \epsilon^{(n)} = E_T^{(n)}/E_F \) for three different impurity-boson(i-b) systems, where \( k_F = (6\pi^2 n_b)^{1/3} \), \( E_F = k_F^2/(2m_b) \) and we take a typical density \( n_b = 2 \times 10^{14} \text{ cm}^{-3} \) for all boson systems. The three-body cutoff is chosen such that the obtained \( a^{(1)} \) for different systems match the values in Refs.[18, 58, 61]. Since the size of the trimer at resonance follows \( l_t/d \propto \epsilon^{-1/2} \), the large (or small) \( \epsilon \) corresponds to \( l_t \ll d \) (or \( l_t \gg d \)). From the table, we can see that the first two systems, \( ^{39}\text{K}^{39}\text{K}(\text{i-b}) \) and \( ^{40}\text{K}^{87}\text{Rb}(\text{i-b}) \), both belong to case (a) in Fig. 1, where the trimers appear only sufficiently close to resonance \( |a^{(n)}| \ll 1 \) with their sizes \( l_t \gg d \); while the third system, \( ^{6}\text{Li}^{133}\text{Cs}(\text{i-b}) \), belongs to case (b), where the first and the second trimers appear with \( |a^{(n)}| \sim 1 \), and as varying \( 1/a_s \), these trimers can have sizes \( l_t \sim d \).

| impurity-boson | \( \eta \) | \( \lambda \) | \( a^{(1)} \) | \( a^{(2)} \) | \( a^{(3)} \) | \( \epsilon^{(1)} \) | \( \epsilon^{(2)} \) | \( \epsilon^{(3)} \) |
|----------------|------|------|------|------|------|------|------|------|
| \(^{39}\text{K}^{39}\text{K} \) [58] | 1 | 1986 | -2.76 \times 10^{-3} | -1.39 \times 10^{-6} | -6.99 \times 10^{-10} | 1.51 \times 10^{-4} | 3.84 \times 10^{-11} | 9.73 \times 10^{-18} |
| \(^{40}\text{K}^{87}\text{Rb} \) [58] | 2.2 | 123 | -2.76 \times 10^{-2} | -2.23 \times 10^{-4} | -1.82 \times 10^{-6} | 1.40 \times 10^{-2} | 9.32 \times 10^{-7} | 6.19 \times 10^{-11} |
| \(^{6}\text{Li}^{133}\text{Cs} \) [18, 19] | 22.2 | 4.87 | -2.56 | -0.40 | -7.87 \times 10^{-2} | 185.9 | 6.09 | 0.25 |

TABLE I. Mass ratio (\( \eta = m_b/m_i \)), Efimov scaling factor from zero-range theory (\( \lambda \)), the interaction parameter for the appearance of the \( n \)-th Efimov trimers (\( a^{(n)} \equiv 1/(k_F a^{(n)}) \)), and the \( n \)-th trimer energy at resonance (\( \epsilon^{(n)} \equiv E_T^{(n)}/E_F \)) for three systems with different impurity-boson(i-b) combinations. The values of \( a^{(1)} \) are from Refs.[18, 58, 61]. For Li-Cs system, the relatively large derivation of the scaling factor for the two lower trimer states from \( \lambda \) is due to the very deep lowest trimer (with \( E_T^{(1)} \) of the order of the cutoff energy), in which the finite range effect becomes non-negligible.
Below we present the spectral results for $^{39}$K-$^{39}$K(i-b) system (Fig. 3) and $^6$Li-$^{133}$Cs(i-b) system (Fig. 4) as the representatives of two cases in Fig. 1. Since the injection spectroscopy used in the experiments [54–59] can be described by $A(k = 0, \omega)$ in terms of $1/(k_F a_s)$ and $\omega/E_F$. For comparison, we show the two-body binding energy (black dashed-dot) and the mean-field energies of attractive and repulsive branches (white dashed). (b) shows slices of $A(k = 0, \omega)$ for $1/(k_F a_s) = -2, -0.2, 0, 0.2, 0.5, 2$ (from (b1) to (b6)), as labeled by the arrows in (a) with according colors. Here $z_b = 0.1$. 

In Fig. 3, the spectrum shows only attractive and repulsive polaron branches without any signature of Efimov physics. It shows that, at least in the temperature regime we are considering, the Efimov signature is not visible if $b_s \gg d$. As increasing $1/(k_F a_s)$, the spectrum starts from a well-defined quasi-particle peak centered at negative $\omega$ (attractive polaron, Fig. 3(b1)), which gradually becomes broader (Fig. 3(b2)) to exhibit a two-peak structure near resonance (Fig. 3(b3-b5)), and finally evolves to a single peak centered at positive $\omega$ (repulsive polaron, Fig. 3(b6)). All these features are consistent with current experimental observations [58, 59].

Contrarily, in Fig. 4, besides the attractive and repulsive branches, there are two visible Efimov branches, which are associated with the first two Efimov trimers in vacuum emerging at $a_s^{(1,2)} < 0$ (dotted lines in Fig. 4(a)). Interestingly, these Efimov branches can be very close or even level-crossing with the attractive branch of polarons, and the inter-branch hybridization leads to a much broadened spectrum near $a_s \sim a_s^{(1)}$ as well as an enhanced signal of the second Efimov branch near resonance[68].

In this case, starting from a single attractive polaron branch (Fig. 4(b1)), with the increase of $1/(k_F a_s)$, one can see the first Efimov branch appears around $a_s \sim a_s^{(1)}$ with a narrow peak near zero frequency (marked by the arrow in Fig. 4(b2)) and it hybridizes with the attractive polaron branch. This Efimov branch quickly merges into the attractive polaron branch away from their (avoided) level-crossing (Fig. 4(b3)). The second Efimov branch shows up as a nearby resonance (arrow in Fig. 4(b4)), and its signal can become more pronounced when its level moves closer to the attractive branch (Fig. 4(b5)). Finally it becomes a single branch at positive frequency (repulsive polaron, Fig. 4(b6)).
Note that the Efimov branches shown in Fig. 4 are only visible after including the three-body contributions ($\Sigma(2)$). In contrast, we have checked that the inclusion of $\Sigma(2)$ in Fig. 3 does not make qualitative change to the spectrum. This confirms the distinct roles of three-body effect played in the two systems, as illustrated in Fig. 1.

Another notable difference between Fig. 3 and Fig. 4 is that in the latter, the attractive and repulsive branches have much narrower relative spectral width, defined by the ratio of the absolute width to the mean location of the spectral peak. Near resonance, these branches are well separated and disconnected, unlike those in Fig. 3. This suggests that for given $\lambda_T/d$, the Bose polaron quasiparticle is more well-defined for larger mass ratio $\eta$.

Discussion and Outlook. In this work, we have revealed the signature of Efimov physics in the spectral response of the Bose polarons with large mass imbalance. The setting here is different from previous ones exploring the energetics of the Bose polarons with relatively small mass imbalance[49, 50]. Nevertheless, the phenomenon of avoided level crossing shown in Fig.4 is physically in accordance with atom-trimer continuity in the ground state of the Bose polarons as studied in Ref.[49].

Our results (assuming no interaction between bosons) can be directly probed in $^6$Li-$^{133}$Cs atomic system near $B_0 = 889G$ Feshbach resonance[70, 71], where the boson-boson scattering length ($a_{bb}$) is small and the Efimov scenario is not modified by finite $a_{bb}$ (except for the ground state trimer[70]). Moreover, the diagrammatic approach we used in this work can be generalized to interacting boson systems, with the boson-boson interaction contributing to another scattering channel. Our method can also be systematically improved to include $n$-body correlations ($n > 3$) in a controllable matter, for instance, the effect of four-body bound states consisting of one $^6$Li and three $^{133}$Cs atoms [72], which may result in additional signals near the location of their appearances.

In principle, our results can also be applied to the Fermi polarons. However, for the reduced three-body problem from Fermi polarons, the Efimov states appear only when the mass ratio exceeds 13.6[69]. Just above the critical mass ratio, the Efimov trimers are shallow and the scaling factor is large, so the system falls into the scenario (a) discussed here. Thus, in order to observe the signature of Efimov physics in Fermi polarons, one needs the mass ratio far exceeding 13.6.
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