Supervised Filter Learning for Coronary Artery Vesselness Enhancement Diffusion in Coronary CT Angiography Images
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ABSTRACT

In medical imaging, vesselness diffusion is usually performed to enhance the vessel structures of interest and reduce background noises, before vessel segmentation and analysis. Numerous learning-based techniques have recently become very popular for coronary artery filtering due to their impressive results. In this work, a supervised machine learning method for coronary artery vesselness diffusion with high accuracy and minimal user interaction is designed. The fully discriminative filter learning method jointly learning a classifier the weak learners rely on and the features of the classifier is developed. Experimental results demonstrate that this scheme achieves good isotropic filtering performances on both synthetic and real patient Coronary Computed Tomography Angiography (CCTA) datasets. Furthermore, region growing-based segmentation approach is performed over filtered images obtained by using different schemes. The proposed diffusion scheme is able to achieve higher average performance measures (87.8% ± 1.5% for Dice, 86.5% ± 1.3% for Precision and 88.5% ± 2.6% for Sensitivity). In conclusion, the developed diffusion method is capable of filtering coronary artery structures and suppressing nonvessel tissues, and can be further used in clinical practice as a real-time CCTA images preprocessing tool.

1. INTRODUCTION

Accurate coronary arteries determination is commonly a fundamental step for computer-aided diagnosis of cardiovascular diseases, especially for coronary stenosis quantification [1]. In clinical practice, medical imaging techniques-based vessel detection usually contains two significant tasks, namely vascular structures enhancement in original medical images and vessel segmentation. In the literature, a variety of automatic two-dimensional (2D) or three-dimensional (3D) vessel segmentation algorithms have been proposed. For example, 3D coronary arteries can be directly segmented based on grayvalue [1], prior knowledge [2,3], deformable model [4] and learning-based method [5].

In Kerkeni et al. [6], the author compares four Hessian-based multiscale filters and shows that the vessel enhancement diffusion (VED) filter is superior to the other two methods in enhancing vascular structure and suppressing background noise. At present, there are three main advantages of VED. First, VED can improve the separation of blood vessels in maximum intensity projection (MIP) because the intensity distribution of each filter vessel becomes more uniform. In addition, strong diffusion in the vessel direction helps to overcome significant intensity decline. Thirdly, VED can inhibit nonvessel structures. Despite such a large number of vessel enhancement and segmentation methods, robust enhancement of 3D curved structures is still a challenging task, due to the intensity variations along the 3D coronary artery structures and the existence of surrounding noises and tissues.

In many cases, handcrafted image filters often require complex mappings, and the underlying models of the imaging processes are not always easily obtained or constructed. Therefore, neural networks can be used for function approximation and the data modeling process [7]. Among these methods, the The Deep Convolution Network [8] has recently become very popular due to its impressive results on many reference datasets [9]. Generally, large convolutional networks are trained by back propagation to minimize classification errors. However, due to the large number of parameters to be optimized, deep network needs a lot of training data and computing power to achieve the latest performance. When the input image is too large or only a limited number of training data are available (this is a typical case in the biomedical field), their applicability and performance will be reduced. Furthermore, the neural network architecture used in [8] needs special settings and careful design, and even on GPU, training is expensive in computing. In contrast, our method requires much less computation and involves only a few parameters that are easy to adjust. Moreover, it enables us to process 3D medical image stacks, which, despite their prominent position in the medical field, due to its low computational burden. The basic idea of designing a neural network...
image filter is to construct a function in a neural network to map an image on another image in which certain properties of the image are extracted or enhanced.

Our goal is to design a supervised machine learning method for coronary artery vesselness diffusion, with high accuracy and minimal user interaction. Like our method, several authors have used cascading of classifiers [10–14] to improve the performance of classification problem. These classifiers use a set of features extracted from the output of the previous layer for training. Since each classifier is treated separately, the training process is relatively easy. We use an iterative process for regression. Generally, in such a framework, nonlinear transformation is sequentially applied to the input signal to obtain a higher-order representation of the input, capture more context information and improve the classification rate in each iteration. We compute the kernel in a closed form, which allows us to handle large parameter spaces. Our method is easier to train by supervised optimization of features and continuous regression variables one by one. In addition, it can effectively handle a large number of inputs.

This paper is the extension of our previous conference work [15]. The scope of this work is in the first place to investigate and analyze the abilities of deep neural networks for medical image filtering. The main contributions are summarized in the following aspects: (1) A detailed review of related work about learning-based coronary artery vesselness diffusion in CCTA images is presented. (2) A fully discriminative filter learning method jointly learning a classifier our weak learners rely on and the features of the classifier is developed. Compared to handcrafted image filters, neural network image filters are designed and trained for edge extraction, vesselness enhancement and noise suppression. (3) The theoretical supports of the Gradient Boosting framework and its quadratic approximation used in this work are presented.

In the following sections, the remaining part of this paper is presented: Section 2 presents the proposed coronary artery vesselness filter learning approach, which includes three parts: (1) general introduction about gradient boosting algorithm; (2) formation of regression trees and decision stumps to optimize the Gradient Boosting classifier; (3) convolution kernels learning while building the regression trees. Section 3 presents the experimental results on public datasets, and real patient CCTA datasets from the hospital. Section 4 gives a brief discussion. Finally, conclusions are given in Section 5.

2. MATERIALS AND METHODS

2.1. Gradient Boosting

The boosting motivation is the process of combining the output of many weak classifiers to produce a powerful combination, which is a way to fit the addition expansion into a set of basic functions. In general, these models are fitted by minimizing the loss functions averaged over the training data [16,17,18].

Gradient Boosting is usually used to approximate the function \( \phi^*: \mathbb{R}^n \rightarrow \mathbb{R} \) by a function \( \phi \)

\[
\phi(x) = \sum_{j=1}^{M} \alpha_j h_j(x) \tag{1}
\]

where \( x \in \mathbb{R}^n \) indicates the input vector, \( \alpha_j \in \mathbb{R} \) are weights and \( h_j: \mathbb{R}^n \rightarrow \mathbb{R} \) usually represent weak learners.

Now consider the training samples \( (x_i, y_i)_{i=1,2,..,N} \), where \( x_i \in \mathbb{R}^n \) and \( y_i = \phi^*(x_i) \), the general form of the loss function is given by

\[
L = \sum_{i=1}^{N} L(y_i, \phi(x_i)) \tag{2}
\]

then \( \phi(\cdot) \) is computed in a greedy manner, by iteratively choosing the combination of weak learners and weights to minimize the above loss function. Large scale of numerical optimization techniques are required during this procedure.

For the above minimization problem, it does not exist a general solver. However, a regression weak learner or learning algorithm, denoted as \( A \), can be defined. Consider any data points \( X = [x_1, ..., x_k], Y = [y_1, ..., y_k] \) denote their corresponding target values, \( W = [w_1, ..., w_k] \) represent real value weights, and \( \epsilon > 0 \) indicates the error. Then a function \( \hat{g} = A(W, X, R, \epsilon) \in C \) can be constructed by the regression weak learner \( A \), such that

\[
\sum_{j=1}^{k} w_j (g(x_j) - r_j)^2 \leq \min_{g \in C} \sum_{j=1}^{k} w_j (g(x_j) - r_j)^2 + \epsilon \tag{3}
\]

For twice differentiable loss functional \( L \), it can be observed that \( L(\phi) \) can be expanded around \( \phi_k \), at each tentative solution \( \phi_k \), using Taylor expansion as

\[
L(\phi_k + g) = L(\phi_k) + \nabla L(\phi_k)^T g + \frac{1}{2} g^T \nabla^2 L(\phi_k) g \tag{4}
\]

with \( \phi' \) is in the range \( (\phi_k, \phi_k + g) \). The right-hand side is found to be almost quadratic, which can be, therefore, replaced by a quadratic upper-bound as

\[
L(\phi_k + g) \leq L_k(g) = L(\phi_k) + \nabla L(\phi_k)^T g + \frac{1}{2} g^T W g \tag{5}
\]

where \( W \) is a diagonal matrix, which can be treated as the upper bound of the Hessian matrix between \( \phi_k \) and \( \phi_k + g \). Now let

\[
r_j = \frac{\nabla L(\phi_k)}{w_j} \tag{6}
\]

then we find that \( \forall g \in C, \sum_j w_j (g(x_j) - r_j)^2 \) equals to the above quadratic form (up to a constant). By calling the regression weak learner \( A \), we can obtain \( g \). At each step, an upper bound \( L_k \) of \( L \) needs to be minimized. Assume the minimum is denoted as \( g_k \), we have

\[
L(\phi_k + g_k) \leq L_k(g_k) \leq L(\phi_k) \tag{7}
\]

Therefore, optimizing the loss function \( L \) is same as optimizing with respect to \( L_k \) that is actually handled by \( A \). Figure 1. The following summarizes the above optimization procedure for the loss function in Eq. (2) [19]:
Algorithm 1: Gradient Boosting framework with quadratic approximation

1. Input: $X = [x_t]_{t=1,...,N}$
2. let $\phi_0 = 0$
3. for $k = 0, 1, 2, \ldots$ do
4. let $W = [w_t]_{t=1,...,N}$, with
5. either $w_t = \frac{\partial^2 \mathcal{L}}{\partial \phi_k(x_t)^2}$
6. or $W$ global diagonal upper bound on the Hessian
7. let $\mathcal{L} = \{r_t\}_{t=1,...,N}$, where $r_t = w_t^{-1} \frac{\partial \mathcal{L}}{\partial \phi_k(x_t)}$
8. pick $c_k \geq 0$
9. let $g_k = A(W, X, R, c_k)$
10. $S_f = S_f + S$
11. choose step size $s_k \geq 0$
12. let $\phi_{k+1} = \phi_k + s_k g_k$
13. end for

2.2. Regression Trees

Gradient Boosting algorithm is typically implemented by searching through the collections of weak learners that are dependent on a fixed set of features. Starting from the root, the regression tree learning procedure is learned by building one split at a time, as described in [17]. Then $h_j(\cdot)$ is selected at each iteration $j$ to minimize

$$h_j(\cdot) = \operatorname{argmin}_{h(\cdot)} \sum_{i=1}^{N} w_i^j (h(x_i) - r_i^j)^2$$

(8)

By differentiating $\mathcal{L}(y_i, \phi)$, the weight response pairs $\{w_i^j, r_i^j\}$ can be computed.

Typically, a split is comprised of a test function $s(\cdot) \in \mathbb{R}$, response values $\hat{\eta}_1$ and $\hat{\eta}_2$, and a threshold $\tau$. Then the prediction function of the split is given by

$$s(\cdot) = \begin{cases} \hat{\eta}_1 & \text{if } s(\cdot) < \tau \\ \hat{\eta}_2 & \text{otherwise} \end{cases}$$

(9)

At iteration $j$, the optimal root split can be obtained by minimizing the following with $s(\cdot)$

$$\sum_{i | (s(x_i) < \tau)} w_i^j (r_i^j - \hat{\eta}_1)^2 + \sum_{i | (s(x_i) \geq \tau)} w_i^j (r_i^j - \hat{\eta}_2)^2$$

(10)

Then a test function $t(\cdot)$ can be defined as $t(x_i) = k^T x_i$ in this part, which operates on the results of $x_i$ and kernel $k$. Therefore, learning a tree split can be treated as searching for the combination of a split point $\tau$, leaf values $\hat{\eta}_1$ and $\hat{\eta}_2$, and a kernel $k$, which minimizes Eq. (10) with $t(x_i) = k^T x_i$.

The whole minimization procedure is performed in stages. The proposed approach is described in the following aspects: First a set of kernel candidates are constructed. For each candidate, the optimal value of $\tau$ is then selected through exhaustive search. Finally, with the pair of threshold $\tau$ and kernel $k$, we can simply find the optimal values for $\hat{\eta}_1$ and $\hat{\eta}_2$, as the weighted average of the $r_i^j$ values of the $x_i$ samples that go to the corresponding leaf of the split.

2.3. Convolution Kernels

In this work, we let kernels $k$ to be square windows within $x$, in the order to make the minimizations computable. Now consider a square window centered at $c$ with side length $a$, and an operator $W_{x, c}(x)$ returns the pixel values of $x$ with this window in vector form. Then the criterion of Eq. (8) can be re-written as

$$\sum_{i=1}^{N} w_i^j (k^T W_{x, c}(x_i) - r_i^j)^2$$

(11)

where $k$ is a square window parametrized by $c$ and $a$.

To avoid overfitting problem, we first introduce the regularization term, in order to produce smooth kernels. Then Eq. (11) becomes

$$\sum_{i} w_i^j (k^T W_{x, c}(x_i) - r_i^j)^2 + \lambda \sum_{(m, n) \in N^2} (k^{(m)} - k^{(n)})^2$$

(12)

where $k^{(m)}$ indicates the $m$-th pixel of kernel $k$, $(m, n) \in N^2$ are the indexes of the pair of neighboring pixels, and $\lambda \geq 0$.

Secondly, filters and splits are learned on a subset of random samples from the training set. When learning the rank functions, we pick $N_{T_2}$ random samples from training set into $T_2$. For iteration $p$, we choose random window $W_{x, p} \in W$ and random regularization factor $\lambda_p \in L$ for each iteration. Then kernel $k_p$ is computed by

$$k_p = \operatorname{argmin}_k \sum_{i \in T_1} w_i^j (k^T W_{x, p}(x_i) - r_i^j)^2 + \lambda_p \sum_{(m, n) \in N^2} (k^{(m)} - k^{(n)})^2$$

(13)

Then we pick $\frac{N}{2}$ random samples from training set into $T_2$. The parameters can be found by

$$\tau_{p}, \eta_{1,p}, \eta_{2,p} = \operatorname{argmin}_{\tau, \eta_1, \eta_2} \sum_{i | (k^T W_{x, p}(x_i) < \tau)} w_i^j (r_i^j - \eta_1)^2$$

$$+ \sum_{i | (k^T W_{x, p}(x_i) \geq \tau)} w_i^j (r_i^j - \eta_2)^2$$

(14)

Then the split cost is

$$e_p = \sum_{i | (k^T W_{x, p}(x_i) < \tau_p)} w_i^j (r_i^j - \eta_1)^2 + \sum_{i | (k^T W_{x, p}(x_i) \geq \tau_p)} w_i^j (r_i^j - \eta_2)^2$$

(15)

By computing the lowest split cost $e_p$, the final set of parameters are returned. For many randomly selected values of $W_{x, p}(x), \lambda, T_1$, and $T_2$, this operation can be repeated, in order to return the split achieving the smallest value for the criterion of Eq. (10).

2.4. Segmentation

A variety of research efforts in the literature for 3D coronary arteries segmentation from CCTA datasets have been studied. Existing 3D coronary arteries segmentation methods can be divided into two main classes: deformable models [20–22] and differential measures [23]. For the purpose of evaluating the performances of different diffusion filters, each real patient CCTA dataset was first filtered.
by different diffusion algorithms. Complete coronary artery structures were then segmented from different filtered CCTA images based on the region growing method [24,25]. The region growing-based method in this work includes three main steps. First, a global threshold is set to around gray intensity of 200-300 if the lowest CT intensity is -2048, or set as 400-500 if the lowest CT intensity is -1024, which will give a roughly segmented 3D region. To obtain accurate local region, a 3D mask is necessary. Region growing can use mask as a parameter. The main purpose of local region is let the threshold or region growing to be restricted to one branch or several branches of vessel. Second, irrelevant regions need to be removed. After the removal of other tissue, the skeleton similar structure was extracted. Finally, from the triangle faces, the vertices or faces normal are computed and used as an orientation for further region growing. The theory of the growing is based on image profile or maximal gradient along normal. Each complete coronary artery segmentation result was compared to the ground-truth region. The ground truth coronary arteries regions for all four CCTA datasets were labeled by the experienced radiologist from the National Heart Center Singapore. All the parameters and threshold values of region growing segmentation method were kept fixed for each diffusion filter for a fair comparison.

3. RESULTS

The experimental results presented includes two parts. Firstly, the proposed method is tested on VascuSynth Sample database and compared with Cheng’s method [26]. Secondly, different diffusion schemes are tested on the CCTA images from real patients, to evaluate the segmentation accuracy of the proposed diffusion scheme.

3.1. Validation on Publicly Available Database

In this stage, the segmentation approach is tested on the March 2013 VascuSynth Sample (10 datasets) presented in [26]. As reported in [26], four different quantitative measures for the synthetic validation, i.e., true positives (TP), false negatives (FN), false positives (FP) and overlap measure (OM) between the obtained vessel segmentation and the ground truth vessel segmentation. Figure 1 presents three examples of synthetic vessel models from the March 2013 VascuSynth Sample: Group 2 (data3), Group 3 (data4) and Group 4 (data5), which are used as the ground truth vessel structures and adequate to represent the 3D vascular structures, for the purpose of evaluating the efficiency of the proposed vesselness filter function. Table 1 summarizes average TP, FN, FP and OM rates on the 10 datasets. Moreover, 3 datasets on the 2011 VascuSynth Sample Data are used in the noise experiments to compare with Cheng’s method. Low level Gaussian noise was added to the 2011 VascuSynth Sample Data (3 datasets) [26], and the proposed method was tested compared with Cheng’s method [26]. The comparison results are presented in Table 2. It can be seen that the proposed method slightly outperforms Cheng’s method with the presence of low level Gaussian noise.

3.2. CT Images Diffusion

The proposed diffusion scheme was further applied into four CCTA datasets in DICOM format, implemented on a 16 GB of RAM Windows laptop. The parameters in this part are chosen as total diffusion time 15s and time step 0.25s. The proposed diffusion scheme is
proven to be efficient, with an average processing time of about 14.5 minutes. This enables the proposed diffusion scheme to be further applied as a real-time CCTA images preprocessing tool in clinical practice.

Once the original CCTA datasets were filtered by the proposed diffusion scheme, region growing-based segmentation method was applied to segment the coronary arteries. Figure 2 depicts the segmentation results obtained by performing the proposed vesselness diffusion scheme in axial, sagittal and coronary view for all four CCTA datasets. The segmented results were compared to the radiologist labeled ground-truth regions in three different views, and were proven to highly overlap with the ground-truth regions, which demonstrated the robustness of the proposed diffusion scheme. On the other hand, segmentation results without vesselness diffusion were observed to poorly overlap with the ground-truth regions. Many surrounding noises and isolated points were segmented, and many thin vessel branches were even missing. Moreover, a comparison of our segmentation results (red) with the ground truth regions (blue) in axial view for ccta1, ccta14, ccta22 is presented in Figure 3.

Furthermore, to explore the performance of the proposed diffusion scheme, three other diffusion methods (Frangi’s, Yang’s [27] and VED) were also performed into four CCTA datasets. The same region growing method was then applied to segment the complete coronary arteries, to compare with the ground-truth results. To compute the probability of each pixel in the input image of being part of a vessel structure \( p(y = 1 | x) \), we take the sample vectors \( x \) to be image patches centered on individual pixels. Once our classifier is trained, we can compute \( p(y = 1 | x) = \frac{1}{1 + e^{-\phi(x)}} \). Figure 4 shows the comparison of the precision-recall curves of different diffusion methods over ccta 14. The proposed method is found to outperform three other diffusion methods in terms of voxel error. In addition, a comparison of three performance measures (Dice, Precision and Sensitivity) of different diffusion methods for all four CCTA datasets is summarized in Table 3. Frangi’s filter achieves low Dice coefficient measure for ccta 2. This may be explained by the fact that Frangi’s filter is sensitive to noise. Yang’s improved filter achieves low Dice coefficient measure for ccta 22. VED is found to outperform the two latter methods. This is can be explained by the fact that VED utilizes the vesselness measure to construct the diffusion

### Table 1 | Segmentation results on 2013 VascuSynth sample (%).

| Data Set | TP   | FN   | FP   | OM  |
|----------|------|------|------|-----|
| 1        | 97.94| 2.06 | 3.63 | 97.90 |
| 2        | 96.02| 3.98 | 6.48 | 95.24 |
| 3        | 95.43| 4.57 | 7.71 | 94.29 |
| 4        | 94.87| 5.13 | 7.12 | 94.08 |
| 5        | 97.60| 2.40 | 4.09 | 96.81 |
| 6        | 96.88| 3.12 | 5.98 | 96.13 |
| 7        | 97.26| 2.74 | 5.05 | 96.82 |
| 8        | 96.19| 3.81 | 6.39 | 95.40 |
| 9        | 97.25| 2.75 | 4.67 | 97.06 |
| 10       | 97.33| 2.67 | 5.54 | 97.04 |
| Avg. ± std | 96.67 ± 1.01 | 3.32 ± 1.01 | 5.66 ± 1.31 | 96.13 ± 1.19 |

TP, true positives; FN, false negatives; FP, false positives; OM, overlap measure.

### Table 2 | Comparison of Cheng’s method with our method in the presence of low level of gaussian noise (\( \sigma^2 = 20 \)) (%).

|       | TP   | FN | FP | OM |
|-------|------|----|----|----|
|       | Cheng’s | Ours | Cheng’s | Ours | Cheng’s | Ours | Cheng’s | Ours |
| Data1 | 94.38 | 95.54 | 5.62 | 4.46 | 7.49 | 6.93 | 93.83 | 94.16 |
| Data2 | 94.87 | 95.06 | 5.13 | 4.94 | 5.38 | 4.62 | 94.55 | 94.79 |
| Data3 | 95.29 | 96.07 | 4.71 | 3.93 | 5.63 | 4.95 | 94.89 | 95.71 |

TP, true positives; FN, false negatives; FP, false positives; OM, overlap measure.

---

**Figure 2** | Segmentation results in axial, sagittal and coronary view for ccta1, ccta14, ccta22 and ccta2.
The proposed diffusion scheme is found to outperform the three existing state-of-the-art vessel diffusion methods, with higher average performance measures (87.8% ± 1.5% for Dice, 86.5% ± 1.3% for Precision and 88.5% ± 2.6% for Sensitivity). The experimental results demonstrate that the proposed diffusion scheme is capable of preserving more coronary artery features and reducing pseudo vessel structures. As a result, the segmentation results are more precise and reliable for clinical diagnosis.

Finally, in Figure 5 we show the coronary arteries rendering results by the proposed diffusion scheme. It can be observed that main branches of coronary arteries can be completely detected. The vessels are found to be enhanced and connected, and no nonvessel tissues and artifacts are connected to the coronary artery vascular structures. Additionally, the new method is capable of extracting even small vessel branches. Experimental results demonstrate that the proposed diffusion filter can effectively reduce the pseudo coronary artery structures and isolated noisy points.

4. DISCUSSION

In this work, a detailed review of related work about learning-based coronary artery vesselness diffusion in CCTA images is presented. Besides, a fully discriminative filter learning method jointly learning a classifier our weak learners rely on and the features of the classifier is developed. Thirdly, the theoretical supports of the Gradient Boosting framework and its quadratic approximation used in this work are presented. The developed filter learning method is found to outperform the current latest learning-based segmentation techniques. Moreover, it ensures that almost no parameter adjustment is needed during training and testing procedure, which
5. CONCLUSION

In this work, we propose an accurate and efficient learning-based vesselness filtering scheme, for the purpose of enhancing coronary arteries and reducing background noises in CCTA images. The fully discriminative filter learning method jointly learning a classifier our weak learners rely on and the features of the classifier. Moreover, the theoretical supports of the Gradient Boosting framework and its quadratic approximation used in this work are presented. Experimental results demonstrate that the new 3D anisotropic diffusion scheme outperform the standard and Kroon's optimized scheme for the task of curve-like features enhancement and noise reduction in the synthetic datasets. Quantitative results on VascuSynth Sample indicate that the proposed method is slightly better than Cheng's method for small or thin vessels. Moreover, compared to the existing diffusion methods like Frangi’s, improved Hessian and VED, our proposed method shows strong enhancement for coronary arteries and resists to noisy background tissues in real patient CCTA images. More specifically, it is observed that more thin vessel branches can be detected and lower noisy structures are introduced in the coronary artery results segmented from the CCTA images filtered by the proposed diffusion scheme. Compared with the human labeled ground-truth coronary arteries, the segmentation results by performing the proposed diffusion scheme can achieve higher OMs (87.8% ± 1.5% for Dice, 86.5% ± 1.3% for Precision and 88.5% ± 2.6% for Sensitivity). Additionally, the proposed diffusion scheme is proven to be efficient, with an average processing time of about 14.5 minutes. Based on the accuracy and speed, the proposed diffusion scheme can be further applied as a real-time CCTA images preprocessing tool in clinical practice, for fast and precise vessel segmentation and stenosis analysis.
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