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ABSTRACT

Context. Classical Cepheids (DCEPs) are the most important primary indicators for the extragalactic distance scale. Establishing the dependence on metallicity of their period–luminosity and period–Wesenheit (PL and PW) relations has deep consequences for the estimate of the Hubble constant ($H_0$).

Aims. We investigate the dependence on metal abundance ([Fe/H]) of the PL and PW relations for Galactic DCEPs.

Methods. We combined proprietary and literature photometric and spectroscopic data, gathering a total sample of 413 Galactic DCEPs (372 fundamental mode, DCEP_F, and 41 first-overtone, DCEP_1O) and constructed new metallicity-dependent PL and PW relations in the near-infrared adopting the astrometry-based luminosity.

Results. We find indications that the slopes of the PL($K_S$) and PW($J,K_S$) relations for Galactic DCEPs might depend on metallicity on the basis of the comparison with the Large Magellanic Cloud relationships. Therefore we used a generalized form of the PL and PW relations to simultaneously take the metallicity dependence of the slope and intercept of these relations into account.

Conclusions. We calculated PL and PW relations that for the first time explicitly include a metallicity dependence of the slope and intercept terms. The quality of the available data is insufficient, however, and we cannot yet present conclusive results, but they are relevant from a methodological point of view. The new relations are linked to the geometric measurement of the distance to the Large Magellanic Cloud and allowed us to estimate a Gaia DR2 parallax zero-point offset $\Delta\sigma = 0.0615 \pm 0.004$ mas from the dataset of DCEPs used in this work.

Key words. stars: variables: Cepheids – stars: distances – distance scale – stars: abundances – stars: fundamental parameters

1. Introduction

Classical Cepheids (DCEPs) are the most important primary distance indicators of the cosmic distance ladder through their period-luminosity (PL, Leavitt & Pickering 1912) and period-Wesenheit (PW, Madore 1982) relations. When they are calibrated locally by means of geometric methods such as trigonometric parallaxes, the PL and PW relations can be used to calibrate secondary distance indicators such as type Ia supernovae (SNe), which are sufficiently powerful to measure distances in the unperturbed Hubble flow. This three-step procedure eventually allows us to measure the Hubble constant ($H_0$) from the slope of the relation between the distance to far-away galaxies in the Hubble flow and their recession velocity (e.g. Sandage et al. 2006; Freedman & Madore 2011; Freedman et al. 2012; Riess et al. 2016, 2019).

The value of $H_0$ currently is a matter of vivid debate in the literature because the most recent determinations based on the cosmic distance ladder, $H_0 = 74.03 \pm 1.42$ km s$^{-1}$ Mpc$^{-1}$ (Riess et al. 2019 and references therein), significantly disagree with the value of $H_0$ estimated from the Planck cosmic microwave background (CMB) measurements under the flat Λ cold dark matter (ΛCDM) model, $H_0 = 67.4 \pm 0.5$ km s$^{-1}$ Mpc$^{-1}$ (Planck Collaboration VI 2020). This $4.4\sigma$ discrepancy, commonly referred to as the $H_0$ tension, remains unexplained despite several attempts to reduce the systematic errors affecting the different steps of the cosmic distance ladder (e.g. Huang et al. 2020; Yuan et al. 2019; Reid et al. 2019). Recently, a value of $H_0 = 73.3^{+1.3}_{-1.4}$ km s$^{-1}$ Mpc$^{-1}$, in agreement with the cosmic distance ladder, was obtained by the HOLICOW and STRIDES collaborations based on the gravitational time-delays of six lensed quasars (Wong et al. 2020). Because this measurement is entirely independent of cosmic distance ladder calibrations, the occurrence of a tension appears to be confirmed. In order to improve the accuracy of the $H_0$ measurements and to place stringent constraints on cosmological models, it is crucial to quantify the residual systematic errors affecting different methods to estimate $H_0$. In particular, it is mandatory to quantify and reduce the uncertainties (random and systematic) of the different steps involved in the distance ladder calibration.

One of the main residual sources of uncertainty in the cosmic distance ladder is the metallicity dependence of the DCEP PL and PW relations. The metallicity is widely expected to affect the slope and intercept of the DCEP PL and PW relations,
particularly at optical passbands. Conversely, the metallicity dependence of the DCEP PW relations is estimated and predicted to be weak for different band combinations, but especially in the near-infrared (NIR, see e.g. Fiorentino et al. 2007, 2013; Ngeow et al. 2012; Di Criscienzo et al. 2013; Gieren et al. 2018, and references therein).

The procedure adopted by the SH0ES team (Riess et al. 2016) to calibrate the cosmic distance ladder takes the metallicity dependence of the PW relations into account. According to these authors, the metallicity contributes 0.5% to the total error budget of 2.4% in the measure of metallicity dependence of the PW relations into account. Accord-

3. Period-luminosity-metallicity and period-Wesenheit-metallicity relations in the NIR for the Galactic DCEPs

We used our final sample of 373 DCEP_Fs and 50 DCEP_1Os to derive a new PL relation in the $K_S$ band and a new PW relation in the $J,K_S$ bands. First, we obtained dereddened $K_S,0$ magnitudes that are required to construct the PL$_{K_S}$ relation by adopting $A_{K_S} = 0.34 E(B - V)$ (as derived by Cardelli et al. 1989, using $R_V = 3.1$), where the $E(B - V)$ values are those collected in Paper I. The corresponding Wesenheit magnitudes $w = K_S - 0.69 (J - K_S)$ are instead reddening-free by construction.

To avoid introducing any bias or sample truncation, we did not make any selection of the DCEPs based on their parallax and/or the ratio of parallax error over parallax, which means that we also retained a few objects with negative parallax. To handle the negative parallaxes as well, we adopted the approach introduced by Feast & Catchpole (1997) and Arenou & Luri (1999), and computed the astrometry-based luminosity (ABL), which in the simplest case is defined as follows:

$$ ABL = 10^{0.2 M_{obs}} = 10^{0.2(α + β logP - log P_0)} = 10^{α + β logP - log P_0} = σ_{0.2}K_{S,0} - 2 $$

$$ ABL = 10^{0.2W} = 10^{0.2(β logP - log P_0)} = 10^{w logP - log P_0} $$

where $K_{S,0}$, $w(J,K_S)$, the period $P$, and the parallax $σ$ are the observables; the unknowns are the two parameters $α$ and $β$ that define the absolute quantity $M_{abs} = α + β logP - log P_0$, which corresponds to the absolute magnitude $M_{K_S}$ in Eq. (1) and to the absolute Wesenheit magnitude $W(J,K_S)$ in Eq. (2). We used a pivoting (logarithmic) period $P_0$ of 1.0 ($P_0 = 10$ d) for DCEP_Fs and 0.3 ($P_0 = 2$ d) for DCEP_1Os to reduce the correlation between the parameters of the fit. The $α$ and $β$ values were calculated by a weighted least-squares fit procedure with $σ$-clipping of the residuals, adopting a double median absolute deviation (MAD) with amplitude $σ_{MAD}$ to limit the maximum number of rejected objects to ~10%. Uncertainties were estimated through a bootstrap technique. The fit of the ABL function was carried out by adopting three different values for the offset of the Gaia parallax zero-point, $Δσ$ = 0.049 mas, following Groenewegen (2018), $Δσ$ = 0.07 mas according to Ripepi et al. (2019), and a third intermediate value: $Δσ$ = 0.0615 mas (see Sect. 5). We refer to Groenewegen (2018) and Ripepi et al. (2019) for a discussion of the Gaia parallax zero-point offset for DCEPs (see also Arenou et al. 2018; Lindegren et al. 2018, for a more general discussion of the topic). The results of the fitting procedure are shown in Fig. 1, where we have highlighted the DCEPs analysed in Paper I with different symbols.

2 The RUWE parameter measures the reliability of the Gaia parallaxes, see Sect. 14.1.2 of “Gaia” Data Release 2 Documentation release 1.2: https://gea.esac.esa.int/archive/documentation/GDR2/
The functional form of the PW relation is labelled in the table. \(P_0\) is the pivoting period, whose logarithm is equal to 1.0 and 0.3 for DCEP_Fs and DCEP_1Os, respectively. The different columns provide (1–4) coefficients of the non-linear fit and their relative errors; (5–6) total number of available DCEPs and number of sources rejected during the fitting procedure; (7) pulsation mode; (8) adopted \textit{Gaia} parallax offset (in mas); (9) case; (10) rms of the residuals of the ABL function; (11) AIC value (see text).

The coefficients of the fit of Eqs. (1) and (2) are provided in the upper portion of Table 1. We first compare our results with the PL and PW relations defined by the Large Magellanic Cloud (LMC) DCEPs, which are based on large samples and therefore have very precise slopes (and intercepts). We used as a reference the PL(\(K_S\)) relations by Ripepi et al. (2012) and the PW(\(J, K_S\))...
relations by Ripepi et al. (2020), which are based on the NIR time-series photometry collected by the Vista Magellanic Cloud Survey (VMC Cioni et al. 2011)\(^3\). In particular, in the LMC these authors find PL and PW slopes of \(\Delta K_S/\Delta \log P = -3.295 \pm 0.018\) and \(\Delta \omega(J_K_S)/\Delta \log P = -3.332 \pm 0.007\) for the DCEP_Fs, and \(\Delta K_S/\Delta \log P = -3.471 \pm 0.035\) and \(\Delta \omega(J_K_S)/\Delta \log P = -3.501 \pm 0.007\) for the DCEP_1Os. A comparison with the values in the upper part of Table 1 allows us to make the following considerations:

- Despite an increase by 12 units of the Galactic DCEP_1O sample provided by Paper I, their number is still too small to allow for precise results. For any value of the parallax zero-point offset, the slopes (\(\beta\)) of our MW PL and PW relations are significantly lower than for the LMC DCEP_1Os and errors are very large.

- The PL and PW relations of the MW DCEP_Fs both show meaningful slopes with reasonably small errors. For all the values of \(\Delta \sigma\), these slopes appear to be significantly lower than for the LMC DCEPs. The discrepancy is at the 3\(\sigma\) level for the PL relation. Because the average metallicity of the MW and LMC DCEPs differs by some ~0.3–0.4 dex, we can expect that metallicity may play a role in explaining these differences.

To test this possibility, we added a metallicity term to the intercept of the PL and PW relations. In this case, the ABL formulation becomes

\[
\text{ABL} = 10^{0.02(M_{\alpha,0})} \times 10^{0.2(\sigma_0+\gamma[Fe/H])} = \sigma 10^{0.2e(J,K_S)-2}\tag{3}
\]

\[
\text{ABL} = 10^{0.2w} = 10^{0.2(\sigma_0+\gamma[Fe/H])} = \sigma 10^{0.2e(J,K_S)-2}\tag{4}
\]

We adopted the same procedure as above to fit Eqs. (3) and (4) to the data, obtaining the coefficients listed in the middle portion of Table 1. Analysing these results, we note that (i) for the DCEP_Fs the metallicity term is negative and generally increasingly significant as \(\Delta \sigma\) increases, especially for the PW relation; for the DCEP_1Os the results seem to show the same general trend (but the dependence is positive for the PL relation). However, the errors on the slopes and intercepts of the DCEP_1Os are up to one order of magnitude larger than for the DCEP_Fs; (ii) for the DCEP_Fs, the slopes of both the PL and PW relations do not change significantly, decrease slightly and thus become increasingly different than those of the LMC. The decrement is larger as the metallicity term increases, revealing an intricate inter-dependency between these parameters. In any case, we conclude that the slopes of the PL and PW relations for the MW DCEPs differ from those of the LMC DCEPs and seem to exhibit a non-negligible metallicity dependence.

More in general, our results seem to indicate that there is a complicate interplay between the metallicity dependence caused by the higher average metallicity of the MW DCEPs with respect to the LMC DCEPs, the coefficients of the PL and PW relations, and the zero-point offset of the Gaia parallaxes. In order to possibly shed light on this rather intricate scenario, we adopted a more general form of the PL and PW relations that takes a metallicity dependence not only of the intercept, but also of the period coefficient into account. This was rendered through the following general ABL functions:

\[
\text{ABL} = 10^{0.2(\sigma_0+\gamma[Fe/H])} = \sigma 10^{0.2e(J,K_S)-2}\tag{5}
\]

\[
\text{ABL} = 10^{0.2w} = 10^{0.2(\sigma_0+\gamma[Fe/H])} = \sigma 10^{0.2e(J,K_S)-2}\tag{6}
\]

which we proceeded to fit in exactly the same way as done in the previous cases, but considering only the DCEP_F pulsators because there are too few DCEP_1Os for us to obtain meaningful results. The outcomes of this procedure are summarised in the middle portion of Table 1 and shown in Fig. 3 (top and medium panels). We note a general behaviour similar to the previous case: the metallicity dependence on intercept and slope increases as \(\Delta \sigma\) increases. In no case are the metallicity terms significant for \(\Delta \sigma = 0.049\) mas, whereas the maximum significance is achieved for \(\Delta \sigma = 0.070\) mas, when the PL and PW relations show metallicity terms that are significant at 1-2\(\sigma\) levels. In the intermediate case, \(\Delta \sigma = 0.0615\) mas, the metallicity dependence is significant at ~1\(\sigma\) level. To summarise, even if the uncertainties are still rather large, and except for the PL and PW relations with \(\Delta \sigma = 0.049\) mas, it was possible to find a meaningful metallicity dependence for the slope (period coefficient) and intercept. This is the first time to our knowledge that such a result is achieved, even though it still is more qualitative than quantitative evidence. We also note that the metallicity dependence of the slope appears to have the right sign, suggesting smaller slopes as [Fe/H] increases, as inferred from the comparison of LMC and MW DCEPs and in remarkable agreement with the predictions of non-linear convective pulsation models (see e.g. Bono et al. 1999; Marconi et al. 2005, and references therein).

4. Goodness of fit

In Sect. 3 we performed several fits of the ABL function with an increasing number of coefficients to take the metallicity...
dependence into account, and for different values of $\Delta\sigma$, obtaining comparable values of the ABL function residuals. Prompted by the referee, we now try to obtain an indication of the goodness of these fits. We chose to adopt the commonly used Akaike information criterion (AIC, Akaike 2011)$^4$. We first calculated the likelihood of each of the fitted ABL functions. Therefore we define

$$\ln L = -0.5 \sum_{i=1}^{N} \left( \frac{\text{res}_i}{s_i} \right)^2 + \ln(s_i^2),$$

where $N$ is the number of fitted points, $\text{res}_i$ is the $i$th residual around the fitted relations (Eqs. (1)–(6) above), and the term $s_i$ is the sum in quadrature of the $i$th uncertainty and the intrinsic scatter around the fitted relation. We set the intrinsic scatter of the fitted relations equal to half the rms of the residuals, but verified that this choice did not affect the results significantly. The values of the likelihood were then used to estimate the AIC quantity, which is defined as

$$\text{AIC} = 2k - 2\ln L,$$

where $k$ is the number of fitted parameters. The AIC values are reported in the last column of Table 1. By definition, the lower the AIC value, the better the fit. An analysis of Table 1 reveals that introducing the metallicity terms on the intercept and slope of the PL relation does not improve the fit to the data significantly, whereas the inclusion of a metallicity dependence for both coefficients seems to improve the fit since, except for $\Delta\sigma = 0.049$ mas, the coefficients of the PL relation become more than $\sim 1\sigma$ significant. The introduction of the metallicity term on the intercept improves the PW relation fit. The adoption of the metallicity term on the slope as well produces a slightly better or equal goodness of fit. The best value of the AIC is obtained for the PW relation with $\Delta\sigma = 0.070$ mas.

In summary, use of the AIC goodness-of-fit parameter allowed us to verify that the progressive inclusion of the metallicity term in the intercept and slope of the PL and PW relations produces fits to the data that except in the case of $\Delta\sigma = 0.049$ mas, are generally (slightly) better than the cases when fewer parameters are used to define the ABL function.

5. Discussion and concluding remarks

We tested our PL and PW relations by applying them to the LMC DCEP_F sample in Ripepi et al. (2020) and comparing the resulting LMC distance modulus ($\text{DM}_{\text{LMC}}$) to the distance to the LMC provided by the geometric determination of Pietrzyński et al. (2019): $\text{DM}_{\text{LMC}} = 18.48 \pm 0.03$ mag (including systematic errors), which is currently considered one of the most accurate measures in the literature. We calculated the absolute $M_{K_s}$ and Wesenheit magnitudes $W(I,J,K_s)$ for each LMC DCEP_F in Ripepi et al. (2020) by inserting the proper periods in the respective equations in Table 1 for the three different cases: (i) with only the coefficients $\alpha$ and $\beta$, (ii) with the addition of the $\gamma$ term, and (iii) with the further addition of the $\delta$ coefficient. In cases (i) and (ii) we implicitly assumed that there is no difference in the slope (period term) of the PL and PW relations of the MW and LMC DCEPs. In cases (ii) and (iii) we adopted an average metallicity for the LMC DCEPs of $\langle[\text{Fe/H}]\rangle = -0.33$ dex from Romaniello et al. (2008). In all three cases, from the observed $K_{\text{hel}}$ and $w(I,J,K_s)$ we obtained individual DM values for each LMC DCEP_F. The distributions of these DMs are shown in Fig. 4 from top to bottom for the three cases (i)–(iii) and from left to the right for the three adopted values of $\Delta\sigma = 0.049, 0.0615$, and 0.070 mas, respectively. In each panel we compare the DM distributions with the LMC geometric distance by Pietrzyński et al. (2019). In all cases the histograms

$^4$ We also calculated the Bayesian information criterion (BIC), which produced results very similar to the AIC, therefore we only report and discuss the latter here.
show rather narrow distributions; the average dispersion is about 0.08–0.09 mag.

The top panels of Fig. 4 (blue histograms) show that in all cases, solution (i), no metallicity dependence, provides \( \langle DM_{\text{LMC}} \rangle \) values that are far higher than the LMC geometric distance by Pietrzyński et al. (2019). A significantly larger \( \Delta \sigma \) offset would be needed to reconcile the two results. The middle panels of Fig. 4 (green histograms) corresponding to case (ii) (metallicity dependence only on the intercept) still provide too high \( \langle DM_{\text{LMC}} \rangle \) values, except in the case of the PW relation with \( \Delta \sigma = 0.070 \) mas, which has the largest difference in slope with respect to the observed LMC PW relation, however. Finally, the bottom panels of Fig. 4 (red histograms), corresponding to case (iii) (metallicity dependence of both slope and intercept), agree very well with the \( \langle DM_{\text{LMC}} \rangle \) value by Pietrzyński et al. (2019) for \( \Delta \sigma = 0.0615 \) mas, whereas the other two values of \( \Delta \sigma \) produce either lower or higher \( \langle DM_{\text{LMC}} \rangle \) estimates.

This shows that the general formulation of the PL and PW relations is not only able to qualitatively explain the different slopes of the PL and PW relations in the MW and LMC, but also allows us to obtain an estimate of the zero-point offset of the Gaia DR2 parallaxes for DCEPs. An error on the offset value can be inferred from the uncertainty on the LMC distance modulus by Pietrzyński et al. (2019). This corresponds to 0.03 mag, which translates into a 0.004 mas error in the parallax offset. Our best estimate for the Gaia DR2 zero-point parallax offset for
our DCEP dataset therefore is 0.0615 ± 0.004 mas. It is important to remark that this zero-point offset has to be considered as an average that is valid only for the particular DCEP dataset used here because in general, the zero-point offset of the Gaia parallaxes varies for different groups of objects and different positions in the sky (see e.g. Arenou et al. 2018; Lindegren et al. 2018; Leung & Bovy 2019).

To conclude, the general PL and PW relations provided in the bottom part of Table 1 could represent a step forward in our ability to measure distances through DCEPs, with a potential great effect on the cosmic distance scale and the estimate of $H_0$. Additional spectroscopic measurements for DCEPs in the MW and the LMC, as well as more precise parallaxes expected from the foregoing Gaia Early Data Release 3, will be fundamental to confirm the results presented in this paper.
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