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ABSTRACT
In this paper, a seven-step block method for the solution of first order initial value problem in ordinary differential equations based on collocation of the differential equation and interpolation of the approximate solution using power series have been formed. The method is found to be consistent and zero-stable which guarantees convergence. Finally, numerical examples are presented to illustrate the accuracy and effectiveness of the method.
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1. INTRODUCTION
This paper considers the general first order initial value problems of ordinary differential equations of the form:

\[ y'(x) = f(x, y(x)), \quad y(x_0) = y_0, \quad x \in [a, b]. \]  \hspace{1cm} (1)

Equation (1) can be regarded as stiff if its exact solution contains very fast as well as very slow components (Dahlquist, 1974). Stiff IVPs occur in any fields of engineering and physical sciences. The solution is characterized by the presence of transient and steady state components, which restrict the step size of many numerical methods (Suleiman et al., 2015). This behavior makes it difficult to develop suitable methods for solving stiff problems. However, efforts have been made by researchers, such as Abasi et al. (2014), Alvarez and Rojo (2002), Cash (1980), Dahlquist (1974), Suleiman et al. (2015), Yatim et al. (2011), and Mohd Zawawi et al. (2015) among others, to develop methods for stiff ODEs.

Linear Multistep Method (LMM) is a computational procedure where by a numerical approximation \( y_{n+j} \) to the exact solution \( y(x_{n+j}) \) of the first order Initial Value Problems (IVPs) of equation (1) is obtained. In LMM to find the \( k^{th} \) approximate value, we use the already calculated previous \( k \) approximate values. Given a sequence of equally spaced mesh points \( x_n \) with step size \( h \), the general k-step LMM is as given in Lambert (1973) as:

\[ \sum_{j=0}^{k} \alpha_j y_{n+j} = h \sum_{j=0}^{k} \beta_j f_{n+j} \] \hspace{1cm} (2)
where, the coefficients $\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_k$ and $\beta_1, \beta_2, \beta_3, \ldots, \beta_k$ are real constants.

It is shown that a power series method is effective in handling both linear as well as nonlinear problems (Hirayama, 2000). Abualanja (2015) used the power series method and developed a three-step continuous representation of a block implicit multistep scheme using interpolation of the approximate solution and collocation of derivative function with power series as basic functions for solving non-stiff first order ODEs. Most recently, Berhan et al. (2019) have modified the works of Abualanja (2015) to obtain a four-step block implicit multistep scheme for solving stiff first order ODEs. In this paper, we have extended the work of Berhan et al. (2019) to obtain a seven-step block scheme.

2. DERIVATION OF THE PROPOSED METHOD
To describe the method, we divide the interval $[a, b]$ into $N$ equal sub-intervals of mesh length $h$. Let $a = x_0, x_1, x_2, \ldots, x_n = b$ be the mesh points, then we have $x_n = x_0 + nh, n = 0(1)N$. Let the power series solutions of the equation (1) be $y(x) = \sum_{j=0}^{\infty} c_j x^j$.

The approximate solution of equation (1) will be:

$$y(x) = \sum_{j=0}^{k} c_j x^j. \quad (3)$$

Substituting equation (3) into equation (1), we get:

$$y'(x) = \sum_{j=0}^{k} j c_j x^{j-1} \approx f(x, y). \quad (4)$$

Now, by adding a perturbed term to equation (4), we obtain:

$$\sum_{j=0}^{k} j c_j x^{j-1} = f(x, y) + \lambda L_k(x_{n+j}) \quad (5)$$

where $\lambda$ is a perturbed parameter to be determined and $L_k(x_{n+j})$ is the $k^{th}$ shifted Legendre polynomial obtained by the following recursive formula.

$$L_0(x) = 1, L_1(x) = x, \text{ and } (n + 1)L_{n+1} - (2n + 1)L_n + nL_{n-1} = 0 \quad (6)$$

According to Suli and Mayers (2003), if a function is defined on $[a, b]$, it is sometimes necessary in the applications to expand the function in a series of orthogonal polynomials in this interval. Clearly the substitution:
transforms the interval \([a,b]\) of the \(t\) - axis in to the interval \([-1,1]\) of the \(x\) - axis.

Note that the above equation is the same as:

\[
x(t) = \frac{2}{b-a} \left[ t - \frac{b+a}{2} \right], a < b.
\]

Using equation (7), \(L_k (x_{n+j})\) is transformed into \(L_k (x(t))\) where \(t = x_{n+j}, j = 0(1)k\).

From equation (5), we deduce that:

\[
c_1 + 2x c_2 + 3x^2 c_3 + \ldots + kx^{k-1} c_k = f(x, y) + \lambda L_k (x_{n+j}).
\]

Interpolating equation (3) at \(x = x_n\) and collocating equation (8) at \(x_{n+j}, j = 0,1,2,\ldots, k\), we get a system of \(k + 2\) equations with \(k + 2\) unknowns.

\[
\begin{align*}
c_0 + c_1 x_n + c_2 x_n^2 + c_3 x_n^3 + \ldots + c_k x_n^k &= y_n, \\
c_1 + 2c_2 x_n + 3c_3 x_n^2 + \ldots + kc_k x_n^{k-1} - \lambda L_k (x_n) &= f_n, \\
c_1 + 2c_2 x_{n+1} + 3c_3 x_{n+1}^2 + \ldots + kc_k x_{n+1}^{k-1} - \lambda L_k (x_{n+1}) &= f_{n+1}, \\
&\vdots \\
c_1 + 2c_2 x_{n+k} + 3c_3 x_{n+k}^2 + \ldots + kc_k x_{n+k}^{k-1} - \lambda L_k (x_{n+k}) &= f_{n+k}.
\end{align*}
\]

Solving equation (9), we get the values of the unknown parameters \(\lambda, c_0, c_1, c_2, \ldots, c_k\).

At this point, if we interpolate equation (3) at \(x_{n+k}\), we get:

\[
y_{n+k} = c_0 + c_1 x_{n+k} + c_2 x_{n+k}^2 + \ldots + c_k x_{n+k}^k.
\]

The next task now becomes a matter of expressing equation (10) in terms of \(y_n\) and \(f_{n+k}, k = 0(1)k\) after substituting the values of the unknown parameters. Maple software has been used to simplify such complicated task.
Now in this study, we will derive the discrete schemes for \( k = 5, 6, \text{and } 7 \). Please bear in mind that, in the ongoing discussions, we applied equality in \( t = x_{n+j} \) to mean just the left and right expressions are equal after transformation of \( t = x_{n+j} \) to \( x(t) = x(x_{n+j}) \).

### 2.1. Derivation of the Method for \( k = 5 \)

Using equation (6) the Legendre polynomial becomes:

\[
L_k(x) = \frac{1}{8}(15x - 70x^3 + 63x^5)
\]

and applying equation (7), we get:

\[
L_5(x) = L_5(-1) = -1, \quad L_5(x_{n+1}) = L_5\left(\frac{-3}{5}\right) = \frac{447}{3125}, \quad L_5(x_{n+2}) = L_5\left(-\frac{1}{5}\right) = -\frac{961}{3125},
\]

\[
L_5(x_{n+3}) = L_5\left(\frac{1}{5}\right) = \frac{961}{3125}, \quad L_5(x_{n+4}) = L_5\left(\frac{3}{5}\right) = -\frac{447}{3125}, \quad \text{and } L_5(x_{n+5}) = L_5(1) = 1.
\]

Now equation (8) becomes:

\[
c_0 + c_1x_n + c_2x_n^2 + c_3x_n^3 + c_4x_n^4 + c_5x_n^5 = y_n
\]

\[
c_1 + 2c_2x_n + 3c_3x_n^2 + 4c_4x_n^3 + 5c_5x_n^4 = \lambda = f_n
\]

\[
c_1 + 2c_2x_{n+1} + 3c_3x_{n+1}^2 + 4c_4x_{n+1}^3 + 5c_5x_{n+1}^4 + \frac{447}{3125}\lambda = f_{n+1}
\]

\[
c_1 + 2c_2x_{n+2} + 3c_3x_{n+2}^2 + 4c_4x_{n+2}^3 + 5c_5x_{n+2}^4 - \frac{961}{3125}\lambda = f_{n+2}
\]

\[
c_1 + 2c_2x_{n+3} + 3c_3x_{n+3}^2 + 4c_4x_{n+3}^3 + 5c_5x_{n+3}^4 + \frac{961}{3125}\lambda = f_{n+3}
\]

\[
c_1 + 2c_2x_{n+4} + 3c_3x_{n+4}^2 + 4c_4x_{n+4}^3 + 5c_5x_{n+4}^4 - \frac{447}{3125}\lambda = f_{n+4}
\]

\[
c_1 + 2c_2x_{n+5} + 3c_3x_{n+5}^2 + 4c_4x_{n+5}^3 + 5c_5x_{n+5}^4 + \lambda = f_{n+5}
\]

The resulting system of equations, equation (11) is solved using Maple software for \( c_0, c_1, c_2, c_3, c_4, c_5, \) and \( \lambda \) and then substituted in equation (10) to get:

\[
y_{n+5} = y_n + \frac{h}{288}(95f_n + 375f_{n+1} + 250f_{n+2} + 250f_{n+3} + 375f_{n+4} + 95f_{n+5})
\]

Therefore, equation (12) is the numerical scheme when \( k = 5 \).

### 2.2. Derivation of the Method for \( k = 6 \)

Using equation (6) the Legendre polynomial for \( k = 6 \) becomes:
$L_k(x) = \frac{1}{16}(-5 + 105x^2 - 315x^4 + 231x^6)$ and applying equation (7), we get:

$L_k(x_n) = L_k(-1) = 1, L_k(x_{n+1}) = L_k\left(-\frac{2}{3}\right) = -\frac{67}{3888}, L_k(x_{n+2}) = L_k\left(-\frac{1}{3}\right) = -\frac{47}{243},$

$L_k(x_{n+3}) = L_k(0) = \frac{961}{3125}, L_k(x_{n+4}) = L_k\left(\frac{1}{3}\right) = \frac{47}{243}, L_k(x_{n+5}) = L_k\left(\frac{2}{3}\right) = -\frac{67}{3888},$ and

$L_k(x_{n+6}) = L_k(1) = 1.$

Now equation (8) becomes:

\begin{align*}
c_0 + c_1x_n + c_2x_n^2 + c_3x_n^3 + c_4x_n^4 + c_5x_n^5 + c_6x_n^6 &= y_n \\
c_1 + 2c_2x_n + 3c_3x_n^2 + 4c_4x_n^3 + 5c_5x_n^4 + 6c_6x_n^5 + \lambda &= f_n \\
c_1 + 2c_2x_{n+1} + 3c_3x_{n+1}^2 + 4c_4x_{n+1}^3 + 5c_5x_{n+1}^4 + 6c_6x_{n+1}^5 - \frac{67}{3888} \lambda &= f_{n+1} \\
c_1 + 2c_2x_{n+2} + 3c_3x_{n+2}^2 + 4c_4x_{n+2}^3 + 5c_5x_{n+2}^4 + 6c_6x_{n+2}^5 + \frac{47}{243} \lambda &= f_{n+2} \\
c_1 + 2c_2x_{n+3} + 3c_3x_{n+3}^2 + 4c_4x_{n+3}^3 + 5c_5x_{n+3}^4 + 6c_6x_{n+3}^5 - \frac{5}{6} \lambda &= f_{n+3} \\
c_1 + 2c_2x_{n+4} + 3c_3x_{n+4}^2 + 4c_4x_{n+4}^3 + 5c_5x_{n+4}^4 + 6c_6x_{n+4}^5 + \frac{47}{243} \lambda &= f_{n+4} \\
c_1 + 2c_2x_{n+5} + 3c_3x_{n+5}^2 + 4c_4x_{n+5}^3 + 5c_5x_{n+5}^4 + 6c_6x_{n+5}^5 - \frac{67}{3888} \lambda &= f_{n+5} \\
c_1 + 2c_2x_{n+6} + 3c_3x_{n+6}^2 + 4c_4x_{n+6}^3 + 5c_5x_{n+6}^4 + 6c_6x_{n+6}^5 + \lambda &= f_{n+6}
\end{align*}

(13)

The resulting system of equations, equation (13) is solved for $c_0, c_1, c_2, c_3, c_4, c_5, c_6$, and $\lambda$ and substituted into equation (10) to get:

\[ y_{n+6} = y_n + \frac{h}{140} (41f_n + 216f_{n+1} + 27f_{n+2} + 272f_{n+3} + 27f_{n+4} + 216f_{n+5} + 41f_{n+6}). \]  

(14)

Therefore, equation (14) is the implicit scheme for $k = 6$.

### 2.3. Derivation of the Method for $k = 7$

In a similar procedure as in the previous sections, we obtain an implicit scheme for $k = 7$ as follows:

\[ y_{n+7} = y_n + \frac{h}{17280} (5257f_n + 25039f_{n+1} + 9261f_{n+2} + 20923f_{n+3} + 20923f_{n+4} + 9261f_{n+5} + 25039f_{n+6} + 5257f_{n+7}) \]  

(15)
2.4 The Proposed Block Method

The proposed block procedure with implicit linear multistep method is as follows.

\[ y_{n+1} = y_n + \frac{h}{2} (f_n + f_{n+1}) \]

\[ y_{n+2} = y_n + \frac{h}{3} (f_n + 4f_{n+1} + f_{n+2}) \]

\[ y_{n+3} = y_n + \frac{h}{8} (3f_n + 9f_{n+1} + 9f_{n+2} + 3f_{n+3}) \]

\[ y_{n+4} = y_n + \frac{h}{45} (14f_n + 64f_{n+1} + 24f_{n+2} + 64f_{n+3} + 14f_{n+4}) \]

\[ y_{n+5} = y_n + \frac{h}{288} (95f_n + 375f_{n+1} + 250f_{n+2} + 250f_{n+3} + 375f_{n+4} + 95f_{n+5}) \]  \hspace{1cm} \text{(16)}

\[ y_{n+6} = y_n + \frac{h}{140} (41f_n + 216f_{n+1} + 27f_{n+2} + 272f_{n+3} + 27f_{n+4} + 216f_{n+5} + 41f_{n+6}) \]

\[ y_{n+7} = y_n + \frac{h}{17280} (5257f_n + 25039f_{n+1} + 9261f_{n+2} + 20923f_{n+3} + 20923f_{n+4} + 9261f_{n+5} + 25039f_{n+6} + 5257f_{n+7}) \]

3. ANALYSIS OF THE METHOD

3.1. Order and Error Constant

For a given linear multistep method, the so called characteristic polynomials are defined as:

\[ \rho(z) = \sum_{j=0}^{k} \alpha_j z^j \] and \[ \sigma(z) = \sum_{j=0}^{k} \beta_j z^j \].

According to Lambert (1973) and Suli and Mayers (2003), the local truncation error associated with equation (2) is defined by the difference operator:

\[ L[y(x) : h] = \frac{1}{h \sum_{j=0}^{k} \beta_j} \left( \sum_{j=0}^{k} \left[ \alpha_j y(x_n + jh) - h \beta_j f(x_n + jh) \right] \right) \] \hspace{1cm} \text{(17)}

where, \( y(x) \) is the exact solution.

Suppose \( y(x) \) is smooth and expanding equation (17) and applying Taylor expansion on \( y(x_n + jh) \) and \( f(x_n + jh) \) yields:
and the coefficients are as follows.

\[ c_0 = \sum_{j=0}^{k} \alpha_j, c_1 = \sum_{j=1}^{k} j\alpha_j, \ldots, c_p = \sum_{j=1}^{k} j^p\alpha_j - \sum_{j=1}^{k} j^{p-1}\beta_j \]  

A given LMM is of order \( p \) if all the coefficients (\( c_i \)'s) are zero except the last coefficient (\( c_{p+1} \)). Moreover, the number \( \frac{c_{p+1}}{\sigma(1)} \) is called the error constant of the method.

Hence, the orders of the methods in equation (16) are (2 4 6 8 8) with error constants

\[ \left( \begin{array}{cccccc} -1 & 1 & 0 & 0 & 0 & 1 \\ 1 & 80 & 12096 & -3 & 68 \end{array} \right) \]  

3.2. Zero Stability of the Method

Applying the works of Shampine and Watts (1969), equation (16) is expressed as a block formula in matrix form:

\[ AY_M = E \eta_n + hdf'(y_n) + hbF(Y_M) \]  

Where,

\[ AY_M = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \eta_n \\ \eta_{n+1} \\ \eta_{n+2} \\ \eta_{n+3} \\ \eta_{n+4} \\ \eta_{n+5} \\ \eta_{n+6} \\ \eta_{n+7} \end{bmatrix} + E \eta_n = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \eta_{n-6} \\ \eta_{n-5} \\ \eta_{n-4} \\ \eta_{n-3} \\ \eta_{n-2} \\ \eta_{n-1} \\ \eta_n \end{bmatrix} \]

\[ df'(y_n) = \begin{bmatrix} 1/2 \\ 1/3 \\ 3/8 \\ 14/45 \\ 288/95 \\ 41/140 \\ 5257/17280 \end{bmatrix} \] and

\[ hf'' \begin{bmatrix} f_{n+6} \\ f_{n+5} \\ f_{n+4} \\ f_{n+3} \\ f_{n+2} \\ f_{n+1} \\ f_n \end{bmatrix} \]
The stability polynomial for equation (16) is obtained by evaluating
\[
\det[Az - E] = 0.
\]
(21)
to get the characteristic polynomial as follows:
\[
z^7 - z^6 = 0.
\]
(22)
Solving equation (22) for \( z \) gives the following roots:
\[z_1 = 0, z_2 = 0, z_3 = 0, z_4 = 0, z_5 = 0, z_6 = 0, \text{and } z_7 = 1.\]
Owing to the work of Fatunla (1988), Our block method equations are zero stable since
\[|z_j| \leq 1, j = 1, 2, 3, 4, 5, 6, \text{and } 7 \text{ and for those roots with } |z_j| = 1, \text{ the multiplicity does not exceed two.}\]

3.4. Consistency of the Method
Referring to the definition given by Lambert (1973) which states that a LMM is said to be consistent if it has order at least one, the block scheme given by equation (16) is consistent.

3.5. Convergence of the Method
Owing to Dahlquist theorem which states that the necessary and sufficient condition for a LMM to be convergent is to be consistent and zero stable, it is clear that the method given by equation (16) is convergent as it is both consistent and zero stable.

4. NUMERICAL EXAMPLES
For the purpose of showing the effectiveness of our method, comparisons are made with previous related works using the following stiff first order ODEs as follows.
Example 1: Consider the first order stiff ordinary differential equation, Suleiman et al. (2015).

\[
y'(x) = \frac{y(1-y)}{2y-1} \quad y(0) = \frac{5}{6} \quad 0 \leq x \leq 1.
\]

The exact solution is \( y(x) = \frac{1}{2} + \sqrt{\frac{1}{4} - \frac{5}{36} e^{-x}} \).

Example 2. Consider the first order stiff ordinary differential equation, Ibrahim (2006).

\[
y'(x) = -20y + 20\sin x + \cos x \quad y(0) = 1 \quad x \in [0, 2].
\]

The exact solution is \( y(x) = \sin x + e^{-20x} \).

Table 1. Maximum Absolute errors (MAEs) of Suleiman et al. (2015), Yoseph Berhan (2017) and the Present Method (PM) for problem 1.

| \( h \)  | Suleiman et al. (2015) (Block Method k1 up to k4) | Yoseph Berhan (2017) (Block Method k1 up to k4) | PM (Block Method k1 up to k7) |
|----------|--------------------------------------------------|-------------------------------------------|--------------------------|
| \( 10^{-1} \) | - | 1.34333e-4 | 5.63131e-5 |
| \( 10^{-2} \) | 1.47080e-3 | 1.17710e-6 | 6.83365e-8 |
| \( 10^{-3} \) | 1.52651e-4 | 1.17799e-8 | 7.00620e-11 |
| \( 10^{-4} \) | 1.53220e-5 | 1.17705e-10 | 7.03881e-14 |
| \( 10^{-5} \) | 7.10611e-8 | 1.42827e-14 | 7.24374e-19 |

Figure 1. Log-log plot of the absolute maximum errors for (a) problem 1 and (b) problem 2.

5. CONCLUSION

In this study a block procedure with implicit eighth order linear multistep method using the power series as a basis function and by adding a perturbed term using Legendre polynomials is derived for the solutions of stiff first order differential equations. This method is based on
collocation of the differential equation and interpolation of the approximate solution of power series at the grid points which is built on the discrete steps $k = 1, 2, 3,$ and $4$.

The method is tested and found to be consistent, zero stable and hence convergent. We tested the method on two numerical examples and the numerical results depict that the method is accurate and effective for stiff problems. The results showed that our method’s accuracy results are superior to that of the works of Berhan et al. (2019).

Finally, we recommend that further researches have to be done to optimize our method by using a different basis function and/or a perturbed term.
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