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Abstract

We construct flexible likelihoods for multi-output Gaussian process models that leverage neural networks as components. We make use of sparse variational inference methods to enable scalable approximate inference for the resulting class of models. An attractive feature of these models is that they can admit analytic predictive means even when the likelihood is non-linear and the predictive distributions are non-Gaussian. We validate the modeling potential of these models in a variety of experiments in both the supervised and unsupervised setting. We demonstrate that the flexibility of these ‘neural’ likelihoods can improve prediction quality as compared to simpler Gaussian process models and that neural likelihoods can be readily combined with a variety of underlying Gaussian process models, including deep Gaussian processes.

1 Introduction

Significant effort has gone into developing flexible, tractable probabilistic models, especially for the supervised settings of regression and classification. These include, among others, multi-task Gaussian processes (Bonilla et al., 2008), Gaussian process regression networks (Wilson et al., 2011), deep Gaussian processes (Damianou and Lawrence, 2013), Gaussian processes with deep kernels (Wilson et al., 2016; Calandra et al., 2016), as well as various approaches to Bayesian neural networks (Graves, 2011; Blundell et al., 2015; Hernández-Lobato and Adams, 2015). While neural networks promise considerable flexibility, scalable learning algorithms for Bayesian neural networks that can deliver robust uncertainty estimates remain elusive.

For this reason Gaussian processes (GPs) are an important class of models in cases where predictive uncertainty estimates are important. Gaussian processes offer several key advantages over other probabilistic models: i) the covariance functions they employ typically have a semantic meaning that is natural for practitioners to reason about; ii) they facilitate incorporating prior knowledge; and iii) they tend to yield high-quality uncertainty estimates, even for out-of-sample data. These strengths mirror corresponding weaknesses of current approaches to Bayesian neural networks, weaknesses that become especially evident in the small data regime, where Bayesian neural networks often struggle to deliver meaningful uncertainties. Despite these strengths, the simplest variants of GP models often fall short of the flexibility of their neural network counterparts.

In recent years, a number of researchers have formulated more flexible Gaussian process models by modifying the GP prior itself. One approach has been to define richer classes of kernels. This approach is exemplified by deep kernels, which use a deep neural network to define a rich parametric family of kernels (Wilson et al., 2016; Calandra et al., 2016). Another complementary approach is the use of deep Gaussian processes, which compose multiple layers of latent functions to build up more flexible—in particular non-Gaussian—function priors (Damianou and Lawrence, 2013). Surprisingly little attention, however, has been paid to the flexibility of likelihoods in this setting. This is likely because, historically, the likelihoods used in the multi-output setting have often been constrained for computational reasons. However, with recent advances in stochastic gradient methods, some of these structural assumptions are no longer required to enable efficient inference.
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1We refer the reader to (Rasmussen, 2003) for a general introduction to GPs.
With this opportunity in mind, our aim in this work is to make multi-output Gaussian process models more flexible by equipping them with more flexible likelihoods. We employ two simple modeling patterns to construct richer likelihoods. To make these modeling patterns more concrete, let \( \mathbf{F}(\mathbf{x}) \) denote the latent vector of function values drawn from a multi-output GP prior evaluated at an input \( \mathbf{x} \). In the first approach, we pass \( \mathbf{F}(\mathbf{x}) \) through what is in effect a single-layer neural network before adding Gaussian observation noise. Alternatively, in a second approach we multiply \( \mathbf{F}(\mathbf{x}) \) by a matrix of coefficients controlled by a deterministic neural network that depends on the inputs to the GP. This latter approach—which can be viewed as a semi-Bayesian version of the Gaussian Process Regression Network (Wilson et al., 2011)—is more flexible but is potentially more prone to overfitting.

We find that both modeling patterns result in flexible models that admit efficient inference using sparse variational methods. Furthermore, we demonstrate empirically that this added flexibility can lead to considerable gains in predictive performance. Importantly, these neural likelihoods are complementary to other approaches for making GP models more flexible, including, for example, deep Gaussian processes and deep kernels.

The rest of this paper is organized as follows. In Sec. 2 we place our work in the context of related work. In Sec. 3 we describe the models with neural likelihoods that are the focus of this work. In Sec. 4 we describe scalable inference algorithms for this class of models. In Sec. 5 we demonstrate the modeling potential of neural likelihoods with a series of experiments.

## 2 Related Work

As discussed in the introduction, a large body of work aims to make GP priors more flexible, including deep Gaussian processes (Damianou and Lawrence, 2013), GPs with deep kernels (Wilson et al., 2016; Calandra et al., 2016), recurrent Gaussian processes (Matos et al., 2015), spectral mixture kernels (Wilson and Adams, 2013), and compositional kernels (Sun et al., 2018). In the same spirit, a variety of GP models have been proposed that model correlations between multiple outputs (Alvarez and Lawrence, 2009; Alvarez and Lawrence, 2011). In particular these include a number of models that have been formulated in the multi-task setting (Bonilla et al., 2008; Williams et al., 2009; Nguyen et al., 2014), including models for Bayesian optimization (Swersky et al., 2013). As mentioned in the introduction, much of this work makes particular structural assumptions about the covariance structure and/or likelihood for computational convenience; this limits the flexibility of these models. In this context see (Dezfouli and Bonilla, 2015) for an application of sparse variational methods to a broader class of likelihoods. Finally, Snelson et al. (2004) construct flexible likelihoods in the GP setting by warping the observed outputs with a learned deterministic bijection.\(^2\) A similar model, where the warping function is modeled by a GP, is considered in (Lázaro-Gredilla, 2012). Our N-MOGP model is closest to this latter setup, with the difference that we work in the multi-output setting and our warping function is provided by a Bayesian neural network.

A number of researchers have explored models that combine various aspects of GPs and neural networks. For example, Cutajar et al. (2017) use random feature expansions to formulate a link between deep GPs and Bayesian neural networks that then enables efficient inference in the resulting class of models. In (Ma et al., 2018), the authors propose implicit stochastic processes as a framework for defining flexible function priors; similarly, Neural Processes are a recent class of models that combine aspects of stochastic processes with neural networks (Garnelo et al., 2018a,b). Both these classes of models generally do not employ explicit kernel functions as is characteristic of GPs. Finally, another work with close analogs to deep kernels is (Huang et al., 2015).

## 3 Models

In this section we define the class of models that is the focus of this work. First, in Sec. 3.1 we equip Gaussian process regression models with neural likelihoods. Next, in Sec. 3.2 we repurpose a subset of the same models for the unsupervised setting.

Throughout we use the following notation. In the regression setting we suppose we are given a dataset \( \mathcal{D} = \{(\mathbf{x}_i, \mathbf{y}_i)\}_{i=1}^N \) of size \( N \) with each input \( \mathbf{x}_i \in \mathbb{R}^{D_x} \) and each output \( \mathbf{y}_i \in \mathbb{R}^{D_y} \). We use \( \mathbf{X} \) and \( \mathbf{Y} \) to refer to the full set of inputs and outputs, respectively. In the unsupervised setting we assume a dataset \( \mathcal{D} = \{\mathbf{y}_i\}_{i=1}^N \).

### 3.1 Models for Regression

In Sec. 3.1.1-3.1.3 we specify three baseline GP models. Then in Sec. 3.1.4-3.1.7 we modify and/or extend these baseline models to obtain four models with neural likelihoods that will form the basis of our experiments.

\(^2\)We experimented with similar constructs but found them to perform poorly in the multi-output setting, suffering from a tendency to get stuck in bad local optima.
3.1.1 Multi-Output Gaussian Processes

We begin by defining our simplest baseline model, a basic multi-output Gaussian process (MOGP).\footnote{Compare to the model in (Seeger et al., 2005).} We define $L$ independent Gaussian processes $\{f_\ell(x)\}$ with $\ell = 1, \ldots, L$ and each with kernel $K_{\ell}$.\footnote{In general we assume that each $K_{\ell}$ has its own kernel hyperparameters; we specify when this is not the case.} For a given input $x$ we use $F(x)$ to denote the $D_Y$-dimensional latent vector of GP function values at $x$. The marginal probability of the MOGP is then specified as follows

$$p(Y|X) = \int dMp(M) \prod_{\ell=1}^{L} dF_{\ell}(f_{\ell}|X) \times \prod_{i=1}^{N} N(y_i|M\bar{F}(x_i), \beta)$$

where $M$ is a $D_Y \times L$ mixing matrix, $MF$ denotes matrix multiplication, and $p(M)$ is a unit Normal prior on $M$. Here and throughout $\beta$ is a $D_Y$-dimensional vector of precisions that controls the (diagonal) observation noise.

Note that for fixed $M$ the covariance structure of the $D_Y$-dimensional vector $MF(x)$ is that of the ‘linear model of coregionalization’ (LMC) (Alvarez et al., 2012). While other covariance structures for the Gaussian process prior are possible, for uniformity—and since our primary interest is to investigate modifications to the likelihood—all our models employ this basic pattern. For the same reason we use RBF kernels throughout.

3.1.2 Gaussian Process Regression Networks

A natural generalization of the model in Eqn. 1 is the Gaussian Process Regression Network (GPRN) (Wilson et al., 2011). In effect we promote $M$ to a $x$-dependent matrix of Gaussian processes to obtain a model

$$P(Y|X) = \int \prod_{\ell=1}^{L} dF_{\ell}(f_{\ell}|X) \prod_{m_{\ell}=1}^{D_Y\ell} dm_{m_{\ell}} p(m_{m_{\ell}}|X) \times \prod_{i=1}^{N} N(y_i|M(x_i)F(x_i), \beta)$$

where $M(x_i)$ is now a $D_Y \times L$ random variable governed by a GP prior.\footnote{Following (Wilson et al., 2011) we share kernel hyperparameters among the Gaussian processes $\{m_{m_{\ell}}\}$ but maintain individual kernels for the $L$ Gaussian processes $\{f_\ell\}$. In addition each kernel $K_\ell$ for the latent function $f_\ell$ includes a diagonal noise component.} Note that this model utilizes $(D_Y+1) \times L$ Gaussian processes and so we generally expect inference to be expensive for this class of models.

3.1.3 Two Layer Deep Gaussian Processes

We consider a deep multi-output GP with two layers of latent functions (Damianou and Lawrence, 2013)

$$P(Y|X) = \int dMp(M) \prod_{\ell=1}^{L} dF_{\ell}(f_{\ell}|X) \prod_{\ell'=1}^{L'} d\tilde{F}_{\ell'} p(\tilde{F}_{\ell'}|f_{1:L}) \times \prod_{i=1}^{N} N(y_i|M\tilde{F}(x_i), \beta)$$

where $\tilde{F}(x)$ is the $L'$-dimensional vector of Gaussian process function values at $x$. Here $M$ is a $D_Y \times L'$ matrix and $p(M)$ denotes a unit Normal prior.\footnote{Another alternative would be to choose $L' = D_Y$ and set $M \rightarrow \mathbb{I}$. Since, however, we are particularly interested in the regime where $D_Y$ could be quite high-dimensional—and because inference quickly becomes expensive for this class of models as we increase $L$ and $L'$—we would like to avoid deep GP models with a very large number of latent functions.} We refer to this model as DGP.

3.1.4 Semi-Bayesian Gaussian Process Regression Networks

We now introduce the first model of interest in this work, namely a semi-Bayesian variant of the model specified by Eqn. 2. We simply ‘demote’ $M(x_i)$ in Eqn. 2 to a (deterministic) neural network:\footnote{For simplicity we regularize the neural network $M(x)$ with L2-regularization on the weights, although other schemes are possible as well.}

$$P(Y|X) = \int \prod_{\ell=1}^{L} dF_{\ell}(f_{\ell}|X) \prod_{i=1}^{N} N(y_i|M(x_i)\bar{F}(x_i), \beta)$$

Below we refer to this model as SBGPRN; it can be viewed as occupying an intermediate position between the MOGP and GPRN.

3.1.5 Neural Multi-Output Gaussian Processes

A natural extension to the MOGP specified by Eqn. 1 is to pass the vector of Gaussian processes $F$ through a layer of non-linearities before using $F$ to compute a mean function for the likelihood, i.e. we consider a model specified by its marginal likelihood as

$$\int dMp(M) \prod_{\ell=1}^{L} dF_{\ell}(f_{\ell}|X) \prod_{i=1}^{N} N(y_i|M\sigma(\tilde{M}F(x_i)), \beta)$$
where \( \widetilde{M} \) is a \( D_H \times D_L \) matrix and \( M \) is a \( D_Y \times D_H \) matrix. Each of the models in Sec. 3.1.1-3.1.7 can be repurposed as a model with latent inputs by adding a prior on \( M \). Below we refer to this model as N-MOGP. Since this model does not contain a (deterministic) neural network conditioned on the inputs as a subcomponent, we generally expect it to be less susceptible to overfitting than the SBGPRN. Note that, as is commonly done in the case of neural networks, we include a (stochastic) bias for each of the \( D_H \) hidden units; see the supplementary materials for details.

3.1.6 Neural Semi-Bayesian Gaussian Process Regression Networks

In analogy to the Neural MOGP, a natural extension to the SBGPRN is to pass the vector of Gaussian processes \( F \) through a layer of non-linearities before applying the mixing matrix \( M(x) \), yielding a model specified via its marginal probability as

\[
\prod_{\ell=1}^{L} d_{\ell}p(f_{\ell} | X) \prod_{i=1}^{N} \mathcal{N}(y_{i} | M(x_{i}) \sigma(\widetilde{M}F(x_{i})), \beta) \tag{6}
\]

Here \( \sigma(\cdot) \) is a fixed non-linearity, \( \widetilde{M} \) is a \( D_H \times L \) matrix and \( M(x) \) denotes a \( D_Y \times D_H \) matrix controlled by a neural network. Here, again, \( D_H \) is a hyperparameter that controls the number of ‘hidden units.’ Below we refer to this model as N-SBGPARN.

3.1.7 Neural Deep Gaussian Processes

We equip the deep Gaussian process in Sec. 3.1.3 with a neural likelihood:

\[
P(Y|X) = \int dM p(M) \prod_{\ell=1}^{L} d_{\ell}p(f_{\ell} | X) \prod_{i=1}^{L'} d_{\ell'}p(\tilde{f}_{\ell'} | f_{1:L}) \prod_{i=1}^{N} \mathcal{N}(y_{i} | M \sigma(\widetilde{M}F(x_{i})), \beta) \tag{7}
\]

where \( \widetilde{M} \) and \( M \) are \( D_H \times L' \) and \( D_Y \times D_H \)-sized matrices, respectively. As above \( p(M) \) denotes a unit Normal prior. We refer to this model as N-DGP.

3.2 Models with Latent Inputs

Each of the models in Sec. 3.1.1-3.1.7 can be repurposed as a model with latent inputs by adding a prior on \( X \). For example, for the MOGP in Sec. 3.1.1 we have

\[
p(Y) = \int dX dp(M) \prod_{\ell=1}^{L} dp(f_{\ell} | X) \prod_{i=1}^{N} \mathcal{N}(y_{i} | MF(x_{i}), \beta) \tag{8}
\]

where \( p(X) \) is a unit Normal prior on the inputs. We investigate a subset of these models empirically in Sec. 5.4.

4 Inference

In this section we describe how we perform approximate inference for the models described in Sec. 3. In all cases we make use of variational inference due to its favorable computational properties and because it enables data subsampling during training.

4.1 Sparse Variational Methods

In order to scale inference to large datasets we make use of sparse variational methods for Gaussian processes, which we now briefly review ( Titsias, 2009; Hensman et al., 2013). For every GP we introduce inducing variables \( u \) with \( \text{dim}(u) = N_{\text{ind}} \), which are conditioned on \( N_{\text{ind}} \) variational parameters \( \{z_k\}^N_{k=1} \) with each \( z_k \) of the same dimension as the inputs to the GP. We then augment the GP prior with the inducing variables \( u \)

\[
p(f | X) \rightarrow p(f | u, X, Z)p(u | Z)
\]

and introduce a multivariate Normal variational distribution \( q(u) \). We parameterize the covariance matrix of \( q(u) \) with a cholesky factor \( L \). For the variational distribution over \( f \) we choose the prior \( p(f | u, X, Z) \) so that the variational distribution over \( (f, u) \) is \( p(f | u, X, Z)q(u) \). By introducing the auxiliary variable \( u \) we obtain a variational objective that supports data subsampling, thus allowing us to scale to large datasets. Before we discuss applying sparse methods to any particular model in Sec. 3, we first take a step back and discuss variational inference for models with Normal likelihoods.

4.2 Variational Inference for Normal Likelihoods

We consider a regression model whose marginal likelihood is given by

\[
p(Y | X) = \int dW p(W) \prod_{i=1}^{N} \mathcal{N}(y_{i} | \Phi(x_{i}, W), \beta) \tag{9}
\]

Unless noted otherwise, if there are multiple GPs we share the inducing points.
where $\Phi(x, W)$ is an arbitrary regressor function and $W$ denotes all the latent variables in the model. Note that all the models in Sec. 3.1 can be expressed in this form.10 Introducing a variational distribution $q(W)$ the variational objective—i.e. the evidence lower bound (ELBO)—can be written as

$$\text{ELBO} = \mathbb{E}_{q(W)}[\log p(Y|X, W)] - \text{KL}(q(W)||p(W))$$

where the first term is the expected log likelihood. We henceforth assume that the KL term is analytically tractable—as is the case for all the models we consider—and focus on the expected log likelihood (ELL). At this point there are two possibilities: i) we approximate the ELL with Monte Carlo samples; or ii) we compute the ELL analytically. As we will make use of both approaches in our experiments, let us consider each possibility in turn.

### 4.2.1 Stochastic Gradient Variational Bayes

For all the models in Sec. 3 we choose exclusively Normal variational distributions, which are amenable to the ‘reparameterization trick’ (Price, 1958; Kingma and Welling, 2013; Rezende et al., 2014). Consequently we can maximize the ELBO using stochastic gradient methods. At high level each iteration of training proceeds as follows:

1. subsample a mini-batch of data $(X_{mb}, Y_{mb})$
2. form the variational distribution $q(f_{mb}) = \int d\nu(q(f_{mb}|X_{mb}, Z))q(u)$
3. sample $f_{mb} \sim q(f_{mb})$ and compute a MC estimate of the expected log likelihood $\text{ELL}_{mb} = \mathbb{E}_{q(f_{mb})}[\log p(Y_{mb}|f_{mb})]$  
4. rescale $\text{ELL}_{mb}$ to account for data subsampling  
5. compute gradients of the ELBO with respect to model and variational parameters and take a gradient step

We refer the reader to (Salimbeni and Deisenroth, 2017) for an application of stochastic gradient methods to the particular case of deep GPs.

### 4.2.2 Analytic ELBOs

For all the models in Sec. 3.1 apart from the deep Gaussian process models the expected log likelihood can either be computed analytically or—for those models with a non-linearity $\sigma$—almost analytically for a large class of non-linearities $\sigma$. Here by ‘almost’ analytically we mean that everything can be computed analytically up to one-dimensional quadrature. We include a brief summary of this approach and refer the reader to the supplementary materials for details.

The expected log likelihood for a single datapoint $i$ can be rewritten as

$$\text{ELL}(i) = \mathbb{E}_{q(W)}[\log p(y_i|X, W)]$$

where the $D_Y$-dimensional mean and variance functions $m(x)$ and $v(x)$ are defined as

$$m(x)_k = \mathbb{E}_{q(W)}[\Phi(x, W)_k]$$

$$v(x)_k = \mathbb{E}_{q(W)}[(\Phi(x, W)_k - m(x)_k)^2]$$

For the MOGP and GPRN in Sec. 3.1.1-3.1.2 as well as the SBGPRN in Sec. 3.1.4 both of these quantities can be computed analytically. For the N-MOGP and N-SBGP in Sec. 3.1.5-3.1.6 the mean function $m(x)$ can be computed analytically for a wide class of non-linearities that includes, e.g., ReLU and the error function (erf).11 Note that this implies that all of these models admit analytic predictive means. For this same class of non-linearities the variance function $v(x)$ can be reduced to $O(D^2)$ univariate Gaussian integrals, each of which can be efficiently computed using Gauss-Hermite quadrature; see the supplementary materials for details.

### Inference for the Neural MOGP

To make the proceeding overview more concrete, we provide a more detailed discussion of inference for the Neural MOGP in 3.1.5, focusing on the case where the expected log likelihood is computed analytically.

We place a diagonal Normal variational distribution $q(M) = \mathcal{N}(M|\mu_0, \sigma_M)$ on $M$. We form $L$ multivariate Normal variational distributions $\{q(u_l)\}$ for the corresponding $L$ GPs. Assuming we have analytic control over the non-linearity $\sigma$, we compute the mean function $m(x)$:

$$m(x)_k = \mathbb{E}_{q(M)}[\prod_l q(f_{x,l})] (M\sigma(MF(x)_k))_k$$

$$= \Sigma_h M_{0,kh} \mathbb{E}_{q(f_{x,l})} [\sigma(MF(x)_k)]_h$$

$$= \Sigma_h M_{0,kh} \sigma_h (x_i)$$

10For example, for the MOGP in Eqn. 1 $W$ correspond to the $L$ latent function values $\{f_l\} = \{F_l\}$ and the latent matrix $M$ and $\Phi(x, W) = MF(x)$.

11More broadly, it includes all piecewise polynomial non-linearities as well as non-linearities of the form $\sigma(x) = \text{poly}(x)\text{erf}(x)$, where $\text{poly}(x)$ is polynomial.
Here \( q(f_{t,i}) = \int du_tp(f_{t,i} | u_t, X_t, Z)q(u_t) \) and we have implicitly introduced the mean activation function \( \mathbf{m}'(\mathbf{x}) \) on the last line. This quantity can be computed analytically as a function of \( \mathbf{M} \) and the means and variances of the marginal (Normal) distributions \( \{q(f_{t,i})\} \); see the supplementary materials for details. Similarly we compute the variance function \( \mathbf{v}(\mathbf{x}) \):

\[
\mathbf{v}(\mathbf{x}) = \mathbf{v}_1(\mathbf{x}) + \mathbf{v}_2(\mathbf{x}) + \mathbf{v}_3(\mathbf{x}) \quad \text{with}
\mathbf{v}_1(\mathbf{x})_k = \sum_h \sum_h \mathbf{M}_{0,kh} \mathbf{v}_{hhr}(\mathbf{x}) \mathbf{M}_{0,kh};
\mathbf{v}_2(\mathbf{x})_k = \sum_h \sigma^2_M \mathbf{M}_{kh} m_h(\mathbf{x})^2
\mathbf{v}_3(\mathbf{x})_k = \sum_h \sigma^2_M \mathbf{M}_{kh} \mathbf{v}_{hhr}(\mathbf{x})
\]

(13)

Here \( \mathbf{v}'(\mathbf{x}) \) is the \( D_H \times D_H \) covariance matrix corresponding to \( \mathbf{m}'(\mathbf{x}) \). This quantity can be computed efficiently using univariate quadrature, at a cost that scales quadratically in the number of hidden units \( D_H \); see the supplementary materials for details.

### 4.3 Variational Inference for Models with Latent Inputs

Inference for the models in Sec. 3.2 proceeds analogously to the models in Sec. 3.1, with the difference that we now need to infer the latent inputs \( \mathbf{X} \). We introduce a factorized variational distribution \( q(\mathbf{X}) = \prod_{i=1}^N q_i(\mathbf{x}_i) \), where each \( q_i(\mathbf{x}_i) \) is a Normal distribution with a diagonal covariance matrix. During training we sample a mini-batch of latent inputs \( \mathbf{X}_{\text{mb}} \sim q(\mathbf{X}_{\text{mb}}) \) and make use of the reparameterization trick to compute gradients with respect to the variational parameters for the latent inputs. Since we do not make use of an amortized variational distribution for the local latent variables \( \{\mathbf{x}_i\} \), at test time we need to fit a variational distribution \( q(\mathbf{X}^*) \) corresponding to test data \( \mathbf{Y}^* \). For more details on the inference procedure, see the supplementary details.

### 4.4 Fast Variational Inference for Sparse GPs

The primary bottleneck for the inference procedures outlined above arises from dealing with the (potentially) large number of Gaussian processes. In particular, some of the most expensive subcomputations involved in computing the variational objective include:

1. computing KL divergences \( \text{KL}(q(u_t) \| p(u_t)) \)
2. sampling from \( q(f_t) \) when doing inference via SGVB as in Sec. 4.2.1
3. computing the means and variances of the marginal distributions \( q(f_{t,i}) \) as required to compute analytic expected log likelihoods, c.f. Sec. 4.2.2

For this reason we leverage modern conjugate gradient methods as implemented in PyTorch (Gardner et al., 2018), which reduce the computational costs of 1-3 above from \( O(N^3_{\text{ind}}) \) to \( O(N^2_{\text{ind}}) \).

### 5 Experiments

In this section we conduct a series of experiments to illustrate the modeling potential of the models described in Sec. 3. First, in Sec. 5.1 we conduct a simple experiment with synthetic data. Next, in Sec. 5.2 we describe the robotics data that we use in all our remaining experiments. In Sec. 5.3 we consider regression models, while in Sec. 5.4 we consider the unsupervised setting. In addition in Sec. 5.5 we consider the effect of varying the number of ‘hidden units’ in the neural likelihood, while in Sec. 5.6-5.7 we examine the small data regime and missing outputs, respectively. All our experiments are implemented using GPyTorch (Gardner et al., 2018) and PyTorch (Paszke et al., 2017).

#### 5.1 Synthetic Regression Experiment

We conduct a simple experiment using synthetic data to explore the modeling capacity of neural likelihoods. We consider the function \( g : \mathbb{R}^5 \rightarrow \mathbb{R}^5 \) given by \( g_k(\mathbf{x}) = \cos(4||\mathbf{x}||) \) for \( k = 1, ..., 8 \) where \( ||\mathbf{x}|| \) is the L2-norm of \( \mathbf{x} \). We sample \( N = 1000 \) inputs \( \{\mathbf{x}_i\} \) from the unit ball in \( \mathbb{R}^5 \) and generate a dataset with noisy outputs via \( D = \{ (\mathbf{x}_i, g(\mathbf{x}_i) + \sigma_0 \epsilon_i) \} \) with \( \epsilon_i \sim \mathcal{N}(0, 1) \) and where \( \sigma_0 = 0.1 \). We then compare the quality of fit obtained by a MOGP versus a Neural MOGP. For both models we set the number of GPs to \( L = 3 \), use \( N_{\text{ind}} = 200 \) inducing points, and choose \( D_H = 8 \) for the N-MOGP.

To assess the quality of the fit visually, we choose a random line segment in \( \mathbb{R}^5 \) originating at the origin as...
well as a random output dimension \( k \in [1, 8] \) and depict model predictions \( y_k(x^*) \) along the line segment, see Fig. 1. While both models are able to learn reasonable mean functions, the MOGP exhibits a higher test MRMSE (0.166) than the N-MOGP (0.102). More strikingly, the N-MOGP is able to learn better calibrated uncertainties and thus obtains a substantially higher test log likelihood: 6.92 versus -0.72. One reason for this difference may be due to our choice of a bounded\(^\text{12}\) non-linearity \( \sigma(\cdot) \), which gives the N-MOGP more flexibility in learning a suitable variance function.\(^\text{13}\)

5.2 Data

We use five robotics datasets for our main set of experiments, four of which were collected from real-world robots and one of which was generated using the MuJoCo physics simulator (Todorov et al., 2012). These datasets have been used in a number of papers, including references (Vijayakumar and Schaal, 2000; Meier et al., 2014; Cheng and Boots, 2017). In all five datasets the input and output dimensions correspond to various joint positions/velocities/etc. of the robot. These datasets form a good testbed for our proposed models, since the complex dynamics recorded in these data is highly non-linear and inherently multi-dimensional. See Table 1 for a summary of the different datasets.

| Dataset   | \( N_{\text{train}} \) | \( N_{\text{test}} \) | \( D_X \) | \( D_Y \) |
|-----------|-----------------|-----------------|--------|--------|
| R-Baxter  | 6918            | 2000            | 21     | 7      |
| F-Baxter  | 14295           | 5000            | 21     | 14     |
| Kuka      | 15068           | 5000            | 21     | 14     |
| Sarcos    | 43933           | 5000            | 21     | 7      |
| MuJoCo    | \( 10^5 \)      | \( 10^4 \)      | 23     | 9      |

Table 1: Datasets used in our experiments.

5.3 Regression

In this section we compare the performance of the various regression models defined in Sec. 3.1. To facilitate a fair comparison we choose the same number of GPs \( L \) in all models. In particular we choose \( L = \lceil D_Y / 2 \rceil \), where \( \lceil \cdot \rceil \) denotes the ceiling function. For the (N-)DGP models we choose \( L' = \lceil \frac{3}{2} D_Y \rceil \) so that the DGP prior is expected to be quite flexible. For the N-MOGP, N-SBGPRN, and N-DGP models, each of which includes a hyperparameter controlling the number of hidden units, we set \( D_H = 2D_Y \), \( D_H = D_Y \), and \( D_H = 2D_Y \), respectively. For several of the models we also report results with a deep kernel (denoted by ‘DK’). For the models with neural likelihoods, we experiment with the following set of non-linearities \( \sigma(\cdot) \):

1. ReLU: \( \text{relu}(x) \equiv \max(0, x) \)
2. Leaky ReLU: \( \text{leaky}(x) \equiv \max(\epsilon x, x) \) with\(^\text{15} \) \( \epsilon > 0 \)
3. Error function: \( \text{erf}(x) \)
4. Shifted error function: \( \text{sherf}(x) \equiv 1 + \text{erf}(x) \)

For a partial set of results see Table 2, which is organized to facilitate comparison between baseline models and their neural counterparts (e.g. MOGP versus N-MOGP). For additional details on the models and for additional results see the supplementary materials.

For most of the models and datasets predictive performance improves substantially with the addition of a neural likelihood; this is especially pronounced for the N-MOGP and (N-)SBGPRN. For the flexible DGP prior the gain in performance tends to be smaller (although see the R-Baxter and F-Baxter datasets). This smaller gain in performance, however, is largely a result of our choice of \( L' \). Indeed if we choose \( L = L' \) (so that the DGP prior is less powerful) the performance jump from DGP to N-DGP is substantial; see the supplementary materials. Note that in one case (F-Baxter) the N-MOGP has bet

5.4 Unsupervised Learning

In this section we compare the performance of several unsupervised models defined by the general recipe in Sec. 3.2. In particular we consider unsupervised versions of the following models: MOGP, N-MOGP, and N-SBGPRN. We also trained unsupervised versions of the GPRN, DPG, and SBGPRN, but we do not report any results, since we found these models to perform poorly.\(^\text{16}\)

\(^\text{12}\)Specifically we chose the (shifted) error function \( \sigma(x) = \text{erf}(x) + 1 \).

\(^\text{13}\)Recall from Eqn. 10 that in order for a regression model to obtain a large expected log likelihood it must learn a high-quality mean function and a high-quality variance function.

\(^\text{14}\)MRMSE is the RMSE along each output dimension averaged across all output dimensions.

\(^\text{15}\)We choose \( \epsilon = 0.35 \) in our experiments.

\(^\text{16}\)In order to get a deep GP with latent inputs to achieve good performance we would presumably need to implement a custom inference procedure more along the lines of the one used in (Dai et al., 2015). The sampling-based approach we used
Table 2: Results for the regression experiments in Sec. 5.3. We report test log likelihoods per datapoint (LL) and mean root mean squared errors (MRMSE) averaged over ten random train/test splits of the data. See the supplementary materials for additional results and model details.

Table 3: Results for the unsupervised learning experiments in Sec. 5.4. We report test log likelihoods per datapoint (LL) and mean root mean squared errors (MRMSE) averaged over ten random train/test splits of the data. See the supplementary materials for additional results and model details.

Note that we turn the supervised datasets described in Sec. 5.2 into unsupervised datasets by concatenating the inputs and outputs: $y_i \leftarrow (x_i, y_i)$.

For all models we set the latent dimension to $D_X = 4$ and the number of GPs to $L = 4$. For the N-MOGP and N-SBGPBN we set $D_H = 14$ and $D_H = 7$, respectively. For a partial set of results see Table 3. For additional details on the models and for additional results see the supplementary materials.

Analogous to the regression models in the previous section, we find that the models with neural likelihoods substantially outperform the baseline MOGP. The performance gain is especially striking for the N-SBGPBN, which is the clear winner on all five datasets. This result is somewhat surprising, in that one might worry that the N-SBGPBN—which employs a deterministic neural network to mix the latent Gaussian processes in the likelihood—could be especially susceptible to overfitting in the unsupervised setting. In fact, while we do see evidence\footnote{We typically find a difference of about 1 nat between train and test log likelihoods (here normalized per output dimension).} of moderate overfitting on these datasets, we find that the increased flexibility of the likelihood easily compensates for any loss in performance caused by overfitting. This result is encouraging because (as above) we generally found the N-SBGPBN easy and fast to train.

5.5 Varying the Number of Hidden Units

To explore the effect of varying the number of hidden units $D_H$ we train N-MOGP, N-SBGPBN, and N-DGP regression models on the Kuka and R-Baxter datasets for a range of $D_H \in [4, 20]$. See Fig. 2 for the results. As we would expect, we find that the performance—both in terms of the test log likelihood and the test MRMSE—tends to improve for all three models as we increase the number of hidden units. However, the effect is much
more pronounced for the N-MOGP and N-DGP, where the likelihoods are not as flexible as in the N-SBGPRN, which includes a (deterministic) neural network as a sub-component. Notably, as we increase the number of hidden units in the N-MOGP and N-DGP we close the majority or all of the performance gap between these two models and the N-SBGPRN. This is encouraging, since we expect the N-MOGP and N-DGP to be less prone to overfitting.

5.6 Small Data Regime

Here we explore the extent to which the models defined in Sec. 3.1 are susceptible to overfitting. Among the models with neural likelihoods, we choose the N-MOGP, since, as discussed above, we expect it to be robust in the small data regime. We then compare the N-MOGP to the MOGP and depict train and test log likelihoods obtained on the R-Baxter dataset as we vary the amount of training data, see Fig. 3. Although, as expected, we tend to observe lower log likelihoods as the number of training datapoints decreases, there is no evidence for overfitting. We observe similar results for an analogous experiment performed with the N-DGP. We thus expect the N-MOGP and the N-DGP to retain the (relative) robustness against overfitting that is characteristic of Gaussian process models.
5.7 Missing Outputs

Here we explore the extent to which the models defined in Sec. 3.1 can handle missing data. In particular we consider the case of missing outputs (i.e. each output $y_i$ has some number of output dimensions missing). We compare the N-MOGP to the MOGP and report test log likelihoods and MRMSSEs obtained with the Kuka dataset as we vary the number of missing output dimensions, see Fig. 4. We find that, as is characteristic of Gaussian process models, both models maintain good performance in the presence of missing outputs. Moreover, the N-MOGP maintains its considerable performance advantage over the MOGP over the entire percentage range of missing outputs. See the supplementary materials for similar results obtained with the F-Baxter dataset.

6 Discussion

Neural likelihoods offer a simple and effective way to augment multi-output GP models and make them more flexible. We expect this class of likelihoods to be most useful in scenarios where the output dimension $D_Y$ is large. In these cases it may be impractical to consider models constructed with $L = D_Y$ Gaussian processes so that it becomes necessary to choose $L < D_Y$. In order to form a likelihood, we then need to transform the $L$-dimensional latent vector of function values $\mathbf{F}(x)$ into $D_Y$ dimensions. While this can be done with a simple linear transformation, as is done in the MOGP in Sec. 3.1.1, it is natural to consider more flexible alternatives as represented by the N-MOGP and SBGPRN. Empirically, we have seen that this added flexibility can result in substantial gains in predictive performance. Importantly, this added flexibility comes at little additional computational cost, as any computations done in the likelihood tend to be negligible when compared to the costs associated with the Gaussian process prior. Moreover, neural likelihoods are complementary to other methods for making GP priors flexible, as we demonstrated empirically in Sec. 5 by combining our approach with both deep GPs and deep kernels.

There are several interesting avenues for future research. In our experiments we have focused on regression and unsupervised learning. However, it could be of particular interest to apply neural likelihoods to the multi-task setting—for example to tasks that do not share a common set of inputs—where the additional flexibility offered by a neural likelihood could be especially beneficial. Finally, for the deterministic neural network used to define the SBGPRN in Sec. 3.1.4, we have relied on weight decay for regularization. It could be fruitful to explore variants of the SBGPRN that employ other techniques for regularizing neural networks, including for example dropout (Srivastava et al., 2014).
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Appendix

7.1 Additional Experimental Results

7.1.1 Regression

See Table 4 for additional results for the (N-)MOGP models. Here as elsewhere the prefix ‘DK’ indicates that the given model is equipped with a deep kernel.

See Table 5 for additional results for the GPRN family of models. Perhaps not surprisingly, the DK-N-SBGPRN, which contain neural networks in both the kernel and the likelihood, is the best performing model across the board.

See Table 6 for additional results for the (N-)DGP models. The models with \( L' = L \) employ less flexible priors than the models for which we report results in the main text. Note that, as mentioned in the main text, the performance gain from adding neural likelihoods is significantly larger for these models.

7.1.2 Unsupervised Learning

See Table 7 for additional results for the unsupervised learning experiments in Sec. 5.4. For the N-MOGP models we consider both \( D_H = 7 \) and \( D_H = 14 \) hidden units.

7.2 Experimental Details

For all experiments we use the Adam optimizer (Kingma and Ba, 2014).

7.2.1 Synthetic Experiment

We follow the training protocol discussed in the next section.

7.2.2 Regression

We specify some of the details of our regression models and their corresponding inference procedures omitted in the main text. Our RBF kernels use separate length scales for each input dimension. For all models we choose \( \text{ind}_{\text{L}} = 400 \) inducing points, except for the GPRN (where we choose \( \text{ind}_{\text{L}} = 100 \)) and for the N-DGP models (where we choose \( \text{ind}_{\text{L}} = 400 \) for the first layer of GPs and \( \text{ind}_{\text{L}} = 100 \) for the second layer of GPs). We find that these models can struggle to take advantage of more inducing points and become susceptible to getting stuck in bad local optima when the number of inducing points is too large. For the results in Table 2 we choose the shifted erf non-linearity for the N-MOGP, the leaky ReLU non-linearity for the N-SBGPRN and DK-N-SBGPRN, and the erf non-linearity for the N-DGP.

We train all models for 250 epochs. We use mini-batch sizes of 1000, 500, 500, 500, and 250 for the MuJoCo, Kuka, F-Baxter, Sarcos, and R-Baxter datasets, respectively, except for the (N-)DGP models, where we double the mini-batch size. For each training/test split we use 5 random parameter initializations and only train the best performing model (in terms of training LL) to completion. Depending on the model we use initial learning rates in the range \([0.01, 0.05]\), which we reduce stepwise over the course of training. For some of the (N-)DGP models we also found it useful to employ KL annealing during the first 20 epochs of training. Except for the inducing points for the second layer of GPs in the DGP (which we initialize randomly and where we do not share the inducing points across the \( L' \) GPs), we initialize inducing points using k-means clustering on the training data inputs \( \{x_i\} \).

For uniformity we train all models except for the GPRN\(^{19}\) using the SGVB approach outlined in Sec. 4.2.1. That is, we compute stochastic gradient estimates of the expected log likelihood by drawing \( N_{\text{samples}} = 250 \) samples from the variational distributions \( \{q_{\ell}(f_{\text{emb}})\} \) for each GP. For the (N-)DGP models, where the nesting of multiple layers of Gaussian processes makes sampling particularly expensive, we instead use \( N_{\text{samples}} = 5 \) samples.\(^{20}\) Note that for models that make use of a mixing matrix \( M \) we simply integrate \( M \) out and never sample \( M \).

Throughout we report test log likelihoods using an estimator of the form

\[
\log p(Y^* | X^*) \approx \frac{1}{N_{\text{outer}}} \sum_{k=1}^{N_{\text{outer}}} \sum_{j=1}^{N_{\text{inner}}} \log \frac{1}{p(Y^* | X^*, F^*_j)} = 1 \sum_{j=1}^{N_{\text{inner}}} p(Y^* | X^*, F^*_j)
\]

where each sample \( F^*_j \) is from the relevant variational distribution and \( N_{\text{outer}} = 25 \) and \( N_{\text{inner}} = 50 \).

Bias in Hidden Units

For the N-MOGP, N-SBPRN, and N-DGP we use \( D_H \) bias terms in the non-linearity \( \sigma \) that appears in the likelihood. That is, the expression \( \sigma(MF + b) \) in Eqn. 5 is in fact shorthand for \( \sigma(MF + b) \), where \( b \) is a \( D_H \)-dimensional vector of bias terms with a unit Normal prior. During inference, we use mean field Normal variational distributions for each bias term \( b_k \). For these same models, because of the flexibility of the bias units, we use Gaus-

\(^{19}\) We train the GPRN by computing analytic expected log likelihoods as outlined in Sec. 4.2.2.

\(^{20}\) Our inference procedure for the (N-)DGP models closely follows that of (Salimbeni and Deisenroth, 2017).
sian priors with (fixed) zero mean functions, while for all other Gaussian process priors we use (trainable) constant mean functions.

Deep Kernels
All our deep kernels make use of neural networks with two hidden layers, each with 50 hidden units, and have the same number of output dimensions as input dimensions. We use tanh non-linearities. We also use a multiplicative parameterization of the deep kernels such that at initialization each is close to the identity function.

SBGPRN Neural Networks
Throughout the neural network \( M(\mathbf{x}) \) that appears in the SBGPRN and N-SBGPRN has two hidden layers, each with 50 units, and utilizes tanh non-linearities.

### 7.2.3 Unsupervised Learning
We specify some of the details of our unsupervised models and their corresponding inference procedures omitted in the main text. We use \( N_{\text{ind}} = 200 \) inducing points for all models. For the results in Table 3 we choose the leaky ReLU non-linearity for the N-MOGP and the ReLU non-linearity for the N-SBGPRN. The training procedure and modeling setup generally follows that of the regression models, with the important difference that (except for the latent inputs, which we always sample) we compute analytic expected log likelihoods as described in Sec. 4.2.2.

| Model       | Dataset | R-Baxter | F-Baxter | Sarcos | MuJoCo |
|-------------|---------|----------|----------|--------|--------|
|             |         | LL       | MRMSE    | LL     | MRMSE  | LL     | MRMSE  |
| N-SBGPRN    |         | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (relu) |     | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (leaky) |   | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (leaky) |   | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |

Table 4: Full results for the (N-)MOGP models in Sec. 5.3. We report test log likelihoods per datapoint (LL) and mean root mean squared errors (MRMSE) averaged over ten random train/test splits of the data.

| Model       | Dataset | R-Baxter | F-Baxter | Sarcos | MuJoCo |
|-------------|---------|----------|----------|--------|--------|
|             |         | LL       | MRMSE    | LL     | MRMSE  | LL     | MRMSE  |
| N-SBGPRN    |         | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (relu) |     | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (leaky) |   | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |
| N-SBGPRN (leaky) |   | 8.49 ± 0.34 | 0.174 ± 0.016 | 23.50 ± 0.48 | 0.097 ± 0.002 | 2.16 ± 0.15 | 0.212 ± 0.008 |

Table 5: Full results for the GPRN, SBGPRN, and N-SBGPRN models in Sec. 5.3. We report test log likelihoods per datapoint (LL) and mean root mean squared errors (MRMSE) averaged over ten random train/test splits of the data.
follows that of the regression experiments in Sec. 5.3.

For each missing output percentage the number of missing
output dimensions for each output y_i is equal
e.g. 3/14 output dimensions are missing). The particular
missing output dimensions for each datapoint are different
between each train/test split. For additional results
obtained with the F-Baxter dataset see Fig. 5.

7.3 Expectations of Non-linearities

We discuss how we compute the expectations required
to form analytic expected log likelihoods as described
for the N-MOGP in Sec. 4.2.2. Here we focus on the
error function non-linearity g(x) = erf(x). An analytic
expression for the mean function can be obtained from
a table of integrals.\(^{21}\)

\[
E_N(x|\mu, \sigma) \equiv \text{erf} \left( \frac{\mu}{\sqrt{1 + 2\sigma^2}} \right)
\]

\(^{21}\)See e.g. the integrals listed in (Ng and Geller, 1969)
An analytic expression for the corresponding second moment is not readily available but can be computed efficiently using quadrature:

\[
E_{\mathcal{N}(x|\mu,\sigma)}[\text{erf}(x)^2] = E_{\mathcal{N}(x|0,\sqrt{2})}[\text{erf}(\sqrt{2}\sigma x + \mu)^2]
\]

\[
= \frac{1}{\sqrt{\pi}} \int dx e^{-x^2} \text{erf}(\sqrt{2}\sigma x + \mu)^2
\]

\[
\approx \frac{1}{\sqrt{\pi}} \sum_{i=1}^{N_q} w_i \text{erf}(\sqrt{2}\sigma x_i + \mu)^2
\]

(15)

where \(\{x_i, w_i\}\) are the sample points and weights from a Gauss-Hermite quadrature rule of order \(N_q\) (conventionally defined w.r.t. the weighting function \(e^{-x^2}\)). Finally, we would like to compute the bivariate expectation

\[
E_{\mathcal{N}(x|\mu,\Sigma)}[g(x_1)g(x_2)] = E_{\mathcal{N}(x|\mu,\Sigma)}[\text{erf}(x_1)\text{erf}(x_2)]
\]

An analytic expression is not readily available but we can do “half” of the integral analytically and compute the remaining univariate integral using quadrature. Changing variables so that the Normal distribution has a diagonal covariance matrix, we obtain:

\[
\frac{1}{\sqrt{\pi}} \int dx_1 e^{-x_1^2} g(\sqrt{2}L_{11}x_1 + \mu_1) h(x_1)
\]

(17)

where \(L\) is the Cholesky decomposition\(^{22}\) of \(\Sigma\) with \(\Sigma = LL^T\) and \(h(x_1)\) is given by the mean function

\[
h(x_1) = E_{\mathcal{N}(x|0,\sqrt{2})}[g(\sqrt{2}L_{21}x_1 + \sqrt{2}L_{22}x_2 + \mu_2)]
\]

\[
= E_{\mathcal{N}(x|\mu_2,\Sigma_{22})}[g(\tilde{x}_2)]
\]

(18)

Consequently whenever an analytic expression is available for this inner expectation—as is the case for the error function, recall Eqn. 14—the bivariate expectation in Eqn. 16 can be efficiently computed with univariate Gaussian-Hermite quadrature.

The identity Eqn. 14 can be manipulated to yield all expectations of the form \(E_{\mathcal{N}(x|\mu,\sigma)}[x^a\text{erf}(x)]\), thus making all the mean functions for all nonlinearities of the form \(g(x) = \text{poly}(x)\text{erf}(x)\) for some polynomial \(\text{poly}(x)\) analytically tractable. For example we have

\[
E_{\mathcal{N}(x|\mu,\sigma)}[x\text{erf}(x)] = \mu \text{erf}\left(\frac{\mu}{1+2\sigma^2}\right) + \frac{2\sigma^2}{\sqrt{\pi}(1+2\sigma^2)^{1/2}} e^{-\frac{\mu^2}{1+2\sigma^2}}
\]

(19)

and

\[
E_{\mathcal{N}(x|\mu,\sigma)}[x^2\text{erf}(x)] = (\mu^2 + \sigma^2) \text{erf}\left(\frac{\mu}{1+2\sigma^2}\right) + \frac{4\mu^2\sigma^2(1+\sigma^2)}{\sqrt{\pi}(1+2\sigma^2)^{3/2}} e^{-\frac{\mu^2}{1+2\sigma^2}}
\]

(20)

For the analytic expressions needed to deal with piecewise polynomial non-linearities like ReLU we refer the reader to (Jankowiak, 2018).

Finally, note that above (e.g. in Eqn. 14) we have given analytic expressions for expectations with respect to 1-dimensional Normal random variables. However, in Sec. 4.2.2 the mean and variance functions for the activations, \(\mathbf{m}(x)\) and \(\mathbf{v}(x)\), are expressed as expectations with respect to the product distribution \(\prod_i q(f_{\ell,i})\). Since, however, the argument of the non-linearity \(\sigma(\cdot)\) in these equations (see e.g. Eqn. 12) is a linear combination of 1-dimensional Normal random variables, the argument is in fact a 1-dimensional Normal random variable, and so our analytic results are directly applicable. We simply appeal to the fact that if \(a_i \sim \mathcal{N}(\mu_i, \sigma_i)\) and \(x \equiv \sum_i b_i a_i\) for some constants \(\{b_i\}\), then \(x \sim \mathcal{N}(\mu, \sigma)\) with \(\mu = \sum_i b_i \mu_i\) and \(\sigma^2 = \sum_i b_i^2 \sigma_i^2\).

\(^{22}\) Since \(\Sigma\) is two-dimensional this decomposition is trivial to compute: \(L_{11} = \sqrt{\Sigma_{11}}\), etc.