A family of single-node second-order boundary schemes for the lattice Boltzmann method
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Abstract

In this work, we propose a family of single-node second-order boundary schemes for the lattice Boltzmann method with general collision terms. The construction of the schemes is quite universal and simple, it does not involve concrete lattice Boltzmann models and uses the half-way bounce-back rule as a central step. The constructed schemes are all second-order accurate if so is the bounce-back rule. In addition, the proposed schemes have good stability thanks to convex combinations. The accuracy and stability of several specific schemes are numerically validated for multiple-relaxation-time models in both 2D and 3D.
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1. Introduction

The lattice Boltzmann method (LBM) is an efficient technique for modeling complex fluid flows and has attracted much attention in a variety of
fields [1, 2, 3] because of its easy implementation and second-order accuracy [4, 5]. In using the method, a fundamental problem is how to treat boundary conditions (BCs) since almost each flow occurs in a region with boundaries. Typical examples are the no-slip BCs for particulate flows [6, 7], the wetting BCs for two-phase flows [8, 9] and those for free interface problems [10]. Fortunately, due to its kinetic origin, the LBM can naturally accommodate many different BCs for flows with complicated geometries. This is a prominent advantage of the LBM over other conventional numerical methods for fluid dynamics.

In the literature, there are various different boundary schemes accompanying the lattice Boltzmann method. The schemes involve either only the current lattice node or other neighboring lattice ones. The latter does not obviously apply to the situation where no enough neighboring nodes are available, as pointed out in [11]. The former is referred to as single-node boundary schemes. The widely used one is the bounce-back rule proposed in [6, 7]. This scheme usually has first-order accuracy unless the boundary locates at the middle of two neighboring nodes. Other single-node boundary schemes can be found in [11, 12, 13, 14, 15, 16]. Those in [12, 13, 14] are of second-order accuracy but only for straight boundaries, while that in [11] uses the DFs of all directions and needs to compute, at each boundary node, the inverse of a matrix with entries given by complicated formulas. In our recent work [16], we constructed a class of single-node boundary schemes with second-order accuracy for curved boundaries by using the Maxwell iteration [17] for the two-relaxation-time (TRT) model [18, 19, 20]. The constructions of the boundary schemes in [14, 11, 16] rely heavily on the Chapman-Enskog expansion, asymptotic analysis or the Maxwell iteration. On the other hand, in [15] a different construction was proposed by combining interpolations and the half-way bounce-back rule (the boundary locates at the middle of two neighboring nodes). We remark that the construction in [15] is a slight modification of that in [21] but the latter involves two lattice nodes.

In this paper, we generalize the idea from [21, 15] and construct a family of single-node boundary schemes for the LBM. The construction are quite universal and simple, it does not involve concrete lattice Boltzmann models and uses the half-way bounce-back rule as a central step. The boundary schemes thus constructed are all second-order accurate for curved boundaries if so is the bounce-back rule, which is true if the collision term fulfills some simple requirements [22] satisfied by many widely used models. They have good stability thanks to convex combinations. Furthermore, the second-
order accuracy and stability of the schemes are verified by several numerical examples for the multiple-relaxation-time (MRT) models in both 2D and 3D [23, 24, 25]. In addition, the constructed schemes contain those in [15, 16] as special cases but significantly differ from them.

The paper is organized as follows. In Section 2 we construct a family of single-node second-order boundary schemes for the LBM. Some numerical experiments are reported in Section 3 to validate the second-order accuracy and stability of the boundary schemes for both 2D and 3D MRT models. Some conclusions and remarks are given in Section 4. The paper ends with an appendix for the details of the MRT models used in our numerical experiments.

2. A family of single-node second-order schemes

The lattice Boltzmann equation (LBE) with general collision models reads as

\[ f_i(x + e_i h, t + \delta t) - f_i(x, t) = \Omega_i(x, t), \quad i = 0, 1, 2, \ldots, q - 1. \]  

(1)

Here \( f_i(x, t) \) is the \( i \)-th distribution function for particles with velocity \( e_i \) at position \( x \) and time \( t \); \( h \) and \( \delta t \) are the lattice size and time step, respectively; and \( \Omega_i(x, t) \) is the \( i \)-th collision term. In the LBE, the discrete velocity set usually satisfies the symmetry \( \{ e_i \} = \{-e_i\} \) and \( e_0 = 0 \). Obviously, the LBE (1) can be decomposed into the following two steps:

\[ f'_i(x, t) = f_i(x, t) + \Omega_i(x, t) \quad \text{(collision)}, \]  

(2)

\[ f_i(x + e_i h, t + \delta t) = f'_i(x, t) \quad \text{(advection)}. \]  

(3)

It is clear that the collision step is point-wise while the advection step involves two different lattice nodes for \( i \neq 0 \).

With the above general LBE, we aim at constructing a family of single-node second-order boundary schemes for Dirichlet BCs (see Fig. 1)

\[ u(x, t) = \phi(x, t) \]  

(4)

on the boundary for the incompressible Navier-Stokes equations by generalizing the idea from [21, 13]. Here \( u(x, t) \) is the macroscopic fluid velocity at position \( x \) and time \( t \), \( \phi(x, t) \) is a given function of \( x \) and \( t \), and the boundary is often curved in complex flows (e.g., flows in porous media [26] and multi-phase flows [27]).
For the sake of definiteness, we fix the direction $e_i$ and construct a formula to compute the distribution $f_i(x_f, t + \delta_t)$ at the lattice node $x_f$ next to the boundary as illustrated in Fig. 1. Denote by $x_b, x_l$ and $x_r$ the intersection of the given boundary and the grid line in the $e_i$-direction, and the left and right neighboring lattice nodes of $x_f$. Namely,

$$
x_l = x_f + h e_i, \quad x_r = x_f - h e_i,
$$

$$
x_b = x_f - \gamma h e_i, \quad \gamma \in (0, 1].
$$

Additionally, let $l$ be a non-negative number and take

$$
x_1 = x_f - lh e_i, \quad x_2 = 2x_b - x_1
$$

(See Fig. 1).

With $x_1$ and $x_2$ defined above, we firstly interpolate the distribution function $f_i(x_f, t + \delta_t)$ with those at $x_l$ and $x_1$ by

$$
f_i(x_f, t + \delta_t) = \frac{l}{1+l} f_i(x_l, t + \delta_t) + \frac{1}{1+l} f_i(x_1, t + \delta_t).
$$

Notice that $l \geq 0$. Thanks to the advection $f_i(x_l, t + \delta_t) = f'_i(x_f, t)$, the above can be rewritten as

$$
f_i(x_f, t + \delta_t) = \frac{l}{1+l} f'_i(x_f, t) + \frac{1}{1+l} f_i(x_1, t + \delta_t).
$$

(5)
For \( f_i(x_1, t + \delta t) \) in (5), we compute it with the well-known half-way bounce-back scheme \cite{6, 7} (the boundary point \( x_b \) is located at the middle of \( x_1 \) and \( x_2 \!\!\).)

\[
f_i(x_1, t + \delta t) = f_i(x_2, t + \delta t) + 2\omega_i h\rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2}.
\]

(6)

Here \( \bar{i} \) is such that \( e_{\bar{i}} = -e_i \) and the constants \( \omega_i, \rho_0 \) and \( c_s \) are explained in Appendix (see also \cite{6, 7}).

It remains to compute \( f_{\bar{i}}(x_2, t + \delta t) \) in (6). We interpolate it with the distribution functions at \( x_f \) and \( x_r \):

\[
f_{\bar{i}}(x_2, t + \delta t) = (1 + l - 2\gamma)f_{\bar{i}}(x_f, t + \delta t) + (2\gamma - l)f_{\bar{i}}(x_r, t + \delta t).
\]

Again, we use the advection \( f_{\bar{i}}(x_r, t + \delta t) = f'_{\bar{i}}(x_f, t) \) to obtain

\[
f_i(x_2, t + \delta t) = (1 + l - 2\gamma)f_i(x_f, t + \delta t) + (2\gamma - l)f'_i(x_f, t).
\]

(7)

Combining Eqs. (5)–(7) gives

\[
f_i(x_f, t + \delta t) = \frac{1 + l - 2\gamma}{1 + l} f_i(x_f, t + \delta t) + \frac{l}{1 + l} f'_i(x_f, t)
\]

\[
+ \frac{2\gamma - l}{1 + l} f'_{\bar{i}}(x_f, t) + \frac{2}{1 + l} \omega_i h\rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2}.
\]

(8)

Furthermore, with the approximation

\[
f_i(x_f, t + \delta t) \approx f_i(x_f, t)
\]

(9)

in Eq. (8), we arrive at the following single-node scheme

\[
f_i(x_f, t + \delta t) = \frac{1 + l - 2\gamma}{1 + l} f_i(x_f, t) + \frac{l}{1 + l} f'_i(x_f, t)
\]

\[
+ \frac{2\gamma - l}{1 + l} f'_{\bar{i}}(x_f, t) + \frac{2}{1 + l} \omega_i h\rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2}
\]

(10)

parameterized with \( l \geq 0 \).

About this scheme, we have the following remark.

Remark. (1). The above construction is quite universal, it relies only on the half-way bounce back rule but does not involves the specific form of the collision term.
(2). In case that the left lattice node $x_l$ belongs to the computational domain which is often true, we can replace the approximation Eq. (9) with $f_i(x_f, t + \delta_t) = f_i'(x_l, t)$ in Eq. (8) to obtain the following two-node scheme

$$f_i(x_f, t + \delta_t) = \frac{1 + l - 2\gamma}{1 + l} f_i'(x_l, t) + \frac{l}{1 + l} f_i'(x_f, t)$$

$$+ \frac{2\gamma - l}{1 + l} f_i'(x_f, t) + \frac{2}{1 + l} \omega_i h \rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2}. \quad (11)$$

(3). In both [21] and [15], the point $x_1$ is chosen as $x_1 = x_b$, namely, $l = \gamma$ and $x_2 = x_1$. Here we choose $x_1$ quite arbitrarily and thus obtain a family of boundary schemes.

(4). When $l = \gamma$, Scheme (11) degenerates to the non-single-node scheme proposed in [21]:

$$f_i(x_f, t + \delta_t) = \frac{1 - \gamma}{1 + \gamma} f_i'(x_l, t) + \gamma \frac{\gamma}{1 + \gamma} \left[ f_i'(x_f, t) + f_i'(x_f, t) \right] + \frac{2}{1 + \gamma} \omega_i h \rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2},$$

while (11) becomes that in [13]:

$$f_i(x_f, t + \delta_t) = \frac{1 - \gamma}{1 + \gamma} f_i'(x_f, t) + \gamma \frac{\gamma}{1 + \gamma} \left[ f_i'(x_f, t) + f_i'(x_f, t) \right] + \frac{2}{1 + \gamma} \omega_i h \rho_0 \frac{e_i \cdot \phi(x_b, t)}{\delta t c_s^2}.$$ (10)

(5). When $l = 0$ and $2\gamma$, Scheme (10) degenerates to our nonconvex and convex schemes proposed in [16], respectively.

The second-order accuracy of the single-node scheme (10) can be simply explained as follows. First, two interpolations (5) and (7) are second-order accurate. In addition, for the diffusive scaling $\delta_t = \eta h^2$ ($\eta$ is an adjustable parameter), the approximation (9) is of $O(h^2)$. Moreover, assume that the half-way bounce-back rule (6) has second-order accuracy, which is true if the collision term fulfills some simple requirements [22] satisfied by many widely used models. Therefore the scheme (10) is second-order accurate.

Next we discuss the stability of the scheme (10). To ensure the stability of interpolations (5) and (7), we require that the interpolation coefficients belong to $[0, 1]$, i.e.,

$$l \geq 0, \quad 1 - 2\gamma + l \geq 0 \quad \text{and} \quad 2\gamma - l \geq 0.$$ (12)

Namely,

$$\max \{0, 2\gamma - 1\} \leq l \leq 2\gamma.$$
These are exactly the conditions ensuring that the scheme (10) is a convex combination of the distribution functions.

Finally, we notice that Scheme (10) does not involve the distribution $f_i(x_f, t)$. Thus, we may propose a more general boundary scheme by replacing the right-hand side of Scheme (10) with a convex combination of $f_i(x_f, t)$ and the right-hand side:

$$f_i(x_f, t + \delta t) = (1 - b)f_i(x_f, t) + b \left[ \frac{1 + l - 2\gamma}{1 + l} f_i(x_f, t) + \frac{l}{1 + l} f_i'(x_f, t) \right. $$

$$+ \left. \frac{2\gamma - l}{1 + l} f_i'(x_f, t) + \frac{2}{1 + l} \omega_i h p_0 \frac{e_i \cdot \phi(x_b, t)}{\delta_c s^2} \right].$$  

This new scheme contains two free parameters $l$ and $b \in (0, 1]$. Since we use the diffusive scaling, the approximation of $f_i(x_f, t + \delta t)$ by $f_i(x_f, t)$ is second-order accurate. Therefore, the new scheme (13) has second-order accuracy too.

3. Numerical experiments

In this section, we report several numerical experiments to validate the single-node boundary scheme (10). Since this scheme contains an adjustable parameter $l$ satisfying the constraints in (12), there are infinitely many boundary schemes. To be concrete, we will restrict ourselves to the following five cases: $l = \gamma, 1.5\gamma, 2\gamma, \gamma^2$ and $\gamma^2 + \gamma$.

On the other hand, we will only consider the widely used D2Q9 and D3Q15 multiple-relaxation-time (MRT) models [23, 24, 25], whose details are given in Appendix. For these two MRT models, there are infinitely many choices of relaxation rates. In the simulations, we only change the relaxation rate $s_{\nu}$ related to the viscosity and fix all the others to examine the accuracy and stability of the schemes. Without loss of generality, we take the relaxation rates for the D2Q9 model as

$$S = \text{diag}(1, 1.8, 1.2, 1, 0.5, 0.5, 1, s_{\nu}, s_{\nu})$$  (14)

and

$$S = \text{diag}(1, 1.8, 1.2, 1, 0.5, 1, 0.5, 1, s_{\nu}, s_{\nu}, s_{\nu}, s_{\nu}, s_{\nu}, 1.5)$$  (15)
for the D3Q15 model. Recall that we use the diffusive scaling \( \delta_t = \eta h^2 \).
Then the relations between \( s_\nu \) and the kinematic viscosity \( \nu \) for the above two models are both

\[
\nu = \frac{1}{3\eta} \left( \frac{1}{s_\nu} - \frac{1}{2} \right)
\]

(16) (see [23, 24, 25]). From this, \( \eta \) can be determined via \( \nu \) and \( s_\nu \).

With the above choice of parameters, we conduct numerical experiments for the following three problems: the Poiseuille flow with straight boundaries, the Taylor-Green vortex flow with curved boundaries, and the 3D Hagen-Poiseuille flow in a circular pipe. All these flows are governed by the incompressible Navier-Stokes equations

\[
\nabla \cdot \mathbf{u} = 0, \quad \partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = \nu \Delta \mathbf{u} + \mathbf{F}
\]

(17)
in proper domains, where \( \nu \) is the kinematic viscosity and \( \mathbf{F} \) is an external force. They all have analytical solutions. For each numerical experiment, we only need to specify the relaxation rate \( s_\nu \) and lattice size \( h \), which determine all other parameters: \( \delta_t = \eta h^2 \) and \( \eta = (1/s_\nu - 1/2)/(3\nu) \).

3.1. Poiseuille flow

![Figure 2: Configuration of the Poiseuille flow in LBE simulations with an arbitrary \( \gamma \).](image)

The first problem is the Poiseuille flow between two parallel no-slip walls driven by a constant body force \( \mathbf{F} = G(1, 0) \) (see Fig. 2). This problem has
the following analytical solution

\[ u = u(y) = 4U \left(1 - \frac{y}{H}\right) \frac{y}{H}, \quad v = 0, \quad (18) \]

for \( y \in [0, H] \). Here \((u, v) = u, H \) is the channel width, \( U = GH^2/8\nu \) is the maximal velocity along the center line of the channel, and the parameters are

\[ \nu = 0.03, \quad G = 0.8\nu, \quad H = 1. \]

In our computation, the horizontal direction is periodic. The boundary schemes are applied at the upper and lower straight boundaries. As illustrated in Fig. 2, \( N_y \) is the number of meshes in the vertical direction, and the lower and upper walls are located between \( j = 0 \) and \( j = N_y \) and \( j = N_y - 1 \), respectively. The lattice size is

\[ h = \frac{H}{N_y - 2 + 2\gamma} \quad (19) \]

with \( \gamma \) the scaled distance. To demonstrate the accuracy and stability of the boundary schemes, we define the relative \( L^2 \)-error as

\[ E_r = \frac{\sqrt{\sum_x |u(x) - u^*(x)|^2}}{\sqrt{\sum_x |u(x)|^2}} , \quad (20) \]

where the summation is over all lattice nodes in the computational domain, \( u = (u, v) \) is the analytical solution (18), and \( u^* \) is the LB solution.

In our numerical experiments, we set \( \gamma = 0.25, 0.75 \) and 1, take different \( s_\nu \) (=0.5,1,1.5,1.99) and \( N_y = 11, 21, 41, 61, 81 \), and the number of meshes in the horizontal direction is \( N_x = 2(N_y - 1) \). Note that the lattice size \( h \) is calculated by Eq. (19). Fig. 3 shows that the convergence orders are around 2 for all the five schemes with different \( \gamma \) and \( s_\nu \). These show the second-order accuracy of the five schemes for straight boundaries.

3.2. Taylor-Green vortex flow in a circular domain

The second problem we consider is the Taylor-Green vortex flow in the circular domain

\[ \Omega := \left\{ (x, y) \mid (x - \frac{1}{2})^2 + (y - \frac{1}{2})^2 \leq \frac{1}{16} \right\} \]
without external forces. This problem has analytic solutions
\[ u = -U_0 \cos(2\pi x) \sin(2\pi y) e^{-8\pi^2 \nu t}, \]
\[ v = U_0 \cos(2\pi y) \sin(2\pi x) e^{-8\pi^2 \nu t}, \]
\[ p = p_0 - \frac{1}{4} U_0^2 [\cos(4\pi x) + \cos(4\pi y)] e^{-16\pi^2 \nu t} \]
with free parameters $U_0$ and $p_0$. In our numerical simulations reported below, we take the parameters as

$$\nu = 0.002, \quad U_0 = 0.05, \quad p_0 = \rho_0c_s^2 \quad \text{with} \quad \rho_0 = 1.$$ 

The initial and boundary values are given by the above analytical solutions.

Let $u^* = u(x, t)$ be the LB solution and $u = (u, v)$ the above analytic solution. We define the relative $L^2$-error as

$$E_r = \frac{\sqrt{\sum_x |u(x, T) - u^*(x, T)|^2}}{\sqrt{\sum_x |u(x, T)|^2}}$$

at time $T = 1/U_0$, where the summation is over all lattice nodes in the circular domain $\Omega$.

To examine the stability and accuracy of the boundary schemes, we take different $s_\nu (= 0.5, 1.5, 1.5, 1.99)$ in the simulation with a number of spatial steps $h = 1/40, 1/80, 1/120, 1/160$ and $1/200$. Fig. 4 shows that even with the curved boundary $\partial \Omega$, all the five schemes have second-order accuracy with different $s_\nu$. These and the results of the Poiseuille flow show the second-order accuracy and good stability of the convex scheme (10) for the 2D MRT models.

**3.3 3D Hagen-Poiseuille flow**

For the third problem, we intend to test the schemes for the 3D MRT model. To this end, we consider the 3D Hagen-Poiseuille flow through a pipe of uniform circular cross-section, which is an extension of the Poiseuille flow in 2D. In this situation, there is an external force $F = G(1, 0, 0)$ along the axial direction ($x$-direction) of the pipe. The problem has the following analytical solution ($u = (u, v, w)$)

$$u = u(r) = U(1 - \frac{r^2}{R^2}), \quad v = 0, \quad w = 0,$$  

where $r \in [0, R]$ is the distance to the center line, $R$ is the radius of the circular cross-section and $U = GR^2/4\nu$ is the maximal velocity along the center line of the pipe. In the simulation, we take

$$\nu = 0.03, \quad G = 0.8\nu, \quad R = \frac{1}{2}.$$ 
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Like that for the Poiseuille flow, the axial direction is periodic and the
boundary schemes are applied at the wall of the pipe. We take different
$s_\nu$ (=0.5,1.5,1.99) and $h = 1/10, 1/20, 1/40, 1/80$, and the error is computed
as in Eq. (20). The numerical results are given in Fig. 4. It can be seen that
all the five schemes are stable and have second-order accuracy for different
$s_\nu$. Thus, the good stability and accuracy of the boundary scheme (10) for
the 3D MRT model are validated.

4. Conclusions and remarks

In this work, we propose a family of single-node second-order boundary
schemes for the LBM with general collision models. The schemes are con-
structed by generalizing the idea from [15, 21] and use the half-way bounce-
back scheme as a central step. The constructed schemes are all second-order
accurate for both straight and curved boundaries if so is the bounce-back
rule. the proposed schemes have second-order accuracy for both straight and
curved boundaries. In addition, the schemes are all convex combinations of distribution functions and thereby have good stability. Finally, numerical experiments are conducted to validate the second-order accuracy and stability of five specific schemes for both 2D and 3D MRT models.

We would like to point out that our schemes contain the existing single-node schemes in [16, 15] as special cases but significantly differ from them. Unlike those for specific TRT models [16], the construction of the present schemes are quite universal and simple, it does not involve concrete lattice Boltzmann models. Our new schemes are also different from that proposed in [15] where the half-way bounce-back rule is used only at the boundary point.

Appendix

In this appendix, we list the details of the D2Q9 and D3Q15 MRT collision models used in the computations. The MRT model has the following general
form
\[ \Omega_i(x, t) = -\sum_j (M^{-1}S)_{ij} (f_j - f_j^{(eq)})(x, t), \]

where \( M \in \mathbb{R}^{q \times q} \) is the transformation matrix, \( S = \text{diag}(s_0, s_1, \ldots, s_{q-1}) \) is the diagonal relaxation matrix and \( f_i^{(eq)} := f_i^{(eq)}(x, t) \) is the equilibrium given by \[28\]
\[ f_i^{(eq)} = \omega_i \left\{ \rho + \rho_0 \left[ \frac{c_i \cdot u}{c_s^2} + \frac{(c_i \cdot u)^2}{2c_s^4} - \frac{u^2}{2c_s^2} \right] \right\}. \] \hfill (23)

Here \( \{\omega_i\} \) are the weight coefficients; \( \rho_0 \) is the mean density; \( c_s = c/\beta \) is the sound speed with \( c := h/\delta \) and \( \beta \) a positive constant; \( c_i = ce_i \); \( \rho \) and \( u \) are the fluid density and velocity defined by
\[ \rho = \sum_i f_i, \quad \rho_0 u = \sum_i c_i f_i. \]

For the D2Q9 model, the discrete velocities are
\[
\begin{pmatrix}
  e_{ix} \\
  e_{iy}
\end{pmatrix} =
\begin{pmatrix}
  0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\
  0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1
\end{pmatrix},
\]
where \( e_{i\alpha} \) is the component of \( e_i \) along \( \alpha \)-direction. The weight coefficients are \( \omega_0 = 4/9, \omega_{1,2,3,4} = 1/9 \) and \( \omega_{5,6,7,8} = 1/36 \) and the sound speed is \( c_s = c/\sqrt{3} \). The transformation matrix is given by \[24\]:
\[
M = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-4 & -1 & -1 & -1 & -1 & 2 & 2 & 2 & 2 \\
4 & -2 & -2 & -2 & -2 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\
0 & -2 & 0 & 2 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1 \\
0 & 0 & -2 & 0 & 2 & 1 & 1 & -1 & -1 \\
0 & 1 & -1 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1
\end{pmatrix}. \hfill (24)
\]

The discrete velocities for the D3Q15 MRT model are
\[
\begin{pmatrix}
  e_{ix} \\
  e_{iy} \\
  e_{iz}
\end{pmatrix} =
\begin{pmatrix}
  0 & 1 & -1 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
  0 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
  0 & 0 & 0 & 0 & 1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1
\end{pmatrix},
\]
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the weight coefficients are $\omega_0 = 2/9$, $\omega_{1-6} = 1/9$ and $\omega_{7-14} = 1/72$ and the sound speed is $c_s = c/\sqrt{3}$. The transformation matrix corresponding to the above order of discrete velocities is

$$M = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
-2 & -1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
16 & -4 & -4 & -4 & -4 & -4 & -4 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
0 & 1 & -1 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
0 & -4 & 4 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
0 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1
0 & 0 & 0 & -4 & 4 & 0 & 0 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1
0 & 0 & 0 & 0 & 0 & -4 & 4 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1
0 & 2 & 2 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & -1
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & -1 & -1 & 1 & 1 & 1
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & -1
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & -1
\end{pmatrix}.
$$

(25)
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