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Interleaved k-NN Classification and Bias Field Estimation for MR Image with Intensity Inhomogeneity
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SUMMARY  k-NN classification has been applied to classify normal tissues in MR images. However, the intensity inhomogeneity of MR images forces conventional k-NN classification into significant misclassification errors. This letter proposes a new interleaved method, which combines k-NN classification and bias field estimation in an energy minimization framework, to simultaneously overcome the limitation of misclassifications in conventional k-NN classification and correct the bias field of observed images. Experiments demonstrate the effectiveness and advantages of the proposed algorithm.
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1. Introduction

Medical image segmentation is a key task in many medical applications. The main objective of brain MR image segmentation is classifying tissues from the surroundings by identifying the features unique to them. It is also a classical puzzle for researchers, since the human brain is a highly complex structure. Furthermore, the development of automatic segmentation is important for clinical studies of normal and diseased human brain, such as cortical thickness measurements, morphological analysis and visualization.

Ideally, it is easy to classify the tissues in MR image with intensity homogeneity, since different tissue types exhibit distinct signal intensities. However, the distributions of signal intensities associated with tissues overlap each other significantly because of intensity inhomogeneity. The intensity inhomogeneity, which is called the bias field, is a smooth intensity variation in the observed image. It causes considerable difficulties for quantitative image analysis, especially for segmentation and registration.

Generally speaking, bias correction methods are classified into two classes: prospective methods \cite{4, 5} and retrospective methods \cite{6, 7}. The former avoid intra-scan intensity inhomogeneity due to special hardware and have been employed in correcting intensity inhomogeneity caused by MR’s canner. However, they are unable to correct the sources of intensity inhomogeneity. The latter rely on the information of the image itself. They are applied to remove patient dependent effects. Whereas, the bias field correction results of the latter are sensitive to the specific choices of initial conditions.

As one of simplest machine learning algorithms, k-NN classification requires laborious training on manually labeled subjects for MR image segmentation \cite{2, 3, 10}. Classifications were evaluated based on automated training. The increasing number of training data provides significantly better segmentation results \cite{10}, but the use of manual segmentations limits the extensive application of k-NN classification because it consumes amounts of time. More importantly, the intensity inhomogeneity causes serious misclassifications in the result of conventional k-NN classification.

In this letter, we propose an interleaved k-NN classification method for MR images without manual training data in an energy minimization framework. The observed image is considered as the product of two components: true image and bias field. An energy function dependent on the two components is adopted by our method. Tissue segmentation is achieved by k-NN classification, and bias field estimation is accomplished by energy minimization. The k-NN classification and bias field estimation are performed in an iterative process. Another contribution of this letter is that the final tissue segmentation results are not affected by the intensity inhomogeneity. Experiments demonstrate the effectiveness and advantages of the proposed algorithm.

2. Method

2.1 MR Image Model and Energy Formulation

An observed MR image with intensity inhomogeneity, denoted by a matrix $I(x)$, is modeled as:

$$I(x) = b(x)J(x) + n(x) \quad (1)$$

where $I(x)$ is the observed image intensity at voxel $x$, $J(x)$ is the true image, $b(x)$ is bias field, and $n(x)$ is additive random noise.

Because the bias field varies smoothly in the image domain, it can be estimated by a linear combination of basis functions, denoted by $g_1(x), \ldots, g_M(x)$, and expressed as

$$b(x) = \sum_{k=1}^{M} w_k g_k(x) \quad (2)$$

where $w_k$ is the coefficient of $k$-th basis function, and it is independent of voxel $x$. 
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The true image characterizes a physical property of tissues. It takes a specific value for voxel within the same tissue. Thus, the true image takes a constant value $c_i$ in the $i$-th disjoint region $\Omega_i$ of $i$-th tissue. The disjoint regions $\Omega_1, \ldots, \Omega_N$ form a partition of the image domain. As the piecewise constant map, the true image is viewed as a linear combination of characteristic functions:

$$J(x) = \sum_{i=1}^{N} c_i u_i(x)$$

where $u_i(x)$ is the membership function of $i$-th tissue representing the tissue region $\Omega_i$ with the following properties:

$$u_i(x) = \begin{cases} 
1 & x \in \Omega_i \\
0 & x \not\in \Omega_i 
\end{cases}$$

Given the assumptions of bias field and true image, we propose to find the optimal true image and bias field, such that $I(x)$ can be best approximated by $b(x)J(x)$. Hence, we introduce an energy described by Li et al. [1]:

$$F(U(x), C, W)$$

$$= \sum_{i=1}^{N} \left[ \sum_{k=1}^{M} w_k g_k \right] \left[ \sum_{i=1}^{N} c_i u_i(x) \right]^2 dx$$

where $U(x) = (u_1(x), \ldots, u_N(x))^T$, $C = (c_1, \ldots, c_N)^T$, and $W = (w_1, \ldots, w_M)^T$.

It is our goal to estimate the bias field and true image from the measured image by the k-NN classification and energy minimization in an iterative process.

2.2 k-NN Classification without Manual Segmentation

In our method, the new k-NN classification makes use of labeled voxels to classify the target voxels instead of manual training data.

2.2.1 Initial Centroid Calculation

The initial centroid of tissues is determined by a smoothed kernel estimator based on image histogram according to [8]. The kernel estimator $\hat{p}(x)$ is defined as

$$\hat{p}(x) = \frac{1}{nh} \sum_{i,j} \phi \left( \frac{x - y(i,j)}{h} \right)$$

where $\phi$ is a Gaussian function with zero mean and variance of one, $n$ is the total number of voxels and $h$ is the parameter of bandwidth.

To be specific, we assume that there are three types of tissues in the image domain after skull stripping, such as CSF, GM, and WM. The locations of each mode are estimated in the following steps:

**Step1.** Set the lower bound $b_l$ and the upper bound $b_u$;

**Step2.** Compute kernel estimator with $b = \frac{b_l+b_u}{2}$;

**Step3.** Count number of modes. If the number is less than or equal to 3, let $b_b = b$ else let $b_l = b$ and go to step 2;

**Step4.** Repeat the steps until the change of $b$ between two consecutive iterations is less than a threshold or number of modes is equal to 3;

2.2.2 Trained Labels Set Selection

OTSU’s method is employed in our method to obtain the gray range of each tissue and select the training labels. It assumes that an image to be thresholded can be dichotomized into two classes by calculating the optimum threshold. The combined spread is minimized based on the threshold.

The optimum threshold is defined as a weighted sum of variances for two classes:

$$\delta^2_w = w_1(t)\delta^2_1 + w_2(t)\delta^2_2$$

where the weight $w_i$ and $\delta^2_i$ are the probabilities and variances of $i$-th class. The threshold is determined by minimizing intra-class variance, which is the same as maximizing inter-class variance:

$$\delta^2_b(k) = \delta^2 - \delta^2_w = w_1 w_2 [\mu_1 - \mu_2]^2$$

The threshold $k^*$ estimation is equivalently found by

$$k^* = \arg\max \left\{ \delta^2_b(k) \right\}$$

Hence, the trained voxels can be labeled by defining two parameters $\delta_1$ and $\delta_2$:

$$\begin{cases} 
CSF & l < k^*_1 - \delta_1 \\
GM & k^*_1 + \delta_1 < k^*_2 - \delta_2 \\
WM & l > k^*_2 + \delta_2 
\end{cases}$$

2.3 Energy Minimization

The energy $F(U(x), C, W)$ is convex in each of its variables. As a result, the energy minimization is performed in an iterative process with respect to each variable.

2.3.1 Optimization of $C$

For fixed $U(x)$ and $W$, we minimize the energy $F(U(x), C, W)$ in respect to the variable $C$. The energy $F(U(x), C, W)$ is rewritten as

$$F(U(x), C, W)$$

$$= \sum_{i=1}^{N} \int_{\Omega} \left[ I(x) - \left[ \sum_{k=1}^{M} w_k g_k \right] c_i \right]^2 u_i(x) dx$$

Then, we get

$$\frac{\partial}{\partial c_i} \left( \int_{\Omega} \left[ I(x) - \left[ \sum_{k=1}^{M} w_k g_k \right] c_i \right]^2 u_i(x) dx \right) = 0, \quad i = 1, \ldots, N$$

Thus, the unique minimizer, denoted by $\vec{C} = (\vec{c}_1, \ldots, \vec{c}_N)^T$, is given by
\[
\bar{c}_i = \frac{\int_{\Omega} I(x)b(x)u_i(x)dx}{\int_{\Omega} b^2(x)u_i(x)dx}, \quad i = 1, \ldots, N \tag{13}
\]

2.3.2 Optimization of \(W\)

For fixed \(U(x)\) and \(C\), we minimize \(F(U(x), C, W)\) with regard to the variable \(W\). The unique minimizer, denoted by \(\bar{W} = (\bar{w}_1, \ldots, \bar{w}_N)^T\), is estimated by taking derivative of \(F(U(x), C, W)\), we get:

\[
\bar{W} = \left(\int_{\Omega} G(x)G^T(x)J^2(x)dx\right)^{-1} \left(\int_{\Omega} I(x)G(x)J(x)dx\right)
\tag{14}
\]

2.4 Implementation

In our method, the bias field and true image represent two interleaved processes that potentially benefit each other, i.e., a more accurate segmentation can provide a better bias field estimation and vice versa. The entire interleaved procedure of our method is also an alternate process between k-NN classifications and bias field estimation, which can be described as follows:

**Step1.** Use k-NN classification initialize of \(U(x)\) and perform the random initialization of \(C\) and \(W\);

**Step2.** Update \(C\) to be \(\bar{C}^m\)-th according to Eq. (13) in the \(m\)-th iteration;

**Step3.** Update \(W\) to be \(\bar{W}^m\)-th according to Eq. (14) and obtain the bias field in the \(m\)-th iteration;

**Step4.** Obtain the \(m\)-th bias corrected image \(\bar{f}^m\)-th based on \(\hat{f}^m\)-th in accordance with the k-NN classification;

**Step5.** Update \(U(x)\) to be \(\hat{U}^m\)-th based on \(\hat{f}^m\)-th and go to Step 2.

3. Result and Quantitative Evaluation

In this section, we demonstrate the effectiveness of the proposed method, especially the accuracy of segmentation. Our method has been applied to real and synthetic images with intensity inhomogeneities. The synthetic images are generated by multiplying non-linear smooth function to obtain different levels of intensity inhomogeneity and adding random noise with original image obtained from a famous simulated brain database—BrainWeb. The experimental results of some real and synthetic images, which confirm that our algorithm is capable of effectively segmenting the MR images, are presented in this section followed by quantitative evaluation and comparison of our approach with standard segmentation methods.

Firstly, we show a typical example of comparison our method with conventional k-NN classification in Fig. 1. The original image (Fig. 1(a)), the result of our method (Fig. 1(b)) and conventional k-NN classification (Fig. 1(c)) are displayed from left to right column, respectively. In the case of the Fig. 1, the intensity inhomogeneity causes serious misclassifications in conventional k-NN classification. In contrast, the result of our method is consistent with the brain anatomy.

In order to prove the effects of our method, we show the results of our method on real and synthetic image in Fig. 2. The results of real and synthetic image are shown in each row. The original image (Figs. 2(a) and 2(e)), bias corrected image (Figs. 2(b) and 2(f)), the segmentation result (Figs. 2(c) and 2(g)) and estimated bias field (Figs. 2(d) and 2(h)) are shown from left to right column, respectively. It can be seen from the figure that the intensities within each tissue become quite homogeneous in the bias corrected image and our method can achieve the satisfactory tissue classification for both real and synthetic images.

The final tissue segmentation results of our method are quite consistent with brain anatomy in view of the two above figures. Thus, our method’s tissue segmentation are not affected by the intensity inhomogeneity.

We further compare our method with the other two segmentation methods, FCM after N3 correction [12] and FAST method [11]. The comparison results for real and synthetic image with severe intensity inhomogeneities are shown in Fig. 3. The results of the proposed method, FAST method and FCM after N3 correction are shown from the second to fourth columns, respectively. The bias corrected images and segmentation results are shown in every row. Although it is difficult to compare the bias corrected images of these three methods, the tissue segmentation of our method are more accurate than the other two main ones, especially in the image details.

In order to quantitatively evaluate the performance of our method, the Jaccard similarity (JS) [9] is employed as
Fig. 3 Comparison results for real and synthetic image shown in the first column. The results of the proposed method, FAST and FCM after N3 correction method are shown in the second, third, and fourth columns, respectively.

Fig. 4 JS value of synthetic images for three methods. The x-axis represents 10 images, and the y-axis represents the JS values for GM (left) and WM (right) of the three methods.

Fig. 5 CV value of synthetic images for three methods. The x-axis represents 10 images, and the y-axis represents the CV values for GM (left) and WM (right) of the three methods.

4. Conclusion

In this letter, we propose an iterative method for tissue segmentation and bias field estimation. The entire interleaved procedure is an alternate process between k-NN classifications and bias field estimation. The proposed method overcomes the limitation of the conventional k-NN algorithm, which is a method that a lot of manual training data is needed to achieve accurate classification. Moreover, an additional advantage is that the intensity inhomogeneities did not lead to the misclassifications in our method. Compared to the conventional k-NN algorithm, the segmentation results of our method for the MR image with bias field are quite consistent with the brain anatomy. The proposed method was applied to real and synthetic images. Experimental results have demonstrated the superior performance of our method in terms of segmentation accuracy.
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