Target Detection in High-Resolution SAR Image via Iterating Outliers and Recursing Saliency Depth
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Abstract: In dealing with the problem of target detection in high-resolution Synthetic Aperture Radar (SAR) images, segmenting before detecting is the most commonly used approach. After the image is segmented by the superpixel method, the segmented area is usually a mixture of target and background, but the existing regional feature model does not take this into account, and cannot accurately reflect the features of the SAR image. Therefore, we propose a target detection method based on iterative outliers and recursive saliency depth. At first, we use the conditional entropy to model the features of the superpixel region, which is more in line with the actual SAR image features. Then, through iterative anomaly detection, we achieve effective background selection and detection threshold design. After that, recursing saliency depth is used to enhance the effective outliers and suppress the background false alarm to realize the correction of superpixel saliency value. Finally, the local graph model is used to optimize the detection results. Compared with Constant False Alarm Rate (CFAR) and Weighted Information Entropy (WIE) methods, the results show that our method has better performance and is more in line with the actual situation.
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1. Introduction

In the past, the major Synthetic Aperture Radar (SAR) image detection methods can be broadly classified into single-feature-based, multi-feature-based, and expert-system-oriented [1]. Among them, various Constant False Alarm Rate (CFAR) methods based on single feature are the most basic and commonly used. With the rapid development of SAR sensor technology, spatial information in SAR image becomes more and more abundant. The detection performance of some traditional detection algorithms, such as CFAR, will be greatly reduced. The target in high-resolution SAR image usually has multiple scattering units, so it is necessary to effectively accumulate the target information to retain the target region as completely as possible. For example, the rotation invariant symbol histogram (RISH) detection method can analyze the target and speckle statistics at the same time which significantly reduces the amount of calculation and improves the efficiency of information accumulation by dividing the data into discrete state representations [2].

According to different stages of information accumulation, distributed target detection algorithms can be roughly divided into two categories: pixel detection before accumulation and region segmentation before detection. The former retains the simplicity of pixel level detection. However, for complex scenes or targets with violent scattering fluctuations, it may produce high Probability of False Alarm (PFA) or low Probability of Detection (PD), and then introduce error information or target loss in the accumulation stage. The latter uses the segmentation algorithm to obtain the local region, and directly detects it with the accumulation of overall information. Effective information accumulation is more conducive to target detection, such as improving Signal Clutter Ratio (SCR) [3] through incoherent
accumulation and suppressing the interference of noise and clutter to the detection effect. In addition, the total amount of regional information is much larger than a single pixel, so the regional features modeling and detection methods are more diverse.

At present, target detection in high-resolution SAR image mainly adopts the idea of region segmentation before detection. Segmentation algorithms such as maximally stable region [4], region growth [5], and superpixel [6] can be used to obtain the local region, and then the local region is taken as a whole to accumulate its information. In recent years, by referring to the concept of superpixel in optical images [7], researchers have proposed a variety of improved superpixel segmentation methods [8–12] in combination with the features of SAR images, to implement the segmentation of SAR images. The features of the superpixel method is to compromise the segmentation effect and computational complexity. When extracting the local region of uniform scattering, there is no need to achieve complete and accurate overall scene segmentation. In general, homogeneous local areas are represented by superpixels, and their number is far less than the number of image pixels, which significantly reduces the number of objects directly processed for superpixels (such as target detection).

For some simple scenes, directly accumulating the area information in the superpixels can improve Signal-to-Noise Ratio (SNR) [13] and enhance the difference between the target and the background [14], which is conducive to target detection. The homogeneous background area composed of superpixels can also improve the accuracy of background modeling in CFAR method [15,16]. However, under the condition of limited computing time, superpixel segmentation also has shortcomings. For example, for complex scenes, targets with different shapes and directions in SAR images, the fitting accuracy between superpixel boundary and ground object boundary may be poor. When different figures exist in the same superpixel, the scattering features of the region will produce mixing; In addition, when the superpixel center is not quickly adjusted to the target center, the target region may be divided into multiple adjacent superpixels. These conditions may have an adverse impact on target detection, so a reasonable regional features model is very important to maintain the detection performance.

In superpixel detection, most regional features models like global similarity [17] or background prior [18] have been applied to SAR image target [6,19], but the random fluctuation of SAR image scattering seriously restricts its effect. The improved models, such as self-information [20] and Weighted Information Entropy (WIE) [21,22], enhance the contrast of SAR image region scattering features and thus improve the target detection effect, but the problem caused by the inaccuracy of superpixel segmentation mentioned above is still not taken into account. Another idea is to combine deep learning network with the superpixel method [23–26]. The problem is that the deep network has high requirements for prior knowledge, which is difficult to realize in practical application. In addition, based on different data, it is often necessary to build different networks for processing, so it is difficult to find a general network.

Therefore, it is more practical to establish the regional scattering feature model through the mixing ratio parameter. That is, the ratio of the number of target scattering components to the number of background clutter components. However, the mixture ratio is affected by many factors, such as the shape of the target and the segmentation effect. In practice, it can only be estimated by the limited information of the superpixel. In order to realize the mixture ratio estimation and optimize the detection effect, we studied the regional scattering features modeling based on the idea of Generalized Likelihood Ratio Test (GLRT), and proposed the measure and detection method based on conditional entropy. In addition, the background model plays the same role as the target model in regional feature measurement and Likelihood Ratio Test (LRT) detection, so the impact of the accuracy of complex background estimation on SAR image detection cannot be ignored. Some methods realize target detection in specific scenes based on a prior or supervised classification results [27], such as ship detection in sea area. It is effective for known types of targets and scenes, but it is difficult to be extended to other target detection tasks. As a result, while using
superpixel segmentation, the research on background division remains to be done. In order to avoid introducing more complex interpretation steps, we only studied how to realize scene segmentation in target detection. In traditional methods, iterative detection method can be used to gradually optimize the background estimation, change the selection of background area through the results of single detection, and realize effective detection after reasonable information or decision fusion. Based on this idea, combined with the contribution of the iterative process of saliency depth analysis to detection, we further studied the SAR image detection method for complex scenes.

In response to the problems above, we firstly used the superpixel segmentation method to obtain a local area and established a regional scattering features model, and then proposed a detection method via iterating outlier and recursive saliency depth. The proposed method has the following improvements: (1) the statistical features of regional scattering are described by piece-wise histogram model, and the conditional entropy measure is derived from GLRT method. (2) iterative outlier detection is carried out to achieve background region division and avoid experiential selection or supervised classification. (3) recursing saliency depth is used to enhance the effective outliers and suppress the background false alarm to realize the correction of superpixel saliency value. (4) the local graph model is used to optimize the detection effect of adjacent superpixels, merge the split target region, and further suppress the false alarm.

2. Method

Based on the conditional entropy difference of superpixels in SAR image, we propose iterative outlier detection and recursive saliency depth method to realize target detection. The specific steps of the detection method is shown in Figure 1. Firstly, the average gray scale ratio [10] and the Simple Linear Iterative Cluster (SLIC) [28] algorithms are used to extract SAR image superpixels, which achieve local pixel aggregation and superpixel segmentation. After obtaining the superpixel of SAR image, the detection procedure mainly includes three stages: outlier detection by super-pixel conditional entropy iteration; by recursively analyzing the saliency depth of different background sets, the fusion results of saliency depth are used for global detection; the detection results are optimized by the local graph model of superpixel nodes. As shown in the figure, each iteration process will calculate its corresponding outlier region through the background set and the outlier region obtained in each iteration will be divided into a new background set. More specific iterative and recursion processes will be described in Sections 2.2 and 2.3.

2.1. Improved Conditional Entropy Model

Target detection can be expressed as the following hypothesis testing problem:

\[
\begin{cases}
    H_0 : z_n = c_n \\
    H_1 : z_n = c_n + s_n
\end{cases}
\]

where \(c_n\) and \(s_n\) represent clutter and target components, as shown in Equation (1), the part containing only background clutter is verified by hypothesis \(H_0\). On the contrary, \(H_1\) represents that the region is composed both of targets and clutter. Under the condition that the observed ground features is \(z_n\), the hypothesis testing process is expressed as the ratio of posterior probabilities as follows:

\[
\frac{p(H_1|z_n)}{p(H_0|z_n)} \overset{H_1}{\gtrsim} T_h \overset{H_0}{\gtrsim} \frac{p(H_1|z_n)}{p(H_0|z_n)}
\]

(2)
where \( T_h \) is the detection threshold, when the ratio on the left is not less than the threshold, accept \( H_1 \), otherwise accept \( H_0 \). However, the posterior probability may be very complex in the real problem, so the following changes can be obtained from Bayesian formula:

\[
\frac{p(z_n|H_1)}{p(z_n|H_0)} \geq T_h \frac{p(H_0)}{p(H_1)}
\]  

(3)

Figure 1. Target detection flow chart based on iteration and recursion.

Under the assumption that the features of the region are only represented by the scattering intensity, and the scattering of pixels is independent. We can use Equation (3) to represent the target detection problem. On the basis of LRT model, some models such as self-information and relative entropy (Equation (4)) are also proposed, which can be directly used for target detection.

\[
D_{KL}(H_n||P_0) = \sum_{l=0}^{L-1} H_n(l) \log \left( \frac{H_n(l)}{P_0(l)} \right)
\]  

(4)

where \( H_n = h_n / |R_n| \). \( h_n(l) \) is the number of pixels corresponding to the \( l \)-th gray scale in the area, which defines as \( h_n(l) = \sum_{j \in R_n} \delta(a_j,l) \), for \( \delta(a_j,l) = \begin{cases} 1 & a_j = l \\ 0 & a_j \neq l \end{cases} \). \( |R_n| \) is the final pixel set of the \( n \)-th superpixel defined as \( |R_n| = \sum_{l=0}^{L-1} h_n(l) \). \( P_0 \) is the background normalized histogram.

However, Information entropy models (including self information and relative entropy) all take the whole superpixel area as background or target for calculation, which does not conform to the actual situation. In fact, part of the target’s superpixels contain both target and background pixels, and the whole histograms are mixed by target and background distributions. Therefore, the deviation caused by background distribution may reduce the detection effect. Aiming at this problem, we propose an improved conditional entropy model.
Under the target hypothesis \( H_1 \), the pixel whose scattering gray scale is greater than the threshold \( l_k \) is regarded as the target, and the number of these pixels is denoted as \( K_n \). Then the normalized histogram can be composed of the histograms of background and target.

\[
H_n(l) = \frac{(|R_n| - K_n) \times H_c(l) + K_n \times H_s(l)}{|R_n|}
\]  

(5)

where \( H_c(l) \) and \( H_s(l) \), respectively, represent normalized background and target pixels histogram. For Equation (5), We can calculate the number of background pixels in the L-th gray scale from the first item of denominator \((|R_n| - K_n) \times H_c(l)\). Similarly, the second item of denominator \(K_n \times H_s(l)\) represents the number of target pixels in the L-th gray scale. After adding the two items, we can get the number of all pixels in the L-th gray scale. Then, divide it by the total number of pixels, we can get the result \( H_n(l) \).

When Equation (5) is substituted into Equation (4), the addition term is difficult to be decomposed from the logarithm. Besides, \( K_n \) is an unknown parameter. Therefore, it is difficult to directly use the joint histogram to simplify the relative entropy.

To solve this problem, it is assumed that some pixels in the region whose scattering gray level is greater than a certain threshold \( l_k \) belong to the target, and their total number is \( K_n \). In addition, under the assumption of target, the interference of background distribution can be properly ignored while the distribution of target are focused.

Therefore, the statistical features of regional scattering are expressed as piece-wise functions, where the gray level greater than the threshold is represented as the target histogram, otherwise it means the background histogram, and the latter is replaced by the histogram of the whole background region:

\[
H_n(l) = \begin{cases} 
H_n(l; K_n) \frac{K_n}{|R_n|}, & l \geq l_k \\
P_0(l) \frac{|R_n| - K_n}{|R_n|}, & l < l_k
\end{cases}
\]  

(6)

where \( H_n(l; K_n) = h_n(l)/K_n \).

For most of the SAR images, the scatterings of targets are often stronger than those of the background, so the above model can approximate the target area. The choice of two parameters, \( l_k \) and \( K_n \), is crucial to the effectiveness of the model. In order to analyze the influence of \( K_n \) on relative entropy detection, the segmented histogram is introduced into Equation (4).

\[
D_{KL}(H||P_b) = \sum_{l=l_k}^{L-1} H_n(l) \log \left( \frac{H_n(l)}{P_0(l)} \right) + \sum_{l=0}^{l_k-1} H_n(l) \log \left( \frac{H_s(l)}{P_0(l)} \right)
\]

\[
\approx \frac{K_n}{|R_n|} \sum_{l=l_k}^{L-1} H_n(l; K_n) \log \left( \frac{P_0(l)(|R_n| - K_n)}{P_0(l)|R_n|} \right) + \sum_{l=0}^{l_k-1} H_n(l) \log \left( \frac{P_0(l)}{P_0(l)|R_n|} \right)
\]

\[
= D(H||P_0; K_n) + \frac{K_n}{|R_n|} \log \frac{|R_n| - K_n}{|R_n|} + \frac{|R_n| - K_n}{|R_n|} \log \frac{|R_n|}{|R_n| - K_n}
\]

(7)

Equation (7) shows that the relative entropy of the piece-wise histogram can be transformed into the sum of the two terms: The first term is the partial relative entropy \( D_{KL}(H||P_0; K_n) \) of \( K_n \) target pixels, which is called conditional entropy; The other term is equivalent to the binomial distribution entropy \( h_k \) of \( K_n \). The specific expressions of the two are as follows:

\[
D(H||P_0; K_n) = \frac{K_n}{|R_n|} \sum_{l=l_k}^{L-1} H_n(l; K_n) \log \left( \frac{H_n(l; K_n)}{P_0(l)} \right)
\]

\[
h_k = \frac{K_n}{|R_n|} \log \frac{|R_n|}{K_n} + \frac{|R_n| - K_n}{|R_n|} \log \frac{|R_n|}{|R_n| - K_n}
\]

(8)

The two terms in the above equation are functions of \( l_k \) and \( K_n \).
In order to further analyze the change law of the two functions, the values of the above equation are calculated for the target super-pixel shown in the red box in Figure 2a. The brighter pixels in the region belong to the target, while the rest of them are backgrounds. In Figure 2b, the gray area shows the normalized histogram of this area, and the black curve shows the normalized histogram of the whole SAR image. The horizontal axis quantitative level means 256 gray scales. Therefore, Figure 2b shows the frequency of pixels in each gray level. In Figure 2c, the horizontal axis is the value of $l_k$, while the vertical axis is the corresponding conditional entropy, $h_k$, and the sum of them. When $l_k$ is the quantization level on the leftmost side of the horizontal axis, the corresponding ordinate value is the relative entropy. With the increase of $l_k$, it can be seen that both conditional entropy and $h_k$ will increase at first but then decrease, and the maximum value of the sum is reached from the position shown by the vertical line in Figure 2c.

![Figure 2](image)

**Figure 2.** Conditional entropy of SAR image region. (a) Select area, (b) Normalized histogram of region and background, (c) Relative entropy, conditional entropy and binomial entropy of $K_n$, (d) Improved conditional entropy.

Besides, it can be shown from Equation (8) that when $K_n \approx |R_n|/2$, $h_k$ reaches the maximum value, which means that this item will potentially make the target pixels close to the number of background pixels. Reflected in the figure, the position of the maximum value in the red area represents that the proportion of target and background is the same. In Figure 2c, this position is very close to the maximum position (the vertical line), indicating that the maximum position is also close to $K_n \approx |R_n|/2$. However, in Figure 2a, in the red box, the target area is significantly less than the background areas. Therefore, this result is inaccurate. In fact, in the normal image region, the pixel proportion of the target and the background are rarely equal. Thus, the binomial entropy $h_k$, which is independent of the target, can be ignored. This section proposes an improved model for conditional entropy. The result is shown in the Figure 2d.

Firstly, the conditional entropy is simplified by referring to the method in literature [20], the number of quantization levels that satisfying the condition $H_n(l; K_n) > 0$ and $l \geq l_k$ are set as $q$. So we can substitute $H_n(l; K_n) = 1/q$ for the original conditional entropy, and ignore the effect of $\log(1/q)$. At the same time, the coefficient $K_n/|R_n|$ of the original conditional entropy has a strong constraint on its value, which results in $K_n$ approaching
Therefore, we add the logarithmic term $\log(|R_n|/K_n)$ as the coefficient. The final improved conditional entropy model is shown as (9):

$$D'(H||P_0; K_n) = -\left( \frac{K_n}{|R_n|} \log |R_n| - \log K_n \right) \sum_{H_n|K_n > 0} \frac{1}{q} \cdot \log P_0(l)$$

(9)

The improved conditional entropy is still a function of $l_k$ or $K_n$. Similar to the analysis of the relative entropy, $K_n$ is taken as a parameter to calculate the maximum value of the improved condition entropy, and the corresponding $\hat{K}_n$ is obtained as:

$$\hat{K}_n = \arg \max_{K_n} D'(H||P_0; K_n)$$

(10)

$\hat{K}_n$ is taken as the Maximum Likelihood Estimation (MLE) [29,30] result of the number of target pixels, and the maximum value is defined as $D'(H_n; \hat{K}_n)$. This value will maximize the LRT of the target superpixel.

In the experiment of the same superpixels in Figure 2a, the value of the improved conditional entropy is shown in Figure 2d. The quantization level corresponding to the maximum value is shown by the red vertical line. Compared with the position of the maximum value in Figure 2c, $\hat{K}_n$ is more shifted to the right side, that is, less than $|R_n|/2$, which is closer to the real proportion of the target pixel in the super-pixel region.

In order to make the description simple, the conditional entropy in the following refers to the function $D'(H||P_0; \hat{K}_n)$. For the scattering features of superpixel region, the proposed piece-wise histogram takes into account the mixing of target and background, which is more consistent with the actual situation, and the scattering features of the target and the background are further enhanced.

### 2.2. Iterative Outlier Detection

Although the conditional entropy of superpixels can be directly applied to discriminate targets and backgrounds, the detection effect is affected by two factors: the selection of detection threshold and background region. The former determines the detection performance, while the latter is related to the measure of conditional entropy and the accuracy of detection. The problem is that the prior information of both is usually unknown.

In order to improve the adaptability of the detection algorithm, iterating outlier detection is proposed in this section. In each iteration, the background region is adjusted according to the last detection result, and the relative detection threshold also changes due to the change of background, so the results of multiple iterations can realize an effective background selection and detection threshold design.

Generally speaking, most of the superpixels in SAR images belong to the background, while there are only a small number of target superpixels. When the background is a uniform ground scene, and its scattering also satisfies the homogeneity assumption, then the overall background region and the local background superpixel have similar scattering statistical features. Based on these two assumptions, the conditional entropy of most of the superpixels in SAR image also satisfies the similarity, while only a small number of background and target superpixels do not have the similarity. These special pixels are called outliers. Therefore, a simple statistical outlier detection method is adopted, which centers on the mean value of all the superpixel conditional entropy and expresses the deviation degree by its standard deviation. The detection process of outliers is as follows:

1. Select the background area and use its histogram to calculate the conditional entropy $D'(H_n; \hat{K}_n)$;
2. Calculate the sample mean $\mu_h$ and variance $\sigma^2_h$ of conditional entropy in this set;

$$\mu_h = \frac{1}{N} \sum D'(H_n; \hat{K}_n)$$

$$\sigma^2_h = \frac{1}{N-1} \sum (D'(H_n; \hat{K}_n) - \mu_h)^2$$

(11)
(3) Normalize the conditional entropy;
\[
D'(H_n; \hat{K}_n) = \frac{D'(H_n; \hat{K}_n) - \mu_h}{\sigma_h}
\]
(12)

(4) Detect outliers based on threshold \( t_0 \).
\[
D'(H_n; \hat{K}_n) \geq t_0
\]
(13)

A suitable threshold \( t_0 \) is set to distinguish background from outliers. When the left side of the above equation is greater than or equal to \( t_0 \), the \( n \)-th superpixel is considered to be an outlier, otherwise it belongs to the background.

In general, single outlier detection has the advantages of simplicity and high efficiency, but it may face two difficulties when detecting complex high-resolution SAR images: (1) when the imaging region contains multiple types of ground objects, the superpixels of different scenes may cause the center of conditional entropy deviation. Because of this problem, some superpixels of the scene will be detected as outliers, forming a large number of false alarms; (2) The variance of conditional entropy of superpixels in complex scenes are larger, which leads to the decrease of conditional entropy after standardization. It is easy to cause missing detection.

In some CFAR detection algorithms [31,32], the iterative method is used to optimize the selection of background pixels. In these methods, with the increase of iterations, a growing number of pixels are detected as targets and excluded from the background area. This process gradually improves the accuracy of background estimation and helps to improve the detection effect. Therefore, for the background selection problem of single outlier detection, the iterative strategy is also applied.

Specifically, at the beginning of the iteration, the background may contain complex scenes and some target superpixels. Although the influence of them on the histogram may be small, the background area is still changed after detecting the partial segregating group value by the empirical threshold. In the subsequent iterations, the set of background superpixels will be gradually divided into outliers and background. The expected stop conditions will be achieved, until the maximum number of iterations, or when the number of new outliers is less than the set value.

We adopt the superposition strategy to realize iterative detection, that is, to assign label \( b_n \) to the superpixel. In the iteration, the label of the outlier is superimposed. Let the initial background be the set of all superpixels: \( \{R_0^i\} \). The superscript indicates that the initial labels of the superpixels is all 0. In iterative detection, superpixels with the same label belong to the same background set, Outlier detection is performed on each set respectively, and the label of outlier superpixels is updated:
\[
b_{n+1}^{i+1} = \begin{cases} 
b_n^{i+1} + 1, & D_0'(H_n; \hat{K}_n) \geq t_0 \\
b_n^{i+1}, & D_0'(H_n; \hat{K}_n) < t_0 \end{cases}
\]
(14)

where \( t_0 \) is used to achieve the division of background and outliers.

The label of the outlier increases by 1, indicating that the superpixel is added to the background set corresponding to the next label. Conversely, the label of the background superpixel remains the same. In addition, the label of any superpixel does not exceed the current iteration number \( i \). Then, an iteration is completed after detecting outliers and updating the label for the background set with labels 0 to \( i - 1 \), respectively.

A simple example of two iterations is shown in Figure 3. In the first iteration, the whole SAR image is taken as the background. As indicated in the brackets on the right, we use the white parallelogram to represent the whole SAR image. The detected outliers called Scene 1 are shown as the gray area (two gray ellipses) in the first parallelogram. In the second iteration, the region outside Scene 1 in the SAR image is taken as a background set. The outliers detected again are shown by the third gray ellipse in the lower left corner.
of the second quadrangle. Then, taking the corresponding area of Scene 1 as another background set, outliers are detected, as shown in the orange circles below the arrow. In the second iteration, when the outlier label is updated, ellipse in the the lower left corner of the right side is added to Scene 1. Then, the circles in ellipses are updated to Scene 2. Repeat the above process to achieve iterative outlier detection, we need to pay attention to update the outlier labels after finishing detection of each scene, so as to avoid changing the background set in a single iteration.

Figure 3. An example of iterative outlier detection.

It can be seen from the above recursive method that the iterative detection based on superposition strategy has the following features:

1. After outliers are detected and labeled, the complexity of background set is reduced;
2. Adding outliers as a new background set is equivalent to a smaller outlier detection problem;
3. After the superpixels of the target are detected as outliers for many times, their labels overlay is higher, which makes them more saliency than the background. Therefore, the superposition of superpixel outlier degree can be provided as a saliency for subsequent steps.

By continuously adjusting the division of background set, the uniform background region in SAR image is gradually screened out, which improves the accuracy of background selection.

2.3. Recursing Saliency Depth

Outliers reflect the superpixels which differ from the background. The more different the superpixels are, the more attention we will pay. Therefore, in the iterative process, when the background and outliers vary wildly, it is generally considered that the corresponding scene is more likely to contain the target of interest. S. Liu proposed the concept of saliency depth to evaluate the possibility of targets in multi-class scenes [27]. The method in this subsection does not use scene classification in detection, but represents different scenes through iterative detection of background set, so it can also use saliency depth analysis to analyze the possibility of target existence.

In this section, the saliency of outliers in iteration is evaluated by the saliency depth of recursion. The high saliency outliers are retained, and the low saliency superpixels are suppressed to achieve saliency correction.

First, calculate the degree of deviation of outliers in the scene, denoted as initial salience:

\[
S_0 = \left( \frac{1}{\Omega} \sum_{o=1}^{\Omega} |\xi_o - t_0|^3 \right)^{\frac{1}{3}}
\]  

(15)
where $\Omega$ is the number of outlier superpixels, $\xi_o$ is the regional features measure of outliers after standardized processing, such as self information or conditional entropy. $\xi_o - l_0$ represents the degree of outlier deviating from the threshold. In the initial saliency $S_0$, we want to highlight the outliers far from the threshold. Therefore, we use power 3 to deal with the degree of outlier. The experiment of S. Liu [27] shows that the scene containing targets has higher initial saliency, while for the pure background SAR image with Equivalent Number of Looks (ENL, a parameter commonly used to measure the speckle suppression of different SAR/OCT image filters) greater than 1, its initial saliency is often smaller.

After excluding the current outlier in the scene, the outlier is detected again and the salience is calculated using Equation (15), which is called the predicted salience $S_p$. If some salient targets in the scene are not detected as outliers, the prediction saliency may be high, which means that the background area needs to be further detected and divided. On the other hand, assuming that all salient targets have been included in the outliers, after excluding the outliers, the saliency of the background superpixel set is lower than the initial case, which means that further detection of the background region may be unnecessary.

In the experiment, it is found that the prediction saliency of the non-target scene itself may also be higher than the initial saliency. In order to calculate the saliency depth, we set $S_p = \beta S_{p_{\text{i}+1}}$, $\beta = 0.75$ to widen the gap between the initial value and the predicted value. Finally, the depth of salience is defined as $\Delta S = S_0 - S_{p}$. These two values measure the complexity of the background set, while depth indicates whether outlier detection is effective in reducing the complexity of the background.

The saliency depth requires the calculation of two salience, and the difference between the two is determined by outlier screening. The saliency depth of iterative detection is calculated by the following equation:

$$\Delta^i_b S = S^i_b - \beta S^{i+1}_b, \quad i = 1, \ldots, I - 1$$  \hspace{1cm} (16)

where $\Delta^i_b S$ represents the saliency depth of the set labeled $b$ in the $i$-th iteration, and $S^i_b$ represents the initial salience of the set. In addition, the initial salience corresponding to all labels and number of iterations can be combined into matrix $S \in \mathbb{R}^{I \times I}$, where the rows represent number of iterations and the columns represent number of labels; $\Delta S$ is the result of row difference of matrix $S$. This step is called recursing saliency depth, because it uses the salience provided by the next iteration.

From Equation (16), if $\Delta S$ is large, it means that the background superpixel after outlier screening has uniformity and does not need to be further detected; otherwise, it means that the background set after outlier screening has little difference from the previous background set, which may have been a pure background or there is a target to be detected. Therefore, we need to find the maximum value for each column of the matrix $\Delta S$:

$$\hat{\Delta}_b S = \max_{i=1,...,I-1} \Delta^i_b S$$  \hspace{1cm} (17)

The background of label $b$ reaches its maximum depth of salience at iteration $\hat{i}_b$.

In order to optimize the detection results, the effective outliers in different backgrounds should be enhanced, and the effective background regions should be suppressed to generate a reasonable global salience map. We proposed a fusion method based on saliency depth. Firstly, the outlier degree and background corresponding to the maximum saliency depth are used for enhancement and suppression, respectively:

$$\text{Sal}^b_{\hat{\eta}} = \begin{cases} +i_{\hat{\eta}} \hat{\Delta}_b S , & b^\prime_{\hat{\eta}} > b^\prime_{\hat{\eta}} = b \\ -i_{\hat{\eta}} \hat{\Delta}_b S , & b^\prime_{\hat{\eta}} = b^\prime_{\hat{\eta}} = b \end{cases}$$  \hspace{1cm} (18)

In the $\hat{i}_b$-th iteration, the set of label $b$ corresponds to the maximum saliency depth, and the salience value of the outlier is positive $i_{\hat{\eta}} \hat{\Delta}_b S$, whereas the salience value of the
background is equal to its negative value. Then, combining with the salience value of the outlier itself, that is, adding the loss item of Hinge, the final salience value $Sal_n$ is obtained:

$$Sal_n = \sum_{i=1}^{L_n^+} L_i + \sum_{b=0}^{L_n^-} Sal_n^b$$

(19)

where $L_n^+$ is the Hinge loss term with a positive value. In order to avoid missed detection, for the superpixel with positive salience value, its mean salience value $\mu_s$ and standard deviation $\sigma_s$ are used for global detection:

$$\mu_s = \frac{1}{N_+} \sum_{Sal_n > 0} Sal_n, \quad \sigma_s = \sqrt{\frac{1}{N_+} \sum_{Sal_n > 0} (Sal_n - \mu_s)^2}$$

(20)

where $N_+$ is the total number of positive outliers.

Then, the empirically selected global detection threshold $t_g = \mu_s + \sigma_s$ is used to determine whether the superpixel belongs to the potential target or background:

$$T_n = \begin{cases} \text{True}, & Sal_n \geq t_g \\ \text{False}, & Sal_n < t_g \end{cases}$$

(21)

If $T_n$ is true, it indicates that the $n$-th superpixel is the potential target region, otherwise, it belongs to the background region.

However, in order to avoid missed detection, the outlier threshold and global detection threshold are usually set with very small value, so there are still a few false alarms. When the target pixel proportion is very low, it will result in the loss of target information. To solve the above problems, local information is used to optimize the detection results.

2.4. Local Salience Optimization

The arrangement of the centers of superpixels is usually irregular, so it is necessary to build a graph model with superpixels as nodes, and make local access through the edges of adjacent superpixels. When a node has a short path to a background (target) seed node, then this node is also classified as a background (target).

Considering the complexity of calculation, a graph model is established only for the local neighborhood of each potential target superpixel, denoted as $G = \{V, E\}$, where $V = \{V_n\}_{n=1}^M$ is the set of $M$ superpixel nodes. The adjacency matrix $E = [e_{mn}]_{M \times M}$ represents the $M \times M$ edges. Since only adjacent superpixels have effective edges, the edge weight is calculated by the following equation:

$$e_{mn} = \begin{cases} D(V_m, V_n), & n \in N(m) \\ +\infty, & n \notin N(m) \end{cases}$$

(22)

where $N(m)$ is the node set adjacent to the $m$-th node, and the edge weight between adjacent nodes is $D(V_m, V_n)$, the edge weight between disconnected nodes is infinite. In addition, the edge of the superpixel is made to satisfy symmetry, that is, $e_{nm} = e_{mn}$.

In order to detect the target superpixels that the conditional entropy cannot distinguish and filter out the false alarm, the KS (Kolmogorov-Smirnov) test value is calculated only by using the first $K$ non-zero gray levels in the adjacent superpixels:

$$D_{KS}(m,n) = \sup_{l=1,\ldots,K} |F_m(l) - F_n(l)|$$

(23)

where $F_m(\cdot)$ is the CDF (Cumulative Distribution Function) of the first $K$ gray levels of the $m$-th superpixel, and $F_m(1) = 0, F_m(K) = 1$. KS test is similar to conditional entropy in that it restricts strongly scattered pixels, but KS test has symmetry, so it is more in line with local detection requirements.
For the target split into adjacent superpixels, the centroid of mass of strongly scattered pixels in superpixel is extracted. In the adjacent background superpixel, the distance between the centroid of mass is long, but in the adjacent target superpixel, the distance is short. Therefore, we calculate the euclidean distance \( D_C(m, n) \) of the centroid of mass of strong scattering in the adjacent superpixel and introduce it into the edge weight:

\[
e_{mn} = D_{KS}(m, n) \cdot D_C(m, n)
\]  

Then, the potential target superpixels in the global detection results are taken as the target seeds, and the rest are the background seeds. At the same time, the potential target superpixels are sorted according to the salience value, and the target seeds with high salience value are given priority for local detection. \( q \) is used to represent the ordinal number of the potential target superpixel after sorting, which satisfies the following order inequality:

\[
\text{Sal}_1 \geq \cdots \geq \text{Sal}_q \cdots \geq \text{Sal}_Q > \mu_s
\]  

Therefore, when local detection is carried out on the \( q \)-th superpixel, its adjacent node set \( N_q = \{ V_p | e_{pq} \neq +\infty \} \) is checked. When \( N_q \) contains only the potential target, we can appropriately expand the scope of its neighborhood until it includes the background seed. When \( N_q \) only contains the background, a virtual target seed can be assumed: its histogram is replaced by the average histogram of the first \( q \) target seeds, and then the distance between \( V_q \) and its center of mass is replaced by the maximum distance from the pixel to its own center of mass in the superpixel \( V_q \). \( N_q \) is used to build the local graph model, and the weights of the middle edges are assigned. According to the distance between \( V_q \) and \( N_q \), the nodes with the shortest distance are assigned to \( V_q \) to achieve local detection. After \( Q \) potential targets are processed in order of salience value from high to low, local salience optimization is completed.

3. Experiment

In order to verify our target detection algorithm, experiments and analysis are carried out from three aspects: (1) Simulated SAR images are used for testing to demonstrate the functions of our method; (2) Several SAR images are tested to verify the detection performance of the method in this chapter for different scenes; (3) Compared with CFAR and WIE method, the features and advantages of our method is analyzed. Each experiment will be described in detail below.

3.1. Testing Process Experiment

A simulated SAR image for testing is shown in Figure 4a, with a uniform grass background and a size of 384 × 256. The target embedded in the background comes from the public data set “Moving and Stationary Target Acquisition and Recognition” (MSTAR). There are five targets to be detected, and the resolution radio of each is 0.3 m × 0.3 m. The radar works in X-band and the polarization mode used is HH polarization mode. Firstly, the size parameter \( W \in \{16, 32\} \) is set to analyze the influence of this parameter on the regional scattering features model. The two sizes of superpixels are shown in Figure 4b,c, respectively. As shown in the figure, the size of the target is closer to 16 × 16 pixels, but some targets are still split into multiple regions because of the deviation of superpixels’ centers. While choosing the size 32 × 32, the target superpixels contain a large number of background pixels. The pixel proportion of the target and background in the superpixels vary with their size, so it can be inferred that there are also differences in the regional histogram. Then, three kinds of information measures are calculated respectively: self information, relative entropy and conditional entropy. The outlier detection threshold \( t_0 \) is set as 0.8. The outlier degree of superpixel obtained is shown in Figure 4b,c.
Figure 4. Outlier detection of different size superpixels. (a) Simulation of SAR image, and superpixel segmentation results when size parameters $W = 16$ and $W = 32$; (b) The outlier degree of self information, relative entropy and conditional entropy of with $W = 16$; (c) The outlier degree of self information, relative entropy and conditional entropy with $W = 32$.

As shown in Figure 4, the three information entropy measures are less affected by the size of superpixels, but there are differences among superpixels with different target pixel proportions. As shown more clearly in Figure 4b, for most target superpixels, the outlier degree of self information and conditional entropy is very close. However, the relative entropy outlier degree of intermediate target is weaker than the other two measures, as shown by the white circle in the second row. In addition, although the degree of outlier of some backgrounds is highlighted through the lower threshold, and the degree of outlier of the uniform background is still generally small, there are several obvious background superpixels in the self information and relative entropy results, as shown in the white box in Figure 4b. Compared with the SAR image, the background superpixels with high degree of outlier belong to the shadow area. It is speculated to be caused by the utilization of all gray levels in the regional histogram by self information and relative entropy. On the contrary, the conditional entropy with strong scattering gray as the parameter does not have this problem, which is more conducive to target detection.

Then, continue the experiment on the method with $W = 16$ in Figure 4a, and analyze the effect of iterative detection and recursive processing. However, the background of the simulated SAR image is uniform grassland, the satisfactory detection effect can be achieved after two iterations. Therefore, set the maximum number of iterations $I = 2$, and the threshold of outlier detection is $t_0 = 1.2$ by default. However, in order to highlight more outliers for comparison of detection effects, $t_0 = 0.6$ is selected in this experiment. The conditional entropy distribution, outlier detection results and iterative accumulation results of Hinge loss in the iteration are shown in Figure 5. The left half of Figure 5a shows the conditional entropy distribution histogram of superpixels at the first iteration. Background 1 includes the whole image, in which the red vertical line identifies the outlier detection threshold. The right side of the histogram is the corresponding outlier division result. The red area is the background and the green area is the outlier. Similarly, Figure 5b,c show the conditional entropy distribution and outlier detection results of the second
iteration, and in the second iteration, background 1 is composed of the background region of the detection results of the first iteration, while background 2 is composed of the outlier region of the first detection results.

Figure 5. Two iterative simulation SAR image detection results. (a) Conditional entropy distribution and outlier detection in the first iteration; (b) In the second iteration, the conditional entropy distribution and outlier detection of background 1; (c) In the second iteration, the conditional entropy distribution and outlier detection of background 2; (d) Iterative accumulation results of Hinge loss.

Due to the low threshold $t_0$, the outliers detected for the first time include the target and part of the background. For simple scene images, false alarms can be filtered by increasing the threshold, but it is very difficult to select the empirical threshold for complex SAR images. Thus, in the second iteration, although the threshold is still low, the outlier detection of background 2 has saliently reduced the number of false alarm superpixels, as shown in the green area in Figure 5c. The results show that multiple iterative detection is similar to gradually adjusting the detection threshold. In the second iteration, the detection result of background 1 contains many outliers, and all are background superpixels. However, from the conditional entropy distribution in the left half of Figure 5b, it can be seen that the maximum distance from these outliers to the threshold is about 0.15 (the outlier is about 1.85 while the threshold is about 2), which is far less than the maximum degree of outliers detected in the other two outliers. In addition, the degree of outlier Hinge loss of each super-pixel in the two iterations is accumulated to obtain the results shown in Figure 5d. In the figure, the target has been highlighted from the background area, but there are still some dark background areas need to be further processed.

The initial saliency is calculated based on the conditional entropy distribution in Figure 5a–c. In the first iteration, some superpixels are far from the threshold, and the saliency of background 1 is 0.2804. Similarly, in the second iteration, the saliency of background 1 is 0.0555 and the saliency of background 2 is 0.2488. Therefore, the saliency depth of the first iteration is 0.2388, which means that background 1 has achieved good results in the first outlier detection, and the second detection may be redundant. Therefore, the results of Figure 5a,c are used for saliency depth fusion by the method of Equation (18) in Section 2.4. For simplicity, take the positive saliency correction value $+\hat{t}_b\hat{A}_bS$ as +1 while the negative one is set as $-1$ in the schematic diagram. It can be seen that the area of +1 in Figure 6a cancels the area of $-1$ in Figure 6b, but the area of +1 in both is enhanced. The recursive saliency depth fusion results are shown in Figure 6c. Compared with the Hinge fusion results in Figure 6d, it is found that the saliency of most background areas is worth suppressing.
The detection result based on the global threshold $t_g$ is shown in Figure 6d, which contains three background superpixels as shown in a white circle, and its formation reason is still the deliberately set threshold $t_0 = 0.6$. Using the default threshold $t_0 = 1.2$ can eliminate false alarms, but the local graph model detection can also achieve the same effect. Figure 7a shows the difference of the shortest distance between the superpixel and the background seed and the target seed in the local neighborhood. The area without local detection is displayed as 0. When the superpixel is more similar to the background, the distance difference is negative, as shown in the darker area in the figure. On the contrary, the distance difference of the superpixel more similar to the target is positive and displayed as a brighter area. Figure 7b shows the final detection result after local optimization. It can be seen that the false alarm in the global detection result is suppressed and the target area is retained. The results of the above processes verify the feasibility of the method proposed in this section.

3.2. Experiment in Complex Scenes

We tested our method in real complex situations. The experimental parameters are set as: $t_0 = 1.2$, $I = 4$, the predictive salience coefficient $\beta = 0.75$, and $K = 30$ in the local detection.

Figure 8 shows two high-resolution airborne SAR images based on self-owned and cooperative SAR systems, but the scene complexity is different. The resolution of them
is 0.5 m × 0.5 m with full polarization model and X-band. The first one shows the real SAR image of the land scene, in which the complexity of the background is high. There is amplitude attenuation on the left and right sides of the image. The white circles in the figure identify the vehicle targets. The iterative detection results are shown in Figure 8b. The results after recursive processing and local optimization are shown in Figure 8c–e.

![Figure 8. (a) Original SAR image; (b) Iterate the outlier degree; (c) The results of the recursive correction; (d) The results of global detection; (e) The results of local optimization.](image)

The background of the latter image is a uniform airport area, targeting three aircraft and other small ground objects. The SAR image of the aircraft is composed of many strong scattering centers. Similarly, the iterative detection results are shown in Figure 8b, while the results after recursive processing and local optimization are shown in Figure 8c–e.

The above experiments show that taking the superpixel as the standard, the detection rate of the main targets in the test image is 100%, and the number of false alarm superpixels is 0.

3.3. Methods Contrast Experiment

We chose two detection methods for comparative analysis: CFAR detection based on $G_0$ distribution and WIE detection based on weighted information entropy. However, the detection rate and false alarm rate of these three methods are calculated in different ways, a unified quantitative index cannot be obtained, so the effect can only be evaluated intuitively.

In Figure 9, SAR images from top to bottom are labeled as images 1–4, detection results of the four SAR images are shown successively in Figure 9b–d. Our parameter settings are consistent with experiment 1; The false alarm rate of CFAR detection for image 1 is set as 0.001, and in image 2–4 is set as 0.01. The density filtering threshold of CFAR is set as 10 pixels, which means that the target detection results with local density less than 10 pixels are screened out. The false alarm rate of WIE is set to be the same as that of CFAR to ensure the detection effect. Under the condition of ensuring the detection effect, the outlier detection threshold is set empirically within the interval $[0.2, 2]$.

The detection results of four SAR images by the comparison method are shown in Figure 9b–d. The CFAR results are the target pixel binary maps, while the results of WIE and our method are the target region. Image 1 is a SAR image measured by ourselves with a resolution of 0.5 m × 0.5 m. There are five tanks models in the image and the background is uniform grass. Image 2 is a SAR image of the simulated complex scene with a resolution of 0.3 m × 0.3 m, which comes from MSTAR data set. The radars of image 1 and 2 work in X-band and the polarization mode used is HH polarization mode. Image 3 is a self-owned image with X-band and HH polarization mode. There are also three vehicle targets in image 3 with a resolution of 1 m × 1 m. Image 4 is a SAR image containing ocean and land scenes with 11 ship targets on the sea. It comes from the Canadian radar satellite RADARSAT-1. Its resolution is 8 m × 8 m, C-band and polarization mode is HH. In image
3 and 4, the size of the target is small and the scattering is weaker than that of the land scene, so self-information is used to replace conditional entropy for iteration and recursion.

![Figure 9](image.png)

Figure 9. Comparison of SAR image target detection results. (a) Original SAR image; (b) $G^0$-CFAR; (c) WIE; (d) Our algorithm.

In order to further quantitatively compare various methods, we selected 30 images from MSTAR public data set and high-resolution airborne SAR images for statistics. Considering the differences between images, we set $t_0 = 1.2$, $I = 4$ to simplify the parameter adjustment process as much as possible. For the size of superpixels, as the size of a image is $L \times H, L \geq H$, we set $W = H/32$. For comparison, the other three methods we choose are CFAR detection based on $G^0$ distribution, WIE detection based on weighted information entropy and conditional entropy algorithm without iteration. The results are shown in Table 1.

| Method          | Real Target | Detected Target | False Target | Detection Rate | False Alarm Rate |
|-----------------|-------------|-----------------|--------------|----------------|-----------------|
| $G^0$-CFAR      | 163         | 145             | 119          | 88.3%          | 45.1%           |
| WIE             | 163         | 141             | 106          | 86.5%          | 42.9%           |
| single detection| 163         | 150             | 106          | 92.0%          | 41.4%           |
| Our algorithm   | 163         | 156             | 69           | 95.7%          | 30.7%           |

4. Discussion

This method mainly verifies the feasibility of each link, the detection effect under the background of different complexity and the advantages compared with other methods.
through Testing process experiment, Experiment in complex scenes and Methods Contrast experiment. Next, each experiment will be analyzed one by one.

4.1. Testing Process Experiment

Due to the need for a large number of reference to the result images of each link for discussion, the analysis results of testing process experiment have been described in the previous article. In conclusion, from experiment 3.1, we can see that the steps of experimental design effectively improve the detection effect, and finally get a good result. Therefore, the results of each process verify the feasibility of our method.

4.2. Experiment in Complex Scenes

The main test objects of this experiment are two high-resolution SAR images with different background complexity, target shape and scattering features. Comparing the two test images in Figure 8, we can find that the scattering of vehicle targets circled by white circles in the first image is not as obvious as that of the aircrafts in the following image. In Figure 8b, The high degree of outliers in the background region reflects its complexity. However, the results after recursive processing and local optimization are still improved, as shown in Figure 8c–e.

For the second image, as we can see, the superpixel does not fully fit the complex shape of the aircraft, and contains some surrounding background pixels. However, the strong scattering of aircraft target forms a high significant value, so it can be detected correctly. Although some small targets shown in the white circle in Figure 8d can be detected globally, they are filtered out in the local results in Figure 8e. It indicates that the small targets are more similar to their surrounding background. Detecting smaller targets requires reducing the superpixel size.

From the detection results of the test images, although the background complexity, target shape parameters and scattering features of the two images are different, they have achieved good detection performance, which proves the effectiveness and universality of this method for SAR images.

4.3. Methods Contrast Experiment

In Figure 9, we can compare the advantages and disadvantages of CFAR, WIE, and our method. In image 1, all the targets are detected by all three methods. Although the number of false alarm pixels in CFAR results is 0, the target area detected by CFAR is fractured. In the WIE result, the segmentation of the target area is complete, but there are two false alarms, as shown in the white box in the first line of Figure 9c. The algorithm proposed by us can also extract the target region completely. Although the superpixel size is larger than the target, so that the target region contains background pixels, the number of independent false alarm is 0.

In image 2, the three methods can also detect three vehicle targets correctly. Outside the target area, CFAR detection generates a large number of false alarm pixels. Compared with image 2 in Figure 9a, it is found that the false alarm is mainly composed of tree canopy and ground artificial objects. The result of WIE showed that there are 5 false alarm areas, which were formed by the canopy of strong scattering. There are also four false alarm areas in our method, but they are mainly ground artificial objects.

There are also three vehicle targets in image 3 just like image 2, but the background scattering intensity is much greater than that in image 2. The results of CFAR and WIE produce a large number of false alarm pixels or regions, while it can be seen that our method correctly detects the target superpixels with only one false alarm area. Comprehensive comparison shows that our method is better than the two comparison methods.

In image 4, the size of the target ship is smaller and the scattering is weaker than that in the land area. Therefore, in order to avoid missed detection, set the outlier detection threshold $t_0 = 0$, that is, superpixels with self information greater than the mean value are considered outliers. In CFAR result, there are a large number of false alarms at the junction
of land and sea, while there are serious omissions in WIE result. In the result of our method, all targets are detected correctly with only a small number of false alarm superpixels.

From Table 1, although the effect is not so good on individual images, our method has obvious advantages in detection rate and false alarm rate compared with the other three methods. To sum up, through reasonable parameter setting, our method can achieve effective target detection in SAR images and achieve better detection results than other methods. However, for SAR images with different complexity, some parameters still need to be selected empirically. In addition, our method still produced a lot of false alarms for some images, which needs to be further improved through deep-going research. To solve this problem, our next research interests should be to fuse more features and improve the detection accuracy through multiple discrimination. Another solution is to process the image in advance through dimension reduction or denoising to reduce redundant information, which cannot only assist detection, but also reduce the amount of calculation.

4.4. Techniques for Target and Change Detection

Remote sensing change detection is to quantitatively analyze and determine the features and process of land surface change from remote sensing data in different periods, which means that it usually needs to process a large amount of data. The traditional frequency decomposition methods include Fourier transform, least square spectral analysis and their correction. With the improvement of the accuracy of remote sensing data, random noise makes the observation values show more uncertainty. With the rapid increase of data volume, computational complexity optimization has become another major challenge for time series analysis in dealing with large data sets. At present, the popular methods such as short-time Fourier and wavelet transforms, Hilbert-Huang transform, constrained least squares spectral analysis and least squares wavelet analysis have their own advantages and disadvantages in dealing with these two challenges [33]. The Least-Squares Cross-Spectral Analysis is a method of analyzing multiple time series together, which get good results by multiplying the Least-Squares Spectra of both time series [34]. Another solution idea is to reduce redundant information by means of data compression and denoising data, such as dimension reduction. A processing pipeline was proposed to compress hyper-spectral images both spatially and spectrally before applying target detection algorithms to the resultant scene in [35]. The experimental results show that the pipeline can compress more than 90% of the data and maintain the target detection performance [35]. For satellite remote sensing images, our method improves the effect of background selection by iterating outliers, and can achieve good detection effect. Therefore, in terms of detecting the changes in such images, our method can improve the discrimination effect between background and targets, reduce the false rate, and accumulate prior knowledge to identify targets such as vehicles and ships more accurately.

5. Conclusions

Based on the idea of segmentation before detection, an improved target detection method via iterative outliers and recursive significant depth was proposed by us and compared with other methods to verify the effectiveness and superiority of this method. This method mainly had four stages. At first, the superpixel of the target usually also contained background pixels after superpixel segmentation. In view of this phenomenon, we used the number of target pixels as a parameter to establish a piece-wise function model of regional scattering statistical features, and putted forward the conditional entropy measure. Experiments showed that the conditional entropy based on this model was more suitable for target detection than other information entropy. It overcame the influence of target and background pixel mixing on detection. Secondly, for complex SAR images, different scene regions could cause background histogram deviation, which also made the conditional entropy measure inaccurate. In this regard, we further used the iterative outlier detection strategy to realize the background selection. Then, we used the recursive saliency depth to correct the redundant outliers in the iterative process.
traditional single detection without iteration, it achieved better detection effect for complex scene images. Finally, because missed detection was avoided when setting the threshold, some false alarms were usually included in the global detection results. Combined with the local features of the target superpixel, we designed the local saliency optimization. The experiment results verified that this step could effectively suppress the false alarm and preserve the target area. In the experimental part, compared with the other SAR image target detection algorithms, our method achieved more accurate detection results for a variety of scenes or target types. For SAR images with large scene differences, although our method could achieve good detection results, some parameters still needed to be selected empirically, such as outlier detection threshold, number of iterations and so on. Our method improves the background selection and detection threshold design through iteration, but it still does not completely solve this problem. Therefore, automatic target detection should be deeply studied in the follow-up work.
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**Abbreviations**

| Abbreviation | Description |
|--------------|-------------|
| CDF          | Cumulative Distribution Function |
| CFAR         | Constant False Alarm Rate |
| ENL          | Equivalent Number of Looks |
| GLRT         | Generalized Likelihood Ratio Test |
| KS           | Kolmogorov-Smirnov |
| LRT          | Likelihood Ratio Test |
| MLE          | Maximum Likelihood Estimation |
| MSTAR        | Moving and Stationary Target Acquisition and Recognition |
| PD           | Probability of Detection |
| PFA          | Probability of False Alarm |
| RISH         | rotation invariant symbol histogram |
| SAR          | Synthetic Aperture Radar |
| SCR          | Signal Clutter Ratio |
| SLIC         | Simple Linear Iterative Cluster |
| SNR          | Signal-to-Noise Ratio |
| WIE          | Weighted Information Entropy |
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