Generalized space time autoregressive (gstar)-artificial neural network (ann) model with multilayer feedforward networks architecture
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Abstract. The GSTAR model is one linear space time model used to model time series data with inter-location linkages. One of the weaknesses of the GSTAR model is that the model has not been able to capture any nonlinear patterns that may arise. The ANN is one model of nonlinear artificial intelligence that has a flexible functional form and is a supervised engine learning that provides a good framework to represent a relationship in time series data. Due to the advantages of such ANN, it can be combined with GSTAR model. In this research conducted study of GSTAR-ANN model and its network architecture. The model is constructed in 3 layers namely input, hidden and output. The GSTAR model is used as input in the training process. Each input will receive an input signal and forward the signal to the hidden layer, then to the output layer. The GSTAR-ANN model has network architecture with one neuron unit at the output layer, p input neuron, q neuron in hidden layer (multilayer feedforward networks).

1. Introduction
Time series data is a sequential time-based data [1,2]. The models for the time series data created are Autoregressive (AR) which means that the current state is influenced by the previous state, Moving Average (MA) which means that the current state is affected by errors in the past, and the combination of AR and MA (ARMA). The influence can be linear or nonlinear so that the model also consists of linear and nonlinear models. In some cases, there is data that is not only influenced by time but also influenced by the location conditions around (spatial influences). It called the space-time model (spatio-temporal model). Among the space-time models are the space time autoregressive model (STAR) and the Generalized STAR (GSTAR) model [2]. The GSTAR model was developed from the STAR model. A more flexible model as a generalization of the STAR model is the general space-time autoregressive model (GSTAR). Unlike the STAR model, the GSTAR model does not require that parameter values be the same for all locations. The GSTAR model is more realistic because in reality there are models with different model parameters for different locations. Theoretical studies related to the asymptotic nature of the GSTAR model parameters and the determination of the weights between locations are given by [3]. The results of a research by [4, 5, 6] show that GSTAR has good performance. Alternatively, there are other models that reinforce time-series or space-time models in increasing interest as a faster and more accurate forecasting tool to predict trends and data patterns. Techniques in predicting trends and data patterns compete amongst linear and nonlinear models [1].
One of the properties of this model is having the ability to do nonlinear mapping. The model is an artificial neural network (ANN) that has two important aspects, namely the architectural aspect (also called taxonomy or structure) and aspects of training algorithms [7], [8], [9]. Forecasting with ANN can be done, given the ability of neural networks to remember and make generalizations of what has been done before [10, 11]. ANN can be classified as a semi-parametric method [12], [13], [14]. In addition, ANN is an extension of nonlinear regression and discriminant models, data reduction models and nonlinear dynamic systems [13]. In its application, ANN contains a limited number of parameters (weight). The problem that still concerns the researchers is how to determine the best NN model (optimal number of parameters) which includes the determination of significant input units and the number of hidden units [15]. There are several methods that have been used such as pruning algorithm, network information criteria (NIC), regulation, and cross-validation. However, these methods have not provided a guarantee of optimal modeling so that the issue remains a topic of continuous review. Meanwhile, the approach based on statistical concepts to obtain optimal ANN model has been introduced by [16], [10], and [12]. Based on these descriptions, compared to other models, ANN has good adaptive capabilities, learning, and nonstationary signal rejection capability [17]. Due to the advantages of such ANN, it can be combined with GSTAR model. Some application of the model has been done by [18, 19] as well as [20]. Related to the improvement of GSTAR model performance combined with ANN, in this study conducted a study of GSTAR-ANN model of network architecture and algorithm.

2. Method
This research is a research of theoretical study in determining network structure of GSTAR-ANN. The basic material on which this research is the scientific work of several experts presented and published in journals, bulletins and books. The research method used is literature study from several literatures, by studying the scientific papers that have been collected. The research step is to derive GSTAR model and prove its parameter estimation, ANN and backpropagation algorithm, network architecture, activation function, training process on ANN and GSTAR-ANN network architecture.

3. Results and Discussion
3.1. GSTAR Model
According to [1], $STAR(p_{\lambda_1, \lambda_2, ..., \lambda_p})$ model is a special form of the STARMA model whose moving order average is 0 or $q = 0$. Model $STAR(p_{\lambda_1, \lambda_2, ..., \lambda_p})$ is written as

$$Z_t = \sum_{k=1}^{p} \sum_{l=0}^{\lambda_k} \phi_{kl} W^{(l)} Z_{t-k} + \varepsilon_t,$$

where $k$ is the autoregressive order, $l$ is the spatial order, $\phi_{kl}$ is the autoregressive parameter, $W^{(l)}$ is a weighted matrix and $\varepsilon_t$ is an error. $GSTAR(p, \lambda_k)$ is the development of $STAR(p_{\lambda_1, \lambda_2, ..., \lambda_p})$ expressed as

$$Z_{i,t} = \sum_{i=1}^{p} \sum_{k=0}^{\lambda_k} \phi_{ki} Z_{it-k} + \sum_{l=1}^{l} W^{(l)} \phi_{kl} Z_{it-k}$$

with $Z_{i,t}$ is the observed value at location $i$ and time $t$, $W^{(l)}$ is the weighting matrix at location $i$ and $j$ and the spatial order $l$, $\phi_{kl}$ is the diagonal matrix of the autoregressive order parameter spatial $l$ and autoregressive order $k$ at the $i$-location, and $\varepsilon_{i,t}$ is error, $\phi_{kl}$ is written as

$$\phi_{kl}^{(i)} = \begin{bmatrix} \phi_{kl}^{(1)} & 0 & \cdots & 0 \\ 0 & \phi_{kl}^{(2)} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \phi_{kl}^{(N)} \end{bmatrix}$$
The value of the autoregressive parameter at each location can be assumed by the least squares method. Modeling with GSTAR \((p, \lambda_k)\) is done by adopting the Box-Jenkins stage i.e model identification, parameter estimation, and model validation. The GSTAR \((p, \lambda_k)\) model is a special form of the VAR \((p)\) model that has a weighted value for each location. The VAR \((p)\) model is expressed as

\[
Z_t = \phi_1 Z_{t-1} + \cdots + \phi_p Z_{t-p} + \varepsilon_t,
\]

The form VAR \((p)\) of GSTAR \((p, \lambda_k)\) model can also be written as

\[
Z_t = \left( \phi_{k0}^{(1)} + \phi_{k1}^{(1)} W(t) \right) Z_{t-k} + \varepsilon_t,
\]

and can be represented in the VAR \((p)\) model as

\[
Z_t = \phi Z_{t-p} + \varepsilon_t \tag{2}
\]

with \(\phi = \left( \phi_{k0}^{(1)} + \phi_{k1}^{(1)} W(t) \right)\), \(i\) is the location, \(k\) is the autoregressive order and \(l\) is the spatial order. The autoregressive order \((p)\) of the GSTAR \((p, \lambda_k)\) model can be obtained from the order of the VAR \((p)\) model having the smallest AIC value, and the spatial order used is order 1.

### 3.2. Parameter Estimation of GSTAR Model

According to [3] the parameter estimate \(\hat{\phi}\) in GSTAR model can be done by the least squares method by minimizing the sum of squares of error. The GSTAR (1) model can be written in the following matrix.

\[
Z(t) = \begin{pmatrix}
\phi_{k0}^{(1)} & 0 & \cdots & 0 \\
0 & \phi_{k0}^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \phi_{k0}^{(N)} \\
\end{pmatrix}
\begin{pmatrix}
Z_1(t) \\
Z_2(t) \\
\vdots \\
Z_N(t-k) \\
\end{pmatrix}
+ \begin{pmatrix}
\phi_{k1}^{(1)} & 0 & \cdots & 0 \\
0 & \phi_{k1}^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \phi_{k1}^{(N)} \\
\end{pmatrix}
\begin{pmatrix}
W(1) \\
W(2) \\
\vdots \\
W(N) \\
\end{pmatrix}
+ \begin{pmatrix}
\varepsilon_1(t) \\
\varepsilon_2(t) \\
\vdots \\
\varepsilon_N(t) \\
\end{pmatrix}
\tag{3}
\]

For the overall location, equation (4) can be written in the linear regression model i.e.

\[
Z = Z \phi + \varepsilon \tag{4}
\]
with \( Z = \begin{pmatrix} Z_{1,1} \\ Z_{1,2} \\ \vdots \\ Z_{i,1} \\ Z_{i,2} \\ \vdots \\ Z_{N,t} \end{pmatrix} \), \( Z^* = \begin{pmatrix} Z_{1,1} \\ Z_{1,2} \\ \vdots \\ Z_{i-3,1} \\ Z_{i-3,2} \\ \vdots \\ Z_{N,t-1} \end{pmatrix} \), \( \phi = \begin{pmatrix} (1) \\ \phi_{k_0} \\ \phi_{k_0} \\ \phi_{k_0} \\ \phi_{k_0} \\ \phi_{k_0} \\ \phi_{k_0} \\ \phi_{k_0} \end{pmatrix} \), dan \( \varepsilon = \begin{pmatrix} \varepsilon_{1,t} \\ \varepsilon_{2,t} \\ \vdots \\ \varepsilon_{N,t} \end{pmatrix} \).

Estimation of parameters by least squares method by minimizing the sum of squares of errors. The error in the GSTAR model is written as \( \varepsilon = (Z - Z^* \phi) \) so that the sum of the error quadrants (in the matrix) is

\[
S_t(\phi) = \sum_{i=1}^{N} \varepsilon_i \varepsilon_i' = (Z_t - Z_t^* \phi^{(i)})' (Z_t - Z_t^* \phi^{(i)})
\]

or

\[
\tilde{\phi}^i = (Z_i^* Z_i)(Z_i^* Z_i)^{-1}
\]

3.3. ANN and backpropagation algorithm

In ANN techniques are in trend for fitting the models in numerous sectors these days. Forecasting is one of the places where any technique may not be appeared as a de facto for a particular model ([21]). ANN is one of the artificial representations of the human brain that always tries to simulate the learning process in the human brain that has characteristics similar to the neural network of biology ([5]). In general, biological neural networks can be shown in Figure 1.

![Figure 1. Neural network biology](image)
Artificial neural network (ANN) is an implementation of artificial intelligence technology (artificial intelligence) and developed as generalization mathematical model of the neural network of biology. Artificial neural network architecture is formed as a generalization of the mathematical model of biological neural networks assuming that information processing occurs in many simple elements (neurons), signals are sent between neurons through connectors, interconnected neurons have weights that will amplify or weaken signals, and to determine the output, each neuron uses an activation function including a sigmoid that is imposed on the number of inputs received. The magnitude of this output is then compared to a threshold. ANN is characterized by a pattern of connections between neurons called architecture, a method of weighting each connection (called training or learning, algorithm) and its activation function. In Figure 2 we show the mathematical model with ANN with weights expressed with \( w_i \), bias with \( b \).

![Figure 2. ANN Model](image)

3.4. Network Architecture

There are several model structures of artificial neural networks and one of them is a feedforward neural network. Feedforward neural network is one of the neural network models that is widely used in various fields, especially in time series data forecasting. This model is commonly called multilayer perceptron (MLP). The architecture of this model consists of one layer of input, one or more hidden layers, and an output layer. In this study the FFNN model for multivariate time series with one developed response was adapted from GSTAR model. Simply put, the ANN has a feedforward structure with no loop characteristic where the signal moves from the input layer and passes through the hidden layer and then to the output layer. The network architecture used is multilayer feedforward networks consisting of input, hidden and output layers. In the training process, data records are used as training data. Therefore, it is necessary to specify the amount of period with fluctuating data, this period is set intuitively ([13]). For example, artificial neural networks that have feedforward structures are single-layer perceptron, multilayer perceptron, radial-basis function networks and backpropagation neural networks.
3.5. Activation function

There are several model structures of artificial neural networks and one of them is a feedforward neural network. Feedforward neural network is one of the neural network model that is widely used in various fields, especially in time series data forecasting. This model is commonly called multilayer perceptron (MLP). In backpropagation, the activation function used must be eligible: continuous, differentiable and monotonous does not descend ([8, 11]). One of the eligible activation functions is the unipolar sigmoid function (Figure 3). This activation function is used in the hidden layer. Here is a unipolar sigmoid function.

\[ y = \frac{1}{1 + e^{-x}} \]  

In the output layer is also used the same function as the activation function. The activation function is an activating function that activates each neuron used on a network.

![Figure 3. Unipolar sigmoid function](image)

3.6. Training process

It is basically the working principle of ANN by dividing the data to be used for the prediction calculation process, ie some data for the training process and the other for testing. There are several algorithms to conduct the training process on ANN, among them with backpropagation. Backpropagation algorithm consists of three phases. The first phase is feedforward input pattern training. The second phase is the backward phase, the error that occurs is the difference between the network output with the target. The error is propagated backwards, starting from the line corresponding to the unit output of the hidden unit. The third phase is to modify the weight to reduce errors that occur. All three phases are repeated until the termination conditions are met. Generally the terminating conditions used are the number of iterations or errors ([8, 9, 11]). Iterations will stop if the number of iterations performed has exceeded the maximum number of iterations specified, or if the error that occurs is smaller than the specified tolerance limit. The main purpose of backpropagation is to get a balance between training pattern recognition and a good response to other similar patterns.

Backpropagation algorithm uses the minimum point search method to find the weights with minimum errors. The output error is used to change the weight value in the reverse direction. The magnitude of the error at the nth iteration of all the neurons in a single layer is

\[ E = 0.5 \sum_{k=1}^{m} (t_k(n) - y_k(n))^2 \]  

\[ \frac{\partial E(n)}{\partial w_{kj}(n)} = \frac{\partial}{\partial w_{kj}(n)} 0.5 \sum_{k=1}^{m} (t_k(n) - y_k(n))^2 \]  

Based on equation (8) we get the gradient of the error function to the weights \( w_{kj} \) ie

\[ \frac{\partial E(n)}{\partial w_{kj}(n)} = \frac{\partial}{\partial w_{kj}(n)} 0.5 \sum_{k=1}^{m} (t_k(n) - y_k(n))^2 \]
We obtain the weight changes from the neurons in the output layer to the neurons in the hidden layer

\[
\frac{\partial}{\partial w_{kj}} E(n) = 0.5 \sum_{k=1}^{m} \left( t_k(n) - f(y_{net_k}(n)) \right)^2 \frac{\partial}{\partial v_{ji}} f'(z_{net_j}) x_i \delta_j \]

(9)

We obtain the weight changes from the neurons in the output layer to the neurons in the hidden layer

\[
\Delta w_{kj} = -\alpha (t_k(n) - y_k(n)) f'(y_{net_k}) z_j = \alpha \delta_k \]

(10)

with

\[
\delta_k = (t_k(n) - y_k(n)) f'(y_{net_k}) \]

(11)

The weight change of the bias unit in the hidden layer is

\[
\Delta w_{kb} = \alpha \delta_k \]

(12)

After the weights are modified from the k-neuron in the output layer to the j-neuron in the hidden layer, we then modify the weights of the jth neuron in the hidden layer to the neuron of the input layer. We obtained the gradient of the error function against the weights \(v_{ij}\) i.e.

\[
\frac{\partial E(n)}{\partial v_{ji}} = \frac{\partial}{\partial v_{ji}} f'(z_{net_j}) x_i \sum_{k=1}^{m} \delta_k w_{kj} \]

(13)

We obtained weight changes from neurons in the hidden layer to neurons in the input layer

\[
\Delta v_{ji} = \alpha f'(z_{net_j}) x_i \sum_{k=1}^{m} \delta_k w_{kj} \]

(14)

with \(\delta_j = -\delta_{net_j} f'(y_{net_j})\) dan \(\delta_{net_j} = \sum_{k=1}^{m} \delta_k w_{kj}\)

The weight change of the refractive unit in the output layer is

\[
\Delta v_{j0} = \alpha \delta_j \]

(15)

Backpropagation optimality is influenced by several parameters, namely the selection of the initial weight, the number of hidden units, the number of training patterns and the duration of the iteration. Initial weights are generated by finding random numbers in intervals [0,1] and [-1,1]. According to [8, 11] a hidden layer is sufficient to recognize any arbitrary between input and target with the specified level of accuracy. The number of patterns required is influenced by the many weights in the network as well as the expected accuracy level. The number of iterations has an effect on the error, for a small enough errors it takes a large number of iterations. The more iterations and smaller the error limit used
will be closer to the actual value. The backpropagation algorithm obtained from equations (7) through (14) is described as follows ([23]).

1. Initialization of weights (initial weights taken with fairly small random values).
2. Defined maximum iteration, error limit and learning rate (α).
3. Initialization, iteration = 0
4. Performed the following steps during (iteration < maximum iteration) and (MSE > error limit)
   a. Iteration = iteration + 1 Training feedforward input patterns
   b. Training feedforward input patterns.
      (1) Each input unit $X_t$ receives the signal and passes the signal to all units in the hidden layer.
      (2) The input signal weight is summed by the hidden unit, therefore
          $$z_{net_j} = v_{j0} + \sum_{i=1}^{5} x_i v_{ji}$$
      and the activation function is applied to calculate the output signal
          $$z_j = f(z_{net_j})$$
      and sends the signal to the output unit.
      (3) The input signal weight is summed by the output $Y_k(k = 1)$ unit
          $$y_{net_k} = w_{k0} + \sum_{j=1}^{2} z_j w_{kj}$$
      and the activation function is applied to calculate the output signal
          $$y_k = f(y_{net_k})$$
      $$y_k = y_{net_k}$$
      c. Reverse phase or backpropagation
         Each unit of output $Y_k$ receives a target correponding to the training input pattern, calculated the error information
         $$\delta_k = (t_k - y_k)f'(y_{net_j})$$
         $$\delta_k = (t_k - y_k)$$
         then calculated the weight correction (used to fix $w_{kj}$) and calculated the weight correction
         of the bias unit (used to fix $w_{k0}$)
         $$\Delta w_{k0} = \alpha \delta_k$$
         results of $\delta_k$ are sent to the unit in the hidden layer. Delta input from unit output is summed by each hidden unit $Z_j(j = 1,2)$ dengan demikian
         $$\delta_{net_j} = \sum_{k=1}^{1} \delta_k w_{kj}$$
         Furthermore, this value is multiplied by the derivative of the activation function to calculate the error
         $$\delta_j = \delta_{net_j} f'(y_{net_j})$$
         $$\delta_j = \delta_{net_j} \left[ 1 + f(z_{net_j}) \right]$$
         then calculated the weight correction (to fix $v_{ij}$)
         $$\Delta v_{ij} = \alpha \delta_j x_i$$
         and calculated the weight correction pf the bias unit (used for repair $v_{j0}$)
         $$\Delta v_{j0} = \alpha \delta_j$$
         d. Modified weights
         Each unit of output $Y_k(k = 1)$ fixes the weights ($j = 0,1,2$)
         $$w_{kj}(\text{new}) = w_{kj}(\text{old}) + \Delta w_{kj}$$
and each unit hidden $Z_j (j = 1, 2)$ fixes the weights $(i = 0, 1, ..., 5)\isches
v_{ji} (\text{new}) = v_{ji} (\text{old}) + \Delta v_{ji}$

5. Test condition stopped.

Mathematically, the basic idea of this backpropagation algorithm is the application of chain rules to calculate the effect of each weight on the error function.

Algorithmic complexities are classified according to the type of function appearing in the big O notation. The complexity of the backpropagation algorithm is with the timing of the linear.

Linear is included in the time complexity spectrum of a polynomial algorithm that is a well-performing algorithm.

3.7. Network architecture of GSTAR-ANN

The network architecture used is multilayer feedforward networks consisting of input, hidden and output layers ([8]). In the training process, data records are used as training data. GSTAR model is used as input in the training process so that in the input layer used p neuron, q neuron on hidden layer. As the target is taken the actual data after the period ends so that the neuron in the output layer is only one. Each input will receive an input signal and forward the signal to the hidden layer, then to the output layer. Since the neurons in the expected output layer are only one, $k = 1$ is obtained. From the calculation, we can determine the number of neurons in the hidden layer that is q neuron so that the obtained network architecture is multilayer feedforward networks with p neuron in the input layer, q neuron in hidden layer and 1 neuron in the output layer. Note that with the backpropagation algorithm when a network is assigned an enter pattern as a training pattern then the pattern goes to the units in the hidden layer to be forwarded at the output layer. Furthermore the output layer unit provides a response called a network output. When the output is not equal to the expected output, the output will be backward on the hidden layer forwarded to the unit on the input layer. The GSTAR-ANN model is generally written as

$$
\vec{Y}_t = f(x_t, \gamma, \theta) = g_2 \left( \sum_{j=0}^{q} \theta_{0j} g_1 \left( \sum_{i=0}^{p} y_{ij} x_{it} \right) \right)
$$

$$
\vec{Y}_t = \begin{bmatrix} \vec{Y}_1^t \\ \vdots \\ \vec{Y}_{p_t}^t \end{bmatrix}; Y_{1t}^* = \begin{bmatrix} \vec{Y}_1^t \\ \vdots \\ 0 \end{bmatrix}; Y_{2t}^* = \begin{bmatrix} 0 \\ \vdots \\ \vec{Y}_t^* \end{bmatrix}; Y_{pt-1}^* = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}
$$

with $x_t = \{Y_{1t-1}^*, Y_{2t-1}^*, ..., Y_{pt-1}^*, F_{1t-1}, F_{2t-1}, ..., F_{pt-1}\}$ is the input and $\gamma = \{\gamma_{ij}\}$ is the weight that connects the input layer to the hidden layer with $i = 1, 2, ..., p, j = 1, 2, ..., q$ and $\theta = \{\theta_{ij}\}$ are the weights connecting from the hidden layer to the output layer and $g_1(\cdot)$ dan $g_2(\cdot)$ are the activation functions (in this case a the sigmoid function is used). Furthermore, this architecture is shown in Figure 4.
Figure 4 shows the neuron p on the input layer, q neuron in the hidden layer, and 1 neuron at the output layer with the total parameters to be trained as $pq + q$ bias and $qx1 + 1$ bias or $pq + 2q + 1$ or $q(p + 2) + 1$.

4. Conclusion
GSTAR-ANN model is constructed in 3 layers namely input, hidden and output. The GSTAR model is used as input in the training process. Each input will receive an input signal and forward the signal to the hidden layer, then to the output layer (multilayer feedforward networks). GSTAR-ANN model constructed with backpropagation algorithm and network architecture used $p - q - 1$. The complexity of the backpropagation algorithm is $O(n^2)$ with the timing of the linear. Linear is included in the time complexity spectrum of the polynomial algorithm i.e. the algorithm with good performance. The GSTAR-ANN model has network architecture with one neuron unit at the output layer, p input neuron, q neuron in hidden layer (multilayer feedforward networks).
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