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Abstract

Parameter selection is one of the most important parts for nearly all the control strategies. Traditionally, controller parameters are chosen by utilizing trial and error, which is always tedious and time consuming. Moreover, such method is highly dependent on the experience of researchers, which means that it is hard to be popularized. In this light, this paper proposes a novel parameter searching approach by utilizing uniform design (UD) algorithm. By which the satisfactory controller parameters under a performance index could be selected. In this end, two simulation examples are conducted to verify the effectiveness of proposed scheme. Simulation results show that this novel approach, as compared to other intelligent tuning algorithms, excels in efficiency and time saving.

Keywords: Parameter section; Uniform design algorithm; Nonlinear systems; Control design.

1. Introduction

Up to now, a large variety of control strategies have been proposed to meet different control objectives. Besides the control methods, the control parameters have significant influence on the control performance. When they are not designed appropriately, the system performance would decrease or even...
diverge. Accordingly, it is of vital importance to find an efficient way to search the appropriate controller parameters in the field of control. Typically, operators adjust controller parameters in accordance with their experience, which often leads to the situation that there is no unified optimal result and a considerable amount of time and energy needed to be taken. At the same time, when the model of the controlled system is nonlinear, strongly coupled and multivariable, the control parameter design would be more difficult.

Ziegler Nichols as a classical method is first introduced to tune PID parameters. However, it is quite hard to work out optimal values in practical engineering and it cannot be applied to tune controller parameters of other control strategies. In this connection, researchers began to explore intelligent methods, and a large number of techniques have been evolved. Genetic Algorithm (GA) is a common technique to intelligently adjust control parameters. By selecting the appropriate fitness function, desired control parameters can be obtained through intelligent search so as to achieve relatively short settling time, overshoot and zero steady state error. Such intelligent search methods have been applied in many plants, such as spacecraft, servo hydraulic system, etc. However, it is not a perfect strategy for its disadvantages of local optimum and premature convergence, especially when the crossover and mutation probabilities are selected inappropriately. Furthermore, GA would lead to enormous computational loads, as do other optimization algorithms such as particle swarm optimization (PSO) and its improved algorithms, bio-inspired stochastic search algorithm, etc. It is undeniable that the existing intelligent algorithms are instrumental in helping people to tune controller parameters, but they often fall into local optimum and involve a great deal of computation to find the best solution especially when there are many designed control parameters.

To overcome the challenges mentioned above, a novel research technique by using UD is proposed in this paper. UD as a method to solve the problem of designing experiments was proposed by Fang and Wang in China in the late 1970s. Consequently, this number theory-based method has been widely used in the existing results. It differs from other experimental
design method in that it only takes into consideration the uniform distribution of test points. Compared with orthogonal design and overall design method, it is enable to largely reduce the experiment times and reflect the relationship between the factors and the experiment indicators, simultaneously. The research results suggest that the factorial, orthogonal and UD have test-sample-averaged errors of 0.002%, 0.029% and 0.023% respectively in the case of few experimental factors and levels. As sample factors and levels increase, the factorial becomes unacceptable due to excessive test points, but the test-sample-averaged error of orthogonal and UD are 0.42% and 0.15%, respectively. Thus, UD is regarded as a quite effective way to find a satisfactory combination among large amounts of samples.

Inspired by the above mentioned methods, a controller parameter research method by using UD algorithm is proposed. The contributions of this work are given as follows:

1) The proposed method not only can be used to design the parameters of PID method, but also can be used to design the parameters of any other control strategies.

2) Compared with the existing intelligent search methods, the proposed method can avoid local optimum. Also, it is more time-saving and easier to use.

The structure of this paper is organized as follows. Problem formulations and some preliminaries about UD algorithm are demonstrated in section 2. Section 3 details how to apply UD algorithm to obtain the optimal controller gains. Section 4 gives the simulation results to verify the merits of the proposed method, followed by some conclusions in section 5.

2. Problem Formulations and Preliminaries

The controller parameter design is very critical, but it is not an easy task especially when the model of the controlled system is nonlinear, strongly coupled and multivariable. The object of this paper is to present a novel method by using
UD algorithm to search the controller parameters under a specific performance index.

Suppose each control parameter $k_i, i = 1, 2, \cdots, s$ can be selected from a set $A_i = \{a_{i1}, a_{i2}, \cdots, a_{ij}\}, j = 1, 2, \cdots, q$. Then, the number of all the combination of control parameters is $n = q^s$, which can be extremely large when the number of control parameters $s$ and the number of elements in optional set $q$ are too large. In such case, it would waste a large amount of time to find a combination such that the satisfactory control performance is achieved. However, UD algorithm can select representative points from a large quantity of data within a acceptable error. It should be noted that when selecting representative points, neat comparability and uniformly dispersed are two important evaluation criteria. The former denotes the representativeness of these test points, and the latter facilitates the analysis of data. To reduce the number of combinations, the UD algorithm only retains the characteristic of uniform dispersion which enables the test points to be evenly distributed in the test range. The UD algorithm mainly includes two parts, with the first one being how to design uniform design table, and the second one being how to create the use table of uniform design table.

2.1. Uniform design table

Generally, the uniform design table is remarked as $U_n(q^m)$, where $n$ is the number of rows of a table, which refers to experiment time (the number of combination of control parameters), the value $m$ represents the total number of columns (factors) (the number of control parameters, i.e., when PID algorithm is used as control method for the system $\dot{x} = f(x, u), x \in R$, then, the number of control parameters $m = 3$. That is, proportional gain, integral gain and differential gain,), $q$ denotes the level number of each factor (the number of elements in each optional set). Usually, the level number $q$ is equal to the number of test times $n$ and thus, the uniform design table can also be written as $U_n(n^m)$.

Each uniform design table can be regarded as a matrix with $n$ rows and $m$
columns. Each column is a non-repeatable combination of \{1, 2, \cdots, n\}, each row is the subset of \{1, 2, \cdots, n\}. It should be noticed that this subset may not be an appropriate subset for the reason that there are many combinations that meet such requirement. Thus, it is very critical to find an effective way to determine which combination is the best one. For the sake of reducing computation and constructing a better uniform design table, Fang Kai Tai and Wang Yuan decided to use the GLP (Good Lattice Point) method after repeated theoretical proofs and experiments \cite{11-14}. The specific steps to design uniform design table are described as follows:

(i) Give a positive integer \(n\), design a vector \(H = (h_1, \cdots, h_m)\), where the positive integer \(h_i, i = 1, 2, \cdots, m\) is smaller than \(n\), and the greatest common divisors of \(n\) and \(h_i\) equal to 1.

(ii) The values of the \(j\)th column in the uniform design table are generated by the following equation

\[
    u_{ij} = (i \cdot h_j) \mod n, \quad \text{(1)}
\]

where \([\mod n]\) represents congruence operation, \(u_{ij}\) denotes the value of \(i\)th rows, \(j\)th columns. Specifically, \(u_{ij}\) can be generated by the following recursion

\[
    u_{1j} = h_j, \quad \text{(2)}
\]

\[
    u_{i+1,j} = \begin{cases} 
        u_{ij} + h_j, & \text{if } u_{ij} + h_j \leq n \\
        u_{ij} + h_j - n, & \text{if } u_{ij} + h_j > n,
    \end{cases} \quad \text{(3)}
\]

where \(i = 1, 2, \cdots, n-1\) and \(j = 1, 2, \cdots, m\). Then, the design of uniform design table is completed.

2.2. Use table of uniform design table

In practical application, as column number \(m\) is not equal to the number of variables \(s\) needed to be studied, we should choose \(s\) columns from \(m\) columns, but there are many possibilities. Therefore, it is necessary to design a selection principle to choose some suitable data which has good evenness. Existing
methods for evaluating evenness mainly include three kinds, one is based on the concept of distance, such as maximum minimum distance and minimum maximum distance, the other is based on the optimal design, such as A-optimal, D-optimal, etc., and the rest is dependent on the deviation such as $CD_2$, $SD_2$, and $D_2$. In this paper, the widely used centralization bias method central $CD_2$ bias is used to evaluate the evenness of data, and it is given as follows.

$$CD_2 = \left[ \left( \frac{13}{12} \right)^s \right. - \frac{2^{1-s}}{n} \sum_{i=1}^{n} \prod_{j=1}^{s} \left( 2 + \left| \frac{x_{ij} - \frac{1}{2}}{2} \right| \right)$$

$$- \left( x_{ij} - \frac{1}{2} \right)^2 + \frac{1}{n^2} \sum_{i,l=1}^{n} \prod_{j=1}^{s} \left( 1 + \frac{1}{2} \left| x_{ij} - \frac{1}{2} \right| + \frac{1}{2} \left| x_{lj} - x_{ij} \right| \right)^{1/2},$$

where $x_{ij} = \frac{2u_{ij} - 1}{2n}$, $i = 1, 2, \cdots, n$, $j = 1, 2, \cdots, s$. Accordingly, the table $U_{n,s}$ with $n$ rows and $s$ columns that has the smallest deviation would be chosen.

3. Application of Uniform Design in Searching Controller Parameters

In this section, we will give the detailed process of controller parameter design by using uniform design algorithm.

It should be noted that in order to determine which control parameters result in the optimal control performance, performance index should be designed. There are three commonly used performance indicators [18], and they are given by

ISE index:

$$ISE = \int_0^{\infty} e^2(t)dt,$$  \hspace{1cm}  (5)

IAE index:

$$IAE = \int_0^{\infty} |e(t)| dt.$$  \hspace{1cm}  (6)
ITAE index:

\[ IATE = \int_0^\infty t |e(t)| \, dt. \]  

(7)

Remark 1: The performance index is only used to select the controller parameters we want most. For example, if the overshoot of the controlled system is not required, we can make the value of overshoot be the performance index. Therefore, the performance indices are not limited to the equations (5)-(7). The researcher can choose any other performance indices such as overshoot, rise time, etc. In this paper, we choose ITAE as performance index.

The proposed search algorithm based on uniform design runs through the following steps:

Step 1: Specify the maximum \( k_{i_{\text{max}}} \) and minimum \( k_{i_{\text{min}}} \) that each control parameter \( k_i \), \( i = 1, 2, \ldots, s \) can be chosen. Then, the level number of each parameter \( n \) can be calculated from the equation \( n = \frac{k_{i_{\text{max}}}-k_{i_{\text{min}}}}{\lambda_i} + 1 \), where \( \lambda_i \) is a positive constant and denotes the interval value between two level numbers. The value of each level can be solved from the equation \( a_{ij} = k_{i_{\text{min}}} + \lambda_i(j-1) \), \( j = 1, 2, \ldots, n \). Therefore, the value of each control parameter \( k_i \) can be chosen from a set \( A_i = \{a_{i1}, a_{i2}, \ldots, a_{ij}\} \).

Step 2: After determining the values of \( n \) and \( s \) from step 1, a uniform design table \( U_n(n^s) \) with \( n \) lines and \( s \) columns can be created according to the scheme described in section 2. For the purpose of convenience, a matrix \( M \in \mathbb{R}^{n \times s} \) is used to denote the table \( U_n(n^s) \), where \( M(j,i) \) represents the number of \( j \)th row and \( i \)th column of the table.

Step 3: By using the matrix \( M \), each control parameter is designed as \( k_i = A_i(M(j,i)) \), where \( A_i(M(j,i)) \) is the \( M(j,i) \)th number in set \( A_i \), that is, \( k_i = a_{iM(j,i)} \). Then, the response of the studied system under the control method with the designed controller parameters is obtained. Meanwhile, calculate the responding performance indices can be calculated by using equation (7). Accordingly, \( n \) groups of performance indices under the \( n \) groups controller parameters are obtained.

Step 4: Compare the values of \( n \) groups of performance indices, the group of
controller parameters with the smallest performance index is the optimal. That is to say, apply the optimal control parameters to the controlled system, we will obtain an optimal control performance under the designed performance index.

It can be seen that the proposed search method does not need many generations to generate new control parameters compared with the existing intelligent algorithms such as genetic algorithm and particle swarm optimization. In addition, as it has nothing to do with the form of the system models and the control methods, it is enable to design the optimal parameters of PID control method as well as parameters of other control methods.

4. Simulation Results

To illustrate the merits of the proposed controller parameters design method more clearly, two examples are given in this section. First example is to compare the proposed method with an improved genetic algorithm presented in [19]. Second example is to illustrate the effectiveness of the proposed controller design method for the controlled system which is nonlinear, strongly coupled and multivariable.

**Example 1:** In this example, a 3-DOF helicopter simulation platform is used, and the dynamics of the elevation and pitch axis are given as follows

\[
J_e \ddot{\alpha} = K_f l_a \cos(\beta)(V_f + V_b) - mgl_a \cos(\alpha) \\
= K_f l_a \cos(\beta)V_1 - mgl_a \cos(\alpha), \\
\text{ (8)}
\]

\[
J_p \ddot{\beta} = K_f l_h (V_f - V_b) \\
= K_f l_h V_2, \\
\text{ (9)}
\]

where \(\alpha\) and \(\beta\) are elevation and pitch angle, respectively. \(J_e\) and \(J_p\) denote the inertial of the elevation and pitch axis, \(K_f\) is the force constant produced by motor, \(l_a\) presents the distance from elevation axis to the center of 3-DOF body and \(l_h\) is the distance from the pitch axis to either motor, \(V_f\) and \(V_b\) are the voltages applied to the front and back motors and \(V_1 = V_f + V_b\) represents the sum of voltages, \(V_2 = V_f - V_b\) is the difference between the two voltages, \(m\) is the
effective mass of the 3-DOF helicopter and $g$ is the gravitational acceleration constant. The pitch angle is limited to $(-\pi/2, \pi/2)$ mechanically.

**Remark 2:** The studied system has two inputs and three outputs. The inputs are the voltages of two spiral motors, and the outputs are three attitude angles (pitch angle, elevation angle and travel angle). In this paper, the main purpose is to study the proposed search algorithm and thus, elevation and pitch axis are investigated while the travel axis is set to free.

For the purpose of simplicity, define $x_1 = \alpha$, $x_2 = \dot{\alpha}$, $x_3 = \beta$, $x_4 = \dot{\beta}$, $u_1 = V_1$ and $u_2 = V_2$, elevation and pitch dynamics can be rewritten as the following form

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= K_f l_a \cos(x_3) u_1 - mg l_a \cos(x_1) \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= K_f l_h u_2.
\end{align*}
$$

(10)

Choose the elevation and pitch angle references as $r_{ele} = 0.4$ and $r_{pit} = 0.02$, the tracking errors are defined as $e_{ele} = r_{ele} - x_1$ and $e_{pit} = r_{pit} - x_3$, respectively. The controllers are designed by using the wildly used PID algorithm, and they are given by

$$
\begin{align*}
u_1 &= k_{p_{ele}} e_{ele} + k_{d_{ele}} \frac{de_{ele}}{dt} + k_{i_{ele}} \int e_{ele} dt \\
u_2 &= k_{p_{pit}} e_{pit} + k_{d_{pit}} \frac{de_{pit}}{dt} + k_{i_{pit}} \int e_{pit} dt,
\end{align*}
$$

(11) (12)

where $k_{p_{ele}}$, $k_{d_{ele}}$, $k_{i_{ele}}$, $k_{p_{pit}}$, $k_{d_{pit}}$ and $k_{i_{pit}}$ are positive constants and represent proportional, integral and derivative gains. It should be noted that each control parameter is regarded as a factor, the value of each parameter is called the level of this parameter.

Generally, they are designed by using trial and error, which is quite time-consuming and experience dependent. However, they can be easily determined by using the proposed method. Specifically, the range of each control parameter is shown in Table 2. In order to compare the effects of different experiment times


### Table 1: System parameters of 3-DOF helicopter

| Parameter | Value             |
|-----------|-------------------|
| $k_f$     | 0.1188 N/V        |
| $L_a$     | 0.660 m           |
| $J_e$     | 1.034 kg · m²     |
| $J_p$     | 0.045 kg · m²     |
| $g$       | 9.8 m/s           |
| $m$       | 0.094 kg          |
| $L_h$     | 0.178 m           |

### Table 2: Range of control parameters

| Control Parameter | Min Value | Max Value |
|-------------------|-----------|-----------|
| $k_{ele, p}$      | 0         | 60        |
| $k_{ele, d}$      | 0         | 60        |
| $k_{ele, i}$      | 0         | 6         |
| $k_{pit, p}$      | 0         | 60        |
| $k_{pit, d}$      | 0         | 60        |
| $k_{pit, i}$      | 0         | 30        |
### Table 3: Search results of proposed method

| Control Parameter | Case 1 | Case 2 |
|-------------------|--------|--------|
| $k_{ele,p}$       | 55.8   | 58.1   |
| $k_{ele,d}$       | 37.8   | 43.5   |
| $k_{ele,i}$       | 22.5   | 18.35  |
| $k_{pit,p}$       | 38.8   | 48.9   |
| $k_{pit,d}$       | 14.4   | 15.3   |
| $k_{pit,i}$       | 0.00   | 0.13   |
| $n$               | 301    | 601    |
| $\sigma_{ele}$    | 4.51%  | 1.46%  |
| $\sigma_{pit}$    | 0.84%  | 0.00%  |
| $e_{ele}$         | 38.75  | 33.87  |
| $e_{pit}$         | 0.84   | 0.87   |
| $t$               | 4.6347 | 9.99   |

### Table 4: Controller parameters.

| Control Parameter | 1  | 2  | 3  | 4  | 5  | 6  |
|-------------------|----|----|----|----|----|----|
| $k_{ele,p}$       | 47.38 | 44.23 | 44.52 | 56.59 | 42.42 | 52.49 |
| $k_{ele,d}$       | 30.88 | 40.46 | 35.82 | 44.86 | 29.66 | 39.40 |
| $k_{ele,i}$       | 19.61 | 13.98 | 19.24 | 19.84 | 17.09 | 18.22 |
| $k_{pit,p}$       | 58.64 | 58.03 | 33.51 | 42.66 | 55.84 | 57.66 |
| $k_{pit,d}$       | 20.29 | 23.08 | 10.24 | 16.02 | 9.99  | 23.95 |
| $k_{pit,i}$       | 0.03  | 0.69  | 0.01  | 0.19  | 0.59  | 0.29  |
| $\sigma_{ele}$    | 0.00% | 0.23% | 6.64% | 2.64% | 3.31% | 0.10% |
| $\sigma_{pit}$    | 5.01% | 0.66% | 4.55% | 0.46% | 10.03%| 1.02% |
| $e_{ele}$         | 51.09 | 62.95 | 67.16 | 49.06 | 54.56 | 36.43 |
| $e_{pit}$         | 0.79  | 1.72  | 0.90  | 1.14  | 1.11  | 1.35  |
| $t$               | 158.00 | 164.85 | 163.33 | 165.26 | 159.92 | 163.43 |
Table 5: Controller parameters of UAV

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $k_1$     | 7.0   | $z_1$     | 2.1285|
| $k_2$     | 7.0   | $z_3$     | 2.0952|
| $k_3$     | 7.0   | $z_5$     | 0.0650|
| $k_4$     | 7.0   | $z_7$     | 1.0343|
| $k_5$     | 7.0   | $z_9$     | 1.1449|
| $k_6$     | 7.0   | $z_{11}$  | 0.9980|
| $k_7$     | 7.0   |           |       |
| $k_8$     | 24.0  |           |       |
| $k_9$     | 20.8  |           |       |
| $k_{10}$  | 17.6  |           |       |
| $k_{11}$  | 24.0  |           |       |
| $k_{12}$  | 12.8  |           |       |

$n$ on the control performance, two cases are given. In case 1, the experiment times $n_1 = 301$, while in another case, the experiment times $n_2 = 601$. When choose IATE criterion (see equation (7)) as the performance index, the optimal controller parameters under this performance index of these two cases can be searched by using the steps described in Section 3. The research results are shown in Table 3. $\sigma_{ele}$ and $\sigma_{pit}$ represent overshoot, $e_{ele}$ and $e_{pit}$ denote the performance index calculated by using equation (7), while $t$ is the time taken to search for the optimal result. The tracking performances of elevation and pitch angle by using PID controller with the controller parameters shown in Table 3 are shown in Figs. 1 and 2.

Moreover, in order to illustrate the effectiveness of the proposed method, an improved GA, which can overcome the local optimum of traditional GA, proposed in paper [19] is used as a comparative method. In such case, the range of each parameter is also chosen as what is shown in Table 2. Since each generation is randomly generated, the optimal result obtained by GA of each
experiment is different. Hence, six experiments (see Table 4) were conducted to ensure the reliability of the comparison between GA and the proposed method. The tracking performances of elevation and pitch angle by using PID controller with the controller parameters shown in Table 4 are shown in Figs. 1 and 2.

![Figure 1: Tracking performance of elevation angle by using PID control method with the controller parameters searched by proposed method (black dashed line and red dashed line represent control performance by using the controller parameters in case 1 and case 2, respectively) and improved GA method in [19] (six green dashed lines denote the control performance by using the controller parameters shown in Table 4).](image)

It can be found from Table 3 that compared with the case when \( n = 301 \), the case when \( n = 601 \) has a better control performance for the overshoots and tracking errors are smaller. But it at the expense of more time, which needs 9.99s to search the optimal controller parameters. However, case 1 only needs 4.6347s. Table 4 shows that the controller parameters obtained from each experiment is different. In some cases, the values of overshoots or tracking errors are similar as that by using proposed method, but most of them have a worse control performance. Furthermore, search controller parameter by using this method needs about 160s, which is quite longer nearly 16 times more than our proposed method (one needs 4.6347s, another needs 9.99s). Figs. 1 and 2 clearly compare the control performance by using PID controller with different
Figure 2: Tracking performance of pitch angle by using PID control method with the controller parameters searched by proposed method (black dashed line and red dashed line represent control performance by using the controller parameters in case 1 and case 2, respectively) and improved GA method in [19] (six green dashed lines denote the control performance by using the controller parameters shown in Table 4).

Figure 3: Tracking performance by using back-stepping control method with the controller parameters searched by proposed method.
Figure 4: Space diagram of position by using back-stepping control method with the controller parameters searched by proposed method.

Figure 5: Control inputs by using Back-stepping control method with the controller parameters searched by proposed method.
controller parameters. In conclusion, the proposed method is more effective, easier to use and time saving.

Example 2: In this example, a 6-DOF quadrotor Unmanned Aerial Vehicle (UAV) system is used for its model is nonlinear, strongly coupled, multivariable and under-actuator. The object of this example is to design a set of controller parameters by using proposed method such that a satisfactory output tracking performance can be obtained via back-stepping control method.

The dynamic model of the quadrotor UAV system is given by

\[
\begin{align*}
\ddot{\phi} &= \dot{\varphi} \psi \left( \frac{I_y - I_z}{I_x} \right) + \frac{l}{l_x} U_2 \\
\ddot{\theta} &= \varphi \dot{\psi} \left( \frac{I_z - I_x}{I_y} \right) + \frac{l}{l_y} U_3 \\
\ddot{\psi} &= \hat{\varphi} \hat{\psi} \left( \frac{I_x - I_y}{I_z} \right) + \frac{l}{l_z} U_4 \\
\dot{x} &= U_1 \left( \cos \psi \sin \theta \cos \varphi + \sin \psi \sin \varphi \right) / m \\
\dot{y} &= U_1 \left( \sin \psi \sin \theta \cos \varphi - \cos \psi \sin \varphi \right) / m \\
\dot{z} &= U_1 \left( \cos \psi \cos \varphi \right) / m - g,
\end{align*}
\] (13)

where \(\varphi, \theta\) and \(\psi\) are pitch, roll and yaw angles, \(x, y\) and \(z\) represent the position of the quadrotor UAV; \(g\) is the gravity constant; \(l\) represents the distance from the center of mass to each motor; \(m\) is the mass of the quadrotor UAV body; \(I_x, I_y\) and \(I_z\) are the moment of inertial with respect to each axis, the system parameters are given in Table 1.

In order to overcome the obstacles caused by underactuation problem, we define the following intermediate control laws

\[
\begin{align*}
U_x &= U_1 \left( \cos \psi \sin \theta \cos \varphi + \sin \psi \sin \varphi \right) \\
U_y &= U_1 \left( \sin \psi \sin \theta \cos \varphi - \cos \psi \sin \varphi \right) \\
U_z &= U_1 \left( \cos \psi \cos \varphi \right).
\end{align*}
\] (14) (15) (16)

Therefore, we obtain the controller \(U_1\) as follows

\[
U_1 = \sqrt{U_x^2 + U_y^2 + U_z^2}.
\] (17)
Calculate the desired roll and pitch angles as

\[ \varphi_d = \sin^{-1} \left( \frac{1}{U_1} (U_x \sin(\psi_d) - U_y \cos(\psi_d)) \right) \]  

(18)

\[ \theta_d = \tan^{-1} \left( \frac{1}{U_2} (U_x \cos(\psi_d) + U_y \sin(\psi_d)) \right) \].  

(19)

For the purpose of convenience, let

\[ \bar{\chi} = [\chi_1, \chi_2, \chi_3, \chi_4, \chi_5, \chi_6, \chi_7, \chi_8, \chi_9, \chi_{10}, \chi_{11}, \chi_{12}]^T \]

\[ = [\varphi, \dot{\varphi}, \theta, \dot{\theta}, \psi, \dot{\psi}, x, \dot{x}, y, \dot{y}, z, \dot{z}]^T \]

be the system state vector. Choose the desired references as \( \chi_{1d} = \varphi_d, \chi_{2d} = \theta_d, \chi_{5d} = 0, \chi_{7d} = 0.5 \sin(\pi/25t), \chi_{9d} = 0.5 \cos(\pi/25t) \) and \( \chi_{11d} = 1/6t \). Define the tracking error as

\[ z_i = \chi_i - \chi_{id}, i = 1, 2, \cdots, 12. \]

By using back-stepping control method, the controller can be designed as follows

\[ \chi_{id} = -k_{i-1} z_{i-1} + \dot{\chi}_{(i-1)d}, i = 2, 4, \cdots, 12, \]  

(20)

\[ U_{i/2} = \frac{1}{g_{i/2}(\bar{\chi})} (-k_i z_i - f_{i/2}(\bar{\chi}) + \dot{\chi}_{(i)d} - z_{i-1}). \]  

(21)

Let IATE criterion be the performance index, the optimal controller parameters searched by using the proposed method are shown in Table 5, the tracking performance by using the back-stepping control method with the optimal controller parameters are shown in Figs. 3 and 4. While, Fig.5 shows the control input. It can be found from the simulation results that the controller designed as equations (20) and (21) with the designed parameters can results in a quite satisfactory output tracking performance.

5. Conclusion

Simulation results show that the proposed novel controller parameter research method via UD algorithm is quite effective. Its superiorities are listed
as follows: 1) It does not require multiple generations, and can find the optimal controller parameters one time, which is very efficient and time saving. 2) Due to the introduction of uniform design method, the experiment times can be largely reduced compared with exhaustive method. 3) It is easy to operate, and does not require profound theoretical knowledge once the uniform design table is designed. 4) Since this method is an optimization method which has nothing to do with the control method and the model of the controlled plants, it can be generalized to a wider range of control methods and systems.
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