HPEPDOCK: a web server for blind peptide–protein docking based on a hierarchical algorithm
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ABSTRACT

Protein–peptide interactions are crucial in many cellular functions. Therefore, determining the structure of protein–peptide complexes is important for understanding the molecular mechanism of related biological processes and developing peptide drugs. HPEPDOCK is a novel web server for blind protein–peptide docking through a hierarchical algorithm. Instead of running lengthy simulations to refine peptide conformations, HPEPDOCK considers the peptide flexibility through an ensemble of peptide conformations generated by our MODPEP program. For blind global peptide docking, HPEPDOCK obtained a success rate of 33.3% in binding mode prediction on a benchmark of 57 unbound cases when the top 10 models were considered, compared to 21.1% for pepATTRACT server. HPEPDOCK also performed well in docking against homology models and obtained a success rate of 29.8% within top 10 predictions. For local peptide docking, HPEPDOCK achieved a high success rate of 72.6% on a benchmark of 62 unbound cases within top 10 predictions, compared to 45.2% for HADDOCK peptide protocol. Our HPEPDOCK server is computationally efficient and consumed an average of 29.8 mins for a global peptide docking job and 14.2 mins for a local peptide docking job. The HPEPDOCK web server is available at http://huanglab.phys.hust.edu.cn/hpepdock/.

INTRODUCTION

Peptide–protein interactions play an important role in a variety of biological processes such as signal transduction, immune responses, and cellular regulation (1,2). It has been found that nearly 40% of the protein–protein interactions are mediated by short peptides (1). Therefore, determining the structure of protein–peptide complexes involved in these interactions is crucial for understanding the molecular mechanism and thus modulating the protein–protein interactions for therapeutic purpose (3,4). However, compared to the large number of identified protein–peptide interactions, only a limited number of protein–peptide complex structures were experimentally determined due to the high cost and technical difficulties in experimental methods. Therefore, computational modeling like molecular docking has played an important role in the determination of protein–peptide complex structures. Starting from a protein structure and a peptide sequence, protein–peptide docking predicts the complex structure by sampling possible peptide binding conformations and ranking the putative protein–peptide complexes with an energy scoring function (2).

Compared to protein–ligand and protein–protein docking, protein–peptide docking faces two challenges. First, unlike protein–ligand docking in which the binding site is normally known, the information of the binding site for peptide is not available in many cases. Therefore, protein–peptide docking often requires a global search around the whole protein for putative binding modes. Second, compared to small compounds and proteins, peptides are much more flexible and do not have a stable conformation before binding to a receptor. It is computationally expensive to fully sample the peptide conformations in protein–peptide docking. To address these challenges, a variety of state-of-the-art algorithms have been developed for protein–peptide docking in the past few years (5–16).

Based on whether the information about the binding site is available, current protein–peptide docking algorithms can be grouped into two categories: local peptide docking and global peptide docking. When the information about the binding site is known or the binding sites are predicted by certain algorithms like PepSite (17) or PEP-SiteFinder (18), etc. (19), one can sample peptide binding conformations around a specific binding site through local peptide docking. The Rosetta FlexPepDock (13), PepCrawler (14) and HADDOCK peptide protocol (11) are well-known algorithms for local peptide-docking, where the protein–peptide binding modes were obtained through a high-resolution docking refinement within the binding site. When the binding site is unknown, global peptide docking is required to blindly searching for putative peptide binding conformations around the whole protein. Due to the relatively larger
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search space, global peptide docking is much more challenging than local peptide docking. Recently, several global peptide docking algorithms such as AnchorDock (12), CABS-dock (10), pepATTRACT (8) and MDockPep (7) have been developed for the blind prediction of protein–peptide complexes, among which CABS-dock is available as a web server and pepATTRACT has a web version for its rigid docking protocol (20). However, all of these blind peptide-docking algorithms suffer from lengthy simulations in peptide binding refinement and often take hours on a GPU or multi-core CPUs for docking a peptide. Although the pepATTRACT web server is fast, the peptide flexibility is not sufficiently considered because it only considers three idealized conformations for a peptide (20).

To efficiently consider the peptide flexibility in peptide docking, we have developed a hierarchical algorithm for blind and flexible peptide docking by fast modeling of peptide conformations and sequential global sampling of binding orientations, which is referred to as HPEPDOCK. In our docking algorithm, the peptide flexibility is considered by generating an ensemble of peptide conformations with our efficient MODPEP program (21). Then, the sampled peptide conformations are globally docked against the whole protein using the rigid docking protocol of MDock (22,23). Compared to pepATTRACT which only accounts for limited peptide flexibility through three idealized conformations of a peptide, HPEPDOCK is able to sufficiently consider the peptide flexibility by generating a large number of peptide conformations (up to 1000). HPEPDOCK is also efficient for local peptide docking if information about the binding site is available. We have participated in recent CAPRI experiments and achieved a good performance in the peptide-docking challenges (24–26). Here, we propose a web server of our peptide-docking algorithm that was used in our CAPRI experiments. Compared to current peptide docking servers, our HPEPDOCK server accepts not only structures but also sequences as input for the protein and can automatically integrate the available peptide binding information from the Protein Data Bank (PDB) (27). In addition, HPEPDOCK may also be used for nucleic acids–peptide docking. The docking process is fully automatic and the results are presented interactively to users through a web page.

**MATERIALS AND METHODS**

**The HPEPDOCK docking protocol**

HPEPDOCK is a hierarchical flexible-peptide docking protocol that integrates our MODPEP program for peptide conformational sampling (21), a modified version of MDOCK for peptide docking (22,23), several third-party programs including HHSuite (28), FASTA (29), ClustalW (30,31), and MODELLER (32) for structure modeling, and a set of tools developed in our group. The docking pipeline implemented in HPEPDOCK is illustrated in Figure 1.

The first step of the docking protocol is to provide inputs for the receptor and the peptide. The server accepts both sequences and structures as input for the protein and the peptide. Users are also given an option to provide the information about binding site and the number of binding modes to be output.

With the inputs, the next step of HPEPDOCK is to prepare the receptor and peptide structures. For the receptor, if the input is a structure, the server will directly use the structure for docking. If the input for the protein is a sequence, its three-dimensional (3D) structure will be constructed through homology modeling as follows. Given a protein sequence, a sequence similarity search is conducted against the PDB sequence database to find the homologous templates for the target protein. Here, the HHSuite package is used for sequence search (28), due to its efficient detection of remote homologs. If multiple templates are available, the one with the highest sequence coverage, the highest sequence similarity, and the highest resolution is selected. With the selected template, the 3D structure of the protein is built using MODELLER (32), in which the sequence alignment is conducted by ClustalW (30,31). For the peptide, if the input is a structure, it will be converted to a sequence. Our MODPEP program (21) is then used to generate an ensemble of protein-bound peptide conformations from the sequence converted from the structure or submitted by users. The number of generated peptide conformations is set to 1000 by default in the web server.

With the receptor structure and an ensemble of peptide conformations, a modified version of MDock is used to dock the ensemble of peptide conformations against the whole receptor (22,23). Here, only the rigid-protein docking protocol of MDock is used for protein–peptide docking, in which a single protein structure is used during the docking calculation. The peptide flexibility is considered by docking an ensemble of multiple peptide conformations generated with our MODPEP program. Specifically, the molecular surface for the receptor is first calculated using the DMS program (33). Next, the sphere points that repre-
sent the negative images of the molecular shape are generated by SPHGEN (34). If the information about the binding site is not provided by users, the sphere points, which cover the whole receptor, will be clustered and used to represent the possible peptide binding positions on the receptor. Then, the putative peptide binding modes are globally sampled by matching the peptide atoms with the sphere points (34). If information about the binding site is provided by users, the sphere points around the binding site are selected and the HPEPDOCK server will perform a local peptide docking. The putative peptide binding orientations will be generated by matching the peptide onto the sphere points (34). To adapt MDock for protein–peptide docking, we have modified MDock in two aspects. First, we used a reduced model of peptide during the generation of putative peptide binding orientations. Namely, each residue is represented by two pseudo atoms corresponding to the CA atom and the center of mass for the rest atoms of the residue, so as to reduce the memory consumption and accelerate the sampling process. After the peptide orientations are generated with the reduced model, they are replaced by the all-atom models for the evaluation of binding energy scores. Second, we replaced the original scoring function for protein–ligand interactions with an iterative knowledge-based scoring function for protein–protein interactions (35). The sampled binding orientations are optimized by a SIMPLEX minimization algorithm guided by their binding energy scores, in which both the protein and the peptide are treated as rigid bodies. The final docking models are interactively provided to users through a web page. On the result page, users can download the docking results and view the top 10 binding models through a Jmol web interface (36).

For the computational efficiency of structure modeling, a local copy of the PDB database is maintained on our web server and updated monthly. It should be noted that although users can submit either sequences or structures as inputs for the protein, there are some differences between them in the HPEPDOCK pipeline. With a sequence input, the server will search for its homologous templates and then build the 3D structure based on the template. If no template is found, docking will not be conducted. Nevertheless, given the capability of HHSuite and FASTA in detecting remote homology, sequence inputs are applicable in most of practical applications (28,29).

Input

The inputs for the receptor and the peptide are required for HPEPDOCK to perform a peptide docking job. For protein and peptide inputs, both structure and sequence are supported. For users' convenience, the server accepts four types of input for protein and peptide, two for structure and two for sequence, as follows:

- Upload a pdb file in PDB format.
- Provide a structure by PDB ID:ChainID (e.g. 3BFW:A).
- Copy and paste a protein/peptide sequence in FASTA format.
- Upload a protein/peptide sequence file in FASTA format

Only one type of input is needed. For the protein, the maximum number of amino acids is set to 2000 and the maximum number of atoms is set to 20 000. Modified amino acids are not supported. For the peptide, there is no limit for the length, but sequences of < 30 amino acids are recommended for the sake of accuracy. For structure input, users can upload their own pdb files or provide a structure by PDB: chain ID(s). Since the server is now designed to model single-chain protein from sequence, users are recommended to upload their own structure if the protein contains multiple chains.

By default, the top 100 peptide binding modes are output, while users can change the output number within the range from 1 to 500 when submitting their job.

In addition, users also have an option to provide the binding site information for the peptide by giving receptor residues in a text box or uploading a reference file. The binding site information, if provided, will be used as a reference to select the sphere points for local peptide docking. Users may also give a name to their job and provide a valid email address for notification of job completion.

Benchmarks

To evaluate the performance of our HPEPDOCK docking protocol, we have used two benchmarks of unbound/unbound protein–peptide complexes from peptiDB (37). One is for blind global peptide docking, and the other is for local peptide docking when the information about binding site is provided.

The test set for global peptide docking was constructed based on the 80 unbound/unbound protein–peptide complexes from the peptiDB docking benchmark (8,11,37) with two criteria. First, the stoichiometry of the biological unit is 1:1; Second, the unbound structure should have a sequence identity of >90% with the corresponding bound structure. Of 80 protein–peptide complexes, 57 cases met these two criteria (Supplementary Table S1). All the structures were downloaded from the PDB and the parts in the unbound structure that are not present in the bound structure were removed.

Since our HPEPDOCK server supports sequence input for protein, we have constructed a benchmark of protein model-peptide sequence test cases based on the same global docking benchmark of 57 protein–peptide complexes. Specifically, for each case in the benchmark, the structure of the protein was automatically constructed from its sequence by homology modeling, in which the native structure was excluded from the templates. As shown in Supplementary Table S1, the constructed homology models have a wide range of conformational changes and give an RMSD from the lowest 0.32 Å for targets 2CCH and 2VJ0 and the highest 10.93 Å for target 2PT1. Here, the RMSD was calculated based on the backbone atoms of the protein after optimal superimposition of the homology model with the bound structure. The average RMSD of homology models is 1.05 Å from the bound structures.

The benchmark for local peptide docking consists of 62 unbound-unbound protein–peptide complexes from peptiDB (Supplementary Table S2) (11,37). The benchmark has been used to evaluate the HADDOCK peptide docking.
protocol for local peptide docking. Therefore, docking results are available for the HADDOCK peptide protocol on this benchmark, which can be used as a reference to evaluate the local peptide docking protocol of our HPEPDOCK algorithm.

Evaluation criteria

The quality of a predicted protein–peptide binding mode is measured by its interface RMSD (IRMSD) from the native structure. The IRMSD is calculated based on the backbone atoms of protein and peptide residues that are within 10 Å from the partner molecules in the native structure (38). If a binding mode has an IRMSD of \( \leq 2.0 \) Å, it is defined as a successful prediction (or a hit). For evaluation on a benchmark, the docking performance is measured by the success rate, i.e. the percentage of the cases with at least one hit when a certain number of top predictions are considered.

RESULTS

HPEPDOCK server

The hardware supporting the HPEPDOCK server is a Linux cluster of two compute nodes, each of which includes two Intel(R) Xeon E5-2690 v4 2.60 GHz CPUs with 28 cores and 256 GB of Memory. The web server is based on Apache HTTP, HTML, PHP and the JSmol web applet for the docking pipeline and binding model visualization. The SLURM Workload Manager (39) is used as the job scheduler of HPEPDOCK server. For global peptide docking, four CPU cores are assigned to a job for parallel running (40), while for local peptide docking, one CPU core is assigned to a job. A maximum of 50 jobs can be running at the same time while hundreds of jobs can be queued in the background. The web service does not require registration and can be freely accessed.

After users submit their input data, the web interface will be redirected to a web page showing the job ID and running status. The job status including ‘QUEUED’, ‘RUNNING’, and ‘RESULTS’ will be updated every 10 s on the status page. The URL to the docking results is something like http://huanglab.phys.hust.edu.cn/hpepock/data/jobid, where ‘jobid’ is a unique job ID. Users can bookmark the status page for access to the docking results at a later time. Users will also be notified by email when the job is finished if a valid email address is provided at the time of job submission.

Output

The docking output is provided to users through a result web page when the job is done, as shown in Figure 2. The docking results include three types of files for download:

- Receptor PDB file uploaded by users or constructed by the server from the user-provided FASTA sequence.
- The individual peptide binding models for the top 20 predictions.
- The compressed packages for the top 10 predictions, the top 100 predictions, and all the docking results.

Since the top 10 binding models are normally deemed the most important predictions in docking calculations, the result page provides an interactive view of the top 10 models using the Jmol software (36). Users can choose to view any of the top 10 models or all together by different representations and styles.

The result page also gives a summary of the docking scores and rankings for the top 10 binding models. However, it should be noted that the docking scores here do not reflect the real binding affinities, but a relative ranking among different binding modes. It is recommended that users download their docking results as soon as possible after their job is done, as the job results will only be stored on our server for two weeks.

In addition, if only a sequence is provided as the input for a protein, the result page will also show the information of the protein model built by homology modeling, including the used template, and the sequence identity and sequence alignment between the template and the input sequence.

Performance of the HPEPDOCK server

Global docking with unbound structure. The HPEPDOCK server has been tested on the benchmark of 57 unbound/unbound protein–peptide complexes for blind global docking. Figure 3 shows the success rate and average number of hits per complex in binding mode prediction by HPEPDOCK when several numbers of top predictions were considered. The IRMSDs of individual cases are listed in Supplementary Table S3. For comparison, we have submitted the same benchmark of 57 unbound-unbound cases to the pepATTRACT server and downloaded the predicted peptide binding models from the server. The same criteria were used to assess the pepATTRACT models and the corresponding IRMSDs of individual cases are listed in Supplementary Table S4. It can be seen from Figure 3A that HPEPDOCK achieved a significantly better performance than pepATTRACT server and obtained a success rate of 15.8% and 33.3% when the top 1 and 10 predictions were considered, compared to 10.5% and 21.1% for pepATTRACT server. Similar trend can be observed in the average number of hits per complex (Figure 3B). For example, HPEPDOCK obtained an average of 0.912 hits per complex within top 10 predictions, compared to 0.614 hits for pepATTRACT server. Although HPEPDOCK had a comparable success rate to pepATTRACT server when the top 50 predictions were considered (Figure 3A), HPEPDOCK performed significantly better than pepATTRACT server in the average number of hits per complex (Figure 3B). The overall better performance of HPEPDOCK than pepATTRACT server indicates the benefit of considering the peptide flexibility through an ensemble of peptide conformations in our hierarchical algorithm.

Global docking with homology model. The HPEPDOCK server has also been evaluated on the peptide-homology modeling benchmark of 57 cases. Figure 3 shows the success rate and average number of hits per complex of HPEPDOCK with homology models. The IRMSDs of individual cases are listed in Supplementary Table S5. It can be seen from Figure 3 that HPEPDOCK achieved comparable per-
Figure 2. The HPePDOCK server result page. At the top of the page is the job name or a unique job ID (1), and the files for download (2). Optional buttons on the right can control Jmol to visualize the binding model (3) on the left (4). The docking scores of the top 10 peptide models are shown on the bottom (5).

Figure 3. The success rate (A) and average number of hits per complex (B) in binding mode predictions by HPePDOCK and pepATTRACT server for global peptide docking on the benchmark of 57 test cases when several numbers of top predictions were considered. For each number of top predictions, from left to right are HPePDOCK with unbound structure, HPePDOCK with homology model, and pepATTRACT server with unbound structure of the protein, respectively. The corresponding IRMSDs of individual cases are listed in Supplementary Tables S3-S5.
formances when docking against homology models and unbound structures. For example, HPEPDOCK with homology models obtained a success rate of 15.8%, 29.8% and 43.9% when the top 1, 10 and 50 predictions were considered, compared to 15.8%, 33.3% and 43.9% for HPEPDOCK server with unbound structures (Figure 3A). Similar trend can be observed in the average number of hits per complex for docking with homology models and unbound structures (Figure 3B). The comparable performances of HPEPDOCK with homology model and unbound structure suggests the robustness of our algorithm in docking with sequence input.

Local docking with unbound structure. When information about the binding site is given, HPEPDOCK server will run local peptide docking. The benchmark of 62 unbound/unbound cases used by HADDOCK peptide protocol was used to test the performance of the local docking protocol of HPEPDOCK (Supplementary Table S2). Specifically, the molecular surface for the protein atoms within 5 Å from the native peptide was first generated using the DMS program (33). Next, the sphere points that represent the negative images of the molecular shape were generated using the SPHGEN algorithm (34), and selected to represent the binding site on the protein. Figure 4 shows the success rates of the local peptide docking protocol of HPEPDOCK server on the benchmark of 62 unbound cases when several numbers of top predictions were considered. The IRMSDs of individual cases are listed in Supplementary Table S6. For comparison, the figure also shows the corresponding success rates by the HADDOCK peptide docking protocol on the same benchmark, which were taken from the literature (11). It can be seen from Figure 4 that HPEPDOCK achieved a significantly better performance than HADDOCK and obtained a success rate of 33.9%, 72.6%, and 80.6% in binding mode prediction when the top 1, 10 and 100 binding modes were considered, compared to 14.5%, 45.2% and 62.9% for HADDOCK. When the top 400 models were considered, HPEPDOCK maintained the same success rate of 80.6%, compared to 69.4% for HADDOCK (Figure 4). As a comparison, the local docking protocol of pepATTRACT obtained an overall success rate of 79% within top 1000 models (8). The significantly better performance of HPEPDOCK than HADDOCK demonstrates the strong predictive power of HPEPDOCK server in local peptide docking.

Computational efficiency

Figure 5 shows the running times of HPEPDOCK server for the protein–peptide docking jobs on two benchmarks. The detailed values of running times are listed in Supplementary Tables S3 and S6. It can be seen from Figure 5 that HPEPDOCK tends to consume more time for longer peptides, as expected, and can finish a global docking job as short as 5.5 mins for target 1JWG with a peptide of 5 aa. The longest running time happens to target 1JBU with a 15-aa peptide (Supplementary Table S3). On average, HPEPDOCK server consumed 29.8 mins for a global protein–peptide docking job (Figure 5A). Similar trend can be observed in the relationship between running time and peptide length for local peptide docking (Figure 5B). HPEPDOCK server consumed an average of 14.2 mins for a local peptide docking job with the longest time for target 1ER8 (34.8 mins) and the shortest time for 1NVR (3.2 mins) (Supplementary Table S6).

Examples of the docking models

Figure 6A shows an example of the docking model by HPEPDOCK web server. The protein–peptide target (PDB code: 3BFW) is a complex between the truncated FimG (FimGt) and the donor strand peptide of FimF (DSF). Sequences were provided as input for both the protein and the peptide when the docking job was submitted. Among the top 10 constructed models, there are six near-native predictions with an interface RMSD of <2.0 Å, of which the first model has a high accuracy of IRMSD = 0.84 Å and the pose 10 gives the best accuracy with IRMSD = 0.51 Å.

In addition to performing protein-peptide docking, HPEPDOCK can also be used to dock a peptide against nucleic acids (DNAs/RNAs). Figure 6B gives an example of the predicted peptide binding model on a DNA by HPEPDOCK. The target 2EZF is a complex between a truncated form of HMG-I(Y) and a DNA dodecamer. For this target, the pdb structure was submitted for the DNA and the sequence was provided for the peptide. Among top 10 constructed models, there are three acceptable predictions according to the CAPRI criteria (38), of which the pose 10 has the best accuracy with an IRMSD of 3.11 Å.

CONCLUSION

We have presented the user-friendly HPEPDOCK web server for blind prediction of protein-peptide complex structures. The server implements a hierarchical docking protocol with fast conformational sampling of peptide conformations and ensemble docking of generated peptide conformations against the protein. The docking server accepts both sequence and structure as input for protein/peptide.
Figure 5. The running time of HPEPDOCK server for a protein–peptide docking job through global peptide docking (A) and local peptide docking (B), where the complex No. is consistent with that in Supplementary Tables S1 and S2, respectively. The dashed lines indicate their average running times over all the cases of the benchmark. The corresponding running times of individual cases are listed in Supplementary Tables S3 and S6.

Figure 6. Comparison between the crystal structure (green) and HPEPDOCK server prediction (magenta) for two peptide docking examples where the receptor is represented in molecular surface: (A) protein–peptide target (PDB code: 3BFW; IRMSD = 0.51 Å); (B) DNA-peptide target (PDB code: 2ZKF; IRMSD = 3.11 Å).

The HPEPDOCK docking protocol was extensively tested on two benchmarks of unbound/unbound protein–peptide complexes from peptiDB and compared with state-of-the-art HADDOCK peptide docking protocol and pepATTRACT server. It was shown that overall HPEPDOCK achieved a significantly better performance in predicting near-native models for global and local peptide docking than pepATTRACT server and HADDOCK peptide protocol. The HPEPDOCK server can also be used to dock peptides against nucleic acids. HPEPDOCK is computationally efficient and the average running time is 29.8 mins for a global peptide docking job and 14.2 mins for a local peptide docking job. The accuracy of the HPEPDOCK server may be further improved by an additional refinement of output docking models in the future development. The two benchmarks of protein–peptide complexes and predicted peptide binding models by HPEPDOCK and pepATTRACT server are available for download from our web site at http://huanglab.phys.hust.edu.cn/hpepdock/hpepdock_test.tgz.
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