Appropriate CNN Architecture and Optimizer for Vehicle Type Classification System on the Toll Road
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Abstract. The growth in the number of vehicles in Indonesia causes traffic jam problems, including on the toll roads. Traffic jam problem on the toll roads occurs because the users must stop and make payments in the toll gate. Government built an Automatic Toll Gate Shelter (or Gardu Tol Otomatis/GTO) as an effort to reduce this problem. However, GTO can only be used by certain type of vehicles only. In this study, we developed a system that can classify type of vehicles so that GTO can be used for various types of vehicles that cross the toll road. The developed system will receive vehicle input to be classified. The learning process to do the classification is using the Convolutional Neural Network (CNN). The CNN algorithm is trained first with 2,930 vehicle images divided into 1,794 vehicles type 1 (van, jeep, and pick-up) image, 507 vehicle type 2 images (truck with 2 axle), and 631 vehicle type 3 images (truck with 3 axle). From the experimental results of CNN architecture and various parameters of the architecture, the best accuracy is found on MiniVGGNet architecture which applies Adadelta optimization function and input image parameter 64x64 and epoch 40. The result obtained from the network has accurate evaluation or out-sample accuracy of 73%.

1. Introduction
Traffic jam is a major problem faced by various residents of large cities in various countries, including Indonesia. In an effort to overcome this traffic jam, toll roads have been built by the government through Jasa Marga. It is expected that the traffic jam that occurs can be reduced by the user of toll roads.

Recently, Indonesian Government issuing E-Toll Cards using Automatic Toll Gate (GTO). The GTO does not require a gate keeper, so there is no payment process that takes time and causes traffic jam. However, the GTO can only be passed by family vehicles (type 1 vehicle). This still causes traffic jam in toll gate.

Based on this problem, it is necessary to automatically classify the vehicle type so that the GTO can be used by all types of vehicles. There was a previous study of classification of vehicle type by Amaluddin et al (2015) using Gaussian Mixture Model and Fuzzy Cluster Mean, as well as research by Irfan et al (2017) and Wu et al (2001) who used Artificial Neural Networks (ANN). The similarity of the three studies is the preprocessing to take the features of the vehicle. The preprocessing causes the results of the ANN to be very dependent on preprocessing which is not always successful. Based on this reason, a system that can classify vehicle type without preprocessing is needed.

Convolution Neural Network (CNN) is one of the developments of ANN that specializes in image recognition. There was a study by Lu et al (2015) on the introduction of food types, research by Li et al
(2015) on face detection, and research by Ciresan et al (2016) on handwriting reading. The three studies were carried out on the basis of CNN deep learning without feature extraction.

This research will focus on creating a system prototype that can perform vehicle recognition based on digital images automatically. Moreover, the appropriate CNN architecture and optimizer in the classification system prototype will also be investigated.

2. Materials and Method

The process of developing a vehicle classification system starts with collecting data for training using Google Image. Data obtained from Google image will go through manual checks before it can be used as training data. The criteria of data training image is that the vehicle must be clear and not smaller than the background. The image that has been selected will be resized according to the needs of the CNN architecture.

To get appropriate network in this study, we use 4 parameters in the CNN. First parameter is the type of CNN architecture. There are three CNN architectures that will be tested in this study, namely ShallowNet, LeNet, and MiniVGGNet. ShallowNet is a shallow architecture that only has one convolution layer. The process in ShallowNet starts by obtaining an image as the Input Layer, then proceed with the convolution. After going through the convolution, the matrix arrangement of the convolution layer results is changed from 3-dimensional form to two dimensions in the Fully Connected Layer.

The second architecture used in this study is LeNet. LeNet is an architecture with 2 layers of convolution and 1 layer fully-connected. The process starts by obtaining an image as Input, then convolution is performed to produce a convolution layer. There is also a pooling layer to reduce the size of the matrix before the second convolution process. The last pooling is performed to reduce the size of the matrix in the previous process before finally converted from the 3-dimensional matrix to 2 dimensions in a hidden layer. The last process is to create a fully-connected layer to become the output layer.

The last CNN architecture used in this study is MiniVGGNet. MiniVGGNet has 6 convolution layers and 2 layers fully-connected. The process in MiniVGGNet starts by obtaining image as the Input Layer. The input image is then forwarded to 2 convolution layers, then followed by subsampling process to obtain pooling layer. This process is repeated twice as shown in the Figure 1. The last process is to change the pooling layer matrix from 3 dimensions to 2 dimensions, then forwarded the fully connected layer 2 times.

![Figure 1. Architecture of MiniVGGNet.](image)

The second parameter is the use of optimizer. There are 3 optimizers tested for each CNN architecture. They are Adadelta, Adam, and SGD. The third parameter is image sizes as input for the CNN. The image size that will be used are 32x32, 48x48, and 64x64. Finally, the network will also be tested with different numbers of epochs during the training process. Each combination of the four parameters will be a model of the results of the training.

Two types of data will be used in this study. The first data is the image obtained from Google Image and used as both training and testing data (in-sample data). The second data is obtained from photos taken directly using a smartphone for the evaluation process (out-sample data). All data grouped into 3 types: sedans, jeeps, pick-ups (group 1), trucks with 2 axles (group 2) and trucks with 3 axles (group 3).
The total number of first data is 2,932 images with the distribution of 1,794 images representing group 1, 507 images representing group 2 and 631 images representing group 3. The total numbers of second data is 150 images, with the distribution of 50 group 1 vehicle images, 50 group 2 vehicle images, and 50 group 3 vehicle images.

The classification accuracy is based on true positive (TP), true negative (TN), false positive (FP) and false negative (FN) values. Accuracy percentage is obtained using the formula:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \times 100\%
\]  

3. Results and Discussion

The choice of type of architecture for training data greatly affects the speed of network training. This is because of differences in the number and type of layers in each architecture. The training process for architectures with a small number of layers will be faster than many layers of architecture. In addition to the type of architecture, differences in training speed can also occur due to the use of Graphic Processing Unit (GPU) during the training process. Table 1 shows the speed comparison of training process using CPU and GPU from different input image size.

Table 1. Speed comparison of training process for 1 epoch (in second)

| Image size | ShallowNet | LeNet | MiniVGG |
|------------|------------|-------|---------|
|            | GPU        | CPU   | GPU     | CPU   | GPU   | CPU   |
| 32x32      | 0,79s      | 2,35s | 0,91s   | 16,77s| 3s    | 39s   |
| 48x48      | 1,39s      | 5,88s | 1,55s   | 39,82s| 7s    | 75s   |
| 64x64      | 2,24s      | 9,06s | 2,46s   | 63,75s| 12s   | 135s  |

As shown in table 1, each architecture shows different speed of training. One factor that affects the speed is the numbers of convolution layer and pooling layer in each respective architecture. ShallowNet has only 1 convolution layer and the training speed is the fastest compared to the other 2 architectures. On the other hand, MiniVGG has the largest numbers of convolution and pooling layers. It takes 3,7 times longer compared to ShallowNet for 1 epochs training using GPU and 16 times longer for 1 epochs training using CPU.

The use of GPU also greatly affects the training speed. For example, in training using the GPU for MiniVGG architecture, each epoch takes 3s, 7s and 12s for 32x32, 48x48 and 64x64 image size respectively. This training time is much faster compared to training using CPU, where each epoch takes 39s, 75s and 135s for 32 x 32, 48x48 and 64x64 image size respectively. This speed difference is large, but not as large as the speed difference using LeNet architecture.

For the classification accuracy, we use 2 types of evaluation. The first one is evaluation using in-sample. In this evaluation, we used 2,932 images (794 images of group 1 vehicle, 507 images of group 2 vehicle and 631 images of group 3 vehicle) for both training and testing. The accuracy percentage is calculated using [1]. Table 2 is the accuracy of in-sample data using ShallowNet, LeNet and MiniVGGNet with different optimizer. All networks were trained using 40 epochs with 64x64 image size.

Table 2. In-sample Accuracy

| Architecture | Optimizer | Adadelta | Adam | SGD |
|--------------|-----------|----------|------|-----|
| ShallowNet   | 99,72%    | 99,69%   | 99,62% |
| LeNet        | 61,19%    | 99,62%   | 99,76% |
| MiniVGGNet   | 99,08%    | 98,19%   | 98,43% |
The second evaluation is using out-sample data. This evaluation was conducted to verify the accuracy of the CNN network in the first evaluation. Evaluation was carried out using 150 vehicle images with the distribution of 50 images for each group. All evaluation data that will be used are new images that are excluded in the training process. The out-sample data is obtained by taken photo directly on the road. Examples of out-sample data are shown in the Figure 2.

![Examples of out-sample data. Left-right: group 1, group 2 dan group 3 vehicle](image)

The accuracy of out-sample data is shown in the Table 3.

| Architecture | Optimizer | Adadelta | Adam | SGD |
|--------------|-----------|----------|------|-----|
| ShallowNet   | 59%       | 58%      | 59%  |     |
| LeNet        | 33%       | 62%      | 62%  |     |
| MiniVGGNet   | 73%       | 71%      | 71%  |     |

Accuracy obtained from out-sample data as shown in Table 3 is lower compared to in-sample accuracy. This shows that the network can recognize images in the training data up to 99%. However, the network was not good at generalizing new images. The best accuracy for out-sample data is 77% which is obtained from MiniVGGNet with Adadelta optimizer.

There are several things that affect the accuracy for out-sample data. First is image resolution and orientation in the data training. This study uses training images obtained from Google Image. Those images have different resolution and orientation. This is a major problem because all training images will be resized to square resolution (32x32, 48x48, and 64x64). All training images with a square resolution will be resized proportionally. However, training images with rectangular size will distort and cause changes to the characteristics of the object (vehicle) itself. The second factor that affect the accuracy is the similarity of group 2 and 3 vehicles. CNN classifies using the characteristics obtained in the convolution process. Consequently, all images that are similar but have different group will confuse the network. This led to a lack of weight improvement during the training process and eventually failed to correctly classify the image.

### 4. Conclusion

Based on the results obtained in this study, it can be concluded several things as follows:

1. We have developed a system prototype that can automatically classify vehicle using the Convolutional Neural Network method.
2. Testing various architectures and parameters used for CNN network training shows that networks with 64x64 input image get higher accuracy than images with 32x32 and 48x48 inputs. In epoch parameters, networks with epoch 40 numbers produce better accuracy than networks with epochs 20 and 30. CNN with MiniVGGNet architecture gets better accuracy than CNN with the ShallowNet architecture.
3. Based on evaluation, the best CNN network is MiniVGGNet with Adadelta optimization function, 64x64 input image size, and 40 epochs. Up to 73% accuracy is obtained from the network evaluation.
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