A jet-dominated model for a broad-band spectral energy distribution of the nearby low-luminosity active galactic nucleus in M94
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ABSTRACT

We have compiled a new multi-wavelength spectral energy distribution (SED) for the closest obscured low ionisation emission line region (LINER) active galactic nucleus (AGN), NGC 4736, also known as M94. The SED comprises mainly high resolution (mostly sub-arcsecond, or, at the distance to M94, \(\lesssim 23\) pc from the nucleus) observations from the literature, archival data, as well as previously unpublished sub-millimetre data from the Plateau de Bure Interferometer (PdBI) and the Combined Array for Research in Millimeter-wave Astronomy (CARMA), in conjunction with new electronic Multi Element Radio Interferometric Network (e-MERLIN) L-band (1.5 GHz) observations. Thanks to the e-MERLIN resolution and sensitivity we resolve for the first time a double structure composed of two radio sources separated by \(\sim 1''\), previously observed only at higher frequency. We explore this dataset, that further includes non-simultaneous data from the Very Large Array (VLA), the Gemini telescope, the Hubble Space Telescope (HST) and the Chandra X-ray observatory, in terms of an outflow-dominated model. We compare our results with previous trends found for other AGN using the same model (NGC 4051, M81*, M87 and Sgr A*), as well as hard and quiescent state X-ray binaries. We find that the nuclear broadband spectrum of M94 is consistent with a relativistic outflow of low inclination. The findings in this work add to the growing body of evidence that the physics of weakly accreting black holes scales with mass in a rather straightforward fashion.
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1 INTRODUCTION

At 4.8±0.8 Mpc, M94 is the closest known galaxy that has a low-luminosity active galactic nucleus (LLAGN) classified as an obscured low ionisation emission line region LINER (L2, Ho et al. 1997; Roberts et al. 2001) and is the least luminous member of the LINER class found thus far (\(L_{\text{bol}} \sim 2.5 \times 10^{40} \text{ erg s}^{-1}\); Constantin & Seth 2012). Therefore the M94 nucleus represents a unique possibility to probe the extremely low-accretion rate physics thought to govern these types of sources. In this work we aim to do a multi-wavelength study of this source and hence we will first briefly describe this source in different wavebands.

M94 has an optical radius \(R_{25}\) of \(\sim 5.6'\) or \(\sim 7\) kpc (Trujillo et al. 2009) and was identified as a member of Hubble class (R)SAB(rs)ab (Hubble 1926; Buta et al. 2007), i.e. an early type spiral galaxy with star-forming rings. The central surface brightness profile in infrared reveals a double Sérsic structure (Richings et al. 2011, these sources are on average less radio-loud than so-called “core” galaxies). Eracleous et al. (2002) observed a complex X-ray structure, harbouring a myriad of discrete X-ray sources.

Maoz et al. (1995, 2005) speculate that the galaxy hosts a double AGN in the process of merging, which may have triggered a starburst episode and could explain the observed
morphological and kinematic features. On the other hand, there has been much debate about whether even a single AGN is lurking in M94, as the LINER could just as easily be ionised by e.g. the UV radiation from hot, young stars, collisional shocks or a population of stellar black holes (BHs; e.g. Roberts et al. 1999; Pellegrini et al. 2002 and references there-in). However evidence that M94 harbours an AGN has been accumulating: The second brightest X-ray source (as seen by Chandra) has counterparts in the UV (Maoz et al. 2005) and radio (Körding et al. 2005; Nagar et al. 2002, 2005) and hence seems to correspond to a supermassive BH (SMBH). Further evidence for the AGN nature of this source includes e.g. its variability in the UV (Maoz et al. 2005), and more recently the analysis of archival HST Space Telescope Imaging Spectrograph (STIS) data by Constantin & Seth (2012), who discovered a broad Hα emission line in the nuclear optical spectrum; generally considered the “smoking gun” for AGN emission.

Perhaps the best evidence for what is the dominant source of ionisation in M94 comes from detailed optical spectroscopic analysis of the emission lines originating from the narrow line region (NLR). Emission line diagnostic diagrams (generally referred to as BPT diagrams, after Baldwin et al. 1981) make use of the ratios of optical lines ([N II]/Hα, [O III]/Hβ) to separate galaxies dominated by star formation (SF) from those dominated by AGN emission (also see Veilleux & Osterbrock 1987; Kauffmann et al. 2003; Kewley et al. 2006; Schawinski et al. 2007). When the [S II] and [O I] lines are also detected, the BPT diagrams allow us to accurately classify the cores of galaxies that are not dominated by stellar processes into two main types of AGN: LINERs and Seyferts. The former are generally of lower bolometric luminosity (Lbol) and higher radio loudness, while the latter are historically associated with higher Lbol, radio quiet sources (but see e.g. Ulvestad & Wilson 1989; Ho & Peng 2001; Maitra et al. 2011 and references therein). Figure 2 in Constantin & Seth (2012) summarises the currently available M94 nuclear optical spectroscopy and shows it is consistent with a LINER (also see Mostakas & Kennicutt 2006).

It is a topic of ongoing investigation whether the two different types of AGN mentioned above may actually correspond or “map” to certain states found in their low-mass relatives, the BHs in X-ray binaries (i.e. BH binaries; BHBs) (Merloni et al. 2003; Falcke et al. 2004; Körding et al. 2006; McHardy et al. 2006; Plotkin et al. 2012). We observe BHBs in predominantly two spectral states, named after their appearance in X-rays (see, e.g. Remillard & McClintock 2006 or Belloni 2010 for reviews on BHB spectral states). The soft state X-ray spectrum is dominated by a soft, thermal component, usually associated with a geometrically thin, optically thick accretion disc (Novikov & Thorne 1973; Shakura & Sunyaev 1973). The Hard State (HS) is dominated by an optically thin, hard X-ray component, that is usually thought to be due to inverse Comptonisation of a thermal input (Thorne & Price 1975; Sunyaev & Truemper 1979). In addition to this power-law-like emission, the HS also displays high RMS noise and the presence of compact, steady jets. Hence on the surface it is tempting to associate the LINER class with the HS and the Seyfert class with the soft state of BHBs however see Sec. 6.1), but to see how far this ostensible comparison would hold or fail, more quantitative comparisons are necessary. While BHBs can typically change state on humanly observable timescales of days to weeks, their supermassive counterparts are much slower to go through their evolution because of the length scales involved, with typical timescales expected for state changes easily exceeding 10^4 years (e.g. Keel et al. 2012, 2015; Schawinski et al. 2015 and references therein). Hence it is nearly impossible to directly observe state changes in AGN. Interestingly, however, AGN that show significant variation in the intrinsic luminosity have been observed (see e.g. LaMassa et al. 2015; Koay et al. 2016, and references there-in). In addition, for the first time a quasar was found to “switch off”, possibly due to a transition into a radiatively inefficient state (Schawinski et al. 2010). More indirect evidence that AGN can change state comes from X-ray images of cavities in clusters of galaxies, showing activity cycles of ~10^7-10^8 years (e.g. Birzan et al. 2004). Clearly such findings show the merits of studying and comparing the evolution of BHs on both ends of the mass-scale, specifically for the predictive nature of low mass BHB evolution when used to infer AGN evolution.

Low accretion rate BHBs are generally thought to harbour a radiatively inefficient accretion flow (RIAF). In such flows a thermal-dominated “cloud” of electrons comprise the inner flow. This cloud can be seen as the inner accretion disc that evaporated into a “corona” (Esin et al. 1997; Gilfanov 2010), or can be interpreted as the base of a jet (Markoff et al. 2005, hereafter MNW05), i.e. a magnetised, outflowing corona (e.g. Beloborodov 1999; Malzac et al. 2001; Merloni & Fabian 2002). In this work we explore the concept of mass-scaling in BH systems, investigating a newly compiled broadband Spectral Energy Distribution (SED) of the M94 nucleus in the context of an outflow-dominated relativistic jet paradigm (MNW05, see Section 4 for further references). The SED consists of some of the first data acquired with the recently upgraded e-MERLIN, supplemented by previously unpublished Plateau de Bure Interferometer (PdBI) and Combined Array for Research in Millimeter-wave Astronomy (CARMA) continuum data, as well as archival data and data from the literature. The MNW05 framework is, to date, the only model that has been applied successfully to a variety of BH broadband SEDs on both ends of the mass scale, as well as across the luminosity scale (in terms of the Eddington luminosity, Lbol/LEdd, where Lbol = 1.26 x 10^{38} [M_BH/M⊙] erg s^{-1}, with M_BH the BH mass). Specifically the observations investigated with MNW05 range from a multitude of HS and quiescent state BHBs (MNW05; Gallo et al. 2007; Migliari et al. 2007; Maitra et al. 2009a; Plotkin et al. 2015), to the GRS 1915+105 specific (HS equivalent) χ state (van Oers et al. 2010) to several SMBHs (Markoff et al. 2007, 2008; Maitra et al. 2009b, 2011; Prieto et al. 2016; Connors et al. 2016, in prep.). Consistent with nomenclature used in some of these works we will refer to the core of M94 specifically, as M94*.

We compare the results from fitting the M94* SED with those previously obtained for BHBs and AGN. The BHBs span a wider range in jet properties and we will limit our comparison to the ranges previously found for the different spectral states. The AGN, however, merit an individual comparison: M94* is the closest “pure” LINER and has a dynamical mass of 6.77 ± 1.54 x 10^6 M⊙ (Kormendy & Ho 2013). M81 is also a type 2 LINER (Ho et al. 1997) and has a similar bolometric luminosity in Eddington. M81 has both LINER
and Seyfert characteristics, while the narrow line Seyfert 1 (NLS1) NGC 4051 is a progenitor for Seyfert galaxies; it is one of the original six studied by Seyfert (1943). Due to its relative proximity Sgr A* is not classifiable as LINER or is one of the original six studied by Seyfert (1943). Due to and Seyfert characteristics, while the narrow line Seyfert 1 resolved.

2.1 e-MERLIN radio reduction

All data inspection, flagging, calibration and imaging is done using the Astronomical Image Processing System (AIPS; Greisen 2003), following the e-MERLIN cookbook\(^\text{2}\). M94 was observed by all 7 e-MERLIN stations (Lovell, Jodrell Mk2, Knockin, Delford, Pickmere, Darham and Cambridge) in L-band and in spectral line observing mode on May 5th and May 7th 2014. The phase calibrator is J1242+3751, the bright point source calibrator is 1407+284 (or OQ 208) and the absolute flux density calibrator is 1331+305 (3C 286). The array observed the target and phase calibrator alternately at a \(~7\) min / \(~3\) min cycle, respectively. The time on source totals \(\sim 13.7\) hours. The full bandwidth was 512 MHz, split into 8 spectral windows (SPW)s with each SPW split into 512 channels.

On the 5th of May no flux calibrator was observed, so all fluxes are calibrated using the 1331+305 observation of May 7th. This is usual practice with e-MERLIN and does not add significant uncertainty, as long as there are no changes in the instrumental system.

Before imaging (with IMAGR), the target visibilities were re-weighted according to individual antenna sensitivity. The calibrated data were imaged with natural weighting to maximise sensitivity. Some iterations of self-calibration were attempted, but with a target flux below 1 mJy and an image dynamic range (DR) of only \(~200\), the self-calibration did not lead to improvements. Multi-scale cleaning was attempted, but did not yield an improvement in noise level or DR.

We use separate, source-free noise images, created using a shift in right ascension of 60\(^\prime\), to get an estimate of the RMS of the target image, rather than estimating the RMS from the target image itself. Using this method we can uniformly obtain reasonable estimates of the noise in any target image we make (see Section 2.2), in a way that is less sensitive to local side-lobes\(^3\) whose exact locus can vary from SPW to SPW. We note that despite the advantages of using an offset noise image, it may sometimes lead to an under-estimate of the true RMS, as it may fail to account for RMS contributions of the local side-lobes mentioned above. However, any such additional error is more systematic than statistical, and hence we prefer to use the errors obtained from the noise images for fitting purposes.

\(^{1}\) www.jb.man.ac.uk/~rbeswick/LeMMINGS/

\(^{2}\) www.e-merlin.ac.uk/data_red/tools/e-merlin-cookbook_V3.0_Feb2015.pdf

\(^{3}\) Such side-lobes can appear due to bad data that has gone unnoticed during flagging and/or the lack of self-calibration.
Using 100,000 iterations for the cleaning process yielded images that portray the lowest RMS of ~20 µJy/beam. Corresponding example radio contours are shown in Figure 1.

2.2 Extended steep-spectrum radio source

Since this is the first time the double radio structure in M94 has been resolved in L-band and since the two components differ slightly in coordinates with those found by Körding et al. (2005) it is prudent to investigate the two components, identify the nucleus, and ascertain the nature of the other component. To this end we take advantage of the e-MERLIN broadband capabilities and compile a detailed radio spectrum. Imaging all 8 available SPWs individually however revealed a poor data quality at the lowest-energy SPWs, due to RFI and possibly intrinsic absorption. Hence we bin together the 5 lowest energy SPWs but use individual images for the top three SPWs (cf. Figure A.1). We obtain integrated fluxes for both the point and extended source using AIPS/JMFT. JMFTT reports the error on the fit, and these errors were added in quadrature to the RMS level of the separate noise images. The results are in Table 1, and plotted in Figure 2.

In addition to the e-MERLIN observations, we have populated the radio SED with other VLA (A-configuration only) high-resolution C, X, U and K band data points (at 4.9, 8.5, 15 and 22 GHz respectively).

The C and K band observations were obtained as pre-reduced images from the automated VLA pipeline NVAS (NRAO VLA Archive Survey)\(^4\). The C band images, even though dated as far back as 1983 and 1985, already show the double structure mentioned above (however we found no publication regarding this finding). M94* is not detected at K band in A-configuration, due to an RMS of 0.718 mJy that we will use to include a 3σ upper limit in the broadband SED (Figure 3). As this 22 GHz data offers no extra information regarding the double structure we ignore it in figure 2.

To improve S/N we average the five 8.49 GHz, A-configuration measurements from Körding et al. (2005). The observations were done over a 3 month period and although the absolute flux densities reported for both the point and extended source show some variation, within the errors both the flux densities remained essentially constant.

The 15 GHz measurement is reported in Nagar et al. (2002, 2005). These papers do not report a double structure, however at 0.34 mJy (Körding et al. 2005) the image RMS would have prevented them from detecting the extended source at a 5σ level. Körding et al. (2005) reduced the original data and confirmed the extended source at a 4σ level, but accurate flux determination from this data remained impossible due to the high RMS. Hence they obtained new U band maps from which they report both peak and integrated nuclear flux densities of 1.7 mJy, matching the integrated flux in the Nagar et al. works. Körding et al. also report a 1.1 mJy peak flux density for the extended source (and note that the 0.95 mJy integrated flux density probably has some flux missing due to the small integration box used for this source). Unfortunately they report neither errors on these fluxes nor the RMS for the new images, even though it is clear from context that the new U band images are less noisy than the Nagar et al. maps. Hence considering the extra uncertainty due to the “missing” integrated extended source flux and to remain conservative for the point source flux we will use the Nagar et al. RMS of 0.34 mJy as a 1σ error on the Körding et al. 15 GHz fluxes in Figure 2.

Comparing the spectral indices (α; where \(S_\nu \propto \nu^{-\alpha}\)) in Figure 2, we find that the point source in the south east has an inverted spectrum and hence unambiguously identify this source with the core. With \(\alpha = 0.58\) the northwestern extended component appears to show steep spectrum emission, consistent with slopes seen in star forming regions (0.5 < \(\alpha < 1.0\); e.g. Condon 1992; Dopita et al. 2005; Clemens et al. 2008), or injection indices of extended synchrotron knots (e.g. Kardashev 1962; Biretta et al. 1991). The spectral index found for this extended component by Körding et al. (2005) (from 8.4 to 15 GHz) is \(\alpha = 0.42\); slightly less steep, but broadly consistent.

Looking at the e-MERLIN point source spectrum separately, at around \(-2 < \alpha < -2.5\), the spectral index is quite inverted, which could be due to Synchrotron Self Absorption (SSA) or free-free absorption. Indeed, had the core been resolved the source would have not been compact enough for SSA to be a viable mechanism to explain the absorption, as the magnetic fields required would have been orders of magnitude too high to explain the observed brightness temperature.

As it seems we have correctly identified the core we correlate this source position with multi-wavelength data.

3 MULTI-WAVELENGTH OBSERVATIONS

As M94 is relatively close, it is a well-studied source, observed by many different instruments. We are interested in M94* and thus attempt to match the (0.15") e-MERLIN res-
The emission is unresolved (i.e. is a point-source) with a flux of \( \lesssim 0.4\, \text{mJy} \). However, the core only flux could in reality be \( \sim 0.1\, \text{mJy} \), as the error in absolute flux can be assumed to be less than 10%. Finally, data quality limits were set to limit the influence of bad observations. This way \( \sim 10-20\% \) of visibilities were dismissed. The observing time remaining after calibration and reduction totals 13.3 hours spread over 11 pointings nearly uniformly, giving 1.2 hours for the central pointing.

A continuum uv-table was constructed from the remaining WIDEX visibilities, where 160 MHz-wide frequency ranges covering HCN(1-0) and HCO+(1-0) line emission (at 88.54 GHz and 89.10 GHz, respectively) were excluded. This leaves \( \sim 1\, \text{GHz} \) total bandwidth. The sensitivity across the full \( 1\, \text{GHz} \) bandwidth is 0.065 mJy/beam. Strong emission was found at position RA 12h50m53.068s, Dec 41d07m12.88s, near the phase centre of the observations. This emission was investigated with the GILDAS* routine uvfit. The emission is unresolved (i.e. is a point-source) with a flux of 2.0 mJy. By measuring the flux in the uv-plane the fitting error remains small, and is only truly dominated by the absolute flux error.

Even though the resolution of the PdBI in D configuration is at least an order of magnitude lower than those of the measurements in the other wavebands (beam PSF is 5.7″ by 4.6″), no other significant continuum signal was found within the central 40″ radius. In addition the positional accuracy of the flux measurement is an order of magnitude higher than the PSF size, since it was performed in the UV-plane. Although this unresolved measurement may include some flux from the secondary source observed in radio, extrapolating the tightly correlated spectral index in Figure 2 to this non-core source should contribute no more than \( \sim 0.4\, \text{mJy} \) at these frequencies. Due to the error in absolute flux measurement the true flux density would lie between 1.8–2.2 mJy, however the core only flux could in reality be \( \sim 0.4\, \text{mJy} \) lower. Hence we will use a flux density of 1.8±0.4 mJy for the PdBI measurement, so we can be sure this data point is a good representation of the core emission at this particular frequency, despite the larger PSF.

### 3.1 Millimetre

At millimetre wavelengths we have observations from the Plateau de Bure Interferometer (PdBI)\(^5\) at \( \sim 90\, \text{GHz} \) and the Combined Array for Research in Millimeter Astronomy (CARMA) at \( \sim 110\, \text{GHz} \).

#### 3.1.1 PdBI

The central region (\( \sim 130'' \) diameter) of M94 was observed with 5 PdBI antennae in its D configuration during autumn 2013 (PI Van der Laan). Observations were centred at 88.8 GHz, with a 3.6 GHz initial bandwidth at 2 MHz resolution given the WIDEX correlator. Data reduction was done via the dedicated PdBI pipeline. The output was checked, and generally found to be excellent. Four out of six observational tracks included an absolute flux calibrator (MWC349 and/or LKHa101), and those tracks could be used to also flux calibrate the other two tracks. Overall the absolute flux error can be assumed to be less than 10%. Finally, data quality limits were set to limit the influence of bad observations. This way \( \sim 10-20\% \) of visibilities were dismissed. The observing time remaining after calibration and reduction totals 13.3 hours spread over 11 pointings nearly uniformly, giving 1.2 hours for the central pointing.

A continuum uv-table was constructed from the remaining WIDEX visibilities, where 160 MHz-wide frequency ranges covering HCN(1-0) and HCO+(1-0) line emission (at 88.54 GHz and 89.10 GHz, respectively) were excluded. This leaves \( \sim 1\, \text{GHz} \) total bandwidth. The sensitivity across the full \( 1\, \text{GHz} \) bandwidth is 0.065 mJy/beam. Strong emission was found at position RA 12h50m53.068s, Dec 41d07m12.88s, near the phase centre of the observations. This emission was investigated with the GILDAS* routine uvfit. The emission is unresolved (i.e. is a point-source) with a flux of 2.0 mJy. By measuring the flux in the uv-plane the fitting error remains small, and is only truly dominated by the absolute flux error.

Even though the resolution of the PdBI in D configuration is at least an order of magnitude lower than those of the measurements in the other wavebands (beam PSF is 5.7″ by 4.6″), no other significant continuum signal was found within the central 40″ radius. In addition the positional accuracy of the flux measurement is an order of magnitude higher than the PSF size, since it was performed in the UV-plane. Although this unresolved measurement may include some flux from the secondary source observed in radio, extrapolating the tightly correlated spectral index in Figure 2 to this non-core source should contribute no more than \( \sim 0.4\, \text{mJy} \) at these frequencies. Due to the error in absolute flux measurement the true flux density would lie between 1.8–2.2 mJy, however the core only flux could in reality be \( \sim 0.4\, \text{mJy} \) lower. Hence we will use a flux density of 1.8±0.4 mJy for the PdBI measurement, so we can be sure this data point is a good representation of the core emission at this particular frequency, despite the larger PSF.

#### 3.1.2 CARMA

The continuum observations at 111.5 GHz and 114.5 GHz presented in this paper have been obtained through the CARma and NObeyma Nearby galaxies (CANON) CO (1-0) Survey. In the CANON survey, data from the CARMA and Nobeyama Radio Observatory 45-meter (NRO45) single dish telescope are combined to image the centres of nearby spiral galaxies in the (J=1-0) transition of \(^{12}\text{CO}\) (Koda et al. in prep). Due to its higher sensitivity on the relevant spatial scales, here we present only the CARMA data for the centre of M94.

The CANON observations of M94 at CARMA were taken in eight executions in the C and D configurations from January 2007 through March 2008 and are described in more detail in Donovan Meyer et al. (2013). The survey was designed to provide continuous velocity coverage around the CO (1-0) line with high spectral resolution and used wide continuum windows for calibration. Here we present measurements from the wide continuum windows in both the upper and lower sidebands. The windows are each 406 MHz wide and are centred at 111.5 GHz and 114.5 GHz. The field

---

\(^5\) Now known as the NOrthern Extended Millimeter Array (NOEMA), after a recent upgrade to > 6 antennae.
nuclear emission. Compared to the Spitzer measurements, the Sasmirala data constrains the M94* nuclear flux to a level ∼10 times lower. However Asmus et al. note that the central 100 pc of M94 is completely dominated by extended starlight and so, also considering the range of possible other origins of flux in this waveband (see Section 4), we will use these data points as upper limits.

It is worth noting that Richings et al. (2011) do not find evidence for a point source in the near-IR (in the Hubble F160W filter, at around 1.6 μm).

### 3.3 Optical

The two optical measurements included represent a spectrum obtained with the HST Space Telescope Imaging Spectrograph (STIS). The data were reduced and reported by Constantin & Seth (2012) being sampled over a rectangular aperture of 0.25″ by 0.1″. Considering all the possible origins of “pollution” of the optical (and UV) by non-jet sources we do not fit the detailed spectrum reported in that work, but use the spectrum end-points only, assuming 20% errors, to get an indication of the normalisation at these energies. In any case we do not expect the jet to be dominant in the optical/UV and for these reasons we do not fit the detailed spectrum reported in that work, g) van der Laan et al. (2015), h) Asmus et al. (2014), h) Constantin & Seth (2012), i) Maoz et al. (2005); Eracleous et al. (2010), j) Eracleous et al. (2002).

| Band          | Instrument            | Observed at | Flux (mJy) | Error (mJy) | Scale (″) | Date     | Reference |
|---------------|-----------------------|-------------|------------|-------------|-----------|----------|-----------|
| Radio         | e-MERLIN (L band)     | 1.40 GHz    | 0.57       | 0.030       | 0.15      | 5/2014 a |           |
|               | e-MERLIN (L band)     | 1.59 GHz    | 0.72       | 0.038       | 0.15      | 5/2014 a |           |
|               | e-MERLIN (L band)     | 1.65 GHz    | 0.77       | 0.039       | 0.15      | 5/2014 a |           |
|               | e-MERLIN (L band)     | 1.72 GHz    | 0.81       | 0.043       | 0.15      | 5/2014 a |           |
| VLA (C band)  | 4.86 GHz              | 1.44        | 0.082      | 0.4         | 10/1983 b| 1/1985 b |           |
| VLA (X band)  | 8.49 GHz              | 1.65        | 0.26       | 0.24        | 6-10/2003 c|          |           |
| VLA (U band)  | 14.9 GHz              | 1.70        | 0.34       | 0.15        | 1/2001 c, d|          |           |
| VLA (K band)  | 22.4 GHz              | 2.15         | 0.718*     | 0.96        | 2/2000 b |           |           |
| Millimetre    | PdBI                  | 88.8 GHz    | 1.8        | 0.4         | 5.7×4.6  | 8-9/2013 e|           |
| CARMA         | 111.5 GHz             | 11.1*       | 3.7*       | 3.3×2.3     | 1/2007–3/2008 a|           |           |
| CARMA         | 114.5 GHz             | 11.7*       | 3.9*       | 3.2×2.3     | 1/2007–3/2008 a|           |           |
| Infrared      | Gemini Michelle (Q band) | 18.1 μm   | 57†        | (19)        | 0.8       | 4/2007 g |           |
|               | Gemini Michelle (N band) | 11.2 μm  | 13†        | (3)         | 0.5       | 4/2007  g|           |
| Optical       | HST STIS              | 6867 Å      | 0.881      | 0.176       | 0.1       | 6/2002 h |           |
|               | HST STIS              | 6295 Å      | 0.768      | 0.154       | 0.1       | 6/2002  h|           |
| Ultraviolet   | HST ACS F330W         | 330 nm      | 3.1        | 0.043       | 0.5       | 6/2003 i |           |
|               | HST ACS F250W         | 250 nm      | 0.123      | 0.024       | 0.5       | 6/2003  i|           |
| X-ray         | Chandra-ACIS         | 1 - 8 keV   | see Fig 4  | 1.35        | 5/2000, 2/2009 j|           |           |

Table 1. Summary of observations of the multi-wavelength data included in the nuclear SED in Fig 3. For completeness we quote in parentheses the Gemini Michelle 1σ errors, however these are unused as we use the two data points as upper limits (see text). The other three upper limits used (VLA K band and CARMA) are 3σ and the values quotes in the error column here denote the image RMS and are marked with an asterisk. The millimetre observations as well as the upper limits may include contributions from the extended source, described in section 2.2. References: a) This paper, b) NRAO VLA Archive Survey, c) K¨ording et al. (2005), d) Nagar et al. (2002, 2005), e) van der Laan et al. (2015), g) Asmus et al. (2014), h) Constantin & Seth (2012), i) Maoz et al. (2005; Eracleous et al. (2010), j) Eracleous et al. (2002).

† Upper limit.
* Image RMS.
Telescope Science Institute (STScI) pipeline as well as aperture photometry that has been done by Maoz et al. (2005), within a 10 pixel (0.27″) radius centred on the unresolved point source. These UV data are also used for SED fitting in Nemmen et al. (2014). Eracleous et al. (2010) employed two different methods to de-redden the data, a starburst extinction law (Calzetti et al. 1994) and a maximum correction corresponding to the Milky Way law of Seaton (1979). For our fluxes we take the average of the latter and the under-eddened flux and use these extremes to determine the error bar sizes.

3.5 X-ray

Using the Advanced CCD Imaging Spectrometer (ACIS), Chandra has observed M94 three times since its launch: twice in 2000 (ObsID 808, 47.37 ks and ObsID 410, 2.31 ks) and once in 2008 (ObsID 9553, 24.35 ks). Considering the relatively short exposure for ObsID 410 we choose to ignore this observation and reduce the other two using the standard CIAO (Chandra Interactive Analysis of Observations) software, v4.8 (Fruscione et al. 2006) and the CALDB version 4.7.2 calibration files. After extracting the spectra from the individual observations (with the CIAO tool specextract) we fit for both datasets simultaneously, however the 2000/2008 observations have been performed in VFAINT/FAINT mode and ACIS-S/ACIS-I respectively.

For both datasets we have to choose an appropriate extraction region. The normal pixel size of the CCD is 0.49″, while the PSF should be slightly smaller. We are interested in a point source, however the error in the absolute photometry is of the same order as the pixel size. In addition there is an energy dependence of the Chandra PSF such that the hard end of the PSF may have large wings that will fall beyond the extraction region if the latter is chosen too small. However the field is crowded, with close neighbours limiting the size of the extraction region. Hence, we choose a circle that maximises surface area and includes the coordinates of the nucleus (at 15 GHz, which closely align with the PdBI observations, see above) but whose radius does not exceed the half-way points between the nucleus and the two closest neighbouring sources. The resulting extraction region is centred on coordinates 12:50:53.066 +41:07:12.73, has a radius of 1.35″ (see Fig. 1). To estimate the background we use 5 circular regions of 2.75″ radius, randomly placed at empty regions roughly 1″ away from the target. The final X-ray spectra are presented in Figure 4.

The usable energy range of Chandra is 0.36–8 keV. Below this range electronic noise dominates the signal from the sky X-rays, while above 8 keV there is negligible instrument response (Doane et al. 2004). In Figure 4 we see two components below 1 keV (that can be modelled well as a thermal plasma, at ~ 0.1 and ~ 0.6 keV, see Roberts et al. 1999; Pellegrini et al. 2002) contaminating the spectrum. These excesses observed in the X-ray SED seem due to larger-scale emission, e.g. hot, collisionally excited ISM, iron L and/or Ne~n lines (at < 1 keV) and oxygen lines at lower temperatures, likely to be due to star formation and perhaps only indirectly related to the AGN by shocks. For an AGN at such low accretion rates there should be no soft X-ray contribution from the accretion disk blackbody emission, so these lower energies can be safely ignored by our model. Therefore we truncate the spectrum to consider only X-rays > 1 keV.

3.6 Variability

The data in our SED are non-simultaneous. As explained in the introduction, this need not be a problem, since AGN tend to go through their evolution on extremely long timescales. LINERs can however be highly variable on timescales of months to years (with typical peak-to-peak amplitudes from a few to 50%), particularly in the UV and X-ray bands (e.g. Maoz et al. 2005; Pian et al. 2010; Yonnes et al. 2011). Therefore we will briefly discuss the variability in the different domains, starting at low energy.

In the the radio through millimetre we may observe small fluctuations in the jet, consistent with adiabatic expansion or from normal physical variations in the input power, jet structure or accretion rate, travelling away from the nucleus as “wiggles” in the spectrum. Markoff et al. (2008) found evidence for such “waves of variability” in M81*. However we see a consistently inverted spectrum, that increases almost perfectly monotonically with energy, at least up to PdBI frequencies. Hence, it seems unlikely that the variability in this domain should be significant at the time scales we are looking at, even though the observations used are spread over the past three decades in time (perhaps indicating a remarkably steady jet).

In infrared and optical bands we do not expect to see much variation, since we will mainly see galaxy light here. In the UV however, variation is expected for AGN. For M94*, Maoz et al. (2005) measured a variability of 5 % and 1 % in the HST F250W and F330W ACS bands respectively, confirming an AGN could be responsible for a significant contri-
bution in the UV bands. In addition, between 1993 and 2003 these authors observe long term variability of a factor of 2.5 in the UV, also indicative of an AGN. We do not expect these variations to be due to the jet. Moreover, for our modelling, variability in the IR-to-UV can be mostly ignored: As the jet is not expected to be the dominant component here (see below for discussion) it will not tell us much about the physics we want to study in this work. As will be explained in Section 4 we model these energies with a thin accretion disc as the dominant component and so the jet model results will not be sensitive to variability in the UV.

The X-ray variability of M94* has been examined several times before using different instruments. Roberts et al. (1999) found no evidence for long-term (multi-year) variability comparing ROSAT and ASCA data, constraining the amplitude of the variation of observations four years apart to \(\lesssim 30\%\). Also Pellegrini et al. (2002) found no evidence of 2–10 keV flux variations between ASCA and BeppoSAX observations, separated by five years. These instruments may conceal variation, however, due to a larger ratio of diffuse-to-core emission expected to be included in their relatively coarse PSFs, compared to Chandra and XMM-Newton. Our Chandra observations were obtained 8 years apart. However integrating and comparing the 1-6 keV X-ray flux of these individual observations, we only see evidence for \(\sim 2\%\) long term variability. Eracleous et al. (2002) also look into the short-term variability for their dataset and constrained the excess variance to 0.06±0.04 s\(^{-1}\), i.e at the 5–10% level only at timescales of a few hours.

From the above considerations we believe the variability in M94* is insufficient to significantly influence our conclusions, as evidence suggests that it is a remarkably stable source. Hence the results from fitting the SED (Section 5) should be robust enough to interpret and compare with other sources studied with MNW05.

## 4 JET PARADIGM

For spectral fitting we use the Interactive Spectral Interpretation System ISIS (Houck & Denicola 2000), compiled with XSPEC (Arnaud 1996) 12.8.2 libraries. ISIS allows us to forward-fold the model flux predicted by MNW05 through the Chandra detector response matrices during fitting (while all non-Chandra data is fitted directly).

For details of the MNW05 model we refer to previous works of e.g. Markoff et al. (2005); Maitra et al. (2009a); van Oers et al. (2010), but we will briefly describe the main parameters here.

There are several physical parameters to the model that are fixed by observations, such as the BH mass \((M_{\odot})\), the distance \(d\) and jet inclination \(i\). The jet itself is identical to a Blandford & Konigl (1979) scenario, compact and stratified, consisting of multiple self-absorbed zones and has a length \(z_{\text{max}}\). All length scales are in units of gravitational radii \(r_g = GM_{\odot}/c^2\). The base of the jet, or jet “nozzle”, is cylindrical, with radius \(r_0\) and height \(h_0/r_0\) The power entering the jets is represented by \(N_j\), which is the dominant fitted parameter. \(N_j\) scales with the accretion power. The energy fed into the nozzle is divided between the kinetic and internal pressures, assuming the electrons are mainly responsible for the radiation, while cold (non-relativistic) protons carry the bulk kinetic energy. The ratio of the magnetic and particle energy densities is referred to as the equipartition factor \(k = U_B/U_e\), with \(U_B = B^2/8\pi r\) the magnetic energy density, \(B\) the magnetic field, and \(U_e\) the electron energy density. The nozzle electrons are assumed to be in a quasi-thermal, mildly relativistic Maxwell-Jüttner velocity distribution of temperature \(T_e\), but at some length \(z_{\text{acc}}\) from the jet-base we assume 60% of the electrons are accelerated into a power-law tail \((N(E) \propto E^{-\gamma})\), where \(\gamma\) is a free parameter, assuming a process like diffusive shock acceleration (e.g. Jokipii 1987). However we remain agnostic about the true acceleration process and parametrise the acceleration efficiency with a factor \(\eta_{\text{acc}}\) that we fit for and in doing so absorb the unknowns. In all segments beyond the nozzle the jet is assumed to expand quasi-isothermally (see Crumley et al., in prep.), causing a longitudinal pressure gradient that accelerates the bulk-plasma asymptotically to Lorentz factors of 2-3 (derived from the Euler equations; Falcke 1996).

The MNW05 framework incorporates cooling due to expansion, and synchrotron and IC losses under the assumption of a constant injection of fresh, high energy power-law leptons in each segment after the acceleration front. However if the cooling is fast, the injection rate may not be high enough to compensate for the cooling. If the dynamical timescale \(t_{\text{dyn}}\) of a segment (i.e. the lepton residence time) is at least of the order of the lepton synchrotron lifetime \(t_{\text{syn}}\), synchrotron losses will be significant. As a consequence the index of a steady state power-law electron distribution will be steepened by unity, from \(p\) to \(p + 1\). The turnover point where the indices steepen is referred to as a cooling break and should occur around \(E_{br} = \frac{2\pi m_e c^3}{\eta_{\text{acc}}} B r_{\text{syn}}^2\) (Kardashev 1962).

We also multiply the outflow model by an absorption model \((\text{phabs} \text{ in ISIS})\), parametrised by the line-of-sight hydrogen density \(N_H\) (see Sec. 4.1 for details), which shows the biggest contribution in the softest X-rays.

We also include an optically thick, geometrically thin multi-colour accretion disk with a temperature profile of \(T \propto R^{-3/4}\), following Shakura & Sunyaev (1973); Mitsuda et al. (1984); Makishima et al. (1986). This disk is parametrised by an inner radius \(r_{\text{in}}\) (with a temperature \(T_{\text{in}}\)) and an outer radius \(r_{\text{out}}\). Although the photons coming from this disk are available for Compton up-scattering by the leptons in the base of the jet, for M94* the contribution of this effect to the total model flux is insignificant. Furthermore, for LINERs the canonical “big blue bump” (e.g. Elvis et al. 1994) is often missing (e.g. Ho 1999; Eracleous et al. 2010), hinting at a truncation/disappearance of a thin accretion disk. For LINERs the UV spectrum in \(\log v - \log (vF_v)\) representation is usually of comparable amplitude to the X-ray spectrum (see e.g. Fernández-Ontiveros et al. 2012), however M94* is \(~ 100\) times brighter in UV than in X-ray. This is understandable as for most galaxies the flux in the IR-to-UV bands is expected to be an amalgamation of both galactic (e.g. stellar population and dust) and nuclear contributions (e.g. jet synchrotron, thermal radiation from a minor accretion disk, as well as reprocessed radiation from dust in a torus or narrow line region). In theory it should be possible to use a combination of stellar population synthesis templates (e.g. Bruzual & Charlot 2003) and other models to account for all these components accurately. However the available data is insufficient to accurately disentangle the ex-
act flux contributions in this energy range. Hence we make use of the (quasi-)thermal thin disk to model these 2 Gemini upper limits and 4 HST data points and account for the normalisation at this energy. In effect this disk subsumes all unseparated non-jet contributions from all the components mentioned above (stars, dust, etc). This approach allows us to focus on the broadband spectrum and implied physics of the compact jet source only.

In the X-ray band, to account for the different Chandra modes/instruments/varying PSFs as well as possible source variability we allow a constant to determine the relative normalisation for the 2008 data compared to the 2000 dataset, as the latter has significantly more counts due to the longer observing time. Fitting data of different epochs should have the added benefit of further averaging out some of the expected variability in the X-rays (which is small to begin with, see Sec. 3.6).

4.1 Fixed and limited input parameters

As mentioned above we fix the observable model parameters, or put limits on the ranges allowed using results from the literature. These values and ranges are listed in Table 2.

Tonry et al. (2001) determined the distance $d$ to M94 from surface brightness fluctuations. We however use a corrected value reported in Eracleous et al. (2010), who subtracted 0.16 mag from the distance modulus in Tonry et al., following Jensen et al. (2003).

The black hole mass $M_{\text{BH}}$ is a dynamical measurement quoted from Kormendy & Ho (2013).

The compact jets in M94 have not been resolved and therefore the jet inclination is unknown. Moreover there is no correlation expected between the AGN jet inclination and the galaxy disk inclination (Kinney et al. 2006; Netzer 2015). The jet inclination could however be causally linked to the inclination of the inner galactic disk. Based on the shape of the inner ovaly distorted disk Erwin (2004) reported a galaxy inclination of $i = 35^\circ$. Consistent with this value, de Blok et al. (2008) found the galaxy disk inclination decreasing from $\sim 50^\circ$ from the outer disk to the inner disk, based on H I measurements. In our fits, lower inclinations are preferred to accommodate the relative flatness of the radio spectrum (higher inclinations yield a more inverted spectrum due to mild relativistic beaming). Hence for fitting we will use the bottom/inner disk value from de Blok et al. (2008) of $i = 29^\circ$.

We limit the range for the absorption column $N_H$, requiring it to fall between the value corresponding to Galactic absorption alone (Stark et al. 1992) and the upper limit that was found by (Eracleous et al. 2002), who fitted the 2002 Chandra spectrum data (that is also included in our SED) with an absorbed power-law.

With regards to the electrons we make a few assumptions: We use a particle distribution index $2 < p < 2.5$, consistent with diffusive shock acceleration (e.g. Heavens & Drury 1988; Lemoine & Pelletier 2003; Nemmen et al. 2014 and references there-in). Also, as we see no evidence in the SED of a high-energy, exponential cutoff, we will assume the acceleration of the leptons occurs efficiently, and set $s_{\text{esc}} = 0.01$ in synchrotron dominated fits. This value is high enough to set the cutoff beyond the energy range covered by our M94* data. Lastly this model is only valid for electron temperatures $T_e$ greater than $m_ec^2/k_B = 5.94 \times 10^9$ K, as below this value the electrons would mainly emit cyclotron radiation instead of synchrotron radiation and we do not model the former separately.

5 RESULTS

We use the script conf_loop to iteratively search for confidence intervals on free parameters, using a tolerance of $\Delta \chi = 10^{-3}$. As our data were not obtained simultaneously, it is impossible to assess errors resulting from systematics due to possible variability in M94*. However, as explained in Section 3.6, we see evidence of only limited variability in this source. Hence we include all the 90% confidence limits obtained$^7$, in Table 3. The associated fits are displayed in Fig. 5 – 7.

For most LLAGN it is difficult to constrain the dominant radiative mechanism (e.g. Plotkin et al. 2012), due to degeneracies within the possible radiative mechanisms. Firstly, within synchrotron there is an intrinsic degeneracy, where energy distributed into either the particle energy density or the magnetic energy density can work to enhance the spectral flux, since both an increase in lepton density (number of particles radiating), as well as a stronger magnetic confinement of these particles (individual particles radiating more) can increase the net flux. Secondly, both synchrotron and inverse-Compton processes can create power-law radiation. Hence, unsurprisingly, we find three statistically good models with acceptable physical model parameters. In the first fit (from here on referred to as SYN) the X-ray spectrum is well-approximated by optically thin synchrotron photons originating from the acceleration region at $z_{\text{acc}} \sim 100$ $r_g$. The second fit has incrementally better statistics compared to the other two, and since the most salient difference is a significant synchrotron self-Compton (SSC) contribution in the softer X-rays we will refer refer to this fit as SYNCOM. Thirdly we obtained a fit where the X-rays are fully dominated by SSC (hereafter: COM). In the following we proceed to describe and compare these fits and explain why the SYN fit seems the most physically tenable. Consequently we will compare our M94* modelling with other sources previously modelled with MNW05 in Section 6.1.

$^7$ We do not quote confidence limits on the acceleration zone distance ($z_{\text{acc}}$) due to the segmented nature of the MNW05 jet. As the jet is composed of discrete zones, neither the location nor the confidence limits can be accurately determined.
Figure 5. M94* multi-wavelength broadband (top) and X-ray only (bottom) SED and best-fit model for the SYN fit (see Table 3). The broadband SED is as in Figure 3 (without the Spitzer data). The bottom plot is a simple magnification of the upper plot, but with the energy scale in keV instead of frequency. Hence all lines, colours and symbols are the same in both plots and will be defined below. Individual components from the MNW05 model are shown with the following lines/colours: The cyan dotted curve is the jet pre-shock synchrotron contribution. The green dash-dotted curve represents the contributions in the IR-to-UV, modelled by a multi-colour accretion disc. The magenta solid curve represents the Compton-up-scattered seed photons from both the synchrotron self-Comptonisation (SSC) of the pre-shock synchrotron and the accretion disc, although, considering the relative normalisations of those components, the latter only contributes weakly in these models. The solid grey line indicates the total of the above components (however not forward-folded through the detector response matrices). Only visible in the bottom plot, the black dashed lines show the forward-folded model fluxes (albeit only where data is present) for both X-ray data sets that are denoted by orange diamonds and blue triangles respectively (as explained in Fig 4).

Table 3. Best-fit model parameters for M94* (see Section 4 for detailed description): The jet-related parameters are $N_j$ = the scaled jet power, $T_e$ = the electron temperature in the jet base, $r_0$ = the radius of the jet base, $k$ = the ratio of thermal electron energy density to magnetic energy density, $e_{\text{scat}}$ relates to acceleration efficiency, $p$ = the accelerated particle distribution index, $z_{\text{acc}}$ = the location where particle acceleration starts in the jets, $h_0/r_0$ is the scaled height of the jet base). An asterisk (*) indicates that a parameter was frozen at the value given. We failed to resolve both upper and lower limits of the error bars for parameters listed in italics, while we failed to resolve either an upper, or a lower bound for parameters with a greater-than sign ($>$, meaning the true confidence limit is farther removed from the parameter value than indicated by the limit value). To fit the e-MERLIN slope well at the lowest radio frequencies the length of the jet $z_{\text{max}}$ was fixed to $10^{16.15}$ cm (to avoid over-interpreting the model we do not allow this parameter freedom to vary, see text).

SYN

The X-rays of the SYN fit are dominated by optically thin cooled synchrotron radiation, displaying a steepening of slope in the soft X-rays. Observing this break is consistent with findings in Russell et al. (2013) who predict such a break between the UV and the X-rays at the X-ray luminosities (in Eddington) that M94* portrays. The fit shows all confidence limits resolved, except for the upper limit of the particle distribution index $p$ (within the range allowed). A marginal SSC contribution is seen in the UV – soft X-rays, however this component is not needed to adequately fit the data and hence the jet height-to-base ratio $h_0/r_0$ was fixed to 1.5, consistent with previous works. At $k$ ∼ 0.9 the jet would be slightly sub-equipartition, however within the errors a magnetically dominated jet cannot be ruled out. Considering the large upper limit on the jet base radius, the nozzle appears less compact than in the other two jets.

SYNCOM

In absolute terms the SYNCOM model shows the best statistics of all three fits. The improvement in $\chi^2$/DoF is mainly due to a lower residual for the submm PdBI data point due to a slightly flatter model radio spectrum. In the MNW05 model, mainly the inclination determines how flat or inverted the radio spectrum is, with higher inclinations leading to more
Figure 6. Multi-wavelength broadband (top) and X-ray only (bottom) SED and best-fit model of M94* for the syncom model (see Table 3). Definitions of lines, colours and symbols are explained in Figure 5. Please note that in the top panel the (insignificant) SSC component has not been plotted below ~2 x 10^{12} Hz, due to numerical breakdown of the model.

Figure 7. Multi-wavelength broadband (top) and X-ray only (bottom) SED and best-fit model of M94* for the com model (see Table 3). Definitions of lines, colours and symbols are explained in Figure 5.

degrees of freedom and avoid degeneracy. Hence we will exclude the syncom fit from detailed further analysis, but have included it here for completeness.

As is also clear from the syncom fit above, a significant SSC contribution requires an increasingly compact nozzle. In the com fit this is evident from the relatively small jet base radius that pushes the lower allowed value of r_0 = r_g. As this value is within the 6 r_g innermost stable orbit of a Schwarzschild BH it suggests M94* is rapidly rotating. An even smaller value of r_0 would place the entire nozzle within the innermost stable orbit of even a maximally spinning “Kerr” black hole. The low value of the ratio of magnetic to particle distribution energies k may however pose a bigger problem. Although values below unity could be possible, it is currently not quite clear what it means in the context of an MNW05 jet, that is assumed to be maximally dominated. Due to uncertainties regarding energy redistribution
in the jet nozzle it is difficult to quantify whether a sub-equipartition flow is physical or perhaps an artefact due to simplifications in the model (also see discussion in Plotkin et al. 2015). In general, particularly for BHBs, the results are more consistent with equipartition. Thirdly, the acceleration efficiency parameter $e_{\text{acc}}$ needed to be fixed (within a truncated range $10^{-6}–10^{-8}$) to avoid the fit evolving towards a dominant optically thin synchrotron contribution in the X-rays (yielding a result similar to one of the two above). Consequently the optically thin synchrotron is not at all constrained by the X-rays. For the same reason the particle distribution index $p$ is not well-constrained. Although this fit seems to be pushing extremes, especially in terms of $r_0$ and $k$, we assert that within the uncertainties of the model this fit can not be excluded from consideration, particularly as this type of solution has been known to describe well other low luminosity sources like quiescent BHBs (Plotkin et al. 2015) and low luminosity AGN.

Further remarks on fits

As explained in Section 4 we assume the presence of an accretion disk and use its quasi-thermal flux to account for the IR-to-UV flux measurements, although additional physical components are expected to contribute. The obtained accurate fit of the optical and UV HST data suggests a thermal origin (perhaps the high energy cutoff of a stellar population), but considering the uncertainties we draw no further conclusions from the obtained disk parameters. We only list them in Table 3 for completeness.

As touched on above: Our fits to the radio spectrum suggest that the inclination chosen (29°) could be on the high side. A lower inclination would yield a flatter radio spectrum and hence better accommodate the PdBI data point. We have set the inclination using observations from de Blok et al. (2008), who quote a value specific for the inner disk to which we assumed the jet may be causally linked (emphasising again that the jet and galaxy disk inclination are not expected to be correlated). For completeness we note that Trujillo et al. (2009) quotes a lower inclination of 8°, inferred from the ellipticity of 3.6 µm isophotes. This value could be more appropriate for the innermost part of the source, since the Spitzer data used to infer this is of higher resolution and H I as a tracer loses potency towards the nuclei of galaxies, as the gas becomes increasingly molecular. As expected, using the lower inclination value from Trujillo et al. resulted in (incrementally) better statistics for both synchrotron and SSC dominated fits, however the overall physical picture did not change. Hence we did not further pursue this avenue, but take this as tentative evidence suggesting the jet inclination in M94* may be less than 29°.

We should note that in our fits the column density $N_\text{H}$ was left free to vary in the range noted in Table 2, but consistently pegged at the lower value of $1.41\times10^{20}\text{ cm}^{-2}$, reflecting Galactic absorption only. The upper limit of $3.3\times10^{20}\text{ cm}^{-2}$ mentioned in Table 2 from Eracleous et al. (2002) was obtained by modelling the X-ray spectrum with a simple power-law only model. As our modelling is more complex, and we only use data above 1 keV, the upper limit may not be relevant for our modelling. Additionally, in Roberts et al. (1999) it is argued that any additional intrinsic absorption in M94* may be masked by soft thermal emission.

Aside from the difference in energy distribution in terms of magnetic to particle energy densities and acceleration efficiency, the two remaining fits SYN and COM actually reflect a rather similar physical picture as they agree on the remaining parameters within about a factor two. In fact not even the magnetic and particle densities are that different, as the SYN model only just exceeds equipartition while the COM model is not too far below. The electron temperatures, particle distribution indices and jet base-radius-to-height ratio are even in excellent agreement. So although we can not discriminate the dominant radiation mechanism, the underlying physical picture in terms of jet geometry and energy budget are well-represented by these two models, that we will compare below with previous explorations.

6 DISCUSSION

Recently Nemmen et al. (2014) also modelled an M94* broadband spectrum. However their modelling was not performed in the context of an outflow-dominated model, but rather focussed on an ADAF-dominant (Advection Dominated Accretion Flow; a type of RIAF) model. In fact, they preclude a jet from being able to fit the M94* X-ray data, noting that the X-ray spectrum would be too hard for a diffusive shock acceleration origin. Their modelling, however, does not include the inverse Compton scattering of seed photons from the jet, while our results clearly indicate that seed photons from an outflow offer an abundant photon reservoir to feed a Compton component. In addition we show that a particle distribution index $p \sim 2.4-2.5$ is adequate to interpret the data. Such values are fully consistent with diffusive shock acceleration (and consistent with Nemmen et al. 2014). Hence this work clearly indicates that not only is a relativistic jet able to explain the observed broadband SED, but also that that a jet model cannot be precluded simply based on the shape of the X-ray spectrum.

6.1 Comparison with other sources

Here we compare the M94* model parameters with approximate values and ranges previously obtained within the MNW05 framework, for BHB states as well as for individual AGN. These values and ranges are summarised in Table 4.

The BHs listed in Table 4 vary considerably in luminosity (in Eddington units) and the normalised power going into the jets ($N_j$) reflects these luminosities, within about an order of magnitude. This relationship is however not expected to be linear as $N_j$ also needs to provide e.g. the kinetic proton energy; an unknown. The normalised jet powers we obtained for M94* are very similar to values obtained for M81*, as both M81* and M94* are classifiable as LINERs and they are of similar $L/L_{\text{Edd}}$ luminosity. Interestingly, however, the jet in NGC 4051 is rather more powerful even though NGC 4051 is a Seyfert. As described in Maitra et al. (2011), NGC 4051 may actually be in a transitional state between soft and hard (assuming we can think of AGN in
terms of BHB spectral states). For Sgr A* the difference between \(N_j\) and \(L_X/L_{\text{edd}}\) is rather large. Sgr A* may generally not even be classified as an AGN (e.g. Goldwurm et al. 1994; Mastichiadis & Osteroy 1994), due to its extremely low luminosity (e.g. Baganoff et al. 2003). Only in its flaring mode do we observe a non-thermal X-ray spectrum, that increases the X-ray luminosities to fundamental plane values during the brightest flares only (Neilsen et al. 2013; Connors et al. 2016). The \(L_X/L_{\text{edd}}\) value we quote in Table 4 is inferred from these non-thermal flares.

At \(\sim 10^{11}\) K, the electron temperatures obtained in both our models are fully consistent with AGN of similar BH mass previously studied within the MNW05 framework as well as with the inner flow of other RIAF models for other LLAGN (e.g. Yuan et al. 2002a,b, 2006; Mościbrodzka et al. 2016). The electron temperatures in the different AGN and BHB states reveal an anti-correlation with the luminosities in Eddington that is qualitatively similar to such correlations found for thermal Comptonisation models (e.g. Miyakawa et al. 2008; Niedźwiecki et al. 2014). There is an indication of a correlation between \(T_e\) and black hole mass, with the BHBs displaying the lowest temperatures and, on the other end of the mass scale, M87 showing the highest mass and the highest electron temperatures. This could be understood if pair production acts as a means for cooling the inner flow (e.g. Begelman et al. 1987), as AGN conditions permit higher electron temperatures before starting pair production. However significant pair production is only expected at high luminosity and high compactness (Malzac et al. 2009).

Table 4. Summary of approximate fitted values and parameter ranges for BHB states and individual AGN from previous MNW05 works. Parameters listed with an asterisk (*) were frozen to the listed value. Quiescent BHBs are A0620-00 and XTE J1118+480, HS BHBs are GX 339–4, GRO J1655–40 and Cyg X-1, the \(\chi\) state BH is GRS 1915+105. For Sgr A* we are quoting results from Conners et al. (2016, in prep.), as these are the best ones available related to (relatively) high luminosity flares (during which Sgr A* falls on the FP, see text). Also listed are the dominant X-ray radiation mechanism (dom. X-ray rad. mech.) for each AGN/BH state. For Sgr A*, the difference between magnetic domination and normalised jet power for BHBs. Markoff et al. (2008) find evidence for a similar correlation in the case of M81* but for the entire AGN sample this evidence is lacking. However we need to bear in mind that this AGN sample is still rather small and modelling was not performed homogeneously. In the future we will be reconsidering all these issues in the context of a new semi-analytical relativistic MHD jet model that is under development, based on work in Polko et al. (2010, 2013, 2014). In summary these trends could be real or they could be artefacts of having too many free parameters at this stage and since the internal pressures are currently decoupled from the jet dynamics. In future work all these parameters will be set up self-consistently.

Interestingly, a more compact jet base together with a sub-equipartition accretion flow (and slightly higher electron temperatures) were also obtained in the SSC dominated fits of the quiescent BHs A0620-00 and XTE J1118+480, when compared to their equivalent synchrotron dominated fits (Gallo et al. 2007; Plotkin et al. 2015, respectively). An equivalent duo of modelling interpretations is seen for Sgr A*, where the absolute differences in these three parameters are remarkably similar to those seen in M94*. Unfortunately, for the other very low luminosity LINER 2, M87, only SSC dominated models were presented (Prieto et al. 2016). Judging from the M87 spectra, it appears possible to model this source with synchrotron dominated X-rays. Doing so would provide further insight into the self-similarity witnessed above for the other lowest accretion rate sources. In the higher luminosity M81* similar statistically equivalent SSC/synchrotron model interpretations are not obtained, but there a fundamentally different model is assumed in the SSC dominated fits, where power-law leptons are injected straight into the nozzle. This change in assumptions precludes a direct comparison between the SSC models of M94* and M81*. In any case for the lowest luminosity sources it appears our current modelling can not unequivocally distinguish the dominant radiative mechanism in the X-rays.

| AGN     | M94 | M87* | Sgr A* | M81 |
|---------|-----|------|--------|-----|
| \(N_j\) \((10^{-4} L_{\text{edd}})\) | 2 \times 10^4 | 4 | 0.03 | 0.04 |
| \(T_{\text{e}}\) \((10^4 K)\) | 0.4 | 1 | 3 | 4 |
| \(r_{\text{g}}\) \((\text{r}_g)\) | 4 | 5 | 2 | 4 |
| \(k\) | 1* | 1-2 | 1.5 | 0.1 |
| \(\sigma_{\text{esc}}\) \((10^{-4})\) | 5-40 | 10^2 | 10^{-3} | 5 |
| \(p\) | 2.7 | 2.4 | 2.6 | 2.5 |
| \(z_{\text{esc}}\) \((\text{r})\) | 130-200 | 40 | 23 | 80 |
| \(h_0/r_{\text{g}}\) | 1 | 5 | 15 | 1.5 |
| \(\log(M_{M94}/M_{\odot})\) | 6.2 | 7.8 | 6.6 | 9.8 |
| \(L_X/10^{37} L_{\text{edd}}\) | 10^2 | 2-6 | 10^{-4} | 10^{-2} |
| Dom. X-ray radi. mech | syn | SSC | syn | SSC |
| References | a, b, c, d, e, f | g, h, i, j, k, l |
Some works suggest an SSC origin for the lowest Eddington accretion rate sources (Markoff et al. 2001; Plotkin et al. 2015; Prieto et al. 2016), and a synchrotron origin at higher accretion rates \(10^{-4} \lesssim \frac{L_X}{L_{\text{Edd}}} \lesssim 10^{-2}\) (Russell et al. 2010). In line with these results a XTE J1118+480 transition from the HS to quiescence suggested the preferred model should change from synchrotron to SSC dominated as the Eddington rate decreased (Maitra et al. 2009a; Plotkin et al. 2015). More such evidence comes from the fact that for the highest accretion rate AGN studied with MNW05, the Seyfert NGC 4051, only synchrotron dominated fits were deemed feasible (Maitra et al. 2009a). However this discussion is far from final, particularly considering the Eddington-rate BHB GRS 1915+105 prefers SSC (van Oers et al. 2010).

In terms of the particle distribution index \(p\), we see general agreement among all sources, with \(2 < p < 3\). In our current modelling we have included a synchrotron cooling break and adequate fits were found at \(p < 2.5\), consistent with Heavens & Drury (1988). Older values of \(p > 2.5\) from earlier applications of the model were always implicitly assumed to reflect a cooling dominated regime. Therefore it seems likely that if NGC 4051 and M87 (and similarly, high- \(p\) BHBs) were re-explored with a cooling break inclusive model, reduced values for \(p\) would be obtained. However if a break steepens the model spectrum at UV-to-X-ray energies significantly, a different location of the acceleration \(z_{\text{acc}}\) is implied. Hence a direct comparison of MNW05 with previous works, of the optically thick to optically thin turnover (and possible dependencies of it on other parameters), is impossible. For BHBs a correlation between \(z_{\text{acc}}\) and \(N_{\text{j}}\) (or, equivalently, and perhaps more importantly, an anti-correlation between mass accretion rate and the break frequency) is seen (Russell et al. 2013). For the LLAGN (excluding the “intermediate state” NGC 4051) we see a similar evolution, however due to the small number of available AGN the evidence is not so clear: The location of the acceleration obtained for MNW05* are very similar to those found for M81*, especially considering that jets cover up to \(10^7 R_g\) and hence these distances are preferably considered in log-space. Indeed, the fact that all the values in Table 4 fall within log\((z_{\text{acc}})\) \(\sim 1-4\) for all black holes of any size is already interesting in itself. Re-modelling of the AGN with a cooling break inclusive model would however be necessary before drawing firm conclusions on any possible relations with \(z_{\text{acc}}\). Determining the distance to the acceleration region self-consistently in a jet from theory has been the subject of the work mentioned above by Polko et al. (2010, 2013, 2014) and is currently under further development (Ceccobello et al. in prep.).

To summarise, the above discussion suggests that the (pure) LINERs previously studied with MNW05 may be closer in nature to quiescent BHBs than to HS BHBs, perhaps unsurprisingly, as these LLAGN display the lowest accretion rates of the AGN class: Compared to their high ionisation counterparts, for a similar galaxy type and stellar mass (that is strongly linked to the central BH mass; Ferraese & Merritt 2000; Gebhardt et al. 2000), LINERs typically display nuclear luminosities 1 to 5 orders of magnitude lower (Netzer 2013). However we must bear in mind that the LLAGN discussed here are very similar in Eddington accretion rate to quiescent BHBs, which is a more important factor than the absolute luminosity. In fact, Markoff et al. (2015); Connors et al. (2016) show that when using such mass-invariant accretion rates, MNW05 works well across the entire BH mass scale.

However, as indicated above, from our results there appear to be emerging subtle differences between the AGN and BHB classes, in terms of the level of equipartition and normalised jet power and the dominant radiation mechanism in the X-rays at higher accretion rates. In order to investigate these matters it will certainly help to explore more AGN at the higher end of the accretion rate scale. Only a single NLS1 has been modelled in the context of the MNW05 model up to this point and it would be insightful to see if other radio loud Seyferts would permit SSC or also require synchrotron domination. Furthermore, the AGN and BHB classes show a number of major observational differences: In BHBs, after a hard-to-soft transition (where optically thin relativistic ejecta are launched; e.g. Fender et al. 1999, 2004), no steady jets are observed, only radiatively-driven winds (e.g. Neilsen & Lee 2009; Ponti et al. 2012). For AGN this is not the case: both slow, steady jets (like those found in the hard state of XRBs) and high-power, relativistic jets (like those observed in the hard-to-soft transition in BHBs) can be observed in the radiatively efficient, soft-state-equivalent AGN, sometimes coexisting with winds as well (e.g. Nesvadba et al. 2008; Mullaney et al. 2013; Collet et al. 2016). Although there are various theories, attributing various mechanisms for this observed difference between BHBs and AGN (e.g. Tchekhovskoy et al. 2011; Hardcastle et al. 2007; Sikora & Begelman 2013; Nemmen & Tchekhovskoy 2015; Tadhunter 2016), we are far from consensus about the definitive mechanism. Applying the model from MNW05 to other radio-loud Seyferts could help to understand what is causing this difference. Lastly, multi-wavelength quasar SEDs (e.g. Elvis et al. 1994) are necessary to fully explore the higher end of the SMBH accretion range.

Indeed, modelling high accretion rates is not straightforward and other problems will have to be taken into account: First of all we need to account for pair-production in the model. Secondly, at high luminosity the accretion flow is thought to turn efficient, while previously the main objective of MNW05 has been to study the low accretion rate, inefficient accretion flows that fall onto the fundamental plane, as these are unambiguously associated with jets. Although at the highest accretion rates the flow may turn inefficient again, these may be regimes for which an MNW05 jet is not appropriate. But with these caveats, studying higher accretion rate sources and especially “intermediate states” (like GRS 1915+105 and NGC 4051) should be feasible. Such modelling would allow further investigation of the fundamental plane, particularly whether the high accretion rate sources fall onto the appropriate loci extending the efficient track to higher luminosities, or whether they perhaps draw an altogether different radio/X-ray correlation track (e.g. Dong et al. 2014; Xie & Yuan 2016), possibly providing complementary information on the underlying driving physics and radiation mechanisms.

7 CONCLUSIONS

We presented a broadband SED of the nucleus of the closest obscured LINER 2, M94, composed of predominantly sub-arcsec resolution data, and modelled the SED with an...
outflow-dominated model. The results have shown that even though the X-ray spectrum is relatively steep, a jet/diffusive shock acceleration can adequately explain the data. If synchrotron dominated X-rays are assumed, a cooling break is found in that energy regime. With respect to electron temperature, compactness and equipartition in the inner flow our results are completely consistent with previous finding for LLAGN and quiescent BHBs, but unfortunately we also recover and were unable to break commonly found degeneracies, in terms of the dominant radiation mechanisms.

Most importantly however, work done here increases the number of sources that have been explored with jet-dominated SEDs, and the growing number allows for increasingly insightful comparisons between different classes of BHs that differ many magnitudes in mass. It is worth noting, however, that especially the high accretion rate regime remains to be investigated in more depth. In this regime different problems such as pair-production, as well as presumably an altogether different type of accretion will require further expansion of the frameworks used. Work in that regard is however well-underway.

Furthermore, as a myriad of new telescope arrays are currently being developed and built, the quality of available SEDs is certain to improve by orders of magnitude, reaching new levels of detail, complexity and signal-to-noise. Moreover the impending transient era (Metzger et al. 2015) is sure to deliver a wealth of new information on jetted sources: As wide field observatories like the Square Kilometer Array, the Cherenkov Telescope Array and the Large Synoptic Survey Telescope will provide large-footprint surveys with a high frequency of repeated observations, yielding accurate time-sampling for BHBs as they go through their outburst and quiescent cycles. Even in the near future improvements can be expected for one of the arrays used in this work: e-MERLIN should soon meet its design specifications, sporting a broad (2 GHz) bandwidth at C-band (5 GHz). This will allow us not only to study in detail the short-term radio variability by verifying whether the M94* flat/inverted spectrum is truly as uniform as we see in this work, or whether - because of e.g. absorption - the uniformity breaks down when resolving the radio frequencies into smaller bandwidth pieces (in a way similar to what we observed here in our currently available L-band data), but also to investigate the long-term variability, comparing near-future flux-levels in M94* to those of the oldest data in our data set, namely the data around 5 GHz that are currently over 3 decades old.

Clearly the study presented here would benefit from the addition of (sub)millimetre data. Data from the Atacama Large Millimeter/submillimeter Array, for example, would be extremely beneficial in breaking degeneracies in the modelling, as this would help us in ascertaining the exact energy and shape of one of the most revealing features in our model spectrum: the "sub-mm bump". Considering the importance of this feature in jet physics and the sensitivity of this feature on other jet parameters, having this data available would surely allow us to preclude a number of interpretations as viable solutions. In addition, sub-mm and mm wavelengths have the added benefit that they offer the highest angular resolution in this band. In particular, most LLAGN turn optically thin and are more transparent at shorter wavelength, starting in the (sub)mm band. VLBI at these higher frequencies would allow observation of the core regions of the accretion zone that are hidden from view at lower radio frequencies, ultimately even allowing direct imaging of the central engine of AGN. Although it will not be able to resolve the core in M94, the submm observations the Event Horizon Telescope (Honma et al. 2016) will make when it comes online in a few years are sure to provide a wealth of new insight into the nature of accretion flows, jets and AGN, as it should for the first time be able to glimpse what exactly is happening near the edge of a BH.

In the meantime any authoritative model would need to tackle issues of degeneracy and deal with these issues with a self consistent approach. The ground work for this has been laid in Polko et al. (2010, 2013, 2014). However until implementations of these papers are complete (Ceccobello et al. in prep.), individual source studies with currently available frameworks – as done here – will help discern trends via comparative studies and pinpoint the relevant parameter space for this next generation of all-encompassing fully self-consistent magnetohydrodynamic models.
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APPENDIX A: e-MERLIN CONTOUR PLOTS
Figure A.1. Contour plots of SPWs 1 through 6 binned together (top left) and of SPW 7 (top right), 9 (bottom left) and 11 (bottom right) individually. Contour levels are plotted as specified in the image.