A NOTE ON DECAY PROPERTY OF NONLINEAR SCHRÖDINGER EQUATIONS
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Abstract. In this note, we show the existence of a special solution $u$ to defocusing cubic NLS in $3d$, which lives in $H^s$ for all $s > 0$, but scatters to a linear solution in a very slow way. We prove for this $u$, for all $\epsilon > 0$, one has
\[\sup_{t > 0} \epsilon^t \|u(t) - e^{it\Delta} u^\pm\|_{H^{1/2}} = \infty.\]
Note that such a slow asymptotic convergence is impossible if one further pose the initial data of $u(0)$ be in $L^1$. We expect that similar construction hold the for other NLS models. It can been seen the slow convergence is caused by the fact that there are delayed backward scattering profile in the initial data, we also illustrate why $L^1$ condition of initial data will get rid of this phenomena.
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1. Introduction

1.1. Statement of main results. Defocusing NLS (nonlinear Schrödinger equations) with power-type nonlinearity in $d$-dimensional Euclidean space reads as follows
\[(i\partial_t + \Delta_{\mathbb{R}^d}) u = |u|^p u, \quad u(0, x) = u_0(x).\]
There has been extensive research activities on those models in the area of dispersive PDEs. If one considers proper choice of $(p, d)$ and, the scattering behavior could be obtained for many models (see for example [1, 3, 5, 10, 15] and reference therein), i.e. the solution $u$ is global and for some $u_\pm \in H^s$,
\[\|u(t) - e^{it\Delta} u^\pm\|_{H^s_2} \rightarrow 0, \text{ as } t \rightarrow \pm \infty,
\]
This indicates that the dynamics of the nonlinear solution $u$ resembles (converges to) linear solution in the long time. A natural question is: can one describe the scattering behavior in a more quantitative way? For example, to describe the convergence rate of the nonlinear solution, that is, finding a continuous, decreasing function of time $f(t)$ such that, for $t > 0$
\[\|u(t) - e^{it\Delta} u^+\|_{H^s_2} \lesssim_{\text{data}} f(t).\]
(Here the notation \( \lesssim \) means the implicitly constant in the inequality depends on the initial data.) Another aspect is considering scattering rate, i.e., the decay of the scattering norm, for \( s > 0 \),

\[
\| u(t) \|_{L^2(d+x^2)} (t \geq s) \lesssim \text{data} f(s).
\]

Here the spacetime norm \( L^2(d+x^2) \) is the scattering norm for NLS (1.1), which is an important norm for NLS models. For example, the finiteness of scattering implies scattering behavior (see [15] for more explanations).

The above two estimates describes how fast the nonlinear solution of NLS scatters to linear solutions asymptotically. We conjecture that, for NLS initial value problem (1.1), assuming the initial data \( u_0 \) in \( H^s \cap L^1 \) (for \( s > 0 \) large enough),

\[
\| u(t) - e^{it\Delta} u^+ \|_{L^2} \lesssim \text{data} t^{-\alpha_1},
\]

and

\[
\| u(t) \|_{L^2(d+x^2)} (t \geq s) \lesssim \text{data} t^{-\alpha_2},
\]

for some \( \alpha_1, \alpha_2 > 0 \) which depends on the specific model.

In this note, we focus on a typical model of this type, i.e. 3d cubic NLS,

\[
(i\partial_t + \Delta)u = |u|^2u \quad u(0, x) = u_0(x).
\]

See [2, 9, 15] for more background regarding this model. We will prove the necessity of \( L^1 \) assumption for initial data \( u_0 \), for (1.6) and (1.5).

The main result of this note reads

**Theorem 1.1.** Consider initial value problem (1.7). There exists \( u_0 \in H^{100} \) such that, for any \( \epsilon > 0 \),

\[
\sup_{t>0} t^{\epsilon} \| u(s, x) \|_{L^5_t L^5_x(t, +\infty)} = \infty.
\]

and

\[
\sup_{t>0} t^{\epsilon} \| u(t) - e^{it\Delta} u^+ \|_{H^2_x}^{\frac{1}{2}} = \infty,
\]

where \( u^+ \) is the final state where the solution \( u \) scatters to when \( t \to \infty \).

The construction of \( u_0 \) is quite explicit.

\[
u_0 := \sum_{n \geq 0} \frac{1}{n^2} e^{-i10^n \Delta} \phi.
\]

Here \( \phi \) is a Schwarz function. We note that it is enough to consider \( \phi \in H^{10} \cap L^1 \) for example. We consider Schwarz function for convenience.

**Remark 1.2.** We note that such construction is inspired by concentration compactness method. See [10, 11, 12] and the reference therein.

We will fix \( \phi \) and this \( u_0 \).

Clearly, since \( u_0 \in H^1 \), the corresponding solution \( u \) scatters to some \( e^{it\Delta} u^+ \) as \( t \to \infty \) (see [4, 9]).

**Remark 1.3.** By slightly modifying the proof of Theorem 1.1, one can also prove that, for any given \( g \) s.t. \( g(t) \) monotonically increases to \( \infty \) as \( t \) goes to infinity, one may construct \( u \) lives in \( H^s \), \( s \) large, so that

\[
\sup_{t>0} g(t) \| u(s, x) \|_{L^5_{t,x}(t, +\infty)} = \infty,
\]
and
\begin{equation}
\sup_{t \geq 0} g(t) \|u(t) - e^{it\Delta}u^0\|_{L^2_x} = \infty.
\end{equation}

Basically, the sequence \( \{10^n\}_n \) are quite separated (compared to \( n^2 \)) as \( n \) goes to infinity. And one may make it as separate as one want. For example, one replaces \( 10^n \) by \( a_n \), and imposes further \( \frac{1}{2n} g(a_n) \) goes to infinity.

In the appendix, we also present the proof of scattering rate and the convergence rate when the data is in \( H^4 \cap L^1(\mathbb{R}^3) \) space based on our recent work [2].

We note that analogous results of this article can be generalized to other NLS models in a natural way.

Note that, since all \( H^1 \) initial data \( u_0 \) to \((1.7)\) will give a global solution \( u \), with \( \|u\|_{L^5_{t,x}} \lesssim 1 \). Thus, for all \( \delta > 0 \), there exists a \( L \), such that
\begin{equation}
\|u\|_{L^5_{t,x}(\mathbb{R}^3)} \leq \delta.
\end{equation}
This \( L \) does not depend on size of \( \|u_0\|_{H^1} \), but also the profile (or shape) of \( u_0 \). And this cannot be improved, essentially due to time translation symmetry of the equation, \((1.7)\).

However, for \( u_0 \in H^1 \cap L^1 \), we have

**Theorem 1.4.** Let \( u \) solves \((1.7)\), with \( u_0 \in H^1 \cap L^1 \). For all \( \delta > 0 \), there exists \( L > 0 \), depending only on \( \|u_0\|_{H^1 \cap L^1} \), so that
\begin{equation}
\|u\|_{L^5_{t,x}(\mathbb{R}^3)} \leq \delta.
\end{equation}

One application of Theorem 1.4 is the following. It has been proved in [6], see also (8] that for initial data \( u_0 \in H^2 \cap L^1 \), the associated nonlinear solution \( u \) to \((1.7)\) satisfies
\begin{equation}
\|u\|_{L^\infty_x} \lesssim C_{u_0} t^{-3/2}.
\end{equation}

Note that this \( C_{u_0} \) depending on the profile of \( u_0 \) is that we were arguing with (1.13) rather than Theorem 1.4.

Thus, with Theorem 1.4 one enhance (1.15) into
\begin{equation}
\|u\|_{L^\infty_x} \lesssim C_{\|u_0\|_{H^4 \cap L^1}} t^{-3/2}.
\end{equation}

It remains an interesting problem to further characterize \( C_{\|u_0\|_{H^4 \cap L^1}} \).

Now we summarize the global well-posedness and scattering result for \((1.7)\). As a corollary of low regularity results [4], [9], one has

**Proposition 1.5.** Initial value problem \((1.7)\) is globally well-posed and scattering in \( H^1 \) space. More precisely, for any \( u_0 \) with finite energy, \( u_0 \in H^1 \), there exists a unique global solution \( u \in C^0_t(H^1_x) \cap L^6_{t,x} \) such that
\begin{equation}
\int_{-\infty}^{\infty} \int_{\mathbb{R}^3} |u(t,x)|^5 \, dx \, dt \leq C_{\|u_0\|_{H^1}},
\end{equation}
for some constant \( C(\|u_0\|_{H^1}) \) that depends only on \( \|u_0\|_{H^1} \). And if \( u_0 \in H^s \) for some \( s > 1 \), then \( u(t) \in H^s \) for all time \( t \), and one has the uniform bounds
\begin{equation}
\sup_{t \in \mathbb{R}} \|u(t)\|_{H^s} \leq C_{\|u_0\|_{H^s}} \|u_0\|_{H^s}.
\end{equation}

Thus, by the above proposition, one may assume
\begin{equation}
\|u(t)\|_{L^\infty_t H^4_x} \leq M_1,
\end{equation}
where \( u \) solves \((1.7)\) with smooth enough data (at least \( H^4 \)).
1.2. Notations. Throughout this note, we use $C$ to denote the universal constant and $C$ may change line by line. We say $A \lesssim B$, if $A \leq CB$. We say $A \sim B$ if $A \lesssim B$ and $B \lesssim A$. We also use notation $C_B$ to denote a constant depends on $B$. We use usual $L^p$ spaces and Sobolev spaces $H^s$.
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2. Proof of Theorem 1.1

In this section, we prove Theorem 1.1, assuming several decay estimates whose proofs will be included in the next section. We introduce some notations as below.

\begin{equation}
(2.1) \quad u_{0, \leq N} := \sum_{0 \leq n \leq N} \frac{1}{n^2} e^{-10^n \Delta \phi},
\end{equation}

\begin{equation}
(2.2) \quad u_{0, N} := u_{0, \leq N} - u_{0, \leq N-1},
\end{equation}

and

\begin{equation}
(2.3) \quad u_{0, > N} := \sum_{n > N} \frac{1}{n^2} e^{-10^n \Delta \phi}.
\end{equation}

We then define $u_{\leq N}, u_N, u_{> N}$ to be the associated nonlinear solutions respectively.

We want to confirm that $u_{N+1}$ dominates the dynamics of $u$ within $t \in [10^N+1, 10^{N+1}+1]$.

In the rest of this section, all implicit constants may depend on $\phi$, but are otherwise universal, and $\alpha_1, \alpha_2, \ldots$ are fixed positive constants and can be written out explicitly if necessary.

We first present several decay estimates here.

**Lemma 2.1.** For all $t \geq 2 \times 10^N$, we have

\begin{equation}
(2.4) \quad \|u_{\leq N}(t)\|_{L^\infty_x} \lesssim (t - 10^N)^{-\frac{3}{2}}.
\end{equation}

For all $t \leq 5 \times 10^N$, 

\begin{equation}
(2.5) \quad \|u_{N+1}(t)\|_{L^\infty_x} \lesssim (10^{N+1} - t)^{-\frac{3}{2}}.
\end{equation}

For all $0 \leq t \leq 2 \times 10^{N+1}$ 

\begin{equation}
(2.6) \quad \|u_{> N+1}(t)\|_{L^\infty_x} \lesssim (10^{N+2} - t)^{-\frac{3}{2}}.
\end{equation}

We will prove Lemma 2.1 in the next section. Based on the above decay estimates, doing integration, correspondingly, we can directly obtain

**Lemma 2.2.** For $t \geq 2 \times 10^N$

\begin{equation}
(2.7) \quad \|u_{\leq N}(t)\|_{L^5_{t,x}[t, \infty]} \lesssim (t - 10^N)^{-\alpha_1},
\end{equation}

and for all $t \in [10^{N+1} - 10, 10^{N+1} + 10]$, for all $s > 0$

\begin{equation}
(2.8) \quad \|e^{i s \Delta} u_{\leq N}(t) - u_{\leq N}(t + s)\|_{H^{\frac{3}{2}}} \lesssim (10^N)^{-\alpha_2}.
\end{equation}

For all $t \leq 5 \times 10^N$

\begin{equation}
(2.9) \quad \|u_{N+1}(t)\|_{L^5_{t,x}} \lesssim (10^{N+1})^{-\alpha_3}.
\end{equation}

For all $0 < t \leq 2 \times 10^{N+1}$

\begin{equation}
(2.10) \quad \|u_{> N+1}\|_{L^5_{t,x}[0, 2 \times 10^{N+1}]} \lesssim (10^N)^{-\alpha_4}
\end{equation}

...
and for all $t \in [10^{N+1} - 10, 10^{N+1} + 10]$, for all $s > 0$,

$$(2.11) \quad \|e^{it\Delta}u_{>N+1}(t) - u_{>N+1}(t + s)\|_{H_x^s} \lesssim (10^N)^{-\alpha s}.$$  

**Proof.** Obviously, (2.7), (2.9) and (2.10) follows from (2.4), (2.5) and (2.6) respectively by doing integration directly.

We turn on the proof of (2.8) and (2.11). They are similar so we focus on (2.8). By Duhamel formula, we write

$$(2.12) \quad u_{\leq N}(t + s) - e^{is\Delta}u_{\leq N}(t) = i \int_t^{t+s} e^{i(t+s-\tau)\Delta} |u_{\leq N}(\tau)|^2 u_{\leq N}(\tau) d\tau$$

then it follows from (2.7) by Strichartz estimate. \hfill \square

Assuming (1.9) does not hold, there exists $\epsilon_0 > 0$ such that

$$(2.13) \quad \|u(t) - e^{it\Delta}u^+\|_{L_x^\infty} \lesssim t^{-\epsilon_0}.$$  

We note that

$$(2.14) \quad \|e^{-it\Delta}u(t) - u^+\|_{H_x^s} \lesssim t^{-\epsilon_0}$$

and

$$(2.15) \quad \|e^{-i(t-s)\Delta}u(t-s) - u^+\|_{H_x^\infty} \lesssim t^{-\epsilon_0}.$$  

Thus, considering the difference, we have

$$(2.16) \quad \|e^{-i(t-s)\Delta}u(t-s) - e^{-it\Delta}u(t)\|_{H_x^s} \lesssim t^{-\epsilon_0},$$

which implies (2.8).

Now we consider the dynamics of $u_{N+1}$ at interval $[10^{N+1}, 10^{N+1} + 1]$.

We recall the global result (Theorem 1.5) for (1.7). Noticing the size of initial data, we have

$$(2.17) \quad \|u_{N+1}\|_{L^\infty_{t,x}} \lesssim \frac{1}{N^2}.$$  

Running the standard persistence of regularity argument (i.e. using the finite scattering norm to control the Strichartz norm, see Section 3 in [3] for example), we obtain

$$(2.18) \quad \|u_{N+1}\|_{S^\frac{1}{2}} \lesssim \frac{1}{N^2}.$$  

Recall Duhamel formula, for $t \in [0, 1]$, we write $u_{N+1}(t)$ as

$$(2.19) \quad u_{N+1}(t+10^{N+1}) = e^{it\Delta}u_{N+1}(10^{N+1}) + i \int_{10^{N+1}}^{t+10^{N+1}} e^{i(s+10^{N+1} - \tau)\Delta} (u_{N+1}|u_{N+1}|^2)(s) ds.$$  

Here, by Duhamel formula, we note that we write $u_{N+1}(10^{N+1})$ as

$$(2.20) \quad u_{N+1}(10^{N+1}) = \frac{1}{(N+1)^2} \phi + i \int_{0}^{10^{N+1}} e^{i(s+10^{N+1} - \tau)\Delta} (u_{N+1}|u_{N+1}|^2)(s) ds.$$  

For the Duhamel term, we can estimate it using (2.18), which shows that this term is a lower order term. Thus we see $u_{N+1}(10^{N+1})$ is at the level of $\frac{1}{N^2}$.

Moreover, by further Duhamel formula expansion, we have

$$(2.21) \quad u_{N+1}(t+10^{N+1}) = e^{it\Delta}u_{N+1}(10^{N+1}) + \frac{1}{(N+1)^2} \int_{0}^{t} e^{i(s+10^{N+1} - \tau)\Delta} (e^{is\Delta}\phi |e^{is\Delta}\phi|^2)(s) ds + O\left(\frac{1}{N^8}\right),$$  

where the last term can well controlled using the known global bounds (Lemma 2.2) and it be regarded as error term which is small when $N$ is taken large.
We note that there at least exists $0 < \tau_0 < 1$ such that
\begin{equation}
\| \int_0^{\tau_0} e^{i(t-s)\Delta} (e^{is\phi} |e^{is\phi}|^2)(s) ds \|_{H^1} \neq 0.
\end{equation}
We denote this positive quantity to be $c = c(\phi) > 0$. When $N$ is taken big enough, we have
\begin{equation}
\| u_{N+1}(t + 10^{N+1}) - e^{it\Delta} u_{N+1}(10^{N+1}) \|_{H^1} \geq \frac{1}{(N+1)^6c},
\end{equation}
together with (2.8) and (2.11), we have (1.9) proved noticing $N \sim \log(t)$.

Now we turn to the proof of (1.8), which is implied by (1.9). In viewing of Strichartz estimate, $\| u(t) - e^{it\Delta} u(t) \|_{H^1}$ is controlled by $\| u(s, x) \|_{L^2_t L^6_x(t, +\infty)}$ (timing some positive constant). Thus (1.9) implies (1.8).

The proof of Theorem 1.1 is now complete.

3. Proof of several decay estimates

Now we discuss the proof of Lemma 2.1. We will use bootstrap argument to prove it. The proof is similar to [6] with suitable modifications (see also [7] and [13]). We will prove (2.4) as an example since the other two estimates are quite similar. We recall the estimate (2.4) as follows.

Lemma 3.1. Consider $u \leq N$ solves (1.7) with initial data $u_0 = \sum_{0 \leq n \leq N} 1_{n} e^{-i 10n \Delta \phi}$.

For all $t \geq 2 \times 10^{N}$, we have
\begin{equation}
\| u_{\leq N}(t) \|_{L^\infty_{x}} \lesssim (t - 10^{N})^{-\frac{3}{2}}.
\end{equation}

Remark 3.2. One may also consider the ‘single bubble case’ as follows, which is simpler and has a similar proof. Consider $u$ solves (1.7) with initial data $u_0(0) = e^{-ia \Delta \phi}$,
\begin{equation}
\| u_{a}(2a) \|_{L^\infty_{x}} \lesssim a^{-\frac{3}{2}}.
\end{equation}

According to the scattering result and stability theory, for any $\epsilon > 0$, fix $M > 0$ such that for any $N$ large,
\begin{equation}
\| u_{\leq N}(t) \|_{L^6_{x}[-10^{N}, -M]} \lesssim \epsilon, \quad \| u_{\leq N}(t) \|_{L^6_{x}[M, 10^{N}]} \lesssim \epsilon,
\end{equation}
uniform in $N$.

Then we consider
\begin{equation}
A(\tau) = \sup_{-10^{N} \leq s \leq \tau} s^{3/2} \| u_{\leq N}(s) \|_{L^\infty_{x}}.
\end{equation}
Note that $A(\tau)$ is monotone increasing. We want to prove there exists $B > 0$ (depends on $\phi$) such that
\begin{equation}
A(\tau) \leq B, \quad \text{for } \forall \tau \geq 10^{N}.
\end{equation}
Recall we have Theorem 1.5 (persistence of regularity), thus for any given $l > 0$, one can find $C_l$ so that,
\begin{equation}
A(\tau) \leq C_l, \quad \tau \leq l,
\end{equation}
and the solution is continuous in time in $L^\infty$ since we are working on high regularity data.

Thus, Lemma 3.1 follows from the following bootstrap lemma.

Lemma 3.3. There exists a constant $C_{u_0}$, for that if one has $A(\tau) \leq C_{u_0}$, then for $\tau \geq 10^{N}$, one has $A(\tau) \leq \frac{C_{u_0}}{2}$.
Now we focus on the proof of Lemma 3.3. By Duhamel’s Formula, we can write the nonlinear solution \( u_n \) as follows,

\[
(3.7) \quad u_{\leq N}(t) = e^{i(t+10^N)\Delta}u_{0,\leq N} + i \int_{-10^N}^{t} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds = u_l + u_{nl}.
\]

Dispersive estimate gives for some constant \( C_0 \)

\[
(3.8) \quad \|u_l(t)\|_{L^\infty_x} \leq C_0 t^{-3/2} \|\phi\|_{L^1_x}.
\]

Now, we need an extra parameter \( M \), and we split \( u_{nl} \) into

\[
(3.9) \quad u_{nl} = F_1 + F_2 + F_3 + F_4 + F_5,
\]

where

\[
F_1(t) = i \int_{-10^N}^{-10^N+M} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds,
\]

\[
F_2(t) = i \int_{-10^N}^{-M} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds,
\]

\[
F_3(t) = i \int_{-M}^{M} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds,
\]

\[
F_4(t) = i \int_{M}^{10^N-M} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds,
\]

\[
F_5(t) = i \int_{10^N-M}^{t} e^{i(t-s)\Delta} (|u_{\leq N}|^2 u_{\leq N})(s) \, ds.
\]

We will estimate them respectively. We note that \( t \geq 10^N \).

For \( F_3 \) (also \( F_1 \)), we estimate it directly (noticing finiteness of intervals)

\[
\|F_3(t)\|_{L^\infty_x} \leq \int_{-M}^{M} \|e^{i(t-s)\Delta} |u_{\leq N}|^2 u(s)\|_{L^\infty_x} \lesssim M^3 t^{-3/2} \sup_s \|u_{\leq N}(s)\|_{H^s}^3 \lesssim M M_1^3 t^{-3/2}.
\]

For other terms we may need to use the decay property \((3.3)\).

For \( F_2 \),

\[
\|F_2(t)\|_{L^\infty_x} \leq \int_{-10^N}^{-10^N+M} \|e^{i(t-s)\Delta} |u_{\leq N}|^2 u_{\leq N}(s)\|_{L^\infty_x} \lesssim t^{-3/2} \int_{-10^N}^{-M} \|u_{\leq N}(s)\|_{L^3}^3 \lesssim t^{-3/2} M_1^3 \int_{-10^N}^{-M} \|u_{\leq N}(s)\|_{L^3}^2 \|u_{\leq N}(s)\|_{L^\infty} \lesssim t^{-3/2} M_1^3 \int_{-10^N+M}^{M} \|e^{i(t-s)\Delta} |u_{\leq N}(s)|^2 u_{\leq N}(s)\|_{L^\infty} \lesssim t^{-3/2} M_1^3 \int_{-10^N+M}^{M} |s|^{-\frac{2}{7}} \lesssim \eta M_1^3 t^{-3/2},
\]

where \( \eta \) is small and it depends on \( M \).

For \( F_4 \),

\[
\|e^{i(t-s)\Delta} |u_{\leq N}(s)|^2 u_{\leq N}(s)\|_{L^\infty_x} \lesssim (t-s)^{-3/2} \|u_{\leq N}(s)\|_{L^2}^2 \|u_{\leq N}(s)\|_{L^\infty} \lesssim C_{u_0} M_1^2 (t-s)^{-3/2} s^{-3/2}.
\]

And one estimates \( F_4 \) via

\[
(3.14) \quad \|F_4(t)\|_{L^\infty_x} \leq CC_{u_0} M_1^2 \int_{M}^{10^N-M} (t-s)^{-3/2} s^{-3/2} \, ds.
\]
We note that
\[
\int_{\mathcal{M}}^{10^{N-M}} (t-s)^{-3/2}s^{-3/2}ds \\
\leq \int_{\mathcal{M}}^{t/2} (t-s)^{-3/2}s^{-3/2}ds \\
+ \int_{10^{N-M}}^{t} (t-s)^{-3/2}s^{-3/2}ds \\
\leq CM^{-\frac{7}{4}}t^{-3/2},
\]
where \(C\) is an universal constant (If \(t \geq 2 \times 10^{N}\), we do not need to consider the second term.). Now, we can choose \(M\), such that
\[
CM^{2} \int_{\mathcal{M}}^{t-M} (t-s)^{-3/2}s^{-3/2}ds \leq \frac{1}{10}t^{-3/2},
\]
and we can estimate \(F_{4}\) as
\[
\|F_{4}(t)\|_{L_{\infty}^{2}} \leq \frac{1}{10}C_{u_{0}}t^{-\frac{3}{2}}.
\]
At last, we turn to \(F_{5}\). We recall a lemma.

\textbf{Lemma 3.4.} Let \(f(x)\) be a \(H^{4}\) function in \(\mathbb{R}^{3}\), with
\[
\|f\|_{L^{2}} \leq a_{1}, \|\nabla f\|_{L^{2}} \leq a_{2}, \|f\|_{H^{4}} \leq b.
\]
Then one has
\[
\|f\|_{L^{\infty}} \leq a_{1}^{2/5}a_{2}^{6/25}b^{9/25}.
\]
Now the strategy is to estimate \(\|F_{5}\|_{H^{4}}, \|F_{5}\|_{L_{2}}\) and \(\|\nabla F_{5}\|_{L_{2}}\) respectively. Then we can apply Lemma 3.3. Note that \(H^{4}\) is a Banach algebra under pointwise multiplication, and \(e^{\varepsilon(t-s)\Delta}\) is unitary in \(H^{4}\), we directly estimate \(\|F_{5}(t)\|_{H^{4}}\) as
\[
\|F_{5}(t)\|_{H^{4}} \leq M_{1}^{2}.
\]
Then we turn to the estimate for \(\|F_{5}\|_{L_{2}}\).
\[
\|\int_{10^{N-M}}^{t} e^{\varepsilon(t-s)\Delta}u_{\leq N}^{2}u_{\leq N}ds\|_{L_{2}}^{2} \leq \int_{t-M}^{t} \|u_{\leq N}^{2}u_{\leq N}\|_{L_{2}}^{2}ds \\
\leq \int_{10^{N-M}}^{t} \|u_{\leq N}^{2}u_{\leq N}\|_{L_{2}}^{2} \cdot \|u_{\leq N}\|_{L_{2}}^{2}ds \\
\leq M_{1}^{2}(C_{u_{0}}t^{-\frac{5}{2}})^{\frac{1}{10}} \int_{10^{N-M}}^{t} \|u_{\leq N}\|_{L_{2}}^{2}ds \\
\leq M_{1}^{2}(C_{u_{0}}t^{-\frac{5}{2}})^{\frac{1}{10}} \cdot \|u_{\leq N}\|_{L_{2}}^{2} \cdot M_{1}^{\frac{1}{10}} \\
\leq M_{1}^{2} M_{1}^{\frac{1}{10}}(C_{u_{0}}t^{-\frac{5}{2}})^{\frac{1}{10}}.
\]
Also, we can deal with the estimate for \(\|\nabla F_{5}\|_{L_{2}}\) as follows.
\[
\|\int_{10^{N-M}}^{t} e^{\varepsilon(t-s)\Delta}\nabla((u_{\leq N}^{2}u_{\leq N})ds\|_{L_{2}}^{2} \leq \int_{10^{N-M}}^{t} \|\nabla(u_{\leq N}^{2}u_{\leq N})\|_{L_{2}}^{2}ds \\
\leq \int_{10^{N-M}}^{t} \|\nabla u_{\leq N}\|_{L_{2}}^{2} \cdot \|u_{\leq N}\|_{L_{2}}^{2}ds \\
\leq MM_{1} \cdot (C_{u_{0}}t^{-\frac{5}{2}})^{2}.
\]
At last, putting the above estimates together and applying Lemma 3.3, we have,
\begin{equation}
\|\int_{10^{-n} - M}^{10^{-n}} e^{i(t-s)\Delta} |u_{\leq N}|^2 u_{\leq N} ds \|_{L^\infty_x} \leq (CM_1^\delta M^{10^{-n}} \delta \bar{s} (C_{u_0} t^{-\frac{1}{2}})^{\frac{1}{3}}) \cdot (MM_1 \cdot (C_{u_0} t^{-\frac{1}{2}})^{\frac{1}{2}}) \cdot (M_1^3 M)^{\frac{1}{3}}
\end{equation}
Thus, by choosing \( \delta \) small enough, according to \( M, M_1 \), we can ensure
\begin{equation}
\| F_3(t) \|_{L^\infty_x} \leq \frac{1}{10} C_{u_0} t^{-3/2},
\end{equation}
as desired.

To summarize, for all \( t \leq \tau \), assuming \( A(\tau) \leq C_{u_0} \), we derive
\begin{itemize}
\item For \( t \leq L \), one has
\begin{equation}
\| u_{\leq N}(t) \|_{L^\infty_x} \leq A(L) t^{-3/2}.
\end{equation}
\item For \( L \leq t \leq \tau \), one has
\begin{equation}
\| u_{\leq N}(t) \|_{L^\infty_x} \leq \{C(\| \phi \|_{L^1_x} + MM_1^3) + \frac{1}{10} C_{u_0} + \frac{1}{10} C_{u_0}\} t^{-3/2}.
\end{equation}
\end{itemize}
Thus, if one choose
\begin{equation}
C_{u_0} := 10A(L) + C(\| u_0 \|_{L^1_x} + 2MM_1^3),
\end{equation}
then the desired estimates follow. This ends the proof of Lemma 3.3, which implies Lemma 2.1. So is Lemma 2.1 since the other two estimates in Lemma 2.1 can be obtained in a similar way.

4. Proof of Theorem 1.4

Theorem 1.4 follows from concentration compactness argument (see [10][11][12][14]) and dispersive estimates.

Prove by contradiction. We can find \( \{u_{0,n}\} \) bounded in \( H^1 \cap L^1 \), with
\begin{equation}
\|u_n\|_{L^\infty_{t,x}(\mathbb{R} \times (n, \infty) \times \mathbb{R}^3)} \geq \delta,
\end{equation}
where \( u_n \) are the associated solutions to (1.4).

Thus, up to picking subsequence, via by-now standard concentration compactness, we can find backward scattering profile in the sense there is \( f \in H^1 \), with parameter \( t_n, x_n, t_n \rightarrow \infty \) and \( x_n \in \mathbb{R}^3 \), such that
\begin{equation}
\langle e^{it_n \Delta} u_{0,n}(x - x_n), f \rangle \rightarrow \| f \|^2_{L^2_x} > 0.
\end{equation}
To see the contradiction. Since \( e^{it_n \Delta} u_{0,n}(x - x_n) \) are bounded in \( H^1 \), we may, up to some standard approximation arguments, assume \( f \) is compactly supported. Thus \( f \in L^1 \). Then, since \( u_{0,n} \) are also bounded in \( H^1 \cap L^1 \), we apply dispersive estimate and gives
\begin{equation}
\| e^{it_n \Delta} u_{0,n}(x - x_n) \|_{L^\infty_x} \lesssim t_n^{-3/2}.
\end{equation}
Let \( n \rightarrow \infty \), and we have a contradiction.

5. Appendix

In the appendix, we show the scattering rate and convergence rate for NLS, which describes how fast the nonlinear solution of NLS scatters to linear solutions. We still use the 3D, cubic NLS as the model case. Other models can be treated in a similar way. The result reads
Theorem 5.1. For \((1.7)\) with initial data \(u_0(x)\) in \(H^4 \cap L^1\), there exists constant \(C_{u_0}\), for \(t > 0\)

\[
\|u(t) - e^{it\Delta} u^+\|_{H^2_x} \lesssim C_{u_0} t^{-2}
\]
and

\[
\|u(t)\|_{L^2_{t,x}(t \geq s)} \lesssim C_{u_0} s^{-\frac{1}{6}}.
\]

Remark 5.2. For the general case, one expects: for \(d\)-dimensional, \(H^{s_c}\)-critical \((0 \leq s_c \leq 1\), corresponding nonlinear exponent \(p\) satisfies \(p = \frac{d}{2d - 2s_c}\) NLS \((1.1)\) with initial data \(u_0(x)\) in \(H^{s} \cap L^1\) \((s > 1\) is large enough), there exists constant \(C_{u_0}\), for \(t > 0\)

\[
\|u(t) - e^{it\Delta} u^+\|_{H^{s_c}_x} \lesssim C_{u_0} t^{1 - \frac{d}{2}}
\]
and

\[
\|u(t)\|_{L^p_{t,x}(t \geq s)} \lesssim C_{u_0} s^{-\frac{(1 + 2s_c)d - 2s_c}{2(2d + 2)}}.
\]

Remark 5.3. As discussed in Introduction, based on Theorem 1.4, one can improves \([6]\) in the sense of obtaining nonlinear decay estimates with constant \(C_{u_0}\) only depending the size of the initial data. Thus the implicit constant \(C_{u_0}\) in Theorem 5.1 also only depends on the size of the initial data instead of the profile (shape) of the initial data.

Proof. We first recall our recent result \([6]\). Let \(u\) solves \((1.7)\) with initial data \(u_0\), which is in \(H^4 \cap L^1\). Then there exists a constant \(C_{u_0}\), depending \(u_0\), such that for \(t \geq 0\),

\[
\|u(t, x)\|_{L^\infty} \leq C_{u_0} t^{-\frac{3}{2}}.
\]

By interpolation with mass, we have for \(p > 2\),

\[
\|u(t, x)\|_{L^p_x} \leq C_{u_0} t^{-\frac{3}{2}(\frac{1}{p} - \frac{1}{2})}.
\]

Then one can prove Theorem 5.1 by straight calculations together with Strichartz estimate and the Hölder. First, the scattering rate \((5.2)\) can be obtained directly using \((5.6)\). For \((5.1)\), recall

\[
u_+ = u_0 - i \int_0^\infty e^{-is\Delta} |u|^2 u(s) ds.
\]
and

\[
e^{-it\Delta} u(t) = u_0 - \int_0^t e^{-is\Delta} |u|^2 u(s) ds.
\]

Then via Strichartz estimate (using \(L^1_t L^2_x\) to be the dual Strichartz norm),

\[
\|u(t) - e^{it\Delta} u^+\|_{H^2_x} \lesssim C_{u_0} \| \int_0^t e^{-is\Delta} (|u|^2 u(s)) ds \|_{H^2_x} \lesssim C_{u_0} \| \nabla \|_1 \| |u|^2 u(s)\|_{L^1_t L^2_x} \lesssim C_{u_0} \| u \|_{L^2_t L^2_x}^2 \| \nabla \|_1 u \|_{L^2_t L^2_x} \lesssim C_{u_0} t^{-2}.
\]
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