Genome-wide investigation of the dynamic changes of epigenome modifications after global DNA methylation editing
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ABSTRACT

Chromatin properties are regulated by complex networks of epigenome modifications. Currently, it is unclear how these modifications interact and if they control downstream effects such as gene expression. We employed promiscuous chromatin binding of a zinc finger fused catalytic domain of DNMT3A to introduce DNA methylation in HEK293 cells at many CpG islands (CGIs) and systematically investigated the dynamics of the introduced DNA methylation and the consequent changes of the epigenome network. We observed efficient methylation at thousands of CGIs, but it was unstable at about 90% of them, highlighting the power of genome-wide molecular processes that protect CGIs against DNA methylation. Partially stable methylation was observed at about 1000 CGIs, which showed enrichment in H3K27me3. Globally, the introduced DNA methylation strongly correlated with a decrease in gene expression indicating a direct effect. Similarly, global but transient reductions in H3K4me3 and H3K27ac were observed after DNA methylation but no changes were found for H3K9me3 and H3K36me3. Our data provide a global and time-resolved view on the network of epigenome modifications, their connections with DNA methylation and the responses triggered by artificial DNA methylation revealing a direct repressive effect of DNA methylation in CGIs on H3K4me3, histone acetylation, and gene expression.

INTRODUCTION

Chromatin functions are regulated by a large number of reversible chemical modifications of the DNA and the histone proteins, which altogether constitute the epigenome (1,2). DNA modifications include methylation and hydroxymethylation of cytosine residues mainly within CpG sites. DNA is methylated to ~70–80% at all CpG sites (3), but the so-called CpG islands (CGIs) are usually unmethylated (4). Local methylation levels of the genome are determined by a dynamic equilibrium of methylation and demethylation activities at the target sites (5,6). In many cancer cells and cell lines, a CGI methylator phenotype associated with the aberrant methylation of thousands of CGIs has been described (7). Histone protein modifications include methylation of lysine and arginine, acetylation and ubiquitination of lysine and phosphorylation of serine and threonine at various sites (8). The different chromatin marks are connected with each other forming a complex epigenome network, which regulates essentially all chromatin-based processes during normal development and disease (9–12).

Epigenome editing refers to the rewriting of epigenome modifications with artificial EpiEditors comprising a DNA binding part that directs the fusion construct to its genomic target sites and an effector domain that recruits other cellular factors or directly alters a chromatin modification (13–17). In the past, different DNA binding domains, viz. zinc finger proteins (ZnF), TAL effectors and deactivated Cas9 in complex with single guide RNAs have been employed for epigenome editing and combined with several different effector domains to introduce or remove DNA methylation, histone methylation or histone acetylation (13–17). While the general approach of epigenome editing has been proven successful and able to achieve gene regulation and chromatin state modulation in many examples, critical questions have remained unsolved, including the specificity of epigenome editing and the stability of the introduced epigenome changes. Seminal studies have demonstrated locus specific maintenance of H3K9 methylation and its causative role in silencing of gene expression in fission yeast (18,19). However, the mutual connections of different chromatin modifications within the human epigenome network are not well established and the mechanisms leading to stable switching of chromatin states are not clear.
For the application of epigenome editing in basic science and in the clinic, the underlying mechanisms leading to stable reprogramming of gene expression are of particular importance. In this respect, partially contradictory observations have been made in the past. For instance, DNA methylation introduced at different loci was found to be unstable in HEK293 cells even if high initial methylation levels were reached (20,21). Similarly, editing of H3K9me3 was found not to be durable (20,22), while the targeted introduction of H3K4me3 was found to cause stable effects (23). In primary breast cell lines, methylation of the promoters of cancer-associated genes was found to be stable (24). Dynamics of epigenome regulation were studied at the single-cell level in CHO-K1 cells with a stably integrated reporter gene showing different kinetics of reversible and irreversible silencing (25). Silencing with DNMT3B was slow, but it led to the highest levels of irreversible effects, while silencing with the Krippel-associated box (KRAB) was fast but reversible. In K-562 cells expressing a reporter gene, transient gene silencing was observed with DNMT3A or the KRAB domain (leading to the deposition of H3K9me3) alone, but the combined introduction of DNA methylation and H3K9me3 led to stable silencing (26). In contrast, the combination of DNMT3A and KRAB targeting was not reported to cause stable repression of the endogenous HER2 locus in HCT116 cells despite strong transient silencing (27). It is not known at present to what extent these discrepancies were caused by the variation in the target cells, target genes, targeting strategies (such as choice of the DNA binding domain, direct targeting of enzyme activity versus targeting of a recruiting factor) or delivery systems of the EpiEditors (regulated expression vs. viral delivery vs. transient transfection).

In this work, we employed promiscuous DNA binding of a fusion protein comprising a ZnF and the catalytic domain of DNMT3A (ZnF-3AC) to introduce DNA methylation at several thousand CGIs in one experiment, in order to investigate the influence of the target site on the efficiency and stability of the introduced DNA methylation in a systematic manner. Expression of the ZnF-3AC protein was under the control of doxycycline (dox) allowing us to deliver DNA methylation to target CGIs in a time-controlled manner. After the removal of dox, we determined the stability of the introduced DNA methylation at the target CGIs and studied the state of other chromatin modifications at the target sites before DNA methylation editing as well as their dynamic changes. Similarly, the dynamics of the expression of genes associated with the target CGIs were investigated as well. Our data show efficient methylation at thousands of CGIs, followed by rapid loss of the methylation at most (90%) of the target sites. Partially stable methylation was observed at ~1000 CGIs, which were enriched in H3K27me3. Overall in the targeted CGIs, the introduction of DNA methylation strongly correlated with a decrease in gene expression, as well as reductions in H3K4me3 and H3K27ac. No changes were observed in the levels of H3K9me3 and H3K36me3. Our findings contribute to the understanding of the network properties of epigenome regulation and the mutual connections of epigenome modifications. Moreover, they demonstrate a direct antagonistic effect of DNA methylation in CGIs on H3K4me3, histone acetylation and gene expression.

**MATERIALS AND METHODS**

**Cloning**

In this work, the gene for the catalytic domain of DNMT3A (3AC) from *Mus musculus* was used, which encodes an identical protein sequence as its human homolog. Zn-F-3AC wild type and the catalytically inactive E756A mutant were amplified from pAdTrackCMV-ZnF-3AC vectors (20) and cloned into a pSin-TRE3G-IRES-GFP-PGK-Neo based vector via Gibson Assembly. 3AC without ZnF was amplified from the previously obtained vector and introduced into the same target vector as before via Gibson Assembly. The final plasmids with variants of 3AC (with and without ZnF) are hereinafter referred to as pSin-TRE3G-(ZnF)-3AC-IRES-GFP-PGK-Neo. pAdTrack-ZnF-3xHA was cloned by amplifying ZnF from the pAdTrackCMV-ZnF-3AC vector as well as a short backbone-fraction from the same vector. The empty vector pAdTrackCMV was linearized and the amplicons were introduced via Gibson assembly. The sequences of all constructs were confirmed by Sanger sequencing (Microsynth AG) and the nucleotide and protein sequences of ZnF-3AC are shown in Supplementary Text S1.

**Cell maintenance and generation of stable cell lines**

Human Embryonic Kidney cells 293 (HEK293) were obtained from DSMZ (Braunschweig, Germany). PlatinumE (PlatE) cells were from Cell Biolabs. Both cell lines were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% Fetal Bovine Serum (FBS) (Sigma-Aldrich), 4 mM L-glutamine (Sigma-Aldrich) and 10 ml·l⁻¹ penicillin/streptomycin (Sigma-Aldrich), hereinafter referred to as DMEM+. The cells were grown at 95% relative humidity, 5% CO₂ and 37°C and split every 2–3 days to keep confluency <90%. Therefore, the cells were washed with Dulbecco’s Phosphate Buffered Saline without MgCl₂ and CaCl₂ (Sigma-Aldrich), immersed with Trypsin-EDTA solution (Sigma Aldrich) and incubated at 37°C for 5 min. Trypsinization was stopped by resuspension in DMEM+ and cells were usually split in a 1:4–1:8 ratio.

Stable cell lines were generated as described (28). In brief, HEK293 cells were lentivirally transduced with pWPXLDRIEP to express the ecotropic receptor (EcoR) (29) and the rtTA3 transcriptional activator for dox induced gene expression (30). Cells expressing the receptor (HEK293R) were selected with 1 μg/ml puromycin (Sigma-Aldrich) and frozen stocks were prepared by resuspending 1 × 10⁶ cells in 1 ml freezing medium (50% DMEM, 40% FBS, 10% DMSO). 20 μg of the previously cloned pSin-TRE3G-(ZnF)-3AC-IRES-GFP-PGK-Neo plasmids and 10 μg of helper DNA (pCMV-Gag-Pol, Cell Biolabs) were transfected into PlatE cells using calcium phosphate transfection for retroviral packaging. Forty hours after transfection, HEK293R cells were infected with the supernatant from the transfected PlatE cells, containing the retroviral particles. The selection of transduced cells was started 48 post-
transduction using 0.5 mg/ml G-418 (Roche). Cells were expanded post-selection and frozen stocks were prepared as described above.

**Cell culture experiments**

Fresh stocks of HEK293R (pSIN-TRE3G-(ZnF-)3AC-IRES-GFP-PGK-Neo) cells were cultured as described in the previous chapter. To obtain cells for the time point ‘no Dox’, cells were harvested before induction by washing twice with PBS without MgCl2 and CaCl2, trypsinization for 5 min at 37°C and resuspending in DMEM+. The cell suspension was centrifuged for 5 min at 300 g, washed again and distributed into 1.5 ml reaction tubes to yield 0.5–2 × 10^6 cells per tube. For experiments aiming to analyze acetylation signals, PBS without MgCl2 and CaCl2 was supplemented with 100 nM Trichostatin-A (Sigma-Aldrich). Cell pellets were snap-frozen in liquid nitrogen and stored at −80°C.

For induction of ZnF-3AC variants or 3AC, 6 × 10^6 cells were seeded into a T175 flask in 20 ml DMEM+ supplemented with 1 μg/ml doxycycline (dox) (Sigma-Aldrich). DMEM+ and dox were refreshed after 48 h. After 3 days, cells were harvested and filtered through a 70 μm pre-separation filter (Miltenyi Biotec). Cell sorting was performed using either Cell Sorter SF800S (Sony Biotechnology) or the BD FACSAria III (BD Biosciences). FACs settings were chosen to collect only single, GFP-positive cells. After sorting, 7.5 × 10^5 cells were seeded back into a well of a six-well cell culture plate (Greiner Bio-One) and grown in DMEM+ without dox for analysis of later time points. The other cells designated as ‘3d dox’ were spun down and frozen as described for ‘no dox’. Five days after sorting, 80% of the cells were harvested (‘5d off’) and 20% were seeded back. This procedure was repeated eight days after sorting (‘8d off’) and eleven days after sorting (‘11d off’), the experiment was stopped after harvesting.

**Flow cytometry experiment (GFP dynamics)**

HEK293R (pSIN-TRE3G-(ZnF-)3AC-IRES-GFP-PGK-Neo) cells were induced with dox as described above to either express ZnF-3AC^WT or ZnF-3AC^E756A. After 3 days of induction, cells were sorted as described in the previous chapter and 7.5 × 10^5 cells were seeded back into 6-Well plates. A fraction of the sorted cells, as well as uninduced cells, were set aside for flow cytometry analysis using the MACSQuant® VYB Flow Cytometer (Miltenyi Biotec) using FACs settings to measure the GFP-signal only from single, live cells. At the time points ‘1d off’, ‘2d off’, ‘3d off’ and ‘4d off’, these measurements were repeated with the same cytometer settings. Medians of the GFP-signal were determined using the Flowing Software V2.5.1 (http://flowingsoftware.btk.fi) and normalized to ‘3d dox’.

**Transient transfection and crosslink-ChIP (XChIP) of ZnF-3xHA**

HEK293 cells were transiently transfected with the pAdTrack-CMV-ZnF-3xHA plasmid. Therefore, cells were seeded into a T75 flask in 14 ml total volume DMEM+ to reach a confluency of 70–80% 24 h after seeding. 17.5 μg plasmid DNA was mixed with serum-free DMEM in a total volume of 1.75 ml. In parallel, 52.5 μg of Polyethyleneimine (PEI) MAX 40k (Polysciences) was mixed thoroughly with serum-free DMEM and incubated for 5 min. The DNA mixture was added dropwise to the PEI mixture and incubated for 20 min at room temperature. Then, the DNA-PEI-mixture was pipetted dropwise to the cells. 16 h post-transfection, the medium was exchanged by fresh DMEM+. Three days post-transfection, the transfection efficiency was checked by microscopy and the cells were harvested for XChIP.

Crosslinking was performed by adding formaldehyde (Sigma-Aldrich, Cat. No. 25,254-9) to a final concentration of 1% (w/v). After incubation with rotation for 10 min, the reaction was quenched by adding glycerine to a final concentration of 125 mM followed by another incubation step with rotation for 10 min. Cells were washed and lysed was performed in Cell Lysis Buffer (10 mM Tris–HCl pH 8.0, 10 mM NaCl, 0.2% IGEPAL® CA-630, EDTA-free Protease Inhibitor Cocktail tablet (Roche)). Nuclei were resuspended in Nuclei Lysis Buffer (Tris–HCl pH 8.0, 10 mM EDTA, 1% SDS, EDTA-free Protease Inhibitor Cocktail tablet). To obtain DNA fragments in a size range of 100–500 bp, the crosslinked chromatin was sheared using the EpiShear® probe sonicator (Active Motif). The sonication efficiency was checked on an 1% agarose gel. Subsequently, the chromatin was separated from nuclei debris by centrifugation. For pre-clearing, IP Dilution Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 150 mM NaCl, 1% Triton X-100, 0.01% SDS, EDTA-free Protease Inhibitor Cocktail tablet). Protein A/G magnetic beads (Thermo Fisher Scientific) and 5 μg normal rabbit IgG (Santa Cruz Biotechnology, sc-2027) were added to the sample and incubated for 2 h at 4°C. Afterward, 5% of the pre-cleared lysate was set aside as ‘input’ and stored at -20°C. 5 μg anti-HA tag antibody (Abcam, ab9110) was added to the IP and incubated overnight at 4°C. The next day, Protein A/G magnetic beads were added and incubated for 2 h at 4°C. Next, the beads were washed once with IP Wash 1 Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 50 mM NaCl, 1% Triton X-100, 0.1% SDS), twice with High Salt Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 500 mM NaCl, 1% Triton X-100, 0.01% SDS), once with IP Wash 2 Buffer (10 mM Tris–HCl pH 8.0, 1 mM EDTA, 250 mM LiCl, 1% IGEPAL® CA-630, 1% deoxycholic acid) and twice with TE-Buffer (10 mM Tris–HCl pH 8.0, 1 mM EDTA). Two elution steps were performed by adding Elution Buffer (1% SDS, 100 mM NaHCO3) to the beads and incubating for 30 min at room temperature. After pooling the elution fractions, 20 μg RNase A (Machery-Nagel) and NaCl to a final concentration of 300 mM were added to the IP and the input sample and both were incubated overnight at 65°C. The next day, 2.4 U Proteinase K (NEB) was added and samples were incubated for 2 h at 45°C. Subsequently, the DNA was extracted using the ChIP DNA Purification Kit (Active Motif) according to the manufacturer's protocol and eluted in 50 μl elution buffer provided in the kit.
MBD2-pulldown and quantitative PCR (qPCR)

Frozen cell pellets (0.5–1 × 10^6 cells) were thawed on ice and genomic DNA (gDNA) was extracted using the QIAamp DNA Mini Kit (Qiagen) according to the manufacturer’s protocol. To obtain DNA fragment sizes between 100 and 1000 bp, 200 μl of gDNA was sonicated in a 1.5 ml reaction tube utilizing the EpiShear™ probe sonicator (Active Motif) and using the 2 mm tip (settings: 25% amplitude, 20 × 20-s pulse/30-s pause). Subsequently, the gDNA was concentrated using the NucleoSpin® Gel and PCR Clean-up Kit (Macherey-Nagel) and eluted in 50 μl pre-warmed ddH2O. The level of fragmentation was checked on a 1% agarose gel or via LabChip® GXII Touch™ HT system (Perkin Elmer). 1 μg of gDNA per sample was used per pulldown and adjusted to a final volume of 250 μl with pre-cooled PB150 buffer (50 mM Tris-HCl pH 8.0, 150 mM NaCl, 1 mM EDTA, 0.5% IGEPA® CA-630, 2 mM DTT). After the addition of 8.75 μg GST-MBD2, samples were rotated overnight at 4°C. 50 μl of Glutathione Agarose beads (Macherey-Nagel) per sample were prepared the next morning by washing four times with 200 μl pre-cooled PB150 buffer and spinning down for 1 min at 2000 g. After the final wash, the supernatant was discarded and the GST-MBD2/gDNA mix was transferred to the beads. Samples were incubated for 2 h at 4°C under constant rotation. Subsequently, the samples were spun down in a pre-cooled centrifuge for 2 min at 2000 g and the supernatant was discarded. 200 μl of ice-cold PB500 buffer (50 mM Tris–HCl pH 8.0, 500 mM NaCl, 1 mM EDTA, 0.5% IGEPA® CA-630, 2 mM DTT) was added and the samples were rotated for 5 min at 4°C. Washing was repeated twice and the supernatant was removed after the final wash. 150 μl of unchilled PB2000 elution buffer (10 mM Tris–HCl pH 8.0, 2000 mM NaCl, 1 mM EDTA) was added to the beads. After 15 min of constant rotation at room temperature, the samples were spun down for 2 min at 2000 g and the supernatant was transferred into a fresh 2 ml reaction tube. A second elution was performed with 150 μl PB2000 and after centrifugation, both elution fractions were pooled. The precipitated DNA was purified using the ChIP DNA Purification Kit (Active Motif) and eluted in 50 μl elution buffer provided in the kit. Samples were stored at 4°C short-term or at -20°C long-term.

For qPCR, a 1:5 dilution series of input gDNA was prepared for normalization of pulldown DNA and evaluation of PCR efficiency. Per region of interest, a master mix with 7.5 μl 2x ORA™ See qPCR Probe Mix (highQu), 0.4 μl forward primer, 0.4 μl reverse primer and 5.7 μl ddH2O per reaction was prepared. All samples were pipetted in triplicates and 1 μl of pulldown sample was added per reaction. For each primer set (Supplementary Table S1), non-template-controls were included and the PCR was run with the following program: 95°C for 3 min, 40 cycles of 95°C for 3 s, 58°C for 20 s, 72°C for 4 s and finally a 65–95°C ramp (0.5°C steps every 5 s). After normalization to input, the signal of the VEGFA locus was internally re-normalized on the SLC6A3 locus which shows almost complete methylation (Supplementary Figure S1C, Table S6).

Native chromatin immunoprecipitation (NChIP)

1 × 10^6 cells were resuspended in 50 μl Lysis Buffer (10 mM Tris–HCl pH 7.4, 2 mM MgCl2, 0.6% IGEPA® CA-630, 0.5 mM PMSF, 1 mM DTT, 100 μl/ml EDTA-free Protease Inhibitor Cocktail tablet (Roche) dissolved in 1 ml H2O2) and incubated on ice. A 10× MNase Dilution Buffer (1× Micrococcal Nuclease Reaction Buffer (NEB), 200 μg/ml BSA (NEB), 5 U/μl Micrococcal Nuclease (NEB)) was prepared. 10 μl of MNase Master Mix (6 μl Micrococcal Nuclease Reaction Buffer (NEB), 1.2 μl MNase Dilution Buffer, 2.8 μl H2O) was added to the sample and put at room temperature. MNase digestion was performed at 37°C for 10 min and the reaction was quenched by adding 6.6 μl of 100 μM EDTA. 6.6 μl of 1% Triton X-100/1% deoxycholate solution was added and the sample was kept on ice for 15 min. After vortexing thoroughly, 250 μl Complete Immunoprecipitation (IP) Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 150 mM NaCl, 0.1% Triton X-100, 1 mM PMSF, 100 μl/ml EDTA-free Protease Inhibitor Cocktail tablet dissolved in 1 ml H2O2) was added. The sample was incubated for 1 h at 4°C under constant rotation. Meanwhile, antibody-bead-complexes were prepared by washing 20 μl Protein A/G magnetic beads (Thermo Fisher Scientific) three times with Complete IP Buffer and subsequently resuspending in 200 μl Complete IP Buffer. Suitable amounts of an antibody following the manufacturer’s recommendations were added to the beads suspension and rotated for 3 h at 4°C. The following antibodies were used in NChIP experiments: H3K4me3, ab8580 (Abcam), 2.5 μg per IP; H3K27me3, #39155 (Active Motif), 5 μg per IP; H3K9me3, ab8898 (Abcam), 2.5 μg per IP; H3K36me3, ab9050 (Abcam), 3.5 μg per IP; H3K27ac, ab4729 (Abcam), 3 μg per IP.

The cell lysate was vortexed and centrifuged for 10 min at 14 000 g and 4°C. From supernatant, the DNA concentration was measured using NanoDrop 1000 (Thermo Fisher Scientific). 20–25 μg chromatin was used per IP and the volume was adjusted to 200 μl with Complete IP Buffer. For pre-clearing of chromatin, 20 μl Protein A/G magnetic beads were washed three times with 200 μl Complete IP Buffer. The chromatin lysate was transferred to the beads and 2.5 μg Normal Rabbit IgG (R&D Systems, #AB-105-C) was supplemented and rotated at 4°C for 2 h. Afterward, the supernatant was removed from antibody-beads complexes. Ten percent of the volume from the pre-cleared lysate (‘Input’) was set aside (stored at ~20°C), the chromatin was transferred to the antibody-beads complexes and then incubated overnight at 4°C under constant rotation. The next day, the beads were washed twice with 400 μl Low Salt Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 150 mM NaCl, 1% Triton X-100, 0.1% SDS) and twice with High Salt Buffer (20 mM Tris–HCl pH 8.0, 2 mM EDTA, 500 mM NaCl, 1% Triton X-100, 0.1% SDS) for 10 min at 4°C. For elution, the supernatant was removed after the final washing step and 200 μl ChIP Elution Buffer (1% SDS, 100 mM NaHCO3) as well as 2.4 U Proteinase K (NEB) were added. The input was also included by adjusting the volume to 200 μl with ChIP Elution Buffer and by adding 2.4 U Proteinase K. After 2 h incubation at 65°C, the IP
sample was separated from the beads and transferred into a fresh reaction tube. DNA from IP and Input was purified using the ChIP DNA Purification Kit (Active Motif).

**SDS-PAGE and western blot**

Preparation of whole cell lysates from 1.5 × 10⁶ cells per time point was performed by resuspending the pelleted cells in 50 μl of 2× Laemmli buffer (4% SDS, 10% β-mercaptoethanol, 20% glycerol, 0.01% bromophenol blue, 1.25 M Tris–HCl pH 6.8) and incubation at 95°C for 10 min. The cell lysates were spun down for 1 min at 13 000 g and the supernatants were transferred into a fresh vial. The proteins were separated by SDS-PAGE by loading 12 μl of lysate per sample on a 12% SDS gel. Afterwards, the proteins were blotted on a nitrocellulose membrane (Amersham Biosciences). The membrane was cut at the 55 kDa marker band and blocked with 5% (w/v) milk powder in PBS-T (137 mM NaCl, 2.7 mM KCl, 10 mM Na₂HPO₄, 1.8 mM KH₂PO₄, 0.1% (v/v) Tween 20). After three washes with PBS-T, the membranes were incubated with either anti-DNMT3A-antibody (1:750, NB120-13888, Novus Biologicals) or anti-Lamin B1 (1:500, sc-6217, Santa Cruz Biotechnology Inc.) in PBS-T with 1% (w/v) milk powder and incubated overnight at 4°C. The next day, the membranes were washed three times with PBS-T and incubated for two hours with anti-mouse IgG (1:5000, NXA931V, GE Healthcare) or anti-Goat IgG (1:10 000, A4174, Sigma-Aldrich) secondary antibodies both conjugated with horseradish peroxidase. After three final washes with PBS-T, the membrane was developed using the SuperSignal West Femto Max-Sensitivity Substrate (Thermo Fisher Scientific) in 1:10 dilution and the signal was captured with the FUSION advance solo 4 (Peglab).

**RNA isolation, cDNA synthesis, RT-qPCR**

Frozen cell pellets containing 0.5–1 × 10⁶ cells were thawed on ice and RNA was purified using the RNeasy® Plus Mini Kit (Qiagen) according to the manufacturer’s protocol. The RNA was eluted in 50 μl RNase-free water provided in the kit and the concentration was determined using NanoDrop 1000 (Thermo Fisher Scientific). For complementary DNA (cDNA) synthesis, 1 μg RNA was adjusted to 10 μl final volume with RNase-free water and combined with 10 μl of a 2× reaction mix (2× PCR Buffer II (Thermo Fisher Scientific), 3.2 mM dNTPs RNase-free (Genaxxon), 0.5 A₂₆₀ units Oligo d(T)₁₈ mRNA Primer (NEB), 10 mM MgCl₂ Solution (Thermo Fisher Scientific), 4 U RNasin® Plus RNase Inhibitor (NEB), 50 U MultiScribe™ Reverse Transcriptase (RT) (Thermo Fisher Scientific)). For all samples, a non-RT control was implemented. The cDNA was synthesized with the following program: 25°C for 10 min, 37°C for 120 min, 85°C for 5 min. Subsequently, the samples were diluted threefold with ddH₂O.

For RT-qPCR, a master mix with 7.5 μl 2× ORA™ See qPCR Probe Mix (highQu), 0.4 μl forward primer, 0.4 μl reverse primer and 5.7 μl ddH₂O per reaction was prepared. For analysis of ZnF-3AC expression, primers were designed to bind in the zinc finger and the methytransferase part of the construct to discriminate between potentially endogenously expressed DNMT3A and the induced construct. As a reference gene, RAB13 was selected due to its lack of a CGI in the promoter (primers are listed in Supplementary Table S2). All samples were pipetted in technical triplicates and non-RT controls, as well as non-template controls, were included. To determine the PCR efficiency for each primer set, a 1:5 dilution series of pooled cDNA was pipetted. The PCR was performed using the CFX96 Real-Time PCR detection system (Bio-Rad cDNA) with the following cycling condition: 95°C for 3 min, 40 cycles of 95°C for 3 s, 60°C for 20 s, 72°C for 4 s and finally a 65–95°C ramp (0.5°C steps every 5 s). Relative expression ratios were calculated using the Pfaffl method for qPCR (31).

**Library preparation for RNA-seq, downstream analysis**

For the generation of RNA-seq libraries, 100 ng RNA per sample (two biological replicates per time point) were processed using the NEBNext® Single Cell/Low Input RNA Library Prep Kit for Illumina® (NEB) according to the manufacturer’s protocol. The quality and quantity of the samples were checked during processing using a LabChip® GXII Touch™ HT system (Perkin Elmer). Samples were indexed and barcoded using the NEBNext® Multiplex Oligos for Illumina® (Index Primers Set 1) (NEB). Finally, 250 ng per barcoded sample (n = 6) were pooled and sequenced at the Max Planck-Genome-Centre Cologne using the Illumina HiSeq3000 platform with a depth of 120 million reads and in 1 × 150 bp mode. Sequencing data were received in FASTQ format and all data processing steps were performed on the European Galaxy web platform (32). The quality of the reads was assessed using the FastQC tool and the reads were mapped on Hg19 using the gapped-read mapper TopHat (33) under default settings. Then, the transcripts were assembled with the Cufflinks tool (34) in default settings using the previously obtained BAM files and the reference annotation for genes from UCSC in gtf format. Utilizing the Cuffmerge tool, the transcripts were merged afterward. Finally, the expression levels of genes were obtained in fragments per kilobase of exon model per million reads mapped (FPKM) using the Cuffdiff tool under default settings. Gene ontology (GO) analysis of selected gene sets was performed using the GO website (35) (http://geneontology.org/).

**Library preparation for MBD2-pulldown, XChIP and NChIP**

Libraries were generated in either triplicates (ZnF-3AC) or duplicates (3AC) for MBD2-seq (Supplementary Figure S2A). In case of NChIP to analyze global distribution of histone modifications, one repeat was conducted for several time points. However, ChIP-qPCR was performed in two repeats for H3K27me3, H3K27ac and H3K36me3 and one repeat for H3K4me3 and H3K9me3 to validate the quality of the ChIP-seq experiments (Supplementary Figure S2B). The same accounts for XChIP of the zinc finger, where ChIP-qPCR was conducted prior to Next-Generation-Sequencing.

For all MBD2-pulldown experiments comprising ZnF-3AC, as well as ZnF-ChIP and NChIP for H3K4me3,
H3K27me3, H3K9me3 and H3K36me3, libraries were prepared by the Max Planck-Genome Centre Cologne. In the case of MBD2-pulldowns of 3AC and NChIP of H3K27ac, libraries were prepared using the NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB) according to the manufacturer’s protocol. Indices and barcodes were introduced using the NEBNext Multiplex Oligos for Illumina (Index Primers Set 1) (NEB). The quality of the libraries was finally checked using the LabChip DNA Library Prep Kit for Illumina (LabChip) libraries or 1000 ng (MBD2-pulldown libraries) per sample were pooled and sequenced at the Max Planck-Genome-Centre Cologne using the Illumina HiSeq3000 platform in 1× 150 bp mode.

Next-Generation-Sequencing of MBD2-pulldown, XChIP and NChIP samples

Samples from MBD2-pulldowns or XChIP were sequenced in 1 × 150 bp mode, samples from NChIP usually in 2 × 150 bp mode using either the Illumina HiSeq2500 or Illumina HiSeq3000 platform. The sequencing depth was generally around 10 million reads per sample and data files were obtained in FASTQ format. All data were processed on the European Galaxy web platform (32). The quality of the reads was checked using the FastQC tool. Reads were mapped on the human reference genome Hg19 using the Bowtie2 alignment tool (36) with default settings. The genomic coverage of the reads was calculated using the bamCoverage tool from the DeepTools package (37) in 25 bp bins and normalized by reads per kilobase per million mapped reads (RPKM). For each epigenome modification, an internal normalization was applied by selecting regions with presumably stable signals over the time course of the experiment (Supplementary Figure S3). Therefore, the signals of the previously obtained bigWig files were determined in these regions using the multiBigwigSummary tool. Normalization factors were calculated in Excel and bamCoverage was repeated with the same settings as before (25 bp bins, RPKM), however, with an additional scaling factor included.

Heatmaps were created by running first the computeHeatMatrix tool in regions of interest in scale-regions mode (regions fit in 1 kb, 5 kb flanks, 50 bp bins) and subsequently using the plotHeatmap tool with individually adjusted settings, but always without sorting of regions. Peaks for ZnF-3AC-XChIP were called using the Model-based Analysis of ChIP-seq (MACS2) (38) tool with a q-value of 0.1 and mfold bounds of 3 and 1000 respectively. Enrichment of motifs in ZnF-3xHA peaks was calculated with the Discriminative Regulatory Expression Motif Elicitation (DREME) tool (http://meme-suite.org/tools/dreme) (39). Statistical significance was assessed using the E-value, which is the enrichment P-value multiplied with the number of candidate motifs tested. Genomic distribution of ZnF-3xHA peaks was analyzed using the CEAS tool available at the Cistrome Project web platform (http://cistrome.org/) (40). Clusters of differential DNA methylation stability were obtained by K-means clustering using the Chromatin Analysis & Exploration (ChAsE) tool (http://chase.cs.univie.ac.at/overview) (41). Browser views of NGS data were generated utilizing the Integrative Genomics Viewer (IGV) (http://software.broadinstitute.org/software/igv/home) (42). For the generation of boxplots and correlation matrices, the average of ChIP or pulldown signals in target regions were determined via the multiBigwigSummary tool.

The quality of the NChIP was further assessed by comparison with publicly available datasets (Supplementary Figure S4B). Clustering of these datasets side by side showed a good comparability of their local enrichment (data not shown). In many cases, the ChIP-seq data of different time points after dox removal were very similar to each other also supporting their quality.

Bisulfite sequencing

Bisulfite sequencing experiments were performed in triplicates for most of the analyzed regions. As described in the MBD2-pulldown section, gDNA was isolated from frozen cell pellets and sonicated to obtain fragment sizes in the range of 100–1000 bp. Bisulfite conversion was carried out with 500 ng sheared DNA using the EZ DNA Methylation-Lightning Kit (Zymo Research) as described in the manufacturer’s protocol. The converted DNA was eluted in 20 μl elution buffer provided in the kit and served as a template for the following PCR mixture: 1 μl converted DNA, 0.4 μM fwd. primer, 0.4 μM rev. primer, 1× Q-Solution, 1× PCR Buffer, 1.5 mM MgCl2, 0.2 mM dNTPs, 2.5 U Hot-StartTaq DNA Polymerase (Qiagen). The reverse primers were designed to carry a 6 bp barcode (Supplementary Table S3). For amplification, a Touchdown PCR program was chosen with the following conditions: 95°C for 15 min, 5 cycles of 30 s at 94°C, 45 s at 60°C, 30–45 s at 72°C, then 5 cycles of 30 s at 94°C, 45 s at 55°C, 30–45 s at 72°C, subsequently 30 cycles of 30 s at 94°C, 45 s at 50°C, 30–45 s at 72°C and finally 5 min at 72°C. PCR products were loaded on a 1% agarose gel, bands were cut from the gel and the DNA was extracted using the NucleoSpin Gel and PCR Clean-up Kit (Macherey-Nagel). Concentrations were measured with NanoDrop 1000, then 20–40 ng per sample were pooled in equimolar amounts. Libraries were prepared by the Max Planck-Genome-Centre Cologne and sequencing was performed using the Illumina HiSeq2500 platform with 2 × 250 bp and sequencing depth of 4.7 × 106 reads. Sequencing results were submitted in FASTQ format and all data were processed on the European Galaxy web platform (32). The quality of the reads was checked using the FastQC tool and merged using PEAR (43) with a quality score of at least 20 and a minimum overlap size of 10 bp. The barcoded reads were filtered out using the Barcode Splitter tool not allowing any mismatches in the barcode sequence. Reads were mapped on the corresponding amplicon sequences uploaded in FASTA format using the bwameth tool (arXiv: 1401.1129v2). Finally, methylation levels of CpGs were extracted using the MethyIDackel tool (https://github.com/dpryan79/MethyIDackel).

RESULTS

In this work, promiscuous chromatin binding of a fusion of a ZnF and the catalytic domain of DNMT3A (3AC) was
used to introduce DNA methylation at several genomic target sites. The ZnF had been originally designed to bind a 9-bp motif in the VEGFA promoter (44) and it was previously used to deliver DNA and H3K9 methylation to this site (20,45,46). Stable HEK293 cells with regulated expression of the ZnF-3AC construct were generated by viral transduction. After induction of ZnF-3AC expression for 3 days by addition of doxycycline (dox), expressing cells were enriched by cell sorting, and samples before and after induction were retrieved for DNA methylation analysis, ChIP and expression analysis. Afterward, the cells were cultured for up to 11 days without dox, and samples were collected on day 5, day 8 and day 11 after dox removal (Figure 1A).

DNA methylation was measured by MBD2-pulldown coupled to deep sequencing (MBD2-seq), which is a reliable and cost-efficient method for genome-wide DNA methylation analysis at medium resolution (47,48). In addition, cells expressing the DNMT3A catalytic domain (3AC) not fused to a ZnF were prepared and DNA methylation was determined after expression of this construct as well. Two or three repetitions of the MBD2 pulldown experiments were performed per construct and the corresponding MBD2-seq data showed a high correlation with each other and low correlation with input (Supplementary Figure S2A). The reliability of the MBD2-seq data was confirmed by bisulfite analysis of selected regions (Supplementary Figure S1A and B).

We initially analyzed the methylation levels of CGIs in cells before dox treatment. The 28,000 CGIs in the human genome were subdivided into two groups on the basis of the MBD2-seq data using K-means clustering showing that 17,000 of them were already methylated in HEK293 cells and 11,000 were in an unmethylated state (Figure 1E and Supplementary Figure S4A). This result indicates that the HEK293 cells have a CpG island methylator phenotype with a large fraction of CGIs being methylated, which is in agreement with an earlier bisulfite-based analysis of CGI methylation on Chromosome 21 in this cell line (49). For internal calibration of the MBD2-seq data, regions with high methylation were used, which represent fully methylated DNA where no further gain in methylation is possible. To this end, the 1000 CGIs with the highest MBD2-seq signals before dox addition were extracted and the corresponding signals used for internal normalization of the different data sets (Supplementary Figure S3A). Bisulfite-seq analysis of a representative calibration region confirmed its high methylation (~95%, Supplementary Figure S1C).

**Analysis of ZnF binding and targeted DNA methylation**

We studied the genome-wide binding of the ZnF by ChIP-seq using an antibody against its HA-tag (Figure 1B). Peak calling revealed 15,279 peaks, which were highly enriched in CGIs and promoters (Figure 1C). Based on the preferred binding of the ZnF at CGIs and their important biological role in the promoters of many genes, we focused the following analyses on targeted DNA methylation in CGIs. These genomic elements represent highly suitable targets for de novo DNA methylation, because they are rich in unmethylated CpG sites. Analysis of the ZnF peaks with DREME identified that two motifs were highly enriched. Motif 1 ($E$-value $= 6.8 \times 10^{-902}$) matches the original design sequence of the ZnF and motif 2 ($E$-value $= 2.5 \times 10^{-241}$) represents the core element of the design sequence (Figure 1D), indicating that chromatin binding is reduced in specificity as compared to the 9 bp motif used in the ZnF design. DNA methylation data in the initial state before dox addition showed that strong ZnF binding mainly occurred at unmethylated CGIs (Figure 1E). As a direct effect of DNA methylation on ZnF binding is unlikely, because the ZnF does not contain a CpG site in its recognition sequence, this trend probably reflects the better accessibility of the unmethylated CGIs.

We next compared DNA methylation levels before dox induction and after 3 days of dox treatment and strikingly observed methylation of about 11,000 CGIs, 7000 of them at relatively high levels (see below). The high methylation levels introduced at exemplary CGIs were confirmed by amplicon-based bisulfite sequencing showing close to 100% methylation for several of the covered CpG sites (Supplementary Figure S1A). Control reactions with a catalytically inactive ZnF-3AC E756A mutant showed that the introduced DNA methylation is fully dependent on the catalytic activity of the DNMT3AC part (Supplementary Figure S7A). The strong and almost ubiquitous methylation of CGIs after expression of the ZnF-3AC protein is in agreement with results of a previous study where epigenome modulators were fused to a ZnF targeting Sox2 in a similar dox-regulated expression system as used here, which also identified thousands of ZnF binding sites mostly in promoter regions (50).

To investigate if ZnF targeting contributed to the delivery of methylation, we compared the ZnF-ChIP data with DNA methylation data determined after 3 days of dox induction of either ZnF-3AC or the DNMT3A catalytic domain alone without fusion to ZnF (3AC) (Figure 1F). After expression of 3AC, around 9300 new methylation peaks were observed compared to uninduced cells, among them 78% were located in CGIs and 18% at transcriptional start sites (TSS). This strong, unspecific activity of untargeted 3AC is in good agreement with similar data showing massive and global DNA methylation after ectopic expression of untargeted DNMT3B in MEF cells (51) and massive off-target methylation in dCas9 fused DNMT3A (52). However, regarding the methylation introduced by 3AC and ZnF-3AC into the CGI of the VEGFA gene (the primary target of the ZnF), a 36% higher signal was observed for ZnF-3AC close to the ZnF binding motif (Supplementary Figure S7A). These constructs also expressed GFP together with ZnF-3AC or 3AC using an IRES sequence, which was used to monitor ZnF-3AC and 3AC expression by flow cytometry after 3 days of dox treatment (Supplementary Figure S7B). The GFP signal levels showed that the higher methylation at the VEGFA promoter after expression of ZnF-3AC was observed despite a reduced expression of ZnF-3AC when compared to 3AC. On a more global view, the DNA methylation introduced by ZnF-3AC showed a moderate Spearman’s correlation factor ($\rho = 0.43$) with the ZnF-ChIP signal (Figure 1F), suggesting a targeting effect of the ZnF module. This effect was most prominent for the 10% strongest ZnF binding sites which showed particularly high DNA methylation after expression of ZnF-3AC. In
contrast, the methylation introduced by the untargeted 3AC showed a weaker correlation with the ZnF-ChIP signal ($\rho = 0.24$), presumably reflecting the preference of both proteins for binding to highly accessible genomic sites.

Efficiency and stability of targeted DNA methylation

Next, we were interested in determining the stability of the DNA methylation introduced at the different CGIs. To this end, the cells were cultivated in the absence of dox after the 3 days expression of ZnF-3AC and DNA methylation was investigated 5, 8 and 11 days after dox removal. RT-qPCR RNA data showed loss of the mRNA for ZnF-3AC after 5 days (Supplementary Figure S8A), which was in agreement with Western Blots showing complete loss of the ZnF-3AC protein 5 days after dox removal (Supplementary Figure S8B). In agreement with these findings, flow cytometry analysis confirmed an almost complete loss of GFP expression already 4 days after dox removal indicative of an equivalent reduction in ZnF-3AC expression (Supplementary Figure S8C). GFP expression data were also determined for the construct containing the ZnF fused to the catalytically inactive E756A mutant, used as a negative control as mentioned above. Importantly, the kinetics of the loss of GFP fluorescence were identical for both constructs no matter if they contained the active or inactive DNMT3A protein (Supplementary Figure S8C). As the inactive mutant did not introduce DNA methylation, this result indicates that there was no detectable counter-selection against cells with high methylation in our experiment. This is an
important control, because counter-selection against cells with high methylation would cause a shift in cell populations, which then would lead to a bias in our data.

Strikingly, our data show that the introduced DNA methylation was rapidly lost at most of the CGIs over 11 days (Figure 2A) and additional studies at day 14 showed a continuation of the decline at later time points (data not shown). K-means clustering of the CGIs into four groups was performed on the basis of the gain in methylation after 3 days of dox treatment and stability of methylation at days 5, 8 and 11 after dox removal (Figure 2A). Successful clustering was confirmed by a scatter plot showing the CGIs from different clusters in clearly defined areas of the plot (Figure 2B). Cluster A contains CGIs with low methylation that is rapidly lost. Cluster B contains CGIs in which DNA methylation was strong but still rapidly lost. CGIs in cluster C show even stronger methylation and some residual stability. Finally, cluster D comprises 1411 CGIs showing the strongest overall methylation and at least partial stability of the introduced methylation mark up to day 11 after dox removal. It is interesting to note, that the about 7000 CGIs in clusters B–D acquired methylation at levels corresponding to the range of methylation levels observed in CGIs which are already methylated in untreated cells (Supplementary Figure S5).

Fitting of the average methylation levels of each cluster to an exponential decay curve revealed striking differences in the average half-lives of the methylation signals in the different clusters ranging in between 1.5 days in the case of cluster A to 8.2 days in the case of cluster D (Figure 2C). DNA sequence analysis revealed highly overlapping ranges of CpG density and GC content among all clusters (Supplementary Figure S9). However, the GC and CpG content of cluster A was slightly reduced suggesting that the weaker methylation of this cluster might be caused by the lower binding of the ZnF with its very G-rich recognition sequence. We, therefore, analyzed ZnF binding to the CGIs in the four clusters revealing that overall methylation levels at day 3 (increasing from cluster A to D) are indeed correlated with ZnF binding (Supplementary Figure S10A). Further subdividing of cluster D into four equal bins based on the stability of the methylation, revealed stable DNA methylation over 11 days at about 1000 CGIs in the subclusters D1 to D4 (Figure 2A). Quantitative data analysis revealed a half-life of the methylation signal of 14.7 days for cluster D1 which contains the CGIs with highest stability of introduced DNA methylation (Figure 2C).

Grouping of the CGIs by their methylation signal after 3 days of dox induction followed by splitting of each group into three subgroups by the stability of the DNA methylation at 11 days without dox clearly indicates that regions with similar levels of introduced methylation can show drastically different kinetics of methylation loss. This observation indicates that the initial gain in methylation alone is not sufficient for the prediction of the stability of targeted methylation (Supplementary Figure S11A). This observation is also supported by the finding that the gains in methylation are slightly increasing from subcluster D1 to D4, but stability of the introduced DNA methylation has the opposite trend being most stable in subcluster D1 (14.7 days half-life) and least stable in D4 (5.2 days half-life) (Figure 2A).

To further explore the correlation of ZnF binding and stability of DNA methylation, all CGIs were subdivided into three groups based on the ZnF ChIP-seq signal. The distribution of these groups in the clusters A–D (Supplementary Figure S11B) showed that high ZnF binding supports stable methylation (as evident from the enrichment of high ZnF binding CGIs in cluster D). This effect was expected, because high ZnF binding was correlated with strong methylation gain (Figure 1F). However, CGIs with high ZnF ChIP signals were also present in clusters A–C indicating that strong ZnF binding alone is not a sufficient condition for stable DNA methylation. Moreover, ZnF binding was almost equal in all subclusters D1 to D4 (Supplementary Figure S10B) indicating that in this case, the stability of DNA methylation is not correlated with the ZnF binding strength, but it must depend on other properties of the target sites (see below).

**Chromatin state analysis of cluster A–D CGIs**

After the definition of four main clusters, which display differential dynamics in DNA methylation stability, we attempted to figure out the specific features of these regions. We therefore performed a chromatin state segmentation analysis of these clusters using EpiExplorer (53) and observed a trend that CGIs with increased stability of methylation (cluster A to D) were less associated with genes with high expression or strong enhancers (Figure 3A). Interestingly, the most stable cluster D showed strong enrichment in chromatin states designated as ‘poised promoters’ or ‘Polycomb repressed’, which are characterized by the presence of H3K27me3 and usually connected to cell development or differentiation. This observation was further supported by gene ontology analysis where the associated genes from cluster D were highly enriched in biological processes involved in development or neuronal differentiation (Supplementary Figure S12). In contrast, the low methylation stability clusters A and B were linked to genes that are mainly involved in processes which can be summarized as housekeeping. These observations can already serve as a hint for the highly diverse epigenetic mechanisms that regulate the levels of DNA methylation within CGIs and the sensitivity of gene promoters for this modification.

**Dynamic changes of gene expression after CGI methylation**

We determined the expression of genes associated with the CGIs studied here before dox addition, after 3 days of dox treatment and 5 days after dox removal (Figures 3B and 4). Similarly as observed in the chromatin segmentation analysis (Figure 3A), the gene expression studies revealed that the efficiency of DNA methylation as determined by the DNA methylation level after 3 days of dox treatment anticorrelated with gene expression in the initial state (before dox), suggesting that lowly expressed genes are more amenable for DNA methylation (Figure 4A). At later time points, the dynamic changes of gene expression were highly correlated with the level and stability of the DNA methylation gain.
Figure 2. Clustering of CGIs showing differential stability after de novo DNA methylation by ZnF-3AC. (A) Heatmaps of MBD2-seq data are centered around CGIs with 2.5 kb flanks on either side. All CGIs selected for this study were originally unmethylated in ‘no dox’ state and gain methylation after 3 days dox induction of ZnF-3AC. Clusters A–D show differential stability of DNA methylation 5, 8 and 11 days after dox removal. The most stable cluster D was sorted by relative methylation stability at the time point ‘11d off’ to ‘3d dox’ and subclustered into four groups, D1 (most stable) to D4 (least stable). Cluster names and the numbers of CGIs in the clusters are displayed in the first two columns of each heatmap. Boxplots show relative methylation signals of all clusters at different time points. The line in the box indicates the median, the box indicates the 25th and 75th percentile, the whiskers the 5th and 95th percentile. N, no dox; 3, 3d dox; 5/8/11, 5d/8d/11d off. Confidence intervals of average signals and significance of pairwise MBD2-seq signal differences are shown in Supplementary Figure S6A. (B) Scatter plot of the CGIs in the different clusters showing their methylation levels and stability of the methylation between ‘3d dox’ and ‘5d off’. (C) Quantitative analysis of the rates of methylation loss in the different clusters. The average methylation levels of cluster A–D and D1–D4 were fitted to a single exponential decay curve to determine the half-lives of the introduced methylation. The figure shows the average methylation levels as data points and fits as lines. The corresponding half-lives of DNA methylation are indicated below.
Figure 3. Enrichment of the differentially methylated clusters A–D in various chromatin states and examples for the dynamics in gene expression. (A) Chromatin state segmentation for clusters A–D prepared using EpiExplorer (https://epiexplorer.mpi-inf.mpg.de/) (53). (B) Representative browser views of MBD2-seq data in different clusters and expression data of corresponding genes. The upper boxes show browser views of MBD2-seq data (data range 0–80) generated using the Integrative Genomics Viewer (IGV). Regions showing de novo methylation are highlighted in gray. Clusters A–D exhibit differential DNA methylation dynamics over the time course of the experiment. The lower boxes show the RNA-seq FPKM values of genes associated with the CGIs displayed as bar diagrams. The expression of the genes shows a methylation-dependent dynamic. N, no dox; 3, 3d dox; 5, 5d off. The corresponding genomic regions are listed in Supplementary Table S4.

In cluster A and B, where only moderate and transient CGI methylation was introduced, the effect of the methylation on gene expression was marginal (Figure 4B and C). However, in the case of cluster C and D, where strong and (in cluster D) partially stable CGI methylation was introduced, a global trend towards gene silencing was observed. This effect was especially pronounced in the subclusters D1 and D2 where a fraction of genes showed a >8-fold reduction in expression (Figure 4D). Even after 5 days of dox removal, the majority of genes did not recover to original expression levels and ~20% of them were still reduced by at least 2-fold. These results reveal that the extent and stability of CGI methylation and gene repression are highly target-gene dependent. However, the level and stability of DNA methylation gain showed a striking correlation with the level and stability of gene repression at the genome-wide level. These findings suggest that the delivery of DNA methylation at CGIs directly leads to the reduction of gene expression, as it is not plausible to assume indirect effects acting in the same direction at so many different loci.
Dynamic changes of other chromatin modifications after CGI methylation

As a next step, the genome-wide distribution of several chromatin marks (H3K4me3, H3K9me3, H3K27me3, H3K27ac and H3K36me3) was determined by ChIP-seq. After quality control and normalization (Supplementary Figure S3B–F), the data were analyzed using the clusters defined previously based on the level and stability of DNA methylation. Strikingly, both H3K4me3 and H3K27ac showed a genome-wide response that was strongly anti-correlated with the level of DNA methylation (Figure 5A and B). Both modifications showed strong reductions after 3 days of dox treatment in clusters B to D, but rapidly returned to normal levels in cluster B and C. A relatively stable reduction of H3K4me3 was observed in cluster D, mainly in the subclusters D1 and D2, while in case of H3K27ac, sta-
Figure 5. DNA methylation is most stable in CGIs containing H3K27me3 and it leads to a differential reduction of activating marks H3K4me3 and H3K27ac. The same clusters were used for the analysis of histone modifications as previously in MBD2-seq. Heatmaps are centered around CGIs with 5 kb flanks. Boxplots show the signals of the histone modifications in CGIs. The line in the box indicates the median, the box indicates the 25th and 75th percentile, the whiskers the 5th and 95th percentile. N, no dox; 3, 3d dox; 5/8/11, 5d/8d/11d off. ChIP-seq signals are shown for: (A) H3K4me3, (B) H3K27ac and (C) H3K27me3. Confidence intervals of average signals and significance of pairwise ChIP-seq signal differences are shown in Supplementary Figure S6B–D.

Discussion

Chromatin properties are regulated by numerous epigenome modifications that occur in various combinations and establish a complex network. Currently, it is unclear how these modifications interact with each other and to which extent each of them is causative for downstream effects such as changes in gene expression. While in many cases clear correlations between different modifications and properties such as gene expression were documented, it is difficult to find out if these reflect causative effects or if the affected modifications are indirectly connected through secondary effects. Another important open question is related to the switching of biological states encoded in epigenome networks. Previous studies have documented that DNA methylation introduced at promoters was transient in some cases while stable
Figure 6. Alternative CGI clustering based on initial H3K27me3, H3K4me3 and DNA methylation (no dox) revealed an influence of H3K27me3 on DNA methylation stability. (A) Heatmaps are centered around CGIs with 2.5 kb flanks on either side showing H3K27me3 and H3K4me3 ChIP-seq signals at 'no dox' and MBD2-seq signals at the different time points of ZnF-3AC induction. K-means clustering was performed first for H3K27me3, then based on H3K4me3 and MBD2-seq. Clusters are labeled with 'X1–7'. (B) Boxplots showing the H3K27me3, H3K4me3 and MBD2-seq signals in the selected clusters X2, X3, X5 and X7. The line in the box indicates the median, the box indicates the 25th and 75th percentile, the whiskers the 5th and 95th percentile. n, no dox; 3, 3d dox; 5/8/11, 5d/8d/11d off. (C) The average methylation levels of clusters X2, X3, X5 and X7 were fitted to a single exponential decay curve to determine the half-lives of the methylation. The figure shows the average methylation levels as data points and fits as lines.

Figure 7. Example of the epigenome landscape in regions showing stable DNA methylation. Browser views of MBD2-seq, H3K27me3-ChIP, H3K4me3-ChIP and H3K27ac-ChIP at representative loci generated with IGV. Regions showing strong de novo DNA methylation are highlighted in gray. Shown are example regions illustrating the stable introduction of DNA methylation in CGIs with high H3K27me3 signal. Strong, but transient reductions of H3K4me3 and H3K27ac were observed at these loci. The corresponding genomic regions are listed in Supplementary Table S5.
Epigenome editing is a powerful approach to study the mutual interaction of chromatin modifications and their direct biological effects, because it allows introducing a defined perturbation into the epigenome network at a specific genomic locus. In this work, the catalytic domain of the DNMT3A methyltransferase was selected as an epigenome effector, because it is able to introduce DNA methylation after genome targeting (20,56). On the other hand, it does not interact with other endogenous chromatin factors, thereby restricting the epigenome modification to the introduced DNA methylation, and thus avoiding the undesired introduction of additional modifications by endogenous enzymes bound to the DNMT3A catalytic domain. In addition, the catalytic domain of DNMT3A does not contain two additional domains of the DNMT3A full-length protein (the PWWP domain and the ADD domain) which are known to interact with chromatin and read histone tail modifications, thus avoiding a direct crosstalk of the existing epigenome modifications at the target sites with the recruitment or activity of the EpiEditor (57,58).

For targeting, we exploited the binding of a ZnF with promiscuous specificity allowing us to introduce DNA methylation at several thousand CGIs in one experiment. Using this approach, we investigated the influence of the target sites and the epigenome state on the dynamic outcome of targeted DNA methylation in a systematic manner. Our work revealed that DNA methylation can be efficiently introduced at thousands of CGIs, but the introduced DNA methylation is rapidly lost at most of them, with partial stability observed at a fraction of about 10% of CGIs which are enriched in H3K27me3. Strikingly, this rapid demethylation of CGIs occurs in cultivated cell lines with stable DNA methylation, indicating that overall maintenance methylation is intact, but it fails at artificially methylated CGIs. Comparison of the stability of methylation at the different CGIs indicates that regions with similar levels of the introduced methylation still show very different kinetics of methylation loss indicating that the demethylation of CGIs is not a global event, but its kinetics depend on the local sequence and epigenome context of each individual region (Supplementary Figure S11A). Our data agree with previous results showing that CGIs are refractory to DNA methylation due to their DNA sequence (59). The local CGI specific demethylation observed here could be caused by two effects, the prevention of the recruitment or activity of DNMT1 leading to a failure in maintenance methylation or the presence of TET enzymes at the CGI triggering active demethylation (60,61). It will be an interesting topic for future work to distinguish between these alternative but not mutually exclusive mechanisms.

Regarding the crosstalk of DNA methylation and H3K27me3, these two marks are non-overlapping in ES cells, where H3K27me3 occurs in discrete, punctate regions mostly overlapping with CpG islands, which are unmethylated in these cells (62). However, in somatic cell types and cancer cell lines, extensive overlap between DNA methylation and H3K27me3 methylation has been observed indicating that both modifications are no longer mutually exclusive (62–64). Coexistence of H3K27me3 and DNA methylation in untreated cells is also visible in our data (cluster X1 in Figure 6A). Importantly, our data show that the presence of H3K27me3 predisposes CGIs for stable introduction of DNA methylation and reprogramming (cluster X2 and X3 in Figure 6). This finding is in very good agreement with several studies documenting that H3K27me3 marked CGIs tend to acquire aberrant methylation in tumors and cell lines (49,65,66). Similarly, expression of different DNMT3A variants with mutations in the PWWP domain, which abrogate chromatin targeting caused preferential methylation at H3K27me3 containing regions, suggesting that they are most prone to de novo methylation (67,68).

Recently, the positive correlation of DNA methylation and H3K27me3 has also been reported in a genetic study in mice expressing a catalytically inactive DNMT3B enzyme (69). A similar effect was also observed after ectopic expression of untargeted DNMT3B (51). In agreement with our data, a recent study showed that the combined editing of DNA and H3K27me3 leads to more stable gene silencing (70). Regarding the molecular mechanisms connecting H3K27me3 and DNA methylation, it had been reported that PRC2, the complex responsible for setting H3K27me3, can recruit DNMTs (71) and DNMT3A interacts with PRC2 components (72,73), which could explain enhanced DNA methylation at H3K27me3 regions. Strikingly, the opposite connection has recently been established as well, because the AEBP2 Zinc finger protein that is associated with PRC2 binds CpG methylated DNA (74) suggesting the existence of a synergetic mutual enhancement loop of DNA methylation and H3K27me3.

Interestingly, we could not detect any crosstalk of DNA methylation at CGIs to H3K9me3, another prominent silencing chromatin modification. This genome-wide lack of effect was observed although DNA methylation and H3K9me3 co-occur in heterochromatic repeats and H3K9 methylation has been observed to target DNA methylation to these sites (75). Different pathways have been described that could connect H3K9me3 to DNA methylation, including the recruitment of the SUV39H1–HP1 complex responsible for setting H3K9me3 by the methyl CpG binding proteins MBD1 (76) and MeCP2 (77,78) and the interaction of HP1 (reading H3K9me3) with DNMT3B (75). Our data suggest that the crosstalk of DNA methylation and H3K9me3 is not efficient at CGIs in HEK293 cells, but perhaps restricted to heterochromatic regions. Nevertheless, co-editing of DNA and H3K9 methylation at CGI was found to enhance and stabilize gene repression, suggesting that an artificial deposition of both marks at CGIs is possible and it can be effective (26).

We show that targeted DNA methylation at thousands of CGIs directly led to the fast but transient decline of H3K4me3 and H3K27ac modifications. The parallel re-
sponse at multiple sites suggests that a direct molecular link exists between the introduced DNA methylation and the decline in these two marks, because indirect or promoter-specific effects should not result in such a concerted global response. Several molecular pathways have been identified that could directly contribute to this effect. With respect to H3K4me3 reduction, the CXXC domains of several H3K4 specific protein lysine methyltransferases (KMT2A, KMT2B) as well as CFP1 (a member of KMT2F and KMT2G complexes) were shown to specifically interact with unmethylated DNA (79–82). This finding can explain the loss of the KMT2 enzymes after CGI methylation leading to the subsequent loss of H3K4me3. Regarding the loss of histone acetylation, DNA methylation has been shown to recruit HDACs through the methyl binding proteins MeCP2 (83) and MBD2 (84), which can explain the temporal coupling of histone deacetylation following DNA methylation. Strikingly, our data suggest that these changes are part of a ‘default’ response of the epigenome network to CGI methylation, although their intensity is modulated by CGI-specific additional factors.

Finally, our data allow us answering the long-standing question of whether DNA methylation at CGIs can cause gene repression or if it is a consequence of a reduction in gene expression triggered by other processes. We observed a decline in gene expression that occurred genome-wide at hundreds of promoters after methylation of their associated CGIs. The kinetics and stability of this effect were tightly correlated with the dynamics of the DNA methylation deposition and its stability implicating that our results cannot be explained by promoter-specific local effects, but they indicate that introduced CGI methylation has the capacity to directly silence gene expression. The possible molecular pathways leading to the decline in gene expression are the recruitment of diverse repressive MBD protein-containing complexes, which induce chromatin remodeling and also lead to the decline in H3K4me3 and histone acetylation as described above.

CONCLUSIONS

Chromatin properties are regulated by numerous epigenome modifications, which occur in various combinations creating a complex network. Currently, it is unclear how these modifications interact with each other and to which extent each of them is causative for downstream effects like changes in gene expression. In this work, we employed the promiscuous DNA binding of a fusion protein comprising a ZnF and the catalytic domain of DNMT3A to introduce DNA methylation at several thousand CGIs in one experiment. This allowed us to investigate in a systematic manner the influence of the epigenome environment on the efficiency and stability of targeted DNA methylation and the subsequent changes of the epigenome network triggered by the introduced DNA methylation. Our data show efficient methylation at many thousand CGIs, but the rapid loss of the methylation at most of the target sites. This finding illustrates the power of the molecular processes that protect CGIs against aberrant DNA methylation. However, partially stable DNA methylation was observed at ∼1000 target sites and CGIs with stable DNA methylation showed an enrichment in H3K27me3. Globally, the introduction of DNA methylation strongly correlated with a decrease in gene expression, indicating a direct role of DNA methylation in gene expression control. Similarly, global reductions in H3K4me3 and H3K27ac were observed after DNA methylation at CGIs, which can be explained by the repulsion of HATs and KMT2 enzymes and recruitment of HDACs. In contrast, no changes were observed for H3K9me3 and H3K36me3 despite the existence of potential molecular pathways connecting these modifications. All in all, our data provide a global and time-resolved view on the network of epigenome modifications, their interconnection and the concerted response to the artificial DNA methylation of thousands of CGIs and they document a direct connection of DNA methylation at CGIs to reduced H3K4me3, histone acetylation and gene expression.
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