Extended space and time correlations in strongly magnetized plasmas
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Molecular dynamics simulations are used to show that strong magnetization significantly increases the space and time scales associated with interparticle correlations. The physical mechanism responsible is a channeling effect whereby particles are confined to move along narrow cylinders with a width characterized by the gyroradius and a length characterized by the collision mean free path. The predominant interaction is 180° collisions at the ends of the collision cylinders, resulting in a long-range correlation parallel to the magnetic field. Its influence is demonstrated via the dependence of the velocity autocorrelation functions and self-diffusion coefficients on the domain size and run time in simulations of the one-component plasma. A very large number of particles, and therefore domain size, must be used to resolve the long-range correlations, suggesting that the number of charged particles in the collection must increase in order to constitute a plasma. Correspondingly, this effect significantly delays the time it takes to reach a diffusive regime, in which the mean square displacement of particles increases linearly in time. This result presents challenges for connecting measurements in non-neutral and ultracold neutral plasma experiments, as well as molecular dynamics simulations, with fluid transport properties due to their finite size.

I. INTRODUCTION

Plasmas are collections of charged particles large enough to exhibit collective behavior. Correspondingly, the assumption of a scale separation between the short-range interactions responsible for collective motion at the microscopic scale, and the longer-range macroscopic evolution is inherent in the development of plasma kinetic theory. This scale is commonly characterized by the Debye length because shielding limits the range over which particles interact. Thus, the collection of charges must be much larger than the Debye length in order to satisfy the definition of a plasma. However, this expectation is based on the assumption that the plasma is weakly magnetized in the sense that gyromotion is negligible at the microscopic correlation scale.

In this work, we show that the microscopic correlation scale characterizing interactions between particles can increase substantially if the plasma is strongly magnetized. In this context, strong magnetization refers to plasmas in which the typical gyrfrequency of particles significantly exceeds the plasma frequency: \( \beta = \omega_c/\omega_\phi \gg 1 \), where \( \omega_c = qB/m \) and \( \omega_\phi = \sqrt{e^2n/e_m} \). Equivalently, this corresponds to particle gyroradii that are smaller than the Debye length, indicating that magnetization influences inter-particle collisions. In particular, our molecular dynamics (MD) simulations of the one-component plasma (OCP) show that strong magnetization causes particles to become confined to cylinders with a length that is characterized by a mean free path for 180° collisions, and a width that is characterized by the gyroradius. The length of these cylinders increases as \( \beta \) increases. This long-range correlation dramatically extends the scale separating microscopic interactions from macroscopic behavior when the magnetization strength is large. It has implications for connecting experimental measurements, as well as MD simulations, to fluid transport processes.

Strongly magnetized plasmas arise in a number of contexts. Non-neutral plasmas, such as those used to trap antimatter [15] can be very strongly magnetized \( \beta \gg 10^{10} \). Electrons in a number of other laboratory experiments, including ultracold neutral plasmas [16], high-field inertial confinement fusion experiments [17–20], dusty plasmas [21,22], and even to some extent in conventional magnetic confinement fusion experiments [23,24], reach regimes in which \( \beta > 1 \). In nature, strongly magnetized plasmas are encountered in several astrophysical contexts, including the magnetospheres of some planets and exoplanets [25], and the atmosphere of neutron stars [26]. Many of these examples are influenced by moderate or strong Coulomb coupling simultaneously with strong magnetization. Coulomb coupling can be quantified using the Coulomb coupling parameter, \( \Gamma = (q^2/a)/(4\pi\epsilon_\alpha k_B T) \), which is the ratio of the Coulomb potential energy at the average interparticle spacing, \( a = (3/4\pi n)^{1/3} \), to the average kinetic energy. Understanding how the combined effects of strong magnetization and strong coupling influence transport, and the system scale required to exhibit a plasma regime, is important to developing models to describe these systems.

Here, we show how coupling and magnetization influence the space and time requirements for reaching a plasma regime using MD simulations of the OCP. The space requirement was determined through convergence tests of the parallel, perpendicular, and transverse velocity autocorrelation functions (\( Z||, Z_\perp \), and \( Z_\wedge \)), and self-diffusion coefficients (\( D||, D_\perp \), and \( D_\wedge \)), with respect
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2–4, as well as MD simulations [20] to fluid transport processes.

Many of these examples are influenced by moderate or strong Coulomb coupling simultaneously with strong magnetization. Coulomb coupling can be quantified using the Coulomb coupling parameter, \( \Gamma = (q^2/a)/(4\pi\epsilon_\alpha k_B T) \), which is the ratio of the Coulomb potential energy at the average interparticle spacing, \( a = (3/4\pi n)^{1/3} \), to the average kinetic energy. Understanding how the combined effects of strong magnetization and strong coupling influence transport, and the system scale required to exhibit a plasma regime, is important to developing models to describe these systems.

Here, we show how coupling and magnetization influence the space and time requirements for reaching a plasma regime using MD simulations of the OCP. The space requirement was determined through convergence tests of the parallel, perpendicular, and transverse velocity autocorrelation functions (\( Z||, Z_\perp \), and \( Z_\wedge \)), and self-diffusion coefficients (\( D||, D_\perp \), and \( D_\wedge \)), with respect
to the size of the simulation domain at a fixed temperature and density. In the regime of weak coupling ($\Gamma \ll 1$) and weak magnetization ($\beta < 1$), results agree with the conventional expectation that the domain size must exceed the Debye length $\lambda_D = \sqrt{\epsilon_0 k_B T / (q^2 n)}$\textsuperscript{22} However, if the plasma is weak to moderately coupled ($\Gamma \lesssim 1$) but strongly magnetized ($\beta \gg 1$), the domain size requirement becomes much larger and increases with increasing magnetic field strength. This directly demonstrates a long-range correlation effect that extends the scale of inter-particle interactions. At strong coupling ($\Gamma \gtrsim 1$) and weak magnetization ($\beta < 1$), the domain size requirement is observed to be determined by the inter-particle spacing, as expected. Strong magnetization is again observed to extend the spatial scale of these interactions, but to a lesser degree than at weak or moderate coupling.

This result implies that using MD simulations to characterize strongly magnetized plasmas is fraught with challenges, as they require particle numbers that are very large (MD simulation are usually limited to $\sim 10^6$ particles due to computational expense). It also implies that some experiments, such as non-neutral\textsuperscript{26} and ultracold neutral plasmas\textsuperscript{13,15,31} may not be large enough to represent a three-dimensional plasma regime. These experiments access a wide range of particle numbers $10^4 - 10^8$, as well as coupling and magnetization strengths, but encounter the same situation as the simulations in that very large particle numbers are required to represent a plasma at high $\beta$. For example, particle numbers on the order of $10^6$, $\Gamma$ values near $\sim 0.1$ and large $\beta$ values ($> 10$) are common in non-neutral plasma experiments\textsuperscript{26,31}

The extended scale of spatial correlations implies a corresponding extension of their timescale. Since the channeling effect generated by strong magnetization causes particles to travel much further in the parallel dimension before colliding with another particle, the time between these collisions increases as $\beta$ increases. This is demonstrated through the relaxation time of the velocity autocorrelation functions and the mean square displacement of particles from their initial positions in each the parallel, perpendicular and transverse directions. By the Einstein relation, the fluid process of diffusion corresponds to the regime in which the mean square displacement increases linearly in time\textsuperscript{34} The time it takes to reach this regime is related to the time it takes particles to interact, which is several plasma periods ($\omega_p^{-1}$) in a weakly magnetized plasma ($\beta \lesssim 1$). Results show that strong magnetization significantly increases the time that it takes the mean square displacement to reach a linear in time regime, thus delaying the time it takes to reach the fluid limit.

The delayed time to reach a fluid regime has implications for both MD simulations and experiments. Simulations become much more expensive because the timestep must be set to resolve the very fast gyromotion, while the total simulation time becomes longer because of the increased correlation time. Previous MD simulations of diffusion in strongly magnetized 2D Yukawas plasmas have reported superdiffusive behavior\textsuperscript{31} whereby the mean square displacement in the perpendicular direction increases at a rate faster than proportional to time; i.e., as $t^\alpha$ where $\alpha > 1$. This was later observed experimentally, but thought to be associated with not reaching the time asymptotic limit associated with the hydrodynamic regime\textsuperscript{23}. We also observe this behavior in our 3D simulations when they are not run sufficiently long. However, eventually, the mean square displacement reaches the normal diffusive regime in which it increases linearly in time. This suggests that true diffusion persists in strongly magnetized plasmas in three-dimensions, but the time at which the diffusive regime is reached is delayed significantly. Experimentally, this has implications for the length of time over which the plasma must evolve, or measurements must be taken, in order to probe fluid properties. For example, ultracold neutral plasmas expand at a rate determined by ion dynamics, which could become comparable to the time it takes electrons to reach a fluid regime if they are sufficiently strongly magnetized.

The remainder of this paper is organized as follows. Section II describes the MD simulations and the calculation of diffusion coefficients. Section III summarizes results for the correlations scales in unmagnetized plasmas as coupling strength varies. Section IV shows how these space and time scales dramatically extend in response to an applied magnetic field. Conclusions are discussed in Sec. V.

## II. SIMULATION SETUP

Simulations were prepared by randomly assigning positions and velocities to $N$ charged particles in a cubic box with periodic boundary conditions. Velocities and positions were updated by using the Velocity-Verlet algorithm\textsuperscript{35} In simulations with an applied magnetic field a modified Velocity-Verlet algorithm provided by Spreiter and Walter\textsuperscript{36} that allows for an arbitrarily strong uniform external magnetic field was used. The simulation was performed in two stages. In the equilibrium stage the system was brought into constant energy configuration using a velocity rescaling thermostat\textsuperscript{36}. After equilibrium was achieved, particles evolved in time in the microcanonical ensemble during the main run stage. In simulations with an external magnetic field, the field was turned on only during the main run stage and was not present during the equilibrium stage in order to reduce computational time. The presence of an external magnetic field in a classical system does not change the equilibrium state via the Bohr-van-Leeuwen theorem,\textsuperscript{34} thus turning on the magnetic field during the main run stage does not change the energy or configuration of the equilibrium state.

The Coulomb potential was implemented using an Ewald Summation technique through the Particle-Particle Particle-Mesh (P^3M) algorithm\textsuperscript{37}. This splits the Coulomb potential into short-range (Particle-Particle)
and long-range (Particle-Mesh) components. This representation of the potential allows for high resolution of close interactions and a computationally efficient long-range force which is computed on a mesh using three-dimensional fast Fourier transforms.

Positions and velocities of a random subset of particles were recorded during the main run stage of the simulation, and used to compute the velocity autocorrelation function in each of three vector directions

\[
Z_\parallel(t) = \langle v_z(t)v_z(0) \rangle \quad (1a)
\]

\[
Z_\perp(t) = \frac{1}{2} \left[ \langle v_x(t)v_x(0) \rangle + \langle v_y(t)v_y(0) \rangle \right] \quad (1b)
\]

\[
Z_\wedge(t) = \frac{1}{2} \left[ \langle v_x(t)v_y(0) \rangle - \langle v_y(t)v_x(0) \rangle \right] \quad (1c)
\]

where \( \langle \ldots \rangle \) denotes an average over the ensemble of saved trajectories and the coordinate orientation is

\[
r_\parallel = (\hat{z} \cdot r)\hat{z} \quad (2a)
\]

\[
r_\perp = r - r_\parallel \quad (2b)
\]

\[
r_\wedge = \hat{z} \times r. \quad (2c)
\]

Here, \( B = B\hat{z} \), and the symbols \( \parallel, \perp, \text{ and } \wedge \) refer to the parallel, perpendicular, and transverse directions. In the absence of a magnetic field, \( Z(t) = \frac{1}{3} \langle v(t) \cdot v(0) \rangle = \frac{1}{2} Z_\parallel(t) + \frac{1}{2} Z_\perp(t) \), and \( Z_\wedge(t) = 0 \). Diffusion coefficients were computed from the velocity autocorrelation functions using the Green-Kubo relation:

\[
D_\parallel = \frac{k_B T}{m} \int_0^\infty Z_\parallel(t)dt \quad (3a)
\]

\[
D_\perp = \frac{k_B T}{m} \int_0^\infty Z_\perp(t)dt \quad (3b)
\]

\[
D_\wedge = \frac{k_B T}{m} \int_0^\infty Z_\wedge(t)dt. \quad (3c)
\]

In the absence of a magnetic field \( D = \frac{k_B T}{m} \int_0^\infty Z(t)dt = \frac{1}{3} D_\parallel + \frac{2}{3} D_\perp \), and \( D_\wedge = 0 \). Since the simulations can only be run for a finite time, the upper limit in Eq. \((3)\) is the simulation run time \( t_{\text{run}} \), which must be sufficiently long for the integral to converge. Determining the length of time necessary for this to occur is a focus of this study.

In establishing the run time necessary to reach a diffusive regime, it is also informative to consider Einstein’s description relating the diffusion coefficients to the mean square displacement of a particle from its initial position

\[
D_\parallel = \lim_{t \to \infty} \frac{\langle |z(t) - z(0)|^2 \rangle}{2t} \quad (4a)
\]

\[
D_\perp = \lim_{t \to \infty} \frac{\langle |x(t) - x(0)|^2 \rangle + \langle |y(t) - y(0)|^2 \rangle}{4t} \quad (4b)
\]

\[
D_\wedge = \lim_{t \to \infty} \frac{\langle |x(t) - y(0)|^2 \rangle - \langle |y(t) - x(0)|^2 \rangle}{4t}. \quad (4c)
\]

In the unmagnetized limit \( D = \lim_{t \to \infty} \langle |r(t) - r(0)|^2 \rangle / (6t) \). In practice, the mean square displacement was computed not from the particle positions, but from their velocities using \( r(t) - r(0) = \int_0^t \mathbf{v}(t')dt' \), so

\[
\langle |r(t) - r(0)|^2 \rangle = 6t \int_0^t \left( 1 - \frac{s}{t} \right) Z(s)ds. \quad (5)
\]

Each of the vector components in the magnetized case were obtained from using the appropriate component of the velocity autocorrelation function in this expression.

The time-step, \( \delta t \), and simulation duration, \( t_{\text{run}} \), used for simulations of the unmagnetized OCP are shown in Table I. The time step was chosen in order to conserve velocity autocorrelation functions, and were found to converge at a rate faster than \( t^{-3/2} \). This condition was satisfied for simulations with \( \Gamma \geq 0.5 \), but for those with \( \Gamma < 0.05 \) it was computationally impractical to achieve the necessary simulation run time. Instead, an alternative method based on a fit to a relaxation time approximation was applied (see Sec. III for details).

Table II shows a range of run times used in simulations with a magnetic field. For these, if \( \beta \leq 1 \) the time-step was chosen to be the same as in the absence of a magnetic field, but if \( \beta > 1 \) it was decreased to \( \delta t = 0.01 \omega_p^{-1} = 0.01 \omega_p^{-1} / \beta \) in order to resolve the gyromotion. The range of run times indicated in the table are a result of the time it takes to reach convergence in the cumulative integral of the velocity autocorrelation functions, and were found to depend significantly on \( \beta \).

### III. UNMAGNETIZED PLASMA

First, we review the correlation length and timescales for unmagnetized plasmas in order to set the expectations.

| \( \Gamma \) | \( \delta t(\omega_p^{-1}) \) | \( t_{\text{run}}(\omega_p^{-1}) \) |
|---|---|---|
| \( \geq 0.5 \) | 0.01 | 1638.40 |
| 0.25 – 0.45 | 0.0025 | 1638.40 |
| 0.075 – 0.225 | \( 10^{-3} \) | 3276.80 |
| 0.01 – 0.05 | \( 10^{-4} \) | 8192 |
| \( 10^{-3} \) | \( 10^{-5} \) | 1638.40 |
| \( 10^{-4} \) | \( 10^{-6} \) | 102.40 |

| \( \Gamma \) | \( \beta \) | \( t_{\text{run}}(\omega_p^{-1}) \) |
|---|---|---|
| 0.1 | \( 0.001 - 10 \) | 3276.80 – 6553.60 |
| 1 | \( 0.01 - 3 \) | 6553.60 – 8703.1808 |
| 10 | \( 0.001 - 4 \) | 6553.60 |
| 100 | \( 0.001 - 10 \) | 5242.88 – 6553.60 |

| \( \Gamma \) | \( \beta \) | \( t_{\text{run}}(\omega_p^{-1}) \) |
|---|---|---|
| 0.1 | \( 0.001 - 10 \) | 3276.80 – 6553.60 |
| 1 | \( 0.01 - 3 \) | 6553.60 – 8703.1808 |
| 10 | \( 0.001 - 4 \) | 6553.60 |
| 100 | \( 0.001 - 10 \) | 5242.88 – 6553.60 |
FIG. 1. Percent change of the computed diffusion coefficient versus the number of particles used in the simulation. Percent change was calculated in reference to the result from the simulation that used the largest number of particles. For (a), this was from the relaxation time model ("R.T. model," red circles), and for (b)-(f) from the cumulative integrals ("C.I.", black circles).

for comparison to strongly magnetized plasmas. Figure 1 shows a convergence test of the computed diffusion coefficients with respect to the simulation size, quantified in terms of the number of particles. Recall that since the density is fixed, the domain volume is proportional to the particle number, and the domain is cubic: $L^3 = N/n$.

The expectation is that the simulation domain must significantly exceed the range over which particles interact. At strongly correlated conditions ($\Gamma \gtrsim 1$), the interaction range is characterized by several interparticle distances, and increases gradually with $\Gamma$ as the dominance of plasmon oscillations become a predominant interaction mechanism. This expectation is corroborated by the data, showing an increase in the number of particles required from just a few tens of particles at $\Gamma = 1$, to a few hundred particles at $\Gamma = 10$, and near one thousand particles at $\Gamma = 100$. At weakly correlated conditions ($\Gamma \lesssim 1$), the interaction range is characterized by the Debye length. Thus, the number of particles required is expected to scale steeply with decreasing coupling strength: $N \approx n\lambda_D^3 \propto \Gamma^{-3/2}$. This is consistent with the data shown in Fig. 1 where approximately $10^3$ particles were required for convergence at $\Gamma = 0.1$, but more than $10^4$ appear to be required to achieve better than $\sim 15\%$ accuracy at $\Gamma = 0.01$.

Another computational challenge at weak coupling is that many more timesteps are required. The timestep must be set to resolve close collisions: $\delta t \lesssim \tau_L/v_T \propto \Gamma^{3/2}/\omega_p$, where $r_L = e^2/k_BT$ is the thermal distance of closest approach, or Landau length. Simultaneously, the Coulomb collision relaxation time increases so that the simulation time requirement also scales steeply with decreasing coupling strength: $\tau \propto \Gamma^{-3/2}/\omega_p$. Putting these together, the number of timesteps required scales as $\tau/\delta t \sim \Gamma^{-3}$. The combination of the large particle number requirement and the long simulation duration requirement lead to the conclusion that MD simulations quickly become infeasible for $\Gamma \ll 1$. Our simulations were not able to reach convergence based on the cumulative integral method for $\Gamma \lesssim 0.01$.

Despite these strict limitations for first-principles simulations, shortcuts can be made by utilizing known properties of weakly coupled plasmas. First, the simulation domain size is only weakly dependent on the particle number at weak coupling. Figure 1 shows that although the number of particles required for strict convergence to the few percent level is extremely large at weak coupling, simulations with only 100 particles were within $\sim 20\%$ of the expected result from standard theory. Figure 2 shows a surprising result that this trend extends to very weak coupling, as convergence to the tens of percent level were obtained with only 100 particles down to $\Gamma = 10^{-4}$. Here, the data is compared with the accepted theoretical predictions resulting from the lowest order Chapman-Enskog
FIG. 3. The normalized velocity autocorrelation function, \( Z(t)/Z(0) \), and the cumulative integral, \( D(t) \), obtained from MD simulations with varied number of particles, \( N \), for \( \Gamma = 0.01 \) ((a) and (e)), \( \Gamma = 0.1 \) ((b) and (f)), \( \Gamma = 1 \) ((c) and (g)), and \( \Gamma = 10 \) ((d) and (h)). The dash-dotted line is the result of the fit from equation (8) to the \( Z(t) \) data and is only present in the \( \Gamma = 0.01, \Gamma = 0.1, \) and \( \Gamma = 1 \) plots.

The solution to the Boltzmann equation\(^{42}\)

\[
\frac{D}{\omega_p a^2} = \frac{\sqrt{\pi/3}}{\Gamma^{5/2} \Xi},
\]

where \( \Xi \to \ln \Lambda = \ln (\lambda_D/r_L) \) corresponds to the traditional Landau-Spitzer formula applicable to the weakly coupled limit\(^{39,40}\). Here, the Effective Potential Theory (EPT) has been applied in order to extend the traditional theory to higher coupling (\( \Gamma \lesssim 20 \)) by calculating \( \Xi \) using the potential of mean-force\(^{41}\) but the predictions are equivalent for \( \Gamma \lesssim 0.1 \).

The reason for the relatively accurate results at low particle number is likely associated with the Ewald summation technique. In this method, long-range interactions are computed as the average charge interpolated to a mesh, which extends beyond the nominal simulation domain size by making use of periodically replicated cells. Since long range interactions are weak, and are weakly correlated with the particle for which the force is being computed, the charge on the grid is an accurate representation of the long-range interaction.

Further reductions in computational effort can be made by utilizing known properties for the time dependence of the relaxation of the velocity autocorrelation function. Namely, the weak interactions and Markovian behavior justify the relaxation time approximation in which the equation of motion for particles can be approximated by a Langevin form\(^{33}\)

\[
m \frac{dv(t)}{dt} = -m \xi v(t) + \mathbf{R}(t)
\]

with a constant friction coefficient, \( \xi \), and an assumption that successive collisions are uncorrelated, \( \langle \mathbf{R}(t) \cdot v(0) \rangle = 0 \). With these assumptions, Eq. (1) reduces to a simple exponential form

\[
Z(t) = Z(0) \exp(-t \xi),
\]

and the resulting self-diffusion coefficient is

\[
\frac{D}{\omega_p a^2} = \frac{\omega_p}{3 \Gamma \xi}.
\]

Figure 3 shows that the simulated velocity autocorrelation functions can be well fit by Eq. (8), with \( \xi \) as the fit parameter when \( \Gamma \lesssim 1 \), and Fig. 2 shows that the diffusion coefficients resulting from using the fit \( \xi \) value in Eq. (9) agree well with the theoretical predictions. Figure 1 shows this relaxation time approximation model
agrees well with diffusion coefficients obtained from the cumulative integral when $\Gamma \lesssim 1$.

Making use of the exponential decay approximation allows a significant decrease of the total computation time, because the simulations need only be run long enough to capture the slope of the decay. This typically requires total simulation lengths that are several plasma periods, as the first plasma period consists of non-Markovian behavior associated with initial ballistic motion, as shown in the inset plot of Fig. 3.

Although these shortcuts make MD simulations more tractable at weak coupling, it should be noted that this is only possible because the underlying physics processes are known. Since MD simulations are most often utilized as a first-principles approach in cases that the physical processes are not well understood, the simplifications are of limited usefulness.

### IV. MAGNETIZED PLASMAS

Previous MD simulations of the magnetized OCP have identified four regimes in which different underlying physical processes lead to qualitative changes in the diffusion coefficients. These are summarized in Table III and can be understood based on a comparison of the gyroradius to other length scales relevant to collision physics:

1. **Unmagnetized regime**: When the gyroradius is larger than the collision mean free path, particles do not gyrate before scattering, so the magnetic field does not significantly influence collisional transport.
2. **Weakly magnetized regime**: Here, the magnetic field influences transport because the gyroradius is smaller than the collision mean free path, but it does not influence collisions at the microscopic scale because the gyroradius is larger than the Debye length. This is the traditional regime of magnetized weakly coupled plasmas, as described by Braginskii transport theory.
3. **Strongly magnetized regime**: Here, interactions between particles at the microscopic scale are influenced by the magnetic field, since the gyroradius is smaller than the Debye length, but the gyroradius is much larger than the distance of closest approach in a binary collision. Boltzmann kinetic theory does not apply in this regime, and generalized collision models must be used.
4. **Extremely magnetized regime**: When the gyromotion is smaller than any other scale relevant to collision physics, particles move almost in one-dimension, but undergo nearly 180° degree collisions at the ends of collision cylinders.

Previous work has explored the diffusion coefficient in each of these regimes. Here, we focus primarily on the correlation scales associated with particle interactions in regions (3) and (4).

#### A. Correlation length

Strong magnetization causes a channeling effect in which particles move a long distance parallel to the magnetic field within channels with a width characterized by the gyroradius. This causes a long-range spatial correlation that can be observed by studying the convergence of velocity autocorrelation functions and self-diffusion coefficients with respect to the simulation domain size.

Figure 4 shows computations of the velocity autocorrelation functions for $\Gamma = 10$ and $\beta = 4$ (region 4) as the number of particles in the simulation increases from 100 to 500,000. Here, $Z_\perp$ and $Z_\parallel$ have been gyroaveraged in order to visualize the behavior of the decay, since each of these components has a rapid oscillation at the gyrofrequency that otherwise obscures the general trends; see Ref. 12. The figure shows that a very large particle number is required for convergence in both the parallel and perpendicular directions, exceeding $10^5$ particles. This is much larger than the approximately 500 particles required to reach convergence in the unmagnetized regime at the same $\Gamma$ value; see Fig. 1. This slow convergence is also clear in the cumulative integrals shown in the middle column. The self-diffusion coefficients are computed from the plateau of these curves, demonstrating that the errors in the velocity autocorrelation functions add so that the error associated with insufficient particle number is stark. This error is exacerbated by the additional observation that the true plateau associated with diffusion is delayed until very late times, as shown in the right column of the figure. Section IV B discusses how this delay in the approach to a diffusive timescale is related to the extended spatial correlation.

Figure 5 shows the self-diffusion coefficients computed from the late-time plateau in the cumulative integral of the velocity autocorrelation function over a broad range of Coulomb coupling strengths ($\Gamma = 0.1, 1, 10$ and $100$) and magnetization strengths ($\beta = 10^{-3} - 10$). This range of conditions spans all four of the magnetization regimes.

TABLE III. Summary of transport regimes. Here, $\lambda_{\text{col}}$ denotes the collision mean-free-path, $a$ is the average interparticle spacing, and $r_L$ is the thermal distance of closest approach (Landau length).

| Region            | Degree of Magnetization | Gyroradius Criteria | $\beta$ – $\Gamma$ Criteria |
|-------------------|-------------------------|---------------------|------------------------------|
| 1                 | Unmagnetized            | $r_c \gtrsim \lambda_{\text{col}}$ | $\beta \lesssim 0.32\Gamma^{-1/2}\Xi(\Gamma)$ |
| 2                 | Weakly Magnetized       | $\max\{\lambda_D, a/\sqrt{2}\} \lesssim r_c \lesssim \lambda_{\text{col}}$ | $0.32\Gamma^{-3/2}\Xi(\Gamma) \lesssim \beta \lesssim \min\{1, \sqrt{2}/(3\Gamma)\}$ |
| 3                 | Strongly Magnetized     | $r_L \lesssim r_c \lesssim \max\{\lambda_D, a/\sqrt{2}\}$ | $1 \leq \beta \leq 1/\sqrt{6}\Gamma^3$ |
| 4                 | Extremely Magnetized    | $r_c \lesssim \min\{r_L, a/\sqrt{2}, \lambda_{\text{col}}\}$ | $\max\{1/\sqrt{6}\Gamma^3, \sqrt{2}/(3\Gamma), 0.32\Gamma^{-3/2}\Xi\} \lesssim \beta$ |
FIG. 4. The velocity correlation functions \( \langle Z_{\parallel}(t)/Z_{\parallel}(0) \rangle \), \( \langle Z_{\perp}(t)/Z_{\perp}(0) \rangle \), \( \langle Z_{\wedge}(t)/Z_{\perp}(0) \rangle \) and cumulative integral \( \langle D_{\parallel}(t) \rangle \), \( \langle D_{\perp}(t) \rangle \), and \( \langle D_{\wedge}(t) \rangle \) at \( \Gamma = 10 \) and \( \beta = 4 \) for the (a) parallel, (b) perpendicular, and (c) transverse directions. The right panel plots show the cumulative integrals at an extended time scale. The \( \langle \ldots \rangle \) indicates the quantity was gyroaveraged. The dash-dotted line is a horizontal reference line. The arrow indicates the increasing \( N \) trend of the plots.

identified in table III, which are indicated as the regions between the vertical dotted lines in the figure. These results confirm the expectation from Sec. III that only a few hundred particles are required to obtain convergence in regions 1 and 2. However, as the magnetic field strength increases into regions 3 or 4, the \( D_{\parallel} \) and \( D_{\perp} \) coefficients depend significantly on the number of particles used and more particles are required as \( \beta \) increases. This trend is most pronounced in \( D_{\parallel} \) at weak coupling, but it is also significant in the \( D_{\perp} \) component. For example, over \( 10^6 \) particles are required to reach convergence at \( \Gamma = 0.1 \) and \( \beta = 10 \). The spread of computed coefficients over the range of \( N \) values narrows as \( \Gamma \) increases, becoming insensitive to the number of particles used over this range of \( \beta \) when \( \Gamma = 100 \). The \( D_{\wedge} \) component is primarily associated with the Hall effect, which is insensitive to interactions, and this is likely why this component is also insensitive to the number of particles used.

The figure also shows a comparison with theory (red line). The unmagnetized and weakly magnetized regimes (1 and 2) are expected to be well-described by the traditional Braginskii transport theory\(^{43}\) when \( \Gamma \ll 1 \). The limitation to small coupling strengths is because the plasma kinetic theory upon which this solution is derived applies only to this regime. However, the recent effective potential theory (EPT) has provided a method to extend plasma kinetic theory to the regime of \( \Gamma \lesssim 20 \)\(^{41}\).
FIG. 5. Parallel ($D_\parallel$), perpendicular ($D_\perp$), and transverse ($D_\wedge$) diffusion coefficients for (a) $\Gamma = 0.1$, (b) $\Gamma = 1$, (c) $\Gamma = 10$, and (d) $\Gamma = 100$. The red solid line shows the prediction of the EPT theory, and the open red squares, labeled BD, are results from Ref. 12.

The diffusion coefficients predicted by this model are

\[ \frac{D_\parallel}{\omega_p a^2} = \sqrt{\frac{\pi}{3}} \frac{\Gamma^{5/2}}{\Xi} \]  

(10a)

\[ D_\perp = D_\parallel \left( 1 + 3\pi \frac{\beta^2}{\Gamma^{1/2}\Xi} \right)^{-1} \]  

(10b)

\[ D_\wedge = \frac{\sqrt{3\pi\beta}}{\Gamma^{3/2}\Xi} D_\perp \]  

(10c)

where the generalized Coulomb logarithm, $\Xi$, is calculated from the potential of mean force as described in Ref. 41. The results of this model are shown as the red line in Fig. 5.

As expected, good agreement is observed in the regimes in which the theory is expected to apply: regions 1 and 2, and for $\Gamma \lesssim 20$. For stronger magnetization strengths, in regions 3 and 4, the MD results diverge from these predictions, with the $D_\parallel$ coefficient becoming dependent on $\beta$ and the $D_\perp$ coefficient scaling more gradually with $\beta$ than the $\beta^{-2}$ dependence predicted by the theory. These observations regarding $D_\parallel$ and $D_\perp$ have previously been made in Refs. 9 and 12. Figure 5 shows the first MD computations of $D_\wedge$ over this range of parameters. The good agreement with theory even in
regions 3 and 4 is likely because the $D_\wedge$ coefficient is determined entirely by the Hall effect in this region, and becomes independent of the collision model.

Next, we return to the question of why the MD simulations require a very large domain to reach convergence when the plasma is strongly magnetized, and weak to moderately coupled. Figure 6 shows this trend from a different perspective, plotting the self-diffusion coefficients referenced to the value computed from the simulation with the largest particle number. This shows even more clearly than Fig. 5 that an extremely large number of particles is required at strong magnetization when $\Gamma$ is moderate to small ($\Gamma \ll 10$). Plotted this way, the data demonstrates that convergence to within a few percent would take many more than $10^6$ particles; extrapolating the observed trends suggests that it may take more than $10^8$.

The physical mechanism responsible for this long-range correlation is revealed by looking at the particle trajectories. Figure 7 shows example trajectories from a simulation at strongly magnetized conditions: $\Gamma = 1$ and $\beta = 10$. The most apparent feature is that particles move a long distance in the direction along the magnetic field, before scattering with a neighboring particle on a nearby field line, at which point it undergoes a $180^\circ$ reflection. In this way, particles are largely confined to a “collision cylinder” with a length of approximately the mean free path for a $180^\circ$ scattering event and a width of approximately a gyroradius. However, particles are also observed to continuously and gradually drift across the magnetic field. This aspect of the motion is associated with the continuous weak interaction between charged particles through the long-range Coulomb force. The result is that the “collision cylinders” broaden, and even migrate, in time. Thus, both large-angle reflective scattering associated with close interactions, and the small-angle continuous drifting associated with long-range interactions contribute to the overall transport. As the coupling strength increases, the plasma becomes more collisional and the distance between $180^\circ$ scattering events shrinks considerably. In the strongly coupled regime, particles are continuously undergoing strong inter-particle interactions and these prevent particles from migrating far along the magnetic field, even in a strong magnetic field regime. This reduces the spatial correlation length in the parallel dimension, and a correspondingly smaller simulation do-
main is required to reach convergence.

In the strongly magnetized regime, the most stringent requirement for convergence appears to be that the parallel dimension of the simulation domain be much larger than the parallel correlation scale separating 180° scattering events. Since the boundaries are periodic, part of this requirement is that the same two particles do not interact as a consequence of traveling through the domain boundary, as this would cause an artificial correlation. However, determining the domain size requirement is not as simple as estimating the intersection of a collision cylinder of gyroradius width intersecting nearest neighbor particles because the cross-field drift due to long-range interactions causes collision cylinders to migrate.

A test of this hypothesis is provided in Fig. 8. This shows the mean free path for 180° scattering events along the magnetic field for β = 10 and coupling strengths Γ = 0.1, 1, 10, and 100 as a function of the simulation domain size. Data labeled “total” included all particles in the mean free path calculation, whereas those labeled 0.1%, 1%, and 10% included only the longest 0.1%, 1%, and 10% mean free-paths, respectively. The figure shows that the mean free path, in units of average interparticle distance, decreases as Γ increases, as is expected from the higher collisionality at strong coupling. Red lines in the figure denote the length of the domain (dotted line), and 1/10 of the domain (dashed line). The notion that the vast majority of collision mean free paths (≪ 0.1) have to be much smaller than the simulation domain (L/10) leads to an expectation that is consistent with that observed in the convergence tests of Fig. 8.

These results indicate that in a strongly magnetized plasma, the correlation strength depends not only on the Coulomb coupling parameter (Γ), but also on the magnetization parameter (β). Indeed, it has been pointed out previously that strong magnetization can cause both positive and negative correlations that are indicative of a Γ > 1 regime, even when Γ < 1. Although the correlation scale of these interactions is long, they are also associated with large-angle (180°) scattering events, unlike the weak long-range interactions observed for Γ ≪ 1. For this reason, the Ewald summation technique does not alleviate the requirement on the size of the simulation domain as it does in a weakly coupled plasma; see Sec. III. The domain must be large enough to resolve particle-particle interactions over the extended parallel correlation scale.

Similarly, the importance of this magnetization-induced correlation renders the relaxation time approximation invalid, even at small Γ. The magnetized plasma version of Eq. (7) includes the Lorentz force

\[
\frac{dv(t)}{dt} = -m \xi \cdot v(t) + q(v \times B) + R(t) \tag{11}
\]

where the constant friction coefficients are now represented as a tensor

\[
\xi = \begin{pmatrix} \xi_\parallel & \xi_\perp & 0 \\ -\xi_\perp & \xi_\parallel & 0 \\ 0 & 0 & \xi_\perp \end{pmatrix}. \tag{12}
\]

The associated parallel, perpendicular, and transverse velocity correlation functions obtained from Eq. (11) are

\[
Z_\parallel(t) = Z_\parallel(0) \exp (-t\xi_\parallel) \tag{13a}
\]

\[
Z_\perp(t) = Z_\perp(0) \exp (-t\xi_\perp) \cos [(\omega_c - \xi_\perp)t] \tag{13b}
\]

\[
Z_\perp(t) = Z_\perp(0) \exp (-t\xi_\perp) \sin [(\omega_c - \xi_\perp)t] \tag{13c}
\]

and the resulting diffusion coefficients are

\[
D_\parallel = \frac{\omega_p}{3T\xi_\parallel} \tag{14a}
\]

\[
D_\perp = \frac{\omega_p}{3T} \left[ \frac{\xi_\perp}{\xi_\parallel^2 + (\omega_c - \xi_\perp)^2} \right] \tag{14b}
\]

\[
D_\perp = \frac{\omega_p}{3T} \left[ \frac{\omega_c - \xi_\perp}{\xi_\parallel^2 + (\omega_c - \xi_\perp)^2} \right]. \tag{14c}
\]
FIG. 9. The parallel [(a) and (d)], perpendicular [(b) and (e)], and transverse [(c) and (f)] velocity correlation functions, $Z(t)$, and cumulative integrals, $D(t)$, at $\Gamma = 1$, $\beta = 3$, and $N = 5 \times 10^3$. The red line is the result of the fit to the MD data using Eqs. (13).

The friction coefficients were obtained by fitting the simulated velocity autocorrelation functions with Eq. (13) and the diffusion coefficients obtained from using the results in Eq. (14). To reduce the accumulation of errors, the fit was applied to early times ($\approx [0, 25] \omega_p^{-1}$).

The relaxation time approximation assumes correlations between particles are weak. Figure 9 shows that although this is an excellent approximation at small $\Gamma$ when $\beta \ll 1$, it cannot capture the correlation caused by strong magnetization at the same $\Gamma$ value. This can be seen in both the parallel and perpendicular cumulative integrals in Fig. 9. It is particularly stark in the perpendicular direction, where the $Z_\perp$ predicted by the relaxation time approximation looks nearly indistinguishable from the MD simulations. However, there is a slight phase-shift which, when integrated, leads to very large differences in the cumulative integral, and therefore, the predicted diffusion coefficient. It is expected that the primary cause of the failure of the relaxation time model is the increased correlation scale introduced by strong magnetization. However, it should also be noted that it has recently been shown that the perpendicular friction force ($\xi_\perp$) in magnetized plasma depends on the angle between the particle’s velocity and the magnetic field, and therefore cannot be characterized by a constant coefficient even in the low-speed limit. This may couple $Z_\parallel$ and $Z_\perp$, and is beyond the limitations of the model presented here.

B. Correlation time

The simultaneous influence of large momentum transfer collisions at the ends of the collision cylinder, and the continuous drifting aspect of the motion, leads to a decay of the velocity autocorrelation function that is characterized by two timescales. In a strongly magnetized plasma, the timescale associated with collisions from the ends of the collision cylinder can become very long; resulting in a longer time to reach the fluid (diffusive) regime. This is illustrated in Fig. 10, which shows the mean-square displacement in the parallel and perpendicular directions as a function of time over a wide range of magnetic field strengths ($\beta = 0.01 - 10$) for $\Gamma = 1, 10$ and 100. In each case, there is an initial stage associated with the time for interactions to be established within the collision volume.
In a weakly coupled plasma, this timescale is characterized by the plasma period because the collision diameter is the Debye length: \( \tau \approx \frac{\lambda_D}{v_T} = \omega_p^{-1} \). In a strongly coupled plasma, collective interactions determine the interaction range, which also occur near the plasma period in the OCP. In each case shown in Fig. 10, there is an initial slope that is steeper than linear in time associated with the regime that lasts for the first few plasma periods.

Qualitative differences between the weakly and strongly magnetized regimes are observed at subsequent times, as the time it takes to reach a linear regime is much longer when \( \beta > 1 \), and the intermediate timescale is steeper than linear in the perpendicular direction and shallower than linear in the parallel direction. The extent of this intermediate timescale extends with increasing \( \beta \). Considering panel (b) of Fig. 10, the time to reach a linear regime when \( \Gamma = 1 \) and \( \beta = 10 \) extends to more than 1000\( \omega_p \). Further evidence that this arrested decay is associated with the long-range parallel correlation is shown in panels (d) and (f), which illustrates that a linear regime is established sooner at higher \( \Gamma \). As described in the previous section, and Fig. 7, the parallel correlation scale shrinks at high \( \Gamma \) due to the increased collisionality.

These two distinct timescales can be observed directly in the velocity autocorrelation functions and their cumulative integrals; see Fig. 4. In an unmagnetized plasma, the velocity autocorrelation function decays steadily over the collision timescale so that a single plateau is observed in the cumulative integral at a time directly following the time at which the velocity autocorrelation function has visibly decayed to near zero; see Fig. 3. In contrast, two plateaus are observed at the strong magnetization conditions shown in Fig. 4. The first is associated with the time subsequent to the initial decay of the velocity autocorrelation function and may appear as though this value should correspond to the self-diffusion coefficient. However, if the simulation is run much longer in time, a second flatter plateau is observed much later, as shown in the right column of Fig. 4. Comparing the cumulative integral from Fig. 4 to the mean square displacement from Fig. 10(d) clearly shows that it is the late-time plateau that is associated with the diffusive regime. The apparent plateau in the intermediate time interval is not quite flat, though it can appear so to within the simulation resolution.

These time profiles indicate that strong magnetization arrests the approach to a fluid regime. If a simulation is not run long enough, or a measurement is taken too early in time, this can leave the impression that the perpendicular diffusion is superdiffusive. Superdiffusion refers to evolution in which the mean square displacement grows faster than linearly in time, such as in the interval from 100-1000\( \omega_p \) in Fig. 10(b). However, we observe that after enough time has evolved to incorporate motion associated with the long-range parallel correlation, that a diffusive (linear in time) regime is reached.

A very wide range of timescales must be resolved in the strongly magnetized regime, which presents a challenge for MD simulations. Figure 11 shows the Fourier transform of the velocity correlation functions. At zero frequency the value of \( \hat{Z}(0) \) is equal to the diffusion coefficient. At low magnetization (\( \beta = 0.01 \)) and low coupling (\( \Gamma = 1 \)) the spectrum in each direction is characterized by a single broad peak at low frequency, associated with the decay due to Coulomb collisions. The spectrum at low magnetization (\( \beta = 0.01 \)) and strong coupling (\( \Gamma = 100 \)) has similarly broad low frequency component, but also an additional sharp peak associated with the plasma dispersion at \( \omega = \omega_p \), and a broader peak at \( \omega \approx 0.25\omega_p \) that is associated with caging of particles by their nearest neighbors.

In contrast, multiple peaks are observed spanning a broad frequency range as \( \beta \) increases; see Refs. 49-51 for a thorough discussion of the oscillation spectrum of the magnetized OCP in 3D, and Refs. 52 and 53 for 2D. The \( Z_\perp \) and \( Z_\parallel \) spectra show high-frequency peaks associated with the upper hybrid mode: a longitudinal wave that propagates perpendicular to the magnetic field at a frequency \( \omega_\parallel = \sqrt{1 + \beta^2} \). This high-frequency peak is near the gyrofrequency and sets the timestep requirement in the simulation. In the parallel direction, a prominent peak develops at a frequency a few times lower than the plasma frequency (near 0.2\( \omega_p \) for \( \Gamma = 1 \) and near 0.6\( \omega_p \) for \( \Gamma = 100 \)) as \( \beta \) increases. This peak is likely
due to the bouncing component of particle motion being extended by the magnetic field (i.e., the long-range parallel correlation), as shown in Fig. 7, which occurs more slowly at \( \Gamma = 1 \) than at \( \Gamma = 100 \). In both cases a broad low-frequency component also persists, which is likely associated with the continuous drifting aspect from long-range Coulomb collisions. In the perpendicular direction at large coupling (\( \Gamma = 100 \)) the correlation peak associated with caging is observed to shift to lower frequency as \( \beta \) increases, as expected from the parallel correlation associated with the formation of a collision cylinder (rather than sphere).

V. CONCLUSIONS

Molecular dynamics simulations demonstrated that strong magnetization (\( \beta \gg 1 \)) gives rise to a long-range correlation associated with interparticle interactions. The physical mechanism is a channeling effect, as a magnetic field of sufficient strength confines particles to move largely in one dimension, scattering in nearly 180° interactions with particles on nearby magnetic field lines. The resulting interaction volume is characterized by an elongated collision cylinder, rather than the spherical geometry expected at weak magnetization. The elongation of the cylinder is reduced when the Coulomb coupling strength increases due to an increased collision rate. Influences of this correlation on the velocity autocorrelation function were observed to be reminiscent of what is observed at higher coupling strengths (\( \Gamma \gg 1 \)) without strong magnetization, including negative correlations. Increased spatial correlations also translate to an increase in the time to reach a fluid plasma regime, in which the root mean square displacement reaches the expected linear in time scaling indicative of a diffusive process.

Increases in space and time correlations have direct implications for experiments. Nonneutral plasmas routinely reach very strong magnetization conditions (\( \beta \gg 1 \)) and ultracold plasmas are beginning to reach this regime. One motivation for these experiments is to perform sensitive tests of plasma transport properties. Many of these experiments include on the order of \( 10^4 - 10^8 \) charged particles in total. Our work indicates that the number of particles required for these experiments to represent a plasma transport regime when \( \beta \gg 1 \) is large enough to influence the outcome of previous and ongoing experiments. For example, our work indicates that a common condition of \( \Gamma \approx 0.1 \) and \( \beta \approx 10 \) may require a system size in excess of \( 10^8 \) particles in order to represent a plasma.

VI. DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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