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Abstract
Can we automatically predict failures of an object detection model on images from a target domain? We characterize errors of a state-of-the-art object detection model on the currently popular smart mobility domain, and find that a large number of errors can be identified using spatial commonsense. We propose CSK-SNIFFER, a system that automatically identifies a large number of such errors based on commonsense knowledge. Our system does not require any new annotations and can still find object detection errors with high accuracy (more than 80% when measured by humans). This work lays the foundation to answer exciting research questions on domain adaptation including the ability to automatically create adversarial datasets for target domain.

Introduction

Motivation and Problem Definition: Object detection has seen tremendous progress on various benchmark datasets, yet, on real-world images these models encounter large variance in view points, object appearance, backgrounds, illumination and image quality (Chen et al. 2018). This domain shift between the training and test data causes models to perform poorly (Gopalan, Li, and Chellappa 2011). Domain adaptation is an active research field to address this problem, with the goal of maintaining accuracy on new domains while using minimal additional annotation. To advance domain adaptation, can we predict failures of an object detection model on images from any domain? This is the question our paper addresses, answering which would enable:

• Automatic error prediction to allow performance estimates or creation of an adversarial dataset for any domain.

• Such adversarial datasets across domains to measure object detection performance holistically (an approach trending in NLP as well (Talmor and Berant 2019)).

• Studying an open issue on whether the adversarial dataset produces better trained models than large, randomly selected training data on a new target domain.

We observed that a large fraction (≈37.5%) of the errors made by a state-of-the-art object detection model, YOLO (Redmon and Farhadi 2016), on images from smart mobility (Vienna 2015), were odd according to our commonsense knowledge on relative locations of objects (see Fig. 1). Finding such mistakes automatically is the goal of this paper.

Related Work: Commonsense knowledge (CSK) in general (Chowdhury et al. 2018), and spatial commonsense in particular has helped to improve object detection (Shiang et al. 2017), especially when there is limited data or when moving to a new domain or unseen concepts (Kumar S. et al. 2018). Spatial knowledge has been extracted either directly from images (Yatskar, Ordonez, and Farhadi 2016) or mined from text (Xu, Lin, and Zhu 2018). Our work does not aim to acquire spatial commonsense or to inject it in object detection models, instead we use it to automatically generate adversarial sets for new target domains, opening interesting avenues for further research in domain adaptation.

Contributions: The contributions of this work are:

1. We propose CSK-SNIFFER, a system to automatically predict failures of any object detection model on any domain. CSK-SNIFFER verifies the predicted bounding boxes of objects, finding whether their relative locations are in accordance with commonsense knowledge.

2. We automatically create an adversarial dataset for smart mobility, and establish its high quality (indicating high quality of CSK-SNIFFER). Humans verify that 80% of the flagged images indeed had object detection errors.
CSK-SNIFFER is 100% accurate then no error should be predicted in gold images. We found that 86.2% of the images (690 out of 5000) were flagged as containing erroneous bounding boxes. This demonstrates that CSK-SNIFFER can effectively discriminate good bounding 86.2% of the times. So, our model has both high precision (it can tell apart bad and good bounding boxes, see Table 1) and has high recall (it found nearly 5000 bad predictions from 15000 images and manual sampling finds that only 28% bad predictions went undetected). See Appendix for details on the evaluation, error analysis and examples of vocab(T), X_T and X_T and screenshots from a demo of the system.

Conclusions and Future Work
This paper proposes a commonsense-based system that “sniffs” object detection errors on a previously unseen domain, with high accuracy, at no additional annotation cost. The surprising finding is that our simple method can automatically discover errors and might be useful in an active learning setting. We demonstrate that with high quality, we can create adversarial datasets on target domains such as smart mobility. Our work opens up several research issues, some of which we are investigating in our ongoing work:

- Leverage existing, potentially noisy and incomplete commonsense KBs in CSK-SNIFFER.
- Improve model M with signals from CSK-SNIFFER.
- Determine whether automatic adversarial datasets X_T help train better models on a new target domain.
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Table 1: Accuracy numbers of CSK-SNIFFER

| Setting | Accuracy |
|---------|----------|
| good predictions, flagged as good | 86.2% |
| bad predictions, flagged as bad | 80.0% |

Figure 2: CSK-SNIFFER flow (details in approach section)