Abstract Given a convex polyhedron $P$ of $n$ vertices inside a sphere $Q$, we give an $O(n^3)$-time algorithm that cuts $P$ out of $Q$ by using guillotine cuts and has cutting cost $O((\log n)^2)$ times the optimal.

1. Introduction

The problem of cutting a convex polygon $P$ out of a piece of planar material $Q$ ($P$ is already drawn on $Q$) with minimum total cutting length is a well studied problem in computational geometry. The problem was first introduced by Overmars and Welzl in 1985 [10] but has been extensively studied in the last eight years [1, 2, 4–8, 10–12] with several variations, such as $P$ and $Q$ are convex or non-convex, polygons, $Q$ is a circle, and the cuts are line cuts or ray cuts. The results include: indication to the hardness of optimality, several $O(\log n)$ and constant factor approximation algorithms and a PTAS. See [1] for a summary of these results.

The generalization of this problem in 3D is very little known. To the best of our knowledge, the only result is to decide whether a polyhedral object can be cut out form a larger block using continuous hot wire cuts [8].

This type of cutting problems have many industrial applications such as in metal sheet cutting, paper cutting, furniture manufacturing, ceramic industries, fabrication, ornaments, and leather industries. Some of their variations also fall under stock cutting problems [4].

In this paper we consider the problem of cutting a convex polyhedron $P$ which is fixed inside a sphere $Q$ by using only guillotine cuts with minimum total cutting cost. A guillotine cut, or simply a cut, is a plane that does not pass through $P$ and partitions $Q$ into two smaller convex pieces. After a cut is applied, $Q$ is updated to the piece that contains $P$. The cutting cost of a guillotine cut is the area of the newly created face of $Q$. We give an $O(n^3)$-time algorithm that cuts $P$ out of $Q$ by using only guillotine cuts and has cutting cost no more than $O((\log n)^2)$ times the optimal cutting cost.

2. Algorithm

The overall idea is as follows. Let $C^*$ be the optimal cutting cost. We shall have two phases in our algorithm: box cutting phase and carving phase. In the box cutting phase, we shall cut a minimum volume rectangular box $B$ containing $P$ out of $Q$ with cutting cost no more than a constant factor of $C^*$. Then in the carving phase we shall cut $P$ out of $B$ with cutting cost bounded by $O((\log n)^2)$ times $C^*$.

A cut is vertex/edge/facet cut if it is tangent to $P$ at a vertex/edge/facet respectively. We call $P$ to be cornered if it does not contain the center $o$ of $Q$, otherwise it is called centered. For cornered $P$, the D-separation of $P$ is the minimum-cost (single) cut that separates $P$ from $o$. A point $p$ of $P$ is visible from $o$ if the line segment $\overline{op}$ does not intersect any other point of $P$.

2.1 Box cutting phase

If $P$ is cornered, we first apply a D-separation to $Q$.

Lemma 1. The D-separation must be either a vertex, edge or face cut. Moreover, if $o'$ is the line segment perpendicular to the D-separation at $o'$, then $o'$ must be the corresponding vertex or a point of the corresponding edge or face.

Proof. Let $x$ be the closest point of $P$ from $o$. Clearly, $x$ is visible from $o$. A D-separation must be the plane that can separate $o$ from $x$ and is furthest from $o$. This plane is none but the plane perpendicular to $\overline{ox}$ at $x$. This plane is also tangent to $P$, since otherwise $x$ would not be closest to $o$.

Lemma 2. The D-separation can be found in $O(n)$ time.

For cornered $P$, after the D-separation is applied, $Q$ is a spherical segment and let $r$ be the radius of its base circle.

Lemma 3. For cornered $P$, cost of the D-separation, which is $\pi r^2$, is at most $C^*$.

Proof. [Sketch only] The proof depends upon the fact that the cuts in an optimal cutting sequence must be tangents to $P$. The authors in [1] proved this fact for 2D, whose 3D generalization also holds. The idea is that if $c$ is the first cut that does not touch $P$, then the cost of $c$ and the subsequent cuts behaves, while moving $c$ parallelly, as a concave function in the distance of $c$ from $P$. Therefore, the minimum cost is achieved when it touches $P$ or is infinitely away from $P$. With the above fact, the authors in [1] proved in 2D that to separate $P$ from $o$ an optimal cutting sequence must use the D-separation or use cuts with cost higher than the D-separation. The 3D generalization of this proof also holds.

A similar lemma for centered $P$ also holds.

Lemma 4. For centered $P$, $C^* \geq \pi R^2$, where $R$ is the radius of $Q$.

Proof. [Sketch only] Let $S$ be the surface of $Q$. For cornered $P$, area $|S| = 3\pi r^2 \leq 3C^*$ (by Lemma 3) and for centered $P$, $|S| = 4\pi R^2 \leq 4C^*$ (by Lemma 4). While cutting along the faces of $B$, for each cut $c'$ let $Q'$ be the portion of $Q$ that does not contain $P$. Let $q'$ be the portion of the surface of $Q'$ that is “inherited” from $S$. One important observation is that the cost of $c$ is no more than the area of $q'$. Moreover, over all six cuts, sum of these inherited surface area is $|S|$. Therefore, the lemma holds.

Lemma 5. Cost of cutting $B$ out of $Q$ is at most $3C^*$ for cornered $P$ and at most $4C^*$ for centered $P$.

Proof. [Sketch only] By Lemma 4. 4. Let $g$ be a maximum area face of $B$. Project $P$ orthogonally from the direction perpendicular to $g$. $P$ projects to a convex polygon $X$. Observe that in this projection, $g$ is the minimum area bounding rectangle of $X$, since otherwise we could rotate the four faces of $B$ that are not perpendicular to $g$ and would get a bounding rectangle smaller than $g$, which in turn would give a bounding box smaller than $B$. It implies that the area of $X$ is at least $\frac{1}{4}|g|$. Now, $C^*$ is at least twice the area of $X$, and $|B| \leq 3|g|$. Therefore, $C^* \geq \frac{1}{2}|B|$. 2

2.2 Carving phase

Let $T = B - P$ be the portion of $B$ that is “trapped” between the boundaries of $P$ and $B$. $T$ is a polyhedral object, convex or non-convex and possibly disconnected. The inner (outer) surface of $T$ is the surface that touches (does not touch) the faces of $P$. Our idea is to apply an edge cut through each edge of $P$, and we shall do that in two types of rounds: face rounds and edge rounds. Face rounds will find polygonal chains that will partition the faces of $P$ into smaller connected components and edge rounds will apply edge cuts through the edges.
of those polygonal chains. There will be \( O(\log n) \) face rounds. Within each face round there will be a number of edge rounds but their total cost will be \( O(C^{*} \log n) \). Once we have applied edge cuts through all the edges of \( P \), each face \( f \) of \( P \) will have a small "cap"-like portion of \( T \) over it, which we shall cut at a cost of the area of \( f \) to get \( P' \), giving a cost of \( O(C^{*}) \) for all faces.

Face rounds Let \( F \) be a connected face set of \( l \) faces of \( P \). At the very first face round \( i = 0 \), \( F \) consists of all the faces of \( P \). We find a chain of edges \( e \) that will partition \( F \) into two smaller connected face sets \( F_1 \) and \( F_2 \) by the following lemma. (Precise definition of "connected" needs detail discussion, which we omit in this extended abstract.)

**Lemma 7.** It is always possible to find in \( O(\log l) \) time an orthogonal projection of \( P \) which is non-degenerate wrt the faces of \( F \) such that the sets of visible and invisible faces of \( F \) contain at least \( [\frac{1}{2}] \) faces each.

**Proof.** [Sketch only] For this proof we shall move on to the surface of an origin-centered sphere \( s \). For each face \( f \) in \( F \), its outward normal is uniquely represented by a point of \( s \), which we call the normal point of \( f \). Each point of \( s \) also represents an orthogonal projection direction of \( P \). So, an orthogonal projection of \( P \) which is non-degenerate wrt the faces of \( F \) is represented by a great circle of \( s \) that does not pass through the normal points of the faces of \( F \). We need one such great circle satisfying an additional criterion that its two hemispheres contain at least \( [\frac{1}{2}] \) normal points each. There exists infinitely many such great circles and one of them can be found in \( O(\log l) \) time.

**P** is the chain of edges in the boundary of the above projection whose each edge has both adjacent faces (one is visible and another is invisible) in \( F \). We call \( P' \) a separating chain of \( F \). We shall apply edge cuts through the edges of \( P' \) by the edge rounds as described in the next paragraph. In the next face round \( i + 1 \), we shall apply Lemma 7 for each of \( F_1 \) and \( F_2 \) and shall thus get two separating chains and four connected face sets. We shall repeat the same procedure for each of these four face sets. We shall continue like this until each face set has only one face. Clearly, we need \( O(\log n) \) face rounds.

Edge rounds Let \( P' = e_1, e_2, \ldots, e_k \) with its two ends from \( e_1 \) and \( e_k \) touching the outer surface of \( T \). We shall apply edge cuts through the edges of \( P' \) such that all of them are parallel to a particular direction. Such a direction can be the corresponding projection direction. We call this set of \( k \) edge cuts a zone of cuts and its direction the zone cut direction.

We shall apply these cuts in \( \log k \) edge rounds. At the very first edge round \( j = 0 \), we apply an edge cut through \( e_{k/2} \) in the zone cut direction. This cut will partition the edges of \( P' \) into two subchains of size at most \( [\frac{1}{2}] \). In the next round, we apply two edge cuts through the two middle edges of these two subchains, which will result into four subchains. Then in the next round we apply four similar cuts to the four subchains. We continue like this until each subchain has only one edge. Clearly, we need \( O(\log k) \) edge rounds for \( P' \).

**Lemma 8.** After all the face rounds and the corresponding edge rounds are completed, all edges of \( P \) get an edge cut.

**Proof.** Let \( e \) be an edge that does not get an edge cut. Then the two adjacent faces of \( e \) are in the same face set. But that is a contradiction that each face set has only one face.

**Analysis** We define the box area of a face set \( F \) as follows. When \( F \) contains all faces of \( P \), its box area is \( B \) — the whole surface area of \( B \). Zone of cuts through the separating chain of \( F \) partitions \( F \) into \( F_1 \) and \( F_2 \) and \( T \) into two components, say \( T_1 \) and \( T_2 \), respectively. Then the box area of \( F_1 \) (\( F_2 \)) is the outer surface area of \( T_1 \) (\( T_2 \)), which we denote by \( B_1 \) (\( B_2 \)).

Observe that \( |B_1| + |B_2| \leq |B| \). Box area of any subsequent face set is similarly defined. Moreover, two face sets from the same face round have their box areas disjoint and in any face round sum of all box area is at most \( |B| \).

**Lemma 9.** Let \( P' \) be the separating chain with \( k \) edges of an arbitrary face set \( F \) to which we apply \( O(\log k) \) edge rounds. Let \( B_1 \) be the box area of \( F_1 \). At each edge round \( j \), total cost of \( 2^j \) cuts is \( O(\log k) \). Over all \( \log k \) edge rounds, total cost is \( O(\log n) \).

**Proof.** [Sketch only] This proof is similar to that of Lemma 5. Consider a particular edge round \( j \). For each cut \( c \) the cost of \( c \) is no more than the portion of \( B_1 \) that is thrown away by \( c \). Moreover, these cuts are pairwise disjoint. Indeed, they can at best intersect the cut which is in between them and was applied in \((j - 1)\)-th round. It implies that the total cost of \( 2^j \) cuts is at most \( |B_1| \). Since \( k \leq n \), the second part of the lemma follows.

**Lemma 10.** Let \( F \) be the face set consisting of all faces of \( P \) to which we shall apply \( O(\log n) \) face rounds. At each face round \( i \), total cost of \( 2^i \) zones of cuts is \( O(\log n) \). Over all \( \log n \) face rounds, the total cost is \( O(C^{*}(\log n)^2) \).

**Proof.** At each face round \( i \), we apply \( 2^i \) zones of cuts to \( 2^j \) face sets. By the previous lemma, for a particular face set \( F \), \( 0 \leq m \leq 2^i \), cost of the zone of cuts applied to it is at most \( O(\log n) \). Since \( \sum_{i=1}^{m} |F_i| \leq |B| \), cost of all zone cuts is \( \sum_{i=1}^{m} O(\log n) = O(\log n) \). Over all \( \log n \) face rounds, the total cost is \( O(\log n) \), which by Lemma 6 is \( O(C^{*}(\log n)^2) \).

Running time in face round \( i \) involves finding \( 2^i \) separating chains, each of size \( \frac{n}{2^i} \), plus applying a zone of cuts to each of them. Each separating chain can be found in \( O(\frac{n}{2^i} \log \frac{n}{2^i}) \) time by Lemma 7. Each cut needs to update \( Q \), which is "done" in \( O(n) \) time assuming that \( Q \) is represented by suitable data structure [3]. It gives that a zone of cuts needs \( O(\log n) \) time. So, in round \( i \) total time is \( O(2^i (\frac{n}{2^i} \log \frac{n}{2^i})) = O(n^2) \).

Over all \( \log n \) rounds, it becomes \( O(n^2 \log n) \).

**Theorem 1.** Given a convex polyhedron \( P \) fixed inside a sphere \( S \). \( P \) can be cut out of \( S \) by using only guillotine cuts in \( O(n^2) \) time with cutting cost \( O(\log n)^2 \) times the optimal, where \( n \) is the number of vertices of \( P \).
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