Identifying strongly lensed gravitational wave signals from binary black hole mergers
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Based on the rate of gravitational-wave (GW) detections by Advanced LIGO and Virgo, we expect these detectors to observe hundreds of binary black hole mergers as they achieve their design sensitivities (within a few years). A small fraction of them can undergo strong gravitational lensing by intervening galaxies, resulting in multiple images of the same signal. To a very good approximation, the lensing magnifies/de-magnifies these GW signals without affecting their frequency profiles. We develop a Bayesian inference technique to identify pairs of strongly lensed images among hundreds of binary black hole events, and demonstrate its performance using simulated GW observations.

I. INTRODUCTION

Arthur Eddington’s 1919 observation of the gravitational bending of light was the first observational test that heralded the remarkable success of general relativity (GR) [1]. Recent observations of gravitational waves (GWs) by LIGO [2] and Virgo [3] have vindicated one of the most famous astrophysical predictions of GR [4–9]. While gravitational lensing (of electromagnetic waves) has been well established as a powerful astronomical tool (see, e.g., [10] for a review), GW observations are opening up an emerging branch of observational astronomy (see, e.g., [11] for a review).

GWs are gravitationally lensed by intervening mass concentrations along the line of sight from the source to the observer, in a manner similar to electromagnetic waves. Several previous papers in the literature have considered the resulting phenomenology for GWs from a variety of compact object mergers [12–21]. Recent estimates of the lensing rates have shown that at upgraded sensitivities of Advanced LIGO, a small fraction (< 1%) of the detected GW signals from stellar-mass binary black hole mergers can be strongly lensed by intervening galaxies and clusters (see, e.g., [22]). These mergers would produce multiple “images” at different times, with significantly different intrinsic masses and redshifts [22–25]. It has even been suggested that a significant fraction of the detected merger population was strongly lensed [26], which would require a strong redshift evolution of the intrinsic merger rate. In the standard case, the lensed fraction is expected to be small, but LIGO and Virgo are expected to detect hundreds of binary black hole mergers over the next few years [27]; thus it is quite likely that some of the detected signals will be strongly lensed. Identification of strongly lensed GW signals would be rewarding. On the one hand, we will be verifying a fundamental prediction of GR using a messenger entirely different from electromagnetic radiation [28, 29]. In addition, such a detection can potentially enable astrophysical studies of the lens galaxy and the host galaxy [30].

In this paper, we consider the problem of observationally identifying a pair of lensed signals coming from a single merger among hundreds of unrelated merger signals. From the perspective of the observer, these lensed images would appear as different GW signals that are separated by time delays of minutes to weeks. The observed gravitational waveform depends on the zenith angle and the azimuth of the merger relative to the detectors, which will be different for each image. Moreover, each image will be observed against a different realization of the detector noise. This makes it difficult to compare multiple images at the waveform level, and necessitates a comparison in the space of the estimated intrinsic parameters.

We work in the geometric optics limit, which applies when the wavelength of the GW signal is small compared to the Schwarzschild radius of the lens mass (λGW ≪ 2GMsolar/c²). This approximation can fail to model the lensing of GW signals from supermassive black holes lensed by intervening supermassive black holes or dark matter halos with masses ∼ 10⁸M⊙ (which leads to interesting wave effects that could be observed by LISA [13, 14]), or of GW signals from stellar mass black holes lensed by intermediate mass black holes or compact halo objects with masses ∼ 10²⁴M⊙ (which can lead to interesting wave effects observable by LIGO [31, 32]). However, the geometric optics approximation is adequate to model the GW signals from stellar–mass black holes observed in LIGO/Virgo that are lensed by galaxies. In this regime, lensing will magnify/de-magnify the GW signal without affecting its shape. Since the parameters of the merging binary are estimated by comparing the data with theoretical templates of the expected signals (see, e.g., [33]), the estimated parameters (barring the estimated luminosity distance, which is degenerate with the magnification and hence will be biased) of these different signals will be mutually consistent.

We develop a Bayesian formalism for identifying strongly lensed and multiply imaged GW signals from binary black hole merger events among hundreds of unrelated merger signals. From each pair of GW signals, we compute the Bayesian odds ratio between two hypotheses: 1) that they are the lensed images of the same merger event, 2) that they are two unrelated events. Using simulated GW events (lensed as well as unlensed), we show that this odds ratio is a powerful discriminator that will allow us to identify strongly lensed signals. Our method can be easily integrated with the standard Bayesian parameter estimation pipelines that are used to analyze LIGO and Virgo data [34].

The paper is organized as follows: Section II is a brief primer on gravitational lensing. In Sec. III, we develop a Bayesian odds ratio between the two hypotheses (lensing and null). Using simulated GW observations, we test the efficacy of this odds ratio in distinguishing pairs of lensed GW signals from pairs of unlensed signals in Sec. IV. Finally, we present some conclusions and comment on future directions in Sec. V. A detailed description of our astrophysical simulation of lensed GW merger events is presented in Appendix A.
II. A GRAVITATIONAL LENSING PRIMER

Gravitational lensing describes the effect of mass inhomogeneities along the line of sight on the propagation of radiation between a source and an observer [35]. The terminology of strong gravitational lensing is used when the dominant effect is due to only a few discrete mass aggregations along the line of sight. For sources at moderate redshifts in typical cosmologies, the strong lensing probability (the so-called optical depth $\tau_g$) is small [36, 37], and hence the most frequently studied case involves a single mass concentration (the “single-lens-plane” case [38]).

In the single-lens-plane case, the radiation propagates on geodesics of the background spacetime between the source- and the lens planes, and the lens-plane and the observer. The effect of the lens is described by the dimensionless Fermat potential $\phi(x, y)$, where $x$ and $y$ are angular coordinates on the lens- and source planes, respectively. The potential $\phi(x, y)$ is the scaled time-delay due to the geometrical path length, and the gravitational potential of the deflecting mass.

Let us consider a lens with a surface mass density profile $\Sigma(x)$. For a source at an angular location $y$ on the source plane, the Fermat potential takes the form

$$\phi(x, y) = \frac{1}{2} (x - y)^2 - \psi(x),$$

where

$$\psi(x) = \frac{1}{\pi} \int d^2 x' \kappa(x') \ln |x - x'|,$$

with $\kappa(x) = \Sigma(x)/\Sigma_c$, where the critical density is given by

$$\Sigma_c = \frac{c^2 D_s}{4 \pi G D_l D_is}.$$  \hspace{1cm} (2.3)

Above, $D_s$, $D_l$, and $D_is$ are the angular diameter distances between the observer and the source, the observer and the lens, and the lens and the source, respectively.

Under the geometrical optics (i.e., the short wavelength) approximation, a source at a location $y$ has discrete images at extrema of the Fermat potential $\phi(x, y)$ on the lens- (or the image-) plane. From Eq. (2.1), the image-locations $x$ satisfy the lens equation

$$y = x - \alpha(x),$$

where

$$\alpha(x) = \nabla \psi(x).$$

In practice, Eq. (2.4) is an implicit equation that must be inverted to obtain the image-locations. Note that given the surface-mass density profile $\kappa(x)$, the deflection angle $\alpha(x)$ is completely specified using Eqs. (2.5) and (2.2). The geometrical magnification factor $\mu_i(x)$ of each image $i$ is given by the inverse of the determinant of the lensing Jacobian matrix $dy/dx$ evaluated at $x_i$. We compute the (proper) mutual time delay between two images at $x_1$ and $x_2$ as seen by an observer using the Fermat potential as follows:

$$c \Delta \tau_{12} (y) = (1 + z_i) \frac{D_{i} D_{ls}}{D_{is}} \left[ \phi(x_1, y) - \phi(x_2, y) \right],$$

where $z_i$ is the redshift of the lens. We use the magnification $\mu_i$ of the images and time delay $\Delta \tau_{12}$ between them to modify the GW signal, as described in detail in Appendix A. In our application, we assume that the surface-mass profiles of the lenses have the simple singular isothermal ellipsoid (SIE) form, for which we can analytically calculate the deflection angle, magnification, and Fermat potential at any given image-plane location [39]. More information is provided in Appendix A.

III. BAYESIAN MODEL SELECTION OF STRONGLY LENSED GW SIGNALS FROM BINARY BLACK HOLE MERGERS

Consider a data stream $d(t)$ of a GW detector containing a signal $h(t, \Theta)$ described by a set of parameters $\Theta$ and some stochastic noise $n(t)$:

$$d(t) = n(t) + h(t, \Theta).$$  \hspace{1cm} (3.1)

For binary black holes in quasi-circular orbits, the GW signals $h(t, \Theta)$ are described by a set of parameters $\Theta$ that consists of the redshifted masses $(m_1^*, m_2^*)$, the dimensionless spin vectors $(\chi_1, \chi_2)$, the time of coalescence $t_0$, and the phase at coalescence $\psi_0$, sky location $(\alpha, \delta)$, the inclination $i$ of the binary, the polarization angle $\psi$ and the luminosity distance $d_l$ to the source. The posterior distribution of the set of parameters $\Theta$ can be computed from the data using the Bayes theorem as follows:

$$P(\Theta|d) = \frac{P(\Theta) P(d|\Theta)}{P(d)},$$

where $P(\Theta)$ denotes the prior distribution of $\Theta$, $P(d|\Theta)$ is the likelihood of the data $d$ assuming the signal $h(t, \Theta)$ and

$$P(d) := \int d\Theta \ P(\Theta) P(d|\Theta).$$

is called the marginalized likelihood. If $n(t)$ can be well approximated by a stationary Gaussian process with mean zero and a one-sided power spectral density $S_n(f)$, then the likelihood is given by

$$P(d|\Theta) = N \exp \left\{ -\frac{1}{2} \left( d - h \right) \right\},$$

where $N$ is a normalization constant and $\langle \cdot \rangle$ denotes the following noise-weighted inner product:

$$\langle ab \rangle := \int_{f_{\text{low}}}^{f_{\text{upp}}} df \ \tilde{a}(f) \tilde{b}^*(f) \ S_n(f).$$

Above, $f_{\text{low}}$ and $f_{\text{upp}}$ denote the lower and upper cutoff frequencies of the detector’s bandwidth, $\tilde{a}(f)$ denotes the Fourier transform of $a(t)$ and $\tilde{a}^*$ denotes complex conjugation.

If we have two data streams $d_1$ and $d_2$ containing GW signals from binary black holes, there is a small probability that these signals are lensed versions of a single merger event. In the geometrical optics approximation, lensing does not affect the frequency profile of the signal. As a result, the lensed signals would correspond to the same set of parameters $\Theta$ (except the estimated luminosity distance, which will be biased due to the unknown magnification). In order to determine whether $d_1$ and $d_2$ contain lensed signals from the same binary black hole merger, we compute the odds ratio between two hypotheses:
\( \mathcal{H}_L \): The data set \( \{d_1, d_2\} \) contain lensed signals from a single binary black hole merger event with parameters \( \theta_1 = \theta_2 = \theta \).

\( \mathcal{H}_U \): The data set \( \{d_1, d_2\} \) contain signals from two independent binary black hole merger events with parameters \( \theta_1 \) and \( \theta_2 \).

The odds ratio between \( \mathcal{H}_L \) and \( \mathcal{H}_U \) is the ratio of the posterior probabilities of the two hypotheses. That is,

\[
\mathcal{O}_E^L = \frac{P(\mathcal{H}_L|d_1, d_2)}{P(\mathcal{H}_U|d_1, d_2)} ,
\]

(3.6)
Using Bayes theorem we can rewrite the odds ratio as

\[
\mathcal{O}_E^L = \frac{P(\mathcal{H}_L)}{P(\mathcal{H}_U)} \frac{P(d_1, d_2|\mathcal{H}_L)}{P(d_1, d_2|\mathcal{H}_U)} = \mathcal{P}_v \mathcal{B}_v^L ,
\]

(3.7)
Here \( \mathcal{P}_v := \frac{P(\mathcal{H}_L)}{P(\mathcal{H}_U)} \) is the ratio of prior odds of the two hypotheses while the Bayes factor \( \mathcal{B}_v^L := \mathcal{Z}_v/\mathcal{Z}_v \) is the ratio of the marginalized likelihoods, where the marginal likelihood of the hypothesis \( A \) is \( \mathcal{Z}_A := P(d_1, d_2|\mathcal{H}_A) \) with \( A \in \{l, u\} \). Under the assumption of \( d_1 \) and \( d_2 \) being independent, the marginal likelihood of the “null” hypothesis equals the product of the marginal likelihoods from individual events, i.e.,

\[
\mathcal{Z}_u = P(d_1) P(d_2) ,
\]

(3.8)
where \( P(d_i) \) is the marginal likelihood from event \( i \), defined in Eq. (3.3). Now, we rewrite the marginal likelihood of the lensing hypothesis in terms of the likelihoods of \( d_1 \) and \( d_2 \) as

\[
\mathcal{Z}_l = \int d\theta \ P(\theta|d_1) P(\theta|d_2) .
\]

(3.9)
Using Eq. (3.2), we can rewrite this as

\[
\mathcal{Z}_l = P(d_1) P(d_2) \int d\theta \ \frac{P(\theta|d_1) P(\theta|d_2)}{P(\theta)} .
\]

(3.10)
Combining Eqs. (3.8) and (3.10), we obtain the following expression for the Bayes factor:

\[
\mathcal{B}_v^L := \frac{\mathcal{Z}_l}{\mathcal{Z}_u} = \int d\theta \ \frac{P(\theta|d_1) P(\theta|d_2)}{P(\theta)} .
\]

(3.11)
Thus, the Bayes factor is the inner product of the two posteriors that is inversely weighted by the prior. This has an intuitive explanation: if \( d_1 \) and \( d_2 \) correspond to lensed signals from a single binary black hole merger, the estimated posteriors on \( \theta \) would have a larger overlap, favoring the lensing hypothesis (see, e.g., Fig. 1). The inverse weighting by the prior helps to down-weight the contribution to the inner product from regions in the parameter space that are strongly supported by the prior. The large overlap of the posteriors here is less likely to be due to the lensing but more likely due to the larger prior support to the individual posteriors.

While the odds ratio developed above checks for the consistency between the estimated parameters of two GW signals, the time delay between them can also be used to develop a potential discriminator between lensed and unlensed events. This, however, would require certain assumptions on the distribution of lenses (i.e., galaxies) and the rate of binary mergers. If we assume that binary merger events follow a Poisson process with a rate of \( \lambda \) events per month, one can compute the prior distribution \( P(\Delta t|\mathcal{H}_A) \) of time delay between pairs of unlensed events (see Fig. 2). The prior distribution of the time delay between strongly lensed signals, \( P(\Delta t|\mathcal{H}_L) \), would have a qualitatively different distribution, which can be computed using a reasonable distribution of the galaxies and a model of the compact binary mergers (see Sec. IV for details). Following Eq.(3.3), the marginal likelihood for the lensed/unlensed hypothesis can be computed from the time delay between two events \( d_1 \) and \( d_2 \) as

\[
P_{\Delta t}(\{d_1, d_2\}|\mathcal{H}_A) = \int d\Delta t \ P(\Delta t|\mathcal{H}_A) P(\{d_1, d_2|\Delta t, \mathcal{H}_A) ,
\]

(3.12)
where \( A \in \{u, v\} \). Typical statistical errors in estimating the time of arrival of a GW signal at a detector are of the order of milliseconds — much smaller than the typical time delay between any pair of events. Thus, the likelihood function \( P_{\Delta t}(\{d_1, d_2\}|\Delta t, \mathcal{H}_A) \) of the time delay can be well approximated by a Dirac delta function at the true value \( \Delta t_0 \). Thus, the Bayes factor between the lensed and unlensed hypotheses can be written as

\[
\mathcal{R}_v^L = \frac{P(\Delta t_0|\mathcal{H}_L)}{P(\Delta t_0|\mathcal{H}_U)} ,
\]

(3.13)
where $P(\text{under lensed or unlensed hypothesis})$ evaluated at $\Delta$ with the distribution from unlensed event pairs. The simulated binary black hole populations have their component masses (source-frame) distributed according to two power laws (see text); however, note that the time delays are practically insensitive to the specific form of the mass distribution. The redshifts of the mergers are sampled with the distribution obtained in [40]. We consider strong lensing produced by intervening galaxies. In order to compute the distribution of the time delay between unlensed events, we assume that they follow a Poisson distribution with a rate of 10 mergers per month. The time delay distributions of unlensed event pairs get skewed towards larger values as we increase the observation time.

The prior distributions are shown in Fig. 2. We simulate two populations of source parameters. The spin magnitudes $\chi_1 : = |\chi_1|$, of component black hole mergers that are expected to produce strongly lensed signals is very small, the ratio of prior odds $P_u$, is a small number ($< 1\%$). Hence, we need large values for the Bayes factors to confidently identify strongly lensed pairs of signals.

**IV. TESTING THE MODEL SELECTION**

In this section we test the efficacy of our Bayesian model selection method to identify strongly lensed GW signals from binary black hole merger events. We simulate a population of coalescing binary black holes and compute the effect of strong lensing on the GW signals that they radiate. The binary black hole mergers are distributed according to the cosmological redshift distribution given in [40]. We use two different mass distributions proposed in [27] to sample component black hole masses $m_1$ and $m_2$:

1. Masses following a power-law $P_1(m_1, m_2) \sim \frac{1}{m_1 m_2}$ with $m_1, m_2 \geq 5M_\odot$ and $m_1 + m_2 \leq 100M_\odot$.

2. Masses following a power-law $P_2(m_1) = m_1^{-2.15}$ on the mass of the larger black hole, with the smaller mass distributed uniformly in mass ratio $m_1/m_2$ and with $5M_\odot \leq m_1 + m_2 \leq 100M_\odot$.

Figure 4 shows the redshift and mass distributions of injections. The spin magnitudes $\chi_1 = |\chi_1|$ of component black holes are distributed uniformly between 0 and 0.99, with random directions with respect to the orbital angular momentum. The binaries are distributed uniformly in the sky (i.e., uniform in $\cos \alpha$ and $\delta$), and the inclination and polarization angles are sampled uniformly from polarization sphere (i.e., uniform in $\cos \iota$ and $\psi$). Note that the GW signals will be redshifted due to the cosmological redshift, and we infer the redshifted masses $m_{1,2} := m_{1,2}(1 + z)$ through parameter estimation.

Multiple images dominantly arise due to galaxy lenses [41]. We assume that the galaxy lenses are well modeled by singular isothermal ellipses [39, 41]. The lens parameters, namely velocity dispersion $\sigma$ and axis-ratio $q$, are sampled from distributions modeled from the SDSS population of galaxies [42]. A detailed account on the lensing probability, sampling of lens galaxies and computation of the magnification factor and time delays is provided in Appendix A. We simulate two populations of GW signals:

- **Lensed**: Pairs of events with same parameters $\theta$, with parameter distributions as described above. We apply the lensing magnifications and time delays according to the prescription given in Appendix A.
- **Unlensed**: Pairs of events with random parameters $\theta_1$ and $\theta_2$, with parameter distributions as described above.

Figure 2 shows the distribution of time delays between pairs of lensed events as well as pairs of unlensed events from simulations assuming different distributions of source parameters. In the case of unlensed events, we compute the distribution of time delay assuming that the events follow a Poisson process with a rate of $n = 10$ events per month. Naturally the distribution of time delays between event pairs will depend only on

![Figure 2: Distribution of the log of the time delay between lensed event pairs detected by the Advanced LIGO-Virgo network, along with the distribution from unlensed event pairs. The simulated binary black hole populations have their component masses (source-frame) distributed according to two power laws (see text); however, note that the time delays are practically insensitive to the specific form of the mass distribution.](image1)

![Figure 3: Scatter plot of the two Bayes factors $B_u$ and $B_l$ computed from the unlensed (blue stars) and lensed (red triangles) event pairs. The Bayes factors computed from the posterior distribution of the binary’s parameters ($B_u$) and that computed from the time delay distribution ($B_l$) are in general correlated. However, they can be combined to improve our ability to distinguish lensed pairs from unlensed pairs. In this simulation, the component masses are distributed according to the second power law given in the text.](image2)
we compute from the simulated GW signals from binary black holes in colored Gaussian noise with the design power spectrum of the three-detector Advanced LIGO-Virgo network [43–45]. The signals are modelled by the IMRP family [46–48] which describes GW signals from the inspiral, merger and ringdown of binary black holes with precessing spins in quasi-circular orbits.\footnote{Note that, in this waveform, the spin effects modeled in terms of two effective spin parameters [46, 49].}

From simulated events that cross a network signal-to-noise ratio (SNR) threshold of 8, we estimate the posterior distributions of the parameters using the LALInferenceNest code [34]. This code provides an implementation of the Nested Sampling algorithm [50] in the LALInference software package of the LIGO Algorithm Library LALSuite [51]. From each population of injections (lensed and unlensed), we draw random pairs from the simulated events and compute the Bayes factor defined Eq. (3.11) by multiplying the kernel density estimates of the two posterior distributions and integrating them. Also we compute \( R_c \) using the time delay estimates between the event pairs. Figure 3 shows a scatter plot of the two Bayes factors \( B_l \) and \( R_c \) estimated from one set of simulated lensed and unlensed events.

Figure 5 shows the distributions of the log of Bayes factors \( \log B_l \). For lensed and unlensed event pairs computed from the posteriors of \([m'_1, m'_2, \cos \alpha, \delta, \chi_1, \chi_2]\). Indeed, there is a small probability that two independent event pairs could have parameters that appear mutually consistent (accidentally) and produce a large value for \( B_l \) (“false alarm”). Similarly, the statistic \( R_c \) computed for a truly lensed pair could sometimes attain small values (e.g., due to fluctuations in the detector noise), and reduce the efficiency for detecting truly lensed events. This causes the distributions of the Bayes factors computed from lensed and unlensed events to overlap; a good discriminator should minimize this overlap. Figure 6 shows this efficiency for correctly identifying truly lensed events, as a function of the false alarm probability (probability of wrongly identifying unlensed events as lensed events). We show such receiver operating characteristic (ROC) plots for \( R_c \) computed using different sets of parameters. We see that the discriminating efficiency of the Bayes factor increases when we add more signal parameters while computing the statistic. The source sky location parameters (\( \cos \alpha, \delta \)) are the ones that most significantly improve the performance. However, considering the fact that the expected rate of lensed events is very small (< 1% of all events), the ROC curves indicate that \( R_c \), by itself, is not a very efficient statistic for identifying lensed events. The detection efficiency of \( R_c \) computed using 6 dimensional posteriors is \( \sim 10 – 15\% \) for a false alarm probability of \( 10^{-3} \).

Similarly, in Fig. 7 we plot the ROC curves for the time-delay Bayes factor \( R_d \) computed for the same simulated injected events with an average rate of 10 events per month as the total observation time. The figure shows the time delay distributions from all pairs of events assuming observational runs of 1, 2 and 3 year duration.

To simulate GW observation coming from each population, we inject simulated GW signals from binary black holes in colored Gaussian noise with the design power spectrum of the three-detector Advanced LIGO-Virgo network [43–45]. The signals are modelled by the IMRP family [46–48] which describes GW signals from the inspiral, merger and ringdown of binary black holes with precessing spins in quasi-circular orbits.\footnote{Note that, in this waveform, the spin effects modeled in terms of two effective spin parameters [46, 49].}

From simulated events that cross a network signal-to-noise ratio (SNR) threshold of 8, we estimate the posterior distributions of the parameters using the LALInferenceNest code [34]. This code provides an implementation of the Nested Sampling algorithm [50] in the LALInference software package of the LIGO Algorithm Library LALSuite [51]. From each population of injections (lensed and unlensed), we draw random pairs from the simulated events and compute the Bayes factor defined Eq. (3.11) by multiplying the kernel density estimates of the two posterior distributions and integrating them. Also we compute \( R_c \) using the time delay estimates between the event pairs. Figure 3 shows a scatter plot of the two Bayes factors \( B_l \) and \( R_c \) estimated from one set of simulated lensed and unlensed events.

Figure 5 shows the distributions of the log of Bayes factors \( \log B_l \) for lensed and unlensed event pairs computed from the posteriors of \([m'_1, m'_2, \cos \alpha, \delta, \chi_1, \chi_2]\). Indeed, there is a small probability that two independent event pairs could have parameters that appear mutually consistent (accidentally) and produce a large value for \( B_l \) (“false alarm”). Similarly, the statistic \( R_c \) computed for a truly lensed pair could sometimes attain small values (e.g., due to fluctuations in the detector noise), and reduce the efficiency for detecting truly lensed events. This causes the distributions of the Bayes factors computed from lensed and unlensed events to overlap; a good discriminator should minimize this overlap. Figure 6 shows this efficiency for correctly identifying truly lensed events, as a function of the false alarm probability (probability of wrongly identifying unlensed events as lensed events). We show such receiver operating characteristic (ROC) plots for \( R_c \) computed using different sets of parameters. We see that the discriminating efficiency of the Bayes factor increases when we add more signal parameters while computing the statistic. The source sky location parameters (\( \cos \alpha, \delta \)) are the ones that most significantly improve the performance. However, considering the fact that the expected rate of lensed events is very small (< 1% of all events), the ROC curves indicate that \( R_c \), by itself, is not a very efficient statistic for identifying lensed events. The detection efficiency of \( R_c \) computed using 6 dimensional posteriors is \( \sim 10 – 15\% \) for a false alarm probability of \( 10^{-3} \).

Similarly, in Fig. 7 we plot the ROC curves for the time-delay Bayes factor \( R_d \) computed for the same simulated injected events with an average rate of 10 events per month as the total observation time. The figure shows the time delay distributions from all pairs of events assuming observational runs of 1, 2 and 3 year duration.

To simulate GW observation coming from each population, we inject simulated GW signals from binary black holes in colored Gaussian noise with the design power spectrum of the three-detector Advanced LIGO-Virgo network [43–45]. The signals are modelled by the IMRP family [46–48] which describes GW signals from the inspiral, merger and ringdown of binary black holes with precessing spins in quasi-circular orbits.\footnote{Note that, in this waveform, the spin effects modeled in terms of two effective spin parameters [46, 49].}
This is because the distribution of the time delay between un-computed assuming 1, 2 and 3 years as the observation time.

Figure 7 shows the ROC plots for this combined statistic computed assuming 1 and 3 years of observations time. The results clearly demonstrate that the combined statistic has a significantly higher detection efficiency when compared to $\mathcal{B}_1$ and $\mathcal{R}_0$. For a false alarm probability of $10^{-5}$, the product statistic (computed using the six dimensional posteriors) identifies $\sim 80\%$ of the lensed event pairs.

V. SUMMARY AND FUTURE WORK

In this paper we propose a method for statistically identifying multiple images of strongly lensed binary black hole merger events from a population of GW detections by the LIGO-Virgo network. Recent estimates show that Advanced LIGO and Virgo, when they reach their design sensitivities, will detect several binary black hole mergers per year that are strongly lensed by intervening galaxies [22]. We will be able to observe multiple images of such GW signals, which are
The Bayes factors are computed using the marginalized posteriors on the signal (such as the redshifted masses and spins), which we extract from multiple images, will be mutually consistent. We use one year of unlensed events for the simulation.

FIG. 8: Distribution of the logarithm of the combined Bayes factor computed from the unlensed and lensed simulations with component masses sampled from power law 1 (solid) and power law 2 (dashed). The Bayes factors are computed using the marginalized posteriors on parameter set \((m_1^*, m_2^*, \cos \alpha, \delta, \chi_1, \chi_2)\). We use one year of unlensed events for the simulation.

FIG. 9: Receiver operating characteristic curves for the combined Bayes factor statistic computed using the marginalized posteriors on parameter set \((m_1^*, m_2^*, \cos \alpha, \delta, \chi_1, \chi_2)\) with component masses sampled from \(P_1(m_1, m_2)\) (solid) and \(P_2(m_1, m_2)\) (bashed). The statistic is able to correctly identify ~80% of the lensed events with a false alarm probability of \(10^{-5}\).

In addition, since the deflection angle is small compared to the typical source-localization accuracies, the sky-location of multiple images will also be the same. In order to determine whether a pair of binary black hole signals are lensed images of the same merger, we check the consistency of extracted parameters (except the luminosity distance) from the two signals. To be precise, we computed the odds ratio between two hypotheses 1) that they are the lensed images of the same merger event, 2) that they are two unrelated events. This odds ratio can be written in terms of the overlap of the posterior distributions of the extracted parameters from the two events, inversely weighted by the prior [see Eq. (3.11)]. In addition, we make use of the fact that the distribution of the time delays between a pair of lensed events will be different from that between a pair of random uncorrelated events (see Fig. 2). This allows us to define another odds ratio between the two hypotheses based on the observed time delay between a pair of events [see Eq. (3.13)]. We combine these two different odds ratios to form a more sensitive discriminator between lensed and unlensed events.

We test the efficiency of the proposed statistic by simulating binary black hole merger events in the LIGO-Virgo network with design sensitivity. The simulations show that the pipeline can distinguish images ~80% of strongly lensed merger events from unlensed events with a false alarm probability of \(10^{-5}\) for three years of observation time.

There are possible ways of improving the discriminatory power of this statistic: one is by increasing the number of parameters that are used to test the consistency between estimated parameters of the two events (e.g., inclination angle, spin orientations, etc., if they are well measured). Secondly, one can use the property discovered by [52] that waveforms of different images are related by specific phase shifts. Thirdly, one could explore the possibility of using priors on the magnification ratios of multiple images (or the ratios of the SNRs of multiple images) in a way similar to the way we used the priors on time delays between multiple events to distinguish between lensed and unlensed pairs. We leave these as future work.
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2 Note, however, that the luminosity distance that we extract using the parameter estimation using standard (unlensed) templates will be biased, due to the unknown magnification in the signal. Hence the inferred redshift and intrinsic masses will also be biased [23].
Appendix A: Generating samples of strongly lensed and multiply imaged binary mergers

In this section, we outline our method for generating samples of strongly lensed and multiply imaged binary merger events. We will use results for strong lensing probabilities that have been derived earlier (see e.g., [39, 53]). Given below is a brief summary of our method and assumptions:

1. Given a source redshift, the bulk of the magnification probability describes cases with a single lensed image [23, 37]. We are interested in multiply imaged mergers, so we do not need to accurately model the cases with single images.

2. Multiple images dominantly arise due to galaxy lenses [41]. We model individual strong lenses as isothermal ellipses with non-zero ellipticity.

3. Singular isothermal ellipsoid (SIE) lens models have a surface mass density that diverges at the center. These lenses produce either two or four images [39].

4. The lens model has two parameters: velocity dispersion $\sigma$ and axis-ratio $q$. We generate these parameters with distributions taken from the SDSS galaxy population [53]. The axis-ratio does not dramatically change the strong lensing cross section, so we can estimate overall rates in the manner of Ref. [54].

1. Probability of multiple imaging

Given the assumptions that are outlined above, the multiple imaging optical depth $\tau(z_s)$ to a given source redshift $z_s$ is [54]:

$$\tau(z_s) = \int_0^c \frac{dz}{dz_l} \tau_l,$$  \hspace{1cm} (A1)

where the differential optical depth per unit lens redshift $z_l$ is

$$\frac{dz}{dz_l} = \int d\sigma n(z_l) \frac{dp}{d\sigma} (1 + z_l)^3 \frac{c dt}{dz_c} n_D(z_l)^2 \theta^2(\sigma, z_l, z_s).$$  \hspace{1cm} (A2)

Here, $\sigma$ is the lens’ velocity dispersion, $n(z_l)$ is the comoving number density of lenses, $dp/d\sigma$ is the PDF of the velocity dispersion $\sigma$, $D_l$ is the angular diameter distance to the lens, and $\theta$ is the angular Einstein radius of a singular isothermal sphere (SIS) lens. We assume a constant number density and an unchanging PDF of the velocity dispersion, which are reasonable for galaxy lenses at relatively low redshifts [55].

Let us start with the parameters for the population of early-type galaxies from Ref. [56]: the number density $n = 8 \times 10^{-7} h^3 \text{Mpc}^{-3}$, and the distribution of velocity dispersion (VDF) is

$$\frac{dp}{d\sigma} = \left(\frac{\sigma}{\sigma_c}\right)^\alpha \exp\left[-\left(\frac{\sigma}{\sigma_c}\right)^\beta\right] \frac{1}{\Gamma(\alpha/\beta) \sigma^\alpha},$$  \hspace{1cm} (A3)

where $\alpha = 2.32$, $\beta = 2.67$, and $\sigma_c = 161 \text{ km s}^{-1}$. Substituting the Einstein radius for a SIS lens $\theta = 4\pi (\sigma_c^2 c^2) D_o / D_l$ in Eq. (A2), we get

$$\frac{dz}{dz_l} = 16\pi^3 (1 + z_l)^2 c n \left(\frac{D_o D_l}{D_i}\right)^2 \left(\frac{\sigma_c}{c}\right)^\alpha \frac{\Gamma(1 + \alpha/\beta)}{\Gamma(\alpha/\beta) \sigma^\alpha}.$$  \hspace{1cm} (A4)

The total multiple-imaging optical depth is

$$\tau(z_s) = 16\pi^3 c n \left(\frac{\sigma_c}{c}\right)^\alpha \frac{\Gamma(1 + \alpha/\beta)}{\Gamma(\alpha/\beta) \sigma^\alpha} \int_0^c dz_l (1 + z_l)^2 \left(\frac{D_o D_l}{D_i}\right)^2 \left(\frac{\sigma_c}{c}\right)^\alpha \frac{\Gamma(1 + \alpha/\beta)}{\Gamma(\alpha/\beta) \sigma^\alpha}.$$

We generate these parameters with the result in terms of the comoving distance $D_l(z_s) = \int_0^c dz' c/H(z')$, and used $D^2_l$ and $D^2_t$ to denote $D^2_l(z_s)$ and $D^2_t(z_s)$, respectively.

In the last line, we have written the result in terms of the comoving distance $D^2_l(z_s) = \int_0^c dz' c/H(z')$, and used $D^2_l$ and $D^2_t$ to denote $D^2_l(z_s)$ and $D^2_t(z_s)$, respectively.

2. Method to generate samples of lensed events

In this section, we outline our method for drawing samples of strongly lensed mergers from a given source distribution.

1. Pick a source: We start with a merger whose intrinsic parameters (total mass $M = m_1 + m_2$, symmetric mass ratio $\eta = m_1 m_2 / M^2$, and dimensionless spins $\chi_1$ and $\chi_2$) are drawn from given distributions. In addition, we randomly draw the angles ($\iota, \psi$) associated with the binary’s plane so that its orbital angular momentum is distributed uniformly on the sphere, and randomly draw its position ($\cos \alpha, \delta$) so that the binaries are uniformly distributed in the sky. The redshift $z_s$ is distributed as given in [40] (see, Fig. 4). See, Sec. IV for more details.

2. Accept/reject according to the multiple imaging probability: Given the source redshift $z_s$, we read off the multiple–imaging probability $\tau(z_s)$ from (the enhanced version of) Eq. (A6). If $\tau(z_s)$ is larger than a random number uniformly distributed between 0 and 1, we proceed to step 3. If not, we discard this source.

3. Draw the lens redshift: If the merger survives step 2, we draw a sample $r$ from the PDF

$$p(x) = 30 x^2 (1 - x)^2, \hspace{1cm} 0 < x < 1.$$  \hspace{1cm} (A7)
and compute a sample lens comoving distance using $D' (z_e) = r D' (z_e)$; we obtain the lens redshift $z_e$ by inverting $D' (z_e)$. Using Eq. (A5), we see that if a source at $z_e$ is multiply imaged, this procedure yields lens redshifts with the right posterior distribution.

4. **Draw the lens parameters:** We use the fits for the distribution of the lens parameters from Ref. [53]. We draw a parameter $a$ from a generalized Gamma distribution

$$p(x) = x^{a-1} \exp(-x^a) \frac{\beta}{\Gamma(\alpha/\beta)},$$

where $\alpha = 2.32, \beta = 2.67$, and set $\sigma = 161$ km s$^{-1} \times a$. We next sample the distribution of the axis ratio of the lens. Given the above sample of $a$, we repeatedly draw parameter $b$ from a Rayleigh distribution

$$g(x) = \frac{x}{s^2} \exp \left( -\frac{x^2}{2s^2} \right), \quad 0 < x < \infty,$$

where,

$$s = 0.38 + 0.09177 a,$$

until we get a sample $b < 0.8$. We then set the axis ratio $q = 1 - b$.

5. **Draw a source–plane location:** Given a lens with the above parameters, we then sample the source–plane location of the merger. Since we have already determined that it is multiply imaged, we only need to get the right posterior distribution of the source, which is a uniform distribution within the cut/caustics of the lens model. A complication is that we cannot analytically calculate the intersection of the two and four image regions for small values of the axis ratio. Our approach will be to use the results in Ref. [39], and draw with repetition. The idea is to repeatedly draw points $(y_1, y_2)$ within a certain range, and solve the lens equation (as detailed in Step 6), until we obtain a location with multiple images.

Given axis ratio $q$, we draw coordinates $y_1$ and $y_2$ from uniform distributions in the following ranges:

$$y_1 \in \left( 0, \sqrt{\frac{q}{1-q^2}} \arccosh \left( \frac{1}{q} \right) \right), \quad (A11)$$

$$y_2 \in \begin{cases} 0, & 0 < q < q_0 \\ \left( 0, \sqrt{\frac{2}{q} - \sqrt{\frac{2}{q^2} \arccos [q]} } \right), & q > q_0 \end{cases} \quad (A12)$$

Here $q_0 = 0.3942$ is the numerical solution to the transcendental equation $2q_0 \arccos q_0 = \sqrt{1 - q_0^2}$.

6. **Solve the lens equation:** Given $y_1, y_2$, and $q$, we numerically find all roots of the one-dimensional equation

$$\begin{align*}
    [y_1 + \sqrt{\frac{q}{1-q^2}} \arcsin \left( \frac{\sqrt{1-q^2}}{q} \cos \phi \right) \sin \phi] - \\
    [y_2 + \sqrt{\frac{q}{1-q^2}} \arcsin \left( \frac{\sqrt{1-q^2}}{q} \sin \phi \right) \cos \phi] = 0 \quad (A13)
\end{align*}$$

in the interval $[0, 2\pi)$. Assuming that we get solutions $\{\phi_1, \phi_2, \cdots\}$, we only retain those $\phi_i$ that satisfy the condition

$$\begin{align*}
    [y_1 + \sqrt{\frac{q}{1-q^2}} \arcsinh \left( \frac{\sqrt{1-q^2}}{q} \cos \phi_i \right) \sin \phi_i] + \\
    [y_2 + \sqrt{\frac{q}{1-q^2}} \arcsinh \left( \frac{\sqrt{1-q^2}}{q} \sin \phi_i \right) \cos \phi_i] > 0 \quad (A14)
\end{align*}$$

If the final list of solutions only contains one element, we go back to Step 5 and repeat until we get a case with a set $\{\phi_i\}$ with multiple elements.

7. **Read off image magnifications and time delays:** The deflections are typically small relative to the GW localization uncertainties, so we ignore the differences between image positions on the sky while computing the GW signal. However, we need the positions to calculate the magnifications and time delays from the lens model.
Given the list of solutions \( \{ \phi_1, \phi_2, \cdots \} \) from Step 6, and the source position \((y_1, y_2)\) for each image, we compute the image positions \((x_{1j}, x_{2j})\) as follows:

\[
\begin{align*}
x_{1j} &= y_1 + \frac{q}{\sqrt{1 - q^2}} \arcsin \left( \frac{\sqrt{1 - q^2} \cos \phi_i}{q} \right), \\
x_{2j} &= y_2 + \frac{q}{\sqrt{1 - q^2}} \arcsin \left( \frac{\sqrt{1 - q^2} \sin \phi_i}{q} \right).
\end{align*}
\]

(A15, A16)

The magnifications of the images are given by

\[
\mu_i = \left( 1 - \frac{q}{\sqrt{x_{1j}^2 + q^2 x_{2j}^2}} \right)^{-1}.
\]

(A17)

The arrival times of the images relative to some common base time, are:

\[
\delta t_i = 16\pi^2 \frac{D_L'(z_i)}{c} \left( \frac{\sigma}{\epsilon} \right)^4 \left[ 1 - \frac{D_L'(z_i)}{D_L(z_i)} \right] \Phi_i
\]

\[= 1.35 \times 10^{16} s \left( \frac{D_L'(z_i)}{1 Gpc} \right) \left( \frac{\sigma}{161 \text{ km s}^{-1}} \right)^4 \left[ 1 - \frac{D_L'(z_i)}{D_L(z_i)} \right] \Phi_i, \]

(A18)

where

\[
\Phi_i = \frac{1}{2} (x_i - y_i)^2 - \sqrt{\frac{q(x_{1j}^2 + x_{2j}^2)}{1 - q^2}} \times \left[ \sin \phi_i \arcsin \left( \frac{\sqrt{1 - q^2} \sin \phi_i}{q} \right) + \cos \phi_i \arcsin \left( \frac{\sqrt{1 - q^2} \cos \phi_i}{q} \right) \right]
\]

(A19)

where \( \sigma \) is the velocity dispersion drawn in Step 4.

Figure 10 shows the distributions of \( \mu_i \) and \( \delta t_i \) corresponding to two prominent images for simulated events before and after applying the detection threshold (SNR=8) in LIGO-Virgo network.

3. Simulating GW observations

Appendix A 2 describes how we draw random samples of the binary’s parameters. Strongly lensed events produced multiple values of the magnification \( \mu_i \) and time delay \( \delta t_i \). Multiply imaged GW signals can be generated by multiplying the original signal with the magnification factor and by applying the lensing time delay

\[
h^{\text{lens}}_{\chi,\nu}(f; \lambda) = \sqrt{\mu_i} \exp (i 2 \pi f \delta t_i) h_{\chi,\nu}(f; \lambda),
\]

(A20)

where \( h_{\chi,\nu}(f; \lambda) \) are the two polarizations of the original GW signal in Fourier domain corresponding to a set of parameters \( \lambda \), \( f \) is the Fourier frequency and \( i := \sqrt{-1} \). In practice, we compute different gravitational waveforms by rescaling the luminosity distance \( d_L \) by \( 1/\sqrt{\mu_i} \), at different times \( t_0 + \delta t_i \), where \( t_0 \) is a fiducial reference time. We then project these polarizations onto the Advanced LIGO-Virgo network and compute the optimal signal-to-noise ratio

\[
\rho^{\text{lens}}_l = 2 \sum_{D} \int_{\text{fin}}^{\text{fmax}} \left( \frac{D_L'(f)}{S_D(f)} \right)^2 df \right)^{1/2}.
\]

(A21)

Above, the summation is over different detectors, \( h^{\text{lens}}_{\chi,\nu}(f) := F_{\chi,\nu}(\alpha, \delta, \psi) h^{\text{inj}}_{\chi,\nu}(f) + F_{\chi,\nu}(\alpha, \delta, \psi) h^{\text{lens}}_{\chi,\nu}(f) \) denote the observed signal in detector \( D \) whose noise has a one-sided power spectral density \( S_D(f) \). The antenna patterns of the detector \( D \) is denoted as \( F_{\chi,\nu} \) and \( F_{\chi,\nu} \), which are functions of the source position \( \alpha, \delta \) and polarization angle \( \psi \). The low-frequency cutoff is chosen to be \( \text{fmin} = 20 \text{ Hz} \). If at least two images have the network SNR \( \rho_i \) greater than a threshold of 8, we consider them as strong-lensing detections. In our simulation, the fraction of events with more than two detectable images is negligible. We compute the Bayes factors described in Sec. III using pairs of lensed events as described in Sec. IV. Figure 11 shows the mass and red shift distributions of detectable events.
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