A Markovian single server working vacation queue with server state dependent arrival rate, balking and with breakdown
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\textbf{Abstract}

A single server Markovian queueing system with the system alternates between regular busy state, repair state and working vacation state has been considered. When the system is busy, it functions as a single server Markovian queue. When it is on vacation, again it functions as a single server Markovian queue but with different arrival and service rates. The vacation policy is multiple vacation policy and the vacation period follows negative exponential. In addition, the customer may balk on arrival and during busy state the server may breakdown, the breakdown period follows negative exponential. Immediately, the repair takes place, repair period also follows negative exponential. The steady state probability vector of number of customers in the queue and the stability condition are obtained using Matrix-Geometric method. Some illustrative examples are also provided.
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1. Introduction

In many real life queueing situations, it can be seen that the server works during his rest period, if the necessity occurs. This leads to a new class of queueing systems called queueing systems with server working vacation. This type of queues can be used to modeled the situations in telecommunication systems and manufacturing systems. Queueing systems with server vacations have been investigated by many researchers, the readers may refer the survey paper by [6] and the monograph of [26].

In the working vacation queues, the server works with variable service rate, in particular reduced service rate, rather than completely stops service during vacation period. [22] have first analyzed an $M/M/1$ queue with multiple working vacation, in which the vacation times are exponentially distributed. [32] extend the work for $M/G/1$ queue. [14] analyzed the queue length distribution of the $M/G/1$ queue with working vacations. [18], examined stochastic decomposition structure of the queue length and waiting time in an $M/M/1$ working vacation queue. [33] extended the $M/M/1$ working vacation queue to an $M^{[S]}/M/1$ working vacation queue. [16] used the matrix analytic method to analyze an $M/G/1$ queue with exponential working vacation under a specific assumption. [17] consider a multi server queue with single working vacation. [11] investigated a single working vacation model with server break down. [13] have given a short survey on vacation models in recent years. [34] have considered a single-server exponential queueing
model with arrival state depending on operational state or breakdown state of the server. [8] analyzed the same model with the assumption that any arrival finding the server busy is lost, and they obtained the steady-state proportion of customer’s lost. [25] has deals with a single server queueing model with arrival rate dependent on server state. [23] has analyzed a single server Poisson queue with arrival rate dependent on the state of the server. [12] analyzed a general bulk service queue with arrival rate dependent on server breakdowns. [28] discussed the queueing system with variable arrival rate. The author studied the model by using the principle of quasi-birth and death process(QBD) and matrix-geometric method. Furthermore, the calculated some performance measures, such as the number of customers in the system in steady-state. Matrix-geometric method approach is a useful tool for solving the more complex queueing problems. Matrix-geometric method has been applied by many researchers to solve various queueing problems in different frameworks. [21] explained various matrix geometric solutions of stochastic models. Matrix-geometric approach is utilized to develop the computable explicit formula for the probability distributions of the queue length and other system characteristic.

It can be commonly seen that some customers may not enter the queue on finding the system down, the server absent from the system an presence of long queue. This type of impatient behavior of customer is called balking. For queues with balking are may refer [5], [10], [2], [3], [30] and [24].

In some queueing situations, it can be seen that systems can suddenly break down such as computer system, communication system, and many other. For example, consider a machine that always needs some maintenance otherwise it will be break down and a repair man must be called for repair. This type of queues are called queue with unreliable server. ([4], [9], [31], [27], [7] and [29]).

In this paper, we consider an $M/M/1$ queue with multiple working vacation and balking and with breakdown. The arrival rate depends on the server states. The model has been analyzed using matrix geometric method. The rest of this paper is organized as follows: In section 2, we give the model description, establish its quasi-birth-death process. In section 3, we present the steady state solution using matrix geometric method. In section 4, we present some system performance measures. Section 5 gives some particular models. And in section 6, we carried out a numerical study. Finally, a conclusion has been given.

## 2. The Model

We consider a single-server queueing system with the following characteristics:

1. The system alternate between two states, up state and down state. In the up state it is either in regular state or in working vacation state. In the down state it is in the repair state.

2. Arrival process follows Poisson with parameter $\lambda$ during regular state.

3. When the system is in regular busy period it serve customers based on exponential distribution with rate $\mu$.

4. The server takes vacation, if there are no customer in the queue at a service completion point.

5. During vacation, the arrival follows Poisson with rate $\lambda_1 (\lambda_1 < \lambda)$.

6. Vacation period follows negative exponential with rate $\theta$ and the vacation policy is multiple vacation policy.

7. When the server is in vacation, if customer arrives, the server serve the customers using exponential distribution with rate $\mu_1 (\mu_1 < \mu)$. As this vacation period ends, the server instantaneously switches over to the normal service rate $\mu$, if there is at least one customer waiting for service. Upon completion of a service at a vacation period, the server will (i) Continue the current vacation if it is not finished and no customer is waiting for service; (ii) Continue the service with rate $\mu_1$ if the vacation has not expired and if there is at least one customer waiting for service.

8. The server may break down during a regular busy period and the break downs are assumed to occur according to a Poisson process with rate $\alpha$.

9. Once the system break downs, the customer whose service is interrupted goes to the head of the queue and the repair to server starts immediately.

10. Duration of repaired period follows negative exponential with rate $\beta$.

11. During repair period no service takes place but customers arrive according to Poisson process with rate $\lambda_2 (\lambda_2 < \lambda_1)$.

12. If the customer finds the server in regular busy period, the customer joints system with probability $q$ and Balking with probability $(1-q)$.

13. If the customer finds the server is an working vacation, the customer joints system with probability $q_1$ and Balking with probability $(1-q_1)$.

14. If the customer finds the server is an repaired period, the customer joints system with probability $q_2$ and Balking with probability $(1-q_2)$.

15. The first come first served (FCFS) service rule is followed to select the customer for service.
2.1 The quasi-birth-and-death(QBD) process

The model defined in this article can be studied as a QBD process. The following notations are necessary for the analysis:

Let \( L(t) \) be the number of customers in the queue at time \( t \) and let \( J(t) = \begin{cases} 0, & \text{if the server is on working vacation} \\ 1, & \text{if the server is busy} \\ 2, & \text{if the server is on repaired period} \end{cases} \)

be the server state at time \( t \).

Let \( X(t) = (L(t), J(t)) \), then \( \{(X(t)) : t \geq 0\} \) is a Continuous time Markov chain (CTMC) with state space \( S = \{(i,j) : i \geq 0, j = 0, 1, 2\} \), where \( i \) denotes the number of customer in the queue and \( j \) denotes the server state.

Using the lexicographical sequence for the states, the rate matrix \( Q \), is the infinitesimal generator of the Markov chain and is given by

\[
Q = \begin{bmatrix}
B_0 & B_1 \\
A_2 & A_1 & A_0 \\
A_2 & A_1 & A_0 \\
\vdots & \vdots & \vdots \\
A_2 & A_1 & A_0 \\
\end{bmatrix}
\]

where the sub-matrices \( A_0, A_1, A_2 \) are of order \( 3 \times 3 \) and are appearing as

\[
A_0 = \begin{bmatrix}
q_1 \lambda_1 & 0 & 0 \\
0 & q_\lambda & 0 \\
-\left(q_1 \lambda_1 + \mu_1 + \theta\right) & -\frac{\theta}{\alpha} & 0 \\
0 & -\left(q_\lambda + \mu + \alpha\right) & -\frac{\alpha}{\beta} \\
\end{bmatrix}
\]

\[
A_1 = \begin{bmatrix}
\mu_1 & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

and the boundary matrices are defined by

\[
B_0 = \begin{bmatrix}
-\left(\lambda_1 + \theta\right) & \theta & 0 \\
\mu & -\left(q_\lambda + \mu + \alpha\right) & -\frac{\alpha}{\beta} \\
0 & 0 & -\left(q_2 \lambda_2 + \beta\right) \\
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & q_\lambda & 0 \\
0 & 0 & q_2 \lambda_2 \\
\end{bmatrix}
\]

3. The Steady State Solution

Let \( P = (p_0, p_1, p_2, \ldots) \) be the stationary probability vector associated with \( Q \), such that \( PQ = 0 \) and \( Pe = 1 \), where \( e \) is a column vector of \( 1 \)'s of appropriate dimension.

Let \( p_0 = (p_{00}, p_{01}, p_{02}) \), \( p_1 = (p_{10}, p_{11}, p_{12}) \) and \( p_i = (p_{i0}, p_{i1}, p_{i2}) \) for \( i \geq 2 \).

If the steady state condition is satisfied, then the sub vectors \( p_i \) are given by the following equations:

\[
\begin{align*}
p_0 B_0 + p_1 A_2 &= 0 \\
p_0 B_1 + p_1 A_1 + p_2 A_2 &= 0 \\
p_i A_0 + p_{i+1} A_1 + p_{i+2} A_2 &= 0, \ i \geq 1 \\
p_i &= p_i R^{i-1}, \ i \geq 2
\end{align*}
\]

where \( R \) is the rate matrix, is the minimal non-negative solution of the matrix quadratic equation (see [21]).

\[
R^2 A_2 + RA_1 + A_0 = 0
\]

Substituting the equation (3.4) in (3.2), we have

\[
p_0 B_1 + p_1 (A_1 + RA_2) = 0
\]

and the normalizing condition is

\[
p_0 e + p_1 (I - R)^{-1} e = 1
\]

**Theorem 3.1.** The queueing system described in the article is stable if and only if \( \rho < 1 \), where \( \rho = \frac{q_\lambda \beta + q_2 \lambda_2}{\mu \beta} \).

**Proof.** Consider the infinitesimal generator

\[
A = \begin{bmatrix}
-\theta & \theta & 0 \\
0 & -\alpha & \alpha \\
0 & \beta & -\beta \\
\end{bmatrix}
\]

which is a square matrix of order 3, the row vector \( \pi = (\pi_0, \pi_1, \pi_2) \) satisfying the condition \( \pi A = 0 \) and \( \pi e = 1 \).

That is,

\[
\pi = \pi A = 0
\]

The system is stable if and only if \( \frac{q_\lambda \beta + q_2 \lambda_2}{\mu \beta} < 1 \)

**Theorem 3.2.** If \( \rho < 1 \), the matrix equation (3.5) has the minimal non-negative solution

\[
R = -A_0 A_1^{-1} - R^2 A_2 A_1^{-1}
\]

**Proof.** We define the matrix \( A = A_0 + A_1 + A_2 \). This matrix \( A \) is a \( 3 \times 3 \) matrix and it can be written as

\[
A = \begin{bmatrix}
-\theta & \theta & 0 \\
0 & -\alpha & \alpha \\
0 & \beta & -\beta \\
\end{bmatrix}
\]

is reducible. The analysis present in [20] is not applicable. In [19], similar reducible matrix is treated for the case when the elements are probabilities.

Equation (3.5), can be written as,

\[
A_0 A_1^{-1} + RA_1 A_1^{-1} + R^2 A_2 A_1^{-1} = 0 A_1^{-1}
\]

Since \( A_1 \) is non-singular, \( A_1^{-1} \) exists

\[
R = -A_0 A_1^{-1} - R^2 A_2 A_1^{-1}
\]

Using [20] and [19], the matrix \( R \) is numerically computed by using the recurrence relation with \( R(0) = 0 \) in equation (3.8).
Theorem 3.3. If $\rho < 1$, the stationary probability vectors $p_0 = (p_{00}, p_{01}, p_{02}), p_1 = (p_{10}, p_{11}, p_{12})$ and $p_i = (p_{i0}, p_{i1}, p_{i2})$ for $i \geq 2$ are

$$p_0 = \begin{bmatrix} 1 + \frac{S_0 \lambda_1}{\lambda_1} & -\lambda_1 \mu & -\lambda_1 \mu \lambda_1 \\ -\lambda_1 \mu & \frac{S_1}{\mu} + \frac{S_2}{\mu q_2 \lambda_2 + \beta} & + \left( q_2 \lambda_2 \frac{\lambda_1}{\mu} + \frac{\lambda_1 \mu}{\beta} \right) \\ -\lambda_1 \mu & -\lambda_1 \mu \lambda_1 & \frac{S_1}{\mu} + \frac{S_2}{\mu (q_2 \lambda_2 + \beta)} & + \left( q_2 \lambda_2 \frac{\lambda_1}{\mu} + \frac{\lambda_1 \mu}{\beta} \right) & - \left( \frac{\alpha \lambda_1}{\mu (q_2 \lambda_2 + \beta)} \right) \end{bmatrix} \begin{bmatrix} p_{00} \\ p_{01} \\ p_{02} \\ p_{10} \\ p_{11} \end{bmatrix}$$

Proof. $p_{00}, p_{01}, p_{02}, p_{10}, p_{11}$ and $p_{12}$ follows from the equations (3.1), (3.6) and (3.7). 

Remark 3.4. Even though $R$ in Theorem 3.2 has a nice structure which enables us to make use of the properties like

$$R^n = \begin{bmatrix} r_0^n & r_0^{n-1} \sum_{j=0}^{n-1} r_1^{j-1} & \vdots & \vdots \\ 0 & 0 & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & r_0^n \end{bmatrix},$$

for $n \geq 1$, due to the form of $r_0$ & $r_0^*$, it may not be easy to carry out the computation required to calculate the $p_i$ and the performance measures. Hence, we explore the possibility of algorithmic computation of $R$. The computation of $R$ can be carried out using a number of well-known methods. We use Theorem 1 of [15]. The matrix $R$ is computed by successive substitutions in the recurrence relation:

$$R(0) = 0$$

$$R(n+1) = -A_0 A_1^{-1} - [R(n)]^2 A_2 A_1^{-1},$$

for $n \geq 0$ and is the limit of the monotonically increasing sequence of matrices $\{R(n), n \geq 0\}$.

4. Performance Measures

Using straightforward calculations the following performance measures have been obtained:

(i) Mean queue length $E(L) = p_0 R(I - R)^{-2}e$

(ii) $E(L^2) = p_0 R(I + R)(I - R)^{-3}e$

(iii) Variance of $L = \text{var}(L) = p_0 R \{ (I + R) - p_0 R (I - R)^{-1} \}$

(iv) Probability that the server is ideal $= p_{0e}$

(v) Mean queue length when the server is an vacation period $= \sum_{i=0}^{\infty} i p_{i0}$

(vi) Mean queue length when the server is in regular busy period $= \sum_{i=0}^{\infty} i p_{i1}$

(vii) Probability that the server is in working vacation period $= pr\{J = 0\} = \sum_{i=1}^{\infty} p_{i0}$

(viii) Probability that the server is in regular busy period $= pr\{J = 1\} = \sum_{i=1}^{\infty} p_{i1}$
5. Particular Model

In the above model, we assume that $\lambda_1 = \lambda_2 = \lambda$, $q_1 = q_2 = q$ and $\mu_1 = \mu_2 = \mu$, then we get

$$p_{00} = \left[1 + \frac{S_0 \lambda}{(q \lambda + \mu + \theta) - \mu r_0} - \theta \left[\frac{S_1}{\mu} + \frac{S_2}{q \lambda + \beta}\right]\right]$$

+ $\frac{\alpha \beta}{\mu (q \lambda + \beta)} + \frac{S_1}{\mu} \left(\frac{q \lambda + \mu + \alpha}{\mu}\right)$

- $\frac{\alpha \beta}{\mu (q \lambda + \beta)} + \frac{S_2}{\lambda + \beta} \left(\frac{q \lambda + \alpha}{\mu}\right)$

+ $\frac{\alpha \beta}{\mu (q \lambda + \beta)} \left[\frac{(q \lambda + \mu + \alpha)}{\mu} - \left(\frac{\alpha \beta}{\mu (q \lambda + \beta)}\right)\right]$

- $\frac{(\lambda + \theta) - \frac{\lambda \mu}{(q \lambda + \mu + \theta) - \mu r_0}}{\mu (q \lambda + \beta)}$

$$p_{01} = \frac{1}{\mu} \left[(\lambda + \theta) - \frac{\lambda \mu}{(q \lambda + \mu + \theta) - \mu r_0}\right] p_{00}$$

$$p_{02} = \frac{\alpha}{\mu (q \lambda + \beta)} \left[(\lambda + \theta) - \frac{\lambda \mu}{(q \lambda + \mu + \theta) - \mu r_0}\right] p_{00}$$

$$p_{10} = \frac{\lambda}{(q \lambda + \mu + \theta) - \mu r_0} p_{00}$$

$$p_{11} = \frac{1}{\mu} \left[(\lambda + \theta) - \frac{\alpha \beta}{\mu (q \lambda + \beta)}\right]$$

- $\frac{(\lambda + \theta) - \frac{\lambda \mu}{(q \lambda + \mu + \theta) - \mu r_0}}{\mu (q \lambda + \beta)}$

$$p_{12} = \left[(\lambda + \theta) - \frac{\lambda \mu}{(q \lambda + \mu + \theta) - \mu r_0}\right] - \theta p_{00}$$

and $p_i = p_1 R^{i-1}; i \geq 2$

Case(1): If $\lambda = 0.3$, $\lambda = 0.1$, $\mu = 0.1$, $\mu_1 = 0.1$, $\alpha = 2.8$, $\beta = 0.8$, $q = 0.6$, $q = 0.4$ and $q = 0.2$ the matrix $R$ is obtained using the equations (3.9) & (3.10)

$$R = \begin{bmatrix} 0.025704 & 0.013719 & 0.006692 \\ 0 & 0.06 & 0.029268 \\ 0 & 0.004 & 0.026341 \end{bmatrix}$$

and the invariant probability vector is $P = (p_0, p_1, p_2, \ldots)$ where

$$p_0 = (0.497847, 0.275955, 0.134612)$$

$$p_1 = (0.031991, 0.034170, 0.019952)$$

and the remaining vectors $p_i$’s are evaluated using the relation

$$p_i = p_1 R^{i-1}, \text{ for } i \geq 2$$

6. Numerical Study

In this section, some examples are given to show the effect of the parameters $\lambda$, $\lambda_1$, $\lambda_2$, $\mu$, $\mu_1$, $q_1$, $q_2$ and $\theta$ on the performance measures mean queue length, $E(L)$, variance of $L$, probability that the server is idle, mean queue length when the server is an vacation period, mean queue length when the server is regular busy period, probability that the server is in working vacation period and probability that the server is in regular busy period for the model analyzed in this paper. The corresponding results are presented as case(1), case(2) and case(3).

For the chosen parameters $p_{10} \rightarrow 0$, and the sum of the steady state probabilities is found to be 0.999999

The performance measures are

(i) $E(L) = 0.060371$

(ii) $E(L^2) = 0.069080$

(iii) $\text{Var}(L) = 0.065435$

(iv) Probability that the server is ideal = 0.908414

(v) Mean queue length when the server is an vacation period = 0.033701

(vi) Mean queue length when the server is regular busy period = 0.39873

(vii) Probability that the server is in working vacation period = $pr\{J = 0\} = 0.032835$

(viii) Probability that the server is in regular busy period = $pr\{J = 1\} = 0.036923$

Case(2): If $\lambda = 0.7$, $\lambda_1 = 0.5$, $\lambda_2 = 0.3$, $\mu = 0.6$, $\mu_1 = 3$, $\theta = 2.2$, $\alpha = 0.5$, $\beta = 0.8$, $q = 0.5$, $q_1 = 0.3$ and $q_2 = 0.1$ the matrix $R$ is obtained using the equations (3.9) & (3.10)

$$R = \begin{bmatrix} 0.028493 & 0.010754 & 0.006478 \\ 0 & 0.058333 & 0.035140 \\ 0 & 0.005 & 0.039157 \end{bmatrix}$$

and the invariant probability vector is
where

\[ p_0 = (0.538051, 0.216572, 0.130465) \]
\[ p_1 = (0.051102, 0.032573, 0.024338) \]

and the remaining vectors \( p_i \)'s are evaluated using the relation

\[ p_i = p_1 R^{-1}, \text{ for } i \geq 2 \]

\[ p_2 = (0.001456049387, 0.002571321791, 0.0002428656910) \]
\[ p_3 = (0.0000041487216, 0.000177794544, 0.000194887456) \]
\[ p_4 = (0.000001182095, 0.000011791880, 0.000014147662) \]
\[ p_5 = (0.000000033681, 0.000000771306, 0.000000976004) \]
\[ p_6 = (0.000000000960, 0.000000050235, 0.000000065539) \]
\[ p_7 = (0.000000000027, 0.00000003268, 0.00000004338) \]
\[ p_8 = (0.00000000001, 0.0000000213, 0.0000000285) \]
\[ p_9 = (0.000000000014, 0.00000000019) \]
\[ p_{10} = (0.00000000001, 0.00000000001) \]

For the chosen parameters \( p_{10} \to 0 \), and the sum of the steady state probabilities is found to be 0.999999

The performance measures are

(i) Mean queue length \( E(L) = 0.057692 \)

(ii) \( E(L^2) = 0.065529 \)

(iii) Variance of \( L=var(L) = 0.062201 \)

(iv) Probability that the server is ideal =0.885088

(v) Mean queue length when the server is an vacation period =0.051413

(vi) Mean queue length when the server is regular busy period =0.058301

(vii) Probability that the server is in working vacation period = \( pr\{J = 0\} = 0.052601 \)

(viii) Probability that the server is in regular busy period = \( pr\{J = 1\} = 0.035335 \)

Case(3): If \( \lambda_1 = \lambda_2 = \lambda = 0.3 \), \( \mu_1 = \mu = 2 \), \( \theta = 4.2 \), \( \alpha = 0.3 \), \( \beta = 0.6 \), and \( q_2 = q_1 = q = 0.5 \) the matrix \( R \) is obtained using the equations (3.9) & (3.10)

\[ R = \begin{bmatrix}
0.0238 & 0.0512 & 0.02048 \\
0 & 0.075 & 0.03 \\
0 & 0.075 & 0.23 \\
\end{bmatrix} \]

and the invariant probability vector is where

\[ p_0 = (0.202085, 0.445072, 0.178029) \]
\[ p_1 = (0.009619, 0.067426, 0.062576) \]

and the remaining vectors \( p_i \)'s are evaluated using the relation

\[ p_i = p_1 R^{-1}, \text{ for } i \geq 2 \]

\[ p_2 = (0.000228932215, 0.010242643766, 0.016612257808) \]
\[ p_3 = (0.000005448587, 0.00202583941, 0.004132787231) \]
\[ p_4 = (0.00000129676, 0.0004621759, 0.001011427841) \]
\[ p_5 = (0.00000003086, 0.000110526926, 0.000246496347) \]
\[ p_6 = (0.000000000073, 0.000026776905, 0.000060010302) \]
\[ p_7 = (0.00000000002, 0.000006509024, 0.000014605161) \]
\[ p_8 = (0.000001583598, 0.000003554563) \]
\[ p_9 = (0.000000385362, 0.00000865057) \]
\[ p_{10} = (0.000000093781, 0.00000210524) \]

For the chosen parameters \( p_{10} \to 0 \), and the sum of the steady state probabilities is found to be 0.999999

The performance measures are

(i) Mean queue length \( E(L) = 0.193337 \)

(ii) \( E(L^2) = 0.301677 \)

(iii) Variance of \( L=var(L) = 0.244298 \)

(iv) Probability that the server is ideal =0.825186

(v) Mean queue length when the server is an vacation period =0.010094

(vi) Mean queue length when the server is regular busy period =0.096633

(vii) Probability that the server is in working vacation period = \( pr\{J = 0\} = 0.098545 \)

(viii) Probability that the server is in regular busy period = \( pr\{J = 1\} = 0.080302 \)

7. Conclusion

A single server Markovian working vacation queue with customer balking and with Breakdown has been analyzed in this article. In addition the arrival rates depends on the server state. The model can be generalized by taking arrival time/service time/breakdown period/repair period follows a general distribution.
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