Protocol for temperature sensing using a three-level transmon circuit
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ABSTRACT

We present a method for in situ temperature measurement of superconducting quantum circuits, by using the first three levels of a transmon device to which we apply a sequence of π gates. Our approach employs projective dispersive readout and utilizes the basic properties of the density matrix associated with thermal states. This method works with an averaging readout scheme and does not require a single-shot readout setup. We validate this protocol by performing thermometry in the range of 50 mK - 200 mK, corresponding to a range of residual populations 1% – 20% for the first excited state and 0.02% – 3% for the second excited state.

Superconducting qubits are one of the most promising candidates as the basic element of future quantum computers. The progress of the last decade has resulted in a significant increase of their coherence times to tens of microseconds, in a reduction of errors caused by interaction with the environment through the implementation of reset protocols and error-correction protocols, and in an enhancement in readout fidelity up to 99.6%12,13,14. However, the exact mechanisms that limit further improvements in superconducting qubit systems are still not fully understood; one possibility is the spurious excitations caused by microwave noise, infrared radiation from hotter stages of the dilution refrigerators or poisoning by quasiparticles. To mitigate these effects, a range of experimental techniques have been deployed – the use of cryogenic filters and attenuators, infrared absorbers, radiation and magnetic shielding of samples, with the goal of reducing the temperature of the electromagnetic environment and the quasiparticle population. Here we introduce a protocol for evaluating the effective temperature of a superconducting qubit. Our method can be readily used as a diagnostic tool for qubit thermalization and line integrity in quantum computing applications. An important application is quantum thermodynamics, where controlling the effective temperature of the circuit can be used to drive quantum engines.

The state of the electromagnetic environment of the qubit is described by an effective temperature, which characterizes the thermal equilibrium between the qubit and the environment and thus defines residual populations of former. There are several ways to estimate this effective temperature from the residual populations of qubit’s states, assuming a Maxwell-Boltzmann distribution. A straightforward method is to use a single-shot readout. In this case the residual probabilities can be directly calculated from measurement statistics, provided that the states can be discriminated with sufficiently good precision. However, the implementation of a single-shot readout scheme requires a good quantum limited parametric amplifier and additional components. An alternative approach, which does not use single-shot readout, is based on the measurement of correlations between responses corresponding to the ground and excited states. Another technique uses a three level system, where the Rabi oscillation amplitude between the first and the second excited state depends on the residual population of the first excited state. However, this method is highly sensitive to the readout signal parameters. Finally, a thermometry technique for propagating waves in open-waveguides can be used to characterize the temperature of the electromagnetic field, but this method requires a dedicated sample design.

Here we propose an in situ method for measuring the effective temperature, which utilizes only π pulses and requires measuring only the average responses in the dispersive readout limit. Therefore this method could be implemented without a specialized setup or sophisticated measurement techniques. In addition, determining the temperature does not rely on qubit state tomography: In our protocol, we measure the cavity responses after applying six different drive sequences that swap the populations of the three-level system, in our case defined by the first levels in a transmon device. A simple linear relationship is found between some of these responses, and the coefficient of proportionality is determined only by the thermal level occupations. Therefore, as the method does not rely on full state tomography or on the knowledge of the pure state responses, it is more resilient to noise and drifts which are commonly present in superconducting artificial atom experiments. Moreover, since only π pulses are utilized, the proposed method is robust against dephasing and, if the pulses are much shorter with respect to the relaxation time, also against decay.

Consider a three-level system in thermal equilibrium with its environment at a temperature $T$. The density matrix reads

$$\hat{\rho} = p_g |g\rangle \langle g| + p_e |e\rangle \langle e| + p_f |f\rangle \langle f| ,$$

where $|g\rangle$, $|e\rangle$, $|f\rangle$ are respectively the ground, the first excited and the second excited state, with corresponding populations $p_g$, $p_e$, and $p_f$. Thermal equilibrium means that $\hat{\rho}$
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is diagonal and the residual populations are defined by the Maxwell-Boltzmann distribution:

\[ p_g = \frac{1}{Z} e^{-\frac{E_g}{kT}}, \quad p_e = \frac{1}{Z} e^{-\frac{E_e}{kT}}, \quad p_f = \frac{1}{Z} e^{-\frac{E_f}{kT}} \]  

(2)

where \( k_B \) is the Boltzmann constant, \( T \) is the effective temperature, \( E_i \) with \( i \in \{ g, e, f \} \) are the energies of the corresponding states and \( Z = \sum_i \exp [-E_i/k_B T] \) is the canonical partition function.

For a transmon device, the readout of the three levels is implemented through the projective measurement operators:

\[
\hat{M}_I = \rho_i^I \ket{g} \bra{g} + \rho_i^O \ket{e} \bra{e} + \rho_i^f \ket{f} \bra{f},
\]

\[
\hat{M}_Q = \rho_i^O \ket{g} \bra{g} + \rho_i^f \ket{e} \bra{e} + \rho_i^f \ket{f} \bra{f},
\]

(3a) \hspace{1cm} (3b)

where \( \hat{M}_I,\hat{M}_Q \) are measurement operators, corresponding to the \( I \) and \( Q \) quadratures of the measured signal: These quadratures are denoted by \( \phi_i^I(Q) \) for the corresponding states. More precisely, in this formalism, \( \phi_i^I(Q) \) is the \( I(Q) \) quadrature of the measured signal if the device is prepared in the state \( \ket{i} \).

Note that \( \phi_i^I(Q) \) are time-dependent functions, which makes the operators \( \hat{M}_I(Q) \) also time-dependent.

The averaged measurement result of an arbitrary state is defined as follows:

\[ \langle I \rangle = \text{Tr} \left( \hat{\rho} \hat{M}_I \right), \]

\[ \langle Q \rangle = \text{Tr} \left( \hat{\rho} \hat{M}_Q \right). \]

For a thermal state \( \hat{\rho} \), the measurement outcome becomes:

\[ \langle I \rangle = p_g \phi_g^I + p_e \phi_e^I + p_f \phi_f^I, \]

\[ \langle Q \rangle = p_g \phi_g^O + p_e \phi_e^O + p_f \phi_f^O. \]

(5a) \hspace{1.2cm} (5b)

If the pure state responses \( \phi_{i,e,f}^I(Q) \) were known, one could in principle extract the thermal populations by linear regression. However, in the averaged readout scheme only the ensemble average is accessible.

To overcome this difficulty, we propose to measure the responses after applying certain pulse sequences that swap the populations of three level systems in the density matrix Eq. (1). As we will see, the protocol allows us to eliminate completely the unknown responses \( \phi_i^I(Q) \). Let us denote the pulse swapping the ground and first excited state populations as \( \pi_{ge} \) and that swapping the first and second excited states as \( \pi_{ef} \). All used sequence are summarized in Table I. For example, when a single \( \pi_{ge} \) pulse is applied, one gets the state \( \hat{\rho} = p_g \ket{g} \bra{g} + p_e \ket{e} \bra{e} + p_f \ket{f} \bra{f} \), and according to Eq. (5), we get the output of the \( I \)-quadrature as \( p_g \phi_g^I (t) + p_e \phi_e^I (t) + p_f \phi_f^I (t) \). Here, we note that, in order to implement the protocol and the proposed sequences of gates, the second excited state should be accessible by dispersive readout.

In general, the responses \( \phi(t)_{g,e,f} = \phi(t)_{g,e,f}^I + i\phi(t)_{g,e,f}^Q \) can be understood as vectors in an infinite-dimensional (with respect to time) vector space over a complex \( I + iQ \) field. For the sake of simplicity, from now on we present all the expressions for the \( I \) and \( Q \) components separately. From this point of view, the differences of some of these responses can be classified according to the collinearity criterion. For example, the difference of \( \langle I \rangle_0 - \langle I \rangle_1 = (p_g - p_e) (\phi_e^I - \phi_f^I) \) and \( \langle Q \rangle_0 - \langle Q \rangle_1 = (p_g - p_f) (\phi_e^Q - \phi_f^Q) \) can be seen as two collinear vectors in the space spanned by \( \phi_{g,e,f}^I(Q) \) and which lie along the direction \( \phi_{ge} \) or \( \phi_{ef} \), without knowledge of the pure state responses. Similarity, \( A \) is also the slope between either \( \langle I \rangle_0 - \langle I \rangle_2 \) and \( \langle I \rangle_0 - \langle I \rangle_2 \), along the direction \( \phi_{ef} \), or the slope between \( \langle Q \rangle_0 - \langle Q \rangle_2 \) and \( \langle Q \rangle_0 - \langle Q \rangle_2 \).

Overall, we have identified the following pairs of differences:

\[ A = \frac{\langle I \rangle_0 - \langle I \rangle_1}{\langle I \rangle_0 - \langle I \rangle_2}, \quad B = \frac{\langle Q \rangle_0 - \langle Q \rangle_1}{\langle Q \rangle_0 - \langle Q \rangle_2}, \]

(6)

where column-wise ratios of responses are given along the directions of \( \phi_{ge}, \phi_{ef} \) and \( \phi_{ge}, \phi_{ef} \), correspondingly.

The coefficients of proportionality \( A \) and \( B \) are uniquely determined by the temperature \( T \) and the transition frequencies \( \hbar \omega_{ge} = E_g - E_e \) and \( \hbar \omega_{gf} = E_g - E_f \):

\[ A = \frac{1 - \exp (\hbar \omega_{ge} / k_B T)}{1 - \exp (\hbar \omega_{gf} / k_B T)}, \]

\[ B = \frac{\exp (\hbar \omega_{ge} / k_B T) - 1 - \exp (\hbar \omega_{gf} / k_B T)}{1 - \exp (\hbar \omega_{gf} / k_B T)}. \]

(7)

From Eq. (7) it is possible to determine the temperature \( T \), assuming that the transition frequencies are known.

Note that in principle one could introduce also the coeffi-
We implement two experiments assuming the population swapping operations described in Table I. The Rabi experiments and we use them to define the sequences of pulses for e-g and e-f transitions by standard microwave wiring for input lines and with a heterodyne readout. The energy levels of the transmon can be flux-tuned at the 4.2 K stage and by room-temperature amplifiers by 60 ns and 120 ns, and the cross-excitation due to low transmon anharmonicity $f_{ge} - f_{ef} \approx 300$ MHz was negligible. We measure the response for each of the sequences, obtaining the IQ values of readout pulse. Each response is measured 60000 times and averaged. The total attenuation is the same for both experiments and adds up to 75 dB and 73 dB for the readout and drive lines correspondingly. In the main text the temperatures are determined using only the $I$ quadrature data, while in the Supplementary Material, for the error estimations both the $I$ and $Q$ data are used.

The goal of the first experiment is to test the protocol. We use a sample with $E_c/(2\pi) = 360$ MHz and $E_j\text{max}/(2\pi) = 10.013$ GHz, and the readout resonator at $f_r = 7.75$ GHz. For the drive and readout lines we use an attenuation of 30 dB at the mixing chamber stage (MXC). The effective temperature is measured as a function of flux bias at fixed base MXC temperature.

The measured coefficient $A'$ is shown in Fig. 1. In this figure, each point is obtained from a measurement of four readout traces $x_0, x_1, y_0, y_1$ at a certain time. The differences $x_0 - x_1$ and $y_0 - y_1$ are shown in the inset, where the oscillations at the IF frequency clearly visible, with the time interval used for the linearity check delineated by dashed lines; further examples of measured responses could be found in the Supplementary Materials. To extract the slopes we implement the Deming regression approach, which considers noise in both $X$ and $Y$ axis. This approach relies on the assumption that errors in two-variable models are independent and follow a normal distribution law. We find that the extracted slope value 0.9936 is very close to 1, as one could check from Eq. (7), which implies that we expect a low temperature, since

$$
\lim_{T \to 0^+} A = \lim_{T \to 0^+} \frac{1 - \exp(h\omega_{ge}/kBT)}{1 - \exp(h\omega_{ef}/kBT)} = 1.
$$

In Fig. 2 we show the extracted temperatures as a function of flux bias (qubit frequency). The results are in a good agreement with the base temperature of refrigerator and lay in the range of earlier reported temperatures, measured by other methods. In thermal equilibrium with the environment, characterized by flat spectrum, the temperature should not depend on the transmon frequency. We see only a small variation of temperature, which proves that Sample 1 is generally well thermalized and the applied pulse sequences do not influence it significantly. The slight dependence of the effective temperature could be explained by the frequency dependent attenuation of the control lines. The spikes near...
$\omega_{pe}/2\pi = 5.6 - 5.7$ GHz are most likely artifacts due to an
imperfect calibration of $\pi$ pulses.

The validity of our method is verified by a simulation of the
system, where we model the Lindblad master equation with
Boltzmann distribution for thermal photons; more details are
presented in the Supplementary Material.
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**FIG. 2.** (a) Effective temperature extracted from the responses $A$
(blue circles) and $B$ (red squares), see Eq. 4, for Experiment 1
together with the residual populations of the state $|e\rangle$ (green dots)
and $|f\rangle$ (magenta dashes). Note that the residual population on $|f\rangle$
remains below 0.03%. (b) Standard deviation of the effective
temperature obtained from 6 realizations of each measurement.

The goal in the second experiment is to demonstrate that
the effective temperature can be controlled relatively independ-ently from the temperature of the mixing chamber (MXC).
The motivation comes from quantum thermodynamics, where
superconducting-circuit based Otto engines and Stirling engines
have been proposed theoretically. In these experiments it would be useful to have access to and set in a straight-forward way the temperature of two reservoirs, the hot and the
cold one. Here we show that by appropriate wiring we can
have a relatively high temperature for the transmon, while at
the same time maintaining the MXC as the cold bath.

For these measurements we have used a sample with $E_c/(2\pi) = 350$ MHz and $E_J/(2\pi) = 20.412$ GHz, while the resonator frequency is $f_r = 4.906$ GHz. To achieve a higher
effective temperature, the previous 30 dB of attenuation in the
input line at the mixing chamber stage has been reduced by
15 dB, which results in a worse thermalization of the line and
exposes the qubit to the thermal and non-equilibrium noise
coming from the upper stages. We observe an increase of
the effective temperature of the transmon to about 160 mK.

Next, the effective temperature sensed by this sample is
measured as a function of the base stage temperature; the re-
results are shown in Fig. 3. We observe that the effective qubit
temperature increases linearly with the MXC temperature. We
have found that the slope in this linear dependence is approx-
imately 1/3, therefore $T_{\text{eff}} \approx T_{\text{MXC}}/3 + 155$ mK.

In the inset of Fig. 3 we present the results of monitor-
ing the effective temperature at a fixed MXC temperature of 13 mK over 15 hours, showing the appearance of jumps.

![Graph](image2)

**FIG. 3.** The effective temperature in Experiment 2 as a function
of the base stage temperature (M XC). The inset shows the monitoring
of effective temperature at a MXC temperature of 13 mK over 15
hours, showing the appearance of jumps.

Above $T_{\text{MXC}} \approx 170$ mK the effective temperatures esti-
\mederated by $A$ and $B$ diverge. This can be understood as a conse-
quence of the decreasing relaxation and coherence times at fi-
nite temperatures, and as a consequence the fidelities of drive
and readout pulses decrease. To support this claim, we perform
measurements of relaxation times. In Fig. 4 the relaxation
times of the first and second excited states as a function
of MXC temperatures are shown. Indeed, at MXC temper-
atures above 170 mK the $T_1$ times drop significantly, which
roughly coincides with the start of divergence seen in Fig. 3.
This behavior is well explained by models taking into account
We have proposed and demonstrated an in situ gates to the first three levels of a transmon. The protocol is π gates (T₁) at temperatures very close to what we see in Fig. 4. A slight increase in the relaxation time for the second excited state has been observed in other experiments, and it is explained by non-equilibrium quasiparticles.

In summary, we have proposed and demonstrated an in situ method to extract the temperature by applying a sequence of π gates to the first three levels of a transmon. The protocol is based on a standard setup, employing averaged readout for the transmon states, does not require single-shot measurements, and it is robust against certain types of noise, such as relaxation and decoherence. The extracted temperatures are in the expected range, agreeing with previously reported effective temperatures of the same type of qubits. We have also shown that this allows for either the diagnosis of thermal radiation coming from the hotter stages of the fridge, or for the use of this radiation as a thermal reservoir for thermodynamic quantum engines.
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SUPPLEMENTARY MATERIAL

In this supplementary material we present more details about the experiments, including examples of the measured responses used for the analysis in the main text. Also we validate the proposed protocol by a numerical simulation. Finally, the errors of the protocol are discussed.

I. MEASUREMENT SETUP

The readout method in our experiments is based on heterodyne detection, where the IF frequency is 50 MHz. This has the advantage that it suppresses the power sent to the resonator while it is not probed, which would otherwise be dominated by the LO tone. The digitized signals will therefore oscillate at the IF frequency: typical responses measured this way are shown in Fig. S5. With single-shot readout the natural thing to do would be to demodulate the pulses and to aggregate the information into a single complex number, then the state readout is equivalent to classifying the measured response into one of n categories, where n is the number of energy levels. However, in an averaged readout scheme one must rely on fitting to extract the populations: a measured response φ is decomposed in the basis of pure state responses ϕ_{g,e,f} (obtained by applying no drive pulse, π_ge and π_{f,e} respectively), as φ = \sum_{g,e,f} ϕ_{g,e,f} p_{g,e,f} + ϕ_{f} p_{f}, and finally the populations p_{g,e,f} can be found by linear regression. In our case the responses ϕ are complex I + iQ signals, and demodulating them does not alter the outcome of the fitting procedure. The red rectangles in figure S5 show the data range used for the analysis, the starting point is defined by the so-called ring-up time of the readout resonator (in our case it is c_m > Q_{loaded}/(4f_r) ≈ 100 ns), while the final point is restricted by the transmon’s lifetime. As the probe pulse duration is comparable with the relaxation times of our transmon, the probe signal correlation increases as a function of time. Therefore in the analysis we imposed a cut-off, chosen to maximize the differences between the calibration responses. The cutoff is set at 450 ns, which is sufficiently shorter than the measured lifetimes. By using the finite duration of the readout pulse for the linear regression we increase the fidelity of the readout procedure: the inherent time-dependence of the traces enables us to construct an overdetermined system of equations for p_{g,e,f} (i.e. each digitizer sample is one pair of equations).
In the context of this work, this readout scheme has an important property: the temperature measurement protocol relies on cancelling one of the pure state responses from the averaged one, and the difference lies along the \( \varphi_{ij} = \varphi_i - \varphi_j \) \((i, j \in \{g, e, f\})\). If the contribution of the third response is not canceled it would show up as an ellipse instead of a linear dependence in Fig. 1 of the main text (as well as Figs. S6 and S9). Thus, the oscillating nature of the readout pulses can be used to easily verify that the protocol is implemented properly.

Each point in Fig. 1 in the main text corresponds to one sample of the \( \chi_0(t), x_1(t), y_0(t), y_0'(t) \) signals, where \( \chi_0(t) - x_1(t) \) is shown on the y and \( y_0(t) - y_0'(t) \) on the x axis.

As in many experiments in circuit QED, thermalization is not perfect, and several mechanisms have been proposed to explain the additional heating – most notably non-thermal excitations coming from the hotter stages of the dilution refrigerator, infrared radiation, and rf fields coupling into the bias lines and the sample due to imperfect shielding. This can be seen already in Experiment 1, where the effective temperature is 50 mK. In principle, this temperature can be further reduced by a few tens of mK by the use of infrared filters, an additional shield attached to the mixing chamber, and microwave-absorbing coatings. In Experiment 2 the goal is to increase this temperature, which was done by removing 15 dB of attenuation from the mixing chamber. Thus, the radiation coming from the upper stages, either thermal or non-equilibrium, delivers a higher power to the transmon, and, furthermore, the inner (signal) conductor of this line is now imperfectly thermalized.

II. SIMULATION OF THE SYSTEM

We have done numerical simulations using the Qutip package\(^4\) based on the following transmon Hamiltonian\(^3\):

\[
\hat{H} = 4E_c (\hat{n} - n_s) - E_f \cos \varphi + \hbar \omega_s \hat{a}^\dagger \hat{a} + 2B E_{\text{rms}} \hat{a}^\dagger \hat{a},
\]

where \(E_c, E_f\) are the Coulomb and Josephson energy of the transmon with the charge number operator \(\hat{n}\) and phase operator \(\varphi\). And \(\omega_s = 1/\sqrt{L_C C}\) is the resonator’s angular frequency, with bosonic operators \(\hat{a}^\dagger, \hat{a}\). The fourth term describes the fact that the transmon is coupled via a coupling factor \(\beta = C_g/C\) to the vacuum fluctuations of the resonator \(Y_{\text{rms}}^0 = \sqrt{\hbar \omega_s / C}\). To this Hamiltonian we add the interaction of a classical drive of angular frequency \(\omega_p\) and envelope \(A_d(t)\) with the transmon, and that of a classical probe field of angular frequency \(\omega_p\) and envelope \(A_p(t)\) with the resonator

\[
H_{sg} = A_d(t)e^{i\omega_p t} \hat{a} + A_p(t)e^{i\omega_p t} \hat{a}^\dagger + h.c.
\]

In our experiments \(A_d(t)\) has a Gaussian envelope and \(A_p(t)\) has a rectangular envelope. To find the initial state before implementing the sequences in Table I of the main text we find the steady-state solution describing the initial thermalized mixed state. To do the simulation numerically we should restrict the Hilbert space of the system. We take the four first states of the transmon qubit (\(|g\rangle, |e\rangle, |f\rangle, |d\rangle\) and the resonator states up to 6 photons. The simulation of our system is based on the numerical solution for the density matrix evolution equation, where dissipation effects are considered in the Lindblad master equation

\[
\dot{\rho} = -\frac{i}{\hbar}[H(t), \rho(t)] + \sum_{k,l=g,e,f} D_{kl} \rho + \sum_{m=1}^4 D_{m} \rho.
\]

The Lindblad superoperators are defined as

\[
D[L]\rho = (2L\rho L^\dagger - L^\dagger L\rho - \rho L^\dagger L)/2,
\]

where \(L\) is a jump operator. For the transmon, we can define raising and lowering operators corresponding to each transition by \(\sigma_{gj} = \langle k|L|m\rangle\). Since our protocol involves only population transfers, the pure dephasing rates do not play any role, as they would affect the off-diagonal elements. The Lindblad operators have the following form:

\[
\begin{align*}
L_{eg} &= \Gamma_{eg} \rho_{eg}^{th} \sigma_{eg} \otimes I_r, \\
L_{fe} &= \Gamma_{fe} \rho_{fe}^{th} \sigma_{fe} \otimes I_r, \\
L_e^+ &= \sqrt{\kappa n_f + 1} \sigma_{fe} \otimes I_r, \\
L_{ef} &= \Gamma_{ef} (\rho_{ef}^{th} + 1) \sigma_{ef} \otimes I_r, \\
L_e^+ &= \kappa (n_f + 1) I_3 \otimes a,
\end{align*}
\]

where \(I_3\) is the identity 3x3 matrix, \(I_r\) is the identity matrix in the Hilbert space of the resonator, and the number of thermal photons is defined in a standard way:

\[
\begin{align*}
n_{ij}^{th} &= \frac{1}{\exp(h_f f_j / k_B T) - 1}, \\
n_{ij}^{th} &= \frac{1}{\exp(h_f f_j / k_B T) - 1}.
\end{align*}
\]

where \(i, j \in \{g, e, f\}\). The decay rates \(\Gamma_{eg}\) and \(\Gamma_{fe}\) are a consequence of the coupling of the transmon with the environment, and the direct decay \(f \rightarrow g\) is forbidden by selection rules, therefore \(L_{egf} = L_{fg} = 0\). The values of \(\Gamma_{eg}\) and \(\Gamma_{fe}\) from relaxation measurements, while \(\kappa\) is extracted from the loaded quality factor of the resonator, \(Q_{\text{load}} = 2 \pi f_r / \kappa\) (obtained from the cavity spectrum with the qubit far off-resonant). The Lindblad operators \(L_{eg}\) and \(L_{fe}\) define thermal excitations, while \(L_{ge}\) and \(L_{ef}\) define induced relaxation into the environment. Note that the principle of detailed balance for the relaxation rates is satisfied since

\[
n_{ij}^{th} + 1 = n_{ij}^{th} \exp(h_f f_j / k_B T).
\]

The steady-state solution of Eq. (10) gives us thermalized state of the transmon, which is chosen as initial state for the evolution during corresponding sequences. To get the proper parameters of \(\varphi_{01}\) and \(\varphi_{12}\) pulses we emulated the Rabi-oscillation experiment, while tuning the amplitude, frequency, and duration of corresponding Gaussian pulses. Once this is done we define the sequences needed for the thermometry and set the readout square pulse at the resonator’s frequency for each sequence.
The measurement and we measure in the heterodyne configuration with intermediate frequency (IF) of 50 MHz. The red dashed-line of the main text, as expected, where the latter shows a slightly higher dispersion around the linear fit.

We can therefore calculate expectation values $\langle a \rangle$ and use real and imaginary part as the quadratures of the measured field. The final result is shown in Fig. S6, where we compare the simulations with the measured values. We obtain a very good agreement between the simulation and the experiment, as expected, where the latter shows a slightly higher dispersion around the linear fit.

### III. ERROR ESTIMATION

In order to estimate the experimental errors of our protocol the following experiment was performed: the temperature was measured 100 times, over the course of $\approx 15$ min. We used for this a different sample – but nominally of the same design and in the same configuration as in Experiment 2 of the main text, with $f_{fe} = 6.74$ GHz and $f_{sf} = 13.14$ GHz. The results are shown in Fig. S7.

As stated in the main text $A$, $B$ and $C$ can be determined in
3 different ways, by taking the prescribed difference, resulting in a signal colinear with one of the following directions: $\phi^{i/0} - \phi^{f/0}$, $\phi^{i/0} - \phi^{f/c}$, or $\phi^{i/0} - \phi^{f/f}$. Unlike in the main text, here the slopes $A, B$ and $C$ are determined by fitting the data from both quadratures simultaneously, with no discernible difference. Since all three combinations, shown as different symbols in Fig. S7, coincide this confirms that the pure state responses $\phi^{i/0}$ were sufficiently distinguishable in our experiment. Even if this were not the case, having two easily distinguishable states is sufficient for estimating the temperature.

![FIG. S6. Differences $x_0 - x_f$ versus $y_0 - y_f$ in the measured resonator response measured experimentally (blue dots) compared with those obtained from the simulation (red diamonds) and fitting (green dashed line). The inset shows a detail of these results.](image)

![FIG. S7. Upper panel: the measured temperatures $T_{A,B,C}$ for all three response vectors as a function of time. Lower panel: plot of the cumulative probability function (CDF) of the data above.](image)

On the other hand, the values obtained from $A$ differ and have a larger spread. As no clear trend is observed, implying that the temperature was stable during the experiment, we analyzed the statistics of these measurements. The lower panel of S7 shows the cumulative probability for $T_A, T_B$ and $T_C$, averaged over all three combinations. $T_A$ has a mean of 169.9 mK and a standard deviation of 14.4 mK, while $T_B$ and $T_C$ have the same mean of 162.8 mK and a standard deviation of 10.4 mK.

We have identified the finite signal to noise ratio of the experimental data as the source of this discrepancy. A typical example of the I/Q data from this data set is shown in Fig. S8. The x and y variables are linearly correlated, the x span is approximately ±0.042, and the noise in both directions is assumed to be Gaussian with an estimated standard deviation of ≈0.002. The best fit slopes are found to be $\lambda_B = 0.1320$ with a 95% confidence interval of (0.129, 0.135), and $\lambda_A = 0.8834$ with a 95% confidence interval of (0.8799, 0.8869). If we model the data as described above, we find that there is a systematic discrepancy between the actual slope and the fitted one, and that it grows linearly with the value of the slope, as shown on the left panel of Fig. S9. It is important to note that for $\lambda \approx 0.88$ the 95% confidence interval is always below the true value. Together with the temperature dependence of $A, B$...
FIG. S9. Top: the error of the fitted slope $\lambda_{\text{fit}}$ versus the actual one $\lambda$, averaged over 1000 numerical experiments. The black lines show the 95% confidence intervals. Bottom left: the $A$, $B$ and $C$ coefficients as a function of temperature for the transmon frequencies as given at the top of this section. Bottom right: the discrepancy of temperatures $T_A$, $T_B$, $T_C$ caused by the erroneously determined slope.

and $C$ slopes (low-left panel of S9), this leads to an overestimation of the temperature as measured by $A$ by $\approx 5\, \text{mK}$ and a slight underestimation ($\approx 1\, \text{mK}$) for $B$ and $C$ (right panel of S9).

We conclude that the relatively low signal to noise ratio of the IQ response is predominantly to blame for these discrepancies and for the noise in the temperature measurement. Reducing the readout noise by a factor of two can suppress these errors below 1mK.
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