Phosphorylation of histone H3.3 at serine 31 promotes p300 activity and enhancer acetylation
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The histone variant H3.3 is enriched at enhancers and active genes, as well as repeat regions such as telomeres and retroelements, in mouse embryonic stem cells (mESCs)\textsuperscript{9–16}. Although recent studies demonstrate a role for H3.3 and its chaperones in establishing heterochromatin at repeat regions\textsuperscript{4–8}, the function of H3.3 in transcription regulation has been less clear\textsuperscript{9–16}. Here, we find that H3.3-specific phosphorylation\textsuperscript{17–19} stimulates activity of the acetyltransferase p300 in trans, suggesting that H3.3 acts as a nucleosomal cofactor for p300. Depletion of H3.3 from mESCs reduces acetylation on histone H3 at lysine 27 (H3K27ac) at enhancers. Compared with wild-type cells, those lacking H3.3 demonstrate reduced capacity to acetylate enhancers that are activated upon differentiation, along with reduced ability to reprogram cell fate. Our study demonstrates that a single amino acid in a histone variant can integrate signaling information and impact genome regulation globally, which may help to better understand how mutations in these proteins contribute to human cancers\textsuperscript{20–22}.

The histone variant H3.3 was first identified as a component of active chromatin, and genome-wide studies suggest that at least 75% of H3.3 deposition occurs at regions that are associated with active genes in mESCs\textsuperscript{9}. Although it is known that H3.3 is enriched at active enhancers and genes, it is debatable whether its deposition at these regions is functionally required or simply a byproduct of the high levels of nucleosome turnover that these regions experience\textsuperscript{9–16}. As H3.3 is an integral nucleosomal component of enhancers (Fig. 1a and Supplementary Fig. 1a), we wanted to understand how its loss might affect the chromatin signature at these regions. Intriguingly, we found that mESCs that lack H3.3 (H3.3 KO)\textsuperscript{1} show a global reduction of H3K27ac without any appreciable reduction in H3K4me1 (Fig. 1b and Supplementary Fig. 1b–d). Mass spectrometry confirmed that the overall level of H3.1K27ac in H3.3 KO mESCs was approximately 60% of that in wild-type mESCs (Fig. 1c). Reduced acetylation was accompanied by an increase in global H3.1K27me2 and H3.1K27me3 (Supplementary Fig. 1e)\textsuperscript{22}.

To explore the relationship between H3.3 and chromatin signatures at regulatory elements genome-wide, we performed chromatin immunoprecipitation followed by sequencing (ChIP–seq) of several histone modifications in wild-type and H3.3 KO mESCs. Inspection of genes encoding three pluripotency transcription factors, Sox2, Pdcd5fi, and Nanog, showed that the regulatory elements controlling these genes (evidenced by binding of Oct4 (ref. 23), Nanog\textsuperscript{21}, and p300) were marked by reduced levels of H3K27ac in the absence of H3.3 (Fig. 1d). Genome-wide, we found that the majority (13,135 out of 17,589, ~75%) of promoter-distal enhancers (greater than ±3 kb from the transcription start site) marked by both H3K27ac and p300 showed reduced H3K27ac enrichment in the absence of H3.3 (Fig. 1e and Supplementary Fig. 1f–h). We confirmed these results in an independent ChIP coupled with quantitative PCR (ChIP–qPCR) experiment at 16 individual enhancers in two H3.3 KO clonal mESCs (Supplementary Fig. 1i,j). Reduced acetylation was more pronounced at promoter-distal enhancers than at promoters themselves (Supplementary Fig. 1k). Reduced acetylation was not limited to H3K27ac, as H3K18ac, H3K64ac, and H3K122ac\textsuperscript{24} also showed reduced levels at enhancers in H3.3 KO mESCs (Supplementary Fig. 1l–n). We did not observe an appreciable reduction in H3K4me1 at enhancers (Supplementary Fig. 1o,p).

In line with the model of enhancer priming\textsuperscript{25–28}, these results suggest that H3K4me1 is upstream of enhancer acetylation.

We next considered the two independent chaperone systems that deposit H3.3 into distinct regions of chromatin. The HIRA complex is responsible for the majority of genic deposition (that is, promoters, gene bodies, and enhancers), whereas the ATRX–DAXX complex deposits H3.3 at repeat regions such as telomeres and interstitial heterochromatin (Supplementary Fig. 2a,b)\textsuperscript{2}. We therefore predicted that loss of HIRA, but not ATRX or DAXX, would result in similar loss of enhancer acetylation as observed upon loss of H3.3. In agreement with this, we observed both a global reduction and enhancer-specific loss of H3K27ac in HIRA KO mESCs (Supplementary Fig. 2c,d). The vast majority of these regions (7,950 out of 8,476, 94%) also showed reduced H3K27ac in H3.3 KO mESCs (Supplementary Fig. 2e). By contrast, ATRX KO did not alter H3K27ac enrichment and DAXX KO resulted in increased H3K27ac at enhancers in mESCs (Supplementary Fig. 2f). We then generated an independent HIRA KO mESC line that was isogenic with the ATRX and DAXX KO mESCs used in our study (Supplementary Fig. 2g). The reduction of H3K27ac at enhancers observed for these two independent HIRA KO mESCs was strikingly similar (Supplementary Fig. 2h,i) and consistent across independent experiments (Supplementary Fig. 2j). Overall, these data suggest that HIRA-dependent deposition of H3.3 at enhancers has a role in maintaining histone acetylation of these regions.

We then wanted to understand how loss of H3.3 leads to changes in H3K27ac at regulatory elements. We did not detect changes in acetyl-CoA levels or increased histone deacetylase (HDAC) activity in H3.3 KO mESCs (Supplementary Fig. 3a,b). Furthermore, we did not observe an appreciable difference in expression of the p300 or CBP histone acetyltransferases (Supplementary Fig. 3c). As our data and that of others suggest that p300 is responsible for the majority of H3K27ac in mESCs (Supplementary Fig. 3d)\textsuperscript{22}, we focused
Fig. 1 | Histone H3.3 facilitates histone acetylation at enhancers. a, Heatmap showing enrichment of H3 and H3.3 at promoter-distal enhancers (±3 kb from TSS) in mESCs. Each row represents a single enhancer (n = 17,589). b, Immunoblot with the indicated antibodies from wild-type (WT) and H3.3 KO mESC whole-cell lysates loaded with increased protein concentration (1x, 2x). Blot is representative of more than five independent experiments. See also Supplementary Fig. 9a. mAb, monoclonal antibody; pAb, polyclonal antibody. c, Quantification of H3K27ac levels in WT and H3.3 KO mESCs by tandem mass spectrometry (MS/MS, Mod Spec, Active Motif). Data are represented as percent of the total H3.1(27–41) peptide observed, ±3 ± s.d., two-tailed t test. ** P = 0.0071. d, Genome browser representations of Oct4, Nanog, p300, H3.3, and H3 ChIP–seq in WT mESCs and of H3K27ac ChIP–seq in WT and H3.3 KO mESCs. The y axis represents read density in reads per kilobase per million mapped reads (RPKM) normalized to an external standard. Gray boxes indicate regulatory elements. Data are representative of three independent experiments using two different antibodies. e, ChIP–seq average profiles in WT and H3.3 KO mESCs of H3K27ac. Black line, WT; red line, H3.3 KO. c, Heatmap showing acetylation enrichment of H3 and H3.3. Enhancers region ±3 kb. e, Heatmap showing enrichment of H3 and H3.3 at promoter-distal enhancers (±3 kb from TSS). Enhancers region ±3 kb. Enhancer boxes indicate regulatory elements. Data are representative of three independent experiments using two different antibodies. e, ChIP–seq average profiles in WT and H3.3 KO mESCs of H3K27ac. Black line, WT; red line, H3.3 KO.
nucleosomes resulted in an increase in p300 activity, as compared to the unphosphorylated substrate (Supplementary Fig. 5a,b). As our cellular data suggest that this stimulation occurs in trans (see Figs. 1c and 2b), we tested whether phosphorylated nucleosomes containing H3.3 could stimulate p300 activity on unphosphorylated canonical nucleosomes (Fig. 3b). Using mass spectrometry, we found that the presence of phosphorylated H3.3 nucleosomes resulted in increased acetylation on canonical H3 (Fig. 3c). Overall, these data support a role for H3.3 phosphorylation in stimulating p300 activity in trans (Fig. 3d).

As histone acetylation is correlated with gene expression, we compared transcription levels (RNA seq) from equal numbers of wild-type and H3.3 KO mESCs using synthetic spike-in standards. Despite global reduction of H3K27ac (Fig. 1), we did not observe global reduction of transcription in H3.3 KO compared to wild-type mESCs (Supplementary Fig. 6a). We next compared up- and down-regulated gene sets to the nearest neighboring genes of enhancers affected by H3.3 loss in mESCs (Supplementary Fig. 6b). Although genes with increased nearby acetylation generally showed increased transcription (480 out of 1,051, 46%), only 12% (344 out of 2,796) of genes with decreased nearby acetylation showed significantly reduced transcription in H3.3 KO mESCs. We observed a similar relationship between enhancer acetylation and steady state transcription in HIRA KO mESCs (Supplementary Fig. 6c–f). Overall,
found that H3.3 KO mESCs displayed delayed or defective differentiation, as nearest neighboring genes showed reduced transcription (Supplementary Fig. 7a). These regions did not show notable increases in H3K27ac that mimicking H3.3 phosphorylation allows p300 to function enzymatically to a greater extent. According to these findings coupled with our in vitro observations, we propose that phosphorylation of H3.3S31, in addition to other potentially phosphorylated residues that are common to both canonical and variant H3, provides a ‘phosphothreshold’ for p300 stimulation. In this scenario, H3.3 represents a nucleosomal cofactor for p300 that, through its deposition and phosphorylation, acts to integrate signaling information into chromatin to promote robust enhancer acetylation (Fig. 3d). This model is complementary to other proposed mechanisms of p300 activation, including autoacetylation and signal-mediated transcription factor dimerization.

Collectively, we show that H3.3 is functionally linked to enhancer acetylation in both mESCs and differentiating cells (Supplementary Note). We were surprised that loss of H3.3 in mESCs did not affect p300 recruitment but impacted p300 enzymatic activity, and furthermore, in trans. Although our data indicate that H3.3 deposition alone may stimulate p300, we observe that mimicking H3.3 phosphorylation allows p300 to function enzymatically to a greater extent. According to these findings coupled with our in vitro observations, we propose that phosphorylation of H3.3S31, in addition to other potentially phosphorylated residues that are common to both canonical and variant H3, provides a ‘phosphothreshold’ for p300 stimulation. In this scenario, H3.3 represents a nucleosomal cofactor for p300 that, through its deposition and phosphorylation, acts to integrate signaling information into chromatin to promote robust enhancer acetylation (Fig. 3d). This model is complementary to other proposed mechanisms of p300 activation, including autoacetylation and signal-mediated transcription factor dimerization.

H3.3S31ph has been reported previously during mitosis and was known to be enriched at repeat regions such as telomeres. 

As many latent enhancers are activated during differentiation, we wanted to address whether H3.3 is needed to establish acetylation during enhancer activation. We performed ChIP-seq of H3K27ac in wild-type and H3.3 KO cells that had been differentiated for 4 d into embryoid bodies (EBs). Genome-wide, we identified 2,054 enhancer sites (‘EB enhancers’) that had significantly higher H3K27ac in wild-type differentiated cells than in mESCs and were not pre-bound by p300 in mESCs (Fig. 4a and Supplementary Fig. 6g–i). These regions did not show notable increases in H3K27ac in differentiating cells lacking H3.3 (Fig. 4a). Furthermore, these enhancers remain ‘closed’ in the absence of H3.3, suggesting an early and fundamental role for H3.3 in activating latent enhancers (Fig. 4b). Unlike mESCs, differentiating cells were affected greatly by loss of H3.3, as nearest neighboring genes showed reduced transcription in H3.3-deleted EBs compared to wild-type EBs (Fig. 4c). In agreement with reduced enhancer activation and associated transcription, and in line with a role for H3.3 during development, we found that H3.3 KO mESCs displayed delayed or defective differentiation, evidenced both by morphology and an inability to switch from a pluripotency transcriptional program to those active upon differentiation (Supplementary Fig. 7b–g).

Last, to test the role of H3.3 phosphorylation during enhancer activation, we performed EB differentiation using our exogenous addback system. Expression of the phosphomimic H3.3S31E in H3.3 KO cells resulted in higher H3K27ac at EB enhancers than any other exogenous protein, including H3.3S31A (Fig. 4d and Supplementary Fig. 8a). Accordingly, H3.3S31E expression resulted in increased transcription from differentiation-specific genes and improved EB morphology, as compared to H3.3S31A expression (Fig. 4e and Supplementary Fig. 8b). Interestingly, expression of the constitutive phosphomimic H3.3S31E during differentiation also perpetuated H3K27ac at mESC-specific enhancers (Supplementary Fig. 8c), supporting our hypothesis that H3.3 phosphorylation promotes enhancer acetylation (Supplementary Fig. 8d).

Collectively, we show that H3.3 is functionally linked to enhancer acetylation in both mESCs and differentiating cells (Supplementary Note). We were surprised that loss of H3.3 in mESCs did not affect p300 recruitment but impacted p300 enzymatic activity, and furthermore, in trans. Although our data indicate that H3.3 deposition alone may stimulate p300, we observe that mimicking H3.3 phosphorylation allows p300 to function enzymatically to a greater extent. According to these findings coupled with our in vitro observations, we propose that phosphorylation of H3.3S31, in addition to other potentially phosphorylated residues that are common to both canonical and variant H3, provides a ‘phosphothreshold’ for p300 stimulation. In this scenario, H3.3 represents a nucleosomal cofactor for p300 that, through its deposition and phosphorylation, acts to integrate signaling information into chromatin to promote robust enhancer acetylation (Fig. 3d). This model is complementary to other proposed mechanisms of p300 activation, including autoacetylation and signal-mediated transcription factor dimerization.

H3.3S31ph has been reported previously during mitosis and was known to be enriched at repeat regions such as telomeres.

these results suggest that reduced enhancer acetylation is well tolerated in mESCs (Supplementary Fig. 6g–i).
Fig. 4 | H3.3 phosphorylation promotes the establishment of new enhancers during differentiation. a, Box plot showing H3K27ac enrichment at enhancers acetylated after 4 d of differentiation (n=2,054) in WT and H3.3 KO day 4 EBs. P<2.2×10^{-6} for all comparisons by Wilcoxon rank sum two-side test. The bottom and top of the boxes correspond to the 25th and 75th percentiles, and the internal band is the 50th percentile (median). The plot whiskers correspond to 1.5×interquartile range and outliers are excluded. D0, mESCs; D4, EB at day 4. b, Box plot showing ATAC-seq at enhancers acetylated after 4 d of differentiation (n=2,054) in WT and H3.3 KO day 4 EBs. P<2.2×10^{-6} for all comparisons by Wilcoxon rank sum two-side test. Box plots are displayed as in part a, c. Ratio (log2) of RNA expression from nearby genes of differentiation-specific enhancers (n=1,840) in day 4 EBs versus mESCs for WT and H3.3 KO cells. x axis values >0 indicate increased gene expression upon differentiation. P<2.2×10^{-6} between WT and H3.3 KO curves by Kolmogorov-Smirnov test. d, Heatmap of H3K27ac enrichment in WT and H3.3 KO cells expressing exogenous histone mutants at day 4 at differentiation-specific enhancers. For each analysis, 3 kb around the center of enhancers are shown. Each row represents a single enhancer (n=2,054). e, RT-qPCR analysis of differentiation-specific genes of day 4 EBs in H3.3 KO cells expressing exogenous histone mutants. Data represent mean±s.d (n=3).

Notably, our model is supported by our observation of H3.3S31ph enrichment at mESC enhancers and by a reported role for H3.3S31ph during gene activation35. In addition, Chk1, the reported H3.3S31 kinase35, has been implicated in gene regulation through histone phosphorylation, supporting a role for this cell-cycle kinase in mediating gene activation35. Moreover, binding of an H3.3 lysine 36 reader and elongation factor has been shown to be affected directly by serine 31 phosphorylation26,27, which suggests an important role for H3.3S31ph in guiding transcription. Taken together, our results highlight a functional role for H3.3 in gene regulation and offer important insights towards understanding how point mutations to this histone variant influence human health26,27.
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Methods

mESC culture. mESCs were cultured on gelatin-coated plates under standard serum and leukemia inhibitory factor (LIF) conditions at 37°C with 5% CO2 (KO-DMEM, 2 mM Glutamax, 15% ES grade fetal bovine serum, 0.1 mM 2-mercaptoethanol, 1× pen/strep (Pen/Strep), 1× NEAA, and LIF). During thawing and early passages, cells were maintained on an irradiated feeder layer. Cells were passaged at least twice to transfer them from the feeder to gelatin-coated plates. Generation of H3.3 KO, ATRX KO, DAXX KO, and HIRA KO mESCs have been described previously, and HIRA KO22 was generated in our laboratory using CRISPR–Cas9 (clustered regularly interspaced short palindromic repeats (CRISPR))–CRISPR-associated protein 9 (Cas9) genome editing. mESCs were tested routinely for mycoplasma.

Generation of HIRA KO using CRISPR–Cas9. HIRA KO22 was generating using a lentivirus CRISPR v2 plasmid (Addgene no. 52961) containing HIRA guide RNAs (gRNAs) (Supplementary Table 1). lentiviral CRISPR v2 vector (5 μg), psPAX2 (5 μg), and VSVG plasmids (0.5 μg) were transfected in serum-free media into 3 × 105 293T cells in a 10 cm2 tissue culture dish using Lipofectamine 3000. Lentivirus-containing supernatants were collected 48 and 72 h post transfection, pooled, and concentrated tenfold with Lenti-X (Clontech, 63123). mESCs (2×104) were transduced with 0.2 μl concentrated virus and 8 μg/ml polybrene for 24 h followed by selection with 1 μg/ml puromycin for 3 d. Single cells were isolated by cell sorting. Genotyping of individual clones confirmed deletion and immunoblot confirmed loss of protein.

Antibodies. H3 general (ab1791, Abcam, no. GR177884-2), H3.3 (9B-838, Millipore, no. 2578126), H3.3 (09-838, Millipore, no. 2578126), H3K4me1 (ab8895, Abcam, no. GR193882-2), H3K27ac (50253, Active Motif, no. 8308001), H3K27me3 (sc-5966, Santa Cruz, no. E30160), H3K9me3 (2118, Cell Signaling, no. 10), Lamin A (ab26300, Abcam, no. GR155781-1), β-Tubulin (T5201, Sigma, no. 088K4832), H3S10ph (39253, Active Motif, no. 8308001), H3S12ph (H3S12ph, Abcam, no. GR421512), H3S14ph (ab15906, Abcam, no. GR67227-8), Oct4 (sc-5279, Santa Cruz, no. C1509), anti-mouse IgG-HRP (NA937V, GE, no. 9732381), anti-rabbit IgG-HRP (170-6515, Bio-Rad, no. 350003248).

Chromatin immunoprecipitation. Native and crosslinking (X) ChIP were performed with 5 × 105 and 6 × 105 cells, respectively, as described previously.23 A spike-in normalization strategy was used to normalize all ChIP–seq data to reduce the effects of technical variation and sample processing bias. Spike-in chromatin was generated according to the manufacturer’s instructions.

Native ChIPs. ChIPs were trypsinized, washed and subjected to hypotonic lysis (50 mM Tris HCl, pH 7.4, 1 mM CaCl2, 0.2% Triton X-100, 10 mM Na-butyrate, 50 mM NaCl). Chromatin was sheared with a Bioruptor to an average size of 300 bp. ChIP DNA was purified and treated with RNase A and proteinase K. ChIP DNA was purified and quantified using a Qubit dsDNA HS Assay Kit (Thermo Fisher). Libraries with unique adaptor barcodes were multiplexed and sequenced on an Illumina NextSeq 500 (paired-end, 33 base pair reads). Typical sequencing depth was at least 20 million reads per sample.

ChIP–seq data quality control, alignment and spike-in normalization. Quality of ChIP–seq data sets was assessed using the FastQC tool (v.0.10.1). ChIP–seq raw reads were aligned separately to the mouse reference genome (mm10) and the spike-in Drosophila reference genome (dm3) using Bowtie2 (v.2.3.2)24. Only one alignment is reported for each read (either the single best alignment or, if more than one equivalent best alignment was found, one of those matches selected randomly). Duplicate reads were filtered using the rmdup function of SAMTools (v.1.6.2).25 Uniquely mapped Drosophila reads were counted in the sample containing the least Drosophila reads and used to generate a normalization factor for random down sampling. Reads were converted into bigWig files using BEDTools (v.2.25.0)26 for visualization in Integrative Genomics Viewer (v.2.3).27

Peak calling. Peak calling was performed using MACCS2 software (v.2.1.2)28 using cut–value settings –vpvalue 1e–2 –mfold 10,50 and input as a control in each replicated cell. Peaks were filtered by peak height to reduce false positives and to retain only robust peaks for further analyses.

Average profiles. BigWig files were used to generate average ChIP–seq profiles using deepTools (v.3.0.2).29

Box plots. Box plot representations were used to quantitatively assess the read distribution in a fixed window. Box plots are defined by the median, box limits at upper and lower quartiles of 75% and 25%, and whiskers at 90% and 10%. The read distribution surrounding the peak center was calculated and plotted using custom R scripts. Wilcoxon rank sum tests were performed to determine the statistical significance of all comparisons.

Heatmaps. The read densities surrounding 6kb (±3kb) of the peak center of 300 peaks (rank ordered by highest to lowest H1K27ac enrichment in wild-type mESCs) were determined and visualized as heatmaps using deepTools (v.3.0.2).30

Density plots. Density plots representing fold-change differences between samples were generated using custom R scripts. Kolmogorov–Smirnov tests were performed to determine the statistical significance of all comparisons.

ATAC-seq. ATAC-seq was performed as described previously31 with minor changes. For each sample, 100,000 cells were collected, washed and lysed with ATAC buffer (Tris 10 mM, pH 7.4, 10 mM NaCl, 3 mM MgCl2, NP-40 0.1%). Nuclei were collected and subject to tagmentation at 37°C for 30 minutes. Reaction was stopped with 0.2% SDS and DNA was collected using Qiaquick PCR purification columns and eluted in 10 μl 10 mM Tris, pH 8. Eluted DNA was amplified using a KAPA non-hot-start PCR kit and purified using AMPure XP beads (positive and negative selection). Samples were pooled for multiplexing and sequencing using paired-end sequencing on the Illumina NextSeq 500.

ATAC-seq data quality control, alignment and normalization. Quality of the ATAC-seq data sets was assessed using the FastQc tool (v.0.10.1). The ATAC-seq reads were then aligned to the mouse reference genome (mm10) using BWA (v.0.7.5).32 For unique alignments, duplicate reads were filtered out. The resulting uniquely mapped reads were normalized to the same read depth across all samples and converted into bigWig files using BEDTools (v.2.25.0)33 for visualization in Integrative Genomics Viewer (v.2.3).34 Heatmaps were generated using deepTools (v.3.0.2).

Addback experiments. pCDH-EF1a-H3-Flag-HA-IRE6Neo constructs containing histone mutations were made using site-directed mutagenesis followed by Sanger sequencing to confirm the mutations (H3.2 and H3.3 sequences are listed in Supplementary Table 1). Lentivirus was packaged in 293T cells as described above. Wild-type and H3.3 KO mESCs (2 × 104) were incubated with 0.2 ml concentrated lentivirus and polybrene (8 μg/ml). The next day, the medium was replaced with complete mESCs culture medium containing 1 μg/ml puromycin. After 4 d of selection, mESCs were used for downstream analysis.

shRNA transduction. For p300 and CBP knockdown, (Dharmacon) plasmids were packaged as described above. Wild-type and H3.3 KO mESCs (2 × 104) were incubated with 0.2 ml concentrated lentivirus and polybrene (8 μg/ml). The next day, the medium was replaced with complete mESCs culture medium containing 1 μg/ml puromycin. After 4 d of selection, mESCs were used for western blot analysis.

In vitro phosphorylation and HAT assay. Full-length p300 was expressed in Sf9 cells and purified with 3× FLAG beads. Both recombinant human CHK1 protein

ChIP–seq. ChIP–seq library preparation. ChIP–seq libraries were prepared from 5–10ng ChIP DNA following the Illumina TruSeq protocol. The quality of the libraries was assessed using a D1000 ScreenTape on a 2200 TapeStation (Agilent) and quantified using a Qubit dsDNA HS Assay Kit (Thermo Fisher). Libraries with unique adaptor barcodes were multiplexed and sequenced on an Illumina NextSeq 500 (paired-end, 33 base pair reads). Typical sequencing depth was at least 20 million reads per sample.
and recombinant mononucleosomes were purchased from Active Motif (31163, 81070). First, H3.3 mononucleosomes were incubated with CHK1 (50 ng) in kinase buffer (50 mM Tris HCl, pH 7.4, 10 mM MgCl2, 1 mM DTT, 9% glycerol, protease inhibitor cocktail) in the presence or absence of 0.2 mM ATP at 37 °C for 5 min. The reaction was terminated by the addition of 5 μM CHK1 inhibitor SB218078 (Tocris, no. 2560). Immediately after kinase inhibition, the HAT (histone acetyltransferase) assay was performed by adding 25 μM acetyl-CoA (H acetyl-CoA in the case of HOT reaction), 100 ng of full-length p300 (plus H3.1 mononucleosomes in case of the trans assay) for 30 min at 30 °C. The reaction was stopped by adding SDS sample buffer and the samples were subjected to downstream analysis (immunoblot analysis, autoradiography, mass spectrometry).

Colony formation assay. Wild-type and H3.3 KO mESCs were seeded at a density of 100 cells per well in six-well plates. Medium was changed every 2–3 d. For all experiments, 7 d after initial seeding, cells were fixed and stained using the Alkaline Phosphatase Staining Kit (STEMGEN, 00-0055). Colonies were scored manually in a blinded fashion as undifferentiated, differentiated, or mixed.

Quantitative PCR with reverse transcription and mRNA-seq. mRNA was isolated using QIAGEN RNasy. Total RNA (500 ng) was reverse transcribed using random hexamers and MultiScribe reverse transcriptase. qPCR primer sequences used in this study are listed in Supplementary Table 1. For RNA-seq, total mRNA from equal cell numbers was mixed with synthetic RNA standards (ERCC RNA Spike-In Mix, Thermo Fisher)1. Libraries were prepared according to the Illumina TruSeq protocol and sequenced on an Illumina NextSeq 500 (paired-end, 33 base pair reads).

Analysis of RNA-seq data. Data quality control, alignment and normalization. Quality of the RNA-seq raw reads was assessed using the FastQC tool (v0.10.1). The reads were then aligned to the mouse reference genome (mm10) and the spike-in control ERCC92 using TopHat (v.2.0.9)45. Reads mapping to ERCC92 were counted using htseq-count46 and used to normalize the counts to genes. After normalization, the reads were converted into bigWig files using BEDTools (v.2.25.0) for visualization in Integrative Genomics Viewer (v.2.3) or the UCSC genome browser47.

Differential expression analysis. Gene expression levels measured as FPKM (fragments per kilobase of transcript per million mapped reads) was determined by the maximum likelihood estimation method implemented in the Cufflinks software package (v.2.2.1) with annotated transcripts as references. Differential expression was analyzed using the Student’s t test in the program Cufflinks (fragments per kilobase of transcript per million mapped reads) was determined by the maximum likelihood estimation method implemented in the Cufflinks software package (v.2.2.1) with annotated transcripts as references. Differential expression was analyzed using the Student’s t test in the program Cufflinks. The reads were then aligned to the mouse reference genome (mm10) and the spike-in control ERCC92 using TopHat (v.2.0.9)45. Reads mapping to ERCC92 were counted using htseq-count46 and used to normalize the counts to genes. After normalization, the reads were converted into bigWig files using BEDTools (v.2.25.0) for visualization in Integrative Genomics Viewer (v.2.3) or the UCSC genome browser47.

Venn diagrams. To check the extent of overlap of the up- and downregulated genes from RNA-seq with the nearest neighbor genes of the ChIP–seq peaks (obtained from GREAT software), Venn diagrams were generated using custom & scripts.

MA plots. MA plots were used to graphically represent genes that were up- or downregulated by more than twofold (Supplementary Fig. 6a,c). The log2 fold values corrected for multiple testing.

Quantification and statistical analysis. To check the significance of all comparisons, the Wilcoxon rank sum test was used to calculate P values for data used to generate box plots. The two-sample Kolmogorov–Smirnov test was used to calculate P values to show significant changes between two density curves. Analysis of variance (ANOVA) was used for two or more independent comparison groups.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability

Data sets are deposited in the NCBI Gene Expression Omnibus under the following accession numbers: SuperSeries GSE114551, ATAC-seq GSE114547, ChIP–seq GSE114548, and RNA-seq GSE114549.

Code availability

Code to generate figures is available at https://github.com/utsw-medical-center-banaszynski-lab/Martire-et-al-2019-Nature-Genetics.git
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Sample size

| RNA-seq studies were performed at least in duplicate for use with the DESeq2 pipeline. ATAC-seq studies were performed in duplicate. The majority of the Chip-Seq experiments were performed at least in duplicate, and for HIRA and H3.3, with two independent clonal KO mESCs. Biochemical figures were generated with a variety of replicates as reported in the figure legends of our manuscript. |

Data exclusions

No data were excluded from the analysis.

Replication

Critical ChIP-seq and RNA-seq data sets were obtained in duplicate. Many ChIP-seq data sets were validated with independent ChIP-qPCR assays and/or experiments with independent KO mESCs. All western blots and related experiments were performed in duplicate or more. Results obtained were consistent.

Randomization

Random allocation is not relevant to our study, since we are performing molecular and genomic analysis of known KO mESCs.

Blinding

Blinding was used to score differentiation state in our mESC colony formation assay. For the other experiments blinding was not relevant to our study; our techniques were all molecular biological techniques where the experimenter designs and executes the experimental conditions so blinding is not possible.

Reporting for specific materials, systems and methods
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Materials & experimental systems

- [x] Antibodies
- [x] Eukaryotic cell lines
- [x] Palaeontology
- [ ] Animals and other organisms
- [ ] Human research participants
- [x] Clinical data

Methods

- [x] ChIP-seq
- [ ] Flow cytometry
- [ ] MRI-based neuroimaging

Antibodies

| Antibodies used | H3 general (ab1791, Abcam, Lot # GR177884-2), H3.3 (09-838, Millipore, Lot # 2578126), H3K4me1 (ab8895, Abcam, Lot # GR193882-2), H3K27ac (39133, Active Motif; Lot # 31814008), H3K27ac (39685, Active Motif, Lot # 14517014), H3K64ac (ABE1057, Millipore, Lot # 2826017), H3K122ac (ab33309, Abcam, Lot # GR284790-3), H3K18ac (ab1191, Abcam, Lot # GR3211480-1), H3.3/2 (ABE154, Millipore), p300 (sc-584, Santa Cruz, Lot # F3016), Gapdh (2118, Cell Signaling, Lot # 10), Lamin A (ab26300, Abcam, Lot # GR155781-1), b-Tubulin (T5201, Sigma, Lot # 088K4832), H3S10ph (39253, Active Motif, Lot # 8308001), H3S28ph (07-145, Millipore, Lot # 27707), H3.3S31ph (ab33319, Abcam, Lot # GR267227-8), Oct4 (sc-5279, Santa Cruz, Lot # C3109), anti-mouse IgG-HRP (NA93V, GE, Lot # 9773218), anti-rabbit IgG-HRP (170-6515, Biorad, Lot # 35003248), Spike-In antibody (61686, Active Motif, Lot # 00419007) |

Validation

Many histone modification antibodies, including several used in our study, have been validated using Brian Strahl’s histone tail peptide array (http://histoneantibodies.com). We validated the H3.3, HIRA, ATRX, and DAXX antibodies using our KO mESCs. We validated acetyl and phospho antibodies using peptide dot blots.

Eukaryotic cell lines

Policy information about cell lines

Cell line source(s) | H3.3 WT and KO mESCs - Banaszynski et al., Cell 2013; WT and ATRX KO and DAXX KO mESCs- Sadic et al., EMBO Rep 2015;
Cell line source(s)

WT and HIRA KO mESCs: Roberts et al., Mol Cell Biol 2002; WT and HIRA KO mESCs - this study
293T were purchased from ATCC
MFEI ("feeder") were derived from mice and subjected to radiation to mitotically inactivate the cells.

Authentication
KO cell lines were validated by sequencing of genomic DNA and by immunoblot of the protein product.

Mycoplasma contamination
All cell lines tested were negative for mycoplasma. Cells were tested monthly.

Commonly misidentified lines
None

Palaeontology

Specimen provenance
Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the issuing authority, the date of issue, and any identifying information).

Specimen deposition
Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods
If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are provided.

☐ Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

ChIP-seq

Data deposition
☑ Confirm that both raw and final processed data have been deposited in a public database such as GEO.
☑ Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links
May remain private before publication.

To review GEO accession GSE114551:
Go to https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE114551
Enter token qxenasoitnqpxyr into the box

Files in database submission

RNA-seq
ESC_H33WT_RNA-seq_rep1
ESC_H33WT_RNA-seq_rep2
ESC_H33KO_RNA-seq_rep1
ESC_H33KO_RNA-seq_rep2
EB_H33WT_RNA-seq_rep1
EB_H33WT_RNA-seq_rep2
ESC_H33KO_RNA-seq_rep1
ESC_H33KO_RNA-seq_rep2
ESC_HIRAWT1_RNA-seq_rep1
ESC_HIRAWT1_RNA-seq_rep2
ESC_HIRAKO1_RNA-seq_rep1
ESC_HIRAKO1_RNA-seq_rep2
ESC_HIRAWT2_RNA-seq_rep1
ESC_HIRAWT2_RNA-seq_rep2
ESC_HIRAKO2_RNA-seq_rep1
ESC_HIRAKO2_RNA-seq_rep2
ESC_H33WT_ATAC
ESC_H33KO_ATAC
ESC_HIRAWT_ATAC
ESC_HIRAKO1_ATAC
EB_H33WT_ATAC
EB_H33KO_ATAC
ChIP-seq
ESC_H33WT_H3K27ac_pAb
ESC_H33KO_H3K27ac_pAb
ESC_H33WT_H3K4me1_rep1
ESC_H33KO_H3K4me1_rep1
ESC_H33WT_H3K4me1_rep2
ESC_H33KO_H3K4me1_rep2
ESC_H33WT_H3K64ac
ESC_H33KO_H3K64ac
Methodology

Replicates

The following experiments were performed in replicate and are in high agreement:

WT/H3.3 KO mESC H3K4me1 ChIP-seq
WT/H3.3 KO mESC H3K27ac ChIP-seq
WT/H3.3 KO EB H3K27ac ChIP-seq

In another sense, the H3.3 KO and HIRA KO samples serve as biological replicate demonstrating the pathway responsible for our observations.

Sequencing depth

Sample / Total Reads / Unique Reads / Read length / PE or SE RNA-seq
ESC_H33WT_RNA-seq_rep1 39,152,592 36,983,355 75 bp PE
ESC_H33WT_RNA-seq_rep2 37,095,065 35,092,925 75 bp PE
ESC_H33KO_RNA-seq_rep1 38,675,988 36,453,961 75 bp PE
ESC_H33KO_RNA-seq_rep2 38,259,977 36,042,510 75 bp PE
ESC_H33WT_RNA-seq_rep1 32,802,966 30,875,934 75 bp PE
ESC_H33WT_RNA-seq_rep2 37,095,745 35,103,958 75 bp PE
ESC_H33WT_RNA-seq_rep1 37,394,096 35,290,777 75 bp PE
ESC_H33WT_RNA-seq_rep2 37,281,876 35,113,024 75 bp PE
ESC_HIRAWT1_RNA-seq_rep1 59,081,868 55,403,722 75 bp PE
ESC_HIRAWT1_RNA-seq_rep2 44,774,879 42,751,379 75 bp PE
ESC_HIRAKO1_RNA-seq_rep1 40,676,497 38,829,512 75 bp PE
ESC_HIRAKO1_RNA-seq_rep2 49,642,924 47,352,169 75 bp PE
ESC_HIRAWT2_RNA-seq_rep1 40,836,408 39,056,154 75 bp PE

http://genome.ucsc.edu/cgi-bin/hgTracks?db=mm10&lastVirtModeType=default&lastVirtModeExtraState=&virtModeType=default&virtMode=0&nonVirtPosition=&position=chr17%3A35506032%2D35510777&hsid=668907157_UstPhYeQZkjoaCD2CF2oED4caLw
ESC_HIRAWT2_RNA-seq_rep2 50,653,012 48,185,546 75 bp PE
ESC_HIRAKO2_RNA-seq_rep1 49,334,622 47,082,156 75 bp PE
ESC_HIRAKO2_RNA-seq_rep2 50,099,462 48,762,189 75 bp PE
ESC_HIRAWT_ATAC 56,067,263 36,567,115 75 bp PE
ESC_H3KO_ATAC 59,541,728 38,433,171 75 bp PE
ESC_HIRAKO1_ATAC 4,750,640 4,424,468 75 bp PE
ESC_HIRAWT_ATAC 23,125,315 19,554,683 75 bp PE
ESC_H3KO_ATAC 32,599,756 30,186,597 75 bp PE

**Antibodies**

H3.3 (09-838, Millipore, Lot # 2578126), H3K4me1 (ab8895, Abcam, Lot # GR193882-2), H3K27ac (39133, Active Motif, Lot #31814008), H3K27ac (39685, Active Motif, Lot # 14517014), H3K64ac (ABE1057, Millipore, Lot # 2826017), H3K122ac (ab33309, Abcam, Lot # GR284790-3), p300 (sc-584, Santa Cruz, Lot # F3016).
Peak calling parameters

macs2 callpeak -t $experiment -c $control -f BED -n $out_dir/$prefix $genomesize -p 1e-2 --mfold 10,50 --nomodel --shift 0 --extsize $fraglen --keep-dup all --SPMR

Data quality

FastQC tool was used to perform a quality check on all sequencing data to assess the quality of the raw reads and identify possible sequencing errors or biases to ensure that the raw data looks good and can be used for further downstream analyses. Peak calling by MACS2 reported over 70% of peaks that had above 5-fold enrichment. Enrichment metrics of pvalue 1e-2 and mfold 10,50 were used for calling peaks to ensure high-confidence enrichment against background.

Software

FastQC, BOWTIE, BWA, SAMtools, BEDtools, MACS2, R, Deeptools, Treeview