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Abstract

The purpose of this paper is twofold. On the one hand, after a thorough review of the matter free case, we supplement the derivations in our companion paper on ‘loop quantum gravity without the Hamiltonian constraint’ with calculational details and extend the results to standard model matter, a cosmological constant, and non-compact spatial slices. On the other hand, we provide a discussion on the role of observables, focused on the situation of a symmetry exchange, which is key to our derivation. Furthermore, we comment on the relation of our model to reduced phase space quantizations based on deparametrization.
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1. Introduction

As was outlined in our companion paper [1], general relativity conformally coupled to a scalar field can be quantized on a phase space which is reduced with respect to the Hamiltonian constraint $H$ and the generator of local conformal transformations $D$, acting on both the metric and the scalar field. Certain technical assumptions, such as compact spatial slices, a strictly positive scalar field, and the existence of a constant mean curvature (CMC) Cauchy slice were necessary in order to prove this claim.

Apart from detailing the calculations, we elaborate on certain conceptual points in this paper. The first question that one generally asks when confronted with this type of reformulation of general relativity is related to Dirac observables. When trading invariance under the flow generated by the Hamiltonian constraint for local conformal invariance, what is essentially what we will be doing, it is at first sight unclear how the same Dirac observables should be selected in both theories. The key to understand their relation is to gauge unfix the reduced theory with respect to $D$, resulting in a first class formulation with local conformal invariance. We will show that, despite a rather complicated mapping, the two observable algebras are in fact isomorphic, which is a general, already known, result from gauge unfixing. The proof rests on the observation that the gauge unfixing projector used to construct gauge invariant extensions from arbitrary phase space functions is a Poisson homomorphism, i.e. it preserves the Poisson structure of the observable algebra. A word of caution is in order at this point: although the observable algebras are isomorphic, the mapping between them is very complicated and we observe that, although the constraint algebra is in this case significantly simplified by trading invariances, the complexity of general relativity is conserved for generic problems, e.g. time evolution, where this mapping is needed in order to recover a spacetime picture. Nevertheless, our framework still has its merits in special situations like black hole entropy state counting or in the definition of geometric operators whose classical counterparts serve as good initial data.

It is important to stress the conceptual difference between this reduced phase space quantization and others available in the literature [2–4], which are based on using additional scalar fields or dust as clocks and rods in relation to which a physical Hamiltonian can be defined. While one could try to promote $D$, the generator of local conformal transformations,

---

1 By a local conformal transformation, we mean a local rescaling of the phase space variables by a scalar function. With the conformal group in mind, one could also call this a dilatation, however, we will use the former expression in order to be consistent with the remaining literature on the subject.

2 It is even a (weak) Poisson isomorphism w.r.t. the algebra of weak Dirac observables.

3 The basic idea of the argument in [1] was that having initial data invariant under local conformal transformations generated by $D$ is as good as having it satisfy $H = 0$. 
to a time variable and compute a physical Hamiltonian which governs the evolution with respect to this clock, this is not our aim. Instead, we want to restrict ourselves to the spatial hypersurface on which $\mathcal{D} = 0$ and use the Dirac bracket derived from this gauge fixing. When good initial data, i.e. satisfying $\mathcal{H} = 0$, is given on such a hypersurface, the initial value problem for general relativity is well posed modulo technical assumptions (cf e.g. [5] for an exposition). Accordingly, the complete spacetime can be recovered from this initial data. When quantizing this phase space of initial values, neglecting the spatial diffeomorphism constraint for a moment, there are no additional quantum Einstein equations to be satisfied as long as our representation is constructed according to the Dirac bracket. Thus, the spectral analysis of the operator representation of the reduced phase space functions yields the spectrum of the initial values allowed by the quantum theory.

At this point, one might object that nothing has been gained with respect to the deparametrized treatments, [2–4], where explicit access to the physical Hilbert space is also available. However, our gauge choice is conceptually very different in that we are fixing the momenta instead of the fields themselves and that our gauge fixing (clock) is purely geometric. This allows the gauge to be accessible on the whole spatial slice in interesting applications like black hole entropy computations, where the access to the physical Hilbert space at a given ‘time’ is necessary.

This paper is organized as follows. We start in section 2 with a general discussion on observables and the observable projectors used later in this paper. In section 3, we review results from shape dynamics, on which parts of the ideas of this work are based. Next, in section 4, we introduce the conformally coupled scalar field, perform a detailed canonical analysis and construct a new metric which is invariant under local conformal transformations. In section 5, we extend our framework to standard model matter and a cosmological constant. We conclude with a discussion on the implications and applicability of the proposed reduced phase space quantization. In the appendices, we provide some further calculational details and helpful identities.

2. Partial and complete gauge (un)fixing

In this section, we discuss some general facts involved in the mechanism of gauge fixing and unfixing (see [6–13] for original literature) of (totally constrained, first class, irreducible) Hamiltonian systems.

To fix the terminology, we recall that gauge fixing for such a systems refers to determining a surface that cuts the constraint surface transversally (w.r.t. the gauge flow). Gauge unfixing refers to the observation that the equations governing the (local) admissibility of a gauge fixing exactly reflect the structure of a second class constraint system, i.e. the transversal surface can be given in terms of another constraint systems which is second class with the first. Therefore, given a second class constraint system, it is possible (under favourable conditions) to select a subsystem of first class, and drop the remaining constraints, which are viewed as gauge fixing conditions of the former. An important point of this is that the choice of the first class subsystem is generally far from unique, which will be exploited in the following.

The aim of this section is to provide the general setup for the following sections, in which we review, and extend, a certain gauge fixing for general relativity (in its ADM formulation), and show that it can further be supplemented by a gauge unfixing leading to an equivalent of general relativity with different constraint algebra, which, if coupled to a conformally coupled scalar field, admits a quantization by loop quantum gravity methods. Differences in

---

4 An extension to more general situations is conceivable, but technically more involved.
interpretation arise in this approach when it comes to the question of observables, and how their dynamics are to be formulated. The methods involved should be viewed as complementary to the construction of a linking theory, as was done in [14, 15], and on which the ideas of our approach are based.

After giving the general structure of the constraints, where we closely follow the notation in [16] (chapter 2, p 82 et seq.), necessary for the steps outlined above, we focus on the (classical) observables, and how their Poisson algebra is characterized in the different pictures. Concerning technical details of symplectic geometry, especially on infinite dimensional (classical) observables, and how their Poisson algebra is characterized in the different pictures, we refer the reader to the literature [17, 18]. In all that follows, we will assume that the geometrical structures can be modelled as suitable Banach manifolds.

Let \( \Gamma \) be the phase space equipped with a symplectic structure \( \omega_F \), and \( \mathcal{F}(\Gamma) \) a convenient space of functions on it. Let \( \{ \mathcal{H}_j \}_{j \in J} \subset \mathcal{F}(\Gamma) \) be a first class system of constraints. Now we define the Hamiltonian vector fields \( \{ \chi_{\mathcal{H}_j} \}_{j \in J} \) associated with the constraint system as

\[
\chi_{\mathcal{H}_j} := \{ \mathcal{H}_j, \cdot \}_\Gamma, \quad j \in J.
\]

(2.1)

Note that, due to the first class property of the constraints, these vector fields have well-defined restrictions to the constraint surface

\[
S_{\{\mathcal{H}_j\}} := \{ x \in \Gamma | \mathcal{H}_j(x) = 0, \quad j \in J \},
\]

(2.2)

thus giving rise to canonical transformations \( \alpha^{\beta_j}_{\mathcal{H}_j} \), \( \{ \beta_j \} \in \mathbb{R}^J \) via

\[
\dot{x}(t) = \beta_j(t) \chi_{\mathcal{H}_j},
\]

(2.3)

which leave the constraint surface invariant. A formal solution is given in terms of the (dual) action on \( \mathcal{F}(\Gamma) \):

\[
\alpha^{*}_{\mathcal{H}_j} (f) = e^{\beta_j \chi_{\mathcal{H}_j}} (f) := \sum_{n=0}^{\infty} \frac{\beta_j^n}{n!} \{ \mathcal{H}_j, f \}_{\Gamma, (n)}, \quad f \in \mathcal{F}(\Gamma).
\]

(2.4)

The orbits of these transformations, the gauge orbits, are given as

\[
[x]_{\{\mathcal{H}_j\}} := \{ \alpha^{\beta_1 \mathcal{H}_j} \circ \ldots \circ \alpha^{\beta_N \mathcal{H}_j} (x), \quad N < \infty, \quad \{ \beta_j \} \in \mathbb{R}^{J \times N} \}.
\]

(2.5)

\( N \neq 1 \) accounts for the possibility of structure functions, i.e. \( \{ \mathcal{H}_j \}_{j \in J} \) will in general only be a generating set of the Poisson algebra of constraints, which means that general gauge transformations, even those connected to the identity, cannot be written in the form \( \alpha^{\beta_j}_{\mathcal{H}_j}, \{ \beta_j \}_{j \in J} \).

Ignoring the subtleties arising from the fact that we allow for infinite dimensional phase spaces, one obtains the intuitive picture that the reduced phase space \( \Gamma_R \) of the system is given in terms of the gauge orbits, and the constraint surface is a fibration over the latter with gauge group given by the canonical transformations defined above (cf [9]).

2.1. Geometry of the constraints

Given a system as above, we explain in the following how, under certain conditions, systems or subsystems of constraints can be traded for one another.

2.1.1. Complete gauge (un)fixing. Additionally to the data given before, we consider in this subsection a second system of first class phase space functions \( \{ \mathcal{D}_i \}_{i \in I} \subset \mathcal{F}(\Gamma) \), which is assumed to give (at least locally) rise to a canonical gauge of the first system \( \{ \mathcal{H}_j \}_{j \in J} \), i.e.

\[
\{ \mathcal{D}_i, \mathcal{H}_j \}_{\Gamma} = M_{ij}, \quad M = (M_{ij})_{i, j \in J} \text{ invertible on } S_{\{\mathcal{D}_i, \mathcal{H}_j\}},
\]

(2.6)

\( ^5 \) Note that the index sets of the constraints systems are intentionally chosen to coincide. This is indicates that one needs the ‘same number’ of gauge conditions as there are gauge symmetry generators.
where \( S_{J(D,\Gamma)} \) denotes the surface defined by the common zeros of both constraint systems. The invertibility of \( M \) ensures the (local) accessibility and uniqueness of the gauge\(^6\). If one is dealing with a finite number of degrees of freedom \((|J| < \infty)\), \( M \) will be given by a square matrix with non-vanishing determinant, which follows directly from a dimensionality argument. In case there is an infinite number of degrees of freedom \((|J| = \infty)\), the situation will be more subtle. Besides the uniqueness of the gauge (injectivity of \( M \)), one has to ensure that the gauge is (infinitesimally) accessible, which is tied to the range of \( M \) (surjectivity being sufficient). The first class property for the family \( \{D_j\}_{j \in J} \) only becomes important when we come to the process of gauge unfixing. The gauge fixing itself does not require this assumption.

Now, an important observation is the (weak) Abelianization theorem (see [10] and [16], p 84, theorem 2.2.1) for the Hamiltonian vector fields:

**Theorem 2.1.** Given constraint systems \( \{\mathcal{H}_j\}_{j \in J} \) and \( \{D_j\}_{j \in J} \) as stated, if the operator \( M \) is invertible on some open subset \( U_{S_{J(D,\Gamma)}} \), intersecting the (second class) surface \( S_{J(D,\Gamma)} \), one obtains (weakly) commuting Hamiltonian vector fields \( \{\chi_{\mathcal{H}_j}\}_{j \in J} \), where \( \mathcal{H}_j' := \sum_{i \in J}(M^{-1})_{ij}\mathcal{H}_i \):

\[
[x_{\mathcal{H}_i}, x_{\mathcal{H}_j}] \approx_{S_{J(D,\Gamma)}} 0, \quad i, j \in J, \tag{2.7}
\]

i.e. the structure functions \( \{f_{ij}'\}_{i, j \in J} \) vanish weakly, since

\[
[x_{\mathcal{H}_i}, x_{\mathcal{H}_j}] = x_{([\mathcal{H}_i, \mathcal{H}_j]_\Gamma)} \approx_{S_{J(D,\Gamma)}} \sum_{i, j, k \in J}(M^{-1})_{ij} f_{kj}' x_{\mathcal{H}_k}, \quad i, j, k \in J. \tag{2.8}
\]

Moreover, due to the first class property, the primed system of constraints is equivalent to the original one on \( U_{S_{J(D,\Gamma)}} \), and induces an equivalent Hamiltonian flow on (part of) the constraint surface \( S_{J(\Gamma)} \). We will drop the dependence on \( U_{S_{J(D,\Gamma)}} \) in the following, since we want keep the notation compact and the possible dependence is not essential to the stated formulae.

Taking advantage of the theorem, the condition for the constraint surface \( S_{J(D)} \) to define a (local) canonical gauge cut w.r.t. the Hamiltonian flow on \( S_{J(\Gamma)} \) can be stated as the existence and uniqueness of a solution to

\[
D_j(x_{\beta_j'_{\mathcal{H}_j'}}(x)) = 0, \quad \forall i \in J, \quad x \in S_{J(\Gamma)} , \tag{2.9}
\]

thus defining a function

\[
\hat{\beta}_{D}^{\mathcal{H}_j'} : S_{J(\Gamma)} \rightarrow \mathbb{R}^J. \tag{2.10}
\]

A (formal) differentiation of this condition w.r.t. the labels \( \beta_j' \), \( j \in J \), leads to an equivalent of (2.6) in terms of \( D_j' \), \( \mathcal{H}_j' \), \( i, j \in J \),

\[
[D_j', \mathcal{H}_j']_\Gamma \approx_{S_{J(D,\Gamma)}} \delta_{ij}. \tag{2.11}
\]

It is noteworthy that, although (2.9) can be formulated using only unprimed constraints, the resulting family of equations will not be appropriate for the definition of a canonical gauge, unless one is in the case of structure constants \((N = 1)\), due to the nature of the gauge orbits\(^7\).

The important point, regarding gauge unfixing, is that the role of the two constraint systems is completely interchangeable, and we may define a second set of (weakly) commuting Hamiltonian vector fields \( \{\chi_{D_j'}\}_{j \in J} \), \( D'_j := \sum_{i \in J}(M^{-1})_{ij}D_i \), w.r.t. the constraint surface \( S_{J(D')} \)\(^8\).

---

\(^6\) In the sense that the system of linear equations \( M_j \beta_j = 0, \quad i \in J \), admits a unique solution, and is not over-constrained.

\(^7\) Equation (2.9) can also be stated with the right-hand side being any family of constants \( \{t_i\}_{i \in J} \). Equation (2.6) then involves the constraint surface defined by \( D_i - t_i = 0, \quad i \in J \).

\(^8\) Note the different index structures in the definition of the primed constraints for the two families. This is due to the antisymmetry of the Poisson bracket.
Furthermore, treating $\{H_j\}_{j \in J}$ as a set of gauge conditions for the constraint system $\{D_j\}_{j \in J}$, we may drop the former completely and work exclusively with the latter. However, a word of caution is needed at this point: although equation (2.6) and the invertibility of $M$ represent the appropriate conditions to either view $\{D_j\}_{j \in J}$ as a canonical gauge fixing for $\{H_i\}_{i \in J}$, or vice versa, there may be differences when it comes to finite gauge transformations, and global questions concerning the gauge (cf [9]), e.g. the appearance of Gribov copies ([19]), and the problem of ‘large gauge transformations’. The necessary equations to generalize to these cases are (2.9) and

$$H_j(\alpha_{x'}^j x) = 0, \; \forall j \in J, \; x \in S_{1, J},$$

where we have to replace the $\alpha_{x', x}^j$, $\alpha_{x}^j x$ by arbitrary gauge transformations.

2.1.2. Partial gauge (un)fixing. Motivated by the structure of the constraint algebra of general relativity and the idea of partially gauge fixing the Hamiltonian constraints, leaving the spatial diffeomorphism constraints untouched, we introduce a general structure reflecting the important properties of that case.

Consider therefore a third (first class) system $\{D_j\}_{j \in J} \subseteq F(I)$, which we assume to (locally) canonically gauge fix part of the first constraint system $\{H_j\}_{j \in J}$, $J_2 \subset J$:

$$\{D_j, H_j\}_{j \in J} = M_{i,j}, \; M = (M_{i,j})_{i,j \in J_2} \text{ invertible on } S_{J_2(D, H)}.$$  \hspace{1cm} (2.13)

Additionally, we assume the split $J = J_1 \cup J_2$, $J_1 := J \setminus J_2$ to be such that the family $\{H_j\}_{j \in J_1}$ is again first class among itself, and that

$$\{H_j, H_j\}_{j \in J} = F_{j,j}^H H_j,$$

$$\{H_j, D_j\}_{j \in J} = F_{j,j}^H D_j$$ \hspace{1cm} (2.14)

i.e. the Hamiltonian flow generated by the $J_1(\mathcal{H})$-subsystem leaves $S_{J_1(\mathcal{H})}$ and $S_{J_1(D)}$ invariant$^9$. Concerning the $J_2(\mathcal{H})$-subsystem, we distinguish between two important (non-exhaustive) cases.

1. **Case I.** The $J_2(\mathcal{H})$-subsystem is even, i.e. $\{H_i, H_j\}_{j \in J} = F_{j,j}^H k_i H_i$ (first class).

2. **Case II.** The $J_2(\mathcal{H})$-subsystem is odd, i.e. $\{H_i, H_j\}_{j \in J} = F_{j,j}^H k_i H_i$.

Again, one observes that it is possible to choose between two sets of constraints, namely $\{H_i, H_j\}_{j \in J}$ and $\{H_i, D_j\}_{j \in J}$, which are both first class. Furthermore, this is independent of the fact whether we deal with case I or II, therefore opening the possibility to change between the two since the family $\{D_j\}_{j \in J}$ is assumed to be first class (as in case I).

An important difference between case I and II is that only in case I it is possible to generalize the Abelianization theorem to the $J_1(\mathcal{H})$-subsystem, since its proof requires the constraints to be first class among themselves. The proof in case I is completely analogous to the one given in [10, 16], the only difference being that one has to make use of (2.14). Although the theorem fails to hold in case II, which is the one relevant for general relativity and the idea of partially gauge fixing the Hamiltonian constraints, leaving the spatial diffeomorphism constraints untouched, we introduce a general structure reflecting the important properties of that case.

$^9$ In principle, relation (2.13) can be weakened to equality on $S_{J_1(\mathcal{H})}$: $S_{J_1(D, \mathcal{H})}$. But since the stated (stronger) condition holds in the case we study in subsequent sections, we will not pursue this possibility here.
Theorem 2.2. Given constraint system \( \{ \mathcal{H}_j \}_{j \in J}, \{ \mathcal{H}_j \}_{j \in J} \) and \( \{ D_j \}_{j \in J} \), as stated, and assuming that case I holds, if the operator \( M \) is invertible on some open subset \( U_{\mathcal{S}_J} \), intersecting the (second class) surface \( S_{\mathcal{J}} \), one obtains (weakly) commuting Hamiltonian vector fields \( \{ \chi_{\mathcal{H}_j} \}_{j \in J} \), where \( \mathcal{H}_j := \sum_{i \in J} (M^{-1})_{i,k} \mathcal{H}_i \cdot \):

\[
\left[ \chi_{\mathcal{H}_i}, \chi_{\mathcal{H}_j} \right] \approx_{S_{\mathcal{G}(\mathcal{H})}} 0, \quad i_2, j_2 \in J, \tag{2.16}
\]

i.e. the structure functions \( \{ f_{i_2,j_2} \} \) vanish weakly, since

\[
\left[ \chi_{\mathcal{H}_i}, \chi_{\mathcal{H}_j} \right] = \chi_{\{ \mathcal{H}_i, \mathcal{H}_j \}} \approx_{S_{\mathcal{G}(\mathcal{H})}} f_{i_2,j_2} \chi_{\mathcal{H}_i}, \quad i_2, j_2 \in J. \tag{2.17}
\]

Another important difference between case I and II is that of finite gauge transformations, and how to state the (canonical) gauge fixing condition w.r.t. those.

Case I is again identical to a situation involving a complete gauge fixing, since the \( J_2(\mathcal{H}) \) subsystem forms an ideal of the \( \mathcal{H}(\mathcal{H}) \) system, and equations (2.9), (2.12) are well-defined by replacing \( (i, j, J) \) with \( (i_2, j_2, J) \).

Case II, relevant for general relativity, is more involved, as the \( J_2(\mathcal{H}) \) subsystem has no well-defined action on its constraint surface \( S_{\mathcal{J}(\mathcal{H})} \). Similarly, a restriction to \( S_{\mathcal{J}(\mathcal{H})} \) is impossible due to equation (2.14). Only the joint action on \( S_{\mathcal{J}(\mathcal{H})} \) is sensible. The gauge flow transversal to the partial gauge fixing surface \( S_{\mathcal{J}(D)} \) is generated in first order by \( \{ \mathcal{H}_j \}_{j \in J} \), since \( S_{\mathcal{J}(D)} \) is preserved by \( \{ \mathcal{H}_j \}_{j \in J} \), but higher orders involve the latter as well. Therefore, a generalization of equation (2.9) might involve a different parametrization of the gauge flow along \( S_{\mathcal{J}(\mathcal{H})} \), or, if this is not possible, a different choice of \( J_2(\mathcal{H}) \) subsystem, which agrees with the one before in first order at the partial gauge fixing surface. Nevertheless, the equivalent of (2.12) remains valid, since the \( J_2(D) \) system obeys case I.

2.2. Observable projectors

Let us now turn to the role of observables in the outlined setting. To this end, we stick to the general definition of observable in a classical theory, namely that of (smooth) functions \( \mathcal{F}(\Gamma_R) \) on the reduced phase space \( \Gamma_R \) (the space of orbits, cf (2.5)), which is equivalent to considering gauge invariant functions \( \mathcal{O}_{\mathcal{J}(\mathcal{H})} \), w.r.t. \( \{ \mathcal{H}_j \}_{j \in J} \), on the constraint surface \( S_{\mathcal{J}(\mathcal{H})} \) (weak Dirac observables).

2.2.1. Complete observable projectors. In case we are dealing with a complete gauge fixing, the observables \( \mathcal{O}_{\mathcal{J}(\mathcal{H})} \) can be constructed (formally) with the help of a Taylor’s series (cf [16, p 85]), which makes explicit use of the Abelianization theorem:

\[
P^D_{\mathcal{G}}(f) = \sum_{k_j \in \mathbb{N}} \left( \prod_{j \in J} \frac{D_j f}{k_j!} \right) \circ_{j \in J} \left( \chi_{\mathcal{H}_j} \right)^{k_j} (f) \approx_{S_{\mathcal{G}(\mathcal{G})}} \alpha_{\beta^*}^\nu (f) \beta = \beta^D_{\mathcal{G}}, \quad f \in \mathcal{F}(\Gamma), \tag{2.18}
\]

where \( \beta^D_{\mathcal{G}} \) refers to (2.10) and \( \circ \) denotes the composition of vector fields.

A map \( P^D_{\mathcal{G}} : \mathcal{F}(\Gamma) \to \mathcal{O}_{\mathcal{J}(\mathcal{H})} \) associated with two constraint systems \( \{ \mathcal{H}_j \}_{j \in J}, \{ D_j \}_{j \in J} \), satisfying the complete gauge fixing properties, will be called a complete observable projector.

Such a map enjoys the following properties (cf [16], see also [8, p 85] for an earlier statement of part of the properties).
Proposition 2.3. A map $\mathcal{P}_\Gamma^D$ as above

(1) is a (weak, local) Poisson homomorphism, i.e.
\[
[\mathcal{P}_\Gamma^D(f), \mathcal{P}_\Gamma^D(g)]_\Gamma \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} \mathcal{P}_\Gamma^D((f, g)_{DB(\mathcal{D}, \mathcal{H})}),
\]
\[
\mathcal{P}_\Gamma^D(f)\mathcal{P}_\Gamma^D(g) \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} \mathcal{P}_\Gamma^D(fg),
\]
\[
\mathcal{P}_\Gamma^D(f) + \mathcal{P}_\Gamma^D(g) = \mathcal{P}_\Gamma^D(f + g), \quad f, g \in \mathcal{F}(\Gamma).
\]  

Here, $[\ldots]_{DB(\mathcal{D}, \mathcal{H})}$ denotes the Dirac bracket associated with the constraint systems. It is important to recall that the Dirac bracket (weakly) coincides with $[\ldots]_\Gamma$ on (weak) Dirac observables.

(2) is (weakly, locally) onto, i.e.
\[
\mathcal{P}_\Gamma^D(f) \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} f, \quad f \in \mathcal{O}_{\Gamma(\mathcal{H})}^w,
\]

(3) defines a (weak, local) Poisson isomorphism $\mathcal{P}_\Gamma^D : \mathcal{O}_{\Gamma(\mathcal{D})}^w \rightarrow \mathcal{O}_{\Gamma(\mathcal{H})}^w$ with (weak) inverse
\[
\mathcal{P}_\Gamma^D \circ \mathcal{P}_\Gamma^D \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} \text{id}_{\mathcal{O}_{\Gamma(\mathcal{H})}^w}, \quad \mathcal{P}_\Gamma^D \circ \mathcal{P}_\Gamma^D \approx_{\mathcal{S}_{\Gamma(\mathcal{D})}^w} \text{id}_{\mathcal{O}_{\Gamma(\mathcal{D})}^w},
\]  

(4) (weakly, locally) annihilates $\mathcal{N}_{\mathcal{J}(\mathcal{D}, \mathcal{H})} := \{f \in \mathcal{F}(\Gamma) \mid \forall x \in \mathcal{S}_{\mathcal{J}(\mathcal{D}, \mathcal{H})} : f(x) = 0\}^{10}$, i.e.
\[
f \in \mathcal{N}_{\mathcal{J}(\mathcal{D}, \mathcal{H})} \Rightarrow \mathcal{P}_\Gamma^D(f) \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} 0.
\]

We only include a short proof of (3), as this was, to our knowledge, not stated in the literature so far, at least not in this explicit form, although it is mentioned in [20] and implicit in the account on gauge invariant extensions of phase space functions in [9].

Additionally, we want to point out the importance of the first equation in (2.19) which tells us that we should look for a set of phase space functions, such that $\mathcal{P}_\Gamma^D((f, g)_{DB(\mathcal{D}, \mathcal{H})})$ becomes simple, in view of a reduced phase space quantization of the system.

Proof of (3). Given $f \in \mathcal{O}_{\Gamma(\mathcal{H})}^w$, this follows immediately from the first class property of the constraint systems:
\[
(\mathcal{P}_\Gamma^D \circ \mathcal{P}_\Gamma^D)(f) = \sum_{\{k_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{j \in J} \left( \frac{D_j^{k_j}}{k_j!} \right) \right)^{\circ_{j \in J}(\chi_{\mathcal{H}_j})^{k_j}} \left( \mathcal{P}_\Gamma^D(f) \right)
\]
\[
= \sum_{\{k_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{j \in J} \left( \frac{D_j^{k_j}}{k_j!} \right) \right)^{\circ_{j \in J}(\chi_{\mathcal{H}_j})^{k_j}} \left( \sum_{\{\ell_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{i \in J} \left( \frac{-\mathcal{H}_i^{\ell_i}}{\ell_i!} \right) \right)^{\circ_{i \in J}(\chi_{\mathcal{D}_i})^{\ell_i}} (f) \right)
\]
\[
= \sum_{\{k_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{j \in J} \left( \frac{D_j^{k_j}}{k_j!} \right) \right) \sum_{\{\ell_i\}_{i \in \mathbb{N}_0^J}} \circ_{j \in J}(\chi_{\mathcal{H}_j})^{k_j} \left( \sum_{\{\ell_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{i \in J} \left( \frac{-\mathcal{H}_i^{\ell_i}}{\ell_i!} \right) \right)^{\circ_{i \in J}(\chi_{\mathcal{D}_i})^{\ell_i}} (f) \right)
\]
\[
\approx \sum_{\{k_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{j \in J} \left( \frac{D_j^{k_j}}{k_j!} \right) \right) \sum_{\{\ell_i\}_{i \in \mathbb{N}_0^J}} \circ_{j \in J}(\chi_{\mathcal{H}_j})^{k_j} \left( \sum_{\{\ell_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{i \in J} \left( \frac{-\mathcal{H}_i^{\ell_i}}{\ell_i!} \right) \right)^{\circ_{i \in J}(\chi_{\mathcal{D}_i})^{\ell_i}} (f) \right)
\]
\[
\approx \sum_{\{k_i\}_{i \in \mathbb{N}_0^J}} \left( \prod_{j \in J} \left( \frac{D_j^{k_j}}{k_j!} \right) \right)^{\circ_{j \in J}(\chi_{\mathcal{H}_j})^{k_j}} (f)
\]
\[
= \mathcal{P}_\Gamma^D(f) \approx_{\mathcal{S}_{\Gamma(\mathcal{H})}} f.
\]

\[10\] An element $f \in \mathcal{N}_{\mathcal{J}(\mathcal{D}, \mathcal{H})}$ is (globally) of the form $f = \phi^i \mathcal{D}_i + \psi^i \mathcal{H}_j$ with arbitrary $\phi^i, \psi^j \in \mathcal{F}(\Gamma)$, $i, j \in J$ (cf. [9]).
where in line 4 and 5 ≈ denotes weak equality, i.e. equality on \( S_{J(H)} \), and we made use of the first class property of \( \{ H_j \}_{j \in J} \). The different \((-1)^k\)-factor for the two observable projectors is due to the antisymmetry of the Poisson bracket.

The corresponding calculation for \( f \in O^{w}_{J(D)} \) is analogous, and will be omitted. The morphism properties directly follow by (1) of which a proof can be found in [16] (p 85 et seq.).

This allows us to conclude that if we change between the two constraint systems, there will be maps between the observable algebras, which we may construct (locally) in the above manner (at least formally). In general, the existence of a (local) Poisson isomorphism between the two systems follows from the fact that both constraint systems admit the same (local) gauge fixing surface \( S_{J(D,H)} \) and the observables are given by the functions on this surface together with the induced Poisson bracket, which is well-defined and non-degenerate due to the second class property of

\[ D_j = \{ \{ H_j \} \} \subset H \]

and

\[ D_j = \{ \{ H_j \} \} \subset H \]

Let us, at this point, shortly comment on the description of the reduced phase space in terms of gauge invariant functions on the constraint surface (cf [9]).

The space of weak Dirac observables \( O^{w}_{J(H)} \) contains the Poisson ideal \( N_{J(H)} \) of functions that vanish on \( S_{J(H)} \), i.e. \( O^{w}_{J(H)} \cdot N_{J(H)} \subset N_{J(H)} \) and \( \{ O^{w}_{J(H)}, N_{J(H)} \} \subset N_{J(H)} \) (the same holds for the \( (D) \)-system). Therefore, the quotients

\[ \left[ O^{w}_{J(H)} \right] := O^{w}_{J(H)} / N_{J(H)} \]

\[ \left[ O^{w}_{J(D)} \right] := O^{w}_{J(D)} / N_{J(D)} \]

inherit well-defined Poisson structures, and proposition 2.3 tells us that the complete observable projectors descend to isomorphisms of these spaces.

**Corollary 2.4.** The maps

\[ [P^H_D] : [O^{w}_{J(H)}] \longrightarrow [O^{w}_{J(D)}] \]

\[ [P^D_H] : [O^{w}_{J(D)}] \longrightarrow [O^{w}_{J(H)}] \]

are well-defined and inverse to one another.

The proof is straightforward and therefore omitted. The relations between the different structures are summarized in figure 1.

Another important question concerning gauge fixing and gauge unfixing is that of dynamics of the system. For totally constrained system, this can be achieved by identifying appropriate parametrizations of the gauge flow along the constraint surface, which then allows for the construction of (weak) Dirac observables relative to it. The link between such parametrizations and gauge fixing/unfixing will be outlined in the following.

For any family of constants \( \{ t_j \}_{j \in J} \), we consider the constraint system \( \{ D'_j := D_j - t_j \}_{j \in J} \). If we assume that the analogue of equation (2.6), i.e.

\[ \{ D'_j, H_j \}_f = M'_j, \]

\[ M' = (M'_j)_{j \in J} \text{ invertible on } S_{J(D')} \]

is valid, we may again apply the Abelianization theorem (provided suitable invertibility conditions hold for \( M' \)), which leads to a parametrization of the gauge flow of the constraint system \( \{ H_j \} \) in terms of gauge cuts \( S_{J(D')} \). Moreover, this parametrization is weakly (on \( S_{J(H)} \)) Abelian, and the dynamics of the system relative to it can (in principle) be extracted from

\[ a^{w}_{J(H)}(f) \mid_{[D'_j] \in J} \approx_{S_{J(H)}} f, \quad f \in O^{w}_{J(H)} \]

(2.27)
This equation may as well be used as the definition of the elements \( f \in \mathcal{O}_J^\pi(\mathcal{H}) \). If we are able to deparametrize the constraints

\[
\mathcal{H}_j = P_{\mathcal{D}_j} - H_j, \quad j \in J
\]

w.r.t. to a canonically conjugate (to \( \{ \mathcal{D}_j \}_{j \in J} \)) family \( \{ P_{\mathcal{D}_j} \}_{j \in J} \) of first class functions, such that the \( H_j, \quad j \in J, \) no longer depend on the \( P_{\mathcal{D}_j}, \mathcal{D}_j, \quad j \in J, \) we may cast (2.27) into the typical form of Hamilton’s equations (with multi-fingered time generated by the (strong) Dirac observables \( H_j, \quad j \in J, \) cf. [21, 22, 3, 16]).

Additionally, we obtain a function \( P_{\mathcal{D}_j}^\pi : S_J(\mathcal{H}) \to \mathbb{R}^J, \) and associated complete observable projectors \( P_{\mathcal{D}_j}^\pi, \quad P_{\mathcal{D}_j}^\pi, \) for all \( \{ t_j \}_{j \in J}. \)

If we take the viewpoint that each of the gauge fixing surfaces \( S_J(\mathcal{D}), \quad t \in \mathbb{R}^J \) provides us with good, i.e. freely specifiable and independent, initial data for the ‘dynamical system’ \( \{ (\mathcal{H}_j)_{j \in J}, \Gamma, \{ ., . \}_\Gamma \}, \) we will call the system \( \{ \mathcal{D}_j \}_{j \in J} \) ‘clocks’.

Equivalent conclusions can be drawn if we treat \( \{ \mathcal{H}_j \}_{j \in J} \) as part of a family of gauge fixings \( \{ \mathcal{H}_j' := \mathcal{H}_j - s_j \}_{j \in J}, \quad \{ s_j \}_{j \in J} \subset \mathbb{R}^J, \) for \( \{ \mathcal{D}_j \}_{j \in J} \). But it should be pointed out that, although the equivalent of (2.27)

\[
a_{\mathcal{H}_J}^{-1} \left( f \right)_{\mathcal{H}_J} = \mathcal{O}_J^\pi(\mathcal{H}), \quad f \in \mathcal{O}_J^\pi(\mathcal{D}),
\]

defines the same (isomorphic by proposition 2.3) algebra of (weak) Dirac observables, the relative dynamics are different since the two gauge transformations have (weakly) conjugate generators by the assumption that the constraint systems gauge fix one another.

2.2.2. Partial observable projectors. If we are dealing with a partial gauge fixing, the situation will possibly be more involved depending on the fact whether the \( J_2(\mathcal{H}) \)-subsystem is even (case I) or odd (case II).

Let us first analyse case I.

Since both of the possible sets of constraints, \( \{ \mathcal{H}_i, \mathcal{H}_j \}_{i,j \in I, i \neq j} \) and \( \{ \mathcal{H}_i, \mathcal{D}_j \}_{i,j \in I, i \neq j} \), have the property that the respective \( J_2 \)-subsystem generates an ideal within the constraint
algebra, the construction of partial observable projectors \( z_\mathcal{P}_\mathcal{H} : \mathcal{F}(\Gamma) \rightarrow \mathcal{O}\wedge(J_2) \), \( z_\mathcal{P}_\mathcal{D} : \mathcal{F}(\Gamma) \rightarrow \mathcal{O}\wedge(J_2) \) can be achieved with the help of theorem 2.2. Due to the ideal structure of the \( J_2 \)-subsystems, the notion of partial observables and the partially reduced phase space \( 2\Gamma_R \) (the space of orbits for the resp. \( J_2 \)-subsystem, cf (2.5)) are well-defined. The formulae are identical to those for the complete observable projectors, with \((i, j, J)\) replaced by \((i_2, j_2, J_2)\):

\[
2\mathcal{P}_\mathcal{H}(f) = \sum_{(k_2)_{i+\mathbb{Z}}\in\mathbb{Z}\mathcal{P}_{\mathcal{H}}} \left( \prod_{j_2 \in J_2} \frac{(-\mathcal{H}_{k_2})^{k_2}}{k_2!} \right)^{\alpha_{\mathcal{P}_\mathcal{H}(f)_{ij}}_{ij}} f \in \mathcal{F}(\Gamma),
\]

\[
2\mathcal{P}_\mathcal{D}(f) = \sum_{(k_2)_{i+\mathbb{Z}}\in\mathbb{Z}\mathcal{P}_{\mathcal{D}}} \left( \prod_{j_2 \in J_2} \frac{(-\mathcal{H}_{k_2})^{k_2}}{k_2!} \right)^{\alpha_{\mathcal{P}_\mathcal{D}(f)_{ij}}_{ij}} f \in \mathcal{F}(\Gamma).
\]  

Furthermore, proposition 2.3 and the analysis concerning dynamics generalize as well (with the appropriate replacements), as one easily infers from the fact that the \( J_2 \)-subsystems are ideals, e.g. the relative (partial) dynamics are contained in:

\[
\alpha_{\mathcal{P}_\mathcal{H}(f)_{ij}}^\wedge_{ij} f \approx_{\mathcal{P}_\mathcal{H}(f)_{ij}} f \in \mathcal{O}\wedge(J_2).
\]

The only difference to the complete gauge fixing is the remaining gauge freedom due to the \( J_1(\mathcal{H}) \)-subsystem. The description of the partially reduced phase space \( 2\Gamma_R \) carries directly over from the complete gauge fixing case. We summarize the structural relations in figure 2.
The situation in case II is quite different.

Although the construction of the partial observable projector $\pi_{J_i}(H)$ for the constraint family $\{H_j, D_j\}_{j \in J_i, j \in J}$ can be achieved along the same lines, this is no longer possible for the (dual) family $\{H_i, D_i\}_{i \in J_i, j \in J}$. The main obstruction for the latter is the ill-defined gauge flow of the $J_i(H)$-subsystem on its constraint surface $S_{H_i}(H)$, which is a necessary ingredient for the given formulae for $\pi_{J_i}(H)$ (cf (2.30)).

Therefore, an explicit correspondence between the two families on the level of observables in terms of partial observable projectors seems impossible, unless we choose a different set of generators $\{H_j\}_{j \in J_i}$, or extend the family $\{D_j\}_{j \in J_i}$ to a complete gauge fixing.

Nevertheless, an implicit map is achieved by gauge invariant extension, w.r.t to the resp. $(J_1, J_2)$-system, of $J_1$-invariant functions on $S_{J_i}(H), j \in J_i$ (denoted by $\pi_{J_i}(\pi_{J_1}(H))$, which also enjoys the properties stated in proposition 2.3 as discussed in [9].

What is still true is that the remaining gauge freedom is given by the $J_1(H)$-subsystem. Again, a summary of the structures is given in figure 3.

2.3. Quantization

After the discussion of some of the classical aspects of gauge (un)fixing, we briefly comment on the implications for quantization. The two principal ways to achieve the latter in the presence of constraints are the reduced phase space quantization and the Dirac quantization, i.e. one either solves the constraints before or after associating a quantum-$*$-algebra of observables to a suitable Poisson subalgebra of $F(\Gamma_R)$ resp. $F(\Gamma)$.

Since quantization is in general mathematically far from unique, it is necessary to understand the involved choices to restrict these by further physically and mathematically motivated assumptions. One of the possible choices, which we want to comment on from the perspective of gauge fixing/unfixing, is the one related to canonical transformations and Poisson isomorphisms, i.e. the choice of (generalized) position and momentum variables as starting point for quantization, and how the latter depends on this.
A unique quantization w.r.t. this freedom would ask for the following diagram to commute:

\[(\Gamma, (p, q)) \xrightarrow{\alpha} (\Gamma, (P, Q))\]

\[\mathcal{A} \downarrow \mathcal{A}((\Gamma), (\hat{P}, \hat{q})) \xrightarrow{\mathcal{A}(\alpha)} \mathcal{A}(\Gamma, (\hat{P}, \hat{Q})),\]

i.e. there would be, associated with every canonical transformation \(\alpha\), an isomorphism \(\mathcal{A}(\alpha)\) of the quantum-\(*\)-algebras. If this fails to be true, one typically speaks of a type of ‘quantization ambiguity’ which can only be removed by further structural restrictions, or finally be decided upon by experiments. A prominent example of such an ambiguity in the context of loop quantum gravity is given by the Barbero–Immirzi parameter (cf\([23–25]\)).

This aspect of the quantization of (totally constrained) Hamiltonian system manifests itself in the mechanism of (complete\(^{11}\)) gauge fixing/unfixing in the choice of constraint system, either \(\{\mathcal{H}_j\}_{j \in J}\) or \(\{\mathcal{D}_j\}_{j \in J}\), and therefore in the concrete realisation of (weak) Dirac observables \(O^w_{\mathcal{H}(\mathcal{H})}\) resp. \(O^w_{\mathcal{D}(\mathcal{D})}\)

\[
\begin{align*}
(\Gamma, \{\ , \ \}_\Gamma, \{\mathcal{H}_j\}_{j \in J}, \mathcal{O}^\Gamma_{\mathcal{H}(\mathcal{H})}) & \xrightarrow{\mathcal{P}^\mathcal{H}} (\Gamma, \{\ , \ \}_\Gamma, \{\mathcal{D}_j\}_{j \in J}, \mathcal{O}^\Gamma_{\mathcal{D}(\mathcal{D})}) \\
\mathcal{A} & \downarrow \mathcal{A} \\
(\mathcal{A}_{\mathcal{H}}, \{\ , \ \}_{\hat{k}}, \{\hat{\mathcal{H}}_j\}_{j \in J}, \hat{\mathcal{O}}^\Gamma_{\mathcal{H}(\mathcal{H})}) & \xrightarrow{\mathcal{P}^\mathcal{D}} (\mathcal{A}_{\mathcal{D}}, \{\ , \ \}_{\hat{k}}, \{\hat{\mathcal{D}}_j\}_{j \in J}, \hat{\mathcal{O}}^\Gamma_{\mathcal{D}(\mathcal{D})})
\end{align*}
\]

We put the quantum observable projectors \(\hat{\mathcal{P}}_{\mathcal{H}}, \hat{\mathcal{P}}_{\mathcal{D}}\) in quotation marks since their existence in a Dirac quantization is not ensured, neither at the level of algebra automorphisms nor at the level of unitary transformations (w.r.t. a certain representation). Although we have, at least locally, explicit formulae for the observable projectors in terms of the constraint families, a quantization cannot be directly conceived from those as this would involve the quantization of the inverse of the Dirac matrix \(\{\mathcal{D}_i, \mathcal{H}_j\}_\Gamma = M_{ij}, \ i, j \in J\). If we are dealing with a field theory at the classical level, we expect even further complications of this issue due to Haag’s theorem (cf\([26, 27]\)). Nevertheless, we may take any quantization of a representation of the classical theory as a viable quantum theory, letting convenience w.r.t. calculations and finally experiments discriminate between the possibilities. Moreover, it is possible that a quantization of the classical system can only be achieved in one of its representations, which renders the question whether the quantum observable projectors exist meaningless. The latter compares to the use of Ashtekar–Banero variables in loop quantum gravity as opposed to ADM-variables, since up to now only the first allows for a rigorous definition of a quantum theory, at least at the kinematical level.

If we utilise the observable projectors only in an intermediate step to achieve a reduced phase space quantization, we will be in no need to implement them by explicit formulae since we would quantize the algebra of Dirac observables (cf proposition 2.3) directly. In this case

\(^{11}\) In case we are dealing with a partial gauge fixing, the appropriate index replacements are understood.
we will aim for an algebra of phase space functions with a simple expression on the right-hand side of
\[ \{ P^D_N(f), P^D_N(g) \}_\Gamma \approx_{S_n(m)} P^D_{D, H} \{ (f, g) \}, \quad f, g \in \mathcal{F}(\Gamma). \] (2.35)
or its dual in terms of \( P^D_N \), to make it possible to find representations of the quantum algebra.

Concerning the implementation of dynamics at the quantum level, one faces the usual problems of extracting it from the (weak) Dirac observables (cf [9, 16]) when dealing with totally constrained systems. One method to accomplish this is deparametrization, which was already mentioned above (cf equations (2.27), (2.28)). If we try to combine deparametrization with gauge fixing/unfixing in the sense of first changing the constraint system and then employing a suitable parametrization of the gauge flow, we face complications regarding the interpretation as the gauge flows of the two constraint systems are inequivalent. For example, a ‘time evolution’-picture might be tied to the geometrical action of the first, especially if we think of the hypersurface deformation algebra, arising e.g. in general relativity (see also section 4.5).

2.4. Example

We conclude this section by giving an instructive example of the mechanisms described above. To keep things simple, we consider a quantum mechanical model with \( n \) degrees of freedom defined on \( (\mathbb{R}^{2n}, \{(p_i, q_i)\}_{i=1}^{n}) \) together with its standard symplectic structure and a, possibly time-dependent, Hamiltonian \( H = H(t, \{(p_i, q_i)\}_{i=1}^{n}) \).

This system can be cast into the form of a totally constrained, first class system by considering the extended phase space \( (\mathbb{R}^{2(n+1)}, \{(p_i, t), \{(p_i, q_i)\}_{i=1}^{n}) \), again with its standard symplectic structure, and a constraint of the form \( \mathcal{H} = p_i - H(t, \{(p_i, q_i)\}_{i=1}^{n}) \). The constraint surface \( S_H(\mu) = \{(p_i, t), \{(p_i, q_i)\}_{i=1}^{n} \} \subseteq \mathbb{R}^{2(n+1)} \mid p_i = H(t, \{(p_i, q_i)\}_{i=1}^{n}) \) admits a gauge flow defined by the elementary Poisson brackets of \( \mathcal{H} \) with the coordinate functions \( (p_i, t), \{(p_i, q_i)\}_{i=1}^{n} \):
\[
\{\mathcal{H}, p_i\} = -\frac{\partial H}{\partial q_i}, \quad \{\mathcal{H}, q_i\} = \frac{\partial H}{\partial p_i},
\]
\[
\{\mathcal{H}, p_i\} = -\frac{\partial H}{\partial t}, \quad \{\mathcal{H}, t\} = -1. \] (2.36)

For arbitrary phase space functions \( f \in \mathcal{F}(\mathbb{R}^{2(n+1)}) \) we have to integrate the equation
\[
\frac{\partial f}{\partial s} = \{\mathcal{H}, f\}, \] (2.37)
leading, as before, to the (formal) solution
\[
\alpha^s_{\mathcal{H}}(f) = \sum_{n=0}^{\infty} \frac{s^n}{n!} \{\mathcal{H}, f\}_n. \] (2.38)
It is important to point out that this gives the evolution of a general, non-observable phase space function w.r.t. the gauge flow, which should not be confused with the evolution of an observable w.r.t. the ‘time flow’ of the original unconstrained system. Formulating the original system in terms of gauge invariant functions on the constraint surface (reduced phase space formulation) amounts to a description in terms of first integrals of Hamilton’s equations (cf [9]). The latter are defined by
\[
\frac{\partial F}{\partial t} = \{\mathcal{H}, F\}, \quad F \in \mathcal{F}(\mathbb{R}^{2n+1}). \] (2.39)
Such an observable is commonly termed a ‘constant of motion’. We recall at this point that a system with \( n \) degrees of freedom is integrable by quadratures if we know \( n \) independent
'constants of motions' that are in involution (cf [28] p 271 et seq.). In general, a (time-dependent) function on phase space evolves according to \( \frac{df}{dt} = [F,H] + \frac{df}{\partial t} \). We also observe that \( S_{\mathcal{H}}(t) \) is foliated by 'surfaces of constant energy' \( (H = E = p_i) \). These will be preserved if \( H \) is time-independent. Furthermore, \( H \) will be a Dirac observable in such a case.

The passage between (2.37) and (2.39) can be achieved by deparametrization of the equation which defines (weak) Dirac observables, and the identification \( F = f_{S_{\mathcal{H}}}, f \in \mathcal{F}(\mathbb{R}^{2(n+1)}) \):

\[
\begin{align*}
    f \in \mathcal{O}^\mathcal{H}_{S_{\mathcal{H}}(t)} & \iff \{\mathcal{H}, f\} \approx_{S_{\mathcal{H}}(t)} 0 \\
    & \iff \{p_i, f\} \approx_{S_{\mathcal{H}}(t)} \{H, f\} \\
    & \iff \frac{\partial f}{\partial t} \approx_{S_{\mathcal{H}}(t)} \{H, f\} \\
    & \iff \frac{\partial f|_{S_{\mathcal{H}}(t)}}{\partial t} = \{H, f_{S_{\mathcal{H}}(t)}\}_{i=1}^{n} \\
    & \iff \frac{\partial F}{\partial t} = \{H, F\}.
\end{align*}
\]

(2.40)

We want stress here that a deparametrization of the constraint \( \mathcal{H} \) w.r.t. the auxiliary momentum \( p_i \) is in no way forced upon us. It is only natural because the system was originally in a form suggesting this. If \( \mathcal{H} \) is solvable for any other of the phase space coordinates in a similar way, e.g. \( \mathcal{H} = p_l - H(q_l, (p_t, t), (p_i, q_i)_{i=2,...,n}) \), this will give an equally valid description of the behaviour of the system.

If the deparametrization is only possible on subsets of the phase space or involves multi-valued inversions of nonlinear functions, e.g. taking square roots as in \( \mathcal{H} = p_l - H(q_l, (p_t, t), (p_i, q_i)_{i=2,...,n}) \), which could be solved for \( p_l \), one will encounter situations where the 'time' variable associated with the deparametrization breaks down ('branch points').

If we choose the 'time' variable such that \( H \) is time-independent, the latter will be a (strong) Dirac observable, that can be used to implement dynamics on \( \mathcal{O}^\mathcal{H}_{S_{\mathcal{H}}(t)} \) (cf [21, 22]).

Coming to the gauge fixing/unfixing procedure, we observe that, due to (2.36), a family of canonical gauge fixings is given by the constraints \( D^\tau := t - \tau, \tau \in \mathbb{R} \). The corresponding constraint surfaces \( S_{(D^\tau)} \) define initial data representations at 'time' \( t = \tau \) of the system. The complete observable projectors associated with these gauge fixings are:

\[
\begin{align*}
    \mathbb{P}^\mathcal{H}_{D^\tau}(f) & = \sum_{n=0}^{\infty} \frac{(D^\tau)^n}{n!} \{\mathcal{H}, f\}_n \\
    & = \alpha^+_\mathcal{H}_{D^\tau}(f)_{|_{t=\tau}}, \quad f \in \mathcal{F}(\Gamma),
\end{align*}
\]

(2.41)

\[
\begin{align*}
    \mathbb{P}^\mathcal{H}_{D^\tau}(f) & = \sum_{n=0}^{\infty} \frac{(-\mathcal{H})^n}{n!} \{D^\tau, f\}_n \\
    & = \alpha^-_{\mathcal{H}_{D^\tau}}(f)_{|_{t=\tau}}, \quad f \in \mathcal{F}(\Gamma)
\end{align*}
\]

(2.42)

where \( s^\mathcal{H}_{D^\tau} = D^\tau \) and \( r^\mathcal{H}_{D^\tau} = \mathcal{H} \). Since the gauge flows of the family \( \{D^\tau\}_{\tau \in \mathbb{R}} \) generate translations in \( p_i \), we can write the \( \mathbb{P}^\mathcal{H}_{D^\tau}, \tau \in \mathbb{R} \), in closed form:

\[
\begin{align*}
    \mathbb{P}^\mathcal{H}_{D^\tau}(f)(p_i, t, (p_i, q_i)_{i=1,...,n}) & = f(p_i - \mathcal{H}(p_t, t, (p_i, q_i)_{i=1,...,n}), t, (p_i, q_i)_{i=1,...,n}) \\
    & = f(H(t, (p_i, q_i)_{i=1,...,n}), t, (p_i, q_i)_{i=1,...,n}).
\end{align*}
\]

(2.43)

Thus, we see that \( \mathbb{P}^\mathcal{H}_{D^\tau}, \tau \in \mathbb{R} \) indeed computes Dirac observables w.r.t. \( D^\tau \).

Moreover, the restriction of \( \mathbb{P}^\mathcal{H}_{D^\tau}(f) \) to the gauge fixing surface \( S_{(D^\tau)} \) can be used as initial values for equation (2.40, line 4) to compute a Dirac observable for \( \mathcal{H} \). This is what is accomplished by \( \mathbb{P}^\mathcal{H}_{D^\tau} \).
The reduced phase space for $D^\tau$ is also easily computed, since this constraint just tells us to drop the variables $(p_t, t)$ completely, and work solely with the $\{p_i, q_i\}_{i=1,...,n}$ and functions thereof.

At this point, one might wonder where the actual information about the dynamics of the system, namely type of interactions and their coupling constants, has gone, since we are only left with functions of the $\{p_i, q_i\}_{i=1,...,n}$. The resolution of this apparent problem is that the observable projectors, which are used to identify the different structures, keep track of it. Indeed, the gauge fixing/unfixing by $D^\tau$ is not tied to any special form of the Hamiltonian $H$, thus defining a general structure to build the quantum theory upon. The implementation of the dynamics is then brought in as a second step corresponding to the problem of defining the observable projector $P_{D^\tau}^H$ at the quantum level. If we try to implement the observable projector of an interacting Hamiltonian $H_{\text{int}}$ relative to that of the free Hamiltonian $H_{\text{free}} = \sum_{i=1}^n \frac{p_i^2}{2}$, we are led to a sort of 'interaction' picture.

If we want to return to the reduced phase space of $\mathcal{H}$ in the first place, we have to treat functions $f = f(\{p_i, q_i\}_{i=1,...,n})$ on the reduced phase space, via their correspondence with the functions on the gauge fixing surface $S_{D^\tau, \mathcal{H}}$, as initial data for equation (2.40, line 5).

3. Matter free case

After having worked out in detail what gauge fixing and unfixing imply for general Hamiltonian systems, we will now turn to specific applications. In this section, we will discuss vacuum general relativity in the CMC gauge, which upon gauge unfixing turns into a theory with local conformal symmetry, which has been coined shape dynamics [15]. We want to stress that many of the results in this section are not new (cf the literature cited), but are included for a more coherent and comprehensive exposition. Moreover, our derivation using gauge unfixing will be different from and, in a sense, dual to the usual derivation of shape dynamics using a linking theory, see also [29, 30] for an earlier account of introducing conformal symmetry into canonical quantum gravity. In contrast to the standard treatment of shape dynamics in the spatially compact case, we will not restrict to volume preserving conformal transformations and therefore not retain a global Hamiltonian\(^{12}\), which is more convenient for quantization. We furthermore give a brief discussion of the spatially compact case with boundaries and the asymptotically anti-de Sitter case, which has not been spelled out in the literature so far, and the asymptotically flat case, which was discussed in [14] only incompletely. We will conclude this section with remarks on a possible connection formulation of shape dynamics and a quantization thereof. A hurdle here will be the complicated transformation behaviour of the connection under the new conformal symmetry\(^{13}\). We will turn to a specific, matter coupled system in section 4, which bypasses this hurdle, allowing for a connection formulation with a conformally invariant connection.

3.1. Reminder: ADM formulation

We start with the Einstein–Hilbert action in $D + 1$ spacetime dimensions

$$S_{\text{EH}} := \frac{1}{\kappa} \int_M d^{D+1}X \sqrt{|g|} R^{D+1}. \quad (3.1)$$

\(^{12}\)This possibility has also been pointed out by Tim Koslowski.

\(^{13}\)We thank Sean Gryb for pointing out this problem, which led to this paper.
The notation is as follows: $M$ denotes a $D + 1$ dimensional, globally hyperbolic (connected) spacetime manifold\textsuperscript{14}, $g_{\mu \nu}$ denotes the metric tensor field and $g$ its determinant ($\mu , \nu , \ldots = 0, 1, \ldots , D$). Our signature convention is mostly plus and $\kappa = 16 \pi G$ ($c = 1$). The Riemann tensor is defined by $[\nabla_\mu , \nabla_\nu ]\lambda_\rho := R^\sigma_{\mu \nu \rho} \lambda_\sigma$, where $\nabla$ is torsion free and metric compatible. We furthermore define $R^\mu_{\nu \rho \delta} := R^\mu_{\nu \rho \delta} - \delta^\mu_{\nu} R^\rho_{\delta \mu}$. After a $D + 1$ split and application of the Dirac algorithm \textsuperscript{34}, we arrive at the well-known ADM formulation \textsuperscript{35}. The phase space is coordinatized by the canonical pair transformations (dilatations) on the spatial metric $q_{ab}$ diffeomorphism constraint, are given by

$$D$$

On the other hand, up to constant factors, the hypersurface deformation algebra is defined by $[q_{ab}(x), P^{cd}(y)] := \delta^c_d \delta^{(D)}(x, y)$, where $q_{ab}$ denotes the $D$ metric field on the spatial manifold $\sigma$ ($a, b, \ldots = 1, \ldots , D$) and $P^{ab}$ its conjugate momentum. The role of $P^{ab}$ is twofold. On the one hand, it is easy to verify that $P^{ab}$ fixes the freedom to choose a foliation, i.e. the (on-shell) transformations generated by the Hamiltonian constraint, and therefore constitutes a partial gauge fixing. In view of the algebra of constraints (3.6), we are in case II according to the terminology of section 2. The question if $D_\delta$ really constitutes a good gauge fixing for $\mathcal{H}$ will be investigated in the following.

\textsuperscript{14} That is, $(M, g_{\mu \nu})$ is isometric to $(\mathbb{R} \times \sigma, -\beta d^2 + q)$, where $(\sigma, q)$ is a (smooth) family of Riemannian manifolds and $\beta$ a (smooth) function on $M$ (cf \textsuperscript{31–33}, especially theorem 1.1. of \textsuperscript{31}).
3.2.1. Invertibility of the Dirac matrix. As was discussed in section 2, locally, we need to check if the Dirac matrix corresponding to $H$ and $D_b$ is invertible on $S_{(D_a, \mathcal{H}, \mathcal{H}_1)}$. Using

$$\int_\sigma d^D x \, N(\sqrt{q} \mathcal{H}^D, D[\rho]) = \int_\sigma d^D x \, \rho \sqrt{q} \Delta^\delta \left[ -(D-1)D_a D^a - R^{(D)} \right] N,$$

(3.9)

$$\int_\sigma d^D x \, N(\sqrt{q}, D[\rho]) = \int_\sigma d^D x \, \frac{D}{2} \Delta^\delta N \rho \sqrt{q},$$

(3.10)

$$[\kappa H[N], \int_\sigma d^D x \, \rho \sqrt{q} \delta] = \frac{\delta \kappa^2}{\Delta^\delta (D-1)} D[N \rho],$$

(3.11)

we find

$$[\kappa H[N], D_b[\rho]] = \int_\sigma d^D x \left[ -\frac{D_\kappa^2}{2\sqrt{q}} \Delta^\delta p^a_{\mu} p^a_{\mu} - \frac{D - 2}{2} \Delta^\delta \sqrt{q} R^{(D)} 
+ \frac{\kappa^2}{2(\Delta^\delta)^2 (D-1)^2} \Delta^\delta \sqrt{q} D^a \right] N
+ \kappa H \left[ -\frac{1}{2} \Delta^\delta N \rho \right] + D_b \left[ \frac{\kappa^2 N \rho}{\Delta^\delta} \left( \frac{1}{2D} + \sqrt{\frac{\delta}{\Delta^\delta}} \right) \right]
+ \int_\sigma d^D x (D-1) \sqrt{q} \Delta^\delta \rho D_a D^a - \mathcal{P}(x) N,$$

(3.12)

where

$$\mathcal{P}(x) := \frac{\kappa^2}{2q} p^a_{\mu} p^a_{\mu} + \frac{1}{2} R^{(D)} + \frac{\kappa^2}{2(\Delta^\delta)^2 (D-1)^2}. $$

(3.13)

In the matter free case, we can furthermore simplify $\mathcal{P}(x)$ by replacing $R^{(D)}$ using $H = D_b = 0$ to obtain\(^{15}\)

$$\mathcal{P}(x) \approx \frac{\kappa^2 q}{\Delta^\delta} p^a_{\mu} p^a_{\mu} + \frac{\kappa^2}{(\Delta^\delta)^2 (D-1)^2} \left\{ > 0, \quad \text{if } \delta \neq 0; \quad \text{if } \delta = 0. \right\}$$

(3.14)

By (3.12) and the (formal) self-adjointness $D^a D_a$, we see that local invertibility of the Dirac matrix on the constraint surface $S_{(D_a, \mathcal{H}_1)}$ is equivalent to the requirement that the elliptic PDE

$$[D^a D_a - \mathcal{P}(x)] N(x) = 0$$

(3.15)

has the unique solution $N(x) = 0$ (cf [18], appendix II, theorem 2.3, p 549). We will study this equation both, in the spatially compact, as well as in the asymptotically flat case, and comment on it in the asymptotically anti-de Sitter case.

Spatially compact case. We have to separately discuss the cases $\delta \neq 0$ and $\delta = 0$.

Case $\delta \neq 0$. If the spatial manifold $\sigma$ is compact without boundary, a sufficient condition for (3.15) to have a unique solution is that $\mathcal{P}(x) > 0$. If this holds, it is easy to show that the obvious solution $N(x) = 0$ is unique, because suppose there would be a solution $\tilde{N}(x)$ which does not vanish everywhere. Then,

$$0 < \int_\sigma d^D x \sqrt{q} \tilde{N}^2 \mathcal{P} = \int_\sigma d^D x \sqrt{q} \tilde{N} D_a \tilde{N} = - \int_\sigma d^D x \sqrt{q} (D_a \tilde{N})(D^a \tilde{N}) \leq 0$$

(3.16)

15 This further simplification will not be possible in the matter coupled case, cf section 4. The definition of $\mathcal{P}(x)$ in (3.13) is chosen such that it can be easily compared with the matter coupled case.
is a contradiction. Note that if the spatial manifold has a boundary \( \partial \sigma \neq \emptyset \) (e.g. an inner horizon), we need to impose additional boundary conditions in order to deal with the surface terms appearing when partially integrating in (3.16). For isolated horizons, it is known that Dirichlet boundary conditions \( N|_{\partial \sigma} = 0 \) have to be imposed [37], which automatically leads to a vanishing of the surface terms. Therefore, the above discussion extends to the case with isolated horizons as boundaries.

**Case \( \delta = 0 \).** In this case, for a non-trivial solution \( \tilde{N}(x) \), we have

\[
0 \leq \int_{\sigma} d^{D}x \sqrt{q} \tilde{N}^{2}P = \int_{\sigma} d^{D}x \sqrt{q} \tilde{N}D_{a}D^{a} \tilde{N} = - \int_{\sigma} d^{D}x \sqrt{q}(D_{a}\tilde{N})(D^{a}\tilde{N}) \leq 0. \tag{3.17}
\]

If \( \partial \sigma = \emptyset \), we will make a further restriction by demanding that a certain conformal invariant, the Yamabe constant 16, of the spatial Riemannian manifold \((\sigma, q)\) is positive. Note that to this end, \( \sigma \) has to be of positive Yamabe type, which implies a restriction on the topology of \( \sigma \) [39]. This restriction excludes constant vanishing scalar curvature \( R^{(D)}(x) = 0 \) on \( \sigma \).

The only way that (3.17) is not a contradiction is if each expression vanishes identically. By the right-hand side of (3.17), we see that \( \tilde{N} \) needs to be constant, say, \( \tilde{N}(x) = \tilde{N}_{0} \neq 0 \). Then, the leftmost integral in (3.17) is only vanishing if \( P \) vanishes identically. Using \( \mathcal{H} = \delta_{\partial x \sigma} = \partial = 0 \), we conclude that \( \tilde{N}_{0} \) vanishes identically. Using (3.13), this implies everywhere vanishing scalar curvature \( R^{(D)} \), which we excluded by restricting to positive Yamabe constant. Note that if the spatial manifold has a boundary and we impose Dirichlet boundary conditions as before, we do not need the restriction to positive Yamabe constant, since a constant value of \( \tilde{N} \) is incompatible with the boundary conditions unless \( \tilde{N} \) is the trivial solution.

**Asymptotically flat case.** Although the focus of this paper is on the spatially compact case, we add some remarks on asymptotically flat spacetimes 17 (for simplicity, we consider the 3+1 case only). Since the latter are generically non-compact, everything we worked out so far only applies to smearing functions of compact support. This is mainly because we completely ignored the appearance of (possible) boundary terms as well as questions of convergence of all our integrals. If we want to allow for more general Lagrange multipliers in the definition of the constraints, we will have to specify their behaviour and that of our phase space variables at infinity in such a way that the expressions for the constraints and their Hamiltonian vector fields remain well-defined 18. Moreover, this will lead to the problem of determining whether some of the allowed multipliers still represent gauge transformations or correspond to actual symmetries of the theory (cf [9, 16]). For asymptotically flat spacetimes this rather generic issue in the presence of boundary conditions leads to the existence of asymptotic symmetries and their associated conserved charges, prominently the ADM \((3+1)\)-momentum, as well as the so-called supertranslation ambiguity (the latter only appear in the 2+1 and 3+1 case, see e.g. [40, 41]). More precisely, one may define functionals extending the Hamiltonian

16 The Yamabe constant [38] of a compact smooth manifold \( m \) of dimension \( n \) is defined by

\[
Y(g) = \inf_{\rho} \mathcal{E}(e^{\Delta_{\rho}} g),
\]

where \( g \) is a Riemannian metric on \( m \).

\[
\mathcal{E}(g) := \int_{m} d^{n}x \sqrt{\mathcal{R}^{g}_{\rho}}
\]

and the infimum is taken over smooth functions \( \rho \) on \( m \).

17 In the context of \( D = 1 \) splits, one often speaks of asymptotically Euclidean initial data (cf [18]).

18 A mathematically accurate treatment of these issues makes it necessary to delve into functional analysis on suitable Sobolev spaces (cf [18]).
and the spatial diffeomorphism constraint ([16] p 62 et seq.) to multipliers incorporating supertranslations \((N_3, N_3^q)\) (additional gauge symmetries) and asymptotic symmetries \((N_P, N_P^p)\) (Poincaré transformations at infinity):

\[
\mathcal{J} [N] := \mathcal{H} [N] + \kappa \mathcal{E} [N] + \mathcal{J}_a[N^a] = \mathcal{V}_a[N^a] + \kappa \mathcal{P}_a[N^a],
\]

where \(\mathcal{E} [N], \mathcal{P}_a[N^a]\) are boundary terms leading to the ADM energy and the ADM 3-momentum when \((N, N^a)\) represent an asymptotic translation

\[
\kappa \mathcal{E} [N] := \int_{\partial \Sigma} d^3x \sqrt{\gamma} q^a d^3q^f \left( (D_a N)(dS_a(q_{af} - \delta_{af})) - (D_a N)(dS_{e}(q_{af} - \delta_{af})) \right)
\]

\[
+ \int_{\partial \Sigma} d^3x \sqrt{\gamma} q^a d^3q^f \left( -dS_{e} \Gamma_{ed}^e + dS_{e} \Gamma_{ed}^e \right),
\]

\[
\mathcal{P}_a[N^a] := \frac{2}{\kappa} \int_{\partial \Sigma} dS_{bN^a} P_{bc}^b,
\]

and \(\mathcal{V}_a[N^a]\) denotes the spatial diffeomorphism constraint in the form\(^{19}\)

\[
\mathcal{V}_a[N^a] := -2 \int_a N^a q_{ae} D_a P_{bc}.
\]

The boundary terms (3.19) have the effect that the functionals \(\mathcal{J} [N], \mathcal{J}_a[N^a]\) and their variations \(\delta \mathcal{J} [N], \delta \mathcal{J}_a[N^a]\) are well defined for the extended set of multipliers. Furthermore, since the \(\mathcal{J} [N], \mathcal{J}_a[N^a]\) extend \(\mathcal{H} [N], \mathcal{V}_a[N^a]\), one finds that

\[
\mathcal{J} [N] = \mathcal{H} [N], \quad \mathcal{J}_a[N^a] = \mathcal{V}_a[N^a]
\]

for compactly supported \((N, N^a)\). Additionally, we have

\[
\mathcal{J} [N_3] = \mathcal{H} [N_3], \quad \mathcal{J}_a[N_3^a] = \mathcal{V}_a[N_3^a]
\]

for supertranslations \((N_3, N_3^q)\) which justifies treating them as constraints rather than symmetry generators. The algebra of the extended functionals \(\mathcal{J}[N, \tilde{N}] := \mathcal{J} [N] + \mathcal{J}_a[N^a]\) has been worked out e.g. in [16]:

\[
\{\mathcal{J}[N_1, \tilde{N}_1], \mathcal{J}[N_2, \tilde{N}_2]\} = \mathcal{J}\left[\mathcal{L}_{\tilde{N}_1} N_1 - \mathcal{L}_{\tilde{N}_1} N_2, \mathcal{L}_{\tilde{N}_2} \tilde{N}_1 - \tilde{N}_1 \tilde{N}_2(q)\right],
\]

where \(\tilde{N}_{12}(q) := q^{ab} (N_1 \delta_{bN_2} - N_2 \delta_{bN_1})\). This algebra has the property that the compactly supported together with the supertranslations form an ideal w.r.t. all allowed multipliers, which renders the split into constraints and asymptotic symmetry generators consistent.

Coming to the idea of partially gauge fixing the constraints with the functionals \(D_3[\rho]\), we face similar problems. Namely, we have to prescribe appropriate boundary conditions for the multipliers \(\rho\) to make the functionals and their Hamiltonian vector fields well-defined. Moreover, as we require the phase space variables to describe asymptotically flat spacetimes, the only sensible gauge fixing functionals appear to be \(D_{s=0}[\rho]\) (cf [42]). For compactly supported smearing functions, everything works as in the spatially compact case, i.e. the operator \(D^* D_a - \mathcal{P}\) is (formally) self-adjoint and injective\(^{20}\). For supertranslations the arguments we presented above do not work anymore, which leaves us with the possibility of a remaining gauge freedom. Still, we can conclude from equation (3.23) that it is consistent to gauge fix only the generators with compactly supported multipliers, since they generate an ideal within the whole constraint algebra\(^{21}\).

The Hamiltonian constraints corresponding to multipliers in the kernel of \(D^* D_a - \mathcal{P}\) have to be kept.

\(^{19}\) The diffeomorphism constraint \(\mathcal{H}_a[N^a]\) defined above agrees with the extended functional \(\mathcal{J}_a[N^a]\).

\(^{20}\) If we can complete the compactly supported (smooth) multipliers in a suitable (weighted) Sobolev \(p\)-norm, we will even get a surjective operator \(D^* D_a - \mathcal{P}\) : \(W^{1,p}_2 \rightarrow L^2\) (cf [18], especially appendix B, theorem 3.7).

\(^{21}\) If we complete the compactly supported (smooth) multipliers to a Sobolev space, we will have to ensure that the ideal property remains valid. Otherwise a partial gauge fixing without the supertranslations might be inconsistent.
**Asymptotically anti-de Sitter case.** The Hamiltonian treatment of asymptotically anti-de Sitter spacetimes has been performed in [43–45], see also [46]. As opposed to the asymptotically flat case, no supertranslations appear and the asymptotic symmetry transformations generated by the constraints corresponds to the isometry group O(3, 2) of anti-de Sitter space. In order to generate this asymptotic symmetry, the lapse and shift functions have to approach the asymptotic anti-de Sitter killing vectors sufficiently fast. A derivation of the necessary fall-off behaviour of possible deviations has been given in [44] for 3+1 dimensions. Since we do not want to fix any asymptotic transformations using $D_\delta = 0$, we can restrict the fall-off behaviour of the lapse functions in all calculations accordingly. It follows that all boundary terms which were dropped before, e.g. in (3.16), are still vanishing, and our results are thus still valid. We leave the case of higher dimensions to the interested reader, as the 3+1 dimensional case suffices for the application to the 3+1 dimensional, locally asymptotically anti-de Sitter black hole proposed in [1]. As in the asymptotically flat case, it might be that not all values of $\delta$ are in agreement with the asymptotic behaviour and have to be restricted accordingly.

### 3.2.2. Global aspects.

So far, we only have been discussing the quality of the gauge fixing $D_\delta = 0$ locally. In this section, we want to comment on global aspects of the chosen gauge. To assure a globally good gauge fixing, we ideally would like to calculate the finite Hamiltonian flow $\alpha^* N_H(D_\delta)$ of $H$ on $D_\delta$ on the surface $S_{(\varpi)}$, and solve $\alpha^* N_H(D_\delta) = 0$ uniquely for the gauge parameter $N$. This would guarantee both, uniqueness (up to large gauge transformations) of the gauge cut and accessibility of the chosen gauge fixing. However, due to the form of the algebra (3.6), in particular $[\mathcal{H}, \mathcal{H}] \propto \mathcal{H}_N$, $\alpha^* \mathcal{H}$ does not leave $S_{(\varpi)}$ invariant, and even if it would, the complicated form of $\mathcal{H}$ would probably preclude the calculation of finite $D_\delta$ transformations. What, instead, can be calculated are the finite $D_\delta$ transformations, since we know how conformal transformations act on the individual fields in the phase space. But even if $\alpha^*_{D_\delta}(\kappa \mathcal{H}) = 0$ could be uniquely solved for $\rho$ on $S_{(D_\delta)}$ (we will study this question in section 3.3.2), this would not necessarily assure accessibility (there may still be $\mathcal{H}$ gauge orbits which do not intersect $S_{(D_\delta)}$ at all) nor uniqueness of the gauge cut (even if each $D_\delta$ orbit intersects the surface $S_{(\varpi)}$ only once, we have no argument which excludes the possibility that one $\mathcal{H}$ orbit on $S_{(\varpi)}$ intersects $S_{(D_\delta)}$ more than once). Therefore, we leave this question for further research.

In conclusion, we found that in the spatially compact case (with or without boundaries), $D_\delta$ locally is a good gauge fixing condition for the Hamiltonian constraint.

In the asymptotically flat case, we are left with the possibility of a remaining gauge freedom coming from Hamiltonian constraints with non-trivial multipliers that are solutions to equation (3.15).

To assure accessibility, we have to restrict to solutions of Einstein’s equations which allow for a CMC Cauchy slice. Although this requirement is weak, there are solutions known admitting no CMC Cauchy surfaces at all, already pointed out in [47]. Global uniqueness of the gauge cut is unsettled.

### 3.3. Gauge unfixing: shape dynamics

The algebra of constraints now reads, apart from the relations given in (3.6), (3.12), as follows:

\[
\begin{align*}
\{ \mathcal{H}_a[N^a], \mathcal{H}_b[M^b] \} & = \mathcal{H}_a[(\mathcal{L}_N M)^a], \\
\{ \mathcal{H}_a[N^a], D_\delta[\rho] \} & = D_\delta[\mathcal{L}_N \rho], \\
\{ D_\delta[\rho], D_\delta[\rho'] \} & = 0,
\end{align*}
\]  

(3.24)

[Note: The above equations are part of the algebra of constraints in the shape dynamics context, relating the Hamiltonian constraints $\mathcal{H}_a$, the shape operator $D_\delta$, and their interactions with fields $N^a$, $M^b$, and $\rho$. The equations are derived from the Hamiltonian formalism and are essential for understanding the dynamics of shape evolution in the context of general relativity.]
where we repeated the first equation for convenience and \( N^a, M^a, \rho \) and \( \rho' \) again denote smearing functions of compact support. Of course, we can gauge unfix this system in the trivial way, by dropping the gauge fixing condition we introduced. However, because in this case \( \{ \mathcal{H}_a, D_b \} \) form a subalgebra, we can as well trivially gauge unfix the system by dropping \( \mathcal{H} \), which now is interpreted as unnecessary gauge fixing condition for \( D_a \). The resulting algebra of constraints is given in (3.24). Compared to (3.6), it is far more convenient for quantization, since it actually is a Lie algebra, whereas in (3.6) structure functions appear. This property is shared by deparametrized models [2–4]. As already mentioned, the above theory of gravity has been derived in [15] and is called shape dynamics.

However, in order that the gauge unfixed theory and the original one (when restricted to solutions admitting at least one CMC slice) are identical, we have to check if the original constraint \( \mathcal{H} \) is a good gauge fixing condition for the gauge unfixed theory. To the best of the authors’ knowledge, it has not been shown that this requirement is related to \( \mathcal{H} \) being a good gauge fixing condition for \( \mathcal{H} \) and has to be discussed separately. E.g. even if \( \mathcal{D}_a \) would globally be a good gauge fixing for \( \mathcal{H} \), there might be finite \( \mathcal{D}_a \) transformations connecting different points on the gauge cut \( S_{\mathcal{D}_a, \mathcal{H}} \). In this case, these configurations, which were distinct in the original \( \mathcal{H} \) theory, would be erroneously interpreted as physically equivalent in the \( \mathcal{D}_a \) theory.

### 3.3.1. Local considerations

Locally, the question if \( \mathcal{H} \) is a good gauge fixing condition for \( \mathcal{D}_a \) leads to (3.12) as before. The differential operator appearing is (formally) self-adjoint on \( C^\infty (\sigma) \) (or some suitable Sobolev space \( W^2 (\sigma) \)) and since, at least in the spatially compact case, the function spaces for \( \mathcal{N} \) and \( \rho \) can be taken the same, we find that \( \mathcal{H} \) locally is a good gauge fixing condition (cf [18], appendix II, theorem 2.3 p 549).

In the asymptotically flat case the situation is less clear due to the unresolved issue concerning the supertranslations (see section 3.2.1 above), which might even lead to a modification of the algebra (3.24), i.e. one would have to add the gauge unfixed versions of the Hamiltonian constraint with multipliers that solve equation (3.15). The latter can be achieved, at least formally, by applying the observable projector \( \rho [\mathcal{H}] \rho \) (see section 2.2.2) for compactly supported smearing functions to the remaining constraints, although this seems not explicitly tractable, as it involves the inverse to the operator \( D^a D_a - \mathcal{P} \).

### 3.3.2. Global aspects

In order to study the global properties of the gauge fixing \( \mathcal{H} = 0 \), we have to investigate existence and uniqueness of the solution to the equation \( \alpha^*_{\mathcal{D}_a} (\mathcal{H}) = 0 \) on \( S_{\mathcal{H}_a, \mathcal{D}_a} \). Using the formulae in appendix A, it is straightforward to show that

\[
\alpha^*_{\mathcal{D}_a} (\mathcal{H}) = \Omega^{-\frac{m}{2}} \frac{\kappa^2}{\sqrt{q}} P_{d^a} P^{d^a} - \Omega^2 \frac{\sqrt{q}}{\sqrt{\Omega}} R^{(D)} - \frac{4(D - 1)}{(D - 2)} \Omega^{-1} D_a D_a \Omega
\]

\[
- \frac{\kappa^2}{(\Delta)^2 D(D - 1)} \left[ \Omega^{-\frac{m}{2}} \left( \frac{1}{\sqrt{\Omega}} D_a^2 + 2 D_a \delta + \Omega^\frac{m}{2} \sqrt{\Omega} \delta^2 \right) \right] \approx S_{\mathcal{H}_a, \mathcal{D}_a} \Omega^{-\frac{m}{2}} \frac{\kappa^2}{\sqrt{q}} P_{d^a} P^{d^a} - \Omega^2 \frac{\sqrt{q}}{\sqrt{\Omega}} R^{(D)} - \frac{4(D - 1)}{(D - 2)} \Omega^{-1} D_a D_a \Omega \]

where \( q_{d^a} \to e^{\Delta^a q_{d^a}} \) and \( \Omega := e^{\frac{m}{2} \omega} \). For the sake of a simpler exposition, restrict to \( D = 3 \), multiply the above equation by \( (\sqrt{q} \Omega)^{-1} \) and use \( P^{d^a} = \frac{1}{\sqrt{q}} \sqrt{\Omega} (K^{d^a} - q^{d^a} K) \).

**Footnote:** Actually, shape dynamics in the spatially compact case is recovered for the choice \( \delta = (\mathcal{P}) \), where () denotes the spatial mean. Since \( |\mathcal{P}| \) is not constant on the phase space, the resulting gauge fixing is different from the ones considered here and our calculations do not apply to that case. In particular, \( \mathcal{D}_a \mathcal{P} \) does not fix the Hamiltonian constraint completely and one retains a global Hamiltonian.
We obtain
\[
8D_a D^a \Omega - R^{(3)} \Omega + K^{\alpha \beta}_{\mu \nu} K^\mu_\alpha^\nu_\beta \Omega^{-7} - \frac{2}{7} K^2 \Omega^5 = 0,
\]
(3.26)
which is the well-known Lichnerowicz–York equation. The existence and uniqueness of solutions have been studied extensively, both in the spatially compact case with and without boundary in any dimension \(D \geq 3\) and including various matter coupling: a solution almost always exists (up to a measure zero set in the function space of all initial data sets) and then is generically unique. Under simple assumptions, the results continue to hold in the asymptotically flat case. For details, we refer the interested reader to the recent book [18] and the original literature cited therein.

As will be shown in the next subsection, a quantization of \(D_3\) for pure gravity is possible, however, the kernel of the constraint operator is very difficult to analyse due to the volume operator which would appear in a proper regularization. In the next section, we will show how to circumvent this problem by introducing an additional matter degree of freedom or the if we are calculating the Dirac bracket, since on the one hand, the Dirac bracket will coincide with the Poisson bracket for the invariant connection, and on the other hand, the invariant connection is a Dirac observable with respect to \(D\) for the gauge unfixed system. In order to understand better the relation to shape dynamics, it is however useful to employ the gauge unfixing point of view and we have included it for completeness. Also, the relation between the observable algebras becomes more clear this way.

### 3.4. Remarks on a connection formulation and quantization

Finally, we want to give some comments on a connection formulation of shape dynamics and its quantization. Since the phase space is coordinatized, like in the ADM case, by a spatial metric \(q_{ab}\) and its conjugate momentum \(P^{ab}\), we can derive a connection formulation in complete analogy to the usual Ashtekar–Barbero treatment [48, 23] or, in dimensions \(D \geq 2\), following the construction in [49], and quantize it using the standard LQG methods [50, 16]. However, since the connection variable does not transform nicely under conformal transformations, solving the constraint \(D_3\) in the quantum theory is a problem of the same complexity as solving \(\mathcal{H}\) in standard LQG.

Exemplarily, we will discuss the case \(D = 3\) using Ashtekar–Barbero variables. We introduce an extended ADM phase space coordinatized by a densitized triad \(E^{\mu\nu}\) and conjugate momentum \(K_{\mu\nu}\) subject to an \(su(2)\) Gauss constraint \(G^{ij} := K^{\mu}_{ij} E^{\mu\nu}\), followed by a canonical transformation to Ashtekar–Barbero connection variables
\[
\{K_{\mu\nu}, E^{ij}\} \longrightarrow \{(\gamma)_{\mu\nu} := -\frac{1}{2} \epsilon_{ij} \Gamma^k_{\mu\nu} (e) + \gamma K_{\mu\nu}, (\nu)^{ij} := \frac{1}{\gamma} E^{ij}\}, \quad (3.27)
\]
where \(\Gamma_{\mu\nu}(e)\) denotes the spin connection annihilating the tetrad and \(\gamma\) denotes the Barbero–Immirzi parameter. It is easy to see that \(E^{\mu\nu}\) and \(K_{\mu\nu}\) have conformal weight \(\Delta^e\) and \(-\Delta^e\), respectively. While \(\Gamma_{\mu\nu}(e)\), being a homogeneous rational function of degree zero of \(e\) and its derivatives, is invariant under constant rescalings, under local ones it transforms as
\[
\alpha^D_{\rho} (\Gamma_{\mu\nu}(e)) = \Gamma_{\mu\nu}(e) + \Delta^e e^b [i_{\rho\nu} D_b e^a], \quad (3.28)
\]
Therefore, also the connection \((\nu)_{\mu\nu}\) has a rather complicated transformation behaviour under transformations generated by \(D_3 = \Delta^e K - \sqrt{E} \delta\) (here, \(K := K_{\mu\nu} E^{\mu\nu}\) and \(E\) denotes the determinant of \(E^{\mu\nu}\)).
\[
\alpha^D_{\rho} (\nu)_{\mu\nu} = -\frac{1}{2} \epsilon_{ij} \alpha^D_{\rho} (\Gamma^k_{\mu\nu}(e)) + \gamma \alpha^D_{\rho} (K_{\mu\nu} + \frac{1}{D \sqrt{E}} e_{\mu\nu} K)
\]
\[
\begin{align*}
= -\frac{1}{2} \epsilon_{ijk} \alpha_\rho^p (\Gamma^j_a (e)) + \gamma \alpha_\rho^p \left( K^a_{i\ell} + \frac{1}{\Delta^p D \sqrt{E}} \varepsilon_{i\ell} (D_\delta + \sqrt{E} \delta) \right) \\
= -\frac{1}{2} \epsilon_{ijk} (\Gamma^j_a (e) + \Delta^p \delta^p_{i\ell} e_{i\ell} \rho) \\
+ \gamma \left[ e^{-\Delta^p \rho} K_{i\ell} + \frac{\delta}{\Delta^p D} e^{-\frac{1}{2} \Delta^p (1 - e^{-\frac{1}{2} \Delta^p})} e_{i\ell} \right],
\end{align*}
\]

which even in the simplest case, \( \delta = 0 \), makes it questionable if the corresponding constraint can be solved after loop quantization. However, using Thiemann’s methods [16], one can rewrite \( K_{i\ell} \) according to

\[
K_{i\ell}(x) \propto \{ (\gamma) \ A_{i\ell}(x), \{ H_E (1), V(\sigma) \} \},
\]

where \( H_E \) denotes the Euclidean Hamiltonian constraint and \( V \) the volume, and represent the conformal constraint \( D_\delta \) as an operator on the kinematical Hilbert space, which unfortunately will be of the same complexity as the Hamiltonian constraint in standard LQG.

4. Conformally coupled scalar field

As we have seen at the end of the previous section 3, while a canonical transformation to a connection formulation exists, the resulting canonical variables will not transform nicely under conformal transformations and it is unclear how to solve the constraint both classically and quantum mechanically. Of course, one might try to find a different connection formulation classically or modify the existing ones such that the connection in the end has a nice transformation behaviour, but there is at least no obvious way to do so in the matter free case. In this section, we will show how this problem can be solved for the case of a matter coupled system, namely general relativity conformally coupled to a scalar field. While it has been argued that matter fields in shape dynamics are most naturally coupled with conformal weight zero [51], in the case at hand the scalar field with non-trivial conformal weight will be central for the construction of the connection formulation with nice conformal transformation properties. The model will be extended to other standard model matter fields in section 5.

The action for the conformally coupled scalar field \( \Phi \) is given by

\[
S_\Phi := \frac{1}{2\lambda} \int_M d^{D+1}X \sqrt{|g|} \left( g^{\mu\nu} (\nabla_\mu \Phi) (\nabla_\nu \Phi) - \frac{1}{D} \frac{\Delta^p \Phi}{\Delta^p \Phi} R^{(D+1)} \Phi^2 \right). \tag{4.1}
\]

Using the formulae in appendix A, it can be easily checked that (4.1) is invariant under the conformal transformation

\[
g_{\mu\nu} \rightarrow \Omega^{\Delta^p} g_{\mu\nu}, \quad \Phi \rightarrow \Omega^{\Delta^\Phi} \Phi, \tag{4.2}
\]

for a smooth, strictly positive function \( \Omega \), provided that the conformal weights \( \Delta^\Phi \) and \( \Delta^\epsilon \) for the scalar field and the space time metric satisfy

\[
\Delta^\Phi = 1 - D \Delta^\epsilon. \tag{4.3}
\]

In the following, we will restrict to that case.

The conformal invariance of the above action will be of central importance in what follows. It implies that the matter contribution of the Hamiltonian constraint \( \mathcal{H}_\Phi \) transforms with weight \(-\frac{1}{2} \Delta^\epsilon\), which is the negative conformal weight of the lapse function. This is what one would expect, since the invariance of the action suggests that \( N \mathcal{H}_\Phi \) is conformally invariant. This intuitive result will be confirmed in this section by direct calculation and will allow for a direct generalization to coupling of standard model matter fields in \( D = 3 \) in section 5.
4.1. Canonical analysis

The action of the scalar field conformally coupled to general relativity is given by

\[ S = S_{GR} + S_{\Phi} = \frac{1}{\kappa} \int_{M} d^{D+1}x \sqrt{|g|} R^{(D+1)} \alpha(\Phi) + \frac{1}{2\kappa} \int_{M} d^{D+1}x \sqrt{|g|} g^{\mu\nu} (\nabla_\mu \Phi)(\nabla_\nu \Phi), \]  

(4.4)

where we defined

\[ \alpha(\Phi) := 1 - \alpha \Phi^2, \]  

(4.5)

\[ \alpha := \frac{\kappa}{2\lambda} \frac{\Delta \Phi}{\Delta \epsilon} = - \frac{\kappa(D - 1)}{8\lambda D}, \]  

(4.6)

for convenience. The corresponding equations of motion are given by

\[ 0 = \nabla_\mu \nabla^\mu \Phi + \frac{1}{\lambda} \frac{\Delta \Phi}{\Delta \epsilon} R^{(D+1)} \Phi, \]  

(4.7)

\[ T_{\mu\nu} = \frac{\kappa}{16\pi \lambda} \left[ \frac{1}{\lambda} \frac{\Delta \Phi}{\Delta \epsilon} (G_{\mu\nu} - \nabla_\mu \nabla_\nu + g_{\mu\nu} \nabla_\rho \nabla_\rho) \Phi^2 + (\nabla_\mu \Phi)(\nabla_\nu \Phi) - \frac{1}{2} g_{\mu\nu}(\nabla^2 \Phi)(\nabla_\rho \Phi) \right], \]

\[ G_{\mu\nu} = 8\pi T_{\mu\nu}. \]  

(4.8)

In particular, the trace of the energy momentum tensor is vanishing, a necessary consequence of the conformal invariance of the action (cf e.g. [5]). The corresponding Hamiltonian formulation has been derived in [52] for 3 + 1 dimensions. We include the analysis in arbitrary dimension for completeness. The split of this action is rather different from the ADM case. The surface terms, which are usually dropped when performing the $D + 1$ decomposition, here lead to extra terms because of the presence of \(\alpha(\Phi)\). After a tedious calculation, one finds

\[ S = \frac{1}{\kappa} \int_{E} \int_{\sigma} d^d x \left\{ \frac{1}{N} \left[a(\Phi) \sqrt{q} R^{(d)} + \kappa \frac{1}{2\lambda} \sqrt{q} \left( \frac{1}{N} q^{\mu\nu} \Phi_{,\mu} \Phi_{,\nu} - \frac{(D - 1)}{D} \Phi \Delta \Phi \right) \right] + \frac{1}{2} M^{\mu\nu,\rho\sigma} (\mathcal{L}_\Phi q)_{\mu\nu}(\mathcal{L}_\Phi q)_{\rho\sigma} + M^{\mu\nu} (\mathcal{L}_\Phi q)_{\mu\nu}(\mathcal{L}_\Phi \Phi) + \frac{1}{2} M(\mathcal{L}_\Phi \Phi)^2 \right. \]

\[ \left. - 4\partial_\mu \left[ a(\Phi) \sqrt{|g|} n^\mu \nabla_\nu n^{\nu} + \alpha \sqrt{|g|} q^{\mu\nu} n^\nu \right] \right\}, \]  

(4.9)

where the terms in the last line constitute surface terms which will be dropped in the following, \(n^\mu\) denotes the future pointing timelike unit normal to the spatial slices of the foliation and

\[ M^{\mu\nu,\rho\sigma} := \frac{1}{2} a(\Phi) N \sqrt{q} [q^{(\mu|\rho} q^{\nu)\sigma} - q^{\mu\nu} q^{\rho\sigma}], \]  

(4.10)

\[ M^{\mu\nu} := 2\alpha N \sqrt{q} q^{\mu\nu}, \]  

(4.11)

\[ M := - \frac{\kappa}{\lambda} N \sqrt{q}. \]  

(4.12)

Using \(\frac{\delta}{\delta \Phi} = \frac{1}{N} \frac{\delta}{\delta (\mathcal{L}_\Phi \Phi)}\), we find for the canonical momenta

\[ \pi_\Phi := \frac{\delta L}{\delta \dot{\Phi}} = \frac{1}{N\kappa} (M(\mathcal{L}_\Phi \Phi) + M^{ab}(\mathcal{L}_\Phi q)_{ab}) = - \frac{1}{\kappa} \sqrt{q} (\mathcal{L}_\Phi \Phi) + \frac{4\alpha}{\kappa} \sqrt{q} \Phi K, \]  

(4.13)

\[ p^{ab} := \frac{\delta L}{\delta \dot{q}^{ab}} = \frac{1}{N\kappa} (M^{ab,cd}(\mathcal{L}_\Phi q)_{cd} + M^{ab}(\mathcal{L}_\Phi \Phi)) \]

\[ = \frac{1}{\kappa} a(\Phi) \sqrt{q} (K^{ab} - q^{ab} K) + \frac{2\alpha}{\kappa} \sqrt{q} q^{ab} \Phi (\mathcal{L}_\Phi \Phi). \]  

(4.14)
Solving these equations for the velocities is simplified if we introduce the short hand notation for trace part $X := X_{ab} q_{ab}$ and trace free part $X'_{ab} := X_{ab} - \frac{1}{q} q_{ab} X$ of tensor fields $X_{ab}$ and decompose the gravitational momenta accordingly. We obtain

\[
(\mathcal{L}_n \Phi) = -\frac{\lambda}{\sqrt{q}} \left[ a(\Phi) \pi_{\Phi} + \frac{4a}{D-1} \Phi P \right],
\]

(4.15)

\[
(\mathcal{L}_n q)_{ab} = \frac{2\kappa}{\sqrt{q} a(\Phi)} p_{ab}^\mu + \frac{2\kappa}{\sqrt{q} D(D-1)} q_{cd} \left[ P + \frac{1-D}{4} \pi_{\Phi} \right].
\]

(4.16)

\[
\Phi = N(\mathcal{L}_n \Phi) - (\mathcal{L}_N \Phi),
\]

(4.17)

\[
\dot{q}_{ab} = N(\mathcal{L}_n q)_{ab} - (\mathcal{L}_N q)_{ab}.
\]

(4.18)

To complete the split of the action, it is useful to note that

\[
P_{ab}(\mathcal{L}_n q)_{ab} + \pi_{\Phi}(\mathcal{L}_n \Phi) = \frac{2\kappa}{\sqrt{q} a(\Phi)} p_{ab}^\mu p_{ab}^\mu - \frac{\kappa}{2\sqrt{q} D(D-1)} \left[ \Delta^a P + \Delta^a \pi_{\Phi} \right]^2 - \frac{\lambda}{\sqrt{q}} \pi_{\Phi}^2.
\]

(4.19)

Substituting back into the action, we obtain

\[
S = \frac{1}{\kappa} \int d^D x \int d^D \chi \left\{ N \left[ a(\Phi) \sqrt{q} R^{(D)} + \frac{\kappa}{2\lambda} \sqrt{q} \left( \frac{1}{D} \dot{q}_{ab} \Phi_{,a} \Phi_{,b} - \frac{(D-1)}{D} \Phi \Delta \Phi \right) \right]
\]

\[
+ \frac{1}{2} \left[ M^{abc,d}(\mathcal{L}_n q)_{ab} + M_{ab}(\mathcal{L}_n \Phi) (\mathcal{L}_q)_{ab} + \frac{1}{2} M(\mathcal{L}_n \Phi) + M_{ab}(\mathcal{L}_n q)_{ab} (\mathcal{L}_q \Phi) \right]
\]

\[
= \int R d^D x \int d^D \chi \left\{ N \left[ a(\Phi) \sqrt{q} R^{(D)} + \frac{1}{2\lambda} \sqrt{q} \left( \frac{1}{D} \dot{q}_{ab} \Phi_{,a} \Phi_{,b} - \frac{(D-1)}{D} \Phi \Delta \Phi \right) \right]
\]

\[
+ \frac{N}{2} \pi_{\Phi}(\mathcal{L}_n \Phi) \right\}
\]

\[
= \int R d^D x \left[ N \left[ \frac{1}{\kappa} a(\Phi) \sqrt{q} R^{(D)} + \frac{1}{2\lambda} \sqrt{q} \left( \frac{1}{D} \dot{q}_{ab} \Phi_{,a} \Phi_{,b} - \frac{(D-1)}{D} \Phi \Delta \Phi \right) \right]
\]

\[
- \frac{1}{2} p_{ab}(\mathcal{L}_n \Phi)_{ab} - \frac{1}{2} \pi_{\Phi}(\mathcal{L}_n \Phi) \right] + p_{ab} q_{ab} + \pi_{\Phi} - p_{ab}(\mathcal{L}_N q)_{ab} - \pi_{\Phi}(\mathcal{L}_N \Phi) \right]
\]

\[
= \int R d^D x \left[ p_{ab} q_{ab} + \pi_{\Phi} - N^a \mathcal{H}_a - N \mathcal{H} \right].
\]

(4.20)

where

\[
\mathcal{H}_a[N^a] := \int d^D x N^a \mathcal{H}_a = \int d^D x \left[ p_{ab}(\mathcal{L}_N q)_{ab} + \pi_{\Phi}(\mathcal{L}_N \Phi) \right],
\]

(4.21)

\[
\mathcal{H}[N] := \int d^D x N \mathcal{H} = \int d^D x N \left[ \mathcal{H}_{\text{Grav}} + \mathcal{H}_{\Phi} - \frac{\kappa}{(\Delta^a)^2 D(D-1)} \sqrt{q} \right] D^a \right].
\]

(4.22)

\[
\kappa \mathcal{H}_{\text{Grav}} := \frac{\kappa^2}{\sqrt{q} a(\Phi)} p_{ab}^\mu p_{ab}^\mu - \sqrt{q} R^{(D)}.
\]

(4.23)

\[
\kappa \mathcal{H}_{\Phi} := \frac{\kappa}{2\lambda} \sqrt{q} \left[ -\frac{\lambda^2}{q} \pi_{\Phi}^2 - \frac{1}{D} q_{ab}(D_a \Phi)(D_b \Phi) + \frac{D-1}{D} \Phi D_a D_b \Phi + \frac{1}{D} \frac{\Delta \Phi}{\Delta x} R^{(D)} \pi_{\Phi}^2 \right],
\]

(4.24)

\[
\mathcal{D} := \Delta^a P + \Delta^a \pi_{\Phi} \Phi.
\]

(4.25)
Note that the matter part $\mathcal{H}_\Phi$ of the Hamiltonian constraint is, when partially integrating the second to last term and dropping the last term, the same as the matter part of a minimally coupled scalar field up to a term $\propto \partial^2 N$. The gravitational contribution $\mathcal{H}_{\text{Grav}}$ is very similar to the standard ADM terms, up to $a(\Phi)$ in the denominator of the first term and up to the terms containing the trace part $P := P_{ab} q_{ab}$ of the ADM momentum. The trace terms now are defined to contribute to $D$, which obviously is the generator of conformal transformations with correct conformal weights and will again play a central role when gauge fixing $\mathcal{H}[N]$ in the next section. The constraints satisfy the standard hypersurface deformation algebra (3.6), which can be verified by direct calculation (cf appendix B). Interestingly, a short calculation shows that the generator of conformal transformations $D$ again corresponds to the trace of the extrinsic curvature,

\[
D = \Delta^\Phi P + \Delta^\Phi \pi_{\Phi} \Phi
\]

\[
= \Delta^\Phi \left( -\frac{D-1}{\kappa} a(\Phi) \sqrt{q} K + \frac{2D\kappa}{\kappa} \sqrt{q} \Phi (L_\Phi \Phi) \right) + \Delta^\Phi \left( -\frac{1}{\kappa} \sqrt{q} (L_\phi \Phi) \Phi + \frac{4\kappa}{\kappa} \sqrt{q} \Phi^2 K \right)
\]

\[
= -\frac{(D-1)\Delta^\Phi \sqrt{q} K}{\kappa},
\]

where in the second line, we used (4.14, 4.13).

4.2. Gauge fixing and unfixing

The content of this section strongly resembles the exposure in sections 3.2 and 3.3. We will first introduce a suitable gauge fixing condition for the Hamiltonian constraint, discuss its quality and in the end gauge unfix the theory by dropping $\mathcal{H}$.

In analogy to the ADM case, the partial gauge fixing condition we want to introduce is

\[
D_\delta = D - \sqrt{q} \delta
\]

for some constant $\delta \in \mathbb{R}$. It is convenient to split the calculation of $[\mathcal{H}[N], D_\delta[\rho]]$ into several parts. First, we calculate how the individual parts of $\mathcal{H}$ displayed in (4.22) transform under conformal transformations generated by $D$. We find that the matter part of $\mathcal{H}$ transforms with the negative conformal weight of the lapse function as

\[
[\mathcal{H}_\Phi[N], D[\rho]] = \mathcal{H}_\Phi \left[ -\frac{1}{2} \Delta^\Phi \rho N \right],
\]

which, as we already argued, is due to the conformal invariance of $S_\Phi$. For the gravitational part $\mathcal{H}_{\text{Grav}}$, we find

\[
[k \mathcal{H}_{\text{Grav}}[N], D[\rho]] = \int d^D x \rho \left\{ \frac{k^2}{\sqrt{q} a(\Phi)} P_{ab}^{\mu \nu} P_{ab}^{\mu \nu} \left[ -\frac{D}{2} \Delta^\Phi + \frac{1}{a(\Phi) D_\lambda} \frac{\Delta^\Phi}{\Delta^\Phi} \Phi^2 \right] - \sqrt{q} \Delta^\Phi \left[ \frac{D-2}{2} R(D) - (D-1)D_\rho \Phi^2 \right] \right\} N
\]

\[
= \int d^D x \rho \left\{ \frac{k^2}{\sqrt{q} a(\Phi)} P_{ab}^{\mu \nu} P_{ab}^{\mu \nu} \left[ -\frac{D}{2} \Delta^\Phi + \frac{1}{a(\Phi) D_\lambda} \frac{\Delta^\Phi}{\Delta^\Phi} \Phi^2 \right] - \sqrt{q} \Delta^\Phi \left[ \frac{D-1}{2} R(D) - (D-1)D_\rho \Phi^2 \right] \right\} N + k \mathcal{H}_{\text{Grav}} \left[ -\frac{1}{2} \Delta^\Phi \rho N \right]
\]

\[
= \int d^D x (D-1) \sqrt{q} \rho \Delta^\Phi \left[ D_\rho \Phi^2 - \frac{k^2}{2qa(\Phi)^2} P_{ab}^{\mu \nu} P_{ab}^{\mu \nu} - \frac{1}{2} R(D) \right] N
\]

\[
+ k \mathcal{H}_{\text{Grav}} \left[ -\frac{1}{2} \Delta^\Phi \rho N \right],
\]

where we used (4.14, 4.13).
and for the total Hamiltonian constraint

\[ [\mathcal{H}(N), D_\rho] ] = \kappa \mathcal{H} \left[ -\frac{1}{2} \Delta^\delta \rho N \right] + \mathcal{D} \left[ \frac{\kappa^2 N \rho}{2 \Delta^\delta D \sqrt{|q|}} \right] 
+ \int d^3 x (D - 1) \sqrt{|q|} \Delta^\delta \left[ D_\rho D^\rho - \frac{\kappa^2}{2 \eta_0 (\Phi)^2} P_{ab}^a P_{ab}^b - \frac{1}{2} R^{(D)} \right] N. \quad (4.30) \]

This result already strongly resembles (3.12), (3.13) for the case \( \delta = 0 \). Now let us include \( \delta \neq 0 \) also in the matter coupled case. To this, note that both, \( [\mathcal{H}_\text{Grav}(N), \sqrt{|q|}] = [\mathcal{H}_\rho(N), \sqrt{|q|}] = 0 \). Therefore, like in the standard ADM case we find

\[ \left\{ \kappa \mathcal{H}[N], \int_\sigma d^3 x \sqrt{|q|} \delta \right\} = \frac{\delta \kappa^2}{\Delta^\delta (D - 1)} D[N \rho]. \quad (4.31) \]

Combining the above results, we obtain

\[ [\mathcal{H}(N), D_\rho] ] = \kappa \mathcal{H} \left[ -\frac{1}{2} \Delta^\delta N \rho \right] + \mathcal{D} \left[ \frac{\kappa^2 N \rho}{\Delta^\delta} \left( \frac{1}{2 \Delta^\delta \sqrt{|q|}} D_\rho - \frac{\delta}{D(D - 1)} \right) \right] 
+ \int d^3 x (D - 1) \sqrt{|q|} \Delta^\delta \rho \left[ D_\rho D^\rho - \mathcal{P}(x) \right] N, \quad (4.32) \]

with

\[ \mathcal{P}(x) := \frac{\kappa^2}{2 \eta_0 (\Phi)^2} P_{ab}^a P_{ab}^b + \frac{1}{2} R^{(D)} + \delta^2 \frac{\kappa^2 (D + 1)}{2 \Delta^\delta} D(D - 1)^2, \]

which coincides with the vacuum result (3.13) up to the factor of \( a(\Phi)^2 \) appearing in the denominator of the first term in \( \mathcal{P}(x) \).

Again, the constraint \( D_\rho \) locally is a good gauge fixing condition if and only if the above elliptic PDE for \( N \),

\[ [D_\rho D^\rho - \mathcal{P}(x)] N(x) = 0, \quad (4.34) \]

has the unique solution \( N(x) = 0 \), because of the (formal) self-adjointness of \( D^\rho D_\rho \) (cf [18], appendix II, theorem 2.3 p 549). A sufficient condition for this to hold is that \( \mathcal{P}(x) > 0 \), at least in physically interesting regions of the phase space. In the matter free case, it was possible, using \( \mathcal{H} \) and \( D_\rho \), to free \( \mathcal{P}(x) \) completely from the dependence on \( R^{(D)} \). In the matter coupled case, we have to proceed differently, since otherwise we would end up with indefinite scalar field terms appearing in \( \mathcal{P}(x) \). The first and the last summand in \( \mathcal{P}(x) \), being squares of real functions, obviously are non-negative and in the case \( \delta \neq 0 \), their sum is even strictly positive. Therefore, if \( \delta \neq 0 \), we need to show that \( R^{(D)} > 0 \), and \( R^{(D)} > 0 \) if \( \delta = 0 \). A lower bound for the second summand can be obtained using Einstein’s equation,

\[ R^{(D)} + [K^2 - K_{\mu \nu} K^{\mu \nu}] = q^{\mu \nu} q^{\rho \sigma} R^{(D+1)}_{\mu \rho \nu \sigma} = 2 R^{(D+1)} + 2 R^{(D+1)} n^\mu n^\nu = 2 G_{\mu \nu} n^\mu n^\nu = 16 \pi T_{\mu \nu} n^\mu n^\nu. \quad (4.35) \]

Demanding a usual energy condition, namely either the weak energy condition \( (T_{\mu \nu} \xi^\mu \xi^\nu > 0 \) for all future timelike vectors \( \xi \) in the case \( \delta \neq 0 \) or the dominant energy condition \( T_{\mu \nu} \xi^\mu \xi^\nu \) is a future causal vector for all future timelike vectors \( \xi \) in the case \( \delta = 0 \), the right-hand side of the above equation is either non-negative (\( \delta \neq 0 \)) or strictly greater than 0 (\( \delta = 0 \)).

The conformally coupled scalar field is known to possibly violate all common variants of energy conditions, even the weak energy condition (and therefore necessarily the dominant condition). Nevertheless, it is also known that all experimentally observed forms of classical\textsuperscript{23}
matter fields satisfy at least the weak energy condition (see, e.g. [54] and references therein). Therefore, as there seem to be no results indicating that violations of the weak respectively dominant energy condition are generic, at least to the authors’ knowledge, and as the physical status, apart from mathematical existence, of scalar field solutions violating all typical energy conditions is unsettled, we will restrict the solutions to those that satisfy the required assumptions. Additionally, we want to point out that it could be possible to extend our results to more general situations since the energy conditions are only utilized to give sufficient, not necessary, prerequisites to achieve the invertibility of the Dirac matrix. We conclude that

\[
12R^{(D)} \begin{cases} 
\geq \frac{1}{2} [K_{\mu
u}K^{\mu\nu} - K^2] = \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} - \frac{k^2}{2(\Delta^2)D(D-1)q} D^2, & \text{if } \delta \neq 0 \\
\geq \frac{1}{2} [K_{\mu
u}K^{\mu\nu} - K^2] = \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} - \frac{k^2}{2(\Delta^2)D(D-1)q} D^2, & \text{if } \delta = 0,
\end{cases}
\]

which implies

\[
\mathcal{P}(x) = \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} + 12R^{(D)} + \delta^2 \frac{k^2(D + 1)}{2(\Delta^2)D(D-1)q} D^2 + \delta^2 \frac{k^2(D + 1)}{2(\Delta^2)D(D-1)q} D^2
\]

\[
= \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} - \frac{k^2}{2(\Delta^2)D(D-1)q} D^2 \left( D_3 + 2\sqrt{q}\delta \right) + \delta^2 \frac{k^2(D + 1)}{(\Delta^2)D(D-1)q} D^2
\]

\[
\approx \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} + \frac{\delta^2}{(\Delta^2)D(D-1)q} D^2 > 0
\]

in the case \(\delta \neq 0\) and

\[
\mathcal{P}(x) = \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} + \frac{1}{2} R^{(D)}
\]

\[
\geq \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} - \frac{k^2}{2(\Delta^2)D(D-1)q} D^2
\]

\[
\approx \frac{k^2}{2q_a(\Phi)^2} p_{\mu
u}^{ab} p_{\mu
u}^{ab} \geq 0
\]

for \(\delta = 0\). Therefore, under the above mentioned energy conditions, \(D_3\) locally is a good gauge fixing condition, at least in the spatially compact case (for the asymptotically flat case, cf. the discussion in section 3.2.1). As in the vacuum case, global aspects of the chosen gauge are left for further studies.

The algebra of constraints in this case is the same as in (3.24), and gauge unfixing is straightforward and implies dropping of \(\mathcal{H}\). Locally, \(\mathcal{H}\) is again a good gauge fixing condition for \(D_3\), since the differential operator is self-adjoint. Globally, the situation is less clear than in the vacuum case. It is again possible to calculate the finite conformal transformations generated by \(D_3\) on \(\mathcal{H}\). Using the fact that \(\mathcal{H}_\phi\) transforms with weight \(-\frac{1}{2}\Delta^2\), the result can be read off from (3.25). With \(\Omega := e^{\frac{\Delta^2}{2}\Lambda^2}\rho\) and therefore \(e^{-\frac{\Delta^2}{2}\Lambda^2}\rho = \Omega^{-\frac{1}{2}\Lambda^2}\rho\) and \(e^{\Delta^2}\rho = \Omega^{-\frac{1}{2}\Lambda^2}\rho\), we find

\[
\alpha^\rho_{D_3}(\kappa\mathcal{H}) = \Omega^{-\frac{1}{2}\Lambda^2}\rho \frac{k^2}{\sqrt{q_a(\Omega^{-\frac{1}{2}\Lambda^2}\phi)}} p_{\mu
u}^{ab} p_{\mu
u}^{ab} - \Omega^2 \sqrt{q} \left[ R^{(D)} - \frac{4(D-1)}{(D-2)} \Omega^-1 D_3 D^\rho \Omega^{-}\right] + \Omega^- \frac{1}{2} \mathcal{H}_\phi
\]

\[
- \left( \frac{\kappa^2}{(\Delta^2)D(D-1)} \right) \left[ \Omega^{-\frac{1}{2}\Lambda^2}\rho \frac{1}{\sqrt{q}} D_3^2 + 2D_3 \delta + \Omega^{-\frac{1}{2}\Lambda^2}\rho \sqrt{q} \delta^2 \right].
\]

For accessibility, we have to study existence of solutions to this equation on \(S^2(D_3)\), while for uniqueness (up to large gauge transformations), it is sufficient to start directly from a point on
the gauge cut $\mathcal{S}_J(D_3)\gamma_i$ and check if the unique positive solution to this equation is $\Omega = 1$. For simplicity, restrict again to $D = 3$ and multiply the above equation by $(\Omega \sqrt{q})^{-1}$ to obtain

$$0 \approx_{\mathcal{S}_J(D_3)} 8D_\alpha D^\alpha \Omega - R(3)\Omega + \frac{a(\Phi)^2}{a(\Omega^{-2}\Phi)} K_{\alpha i}^a K^{a i}_{\beta j} \Omega^{-7} + \frac{\kappa}{\sqrt{q}} H_\Phi \Omega^{-3} - \frac{\kappa^2 \delta^2}{(\Delta^2)^2} \Omega^5$$

where

$$\mathcal{P}(\Omega) := \Omega^{-7} (1 - \Omega^4) \left[ \Omega^4 a(\Omega^{-2}\Phi) \left( R(3) + \frac{\kappa^2 \delta^2}{(\Delta^2)^2} (1 + \Omega^4) \right) + a(\Phi) K_{\alpha i}^a K^{a i}_{\beta j} \right].$$

Note that, unlike in the usual Lichnerowicz–York equation (3.26), $\mathcal{P}$ in this case is non-polynomial and has a pole for positive $\Omega$ if $a(\Omega^{-2}\Phi) = 0$ (unless the last term in the square brackets vanishes), which corresponds to the conformal transformation which, at that point ($\delta$), leads to a complete vanishing of the curvature terms in the action. Moreover, apart from the trivial root $\Omega = 1$, it possibly has more real positive roots stemming from the term in square brackets. Due to the complicated form of $\mathcal{P}$, the standard methods for elliptic PDEs of second order [55] cannot be applied in a straightforward way. We leave the question on accessibility and existence of Gribov copies for further research.

In the following, we will construct a connection formulation for the gauge unfixed system. As said above, we could equally well use the Dirac bracket associated with $H = D_3 = 0$, since we are going to construct a connection which Poisson commutes with $D_3$.

### 4.3. Non-compact spatial slices

The generalization to non-compact spatial slices works in the same way as in the matter-free case, i.e. as long as the spatial metric and its conjugate momentum satisfy the necessary fall-off behaviour at spatial infinity, which one has to check for the spacetime under consideration. In case of a different fall-off behaviour, e.g. induced by matter coupling [56], it might still be possible to define asymptotic Poincaré or anti-de Sitter charges and derive a, maybe less restrictive, fall-off behaviour for the lapse function which still leads to a vanishing of the respective boundary terms.

### 4.4. Connection formulation and solution to kinematical constraints

The idea of how to obtain a connection formulation with nice transformation properties now is the following: first, we perform a canonical transformation to a new metric which is invariant under conformal transformations$^{24}$. Because of the non-trivial conformal weight of the scalar field, this can be done easily in the case at hand. Then, we can introduce a vielbein $E^a$ related to the new metric and its conjugate variable $K_{\alpha i}^a$ in the standard way, which, by construction, will also be invariant. Now we can straightforwardly either follow the Ashtekar–Barbero construction [48, 23] or the one introduced in [49, 20] for $D \geq 2$ to obtain a connection formulation with nice transformation properties, namely, the connection and its conjugate momentum will be invariant under conformal transformations.

#### 4.4.1. Conformally covariant variables

The first step consists in performing a canonical transformation to variables on which $D_3$ acts as the generator of conformal transformations.

$^{24}$ In slight abuse of terminology, we will call a transformation generated by $D_3$ also conformal. ‘Conformally covariant’ or ‘conformally invariant’ here is also meant w.r.t. $D_3$. 
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This already holds true for all phase space variables except \(P_{ab}\). It is easy to verify that
\[
\{q_{ab}, P^{cd}\} \rightarrow \left\{ q_{ab}^\delta := q_{ab}, P_{cd}^\delta := P_{cd} + \frac{\delta}{\Delta^D} \sqrt{q_{cd}} \right\}
\] (4.42)
is a canonical transformation and \(P_{cd}^\delta\) transforms as desired under the action of \(D_{\delta}\), which, in terms of the new variables, reads
\[
D_{\delta} := \Delta^\delta P_{b} + \Delta^\delta \pi_{\phi} \Phi.
\] (4.43)
Slightly abusing the notation, we will drop the index \(\delta\) on \(P_{ab}^\delta\), \(q_{ab}^\delta\) and \(D_{\delta}\) in what follows.

4.4.2. Dilaton-type field. The obvious procedure to render the metric and its conjugate momentum conformally invariant is to multiply the metric by \(\frac{1}{\Phi^4}\) and divide the momentum conjugate to \(q_{ab}\) by the same power of \(\Phi\). This, of course, is not well-defined unless \(\Phi\) is strictly positive (negative). Therefore, we will restrict to \(\Phi > 0\) in all what follows. On the resulting open region in the phase space, we can perform the following canonical transformation
\[
\{\Phi, \pi_{\phi}\} \rightarrow \{\phi := \ln \Phi, \pi_{\phi} := \Phi \pi_{\phi}\},
\] (4.44)
to the convenient scalar field variable \(\phi \in \mathbb{R}\) which now is unrestricted. To interpret this restriction on the original field \(\Phi\), note that if we had started by coupling general relativity conformally to a dilaton field, i.e. replacing \(\Phi\) in the action \((4.4)\) by \(e^\phi\) (and thereby restricting to \(\Phi > 0\) from the beginning), the canonical analysis of the system would have yielded exactly the same result that we obtained by performing the above canonical transformation \((4.44)\). Therefore, the interpretation of \(\phi\) will be that of a dilaton field in what follows. In terms of the new scalar field variable \(\phi\), the constraints read
\[
\mathcal{H}_a[N^a] = \int d^Dx \ N (P^{ab}(L_N q)_{ab} + \pi_{\phi}(L_N \phi)),
\] (4.45)
\[
D[\rho] = \int d^Dx \ \rho \left( \Delta^\delta P + \Delta^\delta \pi_{\phi} \right).
\] (4.46)
Of course, another interesting, possible interpretation of the scalar field \(\Phi\) would be that of the Higgs field. However, \(\Phi\) should not transform under some internal group to allow for the construction of invariant metric variables \(\tilde{q}_{ab}\), \(\tilde{P}^{ab}\). Therefore, a component of the su(2) Higgs fields cannot be used for that purpose, but an interpretation of \(\Phi\) as the weak isospin singlet constructed from the Higgs field is possible. However, before jumping to conclusions, the experimental consequences of an identification of \(\Phi\) with the Higgs field have to be investigated, e.g. is the proposed quantization compatible with standard model calculations in which the Higgs appears in loop corrections to scattering amplitudes? A possible caveat is that the Higgs field would not be quantized as a usual scalar field, but as a part of the 3-metric \(q_{ab}\), which makes it very non-trivial to check for consistency with the standard model, see also the discussion in [13].

4.4.3. Conformally invariant metric and connection variables. The above described transformation of rescaling the metric and its momentum by some power of the scalar field \(\Phi\) is, of course, not canonical since the new metric and momentum will not Poisson commute with \(\pi_{\phi}\). But if we additionally change \(\pi_{\phi}\), we can render the transformation canonical. In terms of the dilaton variables,
\[
\{q_{ab}, P^{ab}, \phi, \pi_{\phi}\} \rightarrow \left\{ \tilde{q}_{ab} := e^{\frac{\phi}{\Delta^\phi}} q_{ab}, \tilde{P}^{ab} := e^{-\frac{\phi}{\Delta^\phi}} P^{ab}, \tilde{\phi} := \phi, \tilde{\pi}_{\phi} := \frac{1}{\Delta^\phi} \mathcal{D} \right\}
\] (4.47)
can be easily verified to be a canonical transformation. Moreover, $D$ now appears as one of the canonical variables, i.e. it generates translations on its conjugate field $\phi$ while all other fields are invariant, and can be easily solved classically by dropping the scalar field variables $25$.

The freely specifiable and independent initial data now is a Riemannian metric $\tilde{q}_{ab}$, a transversal, symmetric, not necessarily trace free tensor field $\tilde{P}^{ab}$ and an unphysical scalar field $\phi$. This should be compared to the case of (vacuum) general relativity, where we had a conformal equivalence class of Riemannian metrics and a transversal trace free symmetric second rank tensor field as freely specifiable initial data. Due to the canonical transformations applied, the conformal mode of the metric is combined with the scalar field in such a way that any metric becomes good initial data.

To obtain a connection formulation, one now can either follow the original route of Ashtekar and Barbero $[48, 23]$ or $D = 3$ or the higher dimensional $(D \geq 2)$ variant introduced in $[49, 20]$. All of them can be straightforwardly applied to the theory at hand and result in a connection invariant under conformal transformations. Since, in view of the results of section 5, the focus of this paper is on $3$ dimensions, like in the vacuum case we will stick to the original Ashtekar–Barbero approach. The resulting phase space is coordinatized by a real $\mathrm{SU}(2)$ connection $(\gamma)A^a_i$ and a densitized triad $E^a_i$ conjugated to the connection,

$$\{ (\gamma)A^a_i(x), E^b_j(y) \} = \gamma \delta^a_j \delta^b_i (x, y), \tag{4.48}$$

where $\gamma$ again denotes the Barbero–Immirzi parameter, subject to a $\mathrm{su}(2)$ Gauß law constraint

$$G^i := D_a ((\gamma)A^a_i) E^i_l := \partial_a E^i_l + \epsilon^{ijk} (\gamma) A_{aj} E^a_k \tag{4.49}$$

in order that its symplectic reduction leads back to the ADM type phase space we considered above. In terms of the connection variables, the remaining spatial diffeomorphism constraint reads

$$\mathcal{H}_a [N^a] = \int d^3 x E^a_l (L^{(\gamma)}_{\mathcal{N}} A^a_i). \tag{4.50}$$

One more remark is in order: note that the variables $[\tilde{q}_{ab}, \tilde{P}^{ab}, \tilde{\phi}, \tilde{\pi}_a]$ would also be good coordinates in the original theory, i.e. before gauge unfixing, since up to this point we only performed canonical transformations. Using the observable projector, we could have constructed the $\mathcal{H}$ observables $\mathbb{P}^D_{\gamma^D} (\tilde{q}_{ab}), \mathbb{P}^D_{\gamma^D} (\tilde{P}^{ad})$ with Poisson brackets

$$\{ \mathbb{P}^D_{\gamma^D} (\tilde{q}_{ab}), \mathbb{P}^D_{\gamma^D} (\tilde{P}^{ad}) \} \approx \mathbb{P}^D_{\gamma^D} ([\tilde{q}_{ab}, \tilde{P}^{ad}]_{DB(D_{\gamma^D}, \gamma^D)}) = \mathbb{P}^D_{\gamma^D} (\{ \tilde{q}_{ab}, \tilde{P}^{ad} \}) = \mathbb{P}^D_{\gamma^D} (\delta^a_q \delta^b_d) = \delta^a_q \delta^b_d, \tag{4.51}$$

where in the first step, we used that $\mathbb{P}^D_{\gamma^D}$ defines a weak Poisson homomorphism (w.r.t. the Dirac bracket), and in the second that the Dirac bracket and the Poisson bracket weakly coincide for observables w.r.t. $D_{\gamma^D}$, which holds even strongly in our case. Similarly, we find $\{ \mathbb{P}^D_{\gamma^D} (\tilde{q}_{ab}), \mathbb{P}^D_{\gamma^D} (\tilde{q}_{cd}) \} \approx 0 \approx \{ \mathbb{P}^D_{\gamma^D} (\tilde{P}^{ab}), \mathbb{P}^D_{\gamma^D} (\tilde{P}^{cd}) \}$, i.e. simple brackets. The projections of $\tilde{\phi}$, $\tilde{\pi}_a$ can be ignored since $\tilde{q}_{ab}, \tilde{P}^{ab}$ already constitute a set of phase space functions that is projected onto $\mathcal{O}^w_{\gamma, (D)}$ (cf proposition 2.3).

This treatment would be more alike the one in deparametrized models, but the algebra obtained coincides with the one we found via gauge unfixing. This opens the possibility

$25$ Note that we could as well quantize the system including the scalar field along the lines of $[57, 58]$ and solve the constraint $D$ after quantization. In this simple case, it is easy to show that, like for the Gauß constraint in usual LQG, quantization and solving the constraint actually do commute.
of interpreting the quantum theory which we describe in the following section also from this point of view. However, in contrast to the deparametrized models, the expressions for $\mathbb{P}^{D_\delta}(\tilde{q}_{ab})$, $\mathbb{P}^{D_\delta}(\tilde{P}_{cd})$ are problematic, since $\mathcal{H}$ is not first class with itself. Therefore, the observable projectors $\mathbb{P}^{D_\delta}$ can only be constructed explicitly using the methods described in section 2, if we additionally fix the diffeomorphism constraints (complete gauge fixing as e.g. in [2]). Still, if we are interested in a reduced phase space quantization, we will not need explicit knowledge of the observable projector, but only of the algebra of Dirac observables given by (4.51).

4.5. Remarks on quantization and observables

The above system can straightforwardly be quantized using loop quantum gravity methods (cf e.g. [50, 16]). In particular, one can represent and solve the Gauß and spatial diffeomorphism constraints. This means that, like in the deparametrized models, we have direct access to the physical Hilbert space of the model. However, we have to be careful in how we interpret the elements of this Hilbert space as well as operators acting on it. Classically, the gauge fixing $D_\delta = 0$ corresponds to fixing a certain CMC spatial slice, or, in other words, looking at the universe at the ‘time’ $\delta \propto K$. The missing of the Hamiltonian constraint can thus be attributed to the fact that we are not considering time evolution in our framework. Still, simply neglecting the Hamiltonian constraint is not a valid option: due to the gauge fixing $D_\delta = 0$, we have to employ a Dirac bracket which only equals the Poisson bracket for phase space functions which Poisson commute with $D_\delta$ (or with $\mathcal{H}$, however, these functions are not known explicitly). Since the derivation of the Ashtekar–Barbero-type variables heavily relies on the exact form of the ADM Poisson bracket, we have to restrict to phase space functions which have a similar Dirac bracket. Counting degrees of freedom, one directly sees that considering the functions Poisson commuting with either $D_\delta$ or $\mathcal{H}$ is already enough to coordinatize the reduced phase space. On the other hand, gauge unfixing the second class system $D_\delta = \mathcal{H} = 0$ and considering Dirac observables in those systems yields the same result.

The result of the above discussion may appear a bit puzzling at this point, since the quantization problem seems to have been trivialized by choosing a certain gauge at the classical level. From the discussion in section 2, we know that the observable algebras $\mathcal{O}_H^{\mathcal{H}}$ and $\mathcal{O}_{D_\delta}^{D_\delta}$ are indeed isomorphic, meaning that they both coordinatize the reduced (w.r.t. $D_\delta$, $\mathcal{H}$) phase space. On the other hand, finding a representation of the reduced phase space functions according to their Poisson structure (i.e. the Dirac bracket for the second class system $D_\delta = \mathcal{H} = 0$) is the very definition of a (reduced phase space) quantization. However, as also remarked in section 2, the classical Poisson isomorphism between $\mathcal{O}_H^{\mathcal{H}}$ and $\mathcal{O}_{D_\delta}^{D_\delta}$ ceases to have a quantum analogue for general situations. Thus, both, the presented quantization and a hypothetical reduced phase space quantization using phase space functions Poisson commuting with $\mathcal{H}$, are genuine reduced phase space quantizations, however, the Poisson isomorphism between $\mathcal{O}_H^{\mathcal{H}}$ and $\mathcal{O}_{D_\delta}^{D_\delta}$ does not have to be implementable as a unitary transformation, or even an algebra automorphism, at the quantum level. Therefore, the results of the two quantum theories can be different and, as always, an experiment has to decide which quantization is the correct one. In this sense, we cannot claim to have solved the problem of quantum dynamics, especially since it is even more unclear if we can relate the proposed quantization to a Dirac type quantization which implements the Hamiltonian constraint on the quantum level.

In order to implement a time evolution in our framework and thus making contact with other reduced phase space quantizations, one would have to use an undensitized version

---

26 E.g. in the view of Haag’s theorem ([26, 27]).
of $\mathcal{D}$ as a time variable\textsuperscript{27} and calculate the physical Hamiltonian which evolves the spatial slice $\mathcal{D}_{\delta t_{0}} = 0$ to some later time $\mathcal{D}_{\delta t_{1}} = 0$. However, the explicit construction of this Hamiltonian is very difficult already at the classical level, since one has to invert the partial differential operator in (3.12). Also, an exact quantization of this Hamiltonian seems hopeless. We are thus led to prefer the other reduced phase space quantizations [2–4] in order to implement a time evolution and continue to investigate the properties of our formulation as a quantization of general relativity conformally coupled to a scalar field on a fixed spatial slice. Since, up to the spatial diffeomorphism constraint\textsuperscript{28}, there are no constraints left when restricting to $\mathcal{D}_{\delta} = \mathcal{H} = 0$ and passing to the Dirac bracket, the interpretation of the $\mathcal{D}_{\delta}$-invariant observables $O_{\mathcal{D}_{\delta}}$ is that of allowed data on the spatial slice, or in a spacetime context, the allowed initial data which can be specified on the spatial slice and then be evolved to a complete spacetime using the Hamiltonian constraint. After quantization, the spectral theory of the operator representation derived from $O_{\mathcal{D}_{\delta}}$ tells us what the possible measurement outcomes for the phase space functions $O_{\mathcal{D}_{\delta}}$ are. Therefore, one can directly extract a prediction from this theory: measuring $f \in O_{\mathcal{D}_{\delta}}$ by an observer living on the spatial slice $\mathcal{D}_{\delta} = 0$ (or $\mathcal{D}_{\delta t - }$), the possible measurement values are determined by the spectrum of the operator $\hat{f}$ corresponding to $f$.

One of the main differences to other (deparametrized) reduced phase space quantizations of general relativity coupled to suitable matter is the form of our clock $\mathcal{D}$. While in other approaches, one uses configuration space variables as clocks and rods, we use a combination of momenta as a clock. Especially for static spacetimes, which are of great interest in black hole physics, accessibility of the gauge $\mathcal{D} = 0$ immediately follows when using a $t = \text{const.}$ foliation. The CMC gauge and its global properties have been subject of intensive studies (cf e.g. [59] and references therein). An application of the present framework to black hole entropy calculations, which exemplifies the accessibility properties of the gauge $\mathcal{D} = 0$ for static situations, has been sketched in our companion paper [1]. Also, when interpreting Dirac observables $O_{\mathcal{D}_{\delta}}$, e.g. the invariant metric and its conjugate momentum, we have to keep in mind that the invariant metric is a product of the spatial metric and a suitable power of the scalar field. Thus, the invariant geometric operators constructed in [1] do not predict a discrete spectrum for the area and volume, but a discrete spectrum for the products of area and volume with a suitable power of the scalar field.

A last remark concerns gauge unfixing and how to recover the original ADM formulation from the theory which has first been gauge fixed to the second class system $\mathcal{D}_{\delta} = \mathcal{H} = 0$ and then gauge unfixed to the first class system $\mathcal{D}_{\delta} = 0$. At first sight, it seems false to simply drop the Hamilton constraint in the second class system ($\mathcal{H}, \mathcal{D}_{\delta}$) and work with $\mathcal{D}_{\delta}$. Of course, from the point of view of the first class $\mathcal{D}_{\delta}$ system, all gauge choices are (up to technical details) equivalent, and therefore we can forget about the special choice $\mathcal{H} = 0$. However, we did not start from the first class $\mathcal{D}_{\delta}$ system, but from the ADM formulation and therefore there definitely is a special role of the constraint $\mathcal{H}$, dropping it feels like forgetting about information that is forced upon us by the theory we are considering. The point is that the first class theory obviously reduces to the second class system in the gauge $\mathcal{H} = 0$, and that any other gauge fixing condition for $\mathcal{D}_{\delta}$ is related to this gauge choice by a gauge transformation.

\textsuperscript{27} Here, we would have to assume the existence of a CMC-time function generalized to the conformally coupled scalar field, meaning that, at least the region of spacetime which we are interested in should foliate into $\mathcal{D}_{\delta t_{0}} = 0$ hypersurfaces, where $t$ is a monotonically increasing function along all future directed causal curves.

\textsuperscript{28} The spatial diffeomorphism constraint has to be solved on the quantum level, see [16] for an exposition of the current state of the art. While the construction of a Hilbert space of diffeomorphism invariant states (more precisely, spatially diffeomorphism invariant distributions in the dual of the kinematical Hilbert space) is well understood, the construction of spatially diffeomorphism invariant operators is more subtle. In principle, one could solve the constraint by using matter fields as physical coordinate system as in [2].
and the observable algebras for different gauge fixings, constructed via the corresponding observable projectors, are isomorphic, as was discussed in section 2.

Moreover, in the case at hand, there actually is a guiding principle which leads us back to ADM, and in this sense a preferred gauge choice for the constraint $D_{\delta}$: remember that the Hamiltonian constraint has a clear geometric interpretation in the spacetime picture: it generates time translations. Furthermore, since we still have the spatial diffeomorphism constraint, we can ask what properties we can demand from a gauge fixing condition for $D_{\delta}$ in order to interpret it as generating time translations. The answer to this question, which is that the constraint algebra should be identical to the hypersurface deformation algebra, has been investigated by Hojman et al [60], with the result, that, for the ADM phase space variables $q_{ab}$ and $P^{ab}$, the only constraints satisfying the hypersurface deformation algebra are the ADM constraints $H_a$ and $H_{a}$. While this settles the question for gravity (and also standard matter [60]), analogous results are, to the best of the authors knowledge, not available for derivative coupling of matter to general relativity like in the case considered here. Still, it transpires that the demand for a spacetime interpretation should restrict the allowed gauge choices also for that case.

5. Extension to standard model matter fields

Finally, we will show that we can include ($D = 3$) the complete matter content of the Standard Model into the framework presented in this work. The key observation is that the actions for Dirac fermions (in arbitrary dimension) and Yang–Mills fields (only for $D = 3$) are conformally invariant for certain choices of conformal weights for the fields, and therefore can be treated on equal footing. The considerations in this section will be purely classical. A quantization thereof can be done when using the methods developed in [57, 58]. We will also comment on inclusion of a cosmological constant.

5.1. Conformally invariant matter field actions

Consider an action $S[g, \partial g, \phi_I, \partial \phi_I]$ with $I$ running in some index range, which is conformally invariant if we specify the conformal weight of the fields $\phi_I$ relative to the conformal weight of the metric $g$, $\Delta^\phi = \beta^I \Delta^\phi$. After the $D + 1$ split, the action takes the form

$$S = \int d\tau \int_\sigma d^Dx \left( P^{ab} \dot{q}_{ab} + \pi^I \dot{\phi}_I - N H_{\phi} - N^a H_a - \lambda_i C^i \right), \tag{5.1}$$

where $C^i$ are gauge constraints for the fields $\phi_I$ and $\lambda_i$ corresponding Lagrange multipliers. The conformal weights of the fields on the spatial slice $\sigma$ are inherited from the corresponding spacetime fields. $q_{ab}$ for example transforms with the same weight as $g_{\mu\nu}$ and it follows that $N$ has weight $\frac{1}{2} \Delta^\phi$. Note that under a conformal transformation, the kinetic terms and the three different constraint terms cannot mix, therefore each of them has to be invariant by itself. An immediate consequence is that the Hamiltonian constraint $H_a$ has to transform with weight $-\frac{1}{2} \Delta^\phi$, which already has been confirmed for the conformally coupled scalar field (4.28) and will be furthermore explicitly shown for Dirac fermions in appendix C. Therefore, coupling the fields $\phi_I$ to (4.4) has the following effects.

(1) The generator of conformal transformations becomes

$$D_{\text{new}} = D_{\text{old}} + \beta^I \Delta^\phi \pi^I \phi_I \tag{5.2}$$

(2) The form of the commutator of the gauge fixing condition $D_{\delta_{\text{new}}}$ with the new Hamiltonian constraint is unchanged

$$\{H_{\phi}^{\text{new}} [N], D_{\delta_{\text{new}}}^{\text{new}} [\rho] \} = H_{\phi}^{\text{new}} \left[ -\frac{1}{2} \Delta^\phi \rho N \right] + D_{\delta_{\text{new}}}^{\text{new}} [\cdots] + \int_\sigma d^Dx \sqrt{q} \frac{(D - 1)\rho}{k} \Delta^\phi [D^\rho D_a - T^{\text{new}}] N \tag{5.3}$$
The form of the $P_{\text{new}}(x)$ is similar

$$P_{\text{new}}(x) = \frac{\kappa^2}{2q} f(\Phi)^2 \rho_{ab} P_{ab} + \frac{1}{2} R^{(D)} + \delta^2 \frac{\kappa^2(D + 1)}{2(D - 1)^2}$$  \tag{5.4}

The positivity of $P_{\text{new}}(x)$ can be shown in exactly the same way.

It is a standard result that the free Dirac action (weight $\Delta_{\Psi}/\Psi_1 = -D_{\Psi}/\Psi_1$)

$$S_{\Psi}[e, \Psi, \Psi^*] := \frac{1}{2} \int_M d^{D+1}X \sqrt{g} \left( \bar{\Psi} \gamma^\mu \gamma^\nu \partial_\mu \Psi - \gamma_\mu \gamma^\nu \bar{\Psi} \gamma_\mu \Psi \right),$$  \tag{5.5}

(see appendix C for notation) as well as the free Yang–Mills action in $D = 3$ (weight $\Delta_{A} = 0$)

$$S_{A}[g, A] := -\frac{1}{4g_{\text{YM}}} \int_M d^{D+1}X \sqrt{g} g^{\mu\rho} g^{\nu\sigma} \text{Tr}(F_{\mu\nu} F_{\rho\sigma}),$$  \tag{5.6}

where $g_{\text{YM}}$ denotes the Yang–Mills coupling and $F_{\mu\nu}$ is the field strength of $A_\mu$, are conformally invariant (cf, e.g., [5]). Moreover, for loop quantization it is necessary to work with fermionic spatial half densities at the Hamiltonian level [57], which then transform with weight zero. Therefore, $D$ is unchanged for these fields. As an example, the Dirac field is discussed in appendix C. We leave the easier case of the Yang-Mills field to the interested reader.

Finally, we also want to discuss minimal coupling of matter fields to the Yang–Mills gauge field. The corresponding coupling terms for Dirac fields ($\frac{1}{2} \sqrt{g} \bar{\Psi} \gamma^\mu A_\mu \Psi + \text{c.c.$$}_)$ can easily be shown to be conformally invariant. For additional, conformally coupled scalar fields transforming in the adjoint of the Yang–Mills gauge group\(^{29}\), the conformal invariance of the coupling term $\sqrt{g_{\text{YM}}} (\text{Tr}(\partial_\mu \Phi) g_{\text{YM}}[A_\nu, \Phi] + g_{\text{YM}}[A_\mu, \Phi][A_\nu, \Phi])$ follows from trace properties.

### 5.2. Scalar field potentials

As just mentioned, we can, in addition to the already present dilaton field, also couple more scalar fields. In order to preserve the form of $P(\Phi)$ they have to be coupled conformally. For the standard model, we furthermore need to include potential terms for these scalar fields into the action. In this section, we will discuss restrictions on this potential needed in order that the estimation $P(\Phi) > 0$ still holds (weakly). In particular, we will see that Higgs potentials are allowed in dimensions $D \geq 3$.

Adding to the action (4.4) the term

$$+ \frac{1}{2\lambda} \int_M d^{D+1}X \sqrt{g} V(\Phi),$$  \tag{5.7}

for some potential $V(\Phi)$, the Hamiltonian constraint is modified to

$$\kappa \mathcal{H} \rightarrow \kappa \mathcal{H} - \frac{\kappa}{2\lambda} \sqrt{g} V(\Phi).$$  \tag{5.8}

Calculating the Poisson brackets with the conformal transformation generator $D$, we conclude that $P(\Phi)$ obtains an extra contribution

$$P \rightarrow P + \frac{\kappa}{4\lambda} \left[ \frac{D + 1}{D - 1} V(\Phi) - \frac{1}{2} \Phi V'(\Phi) \right].$$  \tag{5.9}

If the term in square brackets is negative, we still have $P(\Phi) > 0$ (remember that $\frac{\kappa}{\lambda} < 0$ in our conventions). In particular, for the Higgs potential

$$V(\Phi) = \tilde{\lambda} [(\Phi^2 - v^2)^2 - v^4] = \tilde{\lambda} (\Phi^4 - 2v^2 \Phi^2)$$  \tag{5.10}

\(^{29}\) These scalar fields could e.g. correspond to the Higgs sector of the standard model.
with $\tilde{\lambda} \geq 0$ and $v$ the classical expectation value of the field, this bracket is given by
\[ \left[ \frac{D+1}{D-1} V(\Phi) - \frac{1}{2} \Phi V'(\Phi) \right] = \frac{\tilde{\lambda}}{D-1} \Phi^2 [(3-D)\Phi^4 - 2v^2] \leq 0 \text{ for } D \geq 3. \] (5.11)

### 5.3. Cosmological constant

The cosmological constant term $S_\Lambda := -\frac{2}{\kappa} \int_M d^{D+1}X \sqrt{g} \Lambda$ (5.12)
leads to an additional term $\mathcal{H}_\Lambda := \frac{2}{\kappa} \sqrt{g} \Lambda$ (5.13)
in the Hamilton constraint and changes $\mathcal{P}(x)$ to
\[ \mathcal{P} \to \mathcal{P} - \frac{D+1}{D-1} \Lambda \]
Demanding the weak energy condition, we find
\[ R^{(D)} - \frac{k^2}{q a(\Phi)^2} p^{ab} p_{ab}^D + \frac{k^2}{(D-1)^2} - 2 \Lambda \geq 0, \] (5.15)
and therefore
\[ \mathcal{P} \geq \frac{k^2}{q a(\Phi)^2} p^{ab} p_{ab}^D + \delta^2 \frac{k^2}{(D-1)^2} - \frac{2}{D-1} \Lambda \]
\[ \approx \frac{k^2}{q a(\Phi)^2} p^{ab} p_{ab}^D + \delta^2 \frac{k^2}{(D-1)^2} - \frac{2}{D-1} \Lambda \]
\[ \geq \delta^2 \frac{2(\Delta \phi)^2 (D-1)}{k^2} - \frac{2}{D-1} \Lambda. \] (5.16)
A sufficient condition that (3.16) still holds is therefore
\[ \delta^2 \geq \frac{2(\Delta \phi)^2 (D-1)}{k^2} \Lambda, \] (5.17)
which is always satisfied for $\Lambda < 0$, and imposes a restriction on the allowed values of $\delta$ if $\Lambda > 0$.

### 6. Concluding remarks

Let us finish this paper with some remarks. In the following, we will neglect the spatial diffeomorphism constraint, since it is treated at the quantum level and for the sake of readability, we will use the words observable and physical state with respect to the Hamiltonian constraint only.

The presented formalism exemplifies the canonical structure of general relativity and to what extent it can be modified. In the canonical treatment, it is important to distinguish between
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30 Note that the constant term $\tilde{\lambda} v^2$ sometimes included into the Higgs potential is subtracted here since it can be absorbed into the cosmological constant, which will be discussed in the next section.

31 The constants in front of $S_\Lambda$ are chosen such that the equations of motion will read $G_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi T_{\mu\nu}$. 
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equations which determine good initial data and time evolution: $\mathcal{H} = 0$ selects good initial data which can then be evolved, using the Hamiltonian flow of $\mathcal{H}$, to a complete spacetime. On the reduced phase space however, we do not see time evolution, since we have restricted ourselves to a CMC spatial slice, given by $D = 0$. On the other hand, the complete time evolution is already determined by a set of good initial data, and it is therefore classically equivalent just to work, i.e. to specify initial data, on a single slice. Regarding quantization, we have to find an operator representation of the phase space functions, where the Dirac bracket is reproduced by commutators. The spectral analysis of these operators will then yield the allowed values, which these phase space functions can take in the quantum theory. Thus, the operator representation derived in this paper corresponds to good initial data and the theory predicts a certain spectrum for the initial values, exemplified by the invariant geometric operators [1]. In order to define a time evolution in our picture, one could try to define a physical Hamiltonian, whose associated time function corresponds to CMC time. However, already at the classical level, this operator is very difficult to define, because it involves inverting the differential operator $D_aD^a - P(x)$. Nevertheless, by restricting to a spatial slice where $D = 0$ is a good gauge fixing, we can access the physical Hilbert space by trading the equation $\mathcal{H} = 0$ for $D$-invariance, which is easily solvable, and attack problems for which this ‘Hilbert space of initial values’ suffices. Of course, a similar treatment of general relativity coupled to other types of matter, e.g. a minimally coupled scalar field as a clock as in [3], is also possible, but the upsides of our treatment are that the gauge fixing $D = 0$ is locally generically valid, at least if we assume suitable energy conditions for the matter fields, and accessible for the proposed application to black holes [1]. The (global) properties of the CMC-gauge have been extensively studied in general relativity, see e.g. [59] and references therein, and strong results are available.

A count of the degrees of freedom exemplifies that no obvious error lies in this train of thought: for pure gravity, the conformally invariant degrees of freedom are reduced by 1, as they would have been when restricting to $H = 0$. In the case of interest for this paper, general relativity conformally coupled to a scalar field, the count of degrees of freedom also provides a good check for the consistency of the framework. In the end, we have the phase space on which loop quantum gravity is based, however without the Hamiltonian constraint. On the other hand, the scalar field degree of freedom seems to have vanished, i.e. it has been explicitly rendered unphysical by a suitable canonical transformation after which the scalar field does not appear anywhere and has trivial Dirac brackets (or is killed at the quantum level when performing a Dirac type quantization of the gauge unfixed theory). Still, the corresponding degree of freedom is not lost, but has been absorbed into the invariant metric $\tilde{q}_{ab}$ (cf sections 4.4.2, 4.5). Morally speaking, by specifying initial data via specifying the invariant metric $\tilde{q}_{ab}$ and its conjugate momentum $\tilde{P}_{ab}$, we do not make any assertions about the unphysical scalar field, which then takes the role of an auxiliary field which can thought of to be tunable to a specific value which enforces $\mathcal{H} = 0$. Technically however, this idea is implemented via the Dirac bracket, and a quantization thereof (or considering $D$-invariant functions in the gauge unfixed theory), which means that a quantum equation like $\hat{\mathcal{H}} |\Psi\rangle = 0$ is never even defined.

For future research, it will be very interesting to think about physical consequences of the presented quantization of general relativity conformally coupled to a scalar field. For this, it is important to remember that the invariant geometric operators constructed in [1] exemplify that the choice of a time function has great impact on what the observables of a theory are. While the area operator in, e.g. [2], is physical only for surfaces which are embedded into a single constant time hypersurface labelled by a certain value of a dust field, the invariant area operators based on the present formalism are only valid for areas living on a CMC hypersurface labelled by $D_\delta = 0$. While the matter content of the two theories is different form the beginning and it is thus hard to compare them, there is no indication that the above hypersurfaces should
agree if we would formulate a theory with both matter fields. Regarding an experiment, one
would therefore first have to ensure that the process measured is associated to a hypersurface
which is compatible with the chosen time function. While an intuitive understanding of such a
choice might be straightforward for measuring the area of a given surface, it is, at least to the
authors, unclear for the situation of scattering in quantum field theory. Since, however, it has
to be the goal of loop quantum gravity to reproduce quantum field theory in a certain regime,
more research in this direction is necessary. Focusing on the invariant geometric operators,
one can ask about the physical nature of the conformally coupled scalar field. In analogy to the
Higgs field, one might consider it as a (heavy) field with a certain non-zero vacuum expectation
value (cf section 4.4.2). A naive insertion of the vacuum expectation value into the invariant
geometric operators would increase the fundamental geometric scale of the theory, basically
the lowest non-zero eigenvalues of the geometric operators, at least for vacuum expectations
values below the Planck scale. While it might be tempting to conclude that this presents a
mechanism to significantly raise the fundamental geometric scale of loop quantum gravity,
much more research in this direction is needed before jumping to conclusions. Especially
the question of the dynamics in the present formalism has to be taken into account when
speculating about possible signatures of a raised fundamental scale which might be seen in,
e.g. collider experiments. Also, applicability of the chosen time function has to be ensured
for the experiment under consideration. This also means that when increasing the energy
scale of the experiment far enough, one would expect that any time function would lose its
applicability (as soon as quantum effects become important for the time function) and one
would necessarily have to resort to a Dirac-type quantization, as argued in [13].

To conclude, we have presented a new reduced phase space quantization of general
relativity conformally coupled to a scalar field, which is in several aspects different from the
other available reduced phase space quantizations. While all of the so far proposed models
seem to have their merits, their range of applicability is different and has to be checked for the
specific problem at hand.
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Appendix A. Conformally invariant Klein–Gordon equation

In this appendix, we summarize some formulae helpful to fill in the gaps in various calculations
related with conformal transformations presented in the main text. These formulae can also
be found in [5], with slightly different notation and $\Delta x = 2$. Throughout this paper, if $\Omega$ is a
strictly positive, smooth function, then we will call a transformation conformal if the metric
is changed by

$$\tilde{g}_{\mu\nu} = \Omega^{\Delta x} g_{\mu\nu}. \tag{A.1}$$
where $\Delta^\mathbf{\epsilon}$ is called \textit{conformal weight} of $g_{\mu\nu}$. The metric-compatible torsion-free covariant derivative is changed by

$$\tilde{\Gamma}^\rho_{\mu\nu} = \Gamma^\rho_{\mu\nu} - C^\rho_{\mu\nu},$$  \hspace{1cm} (A.2)

and

$$C^\rho_{\mu\nu} = \frac{\Delta^\mathbf{\epsilon}}{2} \Omega^{-1} (2\delta^\rho_{[\mu} \nabla_{\nu]} \Omega - g_{\mu\nu} \nabla^\mathbf{\epsilon} \Omega).$$  \hspace{1cm} (A.3)

For the transformed Riemann tensor, Ricci tensor and Ricci scalar we find

$$\tilde{R}^{(D+1)\sigma}_{\mu\nu\rho\sigma} = R^{(D+1)\sigma}_{\mu\nu\rho\sigma} + \Omega^{-2} \Delta^\mathbf{\epsilon} \left( \frac{\Delta^\mathbf{\epsilon}}{2} + 1 \right) (\nabla_{[\mu} \Omega) \left[ g^\sigma_{\nu]} (\nabla_{\rho}} \Omega - g_{\nu]\rho] \nabla^\mathbf{\epsilon} \Omega \right]$$

$$-\Omega^{-2} \left( \Delta^\mathbf{\epsilon} \right)^2 \frac{4}{\Omega} g_{\rho[\mu} g^\sigma_{\nu]} (\nabla_{\alpha} \Omega) (\nabla^\alpha \Omega) - \Delta^\mathbf{\epsilon} \Omega^{-1} \left[ \delta^\sigma_{\nu]} \nabla_{\rho} \Omega - g_{\rho[\nu} \nabla_{\mu]} \nabla^\mathbf{\epsilon} \Omega \right],$$  \hspace{1cm} (A.4)

$$\tilde{R}^{(D+1)}_{\mu\nu} = R^{(D+1)}_{\mu\nu} + \Omega^{-2} \Delta^\mathbf{\epsilon} \left( \frac{\Delta^\mathbf{\epsilon}}{2} + 1 \right) \left[ (D-1) (\nabla_\mu \Omega) (\nabla_\nu \Omega) + g_{\mu\nu} (\nabla^\mathbf{\epsilon} \Omega) \right]$$

$$-\Omega^{-2} \left( \Delta^\mathbf{\epsilon} \right)^2 D g_{\mu\nu} (\nabla^\mathbf{\epsilon} \Omega) - \Omega^{-1} \Delta^\mathbf{\epsilon} \Omega^{-1} \left[ (D-1) \nabla_\mu \nabla_\nu \Omega + g_{\mu\nu} \nabla^\mathbf{\epsilon} \Omega \right],$$  \hspace{1cm} (A.5)

$$\tilde{R}^{(D+1)} = \Omega^{-\Delta^\mathbf{\epsilon}} \left[ R^{(D+1)} + \Omega^{-2} D \Delta^\mathbf{\epsilon} \left( -\frac{(D+1)}{4} \Delta^\mathbf{\epsilon} + \frac{\Delta^\mathbf{\epsilon}}{2} + 1 \right) (\nabla_\mu \Omega) (\nabla^\mathbf{\epsilon} \Omega) \right]$$

$$-\Omega^{-1} D \Delta^\mathbf{\epsilon} \nabla_\rho \nabla^\mathbf{\epsilon} \Omega \right],$$  \hspace{1cm} (A.6)

For the Laplacian of a scalar field $\Phi$ of conformal weight $\Delta^\Phi$, we find that

$$\tilde{g}^{\mu\nu} \tilde{\nabla}_\mu \tilde{\nabla}_\nu \Phi = \Omega^{-\Delta^\mathbf{\epsilon}} \left[ \Omega \Delta^\mathbf{\epsilon} \nabla_\mu \nabla^\mu \Phi + \Omega^{\Delta^\mathbf{\epsilon}-1} \left( \Phi \Delta^\Phi \nabla_\mu \nabla^\mu \Omega \right) \right.$$

$$+ \left( 2 \Delta^\Phi + \frac{D-1}{2} \Delta^\mathbf{\epsilon} \right) (\nabla_\mu \Phi) (\nabla^\mu \Omega) \right]$$

$$+ \Omega^{\Delta^\mathbf{\epsilon}-1} \Delta^\Phi \left( \Delta^\Phi - 1 + \frac{D-1}{2} \Delta^\mathbf{\epsilon} \right) \Phi (\nabla_\mu \Omega) (\nabla^\mu \Omega) \right].$$  \hspace{1cm} (A.7)

Choosing

$$\Delta^\Phi = - \frac{D-1}{4} \Delta^\mathbf{\epsilon},$$  \hspace{1cm} (A.8)

we find that the terms $\propto (\nabla \Phi) (\nabla \Omega)$ vanish. Moreover, comparing with (A.6), we find that in the equation $\nabla \nabla \Phi + a R^{(D+1)} \Phi$ both the terms $\propto \nabla \nabla \Omega$ and $\propto (\nabla \Omega) (\nabla \Omega)$ will cancel provided $a = \frac{\Delta^\mathbf{\epsilon}}{D \Delta^\Phi}$. 

### Appendix B. Constraint algebra of general relativity conformally coupled to a scalar field

This appendix provides calculational details showing that the algebra of constraints for general relativity conformally coupled to a scalar field is given by the standard hypersurface deformation algebra (3.6). Obviously, the Poisson brackets involving the spatial diffeomorphism constraint are the same as in the matter free case, since it generates spatial
diffeomorphisms on all field variables. We therefore concentrate on the calculation of the Poisson bracket between two Hamiltonian constraints. Using the notation of section 4, we split the calculation in the following parts:

\[
\{\mathcal{H}[N], \mathcal{H}[M]\} = \{\mathcal{H}_{\text{Grav}}[N], \mathcal{H}_{\text{Grav}}[M]\} + \{\mathcal{H}_\Phi[N], \mathcal{H}_\Phi[M]\}
\]

\[
+ \frac{\kappa}{(\Delta^2)^3} \mathcal{D}[N], \quad \frac{\kappa}{(\Delta^2)^3} \mathcal{D}[M]
\]

\[
+ \{[\mathcal{H}_{\text{Grav}}[N], \mathcal{H}_\Phi[M]] - (N \leftrightarrow M)\}
\]

\[
- \{\mathcal{H}_{\text{Grav}}[N], \frac{\kappa}{(\Delta^2)^3} \mathcal{D}[M]\} - (N \leftrightarrow M)
\]

\[
- \{\mathcal{H}_\Phi[N], \frac{\kappa}{(\Delta^2)^3} \mathcal{D}[M]\} - (N \leftrightarrow M).
\]

We will drop all surface terms, which is justified if the multipliers $N, M$ are compactly supported. If we allow for more general multipliers (like e.g. supertranslations and asymptotical Poincaré transformations in the asymptotically flat case), we might have to pass to improved generators, cf section 3.2.1. The calculation is simplified noting that terms without derivatives acting on the multipliers in (4.2), which we will use repeatedly. First, we give some variational equations which will be useful for the calculation of the Poisson brackets,

\[
\delta R^{(D)} = -R^{ab}_{(D)} \delta q_{ab} - q^{ab}(D_a D_b \delta q_{ab}) + (D^a D^b \delta q_{ab}).
\]

\[
\delta(D_a D_b \Phi) = -(D^a D^b \Phi) \delta q_{ab} + (D_a D_b \delta \Phi) - (D^a \Phi) (D^b \delta q_{ab}) + \frac{1}{2} q^{ab}(D^a \Phi) (D_b \delta q_{ab}).
\]

Note that the first summands on the right-hand sides of (B.2) and (B.3) do not contain derivatives acting on $\delta q_{ab}$ and since $\mathcal{H}$ does not contain terms with derivatives acting on $P^{ab}$, these summands cannot contribute due to the aforementioned antisymmetry. The Poisson brackets for $I$ and $IV$ can be further simplified by noting that the terms containing $q^{ab} \ldots D \delta q_{ab}$ in (B.2) and (B.3) can be neglected when Poisson commuting with $P^{ab}_{D}$ due to its tracelessness.

Since $\mathcal{D}$ does not contain derivatives, $III$ vanishes. Since there are no derivatives acting on the multipliers in (4.28), we conclude that $VI$ gives zero as well. Using (B.2), only the third summand of which can contribute as described above, we find for $I$

\[
I = \left\{ \frac{\kappa}{\sqrt{q\alpha(\Phi)}} P^{ab}_{D} P^{ab}_{D} [N], - \frac{\kappa}{\sqrt{qR^{(D)}}} [M] \right\} - (N \leftrightarrow M)
\]

\[
= \int d^D x \frac{2N}{\alpha(\Phi)} P^{ab}_{D} (D_a D_b M) - (N \leftrightarrow M).
\]

A similar calculation using (B.2) and (B.3) (only the third summands in both of these equations are relevant for the calculation, as was indicated above) yields for $IV$

\[
IV = \left\{ \frac{\kappa}{\sqrt{q\alpha(\Phi)}} P^{ab}_{D} P^{ab}_{D} [N], - \frac{4\alpha}{\kappa} \sqrt{\Phi} D_a D^a \Phi + \frac{\alpha}{\kappa} \sqrt{qR^{(D)}} \Phi^2 \right\} - (N \leftrightarrow M)
\]
\[
\begin{align*}
\int d^3x \frac{8N\alpha}{\alpha(\Phi)} P^{ab}_D(\Phi)(D_\alpha M) & - (N \leftrightarrow M) \\
- \int d^3x \frac{2N\alpha}{\alpha(\Phi)} P^{ab}_D(D_\alpha D_b \Phi^2 M) & - (N \leftrightarrow M).
\end{align*}
\] (B.5)

Combining these two terms, we find
\[
I + IV = \int d^3x \frac{2N\alpha}{\alpha(\Phi)} P^{ab}_D [(D_\alpha D_\beta a(\Phi) M) + 4\alpha \Phi (D_\alpha \Phi)(D_\beta M)] - (N \leftrightarrow M)
\]
\[
= \int d^3x \frac{2N\alpha}{\alpha(\Phi)} P^{ab}_D [a(\Phi)(D_\alpha D_\beta M) + 2(D_\alpha a(\Phi))(D_\beta M) \\
+ 4\alpha \Phi (D_\alpha \Phi)(D_\beta M)] - (N \leftrightarrow M)
\]
\[
= \int d^3x 2N P^{ab}_D (D_\alpha D_\beta M) - (N \leftrightarrow M)
\]
\[
= - \int d^3x 2N (D_\alpha P^{ab}_D)(D_\beta M) - (N \leftrightarrow M).
\] (B.6)

The first three steps are straightforward. In the last one, we partially integrated and dropped the term \( (D_\alpha N) P^{ab}_D (D_\beta M) \) due to antisymmetry in \( N, M \). For \( II \), we find
\[
II = \left\{ -\frac{\lambda}{2\sqrt{q}} \pi^2_\Phi [I, \frac{\sqrt{q}}{2\lambda} \int \frac{\pi^2_\Phi}{D(D^2\Phi)(D^2 M) + D(D_\alpha D^2 \Phi)} [M] ] (N \leftrightarrow M)
\]
\[
= \int d^3x \frac{N}{2\lambda} \pi^2_\Phi \left[ \frac{2}{D} (D_\alpha \Phi)(D^2 M) + \frac{D - 1}{D} (D_\alpha D^2 \Phi) \right] - (N \leftrightarrow M)
\]
\[
= \int d^3x \frac{N}{2\lambda} \pi^2_\Phi \left[ 2(D_\alpha \Phi)(D^2 M) + \frac{D - 1}{D} (D_\alpha D^2 \Phi) \right] - (N \leftrightarrow M)
\]
\[
= \int d^3x \left[ N\pi_\Phi (D_\alpha \Phi)(D^2 M) - \frac{(D - 1)N}{2D} (D_\alpha \pi_\Phi \Phi)(D^2 M) \right] - (N \leftrightarrow M).
\] (B.7)

Due to the antisymmetry in \( N, M \), the only contributing terms are those with derivatives acting on \( \Phi \), which do not Poisson commute only with the \( \pi^2_\Phi \) term of \( \mathcal{H}_\Phi \). For the second line, we used (B.3) (only the second summand is relevant). In the third line, we computed the action of the Laplacian on \( \Phi M \), in the fourth line we integrated by parts and dropped the terms \( (D_\alpha N)(D^2 M) \). Finally, we have to calculate \( V \), which, however, can be read off from (4.29) keeping only the terms containing derivatives acting on the multipliers,
\[
V = \int d^3x \frac{-2M}{\Delta D} D(D_\alpha D_\beta N) - (N \leftrightarrow M)
\]
\[
= \int d^3x \left[ \frac{2M}{D} (D_\alpha N)(D^2 M) - \frac{(D - 1)N}{2D} (D_\alpha \pi_\Phi \Phi)(D^2 N) \right] - (N \leftrightarrow M).
\] (B.8)

The factor of 2 in the first line stems from the \( D^2 \) term in \( V \), and in the second line we performed a partial integration. The second summands in the square brackets of \( II \) and \( V \) cancel each other and we finally obtain
\[
[H[N], \mathcal{H}[M]] = I + \cdots + VI
\]
\[
= \int d^3x \left[ -2N \left( D_\alpha \left( P^{ab}_D + \frac{1}{D} q^{ab} P \right) \right)(D_\beta M) + N\pi_\Phi (D_\alpha \Phi)(D^2 M) \right]
\]
\[
- (N \leftrightarrow M)
\]
\[
= \mathcal{H}_a[q^{ab}(ND_\alpha M - MD_\beta N)],
\] (B.9)

which coincides with the corresponding bracket in the matter free case (3.6). In the last step, we used \( \int d^3x (-2N q_{ab} D_\alpha P^{ab}_D) = \int d^3x (L_{NQ})_{ab} P^{ab}_D \) in order to find the expression for \( \mathcal{H}_a \) as defined in (4.21).
Appendix C. Inclusion of Dirac fermions

The (second order) action\(^{32}\) for Dirac fermions is given by

\[
S_{\psi} = \int d^{D+1}x \sqrt{\gamma} \left( \bar{\psi} \gamma^\mu \nabla_\mu \psi - 2 \bar{\psi} \nabla_\mu \psi \right),
\]

(1.1)

where \(\bar{\psi} := \psi^* \gamma^0\), \(\gamma^0\) denotes the vielbein compatible connection, \(\nabla_\mu \psi = \partial_\mu \psi + \frac{1}{2} \Gamma_{\mu\nu}^\alpha (\gamma^0) \nabla^\alpha \psi\) and \(\Sigma^{IJ} := -\frac{1}{2} \xi (\gamma^I, \gamma^J)\). This action is conformally invariant if we choose \(\Delta_\psi = -\frac{2}{D} \Delta\). Performing the \((D+1)\)-split and introducing half densitized (and therefore conformally invariant) fermionic variables \(\psi := \sqrt{\gamma} \psi\), the action reads

\[
S_{\psi} = \int d^Dx \left\{ \frac{1}{2} \bar{\psi} \nabla_\mu \psi + \frac{2}{N} \bar{\psi} \gamma^I (\nabla^n )_I \Sigma^{IJ} \psi + \text{c.c.} \right\}
= - \pi_\psi (\partial_\mu \psi - \partial_\mu \psi) + M^L_\mu (L_n e)_\mu^L,
\]

(2.2)

where

\[
\pi_\psi := -i \bar{\psi} \gamma^\mu \nabla_\mu \psi.
\]

\[M^L_\mu := \frac{1}{N} \bar{\psi} \gamma^\mu \psi - \frac{1}{2} \bar{\psi} \gamma^I (\nabla^n )_I \Sigma^{IJ} \psi + \text{c.c.} (C.4)\]

and \(e^I_\mu\) denotes the pullback of the spacetime vielbein \(e^I_\mu\). Moreover, \(n^I\) is the unique unit normal (up to sign) orthogonal to \(e^I_\mu\), \(D^\mu_{\text{hyb}}\) denotes the hybrid spin connection introduced by Peldan \([61]\) which annihilates \(e^I_\mu\) and \(\bar{n}_{IJ}\) denotes the projector on the subspace orthogonal to \(n^I\), \(\bar{n}_{IJ} := n_J n_I\). Explicitly writing out the complex conjugate terms, one finds that the terms \(\propto (\partial N)\) as well as the \(\psi\) and the \# \(n_I\) terms in \(M^L_\mu\) drop out,

\[
S_{\psi} = \int d^Dx \left\{ \frac{1}{N} \bar{\psi} \gamma^\mu \psi - \pi_\psi (\partial_\mu \psi - \partial_\mu \psi) + M^L_\mu (L_n e)_\mu^L \right\}
\]

(5.5)

\[
M^L_\mu = \frac{1}{4} N \bar{\psi} (\nabla^n )_I \psi \gamma^I (\nabla^n )_J \psi (C.6)\]

Combining this action with \((4.4)\), we obtain

\[
S = \int d^Dx \left\{ N [\ldots] - \pi_\psi (\partial_\mu \psi - \partial_\mu \psi) + M^L_\mu (L_n e)_\mu^L + \frac{1}{2k} M^{ab,cd} (L_a q)_{ab} (L_c q)_{cd}
+ \frac{1}{k} \frac{1}{2k} M^{ab} (L_a q)_{ab} (L_c \Phi) + \frac{1}{2k} M (L_n \Phi) \right\},
\]

(7.7)

where we dropped surface terms and \(M^{ab,cd}, M^{ab}\) and \(M\) were defined in section 4. For convenience, we will use the co-vielbein as canonical coordinate, not the usual densitized vielbein. Therefore, its conjugate variable \(k^{ab}\) will be a \(\mathbb{R}^{1,D}\)-valued vector density\(^{33}\)

\[
k^{ab} := \frac{\delta L}{\delta e^a_\mu} = \frac{2}{N} \frac{k}{2} M^{ab} + M^{ab,cd} (L_a q)_{cd} e^c_b + M^{ab} (L_a \Phi) e^a_b = \frac{1}{N} M^{ab} + 2 P^{ab} e^a_b,
\]

(8.8)

where \(P^{ab}\) is the function of \(q, \mathcal{L}_q q\) given in \((4.14)\). Therefore, this equation can obviously not be solved for all velocities \((\mathcal{L}_q e^a_\mu)\) but only for \((\mathcal{L}_q q)_{ab}\). Contracting with \(e^a_b\) and symmetrizing \(I\) anti - symmetric in the indices \(I \leftrightarrow J\), we obtain

\[
2 P^{cd} (q, \mathcal{L}_q q) = k^{ab} e^a_b (C.9)\]

\[32\] Note that the standard first order action for Dirac fermions differs from the second order action by a term quadratic in \(\psi\) (up to boundary terms). This torsion term is indefinite and therefore spoils the estimation \((3.16)\). \n
\[33\] To obtain the standard variables, note that the transformation \((e^I_\mu, k^{ab}) \rightarrow (K_I := \frac{1}{N} (e^a b e^a_\mu - e^a b e^a_\mu - \tilde{q}_{a} n_{n_I})) k^{ab}, E^{I} := (\sqrt{\gamma} e^a b e^a_I)\) is canonical, as can be easily verified. Also, in order to match these variables with those used in section 4.4.3, we need to impose time gauge, i.e. fix an internal timelike normal \(n^I = \delta^I_0\).
\[ 0 = \left( k^{al} - \frac{1}{N} M^{al} \right) e_a^l = k^{al} e_a^l - \frac{1}{4} \nabla [\varphi, \Sigma^{Jl}] \psi = G^{Jl}. \quad (C.10) \]

The second equation, i.e. the momenta which cannot be solved for the velocities, gives the usual so(1, D) Gauß constraint. The first equation can be solved for \( \mathcal{E}_{Tq}^{ab} \) to obtain the same result as in (4.16) if we replace \( P^{ab} \) by \( \frac{1}{2} k^{al} e_b^l \), and a minute’s thought reveals that the same replacement gives the (gravitational and scalar field part of the) Hamiltonian and spatial diffeomorphism constraint, i.e.

\[ \mathcal{H}_a[N^a] := \int d^Dx N^a \mathcal{H}_a = \int d^Dx \left[ k^{al} (\mathcal{E}_{N} e)_a^l + \pi_\Phi (\mathcal{E}_N \Phi) - \pi_\psi (\mathcal{E}_N \psi) \right], \quad (C.11) \]

\[ \mathcal{H}[N] := \int d^Dx N \mathcal{H} = \int d^Dx N \left[ \mathcal{H}_{\text{Grav}} + \mathcal{H}_\Phi + \mathcal{H}_\psi - \frac{\kappa}{4D(D-1)\sqrt{q}} D^2 \right], \quad (C.12) \]

\[ \kappa \mathcal{H}_{\text{Grav}} := \frac{\kappa^2}{4 \sqrt{q(\Phi)}} \left( (k^{al} e_b^l)_l^l (k_{al} e_{bl})^l_l - \sqrt{q} R^{(D)} \right), \quad (C.13) \]

\[ \kappa \mathcal{H}_\Phi := \frac{\kappa}{2 \sqrt{q}} \left[ - \frac{\lambda^2}{q} \pi_\Phi - \frac{1}{D} q^{ab} (D_a \Phi)(D_b \Phi) + \frac{D-1}{D} \Phi D_a D^a \Phi + \frac{1}{D^2} \frac{\Delta^g \Phi}{\Delta^g} R^{(D)} \Phi^2 \right], \quad (C.14) \]

\[ \kappa \mathcal{H}_\psi := \frac{\kappa i}{2} \left( \sqrt{q} D_{a}^{hyb} \psi \right) + c.c., \quad (C.15) \]

\[ D := \frac{1}{2} \Delta^g k^{al} e_a^l + \Delta^g \pi_\Phi \Phi. \quad (C.16) \]

It is obvious that the half densitized fermionic variables do not transform under conformal transformations generated by the chosen \( D \) and it is easy to verify that \( \mathcal{H}_\psi \) transforms with conformal weight \( -\frac{1}{2} \Delta^g \), in agreement with the results we obtained by general arguments in section 5.
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