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Abstract

In this work, an efficient sample-wise data driven control solver will be developed to solve the stochastic optimal control problem with unknown model parameters. A direct filter method will be applied as an online parameter estimation method that dynamically estimates the target model parameters upon receiving the data, and a sample-wise optimal control solver will be provided to efficiently search for the optimal control. Then, an effective overarching algorithm will be introduced to combine the parameter estimator and the optimal control solver. Numerical experiments will be carried out to demonstrate the effectiveness and the efficiency of the sample-wise data driven control method.

1 Introduction

In this paper, we develop an efficient online method for solving the data driven stochastic optimal control problem with unknown model parameters. In the classic stochastic optimal control problem, we want to find an optimal "control process" that controls a stochastic dynamical system (called the "state process") to meet certain optimality conditions – such like minimizing a cost function. In many practical applications (e.g., smart grids [31, 36], nano-phase materials [18, 26, 34], and mathematical biology [11]), the controlled state model often contains unknown parameters. Therefore, we need to estimate the parameters first and then use the estimated parameters to design the optimal control. When parameter estimation and stochastic optimal control are combined together, the classic optimal control problem becomes the "data driven optimal control", which is an important research topic that requires uncertainty quantification. The concept of “data driven" in our control problem refers to an extra parameter estimation procedure [29], and the estimated parameters will be the “driver" that guides the design of the optimal control. Extensive studies have been carried out to solve data driven optimal control problems with time-invariant linear controlled systems [1, 40, 46]. In this work, we will focus on data driven methods for more general nonlinear control problems.

As a key research topic in mathematical modeling, parameter estimation has been extensively studied. The efforts in solving the parameter estimation problem aim to collect observational data about model states and use the data information to estimate parameters. There are two major approaches to estimate unknown parameters: the optimization based point estimation and the Bayesian estimation [24, 33, 35, 45], and both approaches can be implemented in either the offline manner or the online manner. For the offline parameter estimation, we use all the observational data that we have ever collected to estimate the unknown parameters. On the other hand, online parameter estimation methods dynamically estimate and update the parameters based on the newly received data. Online parameter estimation methods are well-studied, and they typically provide very accurate estimation results. However, the offline parameter estimation also has several disadvantages. First of all, when observations form a massive data set, large-scale data storage and analytics are needed, which often makes the offline parameter estimation prohibitive in practice. Especially, when a set of new observational data are received, offline methods need to go through all the historic data again to incorporate the incoming data, which can be very expensive. Secondly, although we often assume that the unknown
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parameters are static, it is also possible that the true values of the parameters change unexpectedly. For example, when estimating parameters that determine physical models in scientific experiments, the true values of the parameters may change unexpectedly due to sudden environmental changes or some unaware difference in the experimental set-up [18, 26]. In this case, offline parameter estimation methods are not suitable since the full data set may be generated by different true parameters.

The most widely used online parameter estimation method is the augmented filter [20, 28, 30]. The main idea of the augmented filter is to construct an augmented state-parameter process and let state estimation guide parameter estimation under the optimal filtering framework, which is a mathematical model that provides the best estimate for the state of a hidden stochastic dynamical system based on observational data [23, 32]. The drawback of the augmented filter is that the indirect parameter estimation strategy may not always be efficient enough in terms of usage of data. In fact, most effort in the optimal filtering procedure in the augmented filter would contribute to state estimation since the observations only describe the state, and the data only give direct evidence on the accuracy of state estimation.

In this work, we introduce a novel direct filter method to estimate the unknown parameters in the controlled state model. As an optimal filtering type approach, the direct filter defines a parameter process to model the unknown parameters. The novelty of the direct filter method is that we treat the state model as a dynamically designed “observation function”, which provides partial noisy observations on parameters. Then, we apply the particle filter method, which is a state-of-the-art optimal filtering method, to approximate the conditional probability density function (PDF) of the target parameters by using a set of random samples (called “particles”). Then the estimated parameters are characterized by the parameter particles that describe the PDF of the parameter variables [3]. The major difference between the direct filter and the augmented filter is that the direct filter does not use state estimation to drive parameter estimation. Instead, it utilizes the dynamical state model to “project” observational information to the parameter space, which would directly use observational data to estimate the unknown parameters.

The main contribution of this paper is to construct an effective overarching algorithm that dynamically combines the direct filter as an online parameter estimation method with an efficient stochastic optimal control solver and let the estimated parameters drive the design of the optimal control. Therefore, besides the direct filter, the stochastic optimal control solver is another important component in our data driven control algorithm. There are two well-known approaches to solve the stochastic optimal control problem: the dynamic programming principle and the stochastic maximum principle [16, 21, 38]. Both approaches involve numerical simulations for large (stochastic) differential systems. In this work, we choose the stochastic maximum principle approach due to its advantage in solving control problems with random coefficients in the state model and the fact that it could solve problems with finite dimensional terminal state constraints [47]. The mathematical foundation of the stochastic maximum principle approach is to derive a system of backward stochastic differential equation (BSDE) as the adjoint equation of the (forward) controlled state process, and we can use the solution of the adjoint BSDE to formulate the gradient of the cost function with respect to the control process. With the gradient process, the desired optimal control can be solved via gradient descent type optimization. There are several stochastic maximum principle based numerical methods to solve the stochastic optimal control problem [22, 44], and the primary computational cost in those methods lies in obtaining the numerical solution for the BSDE. Especially, when the dimension of the problem is high, a very large number of random samples are needed to describe the solution of the BSDE, which makes the numerical approximation for the gradient process very expensive [48, 49]. Since we aim to dynamically design control actions based on estimated parameters, efficiency of the algorithm is very important.

To achieve higher efficiency, we adopt a novel concept that the random samples used to describe the solution of the adjoint BSDE can be considered as “data samples”, and we shall provide an efficient sample-wise optimal control solver. The main theme of the sample-wise optimal control solver is that we only use one realization of random sample (or a small batch of samples) to represent the solution of the BSDE and derive numerical approximation for the solution on the single-realization of random sample. Although the solution of the BSDE is a random variable, which should be characterized by a set of statistically selected samples, the rationale that allows us to solve the BSDE by using only one realization of random sample is that the solution of the adjoint BSDE is used to formulate the gradient process, which will be used to carry out gradient descent optimization for the optimal control, and obtaining a complete approximation for the
solution of the adjoint BSDE is not needed in the stochastic optimal control problem [4]. In this connection, the methodology of applying stochastic approximation in the stochastic gradient descent optimization [41, 42] can justify the application of sample-wise approximation for the solution of the BSDE in the stochastic optimal control solver. As a result, we avoid solving the adjoint BSDE on a very large number of random samples, and we transfer the computational cost of completely solving BSDEs to the optimization procedure of searching for the desired optimal control, which would improve the efficiency of the stochastic optimal control solver.

By combining the direct filter with the sample-wise stochastic optimal control solver, in this paper we shall construct an efficient sample-wise data driven control solver. Upon receiving a set of new observational data, we first use the direct filter to estimate/update the unknown parameters in the state model. Then, we use the sample-wise stochastic optimal control solver to design control actions based on the state model determined by the estimated model parameters. To incorporate more data information, which is carried by the particles that we use to describe the parameter variables in the direct filter, we treat those particles as “data samples” as well. Therefore, instead of using the mean value of the particles as a point estimate for the parameter, at each iteration step in the stochastic gradient descent optimization, we randomly select one particle in the parameter particle cloud to represent the corresponding estimated model parameter. In this way, all the particles are considered in the iteration procedure for the optimal control, which makes our optimal control solver sufficiently data-driven.

The rest of this paper is organized as follows: In Section 2, we introduce the data driven stochastic optimal control problem with unknown parameters in the state model, and we will provide preliminary knowledge that is needed in the derivation of numerical algorithms. In Section 3, we shall provide detailed discussions to derive our sample-wise data driven control solver. Numerical experiments that demonstrate the effectiveness and efficiency of our algorithm will be presented in Section 4. Finally, we will conclude our research in Section 5.

2 Problem setting

In this section, we will first introduce the data driven stochastic optimal control problem with unknown parameters. Then, we shall provide the mathematical foundations that we need to derive the numerical methods for solving the data driven control problem.

In the complete filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}^W, \mathbb{P})\) with \(\mathbb{F}^W := \{\mathbb{F}_s^W\}_{s \geq 0}\) being its natural filtration augmented by all the \(\mathbb{P}\)-null sets in \(\mathcal{F}\), we consider the following controlled dynamical system in the form of a stochastic differential equation (SDE)

\[
dX_t^\alpha = b(t, X_t^\alpha, u_t, \alpha)dt + \sigma(t, X_t^\alpha, u_t)dW_t, \quad t \in [0, T],
\]

where the vector \(\alpha \in \mathcal{A}\) with \(\mathcal{A} \subseteq \mathbb{R}^q\) being a set of unknown model parameters; \(u_t\) is the control process valued in some set \(U \subseteq \mathbb{R}^m\); \(X_t^\alpha \in \mathbb{R}^d\) is the controlled process driven by the parameter \(\alpha\) and the control process \(u\), which is usually called the “state process”; \(b : [0, T] \times \mathbb{R}^d \times \mathbb{R}^m \times \mathbb{R}^q \rightarrow \mathbb{R}^d\) and \(\sigma : [0, T] \times \mathbb{R}^d \times \mathbb{R}^m \rightarrow \mathbb{R}^{d\times d}\) are suitable maps called drift and diffusion, respectively; \(W := \{W_t\}_{t \geq 0}\) is a standard \(d\)-dimensional Brownian motion in \((\Omega, \mathcal{F}, \mathbb{F}^W, \mathbb{P})\).

Denote

\[
\mathcal{U}[0, T] := \left\{ u : [0, T] \times \Omega \rightarrow U \mid u \text{ is } \mathbb{F}^W\text{-progressively measurable} \right\}.
\]

Under some mild conditions [47], for every choice of parameter \(\alpha \in \mathcal{A}\) and control \(u \in \mathcal{U}[0, T]\), SDE (1) admits a unique solution \(X^\alpha\). The performance of the control \(u\) is measured by the following cost functional

\[
J(u) = \mathbb{E} \left[ \int_0^T f(t, X_t^\alpha, u_t)dt + h(X_T^\alpha) \right],
\]

where \(f\) is the running cost rate and \(h\) is the terminal cost at \(T\). The goal of the stochastic optimal control problem is to find the “optimal control” \(\bar{u}^\alpha\) that minimizes the cost \(J\), i.e.

\[
J(\bar{u}^\alpha) = \inf_{u \in \mathcal{U}[0, T]} J(u).
\]
In the case that the parameter $\alpha$ is given, the classic stochastic optimal control problem can be solved via the following gradient descent type optimization.

Assume that the optimal control $\bar{u}^\alpha$ is in the interior of $U$. Then we can deduce by using the Gâteaux derivative of $u^\alpha$ and the maximum principle that the gradient process of the cost functional $J$ with respect to the control process on time interval $t \in [0, T]$ has the following form \[4\]

$$\nabla J_u(\bar{u}^\alpha) = \mathbb{E} \left[ b_u(t, \tilde{X}^\alpha_t, \tilde{u}^\alpha_t, \alpha) \right. \left. \nabla \tilde{Y}^\alpha_t + \sigma_u(t, \tilde{X}^\alpha_t, \tilde{u}^\alpha_t) \nabla \tilde{Z}^\alpha_t + f_u(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha) \right] ,$$

where subscripts are used to denote partial derivatives of functions. The stochastic process $(\tilde{X}^\alpha, \tilde{Y}^\alpha, \tilde{Z}^\alpha)$ is the adapted solution of the following forward backward stochastic differential equations (FBSDEs) system

$$d\tilde{X}_t^\alpha = b(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha, \alpha) dt + \sigma(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha) dW_t \quad \text{(FSDE)}$$

$$d\tilde{Y}_t^\alpha = \left( - b_x(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha, \alpha) \nabla \tilde{Y}_t^\alpha - \sigma_x(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha) \nabla \tilde{Z}_t^\alpha - f_x(t, \tilde{X}_t^\alpha, \tilde{u}_t^\alpha) \right) dt + \tilde{Z}_t^\alpha dW_t, \quad \tilde{Y}_T^\alpha = h_x(\tilde{X}_T^\alpha)^\top \quad \text{(BSDE)}$$

where the first equation in (5) is a forward SDE (FSDE, for short), which has the same form as the state equation \([38]\) in the stochastic optimal control problem; the second equation is a backward stochastic differential equation (BSDE) with given terminal condition at time $T$, and we call it the adjoint equation of the forward state equation \([38]\). Note that $\tilde{Z}^\alpha$ is the integrand in the Itô integral of the martingale representation for $\tilde{Y}^\alpha$ with respect to $W$. The existence and uniqueness of the FBSDEs \([47]\) have been well studied under some standard assumptions, and it is worthy of mentioning that the value of solution $\tilde{Y}^\alpha$ of the BSDE depends on state $\tilde{X}^\alpha$ \([47]\).

Then, with the gradient $\nabla J_u$ introduced in Eq. \([4]\) and the FBSDEs \([5]\) that provides solutions $(Y, Z)$ to describe $\nabla J_u$, we introduce the following gradient descent scheme

$$u_{l+1}^\alpha(t) = u_{l}^\alpha(t) - \rho_l \nabla J_u(u_{l}^\alpha), \quad 0 \leq t \leq T, \quad l = 0, 1, 2, \cdots, L - 1,$$

(6)

to find the optimal control, where $L$ is the total number of gradient descent iterations that satisfies certain stopping criteria, $\rho_l$ is the step-size for optimization, and we let $\{u_{l}^\alpha\}_{0 \leq l \leq T}$ be our initial guess for the optimal control.

The above mathematical framework for solving the stochastic optimal control problem requires the exact value for state $X_t^\alpha$ in Eq. \([1]\). However, in reality $X_t^\alpha$ may not always be explicitly given. Instead, we can often receive observations on $X_t^\alpha$ that provide information of the state. In this work, we let

$$M_t = X_t^\alpha + \xi_t$$

be noise perturbed direct observational data about $X_t^\alpha$ with a Gaussian error term $\xi_t \sim N(0, \Sigma)$, where $\Sigma$ is the covariance matrix, and we assume that the observations are accurate, i.e. the covariance $\Sigma$ of the error-size is small. Since the observational data are accurate, when $M_t$ is available we can use it as our estimate for $X_t^\alpha$ at time $t$. Then, we calculate the gradient process beyond time $t$ based on the estimate of the current state $X_t^\alpha$, i.e. the observation $M_t$. This allows us to adjust the control actions based on observations, which can provide real-time feedback on the controlled state. In the case that the observations are partial/indirect with relatively large errors, an extra filtering procedure is needed \([5, 8, 10]\) for the feedback control, which is out of scope of this work.

On the other hand, in this paper we assume that the parameter vector $\alpha$ in the data driven stochastic optimal control problem \([1]\) - \([3]\) is unknown. Therefore, in addition to implementing the gradient descent optimization procedure \([6]\), the primary challenge that we need to address is to design the optimal control based on the unknown model parameter $\alpha$, and we need an effective parameter estimation method to determine $\alpha$.

There are extensive studies on estimating model parameters by using observational data. Most existing methods focus on offline estimation, which needs to analyze all the historic data in order to carry out parameter estimation. This may be inefficient when large amount of data are collected, which will require large-scale data

\footnote{1In general, this might not be the case. But we only consider such a case, and leave the general case to our future investigation.}
storage and analytics. Moreover, in many practical scenarios in real-world applications, the true value of the parameter may change unpredictably. In this case, traditional offline parameter estimation methods are not suitable since the mixture of static data may be generated by different parameter values, and it may neglect the sequential order of data reception, which also contains important information about the parameter.

The standard technique to dynamically estimate unknown parameters in the online manner is the optimal filtering, which aims to find the best estimate for the state of a (hidden) dynamical system by using partial noisy observational data. The most important approach that uses the optimal filtering to estimate parameters is to construct an augmented state-parameter vector, and then estimate the augmented state vector by using the observational information. Such an approach is often called the “augmented filter”.

Specifically, the augmented filter considers the following state process

$$dS_t = B(S_t)dt + \sigma_t d\bar{W}_t,$$

where \( S_t := [X_t^\alpha, \alpha_t]^{\top} \in \mathbb{R}^{d+q} \) is a \((d+q)\)-dimensional augmented vector that combines the controlled state \( X_t^\alpha \in \mathbb{R}^d \) and the parameter \( \alpha \in \mathbb{R}^q \). Note that we treat the unknown parameter \( \alpha \) as a stochastic process with “zero” dynamics in Eq. (5). The function \( B(S_t) := [b(t, X_t^\alpha, u_t^\alpha, \alpha), 0_q]^{\top} \) augments the controlled state dynamics \( b \) with the “zero” dynamics of the parameter process \( \alpha_t \), and \( \sigma_t, \bar{W}_t \) represent the augmented diffusion coefficient and the augmented Brownian motion, respectively. Then, by using the same measurement process \( M_t \) introduced in Eq. (7), the augmented filter aims to find the best estimate for the augmented state \( S \) by using the observational information \( M_t := \sigma(M_s, 0 \leq s \leq t) \). The mathematical expression for the “best estimate” under the optimal filtering framework is the conditional expectation of \( S_t \) conditioning on \( M_t \), i.e. \( \mathbb{E}[S_t|M_t] \). In this way, the observational data \( M \) about \( X \) give partial noisy observations on \( S \), which includes the unknown parameter. The estimation procedure for state \( S \) (based on data about \( X \)) will drive the estimation procedure for parameter \( \alpha \), which would eventually generate an estimate for the parameter. Such an augmented optimal filtering problem can be solved by several effective optimal filtering methods. The most important approach for solving the optimal filtering problem is the recursive Bayesian filter, which includes the Kalman type filters [19, 25], the particle filters [2, 27], and our recently developed backward SDE filter [6, 7, 9, 12–15].

Although the idea of combining a model and its parameters in an augmented state process in the augmented filter method provides a feasible framework to dynamically estimate the unknown parameters, the strategy of using the accuracy of state estimation to determine whether estimated parameters would fit the model only provides indirect evidence to the accuracy of parameter estimation. This would make the augmented filter less accurate especially when estimating parameters in more complicated dynamical models.

In the following section, we shall introduce an effective novel sample-wise data driven control method for solving the data driven stochastic optimal control problem (1) – (3).

3 Numerical derivation for the sample-wise data driven control method

Our sample-wise data driven control solver consists two major computational components: (i) a direct filter method to implement online parameter estimation, and (ii) an efficient sample-wise optimal control solver, which is driven by parameter estimation. In what follows, we first introduce the direct filter algorithm in Section 3.1. Then, in Section 3.2 we introduce a fully calculated stochastic optimal control solver for the stochastic optimal control problem with estimated parameters. Finally, in Section 3.3 we introduce a sample-wise optimization procedure to efficiently calculate the optimal control, and we let the direct filter based parameter estimation guide the optimal control solver.

In most situations, it’s very difficult to control the diffusion coefficient \( \sigma \). So we let \( \sigma \) be independent from control \( u \). Also, in this work we assume that \( \sigma \) does not depend on the state \( X \) either (i.e. \( \sigma(t, X_t^\alpha, u_t) = \sigma(t) \)), which is a common assumption in the parameter estimation problem. Despite of the aforementioned assumptions, the main difficulties that challenge the online parameter estimation problem and the stochastic optimal control problem still remain in the computational framework that we shall introduce.
In order to derive our numerical algorithm, we introduce the following temporal partition over the time interval \([0, T]\), i.e.

\[
\Pi_T^N = \{ t_n : 0 = t_0 < t_1 < t_2 < \cdots < t_{NT} = T \},
\]

where \(N_T\) is the total number of time steps, which also represents how many sets of observational data \(\{M_{t_n}\}_{n=1}^{N_T}\) that will be received, and we let \(\Delta t_n := t_{n+1} - t_n\) be the temporal step-size. For convenience of presentation, in this work we assume that the temporal partition \(\Pi_T^N\) is uniform and denote \(\Delta t = \frac{T}{N_T}\).

### 3.1 Direct filter for parameter estimation

In the direct filter method, instead of constructing an augmented state-parameter dynamics Eq. (8) as in the augmented filter approach, we only consider a parameter process. With the temporal partition \(\Pi_T^N\), we introduce the following zero dynamics to model the unknown parameter as a stochastic process:

\[
\alpha_{t_n+1} = \alpha_{t_n} + \gamma_n, \quad n = 0, 1, 2, \cdots, N_T - 1,
\]

where \(\gamma_n\) is a Gaussian random variable with a pre-determined covariance, which is an artificial noise added to the parameter process. In this work, we present our direct filter method following the particle filter implementation \([23]\). Other effective nonlinear filtering methods may also be applied to implement the direct filter following the similar methodology.

At time instant \(t_n\), assuming we have a set of \(M\) samples ("particles"), denoted by \(\{\zeta_n^{(m)}\}_{m=1}^{M}\), that describe the conditional probability distribution of the parameter \(\alpha_{t_n}\) giving the observational information \(M_{t_n}\), we introduce the empirical distribution \(\bar{P}(\alpha_{t_n} | M_{t_n})\) as follows:

\[
P(\alpha_{t_n} | M_{t_n}) \approx \bar{P}(\alpha_{t_n} | M_{t_n}) := \frac{1}{M} \sum_{m=1}^{M} \delta_{\zeta_n^{(m)}}(\alpha_{t_n}),
\]

where \(\delta\) is a delta function.

From time \(t_n\) to \(t_{n+1}\), the direct filter algorithm is composed of two steps: a prediction step and an update step:

**Prediction step:** In the prediction step, we use the Chapman-Kolmogorov formula, i.e.

\[
P(\alpha_{t_{n+1}} | M_{t_n}) = \int P(\alpha_{t_n} | M_{t_n}) P(\alpha_{t_{n+1}} | \alpha_{t_n}) d\alpha_{t_n},
\]

to generate a set of proposed particles and predict possible parameter values, where \(P(\alpha_{t_{n+1}} | \alpha_{t_n})\) is the transition probability that propagates the particles from time \(t_n\) to \(t_{n+1}\). Since there’s no prior knowledge about the parameter and we use the zero dynamics for the parameter process, the transition probability just produces random walks. In this way, for each particle \(\zeta_n^{(m)}\) we just add a version of Gaussian random variable, i.e. \(\gamma_n^{(m)}\), to inflate \(\zeta_n^{(m)}\) with some artificial noise and get

\[
\zeta_{n+1}^{(m)} = \zeta_n^{(m)} + \gamma_n^{(m)}.
\]

Then, we obtain the empirical distribution that approximates the (prior) conditional PDF \(P(\alpha_{t_{n+1}} | M_{t_n})\) as follows:

\[
P(\alpha_{t_{n+1}} | M_{t_n}) \approx \tilde{P}(\alpha_{t_{n+1}} | M_{t_n}) = \frac{1}{M} \sum_{m=1}^{M} \delta_{\zeta_{n+1}^{(m)}}(\alpha_{t_{n+1}}).
\]

**Update step:** In the update step, one needs to incorporate the observational information into the prediction and update the prior distribution to obtain a posterior distribution. This procedure is typically achieved by Bayesian inference. In the online parameter estimation problem that we consider, the observational data only provide observations on the state, which don’t directly reflect parameter states. On the other hand, since
the parameter variable is not augmented with the state variable in the direct filter method, we don’t have an estimated state to be compared with the data.

The main idea of the direct filter is to treat the dynamical model as a pseudo “observation function”. Specifically, we let the state dynamics map a proposed parameter sample \( \tilde{\zeta}_{n+1}^{(m)} \) to a state point \( X_{n+1}^{\tilde{\zeta}_{n+1}^{(m)}} \) that describes \( X^n_{t_{n+1}} \), i.e.

\[
X_{n+1}^{\tilde{\zeta}_{n+1}^{(m)}} := X^n_{t_{n+1}} + b^n(t_{n+1}, X^n_{t_{n+1}}, u^n_{t_{n+1}}, \tilde{\zeta}_{n+1}^{(m)}) \Delta t,
\]

where \( u^{\alpha}_{t_{n+1}} \) is an estimated optimal control at the \( t_{n+1} \)-th iteration step and \( X^n_{t_{n+1}} \) is an estimate for the state variable \( X^n_{t_{n+1}} \). Since data \( M_{t_{n+1}} \) directly observe \( X^n_{t_{n+1}} \), we let the direct filter estimated parameter at the time instant \( t_{n+1} \) be \( \hat{\alpha}_{t_{n+1}} \).

In this paper, we introduce the following likelihood function to measure the likelihood of the sample \( \tilde{\zeta}_{n+1}^{(m)} \) in fitting the observational data, where the dynamics Eq. (12) that we use to generate \( X_{n+1}^{\tilde{\zeta}_{n+1}^{(m)}} \) contains both the parameter and the state, and it connects the proposed parameter \( \tilde{\zeta}_{n+1}^{(m)} \) to the estimated state \( X_{n+1}^{\tilde{\zeta}_{n+1}^{(m)}} \). Note that the observational error (with covariance \( \Sigma \)) is incorporated into the likelihood together with the diffusion term of the model through function (13).

Then, we apply Bayesian inference with likelihood \( p(M_{t_{n+1}}|\tilde{\zeta}_{n+1}^{(m)}) \) and empirical prior \( \hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}}) \) (introduced in Eq. (11)) to obtain an empirical posterior distribution \( \hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}}) \) as follows

\[
\hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}}) := \frac{p(M_{t_{n+1}}|\tilde{\zeta}_{n+1}^{(m)})\hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}})}{C},
\]

where \( C \) is a normalization factor. The practical implementation of the above Bayesian inference scheme is to assign a weight \( w_{n+1}^{(m)} \) to each sample \( \tilde{\zeta}_{n+1}^{(m)} \) with the likelihood value, i.e. \( w_{n+1}^{(m)} := p(M_{t_{n+1}}|\tilde{\zeta}_{n+1}^{(m)})/C \), and the empirical distribution \( \hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}}) \) becomes

\[
\hat{\pi}(\alpha_{t_{n+1}}|M_{t_{n+1}}) = \sum_{m=1}^{M} w_{n+1}^{(m)} \delta_{\tilde{\zeta}_{n+1}^{(m)}}(\alpha_{t_{n+1}}) \tag{14}
\]

To stabilize the particle filter algorithm and to alleviate the so-called “degeneracy issue” \[43\], we resample the particle cloud \( \{ \tilde{\zeta}_{n+1}^{(m)} \}_m \) and get an equally weighted set of samples \( \{ \tilde{\zeta}_{n+1}^{(m)} \}_m \). There are several well-designed resampling methods, and we refer to \[2\|\[7\|\[8\] for some examples. As a result of resampling, we obtain an empirical distribution \( \hat{P}(\alpha_{t_{n+1}}|M_{t_{n+1}}) \) described by \( \{ \tilde{\zeta}_{n+1}^{(m)} \}_m \) as

\[
\hat{P}(\alpha_{t_{n+1}}|M_{t_{n+1}}) := \frac{1}{M} \sum_{m=1}^{M} \delta_{\tilde{\zeta}_{n+1}^{(m)}}(\alpha_{t_{n+1}}),
\]

which will be used in the next recursive prediction-update procedure. With the empirical distribution \( \hat{P}(\alpha_{t_{n+1}}|M_{t_{n+1}}) \) and the particles \( \{ \tilde{\zeta}_{n+1}^{(m)} \}_m \), we let the direct filter estimated parameter at the time instant \( t_{n+1} \) be \( \hat{\alpha}_{t_{n+1}} \), which is defined as

\[
\hat{\alpha}_{t_{n+1}} := \mathbb{E}[\alpha_{t_{n+1}}|M_{t_{n+1}}] = \frac{1}{M} \sum_{m=1}^{M} \tilde{\zeta}_{n+1}^{(m)}.
\]

It’s worthy to mention that the estimated state \( \hat{X}_{n}^{\alpha} \), which describes the state \( X_{t_{n+1}}^{\alpha} \) in Eq. (12), is needed to implement the above direct filter method. Since we do not know the exact value of \( X_{t_{n+1}}^{\alpha} \) and our observational data \( M_{t_{n+1}} = X_{t_{n+1}}^{\alpha} + \xi_{t_{n+1}} \) has high accuracy (with low noise level for \( \xi_{t_{n+1}} \)), in the direct filter method we use the data, i.e. \( M_{t_{n+1}} \), as our “best” estimate for \( X_{t_{n+1}}^{\alpha} \). In this way, the estimated state \( \hat{X}_{n}^{\alpha} \) in Eq. (12) is replaced by \( M_{t_{n+1}} \) in this work.

In the following subsection, we introduce the standard fully calculated stochastic optimal control solver to implement the gradient descent optimization scheme \[9\].
3.2 Fully calculated stochastic optimal control solver

We first assume that we have an estimated parameter \( \hat{\alpha} \). The gradient descent optimization procedure will be implemented on discrete temporal points over the temporal partition \( \Pi_T^N \), i.e.

\[
 u_{t_n}^{l,\hat{\alpha}} = u_{t_n}^{l,\hat{\alpha}} - \rho t \nabla J_u(u_{t_n}^{l,\hat{\alpha}}), \quad n = 0, 1, 2, \cdots, N_T - 1,
\]

and the gradient \( \nabla J_u(u_{t_n}^{l,\hat{\alpha}}) \) at time step \( t_n \) is given by

\[
 \nabla J_u(u_{t_n}^{l,\hat{\alpha}}) = E \left[ b_u(t_n, X_{t_n}^{l,\hat{\alpha}}, u_{t_n}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t_n}^{l,\hat{\alpha}} + f_u(t_n, X_{t_n}^{l,\hat{\alpha}}, u_{t_n}^{l,\hat{\alpha}}) \right],
\]

where \( Y_{t_n}^{l,\hat{\alpha}} \) and \( Z_{t_n}^{l,\hat{\alpha}} \) are solutions in the FBSDEs system Eq. (5) driven by the estimated parameter \( \hat{\alpha} \) and the control \( u_{t_n}^{l,\hat{\alpha}} \). Hence, numerical approximations for \( X_{t_n}^{l,\hat{\alpha}} \) and \( Y_{t_n}^{l,\hat{\alpha}} \) are needed over the time partition \( \Pi_T^N \).

In what follows, we shall introduce a standard numerical scheme to solve the FBSDEs.

Consider the FBSDEs system on the sub-interval \([t_n, t_{n+1}]\), i.e.

\[
 X_{t_{n+1}}^{l,\hat{\alpha}} = X_{t_n}^{l,\hat{\alpha}} + \int_{t_n}^{t_{n+1}} b(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}}, \hat{\alpha}) dt + \int_{t_n}^{t_{n+1}} \sigma(t) dW_t, \quad (\text{FSDE})
\]

\[
 Y_{t_n}^{l,\hat{\alpha}} = Y_{t_{n+1}}^{l,\hat{\alpha}} + \int_{t_n}^{t_{n+1}} b_z(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t}^{l,\hat{\alpha}} + f_u(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}})^T dt
 - \int_{t_n}^{t_{n+1}} Z_{t}^{l,\hat{\alpha}} dW_t, \quad (\text{BSDE})
\]

The forward SDE in Eq. (16) can be solved by the following classic Euler-Maruyama scheme

\[
 X_{t_{n+1}}^{l,\hat{\alpha}} = X_{t_n}^{l,\hat{\alpha}} + b(t_n, X_{t_n}^{l,\hat{\alpha}}, u_{t_n}^{l,\hat{\alpha}}, \hat{\alpha}) \Delta t + \sigma(t_n) \Delta W_{t_n} + R_X^n,
\]

where \( \Delta W_{t_n} := W_{t_{n+1}} - W_{t_n} \) and

\[
 R_X^n := \int_{t_n}^{t_{n+1}} b(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}}, \hat{\alpha}) dt - b(t_n, X_{t_n}^{l,\hat{\alpha}}, u_{t_n}^{l,\hat{\alpha}}, \hat{\alpha}) \Delta t + \int_{t_n}^{t_{n+1}} \sigma(t) dW_t - \sigma(t_n) \Delta W_{t_n}
\]

is the approximation error term.

To solve the BSDE and obtain a numerical solution for \( Y \), we use the right-point formula to approximate the deterministic integral on the right hand side of the BSDE in Eq. (16) and take the conditional expectation \( \mathbb{E}_n[.] := \mathbb{E}[\cdot | X_{t_n}^{l,\hat{\alpha}}] \) on both side of the equation to get

\[
 Y_{t_n}^{l,\hat{\alpha}} = \mathbb{E}_n[Y_{t_{n+1}}^{l,\hat{\alpha}}] + \mathbb{E}_n \left[ b_z(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t_{n+1}}^{l,\hat{\alpha}} + f_u(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}})^T \right] \Delta t + R_Y^n,
\]

where

\[
 R_Y^n := \mathbb{E}_n \left[ \int_{t_n}^{t_{n+1}} \left( b_z(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t}^{l,\hat{\alpha}} + f_u(t, X_{t}^{l,\hat{\alpha}}, u_{t}^{l,\hat{\alpha}})^T \right) dt \right]
 - \mathbb{E}_n \left[ b_z(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t_{n+1}}^{l,\hat{\alpha}} + f_u(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}})^T \right] \Delta t
\]

is the approximation error for the deterministic integral, and the stochastic integral \( \int_{t_n}^{t_{n+1}} Z_{t}^{l,\hat{\alpha}} dW_t \) is eliminated due to the martingale property of Itô integral, i.e. \( \mathbb{E}_n \left[ \int_{t_n}^{t_{n+1}} Z_{t}^{l,\hat{\alpha}} dW_t \right] = 0 \). Note that we have also used that fact that \( Y_{t_n}^{l,\hat{\alpha}} = \mathbb{E}_n \left[ Y_{t_{n+1}}^{l,\hat{\alpha}} \right] \).

By dropping the error terms \( R_X^n \) and \( R_Y^n \) in (17) and (18), respectively, we have the following numerical scheme for solving the FBSDEs system (16):

\[
 X_{t_{n+1}}^{l,\hat{\alpha}} = X_{t_n}^{l,\hat{\alpha}} + b(t_n, X_{t_n}^{l,\hat{\alpha}}, u_{t_n}^{l,\hat{\alpha}}, \hat{\alpha}) \Delta t + \sigma(t_n) \Delta W_{t_n},
\]

\[
 Y_{t_n}^{l,\hat{\alpha}} = \mathbb{E}_n[Y_{t_{n+1}}^{l,\hat{\alpha}}] + \mathbb{E}_n \left[ b_z(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}}, \hat{\alpha})^T Y_{t_{n+1}}^{l,\hat{\alpha}} + f_u(t_{n+1}, X_{t_{n+1}}^{l,\hat{\alpha}}, u_{t_{n+1}}^{l,\hat{\alpha}})^T \right] \Delta t,
\]
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where \(X^l_{n+1}\) and \(Y^l_{n+1}\) are approximations to solutions \(X\) and \(Y\) in Eq. (16) with a given estimated parameter \(\hat{\alpha}\) and an estimated optimal control \(u^l_{\hat{\alpha}}\). Although \(Z^l_{\hat{\alpha}}\) is also a solution in Eq. (16), since it does not appear in the expression (15) for the gradient \(\nabla J_u(u^l_{\hat{\alpha}})\) and \(Z\) is not included in the numerical schemes for \(X\) and \(Y\), we don’t need to obtain a numerical solution for \(Z\) in the data driven control problem that we try to solve in this work. Then, with approximation schemes (19), the gradient \(\nabla J_u(u^l_{\hat{\alpha}})\) described in Eq. (15) can be approximated as

\[
\nabla J_u(u^l_{\hat{\alpha}}) \approx \mathbb{E} \left[ b_u(t_n, X^l_{n}, u^l_{\hat{\alpha}}) \nabla Y^l_{n} + f_u(t_n, X^l_{n}, u^l_{\hat{\alpha}}) \right].
\]

Since we apply online methods to estimate the unknown parameters in this paper, the estimated parameter \(\hat{\alpha}\) in Eq. (20) becomes \(\hat{\alpha}_{t_n}\), which is the dynamically estimated parameter generated at time \(t_n\). Note that other online parameter estimation methods can also be applied in the above stochastic optimal control solver to drive the design of the optimal control. As a result, with the estimated parameter \(\hat{\alpha}_{t_n}\) at time \(t_n\), we estimate the gradient \(\nabla J_u\) for a future time \(t_{n+1}\) (\(n \geq n\)) by

\[
\nabla J_u(u^l_{\hat{\alpha}_{t_n}}) \approx \mathbb{E} \left[ b_u(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}) \nabla Y^l_{n} + f_u(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}) \right], \quad n \leq n_s \leq N_T.
\]

When \(n = 0\), the estimated parameter \(\hat{\alpha}_{t_n}\) is chosen as our initial guess for the parameter.

In order to implement the gradient descent optimization procedure, we need to approximate the conditional expectation \(\mathbb{E}[\cdot]|\) in Eq. (19) and the expectation \(\mathbb{E}[\cdot]\) in Eq. (21) with respect to the state process \(X\). The standard approach to approximate expectations is the Monte Carlo method.

To be specific, we generate \(P\) realizations of simulated paths for \(X^l_{n+1}\) as

\[
X^l_{n+1}(p) = X^l_{n} + b(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}, \hat{\alpha}_{t_n}) \Delta t + \sigma(t_n) \Delta W^l_{n+1}(p), \quad n_s \geq n, \quad p = 1, 2, \ldots, P,
\]

where \(\Delta W^l_{n+1}(p) \sim N(0, \Delta t \cdot I_d)\) is the \(p\)-th realization of \(\Delta W_{n+1}\), and \(X^l_{n}\) is a “point of interest” in the state space at which we approximate solution \(Y^l_{n}\). Then, the Monte Carlo approximation based numerical solution \(Y^l_{n}\) corresponding to the state point \(X^l_{n}\) becomes

\[
Y^l_{n}(X^l_{n}) = \sum_{p=1}^{P} \frac{1}{P} b_x(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}, \hat{\alpha}_{t_n}) \nabla Y^l_{n} + f_u(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}) \Delta t
\]

\[
+ \sum_{p=1}^{P} \frac{1}{P} f_x(t_n, X^l_{n}, u^l_{\hat{\alpha}_{t_n}}) \Delta t.
\]

In order to approximate the expectation \(\mathbb{E}[\cdot]\) in Eq. (21), we need to simulate another set of sample paths for \(X\) as

\[
X^l_{n+1}(q) = X^l_{n}(q) + b(t_n, X^l_{n}(q), u^l_{\hat{\alpha}_{t_n}}, \hat{\alpha}_{t_n}) \Delta t + \sigma(t_n) \Delta W_{n+1}(q), \quad n_s \geq n, \quad q = 1, 2, \ldots, Q.
\]

Then, the fully calculated Monte Carlo approximation for the gradient process, denoted by \(\nabla \hat{J}_u(u^l_{\hat{\alpha}_{t_n}})\), is computed as follows:

\[
\nabla \hat{J}_u(u^l_{\hat{\alpha}_{t_n}}) = \frac{1}{Q} \sum_{q=1}^{Q} \left( b_u(t_n, X^l_{n}(q), u^l_{\hat{\alpha}_{t_n}}, \hat{\alpha}_{t_n}) \nabla Y^l_{n}(X^l_{n}(q)) + f_u(t_n, X^l_{n}(q), u^l_{\hat{\alpha}_{t_n}}) \right),
\]

and the gradient descent procedure for the optimal control becomes

\[
\hat{u}^l_{n+1}(t_{n+1}) = \hat{u}^l_{n}(t_{n+1}) - \rho \nabla \hat{J}_u(u^l_{\hat{\alpha}_{t_n}}), \quad n \leq n_s \leq N_T.
\]

We refer to [22] for more detailed discussions of the above fully calculated stochastic optimal control solver.
There are two major computational challenges to carry out the fully calculated gradient descent optimization scheme (26). First of all, there are two Monte Carlo simulations involved in the approximation of $\nabla \hat{J}_u(\tilde{u}_{\alpha^{t_n}})$: (i) Monte Carlo simulation for the conditional expectation $E_n[\cdot]$ as described in Eq. (23) (to be implemented on each spatial-state point $X_{n+1}$ at each time step $t_n$), and (ii) Monte Carlo simulation for the expectation $E[\cdot]$ as described in Eq. (25). Hence it requires a very large number of Monte Carlo samples to approximate the gradient at each iteration step. Secondly, in order to use $\hat{Y}_{n+1}^{\alpha^{t_n}}$ to calculate the gradient $\nabla \hat{J}_u(\tilde{u}_{\alpha^{t_n}})$, a complete numerical approximation for $\hat{Y}_{n+1}^{\alpha^{t_n}}$ in the entire state space is needed since $\{X_{n+1}^{\alpha^{t_n}}\}_{q=1}^{Q}$ are randomly generated sample points, which may appear anywhere in the state space. Those two computational challenges make the fully calculated stochastic optimal control solver (22 - 26) extremely computationally expensive - especially when solving high dimensional problems.

In what follows, we shall introduce a sample-wise data driven control solver to efficiently implement the gradient descent optimization scheme (26) and to incorporate the probability distribution $P(\alpha_{t_n}|\mathcal{M}_{t_n})$ for the unknown parameter (obtained by the direct filter) into the optimization procedure.

3.3 Sample-wise data driven optimal control solver

The novel concept that we introduce in the sample-wise data driven control solver is to treat the random samples generated by the state variable as “data samples”. Then, we apply stochastic approximation in the gradient descent optimization procedure to improve the efficiency of numerical implementation of the stochastic optimal control solver.

Recall that in the fully calculated stochastic optimal control solver, we use a set of $P$ samples, i.e. $\{X_{n+1}^{\alpha_{t_n}(p)}\}_{p=1}^{P}$, to represent the state variable $X_{n+1}^{\alpha_{t_n}}$, and we approximate the conditional expectation $E_n[\cdot]$ in scheme (19) by using the Monte Carlo average of all $P$ samples. In addition, we simulate $Q$ realizations of sample paths, i.e. $\{X_{n,q}^{\alpha_{t_n}}\}_{q=1}^{Q}$, to approximate the expectation $E[\cdot]$ in the gradient process. Note that both sample sets $\{X_{n+1}^{\alpha_{t_n}(p)}\}_{p=1}^{P}$ and $\{X_{n,q}^{\alpha_{t_n}}\}_{q=1}^{Q}$ are generated to approximate expectations, which appear in the gradient process. Therefore, we can apply the stochastic approximation method to the gradient descent optimization procedure and approximate the expectations by using a single realization of state sample (or a small batch of samples) to represent the state process.

Specifically, we generate a sample path for the state process, denoted by $\{X_{n}^{\alpha_{t_n}}\}_{n=0}^{N_T}$, corresponding to the $l$-th gradient descent iteration step as follows

$$
\hat{X}_{n+1}^{l,\alpha_{t_n}} = \hat{X}_{n}^{l,\alpha_{t_n}} + b(t_n, \hat{X}_{n}^{l,\alpha_{t_n}}, \hat{u}_{\alpha_{t_n}})\Delta t + \sigma(t_n)\Delta W_{l,n}^{(t)} , \quad n \leq n_s \leq N_T - 1 ,
$$

(27)

where $\hat{u}_{\alpha_{t_n}}$ is an estimated optimal control and $W_{l,n}^{(t)}$ is a sample of Brownian motion corresponding to the iteration index $l$. With the simulated sample path representing the state process, we approximate the conditional expectations in the scheme (19) by using only one sample of $X$, i.e. $\{X_{n}^{\alpha_{t_n}}\}_{n=0}^{N_T}$, instead of using altogether $P$ samples in the fully calculated scheme (23). As a result, we have the following sample-wise approximation for solution $Y$ of the BSDE in Eq. (16):

$$
\hat{Y}_{n}^{l,\alpha_{t_n}}(X_{n}^{l,\alpha_{t_n}}) = \hat{Y}_{n+1}^{l,\alpha_{t_n}}(\hat{X}_{n+1}^{l,\alpha_{t_n}}) + \left(b(t_{n+1}, \hat{X}_{n+1}^{l,\alpha_{t_n}}, \hat{u}_{\alpha_{t_n}})\hat{Y}_{n+1}^{l,\alpha_{t_n}}(\hat{X}_{n+1}^{l,\alpha_{t_n}}) + f_x(t_{n+1}, \hat{X}_{n+1}^{l,\alpha_{t_n}}, \hat{u}_{\alpha_{t_n}})\right)\Delta t , \quad n \leq n_s \leq N_T - 1 .
$$

(28)

Moreover, we also use the sample path $\{X_{n}^{\alpha_{t_n}}\}_{n=0}^{N_T}$ generated in Eq. (27) to represent the simulated sample paths $\{X_{n,q}^{\alpha_{t_n}}\}_{q=1}^{Q}$ that we use in the Monte Carlo approximation for the gradient process as described in Eq. (25). In this way, we introduce the following sample-wise approximation for the gradient process

$$
\nabla \hat{J}_u(\hat{u}_{\alpha_{t_n}}) = b_u(t_n, X_{n}^{\alpha_{t_n}}, u_{\alpha_{t_n}})\hat{Y}_{n}^{l,\alpha_{t_n}}(X_{n}^{l,\alpha_{t_n}}) \\
+ f_u(t_n, X_{n}^{\alpha_{t_n}}, u_{\alpha_{t_n}}) , \quad n \leq n_s \leq N_T,
$$

(29)
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where $\tilde{X}_{n_s}^{l,\hat{\alpha}_{t_n}}$ and $\tilde{Y}_{n_s}^{l,\hat{\alpha}_{t_n}}$ (or $\tilde{X}_{n_s}^{l,\hat{\alpha}_{t_n}}$) are calculated via Eq. (27) and Eq. (28), respectively. Then, we implement the following stochastic gradient descent optimization procedure to find the optimal control

$$u_{n_s}^{l+1,\hat{\alpha}_{t_n}} = \tilde{u}_{n_s}^{l,\hat{\alpha}_{t_n}} - \rho_t \nabla \tilde{J}_u(\tilde{u}_{n_s}^{l,\hat{\alpha}_{t_n}}), \quad n \leq n_s \leq N_T, \quad l = 0, 1, 2, \ldots, L. \quad (30)$$

The numerical schemes (27) - (30) constitute the sample-wise data driven control method, and the dynamically estimated parameter $\hat{\alpha}_{t_n}$ is the driver that guides the sample-wise optimal control solver.

It’s worthy to point out that the scheme (28) only provides a sample-wise approximation to $Y$. It does not calculate the numerical solution for $Y$ completely, and accuracy of the sample-wise approximation $Y$ is not guaranteed. Actually, approximation for $Y$ in the entire state space of $X$ is needed if we want to obtain accurate numerical solutions for BSDEs, and Monte Carlo simulation for conditional expectations cannot be avoided (unless other numerical integration methods are applied). However, since the BSDE that we consider in the stochastic optimal control problem is the adjoint equation of the (forward) state equation and $Y$ only appears in the gradient process under expectation, obtaining a complete numerical solution for $Y$ is not needed in the optimization procedure for finding the optimal control. In this connection, the justification for applying stochastic approximation in stochastic gradient descent type optimization can be used to explain the methodology of our sample-wise optimal control solver.

In this work, we use the direct filter introduced in Section 3.1 to be the online parameter estimation method to calculate the estimated parameter $\hat{\alpha}_{t_n}$. In order to sufficiently incorporate parameter distribution $P(\alpha_{t_n} | M_{t_n})$, which contains more data information than the average value of parameter particles, into the stochastic optimal control solver, we randomly select $\zeta^{(l)}_n \sim \{\zeta^{(m)}_n\}_{m=1}^M$ to replace the mean value estimate $\hat{\alpha}_{t_n}$ in each stochastic gradient descent iteration step. In this way, we rewrite the approximation scheme (29) for the gradient process as

$$\nabla \tilde{J}_u(\tilde{u}_{n_s}^{l,\zeta^{(l)}_n}) = b_u(t_{n_s}, \tilde{X}_{n_s}^{l,\zeta^{(l)}_n}, \tilde{u}_{n_s}^{l,\zeta^{(l)}_n}, \hat{\alpha}_{t_n})^\top \tilde{Y}_{n_s}^{l,\zeta^{(l)}_n}(\tilde{X}_{n_s}^{l,\zeta^{(l)}_n})$$

$$+ f_u(t_{n_s}, \tilde{X}_{n_s}^{l,\zeta^{(l)}_n}, \tilde{u}_{n_s}^{l,\zeta^{(l)}_n})^\top, \quad n \leq n_s \leq N_T. \quad (31)$$

As a result, when we run a large enough number of iteration steps, the distribution of parameter particles will be well incorporated into the stochastic optimal control solver.

With the sample-wise gradient approximator $\nabla \tilde{J}_u$ introduced in Eq. (31), we carry out the following iteration scheme to implement the optimization procedure for determining the optimal control:

$$u_{n_s}^{l+1,\zeta^{(l)}_n} = \tilde{u}_{n_s}^{l,\zeta^{(l)}_n} - \rho_t \nabla \tilde{J}_u(\tilde{u}_{n_s}^{l,\zeta^{(l)}_n}), \quad n \leq n_s \leq N_T, \quad l = 0, 1, 2, \ldots, L. \quad (32)$$

### 3.4 Summary of the algorithm

In Table 1 we provide a pseudo algorithm to summarize the computational framework of our online method for data driven stochastic optimal control with unknown model parameters.

As a summary, the sample-wise data driven control (SW-DDC) utilizes the direct filter as an online parameter estimation method to drive the design of the optimal control. Instead of implementing the fully calculated stochastic optimal control solver (introduced in Section 3.2), which requires approximating the gradient process with respect to the optimal control in the entire state space, we treat the random samples that describe the state variable (as well as the parameter variable) as “data samples” and adopt the methodology of stochastic approximation to approximate expectations in the gradient process by using a single simulated state (parameter) sample or a small batch of samples. As a result, the SW-DDC solver can efficiently solve the data driven stochastic optimal control problem with unknown parameters.

### 4 Numerical Experiments

In this section, we use two numerical examples to examine the performance of our SW-DDC method. In the first example, we solve a classic linear-quadratic (LQ) stochastic optimal control problem with unknown
Table 1: Summary of the algorithm

**Algorithm:** Sample-wise data driven control (SW-DDC)

| Description | Details |
|-------------|---------|
| Initialize the number of particles $M$, the learning rate $\rho_l$ and the number of iterations $L \in \mathbb{N}$. |  |
| Generate parameter particles $\{\xi_0^{(m)}\}_{m=1}^M$ to represent the initial guess of the unknown parameter and introduce an initial guess for the optimal control. |  |
| while $n = 0, 1, 2, \ldots, N_T - 1$, do |  |
| • Implement the sample-wise optimal control solver with $\{\xi_n^{(m)}\}_{m=1}^M$: |  |
| for $l = 1, 2, \ldots L$ |  |
| - Generate a sample path $\{\tilde{X}_{n_{s}}^{l, \xi_n^{(l)}}\}_{n_{s}=n}^{N_T}$ by using the scheme (27), where $\xi_n^{(l)} \in \{\xi_n^{(m)}\}_{m=1}^M$ is a representation for $\hat{\alpha}_{t_n}$ corresponding to the $l$-th iteration. |  |
| - Generate a sample-wise approximation $\{\tilde{Y}_{n_{s}}^{l, \xi_n^{(l)}}(\tilde{X}_{n_{s}}^{l, \xi_n^{(l)}})\}_{n_{s}=n}^{N_T}$ corresponding to $\{\tilde{X}_{n_{s}}^{l, \xi_n^{(l)}}\}_{n_{s}=n}^{N_T}$ by using the scheme (28) for solution $Y$ of the adjoint BSDE. |  |
| - Generate a sample-wise gradient process $\{\nabla \tilde{J}_{u_{n_{s}}}^{l, \xi_n^{(l)}}(\tilde{u}_{n_{s}}^{l, \xi_n^{(l)}})\}_{n_{s}=n}^{N_T}$ according to Eq. (31). |  |
| - Carry out gradient descent iteration Eq. (32) to obtain an updated optimal control $\{\tilde{u}_{n_{s}}^{l+1, \xi_n^{(l)}}\}_{n_{s}=n}^{N_T}$. |  |
| end |  |
| Implement the direct filter method to generate $\{\xi_{n+1}^{(m)}\}_{m=1}^M$: |  |
| - Prediction step: Generate a set of predicted parameter particles $\{\tilde{\xi}_{n+1}^{(m)}\}_{m=1}^M$ via Eq. (10). |  |
| - Update step: Assign weight $w_{n+1}^{(m)}$ to each particle according to the likelihood function defined by Eq. (13) to generate a posterior distribution that incorporates the new observational data $M_{t_{n+1}}$. |  |
| - Resampling: Resample parameter particles to generate an equally weighted set of particles $\{\xi_{n+1}^{(m)}\}_{m=1}^M$ to formulate the empirical distribution of the estimated parameter $\hat{\alpha}_{t_{n+1}}$. |  |
| end while |  |

parameters in the state process. Since the LQ problem can be solved analytically, we use this example as a benchmark scenario to verify the efficiency and effectiveness of our method. In the second example, we solve an unmanned aerial vehicle (drone) maneuvering problem. In order to make the control problem data driven, we assume that there’s an unknown parameter that can influence the control of the drone, and we use this example to demonstrate the applicability of our SW-DDC method in solving practical problems.

4.1 Example 1. Linear-quadratic data driven stochastic optimal control problem

Consider the following linear controlled dynamical system

$$dX_t = A(t)X_t dt + BU_t dt + CdW_t, \quad X_0 = x_0,$$  

(33)
where $A(t)$, $B$ and $C$ are given coefficients and $A(t)$ contains unknown parameters, which will influence the behavior of the dynamics, $X_t$ is the multi-dimensional state process with the given initial position $X_0$, and $U_t$ is the multi-dimensional control process. The cost function $J$ is defined by

$$J(U^M) = E \left[ \frac{1}{2} \int_0^T \left( \langle QX_t, X_t \rangle + \langle RU_t, U_t \rangle \right) dt + \frac{1}{2} \langle FX_T, X_T \rangle \right]$$  \hspace{1cm} (34)$$

The data that we use to estimate the unknown parameters is noise perturbed direct observations on $X$, i.e.

$$M_t = X_t + \xi_t,$$  \hspace{1cm} (35)

where $\xi_t \sim N(0, \Sigma)$ is a Gaussian noise with covariance $\Sigma$.

The optimal control $\tilde{U}_t$ for the above LQ stochastic optimal control problem can be derived analytically as

$$\tilde{U}_t = -R^{-1}B^TP(t)X_t,$$  \hspace{1cm} (36)

where $P(t)$ is the unique solution of the following Riccati equation

$$\frac{dP(t)}{dt} = -P(t)A(t) - A^T(t)P(t) + P(t)BR^{-1}B^TP(t) - Q, \quad P(T) = F.$$

**Case 1: 1D state dynamics with 1 unknown parameter**

We first carry out an experiment to demonstrate the necessity of using online parameter estimation methods. To this end, we solve the data driven optimal control problem over the time interval $t \in [0, 1]$ with $A(t) = \alpha$, where $\alpha$ is the unknown parameter to be estimated, and we let the true value for parameter $\alpha$ be 1. Although we don’t assume that $\alpha$ is a time dependent parameter, in practice the true parameter may change unexpectedly in some circumstances. In this experiment, we let $\alpha$ change from 1 to 5 at time instant $t = 0.5$. Since the switch of the true parameter at the time instant $t = 0.5$ is unexpected, the conventional offline parameter estimation methods cannot adjust the change of the true parameter due to the mixture data from two different true parameters. The other coefficients in the data-driven LQ control problem (33)-(35) are chosen as $B = 0.5$, $C = 0.01$, $Q = 1$, $R = 0.1$, $F = 1$, and $\Sigma = 0.001$.

In our numerical experiment, we let $\Delta t = 0.02$, i.e. we receive 50 sets of observational data, and we use altogether $M = 200$ particles in the SW-DDC algorithm. In Figure 1, we present the estimated parameter and the estimated optimal control by using the SW-DDC algorithm. The black straight lines in Figure 1(a) give the real parameter $\alpha$ over the time interval $[0, 1]$. The black curve marked by crosses in Figure 1(b) gives the optimal control computed via Eq. (36) by using the real parameter $\alpha$. Note that the first piece of the true optimal control in subplot Figure 1(b) is obtained based on the assumption that the true parameter is $\alpha = 1$.

![Figure 1](image-url)
over the entire time interval [0, 1] since the switch of the parameter occurs unexpected at the time instant \( t = 0.5 \). The red curves marked by circles in subplots Figure 1(a) and (b) are the estimated parameter and the estimated optimal control, respectively. From this figure, we can see that the direct filter quickly captured the real model parameter, and it can detect and modify its estimation to adjust the change of true parameter at the time instant \( t = 0.5 \). On the other hand, the estimated optimal control presented in subplot Figure 1(b) shows that our SW-DDC algorithm can provide accurate estimates for the optimal control, and it only takes a few steps to re-capture the analytical optimal control driven by the switched real parameter.

In the second experiment for the 1D case, we demonstrate the efficiency of our sample-wise optimal control solver by comparing with the conventional fully-calculated stochastic optimal control solver described by (22) - (26) (see [22] for details). The spatial points that we use to represent the state variable \( \hat{X}_{n,t}^{t_a,t_n} \) in the fully-calculated stochastic optimal control solver is the uniform mesh in the state space. Since we aim to compare the efficiency between two optimal control methods, we use the direct filter as our parameter estimation method to drive both optimal control solvers.

In this experiment, we let \( A(t) = 2\alpha \sin(t) \), and all the other coefficients remain the same as in the first experiment. The true parameter \( \alpha \) that we choose is \( \alpha = 1 \). In Figure 2 we show the comparison results in estimating the optimal control. In subplots Figure 2(a), (b), (c), we present the estimated optimal control obtained by the fully-calculated stochastic optimal control solver with coarse mesh (\( \Delta x = 0.8, \Delta t = 0.1 \)), medium mesh (\( \Delta x = 0.6, \Delta t = 0.075 \)) and fine mesh (\( \Delta x = 0.4, \Delta t = 0.05 \)). The black curve marked by crosses in each subplot is the true optimal control (calculated based on its corresponding temporal discretization), and the green curve marked by diamonds is the corresponding estimated optimal control. In subplot Figure 2(d), we present the estimated optimal control obtained by using the sample-wise optimal control solver in the SW-DDC framework with temporal step-size \( \Delta t = 0.05 \), where the red curve marked by circles is our estimated control, and the estimated optimal control is obtained through \( 10^4 \) iteration steps in the optimization.

Figure 2: Comparison between fully calculated control solver with sample-wise optimal control solver
procedure. We can see from this figure that by using finer meshes, the fully-calculated stochastic optimal control solver can provide better estimated optimal control, while our sample-wise optimal control solver outperforms the fully-calculated stochastic optimal control solver with the finest mesh.

In Table 2, we present the computational cost for each method, and we carry out our numerical experiments on an Apple M1 CPU with 8 cores and 16 GB memory. We can see from Table 2 and the comparison results in Figure 2 that the SW-DDC has much lower computational cost while is still more accurate compared with the the fully-calculated stochastic optimal control solver with the finest mesh.

| Method   | Coarse mesh | Medium mesh | Fine mesh | SW-DDC |
|----------|-------------|-------------|-----------|--------|
| CPU time (seconds) | 40.6 | 84.2 | 287.2 | 4.49 |

Through the numerical experiments that we carried out in solving the 1D LQ data driven stochastic optimal control problems, we have verified that the direct filter in the SW-DDC algorithm works well for unexpected changes in the true parameter, which indicates the necessity of online parameter estimation in data driven control. Moreover, the comparison experiments in this 1D case show that the sample-wise optimal control solver in our SW-DDC framework outperforms conventional fully-calculated stochastic optimal control solver in efficiency. Due to the fact that our sample-wise optimal control solver does not solve the adjoint BSDE in the entire state space, the efficiency feature of our method would be more advantageous in solving higher dimensional problems. In this way, we have demonstrated the necessity of using sample-wise optimal control solver to solve data driven control problems.

In what follows, we shall demonstrate the effectiveness and efficiency of the direct filter, and we are going to compare the direct filter with other state-of-the-art online parameter estimation methods as a “driver” to drive the sample-wise optimal control solver in the SW-DDC framework.

Case 2: 2D state dynamics with 1 unknown parameter

We consider a 2D case of the the LQ data-driven stochastic optimal control problem (33)-(35), and we let $A(t) = (\alpha \sin(t), \cos(t)) I_2$, $B = (0.5, 0.5) I_2$, and $C = 0.1 I_2$ in (33), where $\alpha$ in $A(t)$ is a scaler unknown parameter. The control term $U_t$ is chosen as a scaler in this 2D problem as well. For the cost functional, we let $Q = I_2$, $R = 1$ and $F = I_2$. In the numerical experiments, we solve this data driven stochastic optimal control problem over the time interval $[0, 1]$ by choosing the temporal step-size $\Delta t = 0.02$, i.e. $N_T = 50$, and we let the covariance matrix $\Sigma$ of the observational noise be $\sigma = (0.01)^2 I_2$. The initial state of the controlled process is chosen as $X_0 = (2, -2)^\top$.

The goal of the numerical experiments for this 2D problem is to show that the direct filter method in the SW-DDC framework will outperform the augmented particle filter (AugPF), which is a particle filter implementation of the augmented filter method, and both the direct filter and the AugPF will drive the same sample-wise optimal control solver (due to its high efficiency advantage) to determine the data driven optimal control. In Figure 3, we present the comparison between the direct filter (subplot (a)) and the AugPF (subplot (b)) in estimating the unknown parameter $\alpha$, where we have used 100 particles in the direct filter and 1000 particle in the AugPF. The black solid line in each subplot indicates the true parameter value. We can see from this figure that the direct filter captured the real parameter near the time instant $t = 0.4$, and the AugPF cannot find the target parameter in the entire time interval $[0, 1]$.

In Figure 4, we present the estimated optimal control obtained by the sample-wise optimal control solver, which is driven by estimated parameters using the direct filter (subplot (a)) and the AugPF (subplot (b)). We can see that with accurate estimation for the parameter, the direct filter driven SW-DDC can provide accurate estimation for the optimal control. On the other hand, since the AugPF failed to find the true parameter, the sample-wise optimal control solver cannot provide accurate estimates for the optimal control.

We also want to mention that the failure of the AugPF in the above experiment could be caused by inefficiency of the particle filter in estimating the augmented state process. For a relatively low dimensional
Figure 3: Example 1. Comparison between the direct filter and the AugPF in parameter estimation (2D case)

Figure 4: Example 1. Comparison of estimated optimal controls corresponding to each parameter estimation method (2D case)

problem, the parameter estimation performance of the AugPF may improve by increasing the particle-size. In Figure 5, we present the parameter estimation performance (subplot (a)) and the optimal control estimation performance (subplot (b)) of the AugPF driven SW-DDC by using 20000 particles in the AugPF procedure. We can see that in this experiment the AugPF driven SW-DDC could provide much better estimation for both the parameter and the optimal control when significantly more particles are used.

To further compare the performance of the direct filter and the AugPF in driving the sample-wise optimal control solver under our SW-DDC framework, we carry out the above comparison experiments repeatedly 20 times (with different particle-sizes in the AugPF) and present the root mean square errors (RMSEs) of each implementation in Figure 6, where Figure 6 (a) shows the RMSEs of parameter estimation and Figure 6 (b) shows the RMSEs of optimal control estimation. We can see from this figure that by using more and more particles, the AugPF can provide more and more accurate parameter estimation results, which will result better and better estimated optimal control. On the other hand, the direct filter can provide the best estimated parameter, which resulted the best estimated optimal control. In Table 3, we present the comparison of (average) computational cost between the AugPF (with 1, 000 particles, 20, 000 particles and 40, 000 particles) driven SW-DDC and the direct filter (with only 100 particles) driven SW-DDC. We can see from this table that the computational cost for the direct filter is the lowest since it only used 100 particles to
estimate the unknown parameter.

Case 3: 4D state dynamics with 2 unknown parameters

The third case that we consider in the LQ data driven stochastic control example has 4D state dynamics with 2 unknown parameters. Specifically, we let $A(t) = (\sin(t), \cos(t), \alpha, \beta) \mathbb{I}_4$, $B = (0.5, 0; 0.5, 0; 1, 0; 1, 0)^\top$, $C = 0.1 \mathbb{I}_4$, where $\alpha$ and $\beta$ in $A(t)$ are 2 unknown parameters to be estimated, and $U_t$ is a 2D control vector. For the cost functional, we let $Q = I_4$, $R = I_2$ and $F = I_4$. In the numerical experiments, we solve this
data driven control problem over the time interval $[0, 1]$ by choosing the temporal step-size $\Delta t = 0.025$, i.e. $N_T = 40$, and we let the covariance matrix $\Sigma$ of the observational noise be $\sigma = (0.01)^2 I_2$. The initial state of the controlled process is chosen as $X_0 = (1, 2, -1, 2)^\top$.

Figure 7: Example 1. Performance of the SW-DDC algorithm driven by the direct filter (4D case)

In Figure 7, we present the performance of the SW-DDC algorithm driven by the direct filter, and we used 500 particles in the direct filter method to estimate the parameters. Figure 7 (a) and (b) provide the performance of the direct filter in estimating the unknown parameters $\alpha$ and $\beta$, respectively, and Figure 7 (c) shows the estimation accuracy for the optimal control. We can see from this figure that the direct filter can capture the true target parameters quickly, and once accurate estimates for parameters are obtained, the sample-wise optimal control solver starts to provide good estimates for the optimal control.

As a higher dimensional problem (with 4D state and 2D parameter), we observe that the AugPF suffers more severe degeneracy problem. In Figure 8, we show the comparison of RMSEs between the direct filter driven SW-DDC and the AugPF driven SW-DDC, where subplot (a) shows comparison of accuracy in estimating the unknown parameters and subplot (b) shows comparison of accuracy in estimating the optimal control. We can see from this figure that although we have used 20,000, 50,000 and 80,000 particles, the AugPF provided similar parameter estimation performance, which resulted similar performance in estimating the optimal control. This indicates that increasing particles from 20,000 to 80,000 would not be enough to
let AugPF accurately capture the true parameters in this experiment, and this is caused by the well-known “degeneracy problem” in the particle filter when solving higher dimensional problems (see [2, 17, 39, 43]). On the other hand, by using only 500 particles, the direct filter provided very accurate estimated parameters, which resulted very accurate estimates for the optimal control in this experiment.

Table 4: Example 1. 4D computational cost comparison

| Method             | AugPF (20K) | AugPF (50K) | AugPF (80K) | Direct filter (500) |
|--------------------|-------------|-------------|-------------|---------------------|
| CPU time (seconds) | 81.3        | 159.8       | 283.1       | 58.3                |

In Table 4, we present comparison of computational costs corresponding to each experiment in Figure 8, and we can see that the direct filter method can provide the most accurate parameter/control estimation while using the lowest amount of CPU time.

Moreover, we want to mention that although the dimension of the problem was increased from 2D state/1D parameter to 4D state/2D parameter, the computational cost for the direct filter driven SW-DDC method only increased from 1.35 seconds/step to 1.46 seconds/step. It indicates that our SW-DDC algorithm is not very sensitive to dimensions, and it can alleviate the so-called “curse of dimensionality” in moderately high dimensional problems.

4.2 Example 2: Data driven control of an unmanned aerial vehicle

In this example, we consider a more practical scenario and solve an unmanned aerial vehicle maneuvering problem. The controlled state process is given by the following nonlinear dynamical system

\[
\begin{align*}
    dX_t &= \sin(\theta_t)dt + \sigma dW_t, \\
    dY_t &= \cos(\theta_t)dt + \sigma dW_t, \\
    dZ_t &= (F_t - mg)dt + \sigma dW_t, \\
    d\theta_t &= (\alpha_t - \mu m)dt + \sigma^2 dW_t,
\end{align*}
\] (37)

where \((X, Y, Z)^\top\) describes the position of an unmanned aerial vehicle (drone) moving in the 3D space, \(\theta\) is the steering angle that controls the horizontal moving direction of the drone, which is governed by a steering control factor \(\alpha_t\), and \(\sigma\) is the noise that perturbs both the motions and control actions. The unknown parameter \(m\) is the total mass (weight) of the drone with its load, \(g = 9.8\) is the standard gravity constant. Then, we let \(F_t\) be another control factor that controls the elevating force. Therefore, the control term \(u_t := (\alpha_t, F_t)\) becomes a 2D process. The term \(\mu m\) in the equation of \(d\theta_t\) (the fourth equation in Eq. (37)) can be interpreted as the resistance for the steering control factor \(\alpha_t\), which is influenced by the weight, and we choose \(\mu = 0.1\) in this example.

The cost functional that we aim to minimize is defined as

\[
J^*(u) = E \left[ \int_0^T \frac{1}{2} ((F_t)^2 + (\alpha_t)^2)dt + 10 \left( (X_T - X_P)^2 + (Y_T - Y_P)^2 + (Z_T - Z_P)^2 + (Y_T - Y_P)^2 \right) \right],
\] (38)

where \((X_P, Y_P, Z_P)^\top\) is the pre-designated target platform, and we let \((X_P, Y_P, Z_P)^\top = (6, 7, 8)^\top\) in our numerical experiments. The goal of the optimal control problem is to let the controlled drone be as close as to the target at terminal time \(T\) while trying to keep the cost of control actions low.

The observational data that we use to design data driven control actions \(\alpha_t\) and \(F_t\) is

\[
M_t = (X_t, Y_t, Z_t, \theta_t)^\top + (R, R, R, 0.1R)\xi_t,
\]

where \(\xi_t \sim N(0, I_4)\) is a standard multi-variate Gaussian random variable and \(R\) determines the size of observation errors.
In our numerical experiments, we choose $\sigma = 0.2$, $R = 0.01$, and we let the designated terminal time be $T = 1$ with each observation/estimation step-size $\Delta t = 0.02$, i.e. $N_T = 50$. The initial condition of the drone is $(X_0, Y_0, Z_0, \theta_0)^\top = (0, 0, 5, 0)^\top$. In Figure 9, we present the controlled trajectory of the drone in the $X_1 - X_2$ plane (subplot (a)) and in the $X_3$ direction (subplot (b)) based on the control actions designed by the SW-DDC algorithm, and the parameter estimation method was chosen as the direct filter method with 200 particles in estimating the unknown parameter. The red curves marked by circles are drone trajectories, and the black box (in subplot (a)) and the black solid line (in subplot (b)) indicate the target platform in the $X_1 - X_2$ plane and the height ($X_3$-coordinate), respectively. Also, we plot the 3D trajectory of the drone in Figure 10 to provide a more direct viewing for the performance of our algorithm, where the black box is the 3D position of the target platform. We can see from Figure 9 and Figure 10 that the SW-DDC can effectively guide the drone to the target platform at the pre-designated time. The overall computational time to design altogether 50 data driven control actions in this experiment is 23.99 seconds, which shows that our algorithm is potentially feasible to implement real-time data analysis and optimal control when solving practical application problems. In Figure 11, we present the performance of parameter estimation by using the direct filter method. We can see that after receiving only a few sets of observational data, the direct filter (by using only 200 particles) obtained accurate estimation for the unknown parameter.

To further demonstrate the advantageous performance of our SW-DDC method, we use the augmented ensemble Kalman filter (AugEnKF) (the ensemble Kalman filter implementation for the augmented filter method) to drive the sample-wise optimal control solver, where the AugEnKF is well known as the most widely
Figure 11: Example 2. Parameter estimation performance of the direct filter used method in solving the online parameter estimation problem. In Figure 12 we present the parameter estimation performance of the AugEnKF with 50 realizations of Kalman filter samples (in subplot (a)) and the 3D trajectory of the controlled drone (in subplot (b)), where the black solid line in subplot (a) is the real parameter and the black box in subplot (b) shows the target platform in the 3D space. Note that 50 realizations of Kalman filter samples is already a very large number of samples for the ensemble Kalman filter in this relatively low dimensional problem. From this figure, we can see that the AugEnKF made unreliable estimation for the unknown parameter, which is mainly because of the nonlinearity of the dynamical model and the nonlinear parameter-state relation. As a result, the control actions designed for the drone are based on inaccurate parameter, which made the drone fail to arrive at the target platform (as presented in Figure 12 (b)).

Figure 12: Example 2. Performance of SW-DDC driven by AugEnKF estimated parameter

To further compare the performance between the direct filter and the AugEnKF in driving the sample-wise optimal control solver and show the advantage of our SW-DDC algorithm introduced in Algorithm 1, we repeat the above experiments 20 times. In Figure 13 (a), we show the comparison of RMSEs in parameter estimation, and in Figure 13 (b) we plot the average distance to the target platform. Specifically, the red curves marked by circles are RMSEs of parameter estimation (in subplot (a)) and average distance to the target platform (in subplot (b)) obtained by the direct filter and the direct filter driven SW-DDC, respectively. The blue curves marked by crosses are RMSEs of parameter estimation (in subplot (a)) and average distance to the target platform (in subplot (b)) obtained by the AugEnKF and the AugEnKF driven optimal control solver,
Figure 13: Example 2. Performance comparison with repeated experiments

respectively. From this figure, we can see that the direct filter significantly outperforms the AugEnKF in this experiment, and therefore the controlled state designed by using the direct filter estimated parameter also outperforms the controlled state driven by the AugEnKF.

5 Concluding remarks

In this paper, we introduced a novel sample-wise data driven control (SW-DDC) solver to solve the stochastic optimal control problem with unknown model parameters. In the computational framework for SW-DDC, we utilize the direct filter as an effective online parameter estimation method to drive the design of the optimal control through an efficient sample-wise optimal control solver. The main novelty in our methodology is to treat samples that characterize state variables and parameter variables in the controlled dynamical model as pseudo-data, and then we can use stochastic approximation to accelerate the gradient descent optimization procedure for finding the data driven optimal control. The primary contribution of the SW-DDC framework is that it allows us to efficiently generate accurate estimates for both the unknown parameters and the optimal control in the online manner. Numerical experiments are carried out to demonstrate the efficiency advantage of the sample-wise optimal control solver and the accuracy advantage of the direct filter, and both components combining together resulted the advantageous overall performance of the SW-DDC solver.
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