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ABSTRACT

In this paper, we discuss scalar Lagrangian multipliers and vector Lagrangian multipliers for constrained set-valued optimization problems. We obtain some necessary conditions, sufficient conditions, as well as necessary and sufficient conditions for the existence of weakly efficient solutions.
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1. Introduction

Many investigations have been made for convex or generalized convex multi-objective decision or optimization problems. For example, P. L. Yu [17] discussed the non-dominated solutions in cone-convex multi-objective decision problems; J. Borwein [8] established a general alternative theorem for convex set-valued maps in a real topological linear space and got a multiplier principle; O. Ferrero [11] obtained a alternative theorem and related results for a set-valued optimization problem; H. W. Corley [13] established a Lagrangian duality theorem and some optimality conditions for vector optimization with set-valued maps. We notice that, recently, more authors have paid their attentions to vector optimization problems with cone convex and set-valued maps, as well as their applications in other disciplines, e.g., see Refs. [3, 4, 9-13, 22, 25, 26, 28, 30, 31, 35, 37, 39, 40].

In this paper, we establish some necessary conditions, sufficient conditions, as well as necessary and sufficient conditions for the existence of a weakly efficient solution for a set-valued minimization problem. Our necessary conditions, sufficient conditions, as well as necessary and sufficient conditions are related to Lagrangian multipliers of the minimization problem, which has not only equality constraints but also inequality constraints.

2. Preliminaries

Throughout this paper, scalars of linear space are always real. A topological linear space $Y$ with a convex cone $Y_+$ is said to be an ordered topological linear space, the partial order in $Y$ is induced by:

$$y^1 \geq y^2 \iff y^1 - y^2 \in Y_+,$$
\[ y^1 > y^2, \text{ iff } y^1 - y^2 \in \text{int } Y, \]
where \( \text{int } Y \) is the interior of \( Y \), which is nonempty, i.e., \( \text{int } Y \neq \emptyset \).

Suppose that \( Y^\ast \) is the topological dual of \( Y \), then
\[
Y^\ast = \{ \xi \in Y^\ast : \xi(y) \geq 0, \forall y \in Y \}
\]
is said to be the dual cone of \( Y \).

A convex cone \( Y \) of \( Y \), with apex at the origin \( 0_Y \) of \( Y \), is said to be a positive cone of \( Y \).

A convex cone \( Y \) of \( Y \) is said to be pointed if \( Y \cap (-Y) = \{0_Y\} \).

In this paper, we always assume that every convex cone is positive, closed, pointed and with nonempty interior.

Suppose \( f: X \to 2^Y \) is a set-valued function, where \( X \) is a linear space, \( 2^Y \) denotes the power set of \( Y \). For any nonempty \( D \subseteq X \), Setting
\[
f(D) = \bigcup_{x \in D} f(x).
\]
For \( x \in X, \xi \in Y^\ast \), we may set
\[
\xi(f(x)) \geq 0, \text{ iff } \xi(y) \geq 0, \forall y \in f(x);
\]
\[
\xi(f(D)) \geq 0, \text{ iff } \xi(f(x)) \geq 0, \forall x \in D.
\]
We denote by \( R \) the set of real numbers. For \( A, B \subseteq R \), write
\[
A \geq B, \text{ if } a \geq b, \forall a \in A, \forall b \in B.
\] (2.1)
**Definition 2.1** A set-valued map \( u: D \to 2^Y \) is said to be bounded if \( \bigcup_{x \in D} u(x) \) is a bounded subset of \( Y \).

**Lemma 2.1** [6] Let \( C, D \subseteq Y \) be two nonempty convex sets. If \( \text{int } C \neq \emptyset, D \cap \text{int } C \neq \emptyset \) then
\[
\exists 0 \neq \xi \in Y^* : \xi(\text{int } C) \subseteq \xi(D) + \text{int } Y_+, \xi(C) \subseteq \xi(D) + Y_+.
\]

**Lemma 2.2** [7] If \( \xi \in Y^* \setminus \{0_Y\} \), then \( \xi(y) > 0, \forall y \in \text{int } Y_+ \).

Suppose that \( X \) is a nonempty set and \( D \) is a nonempty subset of \( X \), and \( Y \) is an ordered topological linear space with a convex cone \( Y_+ \).

**Definition 2.2** A set-valued map \( f: D \to 2^Y \) is said to be convexlike on \( D \) if
\[
\forall x^1, x^2 \in D, \forall \alpha \in (0,1)
af(x^1) + (1 - \alpha)f(x^2) \subseteq f(D) + Y_+.
\]

**Definition 2.3** A set-valued map \( f: D \to 2^Y \) is said to be subconvexlike on \( D \) if
\[
\exists \text{ bounded function } u: X \to 2^Y \text{ such that } \forall x^1, x^2 \in D, \forall \alpha \in (0,1), \forall \varepsilon > 0
\varepsilon u + \alpha f(x^1) + (1 - \alpha)f(x^2) \subseteq f(D) + Y_+.
\]
Definition 2.4 A set-valued map \( f : D \rightarrow 2^Y \) is said to be presubconvexlike on \( D \) if there exists a bounded function \( u : X \rightarrow 2^Y \) such that
\[
\forall x^1, x^2 \in D, \forall \alpha \in (0, 1), \forall \varepsilon > 0, \exists \tau > 0
\]
\[\alpha u + \alpha f(x^1) + (1 - \alpha) f(x^2) \subseteq tf(D) + Y_\tau.
\]

Theorem 2.1 (i) The set-valued map \( f : X \rightarrow 2^Y \) is convexlike on \( D \) if and only if \( f(D) + Y_\tau \) is convex;

(ii) The map set-valued map \( f : X \rightarrow 2^Y \) is subconvexlike on \( D \) if and only if \( f(D) + \text{int} Y_\tau \) is convex;

(iii) The map set-valued map \( f : X \rightarrow 2^Y \) is presubconvexlike on \( D \) if and only if
\[\bigcup_{\tau > 0} (tf(D) + \text{int} Y_\tau) \] is convex, where \( t > 0 \) is any positive scalar.

Proof. We refer to Paeck [5, Lemma 2.2] for the proof of (i) and (ii). We are only going to show (iii).

Let \( c_1, c_2 \in \bigcup_{\tau > 0} (tf(D) + \text{int} Y_\tau), \alpha \in (0, 1) \). Then there exist \( x^1, x^2 \in D, y_1, y_2 \in \text{int} Y_\tau \), and positive numbers \( t_1, t_2 \) such that
\[c_1 \in t_1 f(x^1) + y_1, c_2 \in t_2 f(x^2) + y_2.
\]
Since \( f \) is presubconvexlike on \( D \), there exists a bounded set-valued map \( u : D \rightarrow 2^Y \), \( x^1 \in D \), and a positive number \( \tau \) such that \( \forall y^1 \in f(x^1), \forall y^2 \in f(x^2) \)
\[ au + \frac{\alpha_1}{\alpha_1 + (1 - \alpha)t_2} y^1 + \frac{(1 - \alpha)t_2}{\alpha_1 + (1 - \alpha)t_2} y^2 \subseteq f'(x^1) + Y_+ \]  \tag{2.2}

Because \( \text{int} Y_+ \) is a convex cone, we have \( y_0 := \alpha y_1 + (1 - \alpha) y_2 \in \text{int} Y_+ \). It deduces that there exists a neighborhood \( U \) of the origin of \( Y \) such that \( y_0 + U \subseteq \text{int} Y_+ \). Since \( U \) is absorbent and \( u \) is bounded, we may choose a positive number \( \varepsilon \) which is small enough such that

\[-(\alpha t_1 + (1 - \alpha)t_2) u \in U. \] And so

\[ y_0 - (\alpha t_1 + (1 - \alpha)t_2) u \in y_0 + U \subseteq \text{int} Y_+. \]  \tag{2.3}

Therefore combining (2.2) and (2.3)

\[ \alpha t_1 + (1 - \alpha)t_2 \]

\[ = \alpha t_1 y^1 + (1 - \alpha)t_2 y^2 + \alpha y_1 + (1 - \alpha) y_2 \]

\[ = (\alpha t_1 + (1 - \alpha)t_2) \left[ \frac{\alpha t_1}{\alpha t_1 + (1 - \alpha)t_2} y^1 + \frac{(1 - \alpha)t_2}{\alpha t_1 + (1 - \alpha)t_2} y^2 \right] + y_0 \]

\[ \subseteq (\alpha t_1 + (1 - \alpha)t_2) (f'(x^1) + Y_+ - au) + y_0 \]

\[ = (\alpha t_1 + (1 - \alpha)t_2) \tau f(x^1) + (\alpha t_1 + (1 - \alpha)t_2) Y_+ - (\alpha t_1 + (1 - \alpha)t_2) \varepsilon u + y_0 \]

\[ \subseteq (\alpha t_1 + (1 - \alpha)t_2) \tau f(D) + Y_+ + \text{int} Y_+ \]

\[ \subseteq (\alpha t_1 + (1 - \alpha)t_2) \tau f(D) + \text{int} Y_+ \subseteq \bigcup_{\varepsilon > 0} (\text{int} f(D) + \text{int} Y_+) \]

Therefore \( \bigcup_{\varepsilon > 0} (\text{int} f(D) + \text{int} Y_+) \) is convex.

On the other hand, assume \( \bigcup_{\varepsilon > 0} (\text{int} f(D) + \text{int} Y_+) \) is a convex set.
Let \( y^0 \in \text{int} Y, x^1, x^2 \in D, \alpha \in (0, 1), \varepsilon > 0 \), and \( y^1 \in f(x^1), y^2 \in f(x^2) \). Since

\[ f(x^i) + y^0 \subseteq \bigcup_{i>0}(tf(D) + \text{int } Y^+), i = 1, 2; \text{ and } \bigcup_{i>0}(tf(D) + \text{int } Y) \text{ is convex, we get}
\]

\[ \varepsilon y^0 + \alpha y^1 + (1 - \alpha)y^2 = \alpha(y^1 + \varepsilon y^0) + (1 - \alpha)(y^2 + \varepsilon y^0) \]

\[ \subseteq \bigcup_{i>0}(tf(D) + \text{int } Y^+) \]

Therefore there exists positive number \( t > 0 \), such that

\[ \alpha u + af(x^1) + (1 - \alpha)f(x^2) \subseteq tf(D) + \text{int } Y \subseteq tf(D) + Y. \]

Where \( u \equiv \{y^0\} : D \rightarrow 2^Y \) is a bounded set-valued map.

Hence \( f \) is presubconvexlike. The proof is complete. \( \square \)

From the definitions we see that: convexlike \( \Rightarrow \) subconvexlike \( \Rightarrow \) presubconvexlike.

Since any real-valued function is a convexlike function, it is clear that subconvexlikeness does not imply convexlikeness. However, the following example illustrates that presubconvexlikeness does not imply subconvexlikeness, either.

**Example 2.1** Let

\[ D = \{(x_1, x_2) \in R^2 : x_1 \geq 0, x_2 \geq 0, x_1^2 + x_2^2 \geq 1\}, \]

and

\[ Y = R^2, Y_i = R^2 = \{(x_1, x_2) \in R^2 : x_1 \geq 0, x_2 \geq 0\}, \]

where \( R^2 \) is the 2-dimensional Euclidean space.

Define a set-valued map \( f : D \rightarrow 2^Y \) by
We note that

\[ f(D) + \text{int } Y_+ \]

\[ = \{(x_1, x_2): x_1 > 0, x_2 > 0, x_1^2 + x_2^2 > 1\} \]

is not a convex set, so \( f \) is not subconvexlike. But

\[ \bigcup_{t > 0} (tf(D) + \text{int } Y_+) = \text{int } Y_+ \]

is convex, therefore \( f \) is presubconvexlike. □

**Theorem 2.2** Assume that \( f, g, h \) satisfy

(a1) There exist bounded set-valued maps \( u_1: X \to 2^Y, u_2: X \to 2^Z \), for which

\[ \forall \alpha \in (0,1), \forall x^i \in D, \forall y^i \in f(x^i), \forall z^i \in g(x^i), \forall w^i \in h(x^i), i = 1,2, \forall \varepsilon > 0, \exists \tau_i > 0, i = 1,2,3, \]

such that

\[ (a1.1) \quad \alpha u_1 + \alpha y^i + (1 - \alpha)y^2 \in \tau_i f(D) + Y_+ , \]

\[ (a1.2) \quad \alpha u_2 + \alpha z^i + (1 - \alpha)z^2 \in \tau_i g(D) + Z_+ , \]

\[ (a1.3) \quad \alpha w^i + (1 - \alpha)w^2 \in \tau_i h(D) ; \]

(a2) \( \text{int } h(D) \neq \emptyset \);

and (i) and (ii) denote the systems

(i) \( \exists x \in D, s.t., f(x) \cap (-\text{int } Y_+) \neq \emptyset, g(x) \cap (-Z_+) \neq \emptyset, 0_x \in h(x) ; \)

(ii) \( \exists (\xi, \eta, \zeta) \in (Y_+^* \times Z_+^* \times W^*) \setminus \{(0_y, 0_z, 0_w)\} \) such that
\[ \xi(f(x)) + \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D. \]

If (i) has no solution then (ii) has solutions.

Moreover if (ii) has a solution \((\xi, \eta, \zeta)\) with \(\xi \neq 0\), then (i) has no solutions.

**Lemma 2.3** The assumption (a1) is satisfied if and only if the following set

\[ B = \subseteq Y \times Z \times W \] is convex:

\[
B = \{(y, z, w) : y \in \bigcup_{r > 0} (tf(D) + \text{int } Y), z \in \bigcup_{r > 0} (tg(D) + \text{int } Z), w \in \bigcup_{r > 0} th(D)\}
\]

\[
= (\bigcup_{r > 0} (tf(D) + \text{int } Y)) \times (\bigcup_{r > 0} (tg(D) + \text{int } Z)) \times (\bigcup_{r > 0} th(D)).
\]

**Proof.** \((\Rightarrow)\) Suppose that (a1) is satisfied.

Similar to Lemma 2.3 \(\bigcup_{r > 0} (tf(D) + \text{int } Y), \bigcup_{r > 0} (tg(D) + \text{int } Z)\) is convex.

Let \(w^i \in \bigcup_{r > 0} th(D), i = 1, 2\), then \(\exists x^i \in D, \exists \text{ positive numbers } t_i > 0 \) such that

\[ w^i = t_i h(x^i), i = 1, 2. \exists w^i \in h(x^i), \]

\[ w^i = t_i w^i, i = 1, 2. \]

By the assumption (a1), \(\forall \alpha \in (0, 1), \exists x^3 \in D, r_3 > 0 \) such that

\[
\alpha t_1 w^1 + (1 - \alpha) t_2 w^2
\]

\[
= (\alpha t_1 + (1 - \alpha) t_2) \left[ \frac{\alpha t_1}{\alpha t_1 + (1 - \alpha) t_2} w^1 + \frac{(1 - \alpha) t_2}{\alpha t_1 + (1 - \alpha) t_2} w^2 \right]
\]

\[
\subseteq (\alpha t_1 + (1 - \alpha) t_2) \text{th}(x^3)
\]
\[ \subseteq \bigcup_{r>0} th(D) \]

Hence \( \bigcup_{r>0} th(D) \) is convex.

So, \( B = \big( \bigcup_{r>0} (tf(D) + \text{int} Y_i) \big) \times \big( \bigcup_{r>0} (tg(D) + \text{int} Z_i) \big) \times \big( \bigcup_{r>0} th(D) \big) \) is convex.

(\( \Leftarrow \)) Assume \( B \) is a convex set. Then \( \bigcup_{r>0} (tf(D) + \text{int} Y_i), \bigcup_{r>0} (tg(D) + \text{int} Z_i) \), and \( \bigcup_{r>0} th(D) \) are all convex sets. Again, from Lemma 2.3, (a1.1) and (a1.2) are satisfied.

Since \( \bigcup_{r>0} th(D) \) is convex, \( \forall \alpha \in (0,1), \forall x^i \in D, \forall w^i \in h(x^i), i = 1,2 \), we have
\[
\alpha w^1 + (1 - \alpha) w^2 \in \bigcup_{r>0} th(D).
\]

Therefore \( \exists \tau_3 > 0 \) such that
\[
\alpha w^1 + (1 - \alpha) w^2 \in \tau_3 h(x).
\]

And so (a1.3) is satisfied. The proof of Lemma 2.3 is complete. \( \square \)

**Proof of Theorem 2.2.**

By Lemma 2.3, \( B \) defined above is convex. From (a2), \( \text{int} B \neq \emptyset \). We also have \((0,0,0) \notin B \) since (i) has no solution.

Therefore, according to the separation theorem of convex sets of topological linear space (Lemma 2.1), there exists a nonzero vector \( (\xi, \eta, \zeta) \in Y^* \times Z^* \times W^* \) such that
\[
\xi(t_1 y + y^0) + \eta(t_2 z + z^0) + \zeta(t_3 w) \geq 0 \quad (2.4)
\]
for all \( x \in D, y \in f(x), \alpha^0 \in \text{int } Y, z \in g(x), \beta^0 \in \text{int } Z, w \in h(x), t_i > 0, i = 1,2,3. \)

Since \( \text{int } Y, \text{int } Z \) are convex cones, we get

\[
\xi(t_i y + s_i \alpha^0) + \eta(t_2 z + s_2 \beta^0) + \zeta(t_3 w) \geq 0
\]

for all \( x \in D, y \in f(x), \alpha^0 \in \text{int } Y, z \in g(x), \beta^0 \in \text{int } Z, w \in h(x), t_i > 0, s_i > 0, i = 1,2. \)

Let \( t_i \rightarrow 0, i = 1,2,3, s_2 \rightarrow 0 \) in (2.5) we see that

\[
\xi(\alpha^0) \geq 0, \forall \alpha^0 \in \text{int } Y_i.
\]

Therefore \( \xi(\alpha) \geq 0, \forall \alpha \in Y_i. \) Hence \( \xi \in Y_i^+. \)

Similarly, let \( t_i \rightarrow 0, i = 1,2,3, s_1 \rightarrow 0 \) in (2.5) we get \( \eta \in Z_i^+. \) Thus

\[
(\xi, \eta, \zeta) \in Y_i^+ \times Z_i^+ \times W^+.
\]

Let \( s_i \rightarrow 0, i = 1,2 \) in (2.5) again we attain

\[
\xi(\alpha) + \eta(\beta) + \zeta(\gamma) \geq 0
\]

for \( \forall x \in D, \forall y \in f(x), \forall z \in g(x), \forall w \in h(x). \) Which implies that (ii) has solutions.

On the other hand, suppose that (ii) has a solution \((\xi, \eta, \zeta)\) with \( \xi \neq 0_{Y_i^+}. \) If the system (ii) had a solution \( x \in D, \) there would exist \( y \in f(x), z \in g(x), w \in h(x) \) such that

\[
y \in \text{int } Y, z \in -Z, w = 0_w.
\]

Therefore by Lemma 2.2

\[
\xi(\alpha) + \eta(\beta) + \zeta(\gamma) < 0.
\]
Contradicting our assumption (i). Therefore, the system (ii) had no solution. We complete the proof. □

We note that (a2) states \( \text{int } B \neq \emptyset \). Actually, to use the separation theorem of two convex sets of a finite dimensional space, we do not need the condition \( \text{int } B \neq \emptyset \). Therefore, by the proof of Theorem 2.2, we get following Corollary 2.1.

**Corollary 2.1** Let \( Y, Z, \) and \( W \) are finite dimensional. Assume that \( \exists \) bounded set-valued maps \( u_i : X \to 2^Y, u_2 : X \to 2^Z, \) and \( \forall \alpha \in (0,1), \forall x^i \in D, \forall y^i \in f(x^i), \)

\[
\forall z^i \in g(x^i), \forall w^i \in h(x^i), i = 1,2, \forall \varepsilon > 0, \exists \tau_i > 0, i = 1,2,3, \text{ such that } \\
\varepsilon u_1 + \alpha y^1 + (1-\alpha)y^2 \in \tau_1 f(D) + Y, \\
\varepsilon u_2 + \alpha z^1 + (1-\alpha)z^2 \in \tau_2 g(D) + Z, \\
\alpha w^1 + (1-\alpha)w^2 \in \tau_3 h(D); \\
\]

and (i) and (ii) denote the systems

(i) \( \exists x \in D, \text{s.t., } f(x) \cap (-\text{int } Y) \neq \emptyset, g(x) \cap (-Z) \neq \emptyset, 0 \in h(x); \)

(ii) \( \exists (\xi, \eta, \zeta) \in (Y^* \times Z^* \times W^*) \setminus \{(0,0,0)\} \) such that

\[
\xi(f(x)) + \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D.
\]

If (i) has no solution then (ii) has solutions.

Moreover if (ii) has a solution \( (\xi, \eta, \zeta) \) with \( \xi \neq 0 \), then (i) has no solution. □
Remark 2.1. For Theorem 2.1 and Corollary 2.1, we notice that if the Nontrivial Abnormal Multiplier Constraint Qualification (NNAMCQ) (Definition 3.3) or the Slater Constraint Qualification (SCQ) (Definition 3.2) is satisfied, then the System (ii) can be read as:

\[ \exists (\xi, \eta, \varsigma) \text{ with } \xi \neq 0 \text{ such that} \]

\[ \xi(f(x)) + \eta(g(x)) + \varsigma(h(x)) \geq 0, \forall x \in D. \]

3. Lagrangian Multipliers

Consider the following optimization problem with set-valued maps:

\[
(VP) \quad \min_{x \in X} f(x), \quad s.t., g(x) \cap (-Z_+) \neq \emptyset, 0 \in h(x), \quad x \in X.
\]

Let \( D \) be the feasible set of (VP), i.e.,

\[ D = \{x \in X : g(x) \cap (-Y_+) \neq \emptyset, 0 \in h(x)\}. \]

Definition 3.1 \( \bar{x} \in D \) is said to be a weakly efficient solution of (VP), if there exists \( \bar{y} \in f(\bar{x}) \) such that \( \forall x \in D \), there is no \( y \in f(x) \) for which \( (\bar{y} - y) \in \text{int} Y_+ \).

Lemma 3.1 \( \bar{x} \in D \) is a weakly efficient solution of (VP), if and only if \( \exists \bar{y} \in f(\bar{x}) \) such that \( (\bar{y} - f(D)) \cap \text{int} Y_+ = \emptyset. \)
Definition 3.2 The problem (VP) satisfies the Slater Constraint Qualification (SCQ) if \( \forall (\eta, \zeta) \in (Z^*_+ \times W^*) \setminus \{(0, 0)\}, \exists x \in D, \) and there exists a negative real number \( t \in \eta(g(x)) \cap \zeta(h(x)) \).

Our Slater Constraint Qualification is similar to “the regular hypothesis” in V. Jeyakumar [1], and M. S. Bazaraa [16].

Definition 3.3 Let \( \bar{x} \in D \). We say No Nontrivial Abnormal Multiplier Constraint Qualification (NNAMCQ) holds at \( \bar{x} \) if

\[
\min_{x_1 \in D} \left[ \eta(g(x)) + \zeta(h(x)) \right] = 0
\]

\[
\min_{x_1 \in D} \eta(g(\bar{x})) = 0
\]

\[
\eta \in Z^*_+, \eta \in W^*
\]

implies that \((\eta, \zeta) = 0_{Z^*_+ W^*}\).

We note that (NNAMCQ) is weaker than (SCQ).

Theorem 3.1 Let \( \bar{x} \in D \). Assume that \( f(x) - f(\bar{x}), g(x), h(x) \) satisfy the generalized convexity condition (a1) and the inner point condition (a2). Then \( \bar{x} \) is a weakly efficient solution of (VP) implies \( \exists \bar{y} \in f(\bar{x}) \) and \( \exists \) Lagrangian multiplier \( \xi \in Y^*_+, \eta \in Z^*_+, \zeta \in W^* \) with \( \xi \neq 0_{Y^*} \) such that

\[
\min_{x_1 \in D} [\xi(f(x)) + \eta(g(x)) + \zeta(h(x))] \geq \xi(\bar{y})
\]

\[
\min \eta(g(\bar{x})) = 0,
\]
where, for the second equality, the minimum is taken for all $z \in g(\bar{x})$.

Inversely, if for $\bar{x} \in D$, (NNAMCQ) holds at $\bar{x}$, and if $\exists$ Lagrangian multiplier $\xi \in Y^*_+, \eta \in Z^*_+, \zeta \in W^*$ with $\xi \neq 0_y^*$ such that

$$\min_{x \in D} [\xi(f(x)) + \eta(g(x)) + \zeta(h(x))] \geq \xi(\bar{y})$$

$$\min \eta(g(\bar{x})) = 0,$$

then $\bar{x}$ is a weakly efficient solution of (VP).

**Proof.** If $\bar{x}$ is a weakly efficient solution of (VP), then, according to Theorem 2.2, $\exists \bar{y} \in f(\bar{x})$ such that the following system

$$(f(x) - \bar{y}) \cap (-\text{int} Y^*_+) \neq \emptyset, g(x) \cap (-Z^*_+) \neq \emptyset, \forall \eta \in h(x)$$

has no solution for $x \in D$. Hence by Theorem 2.2 $\exists \xi \in Y^*_+, \eta \in Z^*_+, \zeta \in W^*$ with $(\xi, \eta, \zeta) \neq 0_{Y^*_+ \times Z^*_+ \times W^*}$ such that

$$\xi(f(x) - \bar{y}) + \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D.$$ i.e.,

$$\xi(f(x)) + \eta(g(x)) + \zeta(h(x)) \geq \xi(\bar{y}), \forall x \in D. \quad (3.1)$$

Since $\bar{x} \in D$, $\exists \bar{z} \in g(\bar{x})$ such that $\bar{z} \in -Z^*_+$. This and $\eta \in Z^*_+$ yield

$$\eta(\bar{z}) \leq 0.$$ On the other hand, due to $0_y \in h(\bar{x})$, taking $x = \bar{x}$ in (3.1) we have

$$\xi(\bar{y}) + \eta(\bar{z}) \geq \xi(\bar{y})$$

Which followed by

$$\eta(\bar{z}) \geq 0.$$ Therefore

$$\eta(\bar{z}) \geq 0.$$
\[ \eta(\bar{x}) = 0. \] \hspace{1cm} (3.2)

Taking \( x = \bar{x} \) in (3.1) again we attain
\[ \xi(\bar{y}) + \eta(g(\bar{x})) + \zeta(h(\bar{x})) \geq \xi(\bar{y}). \] \hspace{1cm} (3.3)

Hence
\[ \eta(g(\bar{x})) \geq 0. \]

This and (3.2) yield
\[ \min \eta(g(\bar{x})) = 0. \]

So, we obtain
\[ \xi(\bar{y}) = \xi(\bar{y}) + \eta(\bar{x}) + \zeta(0_y) \]
\[ \in \xi(f(\bar{x})) + \eta(g(\bar{x})) + \zeta(h(\bar{x})). \]

Therefore, combine (3.2) and (3.3) one has
\[ \min_{x \in D} [\xi(f(x)) + \eta(g(x)) + \zeta(h(x))] = \xi(\bar{y}). \]

Inversely, if for \( \bar{x} \in D, \exists \) Lagrangian multiplier \( \xi \in Y^*, \eta \in Z^*, \zeta \in W^* \) with
\[ \xi \neq 0_y \] such that
\[ \min_{x \in D} [\xi(f(x)) + \eta(g(x)) + \zeta(h(x))] \geq \xi(\bar{y}) \]
\[ \min \eta(g(\bar{x})) = 0, \]
then
\[ \xi(f(x) - \bar{y}) + \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D. \] \hspace{1cm} (3.4)

If \( \xi = 0_y \), then (3.4) implies that
\[ \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D. \] \hspace{1cm} (3.5)

Therefore, due to \( 0_y \in h(x) \) we have
\[ \eta(g(x)) \geq 0, \forall x \in D. \]
Hence, \( x \in D \) implies that \( \exists z \in g(x) \) such that
\[
\eta(z) = 0. \tag{3.6}
\]
Therefore,
\[
\min \eta(g(x)) + \zeta(h(x)) = 0, \forall x \in D.
\]
By the (NNAMCQ) condition, we have
\[
(\eta, \zeta) = 0_{z^*, \tau^*},
\]
Which contradicts to the Assumption. Therefore we must have
\[
\xi \neq 0_{\tau^*}.
\]
Now, assume that \( \bar{x} \in D \) is not a weakly efficient solution of (VP). Then, by Definition 3.1, \( \exists x_0 \in D \) such that \( \exists y_0 \in f(x_0) \) for which \( y - y_0 \in \text{int} Y_+ \). So, from Lemma 2.2 we get
\[
\xi(y_0 - \bar{y}) < 0. \tag{3.7}
\]
Since \( x_0 \in D \), \( \exists z_0 \in g(x_0) \) such that \( z_0 \in -Z_+ \). Hence
\[
\eta(z_0) \leq 0.
\]
This and (3.7) together deduce that
\[
\xi(y_0 - \bar{y}) + \eta(g(z_0)) + \zeta(0_{\tau^*}) < 0.
\]
Which is contradicting to (3.4) because \( x_0 \in D \) implies \( 0_{\tau^*} \in h(x_0) \),

Consequently, \( \bar{x} \in D \) is a weakly efficient solution of (VP). \( \square \)

Similar to the proof of Theorem 3.1, we have the following Theorem 3.2 and 3.3.
Theorem 3.2 Let $\bar{x} \in D$. Assume that $f(x) - f(\bar{x}), g(x), h(x)$ satisfy the generalized convexity condition (a1) and the inner point condition (a2), and (VP) satisfies the Slater Constrained Qualification (SC). Then $\bar{x} \in D$ is a weakly efficient solution of (VP) if and only if $\exists y \in f(\bar{x})$ and $\exists$ Lagrangian multiplier $\xi \in Y_+^*, \eta \in Z_+^*, \zeta \in W^*$ with $\xi \neq 0_{Y_+}$ such that

$$\min_{x \in D} [\xi(f(x)) + \eta(g(x)) + \zeta(h(x))] \geq \xi(\bar{x}),$$

$$\min \eta(g(\bar{x})) = 0,$$

where, for the second equality, the minimum is taken for all $z \in g(\bar{x})$. □

Theorem 3.3 Let $\bar{x} \in D$. And suppose $f(x) - f(\bar{x}), g(x), h(x)$ satisfy the generalized convexity condition (a1) and the inner point condition (a2), and (VP) satisfies the Slater Constraint Qualification (SC), then $\bar{x}$ is a weakly efficient solution of (VP) if and only if $\exists \xi \in Y_+^* \setminus \{0_{Y_+}\}$ such that $\bar{x}$ is an optimal solution of the following scalar optimization problem:

$$\min_{x \in D} \xi(f(x)). □$$

Now, let $B(Z, Y)$ denote the set of continuous linear transformations from $Z$ to $Y$, and $B^+(Z, Y) = \{S \in B(Z, Y) : S(Z_+) \subseteq Y_+\}$.

Definition 3.4 The vector Lagrangian map $L : X \times B^+(Z, Y) \times B(W, Y) \to 2^Y$ of (VP) is defined by the set-valued map
\[ L(x, S, T) = f(x) + S(g(x)) + T(h(x)). \]

Given \((S, T) \in B^+(Z, Y) \times B(W, Y)\), we consider the minimization problem induced by (VP):

\[
\text{(VPST)} \quad Y_+ - \min_{s.t., x \in D} L(x, S, T),
\]

According the following Theorem 3.4, (VPST) can also be considered as a dual problem of (VP).

**Theorem 3.4** Let \( \bar{x} \in D \). Assume that \( f(x) - f(\bar{x}), g(x), h(x) \) satisfy the generalized convexity condition (a1) and the inner point condition (a2), and (VP) satisfies the Slater Constrained Qualification (SC). Then \( \bar{x} \in D \) is a weakly efficient solution of (VP) if and only if \( \exists \) such that \( \bar{x} \in D \) is a weakly efficient solution of (VPST).

**Proof.** Assume \( \exists \) such that \( \bar{x} \in D \) is a weakly efficient solution of (VPST). Then there exist \( \bar{y} \in f(\bar{x}), \bar{z} \in g(\bar{x}), \bar{w} \in h(\bar{x}) \), such that

\[
(\bar{y} + S(\bar{z}) + T(\bar{w}) - [f(D) + S(g(D)) + T(h(D))]) \cap \text{int} Y_+ = \emptyset,
\]

If \( (\bar{y} - f(D)) \cap \text{int} Y_+ \neq \emptyset \), then \( \exists y \in f(D) \) such that \( \bar{y} - y \in \text{int} Y_+ \), i.e.,

\[
(\bar{y} + S(\bar{z}) + T(\bar{w}) - [y + S(\bar{z}) + T(\bar{w})]) \in \text{int} Y_+.
\]
Which means that

\[(\overline{v} + S(\overline{z}) + T(\overline{w}) - [f(D) + S(g(D)) + T(h(D))]) \cap \text{int} \ Y_+ \neq \emptyset.\]

Which is a contradiction.

Therefore

\[(\overline{v} - f(D)) \cap \text{int} \ Y_+ = \emptyset.\]

Hence, from Lemma 3.1, \(\overline{x} \in D\) is a weakly efficient solution of (VP).

Conversely, suppose that \(\overline{x} \in D\) is a weakly efficient solution of (VP). So \(\exists \overline{y} \in f(\overline{x})\) such that there is not any \(x \in D\) for which \(f(x) - \overline{y} \in -\text{int} \ Y_+\). That is to say, there is not any \(x \in X\) such that

\[f(x) - \overline{y} \in -\text{int} \ Y_+, g(x) \in -Z_+, 0_w \in h(x).\]

By Theorem 2.2 \(\exists (\xi, \eta, \zeta) \in Y_+^* \times Z_+^* \times W^* \setminus \{(0_v, 0_z, 0_w)\}\) such that

\[\xi(f(x) - \overline{y}) + \eta(g(x)) + \zeta(h(x)) \geq 0, \forall x \in D. \quad (3.8)\]

Since \(\overline{y} \in f(\overline{x})\) and \(0_w \in h(\overline{x})\), take \(x = \overline{x}\) in (3.8) we obtain

\[\eta(g(\overline{x})) \geq 0.\]

But \(\overline{x} \in D\) and \(\eta \in Z_+^*\) imply that \(\exists z \in g(\overline{x}) \cap (-Z_+)\) for which

\[\eta(z) \leq 0.\]

Hence \(\eta(\overline{z}) = 0\), which means

\[0 \in \eta(g(\overline{x})).\quad (3.9)\]

Since \(x \in D\) implies \(0_w \in h(x)\), and \(g(x) \cap (-Z_+) \neq \emptyset\) implies \(\exists z \in g(x) \cap (-Z_+)\) such that \(\eta(z) \leq 0\), we have

\[\xi(f(x) - \overline{y}) \geq 0, \forall x \in D.\]
Because the Slater Constraint Qualification is satisfied, similar to the proof of Theorem 3.1, we have $\xi \neq 0$. So we may take $y_0 \in \text{int} \ Y_+$ such that

$$\xi(y_0) = 1.$$  

Define the operator $S : Z \to Y$ and $T : W \to Y$ by

$$S(z) = \eta(z)y_0, T(w) = \zeta(w)y_0. \quad (3.10)$$

It is easy to see that

$$S \in B^*(Z, Y), S(Z_+) = \eta(Z_+)y_0 \subseteq Y_+, \quad T \in B(W, Y).$$

And (3.9) implies

$$S(g(\bar{x})) = \eta(g(\bar{x}))y_0 \in 0 \cdot Y_+ = 0_y. \quad (3.11)$$

Since $\bar{x} \in D$, we have $0_w \in h(\bar{x})$. Hence

$$0_y \in T(h(\bar{x})). \quad (3.12)$$

Therefore, by (3.11) and (3.12)

$$\bar{y} \in f(\bar{x}) \subseteq f(\bar{x}) + S(g(\bar{x})) + T(h(\bar{x})).$$

From (3.8) and (3.10)

$$\xi[f(x) + S(g(x)) + T(h(x))]$$
$$= \xi(f(x)) + \eta((g(x))\xi(y_0) + \zeta(h(x))\xi(y_0)$$
$$= \xi(f(x)) + \eta(g(x)) + \zeta(h(x))$$
$$\geq \xi(\bar{y}), \forall x \in D.$$ i.e.,

$$\xi[f(x) - \bar{y} + S(g(x)) + T(h(x))]$$
$$\geq 0, \forall x \in D. \quad (3.13)$$

Taking $F(x) = f(x) + S(g(x)) + T(h(x)), \quad G(x) = \{0_x\}$ and $H(x) = \{0_w\}$, applying Theorem 2.2 to the functions $F(x) - \bar{y}, G(x), H(x)$, then (3.13) deduces that
\[(\bar{y} - [f(D) + S(g(D)) + T(h(D))] \cap \text{int } Y_\varepsilon = \emptyset, \quad (3.14)\]

and
\[\bar{y} \in F(\bar{x}) = f(\bar{x}) + S(g(\bar{x})) + T(h(\bar{x})),\]

since \(0_\varepsilon \in S(g(\bar{x})), 0_\varepsilon \in T(h(\bar{x})).\)

Consequently, \(\bar{x} \in D\) is a weakly efficient solution of (VPST).

We complete the proof. \(\square\)

Similar to the proof of Theorem 3.4, we have

**Theorem 3.5** Let \(\bar{x} \in D\). Assume that \(f(x) - f(\bar{x}), g(x), h(x)\) satisfy the generalized convexity condition (a1) and the inner point condition (a2). Then \(\bar{x}\) is a weakly efficient solution of (VP) implies \(\exists\) vector Lagrangian multiplier \((S, T) \in B^*(Z, Y) \times B(W, Y)\) such that \(\bar{x} \in D\) is a weakly efficient solution of (VPST).

Inversely, if \((NNAMCQ)\) holds at \(\bar{x} \in D\), and if \(\exists\) vector Lagrangian multiplier \((S, T) \in B^*(Z, Y) \times B(W, Y)\) such that \(\bar{x}\) is a weakly efficient solution of (VPST), then \(\bar{x}\) is a weakly efficient solution of (VP). \(\square\)

**Remark 3.1** We may have the generalized convexity conditions as follows:

\(\exists\) bounded set-valued maps \(u_1 : X \rightarrow 2^x, u_2 : X \rightarrow 2^z, \quad \forall \alpha \in (0,1), \forall x^i \in D,\)
\(\forall y^i \in f(x^i), \forall z^i \in g(x^i), \quad \forall w^i \in h(x^i), i = 1, 2, \forall \varepsilon > 0, \) such that
\( \alpha u_1 + \alpha v^1 + (1 - \alpha) y^2 \in f(D) + Y_\alpha, \)
\( \alpha u_2 + \alpha z^1 + (1 - \alpha) z^2 \in g(D) + Z_\alpha, \)
\( \alpha w^1 + (1 - \alpha) w^2 \in h(D). \)

Then, the condition “\( f(x) - f(\bar{x}), g(x), h(x) \) satisfy the generalized convexity condition (a1)” in this paper can be replaced by “\( f(x), g(x), h(x) \) satisfy the generalized convexity condition (b1)”.

Reference

[1] V. Jeyakumar, Convexlike Alternative Theorems and Mathematical Programming, Optimization, 16 (1985): 643-652.

[2] V. Jeyakumar, A Generalization of a Minimax Theorem of Fan via a Theorem of the Alternative, Journal of Optimization Theory and Applications, 48(1986)3:525-533.

[3] Z. Li, A Theorem of the Alternative and Its Application to the Optimization of Set-Valued Maps, Journal of Optimization Theory and Applications, 100(1999)2: 365-375.

[4] L. J. Lin, Optimization of Set-Valued Functions, Journal of Mathematical Analysis and Applications, 186(1994):30-51.
[5] S. Paeck, Convexlike and Concavelike Conditions in Alternative, Minimax, and Minimization Theorems, Journal of Optimization Theory and Applications, 74(1992)2: 317-322.

[6] K. Yosida, Functional Analysis, Springer-Verlag, Berlin, 1978.

[7] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1985.

[8] J. Borwein, Multivalued Convexity and Optimization: A Unified Approach to Inequality and Equality Constraints, Mathematical Programming, 13(1977): 183-199.

[9] Z. Li, the Optimality Conditions for Vector Optimization of Set-Valued Maps, Journal of Mathematical Analysis and Applications, 237(1999): 413-424.

[10] F. Giannessi, Theorem of the Alternative for Multifunctions with Applications to Optimization: General Results, Journal of Optimization Theory and Applications, 55 (1987): 233-256.

[11] O. Ferrero, Theorem of the Alternative for Set-Valued Functions in Infinite Dimensional Spaces, Optimization, 20(1989): 167-175.
[12] E. V. Tamminen, Sufficient Conditions for the Existence of Multipliers and Lagrangian Duality in Abstract Optimization Problems, Journal of Optimization Theory and Applications, 82(1994): 93-104.

[13] H. W. Corley, Existence and Lagrangian Duality for Maximization of Set-Valued Functions, Journal of Optimization Theory and Applications, 54(1987):489-501.

[14] W. Vogel, Ein Maximum Prinzip fur Vectoroptimierungs-Aufgaben, Operations Research, Verfahren, 19(1974): 161-175.

[15] J. Jahn, Scalarization in Multiobjective Optimization, Edited by P. Serafini, Springer-Verlag, Berlin, 1985.

[16] M. S. Bazaraa, C. M. Shetty, Nonlinear Programming: Theory and Algorithms, John Wiley and Sons, New York, 1979.

[17] P. L. Yu, Cone Convexity, Cone Extreme Points, and Nondominated Solutions in Direction Problems with Multiobjects, Journal of Optimization Theory and Applications, 14(1974): 319-377.

[18] T. Tanaka, A Characterization of Generalized Saddle Points for Vector-Valued Functions via Scalarization, Nihonkai Mathematical Journal, 1(1990): 209-227.
[19] Y. Sawaragi, H. Nakayama, and T. Tanino, Theory of Multiobjective Optimization, Academic Press, New York, 1985.

[20] M. I. Henig, Proper Efficient with Respect to Cones, Journal of Optimization Theory and Applications, 36(1982): 387-407.

[21] Z. F. Li, S. Y. Wang, Lagrange Multipliers and Saddle Points in Multiobjective Programming, Journal of Optimization Theory and Applications, 83(1994)1: 63-81.

[22] T. Weir, B. Mond, and B. D. Graven, Weak Minimization and Duality, Numerical Functional Analysis and Optimization, 9(1987): 181-191.

[23] K. Fan, Minimax Theorem, Proceedings of the National Academy of Sciences of USA, 39(1953): 42-47.

[24] X. M. Yang, X. Q. Yang and G. Y. Chen, Theorem of Alternative and Optimization, Journal of Optimization Theory and Application, 107(2000)3: 627-640.

[25] Z. F. Li and G. Y. Chen, Lagrange Multipliers, Saddle Points, and Duality in Vector Optimization of Set-Valued Maps, Journal of Mathematical Analysis and Applications, 215(1997): 297-316.
[26] Y. W. Huang, A Farkas-Minkowski Type Alternative Theorem and Its Applications to Set-valued Equilibrium Problems, Journal of Nonlinear and Convex Analysis, 3(2002)1: 100-118.

[27] R. Zeng, Generalized Gordon Alternative Theorem with Weakened Convexity and Its Applications, Optimization, 51(2002): 709-717.

[28] E. G. Birgin and J. M. Martínez, Practical Augmented Lagrangian Methods for Constrained Optimization. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2014.

[29] Y. Shang, S. Guo and X. Jiang, Zeng, A New Lagrangian Multiplier Method on Constrained Optimization, Applied Mathematics, 3(2012), 1409-1414.

[30] F. Faraci and F. Raciti, On Generalized Nash Equilibrium in Infinite Dimension: the Lagrange Multipliers Approach, Optimization, 64(2015)2, 321-338.

[31] M. Kadkhodaie, K. Christakopoulou, M. Sanjabi and A. Banerjee, Accelerated Alternating Direction Method of Multipliers, in Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2015, 497–506.
[32] M. H. Farshbaf-Shaker, T. Fukao and N. Yamazaki, Lagrange Multiplier and Singular Limit of Double Obstacle Problems for the Allen–Cahn Equation with Constraint, Mathematical Methods in the Applied Sciences, 40(2017)1, 5-21.

[33] A. Zhiltsov and R. V. Namm, the Lagrange Multiplier Method in the Finite Convex Programming Problem, Dal'nevost. Mat. Zh. 15(2015)1, 53-60.

[34] M. B. Donato, the Infinite Dimensional Lagrange Multiplier Rule for Convex Optimization Problems, Journal of Functional Analysis, 261(2011)8:2083-2093.

[35] F, Shang, Y. Jiang, A. Xiong, W. Su and L. He, A Node Localization Algorithm Based on Multi-Granularity Regional Division and the Lagrange Multiplier Method in Wireless Sensor Networks, Sensors, 16(2016)11, 1-26.

[36] H. Huang, the Lagrange Multiplier Rule for Super Efficiency in Vector Optimization, Journal of Mathematical Analysis and Applications, 342(2008), 503-513.

[37] M. Durea, Bounded Sets of Lagrange Multipliers for Vector Optimization Problems in Infinite Dimension, Journal of Mathematical Analysis and Applications, 348(2008), 589-606.

[38] Y. Jiao, Q. Jin, X. Lu and W. Wang, Preconditioned Alternating Direction Method of Multipliers for Inverse Problems with Constraints, Inverse Problem, 33(2017)2, Article 205004.
[39] Y. Y. Zhou, J. C. Zhou, X. Q. Yang, Existence of Augmented Lagrange Multipliers for Cone Constrained Optimization Problems, Journal of Global Optimization, 58(2014)2:243–260.

[40] T. Fukao and N. Kenmochi, Abstract Theory of Variational Inequalities with Lagrange Multipliers and Applications to Nonlinear PDEs, Mathematica Bohemica, 139(2014)2, 391-399.