Optimization through the Levenberg—Marquardt Backpropagation Method for a Magnetohydrodynamic Squeezing Flow System
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Abstract: The present study introduced the unsteady squeezing flow of two-dimensional viscous fluid with nanoparticles between two disks by using the Levenberg–Marquardt backpropagated neural network (LMB-NN). Conversion of the partial differential equations (PDEs) into equivalent ordinary differential equations (ODEs) is performed by suitable similarity transformation. The data collection for suggested (LMB-NN) is made for various magnetohydrodynamic squeezing flow (MHDSF) scenarios in terms of the squeezing parameter, Prandtl number, Brownian motion parameter, and the thermophoresis parameter by employing the Runge–Kutta technique with the help of Mathematica software. The worth of the proposed methodology has been established for the proposed solver (LMB-NN) with different scenarios and cases, and the outcomes are compared through the effectiveness and reliability of mean square error (MSE) for the squeezing flow problem MHDSF. Moreover, the state transition, Fitness outline, histogram error, and regression presentation also endorse the strength and reliability of the solver LMB-NN. The high convergence between the reference solutions and the solutions obtained by incorporating the efficacy of a designed solver LMB-NN indicates the strength of the proposed methodology, where the accuracy level is achieved in the ranges from $10^{-6}$ to $10^{-12}$.
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1. Introduction

The flow between two moving parallel plates toward each other is called squeezing flow. Recently, scientists and engineers have been interested in related research with squeezing flow due to its valuable use in industries like liquid metals, injection shaping, lubrication, food, and polymer processing. Stefan [1] reported the first paper authored on the squeezing flow under lubrication approximation. Studies continued on the same problem, and, in 1886, Rooyenolds [2] presented a solution for elliptic plates, in particular. Atlas et al. [3] developed a numerical solution for unsteady nanofluid flows between two parallel plates using the finite difference method. Domairry and Hatami [4] investigated squeezing Cu-Water nanofluid flow using a differential transformation method (DTM). Domairry and Aziz [5] studied magneto-hydrodynamic (MHDSF) between two parallel disks with effects such as suction or injection of the fluid by implementing the homotopy perturbation method (HPM).
To improve energy transfer fluids’ thermal conductivity, scientists immersed nanoparticles in the basic fluids, creating a new type of fluid known as nanofluid. This fluid type is considered important as it enters into many modern applications due to these fluids’ new properties. Magnetic nanofluids will likely have a significant role in the future in cancer treatment and directing particles in the bloodstream. Buongiorno [6] studied the thermal properties of base fluids by improving the mathematical model containing the effects of Brownian motion and thermophoresis. Khan and Pop [7] used the Keller-box method to analyze nanofluid’s two-dimensional flow over a linearly stretching surface. Turkyilmazoglu [8] investigated the transfer effect of heat and mass on MHD flow based on slip conditions and different kinds of nanoparticles. More studies for nanofluids in various dimensions are cited [9–14].

The aforementioned numerical methods that are used to solve various problems have merits and demerits. Therefore, a stochastic computing system is discovered to find answers to complicated nonlinear problems, and, despite this, it was only entered quickly to solve the squeezing flow model’s governing system. The stochastic computing solvers benefit from computing through artificial neural networks (ANN) systems and its improvement in answering complicated problems in terms of the system of ordinary or partial equations.

Stochastic numerical computing solvers have many different applications in numerous domains and areas, for example, plasma physics [15], finance models [16,17], the mechanics of fluid [18–21], the different system of pantograph and Emden–Fowler equations [22–25], biological studies [26–28], mosquito dispersal model [29], and studies of atomic physics [30]. Some more recent research work related to the soft computing paradigms for the different fluid flow systems under the impacts of heat transfer and magnetohydrodynamics is also provided in the references [31–33]. The structure of our treatment is illustrated as follows:

- A soft computing technique-based Levenberg–Marquardt algorithm is used to solve the fluid flow problem MHDSF.
- Mathematical simplification is presented for MHDSF in terms of partial differential equations to be easier in dealing with the proposed model (LMB-NN).
- Creation of the data set for a suggested (LMB-NN) based on squeezing parameter, Prandtl number, Brownian motion parameter, and thermophoresis parameter is used in solution (MHDSF) by employing the Runge–Kutta technique for various scenarios and cases.
- The processes of training, testing, and validation that are created with (LMB-NN) is implemented for every scenario and case of (MHDSF) to find the approximate solution and comparison with standard results.
- The performance of NN-BLMS is established through convergence plots of mean squared error-based fitness/merit function, state transition, regression metrics, and histogram error.

The plan for the rest of the paper is as follows: The problem formulation of (MHDSF) is explored in Section 2. The Levenberg–Marquardt algorithm to obtain the solution to the problem is discussed in Section 3. The numerical and graphical results are provided in Section 4. Conclusions are provided in the last section.

2. Mathematical Formulation

We consider the unsteady squeezing flow of an incompressible two-dimensional viscous nanofluid between two infinite parallel disks Figure 1. The upper disk at \( y = h(t) = \left( \frac{1}{\nu} \right) \) moves toward the lower stationary disk at \( y = 0 \) with velocity \( v_h = \frac{dh}{dt} \). Stretching velocity to the lower disk is \( \frac{dx}{dt} \) and, for \( \gamma = 0 \), the linearly stretching procedure approaches stability in the presence of a magnetic field. Moreover, the effects of thermophoresis and Brownian motion are preserved while neglecting the electric field and Hall effects.
The governing of mass, momentum, energy, and nanoparticle concentration partial differential equations are given as follows [34]:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad (1)
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho_f} \frac{\partial p^*}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) - \frac{\sigma B_0^2}{\rho_f (1 - \gamma t)} u, \quad (2)
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{1}{\rho_f} \frac{\partial p^*}{\partial y} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right), \quad (3)
\]

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \alpha \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) + \frac{(\rho c) P}{(\rho c) f} \left( \frac{\partial T}{\partial x} + \frac{\partial T}{\partial y} \right)
+ \frac{(\rho c) P}{(\rho c) f} \frac{D_f}{T_M} \left( \frac{\partial T}{\partial x} \right)^2 + \left( \frac{\partial T}{\partial y} \right)^2, \quad (4)
\]

\[
\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} + v \frac{\partial C}{\partial y} = \frac{D_b}{\left( \frac{\partial C}{\partial x} \right)^2 + \left( \frac{\partial C}{\partial y} \right)^2}, \quad (5)
\]

subject to the boundary conditions

\[
u = \nu_0 = \frac{ax}{1 - \gamma t}, \quad v = \frac{V_0}{1 - \gamma t}, \quad T = T_0, \quad C = C_0 \text{ at } y = 0, \]

\[
u = 0, \quad v = v_h = \frac{dh}{dt} = -\gamma \left( \frac{V}{a(1 - \gamma t)} \right)^\frac{1}{2}, \quad T = T_0 + \left( \frac{T_0}{(1 - \gamma t)} \right), \quad (6)
\]

\[
u = C_0 + \left( \frac{C_0}{1 - \gamma t} \right), \quad \text{at } y = h(t).
\]

where \(V_0 > 0\) represents the suction, and \(V_0 < 0\) is the injection/blowing velocity. By using the similarity transformation, the above system yields

\[
f''' + f f'' - f' f'' - \frac{S_q}{2} (3 f'' + \eta f''') - M^2 f'' = 0, \quad (7)
\]

\[
\theta'' + PR \left( f \theta' - \frac{S_q}{2} (2 \theta + \eta \theta') + Nb \theta' \phi' + N \theta'^2 \right) = 0, \quad (8)
\]
\[ \phi'' + \text{Le} \, \text{PR} \left( f \phi' - \frac{\text{Sq}}{2} (2 \phi + \eta \phi') \right) + \frac{\text{Nt}}{\text{Nb}} \theta'' = 0, \quad (9) \]

with the following boundary conditions:

\[ f(0) = S, \quad f'(0) = 1, \quad \theta(0) = 0, \quad \phi(0) = 0, \quad f(1) = \frac{\text{Sq}}{2}, \quad f'(1) = 0, \quad \theta(1) = 1, \quad \phi(1) = 1. \quad (10) \]

These parameters are defined by

\[ \text{Sq} = \frac{\gamma}{a}, \quad M^2 = \frac{\sigma R_0^2}{\rho f a}, \quad S = \frac{v_0}{\alpha b(t)}, \quad \text{PR} = \frac{v}{\alpha}, \quad \text{Le} = \frac{\alpha}{D b}, \]

\[ \text{Nb} = \frac{(\rho c)_D D_0 C_0}{(\rho C) f v (1 - \gamma t)}, \quad \text{Nt} = \frac{(\rho c)_D D_0 T_0}{(\rho C) f v T_M (1 - \gamma t)}. \quad (11) \]

3. Solution Methodology

The Levenberg–Marquardt neural network is an algorithm used in nonlinear training. It is proposed for improving the learning algorithm in each of the conjugate gradient and Quasi-Newton methods, where it designs to verify the locally fast convergence speed and achieve better performance in general. The architecture of LMB-NN is shown in Figure 2.

The necessary description of methodology based on neural networks, including the layer structure, hidden neurons, topology of the networks, and arbitrary selection of an input and target data set for training, testing, and validation samples, is determined to solve the problem. With the help of using the “nftoo” command in the neural network toolbox, the suggested LMB-NN is implemented in the MATLAB environment. The total amount of data for LMB-NN is 1001 found between 0 and 1 by setting 0.001 as the stepsize and using the Runge–Kutta technique through “NDSolve” in Mathematica.

These data are distributed randomly for \( f, f', \theta, \) and \( \phi \) into sets: training, testing, and validation to achieve the best convergence. In this problem, we chose the sets as follows:

- 90% of the data for the training.
- 5% of the data for the testing.
- 5% of the data for the validation.

The number of neurons is also arbitrary; selecting 40 gives a good accuracy of the computational results as shown in Figure 3.

Figure 2. Design of a single neural network.
4. Results and Discussion

The system of ordinary differential equations of magnetohydrodynamic nanofluid between two parallel plates Equations (7)–(10) is offered here for numerical experimentation of LMB-NN for each case of all scenarios. The scheme of working the LMB-NN is offered in Figure 4. The impact of the variation of different scenarios and cases is listed in Table 1. The graphs and tables below present the numerical results of some exciting parameters on interest profiles.

Table 1. Variation of different scenarios and cases involved.

| Scenario | Case | Physical Quantities of Interest |
|----------|------|---------------------------------|
|          |      | \(S\) \(M\) \(Nb\) \(Nt\) \(Sq\) \(Le\) \(PR\) |
| (1)      | 1    | 0.5 0.5 0.5 0.2 0.0 1.0 1.0 |
| Variation in \(Sq\) | 2    | 0.5 0.5 0.5 0.2 0.5 1.0 1.0 |
|          | 3    | 0.5 0.5 0.5 0.2 1.0 1.0 1.0 |
|          | 4    | 0.5 0.5 0.5 0.2 1.5 1.0 1.0 |
| (2)      | 1    | 0.5 0.5 0.5 0.2 1.0 1.0 0.5 |
| Variation in \(PR\) | 2    | 0.5 0.5 0.5 0.2 1.0 1.0 1.0 |
|          | 3    | 0.5 0.5 0.5 0.2 1.0 1.0 1.5 |
|          | 4    | 0.5 0.5 0.5 0.2 1.0 1.0 2.0 |
| (3)      | 1    | 0.5 0.5 0.5 0.2 1.0 1.0 1.0 |
| Variation in \(Nb\) | 2    | 0.5 0.5 1.0 0.2 1.0 1.0 1.0 |
|          | 3    | 0.5 0.5 1.5 0.2 1.0 1.0 1.0 |
|          | 4    | 0.5 0.5 2.0 0.2 1.0 1.0 1.0 |
| (4)      | 1    | 0.5 0.5 0.5 0.0 1.0 1.0 1.0 |
| Variation in \(Nt\) | 2    | 0.5 0.5 0.5 0.3 1.0 1.0 1.0 |
|          | 3    | 0.5 0.5 0.5 0.6 1.0 1.0 1.0 |
|          | 4    | 0.5 0.5 0.5 1.0 1.0 1.0 1.0 |

Figure 5 explains the performance interpretation of AI computing concerning mean square error (MSE) for case 2 of scenarios 1, 2, 3, and 4, respectively. The minimum value of (MSE) reached in scenario 2 is estimated by \((1.2204 \times 10^{-12})\) at (101) epochs. This means that it obtained the best accuracy of the (LMB-NN) compared to the other scenarios. The fitness plots along with error dynamics for input between 0 to 1 and step size 0.001 are shown in Figure 6 for case 2 of all scenarios performed to solve (MHDSF) with LMB-NN.
I. Diagram of the problem

II. Mathematical Model

Original partial differential equations (MHDSF) are converted to ordinary differential equations by the mathematical simplification.

III. Solution Methodology

Design of (LMB-NN)
Data collection generation for (LMB-NN) with employing the Runge-Kutta technique.

Schematic of NN.

IV. Results

V. Comparative Clarification

The results are illustrated by:
- Mean square error (MSE) with fitness function
- Dissection of state transition
- Error Histograms studies
- Regression studies
- Dissection of Absolute Error (AE)

Figure 4. Work flow diagram of proposed LMB-NN for the (MHDSF) model.
Figure 5. MSE performance of the LMB-NN paradigm for (MHDSF). (a) MSE curve for (case 2-S1); (b) MSE curve for (case 2-S2); (c) MSE curve for (case 2-S3); (d) MSE curve for (case 2-S4).

The training states of the gradient, Mu, and validation checks are shown in Figure 7 for case 2 of scenarios 1, 2, 3, and 4, respectively. The gradient updates the weights of the neural network in the correct direction and amount, while Mu is the value used to control the training algorithm, and the validation check is expressed as the generalization standard of the system. The difference between targets and output values appears in Figure 8, where the zero error line indicates the smallest distance present in the error histogram. Comparing all the values referred to in Case 2 from all four scenarios shows that the smallest value was executed at $-2.2 \times 10^{-8}$, therefore achieving the proposed model’s best accuracy. The regression studies are presented in Figures 9 and 10 for all training, testing, and validation that is used to solve (MHDSF), and the value of R is equal to one for different scenarios. Thus, the target accuracy of the proposed model has been accomplished. Therefore, the results obtained from running in LMB-NN are displayed for velocity, temperature, and concentration profiles, respectively, for different scenarios (MHDSF) close to the results we found from the Runge–Kutta method, as seen in Figure 11. The absolute error (AE) is computing to establish an accurate benchmark for comparison; Figure 12 offered the (AE) from the reference solution for all scenarios, and the smallest (AE) is shown in scenario 4. Organize the computational operations include MSE processes, performance, gradient, Mu, epoch, and time in Table 2.
**Table 2.** NN-BLMS numerical outcomes for the MHDSF system.

| Scenarios (S) | Case | Main Square Error | Performance | Gradient | Mu Value | Epochs | Time |
|---------------|------|-------------------|-------------|----------|----------|--------|------|
|               |      | Training          | Validation  | Testing  |          |        |      |
| (1)           | 1    | $4.76585 \times 10^{-12}$ | $6.30371 \times 10^{-12}$ | $6.3129 \times 10^{-14}$ | $4.77 \times 10^{-12}$ | $9.94 \times 10^{-8}$ | $1.00 \times 10^{-12}$ | 256  | $\leq 0.5$ |
|               | 2    | $8.13009 \times 10^{-12}$ | $1.00178 \times 10^{-11}$ | $1.95386 \times 10^{-11}$ | $8.13 \times 10^{-12}$ | $9.87 \times 10^{-8}$ | $1.00 \times 10^{-12}$ | 156  | $\leq 0.5$ |
|               | 3    | $4.31321 \times 10^{-6}$  | $3.62662 \times 10^{-6}$  | $5.19729 \times 10^{-6}$  | $3.24 \times 10^{-6}$  | $3.14 \times 10^{-5}$  | $1.00 \times 10^{-7}$  | 135  | $\leq 0.5$ |
|               | 4    | $1.21850 \times 10^{-11}$ | $1.54756 \times 10^{-11}$ | $1.42292 \times 10^{-11}$ | $1.22 \times 10^{-11}$ | $9.80 \times 10^{-8}$ | $1.00 \times 10^{-12}$ | 123  | $\leq 0.5$ |
| (2)           | 1    | $7.63307 \times 10^{-2}$  | $1.09598 \times 10^{-6}$  | $1.02174 \times 10^{-6}$  | $7.33 \times 10^{-7}$  | $1.16 \times 10^{-6}$  | $1.00 \times 8$      | 17   | $\leq 0.5$ |
|               | 2    | $1.12830 \times 10^{-12}$ | $1.22424 \times 10^{-12}$ | $1.32671 \times 10^{-12}$ | $1.13 \times 10^{-12}$ | $9.87 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 101  | $\leq 0.5$ |
|               | 3    | $1.26984 \times 10^{-12}$ | $1.82527 \times 10^{-12}$ | $1.74307 \times 10^{-12}$ | $1.27 \times 10^{-12}$ | $9.74 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 94   | $\leq 0.5$ |
|               | 4    | $1.29840 \times 10^{-12}$ | $1.77428 \times 10^{-12}$ | $1.72913 \times 10^{-12}$ | $1.30 \times 10^{-12}$ | $9.97 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 80   | $\leq 0.5$ |
| (3)           | 1    | $1.25823 \times 10^{-12}$ | $1.94858 \times 10^{-12}$ | $1.80848 \times 10^{-12}$ | $1.26 \times 10^{-12}$ | $9.79 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 86   | $\leq 0.5$ |
|               | 2    | $1.32389 \times 10^{-12}$ | $1.77148 \times 10^{-12}$ | $1.90172 \times 10^{-12}$ | $1.33 \times 10^{-12}$ | $9.95 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 78   | $\leq 0.5$ |
|               | 3    | $1.20463 \times 10^{-12}$ | $1.54025 \times 10^{-12}$ | $1.25176 \times 10^{-12}$ | $1.20 \times 10^{-12}$ | $9.99 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 98   | $\leq 0.5$ |
|               | 4    | $1.18896 \times 10^{-6}$  | $1.60196 \times 10^{-6}$  | $1.70214 \times 10^{-6}$  | $1.11 \times 10^{-6}$  | $2.43 \times 10^{-6}$  | $1.00 \times 8$      | 16   | $\leq 0.5$ |
| (4)           | 1    | $9.73136 \times 10^{-7}$  | $1.0920 \times 10^{-6}$   | $1.16425 \times 10^{-6}$  | $9.28 \times 10^{-7}$  | $1.72 \times 10^{-6}$  | $1.00 \times 8$      | 24   | $\leq 0.5$ |
|               | 2    | $1.22586 \times 10^{-12}$ | $1.59916 \times 10^{-12}$ | $1.73999 \times 10^{-12}$ | $1.25 \times 10^{-12}$ | $9.80 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 100  | $\leq 0.5$ |
|               | 3    | $1.11988 \times 10^{-12}$ | $1.47276 \times 10^{-12}$ | $1.21307 \times 10^{-12}$ | $1.12 \times 10^{-12}$ | $9.96 \times 10^{-8}$ | $1.00 \times 10^{-3}$ | 113  | $\leq 0.5$ |
|               | 4    | $1.45146 \times 10^{-6}$  | $1.64029 \times 10^{-6}$  | $1.58078 \times 10^{-6}$  | $1.41 \times 10^{-6}$  | $6.48 \times 10^{-6}$  | $1.00 \times 8$      | 16   | $\leq 0.5$ |

**Figure 6.** Assessment of the LMB-NN paradigm for (MHDSF). (a) Fitness outline for (case 2-S1); (b) Fitness outline for (case 2-S2); (c) Fitness outline for (case 2-S3); (d) Fitness outline for (case 2-S4).
Figure 7. State transition of the LMB-NN paradigm for (MHDSF). (a) State outcomes for (case 2-S1); (b) State outcomes for (case 2-S2); (c) State outcomes for (case 2-S3); (d) State outcomes for (case 2-S4).

Figure 8. Cont.
Figure 8. The error of the histogram of the LMB-NN paradigm for (MHDSF). (a) The error of histogram for (case 2-S1); (b) The error of histogram for (case 2-S2); (c) The error of histogram for (case 2-S3); (d) The error of histogram for (case 2-S4).

Figure 9. Cont.
Figure 9. Regression views of the LMB-NN paradigm for (MHDSF) for (S1–S2). (a) Regression presentation for (case 2-S1) and (b) Regression presentation for (case 2-S2).

Figure 10. Cont.
Figure 10. Regression views of the LMB-NN paradigm for (MHDSF) for (S3–S4). (a) Regression presentation for (case 2-S3) and (b) Regression presentation for (case 2-S4).

Figure 11. Cont.
Figure 11. Comparison of obtained results through LMB-NN for case 2 for the (MHDSF) model. (a) Variation of \( S_q \); (b) Variation of \( PR \); (c) Variation of \( N_b \); (d) Variation of \( N_t \).

Figure 12. The absolute error of case 2 for all scenarios of the (MHDSF) model. (a) Analysis on AE of \( S_1 \); (b) Analysis on AE of \( S_2 \); (c) Analysis on AE of \( S_3 \); (d) Analysis on AE of \( S_4 \).

5. Conclusions

Modern artificial intelligence computing is developed to obtain numerical results for the governing mathematical formulation (MHDSF) analysis using the Levenberg–
Marquardt backpropagated algorithm. These results are compared with standard solutions that come with the help of the explicit Runge–Kutta method. The best compatibility is achieved around $10^{-6}$ to $10^{-3}$, which means that the consistent accuracy of the (LMB-NN) is investigated. Notice that the velocity profile increases with the squeezing parameter $Sq$, while the temperature profile is enhanced with higher Prandtl number PR values. Otherwise, the increase of the parameter of Brownian motion $Nb$ enhanced the temperature profile; in addition, the concentration profile decreases when the thermophoresis parameter values are $NT$ increasing. New AI algorithms will be improved to obtain more accurate results in the future [35,36].
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