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Abstract
Attribution methods calculate attributions that visually explain the predictions of deep neural networks (DNNs) by highlighting important parts of the input features. In particular, gradient-based attribution (GBA) methods are widely used because they can be easily implemented through automatic differentiation. In this study, we use the attributions that filter out irrelevant parts of the input features and then verify the effectiveness of this approach by measuring the classification accuracy of a pre-trained DNN. This is achieved by calculating and applying an attribution mask to the input features and subsequently introducing the masked features to the DNN, for which the mask is designed to recursively focus attention on the parts of the input related to the target label. The accuracy is enhanced under a certain condition, i.e., no implicit bias, which can be derived based on our theoretical insight into compressing the DNN into a single-layer neural network. We also provide Gradient * Sign-of-Input (GxSI) to obtain the attribution mask that further improves the accuracy. As an example, on CIFAR-10 that is modified using the attribution mask obtained from GxSI, we achieve the accuracy ranging from 99.8% to 99.9% without additional training. 2

1. Introduction and Related Works
A deep neural network (DNN) is a powerful function that can express various types of functions given only input features and target labels without a specific model design. However, explaining the prediction of a DNN is difficult owing to its complex structure. Existing studies (Ribeiro et al., 2016; Lundberg & Lee, 2017; Kindermans et al., 2017; Sundararajan et al., 2017) have approached this problem using an attribution method that visually explains the prediction of DNNs by highlighting important parts of the input features. In particular, gradient-based attribution (GBA) methods are widely used because they can be easily implemented through automatic differentiation.

Initially, (Simonyan et al., 2014) proposed calculating gradients with respect to the input features of a DNN to obtain a saliency map that highlights important parts of an image. Subsequently, Guided Backpropagation (Springenberg et al., 2014) obtained attributions that look similar to the target object by forcing the negative components of the gradient obtained from the DNN to zeros. Meanwhile, Gradient * Input
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Before proposing our approach, we theoretically provide a no implicit bias condition that is necessary to improve the accuracy. This condition is derived by compressing a DNN into a single-layer neural network and separating the noise terms. From the perspective of compressing a DNN, we reinterpret the gradient computed with GBA methods and show the condition of the gradient toward reducing the noise of input features.

Our approach transforms the attributions obtained from a pre-trained DNN into an attribution mask, multiply it to the input features, and subsequently introduce these masked features as an input to the DNN. This mask is designed to recursively focus attention on the parts of the input related to the target label. To evaluate this approach, we measure the masked input accuracy (MIA), which denotes the accuracy obtained by feeding the masked features to the DNN. Furthermore, we provide Gradient * Sign-of-Input (GxSI), a new GBA method to achieve better MIA score than existing methods.

We measure the MIA of the GBA methods on CIFAR-10 and CIFAR-100. In our experiments, we show the followings:

- By employing the masked features, obtained using GxSI and the attribution mask, to train and test another DNN, we achieve the image classification accuracy ranging from 99.7% to 100.0% on CIFAR-10.
- While the existing GBA methods fail to maintain or increase the MIA score as the number of iterative attribution masking increases, the proposed GxSI method does not suffer from this problem. For example, on CIFAR-10, we achieve the MIA 99.8%~99.9% by masking each image in both the training and test set.
- GBA methods of calculating the gradient that satisfy the no implicit bias condition achieve a higher MIA scores compared to other methods.

These results imply that our approach effectively filters out parts of the input features not related to the target label.

2. Compression of DNNs and No Implicit Bias

Before proposing our approach, we reinterpret the gradient used by the existing GBA methods. The nonlinearity is locally linearized and the DNN is compressed into a single-layer neural network (Section 2.1). To remove the noise in the compressed DNN, we constrain the model to a certain condition (Section 2.2). In Section 2.3, we show that the noise of gradient can be reduced under this condition.

2.1. Linearization and compression of DNNs

A single-layer neural network is an easy-to-interpret model because it simplifies the relationship between the target class and the input features to an affine transform. Therefore, to create an interpretable DNN, we compress a DNN into a single-layer neural network through local linearization. Suppose that a pre-trained DNN to be compressed has a total of $L$ layers, and the number of dimensions of the $l$-th layer is $d_l$, where $l \in \{1, \ldots, L\}$. Let $z_l = \phi(s_l)$ be a hidden output of each layer. Here, the input of nonlinearity $\phi(\cdot)$ is $s_l = W_l z_{l-1} + b_l$, the weight and the bias are $W_l \in \mathbb{R}^{d_l \times d_{l-1}}$ and $b_l \in \mathbb{R}^{d_l}$, and the input features are $z_0 \in \mathbb{R}^{d_0}$.
To locally linearize a DNN, we focus on the nonlinearity of the DNN. The nonlinearity can be classified into two categories, element-wise and non-element-wise nonlinearity. The element-wise nonlinearity (e.g., Rectified Linear Unit (ReLU), Tanh, etc.) denotes a function that does not change the dimensions of the input features, and the non-element-wise nonlinearity (e.g., MaxPool, AvgPool, etc.) means that the input dimension changes. First, applying the Taylor decomposition (K kindermans et al., 2016; Montavon et al., 2017) to the element-wise nonlinearity function \( \phi : R^{d_l} \rightarrow R^{d_l} \) with respect to an input of the function \( s_l \in R^{d_l} \), we obtain

\[
\phi(s_l) = a_l \circ s_l + c_l, \tag{1}
\]

where \( a_l = \nabla_{s_l} \phi(s_l) \) and \( c_l = \phi(e_l) - a_l \circ e_l + (\nabla_{s_l}^2 \phi(s_l) \circ (s_l - e_l)^2 + \ldots) \). The baseline is \( e_l \in R^{d_l} \) and \( \circ \) is an element-wise product. Next, for a non-element-wise nonlinearity \( \phi : R^{d_l} \rightarrow R^{d_{l+1}} \), the Taylor decomposition provides

\[
\phi(s_l) = W_{l+1}s_l, \tag{2}
\]

where \( W_{l+1} \in R^{d_{l+1} \times d_l} \). Because there is no bias in the result of the local linearization, we can absorb the function in another linear layer. Therefore, we only need to consider the element-wise nonlinearity containing bias and apply the linearized nonlinearity to the DNN \( f : R^{d_0} \rightarrow R^{d_L} \) including CNNs (Nie et al., 2018). We then have

\[
f(z_0) = a_L \circ (W_L(\ldots(a_1 \circ (W_1z_0 + b_1) + c_1) + \ldots) + b_L) + c_L. \tag{3}
\]

Lemma 1. Let \( W \in R^{d_l \times d_l} \), \( x \in R^{d_l} \) and \( a \in R^{d_l} \). Then,

\[
a \circ (Wx) = (\hat{a}W)x,
\]

where \( \hat{a} = \text{diag}(a) \).

Proof.

\[
a \circ (Wx) = \text{diag}(a)(Wx) = (\text{diag}(a)W)x.
\]

Lemma 1 is applied to Equation 3 of the locally linearized DNN for the input features and is derived as follows:

\[
f(z_0) = W_Lz_0 + \Delta_t, \tag{4}
\]

where

\[
W_t = \prod_{l=1}^{L}(\bar{a}_lW_l), \tag{5}
\]

\[
\Delta_t = \sum_{l=1}^{L-1} \prod_{m=l+1}^{L}(\bar{a}_mW_m)(a_l \circ b_l + c_l) + a_L \circ b_L + c_L. \tag{6}
\]

Assuming there is \( \Delta_t^* \in R^{d_{l}} \) that satisfies \( \Delta_t = W_t\Delta_t^* \) for compressing the DNN into a weight matrix, Equation 4 is derived as follows:

\[
f(z_0) = W_t(z_0 + \Delta_t^*). \tag{7}
\]

Thus, the brew matrix \( W_t \) and the additive input feature \( \Delta_t^* \) can be obtained for the input features \( z_0 \).

2.2. No implicit bias model for noise reduction

The additive input features \( \Delta_t^* \) is generated by the total bias \( \Delta_t \), which can work as noise for the input features \( z_0 \) and is consistent with what was claimed in (Mohan et al., 2019; Wang et al., 2019). To remove \( \Delta_t^* \), we use a no implicit bias (NIB) model, a condition that forces all \( c_l \) and \( b_1 \) in Equation 6 to zeros.

First, to force \( b_1 = 0 \), we eliminate the biases of all layers as well as the mean parameters of batch normalization (Ioffe & Szegedy, 2015). Next, we use the Taylor decomposition under the baselines \( e_l = 0 \) to find the nonlinearity such that it satisfies the condition \( c_l = 0 \). Therefore, we only consider functions such that satisfy this condition (e.g., ReLU or MaxPool). For example, in the case of ReLU, \( \phi(0) = 0 \) and \( \nabla_{s_l}^{(n)} \phi(s_l) = 0 \) for \( n \geq 2 \), and thus Equation 1 is calculated as \( a_l \circ s_l \). In the other case, as in Equation 2, MaxPool satisfies the condition because the function is locally linearized as a linear layer without bias. These two conditions, \( b_1 = 0 \) and \( c_l = 0 \), lead \( \Delta_t \) to 0 in Equation 6. We thus can derive Equation 7 as follows:

\[
f(z_0) = W_tz_0. \tag{8}
\]

Consequently, \( W_t \in R^{d_0 \times d_L} \) denotes the noise-reduced brew matrix. When using a DNN as a classifier, which
Therefore, we compute the gradient under the NIB model to enhance the model accuracy through attributions. Unlines, although finding such baselines is a difficult problem.

Existing GBA methods calculate attributions along with input features by modifying the gradient obtained from a DNN. Among such methods, Gradient * Input, which is the basis, obtains attributions by applying the gradient without additional manipulation. Given the $L$-layer DNN $f$ and the input features $z_0$, the gradient of this method is calculated through an automatic differentiation as follows:

$$\nabla z_0 f(z_0) = \prod_{l=1}^{L} (\nabla s_l z_l \nabla z_{l-1} s_l). \tag{9}$$

Here, $\nabla s_l z_l$ is a locally linearized nonlinearity $\bar{a}$ and $\nabla z_{l-1} s_l$ is a weight matrix $W_l$. Therefore, Equation 9 is identical to Equation 5 under two conditions, $c_l = 0$ and $b_l = 0$. Thus, the brew matrix can also be computed as follows:

$$W_l = \nabla z_0 f(z_0). \tag{10}$$

Based on this result, the gradient calculated using the GBA methods ignores the additive noise term, which means that this noise is always included in the attributions when the NIB model is not used.

**Definition 1.** Given a DNN $f : R^{d_0} \rightarrow R^{d_L}$, the input features are $z_0$ and function $g : R^{d_L} \rightarrow R^{d_L, d_0}$ modifies the gradient of this model. For the baselines $e_0$ that satisfy $f(e_0) = 0$, if $f(z_0) = g(f, z_0)(z_0 - e_0)$, we state that GBA method satisfies the NIB condition.

The NIB condition guarantees that the gradient does not contain additive noise. DeepLIFT and Integrated Gradients, which are designed for Completeness (Sundararajan et al., 2017), satisfy this condition by introducing the baselines, although finding such baselines is a difficult problem. Therefore, we compute the gradient under the NIB model to enhance the model accuracy through attributions. Under this model, Gradient * Input, DeepLIFT and Integrated Gradients satisfy the NIB condition (see Appendix A).

### 3. Attribution Mask and Proposed Attribution Method

We now describe our approach for measuring and improving the accuracy of DNNs with attributions. To achieve this, we propose an attribution mask that is recursively calculated from the GBA method (Section 3.1). We also provide a new attribution method for improving the performance (Section 3.2).

**3.1. Attribution mask and the masked input accuracy (MIA)**

The gradient, which is denoted as a specific row of the brew matrix, is attributed to the class $k$. Each row is trained using several input features corresponding to each class within the dataset. Because these features contain some redundant information other than that related to the target class, we suppress this information by focusing attention on important parts of input features through the attributions.

**Algorithm 1** Method for obtaining the attribution mask

| Input          | Target          | Model                      | Model 1                          | Output       |
|----------------|-----------------|----------------------------|----------------------------------|--------------|
| input features $z_0$ | target class label $k$ | pre-trained DNN model $f$ | $\mathbf{A}_{i,k} = \text{Expl}(f, z_0 \circ \prod_{j=1}^{i-1} m_{i,j,k}, k)$ | $m_{i,k}$    |

First, we propose an attribution mask that recursively focuses attention on parts of an input of a pre-trained DNN $f$. Let attributions $\mathbf{A}_{i,k} = \text{Expl}(f, z_0 \circ \prod_{j=1}^{i-1} m_{i,j,k}, k)$ with $\text{Expl}$ denotes the GBA method, where the attribution mask for the target class is $k$ and the number of iterations is $i$. The mask is calculated using MinMax normalization (Patro & Sahu, 2015) as follows:

$$m_{i, k} = \frac{\mathbf{A}_{i,k} - \min(\mathbf{A}_{i,k})}{\max(\mathbf{A}_{i,k}) - \min(\mathbf{A}_{i,k})}, \tag{11}$$

where the initial mask $m_{0,k}$ is 1, and $m_{i,k}, \mathbf{A}_{i} \in R^{d_0}$. This method normalizes the mask value to between zero and 1, leaving only the ratio of the relative values between the attributions, and thus the repeated multiplications of the mask does not diverge. In the case of an image, which is the target data of this study, $d_0$ is $\text{channel} \times \text{height} \times \text{width}$, and we conduct normalization for each channel.

Next, the attribution mask is multiplied by the input features and then the masked features are fed into the DNN. Let $\mathcal{D}$ be a test dataset that has the input features $z_0$ paired with
We tested our approach on two image datasets CIFAR-10 and CIFAR-100. Then, the accuracy of the DNN with the mask is calculated as follows:

$$Q = \frac{1}{|D|} \sum_{(z_0, t) \in D} \mathbb{1}_k[\arg \max f(z_0 \circ \prod_i m_{i,t})], \quad (12)$$

where $\mathbb{1}_k[\cdot]$ is an indicator function, which is 1 when $t = k$ and has a value of 0 for the others. This accuracy, i.e., the MIA, is used to quantify the loss of information that occurs when target label information passes through DNN layers by the backpropagation process. For example, if $Q$ decreases from the baseline accuracy ($i = 0$) for $i > 0$, the target label information is not properly backpropagated to the attributions, indicating that the irrelevant part is incorrectly removed.

### 3.2. Gradient * Sign-of-Input (GxSI)

The existing GBA methods use the gradient that already has the physical dimension of the input features and create nonlinear attributions under the perspective of the brew matrix. To make linear attributions, we only use the sign of the input features. Next, we propose the attribution method, which is calculated as follows:

$$A_{i,k} = \text{sign}(z_0) \circ (\nabla_{z_0} f(z_0))_k, \quad (13)$$

We label this method Gradient * Sign-of-Input (GxSI), which increases the attribution value when the gradient element and the input feature have the same sign. This method is based on the intuition that the input features that improve the prediction of the DNN are an important part. Unlike the Gradient * Input, this method is designed so that the gradient value affects attributions by only using the sign of the input instead of its value.

### 4. Experiment Setup

We tested our approach on two image datasets CIFAR-10 and CIFAR-100. For these datasets, the mean-variance normalization was used. This normalization was conducted for each R, G and B channel, the means of which were 0.507, 0.487, and 0.441, and the standard deviations were 0.267, 0.256, and 0.276, respectively. We trained the DNN based on PyTorch (Paszke et al., 2019) and used the open-source Captum (Kokhlikyan et al., 2020) based on PyTorch to test the existing GBA methods. To improve the performance of the DNN, we used a random crop and random horizontal flip on the images during training. Weights are randomly initialized prior to training. The optimizer used for training the DNN applied stochastic gradient descent (SGD), and the momentum was 0.9 and the weight decay is 0.0005. By allocating 88 batches for each of the 4 GPUs, the total batch size was 352. The learning rate starts with 0.1 and uses a learning rate decay method that reduces the learning rate in a specific epoch. The specific epoch depends on the dataset, and for CIFAR-10, the learning rate was multiplied by 0.1 in 60 out of a total of 70 epochs. For CIFAR-100, the learning rate was multiplied by 0.1 in 100 and 150 out of a total of 175 epochs.

### 4.1. Model

**NIB VGG** To construct the NIB model, we removed all parameters corresponding to the mean of batch normalization in VGG (Simonyan & Zisserman, 2014) and the additive bias of all layers. In this model, a kernel size of 3 and a padding of 1 were used for all conv2d layers, and a kernel size of 2 and a stride size of 2 were used for MaxPool. To experiment with NIB models of different depths, we started with NIB VGG13 and constructed the model by reducing the number of conv2d layer by 2 to a total of 7 layers (see Table 1). Their models are labeled NIB VGG13-2, NIB VGG13-4, and NIB VGG13-6, respectively.

**WideResNet** WideResNet (Zagoruyko & Komodakis, 2016) was only used as a student model in Section 4.4, and thus it was not modified as an NIB model. We used WRN-28-10 and WRN-40-4, both of which achieve a stable performance on CIFAR datasets.

### 4.2. Attribution methods

We targeted the following GBA methods: Gradient * Input (GxI), Guide Backpropagation (GBP), Integrated Gradient (IG), DeepLIFT (DL), Positive-Gradient * Input (PGxI) and Gradient x Sign-of-Input (GxSI). Our implementations of GBA method are identical to those of (Adebayo et al., 2018), except for PGxI and GxSI. First, in the case of the proposed attribution method, GxSI, we implemented Equation 13. Next, in the case of PGxI, we implemented the saliency map of (7) by multiplying the input by the following element: \(\nabla_{z_0} f(z_0)_k^+ \circ z_0\), where \(k\) is a target class and \([\cdot]^+ = \max(\cdot, 0)\). Among the other methods, IG and DL
Figure 3. Comparison of different attribution methods. Input features are fed to the DNN without the attribution mask at iteration $i = 0$. After calculating the mask, it is multiplied to the input features as the iterations increase. Red color denotes positive and blue color is negative relevance.

need the baselines, and because we use the NIB model, the attributions were calculated with the baselines set to zeros. In particular, in the case of IG, we calculated the attributions with a step size of 50 to numerically calculate the integral.

5. Evaluation and Discussion

We compare the performance of the GBA methods through the MIA (Section 5.1). We test the effectiveness of GxSI (Section 5.2 and Section 5.3). We modify a dataset with the attribution masks obtained by GxSI and subsequently use this dataset to train another DNN model (Section 5.4). Some ablation studies are provided in Section 5.5.

5.1. MIA score of GBA methods

To verify the effect of the NIB condition on the MIA score, we measured this score of the existing GBA methods. Whether the methods satisfy the condition or not depends on the gradient modification and a pre-trained model. We used NIB VGG16 among the pre-trained NIB models to demonstrate the effect of the gradient modification (see the details in Section 4.1).

As shown in Table 2, GxI, DL, and IG have the same MIA value under the NIB model. We also see that these methods produce better performance than other methods. In particular, on CIFAR-10, the performance was 96.3%, which is close to 100%. However, as shown in Figure 3, PGxI and GBP methods reduce the performance despite the attribution mask looking more similar to the input image than with the other approaches. This deterioration in performance is because the object in this image disappears as the mask recursively modifies the input image (Figure 3 col. 1, col. 2). The baseline accuracy (i.e., the accuracy at $i = 0$) of the DNN on CIFAR-100 is inferior to that of CIFAR-10. However, we can see that the methods, which satisfy the NIB condition, have a higher performance than the other methods.

According to the above results, methods using gradients that satisfy the NIB condition can increase the MIA compared to the other methods. Meanwhile, these results are contrary to the fact that GxI and other GBA methods failed the sanity check (Adebayo et al., 2018; Sixt et al., 2020), the reason for which is that these methods do not satisfy the NIB condition because the model used in the previous study was not the NIB model.

5.2. Improvement of the MIA through GxSI

To validate that GxSI improves the performance, we compare its MIA score with that of the methods discussed in Section 5.1. As we can see in Table 2, the proposed method achieves superior performance compared to the other attribution methods, and the gradient satisfies the property. This superiority becomes more pronounced when the number of iterations increase to 3 or more.

Table 2. The MIA $Q$ comparison of each attribution methods for NIB VGG16 on CIFAR-10 and CIFAR-100. $Q \uparrow$ denotes difference $Q$ from the baseline accuracy ($i = 0$). Iteration denote number of applying the attribution mask to the input features.

| Dataset  | Method | Iteration | $Q (\%)$ | $Q \uparrow (\%)$ |
|----------|--------|-----------|----------|------------------|
|          | $i = 0$ |           | $i = 1$  | $i = 2$          |
| CIFAR-10 | PGxI   | 91.5      | 10.5     | -26.0            |
|          | GBP    |           | 85.8     | -9.5             |
|          | GxI    |           | 90.2     | 4.8              |
|          | DL     |           | 90.2     | 4.8              |
|          | IG     |           | 90.2     | 4.8              |
|          | GxSI   | 94.1      | 2.6      | 6.7              |
| CIFAR-100| PGxI  | 69.8      | 19.3     | -39.7            |
|          | GBP   |           | 61.4     | -8.4             |
|          | GxI   |           | 57.5     | -12.3            |
|          | DL    |           | 57.5     | -12.3            |
|          | IG    |           | 57.5     | -12.3            |
|          | GxSI  | 66.2      | -3.6     | 75.9             |
|          | (Proposed) |        |          |                  |
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Figure 4. The MIA score for NIB VGG16 model as the iteration increases. (a) The MIA score of each attribution method on (a) CIFAR-10 and (b) CIFAR-100. Note that GxI, DL, and IG share the same legend entry (gray color), as their scores hardly differ from each other.

Table 3. The MIA of GxSI comparison of each model architecture on CIFAR-10. The specific model structure corresponding to each model name can be checked in Table 1. “# of layer” denotes the number of convolutional layers and linear layers.

| Name       | # of layer | Iteration |
|------------|------------|-----------|
| NIB VGG13-6| 7          | i = 0     |
|            |            | i = 1     |
|            |            | i = 2     |
|            |            | Q (%)     |
| NIB VGG13-6| 7          | 83.3      |
| NIB VGG13-4| 9          | 89.0      |
| NIB VGG13-2| 11         | 90.9      |
| NIB VGG13  | 13         | 91.4      |
| NIB VGG16  | 16         | 91.5      |

Table 4. Student-teacher model accuracy under different model combination on CIFAR-10. Usage of attribution mask is denoted by ‘w/’ and vice versa. Student accuracy ‘w/o’ mask is the baseline accuracy of each model architecture.

| Student Model | Student Acc. w/o Teacher | Student Acc. w/ Teacher |
|---------------|--------------------------|-------------------------|
| NIB VGG13-6   | 91.4                     | 99.9                    |
| NIB VGG13-4   | 91.5                     | 99.9                    |
| NIB VGG13-2   | 90.9                     | 99.2                    |
| NIB VGG13    | 91.4                     | 99.9                    |
| NIB VGG16    | 91.5                     | 99.9                    |
| WRN-40-4     | 94.3                     | 100.0                   |
| WRN-28-10    | 93.1                     | 100.0                   |

5.3. MIA of GxSI and DNN configuration

To measure the performance of GxSI according to the configurations of a DNN, we constructed the NIB model of various depths (see Table 1).

As shown in Table 3, in general, the depth of the DNN and the baseline accuracy are proportional, but the performance of the proposed method was rather reduced. In particular, at i = 2, the performance of the proposed method for NIB VGG13-6 was 1.7% higher than that for NIB VGG16. However, as shown in Figure 4, the performance of GxSI for NIB VGG16 increased to 99.9 %.

Therefore, these results indicate that the convergence speed of performance decreases according to the model depth, and the deeper DNNs lead to a difficulty in the attributions required to obtain the information of the target label. However, we can overcome this problem by applying the attribution mask to the input feature recursively.

5.4. Easy-to-understand features from the attribution mask

We modified the input features with the attribution mask obtained using GxSI under the NIB model and applied it for training other models. In this way, we tested for arbitrary DNNs in which the mask transforms the input features into easy-to-understand features. For this experiment, the model that obtains the attribution mask is called the teacher model, and the model to be trained from the input features modified with this mask is called the student model. For this teacher model, NIB VGG13 and NIB VGG16 were used to use the
Table 5. Comparison of the MIA scores of model that do not satisfy NIB condition on CIFAR-10. BNB denotes the batch normalization bias and LB denotes the layer bias of the whole model.

| Model           | Method   | Iteration |
|-----------------|----------|-----------|
|                 |          | $i = 0$   | $i = 1$ | $i = 2$ | $i = 3$ | $i = 4$ | $i = 5$ | $i = 6$ | $i = 7$ | $i = 8$ | $i = 9$ |
| NIB VGG16 + LB  | GxI      | 92.6      | 77.2    | 83.1    | 67.3    | 37.6    | 20.7    | 16.0    | 15.0    | 14.8    | 14.7    |
|                 | GxSI     | 99.3      | 92.6    | 98.9    | 99.1    | 99.3    | 99.5    | 10.0    | 10.0    | 9.9     | 9.9     |
| NIB VGG16 + LB  | GxI      | 92.9      | 75.8    | 83.0    | 73.6    | 45.9    | 24.3    | 18.3    | 17.0    | 16.7    | 16.6    |
|                 | GSII     | 99.6      | 96.0    | 90.2    | 71.4    | 47.1    | 25.5    | 15.6    | 12.7    | 11.8    | 11.5    |
| NIB VGG16       | GxI      | 92.0      | 89.4    | 91.1    | 72.2    | 26.9    | 17.7    | 10.6    | 10.5    | 10.4    | 10.4    |
|                 | GSII     | 92.7      | 91.4    | 75.8    | 36.8    | 14.4    | 10.3    | 10.1    | 10.0    | 10.0    | 10.0    |
| NIB VGG16       | GxI      | 91.5      | 90.2    | 96.3    | 93.9    | 91.7    | 87.0    | 82.8    | 76.8    | 72.0    | 67.5    |
|                 | GSII     | 94.0      | 98.2    | 99.3    | 99.8    | 99.7    | 99.8    | 99.8    | 99.8    | 99.8    | 99.8    |

As shown in Table 4, the accuracy of all student models was increased compared to the original accuracy. For the student model NIB VGG16, the accuracy was 99.9%, 99.6%, and 99.8% with respect to each teacher model, whereas it was 99.7%, 99.1%, and 99.5% for the student model NIB VGG13-6. We can see that the difference in classification accuracy between the two student models was not large. For the student model WRN-40-4 and WRN-28-10, through the teacher model with an MIA score of 99.8% and 99.9%, 100% accuracy was achieved when the input features contained all of the target label information. As we can see in the last two columns of Table 4, the accuracy of $i = 10$ NIB VGG16 was higher on average than $i = 3$ NIB VGG16.

These results indicate that the MIA score is a value that generally represents the ability to filter information other than the target label of the attribution mask from the input features. If the mask is only effective for the DNN from which it was obtained, the masked input features should depend on the model and lose the generality. Thus, the masked input features, which allow to achieve a high accuracy, are generally easy-to-understand features for an arbitrary DNN. Furthermore, we can see that the configuration of the model does not need to be complicated when the arbitrary dataset is masked with the attribution mask.

5.5. Ablation study

In the previous Sections, we conducted experiments using the NIB model and saw that the NIB condition is necessary for improving the MIA score. We revoked this condition and then conducted an experiment to measure the change in the MIA score on CIFAR-10. Accordingly, layer bias (LB) and batch normalization bias (BNB) were added to NIB VGG16 for GxI and GxSI among GBA methods, and we measured this score for 10 iterations and compared the maximum MIA score with the baseline accuracy.

As described in Table 5, there were two problems, one was that the MIA was small compared to the baseline accuracy, and the other was that the MIA decreased as the iterations increased. For the model with both LB and BNB added, the MIA scores of GxI and GxSI were decreased to 10.5% and 12.5%, respectively, and the maximum MIA was also lower than the baseline accuracy. The same phenomenon was observed for the model with BNB added, and the two GBA methods showed 16.6% and 11.5% MIA scores at 9th iteration, respectively. For the model with LB added, the maximum MIA of GxSI was slightly increased, but the score eventually fell to 10.0.

This result empirically shows that when the gradient calculated by the GBA methods does not satisfy the NIB condition, the performance is reduced by additive noise as we expected.

6. Conclusion

In this study, we proposed the attribution mask that filters out irrelevant parts of the input features and introduced it into the input of a pre-trained DNN to measure the MIA. For improving the performance of filtering, quantified through the MIA, we also provide the NIB condition and a new attribution method, GxSI. Through extensive experiments, we measured the performance of GBA methods. We found that the attribution methods, which satisfy the NIB condition, outperformed the methods that did not. Remarkably, GxSI showed superior MIA scores compared to the existing methods. We also modified each image in both training and test set with the mask obtained by this method. With this modified dataset, we trained a new DNN from scratch and achieved a classification accuracy of 100% on the test set. These results imply that our approach effectively removes parts of input features not related to the target label and is capable of generating easy-to-understand features from the perspective of the DNN.
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A. GBA methods that satisfy the NIB condition under the NIB model

We show the reason why some GBA methods are satisfied with the NIB condition. A DNN $f : \mathbb{R}_d^0 \rightarrow \mathbb{R}_d^K$ takes the input features $z_0 \in \mathbb{R}_d^0$ to predict the target label $k$. The model is used as a classifier, and the dimension of the predictions, $d_L$, is equivalent to the number of the target classes $K$.

**Gradient * Input** takes the modified gradient function $g$ as

$$g(f, z_0) = \nabla_{z_0} f(z_0).$$

For the NIB model, $f(z_0)$ is equivalent to $\nabla_{z_0} f(z_0)z_0$ as shown in Equation 8. Here, the baselines $e_0$ are zeros and $f(e_0) = 0$. Thus, GxI satisfies the NIB condition.

**DeepLIFT** computed with $f(e_0) = 0$ is equivalent to Gradient * Input when applied to a model with only ReLU as a nonlinear function and no additive biases (Ancona et al., 2017). This model is kind of the NIB model for which Gradient * Input satisfy the NIB condition. Thus, DeepLIFT also satisfies the condition.

**Integrated Gradients** integrate the gradient calculated with respect to the input features. This integration leads the modified gradient function $g$ as follow:

$$g(f, z_0) = \int_0^1 \nabla_{z_0} f(e_0 + \alpha(z_0 - e_0)) \, d\alpha$$

For the NIB model, $f(e_0)$ is zero when $e_0 = 0$ because the model does not contain any additive noise. Integrated Gradients is designed for the Completeness. Thus, the prediction $f(z_0)$ is equivalent to the integration, and this attribution method satisfies the NIB condition.

B. The MIA score of GBA methods according to iteration

In this section, we describe the MIA score over the entire iteration ($i = 19$).

### Table 6. The MIA $Q$ comparison of each attribution methods for NIB VGG16 on CIFAR-10. Iteration $i$ denotes the number of applying the attribution mask to the input features.

| Dataset | CIFAR-10 |
|---------|----------|
| Method  | PGxI  | GBP   | GxI   | DL    | IG    | GxSI (Proposed) |
| $i = 0$ | 91.50  |       |       |       |       |                  |
| $i = 1$ | 80.60  | 85.80 | 90.20 | 90.20 | 90.20 | 94.10            |
| $i = 2$ | 64.50  | 69.80 | 96.30 | 96.30 | 96.30 | 98.20            |
| $i = 3$ | 49.50  | 39.10 | 93.90 | 93.90 | 93.90 | 99.30            |
| $i = 4$ | 36.70  | 19.50 | 91.70 | 91.70 | 91.70 | 99.60            |
| $i = 5$ | 28.70  | 13.70 | 87.00 | 87.00 | 87.00 | 99.70            |
| $i = 6$ | 24.30  | 12.10 | 82.80 | 82.80 | 82.80 | 99.70            |
| $i = 7$ | 21.70  | 11.70 | 76.80 | 76.80 | 76.90 | 99.80            |
| $i = 8$ | 20.30  | 11.20 | 72.00 | 72.00 | 72.20 | 99.80            |
| $i = 9$ | 19.40  | 11.00 | 67.50 | 67.40 | 67.60 | 99.80            |
| $i = 10$ | 19.00 | 10.90 | 63.60 | 63.70 | 63.60 | 99.80            |
| $i = 11$ | 18.80 | 10.90 | 60.60 | 60.60 | 60.40 | 99.90            |
| $i = 12$ | 18.70 | 10.90 | 59.00 | 59.20 | 58.80 | 99.90            |
| $i = 13$ | 18.50 | 11.00 | 57.40 | 57.30 | 57.60 | 99.80            |
| $i = 14$ | 18.50 | 10.90 | 56.20 | 55.90 | 55.90 | 99.90            |
| $i = 15$ | 18.50 | 10.90 | 54.80 | 54.60 | 54.70 | 99.90            |
| $i = 16$ | 18.50 | 10.90 | 53.80 | 53.90 | 53.70 | 99.80            |
| $i = 17$ | 18.60 | 10.90 | 53.00 | 53.00 | 53.20 | 99.80            |
| $i = 18$ | 18.50 | 10.90 | 52.50 | 52.40 | 52.60 | 99.90            |
| $i = 19$ | 18.30 | 10.90 | 51.90 | 52.00 | 51.90 | 99.80            |
Table 7. The MIA Q comparison of each attribution methods for NIB VGG16 on CIFAR-100. Iteration i denotes the number of applying the attribution mask to the input features.

| Dataset | CIFAR-100 |
|---------|-----------|
| Method  | PGxI | GBP | GxI | DL | IG | GxSI (Proposed) |
| i = 0   | 50.50 | 61.40 | 57.50 | 57.50 | 57.50 | 66.20 |
| i = 1   | 30.10 | 38.20 | 64.10 | 64.10 | 64.10 | 75.90 |
| i = 2   | 18.20 | 13.50 | 55.60 | 55.60 | 55.80 | 81.30 |
| i = 3   | 11.60 | 0.04  | 47.30 | 47.30 | 47.40 | 83.10 |
| i = 4   | 0.08  | 0.02  | 39.90 | 39.90 | 40.00 | 83.80 |
| i = 5   | 0.06  | 0.01  | 33.80 | 33.90 | 34.00 | 85.20 |
| i = 6   | 0.05  | 0.01  | 29.00 | 29.00 | 29.00 | 86.60 |
| i = 7   | 0.04  | 0.01  | 24.90 | 25.00 | 25.10 | 87.60 |
| i = 8   | 0.04  | 0.01  | 21.30 | 21.30 | 21.00 | 89.10 |
| i = 9   | 0.04  | 0.01  | 18.90 | 18.90 | 18.50 | 88.90 |
| i = 10  | 0.04  | 0.01  | 16.80 | 16.70 | 16.60 | 90.00 |
| i = 11  | 0.04  | 0.01  | 14.60 | 14.50 | 14.70 | 90.20 |
| i = 12  | 0.04  | 0.01  | 13.50 | 13.30 | 13.20 | 89.80 |
| i = 13  | 0.04  | 0.01  | 12.50 | 12.30 | 12.00 | 89.80 |
| i = 14  | 0.04  | 0.01  | 11.50 | 11.40 | 11.40 | 90.00 |
| i = 15  | 0.03  | 0.01  | 10.90 | 11.00 | 10.50 | 89.70 |
| i = 16  | 0.04  | 0.01  | 10.10 | 10.20 | 10.40 | 89.70 |
| i = 17  | 0.04  | 0.01  | 0.10  | 0.10  | 0.10  | 89.60 |
| i = 18  | 0.04  | 0.01  | 0.10  | 0.10  | 0.10  | 89.70 |
| i = 19  | 0.04  | 0.01  | 0.10  | 0.10  | 0.10  | 89.70 |

C. The MIA score of GxSI methods according to model configurations.

In this section, we describe the MIA score over the entire iteration (i = 9) according to model configurations.

Table 8. The MIA of GxSI comparison of each model architecture on CIFAR-10. “# of layer” denotes the number of convolutional layers and linear layers. Iteration i denotes the number of applying the attribution mask to the input features.

| Name | NIB VGG13-6 | NIB VGG13-4 | NIB VGG13-2 | NIB VGG13 | NIB VGG16 |
|------|-------------|-------------|-------------|-----------|-----------|
| # of layer | 7 | 9 | 11 | 13 | 16 |
| i = 0 | 83.3 | 89.0 | 90.9 | 91.4 | 91.5 |
| i = 1 | 98.4 | 97.5 | 97.2 | 96.5 | 94.1 |
| i = 2 | 99.9 | 99.7 | 99.6 | 99.1 | 98.2 |
| i = 3 | 100.0 | 100.0 | 99.9 | 99.8 | 99.3 |
| i = 4 | 100.0 | 100.0 | 100.0 | 99.9 | 99.6 |
| i = 5 | 99.9 | 100.0 | 100.0 | 99.9 | 99.7 |
| i = 6 | 99.7 | 100.0 | 100.0 | 100.0 | 99.7 |
| i = 7 | 99.4 | 100.0 | 100.0 | 100.0 | 99.9 |
| i = 8 | 98.9 | 100.0 | 100.0 | 99.9 | 99.8 |
| i = 9 | 98.3 | 100.0 | 100.0 | 99.9 | 99.8 |

D. Additional visualization of masked input features

We provide representations of the masked input features with each attribution method for NIB VGG16. The features are sampled on test set of CIFAR-10.
Figure 5. The features are masked for cat example and are visualized by summing the channel. Red color denotes high value and blue color is low value.

Figure 6. The features are masked for cat example and are visualized with each RGB channel.
Figure 7. The features are masked for airplane example and are visualized with each RGB channel.

Figure 8. The features are masked for horse example and are visualized with each RGB channel.
Figure 9. The features are masked for flog example and are visualized with each RGB channel.

Figure 10. The features are masked for dog example and are visualized with each RGB channel.