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ABSTRACT

Interaction between corruption and economic development is one of the most widely studied topics in the recent history of scientific research. Because of the strong influence of both these factors on the standard of living, we have tried to answer the following question: In what time frame is the interaction between these two factors most prominent? Taking into account the data of the level of corruption (as measured by the Corruption Perception Index (CPI) and economic development (as measured by the movement of GDP per year), in the time period from 1995 to 2011, we divided the research results into three time zones: zone 1 – which covers the time period of the first five years (short-term impacts), zone 2 – which covers the time period of the next five years (medium-term impacts), and finally zone 3 – which covers the time period of the last five years (long-term impacts). Based on the research results, we have come to conclusion that the strongest causality between these two factors are in zone 2, the so-called medium-term framework. The empirical findings of this article suggest that further research in this direction is necessary, if we take into account the fact that corruption is present in almost all countries of the world.

1. Introduction

The definition of corruption ranges from the broad terms of ‘misuse of public power’ and ‘moral decay’ to strict legal definitions of corruption as an act of bribery involving a public servant and a transfer of tangible resources. It has been studied as a problem of political, economic, cultural and moral underdevelopment. We present descriptions of the most common definitions of corruption in the modern literature.

Corruption is ‘The abuse of public office for private gain’ (Transparency International), or ‘Monopoly plus discretion minus accountability’ (United Nations), or ‘a symptom of deep-seated economic, political and institutional weaknesses’ (World Bank), or ‘An act of guilt, moral pervasion, dishonest proceedings, debasement or alteration and depravity’ (Webster’s Unabridged Dictionary). Corruption is behaviour that deviates from the formal...
rules for conduct governing the actions of someone in a position of public authority because of private-regarding motives such as wealth, power, or status (Khan, 1996). Corruption is a transaction between private and public sector actors through which collective goods are illegitimately converted into private-regarding payoffs (Heidenheimer, Johnston, & LeVine, 1989). Corruption is an act in which the power of public office is used for personal gain in a manner that contravenes the rules of the game (Jain, 2001), or corruption is the sale by government officials of government property for personal gain (Shleifer & Vishny, 1993). Corruption that can be generally defined as the use of public power for individual interest is a complex and multifaceted concept (Aidt, 2003). Even though there is no universal definition of corruption, the general opinion is that it negatively affects society.

Corruption is an ancient problem. It is as old as government itself. The acts of corruption are not recent issues; the account of corruption is as old as human existence (Lipset & Lenz, 2000). It has always existed, but to different extents and with a variety of consequences (Bardhan, 1997). Furthermore, it has been noted that corruption does not disappear as countries develop and modernise, but rather, takes on new forms (Girling, 1997). Corruption occurs as people use wealth to buy power, and where economic opportunities are few, corruption occurs when political power is used to pursue wealth. It is considered to be a cankerworm, which has eaten profoundly into the fabric of the nation; it arises from so called little forms of corruption to bureaucratic or systematic corruptions. Macrae (1982) refers to corruption as an arrangement that involves an exchange between two parties (the demander and the supplier) which: (1) has an influence on the allocation of resources either immediately or in the future; and (2) involves the use or abuse of public or collective responsibility for private ends.

Corruption can take many forms. Public office can be misused by bribery, embezzlement, extortion, fraud, nepotism, patronage, theft of state assets and inside trading. This phenomenon has been seen either as a structural problem of politics or economics, or as a cultural and individual moral problem (Andving et al., 2000). Corruption is an extremely complex social behaviour. Many methods could be employed in analysing corruption.

There is a multidimensional picture to illustrate the economic causes of corruption (Adaman, Çarkoglu & Senatalar, 2001). Corruption can be a major obstacle in the process of economic development and in modernising a country. It undermines development by weakening the institutions on which economic growth depends (Klitgaard, 1988). Murphy et al. (1993) suggests that corruption can be viewed as an additional tax on business transactions. Corruption has been honoured with significant time and attention among economists and global financial institutions such as the World Bank and the IMF in the last few decades, because of its dominant effect on economic development. Because it has a feature that combines the various social sciences in a joint research centre, there have been many notable studies on corruption. Furthermore, economists and other researchers remain open-minded about the impact of corruption on economic development, although there is an increasing amount of literature on the relationship between corruption and economic development.

In the future, such studies should focus on a microanalysis of corruption too, as well as a determinant of corruption. Corruption is a very important world issue because over $1 trillion is paid in bribes every year, about $148 billion is lost to corrupt activities in Africa every year and eliminating this ‘social virus’ will create a healthy environment for continued globalisation. Information about the determinants of corruption is critical to understand the complete picture. This field will be challenging to study because at the micro-level every
country may have its own blend of corruption that does not show itself on a macro-level study.

Most empirical papers on corruption and economic development study mutual interaction of corruption and the level of GDP and vice versa, but only a few of them research the time period when the causality between them is the strongest. The motivation of this study was the lack of evidence on this issue. The starting assumption of this research, which we tried to prove, is the following hypothesis: *It is possible to determine the time period where the strongest causality is between the movement levels of corruption and GDP.* In order to test this hypothesis, we started from already known and proven facts that are presented in many papers exploring these issues: (1) There is mutual causality between corruption and the level of GDP; and (2) The mutual causality between corruption and GDP level is negative, which means a higher level of corruption results in a lower level of GDP and vice versa.

It is in the interests of people who have influence on the economic development planning to have access to information about this causality, and for it to be as accurate as possible because this data will significantly influence the future decisions of the economic politicians and, therefore, the continued economic development of each country. It is very important to maintain the low level of corruption for the persistence of high economic growth in most of the countries, but a low level of corruption is not the only reason for an explanation of high economic growth. However, the negative impact of corruption on growth is mediated through political economy factors in individual countries, the channel through which it is transmitted (investment, human capital, public finance, etc.), the extent of centralisation/coordination of rent-seeking activities, etc.

The following section presents the earlier published theoretical foundation of this causality. Section 3 describes the data. Section 4 describes empirical models. Section 5 discusses the results and section 6 refers to conclusions.

2. Literature review

Today, more and more authors are involved in researching the economic phenomenon of corruption and its impact on many macroeconomic indicators. There is an active debate concerning the relation between corruption levels and economic development. Some earlier studies suggest that corruption may help the most efficient firms bypass bureaucratic obstacles and rigid laws leading to a positive effect on economic development, while more recent works do not find a significant negative dependence between corruption and development.

Does the strong and robust correlation between GDP and corruption tell us that development reduces corruption, or does it tell us that corruption is an obstacle to development? Both directions of causation are plausible. On the one hand corruption feeds on rent, which produce inefficient economic policies, also corruption often works as a tax on factor accumulation and on investment and that hinders economic development. On the other hand, high levels of national income may bring greater willingness to combat corruption. Corruption-development traps may lock some countries into a ‘bad’ equilibrium with high corruption–low growth while others may converge to a ‘good’ equilibrium with low corruption–high growth (Blackburn, Bose, & Haque, 2005).

Some authors (Lambsdorff, 2007) claim that corruption is a vice causing low growth, so the causality is mainly from corruption to GDP. Others (Paldam, 2001; Treisman, 2000) claim that corruption is a poverty driven disease that vanishes when countries develop, so
that causality is mainly from the level of GDP to corruption. Brown and Shackman (2007) find evidence that shows that causality is present in both directions. In the fundamental part of theoretical arguments, it is assumed that there is a relationship between the level of economic development and the level of corruption (Husted, 1999). Aidt, Dutta, and Sena (2008) found that corruption has an adverse impact on economic growth in countries with high quality institutions only. At the same time economic growth reduces corruption. On the other hand, corruption has no impact on growth in countries with low quality institutions.

Blackburn, Bose and Haque (2005) indicated that the relationship between corruption and economic development is both negative and mutual. Igwike and Hussain (2012) accrued only limited evidence in support of the two-way relationship. Causation runs from economic development to lower corruption and from corruption to lower economic development (measured by GDP per capita). There is a plausible argument that lower economic growth could lead to higher corruption or higher corruption could lead to lower growth rate. No agreement has been reached about the main direction of causality between these two variables.

Of course there are some works which show that between these values there is no correlation. Méon and Sekkat (2005), Mendez and Sepulveda (2006) incorporated measures of political freedom as a key determinant of the relationship between corruption and long-run economic growth. Using cross-country data and regressions during the period 1960 to 2000, they found no relationship between corruption and growth in 'not-free' countries. Heckelman and Powell (2008) found that corruption is growth enhancing when economic freedom is most limited but the beneficial impact of corruption decreases as economic freedom increases. Aidt et al. (2008) find that in countries with low quality institutions, corruption has no impact on growth.

Svensson (2005) concluded that 'to the extent we can measure corruption in cross-country settings, it does not affect growth.' Littvay and Donica (Littvay & Donica, 2006) study the period 1986 to 2003 and found no relationship between corruption and economic growth of non-Asian countries, but found a positive relationship for Asian countries. Paiders (2008) analyses the average values and changes in GDP per capita for 1998–2005 and the Corruption Perception Index (CPI) for 1998–2007. He found that when looking at the data from the countries of the world and European countries, no interrelation can be observed between changes in CPI and GDP per capita, these values fluctuate independently of each other.

The attitude that dominates in published scientific literature is that corruption affects the level of GDP and that these are mutual influences.

Secondly, a consensus of the majority of published works is the fact that the correlation between corruption and GDP is negative. The World Bank and IMF presume that corruption has significantly negative effects on economic growth. Corruption undermines development by distorting the rule of law and weakening the institutional foundation on which economic growth depends.1 Similarly, the IMF states, 'Many of the causes of corruption are economic in nature, and so are its consequences – poor governance clearly is detrimental to economic activity and welfare.'

Serious research in this area began with the work of Mauro (1995), which is cited as the first attempt at empirically studying the impact of corruption on economic growth. Mauro found corruption affects economic growth by reducing private investment and possibly by altering the composition of government expenditure, specifically by lowering the share
of spending on education. Mauro’s results were later confirmed by Mo (2001), Méon and Sekkat (2005) and Podobnik (2008), who consistently report that corruption is detrimental for economic growth. Wei (2000) found that countries with high levels of corruption tend to record poor economic performance. Gupta and Terme (1998) find that corruption leads to inequality and poverty through its negative influence on economic growth. Shleifer and Vishny (1993) investigated the situation in Russia, the Philippines and Africa. The authors concluded that corruption has adverse effects on economic growth.

Knack and Keefer (1995) also considered that corruption has a negative effect on economic growth. Rahman, Kisunko and Kapoor (1999) concluded that corruption is significantly and negative related with economic growth. Aidt et al. (2008) report that corruption has a regime-specific impact on growth in that it has the most harmful effect in countries with good quality institutions, but little impact in countries with weak institutions. Aidt (2009) confirm a strong negative relationship between growth and corruption. Tanzi and Davoodi (1997) identify four channels through which corruption may have an adverse effect on economic growth: higher public investment, lower government revenues, lower expenditures on business operations and maintenance and lower quality of public infrastructure. Mo (2001) found that a 1% increase in the corruption level reduce the growth rate by about 0.72% and the most important channel is political instability, accounting for about 53% of the total effect.

Abed and Davoodi (2002) show that higher growth is associated with lower corruption. Aizenman and Glick (2003) showed that a one index point reduction in corruption impacts on the rise of GDP by 0.5 percentage points. Guetat (2006) find significant negative effects of corruption on economic growth of bad institutions. Lambsdorff (2003) also shows how corruption may have an adverse impact on foreign direct investment and net capital inflows, both of which are important determinants of economic growth.

Proponents of this thought point to the following transmission channels to support their argument: (1) a decline in domestic and foreign investment; (2) an increase in cost of production; (3) misallocation of natural resources; (4) an increase in inequality and poverty; and (5) uncertainty in decision-making, among others.

Of course there are studies that confirm the hypothesis of a positive correlation between these factors, as is the case with work that discusses the countries in the Asia-Pacific zone. Some experts claim that corruption is the essential ‘speed money’ that will increase the efficiency of the economic system, implying that corruption has a positive effect on economic development.

If we look at the relationship between the level of economic development measured by GDP and perceived corruption level across countries, the negative relationship is quite strong: poor countries tend to be corrupt. On the other hand, if we examine the relationship between perceived corruption level and economic growth rate across countries, we can see that growth rates diverge more for countries with high-level corruption. In other words, while many highly corrupt countries have low economic growth rates, there are countries that have achieved rapid economic growth under rampant governmental corruption. This at least suggests that some countries may achieve high economic performance despite high corruption. Bardhan (1997) indicates one way through which ‘greasing the wheel’ effect may materialise.
Huang (2012) in his research of 10 Asian countries (China, Indonesia, Japan, South Korea, Malaysia, the Philippines, Singapore, Taiwan, Thailand and Vietnam) from 1995 to 2010 shows that the impact of corruption on economic growth is significantly positive, indicating that corruption causes an increase in economic growth. Rock and Bonnett (2004) show that corruption in the large East Asian newly industrialised economies (i.e., China, Indonesia, Korea, Thailand and Japan) significantly promotes economic growth. They find a significantly positive impact of corruption on GDP growth in large East Asian countries. One explanation might be that a strong centralised government can limit the negative effects of bribery compared to a decentralised corrupt bureaucracy.

More than 30 years ago, Leff (1964) first argued that corruption might promote economic growth as it relaxes inefficient and rigid regulations imposed by government. Colombatto (2003) finds, that in some developing countries, corruption has a positive impact on economic growth. Li and Wu (2010) argue that in countries with a higher level of trust, corruption tends to be relatively less harmful to economic growth. Barreto (2001) also finds a significantly positive direct relationship between GDP and corruption.

Wedeman (2002), Bayley (1966) and Acemoglu and Verdier (1998) suggest that corruption introduces efficiency in the economy and positively affects economic growth. Lui (1985) and Beck and Maher (1986) claim that bribes can assist in minimising bureaucratic costs and enhance efficient public administration in economies. Recently, Swaleheen (2011) tested the corruption–growth relationship and results showed that corruption is not growth reducing at all levels and it significantly increases growth even at a higher level of corruption.

The proponents of ‘efficient corruption’ claim that bribery may allow firms to get things done in an economy plagued by bad, rigid laws (Leff, 1964). In their model agents use ‘speed money’ to get around bad laws and institutions.

There are claims on both sides regarding the usefulness or harmfulness of corruption. Studies which claim that corruption is harmful to economic growth, tend to focus attention on the bad implications of corruption for efficiency. Yet, other studies advocate that corruption greases the wheels of business and commerce and thus, facilitates economic growth and investment.

The prevailing view is that corruption is harmful to economic growth. Therefore, it is a common finding in academic literature that corruption hampers and hinders economic growth and development.

The brief review above enables us to make two observations. First, there is causality between corruption and GDP level. Secondly, empirical evidences on the corruption–GDP relationship tends to indicate that there is negative causality between them.

Until now, there is a very modest number of published papers related to time interaction between the movement levels of corruption and GDP. Akai, Horiuchi and Sakata (2005) show that the effect of corruption on economic growth is negative and statistically significant in the middle- and long-term, but insignificant in the short-term, so the policymakers and economists care more about the middle- and long-term consequences of corruption than about the short-term effects. Paldam and Gundlach (2008) suggest that long-run (they observed the period from 1994 to 2006) causality is from GDP to corruption, as a country gets richer corruption vanishes; they find long-run interaction, but only in one direction.

Shao, Ivanov, Podobnik and Stanley (2007) observe a negative correlation between levels of corruption and long-term growth rate. They observe two periods: 1990–2005 and 1980–2005 and find that less corrupt countries exhibit significant economic growth while
more corrupt countries display a negative growth rate. Pulok (2010) found that there is a long-run relationship among corruption and GDP, over the period 1984–2008. The long-run estimates indicate that corruption has direct negative impact on per capita GDP. The process of successful economic development reduces corruption considerably in the long-run, but little in the short-run, policies that boost growth, if successfully implemented, are likely to reduce corruption in the long-run (Paldam, 1999a).

Gundlach and Paldam (2000) use instrumental variables to identify the long-run direction of causality and they conclude that all long-run causality is from income to corruption, which also means that corruption vanishes as countries get richer. Lui (1996) found similar results. He considered that corruption has a negative effect on the long-term growth rate. Lui writes, ‘corruption has two effects 1) a positive level (short-term) effect on allocative efficiency and 2) a negative effect on the economies long-term growth rate’. However, Piplica and Čovo (2011) find that the impact of corruption on economic growth takes place without a significant time delay.

Most of economists argue that corruption may work as the good solution to market distortions imposed by government procedures and policies in the short-run, but in the medium- and long-run corruption reduces market efficiency because in that period the negative effects are stronger. Another important fact is that the results of previous research speak about these deadlines generally and in this article we determine these time frames more precisely.

3. The data

The first question is how do we measure corruption because it is hidden by its nature? Almost all known models for the measurement of corruption are based on perceptions of some categories of the population. Actual corruption levels are difficult to measure (Andersson & Heywood, 2009). The CPI was used as the best measuring method of corruption in all countries in the sample. The CPI is measured by the answers obtained from reputable expert business leaders, based on the corresponding average for each country. The CPI is highly correlated with other corruption measures. Therefore, we used data published by Transparency International since 1995. Transparency International, which is a non-governmen- tional organisation based in Berlin, annually publishes the CPI of countries. This index is a ‘poll of polls’, indicating impressions of businessmen, local population of relevant countries and risk analysts who have been surveyed. The index is a continuous scale from 0 to 10. A score of 10 represents a completely clean country, and 0 represents an absolutely corrupt state.

In spite of many desirable features of the CPI, it has several limitations. One limitation is that the CPI deals only with limited structure of people and professions. CPI does not measure corruption by businesses that pay bribes to make a big profit at the cost of consumers. Another often cited problem is that the CPI does not measure corruption per se; the index measures the perception of corruption. Despite these shortcomings, CPI is still the most well-known and widely used measure of corruption.

For information on the movement of GDP level we used data published by the World Bank since 1995. The GDP at purchaser prices is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products. It is calculated without making deductions for depreciation of fabricated assets or for depletion and degradation of natural resources. Data are in current
US dollars. Dollars figures for GDP are converted from domestic currencies using single year official exchange rates. For a few countries where the official exchange rate does not reflect the rate effectively applied to actual foreign exchange transactions, an alternative conversion factor is used.

GDP is not the optimal measure, since it does not include all aspects that affect the economy, e.g. environmental aspects. However, it is one of the most commonly used measurements and considered by many to be the best economic measurement. For this purpose GDP is the optimal measurement.

Work includes a relatively long time period from 1995 to 2011 and a modest number of countries that have been sampled. We talk about a sample of 40 countries. Baseline data are limited by the fact that Transparency International begin to publish the corruption index by countries since 1995.

Our data, describing corruption and level of GDP, consists of countries which represent all continents and different levels of development. The details of the data and the sources used in this research are presented in the Appendix Table A1.

4. The model

We combined narrative method for theoretical/analytical studies with the logical method for empirical investigations. Narrative method has enabled us to research the nature of the relationship between corruption and GDP level. Logical method is used to explain time connections between these two indicators. The aim of this analysis is to determine a time delay and causality of the strongest interaction of corruption and GDP levels.

For us the most essential fact in this analysis is whether corruption, as measured by the CPI, and economic development, as measured by the GDP levels, in the current year compared to the previous year showed an increase or decrease. Each increase of corruption in the current year in relation to the previous year is marked by -1. Each decrease of corruption in the current year in relation to the previous year is marked by 1. Each increase of GDP level in the current year in relation to the previous year is marked by 1. Each decrease of GDP level in the current year in relation to the previous year is marked by -1.

Starting from the previously adopted and proven hypothesis of negative correlation between corruption and GDP trends, each combination (1,1) – corruption fall, GDP growth and (-1,-1) – corruption grows, GDP fall we mark as true (T). Each combination (1,-1) – corruption fall, GDP fall and (-1,1) – corruption growth, GDP growth we marked as false (⊥).

We will present this as following:

\[ \text{C}(t) \quad \text{indicates change in corruption in the year } t, \]
\[ \text{G}(t) \quad \text{indicates change in GDP in the year } t, \]
\[ \text{C}(t+n) \quad \text{indicates change in corruption } n \text{ years after year } t, \]
\[ \text{G}(t+n) \quad \text{indicates change in GDP } n \text{ years after year } t, \]

Where \( n=(1,2,\ldots,15) \)

We recognise following possible outcomes:

\[ \text{C}(t+n) \times \text{G}(t) = 1 - \text{true (T)} \]
\[ \text{C}(t+n) \times \text{G}(t) = -1 - \text{false (⊥)} \]
\[ G(t+n) \times C(t) = 1 - \text{true (T)} \]
\[ G(t+n) \times C(t) = -1 - \text{false (⊥)} \]

With 15 different time ranges (n) and 120 combinations (T,n) for each country in the observed sample, we cover the whole period of 1995 to 2011.

5. Empirical results

Research results are presented in the following tables and figures (see indicators of growth/decline levels of the CPI and GDP per years and countries in Appendix Table A2). Respecting the fact that the starting time series are stationary, there was no need for Dickey-Fuller test. First, the two tables show the effect of the level of corruption on the level of GDP (Table 1) and GDP impacts on the level of corruption (Table 2), for each time period separately.

Tables 1 and 2 and Figures 1 and 2 give us an overview of the number of (T) combination for each time period separately, including all countries in the sample. If you carefully observe

| Table 1. The impact of corruption on the level of GDP. Individual display. |
|-------------------------------------------------|
| C(t) X G(t+n) | Number of (T) combination | % |
|----------------|---------------------------|---|
| C(t) x G(t+15) | 20                         | 3% |
| C(t) x G(t+14) | 34                         | 4% |
| C(t) x G(t+13) | 60                         | 8% |
| C(t) x G(t+12) | 72                         | 9% |
| C(t) x G(t+11) | 56                         | 7% |
| C(t) x G(t+10) | 63                         | 8% |
| C(t) x G(t+9)  | 61                         | 8% |
| C(t) x G(t+8)  | 51                         | 7% |
| C(t) x G(t+7)  | 58                         | 8% |
| C(t) x G(t+6)  | 56                         | 7% |
| C(t) x G(t+5)  | 47                         | 6% |
| C(t) x G(t+4)  | 52                         | 7% |
| C(t) x G(t+3)  | 50                         | 6% |
| C(t) x G(t+2)  | 47                         | 6% |
| C(t) x G(t+1)  | 43                         | 6% |

Source: Authors’ calculation.

| Table 2. GDP impacts on the level of corruption. Individual display. |
|-------------------------------------------------|
| G(t) X C(t+n) | Number of (T) combination | % |
|----------------|---------------------------|---|
| G(t) x C(t+15) | 20                         | 3% |
| G(t) x C(t+14) | 34                         | 5% |
| G(t) x C(t+13) | 49                         | 7% |
| G(t) x C(t+12) | 58                         | 8% |
| G(t) x C(t+11) | 51                         | 7% |
| G(t) x C(t+10) | 68                         | 9% |
| G(t) x C(t+9)  | 58                         | 8% |
| G(t) x C(t+8)  | 60                         | 8% |
| G(t) x C(t+7)  | 47                         | 6% |
| G(t) x C(t+6)  | 56                         | 8% |
| G(t) x C(t+5)  | 52                         | 7% |
| G(t) x C(t+4)  | 46                         | 6% |
| G(t) x C(t+3)  | 40                         | 5% |
| G(t) x C(t+2)  | 53                         | 7% |
| G(t) x C(t+1)  | 54                         | 7% |

Source: Authors’ calculation.
data in these tables you can see that the highest number of (T) combination is concentrated in the period from six to 10 years, which show in the following tables and figures.

The results in Tables 3 and 4 and Figures 3 and 4 show that the mutual influences of corruption and GDP are most pronounced in the so called medium-term period, it is period between six and 10 years. It basically means that when you change one of these two indicators, it takes between six and 10 years for this change to reflect the strongest effect on the change of the other indicator. Influences one indicator to another are present through entire period, but they are still the strongest in medium-term which we can see from following numbers: 38% (which represents the medium-term period) versus 31% (which represents the short- and long-term periods) in the first table and 39% (which represents the medium-term period) versus 33% and 28% (which represents the short- and long-term periods) in the second table.

In the following we explore and explain the nature of the relationship that exists between the time periods (n) and the number (T) combination. For this purpose we have used the following indicators: the arithmetic mean, standard deviation, coefficient of variance and

| Ct X Gt(n-n) | Number of (T) combination | %  |
|--------------|---------------------------|----|
| C(t) x Gt(1–5) | 238 | 31% |
| C(t) x Gt(6–10) | 289 | 38% |
| C(t) x Gt(11–15) | 242 | 31% |

Source: Authors’ calculation.

**Figure 1.** The impact of corruption on the level of GDP. Graphical individual display. Source: Table 1.

**Figure 2.** GDP impacts on the level of corruption. Graphical individual display. Source: Table 2.
Pearson’s correlation coefficient. For the calculation of these indicators we have used the data from Tables 1 and 2.

Data from column 2 (Table 5) show the arithmetic mean of the number of (T) combination, taking into account all periods (n = 1,2...,15). Columns 3 and 4 represent standard deviation and coefficient of variation for number of (T) combination by periods, that is, for short-, medium- and long-term periods. The last column represents Pearson’s coefficient of correlation for the number of (T) combination for each time period (five years, 10 years and 15 years). In this case we look at the time period in which change in GDP is deferred after change in corruption.

An explanation of the columns in Table 6 is the same as for the previous Table 5, except that in this case we start from data on the number of (T) combination from Table 2. That means that we look at the time period in which change in corruption is deferred after change in GDP.

Figure 5 shows the nature of the relationship that exists between the time period (n = 1,2 … 15) and the number of (T) combination. Using research results from Table 5, the graph shows that increasing in time (n), increases the dispersion of the number of (T) combination
around the mean value (columns 3 and 4 from Table 5). (T) varies more around the average line as (n) grows. Column 5 (Table 5) shows that in the medium term (six to 10 years) Pearson correlation coefficient is the largest and positive (0.9 versus 0.6 and -0.1). Pearson coefficient shows that in that period (T) is a positive, and strongly connected with the growth of (n). As (n) is growing, in that period, (T) is also growing. With further growth in (n), the number of (T) combination begins to fall (Table 5 show negative and weak Pearson coefficient of correlation, -0.1 for long-term time period). With further growth in (n), (T) is falling. This fact is also a confirmation of our earlier assertion that the causality between corruption and GDP is the strongest in the medium period (six to 10 years).

An explanation of Figure 6 is the same as for Figure 5 except that, in this case, we look at the time period in which change in corruption is deferred after change in GDP, and we use calculated indicators from Table 6. Standard deviation and coefficient of correlation are the largest in the long-term period (13.68 and 27% versus 7.00 and 14% and 11%). In that period the dispersion of (T) around arithmetic mean is the largest. The Pearson coefficient of correlation is again the largest and positive in medium-term period (0.6 versus -0.3 in the short- and long-term periods). That means, (n) is growing - number of (T) combination is growing, too. After that period, the Pearson coefficient is negative -0.3 which means (n) is growing (T) is falling. Causality between GDP and corruption is the strongest in the medium period (six to 10 years), again.

In this way we confirmed our initial hypothesis that it is possible to show the time period when the causality between the movement levels of corruption and GDP is the strongest. We

**Table 5. Statistics (corruption-GDP).**

| Ct X Gt(n-n) | \(\bar{x}\) | \(\sigma\) | \(C_v\) | \(r\) |
|--------------|-------------|------------|--------|------|
| C(t) x Gt(1–5) | 51          | 3.12       | 6%     | 0.6  |
| C(t) x Gt(6–10) | 51          | 4.28       | 8%     | 0.9  |
| C(t) x Gt(11–15) | 51          | 18.70      | 37%    | -0.1 |

Source: Authors’ calculation from Table 1.

**Table 6. Statistics (GDP-corruption).**

| Gt X Ct(n-n) | \(\bar{x}\) | \(\sigma\) | \(C_v\) | \(r\) |
|--------------|-------------|------------|--------|------|
| G(t) x Ct(1–5) | 50          | 5.51       | 11%    | -0.3 |
| G(t) x Ct(6–10) | 50          | 7.00       | 14%    | 0.6  |
| G(t) x Ct(11–15) | 50          | 13.68      | 27%    | -0.3 |

Source: Authors’ calculation from Table 2.

around the mean value (columns 3 and 4 from Table 5). (T) varies more around the average line as (n) grows. Column 5 (Table 5) shows that in the medium term (six to 10 years) Pearson correlation coefficient is the largest and positive (0.9 versus 0.6 and -0.1). Pearson coefficient shows that in that period (T) is a positive, and strongly connected with the growth of (n). As (n) is growing, in that period, (T) is also growing. With further growth in (n), the number of (T) combination begins to fall (Table 5 show negative and weak Pearson coefficient of correlation, -0.1 for long-term time period). With further growth in (n), (T) is falling. This fact is also a confirmation of our earlier assertion that the causality between corruption and GDP is the strongest in the medium period (six to 10 years).

An explanation of Figure 6 is the same as for Figure 5 except that, in this case, we look at the time period in which change in corruption is deferred after change in GDP, and we use calculated indicators from Table 6. Standard deviation and coefficient of correlation are the largest in the long-term period (13.68 and 27% versus 7.00 and 5.51 and 14% and 11%). In that period the dispersion of (T) around arithmetic mean is the largest. The Pearson coefficient of correlation is again the largest and positive in medium-term period (0.6 versus -0.3 in the short- and long-term periods). That means, (n) is growing - number of (T) combination is growing, too. After that period, the Pearson coefficient is negative -0.3 which means (n) is growing (T) is falling. Causality between GDP and corruption is the strongest in the medium period (six to 10 years), again.

In this way we confirmed our initial hypothesis that it is possible to show the time period when the causality between the movement levels of corruption and GDP is the strongest. We

**Figure 5.** Graphical display of T/n in relation to the arithmetic mean and the trend line (corruption-GDP). Source: Table 1.
have shown that this interaction, in both causes, is the most expressed in the time period between six and 10 years.

6. Conclusion

This article presents an overview of time delay, in which are the most prominent mutual influences of corruption and GDP as indicators of economic development of each country. Starting from the results of previous studies, about mutual influences of corruption and GDP, as well as their negative correlation, we come to an important conclusion on the temporal dimension of their influences. We showed that a change in GDP is deferred six to 10 years after change in corruption levels and vice versa. This information can be used as an important signpost to people who participate in the creation of economic policy.

Little research has yet been conducted in comparing the causal effects of corruption for different time spans, so the possible varying effects of corruption over time have not yet been analysed. Despite these findings, our study has limitations which should be noted. If we take into consideration the relatively modest number of published papers on this topic, we believe that further investigation is extremely important and necessary, especially if they take into account a larger sample and a longer period of time and with the use of new methods of data analysis, we may be able to get more accurate results about this time frame.

The findings of this article can be of importance for evidence-based policymaking by national governments, international organisations, and international donors of aid. We believe, however, that the results of our research could also serve as a useful guideline for future analyses of time connections between corruption and GDP.

Notes

1. The World Bank, http://www1.worldbank.org/publicsector/anticorrupt/index.cfm.
2. The IMF, http://www.imf.org/external/np/exr/facts/gov.htm.
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Appendix

Table A1: Description of Data Sources

| Country/Year | 1955 | 1966 | 1967 | 1968 | 1969 | 1970 | 1971 | 1972 | 1973 | 1974 | 1975 | 1976 | 1977 | 1978 | 1979 | 1980 | 1981 | 1982 | 1983 | 1984 |
|--------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| CPI          | 9.8  | 9.4  | 9.6  | 10.5 | 11.4 | 11.2 | 11.3 | 11.5 | 11.7 | 11.9 | 12.1 | 12.3 | 12.6 | 12.9 | 13.2 | 13.5 | 13.8 | 14.1 | 14.4 |
| GDP (US$)    | 62.75 | 68.52 | 74.37 | 80.23 | 86.09 | 91.96 | 97.83 | 103.70 | 109.57 | 115.44 | 121.31 | 127.18 | 133.05 | 138.92 | 144.79 | 150.66 | 156.53 | 162.40 |

Source: [http://data.worldbank.org/indicator/NY.GDP.MKTP.CD](http://data.worldbank.org/indicator/NY.GDP.MKTP.CD) and [http://www.transparency.org/research/cpi/overview](http://www.transparency.org/research/cpi/overview)
| Country/Year | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 |
|-------------|------|------|------|------|------|------|------|------|------|
| CH | GPI USD | CHF | EUR | JPY | NZD | USD | GBP | JMD | PKR |
| New Zealand | 9.5 | 8.07 | 9.59 | 10.01 | 9.34 | 9.02 | 8.60 | 8.07 | 7.53 |
| Denmark | 9.5 | 10.24 | 10.30 | 10.42 | 9.96 | 9.76 | 9.54 | 9.30 | 9.07 |
| Singapore | 9.5 | 10.67 | 10.84 | 11.02 | 10.37 | 10.18 | 9.98 | 9.73 | 9.52 |
| Finland | 9.5 | 9.96 | 9.84 | 9.73 | 9.61 | 9.50 | 9.38 | 9.27 | 9.15 |
| Sweden | 9.5 | 9.71 | 9.84 | 9.91 | 9.70 | 9.52 | 9.37 | 9.25 | 9.15 |
| Norway | 9.5 | 8.53 | 8.48 | 8.43 | 8.37 | 8.32 | 8.27 | 8.25 | 8.23 |
| Norway | 9.5 | 19.6 | 19.8 | 19.9 | 20.1 | 20.2 | 20.3 | 20.4 | 20.5 |
| UK | 9.5 | 16.0 | 16.1 | 16.2 | 16.3 | 16.4 | 16.5 | 16.6 | 16.7 |
| Germany | 9.5 | 11.0 | 11.1 | 11.2 | 11.3 | 11.4 | 11.5 | 11.6 | 11.7 |
| France | 9.5 | 12.0 | 12.1 | 12.2 | 12.3 | 12.4 | 12.5 | 12.6 | 12.7 |
| Italy | 9.5 | 12.0 | 12.1 | 12.2 | 12.3 | 12.4 | 12.5 | 12.6 | 12.7 |
| Spain | 9.5 | 11.0 | 11.1 | 11.2 | 11.3 | 11.4 | 11.5 | 11.6 | 11.7 |
| Portugal | 9.5 | 12.0 | 12.1 | 12.2 | 12.3 | 12.4 | 12.5 | 12.6 | 12.7 |
| Greece | 9.5 | 13.0 | 13.1 | 13.2 | 13.3 | 13.4 | 13.5 | 13.6 | 13.7 |
| Ireland | 9.5 | 12.0 | 12.1 | 12.2 | 12.3 | 12.4 | 12.5 | 12.6 | 12.7 |
| Austria | 9.5 | 15.0 | 15.1 | 15.2 | 15.3 | 15.4 | 15.5 | 15.6 | 15.7 |
| Hong Kong | 9.5 | 9.0 | 9.1 | 9.2 | 9.3 | 9.4 | 9.5 | 9.6 | 9.7 |
| France | 9.5 | 19.0 | 19.1 | 19.2 | 19.3 | 19.4 | 19.5 | 19.6 | 19.7 |
| Australia | 9.5 | 11.0 | 11.1 | 11.2 | 11.3 | 11.4 | 11.5 | 11.6 | 11.7 |

Source: http://data.worldbank.org/indicator/NY.GDP.MKTP.CD and http://www.transparency.org/research/cpi/overview
### Appendix

**Table A2: Explanatory variables**

| Country/Year | 1990 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 |
|--------------|------|------|------|------|------|------|------|
|              | CPI  | GDP  | CPI  | GDP  | CPI  | GDP  | CPI  |
| New Zealand  | 1    | 1    | -1   | -1   | 1    | -1   | 1    |
| Denmark      | 1    | -1   | 1    | 1    | -1   | 1    | -1   |
| Singapore    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Finland      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Canada       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Sweden       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Australia    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Switzerland  | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| The Netherlands | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Norway       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Ireland      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| United Kingdom | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Germany      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Chile        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| USA          | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Austria      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Hong Kong    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| France       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Belgium      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Japan        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| South Africa | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Portugal     | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Malaysia     | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Argentina    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Spain        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| South Korea  | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Hungary      | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Turkey       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Greece       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Colombia     | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Mexico       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Italy        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Thailand     | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| India        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Philippines  | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Brazil       | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Venezuela    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Pakistan     | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| China        | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Indonesia    | 1    | -1   | 1    | -1   | 1    | -1   | 1    |
| Country/Year     | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 |
|-----------------|------|------|------|------|------|------|------|------|------|
| New Zealand     | 1    | 1    | 1    | -1   | -1   | 1    | -1   | -1   | 1    |
| Denmark         | -1   | 1    | 1    | -1   | -1   | -1   | -1   | -1   | 1    |
| Singapore       | 1    | 1    | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| Finland         | -1   | 1    | -1   | -1   | 1    | -1   | -1   | -1   | 1    |
| Canada          | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Sweden          | 1    | 1    | -1   | -1   | 1    | -1   | -1   | -1   | 1    |
| Australia       | 1    | 1    | -1   | -1   | -1   | 1    | 1    | 1    | 1    |
| Switzerland     | 1    | 1    | 1    | 1    | -1   | -1   | -1   | -1   | 1    |
| The Netherlands | -1   | 1    | -1   | 1    | 1    | 1    | 1    | -1   | 1    |
| Norway          | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Ireland         | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| United Kingdom  | -1   | 1    | -1   | 1    | 1    | 1    | 1    | 1    | 1    |
| Germany         | 1    | 1    | -1   | -1   | -1   | -1   | -1   | 1    | 1    |
| Chile           | -1   | 1    | 1    | 1    | -1   | 1    | 1    | 1    | 1    |
| USA             | 1    | 1    | -1   | -1   | 1    | 1    | 1    | 1    | 1    |
| Austria         | 1    | 1    | 1    | 1    | 1    | 1    | 1    | -1   | 1    |
| Hong Kong       | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| France          | 1    | 1    | 1    | -1   | 1    | 1    | 1    | 1    | 1    |
| Belgium         | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Japan           | 1    | 1    | 1    | 1    | -1   | -1   | -1   | -1   | 1    |
| South Africa    | -1   | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Portugal        | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Malaysia        | -1   | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Argentina       | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Spain           | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| South Korea     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Hungary         | -1   | 1    | 1    | 1    | 1    | 1    | 1    | -1   | 1    |
| Turkey          | -1   | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Greece          | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Colombia        | 1    | -1   | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| Mexico          | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Italy           | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Thailand        | 1    | -1   | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| India           | 1    | -1   | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| Philippines     | 1    | -1   | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| Brazil          | 1    | -1   | -1   | -1   | -1   | -1   | -1   | -1   | 1    |
| Venezuela       | -1   | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Pakistan        | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| China           | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| Indonesia       | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |