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Abstract. This paper concerns the null controllability for a class of stochastic singular parabolic equations with the convection term in one dimensional space. Due to the singularity, we first transfer to study an approximate nonsingular system. Next we establish a new Carleman estimate for the backward stochastic singular parabolic equation with convection term and then an observability inequality for the adjoint system of the approximate system. Based on this observability inequality and an approximate argument, we obtain the null controllability result.

1. Introduction. Null controllability is an very important field of controllability theory, which has been widely studied for various mathematical models, such as parabolic equation [22, 29, 38], wave equation [40], KdV equation [17], Kuramoto-Sivashinsky equation [8, 16], Schrödinger equation [26] and so on. It is well known that the key ingredient for proving the null controllability is to obtain the observability inequality for the corresponding adjoint system. An important tool to study observability inequality is Carleman estimate, which is a class of weighted energy estimates related to some differential operator. Now, Carleman estimate becomes a useful tool to solve the unique continuation property [35], inverse problems [6, 36, 37] and the control theory [12, 15, 19] for deterministic partial differential equations. As for Carleman estimates for stochastic control theory, we refer to the seminal paper [2] and [24, 29]. Recently, Carleman estimates were also applied to inverse problems [25, 39].

There are rich references on the controllability for degenerate/singular parabolic equations. We refer to [1, 4, 5, 33] for deterministic degenerate parabolic equation, [7] for deterministic singular equation. As for the controllability results for the stochastic degenerate parabolic equation, we refer to [23] and [34]. To the best of our knowledge, there is no paper considering the controllability for stochastic singular equations. The goal of this paper is to prove the null controllability of a class of stochastic boundary singular parabolic equations with the convection term.
Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) be a complete filtered probability space on which a one-dimensional standard Brownian motion \(\{B(t)\}_{t \geq 0}\) is defined such that \(\{\mathcal{F}_t\}_{t \geq 0}\) is the natural filtration generated by \(B(\cdot)\), augmented by all the \(\mathbb{P}\)-null sets in \(\mathcal{F}\). Let \(I = (0, 1)\), \(Q_T := I \times (0, T)\). Then for given subdomain \(\omega = (x_1, x_2)\) such that \(0 < x_1 < x_2 < 1\), we consider the following forward stochastic singular parabolic equation with convection term

\[
\begin{aligned}
&x^\alpha du - u_{xx}dt + au_xdt + budy = g|\omega|dt + GdB(t), \quad (x, t) \in Q_T, \\
u(0, t) = u(1, t) = 0, \quad t \in (0, T), \\
u(x, 0) = u_0(x), \quad x \in I,
\end{aligned}
\]

where \(\alpha > 0\), \(|\omega|\) is the characteristic function of \(\omega\). Functions \(a, b\) are suitable coefficients. In system (1), \(u\) is the state variable, \((g, G)\) is a pair of control variables. Obviously, the equation is singular at the boundary \(x = 0\). The singular parabolic equation can describe the propagation of a thermal wave in an inhomogeneous medium \([20, 28]\), where \(u\) is the temperature and \(x^\alpha\) represent the particle density. The thermal phenomena in an inhomogeneous medium can be effected by the externally added heat sources, called control. Therefore, a natural controllability question would rather be: Can we steer the temperature of the thermal wave at time \(T\) to 0 by selecting a suitable source.

Through this paper, for a Banach space \(H\) we use \(C([0, T]; H)\) to denote the Banach space of all \(H\)-valued strongly continuous functionals defined on \([0, T]\). Also, we denote by \(L_2^\beta(0, T; H)\) the Banach space consisting of all \(H\)-valued \(\{\mathcal{F}_t\}_{t \geq 0}\)-adapted processes \(X(\cdot)\) such that \(E([X(\cdot)]^2_{L_2(0, T; H)}) < \infty\), with the canonical norm; by \(L_2^\beta(0, T; H)\) the Banach space consisting of all \(H\)-valued \(\{\mathcal{F}_t\}_{t \geq 0}\)-adapted bounded processes; and by \(L_2^\beta(\Omega; C([0, T]; H))\) the Banach space consisting of all \(H\)-valued \(\{\mathcal{F}_t\}_{t \geq 0}\)-adapted continuous processes \(X\) such that \(E([X]^2_{C([0, T]; H)}) < \infty\), with the canonical norm. Moreover, for some given constant \(\beta\), we define

\[
L_2^\beta(I) := \left\{ u \in L^2(I) \mid x^\beta u \in L^2(I) \right\}
\]

endowed with the norm

\[
||u||_{L_2^\beta(I)} := E \int_I x^\beta u^2 dx.
\]

By applying a coordinate transformation

\[
y = x^{1 + \alpha}, \quad x \in I,
\]

we can rewrite (1) as

\[
\begin{aligned}
d\hat{u} - (\alpha + 1)^2 (y^{\alpha/(\alpha+1)} \hat{u}_y)_y dt + (\alpha + 1)\hat{u}_y dt + y^{-\alpha/(\alpha+1)} \hat{b} \hat{u} dt \\
\hat{u}(0, t) = \hat{u}(1, t) = 0, \\
\hat{u}(y, 0) = u_0(y), \quad y \in I,
\end{aligned}
\]

where \(\hat{\omega} = (x_1^{\alpha+1}, x_2^{\alpha+1})\), \(\hat{u}(y, t) = u(y^{1/(\alpha+1)}, t)\) and other functions \(\hat{a}, \hat{b}, \hat{g}, \hat{G}\) are defined analogously. Here, (2) is degenerate at the boundary \(y = 0\), meanwhile the reaction term and convection term are singular. Therefore the controllability is more complicated than the ones related to the stochastic degenerate equations \([23]\) or \([34]\).

As for deterministic boundary singular parabolic equations, we refer to \([11]\). In this paper the authors considered the following singular parabolic equation without
null controllability was obtained for any $\beta > 0$. We also refer to \[3, 31\] for the analysis of control properties of the internal singular parabolic equation. In \[10\], the author studied the following degenerate equation with convection term:
\[
\begin{align*}
&u_t - (x^\alpha u)_x + a u_x + bu = h, \\
&u(0, t) = u(1, t) = 0, \\
&u(x, 0) = u_0(x),
\end{align*}
\]
where $b, c \in L^\infty(Q_T)$. They proved (4) is null controllable for $\beta \in (0, \frac{1}{2})$. There are also other studies on the controllability for deterministic degenerate parabolic equations \[13, 14\]. Recently, the study of controllability for stochastic non degenerate parabolic equations has attracted the interest of several authors, we refer to the seminal work \[2\] and \[29\]. All these results were obtained using Carleman estimates.

In this paper, we investigate the null controllability of (1). Due to the singularity of system (1), we first transfer to study an approximate nonsingular system. By means of a weighted identity method, we prove a uniform Carleman estimate for this approximate system. In order to deal with convection term, we use a duality technique proposed by Imanuvilov and Yamamoto in \[19\] or Liu \[22\]. Owing to we only assume $a \in L^\infty_F(0, T; L^\infty(I))$, we obtain the Carleman estimate only for the case $\alpha \in (0, 1)$. Combining this Carleman estimate and an approximate argument, we deduce the null controllability result.

Now we state the main result in this paper.

**Theorem 1.1.** Let $\alpha \in (0, 1)$ and $a, b \in L^\infty_F(0, T; L^\infty(I))$. Then for any given $u_0 \in L^2(\Omega, F_0; L^2(I))$, there exists a pair of $(g, G)$ such that $g \in L^2_F(0, T; L^2(\omega))$, $x^{-2}G \in L^2_F(0, T; L^2(I))$ and the solution of (1) satisfies $u(x, T) = 0$ in $I$, $P - a.s.$

**Remark 1.** For deterministic case, in \[10, 32\] the authors pointed out that the restriction $\beta \in (0, \frac{1}{2})$ was optimal for establishing the Carleman estimate for (4) under the convection term coefficient $a \in L^\infty(Q_T)_F$. Therefore the equivalent version (2) of the original problem (1) seems controllable only for $\frac{\alpha}{1+\alpha} \in (0, \frac{1}{2})$, i.e. $\alpha \in (0, 1)$, even if there is no singularity in (2). In other words, $\alpha \in (0, 1)$ could not be improved in Theorem 1.1 under $a \in L^\infty_F(0, T; L^\infty(I))$ based on the method used in this paper. On the other hand, from Lemma 4.3 one also easily see that Carleman estimate holds only for $\alpha \in (0, 1)$.

**Remark 2.** Theorem 1.1 requires the introduction of an extra control $G$ owing to the coefficients $a, b$ in (1) depend on both time and space variables, and on the random parameter $\omega$ as well. While establishing the observability estimate for the corresponding adjoint system of (1), it is unknown how to prove the observability estimate except for some special restrictions on coefficients. Indeed, inspired by \[2\],
if these coefficients are assumed to be independent of the space variable \( x \), we can reduce the problem to a deterministic problem, then the control holds only for a control \( g \). It is still open whether system (1) is controllable with a control \( G \) or when \( G \) acts only on a subdomain of \( I \).

The rest of this paper is organized as follows. In next section, we give the well-posedness of (1). In next two sections, we obtain two Carleman estimates for backward stochastic parabolic equation without lower order terms and the backward stochastic parabolic equation with the convection term, respectively. In section 5, we prove the null controllability for system (1), i.e. Theorem 1.1.

2. Well-posedness. In this section, we prove the well-posedness of the stochastic singular parabolic equation:

\[
\begin{aligned}
\left\{ \begin{array}{ll}
x^\alpha du - u_{xx}dt + au_xdt + bu dt = f dt + FdB(t), & (x, t) \in Q_T, \\
u(0, t) = u(1, t) = 0, & t \in (0, T), \\
u(x, 0) = u_0(x), & x \in I.
\end{array} \right.
\tag{5}
\end{aligned}
\]

We introduce several weighted spaces

\[
\mathcal{P}_T := L^2_T(\Omega; C([0, T]; L^2(I))) \cap L^2_T(0, T; H^1_0(I)),
\]

\[
\mathcal{H}^\alpha_T := L^2_T(\Omega; C([0, T]; L^2(I))) \cap L^2_T(0, T; H^1_0(I)),
\]

\[
S_T^\alpha := L^2_T(0, T; L^2_{-\alpha}(I)).
\]

We endow \( \mathcal{P}_T \) with the following norms making it to be a Banach space:

\[
\|u\|_{\mathcal{H}^\alpha_T} = \left( E \max_{t \in [0, T]} \int_I x^\alpha |u|^2 dx + E \int_{Q_T} |u_x|^2 dx \right)^{\frac{1}{2}},
\]

\[
\|u\|_{S_T^\alpha} = \left( E \int_{Q_T} x^{-\alpha} |u|^2 dx \right)^{\frac{1}{2}}.
\]

**Definition.** A stochastic process \( u \in \mathcal{H}^\alpha_T \) is said to be a weak solution of (5) if \( u(x, 0) = u_0(x) \) in \( I \), \( \mathbb{P} \)-a.s., and it holds that

\[
\int_I x^\alpha u(x, t) \varrho(x) dx - \int_I x^\alpha u_0(x) \varrho(x) dx + \int_0^t \int_I u_x(x, \tau) \varrho_x(x) dx d\tau + \int_0^t \int_I [a(x, \tau)u_x(x, \tau) + b(x, \tau)u(x, \tau)] \varrho(x) dx d\tau
\]

\[
= \int_0^t \int_I f(x, \tau) \varrho(x) dx d\tau + \int_0^T \int_I F(x, \tau) \varrho(x) dB_\tau(\varrho)(x)
\]

for every \( \varrho \in C_0^\infty(T) \) and all \( (\omega, t) \in \Omega \times [0, T] \).

We have the following well-posedness result for system (5).

**Theorem 2.1.** Let \( \alpha \in (0, +\infty) \) and \( a, b \in L^\infty_T(0, T; L^2(I)), \ u_0 \in L^2(\Omega, \mathcal{F}_0, \mathbb{P}; L^2_0(I)), \ f \in L^2_T(0, T; L^2(I)), \ F \in L^2_T(0, T; L^2_{-\alpha}(I)) \). Then (5) admits a unique weak solution \( u \in \mathcal{H}^\alpha_T \) such that

\[
\|u\|_{\mathcal{H}^\alpha_T} \leq C\|u_0\|_{L^2(\Omega, \mathcal{F}_0, \mathbb{P}; L^2_0(I))} + C\|f\|_{L^2_T(0, T; L^2(I))} + C\|F\|_{L^2_T(0, T; L^2_{-\alpha}(I))},
\]

where \( C \) depends on \( T, a, b \) and \( \alpha \).
Proof. Due to the system (5) is singular at the boundary \( x = 0 \), we first consider the nonsingular approximate system, then the existence and uniqueness of solution to (5) is based on the uniform energy estimates for solution to the approximate problem and an approximate argument. We first consider the following nonsingular approximate system

\[
\begin{aligned}
(x + \varepsilon)^\alpha d\xi^\varepsilon - u_{x,x}^\varepsilon dt + au_x^\varepsilon dt + bu^\varepsilon dt = f dt + FdB(t), & \quad (x, t) \in Q_T, \\
u^\varepsilon(0, t) = u^\varepsilon(1, t) = 0, & \quad t \in (0, T), \\
u^\varepsilon(x, 0) = u_0^\varepsilon(x), & \quad x \in I,
\end{aligned}
\]

where \( \varepsilon \in (0, 1) \), \( u_0^\varepsilon \in L^2(\Omega, \mathcal{F}_0, \mathbb{P}; L^2(I)) \) satisfying

\[
u_0^\varepsilon \to u_0 \text{ in } L^2(\Omega, \mathcal{F}_0, \mathbb{P}; L^2(I)), \quad \text{as } \varepsilon \to 0.
\]

According to [9], we know (8) admits a unique solution \( u^\varepsilon \in \mathcal{P}_T \).

By using \( d \left[(x + \varepsilon)^\alpha |u^\varepsilon|^2\right] = 2(x + \varepsilon)^\alpha u^\varepsilon du^\varepsilon + (x + \varepsilon)^\alpha (du^\varepsilon)^2 \) and the equation of \( u^\varepsilon \) (8), we have

\[
\int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + 2 \int Q \varepsilon |u_x^\varepsilon|^2 dx d\tau \\
\geq \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + \int Q \varepsilon 2u^\varepsilon(-au_x^\varepsilon - bu^\varepsilon + f) dx d\tau \\
+ 2 \int Q \varepsilon u^\varepsilon Fdx dB(\tau) + \int Q \varepsilon (x + \varepsilon)^{-\alpha} |F|^2 dx d\tau \\
\leq \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + \frac{1}{2} \int Q \varepsilon |u_x^\varepsilon|^2 dx d\tau \quad C \int Q \varepsilon |u^\varepsilon|^2 dx d\tau \\
+ \int Q \varepsilon |f|^2 dx d\tau + 2 \int Q \varepsilon u^\varepsilon Fdx dB(\tau) + \int Q \varepsilon (x + \varepsilon)^{-\alpha} |F|^2 dx d\tau, \tag{9}
\]

where \( C \) depends on \( a, b \).

On the other hand, for any \( \delta \in (0, 1) \), we have

\[
\int Q \varepsilon |u^\varepsilon|^2 dx d\tau = \int_0^\delta |u^\varepsilon|^2 dx + \int_\delta^1 |u^\varepsilon|^2 dx \\
\leq \int_0^\delta \left( \int_0^x u_\varepsilon^\varepsilon(y, t) dy \right)^2 dx + \delta^{-\alpha} \int_\delta^1 (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx \\
\leq \int_0^\delta x \left( \int_0^x |u_\varepsilon^\varepsilon(y, t)|^2 dy \right)^2 dx + \delta^{-\alpha} \int_\delta^1 (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx \\
\leq \frac{\delta^2}{2} \int_0^\delta |u_x^\varepsilon|^2 dx + \delta^{-\alpha} \int_\delta^1 (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx. \tag{10}
\]

Taking \( \delta^2 C < 1 \) and combining (9) with (10), we conclude that

\[
\int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + \int Q \varepsilon |u_x^\varepsilon|^2 dx d\tau \\
\geq \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + C \int Q \varepsilon (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx d\tau + \int Q \varepsilon |f|^2 dx d\tau \\
+ 2 \int Q \varepsilon u^\varepsilon Fdx dB(\tau) + \int Q \varepsilon (x + \varepsilon)^{-\alpha} |F|^2 dx d\tau. \tag{11}
\]
Taking expectation on both sides of (11) yields that
\[ E \int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + E \int_0^t \int_I |u_\varepsilon^\tau|^2 dx d\tau \]
\[ \leq E \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + C_1 \int_0^t \int_I (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx d\tau + E \int_0^t \int_I |f|^2 dx d\tau \]
\[ + E \int_0^t \int_I (x + \varepsilon)^{-\alpha} |F|^2 dx d\tau. \] (12)

By Gronwall’s inequality, we have
\[ \sup_{0 \leq t \leq T} E \int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx \]
\[ \leq C \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + C_1 \int_0^T \int_I |f|^2 dx d\tau + E \int_0^T (x + \varepsilon)^{-\alpha} |F|^2 dx d\tau. \] (13)

Choosing \( t = T \) in (12) and together with (13) yields
\[ E \int_{Q_T} |u_\varepsilon^T|^2 dx dt \]
\[ \leq C \left[ E \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + E \int_{Q_T} |f|^2 dx dt + E \int_{Q_T} (x + \varepsilon)^{-\alpha} |F|^2 dx dt \right]. \] (14)

Furthermore,
\[ \sup_{0 \leq t \leq T} E \int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + E \int_{Q_T} |u_\varepsilon^T|^2 dx dt \]
\[ \leq C \left[ E \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + E \int_{Q_T} |f|^2 dx dt + E \int_{Q_T} (x + \varepsilon)^{-\alpha} |F|^2 dx dt \right]. \] (15)

It follows from Burkholder-Davis-Gundy inequality that
\[ E \sup_{0 \leq t \leq T} \left| \int_{Q_t} u^\varepsilon F dx dB(\tau) \right| \leq E \left[ \int_0^T \left( \int_I |u^\varepsilon|^2 dx \right)^2 dt \right]^\frac{1}{2} \]
\[ \leq C \left[ \int_0^T \left( \int_I (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx \right) \left( \int_I (x + \varepsilon)^{-\alpha} |F|^2 dx \right) dt \right]^\frac{1}{2} \]
\[ \leq \frac{1}{4} E \sup_{0 \leq t \leq T} \int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + C_1 \int_{Q_T} (x + \varepsilon)^{-\alpha} |F|^2 dx dt \]

which together with (11) implies
\[ E \sup_{0 \leq t \leq T} \int_I (x + \varepsilon)^\alpha |u^\varepsilon(x, t)|^2 dx + E \int_{Q_T} |u_\varepsilon^T|^2 dx dt \]
\[ \leq C \left[ E \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + E \int_{Q_T} (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx dt + E \int_{Q_T} |f|^2 dx dt \right] \]
\[ + E \sup_{0 \leq t \leq T} \left| \int_{Q_t} u^\varepsilon F dx dB(\tau) \right| + C_1 \int_{Q_T} (x + \varepsilon)^{-\alpha} |F|^2 dx dt \]
\[ \leq C \left[ E \int_I (x + \varepsilon)^\alpha |u_0^\varepsilon(x)|^2 dx + E \int_{Q_T} (x + \varepsilon)^\alpha |u^\varepsilon|^2 dx dt + E \int_{Q_T} |f|^2 dx dt \right] \]
Null controllability for stochastic singular parabolic equations

By (15) and (16), we find that

\[ E \sup_{0 \leq t \leq T} \int_I (x + \varepsilon)^\alpha |u_\varepsilon(x,t)|^2 \, dx + E \int_{Q_T} |u_\varepsilon|^2 \, dx \, dt \leq C \left[ E \int_I (x + \varepsilon)^\alpha |u_\varepsilon^0(x)|^2 \, dx + E \int_{Q_T} |f|^2 \, dx \, dt + E \int_{Q_T} (x + \varepsilon)^{-\alpha} |F|^2 \, dx \, dt \right]. \] (17)

By a similar argument, for any \( \varepsilon_1, \varepsilon_2 \in (0,1) \), we also have

\[ E \sup_{0 \leq t \leq T} \int_I (x + \varepsilon)^\alpha |u_{\varepsilon_1}(x,t) - u_{\varepsilon_2}(x,t)|^2 \, dx + E \int_{Q_T} |u_{\varepsilon_1} - u_{\varepsilon_2}|^2 \, dx \, dt \leq C E \int_I (x + \varepsilon)^\alpha |u_{\varepsilon_1}^0(x) - u_{\varepsilon_2}^0(x)|^2 \, dx, \] (18)

where \( u_{\varepsilon_1} \) and \( u_{\varepsilon_2} \) are two solutions of (8) corresponding to \( u_{\varepsilon_1}^0 \) and \( u_{\varepsilon_2}^0 \), respectively. Hence, we obtain that \( \{ u_\varepsilon \} \) is a Cauchy sequence in \( H^2_{\alpha} \). Letting \( \varepsilon \to 0 \), we find that (5) admits a weak solution \( u \in H^2_{\alpha} \) (the limit of \( u_\varepsilon \)) such that (7). The uniqueness of the solution of (5) can be deduced from (7) directly. This completes the proof of Theorem 2.1.

By a similar argument to Theorem 2.1, we have the following well-posedness for the backward stochastic singular equation

\[
\begin{align*}
&\left\{ \begin{array}{l}
x^\alpha dv + v_{xx} \, dt + (av)_x \, dt + bvdv = fdt + VdB(t), \\
v(0,t) = v(1,t) = 0, \\
v(x,T) = v_T(x),
\end{array} \right. \\
&v(x,T) = v_T(x), \quad x \in I.
\end{align*}
\] (19)

Theorem 2.2. Let \( a, b \in L^\infty_T(0,T;L^\infty(I)) \), \( v_T \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2_{\alpha}(I)) \) and \( f \in L^2_{\alpha}(0,T;L^2(I)) \). Then (19) admits a unique weak solution \((v,V) \in H^2_{\alpha} \times S^2_{\alpha}\) such that

\[
||v||_{H^2_{\alpha}} + ||V||_{S^2_{\alpha}} \leq C ||v_T||_{L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2_{\alpha}(I))} + C ||f||_{L^2_{\alpha}(0,T;L^2(I))},
\] (20)

where \( C \) depends on \( T, a, b \) and \( \alpha \).

3. Carleman estimate for the backward stochastic parabolic equation without lower order terms. In this section, we will show a uniform Carleman estimate in \( \varepsilon \) for the non-singular approximate problem without lower order terms

\[
\begin{align*}
&\left\{ \begin{array}{l}
(x + \varepsilon)^\alpha dp + p_{xx} \, dt = f_1dt + F_1dB(t), \\
p^\varepsilon(0,t) = p^\varepsilon(1,t) = 0, \\
p^\varepsilon(x,T) = p^\varepsilon(x),
\end{array} \right. \\
&p^\varepsilon(x,T) = p^\varepsilon(x), \quad x \in I,
\end{align*}
\] (21)

where \( 0 < \varepsilon < 1 \) and \( p^\varepsilon \to p_T \) in \( L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2(I)) \).

To formulate our Carleman estimate, we first introduce some weight functions. For \( \omega = (x_1, x_2) \), we choose \( \omega_\beta := (x^{(1)}, x^{(2)}) \) such that \( \omega_1 \subseteq \omega \). Let \( \chi(x) \in C^2(T) \) be a cut-off function such that \( 0 \leq \chi(x) \leq 1 \) for \( x \in I, \chi(x) = 1 \) for \( x \in (0, x^{(1)}(\omega)) \) and \( \chi(x) = 0 \) for \( x \in (x^{(2)}, 1) \). For a suitable positive constant \( \beta \), we introduce

\[
\eta_1(x) = \frac{1}{\beta}(x + \varepsilon)^\beta, \quad x \in I,
\]
and $\eta_2 \in C^2(I)$ such that
\[ \eta_2(x) > 0, \quad x \in I, \quad \eta_2(0) = \eta_2(1) = 0 \quad \text{and} \quad |\eta_{2, x}(x)| > 0, \quad x \in \overline{I \setminus \omega_1} \]
and
\[ \eta_1(x) = \eta_2(x), \quad x \in (x^{(1)}, x^{(2)}). \]
Let us define two weight functions respectively for singular part and non-singular part
\[ \Phi_i(x, t) = \varphi_i(x)\xi(t), \quad (x, t) \in Q_T, \quad i = 1, 2, \]
with
\[ \varphi_i(x) = e^{\lambda \eta_i(x)} - e^{2\lambda M}, \quad \xi(t) = \frac{1}{t^4(T - t)^4}. \]
Here $\lambda$ is a positive parameter and $M$ is a sufficiently large constant such that
\[ \varphi_i(x, t) < 0, \quad (x, t) \in Q_T, \quad i = 1, 2. \]
Now we introduce weight function in the global Carleman estimate
\[ \Phi(x, t) = \chi(x)\Phi_1(x, t) + (1 - \chi(x))\Phi_2(x, t), \quad (x, t) \in Q_T. \]
We easily see that
\[ \Phi(x, t) = \begin{cases} 
\Phi_1(x, t), & (x, t) \in (0, x^{(1)}) \times (0, T), \\
\Phi_2(x, t), & (x, t) \in (x^{(1)}, x^{(2)}) \times (0, T), \\
\Phi_2(x, t), & (x, t) \in (x^{(2)}, 1) \times (0, T). 
\end{cases} \tag{22} \]
and
\[ \xi(t) > 0, \quad |\xi(t)| \leq C\xi^2(t), \quad |\xi_u(t)| \leq C\xi^2(t), \tag{23} \]
where $C$ depends only on $T$.

Our main result in this section is stated as follows.

**Theorem 3.1.** Let $\alpha \in (0, +\infty)$, $\beta \in (1 + \alpha, 2 + \alpha]$, $f_1 \in L^2_{\mathbb{P}}(0, T; L^2(I))$ and $F_1 \in L^2_{\mathbb{P}}(0, T; L^2(I))$. Then for any $\varepsilon \in (0, 1)$, there exist positive constants $s_0 = s_0(T, \omega, \alpha, M, \lambda)$ and $C = C(T, \omega, \alpha, M, \lambda)$ independent of $\varepsilon$ such that
\[ \mathbb{E} \int_{Q_T} s^3(x + \varepsilon)^{-\alpha + 3\beta - 4}|p^2_\varepsilon|e^{2s\Phi}dxdt + \mathbb{E} \int_{Q_T} s^3\xi^3(x + \varepsilon)^{-\alpha + 3\beta - 4}|p^2|e^{2s\Phi}dxdt \]
\[ \leq C\mathbb{E} \int_{Q_T} (x + \varepsilon)^{-\alpha}|f_1|^2e^{2s\Phi}dxdt + C\mathbb{E} \int_{Q_T} s^2\xi^2(x + \varepsilon)^{-\alpha}|F_1|^2e^{2s\Phi}dxdt \]
\[ + C\mathbb{E} \int_{Q_T} s^3\xi^3|p^2|e^{2s\Phi}dxdt \tag{24} \]
for all $s > s_0$ and all $p^2 \in \mathcal{P}_T$ satisfying (21).

**Remark 3.** For the deterministic version of (21), the authors [11] established the Carleman estimate by choosing a special weight function related to the singularity rate $\alpha$, and then obtained the Carleman estimate for singular parabolic equation without convection term. In this paper, we apply the dual technique to establish the Carleman estimate for the stochastic singular parabolic equation with the convection term for the case $\alpha \in (0, 1)$. To show and explain the restriction, we first need to choose a new more general weight function to obtain a new Carleman estimate for, i.e. (24).
To prove Theorem 3.1, we first establish two Carleman estimates for singular part and non-singular part, respectively. The proofs of these two results are detailed in the Appendix and omitted here.

**Lemma 3.2.** Let $\alpha \in (0, +\infty)$, $\beta \in (1 + \alpha, 2 + \alpha]$, $f_1 \in L^2_T(0, T; L^2(I))$ and $F_1 \in L^2_T(0, T; L^2(I))$. Then for any $\varepsilon \in (0, 1)$, there exist positive constants $s_1 = s_1(T, \omega, \alpha, M, \lambda)$ and $C = C(T, \omega, \alpha, M, \lambda)$ such that

$$
\begin{align*}
\mathbb{E} \int_0^T \int_0^{s_1} [s \xi(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p_x|^2 e^{2s\Phi_1} dxdt + s^3 \xi^3(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p|^2] e^{2s\Phi_1} dxdt \\
\leq CE \int_0^T \int_0^{s_1} (x + \varepsilon)^{-\alpha}|f_1|^2 e^{2s\Phi_1} dxdt + CE \int_0^T \int_0^{s_1} s^2 \xi^2(x + \varepsilon)^{-\alpha}|F_1|^2 e^{2s\Phi_1} dxdt \\
+ CE \int_0^T \int_{\omega_1} (|p_x|^2 + |p|^2) e^{2s\Phi_1} dxdt
\end{align*}
$$

for all $s > s_1$ and all $p^\varepsilon \in \mathcal{P}_T$ satisfying (21).

**Lemma 3.3.** Let $\alpha \in (0, +\infty)$, $\beta \in (1 + \alpha, 2 + \alpha]$, $f_1 \in L^2_T(0, T; L^2(I))$ and $F_1 \in L^2_T(0, T; L^2(I))$. Then for any $\varepsilon \in (0, 1)$, there exist positive constants $s_2 = s_2(T, \omega, \alpha, M, \lambda)$ and $C = C(T, \omega, \alpha, M, \lambda)$ such that

$$
\begin{align*}
\mathbb{E} \int_0^T \int_0^{s_2} [s \xi(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p_x|^2 + s^3 \xi^3(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p|^2] e^{2s\Phi_2} dxdt \\
\leq CE \int_0^T \int_0^{s_2} (x + \varepsilon)^{-\alpha}|f_1|^2 e^{2s\Phi_2} dxdt + CE \int_0^T \int_0^{s_2} s^2 \xi^2(x + \varepsilon)^{-\alpha}|F_1|^2 e^{2s\Phi_2} dxdt \\
+ CE \int_0^T \int_{\omega_2} (|p_x|^2 + |p|^2) e^{2s\Phi_2} dxdt
\end{align*}
$$

for all $s > s_2$ and all $p^\varepsilon \in \mathcal{P}_T$ satisfying (21).

Now we prove Theorem 3.1.

**Proof of Theorem 3.1.** Combining (25) and (26) and using (22), we find that

$$
\begin{align*}
\mathbb{E} \int_{Q_T} s \xi(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p_x|^2 e^{2s\Phi} dxdt + \mathbb{E} \int_{Q_T} s^3 \xi^3(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p|^2 e^{2s\Phi} dxdt \\
= \mathbb{E} \int_0^T \int_0^{s_1} [s \xi(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p_x|^2 + s^3 \xi^3(x + \varepsilon)^{-\alpha,\beta,\gamma,\delta,2}|p|^2] e^{2s\Phi} dxdt \\
+ \mathbb{E} \int_0^T \int_{\omega_1} (|p_x|^2 + |p|^2) e^{2s\Phi} dxdt \\
\leq CE \int_{Q_T} (x + \varepsilon)^{-\alpha}|f_1|^2 e^{2s\Phi} dxdt + CE \int_{Q_T} s^2 \xi^2(x + \varepsilon)^{-\alpha}|F_1|^2 e^{2s\Phi} dxdt \\
+ CE \int_{\omega_2} (s^2 \xi^3|p|^2 + s^3 \xi^3|p|^2) e^{2s\Phi} dxdt.
\end{align*}
$$

(27)
Next we eliminate the term \( p_x^2 \) on \( \omega_1 \) by using a Caccioppoli inequality. To do this, we introduce a cut-function \( \zeta \in C^2(\mathcal{T}) \) such that

\[
\zeta(x) \begin{cases} 
  = 1, & x \in \omega_1, \\
  \in [0, 1], & x \in \omega \setminus \omega_1, \\
  = 0, & x \in \Omega \setminus \omega.
\end{cases}
\]

By Itô’s formula and the equation of \( p^x \), we have

\[
d [\zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}] \\
= \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| + \varepsilon \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| \left[ -p_x^2 dt + f_1 dt + F_1 dB(t) \right] \\
+ \zeta(x + \varepsilon)^{-\alpha}|f_1|^2|e^{2x\Phi}| dt.
\]

Integrating both sides of (28) in \( Q_T \) and taking mathematical expectation in \( \Omega \) yields

\[
\mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dx dt \\
= -\frac{1}{2} \mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dx dt + \frac{1}{2} \mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dx dt \\
- \mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^{-\alpha}|f_1|^2|e^{2x\Phi}| dx dt
\]

\[
\leq \mathbb{E} s^3(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dx dt + \mathbb{E} \int_{Q_T} (|\zeta| + |\zeta_x| + |\zeta_{xx}|) s^2 \varepsilon^3|p^x|^2|e^{2x\Phi}| dx dt \\
+ \mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^{-\alpha}|f_1|^2|e^{2x\Phi}| dx dt
\]

which implies

\[
\mathbb{E} \int_{Q_T} \zeta(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dx dt \\
\leq \mathbb{E} s^3(x + \varepsilon)^2|p^x|^2|e^{2x\Phi}| dxdt + \mathbb{E} \int_{Q_T} (x + \varepsilon)^{-\alpha}|f_1|^2|e^{2x\Phi}| dx dt
\]

Finally, substituting (30) into (27), we immediately obtain (24) and then complete the proof of Theorem 3.1.

4. Carleman estimate for the backward stochastic singular parabolic equation with convection term. In this section, we give a Carleman estimate for the backward stochastic singular parabolic equation with convection term

\[
\begin{align*}
  \frac{x^a dx}{dt} + v_x dt + (av_x) dt - b v dt &= f_2 dt + F_2 dB(t), & (x, t) \in Q_T, \\
  v(0, t) &= v(1, t) = 0, & t \in (0, T), \\
  v(x, T) &= v_T(x), & x \in I.
\end{align*}
\]

To overcome the singularity, we consider the following approximate non-singular version:
Then for any (31), which is our main result in this section.

Let Theorem 4.2. The proof of Theorem 4.2 is very long, for the reader’s convenience, the first and second steps are carried out in Lemma 4.3, then (34) follows from Lemma 4.3 and obtained. Finally, by a duality argument, we derive the desired Carleman estimate.

Since we only assume \( a \in L^2(0,T;L^\infty(I)) \), the convection term cannot be directly controlled by the terms on the left-hand side of (24). In order to overcome the difficulty, we prove the Carleman estimate by a duality technique proposed by Imanuvilov and Yamamoto in [19] for deterministic parabolic equation, or introduced by Liu [22] for stochastic parabolic equation. For this reason, in this paper we only establish the Carleman estimate for \( \alpha \in (0,1) \) for the backward stochastic singular parabolic equation with convection term.

**Theorem 4.1.** Let \( \alpha \in (0,1), f_2 \in L^2_T(0,T;L^2(I)) \) and \( F_2 \in L^2_T(0,T;L^2(I)) \). Then for any \( \varepsilon \in (0,1) \) there exist two constants \( s_3 = s_3(T,T,\omega,\alpha,M,\lambda) \) and \( C = C(T,T,\omega,\alpha,M,\lambda) \) independent of \( \varepsilon \) such that

\[
\begin{align*}
E \int_{Q_T} s^3 |v_\varepsilon|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t + E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v_\varepsilon|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t \\
\leq CE \int_{Q_T} (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t + CE \int_{Q_T} s^2 \xi^2 (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\varepsilon \Phi} \\
+ CE \int_{\omega_T} s^3 \xi^3 |v_\varepsilon|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t
\end{align*}
\]

for all \( s > s_3 \) and all \( v \in \mathcal{P}_T \) satisfying (32).

Since \( v_{\varepsilon} \to v_T \) in \( L^2(\Omega,F_T,\mathbb{P};L^2(I)) \), by a similar process as the end of the proof of Theorem 2.1, together with the standard energy estimate for the backward stochastic parabolic equation [30], we can obtain that \( v_{\varepsilon} \to v \) in \( \mathcal{H}^2_T \) as \( \varepsilon \to 0 \). Then based on Theorem 4.1, we immediately obtain the following Carleman estimate for (31), which is our main result in this section.

**Theorem 4.2.** Let \( \alpha \in (0,1), f_2 \in L^2_T(0,T;L^2(I)) \) and \( F_2 \in L^2_T(0,T;L^2(I)) \). Then there exist two constants \( s_3 = s_3(T,T,\omega,\alpha,M,\lambda) \) and \( C = C(T,T,\omega,\alpha,M,\lambda) \) such that

\[
\begin{align*}
E \int_{Q_T} s^3 \xi^3 |v|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t + E \int_{Q_T} s^3 |v_x|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t \\
\leq CE \int_{Q_T} x^{-\alpha} |f_2|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t + CE \int_{Q_T} s^2 \xi^2 x^{-\alpha} |F_2|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t \\
+ CE \int_{\omega_T} s^3 \xi^3 |v|^2 e^{2\varepsilon \Phi} \text{d}x \text{d}t
\end{align*}
\]

for all \( s > s_3 \) and all \( v \in \mathcal{H}^2_T \) satisfying (31).

For the proof of Theorem 4.2, we borrow some ideas from [22, 23, 38]. The main steps are as follows. First, we construct a family of constrained extremal problems for a controlled forward stochastic parabolic equation, and establish a uniform estimate or these optimal solutions. Second, by taking the limit, a null controllability result is obtained. Finally, by a duality argument, we derive the desired Carleman estimate. The proof of Theorem 4.2 is very long, for the reader’s convenience, the first and second steps are carried out in Lemma 4.3, then (34) follows from Lemma 4.3 and
admits a solution there exists a pair of controls \((\alpha, \beta)\). Then we can trace back to the seminal work J. L. Lions [21]. We first connect the optimal solution \((\alpha, \beta)\) to guarantee the non-emptiness of \(\beta\).

**Proof.** The proof of Lemma 4.3 is based on a classical duality method, which ideas can be traced back to the seminal work J. L. Lions [21]. We first connect the solutions to the optimal problem to the solutions of the controlled problem. Then, we have the following null controllability result for (35).

**Lemma 4.3.** Let \(\alpha \in (0, 1)\) and \(\beta \in (1 + \alpha, \frac{4}{3} + \frac{2}{3}\alpha]\). Then for any \(\epsilon \in (0, 1)\), there exists a pair of controls \((\alpha, \beta)\) such that (35) admits a solution \(h \in P_T\) corresponding to \((\alpha, \beta)\).

Moreover, there exists a positive constant \(C = C(T, \omega, M, \lambda)\) such that

\[
\mathbb{E} \int_{Q_T} (x + \epsilon)^\alpha |h|^2 e^{-2\epsilon\Phi} dxd\tau + \mathbb{E} \int_{Q_T} s^{-2} |\partial_x|^2 e^{-2\epsilon\Phi} dxd\tau \\
+ \mathbb{E} \int_{Q_T} s^{-3} |\partial_x|^3 e^{-2\epsilon\Phi} dxd\tau + \mathbb{E} \int_{Q_T} s^{-2} (x + \epsilon)^{-\alpha} |\partial_x|^2 e^{-2\epsilon\Phi} dxd\tau \\
\leq C \mathbb{E} \int_{Q_T} s^3 (x + \epsilon)^\alpha |\partial_x|^2 e^{2\epsilon\Phi} dxd\tau.
\]

**Remark 4.** In the proof of Lemma 4.3, we need \(\beta \in (1 + \alpha, \frac{2}{3} + \frac{2}{3}\alpha]\), which leads to \(\alpha \in (0, 1)\) to guarantee the non-emptiness of \(\beta\).

**Proof.** The proof of Lemma 4.3 is based on a classical duality method, which ideas can be traced back to the seminal work J. L. Lions [21]. We first connect the solutions to the optimal problem to the solutions of the controlled problem. Then we establish a uniform estimate for these optimal solutions. Finally, by taking the limit, we establish an estimate of the convergence rate of the optimal control solutions to the null control pair.

For any \(\tau > 0\), we set

\[
\Phi_\tau(x, t) = \frac{\chi(x)\varphi_1(x) + (1 - \chi(x))\varphi_2(x)}{(1 + \tau)^4}.
\]

Let us consider the following constrained extremal problem \((P_\tau)\):

\[
\mathcal{J} = \frac{1}{2} \min_{(g_1, g_2) \in \mathcal{U}} \left( \mathbb{E} \int_{Q_T} (x + \epsilon)^\alpha |h|^2 e^{-2\epsilon\Phi} dxd\tau + \mathbb{E} \int_{Q_T} s^{-3} |\partial_x|^3 e^{-2\epsilon\Phi} dxd\tau \\
+ \mathbb{E} \int_{Q_T} s^{-2} (x + \epsilon)^{-\alpha} |\partial_x|^2 e^{-2\epsilon\Phi} dxd\tau + \frac{1}{\tau} \mathbb{E} \int_I (x + \epsilon)^\alpha |h|^2(x, T) dx \right)
\]

subject to (35), where

\[
\mathcal{U} := \left\{ (g_1, g_2) \in L^2_T(0, T; L^2(\omega) \times L^2_T(0, T; L^2(I)) \mid \\
\mathbb{E} \int_{Q_T} s^{-3} |\partial_x|^3 e^{-2\epsilon\Phi} dxd\tau + \mathbb{E} \int_{Q_T} s^{-2} (x + \epsilon)^{-\alpha} |\partial_x|^2 e^{-2\epsilon\Phi} dxd\tau < \infty \right\}.
\]

By the standard variational method [21], for any \(\tau > 0\), \((P_\tau)\) admits a unique optimal solution \((h_\tau, g_1, g_2) \in P_T \times \mathcal{U}\). Moreover,

\[
g_1, g_2 = s^3 \xi^3 e^{2\epsilon W_\tau} \omega, \quad g_1, g_2 = s^2 \xi^2 e^{2\epsilon W_\tau}, \quad \text{in } Q_T, \quad \mathbb{P} - \text{a.s.}
\]
where \((w_\tau, W_\tau)\) is the solution of the following backward stochastic parabolic equation:

\[
\begin{aligned}
\left\{ \begin{array}{ll}
(x + \varepsilon)\alpha dw_\tau + w_\tau,x dt &= (x + \varepsilon)\alpha h_\tau e^{-2s\Phi_\tau}dt + W_\tau dB(t), & (x, t) \in Q_T, \\
\varepsilon w_\tau(0, t) &= w_\tau(1, t) = 0, & t \in (0, T), \\
\varepsilon w_\tau(x, T) &= -\frac{1}{T}h_\tau(x, T), & x \in I. 
\end{array} \right.
\] (39)

We now establish a uniform estimate for \((h_\tau, g_{1, \tau}, g_{2, \tau})\) in \(\tau\) and \(\varepsilon\). Applying Theorem 3.1 to (39), we obtain

\[
E\int_{Q_T} s\xi(x + \varepsilon)^{-\alpha+\beta-2}|w_{\tau,x}|^2e^{2s\Phi}dxdt + \int_{\omega_T} s^3\xi^3(x + \varepsilon)^{-\alpha+3+3\beta-4}|w_\tau|^2e^{2s\Phi}dxdt
\]

\[
\leq CE\int_{Q_T} (x + \varepsilon)^\alpha|h_\tau|^2e^{-4s\Phi_\tau}e^{2s\Phi}dxdt + CE\int_{Q_T} s^2\xi^2(x + \varepsilon)^{-\alpha}|W_\tau|^2e^{2s\Phi}dxdt
\]

\[\quad + CE\int_{\omega_T} s^3\xi^3|w_\tau|^2e^{2s\Phi}dxdt. \] (40)

Itô’s formula gives

\[
d[(x + \varepsilon)\alpha h_\tau w_\tau] = h_\tau(x + \varepsilon)\alpha dw_\tau + w_\tau(x + \varepsilon)\alpha dh_\tau + (x + \varepsilon)\alpha dh_\tau dw_\tau. \] (41)

Integrating both sides of (41) in \(Q_T\), taking mathematical expectation in \(\Omega\) and using the equations of \(w_\tau\) and \(h_\tau\), we find that

\[
E\int_{Q_T} (x + \varepsilon)\alpha|h_\tau|^2e^{-2s\Phi_\tau}dxdt + \int_{\omega_T} w_\tau g_{1, \tau} dxdt
\]

\[\quad + E\int_{Q_T} (x + \varepsilon)^{-\alpha}W_\tau g_{2, \tau} dxdt + \frac{1}{\tau} E\int_I (x + \varepsilon)\alpha|h_\tau|^2(x, T)dx
\]

\[= -E\int_{Q_T} s^3\xi^3(x + \varepsilon)^\alpha w_\tau u^\tau e^{2s\Phi}dxdt. \] (42)

From Young’s inequality with \(\mu\), (38) and (40), we deduce that

\[
E\int_{Q_T} (x + \varepsilon)\alpha|h_\tau|^2e^{-2s\Phi_\tau}dxdt + \int_{\omega_T} s^{-3}\xi^{-3}|g_{1, \tau}|^2e^{-2s\Phi}dxdt
\]

\[\quad + E\int_{Q_T} s^{-2}\xi^{-2}(x + \varepsilon)^{-\alpha}|g_{2, \tau}|^2e^{-2s\Phi}dxdt + \frac{1}{\tau} E\int_I (x + \varepsilon)\alpha|h_\tau|^2(x, T)dx
\]

\[\leq E\int_{Q_T} s^3\xi^3(x + \varepsilon)^{-\alpha+3+3\beta-4}|w_\tau|^2e^{2s\Phi}dxdt
\]

\[\quad + C(\mu) E\int_{Q_T} s^3\xi^3(x + \varepsilon)^{3\alpha-3\beta+4}|\varepsilon|^2e^{2s\Phi}dxdt
\]

\[\leq C(\mu) E\int_{Q_T} (x + \varepsilon)^\alpha|h_\tau|^2e^{-4s\Phi_\tau}e^{-2s\Phi}dxdt + E\int_{Q_T} s^2\xi^2(x + \varepsilon)^{-\alpha}|W_\tau|^2e^{2s\Phi}dxdt
\]

\[\quad + C(\mu) E\int_{Q_T} s^3\xi^3(x + \varepsilon)^{3\alpha-3\beta+4}|\varepsilon|^2e^{2s\Phi}dxdt
\]

\[\quad + C(\mu) E\int_{Q_T} s^3\xi^3|w_\tau|^2e^{2s\Phi}dxdt. \] (43)
we further obtain that

\[ E \int_{Q_T} (x + \varepsilon)^\alpha |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt + E \int_{\omega_T} s^{-3} \xi^{-3} |g_{1, \tau}|^2 e^{-2s\Phi} \, dx \, dt \\
+ E \int_{Q_T} s^{-2} \xi^{-2} (x + \varepsilon)^{-\alpha} |g_{2, \tau}|^2 e^{-2s\Phi} \, dx \, dt + \frac{1}{\tau} E \int_I (x + \varepsilon)^\alpha |h_{\tau}|^2 (x, T) \, dx \\
\leq C E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^{3\alpha - 3\beta + 4} |\varphi|^2 e^{2s\Phi} \, dx \, dt. \tag{44} \]

Next we estimate the term of \( h_{\tau,x} \). We easily see that

\[ d \left[ s^{-2} \xi^{-2} (x + \varepsilon)^\alpha |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \right] \\
= s^{-2} (x + \varepsilon)^\alpha \left( \xi^{-2} e^{-2s\Phi_{\tau}} \right) |h_{\tau}|^2 \, dt + 2s^{-2} \xi^{-2} (x + \varepsilon)^\alpha e^{-2s\Phi_{\tau}} h_{\tau} dh_{\tau} \\
+ s^{-2} \xi^{-2} (x + \varepsilon)^\alpha e^{-2s\Phi_{\tau}} (dh_{\tau})^2. \]

Integrating the above equality in \( Q_T \), taking mathematical expectation and using the equation of \( h_{\tau} \), we have

\[ E \int_{Q_T} s^{-2} \xi^{-2} |h_{\tau,x}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
= -\frac{1}{2} E \int_I \left[ s^{-2} \xi^{-2} (x + \varepsilon)^\alpha |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \right]_{t=0}^{t=T} \, dx - E \int_{Q_T} s^{-2} \xi^{-2} (e^{-2s\Phi_{\tau}}) \, dx \, dt \\
+ E \int_{Q_T} s\xi (x + \varepsilon)^\alpha h_{\tau} \varphi e^{-2s\Phi_{\tau}} e^{2s\Phi} \, dx \, dt + E \int_{\omega_T} s^{-2} \xi^{-2} h_{\tau} \varphi e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ \frac{1}{2} E \int_{Q_T} s^{-2} \xi^{-2} (x + \varepsilon)^{-\alpha} |g_{1, \tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ \frac{1}{2} E \int_{Q_T} s^{-2} (\xi^{-2} e^{-2s\Phi_{\tau}}) \varphi (x + \varepsilon)^\alpha |h_{\tau}|^2 \, dx \, dt \\
\leq \frac{1}{4} E \int_{Q_T} s^{-2} \xi^{-2} |h_{\tau,x}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt + C E \int_{Q_T} (x + \varepsilon)^{2\beta - 2} |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ C E \int_{Q_T} (x + \varepsilon)^\alpha |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt + C E \int_{Q_T} s^{-3} \xi^{-3} |g_{1, \tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ C E \int_{Q_T} s^2 \xi^2 (x + \varepsilon)^\alpha |\varphi|^2 e^{-2s\Phi_{\tau}} e^{4s\Phi} \, dx \, dt \\
+ C E \int_{Q_T} s^{-2} \xi^{-2} (x + \varepsilon)^{-\alpha} |g_{2, \tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt. \tag{45} \]

Noticing \( e^{-2s\Phi_{\tau}} e^{2s\Phi} \leq 1 \), and using (44), (45) and \( 2\beta - 2 \geq \alpha \), we have

\[ E \int_{Q_T} (x + \varepsilon)^\alpha |h_{\tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt + E \int_{Q_T} s^{-2} \xi^{-2} |h_{\tau,x}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ E \int_{\omega_T} s^{-3} \xi^{-3} |g_{1, \tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt + E \int_{Q_T} s^{-2} \xi^{-2} (x + \varepsilon)^{-\alpha} |g_{2, \tau}|^2 e^{-2s\Phi_{\tau}} \, dx \, dt \\
+ \frac{1}{\tau} E \int_I (x + \varepsilon)^\alpha |h_{\tau}|^2 (x, T) \, dx \\
\leq C E \int_{Q_T} \left[ s^3 \xi^3 (x + \varepsilon)^{3\alpha - 3\beta + 4} + s^2 \xi^2 (x + \varepsilon)^\alpha \right] |\varphi|^2 e^{2s\Phi} \, dx \, dt. \tag{46} \]
where $C$ is independent of $\varepsilon$ and $\tau$.

Letting $\tau \to 0$ in (46), we can obtain that there exists $(h, g_1, g_2) \in \mathcal{P}_T \times \mathcal{U}$ such that $(h, g_1, g_2, \tau) \to (h, g_1, g_2)$ weakly in $\mathcal{P}_T \times \mathcal{U}$. By an argument as [22], we can obtain that $h$ is the weak solution of (35) corresponding to $(g_1, g_2)$. Also, by (46) together with $3\alpha - 3\beta + 4 \geq \alpha$ due to $1 + \alpha < \beta \leq \frac{4}{3} + \frac{2\mu}{\omega}$, we get $h(x, T) = 0$ in $I$, $\mathbb{P} - a.s.$ and (36) holds. This completes the proof. \hfill $\Box$

Now, we are in a position to prove Theorem 4.1.

**Proof of Theorem 4.1.** By Lemma 4.3, we know that there exists a pair of controls $(g_1, g_2) \in L^2_T(0, T; L^2(\omega)) \times L^2_T(0, T; L^2(I))$ such that (35) admits a solution $h \in \mathcal{P}_T$ corresponding to $(g_1, g_2)$ satisfying $h(x, T) = 0$ in $I$, $\mathbb{P} - a.s.$ Then using

\[
\begin{align*}
\mathbb{E} \int_{\mathcal{Q}_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\varepsilon^2} \, dx \, dt \\
= -\mathbb{E} \int_{\omega_T} (av^\varepsilon h + (x + \varepsilon)^\alpha v^\varepsilon dh + (x + \varepsilon)^\alpha dv^\varepsilon dh \\
\quad + h \left[ -v^\varepsilon_{xx} - (av^\varepsilon)_x + bv^\varepsilon + f_2 \right] dt + F_2 dB(t)] \\
\quad + v^\varepsilon \left[ (h_{xx} + s^2 \xi^3 (x + \varepsilon)^\alpha v^\varepsilon e^{2\varepsilon^2} + g_1 |\omega|) dt + g_2 dB(t) \right] + (x + \varepsilon)^{-\alpha} F_2 g_2 dt, \\
\end{align*}
\]

and (36), we obtain

\[
\begin{align*}
\mathbb{E} \int_{\mathcal{Q}_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\varepsilon^2} \, dx \, dt \\
\leq \mu \mathbb{E} \int_{\mathcal{Q}_T} s^2 \xi^2 |\omega| |h|^2 e^{2\varepsilon^2} \, dx \, dt \\
\quad + \mu \mathbb{E} \int_{\omega_T} (x + \varepsilon)^\alpha |g_1|^2 e^{2\varepsilon^2} \, dx \, dt \\
\quad + C(\mu) \mathbb{E} \int_{\mathcal{Q}_T} s^2 \xi^2 (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\varepsilon^2} \, dx \, dt \\
\quad + C(\mu) \mathbb{E} \int_{\omega_T} s^3 \xi^3 (x + \varepsilon)^{-\alpha} |v^\varepsilon|^2 e^{2\varepsilon^2} \, dx \, dt. \\
\end{align*}
\]

We can choose $\mu$ sufficiently small to absorb the first term on the right-hand side of (47) by the term on the left-hand side of (47) and obtain

\[
\begin{align*}
\mathbb{E} \int_{\mathcal{Q}_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\varepsilon^2} \, dx \, dt \\
\leq C \mathbb{E} \int_{\mathcal{Q}_T} (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\varepsilon^2} \, dx \, dt + C \mathbb{E} \int_{\mathcal{Q}_T} s^2 \xi^2 (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\varepsilon^2} \, dx \, dt \\
\quad + C \mathbb{E} \int_{\omega_T} s^3 \xi^3 (x + \varepsilon)^{-\alpha} |v^\varepsilon|^2 e^{2\varepsilon^2} \, dx \, dt. \\
\end{align*}
\]
Next we estimate the term of $v^\varepsilon$. Itô’s formula and (32) yields that

\[
d\left[ (x + \varepsilon)^\alpha \xi |v^\varepsilon|^2 e^{2\Phi} \right] = (x + \varepsilon)^\alpha (\xi e^{2\Phi})_{|v^\varepsilon|^2} dt + 2s\xi e^{2\Phi} v^\varepsilon \left[ (\varepsilon e^{2\Phi})_{x} + (av^\varepsilon)_x + b\nu^\varepsilon + f_2^2 \right] dt + F_2 dB(t)
\]

\[
+ s\xi (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dt.
\]

(49)

From (54), we further deduce that

\[
E \int_{Q_T} s\xi |v^\varepsilon_x|^2 e^{2\Phi} dx dt
\]

\[
= -\frac{1}{2} E \int_{Q_T} s(x + \varepsilon)^\alpha (\xi e^{2\Phi})_{|v^\varepsilon|^2} dx dt - E \int_{Q_T} s\xi (e^{2\Phi})_{x} v^\varepsilon_x dx dt
\]

\[
- E \int_{Q_T} as\xi v^\varepsilon v^\varepsilon_x e^{2\Phi} dx dt - E \int_{Q_T} bs\xi |v^\varepsilon|^2 e^{2\Phi} dx dt
\]

\[
- E \int_{Q_T} s\xi f_2 e^{2\Phi} dx dt - \frac{1}{2} E \int_{Q_T} s\xi (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dx dt
\]

\[
\leq \frac{1}{2} E \int_{Q_T} s\xi |v^\varepsilon_x|^2 e^{2\Phi} dx dt + CE \int_{Q_T} (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dx dt
\]

\[
+ CE \int_{Q_T} [s^2 \xi^3 (x + \varepsilon)^\alpha + s^3 \xi^3 (x + \varepsilon)^2\beta - 2 + s\xi + s^2 \xi^2 (x + \varepsilon)^{\beta - 1}] |v^\varepsilon|^2 e^{2\Phi} dx dt,
\]

which implies

\[
E \int_{Q_T} s\xi |v^\varepsilon_x|^2 e^{2\Phi} dx dt
\]

\[
\leq CE \int_{Q_T} (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dx dt + CE \int_{Q_T} s\xi (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\Phi} dx dt
\]

\[
+ CE \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\Phi} dx dt + CE \int_{Q_T} s\xi |v^\varepsilon|^2 e^{2\Phi} dx dt.
\]

(50)

Combining (48) with (50), together with

\[
CE \int_{Q_T} s^2 \xi^2 |v^\varepsilon|^2 e^{2\Phi} dx dt
\]

\[
\leq \mu E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\Phi} dx dt + C(\mu) E \int_{Q_T} s\xi (x + \varepsilon)^{-\alpha} |v^\varepsilon|^2 e^{2\Phi} dx dt,
\]

(51)

we then obtain

\[
E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^\alpha |v^\varepsilon|^2 e^{2\Phi} dx dt + E \int_{Q_T} s\xi |v^\varepsilon_x|^2 e^{2\Phi} dx dt
\]

\[
\leq CE \int_{Q_T} (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dx dt + CE \int_{Q_T} s^2 \xi^2 (x + \varepsilon)^{-\alpha} |F_2|^2 e^{2\Phi} dx dt
\]

\[
+ CE \int_{Q_T} s^3 \xi^3 |v^\varepsilon|^2 e^{2\Phi} dx dt + CE \int_{Q_T} s\xi (x + \varepsilon)^{-\alpha} |v^\varepsilon|^2 e^{2\Phi} dx dt,
\]

(52)

if we choose $\mu$ sufficiently small.
Finally, we eliminate the last term on the right-hand side of (52). By Hardy inequality, we have
\[
\mathbb{E} \int_{Q_T} s\xi(x + \varepsilon)^{-\alpha} \nu^2 e^{2s\Phi} dx dt \\
\leq C\mathbb{E} \int_{Q_T} (x + \varepsilon)^{2-\alpha} (s\xi|x_x|^2 + s^3\xi^3|\nu|^2) e^{2s\Phi} dx dt.
\]  
(53)

By a similar argument to (46) in [34], we obtain that for any \(\nu \in (0, \frac{1}{\sqrt{T}}\) there exists a constant \(C\) depending on \(T, \omega, \alpha, M\) and \(\nu\), but independent of \(\varepsilon\) such that
\[
\mathbb{E} \int_0^T \int_{3\nu} s\xi|x_x|^2 e^{2s\Phi} dx dt + \mathbb{E} \int_0^T \int_{3\nu} s^3\xi^3|\nu|^2 e^{2s\Phi} dx dt \\
\leq C(\nu)\mathbb{E} \int_0^T \int_{2\nu} (|\nu|^2 + |v_x|^2) e^{2s\Phi} dx dt + C(\nu)\mathbb{E} \int_0^T \int_{2\nu} |f_2|^2 e^{2s\Phi} dx dt \\
+ C(\nu)\mathbb{E} \int_0^T \int_{2\nu} s^2\xi^2|F_2|^2 e^{2s\Phi} dx dt + C(\nu)\mathbb{E} \int_{\omega_T} s^3\xi^3|\nu|^2 e^{2s\Phi} dx dt.
\]  
(54)

On the other hand, we easily obtain that
\[
\mathbb{E} \int_{Q_T} (x + \varepsilon)^{2-\alpha} (s\xi|x_x|^2 + s^3\xi^3|\nu|^2) e^{2s\Phi} dx dt \\
\leq (4\nu)^{2-2\alpha}\mathbb{E} \int_0^T \int_{3\nu} (s\xi|x_x|^2 + s^3\xi^3(x + \varepsilon)|\nu|^2) e^{2s\Phi} dx dt \\
+ 2^{2-\alpha}\mathbb{E} \int_0^T \int_{3\nu} (s\xi|x_x|^2 + s^3\xi^3|\nu|^2) e^{2s\Phi} dx dt
\]  
(55)

for \(\nu \in (0, \frac{1}{T})\) and \(\varepsilon \in (0, \nu)\).

Then substituting (54) into (55) yields that
\[
\mathbb{E} \int_{Q_T} (x + \varepsilon)^{2-\alpha} (s\xi|x_x|^2 + s^3\xi^3|\nu|^2) e^{2s\Phi} dx dt \\
\leq (4\nu)^{2-2\alpha}\mathbb{E} \int_0^T \int_{3\nu} (s\xi|x_x|^2 + s^3\xi^3(x + \varepsilon)|\nu|^2) e^{2s\Phi} dx dt \\
+ C(\nu)\mathbb{E} \int_0^T \int_{2\nu} (|\nu|^2 + |v_x|^2) e^{2s\Phi} dx dt + C(\nu)\mathbb{E} \int_0^T \int_{2\nu} |f_2|^2 e^{2s\Phi} dx dt \\
+ C(\nu)\mathbb{E} \int_0^T \int_{2\nu} s^2\xi^2|F_2|^2 e^{2s\Phi} dx dt + C(\nu)\mathbb{E} \int_{\omega_T} s^3\xi^3|\nu|^2 e^{2s\Phi} dx dt.
\]  
(56)

From (53) and (56), we deduce that
\[
\mathbb{E} \int_{Q_T} s\xi(x + \varepsilon)^{-\alpha} |\nu|^2 e^{2s\Phi} dx dt \\
\leq C(\nu)\mathbb{E} \int_{Q_T} |f_2|^2 e^{2s\Phi} dx dt + C(\nu)\mathbb{E} \int_{Q_T} s^2\xi^2|F_2|^2 e^{2s\Phi} dx dt \\
+ C(\nu)\mathbb{E} \int_{\omega_T} s^3\xi^3|\nu|^2 e^{2s\Phi} dx dt \\
+ (4\nu)^{2-2\alpha} C\mathbb{E} \int_{Q_T} (s\xi|x_x|^2 + s^3\xi^3(x + \varepsilon)|\nu|^2) e^{2s\Phi} dx dt
\]
This completes the proof of Theorem 4.1.

Substituting (57) into (52), we further find that
\[
E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^{\alpha} |v|^2 e^{2\varepsilon \Phi} \, dx \, dt + E \int_{Q_T} s |v_x|^2 e^{2\varepsilon \Phi} \, dx \, dt \\
\leq C(\nu) \int_{Q_T} (x + \varepsilon)^{-\alpha} |f_2|^2 e^{2\varepsilon \Phi} \, dx \, dt + C(\nu) \int_{Q_T} s^3 \xi^3 |v|^2 e^{2\varepsilon \Phi} \, dx \, dt \\
+ C(\nu) \int_{Q_T} s^2 \xi^2 (x + \varepsilon)^{-\alpha} |f|^2 e^{2\varepsilon \Phi} \, dx \, dt \\
+ (4\nu)^2 CE \int_{Q_T} (s \xi |v_x|^2 + s^3 \xi^3 (x + \varepsilon)^{\alpha} |v|^2) e^{2\varepsilon \Phi} \, dx \, dt \\
+ \frac{C(\nu)}{(2\nu)^\alpha} \int_{Q_T} (x + \varepsilon)^{\alpha} |v|^2 e^{2\varepsilon \Phi} \, dx \, dt + C(\nu) \int_{Q_T} |v_x|^2 e^{2\varepsilon \Phi} \, dx \, dt.
\]  
(58)

Finally, for \( \alpha \in (0, 1) \) we can choose \( \nu \) sufficiently small and \( s \) sufficiently large to absorb the last three terms on the right-hand side of (58) and then obtain (34). This completes the proof of Theorem 4.1. \( \square \)

5. Null controllability. This section is devoted to proving the null controllability result for (1), i.e. Theorem 1.1. It is well-known that the null controllability of (1) can be proved by the observability estimate for the corresponding adjoint system of (1)
\[
\begin{cases}
  x^\alpha dv + v_x dt + (av)_x dt - bv dt = V dB(t), & (x, t) \in Q_T, \\
  v(0, t) = v(1, t) = 0, & t \in (0, T), \\
  v(x, T) = v_T(x), & x \in I.
\end{cases}
\]  
(59)

Lemma 5.1. Let \( \alpha \in (0, 1) \). Then for any \( v_T \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2_\alpha(I)) \) there exists positive constant \( C = C(T, a, b) \) such that the solution \((v, V) \in H_T^\alpha \times S^{-\alpha}_T\) of (59) satisfies
\[
E \int_I x^\alpha |v(x, 0)|^2 dx \leq CE \int_{Q_T} x^{-\alpha} |V|^2 dx \, dt + CE \int_{Q_T} |v|^2 dx \, dt.
\]  
(60)

Proof. Applying Theorem 4.2 to (59) yields that
\[
E \int_{Q_T} s^3 \xi^3 x^\alpha |v|^2 e^{2\varepsilon \Phi} \, dx \, dt + E \int_{Q_T} s |v_x|^2 e^{2\varepsilon \Phi} \, dx \, dt \\
\leq CE \int_{Q_T} s^2 \xi^2 x^{-\alpha} |V|^2 e^{2\varepsilon \Phi} \, dx \, dt + CE \int_{Q_T} s^3 \xi^3 |v|^2 e^{2\varepsilon \Phi} \, dx \, dt
\]  
(61)

for all large \( s \). We fix \( s \) and then easily see that
\[
E \int_{Q_T} (\xi^3 x^\alpha |v|^2 e^{2\varepsilon \Phi} + \xi |v_x|^2 e^{2\varepsilon \Phi}) \, dx \, dt \\
\geq \min_{x \in I} \left[ \xi^3 \left( \frac{T}{2} \right) e^{2\varepsilon \Phi(x, \frac{T}{2})}, \xi \left( \frac{T}{2} \right) e^{2\varepsilon \Phi(x, \frac{T}{2})} \right] E \int_{\frac{T}{2}}^{\frac{3T}{4}} \int_I (x^\alpha |v|^2 + |v_x|^2) dx \, dt
\]  
(62)
and
\[ \mathbb{E} \int_{Q_T} \xi^2 x^{-\alpha}|v|^2e^{2\sigma t}dxdt + \mathbb{E} \int_{\omega_T} \xi^3 |v|^2e^{2\sigma t}dxdt \]
\[ \leq \max_{(x,t) \in Q_T} (\xi^2 e^{2\sigma t} + \xi^3 e^{2\sigma t}) \left[ \mathbb{E} \int_{Q_T} x^{-\alpha}|v|^2dxdt + \mathbb{E} \int_{\omega_T} |v|^2dxdt \right]. \quad (63) \]

From (61), (62) and (63), we deduce that
\[ \mathbb{E} \int_{\frac{T}{4}}^{\frac{3T}{4}} \int_I (x^\alpha |v|^2 + |v_x|^2)dxdt \]
\[ \leq C(s) \left[ \mathbb{E} \int_{Q_T} x^{-\alpha}|v|^2dxdt + \mathbb{E} \int_{\omega_T} |v|^2dxdt \right]. \quad (64) \]

Itô’s formula gives
\[ d(x^\alpha v^2e^{\sigma t}) = \sigma x^\alpha v^2e^{\sigma t}dt + 2x^\alpha ve^{\sigma t}dv + x^\alpha e^{\sigma t}(dv)^2. \quad (65) \]

Here \( \sigma \) is a positive constant, which will be specified below. Therefore, for any \( 0 \leq t_1 < t_2 \leq T \), we obtain
\[ \mathbb{E} \int_{t_1}^{t_2} x^\alpha|v(x,t_2)|^2e^{\sigma t_2}dx - \mathbb{E} \int_{t_1}^{t_2} x^\alpha|v(x,t_1)|^2e^{\sigma t_1}dx \]
\[ = \mathbb{E} \int_{t_1}^{t_2} \int \sigma x^\alpha|v|^2e^{\sigma t}dxdt + 2\mathbb{E} \int_{t_1}^{t_2} \int v[-v_x -(av)_x + bv]e^{\sigma t}dxdt \]
\[ + \mathbb{E} \int_{t_1}^{t_2} \int x^{-\alpha}|v|^2e^{\sigma t}dxdt \geq \mathbb{E} \int_{t_1}^{t_2} \int \sigma x^\alpha|v|^2e^{\sigma t}dxdt + \mathbb{E} \int_{t_1}^{t_2} \int |v|^2e^{\sigma t}dxdt - C^* \mathbb{E} \int_{t_1}^{t_2} \int |v|^2e^{\sigma t}dxdt, \quad (66) \]

where \( C^* = \left( ||a||_{L^\infty(0,T;L^\infty(I))} + 2||b||_{L^\infty(0,T;L^\infty(I))} \right) \). On the other hand, similar to (10) we obtain
\[ \mathbb{E} \int_{t_1}^{t_2} \int |v|^2e^{\sigma t}dxdt \]
\[ \leq \frac{\delta^2}{2} \mathbb{E} \int_{t_1}^{t_2} \int_0^\delta |v_x|^2e^{\sigma t}dxdt + \delta^{-\alpha} \mathbb{E} \int_{t_1}^{t_2} \int_0^1 x^\alpha |v|^2e^{\sigma t}dxdt \quad (67) \]

for any \( \delta \in (0,1) \). Therefore, substituting (67) into (66) and choosing \( \delta \) sufficiently small such that \( C^*\delta^2/2 < 1 \), we have
\[ \mathbb{E} \int_{t_1}^{t_2} x^\alpha|v(x,t_2)|^2e^{\sigma t_2}dx - \mathbb{E} \int_{t_1}^{t_2} x^\alpha|v(x,t_1)|^2e^{\sigma t_1}dx \]
\[ \geq \mathbb{E} \int_{t_1}^{t_2} \int \sigma x^\alpha|v|^2e^{\sigma t}dxdt - C^* \delta^{-\alpha} \mathbb{E} \int_{t_1}^{t_2} \int x^\alpha |v|^2e^{\sigma t}dxdt. \quad (68) \]

Letting \( t_1 = 0 \) and \( t_2 = t \) and choosing \( \sigma = C^*\delta^{-\alpha} \) in (68), we obtain
\[ \mathbb{E} \int_t x^\alpha|v(x,0)|^2dx \leq e^{CT} \mathbb{E} \int_t x^\alpha|v(x,t)|^2dx, \quad 0 < t < T. \quad (69) \]

which implies that
\[ \mathbb{E} \int_t x^\alpha|v(x,0)|^2dx \leq C \mathbb{E} \int_{\frac{T}{4}}^{\frac{3T}{4}} \int x^3 |v|^2dxdt. \quad (70) \]
Finally, combining (64) and (70), we arrive at (60). This completes the proof of Lemma 5.1.

Now, we are in a position to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let us set

\[ \mathcal{V} = \{ (v|\omega, V) \in \mathcal{H}_T^2 \times \mathcal{S}_{T}^{-\alpha} \mid (v, V) \text{ solves system } (59) \text{ with some } v_T \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; L^2(I)) \} \]

endowed with the norm

\[ ||(v|\omega, V)||_V = \left( \mathbb{E} \int_{\omega_T} |v|^2 \mathrm{d}x \mathrm{d}t + \mathbb{E} \int_{Q_T} x^{-\alpha}|V|^2 \mathrm{d}x \mathrm{d}t \right)^{\frac{1}{2}}. \]

Clearly, \( \mathcal{V} \) is a linear subspace of \( L^2_T(0, T; L^2(\omega)) \times L^2_T(0, T; L^2_{-\alpha}(I)) \). Let us define a linear functional \( \mathcal{L} \) on \( \mathcal{V} \) as follows:

\[ \mathcal{L}(v|\omega, V) = -\mathbb{E} \int_I x^\alpha u_0(x)v(x, 0) \mathrm{d}x. \]

It follows from the Hölder inequality and observation inequality (60) that

\[
\begin{align*}
\left| \left(-\mathbb{E} \int_I x^\alpha u_0(x)v(x, 0) \mathrm{d}x \right) \right| & \leq \left( \mathbb{E} \int_I x^\alpha |u_0(x)|^2 \mathrm{d}x \right)^{\frac{1}{2}} \left( \mathbb{E} \int_I |v(x, 0)|^2 \mathrm{d}x \right)^{\frac{1}{2}} \\
& \leq C \left( \mathbb{E} \int_I x^\alpha |u_0(x)|^2 \mathrm{d}x \right)^{\frac{1}{2}} \left( \mathbb{E} \int_{\omega_T} |v|^2 \mathrm{d}x \mathrm{d}t + \mathbb{E} \int_{Q_T} x^{-\alpha}|V|^2 \mathrm{d}x \mathrm{d}t \right)^{\frac{1}{2}} \\
& \leq C \|u_0\|_{L^2(\Omega, \mathcal{F}_0, \mathbb{P}; L^2(I))} \|(v|\omega, V)||_V.
\end{align*}
\]

From (71), we see that \( \mathcal{L} \) is a bounded linear functional on \( \mathcal{V} \). We can extend \( \mathcal{L} \) to be a bounded linear functional on \( L^2_T(0, T; L^2(\omega)) \times L^2_T(0, T; L^2_{-\alpha}(I)) \) and use the same notation for this extension. Now, by the Riesz representation theorem, we know that there is a pair of functions \((g, G) \in L^2_T(0, T; L^2(\omega)) \times L^2_T(0, T; L^2_{-\alpha}(I))\) such that

\[ \mathbb{E} \int_{\omega_T} g v \mathrm{d}x \mathrm{d}t + \mathbb{E} \int_{Q_T} x^{-\alpha}Gv \mathrm{d}x \mathrm{d}t = -\mathbb{E} \int_I x^\alpha u_0(x)v(x, 0) \mathrm{d}x. \]  

(72)

Next we prove that this pair of functions \((g, G)\) is the control functions. Noting that the identity

\[ d(x^\alpha uv) = x^\alpha vdu + x^\alpha udv + x^\alpha duv, \]

and combining the equations (1) and (59) of \( u \) and \( v \), we have

\[
\begin{align*}
\mathbb{E} \int_I x^\alpha u(x, T)v_T(x) \mathrm{d}x & - \mathbb{E} \int_I x^\alpha u_0(x)v(x, 0) \mathrm{d}x \\
= & \mathbb{E} \int_{Q_T} v[(u_{xx} - au_x - bu + g|\omega)] \mathrm{d}t + GdB(t) \mathrm{d}x \\
& + \mathbb{E} \int_{Q_T} u[(-v_{xx} - (av)_x + bv)dt + VdB(t)] \mathrm{d}x + \mathbb{E} \int_{Q_T} x^{-\alpha}Gv \mathrm{d}x \mathrm{d}t \\
= & \mathbb{E} \int_{\omega_T} g v \mathrm{d}x \mathrm{d}t + \mathbb{E} \int_{Q_T} x^{-\alpha}Gv \mathrm{d}x \mathrm{d}t.
\end{align*}
\]

(73)
This completes the proof of Theorem 1.1.

Comments and conclusions. This paper concerns the null controllability for a class of stochastic singular parabolic equations with the convection term in one dimensional space. There are many problems related to the topic of our paper. Some of them are listed as follows.

- As we all know, the lack of compact embedding for the solution spaces related to stochastic PDEs is the main obstacle to study the controllability problem for stochastic semilinear PDEs. Recently, [18] proposed a new twist on a classical strategy for controlling linear stochastic parabolic equation and used the Banach fixed point method to prove the null controllability of forward semilinear stochastic parabolic equations. It seems interesting to study a controllability result for stochastic semilinear singular parabolic equation by the idea of [18], the key step is that we need to modify the weight function in [18] to establish an refined Carleman estimate for the stochastic singular parabolic equation.

- We can deduce the exact controllability to the trajectory for (1) from the null controllability result Theorem 1.1. We fix a trajectory $\bar{u}$, a solution of the problem without control

$$\begin{cases}
x^n d\bar{u} - \bar{u}_{xx} dt + a\bar{u}_x dt + b\bar{u} dt = \bar{g} dt + \bar{G} dB(t), & (x, t) \in Q_T, \\
\bar{u}(0, t) = \bar{u}(1, t) = 0, & t \in (0, T), \\
\bar{u}(x, 0) = \bar{u}_0(x), & x \in I.
\end{cases}$$

(1) is exactly controllable to the trajectory, if for any initial $u_0$, there exists a pair control $(g, G)$ stasfies $g \in L^2_{\mathcal{F}}(0, T; L^2(\omega))$, $x^{-\frac{\alpha}{2}} G \in L^2_{\mathcal{F}}(0, T; L^2(I))$ such that the corresponding solution $u$ of

$$\begin{cases}
x^n du - u_{xx} dt + au_x dt + bu dt = (g_{\omega} + \bar{g}) dt + (G + \bar{G}) dB(t), & (x, t) \in Q_T, \\
u(0, t) = u(1, t) = 0, & t \in (0, T), \\
u(x, 0) = u_0(x), & x \in I,
\end{cases}$$

satisfies $u(\cdot, T) = \bar{u}(\cdot, T)$. We introduce the change of variable $\tilde{u} = u - \bar{u}$, then we can see that the exact controllability to the trajectory of (1) is equivalent to the null controllability result of the system $\tilde{u}$, which can be obtained from Theorem 1.1.

- An immediate and interesting extension of the result we obtained would be the analysis of the multidimensional case. For simplicity, we consider the stochastic singular parabolic equation in two dimensional:

$$\begin{cases}
A(x) du - \Delta u dt = g_{\omega} dt + G dB(t), & (x, t) \in \Omega \times (0, T), \\
u(x, t) = 0, & (x, t) \in \partial \Omega \times (0, T), \\
u(x, 0) = \nu_0(x), & x \in \Omega,
\end{cases}$$

where $\Omega := (0, 1) \times (0, 1)$, the function $A(x)$ is given by $A(x) = x_1^{\alpha_1} + x_2^{\alpha_2}$ with $0 < \alpha_1, \alpha_2 < 1$. Due to the system is singular on the boundary, when establish the Carleman estimate for the corresponding adjoint system, we need to construct a weight function with a specific behavior near the part of the boundary where the singularity occurs. What’s more, the major step of
proving Carleman estimate is to obtain lower bounds of scalar product. It seems challenging and requires new ideas.

- It is very difficult to apply the method in this paper to study the controllability of a coupled system of forward stochastic singular parabolic equations with the same number of controls as equations. Taking a weak coupled system of two stochastic equations as an example, the weak coupled terms could be absorbed by the terms of Carleman estimate (34) by combining Hardy inequality. Therefore, we can obtain an observability inequality with four observations for the corresponding adjoint system by the standard argument. This leads us to have four controls for controlling this kind of coupled system. We don’t know how to prove the null controllability of two stochastic singular parabolic equations with only two controls.

- The Carleman estimate we proved in this paper might not be directly used to the stochastic singular parabolic equation with multiple singular points. On the one hand, if the singular point occurs at the interior of the domain, we do not know any information on the solution at the singular point. So we can’t perform integration by parts near the singularity. On the other hand, it is difficult to construct a weight function such that the Carleman estimates of singular part and nonsingular part are uniform with the whole interval. A feasible way is to follow the idea of Biccari and Zuazua in [3], where the authors studied the controllability of the heat equation with singular potential. However, as shown in (2), our equation is degenerate and singular at the boundary, how to balance the degeneracy and singularity of the equation is still a difficult problem.

- As far as we know, there are no articles on the theory and numerical calculation of stochastic singular parabolic equations. It remains to be further understood.

7. Appendix. This appendix is devoted to proving Lemma 3.2 and Lemma 3.3. We begin with a weighted identity for the backward stochastic singular parabolic operator.

**Lemma 7.1.** Assume that $p^x$ is an $H^2(\mathbb{R})$-valued continuous semi-martingale. Set $z = \theta p^x, \theta = e^{l} t, l = s \Phi_1$ and

$$L_1 = z_{xx} - (x + \varepsilon)^{\alpha} l_t z + l_t^2 z,$$

$$L_2 = (x + \varepsilon)^{\alpha} d z - 2 l_t z_x dt - l_{xx} z dt.$$

Then for a.e. $x \in \mathbb{R}$ and $\mathbb{P} - a.s. \omega \in \Omega$, we have the following weighted identity:

$$(x + \varepsilon)^{- \alpha} L_1 \theta [(x + \varepsilon)^{\alpha} p^x + p^x_{xx} dt]$$

$$= (x + \varepsilon)^{- \alpha} |L_1|^2 dt + \sum_{i=1}^{3} X_i dt + dK + \{\cdot\}_{x} + J,$$  \hspace{1cm} (A.1)

where

$$X_1 = \left[ 2(x + \varepsilon)^{- \alpha} l_{tx} - \alpha (x + \varepsilon)^{- \alpha - 1} l_t \right] z_x^2,$$

$$X_2 = \left[ 2(x + \varepsilon)^{- \alpha} l_{tx} - \alpha (x + \varepsilon)^{- \alpha - 1} l_t \right] l_t^2 z^2,$$

$$X_3 = -2 l_t l_x z^2 - \frac{1}{2} [ (x + \varepsilon)^{- \alpha} l_{xx} ]_{xx} z^2 + \frac{1}{2} (x + \varepsilon)^{\alpha} l_{tt} z^2.$$
\[ K = -\frac{1}{2}z_{x}^{2} - \frac{1}{2}(x + \varepsilon)^{\alpha}l_{x}z^{2} + \frac{1}{2}l_{xx}^{2}, \]
\[ \{ \} = z_{x} \, dz + \left[ -(x + \varepsilon)^{\alpha}l_{x}z_{x}^{2} + l_{x}l_{x}z^{2} - (x + \varepsilon)^{\alpha}l_{xx}z_{x}^{2} \right. \]
\[ \left. + \frac{1}{2}((x + \varepsilon)^{\alpha}l_{xx})z_{x}^{2} \right] \, dt, \]
\[ J = \frac{1}{2}(dz_{x})^{2} + \frac{1}{2}(x + \varepsilon)^{\alpha}l_{x}(dz)^{2} - \frac{1}{2}l_{xx}^{2}(dz)^{2}. \]

**Proof.** Notice that \( \theta = c^{1}, l = s\varphi, \) and \( z = \theta p. \) It is easy to verify that
\[ \theta [(x + \varepsilon)^{\alpha}d\varphi + p_{x}^{\alpha}dt] = L_{1}dt + L_{2}. \] (A.2)

Multiplying both sides of (A.2) by \((x + \varepsilon)^{-\alpha}L_{1},\) we have
\[ (x + \varepsilon)^{-\alpha}L_{1}\theta [(x + \varepsilon)^{\alpha}d\varphi + p_{x}^{\alpha}dt] = (x + \varepsilon)^{-\alpha}L_{1}|L_{1}|^{2}dt + (x + \varepsilon)^{-\alpha}L_{1}L_{2}, \] (A.3)

where
\[ (x + \varepsilon)^{-\alpha}L_{1}L_{2} = L_{1}dz - 2(x + \varepsilon)^{-\alpha}l_{x}z_{x}L_{1}dt - (x + \varepsilon)^{-\alpha}l_{xx}z_{x}L_{1}dt. \] (A.4)

Now we deal with the terms on the right-hand side of (A.4) one by one. For the first term, applying Itô’s formula, we have
\[ L_{1}dz = z_{xx}dz - (x + \varepsilon)^{\alpha}l_{x}z_{x}dz + l_{xx}^{2}dz \]
\[ = (z_{x}dz)_{x} - \frac{1}{2}d(z_{x}^{2}) + \frac{1}{2}(dz_{x})^{2} - \frac{1}{2}d[(x + \varepsilon)^{\alpha}l_{x}z^{2}] + \frac{1}{2}(x + \varepsilon)^{\alpha}l_{xx}z^{2}dt \]
\[ + \frac{1}{2}(x + \varepsilon)^{\alpha}l_{x}(dz)^{2} + \frac{1}{2}d(l_{xx}^{2}z^{2}) - l_{xx}l_{xt}z^{2}dt - \frac{1}{2}l_{xx}^{2}(dz)^{2}. \] (A.5)

The second one can be rewritten as
\[ -2(x + \varepsilon)^{-\alpha}l_{x}z_{x}L_{1}dt \]
\[ = -[(x + \varepsilon)^{-\alpha}l_{x}^{2}z_{x}^{2}]_{x}dx + [(x + \varepsilon)^{-\alpha}l_{x}]_{x}z_{x}^{2}dt + (l_{x}l_{x}z^{2})_{x}dt - (l_{x}l_{x}z^{2})_{x}dt \]
\[ - [(x + \varepsilon)^{-\alpha}l_{xx}^{3}z^{2}]_{x}dt + 3(x + \varepsilon)^{-\alpha}l_{xx}^{3}z^{2}dt - \alpha(x + \varepsilon)^{-\alpha}l_{xx}^{3}z^{2}dt. \] (A.6)

For the last one, we have
\[ -(x + \varepsilon)^{-\alpha}l_{xx}z_{x}L_{1}dt \]
\[ = -[(x + \varepsilon)^{-\alpha}l_{xx}z_{x}^{2}]_{x}dt + \frac{1}{2}[(x + \varepsilon)^{-\alpha}l_{xx}]_{x}z_{x}^{2}dt + \frac{1}{2}l_{xx}l_{xx}z_{x}^{2}dt \]
\[ + (x + \varepsilon)^{-\alpha}l_{xx}z_{x}^{2}dt + l_{xx}l_{xx}z_{x}^{2}dt - (x + \varepsilon)^{-\alpha}l_{xx}^{2}z_{x}^{2}dt. \] (A.7)

By substituting (A.4)-(A.7) into (A.3), we can immediately obtain the desired identity (A.1) and then complete the proof. \( \Box \)

Now we prove Lemma 3.2. We first prove a Carleman estimate with boundary term at \( x = 1 \) based on the weighted identity (A.1). Then we introduce a cut-function to eliminate this boundary term in Carleman estimate.

**Proof of Lemma 3.2.** A direct calculation gives
\[ \begin{aligned}
    l_{x} &= s\lambda \xi(x + \varepsilon)^{\beta-1}\phi_{1}, \\
    l_{t} &= s\xi_{t}\phi_{1}, \\
    l_{tt} &= s\xi_{tt}\phi_{1}, \\
    l_{xx} &= s\lambda^{2}\xi(x + \varepsilon)^{2\beta-2}\phi_{1} + s\lambda\xi(\beta - 1)(x + \varepsilon)^{\beta-2}\phi_{1},
\end{aligned} \] (A.8)
where \( \phi_1(x) = e^{\lambda_1(x)} \). Then integrating both sides of (A.1) in \( Q_T \) and taking mathematical expectation in \( \Omega \), together with (A.8), we find that

\[
E \int_{Q_T} (x + \varepsilon)^{-\alpha} L_1 \theta \left( (x + \varepsilon)^{\alpha} d\rho + p_{xx} \, dt \right) \, dx = E \int_{Q_T} (x + \varepsilon)^{-\alpha} |L_1|^2 \, dx \, dt + \sum_{i=1}^{5} I_i + E \int_{Q_T} dK \, dx + E \int_{Q_T} \{ \cdot \} \, dx + E \int_{Q_T} J \, dx,
\]

where

\[
I_1 = E \int_{Q_T} s \xi \left[ 2\lambda^2 (x + \varepsilon)^{-\alpha + 2\beta - 2} + C_{\alpha,\beta}^{(1)} \lambda (x + \varepsilon)^{-\alpha + \beta - 2} \right] \phi_1 |z|^2 \, dx \, dt,
\]

\[
I_2 = E \int_{Q_T} s^3 \xi^3 \left[ 2\lambda^4 (x + \varepsilon)^{-\alpha + 4\beta - 4} + C_{\alpha,\beta}^{(1)} \lambda^3 (x + \varepsilon)^{-\alpha + 3\beta - 4} \right] \phi_1^3 |z|^2 \, dx \, dt,
\]

\[
I_3 = -C_{\alpha,\beta}^{(2)} E \int_{Q_T} s \lambda \xi (x + \varepsilon)^{-\alpha + \beta - 4} \phi_1 |z|^2 \, dx \, dt,
\]

\[
I_4 = E \int_{Q_T} s \xi O(\lambda^2)(x + \varepsilon)^{-\alpha + 2\beta - 4} \phi_1 |z|^2 \, dx \, dt + \frac{1}{2} E \int_{Q_T} s \xi_{tt}(x + \varepsilon)^{\alpha} \phi_1 |z|^2 \, dx \, dt,
\]

\[
I_5 = E \int_{Q_T} s \xi O(\lambda^4) \left[ (x + \varepsilon)^{-\alpha + 3\beta - 4} + (x + \varepsilon)^{-\alpha + 4\beta - 4} \right] \phi_1 |z|^2 \, dx \, dt + E \int_{Q_T} s^2 O(\lambda^2)(x + \varepsilon)^{2\beta - 2} \xi \phi_1 |z|^2 \, dx \, dt.
\]

Here \( C_{\alpha,\beta}^{(1)} = -\alpha + 2\beta - 2, \) \( C_{\alpha,\beta}^{(2)} = \frac{1}{2}(\beta - 1)(2 + \alpha - \beta)(3 + \alpha - \beta) \) and \( O(\lambda) \) denotes different functions such that \( |O(\lambda)| \leq C\lambda \).

Next we estimate the last four terms on the right-hand side of (A.9). Obviously, we have

\[
2 \sum_{i=1}^{2} I_i \geq C_{\alpha,\beta}^{(1)} E \int_{Q_T} s \lambda \xi (x + \varepsilon)^{-\alpha + \beta - 2} \phi_1 |z|^2 \, dx \, dt + C_{\alpha,\beta}^{(1)} E \int_{Q_T} s^3 \lambda^3 \xi^3 (x + \varepsilon)^{-\alpha + 3\beta - 4} \phi_1^3 |z|^2 \, dx \, dt.
\]

By Hardy inequality, we obtain

\[
|I_3| \leq C_{\alpha,\beta}^{(2)} \frac{4}{(\alpha - \beta + 3)^2} E \int_{Q_T} s \lambda \xi (x + \varepsilon)^{-\alpha + \beta - 4} \left( \phi_1^2 \frac{1}{z} \right)^2 \, dx \, dt
\]

\[
\leq C_{\alpha,\beta}^{(2)} \frac{4}{(\alpha - \beta + 3)^2} E \int_{Q_T} s \lambda \xi (x + \varepsilon)^{-\alpha + \beta - 2} \phi_1 |z|^2 \, dx \, dt
\]

\[
+ C(\lambda) E \int_{Q_T} s \xi (x + \varepsilon)^{-\alpha + 3\beta - 4} \phi_1 |z|^2 \, dx \, dt.
\]

By Hölder inequality and \( \beta \leq 2 + \alpha \), we have

\[
|I_4| \leq C(\lambda) E \int_{Q_T} \xi (x + \varepsilon)^{-\alpha + \beta - 4} \phi_1 |z|^2 \, dx \, dt
\]

\[
+ E \int_{Q_T} s^2 \xi^3 (x + \varepsilon)^{-\alpha + 3\beta - 4} \phi_1 |z|^2 \, dx \, dt.
\]
Moreover,

\[ |I_5| \leq C(\lambda)E \int_{Q_T} s^2\xi^3(x + \varepsilon)^{-\alpha+3\beta-4}\phi_1^2|z|^2dxdt. \tag{A.13} \]

Therefore, from (A.10)-(A.13) it follows that

\[
\sum_{i=1}^{5} I_i \geq E \int_{Q_T} \left( C^{(3)}_{\alpha,\beta}s\lambda - C(\lambda) \right) \xi(x + \varepsilon)^{-\alpha+\beta-2}\phi_1|z_x|^2dxdt
\]

\[ + E \int_{Q_T} \left( C^{(1)}_{\alpha,\beta}s^3\lambda^3 - C(\lambda)s - s^2 \right) \xi^3(x + \varepsilon)^{-\alpha+3\beta-4}\phi_1^2|z|^2dxdt \tag{A.14} \]

with

\[ C^{(3)}_{\alpha,\beta} = C^{(1)}_{\alpha,\beta} - \frac{4}{(\alpha - \beta + 3)^2} > 0 \]

due to \( \beta > 1 + \alpha \). Further for all sufficiently large \( s \) we obtain that

\[
\sum_{i=1}^{5} I_i \geq E \int_{Q_T} s\xi(x + \varepsilon)^{-\alpha+\beta-2}|z_x|^2dxdt
\]

\[ + E \int_{Q_T} s^3\xi^3(x + \varepsilon)^{-\alpha+3\beta-4}|z|^2dxdt. \tag{A.15} \]

It is easy to see that \( z(x,0) = z(x,T) = 0 \) for \( x \in I \) and then

\[ E \int_{Q_T} dKdx = 0. \tag{A.16} \]

Now we deal with \( E \int_{Q_T} \{ \cdot \}\_x dx \). Taking into account \( z(0,t) = z(1,t) = 0 \) for \( t \in (0,T) \) and (A.8), we can obtain

\[ E \int_{Q_T} \{ \cdot \}\_x dx = - E \int_0^T [(x + \varepsilon)^{-\alpha}t_xz_x^2]_{x=0}^{x=1}dt \geq -C(\lambda)E \int_0^T s\xi z_x^2(1,t)dt. \tag{A.17} \]

Finally, noticing that \( (dz)^2 = (x + \varepsilon)^{-2\alpha}\theta^2|F_1|^2dt \) and \(-2\alpha + 2\beta - 2 \geq -\alpha\), we obtain for the term of \( J \) that

\[ E \int_{Q_T} Jdx \geq \frac{1}{2} E \int_{Q_T} (x + \varepsilon)^{\alpha}I_1(dz)^2dx - E \int_{Q_T} I_2^2(dz)^2dx
\]

\[ \geq - C(\lambda)E \int_{Q_T} [s\xi^2(x + \varepsilon)^{-\alpha} + s^2\xi^2(x + \varepsilon)^{-2\alpha+2\beta-2}] \theta^2|F_1|^2dxdt \]

\[ \geq - C(\lambda)E \int_{Q_T} s^2\xi^2(x + \varepsilon)^{-\alpha}\theta^2|F_1|^2dxdt. \tag{A.18} \]

Thus, by substituting (A.15)-(A.18) into (A.9), we find that

\[ E \int_{Q_T} (x + \varepsilon)^{-\alpha}L_1\theta [(x + \varepsilon)^{\alpha}d\rho^2 + p_{xx}^2]dx \]

\[ \geq E \int_{Q_T} (x + \varepsilon)^{-\alpha}|L_1|^2dxdt + E \int_{Q_T} s\xi(x + \varepsilon)^{-\alpha+\beta-2}|z_x|^2dxdt
\]

\[ + E \int_{Q_T} s^3\xi^3(x + \varepsilon)^{-\alpha+3\beta-4}|z|^2dxdt - C(\lambda)E \int_{Q_T} s^2\xi^2(x + \varepsilon)^{-\alpha}\theta^2|F_1|^2dxdt
\]

\[ - C(\lambda)E \int_0^T s\xi z_x^2(1,t)dt. \tag{A.19} \]
On the other hand, using the equation of \( p^\varepsilon \) and
\[
E \int_{Q_T} (x + \varepsilon)^\alpha L_1 \theta F_1 dx dB(t) = 0,
\]
we obtain
\[
E \int_{Q_T} (x + \varepsilon)^{-\alpha} L_1 \theta [(x + \varepsilon)^\alpha dp^\varepsilon + p^\varepsilon_{xx} dt] dx = E \int_{Q_T} (x + \varepsilon)^{-\alpha} L_1 \theta f_1 dx dt
\]
\[
\leq E \int_{Q_T} (x + \varepsilon)^{-\alpha} |L_1|^2 dx dt + \frac{1}{4} E \int_{Q_T} (x + \varepsilon)^{-\alpha} \theta^2 |f_1|^2 dx dt. \tag{A.20}
\]
Combining (A.19) with (A.20), recalling \( \theta = e^{\Phi_1} \) and going back to the original variable \( p^\varepsilon \), we obtain
\[
E \int_{Q_T} s \xi (x + \varepsilon)^{-\alpha+\beta-2} |p^\varepsilon_x|^2 e^{2s\Phi_1} dx dt + E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^{-\alpha+3\beta-4} |p^\varepsilon|^2 e^{2s\Phi_1} dx dt
\]
\[
\leq C E \int_{Q_T} (x + \varepsilon)^{-\alpha} |f_1|^2 e^{2s\Phi_1} dx dt + C(\lambda) E \int_{Q_T} s^2 (x + \varepsilon)^{-\alpha} |F_1|^2 e^{2s\Phi_1} dx dt + C(\lambda) E \int_0^T s \xi |p^\varepsilon_x|^2 (1,t) e^{2s\Phi_1(1,t)} dt. \tag{A.21}
\]
To eliminate the boundary term, we consider the following system of \( \tilde{p}^\varepsilon = \chi p^\varepsilon \)
\[
\begin{cases}
(x + \varepsilon)^\alpha d\tilde{p}^\varepsilon + \tilde{p}^\varepsilon_{xx} dt = \tilde{f}_1 dt + \tilde{F}_1 dB(t), & (x,t) \in Q_T,
\tilde{p}^\varepsilon(0,t) = \tilde{p}^\varepsilon(1,t) = 0, & t \in (0,T),
\tilde{p}^\varepsilon(x,T) = \chi(x)p^\varepsilon_T(x), & x \in I,
\end{cases} \tag{A.22}
\]
where
\[
\tilde{f}_1 = \chi f_1 + 2\chi_{xx} p^\varepsilon_x + \chi_{xx} p^\varepsilon, \quad \tilde{F}_1 = \chi F_1.
\]
Applying (A.21) to \( \tilde{p}^\varepsilon \) and recalling the definition of \( \chi \), we have
\[
E \int_{Q_T} s \xi (x + \varepsilon)^{-\alpha+\beta-2} |\tilde{p}^\varepsilon_x|^2 e^{2s\Phi_1} dx dt + E \int_{Q_T} s^3 \xi^3 (x + \varepsilon)^{-\alpha+3\beta-4} |\tilde{p}^\varepsilon|^2 e^{2s\Phi_1} dx dt
\]
\[
\leq C E \int_{Q_T} (x + \varepsilon)^{-\alpha} (\chi f_1 + 2\chi_{xx} p^\varepsilon_x + \chi_{xx} p^\varepsilon)^2 e^{2s\Phi_1} dx dt
\]
\[
+ C(\lambda) E \int_{Q_T} s^2 (x + \varepsilon)^{-\alpha} \xi^2 |F_1|^2 e^{2s\Phi_1} dx dt. \tag{A.23}
\]
Noticing that \( \tilde{p}^\varepsilon = p^\varepsilon \) for \( x \in (0,(1)) \) and \( \text{supp}(\chi_x) \subset \omega_1 \), we deduce (25) from (A.23) and then complete the proof of Lemma 3.2.

The proof of Lemma 3.3 is based on the classic Carleman estimate for stochastic nondegenerate parabolic equation, e.g. [29].

**Proof of Lemma 3.3.** Letting \( \bar{p} = (1-\chi)p \), then we have
\[
\begin{cases}
d\bar{p} + (x + \varepsilon)^{-\alpha} \bar{p}_{xx} dt = (x + \varepsilon)^{-\alpha} \bar{f}_1 dt + (x + \varepsilon)^{-\alpha} \bar{F}_1 dB(t), & (x,t) \in (1,1),
\bar{p}(x,1) = \bar{p}(1,1) = 0, & t \in (0,T),
\bar{p}(x,T) = (1-\chi(x))p^\varepsilon_T(x), & x \in (1,1),
\end{cases} \tag{A.24}
\]
where
\[
\bar{f}_1 = (1-\chi)f_1 - 2\chi_{xx} p^\varepsilon_x - \chi_{xx} p^\varepsilon, \quad \bar{F}_1 = (1-\chi)F_1.
\]
We apply Theorem 6.1 in [29] to $\bar{\rho}^\epsilon$ to yield that

$$
\mathbb{E} \int_0^T \int_{x(1)} |(1-\chi)f_1 - 2\chi_\delta p^\epsilon - \chi_{xx} p^\epsilon|^2 e^{2\Phi_2} \, dx \, dt + \mathbb{E} \int_0^T \int_{x(1)} |\rho^\epsilon|^2 e^{2\Phi_2} \, dx \, dt
$$

$$
\leq C \mathbb{E} \int_0^T \int_{x(1)} |(1-\chi)f_1 - 2\chi_\delta p^\epsilon - \chi_{xx} p^\epsilon|^2 e^{2\Phi_2} \, dx \, dt
$$

$$
+ C \mathbb{E} \int_0^T \int_{x(1)} \rho^\epsilon|^2 e^{2\Phi_2} \, dx \, dt
$$

$$
+ C \mathbb{E} \int_0^T \int_{x(1)} \rho^\epsilon|^2 e^{2\Phi_2} \, dx \, dt
$$

$$
\leq C \mathbb{E} \int_0^T \int_{x(1)} (x+\epsilon)^{-\alpha}|f_1|^2 e^{2\Phi_2} \, dx \, dt + C \mathbb{E} \int_0^T \int_{x(1)} (|p^\epsilon|^2 + |p^\epsilon|^2) e^{2\Phi_2} \, dx \, dt
$$

$$
+ C \mathbb{E} \int_0^T \int_{x(1)} \rho^\epsilon|^2 e^{2\Phi_2} \, dx \, dt
$$

$$
+ C \mathbb{E} \int_0^T \int_{x(1)} \rho^\epsilon|^2 e^{2\Phi_2} \, dx \, dt,
$$

(A.25)

where $C$ is depending on $x(1), I, T, \omega, \alpha, M, \lambda$, but independent of $\epsilon$. Together with $\bar{\rho} = p$ and $\min\{ |x+\epsilon|^{-\alpha+\beta-2}, (x+\epsilon)^{-\alpha+3\beta-4} \} > 0$ for $x \in (x(2), 1)$, we then obtain (26) from (A.25).
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