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Abstract. This study outlines a modified implicit finite difference method for approximating the local stable manifold near a hyperbolic equilibrium point for a nonlinear systems of fractional differential equations. The fractional derivative is described in the Caputo sense of order $\alpha$ ($0 < \alpha \leq 1$) which is approximated based on the modified trapezoidal quadrature rule of order $O(\Delta t^{2-\alpha})$. The solution existence, uniqueness and stability of the proposed method is discussed. Three numerical examples are presented and comparisons are made to confirm the reliability and effectiveness of the proposed method.

1. Introduction. Fractional calculus is a subject between probability, differential equation and mathematical physics and deals with the study of real or complex order integral and derivative operators and their applications [2, 4, 7, 12–15, 22, 23, 32, 34–36, 38–41, 47, 49]. However, during the last 10 years, with the rapid development of nonlinear science, this theory has developed progressively and researchers have found that derivatives and integrals of non-integer order are suitable for the description of various physical phenomena. The non-local property and memory effect of fractional derivatives and integrals, is the main reason to use them in various fields of sciences. During the past decades especially the last years, fractional differential equations (FDEs) have played an important role in many fields such as physics, biology, mechanics and chemistry, etc. [19]. More recently, the applications of FDEs have been extended to quantum mechanics such that fractional quantum mechanics came into being [46, 48]. As we know, obtaining analytical solutions for problems based on fractional derivative and integral is very difficult. Therefore, approximate methods for finding the approximate solutions of these equations are very necessary and useful. In fact, finite difference methods, finite element methods, spectral methods, etc. have been presented to solve the various fractional equations. The review article [28] contains an up-to-date bibliography on finite difference methods for solving FDEs until 2012. At present, this field of study is still developing for its many applications in such varied fields as viscoelasticity, fluid flow and hydrology. The development of efficient numerical techniques for approximating the solutions of FDEs has been an important issue in the last decades. Therefore, some of the strategies such as the fractional finite volume method [30], Haar wavelet method [6], radial basis functions [16], operational matrix methods [24], Fourier spectral methods [5, 37] and other approaches [1, 11, 25, 26, 45, 50] were proposed.
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Finding accurate and efficient methods for solving fractional differential equations has become an important task. Solving the coupled nonlinear fractional dynamical systems is one of the most important issues in this field. Many researchers have done some work in this regard. Here are some examples of the latest works. Malik and Kumar in [33] established existence, uniqueness, Hyer-Ulam stability and controllability results for a coupled fractional dynamical system on time scales. Heydari et al. in [17] proposed a computational approach based on the shifted second-kind Chebyshev cardinal functions for obtaining an approximate solution of coupled variable order time-fractional sine-Gordon equations where the variable-order fractional operators are defined in the Caputo sense. Li and Ma in [31] established the similar relationship between a fractional differential equation and the corresponding fractional flow under a reasonable condition. They firstly presented some results on fractional dynamical system defined by the fractional differential equation with Caputo derivative. Furthermore, they showed the linearization and stability theorems of the nonlinear fractional system. Also, they proved Audounet-Matignon - Montseny conjecture. Jhinga and Daftardar in [20] presented a new numerical method for solving fractional delay differential equations along with its error analysis. Khader et al. in [21] introduced an implementation of an efficient numerical method for solving the system of coupled non-linear fractional dynamical model of marriage. Their method was based on the spectral collocation method using Legendre polynomials. They proved existence of local stable manifold around a hyperbolic equilibrium point of a fractional system. Deshpande and Daftardar in [8] proved existence of local stable manifold around a hyperbolic equilibrium point of a fractional system. As the latest sample of such works, Zhang et al. in [51] introduced some Banach spaces and then, based on these spaces and the coincidence degree theory, they considered a 2m-point boundary value problem for a coupled system of impulsive fractional differential equations at resonance, and obtained a new criterion on existence. In this paper, we are going to use of an so important theorem, named as the stable manifold theorem [18]. This theorem, is one of the most important results in the local qualitative theory of differential equations. In the Caputo fractional derivative of order $\alpha$ ($^{c}D^{\alpha}$), which is defined in the next section, this theorem shows that near a hyperbolic equilibrium point $x_{0}$, the nonlinear system

$$^{c}D^{\alpha}x = f(x), \quad 0 < \alpha \leq 1,$$

has stable and unstable manifolds $S$ and $U$ tangent at $x_{0}$ to the stable and unstable subspaces $E^{s}$ and $E^{u}$ of the linearized system

$$^{c}D^{\alpha}x = Ax, \quad 0 < \alpha \leq 1.$$  \hspace{1cm} (2)

Here $^{c}D^{\alpha}x = (^{c}D^{\alpha}_{t}x_{1},^{c}D^{\alpha}_{t}x_{2}, \ldots ,^{c}D^{\alpha}_{t}x_{m})^{T}$, $x_{j} := x_{j}(t)$; $j = 1, 2, \ldots , m$, and $A \in \mathbb{R}^{m \times m}$. Furthermore, $S$ and $U$ are of the same dimensions as $E^{s}$ and $E^{u}$, and if $\phi_{t}$ is the flow of the nonlinear system (1), then $S$ and $U$ are positively and negatively invariant under $\phi_{t}$ respectively, and satisfy

$$\lim_{t \to -\infty} \phi_{t}(c) = x_{0}, \quad \text{for all } c \in S,$$

and

$$\lim_{t \to \infty} \phi_{t}(c) = x_{0}, \quad \text{for all } c \in U.$$
We know that any linear system \( (2) \) has a unique solution in each point \( x_0 \) in \( \mathbb{R}^m \), the solution is given by \( x(t) = E_\alpha(At^\alpha)x_0 \), where \( E_\alpha(z) \) is the Mittag-Leffler function defined in (9).

In this paper, using an implicit finite difference method based on the modified trapezoidal quadrature rule, backward Euler differences and non-standard central approximations we would study nonlinear systems of fractional differential equations (1) near a hyperbolic equilibrium point \( x_0 \), where \( f : E \rightarrow \mathbb{R}^m \) and \( E \) is an open subset of \( \mathbb{R}^m \). We will show that under certain conditions on the function \( f \), the nonlinear system (1) has a unique solution in each point \( x_0 \in E \). We represent the stable manifold theorem and the Hartman-Grobman theorem [39] for nonlinear systems of fractional order which show that topologically the local behavior of the nonlinear system (1) near an equilibrium point \( x_0 \) where \( f(x_0) = 0 \) is typically determined by the behavior of the linear system (2) near the origin when the matrix \( A = Df(x_0) \). Furthermore, we establish the fundamental existence-uniqueness theorem for a nonlinear system of fractional differential equations (1) under the hypothesis that \( f \in C^1(E) \) where \( E \) is an open subset of \( \mathbb{R}^m \).

This paper has the following organisation. Section 2 introduces the fundamental definitions and properties of the fractional calculus. Section 3 is dedicated to the numerical approximation of the Caputo fractional derivative using a modified implicit finite difference method. In Section 4 the concept of fractional stable manifold and the Hartman-Grobman theorem is presented. In Section 5 the stability results for system (1) are proved in Theorems 3 and 4. It should also be noted that the main results of the paper are Lemma 5, Theorems 3 and 4, and the algorithm of Section 5.1. Section 6 illustrates the performance of the method for various examples. Finally, Section 7 presents the main conclusions.

2. Fundamental concepts and notation. This section is devoted to a description of the operational properties in order to be acquainted with sufficient FC theory and enable us to follow the solutions of the problems given in this paper.

**Definition 1.** ( [36, 39]) A real function \( f(x), x > 0 \), is said to be in the space \( C_\alpha, \alpha \in \mathbb{R} \), if there exists a real number \( p(\alpha > \alpha) \), such that \( f(x) = x^p f_1(x) \), where \( f_1(x) \in C[0, \infty) \), and it is said to be in the space \( C_\alpha^n, n \in \mathbb{N} \cup \{0\} \), if and only if \( f^{(n)}(x) \in C_\alpha \).

**Definition 2.** ( [36]) The Riemann-Liouville fractional integral of order \( \alpha > 0 \) of a function \( f(x) \in C_\alpha, \alpha \geq -1 \), is defined as

\[
I_\alpha^x f(x) = \begin{cases} 
\frac{1}{\Gamma(\alpha)} \int_0^x \frac{f(\tau)}{(x-\tau)^{1-\alpha}} d\tau, & \alpha > 0, \quad x > 0, \\
f(x), & \alpha = 0
\end{cases}
\]

(5)

\[
I_\alpha^x f(x, t) = \frac{1}{\Gamma(\alpha)} \int_0^x \frac{f(s, t)}{(x-s)^{1-\alpha}} ds, \quad \alpha > 0, \quad x > 0,
\]

(6)

where \( \Gamma(\alpha) \) is the well-known Gamma function.

**Definition 3.** ( [36]) The Caputo fractional derivative of order \( \alpha > 0 \) of a function \( f(x), f(x) \in C_{\alpha-1}^n, n \in \mathbb{N} \cup \{0\} \), is defined as
\[ cD^\alpha f(x) = \begin{cases} 
\left[ I^{n-\alpha} f^{(n)}(x) \right] & n-1 < \alpha < n, \ n \in \mathbb{N}, \\
n \frac{d^n}{dx^n} f(x) & \alpha = n, 
\end{cases} \quad (7) \]

\[ cD_x^\alpha f(x, t) = I_x^{-\alpha} \frac{\partial^n f(x, t)}{\partial x^n}, \ n-1 < \alpha < n. \quad (8) \]

**Definition 4.** ([36]) The Mittag-Leffler function \( E_{\alpha, \beta}(z) \) with \( \alpha > 0, \ \beta > 0 \) is defined by the following series representation, valid in the whole complex plane

\[ E_{\alpha, \beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + \beta)}, \ z \in \mathbb{C}. \quad (9) \]

For \( \beta = 1 \), we obtain the Mittag-Leffler function in one parameter:

\[ E_{\alpha, 1}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + 1)} \equiv E_{\alpha}(z). \quad (10) \]

**Definition 5.** ([9, 30]) Two-parametric Mittag-Leffler function having matrix argument for \( A \in \mathbb{R}^{n \times n} \) is defined as:

\[ E_{p, \beta}(A) = \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(kp + \beta)}, \ \beta > 0. \]

3. A modified implicit finite difference method in the Caputo sense. In this section, we consider a new evaluation of the Caputo fractional derivative for \( 0 < \alpha < 1 \). First, we examine the following issues:

**Theorem 1.** If \( f \in C^4[a, b] \) then the approximation error of the composite modified trapezoidal rule can be expressed as follows:

\[ \int_a^b f(x)dx - [T(h) + \frac{h^2}{12} (f'(b) - f'(a))] = \frac{(b - a)}{720} h^4 f^{(4)}(\eta), \ a < \eta < b, \]

where \( T(h) \) is the approximation value achieved from the trapezoidal rule.

**Proof.** See [42].

**Lemma 1.**

\[ f(t_n, x_{k+\frac{1}{2}}) = -\frac{3}{8} f(t_n, x_k) + \frac{3}{4} f(t_n, x_{k+1}) - \frac{1}{8} f(t_n, x_{k+2}) = O(\Delta x^3). \]

**Proof.** See [43].

**Lemma 2.**

\[ f'(x_k) - \frac{1}{12\Delta x} \left( f(x_{k-2}) - 8 f(x_{k-1}) + 8 f(x_{k+1}) - f(x_{k+2}) \right) = O(\Delta x^4). \]

**Proof.** See [43].

**Lemma 3.** Suppose that \( f(x) \in C^2[0, x_n] \) and let

\[ R^\alpha f := \frac{\partial^{\alpha} f(x)}{\partial x^{\alpha}} \bigg|_{x=x_n} - \frac{\partial^{\alpha} f(x_n)}{\partial x^{\alpha}}, \ 0 < \alpha < 1, \]

then for \( x \in [0, x_n] \) we have

\[ | R^\alpha f | \leq \frac{h^{2-\alpha}}{\Gamma(2-\alpha)} \left[ \frac{1 - \alpha}{12} + \frac{2^{2-\alpha}}{2 - \alpha} - (1 + 2^{2-\alpha}) \right] \max | f''(x) |, \ h = x_k - x_{k-1}. \]
\begin{proof}

By assuming the \(0 = x_0 < x_1 < x_2 < \cdots < x_m = 1\) and \(\Delta x = x_j - x_{j-1}\), and splitting the convolution integral
\[
\frac{e}{0+1}D^\alpha f(x) = \frac{1}{\Gamma(n-\alpha)} \int_{x_0}^{x} (x - \zeta)^{n-1-\alpha} f^{(\alpha)}(\zeta) d\zeta,
\]
into a sum of two parts, a local part and a history part, whereas \(0 < \alpha < 1\), and \(x = x_j\) we get
\[
\frac{e}{0+1}D^\alpha f(x_j) = \frac{1}{\Gamma(1-\alpha)} \int_{x_0}^{x_j} (x_j - \zeta)^{-\alpha} f'(\zeta) d\zeta
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \int_{x_0}^{x_j} (x_j - \zeta)^{-\alpha} f'(\zeta) d\zeta + \frac{1}{\Gamma(1-\alpha)} \int_{x_{j-1}}^{x_j} (x_j - \zeta)^{-\alpha} f'(\zeta) d\zeta
\]
\[
= C_l(x_j) + C_h(x_j).
\]

For approximate the local part, we apply the standard \(L_1\) approximation, thus we have
\[
C_l(x_j) = \frac{f(x_j) - f(x_{j-1})}{h\Gamma(1-\alpha)} \int_{x_{j-1}}^{x_j} (x_j - \zeta)^{-\alpha} d\zeta = \frac{f(x_j) - f(x_{j-1})}{h\Gamma(2-\alpha)}.
\]

For the history part, by applying the integration by part, we can eliminate \(f'(\zeta)\) and therefore we have
\[
C_h(x_j) = \frac{1}{\Gamma(1-\alpha)} \int_{x_0}^{x_j-1} (x_j - \zeta)^{-\alpha} f'(\zeta) d\zeta
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \left[ f(x_{j-1}) h^{-\alpha} - f(x_0) j^{-\alpha} - \alpha \int_{x_0}^{x_{j-1}} (x_j - \zeta)^{-1-\alpha} f(\zeta) d\zeta \right]
\]
\[
= \frac{h^{-\alpha}}{\Gamma(1-\alpha)} \left[ f(x_{j-1}) - f(x_0) j^{-\alpha} \right] - \frac{\alpha}{\Gamma(1-\alpha)} \int_{x_0}^{x_{j-1}} (x_j - \zeta)^{-1-\alpha} f(\zeta) d\zeta.
\]

To calculate the second term in (14), by partitioning the interval \([x_0, x_{j-1}]\) such that \(x_0 < x_1 < x_2 < \cdots < x_{j-1}\) and also defining \(h = x_k - x_{k-1}\) as stepsize, we approximate \(f(\zeta)\) by the following quadratic interpolation:
\[
f(\zeta) \approx \left( \frac{\zeta - x_{k+\frac{1}{2}}}{x_{k+\frac{1}{2}} - x_k} \right) f(x_k) + \left( \frac{\zeta - x_k}{x_{k+\frac{1}{2}} - x_k} \right) f(x_{k+\frac{1}{2}})
\]
\[
+ \left( \frac{\zeta - x_k}{x_k - x_{k+\frac{1}{2}}} \right) f(x_{k+1}),
\]
and \(f(x_{k+\frac{1}{2}})\) as
\[
f(x_{k+\frac{1}{2}}) = \frac{3}{8} f(x_k) + \frac{3}{4} f(x_{k+1}) - \frac{1}{8} f(x_{k+2}).
\]

Consequently, we obtain
\[
f(\zeta) \approx f(x_k) \left\{ \frac{(\zeta - x_{k+\frac{1}{2}})(\zeta - x_k)}{(x_{k+\frac{1}{2}} - x_k)(x_k - x_{k+1})} + \frac{3}{8} \frac{(\zeta - x_k)(\zeta - x_{k+1})}{(x_{k+\frac{1}{2}} - x_k)(x_k - x_{k+1})} \right\}
\]
\[
f(x_{k+1}) \left\{ \frac{(\zeta - x_k)(\zeta - x_{k+\frac{1}{2}})}{x_{k+1} - x_k} + \frac{3}{4} \frac{(\zeta - x_k)(\zeta - x_{k+1})}{(x_{k+\frac{1}{2}} - x_k)(x_k - x_{k+1})} \right\}
\]
\[
+ f(x_{k+2}) - \frac{1}{8} \frac{(\zeta - x_k)(\zeta - x_{k+1})}{(x_{k+\frac{1}{2}} - x_k)(x_k - x_{k+1})},
\]
\end{proof}
where
\[ x_k = k \triangle x = kh, \quad x_{k+\frac{1}{2}} = (k + \frac{1}{2})h. \]  
\hfill (18)

Finally,
\[
f(\zeta) = \frac{1}{2h^2} \left( f(x_k) \left\{ \zeta^2 - (2k + 3)\zeta h + (k^2 + 3k + 2)h^2 \right\} + f(x_{k+1}) \left\{ -2\zeta^2 + (4k + 4)\zeta h - (2k^2 + 4k)h^2 \right\} + f(x_{k+2}) \left\{ \zeta^2(2k + 1)\zeta h + (k^2 + k)h^2 \right\} \right). \hfill (19)
\]

Now, we use \( f(\zeta) \) to calculate the general integral \( \int_{x_k}^{x_{k+1}} (x - \zeta)^{-1-\alpha} f(\zeta) d\zeta, \) \( k \neq j - 1. \) Denoting \( t = x - \zeta, \) we will have
\[
\int_{x_k}^{x_{k+1}} (x - \zeta)^{-1-\alpha} f(\zeta) d\zeta = \hat{D} \left( f(x_k) \left\{ (\alpha^2 - \alpha)(j - k)^{2-\alpha} - (j - k - 1)^{2-\alpha} \right\} + (\alpha^2 - 2\alpha)(2k - 2j + 3) \left\{ (\alpha^1 - \alpha)(j - k)^{1-\alpha} - (j - k - 1)^{1-\alpha} \right\} \\
+ (\alpha^2 - 3\alpha + 2) \left\{ j^2 - (2k + 3)j + k^2 + 3k + 2 \right\} (j - k)^{-\alpha} - (j - k - 1)^{-\alpha} \right\} + f(x_{k+1}) \left\{ -2(\alpha^2 - \alpha)(j - k)^{2-\alpha} - (j - k - 1)^{2-\alpha} \right\} \\
+ 4(\alpha^2 - 2\alpha)(j - k - 1) (j - k)^{1-\alpha} - (j - k - 1)^{1-\alpha} \right\} + f(x_{k+2}) \left\{ (\alpha^2 - \alpha)(j - k)^{2-\alpha} - (j - k - 1)^{2-\alpha} \right\} \\
+ (\alpha^2 - 2\alpha)(2k - 2j + 1) (j - k)^{1-\alpha} - (j - k - 1)^{1-\alpha} \right\} + (\alpha^2 - 3\alpha + 2) \left\{ j^2 - (2k + 1)j + k(k + 1) \right\} (j - k)^{-\alpha} - (j - k - 1)^{-\alpha} \right\} \right),
\]

and we can conclude
\[
\int_{x_{j-2}}^{x_j} (x - \zeta)^{-1-\alpha} f(\zeta) d\zeta = \hat{D} \left( f(x_{j-2}) \left\{ (\alpha^2 - \alpha)(2^{2-\alpha} - 1) \\
- (\alpha^2 - 2\alpha)(2^{1-\alpha} - 1) \right\} + f(x_{j-1}) \left\{ -2(\alpha^2 - \alpha)(2^{2-\alpha} - 1) + 4(\alpha^2 - 2\alpha)(2^{1-\alpha} - 1) \right\} \\
+ f(x_j) \left\{ (\alpha^2 - \alpha)(2^{2-\alpha} - 1) - 3(\alpha^2 - 2\alpha)(2^{1-\alpha} - 1) \right\} \\
+ 2(\alpha^2 - 3\alpha + 2)(2^{2-\alpha} - 1) \right\} \right), \hfill (20)
\]

where \( \hat{D} = \frac{h^{-\alpha}}{2(1-\alpha)(1-\alpha)^{2-\alpha}}. \) Now, we calculate the integral \( \int_{x_2}^{x_{j-2}} (x_j - \zeta)^{-1-\alpha} f(\zeta) d\zeta \) by means of the modified trapezoidal rule. Recall the modified trapezoidal quadrature:
\[
\int_a^b F(\zeta) d\zeta = T(b) + \frac{h^2}{12} \left[ F'(b) - F'(a) \right] + \frac{b - a}{720} h^4 F^{(4)}(\eta), \quad a < \eta < b, \hfill (21)
\]
where $T(h)$ denotes the compound trapezoidal rule. Since, we do not have the derivative of $F(\zeta)$ we need to adopt an approximation, namely be means of the central formula

$$F'(x_j) = \frac{-F(x_{j+2}) + 8F(x_{j+1}) - 8F(x_{j-1}) + F(x_{j-2})}{12\Delta x}.$$  

Therefore, we have

$$\int_{x_2}^{x_{j-2}} F(\zeta) \, d\zeta \approx T(h) + \frac{h^2}{12} \left[ -F(x_4) + 8F(x_3) - 8F(x_1) + F(x_0) \right]$$

where the coefficients $w_j$ are defined as follows:

$$w_j = \left( \alpha^2 - \alpha \right) \left( j^2 - \alpha \right) + \left( \alpha^2 - 2\alpha \right) (3 - 2j) \left( j^{1-\alpha} - (j - 1)^{1-\alpha} \right)$$

and

$$w_j = -2\left( \alpha^2 - \alpha \right) \left( j^{2-\alpha} - (j - 1)^{2-\alpha} \right) + 4(\alpha^2 - 2\alpha)(j - 1) \left( j^{1-\alpha} - (j - 1)^{1-\alpha} \right).$$

In case of $k = j + 1, j, j - 1$, we have $w_0,j = 4 - \alpha$, $w_{1,j} = 2\alpha^2 - 6\alpha$, $w_{2,j} = \alpha$. For more details see [43].

**Lemma 4.** ([43]) The coefficients $w_{k,j}$ satisfy the following conditions:

$$w_{1,j} < 0, \quad w_{k,j} > 0, \quad k \neq 1,$$

$$\sum_{k=0}^{j} w_{k,j} < 0,$$

$$\sum_{k=0}^{\infty} w_{k,j} = 0.$$

**Lemma 5.**

$$C_{\alpha} D^\alpha f(x) = \frac{h^{-\alpha}}{2\Gamma(3-\alpha)} \sum_{k=0}^{j+1} w_{j+1-k,j} f(x_k) + O(\Delta x^{2-\alpha}).$$
Proof. Making use of Lemmas 1-3 and Theorem 1 the proof is straightforward. □

4. Fractional stable manifold and the Hartman-Grobman theorem. Hereunder the stable manifold and the Hartman-Grobman theorem are presented in the fractional sense.

**Definition 6.** Let $E$ be an open subset of $\mathbb{R}^m$ and let $f \in C^1(E)$. For $x_0 \in E$, let $\phi(t, x_0)$ be the solution of the initial value problem

\[
^{c}D^\alpha x(t) = f(x(t)), \quad 0 < \alpha \leq 1, \\
x(0) = x_0,
\]

defined on its maximal interval of existence $I(x_0)$. Then, for $t \in I(x_0)$, the set of mappings $\phi_t$ defined by

\[
\phi_t(x_0) = \phi(t, x_0),
\]

is called the flow of the differential equation (1) or the flow defined by the differential equation (1), $\phi_t$ is also referred to as the flow of the vector field $f(x)$.

**Definition 7.** A point $x_0 \in \mathbb{R}^m$ is called an equilibrium point or critical point of (1) if $f(x_0) = 0$. An equilibrium point $x_0$ is called a hyperbolic equilibrium point of (1) if none of the eigenvalues of the matrix $Df(x_0)$ have zero real part. The linear system (2) with the matrix $A = Df(x_0)$ is called the linearization of (1) at $x_0$.

**Theorem 2.** (The stable manifold theorem for fractional differential systems) ([39]) Let $E$ be an open subset of $\mathbb{R}^m$ containing the origin, let $f \in C^1(E)$, and let $\phi_t$ be the flow of the nonlinear system (1). Suppose that $f(0) = 0$ and that $Df(0)$ has $k$ eigenvalues with negative real part and $m - k$ eigenvalues with positive real part. Then, there exists a $k$-dimensional differentiable manifold $S$ tangent to the stable subspace $E^s$ of the linear system (2) at 0 such that for all $t \geq 0$, $\phi_t(S) \subset S$ and for all $x_0 \in S$

\[
\lim_{t \to \infty} \phi_t(x_0) = 0,
\]

and there exists an $m - k$-dimensional differentiable manifold $U$ tangent to the unstable subspace $E^u$ of (33) at 0 such that for all $t \leq 0$, $\phi_t(U) \subset U$ and for all $x_0 \in U$,

\[
\lim_{t \to -\infty} \phi_t(x_0) = 0.
\]

By the stable manifold theorem, the nonlinear (1) has stable manifold $S$ at $x_0$ to the stable subspace $E^S$ of the linearized system

\[
^{c}D^\alpha x(t) = A(x(t)), \quad 0 < \alpha \leq 1,
\]

where $A = Df(x_0)$. We remark that if $f \in C^1(E)$ and $f(0) = 0$, then, the system (1) can be written as

\[
^{c}D^\alpha x(t) = Ax(t) + F(x(t)), \quad 0 < \alpha \leq 1,
\]

where $A = Df(0)$, $F(x(t)) = f(x(t)) - Ax(t)$, $F \in C^1(E)$, $F(0) = 0$ and $DF(0) = 0$.

**Corollary 1.** Initial value problem (34) is equivalent to the following integral equation

\[
\phi_t(x_0) := x(t) = E_\alpha(t^\alpha A)x_0 + \int_0^t (t - \tau)^{\alpha - 1} E_{\alpha, \alpha}(A(t - \tau)^\alpha) F(x(\tau)).
\]
Now, consider the initial value problem (1) as follows

\[ ^cD^\alpha x(t) = f(t, x_1(t), x_2(t), \ldots, x_m(t)), \quad t \in [0, +\infty), \]

\[ x(0) = x_0, \quad x_0 \in \mathbb{R}^m, \]

where \( x = (x_1, x_2, \ldots, x_m)^T \in \mathbb{R}^m, \ f = (f_1, f_2, \ldots, f_m)^T \) and \( f_i : [0, +\infty) \times \mathbb{R}^m \to \mathbb{R}^m; i = 1, 2, \ldots, m \) are continuous at \( t \) and locally Lipschitz in \( x \).

**Definition 8.** ([10, 29]) System (1) is said to be \( \alpha \)–exponentially stable if there exist two positive constants \( M \) and \( \lambda \) such that for any two solutions \( x(t) \) and \( y(t) \) of this system with different initial values denoted by \( x_0 \) and \( y_0 \), one has

\[ \| x(t) - y(t) \| \leq M \| x_0 - y_0 \| \exp(-\lambda t^\alpha), \quad t \geq 0, \]

where \( \| . \| \) denotes the Euclidian norm.

**Lemma 6.** ([44]) (Bellman-Gronwall Inequality) Assume that function \( y(t) \) satisfies in the following form

\[ y(t) \leq \int_0^t a(\tau)y(\tau)d\tau + b(t), \]

with \( a(t) \) and \( b(t) \) being known real functions. Then

\[ y(t) \leq \int_0^t a(\tau)b(\tau)\exp[\int_\tau^t a(r)dr]d\tau + b(t). \]

**Lemma 7.** ([49]) If \( ^cD^\alpha x(t) \leq ^cD^\alpha y(t) \) where \( 0 < \alpha < 1 \) and \( x(0) = y(0) \), then \( x(t) \leq y(t) \).

**Lemma 8.** Let \( V(t) \) be a continuous function on \([0, +\infty)\) and satisfies \( ^cD^\alpha V(t) \leq \theta V(t) \) where \( 0 < \alpha < 1 \) and \( \theta \) is a constant. Then

\[ V(t) \leq V(0)\exp[\frac{\theta}{1+\alpha} t^\alpha]. \]

**Proof.** See [49]. \( \square \)

5. \( \alpha \)–exponential stability of fractional-order system. Consider the fractional system (36) as follows

\[ ^cD^\alpha x_i(t) = c_i x_i(t) + \sum_{j=1}^{m} a_{ij} f_{ij}(x_j(t)), \quad i = 1, \ldots, m, \quad 0 < \alpha < 1, \]

with the following assumptions:

(I) Functions \( f_{ij} \) are Lipschitz-continuous on \( \mathbb{R} \) with Lipschitz constants \( L_{ij} > 0 \), i.e.,

\[ |f_{ij}(u) - f_{ij}(v)| \leq L_{ij}|u - v|, \quad u, v \in \mathbb{R}. \]

(II) There exist positive constant \( \mu_i, i = 1, \ldots, m, \) such that

\[ \sum_{j=1}^{m} \frac{\mu_j}{\mu_i |c_i|} |a_{ji}|L_{ji} < 1. \]

**Theorem 3.** Assume that assumptions (I),(II) hold. Then, system (1) is \( \alpha \)–exponentially stable.
Proof. Let \( x(t) = (x_1(t), \ldots, x_m(t))^T \) and \( y(t) = (y_1(t), \ldots, y_m(t))^T \) are two solutions for system (1) with different initial values. Denoting \( e_i(t) = y_i(t) - x_i(t), i = 1, \ldots, m \), we have \( e_i(0) \neq 0 \) and

\[
^cD^\alpha e_i(t) = c_i e_i(t) + \sum_{j=1}^{m} a_{ij} (f_{ij}(y_j(t) - f_{ij}(x_j(t)))).
\]

Assume now that

\[
V(t) = \sum_{i=1}^{m} \mu_i |e_i(t)|,
\]

where \( \mu_i > 0 \). Calculating the derivative of \( V(t) \) of \( \alpha \)-order and considering (45), we get

\[
^cD^\alpha V(t) = \sum_{i=1}^{m} \mu_i ^cD^\alpha |e_i(t)| = \sum_{i=1}^{m} \mu_i sgn(e_i(t)) ^cD^\alpha(e_i(t))
\]

\[
= \sum_{i=1}^{m} \mu_i sgn(e_i(t)) \{ c_i e_i(t) + \sum_{j=1}^{m} a_{ij} (f_{ij}(y_j(t) - f_{ij}(x_j(t)))) \}
\]

\[
\leq \sum_{i=1}^{m} \mu_i \{ |c_i| |e_i(t)| + \sum_{j=1}^{m} |a_{ij}| |L_{ij}| |e_j(t)| \}
\]

\[
= \sum_{i=1}^{m} \mu_i \{ |c_i| + \sum_{j=1}^{m} \frac{\mu_j}{\mu_i} |a_{ji}| |L_{ji}| |e_i(t)| \}
\]

\[
\leq max(|c_i| + \sum_{j=1}^{m} \frac{\mu_j}{\mu_i} |a_{ji}| |L_{ji}|) V(t), \ 1 \leq i \leq m.
\]

Let

\[
\lambda = max(|c_i| + \sum_{j=1}^{m} \frac{\mu_j}{\mu_i} |a_{ji}| |L_{ji}|).
\]

Taking advantage of Lemma 3, we have

\[
V(t) \leq V(0) \exp \left[ \frac{\lambda}{\Gamma(1+\alpha)} t^\alpha \right],
\]

which means that, system (42) is \( \alpha \)-exponentially stable. \( \square \)

Theorem 4. Under the assumptions (I),(II) system (1) has a unique equilibrium point.

Proof. Let us suppose that \( \Phi(u) = (\Phi_1(u), \Phi_2(u), \ldots, \Phi_m(u))^T \) be a mapping, where \( u = (u_1, u_2, \ldots, u_m)^T \) and

\[
\Phi_i(u) = \mu_i \sum_{j=1}^{m} a_{ij} f_{ij}(\frac{u_j}{c_j \mu_j}), \ i = 1, \ldots, m.
\]

Assumption (I), for any two vectors \( u = (u_1, u_2, \ldots, u_m)^T \) and \( v = (v_1, v_2, \ldots, v_m)^T \) in \( \mathbb{R}^m \), gives

\[
|\Phi_i(u) - \Phi_i(v)| = |\mu_i \sum_{j=1}^{m} a_{ij} [f_{ij}(\frac{u_j}{c_j \mu_j}) - f_{ij}(\frac{v_j}{c_j \mu_j})]|.
\]
Finally, assumption (II) gives
\[
\sum_{i=1}^{m} |\Phi(u) - \Phi(v)| \leq \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{\mu_i}{|c_j|} |a_{ij}| |L_{ij}| |u_j - v_j| = \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{\mu_j}{\mu_i |c_i|} |a_{ji}| |L_{ji}| |u_i - v_i|< \sum_{i=1}^{m} |u_i - v_i|. \tag{49}
\]
In other words
\[
\| \Phi(u) - \Phi(v) \| < \| u - v \|. 
\]
Thus, the mapping \( \Phi : \mathbb{R}^m \to \mathbb{R}^m \) is a contraction mapping on \( \mathbb{R}^m \), and therefore there is a unique fixed point \( u^* \in \mathbb{R}^m \) such that \( \Phi(u^*) = u^* \).

**Corollary 2.** Let \( x_i^* = \frac{u_i^*}{|c_i| |\mu_i|} \); \( i = 1, \ldots, m \), \( |c_i| |\mu_i| \neq 0 \), then \( x^* \) is a unique \( \alpha \)-expansive stable equilibrium point of system (1).

**Proof.** From \( \Phi(u^*) = u^* \), we have
\[
u_i^* = \mu_i \sum_{j=1}^{m} a_{ij} f_j(x_j^*). 
\]
Consequently
\[
a_i x_i^* + \sum_{j=1}^{m} a_{ij} f_j(x_j^*) = 0, \quad i = 1, \ldots, m. 
\]
Thus, using uniqueness property of \( u^* \) it is easily verified that \( x^* \) is a unique equilibrium point of system (1). Furthermore, it follows from Theorem 3 that \( x^* \) is a unique \( \alpha \)-expansive stable equilibrium point of system (1).

Now consider the local stable set of neighborhood \( N_r(0) \) in the following form
\[
W_{loc}^s(N_r(0)) := \{ x_0 \in N_r(0) : \phi_t(x_0) \in N_r(0), \forall t \geq 0, \lim\|\phi_t(x_0)\| = 0, \text{ when } t \to \infty \}, \tag{50}
\]
where
\[
N_r(0) := x_0 \in \mathbb{R}^m : \|x_0\| < r.
\]
For the linear counterpart of the system (34),
\[
^cD^\infty x(t) = Ax(t), \quad x(0) = x_0, \tag{51}
\]
the solution is explicitly given as \( x(t) = E_\alpha(t^n A)x_0 \).

Let \( F \in C^1[\mathbb{R}^m, \mathbb{R}^m] \) and \( DF(0) = 0 \), then \( F \) is a Lipschitz continuous function with \( r > 0 \) and \( t \geq 0 \) i.e.
\[
\|F(x(t)) - F(y(t))\| \leq \epsilon_r \|x(t) - y(t)\|, \quad x, y \in C[I, \mathbb{R}^m], \tag{52}
\]
whenever \( x(t), y(t) \in N_r(0) \).
Theorem 5. For the fractional system
\[ ^cD^\alpha x(t) = Ax(t) + F(x(t)), \quad x(0) = x_0 \in \mathbb{R}^m, \quad A \in \mathbb{R}^{m \times m}, \quad 0 < \alpha < 1, \]
with origin as an hyperbolic equilibrium point, \( F \in C[U, \mathbb{R}^m] \) where \( U \) a neighborhood of origin, \( F(0) = 0, \ DF(0) = 0 \), then there exists \( r > 0 \) such that for \( N_r(0) \), origin belongs to \( W^s_{loc}(N_r(0)) \) and \( W^u_{loc}(N_r(0)) \) forms a Lipschitz continuous function over \( E^s \), where
\[
E^s = \{ x_0 \in \mathbb{R}^m : \| E(t^\alpha(t)A)x_0 \| < \epsilon, \text{ some } \epsilon > 0 \text{ and } t \geq 0 \}. \tag{54}
\]
Proof. The proof is similar to the proof of Theorem 3, in [8]. \qed

5.1. An efficient algorithm for analysing the system (42). In this section, we are purposed to solve the system (42) via a specific numerical method. For this purpose, suppose that \( x(t) \) is computed up to the stage \( n \). To calculate \( x(t) \) in stage \( n + 1 \), at the beginning, we write system (42) as follows
\[
\sum_{j=0}^{n+1} w_{j}x_{n+1-j}^{i} = c_i x_i^{n+1} + \sum_{j=1}^{m} f_{ij} x_j^{n}, \quad i = 1, 2, \cdots, m, \tag{55}
\]
or in matrix form:
\[
x^{n+1} = A^{-1}(Bx^n - C), \tag{56}
\]
where
\[
A = \text{diag}(w_{0,n+2} - c_1, \ldots, w_{0,n+2} - c_m),
B = \text{diag}(-w_{1,n+2} + f_{11}, \ldots, w_{1,n+2} + f_{mm}),
C = (\sum_{j=2}^{n+1} w_{j,n+2}x_{1}^{n+1-j}, \ldots, \sum_{j=2}^{n+1} w_{j,n+2}x_{m}^{n+1-j})^T.
\]
Therefore, a sequence of quantities of \( x \) can be computed. Consider that the coefficients \( w_{i,j} \) are already calculated.

6. Numerical simulations. We illustrate the performance of the method by means of three examples.

Example 1. Consider the nonlinear systems of fractional differential equations [39]
\[
\Lambda_1 : \begin{cases} ^cD^\alpha x_1(t) = -x_1(t) - (x_2(t))^2, \\ ^cD^\alpha x_2(t) = (x_1(t))^2 + x_2(t). \end{cases} \tag{57}
\]
Example 2. Consider the nonlinear systems of fractional differential equations [39]
\[
\Lambda_2 : \begin{cases} ^cD^\alpha x_1(t) = -x_1(t), \\ ^cD^\alpha x_2(t) = (x_1(t))^2 - 2x_2(t), \\ ^cD^\alpha x_3(t) = (x_1(t))^3 + x_3(t). \end{cases} \tag{58}
\]
We solve the system (57) and (58) for \( \alpha = 0.3, \alpha = 0.7, h = 0.1 \) and \( \alpha = 0.2, \alpha = 0.9, h = 0.1 \), respectively. In addition, Tables 1-4 report the obtained results for our method (OM) and the absolute errors (AE) for different values of \( t \) and \( \alpha \). Also, Figures 1-10 show the approximations obtained for different values of \( x_1, x_2 \) and \( x_3 \).

Example 3. Consider the following initial value problem [8]
\[
\Lambda_3 : ^cD^\alpha x(t) = Ax(t) + F(x(t)), \tag{59}
\]
Figure 1. Comparison of $x_1$ for different values of $t$ in Example 1 and corresponding to results obtained by Ref. [39] for $\alpha = 0.3$.

Figure 2. Comparison of $x_2$ for different values of $t$ in Example 1 and corresponding to results obtained by Ref. [39] for $\alpha = 0.3$.

Figure 3. Comparison of $x_1$ for different values of $t$ in Example 1 and corresponding to results obtained by Ref. [39] for $\alpha = 0.7$.

Figure 4. Comparison of $x_2$ for different values of $t$ in Example 1 and corresponding to results obtained by Ref. [39] for $\alpha = 0.7$. 
Table 1. Numerical results of Example 1 for different values of $t$ and $\alpha = 0.3$ and $h = 0.1$

| $t$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ |
|-----|-----------|-------------|-------------|-----------|-------------|-------------|
| 0.3 | 0.00824   | 0.00835     | 0.00010     | -0.00002  | -0.00003    | 0.00000     |
| 0.6 | 0.00744   | 0.00753     | 0.00009     | -0.00002  | -0.00005    | 0.00003     |
| 0.9 | 0.00697   | 0.00705     | 0.00008     | -0.00002  | -0.00008    | 0.00006     |
| 1.2 | 0.00663   | 0.00676     | 0.00012     | -0.00002  | -0.00012    | 0.00009     |
| 1.5 | 0.00638   | 0.00655     | 0.00017     | -0.00001  | -0.00017    | 0.00015     |
| 1.8 | 0.00617   | 0.00637     | 0.00020     | -0.00001  | -0.00024    | 0.00022     |
| 2   | 0.00605   | 0.00627     | 0.00021     | -0.00001  | -0.00030    | -0.00028    |

Table 2. Numerical results of Example 1 for different values of $t$ and $\alpha = 0.7$ and $h = 0.1$

| $t$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ |
|-----|-----------|-------------|-------------|-----------|-------------|-------------|
| 0.3 | 0.03226   | 0.03276     | 0.00049     | -0.00037  | -0.00029    | 0.00007     |
| 0.6 | 0.02539   | 0.02596     | 0.00056     | -0.00025  | -0.00014    | 0.00011     |
| 0.9 | 0.02109   | 0.02170     | 0.00060     | -0.00019  | -0.00007    | 0.00011     |
| 1.2 | 0.01808   | 0.01884     | 0.00076     | -0.00015  | -0.00004    | 0.00011     |
| 1.5 | 0.01584   | 0.01683     | 0.00098     | -0.00013  | -0.00003    | 0.00010     |
| 1.8 | 0.01411   | 0.01523     | 0.00111     | -0.00011  | -0.00002    | 0.00008     |
| 2   | 0.01315   | 0.01432     | 0.00116     | -0.00010  | -0.00002    | 0.00007     |

Figure 5. Comparison of $x_1$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.2$.

Table 3. Numerical results of Example 2 for different values of $t$ and $\alpha = 0.2$ and $h = 0.1$

| $t$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ | Ref. [39] | $\text{OM}$ | $\text{AE}$ |
|-----|-----------|-------------|-------------|-----------|-------------|-------------|-----------|-------------|-------------|-----------|-------------|-------------|
| 0.3 | 0.01064   | 0.01075     | 0.00111     | 0.01092   | 0.01101     | 0.0009     | 0.00000   | 0.00000     | 0.0000     |
| 0.6 | 0.00994   | 0.01003     | 0.0009     | 0.00997   | 0.00998     | 0.00001    | 0.00000   | 0.00000     | 0.0000     |
| 0.9 | 0.00952   | 0.00960     | 0.0007     | 0.00943   | 0.00941     | 0.00002    | 0.00000   | 0.00000     | 0.0000     |
| 1.2 | 0.00923   | 0.00935     | 0.00012    | 0.00907   | 0.00907     | 0.00000    | 0.00000   | 0.00000     | 0.0000     |
| 1.5 | 0.00901   | 0.00917     | 0.00016    | 0.00879   | 0.00880     | 0.00001    | 0.00000   | 0.00000     | 0.0000     |
| 1.8 | 0.00882   | 0.00901     | 0.00018    | 0.00856   | 0.00859     | 0.00002    | 0.00000   | 0.00000     | 0.0000     |
| 2   | 0.00872   | 0.00891     | 0.00019    | 0.00843   | 0.00846     | 0.00002    | 0.00000   | -0.00001    | 0.00001    |
Figure 6. Comparison of $x_2$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.2$.

Figure 7. Comparison of $x_3$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.2$.

Figure 8. Comparison of $x_1$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.9$.

Figure 9. Comparison of $x_2$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.9$. 
Our method
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Figure 10. Comparison of $x_3$ for different values of $t$ in Example 2 and corresponding to results obtained by Ref. [39] for $\alpha = 0.9$.

Table 4. Numerical results of Example 2 for different values of $t$ and $\alpha = 0.9$ and $h = 0.1$

| $t$ | $x_3$ Ref. [39] | OM | AE | $x_3$ Ref. [39] | OM | AE |
|-----|----------------|----|----|----------------|----|----|
| 0.3 | 0.01416        | 0.01414 | 0.00018 | 0.00515 | 0.00513 | 0.00020 | 0.00000 | 0.00000 | 0.00000 |
| 0.6 | 0.01062        | 0.01090 | 0.00028 | 0.00305 | 0.00327 | 0.00021 | 0.00000 | 0.00000 | 0.00000 |
| 0.9 | 0.00817        | 0.00849 | 0.00031 | 0.00211 | 0.00211 | 0.00016 | 0.00000 | 0.00000 | 0.00000 |
| 1.2 | 0.00640        | 0.00675 | 0.00034 | 0.00144 | 0.00144 | 0.00012 | 0.00000 | 0.00000 | 0.00000 |
| 1.5 | 0.00511        | 0.00547 | 0.00036 | 0.00104 | 0.00104 | 0.00008 | 0.00000 | 0.00000 | 0.00000 |
| 1.8 | 0.00443        | 0.00450 | 0.00037 | 0.00078 | 0.00078 | 0.00006 | 0.00000 | 0.00000 | 0.00000 |
| 2   | 0.00362        | 0.00398 | 0.00036 | 0.00066 | 0.00066 | 0.00004 | 0.00000 | 0.00000 | 0.00000 |

where

$$x(0) = x_0 = \begin{pmatrix} \sigma_1 \\ \sigma_2 \\ \sigma_3 \end{pmatrix}, \quad x(t) = \begin{pmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{pmatrix}$$ (60)

and

$$F(x(t)) = \begin{pmatrix} 0 \\ (x_1(t))^2 \\ 3(x_1(t))^2 \end{pmatrix}, \quad A = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 2 & 1 \\ 0 & 0 & 2 \end{pmatrix}$$ (61)

For sufficiently small neighborhood of origin and $t = 0$, $\sigma_1 = 0.001$ and by the same manipulation as Section 3, system (59) is analyzed. In addition, Table 5 reports the obtained results for our method and the absolute errors for different values of $t$ and $\alpha = 0.7$ and $h = 0.1$. Also, comparison of $x_i$, $i = 1, 2, 3$ for different values of $t$ and corresponding results obtained by [8] are presented in Figures 11-13. Furthermore, based on the assumptions of [8], the projection $\sigma_3$ versus $\sigma_1$ and $\sigma_2$ versus $\sigma_1$ of local stable manifold for $\alpha = 0.2, 0.5, 0.7, 1$ are presented in Figures 14-16. From the obtained results we make the following observations:

- The stable manifold is smooth in the neighborhood of the origin.
- Results are in a high agreement with those obtained in [8].
Table 5. Numerical results of Example 3 for different values of $t$ and $\alpha = 0.7$ and $h = 0.1$

| $t$  | $x_1$ Ref. [8] | $x_1$ OMT | AE   | $x_2$ Ref. [8] | $x_2$ OMT | AE   |
|------|----------------|-------------|------|----------------|-------------|------|
| 0.3  | 0.00064        | 0.00065     | 0.0000 | 0.00000        | 0.00000     | 0.0000 |
| 0.6  | 0.00051        | 0.00052     | 0.0000 | 0.00000        | 0.00000     | 0.0000 |
| 0.9  | 0.00042        | 0.00043     | 0.0000 | 0.00000        | 0.00000     | 0.0000 |
| 1.2  | 0.00036        | 0.00037     | 0.0000 | 0.00001        | 0.00001     | 0.0000 |
| 1.5  | 0.00031        | 0.00033     | 0.0000 | 0.00002        | 0.00003     | 0.0000 |
| 1.8  | 0.00028        | 0.00030     | 0.0000 | 0.00005        | 0.00009     | 0.0000 |
| 2    | 0.00026        | 0.00028     | 0.0000 | 0.00009        | 0.00016     | 0.0000 |

Figure 11. Comparison of $x_1$ for different values of $t$ in Example 3 and corresponding to results obtained by Ref. [8] for $\alpha = 0.7$ and $h = 0.1$.

Figure 12. Comparison of $x_2$ for different values of $t$ in Example 3 and corresponding to results obtained by Ref. [8] for $\alpha = 0.7$ and $h = 0.1$.

7. Concluding remarks. The fundamental goal of this study has been to approximate the local stable manifold near a hyperbolic equilibrium point for a nonlinear system of fractional differential equations. The goal has been achieved by using an implicit finite difference method based on the modified trapezoidal quadrature rule, backward Euler differences and non-standard central approximations. The solution existence, uniqueness and stability of our proposed method thoroughly investigated. Numerical examples has been presented to determine the efficiency and simplicity of our method for finding approximate solutions for the stable manifold of these systems. The appropriate tables and figures were presented and showed that our
modern numerical technique is very effective. Furthermore, the comparison of the results with other works, such as [30] show that in the new scheme procedure of construction the homeomorphism for fractional Hartman-Grobman theorem were not required and it has fewer and much forceful computation operations than the other methods. Notice that if a manifold is specified by a constraint equation $y \in \mathbb{R}^{n-k}$, and the dynamics given by

$$\begin{align*}
^cD^\alpha x &= f(x, y), \\
^cD^\alpha y &= h(x, y), \quad \alpha \in \mathbb{R},
\end{align*}$$

(62)

a new investigation can be appeared as invariant manifolds, which is still open. And finally, the present paper is only an introduction to the topic, and there remains further research to explore the topic. We point out that the corresponding analytical and numerical solutions were obtained using Mathematica.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Comparison of $x_3$ for different values of $t$ in Example 3 and corresponding to results obtained by Ref. [8] for $\alpha = 0.7$ and $h = 0.1$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure14.png}
\caption{Projection $\sigma_3$ versus $\sigma_1$ for different values of $\alpha$ in Example 3.}
\end{figure}
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Figure 15. Projection $\sigma_2$ versus $\sigma_1$ for different values of $\alpha$ in Example 3.

Figure 16. Projection local stable manifold for different values of $\alpha$ in Example 3.
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