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Abstract: The main purpose of this research is to study the predictive power of behavioural life profile models for mortgages using machine learning techniques and emerging languages from the same data sets. Based on the results, banks can determine whether the predictive power of the model can be improved regarding estimates of probability of redemption, and probability of internal transfer beyond traditional techniques. Model training will take place using algorithms based on machine learning such as: random forests, extreme gradient, boosting, light gradient boosting, Adaboost, and ExtraTrees. To perform simulations on fast learning and permit testing of hypotheses, the IBM cloud environment and the Watson proven analytical environment will be used, in order to maximize the value derived from the investment and determine the decision on the implementation and modelling strategy for business disciplines. Therefore, these factors could provide a solid basis for the sustainable development of the mortgage market, and the approach in this research is a starting point for identifying the best decisions taken by banking institutions to contribute to the sustainable development of mortgage lending.
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1. Introduction

In general, the concept of sustainable development encompasses economic, social, and environmental considerations that can evolve in interdependence, supporting each other. Romania’s national economy can be seen as a complex, adaptive cybernetic system, because several properties of this system can be identified, such as connectivity, interdependence, emergence, coevolution, feedback, etc.

Romania’s specific development needs and ensuring policy compatibility between economic, social and environmental issues with the main strand of development within the EU requires active and responsible involvement of central and local public institutions, of the private sector, professional associations, social partners and civil society in maintaining a business environment favourable to domestic and foreign capital investments intended for the modernization and sustainable development of the country.

According to the National Strategy for the Sustainable Development of Romania Horizons 2013–2020–2030, developed by the Romanian Government in collaboration with the Ministry of Environment and Sustainable Development [1,2], supporting the development of the real estate market and mortgage credit is a sustainable development strategy in Romania, so the bank plays an important role in the process of granting mortgages to support the sustainable development strategy. The way in which the bank ensures the mortgage lending process directly influences the proposed strategy because the application of an efficient credit risk management on the mortgage lending process impacts the demand and supply on the market.
Thus, this paper analyses mortgage behavioural life profile models, using machine learning techniques in order to identify whether machine learning techniques can contribute to better models than traditional techniques, so as to maintain a balance between the demand and supply of mortgages. This balance ensures both stability in the national economic environment and contributes to the sustainable development of the country.

Artificial intelligence, or AI, is human information exposed by machines. Artificial intelligence has an impact on the cognitive abilities of a machine. Early AI systems used model matching systems and expert systems.

Artificial intelligence (AI) or machine intelligence (MI) is a field of study that aims to provide cognitive powers to computers to program them to learn and solve various problems. Machine learning (ML) is a branch of AI, an approach to achieving artificial intelligence, which helps computer programs, based on input data, to get out of the system, thus provided that they have the ability to solve data-based problems.

The idea behind machine learning (ML) is that the machine can learn without human intervention, it must find a way to learn how to solve a task, knowing the input data.

The role of banking institutions is very important because they have the role of mobilizing the financial resources of the actors of an economic market (individuals or legal entities) and directing them towards viable, economic areas for the sustainable development of their systems and their support. A bank is an economic agent that grants loans and receives in deposit money deposits from other economic agents and from the population. Such a definition is necessary in order to be able to distinguish the bank from other financial intermediaries, because the prudential rules in the case of banks are much stricter. The definition insists on the traditional central activities within the commercial banks and in our research, we will insist on the activity of granting loans.

In an economy in which there are more and more episodes of turbulence or even chaos, commercial banks must be pillars of stability and restore macroeconomic balance. However, the purposes of commercial banks are only indirectly related to such objectives because they, like any market economy system, act in order to make a profit, and their operation must be seen especially from this perspective.

In studying and analysing any behaviour of a national or global economic system, the bank may be the most sensitive institution with a significant impact on the entire system. The 2007–2009 financial crisis is an eloquent example of how the interconnection between financial institutions can pose a systemic risk to the entire financial system with an impact on the global economy. When a highly interconnected institution is affected by a negative impact event, such as Lehman Brothers, its counterparties may also experience losses and limited access to liquidity [3].

The effects of the crisis have been felt globally. At the level of the Romanian economy, the event generated a chaotic policy of human resources management, the excessive increase of income taxes, the government’s hesitation regarding the oversized public sector. These were just a few of the effects of the crisis [4].

The main traditional activity of banking institutions is lending. At the same time, credit management and the correct management of risks in this field are another challenge for great specialists. Banking is becoming more and more complex, and that should make us think: do we know everything we need to know about banks and their business? Is it enough to be guided by the bank’s staff to make a decision? Could knowing the mechanism of the functioning of this institution provide us with more than just useless information? Do we have enough methods to prevent potential systemic shocks with contagion that can cause economic crises [5]?

Lending institutions offer a wide range of such products as unsecured personal loans, credit card, overdraft and mortgages. The latter category is an important class in any bank’s portfolio because large volumes are granted in the long run and economic, political, social, and environmental events are just a few factors that can disrupt the stability of the banking system and the life cycle of the mortgage.
In a modern economy, the financial sector plays an important role due to the financial intermediation, respectively the channelling of funds from depositors to investors, which it provides. A solid and efficient financial sector encourages the accumulation of savings and allows their allocation to the most productive investments, thus supporting through innovation the economic growth. In Europe, the main financial intermediaries are banks. Bank loans are also used to finance the needs of households, in particular to alleviate the vulnerability over time of their customers’ consumption pattern and help them invest in real estate [6].

An excessive increase in loans for home purchase could cause speculative price bubbles in the real estate market. The subsequent explosion of such a bubble can be very destabilizing for the financial sector and for the economy as a whole [7].

The rest of this paper is organized as follows. In Section 2, we review the preceding literature on the machine learning techniques used in developing the life cycle of the mortgage. Section 3 explains the loans portfolio in Romanian banking institutions and some mortgage loan characteristics. Moreover, we describe the banking subsystem of credit management as cybernetics systems. Section 4 describes the machine learning techniques which we used in the case study. In Section 5, we validated each machine learning technique to see which of them offers the best results in terms of the model accuracy and performance. Finally, we offer conclusions and implications.

2. The Stage of the Knowledge in the Field

2.1. Literature Review

In Romania, there is no research to compare the evaluation of models based on machine learning with traditional models. In the context of sustainable development, this paper is a starting point for boosting banks in the use of machine learning techniques, but also the promotion of digitization. Digitization has become a necessity to keep up with evolution, it has expanded to the global economy, which makes the “digital” artefact change the environment in which we work, trade, collaborate, and control the workforce, institutions and markets throughout the world. Gradually, digitization methods will develop as they evolve and change, accompanied by an understanding of the societal implications of change generated by the growth of the digital phenomenon and the cyberization of the economy. Various studies show the competitive results of machine learning techniques when compared with logistic regression, which is traditionally used in credit scoring classification analysis.

Maisa Cardoso Aniceto, Flavio Barboza, and Herbert Kimura in the article “Machine learning predictivity applied to consumer creditworthiness” state that credit risk assessment has a significant role for banking institutions, especially default prediction is one of the most challenging activities of banking specialists for efficient credit risk management. The authors analyse in their study the appropriate use of loan classification models using machine learning techniques. They use support vector machine, decision trees, AdaBoost, and random forest models to compare their predictive accuracy with traditional models based on logistic regression. The authors concluded that the best method, given the performance of AUC-based metrics, was this AdaBoost technique, followed by random forest [8].

Another paper that compares the predictive power of credit scoring models based on machine learning techniques with traditional models is “How do machine learning and non-traditional data affect credit scoring? New evidence from a Chinese fintech firm”, elaborated by Leonardo Gambacorta, Yiping Huang, Han Qiu, and Jingyi Wang. The authors perform the analysis on a top fintech company in China for a period of five months in 2017 in which they test the performance of various default and loss prediction models. The analysis performed both in normal periods and when the economy is subject to shock, such as regulatory changes in China’s shadow banking policy that have led to declining lending and deteriorating lending conditions. They found that, when using...
machine learning techniques, the power of prediction is much better than in traditional cases because they are better able to predict losses and default in the presence of a shock that can unbalance the banking system and even the country's economy [9].

Aseem Mital and Dr. Atul Varshneya [10] are of the opinion that it is obvious that artificial intelligence and machine learning constitute the future of consumer loans. They believe that machine learning is an efficient and effective solution as credit processing and monitoring of fintech activities are undertaken by machines.

Santiago Carbo-Valverde, Pedro Cuadros-Solas, Francisco Rodríguez-Fernández present another very important aspect: the concept of bank digitization. They analyse in their research how machine learning techniques help to design effective strategies that allow the rapid transition to the digital context [11].

Peter Martey Addo, Dominique Guegan, and Bertrand Hassani analysed in their paper [12] that due to advanced technology in the context of an era of large data volumes, banks need to adapt and redevelop their business models. A key element, in their opinion, is the activity of credit risk prediction, together with the efficient monitoring and processing of loans. They use ML techniques to predict the probability of defaulting on the loan. The conclusion of the research was that tree-based models are much more stable than models based on multilayer artificial neural networks and that this requires more analysis and the answer to more questions related to the intensive use of deep learning systems.

In “Deep Learning for Mortgage Risk” [13], the authors develop a deep-learning model of mortgage risk to analyse the performance of more than 120 million mortgages in the United States. The authors believe that the findings made by them in the research have important implications for the mortgage guarantee security investors, rating agencies and homeowners.

An interesting analysis is made by Yang Yu et al. [14] which shows the usefulness of machine learning techniques in a less researched field. This also supports the main idea of this article, that any economic unit, whether we are talking about the company or the bank must use machine learning techniques and artificial intelligence to adapt to the environment and to perform.

The literature shows the use of ML techniques to improve the accuracy of prediction of mortgage models. Most of them chose 3–4 ML techniques to conduct the research. Taking into account the research gap in Romania related to the subject of the paper, we will test eight ML techniques to reconstruct the life profile model of mortgage behaviour in order to show that the results in terms of accuracy are much better.

2.2. Overview of the Proposed Techniques

In recent years, machine learning (ML) and, in particular, its deep learning (DL) subcomponent, have made impressive progress. The techniques developed in these two fields are now able to analyse and learn from huge amounts of real-world examples in a different format. Although the number of machine learning algorithms is expanding and growing, their implementations through frameworks and libraries are also expanding and growing. Software development in this area is rapid with a large number of open-source software from academia, industry, start-ups or wider open-source communities [15].

Data mining (DM) is the main stage in the process of discovering knowledge that seeks to extract interesting and potentially useful information from data. Although during this work, the term “data mining” is primarily aimed at large-scale data mining, many techniques that work well for large-scale data sets can also be effectively applied to large-scale data mining. smaller data. Data mining can serve as a foundation for artificial intelligence and machine learning. Many techniques in this direction can be grouped in one of the following fields [16]:

AI is any technique that aims to allow computers to mimic human behaviour, including machine learning, natural language processing (NLP), language synthesis, computer vision, robotics, sensor analysis, optimization, and simulation.
Machine learning (ML) is a subset of AI techniques that allows computer systems to learn from previous experience (i.e., data observations) and improve their behaviour for a particular task. ML techniques include support vector machines (SVM), decision trees, Bayes learning, k-means clustering, association rules, regression, neural networks, and more.

Neural networks or artificial NNs are a subset of ML techniques, which are inspired by the biological neuron. These are usually described as a lot of interconnected units, called artificial neurons, organized in layers [15,17].

According to Yang Yu et al., they conducted a research that has as main objective the investigation of how different computational tools are used compared to the models proposed by ML and the traditional, empirical ones. They believe that, compared to empirical models, ML methods have superior advantages in modelling the complexity of a subject in attention because they take into account several variables and their behaviour in the model, always testing the accuracy of model evaluation between the current situation and the predicted situation.

The topicality of this article is that in Romania the realisation and testing of credit models is based on the traditional approach. Considering the fact that we meet everywhere Artificial Intelligence, living in an era of large volume of data and information, AI transforming business analysis, the health sector or banking sector. Compared to traditional methods, machine learning involves learning algorithms based on previous experiences. Due to these situations, the implications of economic cybernetics and machine learning must develop exponentially in order to keep pace with evolution and adaptation to the current economic context. Another aspect that we approach in this paper is used to adjust the hyper parameters in machine learning algorithms in order to build models as efficiently as possible.

3. Loan Portfolio in Romanian Banking Institutions

The bank is seen as an eloquent example of a complex adaptive system because all the properties of this system are found, some in a more blurred form, others more obvious. Connectivity and interdependence with other systems in the economy are supported by the fact that commercial banks would have no economic reason if they were not connected through cash flows, but also information, with other types of economic systems, such as companies or other banks. The commercial banking system co-evolves in the economic environment with the other complex adaptive systems, this coevolution being characterized by the existence of a fitness landscape that each bank goes through, a landscape that changes under the influence of laws and regulations on banks, but also under the influence of economic performance, environmental agents [18].

One of the important subsystems of a bank is that of credit management, being also one of the activities on which the bank relies to generate profit. Between the credit management subsystem and the credit market, feedback loops are created which are formed as follows: on the credit market there are credit requests sent to the credit management subsystem, and this provides the required credits. On the other hand, the interest paid or the amounts repaid are returned to the bank from the credit market. It is obvious that there is a direct, strong link between the volume of loans granted and the interest rate, because the higher the volume of loans, the higher the interest paid. The structure of the loan portfolios offered by the Commercial Banks in Romania is given in Figure 1. The largest loan volumes are generated by secured loans. This article focuses on Mortgage Credit.
3.1. Mortgage Loan Characteristics

The prepayment and credit performance of each mortgage-backed securities (MBS) are collectively determined by the features presented below. The characteristics of a loan can collectively determine both its performance and the way in which the advance payment can be made. The following table (Table 1) describes the most important features of a mortgage loan.

| Characteristics     | Description of the Characteristics                                      |
|---------------------|--------------------------------------------------------------------------|
| LL                  | Loan limit                                                               |
| FC                  | Fico Scores                                                              |
| LTV                 | Loan to value                                                            |
| CLTV                | Combined loan to value                                                  |
| DTI                 | Debt to income                                                           |
| Company type        | Company with private entrepreneur/foreign capital or public institution or both |
| Exp                 | Exposure                                                                 |
| FD                  | Full documentation                                                       |
| LP                  | Loan Purpose                                                             |
| IR                  | Interest Rate                                                            |

In Romania, the minimum amount contracted for a mortgage loan is 45,000 Ron and the maximum amount you can obtain is up to 85% of the value of the investment, for a maximum term of 30 years. The loan limit is established depending on the income that a debtor has at the time he applies for the loan and the existing degree of indebtedness.
In the last decade, credit scores are being used more and more by the financial industry. This has become an important factor that is analysed as part of mortgage assessments. The credit score is a quantitative measure of probability derived empirically that a borrower will repay a debt. Credit scores are generated from models that have been developed from statistical studies of historical data and used as input from the borrower’s credit history. FICO scores are tabulated by an independent credit bureau, using a model created by Fair Isaac Corporation (FICO). These scores range from 350 to 900, with higher values scores that indicate a lower risk [15].

Loan to value (LTV) represents the level of advance that a debtor needs to access the requested loan, i.e., it represents the percentage of the value of the property that is borrowed as a mortgage. The most important factor that determines the performance of a loan is the combined loan to value (CLTV) ratio, according to Laurie S. Goodman et al. [13]. When a customer already has a mortgage on a property and requested another property, the CLTV ratio is used. This represents the sum between the first mortgage elements and the second one divided at the housing level.

The DTI (debt to income) ratio is an indicator used by the bank in the lending process to analyse what is reported between the client’s income before eliminating income taxes and other deductions compared to the debts he has. More specifically, it is the percentage of a customer’s gross monthly income that is taken into account for the payment of the debts of a loan [17]. In the lending process, banks analyse several variables that make up the scorecard model. The classification of companies (client’s employer) enters the structure of the scorecard model and the variable type of company classifies companies according to private capital, foreign or public institutions. Depending on the national or international regulations to which the banks are subject, they have a maximum degree of exposure per customer for each type of loan granted from the bank’s portfolio. This is measured by the exposure indicator [18,19].

Another important aspect that the bank analyses in the pre-lending stage is the correct identification of the credit client’s need (loan purpose). Thus, depending on this need, several types of loans can be recommended, such as: mortgage, real estate, Prima Casa (First House), personal loans, credit card or overdraft. Depending on the loan requested by the client, an interest rate is established which is composed of a fixed margin regulated by the National Bank of Romania (for Romanian banks) and the variable or fixed margin of the creditor bank. The whole lending process is followed by a complex set of documentation consisting of documents issued by the bank such as credit agreement, credit application form or credit application, or other documents provided by the client at the request of the bank, depending on the purpose of the loan, such as income supporting documents, cadastral documentation, sale-purchase contract, etc. Depending on the correctness and completeness of the documentation (full documentation), the credit can be granted or not [20,21].

3.2. The Cybernetics Banking Subsystem of Credit Management

Cybernetics is the science of communication and control that studies the adaptation of complex systems to complex environments (systems). The object of study of current cybernetics is the complex adaptive system. In its evolution as a science, cybernetics has undergone transformations that have led to the need to talk about first-order cybernetics, then about second-order cybernetics and, after 2000, about third-order cybernetics [22,23].

Cybernetics as an interdisciplinary science was formed before the 1948s when several prominent personalities in the forerunners of cybernetics approached this concept in various fields. Here, we mention some notable personalities such as René Descartes, Henry Poincare, Stefan Odobleja, and Andre Marie Ampere. The founders of cybernetics are considered Norbert Wiener, Warren McCulloch & Walter Pitts, and Gregory Bateson when they highlighted cybernetics as the science of communication and control in 1948. Later, Ross Ashby, John von Neumann, Stafford Beer, Ilya Prigogine, and other prominent personalities highlighted the importance of fundamental understanding of the science of
cybernetics, personalities considered pioneers of cybernetics. Currently, we are studying
third order cybernetics and the sciences of complexity and here we mention some important
personalities such as Stuart Kauffman, Stephan Wolfram, and Stuart Umpleby [22–24].

The object of study of current cybernetics is the complex adaptive system. Complex
adaptive systems are made up of many independent agents competing on resources, where
all agents have different strategies, adaptability and are naturally subject to selective
pressures. These systems are evolutionary, self-organized, and decentralized. The fiercer
the competition, the higher the rate of experimentation, birth, and death, and the higher
the capacity for mutation and adaptation of individual agents, the greater the resistance,
anti-fragility, and impact of the overall system. What works well spreads, what doesn’t
work well dissolves [25,26].

Complex adaptive systems are found all around us, and the science of complexity
confirms that the vast majority of real systems are complex. Natural ecosystems, e.g., the
atmospheric system, road traffic, social organizations, terrorist groups, markets, etc. are
complex adaptive systems.

The economy, seen as a complex adaptive system, has a structure consisting of a
multitude of distinct cybernetics systems, ranging from enterprise to the global economy
system. The bank is an example of a complex adaptive system. A bank is an economic agent
that grants loans and receives in deposit money deposits from other economic agents and
from the population. The existence of commercial banks is justified by the role they play in
the process of allocating resources, more precisely in the allocation of capital. Analysing the
bank as a complex adaptive system, it can be seen that all the properties of these systems
are found, some in more obvious forms, others more blurred. This shows us that important
economic systems, regardless of their nature and functions, fall into the category of complex
adaptive systems, the economy itself as a whole representing such a system [27].

In general, the subsystems of a commercial bank can be classified into five components
(according to Figure 2): credit management, deposits, risks, the funds insurance subsystem
and the treasury subsystem. One of the most important cyber subsystems of the commercial
bank is the credit management subsystem. In essence, the credit management subsystem
represents the interface between the commercial bank and the credit market. It receives
credit applications from companies and households, analyses them and, in accordance with
the bank’s rules, approves them. Through this subsystem, the approved credits are sent
to companies and households, following, afterwards, the collection of interests and rates
related to the granted credits. This subsystem continuously sends to the risk management
subsystem information on credit applications and receives from its information on credit
risk. Moreover, the requests regarding the monetary funds necessary to cover the granted
credits are sent to the subsystem of the bank’s treasury, which, following these requests,
provides the necessary funds for granting the credits.

It is observed at the level of this subsystem the formation of a double feedback loop
between it and the credit market. Thus, credit applications are followed by the granting of
loans, obviously at a lower volume than the applications addressed to the bank, with some
of the applications being rejected due to the banking risks involved.
4. Materials and Methods

An important part of machine learning is given by the concept of classification because it offers a complex view of the groups of classes that belong to certain observations. The ability to accurately classify certain observations is a valuable analysis for many business applications, not just for banks. Logistic regression, the naive Bayesian classifier, or decision trees are just a few algorithms that can be used in this regard. According to the literature, in the hierarchy of classifiers there is also a random forest classifier [28–30].

In this case study, the following machine learning techniques will be used:

- Random forests.
- Extreme gradient.
- Boosting light gradient.
- Boosting Adaboost.
- ExtraTrees.

Subsequently, three more models will be tested to analyse their performance and to decide which techniques bring a higher informational value in terms of performance:

- Logistic regression.
- Naïve Bayes.
- K-Nearest neighbours.

Machine learning (ML) continues to grow in importance for many organizations in almost all fields. Examples of applications of machine learning in practice can be given:

- determining the probability of a patient returning to the hospital within one month of discharge;
- segmenting the customers of a supermarket according to common attributes or buying behaviour;
- the prediction for a certain marketing campaign of the redemption rate of a coupon;
- the prediction of the purchasing power of the clients, at the level of an organization, in order to allow the performance of preventive interventions.

Artificial intelligence (AI) is human information exposed by machines. Artificial intelligence impacts the cognitive abilities of a car. Early AI systems used model matching.
systems and expert systems. Artificial intelligence (AI) or machine intelligence (MI) is a field of study that aims to provide cognitive powers to computers to program them to learn and solve various problems [28].

Machine learning (ML) is a branch of AI, an approach to achieving artificial intelligence, which helps computers program, based on input data, to get out of the system, thus providing AI ability to solve data-based problems. The idea behind machine learning (ML) is that the machine can learn without human intervention, it must find a way to learn how to solve a task, knowing the input data. Assuming the case of constructing a program that recognizes objects, in order to train a model, a classifier will be used that uses the characteristics of an object to try to identify the class to which it belongs [29].

Building a classifier involves in the initial phase the choice of an architecture that seems to be accepted for the beginning (depending on the data, the experience of the person dealing with this task, etc.), and its structure will be adjusted with the stages that will be covered in substantiating the classifier. The four objects are the classes (labels) that the classifier must recognize. To build/substantiate a classifier, input data and a label are required. The algorithm will take this input data, train/train them, find a model, a model that will be tested, and if the model is valid, it will be able to make predictions (it will classify each date exposed at the model input, in the corresponding class) for any other future entry date. This task is called supervised/supervised learning. In supervised learning, training data that are fed to the algorithm include a label.

To train an algorithm it is necessary to follow some standard steps:

• data collection and cleaning, elimination of outliers, normalization/standardization of data, completion of certain missing data from the series (by estimates, etc.);
• training/instruction of the classifier;
• making predictions.

The first step is necessary, as the quality of choosing the right data depends on whether the algorithm is successful or a failure. The goal is to use this training data to classify the type of object.

• The first step is to create feature columns.
• The second step involves choosing an algorithm for forming the model.
• Once the training is completed, the model will predict which class corresponds to the object exposed at the entrance.

After that, it is easy to use the model to predict new scenarios, ML techniques being extremely useful due to their high predictive accuracy [29,30]. For each new scenario that is introduced in the model, the machine will predict the class to which the object belongs.

The random forest technique consists of analysing a large number of individual decision trees that function as a whole. Each individual tree in the random forest spits out a class prediction and the class with the most votes become our model’s prediction [31,32]. The fundamental concept behind the method is quite strong and it works quite well because a large number of uncorrelated retractive models that work as a whole surpass any individual model [33,34].

Breiman [35] is considered to have brought the random forest method to the fore when he described the technique in his 2001 research. However, the decision tree-based methodology has been formalized since 1963, when Morgan and Sonquist [36] proposed such an intuitive approach using the decision tree on an input data set consisting of a collection of samples.

The key concept from which this method starts is the low correlation between the models. For example, there may be low correlations between stocks and bonds when deciding to invest in one of them. Unrelated models produce overall predictions that are more effective than individual predictions because the technique brings together several trees and the probability that one of them is wrong is blurred by the other trees that would validate correctly.
The notion of Gradient refers concretely to the partial derivative of the cost function, or of the objective function. The ML boosting technique denotes an iterative technique that supports the adjustment of the weight given to an observation for prediction, based on the last classification made. Extreme gradient boosting, or XGBoosting is a relatively new and improved form of Gradient Descent, and also highly valued and effective in vast areas of specialization. It can be used to solve regression, classification and ranking problems, and usually problems involving decision trees.

Gradient Boosting is an ML method, written in C++ and patented in 2014, which designs new models that combine to result in the final model/prediction, with minimal objective function, and with the particularity that they know the degree of error or values residuals of the latter models. Unlike GB, XGBoosting has a much shorter training time and, therefore, a much higher performance in terms of computational resources. This is due to the stricter formalization of the model to reduce the risk of overfitting [33–35].

The boosting light gradient machine is a package of open-source algorithms patented in 2016 by Microsoft, and like the original GB, is based on decision trees to solve classification problems, ranking, and other ML tasks.

This technique shares many of the advantages offered by XGBoost, including the regularization of the mathematical model (as we pointed out above), which offers a much improved speed when running, driving data in parallel on Windows and Linux, multiple objective functions, the process of bagging and early stopping. Bagging aims to reduce the prediction variance by continuously generating new training data from the original data set, using combinations and repetitions. The concept of early stopping can be deduced from its own name and refers to the early stopping of the training process, especially in neural networks, but also in other techniques. This temporary or early termination will always occur before overfit complications and will improve the generalization process later.

At the opposite pole, or at the level of major differences between the two techniques, is the constitution of the trees, or their gradual construction and the manner in which it is made. Boosting light gradient does not increment each observation on each row in the tree but chooses to represent the next leaf in the tree that will help the most to decrease the objective function. Moreover, the technique of the learning stage differs significantly, making it “lighter” in terms of memory allocation. This advantage gives the light method the chance to work with huge databases, maximizing the efficiency of memory allocation and execution time [33,36].

AdaBoost is an ML meta-algorithm that was initially based on optimizing limits and weights in the training stage, and since its apparition (1996) has been improved by new emerging properties in the field of data processing. The principle of the boost algorithm is to take a classifier considered weak, i.e., slightly above the level of random chance, and to increase or significantly improve its performance. This boost process is done by roughly averaging the outputs of weak classifiers, with the difference that AdaBoost is adaptive. AdaBoost M1. (original) is considered simple and effective because it deals iteratively with decision trees in binary issues. If these solved problems are mainly of classification, and much less in regression, we can refer to the method as discrete AdaBoost. Its discrete form does not need to bear as input parameters the error limit of the initial classifiers, nor to know a priori the whole number of iterative classifiers [37].

Random forest and extra trees are similar in many ways, with many things in common. Both are composed of a large number of decision trees, and the final decision is made taking into account the prediction of each tree developed; in classification problems—by majority vote—and in regression problems—by arithmetic mean of outputs. In general, both methods use the same tree growth formula, and moreover, both randomly choose a subset of features or attributes when the partition of each node is selected.

The differences are significant in that random forest uses subsamples from the input data and adds substituents, and extra trees uses the original sample as a whole. Moreover, the selection of the cut-off points to split/divide the nodes is another big turning point between the two methods, because the previously presented algorithm chooses the optimal
division, while the algorithm we are in will randomly choose the split point. Then, after the cutting points are chosen, both principles choose the best of the subset of characteristics. Therefore, extra trees takes into account the random nature, while maintaining a good data optimization. Regarding the perspective of the current point method, these differences bring individual changes, there are pros and cons for each. On the one hand, using the entire original sample at the beginning will reduce the value of intercept, or bias. On the other hand, the random nature that extra trees imposes on the cutting points will reduce the variance of the model. Regarding the cost part of computational resources, translated into physical execution time, this algorithm is faster, due to the fact that the optimal cut-off point is no longer calculated at each iteration, but is taken randomly by the program, hence the name extra trees (extremely randomized trees) [37–39].

There are many situations in which the phenomenon we want to explain is evaluated through a dichotomous or polytomous qualitative variable. For example, in the performance analysis at firm level, the dependent variable $Y$ considered can have only two levels: (1) the firm recorded profit, (2) the firm recorded loss. The explanatory variables available $X_1, X_2, \ldots, X_n$ (regressors) whose influence can be analysed could be: the company’s sector of activity, the number of employees, the turnover, the company’s seniority, etc. Logistic regression models the relationship between a set of variables independent $X_j$ (categorical, continuous) and a dichotomous dependent variable (nominal, binary) $Y$. Such a dependent variable usually occurs when represents belonging to two classes, categories—presence/absence, yes/no, etc. The regression equation obtained, of a different type from the other regressions discussed, provides information on: the importance of variables in class differentiation and classifying an observation into a class [31,40].

Naïve Bayes technique aims to simplify the often-complex problem of output estimation by applying the principle of conditional independence of the input, or input vector. A major problem of models of above average complexity is related to the large number of parameters needed to learn and determine the probability model, consisting of the probabilistic distributions of inputs. A direct consequence will be the discrete nature of the input data needed for learning. Through the discrete naïve Bayes algorithm, the inputs are also a discrete set of “properties” of the set [41]. For example, in the classification of email spam documents, such a feature/property could be the absence or presence of a certain keyword. The next step will be represented by a vector of such words in a stored list that will fulfil the role of identification criterion.

In many situations we do not know much about the nature of the modelled process or the phenomenon studied. Here we can use nonlinear ways of classification or regression. In the case of methods based on distance measurement, the data are represented as vectors, belonging to a certain metric space.

Among the easiest to apply algorithms in ML, published in 1951, K-nearest neighbours relies on memorizing the training set to predict/anticipate the label of a new instance based on the already retained labels of the nearest neighbours in the training data based on distances. The rationale for the method is based on the assumption that the features used to describe the sub-points of the domain impact their labels so that the nearby points will have the same label. Often this search method is efficient and fast due to the robustness of the model, as you will find the label of any test point without establishing a predictor class that would in turn encapsulate functions.

Take a parameter $K$ as the only parameter of the method and 2 classes. Then we find the nearest $K$ neighbours of $x$ in the training set, where $x$ is the user’s input. The algorithm is based on the Euclidean distance expressed as $(x - x_i)^2$. We obtain the output $Y$ as the average of the outputs of the drive sets for the nearest elements [42].

The age we live in is surrounded by artificial intelligence, which transforms the sectors of the economy, business analysis, health or the financial area. Machine Learning is a subclass of Artificial Intelligence and involves learning algorithms based on previous experiences. When using machine learning algorithms, it is very important to know how to adjust the hyper parameters of the model so that we can build efficient models.
According to Tanay Agrawal, machine learning used two kinds of variables: parameters and hyperparameters. Parameters are the variables that the algorithm tunes according to the dataset that is provided. Hyperparameters are the higher-level parameters that you set manually before starting the training, which are based on properties such as the characteristics of the data and the capacity of the algorithm to learn.

5. Case Study

The main purpose of this paper is to reconstruct the life profile model of mortgage behaviour using machine learning techniques. We will test whether predictive power can be improved in this way, beyond existing traditional approaches. The models are currently implemented in an environment which, at account level, forecasts how the mortgage book is expected to evolve in the future, given a number of parameters:

- Future house price movements;
- Fixed rate interest rate;
- Reversion rate—typically standard variable rate (SVR);
- Forecasted market rates by LTV.

The account level simulation estimates the probability of redemption and probability of internal product transfer in the month. A stochastic approach is used to decide which accounts will be redeemed, and which accounts should be transferred to a new internal product given the estimated probabilities. An important consideration is that the sum of the probability of transfer and the probability of redemption must always be less than or equal to 100%. The typical product is structured as the table outlines above (Table 2). Note that each sub-section of a mortgage product is known as a rank.

**Table 2. Classification of typical products.**

| Fixed Term (Rank 1) | Discounted SCR (−1.25%) (Rank 2) | Standard Variable Rate (SVR) (Rank 3) |
|---------------------|-----------------------------------|-------------------------------------|
| 2 Year              | 3 Years                           | Until end of life                   |
| 3 Year              | 2 Years                           | Until end of life                   |
| 5 Year              | 0 Years                           | Until end of life                   |
| 10 Year             | 0 Years                           | Until end of life                   |

During the fixed term, there is a charge (early redemption charge—ERC) associated if the customer wishes to redeem the account or transfer the mortgage to another internal product. This charge reduces the incentive for the customer to either redeem or transfer during the fixed term.

As a consequence, the probability of redemption/transfer peaks at the time the fixed term (Rank 1) matures. The probabilities reduce thereafter by the number of months an account has remained on discounted SVR/SVR. The following table (Table 3) presents the ML techniques used in the case study and describes the hyper parameters for each model.
### Table 3. Overview of the models.

| Model               | Hyper Parameter | Description                                           |
|---------------------|-----------------|-------------------------------------------------------|
| **Random Forest**   | max_depth       | Maximum number of levels in each decision tree.       |
|                     | max_features    | Maximum number of features considered for splitting a node. |
|                     | n_estimators    | Number of trees in the forest                         |
|                     | min_samples_split | Minimum number of data points places in a node before splitting the node. |
|                     | min_samples_leaf | Minimum number of data points allowed in a leaf node  |
| **XGBoost**         | max_depth       | Maximum depth of a tree                               |
|                     | learning rate   | The boosting learning rate;                           |
|                     | n_estimators    | Shrinks the weights on each step.                     |
|                     | gamma           | Minimum loss reduction required to make a split       |
| **LightGBM**        | max_depth       | Maximum depth of a tree                               |
|                     | learning rate   | The boosting learning rate;                           |
|                     | num_leaves      | Shrinks the weights on each step.                     |
|                     | n_estimators    | Set the maximum number of leaves.                     |
|                     | n_estimators    | Number of trees in the forest                         |
| **AdaBoost**        | learning rate   | Maximum depth of a tree                               |
|                     | n_estimators    | The boosting learning rate;                           |
|                     | max_depth       | Shrinks the weights on each step.                     |
| **ExtraTreesClassifier** | max_features | Maximum number of features considered for splitting a node. |
|                     | n_estimators    | Number of trees in the forest                         |
|                     | min_samples_split | Minimum number of data points places in a node before splitting the node. |
|                     | min_samples_leaf | Minimum number of data points allowed in a leaf node  |
| **Logistic Regression** | C               | Determines the strength of the regularization(penalty). |
|                     | Penalty         | Regularization;                                       |
|                     |                 | Used to avoid overfitting.                            |
| **K-NearestNeighbours** | n_neighbours | The number of neighbours to use for k-neighbours queries. |

Hyper parameter tuning refers to setting the values of the parameters before the training process. In machine learning, hyper parameter tuning is as important as data cleaning [43,44].

Hyper parameter tuning, also named hyper parameter optimization, can be defined as the process of finding settings that provide good results regarding a performance measure on an independent test dataset drawn from the same population. A common strategy for finding good values is using a resampling strategy such as k-fold cross-validation that calculate the performance of different candidate values for the hyper parameter settings on a training dataset [44].

One approach of setting the hyper parameters is a random search, in which the values of the hyper parameters are selected randomly from a mentioned hyper parameter space. Random search wisely picks a population sample of hyper parameter values in an effective manner which signifies the population of the grid and then searches for the best score [45].
The random forest algorithm, as other algorithms, has multiple hyper parameters that can be set by the user, e.g., the maximum number of levels in each decision tree or the number of trees in the forest, etc. Tuning the hyper parameters of the random forest algorithm can improve its performance [46–50]. The optimal values of a hyper parameter are dependent on the dataset.

Confusion matrix represent counts from predicted and actual values (Table 4). Confusion matrix is a very popular measure used while solving classification problems. It can be applied to binary classification as well as for multiclass classification problems. Classification Models have multiple categorical outputs. Most error measures will calculate the total error in our model, but we cannot find individual instances of errors in our model. The model might misclassify some categories more than others, but we cannot see this using a standard accuracy measure [51].

**Table 4. Confusion Matrix.**

| Predicted Value | Actual Value |          |          |
|-----------------|--------------|----------|----------|
|                 | Positive     | Negative |
| Positive        | TP (True Positive) | FP (False Positive) |
| Negative        | FN (False Negative) | TN (True Negative) |

- TP (True Positive)—Observation is positive and has been predicted to be positive.
- FP (False Negative)—Observation is positive and has been predicted negative.
- TN (True Negative)—Observation is negative and has been predicted negative.
- FP (False Positive)—Observation is negative and has been predicted positive.

The evaluation metrics of a classification model are calculated with the confusion matrix [8].

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

\[
\text{F1 SCORE} = \frac{2}{\frac{1}{\text{Recall}} + \frac{1}{\text{Precision}}} \quad (4)
\]

The performance of a classification model is evaluated based on the number of test records correctly and incorrectly predicted by the model. The confusion matrix offers a more understanding view over not only the performance of a predictive model, but also over what are the classes that are being correctly or incorrectly predicted [51].

### 6. Results

IBM Watson Studio is an environment created to make it easier to develop, train and manage model, but to also deploy artificial intelligence driven applications. The structure of Watson Studio is centred around the notion of a project, which is where one organizes the resources and works with data. The main resources in a project are collaborators, data assets and the variety of analytical assets and tools that help derive insights from the data [52].

In a project code that processes the data can be run and have the outcomes of the computation immediately shown, by using notebooks. Jupyter notebook is a web-based environment for interactive computing, that allows the user to input code in Python language and is included in IBM Watson Studio environment.

In a Watson Studio project, data can be accessed from a local file, by loading them in the ‘Assets’ page. The files are then saved in the object storage that is connected to the
project and appear as data assets in the ‘Assets’ page. Data assets can automatically be added in the notebook, by using 'Insert to code' function that generates the code to access the data with.

For this case study, two notebooks were created: the first one for data preparation and the second one for training the selected models. The first step we take is to load the libraries we will use. These can be seen in Figure 3. Using the ‘Insert to code’ function we will generate data. This action is described in Figure 4. The next step is to clean the data. This step is performed in Figure 5.

```
import types
import pandas as pd
import jsonb
import numpy as np
import time
import datetime as dt
from botocore.client import Config
from project_lib import Project
from datatime import timedelta
from scikitlearn.utils import resample
from imbalanced.over_sampling import SMOTE
from imbalanced.under_sampling import RandomUnderSampler
from scikitlearn.preprocessing import MinMaxScaler

pd.set_option('display.max_columns', None)
```

**Figure 3. Import packages.**

```python
In [33]: def _func_(self): return 0

# Rides per mile
# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')

# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
client = boto3.client('s3', aws_access_key_id='access_key', aws_secret_access_key='secret_key', endpoint_url='https://example.com/endpoint')

# The project token is an authorization token that is used to access project resources like data sources, collections, and used by platform APIs.
project = Project(id='987654321', access_token='ABC123', endpoint_url='https://example.com/endpoint')
```

**Figure 4. Data generated by using ‘Insert to code’ function.**

In order to estimate the performance of ML models regarding the prediction of data that are not used for model training, the train-test split will be used (Figure 6). The first notebook, created for data preparation, started with importing the libraries and packages that will later be used (Figure 7) and adding the data by using the ‘Insert to code’ function. The code in Figure 8 was automatically generated.
The code in Figure 8 was automatically generated.

```python
In [8]:
    # drop irrelevant columns
df.drop(['transfer_id', 'datetime'], axis=1, inplace=True)
    
    # remove columns with have all zeros
df = df.loc[(~df==0).any(axis=0)]
    
    # times the column time_no_erc by -1 to make it more intuitive
df['time_to_SVR'] = df['time_to_SVR'] * -1
    
    # drop highly correlated columns
    corr = df.corr()[['Redeem_next_month']]
    keep_cols = corr[abs(corr) > 0.5]
    df = df[keep_cols.index]
```

**Figure 5.** Data cleaning.

```python
# Split records to 2 datasets, hotspot = captures highest proportion of redemption, train_no_hotspot = everything outside of hotspot
max_time_until_SVR = 30
max_time_in_SVR = 12

train_hotspot = train[(train.time_to_SVR < max_time_until_SVR) & (train.time_to_SVR > max_time_in_SVR)]
train_no_hotspot = train[(train.time_to_SVR > max_time_until_SVR) & (train.time_to_SVR < max_time_in_SVR)]

# Take a smaller sample of no hotspot data and add it to the full hotspot.
train_no_hotspot = train_no_hotspot.sample(frac=0.1)
train = train_hotspot.append(train_no_hotspot)

# Split out into predictor and dependent variables
x = train.drop('Redeem_next_month', axis=1)
y = train['Redeem_next_month']
```

**Figure 6.** Split train and test.

```python
# Undersample the majority data with a 2:1 ration majority to minority
rus = RandomUnderSampler(sampling_strategy=0.6)
x_rus, y_rus = rus.fit_sample(x, y)

# Over sample the minority data to a 1 to 1 rational
smt = SMOTE()
x_sm, y_sm = smt.fit_sample(x_rus, y_rus)

# Check to see if the data is balanced
y_sm.value_counts()

# Convert y back to dataframe
y_sm.to_frame()

#join x and y
train = pd.concat([x_sm, y_sm], axis=1)
```

**Figure 7.** Undersample and oversample.

```python
project.save_data("smote_redeem_train.csv", train.to_csv(), overwrite=True)
project.save_data("smote_redeem_test.csv", test.to_csv(), overwrite=True)
```

**Figure 8.** Save the test and train datasets to Cloud Object Storage.

After importing the data, the next step is data cleaning. Firstly, the irrelevant columns have been dropped, continuing with removing the columns that have all zeros, multiplying the column ‘time_no_erc’ by −1 to make it more intuitive and dropping highly correlated columns. If two or more columns are extremely correlated, the chance is that at least one of them will not be chosen in a tree column sample and the tree will only depend on the remaining column(s). The corr() method from the pandas data frame has been used in
order to remove the correlated features. The method returns a correlation matrix containing
correlations with the column ‘Redeem_next_month’.

The train/test procedure is a method for estimating the performance of a machine
learning algorithm. The split into train-test involves adjusting the dataset and diving it in
two subsets: the training dataset that is used to fit the model and the testing dataset that is
used to test the accuracy of the model. The train_test_split() method from the pandas data
frame splits arrays or matrices into random train and test subsets. The size of the test array
is selected through the method parameter ‘test_size’. The most common train/test split
is 80/20, which means that 80% of the data will be for training while the rest of the 20%
for testing.

As a part of data preparation, before splitting the training set into predictor and
dependent variables, the records are split into two datasets, the ‘hotspot’ dataset that
contains the highest proportion of redemption and the ‘train_no_hotspot’ dataset that
contains everything that was left outside of the hotspot (Figure 9). A small sample of
‘train_no_hotspot’ dataset is added to the ‘hotspot’ dataset, the last step being splitting that
final dataset into the predictor and dependent variables.

### Split train and test

```python
train, test = train_test_split(df, test_size=0.2, stratify = df['Redeem_next_month'], random_state=1)
```

**Figure 9.** Split records into hotspot and no_hotspot datasets.

Imbalanced datasets are those datasets in which the distribution can be very dispro-
portionate between the minority and the majority class. The bias in the training dataset
can impact several machines learning algorithms, resulting with some of them completely
ignoring the minority class. One of the best approaches to handle this issue with class
imbalance is to resample the training dataset randomly. First step is to delete examples
from the majority class, called under-sampling and then to duplicate example for the
minority class, called oversampling. The randomly under-sample technique implemented
on the majority class is RandomUnderSampler (). The second step is to handle the minority
class. One way to oversample the minority class is to duplicate the examples from the
minority class prior to fitting the model. Although this will balance the class distribution,
it will not offer any supplementary information to the model. An upgrading to randomly
duplicating the examples is to produce new examples from the minority class. The most
commonly used approach to produce new examples is called SMOTE—Synthetic Minority
Oversampling Technique. Nitesh Chawla et al. [53] describe this technique combined with
under-sampling as having better results than simple under-sampling. “SMOTE first selects
a minority class instance a at random and finds its k nearest minority class neighbours.
The synthetic instance is then created by choosing one of the k nearest neighbours b at random
and connecting a and b to form a line segment in the feature space. The synthetic instances
are generated as a convex combination of the two chosen instances a and b.” [54].

The last step in the data preparation part of the project is to save the test and train
datasets to Cloud Object Storage.

The second notebook begins with importing the necessary libraries (Figure 10) and
importing the datasets created and saved in the previous notebook (Figure 11).
from the majority class, called under-sampling and then to duplicate example for the minority class, called oversampling. The randomly under-sample technique implemented on the majority class is RandomUnderSampler(). The second step is to handle the minority class. One way to oversample the minority class is to duplicate the examples from the minority class prior to fitting the model. Although this will balance the class distribution, it will not offer any supplementary information to the model. An upgrading to randomly duplicating the examples is to produce new examples from the minority class. The most commonly used approach to produce new examples is called SMOTE—Synthetic Minority Oversampling Technique. Nitesh Chawla et al. [53] describe this technique combined with under-sampling as having better results than simple under-sampling. “SMOTE first selects a minority class instance at random and finds its k nearest minority class neighbours. The synthetic instance is then created by choosing one of the k nearest neighbours at random and connecting a and b to form a line segment in the feature space. The synthetic instances are generated as a convex combination of the two chosen instances a and b.” [54].

The last step in the data preparation part of the project is to save the test and train datasets to Cloud Object Storage.

The second notebook begins with importing the necessary libraries (Figure 10) and importing the datasets created and saved in the previous notebook (Figure 11).

Figure 10. Import libraries.

Both the train and the test datasets are split into 2 subsets (Figure 12): X_train, X_test that will contain all the independent features and y_train, y_test that will contain the dependent variables.

Figure 11. Import data.

```python
def__iter__(self): return 0

# @hidden cell
# The following code accesses a file in your IBM Cloud Object Storage. It includes your credentials.
# You might want to remove those credentials before you share the notebook.
client =ibm_boto3.client('s3',aws_access_key_id='your_AWS_access_key_id',aws_secret_access_key='your_AWS_secret_access_key',endpoint_url='https://s3-api.us-geo.objectstorage.service.networklayer.com/')
body = client.B336417c2f4d44f5c289474f4a80c8c324494f5a97.get_object(Bucket='articol-donodato-pr-cxiltbmnzchdip',Key='smote_red_eom.train.csv')['Body']
# add missing __iter__ method, so pandas accepts body as file-like object
if not hasasattr(body, '__iter__'): body.__iter__ = types.MethodType( __iter__, body )
train = pd.read_csv(body, index_col=0)

body = client.B336417c2f4d44f5c289474f4a80c8c324494f5a97.get_object(Bucket='articol-donodato-pr-cxiltbmnzchdip',Key='smote_red_eom.test.csv')['Body']
# add missing __iter__ method, so pandas accepts body as file-like object
if not hasasattr(body, '__iter__'): body.__iter__ = types.MethodType( __iter__, body )
test = pd.read_csv(body, index_col=0)
```

Figure 12. Split datasets into train and test.
Both the train and the test datasets are split in 2 subsets (Figure 12): X_train, X_test that will contain all the independent features and y_train, y_test that will contain the dependent variables.

```python
X_train = np.array(train.loc[:, train.columns != 'Re redeem next month'])
y_train = np.array(train['Redeem next month'])
X_test = np.array(test.loc[:, test.columns != 'Redeem next month'])
y_test = np.array(test['Redeem next month'])

print("Shape of X_train dataset: ", X_train.shape)
print("Shape of y_train dataset: ", y_train.shape)
print("Shape of X_test dataset: ", X_test.shape)
print("Shape of y_test dataset: ", y_test.shape)
```

**Figure 12. Split datasets into train and test.**

The following parts of the notebook consist in training several models to see which ones have the best results for the dataset imported. For all the models, hyper parameter tuning was done in order to obtain the best possible results.

In Figures 13–16 the Random Forest hyperparameter tuning model is applied. In the Table 5, we have centralized the test results for each ML technique applied on the data set. The results in the table are supported by the outputs in the Appendix A.

```python
#random forests
start = time.time()

# define k-fold cross validation test harness
kfold = StratifiedKFold(n_splits=5, shuffle=True, random_state=0)

# create model
clf = RandomForestClassifier(random_state=0)

# define hyperparameters
param_grid = {'max_depth': [5, 10, 50, 100], 'max_features': ['auto', 'sqrt'],
              'n_estimators': [100, 200, 500], 'min_samples_split': [5, 10, 20, 100],
              'min_samples_leaf': [5, 10]}

# fit model
cvf_cv = RandomizedSearchCV(clf, param_distributions=param_grid, n_iter=10, n_jobs=-1, cv=kfold, scoring='accuracy', verbose=3)
cvf_cv.fit(X_train, y_train)

time = time.time()
print('Total time: ' + str(time - start))
print('Best tuned hyperparameters: ', cvf_cv.best_params_)
print('Accuracy: ', cvf_cv.best_score_)
```

**Figure 13. Random Forest hyper parameter tuning.**

**Figure 14. Random Forest hyper parameter tuning results.**
A first measure of the model’s performance is to test its accuracy. It is calculated as the ratio between the predicted correct observation and the total observations. In order to evaluate the performance of each proposed model, its accuracy was calculated. The higher the accuracy, the better the model is considered. There is also a limitation to accuracy testing. If there are no symmetric data sets in the data set in which the false positive and false negative values are approximately the same as the data volume, then accuracy is not considered a good measure for evaluating model performance [54,55].

In terms of accuracy, the best value is obtained for LightGBM model, followed by models XGBoost and random forest.

Another measure for performance testing is the Precision Score that is calculated as the ratio between the correctly anticipated positive observations and the predicted total positive observations. A high precision score value indicates a low false positive rate,
i.e., when the predicted situation approaches the current situation. For our models, the highest value is obtained for the XGBoost model, followed by LightGBM and random forest models [56].

The next measure for evaluating the performance of the models is the Recall Score, which refers to the sensitivity between the correctly predicted positive observations and all real observations. It is considered that a value higher than 0.5 indicates a good performance of the model from the perspective of sensitivity of observations. From this point of view, the best models are AdaBoost and naïve Bayes [56,57].

Since we cannot draw a conclusion regarding the identification of the best performing models, we will also use the F1 Score measure which is calculated as a weighted average for Precision and Recall. The best values are obtained for XGBoost, random forest, and LightGBM models.

To understand AUC (area under the curve), the ROC curve must be explained. This is a graphical representation that projects the trade-off between the true positive rate and the false positive rate.

AUC ranges in value from 0 to 1. If the chosen model has 100% wrong predictions, AUC will take the value 0. If the model predictions are 100% correct, AUC will take the value 1 [57,58].

7. Conclusions

The influences of machine learning techniques in the evaluation of the life cycle of the mortgage loan product are of great complexity and with an impact on all loan products.

Comparing the results obtained with the ML algorithms (including those in the annex), the best results in terms of accuracy, precision, and validation were observed with random forest, XGBoost, and LightGBM. After preparing the data and applying the model over it, the accuracy scores as well the rest of the evaluation metrics have had very good results, denoting that the possibility of predicting the redemption of a client from a certain product are very high. Having the ability to predict the redemption will have a great impact, adding value to the bank’s planning. This type of prediction can be valuable not only to a bank, but to many more industries.

Based on the analyses performed, we can draw the following conclusions described in detail:

1. Compared to the existing empirical models that take into account only the application variables, the ML-based models also take into account the behavioral variables.
2. By comparing the 8 ML techniques, based on the tests of accuracy, precision, recall score, F1 score and AUC score, presented in Table 4 of Section 6, random forest, XGBoost, and LightGBM offer the best results in the great model of the life cycle.
3. The realization of this study offers different perspectives for future studies with impact on credit and credit risk models. In Romania, most banking institutions use internal risk models and traditional approaches in assessing the life cycle of a credit product.

Living in an age of data science and the rise of big data approaches such as machine learning or deep learning play a very important role in shaping credit risk today. The need for banks to adapt to this digital age with a huge volume of data is imperative. In this research we showed the importance of using automatic and deep learning techniques to verify the quality of data from a credit risk model related to the mortgage loan and its evolution of the life cycle. Like any microeconomic system, the commercial bank has a cybernetic system structure, in which the subsystems are distinguished, along with the relations between them, the connections with other systems in the environment, the system limits, and the feedback loops of internal regulation and adaptation to the environment. In general, the subsystems of a commercial bank can be classified into five components: credit management, deposits, risks, the funds insurance subsystem, and the treasury subsystem. From our point of view, credit and risk management is the most sensitive and important couple in the bank. Thus, in the future research, we will approach the commercial bank
from the perspective of a complex, adaptive cybernetic system and we will apply machine learning techniques for the prediction of risk models and their validation.

The results of the case study show that the use of machine learning techniques reduces the implicit losses and ensures a high accuracy in predicting credit risk models. In addition, it can accelerate the digitization of banking institutions and can maintain a balance between the social ratio and that of reducing credit risk.

The need to understand human behavior in the current context has increased, regardless of the field analyzed. Thus, the understanding of behavioral economics is a topic of major interest in the context in which the influences related to the behavior of a system, an economic unit or any other actor in a system affect both micro and macro. For Romanian banks, the year 2020 will be a difficult one. Indeed, official estimates suggest that up to 12% of banks could record losses in the current financial year, profitability per customer being reduced by about 60% compared to 2019 [59]. Although most banks are studying internal and research to see what their customers want, there are also unanswered questions. Due to the importance that long-term customer loyalty has to the business banking institutions, the analysis and understanding of customer behavior is a key component of any analysis, thus allowing the bank to anticipate the likely reactions of customers, as well as to influence the structure of products and services offered.

By the nature of the activity of banking institutions and in the context of current competition, it becomes it is necessary to orient them, first of all, towards maintaining the existing, objective clients achievable by meeting customer satisfaction requirements and only subsequently, towards attracting to others. At the same time, maintaining a healthy loan portfolio is another goal of banks. These things can be improved by using machine learning techniques, a fact demonstrated in this research.
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Appendix A

```python
# xgb
start = time.time()
# define k-fold cross validation test harness
kfold = StratifiedKFold(n_splits=3, shuffle=True, random_state=1)
# create model
xgb = XGBClassifier(learning_rate=0.1, random_state=0)
# define hyperparameters
param_grid = {'n_estimators': [50, 100, 200], 'max_depth': [2, 4, 6], 'learning_rate': [0.01, 0.1, 0.3], 'n_estimators': [100, 200], 'gamma': [0.1, 1, 10]}
# fit model
grid = RandomizedSearchCV(xgb, param_distributions=param_grid, n_iter=10, cv=kfold, scoring='accuracy', random_state=1)
grid.fit(X_train, y_train)
end = time.time()
print('Total time: ' + str(end - start))
print('Best tuned hyperparameters: ' + str(grid.best_params_))
print('Accuracy: ' + str(grid.best_score_))
```

Figure A1. XGBoost hyper parameter tuning.
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Appendix A

Figure A1. XGBoost hyper parameter tuning.

Figure A2. Predicting test data.

```python
# Model Evaluation metrics

print('Accuracy Score : ' + str(round(accuracy_score(y_test, y_pred), 4)*100))
print('Precision Score : ' + str(round(precision_score(y_test, y_pred), 4)*100))
print('Recall Score : ' + str(round(recall_score(y_test, y_pred), 4)*100))
print('F1 Score : ' + str(round(f1_score(y_test, y_pred), 4)*100))
print('AUC score: ' + str(round(roc_auc_score(y_test, y_pred), 4)*100) + '
')

# Confusion matrix and classification report

print('Confusion Matrix :
' + str(confusion_matrix(y_test, y_pred)))
print('Classification Report :
' + str(classification_report(y_test, y_pred.round())))

Accuracy Score : 95.17
Precision Score : 0.44
Recall Score : 0.94
F1 Score : 0.97
AUC score: 0.89

Confusion Matrix :
[[286633  40261]
 [ 4922  3710]]

Classification Report :

|   | precision | recall | f1-score | support |
|---|-----------|--------|----------|---------|
| 0 | 0.99      | 0.96   | 0.98     | 926553  |
| 1 | 0.93      | 0.43   | 0.04     | 5652    |
| micro avg | 0.95 | 0.95 | 0.95 | 935229 |
| macro avg | 0.94 | 0.69 | 0.56 | 935228 |
| weighted avg | 0.99 | 0.95 | 0.97 | 935225 |

Figure A3. Calculating the evaluation metrics and the confusion matrix.

```python
# LightGBM

start = time.time()

# define k-fold cross validation test harness
kfolds = StratifiedKFold(n_splits=5, shuffle=True, random_state=3)

# create model
lgb = LGBMClassifier(random_state=0)

# define hyperparameters
param_grid = {'max_depth': [5, 10],
              'learning_rate': [0.01, 0.1],
              'num_leaves': [5, 10],
              'n_estimators': [100, 200]}

# fit model
lgbcv = RandomizedSearchCV(lgb, param_distributions=param_grid, n_iter=10, n_jobs=-1, cv=kfolds, scoring='accuracy', random_state=0)
lgbcv.fit(X_train, y_train)

end = time.time()

print('Total time: ' + str(end - start))

print('best tuned hyperparameters : ', lgbcv.best_params_)
print('accuracy : ', lgbcv.best_score_)

Figure A4. LightGBM hyper parameter tuning.

```
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