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Abstract

In this paper we study the Hilbert scales defined by the associated Legendre functions for arbitrary integer values of the parameter. This problem is equivalent to study the left–definite spectral theory associated to the modified Legendre equation. We give several characterizations of the spaces as weighted Sobolev spaces and prove identities among the spaces corresponding to lower regularity index.
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1 Introduction and motivation

In this paper we deal with the Hilbert scales generated by the sets of Legendre functions. The concept of Hilbert scale is related (in many ways it is equivalent and leads to the same sets) to the left– and right–definite spectral theories for differential operators and to the construction of the so–called Sobolev towers. We will clarify this point in the following section. We first remark that the study of the Hilbert scales defined by Legendre polynomials (and actually by some other sets of orthogonal polynomials) has been subject of active research (see [3], [5], [10]). The aim is often the study of the spaces of the domain of definition of iterated powers (and also powers of the square root) of a given unbounded self–adjoint operator that stems from a differential equation, whose spectral set is a known sequence of orthogonal polynomials. Part of the interest of that study is being able to characterize the spaces as weighted Sobolev spaces.
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In this paper we extend the study of the Hilbert scales for Legendre polynomials to the sequence of Hilbert scales defined by associated Legendre functions, which are the eigenfunctions of the modified Legendre operator in \((-1, 1)\)

\[-((1 - t^2)u')' + \frac{m^2}{(1 - t^2)} u\]

for positive integer values of \(m\) (the case \(m = 0\) corresponds to the Legendre polynomials). Apart from the theoretical interest of extending this study to new families of spaces, including some new results where we will be able to describe the spaces in several different ways and to identify the ‘central part’ of the Hilbert scales for different values of \(m\), we are now going to try to motivate this study from the point of view of ongoing research in boundary integral operators of sphere-like bodies.

A basis of spherical harmonics can be built as follows. Consider the normalized associated Legendre functions \(Q^m_n\) (the precise definition is given in (1) and (2) in terms of the Legendre polynomials). Then, the functions

\[Y^m_n(\theta, \phi) := Q^{|m|}_n(\cos \theta) \exp(\pm m \phi), \quad n = 0, 1, \ldots, \quad -n \leq m \leq n\]

form an orthonormal basis of \(L^2(S)\), \(S\) being the three-dimensional sphere parametrized in spherical coordinates, \((\theta, \phi) \in [0, \pi] \times [0, 2\pi]\), which has \(\sin \theta \, d\theta \, d\phi\) as surface element. The Sobolev spaces on the sphere \(H^s(S)\) for \(s > 0\) can be described as the set of functions \(g\) for which

\[\sum_{n=0}^{\infty} \sum_{m=-n}^{n} (2n + 1)^{2s} |\hat{g}_{n,m}|^2 < \infty,\]

where \(\hat{g}_{n,m}\) are the Fourier coefficients of \(g\) with respect to the Hilbert basis \(Y^m_n\) of \(L^2(S)\). For negative values of \(s\), a norm can be defined by duality (pivoting around \(L^2(S)\)) or by completing the space of spherical harmonic polynomials (linear combinations of the \(Y^m_n\)) with respect to the norms above, which are well defined when the number of non-zero coefficients is finite. Most of the work related to integral operators (which is very relevant in scattering theory: [6], [7], [13]) uses the basis of spherical harmonics by grouping in terms of the eigenvalues. This means that we group the functions \(Y^m_n\) for \(-n \leq m \leq n\) and then consider all values of \(n\). This treatment gives an orthogonal decomposition of the spaces \(H^s(S)\) as a sum of finite dimensional spaces (with dimensions growing linearly in \(n\)). However, we can think of the spaces defined by closing span \(\{Y^m_n : n \geq |m|\}\) with the Sobolev norms above. This means that we group the terms in the norm differently like

\[\sum_{m=-\infty}^{\infty} \left( \sum_{n=|m|}^{\infty} (2n + 1)^{2s} |\hat{g}_{n,m}|^2 \right).\]

Apart from the exponential common factor \(\exp(\pm m \phi)\) in \(Y^m_n\), what we have to study are then spaces created by closing span \(\{Q^m_n(\cos \theta) : n \geq m\}\) for different values of \(m \geq 0\). This will give a different orthogonal decomposition of the Sobolev spaces on the sphere as a countable sum of infinite-dimensional spaces, that are basically spaces defined along the generatrix of the sphere (a half-circle) rotated and multiplied with the functions \(\exp(\pm im \phi)\). Finally, instead of working with the functions \(Q^m_n(\cos \theta)\) and including
the \( \sin \theta \) weight from the surface measure, we can directly study the spaces related to \( \operatorname{span} \{ Q_n^m : n \geq m \} \) as subspaces of \( L^2(-1,1) \) for different values of \( m \). This study is motivated by our wish to understand the behavior of the sequence of one-dimensional integral equations that arises when some particular numerical methods are applied to boundary integral equations of the sphere or on any smooth axisymmetric body in \( \mathbb{R}^3 \). 

The paper is structured as follows. In Section 2 we introduce the Hilbert scales defined by the associated Legendre functions after having shown how Hilbert scales can be defined in several equivalent ways. The spaces will be denoted \( H^s_m \) where \( m \geq 0 \) is the parameter in the Legendre function and \( s \in \mathbb{R} \) is the regularity index. The case \( m = 0 \) will correspond to the well-studied case of the left-definite spectral theory of Legendre’s equation. In Section 3, we show that the abstract construction of the Hilbert scales departing from the Legendre function is equivalent to the constructions that arise from both the weak and strong forms of the modified Legendre differential equation. In particular, we show how the spaces \( H^1_m \) coincide for all values of \( m \neq 0 \). We advance in the same direction in Section 4 to prove that all the spaces \( H^m_m \) for \( m \geq 2 \) are equal and that \( H^0_0 \) and \( H^2_0 \) are strict different supersets of them. In Section 5 we give an alternative expression of all the spaces \( H^k_m \) for non-negative integer value of \( k \) as weighted Sobolev spaces. We use this characterization in Section 6 to prove some useful additional properties of these spaces. Finally in Section 7 we show that given \( k \geq 0 \) all the spaces \( H^k_m \) are equal for \( m \geq k \) and study how the remaining ones behave. A first appendix is devoted to collect several purely technical lemmas and a second one to sketch how the particular case \( m = 0 \) (which had already been analyzed in the literature) can be studied with the techniques of this paper.

**Background material.** Throughout the paper we will be using the space

\[ \mathcal{D}(-1,1) = \{ \varphi \in C^\infty(-1,1) : \operatorname{supp} \varphi \subset (-1,1) \} \]

and the classical Sobolev spaces \( H^k(-1,1) \) and \( H^0_0(-1,1) \) for non-negative integer values of \( k \). For elementary properties of these spaces we refer the reader to any textbook or monograph on Sobolev theory or elliptic PDEs (for example, [2]). We will also use the spaces

\[ H^k_{\text{loc}}(-1,1) = \{ u : (-1,1) \to \mathbb{R} : u|_{(-a,a)} \in H^k(-a,a) , \ \forall a \in (0,1) \} \]

\[ = \{ u : (-1,1) \to \mathbb{R} : \varphi u \in H^k(-1,1) , \ \forall \varphi \in \mathcal{D}(-1,1) \} . \]

The \( L^1 \)-based Sobolev space,

\[ W^{1,1}(-1,1) := \{ u \in L^1(-1,1) : u' \in L^1(-1,1) \} \]

will also appear in the sequel. All along the paper, derivatives will be understood in the sense of distributions in \((-1,1)\). Whenever a derivative of a function appears, it will be implicit that from the conditions given to the function, it can be proved that the function is locally integrable in \((-1,1)\) and therefore it can be understood as a distribution. The measure in all integrals will be the Lebesgue measure and we will commonly shorten

\[ \int_{-1}^{1} f = \int_{-1}^{1} f(t) dt \]
to alleviate many expressions to come from the explicit presence of both the variable and the symbol for the Lebesgue measure.

We will also make repeated use of this elementary form of the integration by parts formula.

**Lemma 1.1** Assume that $g \in W^{1,1}_0(-1,1) = \{ u \in W^{1,1}(-1,1) : u(-1) = u(1) = 0 \}$ and that $g' = g_1 + g_2$ with $g_1, g_2 \in L^1(-1,1)$; then

$$\int_{-1}^{1} g_1 = -\int_{-1}^{1} g_2.$$

## 2 Definitions

**First construction of Hilbert scales.** The following construction is based on how Hilbert scales are commonly introduced in the literature of integral equations: see [14], which bases this part in [4]. Let $H^0$ be a separable real Hilbert space and $\{ \psi_n \}$ an orthonormal basis of the space. We consider a sequence of positive numbers $\lambda_n$ such that $\lambda_n \to \infty$. The following collection of norms for $s \in \mathbb{R}$

$$\| u \|_s := \left( \sum_{n=1}^{\infty} \lambda_n^{2s} |(u, \psi_n)_{H^0}|^2 \right)^{1/2},$$

is well defined in the set $T := \text{span} \{ \psi_n : n \geq 1 \}$. For $s > 0$ we can define

$$H^s := \{ u \in H^0 : \| u \|_s < \infty \}.$$

For negative $s$ we have two options: (a) take the completion of $T$ with the norm $\| \cdot \|_s$; (b) define $H^s$ as the representation of the dual space of $H^{-s}$ when $H^0$ is identified with its dual space. Both constructions lead to isometrically isomorphic definitions of the spaces $H^s$ for negative $s$. The resulting chain of spaces is what is known as a Hilbert scale (see [14] and [4]). Note that $H^r \subset H^s$ for all $r > s$ with compact and dense inclusion. We also have the direct estimate for the size of the norms

$$\| u \|_s \leq (\min_n \lambda_n)^{-\varepsilon} \| u \|_{s+\varepsilon}, \quad \forall u \in H^{s+\varepsilon}, \quad \forall \varepsilon > 0.$$

The set $T$ is dense in $H^s$ for all $s$. An element of $H^s$ can be written as a convergent series

$$u = \sum_{n=1}^{\infty} (u, \psi_n)_{H^0} \psi_n \quad \text{(convergent in $H^s$)},$$

where the coefficients $(u, \psi_n)_{H^0}$ are defined as $H^0$ inner products when $s > 0$ and as duality products for $s < 0$. Moreover the couple formed by $H^s$ and $H^{-s}$ is a dual pair, where each of the spaces can be understood as the dual space of the other one and its duality bracket is just the extension of the $H^0$ inner product. The spaces $H^s$ are interpolation spaces, so $[H^r, H^s]_\gamma = H^{(1-\gamma)r+\gamma s}$ for any $r \neq s$ and $\gamma \in (0,1)$.
**Second construction.** Assume now that $X$ is another Hilbert space such that $X \subset H^0$ with compact and dense inclusion. Then, we can define the operator $G : H^0 \to H^0$ that associates $u = Gf$, where $u$ solves

$$u \in X, \quad \text{s.t.} \quad (u,v)_X = (f,v)_{H^0}, \quad \forall v \in X.$$ 

Then $G$ is selfadjoint, compact and positive definite. Therefore by Hilbert–Schmidt’s theorem, we can write

$$Gf = \sum_{n=1}^{\infty} \lambda_n^{-2} (f, \phi_n)_{H^0} \phi_n,$$

where: (a) $\{\phi_n\}$ is an orthonormal basis of $H^0$; (b) the sequence $\{\lambda_n^2\}$ is non-decreasing and diverges to $+\infty$; (c) $\{\phi_n\}$ is complete orthogonal in $X$.

Note that $\|\phi_n\|_X = \lambda_n$ and that $(\phi_n; \lambda_n^2)$ are eigenpairs for the problem that defines $G$:

$$(\phi_n, v)_X = \lambda_n^2 (\phi_n, v)_{H^0} \quad \forall v \in X.$$ 

The sequence $\{(\phi_n; \lambda_n) : n \geq 1\}$ defines a Hilbert scale $H^s$ and we can see that: $H^1 = X$ with the same inner product; the space $H^s$ is the range of the $s/2$–th power of $G$

$$H^s = \mathcal{R}(G^{s/2}), \quad \forall s > 0.$$ 

The operator $G$ can be naturally extended (restricted when $s > 0$) to $G : H^s \to H^{s+2}$ and it is an isometric isomorphism between these pairs of spaces. Furthermore $H^{-1}$ is the representation of $X'$ that appears when we identify $(H^0)'$ with $H^0$, i.e.,

$$X = H^1 \subset H^0 \cong (H^0)' \subset H^{-1} = X'$$

is a Gelfand triple. We can restart the construction from the point of view of the unbounded selfadjoint operator $A : D(A) \subset H^0 \to H^0$, where $D(A) = \mathcal{R}(G)$ and $A = G^{-1}$ in this domain. From the point of view of $A$, $(\phi_n; \lambda_n^2)$ are just the eigenpairs of the associated Sturm–Liouville problem. The spaces for integer values constitute a Sobolev tower in the sense described in [9, Chapter 2]. If we start with a symmetric differential operator $A$, different choices of $D(A)$ will lead to different Hilbert scales: for instance, $Au := -u'' + u$ leads to the Fourier series of sines (by taking Dirichlet conditions), cosines (Neumann conditions) or sines and cosines (periodic conditions). Starting the construction directly from the differential operator, an adequate choice of boundary conditions leads to the concept of left–definite spectral theory, which is equivalent to this construction.

**Hilbert scales with Legendre functions.** Consider the Legendre polynomials

$$P_n(t) := \frac{(-1)^n}{2^n n!} \frac{d^n}{dt^n} ((1 - t^2)^n), \quad n \geq 0$$

and the associated Legendre functions

$$P_n^m(t) := (1 - t^2)^{m/2} P_n^{(m)}(t), \quad 0 \leq m \leq n, \quad (1)$$
normalized as
\[ Q_n^m := c_{n,m} P_n^m; \quad c_{n,m} := \left( \frac{2n + 1}{2} \frac{(n - m)!}{(n + m)!} \right)^{1/2}, \quad 0 \leq m \leq n. \]  
\[ \text{(2)} \]

Then, for any \( m \), \( \{Q_n^m : n \geq m\} \) is an orthonormal basis of \( L^2(-1,1) \). From now on we will write
\[ \omega(t) := \sqrt{1 - t^2}. \]

The modified Legendre differential operator
\[ L_m u := -(\omega^2 u')' + m^2 \omega^{-2} u \]
has \( Q_n^m \) as eigenfunctions:
\[ L_m Q_n^m = n(n + 1) Q_n^m. \]  
\[ \text{(3)} \]

Let \( H^s_m \) with \( s \in \mathbb{R} \) be the Hilbert scale defined by \( \{(Q_n^m; 2n + 1) : n \geq m\} \). Their respective norms will be denoted \( \| \cdot \|_{m,s} \). The upper index in all spaces will be a regularity index, taking values in all of \( \mathbb{R} \), while we use the lower index (the integer \( m \geq 0 \)) to mark the different scales. As a reminder, for \( \mathbb{R} \ni s \geq 0 \) and \( \mathbb{Z} \ni m \geq 0 \), elements of \( H^s_m \) are functions \( u : (-1,1) \to \mathbb{R} \) such that
\[ \| u \|_{m,s}^2 = \sum_{n=m}^{\infty} (2n + 1)^{2s} |(u, Q_n^m)_{L^2(-1,1)}|^2 < \infty. \]

Since
\[ 2 \leq \frac{2n + 1}{\sqrt{n(n + 1)}} \leq \frac{3}{\sqrt{2}}, \quad n \geq 1, \]
the scales can be defined equivalently with the pairs \( (Q_n^m; \sqrt{n(n + 1)}) \), with the only exception of the scale associated to \( m = 0 \), where we have to take \( (Q_0^0; 1) \) instead of \( (Q_0^0; 0) \) to avoid cancelation of the first coefficient. We will keep the first choice to avoid this singular case and also to fit into the frame of spherical harmonics which is the original motivation of this work. Modifications to use \( \sqrt{n(n + 1)} \) or the even simpler values \( n + 1 \) are simple, although they change the values of the constants in many of the inequalities to follow.

The space of univariate polynomials will be denoted by \( \mathbb{P} \), with \( \mathbb{P}_n \) denoting the space of polynomials of degree not greater than \( n \). A relevant set throughout will be
\[ \omega^m \mathbb{P} = \{ \omega^m p : p \in \mathbb{P} \} = \text{span}\{Q_n^m : n \geq m\} = \text{span}\{P_n^m : n \geq m\}. \]

For easy reference, let us write down two properties of the weight function \( \omega \):
\[ (\omega^\beta)' = -\beta t \omega^{\beta-2}, \]  
\[ \omega^\alpha \in L^2(-1,1) \iff \alpha > -1. \]  
\[ \text{(4)} \]
\[ \text{(5)} \]

In [1] we have denoted by \( t \) the monomial of degree one, that is, the function \( p(t) = t \). We will maintain this notation henceforth.
3 An alternative definition

The study of the spaces generated by Legendre polynomials, which corresponds to \( m = 0 \) in the present work, has already been undertaken in \cite{10} (see also \cite{3} for a previous study and \cite{5} for a more general theory covering some classical families of orthogonal polynomials). The analysis there is based on rewriting the inner product defined by the powers of the Legendre differential operator. Roughly speaking, by integrating by parts, this product is shown to be equal to a sum of weighted \( L^2 \) inner products of the derivatives of the functions. Hence, as a simple byproduct, these spaces are identified with weighted Sobolev spaces, namely,

\[
H^k_0 = \{ u \in L^2(-1,1) : \omega^k u^{(\ell)} \in L^2(-1,1), \quad 0 \leq \ell \leq k \}
\]

with equivalent norms. Note that this is going to be a particular case of the study we do in Section 5 (see Theorem 5.1), where we generalize the above result for any \( m \).

In this section, we are going to derive again the Hilbert scales \( H^*_m \) for \( m \geq 1 \) using the weak form of Legendre’s equation. This will serve us to start obtaining weighted Sobolev type expressions for the spaces for positive integer values of the regularity index and to conclude properties on how the scales coincide for small values of the regularity index.

The corresponding theory for Legendre polynomials (the case \( m = 0 \) in this paper) is already known (see \cite{3}). For the sake of completeness, we will sketch the basic results (in parallel to those of this section for \( m \geq 1 \)) in Appendix B.

Let

\[
Y := \{ u : (-1,1) \to \mathbb{R} : \omega^{-1} u, \quad \omega u' \in L^2(-1,1) \},
\]

endowed with the norm

\[
\left( \int_{-1}^1 \omega^2 |u'|^2 + \int_{-1}^1 \omega^{-2} |u|^2 \right)^{1/2}.
\]

It is simple to see that \( Y \) is a Hilbert space. Since \( u = \omega(\omega^{-1} u) \) and \( |\omega(t)| \leq 1 \), then \( Y \subset L^2(-1,1) \).

Proposition 3.1 \( Y \subset H^1_{loc}(-1,1) \subset \mathcal{C}(-1,1) \).

Proof. Let \( u \in Y \). Using the fact that \( \omega^{-1} \in \mathcal{C}^\infty(-1,1) \), it follows that \( u' = \omega^{-1}(\omega u') \in L^2_{loc}(-1,1) \) and therefore \( u \in H^1(-a,a) \subset \mathcal{C}[-a,a] \) for all \( 0 < a < 1 \).

Since the rule \( (u^2)' = 2u u' \) holds in \( H^1_{loc}(-1,1) \), it holds in \( Y \). Note also that \( \mathbb{P}_0 \cap Y = \{0\} \). The following set

\[
\mathcal{C}_0 := \{ u \in \mathcal{C}[-1,1] : u(-1) = u(1) = 0 \}
\]

will be relevant in the sequel.

Proposition 3.2 \( Y \subset \mathcal{C}_0 \) with continuous injection.

Proof. Using the definition we prove that if \( u \in Y \), then \( u u' = (\omega^{-1} u)(\omega u') \in L^1(-1,1) \). Therefore \( u^2 \in W^{1,1}(-1,1) \subset \mathcal{C}[-1,1] \) and \( u \in \mathcal{C}[-1,1] \). Since \( \omega^{-1} u \in L^2(-1,1) \) and \( u \) is continuous near the two singularities of \( \omega^{-1} \), necessarily \( u \) has to vanish in both of them. □
Lemma 3.3 If \( u \in H^1_0(-1, 1) \) then:

(a) \( \omega^{-1}u \in C_0 \),

(b) \( \omega u \in H^1_0(-1, 1) \).

Proof. Let \( u \in H^1_0(-1, 1) \). Note first that \( \omega^{-1}u \in C(-1, 1) \). We can write

\[
u(t) = \int_{-1}^t u'(s)ds
\]

and therefore

\[|u(t)| \leq \sqrt{1+t} \left( \int_{-1}^t |u'(s)|^2 ds \right)^{1/2}, \quad \forall t \in [-1, 1].\]

Using Lebesgue’s Theorem we prove that

\[|\omega^{-1}(t)u(t)| \leq \frac{1}{\sqrt{1+t}} \left( \int_{-1}^t |u'(s)|^2 ds \right)^{1/2} \to 0 \text{ as } t \to 1.\]

The limit for \( t \to 1 \) is obtained similarly.

To prove the second statement, note first that \( \omega u \in L^2(-1, 1) \) (because \( \omega \) is bounded) and

\[(\omega u)' = -t\omega^{-1}u + \omega u' \in L^2(-1, 1)\]

because of the first part of the Lemma. Finally, \( \omega u \in C[-1, 1] \) and the limits at both extreme points of the interval are zero because both \( \omega \) and \( u \) vanish there. \( \Box \)

Proposition 3.4 For all \( m \geq 0 \)

\[\{\omega^m u : u \in H^1_0(-1, 1)\} \subset Y.\]

Proof. From Lemma 3.3(a) and the boundedness of \( \omega \) it is clear that \( H^1_0(-1, 1) \subset Y \). By Lemma 3.3(b) it follows that if \( u \in H^1_0(-1, 1) \), then \( \omega^m u \in H^1_0(-1, 1) \) for \( m \geq 1 \), which finishes the proof. \( \Box \)

Lemma 3.5 If \( u \in Y \), \( p \) is a polynomial and \( m \geq 1 \), then

\[\omega^2(\omega^m p)'u \in H^1_0(-1, 1).\]

Proof. Assume first that \( m \) is even. Then \( \omega^m p \in \mathbb{P} \) and \( \omega^2(\omega^m p)' \in \mathbb{P} \), so \( \omega^2(\omega^m p)'u \in C[-1, 1] \subset L^2(-1, 1) \). Taking the derivative

\[(u\omega^2(\omega^m p)')' = u'(\omega^2(\omega^m p)') + u(\omega^2(\omega^m p)')'.\]

Note \( \omega u' \in L^2(-1, 1) \), \( \omega \) is bounded and \( (\omega^m p)' \) is a polynomial, as is \( \omega^2(\omega^m p)' \). This proves that \( (u\omega^2(\omega^m p)')' \in L^2(-1, 1) \).

If \( m \) is odd, then \( \omega(\omega^m p)' \in \mathbb{P} \) and therefore \( \omega^2(\omega^m p)'u \in C[-1, 1] \subset L^2(-1, 1) \). For the derivative we decompose

\[(u\omega^2(\omega^m p)')' = (u' \omega - tu \omega^{-1})\omega(\omega^m p)' + u\omega(\omega^m p)''.\]
and note that 
\[ u', u^{-1}, u \in L^2(-1, 1), \quad \omega^m p' \in \mathbb{P}, \]
so the derivative is in \( L^2(-1, 1) \).

Finally, in both cases the function is continuous and vanishes at the extremes of the interval. Therefore it is in \( H^1_0(-1, 1) \). \( \square \)

**Proposition 3.6** \( \omega^m p \) is dense in \( Y \) for all \( m \geq 1 \).

**Proof.** Suppose that
\[
\int_{-1}^{1} \omega^2 u'(\omega^m p)' + m^2 \int_{-1}^{1} \omega^{-2} u \omega^m p = 0, \quad \forall p \in \mathbb{P}.
\]
By Lemma 3.5 we can apply integration by parts and obtain
\[
\int_{-1}^{1} u \left( -(\omega^2 (\omega^m p)' + \frac{m^2}{\omega^2} \omega^m p) \right) = \int_{-1}^{1} u \mathcal{L}_m(\omega^m p) = 0, \quad \forall p \in \mathbb{P}.
\]
Taking \( p = P_{n}^{(m)} \) or equivalently \( \omega^m p = P_{n}^{m} \) and applying that
\[
\mathcal{L}_m P_{n}^{m} = n(n+1) P_{n}^{m},
\]
it follows that
\[
n(n+1) \int_{-1}^{1} u P_{n}^{m} = 0, \quad \forall m \geq 1.
\]
This implies that \( u = 0 \) since \( \{ P_{n}^{m} : n \geq m \} \) is an orthogonal basis of \( L^2(-1, 1) \). \( \square \)

**Theorem 3.7** \( \mathcal{D}(-1, 1) \) is dense in \( Y \).

**Proof.** Note that \( \omega^2 \mathbb{P} \subset H^1_0(-1, 1) \subset Y \) by Proposition 3.4. By Proposition 3.6 the first subset is dense in \( Y \). Moreover, \( \mathcal{D}(-1, 1) \) is dense in \( H^1_0(-1, 1) \) with the norm of this last space. \( \square \)

Take now \( m \geq 1 \). As a consequence of Theorem 3.7 the problem of finding \( \lambda \in \mathbb{R} \) and non–trivial \( u \in Y \) such that
\[
\mathcal{L}_m u = \lambda u \quad \text{in } (-1, 1) \tag{7}
\]
is easily seen to be equivalent to finding \( \lambda \in \mathbb{R} \) and non–trivial \( u \in Y \) satisfying
\[
(u, v)_m = \lambda(u, v)_{L^2(-1, 1)}, \quad \forall v \in Y,
\]
where
\[
(u, v)_m := \int_{-1}^{1} \left( \omega^2 u' v' + \frac{m^2}{\omega^2} u v \right).
\]
Consider now for \( m \geq 1 \) the set of functions \( \{ Q_{n}^{m} : n \geq m \} \). They form an orthonormal basis of \( L^2(-1, 1) \). On the other hand, because \( Q_{n}^{m} \) solves Legendre’s equation (7) with \( \lambda = n(n+1) \), then
\[
(Q_{n}^{m}, Q_{\ell}^{m})_m = n(n+1) \delta_{n,\ell}.
\]
This means that \( \{Q^m_n : n \geq m\} \) is orthogonal in \( Y \). By Proposition \( \text{3.6} \) \( \text{span} \{Q^m_n : n \geq m\} = \omega^m \mathbb{P} \) is dense in \( Y \), so \( \{Q^m_n : n \geq m\} \) is a complete orthogonal set in \( Y \) and we can characterize
\[
Y = \{ u \in L^2(-1, 1) : \sum_{n=m}^{\infty} n(n+1)|\langle u, Q^m_n \rangle_{L^2(-1,1)}|^2 < \infty \}.
\]
The injection of \( Y \) into \( L^2(-1, 1) \) is therefore compact. Let \( f \in L^2(-1, 1) \) and let \( G_m f := u \) be the solution of
\[
u \in Y, \quad \text{s.t.} \quad (u,v)_m = (f,v)_{L^2(-1,1)} \quad \forall v \in Y.
\]
Standard arguments show that \( G_m \) is self-adjoint, compact and injective. Its Hilbert-Schmidt decomposition is given by the orthonormal system \( \{Q^m_n : n \geq m\} \). Actually
\[
G_m f = \sum_{n=m}^{\infty} \frac{1}{n(n+1)} \langle f, Q^m_n \rangle_{L^2(-1,1)} Q^m_n.
\]
The set \( Y \) can be characterized as the range of \( G_m^{1/2} \). We thus have proved the following theorem:

**Theorem 3.8** For all \( m \geq 1 \), \( H^1_m = Y \). However, \( H^1_0 \neq Y \).

**Proof.** The first assertion has already been proved. Since \( \mathbb{P}_0 \subset \mathbb{P} \subset H^1_0 \), but \( \mathbb{P}_0 \cap Y = \{0\} \), it is clear that \( H^1_0 \) is different from the rest of the spaces.

The positive and negative powers of \( G_m \) define a new sequence of Hilbert scales, one for each value of \( m \geq 1 \). Since \( (n(n+1))^{1/2} \approx 2n + 1 \), as explained at the beginning of Section 2, these Hilbert scales are just \( H^s_m \) with equivalent but different norms: note that for positive values of \( s \), we have obtained the spaces
\[
\mathcal{R}(G_m^{s/2}) = \{ u \in L^2(-1, 1) : \sum_{n=m}^{\infty} (n(n+1))^s |\langle u, Q^m_n \rangle_{L^2(-1,1)}|^2 < \infty \}
\]
which are obviously the same as \( H^s_m \).

**Corollary 3.9** For all \( m, m' \geq 1 \) and \(-1 \leq s \leq 1\), \( H^s_m = H^s_{m'} \).

**Proof.** Since \( H^0_m = L^2(-1, 1) \) and \( H^1_m = Y \) for all \( m \geq 1 \), by interpolation we can prove that the scales \( H^s_m \) are independent of \( m \) for \( 0 \leq s \leq 1 \) (they have different but equivalent norms). For \(-1 \leq s < 0\) the result follows by duality. \( \square \)

### 4 The second set of identifications

**Proposition 4.1** For all \( m \geq 1 \),
\[
H^2_m = \{ u \in Y : \mathcal{L}_m u \in L^2(-1,1) \}
\]
and there exist \( c_m, C_m > 0 \) such that
\[
c_m \|u\|_{m,2} \leq \|\mathcal{L}_m u\|_{L^2(-1,1)} \leq C_m \|u\|_{m,2}, \quad \forall u \in H^2_m.
\]
Moreover, \( H^1_1 \neq H^2_m \) for all \( m \geq 2 \).
Proof. Using the fact that $H^2_m = \mathcal{R}(G_m)$ and the definition of $G_m$ given by solving problems (8), (10) follows readily. Since we can use the image norm of $\mathcal{R}(G_m)$ as an equivalent norm, we only need to prove that

$$\|\mathcal{L}_m u\|_{L^2(-1,1)}^2 = \sum_{n=m}^{\infty} (n(n+1))^2 |(u, Q_n^m)_{L^2(-1,1)}|^2, \quad \forall u \in \mathcal{R}(G_m).$$

This can be easily done in $\omega^m \mathbb{P} = \text{span} \{Q_n^m : n \geq m\}$ using the eigenvalue property for the Legendre functions (3), their $L^2(-1,1)$ orthonormality and the density of $\omega^m \mathbb{P}$ in $\mathcal{R}(G_m)$.

From (10) it follows that $\omega \in H^2_0$ ($\omega^\mathbb{P}$ is dense in $H^2_0$) but $\omega \not\in H^2_m$ for $m \geq 2$. To see that notice that if $u \in H^2_m \cap H^2_0$, we would need that $\omega^{-2} u \in L^2(-1,1)$ (compare the differential characterizations (10) of these spaces), which is not the case for $u = \omega$. □

Proposition 1.1 allows us to recommence the construction of the Hilbert scales for $m \geq 1$ in a different way, using the unbounded operator $\mathcal{L}_m : D(\mathcal{L}_m) \subset L^2(-1,1) \rightarrow L^2(-1,1)$ with domain

$$D(\mathcal{L}_m) := \{u \in Y : \mathcal{L}_m u \in L^2(-1,1)\},$$

with the operator $\mathcal{L}_m$ applied in the sense of distributions. Once $\mathcal{L}_m$ is shown to be selfadjoint, the Hilbert scale (or Sobolev tower as explained in [9], or left–definite spectral sets) can be constructed again. Note that is relevant that we demand $u \in Y$ as part of the conditions for a function to be in the domain of the operator but once that is done, we only require the image of the differential operator to be in $L^2(-1,1)$. In this sense, the cases $m \geq 1$ differ in an essential way from the case $m = 0$, where some additional boundary conditions appear in the domain of the differential operator that are not in the ‘energy space’ (see Appendix B and [5] and references therein).

Consider the space

$$Z := \{u : (-1,1) \rightarrow \mathbb{R} : \omega^{-2} u, u', \omega^2 u'' \in L^2(-1,1)\}$$

endowed with its natural norm

$$\|u\|_Z := \left( \int_{-1}^{1} \omega^{-4} |u|^2 + |u'|^2 + \omega^4 |u''|^2 \right)^{1/2}.$$

Note that the elements of $Z$ are in $H^2_{\text{loc}}(-1,1) \subset C^1(-1,1)$ (the argument is identical to that of Proposition 3.1). The remainder of this section is going to be devoted to proving the following result:

**Theorem 4.2** For all $m \geq 2$, $H^2_m = Z$ with equivalent norms. Moreover $Z \subset H^2_0 \cap H^2_1$ (it is a strict subset) and both $H^2_2 \setminus H^2_0$ and $H^2_0 \setminus H^2_1$ are non–empty.

We start the process of proving Theorem 4.2 by showing some key properties.

**Proposition 4.3** For $m \geq 2$, $\omega^m \mathbb{P} \subset Z \subset H^2_0(-1,1) \subset Y$. The injection of $Z$ in $H^2_0(-1,1)$ is continuous.
Proof. The assertion \( \omega^m \mathbb{P} \subset Z \) for \( m \geq 2 \) follows directly from the definition of \( Z \). Note also that \( Z \subset H^1(-1,1) \subset C[-1,1] \). From the definitions of \( Z \) and \( Y \) it is clear that \( Z \subset Y \), but Proposition 4.2 shows that elements of \( Y \) vanish in \( \pm 1 \), which proves that \( Z \subset H^1_0(-1,1) \).

Lemma 4.4 Let \( u \in Z \). Then \( \omega^{-1}u, \omega u' \) and \( uu' \) are in \( C_0 \).

Proof. By Proposition 4.3 \( Z \subset H^1_0(-1,1) \) and then by Lemma 3.3(a), \( \omega^{-1}u \in C_0 \).

Consider now the function \( v := \omega^2u' \). It is simple to check that \( v \in H^1(-1,1) \subset C[-1,1] \) by the conditions that define \( Z \). Also \( \omega^{-2}v = u' \in L^2(-1,1) \). These two properties imply that \( v(\pm 1) = 0 \) and therefore \( v \in H^1_0(-1,1) \). We now apply Lemma 3.3(a) to prove that \( \omega u' = \omega^{-1}v \in C_0 \).

Finally \( uu' = (\omega^{-1}u)(\omega u') \) and \( C_0 \) is an algebra and therefore the last assertion is a simple consequence of the first two.

Proposition 4.5 For all \( m \geq 2 \), there exist constants \( C_m, c_m > 0 \) such that

\[
\|L_m u\| \leq \|L_m u\|_{L^2(-1,1)} \leq C_m \|u\|_Z, \quad \forall u \in Z.
\]

For \( m = 1 \) there holds an upper bound \( \|L_1 u\|_{L^2(-1,1)} \leq C_1 \|u\|_Z \) for all \( u \in Z \).

Proof. It is simple to check that if \( u \in Z \), then \( L_m u \in L^2(-1,1) \). Elementary computations show that

\[
\|L_m u\|^2_{L^2(-1,1)} = m^4 \int_{-1}^1 \omega^4|u|^2 + \int_{-1}^1 |(\omega^2u')|^2 - 2m^2 \int_{-1}^1 \omega^{-2}u(\omega^2u')' \\
= m^4 \int_{-1}^1 \omega^4|u|^2 + \int_{-1}^1 4t^2|u'|^2 + \int_{-1}^1 \omega^4|u''|^2 - 4 \int_{-1}^1 t \omega^2u'u'' \\
-2m^2 \int_{-1}^1 u' u'' + 4m^2 \int_{-1}^1 t \omega^{-2}u' u'. \quad (11)
\]

We are now going to apply Lemma 1.1 three times: (a) \( 2t \omega^2(u')^2 \in L^1(-1,1) \cap C_0 \) by Lemma 4.4 and in the decomposition

\[
(2t \omega^2(u')^2)' = 4t \omega^2 u'' + (2 - 6t^2)(u')^2,
\]
both terms are in \( L^1(-1,1) \); (b) we have a similar behavior of \( uu' \in L^1(-1,1) \cap C_0 \) (again by Lemma 4.4) with

\[
(uu')' = |u'|^2 + uu'';
\]
(c) finally \( t \omega^{-2}u^2 \in L^1(-1,1) \cap C_0 \) (Lemma 4.4) and

\[
(t \omega^{-2}u^2)' = 2t \omega^{-2}u + (1 + t^2)\omega^{-4}u^2.
\]

The above justifies using integration by parts in the last three terms of \((11)\) to obtain

\[
\|L_m u\|^2_{L^2(-1,1)} = m^4 \int_{-1}^1 \omega^4|u|^2 + \int_{-1}^1 4t^2|u'|^2 + \int_{-1}^1 \omega^4|u''|^2 + \int_{-1}^1 (2 - 6t^2)|u'|^2 \\
+2m^2 \int_{-1}^1 |u'|^2 - 2m^2 \int_{-1}^1 (1 + t^2)\omega^{-4}|u|^2 \\
= \int_{-1}^1 q_m \omega^4|u|^2 + \int_{-1}^1 p_m |u'|^2 + \int_{-1}^1 \omega^4|u''|^2 \quad (12)
\]
with
\[ p_m(t) := 2(1 + m^2 - t^2), \quad q_m(t) := m^2(m^2 - 2 - 2t^2). \]

Note that
\[ 2m^2 \leq p_m(t) \leq 2 + 2m^2, \quad m^2(m^2 - 4) \leq q_m(t) \leq m^2(m^2 - 2), \quad -1 \leq t \leq 1. \]

This proves the result for any \( m \geq 3 \) and only the upper bound for \( m = 2 \) (the constant for the lower bound of \( q_m \) cancels). In this last case we apply integration by parts only to two of the three last terms of (11). Our starting point for the lower bound is then
\[
\|\mathcal{L}_2u\|_{L^2(-1,1)}^2 = 16 \int_{-1}^1 \omega^{-4}|u|^2 + \int_{-1}^1 p_2|u'|^2 + \int_{-1}^1 \omega^4|u''|^2 + 16 \int_{-1}^1 t\omega^{-2}u' u'
\]

Applying the inequality
\[
ab \leq \frac{1}{3}a^2 + \frac{3}{4}b^2
\]
we can bound
\[
16 \int_{-1}^1 (t u)(\omega^{-2}u') \geq -\frac{16}{3} \int_{-1}^1 t^2|u'|^2 - 12 \int_{-1}^1 \omega^{-4}|u|^2
\]
and thus
\[
\|\mathcal{L}_2u\|^2 \geq 4 \int_{-1}^1 \omega^{-4}|u|^2 + \int_{-1}^1 \left(10 - 2t^2 - \frac{16}{3}t^2\right)|u'|^2 + \int_{-1}^1 \omega^4|u''|^2
\]
\[
\geq 4 \int_{-1}^1 \omega^{-4}|u|^2 + \frac{8}{3} \int_{-1}^1 |u'|^2 + \int_{-1}^1 \omega^4|u''|^2.
\]

This completes the proof for \( m = 2 \). The upper bound for \( m = 1 \) is a direct consequence of (12). \( \square \)

**Proof of Theorem 4.2.** Using Propositions 4.3 and 4.5 and the characterization of \( H^2_m \) of Proposition 4.1 it follows that \( Z \subset H^2_m \) with continuous injection. By Propositions 4.1 and 4.3 \( Z \) is a closed subspace of \( H^2_m \) for every \( m \geq 2 \). However, by Proposition 4.3 we know that \( \omega^m \mathbb{P} \subset Z \) and at the same time \( \omega^m \mathbb{P} \) is dense in \( H^2_m \) by definition. This proves that \( Z = H^2_m \) for \( m \geq 2 \) with equivalent norms.

Note that Propositions 4.1 and 4.3 (the last assertion of this one) prove that \( Z \subset H^1_0 \). To see that \( Z \subset H^2_0 \), we need to characterize \( H^2_0 \) as in (6). This will be done in the next section (it is a particular case of Theorem 5.1), although the result follows from results in [5] and related references.

It is simple to see that \( p(t) \equiv 1 \) belongs to \( H^2_0 \) but not to \( Y \) (and therefore not to \( Z \subset Y \)). Also \( \omega \in H^2_1 \), but \( \omega \notin Z \) and \( \omega \notin H^2_0 \) by (6). \( \square \)
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5 Weighted Sobolev space characterization

The following section is devoted to giving a characterization of the spaces $H^k_m$ for positive integer values of $k$ (and all $m$) as weighted Sobolev spaces. This section is independent of Sections 3 and 4 and does not use any result that appears therein.

Consider the spaces

$$X^k_m := \{ u \in L^2(-1, 1) : \omega^{m+k}((\omega^{-m}u)^{(k)}) \in L^2(-1, 1) \},$$

endowed with their natural norms:

$$\|u\|_{X^k_m} := \left( \int_{-1}^{1} \omega^{2m+2k} |(\omega^{-m}u)^{(k)}|^2 + \int_{-1}^{1} |u|^2 \right)^{1/2}.$$

It is simple to observe that due to the fact that $\omega$ is bounded in $[-1, 1]$, multiplication by $\omega$ defines a bounded linear operator from $X^k_m$ into $X^k_{m+1}$ for all $k$ and $m$. The aim of this section is the proof of the following theorem:

**Theorem 5.1** For all $m \geq 0$ and $k \geq 1$,

$$H^k_m = X^k_m$$

and there exist $C_{m,k} > 0$ such that for all $u \in H^k_m$

$$C_{m,k} \|u\|^2_{m,k} \leq (m + \frac{1}{2})^{2k} \int_{-1}^{1} |u|^2 + \int_{-1}^{1} \omega^{2(m+k)} |(\omega^{-m}u)^{(k)}|^2 \leq 2^{1-2k} \|u\|^2_{m,k}.$$

As in Section 4, we first prove some key results that will allow us to show the identifications of spaces of Theorem 5.1 at the end of this section.

**Proposition 5.2** For all $m \geq 0$ and $k \geq 1$

$$X^k_m \subset H^k_{\text{loc}}(-1, 1) \subset C^{k-1}(-1, 1).$$

Moreover, if $v \in H^k(-1, 1)$, then $\omega^m v \in X^k_m$.

**Proof.** The first part uses the same arguments as the ones in Proposition 3.1. The second part is straightforward. \( \Box \)

**Proposition 5.3** For all $m \geq 0$ and $k \geq 1$, $X^k_m \subset X^{k-1}_m$ with continuous injection. Therefore

$$X^k_m = \{ u : (-1, 1) \rightarrow \mathbb{R} : \omega^{m+\ell}((\omega^{-m}u)^{(\ell)}) \in L^2(-1, 1), \ 0 \leq \ell \leq k \}.$$ 

**Proof.** Given $u \in X^k_m$, we consider the function

$$v := \omega^{m+k}((\omega^{-m}u)^{(k)}) \in L^2(-1, 1).$$
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There holds $(\omega^{-m}u)^{(k-1)} \in H^1_{\text{loc}}(-1, 1) \subset \mathcal{C}(-1, 1)$ and we can bound

$$j(u) := (\omega^{-m}u)^{(k-1)}(0), \quad |j(u)| \leq C_{m,k} \|u\|_{X^k_m}.$$ 

Therefore

$$(\omega^{-m}u)^{(k-1)}(t) = \int_0^t (\omega^{-m}u)^{(k)}(s)\,ds + j(u) = \int_0^t \omega^{-m-k}(s)v(s)\,ds + j(u). \quad (13)$$

For all $t \in (-1, 1)$

$$\left| \omega^{m+k-1}(t) \int_0^t \omega^{-m-k}(v(s))\,ds \right|^2 \leq \left| \omega^{2m+2k-2}(t) \int_0^t \omega^{-2m-2k}(s)\,ds \right| \int_0^t |v(s)|^2\,ds$$

$$= \left| g_{m+k-1}(t) \right| \int_0^t |v(s)|^2\,ds \leq \left| g_{m+k-1}(t) \right| \|v\|^2_{L^2(-1,1)},$$

$g_{m+k-1} \in L^1(-1,1)$ being one of the functions of Lemma A.4. Therefore, using (13), it follows that

$$\omega^{m+k-1}(\omega^{-m}u)^{(k-1)} \in L^2(-1,1)$$

and its norm is controlled by the one of $u$ in $X^k_m$. $\square$

**Corollary 5.4** Let $m, k \geq 0$. Multiplication by a fixed $v \in \mathcal{C}^\infty[-1,1]$ is a linear bounded operator from $X^k_m$ to itself.

**Proof.** Let $v \in \mathcal{C}^\infty[-1,1]$ and $u \in L^2(-1,1)$. Then

$$\omega^{m+k}((\omega^{-m}u)^{(k)}) = \sum_{j=0}^k \binom{k}{j} \omega^{k-j}v^{(k-j)} \omega^{m+j}(\omega^{-j}u)^{(j)}$$

and the result is a direct consequence of Proposition 5.3. Note that the result also holds if $v \in W^{\infty,k}(-1,1) := \{v : (-1,1) \to \mathbb{R} : v^{(j)} \in L^\infty(-1,1), \quad 0 \leq j \leq k\}$. $\square$

**Lemma 5.5** If $u \in X^k_m$ with $k \geq 1$ and $m \geq 0$, then $\omega^{2m+2k}(\omega^{-m}u)^{(k-1)} \in H^1_0(-1,1)$.

**Proof.** Note that if we prove that $v := \omega^{m+k+1}(\omega^{-m}u)^{(k-1)} \in H^1_0(-1,1)$, then by Lemma 3.3(b) the result follows readily.

First of all, it is clear that $v \in L^2(-1,1)$ and that

$$v' = -(m+k+1)t \omega^{m+k-1}(\omega^{-m}u)^{(k-1)} + \omega^{m+k+1}(\omega^{-m}u)^{(k)} \in L^2(-1,1),$$

that is, $v \in H^1(-1,1) \subset \mathcal{C}[-1,1]$. Besides, $\omega^{-2}v \in L^2(-1,1)$ and therefore $v(\pm 1) = 0$, which proves the result. $\square$

**Lemma 5.6** If $u \in X^k_m$ with $m \geq 0$ and $k \geq 1$, then

$$\int_{-1}^1 (\omega^{-m}u)^{(k)} \omega^{2m+2k}p = (-1)^k \int_{-1}^1 \omega^{-m}u(\omega^{2m+2k}p)^{(k)}, \quad \forall p \in \mathbb{P}.$$
Proof. The result is true for \( p \in C^k[-1,1] \) but the argument is simpler with polynomials. Note first that by Lemma 5.6
\[
\omega^{2m+2k}(\omega^{-m}u)^{(k-1)}p \in H^1_0(-1,1)
\]
and that in the expression
\[
\left((\omega^{-m}u)^{(k-1)}\omega^{2m+2k}p\right)' = (\omega^{-m}u)^{(k)}\omega^{2m+2k}p + (\omega^{-m}u)^{(k-1)}(\omega^{2m+2k}p)'
\]
both terms on the right hand side are integrable, so can apply integration by parts to

\[
\int_{-1}^{1} (\omega^{-m}u)^{(k)}\omega^{2m+2k}p = -\int_{-1}^{1} (\omega^{-m}u)^{(k-1)}(\omega^{2m+2k}p)'.
\]
However, \((\omega^{2m+2k}p)' = \omega^{2m+2k-2}q\) with \( q \in \mathbb{P} \) and \( u \in X_m^{k-1} \). These facts allow us to apply the same argument again to obtain, when \( k \geq 2 \)
\[
\int_{-1}^{1} (\omega^{-m}u)^{(k)}\omega^{2m+2k}p = -\int_{-1}^{1} (\omega^{-m}u)^{(k-1)}\omega^{2m+2k-2}q
\]
\[
= \int_{-1}^{1} (\omega^{-m}u)^{(k-2)}(\omega^{2m+2k-2}q)' = \int_{-1}^{1} (\omega^{-m}u)^{(k-2)}(\omega^{2m+2k}p)''.
\]
The statement follows by induction. \( \square \)

Theorem 5.7 For all \( m \geq 0 \) and \( k \geq 1 \), \( \omega^m\mathbb{P} \) is dense in \( X_m^k \).

Proof. Assume that \( u \in X_m^k \) is orthogonal to all elements of the form \( \omega^m p \) with \( p \) a polynomial. This means that
\[
\int_{-1}^{1} \omega^{2m+2k}(\omega^{-m}u)^{(k)}p(k) + \int_{-1}^{1} u \omega^m p = 0, \quad \forall p \in \mathbb{P}.
\]
We can apply Lemma 5.6 to prove that
\[
(-1)^k \int_{-1}^{1} \omega^{-m}u(\omega^{2m+2k}p(k)) + \int_{-1}^{1} u \omega^m p = 0, \quad \forall p \in \mathbb{P}. \quad (14)
\]
Consider now the operator
\[
\mathcal{L}_{m,k}p := (-1)^k \omega^{-2m}(\omega^{2m+2k}p(k)) + p
\]
This is a linear differential operator with polynomial coefficients and maps \( \mathbb{P}_n \) to itself. Furthermore, if \( p \in \mathbb{P} \) and \( \mathcal{L}_{m,k}p = 0 \), then taking \( u = \omega^m p \) in (14) we derive
\[
0 = \int_{-1}^{1} (\omega^{2m}p) (\mathcal{L}_{m,k}p) = \int_{-1}^{1} \omega^{2m+2k}|p(k)|^2 + \int_{-1}^{1} \omega^{2m}|p|^2.
\]
This means that \( \mathcal{L}_{m,k} : \mathbb{P} \to \mathbb{P} \) is injective and does not increase the degree. Therefore \( \mathcal{L}_{m,k} : \mathbb{P} \to \mathbb{P} \) is a bijection. Condition (14) is thus equivalent to
\[
\int_{-1}^{1} \omega^m u q = 0, \quad \forall q \in \mathbb{P},
\]
which implies that \( u = 0 \). Therefore \( \omega^m\mathbb{P} \) is dense in \( X_m^k \). \( \square \)
Proof of Theorem 5.1. Let $\| \cdot \|_{m,k,*}$ be the norm that appears in the inequality of the statement and $(\cdot, \cdot)_{m,k,*}$ the associated inner product. Note that $\{P_m^n : n \geq m\}$ is orthogonal in $H^k_m$ and that since $\omega^m \cdot P_m^n = \omega^{m+k}P_{m+k}^n = \begin{cases} P_{m+k}^n, & \text{if } n \geq m+k, \\ 0, & \text{if } m+k > n \geq m, \end{cases}$ then

$$(P_m^n, P_{\ell}^m)_{m,k,*} = (m + \frac{1}{2})^{2k} \int_{-1}^{1} P_m^n P_{\ell}^m + \int_{-1}^{1} P_{m+k}^n P_{\ell+k}^m,$$

so these functions are also orthogonal in $X^k_m$.

For all $n \geq m$

$$\|P_m^n\|_{m,k}^2 = c_{n,m}^{-2} \|Q_m^n\|_{m,k}^2 = c_{n,m}^{-2} (2n + 1)^{2k}.$$ If $m+k > n \geq m$, then

$$\|P_m^n\|_{m,k,*}^2 = (m + \frac{1}{2})^{2k} c_{n,m}^{-2},$$

whereas for $n \geq m+k$

$$\|P_m^n\|_{m,k,*}^2 = (m + \frac{1}{2})^{2k} c_{n,m}^{-2} + c_{n,m+k}^{-2} = c_{n,m}^{-2} \left( (m + \frac{1}{2})^{2k} + \left( \frac{c_{n,m}}{c_{n,m+k}} \right)^2 \right).$$

Using Lemma A.4 we can bound

$$\frac{(m+1)!}{(m+k+1)!} \frac{(2n+1)^{2k}}{2^{2k}} \leq \left( \frac{c_{n,m}}{c_{n,m+k}} \right)^2 \leq (m + \frac{1}{2})^{2k} + \left( \frac{c_{n,m}}{c_{n,m+k}} \right)^2 \leq 2 \frac{(2n+1)^{2k}}{2^{2k}},$$

which translates into

$$C_{m,k} \|P_m^n\|_{m,k}^2 \leq \|P_m^n\|_{m,k,*}^2 \leq \frac{2}{2^{2k}} \|P_m^n\|_{m,k}^2, \quad n \geq m,$$

where

$$C_{m,k} := \min \left\{ \frac{(m+1)!}{(m+k+1)!} \frac{1}{2^{2k}} \cdot \frac{(m+1/2)^{2k}}{(2m+2k-1)^{2k}} \right\}.$$ Note that $\omega^m \cdot = \operatorname{span} \{P_m^n : n \geq m\}$ is dense in both $X^k_m$ and $H^k_m$. Using Lemma A.6 we prove that $X^k_m$ can be identified with $H^k_m$ and that the inequalities for the norms of $P_m^n$ can be extended to any element of the spaces. □

Note that as a consequence of the fact that $H^1_m = Y$ for all $m \geq 1$, it follows that

$$\{u \in L^2(-1,1) : \omega^{m+1}(\omega^{-m}u)' \in L^2(-1,1)\} = \{u : \omega^{-1}u, \omega u' \in L^2(-1,1)\},$$

as long as $m \neq 0$. 17
6 Further properties

Theorem 6.1 (Embedding theorem) Let \( u \in H^s_m \) with \( s > m + 2k + 1 \). Then \( \omega^{-m} u \in C^k[-1, 1] \). Moreover, there exist \( C_{m,s} > 0 \) such that

\[
\max_{0 \leq \ell \leq k} \| (\omega^{-m} u)^{(\ell)} \|_{L^\infty(-1,1)} \leq C_{m,s} \| u \|_{m,s}, \quad \forall u \in H^s_m.
\]

Proof. Decomposing \( u \) in \( \{Q^m_n : n \geq m\} \), which is an orthonormal basis of \( L^2(-1,1) \), we observe that

\[
u = \sum_{n=m}^{\infty} u_n Q^m_n = \omega^m \sum_{n=m}^{\infty} u_n c_{n,m} P^{(m)}_n, \quad u_n := (u, Q^m_n)_{L^2(-1,1)}.
\]

Using Lemmas A.3 and A.5, we can bound term by term

\[
|c_{n,m} P^{(m+k)}_n(t)| \leq C_m \left(2n + 1\right)^{1/2 - m} D_{m+k} \left(2n + 1\right)^{2m+2k} = C_m D_{m+k} \left(2n + 1\right)^{1/2 + m+2k}, \quad \forall t \in [-1, 1].
\]

Note that if \( s > r + 1 \), then \( 2(r-s) + 1 < -1 \) and

\[
\sum_{n=1}^{\infty} |f_n| n^{r+1/2} \leq \left(\sum_{n=1}^{\infty} |f_n|^2 \right)^{1/2} \left(\sum_{n=1}^{\infty} n^{2(r-s)+1}\right)^{1/2} =: E_{s-r} \left(\sum_{n=1}^{\infty} |f_n|^2 \right)^{1/2}.
\]

Therefore

\[
\sum_{n=1}^{\infty} |u_n c_{n,m} P^{(m+k)}_n(t)| \leq C_m D_{m+k} \sum_{n=1}^{\infty} |u_n| \left(2n + 1\right)^{m+2k+1/2} \leq C_m D_{m+k} E_{s-m-2k} \left(\sum_{n=1}^{\infty} |u_n|^2 \left(2n + 1\right)^{2s}\right)^{1/2} = C_m D_{m+k} E_{s-m-2k} \| u \|_{m,s},
\]

for all \( t \in [-1, 1] \) and \( s > 2k + m + 1 \). Therefore the series

\[
\sum_{n=1}^{\infty} u_n c_{n,m} P^{(m+k)}_n
\]

converges uniformly to continuous functions, which proves that \( \omega^{-m} u \) has \( k \) continuous derivatives in \([-1, 1]\). □

Proposition 6.2

\[
\bigcap_{k=1}^{\infty} H^k_m = \{ \omega^m g : g \in C\infty[-1, 1]\}.
\]
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Proof. By Theorem 5.1 if \( g \in C^k[-1,1] \), then \( u := \omega^m g \in H^k_m \). Therefore elements of the form \( \omega^m g \) with \( g \in C^\infty[-1,1] \) belong to \( H^k_m \) for all \( k \). The converse statement is a direct consequence of Theorem 5.1. \( \square \)

The following result gives a simple identity regarding the \( m \)-weighted forms of the natural norms of \( X^1_m \) and \( Y \). Thanks to it we will be able to prove a first set of inclusions of the spaces \( X^k_m \) for different values of \( m \).

Proposition 6.3 For all \( m \geq 1 \) and \( u \in H^1_m = Y \)

\[
m(m+1) \int_{-1}^{1} |u|^2 + \int_{-1}^{1} \omega^{m+2}|(\omega^{-m}u')|^2 = m^2 \int_{-1}^{1} \omega^{-2}|u|^2 + \int_{-1}^{1} \omega^2|u'|^2.
\]

Proof. Note that \( H^1_m = X^1_m = Y \) for all \( m \geq 1 \) and we can use many integral properties of \( u \in H^1_m \). In particular \( u \in H^1_m \) and we can apply the product rule \((u^2)' = 2uu'\). Therefore

\[
m(m+1)u^2 + \omega^{m+2}(\omega^{-m}u')^2 = m(m+1)u^2 + m^2\omega^{-2}u^2 + \omega^2(u')^2 + 2mtu' \nonumber
\]

\[
= u^2m^2(1 + \omega^{-2}t^2) + \omega^2(u')^2 + m(u^2 + 2tuu') \nonumber
\]

\[
= m^2\omega^{-2}u^2 + \omega^2(u')^2 + m(tuu'). \nonumber
\]

Using the arguments of the proof of Proposition 3.2, we can show that

\[
\int_{-1}^{1} (t^2u')' = 0, \quad \forall u \in Y,
\]

from where we obtain the equality of norms. Note that the result can also be proved by comparison of the norms of the functions \( Q^m_n \) and using Lemma A.6. \( \square \)

Corollary 6.4 Let \( m \geq 1 \). Then

\[
m\|\omega^{m-1}v\|^2_{L^2((-1,1),1)} \leq (m+1)\|\omega^m v\|^2_{L^2((-1,1),1)} + \frac{1}{m}\|\omega^{m+1}v'\|^2_{L^2((-1,1),1)}, \quad \forall v \in H^1((-1,1)).
\]

Proof. Take \( u := \omega^m v \) and note that \( u \in X^1_m \) by Proposition 5.2. Applying Proposition 6.3 to \( u \), we obtain

\[
m(m+1)\|\omega^m v\|^2_{L^2((-1,1),1)} + \|\omega^{m+1}v'\|^2_{L^2((-1,1),1)} = m^2\|\omega^{m-1}v\|^2_{L^2((-1,1),1)} + \|\omega(vm)v'\|^2_{L^2((-1,1),1)} \nonumber
\]

\[
\geq m^2\|\omega^{m-1}v\|^2_{L^2((-1,1),1)},
\]

which proves the result. \( \square \)

Proposition 6.5 Let \( m, k \geq 0 \). Then \( X^k_{m+2} \subset X^k_m \) with continuous injection. The inclusion is strict if \( m < k \).
Proof. The result is trivial for $k = 0$ and has already been proved for $k = 1$, when $X^1_m = Y$ for $m > 0$ and $Y$ is a strict subspace of $X^1_0$.

The density of $\omega^{m+2}\mathbb{P}$ in $X^k_{m+2}$ (Theorem 5.7) reduces the proof to showing that
\[
\|\omega^{m+k}(\omega^{-m}\omega^{m+2}p^{(k)})\|_{L^2(-1,1)} = \|\omega^{m+k}(\omega^{2}p^{(k)})\|_{L^2(-1,1)} \leq C_{m,k}\|\omega^{m+2}p\|_{X^k_{m+2}}, \quad \forall p \in \mathbb{P}.
\]
(15)

By Proposition 5.2 and Theorem 5.7 we could equivalently prove it for $p \in H^k(-1,1)$. Note that
\[
\omega^{m+k}(\omega^{2}p^{(k)}) = \omega^{m+k+2}p^{(k)} - 2kt\omega^{m+k}p^{(k-1)} - k(k-1)\omega^{m+k}p^{(k-2)}.
\]
(16)

The three terms on the right hand side are bounded separately. First of all
\[
\|\omega^{m+k+2}p^{(k)}\|_{L^2(-1,1)} = \|\omega^{m+2+k}(\omega^{-m-2}\omega^{m+2}p)\|_{L^2(-1,1)} \leq \|\omega^{m+2}p\|_{X^k_{m+2}}.
\]
The third term of (16) is equally easy to bound
\[
\|\omega^{m+k}p^{(k-2)}\|_{L^2(-1,1)} = \|\omega^{m+2+k-2}(\omega^{-m-2}\omega^{m+2}p)\|_{L^2(-1,1)} \leq \|\omega^{m+2}p\|_{X^k_{m+2}} \leq C_{m,k}\|\omega^{m+2}p\|_{X^k_{m+2}}
\]
by Proposition 5.3. Finally, for the second term of (16) we use Corollary 6.4 and Proposition 5.3
\[
\|\omega^{m+k}p^{(k-1)}\|_{L^2(-1,1)} \leq C_{m,k}\left(\|\omega^{m+k+1}p^{(k-1)}\|_{L^2(-1,1)} + \|\omega^{m+k+2}p^{(k)}\|_{L^2(-1,1)}\right)
\]
\[
\leq C_{m,k}\left(\|\omega^{m+2}p\|_{X^k_{m+1}} + \|\omega^{m+2}p\|_{X^k_{m+2}}\right) \leq C_{m,k}\|\omega^{m+2}p\|_{X^k_{m+2}}
\]
Using these last three bounds and (16) we prove (15).

Finally, assume that $m < k$. It is clear that $\omega^m \notin X^k_m$ (this is true for all values of $m$ and $k$). We now prove that $\omega^m \notin X^k_{m+2}$. Using Lemma A.1 it follows that
\[
\omega^{m+2+k}(\omega^{-m-2}\omega^m) = \omega^{m-k}p_{-2,k}
\]
where $p_{-2,k} \in \mathbb{P}_k$ and $p_{-2,k}(\pm 1) \neq 0$. However, for $m < k$, the singularities of $\omega^{m-k}$ at $\pm 1$ do not allow it to be in $L^2(-1,1)$ (see (5)) and the result is proved. \hfill \square

In the following section we will go further to prove that the remainder inclusions of the above proposition are just equalities of sets.

7 The last set of identifications

For any non-negative integer $k$ we consider the Hilbert space
\[
Z_k := \left\{ u : (-1,1) \to \mathbb{R} : \omega^{-k+2\ell}u^{(\ell)} \in L^2(-1,1), \quad \ell = 0, \ldots, k \right\}
\]
endowed with its natural norm:
\[
\|u\|_{Z_k} := \left( \sum_{\ell=0}^{k} \int_{-1}^{1} \omega^{2(\ell-k)}|u^{(\ell)}|^2 \right)^{1/2}.
\]

Notice that $Z_1 = Y$ and $Z_2 = Z$ which have appeared in previous sections.
Proposition 7.1 For all \( k \geq 1 \), \( Z_k \subset Z_{k-1} \) with continuous injection.

Proof. It is a straightforward application of the definition of the spaces. \( \square \)

The aim of this section is to prove the following result:

Theorem 7.2 Let \( m \) and \( k \) be non negative integers:

(a) If \( m \geq k \), then \( Z_k = X_m^k = H_m^k \) with equivalent norms.

(b) \( Z_k \subset H_k^0 \cap H_1^k \cap \ldots \cap H_{k-1}^k \) and the inclusion is strict.

The cases \( k = 1 \) and \( k = 2 \) of Theorem 7.2(a) were proved in Theorems 3.8 and 4.2.

The different assertions of this main theorem will be broken down to a small collection of properties that we now proceed to state and prove. Because of Proposition 6.5 and the equality of the sets \( X_m^k = H_m^k \), when \( k \geq 2 \), the superset in Theorem 7.2(b) is just \( H_{k-2}^k \cap H_{k-1}^k \). We will end the section distinguishing the remaining sets \( H_m^k \) with \( m < k \).

Proposition 7.3 For all \( m, k \geq 0 \), \( Z_k \subset X_m^k = H_m^k \) with continuous injection. Moreover, if \( m < k \), the inclusion is strict.

Proof. Note first that

\[
\omega^{m+k}(\omega^{-m} u)^{(k)} = \sum_{\ell=0}^{k} \binom{k}{\ell} \omega^{2k-2\ell+m}(\omega^{-m})^{(k-\ell)} \omega^{2\ell-k} u^{(\ell)}.
\]  

(17)

The functions \( \omega^{2k-2\ell+m}(\omega^{-m})^{(k-\ell)} \) that appear in (17) are polynomials and we can bound

\[
\|\omega^{m+k}(\omega^{-m} u)^{(k)}\|_{L^2(-1,1)} \leq C_{m,k} \sum_{\ell=0}^{k} \|\omega^{2\ell-k} u^{(\ell)}\|_{L^2(-1,1)} \leq \sqrt{k} C_{m,k} \|u\|_{Z_k}.
\]

This inequality proves the first assertion of the result. Note now that \( \omega^m \in X_m^k = H_m^k \) (this follows from the definition and also from Proposition 6.2). However, if \( \omega^m \in Z_k \), then \( \omega^{m-k} \in L^2(-1,1) \), which requires (see 3) that \( m - k > -1 \). Therefore \( \omega_m \notin Z_k \) if \( m \leq k - 1 \) and the inclusion of \( Z_k \) in \( X_m^k \) is strict in these cases. \( \square \)

Note that so far we have proved Theorem 7.2(b) as well as one of the inclusions needed to prove Theorem 7.2(a).

Lemma 7.4 For all \( m \geq k \), there exist \( C_{m,k} > 0 \) such that

\[
\|\omega^m u\|_{Z_k} \leq C_{m,k} \sum_{\ell=0}^{k} \|\omega^{m-k+2\ell} u^{(\ell)}\|_{L^2(-1,1)}, \quad \forall u \in H^k(-1,1).
\]

Hence, \( \omega^m H^k(-1,1) \subset Z_k \) for all \( m \geq k \).
Proof. The $Z_k$-norm of $\omega^m u$ includes $L^2(-1, 1)$-norms of terms like:

$$\omega^{-k+2\ell}(\omega^m u)(\ell) = \sum_{j=0}^{\ell} \binom{\ell}{j} \omega^{2\ell-2j-m}(\omega^m)^{(\ell-j)} \omega^{-k+2j} u(j).$$

However, by (20), it follows that $\omega^{2\ell-2j-m}(\omega^m)^{(\ell-j)} = p_{m, \ell-j} \in \mathbb{P}$, which allows us to bound

$$\|\omega^{-k+2\ell}(\omega^m u)(\ell)\|_{L^2(-1, 1)} \leq C_{k, \ell, m} \sum_{j=0}^{\ell} \|\omega^{-k+2j} u(j)\|_{L^2(-1, 1)}.$$ 

Summing for $\ell = 0, \ldots, k$, the result is proven. \hfill \Box

**Proposition 7.5** For $m \geq k$, $X^k_m \subset Z_k$ with continuous injection.

**Proof.** Note that $\omega^m \mathbb{P}$ is a dense subset of $X^k_m$ (this is Theorem 5.7) and therefore by Proposition 5.2, so is $\omega^m H^k(-1, 1)$. This density result and Lemma 7.4 show that if we are able to prove the inequalities

$$\sum_{\ell=0}^{k} \|\omega^{-k+2\ell} v(\ell)\|_{L^2(-1, 1)} \leq C_{m, k} \sum_{\ell=0}^{k} \|\omega^{m+\ell} v(\ell)\|_{L^2(-1, 1)}, \quad \forall v \in H^k(-1, 1) \quad (19)$$

for any $m \geq k$ we will have proved the result. We will do this by induction in the pair $(k, m)$.

The inequality (19) is clearly true for $(0, m)$ and any $m \geq 0$. We now assume that that it holds for the pair $(k, m)$ and proceed to prove it for $(k+1, m+1)$. However, this is a simple consequence of Corollary 6.4 as we now show. Note that

$$\sum_{\ell=0}^{k+1} \|\omega^{-m+2(k+1)+2\ell} v(\ell)\|_{L^2(-1, 1)} = \|\omega^{-m+k+2} v(k+1)\|_{L^2(-1, 1)} + \sum_{\ell=0}^{k} \|\omega^{-m+k+2+2\ell} v(\ell)\|_{L^2(-1, 1)}$$

$$\leq \|\omega^{-m+k+2} v(k+1)\|_{L^2(-1, 1)} + C_{m, k} \sum_{\ell=0}^{k} \|\omega^{m+\ell} v(\ell)\|_{L^2(-1, 1)}$$

$$\leq \|\omega^{-m+k+2} v(k+1)\|_{L^2(-1, 1)} + C'_{m, k} \sum_{\ell=0}^{k+1} \|\omega^{m+\ell+1} v(\ell)\|_{L^2(-1, 1)}$$

$$= (1 + C'_{m, k}) \sum_{\ell=0}^{k+1} \|\omega^{m+\ell+1} v(\ell)\|_{L^2(-1, 1)},$$

where we have applied the induction hypothesis and Corollary 6.4 to the functions $v(\ell) \in H^1(-1, 1)$ (since $\ell \leq k$ and $v \in H^{k+1}(-1, 1)$). \hfill \Box

Note that Theorem 7.2(a) is a direct consequence of Propositions 7.3 and 7.5

**Proposition 7.6** Let $0 \leq m, m' \leq k$. Then $H^k_{m'} \subset H^k_m$ if and only if $m' - m$ is a non-negative even number. In that case, the inclusion is strict.
Proof. Note that one of the implications is part of Proposition 6.5. However what we are going to prove is that

$$\omega^{m'} \in X^k_m \iff \left\{ \begin{array}{l} m' \geq k, \\
 m' < k \text{ and } m' - m \text{ is a non-negative even number} \end{array} \right.$$

(19)

By Lemma A.1

$$v := \omega^{m+k}(\omega^{-m}\omega^{m'})(k) = \omega^{m-k}p_{m'-m,k}, \quad p_{m'-m,k} \in \mathbb{P}_k.$$ 

If $m' \geq k$ then $v \in L^2(-1,1)$. Consider now that $m' < k$. Then, if $m' - m$ is a non-negative even number, $\omega^{-m}\omega^{m'}$ is a polynomial of degree $m' - m < k$ and therefore $v \equiv 0$. Otherwise, $p_{m'-m,k}(\pm 1) \neq 0$ and then the local behavior of $v$ in the vicinity of $\pm 1$ shows that $v \notin L^2(-1,1)$. The result is now an easy consequence of (19). □

A Technical lemmas

A.1 Functions and bounds

Lemma A.1 For all integer $k \geq 0$ and $\alpha \in \mathbb{R}$

$$(\omega^{\alpha})^{(k)} = p_{\alpha,k} \omega^{\alpha-2k}, \quad p_{\alpha,k} \in \mathbb{P}_k.$$ 

(20)

Moreover

$$p_{\alpha,k}(-1) = (-1)^k p_{\alpha,k}(1) = \prod_{j=0}^{k-1} (\alpha - 2j).$$ 

(21)

Therefore $p_{\alpha,k}(\pm 1) \neq 0$ unless $\alpha$ is a non-negative even integer and $k \geq \alpha/2 + 1$. In this last case, $p_{\alpha,k} \equiv 0$.

Proof. The result is proved by induction in $k$ (the assertion being valid for all $\alpha \in \mathbb{R}$). Note that the case $k = 0$ is trivial (giving $p_{\alpha,0} \equiv 1$) and that the case $k = 1$ is just (4), giving $p_{\alpha,1}(t) = -\alpha t$.

Assume that the result is true for all integer values up to $k$. An application of the induction hypothesis and (4) yield

$$(\omega^{\alpha})^{(k+1)} = (-\alpha t \omega^{\alpha-2})^{(k)} = (-\alpha t)(\omega^{\alpha-2})^{(k-1)} - \alpha k (\omega^{\alpha-2})^{(k-1)}$$

$$= (-\alpha t)p_{\alpha-2,k}\omega^{\alpha-2-2k} - \alpha k p_{\alpha-2,k-1}\omega^{\alpha-2-2(k-1)}$$

$$= (-\alpha tp_{\alpha-2,k} - \alpha k \omega^2 p_{\alpha-2,k-1})\omega^{\alpha-2(k+1)}$$

which gives the result for $k + 1$ as well as the formula

$$p_{\alpha,k+1} = -\alpha tp_{\alpha-2,k} - \alpha k \omega^2 p_{\alpha-2,k-1}.$$ 

In particular $p_{\alpha,k+1}(\pm 1) = (\mp \alpha)p_{\alpha-2,k}(\pm 1)$ and (21) follows by another inductive argument. The final assertions of the lemma are straightforward. □
Lemma A.2 For \( n \geq 0 \) consider the functions

\[
g_n(t) := \omega^{2n}(t) \int_0^t \omega^{-2n-2}(s) \, ds = (1 - t^2)^n \int_0^t \frac{1}{(1 - s^2)^{n+1}} \, ds.
\]

Then

\[
g_0(t) = \frac{1}{2} \log \left( \frac{1 + t}{1 - t} \right)
\]

and \( g_n \in C^{n-1}[-1, 1] \) for \( n \geq 1 \). In particular \( g_n \in L^1(-1, 1) \) for all \( n \geq 0 \).

Proof. Note first the following computation:

\[
\left( (1 - t^2)^{-n} \right)' = (1 - t^2)^{-n} + 2nt^2(1 - t^2)^{-n-1}
\]

\[
= (1 - t^2)^{-n} + 2n \left( (1 - t^2)^{-n-1} - (1 - t^2)^{-n} \right)
\]

\[
= 2n(1 - t^2)^{-n-1} - (2n - 1)(1 - t^2)^{-n}.
\]

Therefore

\[
t(1 - t^2)^{-n} = 2n \int_0^t (1 - s^2)^{-n-1} \, ds - (2n - 1) \int_0^1 (1 - s^2)^{-n} \, ds,
\]

which after multiplication by \( \omega^{2n} \) and reordering of terms yields

\[
2ng_n = t + (2n - 1)\omega^2 g_{n-1}.
\]

The expression for \( n = 0 \) is straightforward and the increasing regularity of the sequence of functions follows by induction. \( \Box \)

Lemma A.3 Let \( c_{n,m} \) be the quantities defined in (2). For all \( n \geq m \geq 0 \)

\[
\left( \frac{2n + 1}{2} \right)^{1-2m} \leq c_{n,m}^2 \leq \left( \frac{2n + 1}{2} \right)^{1-2m} (m + 1)!
\]

Proof. Note that for \( m = 0 \) there is nothing to prove, so we will assume henceforth that \( m \geq 1 \). We can write

\[
c_{n,m}^2 = \frac{2n + 1}{2} \frac{1}{p_m(n)}, \tag{22}
\]

where

\[
p_m(x) := (x + m)(x + m - 1) \ldots (x - m + 1) = \prod_{j=-m}^{m-1} (x - j),
\]

is a polynomial of degree \( 2m \) with zeros in \( \{-m, -m+1, \ldots, m-1\} \). If \( x \geq m \), all factors in the definition of \( p_m(x) \) are positive and we can apply the comparison inequality between the geometric and the arithmetic mean to obtain

\[
p_m(x) \leq \left( \frac{1}{2m} \sum_{j=-m}^{m-1} (x - j) \right)^{2m} = \frac{1}{(2m)^{2m}} \left( \sum_{j=-m}^{m-1} (x - j) + \sum_{j=1}^{m} (x - j + 1) \right)^{2m}
\]

\[
= \frac{1}{(2m)^{2m}} \left( m(2x + 1) \right)^{2m} = \left( \frac{2x + 1}{2} \right)^{2m}.
\]
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If $j \leq -1$, then
\[ x - j \geq \frac{2x + 1}{2}, \quad \forall x, \]
whereas for $j \geq 0$
\[ x - j \geq \frac{1}{(j + 2)} \left( \frac{2x + 1}{2} \right), \quad \forall x \geq j + 1. \]
Therefore for $x \geq m(\geq 1)$
\[ p_m(x) \geq \left( \frac{2x + 1}{2} \right)^{m-1} \prod_{j=0}^{m-1} \frac{1}{j + 2} = \left( \frac{2x + 1}{2} \right)^{m-1} \frac{1}{(m+1)!}. \]
We can then apply the two bounds above to obtain
\[ \left( \frac{2n + 1}{2} \right)^{-2m} \leq \frac{1}{p_m(n)} \leq \left( \frac{2n + 1}{2} \right)^{-2m} (m+1)!, \quad \forall n \geq m \geq 1, \]
which together with the expression of $c_{n,m}$ in (22) proves the result. \hfill \Box

**Lemma A.4** For all $m, k \geq 0$ and $n \geq m + k$
\[ \frac{(m+1)!}{(m+k+1)!} \left( \frac{2n + 1}{2} \right)^{2k} \leq \left( \frac{c_{n,m}}{c_{n,m+k}} \right)^2 \leq \left( \frac{2n + 1}{2} \right)^{2k}. \]

**Proof.** For $k = 0$ there is nothing to prove, so we assume that $k \geq 1$. We follow similar steps to those applied when proving Lemma A.3. We first remark that
\[ \left( \frac{c_{n,m}}{c_{n,m+k}} \right)^2 = \prod_{j=m}^{m+k-1} \frac{(n - j)(n + j + 1)}{(n - j)(n + j + 1)} = q_{m,k}(n), \]
where $q_{m,k}$ is a polynomial of degree $2k$. Since all the factors are positive when $x \geq m + k$, we can bound
\[ q_{m,k}(x) \leq \frac{1}{(2k)^{2k}} \left( \sum_{j=m}^{m+k-1} (x - j) + \sum_{j=m}^{m+k-1} (x + j + 1) \right)^{2k} = \left( \frac{2x + 1}{2} \right)^{2k}. \]
Also, for $x \geq m + k$
\[ q_{m,k}(x) \geq \left( \frac{2x + 1}{2} \right)^{2k} \prod_{j=m}^{m+k-1} \frac{1}{j + 2} = \left( \frac{2x + 1}{2} \right)^{2k} \frac{(m+1)!}{(m+k+1)!}, \]
and the remaining inequality is proved. \hfill \Box

**Lemma A.5** For all $0 \leq k \leq n$
\[ |P_n^{(k)}(t)| \leq \frac{1}{4^k k!} (2n + 1)^{2k}, \quad \forall t \in [-1, 1]. \quad (23) \]
Proof. The result is true for $k = 0$ since $|P_n(t)| \leq 1$ for all $t \in [-1, 1]$. We will proceed by induction in $k$.

Elementary computations show that for all $n$

$$P'_n = (2n - 1)P_{n-1} + P'_{n-2}.$$  

Then we can proceed by induction to prove that

$$P'_n = \sum_{j=0}^{\lfloor \frac{n}{2} \rfloor} (2n - 1 - 4j)P_{n-1-2j}.$$  

Note that all coefficients are positive for the given values of $j$. Assume that (23) holds for a given $k$. Using the previous expansion of the first derivative of the Legendre polynomials we can derive

$$P^{(k+1)}_n = \sum_{j=0}^{\lfloor \frac{n-k}{2} \rfloor} (2n - 1 - 4j)P^{(k)}_{n-1-2j} = \sum_{j=0}^{\lfloor \frac{n-k}{2} \rfloor} (2n - 1 - 4j)P^{(k)}_{n-1-2j}.$$  

Therefore

$$|P^{(k+1)}_n(t)| \leq \frac{1}{4^kk!} \sum_{j=0}^{\lfloor \frac{n-k}{2} \rfloor} (2n - 1 - 4j)(2(n - 1 - 2j) + 1)^{2k}$$

$$= \frac{1}{4^kk!} \sum_{j=0}^{\lfloor \frac{n-k}{2} \rfloor} (2n - 1 - 4j)^{2k+1} \leq \frac{1}{4^kk!} \sum_{j=0}^{\lfloor \frac{n-k}{2} \rfloor} \frac{1}{2} \int_{2n-1-4j}^{2n+1-4j} x^{2k+1} \, dx$$

$$\leq \frac{1}{4^kk!} \frac{1}{2} \int_{0}^{2n+1} x^{2k+1} \, dx = \frac{1}{4^kk!} \frac{(2n + 1)^{2k+2}}{2(2k + 2)}$$

and the result is proven for $k + 1$. □

A.2 An abstract lemma

Lemma A.6 Let $H, H_1$ and $H_2$ be Hilbert spaces such that $H_1 \subset H$ and $H_2 \subset H$ with continuous injections. If $\{\xi_n\}$ is an orthonormal basis of $H$ that is complete orthogonal in $H_1$ and $H_2$ and if

$$c\|\xi_n\|_{H_1} \leq \|\xi_n\|_{H_2} \leq C\|\xi_n\|_{H_1}, \quad \forall n,$$

(24)

then $H_1 = H_2$ and

$$c\|u\|_{H_1} \leq \|u\|_{H_2} \leq C\|u\|_{H_1}, \quad \forall u \in H_1 = H_2.$$  

Proof. We first prove that

$$H_1 = \left\{ u \in H : \sum_{n=1}^{\infty} \|\xi_n\|_{H_1}^2 |(u, \xi_n)_H|^2 < \infty \right\}$$
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and
\[ \|u\|_{H_1}^2 = \sum_{n=1}^{\infty} \|\xi_n\|_{H_1}^2 |(u, \xi_n)_{H_1}|^2, \quad \forall u \in H_1. \]

Since \( \xi_n/\|\xi_n\|_{H_1} \) is an orthonormal basis of \( H_1 \), we can decompose
\[ H_1 \ni u = \sum_{n=1}^{\infty} \frac{(u, \xi_n)_{H_1}}{\|\xi_n\|_{H_1}^2} \xi_n. \]

The series converges in \( H_1 \) and therefore in \( H \). Hence
\[ (u, \xi_n)_{H} = \frac{(u, \xi_n)_{H_1}}{\|\xi_n\|_{H_1}^2} \]
and
\[ \sum_{n=1}^{\infty} \|\xi_n\|_{H_1}^2 |(u, \xi_n)_{H_1}|^2 = \sum_{n=1}^{\infty} \frac{|(u, \xi_n)_{H_1}|^2}{\|\xi_n\|_{H_1}^2} = \|u\|_{H_1}^2. \]

A similar characterization of \( H_2 \) and comparison of the weights by means of (24) shows that \( H_1 = H_2 \). The inequality for the norms is a consequence of the series form of the norms in \( H_1 \) and \( H_2 \). □

B The case of Legendre polynomials

We can start the definition of the Hilbert scale defined by Legendre polynomials in the following way. In the space
\[ D_0 := \{ u \in L^2(-1,1) : \omega u' \in L^2(-1,1) \} \]
we consider its natural inner product
\[ (u,v)_{D_0} := \int_{-1}^{1} \omega^2 u' v' + \int_{-1}^{1} u v. \]

Because in this case \( \lambda = 0 \) is an eigenvalue of the differential operator \( \mathcal{L}_0 u := -(\omega^2 u')' \), to simplify the exposition we will simply translate the spectrum by adding an identity operator and we will study instead \( \tilde{\mathcal{L}}_0 u := \mathcal{L}_0 u + u \) as in [5] and related references. Note that \( H^1(-1,1) \subset D_0 \subset H_{loc}^1(-1,1) \) with continuous injection.

**Proposition B.1** \( \mathbb{P} \) is a dense subset of \( D_0 \).

**Proof.** Let us start by proving the following assertion: if \( u \in D_0 \), then \( \omega^2 u \in H^1_0(-1,1) \). The fact that \( \omega^2 u \in H^1(-1,1) \) is straightforward to prove using Leibniz’s rule and the definition of \( D_0 \). Hence \( \omega^2 u \in C[-1,1] \) and since \( u = \omega^{-2}(\omega^2 u) \in L^2(-1,1) \), necessarily \( \omega^2 u \in C_0 \).

It is clear that \( \mathbb{P} \subset D_0 \). If
\[ \int_{-1}^{1} \omega^2 u' p' + \int_{-1}^{1} u p = 0, \quad \forall p \in \mathbb{P}, \]
we can apply the integration by parts lemma (Lemma 1.1) and easily show that
\[
\int_{-1}^{1} u(-\omega^2 p')' + p = \int_{-1}^{1} u(\widetilde{L}_0 p) = 0, \quad \forall p \in \mathbb{P}.
\]

It suffices to take \( p = P_n \) for all values of \( n \) and use that Legendre polynomials form a Hilbert basis of \( L^2(-1, 1) \) to prove that \( u = 0 \). This proves that \( \mathbb{P} \) is dense in \( D_0 \). \( \square \)

Thanks to Proposition B.1 we know that \( \{ Q_n^0 : n \geq 0 \} \) is a complete orthogonal set in \( D_0 \) and that
\[
\| u \|_{D_0}^2 = \sum_{n=0}^{\infty} \left( n(n+1) \right) (u, Q_n^0)_{L^2(-1,1)}^2, \quad \forall u \in D_0.
\]

The corresponding Green’s operator
\[
G_0 u := \sum_{n=0}^{\infty} \frac{1}{n(n+1)+1} (u, Q_n^0)_{L^2(-1,1)} Q_n^0
\]
(note the translation of eigenvalues with respect to the operator defined in (9) due to the addition of the identity operator to \( \mathcal{L}_0 \) to translate the zero eigenvalue) is equivalent to the operator defined by \( G_0 f = u \), where \( u \) is the unique solution of
\[
u \in D_0, \quad (u, v)_{D_0} = (f, v)_{L^2(-1,1)}, \quad \forall v \in D_0. \quad (25)
\]

With help of this representation we will be able to describe the range \( \mathcal{R}(G_0) \) as a Sobolev type space in two different ways. Note that unlike in the cases \( m \geq 1 \), the range of \( \mathcal{R}(G_0) \) contains some generalized boundary conditions.

**Proposition B.2**

\[
\mathcal{R}(G_0) = \{ u \in L^2(-1,1) : \omega^2 u' \in H^1_0(-1,1) \} \quad (26)
\]
\[
= \{ u \in D_0 : \mathcal{L}_0 u \in L^2(-1,1), (\omega^2 u')(1) = 0 \}. \quad (27)
\]

**Proof.** Let \( A_1 \) and \( A_2 \) be the respective sets in the right-hand side of (26) and (27). Note that in \( A_1 \) the condition \( \omega u' \in L^2(-1,1) \) (that appears in the definition of \( D_0 \)) has been relaxed to \( \omega^2 u' \in L^2(-1,1) \). Therefore \( A_2 \subset A_1 \).

We next prove that \( \mathcal{R}(G_0) \subset A_2 \). If \( u = G_0 f \) with \( f \in L^2(-1,1) \), using (25) with a general \( \psi \in \mathcal{D}(-1,1) \subset D_0 \) we prove that \( \mathcal{L}_0 u = f \) in the sense of distributions. Note that this implies that \( \mathcal{L}_0 u = f - u \in L^2(-1,1) \). Substituting this differential equation in (25) we obtain that
\[
\int_{-1}^{1} (\omega^2 u') v + \int_{-1}^{1} (\omega^2 u')' v = 0, \quad \forall v \in D_0.
\]

If we consider the function \( \tilde{u} := \omega^2 u' \in H^1(-1,1) \), then the equality
\[
\int_{-1}^{1} (\tilde{u} v' + \tilde{u}' v) = 0, \quad \forall v \in H^1(-1,1)
\]
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(note that $H^1(-1, 1) \subset D_0$) is a weak form of the boundary conditions \( \bar{u}(-1) = \bar{u}(1) = 0 \).

This completes the proof that \( \mathcal{R}(G_0) \subset A_2 \).

We finally have to prove that \( A_1 \subset \mathcal{R}(G_0) \). Let now \( u \in A_1 \). Because \( \omega^2 u' \in H_0^1(-1, 1) \), then by Lemma 3.3(a), \( \omega u' \in C_0 \subset L^2(-1, 1) \), so \( u \in D_0 \). Also

\[
\int_{-1}^{1} \omega^2 u' v' + \int_{-1}^{1} (\omega^2 u')' v = 0, \quad \forall v \in H^1(-1, 1).
\]

If we define \( f := \tilde{\mathcal{L}}_0 u \in L^2(-1, 1) \), it follows readily that

\[
(u, v)_{D_0} = (f, v)_{L^2(-1, 1)}, \quad \forall v \in \mathbb{P}
\]

and by density we show that \( u = G_0 f \), which completes the proof. \( \square \)

**Proposition B.3** If \( u \in \mathcal{R}(G_0) \), then \( u' \in L^2(-1, 1) \).

**Proof.** By Theorem 5.1 (let us emphasize again that Section 5 is independent of the two sections that precede it), we have a different characterization of \( \mathcal{R}(G_0) = H_0^2 \subset X_0^2 \). If \( u \in \mathcal{R}(G_0) \), then

\[
2t u' = \omega^2 u'' - (\omega^2 u')' \in L^2(-1, 1).
\]

On the other hand \( u' \in L_{\text{loc}}^2(-1, 1) \), so we can divide by \( t \) and ensure that \( u' \in L^2(-1, 1) \). \( \square \)

This last result appears in [3], quoted as already been proved in the unpublished preprint [11].
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