Method for estimating hidden structures determined by unidentifiable state-space models and time-series data based on the Gröbner basis
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In this study, we propose a method for extracting the hidden algebraic structures of model parameters that are uniquely determined by observed time-series data and unidentifiable state-space models, explicitly and exhaustively. State-space models are often constructed based on the domain, for example, physical or biological. Such models include parameters that are assigned specific meanings in relation to the system under consideration, which is examined by estimating the parameters using the corresponding data. As the parameters of unidentifiable models cannot be uniquely determined from the given data, it is difficult to examine the systems described by such models. To overcome this difficulty, multiple possible sets of parameters are estimated and analysed in the exiting approaches; however, in general, all the possible parameters cannot be explored; therefore, considerations on the system using the estimated parameters become insufficient.

In this study, focusing on certain structures determined by the observed data and models uniquely, even if they are unidentifiable, we introduce the concept of parameter variety. This is newly defined and proven to form algebraic varieties, in general. A computational algebraic method that relies on the Gröbner basis for deriving the explicit representation of the varieties is presented along with the supporting theory. Furthermore, its application in the analysis of a model that describes virus dynamics is presented. With this, new insight on the dynamics overlooked by the conventional approach are discovered, confirming the applicability of our idea and the proposed method.
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1. Introduction

In this study, we deal with the problem of analysing systems based on the observed time-series data using state-space models that describe the systems. Along with the supporting theory, we propose a method for extracting all the feasible parameters of unidentifiable state-space models, given time-series data, explicitly, based on our novel concept defined as the parameter variety.

In various fields such as systems biology and control, systems under considerations are modelled as and investigated through mathematical models Nelles (2001); Neumann et al. (1998); Peters (2012). In particular, if the models have unknown parameters, they are estimated using observed time-series data, etc. An illustrative example of such a parameter identification problem is presented below.

Suppose we have a state-space model that describes the competition within two species:

\[
\frac{dx_1}{dt} = a_1 x_1 \left( 1 - \frac{x_1}{a_2} - a_3 \frac{x_2}{a_2} \right), \tag{1.1}
\]

\[
\frac{dx_2}{dt} = a_4 x_2 \left( 1 - \frac{x_2}{a_5} - a_6 \frac{x_1}{a_5} \right), \tag{1.2}
\]

\[
y = x_1, \tag{1.3}
\]
Observed time-series data (black dots) and the output of model (1.1), (1.2), (1.3) given \( a^* = (1, 0.5, 5, 1, 0.2, 2.4) \) parameter space. \( a^* \) and \( a^{**} \) are denoted by the red circle and \( a^{**} = (1, 0.5, 0.9, 1, 1.1, 12.8) \) (red solid line and blue and blue square, respectively. \( a^*, a^{**} \), and the parameters denoted by black circles generate the same model output \( y \) that fits the observed data.

Fig. 1. Illustrative example of an unidentifiable state-space model and its parameter estimation

where \( x \in \mathbb{R}^2 \) is the state variable vector that denotes the number of the species; \( y(t) \in \mathbb{R} \) is the output to be observed; and \( a = (a_1, \ldots, a_6)^T \in \mathbb{R}^6 \) is the unknown parameter vector, whose elements are positive constants. The set of ordinary differential equations (1.1)–(1.2) belongs to the well-known Lotka-Volterra competition model Murray (2002). Typically, when modelling a system under consideration, a specific meaning in relation to the modelled system is assigned to each parameter: \( a_1, a_4 \) birth rates, \( a_2, a_5 \) carrying capacities, and \( a_3, a_6 \) effect on the other species. The set of parameters \( a \) is estimated using observed time-series data, where \( x_2 \) is not observed but \( x_1 \) is, as shown in (1.3). For simplicity, we assume that an artificial time-series data generated by (1.1), (1.2), (1.3) given \( a = (1, 0.5, 5, 1, 0.2, 2.4) =: a^*, x(0) = (1, 2)^T \), is observed as depicted in Fig. 1(a). It would be satisfactory, if \( a^* \) is correctly estimated for fitting the model output \( y \) to the data using methods such as the Newton method; thereby, the system, i.e., the competitions within the two species, can be investigated using the estimated parameters. For instance, the effect on the first species by the second is revealed to be greater than vice versa because \( a_3^* < a_6^* \).

However, if the estimation method is changed, e.g., given different initial parameter values for the Newton iteration, different parameters can be estimated for (1.1), (1.2), (1.3). As shown in Fig. 1(a), estimated parameter \( a^{**} = (1, 0.5, 0.9, 1, 1.1, 12.8) \) generates the same output trajectory as the one generated given \( a^* \). Moreover, as \( a_3^{**} > a_6^{**} \), the opposite interpretation for the system compared to the one obtained with \( a^* \) is acquired. In addition, a number of parameters exist with which the output fits the data, as shown in Fig. 1(b). Hence, the interpretation of the estimated results is revealed to be no longer straightforward. Such a situation is not only problematic, but can easily occur in real applications Meshkat et al. (2018); Neumann et al. (1998), which are at times overlooked as mentioned in Villaverde & Banga (2014).

In this study, under certain assumptions, we consider the above-mentioned state-space models, called “unidentifiable” models. Precisely defined later in the paper, an “unidentifiable” model can be considered as a type of model, whose parameters cannot be uniquely determined from the given data Ljung & Glad (1994); Miao et al. (2011); Meshkat & Sullivant (2014); Meshkat et al. (2018). Mainly, there are two methods to deal with this type of model:
• Rearrange the model into an identifiable one such that there exists a unique parameter }a\text{ for }y\text{ to fit the observed time-series data.

• Estimate multiple parameters such that }y\text{ fits the observed data, and analyse them to examine the parameter relationships.

If modifications in the model are allowed and are reasonable, the first approach, which has been well-studied Miao et al. (2011); Meshkat & Sullivant (2014); Ben-Zvi et al. (2003); Chappell & Gunn et al. (1998); Evans & Chappell (2000), is valid. In this case, the system under consideration can be investigated using the estimated parameters. However, if this is not the case, the second approach needs to be used.

We focus on the latter case and propose an alternative approach in this study. In some applications, it is not possible or reasonable to rearrange the model because of constraints such as those on experiments Peters (2012). Thus, multiple parameters are often estimated and analysed Hengl et al. (2007); Raue et al. (2009); Eisenberg & Hayashi (2013). In Hengl et al. (2007), a method to estimate the functional relations between parameters using the estimated multiple parameters is introduced. This approach implicitly assumes that it is impossible to obtain all the possible parameters, and instead, the relationships are investigated in a data-driven manner. Compared to this, the profile likelihood method Raue et al. (2009); Eisenberg & Hayashi (2013) enumerates the feasible parameters at least locally in a numerical sense; the parameters are first estimated by assigning a specific value to one of the parameters. The specific value then is shifted slightly. These two steps are alternately repeated for each parameter. However, the parameter relationships that can be estimated with this method are restricted to a case where they form one-dimensional manifolds, due to its algorithmic nature. In addition, although these existing methods provide practical frameworks for investigating the parameters of unidentifiable models with the observed data, theoretical studies on such parameters have been limited, to the best of our knowledge.

In view of the above, in this study, the algebraic geometric structures of the feasible parameters of unidentifiable models, given observed data, are investigated theoretically, restricting the models to ordinary differential equations with polynomial terms of the state and input variables. More precisely, under certain additional assumptions,

1. we show that the possible parameters determined by the given unidentifiable state-space model and the observed time-series data generally form an algebraic variety by applying commutative algebra and algebraic geometry and

2. we propose a method to extract the variety, i.e., enumerate all the possible parameters by combining computational algebraic techniques and numerical calculations.

Considering that the state-space models and time-series data determine certain geometric structures, the key idea of our approach is to extract all the possible parameters, even if the models are unidentifiable. We define our novel concept as the parameter variety, in this study. Such structures may be implicitly investigated through existing approaches such as Hengl et al. (2007); Raue et al. (2009); Eisenberg & Hayashi (2013).

In our approach, we first derive them mathematically, and then estimate them given the temporal measurements. Once the structure, i.e., the variety is extracted, overlooking of the feasible parameters, which may lead to insufficient or inappropriate system considerations, would never occur. In addition, as proof of the derivation of the parameter variety, we demonstrate the application of the proposed approach in the analysis of viral dynamics, which reveals an important fact on the efficacy of the drug that was missed in a previous study Neumann et al. (1998).
In this study, we deal with the following state-space models:

In this section, after describing the models and data to be considered, we define the parameter variety. However, we demonstrate this formally, through its applicability in the modelling approach mentioned above. Besides, technically, this study is based on nondifferential algebra and algebraic geometry, considering that it may be preferable to not differentiate the indeterminants more than necessary, in view of the theory of differential equations. The following truncated differential ideal can be regarded as a non-differential one considering each of the derivatives as indeterminants:

\[
\left\{ \{ p \} \right\} \cap K[x_1, \ldots, x_N, x_1^{(1)}, \ldots, x_N^{(1)}, x_1^{(2)}, \ldots, x_N^{(2)}] \\
= \left\{ \{ p \} \cap \left( \{ p^{(1)} \} \cap \cdots \cap \{ p^{(s)} \} \right) \right\} \subset K[x_1, \ldots, x_N, x_1^{(1)}, \ldots, x_N^{(1)}, x_1^{(2)}, \ldots, x_N^{(2)}],
\]

where \( \{ p \} \) is a finite set of differential polynomials for which the indeterminants are \( x_1, \ldots, x_N \), and their derivatives with respect to time over the differential polynomial ring over field \( K \) are \( K \{ x_1, \ldots, x_N \} \). \( \{ \{ p \} \} \) and \( \{ \{ p \} \} \) are the differential and non-differential ideals generated by \( \{ p \} \), respectively. The superscript numbers in brackets denote the order of the derivative. In terms of the algebraic geometry, the algebraic variety defined by ideal \( \{ \{ p \} \cap K[x_1, \ldots, x_N, x_1^{(1)}, \ldots, x_N^{(1)}, x_1^{(2)}, \ldots, x_N^{(2)}] \} \), where \( f \geq s \) is a subset of the variety defined by \( \{ \{ p \} \cap \{ p^{(1)} \}, \ldots, \{ p^{(s)} \} \} \), clearly shows that the algebraic approach works for relaxing the infinite differentiation property of differential algebra.

The remainder of the paper is organized as follows. In Section 2, the definitions related to the parameter variety are provided. In Section 3, we present a method that extracts an algebraic variety containing the parameter variety of an unidentifiable model given the observed data. This section is organized such that users can focus on the specific usage of the method without considering the technical details of the algebra. Further, the application of the proposed method in viral dynamic analysis is described in Section 4. In this section, in particular, our idea and its applicability are clarified through real world application. In Section 5, the algebraic preliminaries and mathematical formulations of our problem are stated, followed by main theorems. In short, the parameter variety of a state-space model, given the observed time-series data, generally forms an algebraic variety.

2. Definitions

In this section, after describing the models and data to be considered, we define the parameter variety. In this study, we deal with the following state-space models:

\[
\frac{dx}{dt} = f(x, u; a), \quad (2.1) \\
y = g(x, u; a), \quad (2.2)
\]

where \( x(t) \in \mathbb{R}^M \) is the state variable vector, \( u(t) \in \mathbb{R}^M \) is the input vector, \( y(t) \in \mathbb{R} \) is the output, and \( a \in \mathbb{R}^n \) is the unknown parameter vector, where \( N, M, n \) are positive integers. \( u(t) \) and \( y(t) \) are observed and denoted by \( \dot{u}(t) \) and \( \dot{y}(t) \), when it is assumed that they are given as data. We suppose that \( u(t) \) is not constrained by \( (2.1), (2.2), \) and \( x(t), u(t), y(t) \) are sufficiently smooth as mentioned later in Remark 5.1. (2.1) is the mathematical model that describes the system under consideration, where the existence and uniqueness of the solution are assumed. (2.2) is the observation model. As the various types of mathematical models existing in practice are described using polynomials Murray (2002); Brenig (2018), we assume that \( f \) and \( g \) are polynomial vectors in terms of \( x, u \). These models are defined for
a duration \([T_0, T_1]\), where \(T_0, T_1 \in \mathbb{R}\) and \(T_0 < T_1\) taken respectively. Models, which we will define later. Before presenting the details of the time-series data to be dealt with, the concept of model identifiability (2.1), (2.2) is described in short. As reviewed in Miao et al. (2011), there are various definitions of identifiability depending on the given models and data assumptions; they can be mainly categorised into two types: structural and practical identifiability. These two types involve different assumptions on data, with and without noise. As we first investigate the theoretical aspects of the models, the structural ones are of interest here. For simplicity, identifiable indicates structurally identifiable in the following. For example, the definition of unidentifiable models introduced in Definition 2.5 in Miao et al. (2011) is as follows:

**Definition 2.1** Model (2.1), (2.2) is unidentifiable, if for any input \(u(t)\), there exist two parameters \(a_{\alpha} \neq a_{\beta}\) in parameter space \(A\) such that \(y(u; a_{\alpha}) = y(u; a_{\beta})\) holds. If model (2.1), (2.2) is not unidentifiable, it is called identifiable.

Refer to Miao et al. (2011) for the details. Generally, model identifiability is investigated a priori, before estimating the parameters. After the model is revealed to be identifiable, a system described by the model can be naively investigated, given well-estimated parameters. However, if the model is unidentifiable, system investigation becomes difficult due to the non-uniqueness of the feasible parameters. Therefore, if a model is shown to be unidentifiable, modifications on the model are at times recommended in order to avoid non-uniqueness Miao et al. (2011); Meshkat & Sullivant (2014); Ben-Zvi et al. (2003); Chappell & Gunn et al. (1998); Evans & Chappell (2000). However, it is impossible or undesirable to modify models or data measurements in certain applications, for example, if physiological-based models Peters (2012) are used. Thus, we adopt a different approach in this study; instead of checking the identifiability, which is one of properties of the model, the model parameters complying with the observed data are investigated and therefore, enumerated comprehensively.

Now, we describe the assumption on the time series data used in this study, in detail. We assume that the output data are measured only at a finite number of time points in \([T_0, T_1]\), which differs from the assumption generally applied in structural identifiability analysis. This is because it may be difficult to obtain continuous measurements in practice. Our purpose is to investigate the parameters of (2.1), (2.2) such that its inputs and output are coincident with the observed data. However, in order to specify such parameters under an algebraic framework, information on the higher derivatives of the inputs and output of the model is required. Accordingly, we also assume that a set of time derivatives of the input and output data are obtained, particularly for constructing the theoretical basis for our approach. Note that this assumption can be relaxed as explained in Section 3.3, in practice. More precisely, we investigate the feasible parameters of model (2.1), (2.2) under the assumption that a set of derivatives of the input and output data exist at \(t_i \in [T_0, T_1]\).

\[
\hat{u} \in \mathbb{R}^{(M \times L) \times (N+1)}, \quad \hat{u} = (\hat{u}_1, \ldots, \hat{u}_M)^T, \hat{u}_m(i, j) = \hat{u}_{m}^{(j)}(t_i), m = 1, \ldots, M, \tag{2.3}
\]

\[
\hat{y} \in \mathbb{R}^{L \times (N+1)}, \quad \hat{y}(i, j) = \hat{y}^{(j)}(t_i) \tag{2.4}
\]

are observed. \(L\) in (2.3), (2.4) indicates the number of required measured time points in order to specify the parameter variety, which is defined later. \(L\) is determined by examining (2.1), (2.2), which surprisingly has a theoretical bound. See Remark 3.5 for details on \(L\).

**Definition 2.2** Suppose that time-series data (2.3), (2.4) corresponding to the input and output of state-space model (2.1), (2.2) are observed:

\[
U_d(t), t_i \in [T_0, T_1], \quad \hat{u}^{(j)}(t_i) = (\hat{u}_1(i, j), \ldots, \hat{u}_M(i, j))^T, \hat{y}^{(j)}(t_i) = \hat{y}(i, j) \tag{2.5}
\]
where \(i = 1, \ldots, L, j = 1, \ldots, N\). We define the parameter variety of the model given data \(\hat{u}\) and \(\hat{y}\) as the set of parameters with which the model provides \(u\) and \(y\) coincident with the data.

There appear to be no derivatives for \(u, y\) in (2.1), (2.2); however, they exist in the differentials of the model, which are demonstrated to be necessary for determining the parameter variety. See Section 5.1, particularly Definition 5.6, for a more precise definition. In this study, we extract the parameter variety based on the framework of commutative algebra and algebraic geometry, and thereby, show that it generally forms an algebraic variety.

3. Proposed method

In this section, a method for extracting the parameter variety of (2.1), (2.2), given data (2.3), (2.4), is proposed.

**Remark 3.1** Our method can be beneficial for modellers, who may not familiar with commutative algebra or algebraic geometry as illustrated in Section 4. Therefore, this section is organized for enabling readers to focus on the specific usage of our method. See Section 5 for the theoretical details on the method.

The parameter variety of state-space model (2.1), (2.2), given time-series data (2.3), (2.4) is investigated using Algorithm 3.1, which outputs an algebraic variety containing the parameter variety. The algorithm involves two main steps:

1. In step 1, (2.1) and (2.2) are manipulated in order to inspect the input-output relationships of the models. Thus, by eliminating the state variables, a certain equation that represents the input-output relationships is extracted from (2.1), (2.2).

2. In steps 2 and 3, (2.3) and (2.4) are assigned to the equation obtained in step 1; thereby, an algebraic variety containing the parameter variety is extracted.

**Remark 3.2** Step 1 of Algorithm 3.1, i.e., computation of an equation representing the input-output relationships of (2.1), (2.2), is the same as the one applied in structural identifiability analysis based on differential algebra, such as Ljung & Glad (1994), Meshkat et al. (2018), Saccomani et al. (2003). However, for the understanding of the reader, it is explained as follows.

**Remark 3.3** Technically, equations that represent the input-output relationships can be derived as a subset of the characteristic set for the differential ideal corresponding to (2.1), (2.2) as explained in literature such as Ljung & Glad (1994) and Saccomani et al. (2003). On the other hand, Forsman (1991) presents a method for deriving such equations using the Gröbner basis instead of the characteristic set, which is utilized in, for example, Meshkat et al. (2018), Harrington et al. (2016), and Komatsu et al. (2020). We utilize the latter because it is sufficient for discussing the finite order of the derivatives. See Section 5.1 for details on the relationship between differential algebra and our approach.

**Algorithm 3.1** Derivation of an algebraic variety containing the parameter variety of (2.1), (2.2), given (2.3), (2.4)

Input: Model (2.1), (2.2), time-series data (2.3), (2.4)
Output: Algebraic variety containing the parameter variety of (2.1), (2.2) given (2.3), (2.4)

Step 1: Compute the basis of the input-output equations contained in the reduced Gröbner basis for the ideal generated by the sufficiently differentiated (2.1), (2.2).
Step 2: For each \( t_i \), substitute data \( \hat{a}(t_i), \hat{y}(i, j) \) in input-output equation

\[
\sum_{j=1}^{L} c_j(a) f_j(u, y, \dot{u}, \ldots, u^{(N)}, y^{(N)}) = f_{L+1}(u, y, \dot{u}, \ldots, u^{(N)}, y^{(N)}).
\]

\( c_j(a) \) is the rational function of the parameters and \( f_j(u, y, \dot{u}, \ldots, u^{(N)}, y^{(N)}) \) is the differential monomial of \( u, y \).

Step 3: Compute the values of the coefficients based on the input-output equation, denoted by \( v_l(l = 1, \ldots, L) \), by solving the linear simultaneous equations generated in the previous step.

\text{return} \ \{ a \mid c_j(a) = v_l, l = 1, \ldots, L \}

3.1 Step 1: Computation of the basis of the input-output equations of the model

In the field of control, the input-output relationships of linear state-space models are derived through methods such as the Laplace transformations. Thus, the transfer functions, which represent their input-output relationships, are investigated. As the transfer functions are uniquely determined from the models and represent the input-output behaviour, they are the main tools for inspecting the system properties in system theory. Through these functions, the input-output behaviour of models can be investigated because they do not contain information on the state variables.

As we deal with polynomial models (2.1), (2.2), which are basically nonlinear, algebraic manipulations are of concern, which is feasible for practical models using computational algebra. In particular, we introduce a commutative algebraic framework, which has been presented in Forsman (1991), Jirstrand (1998).

Under the algebraic framework, model (2.1), (2.2) is regarded as a set of polynomials, namely, the polynomials of \( x, u, y \) and their derivatives, such as

\[
\dot{x}_1 - f_1(x, u; a), \ldots, \dot{x}_N - f_N(x, u; a), y - g(x, u; a).
\]

(3.1)

Approximately, the ideal generated by (3.1), is a set of polynomials obtained through the addition and multiplication of (3.1). Unfortunately, elimination of the state variables and their derivatives may not be possible through the algebraic manipulation of (3.1). As an example, we consider a model constituted by (1.1), where \( x_3 \) and \( x_1 \) are replaced by input \( u \) and state variable \( x \) and (1.3). Representing the model using polynomials, we obtain

\[
\frac{dx}{dt} - a_1 x \left(1 - \frac{x}{a_2} - \frac{a_1 u}{a_2}\right), y - x.
\]

(3.2)

Obviously, it is impossible to eliminate \( dx/dt \) from (3.2). However, considering \( dy/dt - dx/dt \), which is the derivative of the second polynomial in (3.2), both \( x \) and \( dx/dt \) can be eliminated:

\[
\frac{dy}{dt} - a_1 y \left(1 - \frac{y}{a_2} - \frac{a_1 u}{a_2}\right).
\]

The number of differentiations of (3.2) needed to eliminate the state variable derivatives is bounded Forsman (1991), Jirstrand (1998), Meshkat et al. (2018). Hence, if we have (2.1), (2.2) and their derivatives up to the required minimum, the state variables and their derivatives can be eliminated by algebraic manipulation. We refer to these equations that do not include state variables nor their derivatives as the input-output equations of (2.1), (2.2). Although such manipulations are not unique for elimination, it is possible to find a finite set of polynomials that enumerate all the input-output equations through Gröbner
basis computations. The set is a subset of the Gr"obner basis without the state variables and their derivatives for the ideal generated by (2.1), (2.2) and their derivatives up to required minimum. Therefore, the set can be regarded as the basis for all the input-output equations. According to Forsman (1991); Jirstrand (1998), the set contains only one polynomial, which we refer to as the basis of the input-output equations of (2.1), (2.2). This basis can be computed using Algorithm 3.2 proposed in Forsman (1991); Jirstrand (1998). Termination of the algorithm is guaranteed.

Algorithm 3.2 Derivation of the basis of the input-output equations of (2.1), (2.2) and the minimal number of required differentiation.

Input: Model (2.1), (2.2)
Output: Basis of the input-output equations of (2.1), (2.2)

\[ S := \phi, i := 1 \]

while \( S = \phi \) do

Let \( I_i \) denote the ideal over polynomial ring \( \mathbb{C}[a][x_1, ..., x_i, y, ..., y_i, u, ..., u_{i-1}] \) that is generated by the derivatives of (2.1), (2.2) up to the \( i \)-th order.

Fix the monomial order defined on the ring as the lexicographic order for which the order of the variables is \( x(1) < \cdots < x_i < \cdots < y(1) < \cdots < y < u_{(i-1)} < \cdots < u \).

Compute the reduced Gr"obner basis for \( I_i \).
\[ S := \text{elements of the Gr"obner basis without state variables and their derivatives}. \]
\[ i := i + 1 \]
end while
\[ l := i \]
return \( S, l \leq N \)

Remark 3.4 In general, the Gr"obner basis for the ideal over the polynomial ring with respect to the monomial order is not unique. However, the reduced Gr"obner basis, which is a special type of Gr"obner basis, of the ideal is unique with respect to the order. Therefore, the reduced Gr"obner basis is computed to obtain the basis of the input-output equations as follows. See Section 5.2 for the definition of the Gr"obner basis and the reduced Gr"obner basis.

In general, Gr"obner basis computations can be performed using computer algebra software such as Singular, Mathematica, Magma, and Maple. An example of a series of Singular commands for computing the basis of the input-output equations of a model using Algorithm 3.2 is shown below:

Example 3.1 In this example, we consider (1.1), (1.2), (1.3) and derive the basis of the input-output equations of the model; the corresponding Singular commands needed are shown.

First, (1.3) is differentiated:
\[ \frac{d}{dt} y = \frac{d}{dt} x_1. \] (3.3)

We then check whether the state variables and their derivatives can be eliminated from the ideal generated by
\[ \frac{dx_1}{dt} = a_1 x_1 \left( 1 - \frac{x_1}{a_2} - a_3 \frac{x_2}{a_2} \right), \quad \frac{dx_2}{dt} = a_4 x_2 \left( 1 - \frac{x_2}{a_5} - a_6 \frac{x_1}{a_5} \right). \]
\[ y = x_1, \quad \frac{dy}{dt} = \frac{dx_1}{dt}, \] (3.4)

where (3.3) is added to (1.1), (1.2), and (1.3). The reduced Gröbner basis for the ideal generated by (3.4) with respect to lexicographic ordering \( \dot{x}_2 > \dot{x}_1 > x_2 > x_1 > \dot{y} > y \) is computed as follows:
can be eliminated from second step, (3.3) is differentiated again. We then check whether the state variables and their derivatives obviously, there are no elements that do not contain state variables or their derivatives. Hence, as the solutions required, we obtain the following as the output:

\[
\begin{align*}
\text{ring} & \ r = (0, a1, a2, a3, a4, a5, a6), (x4, x3, x2, x1, y1, y0), lp; \\
\text{ideal} & \ i1 = x3 + a1 \cdot x1 \cdot (x1/a2 + (a3 \cdot x2)/a2 - 1), \\
x4 + a4 \cdot x2 \cdot (x2/a5 + (a6 \cdot x1)/a5 - 1), y0 - x1, y1 - x3; \\
\text{option} & \ (\text{redSB}); \\
\text{groebner} & \ (i1); \\
\end{align*}
\]

Note that \( \dot{x}, \dot{y} \) are considered non-differentiated variables and denoted by “x4”, “x3”, “x2”, “x1”, “y1”, and “y0” in the above commands. “Option(redSB)” forces us to compute the reduced basis.

We obtain the following as the output:

\[
\begin{align*}
_1[x1 - y0] \\
_2[= (a1 \cdot a3) \cdot x2 \cdot y0 + (a2) \cdot y1 + (a1) \cdot y0^2 + (-a1 \cdot a2) \cdot y0] \\
_3[x3 - y1] \\
_4[= (a1 \cdot a3 \cdot a5) \cdot x4 + (a1 \cdot a3 \cdot a4) \cdot x2^2 + (-a1 \cdot a3 \cdot a4 \cdot a5) \cdot x2 \\
+ (-a2 \cdot a4 \cdot a6) \cdot y1 + (-a1 \cdot a4 \cdot a6) \cdot y0^2 + (a1 \cdot a2 \cdot a4 \cdot a6) \cdot y0].
\end{align*}
\]

Obviously, there are no elements that do not contain state variables or their derivatives. Hence, as the second step, (3.3) is differentiated again. We then check whether the state variables and their derivatives can be eliminated from

\[
\begin{align*}
\frac{dx_1}{dt} & = a_1x_1 \left( 1 - \frac{x_1}{a_2} - \frac{x_2}{a_3} \right), \\
\frac{dx_2}{dt} & = a_4x_2 \left( 1 - \frac{x_2}{a_5} - \frac{x_1}{a_6} \right), \\
\frac{d^2x_1}{dt^2} & = a_1 \frac{d}{dt} x_1 \left( 1 - \frac{x_1}{a_2} - \frac{x_2}{a_3} \right) - a_1x_1 \left( \frac{1}{a_2} \frac{d}{dt} x_1 + \frac{a_3}{a_2} \frac{d}{dt} x_2 \right), \\
\frac{d^2x_2}{dt^2} & = a_4 \frac{d}{dt} x_2 \left( 1 - \frac{x_2}{a_5} - \frac{x_1}{a_6} \right) - a_4x_2 \left( \frac{1}{a_5} \frac{d}{dt} x_2 + \frac{a_6}{a_5} \frac{d}{dt} x_1 \right), \\
y & = x_1, \\
\frac{dy}{dt} & = \frac{d}{dt} x_1, \\
\frac{d^2y}{dt^2} & = \frac{d^2}{dt^2} x_1,
\end{align*}
\]

in the same manner as before. By computing the reduced Gröbner basis for the ideal generated by the above equation with respect to lexicographic ordering \( x_2 > x_1 > x_2 > x_1 > x_2 > x_1 > y > \dot{y} > y > y \), we obtain an element of the reduced Gröbner basis that does not contain a state variable nor its derivative assuming that \( a_1, a_2, a_3, a_5 \neq 0 \):

\[
\begin{align*}
&-a_1a_2a_3a_5 - a_2^2a_4 \left( \frac{d}{dt} y \right)^2 + a_2^2a_3a_5 + a_1a_2a_3a_4a_6 - 2a_1a_2a_4 \left( \frac{d}{dt} y \right)^2 \\
&+ 2a_1a_2^2a_4 - a_1a_2a_3a_4a_5 \left( \frac{d}{dt} y \right)^2 + a_2^2a_3a_4a_6 - a_4^2a_4y^4 \\
&- a_1^2a_2a_3a_4a_5 + 2a_1a_2a_4 - a_2^2a_3a_4a_5 \frac{d^2}{dt^2} y + a_1a_2a_3a_5 \\
&= - \left( \frac{d^2}{dt^2} y \right). 
\end{align*}
\]

This is the basis of the input-output equations of (1.1), (1.2), (1.3). The minimal number of differentiations required, \( L \), is revealed to be two, which is the same as the number of state variables in this case. Finally, dividing by \( a_1a_2a_3a_5 \), which is the coefficient of the monomial containing the highest degree of \( d^2y/dt^2 \), we obtain the basis of the input-output equations of (1.1), (1.2), (1.3), uniquely.
3.2 Steps 2 and 3: Extraction of the algebraic variety containing the parameter variety

The basis of the input-output equations of (2.1), (2.2) is, in general, as follows:

\[ \Sigma_{i=1}^{L} c_i(a) f_i(u, y, \hat{y}, \ldots, u^{(L-1)}, y^{(L)}) = f_{i+1}(u, y, \hat{y}, \ldots, u^{(L-1)}, y^{(L)}), \]  

(3.7)

where \( c_i(a) \) is the rational function of the parameters and \( f_i(u, y, \hat{y}, \ldots, u^{(L-1)}, y^{(L)}) \) is a monomial of \( y, \ldots, y^{(L)}, u, \ldots, u^{(L-1)} \). \( f_{L+1}(u, y, \hat{y}, \ldots, u^{(L-1)}, y^{(L)}) \) denotes the polynomials of \( y, \ldots, y^{(L)}, u, \ldots, u^{(L-1)} \) with constant coefficients. As (3.7) is derived from (2.1), (2.2), it must be satisfied over \([T_0, T_1]\).

In step 2, substituting (2.3), (2.4) in (3.7) for each time point \( t_i (i = 1, \ldots, K) \), simultaneous linear equations are obtained:

\[
\begin{pmatrix}
  f_1(\hat{u}(t_1), \hat{y}(1,:)) & \cdots & f_L(\hat{u}(t_1), \hat{y}(L,:)) \\
  \vdots & \ddots & \vdots \\
  f_1(\hat{u}(t_1), \hat{y}(L,:)) & \cdots & f_L(\hat{u}(t_1), \hat{y}(L,:))
\end{pmatrix}
\begin{pmatrix}
  c_1(a) \\
  \vdots \\
  c_L(a)
\end{pmatrix}
= \begin{pmatrix}
  f_{L+1}(\hat{u}(t_1), \hat{y}(1,:)) \\
  \vdots \\
  f_{L+1}(\hat{u}(t_1), \hat{y}(L,:))
\end{pmatrix},
\]  

(3.8)

In practice, the derivatives of the time-series data may not be observed. Besides, the data may be noisy due to measurement errors. Thus, theoretically, it suffices to substitute (2.3), (2.4) in (3.7); however, when dealing with actual data, preprocessing of the data may be required. Hence, in Section 3.3, data pre-processing is discussed assuming the input data are represented by sufficiently smooth functions.

**Remark 3.5** Using time-series data observed at more than \( L \) time points, simultaneous linear equations such as (3.8) can be formed as well, although it may be better to do so in terms of the robustness against data noise. In addition, we note that data need to be measured for at least \( L \) time points, which is the number of monomials in (3.7) with non-constant coefficients in order to obtain a unique solution for (3.8). This restriction is not applicable, if data pre-processing is performed as explained in Section 3.3.

In step 3, the above is solved in terms of \( c_k(a) \), for which the solution is denoted by \( v_k (k = 1, \ldots, L) \). In this study, we assume that (3.8) admits a unique solution. Approximately, as (3.7) is the equation that the inputs, output, and derivatives of (2.1), (2.2), given the parameters, satisfy at least for the measured time points, the parameters of the parameter variety of (2.1), (2.2), given (2.3), (2.4), satisfy \( \{ c_l(a) = v_l, l = 1, \ldots, L \} \). Thus, the output of Algorithm 3.1 is obtained:

\[ \{ a \mid c_l(a) = v_l, l = 1, \ldots, L \}, \]  

(3.9)

which contains the parameter variety. Although (3.9) may include parameters that are not in the parameter variety, it is possible to extract such parameters, as shown in Theorem 5.2 and demonstrated through an example in Example 5.3. Hence, the parameters in (3.9) are generally in the parameter variety of (2.1), (2.2), given (2.3), (2.4). See Section 5 for the theoretical justification of the proposed method.

3.3 Data pre-processing given input data as sufficiently smooth functions

There are two issues to consider in dealing with real-world data using the proposed method: measurement errors and derivatives of the data, which are not typically observed. Assuming the input data is given as smooth functions over \([T_0, T_1]\), practical methods to deal with the above mentioned issues are discussed below. The following two procedures are considered for data pre-processing.
REMARK 3.6 If input data are obtained at sufficient time points over $[T_0, T_1]$, they can be used to approximate a sufficiently smooth input function. This suggests that the following data pre-processing would also work for such input data.

As the actual data may include measurement noise, (2.1), (2.2) typically does not fit the data perfectly. Therefore, the parameter variety of (2.1), (2.2) given such data may not contain any parameters. On the other hand, in general, parameter estimations of (2.1), (2.2) for such data are performed to decrease the residuals between such data and the model outputs as much as possible; thus, parameters that fit the data to a certain extent are of interest Ramsay et al. (2007). Therefore, it may be better to obtain the parameter variety given the input data and a trajectory of the model output fitted to the output data. We refer to this trajectory as pseudo-data, which may not exactly fit the output data at the measurement points due to measurement error. As (3.7) describes the input-output relationships of the model, it can also be used for generating pseudo-data. The advantage of using (3.7) for pseudo-data generation is that the initial values of the state variables are not required. However, it may be difficult to solve (3.7) numerically, compared to the model in the state form, suggesting the application of (2.1), (2.2) naively. The parameter variety of (2.1), (2.2), given pseudo-data, is guaranteed to have at least one parameter because pseudo-data are generated by a parameter.

As data derivatives are not typically observed in practice, they need to be approximated. After obtaining pseudo-data as the numerical solution of (2.1), (2.2) or (3.7), higher derivatives of the pseudo-output data can be approximated through numerical differentiation methods using the pseudo-data. Note that pseudo-data at more than $L$ time points is guaranteed, if numerical computations of (2.1), (2.2) or (3.7) are performed with a sufficiently small time-step size.

4. Application of the proposed method in viral dynamics analysis

In this section, we illustrate the working of the proposed method, through a viral dynamics analysis application example. After elucidating the model that describes the viral dynamics and the observed data, followed by parameter estimation through a conventional approach, we apply the proposed method, highlighting its significance in modelling.

REMARK 4.1 As mentioned in Section 3.2, the output of Algorithm 3.1 may contain parameters that are not included in the parameter variety. However, in order to emphatically illustrate our idea, i.e., the extraction of all the possible parameters, such atypical parameters are not considered in this section. We present a method to remove such parameters in Section 5, followed by an example using the same model in Example 5.3.

4.1 Model describing the viral dynamics and viral data

In studies such as Neumann et al. (1998), the dynamics of the hepatitis C virus (HCV) during interferon-α-2b(IFN) therapy is analysed using the following mathematical model:

\[
\begin{align*}
\frac{dx_1}{dt} &= a_1 - a_2x_1 - a_3x_1x_3, \\
\frac{dx_2}{dt} &= a_3x_1x_3 - a_4x_2, \\
\frac{dx_3}{dt} &= (1 - a_5)a_6x_2 - a_7x_3,
\end{align*}
\]

(4.1)

where $x_1, x_2, x_3$ are time $t$ dependent variables and $a_1, \ldots, a_7$ are time-invariant parameters. $x_3$ is measured as $y = x_3$. More precisely, $x_1, x_2, x_3$ are the number of target cells, number of productively infected cells, and the viral load, respectively. Target cells are produced at rate $a_1$ and die at a constant death rate $a_2$. They become infected at a constant infection rate $a_3$. The infected cells produce HCV at an average
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FIG. 2. Observed time-series data for three subjects (denoted by 1−H, 2−D, and 3−D), for whom 5 × 10^6, 10 × 10^6, and 15 × 10^6 (IU) of IFN were administrated, respectively. The data were extracted from the images in Neumann et al. (1998). The horizontal-axis represents the time in date, whereas the vertical axis represents the logarithm of the viral load (HCV RNA copies /ml) with base 10. The data are plotted using subject-specific symbols (1−H:circle, 2−D:square, 3−D:triangle). The lines indicate the numerical solutions, given parameter a_4, a_5, a_7 shown in Table 1 over [T_0, T_1], where T_1 = 24 × 14 = 336 h. T_0 and y(T_0) are assumed to be (10, 7, 5) h and (4.1, 1.0, 0.4) × 10^6 copies /ml for 1−H, 2−D, and 3−D, respectively according to Neumann et al. (1998).

rate of a_6 and die at a constant rate a_4 per cell per day. Virions are cleared at a constant clearance rate a_7. IFN reduces the production of virions from the infected cells by a fraction (1−a_5), where 0 ≤ a_5 ≤ 1. It is to be noted that a_1 ≥ 0, ..., a_7 ≥ 0. Further, based on Neumann et al. (1998), the model is rearranged assuming that the number of target cells x_1 is constant for at least two weeks. In addition, the value of x_1(0) is assumed to be equal to the value of x_1 at the steady state of model (4.1), where a_5 = 0, indicating that IFN has no effect at t < 0. Based on quasi-steady state analysis, it is shown that x_1(t) = \frac{a_4 a_7}{a_3 a_6} and x_2(T_0) = (a_7/a_6)x_3(T_0), x_3(T_0), where T_0 denotes the delay in viral decay. For details on the steady state analysis, refer to Neumann et al. (1998). Thus, the rearranged model is obtained as follows:

\[
\frac{dx_2}{dt} = \frac{a_4 a_7}{a_6} x_3 - a_4 x_2, \quad \frac{dx_3}{dt} = (1 - a_5) a_6 x_2 - a_7 x_3, \quad y = x_3,
\]

(4.2)

\[
x_2(T_0) = (a_7/a_6)x_3(T_0),
\]

(4.3)

where the parameters and variables correspond to those of model (4.1). This is defined over [T_0, T_1], where T_1 = 24 × 14 = 336 h, at which the last measurement is made. Obviously, there is no input to this model. In the next subsection, the proposed method is applied to (4.2), given the time-series data explained below. Although (4.2) is linear and therefore, appears simple, it should be noted that the proposed method is applicable to non-linear models because it is based on algebra.

In Neumann et al. (1998), the time-series data of the viral load is observed for three subjects, denoted by 1-H, 2-D, and 3-D, as shown in Fig. 2 with specific symbols. In the original study, a_4, a_5, and a_7 are estimated using the non-linear least squares methods. a_6 is not estimated because it does not appear
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in the exact solution of \( y = x^3 \) as shown in Section A. The numerical solutions, given the estimated

Table 1. Estimated parameters for 1 – H, 2 – D, and 3 – D in Neumann et al. (1998).

| Subject | \( a_4 \) | \( a_5 \) | \( a_7 \) |
|---------|----------|----------|----------|
| 1-H     | 0        | 0.75     | 6.9      |
| 2-D     | 0.16     | 0.95     | 5.6      |
| 3-D     | 0.4      | 0.99     | 6        |

parameters in Table 1, are denoted by lines in Fig. 2.

4.2 Application of the proposed method to the viral model

In this section, the proposed method is applied to the model and data described in the previous section. Based on the methods described in Section 3.1, the basis of the input-output equations of (4.2) is derived as follows:

\[
a_4 a_5 a_7 y + (a_4 + a_7) \frac{dy}{dt} = -\frac{d^2y}{dt^2}. \tag{4.4}
\]

The values of the coefficients of (4.4), which are denoted by \( v_1, v_2 \), are uniquely determined by substituting output data \( y_d, \frac{dy}{dt}, \frac{d^2y}{dt^2} \) at time points \( t_1, t_2 \) in equation (4.4) as follows:

\[
\begin{bmatrix}
  v_1 y(t_1) + v_2 \left. \frac{dy}{dt} \right|_{t=t_1} \\
  v_1 y(t_2) + v_2 \left. \frac{dy}{dt} \right|_{t=t_2}
\end{bmatrix} \left( \begin{bmatrix}
  \frac{d^2y}{dt^2} \bigg|_{t=t_1} \\
  \frac{d^2y}{dt^2} \bigg|_{t=t_2}
\end{bmatrix} \right)^{-1} \left( \begin{bmatrix}
  \frac{dy}{dt} \bigg|_{t=t_1} \\
  \frac{dy}{dt} \bigg|_{t=t_2}
\end{bmatrix} \right), \tag{4.5}
\]

where the above matrix is assumed to be regular. Thereby, \( v_1, v_2 \) can be estimated and the algebraic variety containing the parameter variety is obtained:

\[
\{ a \mid a_4 a_5 a_7 = v_1, a_4 + a_7 = v_2 \} \tag{4.6}
\]

if ideal data are observed.

Next, considering the measurement noise and the lack of derivatives for the output data, data pre-processing is performed. We use the parameters estimated in Neumann et al. (1998), shown in Table 1, for generating pseudo-data. In this case, it is possible to compute the exact solution of \( y \) for (A.1) given the parameters in Table 1; hence, \( \frac{dy}{dt}, \frac{d^2y}{dt^2} \) at arbitrary time points in \( [T_0, T_1] \) can also be computed analytically. In order to compute \( v_1, v_2 \), two time points \( (t_1, t_2) = (1.8594, 6.1602) \) are randomly selected.

The generated pseudo-data are presented in Table 2.

Substituting the pseudo-data in (4.5), we obtain \( v_1, v_2 \) for 1 – H, 2 – D, 3 – D as follows, in order:

\[
\begin{bmatrix}
  v_1 \\
  v_2
\end{bmatrix} \approx \begin{bmatrix}
  0.0000 \\
  6.9000
\end{bmatrix}, \begin{bmatrix}
  0.8512 \\
  5.7600
\end{bmatrix}, \begin{bmatrix}
  2.3760 \\
  6.4000
\end{bmatrix}. \tag{4.7}
\]
Table 2. Generated pseudo-data, given the parameters in Table 1. For randomly selected time points \((t_1, t_2) = (1.8594, 6.1602)\), \(y, \dot{y}, \ddot{y}\) are computed using (A.1).

| Subject | \((y(t_1), \dot{y}(t_1), \ddot{y}(t_1))\) | \((y(t_2), \dot{y}(t_2), \ddot{y}(t_2))\) |
|---------|--------------------------------|--------------------------------|
| 1-H     | \((1.0251, -0.0010, 0.0070) \times 10^6\) | \((1.0250, -0.0000, 0.0000) \times 10^6\) |
| 2-D     | \((4.1781, -0.7127, 0.5485) \times 10^4\) | \((2.1676, -0.3290, 0.0499) \times 10^4\) |
| 3-D     | \((2.4049, -1.0615, 1.0792) \times 10^3\) | \((434.9356, -172.1117, 68.1076)\) |

Fig. 3. Algebraic variety containing the parameter variety of (4.2), given the pseudo-data for 2-D and 3-D. The symbols on the variety are the estimated parameters shown in Table 1. The varieties are projected into two-dimensional parameter spaces: \((a_4, a_5), (a_4, a_7), (a_7, a_5)\). Following the assumption on \(a_5\), the varieties are plotted, where \(0 \leq a_5 \leq 1\).

Substituting the above in (3.7), the algebraic varieties containing the parameter variety of (2.1), (2.2), given the pseudo-data shown in Table 2, are obtained. The variety for 2-D, 3-D is visualized in Fig. 3.

4.3 Analysis of the varieties

There are several findings on the model and the given time-series data based on the estimated varieties.

First, the range of some of the parameters are revealed. The constraint equation (4.6) can be rearranged as

\[
45 = -\frac{v_1}{a_4(a_4 - v_2)}, a_7 = -a_4 + v_2, \quad \text{if } a_4 \neq 0, a_4 \neq v_2.
\]

For 2-D, 3-D, it is apparent that \(a_4 > 0\) from the first constraint of (4.6). As \(a_5 \geq 0\), according to the model assumption and \(v_1 > 0\) from the estimated results, \(a_4 \leq v_2\) should hold. Thus, the possible ranges of \(a_4\) and \(a_7\) are revealed through the estimation of the varieties as \(0 < a_4, a_7 < v_2\).

Next, the constraints defining the variety for 1-H are explicitly described as

\[
a_4a_5a_7 = 0, a_4 + a_7 = 6.9.
\]
Thus, if \( a_4 = 0 \) or \( a_7 = 0 \), we obtain constraint \( a_7 = 6.9 \) or \( a_4 = 6.9 \), respectively, and \( a_5 \) is not constrained. On the other hand, if \( a_5 = 0 \), \( a_4 + a_7 = 6.9 \) should hold. This implies that the variety for \( 1 - H \) is structurally different from those of both \( 2 - D \) and \( 3 - D \). According to Neumann et al. (1998), the dynamics of the fitted curve for \( 1 - H \) is significantly different from those for \( 2 - D \) and \( 3 - D \) as shown in Fig. 2, which is supposed to reflect the difference in the assigned regiments as mentioned in Neumann et al. (1998); this corresponds to our result. Hence, by checking the geometry of the varieties determined from the data, the abnormal dynamics of the model may be captured.

Finally, we revisit the results obtained in Neumann et al. (1998). \( a_4 = 0 \) implies that the infected cells live longer than at least the measured duration. On the other hand, \( a_5 = 0 \) indicates that IFN does not work at all for the subjects. Therefore, the data can be explained not only with the extremely low death rate of the infected cells as mentioned in Neumann et al. (1998), but also with the invalidity of IFN, even though the parameters estimated in the original study are correctly located in the estimated varieties. Technically, in the original study, \( a_5 \) and \( a_4 \) are estimated in order, resulting in a possible value of zero for \( a_4 \). On the other hand, our method successfully extracted a new insight on the dynamics of the system, which was hidden in the data and overlooked by conventional approaches.

5. Theoretical aspects of the proposed method

5.1 Mathematical formulations

In order to investigate model (2.1), (2.2), given observed time-series data (2.3), (2.4), the input-output relationships of the model are first examined. The investigation of the input-output relationships involves differential algebraic manipulations, as performed in Section 3.1, and is equivalent to the investigation of the differential ideal generated by the model.

**Definition 5.1** Let \( \mathcal{R} \) be a ring. The derivation is a map \( \partial : \mathcal{R} \to \mathcal{R} \) such that

- \( \partial(r + s) = \partial(r) + \partial(s) \) for all \( r, s \in \mathcal{R} \)
- \( \partial(rs) = r \cdot \partial(s) + \partial(r) \cdot s \) for all \( r, s \in \mathcal{R} \).

**Definition 5.2** Differential ring \( \mathcal{R} \) is a commutative ring with derivatives \( \partial : \mathcal{R} \to \mathcal{R} \).

**Definition 5.3** The differential ideal \( I \) of differential ring \( \mathcal{R} \) equipped with derivation operators \( \partial \) is an ideal that is closed under the derivations.

The differential ideal generated by model (2.1), (2.2) is defined as follows:

**Definition 5.4** Let \( \mathbb{C}(a) \) be a field of rational functions of parameter vector \( a \) with complex coefficients. Given state-space model (2.1), (2.2), where

\[
\dot{x} = (x_1, \ldots, x_N)^T, f(x, u; a) = (f_1(x, u; a), \ldots, f_N(x, u; a))^T,
\]

the state-space differential ideal of model (2.1), (2.2) is defined by the differential ideal generated by the model, i.e.,

\[
\Sigma := [x_1 - f_1(x, u; a), \ldots, x_N - f_N(x, u; a), y - g(x, u; a)] \subset \mathbb{C}(a) \{x_1, \ldots, x_N, u, y\}.
\]

From an algebraic point of view, the input-output relationships to be investigated are in a specific subset of the above ideal:
The input-output differential ideal of model (2.1), (2.2) is defined by the following sub-ideal of state-space differential ideal \( \Sigma \).

\[
\Sigma_{\text{IO}} := \Sigma \cap (a) \{ u, y \}. \tag{5.1}
\]

Under the framework of differential algebra Ritt (1950); Kolchin (1973), the input-output relationships of (2.1), (2.2) are investigated, for example, in structural identifiability analysis Fliess & Glad (1993); Ljung & Glad (1994); Saccomani et al. (2003). However, as mentioned in Remark 1.1, infinite derivative operations of the model may not be plausible in practice. Therefore, instead of following a differential algebraic framework, we restrict ourselves to a non-differential (i.e., standard) algebraic framework; i.e., instead of considering \( \Sigma, \Sigma_{\text{IO}} \), we consider the non-differential ideals obtained by truncating them such that higher derivatives of the variables more than necessary do not appear. Through such truncation, the input-output relationships of (2.1), (2.2) can be investigated without considering the higher derivatives of the variables than required. As mentioned in Section 3.1, there exists an upper bound on the number of differentiations required to obtain at least one element in \( \Sigma_{\text{IO}} \). This is guaranteed by the following proposition Forsman (1991); Jirstrand (1998); Meshkat et al. (2018):

**Proposition 1.** For model (2.1), (2.2), if ideal \( I^{(N)} \) is defined as

\[
I^{(N)} = \left\{ \frac{dx}{dt} - f, \ldots, \frac{d^N x}{dt^N} - f^{(N-1)}, \ldots, y - g, \ldots, y^{(N)} - g^{(N)} \right\},
\]

\[
\subset \mathbb{C}(a)[x, \ldots, x^{(N)}, y, \ldots, y^{(N)}, u, \ldots, u^{(N)}],
\]

\( I^{(N)} \cap \mathbb{C}(a)[y, \ldots, y^{(N)}, u, \ldots, u^{(N)}] \) is not a zero ideal.

Note that \( I^{(N)} \) is the ideal obtained by truncating \( \Sigma \) up to the \( N \)-th order derivatives of \( x, y \) and \( u \). Through Algorithm 3.2, the minimal number of differentiations required to obtain equations that do not contain state variables nor their derivatives for the model is computed Jirstrand (1998). Denoting this integer as \( L \leq N \), with a sufficiently differentiated (2.1), (2.2),

\[
x^{(1)} - f(x, u; a), \ldots, x^{(L)} - \frac{d^{(L-1)} f(x, u; a)}{dt^{(L-1)}},
\]

\[
y - g(x, u; a), \ldots, y^{(L)} - \frac{d^{(L)} g(x, u; a)}{dt^{(L)}},
\]

where \( L \) is a minimal integer that is an output of Algorithm 3.2, by which an ideal generated by (5.2) contains at least one element. The ideal generated by (5.2) is denoted as follows:

\[
I^{(L)} := \left\{ x^{(1)} - f(x, u; a), \ldots, x^{(L)} - \frac{d^{(L-1)} f(x, u; a)}{dt^{(L-1)}}, \ldots, y^{(L)} - \frac{d^{(L)} g(x, u; a)}{dt^{(L)}}, \right\}
\]

\[
\subset \mathbb{C}(a)[x, \ldots, x^{(L)}, y, \ldots, y^{(L)}, u, \ldots, u^{(L)}].
\]

**Remark 5.1** This implies that the assumption on the smoothness of the solutions of (2.1), (2.2) is relaxed to \( C^L \) functions for \( x, y \) and \( C^{L-1} \) functions for \( u \).

Based on the above, we provide the algebraic counterpart of Definition 2.2:
DEFINITION 5.6 Suppose that time-series data (2.3), (2.4) corresponding to the input and output of state-space model (2.1), (2.2) are observed. We define the parameter variety of the model, given data \( \hat{a} \) and \( \hat{y} \), by the set of parameters with which

\[
\forall t_i \in [T_0, T_1], \exists \left( x(t_i), \ldots, x^{(L)}(t_i), y(t_i), \ldots, y^{(L)}(t_i), u(t_i), \ldots, u^{(L)}(t_i) \right) \in \mathbb{C}^{(N+1+M) \times L}
\]

such that (5.2) and (2.5) hold, where \( i = 1, \ldots, L \) and \( L \) is the minimal number of differentiations required.

DEFINITION 5.7 The input-output equations of (2.1), (2.2) are defined as equations corresponding to the polynomials in the ideal defined as follows:

\[
I^{(L)} \cap \mathbb{C}[a][y, \ldots, y^{(L)}, u, \ldots, u^{(L)}].
\]

5.2 Main theorems

Before presenting the main theorems, certain definitions and a proposition are introduced.

DEFINITION 5.8 For ideal \( I \) on polynomial ring \( K[x_1, \ldots, x_n] \) over field \( K \) with a given monomial order, if its generator \( G = \{ g_1, \ldots, g_s \} \) satisfies

\[ f \in I \iff f \text{ is divisible by } G. \]

\( G \) is called the Gröbner basis of \( I \).

DEFINITION 5.9 A set of monomials \( \{ u_1, \ldots, u_l \} \) appears in a non-zero polynomial \( f = a_1 u_1 + \cdots + a_l u_l \) of \( K[x] \), where \( 0 \neq a_i \in K(i = 1, \ldots, l) \) is called the support. The largest monomial in the support of polynomial \( f \) with respect to a given monomial order \( < \) of ring \( K[x] \) is denoted by \( \text{in}_<(f) \). The Gröbner basis \( \{ g_1, \ldots, g_s \} \) of ideal \( I \) on polynomial ring \( K[x] \) with respect to monomial order \( < \) is the reduced Gröbner basis, if the followings are satisfied:

- The coefficient of \( \text{in}_<(g_i) \) of polynomial \( g_i \) is 1 (\( 1 \leq i \leq s \))
- and if \( i \neq j \), no monomial in the support of \( g_j \) is divisible by \( \text{in}_<(g_i) \).

The reduced Gröbner basis of ideal \( I \) on polynomial ring \( K[x] \) with respect to a given monomial order is unique Cox et al. (2015). The basis of the input-output equations of (2.1), (2.2), represented as (3.7), is the reduced Gröbner basis of \( I^{(L)} \) with respect to lexicographic order \( x^{(l)} > \cdots > x > y^{(l)} > \cdots > y > u^{(l)} > \cdots > u \). The following is called the elimination theorem (Cox et al., 2015, p. 122).

**Proposition 2.** Suppose that lexicographic ordering is used as the monomial ordering in a ring of polynomials \( K[x_1, \ldots, x_n] \) over field \( K \) such that \( x_1 > x_2 > \cdots > x_n \). If \( G \) is reduced, the Gröbner basis of ideal \( I \subset K[x_1, \ldots, x_n] \) for every \( 1 \leq j \leq n \), \( G \cap K[x_j, \ldots, x_n] \) is the Gröbner basis of \( I \cap K[x_j, \ldots, x_n] \).

Now, we prove that the algebraic variety obtained using Algorithm 3.1 contains the parameter variety of (2.1), (2.2), given (2.3), (2.4). In the following, \( V(f_1, \ldots, f_s) \) denotes the algebraic variety defined as \( f_1, \ldots, f_s \in K[x_1, \ldots, x_n] \):

\[
V(f_1, \ldots, f_s) = \{ (a_1, \ldots, a_n) \in K^n \mid f_i(a_1, \ldots, a_n) = 0 \text{ for all } 1 \leq i \leq s \}.
\]

THEOREM 5.1 The parameter variety of (2.1), (2.2), given (2.3), (2.4), is a subset of \( \{ a \mid c_l(a) = v_l, l = 1, \ldots, L \} \) obtained through Algorithm 3.1.
Proof. We denote \( V \subset \mathbb{C}^{(N+1+M)\times L} \) as the set of common roots of (5.2). Let \( J \) be an ideal such that \( J = I^{(L)} \cap \mathbb{C}[y^{(L)}_1, \ldots, y^{(L)}_L, u^{(L)}_1, \ldots, u^{(L)}_L] \). Suppose that the projection map
\[
\pi_{y^{(l)}_1, \ldots, y^{(l)}_L, u^{(l)}_1, \ldots, u^{(l)}_L} : \mathbb{C}^{(N+1+M)\times L} \to \mathbb{C}^{(1+M)\times L}
\]
sends \( (x_1, \ldots, x^{(L)}_1, y_1, \ldots, y^{(L)}_1, u_1, \ldots, u^{(L)}_1)^T \) to \( (y_1, \ldots, y^{(L)}_1, u_1, \ldots, u^{(L)}_1)^T \). According to p. 129 in Cox et al. (2015), the following holds:
\[
\pi_{y^{(l)}_1, \ldots, y^{(l)}_L, u^{(l)}_1, \ldots, u^{(l)}_L}(V) \subseteq V(J).
\] (5.4)

Let \( h \) be the basis of the input-output equations of (2.1), (2.2), i.e., (3.7), which is the output of Algorithm 3.2. According to the common roots, \( h \) is obtained as an element of the reduced Gröbner basis of the sufficiently differentiated (2.1), (2.2), \( I^{(L)} \), with respect to lexicographic ordering \( x^{(L)}_1 > \ldots > x > y^{(L)}_1 > \ldots > y > u^{(L)}_1 > \ldots > u \). Hence, based on the elimination theorem (Proposition 2), it follows that
\[
V(J) = V(\langle h \rangle).
\]

Therefore, for all \( p \in V(J), p \in V(\langle h \rangle) = V(h) \), i.e., \( p \) satisfies \( h = 0 \). Based on (5.4), the following holds:
\[
\forall q \in \pi_{y^{(l)}_1, \ldots, y^{(l)}_L, u^{(l)}_1, \ldots, u^{(l)}_L}(V) \subseteq V(J), \quad q \text{satisfies } h = 0.
\] (5.5)

Let \( \alpha \in \mathbb{C}^n \) be a parameter in the parameter variety of (2.1), (2.2), given (2.3), (2.4), and \( V_\alpha \subset \mathbb{C}^{(N+1+M)\times L} \) is the set of common roots of (5.2) given \( \alpha \). Based on Definition 5.6, the common roots of
\[
x^{(1)}_1 - f(x, u; \alpha), \ldots, x^{(L)}_L - \frac{d^{(L-1)}}{d u^{(L-1)}} f(x, u; \alpha),
\]
\[
y - g(x, u; \alpha), \ldots, y^{(L)}_L - \frac{d^{(L)}}{d u^{(L)}} g(x, u; \alpha)
\]
such that (2.5) holds are in \( \pi_{y^{(l)}_1, \ldots, y^{(l)}_L, u^{(l)}_1, \ldots, u^{(l)}_L}(V_\alpha) \). Therefore, for each \( t_i \in [T_0, T_1], (i = 1, \ldots, K) \), with a fixed \( \alpha \), the following holds:
\[
\sum_{i=1}^L c_i(\alpha) f_i(\hat{u}(t_i), \hat{y}(t_i), \hat{u}(t_i), \hat{y}(t_i), \ldots, \hat{u}^{(N)}(t_i), \hat{y}^{(N)}(t_i)) = f_{L+1}(\hat{u}(t_i), \hat{y}(t_i), \hat{u}(t_i), \hat{y}(t_i), \ldots, \hat{u}^{(N)}(t_i), \hat{y}^{(N)}(t_i)).
\]

This leads to simultaneous linear equations
\[
\begin{pmatrix}
f_1(\hat{u}(t_1), \hat{y}(t_1)) & \cdots & f_L(\hat{u}(t_L), \hat{y}(t_L)) \\
\vdots & \ddots & \vdots \\
f_1(\hat{u}(t_1), \hat{y}(t_1)) & \cdots & f_L(\hat{u}(t_L), \hat{y}(t_L))
\end{pmatrix}
\begin{pmatrix}
c_1(\alpha) \\
\vdots \\
c_L(\alpha)
\end{pmatrix}
= \begin{pmatrix}
f_{K+1}(\hat{u}(t_1), \hat{y}(t_1)) \\
\vdots \\
f_{K+1}(\hat{u}(t_K), \hat{y}(t_K))
\end{pmatrix}. \tag{5.7}
\]

As the matrix on the left-side and the vector on the right-side of (5.7) are independent of \( \alpha \), (5.7) as a simultaneous linear equation of \( (c_1(\alpha), \ldots, c_L(\alpha))^T \) admits a unique solution, which is independent of \( \alpha \). We denote this as \( (v_1, \ldots, v_L)^T \). Thus, we obtain
\[
c_i(\alpha) = v_l, l = 1, \ldots, L.
\]

This concludes that \( \alpha \) is in \( \{ a \mid c_i(a) = v_l, l = 1, \ldots, L \} \).
\[\square\]
Proposition 3. Let \( I = \langle F_1, \ldots, F_s \rangle \subseteq \mathbb{C}[x_1, \ldots, x_n] \), and let \( I_1 \) be the first elimination ideal of \( I \). For each \( 1 \leq i \leq s \), \( F_i \) is expressed in the form

\[
F_i = p_i(x_2, \ldots, x_n) x_1^{D_i} + (\text{terms in which } x_1 \text{ has degree } < D_i),
\]

where \( D_i \geq 0 \) and \( p_i \in \mathbb{C}[x_2, \ldots, x_n] \) are non-zero. Suppose that we have a partial solution \( (\tilde{x}_2, \ldots, \tilde{x}_n) \in V(I_1) \). If \( (\tilde{x}_2, \ldots, \tilde{x}_n) \notin V(p_1, \ldots, p_s) \), there exists \( \tilde{x}_1 \in \mathbb{C} \) such that \( (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n) \in V(I) \).

The above can be used when eliminating multiple variables by confirming the sufficient condition for each eliminated variable step-by-step. More precisely, suppose \( x_1, \ldots, x_m \) are the variables to be eliminated, where \( m < n \); let \( I_m \) be the \( m \)-th elimination ideal of \( I \). Suppose that we also have a partial solution \( (\tilde{x}_{m+1}, \ldots, \tilde{x}_n) \in V(I_m) \). To state that there exists \( (\tilde{x}_1, \ldots, \tilde{x}_m) \in \mathbb{C}^m \) such that \( (\tilde{x}_1, \ldots, \tilde{x}_n) \in V(I) \), it is sufficient to check whether for each \( j, j = m, m - 1, \ldots, 1 \), partial solution \( (\tilde{x}_{j+1}, \ldots, \tilde{x}_n) \in V(I_j) \) can be extended to \( (\tilde{x}_j, \tilde{x}_{j+1}, \ldots, \tilde{x}_n) \in \mathbb{C}^{n-j+1} \), i.e., there exists \( \tilde{x}_j \in \mathbb{C} \) such that \( (\tilde{x}_j, \tilde{x}_{j+1}, \ldots, \tilde{x}_n) \in V(I_{j-1}) \), where \( I_j \) is the \( j \)-th elimination ideal of \( I \). See Cox et al. (2015) for the details.

Now, by incorporating the above, we provide the following theorem indicating a method to remove the parameters that are in the parameter variety but not in the algebraic variety derived using Algorithm 3.1.

Theorem 5.2 Let \( \{G_1, \ldots, G_s = h\} \) be the reduced Gröbner basis of

\[
I^{(L)} \subseteq \mathbb{C}(a)[x_1, \ldots, x^{(L)}, y^{(L)}, u_1, \ldots, u^{(L)}]
\]

with respect to lexicographic ordering \( x^{(L)}_N > \cdots > x^{(L)}_1 > \cdots > x_N > \cdots > x_1 > y^{(L)} > \cdots > u^{(L)} > \cdots > u \). \( z_j \) denote variables \( z_N \cdot (L+1) := x_1, z_N \cdot (L+1) := x_2, \ldots, z_N \cdot (L+1) := x_N, \ldots, z_N \cdot (L+1) := (5.10), \) \( E_j \) denotes a set of variables

\[
\text{\{u}_1, \ldots, u^{(L-1)}, y^{(L)}, z_N \cdot (L+1), \ldots, z_j+1\}.
\]

For each \( 1 \leq i \leq s \), express \( G_i \) in the form

\[
G_i = p_i(E_j) x_j^{D_i} + (\text{terms in which } z_j \text{ has degree } < D_i),
\]

where \( p_i(E_j) \in \mathbb{C}(a)[E_j] \). For each \( 1 \leq j \leq N \times (L+1) \), we express

\[
W_j := V((G_1, \ldots, G_s) \cap \mathbb{C}(a)[E_j]) \cap V(P_j)
\]

in \( \mathbb{C}^{(N+1+M) \times (L+1) - j} \), where \( P_j \in \mathbb{C}(a)[E_j] \) denotes the non-empty set of polynomials containing \( p_i(E_j) \) in which \( \{G_1, \ldots, G_s\} \cap \mathbb{C}(a)[E_{j-1}] \) such that \( D_i^j \geq 0 \) and \( p_i(E_j) \neq 0 \). If

\[
W_j = \emptyset \quad \text{for all } j = 1, \ldots, N \times (L+1),
\]

\[
\{a \mid c_i(a) = v_i, l = 1, \ldots, L \} \subset \text{the parameter variety of (2.1), (2.2) given (2.3), (2.4)},
\]

Proof. Let \( \beta \in \mathbb{C}^n \) be an element of \( \{a \mid c_i(a) = v_i, l = 1, \ldots, L\} \). As \( c_i(\beta) = v_i(l = 1, \ldots, L) \), (5.7) holds on replacing \( \alpha \) with \( \beta \). This implies that

\[
(\tilde{a}(t_i), \tilde{y}(t_i), \ldots, \tilde{u}(N)(t_i), \tilde{y}(N)(t_i))
\]

\[
= (\tilde{a}(t_i), \tilde{y}(t_i; \beta), \ldots, \tilde{u}(N)(t_i), \tilde{y}(N)(t_i; \beta)) \in V(J_\beta) (i = 1, \ldots, L),
\]

(5.10)
where $\bar{u}(t_i)$ and $\dot{y}(t_i; \beta)$ denote the inputs and output of (2.1), (2.2), respectively, and $J_\beta$ denotes the elimination ideal $J = I^{(L)} \cap C(a)[u, \ldots, u^{(L)}]$, given a fixed parameter $\beta$. Thus, $(\bar{u}(t_i), \dot{y}(t_i; \beta), \ldots, \bar{u}^{(N)}(t_i), \dot{y}^{(N)}(t_i; \beta))$ is shown to be a partial solution of $V(J_\beta)$. Therefore, in order to show that $\beta$ is in the parameter variety of (2.1), (2.2), given (2.3), (2.4), it remains to prove that there exists $(\bar{x}(t_i; \beta), \ldots, \bar{x}^{(L)}(t_i; \beta)) \in C^{N \times (L+1)} (i = 1, \ldots, K)$ such that the following holds:

$$
(\bar{u}(t_i), \dot{y}(t_i; \beta), \ldots, \bar{u}^{(N)}(t_i), \dot{y}^{(N)}(t_i; \beta), \bar{x}(t_i; \beta), \ldots, \bar{x}^{(L)}(t_i; \beta)) \in V(I^{(L)}). \tag{5.11}
$$

To show this, according to Proposition 2, it is sufficient that for each $(j = N \times (L+1), \ldots, 1)$, the partial solution

$$
(\bar{u}(t_i), \dot{y}(t_i; \beta), \ldots, \bar{u}^{(N)}(t_i), \dot{y}^{(N)}(t_i; \beta), \bar{x}_N(t_i; \beta), \ldots, \bar{x}_{j+1}(t_i; \beta)) \tag{5.12}
$$

can be extended to

$$
(\bar{u}(t_i), \dot{y}(t_i; \beta), \ldots, \bar{u}^{(N)}(t_i), \dot{y}^{(N)}(t_i; \beta), \bar{x}_N(t_i; \beta), \ldots, \bar{x}_{j+1}(t_i; \beta), \bar{z}_j(t_i; \beta)) \in V(I^{(L)} \cap C(a)[I_{j-1}]). \tag{5.13}
$$

where $\bar{z}_j(t_i; \beta)$ denotes the corresponding derivative of the state variables at $t_i$ given a fixed parameter $\beta$, i.e., there exists $\bar{z}_j(t_i; \beta) \in C$ such that

$$
(\bar{u}(t_i), \dot{y}(t_i; \beta), \ldots, \bar{u}^{(N)}(t_i), \dot{y}^{(N)}(t_i; \beta), \bar{z}_N(t_i; \beta), \ldots, \bar{z}_{j+1}(t_i; \beta)) \in V(I^{(L)} \cap C(a)[I_{j-1}]).
$$

According to Proposition 2, $I^{(L)} \cap C(a)[E] = \langle G_1, \ldots, G_s \rangle \cap C(a)[E]$, which leads to $W_j = V(I^{(L)} \cap C(a)[E_j]) \cap V(P_j)$. We denote $I_j$ as $I^{(L)} \cap C(a)[E_j]$, the $j$-th elimination ideal of $I^{(L)}$. As $W_j = \phi$ implies that no partial solution

$$
(\bar{u}, \ldots, \bar{u}^{(L-1)}, \bar{y}, \ldots, \bar{y}^{(L-1)}, \bar{z}_N(t_i; \beta), \ldots, \bar{z}_{j+1}(t_i; \beta)) \in V(I_j)
$$

exists in $V(P_j)$, given the arbitrary parameters of (2.1), (2.2), (5.9) becomes the sufficient condition for multivariate extension:

$$
\forall(\bar{u}, \ldots, \bar{u}^{(L-1)}, \bar{y}, \ldots, \bar{y}^{(L-1)}, \bar{z}_N(t_i; \beta), \ldots, \bar{z}_{j+1}(t_i; \beta)) \in V(I_{N(L+1)}), \exists(\bar{z}_N(t_i; \beta), \ldots, \bar{z}_{j+1}(t_i; \beta)) \in C^{N \times (L+1)}
$$

such that $(\bar{u}, \ldots, \bar{u}^{(L-1)}, \bar{y}, \ldots, \bar{y}^{(L-1)}, \bar{z}_N(t_i; \beta), \ldots, \bar{z}_{j+1}(t_i; \beta)) \in V(I^{(L)}).

If partial solution (5.10) is selected and can be extended to a complete solution of $I^{(L)}$, given $\beta$, $\bar{z}_j$ corresponding to the state variable derivatives must be those of (5.2) at $t_i$ given $\beta$ because (2.1), (2.2) is assumed to admit a unique solution given a fixed parameter. This proves (5.11) and hence, the theorem.

$\square$

To demonstrate the removal of the parameters not included in the parameter variety but in the algebraic variety computed through Algorithm 3.2, Theorem 5.2 is applied to (4.2) as follows.

**Example 5.3** As a result of Algorithm 3.2, we get $l = 2$. The reduced Gröbner basis of

$$
I^{(2)} := \frac{dx_2}{dt} - \frac{a_4 a_7}{a_6} x_3 + a_4 x_2, \quad \frac{dx_3}{dt} - (1 - a_5) a_6 x_2 + a_7 x_3,
$$

$$
\frac{d^2 x_2}{dt^2} - \frac{a_4 a_7}{a_6} \frac{dx_3}{dt} + a_4 \frac{dx_2}{dt}, \quad \frac{d^2 x_3}{dt^2} - (1 - a_5) a_6 \frac{dx_2}{dt} + a_7 \frac{dx_3}{dt},
$$

$$
y - x_3, \quad \frac{dy}{dt} - \frac{dx_3}{dt} \frac{dy}{dt^2} \frac{dx_3}{dt^2} \frac{d^2 x_3}{dt^2}.
$$
with respect to lexicographic ordering \( \dot{x}_3 > \dot{x}_2 > x_3 > \dot{x}_2 > x_2 > \dot{y} > \ddot{y} > y \) is as follows:

\[
G = \left\{ \frac{d^2 y}{dt^2} + (a_4 + a_7) \frac{dy}{dt} + a_4 a_5 \alpha y, \quad (a_5 a_6 - a_6) x_2 + \frac{dy}{dt} + a_7 y, \quad x_3 - y, \right. \\
\left. (a_5 a_6 - a_6) \frac{d^x_2}{dt} + (-a_4) \frac{d^2 y}{dt^2} + (-a_4 a_5 \alpha y) \right\}
\]

Now, we introduce the following variables

\[ z_6 := x_2, z_5 := x_3, z_4 := \dot{x}_2, z_3 := \dot{x}_3, z_2 := \ddot{x}_2, z_1 := \dot{x}_3. \]

Let \( I_j \) be the \( j \)-th elimination ideal of \( I^2 \), where \( j = 1, \ldots, 2 \times (2 + 1) \):

\[
I_j = I^2 \cap \mathbb{C}(a)[z_{j+1}, \ldots, z_1, y, \ldots, y(L), u, \ldots, u(L-1)]
\]

\[ = (G) \cap \mathbb{C}(a)[z_{j+1}, \ldots, z_1, y, \ldots, y(L), u, \ldots, u(L-1)], \]

for example,

\[
J = I_6 = I^2 \cap \mathbb{C}(a)[\dot{y}, \ddot{y}, y]
\]

\[ = \left\{ \frac{d^2 y}{dt^2} + (a_4 + a_7) \frac{dy}{dt} + a_4 a_5 \alpha y \right\}, \]

\[ I_5 = I_2 \cap \mathbb{C}(a)[x_2, \dot{y}, \ddot{y}, y] = I_2 \cap \mathbb{C}(a)[z_6, \dot{y}, \ddot{y}, y]
\]

\[ = \left\{ \frac{d^2 y}{dt^2} + (a_4 + a_7) \frac{dy}{dt} + a_4 a_5 \alpha y, (a_5 a_6 - a_6) z_6 + \frac{dy}{dt} + a_4 y \right\}. \]

Thus, we get

\[ P_6 = \{a_5 a_6 - a_6\}, P_5 = \{1\}, P_4 = \{a_5 a_6 - a_6\}, P_3 = \{1\}, P_2 = \{a_5 a_6 - a_6\}, P_1 = \{1\} \]

assuming that \( a_5 a_6 - a_6 \neq 0 \), i.e., \( a_6 \neq 0, a_5 \neq 1 \). As a result, for \( j = 1, \ldots, 2 \times (2 + 1) \)

\[ W_j = \emptyset \]

holds because \( V(P_j) = \emptyset \). This shows that there is no parameter in the algebraic variety (4.6) that is not in the parameter variety of (2.1), (2.2), given the data. Therefore, (4.6) is coincident with the parameter variety in this case.

6. Conclusion

In this study, we proposed a method for extracting all the feasible parameters that are uniquely determined by the observed time-series data and unidentifiable state-space models, explicitly and exhaustively. This parameter set was newly defined as the parameter variety of a model, given the time-series data. Our approach for the extraction of the parameter varieties is motivated by the challenges involved
in dealing with unidentifiable models: the non-uniqueness of the feasible parameters causes the system properties, based on the estimated parameters, to depend on the estimated parameters.

The applicability of the proposed method was clearly demonstrated through viral dynamics analysis, given real data. In the application of our method to a model that represents the viral dynamics under therapy, the considerations on the viral dynamics that were overlooked were mentioned. Besides, by extracting the parameter varieties, the possible ranges of the parameters could be investigated. Furthermore, the possibility of geometric analysis of the parameter variety for capturing the abnormalities of the dynamics under consideration was also suggested.

In addition, we have theoretically justified the proposed method in which the input-output relationships of a model are investigated by examining the truncated differential ideals initially. Further, the observed time-series data or pseudo-data generated using the model are incorporated into the basis of the input-output relationships of the model; thereby, an algebraic variety containing the parameter variety is obtained. The truncation is determined by computing the minimal number of differentiations required to extract the input-output relationships from the state-space model. This truncation reasonably retains the assumptions on the smoothness of the model. Moreover, the algebraic variety containing the parameter variety of the model, given the data, is investigated under the framework of commutative algebra. This implies that computational algebraic techniques or software can be utilized to compute the algebraic variety containing the parameter variety and the parameters that are included in the algebraic variety but not in the parameter variety. This is important for practical application because our method can be applied without requiring detailed knowledge on algebra and algebraic geometry.

Although the incorporation of data into the basis of the input-output relationships of the model has been discussed in this study, it needs to be considered further. For example, it may be better to increase the number of measurement time points instead of using the minimal required, considering the robustness of the method against measurement noise. Besides, regarding pseudo-data generation using the models, the derivatives need be carefully estimated. Therefore, depending on the situation, it may be better to apply data-driven methods such as the Gaussian process for generating pseudo-data.
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A. Exact solution to (4.2)

In this appendix, we show the exact solution for (4.2)

\[
\frac{d}{dt} \begin{pmatrix} x_2 \\ x_3 \end{pmatrix} = A \begin{pmatrix} x_2 \\ x_3 \end{pmatrix}, \quad A := \begin{pmatrix} -a_4 & \frac{a_4 a_7}{a_6} \\ (1 - a_5) a_6 & -a_7 \end{pmatrix}
\]

under initial condition (4.3). It can be confirmed in a straightforward manner that coefficient matrix \( A \) has the following two eigenvalues

\[
\lambda_1 := -\left( \frac{a_4 + a_7}{2} \right) - \frac{\sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}{2},
\]

\[
\lambda_2 := -\left( \frac{a_4 + a_7}{2} \right) + \frac{\sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}{2},
\]

and the corresponding eigenvectors

\[
\begin{pmatrix}
\frac{a_4}{2} - \frac{a_7}{2} + \frac{\sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}{2}
\\
a_6 (a_5 - 1)
\end{pmatrix}^T,
\]

\[
\begin{pmatrix}
\frac{a_4}{2} - \frac{a_7}{2} - \frac{\sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}{2}
\\
a_6 (a_5 - 1)
\end{pmatrix}^T.
\]

Hence, the solution \( x_3(t) \) is given as

\[
x_3(t) = x_3(t_0) \left( e^{(t-t_0) \lambda_1} (1 - B) + e^{(t-t_0) \lambda_2} B \right),
\]

\[
B = \frac{a_4 + a_7 - 2 a_5 a_7 + \sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}{2 \sqrt{2 a_4 a_7 + a_4^2 + a_7^2 - 4 a_4 a_5 a_7}}.
\]