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Abstract
Advances in data science are leading to new progresses in the analysis and understanding of complex dynamics for systems with experimental and observational data. With numerous physical phenomena exhibiting bursting, flights, hopping, and intermittent features, stochastic differential equations with non-Gaussian Lévy noise are suitable to model these systems. Thus it is desirable and essential to infer such equations from available data to reasonably predict dynamical behaviors. In this work, we consider a data-driven method to extract stochastic dynamical systems with non-Gaussian asymmetric (rather than the symmetric) Lévy process, as well as Gaussian Brownian motion. We establish a theoretical framework and design a numerical algorithm to compute the asymmetric Lévy jump measure, drift and diffusion (i.e., nonlocal Kramers–Moyal formulas), hence obtaining the stochastic governing law, from noisy data. Numerical experiments on several prototypical examples confirm the efficacy and accuracy of this method. This method will become an effective tool in discovering the governing laws from available data sets and in understanding the mechanisms underlying complex random phenomena.
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1 Introduction

The extraction of physical laws from experimental or observable data is crucial to scientific and engineering applications where governing equations are unknown [1,2]. Due to...
the deficiency of scientific understanding of mechanisms underlying complex phenomena, it is sometimes not feasible to derive the explicit governing laws directly. These physical governing laws are often in the form of ordinary, partial or stochastic differential equations.

Therefore, there are recent machine learning methods devoted to discovering governing laws of nonlinear phenomena from noisy data. Some of these works are based on Kramers–Moyal formula [3–5] or Koopman generator [6–10]. Other researchers have developed a data-driven method called Sparse Identification of Nonlinear Dynamics, to learn ordinary [11], partial [12–15] and stochastic [3] differential equations from available data sets.

These techniques only focus on extracting either deterministic differential equations, or stochastic differential equations with Gaussian noise. However, there are numerous systems involving random bursting, flights, intermittent, hopping, or rare transition features in, for example, statistical physics [16], climate change [17], gene regulation [18], ecology [19], and geophysical turbulence [20]. In consideration of their jump character, these systems are suitable to be modeled as by stochastic differential equations with (non-Gaussian) Lévy processes rather than with Gaussian fluctuations alone. For instance, Böttcher [21] presented a simple construction method for a class of stochastic processes based on state space dependent mixing of Lévy processes. Ditlevsen revealed that the climate change system may be modeled as stochastic differential equations with Lévy process and Brownian motion, in the context of the Greenland ice core measurement data [17]. Based on this assertion, Zheng et al. developed a probabilistic framework to investigate the maximum likelihood climate change for an energy balance system under the combined influence of greenhouse effect and non-Gaussian $\alpha$-stable Lévy motions [22]. In the form of Lévy flights, Kharcheva et al. investigated the steady-state correlation characteristics of superdiffusion in one-dimensional confinement potential profiles [23]. Some researchers and we studied the escape phenomena [24–26] and stochastic resonance of neuron models [27] or population dynamics [28] driven by the non-Gaussian noise to detect its excitation behaviors. The non-Gaussian Lévy motions are also used to characterize random fluctuations in gene networks [29–31], current-biased long Josephson junctions [32–35], molecular motor [36] and other scientific fields [37–40].

Recently, we devised a novel data-driven approach to extract stochastic governing equations with (idealized) symmetric non-Gaussian Lévy motion from data [41], inspired by the deduction of integrodifferential Chapman–Kolmogorov equation by Gardiner [42]. In this present work, we present this technique to the stochastic dynamical systems with general asymmetric non-Gaussian Lévy noise. Numerical experiments for prototypical examples verify its effectiveness.

This work is arranged as follows. In Sect. 2, we derive formulas in the form of a theorem and a corollary to express the Lévy jump measure, drift coefficient, and diffusion coefficient, in terms of either the transition probability density or sample paths. These may be regarded as nonlocal Kramers–Moyal formulas, in contrast to the usual (local) Kramers–Moyal formulas as in [5, Ch. 3]. Then we design a numerical algorithm to compute the jump measure, drift coefficient and diffusion coefficient, hence obtaining the stochastic governing law, in Sect. 3. We test our method by numerical experiments in Sect. 4, and finally we conclude with Discussion in Sect. 5.

## 2 Method

In the previous section, we realize that random fluctuations often have both Gaussian and non-Gaussian statistical features. By Lévy–Itô decomposition theorem [43,44], a large class
of random fluctuations are indeed modeled as linear combinations of a (Gaussian) Brownian motion \( \mathbf{B}_t \) and a (non-Gaussian) Lévy process \( \mathbf{L}_t \). We thus consider an \( n \)-dimensional stochastic dynamical system in the following form

\[
\mathrm{d}\mathbf{x}(t) = \mathbf{b}(\mathbf{x}(t)) \, \mathrm{d}t + \Lambda \left( \mathbf{x}(t) \right) \, \mathrm{d}\mathbf{B}_t + \sigma \, \mathrm{d}\mathbf{L}_t, \tag{1}
\]

where \( \mathbf{B}_t = [B_{1,t}, \ldots, B_{n,t}]^T \) is an \( n \)-dimensional Brownian motion, and \( \mathbf{L}_t = [L_{1,t}, \ldots, L_{n,t}]^T \) is an \( n \)-dimensional non-Gaussian Lévy process with independent components described in Appendix A. The vector \( \mathbf{b}(\mathbf{x}) = [b_1(\mathbf{x}), \ldots, b_n(\mathbf{x})]^T \) is the drift coefficient (or vector field) in \( \mathbb{R}^n \) and \( \Lambda(\mathbf{x}) \) is an \( n \times n \) matrix. The diffusion matrix is defined by \( \sigma(\mathbf{x}) = \Lambda^T \). We take \( \sigma \) as a diagonal matrix with the positive diagonal component \( \sigma_i \), indicating the noise intensity of the corresponding component of Lévy process. Assume that the initial condition is \( \mathbf{x}(0) = \mathbf{z} \) and the jump measure of \( L_{i,t} \) is \( \nu_i(\mathrm{d}\xi) = W_i(\xi) \, \mathrm{d}\xi \), with kernel \( W_i \), for \( \xi \in \mathbb{R} \setminus \{0\} \).

For the sake of concreteness, we consider a special but significant Lévy process due to its extensive physical applications [16], the so-called \( \alpha \)-stable Lévy motion [45,46], as an example to illustrate our method. Its detailed information is present at Appendix A. In this case, the kernel function \( W^{\alpha,\beta}(\xi) \) has the following form

\[
W^{\alpha,\beta}(\xi) = \begin{cases} 
\frac{k_\alpha (1+\beta)}{2|\xi|^{1+\beta}}, & \xi > 0, \\
\frac{k_\alpha (1-\beta)}{2|\xi|^{1-\beta}}, & \xi < 0,
\end{cases}
\]

where \( \alpha \) is the stability parameter (or non-Gaussianity index) and

\[
k_\alpha = \begin{cases} 
\frac{\alpha(1-\alpha)}{T(2-\alpha) \cos(\pi \alpha/2)}, & \alpha \neq 1, \\
\frac{\alpha}{2\pi}, & \alpha = 1.
\end{cases}
\]

The skewness parameter \( \beta \) dominates the symmetry of Lévy motion, as shown in Fig. 1.

According to Refs. [43,47], the Fokker–Planck equation for the probability density function \( p(\mathbf{x}, t|\mathbf{z}, 0) \) for the solution of Eq. (1) is

\[
\frac{\partial p}{\partial t} = -\sum_{i=1}^n \frac{\partial}{\partial x_i} \left[ b_i p(\mathbf{x}, t|\mathbf{z}, 0) \right] + \frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij} p(\mathbf{x}, t|\mathbf{z}, 0) \right] \\
- \sum_{i=1}^n \int_{\mathbb{R} \setminus \{0\}} \left[ p(\mathbf{x}, t|\mathbf{z}, 0) - p(\mathbf{x} - \sigma_i \chi_i^{\alpha}(y_i) y_i, t|\mathbf{z}, 0) \right] W_i^{\alpha,\beta}(y_i) \, \mathrm{d}y_i, \tag{2}
\]

where

\[
\chi_i^{\alpha}(y_i) = \begin{cases} 
0, & 0 < \alpha < 1, \\
\chi_{|y_i|<\sigma_i^{-1}}, & \alpha = 1, \\
1, & 1 < \alpha < 2,
\end{cases}
\]

which is the same as Eq. (22) in Ref. [48]. Recall here that \( \epsilon_i \)'s form the standard basis in \( \mathbb{R}^n \), and \( \chi_{|y_i|<\sigma_i^{-1}} \) denotes the indicator function. The initial condition is \( p(\mathbf{x}, 0|\mathbf{z}, 0) = \delta(\mathbf{x} - \mathbf{z}) \).

Here the integral in the right hand side is understood as a Cauchy principal value integral, which can be also expressed as a fractional differentiation [43,48]. Thus it is a fractional Fokker–Planck equation.
In order to discover stochastic dynamical systems with non-Gaussian Lévy noise as well as Gaussian noise from data, we derive the following theorem. It expresses jump measure, drift and diffusion in terms of the solution of Fokker–Planck equation.

In what follows, the marginal probability distribution in $i$th direction is denoted as $p_i (x_i, t | z_i, 0)$ and the set $\Gamma$ represents an $n$-dimensional cube $[-\epsilon, \epsilon]^n$.

**Theorem 1** (Relation between stochastic governing law and Fokker–Planck equation)

For every $\epsilon > 0$, the probability density function $p (x, t | z, 0)$ and the jump measure, drift and diffusion have the following relations:

1. For every $x_i$ and $z_i$ satisfying $|x_i - z_i| > \epsilon$ and $i = 1, 2, \ldots, n$,
   \[
   \lim_{t \to 0} t^{-1} p_i (x_i, t | z_i, 0) = \sigma_i^{-1} W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} (x_i - z_i) \right)
   \]
   uniformly in $x_i$ and $z_i$.

2. For $i = 1, 2, \ldots, n$,
   \[
   \lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) \ p \ (x, t | z, 0) \ dx = b_i (z) + R_{i}^{\alpha, \beta} (\epsilon),
   \]
   where $R_{i}^{\alpha, \beta} (\epsilon) =$
   \[
   \begin{cases}
   \sigma_i^{-1} \int_{-\epsilon}^{\epsilon} y_i W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i, & \alpha < 1, \\
   \sigma_i^{-1} \left[ \int_{-\epsilon}^{\epsilon} y_i W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i + \int_{1}^{\epsilon} y_i W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i \right], & \alpha = 1, \\
   -\sigma_i^{-1} \left[ \int_{-\epsilon}^{\epsilon} y_i W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i + \int_{-\epsilon}^{1} y_i W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i \right], & \alpha > 1.
   \end{cases}
   \]

3. For $i, j = 1, 2, \ldots, n$,
   \[
   \lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \ p \ (x, t | z, 0) \ dx = a_{ij} (z) + S_{ij}^{\alpha, \beta} (\epsilon),
   \]
   where $S_{ij}^{\alpha, \beta} (\epsilon) =$
   \[
   \begin{cases}
   \sigma_i^{-1} \int_{-\epsilon}^{\epsilon} \ y_i^2 W_{i}^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i, & \text{and } S_{ij}^{\alpha, \beta} (\epsilon) = 0 \text{ for } i \neq j.
   \end{cases}
   \]

Note that for the purpose of the design of subsequent numerical scheme, we reformulate these relations in Theorem 1 in the following corollary. Thus, the jump measure, drift and diffusion...
diffusion are expressed in terms of the sample paths of the stochastic differential equation (1).

**Corollary 2** (Nonlocal Kramers–Moyal formulas)

For every $\varepsilon > 0$, the sample path solution $x(t)$ of the stochastic differential equation (1) and the jump measure, drift and diffusion have the following relations:

1. For every $c_1$ and $c_2$ satisfying $c_1 < c_2 < 0$ or $0 < c_1 < c_2$, and $i = 1, 2, \ldots, n$,

   $$
   \lim_{t \to 0} t^{-1} \mathbb{P} \{ x_i(t) - z_i \in [c_1, c_2] | x(0) = z \} = \sigma_i^{-1} \int_{c_1}^{c_2} W_i^{\alpha, \beta} \left( \sigma_i^{-1} y_i \right) dy_i;
   $$

2. For $i = 1, 2, \ldots, n$,

   $$
   \lim_{t \to 0} t^{-1} \mathbb{P} \{ x(t) - z \in \Gamma | x(0) = z \} \cdot E \left[ (x_i(t) - z_i) | x(0) = z; x(t) - z \in \Gamma \right] = b_i(z) + R_i^{\alpha, \beta}(\varepsilon);
   $$

3. For $i, j = 1, 2, \ldots, n$,

   $$
   \lim_{t \to 0} t^{-1} \mathbb{P} \{ x(t) - z \in \Gamma | x(0) = z \} \cdot E \left[ (x_i(t) - z_i) (x_j(t) - z_j) | x(0) = z; x(t) - z \in \Gamma \right] = a_{ij}(z) + S_{ij}^{\alpha, \beta}(\varepsilon).
   $$

The three formulas in this corollary may be called the nonlocal Kramers–Moyal formulas, in contrast to the usual (local) Kramers–Moyal formulas as in [5, Ch. 3]. They express the jump measure, drift and diffusion in terms of the sample paths of the stochastic differential equation (1). In other words, with experimental or observational sample path data, we can extract the underlying stochastic differential equation.

The proofs of Theorem 1 and Corollary 2 are in Appendices B and C, respectively.

### 3 Numerical Algorithm

We now devise a numerical algorithm to extract a stochastic differential equation model as Eq. (1) from its sample path data. Assume that there exists a pair of data sets containing $M$ elements, respectively,

$$
Z = [z_1, z_2, \ldots, z_M],
$$

$$
X = [x_1, x_2, \ldots, x_M],
$$

where $x_j$ is the image of $z_j$ after a small evolution time $h$. In addition, we also choose a dictionary of basis functions $\Psi(x) = [\psi_1(x), \psi_2(x), \ldots, \psi_K(x)]$. With the data sets, the dictionary and the Corollary 2 in the previous section, we now propose the following algorithm to identify the kernel function and noise intensity of the Lévy motion, the drift coefficient and the diffusion matrix.

#### 3.1 Algorithm for Identification of the Lévy Motion

In order to determine the Lévy motion, we need to identify all the parameters $\alpha_i, \beta_i$ and $\sigma_i$ for $i = 1, 2, \ldots, n$. From the first assertion of Corollary 2, we see that the two sides of
the equation only depend on the difference of \( x_i \) and \( z_i \) rather than their specific positions. Thus we construct a new data set \( Y_i = [y_i^1, y_i^2, \ldots, y_i^M] \) with \( y_i = x_i - z_i \). Therefore, the probability in the left hand side of the first assertion can be approximated by the ratio of the number of the points falling into the interval \([c_1, c_2]\) to the total number \( M \) in \( Y_i \).

Specifically, we consider the integral on \( 2N + 2 \) intervals \([\varepsilon, m\varepsilon], [m\varepsilon, m^2\varepsilon], \ldots, [m^N\varepsilon, m^{N+1}\varepsilon] \) and \([-m\varepsilon, -\varepsilon], [-m^2\varepsilon, -m\varepsilon], \ldots, [-m^{N+1}\varepsilon, -m^N\varepsilon]\) with the positive integer \( N \), the positive real number \( \varepsilon \) and the real number \( m > 1 \). This is illustrated in Fig. 2. For the convenience of representations, we neglect the subscript “i” of \( \alpha_i, \beta_i \) and \( \sigma_i \) in the following equations. Assume that there are \( n_0^+, n_1^+, \ldots, n_N^+ \) and \( n_0^-, n_1^-, \ldots, n_N^- \) points from the data set \( Y_i \) which fall into these intervals respectively. Therefore,

\[
h^{-1} \mathbb{P} \left\{ x_i (h) - z_i \in [m^k \varepsilon, m^{k+1} \varepsilon] \right\} \approx h^{-1} M^{-1} n_k^+.\]

On the other hand, the integration from the right hand side yields

\[
\sigma^{-1} \int_{m^k \varepsilon}^{m^{k+1} \varepsilon} W_i^a \beta (\sigma^{-1} y_i) \, dy_i
\]

\[
= \sigma^a k_\alpha \frac{(1 + \beta)}{2} \int_{m^k \varepsilon}^{m^{k+1} \varepsilon} |y_i|^{-1+\alpha} \, dy_i
\]

\[
= \sigma^a k_\alpha (1 + \beta) \alpha^{-1} \varepsilon^{-\alpha} m^{-\alpha} (1 - m^{-\alpha})/2.
\]

Combining the two equations, we have \( N + 1 \) equalities

\[
\sigma^a k_\alpha (1 + \beta) \alpha^{-1} \varepsilon^{-\alpha} m^{-\alpha} (1 - m^{-\alpha})/2 = h^{-1} M^{-1} n_k^+, \quad k = 0, 1, \ldots, N. \tag{4}
\]

On the other \( N + 1 \) intervals, we also have

\[
\sigma^a k_\alpha (1 - \beta) \alpha^{-1} \varepsilon^{-\alpha} m^{-\alpha} (1 - m^{-\alpha})/2 = h^{-1} M^{-1} n_k^-, \quad k = 0, 1, \ldots, N. \tag{5}
\]

The summations of Eqs. (4) and (5) yield

\[
\sigma^a k_\alpha \alpha^{-1} \varepsilon^{-\alpha} m^{-\alpha} (1 - m^{-\alpha}) = h^{-1} M^{-1} (n_k^+ + n_k^-), \quad k = 0, 1, \ldots, N.
\]

The ratios of the first equation (\( k = 0 \)) to the other \( N \) equations lead to the solutions

\[
\alpha = (k \ln m)^{-1} \ln \frac{n_0^+ + n_0^-}{n_k^+ + n_k^-}, \quad k = 1, 2, \ldots, N. \tag{6}
\]

If \( N = 1 \), it is the optimal solution \( \tilde{\alpha} \) of the parameter \( \alpha \). In order to make full use of the data information, a bigger \( N \) can be selected to identify the optimal solution \( \tilde{\alpha} \) as the mean value of Eq. (6). Let \( \rho = \sum k n_k^- / \sum k n_k^+ \). Then the ratio of the summation of Eqs. (4) over the summation of Eqs. (5) yields

\[
\beta = \frac{1 - \rho}{1 + \rho}. \tag{7}
\]

Therefore, the noise intensity \( \sigma \) is computed as

\[
\sigma = \left[ \frac{\tilde{\alpha} \varepsilon^{\tilde{\alpha} m^{\tilde{\alpha}} (n_k^+ + n_k^-)} }{k_\alpha h M (1 - m^{-\tilde{\alpha}})} \right]^{1/\tilde{\alpha}}, \quad k = 0, 1, \ldots, N. \tag{8}
\]

Hence, the optimal noise intensity \( \tilde{\sigma} \) can be identified as the mean value of Eq. (8). By going through all \( n \) dimensions for \( i \), we obtain \( 3n \) parameters \( \alpha_i, \beta_i \) and \( \sigma_i \) to determine the Lévy jump measure as well as its noise intensity.
Fig. 2 Integration intervals for $\varepsilon = 1, m = 5$ and $N = 1$

Note that if we consider the symmetric Lévy motion, then $\rho = 1$ and $\beta = 0$ in Eq. (7). Let $n_k = n_k^+ + n_k^-$, thus Eqs. (6) and (8) recover the computations of the symmetric case. It is also important to emphasize that this method avoids the problem of curse of dimensionality since we can deal with every component independently. In other words, the increase of dimensionality does not necessarily require more data.

3.2 Algorithm for Identification of the Drift Term

In order to identify the drift coefficient $b(x)$, we approximate its every component in terms of the dictionary of basis functions $\Psi(x)$ as $b_i(x) \approx \sum_{k=1}^{K} c_{i,k} \psi_k(x)$, $i = 1, 2, \ldots, n$. According to the second assertion of Corollary 2, the computation of the drift term only requires the data within the cube $x-z \in \Gamma$. Therefore, after deleting the data outside the cube $\Gamma$ in the data sets $Z$ and $M$, we obtain the new data sets with $\hat{M}$ elements respectively

$$\hat{Z} = [\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_{\hat{M}}].$$

$$\hat{X} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_{\hat{M}}].$$

Based on the second assertion of Corollary 2, we derive the following group of equations

$$A \tilde{c}_i = B_i,$$

$$A = \begin{bmatrix}
\psi_1(\hat{z}_1) & \cdots & \psi_K(\hat{z}_1) \\
\vdots & \ddots & \vdots \\
\psi_1(\hat{z}_{\hat{M}}) & \cdots & \psi_K(\hat{z}_{\hat{M}})
\end{bmatrix},$$

$$B_i = \hat{M} M^{-1} h^{-1} \left[ \hat{x}_{i,1} - \hat{z}_{i,1}, \ldots, \hat{x}_{i,\hat{M}} - \hat{z}_{i,\hat{M}} \right]^T - R_{i}^{\alpha,\beta}(\varepsilon).$$

Here, the computation of $R_{i}^{\alpha,\beta}(\varepsilon)$ requires the estimated parameters $\alpha_i, \beta_i$ and $\sigma_i$ in Sect. 3.1. This group of equations may be solved via the least squares approximation $\min_{\tilde{c}_i} \| A \tilde{c}_i - B_i \|_2^2$. It is well known that its optimal solution is provided by

$$\tilde{c}_i = \left( A^T A \right)^{-1} \left( A^T B_i \right).$$
3.3 Algorithm for Identification of the Diffusion Term

Finally, the diffusion matrix \( a(x) \) remains to be found. Based on the dictionary of basis functions \( \Psi(x) \), its component can be estimated as \( a_{ij}(x) \approx \sum_{k=1}^{K} d_{ij,k} \psi_k(x) \), \( i, j = 1, 2, \ldots, n \).

According to the third assertion of Corollary 2, we derive the following group of equations

\[
\begin{align*}
A d_{ij} &= B_{ij}, \\
A &= \begin{bmatrix}
\psi_1(\hat{z}_1) & \cdots & \psi_K(\hat{z}_1) \\
\vdots & \ddots & \vdots \\
\psi_1(\hat{z}_M) & \cdots & \psi_K(\hat{z}_M)
\end{bmatrix}, \\
B_{ij} &= \hat{M} M^{-1} h^{-1} \left[ \left( \hat{x}_{i,1} - \hat{z}_{i,1} \right) \left( \hat{x}_{j,1} - \hat{z}_{j,1} \right), \\
&\quad \ldots, \\
&\quad \left( \hat{x}_{i,M} - \hat{z}_{i,M} \right) \left( \hat{x}_{j,M} - \hat{z}_{j,M} \right) \right]^T - S_{ij}^{\alpha,\beta}(\varepsilon).
\end{align*}
\] (12)

Subsequently, we also consider the least squares problem \( \min_{d_{ij}} \| A d_{ij} - B_{ij} \|_2^2 \) to find the optimal solution. It is well known that this leads to the solution

\[
\hat{d}_{ij} = \left( A^T A \right)^{-1} \left( A^T B_{ij} \right).
\] (13)

Since the diffusion matrix is symmetric, we just need to compute the coefficients for \( i = 1, 2, \ldots, n, j = i, i+1, \ldots, n \).

Remark that it is not unique to infer the coefficient \( A(x) \) in terms of the diffusion matrix \( a(x) \). Via the symmetry of \( a(x) \), the orthogonal matrix \( Q \) that is composed of the eigenvectors of \( a(x) \) can diagonalize the diffusion matrix, i.e., \( J = Q^T a Q \) with the component in the diagonal \( J_{ii} \geq 0 \). Then \( J = \left( Q^T A \right) \left( Q^T A \right)^T \). Denoting \( \sqrt{J} \) as the diagonal matrix with the diagonal component \( \sqrt{J_{ii}} \), the matrix \( \Lambda = Q \sqrt{J} \) is a solution of this equation. Note that for arbitrary orthogonal matrix \( T \), the matrix \( Q \sqrt{JT} \) is also a solution. Even so, they are statistically equivalent as they have the same Fokker–Planck equation for a given diffusion matrix.

4 Examples

We now present two prototypical examples to demonstrate our method for discovering stochastic dynamical systems from sample path data sets.

Example 1 Consider a stochastic Lorenz system

\[
\begin{align*}
\mathrm{d}x_1 &= 10 (-x_1 + x_2) \, \mathrm{d}t + (1 + x_3) \, \mathrm{d}B_{1,t} + \mathrm{d}B_{2,t} + 2 \, \mathrm{d}L_{1,t}, \\
\mathrm{d}x_2 &= (4x_1 - x_2 - x_1 x_3) \, \mathrm{d}t + x_2 \, \mathrm{d}B_{2,t} + \mathrm{d}L_{2,t}, \\
\mathrm{d}x_3 &= (-8/3 \, x_3 + x_1 x_2) \, \mathrm{d}t + x_1 \, \mathrm{d}B_{3,t} + 0.5 \, \mathrm{d}L_{3,t}.
\end{align*}
\]
Table 1  Identified Lévy motion for the three-dimensional Lorenz system

| Parameter | L₁ (L₂) | L₁ (L₂) | L₁ (L₂) |
|-----------|---------|---------|---------|
| True      | Learned | True    | Learned |
| α         | 0.5     | 0.498   | 1       | 1.0038  | 1.5 | 1.4832 |
| β         | 0.5     | 0.5066  | 0       | 0.0003  | −0.5 | −0.5118 |
| σ²        | 2       | 2.01    | 1       | 0.9956  | 0.5  | 0.4907 |

Table 2  Identified drift term for the three-dimensional Lorenz system

| Basis | b₁ (x) | b₂ (x) | b₃ (x) |
|-------|--------|--------|--------|
|       | True   | Learned | True   | Learned | True   | Learned |
| 1     | 0      | 0      | 0      | 0       | 0      | 0       |
| x₁    | −10    | −9.9801| 4      | 3.9941  | 0      | 0       |
| x₂    | 10     | 9.9666 | −1     | −1.0036 | 0      | 0       |
| x₃    | 0      | 0      | 0      | 0       | −2.6667| −2.6502 |
| x₁x₂  | 0      | 0      | 0      | 0       | 0      | 0       |
| x₁x₃  | 0      | 0      | −1     | −0.9917 | 0      | 0       |
| x₂x₃  | 0      | 0      | 0      | 0       | 0      | 0       |
| x₃²   | 0      | 0      | 0      | 0       | 0      | 0       |

The Lévy noise intensity $\sigma_1 = 2$, $\sigma_2 = 1$, $\sigma_3 = 0.5$ and the drift and the diffusion coefficients

$$b(x) = \begin{bmatrix} 10(-x_1 + x_2), 4x_1 - x_2 - x_1x_3, -\frac{8}{3}x_3 + x_1x_2 \end{bmatrix}^T,$$

$$a(x) = \begin{bmatrix} 2 + 2x_3 + x_3^2 & x_2 & 0 \\ x_2 & x_2 & 0 \\ 0 & 0 & x_1^2 \end{bmatrix}.$$

The time step is fixed as $h = 0.001$ and the chosen initial points $Z = [z_1, z_2, \ldots, z_M]$ are distributed uniformly within the cube $[-2, 2] \times [-2, 2] \times [-2, 2]$ with a mesh $400 \times 400 \times 400$. The data set $X$ is generated by Euler scheme of numerical scheme starting from $Z$ after the time $h$ with $\alpha_1 = 0.5$, $\beta_1 = 0.5$, $\alpha_2 = 1$, $\beta_2 = 0$ and $\alpha_3 = 1.5$, $\beta_3 = −0.5$. The dictionary is selected as polynomials to estimate the drift and diffusion terms.

With the parameters fixed as $N = 2$, $\epsilon = 1$ and $m = 5$, we compute the three groups of the parameters $\alpha$, $\beta$ and $\sigma$, and the drift and diffusion terms via our proposed algorithms and list the results in Tables 1, 2 and 3. As we see, the results agree well with the true parameters.

**Example 2**  Consider a gene regulation system driven by both Gaussian Brownian noise and non-Gaussian Lévy noise with a rational drift coefficient [49]

$$dx(t) = \left[ \frac{k f x^2(t)}{x^2(t) + K_d} - k_d x(t) + R_{bas} \right] dt + \frac{x(t)}{\sqrt{x^2(t) + 0.5}} dB_t + 0.5dL_t,$$
Table 3  Identified diffusion term for the three-dimensional Lorenz system

| Basis | $a_{11}(x)$ | $a_{12}(x)$ | $a_{13}(x)$ | $a_{22}(x)$ | $a_{23}(x)$ | $a_{33}(x)$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|
|       | True        | Learned     | True        | Learned     | True        | Learned     | True        | Learned     | True        | Learned     |
| 1     | 2           | 2.2748      | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_1$ | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_2$ | 0           | 0           | 1           | 0.9968      | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_3$ | 2           | 1.993       | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_1^2$ | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_1x_2$ | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_1x_3$ | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_2^2$ | 0           | 0           | 0           | 0           | 1           | 1.0139      | 0           | 0           | 0           | 0           |
| $x_2x_3$ | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
| $x_3^2$ | 1           | 0.9982      | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
Parameter True Learned
\[ \alpha \] 1.5 1.5406
\[ \beta \] −0.5 −0.5237
\[ \sigma \] 0.5 0.538

where the system parameters are \( k_f = 6 \, \text{min}^{-1} \), \( K_d = 10 \), \( k_d = 1 \, \text{min}^{-1} \), and \( R_{bas} = 0.4 \, \text{min}^{-1} \). Then we have the drift coefficient \( b (x) = k_f x^2 / (x^2 + K_d) - k_d x + R_{bas} \), the diffusion coefficient \( a (x) = x^2 / (x^2 + 0.5) \) and the Lévy noise intensity \( \sigma = 0.5 \). The time step is fixed as \( h = 0.001 \) and the chosen \( 10^7 \) initial points \( Z = [z_1, z_2, \ldots, z_M] \) are distributed uniformly within the interval \([0, 5]\). The simulated data set \( X \) is generated by Euler scheme of numerical scheme starting from \( Z \) after the time \( h \). In order to check out the validation of our method to non-polynomial basis functions, we choose the following dictionary as in Ref. [3]

\[
\Psi (x) = [1, x, x^2, x^3, \sin x, \cos 11x, \sin 11x, -10 \tanh^2 (10x) + 10, -10 \tanh^2 (10x - 10) + 10, \exp \{-50x^2\}, \exp \{-50(x - 3)^2\}, \exp \{-0.3x^2\}, \exp \{-0.3(x - 3)^2\}, \exp \{-2(x - 2)^2\}, \exp \{-50(x - 4)^2\}, \exp \{-0.6(x - 4)^2\}, \exp \{-0.6(x - 3)^2\}, -2 \tanh^2 (2x - 4) + 2, \tanh^2 (x - 4) + 1].
\]

Here we only show the case with \( \alpha = 1.5 \) and \( \beta = -0.5 \). We choose the parameters as \( N = 2, \varepsilon = 1 \) and \( m = 5 \). According to our proposed method in Sect. 3, the learned values of the stability parameter \( \alpha \), the skewness parameter \( \beta \) and the Lévy noise intensity \( \sigma \) are listed in Table 4. It is seen that they are consistent with the true values. Employing Eqs. (11) and (13), we compute the least square solutions \( \tilde{c} \) and \( \tilde{d} \) as

\[
\tilde{c} = [-118.8168, -28.0260, 18.4281, -2.0028, 0.5302, 0, 0, 0, 0, 0, 0, 0, 0, 62.0744, 50.5969, 0, 6.2844, 0, 20.0348, -20.7253, 0, 26.9544]^T,
\]

\[
\tilde{d} = [-121.6943, -30.3672, 20.5902, -2.2510, 24.4084, 0, 0, 0, 0, 0, 68.1945, 49.7766, 0, 5.9156, 0, 19.6789, -19.9246, 0, 25.1716]^T.
\]

According to these learned coefficients, the estimated drift and diffusion terms are plotted in Fig. 3, indicating that the learned results provide a reasonable approximation in parameter range of interest. This implies that our method is valid even for stochastic dynamical systems with non-polynomial drift and diffusion terms and non-polynomial basis functions.

5 Discussion

In this paper, we have designed a machine learning method to discover stochastic dynamical systems with both non-Gaussian Lévy noise and Gaussian noise (Brownian motion), from
observational, experimental or simulated data sets. We have generalized our recently proposed method from the special stochastic dynamical systems with symmetric Lévy motion to the general systems with asymmetric Lévy motion. Based on the expressions (i.e., nonlocal Kramers–Moyal formulas) of the jump measure, drift coefficient and diffusion coefficient in terms of sample paths, we have further devised a numerical algorithm for our machine learning method. The verification of this method on prototypical systems shows its efficacy and accuracy. Our novel approach provides a data-driven tool to extract stochastic governing laws for complex phenomena, under general non-Gaussian fluctuations.

Comparing with our previously published method, there are three differences in this present work. First, it is generalized from stochastic systems with symmetric Lévy motion to systems with asymmetric Lévy motion. The symmetric case is only an idealized situation. Thus what we should identify are not only the stability parameter and the Lévy noise intensity but also the skewness parameter. The application range of our numerical algorithm is thus much wider. Second, through removing the dependence of the different Lévy components, the first assertion of Theorem 1 is transformed into one-dimensional computation via the marginal probability distribution. Finally, the integration domain in the second and third assertions of Theorem 1 is altered from a ball to a cube due to the independence of the different Lévy components.

Remark that it is still a challenge to extend our approach to identify the stochastic governing equations with multiplicative Lévy noise. In this case, the multiplicative Lévy noise destroys the “space homogeneity” in the first assertion of Theorem 1, leading to the situation that the function $W$ depends on both $x$ and $z$ individually (not just depends only on the spatial dislocation $x - z$).

Finally, note that our data-driven method can be also used to extract dynamical behaviors from sample paths. If we get large amounts of observational or experimental data for complex systems such as ecosystems [50], molecular dynamics [51], population dynamics [52], tensile behaviour of stainless steel [53], living neural networks [54], etc, we can use the method proposed to model it as stochastic differential equations and further investigate the escape events or other noise-induced phenomena. For example, the maximum likelihood transition path can be quantified by numerically computing the conditional probability density related to the estimated stochastic systems [4,22], and the mean exit time can be calculated by Dynkin formula [55], with the coefficients approximated from data.
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Appendix A: \( \alpha \)-Stable Lévy Processes

A scalar \( \alpha \)-stable Lévy process \( L_t \) is a stochastic process with the following conditions:

(i) \( L_0 = 0 \), a.s.;
(ii) Independent increments: for any choice of \( n \geq 1 \) and \( t_0 < t_1 < \ldots < t_n-1 < t_n \), the random variables \( L_{t_0}, L_{t_1} - L_{t_0}, L_{t_2} - L_{t_1}, \ldots, L_{t_n} - L_{t_{n-1}} \) are independent;
(iii) Stationary increments: \( L_t - L_s \sim S_\alpha ((t - s)^{1/\alpha}, \beta, 0) \);
(iv) Stochastically continuous sample paths: for every \( s > 0 \), \( L_t \to L_s \) in probability, as \( t \to s \).

The \( \alpha \)-stable Lévy motion is a special but most popular type of the Lévy process defined by the stable random variable with the distribution \( S_\alpha (\delta, \beta, \lambda) \) [57–59]. Usually, \( \alpha \in (0, 2] \) is called the stability parameter, \( \delta \in (0, \infty) \) is the skewness parameter and \( \lambda \in (-\infty, \infty) \) is the shift parameter.

A stable random variable \( X \) with \( 0 < \alpha < 2 \) has the following “heavy tail” estimate:

\[
\lim_{x \to \infty} y^{\alpha} P (X > y) = C_\alpha \frac{1 + \beta}{2} \delta^\alpha,
\]

where \( C_\alpha \) is a positive constant depending on \( \alpha \). In other words, the tail estimate decays polynomially. The \( \alpha \)-stable Lévy motion has larger jumps with lower jump frequencies for smaller \( \alpha \) (\( 0 < \alpha < 1 \)), while it has smaller jump sizes with higher jump frequencies for larger \( \alpha \) (\( 1 < \alpha < 2 \)). The special case \( \alpha = 2 \) corresponds to (Gaussian) Brownian motion. For more information about Lévy process, refer to Refs. [43,44].

Appendix B: Proof of Theorem 1

(i) Since \( p (x, 0|z, 0) = \delta (x - z) \), then \( p_i (x_i, t|z_i, 0) = \delta (x_i - z_i) \) and \( p_i (x_i, 0|z_i, 0) = 0 \) for arbitrary \( x_i \) and \( z_i \) satisfying \( |x_i - z_i| > \epsilon \). For the convenience of representations, denote \( x^i \) as the rest of the vector \( x \) with \( x_i \) being removed. Then

\[
\lim_{t \to 0} t^{-1} p_i (x_i, t|z_i, 0) = \lim_{t \to 0} t^{-1} \left[ p_i (x_i, t|z_i, 0) - p_i (x_i, 0|z_i, 0) \right] \\
= \int_{\mathbb{R}^{n-1}} \left. \frac{\partial p (x, t|z, 0)}{\partial t} \right|_{t=0} dx^i \\
= - \int_{\mathbb{R}^{n-1}} \nabla \cdot [b p (x, 0|z, 0)] dx^i + \frac{1}{2} \int_{\mathbb{R}^{n-1}} \text{Tr} [H (a p (x, 0|z, 0))] dx^i \\
- \sum_{j=1}^{n} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}\setminus\{0\}} \left[ p (x, 0|z, 0) - p (x - \sigma_j y_j e_j, 0|z, 0) \right] W_{\alpha, \beta} (y_j) dy_j dx^i.
\]
Since \( |x_i - z_i| > \varepsilon, p(x, 0|z, 0) = 0 \). Thus the above equation is reduced as
\[
\sum_{j=1}^{n} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}\setminus\{0\}} p(x - \sigma_j y_j e_j, 0|z, 0) W_j^{\alpha,\beta}(y_j) \, dy_j \, dx^i.
\]
Since
\[
p(x - \sigma_j y_j e_j, 0|z, 0) = \sigma_j^{-1} \delta(x_1 - z_1) \ldots \delta(x_{j-1} - z_{j-1}) \delta(x_j - \sigma_j y_j - z_j)
\]
its integral is equal to zero for \( j \neq i \) due to \( \delta(x_i - z_i) = 0 \). Hence, we have
\[
\sum_{j=1}^{n} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}\setminus\{0\}} p(x - \sigma_j y_j e_j, 0|z, 0) W_j^{\alpha,\beta}(y_j) \, dy_j \, dx^i = \sigma_i^{-1} W_i^{\alpha,\beta}(\sigma_i^{-1}(x_i - z_i)).
\]
(ii) According to the Fokker–Planck equation (2), we have
\[
\lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) p(x, t|z, 0) \, dx
\]
\[
= \lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) [p(x, t|z, 0) - p(x, 0|z, 0) + p(x, 0|z, 0)] \, dx
\]
\[
= \int_{x - z \in \Gamma} (x_i - z_i) \left. \frac{\partial p(x, t|z, 0)}{\partial t} \right|_{t=0} \, dx + \lim_{t \to 0} \left[ t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) \delta(x - z) \, dx \right]
\]
\[
= - \sum_{j=1}^{n} \int_{x - z \in \Gamma} (x_i - z_i) \frac{\partial}{\partial x_j} \left[ b_j(x) p(x, 0|z, 0) \right] \, dx
\]
\[
+ \frac{1}{2} \sum_{k,l=1}^{n} \int_{x - z \in \Gamma} (x_i - z_i) \frac{\partial^2}{\partial x_k \partial x_l} [a_{kl}(x) p(x, 0|z, 0)] \, dx
\]
\[
- \sum_{j=1}^{n} \int_{x - z \in \Gamma} \int_{\mathbb{R}\setminus\{0\}} (x_i - z_i) \left[ p(x, 0|z, 0) - p(x - \sigma_j y_j e_j, 0|z, 0) \right] \, dx^i W_j^{\alpha,\beta}(y_j) \, dy_j \, dx.
\]
The application of integration by parts into the first term leads to
\[
\sum_{j=1}^{n} \int_{x - z \in \Gamma} (x_i - z_i) \frac{\partial}{\partial x_j} \left[ b_j(x) p(x, 0|z, 0) \right] \, dx
\]
\[
= - \sum_{j=1}^{n} \int_{x - z \in \Gamma} b_j(x) p(x, 0|z, 0) \frac{\partial}{\partial x_j} (x_i - z_i) \, dx
\]
\[
= - \sum_{j=1}^{n} \int_{x - z \in \Gamma} b_j(x) \delta(x - z) \delta_{ij} \, dx
\]
\[
= - b_i(z).
\]
Therein, the boundary condition vanishes since $p(x,0|z,0) = 0$ as $|x_j - z_j| = \varepsilon$. For the second integration, we use integration by parts twice

$$\sum_{k,l=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} (x_i - z_i) \frac{\partial^2}{\partial x_k \partial x_l} [a_{kl}(\mathbf{x}) p(x,0|z,0)] d\mathbf{x}$$

$$= - \sum_{k,l=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \frac{\partial}{\partial x_k} (x_i - z_i) \frac{\partial}{\partial x_l} [a_{kl}(\mathbf{x}) p(x,0|z,0)] d\mathbf{x}$$

$$= \sum_{k,l=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} (x_i - z_i) a_{kl}(\mathbf{x}) p(x,0|z,0) \frac{\partial \delta_{ik}}{\partial x_l} d\mathbf{x}$$

$$= 0.$$  

For the third integration, we derive it separately. First, according to Tonelli’s theorem [60], we obtain

$$\sum_{j=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \int_{\mathbb{R}\setminus\{0\}} (x_i - z_i) p(x,0|z,0) W^{|\alpha,\beta|}_j (y_j) dy_j d\mathbf{x}$$

$$= \sum_{j=1}^{n} \int_{\mathbb{R}\setminus\{0\}} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} (x_i - z_i) \delta(\mathbf{x} - \mathbf{z}) d\mathbf{x} W^{|\alpha,\beta|}_j (y_j) dy_j$$

$$= 0.$$  

Second,

$$\sum_{j=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \int_{\mathbb{R}\setminus\{0\}} (x_i - z_i) p(x - \sigma_y y_j e_j,0|z,0) W^{|\alpha,\beta|}_j (y_j) dy_j d\mathbf{x}$$

$$= \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \int_{\mathbb{R}\setminus\{0\}} (x_i - z_i) p(x - \sigma_i y_i e_i,0|z,0) W^{|\alpha,\beta|}_i (y_i) dy_i d\mathbf{x}$$

$$= \sigma^{-1}_i \int_{-\varepsilon}^{\varepsilon} y_i W^{|\alpha,\beta|}_i \left(\sigma^{-1}_i y_i\right) dy_i.$$  

Finally, according to Tonelli’s theorem and integration by parts, we have

$$\sum_{j=1}^{n} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \int_{\mathbb{R}\setminus\{0\}} (x_i - z_i) \sigma_j^\alpha \chi^\alpha_j (y_j) y_j \frac{\partial}{\partial x_j} p(x,0|z,0) W^{|\alpha,\beta|}_j (y_j) dy_j d\mathbf{x}$$

$$= \sum_{j=1}^{n} \int_{\mathbb{R}\setminus\{0\}} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} \sigma_j^\alpha \chi^\alpha_j (y_j) y_j \frac{\partial}{\partial x_j} p(x,0|z,0) d\mathbf{x} W^{|\alpha,\beta|}_j (y_j) dy_j$$

$$= - \sum_{j=1}^{n} \int_{\mathbb{R}\setminus\{0\}} \int_{\mathbf{x} - \mathbf{z} \in \Gamma} p(x,0|z,0) \frac{\partial}{\partial x_j} (x_i - z_i) d\mathbf{x} W^{|\alpha,\beta|}_j (y_j) dy_j$$

$$= \begin{cases} 0, & \alpha < 1, \\ -\sigma^{-1}_i \int_{-1}^{1} y_i W^{|\alpha,\beta|}_i \left(\sigma^{-1}_i y_i\right) dy_i, & \alpha = 1, \\ -\sigma^{-1}_i \int_{-\infty}^{\infty} y_i W^{|\alpha,\beta|}_i \left(\sigma^{-1}_i y_i\right) dy_i, & \alpha > 1. \end{cases}$$
Hence,

\[
\lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) p(x, t|z, 0) \, dx = b_i(z) + R_i^{\alpha, \beta}(\varepsilon).
\]

(iii) According to the Fokker–Planck equation (2), we have

\[
\lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) p(x, t|z, 0) \, dx
\]

\[
= \lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) [p(x, t|z, 0) - p(x, 0|z, 0) + p(x, 0|z, 0)] \, dx
\]

\[
= \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \left. \frac{\partial p(x, t|z, 0)}{\partial t} \right|_{t=0} \, dx
\]

\[
+ \lim_{t \to 0} t^{-1} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \, dx
\]

\[
= -n \sum_{k=1}^{\alpha} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \frac{\partial}{\partial x_k} [b_k(x) p(x, 0|z, 0)] \, dx
\]

\[
+ \frac{1}{2} \sum_{k, l=1}^{\alpha} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \frac{\partial^2}{\partial x_k \partial x_l} [a_{kl}(x) p(x, 0|z, 0)] \, dx
\]

\[
- \sum_{k=1}^{\alpha} \int_{x - z \in \Gamma} \int_{\mathbb{R} \setminus \{0\}} (x_i - z_i) (x_j - z_j) [p(x, 0|z, 0) - p(x - \sigma_k y_k e_k, 0|z, 0)
\]

\[
- \sigma_k \chi_k^\alpha(y_k) y_k \frac{\partial}{\partial x_k} p(x, 0|z, 0)] \, dy_k \, dx
\]

\[
\int_{\mathbb{R} \setminus \{0\}} W_k^{\alpha, \beta}(y_k) \, dy_k.
\]

The application of integration by parts into the first term yields

\[
\sum_{k=1}^{\alpha} \int_{x - z \in \Gamma} (x_i - z_i) (x_j - z_j) \frac{\partial}{\partial x_k} [b_k(x) p(x, 0|z, 0)] \, dx
\]

\[
= -\sum_{k=1}^{\alpha} \int_{x - z \in \Gamma} b_k(x) p(x, 0|z, 0) \frac{\partial}{\partial x_k} [(x_i - z_i) (x_j - z_j)] \, dx
\]

\[
= -\sum_{k=1}^{\alpha} \int_{x - z \in \Gamma} b_k(x) \delta(x - z) [\delta_{ik} (x_j - z_j) + \delta_{jk} (x_i - z_i)] \, dx
\]

\[
= 0.
\]
Therein, the boundary condition vanishes since \( p(x, 0|z, 0) = 0 \) as \(|x_k - z_k| = \varepsilon\). For the second integration, we use integration by parts again.

\[
\frac{1}{2} \sum_{k,l=1}^{n} \int_{x-z \in \Gamma} (x_i - z_i) (x_j - z_j) \frac{\partial^2}{\partial x_k \partial x_l} [a_{kl}(x) p(x, 0|z, 0)] \, dx
\]

\[
= -\frac{1}{2} \sum_{k,l=1}^{n} \int_{x-z \in \Gamma} \frac{\partial}{\partial x_k} [(x_i - z_i) (x_j - z_j)] \frac{\partial}{\partial x_l} [a_{kl}(x) p(x, 0|z, 0)] \, dx
\]

\[
= \frac{1}{2} \sum_{k,l=1}^{n} \int_{x-z \in \Gamma} a_{kl}(x) p(x, 0|z, 0) \left[ \frac{\partial}{\partial x_l} [\delta_{jk} (x_j - z_j)] + \delta_{jk} (x_i - z_i) \right] \, dx
\]

\[
= \frac{1}{2} \sum_{k,l=1}^{n} \int_{x-z \in \Gamma} a_{kl}(x) [\delta (x - z) (\delta_{lk} \delta_{jl} + \delta_{il} \delta_{jk})] \, dx
\]

\[
= \frac{1}{2} \left[ a_{ij}(z) + a_{ji}(z) \right]
\]

\[
= a_{ij}(z).
\]

We still derive the third integration separately. First, according to Tonelli’s theorem, we obtain

\[
\sum_{j=1}^{n} \int_{x-z \in \Gamma} \int_{\mathbb{R} \setminus \{0\}} (x_i - z_i) (x_j - z_j) p(x, 0|z, 0) W_j^{\alpha,\beta} (y_j) \, dy_j \, dx
\]

\[
= \sum_{j=1}^{n} \int_{\mathbb{R} \setminus \{0\}} \int_{x-z \in \Gamma} (x_j - z_j) \delta (x - z) \, dx W_j^{\alpha,\beta} (y_j) \, dy_j
\]

\[
= 0.
\]

Second, for \( i \neq j \),

\[
\sum_{k=1}^{n} \int_{x-z \in \Gamma} \int_{\mathbb{R} \setminus \{0\}} (x_i - z_i) (x_j - z_j) p(x - \sigma_k y_k e_k, 0|z, 0) W_k^{\alpha,\beta} (y_k) \, dy_k \, dx = 0
\]

and for \( i = j \),

\[
\sum_{k=1}^{n} \int_{x-z \in \Gamma} \int_{\mathbb{R} \setminus \{0\}} (x_i - z_i)^2 p(x - \sigma_k y_k e_k, 0|z, 0) W_k^{\alpha,\beta} (y_k) \, dy_k \, dx
\]

\[
= \int_{x-z \in \Gamma} \int_{\mathbb{R} \setminus \{0\}} (x_i - z_i)^2 p(x - \sigma_i y_i e_i, 0|z, 0) W_i^{\alpha,\beta} (y_i) \, dy_i \, dx
\]

\[
= \sigma_i^{-1} \int_{-\varepsilon}^{\varepsilon} y_i^2 W_i^{\alpha,\beta} (\sigma_i^{-1} y_i) \, dy_i.
\]
This integration is bounded according to the definition of the jump measure. Finally, according to Tonelli’s theorem and integration by parts, we have
\[
\sum_{k=1}^{n} \int_{x-z \in \Gamma} \int_{\mathbb{R}\setminus[0]} (x_i - z_i) (x_j - z_j) \sigma_k \chi_k^y \frac{\partial p (x, 0|z, 0)}{\partial x_k} W_k^{\alpha, \beta} (y_k) \, dy_k \, dx
\]
\[
= \sum_{k=1}^{n} \int_{\mathbb{R}\setminus[0]} \int_{x-z \in \Gamma} (x_i - z_i) (x_j - z_j) \frac{\partial}{\partial x_k} p (x, 0|z, 0) \, dx \sigma_k \chi_k^y \gamma_k W_k^{\alpha, \beta} (y_k) \, dy_k
\]
\[
= - \sum_{k=1}^{n} \int_{\mathbb{R}\setminus[0]} \int_{x-z \in \Gamma} \delta (x - z) \left[ \delta_{jk} (x_j - z_j) + \delta_{ik} (x_i - z_i) \right] \, dx \sigma_k \chi_k^y \gamma_k W_k^{\alpha, \beta} (y_k) \, dy_k
\]
\[
= 0.
\]
Hence,
\[
\lim_{t \to 0} t^{-1} \int_{x-z \in \Gamma} (x_i - z_i) (x_j - z_j) p (x, t|z, 0) \, dx = a_{ij} (z) + b_{ij} (\varepsilon).
\]
The proof is complete.

Appendix C: Proof of Corollary 2

(i) This is derived directly by integrating the equation in the first assertion of Theorem 1 about \(x_i\) on the interval \([c_1, c_2]\).

(ii) Let the set \(dU = [u_1, u_1 + du_1) \times [u_2, u_2 + du_2) \times \cdots \times [u_n, u_n + du_n]\). Then we have
\[
\mathbb{P} \{ x (t) \in dU; \ x (t) - z \in \Gamma | x (0) = z \}
\]
\[
= \mathbb{P} \{ x (t) \in dU | x (0) = z \} \cdot \mathbb{P} \{ x (t) - z \in \Gamma | x (0) = z \}.
\]
Thus
\[
\int_{x-z \in \Gamma} (x_i - z_i) p (x, t|z, 0) \, dx
\]
\[
= \int_{u-z \in \Gamma} (u_i - z_i) \mathbb{P} \{ x (t) \in dU | x (0) = z \}
\]
\[
= \int_{u-z \in \Gamma} (u_i - z_i) \mathbb{P} \{ x (t) \in dU; \ x (t) - z \in \Gamma | x (0) = z \}
\]
\[
= \mathbb{P} \{ x (t) - z \in \Gamma | x (0) = z \} \cdot \int_{|u-z| < \varepsilon} (u_i - z_i) \, \mathbb{P} \{ x (t) \in dU | x (0) = z \}
\]
\[
= \mathbb{P} \{ x (t) - z \in \Gamma | x (0) = z \} \cdot \mathbb{E} [ (x_i (t) - z_i) | x (0) = z; \ x (t) - z \in \Gamma].
\]
Hence, the conclusion is immediately deduced
\[
\lim_{t \to 0} t^{-1} \mathbb{P} \{ x (t) - z \in \Gamma | x (0) = z \} \cdot \mathbb{E} [ (x_i (t) - z_i) | x (0) = z; \ x (t) - z \in \Gamma]
\]
\[
= b_i (z) + R^{\alpha, \beta}_i (\varepsilon).
\]
(iii) This proof is similar to the second conclusion. The proof is complete.
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