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ABSTRACT

Breast cancer is one of the most prominent sources of death in females. Every year many women suffer breast cancer, and, in the end, death occurs. The early detection of breast cancer may cause to reduce the death rate and save women’s lives. The medical care and cost of prevention of women’s breast cancer are costly and become a priority to diagnose breast cancer at its early stages. Initially, the mammography technique was the leading technique to detect the early stage of breast cancer. However, it cannot deal with a tumor size of less than 2 mm. To overcome this challenge, by considering the DMR-thermogram images, a novel layer-based Convolutional Neural Network (BreastCNN) for breast cancer detection and classification was proposed. BreastCNN method works in five different layers and uses different types of filters. The learning rate and structures of layers change after every convolution layer. The proposed technique is tested on the Database for Mastology Research (DMR) having 745 healthy and 261 sick images. The performance is calculated as the statistical values known as sensitivity, specificity, precision, accuracy, and F1-score. The proposed technique shows better accuracy of 99.7% as related to the already presented methods.
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Introduction

Breast cancer (BC) is the most collective cause of females death in the whole world. The human body naturally consists of a solid defense system against any disease that occurs. It controls the body tissue's growth, creation, and death as well with a certain ratio. When this control breaks, body tissues behave abnormally, and tissue creation is converted into the death of human body tissues. This condition is called cancer. The human body is made up of many cells in its tissues, when these cells start growing irregularly and spread their tissues without any control, this causes cancer in the breast. BC is a well-known virus that causes the disease of women. Concerning the World Health Organization (WHO) the expecting cases of BC after 2025 will be around...
20 million (Mathers 2020). On the other hand, in many countries like the USA and Egypt around 50000 women are dying in a year. Moreover, as a ratio one in eight women will be affected with BC in her whole period of life (Dite et al. 2016). This ratio can be reduced by using early detection of methods, improving treatment options, and by awareness sessions among the women to avoid this disease.

Over the last few years, many techniques have been established to identify cancer in the breast, but the best publicly used technique to identify initial stage BC is mammography. The mammography method is the kind of X-ray method for premature phase detection of breast cancer and was considered the best value method for recognition of primary stage cancer and reducing the mortality rates. This method is used only to diagnose the small size of tumors for women having ages above 40. On the other hand, it is not useful for younger age women (Hamidinekoo et al. 2018). The most attractive and alternative mammogram method is magnetic resonance imaging (MRI) to confirm the existence of breast cancer. The use of the MRI method creates an allergic reaction to the skin of the patient at the injected place and causes claustrophobia (Ragab et al. 2019). Another method for detecting breast cancer was used in the 1980s is thermography. The technique used for detection purposes is known as the image. Thermography screening is the modern technique to find breast cancer. It concerns the heat of the body. In normal cases, the graph for thermal screening is symmetrical and in the abnormal condition, the thermal graph is not symmetrical for both the breast. It is a highly used, risk-free, less painful method for the identification of cancers in the breast (Prabha S, Sujatha C M, and Ramakrishnan S 2014).

Moreover, there are many other signs of breast cancer, like structural distortion but these are not significant. There are two types of early signs of disease: masses and micro-calcifications. The masses have two types of benign and malignant tumors. The benign tumor has oval or rounded shapes while on the other hand, the malignant tumor has a partially rounded shape and whiter outlines than the benign tumor (Bozek et al. 2009). Cancer is the worst type of BC that roots the activation of breast cancer cells. These cells’ growth is irregular and spreads in the human body and other humanoid body parts (Anon 2021). The BC hammers the women in the age group of 20–50. This pathetic increase in breast cancer disease causes an alarming situation for women’s survival (Christy and Priyadharshini 2018). Over the past five years, the percentage of BC patients’ survival is approximately 80–90 in the USA, whereas in other countries like India reported as 60–70 approximately. During the year 2020, the ratio of breast cancer patients in India increases by round about two million (Malvia et al. 2017).

Recently, many researchers proposed different techniques to diagnose breast cancer and classify the masses. At the start, the mammography technique was the leading technique to detect the early stage of breast cancer.
However, it cannot deal with a tumor size of less than 2 mm. To overcome this challenge, by considering the DMR-thermogram images a stable layer-based Convolutional Neural Network (BreastCNN) for breast cancer detection and classification was proposed. The proposed method works in five different layers and uses different types of filters. The learning rate and structures of layers change after every convolution layer. The main purpose of the proposed method is to detect the initial phases of cancer in the breast and classify the breast cancer.

The remaining paper is organized into three sections. The most related work of the field is presented in section 2 as related work. The overall methodology is explained in section 3 as the methodology. The achieved results and discussion is described in section 4. The obtained outcomes are to be maximum precise in the form of precision when compared to the other existing techniques.

**Related Work**

Many machine learning techniques have been proposed in the previous few years, which are appropriate for the detection and classification of various complicated breast cancers disease (Li et al. 2018). To classify invasive and noninvasive cancer, the ConvoNet technique has been proposed. It also detects the severity of breast cancer (RibRibli et al. 2018). In addition, some researchers proposed neural network techniques and their different variants like deep learning and recurrent neural network. They also tried to detect breast cancer through some modern machine learning techniques (Charan, Khan, and Khurshid 2018).

The mammography method is the kind of X-ray method for primary phase recognition of cancer in the breast and was considered the best value method for detection of early-stage cancer and reduced mortality rates. This method is used only to diagnose the small size of tumors for women having ages above 40. On the other hand, it is not useful for young age females (Hamidinekoo et al. 2018).

In another technique, a local quinary pattern recognition technology has been for breast cancer density classification, which gives better results (Rampun et al. 2018). To overcome the mammography technique, a new method, known as near-infrared fluorescence, has been offered for the continuous observation of detection of cancer in the breast. In image processing, this technique takes continuous images of breast cancer which carry a lot of information to detect breast cancer (Li et al. 2017). As soon as the early breast cancer stage is detected, sooner its treatment consequently started.

In the beginning, many researchers found it difficult to detect early parameters of breast cancer like breast metabolic heat, depth, and diameter (Amri, Pulko, and Wilkinson 2016). Many researchers have shown
the negative impact of the use of mammography over the last 10 years using for breast cancer treatment. A study shows around a 50% impact ratio for the mammogram method for successive use for women (Boogerd et al. 2017). Another technique thermography has been used for breast cancer detection (Kandlikar et al. 2017). The sentinel lymph node technique for women reduces the ratio of the spread of breast cancer (Namikawa, Sato, and Hanazaki 2015).

Identification of cancer in the breast a new approach combining thermography and mammography was proposed by Kennedy, Lee, and Seely (2009). The findings of this technique revealed that thermogram-based recognition had a sensitivity of only 83%, mammography-based detection had a sensitivity of 90%, and combined thermogram and mammogram had a sensitivity of 95%. Block Variance was proposed by Sourav Pramanik and colleagues as a feature extraction approach. This approach is reliant on the texture in the immediate vicinity. Thermogram breast cancer detection was then employed. They combined a gradient descent training procedure and a feed-forward neural network in the classification stage. They tested their technique with 100 pictures from the DMR database, which is open to the public (40 malignant and 60 benign). An asymmetry analysis approach is used to analyze the suggested system. In comparison to previous research, the findings demonstrated that this system has a high level of accuracy for classification. However, a tiny dataset was used to reach this good result (Pramanik, Bhattacharjee, and Nasipuri 2016). More related work is explained in Table 1 with results, methodology, and some limitations.

Methodology
A detailed description of the proposed methodology is defined in this section for breast cancer analysis and classification. A detailed description is given below.

Architecture of BreastCNN Network
The proposed layer-based Convolutional Neural Network (BreastCNN) consists of five convolutional layer boxes with different parameters. The first, second, and fifth convo layers are the combination of three mini layers as convolutional, ReLU, and polling layers with different filter sizes, strides, and polling sizes. The remaining third and fourth convo layers consist of only convolutional, ReLU layers with different parametric functions as shown in Figures 1 and 2. The proposed method is made up of multiple initial processes, including image improvement, segmentation, feature abstraction, classification, and classifier valuation as shown in Figure 3.
| Reference                           | Used Methodology                              | Results                        | Limitations                                                                 |
|------------------------------------|-----------------------------------------------|-------------------------------|-----------------------------------------------------------------------------|
| (Agarap 2018)                      | SVM                                           | The average Accuracy is 95.04% | K-fold cross-validation should be employed for better accuracy               |
| (Bazazeh and Shubair 2016)         | SVM                                           | The average Accuracy is 94%   | A large dataset can be used for better accuracy                              |
| (Al-Hadidi, Alarabeyyat, and Alhanahnah 2016) | KNN                                           | The average Accuracy is 93.7% | More features can be extracted to get the highest results.                 |
| (Prerita, Rana, and Chaudhary 2021) | Random forest KNN Naive Bayes                  | The average Accuracy is 94%   | Supervised machine learning techniques can be used for the initial identification of cancer in the breast |
| (Vaka, Soni, and Reddy 2020)       | Deep neural network                           | Average: Accuracy is 97.21%   | More datasets can be used to get better results                             |
| (Mohammed et al. 2020)             | Decision tree Naive Bayes Sequential minimal optimization | Sequential minimal optimization shows the highest accuracy which is 94.56% | In the future, it can be performed with more classifiers and dataset        |
| (Osareh and Shadgar 2010)          | SVM KNN Probabilistic Neural Network           | Support vector machine:94.8% K-Nearest neighbor:88.4% Probabilistic neural Network:93.3% | Support vector machines having the highest accuracy can be more accurate when used with more kernel functions |
| (Ak 2020)                          | Machine Learning and data mining approaches   | Average: Accuracy 91.1%       | More machine learning classifiers can be used for better accuracy results. |
| (Chaurasia and Pal 2017)           | Sequential minimal optimization KNN            | Average: Accuracy 96.2%       | More filters and classifiers with a large amount of dataset can be used.   |
| (Ghasemzadeh, Sarbazi Azad, and Esmaeili 2019) | Gabor wavelet transform Tenfold cross-validation Artificial neural network SVM | Average: Accuracy 93.9% | A huge number of datasets can be used with these classifiers.              |
| (Islam, Md Zabirul 2020)           | Deep CNN and long short-term memory to diagnosis COVID-19 | Average: Accuracy 99.4% | The used dataset is small and consists of multiple disease images. It also focus only on posterior and interior x-ray views. |
| (Saha, Prottoy, Muhammad Sheikh Sadi 2021) | CNN and ensemble based machine learning classifiers to diagnosis COVID-19 | Average: Accuracy 98.9% | More classifiers can be ensemble to get higher accuracy.                   |
| (Islam, Md Milon 2021)             | Review of latest deep learning techniques with X-rays | Aims to facilitate the medical experts to diagnose the COVID-19 | Only COVID-19 detection systems are discussed.                             |
| (Al-Rakhhami, Mabrook S 2020)      | Combination of CNN and RNN model with transfer learning | Promising results as compared to other techniques. | It includes a lot of classifiers which create a bit of time complexity to get results. |
| (Asraf, Amanullah, Md Islam 2020)  | Deep learning techniques                      | Contribute to diagnose the novel corona virus | It will facilitate to develop the deep learning based applications to detect the pandemic. |
| (Muhammad, L. J. 2020)             | Data mining models                            | Average: Accuracy 98.8%       | More techniques can be used to detect novel corona virus                   |
| (Rahman, Mohammad Marufur 2021)    | Machine learning approaches                   | Serving in a great manner to detect COVID-19 in the healthcare system | It may help to create the aided systems to diagnose the pandemic            |
Image improvement is the practice of increasing difference and suppressing noise in mammography images to find abnormal values. Adaptive contrast enhancement is one of the various image enhancing techniques that are employed. This method can boost the image’s native distinction and fetch further information. It is a fantastic piece. It can be used to improve the contrast of both natural and medical photographs, but it can also cause a lot of noise. To increase the distinction in images, contrast-limited adaptive histogram equalization (CLAHE) (Namikawa, Sato, and Hanazaki 2015), a form of adaptive histogram equalization (AHE), will be employed in this work. Because of the integration process, only the downsides of AHE may complete improvement of the noise in the images. As a result, the CLAHE is used because it custom a pin level to edge the native histogram and hence

Figure 1. BreastCNN Model architecture.
bounded the quantity of difference improvement for each pixel. The comparison of the original and enhanced image after CLAHE is used is shown in Figure 4.

**Segmentation of Image**

The segmentation of an image refers to the procedure of separating an image into segments with parallel traits and things. The basic goal of segmentation is to make the image easier to understand by giving it logically. Edge, fuzzy technique, partial differential equation (PDE), ANN, threshold, and regional...
segmentation are some of the most prominent segmentation approaches (Kennedy, Lee, and Seely 2009). The most basic approaches for image segmentation are threshold methods. The image pixels are arranged into groups depending on their level of intensity. The global threshold is the most prevalent form of thresholding approach. This is accomplished by establishing a suitable threshold value (tv). This (tv) value will remain constant throughout the image. The output picture $X(a;b)$ can be produced from the initial image $Y(a;b)$ using (tv), as shown in equation 1.
\[ x(a, b) = \begin{cases} 
1, & y(a, b) > tv \\
0, & y(a, b) < tv 
\end{cases} \quad (1) \]

Other methods of segmentation are more complicated than region-based segmentation. Based on predefined parameters, it separates the image into different regions. (1) Region growth and (2) area division and merging are the two elementary methods of region-based segmentation (Pramanik, Bhattacharjee, and Nasipuri 2016). The region-growing algorithm can eliminate a section from an image constructed on predetermined measures, such as strength. A method of segmentation of image known as region growing examines neighboring pixels and joins them to a section class with no discernible edges. Because it includes the selection of an initial seed point, it is also characterized as a pixel-dependent picture segmentation approach. The area division and amalgamation approach is the arctic reverse of the area growing technique in that it applies to the complete image (Agarap 2018). The region of interest (ROI) is derived from the novel mammography picture using two different approaches in this publication. A deep convolutional neural network (DCNN) is the type of neural network that the first way is to use circular outlines to determine the ROI. The ROI is calculated using the inception and region-based procedures in the second method. For ROI extraction, the first step is to conclude the cancer region using an inception value, which is a value calculated about the green color pixels. After a few tests, the inception was established at 79 for all photos, irrespective of cancer size. The cancer was then clipped automatically based on the largest space within this inception along with the image. The image segmentation process for ROI is shown in Figure 5 and Figure 6.

**Feature Extraction**

The feature extraction stage can be done in a variety of ways. The BreastCNN method has received a lot of interest in recent years due to its excellent performance. As a result, the BreastCNN is used in this paper. BreastCNN has been successful in image classification and image examination challenges. Several trainable steps are piled on top of each other in a CNN, which is then monitored by multiple supervised classification feature sets. The.conv layer, pooling layer, and fully connected layer are the three core forms of layers used to develop CNN structures.

**Feature Classification**

According to the features, the ROI is classed as either healthy or unhealthy in this step. Linear discriminant analysis, ANN, binary decision trees, and SVM are just a few examples of classifier algorithms. As it produced the highest classification ratio in the breast cancer classification task, a five-layered CNN
is used in this work. The first, second, and fifth convo layers are made up of three microlayers with variable filter sizes, strides, and polling sizes: convolutional, ReLU, and pooling layers. Only convolutional, ReLU layers with distinct parametric parameters make up the remaining third and fourth convo layers.

**Classifier Evaluation**

The confusion matrix, Accuracy, Sensitivity, Specificity, Precision, and F1 score are some of the evaluation methods that can be used to evaluate a classifier. The confusion matrix is a specialized tabular classification evaluation. It is commonly referred to as the error table in machine learning. Depending on the data type, an image section is positive or negative. A judgment for the observed result can also be accurate or erroneous. As a result, the choice will be between four options: true-positive, true-negative, false-positive, and false-negative. The diagonal of the confusion matrix is the correct decision. The accuracy of a classifier’s prediction is the measure of how accurate it is. It specifies the classifier’s overall performance capability. The accuracy is calculated by equation 2. Table 2 explains the description of the proposed BreastCNN techniques.
\[
\text{Accuracy} = \frac{\text{true positive} + \text{true negative}}{\text{true positive} + \text{true negative} + \text{false positive} + \text{false negative}} \tag{2}
\]

The receiver operating curve (ROC) examination is a renowned task detection calculation approach. A ROC analysis was first utilized in the medical field for the decision-making process. The ROC curve is a graph of operational points that depicts the true-positive rate as a function of the false-positive rate are also known as sensitivity (recall) and specificity. Equations 3 and 4 are used to define them.

\[
\text{Sensitivity (recall)} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}} \tag{3}
\]

\[
\text{Specificity} = \frac{\text{true negative}}{\text{true positive} + \text{false positive}} \tag{4}
\]

The proportion of correctly predicted optimistic annotations to whole anticipated optimistic annotations is known as precision. Low FPR correlates with high precision. The following equation 5 is used to calculate the precision.

\[
\text{Precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}} \tag{5}
\]

The biased average of precision and recall is the F1-score. It is a statistical metric for evaluating the classifier’s performance. As a result, this score considers both false positives and false-negative. Equation 6 defines the F1-score.

\[
\text{F1-score} = \frac{2 \times (\text{Sensitivity} \times \text{Precision})}{\text{Sensitivity} + \text{Precision}} \tag{6}
\]

**Results and Discussion**

The proposed layer-based Convolutional Neural Network (BreastCNN) was applied to thermogram images, allowing each image to be classified into one of two groups: healthy or sick. The most frequently used DMR database for

| Name of layers | No. of layers | Size of parameters | Strides | Learning rate |
|----------------|---------------|--------------------|---------|---------------|
| Image input    | 1             | 120 x 100 x 3      | 1       | 0.01          |
| Convolutional  | 3             | 64,32,128, 2 x 2   | 1       | 0.01          |
| Max-pooling    | 3             | 3 x 3              | 1       | 0.01          |
| Dropout        | 3             | 0.3                | 1       | 0.01          |
| Flatten        | 1             |                    | 1       | 0.01          |
| Dense          | 2             | 256,28             | 1       | 0.01          |
mastology research of thermal images was utilized in this study to test the proposed methods in MATLAB 2018a with Lenovo ThinkPad core i5, 2.8 GHz CPU, and 8GB RAM.

**Dataset Pre-Processing**

The DMR dataset is pre-processed by histogram equalizer and ROI techniques to decrease the amount of noise and anomalies in the dataset images as shown in Figure 7. The Database for Mastology Research (DMR) is a publicly available online platform that stores and organizes hematologic images for breast cancer initial identification. Thermal and mammography images obtained by the research group are available in this collection. We used thermogram images for our research purpose. The thermogram images consist of two categories healthy and sick with sizes 640 × 480 pixels. Both the categories consist of a total of 1006 images of which healthy is 745 and sick is 261 (Al-Hadidi, Alarabeyyat, and Alhanahnah 2016; Bazazeh and Shubair 2016). The dataset is distributed into train and test datasets. The ratio of the training dataset is 70% and for the test is 30%. The description of a dataset with distribution is given in Table 3.

**Evaluation Criterion**

The experimental evaluation of the proposed model is calculated by using different statistical equations as described earlier in equations 1 to 6. Figure 8 shows the testing and Figure 9 shows the training confusion matrix for the DMR dataset. The rows in the confusion matrix show the predictive class

![Figure 7](image_url)  
**Figure 7.** Dataset ROI (C) and Histogram (D) representation.

| Table 3. DMR Dataset details and distribution. |
|-----------------------------------------------|
| **Category** | **Train** | **Test** | **Total** |
| Healthy     | 500       | 245      | 745       |
| Sick        | 200       | 61       | 261       |
| Total       | 700       | 306      | 1006      |
values and on the other hand, the column shows the true class value. The diagonal values explain the total observation that is correctly classified, and the off-diagonal shows the observation that is incorrectly classified. Every column consists of the overall quantity of observations and their percentages. The bottom right cell of the confusion matrix shows the overall accuracy. The calculation of the statistical values is shown in Table 4 and Table 5. Table 3 shows the average of testing dataset computed values as sensitivity: 98.32%, specificity: 99.0%, accuracy: 99.7%, precision: 99.05%, and F1-score: 96.25%. Table 4 shows the average training dataset computed values as sensitivity: 97.15%, specificity: 98.6%, accuracy: 99.6%, precision: 98.59% and F1-score: 97.05%.

Figure 10 and Figure 11 show the testing and training accuracies and loss of the complete execution process. The test accuracy is 99.7% and the training accuracy is 99.6%. The flat line shows the training and testing, and the scattered line shows the validation of the dataset. Table 6 shows
the comparison of accuracy values with the already existing algorithms. The proposed technique for breast cancer classification and detection shows better results as accuracy: 99.7% because of the multi-layered structure and an optimum number of parameters and filters used that minimize the complexity to give the highest results. In (Ramya Devi and Anandhamala 2019) the Addaboost was used having a higher computational cost and resource utilization while BreastCNN involves less computational cost and resource utilization. On the other hand, in (Abo El-Soud and Eltoukhy 2020) EML method was applied with the single-layer structure of a neural network while the proposed method used multiple layer architecture for
classification. In (AlFayez, El-Soud, and Gaber 2020) the MLP supports FANN architecture and has no looping structure while BreastCNN architecture support both FANN and backpropagation architecture with a looping structure.

### Discussions

The results of the proposed methodology are shown in Table 6 which indicates the overall performance of the system. The comparison factor in results is done on a publically available DMR dataset. Table 3 shows the average of testing dataset computed values as sensitivity: 98.32%, specificity: 99.0%, accuracy: 99.7%, precision: 99.05% and F1-score: 96.25%. Table 4 shows the average training dataset computed values as sensitivity: 97.15%, specificity: 98.6%, accuracy: 99.6%, precision: 98.59% and F1-
score: 97.05%. So the test accuracy is 99.7% and the training accuracy is 99.6%. The proposed technique for breast cancer classification and detection shows better results as accuracy: 99.7% because of the multi-layered structure and an optimum number of parameters and filters used that minimize the complexity to give the highest results. The results in Table 6 indicate the comparison which shows that our proposed model is most significant in terms of accuracy measures for breast cancer detection and classification.

Conclusions

This paper proposed a machine learning method known as a novel layer-based Convolutional Neural Network (BreastCNN) for breast cancer detection and classification for DMR-thermogram images for detection and classification of cancer in women’s breast thermogram images. The publicly available DMR dataset is used for testing and training purposes. The proposed methodology for breast cancer detection and classification for the DMR-thermogram images model outperforms in the form of statistical values known as sensitivity, specificity, precision, accuracy, and F1-score. The measured accuracy of testing and training processes is 99.7% and 99.6%, respectively. The promising result of the proposed model indicates that it demonstrates better accuracy as related to the other existing algorithms but as a limitation, there is a need to create a proper application to use it in the medical field for simultaneous diagnosis of breast cancer. For future perspectives, more ensemble-based, and hybrid machine learning techniques can be utilized with the DMR database to get higher accuracy results with a proper application for medical experts.
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