Information-to-free-energy conversion: Utilizing thermal fluctuations
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Maxwell’s demon is a hypothetical creature that can convert information to free energy. A debate that has lasted for more than 100 years has revealed that the demon’s operation does not contradict the laws of thermodynamics; hence, the demon can be realized physically. We briefly review the first experimental demonstration of Maxwell’s demon of Szilard’s engine type that converts information to free energy. We pump heat from an isothermal environment by using the information about the thermal fluctuations of a Brownian particle and increase the particle’s free energy.
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1. Maxwell’s demon

A glass of water contains about $10^{24}$ water molecules. A water molecule moves at several hundred meters per second and collides with other molecules approximately $10^{12}$ times per second. Thus, on a microscopic scale, a glass of water is a stormy chaotic world. We might then conclude that we can drive a car by using this large amount of energy contained in a glass of water. We can obtain a virtually infinite amount of water from the sea and use it to solve energy issues. However, this is in principle impossible. We cannot fully utilize the energy that is contained in the water, but we can use only a fraction of it, which is the free energy. This is one of the several equivalent expressions of the second law of thermodynamics. This arises because water molecules move randomly. In order to fully utilize the energy, we would need to have the complete information about the movement of molecules. However, only limited statistical information such as the temperature and the pressure is available to us. The lack of information about the system corresponds to the entropy. In other words, if we could somehow observe the movement of some molecules and in this way obtain more information about the system, we could use this information to increase the energetic yield. A hypothetical creature that achieves this operation is known as Maxwell’s demon, which was first proposed by James Clerk Maxwell more than 150 years ago.

2. Szilard engine

Let us start by introducing the gedankenexperiment that was first proposed by Leo Szilard. His “Szilard engine” retains the essence of Maxwell’s demon, but is simpler than Maxwell’s original version. Szilard engine clarifies the quantitative relation between some thermodynamic quantities and “information.”

The Szilard engine operates as follows (Fig. 1). A molecule is moving inside a box made of a diathermal wall. We slowly insert a thin wall at the center. Then, the position of the molecule is measured. The molecule can be found either in the left or in the right chamber of the box, with equal probability. If the molecule is found in the left chamber, a weight is attached to the left-hand side of the wall. However, if the molecule is found in the right chamber, a weight is attached to the right-hand side of the wall. The weight can
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be lifted by moving the wall and expanding the chamber. Because the volume of the chamber becomes doubled following this operation, we obtain a work of $k_B T \ln 2$ if we move the wall sufficiently slowly in a quasistatic process. By removing the wall and the weight, the system is reset to the initial state.

Note that, in theory, no work needs to be done to insert the wall and to attach/detach the weight to/from the wall. Nevertheless, an amount of work given by $k_B T \ln 2$ is obtained during each cycle. This would simply be a perpetual motion machine of the second type, and thus would contradict the second law of thermodynamics. However, we empirically believe that the second law of thermodynamics is never violated. How, then, can this model be reconciled with the second law of thermodynamics? This problem is known as the Maxwell’s demon paradox, and it was solved more than one hundred years after the introduction of Maxwell’s demon.

The clue to the solution was a novel concept introduced in physics, namely, “information.” The engine’s operator, or the demon, determines the position of a molecule to obtain information about the chamber in which the particle resides. The demon records this information in its memory and operates the engine on the basis of this information. In order to repeat the cycle, the demon needs to delete the information in the memory at the end of a cycle. Otherwise, the system, including the engine and the demon, would not reset to its initial state at the end of a cycle. Interestingly, it was theoretically revealed that the information processing performed by the demon requires the consumption of free energy.

### 3. Information and physics

How can we treat “information” in physics? The term “information” sounds intangible. However, when we observe our surroundings, we recognize that information never exists by itself but is always encoded in physical entities such as an electric voltage, bumps on a compact disc surface, and the direction of a magnet. Therefore, procedures that relate to information processing such as the acquisition of information, erasure, communication, and copying are always associated with physical processes and are thus governed by the laws of physics.

Let us think of events that occur stochastically, such as whether it rains or not. Shannon defined the information content that is obtained by observing an event that occurs with the probability $p$ as $-\log p$. This definition satisfies the properties that information content should have. Information content quantifies to what extent the event is surprising; it takes on a large value when a rare event is observed. The average information content that is obtained by the measurement is

$$H = -p \log p - (1-p) \log(1-p)$$

in the case wherein two possible events occur with probabilities $p$ and $1-p$, respectively. The Shannon information content $H$ quantifies the amount of uncertainty that is reduced by the measurement. $H=0$ when $p=1$ or 0; no information is obtained when the result is completely predictable. $H$ attains its maximum value $\log 2$ when $p=1/2$; maximum information is obtained when the chances of different outcomes are equal and the result cannot be predicted. The measurement is not always perfect and thus often suffers from errors. The information content that includes the measurement error is quantified with the mutual information content $I$. The
mutual information content is the Shannon information content that is shared by the observer and the system. For error-free measurement, one obtains $I = H$.

4. Cost of information processing

Let us again consider the Maxwell’s demon paradox. The information processing tasks performed by the demon are acquiring information by measurement and erasing information. Brillouin discussed the thermodynamic cost of the measurement. He thought that at least one photon is necessary to measure the position of a molecule. However, a photon that has the energy of $k_B T$ exists in the proximity of the molecule because of black-body radiation. In order to measure the molecule’s position in such a background, a photon with energy much higher than $k_B T$ is necessary. Brillouin noticed that, if the energy cost for the measurement is accounted for, the demon cannot extract net positive work from Szilard engine, which does not contradict the second law. However, later, Charles Bennett proposed a mechanical measurement method that does not utilize photons. He showed that the state of a system can be measured without performing work.

However, Landauer and Bennett showed that some work needs to be performed to delete information. They modeled the demon’s memory as a particle in a box (Fig. 2a) and showed that an amount of work of at least $k_B T \ln 2$ is necessary to delete 1 bit of information (Landauer’s principle). When this work is included in the calculation, the demon does not violate the second law of thermodynamics. It may be not easy to understand why work needs to be performed to delete information. Subsequent to the measurement, the state of the memory becomes either L or R. The important point to realize is that the entropy of the memory increases after the measurement, because the memory’s state is not known to the operator who deletes the memory information. Therefore, in order to reset the memory’s state, some work needs to be performed to reduce the entropy.

Landauer and Bennett used a symmetric memory model to discuss the energy cost associated with erasing information. Sagawa and Ueda found that the amount of work required to delete information can be less than $k_B T \ln 2$ when the memory is asymmetric. When the asymmetry was tuned, the work $W_{\text{delete}}$ that was required to delete the information became zero. However, in this case, the work $W_{\text{measure}}$ had to be performed to measure the system and write the memory. They showed that the sum of $W_{\text{measure}}$ and $W_{\text{delete}}$ of the mutual information content $I$ is always greater than $k_B T I$. In this sense, the original Landauer’s principle is limited to a special case in which the memory is symmetric, whereas there is a tradeoff between the work that needs to be performed for the measurement and the work that is needed for the information erasure. Further, Sagawa and Ueda showed that the maximum work that can be extracted by using $I$ is $k_B T I$:

$$W_{\text{measure}} + W_{\text{delete}} \geq k_B T I \geq W_{\text{output}}$$

This is the contemporary expression that captures the consistency of Maxwell’s demon with the second law of thermodynamics. Note that Szilard engine achieves the equality of the right-hand side in (1).

**Figure 2** Erasure of information in memory. a, A symmetric memory model that was proposed by Landauer and Bennett. Information in the memory is deleted without knowing the memory’s state. The initial state is L. A measurement corresponds to placing the particle in either L or R. Information is deleted by removing the wall and by compressing, to move the particle to the initial state L. This uncorrelates the memory’s state with the measurement result. b, Asymmetric memory model by Sagawa and Ueda.
5. Experimental demonstration of information to free energy conversion

We learn two things from the long-standing debate regarding Maxwell’s demon. First, as noted, information is always encoded in physical properties. Information processing is always a physical process that is governed by the laws of physics. Second, we can obtain free energy from an isothermal environment by acquiring information about the microscopic degrees of freedom. However, despite its importance in both science and technology, such information-to-free-energy conversion has not been achieved. We demonstrated information-to-free-energy conversion for the first time by performing a high-speed feedback control of a Brownian particle

A dimeric plastic particle was pinned at a glass surface with a protein elastic linker in a chamber filled with water (Fig. 3a). The particle could rotate freely around the fixed point and showed rotational Brownian movement. Quadrant electrodes were patterned on the lower glass surface. An 1-MHz high frequency voltage was applied to the electrodes. By shifting the phases of the voltages, an elliptically rotating electric field (EREF) could be generated at the center of the electrodes. Under the EREF, the particle experiences a periodic potential with a gradient. The potential is found comparable to the thermal energy $k_B T$; peak-to-peak height is found to be approximately $3k_B T$. The slope was approximately $k_B T$ per rotation. Because we used electric field, the axial direction of the EREF could be instantaneously switched. The potential’s phase was inverted when the EREF direction was rotated by $90^\circ$.

A feedback control was performed as follows (Fig. 3b). The particle’s angular position was measured first. This was achieved by a real-time analysis of the particle image recorded by a high-speed camera. In most cases, the particle was found near the potential minima. However, excited by
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**Figure 3** The experiment. a, A dimeric particle was attached to the upper glass surface. Because the particle is pinned at a single point, it can freely rotate. An elliptically-rotating electric field is generated at the center of the quadrant electrodes patterned on the bottom glass surface. This imposes on the particle a periodic potential with a gradient. By switching the direction of the electric field, we can shift the phase of the potential. b, Feedback control. When the particle is observed in the region S, the potential is switched after a time delay $\varepsilon$. One cycle is 44 ms.
thermal fluctuations, the particle was sometimes found in the region “S” that was higher than the minima. When the particle was observed in S, the potential was switched after a time delay $\varepsilon$, to prevent the particle from going back to the original position. Otherwise, when the particle was not observed to be in S, no action was taken. When the potential was switched, the particle climbed up a step with a high probability. Hence, we expected the particle to climb up the gradient upon the repetition of the feedback control. This experiment essentially mimics the Szilard engine (Fig. 1). The weight in Szilard engine is now the electric potential that is imposed on the particle. The demon is a computer program running on a PC and the camera. The insertion of a wall corresponds to the potential switch. The difference between this experiment and Szilard engine is in the order of the measurement and wall’s insertion. In Szilard engine, the wall was inserted before the measurement, whereas in our experiment the potential was switched after the measurement.

In Figure 4a, we showed that, on average, the particle climbs up the gradient when the feedback delay $\varepsilon$ is short. When $\varepsilon$ is large, the particle returns to the potential minima before the switching of the potential even if the particle is found in S. In contrast to Szilard engine, the switching of the potential in our experiment is accompanied by work. The case in which the particle climbs up the gradient simply because it is pushed up by some external work would be trivial. In order to reveal the thermodynamic relations, we measured the work associated with switching the potential and the free energy increase per cycle (Fig. 4b). We found that, for a short $\varepsilon$, the particle obtained a free-energy gain that was larger than the work that was performed on the particle by switching the potential. In this case, the second law of thermodynamics is apparently violated. This was possible in our experiment, because we controlled the particle with a feedback control on the basis of the information about the microscopic movement of the particle. When the particle was excited thermally and climbed up to the region S, the energy absorbed from the thermal fluctuation was not returned to the environment but was gained by the switching of the potential.

We can evaluate the information content that is obtained by the measurement. Our measurement amounted to observing whether the particle is in the region S. Let $p$ be the probability that the particle is found in S, which is equal to the fraction of the cycles in which the potential is switched. The Shannon information content that is obtained by the measurement is $H = -p \log p - (1-p) \log(1-p)$. Because the measurement error is negligible in this experiment, the mutual information content $I$ is equal to $H$. We can define the information-to-free-energy conversion efficiency as the net free energy gain divided by $k_B T I$. The efficiency was about 30% at the maximum.

In the microscopic system, the work and the free energy are fluctuating variables. The second law of thermodynamics is an inequality that involves the averaged values of these quantities. On the other hand, Jarzynski’s equality is an equality that includes the fluctuations of these quantities, and it generalizes the second law of thermodynamics. This equality is not applicable to the present system with a feedback control because a fixed control is assumed in the equality. Recently, Sagawa and Ueda derived a generalized Jarzynski’s equality that is applicable to the system with
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feedback controls. We verified the validity of this equality to a high accuracy.

6. Summary

We demonstrated the conversion from information to free energy. Using a feedback control based on the information about the thermal motion of a Brownian particle, we obtained a free-energy gain that exceeded the conventional limit imposed by the second law of thermodynamics. The entropy around the PC (demon) increased much more than the free-energy gain in the microscopic system. Therefore, the second law holds when we consider the system as a whole including the demon and the system. However, when we focus on the microscopic system, it appears that the information is converted into free energy.

The efficiency of 30% is much lower than the 100% efficiency that is achieved by Szilard’s engine. The main reason for such a low efficiency is that we utilized only a part of the obtained information. We only switched the potential when the particle was found in the region S. Otherwise, no action was taken, and the obtained information was wasted. In addition, a recent theoretical work suggests that, to obtain a high efficiency, there is a need to modulate not only the phase of the potential but also its height. Experimental demonstration of 100% efficiency is another intriguing challenge.

In the present system, the particle and the demon were located far from each other. We can state that a free energy was transferred to the particle remotely, implying the future possibility of a novel controlling method for nano-sized machines. Instead of implementing the engine to the machine, we can drive it by modulating its environment according to the information about its thermal motions. It might be also intriguing to think that some molecular motors have already implemented such “demonic” machinery in order to achieve a high efficiency.
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