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1. Introduction

In today’s Internet and Big Data era, cell phone APPs are exploding, the data people generate are growing by leaps and bounds, and the information on the Internet has long exceeded the ability of individuals to receive it in their lifetime. With the overload of information, how to get the required information efficiently has become an urgent problem to be solved. On the one hand, the cost for information producers to get their information discovered by users in the huge information flow is increasing day by day; on the other hand, the information that users can access is only a very small part of the huge resources on the network, and there is still a lot of valuable information that cannot be accessed by users. In order to solve this problem, many solutions have been proposed, including portals, search engines, and recommendation systems, which have become popular in the last decade. Portals allow users to browse information by categories, which are usually determined by experts. The drawbacks are that the classification of items or information as perceived by users may not be the same as what experts think and that items can only belong to one category, while in reality, the categories of items are often vague and similar to multiple categories. Compared with the recommendation system, the shortcomings of the search engine are also more obvious. In the above case, the user’s keywords must accurately describe their intentions to get the desired results and not use their own and other people’s historical behavior information.
The domains where recommendation systems are widely used are similar in that most of them have a large number of items that are difficult for users to browse and filter. Also, most users have no clear needs for the items and it is difficult for users to accurately describe their preferences in specific words. Most of the fields that meet these characteristics belong to the category of pan-entertainment, such as music, books, pictures, short videos, movies, news, and e-commerce. Online music platforms are suitable for recommendation systems. First of all, the mainstream music platforms on the Internet currently have millions or even tens of millions of distinctive music, which are constantly updated every day, making it difficult for users to find their favorite songs; "QQ Music 2018 Listening Data" shows that 88% of digital music users are willing to discover new good songs, but only 20% of users can easily find good songs [1]. Secondly, users sometimes only need some favorite music to regulate the atmosphere at work or in life, so users' needs are very vague. Compared with movies and books, online music charges less, takes less time to listen, and has a high rate of repeat play. Nowadays, music recommendation systems have become an important tool for many online music platforms such as NetEase Cloud Music, QQ Music, and Spotify to improve user experience and fidelity [2], and a good music recommendation system can also bring more attention to promising music. Many solutions are available in this area, but many challenges remain. Due to the large number of users on mainstream music platforms, users can listen to more than a dozen songs in an hour, and these platforms generate hundreds of thousands of listening records per second at their peak [3]; and the field of music recommendation has shifted from being based on explicit feedback (rating data) to being dominated by implicit feedback (play records); keeping the recommendation model up-to-date becomes a big challenge in the face of the constantly updated large amount of play record data [4]. Most of the traditional music recommendation systems are offline, and they have to train their models on static data and retrain them on all data at intervals as new data arrive. Usually, these offline recommendation systems update their models every day or even longer, retraining the models often takes several hours, their models cannot capture the recent changes in users' preferences, and training the models is computationally intensive and takes up a lot of memory and time [5]. Due to the rapid update of online music libraries, which leads to increasingly rapid changes in user interests, the problem of offline recommendation algorithms is becoming more and more prominent as music websites generate interactive data faster and faster, and they are no longer as effective as simple online algorithms, and it is foreseeable that streaming recommendation systems will become mainstream [6–10]. Most of the existing systems are not efficient enough, consume a lot of memory, or have difficulties in giving reasons for recommendations and poor user experience. The booming development of smartphones has led to the emergence of various mobile applications. Listening to music is an effective means to relax and relieve stress, so smartphone music players are gradually becoming popular [11].

Compared with traditional music playback devices (recorders, MP3, etc.), smartphone music players have obvious advantages. First of all, traditional music playing devices are not easy to carry. Traditional music playback devices usually only provide the function of playing music, while smartphone music players have the function of making calls and other general cell phones, but also through the use of smartphones to download music playback software to achieve music playback, the user does not have to carry a cell phone at the same time and then carry an additional independent music playback device, which provides convenient conditions for the carrying of equipment. Secondly, the traditional music playback device basically only supports local playback. Recorders can only play songs on the tapes they own, while smartphone music players can achieve music caching and online playback, which allows users to listen to an increased range of music. Most importantly, traditional music playback devices do not have a recommendation function, and as the number of songs increases, it becomes very difficult for users to pick out the songs they may be interested in from a large number of tracks. To enable the above problems to be successfully solved, this article designs a mobile music playback system based on a joint track recommendation algorithm. Therefore, the study of real-time music recommendation systems is of great practical value. With the introduction of social tagging, users can tag songs and artists, making it easier to find the songs they want and also providing useful information for the recommendation system. The lyrics also reflect the theme and emotion of the song to a large extent. It is also a worthwhile research problem to improve the recommendation effect by using music auxiliary information such as tags in the streaming music recommendation system. In this article, we analyze the requirements and design the overall music recommendation system based on the software engineering process, then implement each functional module of the system using the current popular theories and technologies, and test the system in terms of functionality and performance.

2. Related Work

Recommender systems have been a hot topic of research in academia and industry for the past two decades. Its advantage lies in the proactive nature, which can automatically collect user behavior data and build models to find suitable items to recommend to users in the system. Some of the more popular recommendation techniques and recent research trends are as follows.

Content-based recommendation: it is concerned with extracting enough item feature information, calculating item similarity accordingly, and recommending items similar to the user's favorite items. It is limited by items and highly dependent on the domain of recommended items, and the way of calculating item similarity varies greatly from domain to domain, and it is difficult to extract the features for multimedia resources. And it often lacks novelty.

Collaborative filtering recommendation: it is not related to the domain of recommendation system, and there are two
main directions: one is the nearest neighbor-based collaborative filtering, which uses user feedback data to calculate the similarity between items or users, and the main methods to calculate the similarity are Euclidean distance, cosine similarity, Pearson correlation coefficient, etc.; the other is model-based collaborative filtering, which is mainly based on the matrix decomposition model of hidden features, where the user-item interaction matrix is decomposed by Singular Value Decomposition (SVD) or Nonnegative Matrix Factorization (NMF) to obtain the hidden feature matrix of users and items. In the 2006 Netflix competition, the previous SVD-based recommendation algorithm won the championship over many algorithms, which made the collaborative filtering algorithm based on matrix decomposition very popular [12]. Positive Matrix Factorization (PMF) introduces a probabilistic model to further optimize the SVD decomposition process. Generally, the model-based collaborative filtering algorithm outperforms the nearest neighbor-based collaborative filtering algorithm but lacks interpretability. In the literature, the authors designed a collaborative filtering algorithm based on label weighting with time decay and implemented a music recommendation system [13].

Hybrid recommendation systems: hybrid recommendation systems allow different recommendation systems to complement each other and can improve novelty while alleviating the cold start problem to some extent. Most of the previous related studies use auxiliary information of items, mainly textual information such as abstracts of papers [14], item descriptions, and reviews. Many approaches are used by hybrid recommender systems for document modeling, such as Latent Dirichlet Allocation (LDA), Stacked Denoising Autoencoders (SDA), or Convolutional Neural Network (CNN) [15]. There are also algorithms to model the visual features of images [16].

Online and streaming recommender systems [17]: most hybrid recommender systems are designed for batch processing; i.e., the initial model is constructed from static data and the model is periodically reconstructed on all data as new data arrive. However, keeping the recommendation model up-to-date with the arrival of new data is an important requirement to ensure the quality of recommendations [18]. In practical applications, recommendation systems can be abstracted as data flow problems. Online recommendation systems need to update models in real time from a continuous stream of data, and limited computational resources often make it difficult to store all the data and to recompute all the data. It must learn from a continuous stream of data and adapt to changes in the data in real time. Recent studies have pointed out that simple online algorithms can generate better recommendation results than complex offline algorithms with periodic updates. Most online recommender systems are based on incremental learning, such as incremental neighbor-based algorithms and incremental matrix decomposition [19] (based on stochastic gradient descent or alternating least squares [20]). The literature [21] proposed Stream Rec, a streaming recommendation system based on collaborative item filtering. It implemented a video recommendation system using a commercial cloud computing platform by decomposing the similarity calculation and incrementally updating the similarity. The literature solved several problems in terms of practical applications in the industry using a scalable update mechanism. The literature [22] for matrix decomposition proposed incremental updates for the positive feedback.

Recommendation systems on big data platforms: with the popularity of distributed computing platforms such as Hadoop and Spark, these big data processing frameworks have been widely used in recommendation systems [23–26]. Compared with Hadoop, Spark tries to store the intermediate results in internal storage instead of HDFS, which avoids a lot of disk I/O operations and greatly improves the computational speed. A recommendation system based on collaborative filtering on the Spark platform is designed and tested on datasets such as Movie Lens. The paper investigates a big data computing and storage platform and implements a real-time recommendation algorithm using Spark. The paper solves the information loss problem in matrix decomposition and implements the recommendation system on the Spark platform.

Topic modeling: topic models treat documents as unordered lists of words, usually considering only the number of word occurrences without considering word order, and documents have a topic vector. The most influential topic model is the Hidden Dirichlet Distribution model, which treats the topic as a Multivariate Distribution with parameters generated by the Dirichlet distribution. LDA is popular because of its simplicity and interpretability. Variants of LDA add a temporal dimension to it and are able to handle distributions that change over time.

3. Detailed System Design and Implementation

3.1. Overall System Design. In order to store and process massive music and review data and user behavior data streams, this system is designed based on the existing big data and recommendation system architecture, and the overall architecture diagram of this system is shown in Figure 1.

(1) The user interaction module uses B/S architecture and is built by Spring Boot.

(2) The Flume platform is used to collect user-generated logs and send them to Kafka cluster in real time and Kafka cluster load-balances and buffers the received data to generate discrete streams for pushing to Spark Streaming, Flume, and Kafka; both have better fault tolerance mechanisms to ensure reliability.

(3) Spark Streaming calculates statistical metrics, such as the number of music plays in the last 24 hours and daily plays and the number of users playing, on the user click stream received from Kafka in real time and writes them into the Mongo DB database, while training online collaborative theme models, incremental matrix decomposition, and other models on the data stream.
(4) The Redis in-memory database mainly caches the number of times the user recently played music machines and the user’s recent recommendation list in order to take advantage of the features of Redis to efficiently process recommendation requests. When the Redis memory space is full, the Least Recently Used (LRU) policy is used to eliminate keys.

(5) This paper adopts Mongo DB as the business database, which is fast in insertion and retrieval, suitable for storing a large amount of data, has good high availability, and can be well integrated with Spark SQL. It works with Elastic Search to support efficient music retrieval by tags and titles.

Derived from the functional requirements, the functional division of this system is shown in Figure 2. The system is divided into music browsing, data collection and statistics, recommendation engine, personal homepage, and other functional modules, and each functional module is divided into one or more submodules and each module is responsible for independent functions and may depend on other functional modules. The music browsing module supports browsing artists and music in various ways, including browsing by artist categories, browsing by artist details and their popular singles, browsing music by category tags, and browsing by daily and real-time music charts. It also writes a log record when users play and switch music, and users can add, view, and like comments under music. The recommendation engine module implements recommendations based on various models. The personal homepage module includes submodules for personal account login, registration, information modification, and viewing recent personal plays.

3.2. Music Browsing Module Implementation. This module realizes the functions of browsing singers and singles by category, querying singers’ popular singles, and playing music. There are three tabs of “Recommend,” “Music Gallery,” and “My” on the home page of the system, displaying different pages, respectively. Under the “Music Gallery” tab, you can see 3 subtabs, that is, “Artist,” “Chart,” and “Category.” Under the “Music Gallery” tab, you can see 3 subtabs, namely, “Artists,” “Charts,” and “Categories.” The main functional submodules of this module are designed as follows.

3.2.1. Browse Music by Artist. In order to let users quickly find their favorite singers, this module supports various combinations of conditions such as region, gender, and style to search for singers. The singer tab under the music library provides three columns of filtering criteria, which can be limited to the region, gender, and style of the singer, and the list of singers that meet the criteria is displayed below, including the singer’s avatar and name. The list of singers will be refreshed when the user switches the filter criteria. Click on the singer name in the singer list to enter the singer details page, which shows the singer picture and popular singles and albums they belong to. Click on the music in the singer’s worklist to play the music, while the background will record the log. The sequence diagram of browsing and playing music by the singer is shown in Figure 3.

3.2.2. Browse Music by Category. Users select the category subtab in the music library; the system is divided into several areas according to music themes, scenes, moods to display common category tags; by selecting a category, you can view the list of popular music under that category.
3.2.3. Music Charts. Users select the Charts subtab in the Music Gallery and the system displays a real-time chart of the last 24 hours of music plays. Users can switch to the current day’s chart and the current week’s chart, and in the daily and weekly charts, they can choose to sort by the number of plays or by the number of users playing.

3.2.4. Personal Recently Played Music. Users can select the My tab on the system home page to enter their personal home page, where they can see their account avatar and nickname, and the recently played music is displayed under the account, and users can switch between sorting by recent playing time and sorting by playing times.

The class diagram of the music browsing module is shown in Figure 4. This module is divided into three layers: the controller layer is responsible for receiving and returning requests, the service layer is responsible for handling specific business logic, and the data access layer is responsible for accessing database operations. In the controller layer, Artist
Controller, Track Controller, and User Controller all inherit from Base Controller, which defines basic methods such as writing log, getting list, and getting single record according to id. Artist Controller provides methods to get artist details, search popular artists list by region and style, etc. Track Controller provides methods to query popular music by tag, query popular singles by artist, query real-time popular music list and daily chart, search songs by lyrics, etc. User Controller provides methods such as login and registration, querying users’ recent play history, etc. In the data access layer, Artist DAO, Track DAO, and User DAO handle database operations related to artists, music, and users, respectively, and they all inherit from the Base DAO class, which implements basic operations such as adding and deleting single data and querying the list. The data access layer classes encapsulate the Mongo Template and Redis Template and use them to implement various database operations. For most queries, this module stores the most recent query in the Redis cache, and when processing the query, it first looks in the cache and then queries the Mongo DB database and stores the result in the cache when it cannot be found.

3.3 Data Collection and Statistics Module Implementation.

The data collection and statistics module collects user behavior data in real time and carries out popular statistics, while providing training data streams for the recommendation engine. Although this module is not a front-end function module from the user’s point of view, it is the basis of music recommendation and music real-time charts, hot charts display, and other functions and is the foundation module of the whole system, so making it independent can greatly improve the code reuse, as shown in Figure 5. This module uses Flume to monitor the updates of user behavior logs, send them to Kafka and Spark Streaming to count the music popularity trends, and store the statistics into the database. It can be divided into the following layers. This section shows examples of testing the similarity of the music recommendation system by querying the recommendation list, artist list query, and daily music catalogue search, and the test results of other interfaces are similar.

1. Log collection layer: the server collects data on user behavior such as playing music and writes them to the end of the log, and this article uses Tomcat, which is built into Spring Boot.

2. Producer layer: Flume is deployed on each server node. Flume uses the tail -f command to track the new content at the end of the logs to monitor and collect server logs and send them to the Kafka cluster in the specified file size.

3. Kafka cluster layer: this layer load-balances and buffers the data coming from the producer layer. It has better reliability and prevents message loss. After Kafka collects log updates, it generates DStream through Kafka Stream program and pushes it to Spark Streaming. DStream consists of RDD ["user ID \t music ID \t operation type \t date and time"].

Figure 4: Music browsing class diagram.
Stream processing layer: Spark Streaming is used to count Kafka data streams and train online recommendation algorithms and write statistical results such as the number of users playing music daily to MongoDB.

Storage layer: the log statistics are stored in Mongo DB, including the number of daily music plays and the number of users playing.

The statistical task of this module is to count the number of real-time plays (i.e., plays in a recent time window such as 24 hours) for each music, as well as the number of plays and the number of users playing that day. The number of plays in a time window can be achieved by using Spark Streaming’s count By Value And Window, which counts the number of occurrences of each key in a time window. In this paper, we export the results to Redis and use Sorted Set to maintain the number of music plays in the last 24 hours. The elements of an ordered set have a score, and the elements of the set are kept sorted by the score, where the score is the amount of music played. The ZRANGE operation of the Sorted Set can query the elements whose scores are in a certain interval, and it can be used to efficiently query the music with the highest number of plays in real time. For the number of music played on the same day, just count the number of times the music ID appears in the microbatch and add up the number of music played on the same day in Redis. For counting the cumulative number of users who have played certain music on the same day, reduce By Key and group By Key, and other conversion operations are applied to each batch interval RDD and cannot use the previous RDD data, which is obviously not possible; because of the deduplication of users, window operations, such as reduce By Key And Window, are also difficult to handle and have a large overhead.

Therefore, this article uses the Redis set data structure to record the set of users who play each song every day, and the key is a string of the form "date:music ID". In this paper, we can set the expiration time of key to one day so that we can store all the music records of that day, and at most, we only need to store the set of users who played all the songs of today and yesterday. The set operation in Redis is an atomic operation, so we do not need to worry about thread safety in this article.

4. System Testing

In this paper, we mainly implement an online collaborative topic model (COLDA), incremental matrix decomposition (Inc MF), and improved item/user-based incremental collaborative filtering (Knni++) using Spark. When the data volume is large, the incremental matrix decomposition recommendation engine is preferred; otherwise, the COLDA recommendation engine is preferred. Since the registration information filled by users is likely to have more missing values or inaccuracies due to privacy considerations, this system does not use the registration information to make recommendations for new users but uses the method of letting new users select the tags of interest to make initial recommendations.

In this paper, we first initialize the model parameters and incrementally update the model, when data from microbatch are received, and when a user recommendation list request is received, if the user recommendation list is in the cache and has not expired, the cache is returned; otherwise, its recommendation list is calculated. In the actual implementation, this paper does small-batch gradient descent on each batch interval and uses Dense Vector under org.apache.spark.ml.linalg package to represent the user-item hidden feature vector. Record class represents a user playing music record. Parameters class encapsulates the hidden feature dimension, learning rate, and user-item regularity. The Rating class represents the calculated recommendation score of the item for the user. In this paper, the RDD [(id: Long, features: Dense Vector)] (i.e., user or item ID and hidden feature vector) key-value pair collection is used to store the hidden feature vectors of users and items, called user features and item features, respectively, and the
parameters of the user features and item features are enclosed in the Streaming MFModel class along with the parameters.

In this paper, we first remove tags with less than 5 songs and users who have listened to the song less than 10 times. This leaves 11,000 tags. When the recommendation list length N is varied, the Recall and F1 variations of several recommendation engines in the system are shown in Figure 6. It can be seen that the COLDA recommendation engine is the best performer among the algorithms, while the incremental matrix decomposition effect is close to the optimized item-based collaborative filtering (Knni++), and they are both significantly better than the original item-based collaborative filtering algorithm (Knni). This indicates that the introduction of auxiliary information such as lyrics and tags can improve the recommendation accuracy. The Recall of all algorithms increases as the recommendation list increases because the number of items preferred by users in the test set remains the same as the recommendation list increases, while items preferred by users in the test set are more likely to appear in the recommendation list. Moreover, the F1 score of most algorithms increases and then decreases, and the optimal value is obtained around $N = 20$. In addition, this paper shows the effect of changing the number of topics in the topic model on the results of the COLDA algorithm. 0(a) (b) shows the accuracy, Recall, and F1 score of the COLDA algorithm when the other parameters are taken as default values and the number of recommended items N and the number of topics K are changed. When N increases, the accuracy of the COLDA algorithm decreases in general, which is the same as expected. The number of topics K has little effect on the metrics in general, and the Recall increases slowly when K reaches 20 and then increases.

In this paper, we tested the response time delay and concurrency on APP side by using the virtual user mechanism of Load Runner to generate virtual users for the test and then execute the prerecorded script to simulate the real users of the system to send requests to the system, and let the number of virtual users increase from 50, 100, to 200, all the way up to more than 500 and, at the same time, send out requests to a certain page. Then, we record the average time for all users to get a response and for the page to be loaded so as to get the concurrency data of the system’s response time. This section shows the concurrency test of the music recommendation system by requesting a recommendation list, artist category list query, and music daily list query as examples, and the test results of other interfaces are similar. Figure 7 shows the average response time of requesting recommendation lists by different concurrent users. It can be seen that the response time latency is generally low and all requests are successful when concurrent users do not exceed 300. When the concurrent users reach 500, the average response time remains within 2 seconds and the request failure rate does not exceed 2%.

In this article, the accuracy of the system recommendation algorithm is evaluated using the real-world Last.fm dataset and the Movie Lens dataset, both of which have labeled items and time-stamped interaction records. The two datasets are first statistically analyzed below. The two datasets are summarized in Figure 8. This dataset is a record of music played by users of the Last.fm website, which has 992 different users and 16.98 million play records involving 180,478 different music tracks. Each play record is time-stamped (to the second) and spans the period from February 2005 to September 2013. In this paper, we crawled the tags of this music using the Last.fm API and ended up with 68,756 different tags. For each tag, the paper calculated the amount of music tagged by it and the total number of times it was used. The analysis shows that there is a clear long-tail distribution of tag usage (Power Law Distribution), with the most tagged songs being “rock,” tagged a total of 53,181 songs. In contrast, 13,132 tags were used for only one song, 336 tags were used for more than 1000 songs, and 31 tags were used for more than 10000 songs. The scatter plot (logarithmic coordinates) of the amount of music used by tags versus the number of tags approximates a straight line, which shows that they follow a long-tailed distribution. The distribution of the total number of tags used is similar to the long-tail distribution but is more balanced than the long-tail distribution. The Recall of all algorithms increases as the recommendation list increases because the number of items preferred by users in the test set remains the same as the recommendation list increases, while the items preferred by users in the test set are more likely to be included in the recommendation list, as shown in Table 1.

For both datasets, the interaction record data are sorted by time stamp in this article. The first 50% of the recorded data is used for training, and the second 50% is used as the test set. In this paper, we compare the effectiveness of three recommendation engines, including the system implementation of Collaborative Online Topic Model (COLDA), Incremental Matrix Decomposition (Inc MF), and Improved Incremental Item-Based Collaborative Filtering (Knni++), to find the best parameters using grid search, and the unoptimized item-based collaborative filtering (Knni) was used as a benchmark. For the online collaborative topic
model (COLDA) algorithm, the default parameters are set as the number of topics $K = 20$, the learning rate $\alpha = 0.05$, the user regularization factor $u = 0.01$, and the item regularization factor $i = 10$. For the Incremental Matrix Decomposition (Inc MF) algorithm, the feature dimension is $K = 50$, the learning rate $\alpha = 0.03$, the user regularization factor $u = 0.02$, and the item regularization factor $i = 0.02$. For the improved item-based collaborative filtering, the similarity weight based on user behavior is $\alpha = 0.4$, the similarity weight based on song tags $\beta = 0.4$, the similarity weight based on song lyrics $\gamma = 0.2$, and the number of item similar neighbors $M = 200$. For all algorithms, the default number of recommended items for each user is $N = 20$.

### 5. Conclusion

This paper first introduces the configuration of the test environment and then tests the recommendation engine on real datasets such as Last.fm and Movie Lens, analyzes the features of the two datasets, finds that they both obey the long-tail distribution, then compares the online collaborative topic model, incremental matrix decomposition, and improved item-based collaborative filtering algorithms, and finds that the COLDA algorithm is more accurate and better than other algorithms and the system has an obvious effect on the improvement of the item-based collaborative filtering algorithm. It is demonstrated that the online collaborative topic model algorithm outperforms the incremental matrix decomposition and item-based collaborative filtering algorithm, and the labels under the topics found by the collaborative topic model are shown. Then, a large number of test cases are designed for each function of the system, a comprehensive black-box test is performed, the main user interface of the system is demonstrated, and finally, a nonfunctional test is performed for the system. The recommendation engine module of this paper was
designed and optimized using Spark to implement incremental matrix decomposition on data streams, online collaborative topic model, and improved item-based collaborative filtering algorithm. In the system testing section, the functionality and performance of the system are tested, and the recommendation engine is tested with real datasets, the discovered music themes are demonstrated, and the test results are analyzed in detail. This paper solves the problems of the offline recommendation system, is able to update the recommendation model in real time for user interest changes, returns new recommendation results, adds real-time statistics and ranking of music popularity trends, and improves user experience.
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