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Abstract

Sensor calibration is one of the fundamental challenges in large-scale IoT networks. In this article, we address the challenge of reference-free calibration of a densely deployed sensor network. Conventionally, to calibrate an in-place sensor network (or sensor array), a reference is arbitrarily chosen with or without prior information on sensor performance. However, an arbitrary selection of a reference could prove fatal, if an erroneous sensor is inadvertently chosen. To avert single point of dependence, and to improve estimator performance, we propose unbiased reference-free algorithms. Although, our focus is on reference-free solutions, the proposed framework, allows the incorporation of additional references, if available. We show with the help of simulations that the proposed solutions achieve the derived statistical lower bounds asymptotically. In addition, the proposed algorithms show improvements on real-life datasets, as compared to prevalent algorithms.

I. INTRODUCTION

Recent advances in technology have enabled the rise of large-scale IoT based networks comprising of numerous sensors, which cater to a diverse portfolio of applications for e.g., smart cities, environment monitoring, agriculture, and air quality monitoring [1]. Sensor calibration is one of the key challenges in such large-scale networks comprising of low-cost and unreliable sensors. Traditional on-field calibration of inaccurate sensors using reference equipment, or lab-based characterization of the sensor (e.g., sensor modelling), is a cumbersome and expensive process, particularly for a large number of sensors [2]. Therefore, state of the art calibration techniques employ network-wide calibration (also known as in-place calibration [3], on-the-fly calibration [4] or macro-calibration [5]), to estimate the calibration parameters of the network using on-field measurements. Here, the calibration parameters typically refer to the sensor gains (or sensitivity), sensor offsets (or bias) and/or sensor drift (i.e., time-varying offset). In this article, we focus our attention on estimating the gains and offsets of a sensor network.

When a reference is unavailable, typically blind calibration algorithms are enforced (e.g., [5], [6]). In the blind calibration framework, the sensed physical phenomenon is assumed to lie in a known lower dimensional subspace. This relaxed assumption enables sparsely-deployed sensor networks to calibrate with each other, despite being exposed to different ambient conditions at the same time. However, in the absence of a reference, blind calibration algorithms can only estimate calibration parameters up to a scalar, and more significantly the offset information is completely lost [6]. The practical limitation of blind calibration is conventionally overcome by a stronger assumption of homogeneity. In such schemes, the sensor network is considered to be densely deployed (e.g., sensor array) and the sensors are implicitly assumed to sample the same homogeneous environment [2]–[4]. Under such ambient conditions, algorithms exploit the temporal correlation between the sensor nodes, and given an arbitrarily chosen sensor within the network, all the sensor gains and offsets can be uniquely estimated. However, the choice of a reference in a network of identical sensors is conventionally arbitrary, and plays a pivotal role in the performance of any algorithm. Moreover, arbitrary selection of references in a network could be fatal, if an erroneous sensor is accidentally chosen. To avert this dependence, we propose reference-free algorithms for a dense sensor network. In contrast to existing methods, we show that the proposed reference-free algorithm avoids single point of failure, and offers more reliability towards estimating the true physical phenomenon. The proposed framework allows the incorporation of single or multiple references (if available), which enables the same algorithm to cater to both reference-free and reference-based scenarios.

Overview: We formulate the problem statement in Section II followed by the cost function in Section III. We derive the theoretical lower bounds in Section III-A and proposed algorithms to solve the cost function in Section III-B. The choice of reference-free and reference-based solutions are discussed in Section III-C. In Section IV, we show via Monte-Carlo experiments that the proposed estimators achieve the statistical lower bounds asymptotically. Finally, we validate the performance of these algorithms on an indoor air-quality network comprising of CO₂ sensors.

Notation: Scalars are denoted in lowercase and uppercase characters e.g., $a, A$. Vectors and matrices are denoted by bold lowercase characters e.g., $\mathbf{a}$, and in bold uppercase characters e.g., $\mathbf{A}$, respectively. The Kronecker product is indicated by $\otimes$, the transpose operator by $(\cdot)^T$ and $\|\cdot\|$ is the Euclidean norm. $\mathbf{1}_N \in \mathbb{R}^N$ is a vector of ones, $\mathbf{I}_N$ is a $N \times N$ identity matrix and $\mathbf{0}$ is a matrix of zeros of the appropriate size. $\text{diag}(a)$ is a diagonal matrix containing elements of the vector $a$ on its diagonal. The matrix $\text{bdia}(\mathbf{A}_1, \mathbf{A}_2, \ldots, \mathbf{A}_N)$ consists of matrices $\{\mathbf{A}_i\}_{i=1}^N$ along the diagonal and zeros elsewhere.
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II. PROBLEM STATEMENT

We consider a sensor network of $N$ nodes sensing an unknown phenomenon and producing a real-valued data of length $M$. In the absence of prior information on the sensor behavior, we model the sensor output as a first-order Taylor series. More concretely, the sensor response of the $i$th node is given by $y_i = \omega_i x_i + \phi_i + \epsilon_i$, where $x_i \in \mathbb{R}^{M \times 1}$ is the physical phenomenon sensed by the $i$th node, and $\{\omega_i, \phi_i\}$ are the gain and offset of the corresponding sensor. The stochastic noise plaging the system is denoted by $\epsilon_i \sim \mathcal{N}(0, \sigma_i^2 I)$, which is assumed to be i.i.d. Gaussian. Rearranging the terms, we have

$$x_i = \alpha_i y_i + \beta_i + \eta_i = V_i \theta_i + \eta_i,$$

where $V_i = [y_i, 1_M] \in \mathbb{R}^{M \times 2}$ is a first order Vandermonde matrix containing the measurements $y_i$ from the $i$th sensor node, $\theta_i \triangleq [\alpha_i, \beta_i]^T = [1/\omega_i, -\phi_i/\omega_i]^T$ contains the calibration parameter of the $i$th sensor and $\eta_i = \alpha_i \epsilon_i \sim \mathcal{N}(0, \alpha_i^2 \sigma_i^2 I)$ is the noise on the system of equations. Let $x = [x_1^T, x_2^T, \ldots, x_N^T]^T \in \mathbb{R}^{NM \times 1}$, then $1 \leq i \leq N$ we have

$$x = V \theta + \eta,$$

where

$$V = \text{bdig}(V_1, V_2, \ldots, V_N),$$

$$\theta = [\theta_1^T, \theta_2^T, \ldots, \theta_N^T]^T,$$

$$\eta = [\eta_1^T, \eta_2^T, \ldots, \eta_N^T]^T \sim \mathcal{N}(0, \Sigma_\eta).$$

Our aim in this article is to estimate the calibration parameters $\theta$ using the sensor measurement model (2).

A. Data model

To calibrate the sensors, we assume that the sensors are densely deployed and sampling the same homogeneous environment for a given time duration. More concretely, under noiseless scenario, let $x_m = [x_{1,m}, x_{2,m}, \ldots, x_{N,m}]^T$ be a vector of $N$ measurements from all the nodes at the $m$th instant, then the disagreement between the nodes for the $m$th measurement must be zero i.e., $P \bar{x}_m = 0$, where $P = NI_N - 1_N 1_N^T$ is the centering matrix [7]. We now extend this definition to all $M$ measurements as

$$(P \otimes I_M) x = \Gamma x = 0,$$

where we define $\Gamma = P \otimes I_M$. Now, substituting for $x$ from (2), we have

$$\Gamma V \theta = \bar{\eta},$$

where $V$ and $\theta$ are defined in (3). $\bar{\eta} = \Gamma \eta \sim \mathcal{N}(0, \Sigma_\eta)$, $\Sigma_\eta = \Gamma \Sigma_\eta \Gamma^T$ and $\Sigma_\eta$ is given by (3c). Now, let

$$W = (\Gamma \Sigma_\eta^{1/2})^{-1},$$

be a weighting matrix chosen to pre-whiten the noise s.t. $\mathbb{E}[(W \eta)(W \eta)^T] \approx I$, then we aim to estimate $\theta$ by solving

$$\min_{\theta} \ 0.5 \theta^T G \theta,$$

where

$$G = V^T \Gamma^T W^T W \Gamma V.$$

In the following section, we propose solutions to solve (7).

III. LOWER BOUNDS AND ALGORITHMS

We begin with the observation that the centering matrix $P$ spans the Nullspace $1_N$ by definition, and subsequently (under noiseless scenario) the matrix product [3] is rank deficient by at least 1. Therefore, the cost function (7) is ill-posed, and a unique solution does not exist without sufficient constraints on the system e.g., reference information in the network. To resolve this problem, we propose a constrained formulation

$$\min_{\theta} \ 0.5 \theta^T G \theta \quad \text{s.t.} \quad C \theta = d,$$

where $C \in \mathbb{R}^{P \times 2N}$ is a constraint matrix comprising of $P$ constraints providing information on references, and $d$ is the corresponding response vector.

A. Constrained Cramér Rao Bounds

We now derive the theoretical lower bound on the variance of an unbiased estimator for (2). The Fisher information matrix (FIM) of the 2N-variate Normal distribution $\mathcal{N}(\Gamma V \theta, \Sigma_\eta)$ in (3) is $F = V^T \Gamma^T \Sigma_\eta^{-1} \Gamma V$, where $V$ is given by (3), $\Gamma$ is from (3).
and $\Sigma_\eta$ is the noise covariance of $\eta$. Note that $\Sigma_\eta$ is semi-definite and is rank-deficient, therefore we employ a Moore-Penrose pseudoinverse denoted by $(\dagger)$. Now, let $h(\theta) = C\theta - d$ be a nonempty set of constraints i.e., consistent, then the Constrained Cramér Rao bound (CRB) on the error variance for an unbiased estimator is given by

$$E \left\{ (\hat{\theta} - \theta)(\hat{\theta} - \theta)^T \right\} \geq \Sigma_\theta = U(U^T F U)^{-1} U^T,$$

where $\Sigma_\theta$ is the CRB on $\theta$, $U$ is an orthonormal basis for the null space of the gradient of $h(\theta)$ [8, Theorem 1]. In the absence of any constraint, the lowest achievable bound is given by the pseudoinverse of the FIM, i.e.,

$$\Sigma_\theta = F^\dagger,$$

which is the unconstrained CRB [8], [9].

### B. Constrained Least squares

We propose a constrained Least squares based estimator, which is a closed-form centralized algorithm to solve the equality constrained cost function [9].

**Theorem 1 (CLS-CAL, WCLS-CAL):** Let $B \in \mathbb{R}^{(2N+P) \times (2N+P)}$ be a non-singular matrix of the form

$$B = \begin{bmatrix} G & C^T \\ C & 0 \end{bmatrix},$$

then a closed form solution to (9) is

$$\hat{\nu} = \arg\min \| B\nu - h \|^2 = B^{-1} h,$$

where $G$ is defined in [8], $h = [0^T, d^T]^T$, and $\hat{\nu}$ is an estimate of $\nu = [\theta^T, \lambda^T]^T$, which contains the unknown calibration parameters $\theta$ and the corresponding Lagrange vector $\lambda \in \mathbb{R}^{2N+1}$.

**Proof:** See [7, Section 10.1.1].

A solution to (13) exists for $M \geq 2$, and if certain regularity conditions are met (See [7, Section 10.1.2]). If the weighting matrix in (8) is $W = I$, then (13) yields the constrained Least squares based calibration (CLS-CAL). Alternatively, with the proposed weighting matrix (6), (13) is the weighted constrained Least squares based calibration (WCLS-CAL). It is worth noting that the WCLS-CAL estimate is the minimum variance unbiased estimate [10], which achieves the derived theoretical lower bound asymptotically [10].

### C. Choice of constraints

The performance of the estimators for (9) will rely both on the sensor data, and on the choice of the constraints levied upon the system i.e., choice of known references in the network. Although our focus in this article is on reference-free solutions, it is worth noting that the constraint matrix $C$ can be constructed to cater to both reference-based and reference-free scenarios.

1) **Reference-based calibration:** A naive solution to (9) is to arbitrary assume one of the nodes as a reference node, which yields the following constraint matrix

$$C = c_i^T \otimes I_2, \quad d = [\alpha_i, \beta_i]^T,$$

where $c_i \in \mathbb{R}^{N \times 1}$ is a vector of $0$s, with $1$ on the $i$th node indicating the reference. This is implicitly employed when solving conventional reference based calibration algorithms [2, 4]. Along similar lines, the constrained formulation can be extended to serve multiple references if available.

2) **Reference-free calibration:** In pursuit of a data independent constraint, we propose the sum constraint

$$C = I_N^T \otimes I_2, \quad d = [N, 0]^T.$$

In words, the sum constraint proposes a virtual reference, whose calibration parameters are a mean of all the calibration parameters of the sensors in the network. For an ideal sensor $\{\alpha, \beta\} = \{1, 0\}$ by definition, and hence the choice of the response vector $d$. The sum constraint is particularly suited for large networks, in which the number of good quality sensors outweigh the number of substandard sensors. The optimality of this constraint cannot be concretely proven for all scenarios, however we show via Monte Carlo simulations and experiments on real dataset, that the sum constraint achieves near optimal performance. Furthermore, this constraint has been successfully employed in other applications, for e.g., clock synchronization [9] and gain calibration in radio astronomy [11].

### IV. Simulations

We now investigate the performance of the proposed solutions on both synthetic and real data sets. We apply the Least squares algorithm (13) using constraint (14) to obtain a single reference-based solution, and employ the constraint (15) for the reference-free solution. We do not evaluate the performance of multiple-references due to space limitations. We generate a
synthetic data set consisting of \( N = 10 \) sensors, where each sensor measures \( M \) samples of a source which is linearly varying from 10 to 1000 units. We assume that the gain and offset of the sensors are Gaussian distributed around the mean values of 1 and 0 respectively. In addition to the sensor discrepancies, the sensor data is corrupted with i.i.d Gaussian noise, i.e., \( \epsilon_i \sim \mathcal{N}(0, \sigma_i^2I) \) where the variance is arbitrarily chosen in the range of \([0, 20]\). We use the root mean square error (RMSE) metric as a performance criterion, defined as \( \text{RMSE}(\theta, \hat{\theta}) = \sqrt{\frac{1}{N_{\exp}} \sum_{n=1}^{N_{\exp}} \| \hat{\theta}(n) - \theta \|^2} \), where \( N_{\exp} \) is the total number of Monte-Carlo runs and \( \hat{\theta}(n) \) is an estimate of the unknown \( \theta \in \mathbb{R}^{2N \times 1} \) from the \( n \)th experiment. The RMSEs are plotted against the averaged root Cramér Rao bound (RCRB), which is the square root of trace \((\Sigma_\theta)\).

Fig. 1. Monte-Carlo simulation: The RMSE error of the proposed estimators are plotted alongside the derived RCRBs for both reference-free and reference-based scenarios, against varying number of measurements \( M \) at each sensor node.

Fig. 1 shows the RMSEs of the proposed estimators for varying number of sensor measurements \( M \), over \( N_{\exp} = 1000 \) Monte-carlo runs. The reference-based algorithms (13) are simulated using (14), and the respective RMSEs are plotted along with the single reference constrained RCRB (10). In contrast to the classical Least squares solution, the WCLS-CAL achieves the RCRB asymptotically as expected. We also simulate the constrained algorithms for reference-free scenarios, i.e., with the sum-constraint (15), which have a near identical performance, and show an improvement in comparison to the single-reference based solutions. The proposed reference-free estimators achieve the theoretical lower bounds asymptotically, and the corresponding CRB is almost comparable to the unconstrained RCRB (11).

We now focus our attention on a real-world dataset, obtained from 5 NDIR (Non-dispersive infrared) \( \text{CO}_2 \) sensors which are co-located in an office environment during a full working week. The time-series obtained from these sensors \{S1, S2, S3, S4,
S5} are shown in Fig.2(a), where the diurnal activity of the environment is evident. During the day, the sensors indicate room occupancy, and in the absence of employees in the night, the sensors sample the atmospheric CO₂, which is approximately 410ppm (see https://www.co2.earth/). Our aim is to investigate the final result of the proposed algorithms on the CO₂ calibrated dataset. To this end, we estimate the calibration parameters of individual sensors, and apply it back on the dataset using (1) to obtain a calibrated dataset.

In our dataset, S2 is lab-calibrated which we use as an ‘ideal’ reference for validation, whereas S4 is the most inaccurate. The effect of choosing a healthy reference (S2) or an erroneous reference (S4) is shown in Fig.2(b) and Fig.2(c) respectively, where reference-based algorithm using CLS-CAL has been applied. The sensor offset of the calibrated sensors in Fig.2(b) is around the expected range of 410ppm, however in case S4 is chosen inadvertently, the sensor offsets of all the sensors will be wrongly corrected to ≈ 1000ppm. In case of reference-free scenarios, we apply the classical blind-calibration algorithm on the raw dataset, where we assume that the underlying physical phenomenon resides in a rank-1 subspace [6]. The resulting output in Fig.2(d) shows the sensor offsets are centered around 0, and additionally the gains are estimated only up to a scaling factor, in the absence of a reference. In contrast, our proposed reference-free algorithm based on the sum-constraint [15] shows comparable results to the reference-based solution shown in Fig.2(b).

Now, let \( z_i \) be the calibrated data vector of length \( L \) obtained from a given solution for the \( i \)th sensor, and let \( z \) indicate the raw reference data from S2, then the absolute error is given by \( \gamma = [z_i - z] \in \mathbb{R}^{L \times 1} \). Following immediately, the mean absolute error is \( \text{MAE}(\gamma) = L^{-1} \sum_i |\gamma_i| \), which for the calibrated datasets in Fig.2(b)-(e) is given in Table-1. Not surprisingly, the prior knowledge of a healthy reference in S2 yields the lowest MAEs for all the sensors, and 0 for S2 itself. The MAE of the proposed reference-free solution is a factor 2 more than the ‘ideal’ S2-based calibration. However, the MAEs of the blind calibration and S4-based calibration are an order magnitude higher, primarily due to their respective sensor offset errors, as clearly seen in Fig.2(c)-(d). For a fair comparison of the results, we choose to exclude the offset error, by estimating the mean absolute deviation (MAD) of the \( \gamma \) i.e., \( \text{MAD}(\gamma) = \gamma - L^{-1} \gamma^T 1_L \), which is shown in Fig.2(f). The ‘ideal’ S2-based calibration solution yields the lowest MADs for all the sensors and the choice of S4 marginally increases these errors. However, the errors are significantly large for blind calibration techniques, since the sensor gains are estimated only up to a scalar in the absence of a reference. Finally, the proposed reference-free solution for this dataset shows comparable results w.r.t. to the ‘ideal’ S2-based solution. The reduced MAEs and MADs for our proposed reference-free solution, is largely due to the fact that the number of healthy sensors clearly outweigh the number of substandard sensors in our dataset Fig.2(a). Alternatively, if multiple references are available in the network, then the errors are further expected to reduce, and consequently improve estimator performance [9].

V. Conclusions

In this article, we presented closed-form algorithms to calibrate a densely populated sensor network in the absence of reference. The proposed framework caters to both reference-based and reference-free scenarios, and hence additional reference(s) can be incorporated if available. Simulation results show that the proposed estimators achieve the statistical lower bounds asymptotically. Experiments conducted on real-life datasets reveal the benefits of using reference-free calibration techniques in densely deployed sensor networks. The proposed solution can be naturally extended to a time-varying state-space model, and subsequently long-term calibration can be achieved using adaptive filters [10]. Furthermore, the proposed constrained Least squares algorithms can be readily distributed to support resource-constrained processing, and to ensure efficient communication [12].
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