Relativistic GW+BSE study of the optical properties of Ruddlesden-Popper iridates
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We study the optical properties of the Ruddlesden-Popper series of iridates Sr3IrO6+δ+1 (n=1, 2 and ∞) by solving the Bethe-Salpeter equation (BSE), where the quasiparticle (QP) energies and screened interactions W are obtained by the GW approximation including spin-orbit coupling. The computed optical conductivity spectra show strong excitonic effects and reproduce very well the experimentally observed double-peak structure, in particular for the spin-orbital Mott insulators Sr2IrO4 and Sr3Ir2O7. However, GW does not account well for the correlated metallic state of SrIrO3 owing to a much too small band renormalization, and this affects the overall quality of the optical conductivity. Our analysis describes well the progressive redshift of the main optical peaks as a function of dimensionality (n), which is correlated with the gradual decrease of the electronic correlation (quantified by the constrained random phase approximation) towards the metallic n = ∞ limit. We have also assessed the quality of a computationally cheaper BSE approach that is based on a model dielectric function and conducted on top of DFT+U one-electron energies. Unfortunately, this model BSE approach does not accurately reproduce the outcome of the full GW+BSE method and leads to larger deviations to the measured spectra.

I. INTRODUCTION

5d Ir-based transition metal oxides (TMOs) have stimulated a lot of interest due to the anticipation of novel phases and exotic properties resulting from the cooperative interplay among the crystalline electric field, spin-orbit coupling (SOC), Coulomb repulsion (U), and different spin-exchange interactions [1–16]. Of particular interest is the Ruddlesden-Popper (RP) series of iridates Srn+1IrnO3n+1 (n=1, 2 and ∞), which has been the subject of numerous works [1, 2, 17–19]. It is found that as n increases from 1 to ∞, a dimensionality-controlled insulator-metal transition (IMT) occurs [2, 19]. In particular, the first member of the series, Sr2IrO4, provides a prototypical model system to investigate the entanglement of the spin and orbital degrees of freedom due to the strong SOC, which triggers a novel relativistic Jeff=1/2 Mott-like insulating state in an otherwise metallic compound [1, 20, 21], and an unusual in-plane canted antiferromagnetism (AFM) with a weak net ferromagnetic component and Dzyaloshinskii-Moriya interaction [21–24]. In addition, Sr2IrO4 exhibits striking structural and magnetic similarities to high-Tc cuprate superconductors [22, 25]. This stimulates the search for a new family of superconductors by doping [26–30] or strain engineering [31]. The n = 2 compound, Sr3Ir2O7, exhibits structural and electronic properties similar to its sister n = 1 counterpart Sr2IrO4 [32, 33]; however, unlike Sr2IrO4, it shows a c-collinear AFM state, owing to the stronger interlayer coupling, and shows a smaller insulating gap (0.13 eV [34] vs. 0.30 eV [10]) [8, 35–37]. The end member of the RP series is the perovskite-like SrIrO3 compound. It has a three-dimensional crystal structure and exhibits nonmagnetic correlated and topological crystalline semimetal character [2, 38–41], associated with surface states protected by the lattice symmetry [38, 39], a large quasiparticle mass enhancement [2], and an unusual positive magnetoresistance [40].

To identify the electronic properties of these correlated iridates, optical spectroscopies have been widely used [1, 2, 34, 36, 40, 42–50], since they can provide important information on the low-energy excitations, charge dynamics, and degree of electron correlations [51]. Moreover, due to the sensitivity of the optical conductivity upon the variation of the electronic properties, optical spectroscopy often serves as a direct probe to inspect the evolution of electronic structure across an IMT upon the application of internal and external stimuli such as dimensionality [2], electron/hole doping or SOC strength [42]. Also, optical spectroscopy is used to probe the optical excitations assisted by phonons [36] and the tuning of the spin-orbit coupled Jeff=1/2 state by pressure [52] and epitaxial strain [45–47].

For Sr2IrO4 and Sr3Ir2O7, the experimental conductivity spectra near the band gap region show a typical two-peak structure, named α and β [1, 2, 34, 36]. These peaks are interpreted as interband d-d transitions from the Jeff=1/2 lower Hubbard band (LHB) to the Jeff=1/2 upper Hubbard band (UHB) (α peak), and from the occupied Jeff=3/2 manifold to the Jeff=1/2 UHB (β peak) [1, 2, 34, 36]. As the dimensionality increases from Sr2IrO4 (n = 1) to Sr3Ir2O7 (n = 2), the α and β peaks shift down to lower energies, in accordance with the decrease of the band gaps [2]. For n = ∞ the system approaches the topological semimetal state: The α peak loses intensity and only the β peak along with the metallic Drude peak were observed in SrIrO3 [2]. Although the full disappearance of the α transition was confirmed by dynamical mean field theory (DMFT) [53], very recent optical spectroscopy have identified the persistence of the α peak even in SrIrO3 [40, 47], raising doubts on the evolution of the optical transition across the RP series and their relative intensities.

In this context, it would be interesting and desirable to assess and describe the optical spectra from advanced first-
principles calculations, at a level of theory capable to treat SOC, strong on-site Coulomb interactions, noncollinear spins, and lattice distortions simultaneously and precisely. Up to now, only a few theoretical studies have focused on the optical properties of RP iridates, either by microscopic model Hamiltonians [43, 50, 54], density functional theory (DFT) with an additional Hubbard $U$ correction (DFT+$U$) [47, 49], hybrid functionals [54], or DMFT [53]. Microscopic model Hamiltonians are generally superior to DFT-like approaches in capturing the dominant physics and offer a transparent interpretation of the main interactions, but restrictions on the cluster size and the dependence on adjustable interacting parameters could limit the accuracy of the results. Within these limits, the obtained optical conductivity, only available for Sr$_2$IrO$_4$, are in good agreement with experiments [43, 50, 54]. DFT-based schemes can provide an atomistic interpretation by solving a simplified Schrödinger equation and the DFT+$U$ variant (with suitable values of the on-site parameter $U$) reproduces relatively well the value of the gap and the two-peak structure in Sr$_2$IrO$_4$ [21, 30]. However, the resulting optical conductivity computed within the independent-particle approximation is in less good agreement with experiments [47, 49]. The inclusion of a fraction of non-local exchange within the hybrid functional technique yields good optical spectra in iridates [54], but also in this case the results are strongly dependent on the specific fraction, which is not easy to determine, in particular for complex TMOs [55]. On the other side, the incorporation of local dynamical correlations in DMFT leads to a successful account of band renormalization effects re-creating the dominant physics and o-fering well the experimentally observed double-peak structures in all three RP iridates, consistent with experiments [53], except for the absence of the $\alpha$ peak in SrIrO$_3$, as mentioned above [40]. Nevertheless, the predicted energy positions of the peaks are blueshifted compared to experiments mostly likely due to the large on-site $U$ used in the calculations [53].

In principle, from an ab initio perspective the established proper way of calculating the optical properties is to solve the Bethe-Salpeter equation, where the excitonic effects resulting from the electron-hole interactions are explicitly accounted for [57, 58]. In order to obtain precise positions of the peaks in the spectra, accurate evaluations of quasiparticle (QP) energies are important, in particular, the size of the band gap. However, DFT is a single-particle ground state theory and does not provide an accurate account of the excited state properties, e.g., electron addition/removal energies as well as electron-hole interactions. This leads to the well-known underestimation of the band gaps [59]. A successful approach for the calculation of QP energies is the GW approximation [60–62]. It provides a good approximation for the evaluation of the self-energy of a many-body system of electrons by including the screening effects in the electron-electron Coulomb interactions. The GW methods have been applied to a wide variety of systems ranging from elemental semiconductors to TMO perovskites [59, 63–65], delivering band gaps in rather good agreement with experiments. The optimal procedure to calculate the optical spectra consists in the solution of the BSE using the GW QP energies, adopting static screening for the electron-hole interactions within the random phase approximation (RPA) [58]. This is referred to as GW+BSE. Although GW+BSE has been widely used to predict the optical spectra of various systems, e.g., molecules, clusters, semiconductors and insulators [66–70], its applications to TMO perovskites are very rare due to the technical challenges and the huge computational demand [71–74].

In this work, the electronic and optical properties of the three RP iridates $n$=1, 2, and $\infty$ are investigated by fully relativistic (spin-orbit coupling included) GW and many-body electron-hole interactions through the solution of the BSE. The work we present here is intended to contribute to a comprehensive understanding on how well the GW approximation describes the electronic structures of these $5d$ relativistic iridates. It gives some insights for the interpretation of the experimental optical spectra from the perspective of state-of-the-art $ab$ initio calculations based on the explicit calculations of the oscillator strength and characters of the optical transitions. The GW band structure and density of states (DOS) are compared to the DFT+$U$ calculations with a Hubbard $U$ calculated fully $ab$ initio within the constrained RPA (cRPA). Both sets of calculations give satisfactory results in terms of band gap and band topology. The main difference is that GW significantly pushes down in energy the O-2$p$ states, leading to a decreased hybridization between Ir-$t_{2g}$ and O-2$p$ states. This results in QP band gaps of Sr$_2$IrO$_4$ and Sr$_4$Ir$_2$O$_9$ that are in good agreement with experiments. However, the GW approximation is not adequate to describe the correlated metallic state in SrIrO$_3$ characteristic of strong QP peaks around the Fermi energy in the spectral function. This implies that the partial correlations included in the GW self-energy are not sufficient and a theory beyond the GW approximation is needed. The computed optical conductivity spectra show strong excitonic effects and reproduce well the experimentally observed double-peak structures in all three RP iridates. As the dimensionality increases, the $\alpha$ and $\beta$ peaks shift towards lower energies, in line with the experiments. Furthermore, we have used a less expensive model Bethe-Salpeter scheme (mBSE), which avoids calculating the screened Coulomb interactions but instead uses an analytic model. It is found that the calculated spectra from mBSE agree qualitatively with the ones from full GW+BSE.

II. COMPUTATIONAL DETAILS

Our first-principles calculations were performed using the projector augmented wave method (PAW) [75] as implemented in the Vienna Ab initio Simulation Package (VASP) [76, 77]. The ultrasoft PAW potentials with an appendix ($\text{GW}$) released with VASP5.2 were used. The plane-wave cutoff for the orbitals was chosen to be the maximum of all elements in the considered material. The energy cutoff for the response function was chosen to be half of the plane-wave cutoff. To sample the Brillouin zone, $6\times6\times1$ $k$-point grids shifted off $\Gamma$ generated by the Monkhorst-Pack (MP) scheme were used for $n$=1 and 2 and the grids were increased.
to $6 \times 6 \times 4$ for $n=\infty$, unless explicitly stated otherwise. The atomic positions were optimized with the lattice parameters fixed at the experimental values [78–81] (see Table V in the Appendix). All calculations were performed using a fully relativistic setup with the inclusion of SOC [82–84], at all levels of theory DFT+U, GW and BSE.

**A. $G_0W_0@DFT+U$**

Due to the large computational cost of GW calculations on such large systems, we adopted the single-shot $G_0W_0$ variant of the GW approximation. The $G_0W_0$ method is known to predict relatively satisfactory band gaps [65, 85]. The justification of the good performance of $G_0W_0$ arises from the error cancellation stemming from the lack of self-consistency and the absence of vertex corrections [86]. However, $G_0W_0$ results are clearly dependent on the starting one-electron energies and orbitals [73, 85]. For systems with localized $d$ or $f$ states, DFT+U obtained orbitals are much closer to the ground state, and hence DFT+U are shown to be a better starting point than DFT [87, 88]. To this end, a small effective Hubbard $U_{\text{eff}}=U-J=1$ eV was introduced for the Ir-5$d$ states in all three considered iridates, using the scheme introduced by Dudarev et al. [89]. It was also found that $G_0W_0@DFT+U$ exhibits only a weak dependence on $U$ in a physically meaningful range of $U$ values [87]. In the case of iridates, there is another important reason to start from DFT+U orbitals: Without including $U$, the initial DFT band structure is metallic and $G_0W_0$ is not capable to open the gap.

For the calculation of the response function at the $G_0W_0$ level, 128 frequency points and about 600 virtual orbitals were used. Though important [63, 65], the basis-set converged limit is not considered here because it is beyond the scope of the present work. However, based on our previous systematic analysis of the convergence of $G_0W_0$ results for a representative dataset of 3$d$, 4$d$ and 5$d$ TMO perovskites, we found that 600 virtual orbitals are sufficient to obtained well converged results with error of the order of ~50 meV [65].

**B. Constrained random phase approximation**

For a comparison, we have also performed DFT+U+SOC electronic structure calculations using $U$ values calculated fully \textit{ab initio} by the cRPA [90]. The central idea of cRPA is to remove from the total polarizability $\chi$ the contribution in the target correlated Ir-$t_{2g}$ states $\chi'$

$$\chi' = \chi - \chi'. \quad (1)$$

We follow the Kubo formalism derived by Kaltak \textit{et al.} [91]. To this end, the maximally localized Ir-$t_{2g}$ Wannier functions $w(r)$ obtained by the Wannier90 suite [92, 93] with an interface to VASP [94] are used as the local basis, and the matrix elements of $U$ are evaluated by

$$U_{ijkl} = \lim_{\omega \to 0} \int d \mathbf{r} d \mathbf{r}' w_i^*(\mathbf{r})w_j^*(\mathbf{r}')U(\mathbf{r}, \mathbf{r}', \omega)w_k(\mathbf{r})w_l(\mathbf{r}). \quad (2)$$

Here, $U$ is the partially screened interaction kernel, which is calculated by solving the equation

$$U^{-1} = V^{-1} - \chi', \quad (3)$$

and $V$ is the bare (unscreened) interaction kernel. For more computational details about cRPA, please refer to Ref. [91].

**TABLE I. On-site Coulomb and exchange interactions (in eV) calculated by cRPA for three RP iridates. $U_{ij}$ and $J_{ij}$ with $i$ and $j$ representing $t_{2g}$-like Wannier orbitals. See Eq. (2) for the notations used.**

|       | $U_{ij}$   | $J_{ij}$   |
|-------|------------|------------|
| Sr$_2$IrO$_4$ | $d_{xz}$   | $d_{ax}$   | $d_{xy}$   | $d_{yz}$   | $d_{zx}$   | $d_{sy}$   | $d_{dy}$   | $d_{dx}$   | $d_{dy}$   |
|       | 2.30       | 1.72       | 1.57       | -          | 0.23       | 0.22       |   -        | -          | -          |
| Sr$_3$Ir$_2$O$_7$ | $d_{yz}$   | $d_{ax}$   | $d_{sy}$   | $d_{yz}$   | $d_{ax}$   | $d_{dy}$   |   -        | -          | -          |
|       | 2.16       | 1.58       | 1.43       | -          | 0.23       | 0.22       |   -        | -          | -          |
| SrIrO$_3$   | $d_{xz}$   | $d_{ax}$   | $d_{xy}$   | $d_{yz}$   | $d_{zx}$   | $d_{sy}$   |   -        | -          | -          |
|       | 1.43       | 1.43       | 1.85       | 0.22       | 0.22       | 0.22       |   -        | -          | -          |
For the description of the three iridates we choose the Ir-\(t_{2g}\) states as target correlated subspace. To prove the reliability of this choice we show in Fig. 1 the comparison between the nonmagnetic DFT bands and the corresponding one for the Ir-\(t_{2g}\) manifold obtained by Wannier interpolation. The obtained values of \(U_{ij}\) and \(J_{ij}\) are listed in Table I. For the DFT+U calculations we have used the average values of \(U_{ij}\) and \(J_{ij}\), specifically: (i) for \(\text{Sr}_2\text{IrO}_4\): \(U = 1.82\) eV and \(J_{\text{avg}} = 0.22\) eV; (ii) for \(\text{Sr}_3\text{Ir}_2\text{O}_7\): \(U = 1.67\) eV and \(J = 0.22\) eV; (iii) for \(\text{SrIrO}_3\): \(U = 1.37\) eV and \(J = 0.22\) eV. We found that \(U\) decreases with increasing \(n\) as a consequence of the gradual increase of the bandwidth which leads to enhanced screening. We will discuss this issue in more details in Sec. III A. Note that the \(U\) and \(J\) values of \(\text{Sr}_2\text{IrO}_4\) were also calculated by Arita et al. [95], yielding \(U=1.93\) eV and \(J=0.16\) eV, in very good agreement with our estimation. The small deviation might arise from the neglect of in-plane octahedral rotations in the crystal structure used by Arita et al. [95].

C. BSE and optical conductivity

The optical conductivity was calculated through the solution of the BSE within the Tamm-Dancoff approximation (TDA) using \(G_0W_0\) as a starting point for the construction of the screening properties and QP energies using \(6\times6\times1\) \((n=1\) and \(n=2)\) and \(6\times6\times4\) \((n=\infty)\) \(k\)-meshes. It is important to note that the TDA shows tiny differences in spectra as compared to the full solution of the BSE and going beyond TDA is technically intractable if SOC is considered [96]. The specific procedure for calculating the optical conductivity involves four steps:

(i) Standard self-consistent DFT+\(U\) (small \(U=1.0\) eV) calculations.

(ii) Additional DFT+\(U\) step, in which the one-electron wave functions and eigenenergies of all virtual orbitals spanned by the plane wave basis set are evaluated by an exact diagonalization of the previously determined self-consistent DFT+\(U\) Hamiltonian.

(iii) \(G_0W_0\) runs to compute the QP energies and RPA screened interactions \(W\).

(iv) Finally, the BSE in the TDA is solved, yielding the frequency-dependent macroscopic dielectric function [96]

\[
\varepsilon(\omega) = 1 - \lim_{q \to 0} \frac{1}{\pi} \text{Im} \left[ \frac{1}{\omega - \Omega_k - i\eta} - \frac{1}{\omega + \Omega_k - i\eta} \right],
\]

where

\[
\Omega_k = \sum_{\alpha \neq \text{occ.}} \varepsilon_k^\alpha \langle x_k^A | x_k^A \rangle \left| \psi_k^\alpha \right> \left< \psi_k^\alpha | \right| c.c.,
\]

with the oscillator strengths \(S_A\) associated with the optical transitions defined by

\[
S_A = \text{Tr} \left[ \sum_k \sum_{\alpha \neq \text{occ.}} \langle\psi_k^\alpha|e^{iqr}\psi_k^\alpha\rangle \varepsilon_k^\alpha \langle x_k^A | x_k^A \rangle \right] \times \left< c.c. | \right].
\]

From \(\varepsilon(\omega)\), the real part of the optical conductivity is then derived by

\[
\text{Re}\left[\sigma(\omega)\right] = \frac{\omega}{4\pi} \text{Im}[\varepsilon(\omega)].
\]

We have also compared the full BSE spectra with the RPA one, obtained by neglecting \(W\) in the calculation of the full polarizability [96].

For the calculation of the optical conductivity of metallic \(\text{SrIrO}_3\), we have also considered an intraband contribution by means of the Drude-like model [54, 97]

\[
\sigma_D(\omega) = \frac{\Gamma\omega_p^2}{4\pi(\omega^2 + \Gamma_p^2)},
\]

where \(\Gamma\) is lifetime broadening, which is set to 0.1 eV in our study according to Ref. [54] and \(\omega_p\) is the plasma frequency. The converged \(\omega_p^2\) is calculated to be about 2.26 eV.

Considering that the GW-based calculations of the RPA screened interaction \(W\) and of the QP energies are rather expensive and do not scale favorably with the number of \(k\) points, we have also tested an analytic model for the treatment of the static screening required as input in the BSE [98–100]:

\[
\varepsilon_{\text{G-G}}(q) = \varepsilon_\infty + (1 - \varepsilon_\infty)[1 - \exp(-\frac{|q + G|^2}{4\lambda^2})],
\]

where \(\varepsilon_\infty\) is the static ion-clamped dielectric function in the long-wave limit and the screening length parameter \(\lambda\) is derived by fitting the screening \(\varepsilon^{-1}\) at small wave vectors with respect to \(|q + G|\) with \(q\) and \(G\) being the wave vector and lattice vector of the reciprocal cell, respectively. This approach is typically referred to as model-BSE (mBSE). Within this model, one can test the convergence of the optical spectra as a function of the number and distribution of \(k\) points without the need to perform the demanding preliminary GW calculations [96]. Here, we have used as input for the BSE calculations the DFT+\(U\) one-electron energies. However, instead of progressively increasing the \(k\)-point grid, a procedure that does not significantly improve the quality of the spectra, we have used a set of different suitably shifted \(k\)-meshes and averaged over the obtained individual mBSE spectra [96, 101]. Specifically, we have created eight different \(k\)-meshes by centering the standard \(6\times6\times1\) and \(6\times6\times4\) grids on the eight irreducible \(k\) points compatible with a \(4\times4\times1\) \(k\)-mesh. The final spectra were obtained by averaging the spectra obtained from the eight independent mBSE calculations with predetermined weights according to the symmetry of the \(4\times4\times1\) \(k\)-mesh [96, 101].

D. Crystal structures and magnetic orderings

The RP series of perovskite-like iridates \(\text{Sr}_{2+n}\text{Ir}_n\text{O}_{3n+1}\) is a family of materials with \(n\) being the number of \(\text{SrIrO}_3\) perovskite layers sandwiched between \(\text{SrO}\) layers [102], as shown in Fig. 2. We have adopted the experimental lattice constants and fully relaxed all internal atomic positions using standard convergence criteria (forces smaller than 0.01 eV/Å)
by DFT+U+SOC method. The resulting optimized structural data are collected in Table V in the Appendix. The calculated data are in good agreement with available measured data, with a relative deviation of about 1%.

Similarly, starting from the experimentally measured magnetic orderings \( n = 1 \): in-plane canted AFM [22, 24]; \( n = 2 \): \( c \)-collinear AFM [8, 35–37] and \( n = \infty \): nonmagnetic [80], all spin-orbital degrees of freedom have been fully relaxed within noncollinear and relativistic DFT+U+SOC and \( G_0W_0+\text{SOC} \). The optimized and experimental magnetic data for the magnetic \( n = 1 \) and \( n = 2 \) compounds are summarized in Table VI in the Appendix. The calculated total moments are generally larger than the measured one, in particular for \( \text{Sr}_2\text{Ir}_2\text{O}_7 \): 0.32 \( \mu_B \) \((G_0W_0)\) vs. 0.21 \( \mu_B \) for \( n = 1 \) and 0.45 \( \mu_B \) \((G_0W_0)\) vs. 0.1 \( \mu_B \) for \( n = 2 \).

### III. RESULTS AND DISCUSSIONS

This section focuses on the presentation of the results. Since the orbital properties and the band topology are essential ingredients for the calculation of the optical excitations, we start by discussing the electronic band structures in Sec. III A. The subsequent section is dedicated to the BSE results.

#### A. Electronic structures

The DFT+\( U_{\text{eff}}+\text{SOC} \) and \( GW+\text{SOC} \) band structures are compared in Fig. 3. We remind that the DFT+\( U \) calculations were performed using the cRPA value of \( U_{\text{eff}}=U-J \) reported in Table II, whereas the \( GW \) runs are done starting from DFT+\( U \) one-electron energies and orbitals using a smaller \( U_{\text{eff}}=1 \text{ eV} \).

| \( U \) | \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) | \( \text{Sr}_2\text{Ir}_2\text{O}_7 \) | \( \text{SrIr}_3\text{O}_3 \) |
|---|---|---|---|
| \( J \) | 1.82 | 1.67 | 1.39 |

| \( U_{\text{eff}} \) gap | 0.23 | 0.14 | metal |
| \( GW \) gap | 0.25 | 0.16 | metal |
| Expt. gap | 0.30 [34] | 0.13 [10] | metal [80, 103] |

Both approaches deliver results consistent with experiments, and there are only residual differences between the two sets of electronic dispersions and density of states. The most noticeable difference is that \( GW \) pushes down the O-2\( p \) states by about 0.5 eV, which in turn decreases the hybridizations between Ir-\( d \) states and O-2\( p \) states.

The calculations reproduce relatively well the \( J_{\text{eff}}=1/2 \) spin-orbital Mott insulating state of \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) and \( \text{Sr}_3\text{Ir}_2\text{O}_7 \) originating from the cooperative action of \( U_{\text{eff}} \) and SOC, and correctly describe \( \text{SrIr}_3\text{O}_3 \) as a semimetal. The obtained (indirect) fundamental gaps, calculated from the difference between the (quasi)particles energies at the bottom of the UHB and at the top of the LHB agree very well with measurements (see Table II).

\( \text{Sr}_2\text{Ir}_3\text{O}_4 \) and \( \text{Sr}_3\text{Ir}_2\text{O}_7 \) exhibit very similar band structures owing to their similar crystal structures. The most noticeable difference is the splitting at the top of the valence band at \( \Gamma \) induced by the bilayer structure in the \( n = 2 \) system. The splitting computed for \( \text{Sr}_3\text{Ir}_2\text{O}_7 \): 0.23 eV, is consistent with the one obtained by angle-resolved photoemission spectroscopy (ARPES) [33]. It is important to note that for both \( n = 1 \) and \( n=2 \) compounds the \( J_{\text{eff}}=1/2 \) LHB and \( J_{\text{eff}}=3/2 \) states are not separated by a well-defined gap, in contrast to the ideal \( J_{\text{eff}}=1/2 \) picture.

A feature of the electronic dispersions that is not well accounted for by our theoretical calculations is the relative energy order between the top of the valence band at \( \Gamma \) and \( X \). ARPES indicates that the maximum of the LHB at \( \Gamma \) lies 150-250 meV lower compared to \( X \) for both \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) and \( \text{Sr}_3\text{Ir}_2\text{O}_7 \) [1, 29, 33, 104, 105]. However, DFT+\( U_{\text{eff}}+\text{SOC} \) predicts that the \( \Gamma \) point is 20 and 70 meV higher in energy than the \( X \) point for \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) and \( \text{Sr}_3\text{Ir}_2\text{O}_7 \), respectively. \( GW \) improves the description only marginally for \( \text{Sr}_2\text{Ir}_3\text{O}_4 \), where the top of the valence band at \( X \) is found 10 meV higher than at \( \Gamma \), but fails in reproducing the correct order for \( \text{Sr}_3\text{Ir}_2\text{O}_7 \), even though the

---

**Table II.** A summary of cRPA estimated \( U \) and \( J \) (the average of matrix elements \( U_{ij} \) and \( J_{ij} \) shown in Table I), DFT+\( U_{\text{eff}} \) and \( GW \) predicted band gaps as well as experimental gaps for three iridates. The energies are given in eV.

| \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) | \( \text{Sr}_2\text{Ir}_2\text{O}_7 \) | \( \text{SrIr}_3\text{O}_3 \) |
|---|---|---|
| \( U \) | 1.82 | 1.67 | 1.39 |
| \( J \) | 0.22 | 0.22 | 0.22 |
| \( U_{\text{eff}} \) gap | 0.23 | 0.14 | metal |
| \( GW \) gap | 0.25 | 0.16 | metal |
| Expt. gap | 0.30 [34] | 0.13 [10] | metal [80, 103] |

**Table III.** Relative energy difference (in meV) between the valence band maximum (VBM) at \( X \) and \( \Gamma \) points, i.e., \( \Delta E_{\text{VBM}} = E_{\text{X}} - E_{\text{\Gamma}} \) for \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) and \( \text{Sr}_3\text{Ir}_2\text{O}_7 \) predicted by DFT+\( U_{\text{eff}}+\text{SOC}, GW+\text{SOC}, \) and DMFT methods. The estimated experimental values are also shown for comparison.

| \( \text{Sr}_2\text{Ir}_3\text{O}_4 \) | \( \text{Sr}_3\text{Ir}_2\text{O}_7 \) |
|---|---|
| DFT+\( U_{\text{eff}}+\text{SOC} \) | 20 | 70 |
| \( GW+\text{SOC} \) | 10 | 30 |
| DMFT [53] | 250 | 200 |
| Expt. [33] | 250 | 200 |
FIG. 3. Electronic band structures and density of states (DOS) obtained from (a)-(f) DFT+Ueff+SOC and (g)-(l) GW+SOC calculations for three iridates (upper panel for Sr$_2$IrO$_4$, middle panel for Sr$_3$Ir$_2$O$_7$ and bottom panel for SrIrO$_3$). The Fermi energy has been aligned to zero. Due to the large crystal field, the high-energy Ir-$e_g$ states are not shown.

QP difference $\Gamma - X$ is reduced to 40 meV. The relative energy difference between $X$ and $\Gamma$ points is compiled in Table III. This clearly implies that the correlations included in the GW self-energies are not adequate enough to reproduce accurately the local band topology, likely due to the neglect of dynamical correlation effects. Indeed, it has been shown that DMFT is capable to cure this problem and delivers better relative energies at $\Gamma$ and $X$ [53] (see Table III).

The band structure of SrIrO$_3$ is metallic and clearly different from the other two cases. The most important characteristic is the Dirac node at the $U$ point, which is protected by the lattice symmetry as discussed in previous publications [106, 107]. The (multiple) Dirac cone is the only crossing between the conduction and valence band in the entire Brillouin zone, and is associated with a pseudogap with a small DOS at the Fermi energy [see Fig. 3(f) and 3(l)], consistent with the experimentally measured small charge carrier density [108], proving the semimetallic character of SrIrO$_3$. A second drawback of the employed level of theory is the reduced degree of electronic correlation. In fact, GW gives a renormalization factor $Z$ for the $J_{\text{eff}} = 1/2$ bands close to the Fermi level of 0.61, yielding a mass enhancement of 1.64, far lower than the experimental one, $\approx 6$ [2]. This is also reflected by the absence of the characteristic QP peak close to the Fermi level detected by ARPES [104] and confirmed by DMFT [53]. This clearly indicates that the type and degree of correlations included in the GW self-energy diagrams are insufficient to describe the correlated metallic state of SrIrO$_3$ and going beyond the GW approximation is needed. These limitations influence the quality of the BSE spectrum of SrIrO$_3$, as discussed in the next section.

B. Optical spectra

I. BSE

With the QP energies and RPA screened interactions $W$ derived from the GW calculations presented in the previous section, we computed the optical conductivity $\sigma(\omega)$ through the solution of the BSE. The results are graphically summarized in Fig. 4, which shows a comparison between experimental and calculated (BSE & RPA) spectra [Fig. 4(a)-4(c)]. We found that all compounds are characterized by a double-peak structure ($\alpha$ and $\beta$), consistent with experiments [34, 36, 40], but the agreement with the measured data depends on the level of theory and is also materials dependent. Even though both, BSE and RPA, predict two dominant peaks, a good quantitative agreement with experiments is only obtained at the BSE level for Sr$_2$IrO$_3$ and Sr$_3$Ir$_2$O$_7$, for which the calculated and measured $\alpha$ and $\beta$ transitions are centered almost at the same
FIG. 4. The experimental and calculated optical conductivity spectra $\sigma(\omega)$ of (a) Sr$_2$IrO$_4$, (b) Sr$_2$Ir$_2$O$_7$ and (c) SrIrO$_3$. The experimental data at 10 K are adapted from Ref. [34] for Sr$_2$IrO$_4$ single crystals, Ref. [36] for Sr$_2$Ir$_2$O$_7$ single crystals and Ref. [40] for SrIrO$_3$ polycrystalline samples. Note that the sharp peaks below 0.1 eV in the experimental spectra arise from optical phonon modes. The DMFT simulated spectra are taken from Ref. [53]. The gray vertical lines represent the oscillator strength (divided by $10^4$ here) whose contributions to $\alpha$ and $\beta$ peaks are highlighted in red and blue colors, respectively. (d)-(f) GW band structure. (g)-(i) GW total density of states. The red and blue arrows in (d)-(f) represent the dominant interband transitions for the $\alpha$ and $\beta$ peaks, respectively. The width of the arrows denotes the normalized amplitude of BSE eigenvectors $|X_{\alpha(k)}^\Lambda|$. Arrows in (g)-(i) show the involved optical transitions schematically.

Excitation energies. The dramatic redshift of the $\alpha$ and $\beta$ peaks at the BSE level as compared to RPA indicates strong excitonic effects, but no bound exciton is discerned in our BSE calculations. Also SrIrO$_3$ was found to exhibit a double-peak structure, qualitatively consistent with the most recent experimental findings [40]. However, the agreement between theory and experiment is much less satisfactory compared with the $n=1$ and $n=2$ cases. In fact, the calculated $\alpha$ and $\beta$ peaks are centered at higher energies than the experimental ones [40], and the Drude peak is broader and more intense. We note that available data based on DMFT calculations, which include dynamical correlations not incorporated in the GW framework, provide only a marginally improved description [see Fig. 4(c) and also Fig. 8 in the Appendix]. In particular, DMFT reproduces relatively well the $\beta$ peak, but the $\alpha$ peak is not detected.

To identify the character of the optical transitions, we have calculated the BSE oscillator strengths $S_{\alpha}$ associated with the optical transitions [see Eq. (5)], shown as histograms in Fig. 4(a)-4(c) (red and blue colors are used to distinguish the contribution to the $\alpha$ and $\beta$ peaks, respectively). The oscillator strengths are associated with the dominant $k$-point dependent interband transitions represented by arrows in the band structure plots of Fig. 4(d)-4(f). The width of the arrows is proportional to the corresponding amplitude of BSE eigenvectors. This analysis clearly shows that the $\alpha$ peak arises from transition from the $J_{\text{eff}}=1/2$ LHB to the $J_{\text{eff}}=1/2$ UHB, whereas the $\beta$ peak comes from $J_{\text{eff}}=3/2$ to $J_{\text{eff}}=1/2$ UHB excitations. This is also schematically shown in the DOS given in Fig. 4(g)-4(i). A closer look to the interband transitions shows that the $\alpha$-type excitations are particularly strong for Sr$_2$IrO$_4$ and, to a lesser extent, Sr$_2$Ir$_2$O$_7$ along the $X-M$ direction, owing to the fact that the $J_{\text{eff}}=1/2$ LHB and UHB are rather flat (small band width) and parallel. This peculiar band topology leads to a significant enhancement of the joint DOS (not shown) and favors intense transitions localized in a relatively small energy windows. Indeed in Sr$_2$IrO$_4$, the $\alpha$ peak is narrower than the $\beta$ peak. Moving to Sr$_2$Ir$_2$O$_7$, the LHB and UHB split and are less parallel than those in Sr$_2$IrO$_4$. As a result, the $\alpha$
peak is less intense and broader. The $J_{\text{eff}}=1/2$ band topology is strongly perturbed in SrIrO$_3$ due to the substantial hybridization between Ir-5$d$ and O-2$p$ orbitals originating from the underlying three-dimensional crystal structure with distorted orthorhombic symmetry. Ultimately, this leads to an admixing of the $J_{\text{eff}}=3/2$ states with the lower $J_{\text{eff}}=1/2$ band. As a result, the characteristic $\alpha$ and $\beta$ peaks are much broader. However, the agreement with experiment is not satisfactory. The reasons are twofold: First, DFT and GW do not properly account for the strong bandwidth renormalization observed experimentally [104] which drastically changes the band topology near the Fermi level and thus affects the optical excitations. Moreover, the experimental temperature evolution in the optical spectra of Sr$_2$IrO$_4$ showed a large electron-phonon interaction [48], which is completely neglected in our calculations. Second, it appears that there are experimental complications (difficulties in synthesizing stoichiometric crystals, degradation in ambient conditions, sensitivity to lithographic processing, presence of oxygen vacancies) that make it difficult to perform systematic and reproducible measurements of transport properties [109–111]. This clearly hinders a direct comparison with theory. In fact, depending on the specific type of sample (polycrystalline [40] or SrIrO$_3$ films grown on MgO [2] or SrTiO$_3$ [47]) different optical conductivity spectra have been reported in literatures which differ even in fundamental aspects such as the presence or absence of the $\alpha$ peak.

As a final note on the evolution of the electron and optical properties as a function of dimensionality, we found that by going from $n = 1$ to $n = \infty$, the $\alpha$ and $\beta$ peaks are progressively shifted towards lower energies, in agreement with observations. This trend is correlated with the progressive decrease of the effective interaction $U_{\text{eff}}$ and with the gradual closing of the gap, as summarized in Fig. 5 and in line with experimental observations [2].

![Fig. 5. Positions of $\alpha$ and $\beta$ peaks extracted from the BSE spectra (Lorentz oscillator model analysis), and calculated band gaps ($G_0W_0$) and $U_{\text{eff}}$ (cRPA) for the three iridates under scrutiny.](image)

| $e_{\infty}$ | Sr$_2$IrO$_4$ | Sr$_3$Ir$_2$O$_7$ | SrIrO$_3$ |
|-------------|--------------|------------------|-----------|
| $\lambda$   | 10.989       | 14.706           | 55.556    |

2. Model BSE

The GW+BSE approach used in the above section to compute the optical spectra is a reliable and predictive scheme that generally delivers high-quality results provided that the input band structure and screening properties are well described. However, the calculations are computationally very demanding owing to the slow-convergence of the BSE spectrum with respect to the density of $k$ points. This makes the GW+BSE calculations on large systems prohibitive. To overcome this issue, a less expensive but robust mBSE approach was proposed [98–100], which is based on two (generally valid) approximations:

(i) The RPA static screening $W$ is replaced by a simple analytical model, given in Eq. (8). The parameters are determined through a fitting of the RPA static screening computed for a standard $k$-point grid. The parameters obtained for the RP iridates are collected in Table IV. To demonstrate the quality of the fitting we provide in Fig. 6 the comparison between the RPA and model inverse of the dielectric function $\epsilon^{-1}$ as a function of $\Gamma$ using the standard 6x6x1 ($n=1$ and $n=2$) and 6x6x4 ($n=\infty$) $k$-point grids. In passing, we note here that using a hybrid PBE0 approach would be equivalent to adopting a constant inverse of the dielectric function ($\epsilon^{-1}=0.25$), resulting in a much worse description of the screening.

(ii) The GW+SOC QP energies are replaced by the corresponding DFT+$U_{\text{eff}}$+SOC one-electron energies. For the RP iridates family this is a valid approximation, as shown by the comparison between the GW and DFT+$U_{\text{eff}}$ band structure given in Fig. 3.

Fig. 7 shows the optical conductivity spectra predicted by mBSE (both the $k$-averaged and the $\Gamma$-centered one) as compared to BSE. For the full BSE calculations (also those shown in the previous section) we have adopted the shifted $k$-mesh that best reproduced the averaged mBSE spectra. It is important to remark that using a $\Gamma$-center grid leads to the appearance of a slight spurious peak for the $n=1$ and $n=2$ systems located at around 1 eV, that is not seen in experiments. The $k$-averaging washes out this peak and improves the agreement with the experimental and BSE results. In general, the agreement between BSE and the $k$-averaged mBSE spectra is not particularly good. Even though the two-peak structure is correctly reproduced, the $\beta$ peak is systematically redshifted within the mBSE approach. This is primarily due to the upward shift of valence bands predicted by DFT+$U_{\text{eff}}$+SOC calculations, in particular the $J_{\text{eff}}=3/2$ states, and to a lesser ex-

TABLE IV. The calculated static ion-clamped dielectric function $e_{\infty}$ and the screening length parameter $\lambda (\AA^{-1})$ used in mBSE [Eq. (8)] for three iridates.
FIG. 6. The computed inverse of the dielectric function $\varepsilon^{-1}$ with respect to $|\mathbf{q}+\mathbf{G}|$ for three iridates. The red curve is obtained by fitting based on Eq. (8).

FIG. 7. The mBSE calculated spectra ($k$-averaged and $\Gamma$-centered) as compared to the spectra from BSE (MP shifted $k$-mesh).

tent, due to the increased modeled dielectric function $\varepsilon$ in the long-wave range compared to the RPA (see Fig. 6). Both facts reduce the separation between valence and conduction bands, resulting in a decrease of the excitation energies (redshift).

Summing up, mBSE is not capable to fully reproduce the outcome of a full BSE calculation, at least in the present case, but represents a viable compromise for extracting the main optical characteristics for large systems (e.g., the two-peak structure).

IV. CONCLUSION

In conclusion, we have studied the electronic and optical properties of the RP iridates of $\text{Sr}_n\text{Ir}_n\text{O}_{3n+1}$ ($n=1, 2$ and $\infty$) by ab initio GW+BSE calculations including SOC. The computed optical conductivity spectra reproduce well the experimentally observed double-peak structure and describe well the progressive redshift of the main optical peaks as a function of dimensionality. Though no bound exciton state is observed, the computed spectra demonstrate strong excitonic effects. In addition, we calculated the Coulomb repulsions $U$ and exchange interactions $J$ via cRPA, showing that the correlation is reduced as $n$ increases, consistent with the gradual redshift of the $\alpha$ and $\beta$ peaks in the optical spectra. The comparative study between DFT+$U_{\text{eff}}$+SOC ($U_{\text{eff}}$ from cRPA) and GW+SOC shows that both methods yield similar band structures (except that GW pushes down the O-2p states by about 0.5 eV) and band gaps for $\text{Sr}_2\text{IrO}_4$ and $\text{Sr}_3\text{Ir}_2\text{O}_7$ in excellent agreement with measurements. However, as expected both methods fail to describe the correlated metallic state of $\text{SrIrO}_3$, incorrectly predicting a pseudogap at the Fermi level, and GW finds a mass enhancement of only 1.64, largely underestimated compared to experimental estimations. This deficiency clearly influences the overall quality of the optical conductivity spectra of $\text{SrIrO}_3$ and implies that going beyond the GW approximation is required in order to achieve a satisfactory account of the correlated metallic state. Finally, we have assessed the performance of a model BSE approach which uses as input a model dielectric function and DFT+$U$ one-particle energies. The advantage of this scheme is the low computational cost. It hence allows for an inspection of the convergence of the spectra with respect to the $k$-point sampling, in particular for large systems where GW+BSE calculations are prohibitive. We found that mBSE qualitatively captures the characteristic two-peak structure but the overall spectra deviates substantially from those obtained from the full GW+BSE procedure.
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Appendix: Structural, magnetic data and BSE/DMFT vs. experiments.

In this appendix, we provide detailed information of the structural data (experimental lattice constants and Wyckoff positions of relaxed and experimental crystal structures) in Table V, the magnetic data (DFT+U$_{eff}$+SOC and GW+SOC predicted ordered magnetic moments of Ir atoms including the orbital and spin contributions for Sr$_2$IrO$_4$ and Sr$_3$Ir$_2$O$_7$ along with the experimental data) in Table VI and comparison between BSE, DMFT, and available low-temperature experimental optical conductively spectra of SrIrO$_3$ in Fig. 8.

FIG. 8. Same as Fig. 4(c), but also showing the experimental spectra for SrIrO$_3$ film grown on SrTiO$_3$ substrate at 20 K adapted from Kim et al. [47].
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TABLE V. Experimental lattice constants and Wyckoff positions of relaxed and experimental crystal structures for three RP iridates.

| Lattice constant (Å) | Relaxed | Experiments [78] |
|----------------------|---------|-----------------|
|                      | a=5.4846 | b=5.4846 | c=25.804 |
| Sr$_2$IrO$_4$ [I4$_1$/acd (142)] | | |
| Atom | Wyckoff | a | b | c | a | b | c |
| Ir | 8a | 0.00000 | 0.25000 | 0.37500 | 0.00000 | 0.25000 | 0.37500 |
| Sr | 16d | 0.00000 | 0.25000 | 0.54976 | 0.00000 | 0.25000 | 0.55053 |
| O1 | 16d | 0.00000 | 0.25000 | 0.45526 | 0.00000 | 0.25000 | 0.45473 |
| O2 | 16f | 0.19127 | 0.44127 | 0.12500 | 0.19910 | 0.44910 | 0.12500 |
| Sr$_3$Ir$_2$O$_7$ [Ccce (68)] | | | |
| Atom | Wyckoff | a | b | c | a | b | c |
| Ir | 8f | 0.00000 | 0.00000 | 0.09790 | 0.00000 | 0.00000 | 0.09743 |
| Sr1 | 4b | 0.00000 | 0.50000 | 0.00000 | 0.00000 | 0.50000 | 0.00000 |
| Sr2 | 8f | 0.00000 | 0.50000 | 0.18824 | 0.00000 | 0.50000 | 0.18720 |
| O1 | 4a | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| O2 | 8f | 0.00000 | 0.00000 | 0.19530 | 0.00000 | 0.00000 | 0.19590 |
| O3 | 16i | 0.31034 | 0.18965 | 0.09668 | 0.30215 | 0.19785 | 0.09600 |
| SrIrO$_3$ [Pbnm (62)] | | | |
| Atom | Wyckoff | a | b | c | a | b | c |
| Ir | 4b | 0.00000 | 0.50000 | 0.00000 | 0.00000 | 0.50000 | 0.00000 |
| Sr | 4c | 0.50832 | 0.54140 | 0.25000 | 0.49010 | 0.50850 | 0.25000 |
| O1 | 4c | 0.07998 | 0.48449 | 0.25000 | 0.07300 | 0.50600 | 0.25000 |
| O2 | 8d | 0.70665 | 0.29265 | 0.04117 | 0.71400 | 0.29200 | 0.04400 |

TABLE VI. Predicted ordered magnetic moments (in $\mu_B$) of Ir atoms including the orbital and spin contributions for Sr$_2$IrO$_4$ and Sr$_3$Ir$_2$O$_7$ by DFT+$U_{dd}$+SOC and GW+SOC calculations. The experimental results are also given for comparison.

| Ir-site | Positions | Orbital | Spin | Total | Total (Expt. [24]) |
|---------|-----------|---------|------|-------|-------------------|
| Sr$_2$IrO$_4$ DFT+$U_{dd}$+SOC ($U_{dd}$=1.6 eV) | | | | | |
| 1 | (0.0, 0.0, 0.0) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 2 | (0.5, 0.5, 0.0) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 3 | (0.5, 0.5, 0.25) | (0.25, 0.5, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 4 | (0.0, 0.0, 0.50) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 5 | (0.5, 0.5, 0.50) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 6 | (0.5, 0.5, 0.75) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| 7 | (0.0, 0.0, 0.75) | (0.05, 0.26, 0) | (0.03, 0.12, 0) | (0.08, 0.38, 0) | (0.049, 0.202, 0) |
| Sr$_3$Ir$_2$O$_7$ GW+SOC | | | | | |
| 1 | (0.0, 0.0, 0.0979) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.11) |
| 2 | (0.5, 0.5, 0.0979) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.11) |
| 3 | (0.0, 0.0, 0.4021) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
| 4 | (0.5, 0.0, 0.4021) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
| 5 | (0.0, 0.5, 0.5979) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
| 6 | (0.5, 0.0, 0.5979) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
| 7 | (0.0, 0.0, 0.9021) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
| 8 | (0.5, 0.0, 0.9021) | (0.0, 0.29) | (0.0, 0.23) | (0.0, 0.52) | (0.0, 0.1) |
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