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Abstract

Persistent homology is a leading tool in topological data analysis (TDA). Many problems in TDA can be solved via homological – and indeed, linear – algebra. However, matrices in this domain are typically large, with rows and columns numbered in billions. Low-rank approximation of such arrays typically destroys essential information; thus, new mathematical and computational paradigms are needed for very large, sparse matrices.

We present the U-match matrix factorization scheme to address this challenge. U-match has two desirable features. First, it admits a compressed storage format that reduces the number of nonzero entries held in computer memory by one or more orders of magnitude over other common factorizations. Second, it permits direct solution of diverse problems in linear and homological algebra, without decompressing matrices stored in memory. These problems include look-up and retrieval of rows and columns; evaluation of birth/death times, and extraction of generators in persistent (co)homology; and, calculation of bases for boundary and cycle subspaces of filtered chain complexes. Such bases are key to unlocking a range of other topological techniques for use in TDA, and U-match factorization is designed to make such calculations broadly accessible to practitioners.

As an application, we show that individual cycle representatives in persistent homology can be retrieved at time and memory costs orders of magnitude below current state of the art, via global duality. Moreover, the algebraic machinery needed to achieve this computation already exists in many modern solvers.

Key words persistent homology, topological data analysis, matrix reduction, algorithm engineering

1 Introduction

Persistent homology provides topological summaries of data across a hierarchy of scales. To obtain such a summary, one typically executes a series of refinements: first, data
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is transformed from a raw format into a filtered chain complex; second, the complex is transformed into a sequence of vector spaces and linear maps called a persistence module; third and finally, the module is transformed into a multiset of intervals called a barcode.

Barcodes find diverse applications in data science, but information is lost at each stage of refinement. For example, to associate an individual interval with a specific topological feature, one must generally have knowledge of the persistence module. To implement an algorithm that determines the range of filtration parameters where an arbitrary cycle, $\zeta$, represents a nontrivial homology class $[\zeta]$, one must generally know something about the underlying filtered complex.

These examples underscore the point that lower-level objects – persistence modules and filtered chain complexes – are essential to developing full-fledged models of scientific data. However, two challenges limit our ability to work with such objects effectively:

1. **Obtaining** linear bases. Linear algebra can solve a variety of important problems in homological persistence (c.f. §9.3), however few high-performance persistent homology libraries return bases for a persistence module. Fewer still give access to bases for filtered chain complexes, and none, to our knowledge, gives convenient access to bases for subspaces of (relative) (co)cycles and (co)boundaries. Without such data, computer algebra has no basis on which to operate.

2. **Storing and using** linear bases to solve problems. Chain complexes used in TDA have cycle and boundary spaces of very high dimension – often in the billions or hundreds of billions. It is impractical to store a column basis for such a space in the form of a sparse CSC or triplet matrix. Thus, new data structures are needed.

We address these challenges by a lazy\(^1\) strategy that combines two fundamental ingredients in modern persistent homology computation, **algebraic symmetry**, expressed by a notion of global duality (Theorem 1), and **computational asymmetry**, specifically a large disparity in computation time for persistent homology versus cohomology. The strategy uses a matrix decomposition scheme which we call U-match to simplify much of the machinery involved.

Before we begin, we will briefly unpack some of the essential ideas; the reader may wish to refer to [17] for further background detail.

### 1.1 Persistence reviewed

In order to apply persistent homology, data is encoded as a chain complex along with a filtration that describes its hierarchical structure,

$$FC: \quad 0 = F_0C \subseteq \cdots \subseteq F_NC = C.$$  

Passing to homology with coefficients in a fixed field $\mathbb{K}$, we obtain a sequence of vector spaces and linear maps induced by the inclusions

$$\mathcal{P}_*(FC): \quad H_*(F_0C) \to \cdots \to H_*(F_NC)$$

This sequence is called the **(graded) homological persistence module** for $FC$, or simply **graded PH module** for short.

\(^1\)A lazy method relies on efficient just-in-time computations to avoid storage of excessively large data, such as boundary matrices for chain complexes.
It is standard to view the graded PH module as a quiver representation of the directed graph $0 \to \cdots \to N$. A celebrated theorem of Gabriel [25] states that every such representation decomposes as a direct sum of indecomposable pure-graded sub-representations. Concretely, this means that for each homological grading $n$

$$\mathcal{P}_n(FC) = \bigoplus_{V \in \mathcal{V}} V$$

for some family of submodules $\mathcal{V}$, where each $V = (V^0 \to \cdots \to V^N) \in \mathcal{V}$ is isomorphic to an interval representation of the form

$$0 \to \cdots \to 0 \to \mathbb{K} \xrightarrow{\alpha} \cdots \xrightarrow{\alpha} \mathbb{K} \to 0 \to \cdots \to 0.$$

The support of a nonzero interval representation $V$ is $\text{supp}(V) = \{ i : V^i \neq 0 \}$, commonly written as a half-open interval $[a,b)$, where $a = \min \text{supp}(V)$ is the index such that $V^a \neq 0$ and $V^{a-1} = 0$; and $b = 1 + \max \text{supp}(V)$ is the index such that $V^b = 0$ and $V^{b-1} \neq 0$.

Three related objects derived from this decomposition are paramount to the present work. The first is the barcode of Equation (1), the indexed family of half-open intervals $(\text{supp}(V))_{V \in \mathcal{V}}$. It can be shown that all interval decompositions of a given persistence module yield the same barcode in each grading, up to re-indexing. Thus $\mathcal{P}_*(FC)$ uniquely determines a multiset of half-open intervals, called the barcode of $\mathcal{P}_*(FC)$, and in each dimension $n$ we have a dimension-$n$ homological barcode of $FC$. Barcodes are among the leading shape descriptors used in TDA. They are complete invariants of the associated sequence of homology maps, meaning that they determine the sequence up to isomorphism. They are efficient to store in memory, represent visually, and there are a variety of methods for vectorizing them for statistical or machine learning applications.

The second, containing finer information, is a persistent homology (PH) cycle basis. This is a subset $T \subseteq Z \subseteq C$ of the cycle space $Z$ containing one pure-graded cycle representative for each interval in the barcode. It can be regarded as a solution to the inverse problem of mapping bars back to features of the space itself; it is strictly more informative than the barcode, but (unlike the barcode) it is not uniquely defined.

The third and final object, a superset of the PH cycle basis $T \subseteq T'$, is a linear basis for $Z$ that contains pure-graded bases for both the cycles and the boundaries of each space in the filtration. So far as we are aware no name has been assigned to such a basis, and we will refer to it as a saecular basis, c.f. [27]. This is the most informative of the three and can be used to solve a wide range of problems, but like the PH cycle basis, it is not unique.

While standard persistent homology occupies a central role in much of TDA literature, there are several natural variants that provide utility in understanding data. These variants are obtained by replacing $H_*(C)$ with relative homology $H_*(C, F_pC)$, cohomology $H^*(C)$, or relative cohomology $H^*(C, F_pC)$, and deriving analogous sequences of vector spaces and maps. The barcode of any one of these sequences uniquely determines the others, a fact known as global duality for barcodes [17]. Of particular interest will be the persistent relative cohomology (PrcH) cocycle basis, obtained from the interval decomposition of the relative cohomological persistence module for $H^n(C, F_pC)$.

\footnote{By definition, an element $v$ of a graded vector space $V = \bigoplus_p V^p$ is pure-graded if $v \in V^p$ for some $p$.}
1.2 Algebraic symmetry (global duality)

Algebraic symmetry, the first of our two ingredients, refers to the notion of global duality introduced in [17]. We give a brief description here, and the reader is referred to [17] for further details.

Before we begin, we need to set some notation. To avoid an explosion of subscripts in the paper, we use square braces to index individual elements in a matrix \(D\) or vector \(v\), e.g. \(D[i, j]\) or \(v[i]\), and denote by \(\text{Row}_i(D)\) and \(\text{Col}_i(D)\) the \(i\)th row or column of a matrix \(D\), respectively.

Let \(FC\) be a filtered chain complex, and make the simplifying assumption that each filtration level differs from the last by the introduction of a single new basis vector; that is, \(F_p C\) is generated by linearly independent chains \(\{\sigma_1, \ldots, \sigma_p\}\). In this basis, the total boundary matrix \(D \in \mathbb{K}^{N \times N}\) for \(FC\) is given by the equation

\[
\partial \sigma_p = \sum_{q < p} D[q, p] \sigma_q.
\]

We say that \(D\) is \((-1)\)-graded, in the sense that \(\dim(\sigma_i) = \dim(\sigma_j) - 1\) whenever \(D[i, j] \neq 0\).

There is an important relationship between the PH and PrcH cycle bases for \(FC\) and \(D\), given by the following theorem. The part of Theorem 1 that applies to PH was proved in [14]; the dual component for PrcH was introduced in [17]. A matrix with exactly one non-zero entry in each row and each column is a (generalized) matching matrix.

**Theorem 1** (Global duality for generators, [14, 17]). Suppose that \(E\) is a 0-graded invertible upper triangular matrix and \(M = E^{-1}D\) is a matching matrix. Then,

1. The columns of \(E\) contain a pure-graded PH cycle basis (for homology in each dimension)
2. The rows of \(E^{-1}\) contain a pure-graded PrcH cocycle basis (for relative cohomology in each dimension).

In greater detail, for each pair \((i, j)\) with \(M[i, j] \neq 0\) and each \(k\) so that \(\text{Row}_k(M) = 0\) and \(\text{Col}_k(M) = 0\), let

\[
\tau_{ij} = \text{Col}_i(DE) \\
\omega_k = \text{Col}_k(E) \\
\tau^{ij} = \text{Row}_j(E^{-1}D) \\
\omega^k = \text{Row}_k(E^{-1})
\]

Then,

1. Each \(\tau_{ij}\) represents a pure-graded homology class that “lives” at each \(t \in [i, j]\) in persistent homology; each \(\omega_k\) represents a pure-graded homology class that lives at each \(t \in [k, \infty)\). The set of all \(n\)-cycles \(\tau_{ij}\) together with all \(n\)-cycles \(\omega_k\) forms a PH cycle basis.
2. Each \(\tau^{ij}\) represents a pure-graded relative cohomology class that “lives” at each \(t \in (i, j]\) in persistent relative cohomology; each \(\omega^k\) represents a pure-graded relative cohomology class that lives at each \(t \in (-\infty, k]\). The set of all relative \(n\)-cocycles \(\tau^{ij}\) together with all relative \(n\)-cocycles \(\omega^k\) forms a PrcH cocycle basis.

To the best of our knowledge, there exists no technical term for the matrix \(E\) described in Theorem [1]. For concreteness we give it a name: a (filtered, pure-graded) Jordan basis for the total differential boundary matrix \(D\) is an invertible upper-triangular 0-graded matrix \(E\) such that \(E^{-1}DE\) is a matching matrix.

\[3\] A matching matrix is a generalized matching matrix with entries in \(\{0, 1\}\). We deal only with generalized matching matrices in this text and will, by abuse of terminology, drop the qualifier “generalized.”.
Remark 1. The columns of $E$ and rows of $E^{-1}$ are useful for much more than computing PH and PrcH basis:

1. One can extract bases for related constructions called persistent relative homology and persistent cohomology.
2. One can compute pure-graded bases for the space of (co)cycles and (co)boundaries of $F_pC$ for each $p$.
3. Given an $n$-dimensional boundary $b$, one can efficiently calculate the smallest $p$ such that $b \in F_pB$, the space of boundaries. More importantly, one can compute an explicit bounding chain $c \in F_pC$.

1.3 Computational asymmetry

There are important scenarios in computation where the practitioner may achieve a predetermined goal in one of two ways: either by applying an algorithm to a matrix $D$, or by applying the same algorithm to the anti-transposed matrix $D^\perp$. For example, to compute the rank of $D$, one could apply Gaussian-Jordan column reduction either to $D$ or to $D^\perp$; both methods yield the rank of the matrix. However, there are cases where one route consumes significantly more time and memory than the other. We refer to this phenomenon as computational asymmetry.

Computational asymmetry is endemic to one of the most important algorithms in topological analysis, the so-called standard algorithm for persistent homology. This algorithm is a constrained form of Gaussian-Jordan elimination, and it yields a triplet of matrices $(R, D, V)$ such that $R = DV$ where

1. $V$ is invertible and upper triangular, and
2. $R$ is “reduced” in the sense that every nonzero column has its lowest nonzero entry in a distinct row. Formally, let $\text{low}_R(c) := \max\{r : \text{Col}_i(R)[r] \neq 0\}$ denote the greatest row index $r$ such that column $c$ has a nonzero entry in row $r$. Then $\text{low}_R(c) \neq \text{low}_R(\tilde{c})$ for any two distinct nonzero columns $c \neq \tilde{c}$.

This type of decomposition is typically called “$R = DV$”, however to avoid conflicts in notation we will refer to the triple $(R, D, V)$ as a right-reduction.

Right-reduction enables the computation of pure-graded PH cycle bases and PrcH cocycle bases via the following result of [14, 17]. For convenience, given a right-reduction $Y$, write $\mathcal{E}_Y$ for the invertible upper triangular matrix such that

$$\text{COL}_j(\mathcal{E}_Y) = \begin{cases} \text{COL}_i(R) & j = \text{low}_R(i) \text{ for some } i \\ \text{COL}_j(V) & \text{else} \end{cases}$$

**Theorem 2** (Dual generators and right-reduction). Suppose that

$$\underbrace{R = DV}_{\mathcal{Y}} \quad \underbrace{R = D^\perp V}_{\mathcal{Y}^\perp}$$

are right-reductions. Then $\mathcal{E}_Y$ and $(\mathcal{E}_Y^\perp)^{-1}$ are (filtered, graded) Jordan bases of $D$. In particular, Theorem 1 applies to both $\mathcal{E}_Y$ and $(\mathcal{E}_Y^\perp)^{-1}$.

---

4 The antitranspose of $D$ is obtained by transposing, then reversing the order of rows and columns. Thus, for example, the first row of $D^\perp$ corresponds to the last column of $D$. 
In light of Theorem 2, the practitioner may choose to compute persistent homology in one of two ways: either apply the standard algorithm to $D$, or apply it to $D^\perp$. However, the former consistently consumes orders of magnitude more time and memory than the latter, in many real world applications. This is the sense in which calculating persistent homology via the standard algorithm is computationally asymmetric.

It is important to note that barcodes for filtered complexes can be extracted from either $R$ or $\mathfrak{R}$ with very little effort; in fact, for this computation one only needs to know one of two partially defined functions: low$_R$ or low$_{\mathfrak{R}}$. Either of these can be found by visual inspection of the sparsity pattern of $R$ or $\mathfrak{R}$. In practice, many barcode solvers also “throw away” the columns of $V$ or $\mathfrak{V}$ that correspond to zero columns of $R$, since these lie effectively outside the domain of the low function. Discarding these columns from $V$ as soon as they are computed can save a tremendous amount of computer memory, c.f. §11.

As compared to the problem of computing a barcode, the problem of computing Jordan bases is highly sensitive to the choice of $R = DV$ versus $\mathfrak{R} = D^\perp \mathfrak{V}$ decomposition. On the one hand, extracting a Jordan basis $\mathcal{E}_Y$ from $Y$ is primarily a matter of reading-off some columns of $R$ and $V$. On the other hand, extracting a Jordan basis $(\mathcal{E}_{\mathfrak{V}})^{-1}$ from $\mathfrak{V}$ involves the much more intensive process of inverting the anti-transpose of a large matrix.

Thus the practitioner faces not one, but two significant asymmetries: (i) it is easier to compute $\mathfrak{V}$ than $Y$, and (ii) it is easier to extract a Jordan basis from $Y$ than from $\mathfrak{V}$. The latter poses no obstacle for barcodes, but interlocks with the former to make Jordan bases very challenging to compute, in general.

This disparity has been reflected both in algorithm development and in software implementation over the past decade. While efficient barcode computation has surged ahead in both arenas (see §11), few software packages to this day even offer the option to return a PH cycle basis.

This dearth of basis solvers cannot be attributed entirely to the difficulty of computing a basis, however. An equally important question concerns what, precisely, the user might be able to do with such a basis, if they had one. Barcodes require little memory to store, and are easy to analyze on essentially any computer platform. Bases become interesting only when paired with a computer system that can perform sparse algebraic operations (matrix multiplication, manipulation of sparse vectors, etc.). Most of the established systems for sparse linear algebra over non-floating point fields today are ill-suited to this task, due partly to a conflict of data structures; standard software libraries generally use CSR, CSM, and triplet format, while high-performance persistence solvers rely on specialized “lazy” structures, as we will discuss in later sections.

The initiative to bring algebraic topology to data science is largely an initiative to bring linear homological algebra to data science. Moreover, essentially all branches of computer linear algebra are about bases: how to compute them, how to work with them, etc. To bring topological data analysis to fruition, therefore, the scientific community must both overcome the computational asymmetry described above, and develop new algorithms for sparse linear algebra to take advantage of modern, lazy data structures.

---

5In particular, this asymmetry arises in applications of the standard algorithm to filtered clique complexes [17, 56, 5]; the asymmetry is less pronounced for other topological models, e.g. cubical complexes [5]. These results are corroborated by experiments in the present work, c.f. §11.
1.4 Lazy global duality

Lazy methods have become key to modern methods of working with persistent Jordan bases, since $E$ has a tremendous number of nonzero entries, in general. The archetypal example of a lazy method in this field is the computational technique introduced in [2], which does not store the rows of a reduced matrix in memory, but rather re-constructs them each time they are needed. At the cost of extra computation, such lazy methods circumvent some of the most challenging problems in computation for TDA, such as sparse matrices that are too large to store in memory.

At present, most lazy methods focus on column access to $(E^{-1})^\perp$. The present work draws motivation, in part, from the problem of developing lazy evaluation methods for both rows and columns of $E$ and $E^{-1}$.

2 Contributions

The primary contribution of this paper is a suite of lazy global duality methods for computational TDA. These methods grow from a novel, memory-efficient sparse matrix factorization scheme, called U-match decomposition. Once computed, a U-match decomposition of $D$ allows the user to retrieve persistent cycle and cocycle representatives in a lazy fashion, using only a small number of algebraic operations.

The U-match decomposition algorithm that we present here performs only one matrix reduction, and stores only one upper-triangular array in memory; by contrast, most state of the art primal-dual algorithms to compute PH generators currently use two reductions and save two upper-triangular arrays. In experiments, therefore, we find that U-match decomposition can approximately halve time and memory costs for generator computations, even after accounting for some dramatic performance improvements recently reported in [16]. Moreover, the upper triangular array used in this decomposition happens to be computed as a byproduct by most state of the art persistent cohomology solvers; thus, the approach is suitable for broad-scale implementation.

The U-match factorization scheme also permits lazy solution to a range of highly versatile problems in persistent homology, e.g. determining the filtration level at which two cycles become homologous. These problems demonstrate, concretely, that the U-match scheme permits efficient access to information about a filtered complex which cannot be recovered from PH generators alone.

The scheme has been implemented in the forthcoming software library ExHACT [30]. This implementation has several important properties. Like the algorithm deployed in Eirene [34], and another which was recently (independently) proposed in [12], our method performs only row reductions on the boundary matrices in each dimension. However, unlike [34] and [12], the new approach is “left-looking”6; this yields substantial advantages in terms of sparse matrix manipulation and storage.

The implementation incorporates a number of performance-enhancing techniques, some of which apply to U-match decomposition in general. These include compression methods that discard data associated to non-pivot rows and short-circuiting techniques

6Within the context of sparse matrix algorithms, the term left-looking refers roughly to processes that eliminate nonzero entries of a column $c$ only when $c$ is selected; by contrast, right-looking algorithms eliminate entries in $c$ whenever certain other columns appear in a sequence. Left-looking algorithms are more compatible with compressed sparse row and column data structures, and are therefore preferred in many applications.
that both save algebraic operations and sparsify output arrays. The implementation also deploys several methods specific to persistence computation, e.g. the so-called “twist” [13] or “clear-and-compress” technique [3, 65]. The implementation also dovetails with matrix compression schemes that have proved highly successful in reducing time and memory cost of computation [2].

Taken together, these methods represent an important step toward realizing the promise of homological algebra as a general analytic tool for large-scale data – especially in applications that focus on a small subset of features (e.g. the longest bar), and in topological models that demand a wider range of algebraic machinery (e.g. cellular sheaves).

3 Organization

The paper is organized as follows. In §4, we review existing literature on PH computation, and in §5 we recall some terminology and set notation. In §6, we introduce the U-match decomposition of a matrix and discuss its basic properties and applications. In §7, we describe a set of inner identities which play a fundamental role in simplifying the computation and application of U-match decomposition. In §8, we discuss lazy methods for U-match decomposition. In particular, we develop a simple, flexible, and efficient scheme to store a minimal collection of compressed sparse upper triangular matrices, and detail how to use them to efficiently recover entries of other matrices of interest in persistence computations. Each of the saved matrices has only as many rows and columns as pivot elements in the decomposition – potentially many fewer than $D$. In §9, we connect U-match decomposition directly back to persistent homology computation via global duality as characterized in Theorem 1, and discuss lazy methods for global duality. In §10, we give algorithms for computing U-match and discuss methods for optimization. Finally, in §11, we present the results of some numerical experiments with our implementation, and in §12 we summarize and discuss future directions.

Appendix A provides an expanded discussion of certain technical block matrix identities, and Appendix B briefly sketches an interesting connection with order theory. Appendix C details a performance-enhancing technique for sparsification and early stopping during U-match factorization generally, and Appendix D describes how this method can be applied to homology computations, in particular.

4 Related literature

Our approach bears close connection to several standard methods in sparse linear algebra, such as LU decomposition. However it differs in several important respects:

1. Order of rows and columns is centrally important to persistent homology computations, and must be preserved. Thus, much of the main-stream machinery for optimal pivot ordering (e.g. in LU decomposition) does not apply.

2. Exact numerical precision is required for homological rank calculations, so methods to control numerical error are unnecessary.

3. Unlike classical sparse matrix data structures such as CSC, CSR, triplet, etc., sparse boundary matrices often admit methods to generate both rows and columns efficiently. Moreover, it is often more natural to index these arrays by names of cells in
a cell complex than to index by integers. Our scheme is well suited to accommodate and leverage these unique properties.

The scheme also bears close connection to existing factorization methods in persistent homology, such as $R = DV$. We discuss this connection, and introduce a new, detailed treatment of several matrix identities which are practically significant but have not been fully expanded in the current literature.

We will focus primarily on sequential approaches to persistent homology computation. Other, non-sequential approaches include the chunk algorithm [3], spectral sequence procedures [16] [22], Morse-theoretic batch reduction [32] [33] [53] [6] [20] [34] [18] [50] [21], distributed algorithms [1] [53] [11], GPU acceleration [63] [38], streaming [41], and homotopy collapse [9] [20] [8]. There are closely related techniques in matrix factorization and zigzag persistence [50] [11] [10].

The first algorithm to compute persistent homology was introduced and subsequently refined/expanded in [23] [65] [14]. It is commonly known as the standard algorithm, and constitutes a central pillar of persistent homology computation today, both in theory and applications. It has become convention to express the output of the standard algorithm in terms of a so-called $R = DV$ decomposition described in the introduction. The underlying algebra concerning Smith normal form was expanded in [60]. A corresponding treatment for persistent (relative) cohomology was developed in [32] [17], applying the standard algorithm to the anti-transpose of the differential matrix. There are a wide range of implementations, including [2] [4] [5] [16] [19] [20] [24] [40] [43] [17] [51] [54] [55] [57] [62] [63] [64].

The cohomology algorithm is significantly faster for filtered clique complexes, empirically. This phenomenon has been widely replicated [17] [56], and substantial work has been devoted to understanding this asymmetry; see for example [64] [2].

The barcodes produced by persistent homology and persistent (relative) cohomology are the same [17]; a majority of existing state of the art solvers therefore employ variants of the cohomology algorithm. Existing applied and theoretical work seeks to leverage this asymmetry to accelerate computation of generators in homology. The Eirene library accomplishes this via a right-looking block reduction method which iteratively computes Schur complements and is therefore (in principle) agnostic to row versus column operations. The Ripser library accomplishes this by first identifying pivot elements via elementary row operations, thereby reducing the scope of column operations to pivot columns [16]; this offers impressive computational advantages, as non-pivot columns account for a disproportionate number of algebraic operations. Recently, a purely row-based algorithm to compute generators in PH, developed via categorical homotopy theory, has been proposed in [12]. These methods relate, in a loose conceptual sense, to several other acceleration techniques which leverage knowledge about order, sparsity, and linear dependence to reduce the number of algebraic operations needed to perform persistence computations [65] [3] [13] [12] [2] [34].

The lazy regime developed in this work draws from and overlaps with these existing techniques to a great extent. It naturally incorporates the clear/compress/twist optimization and the short-circuiting technique associated with certain Morse vector fields, as described in [10]. The decomposition procedures presented in Algorithms 1 and 2 are nearly identical, mathematically, to the cohomology algorithm, which applies the standard algorithm to the antitranspose of $D$; the primary functional difference lies only with the type of information that is stored versus discarded on each iteration. Moreover, the use of lazy data structures in these algorithms follows from the pioneering example of [2].
which was also a source of broader inspiration for this work. Finally, many of the concepts introduced in our discussion have immediate analogs for $R = DV$ decomposition, which were largely worked out in [17].

Nevertheless, our approach departs from existing techniques in the following particulars:

1. While the use of row operations to compute PH generators has been developed explicitly via the machinery of matroids [34] and homotopy [12], and implicitly via global duality [17], the synthesis of global duality with lazy techniques is novel, to the best of our knowledge.

2. Unlike the right-looking methods implemented in Eirene [34] and proposed in [12], the U-match decomposition procedures described in this work (Algorithms 1 and 2) look left. This has substantial significance for sparse matrix manipulation and storage.

3. U-match decomposition itself presents an elegant framework to study filtered chain complexes which extends strictly beyond homological persistence. A collection of illustrative examples appears in §9.

5 Notation and conventions

In this section, we define notation and conventions used throughout this work. Write $\mathbf{m}$ for the ordered sequence $(1, \ldots, m)$. Throughout the text, $\mathbb{K}$ denotes a field.

Given matrix $D \in \mathbb{K}^{m \times n}$ and sequences $\sigma = (s_1, \ldots, s_p)$, $\tau = (t_1, \ldots, t_q)$ with $p \leq m$, $q \leq n$, we write $D_{\sigma \tau}$ for the matrix such that $D_{\sigma \tau}[i, j] = D[s_i, t_j]$. That is,

$$D_{\sigma \tau} = \begin{bmatrix} D[s_1, t_1] & \cdots & D[s_1, t_q] \\ \vdots & \ddots & \vdots \\ D[s_p, t_1] & \cdots & D[s_p, t_q] \end{bmatrix}$$

In several cases, we wish to express that two matrices are equal up to a certain permutation of rows and columns. In such cases we use the symbol $\equiv$, together with row and column labels that indicate the permutation. Thus, for example, we may write

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}, \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} \equiv \begin{pmatrix} 1 & 2 \\ 2 & 1 \end{pmatrix}, \begin{pmatrix} a & b \\ b & a \end{pmatrix} \equiv \begin{pmatrix} c & d \\ d & c \end{pmatrix}.$$

If we omit labels on the rows or columns of a matrix $D \in \mathbb{K}^{m \times n}$, the implicit ordering is that of $\mathbf{m}$ and $\mathbf{n}$.

By a matching between $S$ and $T$ we mean a partial matching on the directed bipartite graph with vertex set $(S, T)$. In concrete terms, this means a subset $\emptyset \neq \mu \subseteq S \times T$ such that $(s, t) = (s', t')$ whenever $s = s'$ or $t = t'$ for some $(s, t), (s', t') \in \mu$.

6 U-match decomposition

A U-match decomposition of a matrix $D \in \mathbb{K}^{m \times n}$ is a tuple $(\mathcal{R}, M, D, \mathcal{C})$ such that

$$\mathcal{R} M = D \mathcal{C}$$

(2)
where $M$ is a matching matrix and $R$ and $C$ are each upper unitriangular. The choice of $R$ and $C$ as symbols is arbitrary, but it provides a useful mnemonic, since $R$ has an equal number of rows to $D$, and $C$ has an equal number of columns to $D$.

Throughout the discussion, we will identify $D$ with the linear map $\mathbb{K}^n \rightarrow \mathbb{K}^m$ given by left-multiplication with $D$. Under this convention, the equation that defines a U-match decomposition corresponds to a commutative diagram

$$
\begin{array}{c}
\mathbb{K}^n \\
\downarrow \psi \\
\mathbb{K}^n
\end{array}
\xrightarrow[M]{\quad}
\begin{array}{c}
\mathbb{K}^m \\
\downarrow \varphi \\
\mathbb{K}^m
\end{array}
$$

(3)

U-match decomposition is rich in mathematical structure, but one property above all will lead our discussion. This is the matching property, and it can be deduced directly from Equation (2). The matching property asserts that left-multiplication with $D$ does one of two things to each column $c$ of matrix $C$: (i) send $c$ to 0 – in this case we call $c$ unmatched – or (ii) or send $c$ to a nonzero scalar multiple of some column $b$ of $R$ – in this case $b$ and $c$ are matched. See Example 1 for illustration.

In fact, this example illustrates something more precise: not only does $D$ map columns of $C$ to columns of $R$, but $M$ completely determines the mapping. More precisely,

$$M[i, j] \neq 0 \implies D \cdot \text{Col}_j(C) = M[i, j] \cdot \text{Col}_i(R)$$

(4)

Thus matrix $M$ tells us which column of $C$ maps to which column of $R$ and with what scaling factor. Moreover, because $M$ is a matching matrix, we can infer that no two columns of $C$ map to the same column of $R$. Thus, left-multiplication by $D$ determines a bona-fide matching between columns of $C$ and (nonzero scalar multiples of) columns of $R$. Combining this with the fact that $R$ and $C$ are upper triangular, we arrive at the name U-match.

Every part of the U-match decomposition has a name. We call $D$ the mapping array and $M$ the matching array, respectively. Since the columns of $C$ and $R$ form ordered bases, we refer to these as columnar ordered matching bases, or COMBs. To distinguish the two, we call $C$ the domain COMB and $R$ the codomain COMB.

**Example 1.** The following is a U-match decomposition.

$$
\begin{array}{cc}
1 & 1 \\
1 & \\
\end{array}
\begin{array}{c}
3 \\
\end{array}
\begin{array}{cc}
3 & -6 \\
3 & -6 \\
1 & 2 \\
\end{array}

(5)

Left-multiplication with $D$ maps the first column of $C$ to a scalar multiple of the second column of $R$:

$$
\begin{array}{c}
1 \\
\end{array}
\begin{array}{c}
\text{Col}_2(R) \\
\end{array}
\xrightarrow[M[2, 1]]{3}
\begin{array}{c}
3 \\
\end{array}
\begin{array}{c}
\text{Col}_2(C) \\
\end{array}
\xrightarrow[D]{\quad}
\begin{array}{c}
3 \\
\end{array}
\begin{array}{c}
\text{Col}_1(R) \\
\end{array}

(6)

We say that these two columns are matched. Multiplication with $D$ sends the second column, $\text{Col}_2(C) = \begin{bmatrix} 3 \\ 3 \end{bmatrix}$, to 0, so we say that this column is unmatched.

---

7 Equation (4) is an equivalent form of the matching identity defined in §6.3.
We will reformulate the matching property in terms of the so-called matching identity in §6.3 (Lemma 3). This will provide a useful closed-form expression for $D \cdot \text{Col}_c(C)$ in terms of $C$ and $M$. To do so, however, we must first introduce some notation for indexing.

### 6.1 Row and column operation matrices

Multiplying any U-match decomposition $RM = DCE$ on the left with $R^{-1}$ yields an equivalent identity, $M = R^{-1}DCE$. Viewed in this light, we can regard $M$ as the result of performing a sequence of column-operations (adding columns left-to-right) and row operations (adding rows bottom to top) on $D$. For this reason, we refer to $C$ as the column operation matrix of the decomposition, and $R^{-1}$ as the row operation matrix. Row and column operation matrices are not uniquely defined, c.f. §6.7.

### 6.2 Indexing

Since U-match decomposition is largely about matching, we need precise notation to talk about matched indices.

The index matching of a U-match decomposition $RM = DCE$ is the support of $M$. Concretely, this means the set relation $\mu \subseteq \{1, \ldots, m\} \times \{1, \ldots, n\}$ between the row and column indices of $M$ such that

$$(r, c) \in \mu \iff M[r, c] \neq 0.$$ 

The elements $(x, y)$ of this set correspond exactly to the pivot indices of the Gaussian elimination procedure (Algorithm 1) described in §10. Indeed, the language of pivots and pivot elements permeates the literature on this style of decomposition. We will therefore use the terms “pivot index” and “matching index” interchangeably.

The definition and values of $\mu$ are $\text{def}(\mu) = \{p : (p, q) \in \mu\}$ and $\text{val}(\mu) = \{q : (p, q) \in \mu\}$, respectively. There are natural bijections

\[
\text{def}(\mu) \xrightarrow{\text{col}} \text{row} \xrightarrow{\text{val}} \mu
\]

such that $\text{row}(c) = r$ and $\text{col}(r) = c$ for each $(r, c) \in \mu$.

The row indices contained in $\text{def}(\mu)$ and in the set complement $\{1, \ldots, m\} \setminus \text{def}(\mu)$ can be arranged into strictly increasing sequences $\rho = (\rho_1, \ldots, \rho_k)$ and $\bar{\rho} = (\bar{\rho}_1, \ldots, \bar{\rho}_{m-k})$, respectively. A similar convention applies to $\text{val}(\mu)$ and $\{1, \ldots, n\} \setminus \text{val}(\mu)$, as expressed in the following table.

| rows          | columns         |
|--------------|----------------|
| all indices  | $m = (1 < \cdots < m)$ | $n = (1 < \cdots < n)$ |
| matched indices | $\rho = (\rho_1 < \cdots < \rho_k)$ | $\kappa = (\kappa_1 < \cdots < \kappa_k)$ |
| unmatched indices | $\bar{\rho} = (\bar{\rho}_1 < \cdots < \bar{\rho}_{m-k})$ | $\bar{\kappa} = (\bar{\kappa}_1 < \cdots < \bar{\kappa}_{n-k})$ |

\[8\text{Here "bottom" means bottom of the page; thus, for example, we might add a multiple of Row}_2(D)\text{ to Row}_1(D), \text{ but not vice versa.}\]
We further write $\rho_p^* = \text{col}(\rho_p)$ for the column matched to row $\rho_p$, and $\kappa_p^* = \text{row}(\kappa_p)$ for the row matched to column $\kappa_p$. Thus

$$\mu = \{(\rho_1, \rho_1^*), \ldots, (\rho_k, \rho_k^*)\} = \{(\kappa_1^*, \kappa_1), \ldots, (\kappa_k^*, \kappa_k)\}$$

Note, however, that $(\rho_p, \rho_p^*) \neq (\kappa_p^*, \kappa_p)$ in general.

### 6.3 The matching identity

We may now formalize the statement that left-multiplication with $D$ “matches columns to columns.” Equation (8) contains both the statement and the proof. Equation (9) encapsulates the dual statement that right-multiplication with $D$ “matches rows to rows.”

**Lemma 3** (Matching identity for columns). For any U-match decomposition $R M = D \mathcal{C}$, one has

$$D \cdot \text{Col}_c(\mathcal{C}) = \text{Col}_c(D \cdot \mathcal{C}) = \text{Col}_c(\mathcal{R} \cdot M) = \begin{cases} \text{Col}_{\text{row}(c)}(\mathcal{R}) \cdot M[\text{row}(c), c] & c \text{ is a matched index} \\ 0 & \text{else} \end{cases} \quad (8)$$

**Lemma 4** (Matching identity for rows). For any U-match decomposition $R M = D \mathcal{C}$, one has

$$\text{Row}_r(\mathcal{R}^{-1}) \cdot D = \text{Row}_r(\mathcal{R}^{-1} \cdot D) = \text{Row}_r(M \cdot \mathcal{C}^{-1}) = \begin{cases} \text{Row}_{\text{col}(r)}(\mathcal{C}^{-1}) \cdot M[r, \text{col}(r)] & r \text{ is a matched index} \\ 0 & \text{else} \end{cases} \quad (9)$$

### 6.4 Linear dual spaces and matching

The matching identity for rows (Lemma 4) has a natural interpretation in terms of linear dual spaces; this interpretation is not vital to our main narrative, but it does lend a complementary perspective.

Each length-$n$ row vector $v^*$ naturally determines a linear map $\mathbb{K}^n \to \mathbb{K}$, $u \mapsto v^* \cdot u$ from the space $\mathbb{K}^n$ of length-$n$ column vectors to the ground field $\mathbb{K}$. Since $\mathcal{C}^{-1} \mathcal{C} = I$, the set $\{\text{Row}_i(\mathcal{C}^{-1}) : i \leq n\}$ forms a basis dual to $\{\text{Col}_j(\mathcal{C}) : j \leq n\}$, in the sense that $\text{Row}_i(\mathcal{C}^{-1}) \cdot \text{Col}_j(\mathcal{C}) = \delta_{ij}$, the Kronecker delta.

Viewed in this light, the matching identity for rows states that the linear map of dual spaces $(\mathbb{K}^n)^* \to (\mathbb{K}^n)^*$, $v^* \mapsto (v^* \circ D)$ carries each element of the basis dual to $\mathcal{R}$ either to 0 or to a nonzero scalar multiple of some element in the basis dual to $\mathcal{C}$.
6.5 Proper decomposition

A U-match decomposition $RM = DC$ is proper if both of the following axioms hold, where $I^{n \times n}$ denotes the $n \times n$ identity matrix:

(A1) $\text{Col}_k(M) = 0 \implies \text{Row}_k(C)$ is the $k$th standard unit row vector. This is equivalent to the condition that

$$C_{nk} = I_{nk}^{n \times n}.$$  

(A2) $\text{Row}_k(M) = 0 \implies \text{Col}_k(R)$ is the $k$th standard unit column vector; equivalently,

$$R_{pk} = I_{pk}^{m \times m}.$$ 

Proper decompositions have useful properties we that will leverage in later sections. Most of the algorithms that compute U-match decomposition actually compute proper decompositions.

6.6 Existence

Every matrix $D$ admits a proper U-match decomposition; a fortiori, every matrix has a U-match decomposition. We provide a constructive proof in §10 (Algorithm \(\) and Proposition \(\)). These results are technical in nature, so we defer them to the end of the discussion.

6.7 Uniqueness of matching arrays, non-uniqueness of COMBs, and codetermination of proper COMBs

A single matrix $D$ may admit multiple distinct U-match factorizations, and indeed multiple distinct proper U-match factorizations. However, the associated matching array is unique.

Example 2 (Proper COMBs are not unique). Since $NI = IN$, any upper-unitriangular matrix can be a (co)domain COMB for mapping array $D = I$.

Theorem 5 (Matching arrays are unique). Let $D$ be a matrix. For any two U-match decompositions $RM = DC$ and $\tilde{R}\tilde{M} = D\tilde{C}$, one has $M = \tilde{M}$.

Proof. By vertically concatenating the associated diagrams from Equation (3) and reversing some arrows, one can obtain a U-match decomposition of form $\tilde{R}^{-1}\tilde{R}M = \tilde{M}\tilde{C}^{-1}\tilde{C}$. Multiplication by invertible upper triangular matrices does not change the rank of any submatrix in the lower-lefthand corner of an array, so the number of nonzero entries in each $p \times q$ submatrix in the lower lefthand corners of $M$ and $\tilde{M}$ is the same. Thus, $M$ and $\tilde{M}$ have equal sparsity patterns. Furthermore, every nonzero entry of a matching array remains the same after multiplication by a unitriangular matrix, so the nonzero elements of $M$ and $\tilde{M}$ are identical.

In light of Theorem 5, we may speak of the unique matching array associated to $D$ by U-match decomposition.\(^9\)

\(^9\)Theorem 5 reflects a deeper structural result concerning bifiltrations of linear spaces (or, more generally, modular lattices), c.f. Appendix \(\).
However, in proper U-match decompositions $D$ determines three out of four blocks of both $R$ and $C$. This can be shown using the “inner identities” which will be proved in Theorem 21.

**Proposition 6** (Row and column operation matrices are “mostly” unique). If $(R, M, D, C)$ is a proper U-match decompositions, then

\[
\begin{pmatrix}
\bar{\rho} & \rho \\
0 & \rho
\end{pmatrix} D^{-1} \begin{pmatrix}
\rho & \rho \\
0 & \rho
\end{pmatrix} = I - D_{\rho\kappa} D_{\rho\kappa}^{-1}
\]

\[
\begin{pmatrix}
\kappa & \bar{\kappa} \\
\bar{\kappa} & \kappa
\end{pmatrix} = I - D_{\rho\kappa} D_{\rho\kappa}^{-1}
\]

Thus, $D$ uniquely determines three out of four blocks in both $R$ and $C$.

**Proof.** It follows from the inner identities (Theorem 21) that $R_{\bar{\rho}\rho} = -D_{\rho\kappa} (D_{\rho\kappa})^{-1}$ and $C_{\kappa\bar{\kappa}} = -(D_{\rho\kappa})^{-1} D_{\rho\kappa}$. The fact that $R_{\bar{\rho}\rho} = I_{\rho\rho}$ and $C_{\kappa\bar{\kappa}} = I_{\kappa\kappa}$ follows from axioms (A1) and (A2). The desired conclusion follows.

Moreover, a proper domain COMB uniquely determines the corresponding codomain COMB, and vice versa:

**Proposition 7** (Proper COMBs codetermine). If $R M = D C$ and $\tilde{R} M = \tilde{D} C$ are proper U-match decompositions, then $R = \tilde{R}$ if and only if $C = \tilde{C}$.

**Proof.** Theorem 21 shows that $R$ uniquely determines $C$. The converse holds by the anti-transpose symmetry, which is defined in §6.8.

**Remark 2.** If $D$ is an invertible square matrix then every row index matches to a column index and vice versa. Thus, for invertible $D$, every U-match decomposition is proper. Proposition 7 implies that in this case $R$ uniquely determines $C$ and vice versa. This observation serves as a sanity check, since the same conclusion can be deduced directly from ordinary matrix algebra.

### 6.8 Anti-transpose symmetry

The anti-transpose of a matrix $D$ is the matrix $D^\perp$ obtained by transposing $D$, then reversing the order of rows and columns. To each (proper) U-match decomposition $R M = D C$ corresponds an “anti-transposed” (proper) U-match decomposition $(C^{-1})^\perp M^\perp = D^\perp (R^{-1})^\perp$. This transformation carries the domain COMB of the original decomposition to the codomain COMB in the new decomposition, and vice versa.

The significance of the anti-transpose for persistent (co)homology was first explored in [17]; much of the current discussion grows from that work.

### 6.9 Subspace bases

U-match decomposition provides an elegant means to solve one of the most versatile problems in computational algebra: constructing a basis for a subspace. As we will see, U-match decomposition yields bases for images, kernels, and inverse images not only of $D$, but of every upper-lefthand block submatrix of $D$. 
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A lattice of subspaces

Formally, let us define filtrations
\begin{align*}
0 &= F_0 \mathbb{K}^n \subseteq \cdots \subseteq F_n \mathbb{K}^n = \mathbb{K}^n \quad (10) \\
0 &= G_0 \mathbb{K}^m \subseteq \cdots \subseteq G_m \mathbb{K}^m = \mathbb{K}^m \quad (11)
\end{align*}
where \( F_p \mathbb{K}^n \) is the subspace of \( \mathbb{K}^n \) consisting of vectors supported on \( p \), and \( G_p \mathbb{K}^m \) is defined similarly as a subspace of \( \mathbb{K}^m \). By abuse of notation, we will sometimes abbreviate these expressions to \( F_p \) and \( G_p \). We will likewise write \( F_s \) and \( G_s \) for the nested sequences (10) and (11), respectively. Further, let us write \( D_s F_p = \{ Dv : v \in F_p \} \) and \( D^s F_p = \{ v : Dv \in F_p \} \) for the direct image and inverse image of \( F_p \) under \( D \), respectively. Then we have nested sequences
\begin{align*}
\text{Ker}(D) &= D^s G_0 \subseteq \cdots \subseteq D^s G_m = \mathbb{K}^m \\
0 &= D_s F_0 \subseteq \cdots \subseteq D_s F_n = \text{Im}(D)
\end{align*}
denoted \( D^s G_s \) and \( D_s F_s \), respectively.

We show (Theorem 10) that if \( \mathcal{R} = D\mathcal{C} \) is a U-match decomposition and \( \text{COLS}(\mathcal{C}) \) is the set of columns of \( \mathcal{C} \), then \( \text{COLS}(\mathcal{C}) \) contains a basis for each subspace in either \( F_s \) or \( D^s F_s \). It therefore contains a basis for the sum and intersection of any two spaces in \( F_s \) and \( D^s F_s \), by the following elementary result from linear algebra:

**Lemma 8.** Let \( V \) be a vector space. If a basis \( T \) for \( V \) contains bases for subspaces \( V_1 \) and \( V_2 \), then it contains bases for \( V_1 \cap V_2 \) and \( V_1 + V_2 \).

**Proof.** Let \( T_1, T_2 \subseteq T \) be bases for \( V_1 \) and \( V_2 \) respectively. Then \( T_1 \cup T_2 \) spans \( V_1 + V_2 \). Since \( T_1 \cup T_2 \subseteq T \) is linearly independent, it is thus a basis.

On the other hand, since \( V_1 \cap V_2 \subseteq V_1, V_2 \), we can uniquely represent every element \( V_1 \cap V_2 \) using linear combinations of elements of some subset \( T_1' \subseteq T_1 \) and of some subset \( T_2' \subseteq T_2 \). However, since \( T_1', T_2' \subseteq T \), and there is a unique representation of every element of \( V \) as a linear combination of elements of \( T \), these two sets must be the same, and thus a basis for \( V_1 \cap V_2 \).

In fact, Lemma 8 implies more; if we write \( \mathcal{M}^n \) for the order lattice of linear subspaces of \( \mathbb{K}^n \), and
\[
\mathcal{M}^n_{\text{dom}} \subseteq \mathcal{M}^n
\]
for the bounded order sublattice\(^{10}\) of \( \mathcal{M}^n \) generated by \( F_s \) and \( D^s F_s \), then \( \text{COLS}(\mathcal{C}) \) contains a basis for every element of \( \mathcal{M}^n_{\text{dom}} \) (Theorem 11). Likewise, if
\[
\mathcal{M}^m_{\text{cod}} \subseteq \mathcal{M}^m
\]
denotes the sublattice of \( \mathcal{M}^m \) generated by \( G_s \) and \( D_s F_s \), then \( \text{COLS}(\mathcal{R}) \) contains a basis for every element of \( \mathcal{M}^m_{\text{cod}} \) (Theorem 10).

**Kernel and image**

The connection between these subspaces and the persistence computation is foreshadowed by the following language. Let us say that a vector \( v \in F_p \mathbb{K}^n \setminus F_{p-1} \mathbb{K}^n \) is born at time \( p \), and a vector \( u \in D_s F_p \setminus D_s F_{p-1} \) is bounded by time \( p \). Then
1. \( F_q \cap D^s 0 \) is the set of kernel vectors born by time \( q \)
2. \( G_q \cap D_s F_p \) is the set of image vectors born by time \( q \) that are bounded by time \( p \)

\(^{10}\)In this context, a sublattice is bounded if it contains 0 and \( \mathbb{K}^n \).
Selection of basis elements (quick reference)

A note to those concerned more with the punchline than the technical details of proof:

Bases for $D_{\bullet}F_p$ and $D^{\bullet}G_p$ are given as follows:

$D^{\bullet}G_p : \{ \text{Col}_r(M) : (r, c) \in \mu, \ c \leq p \}$ \hspace{1cm} (12)

$D_{\bullet}F_p : \{ \text{Col}_c(C) : \text{Col}_c(M) \in G_p \}$ \hspace{1cm} (13)

To obtain a basis for $F_q \cap D^{\bullet}G_p$, simply remove any elements of Equation (12) that are supported outside of $q$. To obtain a basis for $G_q \cap D_{\bullet}F_p$, likewise remove any elements of Equation (13) that are supported outside of $q$.

Technical statements

**Theorem 9.** Let $\mathcal{R}M = D\mathcal{C}$ be any U-match decomposition.

1. The intersection $\text{COLS}(\mathcal{C}) \cap D^{\bullet}F_p$ is a basis for $D^{\bullet}F_p$.

2. The intersection $\text{COLS}(\mathcal{R}) \cap D_{\bullet}F_p$ is a basis for $D_{\bullet}F_p$.

**Proof.** The commutative diagram that defines U-match decomposition induces the following pair of diagrams:

Since direct and inverse image of isomorphisms also preserve bases, the desired conclusion follows from the (straightforward to verify) special case where $D$ is a matching matrix.

**Theorem 10.** If $\mathcal{R}M = D\mathcal{C}$ is any U-match decomposition, then

1. The columns of $\mathcal{C}$ contain a basis for every element of $\mathcal{M}_{\text{dom}}$.

2. The columns of $\mathcal{R}$ contain a basis for every element of $\mathcal{M}_{\text{cod}}$.

**Proof.** The columns of $\mathcal{C}$ contain bases for each subspace $F_p$ and, by Theorem 9, each subspace $D^{\bullet}F_p$. Applying Lemma 8, the first claim follows. The second claim is argued similarly.

### 6.10 Solving systems of linear equations

As with LU decomposition, U-match decomposition can provide an effective means to solve systems of linear equations. Let $x$ be a vector, and define its support to be the set of indices of non-zero entries of $x$,

$$\text{supp}(x) = \{ p_1 < p_2 < \cdots < p_k \} = \{ p : x[p] \neq 0 \}$$

with total ordering inherited from the indexing set for the vector’s entries.

**Proposition 11.** Let $\mathcal{R}M = D\mathcal{C}$ be a U-match decomposition.
1. There exists a solution $x$ to equation $Dx = b$ iff the column vector $R^{-1}b$ vanishes on non-pivot row indices, i.e. $(R^{-1}b)_\rho = 0$. In this case

$$x := \mathcal{C}_{\kappa}(M_{\rho\kappa})^{-1}(R^{-1})_{\rho m}b$$

satisfies the equation.

2. Dually, there exists a solution $x$ to equation $yD = c$ iff the row vector $c\mathcal{C}_\kappa$ vanishes on non-pivot column indices, i.e. $(c\mathcal{C}_\kappa)_\rho = 0$. In this case

$$y := c\mathcal{C}_{\kappa}(M_{\rho\kappa})^{-1}(R^{-1})_{\rho m}$$

satisfies the equation.

Proof. Claim 1 follows from the observation that $b = Dx \implies R^{-1}b = R^{-1}Dx = M\mathcal{C}^{-1}x$. Since the non-pivot rows of $M\mathcal{C}^{-1}$ vanish, the non-pivot rows of $R^{-1}b$ must vanish, also. Conversely, if we assume that these coefficients do in fact vanish, then the correctness of the proposed solution can be confirmed by direct substitution, if we recall the fact that $D = R\mathcal{C}^{-1}$. The second claim is similar.

Corollary 12. Suppose that both problems stated in Proposition 11 have solutions, and let $x$ and $y$ be the solutions defined in Equations (14) and (15), respectively.

1. Minimality of primal solutions. Solution $x$ is minimal in the sense that $\max \text{supp}(x) \leq \max \text{supp}(\hat{x})$ for any $\hat{x}$ such that $D\hat{x} = b$.

2. Maximality of dual solutions. Solution $y$ is maximal in the sense that $\min \text{supp}(y) \geq \min \text{supp}(\hat{y})$ for any $\hat{y}$ such that $\hat{y}D = c$.

Proof. Let $q = \max \text{supp}(x)$. By construction, $M[p, q] \neq 0$ for some $p$ such that $(R^{-1}b)[p] \neq 0$.

Suppose, for a contradiction, that there exists a solution $D\hat{x} = b$ such that $\hat{q} = \max \text{supp}(\hat{x}) < q$. Then $b$ lies in the column space of $D_{m\hat{q}}$. However, one can check that $\mathcal{R}M_{m\hat{q}} = D_{m\hat{q}}\mathcal{C}_{\hat{q}\hat{q}}$ is a valid U-match decomposition, and the accompanying matching consists of all pairs $(r, c)$ such that $M[r, c] \neq 0$ and $c \leq \hat{q} < q$. These pairs do not include $(p, q)$ since $q$ is too big; however $(R^{-1}b)[p] \neq 0$ as we have already observed. Thus, we derive a contradiction, via claim 1. The corresponding statement for $y$ holds by anti-transpose symmetry.

In the special case of a linear equation $\mathcal{C}x = b$, where $b \in \text{Ker}(D)$, U-match decomposition provides an especially simple closed form solution. To state the solution in symbols, let us write

$$\text{clear}_T(v)[p] = \begin{cases} 0 & p \in T \\ v[p] & \text{else} \end{cases}$$

for any vector $v \in \mathbb{K}^m$ and any set $T \subseteq m$.

Proposition 13 (Solving for kernel vectors). Let $\mathcal{R}M = D\mathcal{C}$ be a proper U-match decomposition. Then

$$Db = 0 \implies \mathcal{C}^{-1}b = \text{clear}_\kappa(b)$$

$$cD = 0 \implies c\mathcal{R}^{-1} = \text{clear}_\rho(c)$$
Proof. Fix \( b \) such that \( Db = 0 \). The set \( \{ \text{COL}_p(C) : p \in \bar{\kappa} \} \) is a basis for \( \text{Ker}(D) \), by Theorem 9 so there exists a unique vector of coefficients \( a \) such that \( b = \sum_{p \in \bar{\kappa}} a[p] \text{COL}_p(C) \). Axiom (A1) of proper U-match decomposition implies that \( \text{COL}_p(C)[q] = \delta_{pq} \), the Dirac delta, for any \( p, q \in \bar{\kappa} \). Therefore \( a[p] \) must equal \( b[p] \) for all \( p \in \bar{\kappa} \). This establishes the first implication. The second follows by anti-transpose symmetry.

Remark 3. A special case of Proposition 13 was noted in some of the earliest papers on persistent homology computation [65], where it was leveraged to reduce the number of algebraic operations performed. The idea was adapted in [13, 2], which introduce computation with a “twist,” clearing, and compression.

6.11 Related factorizations

U-match decomposition has several simple relationships with other factorization schemes.

**LU decomposition**

**Lemma 14** (LU decomposition). Each U-match decomposition \( \mathcal{R} \mathcal{M} = D \mathcal{C} \) corresponds to an LU decomposition \( L P = N U \) where

\[
P = Q M_{\rho \kappa} \quad L = Q \mathcal{R}_{pp} Q \quad N = Q D_{\rho \kappa} \quad U = \mathcal{C}_{\kappa \kappa}
\]

and \( Q \) is an exchange matrix.

Proof. Follows from the fact that \( \mathcal{R}_{pp} M_{\rho \kappa} = D_{\rho \kappa} \mathcal{C}_{\kappa \kappa} \), since \( \mathcal{R} \) and \( \mathcal{C} \) are upper-triangular.

**Echelon form**

Proposition 15 employs the matrix indexing notation described in §5. The block structure of U-match decomposition is expanded at greater length in §7.

**Proposition 15** (Reduced echelon form). Let

\[
\mathcal{R}_{\text{ech}}^{-1} := \begin{bmatrix} \bar{\rho} & 0 \\ \rho & I \end{bmatrix} \begin{bmatrix} \rho & 0 \\ 0 & M_{\rho \kappa} \mathcal{A}^{-1} \end{bmatrix}
\]

Then the product \( \mathcal{R}_{\text{ech}}^{-1} \mathcal{R}^{-1} \) is upper unitriangular, and up to (i) permutation of rows and columns, and (ii) scaling of leading row entries, the matrix product \( \mathcal{R}_{\text{ech}}^{-1} \mathcal{R}^{-1} D \) is in reduced row echelon form. Likewise, if

\[
\mathcal{C}_{\text{ech}} := \begin{bmatrix} \kappa & 0 \\ \bar{\kappa} & \bar{\kappa} \end{bmatrix} \begin{bmatrix} (M_{\rho \kappa})^{-1} (\mathcal{R}_{pp})^{-1} M_{\rho \kappa} & 0 \\ 0 & I \end{bmatrix}
\]

Then the product \( D \mathcal{C}_{\text{ech}} \) is upper unitriangular, and up to (i) permutation of rows and columns, and (ii) scaling of leading row entries, the matrix product \( D \mathcal{C} \mathcal{C}_{\text{ech}} \) is in reduced column echelon form.

Proof. Follows from the formulae for \( \mathcal{R}^{-1} D \) and \( D \mathcal{C} \) in Proposition 21. \( \square \)
Right-reduction \((R = DV)\)

Right-reduction, or \(R = DV\) decomposition as it is commonly known, was defined in §1.3. We refer to coefficient \(R[\text{low}_R(p), p]\) as the pivot entry of matrix \(R\) in column \(p\); these so-called pivot entries are in fact the bona-fide pivot elements of a standardized Gauss-Jordan elimination process on \(D\) [13].

We say that an \(R = DV\) decomposition is \textit{unitriangular} if \(V\) is unitriangular. It is \textit{proper} if, in addition, \(V\) obeys the same axiom as a domain matching basis in a proper U-match decomposition – concretely, for each pivot element \((q, p)\), \(\text{ROW}_p(V)\) must be a unit vector.

**Lemma 16 \((R = DV, \text{general})\).** To each \(R = DV\) decomposition corresponds at least one U-match decomposition \(\mathcal{R}M = DV\), and vice versa.

\[\text{Proof.}\] Let \(R = DV\) be given. One can transform \(R\) into a matching array by elementary operations which add lower rows to higher ones; these operations yield a matrix equation \(M = \mathcal{R}^{-1}DV\) and left-multiplication by \(\mathcal{R}\) yields a U-match decomposition \(\mathcal{R}M = DV\). The converse follows from the observation that \(\mathcal{R}M\) is reduced for any U-match decomposition \(\mathcal{R}M = DV\). \(\square\)

**Lemma 17 \((R = DV, \text{proper})\).** To each proper \(R = DV\) decomposition corresponds a unique proper U-match decomposition of form \(\mathcal{R}M = DV\), and vice versa.

\[\text{Proof.}\] Existence follows from Lemma 16. The codomain COMB, \(\mathcal{R}\), is uniquely determined by the domain COMB, \(V\), by Proposition 7, so the decomposition is unique. \(\square\)

**Remark 4.** The standard algorithm for \(R = DV\) decomposition [13] therefore yields a simple method to obtain proper U-match decompositions.

### 7 Block submatrices

Block submatrices play an important role in the story of U-match decomposition. In particular, the \textit{inner identities} described below hold the key to defining and proving the correctness of the lazy look-up procedures which will be described in §8.2; these procedures, in turn, constitute one of the central contributions of the present work.

**Nota Bene:** the content of this section is primarily technical. The reader may simply wish to skim the inner identities (§7.1), and return when the need arises.

To begin, let us remind the reader of the notational conventions introduced in §5 and §6.2. Under these conventions, \(D\) has the following block structure:

\[
D \equiv \begin{array}{c|c}
\bar{\rho}_1 & \kappa_1 & \cdots & \kappa_k & \bar{\kappa}_1 & \cdots & \bar{\kappa}_{n-k} \\
\vdots & & & & & & \\
\bar{\rho}_{m-k} & D_{\bar{\rho}c} & & & D_{\bar{\rho}\bar{c}} & \\
\rho_1 & & & & & & \\
\vdots & & & & & & \\
\rho_k & & & & & & \\
\end{array}
\]

The meaning of \(\equiv\) is unambiguous in this case, since the row and column labels show exactly how rows and columns of the matrix on the left must be permuted to obtain the matrix on the right.
Lemma 18. The block submatrices $M_{\rho\kappa}$ and $D_{\rho\kappa}$ are invertible.

Proof. By Equation (8), the matrix $M_{\rho\kappa}$ is a generalized permutation matrix. Since $M = R^{-1}D C$ one argues, by induction, that each non-pivot row of $D$ (working from the bottom up) can be deleted without reducing the rank of $D$. A similar argument holds for columns, working left to right. The (full-rank) matrix that remains is $D_{\rho\kappa}$. □

Now let

$$\kappa^* = (\kappa^*_1, \ldots, \kappa^*_k)$$

denote the sequence of matched row indices arranged in the order of their corresponding column indices. Unlike the sequence $\kappa = (\kappa_1, \ldots, \kappa_k)$, sequence $\kappa^*$ is not monotone increasing, in general.

Lemma 19. The matrix $(R^{-1}D)_{\kappa^*\kappa}$ is invertible and upper triangular (though possibly not unitriangular):

$$(R^{-1}D)_{\kappa^*\kappa} = \begin{bmatrix} \kappa_2 & \kappa_1 & \cdots & \kappa_k \\ \kappa_1^* & * & \cdots & * \\ \kappa_2^* & * & * & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ \kappa_k^* & & & * \end{bmatrix}$$

Proof. Rearranging the U-match decomposition of $D$, we have $R^{-1}D = MC^{-1}$. Since $(C^{-1})_{n(\rho_p)}$ vanishes below row $\kappa_p$, the product $(MC^{-1})_{n(\rho_p)}$ has support on the set of pivot row indices that pair with pivot columns $\kappa_q$, for $q \leq p$. This establishes triangularity. To see that $(R^{-1}D)_{\rho\kappa}$ is invertible, observe that $(R^{-1}D)_{\kappa^*\kappa}$ and $(R^{-1}D)_{\rho\kappa}$ are equal up to permutation of rows, and

$$(R^{-1}D)_{\rho\kappa} \cdot C_{\kappa\kappa} = R^{-1}_{\rho\rho} \cdot D \cdot C_{\kappa\kappa} = M_{\rho\kappa}$$

is a generalized permutation matrix. □

Lemma 20. Suppose that $RM = DC$ is a proper U-match decomposition. Matrices $R$ and $C$ then have the following permuted block structure. Moreover, $R_{\rho\rho}$ and $C_{\kappa\kappa}$ are upper unitriangular.

$$\begin{bmatrix} \tilde{\rho}_1 & \cdots & \tilde{\rho}_{m-k} & \rho_1 & \cdots & \rho_k \\ \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \tilde{\rho}_{m-k} & & \ddots & \cdots & 0 & \vdots \\ \rho_1 & & & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \cdots & \cdots & 0 \\ \rho_k & & & & \cdots & 1 \end{bmatrix} = \begin{bmatrix} \rho_1 & \cdots & \rho_k \\ \vdots & \ddots & \vdots \\ \rho_{m-k} & & \cdots & 0 \\ \kappa_1 & \cdots & \kappa_k \\ \vdots & \ddots & \vdots \\ \kappa_{m-k} & & \cdots & 1 \end{bmatrix}$$  \hspace{1cm} (16)

Proof. Blocks $\tilde{R}_{\rho\rho}$ and $C_{\kappa\kappa}$ are upper triangular because $\rho$ and $\kappa$ are strictly increasing sequences. The columns of $R$ indexed by $\tilde{\rho}$ are standard unit vectors, by Axiom [A1] of proper U-match decomposition. Likewise, the rows of $C$ indexed by $\tilde{\rho}$ are standard unit vectors by Axiom [A2] of proper U-match decomposition. □
In permuted block form, therefore, a proper U-match decomposition \( \mathcal{R} M = D \mathcal{C} \) becomes

\[
\begin{array}{cccc}
\tilde{\rho} & \rho & \kappa & \bar{\kappa} \\
I & \mathcal{R}_{\rho \rho} & \rho & M_{\rho \kappa} \\
\rho & \mathcal{R}_{\rho \rho} & \kappa & \bar{\kappa} \\
\end{array}
= \begin{array}{cccc}
\tilde{\rho} & \rho & \kappa & \bar{\kappa} \\
D_{\rho \kappa} & D_{\rho \bar{\kappa}} & \kappa & \bar{\kappa} \\
\rho & D_{\rho \kappa} & D_{\rho \bar{\kappa}} & \bar{\kappa} \\
\end{array}
\begin{array}{c}
C \bar{\kappa} \\
C \kappa \\
I \\
\end{array}
\]

(17)

where blank entries represent 0.

**Remark 5.** We use the symbols \( \rho \) (matched row indices) and \( \bar{\rho} \) (unmatched row indices) to label the rows and columns of the square that represents matrix \( \mathcal{R} \) in Equation (17). Note that the symbol for matched rows appears below and to the left of the symbol for unmatched rows. This pattern reverses for matrix \( \mathcal{C} \): the symbol for matched indices, \( \kappa \), appears above and to the left of the symbol for unmatched indices, \( \bar{\kappa} \). This counter-intuitive notational convention is in fact highly natural in the context of anti-transpose symmetry, c.f. Remark 15.

### 7.1 Inner identities

The following identities demonstrate that every part of a proper U-match decomposition \((\mathcal{R}, M, D, \mathcal{C})\) can be recovered from \(D\) and the block submatrices \(M_{\rho \kappa}\) and \((\mathcal{R}_{\rho \rho})^{-1}\). In §8.2 we will use these identities to prove correctness of a lazy look-up scheme that solves for any row or column of \( \mathcal{R}, \mathcal{R}^{-1}, \mathcal{C}\) or \(\mathcal{C}^{-1}\) via a single application of back-substitution. Given their special role, we therefore refer to Equations (18) - (21) as inner identities.

**Theorem 21.** (Inner identities) Posit a proper U-match decomposition \( \mathcal{R} M = D \mathcal{C} \), and let \( \mathcal{A} = (\mathcal{R}_{\rho \rho})^{-1} D_{\rho \kappa} = (\mathcal{R}^{-1} D)_{\rho \kappa} \). Then the following matrix identities hold, where

1. blank entries indicate zero blocks
2. permutations on the rows and columns of \( \mathcal{R}, \mathcal{R}^{-1}, \mathcal{C}, \mathcal{C}^{-1}, \mathcal{R}^{-1} D, \) and \(D \mathcal{C}\) are indicated by the sequences \( \rho, \bar{\rho}, \kappa, \bar{\kappa}, m, n \), which appear as labels for blocks of row and column indices.

\[
\mathcal{C} \equiv \begin{array}{cccc}
\kappa & \bar{\kappa} \\
\bar{\kappa} & \kappa \\
\end{array}
\begin{array}{c}
\mathcal{A}^{-1} M_{\rho \kappa} \\
\mathcal{A}^{-1} (\mathcal{R}_{\rho \rho})^{-1} D_{\rho \bar{\kappa}} \\
I \\
\end{array}
\]

(18)

\[
\mathcal{C}^{-1} \equiv \begin{array}{cccc}
\kappa & \bar{\kappa} \\
\bar{\kappa} & \kappa \\
\end{array}
\begin{array}{c}
M_{\rho \kappa} (\mathcal{R}_{\rho \rho})^{-1} D_{\rho m} \\
I_{\bar{\kappa} m} \\
\end{array}
\]

(19)

\[
\mathcal{R}^{-1} \equiv \begin{array}{cccc}
\tilde{\rho} & \rho \\
\rho & \tilde{\rho} \\
\end{array}
\begin{array}{c}
I & -D_{\rho \kappa} D_{\rho \bar{\kappa}} \\
(\mathcal{R}_{\rho \rho})^{-1} \\
\end{array}
\]

(20)

\[
\mathcal{R} \equiv \begin{array}{cccc}
\tilde{\rho} & \rho \\
\rho & \tilde{\rho} \\
\end{array}
\begin{array}{c}
I_{\tilde{m} \rho} & D_{\tilde{m} \rho} \mathcal{A}^{-1} \\
\end{array}
\]

(21)

**Proof.** The proof is deferred to Appendix A.1.

\[\text{\footnotesize\textsuperscript{11}}\text{These are note, in fact, equations but equivalences, as discussed in §5} \]
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8 Compressed storage and lazy retrieval

Here we present an effective approach to the following problem: given a U-match decomposition $RM = DC$, how can one store the associated matrices with as little memory as possible? That is, how efficiently can one compress $R, R^{-1}, C, C^{-1}, D, M$ in storage, while maintaining the ability to quickly read any row or column, when it is needed?

On the one hand, $D$ and $M$ offer few opportunities for compression: since we assume that $D$ will be provided as input, its data structure is fixed \textit{a-priori}; $M$ has at most one nonzero entry per row and column, so it presents relatively little to compress. On the other hand, matrices $R, R^{-1}, C, C^{-1}$, prove excellent candidates for compression. Our storage scheme records none of these matrices. Rather, this approach

1. stores only three arrays in memory: $D, M$, and $(R_{pp})^{-1}$;
2. reconstructs the rows and columns of $R, R^{-1}, C, C^{-1}$ in a lazy fashion.

Under this scheme, retrieval is fast: any row or column can be reconstructed within a constant scalar multiple of matrix-vector multiplication time (Theorem 23). The reconstruction procedure consists of sparse vector concatenation, permutation, matrix-vector multiplication, and at most one sparse triangular solve.

Moreover, compression is effective in reducing memory use: numerical experiments show that $(R_{pp})^{-1}$ holds orders of magnitude fewer nonzero entries than $R^{-1}$ in real-world applications, c.f. §11. Dropping not only $R^{-1}$, but $R, C^{-1},$ and $C$ as well, therefore offers substantial memory advantages.

8.1 Data formats

We will assume that the factored array, $D$, is stored via a primitive data structure that permits $O(1)$ access to both rows and columns. No further constraints are imposed. This is consistent with current state of the art methods in persistent homology, where lazy methods can quickly build rows or columns of a boundary matrix. Such data structures are increasingly available for a wide variety of common chain complex structures.

We will similarly assume that $M$ and $(R_{pp})^{-1}$ admit $O(1)$ access to rows and columns; in applications where only rows (respectively, columns) are needed, one can drop the assumption of $O(1)$ access to columns (respectively, rows).

\textbf{Remark 6.} \textit{In a regime that calls for both rows and columns, one can, in the worst case, store two copies each of $M$ and $(R_{pp})^{-1}$, one in CSR format and the other in CSC. Such a strategy doubles memory use, but it is only needed in scenarios where the alternative would be to store two copies of each of the larger matrices $R^{-1}, R, C^{-1}, C$.}

8.2 Lazy retrieval of rows and columns

There are 16 functionally distinct types of look-up requests one might wish to perform on the matrices of a U-match decomposition, each corresponding to one element of the following Cartesian product

\[
\{\text{pivot index, non-pivot index}\} \times \{\text{row, column}\} \times \{R, R^{-1}, C, C^{-1}\}
\] (22)
Remark 7. In fact the relevant number is closer to 64, since for purposes of lazy computation it is relevant to request a \{row, column\} with entries sorted in \{ascending, descending\} order according to the linear order on \{pivot rows, pivot columns\}. Such a discussion is beyond the scope of this work, but merits systematic investigation.

The main result of this section is Theorem 22. The proof of this result follows almost directly from Theorem 21 if we keep in mind the following:

1. We can evaluate $T^{-1}b$ and $cT^{-1}$ by solving $Tx = b$ or $yT = c$, directly, for any invertible triangular matrix $T$. Each one of these problems counts as one application of back-substitution.

2. The rows and columns of matrix $A = (R_{\rho\rho})^{-1}D_{\rho,\kappa}$ can be evaluated in a lazy fashion, since we assume efficient access to the rows and columns of $(R_{\rho\rho})^{-1}$ and $D$. Matrix $A$ is upper-triangular up to permutation of rows, by Lemma 19 since $\kappa^* = \rho$ up to reordering. Thus $Ax = b$ and $yA = c$ can each be solved with a single application of back-substitution.

3. Matrix $D_{\rho\kappa}$ factors as the product $R_{\rho\rho}^{-1}A$. We have efficient access to the rows and columns of $A$ and $(R_{\rho\rho})^{-1}$, so problems $D_{\rho\kappa}b$ and $yD_{\rho\kappa} = c$ each count for one back-substitution.

Table 1 catalogs the solve operation required for each lookup request. The problems selected for back-substitution in this table can seem quite out of place at first, however they can be explained by further observation:

4. Suppose that $T$ is an upper triangular matrix and $S$ is an array of equal size. Then to evaluate $\text{Col}_i(T^{-1}S)$ one should solve $Ts = \text{Col}_i(S)$. However, to evaluate $ST^{-1}$ one should first solve $Tx = e_i$ to obtain the $i$th column of $T^{-1}$, then multiply this column by $S$ on the left.

For example, retrieving either column $\kappa_i$ of $C$ or $\rho_i$ of $R$ will involve the matrix $A^{-1}$, if we follow Theorem 21. However, executing the look-up for $\text{Col}_{\kappa_i}(C)$ requires a solution to $Ax = \text{Row}_i(M_{\rho\kappa})$, while the executing a look-up for $\text{Col}_{\rho_i}(R)$ requires a solution to $Ax = e_i$. This disparity arises from the fact that for $C$ we multiply $A^{-1}$ with $M_{\rho\kappa}$ on the right, while for $R$ with multiply $A^{-1}$ with $D_{\rho\kappa}$ on the left.

Theorem 22. Let $RM = DC$ be a proper U-match decomposition. If we have direct access to $(R_{\rho\rho})^{-1}$, $M$, and $D$, then

1. We may obtain the following with no triangular solves:
   any row or column of $C^{-1}$, and any row of $(R^{-1})_{\rho m}$

2. We may obtain the following with at most one triangular solve:
   any row or column of $C$ or $R$, and any column of $R^{-1}$

Proof. The specific triangular solve operation required for each of the look-ups are reported in Table 1. See the preceding discussion for a full explanation of how this table was generated.

Theorem 23. Given access to $D$, $M$, and $(R_{\rho\rho})^{-1}$, one can reconstruct any row or column of $R$, $R^{-1}$, $C$, or $C^{-1}$ in $O(mn)$ time, where $D \in \mathbb{K}^{m \times n}$. 24
Table 1: Computations necessary to obtain rows and columns of matrices assuming access to only $(\mathcal{R}_{pp})^{-1}$, $M$, and $D$. If a look-up requires the solution of a linear equation via back substitution, then this problem is expressed in form $Tx = b$ or $yT = c$. If no triangular solve is necessary because the vector in question can be computed by reindexing and sparse matrix vector multiplication, the corresponding entry is marked with a $(\dagger)$. If the vector in question is the $i$th standard unit vector, then the corresponding entry is marked as $e_i$. The entry for pivot rows of $\mathcal{R}^{-1}$ is marked $(\dagger\dagger)$; in this special case no algebraic operations whatsoever are performed – one only needs to permute the entries of the corresponding row of $(\mathcal{R}_{pp})^{-1}$, and insert some zeros.

\textbf{Proof.} Theorems 21 and 22 imply that any row or column of $\mathcal{R}$, $\mathcal{R}^{-1}$, $\mathcal{C}$, or $\mathcal{C}^{-1}$ can be reconstructed via (1) some matrix-vector multiplications, (2) concatenation of at most one pair of vectors, and permuting their entries, and (3) at most one sparse triangular solve operation. All matrices involved have size $m \times n$ or smaller. \qed

9 Lazy global duality

The notion of global duality was introduced\textsuperscript{12} in [17]. Roughly translated into the language of the current discussion, the critical observation from [17] states that each (0-graded) U-match decomposition of the total boundary operator $D$ contains “all you need to know,” to decompose a (relative) (co)homological persistence module.

Theorem 24 formalizes this fact. The proof requires very little algebraic machinery, thanks to the close connection between U-match and right-reduction, i.e. $R = DV$ decomposition.

\textbf{Theorem 24.} If $\mathcal{R} M = D \mathcal{C}$ is a U-match decomposition, then

\[
\mathcal{R} M \bigg|_{Y} = D \mathcal{C} \quad \text{and} \quad (\mathcal{C}^{-1})^\perp \bigg|_{\mathfrak{M}} = D^\perp (\mathcal{R}^{-1})^\perp
\]

are both right-reductions. If, in addition, $\mathcal{R}$ and $\mathcal{C}$ are both 0-graded, then $\mathcal{E}_Y$ and $(\mathcal{E}_\mathfrak{M}^\perp)^{-1}$ are (filtered, graded) Jordan bases of $D$.

\textsuperscript{12}See §1.3 for a review.
In particular, Theorem 1 applies to $E_Y$ and $(E_Y^{-1})$. Consequently, a 0-graded U-match decomposition of $D$ provides all of the data necessary to decompose a (relative) (co)homological persistence module into indecomposable submodules.

Proof. That $Y$ and $\mathcal{Y}$ are right-reductions follows from Lemma 16 and anti-transpose symmetry. The conclusion therefore follows directly from Theorem 2.

Theorem 24 is typical of results concerning U-match decomposition and persistence. On the one hand, much of the theoretical heavy lifting has already been established in the literature. On the other hand, the U-match formalism recasts these results in a manner that clarifies concepts and facilitates theorem-proving.

Theorem 25 below illustrates this point par excellence; the same result could be proved in any number of ways, but U-match decomposition allows a concise account that clarifies the underlying concepts. Another important example is the family of applications that motivate the present work: lazy algorithms for global duality. Work with such algorithms on the level of sparse vectors and indices can be painstaking and laborious. However, theorems of a highly practical nature (e.g., to algorithm design) can be directly proved via the block structure described in Proposition 21 and elsewhere.

Remark 8. Theorem 24 implies that $M = E_Y^{-1}D_EY$ is a generalized matching matrix. Thus, we almost have a U-match decomposition $E_Y M = D_EY$. It is not a true U-match decomposition in general, since $E_Y$ may have entries other than 1 on the diagonal.

This can be corrected by multiplying $E_Y$ on the right with an invertible diagonal matrix $D$, yielding a bona fide U-match decomposition $(E_Y D)^{-1} M = D(E_Y D)$.

However, the columns of $E_Y D$ may no longer form a Jordan basis of $D$. Indeed, one can find $D$ satisfying both the condition that $E_Y D$ has 1’s on the diagonal and the condition that $E_Y D$ is a Jordan basis if and only if all diagonal elements of $E_Y$ are equal.

9.1 Bases for cycles, boundaries, and the saecular lattice

Let $\mathfrak{W}$ denote the order lattice of subspaces of $C$. Let $\mathcal{I}$ denote the saecular lattice for $C$, the sublattice of $\mathfrak{W}$ generated by all subspaces that can be expressed in one of the following three forms

$$F_p C_n, \quad D_\bullet (F_p C_n), \quad D^\bullet (F_p C_n)$$

for some $n$ and $p \geq 0$. Note, in particular, that $\mathcal{I}$ contains $F_p Z_n$ and $F_p B_n$, as well as $\partial \mathcal{U}^{-1} F_p C_n$.

Theorem 25. Let $\mathcal{R} M = D_EC$ be a U-match decomposition. Suppose $\mathcal{R}$ and $C$ are 0-graded, and define a right-reduction $Y$ as in Theorem 24. Then the columns of $E_Y$ contain a basis for each element of $\mathcal{I}$.

Proof. There exists a diagonal matrix $D$ such that $(E_Y D)^{-1} M = D(E_Y D)$ is a bona-fide U-match decomposition, as discussed in Remark 8.

The columns of $E_Y$ therefore contain bases for every subspace of the form $D_\bullet (F_p C_n)$ and $D^\bullet (F_p C_n)$, by Theorem 10 statements 1 and 2. The columns of $E_Y$ also contain a basis for each $F_p C$, since $E_Y$ is invertible and upper triangular. Using Lemma 8 we can then construct the desired bases from these.
Remark 9. As discussed in Section 6.9, identifying the subset of columns of $E_Y$ that freely generate a given subspace in $\mathcal{F}$ requires very little effort, and can be deduced from the sparsity pattern of $M$.

Remark 10. The U-match decomposition $M = (E_Y D)^{-1} D (E_Y D)$ need not be proper, in general.

Remark 11. Theorem 25 has a global dual. One replaces $F_p C_n$ (a space which one can regard as the image of the inclusion $F_p C_n \subseteq F_N C_n$) with the image of the inclusion $(C/F_p C)^n \subseteq (C/F_0 C)^n = C^n$. This generates a globally dual secular lattice $\mathcal{F}^*$, whose elements are freely generated by the rows of matrix $E_Y^\perp$, where $Y$ is defined as in Theorem 24.

9.2 Lazy access to Jordan bases

U-match factorization provides the following two-step recipe for computing a filtered Jordan basis of the filtered differential operator $D$:

1. Apply Algorithm 2 to obtain an invertible submatrix $(R_{pp})^{-1}$ for a proper U-match decomposition $R M = D^\mathcal{C}$.

2. Apply the look-up and retrieval methods described in §8 to access the columns of $\mathcal{C}$ in a lazy fashion; these columns can then be translated into a Jordan basis, via Theorem 24.

This is by no means the only lazy approach to constructing Jordan bases; several variants on this method, including optimizations designed to accelerate computation and sparsify output, can be found in Appendix D.

9.3 Linear and inverse problems

A surprising diversity of direct and inverse problems arise in the natural course of applications with persistent (relative) (co)homology. One of the attractive features of U-match decomposition is a unified framework to address these.

Homology

Let $x \in C_n$ be a chain of dimension $n$. The birth time of $x$ is the moment at which $x$ enters the filtration, i.e. $\min \{ q : x \in F_q C_n \}$. The bounding time of $x$ is the moment at which $x$ becomes nullhomologous, or $\infty$, if $x$ never becomes nullhomologous. Concretely, this translates to $\min \{ q : x \in F_q B_n \}$, if we take $\min \emptyset = \infty$. The lifespan of $x$ is the half-open interval $[a, b)$, where $a$ and $b$ are the birth and bounding time of $x$, respectively.

One can compute the bounding time of $x$ by solving the earliest bounding chain problem. This is the inverse problem of finding a specific element $y \in F_p C_{n+1}$ such that $x = Dy$, where $p$ is the bounding time of $x$. More generally, one could solve for the affine space of all solutions to $x = Dy$ in $F_q C_{n+1}$, for each $q \geq p$. Finally, given a different $n$-chain, $f$, one can ask where, in the filtration, $x$ and $f$ become homologous. We call this the time of homology problem.

All these problems become easy to solve when one is given access to a (0-graded) U-match decomposition of $D$. First, we may apply Proposition 11 either (i) to decide that
no bounding chain exists, in which case the space of solutions is empty and the bounding
time of \( x \) is \( \infty \), or (ii) to obtain a solution \( y \) to \( Dy = x \). Corollary 12 then ensures that
\( y \) is an earliest bounding chain. In this case, the space of bounding chains at time \( q \geq p \)
can be expressed in form \( y + F_q Z_{n+1} \), and an explicit basis for \( F_q Z_{n+1} \) can be computed
as in §6.3. Technically this result indicates that the columns of \( C \) contain a basis for the
space of all cycles at time \( q \); however, since we assume that all matrices are 0-graded one
can show that the subset of columns representing chains of dimension \( n + 1 \) is a basis for
\( F_q Z_{n+1} \).

The birth time of \( x \) requires no special machinery to compute; if \( x \) is a linear combina-
tion of basis vectors \( \sum_{j \in J} \alpha_j e_j \) with each \( \alpha_j \neq 0 \), then \( x \) first appears at time \( t = \max J \).
The lifespan of \( x \) is obtained for free once one calculates the birth and bounding times.

Finally, one can solve the time of homology problem by applying the methods already
discussed to the difference \( x - f \), since \([x] = [f] \) in \( H_n(F_q C) \) precisely when \( x, x - f \in F_q C \)
and \( x - f \in F_p B_n \).

Relative cohomology

The discussion of inverse problems for homology has a global dual for persistent relative
cohomology. There is a natural sense in which this dual is “just” anti-transpose sym-
metry. However, there are several interesting differences in semantic interpretation. For
example, it is easy to determine the lefthand endpoint of the time interval where \( x \) repre-
sents a nonzero homology class and harder to determine the righthand endpoint; indeed,
sufficiently hard to obliged us to use U-match machinery to recover it. For persistent
relative cohomology, the situation is reversed; that is, the righthand endpoint is easy to
determine and the lefthand requires work. This is, of course, a reflection of the fact that
the anti-transpose operation reverses order of rows and columns. In the interest of space,
we omit further details.

Change of basis

Proposition 13 makes it straightforward to perform change of basis operations on cycles
and cocycles. In particular, if we wish to re-express a column vector \( c \) as a linear combi-
nation in the columns of domain \( \COMB \), then we may compute \( R^{-1} c \) by setting some
entries of \( c \) to zero.

10 Factorization algorithms

Here we present two variants of a familiar algorithm, Gauss-Jordan elimination. One
variant returns a full U-match decomposition of form \( R^{-1} D = M \hat{C}^{-1} \). The other returns
only \( (R_{\rho\rho})^{-1} \), which, as we saw in §8, suffices to reconstruct the other parts of the
decomposition, if and when they are needed.

Readers versed in computational persistence may observe that Algorithm 11 is es-
tentially the cohomology algorithm, a standard method to compute persistent relative
cohomology [17]. Up to relabeling, this method amounts to an application of the “stan-
dard algorithm” [14] to the antitranspose of \( D \). The procedure is “left-looking,” in the
sense that no information about row \( i \) of \( D \) is needed until we construct row \( i \) of \( \hat{R}^{-1} \).

We write \( I^{n \times n} \) for the \( n \times n \) identity matrix and \( 0^{m \times n} \) for the \( m \times n \) zero matrix.
Algorithm 1: Proper U-match decomposition (uncompressed)

Input: Matrix $D \in \mathbb{K}^{m \times n}$.
Result: Upper unitriangular matrices $\mathcal{R}^{-1} \in \mathbb{K}^{m \times m}$, $\mathcal{C}^{-1} \in \mathbb{K}^{n \times n}$ and matching matrix $M \in \mathbb{K}^{m \times n}$ such that $\mathcal{R}^{-1}D = M\mathcal{C}^{-1}$. The corresponding U-match decomposition is $\mathcal{M} = DM$.

Initialization: $\mathcal{R}^{-1} \leftarrow I^{m \times m}$, $\mathcal{C}^{-1} \leftarrow I^{n \times n}$, $M \leftarrow 0^{m \times n}$.

for $i \leftarrow m$ to 1 do
  while there exist $j \in \{i + 1, \ldots, m\}$ and $k \in \{1, \ldots, n\}$ such that $\text{Row}_i(D)$ and $\text{Row}_j(D)$ both have leading nonzero entries in column $k$, do
    $\text{Row}_i(D) \leftarrow \text{Row}_i(D) - \frac{D[i,j]}{D[j,k]} \text{Row}_j(D)$;
    $\text{Row}_i(\mathcal{R}^{-1}) \leftarrow \text{Row}_i(\mathcal{R}^{-1}) - \frac{D[i,j]}{D[j,k]} \text{Row}_j(\mathcal{R}^{-1})$;
  end
for $i \leftarrow 1$ to $m$ do
  if for some $k$, $D[i,k]$ is the leading entry of $\text{Row}_i(D)$ then
    $\text{Row}_k(\mathcal{C}^{-1}) \leftarrow \frac{1}{D[i,k]} \text{Row}_i(D)$;
    $M[i,k] \leftarrow D[i,k]$;
  end
end

Proposition 26. Algorithm 1 returns a U-match decomposition.

Proof. For any $\text{Row}_i(D)$, the first nested loop in Algorithm 1 adds scaled rows $\text{Row}_j(D)$ below $\text{Row}_i(D)$ to clear the first non-zero entry of $\text{Row}_i(D)$; while $\mathcal{R}^{-1}$ records the row operations during the clearing process. Hence, $\mathcal{R}^{-1}$ is an upper unitriangular matrix and $\mathcal{R}^{-1}D$ becomes a reduced matrix such that for any two non-zero rows of $\mathcal{R}^{-1}D$, the first non-zero entries have different column indices.

The second loop scales each non-zero row of $\mathcal{R}^{-1}D$ and reassembles them to form an upper unitriangular matrix $\mathcal{C}^{-1}$.

To verify $\mathcal{R}^{-1}D = M\mathcal{C}^{-1}$ or $LM = DR$, observe that if the $i$-th row of $\mathcal{R}^{-1}D$ is 0, then the $i$-th row of $M$ (and also $M\mathcal{C}^{-1}$) is zero; if the $i$-th row of $M$ is not 0, assume that $M[i,k] \neq 0$, then $\text{Row}_i(M\mathcal{C}^{-1}) = \text{Row}_i(M)\mathcal{C}^{-1} = M[i,k]\text{Row}_k(\mathcal{C}^{-1}) = D[i,k]\text{Row}_k(\mathcal{C}^{-1}) = \text{Row}_i(\mathcal{R}^{-1}D)$. \hfill \[ \square \]

Since our work is motivated by applications where $\mathcal{R}^{-1}$ is too large to store in memory, one would naturally like an analog of Algorithm 1 which does not construct $\mathcal{R}^{-1}$ completely, but rather just the submatrix $(\mathcal{R}_{op})^{-1}$. Algorithm 2 is one such method.

Significantly, Algorithm 2 does not record any of the modified rows of $D$ in memory; rather it recomputes each modified pivot row as the product of a corresponding row of $\mathcal{R}$ with $D$, whenever needed. This is essentially the strategy pioneered by [2]; as discussed in that work, it can cut memory use dramatically.
Algorithm 2: Proper U-match decomposition, (compressed)

**Input:** Matrix \( D \in \mathbb{K}^{m \times n} \).

**Result:** Matching matrix \( M \in \mathbb{K}^{m \times n} \) and upper triangular matrix \( \mathcal{R} \) such that \( \mathcal{R} = (\mathcal{R}_{pp})^{-1} \), where \( \mathcal{R}^{-1} \) is the row operation matrix returned by Algorithm 1.

**Initialization:** \( \mathcal{R} \leftarrow \emptyset \), \( M \leftarrow 0_{m \times n} \), \( \text{indices} = \emptyset \);

**for** \( i \leftarrow m \) **to** 1 **do**

\[
\begin{align*}
\text{vec} &= [0, 0, \ldots, 0] \in \mathbb{K}^{1 \times (m-i)}; \\
\text{row} &= \text{Row}_i(D) ; \\
\text{end} &= \text{indices.length}() ; \\
\textbf{while} & \text{ exist } j = \text{indices}[l] \text{ and } k \text{ with } M[j, k] \neq 0 \text{ and } k \text{ is the first non-zero entry of row }, \textbf{do} \\
\lambda &= \text{row}[k]/M[j, k]; \\
\text{reduced} &= \text{Row}_l(\mathcal{R}) \cdot D_{\text{indices.n}} ; \\
\text{row} &\leftarrow \text{row} - \lambda \cdot \text{reduced}; \\
\text{vec} &\leftarrow \text{vec} - \lambda \cdot \text{Row}_j(\mathcal{R}^{-1}); \\
\end{align*}
\]

**end**

**if** \( \text{row} \neq 0 \) **then**

\[
\begin{align*}
&\text{let } k \text{ be the first non-zero entry of row} ; \\
&\mathcal{R} \leftarrow \begin{bmatrix} 1 & \text{vec} \\ 0 & \mathcal{R} \end{bmatrix} ; \\
&M[i, k] = D[i, k]; \\
&\text{indices.push}(i); \\
&\text{indices.sort}(); \\
\end{align*}
\]

**end**

**Proposition 27.** Let \( \mathcal{R}^{-1} \) and \( \mathcal{R} \) be the matrices returned by Algorithms [1] and [2] respectively, and let \( \rho = (\rho_1, \ldots, \rho_k) \) denote the indices of the pivot rows of the elimination procedure in Algorithm [1]. Then \( \mathcal{R} = (\mathcal{R}^{-1})_{pp} \).

**Proof.** The statement follows from the fact that Algorithm [2] is just an adopted version of Algorithm [1] in which we only record the rows and columns of \( \mathcal{R}^{-1} D \).

10.1 Short circuit optimizations specific to persistence

Several short-circuit optimizations from the current literature in PH computation can also be applied to optimize our factorization algorithms. In particular, clearing optimization allows one to skip some iterations of the for loop, and Morse pairings allow one to short circuit many iterations that can’t be skipped by clearing. Here we discuss these ideas in detail.

**Clear and compress (computation with a twist)**

Clearing and compression refer to a family of acceleration techniques core to modern persistent (co)homology computation. The mathematical basis for these techniques can be traced to the following general property of matching relations on 2-nilpotent matrices.
Proposition 28. If $\mu$ is the matching relation of a square matrix $D$, and $D^2 = 0$, then $\text{def}(\mu) \cap \text{val}(\mu) = \emptyset$.

Proof. Fix a U-match decomposition $\mathcal{R}M = D\mathcal{C}$, and define a right-reduction $Y$ as in Theorem 24. Then there exists another U-match decomposition, $(\mathcal{E}_Y \mathcal{D})M = D(\mathcal{E}_Y \mathcal{D})$, as discussed in Remark 8 (recall that the matching array, $M$, is the same in all U-match decompositions, c.f. Theorem 5). We have $M = (\mathcal{E}_Y \mathcal{D})^{-1}D(\mathcal{E}_Y \mathcal{D})$, hence $M^2 = 0$. Since $M$ is a matching array, this implies $\text{def}(\mu) \cap \text{val}(\mu) = \emptyset$.

Proposition 28 states, in particular, that the set of pivot rows in Algorithm 2 and the set of rows indexed by $\text{val}(\mu)$ are disjoint. In practice, this often means that one can “ignore” rows indexed by $\text{val}(\mu)$ during matrix reduction.

The idea behind this result, and its implications for PH computation, can be traced at least as far back as one of the earliest works in this field [65]. Here the authors use a variant on Proposition 13 to show that certain change of basis operations on a boundary matrix $\partial_n$ result in the zeroing out of pivot rows, leaving all other rows unchanged; they use this zeroing procedure as a preprocessing step in right reduction.

Proposition 28 also implies that the set of pivot columns in Algorithm 2 and the set of columns indexed by $\text{def}(\mu)$ are disjoint. This gives rise to a natural dual approach, in which one skips over, clears, or deletes columns indexed by $\text{def}(\mu)$. This idea was developed into a formal acceleration technique in [13]; in experiments, the technique improved time and memory use substantially.

These ideas were further developed in [3], which computes PH in “chunks”; after a chunk is computed, information about $\text{def}(\mu)$ and $\text{val}(\mu)$ are extracted and used to simplify the boundary matrix.

Algorithms that compute rows of $D$ in a lazy fashion need not delete or simplify rows of $D$ at all; they can simply skip over them. This saves not only algebraic operations (which would otherwise have been needed to reduce a row to zero), but also the computations needed to construct that row in the first place. The pairing of lazy methods with this clearing optimization was pioneered in [2]. In numerical experiments, the time and memory saved by excluding rows indexed by $\text{val}(\mu)$ is disproportionate to the number of rows excluded [13, 3, 2, 64], at least for clique complexes. Effects for cubical complexes tend to be nontrivial but less pronounced [4]. The reason for these empirical trends is a matter of ongoing research; see [2] for a nice review. New experimental evidence is reported in §11.

In concrete terms, the clear/compress/twist optimization can be applied to Algorithm 2 by inserting the following lines at the very beginning of each iteration of the outer for-loop (that is, the loop that iterators over $i$):

```
Algorithm 3: The clear/compress/twist short circuit

for $i \leftarrow m$ to 1 do
  if $M[p, i] \neq 0$ for some $p > i$ then
    continue
  end
  ...
end
```
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Suppose that the $i$th iteration of the outer for-loop in Algorithm 2 corresponds to the $p$th matched row, meaning $i = \rho_p$. Suppose, moreover, that either of the following two equivalent conditions holds true

**B1** The column index matched to row $\rho_p$ coincides with the leading nonzero entry of row $\rho_p$. In symbols, $\rho_p^* = \min \text{supp}(\text{Row}_{\rho_p}(D))$.

**B2** The first nonzero entry of row $\text{Row}_{\rho_p}(D)$ appears in column $j$, and $\text{Col}_j(M) = 0$ on this iteration of the outer for-loop. Concretely, this condition holds iff (i) $D[i, j] \neq 0$, (ii) $D[i, j'] = 0$ for $j' < j$, and (iii) $D[i', j] = 0$ for $i < i'$.

We refer to the set of all pairs $(\rho_p, \rho_p^*) \in \mu$ such that [(B1)] and [(B2)] hold for $i = \rho_p$ as the set of Pareto pairs of $D$. This set is denoted $\text{Par}(D)$.

Algorithm 2 performs no algebraic operations on any row $i$ such that $i = \rho_p$ for some $(\rho_p, \rho_p^*) \in \text{Par}(D)$; this can be confirmed by a cursory examination of the procedure. Rather, Algorithm 2 will simply set $M[i, \rho_p^*] = D[i, \rho_p^*]$, and extend $L$ to a matrix whose top row is $[1, 0, \ldots, 0]$.

In a lazy regime where one constructs each row of $D$ on the fly, one can therefore short-circuit the construction of row $i$ as soon as (i) it has been determined that $i = \rho_p$ for some $(\rho_p, \rho_p^*) \in \text{Par}(D)$, and (ii) index $\rho_p^*$ and entry $D[\rho_p, \rho_p^*]$ have been calculated.

While elementary in principle, the implementation of this short-circuit technique can be complex in practice; some lazy constructors – including many of the most commonly used constructors for filtered clique and cubical complexes – do not generate the entries of each row in sorted order, so determining the first nonzero entry of row $i$ can entail a nontrivial computational cost. Nevertheless, effective implementations do exist, and are regarded as essential to many of the fastest solvers currently available (at least, for computations involving clique complexes).

Unlike the short-circuit method for clear/compress/twist, this short-circuit method cannot be easily expressed by inserting some additional lines into Algorithm 2. Rather, it calls for a modification to the lower-level subroutine that finds the first nonzero entry of row $i$ and then performs the associated update on $\bar{R}$ and $M$. Thus, pseudocode is omitted.

**Remark 12** (Historical note). The set $\text{Par}(D)$ has received much attention over the past decade, and has been independently discovered by a variety of authors.

Kahle [39] developed an important instance of this object in work on certain probability spaces of simplicial complexes. Delgado-Friedrichs et al. considered an analogous construction for cubical complexes in [18], which names the elements of $\text{Par}(D)$ close pairs. Independently, Henselman-Petrusek defined $\text{Par}(D)$ for arbitrary boundary matrices under the name Pareto frontier in [34], and later termed the elements of this set minimal pairs [35, Remark 8.4.2]. Bauer generalized the construction of Kahle to arbitrary filtered simplicial complexes for use in PH computations, in work that ultimately appeared in [2]. Following the appearance of that work, Lampret independently developed a more general construction called a steepness matching; unlike those which preceded it, the steepness matching is suitable for boundary matrices with coefficients in an arbitrary unital ring (by contrast, the predecessors restricted to field coefficients).

\[13\] If this condition is satisfied, then column $j$ of $M$ will become nonzero at the end of iteration $i = \rho_p$, however.
It has been further noted that Par(D) constitutes a discrete Morse vector field – a fact with deeper implications for both theory and algorithms.

11 Experiments

In §8-10, we present a computational scheme for U-match decomposition, storage, and retrieval of a matrix D. While no restrictions are placed on D, the scheme is specifically chosen to work with boundary operators of filtered chain complexes. In particular, the scheme is optimized for applications where the following conditions hold:

(C1) Algorithm 2 (compressed decomposition) returns smaller outputs than Algorithm 1 (uncompressed decomposition). In particular, (Rρρ)−1 holds substantially fewer nonzero entries than R−1.

(C2) Algorithm 2 requires less time and memory to decompose D than D⊥.

Here we present numerical evidence that (C1) and (C2) do hold for a broad range of filtered boundary operators D found in topological data analysis, thus justifying our design decisions. These experiments further support the thesis that

(C3) Compared to the standard alternative for computing cycle representatives in persistent homology – right-reduction of D – the lazy U-match scheme consumes substantially less time and memory.

11.1 Design

In order to test (C1) - (C3), we consider a set of real-world and simulated data sets. Each data set engenders either a filtered simplicial complex or filtered cubical complex; in either case the complex becomes nullhomotopic by the last step in the filtration.

To each filtered complex, X, we associate a matrix D representing the degree-2 boundary operator C2(X, F2) → C1(X, F2), where F2 represents the Galois field of order 2. The rows and columns of D are sorted in ascending order of birth time.

We pre-compute the index matching relation µ of D; this relation implicitly contains the sequence of row-pivot elements ρ = (ρ1, . . . , ρk) and column-pivot elements κ = (κ1, . . . , κk). We also pre-compute the number of off-diagonal nonzero entries in R−1 and (Rρρ)−1, where R−1 is the row operation matrix returned by Algorithm 1. Finally, we measure the time and memory used by Algorithm 2 to decompose each of the following matrices: D, D⊥, Dρκ, D⊥ρκ.

The time and memory needed to decompose D⊥ρκ represents an approximate lower bound on the cost of computing cycle representatives in a sequential non-greedy fashion. Indeed, this is essentially the approach taken in [16], where pivot-elements are precomputed via the cohomology algorithm, and D⊥mc is decomposed by a procedure nearly identical to Algorithm 2. Since we include the decomposition of D⊥ρκ in our analysis, we also include Dρκ, for symmetry.

14By contrast, the method we propose is sequential and greedy.
11.2 Data sets

Data used for the experiments are described below; all data sets and code for generating simulated data are available at [31].

**Gaussian Random Fields** (GRF2DAni, GRF2DExp, GRF3DAni, and GRF3DExp): Gaussian random fields with exponential and anisotropic covariance structure in dimensions two and three were generated via the Julia package `GaussianRandomFields.jl`. These fields were formatted as \((1000 \times 1000)\) and \((50 \times 50 \times 50)\) pixel arrays, then converted to filtered cubical complexes via the “T-construction” [26].

**Erdos-Renyi** (ER100 and ER150): Filtered clique complexes for complete edge-weighted graphs on 100 and 150 vertices with weights drawn iid from the uniform distribution.

**Uniform** (Uniform): A Vietoris-Rips complex for 500 points sampled uniformly from the unit cube in \(\mathbb{R}^{20}\) under the standard Euclidean metric.

**Torus** (Torus): A Vietoris-Rips complex for 500 points sampled uniformly from the unit cube in \(\mathbb{R}^{3}\), equipped with the metric \(d(x,y) = \min_z ||x - (y + z)||_2\), where \(z\) runs over all points in \(\{0, 1, -1\}^3\).

**Henneberg** (Henne): A Vietoris-Rips complex for 1000 points subsampled randomly from the 5456 points on the Henneberg surface in three dimensions available at [61].

**Cyclo-octane** (Cyclo): A Vietoris-Rips complex for 1000 points subsampled randomly from the 6040 points in \(\mathbb{R}^{24}\) from the Cyclo-octane data set available at [61].

Remark 13. Very significant theoretical progress has been made in the theory of random cell complexes [39, 45, 15, 49, 1, 37]. However, since data sets used in applications rarely conform to the assumptions of any one probability model, it is convention to evaluate the performance of decomposition algorithms via benchmarking on a range of scientific data sets.

11.3 Software

All software is implemented in the Rust programming language; code for running these experiments is available at [31]. Results as described below are for computations performed on a Dell PowerEdge R730xd server with 2.4GHz Intel Xeon E5-2640 processors and 512 GB of RAM, running Ubuntu 18.04 LTS.

The implementation of Algorithm 2 stores upper triangular matrices in CSR format, and matching matrices as a hash map. For both clique and cubical complexes, we store the matrix \(D\) in a compressed data structure that permits lazy look-up of rows and columns. While doing row reductions, the rows of \(D\) are generated by a coface iterator; correspondingly, while doing column reductions, the columns of \(D\) are generated by a face iterator. The data structure for clique complexes closely resembles that of [2], and the structure used for cubical complexes closely resembles that of [47, 40].

Unlike CSC/CSR storage formats, the lazy structure that encodes \(D\) has no analog of a “transpose” operation that can significantly speed up or slow down read-access to rows or columns. Nor does it have a natural “sub-index” operation (since each row/column is built on the fly). Therefore, each variant on \(D, D_{\rho\kappa}, D_{\rho\kappa}\), is encoded by a wrapper object which translates a call for a specific row or column into a call for a different row or column, as necessary. To decompose \(D, D_{\rho\kappa}, D_{\rho\kappa}\) or \(D_{\rho\kappa}\), we first load the source data for \(D\) and the index matching relation \(\mu\). The necessary wrapper object is then constructed from \(D\) and \(\mu\).
Remark 14. The statistics reported in Tables 3 and 4 include the time required to load both \( D \) and the set of all matched row/column indices, even when \( \mu \) is unused because the matrix to be decomposed is \( D \) or \( D^\perp \). This convention is used in order to avoid variable confounds in benchmark results.

In the case of clique complexes, we also implement the minimal/steepness/emergent optimization (§10.1) to short-circuit construction of certain rows and columns. This strategy makes less sense for cubical data, both because it is harder to find the leftmost element of a row (or the rightmost element of a column) in this regime, and because each row and column has a small number of nonzero entries in general (6 at most), which places a low ceiling on the potential benefit of short-circuiting the construction of these objects.

11.4 Results and discussion

We report the results of the experiments described above in Tables 2, 3, and 4 at the end of the document. For each experiment, Table 2 gives the number of non-zero entries in the different matrices we consider, Table 3 gives the decomposition time, and Table 4 gives the peak heap memory used during the decomposition memory.

Our experiments verify postulate \( (C1) \) that \( (R_{pp})^{-1} \) consistently uses less memory than \( R^{-1} \); see Table 2. This finding is commensurate with results from [63, 17] and other sources, which suggest that the number of algebraic operations needed to reduce non-pivot rows and columns to zero tends to far outstrip the number of operations needed to reduce pivot rows and columns; note, in particular, that there is a 1-1 correspondence between row additions and off-diagonal entries of \( R^{-1} \). This difference exists even for cubical complexes, where the gap in time and memory to reduce \( D \) versus \( D^\perp \) disappears.

Regarding postulate \( (C2) \), we find the decomposition time is similar for \( D \) and \( D^\perp \) when \( D \) comes from a cubical complex and substantially faster for \( D \) than \( D^\perp \) when \( D \) comes from a clique complex. These results recapitulate existing findings in the literature. In particular, it was noted in [4] that the gap in time/memory to reduce \( D \) versus \( D^\perp \) disappears for cubical complexes.

Postulates \( (C1) \) and \( (C2) \) jointly support the decision to place \( (R_{pp})^{-1} \) at the heart of our lazy decomposition, storage, and retrieval scheme. In particular, decomposition of \( D \) (which exposes \( R^{-1} \)) is faster than decomposition of \( D^\perp \) (which exposes \( C \), and storage of \( (R_{pp})^{-1} \) costs considerably less than storage of \( R^{-1} \).

For postulate \( (C3) \), we find that clearing a pivot block by column operations uses similar-order-of-magnitude time and memory as does clearing the same pivot block by row operations. In the standard approach to reducing a filtered boundary operator by row-reduction, one would apply the cohomology algorithm to \( D_{\text{filter}} \), having deleted all nonpivot rows via the clearing/compression optimization\(^\text{15}\). In this case, the time to reduce \( D_{\text{filter}} \) would be roughly similar to that of applying the same algorithm to \( D_{\text{rho}} \) since construction of the vast majority of pivot rows is short-circuited, c.f. [2]. Thus, the time needed to compute generators by first row-reducing (thus, revealing the pivot elements) then column-reducing the submatrix indexed by pivot indices, is approximately double

\(^{15}\)Compression does not remove all non-pivot rows, in general. However, since the final space in our filtration is nullhomotopic, the image of \( \partial_2 \) equals the kernel of \( \partial_1 \), hence (by the rank-nullity theorem) the number of pivot columns of \( \partial_1 \) equals the number of non-pivot rows of \( \partial_2 \); therefore, compression removes all non-pivot rows for each of the data sets studied here.
the time required only to row-reduce. On the other hand, performing a sparse triangular solve requires only a fraction of a second. Thus, in regimes where only a small number of generators are required, the lazy approach offers concrete performance advantages.

The time and memory required to reduce $D_{\rho \kappa}$ roughly approximates that required to reduce $D_{\rho \eta}$, which is the matrix one would reduce with the standard cohomology algorithm under the classical clearing optimization. Thus, our results replicate the finding that compression accelerates computation (Table 3), even when the number of non-pivot rows or columns is small.

12 Conclusion

A host of problems in modern TDA can be answered with homological algebra, and indeed, linear algebra. However, data structures with the capacity to store large quantities of linear data have proven to be a decisive bottleneck. The absence of such structures limits our ability to perform an essential task in algebraic topology — namely, to extract knowledge about shapes from diagrams of maps.

The U-match strategy addresses this problem through compression and lazy evaluation. It flexibly adapts to diverse problems in applied homological algebra, in particular computing bases for subspaces of cycles and boundaries. At the time of this writing, cycle representatives can be computed by a handful of TDA software packages but remain difficult to analyze or work with because the software that computes them presents the results *a la carte* without exposed access to the underlying chain bases and matrices. Through U-match, we gain access not only to cycle representatives but also to the bases and matrices necessary to manipulate them. Our experiments, detailed in §11, demonstrate the computational efficacy of this approach. This same framework makes accessible the computations needed to implement an array of techniques from algebraic topology beyond simple persistent homology computations, at a scale that allows us to work with real data. Computing induced maps on (persistent) homology and working with diagrams and exact sequences are fundamental in pure topology. While the authors defer our own efforts in this direction to forthcoming and future work, we believe that access to these same methods will be of great utility to applied topologists in general.

In developing the U-match framework, several directions for future effort became apparent. As we have seen, computation time and resources are always a constraint. Thus, developing variants of these methods that are appropriate for implementation in distributed computing environments or via GPU acceleration would be of value in many contexts. In addition, case-by-case study of each of the 64 calculations described in Remark 7 would potentially provide insights and further refinements of these methods in particular cases. Finally, we have performed only the most obvious experiments with these tools; further statistical analysis of the various components of the U-match decomposition in different contexts would improve our understanding of its capabilities and limitations.
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A Block identities

Posit a proper U-match decomposition

$$\mathcal{R}M = D\mathcal{C}.$$  \hspace{1cm} (2)

We showed in §7 that

$$\begin{pmatrix} \rho & \rho' \\ \rho' & \rho \end{pmatrix} \begin{pmatrix} \kappa & \kappa' \\ \kappa' & \kappa \end{pmatrix} = \begin{pmatrix} \rho & \rho' \\ \rho' & \rho \end{pmatrix} \begin{pmatrix} D_{\rho\kappa} & D_{\rho\kappa'} \\ D_{\rho'\kappa} & D_{\rho'\kappa'} \end{pmatrix} \begin{pmatrix} \kappa & \kappa' \\ \kappa' & \kappa \end{pmatrix}$$  \hspace{1cm} (17)

In particular, axioms [A1] and [A2] which define what it means for a U-match decomposition to be proper, are equivalent to equations

$$\mathcal{C}_{\bar{k}n} = I_{\bar{k}n}$$  \hspace{1cm} (23)

$$\mathcal{R}_{\bar{m}\bar{p}} = I_{m\bar{p}}$$  \hspace{1cm} (24)

respectively.

If we write $$\rho^{-1} = (\rho_k, \ldots, \rho_1)$$ for the reverse of a finite sequence $$\rho$$, then the anti-transposed U-match decomposition $$(\mathcal{C}^{-1})^\perp M = D^\perp(\mathcal{R}^{-1})^\perp$$ has an analogous block structure:

$$\begin{pmatrix} \bar{k}^{-1} & \bar{k}^{-1} \\ \bar{k}^{-1} & \bar{k}^{-1} \end{pmatrix} \begin{pmatrix} \bar{k}^{-1} & \bar{k}^{-1} \\ \bar{k}^{-1} & \bar{k}^{-1} \end{pmatrix} = \begin{pmatrix} \bar{k}^{-1} & \bar{k}^{-1} \\ \bar{k}^{-1} & \bar{k}^{-1} \end{pmatrix} \begin{pmatrix} D_{\bar{k}\bar{k}} & D_{\bar{k}\bar{k}} \\ D_{\bar{k}\bar{k}} & D_{\bar{k}\bar{k}} \end{pmatrix} \begin{pmatrix} \bar{k}^{-1} & \bar{k}^{-1} \\ \bar{k}^{-1} & \bar{k}^{-1} \end{pmatrix}$$  \hspace{1cm} (25)

Remark 15. Notice, in particular, that the symbol representing the sequence of non-pivot column indices, $$\bar{k}^\perp$$, appears above and to the left of the symbol for pivot columns indices $$\kappa^\perp$$ wherever these symbols appear as row/column labels in Equation (25). This ordering is reversed in Equation (17). A similar observation holds for row labels.
We claim that

\[ M'C^{-1} = \mathcal{R}^{-1}D \equiv \bar{\rho} \begin{bmatrix} n \\ \rho \end{bmatrix} \begin{bmatrix} \rho & (\mathcal{R}_{pp})^{-1}D_{\rho n} \\ \rho \end{bmatrix} \] (26)

\[ \mathcal{R}M = D'C \equiv \begin{bmatrix} \kappa \\ \bar{\kappa} \end{bmatrix} \begin{bmatrix} D_{m\kappa} & \mathcal{C}_{\kappa\kappa} \\ \bar{\kappa} & D_{\bar{\kappa}\bar{\kappa}} \end{bmatrix} \] (27)

For proof, let us focus first on Equation (26). Identity \( M'C^{-1} = \mathcal{R}^{-1}D \) follows directly from the defining equation (2). Equation (17) implies that \( \mathcal{R}^{-1}D \) has the following block structure

\[ \mathcal{R}^{-1}D \equiv \begin{bmatrix} \bar{\rho} & I & \rho \\ \rho & \mathcal{R}_{pp}^{-1} & \rho \\ \rho & \rho & \rho \end{bmatrix} \begin{bmatrix} n \\ \rho \end{bmatrix} \]

hence \( (\mathcal{R}^{-1}D)_{\rho n} = (\mathcal{R}_{pp})^{-1}D_{\rho n} \); this accounts for the lower half of the matrix on the righthand side of (26). On the other hand, every non-pivot row of \( M \) vanishes, hence \( (M'C^{-1})_{\rho n} = 0 \). This accounts for the upper half of the matrix on the righthand side of (26), and completes the proof of that equation. Equation (27) can be argued in a similar fashion, invoking the identity

\[ D'C \equiv \begin{bmatrix} \kappa & \bar{\kappa} \\ \kappa & \bar{\kappa} \end{bmatrix} \begin{bmatrix} D_{m\kappa} & \mathcal{C}_{\kappa\kappa} \\ \bar{\kappa} & D_{\bar{\kappa}\bar{\kappa}} \end{bmatrix} \]

Alternatively, one could prove Equation (27) by showing that it is equivalent to Equation (26), via anti-transpose duality.

Since the non-pivot rows of \( C \) and the nonpivot columns of \( \mathcal{R} \) (hence also of \( \mathcal{R}^{-1} \)) are unit vectors (this holds by Axioms (A1) and (A1) equivalently, by Equations (23) and (24)), it follows from Equations (26) and (27) that

\[ C^{-1} \equiv \begin{bmatrix} \kappa & \bar{\kappa} \\ \kappa & \bar{\kappa} \end{bmatrix} \begin{bmatrix} M^{-1}_{\rho\kappa} & (\mathcal{R}_{pp})^{-1}D_{\rho n} \\ \rho & I_{\bar{n}\kappa} \end{bmatrix} \] (28)

\[ \mathcal{R} \equiv \begin{bmatrix} \rho & \bar{\rho} \\ \rho & \rho \end{bmatrix} \begin{bmatrix} I_{m\rho} & D_{m\kappa} \mathcal{C}_{\kappa\kappa} M^{-1}_{\rho\kappa} \\ D_{m\kappa} \mathcal{C}_{\kappa\kappa} M^{-1}_{\rho\kappa} & I_{\bar{\kappa}\bar{\kappa}} \end{bmatrix} \] (29)

A.1 Inner identities and proof of Theorem 21

Let us define

\[ \mathcal{A} = (\mathcal{R}_{pp})^{-1}D_{\rho\kappa} \] (30)

Then

\[ D_{\rho\kappa} = \mathcal{R}_{pp}\mathcal{A} \]

\[ D^{-1}_{\rho\kappa} = \mathcal{A}^{-1}(\mathcal{R}_{pp})^{-1} \] (32)
It follows from Equation (17) that \( R_{pp}M_{pk} = D_{pk}C_{kk} \), therefore
\[
M_{pk} = (R_{pp})^{-1}D_{pk}C_{kk} \\
= \mathcal{A}C_{kk}
\]

Hence
\[
C_{kk} = \mathcal{A}^{-1}M_{pk} \tag{36}
\]

We are now ready to prove Theorem 21. Let us first recall the statement of this result:

**Theorem 21** (Inner identities). **Posit a proper U-match decomposition** \( R \mathcal{M} = \mathcal{D} \mathcal{C} \), **and let** \( \mathcal{A} = (R_{pp})^{-1}D_{pk} = (R^{-1}D)_{pk} \). **Then the following matrix identities hold, where**

1. blank entries indicate zero blocks
2. permutations on the rows and columns of \( R, R^{-1}, \mathcal{C}, \mathcal{C}^{-1}, R^{-1}D, \) and \( \mathcal{D} \mathcal{C} \) are indicated by the sequences \( \rho, \bar{\rho}, \kappa, \bar{\kappa}, \mathbf{m}, \mathbf{n} \), which appear as labels for blocks of row and column indices.

\[
\mathcal{C} \equiv \begin{bmatrix} \kappa & \bar{\kappa} \\ \kappa & \bar{\kappa} \end{bmatrix} \begin{bmatrix} \mathcal{A}^{-1}M_{pk} - \mathcal{A}^{-1}(R_{pp})^{-1}D_{pk} \\ I \end{bmatrix} \tag{18}
\]

\[
\mathcal{C}^{-1} \equiv \begin{bmatrix} \kappa & \bar{\kappa} \\ \kappa & \bar{\kappa} \end{bmatrix} \begin{bmatrix} n \\ \kappa \end{bmatrix} \begin{bmatrix} M_{pk}(R_{pp})^{-1}D_{pn} \\ I_{\kappa n} \end{bmatrix} \tag{19}
\]

\[
\mathcal{R}^{-1} \equiv \begin{bmatrix} \bar{\rho} & \rho \\ \rho & \bar{\rho} \end{bmatrix} \begin{bmatrix} \bar{\rho}I - D_{pk}D_{pk}^{-1} \\ (R_{pp})^{-1} \end{bmatrix} \tag{20}
\]

\[
\mathcal{R} \equiv \begin{bmatrix} \bar{\rho} & \rho \\ \rho & \bar{\rho} \end{bmatrix} \begin{bmatrix} \mathcal{R}_{pp} \\ D_{mn}\mathcal{A}^{-1} \end{bmatrix} \tag{21}
\]

**Proof.** Equation (36) provides the last equality in the following sequence
\[
\mathcal{R}_{mp} = D\mathcal{C}_{mk}M_{pk}^{-1} = D_{mc}\mathcal{C}_{mk}M_{pk}^{-1} = D_{mc}\mathcal{A}^{-1}
\]

Identity (21) follows, if we recall that non-pivot columns are unit vectors, as per Equation (24). It follows, therefore, that
\[
\mathcal{R} \equiv \begin{bmatrix} \bar{\rho} & \rho \\ \rho & \bar{\rho} \end{bmatrix} \begin{bmatrix} \mathcal{R}_{pp} \\ D_{mn}\mathcal{A}^{-1} \end{bmatrix} \tag{37}
\]

One can verify that the product of the two matrices on the righthand sides of Equations (37) and (20) is equal to \( I \). This proves Equation (20), since inverses are unique.
Equation (19) was proved in the preceding discussion (Equation (23)). If we assume Equation (18), then
\[
(C C - 1) \kappa \kappa = A - 1 M \rho \kappa M - 1 (\mathcal{R}_{pp})^{-1} D \rho \kappa = D \rho \kappa I = 0
\]
and Equation (32) yields both under braces in the following expression:
\[
(C C - 1) \bar{\kappa} \kappa = A - 1 M \rho \kappa M - 1 (\mathcal{R}_{pp})^{-1} D \rho \kappa - (\mathcal{R}_{pp})^{-1} D \rho \kappa = 0
\]
In particular, the formula for \( C - 1 \) given in Equation (18) satisfies the condition \( C - 1 C = I \). Correctness of Equation (18) follows by uniqueness of inverses. This completes the proof.

### A.2 Further identities

**Proposition 29.** Let \( \mathcal{A} = (\mathcal{R}_{pp})^{-1} D \rho \kappa = (\mathcal{R}^{-1} D)_{\rho \kappa} \). The following matrix identities hold, where

1. blank entries indicate zero blocks
2. by abuse of notation, the matrices \( \mathcal{R}, \mathcal{R}^{-1}, \mathcal{C}, \mathcal{C}^{-1}, \mathcal{R}^{-1} D, \) and \( D \mathcal{C} \) that appear on the left side of each equation are understood to have their rows and columns permuted as indicated by the row/column labels on the right side of each equation.

\[
\mathcal{C} = \begin{pmatrix}
\kappa & \rho & \bar{\kappa} & \bar{\rho} & \rho & \bar{\kappa} \\
\bar{\kappa} & I & (M \rho \kappa)^{-1} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\rho & I & - (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\kappa & \bar{\kappa} & \bar{\rho} & \rho & \rho & \bar{\rho} \\
\bar{\kappa} & I & (M \rho \kappa)^{-1} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\rho & I & - (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\kappa & \bar{\kappa} & \bar{\rho} & \rho & \rho & \bar{\rho}
\end{pmatrix}
\]

\( \mathcal{C}_{\kappa \bar{\kappa}} = -(D \rho \kappa)^{-1} D \rho \bar{\kappa} \)

\[
\mathcal{C}^{-1} = \begin{pmatrix}
\kappa & \rho & \bar{\kappa} & \bar{\rho} & \rho & \bar{\kappa} \\
\bar{\kappa} & I & (M \rho \kappa)^{-1} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\rho & I & - (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\kappa & \bar{\kappa} & \bar{\rho} & \rho & \rho & \bar{\rho} \\
\bar{\kappa} & I & (M \rho \kappa)^{-1} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\rho & I & - (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I & (\mathcal{R}_{pp})^{-1} D \rho \bar{\kappa} & I \\
\kappa & \bar{\kappa} & \bar{\rho} & \rho & \rho & \bar{\rho}
\end{pmatrix}
\]

\( \mathcal{R}^{-1} = \begin{pmatrix}
\bar{\rho} & \rho & \rho & \rho & \rho & \rho \\
\rho & I & - D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\rho & I & D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\rho & I & D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\end{pmatrix}
\]

\( (\mathcal{R}^{-1})_{\bar{\rho} \rho} = - D_{\rho \kappa} (D_{\rho \kappa})^{-1} \)

\( \mathcal{R} = \begin{pmatrix}
\bar{\rho} & \rho & \rho & \rho & \rho & \rho \\
\rho & I & - D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\rho & I & D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\bar{\rho} & I & (\mathcal{R}_{pp})^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\rho & I & D_{\rho \kappa} \mathcal{A}^{-1} & I & (\mathcal{R}_{pp})^{-1} & I \\
\end{pmatrix}
\]

Moreover,

\[
M \mathcal{C}^{-1} = \mathcal{R}^{-1} D \equiv \begin{pmatrix}
\bar{\rho} & \rho \\
\rho & (\mathcal{R}_{pp})^{-1} D_{\rho \kappa}
\end{pmatrix}
\]

\( \mathcal{R} M = D \mathcal{C} \equiv \begin{pmatrix}
\kappa & \bar{\kappa} \\
\bar{\kappa} & D_{\rho \kappa} \mathcal{C}_{\kappa \bar{\kappa}}
\end{pmatrix}
\]
B  Connections to order theory

This result, due to Birkhoff [7], states that every pair of poset maps $F : p \to M, G : q \to M$ into a modular order lattice $M$ extend to a lattice homomorphism $H : D \to M$, where $D$ is the free distributive lattice generated by $p$ and $q$. Concretely, $D$ can be realized as the lattice of down-closed subsets of the product poset $p \times q$. It turns out that the nonzero entries of $M$ correspond exactly to the indices $(s, t)$ such that $H(s \times t) > H(s \times t - \{(s, t)\})$, when $M$ is the subspace lattice of $K_m, F_s$ is the subspace of $K_m$ consisting of vectors supported on $s$, and $G_t$ is the column space of $D_m \times t$ [28]. This unassuming fact has proved useful in extending the ideas of persistent homology from the setting of linear maps and vector spaces to more general algebraic settings [36].

C  Short-circuit techniques for acceleration and sparsification

Many applications of U-match decomposition make use of both a domain COMB $C$ and a codomain COMB $R$. However, a substantial subset of these applications do not rely on the assumption that $R$ is the specific COMB corresponding to $C$ (if the decomposition is proper), or even that $RM = DC$. Rather, in these cases it suffices to assume that there exist U-match decompositions $\hat{R}M = D\hat{C}$ and $RM = D\hat{C}$ for some upper unitriangular $\hat{R}$ and $\hat{C}$. Such is the case, for example, in persistent (co)homology computations that require cycle representatives in both persistent homology and persistent cohomology, but not a specific correspondence between the two.\[16\]

In such cases, it can be advantageous, computationally, to obtain a $C$, which is as sparse as possible. Sparsification encompasses a challenging class of problems in matrix algebra, generally. However, the following observation provides several highly practical heuristics: recall from Corollary ?? that any two proper domain COMBs associated to the same mapping array $D$ can differ from one another only in the columns indexed by $\text{val}(\mu) = \{\kappa_1, \ldots, \kappa_k\}$, i.e., only in pivot columns. In reality, sparsifying $C$ therefore means sparsifying pivot columns, since each non-pivot column is uniquely determined.

Lemma 30. Let $\kappa_p$ be a pivot column index, $v$ be a column vector, and $C$ be a U-match column operation matrix. Then swapping column $\kappa_p$ of $C$ with $v$ results in a new column operation matrix iff the following conditions hold:

1. $v[\kappa_p] = 1$ and $v[i] = 0$ for $i > \kappa_p$, and
2. $(Dv)[i] = 0$ for $i > \kappa^*_p$

The heuristics afforded by Lemma[30] can be described as follows. Suppose we need to calculate a vector $v$ which is the $\kappa_p$th column of a column-operation matrix associated to $D$, and that we have computed $\hat{R}^{-1}$ and saved $(\hat{R}_{\rho\rho})^{-1}$, as per the proposed compression scheme. By Proposition [21] we can compute column $\kappa_p$ of the column operation matrix that corresponds to $R^{-1}$ via $\text{Cot}_{\kappa_p}(\mathcal{A}^{-1}) \cdot M[\kappa_p^*, \kappa_p]$. If we have not saved $\mathcal{A}^{-1}$ to memory, then we can recover this column by back-substitution. This process entails a sequence of vectors $v_0, \ldots, v_k$, where $v_0$ is the pth column operation matrix associated to $D$.
standard unit vector $e_p = (0, \ldots, 1, \ldots, 0)$, $v_k$ satisfies $\mathcal{A} v_k = e_p$, and each $v_{t+1}$ differs from $v_t$ by adding at most one nonzero coefficient. If, for any $t$, the vector $v_t$ satisfies the criterion of Lemma 30, then we may stop the process early; $v_t$ is already a serviceable column vector, and may have fewer nonzero entries than $\text{COL}_{\kappa_p}(\mathcal{A}^{-1})$.

On the other hand, if we already have saved $\mathcal{A}^{-1}$ to memory, then we may return $v = \text{COL}_{\kappa_p}(\mathcal{A}^{-1}) \cdot M[\kappa^*_p, \kappa_p]$ directly. However, we may also delete any nonzero coefficient $v[\kappa_i]$ for which $i < p$ and $D[i, \kappa_q] = 0$ for $i > \kappa^*_p$, since deletion of such coefficients will still result in a column vector $v$ which satisfies the criteria of Lemma 30.

As a special case of the preceding two optimizations, we may take $v$ to be the standard unit vector whenever $D[\kappa^*_p, \kappa_p]$ is the lowest nonzero entry in $D$. Where this condition is satisfied, the solution is zero-cost globally optimal.

In practice, early stopping, deletion, and zero-cost global optima are all highly relevant to performant persistent (co)homology computation, since it has been observed empirically that the overwhelming majority of pivot columns satisfy the condition for a zero-cost global optimum, in many applied settings [34, 64, 2, 42].

D Lazy access to Jordan bases: alternative approaches

U-match factorization provides at least three distinct lazy approaches to compute a filtered Jordan basis of the filtered differential operator $D$:

**Strategy 1:** Apply Algorithm 2 to obtain the invertible submatrix $(\mathcal{R}_{pp})^{-1}$ corresponding to a proper U-match decomposition $\mathcal{R}M = D\mathcal{C}$. The Jordan basis can be constructed directly from $\mathcal{C}$, as per Theorem 24. Apply the methods from §8 to access the columns of $\mathcal{C}$ in a lazy fashion.

**Strategy 2:** Apply Strategy 1 with the following modification: instead of constructing the columns of $\mathcal{C}$ exactly, use the early stopping criterion from Appendix C to construct the columns of a possibly different matrix $\tilde{\mathcal{C}}$. Matrix $\tilde{\mathcal{C}}$ is a domain COMB for some U-match decomposition $\tilde{\mathcal{R}}M = D\tilde{\mathcal{C}}$, and, as such, Theorem 24 still applies. We can therefore construct a Jordan basis from the columns of $\tilde{\mathcal{C}}$ using that formula.

**Strategy 3:** Apply Algorithm 2 to the anti-transposed matrix $D^\perp$. Doing so is nearly equivalent to performing the standard persistent homology column algorithm [17] on $D$; the only functional difference concerns the amount of data that one retains or deletes at each step of the elimination process. Informally, this process is the natural counterpart to Algorithm 1 in which one adds columns left to right, rather than adding rows from bottom to top. One can use the resulting U-match decomposition to obtain a Jordan basis, as per Theorem 24. However, in this case the early stopping strategy does not apply since the process used to extract the necessary column vectors from the U-match decomposition involves only re-indexing of column vectors, and insertion of a few entries of 0 or 1, and thus, no clearing operations.

If we write $E_1$, $E_2$, and $E_3$ for the bases produced by strategies 1, 2, and 3, respectively, then no two of these arrays must necessarily equate. This fact is simplest to observe in the case of $E_1$ versus $E_2$, since the early stopping procedure produces strictly sparser matrices by design.

To see how $E_1$ and $E_3$ may come to disagree, consider the simpler case where $D$ is not a boundary matrix but an invertible upper triangular array. In this case, the matrix
$(\mathcal{R}_{pp})^{-1} = \mathcal{R}^{-1}$ returned by Algorithm 2 will be an identity matrix; the corresponding U-match decomposition will be

$$IM = DD^{-1}.$$  

By contrast, if we apply Algorithm 2 to $D^\perp$ then we obtain $IM = (D^\perp)(D^\perp)^{-1}$; taking anti-transposes and rearranging factors, we then obtain a distinct U-match decomposition,

$$DM = DI.$$  

In particular, the first approach yields domain and codomain COMBs equal to $D^{-1}$ and $I$, respectively; the second approach yields $I$ and $D$, respectively. This motivating example can be turned into a real example by constructing a chain complex that vanishes outside dimensions 1 and 2, whose boundary operator $\partial_2 : C_2 \to C_1$ is given by $D$.

**Remark 16.** This entire discussion has a natural dual, under anti-transpose symmetry. The overall flavor is similar to that of the duality described in Theorem 24.
Table 2: Nonzero entries for several (sub)matrices associated with U-match decomposition. Each row corresponds to a clique or cubical complex, \(X\). We pass the dimension-2 boundary operator \(\partial_2 : C_2(X, \mathbb{F}_2) \to C_1(X, \mathbb{F}_2)\), represented as a matrix \(D\), to Algorithm in order to obtain a U-match decomposition \(\mathcal{R}M = \mathcal{D}\) (equivalently, \(\mathcal{R}^{-1}D = M\mathcal{E}^{-1}\)). The two righthand columns report number of off-diagonal nonzero entries for \(\mathcal{R}^{-1}\) and \((\mathcal{R}_{pp})^{-1}\), respectively. Recall that matrix \(M\) is uniquely determined by \(D\); the number of nonzero entries in this matrix equals the number of pivot elements of the decomposition, and this number does not depend on choice of decomposition algorithm. By contrast, matrix \(\mathcal{R}^{-1}\) is not uniquely determined by \(D\), and other decomposition algorithms may yield different results. In this experiment, the number of off-diagonal entries in \((\mathcal{R}_{pp})^{-1}\) is typically even smaller than the number of nonzero entries in \(M\), often by several orders of magnitude.

| dataset       | size of \(\partial_2\)                     | number of nonzero entries       |
|---------------|---------------------------------------------|---------------------------------|
|               |                                             | \(M\)                           |
|               |                                             | \(\mathcal{R}^{-1} - I\)         |
|               |                                             | \((\mathcal{R}_{pp})^{-1} - I\)  |
| GRF2DAni      | \(2,002,000 \times 1,000,000\)              | \(1,000,000\)                   |
|               |                                             | \(70,471,346\)                  |
|               |                                             | \(15,634\)                      |
| GRF3DAni      | \(390,150 \times 382,500\)                 | \(257,500\)                     |
|               |                                             | \(12,043,279\)                  |
|               |                                             | \(163,733\)                     |
| GRF2DExp      | \(2,002,000 \times 1,000,000\)              | \(1,000,000\)                   |
|               |                                             | \(53,229,639\)                  |
|               |                                             | \(310,373\)                     |
| GRF3DExp      | \(390,150 \times 382,500\)                 | \(257,500\)                     |
|               |                                             | \(9,270,009\)                   |
|               |                                             | \(77,735\)                      |
| ER100         | \(4,657 \times 134,654\)                   | \(4,558\)                       |
|               |                                             | \(49,561\)                      |
|               |                                             | \(4,241\)                       |
| ER150         | \(10,846 \times 504,017\)                  | \(10,697\)                      |
|               |                                             | \(154,897\)                     |
|               |                                             | \(17,245\)                      |
| Uniform       | \(112,586 \times 15,586,723\)              | \(112,087\)                     |
|               |                                             | \(1,693,846\)                   |
|               |                                             | \(5,019\)                       |
| Torus         | \(91,162 \times 9,314,575\)                | \(90,663\)                      |
|               |                                             | \(2,486,139\)                   |
|               |                                             | \(1,211\)                       |
| Henne         | \(411,484 \times 100,278,849\)             | \(410,485\)                     |
|               |                                             | \(23,885,893\)                  |
|               |                                             | \(10,126\)                      |
| Cyclo         | \(300,712 \times 47,272,174\)              | \(299,713\)                     |
|               |                                             | \(14,897,198\)                  |
|               |                                             | \(5,572\)                       |
Table 3: Execution time for Algorithm 2. Each row corresponds to the dimension-2 boundary operator $\partial_2 : C_2(X, \mathbb{F}_2) \to C_1(X, \mathbb{F}_2)$ of a clique or cubical complex, $X$. We identify this operator with its matrix representation, $D$. For each $X$, we pass $D, D^\perp, D_{\rho\kappa}$ and $D^\perp_{\rho\kappa}$ to Algorithm 2 to obtain a compressed representation of a U-match decomposition $\mathcal{R}M = \mathcal{D}$. Reduction time for pivot blocks are roughly similar for row vs. column operations in both clique and cubical complexes. For full matrices, column reduction is sometimes faster for cubical complexes, and sometimes slower for clique complexes.

| dataset   | row clearing full matrix | row clearing pivot block | column clearing full matrix | column clearing pivot block |
|-----------|--------------------------|--------------------------|-----------------------------|-----------------------------|
| GRF2DAni  | 128.80                   | 6.12                     | 8.36                        | 9.25                        |
| GRF3DAni  | 60.64                    | 2.18                     | 43.09                       | 2.21                        |
| GRF2DExp  | 85.03                    | 7.06                     | 9.43                        | 9.37                        |
| GRF3DExp  | 35.64                    | 1.87                     | 28.45                       | 1.97                        |
| ER100     | 4.77                     | 0.20                     | 98.00                       | 0.07                        |
| ER150     | 46.84                    | 1.52                     | 1,649.75                    | 0.39                        |
| Uniform   | 1,086.58                 | 20.72                    | 14,917.19                   | 13.89                       |
| Torus     | 1,042.05                 | 11.79                    | 973.93                      | 8.02                        |
| Henne     | 29,712.27                | 169.91                   | 30,563.55                   | 128.29                      |
| Cyclo     | 11,688.37                | 76.77                    | 47,381.64                   | 48.65                       |
| dataset          | row clearing | column clearing |
|------------------|--------------|-----------------|
|                  | full matrix  | pivot block     | full matrix  | pivot block |
| GRF2DAni         | 1,241,720    | 1,0836,88       | 1,031,244    | 1,094,752   |
| GRF3DAni         | 321,644      | 279,016         | 321,348      | 279,300     |
| GRF2DExp         | 1,244,532    | 1,088,636       | 1,038,472    | 1,093,644   |
| GRF3DExp         | 321,348      | 278,900         | 321,780      | 276,096     |
| ER100            | 30,612       | 16,208          | 32,580       | 16,056      |
| ER150            | 109,296      | 45,788          | 98,412       | 45,768      |
| Uniform          | 2,002,032    | 1,231,860       | 1,881,004    | 1,231,844   |
| Torus            | 1,121,316    | 743,848         | 1,241,508    | 743,904     |
| Henne            | 13,449,404   | 7,808,640       | 10,132,272   | 7,808,800   |
| Cyclo            | 6,663,060    | 3,719,136       | 5,254,084    | 3,719,108   |

Table 4: Memory use (peak heap) for Algorithm 2. Each row corresponds to the dimension-2 boundary operator $\partial_2 : C_2(X,\mathbb{F}_2) \to C_1(X,\mathbb{F}_2)$ of a clique or cubical complex, $X$. We identify this operator with its matrix representation, $D$. For each $X$, we pass $D, D^\perp, D_{\rho\kappa}$, and $D_{\rho\kappa}^\perp$ to Algorithm 2 to obtain a compressed representation of a U-match decomposition $\mathcal{M} = D'\mathcal{C}'$. Memory use is roughly similar for reduction of $D_{\rho\kappa}$ versus $D_{\rho\kappa}^\perp$ (that is, decomposition of the pivot matrix by row versus column operations). Memory use is also similar for reduction of $D$ versus $D^\perp$ (that is, decomposition of $D$ by row versus column operations).