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Abstract

Given a finite set $F = \{f_1, \ldots, f_k\}$ of nonnegative integers (written in increasing size) and a classical discrete family $(p_n)$ of orthogonal polynomials (Charlier, Meixner, Krawtchouk or Hahn), we consider the Casorati determinant $\det(p_{f_i}(x + j - 1))_{i,j=1,\ldots,k}$. In this paper we prove a nice invariant property for this kind of Casorati determinants when the set $F$ is changed by $I(F) = \{0, 1, 2, \ldots, \max F\} \setminus \{\max F - f : f \in F\}$. This symmetry is related to the existence of higher order difference equations for the orthogonal polynomials with respect to certain Christoffel transforms of the classical discrete measures. By passing to the limit, this invariant property is extended for Wronskian type determinants whose entries are Hermite, Laguerre and Jacobi polynomials.

1 Introduction

Wronskian and Casoratian determinants whose entries are orthogonal polynomials belonging to the Askey and $q$-Askey schemes satisfy some very impressive invariance properties (see [6, 7, 11, 20, 30, 31]). They have been found using different approaches. S. Odake and R. Sasaki in [20, 31] use the equivalence between eigenstate adding and deleting Darboux transformations for solvable (discrete) quantum mechanical systems. This is also the approach used by D. Gómez-Ullate, Y. Grandati and R. Milson in [20]. On the other hand, the approach used by one of us in [7] is based in certain purely algebraic transformations of a
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Wronskian type determinant whose entries are orthogonal polynomials. These Wronskian type determinants are of the form

\begin{equation}
\det \left( (T^{i-1}(p_{m+j-1}(x)))_{i,j=1}^n \right),
\end{equation}

where \( m \in \mathbb{N} \), \((p_n)\) is a sequence of orthogonal polynomials with respect to a measure \( \mu \) and \( T \) is a linear operator acting in the linear space of polynomials \( P \) and satisfying that \( \text{dgr}(T(p)) = \text{dgr}(p) - 1 \), for all polynomials \( p \). The case \( T = d/dx \) was studied by Leclerc in [20]. Leclerc clarified the approach used by Karlin and Szegő in [24] to generalize the classical Turán inequality for Legendre polynomials [33] to Hankel determinants whose entries are some families of classical and classical discrete polynomials. Karlin and Szegő’s strategy was to express these Hankel determinants in terms of the Wronskian of certain orthogonal polynomials of another class (see, also, [3, 15, 16, 22, 23]).

The purpose of this paper is to introduce other approach to find these invariance properties. This approach is based in the so-called Krall discrete polynomials. A Krall discrete orthogonal family is a sequence of polynomials \((p_n)_{n \in \mathbb{N}}\), \( p_n \) of degree \( n \), orthogonal with respect to a measure which, in addition, are also eigenfunctions of a higher order difference operator. Krall discrete polynomials are one of the most important extensions of the classical discrete families of Charlier, Meixner, Krawtchouk and Hahn. A huge amount of families of Krall discrete orthogonal polynomials have been recently introduced by one of us by mean of certain Christoffel transform of the classical discrete measures (see [4, 5, 11, 13, 14]). A Christoffel transformation consists in multiplying a measure \( d\mu \) by a polynomial \( r \). It has a long tradition in the context of orthogonal polynomials: it goes back a century and a half ago when E.B. Christoffel (see [2] and also [34]) studied it for the particular case \( \mu = x \). Consider now such a Krall discrete measure \( \mu \). One can then explicitly find two determinantal representations for the orthogonal polynomials with respect to \( \mu \) using two different approaches. On the one hand, one can easily find a determinantal representation for them by using the general theory of Christoffel transform (see Section 2.1 below). On the other hand, taking into account that the orthogonal polynomials with respect to \( \mu \) are eigenfunctions of a higher order difference operator, one can find other determinantal representation for them by applying the method of \( D \)-operators developed in [3, 13, 14, 10]. Most of the symmetries for Casoratian determinants proved in [7] are underlying the fact that the orthogonal polynomials with respect to certain Krall discrete measures admit both determinantal representations. Actually, in this paper we prove invariance properties for a bunch of new variants of Casoratian determinants by exploiting this fact. Moreover, by passing to the limit we extend these invariance properties to Wronskian whose entries are classical polynomials. This approach establishes a connection with the technique used in [30, 31, 19]. At the discrete level, duality between the variable \( x \) and the index \( n \) of the polynomial (roughly speaking) is a well-known and fruitful concept. It has been shown in [3, 9, 12] that duality interchanges exceptional discrete polynomials with Krall discrete polynomials; one can then construct exceptional polynomials by taking limit.
Exceptional polynomials allow to write exact solutions to rational extensions of classical quantum potentials (continuous and discrete). The last few years have seen a great deal of activity in the area of exceptional polynomials, mainly by theoretical physicists (see, for instance, [8, 9, 12, 17, 18] (where the adjective exceptional for this topic was introduced), [19, 21, 28, 29, 32], and the references therein). The approach used by Odake and Sasaki, and Gómez-Ullate, Grandati and Milson to study invariance properties for Wronskian and Casoratian determinants whose entries are polynomials belonging to the Askey and q-Askey schemes is based in these exceptional polynomials.

For the benefit of the reader, we display here in detail the invariance property for Casoratian determinants whose entries are Charlier polynomials which we prove in this paper. To do that we need to introduce the following mapping $I$ defined in the set $\Upsilon_0$ formed by all finite sets of nonnegative integers:

$$I : \Upsilon_0 \rightarrow \Upsilon_0$$

$$I(F) = \{0, 1, 2, \cdots, \max F\} \setminus \{\max F - f, f \in F\}.$$  

It is not difficult to see that $I$ is an involution when restricted to the set $\Upsilon$ formed by all finite sets of positive integers.

For $a \neq 0$, we write $(c_n^a)_n$ for the sequence of Charlier polynomials normalized by taking its leading coefficient equal to $1/n!$ (see Section 3 below). They are orthogonal with respect to the measure

$$(1.2) \quad \mu_a = \sum_{x=0}^{\infty} \frac{a^x}{x!} \delta_x.$$  

For a finite set $F = \{f_1, \cdots, f_k\}$ of nonnegative integers (written in increasing size), we write $C_{F,x}^a$ for the Casorati-Charlier determinant

$$(1.3) \quad C_{F,x}^a = \left|c_{f_j}^a(x + j - 1)\right|_{i,j=1}^k,$$

(we use the standard notation $|M|$ to denote the determinant of the matrix $M$). It is not difficult to see that $C_{F,x}^a$ is a polynomial in $x$ of degree $w_F = \sum_{F} f - \binom{k}{2}$ (see [3], Sect. 3). We then prove the following invariance property for $C_{F,x}^a$.

**Theorem 1.1.** For $a \neq 0$ and a finite set $F$ of nonnegative integers, the invariance

$$(1.4) \quad C_{F,x}^a = (-1)^{w_F} C_{I(F),-x}^{-a}$$

holds.

Identity (1.4) was conjectured by one of us in [8]. For segments $F = \{n, n + 1, \cdots, n + k - 1\}$, identity (1.4) was conjectured in [6] and proved in [7].

Theorem 1.1 will be proved in Section 3 using the two different determinantal representations mentioned above for the orthogonal polynomials with respect to the measure

$$\mu_F^a = \sum_{x=0}^{\infty} \prod_{f \in F} (x - f) \frac{a^x}{x!} \delta_x.$$  
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Passing to the limit, the identity (1.4) produces the following invariance for (normalized) Wronskian whose entries are Hermite polynomials (see Section 4). For a finite set \( F \) of nonnegative integers, write

\[
H_{F,x} = \frac{1}{2^{(F)}} \prod_{f \in F} f! |H_{f_i}^{(j-1)}(x)|_{i,j=1}^k,
\]

where as usual \( H_n \) denotes the \( n \)-th Hermite polynomial.

**Theorem 1.2.** For a finite set \( F \) of nonnegative integers the invariance

\[
H_{F,x} = i^{w_F} H_{I(F),-ix}
\]

holds.

Identity (1.6) was also conjectured in [8].

The case of Meixner, Hahn, Laguerre and Jacobi is even richer than this of Charlier and Hermite. We study them in Sections 5, 7, 6 and 8, respectively.

## 2 Preliminaries

Let \( \mu \) be a Borel measure (positive or not) on the real line. The \( n \)-th moment of \( \mu \) is defined by \( \int t^n d\mu(t) \). When \( \mu \) has finite moments for any \( n \in \mathbb{N} \), we can associate it a bilinear form defined in the linear space of polynomials by

\[
\langle p, q \rangle = \int pqd\mu.
\]

We say that the polynomials \( p_n, n \in \mathbb{N}, p_n \) of degree \( n \), are orthogonal with respect to \( \mu \) if they are orthogonal with respect to the bilinear form defined by \( \mu \); that is, if they satisfy

\[
\int p_n p_m d\mu = c_n \delta_{n,m}, \quad c_n \neq 0, \quad n \in \mathbb{N}.
\]

Orthogonal polynomials with respect to a measure are unique up to multiplication by non null constant. Positive measures \( \mu \) with finite moments of any order and infinitely many points in its support has always a sequence of orthogonal polynomials \( (p_n)_{n \in \mathbb{N}}, p_n \) of degree \( n \) (it is enough to apply the Gram-Smith orthogonalizing process to \( 1, x, x^2, \ldots \)); in this case the orthogonal polynomials have positive norm: \( \langle p_n, p_n \rangle > 0 \). Moreover, given a sequence of orthogonal polynomials \( (p_n)_{n \in \mathbb{N}} \) with respect to a measure \( \mu \) (positive or not) the bilinear form (2.1) can be represented by a positive measure if and only if \( \langle p_n, p_n \rangle > 0, \quad n \geq 0 \).

As usual \((a)_n, a \in \mathbb{Z}, n \in \mathbb{N}\) denotes the Pochhammer symbol defined by \((a)_n = a(a + 1) \cdots (a + n - 1)\).
2.1 Christoffel transform

Let $\mu$ be a measure (positive or not) and assume that $\mu$ has a sequence of orthogonal polynomials $(p_n)_{n \in \mathbb{N}}$, $p_n$ with degree $n$ and $\langle p_n, p_n \rangle \neq 0$ (as we mentioned above, that always happens if $\mu$ is positive, with finite moments and infinitely many points in its support).

Given a finite set $F$ of real numbers, $F = \{f_1, \ldots, f_k\}$, $f_i < f_{i+1}$, we write $\Phi_{\mu, n}$, $n \geq 0$, for the $k \times k$ determinant

$$
\Phi = \left| \begin{array}{ccc}
p_{n+j-1}(f_1) & f_{j+1} & \cdots & f_k \\
p_{n+j-1}(f_2) & f_{j+2} & \cdots & f_k \\
\vdots & \vdots & \ddots & \vdots \\
p_{n+j-1}(f_k) & f_{j+k} & \cdots & f_k \\
\end{array} \right|,
$$

Notice that $\Phi_{\mu, n}$, $n \geq 0$, depends on both the finite set $F$ and the measure $\mu$.

The Christoffel transform of $\mu$ associated to the annihilator polynomial $p_F$ of $F$,

$$p_F(x) = (x - f_1) \cdots (x - f_k),$$

is the measure defined by $\mu_F = p_F \mu$.

Orthogonal polynomials with respect to $\mu_F$ can be constructed by means of the formula

$$q_n(x) = \frac{1}{p_F(x)} \left| \begin{array}{cccc}p_n(x) & p_{n+1}(x) & \cdots & p_{n+k}(x) \\
p_n(f_1) & p_{n+1}(f_1) & \cdots & p_{n+k}(f_1) \\
\vdots & \vdots & \ddots & \vdots \\
p_n(f_k) & p_{n+1}(f_k) & \cdots & p_{n+k}(f_k) \\
\end{array} \right|.
$$

Notice that the degree of $q_n$ is equal to $n$ if and only if $\Phi_{\mu, n} \neq 0$. In that case the leading coefficient $\lambda_n^P$ of $q_n$ is equal to $(-1)^k \lambda_n^{P+} \Phi_{\mu, n}$, where $\lambda_n^{P+}$ denotes the leading coefficient of $p_n$.

The next Lemma follows easily using [34], Th. 2.5.

**Lemma 2.1.** The measure $\mu_F$ has a sequence $(q_n)_{n=0}^{\infty}$, $q_n$ of degree $n$, of orthogonal polynomials if and only if $\Phi_{\mu, n} \neq 0$, $n \in \mathbb{N}$. In that case, an orthogonal polynomial of degree $n$ with respect to $\mu_F$ is given by (2.5) and also $\langle q_n, q_n \rangle_{\mu_F} \neq 0$, $n \geq 0$. Moreover

$$\langle q_n, q_n \rangle_{\mu_F} = (-1)^k \frac{\lambda_n^{P+} \Phi_{\mu, n} \Phi_{\mu, n+1} \langle p_n, p_n \rangle_{\mu}}{\lambda_n^{P+}}.$$

2.2 Finite set of positive integers

To each finite set $F$ of nonnegative integers $F = \{f_1, \ldots, f_k\}$, with $f_i < f_{i+1}$, we associate the nonnegative integer $w_F$ defined by

$$w_F = \sum_{f \in F} f \left( \begin{array}{c} k \\ \frac{k}{2} \end{array} \right).$$

Consider the set $\Upsilon_0$ formed by all finite sets of nonnegative integers and denote by $\Upsilon$ the subset of $\Upsilon_0$ formed by all finite sets of positive integers.
We consider the mapping $I$ in $\mathcal{Y}_0$ defined by

\begin{equation}
I(F) = \{0, 1, 2, \cdots, \max F\} \setminus \{\max F - f, f \in F\}.
\end{equation}

When restricted to $\mathcal{Y}$, $I$ is an involution: $I^2 = Id$.

For the involution $I$, the bigger the holes in $F$ (with respect to the set \{0, 1, 2, \cdots, f_k\}), the bigger the involuted set $I(F)$. Here it is a couple of examples

$I(\{1, 2, 3, \cdots, k\}) = \{k\}$, \quad $I(\{1, k\}) = \{1, 2, \cdots, k - 2, k\}$.

The set $I(F)$ will be denoted by $G$:

\[G = I(F)\]

with $g_i < g_{i+1}$ so that $m$ is the number of elements of $G$ and $g_m$ the maximum element of $G$. Notice that the number $w_F$ (2.5) is invariant in $\mathcal{Y}$ under $I$.

Moreover

\begin{equation}
\text{if } F \in \mathcal{Y} \text{ then } \begin{cases}
w_F = w_{I(F)}, \\
f_k = g_m, \\
m = f_k - k + 1.
\end{cases}
\end{equation}

For $F \in \mathcal{Y}$, we also define the number $s_F$ by

\begin{equation}
s_F = \begin{cases} 1, & \text{if } F = \emptyset, \\ k + 1, & \text{if } F = \{1, 2, \cdots, k\}, \\ \min \{s \geq 1 : s < f_s\}, & \text{if } F \neq \{1, 2, \cdots, k\}.
\end{cases}
\end{equation}

For $F \in \mathcal{Y}_0$, we denote by $F_\emptyset$ the finite set of positive integers defined by

\begin{equation}
F_\emptyset = \begin{cases} \emptyset, & \text{if } F = \{1, 2, \cdots, k\}, \\ \{f_{s_F} - s_F, \cdots, f_k - s_F\}, & \text{if } F \neq \{1, 2, \cdots, k\} \text{ and } 0 \notin F \\ (F \setminus \{0\})_\emptyset, & \text{if } 0 \in F.
\end{cases}
\end{equation}

One straightforwardly has that

\begin{equation}
\text{for } 0 \in F \text{ then } \begin{cases} I(F) = I(F_\emptyset), \\
w_F = w_{F_\emptyset}.
\end{cases}
\end{equation}

For an $n$-tuple $\mathcal{F} = (F_1, \cdots, F_n)$ of finite sets of nonnegative numbers, we define

\begin{equation}
w_{\mathcal{F}} = \sum_{i=1}^{n} w_{F_i},
\end{equation}

\begin{equation}
I(\mathcal{F}) = (I(F_1), \cdots, I(F_n)).
\end{equation}
3 Invariance for Casorati-Charlier determinants

We start with some basic definitions and facts about Charlier polynomials which we will need later.

For \( a \neq 0 \), we write \( (c^a_n) \) for the sequence of Charlier polynomials (the next formulas can be found in [1], pp. 170-1; see also [25], pp., 247-9 or [27], ch. 2) defined by

\[
(c^a_n(x)) = \frac{1}{n!} \sum_{j=0}^{n} (-a)^{n-j} \binom{n}{j} (x^j)!.
\]

The Charlier polynomials are orthogonal with respect to the measure \((1.2)\) which is positive only when \( a > 0 \) and satisfy

\[
\langle c^a_n, c^a_m \rangle = \frac{a^n}{n!} e^a.
\]

The three-term recurrence formula for \( (c^a_n) \) is

\[
x c^a_n = (n + 1)c^a_{n+1} + (n + a)c^a_n + ac^a_{n-1}, \quad n \geq 0.
\]

They are eigenfunctions of the following second-order difference operator

\[
D^a = -x \delta_{-1} + (x + a) \delta_0 - a \delta_1, \quad D^a(c^a_n) = nc^a_n, \quad n \geq 0,
\]

where \( \delta_j(f) = f(x+j) \). They also satisfy

\[
\Delta(c^a_n) = c^a_{n-1},
\]

and the duality

\[
(-a)^m n! c^a_m(m) = (-a)^n m! c^a_n(n), \quad n, m \geq 0.
\]

It is not difficult to prove that for \( a \neq 0 \) the Casoratian determinant \( C^a_F,x \) is a polynomial in \( x \) of degree \( w_F \) (see Section 3 of [8]).

As explained in the Introduction, our starting point to prove Theorem 1.1 is the Krall-Charlier measure

\[
\mu^F_a = \sum_{x=0}^{\infty} \prod_{f \in F} (x-f)^{a^a_x} x! \delta_x,
\]

where \( F = \{f_1, \cdots, f_k\} \) is a finite set of positive integers (written in increasing size). Consider the \( k \times k \) determinant

\[
\Phi_n = |c^a_{n+j-1}(f_i)|^k_{i,j=1}.
\]

Assuming that \( \Phi_n^{a,F} \neq 0, n \in \mathbb{N} \), and using Lemma 2.1 for the Christoffel transform of a measure, one can generate a sequence of orthogonal polynomials
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with respect to $\mu_n^F$ by means of the determinant

$$\begin{vmatrix}
    c_n^a(x) & c_{n+1}^a(x) & \cdots & c_{n+k}^a(x) \\
    c_n^a(f_1) & c_{n+1}^a(f_1) & \cdots & c_{n+k}^a(f_1) \\
    \vdots & \vdots & \ddots & \vdots \\
    c_n^a(f_k) & c_{n+1}^a(f_k) & \cdots & c_{n+k}^a(f_k)
\end{vmatrix}
\prod_{f \in F} (x - f)$$

(3.9)

But there still is other determinantal representation for the orthogonal polynomials with respect to $\mu_n^F$. Indeed, for the involuted set $G = I(F) = \{g_1, \cdots, g_m\}$ (written also in increasing size), we consider the polynomials

$$q_n^{a,F}(x) = \prod_{f \in F} (x - f)$$

Assume now we have already proved Theorem 1.1 for finite sets of positive integers.

**Proof of Theorem 1.1.** We first prove that it is enough to consider finite sets $F$ of positive integers.

Indeed, combining columns in the Casorati-Charlier determinant $C_{F,x}^n$ and using (3.3), we can rewrite it as follows

(3.11)

$$C_{F,x}^n = \prod_{f \in F} (x - f)$$

Assume now we have already proved Theorem 1.1 for finite sets of positive integers. Let $F$ be a finite set of nonnegative integers with $0 \in F$. It is easy to prove using (3.11) that $C_{F,x}^n = C_{F_{\bar{x}},x}^n$, where the set $F_{\bar{x}}$ is defined by (2.7). Since $0 \notin F_{\bar{x}}$, we have $C_{F_{\bar{x}},x}^n = (-1)^{w_{F_{\bar{x}}}} C_{I(F_{\bar{x}}),-x}^n$. Since for $0 \in F$, $I(F) = I(F_{\bar{x}})$ and $w_{F_{\bar{x}}} = w_F$ (see (2.10)), we then have $C_{F,x}^n = (-1)^{w_F} C_{I(F),-x}^n$. That is, Theorem 1.1 is also true when $0 \in F$.

Hence, we can assume that $F$ is a finite set of positive integers.

Since both $C_{F,x}^n$ and $C_{I(F),-x}^n$ are polynomials in $x$, it is enough to prove Theorem 1.1 for $x = n \in \mathbb{N}$.

Fixed $F$, we prove Theorem 1.1 for those $a$ satisfying the assumptions $\Phi_n^a \neq 0$ (see (3.8)) and $C_{I(F),-n}^a \neq 0$, $n \in \mathbb{N}$. By standard analyticity arguments, the result will then follow for all $a \neq 0$. 
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Since \((q^{a:F}_n)_{n \geq 0} \text{ (3.9)} \) and \((\tilde{q}^{a:F}_n)_{n \geq 0} \text{ (3.10)} \) are orthogonal polynomials with respect to the same measure \(\mu^{F}_a \text{ (3.7)} \) and orthogonal polynomials with respect to a measure are unique up to multiplicative constants, we have that

\[(3.12) \quad q^{a:F}_n(x) = \gamma_n \tilde{q}^{a:F}_n(x).\]

On the one hand, comparing leading coefficients in \((3.12)\), we get (using Lemma 2.1, the normalization for the Charlier polynomials and the definition of \(\tilde{q}^{a:F}_n\))

\[
\frac{(-1)^k}{(n+k)!} \Phi^{a:F}_n = \frac{\gamma_n}{n!} c_{\gamma_n}^{a,F}(F_{n-k}).
\]

Using the duality \((3.6)\), we have (see also [8], identity \((3.14)\))

\[(3.13) \quad C_{F,n}^{a,F} = \prod_{k=0}^{k-1} \frac{(n+i)!}{(-a)^{k-k} \prod_{f \in F} f!} \Phi^{a:F}_n,
\]

where \(w_F\) is defined by \((2.5)\). This gives for \(\gamma_n\) the expression

\[(3.14) \quad \gamma_n = \frac{(-1)^k (-a)^{k-k} \prod_{f \in F} f!}{\prod_{k=1}^{k-1} (n+i)!} C_{F,n}^{a,F}.
\]

On the other hand, the identity \((3.12)\) gives

\[(3.15) \quad \|q^{a:F}_n\|_2 = \gamma_n \|\tilde{q}^{a:F}_n\|_2^2.
\]

The \(L^2\)-norm \(\|q^{a:F}_n\|_2\) can be computed using Lemma 2.1 and \((3.2)\)

\[
\|q^{a:F}_n\|_2^2 = (-1)^k a^{n+k} e^a \Phi^{a:F}_n \Phi^{a:F}_n+1.
\]

Inserting it in \((3.15)\) and using the duality \((3.13)\) and \((3.14)\), we get after straightforward computations

\[(3.16) \quad \|\tilde{q}^{a:F}_n\|_2^2 = \frac{a^{n+k} e^a}{n!} (\Phi^{a:F}_n)^2 C_{F,n}^{a,F} C_{F,n+1}.
\]

We now compute the \(L^2\)-norm \(\|\tilde{q}^{a:F}_n\|_2\) using a different approach. Indeed, we have

\[
\|\tilde{q}^{a:F}_n\|_2^2 = \frac{C_{F,n}^{a,F}}{n!} (x^{a,F}, \tilde{q}^{a:F}_n(x))_{\mu^F_a}.
\]

According to Lemma 4.2 of [13] (see the last formula in the proof of that Lemma in [13], p. 66), this gives

\[(3.17) \quad \|\tilde{q}^{a:F}_n\|_2^2 = \frac{(-1)^m d}{n!} C_{F,n}^{a,F} C_{F,n}^{a,F} - n - 1.\]
where the number $d = d(n, a, F)$ is given by

$$
(3.18) \quad d = (-1)^m \left( (x - \max F - 1)^n, c_{n-m}(x - \max F - 1) \right) \mu_F
$$

$$
= (-1)^{n-1}e^{a_0}a^{g_m} \sum_{i=1}^{m} \left( \frac{(-g_i - 1)^n c_{g_i}^a(-n + m - 1)}{p'(g_i)c_{g_i}^a(0)} \right),
$$

$p(x) = \prod_{i=1}^{m}(x - g_i - 1)$ and, as before, we write $I(F) = G = \{g_1, \cdots, g_m\}$.

We now claim that

$$
(3.19) \quad d = (-1)^m a^{n+k} e^a.
$$

Inserting it in (3.17) and using then (3.16), we get

$$
(3.20) \quad C_{\alpha F, n+1} = C_{\alpha F, n} = C_{\alpha I(F), -n}.
$$

Using (3.11) and taking into account that $c_n^a(0) = (-a)^n/n!$, a direct computation gives

$$
C_{\alpha F, 0} = (-a)^{w_F} V_F \prod_{f \in I(F)} f!,
$$

where $V_F$ is the Vandermonde determinant defined by

$$
(3.21) \quad V_F = \prod_{1 \leq i < j \leq k} (f_j - f_i).
$$

A careful computation using the definition of $I(F)$ (2.6) shows that $V_F/ \prod_{F} f! = V_{I(F)}/ \prod_{I(F)} f!$. Hence, since $w_F = w_{I(F)}$ (2.7), we get $C_{\alpha F, 0} = (-a)^{w_F} C_{\alpha I(F), 0}$.

The invariance (1.4) can now be proved easily from (3.20) by induction on $n$.

We finally prove the Claim (3.19).

To do that, we use the identity (4.13) of $[13]$: $p(x) = \prod_{i=1}^{m}(x - g_i - 1)$ and, as before, we write $I(F) = G = \{g_1, \cdots, g_m\}$. $V_F$ is the Vandermonde determinant defined by

$$
(3.22) \quad \langle (x - \max F - 1)^j, c_{n-j}(x - \max F - 1) \rangle \mu_F
$$

$$
= (-1)^{n+l+m-1}e^{a_0}a^{g_m} \sum_{i=1}^{m} \left( \frac{(-g_i - 1)^j c_{g_i}^a(-n + l - 1)}{p'(g_i)c_{g_i}^a(0)} \right),
$$

$$
(3.23)
$$

where $l = 0, \cdots, m$ and $0 \leq j \leq n - 1$ (notice that the left hand side of (3.22) is 0 when $n - l < 0$; this case is labeled (4.15) in $[13]$).

We then proof (3.19) by induction on $n$. For $n = 0$, we have using (3.18), the
duality (3.6) and taking into account that $c_n^a(0) = (-a)^n/n!$

$$d = (-1)^m e^a a^m \sum_{i=1}^m \frac{c_{g_i}^{-a}(m-1)}{p'(g_i)c_{g_i}^{-a}(0)}$$

$$= (-1)^m e^a a^m \sum_{i=1}^m \frac{a_{m-1}(m-1)!g_i^1c_{m-1}^{-a}(g_i)}{p'(g_i)g_i^a}$$

$$= (-1)^m e^a a^m(m-1)! \sum_{i=1}^m \frac{c_{m-1}^{-a}(g_i)}{p'(g_i)}.$$  

On the one hand $g_m - m + 1 = k$ (see (2.7)) and, on the other hand, since $c_{m-1}^{-a}(x)$ is a polynomial of degree $m - 1$ and the polynomial $p$ has degree $m$, we have from Lemma 2.1 of [13]

$$d = (-1)^m e^a a^k(m-1)! \frac{1}{(m-1)!} = (-1)^m e^a a^k.$$  

This is just (3.19) for $n = 0$.

We now prove (3.19) for $n + 1$. Using the three term recurrence formula (3.3), we can write

$$\langle (x - f_k - 1)^{n+1}, c_{n+1-m}^a(x - f_k - 1) \rangle_{\mu^a} = \langle (n - m + 2)(x - f_k - 1)^{n}, c_{n+2-m}^a(x - f_k - 1) \rangle_{\mu^a}$$

$$+ \langle (n + 1 - m + a)(x - f_k - 1)^{n}, c_{n+1-m}^a(x - f_k - 1) \rangle_{\mu^a}$$

$$+ \langle a(x - f_k - 1)^{n}, c_{n-m}^a(x - f_k - 1) \rangle_{\mu^a},$$

where we have set $F = f_k$. Using (3.22) for $n + 2$, $j = n$, $l = m$ and $n + 1$, $j = n$, $l = m$, respectively, and the induction hypothesis, we have after straightforward computations

$$\langle (x - f_k - 1)^{n+1}, c_{n+1-m}^a(x - f_k - 1) \rangle_{\mu^a} = a^{n+k+1} e^a$$

$$+ (-1)^{n+1} e^a q^m \sum_{i=1}^m \frac{(-g_i - 1)^n}{p'(g_i)c_{g_i}^{-a}(0)} [(n - m + 2)c_{g_i}^{-a}(-n + m - 3)$$

$$- (n + 1 - m + a)c_{g_i}^{-a}(-n + m - 2) + ac_{g_i}^{-a}(-n + m - 1)].$$

Using the second order difference equation (3.4) (changing $a$ to $-a$, $n$ to $g_i$ and $x$ to $-n + m - 2$), we finally have

$$\langle (x - f_k - 1)^{n+1}, c_{n+1-m}^a(x - f_k - 1) \rangle_{\mu^a}$$

$$= a^{n+k+1} e^a + (-1)^n e^a q^m \sum_{i=1}^m \frac{(-g_i - 1)^{n+1}c_{g_i}^{-a}(-n + m - 2)}{p'(g_i)c_{g_i}^{-a}(0)}.$$  

This is just (3.19) for $n + 1$.  

\qed
4 Invariance for Wronskian whose entries are Hermite polynomials

We write \((H_n)_n\) for the sequence of Hermite polynomials defined by (see [1], Ch. V; see also [25], pp. 250-3)

\[
H_n(x) = n! \sum_{j=0}^{[n/2]} \frac{(-1)^j (2x)^{n-2j}}{j!(n-2j)!}.
\]

The Hermite polynomials are orthogonal with respect to the weight function \(e^{-x^2}, x \in \mathbb{R}\). They satisfy \(H'_n(x) = 2nH_{n-1}(x)\).

One can obtain Hermite polynomials from Charlier polynomials using the limit

\[
\lim_{a \to \infty} \left( \frac{2}{a} \right)^{n/2} c_n^a(\sqrt{2ax} + a) = \frac{1}{n!} H_n(x)
\]

see [25], p. 249 (take into account that we are using a different normalization for Charlier polynomials to that in [25]). The previous limit is uniform in compact sets of \(\mathbb{C}\).

Using the limit (4.2) and the identity (3.11), one can get the Wronskian \(H_{F,x}(1.5)\) from the Casoratian determinant (1.3) (see [8], Section 5). More precisely

\[
\lim_{a \to \infty} \left( \frac{2}{a} \right)^{(u_F+k)/2} c_n^{a/(2ax+a)} = H_{F,x}.
\]

Theorem 1.2 is then an easy consequence of Theorem 1.1 and (4.3).

5 Invariance for quasi Casorati-Meixner determinants

For \(a \neq 0,1\) we write \((m_n^{a,c})_n\) for the sequence of Meixner polynomials defined by

\[
m_n^{a,c}(x) = \frac{a^n}{(1-a)^n} \sum_{j=0}^{n} a^{-j} \binom{x}{j} \binom{-x-c}{n-j}
\]

(we have taken a slightly different normalization from the one used in [1], pp. 175-7; see also [25], pp. 234-7 or [27], ch. 2).

For \(a \neq 0,1\) and \(c \neq 0, -1, -2, \ldots\), Meixner polynomials are always orthogonal with respect to measure \(\rho_{a,c}\). For \(0 < |a| < 1\) and \(c \neq 0, -1, -2, \ldots\), we have

\[
\mu_{a,c} = \sum_{x=0}^{\infty} \frac{a^x \Gamma(x+c)}{x!} \delta_x.
\]
Meixner polynomials satisfy the duality
\[(5.2)\quad a^{m-n}m! (1+c)^{m-1}m^{a,c}_{n}(m) = (a-1)^{m-n}m! (1+c)^{m-1}m^{a,c}_{n}(n).\]

Krall-Meixner measures seem to have a richer structure than the Krall-Charlier measures considered in Section 3. Indeed, given a pair \(F = (F_1, F_2)\) of finite sets of nonnegative integers, \(F_i\) with \(k_i\) elements, \(i = 1, 2\), respectively, one can construct Krall-Meixner measures by multiplying the Meixner weight by the polynomial \(\prod_{f \in F_1} (x-f)\prod_{f \in F_2} (x+c+f)\) (see [4, 5, 13]). This produces the measure
\[\mu_{a,c}^{F} = \prod_{f \in F_1} (x-f) \prod_{f \in F_2} (x+c+f) \mu_{a,c}.\]

One then can generate orthogonal polynomials with respect to the measure \(\mu_{a,c}^{F}\) using Lemma 2.1 \((k = k_1 + k_2)\):
\[(5.3)\quad q_{a,c}^{F}(x) = \frac{\prod_{f \in F_1} m_{n+j-1}^{a,c}(x+f)\prod_{f \in F_2} m_{n+j-1}^{a,c}(x+f)}{(-1)^{k_2} \prod_{f \in F_1} (x-f) \prod_{f \in F_2} (x+c+f)},\]
where we have used that \(m_{n+j-1}^{a,c}(x) = (-1)^{n}m_{1/a,c}^{1/a}(x-c)\).

Along the rest of this paper, we use the following notation: given a finite set of positive integers \(F = \{f_1, \ldots, f_k\}\), the expression
\[(5.4)\quad \begin{bmatrix} z_{f,j} \\ f \in F \end{bmatrix}^{1 \leq j \leq k}\]
inside of a matrix or a determinant will mean the submatrix defined by
\[
\begin{pmatrix}
  z_{f_1,1} & z_{f_1,2} & \cdots & z_{f_1,k} \\
  \vdots & \vdots & \ddots & \vdots \\
  z_{f_k,1} & z_{f_k,2} & \cdots & z_{f_k,k}
\end{pmatrix}.
\]
The determinant should be understood in this form.

In view of (5.3), and using the duality (5.2), we define the (normalized) quasi Casoratian-Meixner determinant
\[(5.5)\quad M_{a,c}^{F,x} = \frac{\prod_{f \in F_1} m_{1/a,c}^{1/a}(x+j-1)\prod_{f \in F_2} m_{1/a,c}^{1/a}(x+j-1/a^{j-1})}{a^{(\lambda)} - k_2(k-1)(1-a)^{k_1k_2}}.\]
It can be proved that for $a \neq 0,1$ this Casoratian determinant $M_{F,x}^a$ is a polynomial in $x$ of degree $w_F$ (2.11) (see Section 3 of [9]).

Using that $\mu_{a,c}$ is a Krall discrete measure (its orthogonal polynomials are also eigenfunctions of a higher order difference operator), in Theorem 1.1 of [13] it is proved that the polynomials $\tilde{q}_n^{a,c,F}(x)$ are also orthogonal with respect to $\mu_{a,c}$.

We then have $q_n^{a,c,F}(x) = \gamma_n \tilde{q}_n^{a,c,F}(x)$ for certain normalization sequence $\gamma_n \neq 0, n \in \mathbb{N}$. One can then compute explicitly the sequence $\gamma_n$ by comparing the leading coefficient and the $L^2$-norm of the polynomials $q_n^{a,c,F}(x)$ and $\tilde{q}_n^{a,c,F}(x)$ (as in the proof of Theorem 1.1). In doing that, we can prove the following theorem.

**Theorem 5.1.** For $a \neq 0,1$ and a pair $F = (F_1, F_2)$ of finite sets of nonnegative integers the invariance

$$M_{F,x}^a = (-1)^{w_F} M_{F, -x}^{a, -c - \max F_1 - \max F_2},$$

holds (see (2.12) for the definition of $I(F)$).

This theorem was conjectured in [9] (Conjecture 2 in the Introduction).

## 6 Invariance for quasi Wronskian whose entries are Laguerre polynomials

We write $(L_n^\alpha)_n$ for the sequence of Laguerre polynomials (see [1], Ch. V; see also [25], pp. 241-244).

One can obtain Laguerre polynomials from Meixner polynomials using the limit

$$\lim_{a \to 1} (a - 1)^n m_n^{a,c} \left( \frac{x}{1-a} \right) = L_n^{\alpha-1}(x)$$

see [25], p. 243 (take into account that we are using for the Meixner polynomials a different normalization to that in [25]).

Using the limit (6.1), one can get from the quasi Casoratian (5.5) the following
quasi Wronskian whose entries are Laguerre polynomials (see [9], Section 5).

\[\alpha \in \mathcal{F}, x = \left(\begin{array}{c}
-1 \\
\sum_{k=1}^{\infty} f \\
\int_{\mathcal{F}_1}^{\infty} f \left(\begin{array}{c}
L_{\alpha}^{(j-1)}(x) \\
1 \leq j \leq k \\\nf \in \mathcal{F}_1 \\
L_{\alpha}^{(j-1)}(-x) \\
f \in \mathcal{F}_2
\end{array}\right)
\right),\]

where as before \(\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2)\) is a pair of finite sets of nonnegative integers, \(\mathcal{F}_i\) with \(k_i\) elements, \(i = 1, 2\), respectively, and \(k = k_1 + k_2\).

More precisely

\[\lim_{a \to 1} (1-a)^{\mathcal{F}} \mathcal{F}_1^{\mathcal{F}_2} = \mathcal{F}_1^{\mathcal{F}_2} \mathcal{F}_1^{\mathcal{F}_2},\]

Theorem 6.1 then gives.

**Theorem 6.1.** For a pair \(\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2)\) of finite sets of nonnegative integers the invariance

\[L_{\mathcal{F}, x}^{\alpha} = (-1)^{w_{\mathcal{F}}^{\mathcal{F}_1, \mathcal{F}_2}} L_{\mathcal{F}_1, -x}^{\alpha - \max \mathcal{F}_1 - \max \mathcal{F}_2 - 2},\]

holds.

This theorem was conjecture in [9] (see identity (1.12) in the Introduction).

### 7 Invariance for quasi Casorati-Hahn determinants

We write \((h_{\alpha, \beta, N})_n\) for the sequence of Hahn polynomials defined by

\[h_{\alpha, \beta, N}(x) = \frac{(-N)_n(\alpha + 1)_n}{n!} \binom{a, b, c}{d, e, x} \quad \text{for} \quad \alpha \neq -1, -2, \cdots, \]

where as usual \(\binom{a, b, c}{d, e, x}\) denotes the hypergeometric function (we have taken a slightly different normalization from the one used in [25], pp. 234-7). Notice that when \(\alpha + \beta \neq -1, -2, \cdots, h_{\alpha, \beta, N}\) is always a polynomial of degree \(n\).

Hahn polynomials are not self-adjoint in the sense that they do not satisfy identities as (3.6) of [57] for the Charlier and Meixner polynomials, respectively. However, they have a dual family: the dual Hahn polynomials.

For \(\alpha \neq -1, -2, \cdots\) we write \((R_{\alpha, \beta, N})_n\) for the sequence of dual Hahn polynomials defined by

\[R_{\alpha, \beta, N}(x) = \frac{1}{n!} \sum_{j=0}^{n} \frac{(-n)_j(-N+j)(\alpha + 1 + j)}{(-1)^j j!} \prod_{i=0}^{j-1} (x - i(\alpha + \beta + 1 + i))\]
We have taken a slightly different normalization from the one used in [25, pp, 234-7]. Notice that $R_{\alpha,\beta,N}^n$ is always a polynomial of degree $n$. Using that

\[-1\]  

\[j \prod_{i=0}^{j-1} (\lambda_{\alpha,\beta}^n(x) - i(\alpha + \beta + 1)) = (-x)_j(x + \alpha + \beta + 1)_j,\]

where $\lambda_{\alpha,\beta}^n(x) = x(x + \alpha + \beta + 1)$ (to simplify the notation we sometimes write $\lambda(x) = \lambda_{\alpha,\beta}^n(x)$), we get the hypergeometric representation

\[R_{\alpha,\beta,N}^n(\lambda_{\alpha,\beta}^n(x)) = \frac{(-N)_n(n + 1)_n}{n!} \binom{n}{\alpha + 1}_3F_2 \left( -n_x x + \alpha + \beta + 1 \atop \alpha + 1 - N ; 1 \right).\]

The hypergeometric representation of dual Hahn and Hahn polynomials gives the duality: for $n, m \geq 0$

\[(7.3) \quad \frac{(-N)_m(m + 1)_m}{m!} h_{\alpha,\beta,N}^n(m) = \frac{(-N)_n(n + 1)_n}{n!} R_{\alpha,\beta,N}^m(\lambda_{\alpha,\beta}^n(n)).\]

When $N$ is not a nonnegative integer and $\alpha, \beta - N - 1 \neq -1, -2, \cdots$, dual Hahn polynomials are always orthogonal with respect to a measure $\mu_{\alpha,\beta,N}$. When $N$ is a positive integer and $\alpha, \beta \neq -1, -2, \cdots - N, \alpha + \beta \neq -1, \cdots, -2N - 1$, we have

\[(7.4) \quad \mu_{\alpha,\beta,N} = \sum_{x=0}^{N} \frac{(2x + \alpha + \beta + 1)(\alpha + 1)_x(-N)_x x!}{(-1)^x(x + \alpha + \beta + 1)_{x+1}(\beta + 1)_x x!} \delta(\lambda(x)).\]

It turns out that $\langle R_{\alpha,\beta,N}^n, R_{\alpha,\beta,N}^m \rangle \neq 0$ only for $0 \leq n \leq N$ (notice that the measure $\mu_{\alpha,\beta,N}$ is a finite combination of Dirac deltas). The measure $\mu_{\alpha,\beta,N}$ is either positive or negative only when $N$ is a positive integer and either $-1 < \alpha, \beta$ or $\alpha, \beta < -N$, respectively.

Krall-dual Hahn measures seem to have a richer structure than the Krall-Charlier or Krall-Meixner measures considered in Section 3 and 5. Indeed, given a trio $F = (F_1, F_2, F_3)$ of finite sets of positive integers, $F_i$ with $k_i$ elements, $i = 1, 2, 3$, respectively, we write $k = k_1 + k_2 + k_3$. One can then construct Krall-dual Hahn measures as follows (see [10])

\[(7.5) \quad \mu_{\alpha,\beta,N}^F = \prod_{f \in F_1} (\lambda - \lambda(f)) \prod_{f \in F_2} (\lambda - \lambda(f - \beta)) \prod_{f \in F_3} (\lambda - \lambda(N - f)) \mu_{\alpha,\beta,N}.\]

Since this measure is a Christoffel transform of the measure $\mu_{\alpha,\beta,N}$ and it is also a Krall measure, we can proceed as in Section 3 and Section 5. Due to the duality (7.3) we get invariance properties for Casoratian determinants whose entries are Hahn polynomials. More precisely, consider the quasi Casorati-Hahn.
Theorem 7.1. For a trio \( \mathcal{F} = (F_1, F_2, F_3) \) of finite sets of nonnegative integers the invariance
\begin{equation}
H_{\mathcal{F}, x}^{\alpha, \beta, N} = \epsilon H_{I(\mathcal{F}), -x}^{\alpha, -\max F_1 - \max F_2, -\beta - \max F_1 + \max F_2, -N + \max F_1 + \max F_3},
\end{equation}
holds, where \( \epsilon \) is the sign \((-1)^r\), with \( r \) the degree of \( H_{\mathcal{F}, x}^{\alpha, \beta, N} \).

8 Invariance for quasi Wronskian whose entries are Jacobi polynomials

As usual, we write \((P_n^{\alpha, \beta})_n\) for the sequence of Jacobi polynomials (see \([1]\), Ch. V; see also \([25]\), pp, 250-3). When \( \alpha, \beta \neq -1, -2, \cdots \), the Jacobi polynomials are
orthogonal with respect to a measure, which it is positive only when \( \alpha, \beta > -1 \)
and then it is equal to \((1 - x)\alpha(1 + x)^\beta\), \(x \in (-1, 1)\).

One can obtain Jacobi polynomials from Hahn polynomials using the limit

\[
(8.1) \quad \lim_{N \to +\infty} \frac{h_n^{\alpha, \beta, N} \left( \frac{(1-x)N}{2} \right)}{(-N)_n} = P_n^{\alpha, \beta}(x)
\]

see [25], p. 207 (note that we are using for Hahn polynomials a different normalization to that in [26]).

This limit together with Theorem 7.1 can be used to get invariance properties
for quasi Wronskian whose entries are Jacobi polynomials. Since for \(y \in \mathbb{R}\)

\[
(8.2) \quad \lim_{N \to +\infty} \frac{h_n^{\beta-N-1, -\alpha - N-1, N} \left( \frac{(1-x)N}{2} + y \right)}{(-N)_{2n}} = x^n / n!,
\]

we only take limit in (7.6) when \(F_3 = \emptyset\). In doing that (see [12] for details), we get the quasi Wronskian

\[
(8.3) \quad U_{\alpha, \beta, x}^{\mathcal{F}} = \frac{\left[ \begin{array}{c}
(-1)^j(-1)^{(j-1)}(P_f^{\alpha, \beta})^{(j-1)}(x) \\
\alpha + \epsilon_f \beta + f + 1
\end{array} \right]_{1 \leq j \leq k}}{(1 + x)^{k_2(k_2 + 1)}},
\]

where as before \(\mathcal{F} = (F_1, F_2)\) is a pair of finite sets of nonnegative integers, \(F_i\) with \(k_i\) elements, \(i = 1, 2\), respectively, and \(k = k_1 + k_2\). Since (7.6) is a polynomial, this quasi Wronskian is a polynomial as well. Let us write \(a_{\mathcal{F}}^{\alpha, \beta}\) for its leading coefficient.

Under mild conditions on the parameters, the determinant (8.3) is a polynomial of degree \(w_{\mathcal{F}}\) and

\[
(8.4) \quad a_{\mathcal{F}}^{\alpha, \beta} = \frac{U_{\alpha, \beta, x}^{\mathcal{F}}}{u_{\mathcal{F}}^{\alpha, \beta}},
\]

where as before \(\mathcal{F} = (F_1, F_2)\) is a pair of finite sets of nonnegative integers, \(F_i\) with \(k_i\) elements, \(i = 1, 2\), respectively, and \(k = k_1 + k_2\). Since (7.6) is a polynomial, this quasi Wronskian is a polynomial as well. Let us write \(a_{\mathcal{F}}^{\alpha, \beta}\) for its leading coefficient.

Under mild conditions on the parameters, the determinant (8.3) is a polynomial of degree \(w_{\mathcal{F}}\) and

\[
(8.4) \quad a_{\mathcal{F}}^{\alpha, \beta} = \frac{U_{\alpha, \beta, x}^{\mathcal{F}}}{u_{\mathcal{F}}^{\alpha, \beta}},
\]

where as before \(\mathcal{F} = (F_1, F_2)\) is a pair of finite sets of nonnegative integers, \(F_i\) with \(k_i\) elements, \(i = 1, 2\), respectively, and \(k = k_1 + k_2\). Since (7.6) is a polynomial, this quasi Wronskian is a polynomial as well. Let us write \(a_{\mathcal{F}}^{\alpha, \beta}\) for its leading coefficient.

Consider now the (normalized) quasi Wronskian

\[
(8.5) \quad P_{\alpha, \beta, x}^{\mathcal{F}} = \frac{U_{\alpha, \beta, x}^{\mathcal{F}}}{a_{\mathcal{F}}^{\alpha, \beta}}.
\]

Theorem 7.1 then gives.

**Theorem 8.1.** For a pair \(\mathcal{F} = (F_1, F_2)\) of finite sets of nonnegative integers the invariance

\[
(8.5) \quad P_{\alpha, \beta, x}^{\mathcal{F}} = P_{1(\mathcal{F}), x}^{\alpha - \max F_1 - 2, \beta - \max F_2 + 1},
\]

holds.
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