Origin-Aware Next Destination Recommendation with Personalized Preference Attention

Nicholas Lim  
GrabTaxi Holdings, Singapore  
nic.lim@grab.com

Bryan Hooi  
Institute of Data Science and School of Computing, National University of Singapore, Singapore  
dcsbhk@nus.edu.sg

See-Kiong Ng  
Institute of Data Science and School of Computing, National University of Singapore, Singapore  
seekiong@nus.edu.sg

Xueou Wang  
Grab-NUS AI Lab, National University of Singapore, Singapore  
idswx@nus.edu.sg

Yong Liang Goh  
GrabTaxi Holdings, Singapore  
yongliang.goh@grab.com

Renrong Weng  
GrabTaxi Holdings, Singapore  
renrong.weng@grab.com

Rui Tan  
GrabTaxi Holdings, Singapore  
rui.tan@grab.com

ABSTRACT

Next destination recommendation is an important task in the transportation domain of taxi and ride-hailing services, where users are recommended with personalized destinations given their current origin location. However, recent recommendation works do not satisfy this origin-awareness property, and only consider learning from historical destination locations, without origin information. Thus, the resulting approaches are unable to learn and predict origin-aware recommendations based on the user’s current location, leading to sub-optimal performance and poor real-world practicality. Hence, in this work, we study the origin-aware next destination recommendation task. We propose the Spatial-Temporal Origin-Destination Personalized Preference Attention (STOD-PPA) encoder-decoder model to learn origin-origin (OO), destination-destination (DD), and origin-destination (OD) relationships by first encoding both origin and destination sequences with spatial and temporal factors in local and global views, then decoding them through personalized preference attention to predict the next destination. Experimental results on seven real-world user trajectory datasets show that our model significantly outperforms baseline and state-of-the-art methods.

CCS CONCEPTS

• Information systems → Recommender systems.
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1 INTRODUCTION

Recent years have seen rapid growth in the popularity of ride-hailing and mobile applications for taxi-booking, such as Uber, Didi, and others, where users book taxi rides from an origin (O) to a destination (D) location. This surge in taxi booking transactions has resulted in massive user trajectory datasets that provide the opportunity to learn to perform personalized recommendations for users, such as predicting their next destination location.

Different from the popular existing taxi trajectory datasets [2, 16] that record the sequence of locations from multiple different customers or users for the same taxi, a user trajectory instead records the taxi riding patterns for the same user. Thus, they record the sequence of past taxi trips by a user, in the form of origin-destination (OD) tuples that reflect her transport mobility behaviors and latent preferences. Accordingly, these user trajectory datasets present the opportunity to learn each user’s preferences, in order to provide personalized recommendations, and to improve performance on the next destination recommendation task.

Existing works for the next Point-of-Interest (POI) or destination location recommendation task mainly focus on the Location-Based Social Network (LBSN) domain, where they learn from LBSN’s user trajectories datasets, containing only users’ sequential historical destinations or checked-in locations with no origin information to predict the next destination. However, in the transportation domain, the historical taxi trips do not just record where the user has visited (i.e. destination), but also where the user has come from (i.e. origin). The inclusion of such origin information can provide several key benefits to existing next destination recommendation works that currently only rely on destination sequences. First, as
shown in Fig. 1, the sequential transition of destinations from \(d_1\) to \(d_t\) can be used to learn destination-destination (DD) relationships and predict the next destination of \(d_t\), as studied extensively in existing recommendation works. However, we can also see that the associating origin locations of \(o_1\), \(o_t\) and current origin \(o_t\) can serve as a valuable source of input to learn both origin-origin (OO) and OD relationships to help predict the next destination \(d_t\) correctly, but such relationships (dashed arrows on Fig. 1) have not been studied by existing works. Second, by conditioning the next destination prediction \(d_t\) on the current origin \(o_t\) or where the user is currently at when booking a taxi ride, this extends the problem to origin-aware next destination recommendation, where this conditioning of origin-awareness eliminates the problem whereby the same recommendation set is always suggested regardless of where the user is, which is impractical in a real-world setting (e.g. very far away destinations should not be recommended).

Among the recent existing works which do not consider origin information for their next destination recommendations, RNN-based approaches have been shown to surpass classical methods of Markov Chains (MCs) and Matrix Factorization (MF). For instance, [15] proposed the Spatial Temporal Recurrent Neural Network (ST-RNN) to exploit spatial and temporal intervals between neighbouring destination locations, where a time window is used to consider several destination locations as input. [12] proposed the Hierarchical Spatial-Temporal Long-Short Term Memory (HST-LSTM) to leverage spatial and temporal intervals directly into the existing multiplicative gates of LSTM. [25] proposed the Spatio-Temporal Gated Coupled Network (STGCN) to capture short and long-term user preferences with new distance and time gates from the continuous spatial and temporal intervals. [18] proposed the Long- and Short-Term Preference Modeling (LSTPM) to learn long and short term user preferences through a nonlocal network and a geo-dilated RNN respectively and is the state-of-the-art approach.

In this paper, we study the origin-aware next destination recommendation task by proposing a Spatial-Temporal Origin-Destination Personalized Preference Attention (STOD-PPA) model based on an encoder-decoder framework to learn the OO, DD, and OD relationships as shown in Fig. 1. The STOD-PPA model first encodes both historical origin and destination sequences using a novel Spatial-Temporal LSTM (ST-LSTM) module, an extension of the LSTM to learn OD relationships to be learned by new cell states based on spatial and temporal factors from both local and global views. Unlike recent works that focus on short and long term user preferences [18, 25], we propose a novel Personalized Preference Attention (PPA) decoder module to compute a hidden representation for the prediction task by performing personalized preference attention directly on all encoded hidden states of both OD sequences to best learn the dynamic preferences of the user. To summarise, the contributions of this paper are as follows:

- We propose a novel encoder-decoder STOD-PPA model to learn OO, DD, and OD relationships for the origin-aware next destination recommendation task. To the best of our knowledge, we are the first work to study the origin-aware next destination recommendation task.
- Our proposed ST-LSTM encoder module is the first to consider both local and global views for spatial and temporal factors and incorporate them into their own spatial and temporal cell states to learn OD relationships.
- Experiments conducted on seven real-world user trajectory taxi datasets of different countries in the transportation domain show that our approach outperforms baseline and state-of-the-art methods significantly.

2 RELATED WORK

The closest line of work to our origin-aware next destination recommendation task is the next Point-of-Interest (POI) or location recommendation task, which does not use origin information, but only sequentially visited locations (i.e. destinations). This problem is mostly studied in the LBSN domain, such as the popular Gowalla, Brightkite, and Foursquare datasets [4, 23]. Early works studied conventional sequential approaches of MC, as well as collaborative filtering via MF. FPMC-LR [3] extended FPMC [17] to incorporate personalized MC and applied a localized region constraint where only nearby new POIs around the users’ historical POIs are considered for the recommendation task, reducing noisy information and improves user experience [26]. PRME [9] learns both sequential transitions of POIs and user preferences by modelling them in a latent space. PRME-G is a variant that considers the geographical influence to improve the recommendations. [10] proposed a Bayesian Personalized Ranking (BPR) approach to learn check-in behaviors and fuses the personalized MC with latent patterns. CAPE [1] learns content-aware POI embeddings from user check-in sequences and POI textual information. [21] proposed GE, an approach to learn POI, time slot, region, and word embeddings from various graphs, such as POI-POI graphs [14, 19, 20, 24], then using these embeddings to score each POI for the recommendation task.

Recently, RNN-based approaches have been demonstrated to perform better than these existing methods due to their ability to model sequential dependencies in user location sequences. ST-RNN [15] first proposed the use of spatial and temporal intervals among sequences of POIs by incorporating them into an RNN after performing linear interpolation. [12] proposed HST-LSTM, a hierarchical LSTM model for session data, and similarly incorporates...
spatial and temporal intervals into LSTM’s existing gates after using linear interpolation. STGN [25] is a LSTM-based model that includes new time and distance gates to incorporate temporal and spatial intervals respectively. The model also includes an additional cell state so that both short and long-term user preferences can be learned. STGCN, a variant of STGN, was also proposed where the forget gate is removed for efficiency. CatDM [22] considers both POI categories and spatial proximity to mitigate data sparsity, but is limited to only predicting the POIs visited in the next window of 24 hours. DeepMove [8] uses a historical attention module and a GRU to learn sequential transitions from visit sequences. LSTPM [18] learns both long and short term user preferences through a non-local network architecture where the spatial and temporal correlations between current and past trajectories are considered. The long term preferences exploit the historical trajectories using a non-local network, while the short term preferences focus on the most recent trajectory to model users’ latest preferences using a geo-dilated RNN. LSTPM is also the state-of-the-art model for the next POI recommendation task. However, these existing works are not designed to work with origin information.

Among the other existing works, approaches that consider the use of both origin and destination information are limited, where the only work of [7] applied a simple frequency approach under their suggestion framework to compute a recommendation list by considering both user’s historical destinations and popular city-wide locations; however, this approach is not origin-aware. In this paper, we only consider their suggestion framework as their prediction framework does not compute a ranked list for evaluation.

3 PRELIMINARIES

### Problem Formulation

Let $U = \{u_1, u_2, ..., u_M\}$ be the set of $M$ users and $L = \{l_1, l_2, ..., l_N\}$ be the set of $N$ locations for the users in $U$ to visit, where each location $l_n \in L$ can either have the role of an origin or a destination $d$, or both among the dataset of user trajectories. Each user $u_m$ has an OD sequence of pick-up (origin) and drop-off (destination) tuples $s_{um} = \{(o_{1m}, d_{1m}), (o_{2m}, d_{2m}), ..., (o_{Nm}, d_{Nm})\}$ that record their taxi trips, and $S = \{s_{u1}, s_{u2}, ..., s_{uM}\}$ is the set of all users’ OD sequences. All location visits in $S$, regardless of origin or destination, have their own location coordinates $LC$ and timestamp $time$. The objective of the origin-aware next destination recommendation task is to consider the user $u_m$, the current origin $o_{tm}$, and the user’s historical sequence of OD tuples $\{(o_{1m}, d_{1m}), (o_{2m}, d_{2m}), ..., (o_{Nm}, d_{Nm})\}$ to recommend an ordered set of destinations from $L$, where the next destination $d_{1m}$ should be highly ranked in the recommendation set. We further denote $s_{um}^{train}$ and $S^{train}$ as sets from the training partition with the superscript $train$ for clarity.

3.1 LSTM

The LSTM [11] is a variant of RNN that is capable of learning sequential transitions across timesteps of the sequence through gating mechanisms and a memory cell state to retain information. The gating mechanism helps to mitigate the vanishing gradient problem for sequences and has been found effective in various sequential predictive applications. Here, we include the original LSTM model and its equations:

\[ i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i) \]  
\[ f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f) \]  
\[ o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o) \]  
\[ \tilde{c}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c) \]  
\[ c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \]  
\[ h_t = o_t \odot \tanh(c_t) \]

where $i_t$, $f_t$, $o_t$, and $c_t$ are the input, forget and output gates respectively that regulate information flow in the scale of 0 to 1 from the sigmoid activation function. For each timestep $t$, the LSTM extracts information via the input gate $i_t$ from the cell input $\tilde{c}_t$ using Hadamard product $\odot$, representing “how much to store in the cell state $c_t$.” The forget gate $f_t$ regulates “how much to forget from the previous cell state $c_{t-1}$.” The LSTM outputs $c_t$ and $h_t$ for the next timestep accordingly, where $h_t$ is the hidden state or output hidden representation regulated by the output gate indicating “how much to output for this timestep” from the current cell state $c_t$.

4 APPROACH

In this section, we first propose the ST-LSTM module (encoder), an extension of the LSTM to learn OD relationships, followed by the PPA module (decoder) to best learn users’ dynamic preferences.

4.1 ST-LSTM

Recent RNN and LSTM based works [12, 15, 25] have incorporated spatial (distance) and temporal (time) intervals of $\Delta d_t$ and $\Delta t_t$ respectively, between neighbouring pairs of destinations as input to their models. For example, given the previous destination $d_{t-1}$ and the next destination $d_{1t}$ to be visited and predicted by the model, the spatial interval $\Delta d_t = d(LC_{t-1}, LC_{t})$ is computed using a distance function $d$ on the location coordinates $LC$ of both destinations $d_t$ and $d_{t-1}$. Similarly, the temporal interval $\Delta t_t = time_{t} - time_{t-1}$ is computed from the corresponding timestamps $time$ of both $d_t$ and $d_{t-1}$ destinations. Intuitively, the spatial and temporal intervals seek to describe “how far is the next destination” and “how long before they visit the next destination” respectively, using these intervals as inputs to their models accordingly to predict the next destination $d_{1t}$. Notably, this usage of intervals makes the key assumption that the next destination $d_{1t}$ and its details (i.e. location coordinates $LC_{t}$ and timestamp $time_{t}$) are known in advance, making it impractical in a real-world setting where the next destination visit $d_{1t}$ is not yet known [8]. Apart from this impracticality flaw, the consideration of spatial and temporal factors between only neighbouring destination pairs restricts the model to only learn from a local view and not from a global view where all locations from $L$ are involved.

Inspired from these two flaws, we propose to extend the LSTM with spatial and temporal cell states to learn OD relationships based on the spatial and temporal factors in both local and global views. This extension seeks to allow OD relationships to be learned as the LSTM is already capable of learning OO or DD relationships given an origin or a destination sequence respectively but is unable to learn OD relationships.

**Learning Spatial OD Relationships.** We propose the use of Geohash embeddings (local view) and spatial intervals (global view)
to learn spatial OD relationships among all locations in \( L \), which includes both origins and destinations. First, we partition the map with a Geohash grid. As each location \( l \in L \) has its own location coordinates \( LC \), we map \( l \) to its corresponding Geohash cell \( \Gamma_l^geo \), as well as the Geohash embedding of that cell \( \tilde{\Gamma}_l^geo \). Accordingly, this means that locations in the same region or Geohash would be trained to be similar to each other under a local view, such as the origin \( l_1 \) and destinations of \( l_2 \) and \( l_3 \) in Fig. 2(a), allowing region specific semantics such as shopping districts and housing neighbourhood areas to be learned. However, a limitation with this approach is that the relationship between \( l_1 \) and \( l_4 \) may be deemed dissimilar by the model due to the assignment of different Geohash embeddings based on their respective Geohash cells, even when they are near to each other, due to their different cells or areas.

To mitigate this limitation, we propose to also learn the spatial factor from a global view. In Fig. 2(b), we can see that instead of partitioning the same map and locations by a Geohash grid, for the global view, we compute pair-wise spatial or distance intervals \( \Delta l \) between the origin \( l_1 \) and all locations available of \( \{l_1, l_2, l_3, l_4\} \) (including \( l_1 \) itself for simplicity). The intervals would be able to embed the spatial proximity of the current location \( l_1 \) to all the other locations and itself, where the origin \( l_1 \) can now learn that it is also similar or nearby to the destination \( l_4 \), which was not achievable under a local view as shown on Fig. 2(a). However, the global view also has a limitation of being unable to learn area or Geohash specific semantics, necessitating the consideration of both local and global views to learn OD relationships.

Now, instead of just considering \( \{l_1, l_2, l_3, l_4\} \) for the example in Fig. 2(b), we perform the pair-wise spatial interval computation between \( l_1 \) and all locations \( l \in L \) using the Haversine distance function, to compute a vector representation of the spatial intervals \( \Delta l \in \mathbb{R}^{[L]} \) for \( l_1 \) to represent the global view. Intuitively, this provides a global context on how far or how near are all other locations (origin or destination) in the whole city or country is to \( l_1 \), whereas the local view focuses on region level semantics. Different from the existing works that require the last spatial and temporal intervals of \( \Delta d \) and \( \Delta t \) respectively as input to the model \([12, 15, 25] \) to predict the next destination \( d_{t+1} \), here, we compute intervals between a location \( l_1 \) to all locations \( l \in L \) without the need to know the next destination location \( d_{t+1} \) in advance.

Figure 2: Learning spatial factors of origins (blue nodes) and destinations (red nodes). Maps © OpenStreetMap contributors, CC BY-SA.

With an input location embedding \( \tilde{\Gamma}_l \in \mathbb{R}^{dim} \) as \( x_t \) for Eq. (1) to (4) of the LSTM, as well as its mapped Geohash embedding \( \tilde{\Gamma}_l^geo \in \mathbb{R}^{dim} \) (local view) and its spatial interval vector \( \Delta\tilde{\Gamma}_l \in \mathbb{R}^{[L]} \) (global view), where \( dim \) is the embedding dimension, we propose a new spatial cell state and its associating gates and cell input in addition to LSTM’s cell state:

\[
i_{t}^s = \sigma(W_i^s \tilde{\Gamma}_l^geo + V_i^s \Delta\tilde{\Gamma}_l + U_i^s h_{t-1} + b_i^s) \quad (7)
\]

\[
f_t^s = \sigma(W_f^s \tilde{\Gamma}_l^geo + V_f^s \Delta\tilde{\Gamma}_l + U_f^s h_{t-1} + b_f^s) \quad (8)
\]

\[
\tilde{c}_t^s = \tanh(W_c^s \tilde{\Gamma}_l^geo + V_c^s \Delta\tilde{\Gamma}_l + U_c^s h_{t-1} + b_c^s) \quad (9)
\]

\[
c_t^s = f_t^s \odot \tilde{c}_t^s + i_t^s \odot \tilde{c}_t^s \quad (10)
\]

where \( i_t^s, f_t^s, \tilde{c}_t^s, c_t^s \) are the set of input gate, forget gate, cell input and cell state respectively to learn the sequential spatial transitions with the superscript \( s \). Here, \( W_i^s, W_f^s, W_c^s \in \mathbb{R}^{dim \times Hdim} \) learns a projection of the Geohash embedding \( \tilde{\Gamma}_l^geo \) (local view) for the gates \( i_t^s, f_t^s \) and cell input \( \tilde{c}_t^s \) respectively, where \( Hdim \) is the hidden representation dimension. Similarly, for the global view, \( V_i^s, V_f^s, V_c^s \in \mathbb{R}^{[L] \times Hdim} \) learns a representation from the spatial interval vector \( \Delta\tilde{\Gamma}_l \). Same as Eq. (1) to (4), we also add \( U_l^s, U_f^s, U_c^s \in \mathbb{R}^{Hdim \times Hdim} \) and their biases \( b_i^s, b_f^s, b_c^s \in \mathbb{R}^{Hdim} \) for the previous hidden state \( h_{t-1} \), as this enforces the recurrent structure where the output hidden state of the previous timestep is used as input to the current timestep to model the sequential spatial transitions. The spatial cell state \( c_t^s \) is then computed from Eq. (10) from its own set of gates and cell input, encoding the sequential spatial factor for use by the next timesteps accordingly.

Learning Temporal OD Relationships. Similar to the spatial cell state, we also propose a separate temporal cell state \( c_t^t \) to learn temporal OD relationships from both local and global views:

\[
i_{t}^t = \sigma(W_i^t \tilde{\Gamma}_l^t + V_i^t \Delta\tilde{\Gamma}_l + U_i^t h_{t-1} + b_i^t) \quad (11)
\]

\[
f_t^t = \sigma(W_f^t \tilde{\Gamma}_l^t + V_f^t \Delta\tilde{\Gamma}_l + U_f^t h_{t-1} + b_f^t) \quad (12)
\]

\[
\tilde{c}_t^t = \tanh(W_c^t \tilde{\Gamma}_l^t + V_c^t \Delta\tilde{\Gamma}_l + U_c^t h_{t-1} + b_c^t) \quad (13)
\]

\[
c_t^t = f_t^t \odot \tilde{c}_t^t + i_t^t \odot \tilde{c}_t^t \quad (14)
\]

where the main differences with the spatial cell state equations from Eq. (7) to (10), apart from its own temporal weight matrices, are the inclusion of \( \tilde{\Gamma}_l^t \in \mathbb{R}^{dim} \) as the corresponding timeslot embedding.
of the input location $l_t$ (local view) and $\Delta_t \in \mathbb{R}^{[L]}$ as the temporal interval vector between the input location $l_t$ and all locations in $L$ (global view). As each location visit (origin or destination) includes timestamp data $time$ (taxi pick-up timestamp for origin and drop-off timestamp for destination), we can map each location visit in $s_{train}$ to its corresponding timeslot $t_{slot}$. Similar to learning OD relationships in a Geohash cell for the spatial factor, this would allow origin and destination locations in the same timeslot to learn to be similar under a local view for the temporal factor. We use a total of eight timeslots of three hours each to represent the periodic changes across a day. For the global view of temporal interval vector $\Delta_t$, we first identify OD tuples in all users’ sequences $s_{train}$ that contain $l_t$ (origin or destination), and compute the pairwise temporal interval as $\Delta_t = time^d - time^o$, where $time^o$ and $time^d$ are the origin and destination timestamps respectively.

Next, we modify Eq. (6) to combine the spatial, temporal and OD tuple.

$$h_t = \alpha_t \odot \tanh(W_h(c_t || c^o_t || c^d_t))$$  \hspace{1cm} (15)$$

where $W_h \in \mathbb{R}^{3 \cdot H_{dim} \times H_{dim}}$ fuses the three cells state after the concatenation operation $||$, followed by the hyperbolic tangent activation function, then applies the LSTM’s existing output gate $\alpha_t$ to learn “how much to output” from the fused sequential location, spatial and temporal cell states. Accordingly, we illustrate the ST-LSTM module on Fig. 3.

4.2 STOD-PPA

We further propose STOD-PPA based on an encoder-decoder framework to first encode OD sequences using our ST-LSTMs, then use a PPA decoder to perform personalized preference attention to all the encoded OD hidden states.

**Encoder:** As each user’s sequence of OD tuples $s_{um}$ is partitioned into training and testing partitions, here, we use the training partition $s_{train} = \{(o_{t_1}, d_{t_1}), (o_{t_2}, d_{t_2}), ..., (o_{t_{L}}, d_{t_{L}})\}$ and split them into separate origin and destination sequences of $s_{train}^o = \{o_{t_1}, o_{t_2}, ..., o_{t_{L}}\}$ and $s_{train}^d = \{d_{t_1}, d_{t_2}, ..., d_{t_{L-1}}\}$ respectively. For efficiency, we omit the first origin $o_1$ from $s_{train}^o$ and the last destination $d_{L}$ from $s_{train}^d$, so that both the encoder and decoder will use the same set of input sequences, allowing batch training to be performed for each user. Then, we propose to encode both $s_{train}^o$ and $s_{train}^d$ separately with a ST-LSTM each, allowing OD and DD relationships to be learned in their own ST-LSTM respectively, as well as OD relationships from the newly proposed spatial and temporal cell states. First, we use a multi-modal embedding layer $Emb$ to embed the location $l_t$ (origin or destination), its corresponding Geohash $l_t^{geo}$ and timeslot $l_t^{slot}$:

$$(l_t^{geo}, l_t^{slot}) = Emb_{W}(l_t, l_t^{geo}, l_t^{slot})$$  \hspace{1cm} (16)$$

where $W_L \in \mathbb{R}^{[L] \times dim}$, $W_G \in \mathbb{R}^{[G] \times dim}$, $W_T \in \mathbb{R}^{[T] \times dim}$ are the location, Geohash and timeslot weight matrices respectively, $[G]$ is the total number of corresponding Geohashes after mapping all locations in $L$, and $|T|$ is the number of timeslots, where we use $|T| = 8$ of three hours each. Accordingly, at each timestep, the input to an ST-LSTM would have an input tuple of the mapped embeddings and the global interval vectors $(\tilde{l}_t^{geo}, \tilde{l}_t^{slot}, \tilde{\Delta}_t, \tilde{\Delta}_t^{slot})$, as shown on Fig. 3. Next, we proceed to encode the origin and destination sequences separately with their own ST-LSTMs, denoted as $\phi^O(.)$ and $\phi^D(.)$ respectively, specifically:

$$h^O_{um} = \phi^O(s_{train}^o)$$  \hspace{1cm} (17)$$

$$h^D_{um} = \phi^D(s_{train}^d)$$  \hspace{1cm} (18)$$

where $h^O_{um}$ and $h^D_{um}$ are sets containing all origin and destination encoded hidden states across the timessteps respectively and $|h^O_{um}| = |h^D_{um}|$. Then, we concatenate both $h^O_{um}$ and $h^D_{um}$ for a final set of all hidden states $h_{um}$ for user $u_m \in U$ as the output of the encoder, for use by the decoder in training and testing.

**Decoder:** After encoding the OD sequences, we propose the Personalized Preference Attention (PPA) decoder module to attend to all the encoded OD hidden states and compute an origin-aware and personalized hidden representation based on the users’ dynamic preferences. Different from the existing works that includes user embeddings by addition [15] or concatenation [8] to the hidden representation used for prediction, here, we propose the novel approach of using user embeddings to learn to perform attention on the encoded OD hidden states. First, we update the multi-modal embedding layer $Emb$ in Eq. (16) with an additional user weight matrix $W_U \in \mathbb{R}^{[U] \times dim}$ and use this layer to map user $u_m$, current origin $o_t$, and previous destination $d_{t_{i-1}}$ to their corresponding embeddings of $\tilde{u}_m, \tilde{o}_t, \tilde{d}_{t_{i-1}}$, respectively. Then, from each user’s encoded hidden states $\tilde{h}_i \in h_{OD}$, we can compute its respective personalized attention score:

$$\tilde{a}_i = \frac{\exp \{ \alpha_{LR}(W_A(\tilde{u}_m || \tilde{o}_t || \tilde{d}_{t_{i-1}} || \tilde{h}_i)) \}}{\sum_{\tilde{p}_j \in h_{OD}} \exp \{ \alpha_{LR}(W_A(\tilde{u}_m || \tilde{o}_t || \tilde{d}_{t_{i-1}} || \tilde{p}_j)) \}}$$  \hspace{1cm} (19)$$

where $\tilde{a}_i \in \mathbb{R}^{H_{dim}}$, $W_A \in \mathbb{R}^{(3 \cdot H_{dim}) \times H_{dim}}$, and $\alpha_{LR}$ is the Leakly ReLU activation function. At every timestep, the decoder takes the input of $\tilde{u}_m, \tilde{o}_t, \tilde{d}_{t_{i-1}}$, and each hidden state $\tilde{h}_i \in h_{OD}$ to predict a personalized attention score $\tilde{a}_i$ in $a_t$ after softmax.
normalization, where \(|α_t| = |h^{OD}_{um}|\) accordingly. Effectively, the computed personalized attention scores \(α_t\) indicates “how much to attend to each encoded transition or hidden state” among all the encoded OD hidden states \(h^{OD}_{um}\), that can best predict the next destination \(d_t\), by optimizing the trainable weight matrix \(W_A\).

Unlike recent works [18, 25] that focus on learning long and short term preferences, our approach considers all hidden states directly for the personalized preference attention process to best learn dynamic user preferences. With the personalized attention scores, we then perform a weighted sum on all of the corresponding hidden states:

\[
\tilde{y}_t = \sum_{i} \tilde{a}_i \odot \tilde{h}_i
\]

\[
P(d_t | α_t, d_{t-1}, u_m) = \text{softmax}(W_{loc}(\tilde{y}_t))
\]

where \(\tilde{y}_t \in \mathbb{R}^{H_{dim}}\) is the output hidden representation for timestep \(t\). Lastly, we project \(\tilde{y}_t\) to the number of locations or \([L]\) where \(W_{loc} \in \mathbb{R}^{H_{dim} \times [L]}\), followed by a softmax function to derive a probability distribution of all locations by learning \(P(d_t | α_t, d_{t-1}, u_m)\) as a multi-classification problem. Accordingly, we can sort the distribution in descending order to achieve the final ranked recommendation set where the next destination location \(d_t\) should be highly ranked. Fig. 4 illustrates the STOD-PPA model.

**Prediction.** After training STOD-PPA, at only prediction or test time, we deactivate the encoder and only use the decoder for prediction as the encoded hidden states \(h^{OD}_{um}\) from each users’ historical OD sequences are stored for efficiency after the training phase. The stored or pre-computed \(h^{OD}_{um}\) are then actively retrieved by the decoder at test time for the respective user to perform attention on them and compute a ranked set prediction based on the different test case or input tuple of the user \(u_m\), current origin \(o_t\) and previous destination \(d_{t-1}\), as shown on Fig. 4, in order to compute Eq. (19) to (21).

5 EXPERIMENTS

5.1 Datasets

We use seven real-world user trajectory taxi datasets of different Southeast Asia (SE) countries in the recent year of 2019 from the ride-hailing company Grab for evaluation, where users would book taxis from the mobile application. Table 1 shows the details of the datasets (country names omitted to not reflect business insights) where the total number of locations is computed from the total number of origins and destinations, and each trip is an OD tuple accordingly from pick-up (origin) to drop-off (destination). For preprocessing, we use the same settings as [25], where users with less than 10 OD tuples or trips are removed and locations (i.e. origin or destination) visited by less than 10 users are removed. Lastly, we sort each user’s visit records by timestamps in ascending order, taking the first 70% as the training set and the remaining 30% as the testing set in order to predict future visited destinations.

5.2 Baseline Methods and Evaluation Metrics

- **TOP:** This rank locations based on the global frequencies in \(S_{train}\) and U-TOP rank locations in \(S_{test}\) based on each users’ individually most frequent locations.

Table 1: Statistics of the seven datasets (after preprocessing).  

| Datasets | #users | #locations | #origins | #destinations | #trips |
|----------|--------|------------|----------|---------------|--------|
| SE-1     | 2,662  | 1,694      | 1,131    | 563           | 23,730 |
| SE-2     | 2,595  | 1,523      | 1,008    | 515           | 22,867 |
| SE-3     | 2,677  | 1,469      | 972      | 497           | 21,164 |
| SE-4     | 3,083  | 1,625      | 1,003    | 622           | 24,344 |
| SE-5     | 2,452  | 1,397      | 891      | 506           | 22,256 |
| SE-6     | 1,363  | 1,001      | 642      | 359           | 21,156 |
| SE-7     | 3,301  | 2,044      | 1,315    | 729           | 23,019 |

- **TAXI** [7]: This frequency method considers both city-wide location frequencies and users’ historical destination frequencies.
- **MF** [13]: MF is a traditional approach to many recommendation problems and can be used to learn the user-destination matrix.
- **RNN** [6]: RNN takes advantage of sequential dependencies in location visit sequences with a basic recurrent structure. Its variants of LSTM [11] and GRU [5] includes the use of different multiplicative gates to regulate information flow. For fair comparison, we extend the RNN, GRU and LSTM baselines to \(f(\tilde{d}_t \mid \tilde{d}_{t-1})\) where \(f(\cdot)\) is the model of choice with the concatenated inputs of the current origin \(\tilde{o}_t\) and previous destination \(\tilde{d}_{t-1}\), to predict the next destination \(d_t\). This ensures the use of both origin and destination information instead of just the latter, making it the same as the OD input to our STOD-PPA’s decoder in Eq. (19).
- **HST-LSTM** [12]: This LSTM based model includes spatial and temporal intervals into LSTM existing gates. Following [25], we apply their proposed ST-LSTM variant here as the data does not include session information.
- **STGN** [25]: A LSTM variant that learns both long and short term location visit preferences using new distance and time gates to model spatial and temporal factors, as well as a new cell state. Their variant STGCN removes the forget gate for better performance and efficiency. For HST-LSTM, STGN and STGCN, these methods use the spatial and temporal intervals between \(d_{t-1}\), and \(d_t\) to predict \(d_t\), which, as explained in Section 4.1, cannot be used in practice as this requires knowing the details of \(d_t\) in advance. Here, we use \(d_{t-1}\) and \(d_{t-1}\) instead to compute the intervals, so as to leverage the most recent available historical destination visits to predict \(d_t\).
- **LSTPM** [18]: A LSTM-based variant that models long term preferences through the use of a nonlocal network, and short term preferences via a geo-dilated network. LSTPM is the state-of-the-art approach for the next destination recommendation task.
- **LSTPM-OD**: Same as the RNN, GRU and LSTM baselines, for fair comparison, we extend LSTPM to LSTPM-OD to use \(f(\tilde{d}_t \mid \tilde{d}_{t-1})\) for each timestep instead of just the previous destination \(f(\tilde{d}_{t-1})\) as described in their work [18].
- **STOD-PPA** Our proposed approach, as shown in Fig. 4, using an encoder-decoder framework with our ST-LSTM as the encoder and the PPA as the decoder. Same as [25] and other existing works, we use the standard metrics of Acc@\(K\) where \(K \in \{1, 5, 10\}\) and Mean Average Precision (MAP) for evaluation. Acc@\(K\) measures the performance of the recommendation set up to \(K\), where the smaller \(K\) is, the more challenging it is to perform well, such as Acc@1 where a score of 1 is awarded only if the ground truth next destination is in the first
position ($K = 1$) of the predicted ranked set, i.e. given the highest probability, and 0 score otherwise. Unlike Acc@$K$ that focuses on top $K$, MAP evaluates the quality of the entire recommendation set and measures the overall performance of the model.

5.3 Experimental Settings

We apply the Adam optimizer with a batch size of 1 user using cross entropy loss for the multi-classification problem, and used $H_{dim}$ hidden representation dimension $\times$ $K$ position ($\text{TOP}$), and the $\text{STGCN}$, $\text{STOD-PPA}$, $\text{STOG}$, $\text{STGP}$, $\text{STDP}$, and $\text{STLP}$ are all internal representations of our model, which are used to evaluate the quality of the model. For all other works, we use their stated recommendations accordingly.

5.4 Results

We report the evaluation results of our proposed model STOD-PPA and the baselines in Table 2. For our STOD-PPA, as well as the LSTPM-OD and LSTPM baselines, we show the averaged results of 10 runs on different random seeds and with their respective standard deviations. We observe that:

- STOD-PPA outperforms all the baselines, including the state-of-the-art LSTPM and its OD extension of LSTPM-OD significantly for all metrics on all seven datasets of different countries for the origin-aware next destination recommendation task.

LSTPM-OD is mostly the second best among the results, even when it uses both origin and destination information, the same as our best performing STOD-PPA model. This implies that trivial inclusion of origin information by concatenation is unable to exploit the underlying semantics to best learn OD relationships and perform well for the predictive task.

- Comparing LSTPM and LSTPM-OD, where the only difference is the additional inclusion of origin information in LSTPM-OD, we can see a notable increase of performance for all metrics on
all datasets consistently for LSTPM-OD. This demonstrates that origin information is indeed important and serves as a valuable source of information for the task.

- For the other LSTM based works of STGCN, STGN, and HSTLSTM, these methods do not perform as well. We believe that these methods were unable to learn from the available historical neighbouring intervals of $d_{t-2}$ and $d_{t-1}$ to predict $d_t$.

- For RNN, LSTM, and GRU baselines, although these models also use both origin and destination information in the same way of concatenation as LSTPM-OD, these baselines, however, do not consider the spatial and temporal factors when learning location-location relationships, whereas LSTPM, LSTPM-OD, and our STOD-PPA do, but in different ways.

- For the baselines of TOP, U-TOP, TAXI and MF, these methods do not learn the sequential transitions between locations, and hence, they do not perform as well.

5.5 Analysis of Cold Start Performance

Same as [25], we evaluate the robustness of our model for the cold start problem by first reversing our existing preprocessing, where instead of removing users with less than 10 trips on the whole dataset, we now only consider these cold start users as they have less than 10 trips. Then, on this test set, we evaluate the methods for the challenging Acc@1 metric as shown in Table 3. For most of the datasets, our STOD-PPA has the best results, followed by mostly LSTPM-OD being the second best. Our STOD-PPA model performed slightly poorer than LSTPM-OD by 0.0002 for the SE-2 dataset and is second best for the SE-6 dataset where TAXI and TOP have the best results. We believe that TOP and TAXI methods only performed well for the SE-6 dataset because the cold start users for this country tend to be tourists taking taxi rides to popular tourist destinations on an ad-hoc basis, where user preferences are easier to predict by city-wide location frequencies.

5.6 Ablation Study

In this section, we perform an ablation study to evaluate the effectiveness of our proposed STOD-PPA model on the same challenging Acc@1 metric for all datasets on their respective test sets.

Spatial and Temporal Factors. We evaluate the effectiveness of our proposed ST-LSTM by replacing all ST-LSTM modules with LSTMs, denoting this variant as OD-PPA (without considering ST factors). Notably, in Fig. 5, for all datasets, our STOD-PPA has an increase of performance over OD-PPA, demonstrating the importance of spatial and temporal factors to learn OD relationships for the recommendation task.

Encoder-Decoder. In Fig. 6, we evaluate the performance of STOD-PPA (encoder-decoder), encoder-only, and decoder-only, where STOD-PPA has the best results by a large margin:

- For decoder-only, we replace Eq. (17) and (18) with $\hat{h}^O_{tim} = s^O_{tim}$ and $\hat{h}^D_{tim} = s^D_{tim}$ respectively, effectively forcing the decoder to learn from the input sequences directly where the sequential transitions and its underlying spatial-temporal factors are not considered, hence the poor results.

- For encoder-only, we replace Eq. (20) with $\tilde{y}_t = \tilde{h}^O_t \| \tilde{h}^D_{t-1}$, where $\tilde{y}_t$ is the concatenation of the hidden state from the current origin location $\tilde{h}^O_t$ and the hidden state of the previous destination location $\tilde{h}^D_{t-1}$ from their own ST-LSTM of $\phi^O(\cdot)$ and $\phi^D(\cdot)$ respectively, before Eq. (21) to predict the next destination $d_t$.

Personalization. From Fig. 7, we can see that for all datasets, our STOD-PPA, where user embedding is included in the computation of attention scores for each hidden state on Eq. (19), has the best result as compared to simple addition [15] or concatenation [8] of user embeddings to the hidden representations, specifically, replacing $\tilde{y}_t$ in Eq. (21) to $\tilde{y}_t + \tilde{u}_m$ and $\tilde{y}_t \| \tilde{u}_m$ respectively.

Sensitivity Analysis. From Fig. 8(a), we can observe that the model generally converges at $Hdim = 64$ and maintains very similar performances towards $Hdim = 256$ with a clear insensitivity trend. Similarly, in Fig. 8(b), we can see a clear insensitivity trend from epoch 10 onward, indicating that the model has converged.

5.7 Case Study: Interpretable User Preferences

In Fig. 9, we can see a test input tuple of the user ID 3250, previous destination ID 1321 and current origin ID 6, as input to the PPA decoder where it applies the personalized preference attention on all the encoded OD hidden states from the user’s historical OD sequences. In the encoder, we can see the corresponding origin and destination ID sequences, as well as the attention weights computed for each hidden state (in percentages for clarity) by the PPA decoder, where a notable difference of weights computed can be observed to best perform the predictive task and can support interpretability (e.g. transition 1671 $\rightarrow$ 1331 has the highest weight and origin ID...
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