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Abstract
Different evolutionary algorithms, by their very nature, will have different search trajectory characteristics. Understanding these particularly for real world problems gives researchers and practitioners valuable insights into potential problem domains for the various algorithms, as well as an understanding for potential hybridisation. In this study, we examine three evolutionary techniques, namely, multi-objective particle swarm optimisation, extremal optimisation and tabu search. A problem that is to design optimal cross sectional areas of airfoils that maximise lift and minimise drag, is used. The comparison analyses actual parameter values, rather than just objective function values and computational costs. It reveals that the three algorithms had distinctive search patterns, and favoured different regions during exploration of the design space.
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1 Introduction

In many papers it is often the case that a single evolutionary optimisation algorithm is developed or refined and then applied to a problem or a suite of test problems. While many of these do indeed make some comparison with standard algorithms (Non-Dominated Sorting Genetic Algorithm (NSGA) [7] being a famous example for multi-objective problems), this is usually in the form of the overall best objective costs achieved by the algorithms, as well as, more occasionally, computational runtime. This is certainly a valid way of assessing overall effectiveness of an algorithm and has lead to many valuable insights.
This paper attempts to delve deeper into the relative performances of evolutionary algorithms by examining the characteristics of the search space parameter values that evolutionary algorithms are capable of obtaining. A graphical device known as a “parallel coordinate plot” [12] is used to visually aid understanding of parameter value exploration across algorithms. Our implementation of this comparative technique involves three well known algorithms, particle swarm optimisation, tabu search, and extremal optimisation on the real world problem of designing 2D airfoil sections that aim to minimise drag, but maximise lift potential.

The remainder of the paper is organised as follows. Section 2 describes each of the algorithms used in the comparison while Section 3 given an introduction to the real-world problem. Section 4 details how each algorithm as run and an analysis of their relative performances against one another. Finally, Section 5 explains how these results may be leveraged in future research.

2 Evolutionary Algorithms for Multi-Objective Problems

In this study, we use three evolutionary optimisation algorithms that all operate in very different ways. In this section, a brief description of each and its application to multi-objective optimisation problems, is given.

2.1 Multi-Objective Particle Swarm Optimisation (MOPSO)

MOPSO is a multi-objective extension of Particle Swarm Optimisation (PSO) that itself models a simplified version of bird flocking [14]. The essential idea being that the collective effort of the birds (who influence one another) will discover food sources better than a single bird might. In the algorithmic versions, the addition of an inertia weight term of Shi and Eberhart [20] balances the role of local and global search. The typical implementation of a standard PSO can be visualised as a swarm of particles that move through \((n\text{-dimensional})\) parameter space guided by a) the location of the global best result found by the swarm, b) their individual memories of the location of their personal best results and c) by their inertia.

MOPSO is an extension of PSO in which objective space is also \(n\text{-dimensional},\) i.e., there are two or more (often competing) objectives to optimise. A consequence of this is that there is no longer a single “best” solution but rather a set of trade-off solutions that are referred to as Pareto-optimal solutions [6]. Extending PSO to multiple objectives is achieved by adding an archive of Pareto-dominant solutions from which a global “best” solution was chosen using roulette wheel selection. In addition, the personal best was modified to be a single non-dominated solution [4].

Each particle in the swarm has a position and a velocity. The equations of motion that govern the movement of a particle in a swarm are:

\[
V_{t+1} = (\omega \times V_t) + R_1 \times c_1 \times (PBest_t - X_t) \\
+ R_2 \times c_2 \times (GBest - X_t) \tag{1}
\]

\[
X_{t+1} = X_t + V_{t+1} \tag{2}
\]

where \(V\) is the particle velocity, \(\omega\) is inertial weight, \(R_1\) and \(R_2\) are random values between 0 and 1, \(c_1\) is the cognitive component weight (the weight is given to the particles’ own search
results), $c_2$ is the collective component weight (the weight given to the swarm’s search results), $PBest$ is the “best” result found by the particle, $GBest$ is a randomly selected member of the archive of best results found by the swarm and $X$ is the particle position.

2.2 Multi-Objective Tabu Search (MOTS)

MOTS (Multi-Objective Tabu Search) [13] builds on a traditional optimisation algorithm, Tabu Search (TS) [9]. Based on the general tenets of it and the work of Connor and Tiley [5], which in turn uses a Hooke and Jeeves (H&J) [11] move as the neighbourhood operator, MOTS implements three levels of tabu memory: short term, medium term and long term. For the former, the search is strictly prohibited from visiting the points in this list. The near-optimal points stored in the medium term memory are used for periodical intensification while information about the regions that have already been explored is stored in the long term memory. These three memories balance the needs of local search and a sensible coverage of the search space as a whole.

In terms of the multi-objective aspect of the algorithm, MOTS adds to the previous work in the following three ways:

- Search point comparison – Pareto dominance techniques are used to compare neighbourhood points.
- The H&J move – As might be expected, the neighbourhood of H&J moves are each made, and the ones that are not tabu or violate the constraints become the candidate set. These are sorted in terms of Pareto dominance. The possibility of multiple points being Pareto-equivalent and optimal is allowed for by classifying each candidate point according to its domination or Pareto-equivalence to the current point. If there is a single dominating point, it is automatically accepted as the next point. If there are multiple dominating points, the dominated points within that group are removed and one is selected at random from those remaining. In essence, the next point is simply the “best” allowed point, be that uphill or downhill, from the candidate solutions.
- Optimal point archiving and the medium term memory – An unbounded list of non-dominated points form the archive. These are the best trade-off solutions that have been generated and correspond to the medium term memory.

2.3 Multi-Objective Extremal Optimisation (MOEO)

Canonically, Extremal optimisation [1, 2, 3] manipulates a single solution for single objective optimisation problems. The main characteristics of the technique are that it does not converge and, at each iteration, a probabilistic worst solution component’s value is changed to a random value. Solution components are the building blocks of the solution, an example being a city placed between a preceding and subsequent city in a chain that forms a TSP tour. In the original version of the EO algorithm, at each iteration the component whose fitness was worst would be replaced by another solution component value generated at random. In essence, however, this choice of always selecting the worst component to modify led to a search that was too greedy, and consequently its performance was poor. Like other meta-heuristic algorithms, an element of randomness (in the form of the probabilistic selection of solution components to change) was introduced. This became known as $\tau$–EO [3]. Components are ranked from worst (rank 1) to best (rank $n$). The parameter $\tau$ and the rank control the selection probability for each solution component [2]. This is achieved using Equation 3.
\[ P_i \propto i^{-\tau} \quad 1 \leq i \leq n \] (3)

Where:

- \( i \) is the rank of the component,
- \( P_i \) is the probability (\( P_i \in [0, 1] \) when normalised) that component \( i \) is chosen and
- \( n \) is the number of components.

The question becomes: how are components in a multi-objective optimisation problem ranked? To complicate this, the problem contained herein is a blackbox function evaluation, which means there is no way of calculating any delta change values. As explained in Randall et al. [19] each solution component is mutated and then its subsequent function evaluations are ranked using dominance ranking. Effectively, there are \( n \) new solutions, where \( n \) is the size of the solution vector. The first ranked solution is most dominated by the others, and according to EO rules, has the highest probability of being chosen.

3 Optimisation of Airfoil at Stall Angle

This is a real-world, continuous free form deformation (FFD) problem that has a vector of eight variables in which the lift objective is to be maximised\(^1\) while drag is to be minimised [16]. This is hereafter referred to as the 8-parameter FFD (FFD-8) problem. This problem has an 8-dimensional parameter space, corresponding to the change in \( x \) and \( y \) positions of the 4 central control points of the 8 point free form deformation technique used to manipulate the airfoil shape. Figure 3 shows the 8 control points, with the 4 central points marked, and with their possible movements shown. The 8 parameters can be viewed as 4 pairs in order, corresponding to the labelled control points in order, the first value in each pair represents horizontal movement, while the second is vertical, positive values correspond to right and upward movement from the initial position respectively, while negative values correspond to left and downward movement. The objectives were to maximised lift and minimise drag, as calculated by Xfoil [8]. To simplify the calculation, negative lift is instead minimised. Many solutions to this problem are considered infeasible due to violating design constraints or not functioning at an angle of attack of 15 degrees ("stall angle"). Moreover, this is a blackbox optimisation problem in which each function evaluation may take up to a minute of computational time on standard Pentium processor.

This problem is reasonably complex to calculate and can serve as a benchmark for more complex aerodynamics problems.

4 Comparing Performance Across Algorithms

This section describes how the values of the individual algorithm control parameters are configured. Beyond this, the comparative analysis is given, highlighting the the characteristics of the tendencies and strengths of each. In order to compare the algorithms fairly, each is allowed 6000 function evaluations. While this may seem relatively few, as explained in the previous section each evaluation is relatively computationally expensive. Performance is tracked across all solutions, feasible or infeasible, regardless of whether they enter the multi-objective archive or not.

\(^1\)This objective is often minimised by multiplying its value by -1 [10].
4.1 Experimental Design

For our MOPSO implementation, we implemented a MOPSO based on the original proposal [4]. Control parameters are given in Table 1. We use 60 particles and 100 iterations. 60 particles were used specifically because past experimentation has suggested that this is a value with good general performance.

Table 1: Summary of parameters values used.

| Parameter                          | Value                  |
|------------------------------------|------------------------|
| Particles                          | 60                     |
| Iterations                         | 100                    |
| Intertial Weight                   | 0.4                    |
| Cognitive Weight Coefficient       | 2                      |
| Collective Motion Weight Coefficient | 2                    |
| Archive Size                       | 60                     |

*Problem Specific*

| Initial Parameter Generation       | Uniform from -1.0 to -1.0 |
| Parameter Constraints              | Constantly constrained to between -1.0 to 1.0 |

The parameter settings for MOEO are the same as used for Randall et al [19] and the reader is referred to this paper for a full explanation of them. Specifically, there are 100 test local search points per iteration and a diversification probability of 0.5 if local search fails. In terms of MOTS, the parameter values are from Kipouros et al [15] and are: \( nstm = 15 \), \( nregions = 4 \), \( intensify = 15 \), \( diversify = 25 \), \( restart = 45 \), \( stepsize = 0.07 \), \( stepsizerf = 0.5 \) and \( nsample = 8 \).

4.2 Comparative Results

A number of parallel co-ordinate plots were generated from the output of the the three algorithms. Figure 2 gives the plot of the feasible results of all the algorithms. It should be noted that these plots are from a single run of each algorithm, with each given a budget of 6000 function evaluations. Single runs were compared to try to appreciate the individual behaviour of the algorithms, rather than getting a statistical combination of multiple runs that might “blur” the details. It is possible that another run for an algorithm may have given “better” results, but this could be said for any of the algorithms. What is of interest is how well each algorithm
performs within a run – how effective is its algorithmic advantage compared to random search. To the extent possible, the runs selected were “representative”. This is complicated by the fact that at this stage the comparisons have been qualitative. It may be possible to try to generalise the observations but in the absence of quantitative metrics the degree of similarity across different runs is difficult to judge. This remains a topic for further investigation.

![Parallel Coordinates plot of all feasible solutions for all algorithms tested, MOTS (red), MOPSO (green) and MOEO (blue)](image)

From inspection of Figure 2 we can infer the following. MOTS is very structured in its exploration of the design space. It appears almost to be combining discrete parameter values in changing combinations. It zeros in on some quite good values, but MOPSO is achieving comparable results - MOTS gives better values for objective 2, MOPSO better for objective 1. It is quite apparent that MOPSO has explored a greater range of parameters than MOTS.

MOEO behaves in a similar manner to MOPSO – both are not inhibited by infeasible space, having mechanisms to traverse it into feasible regions. On several parameters it has explored a greater range of values than MOPSO. This does not, however, translate into finding better values. As can be seen from the plot of feasible values for MOEO and MOPSO, Figure 3, MOPSO outperforms MOEO on each objective, and on “compromise” solutions. (The latter point can be seen by careful inspection – there are blue (MOPSO) lines horizontal below any comparable MOEO “compromise” solution: all MOEO solution pairs for the two objectives are at higher values, or greater slope, than the MOPSO solutions.)

The reasons for these differences might be due to the greater propensity for MOPSO to exploit known good solutions to converge to minima, due to the algorithm following good solutions – acting at the front of the swarm – instead of removing poor solutions – acting at the back. This suggests that the benefits of both algorithms might be obtained by combining their mechanisms in a hybrid algorithm. The hybridisation could employ an approach similar to that
Figure 3: Parallel Coordinates plot of feasible solutions for MOEO (red) and MOPSO (blue)

proposed by Lewis et al. [17], using Evolutionary Population Dynamics (EPD) to improve the population of the MOPSO algorithm using operations that mirror those of MOEO.

The two plots of MOEO and MOPSO for feasible solutions and for all data, including infeasible, show the exploration capability of these two algorithms. Figure 4 shows an interesting quirk – MOEO appears to have missed exploring almost half the range of parameter 8. Examination of the feasible solutions obtained, in Figure 5, shows MOPSO, for this run, failed to comprehensively explore parts of the range of values of parameters 3, 4 and 7. It did not fail to explore parts of the ranges completely – there are still some random samplings of them – but the coverage is of reduced density. It also appears that the parameter values in the range that MOEO missed for parameter 8 gave rise to very few feasible solutions – there are far fewer feasible solutions MOPSO found (Figure 5) than the total, including infeasible solutions (Figure 4).

All of the algorithms performed fairly well and reasonably comparably. MOPSO and MOTS were very much comparable, in terms of the results produced. MOEO was a (very) little behind them. But, MOTS achieved its results with a less than comprehensive coverage of the design space – if there had been really good results lurking out in the unexplored regions, could we have been assured of finding them? MOPSO in part answers the question, in that it appears to have gone and looked – its mechanism gives more assurance of not missing good results, especially in complex design spaces with significant regions of infeasibility. This may be dependent on a good initial distribution (sampling).
Figure 4: Parallel Coordinates plot of all solutions for MOEO (red) and MOPSO (blue)

Figure 5: Parallel Coordinates plot of feasible solutions for MOEO (red) and MOPSO (blue)
5 Conclusions

Understanding the behaviour of evolutionary algorithms, particularly the states they explore and trajectories they take, allows us to better design appropriate implementations. In this first of its kind study, it was very evident that the three algorithms favoured different extents of explorations on the different parameters. Thus, the concept of hybridisation of MOPSO and MOEO by using Evolutionary Population Dynamics [18] appears promising and will be explored in future comparative investigations of these and further algorithms.

However, before this more informed hybridisation can begin, we need to do further experimentation in terms of different problem types, and the use and analysis of more problem instances. In particular, the differing abilities of algorithms in handling infeasible regions of search spaces need to be tested, while keeping the studies firmly grounded in the solution of real-world problems. This is not to mention the use of other evolutionary techniques such as differential evolution. It is anticipated that this will require substantial amounts of computational time, but should yield solvers that are able to more thoroughly exploit and explore complex, real-world, search spaces.
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