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Abstract

At the moment, multiple sclerosis (MS) is considered one of the major disability factors among the young population. Considering the high prevalence and severity of this chronic disease, the aim of this study was to develop a disability and outcome prediction algorithm in MS patients. The data from two MS patient groups was analysed – Group A (151 patients with the following drug therapies: interferon-beta-1a, glatiramer acetate, teriflunomide, natalizumab) and Group B (58 patients treated with natalizumab). Considering certain demographical and clinical predictive variables, as well as different disability threshold values, several prediction models were developed and validated, which are able to estimate the disability (Expanded Disability Status Scale, EDSS) and outcome probabilities. The prediction model validation on estimating the disability and outcome probabilities yielded a maximum Area Under the Receiver Operating Characteristic Curve (ROC AUC) Score of 80 - 82%. The overall results indicate that for Group A disability prediction based on EDSS is appropriate, while for Group B the outcome might be a better measure for probability estimation. Hence, the results suggest that the outcome is a more appropriate measure for monitoring natalizumab treated MS patients, since it depends on other clinical characteristics as opposed to the sole disability estimation through the EDSS score. A disability and outcome prediction model in MS patients was developed and validated. Despite the fact that the obtained results were satisfactory given the small dataset, by embedding more predictive demographical and clinical variables in the algorithm, as well as including more patients, the model could be used through an online platform in MS patients’ monitoring and prioritization, in order to succeed in improving the quality of life and reducing disability progression.

Rezumat

La momentul actual, scleroza multiplă (SM) este considerată un factor major de dizabilitate în rândul populației tinere. Prin urmare, considerând prevalența și severitatea ridicată a acestei patologii, obiectivul prezentului studiu a fost reprezentat de dezvoltarea unui model de predicție a dizabilității și prognosticului pacienților cu scleroză multiplă. Au fost analizate datele provenite de la 2 grupe de pacienți: grupul A (151 de pacienți cu următoarele terapii: interferon-beta-1a, glatiramer acetat, teriflunomidă, natalizumab) și grupul B (58 de pacienți tratați cu natalizumab). Pe baza unor variabile predictive specifice (demografice și clinice), precum și prin considerarea mai multor valori prag de dizabilitate, au fost dezvoltăți și validați mai mulți algoritmi de predicție, care au estimat dizabilitatea (scorul EDSS – Expanded Disability Status Scale) și prognosticul prin intermediul unui model probabilistic. Validarea modelor de predicție din punctul de vedere al estimării dizabilității și prognosticului a condus la obținerea unui scor ROC AUC (Area Under the Receiver Operating Characteristic Curve) maxim de 80 - 82%. Rezultatele obținute au indicat faptul că pentru grupul A o predicție a dizabilității pe baza EDSS-lui este potrivită, în schimb ce în cazul grupului B prognosticul ar putea constitui o măsură mai bună pentru estimarea probabilității. Astfel, rezultatele sugerează că în cazul pacienților tratați cu natalizumab prognosticul este un parametru mai potrivit pentru monitorizarea pacienților suferind de SM, acesta depinzând de mai multe caracteristici clinice spre deoseuire de simpla estimare a dizabilității prin intermediul scorului EDSS. În studiul prezentat, a fost dezvoltat și validat un model de predicție a dizabilității și prognosticului pacienților cu SM. În ciuda faptului că rezultatele au fost satisfăcătoare înainte de toate, pe viitor, prin includerea mai multor parametri demografici și clinici, precum și prin adăugarea mai multor pacienți în cadrul modelului de predicție, algoritmul ar putea fi utilizat la scară largă prin intermediul unei platforme online în vederea monitorizării și priorizării pacienților cu SM. Aceste aspecte ar putea conduce pe termen lung la limitarea dizabilității și îmbunătățirea calității vieții pacienților suferind de această patologie.
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Introduction

At the moment, multiple sclerosis (MS) is considered one of the major disability factors among the young population. MS prevalence varies considerably, with a high frequency in Europe and North America (more than 100 cases per 100,000 inhabitants) and a lower...
one in other regions [2, 10]. Due to the risk factors which contribute to the onset and exacerbation of MS, additional patient monitoring techniques are required, regardless of the MS type or of the recommended drug therapy [7, 13]. Machine learning techniques have been gaining more insight over the last 10 years, due to the fast development of artificial intelligence, as well as the increased prevalence of certain chronic diseases. These methods are based on algorithms of high complexity (such as neural networks or random forests), applied on a regular basis for disease diagnosis. Well known examples include the diagnosis of diabetic neuropathy and Alzheimer’s disease by using image analysis [3, 5, 10, 14]. Regarding multiple sclerosis diagnosis, monitoring and management, such artificial intelligence techniques are mainly based on multiple sclerosis disease course classification based on central nervous system lesions [7, 21]. In addition, other studies used machine learning or statistical approaches for predicting the treatment response or the EDSS (Expended Disability Status Scale) score evolution [17, 22], while others computed a more sensitive and complex disability scale, namely the Combinatorial Weight-Adjusted Disability Score, in order to perform relevant simulations of MS disease progression [20]. Therefore, considering the high prevalence and severity of this chronic disease, as well as the fact that until now only few machine learning methods for MS patients monitoring were developed, the aim of this study was to develop a disability and outcome prediction algorithm in MS patients.

Materials and Methods

Study design

In order to develop a clinically relevant prediction model, the patients which needed to be included in the study had to be carefully selected. Hence, two patient groups were selected and the data were independently analysed for the two groups. The patients were monitored in the Neurology Department of the Bucharest Emergency University Hospital (BEUH), Romania according to the updated guidelines regarding MS diagnosis and treatment [12, 16]. The study was validated by the Hospital Ethics Local Committee, and an informed consent was obtained from all study participants. The procedures were in accordance with the ethical standards of the responsible committee on human experimentation and with the Declaration of Helsinki.

Patients with different types of therapy (Group A). 151 patients with either primary progressive or relapsing-remitting MS and with at least 2 neurological evaluations in the last 2 years were included in this group. The primary progressive MS form was not separated from the relapsing-remitting MS form due to the fact that the MS disease type was not mentioned for all the patients who were included in the study. In addition, the small number of patients which were selected (151) would have made the separate training of the model on two different subgroups (patients with primary progressive and relapsing-remitting MS form) a difficult task and due to the missing data, clinically irrelevant. For each patient, several demographical and clinical variables were considered: gender, age at diagnosis, age, Expanded Disability Status Scale (EDSS) score at disease onset (EDSS onset), disease duration, number of treatments and the current EDSS score (EDSS present).

The group consisted of 61.59% females and 38.41% males. The mean age at diagnosis was 30.07 years (standard deviation (SD) = 9.3) and the mean age among the patients was 40.27 years (SD = 10.68). The mean disease duration was 10.2 years. The patients received the following therapies: interferon beta-1a (46 patients – 30.46%), glatiramer acetate (45 patients – 29.8%), teriflunomide (3 patients – 1.99%), natalizumab (56 patients – 37.09%), unknown (1 patient – 0.66%). Patients treated with natalizumab (Group B). The second group of patients which were included in the study consisted of all patients treated with natalizumab at BEUH and part of the Multiple Sclerosis National Programme. There were 58 patients included in the study, 58.62% females and 41.38% males. The mean age at diagnosis was 26.38 years (standard deviation (SD) = 7.78) and the mean age among the patients was 35.33 years (SD = 9.21). The analysed variables were gender, age at diagnosis, age, EDSS onset, natalizumab treatment duration, number of treatments before natalizumab, EDSS present and outcome (disease prognosis – marked by the neurologist as good or bad based on multiple criteria). The mean natalizumab treatment duration was 3.38 years.

The development of the disability and outcome prediction model

All the specified variables, both for Group A and Group B were used for the development of the disability and outcome prediction model. There were several models which were independently built for each group. The algorithm development and validation were performed by using Python programming language, version 3.5.2. Logistic regression was used as machine learning algorithm, due to its ability of performing well on small datasets and generating good calibrated probabilities. Numpy, Scipy and Scikit-learn libraries were used for data preprocessing and machine learning development [15]. For the patients belonging to Group B, both a disability and an outcome prediction model were built (based on EDSS present and Outcome), while for the other group, only a disability prediction model was developed (based on EDSS present). The difference between the two patient groups regarding the prediction algorithms was due to the fact that in Group B all patients were treated with the same drug (natalizumab), which allowed the neurologist to perform a relevant and uniform analysis related to the disease prognosis.
All the predictive models were based on a probability estimation.

In order to properly build the disability prediction model, for each group several classes were created, based on certain EDSS\textsubscript{onset} threshold values (EDSS\textsubscript{threshold}). Several threshold values were set for Group A and Group B. The patients with EDSS\textsubscript{onset} ≤ EDSS\textsubscript{threshold} were included in class 1 and the patients with EDSS\textsubscript{onset} > EDSS\textsubscript{threshold} belonged to class 0. Hence, a disability prediction model was developed for each patient group and threshold value and estimated the probability that a certain patient will keep his EDSS below a certain value after a number of years since diagnosis (the probability of belonging to class 1 (of maintaining EDSS\textsubscript{present} below EDSS\textsubscript{threshold})). Therefore, the higher the probability is, the higher the chances are that the MS patient will have a good evolution in time. It is worth mentioning that the algorithm predicts a non-disability probability. The EDSS threshold values were 2.5, 3.5, 4, 4.5 and 5 for Group A and 2.5, 4 and 5 for Group B.

The outcome prediction model was developed in a similar manner, only that the two classes (0 and 1) were created based on the disease prognosis set by the neurologist (class 0 corresponded to a bad prognosis, while class 1 corresponded to a good prognosis).

Table I presents the input (predictive) variables (which were used by the logistic regression algorithm for estimating the probabilities), as well as the output (predicted) variables for both patient groups.

| Table I | The input and predicted variables used by the logistic regression algorithm |
|---------|--------------------------------------------------------------------------|
| Group A (151 patients) | | |
| Input (predictive) variables | Output |
| Gender | The probability of maintaining EDSS\textsubscript{present} under the threshold value (EDSS\textsubscript{threshold} = 2.5, 3.5, 4, 4.5 and 5) (the probability of belonging to class 1) |
| Age at diagnosis | |
| Age | |
| EDSS\textsubscript{onset} | |
| Disease duration (years) | |
| Number of treatments | |

| Group B (58 natalizumab treated patients) | | |
| Input (predictive) variables | Output |
| Gender | The probability of maintaining EDSS\textsubscript{present} under the threshold value (EDSS\textsubscript{threshold} = 2.5, 4 and 5) |
| Age at diagnosis | The probability of a good outcome (disease prognosis) (the probability of belonging to class 1 in terms of outcome) |
| Age | |
| EDSS\textsubscript{onset} | |
| Natalizumab treatment duration (years) | |
| Number of treatments before natalizumab | |

Figure 1. The estimated probabilities of maintaining patient EDSS below a threshold value (Group A – 151 patients)

Usually, \( P_1 < P_2 < P_3 < P_4 < P_5 \), since maintaining EDSS below smaller threshold values is more difficult (for example, 4.5 as opposed to 5)

Figure 2. The estimated probabilities of maintaining patient EDSS below a threshold value (Group B – 58 patients)

Usually, \( P_1 < P_2 < P_3 \), \( P_{\text{good outcome}} \) cannot be included in this relationship, since it reflects other clinical characteristics of the patient and additional considerations of the neurologist beside the EDSS score.
Figures 1 and 2 offer a simplified visualization of the estimated probabilities for all the algorithms (Group A – Figure 1, Group B – Figure 2). The estimated probabilities can be regarded as MS patients’ disability and outcome profiles.

**Prediction model validation**

A very important phase in the study was the regression model validation and was performed in order to evaluate the predictive ability of the algorithm. The validation was performed in a similar manner for both patient groups. The dataset was split (for each patient group and EDSS threshold value) in a training set and a test set by using a Monte Carlo cross validation technique. The algorithm was built based on the training set and its predictive ability was afterwards evaluated on the test set (not available data). The ratio between the training and the test set was of 14:1 for Group A and of 9:1 for Group B, due to the smaller number of patients belonging to the latter group [6].

For a complete evaluation, both the predictive ability of including the patients in one of the classes (0 or 1) (the classification task) and of estimating the probability of belonging to class 1 were tested. Class 0 was considered the negative class and class 1 the positive one. The classification was evaluated based on accuracy, precision, recall and F1 score and the probability estimation was tested by computing the Brier Score and the Area Under the Receiver Characteristic Operating Curve (ROC AUC) Score. The classification statistical parameters evaluated the percentage of correctly classified patients (accuracy), the false positives (FP) (precision), or the false negatives (FN) (recall). The most important validation measure was the ROC AUC Score, since it quantified the ability of the model of estimating well calibrated probabilities, but also its ability of discriminating between the two classes [4, 8, 15, 18]. Table II presents the details regarding the computation of the statistical measures used for the regression logistic validation. Figure 3 presents a scheme of the phases involved in the validation process.

### Table II

| Validation measure       | Formula                                                                 | Range   | Optimal value |
|--------------------------|-------------------------------------------------------------------------|---------|---------------|
| Accuracy                 | \( \frac{\text{Number of correctly classified}}{N} \)                    | 0 - 100%| 100%          |
| Precision                | \( \frac{TP}{TP + FP} \)                                                | 0 - 100%| 100%          |
| Recall                   | \( \frac{TP}{TP + FN} \)                                                | 0 - 100%| 100%          |
| F1 score                 | \( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \) | 0 - 100%| 100%          |
| Brier score              | \( \frac{1}{N} \sum_{i} (\text{Pr}(1) - \text{Class})^2 \)              | 0 - 1   | 0             |
| ROC AUC score            | Based on the TP rate (recall) vs. FP rate graphical representation       | 0 - 100%| 100%          |

*N = the total number of patients from the test set; Pr(1) = the predicted probability of belonging to class 1; Class = the true class (0 or 1); TP = true positives; FP = false positives; FN = false negatives.

**Figure 3.**

The scheme of the validation process for Group A. The validation was performed for Group B in a similar manner, with two differences: a 9:1 ratio between the training set and the test set and 5000 iterations in the Monte Carlo cross validation.
Results and Discussion

Validation results
Tables III and IV present the results obtained during the prediction model validation process. The statistical measures are given for each pair patient group – EDSS threshold.

The output data generated by the prediction models – examples on real patients
For a better understanding of the clinical relevance of the prediction models, Tables V and VI present the results regarding the disability and outcome prediction for two patients belonging to the analysed groups. In order to perform the disability and outcome estimation, the regression logistic algorithm was trained on the rest of the patients for each case and was afterwards applied for the probability estimation on the selected patients. In order to allow a relevant comparison, two patients with similar characteristics regarding age, gender and drug therapy were selected.

Regarding the prediction models which were developed in this study, Tables III and IV present the validation process results. Due to the slightly unbalanced dataset (the positive class being found in a higher proportion in the majority of the cases), the most useful statistical measure for estimating the classification ability of the model was the F1 Score, a weighted average between precision and recall, who took into account both the FPs and the FNs [15]. The F1 Score values varied in the range of 78.06% and 84.48% for Group A and in the range of 58.55% and 70.31% for Group B. In both patient groups, the F1 Score reached its maximum value for the disability prediction with an EDSS threshold values of 4.5 and 5 as opposed to 3.5 and 4 can be explained by the fact that in this situations a better differentiation between the two classes can be outlined (the patients with an EDSS in the range of 3.5 and 4.5 could be quite similar in terms of clinical characteristics to those with an EDSS below 3.5, which makes a prediction for threshold values of 3.5 and 4 quite difficult) [19].

Table III
The validation results of the disability prediction model for Group A (151 patients)

| Validation measure | EDSS ≤ 2.5 | EDSS ≤ 3.5 | EDSS ≤ 4 | EDSS ≤ 4.5 | EDSS ≤ 5 |
|--------------------|------------|------------|----------|-------------|----------|
| Accuracy           | 76.62%     | 72.25%     | 73.77%   | 77%         | 76.74%   |
| Precision          | 81.45%     | 85.38%     | 89.76%   | 92.98%      | 97.71%   |
| Recall             | 77.75%     | 74.17%     | 75.59%   | 77.71%      | 75.86%   |
| F1 Score           | 78.06%     | 78.21%     | 80.96%   | 83.73%      | 84.48%   |
| Brier Score        | 0.1754     | 0.2016     | 0.2029   | 0.1847      | 0.1838   |
| ROC AUC Score      | 82.21%     | 77.3%      | 76.93%   | 80.9%       | 80.22%   |

Table IV
The validation results of the disability and outcome prediction model for Group A (58 natalizumab treated patients)

| Validation measure | EDSS ≤ 2.5 | EDSS ≤ 4 | EDSS ≤ 5 | Outcome prediction |
|--------------------|------------|----------|----------|---------------------|
| Accuracy1          | 63.67%     | 55%      | 61.51%   | 72.53%              |
| Precision1         | 62.75%     | 80.12%   | 84.71%   | 66.95%              |
| Recall1            | 60.08%     | 57.03%   | 63.57%   | 69.3%               |
| F1 Score1          | 58.55%     | 64.22%   | 70.31%   | 64.88%              |
| Brier Score1       | 0.2392     | 0.2681   | 0.2516   | 0.1884              |
| ROC AUC Score2     | 66.67%     | 54.89%   | 59.18%   | 80.29%              |

* Most important validation measure – it evaluated the model’s ability of estimating well calibrated probabilities [15];
1 Classification validation measures; 2 Probability prediction validation measures

Table V
The disability prediction results for a patient treated with glatiramer acetate (first line therapy) (Group A)

| Patient characteristics       |             |
|------------------------------|-------------|
| Gender                       | Female      |
| Age at diagnosis             | 33          |
| Age                          | 47          |
| EDSS onset                   | 1.5         |
| EDSS present                 | 2.5         |
| Disease duration (years)     | 14          |
| Number of treatments         | 1           |
| Predicted results (Output data) |             |
| Probability (EDSS ≤ 2.5)     | 59.69%      |
| Probability (EDSS ≤ 3.5)     | 68.62%      |
| Probability (EDSS ≤ 4)       | 75.97%      |
| Probability (EDSS ≤ 4.5)     | 83%         |
| Probability (EDSS ≤ 5)       | 86.63%      |
The disability and outcome prediction results for a patient treated with natalizumab (second line therapy) (Group B)

| Patient characteristics | Value |
|-------------------------|-------|
| Gender                  | Female|
| Age at diagnosis        | 31    |
| Age                     | 46    |
| EDSS<sub>inest</sub>    | 1.5   |
| EDSS<sub>present</sub>  | 2     |
| Nataizumab treatment duration (years) | 9   |
| Number of treatments before natalizumab | 0   |
| Good outcome?           | NO    |

| Predicted results (Output data) | Value |
|--------------------------------|-------|
| Probability (EDSS \leq 2.5)    | 72.41%|
| Probability (EDSS \leq 4)      | 78.54%|
| Probability (EDSS \leq 5)      | 79.55%|
| Probability – good outcome     | 86.8% (incorrect prediction) |

However, the most important validation measure of the prediction models was the ROC AUC Score, which quantified the ability of the logistic regression algorithms of estimating well calibrated probabilities. More specific, the higher the ROC AUC Score is, the more precise the predicted probabilities are (personalized for each patient depending of his/her characteristics) [18]. The ROC AUC Score values varied in the range of 77.3 and 82.21% for Group A (151 patients) and between 59.18 and 80.29% for Group B (58 natalizumab treated patients). In both cases, the maximum value of the ROC AUC Score in terms of disability estimation was obtained for EDSS<sub>threshold</sub> = 2.5 (82.21% – Group A, 66.67% – Group B), very probable due to the relatively equal distribution of the dataset between the positive and negative class which was obtained for this threshold value. Nevertheless, in terms of outcome prediction (realized only for Group B), the ROC AUC Score reached higher values (80.29%) than those obtained for the disability prediction in the patients treated with natalizumab (59.18% - 66.67%). The optimized results which were obtained for the outcome prediction suggest that the outcome might represent a more appropriate measure for probability estimation than the EDSS threshold value, being also a more appropriate evaluation measure for natalizumab treated MS patients as opposed to the quantification of the disability degree by using the EDSS [19].

Tables V and VI reflect the clinical relevance of the algorithms, by outlining the results obtained on two real MS patients included in the present study. Both patients had a good evolution in terms of disability (EDSS), which was also positively predicted by the logistic regression algorithm. The model accurately predicted the probabilities of maintaining the EDSS score below the selected threshold values (2.5, 3.5, 4, 4.5 and 5 for the first patient and 2.5, 4 and 5 for the second patient). More exactly, for the glatiramer treated patient, the predicted probabilities varied in the range of 59.69% (EDSS<sub>threshold</sub> = 2.5) and 86.62% (EDSS<sub>threshold</sub> = 5) and were considered accurate, since the patient’s EDSS score evolved from 1.5 at diagnosis (EDSS<sub>inest</sub>) to 2.5 at the present moment (EDSS<sub>present</sub>). Secondly, the differences between the 5 predicted probabilities were also relevant: the higher the threshold value was, the higher the predicted probability was. These differences were due to the fact that maintaining the EDSS score below a lower value (such as 2.5 - 59.69%) is more difficult than maintaining it below a higher value (such as 3.5 - 68.62%). In addition, the differences are consistent with the fact MS is a progressive, debilitating disease, the disability degree of the patients usually evolving over time [1]. These results prove the ability of the model of performing a good differentiation depending on different EDSS threshold values, which might allow not only a good estimation of non-disability probabilities, but also a relevant stratification and prioritization of MS patients. For example, while comparing two patients, the one with an 11% probability of maintaining the EDSS below 4 will have a higher disability risk than the one with a 15% probability of maintaining the EDSS score below the same value. Hence, the patient with a higher risk will have a higher priority during the monitoring process, in order to succeed in improving the quality of life and reducing the disability progression in MS patients.

For the natalizumab treated patient, similar results were obtained in terms of disability prediction. These results are consistent with the fact that the two patients had similar characteristics, both being females and being diagnosed with MS in their early 30s. Neither patient had any prior treatment before the current treatment, glatiramer acetate and natalizumab respectively. However, the natalizumab treated patient received mitoxantrone during the therapy, very probable due to a high risk of developing primary progressive MS [10, 11]. For this patient, the algorithm falsely predicted a good outcome (86.8%), despite of the fact that the neurologist did not set a good patient prognostic during the examination. These aspects are of utmost importance and reflect the need of including a complete list of
patient clinical characteristics and of embedding in the prediction model all related therapies which might influence the disability and outcome of MS patients. The most similar study with the one which was developed was conducted by Zhao and embedded as predictive variables demographical data, clinical characteristics and image analysis in order to predict MS patients’ disability depending on EDSS [22]. Despite the high complexity of the predictive variables and the consistent number of patients which were included in the study (1693), the mean accuracy and recall varied in the range of 68% and 71%, as opposed to a mean accuracy of 75.3% and a mean recall of 76.22% in the present study, both obtained for Group A (151 MS patients with different drug therapies) by considering all 5 cases according to the EDSS threshold value.

However, the main elements of differentiation and originality which were present in the current study were the good ROC AUC Score (a mean ROC AUC Score of 79.51% for the disability prediction in Group A and 80.29% for the outcome prediction in natalizumab treated patients). As opposed to the current study, the one developed by Zhao did not develop a probability estimation algorithm, nor did it aim at building an outcome prediction model [22].

Another study with a reasonable amount of similarity to the present one was conducted by Weideman, which proved the advantages of developing a novel MS severity score, with an important predictive value regarding future relapses and disability accumulation [20]. The main advantage of this score over the classical EDSS based MS Severity Score was the substitution of age with disease duration, which as a consequence leads to a proper quantification of disease onset. However, even though the web application which was developed provides by means of complex statistical models different correlation analyses and simulations which might aid in therapeutic decisions, it was not based on a specific machine learning technique, which might be considered as a drawback as opposed to the present study. Therefore, it should be mentioned that that the final model which is used in the computations is a statistical model embedded in a disease severity scale, and not a machine learning model [20].

By contrast, a study conducted by Stühler aimed at developing a proper machine learning algorithm (based on Bayesian generalized linear models) which estimated the treatment response in MS patients [17]. The validation results were considered clinically relevant for both the relapse and the confirmed disability progression prediction. However, the statistical measures used for validation (mean squared error, negative log-likelihood and C-Index) were different than the ones used in the present study and hence, a relevant comparison cannot be performed from this point of view, even though both studies were based on a probabilistic approach in terms of prediction. The authors therefore conclude that the main advantage of the present work over the one conducted by Stühler was the EDSS threshold probability prediction, which might lead to a more accurate quantification of MS patients evolution as opposed to the sole estimation of disability progression [17].

Therefore, despite the limitations and the disadvantages which were highlighted in detail, the developed algorithms present a consistent degree of clinical relevance, being able of retrieving patient-tailored disability and outcome profiles.

In addition, future studies aim at developing a simple and intuitive online platform, which could be used by the physician for patient stratification and prioritization in terms of outcome probability estimation. Consequently, this option might lead on the long term to an important improvement in the quality of life of MS patients.

Conclusions

A prediction model of the disability and outcome of MS patients was developed and validated. In order to improve the clinical relevance of the algorithm, future studies must include more patients, select more relevant predictive variables and create an online platform. After these additional steps are undertaken, the prediction algorithms might be used for routine patient monitoring and prioritization in hospitals, for an early estimation of the most likely disability degree and outcome of a certain patient, both depending on the treatment duration and the complete disease modifying therapy.
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