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ABSTRACT

We propose a cross-classified mixed-effects location scale model for the analysis of interviewer effects in survey data. The model extends the standard two-way cross-classified random-intercept model (respondents nested in interviewers crossed with areas) by specifying the residual variance to be a function of covariates and an additional interviewer random effect. This extension provides a way to study interviewers’ effects on not just the ‘location’ (mean) of respondents’ responses, but additionally on their ‘scale’ (variability). It therefore allows researchers to address new questions such as: Do interviewers influence the variability of their respondents’ responses in addition to their average, and if so why? In doing so, the model facilitates a more complete and flexible assessment of the factors associated with interviewer error. We illustrate this model using data from wave 3 of the UK Household Longitudinal Survey (UKHLS), which we link to a range of interviewer characteristics measured in an independent survey of interviewers. By identifying both interviewer characteristics in general, but also specific interviewers who are associated with unusually high or low or homogeneous or heterogeneous responses, the model provides a way to inform improvements to survey quality.
INTRODUCTION

This paper is concerned with improving our understanding of the effects that interviewers have on survey responses in face-to-face surveys that serve to inflate the variance of parameter estimates. Interviewer behaviour can induce this effect in at least two ways: by producing differential sample compositions via their effect on response propensities (West et al., 2013; West and Olson, 2010); and by influencing the answers respondents provide during the interview (Schaeffer et al., 2010). It is this latter source of interviewer error that is the primary focus of the current study. This so-called ‘interviewer effect’ arises through idiosyncrasies in the ways that interviewers administer questionnaires. For instance, an interviewer may repeatedly leave out the same word when reading a particular question, or may ‘help’ respondents to understand an ambiguous phrase, while other interviewers do not (Cannell et al., 1981; Kish, 1962; Mangione et al., 1992; O’Muircheartaigh, 1976). Interviewers can also influence the answers respondents give in less direct ways. Female respondents, for example, may feel more pressure to give a socially desirable answer to a male than to a female interviewer, while younger respondents may answer some questions differently in the presence of an older interviewer compared to someone who is closer to their own age. Thus, interviewers may affect the responses they obtain, not through any overt behaviour, but merely as a function of their observable characteristics (Davis and Scott, 1995).

Together, these behavioural interactions between respondents and interviewers induce a dependency in responses within interviewers which is typically expressed as an intraclass correlation coefficient (ICC). Positive ICCs increase the standard errors of parameter estimators in the same manner as multistage sampling, namely as a result of within-cluster
homogeneity on survey outcomes (Hansen et al., 1951; Kish, 1962). The increase in parameter estimator variance due to interviewers is typically expressed as the design effect:

\[ D_{\text{eff}} = 1 + (m - 1) \rho, \quad (1) \]

where \( \rho \) is the ICC due to interviewers and \( m \) is the average number of respondents interviewed by each interviewer.

The design effect increases with the number of respondents per interviewer, and when this is large, the design effect can be sizeable, even for small values of \( \rho \). O’Muircheartaigh and Campanelli (1998), for example, find design effects as high as 5 for some items in the British Household Panel Survey (BHPS), which represents a very substantial loss of efficiency. Furthermore, Schnell and Kreuter (2005) demonstrate that the interviewer component of the design effect is typically larger than the component due to area clustering. It is clearly important, then, that we understand how interviewer effects come about in order that they can be mitigated through survey design, interviewer recruitment, and training.

To date, interviewer effects on survey responses have almost always been conceptualised and analysed in terms of mean differences in respondent’s answers with some interviewers effectively raising their respondents’ ‘true’ answers and other interviewers lowering them. For example, recent empirical investigations of interviewer effects have fitted two-level (respondents nested in interviewers) mixed-effect models (a.k.a., multilevel models, Goldstein, 2011) to survey responses, where an interviewer random effect is included to allow the mean of the survey response, adjusted for respondent, area, and interviewer covariates, to vary over interviewers, thus capturing and estimating the residual within-
interviewer dependency or ICC, $\rho$ (Hox, 1994; O’Muircheartaigh and Campanelli, 1998; West and Olson, 2010; West et al., 2013). In principle, unbiased estimation of $\rho$ requires random allocation of respondents to interviewers, a procedure that is rarely implemented in practice in face-to-face surveys for logistical and cost reasons (for exceptions see O’Muircheartaigh and Campanelli, 1998; Schnell and Kreuter, 2005). As a result, much of the existing evidence base is drawn largely from the context of telephone surveys, where interpenetrating designs are feasible. More recently, however, researchers have tended to estimate interviewer $\rho$ using cross-classified mixed-effects models with random effects specified for interviewers and areas and which include interviewer, area, and respondent level controls to adjust for non-random allocation of respondents to interviewers (Durrant et al., 2010; Turner et al., 2014). As with any procedure which relies on statistical control, this approach cannot guarantee unbiased estimates but comparisons between estimates using this approach and those from randomised designs show similar patterns of effects (Brunton-Smith et al., 2012).

In addition to any effect interviewers may have on the mean of answers they elicit from respondents, it is plausible that they might also have an effect on the variability of respondents’ answers, with some interviewers effectively amplifying the ‘true’ differences between respondents’ answers and other interviewers dampening them. Yet existing studies, and the standard mixed-effects model more generally, specify a homoscedastic residual variance and so implicitly assume the variance of the survey outcome, having adjusted for the covariates, to be constant across interviewers.

Figure 1 graphically illustrates the difference between these two types of interviewer effects by plotting the responses (in this case z-scores) to a hypothetical survey question for 100
respondents’ randomly assigned to two interviewers. The horizontal lines denote the mean response for each interviewer. Interviewer 1’s respondents give, on average, lower and less variable responses than those given to Interviewer 2. A traditional mixed-effects analysis would capture the mean differences but would ignore the differences in the variance. However, variance differences, to the extent they might arise, clearly represent another important form of error that interviewers can introduce to survey data.

FIGURE 1 HERE

Hedeker et al. (2008) proposed the ‘mixed-effects location scale model’ to relax the homoscedastic residual variance assumption of the mixed-effect model. Specifically, the standard two-level random-intercept model is extended by specifying the level-1 residual variance to be a log-linear function of the covariates and an additional level-2 random effect. While this model was proposed for analysing intensive longitudinal data, it can equally be applied in cross-sectional settings (Leckie et al., 2014), including the current case of respondents (level-1) nested in interviewers (level-2).

In this paper, we propose a cross-classified version of the mixed-effects location scale model for the analysis of interviewer effects in survey data. The model includes two interviewer random effects, to capture interviewers’ potentially correlated influences on the ‘location’ (mean) and ‘scale’ (variability) of respondents’ answers. An area random effect is included on the mean response to separate the influence of interviewers from the areas to which they are assigned (Brunton-Smith et al., 2012; Durrant et al., 2010). The model adjusts for respondent, interviewer and area characteristics and therefore allows the analyst to address new questions such as: Do interviewers influence the variability in addition to the average of
their respondents’ answers, and if so why? We contend that this approach provides a more complete and flexible assessment of the factors associated with interviewer error than existing methods. We illustrate this model using data from wave 3 of the UK Household Longitudinal Survey (UKHLS), which we link to a range of interviewer characteristics measured in a separate survey of interviewers. We demonstrate how the model can be used to improve survey quality by identifying interviewer characteristics that are associated with more variable survey responses. We also show how this approach enables estimation of interviewer specific ICCs, which can be used to identify interviewers with unusually homogeneous or heterogeneous responses.

FACTORS ASSOCIATED WITH INTERVIEWER EFFECTS

In trying to understand the causes of interviewer variance, existing research has focused on two primary questions. First, how different types of questions may be more or less prone to interviewer effects and, second, which interviewer characteristics are associated with larger variance components (Schaeffer et al., 2010). Davis and Scott (1995) found interviewer variance in an Australian medical survey was largest for attitudinal questions and smallest for socio-demographic variables, a pattern which has also been found using British data (Brunton-Smith et al., 2012). Questions which require more input from interviewers, such as those which require the use of show-cards, explanatory pre-ambles, and probing, are also subject to larger interviewer variance (O’Muircheartaigh and Campanelli, 1998; Brunton-Smith et al., 2012; Mangione et al., 1992). Similarly, Schnell and Kreuter (2005) found sensitive questions, nonfactual questions, and open questions which require the interviewer to record ‘verbatim’ answers had systematically larger interviewer effects than other types of questions (see also Sturgis and Luff, 2015; Collins, 1980).
Research into interviewer characteristics which drive these interviewer differences has focused primarily on easily observable demographic variables such as gender, age, and ethnicity (Hox, 1994; Pickery et al., 2001; Schaeffer, 1980), not least as these are often the only variables available on administrative databases held by survey agencies. These studies have found that while demographic characteristics do appear to be predictive of interviewer differences, the patterns of association differ quite markedly across surveys and question types. For instance, O’Muircheartaigh and Campanelli (1998) found interviewer age and gender to be significant predictors of interviewer differences for some survey outcomes in the BHPS but not in others. Likewise, Davis and Scott (1995) found significantly larger interviewer effects amongst older interviewers and amongst those from ethnic minority groups for many but not all of the items considered (see also Finkel et al., 1991; Hox et al., 1991). Researchers have also shown that these effects may depend on characteristics of the respondent, suggesting an interviewer-matching effect (Anderson et al., 1988; Kane and Macaulay, 1993; Huddy et al., 1997).

In addition to these kinds of demographic characteristics, researchers have considered variables relating to interviewing experience and work performance. Using the British Crime Survey, Brunton-Smith et al. (2012) found that interviewers with the worst historical response rates had, on average, the largest variance components across 36 survey outcomes. O’Muircheartaigh and Campanelli (1998) found that interviewer experience and working in a supervisory capacity were significantly associated with interviewer effects (see also Bailar et al., 1997; Hughes et al., 2002; von Tilburg, 1998). Most recently, Turner et al. (2014) assessed the effect of interviewer personality on outcome variance. Their rationale was that particular personality types might be more or less prone to the sorts of behaviours that are thought to give rise to systematic differences in response variability. For example,
interviewers who are higher on the Conscientiousness dimension of the Big Five personality inventory (Goldberg, 1990) may be more likely to obey instructions to read the questions exactly as they are written. Alternatively, interviewers who are high on the Agreeableness, Openness, and Extraversion dimensions may be more likely to adopt a ‘chatty’ and informal approach to administering the questionnaire which could, in turn, give rise to more variable responses. However, they found little or no evidence of an association between interviewer personality and response variance across a range of items in the UK National Travel Survey.

In this paper, we focus our attention on interviewer rather than question characteristics as predictors of response variance. We employ measures of interviewer demographic characteristics, survey experience, and personality as predictors in our models. Additionally, we consider variables which tap interviewers’ attitudes towards the value of surveys. This is based on the expectation that interviewers who place higher value on the scientific merit and practical utility of survey research will be more likely to follow the procedures and guidance they are given about how they should undertake interviews. Where existing studies have focused only on interviewer variance inflation which is brought about via their influence on the mean of respondents’ answers, we additionally consider the interviewers’ influence on the variance of survey outcomes, over and above any effect they have on the mean.

**ANALYTICAL APPROACH**

Early methods for detecting and understanding the causes of interviewer effects used Analysis of Variance (ANOVA) models (Bailar et al., 1977; Biemer and Stokes, 1985; Fellegi, 1964, 1974). The ANOVA framework is limited in its ability to accurately estimate the effect of interviewer level characteristics on the survey outcomes and to adequately account for non-random allocation of respondents to interviewers (Hox, 1994). More
recently, practice has shifted to the use of mixed-effects models, where a random effect is specified at the interviewer level (Pickery et al., 2001; Schnell and Kreuter, 2005; O’Muirheartaigh and Campanelli, 1997; West and Elliott, 2014; West and Olson, 2013). Implementations of the mixed-effects model for studying interviewer variance have also used a cross-classified extension in order to separately identify the influence of interviewers and areas (O’Muircheartaigh and Campanelli, 1998; Durrant et al., 2010; Brunton-Smith et al., 2012; Turner et al., 2014).

This model has the following form. Let \( y_{i(jk)} \) denote the continuous response measurement for respondent \( i \) \((i = 1, \ldots, N)\) interviewed by interviewer \( j \) \((j = 1, \ldots, J)\) living in area \( k \) \((k = 1, \ldots, K)\), where we indicate the cross-classification of interviewers and areas by placing their indices in parentheses. The standard two-way cross-classified random-intercept model for \( y_{i(jk)} \) can then be written as:

\[
y_{i(jk)} = x_{i(jk)}' \beta + u_j + v_k + e_{i(jk)},
\]

where \( x_{i(jk)} \) is a vector of respondent, interviewer, and area level covariates with coefficients \( \beta \) and \( u_j \) and \( v_k \) are random intercept effects representing remaining unobserved interviewer and area influences on \( y_{i(jk)} \). The respondent-specific residual is \( e_{i(jk)} \). The random effects and residuals are assumed mutually independent, independent of the covariates, and normally distributed with zero means and constant variances: \( u_j \sim N(0, \sigma_u^2) \), \( v_k \sim N(0, \sigma_v^2) \), and \( e_{i(jk)} \sim N(0, \sigma_e^2) \). The random effect variances \( \sigma_u^2 \) and \( \sigma_v^2 \) capture the variability in adjusted mean responses across interviewers and areas respectively, while the residual variance \( \sigma_e^2 \) measures the variability in respondents’ answers that is unexplained by the fixed and random effects. The ICC for interviewers can be derived as \( \rho_u = \sigma_u^2(\sigma_u^2 + \sigma_v^2 + \sigma_e^2)^{-1} \), which is the
expected correlation between the responses of two independent respondents (i.e., two respondents living in two different areas) interviewed by a common interviewer.

Equation 2 assumes constant residual variance (homoskedasticity), which is to say that $\sigma^2_e$ is constrained to be constant across all interviewers and all areas. We can relax this assumption by specifying an auxiliary log-linear equation for the residual variance as a function of covariates and additional interviewer and area random effects (Hedeker, 2008). However, given our interests here, we specify an additional random effect for interviewers only. In conceptual terms, relaxing the homoskedasticity assumption allows interviewers to influence not only the mean of $y_{i(jk)}$ but also the residual variability once any direct effects on the mean have been accounted for. The log link function ensures the residual variance takes positive values. This can be written as:

$$\ln\left(\sigma^2_{e(ijk)}\right) = \mathbf{w}_{i(jk)}' \mathbf{\alpha} + u_j^{[2]},$$

(3)

where $\ln\left(\sigma^2_{e(ijk)}\right)$ denotes the log of the now heterogeneous residual variance, $\mathbf{w}_{i(jk)}$ is a vector of respondent, interviewer, and area level covariates with coefficients $\mathbf{\alpha}$, and $u_j^{[2]}$ is the additional interviewer random effect. We use the ‘[2]’ superscript to distinguish this random effect from the usual response equation interviewer random effect in equation 2 which we now denote $u_j^{[1]}$. The two sets of interviewer random effects are assumed bivariate normal with zero mean vector and constant variance-covariance matrix

$$
\begin{pmatrix}
    u_j^{[1]} \\
    u_j^{[2]}
\end{pmatrix}
\sim N\left(\begin{pmatrix}
    0 \\
    0
\end{pmatrix},
\begin{pmatrix}
    \sigma^2_{u[1]} & \sigma_{u[1]u[2]} \\
    \sigma_{u[1]u[2]} & \sigma^2_{u[2]}
\end{pmatrix}\right),

(4)
The variance-covariance matrix summarises the extent to which interviewers differ in both the (adjusted) mean of the answers of the respondents they interview (summarized by $\sigma_{u[1]}^2$) and in the variability of these answers (summarized by $\sigma_{u[2]}^2$). The matrix also captures the covariance between these two forms of interviewer influence ($\sigma_{u[1]u[2]}$).

The population-averaged residual variance, conditional on the covariates $w_{i(jk)}$, is given by

$$E\left(\sigma^2_{e_{i(jk)}}\left| w_{i(jk)}\right.\right) = \exp\left(w_{i(jk)}^'\alpha + 0.5\sigma_{u[2]}^2\right)$$

which can be substituted into the expression for the ICC to give the population-averaged ICC. In addition to the population-averaged ICC, it is straightforward to calculate interviewer-specific ICCs and, thereby, to identify interviewers who induce more similar responses from their respondents’ than other interviewers:

$$\frac{\sigma_{u[1]}^2}{\sigma_{u[1]}^2 + \sigma_v^2 + \exp\left(w_{i(jk)}^'\alpha + u[j]^2\right)}$$

The model provides a flexible means of assessing the factors associated with interviewer-induced response variability. A notable benefit is that interviewers can have differential effects on the ‘location’ (the mean) and the ‘scale’ (the variance) of a survey outcome. So, for example, an interviewer characteristic may have a positive $\beta$ coefficient in Equation 2 and a negative or non-significant $\alpha$ coefficient in Equation 3 (or vice versa).
DATA AND MEASURES

Data are taken from wave 3 of the UK Household Longitudinal Study (UKHLS) general population sample with fieldwork undertaken during 2011 and 2012. The UKHLS is a nationally representative household panel survey comprising approximately 40,000 households at the first wave. The survey has a multistage clustered design, with a sample of postcode sectors (stratified by region, population density, and minority ethnic density) selected with probability proportional to size, and 18 households then selected from each sector for interview. All residents of each selected household were eligible for interview with an average of 1.6 adults interviewed in each participating household. We use data from wave 3 because this was collected closest in time to the Understanding Society Interviewer Survey.

At wave 3 a total of 30,685 full interviews were conducted with a cross-sectional response rate of 61% (Knies, 2014). Over the duration of the 24 month fieldwork period, interviewers could be assigned to multiple postcode sectors, with 668 interviewers in the field and an average of 46 interviews undertaken per interviewer.

Information about the characteristics of interviewers working on the UKHLS come from the Understanding Society Interviewer Survey. This is an online survey (postal for those no longer working for the data collection agency, NatCen) of interviewer attitudes and behaviour which was fielded in spring 2014. Invitations were sent to all interviewers that worked on the first wave of UKHLS ($n = 823$) and interview data was successfully obtained from 473 of them, a response rate of 58% (Burton et al., 2014). The interviewer data was linked to the main UKHLS data set at wave 3. Linkage was successful for a total of 303 interviewers, who together were responsible for 17,471 interviews. In addition to age and sex, we use three questions on interviewing experience (whether interviewers had experience of working for another survey agency; non-survey interviewing; or working in public engagement), three
questions on beliefs about surveys (*Participation in surveys is a matter of self-interest (agree/disagree); Most surveys are carried out in a responsible way (agree/disagree) and In most cases survey results are correct (agree/disagree)*), and shortened versions of the Big Five personality inventory (agreeableness, conscientiousness, extravert, neuroticism, and openness). Interviewer personality traits were themselves derived from a battery of 15 survey items (see Jäckle et al., 2013).

To account for the clustered sample design we use the Middle layer Super Output Area (MSOA) geography (Martin, 2001). MSOA are preferable to postcode sectors because they are more consistent in size (containing an average of 5,000 households), were constructed to maximise internal homogeneity (based on social structure), and aim to respect ‘natural’ physical boundaries in boundary definitions. This makes them a more meaningful spatial unit to reflect ‘area’ differences than postcode sectors. MSOA can also be easily linked to aggregate census data, enabling us to control for additional features of the local area in our models.

To illustrate the utility of the mixed-effects location scale model for estimating interviewer effects, we use three attitude questions from wave 3 of the UKHLS as dependent variables in our models. Attitudinal items were selected because previous research has indicated that they are most susceptible to interviewer influences on the location of responses (Schnell and Kreuter, 2005). The response scales for the 3 questions are a 5-point Likert item (Q1), an 11-point scale with a more continuous distribution (Q2), and a 5-point Likert scale item from the (paper) self-completion component of the UKHLS (Q3). The item from the self-completion questionnaire was selected as a way of checking that the model produces sensible results. Specifically, the model should show little or no interviewer effects because the interviewer
should have little, if any, involvement in the completion of this question. The response rate to the self-completion questionnaire was 90\% at wave 3 (Scott and Jessop, 2013). The question wordings for each item are as follows:

1. *People in this neighbourhood generally don't get along with each other* (strongly agree, agree, neither agree nor disagree, disagree, strongly disagree)

2. *On a scale from 0 to 10, where 0 means very unlikely and 10 means very likely, how likely is it that your vote will make a difference in terms of which party wins the election in this constituency at the next general election?*

3. *The friendships and associations I have with other people in my neighbourhood mean a lot to me* (strongly agree, agree, neither agree nor disagree, disagree, strongly disagree)

**ESTIMATION**

We fit three models of increasing complexity for each of the three items. Model 1 is a simplified version of Equation 2, including only an intercept, which we allow to vary across respondents, interviewers, and areas. The response variance is decomposed into components in the usual way, except we allow the magnitude of the residual variance to vary across interviewers through the inclusion of an interviewer random effect in the scale equation. Model 2 adds respondent and area-level covariates to the location equation to adjust for uneven sample composition across interviewer assignments, which can arise due to spatial autocorrelation and differential nonresponse. However, since respondent level covariates will also be subject to interviewer induced measurement errors we only include respondent gender and age. At the area level we include the following covariates: ethnic diversity, socio-economic disadvantage, urbanicity, population mobility, age and housing structure. Ethnic
diversity was calculated using the Herfindahl concentration formula (Hirschman, 1964), all other area level variables were derived by Principal Components Analysis of aggregate census variables (see Brunton-Smith and Sturgis, 2011, for details of the derivation).

Model 3 introduces the interviewer covariates. All interviewer characteristic variables are included in both the response model to capture mean differences in the outcome across interviewers, and also in the residual variance model (equation 3) to explore how response variability differs across interviewers. We allow the magnitude of the within interviewer variance to depend on respondent gender and age. This adjusts the estimated differences across interviewers for the effects of potential respondent-level heterogeneity of variance. The inclusion of a larger set of individual variables did not lead to any substantial changes to parameter estimates.

Models are fitted using Markov chain Monte Carlo (MCMC) methods implemented in the Stat-JR software package (Charlton et al., 2013). An explanation of how to set up the model in Stat-JR can be found in the online appendix. We specify diffuse (vague, flat, or minimally informative) prior distributions for all parameters. All models are specified using three chains with dispersed starting values, each with a burn-in period of 5,000 iterations and a monitoring period of 10,000 iterations. Visual assessments of the parameter chains and standard MCMC convergence diagnostics suggest that the length of these periods is sufficient. QQ-plots of model residuals confirm normality assumptions are met, with the exception of one interviewer whose response profile is markedly different from all others when considering Q2. Data from this interviewer were omitted from analyses of Q2, although the substantive conclusions are unchanged in either case.
The UKHLS includes survey weights to correct for unequal selection probabilities when multiple households are present at each address and to adjust for attrition across waves. Currently there is no way to implement survey weights using MCMC and efforts to establish best practice are on-going (Gelman, 2007). Following recommendations in Rao et al (2013) we conducted a simple sensitivity analysis of our results by including the survey weight as a covariate in the model. Respondent level variables that were used in the derivation of the weight were then added as covariates and the coefficient of the weight became non-significant. This model specification did not result in any material changes to our key parameter estimates (these additional models are available on request).

We report the posterior means, standard deviations (SDs) and 95% credible intervals of the 30,000 pooled monitoring iterations. These quantities are analogous to the parameter estimates, standard errors and confidence intervals from a frequentist analysis. We use the deviance information criterion (DIC) to compare the fit of alternative models (Spiegelhalter et al., 2002); models with smaller DIC values are preferred to those with larger values, with differences of five or more considered substantial (Lunn et al., 2012).

RESULTS
Table 1 presents the Model 1 results for variables Q1 and Q2, which are taken from the face-to-face element of the survey. The model estimates a population-averaged interviewer ICC of 0.041 for Q1 and 0.028 for Q2, which are of the same approximate magnitude as ICC estimates found in comparable existing studies (O’Muircheartaigh and Campanelli, 1998; Brunton-Smith et al., 2012). However, because of the unusually large number of respondents allocated to each interviewer on the UKHLS, these ICCs result in high estimated design effects of 3.3 and 2.5 for Q1 and Q2, respectively. DEFFs were calculated using equation 1.
with an average cluster size \((m)\) of 58 for Q1 and 53 for Q2. These represent substantial reductions in precision, indicating that the variance of these estimates is approximately two to three times greater than would be the case if the interviewer effect were zero. Taking the square root of the design effect gives the inflation factors for the variance of the estimated means, which are 1.8 for Q1 and 1.6 for Q2. Model 1 also shows that there is variability in the magnitude of the residual level-1 variance across interviewers (0.112 and 0.033 for Q1 and Q2).

**TABLE 1 HERE**

Table 2 presents the Model 2 results for variables Q1 and Q2. Accounting for sample composition differences in Model 2 leads to only small changes in the estimated population-averaged ICCs and level-1 residual variances for each question.

**TABLE 2 HERE**

To provide a more concrete picture of the extent of the variability across interviewers, Figure 2 plots the sample corrected interviewer specific ICCs from Model 2 for each interviewer, along with 95% credible intervals and the population-average ICC. Interviewers are ranked from lowest (left) to highest (right) ICC. Across both items it is clear that there is a substantial minority of interviewers with a larger than normal correlation between respondents’ answers (reaching a maximum of 0.07 for Q1 and 0.04 for Q2). A second group of interviewers has noticeably less similar responses (reaching a minimum of below 0.02 for each question).
Furthermore, the significant positive covariance terms reported in Table 2 mean that the level-1 residual variance is higher amongst interviewers who also have a higher than average intercept residual. This covariance may, in part, be an artefact of the scales on which these variables are measured creating ‘floor’ effects. That is to say, if responses across all interviewers are low on the response scale, as is the case here, then we would expect interviewers with higher means to have larger variances. As we move from the bottom towards the middle of the response scale, the mean by definition increases, but the variance also rises because there are more response options available for respondents to choose from.

Table 3 presents the Model 3 results for variables Q1 and Q2. Model 3 adds the interviewer characteristics into the fixed- and random-parts of the model. Considering the coefficient estimates for the 5-point Likert scale item (Q1) first, we find moderate evidence that the mean of respondents’ answers is influenced by interviewers’ views about surveys, with systematically lower mean estimates amongst interviewers who believe surveys are generally conducted responsibly, and higher means from interviewers who believe surveys are mostly correct. No other interviewer variables have a credible interval that excludes zero in the location equation. Turning to the residual variance equation, a number of interviewer characteristics have significant effects. This demonstrates the utility of this modelling approach; we detect significant associations between interviewer characteristics and response variance, which would be missed using the standard random-intercept model.
Interviewers who have prior experience of working on other surveys show a larger residual error at the respondent level, an effect which is in line with the results of existing studies (Davis and Scott, 1995; O’Muirchaitagh and Campanelli 1998; Brunton-Smith et al., 2012). The residual error is also larger amongst interviewers who are higher on the Extraversion dimension of the Big Five Personality inventory, which accords with theoretical expectations; interviewers who are higher on Extraversion should be more likely to adopt a more conversational interviewing style. In contrast, the residual error is lower amongst those interviewers who believe that surveys are generally conducted in a responsible way. This association also confirms our a priori expectations, with those interviewers who place greater weight on the value of survey research being more likely to stick to standardised interviewing protocols and, therefore, produce less variable responses.

To give some idea of the magnitude of these effects we can take expectations from the model for particular sets of interviewer characteristics. For example, an interviewer, with mean scores on the personality dimensions, who has only worked on UKHLS, and who does not believe surveys are conducted in a responsible way has an expected ICC of 0.29. If we take an interviewer who shares all these characteristics but believes surveys are conducted responsibly, the estimated ICC is 0.037. Similarly, an interviewer who has experience of working on another survey has an estimated ICC of 0.027, and an interviewer identified as 1SD below the average in levels of Extraversion has an estimated ICC of 0.031. While these are small in absolute magnitude, as we saw earlier, differences in the ICC can have a substantial impact on the precision of an estimator when the number of respondents interviewed by each interviewer is large.
Turning to the 11-point scale (Q2), the location equation shows that respondents interviewed by a male interviewer were more likely to report that they believe they can influence political decisions, as were respondents whose interviewers scored higher on the Conscientiousness and Openness personality dimensions. Lower scores were evident amongst respondents interviewed by someone who says that surveys are generally correct. Interviewer gender has emerged as a significant predictor of mean responses on many items in existing studies, although the pattern and magnitude of this effect seems to be item specific (O’Muichaitaigh and Campanelli, 1998). Interviewer characteristics also directly affect the level-1 residual variance. Like Q1, the residual error is larger amongst interviewers who have worked on another survey. The residual error is also larger amongst interviewers who are identified as more conscientious.

Because of the non-random allocation of respondents to interviewers in the UKHLS, it is possible that variability in the magnitude of the ICC across interviewers on these two items may be due to differences in the composition of areas and/or differential nonresponse across interviewer assignments. To assess this possibility, we fit Model 2 to item Q3, which was included in the self-completion questionnaire administered as an adjunct to the main interviewer-administered questionnaire. We use the unconditional estimate of the between interviewer variability from model 2 because this will yield the upper-bound of any such potential effect. If the patterns of variance across interviewers that we have observed on items Q1 and Q2 is a reflection of area/nonresponse confounding, we should expect to see approximately the same between interviewer variability in the self-completion item. The results are presented in Table 4.

TABLE 4 HERE
Consistent with the interpretation of our results as resulting from the behaviour of interviewers, Table 4 shows a noticeably smaller interviewer population-averaged ICC (0.016), although we still observe a moderate variance associated with area clustering of 0.039. More importantly, we see almost no variability in the magnitude of the ICC across interviewers (Figure 3). Because Q3 is self-completion we should not see any influence of interviewers. The significant interviewer variability in the location equation therefore likely reflects differential sample composition across interviewers, although it might also arise from interviewers assisting some respondents to complete the paper questionnaire.

FIGURE 3 HERE

DISCUSSION

Survey methodologists have demonstrated that interviewers can substantially reduce the precision of survey parameter estimates through a combination of idiosyncratic behaviours, personal characteristics, and dispositions (Hox, 1994; O’Muichairtaigh and Campanelli, 1998; Bailar et al., 1977; Finkel et al., 1991; Hughes et al., 2002). When the number of respondents assigned to interviewers is large, standard errors can be inflated by factors of as high as 2, or above. Another way of putting this is that the effective analytical sample size can, in extreme cases, be halved. Even with more standard assignment sizes of around 20 respondents, interviewer ICCs of only 0.03 will inflate standard errors by a factor of approximately 60%. Given the high and increasing unit cost of face-to-face interviews, it is surprising that comparatively little attention has been paid to identifying, and finding ways of reducing, this large and potentially controllable source of survey error.
In this paper we have described a new and more flexible approach than is currently available to detecting and explaining interviewer effects, namely a mixed-effects location scale model. The key benefits of this model are that interviewers can influence variability in respondent level survey responses, over and above any effect they have on outcome means. The exact mechanism through which interviewer influence comes about remains somewhat opaque but is likely to be due to factors such as failing to follow interview instructions, a tendency to encourage (or discourage) extreme answers, variation in interviewer speed of question delivery, inconsistent use of showcards, and so on. The standard mixed-effects random-intercept model does not accommodate the potential for interviewers to directly influence the variability of the level-1 residual and, as a consequence, may fail to identify important associations with interviewer-level characteristics.

We applied the mixed-effects location scale model, with a cross-classified extension, to three attitudinal outcomes from wave 3 of the UKHLS and found notable heterogeneity of variance across interviewers, with some having significantly higher and some significantly lower ICCs than others. At the upper extreme, some interviewers had almost twice the average ICC value for all interviewers. As a result, the design effect for some interviewers will be markedly different from the averages of 3.3 and 2.5 for Q1 and Q2 (estimated from model 1). Across the middle 95% of interviewers this ranges from 2.5-4.9 for Q1 and 2.2-2.9 for Q2 (assuming average cluster sizes of 58 and 53 respectively). This approach is therefore of potential value in identifying interviewers who make an unusually large, or indeed small, contribution to the variance of survey parameter estimates. This could form the starting point for targeted training interventions, as well as for developing a better understanding of the behavioural mechanisms which cause interviewer effects in the first place.
We also found systematic differences in interviewer error which were related to observed characteristics of interviewers and, moreover, that these effects differed for the location and scale of the response. That is to say, some interviewer characteristics were associated with variability in the mean of the survey outcome but not with the residual variance, while others showed the opposite pattern. Specifically, for the first item considered (neighbourhood evaluations) the respondent level residual variance was higher for interviewers with experience of other surveys and lower for interviewers who reported that they believe survey data to be collected responsibly. Interviewers who scored higher on the Extraversion dimensions of the Big Five personality inventory also exhibited significantly more variable responses. Interviewer beliefs about whether survey data is collected responsibly also influenced the mean of respondent answers, as did whether interviewers viewed survey data as generally correct. For the second item (ability to influence politics), four interviewer characteristics – gender, whether they believe data are correct and the Openness and Conscientiousness dimensions of the Big Five - influenced the mean, while differences in the variance were associated with experience of other surveys and conscientiousness. These interviewer characteristic effects can result in substantial differences in the precision of parameter estimates depending on the profile of interviewers. For example, using the parameter estimates from model 3 on item Q1, an interviewer who scored 1 standard deviation below the mean on Extraversion, who believes surveys are conducted responsibly and has only worked on the UKHLS would have an expected design effect of 3.2. In contrast, an interviewer 1 standard deviation above the mean on Extraversion, who has worked on other surveys, and who does not believe that surveys are conducted responsibly has a model predicted design effect of 2.4. The third item, which was taken from the self-completion schedule of the UKHLS, showed no notable interviewer variance. This served a useful
‘sense-checking’ function as we should not expect to observe interviewer effects on items for which there is little or no interviewer involvement.

Together, these findings suggest a number of important conclusions relating to interviewer error. First, there is substantial variability across interviewers in the extent to which they affect the precision of survey parameter estimates. Second, interviewer demographic characteristics, survey experience, personality, and beliefs about the responses provided by participants are significant predictors of this variability. They are, therefore, suggestive of ways in which survey designers might seek to mitigate interviewer-related error through recruitment and training strategies. And third, interviewer characteristics exert differential effects on the mean and the variance of survey outcomes, a pattern which is dependent on the items considered.

Our primary concern in this paper has been to describe and demonstrate a new methodological approach for the study of interviewer effects on the variability of respondents’ answers, an important though comparatively neglected source of survey error. While our analyses have produced substantively interesting and meaningful results, our focus on analytical explication has meant that the methodological has been foregrounded at the expense of substantive generality. Further research is required to evaluate how well our findings generalise across a wider range of question types and survey contexts, as well whether and how training interventions might be effective in reducing the kinds of interviewer error the model identifies.
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TABLES AND FIGURES

Figure 1. Graphical illustration of respondents’ answers to a hypothetical survey question for two interviewers.
Figure 2. Interviewer-specific ICCs from Model 2 (Table 2) for Q1: Get along with neighbours (left pane); and Q2: Influence politics (right pane)

Note: The horizontal red line represents the population-averaged ICC
Figure 3. Interviewer-specific ICCs from Model 2 (Table 4) for Q3: Self completion – belong to neighbourhood

Note; The horizontal red line represents the population-averaged ICC
Table 1. Model 1 mixed-effects location scale model results for Q1: Get along with neighbours; and Q2: Influence politics (‘significant’ values underlined).

|                      | Q1                        | Q2                        |
|----------------------|---------------------------|----------------------------|
|                      | Coef.  | SD    | 2.5% | 97.5% | Coef.  | SD    | 2.5% | 97.5% |
| **Fixed effects**    |        |       |      |       |        |       |      |       |
| Location equation    |        |       |      |       |        |       |      |       |
| $\beta_0$ [Intercept]| 1.277  | 0.012 | 1.253| 1.300 | 3.024  | 0.043 | 2.939| 3.110 |
| Scale equation       |        |       |      |       |        |       |      |       |
| $\alpha_0$ [Intercept]| -0.754 | 0.023 | -0.800| -0.708| 2.135  | 0.017 | 2.102| 2.169 |
| **Random effects**   |        |       |      |       |        |       |      |       |
| $\sigma^2_\nu[1]$ [Location: Interviewer variance] | 0.024  | 0.003 | 0.018| 0.030 | 0.766  | 0.041 | 0.192| 0.354 |
| $\sigma^2_\nu[2]$ [Scale: Interviewer variance]   | 0.112  | 0.014 | 0.088| 0.141 | 0.033  | 0.006 | 0.023| 0.046 |
| $\sigma_\nu[1]\nu[2]$ [Interviewer cross-equation covariance] | 0.036  | 0.005 | 0.027| 0.047 | 0.061  | 0.011 | 0.041| 0.085 |
| $\sigma^2_\nu[1]$ [Location: Area variance]        | 0.056  | 0.004 | 0.048| 0.064 | 0.620  | 0.064 | 0.501| 0.750 |
| $\rho_\nu$ [Population average conditional interviewer ICC] | 0.041  |       |      |       |        |       |      |       |

Note: UKHLS wave 3, Q1 sample size: 303 interviewers, 3473 areas, 17471 respondents; Q2 Sample size: 300 interviewers, 3390 areas, 16046 respondents. Q1 DIC = 37829; Q2 DIC = 80773.
Table 2. Model 2 mixed-effects location scale model results for Q1: Get along with neighbours; and Q2: Influence politics (‘significant’ values underlined).

| Fixed effects                                      | Q1 Mean | Q1 SD  | Q1 2.5%  | Q1 97.5% | Q2 Mean | Q2 SD  | Q2 2.5%  | Q2 97.5% |
|---------------------------------------------------|---------|--------|----------|----------|---------|--------|----------|----------|
| Location equation                                 |         |        |          |          |         |        |          |          |
| $\beta_0$ [Intercept]                             | 1.265   | 0.016  | 1.234    | 1.297    | 2.846   | 0.067  | 2.714    | 2.976    |
| $\beta_1$ [Respondent: Male]                      | 0.041   | 0.010  | 0.020    | 0.061    | -0.103  | 0.047  | -0.193   | -0.011   |
| $\beta_2$ [Respondent: Age]                       | -0.042  | 0.006  | -0.053   | -0.031   | 0.216   | 0.025  | 0.168    | 0.265    |
| $\beta_3$ [Area: Ethnic diversity]                | 0.037   | 0.056  | -0.074   | 0.146    | 1.121   | 0.241  | 0.651    | 1.597    |
| $\beta_4$ [Area: Socio-economic disadvantage]     | 0.126   | 0.007  | 0.112    | 0.140    | -0.134  | 0.032  | -0.197   | -0.072   |
| $\beta_5$ [Area: Urbanicity]                      | 0.076   | 0.011  | 0.054    | 0.098    | 0.068   | 0.050  | -0.029   | 0.165    |
| $\beta_6$ [Area: Transitory population]           | 0.010   | 0.007  | -0.005   | 0.025    | 0.037   | 0.032  | -0.027   | 0.100    |
| $\beta_7$ [Area: Age + housing structure]         | -0.030  | 0.008  | -0.045   | -0.014   | -0.068  | 0.034  | -0.135   | -0.001   |
| Scale equation                                    |         |        |          |          |         |        |          |          |
| $\alpha_0$ [Intercept]                            | -0.755  | 0.023  | -0.801   | -0.709   | 2.127   | 0.017  | 2.094    | 2.160    |
| Random effects                                    |         |        |          |          |         |        |          |          |
| $\sigma^2_{u[1]}$ [Location: Interviewer variance]| 0.019   | 0.003  | 0.014    | 0.024    | 0.258   | 0.041  | 0.185    | 0.345    |
| $\sigma^2_{u[2]}$ [Scale: Interviewer variance]   | 0.112   | 0.014  | 0.087    | 0.141    | 0.033   | 0.006  | 0.023    | 0.046    |
| $\sigma^2_{u[u]}$ [Interviewer cross-equation covariance] | 0.031   | 0.005  | 0.023    | 0.041    | 0.062   | 0.011  | 0.041    | 0.086    |
| $\sigma^2_{v[1]}$ [Location: Area variance]       | 0.033   | 0.003  | 0.026    | 0.040    | 0.582   | 0.064  | 0.461    | 0.712    |
| $\rho_u$ [Population average conditional interviewer ICC] | 0.035   |        |          |          |         |        |          |          |

Note: UKHLS wave 3, Q1 sample size: 303 interviewers, 3473 areas, 17471 respondents; Q2 Sample size: 300 interviewers, 3390 areas, 16046 respondents. Q1 DIC = 37514; Q2 DIC = 80646.
Table 3. Model 3 mixed-effects location-scale model results for Q1: Get along with neighbours; and Q2: Influence politics (‘significant’ values underlined).

| Fixed effects                      | Q1 Mean | Q1 SD | Q1 2.5% | Q1 97.5% | Q1       | Q2 Mean | Q2 SD | Q2 2.5% | Q2 97.5% |
|------------------------------------|---------|-------|---------|----------|----------|---------|-------|---------|----------|
| **Location equation**              |         |       |         |          |          |         |       |         |          |
| $\beta_0$ [Intercept]              | 1.268   | 0.054 | 1.164   | 1.373    | 2.845    | 0.214   | 2.424 | 3.263   |          |
| $\beta_1$ [Respondent: Male]      | 0.040   | 0.011 | 0.019   | 0.061    | -0.097   | 0.047   | -0.189 | -0.006  |          |
| $\beta_2$ [Respondent: Age]       | -0.042  | 0.006 | -0.053  | -0.031   | 0.232    | 0.025   | 0.183  | 0.281   |          |
| $\beta_3$ [Area: Ethnic diversity] | 0.034   | 0.057 | -0.077  | 0.145    | 1.123    | 0.245   | 0.639  | 1.602   |          |
| $\beta_4$ [Area: Socio-economic disadvantage] | 0.126 | 0.007 | 0.112   | 0.140    | -0.144   | 0.032   | -0.207 | -0.082  |          |
| $\beta_5$ [Area: Urbanicity]      | 0.076   | 0.012 | 0.053   | 0.098    | 0.066    | 0.049   | -0.031 | 0.163   |          |
| $\beta_6$ [Area: Transitory population] | 0.011 | 0.007 | -0.003  | 0.026    | 0.034    | 0.032   | -0.027 | 0.097   |          |
| $\beta_7$ [Area: Age + housing structure] | -0.029 | 0.008 | -0.045  | -0.013   | -0.066   | 0.034   | -0.133 | 0.001   |          |
| $\beta_8$ [Interviewer: Male]     | 0.016   | 0.023 | -0.029  | 0.062    | 0.212    | 0.088   | 0.042  | 0.389   |          |
| $\beta_9$ [Interviewer: Age]      | 0.018   | 0.013 | -0.007  | 0.042    | -0.061   | 0.048   | -0.157 | 0.034   |          |
| $\beta_{10}$ [Interviewer: Worked on another survey] | 0.001 | 0.022 | -0.042  | 0.045    | 0.113    | 0.086   | -0.057 | 0.283   |          |
| $\beta_{11}$ [Interviewer: Non-survey interviewing] | -0.013 | 0.023 | -0.057  | 0.032    | 0.012    | 0.088   | -0.162 | 0.184   |          |
| $\beta_{12}$ [Interviewer: Public interaction self-interest] | -0.004 | 0.027 | -0.057  | 0.047    | 0.006    | 0.106   | -0.199 | 0.216   |          |
| $\beta_{13}$ [Interviewer: Surveys conducted responsibly] | 0.026 | 0.022 | -0.017  | 0.070    | -0.008   | 0.088   | -0.177 | 0.167   |          |
| $\alpha_0$ [Intercet]             | -0.701  | 0.112 | -0.915  | -0.466   | 2.191    | 0.084   | 2.015  | 2.349   |          |
| $\alpha_1$ [Respondent: Male]     | 0.004   | 0.023 | -0.041  | 0.049    | 0.050    | 0.024   | 0.004  | 0.096   |          |
| $\alpha_2$ [Respondent: Age]      | -0.057  | 0.012 | -0.080  | -0.033   | 0.094    | 0.013   | 0.069  | 0.119   |          |
| $\alpha_3$ [Interviewer: Male]    | 0.090   | 0.051 | -0.009  | 0.191    | 0.003    | 0.035   | -0.065 | 0.070   |          |
| $\alpha_4$ [Interviewer: Age]     | 0.010   | 0.027 | -0.044  | 0.062    | -0.021   | 0.019   | -0.059 | 0.015   |          |
| $\alpha_5$ [Interviewer: Worked on another survey] | 0.097 | 0.048 | 0.005   | 0.192    | 0.069    | 0.033   | 0.004  | 0.134   |          |
| $\alpha_6$ [Interviewer: Worked in public engagement] | -0.016 | 0.049 | -0.111  | 0.080    | -0.040   | 0.035   | -0.111 | 0.027   |          |
| $\alpha_7$ [Interviewer: Conducted cold calls] | -0.040 | 0.057 | -0.155  | 0.073    | 0.021    | 0.041   | -0.059 | 0.102   |          |
| $\alpha_8$ [Interviewer: Survey participation self-interest] | 0.043 | 0.047 | -0.048  | 0.135    | -0.049   | 0.035   | -0.116 | 0.021   |          |
| $\alpha_9$ [Interviewer: Surveys conducted responsibly] | -0.269 | 0.097 | -0.457  | -0.077   | 0.010    | 0.070   | -0.130 | 0.148   |          |
| $\alpha_{10}$ [Interviewers: Surveys correct] | 0.125 | 0.085 | -0.040  | 0.294    | -0.122   | 0.067   | -0.257 | 0.008   |          |
| $\alpha_{11}$ [Interviewer: Agreeableness] | 0.012 | 0.025 | -0.039  | 0.062    | 0.026    | 0.018   | -0.010 | 0.062   |          |
| $\alpha_{12}$ [Interviewer: Conscientiousness] | 0.035 | 0.025 | -0.013  | 0.084    | 0.045    | 0.019   | 0.008  | 0.081   |          |
| $\alpha_{13}$ [Interviewer: Extravert] | 0.058 | 0.026 | 0.005   | 0.106    | -0.016   | 0.018   | -0.050 | 0.020   |          |
| $\alpha_{14}$ [Interviewer: Neuroticism] | 0.003 | 0.026 | -0.049  | 0.054    | -0.001   | 0.019   | -0.038 | 0.037   |          |
| $\alpha_{15}$ [Interviewer: Openness] | 0.014 | 0.025 | -0.035  | 0.065    | 0.026    | 0.018   | -0.010 | 0.062   |          |

**Random effects**

$\sigma^2_{u1}$ [Location: Interviewer variance] | 0.019 | 0.003 | 0.014 | 0.025 | 0.237 | 0.040 | 0.167 | 0.321 |
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| Parameter                                      | Q1       | Q2       | Q3       | Q4       | Q5       | Q6       | Q7       | Q8       |
|-----------------------------------------------|----------|----------|----------|----------|----------|----------|----------|----------|
| $\sigma_{u[2]}^2$ [Scale: Interviewer variance] | 0.103    | 0.013    | 0.079    | 0.131    | 0.029    | 0.005    | 0.020    | 0.041    |
| $\sigma_{u[1]|u[2]}$ [Interviewer cross-equation covariance] | 0.030    | 0.005    | 0.021    | 0.039    | 0.050    | 0.011    | 0.030    | 0.073    |
| $\sigma_{v[1]}^2$ [Location: Area variance]   | 0.033    | 0.003    | 0.026    | 0.040    | 0.588    | 0.064    | 0.463    | 0.718    |
| $\rho_u$ [Population average conditional interviewer ICC] | 0.035    |          |          |          |          |          |          | 0.025    |

Note: UKHLS wave 3, Q1 sample size: 303 interviewers, 3473 areas, 17471 respondents; Q2 Sample size: 300 interviewers, 3390 areas, 16046 respondents. Q1 DIC = 37498; Q2 DIC = 80590.
Table 4. Model 2 mixed-effects location scale model results for Q3: Self completion – belong to neighbourhood (‘significant’ values underlined).

| Fixed effects | Location equation | Scale equation | Q1 | 2.5% | 97.5% |
|---------------|-------------------|----------------|-----|------|-------|
|               | β₀ [Intercept]    | α₀ [Intercept] | Mean | SD   |       |
| β₁ [Respondent: Male] | -0.129 0.014 -0.156 -0.102 | -0.305 0.015 -0.335 -0.274 |
| β₂ [Respondent: Age]  | 0.208 0.007 0.193 0.223 |
| β₃ [Area: Ethnic diversity] | 0.207 0.069 0.071 0.345 |
| β₄ [Area: Socio-economic disadvantage] | -0.063 0.009 -0.081 -0.045 |
| β₅ [Area: Urbanicity] | -0.114 0.014 -0.142 -0.086 |
| β₆ [Area: Transitory population] | -0.006 0.009 -0.024 0.013 |
| β₇ [Area: Age + housing structure] | 0.032 0.010 0.013 0.051 |

| Random effects | β₁[1] [Location: Interviewer variance] | β₁[2] [Scale: Interviewer variance] | β₁[1][β₁[2]] [Interviewer cross-equation covariance] | β₁[1] [Location: Area variance] | ρ₀ [Population average conditional interviewer ICC] |
|----------------|--------------------------------------|------------------------------------|------------------------------------------------|--------------------------------|--------------------------|
| σ               | 0.013 0.002 0.009 0.018              | 0.018 0.004 0.011 0.027            | -0.005 0.002 -0.010 -0.001                         | 0.039 0.005 0.029 0.049   | 0.016                     |

Note: Sample size: 302 interviews, 3383 areas, 15913 respondents. Q3 DIC = 41161