Cavity analysis on the robustness of random networks against targeted attacks: influences of degree-degree correlations

Yoshifumi Shiraki† and Yoshiyuki Kabashima†
Department of Computational Intelligence and Systems Science, Tokyo Institute of Technology, Yokohama 2268502, Japan
(Dated: October 19, 2010)

We developed a scheme for evaluating the size of the largest connected subnetwork (giant component) in random networks and the percolation threshold when sites (nodes) and/or bonds (edges) are removed from the networks based on the cavity method of statistical mechanics of disordered systems. We apply our scheme particularly to random networks of bimodal degree distribution (two-peak networks), which have been proposed in earlier studies as robust networks against random failures of site and/or targeted (random degree-dependent) attacks on sites. Our analysis indicates that the correlations among degrees affect a network’s robustness against targeted attacks on sites or bonds non-trivially depending on details of network configurations.
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I. INTRODUCTION

In the last decade, much research has been done on the regulation of connectivity of networks [1, 2]. The Internet, electric power grids, and airline routes are examples of real-world networks, for which the connectivity is demanded to resist various failures of nodes and/or links connecting the nodes. Preventing epidemics from spreading extensively in human/animal networks is another example of the regulation of network connectivity, for which, in contrast, reduction in the connection efficiency is required.

Erdős-Rényi-type random networks (graphs) [3, 4] and their derivatives provide research for the abovementioned purposes with useful test beds. A basic random network is generated by connecting any pairs of sites (nodes) with a probability of $p$. The degree, which represents the number of bonds (edges) by which a site is connected directly to other sites, follows a Poissonian distribution, for which frequencies of large degrees that considerably deviate from the mean are practically negligible, in the case of the basic random network. However, real-world data indicate that there exist significantly many nodes of large degrees in the Internet, which is often modeled by a scale-free network, where the degree distribution is characterized by a power-law form $p(k) \propto k^{-\alpha}$ of an appropriate exponent $\alpha$.

Besides the degree distribution, there are several major feature quantities for characterizing network configurations. A naive generalization from the notion of the degree distribution may be the degree-degree correlation (or degree correlation), which represents the tendency of how likely sites of many bonds are to be connected to other sites of many or few bonds. The following two quantities are also widely used. One is the average path length, which represents how many sites are at least necessary to follow a path between two randomly chosen sites. Randomly constructed networks typically have much shorter average path lengths than those for Cartesian lattices [5]. The other is the so-called clustering coefficient, which denotes the probability that a randomly chosen pair of sites, which come from the same particular site, is also connected. In our daily life, this implicates the tendency that two randomly chosen friends of a particular person are friends with each other as well [6, 15].

Several earlier studies characterized the robustness of network connectivity using feature quantities, which originated in research on percolation phenomena [1]. Cohen et al. assessed the percolation threshold with respect to random removal of constituents on random networks, which was used for arguing the robustness of scale-free networks [4]. The method of generating function offers one of the most powerful techniques for such analyses. Based on this technique, Newman et al. developed systematic schemes to compute the size of the largest subnetwork, which is occasionally termed the giant component, the percolation threshold, the average path length, etc. for random networks with arbitrary degree distributions [6]. They clarified that scale-free networks are highly robust against random removal of sites and, in particular, scale-free networks of $\alpha > 3$ do not disintegrate unless all sites in networks break down. Newman also explored the effects of the degree correlation in random networks [13], and Golstev et al. gave detailed consideration on how it affects the percolation threshold [14]. They showed that so-called assortative mixing random networks exhibit higher robustness than those without degree correlations [3, 4]. The details are mentioned in the following sections. Some researchers investigated not only the robustness against random failures but also the effects of targeted attacks, the terminology of which is used for referring to random degree-dependent attacks throughout this paper, on sites on random networks [7–
and designed robust networks against various failures by optimizing the network configurations \[20, 21\]. Valent et al. \[23\] and Paul et al. \[24\] showed that random networks characterized by degree distributions of two or three peaks are most robust against targeted attacks and/or random failures.

Along this research direction, we mainly explore robustness of networks against targeted bond attacks. More precisely, we particularly examine random networks of bimodal degree distributions (two-peak networks) which are the most robust against site attacks. For this, we will develop an analytical scheme based on the cavity method, which was originally developed in statistical mechanics of disordered systems \[24, 25\].

For analyzing properties of large random networks, the cavity method approximately utilizes a message passing algorithm that exactly holds in the Bethe lattices under the assumption that the approximate treatment yields exact results for the random networks in the infinite system limit. Study on the Bethe lattices has a long history \[24\], and the equivalence between the infinitely large random networks and the Bethe lattices has been shown for many examples of disordered systems \[24\]. In this sense, our approach can be considered as an extension of such existing studies to advanced settings in which various combinations of failure/attacks in conjunction with degree-degree correlations are taken into account.

As shown later, our approach reproduces results identical to those obtained by the generating function method \[11, 12\] in various cases. Although the methodological relationship has not been fully clarified yet, this implies that the two schemes are potentially equivalent. However, the cavity method relies more highly on physical intuition and, therefore, may be easier to understand the physical meanings of relevant variables/equations that come out in the analysis.

This paper is organized as follows. In the next section, we briefly review several notions and known results concerning random networks which were necessary for our research. In particular, concerning the robustness of the connectivity, the optimality of the two-peak model, which we focus on later, is mentioned in some detail. In Sec. III, we develop a scheme for assessing feature quantities of percolation based on the cavity method. In Sec. IV, we discuss the use of our scheme for advanced problems of the two-peak model, in conjunction with validation by numerical experiments. The final section is devoted to the summary.

II. SHORT SUMMARY OF RANDOM NETWORKS

In this section, we review several notions and known results concerning random networks. The models that we focus on are also introduced.

A. Random Networks and Degree Distribution

In general, a random network is composed of a collection of sites (nodes/points) and bonds (edges/links) that randomly connect pairs of sites. The number of bonds connected to a particular site is termed the degree \(k\) of the site.

Degree distribution \(p(k)\), which denotes the frequency of sites that have degree \(k\) in a network, is widely used for characterizing an ensemble of random networks. Conversely, it is often required to generate random networks following a given specific degree distribution \(p(k)\). Let us denote \(d_i\) as the degree of index \(i = 1, 2, \ldots, N\), where \(N\) is the number of sites in the network. For \(k = 1, 2, \ldots\), we set \(d_i = k\) for \(Np(k)\) indices of \(i = 1, 2, \ldots, N\). A practical scheme for the generation is basically as follows \[27\]:

(P) Make a set of indices \(U\) to which each index \(i\) attends \(d_i\) times. Accordingly, we iterate (C1)–(C3).

(C1) Randomly choose a pair of two different elements from \(U\). We denote the indices of the two elements as \(i\) and \(j\).

(C2) If \(i \neq j\) and the pair of \(i\) and \(j\) has not been chosen up to that moment, make a bond between \(i\) and \(j\) and remove the two elements from \(U\). Otherwise, we return them back to \(U\).

(C3) If \(U\) becomes empty, finish the iteration. Otherwise, if it is not possible to make more bonds by (C1) and (C2), return to (P).

Related to \(p(k)\), one sometimes has to deal with the probability that one terminal of a randomly chosen bond has a degree \(k\), which is assessed as

\[
r_k = \frac{kp(k)}{\sum_i p(l)} = \frac{kp(k)}{\langle k \rangle}
\]

(1)

with use of the Bayes formula. Here, \(\langle k \rangle = \sum_i l p(l)\) denotes the average of degrees on the random network.

B. Degree-Degree Correlations

In addition to the frequencies, one can also take correlations of the degrees into account for characterizing properties of random networks by using the joint degree-degree distribution \(r(k, l)\), which denotes a joint probability that two sites directly connected by a randomly chosen bond in a given network have degrees \(k\) and \(l\). We focus on homogeneously random networks, where \(r(k, l) = r(l, k)\) holds for arbitrary pairs of \(k\) and \(l\).

\(r(k, l)\) has more information than \(p(k)\) or \(r_k\) in the sense that they are generally determined or reduced from...
For macroscopically quantifying the degree-degree correlations, a measure

\[ R = \frac{1}{\sigma_q^2} \sum_{jk} jk(e_{jk} - q_j q_k), \]

where

\[ \sigma_q = \sum_k k^2 q_k - \left( \sum_k k q_k \right)^2 \]

\[ q_k = \frac{(k+1)p(k+1)}{\sum_j j p(j)}, \]

is often used [13]. If \( R \) of the above equation is zero, the random network is entirely random. On the other hand, positive (negative) \( R \) indicates a tendency that the higher/lower-degree sites are more likely to be attached to other higher/lower-degree sites, the property of which is sometimes referred to as assortative (disassortative) mixing.

C. Connectivity and Robustness

We mainly explore the efficiency of connectivity of networks. For this, let us define several notions concerning connectivity.

We refer to two sites \( i \) and \( j \) as connected if and only if one can connect \( i \) and \( j \) by at least one sequence of bonds between them. Otherwise, the two sites are considered as disconnected. Given a network, a subnetwork in which any pairs of sites are connected is termed a connected subnetwork. In particular, a connected subnetwork that contains a majority of sites of the original network is often referred to as the giant component.

When some sites and/or bonds are removed from the original network, the size of the giant component is reduced. Such removal can be regarded as corresponding to accidental/voluntary breakdown of machinery/connections in real-world networks. For theoretically assessing the robustness of network connectivity against such problems, we consider the following two sources of defects, random failure, which is modeled by statistically independent random removal of sites and/or bonds with certain probabilities and targeted attack, which is also dealt with as random removal of sites and/or bonds but only applied to sites whose degrees are larger than a certain threshold value.

Let us denote \( W_i \) as a probability that a site \( i \) does not belong to, or equivalently, is not connected to a giant component when the networks are randomly constructed. The size of the giant component is characterized by

\[ S = N^{-1} \sum_i (1 - W_i). \]

When the networks are affected by the above defect sources (failures/attacks), the typical value of \( S \) is reduced as the defects strengthen. The critical value at
which \( S \) vanishes is termed the \textit{percolation threshold}, by which we measure the robustness of network connectivity.

\section*{D. Two-Peak Random Networks}

Before closing this preparatory section, we mention two results about network robustness.

Earlier independent studies \cite{22} and \cite{23} reported that networks characterized by bimodal degree distributions, which are occasionally referred to as \textit{two-peak} networks, are most robust against random failures or attacks to sites among random network ensembles that are characterized only by the degree distributions \cite{30}. Although both models are classified into the same category of two-peak networks, there is a difference between how the larger degree scales as the network size tends to infinity.

Valente \textit{et al.} \cite{22} explored conditions of optimal network configurations under the constraint that network degrees are distributed in a bounded range \( k \in [k_{\min}, k_{\max}] \) \((0 \leq k_{\min} \leq k_{\max})\) keeping the average degree \( \langle k \rangle \) a finite constant. They found that the optimal degree distribution against random failures is of the form that only \( p(k_1) \) and \( p(k_2) \) are finite while all other \( p(k) \)'s vanish, where \( k_1 = k_{\min} \) and \( (k_{\min} \leq)k_2(\leq k_{\max}) \) is determined in such a way that \( \langle k^2 \rangle \) is maximized while keeping \( \langle k \rangle \) constant.

On the other hand, Paul \textit{et al.} \cite{2} presented another type of two-peak network, which is robust against both random failures and targeted attacks. They assume that smaller-degree sites \( k_1 \) are dominant in random networks and a very small number of the larger-degree \( k_2 \) sites, which they call “hub-nodes”, is inserted. Under the constraint that the number of sites \( N \) and the average degree \( \langle k \rangle \) are fixed, their finding indicates that the robustness is maximized when the following conditions hold \cite{21}:

\[
\begin{align*}
    k_1 & \approx \langle k \rangle, \\
    k_2 & \approx \sqrt{\langle k \rangle} N, \\
    p(k_1) &= 1 - p(k_2), \\
    p(k_2) &= \left( \frac{2\langle k \rangle^2 (\langle k \rangle - 1)^2}{2\langle k \rangle - 1} \right)^{2/3} / \langle k \rangle N. 
\end{align*}
\]

The networks become more robust for larger \( N \). Note that \( k_2 \) in the above expression indicates the highest possible degree allowed in a random network with average \( \langle k \rangle \) and size \( N \) when no multiple bonds between identical pairs of sites are permitted \cite{2}.

Hereafter, we refer to the former and latter as the \textit{Valente-Sarkar-Stone (VSS) model} and the \textit{Paul-Tanizawa-Havlin-Stanley (PTHS) model}, respectively.

\section*{III. Cavity Approach to Percolation Analysis}

In this section, we develop a scheme for analyzing the robustness of random networks against various probabilistic attacks/failures based on the \textit{cavity method} of statistical mechanics of disordered systems \cite{24, 25}. Many existing studies on disordered systems indicate that the cavity method leads to the exact results in appropriate infinite system limits for various problems defined over random networks that are characterized only by a degree distribution \cite{25} even when the support of the distribution is not bounded \cite{24, 26}. In addition, recent studies imply that the coverage of this method can be extended to cases in which non-trivial degree-degree correlations exist \cite{24, 28}. Therefore, we expect that our analysis shown below provides the exact results as well, the mathematically rigorous proof of which is unfortunately difficult. Instead, the validity of our scheme is shown by reproduction of known results, which have been obtained using other schemes in earlier studies, and comparison with numerical experiments.

\subsection*{A. Tree Approximation and Cavity Fields}

Let us develop an analytical scheme for evaluating the size of the giant component (Eq. \ref{eq:1}) for assessing the network robustness. To do this, we first focus on a general property of randomly constructed networks, which is that lengths of closed paths between randomly chosen two sites (cycles) typically increase \( O(\ln N) \) as the size of networks \( N \) tends to infinity as long as the variance of the degree distribution is finite \cite{29}. This property is presumably unchanged in most cases even when the degree-degree correlations are introduced as such correlations decrease exponentially fast with respect to lengths of paths except for extreme cases. This naturally leads us to approximately evaluate Eq. \ref{eq:1} by handling the local network structure of each site as that of \textit{trees}, which are free from cycles.

To explain this, we use the notation \( \partial_i \) to denote a set of site indices \( l \) that are directly connected to a site \( i \). We also introduce an \textit{indicator} \( c_{l \to i} = 0 \) or 1 in the \textit{i-cavity system} that is defined by removing site \( i \) from the original system; \( c_{l \to i} = 0 \) and 1 indicate that \( l \) does and does not belong to a giant component of the \textit{i-cavity system}, respectively. Such variables are generally termed \textit{cavity fields} \cite{24, 25}. A general and distinctive feature of trees is that all sites \( l \in \partial_i \) are completely disconnected from one another by removal of \( i \). This means that when \( i \) is inserted in the \textit{i-cavity system}, while keeping the connection to a site \( j \in \partial_i \), \( (ij) \), is removed, the indicator that \( i \) does not belong to the giant component is assessed as \( \prod_{l \in \partial_i \setminus j} c_{l \to i} \), where \( X \setminus j \) denotes removal of \( j \) from a set \( X \). However, \( i \) and \( j \) are connected (a pair) through only the bond of \( (ij) \) when the original system is a tree, this represents nothing but the cavity field of \( i \) in the
The following issue plays a key role for furthering our analysis. Let us classify sites in a graph by degree $k$, and denote $u_k$ as the frequency of cavity sites of degree $k$ take the value of 1. Namely, $u_k$ is defined as $u_k = \sum (\delta_{\partial i}, k)^{-1} \sum (\delta_{\partial i}, k) \sum l \in \partial i \text{cavity fields}$. Here, $\delta_{\partial i}$ stands for the degree of the site $i$, and $\delta_{x,y} = 1$ if $x = y$ and 0, otherwise. As $N \to \infty$, we can expect that $u_k$ typically converges to its average with respect to the graph generation and random (possibly degree-correlated) removal of sites/bonds, this is assessed as

$$u_k = \left(1 - \sum_m r_{mk}(1 - s_m)(1 - b_{mk})(1 - u_m)\right)^{k-1},$$

(10)

in a self-consistent manner.

Let us denote $w_k$ as the probability that a site of degree $k$ is not connected to the giant component, which means that $W_i = w_k$ for a site $i$ of degree $k$. By averaging $(\sum_i \delta_{\partial i}, k)^{-1} \sum_i \delta_{\partial i}, k \delta_{x,y}$ with respect to the graph generation and random (possibly degree-correlated) removal of sites/bonds, this is assessed as

$$w_k = \left(1 - \sum_m r_{mk}(1 - s_m)(1 - b_{mk})(1 - u_m)\right)^k,$$

(11)

after determining $u_k$ for $\forall k = k_{\text{min}}, \ldots, k_{\text{max}}$ by the above set of equations. Consequently, the size of the giant component is evaluated as

$$S = \sum_k p(k)(1 - s_k)(1 - w_k).$$

(12)

These expressions constitute the main result of the current study.

C. Validation by Reproduction of Known Results

Equations (10) and (11) generally hold for random networks characterized by a joint degree-degree distribution $r(m,k)$. However, since the way of derivation and the obtained expressions are somewhat different from those of known analyses, it is not clear how our scheme is related to earlier studies. To clarify the relation, we first reproduce known results on the giant components for three basic examples using our developed scheme.

1. Random Failures on Uncorrelated Random Networks

We first focus on uncorrelated networks, which are characterized by $r_{mk} = r_k$ for $\forall m,k$. When $b_{mk}$ does not depend on the degrees of sites ($b_{mk} = b_m$), we can rewrite Eq. (10) as follows

$$u_k = \left[1 - \sum_m r_m(1 - s_m)(1 - b_m)(1 - u_m)\right]^{k-1}$$

$$= (1 - U)^{k-1} \quad \forall k$$

(13)
where \( U = \sum_m r_m (1 - s_m)(1 - b_m)(1 - u_m) \). This yields a self-consistent equation of \( U \) as

\[
U = \sum_m r_m f_m (1 - (1 - U)^{m-1}),
\]

(14)

where \( f_m \) is a product of fractions of site and bond failures \( (1 - s_m)(1 - b_m) \). This means that the size of a giant component \( S \) on a random network without degree correlation can be expressed using \( U \) as

\[
S = \left(1 - s\right) \sum_k p(k) \left[1 - (1 - U)^k\right],
\]

(15)

where \( p(k) \) is a degree distribution of the random network. This expression is identical to the one obtained in earlier studies (for example [14]).

Equation (15) can be used for assessing a percolation threshold of an uncorrelated random network. For random failures of sites and bonds on random networks, \( f_m \) does not depend on degrees \( m \) of sites; therefore,

\[
f = \frac{U}{\sum_m r_m (1 - (1 - U)^{m-1})}
\]

(16)

holds. This expression means that the giant component disappears when \( U \) vanishes. Therefore, we take a limit \( U \to 0 \) in the above expression and use l'Hôpital's rule, which yields the percolation threshold as

\[
f_c = \frac{1}{\sum_m r_m (m - 1)} = \frac{1}{\langle k^2 \rangle - \langle k \rangle - 1}.
\]

(17)

This also agrees with the one obtained in earlier studies (for example [12]).

2. Targeted Attacks on Uncorrelated Networks

For the second example, let us assess the size of a giant component and the percolation threshold of uncorrelated networks against targeted attacks. For this, we assume that

\[
b_{mk} = \begin{cases} b_m, & m > m' \\ 0, & m \leq m' \end{cases},
\]

(18)

which implies that the attack is targeted to only larger-degree sites. Let us denote \( f_a \) and \( f_r \) as rates of targeted attacks and random failures, respectively. When \( f_r = 0 \) or there is no attacks to sites and/or bonds of degree \( m \leq m' \), we have an expression

\[
f_a = \frac{U - \sum_m r_m \left\{1 - (1 - U)^{m-1}\right\}}{\sum_M r_M \left\{1 - (1 - U)^{M-1}\right\}}
\]

(19)

where \( \sum_m = \sum_{m'}^{m_{\text{min}}} \) and \( \sum_M = \sum_{M_{\text{max}}}^{M_{\text{min}}+1} \). Taking a limit of \( U \to 0 \) yields the percolation threshold as

\[
f_{a_c} = \frac{1 - \sum_m r_m (m - 1)}{\sum_M r_M (M - 1)}.
\]

(20)

There could be cases where random networks still have giant components if all larger-degree sites are removed or \( f_a = 0 \). In such cases, the percolation threshold of random failures after targeted removals is evaluated as

\[
f_{r_c} = \frac{1}{\sum_m r_m (m - 1)}.
\]

(21)

To evaluate the size of the giant component of random networks of no degree correlations, we rewrite Eq. (15) to make \( s \) in Eq. (15) depend on \( k \) as \( s_k \), which offers an expression

\[
S = \sum_k p(k) \left(1 - s_k\right) \left(1 - (1 - U)^k\right).
\]

(22)
3. Degree-Correlated Networks

For the final example for validating our scheme, we analyze random networks of degree correlations against random failures. Unfortunately, it is difficult to obtain analytical expressions of thresholds for degree-correlated networks in the case of correlated networks. However, one can still numerically evaluate the threshold by solving

$$w_k = \left(1 - \sum_{m} r_{mk}(1 - s)(1 - b)(1 - u_m)\right)^k,$$

$$u_k = \left(1 - \sum_{m} r_{mk}(1 - s)(1 - b)(1 - u_m)\right)^{k - 1},$$

$$S = (1 - s) \sum_{l} p(l)(1 - w_k),$$

which is computationally feasible.

One can use Eqs. (11) and (10) to assess the percolation threshold due to bond attacks as follows. Let $f = (1 - s)(1 - b)$ and $y_k = 1 - u_k$. This and Eq. (11) yield an expression

$$1 - y_k = \left(1 - f \sum_{m} r_{mk}y_m\right)^{k - 1}.$$ \hspace{1cm} (26)

Near the percolation threshold, $y_k \ll 1$ holds, which makes it possible to expand the left hand side of the above equations

$$y_k = f \sum_{m} (k - 1)r_{mk}y_m,$$ \hspace{1cm} (27)

and express them in a matrix form,

$$y = Ay,$$ \hspace{1cm} (28)

where

$$A_{ij} = (i - 1)r_{ij}.$$ 

The percolation threshold is determined by the condition that Eq. (28) has a nontrivial solution. This is reduced to the eigenvalue analysis of the matrix $A$, and, in general, the largest eigenvalue corresponds to the percolation threshold.

To confirm the validity of our analytical scheme, we compared the size of the giant component predicted using Eq. (23) with the results of numerical experiments. The experiments were carried out for the two-peak networks of $k_1 = 4$ and $k_2 = 200$, which were designed to have an average degree of 4.4702. The network size was set to $N = 10000$. The configuration was obtained by optimizing networks based on the procedure proposed by Valente et al. [22] under restrictions of $k_{\text{min}} = 4$, $k_{\text{max}} = 200$, and $\langle k \rangle = 4.4702$. The identical configuration was also yielded using an optimization scheme proposed by Paul et al. [23] for random failures under constraints of $k_1 = 4$ and $N = 10000$. In addition to the optimized two-peak random network, we also performed experiments for non-optimal two-peak networks of $k_3 = 4$, $k_2 = 10$, $\langle k \rangle = 4.4702$, and $N = 10000$ for comparison.

For two-peak networks, the joint distribution of the remaining degrees, $e_{jk}$, is uniquely determined when the network correlation $R$ is given in conjunction with degree distribution $p(k)$. Therefore, we controlled $R$ employing the scheme proposed by [13], which is summarized in Sec. II B., to the basic graphs constructed by the algorithm shown in Sec. II A. Analytically assessing the conditional degree distribution $r_{mk}$ for a given set of $e_{jk}$ is difficult. Therefore, we experimentally assessed $r_{mk}$ from the resulting networks and applied them to Eqs. (23) and (24) for evaluating the theoretical prediction of $S$. The values of the theoretical prediction numerically accord with those offered by an earlier study [4] in high accuracy, although their methodological relation has not been clarified yet.

Figure 2 shows the size of the giant component versus random failures of two-peak random networks optimized according to earlier studies and others to compare with the optimized ones. This indicates that networks become more robust as the degree correlation $R$ is increased, which has been pointed out by Newman [4].

![FIG. 2. (Color online) Sizes of giant component assessed using Eqs. (10) and (11) for two-peak random networks that suffer from random failures. $s$ is a probability of site removal. The solid red curve shows the theoretical prediction for the optimized two-peak random network ($k_1 = 4$, $k_2 = 200$) of $R \approx 0$ (uncorrelated, solid red curve). Those for $k_1 = 4$ and $k_2 = 10$ of $R \approx 0.1$ (short-dashed green curve) and $R \approx 0.2$ (long-dashed blue curve) are also shown for comparison. The markers represent the results of numerical simulations, which are in good agreement with the theoretical predictions.](image)
IV. ANALYSIS OF ADVANCED SETTINGS: CORRELATED ATTACKS FOR CORRELATED TWO-PEAK NETWORKS

In this section, we show the utility of the developed scheme by application to advanced settings, which, as far as we know, have never been explored in earlier studies. More precisely, we consider problems of targeted removal of sites or bonds in two-peak random networks with degree correlations. A distinctive advantage of our scheme is the direct applicability to cases of correlated attacks and/or correlated networks, which was somewhat technically difficult in earlier studies. We use this advantage to examine how the degree-degree correlations affect the network robustness of two-peak random networks, which have been shown as optimal against both random failures and targeted attacks in the case with no degree-degree correlations.

A. Unified Treatment of Degree-Correlated Defects

With regards to advanced settings in our scheme, let us consider situations in which targeted sites or bonds are removed in correlated two-peak random networks. We introduce the notation \( f_{mk} \) to denote \((1-s_k)(1-b_{mk})\). Using this, Eq. (10) is expressed as

\[
u_l = \left(1 - \sum_m r_{ml} f_{ml} (1 - u_m)\right)^{l-1},
\]

which yields

\[
By = y
\]

for the matrix expression \[28\], where

\[
B_{mk} = A_{mk} f_{mk}.
\]

The percolation threshold again corresponds to a critical set of probabilities \( f_{mk} \), which corresponds to a nontrivial solution of the above equation. This indicates that we can evaluate the percolation threshold by numerically solving

\[
det[B - E] = 0,
\]

with respect to \( f_{mk} \) and adopting one of the solutions.

B. Degree-Correlated Site Attacks

In general, there are multiple solutions that satisfy the above equations. However, we can still obtain analytical expressions of the percolation threshold by imposing some restrictions for the two-peak random networks. As one example, let us consider the cases where larger-degree sites are attacked preferentially under the constraint that the rate of site failures over all sites is fixed to a given value \( s \). In such cases, we can generally set \( f_a = f_{k_1 k_2} = f_{k_2 k_2} \) and \( f_r = f_{k_1 k_1} = f_{k_2 k_1} \). These parameters are related with \( s \) as

\[
s = \begin{cases} (1 - f_a) p(k_2), & 0 \leq s \leq p(k_2), \\ p(k_2) + (1 - f_r) p(k_1), & s > p(k_2). \end{cases}
\]

The first case of \( 0 \leq s \leq p(k_2) \) in Eq. \[33\] implicates situations where only a portion of larger-degree sites suffers from the attacks, whereas the other portion and all smaller-degree sites are not damaged. In this case, Eq. \[32\] yields the percolation threshold as

\[
s_c = \left(1 - \frac{A_{11} - 1}{A_{22}(A_{11} - 1) - A_{12} A_{21}}\right) p(k_2).
\]

The other case of \( s > p(k_2) \) corresponds to situations where a giant component exists despite the fact that all larger-degree sites are removed, for which Eq. \[32\] offers the percolation threshold as

\[
s_c = p(k_2) + \left(1 - \frac{1}{A_{11}}\right) p(k_1).
\]

Figure \(8\) shows the percolation thresholds assessed for the VSS and PTHS models, which are reviewed in Sec. II D. The VSS model has a network configuration with

![Percolation thresholds](image)

*FIG. 3. (Color online) Percolation thresholds concerning site attacks \( s_0 \) versus degree correlation \( R \). The solid (red) and dotted (blue) curves represent the percolation thresholds of the PTHS and VSS models, respectively. In the inset, the same data near \( R = 0 \) are enlarged. The two curves intersect at \( R = 0 \). The reason why the data for the PTHS model differs from the attacks, whereas the other portion and all smaller-degree sites are not damaged.*
$k_1 = 4$, $k_2 = 5$, which is obtained using the optimization procedure of Valente et al. [23] concerning targeted attacks on sites under the restriction of $k_{\min} = 4$, $k_{\max} = 200$, and $\langle k \rangle = 4.4702$. On the other hand, the PTHS model has a network configuration with $k_1 = 4$, $k_2 = 200$, and $\langle k \rangle = 4.4702$, which is offered with the optimization method proposed by Paul et al. [23] under the restrictions of $k_1 = 4$ and $N = 10000$.

In the two-peak models, Eq. (21) guarantees that the value of the percolation threshold is identical between the two models for $R = 0$. Earlier studies showed that the percolation thresholds concerning random failures on sites and bonds increase as $R$ increases for both models, implying that the assortiveness makes the network more robust against such failures. Figure 4 indicates that this is the case for intentional site attacks as well. For all cases of the VSS model, the percolation threshold $s_c$ is determined by the second case in Eq. (33); namely, the giant component can be sustained even if all larger-degree sites are removed. However, for the PTHS model of sufficiently low $R(<-0.27)$, the giant component disappears only by removing a certain number of larger-degree sites. When $R$ is lower than zero, two sites of different degrees are more likely to be connected. This implies that larger-degree sites act like glue in forming a network of smaller-degree sites. Constituents of the network would be disconnected if the glue were removed. This may be the reason the giant component disappears by only removing a portion/certain number of larger-degree sites.

Figure 5 also indicates that the affect of $R$ is more significant in the VSS model than in the PTHS model. This might be understood as follows. In the PTHS model, the number of sites with degree $k_2$, $Np(k_2)$, grows as $O(N^{1/4})$. It is much smaller than that of bonds, which are directly linked to the sites, $k_2Np(k_2) \sim O(N^{3/4})$. Even if $R$ is tuned, this prevents the sites from segregating from sites with degree $k_1$ and, therefore, the configuration of the network will not change drastically. This is in accordance with the profile of the percolation threshold in Fig. 3 which exhibits a weak dependence on $R$. In contrast, the numbers of sites and bonds for a larger degree $k_2$ are comparable in the VSS model as $Np(k_2) \sim O(N)$ and $k_2Np(k_2) \sim O(N)$ hold. This indicates that the larger-degree sites can form almost independent networks by themselves, separating from sites with degree $k_1$ when $R$ is set to a sufficiently large positive value. On the other hand, if $R$ is set to a negative value, connections of sites of the two different degrees are enhanced. These mean that the profile of the network is highly affected by the regulation of $R$, which may lead to a relatively strong dependence of the percolation threshold on $R$ in Fig. 3.
The first case of $0 \leq r(k_2, k_2)$ in Eq. (36) implies situations where only a fraction of bonds connecting two larger-degree sites suffers from attacks, whereas all the other bonds are not damaged. In this case, Eq. (32) yields the percolation threshold as

$$b_c = \frac{(A_{11} - 1)(A_{22} - 1) - A_{12}A_{21}}{A_{22}(A_{11} - 1)} r(k_2, k_2). \quad (37)$$

The other case of $b > r(k_2, k_2)$ corresponds to situations where a giant component exists even when all bonds connecting two larger-degree sites are removed, for which Eq. (32) offers the percolation threshold as

$$b_c = r(k_2, k_2) + b_{rc}[1 - r(k_2, k_2)], \quad (38)$$

where

$$b_{rc} = \left( \frac{2A_{12}A_{21} + A_{11} - \sqrt{A_{11}^2 + 4A_{12}A_{21}}}{2A_{12}A_{21}} \right). \quad (39)$$

Figure 6 indicates that the VSS model is not as robust as the PTHS model. This may be understood as follows. In bond attacks, bonds connecting two sites of a larger degree $k_2$ are removed preferentially. In the PTHS model, the number of the sites of degree $k_2$ is much less than that in the VSS model. This implies that the bonds that suffer from these attacks are relevant only to such a small number of sites in the PTHS model and, therefore, the damage on such bonds will not significantly deteriorate the total efficiency of the network connectivity compared to the case of the VSS model. Another distinctive feature is that the percolation threshold of the PTHS model decreases as $R$ increases. When $R$ is set to a negative value, the number of bonds that link two nodes of different degrees increases. This decreases the number of bonds linking two larger-degree sites, which will work as a factor of deterioration of the percolation threshold. However, at the same time, the increase in the number of bonds connecting two sites of different degrees will enhance the network connectivity. The dependence of the percolation threshold on $R$ implies that this effect overcomes the deterioration factor in the PTHS model.

### D. Numerical Validation

For justifying the results obtained in this section, we performed numerical simulations for the two types of two-peak-correlated random networks. The procedures for generating these random networks are the same as those mentioned in Sec. III C.

Figures 3 and 4 show the size of the giant component against targeted attacks on sites and bonds, respectively, for the PTHS and VSS models of $N = 10000$. The configurations are identical to those mentioned in Sec. IV B. One can find that analytical results obtained with our scheme agree with those from numerical simulations with high accuracy.

In these figures, changes in $R$ cause little notable difference as long as the situation is set far from the percolation threshold. However, the figures also indicate that the giant component generally decreases as $R$ increases. In addition, there is a tendency that a network with higher robustness has a smaller giant component at moderate number of removals. This indicates that we should pay attention not only to the percolation threshold but also to the size of the giant component when we want to construct a robust network.

### V. SUMMARY

We have developed a scheme for analyzing random networks characterized by arbitrary degree distributions...
based on the cavity method of statistical mechanics of disordered systems. By approximately regarding the local structure of a given network as a tree, one can construct an approximation method for assessing the probability that a site does not belong to the giant component, which is the largest connected subnetwork of a random network. The most distinctive advantage of the scheme is the wide applicability against various types of attacks and failures that are intended for sites and/or bonds, which holds even in the presence of degree correlations. The validity and usability of the scheme have been shown by comparing it with known results and applying it to analysis of site/bond attacks in degree-correlated networks. The most distinctive advantage of the scheme is the wide applicability against various types of link attacks and failures that are intended for sites and/or bonds, which holds even in the presence of degree correlations. The validity and usability of the scheme have been shown by comparing it with known results and applying it to analysis of site/bond attacks in degree-correlated networks.

Promising future works include assessment of robustness against bond attacks for more realistic networks. Generalizing our approach to multi-bond and/or directed networks may also be of interest.
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