Determination value \( k \) in \( k \)-nearest nieghbor with local mean euclidean And weight gini index
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**Abstract.** K-Nearest Neighbor is the algorithm that included into the category of algorithms supervaised learning is bound process to distinguish the classes that already exists. Nearest neighbor is calculated based on the value of \( k \) that determines how the nearest neighbor in consider on the distance class data for \( k \)-nearest neighbor based on the determination of the value of the \( k \). The determination of the class test data local mean based \( k \)-nearest neighbor using the measurement of the distance closest to each using eucllidean distance from each class data. Model based approach the weight of Gini Index is in need to give the weight of each attributes to determine the value of \( k \). Research In this time I get the results of \( k \) best at the thyroid data which is a type of unbalanced data to obtain the value of the \( k \) highest \( k=44 \) until \( k=46 \) with accuracy of the closest neighbors of 71,19% and the value of the \( k \) lowest is \( k=50 \) of 69,30%. Then the results of the value of the \( k=44 \) until \( k=46 \) become \( k \) best on the processing of this time. It can be concluded for the data class is not the same will result in class data become random repeatedly until the limit of the determination of the value of \( k \) as well as exceeding the value of the \( k \) highest.

1. **Introduction**

K-Nearest Neighbor is the algorithm with the category distance based algorithms [1-6]. Distance based algorithms is the algorithm that determines the similarity of data or object based on the closeness of the distance between the data to a class or a label or other data groups. Equation between the data on the k-nearest neighbor is determined by using the measurement of the model of a certain distance.[24] one classifier non-revolutionary Parametric capabilities that has been widely used in various fields, pattern classification learning machine, clustering and various research areas in biometric devices.

[7-10] the purpose of \( k \)-nearest neighbor where the closest neighbors are calculated very effective against nonparametrik technique in pattern classification, but the performance of the classification depends on the point of the average generally variable that correlates with the point that far Outlier. [11-12] generally \( k \) used in each class that can cause a high sensitivity with the value of \( k \). If \( k \) is too small a useful classification information may not be enough, while the value of \( k \) that can be easily cause outlier including in the k closest neighbors class center.
[4] shows that the combination of DWKNN LMKNN and able to improve the accuracy of kNN classification. [14-17] where the accuracy of the average on the test data with enhanced accuracy that occurs on the data sets lower back pain effects.[22-23] In pattern recognition statistics, the classification performance of KNN based revolutionary Parametric capabilities classifiers really influenced by outliers, especially in the case of small training sample size. As we know, LMKNN is for strong outliers using each vector mean local and and then computes the meaning of vectors of the k closest neighbors in each class.

[14-16] Results of the accuracy of the performance of the k-nearest neighbor is still lower than the other method. One of the causes of the low accuracy produced, because each of the attribute has the same effect on the process of classification, while some characteristics that are less relevant point on the lack of class classification tasks for the new data. Use the Gain Ratio as a parameter to see the correlation between each of the attributes in the data and use the 10-fold Cross-Validation with abalone data sets.

[2] Algorithm k-nearest neighbor samples determined automatically using clustering techniques. After partitioning the train mean data set, labels in the cluster moving centers are determined. [21] in obtaining the value of the k on the mean partitions to a limited number of k and homogeneous cluster separately to evaluate the result is to find the galactic again optimal number properties, such as cluster density, size, shape and separability is usually examined by some cluster validation method. [25] an integral part of the value of the action coefficient k about advanced violations weighted, by considering the distribution of the characteristics and factors that affect the value of the k and nerve network algorithm is adopted for research to select dynamically the value of k based on the application of techniques.

[14-18] Gini Index can be considered as the probability of two randomly selected data that has the class different. Gini Index is a method that has a good performance to calculate the weight of the attribute because it can reduce the influence of outlier from handling ability to measure the data divergensi and measure the impurities data. Select the value of k using the model based approach Gini Index is in the need to determine the value of k. In the first category where the entire data classified into data trained and test data. The distance evaluated from all data trained to test data on the lowest distance.

2. Problem
Determine the value of k in k-nearest neighbor which is an effective method to be used in the classification [11]. But there are factors that influence to determine the value of k is if the value of k too small can cause the required information is not sufficient and if the value of the k great easy result in outlier[12]. Then, how to get the value of k is good between the value of k small with the value of k. So the results to get the value of k is good on each of the data in detail.

3. Euclidean distance k-nearest neighbor
[19]To search for the closest distance between the data that is evaluated with k in the training data. Using the counting equation to find the distance in Euclidean equation.1.

\[ d_1(x, y) = ||x - y||_1 = \sqrt{\sum_{i=1}^{r}(x_i - y_i)^2} \] (1)

Sort remote results obtained where:
- d: Distance
- y_i: test data
- x_i: data samples tested
- r : the number of features in the vectors of data
3.1. Local mean based k-nearest neighbor

[11-13] Local Mean K-nearest neighbor is a simple nonparametric classification, effective and powerful. Proven to be able to improve the performance of the classification and reduce the influence of outlier and also in the size of the small amount of data. See Figure 1.

![Figure 1 Nearest neighbors from each class](image)

[11-12] this phase is the contribution of LMKNN method. The value of K on LMKNN very far different from the value of k in KNN, where on the KNN the value of k is the number of the nearest neighbor from the whole sample data. [15] while on LMKNN value is the number of k nearest neighbors from each class sample data. [4] Now steps work on Local Mean Based k-nearest neighbor in determining the value of k need to calculate the distance test data throughout the data from each class data using Euclidean distance model continued to sort the distance between the data from the smallest to the biggest k from each class. Count local mean vector from each class with equation 2.

\[ m_{wj}^k = \frac{1}{k} \sum_{i=1}^{k} y_{ij}^N \]

Specify the class test data with how to calculate the distance closest to the local mean vector from each class data with equation 3.

\[ w_c = \text{argmin}_w d(x, m_{wj}^k), \ j = 1, 2, ..., M \]

[11-13] classification of local mean based k-nearest neighbor with 1-NN if the value of the k=1. Local mean based k-nearest neighbor the value of k is the number of closest neighbors are selected from each class at trained data.

3.2 Gini Index

[6] Gini Index is usually used this approach the algorithm classification and regression trees algorithm (CARTS) and SPRINT to size of how the object of the choice of random data trained. Size of the ineffectiveness of pure reach 0 when only 1 class that is on a point. But on the contrary will reach a maximum when the size of the class at the point of balance.

[19-20] if S is the association S samples have different classes (C_i, i = 1...n). According to the class differences, we can divide S into n subset (S_i, i = 1...n). Suppose that S_i is a collection of samples including the class C_i, S_i is the number of samples from the set of S_i, then Gini index set S is equation 4.

\[ Gini(S) = 1 - \sum_{i=1}^{n} P_i^2 \]

Where P_i is the probability of each sample including in C_i and estimated with \( \frac{s_i}{S} \). Gini index (S) minimum is 0 that all the members in such places including in the same class.

[19] can also for comparison of the advantages and disadvantages of the function of the selection of the weight so it can be used on the equation 5.

\[ Gini Index(t) = 1 - \sum_{i,j=1}^{n} P(j|t)P(i|t), i \neq j \]
Where:

- \( P(j|t) \) = proportion of class \( j \) on the symbol of \( t \)
- \( P(i|t) \) = proportion of class \( i \) on the symbol of \( t \)

### 3.3 K-Fold cross validation

[19] In this research using the **10-Fold cross validation** is a method using 10 percent of cross validation that in each data used in the same amount for training and the right to one time testing. Assume that dataset are broken into two parts of the same size. Part one for data trained and the other for the test data, this approach is called the **two-fold cross validation**. [7] special form of this method when \( k \) in set \( k=N \) in the amount of data in a set of data. Can be called also with **leave-one out**, namely test dataset only 1 data only while the training process is done as much as \( N \) times. The advantages are almost all in the dataset can be in the rice so that got the value \( k \) is accurate.

### 4. Methodology

[4-6] on this research will be a few steps to achieve the goal of research. The first step using the algorithm **Gini Index** for the next weight adjust the data value of \( k \) with four main steps:

- a) Gini index
- b) Division of data for test data to be 10 percent of fully data
- c) Count the distance test data and trained using **Euclidean distance model**
- d) Determine the \( k \) with a **Local Mean Based k-nearest neighbor**
- e) Value of the \( k \) highest \( k \) best

Very expected on research design can be in measure the value of each attribute is based on **Gini Index**[5]. The determination of the value of \( k \) based on the distance and data with [19] process **k-fold cross validation** and the **local mean based k-nearest neighbor** in the classification of with **k-nearest neighbor** and obtained the results of \( k \) is good in accordance with the design in research [4]. Steps can be seen in the overall Figure of research through the flow chart in figure 2.

![Figure 2. Research Design](image)

Research design above can be in describe to measure the value of the weight of each attribute is based on **Gini Index**. Determination of the value of \( k \) based on the **euclidean distance** and the sharing of data with the process of **k-fold cross validation** and the **Local Mean Based k-nearest neighbor** in the classification of **k-nearest neighbor** and obtained the results of \( k \) is good for in the set as the results of the rice.
5. Results and discussion

Thyroid is one of unbalanced dataset and also popular as a good data. The data set consists of 215 samples with 5 attributes and have 3 class, namely normal (C1), hyperthyroidism (C2), and hipotiroidisme (C3). In this trial, data trained numbered 193 data trained and test data numbered 22 data. With the distribution of the data using the 10-Fold cross validation on the Thyroid data. Then the calculation of the distance between the data trained and test data using euclidean distance model using equation 1. Now the distance that is produced can be viewed directly data that is already in the sort by descending, now the order of the closest distance between data can seen table 1.

Table 1. Distance that has to be ordered from the closest on the Thyroid Dataset

| Data Test | Sequence of the closest distance |
|-----------|----------------------------------|
|           | 1st | 2nd | 3rd | 4th | 5th | ... | 193th |
| T1        | 2.448383 | 5.372618 | 3.086731 | 3.879169 | 3.234679 | ... | 6.524390 |

Results on the process of weigh Gini Index, data breakdown 10-fold cross validation and euclidean distance on the local mean in the classification of K-Nearest Neibor count from the distance as much as k closest neighbors to each class data. After getting each value k then continued with the sort the value of k in descending in table 2. Below are the results of the sorting of each value k in get with a descending sorting.

Table 2. Sort results for each value of k on the Thyroid Dataset

| value of k | k=44 | k=45 | k=46 | k=41 | k=42 | k=43 | k=47 | k=38 | k=39 | k=40 |
|------------|------|------|------|------|------|------|------|------|------|------|
|            | 0.7119 | 0.7119 | 0.7119 | 0.7073 | 0.7073 | 0.7073 | 0.7073 | 0.7028 | 0.7028 | 0.7028 |
|            | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
|            | k=31 | k=32 | k=33 | k=34 | k=35 | k=36 | k=37 | k=48 | k=49 | k=50 |
|            | 0.6980 | 0.6980 | 0.6980 | 0.6980 | 0.6980 | 0.6980 | 0.6980 | 0.6978 | 0.6978 | 0.6930 |

Now the reasons for using the graph radar because suitable for read and examine the results in the determination of the value of k that is produced from the process of Gini Index and local mean in the classification of k-nearest nieghbor to determine the value of k. From process Gini Index, 10-fold cross validation and Local Mean in the classification of k-nearest nieghbor in continue to determine the value k that both descending with k highest that will be in use as the value of k best see on figure 3.

Figure 3. Graph the results of the value of k is good on dataset thyroid
6. Conclusion
From the Results Table.2 with the results of the graph Figure.3 Graphs the results of the value of $k$ is Good on the thyroid dataset is data that has a number of different classes Unbalanced and also data that have different challenges in research. Need for research with the processing of Gini Index, k-fold cross validation and local mean in the classification of k-nearest neighbor Value $k$ lowest k=50 of 69.30% while the value of the k highest k=44 until k=46 of 71.19%, then the value of the k highest become the value of $k$ is good for the Thyroid Data. Can use this method to determine the best k classification k-nearest neighbor, so that further research will no longer need to test to find the value of $k$ best of basis again. But further research can examine to find the value of $k$ best on more data and with different data again so also with the methods.
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