Interplay between friction and spin-orbit coupling as a source of spin polarization
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We study an effective one-dimensional quantum model that includes friction and spin-orbit coupling (SOC), and show that the model exhibits spin polarization when both terms are finite. Most important, strong spin polarization can be observed even for moderate SOC, provided that friction is strong. Our findings might help to explain the pronounced effect of chirality on spin distribution and transport in chiral molecules. In particular, our model implies static magnetic properties of a chiral molecule, which lead to Shiba-like states when a molecule is placed on a superconductor, in accordance with recent experimental data.

The second law of thermodynamics is not symmetric with respect to the time reversal, and implies irreversibility of thermodynamic processes even if the underlying fundamental laws of nature enjoy time reversal symmetry. Therefore, when considering an open system, it is natural to question the stability of features protected by microscopic time-reversal symmetry. It was recently argued that interactions between a spin and its environment may lead to time-reversal-breaking processes, which are forbidden in isolated systems [1], and that even the degeneracy due to the Kramer’s theorem can be lifted [2]. This shows that properties of an open system with spin may be very different from those of a closed system.

In this paper, we study breaking of the Kramer’s degeneracy theorem, which originates from the interplay between SOC and a basic dissipative process – frictional dissipation – in a one-dimensional setting. We illustrate our general findings by discussing the spin sensitivity of chiral molecules – a phenomenon observed in many experiments, which lacks a satisfying theoretical explanation. A number of theoretical models have been developed [3–23] to understand this sensitivity in connection to the chiral induced spin selectivity (CISS) effect [24–26]. However, certain key questions remain unanswered. In particular, the CISS effect is too pronounced to be caused by weak SOC of light atoms that constitute organic molecules. In our work, SOC and friction act in unison, so that weak SOC can effectively be enhanced by dissipation.

In the absence of dissipation, the standard route to study the motion of a particle in a medium is to map the problem onto some effective single-particle Hamiltonian. This approach is at the heart of our understanding of electrons in materials [27]. There is no simple strategy of adding dissipation to such effective models, since a naive quantization of classical dissipative terms is incompatible with the Heisenberg uncertainty relation, as can be demonstrated using a simple harmonic-oscillator model [28]. It is possible to include a quantum analogue of the classical frictional force in time evolution of the one-body density matrix [29]. The corresponding term can either be derived using solvable models (e.g., the Caldeira-Leggett model [30]) or matched to the classical Stokes’ drag, −γp. A somewhat simpler approach is to work with dissipative Schrödinger equations [31–34], which are constructed from the classical limit and satisfy certain conditions, e.g., the Heisenberg uncertainty principle, and the Ehrenfest theorem. This way is purely phenomenological and leads to a number of possible modified Schrödinger equations. However, they are compatible with each other and with master-equation approaches, at least for simple systems [35, 36, 37].

In this work, we employ a modified Schrödinger equa-

![FIG. 1. (a) and (b) An illustration of the effective model introduced in Eq. (1). (a) Without friction (γ = 0) or spin-orbit coupling (α = 0), the spatial distribution of spins in a quantum wire is mirror symmetric. (b) If both terms are included, spin-up and spin-down particles move in opposite directions. (c) The average position of spins in the Albrecht’s model of dissipation, as a function of the only parameter in the model, γα. Here, we use dimensionless quantities defined in the text. (d) For chiral molecules on a substrate, this separation might imply magnetic properties.](https://example.com/figure1.png)
tion to study the interplay between frictional dissipation (that emerges from electron-bath interactions) and SOC. We assume that the timescale of the spin coherence is very large, i.e., there are no spin-changing interactions in the system (“spin flips”). This assumption allows us to use the eigenstates of the modified Schrödinger equation to understand the spin distribution of an electron confined in a well. Our main finding is that the spin-momentum locking leads to a position-dependent spin distribution: Spin-up particles are spatially separated from spin-down particles. We speculate that the predicted effect has been observed with chiral molecules adsorbed on various substrates. For example, it has been shown that chiral molecules adsorbed onto s-wave superconductors induce triplet superconductivity [38, 39], or Shiba-like states [40]: chiral molecules on ferromagnetic surfaces induce magnetic ordering [41, 42].

**Theoretical model.** Our work rests on the two observations: (i) A spin-orbit interaction couples particle’s spin to its momentum; (ii) the classical frictional force is determined by the direction of the momentum. The observations suggest that frictional dissipation could potentially couple to spin, hence, lead to spin currents, and steady states that do not respect the Kramers degeneracy theorem. To investigate these possibilities, we study a quantum wire, i.e., a one-dimensional (1D) finite system, with spin-orbit coupling, \( op\sigma_s \), where \( \alpha \) is the SOC amplitude, \( p \) is the momentum operator, and \( \sigma_s \) is the Pauli matrix. Without loss of generality, we choose SOC in the \( \hat{z} \)-direction. The 1D SOC interaction does not couple spin-up and spin-down particles; we define the corresponding quantum number as \( s = \pm 1 \). To include friction for a given \( s \), we use a phenomenological potential, \( \gamma W \), where \( \gamma > 0 \) and \( W \) determine, respectively, the strength and the spatial distribution of frictional dissipation [38]. \( W \) depends on the state of the system, so that the resulting time evolution is non-linear. Motion of a particle of mass \( m \), and spin \( s \) obeys the following equation

\[
 i\hbar \frac{\partial \Psi_s}{\partial t} = H_s \Psi_s; \quad H_s = \frac{p^2}{2m} + \alpha s + V(x) + \gamma W, \tag{1}
\]

where we assume a box potential: \( V(x) = 0 \) for \( |x| \leq a \), and \( V \to \infty \) otherwise. A clear advantage of Eq. (1) over other models of dissipation is its simplicity. It will allow us to analyze the problem analytically.

If \( \gamma = 0 \), then the eigenstates of Eq. (1) are \( \Psi_s = e^{i(E_0 t + \text{mas} s \pi)/\hbar} \sin(\pi n (x + a)/(2a)) \), where \( n \) is an integer and \( E_0 = \hbar^2 \pi^2 n^2/(8ma^2) + ma^2/2 \); \(|\Psi_s|^2\) is illustrated in Fig. 1(a) for \( n = 1 \). For each value of \( s \), there is a spin current, which, however, does not lead to any observable flux when we average over \( s \) (cf. Ref. [38, 39]). If \( \gamma \neq 0 \) and \( \alpha = 0 \), \( s \) does not enter Eq. (1), and there can be no interesting effects associated with spin.

Let us now consider a system with non-vanishing SOC and friction. We focus on the Albrecht’s potential [34],

\[
 W = \langle p \rangle_s (x - \langle x \rangle_s), \tag{2}
\]

where \( \langle O \rangle_s = \int \Psi_s^* O \Psi_s dx \). Time evolution of quantum averages that obey Eq. (1) is connected to classical time evolution:

\[
 \langle \frac{dH_s}{dt} \rangle_s = -\gamma \langle p \rangle_s \langle \frac{d}{dx} \rangle_s, \quad \langle \frac{d}{dx} \rangle_s = \frac{\langle p \rangle_s}{m} + \alpha s, \tag{3}
\]

which explicitly demonstrates that the potential \( W \) leads to energy dissipation, and breaking of the time-reversal symmetry. Solutions of Eqs. (3) are time-independent if \( \langle p \rangle_s = -\alpha ms \). The system is dissipative, therefore, only the ‘lowest-energy’ steady-state of \( H_s \) can be interpreted as the fixed point of time evolution, see, e.g., Ref. [34]. Below, we explore the physical nature of this state. In what follows, we use dimensionless units: \( x = x/a \), \( t = \hbar\ell t/(2ma^2) \), \( \alpha = 2ma\ell/\hbar \) and \( \gamma = 2\gamma\alpha^2/\hbar \). For simplicity, we shall omit tilde.

To find the steady state of the Albrecht’s model with SOC, we apply the gauge transformation: \( \Psi_s(x,t) = e^{-i\frac{\gamma}{2}x - i E t} f_s(x) \), which transfers the SOC term into renormalization of dissipation. We use the steady-state value of \( \langle p \rangle_s \) to derive the equation for \( f_s \)

\[
 -\frac{\partial^2 f_s}{\partial x^2} + V(x) f_s + \beta x f_s = E' f_s, \tag{4}
\]

where \( E' = E - \alpha^2/4 + \beta(x) \). Note that the defining parameter here is \( \beta = -\gamma s/2 \), which means that the effect of the linear potential in Eq. (4) can be large even for weak SOC. In this sense, SOC and friction are interchangeable in this model: the steady state obtained with weak friction and strong SOC is identical to that with strong friction and weak SOC. This happens because the frictional force is determined by \( \gamma \langle p \rangle_s \), where the value of \( \langle p \rangle_s \) is dictated by the SOC strength, \( \alpha \).

Equation (4) is the Airy (Stokes) equation whose solution is

\[
 f_s = \kappa_1 Ai \left( \sqrt{\beta} (x - x_0^s) \right) + \kappa_2 Bi \left( \sqrt{\beta} (x - x_0^s) \right), \tag{5}
\]

where \( x_0^s = E'/\beta \), Ai and Bi are Airy functions of the first kind and the second kind, respectively. The parameters \( \kappa_1, \kappa_2 \) and \( E' \) are determined from the boundary conditions due to V and normalization condition: \( \langle x \rangle_s \) and \( E \) that enter \( E' \) are determined self-consistently.

The Hamiltonian (1) commutes with \( U_0 P \), where \( U_0 = e^{i\sigma_3 \pi/2} \) is the spin rotation and \( P \) is the inversion operator. Therefore, the eigenstates for \( s = \pm 1 \) are degenerate so that \( \langle x \rangle_{s+1} = -\langle x \rangle_{s-1} \). The sign of \( \langle x \rangle_s \) is determined by the sign of \( \alpha s \). Figure 1(c) shows the mean value of the position operator, \( \langle x \rangle_s \), as a function of \( \gamma \alpha \). Opposite spin states are separated in space, and this separation increases linearly for small values of \( \gamma \alpha \). The property \( \langle x \rangle_{s+1} = -\langle x \rangle_{s-1} \) is also clearly observed. Note
that $\langle x \rangle$ is measured in units of $a$, which means that the absolute strength of the effect is larger for longer for systems provided that the spin coherence length is larger than $a$.

If the system is initialized in some parity-symmetric state, then at $t > 0$ the frictional force will drive particles with different spins into opposite directions, leading to an assymetric state. Figure 1(b) illustrates the solution to the static problem of Eq. (5), which we expect to define a fixed point of time evolution. The amplitude of motion to the static problem of Eq. (5), which we expect to include, see, e.g., Ref. 48. The microscopic Hamiltonian (8) into the form (1) with $m = \hbar^2/(2Jl^2)$ and $\alpha = \theta/\langle N ml \rangle$, where the phenomenological Albrecht’s potential accounts for dissipation in the molecule. According to our effective model, the edge of the molecule becomes spin polarized in the $n$-direction, see Fig. 1(d). In other words, the charge distribution of donor electrons in a chiral molecule is accompanied by spin polarization in the $n$-direction determined by the sign of SOC. For weak SOC ($|K_m| \ll 1$), we can work in the linear regime i.e., $e^X \approx 1 + X$, which leads to $\tilde{n} \cdot \tilde{z}$ and $\theta/\langle N \rangle \approx -(2R\lambda/l) \sin(0.5\Delta \varphi)$. This directly shows that SOC will have opposite values for right-handed and left-handed enantiomers, thereby facilitating spin-polarization in opposite directions.

In our model, SOC and dissipation effectively turn a chiral molecule into a magnet, even in equilibrium. To illustrate the effect for realistic parameters, we consider a model of a helicene molecule. It was noted that helicene can be modeled as a helix with $R = 3A$, and $h = 3.5\AA$. The hopping amplitude $J \lambda$ can be estimated to be around 1 meV 50. Therefore, the SOC amplitude is $h \alpha_M = 4JR\lambda \sin(0.5\Delta \varphi) = 5.2 \text{meV} \cdot \AA$ for $N = 7$ heptahelicene. To estimate $\gamma$, we use classical linear response theory: $\gamma = eM/\mu$ 51, where $M$ is the mass of a charge carrier, and $\mu$ is the mobility. The highest hole mobility measured in thiainelene is $\mu \approx 2.1 \text{cm}^2\text{V}^{-1}\text{s}^{-1}$ 52 53. The effective mass of the holes in a helicene-based semiconducting glassy film was computed to be in the range $m_h \approx 5m_e$ 54, where $m_e$ is the electron mass. Although these systems differ from each other, they allow us to estimate the strength of frictional dissipation as $\gamma \approx 4.19 \times 10^{14} \text{s}^{-1}$.

Using this estimate, we calculate spin polarization per pitch in the direction of the molecular axis (defined as $P_z/h = \langle x \rangle_{+1} - \langle x \rangle_{-1}/Nl$, see Fig. 2. The figure
demonstrates that our model leads to strong polarization for helicene, even with the reduced SOC amplitude \( \alpha = 0.1\alpha_H \) or the effective mass \( m = 0.4m_H \) (which also reduces the SOC amplitude). Increasing the number of turns of the molecule results in larger polarization, which is consistent with experimental data. Figure 2(b) shows that spin polarization is an increasing function of the radius of the helix for fixed \( h, M, N \).

Below, we discuss Shiba-like states \( [55] \) observed in superconductors coated with chiral molecules whose density is low \( [40] \). We shall argue that our model provides a possible explanation of the experiment. Note that short chiral molecules (cysteine) did not induce any sub-gap features in the experiment of Ref. \([39] \), which is consistent with our prediction that the strength of spin polarization is controlled by the length of a system.

**Chiral molecules on a superconductor.** We are interested here in properties of a two-dimensional (2D) superconductor coupled to a chiral molecule. To make the discussion in this section as simple as possible, we introduce the two-site model of a molecule

\[
H_2 = -J\left(c_i^\dagger vc_1 + c_i^\dagger v'c_2\right) + \gamma \alpha \sigma_z (c_i^\dagger c_2 - c_i^\dagger c_1),
\]

with \( v = e^{i\alpha x} \). The first term on the right-hand-side of Eq. (9) is taken from Eq. (6) for simplicity, we choose \( \epsilon_0 = 0 \). The second term is taken from the lattice representation of Eq. (4). The coupling \( v \) is not important as we can choose a gauge transformation to eliminate it. Non-trivial effects of SOC are contained in the last term of Eq. (9) whose sign is determined by chirality.

To describe the superconductor, we consider the 2D tight-binding model (see, e.g., Ref. [56])

\[
H_{\text{sup}} = \sum_{i,j=1}^{N_x} \left[ \epsilon_S \tau_z + \Delta \tau_x \right] \sigma_0 b_{i,j}^\dagger b_{i,j} - J_S \sum_{(i,j,i',j')} [\tau_z \sigma_0 b_{i,j}^\dagger b_{i',j'} + \text{H.c.}],
\]

where \( b_{i,j}^\dagger = (b_{i,j,\uparrow}^\dagger, b_{i,j,\downarrow}^\dagger, -b_{i,j,\downarrow}, b_{i,j,\uparrow}) \) is the creation operator at the \((i,j)\)th site of the superconductor, \( b_{i,j,\uparrow}^\dagger \) is the bare operator, \( \tau \) acts in a particle-hole sector, \( \epsilon_S \) is the on-site energy, \( J_S \) is the hoping amplitude, and \( \Delta \) is the \( s^-\)wave superconducting gap. Finally, the central site of the superconductor is coupled to the molecule via

\[
H_{\text{int}} = -J_I \left[ b_{N_x+1,N_x+1}^\dagger c_1 + c_1^\dagger b_{N_x+1,N_x+1} \right],
\]

where \( J_I \) is the hopping amplitude between the superconductor and the molecule, and, for convenience, we assumed that \( N_S \) is odd.

We solve \( H_2 + H_{\text{sup}} + H_{\text{int}} \) using the numerically exact diagonalization method. Our results for the in-gap Shiba-like states are presented in Fig. 3. Their presence is largely determined by the hopping amplitude \( J_I \) even when the molecule acts as a magnet, i.e., for finite values of \( \alpha \gamma \). It is logical as \( J_I \) controls the penetration of spin-polarized electrons into the superconductor. By changing the value of \( J_I \), the energy of the in-gap states can be modified and the crossing at zero energy can be observed. The behavior of energies in Fig. 3(a) can be modified by changing the parameter \( \alpha \gamma \), however, as long as \( \alpha \gamma \neq 0 \), only quantitative changes occur. Figure 3(b) shows the probability amplitudes of the state at \( J_I/J = 2.0 \), which demonstrate that the state is mainly located inside the superconductor. All other essential features of Shiba states can be obtained by considering our model of a chiral molecule. A detailed matching to the experimental data requires a more elaborate study and will be presented elsewhere.

**Discussion and conclusions:** We have shown that a 1D confined system in the presence of SOC and frictional dissipation can spatially separate particles of opposite spins \([57] \). In our model, SOC and friction act in unison, so that pronounced spin polarization can be observed even if SOC is weak. We speculate that our findings may be related to the long-standing puzzle of
the CISS effect, in which chiral molecules act as efficient spin filters despite weak SOC. The present model leads to spin polarization even in equilibrium, i.e., without currents, which sets it apart from the previously considered models of CISS.

The friction term in our model is a phenomenological description of the electron-bath interactions. An important future milestone will be a derivation (from some microscopic Hamiltonian) of the proposed effective model that will establish a rigorous connection between friction and electron-bath interactions, as well as between molecular chirality and the direction of SOC.

As noted above, our findings are based on the assumption that the timescale of the spin coherence is large. This assumption is standard when considering propagation of electrons in a molecule, however, it should be scrutinized for a steady state considered here. In future studies, we plan to investigate the steady state in the presence of spin-flip processes.

Our model suggests a metastable spin accumulation on the opposite ends of helical molecules. This accumulation should lead to a small localized magnetic moment, which can be probed experimentally. In solid-state systems, the magnetic moment may be measured using anomalous Hall measurements, as well as by tunneling spectroscopy of a Kondo resonance. We note that the spin accumulation at the edges of a chiral molecule could be highly relevant for molecule-molecule interactions in biological systems. Those interactions can be probed similarly to interactions between spin-polarized chiral molecules and magnetic surfaces.

Lastly, our model does not include temperature effects and further work is needed to understand the related finite-temperature physics. In particular, one could expect strong dependence of spin polarization on temperature. Indeed, spin coherence at low temperatures along with more rapid energy exchange between the bath and an electron at high temperatures might suggest the existence of some optimal temperature, which could be relevant for biological processes.
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