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Abstract

A Yang-Mills type two matrix model with mass terms is studied by use of a matrix renormalization group approach proposed by Brezin and Zinn-Justin. The renormalization group method indicates that the model exhibits a critical behavior similar to that of two dimensional Euclidean gravity. A massless limit and the generation of quadratic terms along the renormalization group flow are discussed.
1 Introduction

A couple of decades ago, Brezin and Zinn-Justin proposed a renormalization group (RG) approach to matrix models in the large-$N$ limit [1]. With a given action for an $N \times N$ matrix, this matrix RG flow is defined through the integration over a part of $N \times N$ matrix degrees of freedom which results in an $(N - 1) \times (N - 1)$ matrix with a deformed action. The change of the action may be interpreted as a flow along the change of the matrix size, $N \to N - 1$. In the large-$N$ limit, this flow is approximately described by a differential equation of Callan-Synamzik type, with beta functions for the changes of the coupling constants under the procedure. For a simple class of hermitian one-matrix models, it is found that, near a fixed point of these beta functions, a solution of the flow equation approximates the critical behaviors which were analytically calculated in [2, 3]. For example, in [1], the $\phi^4$ matrix model and hermitian one-matrix models with generic even polynomial potentials are discussed based on lower order calculations in perturbation theory. The results are qualitatively reasonable but quantitatively not so accurate compared to the known exact result. Later in [4], the reparametrization invariance of the model is dealt with by use of the Schwinger-Dyson equations, and their results show fine agreement with the exact results quantitatively. The great advantage of the matrix RG approach is its applicability to a wide class of matrix models which are not exactly solvable. Especially, as described so far, this method enables us to, at least qualitatively, understand the critical behavior of various classes of matrix models in the large-$N$ limit.

The critical behaviors of hermitian one and two matrix models are used to define two-dimensional Euclidean quantum gravity coupled to conformal matters [5] and $D < 2$ non-critical string theories [6]. Therefore, we expect to explore the critical behavior of wider classes of matrix models, such as a $q$-state Potts model, and, thus, understand the nature of two dimensional quantum gravity on a more general ground [1].

In this paper, we apply the matrix RG approach to a Yang-Mills (YM) type two-matrix model with mass terms

$$S = \text{tr} \left( \frac{m}{2} \hat{A}^2 + \frac{M}{2} \hat{B}^2 - \frac{g}{2} [\hat{A}, \hat{B}]^2 \right), \quad (1.1)$$

where $\hat{A}$ and $\hat{B}$ are $N \times N$ hermitian matrices. There are several motivations to consider this model. First of all, this model belongs to a class of the model which we cannot solve exactly by use of conventional approach to the matrix models [2]. By using the matrix RG approach, we may extract some qualitative features of critical behavior in the YM-type

---

1 For the application to $c = 1$ matrix models, see, for example. [7].

2 As discussed in the later section, this model, with only two matrices, can be analytically investigated
matrix models. As long as we employ perturbation theory to derive the RG equation, it is also easy to apply to various YM-type multi-matrix models.

Another motivation to investigate this model comes from a massless limit \( m, M \to 0 \) in (1.1). In this limit, the YM matrix model is being a large-\( N \) reduced model of two dimensional pure Yang-Mills theory and can be regarded as a bosonic part of the D-instanton action or IKKT matrix model [10]. Especially, the latter is a promising candidate of the constructive definition of superstring theory. We expect the matrix RG approach to be useful to probe the large-\( N \) dynamics of the IKKT matrix model and D-branes, and then non-perturbative dynamics of superstring theory.

This paper is organized as follows. First, we review the matrix RG approach in Section 2 by taking the \( \phi^4 \) one-matrix model as a simple example. In Section 3, we carry out the matrix RG analysis for this \( \phi^4 \) model. We start with perturbative calculation to some lower orders, which leads to reasonable but numerically not so accurate results, and then discuss a couple of trials for improvement, such as including higher order corrections, taking account of reparametrization invariance, and the existence of nontrivial saddle points. In [4], some of these improvements have first been introduced and the results are successful for one and two matrix models. However, there, the authors take advantage of solvable nature of these models, which is not available in general YM matrix models. We cultivate methods for improvement which are applicable more generally. After these preparations, we apply the matrix RG to the YM type two-matrix model (1.1) in Section 4. We again start with perturbation theory and then consider improvements. The result suggests that the model exhibits a similar critical behavior to the one-matrix model. In [8], the model (1.1) was dissected analytically and its critical behavior is also discussed. We discuss the relation to our results. In Section 5, we consider a massless limit and connection to matrix RG of IKKT-type matrix models. Section 6 is devoted to summary and discussion. Several appendices are served for supplemental explanations.

Before closing the introduction, we remark that the most of the analysis in Section 4 can straightforwardly be carried out for a more general model

\[
S = \text{tr} \left( \frac{m}{2} \hat{A}^2 + \frac{M}{2} \hat{B}^2 + g \hat{A}^2 \hat{B}^2 + h \hat{A} \hat{B} \hat{A} \hat{B} + \frac{p}{4} \hat{A}^4 + \frac{q}{4} \hat{B}^4 \right). \tag{1.2}
\]

by use of several specialized techniques [8]. However, these analytic answers are not so convenient to analyze, while the application of the matrix RG to this model is as simple as that to one matrix models, as we will see. The eigenvalue distribution of this model has been recently studied in [9], which gives a consistent result with [8].

\(^3\)The two dimensional reduced model is not well-defined unless the mass terms are introduced. We come back to this point when we consider the massless limit.
We occasionally refer to this model. Note that this model coincides with \((1.1)\) when \(p = q = 0\) and \(h = -g\).

## 2 A Matrix Renormalization Group Equation

In this section, we briefly summarize the procedure of the matrix RG. Our treatment is close to [4]. For simplicity, we take the \(\phi^4\) matrix model

\[
S = \text{tr} \left( \frac{1}{2} \hat{\phi}^2 + \frac{g}{4} \hat{\phi}^4 \right)
\]

(2.1)
as an example. Here \(\hat{\phi}\) is an \(N \times N\) hermitian matrix. The partition function and the free energy are defined by

\[
Z_N(g) = \int D\hat{\phi} \ e^{-NS[\hat{\phi}]},
\]

(2.2)

\[
F(N, g) = -\frac{1}{N^2} \log Z_N(g).
\]

(2.3)

In the matrix RG, we integrate out a part of matrix degrees of freedom. This is an analogue of the coarse-graining in the usual Wilsonian RG procedure. We decompose \(\hat{\phi}\) as

\[
\hat{\phi} = \begin{pmatrix} \phi & v \\ v^\dagger & \alpha \end{pmatrix}, \quad v_i = \hat{\phi}_{iN}, \quad v_i^\dagger = \hat{\phi}_{N i}, \quad \alpha = \hat{\phi}_{NN},
\]

where \(\phi\) is an \((N - 1) \times (N - 1)\) hermitian matrix, \(v\) an \((N - 1)\)-vector, and \(\alpha\) a real number. Under this decomposition, the partition function (2.2) is

\[
Z_N = \int D\phi dv dv^\dagger d\alpha \ \exp \left[ -N \left( S[\phi] + \frac{1}{2} \alpha^2 + \frac{g}{4} \alpha^4 + v^\dagger Y v + \frac{g}{2} |v|^2 |v|^2 \right) \right],
\]

where \(Y = 1 + g(\alpha^2 \mathbf{1} + \alpha \phi + \phi^2)\) and \(|v|^2 = \delta^{ij} v_i v_j^\dagger\). With integrating out \(v, v^\dagger,\) and \(\alpha,\) we define

\[
e^{-N V[\phi]} = \int dv dv^\dagger d\alpha \ \exp \left[ -N \left( \frac{1}{2} \alpha^2 + \frac{g}{4} \alpha^4 + v^\dagger Y v + \frac{g}{2} |v|^2 |v|^2 \right) \right].
\]

(2.4)

Therefore the matrix analogue of the coarse-graining procedure results in the change of the action, \(S[\hat{\phi}] \rightarrow S[\phi] + V[\phi]\). In the perturbation theory of \(v\) and \(\alpha,\) \(V[\phi]\) is obtained as a sum of the connected vacuum diagrams. In general, \(V[\phi]\) involves infinity many terms including various multi-trace terms. To derive the RG equation, we consider

\[
\frac{Z_N}{Z_{N-1}} = \langle e^{-S[\hat{\phi}] - N V[\hat{\phi}]} \rangle,
\]

(2.5)
where \( \langle \cdots \rangle = Z_{N-1}^{-1} \int D\phi(\cdots) e^{-(N-1)S[\phi]} \), namely, the expectation value with respect to the smaller size matrix of the original action. We will use the same notation in the case of the YM-type matrix models. In the large-\( N \) limit, we use the large \( N \) factorization property for the gauge invariant operators:

\[
\langle \frac{1}{N} \text{tr} O_1 \frac{1}{N} \text{tr} O_2 \rangle = \langle \frac{1}{N} \text{tr} O_1 \rangle \langle \frac{1}{N} \text{tr} O_2 \rangle + \mathcal{O}(N^{-2})
\]

and the right hand side of (2.5) becomes

\[
\langle e^{-S[\phi] - NV[\phi]} \rangle = e^{-\langle S[\phi] \rangle - N\langle V[\phi] \rangle}
\]

at the leading order. Using (2.3), the logarithm of (2.5) leads to an RG equation

\[
\left( N \frac{\partial}{\partial N} + 2 \right) F(N, g) = \langle V[\phi] \rangle.
\]

We have replaced \( F(N, g) - F(N-1, g) \) as the differentiation with respect to \( N \) and have dropped subleading terms in the \( 1/N \) expansion. In general, \( V \) has the form,

\[
V[\phi] = v_0(g) + v_2(g) \text{tr} \phi^2 + v_4(g) \text{tr} \phi^4 + v_{\text{higher}}(g, \phi).
\]

As we will see later, \( v_2 \text{tr} \phi^2 \) term can be absorbed into \( (N-1)S[\phi] \) by a suitable rescaling of \( \phi \) to make the quadratic term canonical, \( \frac{N-1}{2} \text{tr} \phi^2 \). \( v_{\text{higher}}(g, \phi) \) in general involves infinitely many higher order terms as well as multi-trace terms that did not exist in the original action (2.1), and it introduces non-linear terms in the RG equation. In the main part of this paper, we frequently consider the linear RG equation with \( v_{\text{higher}}(g, \phi) \) dropped. Without \( v_{\text{higher}}(g, \phi) \) term, the linearized RG equation reads

\[
\left( N \frac{\partial}{\partial N} + 2 \right) F(N, g) = r(g) + \beta(g) \frac{\partial F}{\partial g}.
\]

Recall that \( \langle \frac{1}{N} \text{tr} \phi^4 \rangle = 4 \frac{\partial F}{\partial g} \). The beta function \( \beta(g) \) is described by \( v_4(g) \) together with the rescaling factor just mentioned, and is interpreted as

\[
\beta(g) = N \frac{\partial g'}{\partial N},
\]

where \( g' \) is the “new” coupling constant for \( \text{tr} \phi^4 \) term appearing after the integration of \( v, v^\dagger \) and \( \alpha \).

A fixed point of the RG equation is given by a zero of the beta function, \( \beta(g_c) = 0 \). Near a fixed point \( g \sim g_c \), the linearized RG equation (2.9) determines a non-analytic behavior of the free energy,

\[
F(g, N) \sim (g - g_c)^\gamma f \left( (g - g_c)N^{\frac{2}{\gamma}} \right),
\]

\footnote{Now “\text{tr}” stands for the trace of \( N - 1 \times N - 1 \) matrices. We use the same symbol but it would not cause any confusion.}
where $f$ is a undetermined function. The singularity is characterized by the exponent $\gamma$ given by

$$\gamma = \frac{2}{\beta'(g_c)},$$

(2.12)

where $\beta'(g) = \frac{\partial \beta}{\partial g}$. This singular behavior is identical to the one for the $c < 1$ matrix model which describes 2D gravity coupled to conformal matters. Through this correspondence, $\gamma$ is identified with the critical exponent of the $c < 1$ model,

$$\gamma = \frac{1}{12} \left[ 25 - c + \sqrt{(1 - c)(25 - c)} \right].$$

(2.13)

If there are non-linear terms in the RG equation (2.9), one can employ the procedure presented in [4] to calculate the exponent. In Appendix A, we briefly summarize this method and apply to the first nonlinear term we deal with in this paper.

3 The $\phi^4$ Matrix Model

In this section, we study the matrix RG of the $\phi^4$ matrix model. We use the decomposition in (2.4). Integration of $v$, $v^\dagger$, and $\alpha$ is carried out by using perturbation theory, with the propagators

$$\langle v_i v_j^\dagger \rangle_0 = \frac{1}{N} Y_{ij}^{-1} = \frac{1}{N} \left[ \frac{1}{1 + g(\alpha^2 1 + \alpha \phi + \phi^2)} \right]_{ij}, \quad \langle \alpha \alpha \rangle_0 = \frac{1}{N},$$

(3.1)

and the interaction vertices

$$\frac{g N}{2} |v|^2 |v|^2, \quad \frac{g N}{4} \alpha^4.$$ (3.2)

The solution of the $\phi^4$ model is known to be given by an eigenvalue distribution with a single branch cut and to exhibit a critical behavior with the exponent $\gamma = \frac{5}{2}$, which corresponds to the $c = 0$ (pure) 2D gravity. With the normalization of the action (2.11), the critical coupling constant is given by $g_c = -\frac{1}{12}$. We will test our approximation by comparing it with these exact results.

3.1 Lower order calculations

First, we carry out a standard perturbative calculation to obtain $V[\phi]$. We will drop perturbative contributions from $\langle \alpha \alpha \rangle_0$ which are subleading in the large-$N$ limit. The integral with respect to $\alpha$ may have a nontrivial saddle point that would take an effect to modify $V[\phi]$. We postpone discussion about the effects from an induced $\alpha$-potential, and
first consider the perturbation around the trivial vacuum $\alpha = 0$. To the second order in $g$, we obtain

$$NS[\hat{\phi}] \rightarrow N \text{tr} \left( \frac{1}{2} \phi^2 + \frac{g}{4} \phi^4 \right) + N P_0(g) + P_2(g) \text{tr} \phi^2 - g P_4(g) \text{tr} \phi^4,$$

(3.3)

where

$$P_0(g) = \frac{1}{2}(g - g^2), \quad P_2(g) = g - g^2, \quad P_4(g) = \frac{g}{2}. \quad (3.4)$$

Subleading contributions in large $N$ limit are discarded. Next, we rescale the matrix $\phi$ so that the quadratic term has the canonical form as an $(N - 1) \times (N - 1)$ matrix,

$$\frac{N}{2} \left( 1 + \frac{2P_2}{N} \right) \text{tr} \phi^2 \rightarrow \frac{N - 1}{2} \text{tr} \phi^2. \quad (3.5)$$

After the rescaling, (3.3) becomes,

$$N \left( P_0 + P_2 + \frac{1}{2} \right) + (N - 1) \text{tr} \left[ \frac{1}{2} \phi^2 + \frac{g}{4} \left( 1 - \frac{1 + 4P_2 + 4P_4}{N} \right) \phi^4 \right] + O(1). \quad (3.6)$$

$P_2 + \frac{1}{2}$ in the first parenthesis comes from the change of the measure $D\phi$ due to the rescaling. Now the coefficient of the $\frac{1}{4} \text{tr} \phi^4$ term is understood as a “new” coupling constant modified by the coarse-graining procedure, and we obtain

$$r(g) = P_0 + P_2 + \frac{1}{2} = \frac{3}{2}(g - g^2) + \frac{1}{2}, \quad (3.7)$$

$$\beta(g) = -g(1 + 4P_2 + 4P_4) = -g(1 + 6g - 4g^2). \quad (3.8)$$

Therefore, a fixed point of the beta function and the corresponding critical exponent are evaluated as

$$g_c = \frac{3 - \sqrt{13}}{4} \simeq -0.151, \quad \gamma = \frac{4\sqrt{13}}{13(-3 + \sqrt{13})} \simeq 1.83, \quad (3.9)$$

where we have chosen the root with the smallest non-vanishing absolute value as $g_c$. From the viewpoint of perturbation theory, it would correspond to the first singularity to be realized. Comparing them with the exact values $g_c = -\frac{1}{12}$ and $\gamma = \frac{5}{2}$ calculated in [2], we find that this lower order calculation provides a reasonable, but quantitatively not so satisfactory, result.

---

5For a general class of matrix models, in the large-$N$ limit, various kinds of eigenvalue distribution and accordingly various types of critical behavior may be realized. Therefore, in general, it is not obvious that which fixed point of the matrix RG for a given model corresponds to which critical behavior of the matrix model in question. In the case of the $\phi^4$ model, we naturally expect that the matrix RG recovers the singularity produced by the standard one-cut solution.
3.2 Higher order corrections

Next, we take the effect of higher order corrections into account and study how it changes the lower order result. We also trim the higher order terms by use of reparametrization invariance and observe improvement.

**The exact propagator in the planar limit:** Instead of pushing perturbative calculation to higher orders, we introduce the exact (or full) propagator of $v$ in the large-$N$ limit. The exact propagator contains all the self-energy corrections, and then the vacuum diagrams in terms of this exact propagator gets simplified. Actually, to the leading order of the large-$N$ limit, it turns out that the simplification is drastic and it is possible to make a partial resummation.

Let $\frac{1}{N}C_{ij}$ be the exact propagator of $v_i$ and $v_j^\dagger$

$$\frac{1}{N}C_{ij} = \left\langle v_i v_j^\dagger \right\rangle = \begin{array}{c} \includegraphics[width=0.2\textwidth]{propagator} \end{array},$$

where the box represents the exact propagator and the expectation value involves the full integral over $v$ and $v^\dagger$. The exact propagator can be described by the following consistency equation,

$$\begin{align*}
C &= \begin{array}{c} \includegraphics[width=0.2\textwidth]{propagator} \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{amputated} \end{array} = Y^{-1} + \frac{Y^{-1}}{N} D^{1PI} C_N, \end{align*}$$

where $Y^{-1}/N$ (a crossed line) is the tree level propagator and $D^{1PI}$ represents the amputated two-point one-particle irreducible (1PI) diagrams. To the leading order in the large-$N$ limit, there is only one diagram in terms of the exact propagator and it has a particularly simple expression,

$$D^{1PI} = -g \text{tr} C + O(1).$$

Here the interaction vertex $\frac{gN}{2} |v|^2 |v|^2 = \frac{gN}{2} (v_i v_i^\dagger)(v_j v_j^\dagger)$ is represented by the four lines with a black dot, to make the flow of the indices $i$ and $j$ manifest. Therefore, we have the self-consistency equation,

$$C = Y^{-1} - gY^{-1} \frac{\text{tr} C}{N} C.$$

The exact $v$-integral is obtained by considering the following planar connected vacuum diagrams in terms of the exact propagator in the large-$N$ limit,

$$\begin{align*}
\begin{array}{c} \includegraphics[width=0.2\textwidth]{vacuum integrals} \end{array} &= -\frac{1}{N} \text{tr} \ln C - \frac{g}{2} \left( \frac{1}{N} \text{tr} C \right)^2 + O(N^{-1}).
\end{align*}$$
By solving (3.13) iteratively and plugging it into (3.14), one can check that (3.14) reproduces the perturbative result, and it confirms the negative sign for the second term.

Unfortunately, we have not been able to obtain a full solution of (3.13). However, if we neglect the contribution of $\phi$, namely setting $\phi = 0$, the tree level propagator gets simplified as $Y^{-1} = \frac{1}{1 + ga^2} 1$. In this case, we can assume $C = c1$ and solve (3.13) as

$$c = \frac{1 + ga^2}{2g} \left( -1 + \sqrt{1 + \frac{4g}{(1 + ga^2)^2}} \right),$$

where the sign is chosen so that $g = 0$ case comes back to the tree level result. This is the resummed propagator that does not include the self-energy corrections from the interaction vertices $gN(\alpha v^\dagger \phi v)$ and $gN(v^\dagger \phi^2 v)$ but include those from the self-interaction as well as $gN(v^\dagger \alpha^2 v)$ interaction. One can use this $c$ to improve (3.3).

Let us calculate the change of the action to the third order of perturbation theory by use of $c$,

$$NS[\hat{\phi}] \to N \text{tr} \left( \frac{1}{2} \phi^2 + \frac{g}{4} \phi^4 \right) + NP_0(g) + P_2(\phi) \text{tr} \phi^2 - gP_4(g) \text{tr} \phi^4$$

$$+ g^2 P_6(g) \text{tr} \phi^6 + \frac{P_{2,2}(g)}{N} \text{tr} \phi^2 \text{tr} \phi^2,$$

where

$$P_0(g) = - \log c - \frac{gc^2}{2}, \quad P_2(g) = gc, \quad P_4(g) = \frac{gc^2}{2}, \quad P_6(g) = \frac{gc^3}{3}, \quad P_{2,2}(g) = \frac{g^3c^4}{2},$$

and $c = \frac{1}{2g}(-1 + \sqrt{1 + 4g})$.

To compare this resummed result with the one in the previous subsection, we take only the first line of (3.16), namely up to the second order of perturbation. After rescaling $\phi$ as before, we obtain

$$\beta(g) = -g \left( 1 + 4gc + 2gc^2 \right).$$

The non-zero fixed point of the beta function and the critical exponent of it are evaluated numerically as

$$g_c \simeq -0.132, \quad \gamma = \frac{-2\sqrt{1 + 4gc}}{\sqrt{1 + 4gc^2}} \approx 1.52.$$

By employing the partially-exact propagator $c$, we achieve some improvement, but not so significant one.

---

6 Here the vacuum energy part $P_0$ is obtained by substituting $C = c1$ into (3.14). The negative sign for $O(g)$ term may also be understood in the following way: we can introduce a subsidiary variable $h$ to rewrite $v^4$ vertex as $\frac{-gN}{2}(h^2 - 2v^2 h)$, at least formally. Integrating out $v$, with $\alpha$ and $\phi$ neglected, leads an effective action $-\frac{gN}{2} h^2 + N \log(1 + gh)$. Evaluating this by its saddle point value $h = (1 + gh)^{-1}$, one finds $-N \log h - \frac{Ng}{2} h^2$. Finally, recalling that the saddle point value of $h$ is $h = |v|^2$ at the beginning, namely $h$ gives the exact propagator that does not involve $\phi$ nor $\alpha$, one can confirm that $P_0$ indeed is the vacuum energy part.
Schwinger-Dyson equations and higher order terms: So far, we have ignored higher order terms induced by the coarse-graining procedure. As pointed out in [4, 11], such higher order terms are not independent of one another, especially related to the terms in the original action, due to the large reparametrization invariance of the matrix model. Therefore, simply neglecting higher order terms would not be a good approximation. We now introduce the Schwinger-Dyson equations from the reparametrization invariance and trim the higher order terms, by following [4].

The reparametrization invariance implies that the correlation functions are invariant under the redefinition of the matrix, \( \phi \rightarrow \phi + \epsilon \phi^n \). The invariance of the partition function leads to the following Schwinger-Dyson equations,

\[
\int D\phi \, \text{tr} \left[ \frac{\delta}{\delta \phi} \left( \phi^n e^{-NS} \right) \right] = 0. \tag{3.20}
\]

To deal with \( \text{tr} \phi^6 \) and \( (\text{tr} \phi^2)^2 \) terms in (3.16), we use the following Schwinger-Dyson equations that are from \( n = 1 \) and \( n = 3 \) ones respectively,

\[
\langle 1 \rangle = \langle \frac{\text{tr} \phi^2}{N} \rangle + g \langle \frac{\text{tr} \phi^4}{N} \rangle, \tag{3.21}
\]

\[
2 \langle \frac{\text{tr} \phi^2}{N} \rangle + \langle \frac{\text{tr} \phi \, \text{tr} \phi}{N} \rangle = \langle \frac{\text{tr} \phi^4}{N} \rangle + g \langle \frac{\text{tr} \phi^6}{N} \rangle. \tag{3.22}
\]

Thanks to the large-\( N \) factorization property, \( N^{-2} \langle \text{tr} \phi \, \text{tr} \phi \rangle = N^{-1} \langle \text{tr} \phi \rangle \, N^{-1} \langle \text{tr} \phi \rangle + O(N^{-1}) \sim 0 \) to the leading order of the large-\( N \) limit, because \( \langle \text{tr} \phi \rangle = 0 \). Therefore \( \text{tr} \phi^6 \) and \( (\text{tr} \phi^2)^2 \) terms can be identified with

\[
\langle \text{tr} \phi^6 \rangle = \frac{2}{g} \langle \text{tr} \phi^2 \rangle - \frac{1}{g} \langle \text{tr} \phi^4 \rangle, \tag{3.23}
\]

\[
\langle \text{tr} \phi^2 \rangle^2 = (N - g \langle \text{tr} \phi^4 \rangle)^2. \tag{3.24}
\]

Due to an appearance of the \( \langle \text{tr} \phi^2 \rangle^2 \) term, we obtain an RG equation of the free energy with a non-linear term

\[
\left( N \frac{\partial}{\partial N} + 2 \right) F = b_0(g) + b_1(g) \frac{\partial F}{\partial g} + b_2(g) \left( \frac{\partial F}{\partial g} \right)^2, \tag{3.25}
\]

where

\[
b_0(g) = \frac{1}{2} + P_0 + P_2 + 2gP_6 + P_{2,2},
\]

\[
b_1(g) = -g \left\{ 1 + 4(P_2 + P_4 + P_6 + 2gP_6 + 2P_{2,2}) \right\},
\]

\[
b_2(g) = 16g^2 P_{2,2}. \tag{3.26}
\]

Note that all \( P_2, P_4 \) and \( P_6 \) start with \( O(g) \) terms. In fact, all \( P_n \) from \( n \)-th order perturbation calculations would contribute to \( b_1 \). At the linearized level (namely the \( b_2 \)
part dropped), a fixed point of the beta function and the corresponding exponent are calculated as

\[ g_c \simeq -0.113, \quad \gamma \simeq 1.59. \] (3.27)

In Appendix A, we calculate these quantities with the \( b_2 \) term by use of the method developed in \[4\], and obtain \( \gamma_{\text{nonlinear}} \simeq 1.59 \). The non-linear term in (3.25) dose not change the result from the linear level analysis. Since \( b_2 \) is proportional to \( g^5 \), it seems natural that the change is not visible for this small value of \( g_c \).

As we have seen, some improvement has been achieved to include higher order terms in perturbation theory as well as to take into account of reparametrization invariance, and we find that the value of the fixed point by the matrix RG approaches to the exact value \(-\frac{1}{12}\) within 35.1% relative error. On the other hand, the approximated values the critical exponent \( \gamma \) take the closest number to the exact one \( \gamma = 5/2 \) when we simply use a lower order calculation. To this order, the improvement through the exact propagator and the Schwinger-Dyson equations does not appear to be so significant.

As we go further higher orders in perturbation theory, more complicated terms are to be induced, and we expect further improvement. At the sixth order, a triple trace term \( \text{tr} \phi^2 \text{tr} \phi^2 \text{tr} \phi^2 \) appears, and it gives a further nonlinear \( \left( \frac{\partial F}{\partial g} \right)^3 \) term in the RG equation through the Schwinger-Dyson equations and the large-\( N \) factorization.

### 3.3 The effect of nontrivial saddle points of \( \alpha \)

So far, we have considered the effective action for \( \phi \) around an obvious saddle point of \( \alpha \) potential, \( \alpha = 0 \), in (2.4). Although perturbative contribution from the \( \alpha \) propagator \( \langle \alpha \alpha \rangle \) is subleading in the large-\( N \) limit, therefore negligible, other saddle points of the \( \alpha \)-potential would have significant effect, which we will investigate in the following. For simplicity, we restrict ourselves in calculation up to \( \mathcal{O}(g^2) \).

In (2.4), one can carry out only \( \nu \)-part integration which leads an effective action for \( \phi \) and \( \alpha \),

\[ V[\phi, \alpha] = V[\phi, 0] + \frac{1}{2} \left( 1 + 2L_2 - 2gK\frac{\text{tr} \phi^2}{N} \right) \alpha^2 + \frac{g}{4}(1 - 4L_4)\alpha^4, \] (3.28)

where \( V[\phi, 0] \) denotes an \( \alpha \) independent part which coincides with \( V[\phi] \) that we have considered in the previous subsections, and

\[ L_2 = g - g^2, \quad L_4 = \frac{g}{2}, \quad K = \frac{3g}{2}. \] (3.29)

It should be noted that we have dropped single trace terms with odd powers in \( \phi \), like \( \text{tr} \phi^{2n+1} \), as they will vanish after we take the expectation value with respect to \( S[\phi] \).
Now the question is whether there is a saddle point \( \alpha_c \) in the effective action (3.28) so that \( V[\phi, \alpha_c] < V[\phi, 0] \). If so, the contribution of perturbation theory around \( \alpha = \alpha_c \) dominates the path-integral as \( \exp[-N(V[\phi, 0] - V[\phi, \alpha_c])] \) is exponentially small in the large-\( N \) limit. In (3.28), such a non-trivial saddle point appears when the coefficient of the quadratic term of \( \alpha \) is negative, and simultaneously the coefficient for the quartic term positive. The latter condition implies \( 0 < g < 1/2 \). To estimate the signature of the quadratic term coefficient, we employ perturbation theory with respect to \( S[\phi] \), namely

\[
\langle \frac{\text{tr} \phi^2}{N} \rangle = 1 - 2g + 9g^2 + \mathcal{O}(g^3).
\]

To the second order of perturbation in \( g \), it turns out that the evaluated coefficient becomes negative for \( g < -0.290 \) or \( 0.690 < g \). Therefore, to this order, there does not appear a non-trivial saddle point for the \( \alpha \)-effective potential.

Although the relevance of non-trivial saddle points is not justified at this order, we continue observing the effect of the non-trivial saddle point, to present how it affects the result if it existed. We may also assume an optimistic attitude as it would become significant at higher orders. The saddle point value of the effective action is then

\[
V[\phi, \alpha_c] = V[\phi, 0] - \frac{(1 + 2L_2 - 2gK_N^\text{tr} \phi^2)^2}{4g(1 - 4L_4)}.
\]

(3.30)

The fluctuation of \( \alpha \) around this vacuum is negligible as before. It produces new \( \text{tr} \phi^2 \) and \( \text{tr} \phi^2 \text{tr} \phi^2 \) terms that change the beta functions. Including them to (3.3), with the Schwinger-Dyson equation (3.20), leads to an RG-equation

\[
\left( N \frac{\partial}{\partial N} + 2 \right) F = b_0 + b_1 \frac{\partial F}{\partial g} + b_2 \left( \frac{\partial F}{\partial g} \right)^2,
\]

(3.31)

with

\[
b_0 = \frac{1}{2} + P_0 + P_2 - \frac{1}{1 - 4L_4} \left( \frac{(1 + 2L_2)^2}{4g} - K(1 + 2L_2) + gK^2 \right),
\]

(3.32)

\[
b_1 = -g \left( 1 + 4P_2 + 4P_4 + 4K \frac{1 + 2L_2}{1 - 4L_4} - \frac{8gK^2}{1 - 4L_4} \right),
\]

(3.33)

\[
b_2 = -\frac{16g^3K^2}{1 - 4L_4},
\]

(3.34)

where \( P_0, P_2 \) and \( P_4 \) are defined in (3.4). We carry out a linear level analysis with \( b_1 \) only, and find a real zero with the smallest absolute value at

\[
g_c \simeq -0.0982,
\]

(3.35)

\(^7\)Since perturbative corrections appear with \((-g)^n\), a next order correction to \( L_4 \) has the negative sign. It thus leaves a possibility that, for some positive or negative values of \( g \), there may appear a non-trivial saddle point.
and the corresponding exponent is $\gamma \simeq 2.40$, which is curiously close to the exact value. These values have 17.9\% error for $g_c$ and 3.99\% error for $\gamma$.

In summary, in the lower order calculation, we have qualitatively good results. After including higher order perturbative corrections and applying Schwinger-Dyson equations, we have achieved some quantitative improvement of the approximated values of the fixed point. The nontrivial saddle point of $\alpha$ for the effective action $V[\phi, \alpha]$ is not relevant as far as we have used lower order results, but it might become important if we include higher order corrections, since it is capable of reproducing much nicer numerical results.

\section{The Yang-Mills Matrix Model}

In this section, we study the matrix RG of the YM matrix model with mass terms (1.1). For convenience of later calculation, we rescale the matrices as $m\hat{A}^2 \to \hat{A}^2$ and $m\hat{B}^2 \to \hat{B}^2$. The matrix model action is now

$$\frac{1}{2} N \text{tr} \left( \hat{A}^2 + \hat{B}^2 - \lambda[\hat{A}, \hat{B}]^2 \right) + \frac{1}{2} N^2 \log(mM), \quad \lambda \equiv \frac{g}{mM},$$

and the matrices $\hat{A}$ and $\hat{B}$ are decomposed as

$$\hat{A} = \begin{pmatrix} A & a \\ a^\dagger & \alpha \end{pmatrix}, \quad \hat{B} = \begin{pmatrix} B & b \\ b^\dagger & \beta \end{pmatrix}.$$  

We integrate out $a, a^\dagger, b, b^\dagger, \alpha,$ and $\beta$ to obtain an effective action for $(N-1) \times (N-1)$ matrices. Under this decomposition, the matrix model action is

$$NS[\hat{A}, \hat{B}] = NS[A, B] + \frac{1}{2} N^2 \log(mM) + \frac{1}{2} N \text{tr} (\alpha^2 + \beta^2) + N v^\dagger \Upsilon v + N \lambda V_4,$$

where

$$v = (a, b), \quad V_4 = |a|^2 |b|^2 + (a^\dagger \cdot b)(b^\dagger \cdot a) - (a^\dagger \cdot b)(a^\dagger \cdot b) - (b^\dagger \cdot a)(b^\dagger \cdot a),$$

$$\Upsilon = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \lambda \begin{pmatrix} B^2 + 2\beta B + \beta^2 I & AB - 2BA + \beta A + \alpha B - \alpha \beta I \\ BA - 2AB + \alpha B + \beta A - \alpha \beta I & A^2 + 2\alpha A + \alpha^2 I \end{pmatrix}.$$  

The propagators are

$$\langle v_A v_B^\dagger \rangle_0 = \frac{1}{N}(\Upsilon^{-1})_{AB}, \quad \langle \alpha \alpha \rangle_0 = \langle \beta \beta \rangle_0 = \frac{1}{N},$$

where $v_A = a$ and $v_B = b$. 
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4.1 Lower order calculations

First, we carry out the coarse-graining by perturbation theory up to the second order in \( \lambda \). In perturbative expansion, \( \alpha \) and \( \beta \) give sub-leading effects in the large-\( N \) limit, and we set \( \alpha = \beta = 0 \) and do not include their contributions. The perturbative calculation gives

\[
NS[\hat{A}, \hat{B}] \rightarrow \frac{1}{2}N \text{tr} (A^2 + B^2 - \lambda [A, B]^2) + \frac{1}{2}N^2 \log(mM) + NP_{00}(\lambda)
\]

\[
+ P_{20}(\lambda) \text{tr} A^2 + P_{02}(\lambda) \text{tr} B^2 + \lambda P_{22}^- (\lambda) \text{tr} [A, B]^2
\]

\[
+ \lambda P_{40}(\lambda) \text{tr} A^4 + \lambda P_{04}(\lambda) \text{tr} B^4 + \lambda P_{22}^+(\lambda) \text{tr} \{A, B\}^2, \tag{4.5}
\]

where

\[
P_{00}(\lambda) = P_{20}(\lambda) = P_{02}(\lambda) = \lambda - \lambda^2,
\]

\[
P_{40}(\lambda) = P_{04}(\lambda) = -\frac{\lambda}{2}, \quad P_{22}^-(\lambda) = \frac{9}{4}\lambda, \quad P_{22}^+(\lambda) = -\frac{\lambda}{4}. \tag{4.6}
\]

It should be noted that we only keep the leading order contributions in the large-\( N \) limit. To this order, the terms that are absent in the original action, \( \text{tr} A^4 \), \( \text{tr} B^4 \) and \( \text{tr} \{A, B\}^2 = \text{tr} (AB + BA)^2 \), are induced. For the time being, we discard these terms and derive the beta function of \( \lambda \). Later, we use Schwinger-Dyson equations to eliminate some of them. The method is parallel to the case of the \( \phi^4 \) model in the previous section.

The rescaling of matrices are chosen as

\[
\frac{N}{2} \left(1 + \frac{2P_{20}}{N}\right) \text{tr} A^2 \rightarrow \frac{N - 1}{2} \text{tr} A^2, \quad \frac{N}{2} \left(1 + \frac{2P_{02}}{N}\right) \text{tr} B^2 \rightarrow \frac{N - 1}{2} \text{tr} B^2. \tag{4.7}
\]

We obtain the beta function

\[
\beta(\lambda) = -\lambda \left(1 + 2P_{20} + 2P_{02} + 2P_{22}^-\right)
\]

\[
= -\lambda \left(1 + \frac{17}{2}\lambda - 4\lambda^2\right), \tag{4.8}
\]

and a fixed point and the corresponding critical exponent

\[
\lambda_c \sim -0.112, \quad \gamma \sim 1.90. \tag{4.9}
\]

This result implies that the YM-type matrix model \(^{[11]}\) would develop a non-analytic behavior \(^{[21]}\) around a certain negative \( \lambda \) and that it would be similar to the one from the \( \phi^4 \) matrix model.
4.2 Higher order corrections

We have considered the matrix RG by use of naive perturbation theory to $\mathcal{O}(\lambda^2)$. In this subsection, we consider to include higher order effects to improve our previous result. As in the case of the $\phi^4$ model, we will explore exact propagators, Schwinger-Dyson equations, and the effects of nontrivial saddle points of $\alpha$ and $\beta$, in order.

**Exact propagators:** Let $\frac{1}{N}C_{AB}$ be the exact propagator $\langle v_A v_B^\dagger \rangle$. They satisfy the following recursive condition,

$$
\frac{C_{AB}}{N} = \frac{\Upsilon_{AB}^{-1}}{N} + \frac{\Upsilon_{AC}^{-1}}{N} D_{CD}^{1PI} \frac{C_{DB}}{N}.
$$

(4.10)

These equations iteratively reproduce the perturbative expansions of the propagators. In (4.10), $\frac{1}{N}\Upsilon_{AB}$ are tree level propagators and $D_{AB}^{1PI}$ are contributions from 1PI graphs that are calculated by the exact propagators themselves with the interaction vertex $V_4$. In the large-$N$ limit, the leading part of $D_{AB}^{1PI}$ are simply

$$
D_{aa}^{1PI} = - \lambda \text{tr} C_{bb} \cdot 1, \quad D_{ba}^{1PI} = - \lambda (\text{tr} C_{ba} - 2\text{tr} C_{ab}) 1, \\
D_{bb}^{1PI} = - \lambda \text{tr} C_{aa} \cdot 1, \quad D_{ab}^{1PI} = - \lambda (\text{tr} C_{ab} - 2\text{tr} C_{ba}) 1.
$$

(4.11)

From (4.11) and (4.10), we can determine the exact propagators. In general, it is difficult to solve the matrix equations (4.10) exactly. In the case of $A = B = 0$ and $\beta = 0$ (or $\alpha = 0$), we can find a solution, as before. The details are presented in Appendix B and the solutions are, by setting $C_{AB} = c_{AB} 1$,

$$
c_{aa} = \frac{1 + \lambda \alpha^2}{2\lambda} \left( -1 + \sqrt{1 + \frac{4\lambda}{1 + \lambda \alpha^2}} \right), \quad c_{bb} = \frac{1}{2\lambda} \left( -1 + \sqrt{1 + \frac{4\lambda}{1 + \lambda \alpha^2}} \right),
\quad c_{ab} = c_{ba} = 0.
$$

(4.12)

These propagators are again partially-resummed propagators that include all corrections from the vertex $V_4$ as well as $v-\alpha$ four point interactions, but none of corrections involving $A$, $B$ and $\beta$.

Now we consider a simple case with $\alpha = 0$ and define $c = c_{aa} = c_{bb} = \frac{1}{2\lambda} (-1 + \sqrt{1 + 4\lambda})$. With these propagators, the corrections to the second order perturbation (4.6) can be obtained by replacing the coefficients with

$$
P_{20} = P_{02} = \lambda c, \quad P_{40} = P_{04} = -\frac{\lambda}{2} c^2, \quad P_{22}^- = \frac{9}{4} \lambda c^2, \quad P_{22}^+ = -\frac{\lambda}{4} c^2.
$$

(4.13)

In this case, the fixed point of the beta function and the corresponding exponent are calculated to be

$$
\lambda_c \simeq -0.0982, \quad \gamma \simeq 1.64.
$$

(4.14)
Schwinger-Dyson equations: We have seen that the perturbative calculation to the second order induces tr $A^4$, tr $B^4$ and tr $\{A, B\}^2$ terms that do not exist in the original action (1.1). As in the case of the $\phi^4$ model, we use the Schwinger-Dyson equations to replace some of the induced operators with other operators and investigate the change of the couplings.

The set of the relations we need are worked out in Appendix C, and the result is

$$
\langle \text{tr } A^4 \rangle = \langle \text{tr } B^4 \rangle = -\frac{1}{4} \langle \text{tr } [A, B]^2 \rangle + \frac{3}{4} \langle \text{tr } \{A, B\}^2 \rangle .
$$

(4.15)

With tr $A^4$ and tr $B^4$ terms replaced by use of these relations, (4.6) is modified as

$$
P^{00} = P^{20} = P^{02} = \lambda - \lambda^2, \quad P^{40} = P^{04} = 0, \quad P^{-22} = \frac{5}{2} \lambda, \quad P^{+22} = -\lambda .
$$

(4.16)

Using them, we get

$$
\lambda_c \simeq -0.106 , \quad \gamma \simeq 1.91 .
$$

(4.17)

Effects of nontrivial saddle points of $\alpha$ and $\beta$: Here, we discuss whether a non-trivial saddle point of $\alpha$ and $\beta$ integrals changes the lower order results.

Just as in the case of the $\phi^4$ matrix model, the perturbative calculation to $O(\lambda^2)$ gives rise to the following effective action including $\alpha$ and $\beta$,

$$
V[A, B; \alpha, \beta] = V[A, B; 0, 0] + \frac{1}{2} \left( 1 + 2(\lambda - \lambda^2) \right) (\alpha^2 + \beta^2) \\
- \frac{\lambda^2}{2} \left( (\alpha^2 + \beta^2)^2 + 2 \frac{\text{tr } (A^2 + B^2)}{N} (\alpha^2 + \beta^2) \right) + 4 \frac{\text{tr } A^2}{N} \alpha^2 + 4 \frac{\text{tr } B^2}{N} \beta^2 ,
$$

(4.18)

where we have dropped the terms proportional to tr $A$, tr $B$, tr $AB$, tr $A^3$, tr $B^3$, tr $A^2B$, and tr $AB^2$ which will vanish after the averaging with respect to $S[A, B]$. We adopt a parametrization

$$
\alpha = u \cos \theta, \quad \beta = u \sin \theta ,
$$

(4.19)

and first consider the saddle point with respect to $\theta$, $\frac{\partial V}{\partial \theta} = 0$. Since all the solutions, $\theta = 0, \frac{\pi}{2}, \pi$, and $\frac{3\pi}{2}$, serve essentially an equivalent result, we take $\theta = 0$ for further study.

Now the effective potential becomes

$$
V[A, B; u, \theta = 0] = V[A, B; 0, 0] + \frac{1}{2} \left( 1 + 2(\lambda - \lambda^2) - 2\lambda^2 \frac{3 \text{tr } A^2 + \text{tr } B^2}{N} \right) u^2 - \frac{\lambda^2 u^4}{2} .
$$

(4.20)
There is no non-trivial saddle point which gives an energy lower than \(V[A, B; 0, 0]\). Here we provide a suggestion to include some of higher-order corrections and observe if there appear nontrivial saddle points.

In (4.3), the Gaussian integration of \(v, v^\dagger\) can be done if \(A = B = 0\) and \(V_4\) interaction is neglected. This gives rise to an effective potential

\[
V[A, B; u, \theta] = V[A, B; 0, 0] + \frac{u^2}{2} + \log(1 + \lambda u^2).
\]

(4.21)

Next, we introduce first order contributions of \(A^2\) and \(B^2\). We guess that, for \(\theta = 0\) case,

\[
V[A, B; 0, 0] + \frac{1}{2} \left( 1 - 2\lambda^2 - 2\lambda^2 \frac{\text{tr} (3A^2 + B^2)}{N} \right) u^2 + \log(1 + \lambda u^2).
\]

(4.22)

The potential (4.22) agrees with the original potential (4.20) to \(O(\lambda^2)\). Using the potential (4.22), we consider the saddle point equation

\[
0 = u \left[ \left( 1 - 2\lambda^2 - 2\lambda^2 \frac{\text{tr} (3A^2 + B^2)}{N} \right) + \frac{2\lambda}{1 + \lambda u^2} \right].
\]

(4.23)

A non-trivial solution is

\[
u_c^2 = - \frac{1}{\lambda} - \frac{2}{1 - 2\lambda^2 - 2\lambda^2 \frac{\text{tr} (3A^2 + B^2)}{N}}.
\]

(4.24)

The reality condition for \(u_c, u_c^2 \geq 0\), is evaluated as \(\lambda \leq -0.316, -0.232 \leq \lambda \leq 0\) or \(0.316 \leq \lambda \leq 0.432\), using \(\frac{1}{N} \langle \text{tr} A^2 \rangle = 1 + O(\lambda)\) and \(\frac{1}{N} \langle \text{tr} B^2 \rangle = 1 + O(\lambda)\). The condition for the effective potential evaluated by this saddle point to be real leads to further conditions on \(\lambda\), and the allowed region is evaluated as \(-0.232 \leq \lambda \leq 0\) or \(0.316 \leq \lambda \leq 0.432\). The difference of the potential values at the saddle point \(V[u_c] - V[0]\) turns out to be positive semi-definite in this allowed region, and the saddle points do not contribute like the case of the \(\phi^4\) model. Despite of this observation, we again try to evaluate the values of the fixed point and the corresponding exponent, associated with this non-trivial saddle point. We expand the saddle point action \(V[A, B; u_c, 0]\) by \(\frac{1}{N} \text{tr} (3A^2 + B^2)\) term\(^8\) to the first order. This produces a new correction term

\[
k(\lambda) \frac{\text{tr} (3A^2 + B^2)}{N}, \quad k(\lambda) = \frac{\lambda (1 + 2\lambda - 2\lambda^2)}{1 - 2\lambda^2},
\]

(4.25)

which modifies the beta function as

\[
\beta(\lambda) = -\lambda \left( 1 + 2 (P_{20} + 3k(\lambda)) + 2 (P_{02} + k(\lambda)) + 2P_{22} \right).
\]

(4.26)

\(^8\)It imposes an additional reality condition, \(\frac{2\lambda}{\lambda^2} > 0\).
Plugging (4.16) into this, a fixed point and the corresponding critical exponent are evaluated as

\[ \lambda_c \simeq -0.0615, \quad \gamma \simeq 2.10. \]  

(4.27)

We have got a suggestive result from the above analysis, like the case of the \( \phi^4 \) model.

The saddle point here turns out to not contribute to the matrix RG in the large-\( N \) limit, but neglecting \( V_4 \) interaction is not a good approximation, as this self interactions are comparable to the \( v - \alpha, v - \beta \) interactions. In order to take account of the effect of the self-interaction, we next consider to use the exact propagators (4.12) which are valid when \( A = B = \beta = 0 \). We employ them to integrate over \( v \) and \( v^\dagger \), and take the lowest order corrections from \( A \) and \( B \). Then, we find an effective potential

\[
V[A, B; \alpha, 0] = \tilde{V}[A, B; 0, 0] + \frac{\alpha^2}{2} + \lambda \left( \frac{c_{bb}}{N} \text{tr} A^2 + \frac{c_{aa}}{N} \text{tr} B^2 \right) - \log c_{aa} - \log c_{bb} - \lambda c_{aa} c_{bb},
\]

(4.28)

where in the second line, \( \alpha = 0 \) part contains \( \alpha \)-independent corrections, and \( \tilde{V}[A, B; 0, 0] \) means that these corrections are subtracted from \( V[A, B; 0, 0] \). This potential is still too complicated to extract a tractable saddle point. We may try to find a nonperturbative saddle point of \( \alpha \) in the weak coupling regime, \( \lambda \to 0 \) with \( \lambda \alpha^2 \) fixed. In this case, \( c_{bb} \to (1 + \lambda \alpha^2)^{-1} \) and \( c_{aa} \to 1 \), and

\[
V[A, B; \alpha, 0] \to \tilde{V}[A, B; 0, 0] + \frac{\lambda}{N} \text{tr} B^2 + \frac{\alpha^2}{2} - \frac{\lambda}{1 + \lambda \alpha^2} \left( 1 - \frac{\text{tr} A^2}{N} \right) + \log(1 + \lambda \alpha^2). 
\]

(4.29)

Nontrivial saddle points appear at

\[
X_\pm \equiv \frac{2 \lambda}{1 + \lambda \alpha^2} = Y^{-1}(-1 \pm \sqrt{1 - 2Y}), \quad Y = 1 - \frac{\text{tr} A^2}{N}. 
\]

(4.30)

In the weak coupling regime, we may evaluate \( Y \) by use of perturbation theory, \( \frac{1}{N} \langle \text{tr} A^2 \rangle = 1 - 2\lambda + 12\lambda^2 + \mathcal{O}(\lambda^3) \), as \( Y = 2\lambda - 12\lambda^2 + \mathcal{O}(\lambda^3) \). Thus, \( X_\pm \) will be \( X_+ = -1 - \lambda + 4\lambda^2 + \mathcal{O}(\lambda^3) \) for the positive sign solution and \( X_- = -\lambda^{-1} - 5 + \mathcal{O}(\lambda) \) for the negative one. In terms of \( \alpha \), the saddle points are

\[
\alpha^2_\pm = -\frac{1}{\lambda} + \frac{2}{X_\pm}.
\]

(4.31)

This is self-consistent as \( \alpha^2_\pm \lambda = -1 + \mathcal{O}(\lambda) \). The difference of the potential is

\[
V[A, B; \alpha_\pm, 0] - V[A, B; 0, 0] = \frac{\alpha^2_\pm}{2} + \frac{\lambda^2 \alpha^2_\pm}{1 + \lambda \alpha^2_\pm} Y + \log(1 + \lambda \alpha^2_\pm).
\]

(4.32)
In order for the potential to remain real, we need to take the $X_+$ solution and also keep $\lambda$ to be a small negative value. This also retains $\alpha_+^2$ to be positive. If we keep up to $O(\lambda^2)$ terms in the small $\lambda$ expansion as well as the logarithmic term, by use of the above perturbative estimation, we find that the difference is always positive. In this second analysis, the nontrivial fixed points would not contribute to the effective potential at least within the region the analysis is valid.

In the previous and this subsections, we have analyzed the matrix RG equation for the Yang-Mills type matrix model with the mass terms. We derive the beta function in various ways and investigate the fixed points and the corresponding exponents. The result suggests that the model would exhibit a similar critical behavior to that of the $\phi^4$ model for a small negative value of $\lambda = g/Mm$. In parallel with the case of the $\phi^4$ model, we have examined the effects from non-trivial saddle points of an effective potential of $\alpha$ and $\beta$. After we investigate that perturbative calculations do not lead to a non-trivial saddle point, we try to consider a partially resummed potential, based on a Gaussian integration as well as using the exact propagators. These two arguments provide different observations, and we have not found a conclusive evidence that a non-trivial saddle point of the effective $\alpha$ and $\beta$ potential has a significant effect to evaluate the exponent $\gamma$. It might be the case if we could include higher order effects in a more systematic way, but a more detailed investigation is left as a future work. As for the analysis based on the Schwinger-Dyson equations, on contrary to the $\phi^4$ model, we cannot eliminate all the unwanted terms, such as $\text{tr} \{ A, B \}^2$. Obviously, the action (1.1) is not the most general one respecting all the symmetries it possesses, and it may not be surprising that we cannot control the higher order correction by only using the Schwinger-Dyson equations. On the other hand, in (1.2), the SD equation analysis might give a closed form, but we do not carry out this study in the present paper.

### 4.3 A critical behavior of the Yang-Mills matrix model with the mass terms

In the study of the YM two matrix model with the mass terms, we can diagonalize one of the matrices to derive a saddle-point equation for the eigenvalue distribution of the diagonalized matrix. An analytic solution has been discussed in the literature, and we discuss its implication to our result. Another qualitative discussion about the critical behavior for of the YM matrix model with the mass terms is presented in Appendix D based on a matrix analogue of the mean field approximation.
**An implication from exact results:** We can study the YM two-matrix models by diagonalizing one of the two matrices. We choose to diagonalize $\hat{A}$ in (1.1). The action becomes

$$S = \frac{1}{2} \left( \sum_{i=1}^{N} (m\lambda_i^2 + MB_{ii}^2) + \sum_{i \neq j}^{N} \{ M + g(\lambda_i - \lambda_j)^2 \} \hat{B}_{ij}\hat{B}_{ji} \right) - \frac{1}{N} \sum_{i \neq j} \log |\lambda_i - \lambda_j|, \quad (4.33)$$

where $\lambda_i$ are the eigenvalues of the matrix $\hat{A}$, and the last log term comes from the Vandermonde determinant. The Gaussian integration with respect to $\hat{B}$ leads to

$$Z \propto \prod_{i=1}^{N} \int d\lambda_i e^{-NV},$$

$$V = \sum_{i=0}^{N} \frac{m}{2} \lambda_i^2 + \frac{1}{N} \sum_{i \neq j} \left( \log \{ M + g(\lambda_i - \lambda_j)^2 \} - \log (\lambda_i - \lambda_j)^2 \right). \quad (4.34)$$

In the large-$N$ limit, the solution of the eigenvalue distribution may be obtained by solving the following saddle point equations,

$$m\lambda_i + \frac{1}{2N} \sum_{j \neq i} \left\{ \left( \frac{1}{\lambda_i - \lambda_j - i\sqrt{M/g}} - \frac{1}{\lambda_i - \lambda_j} \right) + \left( \frac{1}{\lambda_i - \lambda_j + i\sqrt{M/g}} - \frac{1}{\lambda_i - \lambda_j} \right) \right\} = 0. \quad (4.35)$$

Looking at the matrix integral after $\hat{B}$ is integrated out, one finds that this is similar to the Gaussian matrix model when $g$ is small. Therefore, we expect that there is a large-$N$ solution with a single brunch cut. If $g$ is negative, the log potential becomes unbounded from below and a critical behavior is expected to come in.

The saddle point equation (4.35) is solved in [8] as implicit functions of the coupling constant and the free energy in the large-$N$ limit. The solution is written in terms of the standard elliptic functions, and it is not straightforward to extract critical behaviors from the solution. [8] argued that that the singular behavior of the planar part of the free energy should be that of pure two dimensional gravity. The sketch of the argument is in the following. In the commutator interaction $\text{tr} [\hat{A}, \hat{B}]^2 = 2 \text{tr} (\hat{A}^2\hat{B}^2 - \hat{A}\hat{B}\hat{A}\hat{B})$, the latter term serves a nonplanar contraction of the matrices, and then the planar free energy must contain an even number of this vertex. Therefore, in the planar limit, one can flip the sign of the latter interaction, and it becomes a matrix model studied in [12], a three matrix model for a three-color problem on a random surface. It is argued that if the critical behavior of this model is realized as a scaling behavior of the eigenvalue distribution in the vicinity of the endpoints of its support, it is equivalent to that of the $O(n)$ loop gas model on a random lattice with $n = 1$. The $O(1)$ loop gas model is known to belong
to the universality class of the pure two dimensional quantum gravity \cite{13}; namely, that
with the critical exponent \( \gamma = 5/2 \). This argument suggests that the critical exponent of
the YM matrix model with the mass terms, in the planar limit, is also \( \gamma = 5/2 \).

We may also refer to a discussion by use of the planar analytic solutions given in \cite{8}.
They are given in a complicated form using the elliptic functions and are not easy to read
off the critical behavior. However, the solutions can be simplified by the strong coupling
expansion, which is far beyond the convergence radius of \( g \)-series. Let \( \nu \equiv \left( \frac{\nu_{\text{A}2}}{2N} \right) \) (the
factor 2 comes from the normalization of the matrices). The solutions become \( g = \frac{1}{24\pi^4 L^3 (1 - 3L)} \) (4.36)
\[ \nu = \frac{1}{20\pi^2 L^2} \left( \frac{1 - 10L + 20L^2}{1 - 3L} \right) + \frac{1}{12} \]. (4.37)

\( L \) is an implicit parameter, and \( g \to \infty \) corresponds to \( L \to 0 \). In these expression, higher
order terms in \( L \) are dropped (\( L \) is written as the logarithm of another parameter and
this is called the leading logarithmic approximation in \cite{8}). The authors of \cite{8} also make
an interesting remark that the above equations are equivalent to the genus-zero part of a
KP equation and the grand partition function of the YM matrix model is also a specific
tau-function of the KP hierarchy. Now let us solve the first equation in (4.36) with respect
to \( L \). We find one real root and two complex roots, and the real one is
\[ L = \frac{6^{\frac{1}{3}}} {12\pi^2 g^\frac{2}{3} \left( 6\pi^2 + \sqrt{6} \sqrt{\frac{1-6\pi^4 g}{g}} \right)^\frac{4}{3} - 6^{\frac{1}{3}} g} \]. (4.38)

We find a branch point at \( g_c = -\frac{1}{6\pi^4} \). Plugging this expression into (4.37) and expand it
around \( \sqrt{g} = \sqrt{g_c} \) (our coupling constant corresponds to \( -g^2 \) in \cite{12}), one can check the
singular behavior of \( \nu \) as \( \nu \sim (\sqrt{g} - \sqrt{g_c})^\frac{2}{3} \), which agrees with that of 2D pure quantum
gravity. However, \( \nu \) is now imaginary. If we want to avoid an imaginary \( \nu \), one may choose
a suitable branch \((-1)^{1/3} = -1\) and expand \( \nu \) with respect to \( g - g_c \). In this case, we
find no singular behavior in \( L \) and \( \nu \) around \( g \sim g_c \). It should be noted that, as already
pointed out in \cite{8}, \( g_c = -\frac{1}{6\pi^4} \) is the point where the leading logarithmic approximation is
not really valid, and also this analysis is based on the large-\( g \) expansion, while our matrix
RG analysis is trustable when \( g \) is sufficiently small.

We have examined the arguments that the YM matrix model with the mass terms
will develop a critical behavior for a negative value of \( g \), referring to an analytic work
\cite{8}. Together with the discussion of the mean field approximation in Appendix \[D\] they

\footnote{Our \( g \) corresponds to \( g^2 \) of \cite{8}.}
provide supports that the matrix RG analysis for the YM matrix model captures this critical behavior, at least, qualitatively.

5 The Massless Limit

In this section, we consider the massless limit of the matrix RG analysis. Under the massless limit $m, M \to 0$, the YM matrix models we have considered becomes the usual large-$N$ reduced model of pure Yang-Mills theory in two dimensions. This model is a two dimensional counterpart of the bosonic IKKT model, and the understanding of its nonperturbative dynamics is of particular interest and is expected to be a touchstone toward the understanding of the supersymmetric model and superstring theory.

As well known, the two dimensional bosonic IKKT matrix model is ill-defined, as its partition function is divergent for arbitrary $N$. It has been shown that when the dimension is larger than two, namely there are three or more matrix fields, the partition function is convergent for sufficiently large and fixed $N \[14, 15\]$. In this paper, we take our two dimensional model as a toy model for these more well defined ones, and simply neglect the divergence due to the massless limit. In short, we start with the massive model and consider the massless limit of the beta functions afterwards. We expect that this prescription still captures an essential behavior of general YM matrix model under the massless limit.

Another point to be noted is that after dropping the quadratic terms in (1.1), the only remaining parameter $g$ can be scaled out and is understood as a scale parameter. Namely, the theory is parameterless, which is also true for its supersymmetric extensions. Therefore, there is no “critical point” with respect to the coupling constant in this model. We, instead, look at the generation of the quadratic term in the massless model. Under the massless limit, the model enjoys a shift symmetry, $\hat{A} \to \hat{A} + c \mathbf{1}$ and $\hat{B} \to \hat{B} + c' \mathbf{1}$, where $\mathbf{1}$ is a unit matrix and $c, c'$ are arbitrary constants. Therefore, one may think that the expectation value of an operator which does not respect this symmetry, such as $\langle \text{tr} \hat{A}^2 \rangle$, is going to vanish. On the other hand, it is also known that the effective potential for the diagonal elements of the matrices, which is generated by integrating out the off-diagonal elements, exhibits repulsive behavior when these two elements are close to each other $\[16\]$. Therefore the diagonal elements tend to spread out and to generate nonvanishing values of, for example, the quadratic operator above. We will discuss that the matrix RG analysis captures this feature in a massless limit.

\footnote{In the YM two matrix model in question, this analysis should be done with small mass parameters, and the behavior of the eigenvalues are examined under the massless limit. The long-range, compared to the regulator scale, attractive behavior is gone for the two dimensional case and the theory suffers an IR divergence. The short distance behavior may be valid under a tuned massless limit discussed here.}
Through the procedure of the matrix RG, the change of the action for (1.1) is (now the mass parameters are restored)

\[ S \rightarrow \frac{1}{2} \text{tr} \left( m \left( 1 + \frac{2P_{20}}{mN} \right) A^2 + M \left( 1 + \frac{2P_{02}}{MN} \right) B^2 - g \left( 1 - \frac{2P_{22}}{N} \right) [A, B]^2 + \cdots \right). \] (5.1)

We retain the interaction term, instead of the quadratic terms in the previous considerations, to be canonical by the rescaling,

\[ -\frac{gN}{2} \left( 1 - \frac{2P_{22}}{N} \right) \text{tr} [A, B]^2 \rightarrow -\frac{g(N-1)}{2} \text{tr} [A, B]^2. \]

Since this term involves both \( A \) and \( B \), there is a choice of freedom to compel which of them to be rescaled. We take a symmetric choice here, and, as we will see, the essential result does not depend on this choice. Under this rescaling, the mass terms become

\[ \frac{m(N-1)}{2} \left( 1 + \frac{1/2 + 2P_{20}/m + P_{22}^-}{N} \right) \text{tr} A^2, \frac{M(N-1)}{2} \left( 1 + \frac{1/2 + 2P_{02}/M + P_{22}^-}{N} \right) \text{tr} B^2. \]

(5.2)

The changes of the mass terms are described by the following beta functions,

\[ \beta_m = m \left( \frac{1}{2} + \frac{2P_{20}}{m} + P_{22}^- \right), \quad \beta_M = M \left( \frac{1}{2} + \frac{2P_{02}}{M} + P_{22}^- \right). \] (5.3)

After the massless limit, \( m, M \rightarrow 0 \), we obtain the beta functions of the YM model without the mass terms. Since perturbation theory breaks down under the massless limit, one cannot naively take the massless limit in these expressions. In order to circumvent this difficulty, we may use the exact propagators \( c_{aa} \) and \( c_{bb} \) to evaluate these beta functions.

After restoring the mass parameters, the exact propagators are given by \( c_{aa} = c/m \) and \( c_{bb} = c/M \) where \( c = \frac{1}{2\lambda}(-1 + \sqrt{1+4\lambda}) \) is the one given in the previous section. The values of (4.13) are replaced as

\[ P_{20} = gc_{bb}, \quad P_{02} = gc_{aa}, \quad P_{22}^- = \frac{9}{4}gc_{aa}c_{bb}, \] (5.4)

and then

\[ \beta_m = m \left( \frac{1}{2} + 2\lambda c + \frac{9}{4}\lambda c^2 \right), \quad \beta_M = M \left( \frac{1}{2} + 2\lambda c + \frac{9}{4}\lambda c^2 \right). \] (5.5)

We consider a massless limit as \( m, M \rightarrow 0 \) with the ratio \( m/M \) fixed, which leads to finite results,

\[ \beta_m = 2\sqrt{g \frac{m}{M}}, \quad \beta_M = 2\sqrt{g \frac{M}{m}}. \] (5.6)

In this limit, one can see that only the second terms of each expressions in (5.5) survives. The second terms come from the corrections in (5.1), while the first and the third terms are due to the rescaling. Therefore in this limit, the choice of the freedom of the rescaling is not relevant for the result. These beta functions suggest that once the quadratic terms are induced in a certain way, they are prone to increase. This can be understood as a manifestation of the generation of the nonvanishing expectation value of a quadratic operator \( \langle \text{tr} A^2 \rangle \) discussed above.
An improved perturbation method: We move on to considering another approach to deal with the massless YM matrix model, an improved perturbation method (IPM). We start with a brief introduction of the IPM (also known as a Gaussian approximation or an improved mean field approximation [17, 18]). Let us write the action of our (massive) model as $S[m, M, g]$ to show the dependence on the parameters explicitly. We then consider a deformed action $S[m_0 + x(m - m_0), M_0 + x(M - M_0), gx]$, where $m_0$ and $M_0$ are “mean fields” to be tuned appropriately as explained soon. $x$ is a parameter to be set to 1 after a calculation. It is immediate to see that if we set $x = 1$ in this deformed action, the action comes back to the original one, and $m_0$ and $M_0$ take no effect. Now we take $x$ as a formal expansion parameter, with which we carry out a perturbative expansion to some order. This perturbation series, after setting $x = 1$, would depend on the parameters $m_0$ and $M_0$ as it is a finite order approximation. Since the exact answer from the original action does not depend on these parameters, we need to vary $m_0$ and $M_0$ to seek for the point where the approximated value is not sensitive to the change of them. So the criterion for the approximation to work well is characterized by the appearance of the “plateau” of the graph for a physical quantity with respect to these mean field parameters [19]. To lower orders, a clear plateau would not be formed, and the approximation scheme is to take extrema of a physical quantity with respect to the mean fields. This method has been extensively applied to IKKT-type matrix models to explore the spontaneous breakdown of the rotational symmetry [19, 20, 21, 22].

What we would like to investigate is a massless YM matrix model, $S[0, 0, g]$. In this case, the deformed action reads $S[(1 - x)m_0, (1 - x)M_0, xg]$. So, practically, we can start with a massive action $S[m_0, M_0, g]$ and calculate quantities we want, by perturbation theory to some orders, such as the beta functions and the planar free energy

$$\beta_m = m_0 \left( \frac{1}{2} + 2 \frac{P_{20}}{m_0} + P_{22} \right), \quad \beta_M = M_0 \left( \frac{1}{2} + 2 \frac{P_{02}}{M_0} + P_{22} \right), \quad \text{(5.7)}$$

and

$$F_0 = \frac{1}{2} \log(M_0 m_0) + \lambda_0 - 3 \lambda_0^2 + O(g^3), \quad \text{(5.8)}$$

where $\lambda_0 = g/m_0 M_0$. We then make a replacement

$$m_0 \to (1 - x)m_0, \quad M_0 \to (1 - x)M_0, \quad g \to xg, \quad \text{(5.9)}$$

and expand the above quantities with respect to $x$ to a certain order and set $x = 1$. Here, we demonstrate the IPM at the first order. The result (4.10), which takes the

---

11 These “mean fields” should be distinguished from the $\sigma$s discussed in Appendix [D] They are different objects.
Schwinger-Dyson equations into account, now reads

\[ P_{20} = m_0(\lambda_0 - \lambda_0^2), \quad P_{02} = M_0(\lambda_0 - \lambda_0^2), \quad P_{22}^- = \frac{5}{2}\lambda_0. \]  

(5.10)

Using them we find the first order improved quantities that depend on the mean fields,

\[ \beta^{(\text{imp})}_m = \frac{9}{2}m_0\lambda_0, \quad \beta^{(\text{imp})}_M = \frac{9}{2}M_0\lambda_0, \]  

(5.11)

\[ F^{(\text{imp})}_0 = -1 + \frac{1}{2}\log(M_0m_0) + \lambda_0. \]  

(5.12)

We need to fix \( m_0 \) and \( M_0 \) by requiring a physical observable to be on a stationary point with respect to them. The expectation value of any gauge invariant operator would be suitable for this purpose, though its choice may affect the approximated values at lower orders. We here use the improved free energy to fix our parameters. It turns out that the stationary point conditions,

\[ \frac{\partial F^{(\text{imp})}_0}{\partial m_0} = \frac{\partial F^{(\text{imp})}_0}{\partial M_0} = 0, \]  

(5.13)

do not fix \( m_0 \) and \( M_0 \) independently\(^{12}\) but fix the product \( m_0M_0 \). To fit the discussion to the previous massless-limit one, we fix the ratio \( \omega = M_0/m_0 \) and solve the stationary condition with respect to \( m_0 \) as

\[ \lambda_0 = \frac{g}{\omega m_0^2} = \frac{1}{2}. \]  

(5.14)

Recall that \( g \) is not a free parameter for the massless theory but a scale parameter, which we would set to be positive. It is thus natural to assume that \( m_0, M_0, \) and \( g \) (therefore, \( \omega \) as well) are all positive and to take the positive branch of the solution for \( m_0 \). In that case, the improved beta functions are evaluated as

\[ \beta_m = \frac{9}{4}\sqrt{2}g\omega^{-1} = \frac{9}{2\sqrt{2}}\sqrt{g m_0 \over M_0}, \quad \beta_M = \frac{9}{4}\sqrt{2}g\omega = \frac{9}{2\sqrt{2}}\sqrt{g M_0 \over m_0}. \]  

(5.15)

Although the parameter ratios \( m/M \) and \( m_0/M_0 \) possess different physical meanings, these improved beta functions appear in interestingly similar forms to (5.6). If we carry out IPM to the second order, it turns out that (5.13) has no real solution. However in the third order, (5.13) has at least one real solution. At higher orders, we may also expect a plateau to emerge.

It will be interesting if we can discuss the spontaneous breaking (or non-breaking for the bosonic models) of the rotational symmetry of IKKT-type matrix models, by combining the improved perturbation method with the matrix RG scheme.

\(^{12}\)For \( D \geq 3 \) pure Yang-Mills reduced models, all the mean fields are chosen to be an equal value \[20\].
6 Summary and Discussion

In this paper, we study a YM-type two matrix model with mass terms by use of the matrix RG approach proposed by Brezin and Zinn-Justin [1].

In Section 3, we first revisit the matrix RG of the $\phi^4$ matrix model, which has been discussed in the literature to some extent. In this model, the analytic solution is available and we can test how well the RG method works. A naive application of perturbation theory, as already done in [1], provides a reasonable but quantitatively not so satisfactory result. We employ several methods to improve the results, which include an exact propagator, the Schwinger-Dyson equation, and the search for a non-trivial saddle point of $\phi_{NN}$ potential. Through them, we have observed various improvement of the approximation.

In Section 4, the YM matrix model with mass terms is studied. We use a simple perturbative expansion, an exact propagator method and the Schwinger-Dyson equations, and also search for a non-trivial saddle point. We find that the model has somehow similar behavior to the $\phi^4$ model. Especially, it indicates that this model exhibits a critical behavior for a small negative coupling constant. On the other hand, the large-$N$ exact solution of this model has been obtained [8]. One may extract the critical behavior in the planar limit from this solution, and it is discussed to be the same one as the $\phi^4$ model with the critical exponent $\gamma = 5/2$. We discuss this would be true under the leading logarithmic approximation of the analytic result in the large coupling regime [8], but, there, the free energy turns out to take an imaginary value.

We finally try to discuss the YM model without the mass terms, by considering the massless limit of the matrix RG equation. In the massless theory, there is no critical behavior of the free energy, and we instead examine the beta functions for the quadratic terms in the massless limit. This should be related to the dynamical generation of the mass terms (the expectation value of the quadratic terms) of the model, which may be a universal feature of the large-$N$ hermitian matrix models, and we obtain a consistent answer to these expectations.

The method employed in this paper can be applied to other YM type matrix models, either reduced higher-dimensional Yang-Mills theory or supersymmetric extensions, in a straightforward manner. Among them, the nonperturbative aspects of IKKT model is of particular interest, and we expect that the matrix RG approach sheds more light on the properties of these matrix models.

Finally, we make a remark on a recent new formulation of the matrix RG by utilizing the fuzzy sphere structure [23]. Such a formulation can be useful to analyze YM-type models without quadratic terms. The YM potential term itself may produce quadratic terms if we consider a fuzzy sphere background, and we do not have to introduce the mass terms by hand.
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A The values of $g_c$ and $\gamma$ from the non-linear RG equation in the $\phi^4$ model

We calculate fixed points of a beta function and the corresponding critical exponents from the non-linear RG equation (3.25). We follow the method in [4].

The singular part of the planar free energy, which is $N$ independent, can be determined by the RG equation,

$$2F = b_0 + b_1 \frac{\partial F}{\partial g} + b_2 \left( \frac{\partial F}{\partial g} \right)^2.$$  \hfill (A.1)

We assume the form of a solution near a coupling $g_c$ as

$$F = \sum_{n=0}^{\infty} a_n (g - g_c)^n + \sum_{n=0}^{\infty} d_n (g - g_c)^{\gamma+n},$$  \hfill (A.2)

where a non-integral number $\gamma$ describes the non-analytic property of $F$ near $g \simeq g_c$, and $g_c$ should be determined by the RG equation. We introduce a new variable $a \equiv \frac{\partial F}{\partial g} - a_1$. The RG equation becomes

$$2F = \beta_0(g) + \beta_1(g)a + \beta_2(g)a^2,$$  \hfill (A.3)

with

$$\beta_0(g) = b_0 + a_1 b_1 + a_1^2 b_2, \quad \beta_1(g) = b_1 + 2a_1 b_2, \quad \beta_2(g) = b_2.$$

These $\beta_n$ are expanded around $g = g_c$ as

$$\beta_n(g) = \sum_{m=0}^{\infty} \beta_{nm}(g - g_c)^m.$$  \hfill (A.5)

Then, plugging (A.2) and (A.5) into (A.3), we obtain

$$\beta_{10} = 0, \quad \gamma = \frac{2}{\beta_{11} + 4a_2 \beta_{20}},$$  \hfill (A.6)

and

$$2a_0 = \beta_{00}, \quad 2a_1 = \beta_{01}, \quad 2a_2 = \beta_{02} + \beta_{11}(2a_2) + \beta_{20}(2a_2)^2.$$  \hfill (A.7)
First equation of (A.6) determines the $g_c$, and the second determines the critical exponent $\gamma$. $a_1$ and $a_2$ are determined by (A.7).

Let us calculate the critical exponent by these formulas with (3.26). First, the fixed point $g_c$ is determined by $\beta_{10} = 0$ equation. It, however, involves $a_1$. We recall that the non-linear contribution $b_2$ in $\beta_1$ is fairly small for the perturbative regime, because it is proportional to $g^5$ and hence negligible with a good accuracy when we determine the fixed point. Thus, we take $g_c \simeq -0.113$ that is determined by the linearized RG equation as the fixed point of $\beta_{10}$. With $g_c \simeq -0.113$, from the second equation of (A.7), one finds $a_1 = 2.49$ and $55.6$. We use them to compute $a_2$ and $\gamma$. Under the weak coupling limit $g \to 0$, $b'_2$ tends to be zero, and it is found that the smaller branch of $a_1$ has a smooth limit. If $a_1$ is not singular, then $\beta_{20} \to 0$ and $\beta_{10} \to 0$ while $\beta_{11}$ and $\beta_{02}$ stay finite under the limit. Therefore, from the (A.7), one can see that the smaller branches of $a_1$ and $a_2$ have smooth $g \to 0$ limits. The corresponding $a_2$ value is calculated to be 69.1, and the exponent is found to be $\gamma = 1.59$. We, thus, adopt $\gamma = 1.59$ for $a_1 = 2.49$ and $a_2 = 69.1$ as the value of the critical exponent through the nonlinear analysis.

B A solution of (4.10)

We are going to solve (4.10) with the condition $A = B = 0$. In this case, the tree level propagator is diagonal, $\Upsilon^{-1}_{AB} = \Delta_{AB} 1$ with

\[
\Delta_{aa} = (1 + \lambda \alpha^2) \Delta^{-1}, \quad \Delta_{bb} = (1 + \lambda \beta^2) \Delta^{-1}, \quad \Delta_{ab} = \Delta_{ba} = (\lambda \alpha \beta) \Delta^{-1}, \\
\Delta = (1 + \lambda \beta^2)(1 + \lambda \alpha^2) - \lambda^2 \alpha^2 \beta^2.
\]  

(B.1)

We now assume that $C_{AB} = c_{AB} 1$ and solve the equations. For further simplification, we set $\lambda = 0$ and keep $\alpha$ to be non-zero (or vice versa), and now $\Delta_{ab} = \Delta_{ab} = 0$. (4.10) is reduced to

\[
c_{aa} = \Delta_{aa} - \lambda \Delta_{aa} c_{aa} c_{bb} - \lambda \Delta_{aa} (c_{ba} - 2 c_{ab}) c_{ba}, \\
c_{bb} = \Delta_{bb} - \lambda \Delta_{bb} c_{aa} c_{bb} - \lambda \Delta_{bb} (c_{ab} - 2 c_{ba}) c_{ab}, \\
c_{ab} = \lambda \Delta_{aa} c_{bb} (c_{ab} - c_{ba}), \\
c_{ba} = -\lambda \Delta_{bb} c_{aa} (c_{ab} - c_{ba}) \]  

(B.2)

From the last two equations in (B.2), in order for a solution with non-zero $c_{ab}$ and $c_{ba}$ to exist,

\[
\lambda (\Delta_{aa} c_{bb} + \Delta_{bb} c_{aa}) = 1 .
\]  

(B.3)

In the weak coupling limit $\lambda \to 0$, the exact propagators are to be the tree level ones, $c_{aa} = c_{bb} = 1$, and this condition cannot be satisfied. Therefore, in order to have solutions
that have smooth $\lambda \to 0$ limit, $c_{ab} = c_{ba} = 0$. Since the tree level propagator does not have off-diagonal components, this is consistent with the weak coupling limit. Now the solutions for the rest are easily found as

$$c_{aa} = \frac{1 + \lambda \alpha^2}{2\lambda}(-1 + \sqrt{1 + 4\lambda(1 + \lambda \alpha^2)^{-1}}),$$

$$c_{bb} = \frac{1}{2\lambda}(-1 + \sqrt{1 + 4\lambda(1 + \lambda \alpha^2)^{-1}}).$$  \hspace{1cm} (B.4)

## C Schwinger-Dyson equations of Yang-Mills matrix model

We study Schwinger-Dyson equations of the generalized model (1.2) with $p = q = 0$:

$$S = \text{tr} \left( \frac{m}{2} A^2 + \frac{M}{2} B^2 + gA^2B^2 + hABAB \right).$$  \hspace{1cm} (C.1)

Note that when $h = -g$, this model comes back to the original Yang-Mills matrix model with the mass terms (1.1). In this appendix, we do not put the “hat” symbol on the matrices. Under the reparametrization $A \to A + \delta A$ and $B \to B + \delta B$, the invariance of the partition function leads to the following Schwinger-Dyson equations,

$$\int DADB \text{tr} \left[ \frac{\partial}{\partial A} (\delta A e^{-NS}) \right] = 0,$$

$$\int DADB \text{tr} \left[ \frac{\partial}{\partial B} (\delta B e^{-NS}) \right] = 0.$$

With $\delta A = A^3$, $\delta B = A^2B$, and $\delta B = ABA$, we obtain

$$2 \langle (\text{tr} A^2) \rangle + \frac{1}{N} \langle (\text{tr} A^2)^2 \rangle = \langle \text{tr} (m A^4 + 2g A^4 B^2 + 2h A^3 BAB) \rangle,$$

$$\langle \text{tr} A^2 \rangle = \langle \text{tr} (M A^2 B^2 + g A^2 B^2 + g A^2 B A B + 2h A^3 BAB) \rangle,$$

$$\frac{1}{N} \langle (\text{tr} A^2)^2 \rangle = \langle \text{tr} (M A B A B + 2g A^3 B A B + 2h A^2 B A^2 B) \rangle.$$

(C.3)

In this expression, again $\langle (\text{tr} A^2)^2 \rangle$ is being subleading due to the large-$N$ factorization property and $\langle \text{tr} A^2 \rangle = 0$ with respect to the action (C.1), and is therefore dropped. When $g = \pm h$, one can eliminate all the terms involving six matrices, and obtain

$$m \langle \text{tr} A^4 \rangle = 2M \langle \text{tr} A^2 B^2 \rangle \mp M \langle \text{tr} ABAB \rangle,$$

(h = \pm g) \hspace{1cm} (C.4)

Thus one of the quartic order operators, for example $A^4$, can be written by the others. By considering the case with $\delta B = B^3$, $\delta A = B^2 A$ and $\delta A = BAB$, one finds the similar relation with $A \leftrightarrow B$ as well as $m \leftrightarrow M$,

$$M \langle \text{tr} B^4 \rangle = 2m \langle \text{tr} A^2 B^2 \rangle \mp m \langle \text{tr} ABAB \rangle.$$

(h = \pm g) \hspace{1cm} (C.5)

In the main part, we use the these relations with $h = -g$. 
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D A matrix analogue of the mean field approximation

The mean field approximation is a useful tool in the statistical mechanics. Here, we discuss a matrix model analogue of it. In this appendix, we omit the “hat” symbol on the matrices.

First, we consider the $\phi^4$ model and introduce a “mean field” $\sigma$ as

$$\sigma = \langle \frac{1}{N} \text{tr} \phi^2 \rangle. \quad (D.1)$$

We assume that the mean field $\sigma$ takes a non-zero value and replace the tr $\phi^4$ term in the original action (2.1) with $k\sigma \text{tr} \phi^2$, where $k$ is a constant number determined by combinatorics. A natural choice would be $k = 6$, namely, 2 out of 4, but here we take $k = 4$. This is the number of the adjacent pairs in the trace, and may be interpreted as a “planar” paring. Under this replacement, the action and the partition function read

$$S \rightarrow \frac{1}{2} (1 + 2g\sigma) \text{tr} \phi^2, \quad Z[\sigma] \propto (1 + 2g\sigma)^{-N^2/2}. \quad (D.2)$$

The mean field should satisfy the consistency condition:

$$\sigma = \frac{1}{N} \langle \text{tr} \phi^2 \rangle = \frac{1}{N^2} \frac{1}{g} \frac{\partial}{\partial \sigma} \log Z[\sigma] = \frac{1}{1 + 2g\sigma}. \quad (D.3)$$

This is solved as

$$\sigma = \frac{1}{4g}(-1 + \sqrt{1 + 8g}), \quad (D.4)$$

where the sign is chosen so that $\sigma$ stays finite as $g \to 0$. It develops the singularity around $g_c = -1/8$, which behaves as $(g - g_c)^{3/2}$. We compare (D.4) with the exact solution by Brezin et. al. [2],

$$\frac{1}{N} \langle \text{tr} \phi^2 \rangle = \frac{(-1 + \sqrt{1 + 12g})^2 (1 + 2\sqrt{1 + 12g})}{108g^2}. \quad (D.5)$$

One can see that singularity structure is $(g - g_c^{\text{exact}})^{3/2}$ with $g_c^{\text{exact}} = -1/12$. The mean field approximation captures the critical behavior qualitatively. It also reproduces reasonable approximated values of the critical coupling constant and the order of the singularity.

Next, we move on to the Yang-Mills matrix model with the mass terms (1.1). We may start with a generalized one, (1.2), which comes back to (1.1) by setting $p = q = 0$ and $h = -g$. Mean fields are introduced as $\sigma^{13}$

$$\sigma_a = \langle \frac{\text{tr} A^2}{N} \rangle, \quad \sigma_b = \langle \frac{\text{tr} B^2}{N} \rangle, \quad \sigma_{ab} = \langle \frac{\text{tr} AB}{N} \rangle. \quad (D.6)$$

$^{13}\sigma_{ab} = 0$ with respect to the action (1.2). We introduce it to explore the possibility of the $Z_2$ symmetry, $A \to -A$ or $B \to -B$, being spontaneously broken.
We replace the quartic order terms in (1.2) as
\[
\text{tr} A^2 B^2 \rightarrow \sigma_a \text{tr} B^2 + \sigma_b \text{tr} A^2 + 2 \sigma_{ab} \text{tr} AB,
\]
\[
\text{tr} A^4 \rightarrow 4 \sigma_a \text{tr} A^2,
\]
\[
\text{tr} A^4 \rightarrow 4 \sigma_a \text{tr} A^2,
\]
where we have again assumed “planar” pairings. The action (1.2) and the partition function are
\[
S \rightarrow \frac{1}{2} (m + 2g \sigma_b + 2p \sigma_a) \text{tr} A^2 + \frac{1}{2} (M + 2g \sigma_a + 2q \sigma_b) \text{tr} B^2 + (2g + 4h) \sigma_{ab} \text{tr} AB, \quad (D.7)
\]
\[
Z[\sigma_a, \sigma_b, \sigma_{ab}] \propto \left\{ (m + 2g \sigma_b + 2p \sigma_a)(M + 2g \sigma_a + 2q \sigma_b) - 4(g + 2h)^2 \sigma_{ab}^2 \right\}^{-\frac{N^2}{2}}. \quad (D.8)
\]
The self-consistency equations read
\[
\sigma_a = -\frac{2}{N^2} \frac{\partial}{\partial m} \log Z, \quad \sigma_b = -\frac{2}{N^2} \frac{\partial}{\partial M} \log Z, \quad \sigma_{ab} = -\frac{1}{N^2} \frac{1}{2g + 4h} \frac{\partial}{\partial \sigma_{ab}} \log Z. \quad (D.9)
\]
For the Yang-Mills matrix model in question, \( p = q = 0 \) and \( h = -g \), the equations are
\[
\sigma_a = (M + 2g \sigma_b) D^{-1}, \quad \sigma_b = (m + 2g \sigma_a) D^{-1}, \quad \sigma_{ab} = 2g \sigma_{ab} D^{-1},
\]
\[
D = (m + 2g \sigma_b)(M + 2g \sigma_a) - g^2 \sigma_{ab}^2. \quad (D.10)
\]
A solution with \( \sigma_{ab} \neq 0 \) exists only when \( m = -M \), in which we are not interested. For \( \sigma_{ab} = 0 \), \( m \sigma_a = M \sigma_b = \sigma \) satisfies the same equation
\[
\sigma = \frac{1}{1 + 2\lambda \sigma}, \quad (D.11)
\]
where \( \lambda = \frac{g}{mM} \). Thus, \( \sigma \) has an equivalent solution,
\[
\sigma = \frac{1}{4\lambda} (-1 + \sqrt{1 + 8\lambda}), \quad (D.12)
\]
to the \( \phi^4 \) model. As the mean-field approximation works qualitatively well in the \( \phi^4 \) case, this result suggests that the Yang-Mills matrix model with the mass term (1.1) exhibits a similar critical behavior for small negative \( \lambda \).

We may comment on a generalized model (1.2). If \( p \) and \( q \) are non-zero, \( \sigma_a \) and \( \sigma_b \) solve two third order equations and will develop different type singularities.

References

[1] E. Brezin and J. Zinn-Justin, “Renormalization group approach to matrix models,” Phys. Lett. B 288 (1992) 54 [arXiv:hep-th/9206035].
[2] E. Brezin, C. Itzykson, G. Parisi, J. B. Zuber, “Planar Diagrams,” Commun. Math. Phys. 59 (1978) 35.

[3] V. A. Kazakov, “The Appearance of Matter Fields from Quantum Fluctuations of 2D Gravity,” Mod. Phys. Lett. A 4 (1989) 2125.

[4] S. Higuchi, C. Itoi, S. Nishigaki and N. Sakai, “Renormalization group flow in one and two matrix models,” Nucl. Phys. B 434 (1995) 283 [Erratum-ibid. B 441 (1995) 405] [hep-th/9409009].

[5] F. David, “Planar Diagrams, Two-Dimensional Lattice Gravity and Surface Models,” Nucl. Phys. B 257 (1985) 45.

J. Ambjorn, B. Durhuus and J. Frohlich, “Diseases of Triangulated Random Surface Models, and Possible Cures,” Nucl. Phys. B 257 (1985) 433.

V. A. Kazakov, A. A. Migdal and I. K. Kostov, “Critical Properties of Randomly Triangulated Planar Random Surfaces,” Phys. Lett. B 157 (1985) 295.

[6] M. R. Douglas, S. H. Shenker, “Strings in Less Than One-Dimension,” Nucl. Phys. B 335 (1990) 635.

D. J. Gross, A. A. Migdal, “A Nonperturbative Treatment Of Two-dimensional Quantum Gravity,” Nucl. Phys. B 340 (1990) 333-365.

E. Brezin, V. A. Kazakov, “Exactly Solvable Field Theories Of Closed Strings,” Phys. Lett. B 236 (1990) 144-150.

[7] S. Dasgupta and T. Dasgupta, “Renormalization group approach to c = 1 matrix model on a circle and D-brane decay,” arXiv:hep-th/0310106.

S. Dasgupta and T. Dasgupta, “Nonsinglet sector of c=1 matrix model and 2-D black hole,” arXiv:hep-th/0311177.

[8] V. A. Kazakov, I. K. Kostov and N. A. Nekrasov, “D particles, matrix integrals and KP hierarchy,” Nucl. Phys. B 557 (1999) 413 [arXiv:hep-th/9810035], section 6.

[9] D. E. Berenstein, M. Hanada and S. A. Hartnoll, “Multi-matrix models and emergent geometry,” JHEP 0902 (2009) 010 [arXiv:0805.4658 [hep-th]].

D. O’Connor and V. G. Filev, “Near commuting multi-matrix models,” arXiv:1212.4818 [hep-th],

V. G. Filev and D. O’Connor, “Multi-matrix models at general coupling,” arXiv:1304.7723 [hep-th].
[10] N. Ishibashi, H. Kawai, Y. Kitazawa and A. Tsuchiya, “A Large N reduced model as superstring,” Nucl. Phys. B 498 (1997) 467 [arXiv:hep-th/9612115].

[11] S. Higuchi, C. Itoi and N. Sakai, “Renormalization group approach to matrix models and vector models,” Prog. Theor. Phys. Suppl. 114 (1993) 53 [hep-th/9307154], S. Higuchi, C. Itoi, S. Nishigaki and N. Sakai, “Nonlinear renormalization group equation for matrix models,” Phys. Lett. B 318 (1993) 63 [hep-th/9307116].

[12] B. Eynard, C. Kristjansen, “An Iterative Solution of the Three-colour Problem on a Random Lattice,” Nucl. Phys. B 516 (1998) 529 [arXiv:cond-mat/9710199v2].

[13] M. Gaudin and I. Kostov, “O(n) MODEL ON A FLUCTUATING PLANAR LATTICE: SOME EXACT RESULTS,” Phys. Lett. B 220 (1989) 200.

P. Di Francesco, P. H. Ginsparg and J. Zinn-Justin, “2-D Gravity and random matrices,” Phys. Rept. 254 (1995) 1 [hep-th/9306153], section 9.

[14] W. Krauth and M. Staudacher, “Eigenvalue distributions in Yang-Mills integrals,” Phys. Lett. B 453 (1999) 253 [arXiv:hep-th/9902113].

[15] P. Austing and J. F. Wheater, “The Convergence of Yang-Mills integrals,” JHEP 0102 (2001) 028 [arXiv:hep-th/0101071].

P. Austing and J. F. Wheater, “Convergent Yang-Mills matrix theories,” JHEP 0104 (2001) 019 [arXiv:hep-th/0103159].

[16] T. Hotta, J. Nishimura and A. Tsuchiya, “Dynamical aspects of large N reduced models,” Nucl. Phys. B 545 (1999) 543 [hep-th/9811220].

[17] D. N. Kabat and G. Lifschytz, “Approximations for strongly coupled supersymmetric quantum mechanics,” Nucl. Phys. B 571 (2000) 419 [arXiv:hep-th/9910001].

[18] S. Oda and F. Sugino, “Gaussian and mean field approximations for reduced Yang-Mills integrals,” JHEP 0103 (2001) 026 [arXiv:hep-th/0011175].

[19] H. Kawai, S. Kawamoto, T. Kuroki and S. Shinohara, “Improved perturbation theory and four-dimensional space-time in IIB matrix model,” Prog. Theor. Phys. 109 (2003) 115 [arXiv:hep-th/0211272].

H. Kawai, S. Kawamoto, T. Kuroki, T. Matsuo and S. Shinohara, “Mean field approximation of IIB matrix model and emergence of four-dimensional space-time,” Nucl. Phys. B 647 (2002) 153 [arXiv:hep-th/0204240].
[20] J. Nishimura and F. Sugino, “Dynamical generation of four-dimensional space-time in the IIB matrix model,” JHEP 0205 (2002) 001 [arXiv:hep-th/0111102].

[21] J. Nishimura, T. Okubo and F. Sugino, “Gaussian expansion analysis of a matrix model with the spontaneous breakdown of rotational symmetry,” Prog. Theor. Phys. 114 (2005) 487 [arXiv:hep-th/0412194].

[22] T. Aoyama, H. Kawai and Y. Shibusa, “Stability of 4-dimensional space-time from IIB matrix model via improved mean field approximation,” Prog. Theor. Phys. 115 (2006) 1179 [arXiv:hep-th/0602244].

T. Aoyama and Y. Shibusa, “Improved perturbation method and its application to the IIB matrix model,” Nucl. Phys. B 754 (2006) 48 [arXiv:hep-th/0604211].

T. Aoyama and H. Kawai, “Higher order terms of improved mean field approximation for IIB matrix model and emergence of four-dimensional space-time,” Prog. Theor. Phys. 116 (2006) 405 [arXiv:hep-th/0603146].

T. Aoyama, J. Nishimura and T. Okubo, “Spontaneous breaking of the rotational symmetry in dimensionally reduced super Yang-Mills models,” Prog. Theor. Phys. 125 (2011) 537 [arXiv:1007.0883 [hep-th]].

[23] S. Kawamoto, T. Kuroki and D. Tomino, “Renormalization group approach to matrix models via noncommutative space,” JHEP 1208 (2012) 168 [arXiv:1206.0574 [hep-th]].