Entanglement negativity of fermions: monotonicity, separability criterion and classification of few-mode states
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We study quantum information aspects of the fermionic entanglement negativity recently introduced in \cite{PhysRevB.95.165101} based on the fermionic partial transpose. In particular, we show that it is an entanglement monotone under the action of local quantum operations and classical communications (LOCC) which preserve the local fermion-number parity and satisfies other common properties expected for an entanglement measure of mixed states. We present fermionic analogs of tripartite entangled states such as $W$ and $GHZ$ states and compare the results of bosonic and fermionic partial transpose in various fermionic states, where we explain why the bosonic partial transpose fails in distinguishing separable states of fermions. Finally, we explore a set of entanglement quantities which distinguish different classes of entangled states of a system with two and three fermionic modes. In doing so, we prove that vanishing entanglement negativity is a necessary and sufficient condition for separability of $N \geq 2$ fermionic modes with respect to the bipartition into one mode and the rest. We further conjecture that the entanglement negativity of inseparable states which mix local fermion-number parity is always non-vanishing.
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I. INTRODUCTION

Quantum entanglement is a unique property of quantum systems that has no classical analog. Being intrinsic and fundamental, quantum entanglement is a frontier in various research areas ranging from many-body physics to spacetime physics and quantum information. A fundamental question is how the entanglement between two parts of a quantum system can be quantified in terms of some computable measures.

In general, a quantum system can be in a pure state or a mixed state. Pure states are described by wave functions, for example, the zero temperature ground state wave function of a Hamiltonian. Bipartite entanglement of pure states is often quantified in terms of the von Neumann and the Rényi entanglement entropies (See for example Refs. \cite{1–4}). The scaling of these measures have been found very useful in distinguishing and characterizing various phases of matter, such as gapless phases and quantum critical points described by conformal field theories \cite{5–7}, and gapped phases such as topologically ordered phases \cite{8, 9}.

On the other hand, mixed states are described by density matrices, for example, finite temperature states of a Hamiltonian or states of a subsystem of a global system obtained by partial tracing. A decent candidate to quantify the quantum entanglement within mixed states is known as the (logarithmic) negativity of a partially transposed density matrix \cite{10–14}. Several methods have
been developed to efficiently compute the entanglement negativity in different setups ranging from Harmonic oscillator chains [15–20] and quantum spin chains [21–28] to conformal field theories (CFTs) [29–32] and massive quantum field theories [33]. The entanglement negativity of topologically ordered phases in (2+1) dimensions were also studied [34–37]. The applicability of the negativity in characterizing finite-temperature systems [38–41] and out-of-equilibrium scenarios [39, 42–44] was also investigated. In addition to these literatures, there are other useful numerical frameworks to evaluate the entanglement negativity such as tree tensor network [45], Monte Carlo implementation of partial transpose [46, 47], and rational interpolations [48].

We emphasize that the systems studied in all these works above are made out of distinguishable objects (qubits, spins, etc.) or bosons where local operators acting on different parts of the system commute. As it turned out, defining an analogue of entanglement negativity (and logarithmic negativity) for fermionic systems, and in particular partial transpose of fermionic density matrices, is not simply a straightforward extension of what is known for bosonic systems, because of the Fermi statistics.

One possible approach to define partial transpose for fermionic systems would be to use a particular basis such as the occupation number basis, and simply adopt the definition of the bosonic partial transpose – we simply ignore any fermion sign which may arise when we rearrange fermionic operators. In some cases, this procedure is equivalent to use a Jordan-Wigner transformation (and alike) to map fermionic systems to bosonic counterparts and then take the bosonic partial transpose. This was the working definition of partial transpose for fermionic systems in early works [49–53].

It was however noted that if this definition of partial transpose is used to define entanglement negativity for fermionic systems, it fails to capture important fermionic quantum correlations. For example, with this definition of entanglement negativity, there is no entanglement in the topological phase of the Kitaev Majorana chain [54].

It was also observed that, with the above definition, the partial transpose may turn Gaussian states (e.g., ground states of thermal states of non-interacting fermion systems) into non-Gaussian states. More specifically, the partially transposed density matrix would be a linear combination of two Gaussian operators, which in general do not commute with each other. Therefore, the spectrum of the partially transposed density matrix (and hence entanglement negativity) cannot be computed easily even for noninteracting fermionic systems. This may be regarded just as a technical difficulty, which is in contrast with (i) bosonic cases where the partial transpose of Gaussian states remain Gaussian [15, 55, 56] and (ii) the calculations of other entanglement measures (von-Neumann or Rényi entanglement entropies) for non-interacting fermion systems where the spectrum of Gaussian density matrices can be easily obtained from covariance matrices [57, 58].

In Refs. [54, 59, 60], we introduced a partial transpose operation that can be applied to fermionic systems, in short, fermionic partial transpose. One of our motivations was, beside quantifying entanglement, to construct topological invariants that can diagnose and characterize fermionic symmetry-protected topological (SPT) phases of matter protected by anti-unitary symmetries of various kinds. Examples of SPT phases studied in Refs. [59, 60] include time-reversal symmetric topological insulators in (2+1) dimensions (e.g., quantum spin Hall insulators), and time-reversal symmetric topological superconductors in (1+1)-dimensions (e.g., the Kitaev chain with time-reversal symmetry). In Ref. [54], we use the fermionic partial transpose to define a fermionic analog of (logarithmic) entanglement negativity, which we call the fermionic entanglement negativity or simply (and loosely) the entanglement negativity when there is no confusion.

It is worth mentioning what led us to the definition of fermionic partial transpose in our earlier works. Our construction of many-body topological invariants follows closely the topological quantum field theory (TQFT) description of fermionic SPT phases. In particular, to detect SPT phases protected by time-reversal symmetry (or orientation-reversing symmetry in general), one needs to consider path-integral on non-orientable spacetime of various kinds. For the case of bosonic SPT phases, it was noted that to effectively realize non-orientable spacetime in the canonical (operator) formalism, one can make use of partial transpose [61, 62]. Now, we expect that the same strategy should work to detect fermionic SPT phases and construct many-body topological invariants for them (see also the parallel study by Bullock et al. [63]). TQFTs that can describe fermionic SPT phases protected by time-reversal symmetry should involve, once again, path-integral on non-orientable spacetime. If there is a sensible definition of partial transpose for fermionic systems, the many-body topological invariant constructed from it should agree with the expected result from TQFTs on non-orientable manifolds. This comparison with TQFTs guided us to look for a proper definition of fermionic partial transpose [64].

The fact that the bosonic partial transpose fails to capture quantum correlations in fermionic systems and that the fermionic partial transpose needs to be used instead suggests that quantum entanglement in fermionic systems, or fermionic quantum entanglement in short, is fundamentally different from bosonic one. In this work, we would like to study fermionic entanglement negativity from a perspective more inclined to quantum information theory, unlike our previous studies about spacetime significance of partial transpose, TQFTs, and CFTs [54, 59, 60]. To this end, we present a systematic investigation of properties of fermionic entanglement negativity among which are the monotonicity under local quantum operations and classical communications (LOCC) (see Refs. [13, 14, 65] for the monotonicity of
negativity in qubit systems), additivity and invariance under a local unitary.

Our paper is organized as follows: In Sec. II, we review the structure of Hilbert space of local fermionic modes and provide important definitions including separable fermionic states, the fermionic partial transpose, and the fermionic entanglement negativity. In Sec. III, we check that the fermionic entanglement negativity satisfies usual properties expected for an entanglement measure. We provide canonical examples of entangled states for two and three fermionic modes in Sec. IV. In Secs. V and VI, we use the entanglement negativity to distinguish different types of bipartite and tripartite entangled states in systems of two and three fermionic modes. We close our discussion by final remarks in Sec. VII.

II. PRELIMINARY REMARKS

We start by briefly reviewing the structure of the Hilbert space of local fermionic modes and define the algebras of physical operators, which include density matrix operators and any physical manipulation of Fermi systems. Subsequently, we present the definition of fermionic partial transpose and the corresponding entanglement measure, which we call entanglement negativity by analogy to the partial transpose in bosonic (qubit) systems.

Let be the Hilbert space of a quantum system. The algebra of linear bounded operators on the Hilbert space is generally characterized by C∗-algebras. Physical operators refer to a subset of linear operators whose algebra is denoted by . If the Hilbert space admits superselection sectors, i.e., , then the algebra of physical operators can be represented as , since physical operators do not mix the superselection sectors.

**Local fermionic modes:** The case of interest in this paper is local fermionic modes where the Hilbert space is a Fock space associated with a system of fermionic degrees of freedom (“sites”) . The Fock space is spanned by basis vectors where is the occupation number of th site. Any linear operator can be defined in terms of creation and annihilation operators and which act on the basis vectors as

\[
 f_j |n_1, \cdots, n_j-1, 1, n_{j+1}, \cdots, n_N \rangle = (-1)^{\sum_{i=1}^{j} n_i} |n_1, \cdots, n_{j-1}, 0, n_{j+1}, \cdots, n_N \rangle,  \\
 f_j |n_1, \cdots, n_{j-1}, 0, n_{j+1}, \cdots, n_N \rangle = 0,
\]

and is the Hermitian conjugate. Hence, the creation and annihilation operators obey the anticommutation relations

\[
f_j f_k^\dagger + f_k^\dagger f_j = \delta_{jk},  \\
f_j f_k + f_k f_j = f_j^\dagger f_k^\dagger + f_k^\dagger f_j^\dagger = 0
\]

which generate the algebra .

We define the fermion-number parity for a basis vector by . The fermion-number parity can also be measured by applying the operator

\[
 (-1)^F := (-1)^{\sum_j n_j},
\]

which assigns a to each basis vector. In our paper, we assume a global fermion-number parity symmetry as a fundamental symmetry in fermionic systems. This is so, simply because Hamiltonians of our interest are always bosonic operators, and commute with the fermion number parity operator [66]. As a result, the Hilbert space splits into two sectors , corresponding to the states with even (odd) number of fermions, respectively, where we can write for . In other words, the Hilbert space is graded [67].

Similarly, the operator algebra is graded as well, , Namely, an operator is fermion-number parity even (odd) if it preserves (changes) the number of fermions modulo 2,

\[
 (-1)^F X (-1)^F = (-1)^r X, \quad X \in G_r \ (r = 0, 1).
\]

This simply means that the algebra of operators is spanned by products of even (odd) number of and .

**Physical operators:** The physical operators are those operators which preserve the fermion-number parity symmetry [68–71] and act on each fermion-number parity sector separately, i.e.,

\[
 G_0 = L(H_0) \oplus L(H_1).
\]

It is evident that no physical operator can change the occupation number locally on a single site as it changes the fermion-number parity. The Hamiltonian is an example of a physical operator.

**Density matrices:** Another important class of physical operators is density matrix operators. The state of a system is described by a density matrix defined on the Hilbert space and satisfies the following three conditions: first, it is Hermitian , second, is positive semi-definite, and third, . A system is said to be in a pure state, if , otherwise, it is in a mixed state. Physically, mixed states represent finite temperature states of systems, or reduced density matrices obtained from a given pure state by taking the partial trace. We denote the set of state density matrices by .

**Unitary operators:** Unitary operators form a subset of linear operators which satisfy and the identity operator on . In this paper, we encounter physical unitary operators . An example of a physical unitary operator is the time-evolution under a Hamiltonian , i.e., .

**Bipartite systems:** In order to define a bipartite entanglement, we divide the system of fermion sites into
subsystems $A$ and $B$ with $m_A$ and $m_B$ sites, respectively, where $m_A + m_B = N$. The Hilbert space is then factorized as a tensor product,

$$\mathcal{H} = \mathcal{H}^A \otimes \mathcal{H}^B.$$  

(8)

Accordingly, we can define subalgebras of local operators acting on each Hilbert subspace. However, these subalgebras, denoted by $\mathcal{G}(\mathcal{H}^i)$, $i = A, B$, contain both fermion-number parity even and odd terms and do not commute with each other in general. Hence, in order to decompose the algebra of operators, we define the graded tensor product as

$$XY = X \otimes_{gr} Y, \quad YX = (-1)^{xy} X \otimes_{gr} Y,$$  

(9)

where $X \equiv X \otimes_{gr} 1_B$ and $Y \equiv 1_A \otimes_{gr} Y$ are local operators in $\mathcal{G}$ and $X \in \mathcal{G}_z(\mathcal{H}^A)$ and $Y \in \mathcal{G}_p(\mathcal{H}^B)$ are two elements of the subalgebras $x, y = 0$ or 1 corresponding to even or odd sectors. So, the algebra of linear operators admits the following decomposition

$$\mathcal{G} = \mathcal{G}(\mathcal{H}^A) \otimes_{gr} \mathcal{G}(\mathcal{H}^B).$$  

(10)

Similar to the full Hilbert space, we may define local physical operators acting on each Hilbert subspace as a set of operators which preserve the fermion-number parity within that Hilbert subspace. We should note that the space of physical operators on the full Hilbert space is larger than the space spanned by the tensor product of local physical operators on Hilbert subspaces, $\mathcal{G}_0(\mathcal{H}^A) \otimes \mathcal{G}_0(\mathcal{H}^B) \subseteq \mathcal{G}_0$. In fact, we have

$$\mathcal{G}_0 = (\mathcal{G}_0(\mathcal{H}^A) \otimes \mathcal{G}_0(\mathcal{H}^B)) \cup (\mathcal{G}_1(\mathcal{H}^A) \otimes_{gr} \mathcal{G}_1(\mathcal{H}^B)),$$  

(11)

where we write the usual tensor product for the product of local physical observables as they always commute. In the case of density matrices $\mathcal{S}(\mathcal{H})$, this means that $\mathcal{S}(\mathcal{H}^A) \otimes \mathcal{S}(\mathcal{H}^B) \subseteq \mathcal{S}(\mathcal{H})$, where $\mathcal{S}(\mathcal{H}^A)$ and $\mathcal{S}(\mathcal{H}^B)$ refer to the set of local density matrices. As we see below, this is essential for the existence of the space of entangled states.

**Separable states:** Any element $\rho_{sep}$ of the set $\mathcal{S}_{sep} = \mathcal{S}(\mathcal{H}^A) \otimes \mathcal{S}(\mathcal{H}^B)$ can be written as

$$\rho_{sep} = \sum_i w_i \rho_{A,i} \otimes \rho_{B,i},$$  

(12)

where $w_i$ are real positive coefficients satisfying $\sum_i w_i = 1$, and $\rho_{A,i} \in \mathcal{S}(\mathcal{H}^A)$, $\rho_{B,i} \in \mathcal{S}(\mathcal{H}^B)$. Hence, $\mathcal{S}_{sep}$ defines a convex set of classically correlated states, which are also known as separable states [10, 11]. Since these states are classically correlated, one should not expect any quantum entanglement. The above condition is equivalent to the separability criterion defined with reference to the bipartitioned operator algebra [71].

The entanglement negativity (based on partial transpose) was originally proposed as a necessary condition for a bosonic state to be separable [10, 11]; that is, if a density matrix is separable, the negativity will vanish. In what follows, we introduce an analog of partial transpose for fermionic density matrices.

**Majorana representation:** For the purpose of algebraic derivation of some properties of the fermionic negativity later in the paper, it proves convenient to write the partial transpose of operators in a basis of real (Majorana) fermion operators. For a fermionic Fock space $\mathcal{H}$ generated by $N$ local fermionic modes $f_j$, we define real fermion operators by

$$c_{2j-1} = f_j^\dagger + f_j, \quad c_{2j} = -i(f_j^\dagger - f_j), \quad j = 1, \ldots, N.$$  

(13)

These operators satisfy the commutation relation

$$c_j c_k + c_k c_j = 2\delta_{jk}.$$  

(14)

The operator algebra generated by the Majorana operators acting on the Hilbert space of $2N$ Majorana sites is known as Clifford algebra and any operator $X \in \mathcal{G}$ acting on this space can be expanded in terms of $c_j$, $j = 1, \ldots, 2N$,

$$X = \sum_{k=1}^{2N} \sum_{p_1 < p_2 < \cdots < p_k} X_{p_1 \cdots p_k} c_{p_1} \cdots c_{p_k},$$  

(15)

where $X_{p_1 \cdots p_k}$ are complex numbers and fully antisymmetric under permutations of $\{1, \ldots, k\}$. When $X$ corresponds to a physical operator, $X \in \mathcal{G}_0$, the expansion only contains even number of Majorana operators, i.e., $k$ is even. For instance, a generic density matrix $\rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B)$ can be expanded as

$$\rho = \sum_{k_1, k_2 \text{ even}} \rho_{p_1 \cdots p_k_1, q_1 \cdots q_k_2} a_{p_1} \cdots a_{p_{k_1}} b_{q_1} \cdots b_{q_{k_2}},$$  

(16)

where $\{a_j\}$ and $\{b_j\}$ are Majorana operators associated with $\mathcal{H}^A$ and $\mathcal{H}^B$, respectively, and the even fermion-number parity condition is shown by the condition $k_1 + k_2 = \text{even}$.

**Transpose in Majorana representation:** A standard anti-automorphism $X \mapsto X^T$ of a Clifford algebra is defined by reversing the ordering of generators in the expansion (15) as in $(c_{p_1} c_{p_2} \cdots c_{p_k})^T = c_{p_k} c_{p_{k-1}} \cdots c_{p_1}$. Given $X, Y \in \mathcal{G}_0$, this operation is involutive $(X^T)^T = X$, linear $(zX)^T = zX^T$ for a complex number $z$, and satisfies $(XY)^T = Y^T X^T$. We shall call it transpose. It is easy to show that for density matrices $\rho \in \mathcal{S}(\mathcal{H})$ the spectrum of $\rho$ and $\rho^T$ are identical [54].

**Fermionic partial transpose in Majorana representation:** The fermionic partial transpose is defined only in the subalgebra of physical operators $\mathcal{G}_0$. For
\[ X \in \mathcal{G}_0, \text{ it is given by } [54, 60] \]
\[ X^{T_a} := \sum_{k_1, k_2} X_{p_1 \cdots p_{q_1}, q_1 \cdots q_{q_2}}^{k_1} a_{p_1} \cdots a_{p_{q_1}} b_{q_1} \cdots b_{q_2}, \]  
and similarly for \( X^{T_b} \). The partial transpose is consistent with the full transpose, since first, taking successive partial transpose with respect to the two subsystems is identical to taking the full transpose, \([72]\)
\[ (X^{T_a})^{T_b} = X^T, \]  
and second, the identity operator is invariant under the partial transpose,
\[ (1)^{T_b} = I. \]  
In addition, the definition \((17)\) implies that
\[ (X^{T_a})^{T_b} = (-1)^{F_A} X (-1)^{F_A}. \]  
where \((-1)^{F_A}\) is the fermion-number parity operator \((5)\) defined within the Hilbert subspace \( F_A = \sum_{j \in A} f_j^1 f_j^2 \). This property reflects the fact that the fermionic partial transpose is related to the action of time-reversal operator of spinless fermions in the Euclidean spacetime \([59]\).

**Fermionic partial transpose in occupation number basis:** The difference between bosonic partial transpose (that is a matrix partial transpose) and the fermionic one is most obvious in the occupation number basis. Due to anti-commutation of local fermionic modes, let us fix our convention by defining the “normal-ordered” occupation number basis as
\[ |\{n_j\}_{j \in A}, \{\bar{n}_j\}_{j \in B}\rangle = (f_{j_1}^1)^{n_{j_1}} \cdots (f_{j_m}^1)^{n_{j_m}} \cdots (f_{j_m}^2)^{\bar{n}_{j_m}} |0\rangle \]  
where \(n_j\)'s are occupation numbers for the subsystems \(A\) and \(B\), respectively, and \(|0\rangle\) denotes the vacuum state where all \(n_j\)'s are zero. Normal-ordering in this representation simply means that all fermionic degrees of freedom within each subsystem are clustered together. Such normal-ordering can always be achieved for any given set of local fermionic sites, after shuffling around the fermion operators and keep track of minus signs due to the anti-commutation relation. For instance, consider four fermion sites living on a chain and label them from 1 to 4. Let us partition it such that sites 1 and 4 belong to the subsystem \(A\) and sites 2 and 3 belong to the subsystem \(B\). To normal-order a state like \(|1011\rangle = f_1^1 f_2^1 f_3^1 f_4^1 |0\rangle\) means to bring the fermion site 4 next to site 1 and write it in this form \(|\{n_j\}_{j \in A}, \{\bar{n}_j\}_{j \in B}\rangle\), i.e. \(|11,01\rangle = f_1^1 f_2^1 f_3^1 f_4^2 |0\rangle = -f_1^1 f_3^2 f_4^1 f_2^1 |0\rangle\) which differs from the original (spatial) ordering by a minus sign.

Hence, a normal-ordered density matrix \(\rho\) in this basis reads as
\[ \sum_j n_j + \bar{n}_j = \text{even} \]
\[ \sum_{n_j, \bar{n}_j} \rho(\{n_j\}, \{\bar{n}_j\}) |\{n_j\}_A, \{\bar{n}_j\}_B \rangle \langle \{n_j\}_A, \{\bar{n}_j\}_B | \]  
where \(\rho(\{n_j\}, \{\bar{n}_j\}) = \langle \{n_j\}_A, \{\bar{n}_j\}_B | \rho | \{n_j\}_A, \{\bar{n}_j\}_B \rangle\) and the constraint \(\sum_j n_j + \bar{n}_j = \text{even}\) implies \(\rho \in \mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_B)\). The fermionic partial transpose \((17)\) of a basis vector is then given by
\[ \langle \{n_j\}_A, \{\bar{n}_j\}_B | (\{n_j\}_A, \{\bar{n}_j\}_B)^{T_A} \rangle = (-1)^{\phi(\{n_j\}, \{\bar{n}_j\})} U_A^\dagger |\{n_j\}_A, \{\bar{n}_j\}_B \rangle \langle \{n_j\}_A, \{\bar{n}_j\}_B | U_A, \]  
where the phase factor is
\[ \phi(\{n_j\}, \{\bar{n}_j\}) = \frac{[\tau_A + \bar{\tau}_A \mod 2]}{2} + (\tau_A + \bar{\tau}_A)(\tau_B + \bar{\tau}_B) \]  
in which \(\tau_{A(B)} = \sum_{j \in A(B)} n_j\) and \(\bar{\tau}_{A(B)} = \sum_{j \in A(B)} \bar{n}_j\) are the number of occupied states in each subsystem. Note that \(U_A\) is a unitary transformation (partial particle-hole transformation) \(U_A = \prod_{j \in A} c_{2j-1}\) acting on \(\mathcal{H}_A\). As far as the entanglement negativity is concerned \(U_A^\dagger \rho U_A^\dagger\) and \(\rho^{T_A}\) have identical eigenvalues which lead to the same value for the entanglement negativity (defined below).

It is now evident that the fermionic definition \((23)\) is distinct from the bosonic partial transpose \([49]\) (which is just exchanging the states of subsystem \(A\)) due to presence of a phase factor.

**Fermionic entanglement negativity:** For a pure state \(|\Psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B\), the bipartite entanglement is computed by the von Neumann entanglement entropy
\[ S_{VN}(\rho_A) = -\text{Tr}(\rho_A \log \rho_A), \]  
and the Rényi entropies
\[ S_n(\rho_A) = \frac{1}{1-n} \text{Tr}(\rho_A^n), \]  
in terms of reduced density matrix \(\rho_A = \text{Tr}_B(|\Psi\rangle \langle \Psi|)\). Notice that \(S(\rho_A) = S(\rho_B)\) and \(S_n(\rho_A) = S_n(\rho_B)\).

For a mixed state \(\rho \in \mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_B)\), a well-known measure of entanglement in terms of von Neumann and Rényi entropies is given by the mutual information,
\[ I_{VN}(\rho) = S_{VN}(\rho_A) + S_{VN}(\rho_B) - S_{VN}(\rho), \]  
\[ I_n(\rho) = S_n(\rho_A) + S_n(\rho_B) - S_n(\rho), \]  
where \(\rho_A = \text{Tr}_B \rho\) and \(\rho_B = \text{Tr}_A \rho\).

We introduce an analog of the entanglement negativity
associated with the fermionic partial transpose by
\[
\mathcal{N}(\rho) = \frac{\|\rho^{T_A}\| - 1}{2},
\]  
(29)
as well as an analog of the logarithmic negativity by
\[
\mathcal{E}(\rho) = \log \|\rho^{T_A}\|,
\]  
(30)
where
\[
\|A\| = \text{Tr}\sqrt{AA^\dagger}.
\]  
(31)
is the trace norm Note that for a pure state \(\rho = |\Psi\rangle\langle\Psi|\),
\[
\mathcal{E}(\rho) = S_{1/2}(\rho_A)\text{ where } S_{1/2}(\rho_A)\text{ is the 1/2-Rényi entropy defined in (26) for } n = 1/2.
\]  
Higher moments of fermionic partial transpose can be defined as
\[
\mathcal{E}_n := \begin{cases} 
\log \text{Tr}(\rho^{T_A} \rho^{T_A} \cdots \rho^{T_A} \rho^{T_A}) & \text{even, } n \text{ even}, \\
\log \text{Tr}(\rho^{T_A} \rho^{T_A} \cdots \rho^{T_A}) & \text{odd, } n \text{ odd} 
\end{cases}
\]  
(32)
which are also noted as the upper bound for the bosonic negativity [53, 73].

We close this section by remarking that the presence of phase factor in the fermionic partial transpose (23) is quite fundamental and becomes more apparent in the path-integral formalism of moments of partial transpose (32). The fermionic partial transpose is equivalent to the partition function on spacetime manifold with a fixed spin structure whereas the bosonic partial transpose is equivalent to a sum over all possible spin structures (See Ref. [54] for an extended discussion on this.)

### III. GENERAL PROPERTIES OF FERMIONIC ENTANGLEMENT NEGATIVITY

In order for an entanglement measure to be useful, it should satisfy several requirements [65, 74, 75]. In this section, we investigate how the fermionic entanglement negativity treats each requirement.

Before we discuss the properties, we investigate some essential identities for partially transposed fermionic operators which will be used later in our derivations. These identities may seem rather trivial for bosonic partial transpose where the partial transpose is solely a matrix partial transposition. However, for fermionic partial transpose we multiply by some complex phase factor as we take the partial transpose and it is not fully clear that the above identities may hold. As we show below, the partial fermionic transpose does satisfy all of the expected identities for a set of states \(S(\mathcal{H}_A \otimes \mathcal{H}_B)\) and physical operators in the algebra \(\mathcal{G}_0\) which preserve the fermion-number parity.

**Proposition 1.** For local physical operators \(X_s \in \mathcal{G}_0(\mathcal{H}_s)\) \(s = A, B\) which act only on the \(A\) and \(B\) subsystems and a state density matrix \(\rho \in S(\mathcal{H}_A \otimes \mathcal{H}_B)\), we have
\[
[\rho(X_A \otimes X_B)]^{T_A} = (X_A^T \otimes I_B)\rho^{T_A}(I_A \otimes X_B),
\]  
(33)
or
\[
[(X_A \otimes X_B)^*]^{T_A} = (I_A \otimes X_B)\rho^{T_A}(X_A^T \otimes I_B),
\]  
(34)
where \(I_A\) and \(I_B\) are the identity operators in \(\mathcal{H}_A\) and \(\mathcal{H}_B\), respectively.

A proof of this proposition is given in Appendix B.

**Proposition 2.** For local physical operators \(X_s, Y_s \in \mathcal{G}_0(\mathcal{H}_s)\), \(s = A, B\) and a state density matrix \(\rho \in S(\mathcal{H}_A \otimes \mathcal{H}_B)\), we have
\[
[(X_A \otimes X_B)\rho(Y_A \otimes Y_B)]^{T_A} = (Y_A^T \otimes X_B)\rho^{T_A}(X_A^T \otimes Y_B),
\]  
(35)
\[
[(X_A \otimes X_B)\rho(Y_A \otimes Y_B)]^{T_B} = (X_A \otimes Y_B^T)\rho^{T_B}(Y_A \otimes X_B^T).
\]  
(36)
Proof:
Below, we show (35). Equation (36) can be derived similarly.
\[
((X_A \otimes X_B)[\rho(Y_A \otimes Y_B)])^{T_A}
\]
\[
= (I_A \otimes X_B)[\rho(Y_A \otimes Y_B)]^{T_A}(X_A^T \otimes I_B)
\]  
(37)
\[
= (I_A \otimes B)\rho^{T_A}(X_A^T \otimes I_B)(I_A \otimes Y_B)(X_A^T \otimes I_B)
\]  
(38)
\[
= (Y_A^T \otimes X_B)\rho^{T_A}(I_A \otimes Y_B)
\]  
(39)
where in the first and second lines we use (34) and (33), respectively.

Now, we study the standard properties of an ideal entanglement measure one by one for the fermionic entanglement negativity.

#### A. Zero entanglement for separable states

The concept of entanglement negativity is intimately related to the separability criterion of density matrices and various studies show the versatility of this criterion for detecting quantum entanglement [55, 69, 71, 76–81]. Before we delve into details of separability in fermionic systems, let us make a few remarks about the relation between negativity and separability criterion in bosonic systems. Despite the equivalency of the entanglement negativity and separability criterion for a two-qubit system [10, 11] and Gaussian states of two-mode bosonic system [55, 76], it has been established that in general for larger (bosonic) systems, vanishing negativity is a necessary (but not sufficient) condition for separability. In other words, there exist cases [82] in which the state is inseparable but the eigenvalues of the partial transpose are positive or equivalently, the negativity is zero. These types of states are said to have a bound entanglement [83], i.e. their entanglement cannot be distilled [84–86] as a resource for carrying out quantum computation.
processes such as teleportation. We should note that these states cannot be prepared by means of LOCC on separable states. These observations have led to an important discovery that the subspace of states with positive partial transpose (PPT) is not only limited to the separable states and it contains bound entangled states as well. Accordingly, the group of LOCC operations is enlarged to the so called PPT operations which can be used to construct all PPT states, separable or bound entangled.

A crucial assumption in the original definition of the separability criterion is the tensor product structure of local Hilbert spaces, e.g. the Hilbert space of a composite system $H$ can be decomposed as $H^A \otimes H^B$ associated with two subsystems $A$ and $B$. This requirement was relaxed in a more general definition of separability in terms of a bipartition of the operator algebra [87, 88]. The operator-based separability criterion is simplified to the original separability criterion whenever locally factorizable Hilbert spaces are available. Furthermore, the operator-based definition have been applied to systems of indistinguishable particles [69, 71, 79–81, 89] where the analog of an entanglement between distinguishable qubits would become an entanglement between the modes occupied by indistinguishable particles (fermions or bosons). In the case of a particle-number conserving system of bosons, it was found that vanishing negativity and separability are equivalent for a bipartition of $N \geq 2$ bosonic modes into a one mode and the rest [81, 89].

A separable state $\rho_{\text{sep}}$ in a Fock space of local fermionic modes is defined in (12). Applying the partial transpose yields

$$\rho_{\text{sep}}^T = \sum_i w_i \rho_{A,i}^T \otimes \rho_{B,i},$$

(40)

where partial transpose acts as a full transpose on the local density matrix in the right-hand side. As mentioned earlier, the full transpose does not change the spectrum of a density matrix. Hence, $\rho_{\text{sep}}^T \in S(H^A), s$ since it is a non-negative matrix with unit trace. This implies that $\rho_{\text{sep}}^T \in S(H^A) \otimes S(H^B)$ is a density matrix, as it is a convex combination of separable states $\rho_{A,i}^T \otimes \rho_{B,i}$. Therefore, we may write $\text{Tr}[\rho_{\text{sep}}^T] = \text{Tr}[\rho_{\text{sep}}^T] = 1$ or $\mathcal{N}(\rho_{\text{sep}}) = 0$.

We should note that the separability condition of fermions (12), compared with that of bosons (qubits), has an additional constraint on local density matrices $\rho_{A,i}$ and $\rho_{B,i}$, that they are fermion-number parity even within their own Hilbert spaces. This property can also be derived from the separability criterion based on bipartition of operator algebras [71]. Remarkably, the definition of fermionic partial transpose (17) (and full transpose) is sensitive to this property, since the full transpose only gives the same spectrum for Hermitian physical (even fermion number parity) operators.

Moreover, we have not encountered any example of bound entangled states in fermionic systems. We believe that this is partly due to the fermion-number parity constraint on density matrices (see also the discussion below Eq. (153) in Sec. VII). In low dimensional Hilbert spaces, we provide theorems that forbids the existence of such states later in this paper. For example, for a system of two fermionic modes (Theorem 1) or a system of one fermionic mode coupled to arbitrary fermionic Fock space (Theorem 2), the fermionic entanglement negativity is a necessary and sufficient condition for the separability, i.e. there is no inseparable state with zero negativity.

It is important to note that if we treat a fermionic density matrix in the occupation number basis as a bosonic entity, we may be led to wrong results. For instance, it is possible that an inseparable fermionic density matrix expressed as a separable state within the bosonic formalism. This is however wrong, since the local bosonic density matrices are not legitimate fermionic density matrices (see examples in Sec. IV).

\section{B. Invariance under local unitary transformation}

Applying local unitary physical operator must not change the entanglement measure. A local unitary physical operation is represented by

$$\rho \rightarrow (U_A \otimes U_B) \rho (U_A^\dagger \otimes U_B^\dagger)$$

(41)

where $U_s \in \mathcal{G}(H^s), s = A, B$ are unitary physical operators acting on subsystems $A$ and $B$, respectively. We are to show that

$$\mathcal{N} \left( (U_A \otimes U_B) \rho (U_A^\dagger \otimes U_B^\dagger) \right) = \mathcal{N}(\rho),$$

(42)

or equivalently,

$$\mathcal{E} \left( (U_A \otimes U_B) \rho (U_A^\dagger \otimes U_B^\dagger) \right) = \mathcal{E}(\rho).$$

(43)

\textbf{Proof:}

Using (35), we write

$$\left\| \left( (U_A \otimes U_B) \rho (U_A^\dagger \otimes U_B^\dagger) \right)^T_a \right\|$$

$$= \left\| \left( (U_A^\dagger)^T \otimes U_B^\dagger \right) \rho^T_a (U_A \otimes U_B^\dagger) \right\|$$

$$= \left\| (\tilde{U}_A \otimes U_B^\dagger) \rho^T_a (\tilde{U}_A^\dagger \otimes U_B) \right\|$$

$$= \| \rho^T \|$$

(44)

where in the second line we observe that $\tilde{U}_A = (U_A^\dagger)^T$ is also a unitary physical operator, since $\tilde{U}_A \tilde{U}_A^\dagger = (U_A^\dagger)^T U_A^\dagger = (U_A U_A^\dagger)^T = I_A$.

This makes the overall operation $\tilde{U}_A \otimes U_B$ unitary. Lastly, in the third line of the proof we use the fact that trace norm does not change under unitary transformations. This then immediately implies (42) and (43).
A special case of (44) is when we apply uni-local unitary physical operator $U_A \otimes I_B$, i.e. when $U_B = I_B$.

$$\left\| \left( U_A \otimes I_B \right) \rho \left( U_A^\dagger \otimes I_B \right) \right\| = \| \rho \|. \quad (46)$$

### C. Additivity

Entanglement of a composite system is equal to the sum of the entanglements of the constituting systems. To be more specific, let us consider two sets of local fermionic modes correspond to the Fock spaces $H$ and $H'$. The combined density matrix $\rho \in \mathcal{S}(H) \otimes \mathcal{S}(H')$ can be written as

$$\rho = \rho_{AB} \otimes \rho_{AB}^\prime \quad (47)$$

where $\rho_{AB} \in \mathcal{S}(H^A \otimes H^B)$ and $\rho_{AB}^\prime \in \mathcal{S}(H'^A \otimes H'^B)$ describe entangled states in $H$ and $H'$, respectively. This situation, for example, is realized by stacking two chains where $H^A$ and $H'^A$ spaces belong to subsystem $A$ and $H^B$ and $H'^B$ spaces belong to subsystem $B$. The additivity condition requires that

$$\mathcal{E}(\rho_{AB} \otimes \rho_{AB}^\prime) = \mathcal{E}(\rho_{AB}) + \mathcal{E}(\rho_{AB}^\prime). \quad (48)$$

Proof:

An important property of the fermionic partial transpose (17) is that it preserves the tensor product of fermionic density matrices and we can write

$$\left( \rho_{AB} \otimes \rho_{AB}^\prime \right)^{T_A} = \rho_{AB}^{T_A} \otimes \rho_{AB}^{T_A}. \quad (49)$$

This can be easily seen in the Majorana representation of density matrices. The additivity condition (48) holds immediately. A slightly different statement of additivity is that if we consider $n$ copies of a density matrix $\rho \in \mathcal{S}(H^A \otimes H^B)$, we would have

$$\mathcal{E}(\rho^{\otimes n}) = n \mathcal{E}(\rho). \quad (50)$$

It is worth noting that the bosonic partial transpose of fermionic density matrices [49] does not preserve the tensor product structure and hence does not satisfy the additivity condition. This violation is rooted in the fact that the fermionic nature of density matrices was completely ignored in this formalism. Additivity is sometimes considered as being too strong. Instead, one defines subadditivity as

$$\mathcal{E}(\rho_{AB} \otimes \rho_{AB}^\prime) \leq \mathcal{E}(\rho_{AB}) + \mathcal{E}(\rho_{AB}^\prime). \quad (51)$$

The bosonic partial transpose of fermionic density matrices does not satisfy this condition either (see example of stacking two Majorana chains in our earlier work [54]).

### D. No increase (monotonicity) under LOCC

Here, we study how the entanglement negativity behaves under the action of local quantum operations and classical communication (LOCC) and show that it is an entanglement monotone.

For notational clarity, we use $\rho_{AB} \in \mathcal{S}(H^A \otimes H^B)$ to denote an entangled state density matrix between subsystems $A$ and $B$ as we need to introduce a state $\rho_R$ associated with an ancilla.

1. **Appending ancilla**

Appending an unentangled local ancilla $R$ must not change the entanglement measure.

This is modeled by the following process

$$\rho_{AB} \rightarrow (\rho_{AB} \otimes \rho_R), \quad (52)$$

where we add an ancilla in an arbitrary mixed state, denoted by $\rho_R \in \mathcal{S}(H^R)$, to our original system $\rho_{AB}$ and by local ancilla, we mean that the new global system $R \cup (AB)$ is partitioned to $\tilde{A} = AR$ and $B$. We need to show

$$\mathcal{N}(\rho_{AB} \otimes \rho_R) = \mathcal{N}(\rho_{AB}), \quad (53)$$

which also implies

$$\mathcal{E}(\rho_{AB} \otimes \rho_R) = \mathcal{E}(\rho_{AB}). \quad (54)$$

Proof:

Because of the new partitioning scheme and hence the corresponding enlarged Hilbert space $H^R \otimes H^A$ of subsystem $\tilde{A}$, now we must take the partial transpose with respect to $AR$, denoted by $(\cdot)^{T_{\tilde{A}}}$. The partial transpose of the combined density matrix is then given by

$$\left( \rho_{AB} \otimes \rho_R \right)^{T_{\tilde{A}}} = \rho_{AB}^{T_{\tilde{A}}} \otimes \rho_R^{T_{\tilde{A}}} \quad (55)$$

where in the first identity we use the tensor product property (49). In the second line, we write $\rho_{AB}^{T_{\tilde{A}}} = \rho_{AB}^{T_A}$ since $\rho_{AB}$ only contains $A$ part of $\tilde{A}$ and $\rho_R^{T_{\tilde{A}}} = \rho_R^{T}$ since $\rho_R$ is fully embedded in $\tilde{A}$. We know that a fully transposed density matrix is also a legitimate density matrix. Hence, all the eigenvalues of $\rho_R^T$ are real positive and $\| \rho_R^{T} \| = \text{Tr}(\rho_R^{T}) = 1$. Consequently, we can write

$$\left\| \left( \rho_{AB} \otimes \rho_R \right)^{T_{\tilde{A}}} \right\| = \left\| \rho_{AB}^{T_{\tilde{A}}} \otimes \rho_R^{T} \right\| = \left\| \rho_{AB}^{T_{\tilde{A}}} \right\| \cdot \left\| \rho_R^{T} \right\| \quad (56)$$

which results in (53).
Application of local projective measurements does not increase the entanglement measure. A local projection operator $P_s$, $s = A, B$ acting on the Hilbert space $\mathcal{H}_s$ is a physical operator $P \in \mathcal{G}_0(\mathcal{H}_s)$ which satisfies $P^2 = P_s$.

Consider two sets of orthogonal local projectors $\{P^\mu_A\}$ and $\{P^\mu_B\}$ on subsystems $A$ and $B$. The locally projected density matrices are

$$\rho_{AB}(\mu) = \frac{1}{r_\mu}(P^\mu_A \otimes P^\mu_B)\rho_{AB}(P^\mu_A \otimes P^\mu_B),$$

(57)

where $r_\mu = \text{Tr}[(P^\mu_A \otimes P^\mu_B)\rho_{AB}(P^\mu_A \otimes P^\mu_B)]$. The completeness of the set of projectors implies

$$\text{Tr} \left[ \sum_\mu (P^\mu_A \otimes P^\mu_B)\rho_{AB}(P^\mu_A \otimes P^\mu_B) \right] = 1,$$

(58)

which means

$$\sum_\mu r_\mu = 1.$$

(59)

The monotonicity condition can then be written as

$$\mathcal{N}(\rho_{AB}) \geq \sum_\mu r_\mu \mathcal{N}(\rho_{AB}(\mu)),$$

(60)

which also implies

$$\mathcal{E}(\rho_{AB}) \geq \sum_\mu r_\mu \mathcal{E}(\rho_{AB}(\mu)),$$

(61)

using the relation $\mathcal{E} = \log(2\mathcal{N} + 1)$ and the fact that log is concave.

Proof:

We begin by noting that for any set of orthogonal projectors, we have $\|\sum P APA_p \| \leq |A|$ which is a property of any unitarily invariant norm. Hence, we have

$$\|\rho_{AB}^T\| \geq \left\| \sum_\mu ((P^\mu_A)^T \otimes P^\mu_B)\rho_{AB}^T((P^\mu_A)^T \otimes P^\mu_B) \right\|$$

$$= \sum_\mu \left\| ((P^\mu_A)^T \otimes P^\mu_B)\rho_{AB}^T((P^\mu_A)^T \otimes P^\mu_B) \right\|$$

$$= \sum_\mu \left\| [(P^\mu_A \otimes P^\mu_B)\rho_{AB}(P^\mu_A \otimes P^\mu_B)]^T \right\|$$

$$= \sum_\mu r_\mu \|\rho_{AB}(\mu)^T\|,$$

(62)

where we note that both $(P^\mu_A)^T$ and $P^\mu_B$ are projection operators, since $(P^\mu_A)^2 = P^\mu_A$ and hence, $((P^\mu_A)^T)^2 = (P^\mu_A)^T$. Moreover, in the third line we use (35) that the partial transpose acts as a full transpose on the local projectors of the first subsystem $P^\mu_A$.

Tracing out an entangled ancilla must not increase the entanglement measure.

Let us consider an ancilla which is entangled to the subsystem $A$. The process of entangling an ancilla is as follows: We put ancilla together with the subsystem $A$ which is described by $\rho_{AB} \otimes \rho_R$ where $\rho_R$ is the initial state of the ancilla. We let the subsystem $A = AR$ evolve under some unitary evolution $U_{AR} \in \mathcal{G}_0(\mathcal{H}_A \otimes \mathcal{H}_R)$. As a result, we get

$$\rho_{AB} = (U_{AR} \otimes I_B)\rho_{AB} \otimes \rho_R(U^\dagger_{AR} \otimes I_B)$$

(63)

Now, measuring the ancilla and finding it to be in a state $|\mu\rangle_R$ leads to a projected density matrix $\rho_{AB}(\mu)$,

$$\rho_{AB}(\mu) = \frac{1}{r_\mu} R_{AR} |\mu\rangle \langle \mu| R^{\dagger}_{AR} \rho_{AB} \otimes \rho_R(U^\dagger_{AR} \otimes I_B) |\mu\rangle_R$$

(64)

where $r_\mu = \text{Tr}_{AB}[R_{AR} |\mu\rangle \langle \mu| U_{AR}(\rho_{AB} \otimes \rho_R)U^\dagger_{AR} |\mu\rangle_R]$ is the probability of observing the state $\rho_{AB}(\mu)$. Tracing out ancilla yields

$$\text{Tr}_R(\rho_{AB}) = \sum_\mu R_{AR} |\mu\rangle \langle \mu| U_{AR}(\rho_{AB} \otimes \rho_R)U^\dagger_{AR} |\mu\rangle_R$$

(65)

$$= \sum_\mu r_\mu \rho_{AB}(\mu).$$

(66)

The statement of monotonicity is that the process of entangling ancilla to subsystem $A$ and measuring the ancilla without subselection should not increase the entanglement, i.e. entanglement measure is required to satisfy

$$\mathcal{N}(\rho_{AB}) \geq \sum_\mu r_\mu \mathcal{N}(\rho_{AB}(\mu)),$$

(67)

$$\mathcal{N}(\rho_{AB}) \geq \mathcal{N}(\sum_\mu r_\mu \rho_{AB}(\mu)),$$

(68)

We should note that we only have the first inequality for the logarithmic negativity $\mathcal{E}(\rho_{AB})$ since $\mathcal{E}(\rho_{AB})$ is not a convex function.

$$\mathcal{E}(\rho_{AB}) \geq \sum_\mu r_\mu \mathcal{E}(\rho_{AB}(\mu)).$$

(69)

Proof:
We first note that
\[
\|\rho_{AB}^{T_A}\| = \left\| (\rho_{AB} \otimes \rho_R)(U_{AR} \otimes I_B)\right\|^T_A \\
= \left\| (\rho_{AB} \otimes \rho_R)^{T_B}\right\| \\
= \left\| \rho_{AB}^{T_A}\right\| 
\]
where the second and third identities follow from the application of uni-local unitary (46) and the first type of LOCC (56), respectively. On the other hand, we may write
\[
\left\| \rho_{AB}^{T_A}\right\| = \left\| \rho_{AB}^{T_A}\right\| \geq \sum_{\mu} \left\| (P_R^{\mu} \otimes I_{AB})\rho_{AB}(P_R^{\mu} \otimes I_{AB})\right\|^{T_A} \\
= \sum_{\mu} \left\| (\rho_{AB} \otimes \rho_R)^{T_B}\right\| \\
= \sum_{\mu} r_{\mu} \left\| [\rho_{AB}(\mu) \otimes \rho_R(\mu)]^{T_B}\right\| \\
= \sum_{\mu} r_{\mu} \left\| [\rho_{AB}(\mu)]^{T_A}\right\| 
\]
where in the first and fourth lines we use the second condition (62) and the first condition (56). This completes the proof of (67) and (69). The condition (68) is also satisfied, because trace norm is a convex function due to the triangle inequality \(\|A\| + \|B\| \geq \|A + B\|\), and we have
\[
\left\| \rho_{AB}^{T_A}\right\| \geq \sum_{\mu} r_{\mu} \left\| [\rho_{AB}(\mu)]^{T_A}\right\| \\
\geq \left\| \sum_{\mu} r_{\mu} [\rho_{AB}(\mu)]^{T_A}\right\| . 
\]

Note for bosonic partial transpose—LOCC operations can be used to prepare separable states with zero negativity. There also exists a set of inseparable states which has zero negativity, but since they are inseparable they cannot be prepared using solely LOCC operations. This phenomenon is known as bound entanglement [83] and suggests that there are other natural restricted classes of operations besides LOCC. Combining both classes of operators leads to a general class of positive partial transpose preserving operations (PPT-operations) which have the property that they map the set of positive partial transpose states into itself. In bosonic partial transpose, the monotonicity under PPT-operations has been shown in Refs. [13, 14].

E. Continuity

The entanglement measure should be continuous. The Hilbert-Schmidt distance between two density matrices \(\rho_1\) and \(\rho_2\) is defined by
\[
D_{HS}(\rho_1, \rho_2) = \text{Tr}[(\rho_1 - \rho_2)^2] 
\]
and is used as a measure of proximity of two states in the Hilbert space. It is required that if the Hilbert-Schmidt distance between two states vanishes, the difference between their entanglement should also go towards zero. There is not much to prove here, since the partial transpose is a linear operation and the negativity is defined in terms of a one-norm which is algebraically a continuous function.

F. Computability

The entanglement measure should be efficiently computable for every state. For a generic density matrix represented in the occupation number basis, it is straightforward to implement the transformation rule (23). For Gaussian states including thermal states of quadratic Hamiltonians and reduced density matrices by partial tracing the ground state of such Hamiltonians, there is an efficient method (which scales linearly with the system size) to compute the negativity in terms of single-particle correlation function (covariance matrix), as we have shown in Ref. [54]. Furthermore, the fermionic partial transpose could in principle be implemented in the matrix product state representation similar to what is done for the bosonic partial transpose [25, 31].

IV. CANONICAL EXAMPLES OF ENTANGLED STATES

In this section, we give examples of bipartite and tripartite entangled states in fermionic systems. We compare the results of bosonic and fermionic partial transpose in these examples and discuss the origin of possible differences.

We construct entangled states of local fermionic modes in terms of ground states of some Hamiltonians, where we generate entanglement between two fermionic sites by adding a hopping (tunneling) term between them. We also compare fermionic states with the corresponding qubit states whenever such correspondence exists. For clarity, the states of qubits are denoted by \(|\uparrow\rangle\) and \(|\downarrow\rangle\).

We map the fermion operators \(f_j\) and \(f_j^\dagger\), \(j = 1, \ldots, N\) to those qubits by the Jordan-Wigner transformation \(S_j^z = \exp(i\pi \sum_{l<j} f_l^\dagger f_l)\) and \(S_j^+ = \exp(-i\pi \sum_{l<j} f_l^\dagger f_l) f_j^\dagger\), where \(S_j^z = (\tilde{S}_j^+ + \tilde{S}_j^-)/2\) and \(\tilde{S}_j^+ = S_j^+ S_j^- - 1/2\) are qubit (spin-1/2) operators.
A. Bipartite systems

Here, we consider the entangled states of two local fermionic modes. As we will see, the entangled states of two complex fermionic modes shares a lot of similarities with the states of two qubits. In contrast, the entangled states of two Majorana modes has no analog in two-qubit systems.

1. Two complex fermions

Let \( f_1 \in \mathcal{G}(\mathcal{H}^A) \) and \( f_2 \in \mathcal{G}(\mathcal{H}^B) \) be two fermionic sites. In order to get an entangled state of two complex fermionic modes, we consider a simple hopping Hamiltonian,

\[
H = \Delta(f_1^\dagger f_2 + f_2^\dagger f_1),
\]

where \( \Delta \) is the hopping amplitude. The ground state of this Hamiltonian is given by

\[
|\Psi_s\rangle_f = \frac{1}{\sqrt{2}} (f_1^\dagger - f_2^\dagger) |0\rangle.
\]

This is a maximally entangled state and the logarithmic negativity is \( \mathcal{E} = \log 2 \) using either bosonic or fermionic partial transpose. The corresponding state in a system of two qubits is a spin-singlet,

\[
|\Psi_s\rangle_{\text{qubit}} = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle).
\]

Now that we see the correspondence between the singlet state of qubits and two fermionic mode, it is instructive to consider Werner states which refer to a one-parameter set of mixed states,

\[
\rho = \frac{1}{4} (1 - p) \mathbb{I}_2 \otimes \mathbb{I}_2 + p |\Psi_s\rangle \langle \Psi_s|
\]

where \( 0 \leq p \leq 1 \) is a real parameter which interpolates between a maximally mixed state (identity) and a maximally entangled state (singlet).

It is easy to compute the bosonic negativity

\[
\mathcal{E}_b(\rho) = \log \left( \frac{3}{4} (1 + p) + \frac{1}{4} |1 - 3p| \right).
\]

It implies that when \( p \leq 1/3 \), the bosonic negativity vanishes and the state is separable.

On the other hand, the Werner state can be considered as a valid fermionic density matrix and so, the fermionic negativity is found to be

\[
\mathcal{E}(\rho) = \log \left( \frac{1}{2} (1 + p) + \frac{1}{2} \sqrt{5p^2 - 2p + 1} \right),
\]

and it only vanishes for \( p = 0 \).

This difference can be understood because of the fermion-number parity constraint on the density matrices in the fermionic Hilbert subspaces. The Werner states can be written in the occupation number basis \( \{|00\rangle, |10\rangle, |01\rangle, |11\rangle\} \) as

\[
\rho = \frac{1}{4} \begin{pmatrix}
\frac{1-p}{4} & 0 & 0 & 0 \\
0 & \frac{1+p}{2} & \frac{-p}{2} & 0 \\
0 & \frac{-p}{2} & \frac{1+p}{2} & 0 \\
0 & 0 & 0 & \frac{1-p}{4}
\end{pmatrix}.
\]

The density matrix can be decomposed [90] as follows

\[
\rho = \frac{p}{2} \sum_{i=x,y,z} \left[ \frac{(1 - \sigma_i) A}{2} \otimes \frac{(1 + \sigma_i) B}{2} \right]
\]

\[
+ \frac{(1 + \sigma_i) A}{2} \otimes \frac{(1 - \sigma_i) B}{2}
\]

\[
+ \left( \frac{1 - 3p}{4} \right) I_{A_1} \otimes I_{A_2},
\]

in terms of local operators represented by Pauli matrices in the occupation number basis. If we consider it as a bosonic system of qubits, each term is a separable state since the operators are valid local density matrices. Therefore, the above decomposition shows that for \( p \leq 1/3 \) all the coefficients are positive and the density matrix is separable in the bosonic formalism. However, the density matrices \( I \pm \sigma_x = 1 + f^\dagger f \pm f^\dagger \) (similarly, \( I \pm \sigma_y \)) are not legitimate fermionic density matrices, because they violate the fermion-number parity symmetry and the above decomposition implies that the density matrix is never separable in the fermionic formalism. Therefore, the separability criterion given by the bosonic partial transpose fails to address the separability of fermionic states correctly.

2. Two Majorana fermions

Let \( c_1 \in \mathcal{G}(\mathcal{H}^A) \) and \( c_2 \in \mathcal{G}(\mathcal{H}^B) \) define two Majorana modes. We consider a tunneling Hamiltonian between two Majorana fermion sites,

\[
H = -i \Delta c_1 c_2.
\]

The density matrix associated with the ground state manifold of this Hamiltonian effectively describes the reduced density matrix of two adjacent intervals on a single Kitaev Majorana chain, where the reduced density matrix can be represented in terms of two edge Majorana fermions \( c_1 \) and \( c_2 \) at the interface between the two intervals [54] (Fig. 1(a)). Furthermore, the Hamiltonian (83) can be physically related to the low energy modes of two coupled Majorana chains as shown in Fig. 1(b).

In order to compute the state density matrix and the corresponding partial transpose, we use a description in which the two coupled Majorana sites are part of two complex fermionic modes and represent the density ma-
number parity symmetry is single-mode fermionic density matrix allowed by fermion-system of two fermionic modes. The most general form of fermionic partial transpose.

However, as also mentioned for the Werner states, density matrix of two qubits in the bosonic formalism. We should note that

\[ |W\rangle_{\text{qubit}} = \frac{1}{\sqrt{3}} (|\uparrow\downarrow\downarrow\rangle + |\downarrow\uparrow\downarrow\rangle + |\downarrow\downarrow\uparrow\rangle), \]  

This is the original symmetric \( W \) state, which is unique for distributing equal entanglement between any two parties. This state corresponds to the ground state of the Hamiltonian

\[ H = -\frac{1}{2} \sum_{j=1}^{3} [S^x_{j+1} S^y_j + S^y_{j+1} S^x_j], \]  

where \( S^a_j \equiv S^a_1 \).

Let \( f_1 \in \mathcal{G}(\mathcal{H}^A) \), \( f_2 \in \mathcal{G}(\mathcal{H}^B) \), and \( f_3 \in \mathcal{G}(\mathcal{H}^C) \) be three local fermionic modes owned by three parties \( A \), \( B \), and \( C \), respectively. We obtain the \( W \) state of fermions from the ground state of the following Hamiltonian

\[ H = -\sum_{j=1}^{3} [f^+_j f_j + \text{H.c.}], \]  

which is equivalent to (88) via a Jordan-Wigner transformation. Here \( f_4 \equiv f_1 \) (see Fig. 2(a), where each term is shown as a bond between two sites). The ground state is given by

\[ |W\rangle_f = \frac{1}{\sqrt{3}} (f^+_1 + f^+_2 + f^+_3) |0\rangle, \]  

B. Tripartite systems

In this part, we present analogs of tripartite entangled states for three local fermionic modes. As we see below, the \( W \) state is very similar in qubit and fermionic systems, while there are some differences between the Greenberger-Horne-Zeilinger (GHZ) states of qubits and fermions.

1. Three complex fermions

A \( W \) state of three qubits is given by

\[ |W\rangle_{\text{qubit}} = \frac{1}{\sqrt{3}} (|\uparrow\downarrow\downarrow\rangle + |\downarrow\uparrow\downarrow\rangle + |\downarrow\downarrow\uparrow\rangle), \]  

This is the original symmetric \( W \) state, which is unique for distributing equal entanglement between any two parties. This state corresponds to the ground state of the Hamiltonian

\[ H = -\frac{1}{2} \sum_{j=1}^{3} [S^x_{j+1} S^y_j + S^y_{j+1} S^x_j], \]  

where \( S^a_j \equiv S^a_1 \).

Let \( f_1 \in \mathcal{G}(\mathcal{H}^A) \), \( f_2 \in \mathcal{G}(\mathcal{H}^B) \), and \( f_3 \in \mathcal{G}(\mathcal{H}^C) \) be three local fermionic modes owned by three parties \( A \), \( B \), and \( C \), respectively. We obtain the \( W \) state of fermions from the ground state of the following Hamiltonian

\[ H = -\sum_{j=1}^{3} [f^+_j f_j + \text{H.c.}], \]  

which is equivalent to (88) via a Jordan-Wigner transformation. Here \( f_4 \equiv f_1 \) (see Fig. 2(a), where each term is shown as a bond between two sites). The ground state is given by

\[ |W\rangle_f = \frac{1}{\sqrt{3}} (f^+_1 + f^+_2 + f^+_3) |0\rangle, \]  

A two-fermion mixed state \( \rho \) is separable if and only if \( N(\rho) = 0 \).

The necessary condition is already evident (see Sec. III A). The sufficient condition follows immediately from the remark that any inseparable state has to have off-diagonal elements (see Appendix A for details).
which has an identical form to the W state of qubits (87). Furthermore, the entanglement negativities are identical for both bosonic and fermionic partial transpose, and given by

$$E_{A(BC)} = \log \text{Tr}[\rho_{T_A}^\dagger] = \log \left(1 + \frac{2}{3}\sqrt{2}\right),$$

$$E_{AB} = \log \text{Tr}[\rho_{T_{AB}}^\dagger] = \log \left(\frac{2 + \sqrt{5}}{3}\right),$$

where $\rho = |W\rangle_f \langle W|$ and $\rho_{AB}$ is the reduced density matrix after tracing out $H^C$, $\rho_{AB} = \text{Tr}_C(\rho)$.

The GHZ state of three qubits is defined by,

$$|\text{GHZ}\rangle_{\text{qubit}} = \frac{1}{\sqrt{2}}(|↓↓↓⟩ + |↑↑↑⟩)$$

which resembles a superposition of the ordered phase of the Ising chain of three spins,

$$H = -\sum_{j=1}^{3} S^z_{j+1}S^z_j$$

where $S^z_i \equiv S^x_i$.

This suggests that we should consider the fermionized Ising chain Hamiltonian (via the Jordan-Wigner transformation),

$$H = -\sum_{i=1}^{3} [f^+_i f_i + f^+_i f^+_i f^+_i + \text{H.c.}]$$

that is basically the Kitaev Majorana chain of three sites (Fig. 2(b)) or three coupled Majorana chains in $\Delta$ geometry as shown in Fig. 2(c). Then, the ground state of this Hamiltonian defines a GHZ state of fermions,

$$|\text{GHZ}\rangle_f = \frac{1}{2}(1 + f^+_1 f^+_2 + f^+_3 + f^+_1 f^+_2 f^+_3)|0\rangle.$$  (96)

At first look, one may not see any similarity between this state and the GHZ state of qubits (93) upon identifying the Hilbert spaces of qubits and fermionic sites. This is because the fermionized GHZ state of qubits $(1 + f^+_1 f^+_2 f^+_3)|0\rangle$ is not a legitimate fermionic state as it is a superposition of two basis vectors with different fermion-number parities. However, if we rewrite the qubit state in terms of eigenstates of $S^x$ or $S^y$, we will get

$$|\text{GHZ}_{x}\rangle_{\text{qubit}} = \frac{1}{\sqrt{2}}(|\uparrow\rangle + |\downarrow\rangle) + |\downarrow\rangle)$$

$$= \frac{1}{2}(|\uparrow\rangle + |\downarrow\rangle + |\downarrow\rangle + |\uparrow\rangle) + |\uparrow\rangle)$$

where $|\uparrow\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}$ and $|\downarrow\rangle = (|\uparrow\rangle - |\downarrow\rangle)/\sqrt{2}$ are eigenstates of $S^z$. Each term in this expression is now in one-to-one correspondence with the fermionic GHZ (96). This type of GHZ state can be generated by applying the braiding operators of the Temperley-Lieb algebra to separable basis states [91]. We should note that although the bosonic GHZ states (93) and (98) are unitarily equivalent, the entanglement within each pair of parties is different after a projective measurement of the third qubit. Measuring the $A$ qubit gives a product state of the qubits $B$ and $C$ in (93), while the same process on the state (98) gives a maximally entangled Bell state of the qubits $B$ and $C$.

The entanglement negativity of the $|\text{GHZ}\rangle_f$ state (96) with respect to each party is

$$E_{A(BC)} = \log 2$$

which is identical for both bosonic and fermionic partial transpose. In the fermionic system, this amount of entanglement corresponds to two Majorana bonds between each party and the other two (Fig. 2(b)). The reduced density matrix obtained after tracing out one fermionic mode is identical to (84). This should have been clear since the Hamiltonian (95) describes a Kitaev Majorana chain. Hence, all three reduced entanglement negativities are zero using the bosonic partial transpose, while $E_{AB} = \log \sqrt{2}$ using the fermionic partial transpose.
2. Three Majorana fermions

Now that we learn how to construct entangled states of three complex fermionic modes by writing a proper Hamiltonian, let us try it for the real fermions. We should note that there is no difference between GHZ and $W$ state for real fermions using this approach, because there is only one type of coupling term between Majorana operators as they are self-adjoint.

Let $c_1 \in \mathcal{G}(\mathcal{H}^A)$, $c_2 \in \mathcal{G}(\mathcal{H}^B)$, and $c_3 \in \mathcal{G}(\mathcal{H}^C)$ be three Majorana modes owned by three parties $A$, $B$, and $C$, respectively. A tripartite entangled state is obtained from the ground state of the Hamiltonian

$$H = i \sum_{j=1}^{3} c_{j+1} c_j,$$

(100)

where $c_4 \equiv c_1$. For example, the density matrix associated with the ground state space of this Hamiltonian can be identified as a reduced density matrix of a subsystem of three sites embedded in a lattice model as shown in Fig. 2(d) (for a Kagome lattice), or it may describe the physics of a three coupled Majorana chains in a Y geometry depicted in Fig. 2(e). We use the same idea as in the case of two Majorana fermions by considering extra Majorana modes $b_j$ to pair up with $c_j$’s and construct complex fermions (shown as red circles in Fig. 2(d) and (e)). Equivalently, we observe that $b_j$ Majorana operators do not appear in the Hamiltonian and we get four-fold ground state degeneracy. Then, the state density matrix of $c_j$ Majorana modes can be obtained by summing over the density matrices of the degenerate ground states with equal weights. The resulting state is given by

$$\rho_{ABC} = \frac{1}{8} [1 + \frac{i}{\sqrt{3}} (c_1 c_2 + i c_2 c_3 + i c_3 c_1)].$$

(101)

We should note that similar to the case of two entangled Majorana modes, here the state is described by a density matrix. The fermionic entanglement negativity with respect to each party becomes

$$\mathcal{E}_{A(BC)} = \log \sqrt{\frac{5}{3}}.$$

(102)

Moreover, the reduced density matrix is found by

$$\rho_{AB} = \text{Tr}_C(\rho_{ABC}) = \frac{1}{4} (1 + \frac{i}{\sqrt{3}} c_1 c_2),$$

(103)

which yields the fermionic negativity of

$$\mathcal{E}_{AB} = \log \frac{2}{\sqrt{3}}.$$

(104)

It is worth noting that the bosonic entanglement negativity of either density matrices $\rho_{ABC}$ or $\rho_{AB}$ vanishes [54]. This is due to the fact that there is no analog of Majorana modes in qubit systems and these states look like a separable state in the occupation number basis according to bosonic formalism.

In the two subsequent sections, we use the machinery of fermionic partial transpose and fermion-number parity to present some ideas towards classifying pure and mixed states of a system with two and three fermionic modes.

V. CLASSIFICATION OF TWO-FERMION STATES

Here, the system of interest consists of two local fermionic modes $f_1 \in \mathcal{G}(\mathcal{H}^A)$ and $f_2 \in \mathcal{G}(\mathcal{H}^B)$, each belongs to the $A$ and $B$ parties, respectively.

A. Pure states

Any state of a two-fermion system can be written in either of the following forms

$$|\Psi_+\rangle = (\lambda_0 + \lambda_1 f_1^\dagger f_2^\dagger) |0\rangle_f,$$

$$|\Psi_-\rangle = (\lambda_0 f_1^\dagger + \lambda_1 f_2^\dagger) |0\rangle_f,$$

(105)

associated with $(-1)^F |\Psi_\pm\rangle = \pm |\Psi_\pm\rangle$, where $\lambda_i \in \mathbb{C}$ and $|\lambda_0|^2 + |\lambda_1|^2 = 1$. The situation here is quite clear and any bipartite entanglement measure can distinguish two classes of states: entangled vs. unentangled. For instance, the entanglement negativity yields

$$\mathcal{N}(\rho) = |\lambda_0 \lambda_1|,$$

(106)

where $\rho = |\Psi\rangle \langle \Psi|$ for either sectors.

B. Mixed states

There are two classes of states: separable and inseparable. As we discuss earlier, the separability criterion of two fermions is equivalent to vanishing logarithmic negativity (Theorem 1 in Sec. IV). Hence, these two classes can be unambiguously distinguished by the logarithmic negativity. In other words, $\mathcal{E}(\rho_{\text{sep}}) = 0$ while $\mathcal{E}(\rho_{\text{insep}}) > 0$.

VI. CLASSIFICATION OF THREE-FERMION STATES

Here, we consider a system of three local fermionic modes $f_1 \in \mathcal{G}(\mathcal{H}^A)$, $f_2 \in \mathcal{G}(\mathcal{H}^B)$, and $f_3 \in \mathcal{G}(\mathcal{H}^C)$ owned by the $A$, $B$, and $C$ parties, respectively. The game is to find good entanglement measures which diagnose all possible classes of states.

There have been several attempts at classifying the pure states of three-qubit systems [92–95]. As we will see, the methods of Refs. [92, 94, 95] can be applied to fermionic systems. However, Ref. [93] introduces a
method in which a given state is brought to a certain canonical form by unitary transformations and a general-
ized Schmidt decomposition are derived for those canonical states. This approach is not applicable to fermionic
systems as the mentioned unitary transformation is not a valid operation in the fermionic formalism because of
violating the fermion-number parity symmetry.

The classification of mixed states of three qubits is
much more complicated and there is no universal frame-
work which addresses all possible states [96–99]. Due to
numerous possibilities of three-qubit mixed states, pre-
vious studies have tried to devise technologies to distin-
guish certain families of density matrices which obey a
certain form. For instance, Dur et al. [96] used negativ-
ities to classify superposition of GHZ density matrices
associated with a set of orthonormal GHZ states and
Acin et. al. [97] introduced entanglement witnesses to dis-
tinguish mixed states of GHZ and W states with positive
coefficients. Interestingly, Ref. [97] finds that the W-type
mixed states form a subspace of finite volume as opposed
to the W-type pure states which occupies a measure-zero
subspace in a parameterized Hilbert space. Ref. [99] also
provided a classification for a family of GHZ symmetric
mixed states (parametrized in a Euclidean space with the
Hilbert-Schmidt metric) based on the invariance of entan-
glement properties under general local operations.

A. Pure states

Due to fermion-number parity constraint, generic pure
states of three fermionic modes are

$$|\Psi_+\rangle = [\lambda_0 + \lambda_1 f_1^1 f_2^1 + (\lambda_2 f_2^1 + \lambda_3 f_1^1) f_3^1] |0\rangle_f,$$  \hspace{1cm} (107)

$$|\Psi_-\rangle = [(\lambda_0 + \lambda_1 f_1^1 f_2^1) f_3^1 + \lambda_2 f_2^1 + \lambda_3 f_1^1] |0\rangle_f,$$  \hspace{1cm} (108)

corresponding to even and odd sectors of the Hilbert
space $\mathcal{H}^A \otimes \mathcal{H}^B \otimes \mathcal{H}^C$. We assume that the states are nor-
malized $\sum_i |\lambda_i|^2 = 1$. From this representation of states, we can categorize pure states into four types:

1. Separable state: Any single term out of the four
terms is obviously a product state and hence sepa-
rrable.

2. Bi-separable state: Any two terms out of four is
a bi-separable state, i.e. one of the parties is not
tangled to the other two.

3. W state: Any combination of three terms in the
above pure states (107) or (108).

4. GHZ state: A state with all four terms present.

The entanglement of each party to the rest of system can be measured by

$$N_{A(BC)} = \frac{\text{Tr}|\rho_T^A| - 1}{2} = \left[ (|\lambda_0|^2 + |\lambda_2|^2)(|\lambda_1|^2 + |\lambda_3|^2) \right]^{1/2}$$  \hspace{1cm} (109)

or

$$\mathcal{E}_{A(BC)} = \log \text{Tr}[\rho_T^A] = \log \left[ 1 + 2(|\lambda_0|^2 + |\lambda_2|^2)(|\lambda_1|^2 + |\lambda_3|^2) \right]^{1/2}$$  \hspace{1cm} (110)

where $\rho = |\Psi\rangle \langle \Psi|$. Note that $\mathcal{E}_{A(BC)}$ is also identical to
1/2-Rényi entropy of party $A$’s reduced density matrix
$\rho_A = \text{Tr}_{BC}(\rho)$, i.e., $S_{1/2}(\rho_A) = 2\log \text{Tr}\rho_A^{1/2}$, since $\rho$ is a
pure state. We can define $\mathcal{E}_{B(AC)}$ and $\mathcal{E}_{C(AB)}$ or $N_{B(AC)}$ and $N_{C(AB)}$ similarly. So far, we realize that the tuple $(N_{A(BC)}, N_{B(AC)}, N_{C(AB)})$ or $(\mathcal{E}_{A(BC)}, \mathcal{E}_{B(AC)}, \mathcal{E}_{C(AB)})$ can distinguish separable and bi-separable states from
each other and from W and GHZ states. In fact, any
type of bipartite entanglement entropy works equally well
for this purpose [92]. However, they cannot differentiate
between W and GHZ states. To this end, we introduce
a product

$$J_{ABC} = N_{AB,e}N_{AB,o},$$  \hspace{1cm} (111)

of the reduced entanglement negativities in the even and
odd fermion-number parity sectors by

$$N_{AB,e} = \frac{\text{Tr}|\rho_{AB,e}^e| - 1}{2},$$  \hspace{1cm} (112)

$$N_{AB,o} = \frac{\text{Tr}|\rho_{AB,o}^o| - 1}{2},$$  \hspace{1cm} (113)

where

$$\rho_{AB,s} = \frac{1}{p_s} \text{Tr}_C(P_s \rho P_s),$$  \hspace{1cm} (114)

are projected density matrices onto even and odd sectors
$s = e, o$, where $p_s = \text{Tr}(\rho_{AB,s})$ is the normalization factor. The projection operators are

$$P_e = \frac{1}{2} [1 + (-1)^f_1 f_1],$$

$$P_o = \frac{1}{2} [1 - (-1)^f_1 f_1] = f_3^1 |0\rangle_f \langle 0| f_3.$$  \hspace{1cm} (115)

This quantity is a special indicator of GHZ-type states. Recall that GHZ-states correspond to ground states of a
Majorana chain (95) which is a symmetry protected topo-
logical (SPT) phase protected by the $\mathbb{Z}_2$ fermion-number
parity symmetry. The two projected negativities $N_{AB,e}$
and $N_{AB,o}$ can be viewed as SPT entanglements which
detect the topological phase of Majorana chains [100].
We should note that the choice of partitioning into $AB$
and $C$ does not matter for the product $N_{AB,e}N_{AB,o}$
and any partition which separates two parties from the other
also appear in the numerator of fermionic states. Notice that product of all coefficients because of the fermion-number parity constraint on the moment were introduced in terms of negativities [94, 98].

In fermionic systems, the three-tangle is simplified into

\[ A \]

\[ J \]

\[ \text{the Cayley hyperdeterminant of the coefficient hypermatrix } A = (a_{ijk}) \text{ is defined by} \]

\[ \text{HDet } A = a_{000}^2 a_{111}^2 + a_{001}^2 a_{110}^2 + a_{100}^2 a_{011}^2 - 2 a_{000} a_{001} a_{110} a_{111} - 2 a_{000} a_{010} a_{101} a_{111} + a_{000} a_{011} a_{100} a_{111} + a_{000} a_{101} a_{101} a_{110} + a_{001} a_{011} a_{101} a_{100} + a_{010} a_{011} a_{101} a_{100} \]

\[ + 4 \left[ a_{000} a_{011} a_{101} a_{110} + a_{001} a_{010} a_{100} a_{111} \right] \]

In fermionic systems, the three-tangle is simplified into

\[ \tau_{ABC} = \text{HDet } A = 4 \prod_{j=0}^{3} |\lambda_j|, \]

because of the fermion-number parity constraint on the fermionic states. Notice that product of all coefficients also appear in the numerator of \( J_{ABC} \) and hence, the three-tangle \( \tau_{ABC} \) (hyper-determinant) is non-zero only for a \( \text{GHZ} \) state, similar to qubit systems.

In addition, two other measures of tripartite entanglement were introduced in terms of negativities [94, 98]. The first entanglement measure is defined as a geometric mean of entanglement negativities [98],

\[ N_{ABC} = (N_{A(BC)} N_{B(AC)} N_{C(AB)})^{1/3} \]

where \( N_{A(BC)}, N_{B(AC)}, \) and \( N_{C(AB)} \) are the negativities obtained from \( \rho^T_A, \rho^T_B, \) and \( \rho^T_C \) (29), respectively. The corresponding value for fermionic states (107) and (108) is given by

\[ N_{ABC} = \prod_{i \neq j} (|\lambda_i|^2 + |\lambda_j|^2)^{1/6}. \]

Clearly, \( N_{ABC} \) vanishes for a separable or bi-separable state and is non-zero only for tripartite \( W \) and \( \text{GHZ} \) states. The other measure of tripartite entanglement is called three \( \pi \)-entanglement [94, 98]. This entanglement measure makes use of the inequality

\[ N_{AB}^2 + N_{AC}^2 \leq N_{A(BC)}^2, \]

in which \( N_{AB} = (\text{Tr}[\rho^T_A] - 1)/2 \) is computed for the reduced density matrix after tracing out \( \mathcal{H}_C \) and similarly for \( N_{AC} \). The inequality becomes an equality for separable and bi-separable states. Hence, an indicator of \( W \) and \( \text{GHZ} \) states can be constructed in terms of a ‘residual’ entanglement with respect to each party

\[ \pi_A = N_{A(BC)}^2 - N_{AB}^2 - N_{AC}^2, \]

\[ \pi_B = N_{B(AC)}^2 - N_{AB}^2 - N_{BC}^2, \]

\[ \pi_C = N_{C(AB)}^2 - N_{AC}^2 - N_{BC}^2, \]

and the three-\( \pi \) entanglement is given by

\[ \pi_{ABC} = \frac{\pi_A + \pi_B + \pi_C}{3}. \]

An important property of three-\( \pi \) entanglement is that it can be applied to mixed-states, since it is fully defined in terms of negativities. A close form of \( \pi_{ABC} \) for a generic state is bit lengthy. So, let us just mention the corresponding values

\[ \pi_{ABC}^W = \frac{1}{9}(\sqrt{5} - 1), \]

and

\[ \pi_{ABC}^{\text{GHZ}} = \frac{1}{4}(4\sqrt{2} - 5), \]

for symmetric \( W \) (90) and \( \text{GHZ} \) state (96), respectively. It is worth noting that \( \pi_{ABC} \) of the \( W \) state is identical for bosonic and fermionic partial transpose, whereas it is different for the \( \text{GHZ} \) state (\( \pi_{ABC}^{\text{GHZ}} = 1/4 \) for bosonic partial transpose) because the reduced negativities are different (c.f., IV B 1). Nevertheless, the fermionic three-\( \pi \) entanglement satisfies \( \pi_{ABC}^W < \pi_{ABC}^{\text{GHZ}} \), similar to the bosonic counterpart.

Figure 3 compares the four measures of tripartite en-

| Class | \( N_{A(BC)} \) | \( N_{B(AC)} \) | \( N_{C(AB)} \) | \( J_{ABC} \) |
|-------|------------|------------|------------|----------|
| \( A - B - C \) | 0 | 0 | 0 | 0 |
| \( A - BC \) | 0 | > 0 | > 0 | 0 |
| \( B - AC \) | > 0 | 0 | > 0 | 0 |
| \( C - AB \) | > 0 | > 0 | 0 | 0 |
| \( W \) | > 0 | > 0 | > 0 | > 0 |
| \( \text{GHZ} \) | > 0 | > 0 | > 0 | > 0 |

TABLE I. Classification of three-fermion pure states. Dashes represent separable parties.
Tripartite entanglement for a one-parameter family of states

\[ |\Psi_p\rangle = \sqrt{p} |GHZ\rangle_f - \sqrt{1-p} |W\rangle_f, \]

which interpolates between the symmetric GHZ and W states given by (96) and (90), respectively. We observe that at \( p = 4/7 \) we get a separable state \( |\Psi_{p=4/7}\rangle = f_1 f_2 f_3 |0\rangle \), and all measures vanish. Furthermore, all measures are maximized at the GHZ type states, either at \( p = 1 \) where \( |\Psi_{p=1}\rangle = |GHZ\rangle_f \) or at \( p = 1/4 \) where \( |\Psi_{p=1/4}\rangle = \frac{1}{2} (f_1 f_2 f_3 - f_1 f_2^* f_3^* - f_1 f_2 f_3^* - f_1 f_2^* f_3) |0\rangle \). One major difference is that for W states \( J_{ABC} \) and \( \tau_{ABC} \) are zero, whereas \( N_{ABC} \) and \( \pi_{ABC} \) are not zero (but smaller than that of GHZ states).

B. Mixed states

Here, we are dealing with a density matrix \( \rho_{ABC} \in S(\mathcal{H}^A \otimes \mathcal{H}^B \otimes \mathcal{H}^C) \). We do not aim to classify all possible density matrices of three fermionic modes, that is a daunting task beyond the scope of our paper. Instead, we limit our discussion to how the entanglement negativity with respect to each party can constrain the form of the density matrix. For qubit systems, these constraints are found to be sufficient to fix the form of density matrix for certain families of states such as generalized Werner states and mixed orthonormal GHZ states [96]. In what follows, we put forward a powerful theorem based on which we can build two important theorems. The latter theorems are particularly helpful in diagnosing separable and bi-separable mixed states of three fermions.

**Theorem 2.** Consider a density matrix \( \rho \in S(\mathcal{H}^A \otimes \mathcal{H}^A) \) where \( \mathcal{H}^A \) contains one fermionic mode and \( \mathcal{H}^A \) is an arbitrary Fock space. \( \rho \) can be decomposed as

\[ \rho = \sum_i w_i \rho_{A,i} \otimes \rho_{\bar{A},i} \]

where \( w_i \geq 0 \), if and only if \( N(\rho) = 0 \).

**Proof:**

The necessary condition is clearly true, given that the property (40) holds for fermionic partial transpose. For the sufficient condition, in Appendix C we use perturbation theory to show that for any inseparable state in an immediate vicinity of separable states \( \rho = \rho_{\text{sep}} + \rho_{\text{off}} \), the negativity is non-zero to the leading order. Here,

\[ \rho_{\text{sep}} = w_0 |0\rangle \langle 0| \otimes \rho_0 + w_1 f_1^\dagger |0\rangle \langle 0| f_1 \otimes \rho_1 \]

is a separable part in which \( f_1 \in \mathcal{G}(\mathcal{H}^A) \) and \( \rho_1, \rho_2 \in S(\mathcal{H}^A) \) are two fermionic density matrices, and

\[ \rho_{\text{off}} = f_1^\dagger |0\rangle \langle 0| \otimes \delta \rho + |0\rangle \langle 0| f_1 \otimes \delta \rho^\dagger, \]

is an inseparable part where \( \delta \rho \in \mathcal{G}_1(\mathcal{H}^A) \) is a fermion-number parity odd operator.

The rest of the proof is a consequence of the structure of separable states and convexity of the trace norm. Note that separable states form a convex set as shown in Fig. 4. Our finding from perturbation theory implies that there exists at least a finite strip of states \( S_1 \) right outside the boundary of separable states (shown as a red strip in

![FIG. 3. Comparison of various measures of tripartite entanglement in a one parameter fermionic state |\Psi_p\rangle = \sqrt{p} |GHZ\rangle_f - \sqrt{1-p} |W\rangle_f. All entanglements are normalized to give 1 for a symmetric |GHZ\rangle_f state.](image)

![FIG. 4. Schematic structure of separable and inseparable sets of states and values of the negativity in a bipartite system of one fermion \( \mathcal{H}^A \) and a Fock space \( \mathcal{H}^A \) (discussed in Theorem 2).](image)
Fig. 4(a)) where $\mathcal{N}(\rho) > 0$. Let us assume that there exists a subset $S_2$ of inseparable states outside this strip (green region) where the negativity vanishes $\mathcal{N}(\rho) = 0$. We shall show that this leads to a contradiction. Consider a linear interpolation between a separable state $\rho_{\text{sep}}$ and a state $\rho_2 \in S_2$ (shown as a dashed line in Fig. 4(a)),

$$\rho_p = p\rho_{\text{sep}} + (1-p)\rho_2,$$

where $0 \leq p \leq 1$. Note that both states have a zero negativity, i.e., $\|\rho_{\text{sep}}^T\| = \|\rho_2^T\| = 0$. We can then write

$$\|\rho_p^T\| = \|p\rho_{\text{sep}}^T + (1-p)\rho_2^T\| \leq p \|\rho_{\text{sep}}^T\| + (1-p) \|\rho_2^T\| = 1$$

where we use the triangle inequality of the norm. The only solution to the above inequality is when $\|\rho_p^T\| = 1$, since $\|\rho_p^T\|$ cannot be smaller than one. This means that $\mathcal{N}(\rho_p) = 0$ for all $0 \leq p \leq 1$, which is a contradiction since $\rho_2$ necessarily intersects $S_1$ (see Fig. 4(a)). Therefore, $\mathcal{N}(\rho) > 0$ for all inseparable states (as depicted in Fig. 4(b)).

It is worth noting that a special case of Theorem 2 is Theorem 1 where $\mathcal{H}_A$ consists of one fermionic mode. Another special case is applicable to the mixed state of three fermions, where $\mathcal{H}_A = \mathcal{H}_B \otimes \mathcal{H}_C$ containing both $f_2$ and $f_3$ modes.

Let us recall that the negativity with respect to each party in a three-fermion system is defined by

$$\mathcal{N}_A(BC) = \frac{\text{Tr}|\rho_{\text{sep}}^T| - 1}{2}$$

and similarly for $\mathcal{N}_B(AC)$ and $\mathcal{N}_C(AB)$.

**Corollary 1.** $\rho$ can be decomposed as

$$\rho = \sum_i w_i \rho_{A,i} \otimes \rho_{BC,i},$$

where $w_i \geq 0$, if and only if $\mathcal{N}_A(BC) = 0$.

As a result of the above corollary, we arrive at the following two theorems.

**Theorem 3.** $\rho$ is fully separable,

$$\rho = \sum_i w_i \rho_{A,i} \otimes \rho_{B,i} \otimes \rho_{C,i},$$

if and only if $\mathcal{N}_A(BC) = \mathcal{N}_B(AC) = \mathcal{N}_C(AB) = 0$.

Proof:

The necessary condition is a direct consequence of our result in Sec. III A. Moreover, because of Theorem 2, having $\mathcal{N}_A(BC) = 0$ implies the following form for the density matrix

$$\rho = \sum_j r_j \rho_{A,j} \otimes \rho_{BC,j}$$

where $r_j \geq 0$. A general form of the above bi-separable state can be written as

$$\rho = w_0 |0\rangle \otimes \rho_0 + w_1 f_1^\dagger |0\rangle \otimes f_1 \otimes \rho_1$$

where $\rho_1, \rho_2 \in \mathcal{S}(\mathcal{H}_B \otimes \mathcal{H}_C)$ are two fermionic density matrices and $w_0 + w_1 = 1$. Negativity with respect to $B$ is found by

$$\text{Tr}[\rho_{T\delta}] = w_0 \text{Tr}[\rho_0] + w_1 \text{Tr}[\rho_1].$$

Having $\mathcal{N}_B = 0$ implies that

$$w_0 \text{Tr}[\rho_0] + w_1 \text{Tr}[\rho_1] = 1.$$ 

Since $\text{Tr}[\rho_{T\delta}] \geq 1$ and $w_i$ are positive coefficients which sum to one, the only way that the above equality holds is when $\text{Tr}[\rho_{T\delta}] = 1$. Using Theorem 1 for two fermionic modes, we deduce that both $\rho_0$ and $\rho_1$ are separable and therefore, the sufficient condition of Theorem 3 holds. A side remark here is that once $\mathcal{N}_A(BC) = \mathcal{N}_B(AC) = 0$, it is guaranteed that $\mathcal{N}_C(AB) = 0$ as well.

A straightforward consequence of this theorem is a useful criterion for bi-separability.

**Theorem 4.** $\rho$ is bi-separable,

$$\rho = \sum_i w_i \rho_{A,i} \otimes \rho_{BC,i},$$

where at least one of $\rho_{BC,i}$ are inseparable, if and only if $\mathcal{N}_A(BC) = \mathcal{N}_B(AC) = \mathcal{N}_C(AB) = 0$.

To appreciate the rich structure of three-fermion mixed states, we close this section by giving an example of a density matrix which is bi-separable (145), but the reduced density matrix after tracing out $A$ is separable. This situation only arises in mixed states. Consider the following density matrix

$$\rho = \frac{1}{2} (f_1^\dagger |\Psi_\perp\rangle \langle \Psi_+| f_1 + |\Psi_-\rangle \langle \Psi_-|),$$

where

$$|\Psi_\pm\rangle = \frac{1}{\sqrt{1 + |\alpha|^2}} (1 \pm \alpha f_2^\dagger f_3^\dagger) |0\rangle.$$

This is a bi-separable state (145) by construction and we have $\mathcal{N}_A(BC) = 0$, $\mathcal{N}_B(AC) \neq 0$ and $\mathcal{N}_C(AB) \neq 0$. However, the reduced density matrix of $BC$ is separable,

$$\rho_{BC} = \text{Tr}_A(\rho) = \frac{1}{2} (|\Psi_+\rangle \langle \Psi_+| + |\Psi_-\rangle \langle \Psi_-|) = \frac{1}{1 + |\alpha|^2} (|\alpha|^2 f_2^\dagger f_3^\dagger |0\rangle \langle 0| f_3 f_2 + |0\rangle \langle 0|),$$

which gives $\mathcal{N}_B = 0$. 
VII. CONCLUSIONS

In summary, we investigate several quantum information theoretic properties of analog of the entanglement negativity in fermionic systems. This quantity was recently introduced [54] as a measure of entanglement in mixed states of fermions based on the fermionic partial transpose of the density matrix. Using this analogy, we have called it fermionic entanglement negativity. Among various properties an entanglement measure should satisfy, we show that the fermionic entanglement negativity is non-increasing (monotone) under LOCCs which preserve the fermion-number parity. Furthermore, the fermionic negativity is additive when the Hilbert space is enlarged by adding extra degrees of freedom through a tensor product and invariant under local unitary operations.

We further discuss the relation between the separability criterion and entanglement negativity in fermionic systems. As expected (and similar to qubit systems), the fermionic negativity of a separable state is identically zero.

It is worth noting that the transformation rule for the fermionic partial transpose in the Fock space (see Eq. (23)) contains a phase factor in addition to the bosonic partial transpose (i.e., matrix transposition). In the case where each subsystem has the same fermion-number parity on both sides (inside bra and ket) the phase factor is identically one and fermionic partial transpose becomes a matrix transposition. This property is independent of the representation and in general we may say:

Remark 1. For a bipartite state density matrix \( \rho \in S(\mathcal{H}^A \otimes \mathcal{H}^B) \) with even fermion-number parity in each subsystem, i.e.,

\[
[(-1)^{F_A}, \rho] = 0,
\]

the fermionic and bosonic entanglement negativities are identical.

This in turn leads us to divide the density matrices of fermions into two categories.

Remark 2. There exists two types of states in fermionic systems:

(I) Fermion-number parity of subsystems is even,

\[
[(-1)^{F_A}, \rho] = 0,
\]

(II) Fermion-number parity of subsystems is mixed,

\[
[(-1)^{F_A}, \rho] \neq 0.
\]

It is worth noting that there is no density matrix with only terms of odd subsystem fermion-number parity, since \( \rho \) must always contain terms with even subsystem parity to guarantee \( \text{Tr}(\rho) = 1 \). It is easy to deduce from the definition of a separable state (12) that the first type of states can be either separable or inseparable, whereas the second type is always inseparable. As mentioned, for the first type of states, there is no difference between fermionic and bosonic entanglement negativities and we expect that all the known results about entanglement and separability in the context of qubit systems hold in this case as well. However, type II density matrices are specific to fermionic systems. A canonical example of this case is when we consider bipartitioning a Hilbert space of dimension \( 2^N \) into a single fermionic mode and the rest (i.e., the Hilbert space is decomposed as \( 2 \times 2^{N-1} \) as we did in Sec. VI B). Any inseparable state in this bipartite system is necessarily type II. We prove that the entanglement negativity of such states is positive. We believe that this observation could be generalized to the following conjecture.

Conjecture 1. The entanglement negativity of inseparable states of type II (152) is always non-vanishing,

\[
\mathcal{E}(\rho) > 0.
\]

An immediate consequence of this conjecture is that vanishing fermionic entanglement negativity is a necessary and sufficient condition for separability, as long as type I inseparable states are excluded. This property is particularly relevant to fermionic systems realized in condensed matter setups, where one wants to study the entanglement in the ground state or finite-temperature state of a Hamiltonian. Having type I inseparable states as a ground (finite-temperature) state of a fermionic Hamiltonian requires fine-tuned models which contain only terms that preserve the subsystem fermion-number parity. Therefore, as far as a generic Hamiltonian of fermions possibly with hopping terms, pairing terms, and interactions is concerned, non-zero negativity implies an inseparable state.

In order to show the versatility of the fermionic entanglement negativity, we use it to classify entangled states in systems with small Hilbert spaces containing two or three fermionic modes. As we have learned, the fermionic entanglement negativity is a faithful and intrinsic measure of entanglement in such systems; hence, it would be interesting to see applications of the fermionic negativity in characterizing various quantum processes and states for measurement-based fermionic quantum computation [68, 102, 103].

The entanglement negativity of finite-temperature systems is another direction for research. It is well-known that the entanglement of fermions with a Fermi surface obeys a logarithmic scaling and violates the area law in all dimensions. In a future work, we would like to address how thermal fluctuations affect the logarithmic scaling behavior [104]. It is also worth looking at the finite-temperature states of topologically ordered phases of fermions in two dimensions, e.g. fractional quantum Hall systems. The 2D (non-chiral) topological order is
known to be unstable against thermal fluctuations [105]. It would be interesting to see if the entanglement negativity indicates some signatures of this instability [106, 107].

Last but not least, it would be nice to study the out-of-equilibrium dynamics through the window of entanglement negativity and pinpoint possible differences between integrable and non-integrable (ergodic) systems [108].
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Appendix A: Proof of Theorem 1

Here, we show that for a two-fermion system if \( \mathcal{N}(\rho) = 0 \) then \( \rho \) is separable. In what follows, we approach this problem by proving the equivalent statement that if \( \rho \) is inseparable then \( \mathcal{N}(\rho) > 0 \). For concreteness, let us consider two fermions denoted by \( f_1 \) and \( f_2 \), where the density matrix is \( 4 \times 4 \) and can be represented in the basis \( \{ |0\rangle, f_1^\dagger |0\rangle, f_2^\dagger |0\rangle, f_1^\dagger f_2^\dagger |0\rangle \} \). A generic fermionic density matrix obeys the form

\[
\rho = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

where non-zero entries are shown as \( \times \). This form of density matrix is enforced by our original assumption that only even fermion-number parity entries are allowed for the reduced density matrix of fermion-number parity symmetric systems. As we discuss in the main text, a separable state only contains diagonal elements for a two-fermion system. The most general form of a separable state can be written as

\[
\rho_s = \frac{1}{4} + a_1 \sigma_1^z \otimes \sigma_2^z + a_2 \sigma_1^z \otimes \sigma_2^z + a_3 \sigma_1^z \otimes \sigma_2^z,
\]

where \( a_i \) are real numbers. The eigenvalues of the this density matrix are given by

\[
\lambda_{1,2} = \frac{1}{4} - a_3 \pm (a_1 - a_2),
\]

\[
\lambda_{3,4} = \frac{1}{4} + a_3 \pm (a_1 + a_2).
\]

The fact that \( \rho \) is positive definite in turn implies that \( |a_1| \leq 1/4 \). It is easy to see that the partial transpose does nothing to the density matrix and we have \( \rho_s^T = \rho_s \), i.e. \( \mathcal{N}(\rho_s) = 0 \).

Now, suppose the density matrix \( \rho \) is inseparable which means that \( \rho \) contains off diagonal elements. In general, a \( 4 \times 4 \) Hermitian matrix of the form \( \text{(A1)} \) can be represented by

\[
\rho = \rho_s + \sum_{\alpha, \beta = x, y} b_{\alpha\beta} \sigma_1^\alpha \otimes \sigma_2^\beta,
\]

where \( b_{\alpha\beta} \) are real coefficients. The partial transpose is then given by

\[
\rho^T = \rho_s + i \sum_{\alpha, \beta = x, y} c_{\alpha\beta} \sigma_1^\alpha \otimes \sigma_2^\beta,
\]

in which the transformed coefficients are

\[
c_{\alpha\beta} = b_{\alpha\beta}, \quad c_{\beta\alpha} = -b_{\beta\alpha},
\]

as a result of the following rules for the partial transpose,

\[ (\sigma_1^x)^T = i \sigma_1^x, \quad (\sigma_1^y)^T = -i \sigma_1^y, \quad (\sigma_1^z)^T = \sigma_1^z \]

\[ (\sigma_2^x)^T = \sigma_2^x, \quad \beta = x, y, z. \]

The trace norm is computed in terms of square root of eigenvalues of the matrix \( \rho^T \), which is found by

\[
|\rho^T| = \rho_s^2 + \sum_{\alpha, \beta = x, y} c_{\alpha\beta} \sigma_1^\alpha \otimes \sigma_2^\beta = \rho_s + i \sum_{\alpha, \beta = x, y} c_{\alpha\beta} \sigma_1^\alpha \otimes \sigma_2^\beta \]

\[
= \rho_s + \sum_{\alpha, \beta = x, y} c_{\alpha\beta} \sigma_1^\alpha \otimes \sigma_2^\beta
\]

After a little bit of algebra, the eigenvalues of \( \sqrt{\rho^T} \) are found to be

\[
\lambda_{1,2} = \left( (c_{xx} + c_{yy})^2 + (c_{xy} - c_{yx})^2 + \left( \frac{1}{4} - a_3 \right)^2 \right)^{1/2} \pm (a_1 - a_2)
\]

\[
\lambda_{3,4} = \left( (c_{xx} - c_{yy})^2 + (c_{xy} + c_{yx})^2 + \left( \frac{1}{4} + a_3 \right)^2 \right)^{1/2} \pm (a_1 + a_2).
\]

We should note that the above singular values of \( \rho^T \) are strictly larger than those of \( \rho_s^T = \rho_s \). Hence, the trace
norm is greater than one, simply because
\[ \text{Tr}[\rho^{T_A}] = \sum_{i=1}^{4} \lambda_i \]
\[ = 2 \left( (c_{xx} + c_{yy})^2 + (c_{xy} - c_{yx})^2 + \left( \frac{1}{4} - a_3 \right)^2 \right)^{1/2} \]
\[ + 2 \left( (c_{xx} - c_{yy})^2 + (c_{xy} + c_{yx})^2 + \left( \frac{1}{4} + a_3 \right)^2 \right)^{1/2} \]
\[ \geq 2 \left( \frac{1}{4} - a_3 \right) + 2 \left( \frac{1}{4} + a_3 \right) = 1. \]

The inequality \( \text{Tr}[\rho^{T_A}] \geq 1 \) implies that the logarithmic negativity is always positive for an inseparable state (which necessarily have off-diagonal elements in the density matrix).

**Appendix B: Proof of useful identities**

In this appendix, we provide proof of various identities discussed in the main text. We use a mathematical style (Proposition, Example, etc) to highlight our key results. We start with two basic propositions.

**Proposition 3.** For a local physical operator \( X_A \in \mathcal{G}_0(\mathcal{H}^A) \) and a density matrix \( \rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B) \), we have
\[ [\rho(X_A \otimes I_B)]^{T_A} = X_A^T \rho^{T_A}, \quad (B1) \]

or
\[ [I_A \otimes X_B]^{T_A} = (I_A \otimes X_B)^T \rho^{T_A}, \quad (B2) \]

where \( I_A \) is the identity operator in \( \mathcal{H}^A \).

**Proof:**

The identities (B1) and (B2) follow immediately from the definition (17).

**Proposition 4.** For a local physical operator \( X_A \in \mathcal{G}_0(\mathcal{H}^A) \) and a density matrix \( \rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B) \), we have
\[ [\rho(X_A \otimes I_B)]^{T_A} = (X_A^T \otimes I_B)^T \rho^{T_A}, \quad (B3) \]

or
\[ [(X_A \otimes I_B)^T \rho]^{T_A} = \rho^{T_A}(X_A^T \otimes I_B), \quad (B4) \]

where \( I_B \) is the identity operator in \( \mathcal{H}^B \).

**Proof:**

Let us consider expansion of the operators in terms of Majorana operators
\[ \rho = \sum_{k_1,k_2} \rho_{p_1 \ldots p_{k_1} q_1 \ldots q_{k_2}} a_{p_1} \ldots a_{p_{k_1}} b_{q_1} \ldots b_{q_{k_2}}, \]

\[ X_A = \sum_{k_3=\text{even}} X_{A,s_1 \ldots s_{k_3}} a_{s_1} \ldots a_{s_{k_3}}, \]

where \( k_3 \) and \( k_1 + k_2 \) are even.

There are two types of terms: Terms in which there is no Majorana operator in common between \( A \) and \( \rho \) and terms in which there are some common operators. In what follows we show that (B3) holds in both cases. A similar proof can be given for (B4).

Let us take the first type of terms where no Majorana operator is in common. We start from the LHS of (B3) and arrive at the RHS.
\[ [\rho(X_A \otimes I_B)]^{T_A} : \]
\[ [(a_{p_1} \ldots a_{p_{k_3}} b_{q_1} \ldots b_{q_{k_2}})(a_{s_1} \ldots a_{s_{k_3}})]^{T_A} = [(a_{s_1} \ldots a_{s_{k_3}})(a_{p_1} \ldots a_{p_{k_3}} b_{q_1} \ldots b_{q_{k_2}})]^{T_A} \]
\[ = (i^{k_1+k_3}(a_{s_1} \ldots a_{s_{k_3}})(a_{p_1} \ldots a_{p_{k_3}} b_{q_1} \ldots b_{q_{k_2}})) \]
\[ = (i^{k_1+k_3} a_{s_1} \ldots a_{s_{k_3}})(i^{k_1} a_{p_1} \ldots a_{p_{k_3}} b_{q_1} \ldots b_{q_{k_2}}) \]
\[ = (a_{s_1} a_{s_{k_3}})^T (a_{p_1} \ldots a_{p_{k_3}} b_{q_1} \ldots b_{q_{k_2}})^T \rho^{T_A} \]
\[ = (A^T \otimes I_2) \rho^{T_A} \]

In the first line we use the fact that \( k_3 \) and \( k_1 + k_2 \) are even.

We now consider the terms where some Majorana operators are in common. As a warm-up exercise, we start with a term where there is only one Majorana operator in common. For instance, when \( a_{s_{k+1}} = a_{p_{k+1}} \). In the following, we
compute the partial transpose of LHS and RHS of (B3) and show that they are identical.

$$\rho(X_A \otimes I_B) : \begin{align*}
&= (a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}})(a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B11) \\
&= (a_{s_1} \cdots a_{s_j})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}})(a_{s_1} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B12) \\
&= (a_{s_1} \cdots a_{s_j})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{s_{j+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}})(a_{s_1} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B13) \\
&= (a_{s_1} \cdots a_{s_j})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}})(a_{s_1} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B14) \\
&= (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}). \quad (B15)
\end{align*}$$

In (B12), we use the fact that $k_1 + k_2$ is even. In going from (B14) to (B15), we utilize the fact that both $k_1 + k_2$ and $k_3$ are even. The partial transpose of the above term is then simplified into

$$[\rho(X_A \otimes I_B)^T]_{TA} : i^{k_1+k_2-2} (a_{s_1} \cdots a_{s_j} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}). \quad (B16)$$

For the RHS of (B3), we can write

$$(X_A^T \otimes I_B)\rho^{TA} : \begin{align*}
&(i^{k_1} a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(i^{k_1} a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}) \quad (B17) \\
= &i^{k_1 + k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B18) \\
= &i^{k_1 + k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}) \quad (B19) \\
= &i^{k_1+k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}). \quad (B20)
\end{align*}$$

and the proof of this type of terms is complete. Let us explicitly check that the corresponding term in the wrong ordering, i.e., $\rho^{TA}(X_A^T \otimes I_B)$ is not equal to that of $[\rho(X_A \otimes I_B)]^T_{TA}$.

$$\rho^{TA}(X_A^T \otimes I_B) : \begin{align*}
&(i^{k_1} a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(i^{k_2} a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}) \quad (B19) \\
= &i^{k_1+k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}}) \quad (B21) \\
= &i^{k_1+k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}) \quad (B22) \\
= &i^{k_1+k_3} (a_{s_1} \cdots a_{s_j} a_{s_{j+1}} a_{s_{j+2}} \cdots a_{s_{k_3}})(a_{p_1} \cdots a_{p_i} a_{p_{i+1}} a_{p_{i+2}} \cdots a_{p_k} b_{q_1} \cdots b_{q_{k_2}}). \quad (B23)
\end{align*}$$

where in order to get (B22) we use the result in (B15). So, there is a minus sign appearing and they are not equal.

Now, consider a term where there are $n$ Majorana operators $\{a_{p_i}\}$ for $i = 1, \cdots, n$ in common between $\rho$ and $A$. We represent such a term in $\rho$ by

$$\rho : O_{p_0}^{\rho} a_{p_1} O_{p_1}^{\rho} a_{p_2} O_{p_2}^{\rho} \cdots a_{p_n} O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}} \quad (B23)$$

where the $O_{p_i}^{\rho}$ operator contain only $l_i$ non-repeating Majorana operators and similarly for a term in $X_A$, we write

$$X_A : O_{p_0}^{X} a_{p_1} O_{p_1}^{X} a_{p_2} O_{p_2}^{X} \cdots a_{p_n} O_{p_n}^{X} \quad (B24)$$

where $O_{p_i}^{X}$ contains only $l'_i$ non-repeating Majorana operators. Note that $k_2 + n + \sum_{i=0}^{n} l_i$ and $n + \sum_{i=0}^{n} l'_i$ are even numbers and $n$ can be even or odd.

Let us start with the LHS of (B3) before taking the partial transpose

$$\rho(X_A \otimes I_B) : \begin{align*}
&(O_{p_0}^{\rho} a_{p_1} O_{p_1}^{\rho} a_{p_2} O_{p_2}^{\rho} \cdots a_{p_n} O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}})(O_{p_0}^{X} a_{p_1} O_{p_1}^{X} a_{p_2} O_{p_2}^{X} \cdots a_{p_n} O_{p_n}^{X}) \quad (B25) \\
= &(-1)^{k_2+1-l_0-1} O_{p_0}^{X} O_{p_0}^{\rho} a_{p_1} O_{p_1}^{\rho} a_{p_2} O_{p_2}^{\rho} \cdots a_{p_n} O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}})(O_{p_0}^{X} a_{p_1} O_{p_1}^{X} a_{p_2} O_{p_2}^{X} \cdots a_{p_n} O_{p_n}^{X}) \quad (B26) \\
= &(-1)^{l_0+1+l'_0} O_{p_0}^{X} O_{p_0}^{\rho} a_{p_1} O_{p_1}^{\rho} a_{p_2} O_{p_2}^{\rho} \cdots a_{p_n} O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}})(a_{p_1} O_{p_1}^{X} \cdots a_{p_n} O_{p_n}^{X}) \quad (B27)
\end{align*}$$
Eq. (34) can be proved similarly.

Proof of Proposition 1 of main text:

Hence, the LHS of (B3) is given by

\[ \phi_1 = \sum_{i=0}^{n} (\nu_i' + (n-i)\lambda_i) + \frac{n(n+1)}{2}. \] (B31)

Hence, the LHS of (B3) is given by

\[ \rho(X_A \otimes I_B)^{\top} : (-1)^{\phi_1 + n} (O_{p_0}^{X_b} O_{p_1}^{X} \cdots O_{p_n}^{X}) (O_{p_0}^{\rho} O_{p_1}^{\rho} \cdots O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}}) \] (B32)

where\[ \alpha = \frac{1}{2} \sum_{i=0}^{n} (\nu_i' + \lambda_i). \] (B33)

Next, we compute the RHS

\[ (X_A^{\top} \otimes I_B)\rho^{\top} : (-1)^{\alpha + \phi_2} (O_{p_0}^{X_b} O_{p_1}^{X} \cdots O_{p_n}^{X}) (O_{p_0}^{\rho} O_{p_1}^{\rho} \cdots O_{p_n}^{\rho} b_{q_1} \cdots b_{q_{k_2}}) \] (B37)

in which\[ \phi_2 = \sum_{i=0}^{n} (\nu_i' + (n-i)\lambda_i) + \frac{n(n-1)}{2}. \] (B38)

Evidently, phases do match since \( \phi_1 = \phi_2 + n \) and therefore, the identity (B3) holds.

**Proof of Proposition 1 of main text:** The equality (33) directly follows from (B1) and (B3) as in

\[ [\rho(X_A \otimes X_B)]^{\top} = (\rho(X_A \otimes X_B))^T \] (B39)

Answer:

\[ ([\rho(I_A \otimes X_B)]^{\top})^{T} = \rho^{T} (I_A \otimes X_B) \] (B43)

\[ ([\rho(I_A \otimes X_B)]^{\top})^{T} = \rho^{T} (I_A \otimes X_B) \] (B44)

Eq. (34) can be proved similarly.

We already have \((\rho^T)^T = \rho^T\) for a density matrix operator from the definition (17). Now, let us do some consistency checks.

**Check 1.** For a local physical operator \(X_B \in G_0(H^B)\) and a density matrix \(\rho \in \mathcal{S}(H^A \otimes H^B)\), we should satisfy

\[ ([\rho(I_A \otimes X_B)]^{\top})^{T} \geq [\rho(I_A \otimes X_B)]^{T}. \] (B42)

**Check 2.** For a local physical operator \(X_A \in G_0(H^A)\)
and \( \rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B) \), we should satisfy
\[
([\rho(X_A \otimes I_B)^{T_A}]_{TB})^{\frac{1}{2}} \geq [\rho(X_A \otimes I_B)]^T. \tag{B47}
\]
Answer:
\[
([\rho(X_A \otimes I_2)^{T_A}]_{TB})^{\frac{1}{2}} = ((X_A^T \otimes I_B)\rho^{T_A})_{TB} \tag{B48}
\]
\[
= (X_A^T \otimes I_B)\rho^T \tag{B49}
\]
\[
= [\rho(X_A \otimes I_B)^{T_A}]^T. \tag{B50}
\]
First and second lines follow from (B3) and (B2), respectively.

**Check 3.** For two local physical operators \( X_A, X_B \in \mathcal{G}_0(\mathcal{H}^A), X_B, Y_B \in \mathcal{G}_0(\mathcal{H}^B) \) and a density matrix \( \rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B) \), we need to satisfy
\[
([\rho(X_A \otimes X_B)^{T_A}]_{TB})^{\frac{1}{2}} \geq [\rho(X_A \otimes X_B)]^T. \tag{B52}
\]
Answer:
\[
([\rho(X_A \otimes X_B)^{T_A}]_{TB})^{\frac{1}{2}} = ((X_A^T \otimes I_B)\rho^{T_A}(I_A \otimes X_B))_{TB} \tag{B53}
\]
\[
= (X_A^T \otimes I_B)[\rho^{T_A}(I_A \otimes X_B)]_{TB} \tag{B54}
\]
\[
= (X_A^T \otimes I_B)(I_A \otimes X_B)(\rho^{T_A})_{TB} \tag{B55}
\]
\[
= (X_A^T \otimes X_B^T)\rho^T \tag{B56}
\]
\[
= [\rho(X_A \otimes X_B)^{T_A}]^T. \tag{B57}
\]

**Check 4.** For local physical operators \( X_A, Y_A \in \mathcal{G}_0(\mathcal{H}^A), X_B, Y_B \in \mathcal{G}_0(\mathcal{H}^B) \) and \( \rho \in \mathcal{S}(\mathcal{H}^A \otimes \mathcal{H}^B) \), we have to satisfy
\[
([X_A \otimes X_B]\rho(Y_A \otimes Y_B)^{T_A}]_{TB})^{\frac{1}{2}} \geq [(X_A \otimes X_B)\rho(Y_A \otimes Y_B)]^T \tag{B58}
\]
Answer:
\[
([X_A \otimes X_B]\rho(Y_A \otimes Y_B)^{T_A}]_{TB})^{\frac{1}{2}} = ((Y_A^T \otimes B)^\rho(A^T \otimes Y_B))_{TB} \tag{B59}
\]
\[
= (Y_A^T \otimes Y_B)^{\rho (T_A)}_{TB} \tag{B60}
\]
\[
= (Y_A^T \otimes Y_B)^{\rho (T_A)}_{TB} \tag{B61}
\]
\[
= [(A \otimes B)\rho(Y_A \otimes Y_B)]^T. \tag{B62}
\]

**Appendix C: Proof of Theorem 2**

Here, we show that the negativity is non-zero right outside the boundary of the set of separable states. The inseparable states in the vicinity of separable states is obtained by adding an infinitesimal off-diagonal term to a separable density matrix. We use perturbation theory to show that this infinitesimal term gives a positive contribution to the negativity.

We begin by noting that a general form of a separable state can then be written as
\[
\rho_{sep} = w_0 |0\rangle \langle 0| \otimes \rho_0 + w_1 f_1^\dagger |0\rangle \langle f_1| \otimes \rho_1 \tag{C1}
\]
where \( f_1 \in \mathcal{G}(\mathcal{H}^A) \), \( \rho_1, \rho_2 \in \mathcal{S}(\mathcal{H}^A) \) are two fermionic density matrices and \( w_0 + w_1 = 1 \). An inseparable state can be written in the form
\[
\rho = \rho_{sep} + \rho_{off} \tag{C2}
\]
where
\[
\rho_{off} = f_1^\dagger |0\rangle \langle 0| \otimes \delta \rho + |0\rangle \langle 0| f_1 \otimes \delta \rho^\dagger, \tag{C3}
\]
where \( \delta \rho \in \mathcal{G}_1(\mathcal{H}^A) \) is a fermion-number parity odd operator. The partial transpose is given by
\[
\rho^{T_A} = \rho_{sep} + i f_1^\dagger |0\rangle \langle 0| \otimes \delta \rho^\dagger + i |0\rangle \langle f_1| \otimes \delta \rho, \tag{C4}
\]
and its adjoint is
\[
(\rho^{T_A})^\dagger = \rho_{sep} - i f_1^\dagger |0\rangle \langle 0| \otimes \delta \rho^\dagger - i |0\rangle \langle f_1| \otimes \delta \rho. \tag{C5}
\]
Thus, we write
\[
\rho^{(0)} = \rho_{sep}^{(0)} = w_0^2 |0\rangle \langle 0| \otimes \rho_0^2 + w_1^2 f_1^\dagger |0\rangle \langle f_1| \otimes \rho_1^2 \tag{C7}
\]
and
\[
\delta V = |0\rangle \langle 0| \otimes \delta \rho \delta \rho^\dagger + f_1^\dagger |0\rangle \langle 0| f_1 \otimes \delta \rho^\dagger \delta \rho
\]
\[
+ i f_1^\dagger |0\rangle \langle 0| (w_0 \delta \rho \rho_0 - w_1 \rho_1 \delta \rho^\dagger) + i |0\rangle \langle f_1| \otimes (w_1 \delta \rho \rho_1 - w_0 \rho_0 \delta \rho). \tag{C8}
\]
Now, we want to do perturbation theory and show that \( \text{Tr}_\mathcal{H}^{(0)}(\rho^{(0)}) \) is larger than \( \text{Tr}_\mathcal{H}^{(0)}(\rho^{T_A}) \) to the lowest order in powers of \( \delta \rho \).

Suppose \( \mathcal{H}^A \) contains \( m \) fermionic modes. Let \( |\psi_j\rangle \), \( |\phi_j\rangle \), \( j = 1, \cdots, 2^m \) be the \( 2^m \) eigenstates of \( \rho_0 \) and \( \rho_1 \)
\[
\rho_0 |\psi_j\rangle = \mu_j |\psi_j\rangle, \tag{C9}
\]
\[
\rho_1 |\phi_j\rangle = \nu_j |\phi_j\rangle,
\]
with eigenvalues \( \mu_j \) and \( \nu_j \), such that \( \sum_j \mu_j = \sum_j \nu_j = 1 \). It is important to note that each of \( \{ |\psi_j\rangle \} \) and \( \{ |\phi_j\rangle \} \) forms a complete orthonormal basis in the Hilbert space \( \mathcal{H}^B \). Hence, the unperturbed part \( \rho^{(0)} \) is diagonal in the eigenbasis \( \{ n^{(0)}, \lambda^{(0)}_n \} \)
\[
| n^{(0)} \rangle = |0\rangle \otimes |\psi_j\rangle \quad \lambda^{(0)}_n = w_0^2 \mu_j^2 \quad 1 \leq n \leq 2^m
\]
\[
= f_1^\dagger |0\rangle \otimes |\phi_j\rangle \quad \lambda^{(0)}_n = w_1^2 \nu_j^2 \quad 2^m < n \leq 2^{m+1}
\]
The matrix elements of the perturbation term $\delta V$ is found by

$$
\langle 0 \rangle \otimes \langle \psi_j | \delta V f_1^\dagger | 0 \rangle \otimes | \phi_k \rangle
=i \langle \psi_j | (w_1 \delta \rho f_1 - w_0 \delta \rho) | \phi_k \rangle
=i (w_1 \nu_k - w_0 \mu_j) \langle \psi_j | \delta \rho | \phi_k \rangle
$$

(C10)

$$
\langle 0 \rangle \otimes \langle \psi_j | \delta V | 0 \rangle \otimes | \psi_k \rangle = \langle \psi_j | \delta \rho \delta \rho^\dagger | \psi_k \rangle
$$

(C11)

$$
\langle 0 \rangle f_i \otimes \langle \phi_j | \delta V f_1^\dagger | 0 \rangle \otimes | \phi_k \rangle = \langle \phi_j | \delta \rho^\dagger \delta \rho | \phi_k \rangle
$$

(C12)

According to perturbation theory, corrections to an eigenvalue $\lambda_n$ of $\rho^{TA}(\rho^{TA})^\dagger$ up to second order in $\delta \rho$ are given by

$$
\lambda_n = \lambda_n^{(0)} + \langle n^{(0)} | \delta V | n^{(0)} \rangle
+ \sum_{k \neq n} \frac{\langle k^{(0)} | \delta V | n^{(0)} \rangle^2}{\lambda_n^{(0)} - \lambda_k^{(0)}} + O(\delta \rho^3)
$$

(C13)

where $\lambda_n^{(0)}$ is an eigenstate of unperturbed (separable) density matrix $\rho_{sep}$. So, we find that for $\lambda_n$, $n \leq 2^m$,

$$
\lambda_n = w_0^2 \mu_j^2 + \langle \psi_j | \delta \rho \delta \rho^\dagger | \psi_j \rangle
+ \sum_k \left( \frac{w_0 \mu_j - w_1 \nu_k}{w_0 \mu_j + w_1 \nu_k} \right) \langle \psi_j | \delta \rho | \phi_k \rangle + O(\delta \rho^3)
$$

(C14)

$$
= w_0^2 \mu_j^2 + \sum_k \langle \psi_j | \delta \rho | \phi_k \rangle \langle \phi_k | \delta \rho^\dagger | \psi_j \rangle
+ \sum_k \left( \frac{w_0 \mu_j - w_1 \nu_k}{w_0 \mu_j + w_1 \nu_k} \right) \langle \psi_j | \delta \rho | \phi_k \rangle + O(\delta \rho^3)
$$

(C15)

$$
= w_0^2 \mu_j^2 + 2 w_0 \mu_j \sum_k \frac{\langle \psi_j | \delta \rho | \phi_k \rangle^2}{w_0 \mu_j + w_1 \nu_k} + O(\delta \rho^3),
$$

(C16)

and similarly for $\lambda_n$, $n > 2^m$,

$$
\lambda_n = w_1^2 \nu_j^2 + 2 w_1 \nu_j \sum_k \frac{\langle \psi_k | \delta \rho | \phi_j \rangle^2}{w_1 \nu_j + w_0 \mu_k} + O(\delta \rho^3).
$$

(C17)

Notice that in the second line of derivation (C15), we inserted the resolution of identity $\sum_k | \phi_k \rangle \langle \phi_k | = I$. Hence, the trace norm is given by

$$
\| \rho^{T_A} \| = \sum_n \sqrt{\lambda_n} = 1 + 2 \sum_{j<k} \frac{\langle \psi_j | \delta \rho | \phi_k \rangle^2}{w_0 \mu_j + w_1 \nu_k} + O(\delta \rho^3),
$$

(C18)

which implies $\mathcal{N}(\rho) > 0$ to this order of approximation. It is important to note that such a contribution is absent in the bosonic partial transpose.
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