Periodic and aperiodic dynamics of flat bands in diamond-octagon lattice
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We drive periodically a two-dimensional diamond-octagon lattice model by switching between two Hamiltonians corresponding two different magnetic flux piercing through diamond plaquette to investigate the generation of topological flat bands. We show that in this way, the flatness and topological nature of all the bands of the model can be tuned and Floquet quasi-bands can be made topologically flat while its static counterpart does not support the topological band and flat band together. We define here a measure of flatness of quasi-energy bands from their microscopic details that has been justified using the numerical calculations of the Floquet density of states. In the context of Floquet dynamics, we indeed have a better control on the engineering of flat bands. Interestingly, we find the generation of flux current due to periodic drives. We systematically analyze the work done and flux current in the asymptotic limit as a function of system’s parameters to show that topology and flatness both share a close connection to the flux current and work done, respectively. We finally extend our investigation to the aperiodic array of step Hamiltonian, where we find that the heating up problem can be significantly reduced if the initial state is substantially flat as the initial large degeneracy of states prevents the system from absorbing energy easily from the aperiodic driving. In addition, we show that the heating can be reduced if the values of the magnetic flux in the step Hamiltonians are made small and, also the duration of these fluxes become unequal. Finally, we successfully explain our finding by plausible analytical arguments.

\textbf{I. INTRODUCTION}

Tight-binding translationally invariant models with local symmetries can exhibit flat bands (FBs) that have received a lot of research attention in recent times \cite{1-15}. These FBs, originated from the destructive interference of electron hopping, have vanishingly small band-width, and they host macroscopic number of degenerate single particle states. A perturbation that can lift the degeneracy thus be able to probe the strongly correlated nature of the eigenstates. FB can also appear in continuum e.g., Landau levels are formed in 2D electron gas in presence of magnetic field. We note that completely (partially) filled Landau levels exhibit integer (fractional) quantum Hall effect \cite{16, 17}. The non-trivial FBs not only bears a deep connection with the topology \cite{1, 2} but also leads to other intriguing phenomena in condensed matter physics \cite{18-24}. The experimental search has already begun in this area of research: FBs have been observed in photonic waveguide networks \cite{25-32}, exciton-polariton condensates \cite{33, 34}, and ultracold atomic condensates \cite{35, 36}. On the other hand, FBs can be observed in tight-binding lattice models for a variety of lattice geometries such as Lieb \cite{37, 38}, kagome \cite{39}, honeycomb \cite{40}, square \cite{41}, which can be realized using ultracold fermionic or bosonic atoms in optical lattices. Apart from these, various non-interacting systems are found to exhibit FBs \cite{42-45}. Very recently, FBs receive a lot of attention in the context of twisted bi-layer graphene where Coulomb interaction plays a vital role \cite{46-49}. Surprisingly, the FBs are analyzed in Creutz model in both presence or absence of interactions \cite{50}. The existence of FBs in Moiré structure is also not restricted to interacting cases only \cite{51, 52}.

Quite importantly, the study of non-equilibrium dynamics of closed quantum systems is another growing field of research from theoretical \cite{53-55, 57-65, 117} as well as experimental \cite{66-74} point of view. In particular, a periodically driven system, with Hamiltonian $H(t) = H(t + T)$, $T$ being the period of drive, yields a non-trivial state of matter while its equilibrium counterpart supports the trivial state. We would like to mention a few interesting consequences of the periodic drive in the context of defect and residual energy generation \cite{75, 76}, dynamical freezing \cite{77}, many-body energy localization \cite{78}, dynamical localization\cite{79, 80}, and quantum information studies \cite{81, 82}. Interestingly, light induced Floquet graphene \cite{55, 117}, topological insulator \cite{57}, Floquet higher order topological phases \cite{83} and dynamical generation of edge Majorana \cite{60} are a few examples of dynamical topological phases due to periodic drive. For the aperiodic drive the system is expected to absorb the energy indefinitely unlike the periodic case where non-equilibrium steady state is observed \cite{84, 85}. One can contrastingly show that for a periodically driven non-integrable system, heating up is most likely to be unavoidable \cite{86}. Although recent studies showed that there are specific situations when the heating can be reduced or suppressed \cite{87-91}. Interestingly, the aperiodic system also falls into a different class of geometrical generalised Gibbs ensemble \cite{92} periodic system lies in the periodic Gibbs ensemble class \cite{93}. A system with quasi-periodic drive is also studied in the context of topology \cite{94}.

Now turning into the physics of FBs, it is noteworthy that nontrivial topology, finite-range hopping and exactly FBs have some interesting interplay between them. It has been shown that these three above criteria can
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not be simultaneously satisfied, only two of these can be realized simultaneously [95, 96]. The spectral flattening technique can adiabatically transform the original Hamiltonian to a new one with FB states; however, in this case the underlying Hamiltonian might be accompanied with the long-range hopping [1]. The short-range hopping can also be obtained following some other optimization techniques [97, 98].

In parallel, the generation of flat bands under periodic drive is also a timely research topic. Using periodic drive, one can generate flat bands that do not have any static analog. In some cases, these flat bands can show non-trivial topology, i.e., those have non-zero Chern number. It has been shown that topological FBs can emerge not only at zero quasi-energy but also at \( \pm \pi \) quasi-energy between two inequivalent touching band points with opposite Berry phase in a time-periodically driven uniaxial strained graphene nanoribbons [99]. Starting from a trivial phase of s-wave superconductor, suitably activating or generating the chiral symmetry via Floquet dynamics one can obtain Majorana FBs [100]. Recently, it has been shown that in the presence of an external magnetic flux piercing through the diamond plaquettes in the 2D diamond-octagon lattice model with short-ranged hopping can support topological FBs [101]. The application of magnetic field breaks the time-reversal symmetry of the system. In absence of time-reversal symmetry breaking, the system supports FBs, but those are non-topological and not well separated from the other dispersive bands. By applying magnetic flux, the flat bands maintain a gap from the other dispersive bands, however, they show topological behavior for some specific choices of magnetic flux.

Given the fact that FBs are observed in non-interacting models [37, 38, 42–45, 50], we consider a simple four band model such as two-dimensional diamond-octagon tight-binding lattice model [101]. The photonic waveguides and optical lattice systems are found to be extremely useful to simulate the lattice structure in lab [102–105]. Moreover, recent advancement on experimental side in realizing Floquet dynamics allows us to consider the step like driving protocol [106–111]. We here focus on such a dynamical scheme to optimize the occurrence of topological FBs in the above model. Considering the equilibrium study on the topological FBs in presence of flux in the above mentioned lattice model, our aim is twofold: 1) can one generate topological FBs using periodic drive by switching between two flux Hamiltonian, while the underlying static flux Hamiltonian does not support FBs? 2) what is fate of energy absorption under aperiodic drive for these type of systems with FBs? Having redefined flatness to quantitatively describe the quality of the Floquet FBs, we show that under the variation of the temporal width of the two step Hamiltonian and their associated fluxes, one can tune topology along with flatness. Our investigation suggests that flux current can be dynamically induced. We also indicate the connection of topology and flatness to the flux current and excess energy (also referred as residual energy or work done), respectively. We extend our analysis for aperiodic case where the rate of absorption can be regulated significantly with the above set of parameters. The flux term allows us to study the excess energy with initial states having different flatness; most interestingly, we find that for aperiodic driving, FBs are found to be a better absorber of energy than dispersive band. We explain our numerical results with plausible physical arguments.

The paper is organized as follows. We describe the lattice model and the dynamical protocol for the periodic and aperiodic case in Sec. II. There we also present the definition of the flatness and Chern number for a generic periodically driven system. Next, in Sec. IIIA and Sec. III B, we discuss our main results following the periodic and aperiodic driving, respectively. We show the variation of flatness and Chern number as a function of the driving parameters. In addition, we also study there the stroboscopic behavior of flux current and excess energy. We repeat these analysis for the aperiodic case. Finally, in Sec. V, we conclude our work.

II. THE MODEL AND THE DYNAMICAL PROTOCOL

We consider a two dimensional diamond lattice model where four atomic sites are at the four vortices of the unit cell. The basic unit cells, comprising the diamond-shaped loop, are repeated periodically in \( x \) and \( y \) directions to obtain the whole lattice structure. We consider a uniform magnetic flux perpendicular to the plane of lattice piercing through the diamond plaquette (i.e., intra-cell flux); this introduces an Aharonov-Bohm phase to the hopping parameter when an electron hops along the boundary of a diamond loop. We note that there is no inter-cell flux involved. The lattice structure is depicted in Fig. 1. The tight-binding Hamiltonian of this model in Wannier basis can be written as,

\[
H = \sum_{m,n} \left[ \sum_i \epsilon_i c_{m,n,i}^\dagger c_{m,n,i} + \sum_{i,j} (T_{ij} c_{m,n,i}^\dagger c_{m,n,j} + H.c.) \right],
\]

where the first summation runs over the unit cell index \((m, n)\). \( c_{m,n,i}^\dagger \) \((c_{m,n,i})\) is the creation (annihilation) operator for an electron at site \( i \) in the \((m, n)\)-th unit cell and \( \epsilon_i \) is the on-site potential for the \( i \)-th atomic site. Here, the diamond plaquette is referred as the unit cell. The parameter \( T_{ij} \) is the hopping strength between the \( i \)-th and the \( j \)-th sites, and it can take two possible values depending on the position of the sites \( i \) and \( j \). We denote \( T_{ij} = t_x \) \((t_y)\) for an electron hopping between two adjacent diamond plaquettes along \( x \) \((y)\) directions. In addition of the above inter-cell hopping, the model also contains two types of intra-cell hopping. \( T_{ij} = \lambda \) when an electron hops along the diagonals inside a diamond plaquette. On top of that we have another hopping \( t_\theta \) when the electron hops around the closed
loop in a diamond plaquette. Each diamond plaquette is pierced by an external magnetic flux $\phi$ which incorporates an Aharonov-Bohm phase factor to hopping parameter $t_\theta \to t_\theta \exp(\pm i\theta)$. Here, $\theta = \pi\phi/2\phi_0$, $\phi_0 = \hbar c/e$ being the fundamental flux quantum, the sign $\pm$ in the exponent indicates the direction of the forward and the backward hoppings and $\phi$ would be in terms of $\phi_0$. For the rest of the paper, we shall refer $\theta$ as the flux for simplicity. For completeness, we note that one can consider an inter-cell flux enclosed by the octagon plaquette. However, the properties of the system might change once the nature of the flux changes. For example, the octagon flux directly incorporates the diamond flux in addition to the inter-cell fluxes. We restrict ourselves to non-interacting case where single-particle state can describe the essential physics of flat bands. In order to incorporate more realistic effects such as correlated phenomena, one has to consider interacting version of the model. We comment on the possible effects of interactions in our model at the end of our paper (see [113] for detail).

FIG. 1. (Color online) The lattice geometry of 2D diamond-octagon lattice is shown. The diamond plaquette, consisting four sites at the vortices $A$, $B$, $C$ and $D$, is depicted by dashed blue boxes that refers to the unit cell. The flux $\phi$ is enclosed by the diamond plaquette. The electrons while intra-cell hopping along the closed loop through the diamond arms $A \to B \to C \to D \to A$ thus acquire a phase and the these hoppings are denoted by $t_\theta$. The diagonal hoppings $A \to C$ and $B \to D$, denoted by $\lambda$, do not acquire any phase as they do not enclose a closed loop inside the diamond plaquette. $t_x$ and $t_y$ respectively denote the horizontal and vertical inter-cell hopping between two adjacent diamond plaquettes.

Using discrete Fourier transform, the momentum space description of the Hamiltonian in Eq. (1) can be read as,

$$H = \sum_k \Psi_k^\dagger \mathcal{H}_k(\theta) \Psi_k,$$

where $\Psi_k = \left( c_{kx,k_y,A}^\dagger \ c_{kx,k_y,B}^\dagger \ c_{kx,k_y,C}^\dagger \ c_{kx,k_y,D}^\dagger \right)$, and $\mathcal{H}_k(\theta)$ is given by,

$$\mathcal{H}_k(\theta) = \begin{pmatrix} 0 & t_\theta e^{i\theta} & t_\theta e^{ik_x} + \lambda & t_\theta e^{-i\theta} \\ t_\theta e^{-i\theta} & 0 & t_\theta e^{i\theta} & t_\theta e^{-i\theta} \\ t_\theta e^{-i\theta} & t_\theta e^{i\theta} & 0 & t_\theta e^{-i\theta} \\ t_\theta e^{i\theta} & t_\theta e^{-i\theta} & t_\theta e^{i\theta} + \lambda & 0 \end{pmatrix}.$$  

(3)

We have taken $\epsilon_i = 0$, $i \in \{A, B, C, D\}$ being the 4 vortices of the diamond plaquette. One can extract all the interesting features about the band structure of the static system as well as driven system as presented in the next section.

Now we shall describe the dynamical scheme. In our present work, we study the effect of a generic aperiodic temporal variation of the flux Hamiltonian $\mathcal{H}_k(\theta)$. We consider the step-like driving protocols with a binary disorder in the amplitude of driving. Interestingly, one can easily recover the periodic limit from the above driving protocol without any loss of generality. We consider two Hamiltonians $\mathcal{H}_k(\theta_0)$ and $\mathcal{H}_k(\theta_1)$ in one time-period having magnetic flux $\theta_0$ and $\theta_1$, respectively. The explicit driving protocol is given by

$$\mathcal{H}_k(t) = \mathcal{H}_k(\theta_0) \quad \text{for} \quad (n-1)T < t < nT,$$

$$= (1 - g_n)\mathcal{H}_k(\theta_0) + g_n\mathcal{H}_k(\theta_1) \quad \text{for} \quad nT < t < n'T,$$

with $n' = n - 1 + \alpha$. Here, $T$ is the time period, $\alpha$ is a parameter defined between 0 and 1 and $n$ refers to the $n$-th stroboscopic period. As a result, the system is evolved by the Hamiltonian $\mathcal{H}_k(\theta_0)$ for time duration $\alpha T$, whereas the Hamiltonian $\mathcal{H}_k(\theta_1)$ or $\mathcal{H}_k(\theta_0)$ can take care the dynamics for the remaining time $(1 - \alpha)T$ within one time-period depending on the value of $g_n$. The two step Hamiltonians in $k$-space refer to the system on diamond-octagon lattice in real space with two different fluxes $\theta_0$ and $\theta_1$, respectively. The random variable $g_n$ takes the value either 1 with probability $p$ or 0 with probability $(1-p)$ chosen from a Binomial distribution. For $g_n = 0$, the system evolves with the Hamiltonian having flux $\theta_0$ in the $n$-th time period within the time interval $(n-1)T$ to $nT$, while $g_n = 1$ corresponds to the step driving i.e., the subsequent evolution is governed by $\mathcal{H}_k(\theta_0)$ and $\mathcal{H}_k(\theta_1)$ for time duration $\alpha T$ and $(1 - \alpha)T$, respectively, within a time period.

We note that if initial state is chosen to be the ground state of $\mathcal{H}_k(\theta_0)$, the case with $g_n = 0$ refers to the free evolution, whereas, for $g_n = 1$, the dynamics is non-trivial. Thus the random variable $g_n$ introduces aperiodicity in the system. In addition, the parameter $\alpha$ determines time duration of switching between two Hamiltonians $\mathcal{H}_k(\theta_0)$ and $\mathcal{H}_k(\theta_1)$, over one time-period in the case of $g_n = 1$. As a result, for $g_n = 1$ and $\alpha = 0.5$ (i.e., equally divided time duration within a single time-period), the dynamics of the initial state is governed by the product of two unitary matrices (see Eq. (6)) which is designated by Bang-Bang protocol. For $p = 1$ i.e., $g_n = 1$
for all $n$, the problem reduces to periodic one which can be formulated using the Floquet theory. The details are given below.

In general, the initial state $|\Psi_k(\theta_{ini}, 0)\rangle$ can be considered as the ground state of the Hamiltonian $H_k(\theta_{ini}, t = 0)$ with flux $\theta_{ini}$. One can choose $\theta_{ini} = 0$ for simple situation where the dynamics starts from the ground state of the first step Hamiltonian, otherwise, for $\theta_{ini} \neq 0$, it is always a non-eigenstate evolution even for $g_n = 0$. In this way, we have a complete freedom on the choice of initial state for the subsequent dynamics. For the periodic driving in Sec. III A, we restrict ourselves to the case $\theta_{ini} = 0$ while for aperiodic driving in Sec. III B, $\theta_{ini} \neq 0$ and $\theta_{ini} = 0$ both the situation are considered. We shall also explore the situation where $\theta_0 \neq 0$ and $\theta_{ini} = 0$. Throughout this paper we have considered $\hbar = 1$. The frequency $\omega$ is the dimension of inverse of time. It enters in the system through the Floquet operator where it appears with the multiplication of energy, and the whole quantity becomes dimensionless (see around Eq. (5)). Similarly, $t_z$, $t_y$ and $\lambda$ are dimension of energy. We have assumed here $t_z$, $t_y$ and $\lambda$ to be 1 such that all the relevant observables are measured in units of these hopping strengths (see Sec. IV for experimental estimations). In this work, we consider the high frequency limit for both periodic and aperiodic drives so that our results are valid well above the resonance limit [75, 79, 84]. This limit is set by considering the driving frequency greater than the band-width for the equilibrium case and assumed to be $\omega \gg 1$ for all our numerical calculations. We average over $10^3$ realization for the aperiodic case.

Coming back to Floquet theory, we here consider a time periodic Hamiltonian $H(T + t) = H(t)$ where $T$ being the time period. In our case, for each $k$ mode, we then have $H_k(t + T) = H_k(t)$. Using the Floquet formalism, one can define a Floquet evolution operator $F_k(T) = \exp \left( -i \int_0^T H_k(t) dt \right)$, where $T$ denotes the time ordering operator. One can cast the Floquet operator using quasi-energy $\mu_k^{(j)}$ and quasi-states $|\Phi_k^{(j)}(T)\rangle$

$$F_k(T) = \sum_j e^{-i \mu_k^{(j)} T} |\Phi_k^{(j)}(T)\rangle \langle \Phi_k^{(j)}(0)\rangle,$$

The point to note here is that $|\Phi_k^{(j)}(t + T)\rangle = |\Phi_k^{(j)}(t)\rangle$ for the time periodic Hamiltonian. Therefore, an arbitrary initial state $|\Psi_k(t = 0)\rangle$ can be decomposed in the Floquet basis: $|\Psi_k(0)\rangle = \sum_j r_k^{(j)} |\Phi_k^{(j)}(0)\rangle$, where $r_k^{(j)} = \langle \Phi_k^{(j)}(0) | \Psi_k(0) \rangle$ is the overlap of the Floquet modes and the initial wavefunction. Combining the above two relations, we get the time evolved wavefunction at $t = nT$

$$|\Psi_k(nT)\rangle = F_k(nT)|\Psi_k(0)\rangle = \sum_j r_k^{(j)} e^{-i \mu_k^{(j)} nT} |\Phi_k^{(j)}(T)\rangle. \tag{5}$$

In our case of the periodic step driving with Hamiltonian $H_k(\theta_0)$ and $H_k(\theta_1)$, $F_k$ can be exactly written, in the form of,

$$F_k(T) = \exp(-i H_k(\theta_1)(1 - \alpha)T) \exp(-i \alpha T H_k(\theta_0)). \tag{6}$$

Turning into the aperiodic case $0 < p < 1$, there exists a probability of $(1 - p)$ to evolve the system with the Hamiltonian $H_k(\theta_0)$ in every complete period. We can now express the corresponding evolved state after $n$ complete periods as

$$|\Psi_k(nT)\rangle = U_k(g_n)|\Psi_k(g_{n-1})\rangle \ldots U_k(g_2)|\Psi_k(g_1)\rangle |\Psi_k(\theta_{ini}, 0)\rangle \tag{7}$$

with the generic evolution operator given by,

$$U_k(g_n) = \begin{cases} F_k(T), & \text{if } g_n = 1. \\ U_k^{\theta_0}(T), & \text{if } g_n = 0. \end{cases} \tag{8}$$

where $F_k(T)$ is the usual Floquet operator as given in Eq. (6). On the other hand, $U_k^{\theta_0}(T) = \exp(-i H_k(\theta_0)T)$ is the time evolution operator using the first step Hamiltonian $H_k(\theta_0)$.

We shall now compute the instantaneous stroboscopic energy $e_k(nT)$ following both periodic and aperiodic driving. We note that at the stroboscopic instant $t = nT$, the Hamiltonian $H_k(\theta_0, t = nT)$ governs the system: this is the starting Hamiltonian also during the course of dynamics: $H_k(\theta_0, t = nT) = H_k(\theta_0, t = 0)$. For periodic driving $e_k(nT)$ is simply given by $e_k(nT) = \langle \Psi_k(nT) | H_k(\theta_0, t = 0) | \Psi_k(nT) \rangle$. On the other hand, for aperiodic driving, instantaneous stroboscopic energy becomes

$$e_k(nT) = \langle \Psi_k(0) | U_k^{\theta_0}(g_1) \ldots U_k^{\theta_0}(g_n-1) U_k^{\theta_0}(g_n) \times H_k(\theta_0, t = 0) | U_k^{\theta_0}(g_n) U_k^{\theta_0}(g_{n-1}) \ldots U_k^{\theta_0}(g_2) \rangle$$

$$U_k(g_1) | \Psi_k(0) \rangle \tag{9}$$

Using this, we can calculate the residual energy $W$ (also known as work done and excess energy) in the driven system defined as

$$W(nT) = \frac{1}{L^2} \sum_k \left( e_k(nT) - e_k^{ini}(0) \right), \tag{10}$$

where $e_k^{ini}(0) = \langle \Psi_k(\theta_{ini}, 0) | H_k(\theta_{ini}, t = 0) | \Psi_k(\theta_{ini}, 0) \rangle$. Similar to the residual energy at finite time, we can calculate it at infinitely long time when the oscillating terms averages out to zero. For periodic driving the asymptotic limit of excess energy can be written as

$$W(n \to \infty) = \frac{1}{L^2} \sum_k \left( \sum_{j=1}^4 |r_k^{(j)}|^2 \langle \Phi_k^{(j)} | H_k(\theta_{ini}, t = 0) | \Phi_k^{(j)} \rangle - e_k^{ini}(0) \right). \tag{11}$$

The cross terms carrying the imaginary “$i\tau$” inside the exponential: $i \tau_k^{(p)} \langle \Phi_k^{(p)} | \exp(i r_k^{(p)} - i p \mu_k^{(p)}) \rangle$ with $p \neq q$, do not contribute to the stationary value after momentum summation, as determined by the $|r_k^{(p)}|^2$, for $n \to \infty$. These time-independent terms would eventually survive to yield the non-equilibrium steady state value of the observables [75, 79, 84, 112].
We also calculate flux-current $J_\theta$ to study the effect of Floquet driving in the system having FBs. We define the flux-current operator as $\hat{J}_\theta = \frac{\partial \hat{H}_k(\theta)}{\partial \theta}$, given by

$$\hat{J}_\theta = \begin{pmatrix} 0 & it_\theta e^{i\theta} & 0 & -it_\theta e^{-i\theta} \\ -it_\theta e^{-i\theta} & 0 & it_\theta e^{i\theta} & 0 \\ 0 & -it_\theta e^{-i\theta} & 0 & it_\theta e^{i\theta} \\ it_\theta e^{i\theta} & 0 & -it_\theta e^{-i\theta} & 0 \end{pmatrix}. \tag{12}$$

We note that the flux-current represents the intra-loop current within the diamond unit cell; that is why it does not depend on $k$. Now the current associated with a state $|\Psi_k\rangle$ is given by the expectation value of the operator at that state: $\langle \hat{J}_\theta \rangle = \langle \Psi_k|\hat{J}_\theta|\Psi_k\rangle$. In a similar spirit, we can define current along $x$ and $y$ directions. However, it can be shown that these current identically vanishes in the ground-state for $\theta_{ini} = 0$ referring to the fact that there is no inter-loop current present. On the other hand, $\langle \hat{J}_\theta \rangle$ remains finite in the ground-state only when $\theta_{ini} \neq 0$.

We can determine the current of any particular static or Floquet band, and also the total current. The flux current in the stroboscopic time evolved state is given by (using Eq. (5))

$$J_\theta(nT) = \frac{1}{L^2} \sum_{k,j,j'=1}^4 r^*_k(r'_k)^* e^{-i(\mu'_k-\mu'_j)nT} \langle \Phi'_k|\hat{J}_\theta|\Phi'_j \rangle. \tag{13}$$

At asymptotically long time the total $\theta$-current can be expressed as

$$J_\theta(n \to \infty) = \frac{1}{L^2} \sum_{k,j=1}^4 |r^*_k(r'_k)^*|^2 \langle \Phi'_k|\hat{J}_\theta|\Phi'_k \rangle, \tag{14}$$

where the oscillating terms of the Eq. (13) will be decayed to zero. The stationary value of flux current is again obtained after summing over the oscillating cross term as done for Eq. 11.

We shall now introduce the definition of flatness of the band and quasi-band which will be applicable for static as well as time-dependent cases, respectively. Usually the flatness is defined by the ratio between band-gap and band-width (see [113] for details). Now, in this definition, flatness can be high once the band-gap $\gg$ band-width, even though the band width is significantly large. To overcome this problem, we consider a microscopic definition where we calculate the band-width for all points in the BZ and compare it with the absolute band gap of the effective one-dimensional system (i.e., $\propto (1/L)$ with system size $L$). Therefore, in our alternative definition of flatness, we compare the ratio between the local band-width of $i$-th band $\epsilon_k - \epsilon'_k$ between $k = (k_x, k_y)$ and $k'$ to the absolute gap with a small number $\eta$. Given the fact that FBs are associated with vanishingly small kinetic energy of the quasi-particles, we can use the velocity to define the flatness of a given energy band. Now we shall formulate it mathematically in detail using the group velocity. The dispersive nature of the energy can be qualitatively computed using the group velocity for $i$-th band along $x$ and $y$ direction

$$v^x_{i\theta}(\eta) = \frac{\epsilon_k - \epsilon'_{k'}}{\Delta}, \tag{15}$$

with $k' = (k_x - \Delta k_x, k_y), k'' = (k_x, k_y - \Delta k_y)$ and $\Delta = 2\pi/L$ is the difference between two subsequent $k$ points. We can now calculate the quantity for each point $k$ inside the BZ: $V^x_k = \sqrt{(v^x_{kx})^2 + (v^x_{ky})^2}$. We define the flatness from the fraction of points in the BZ for which $V^x_k < \eta, \eta = 0.02$. We discuss about the choice of $\eta$ to calculate the flatness in Sec. II of the supplementary material [113]. Let us assume that $l$ is the number of points in the BZ satisfying this criterion, flatness is then given by $F = l/L^2$ such that it is normalized: $F = l/L^2$. This criterion means the magnitude of resultant velocity becomes vanishingly small which is essentially reflecting the fact that $i$-th band is considered to be non-dispersive once $\epsilon_k - \epsilon'_k < (2\pi/L)n$ for large $L$.

On the other hand, for periodic Floquet driving, we use quasi-energy $\mu^{(i)}_k$ instead of $\epsilon_k$ to compute the stroboscopic flatness. Therefore, quasi-energy band can be contemplated as FB if $\mu^{(i)}_k - \mu^{(i)}_{k'} < (2\pi/L)n$. Now for the case of aperiodic dynamics, flatness has to be described as a function the number of stroboscopic intervals. This dynamical flatness is defined from the instantaneous energy $e_k(nT) = \langle \Psi_k(nT)|\hat{H}_k|\Psi_k(nT) \rangle$, where $|\Psi_k(nT)\rangle$ is the time-evolved wavefunction. Similar to definition of static flatness, we here perform the derivative on $e_k(nT)$ w.r.t. $k_x$ and $k_y$ to compute $v^{x(nT)}_k$

$$v^{x(nT)}_k = \frac{\epsilon_k(nT) - \epsilon_{k'}(nT)}{\Delta}. \tag{16}$$

We can now calculate the resultant velocity $V^{x(nT)}_k$ that would measure of the flatness of the time evolved band.

In order to find whether an energy band is topologically non-trivial, one can calculate Chern number $C$ for that band. A topological band is characterized by finite non-zero integer value of $C$ while $C = 0$ represents the trivial nature. For the static system it is calculated using the normalized wave function of $n$-th band, $|n(k)\rangle$ such that $\hat{H}_k|n(k)\rangle = E_n(k)|n(k)\rangle$. The Berry curvature of $n$-th band using the standard formula [114] is given by,

$$\Omega_n(k) = -\text{Im} \sum_{m \neq n} \frac{(n(k)|\nabla H_k|m(k)) \times (m(k)|\nabla H_k|n(k))}{(E_n(k) - E_m(k))^2}. \tag{17}$$

Using Eq. (17), one can easily evaluate the value of the Chern number for $n$-th band of the system using the following expression,

$$C = \frac{1}{2\pi} \int_{BZ} \Omega_n(k) \, d^2k. \tag{18}$$
where \( BZ \) stands for the first Brillouin zone of the corresponding lattice structure. We note that the Berry curvature is a three component vector \( \Omega_n = (\Omega_n^x, \Omega_n^y, \Omega_n^z) \) while Chern number \( C \) is a scalar. The area element in two-dimensional momentum space is given by \( d^2k = dk_x dk_y \). The Chern number measures the Berry flux enclosed by the closed surface.

We note that for driven system, the topological characterization is subtle where Chern number can be found to be insufficient to provide the complete topological description [115–119] (see [113] for detail). However, we restrict ourselves to Chern number only provided the fact that a quasi-static interpretation can work when the system is driven in the high frequency limit [120]. We here show how the Chern number of a given band for a static system can be generalized to a driven system. In the case of periodic driving, the Berry curvatures of Floquet bands with Chern number \( C \) are obtained by replacing \( E_n(k) \) and \( \{n(k)\} \) with \( \mu_k^{(n)} \) and \( \{\Phi_k^{(n)}(T)\} \), respectively, while the static Hamiltonian is replaced by the time-independent Floquet Hamiltonian. In order to compute the Chern number numerically, we use the method suggested in Ref. [121] with \( \mu_k^{(n)} \) and \( \{\Phi_k^{(n)}(T)\} \). We reiterate that the complete dynamical characterization of the topological phase requires much more attention. For example, a dynamic phase with Chern number \( C = 0 \) can host edge states [115, 122]. This situation can only appear for driven system and does not have any static analogue. In the high frequency limit, the consecutive Floquet Brillouin Zone in the frequency space can be found to be well separated allowing us to adopt Chern number description for a given quasi-energy band.

### III. Results

#### A. Periodic driving

We first study the flatness \( F \) and Chern number \( C \) for static Hamiltonian \( \mathcal{H}_k(\theta) \) (3) as shown in Fig. 2. The static Hamiltonian contains the magnetic flux term. The flatness \( F \) of each static energy band \( \epsilon_k^{n=1,4} \) is calculated from the group velocity associated with that energy band. On the other hand, the Chern number \( C \) is found from the eigenstates \( \{\Psi_k\} \) of the static Hamiltonian. The bands can simultaneously exhibit non-trivial topology and high flatness ratio at some specific values of \( \theta \). For \( n = 1 \) and \( 3 \), topological FBs appear around \( \theta = 0, \pi \) and \( 2\pi \) (see Fig. 2(a,c)). While for \( n = 2 \) and \( 4 \), topological FBs appear around \( \theta = \pi/2 \) and \( 3\pi/2 \) (see Fig. 2(b,d)). Therefore, for most of the values of \( \theta \), the system remains non-topological, however, for \( \theta = n\pi/6 \) with \( n = 1, 5, 7 \) and 11, the \( n = 2 \) band becomes almost flat. Similarly, trivial FBs appear for \( n = 3 \) at \( \theta = n'\pi/3 \) with \( n' = 1, 2, 4 \) and 5. In a nutshell, all the bands in the static model support the topological FBs within a very small window of \( \theta \). We also observe that, throughout the whole range of \( \theta \), either \( (1, 3) \)-th or \( (2, 4) \)-th energy bands have non-trivial topology. The common feature observed here is that Chern number reverses its sign when the flatness becomes maximum except \( \theta = n\pi/6 \) and \( m'\pi/3 \) as observed for \( n = 2 \) and 3, respectively. Our aim is to manipulate this window of \( \theta \) for the existence of topological FB along with the reversal of Chern number under Floquet driving. The conventional definition of the flatness is extensively discussed in SI [113].

![FIG. 2.](color online) Plot depicts the variation of Chern number \( C \) and Flatness \( F \) as a function of flux \( \theta \) for all the energy bands obtained from the static Hamiltonian (3): \( n = 1 \) in (a), \( n = 2 \) in (b), \( n = 3 \) in (c) and \( n = 4 \) in (d). For \( n = 1, 3 \), we see that topological flat band is maximally probable around \( \theta = 0, \pi \) and \( 2\pi \). While for \( n = 2, 4 \), one can observe the topological flat band around \( \theta = \pi/2, 3\pi/2 \).

In order to study the effect of Floquet driving on topology and flatness, obtained using quasi-states \( \{\Phi_k^{(n)}\} \) and quasi-energies \( \mu_k^{(n)} \), we numerically calculate the Chern number and the flatness for the step driving with Hamiltonian \( \mathcal{H}_k(\theta_0) \) and \( \mathcal{H}_k(\theta_1) \) as shown in Fig. 3. We consider here \( \theta_{int} = \theta_0 = 0 \). To find the dependence of \( \theta_0 \) on the results, we further repeat our calculation with \( \theta_0 = \pi/3 \) as depicted in Fig. 4. From Fig. 3, we observe that the topology and the flatness are completely suppressed for \( n = 2 \) and \( n = 4 \) Floquet bands with \( \theta_0 = 0 \). As shown in above mentioned figures, in these driving cases, we have another flux parameter \( \theta_1 \) which is tuned to find topology and flatness in quasi-energy bands. We observe that the region of topological flat band with respect to \( \theta_1 \) increases for \( n = 1 \) and \( n = 3 \) Floquet bands as compared to the static case. It is very interesting to note that the value of \( \theta_0 = 0 \) is almost same with \( \theta_1 \) around which the expansion of the flatness is observed. The important point to note here is that for \( \theta_0 = \theta_1 = \pi/3, n = 3 \) Floquet band, obtained from \( \Phi_k^{(n)}(T) \), support an extended trivial flat region (see Fig. 4(c)). Unlike to the earlier case with \( \theta_0 = 0 \), we here find that the flatness and the non-trivial topology can even co-exist for a
single Floquet band; $n = 2$ band for $\theta_0 = \pi/3$ becomes nearly flat with $C = -1$ around $\theta_1 = 0.1$ and 1.85 (see Fig. 4(b)). This reflects the fact that the relationship between the topology and the flatness, associated with odd and even Floquet bands, for $\theta_0 = 0$, is substantially changed for $\theta_0 = \pi/3$.

Our motivation behind considering two different $\theta_0$ is to selectively tune individual bands as topologically flat or trivially flat or topologically dispersive by using another flux parameter $\theta_1$. One can obtain the non-topological dispersive bands for $n = 2, 4$ in the whole regime of $\theta_1$ with $\theta_0 = 0$. We want to investigate whether one can generate topology and flatness separately for such bands using other values of $\theta_0 = \pi/3$. Interestingly, we find that, for $\theta_0 = \pi/3$, the $n = 2$ band can be made topological with $C = -1$ and it shows non-zero flatness values around $\theta_1 = 0$ and $\theta_1 = 1.98$. On the other hand, the $n = 3$ band becomes topologically trivial, although it shows non-zero flatness for $0 \leq \theta_1 \leq 2$. Therefore, in general, we can dynamically control topological and flatness properties of a particular band depending on our requirement. We emphasize that once a given band supports topology or flatness or both of them in statics, the Floquet machinery enables us to amplify these initial properties in a desired manner.

After investigating topology and flatness of energy and quasi-energy bands numerically for the static and periodic cases, respectively, we now discuss some interesting aspects of corresponding results. One major success of Floquet dynamics is that one can tune the parameters of the system such that it contains topologically non-trivial flat bands. Choosing $\theta_0$ in such a way that the corresponding static system has topological FBs, we show that the Floquet technique allows us to successfully enhance the flux domain within which bands can have non-trivial topology and significant flatness compared to the static case. As discussed before, using Floquet dynamics, a particular band can be selectively made trivially flat, topologically dispersive or trivially dispersive. On the other hand, the static system does not support any band that shows non-topological and/or dispersive behavior throughout the whole range of $\theta$. In contrary, Floquet bands can be made trivial and dispersive irrespective of the value of $\theta$. Therefore, Floquet driving can indeed pave the way towards a better tunability of the bands by incorporating a larger parameter space. We note that our aim is to look for the flatness and topology for each individual quasi-energy band. We are not interested in the topological property of a phase as a whole in the driven system. One can compute $W_3$ invariant in order to properly justify a phase with its corresponding boundary edge modes as discussed above [115]. In order to obtain a complete understanding of the driven system including its individual quasi-energy bands, $W_3$ can be found to be very important that we leave for future study (see [113] for detail).

We now discuss about the Floquet band structures and consider the effect of flux on those. We also show the distribution of Berry curvature in $(k_x, k_y)$-plane corresponding $n = 1$ band under periodic driving. The static and Floquet band structures have been extensively studied in SI [113]. In Fig. 5, we have shown Floquet quasi-energy bands in $k$-space with $\theta_0 = 0$ and four different values of $\theta_1$. It is found that the bands $n = 1$ and $n = 3$ are perfectly flat for $\theta_1 = 0.25$ as far as their visibilities are concerned. On the other hand, they become nearly flat as $\theta_1$ is increased further, but the other two bands become dispersive. We find that the flatness of $n = 1$ and...
It is noteworthy that the distribution of Berry curvature that the quasi-energy band is nearly flat for this case. For $n = 1$ and $n = 3$ are nearly flat here. Floquet driving can indeed expand the parameter space in terms of $\theta_1$ for observing flat bands. Here, frequency of the driving is considered $\omega = 8.0$.

FIG. 5. Plot of quasi-energy bands in the $k$ space for the Floquet operator with the step Hamiltonian having $\theta_0 = 0$ and $\theta_1 = 0.25$ in (a), $0.55$ in (b), $1.0$ in (c) and $1.54$ in (d). It can be observed that the quasi-energy bands $n = 1$ and $n = 3$ are nearly flat here. Floquet driving can indeed expand the parameter space in terms of $\theta_1$ for observing flat bands. Here, frequency of the driving is considered $\omega = 8.0$.

$\theta_1=\pi/3, \Omega_k$ (a) $\theta_1=\pi/3, \mu_k$ (b)

FIG. 6. (Color online) The Floquet Berry curvature (left panel) and the corresponding ground state ($n = 1$) quasi-energy $\mu_k^{(1)}$ of the Floquet Hamiltonian (right panel) for $\alpha = 0.9$ and $\theta_1 = \pi/3$. The quasi-energy band is nearly flat as also can be seen from Fig. 7(b). We consider $\theta_{ini} = \theta_0 = 0$.

$n = 3$ bands sustains up to $\theta_1 = 1.0$ (with $\theta_0 = 0$), whereas for the static case these bands can only become flat near $\theta \to 0$. We have already measured the flatness of all the bands for same setting as here (see Fig. 3). We can find that our observations for quasi-energy bands show a good agreement with the measured flatness of respective bands (see Figs. 5 and 3). In Fig. 6, we plot the Berry curvature $\Omega_n(k)$ and the Floquet energy $\mu_k^{(n)}$ for $n = 1$ with $\theta_0 = 0$ and $\theta_1 = \pi/3$. We can observe that the quasi-energy band is nearly flat for this case. It is noteworthy that the distribution of Berry curvature complements the behavior of the Floquet band for the above mentioned case.

Having shown the effect of $\theta_0$ and $\theta_1$ on the FBs, we next want to investigate the effect of duration of the first step Hamiltonian $H_k(\theta_0)$ in one complete period $T$ by analyzing $C$ and $F$ as a function of $\alpha$ using Eq. (6). In particular, the Chern number of $n = 1$ band is numerically calculated for various values of $\theta_1$ (see Fig. 7(a)). We can see that $C$ remains at $-1$ for small values of $\theta_1$ such as $\pi/6, \pi/9$ and $\pi/12$, during the whole regime of $\alpha$. On the other hand, the important observation is that

$\theta_{ini} = \theta_0 = 0$.

FIG. 7. (Color online) (a) The Chern number $C$ of Floquet quasi-energy spectrum for $n = 1$ is plotted as a function of $\alpha$ for different values of $\theta_1$ with $\theta_0 = 0$. (b) The flatness of the same spectrum as a function of $\alpha$ for the same values of $\theta_1$.

$\theta_0=0, \alpha = 0.8$ $\theta_0=0, \alpha = 0.9$

FIG. 8. (Color online) The Floquet quasi-energy density of states (DOS) for different values of $\theta_1$ and $\alpha$. We consider $\theta_{ini} = \theta_0 = 0$.

$\theta_{ini} = \theta_0 = 0$

FIG. 9. (Color online) (a) The total flux current $J_0$ as a function of $\alpha$ for two values of $\theta_1 = \pi/3$ and $\pi/6$ after infinite number of step drives $n \to \infty$. (b) The variation of $J_0$ with $\theta_1$ for $\alpha = 0.8$ and $0.9$ at $n \to \infty$. We consider $\theta_{ini} = \theta_0 = 0$. 
if we start with a comparatively larger $\theta_1$ say, $\theta_1 = \pi/3$, $C$ remains at 0 for smaller values of $\alpha$ but it becomes $-1$ at $\alpha \approx 0.24$ and remains there for further increment of $\alpha$. We are now interested to find the topologically non-trivial band which are nearly flat. The flatness of the Floquet band is numerically calculated as a function of $\alpha$ (see Fig. 7(b)) for the same values of $\theta_1$ as used to determine the Chern number. One can see here that flatness of the band is increased with increasing $\alpha$, i.e., increasing the duration of $\theta_0$ in Floquet evolution.

The flatness remains at larger values as $\theta_0$ is decreased throughout the whole regime of $\alpha$. This observation is in congruence to Fig. 3 for small values of $\theta_1$. It can be noted that at two extreme values of $\alpha$, i.e., $\alpha = 0$ and 1, the values of $C$ and $F$ are solely determined by $\mathcal{H}_k(\theta_1)$ and $\mathcal{H}_k(\theta_0)$, respectively. Therefore, following results at these two extreme values of $\alpha$ are compatible with Fig. 2 for the static case. On the other hand, for $0 < \alpha < 1$, both the Hamiltonians are responsible to produce the mentioned results. The non-zero Chern number for finite $\alpha(< 1)$ is an outcome of the Floquet driving. We therefore find that one can get a better control to selectively manipulate the flatness and topology even by varying $\theta_1$ fixed. The Floquet operator is a function of $\alpha$, $\theta_1$, $\theta_0$; hence, we are able to achieve a large parameter space for obtaining topological FBs as compared to the static case which is only restricted to $\theta_0$.

We here examine another approach to detect the FBs using Floquet density of states (FADOS) as $\sum_{k,n} \delta(E - \mu_k^{(n)})$. However, the topological features of the bands cannot be probed using this method. Here we calculate the number of $k$ points corresponding to a single quasienergy value and plot that number as a function of quasi-energy (see Fig. 8). We find a few peaks in the FADOS for different values of $\theta_1$ and $\alpha$ with $\theta_0 = 0$. If we compare FADOS with the flatness as shown in Fig. 7(b), we can make a connection of the behavior of FADOS with the flatness of the quasienergy bands. For $\theta_1 = \pi/3$ and $\alpha = 0.1$, one can find that the quasienergy band ($n = 1$) is dispersive in nature (see Fig. 7). The dispersive nature of the band is clearly reflected in the Fig. 8 where we can see that height of the peak around $E = -3$ in the FADOS is much less than the maximum peak height observed at $E = 0$, $-2$ for $\theta_1 = \pi/6$ and $\alpha = 0.9$. For an another case $\theta_1 = \pi/6$ and $\alpha = 0.1$, the quasienergy band is dispersive (see Fig. 7(b)) which is again accompanied by a small broad peak of the DOS around $E = -2.3$ in Fig. 8. On the other hand, for $\theta_1 = \pi/6$ and $\alpha = 0.9$, we see a large sharp peak in the FADOS around $E = -2$ indicating that a FB is supported as the measure of flatness shown in Fig. 7(b). In addition, we observe an identical peak in the FADOS at $E = 0$ which is corresponding to $n = 3$ FB. This result confirms the fact that the Floquet flat bands appear in pair for $\theta_0 = 0$ (see Fig. 2).

The total flux current (see Eq. (14)) and the residual energy (see Eq. (11)) are also calculated as a function of both $\alpha$ and $\theta_1$ at infinitely large time limit as shown in Fig. 9 and Fig. 10, respectively. The total current $J_\theta$ is plotted against $\alpha$ for $\theta_1 = \pi/3$ and $\pi/6$. As $\alpha$ increases the total current approaches to zero from negative values and finally becomes zero at $\alpha = 1$. Since all the four bands contribute in calculating total flux current (see Eq. (14)), the negative value of $J_\theta$ indicates that the contribution comes mostly from $n = 1$ (See [113] for detail). The another point to note that, for $\theta_1 = \pi/3$, $J_\theta$ initially decreases and then starts to increase following a minimum value around $\alpha = 0.4$. This type of behavior is not observed in the case of $\theta_1 = \pi/6$, where $J_\theta$ is a monotonically increasing function of $\alpha$. We can make a connection of such different behavior of $J_\theta$ for $\theta_1 = \pi/3$ with the Chern number of the $n = 1$ band for same $\theta_1$. It can be seen that the Chern number for $\theta_1 = \pi/3$ changes from 0 to 1 around $\alpha \approx 0.23$, whereas it stays at $-1$ for other values of $\theta_1$ (see Fig. 7(a)). Although the values of $\alpha$ do not exactly match where the changes occur in $J_\theta$ and $C$, we can argue that the behavior of $J_\theta$ with $\alpha$ has a close connection with the topology of the bands.

The total flux current also shows periodic behavior with $\theta_1$ as found in each component of the same current (see [113] for detail). The point to note here is that $|J_\theta(n \to \infty)|$ acquires higher value as $\alpha$ decreases i.e., the longer the duration of the second step Hamiltonian $\mathcal{H}_k(\theta_1)$: the flux current of large magnitude is generated in the driven system. Most importantly, the underlying static system, as described by $\mathcal{H}_k(\theta_{in} = 0)$, does not support flux current, the Floquet dynamics allows the system to gain a finite flux current. Similar to each component of the flux current, the total flux current also crosses zero at $\theta_1 = \pi$ where the sign of Chern number also reverses for $n = 1$ and $n = 3$ bands (see Fig. 3). Therefore the total flux current can be used as an indicator of change of topology in the system. On the other hand, the residual energy of the system decreases with $\alpha$ and vanishes at $\alpha = 1$. We have also seen that the flatness increases with $\alpha$ for any value of $\theta_1$. This indicates that the residual energy can be reduced with increasing the flatness in the band. We find that the residual energy for $\theta_1 = \pi/3$ remains at nearly constant value up to $\alpha \approx 0.23$ and then monotonically decreases with zero value at $\alpha = 1$ (see Fig. 10(a)). We have already shown that the Chern

FIG. 10. (Color online) (a) Plot of the residual energy $W$ as a function of $\alpha$ for $\theta_1 = \pi/3$ and $\pi/6$ after infinite number of steps drives $n \to \infty$. (b) Here $W$ is plotted as a function of $\theta_1$ for $\alpha = 0.8$ and 0.9 at $n \to \infty$.
number and total flux current exhibit distinct behavior for \( \theta_1 = \pi/3 \) as compared to other \( \theta_1 \)'s, this also reflects in the behavior of residual energy as a function of \( \alpha \). Similar to the flux current, \( W \) shows oscillatory behavior as a function of \( \theta_1 \) and the magnitude increases with decreasing \( \alpha \), as expected. The excess energy can be minimized for \( \theta_1 = \pi \). From analysis of different observables as a function of \( \alpha \) and \( \theta_1 \), we can convey that our work has experimentally viable, as both of the above parameter can be tuned.

We below summarize the main finding of this section. The Floquet FBs (see Fig. 3 and Fig. 4) can be generated and detected using FDOS (see Fig. 8). The static flatness and topology (see Fig. 2) can thus be tuned with driving parameters \( \theta_0 \), \( \theta_1 \) and \( \alpha \). The demonstration of Floquet quasi-bands are shown explicitly in Fig. 5. The structure of Berry curvature and the topological nature for a given quasi-energy band are shown in Fig. 6 and Fig. 7, respectively. The evolution of driving induced flux current \( J_{\theta} \) and excess energy \( W \) with \( \theta_1 \) and \( \alpha \) are shown in Fig. 9 and Fig. 10, respectively. The parameters i.e., duration of the flux Hamiltonian \( H(\theta_1) \) and the associated flux \( \theta_1 \), yield a better control such as, determining the maxima, minima of the above quantities.

### B. Aperiodic driving

After studying the flatness, Chern number, flux current and excess energy in periodic Floquet dynamics, we shall now investigate the aperiodic case where \( P \) denotes the probability of appearing the second flux Hamiltonian in the driving protocol as defined in Eq. (4). We shall first study the dynamics of excess energy \( W \), as obtained from Eq. (9) and Eq. (10), by varying \( \theta_1 \) and \( \alpha \). Figure 11 shows that for \( \theta_1 = \pi/2 \) and \( \theta_{ini} = \theta_0 = 0 \), \( W \) increases less rapidly for \( \alpha = 0.8 \). A close observation of the numerical results for different \( \alpha \) indicates that \( W \) stays at maximum value as a function of time for \( P = 0.5 \), compared to any \( P \neq 0.5 \) for \( \alpha > 0.2 \). This implies the fact that the system absorbs energy maximally when the degree of aperiodicity is maximum, while for fully periodic drive \( P = 1 \), the system attains a periodic steady state i.e., it does not absorb energy from the external drive. Interestingly, any amount of aperiodicity can drive the system away from the periodic steady state and hence it gets heated up with time. While investigating with \( \alpha \), for a given value of \( n < 300 \), we find that short duration of flux-Hamiltonian (i.e., \( \alpha = 0.8 \)) can lead to the decrement of \( W \) as compared to the long duration of flux Hamiltonian (i.e., \( \alpha = 0.2 \)). The finite time rate of growth of \( W \) becomes higher for \( \alpha = 0.2 \) while the intermediate rate of growth becomes higher for \( \alpha = 0.8 \). As a result, the asymptotic value of \( W \) is reached early for \( \alpha = 0.2 \) while the \( W \) saturates for much higher value of \( n \) for \( \alpha = 0.8 \). We note that the asymptotic value depends on \( \alpha \). The reason behind the above characteristic will be discussed below. The point to note here is that the heating in the system gets remarkably suppressed as we reduce the value of \( \theta_1 \) for any \( \alpha \) (See [113] for detail).

We would now try to understand the physical picture behind the rise of \( W \) and its subsequent saturation at \( n \to \infty \). It has been shown for a two level model (in the momentum space) that aperiodic dynamics can be analytically handled in a non-perturbative way \([84, 85]\); the instantaneous energy \( e_k(nT) \) as defined in Eq. (9) is proportional to \( (D_k)_{ini} \) while the proportionality factor depends on initial state \( |\Psi_k(\theta_{ini}, t = 0)\rangle \) and possible combinations of Floquet basis. The disorder matrix \( D_k \) depends on \( P, T \), Floquet operator \( F_k \) and eigen-energies of \( H_k(\theta_0) \). For two level system with binary disorder \( g_n \) can be either 1 or 0, \( 4 \times 4 \) disorder matrix has two real (unity and less than unity) and two complex conjugate (magnitude less than unity) eigenvalues. Now for small \( n \), the complex eigenvalues dictate the oscillatory pattern on the overall increasing background. The increasing nature, persisted until \( n \) becomes substantially large, is dictated by the real eigenvalue which is less than unity.

The asymptotic universal nature is solely determined by the unity eigenvalue as all the other contributions coming from the remaining eigenvalues vanish. Therefore, it is understood that \( W \) can not be raised indefinitely rather than it saturates as \( n \to \infty \). These saturation values depend on the proportionality factors. Now connecting it to our case, one can similarly construct a \( 8 \times 8 \) dis- order matrix \( D_k \) as our momentum space Hamiltonian is \( 4 \times 4 \). We will be having unity eigenvalue in \( D_k \) that determines the asymptotic results at \( n \to \infty \). All the remaining eigenvalues dictates the low and intermediate growth of \( W \).

Turning to periodic dynamics with \( P = 1 \), we observe by analyzing Fig. 11 that the system attains periodic steady state with minimum excess energy when the flux Hamiltonian is activated for short duration of time within one time-period and flux \( \theta_1 \) → 0. Both of the above observations are associated with the fact that the initial state is the ground state of Hamiltonian with \( \theta_0 = 0 \). For aperiodic case, we also note that the asymptotic value of \( W \) at \( n \to \infty \) is a function of \( \theta_1 \) and \( \alpha \).

We shall now study the dynamical flatness by varying different parameters such as \( \theta_1 \), \( \alpha \) and \( P \). We show that for \( \theta_1 \gg 0 \), the time evolved instantaneous energy becomes highly dispersive irrespective of the duration \( aT \) of the no-flux Hamiltonian. This has been quantified by calculating \( F \) using Eq. (16) and shown in Fig. 12. The time evolved \( e_k(nT) \) can have non-dispersive nature as far as small \( n \) is concerned. The aperiodic driving leads to significant flatness as compared to the periodic driving for small but finite \( n \) limit. This scenario is clearly visible for small \( \theta_1 \), say \( \theta_1 = \pi/40 \), irrespective of the duration of the no-flux Hamiltonian (see Fig. 12). We find that for periodic driving with \( P = 1 \), \( e_k(nT) \) becomes less dispersive if one increases the duration of no-flux Hamiltonian from \( \alpha = 0.2 \) to 0.8. We see that \( F \) remains at closely unit value for \( P = 0.1 \) with \( \alpha = 0.8 \), while flatness fails most rapidly for \( P = 1 \) as far as
n ≤ 200. This is due to the fact that the time-evolved wavefunction $|\Psi_k(t_n T)\rangle$ is minimally deviated from the initial wave-function for $P = 0.1$ and $\alpha = 0.8$, i.e., the system is closely following trivial evolution as the flux-Hamiltonian is mostly inactive and its duration is very short over a time-period. At the same time, we know that the initial no-flux Hamiltonian supports non-topological flat band as the ground state. Hence, for such aperiodic driving, the flatness remains nearly constant at unity for small time and then starts decaying since flux-Hamiltonian even for short duration is effectively active at large time. On the other hand, for periodic case with $P = 1$, due to the similar reason the fluctuation of $F$ gets reduced heavily when $\theta_1 \to 0$ and $\alpha \to 1$. The flatness of the instantaneous state $|\Psi(t = nT)\rangle$ is closely connected to the the survival probability of an initial state $P_s = |\langle \Psi(t = 0, \theta_{ini}) | \Psi(t = nT) \rangle|^2$. From the behavior of instantaneous flatness it can be estimated that $P_s$ decays with $n$, however, there always exists a finite $P_s$ even for large $n$ (See [113] for detail).

Until now we have considered the situations with $\theta_{ini} = \theta_0$, we will now investigate the case where $\theta_{ini} \neq \theta_0$ i.e., initial state is not the eigenstate of the first step Hamiltonian $H_k(\theta_{ini})$. Considering two different $\theta_{ini}$ and keeping $\theta_1, \theta_0$ fixed, we will be able to compare the two equivalent non-eigenstate evolution as far as the first step Hamiltonian $H_k(\theta_0)$ is concerned. Using this method, we can analyze the effect of initial flat as well as dispersive bands on $W$ following the identical dynamical protocol. We investigate the residual or excess energy $W$ as a function of $n$ considering different initial states and a variety of step Hamiltonians for the periodic and aperiodic driving as shown in Fig. (13), Fig. (14). The interesting outcome is that in the case of aperiodic driving the growth rate of $W$ becomes heavily slowed down if the initial state has a significant flatness.

We study the evolution of excess work $W$ for $\theta_1 = \pi/2$ and $\pi/6$ with $P = 1$ and 0.5 as shown in Fig. 13(a) and (b), respectively. The excess energy $W$ turns out to be negative for the periodic driving and also for the aperiodic driving for small time; this is due to the fact that instantaneous energy $e_k(nT)$ is less than the initial energy $e_k^{ini}(0)$ (see Eq. (10)). In the present case, $e_k^{ini}(0)$ is not an eigenstate energy. One can observe that the periodic driving is not able to excite the system. However, aperiodic driving can not lead to a periodic steady state and hence, instantaneous energy $e_k(nT)$ can overcome $e_k^{ini}(0)$. Most interestingly, the growth rate of $W$ is significantly suppressed once the initial state has substantial flatness; the energy eigenvalues corresponding to the state $|\Psi_k(\theta_{ini}, t = 0)\rangle$ are more flat for $\theta_{ini} = \pi$ as compared to $\pi/2$. In order to examine these features in detail, we repeat the aperiodic case with $P = 0.5$ as depicted in Fig. 14(a) for $\theta_1 = \pi/2$. One can clearly observe that $W$ calculated from initial dispersive band saturates at a higher value compared to the initial FB. On the other hand, for the periodic case, the behavior is the opposite (see Fig. 14(b)); $W$ obtained from an initial dispersive band saturates at a smaller value as compared to an initial FB. The reason is $e_k^{ini}(0)$ for dispersive band becomes lower compared to the FB. This behavior as ex-

![FIG. 11. Plot depicts the variation of excess energy $W$ as a function of stroboscopic instant $n$ for $\alpha = 0.2$ (a), $\alpha = 0.5$ (b), $\alpha = 0.8$ (c) with $\theta_1 = \pi/2$. For the fully periodic situation ($P = 1$), the system synchronizes with the external driving and stops absorbing energy. On the contrary, for any non-zero value of $P$ ($\neq 1$), the periodic steady state gets destabilized and the system keeps on absorbing heat. For $P = 0.5$, $W$ grows maximally with $n$ almost independent of the values of $\alpha$. We note that with increasing $\alpha$, the rate of growth of $W$ as a function of $n$ increases. Here, we have $\theta_{ini} = \theta_0 = 0$.](image1)

![FIG. 12. Plot depicts the variation of instantaneous flatness $F$ as a function of stroboscopic instant $n$ for $\alpha = 0.2$ (a), $\alpha = 0.5$ (b), $\alpha = 0.8$ (c) with $\theta_1 = \pi/40$. One can see that periodic and aperiodic driving both are not able to generate flat band. We here choose $\theta_{ini} = \theta_0 = 0$. The instantaneous flatness acquires higher values for periodic dynamics. We here choose $\theta_{ini} = \theta_0 = 0$.](image2)
pected does not change for aperiodic dynamics. Since the system does not keep absorbing energy from the periodic driving, \( W \) for dispersive band always stays lower compared to that of the FB.

We can clearly observe that the initial flatness of a band has a significant effect on the subsequent dynamics. For the aperiodic case, as we know that the disorder matrix \( D_k \) does not depend on initial condition, rather it is the proportionality factor that depends on the initial condition. In the present analysis by keeping the two step flux Hamiltonians fixed, we consider different situations by varying initial conditions. Therefore, we actually change the proportionality factor instead of changing the disorder matrix. One can find that both the instantaneous energies \( e(\theta_{ini} = 3.05, 3.0, t = nT) \) and \( e(\theta_{ini} = 1.0, 2.0, t = nT) \) saturate to an identical value irrespective of the initial flatness as observed in terms of the survival probability \( P_s \). The instantaneous energy rises more with time and eventually leading to a longer saturation time while starting from an initial FB rather than a non-flat band. This may be the reason to saturate the excess energy \( W \) to a higher positive value when the initial state is substantially flat. This initial state dependence is further confirmed by varying the dynamical parameter \( P \) and \( \theta_1 \) while keeping \( \theta_{ini} \) fixed (see Fig. 14). Moreover, the small time rise of \( W \) is almost identical for the different \( \theta_{ini} \) as discussed above. Similar to the asymptotic value, the intermediate growth rate of \( W \) increases for initial dispersive band as compared to the FBs.

We below provide a plausible argument behind above observation. The high degeneracy of the initial FB can act as an energy absorbing agent while the system is driven out of equilibrium. The excited quasi-particle due to driving can not fill the states above until they occupy all the degenerate states of the FBs. The quasi-particles associated with a flat band have the same energy. To excite those at the higher level, each quasi-particle needs same amount of energy from the driving. As a result, system needs a large amount of energy to excite all the quasi-particles. In comparison, the initial dispersive band hosts non-degenerate quasi-particles that are easily excited by absorbing energy from driving. As a result, the subsequent dynamics starting from initial FB and dispersive band are quite different.

We demonstrate the evolution of excess energy and instantaneous flatness in Fig. 11 and Fig. 12, respectively. We here find that aperiodic (periodic) driving leads to heating (non-equilibrium steady state without heating) and consequently a substantial dispersiveness is generated in the time evolved state. Now the heating can be reduced while we start from an initial flat band rather than dispersive band as shown in Fig. 13. We next verify this finding by considering different combination of initial states and Floquet operators as shown in Fig. 14.

![Fig. 13. Plot depicts the variation of instantaneous work with stroboscopic cycle \( n \) with two step Hamiltonian \( \mathcal{H}_k(\theta_{ini} = 0) \) and \( \mathcal{H}_k(\theta = \pi/2) \) considering the ground state of \( \mathcal{H}_k(\theta = \pi/2) \) as initial state \( |\Psi_n(\theta_{ini}, t=0)\rangle \). (a) for \( \theta = \pi/2 \) and (b) for \( \theta = \pi/6 \). We find for the aperiodic driving with \( P = 0.5 \), \( W \) increases more rapidly once we start from dispersive band at \( \theta_{ini} = \pi/2 \) compared to a FB at \( \theta_{ini} = \pi \). However, for periodic driving \( P = 1 \), \( W \) saturates at higher value starting from dispersive band compared to FB. Here, \( \alpha = 0.8 \).](image)

![Fig. 14. Plot depicts the variation of instantaneous work done as a function of stroboscopic cycle \( n \) for aperiodic \( P = 0.5 \) (a) and periodic \( P = 1.0 \) (b) driving with \( \theta = \pi/2 \). Starting from a FB \( \theta_{ini} = 3.0, 3.05 \), \( W \) saturates to a lower value as compared to dispersive band \( \theta_{ini} = 1.0, 2.0 \). Here, \( \alpha = 0.8 \).](image)

**IV. EXPERIMENTAL FEASIBILITY**

From previous literatures on the flat bands, we know that they arise due to the destructive quantum phase interference of fermion hopping paths in tight-binding systems on different lattices. There could be two possible
experimental techniques to fabricate such lattice structure in laboratory; one is photonic waveguide and the other is optical lattice. The aberration-corrected femtosecond laser-writing method can efficiently yield a precise fabrication of two-dimensional arrays of sufficiently deep single-mode waveguides. The two-dimensional Lieb lattice structure [102, 123] and other lattice geometries [124, 125] are successfully realized using photonic waveguides. The diamond-octagon lattice structure can also be realized experimentally using photonic waveguide with the values of the experimental parameters as: the lattice period 20–30 µm, propagation distance 7–10 cm, and operating wavelength 500–800 nm [102, 103]. The topological properties of a lattice structure can also be investigated experimentally using optical waveguide [126]. On the other hand, ultracold atomic condensates in optical lattices can artificially generate lattice structure by suitably tuning the hopping amplitudes, interaction strength and potential depth [60]. The tunable effective magnetic field can be generated for ultracold atoms in optical lattices [105]. Similarly, we can realize our model in the laboratory using ultracold atoms in optical lattice. To observe our results, the frequency of the step driving has to be large as compared to the band-width of the system and the magnetic field has to be comparable with the square of the lattice spacing such that \( \theta \) becomes finite [0, 2\( \pi \)]. As far as the numerical values of the experimental parameters are concerned, we estimate those as, switching frequency \( \omega \sim 1–100 \) ev with \( t_x, t_y, \lambda \sim 0.1–10 \) ev such that \( \omega > t_x, t_y, \lambda \), switching time \( T \sim 0.01–1.0 \) fs and the magnetic field \( B \sim 0.1–10.0 \) nT. Moreover, in addition to the optical lattice platform we hope that our result can be tested in various metamaterials such as photonic [106–108], acoustic [109, 110] lattices and solid state systems [111].

V. CONCLUSION

Motivated by the recent equilibrium studies on topological FBs [101], we here investigate a two dimensional diamond-octagon model with time dependent flux Hamiltonian. To be precise, the driving protocol considered here is periodic and each cycle is comprised of two step Hamiltonians corresponding to two different magnetic fluxes \( \theta_0 \) and \( \theta_1 \) embedded in them. This Floquet set up allows us to characterize the driven model in terms of the two parameters, 1) duration of first flux Hamiltonian \( \alpha T \) and 2) values of flux \( \theta_i \). Most interestingly, we show that the topological FBs can be engineered quite desirably by appropriately tuning these above parameters for which the static model does not support topology and FB simultaneously. In the process, we provide a new definition of flatness and check the consistency of our definition using Floquet density of states (FDOS) where we find sharp peak at the FB energy. We calculate Chern number \( C \) and flatness of the Floquet quasi-energy bands by varying \( \alpha \) and \( \theta_1 \) to get Floquet topological flat bands. We also show the emergence of flux current corresponding to each Floquet band and describe how this is connected to change of topology in the system. Considering the asymptotic limit of the number of driving cycle \( n \rightarrow \infty \), we additionally study the total flux current \( J_0 \) and the variation of excess energy \( W \) as a function of \( \alpha \) and \( \theta_1 \). Interestingly, \( J_0 \) and \( W \) both show periodic behavior with \( \theta_1 \). We also show the interconnections between topology of the bands, flux current, flatness and excess energy of the driven system. Importantly, we show that the excess energy due to periodic drive in the system can be reduced by increasing the initial flatness of the energy bands.

We next analyze the stroboscopic evolution of \( W \) and flatness with \( n \) considering aperiodic driving. Here the protocol we follow is that the second Hamiltonian inside the cycle is associated with a binary disorder amplitude with probability \( P \). In this way, we can go to perfect periodic limit for probability \( P = 1 \) and, \( P = 0 \) corresponds to a situation where the system is evolved only with the first Hamiltonian. Any intermediate value of \( P \) corresponds to a random array of these two Hamiltonians. We show that \( W \) can be substantially suppressed if \( \alpha \rightarrow 1 \) and \( \theta_1 \rightarrow 0 \). On the other hand, maximum heating occurs when \( \alpha \rightarrow 0 \) and \( \theta_1 \rightarrow \pi/2 \). For periodic case, \( W \) saturates to a higher value for \( \alpha \rightarrow 0 \) and \( \theta_1 \rightarrow \pi/2 \) compared to \( \alpha \rightarrow 1 \) and \( \theta_1 \rightarrow 0 \). We also study the instantaneous flatness that can only sustain with periodic dynamics. Most interestingly, starting from an initial FB, \( W \) saturates at a lower value for the aperiodic case: a large number of degenerate states associated with the FBs are responsible for this suppression. We further explain our observation by making resort to the disorder matrix representation of the work done.

In the case of aperiodic driving, we mainly ask the questions that how we can minimize or suppress heating in the system. In experiments, realizing a purely periodic drive is a very difficult task. Therefore, aperiodic drive is more realistic case than the periodic one. On the other hand, heating is a real problem in such cases to realize interesting Floquet phases such as Floquet topological flat bands in the present set up. Interestingly, we show that the heating can be suppressed by reducing the value of flux parameter \( \theta_1 \) in the case of aperiodic driving. Further it can be minimized by choosing appropriate initial state that supports non-dispersive Floquet bands. In this context, our work seems to be useful for its practical implications.

Interestingly, the effect of interactions for systems with flat bands, showing high density of states, is an active area of research [40, 127]. The interaction mediated strongly correlated phenomenon such as, superconductivity and fractional quantum Hall effect, thus can come into play when the degeneracy is lifted by the interaction in these systems. It would be indeed interesting to come up with a more realistic model considering the electron-electron Hubbard interaction as the future study. At the same time, delocalization-localization transitions for many-body systems receive enormous atten-
Our study on dynamics of excess energy can be further extended for interacting system that is beyond the scope of the present study. Being focused on the non-interacting systems, one possible future direction could be to explore the dynamic winding number $W_3$ invariant extensively for the flat bands while the present study is only limited to Chern number.
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