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Abstract
Well-graded families, extremal systems and maximum systems (the last two in the sense of VC-theory and Sauer-Shelah lemma on VC-dimension) are three important classes of set systems. This paper aims to study the notion of duality in the context of these classes of set systems and then use the obtained results for studying graphs. More specifically, we are concerned with the characterization of the finite set systems which themselves and their dual systems are both well-graded, extremal or maximum. On the way to this goal, and maybe also of independent interest, we study the structure of the well-graded families with the property that the size of the system is not much bigger than the size of its essential domain, that is, the set of elements of the domain which are shattered by the system as single element subsets. As another target of the paper, we use the above results to characterize graphs whose set systems of open or closed neighbourhoods, cliques or independent sets are well-graded, extremal or maximum. We clarify the relation of such graphs to the celebrated half-graphs. Through the paper, we frequently relate our investigations to the VC-dimension of the systems. Also we use one-inclusion graphs associated to set systems as an important technical tool.
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1. Introduction

The general theme of this paper is to study certain interactions between notions of duality in set systems and the properties such as well-gradedness, being maximum or extremal. We also frequently relate these notions to the VC-dimension of the systems. Moreover, we use the result we obtain for set systems for studying graphs. The notions of well-gradedness and duality are of special interest in this paper and play crucial roles.

Partial cubes are graphs that admit isometric embeddings into hypercube graphs. These graphs were introduced by Graham and Pollak [19] for modelling interconnection networks and were extensively studied afterwards in several papers such as [8, 11, 13, 26, 38, 47]. Nowadays, the investigation of hypercubes and partial cubes has found many applications in different parts of combinatorics and established links to other fields of mathematics as well as computer science. From another point of view, there is a well known class of set systems, called well-graded families (or isometrically-embedded systems), which are defined as the systems whose one-inclusion graphs (see Definition[2,4]) are partial cube. Note that the study of set systems (or hypergraphs) is one of the core areas of research focus in combinatorics. Well-graded families are of
special interest in this paper. The notion of well-gradedness was introduced in [12] and was extensively studied later. For a comprehensive account of known results on partial cubes and well-graded families, the interested reader can refer to for example the books [15], [22] and [39]. One can see that partial cubes and well-graded families are two faces of the same coin. So, partial cubes can be naturally studied via well-graded families and vice versa and this could be considered as one of the reasons of significance of well-graded families. Another reason to consider well-graded families as important set systems might rely on the very fact that they contain the well-known class of extremal systems (Definition 2.11), which in turn include the class of maximum systems (Definition 2.9). Numerous nice examples of set systems stemming from geometrical configurations such as hyperplane-arrangements lie into these classes. Maximum set systems are the ones with the largest possible cardinality for their given VC-dimension. Such classes are of particular interest in discrete geometry and learning theory. Similarly, extremal systems are also of particular interest in learning theory and subjects such as construction of compression schemes (see for example [36]). Another reason of importance of partial cubes and well-graded families is their connections to a very general and broad programme called ”metric embeddings”, which roughly speaking, deals with the problems of how good different metric spaces can be embedded into each other (see Chapter 15 of [33] for some combinatorial approaches to the metric embedding problems). More precisely, partial cubes by definition are instances of metric spaces (with distance metric on graphs) which are nicely (isometrically) embedded in certain important metric spaces, namely hypercubes. This viewpoint might enable one to see partial cubes and well-graded families from the lens of the metric embedding problems.

During the course of our investigation, we mainly pursue three goals. First and foremost, we are interested in the characterization of well-graded families, extremal systems and maximum systems whose duals are again well-graded, extremal and maximum respectively. Note that the dual system of a set system is a consequential system associated to it which encodes various structural properties of that system. Second, we provide the characterization of particular classes of well-graded families possessing certain property which we will call additionality 1 or 2. This result, which may also be of independent interest, serves as an introductory step for the characterization mentioned in the first goal. Third, we are concerned with employing the above mentioned results to study certain set systems associated to graphs from the point of view of the properties of well-gradedness, being extremal or being maximum. For instance, we characterize all graphs whose set systems of neighbourhoods are well-graded, extremal or maximum and show that they are closely related to the well-known half-graphs. Note that the half-graphs are important combinatorial objects which appear in graph theory and some other fields of mathematics. For example, in model theory, and more precisely Shelah’s classification theory (see [45]), a very important class of theories introduced by Shelah, called stable theories, are defined, roughly speaking, by the property that their formulas are not able to encode arbitrary large half-graphs (or order property in the terminology of model theory) in the models of the theory. In light of this connection to model theory, one can see that our above-mentioned result on graphs can naturally connect us to logic and find a model theoretic meaning. However, in the present paper, we will only have a combinatorial point of view and leave pursuing the model theoretical aspects to a further work. In another direction, it is worth mentioning that in the context of celebrated Szemeredi regularity lemma, many interesting connections between the notion of “irregular-pairs” and half-graphs have been discovered in combinatorics. The interested reader can refer to for example [32] where the half-graphs and the model theoretic order property are involved for analysing the Szemeredi regularity lemma.

One-inclusion graphs of set systems appear in this paper as an important technical tool for analysing properties such as well-gradedness in set systems and their dual counterparts. Such graphs have been frequently used as central notions and substantial tools to scrutinize set systems in several works in the literature.

Organization of the paper is as follows. In Section 3, we first review in Subsection 2.1 some essential notions from the literature and previous works that we need in the rest of the paper such as well-graded families, extremal systems, maximum systems, etc. Then, in Subsection 2.2, we introduce some new notions and prove some facts which we will need in the forthcoming sections.

In Section 3, we define the notion of additionality of a set system as the difference between the size...
of the system and the number of elements of its domain which are shattered as one element subsets. Then, utilizing one-inclusion graphs, we characterize well-graded families with additionalities 1 and 2. In fact, we prove a handful of properties of well-graded families and their one-inclusion graphs (such as Proposition 3.11, Lemma 5.4 and characterization theorems 3.7 and 3.11) where apart from their own interests, help us in the different characterizations we have in mind to settle later on in this work such as the main theorem of Section 4. Note that we also set forth a few characterizations of well-graded families of VC-dimension 1 in Theorem 4.7; meanwhile some more characterizations of extremal systems of VC-dimension 1 which were established before in [34] are presented. Moreover, as another result involving VC-dimension, we show that the VC-dimension of well-graded families with additionality 2 is equal to 2.

In Section 4, we state and prove Theorem 4.12 which is one of the central goals of this paper. This theorem characterizes well-graded families whose duals are well-graded as well. The proof of this theorem heavily relies on several results proved in this and former sections in particular characterization of set systems under consideration are finite. We call two set systems (or hypergraph) \((X, F)\) and \((Y, G)\) isomorphic if there exists some bijection \(f : X \rightarrow Y\) such that for every \(A \subseteq X\), we have \(A \in F\) if and only if \(f(A) \in G\). Note that an equivalent way to define the isomorphism is that there exists a bijection \(f\) such that \(G = \{ f(A) : A \in F \}\). In a graph \(G\), we denote the set of vertices and edges by \(V(G)\) and \(E(G)\) respectively. If \(G\) is connected, one can define a distance between any two vertices \(v\) and \(w\) of \(G\), and denote it by \(d_G(v, w)\), as the number of edges in a shortest path between \(v\) and \(w\). One can see that \(d_G\) is a metric on the set \(V(G)\). In this paper we call a directed graph connected when its underlying undirected graph is connected. Also we consider the distance between two vertices in a directed graph as their distance in the underlying undirected graph.

Well-graded families and one-inclusion graphs

**Definition 2.1.** By the one-inclusion graph of a set system \((X, F)\) we mean a simple edge-labelled directed graph \(G_F\) whose vertices are in a one-to-one correspondence to members of \(F\), namely each element \(A \in F\) corresponds to a vertex of \(G_F\) which we denote it by \(v_A\). Moreover, for any \(A, B \in F\) there is a directed edge \(e\) from \(v_A\) to \(v_B\) if and only if there exists some \(b \in X\) such that \(B = A \cup \{b\}\). Also the label on this directed edge is \(b\) and is referred by the notation \(lab(e)\). For every vertex \(v \in V(G_F)\) we denote the member of \(F\) corresponding to \(v\) by \(st(v)\).

One-inclusion graphs are essential tools for studying set systems and have been used as important technical tools in many papers such as [20], [21], [30], [34], [36], and [41]. The following statement is a
well-known fact and can be verified easily. Note that we call a directed graph bipartite when its underlying undirected graph is bipartite.

**Remark 2.2.** The one-inclusion graph of every set system is bipartite.

For any two sets $A, B$ in a set system, we define $d_h(A, B) = |A \triangle B|$ and call it the Hamming distance of $A, B$. In this paper we consider a well-known class of set systems called well-graded families defined as follows.

**Definition 2.3.** We call a set system $(X, \mathcal{F})$ a well-graded family (or well-graded system) if for every $A, B \in \mathcal{F}$ we have $d_h(A, B) = d_G(v_A, v_B)$.

Well-graded families are also known as isometrically embedded systems in the literature. One sees that the one-inclusion graph of every well-graded family is connected.

**Definition 2.4.** For any natural number $n$, by the $n$-dimensional hypercube graph we mean a graph whose vertices corresponding to binary $\{0, 1\}$-vectors of length $n$ where two vertices are connected if and only if the corresponding vectors differ in exactly one coordinate.

**Definition 2.5.** A graph is called a partial cube if and only if it can be isometrically embedded in a hypercube.

The above definition can be equivalently stated in this way that a graph $G$ is a partial cube if and only if its vertices can be labelled by subsets of a fix set $X$ in such a way that the distance between any two vertices in the graph is equal to the size of the symmetric difference of the labels of those vertices.

**Remark 2.6.** An undirected graph is a partial cube if and only if it is isomorphic to the underlying undirected graph of the one-inclusion graph of a well-graded family.

By the above remark, partial cubes can be naturally studied via well-graded families and vice versa. Partial cubes have rich structural properties. These graphs were introduced by Graham and Pollak in [19]. Note that the characterizations of Djokovic, [11], Winkler [47] and Chepoi [8] and many other fundamental results in [8, 11, 13, 38, 47] have given us a good understanding of the structure of partial cubes. The notion of well-graded families was introduced in [12]. Several other investigations concerning partial cubes and well-graded families have been carried out in numerous papers such as [1, 7, 13, 17, 24, 26, 27, 38, 46, 47]. Also interactions of these notions with media theory were explored in several works such as [14], [16], [37]. Partial cubes and well-graded families have many applications in different parts of combinatorics and established links to other fields of mathematics as well as theoretical computer science. Also partial cubes have found many applications outside of mathematics. For example, papers such as [23], [25] or [48] study certain relations between partial cubeness and properties of some particular classes of graphs with application in the natural sciences. For a comprehensive account of known results and related papers on partial cubes and well-graded families, the interested reader can refer the books [10, 15, 22] and [39].

The following is a simple observation about well-graded families.

**Remark 2.7.** A set system $(X, \mathcal{F})$ is a well-graded family if and only if for every $A, B \in \mathcal{F}$ with $|A \triangle B| \geq 2$ there exists some $C \in \mathcal{F}$ such that $C \triangle A \subseteq A \triangle B$ and $C \triangle B \subseteq A \triangle B$ (or equivalently $A \cap B \subseteq C \subseteq A \cup B$ and $C \neq A$ and $C \neq B$).

One of the reasons for importance of class of well-graded families, besides its tight connections to partial cubes, arises from the fact that it contains many important subclasses such as the class of maximum systems and the class of extremal systems which we define below.

**Maximum and extremal systems**

For a set system $(X, \mathcal{F})$ and $Y \subseteq X$ define $\mathcal{F} \cap Y := \{ A \cap Y : A \in \mathcal{F} \}$. We call the new set system $\mathcal{F} \cap Y$ on the domain $Y$ the trace of the set system $\mathcal{F}$ on the set $Y$. In a set system $(X, \mathcal{F})$ a subset $Y \subseteq X$ is called...
shattered by $\mathcal{F}$ if $\mathcal{F} \cap Y = \mathcal{P}(Y)$. The VC-dimension of $\mathcal{F}$, denoted by $\text{VCdim}(\mathcal{F})$, is the largest integer $n$ such that there exists some subset of $X$ of size $n$ which is shattered by $\mathcal{F}$. One can find the following important theorem in [43] or [44].

**Theorem 2.8** (Sauer-Shelah lemma). Assume that $(X, \mathcal{F})$ is a set system with $\text{VCdim}(\mathcal{F}) = d$. Then for every $Y \subseteq X$ we have

$$|\mathcal{F} \cap Y| \leq \sum_{i=0}^{d} \binom{|Y|}{i}.$$  

**Definition 2.9.** (Maximum systems) We call a set system $(X, \mathcal{F})$ with $\text{VCdim}(\mathcal{F}) = d$ a $d$-maximum system if for any $Y \subseteq X$, the inequality of the Sauer-Shelah lemma turns to equality. Also we call a set system maximum if it is $d$-maximum for some non-negative integer $d$.

Maximum systems are of particular interest in discrete geometry and learning theory. One can refer to for example [30] and [42] to get a glimpse of some of the focal results on maximum systems and applications of this class in learning theory.

By a shattering-cube on $Y \subseteq X$ (or a $Y$-shattering-cube) we mean a set system $C$ on $X$ of the form $C = \{Z \cup T : Z \subseteq Y\}$ for some fix $T \subseteq X \setminus Y$ which is called the tag of the shattering-cube $C$. In a set system $(X, \mathcal{F})$, the subset $Y \subseteq X$ is said to be strongly shattered by $\mathcal{F}$ if $\mathcal{F}$ contains a $Y$-shattering-cube. By $\text{ssht}(\mathcal{F})$ and $\text{sht}(\mathcal{F})$ we mean the set of all subsets of $X$ shattered and strongly shattered by $\mathcal{F}$ respectively. The following theorem is an important result about set systems and was proven independently in several papers. One can refer to [35] to see a list of references for this theorem.

**Theorem 2.10** (Sandwich theorem). Let $(X, \mathcal{F})$ be a set system. Then $|\text{ssht}(\mathcal{F})| \leq |\mathcal{F}| \leq |\text{sht}(\mathcal{F})|$.

It is worth mentioning that an easy consequence of the right side inequality of the sandwich theorem implies the Sauer-Shelah lemma (see Section 1 of [2]). We define another important class of set systems as the systems for which the inequalities of the sandwich theorem turn into equality.

**Definition 2.11.** A set system $(X, \mathcal{F})$ is called extremal if $\text{ssht}(\mathcal{F}) = \text{sht}(\mathcal{F})$.

If in a set system, the right inequality of the sandwich theorem turns to equality, then the system is called $s$-extremal. It is shown in [5] and [6] that if either of the inequalities of the sandwich theorem turns to equality, then the other one turns to equality too. In fact, $s$-extremal systems are the same as the extremal systems. Extremal systems were discovered independently several times in different papers such as [31] and [3]. They were extensively studied and several characterizations of them were given in [2, 3, 6, 20, 31, 35, 40]. Also many other interesting related results in connection with combinatorial structure of these systems have been obtained in papers such as [3, 18] and [28]. The following remark is a known fact about relation between maximum and extremal systems.

**Remark 2.12.** Every maximum set system is extremal.

Note that the other direction of the Remark 2.12 does not hold and there are extremal systems which are not maximum. The classes of maximum and extremal systems contain many important set systems arising from combinatorial and computational geometry such as the hyperplane-arrangements. Also they have very good connections to several problems in learning theory. The interested reader can refer to for example [36] or [30] to see some examples and further details about appearance of these classes of systems in different areas. One of the sources of importance of class of well-graded families might be because of the following result due to Greco which shows that maximum systems and extremal systems are both well-graded families.

**Remark 2.13.** (See [20]) Every extremal set system is a well-graded family.

Therefore, the class of well-graded families is a rich class containing the classes of maximum and extremal systems and much more. We denote the class of maximum systems, extremal systems and well-graded families by $\text{MAX}, \text{EXT}$ and $\text{WG}$ respectively. As a summary of remarks 2.12 and 2.13 we have $\text{MAX} \subseteq \text{EXT} \subseteq \text{WG}$.  
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2.2. Some basic definitions, notations and facts

In this part we introduce some notions we need in the next sections and prove some statements about them.

**Definition 2.14.** For a set system \((X, \mathcal{F})\) by \((X, \overline{\mathcal{F}})\) we mean a set system on \(X\) with \(\overline{\mathcal{F}} = \{A^c : A \in \mathcal{F}\}\).

**Definition 2.15.** By the reverse of an edge-labelled directed graph we mean a graph with the same vertex set, edges and labels with the only difference that the directions of the edges are reversed.

The statements of the following remarks are easy to be verified.

**Remark 2.16.** The reverse of the one-inclusion graph of a set system \((X, \mathcal{F})\) is the one-inclusion graph of the system \((X, \overline{\mathcal{F}})\).

**Remark 2.17.** A set system \((X, \mathcal{F})\) is a well-graded family, an extremal system or a maximum system if and only if \((X, \overline{\mathcal{F}})\) is a well-graded family, an extremal system or a maximum system respectively.

**Definition 2.18.** In a set system \((X, \mathcal{F})\) we call a \(x \in X\) essential if there are \(A, B \in \mathcal{F}\) such that \(x \in A\) and \(x \notin B\) or equivalently if \(\{x\}\) as a one element subset of \(X\) is shattered by \(\mathcal{F}\). We denote the subset of essential elements of \(X\) by \(\text{ess}_\mathcal{F}(X)\) and call it the essential domain of the system \((X, \mathcal{F})\). Also for every \(Y \subseteq X\), we define \(\text{ess}_\mathcal{F}(Y) := \text{ess}_\mathcal{F}(X) \cap Y\). We call the quantity \(|\mathcal{F}| - |\text{ess}_\mathcal{F}(X)|\) the additionality of the system \((X, \mathcal{F})\).

The following remarks are easy to be verified.

**Remark 2.19.** Extending the domain of a system by non-essential elements does not affect the properties of being extremal or being well-graded for the system, but can affect the property of being maximum. More precisely, extending the domain of a maximum set system with positive VC-dimension by non-essential elements gives rise to a non-maximum system.

**Remark 2.20.** Let \((X, \mathcal{F})\) be a set system whose one-inclusion graph is connected (for example well-graded families). Then every \(x \in \text{ess}_\mathcal{F}(X)\) appears as the label of at least one edge of the graph \(G_{\mathcal{F}}\). Moreover, the label of every edge of \(G_{\mathcal{F}}\) is an element of \(\text{ess}_\mathcal{F}(X)\). Therefore, \(|\text{ess}_\mathcal{F}(X)|\) is equal to the number of distinct labels in \(G_{\mathcal{F}}\).

**Definition 2.21.** In a set system \((X, \mathcal{F})\) and for any \(a \in X\), by the bit-flip operation in \(\mathcal{F}\) on element \(a\) we mean the set system \(\mathcal{F}'\) defined on \(X\) as \(\mathcal{F}' := \{A \setminus \{a\} : A \in \mathcal{F}, a \in A\} \cup \{A \cup \{a\} : A \in \mathcal{F}, a \notin A\}\). Also for any \(A \in \mathcal{F}\) and \(B \subseteq X\), by \(\text{flip}(\mathcal{F}, A \rightarrow B)\) we mean a set system obtained from \(\mathcal{F}\) by applying a bit-flip operation for every \(a \in A \Delta B\). We call such operations the flip operations.

**Remark 2.22.** Let \((X, \mathcal{F})\) be a set system, \(A \in \mathcal{F}\) and \(\mathcal{F}' := \text{flip}(\mathcal{F}, A \rightarrow \emptyset)\). Then we have \(\text{ess}_{\mathcal{F}'}(X) = \text{ess}_\mathcal{F}(X)\). Also \((X, \mathcal{F})\) and \((X, \mathcal{F}')\) have the same additionality. Moreover, every member of \(\mathcal{F}'\), viewed as a subset of \(X\), is a subset of \(\text{ess}_\mathcal{F}(X)\).

**Remark 2.23.** Let \((X, \mathcal{F})\) be a system, \(A, B \in \mathcal{F}\) and \(\mathcal{F}' := \text{flip}(\mathcal{F}, A \rightarrow B)\). Then \(\text{VCdim}(\mathcal{F'}) = \text{VCdim}(\mathcal{F})\).

**Proof** One can see that the shattered subsets of \(X\) by \(\mathcal{F}\) and \(\mathcal{F}'\) are the same. It follows the result.

**Remark 2.24.** Let \((X, \mathcal{F})\) be a well-graded family and assume that \(D \subseteq X\) is shattered by \(\mathcal{F}\). Then every \(a \in D\) appears as the label of at least \(2^{\text{dim}(\mathcal{F})}\) edges of \(G_{\mathcal{F}}\).

**Proof** Fix an arbitrary \(a \in D\). For every \(U \subseteq D\) containing \(a\), since \(D\) is shattered by \(\mathcal{F}\), we can find \(K_U\) and \(L_U\) in \(\mathcal{F}\) such that \(K_U \cap D = U\) and \(L_U \cap D = U \setminus \{a\}\). Since the system is well-graded, there is a path \(P_U\) in \(G_{\mathcal{F}}\) between \(v_{K_U}\) and \(v_{L_U}\) of length \(|K_U \Delta L_U|\) such that the labels of its edges are elements of \(K_U \Delta L_U\) each one used once. So, there is an edge, say \(e_U\), in \(P_U\) with label \(a\). Hence, every \(U \subseteq D\) containing \(a\) gives rise to an edge \(e_U\) with label \(a\) in \(G_{\mathcal{F}}\). Thus, it is enough to show that different such \(U\)'s give rise to different \(e_U\)'s. It is not hard to see that for every such \(U\)'s and every vertex \(v_A\) in \(P_U\), we have \(A \cap (D \setminus \{a\}) = U \setminus \{a\}\). So for every different \(U, U' \subseteq D\) containing \(a\), two paths \(P_U\) and \(P_{U'}\) do not have any common vertex which follows that \(e_U\) and \(e'_U\) are distinct.
Dual systems and well-gradedness

The notion of dual systems defined as follows is an important tool in studying set systems and has been frequently used in the literature. The interested reader can see for example Chapter 17 of the book [4] for some concepts around duality.

**Definition 2.25.** By dual system of a set system \((X, \mathcal{F})\), denoted by \((X, \mathcal{F})^*\), we mean a set system \((Y_\mathcal{F}, \mathcal{F}^*)\) where \(Y_\mathcal{F} = \{y_A : A \in \mathcal{F}\}\) where for each \(A \in \mathcal{F}\), \(y_A\) is a symbol corresponding to \(A\) and \(y_A\)'s are different for different \(A\)'s, and \(\mathcal{F}^* = \{A_x : x \in X\}\) where for every \(x \in X\), we define \(A_x \coloneqq \{y_A : A \in \mathcal{F}, x \in A\}\). If instead of \(\mathcal{F}^*\) we consider its subset \(\mathcal{F}^*_{ess} \coloneqq \{A_x : x \in ess(X)\}\) as the system on \(Y_\mathcal{F}\), then we call this system the essential dual (denoted by ess-dual) of \((X, \mathcal{F})\). We call a set system self-dual (self-ess-dual) if it is isomorphic to its dual (ess-dual) system.

In this paper and in the definition of the dual systems, we consider \(\mathcal{F}^*\) as a set and not a multiset. It means that if for \(x, y \in X\) we have \(A_x = A_y\), then \(A_x\) and \(A_y\) are counted both as one member of \(\mathcal{F}^*\) and not two. Duality of set systems can be also explained nicely with the language of matrices. By incidence matrix of a set system, we mean a matrix that has one column corresponding to each member \(A\) of the system and one row corresponding to each member \(x\) of the domain of the system and the entry in the column corresponding to \(A\) and row corresponding to \(x\) is 1 if \(x \in A\) and 0 otherwise. In order to find the dual system of a set system, it is enough to consider the incidence matrix of the system, then transpose it, and finally identify the identical columns. Then, the obtained matrix would be the incidence matrix of the dual set system.

**Remark 2.26.** Assume that \((X, \mathcal{F})\) is a set system. Then two set systems \((Y_\mathcal{F}, \mathcal{F}^*)\) and \((Y_{\mathcal{F}^*}, \mathcal{F}^*)\) are isomorphic via the map \(y_A \rightarrow y_{A^*}\) for every \(A \in \mathcal{F}\).

**Remark 2.27.** For a set system \((X, \mathcal{F})\), whenever we need to identify the elements of \(Y_\mathcal{F}\) with the set of vertices of the graph \(G_\mathcal{F}\) via the correspondence \(y_A \leftrightarrow v_A\) for every \(A \in \mathcal{F}\). This enables us to see \(\mathcal{A}_x\)'s, the members of the dual system, as subsets of the vertices of \(G_\mathcal{F}\).

For a graph \(G\) and two disjoint subsets \(A, B \subseteq V(G)\), we denote the set of edges between \(A\) and \(B\) by \(E(A, B)\). By a cut-set in a graph \(G\) we mean a set of edges of the form \(E(A, A')\) for some \(A \subseteq V(G)\). In any set system \((X, \mathcal{F})\) and for every \(a \in ess(X)\), we denote the set of edges with label \(a\) in \(G_{\mathcal{F}}\) by \(C_a\). In the following statement we relate the dual of the set systems with the cut-sets of the one-inclusion graphs of them.

**Remark 2.28.** If \((X, \mathcal{F})\) is a set system, then for every \(a \in ess(X)\), \(C_a\) is the same as the cut-set \(E(\mathcal{A}_a, \mathcal{A}_a^c)\) of the graph \(G_{\mathcal{F}}\) (where \(\mathcal{A}_a\) is viewed as subsets of the vertices of \(G_{\mathcal{F}}\) as explained in Remark 2.27) and directions of the edges in \(C_a\) is from \(\mathcal{A}_a^c\) to \(\mathcal{A}_a\). Moreover, if the system is well-graded, then subgraphs induced on both \(\mathcal{A}_a\) and \(\mathcal{A}_a^c\) are connected.

**Proof** Fix some \(a \in ess(X)\). Every edge \(e \in E(\mathcal{A}_a, \mathcal{A}_a^c)\) is connecting a vertex \(v_A\) to a vertex \(v_{A^*}\) for some \(A, B \in \mathcal{F}\) with \(a \notin A\) and \(a \in B\). So by definition of one-inclusion graph \(B = A \cup \{a\}\), the edge has a direction from \(v_A\) to \(v_{A^*}\) and the label on it is \(a\). So \(e \in C_a\). Hence \(E(\mathcal{A}_a, \mathcal{A}_a^c) \subseteq C_a\). On the other hand, since every edge \(e \in C_a\) has label \(a\), the member of \(\mathcal{F}\) corresponding to one of ends of \(e\) contains \(a\) and the other one not. So one of two ends of \(e\) belongs to \(\mathcal{A}_a\) and the other end not. Thus, \(e\) is an edge between \(\mathcal{A}_a\) and \(\mathcal{A}_a^c\). Therefore, \(C_a \subseteq E(\mathcal{A}_a, \mathcal{A}_a^c)\). So far we have shown that \(C_a = E(\mathcal{A}_a, \mathcal{A}_a^c)\). Now it is also clear that direction of every edge in \(C_a\) is from \(\mathcal{A}_a^c\) to \(\mathcal{A}_a\). For every two vertices \(v_A\) and \(v_{A^*}\) in \(\mathcal{A}_a\), both \(A\) and \(B\) contain \(a\). So if \((X, \mathcal{F})\) is moreover a well-graded family, then there is a path with \(|A\Delta B|\) edges in \(G_{\mathcal{F}}\) between \(v_A\) and \(v_{A^*}\) and since \(a \notin A\Delta B\), no edge of this path has \(a\) as its label. Therefore, this path does not pass through the set of edges \(C_a\) (which is shown to be the same as \(E(\mathcal{A}_a, \mathcal{A}_a^c)\)) and is entirely inside the subgraph induced on \(\mathcal{A}_a\) by \(G_{\mathcal{F}}\). So this subgraph is connected. A similar argument shows that the subgraph induced on \(\mathcal{A}_a^c\) is also connected. \(\square\)
By using Remark 2.28, one can see that the members of the dual system \((Y_F, \mathcal{F}^*)\) (except possibly two members 0 and \(Y_F\) which correspond to elements of \(X \setminus \text{ess}_F(X)\)) correspond to the cut-sets of the graph \(G_F\) of the form \(C_a\) for some \(a \in \text{ess}_F(X)\). Roughly speaking, certain cut-sets of the graph \(G_F\) determine the dual system.

One of the goals of this paper is to study the well-graded families whose dual systems are also well-graded. We first give a name to such systems in the following definition.

**Definition 2.29.** We call a set system \((X, \mathcal{F})\) "self-and-(ess-) dual well-graded" if the system itself and also its (ess-) dual system are both well-graded families. The notions of "self-and-(ess-) dual maximum" and "self-and-(ess-) dual extremal" are also defined in a similar way only by replacing the property of well-gradedness by being maximum and being extremal respectively.

We define a system to be (ess-) dual well-graded family if its (ess-) dual system is a well-graded family.

**Remark 2.30.** A system \((X, \mathcal{F})\) is a dual well-graded family if and only if \((X, \mathcal{F})\) is a dual well-graded family. Similarly, \((X, \mathcal{F})\) is a self-and-dual well-graded family if and only if \((X, \mathcal{F})\) is self-and-dual well-graded.

**Proof** If \((X, \mathcal{F})\) is a dual well-graded family, \((Y_F, \mathcal{F}^*)\) is a well-graded family. So by Remark 2.17, \((Y_F, \mathcal{F}^*)\) is a well-graded family. Now by Remark 2.26, \((Y_F, \mathcal{F}^*)\) is a well-graded family which follows that \((X, \mathcal{F})\) is a dual well-graded family. Conversely, if \((X, \mathcal{F})\) is a dual well-graded family, then the same argument and the fact that \((X, \mathcal{F})\) is a dual well-graded family, then the same argument and the fact that \((X, \mathcal{F})\) is a dual well-graded family, completes the proof. In the case that \((X, \mathcal{F})\) is self-and-dual well-graded, again by Remark 2.17, \((X, \mathcal{F})\) is well-graded. So combining this with the previous argument, \((X, \mathcal{F})\) is self-and-dual well-graded. The converse is also clear by using the similar arguments as above. \(\square\)

By using remarks 2.12 and 2.13, one can see that every self-and-(ess-) dual maximum or extremal system is self-and-(ess-) dual well-graded.

**Purification of set systems**

**Definition 2.31.** Let \((X, \mathcal{F})\) be a set system. We say that two elements \(x, y \in X\) have the same \(\mathcal{F}\)-types, denoted by \(x \sim_F y\), if for every \(A \in \mathcal{F}\) we have \(x \in A\) if and only if \(y \in A\).

One can see that the relation \(\sim_F\) is an equivalence relation on \(X\). The system \(\mathcal{F}\) induces a system \(\hat{\mathcal{F}}\) on \(\hat{X}\) in a natural canonical way and there is a canonical surjective set system homomorphism from \((X, \mathcal{F})\) to \((\hat{X}, \hat{\mathcal{F}})\) where a surjective homomorphism between two set systems is a surjective map from the domain of the first system to the domain of the second one such that the image of every member of the first system under the map is a member of the second system.

**Definition 2.32.** We call the set system \((\hat{X}, \hat{\mathcal{F}})\) obtained from \((X, \mathcal{F})\) in the above way the purification of the system \((X, \mathcal{F})\). We call a set system purified if it is equal to its purification.

**Definition 2.33.** We call a set system \((X, \mathcal{F})\) almost self-dual if \((X, \mathcal{F}^*)\), the dual system of \((X, \mathcal{F})\), and \((\hat{X}, \hat{\mathcal{F}})\), the purification of the system \((X, \mathcal{F})\) defined in Definition 2.32, are isomorphic to each other.

**Remark 2.34.** Assume that \((X, \mathcal{F})\) is a well-graded family and \(x\) and \(y\) are distinct elements of \(X\) with the same \(\mathcal{F}\)-types. Then \(x, y \in X \setminus \text{ess}_F(X)\). In particular, if \(X = \text{ess}_F(X)\), then the system is purified.

**Proof** Clearly an element of \(\text{ess}_F(X)\) cannot have the same \(\mathcal{F}\)-type as an element in \(X \setminus \text{ess}_F(X)\). So it is enough to show that every \(x, y \in \text{ess}_F(X)\) do not have the same \(\mathcal{F}\)-types. Assume for contradiction that \(x, y \in \text{ess}_F(X)\) have the same \(\mathcal{F}\)-types. Let \(A, B \in \mathcal{F}\) be such that \(x \in A\) and \(x \notin B\). So \(y \in A\) and \(y \notin B\) too. Hence, \(x, y \in A \triangle B\). Since \((X, \mathcal{F})\) is a well-graded family, one sees that there is some \(C \in \mathcal{F}\) containing exactly one of \(x\) and \(y\). But this contradicts with the assumption that \(x\) and \(y\) have the same \(\mathcal{F}\)-types. \(\square\)
Remark 2.35. Let \((X, \mathcal{F})\) be a set system. Then \((X, \mathcal{F})^{**}\), the dual of dual of the system (which is also called the second dual of the system), is isomorphic to the purification of \((X, \mathcal{F})\) namely \(\tilde{\mathcal{F}}\). So a set system is isomorphic to its second dual if and only if it is purified.

Corollary 2.36. Every well-graded family \((X, \mathcal{F})\) with \(X = ess_{\mathcal{F}}(X)\) is isomorphic to its second dual.

Proof. By combination of remarks 2.34 and 2.35 the result is clear.

Corollary 2.37. Every self-dual system is almost self-dual.

Proof. Let \((X, \mathcal{F})\) be a self-dual set system. Thus, \((X, \mathcal{F})^{**}\), the dual of dual of the system, is isomorphic to the system. But by Remark 2.35 \((X, \mathcal{F})^{**}\) is isomorphic to the purification of the system. So \((X, \mathcal{F})\) is purified. Hence, the dual system is isomorphic to the purification of the system. So \((X, \mathcal{F})\) is almost self-dual.

3. Structure of well-graded families with small additionalities

The main goals of this section are theorems 3.7 and 3.11 where we characterize well-graded families with small additionalities (additionalities 1 and 2) in terms of the properties of their one-inclusion graphs and also VC-dimension. On the way to these goals, we study one-inclusion graphs of well-graded families and prove several properties of them. These properties help us to obtain the mentioned characterizations. Results of this section will be also used later in Section 4. We remind that when we say that a directed graph is connected, we mean that its underlying undirected graph is connected. Also we consider the distance between two vertices in a directed graph as their distance in the underlying undirected graph.

Proposition 3.1. Assume that \((X, \mathcal{F})\) is a well-graded family. Then \(|ess_{\mathcal{F}}(X)| + 1 \leq |\mathcal{F}| \leq |E(\mathcal{F})| + 1\).

Proof. We first prove the right inequality. Since the system is well-graded, its one-inclusion graph \(G_{\mathcal{F}}\) is connected. So \(|E(G_{\mathcal{F}})| \geq |V(G_{\mathcal{F}})| - 1 = |\mathcal{F}| - 1\). Now we prove the left inequality. First we note that since the system is a well-graded family, by Remark 2.21 every \(x \in ess_{\mathcal{F}}(X)\) should appear as the label of at least one edge of \(G_{\mathcal{F}}\). Choose a subset \(K\) of edges of \(G_{\mathcal{F}}\) consisting of \(|ess_{\mathcal{F}}(X)|\) edges with different labels. So every \(x \in ess_{\mathcal{F}}(X)\) appears as the label of some edge in \(K\). Now the set of edges in \(K\) form a subgraph of \(G_{\mathcal{F}}\). Ignore the directions of the edges of this subgraph and denote its underlying undirected graph by \(G\). Note that \(G^*\) might be disconnected. Also \(|ess_{\mathcal{F}}(X)| = |K| = |E(G^*)|\). Since label of each edge of \(G_{\mathcal{F}}\) is the single element in the symmetric difference of the members of \(\mathcal{F}\) corresponding to its ends, it is not hard to see that in every cycle of \(G_{\mathcal{F}}\), the number of appearance of every label is even. Therefore, since all labels of edges of \(G^*\) are different, \(G^*\) does not contain any cycle. So \(G^*\) is a tree or a forest. Thus, \(|ess_{\mathcal{F}}(X)| = |E(G^*)| < |V(G^*)| \leq |V(G_{\mathcal{F}})| = |\mathcal{F}|\). It completes the proof.

Corollary 3.2. Every well-graded family has positive additionality.

Proof. By Proposition 3.1 we have \(|\mathcal{F}| - |ess_{\mathcal{F}}(X)| \geq 1\).

Definition 3.3. Let \((X, \mathcal{F})\) be a set system. For every subset \(U\) of vertices of \(G_{\mathcal{F}}\) we define

\[
\text{st}(U) := \bigcup_{v \in U} \text{st}(v),
\]

\[
\text{below}(U) := \{v \in V(G_{\mathcal{F}}) : \exists u \in U, \text{st}(v) \subseteq \text{st}(u)\}
\]

where we recall from Definition 2.7 that \(\text{st}(v)\) is the member of \(\mathcal{F}\) corresponding to \(v\). Also define \(ess_{\mathcal{F}}(U) := ess_{\mathcal{F}}(\bigcup_{v \in U} \text{st}(v))\).

Lemma 3.4. Let \((X, \mathcal{F})\) be a well-graded family with \(\emptyset \in \mathcal{F}\) and additionality \(r\) for some \(r \in \mathbb{N}\). Let \(U\) be a nonempty subset of vertices of \(G_{\mathcal{F}}\). Then we have \(|\text{st}(U)| + 1 \leq |\text{below}(U)| \leq |\text{st}(U)| + r\).
Proof. The inequalities can be easily verified for the case \( U = \{ v_0 \} \). We consider the other cases. Let \( H \) be the induced subgraph of \( G_{\mathcal{F}} \) on the vertices of \( \text{below}(U) \). Obviously \( v_0 \in \text{below}(U) \) and \( U \subseteq \text{below}(U) \). Also since \( \mathcal{F} \) is a well-graded family, for every \( u \in \text{below}(U) \) different from \( v_0 \), there is a path between \( v_0 \) and \( u \) such that for every vertex \( z \) on the path we have \( st(z) \subseteq st(u) \). But it implies that \( z \in \text{below}(U) \).

So the path is entirely inside the subgraph \( H \). It follows that \( H \) is a connected subgraph. So there is a walk, denoted by \( W \), which starts from \( v_0 \) and passes through all vertices in \( H \). Note that since \( \emptyset \in \mathcal{F} \), \( \text{st}(U) = ess_{\mathcal{F}}(U) \). Obviously, every \( x \in \text{st}(U) \) appears in \( st(v) \) for some vertex \( v \) in \( H \). For every \( x \in \text{st}(U) \), let \( w_x \) be the vertex in \( H \) such that \( x \) appears in the set \( st(w_x) \) for the first time since we started walking in \( H \) on walk \( W \) from its starting vertex \( v_0 \).

Claim. For any two distinct \( x, y \in \text{st}(U) \) we have \( w_x \neq w_y \).

Proof of Claim. Assume for contradiction that \( w_x = w_y \) for two distinct \( x, y \in \text{st}(U) \). Let \( c \) be the previous vertex of \( w_x \) in the walk \( W \) (since walk starts from \( v_0 \) and \( w_x \) cannot be the same as \( v_0 \), there exists a previous vertex for \( w_x \) in the walk). We have \( x, y \in st(w_c) = st(w_y) \). But \( x, y \notin st(c) \) since \( w_x \) is the first vertex in the order of the walk \( W \) whose corresponding element of \( \mathcal{F} \) contains \( x \) and \( y \). So \( |st(c)\Delta st(w_x)| \geq 2 \). But since \( c \) and \( w_x \) are connected, we have \( |st(c)\Delta st(w_c)| = 1 \). This is a contradiction. \( \square \)

Since by the above claim \( V(H) \) contains distinct \( w_x \)'s for distinct \( x \)'s in \( \text{st}(U) \) and also it contains \( v_0 \) (which is different from all such \( w_x \)'s), then \( |V(H)| \geq |\text{st}(U)| + 1 \). Therefore, since \( V(H) = \text{below}(U) \), we have \( |\text{st}(U)| + 1 \leq |\text{below}(U)| \).

Now we prove the second inequality in a similar way. Since \( G_{\mathcal{F}} \) is connected, there is a walk \( W' \) in \( G_{\mathcal{F}} \) which starts from \( v_0 \) and passes through all vertices of it. Define \( w_x \)'s in a similar way as above for every \( x \in ess_{\mathcal{F}}(X) \). Again similar to the above claim, for any two \( x, y \in ess_{\mathcal{F}}(X) \) we have \( w_x \neq w_y \). In particular, for any two \( x, y \in ess_{\mathcal{F}}(X) \setminus \text{st}(U) \) we have \( w_x \neq w_y \). Moreover, for any \( x \in ess_{\mathcal{F}}(X) \setminus \text{st}(U) \), we have \( w_x \notin \text{below}(U) \) since otherwise \( st(w_x) \subseteq st(v) \subseteq st(U) \) for some \( v \in U \), while \( x \in st(w_x) \) (by definition of \( w_x \)) but \( x \notin st(U) \) which is a contradiction. Hence, for any \( x \in ess_{\mathcal{F}}(X) \setminus \text{st}(U) \), \( w_x \) is not a vertex of \( H \). So there are at least \( |ess_{\mathcal{F}}(X)| - |\text{st}(U)| \) vertices of \( G_{\mathcal{F}} \) outside of \( H \). Hence, there are at most \( |\mathcal{F}| - |ess_{\mathcal{F}}(X)| + |\text{st}(U)| \) vertices in \( H \). Since \( |\mathcal{F}| = |ess_{\mathcal{F}}(X)| + r \), we have \( |\text{below}(U)| = |V(H)| \leq |\mathcal{F}| - |ess_{\mathcal{F}}(X)| + |\text{st}(U)| \leq |\text{st}(U)| + r \). \( \square \)

3.1. Structure of well-graded families with additionality 1

In Theorem 3.7 we give some characterizations for well-graded families with additionality 1. A characterization of extremal systems of VC-dimension at most 1 was given in [34] (Proposition 2). In Theorem 3.7 we also give some characterizations for well-graded families of VC-dimension at most 1 and meanwhile, extend the mentioned result of [34] by giving a few new characterizations for extremal systems of VC-dimension at most 1.

Definition 3.5. We call a directed rooted tree uniformly directed if the direction of every edge is from that vertex of the edge which is closer to the root to the other one.

Definition 3.6. By a one-way path we mean a directed path between two ending vertices \( A \) and \( B \) such that its edge directions are all towards one of its ending vertices, say \( B \). In other words, it is a path which is also a uniformly directed rooted tree and its root is one of its ending vertices.

We again remind that when we say that a directed graph is connected, we mean that its underlying undirected graph is connected.

Theorem 3.7. Let \( (X, \mathcal{F}) \) be a set system. Then the following are equivalent.

1. The system \( (X, \mathcal{F}) \) is a well-graded family with VC-dimension at most 1.
2. The system \( (X, \mathcal{F}) \) is extremal with VC-dimension at most 1.
3. The graph \( G_{\mathcal{F}} \) is connected and the inequalities of conclusion of Proposition 3.7 turn to equality.
4. The system \((X, \mathcal{F})\) is well-graded and right inequality of conclusion of Proposition 3.7 turns to equality.

5. The system \((X, \mathcal{F})\) is well-graded with additionality 1 (or equivalently, the system is well-graded and the left inequality of conclusion of Proposition 3.7 turns to equality).

6. The graph \(G_\mathcal{F}\) is a tree and all labels on its edges are different.

7. The graph \(G_\mathcal{F}\) is a tree with \(|\text{ess}_\mathcal{F}(X)| + 1\) vertices and \(|\text{ess}_\mathcal{F}(X)|\) edges where labels of edges are elements of \(\text{ess}_\mathcal{F}(X)\) and each one is used once.

8. For every \(A \in \mathcal{F}\), \(G_\mathcal{F}\) is a uniformly directed rooted tree with root \(v_0\) and distinct labels on the edges where \(T' = \text{flip}(\mathcal{F}, A \to \emptyset)\).

9. Same as \(\text{X}\) with "every" replaced by "some".

Proof 2 ⇒ 1 This holds since by Remark 2.13 extremal set systems are well-graded.

2 ⇔ 6 This is Proposition 2 of [14].

4 ⇒ 3, 7 ⇒ 8 and 9 ⇒ 4 Easy.

3 ⇒ 6 and 8 ⇒ 9 Trivial.

6 ⇒ 7 It is easy to see that \((X, \mathcal{F})\) is a well-graded family. So by using Remark 2.20 every \(x \in \text{ess}_\mathcal{F}(X)\) appears as the label of some edge of \(G_\mathcal{F}\). Since labels of different edges are different, every \(x \in \text{ess}_\mathcal{F}(X)\) appears as the label of exactly one edge. So there are exactly \(|\text{ess}_\mathcal{F}(X)|\) edges. It follows that \(G_\mathcal{F}\) is a tree with \(|\text{ess}_\mathcal{F}(X)| + 1\) vertices and \(|\text{ess}_\mathcal{F}(X)|\) edges and different edges have different labels.

6 ⇒ 8 Since \(|\mathcal{F}| = |E(G_\mathcal{F})| + 1\) and \(|V(G_\mathcal{F})| = |\mathcal{F}|\) we have \(|V(G_\mathcal{F})| = |E(G_\mathcal{F})| + 1\). So since \(G_\mathcal{F}\) is connected, \(G_\mathcal{F}\) is a tree. On the other hand, by Remark 2.20 every \(x \in \text{ess}_\mathcal{F}(X)\) appears as the label of at least one edge in \(E(G_\mathcal{F})\). Now since by assumption \(|\text{ess}_\mathcal{F}(X)| = |E(G_\mathcal{F})|\), every edge in \(E(G_\mathcal{F})\) has a different label.

4 ⇒ 6 We recall that the one-inclusion graphs of well-graded families are connected. By assumption \(|\mathcal{F}| = |E(G_\mathcal{F})| + 1\). Note that \(|\mathcal{F}| = |V(G_\mathcal{F})|\). So the one-inclusion graph \(G_\mathcal{F}\) is a tree. We prove that labels on edges are different. Assume not and there are two edges with the same labels. So there exist a path \(P \in G_\mathcal{F}\) such that contains two edges with the same labels. Let \(v_1\) and \(v_2\) be the two ending vertices of \(P\). Since there are edges with the same labels in the path, \(|\text{st}(v_1) \Delta \text{st}(v_2)|\) is strictly less than the number of edges of the path. On the other hand, \(P\) is the only path between \(v_1\) and \(v_2\) since \(G_\mathcal{F}\) is a tree. It follows that \(d_{G_\mathcal{F}}(v_1, v_2)\) is equal to the number of edges of \(P\). But now \(|\text{st}(v_1) \Delta \text{st}(v_2)| < d_{G_\mathcal{F}}(v_1, v_2)\) which is a contradiction with the assumption of well-gradedness of \((X, \mathcal{F})\). So labels are all different.

6 ⇒ 8 Let \(A \in \mathcal{F}\) be arbitrary and \(\mathcal{F}' := \text{flip}(\mathcal{F}, A \to \emptyset)\). One can see that \((X, \mathcal{F}')\) is also a well-graded family and similar to \(\mathcal{F}\), we have \(|\text{ess}_\mathcal{F}'(X)| + 1 = |\mathcal{F}'|\). So additionality of \((X, \mathcal{F}')\) is 1.

Claim 1. For every \(B \in \mathcal{F}'\) we have \(|\{C \in \mathcal{F}' : C \subseteq B\}| = |B| + 1\).

Proof of Claim 1. Fix some \(B \in \mathcal{F}'\) and let \(U := \{v_B\}\). So \(\text{st}(U) = B\) where we remind that \(\text{st}(U)\) was defined in Definition 3.3. One can see that \(|\{C : C \subseteq B\}| = |\text{bel}(U)|\). Now by applying Lemma 3.4 for the system \((X, \mathcal{F}')\) and the defined \(U\) and since the parameter \(r\) appeared in that lemma in here is 1, we have \(|\{C : C \subseteq B\}| = |\{C : C \subseteq B\}| = |\text{bel}(U)| + 1 = |B| + 1\). Claim 1 □

Claim 2. Let \(P_1, P_2\) be two one-way path’s in \(G_\mathcal{F}\) started from \(v_0\) with vertices \(V(P_1) = \{v_0, w_1, \ldots, w_t\}\) and \(V(P_2) = \{v_0, z_1, \ldots, z_s\}\). Then \(P_1\) and \(P_2\) can have common vertices only in an initial part of themselves. More precisely, there is some \(t \leq \min(t, s)\) such that \(w_i = z_j\) for every \(1 \leq i \leq t\) and these vertices and also \(v_0\) are the only common vertices of \(P_1\) and \(P_2\).

Proof of claim 2. Assume that \(v_C \in V(P_1) \cap V(P_2)\) for some \(C \in \mathcal{F}'\). It is enough to show that the set of vertices before \(v_C\) (in the order of the one-way path) in \(P_1\) is the same as the one in \(P_2\). Since \(P_1\) and \(P_2\) are directed path’s starting from \(v_0\) and because of the way that \(G_\mathcal{F}\) is defined, the number of vertices
of $G_F$ before $v_C$ in each of $P_1$ and $P_2$ is exactly $|C|$. Note that every vertex before $v_C$ in each of $P_1$ and $P_2$ corresponds to a proper subset of $C$ in $F'$. But now by using Claim 1, the number of elements of $F'$ which are proper subsets of $C$ is $|C|$. So vertices before $v_C$ in both $P_1$ and $P_2$ should be the same. Claim 2

Let $[A_1, \ldots, A_r]$ be a set of maximal elements of $F'$ (i.e. for each $j \leq r$, $A_j$ is not a proper subset of any other element of $F'$) and assume that it covers $ess_F(X)$ which means that $ess_F(X) \subseteq \bigcup_{i \leq r} A_i$. Note that such a set exists since for example the set of all maximal elements of $F'$ covers $ess_F(X)$. Also note that by Remark 2.22 for every $A_i$ we have $A_i \subseteq ess_F(X) = ess_{F'}(X)$ which follows that $ess_{F'}(X) = \bigcup_{i \leq r} A_i$. Since $F'$ is a well-graded family, for each $i \leq r$ there is a one-way path in $G_{F'}$ denoted by $P_i$ directed from $v_0$ to $v_{A_i}$. Since $A_i$'s are among maximal elements of $F'$, none of $P_i$'s is contained in another one. Let $H$ be the subgraph of $G_{F'}$ consisting of the union of all $P_i$'s. Since $v_0 \in V(H)$, $H$ is connected and moreover, by Claim 2 is a tree. In fact, $H$ is a uniformly directed rooted tree with root $v_0$. Now we show that $H = G_{F'}$.

It is easy to see that every element of $\bigcup_{i \leq r} A_i$ appears as the label of some edge of $H$. It follows that $H$ has at least $|\bigcup_{i \leq r} A_i|$ edges. Therefore, since $H$ is a tree it has at least $|\bigcup_{i \leq r} A_i| + 1$ vertices. Also since $ess_F(X) = \bigcup_{i \leq r} A_i$, we have $|\bigcup_{i \leq r} A_i| + 1 = |ess_F(X)| + 1$. Thus $|V(H)| \geq |\bigcup_{i \leq r} A_i| + 1 = |ess_{F'}(X)| + 1$. One can see that $ess_F(X) = ess_{F'}(X)$ and so now by using the assumption $|F'| = |ess_{F'}(X)| + 1$ we have $|V(G_{F'})| = |F'| = |ess_{F'}(X)| + 1 = |ess_{F'}(X)| + 1 \leq |V(H)|$. On the other hand, $V(H) \subseteq V(G_{F'})$. Hence, $V(H) = V(G_{F'})$. Now we claim that $G_{F'}$ does not have any more edges than $H$. Assume for contradiction that for some $v_1, v_2 \in V(H)$, $v_1 v_2$ is an edge (with direction from $v_1$ to $v_2$) in $E(G_{F'}) \setminus E(H)$. One can see that there is no $i \leq r$ such that $v_1$ and $v_2$ both belong to $P_i$, since there is no edge in $E(G_{F'})$ between any two non-consecutive vertices of any $P_i$. So there are distinct $m, n \leq r$ such that $v_1 \in V(P_m) \setminus V(P_n)$ and $v_2 \in V(P_n) \setminus V(P_m)$. Let $P_3$ be the one-way path formed by the union of the initial part of $P_m$ from $v_0$ to $v_1$ and the edge $v_1 v_2$. Also let $P_4$ be the initial part of $P_n$ from $v_0$ to $v_2$. Now one can see that the common vertices of two one-way path’s $P_3$ and $P_4$ do not form an initial part of them which is a contradiction with Claim 2. Hence, $E(G_{F'}) = E(H)$. So we have shown that $H = G_{F'}$. Thus, $G_{F'}$ is a uniformly directed rooted tree with root $v_0$. Therefore, we have $|F'| = |V(G_{F'})| = |E(G_{F'})| + 1$ and moreover, since $F'$ is a well-graded family, by Claim 4 of this theorem one sees that the labels on edges of $G_{F'}$ are distinct.

$\blacksquare$ The proof is similar to the proof of one direction of Proposition 2 of [34] but with some modifications. First we show that all labels of edges of $G_{F'}$ are different. Assume for contradiction that $a$ is the label of two different edges $v_{A}v_{B}$ and $v_{C}v_{D}$ (with directions from $v_{A}$ to $v_{B}$ and from $v_{C}$ to $v_{D}$) for some $A, B, C, D \in F$. So $B = A \cup \{a\}$, $D = C \cup \{a\}$ and $A$ and $C$ do not contain $a$. Also one can see that $A, B, C$ and $D$ are all distinct. Since $a \in B \cap D$, there is some $b$ different from $a$ in $B \cup D$. Now one can verify that the set $\{a, b\}$ is shattered by four sets $A, B, C$ and $D$ which is a contradiction with the assumption that VC-dimension of $F'$ is at most 1. So the labels of edges of $G_{F'}$ are different. It follows that there is no cycle in $G_{F'}$ since in each cycle, every label repeats with an even number of times. Since $(X, F')$ is a well-graded family, $G_{F'}$ is connected. So $G_{F'}$ is a tree and labels of its edges are different.

3.2. Structure of well-graded families with additionality 2

In this subsection, we characterize well-graded families with additionality 2 by using the one-inclusion graphs. We first give an example of such systems.

**Example 3.8.** Let $X := \{a, b, c, d, e, f, g, h, i, j, k, l\}$ and

$\mathcal{F} := \{a, ab, abc, ac, ace, acef, acge, ah, abcd, abi, abj, abjk, abjl\}$.

Then $(X, \mathcal{F})$ is a set system where any member of $\mathcal{F}$, for example abc, is seen as a subset of $X$, in this example $\{a, b, c\}$. The set system $(X, \mathcal{F})$ is a well-graded family. Also $ess_{F'}(X) = \{b, c, d, e, f, g, h, i, j, k, l\}$ and so $|\mathcal{F}| = |ess_{F'}(X)| + 2$. Figure 1 illustrates the one-inclusion graph of the set system $(X, \mathcal{F})$. 

12
We fix some notations. By a parallel-directed-labelled $C_4$ cycle we mean a labelled $C_4$ cycle graph $a_1a_2a_3a_4$ where the edges $a_1a_2$ and $a_3a_4$ in cycle have the same labels and also parallel directions (i.e. they are directed either as $a_1$ to $a_2$ and $a_4$ to $a_3$ or directed as $a_2$ to $a_1$ and $a_3$ to $a_4$) and similarly, $a_2a_3$ and $a_4a_1$ have the same labels (but different from labels of the edges $a_1a_2$ and $a_3a_4$) and parallel directions.

**Definition 3.9.** We call a labelled directed graph $G$ a semitree if $G$ consists of a parallel-directed-labelled $C_4$ cycle $a_1a_2a_3a_4$ such that four (possibly empty) trees are attached to each of the vertices $a_1$, $a_2$, $a_3$ and $a_4$ and moreover, labels of edges outside of $C_4$ cycle are different from each other and from the labels of the $C_4$ cycle.

As an example of a semitree one can see the one-inclusion graph illustrated in Figure 1. It is easy to see that if $G$ is a semitree and $ab$ is an edge and $o \in V(G)$, then $d_G(o, a)$ and $d_G(o, b)$ differ exactly by one unit.

**Definition 3.10.** We call a semitree $G$ uniformly directed if either $G$ is a parallel-directed-labelled $C_4$ cycle or there is a vertex $o \in V(G)$ such that for every edge $ab$ of $G$, the direction of the edge is from $a$ to $b$ if and only if $d_G(o, b) > d_G(o, a)$.

The following result characterizes well-graded families with additionality 2 via the one-inclusion graphs.

**Theorem 3.11.** Assume that $(X, \mathcal{F})$ is a set system. Then the following are equivalent.

1. The system $(X, \mathcal{F})$ is a well-graded family with additionality 2.
2. For every $D \in \mathcal{F}$, the graph $G_{\mathcal{F}'}$ is a uniformly directed semitree where $\mathcal{F}' := \text{flip}(\mathcal{F}, \text{flip}(D)) = \emptyset$.
3. Same as 2 with "every" replaced by "some".
4. The graph $G_{\mathcal{F}}$ is a semitree graph.

**Proof** (1 $\Rightarrow$ 2) Fix some $D \in \mathcal{F}$. For simplifying the notations, we use the notation $G$ instead of $G_{\mathcal{F}'}$, the one-inclusion graph associated to $\mathcal{F}' := \text{flip}(\mathcal{F}, \text{flip}(D)) = \emptyset$. One can see that $(X, \mathcal{F}'')$ is also a well-graded family and by Remark 2.22 its additionality is 2. So $G$ is a connected graph where we remind that when we say that a directed graph is connected, we mean that its underlying undirected graph is connected. Also note that $\emptyset \in \mathcal{F}''$.

**Claim 1.** There is a unique vertex in $G$ with incoming degree 2. Also the incoming degrees of other vertices are at most 1.

**Proof of claim 1.** We first show that there is at least one vertex with incoming degree at least 2. Assume for contradiction that every vertex of $G$ has incoming degree at most 1. Note that $v_0$ is a vertex in $G$ with incoming degree zero. Now it is not hard to see that $G$ does not have any cycle since if there is a cycle $C$, then the vertex $v_0 \in V(C)$ with $|st(v_0)| = \max(|st(v)| : v \in V(C))$ has incoming degree 2 in $C$ which is in
contradiction with our assumption. So since $G$ is connected, it is a tree. Thus, $|F'| = |V(G)| = |E(G)| + 1$. Now by Theorem \cite{lemma} we have $|F'| = |essy(X)| + 1$ which is a contradiction with the fact that $(X, F')$ has additionality 2. So there are vertices with incoming degrees at least 2.

Now we show that incoming degree of every vertex in $G$ is at most 2. Assume for contradiction that there are $a, b, c, d \in V(G)$ such that $ba, ca, da$ are three edges with directions incoming to the vertex $a$. One can see that below($b$) $\subseteq$ below($a$) while $a, c, d \notin$ below($b$) and $a, c, d \notin$ below($a$) where these notations were defined in Definition \ref{definition}. So we have $|below(|a|)| \geq |below(|b|)| + 3$. Since $(X, F')$ is a well-graded family, there is a one-way path in $G$ from $v_b$ to $b$. It is not hard to see that the number of vertices on this path is $|st(b)| + 1$ and all of these vertices belong to below($b$). So $|below(|b|)| \geq |st(b)| + 1$. Also it is easily seen that $|st(b)| + 1 = |st(a)| = |st(|a|)|$. Hence, $|below(|b|)| \geq |st(|a|)|$. Combining the above inequalities, we get $|below(|a|)| \geq |st(|a|)| + 3$ which is a contradiction with Lemma \ref{lemma1} and the fact that additionality is 2. So the incoming degree of every vertex of $G$ is at most 2.

So far by combining the above paragraphs we have shown that there are vertices with incoming degrees exactly 2. Now we show that such a vertex is unique. Assume for contradiction that $a_0, a_1$ are two vertices with incoming degrees 2 and $b_0a_0, c_0a_0$ and also $b_1a_1$ and $c_1a_1$ are the directed edges incoming to $a_0$ and $a_1$ respectively. Note that the sets $\{b_0, c_0\}$ and $\{b_1, c_1\}$ can intersect. We divide the situation to the following two cases.

**Case I.** In this case we assume that none of $st(a_0)$ and $st(a_1)$ is subset of the other one (or equivalently $a_0 \notin$ below($a_1$)) and $a_1 \notin$ below($a_0$)). One can see that $st((b_0, c_0)) = st(a_0)$ and $st((b_1, c_1)) = st(a_1)$). So $st(b_0, c_0, b_1, c_1) = st(a_0, a_1)$. By the assumption that none of $st(a_0)$ and $st(a_1)$ is a subset of the other one we have $a_0, a_1 \notin$ below($a_0, a_1$)$\setminus$below($b_0, c_0, b_1, c_1$). Also clearly below($b_0, c_0, b_1, c_1$) $\subseteq$ below($a_0, a_1$).

Now by combining these facts with the left inequality of Lemma \ref{lemma1} we have

$$|below(|a_0, a_1|)| \geq |below(|b_0, c_0, b_1, c_1|)| + 2 \geq |st(|b_0, c_0, b_1, c_1|)| + 1 + 2 = |st(|a_0, a_1|)| + 3$$

which is a contradiction with Lemma \ref{lemma1} and the fact that additionality is 2.

**Case II.** In this case we assume that one of $st(a_0)$ or $st(a_1)$ is a subset of the other one. Without loss of generality, we may assume that $st(a_1) \subseteq st(a_0)$. Because of the well-gradedness of the system $(X, F')$, there is a directed one-way path from $a_1$ to $a_0$. Since $b_0a_0$ and $c_0a_0$ are the only incoming edges to $a_0$, this path should pass through exactly one of $b_0$ or $c_0$. Hence, either $st(a_1) \subseteq st(b_0)$ or $st(a_1) \subseteq st(c_0)$. We may assume that $st(a_1) \subseteq st(b_0)$. Again, because of the well-gradedness of the system $(X, F')$, there is a one-way path $P$ which starts from $v_b$ and ends in $b_0$ and passes through $a_1$. Since $b_1a_1$ and $c_1a_1$ are the only incoming edges to $a_1$, the path $P$ must also pass either through $b_1$ or $c_1$ and not both. Without loss of generality, assume that $P$ passes through $b_1$ and not $c_1$. One can see that $|V(P)| = |st(b_0)| + 1$ and also $V(P) \cup \{c_1\} \subseteq$ below($b_0$). So $|below(|b_0|)| \geq |V(P)| + 1$. Hence, $|below(|b_0|)| \geq |st(b_0)| + 2$. Note that $a_0, c_0 \in$ below($a_0$) $\setminus$ below($b_0$) and below($b_0$) $\subseteq$ below($a_0$). Therefore, it is not difficult to verify that we have

$$|below(|a_0|)| \geq |below(|b_0|)| + 2 \geq |st(|b_0|)| + 2 + 2 = |st(|a_0|)| + 1 + 2 = |st(|a_0|)| + 3$$

which is a contradiction with Lemma \ref{lemma1} and the fact that additionality is 2.

So in both cases we got contradiction. Therefore, there is a unique vertex with incoming degree 2. Also all other vertices have incoming degrees at most one.

**Claim I.**

Denote the unique vertex with incoming degree 2 by $a_0$ and assume that $b_0a_0$ and $c_0a_0$ are the only incoming edges to $a_0$ for some vertices $b_0$ and $c_0$. Obviously $b_0, c_0 \in$ below($a_0$)). Because of the well-gradedness of the system $(X, F')$, there is a one-way path $P$ which starts from $v_b$ and ends in $a_0$. It is easy to see that $P$ has $|st(a_0)| + 1$ vertices. Since $b_0$ and $c_0$ are the only incoming edges to $a_0$, $P$ must pass through exactly one of them. Without loss of generality, we assume that $P$ passes through $b_0$. By right inequality of Lemma \ref{lemma1} and the fact that the additionality is 2, we have $|below(|a_0|)| \leq |st(|a_0|)| + 2 = |V(P)| + 1$. Also it is obvious that $V(P) \subseteq$ below($a_0$) and $c_0 \in$ below($a_0$) $\setminus$ $V(P)$. So combining these facts, we have $below(|a_0|) = V(P) \cup \{c_0\}$. Having this, it is not difficult to see that there is a unique vertex $v \in$ below($a_0$) with $|st(|v|)| = |st(|a_0|)| + 2$ and it is the vertex before $b_0$ in the path $P$ (with respect to the one-way direction.
on $P$). Denote this vertex by $d_0$. Again, by well-gradedness of $(X, F')$, there is a one-way path $P'$ from $v_0$

to $c_0$. Let $y$ be the vertex before $c_0$ in $P'$. Obviously $V(P') \subseteq below([a_0])$ and $y \in below([a_0])$. Also we have
$|st([y])| = |st([c_0])| - 1 = |st([a_0])| - 2$. Since $d_0$ was the unique vertex with the mentioned property, we have $y = d_0$.
Therefore, $db_0$ and $dc_0$ are two directed edges with directions from $d_0$ to $b_0$ and $d_0$ to $c_0$
respectively. We remind that the directions of $cb_0a_0$ and $bc_0a_0$ are from $b_0$ and $c_0$ to $a_0$. Now $d_0b_0a_0c_0$ forms
a $C_4$ cycle (which we denote it by $C_0$). One can see that $lab(db_0) = lab(cb_0a_0)$ and $lab(dc_0) = lab(bc_0a_0)$. So $C_0$
is a parallel-directed-labelled $C_4$ cycle. Also if $d_0 \neq v_b$, the initial part of the above defined path $P$
from $v_b$ to $d_0$ would be a one-way path between those two vertices.

Claim 2. $C_0$ is the only cycle in $G$.

Proof of claim 2. Assume that $C$ is a cycle in $G$. We show that $C$ is the same as $C_0$. Assume that $a$ is a
vertex of $C$ such that the set $st(a)$ is maximal (in the sense of set-inclusion order) in the $\{st(v) : v \in V(C)\}$. Because
of such a maximality mentioned for $a$, it has incoming degree 2 and outgoing degree 0 in $C$. Let $ba$ and $ca$
be the incoming edges to $a$ in $C$. Since $a_0$ has incoming degree 2 and by Claim 1, the vertex with
incoming degree 2 in $G$ is unique and other vertices of $G$ have incoming degrees less than or equal to 1,
we have $a = a_0$. We remind that $b_0a_0$ and $c_0a_0$ are two incoming edges to $a_0$. So $ba$ and $ca$
are exactly these two incoming edges to $a_0 (= a)$ in $G$. Without loss of generality, we may assume that $b = b_0$ and
$c = c_0$. Assume that $e$ and $k$ are vertices of $C$ (different from $a, b$ and $c$ and not necessarily distinct
from each other) such that $eb$ and $kc$ are edges of $C$. In order to show that two cycles $C$ and $C_0$ are the same,
it would be enough to show that $d_0 = e = k$. Assume for contradiction that this does not hold and without
loss of generality, assume that $d_0 \neq e$. Note that in this case the direction of the edge $eb$ is from $b$ to $e$
since otherwise $b$ would have incoming degree 2 (since direction of $d_0b$ is also incoming to $b$) which
contradicts Claim 1 and uniqueness of $a (= a_0)$ as the only vertex with incoming degree greater than 1. We first show
that in this situation $d_0$ is different from $k$ too. If $d_0 = k$, then again by using the uniqueness of $a$ as the only
vertex with incoming degree greater than 1 and also the mentioned fact that direction of the edge $eb$ is from $b$
to $e$, one sees that the arc of $C$ which starts from $b$, passes through $e$ and ends in $k (= d_0)$ is a one-way
path directed from $b$ to $d_0$. So we have $|st(b)| < |st(e)| < |st(d_0)|$. But since $d_0b$ is also an edge in $G$
with direction from $d_0$ to $b$, we have $|st(d_0)| < |st(b)|$ which is a contradiction. So $d_0$ is different from $k$ too.
A similar argument as before, this time for the edge $ck$ instead of $eb$, shows that the direction of the edge $ck$
must be from $c$ to $k$. Now we start from the vertex $e$ and move on edges of $C$ according to the directions
on the edges until when it is impossible to move anymore which means that we have arrived to a vertex $t$
such that the next edge of $C$ adjacent to it is also incoming to $t$. So in this case $t$ is a vertex with incoming
degree 2. Hence, again by Claim 1 and uniqueness of $a_0$ as the only vertex with incoming degree greater
than 1, we have $t = a (= a_0)$. But since direction of the edge $ck$ is from $c$ to $k$, the above movements on
the edges of $C$ must have stopped before arriving to the vertex $c$. Thus, $t$ must be different from $a$ which is
a contradiction. Therefore, $d_0 = e$ and also by a similar argument, we have $d_0 = k$. It follows that $C = C_0$
and there is only one cycle in $G$ which is a $C_4$ cycle.

Claim 2 \[\square\]

Since the system $(X, F')$ is a well-graded family, $G$ is connected. Also since by Claim 2, the graph
$G$ contains exactly one cycle which is the above mentioned parallel-directed-labelled $C_4$ cycle $d_0b_0a_0c_0$,
there are four (possibly empty) trees attached to each of the vertices $d_0$, $b_0$, $a_0$ and $c_0$. Again, because of
well-gradedness of $(X, F')$, it is not very difficult to verify that the labels of edges outside of the $C_4$
cycle are different from each other and from the labels of the $C_4$ cycle. Thus, $G$ is a semitree graph. We remind
that $G$ contains $v_0$. Let $e$ be any arbitrary edge of $G$ connecting two vertices $v_A$ and $v_B$ for some $A, B \in F'$.
So $|A \Delta B| = 1$. Because of the well-gradedness of $(X, F')$, we have $d_G(v_A, v_B) = |B|$ and $d_G(v_A, v_A) = |A|$. So
the direction of $e$ is from $v_A$ to $v_B$ if and only if $A \subseteq B$ and $|B \setminus A| = 1$ if and only if $d_G(v_A, v_B) > d_G(v_A, v_A)$. It
follows that $G$ is a uniformly directed semitree.

$[2] \Rightarrow [3]$ Obvious. $[3] \Rightarrow [4]$ By assumption, there is some $D \in F$ such that $G_{F'}$ is a uniformly directed semitree where $F' := flip(F, D \rightarrow \emptyset)$. First note that $F = flip(F', \emptyset \rightarrow D)$. We remind that the bit-flip and flip operations
on a set system do not change the edges of the one-inclusion graph and their labels and only might change
the directions of some of the edges. Moreover, one can see that after flip operations any parallel-directed-labelled \( C_4 \) cycle also turns to a parallel-directed-labelled \( C_4 \) cycle. So since the one-inclusion graph of \( \mathcal{F}' \) is a semitree graph and \( \mathcal{F} \) is obtained from \( \mathcal{F}' \) by flip operations, then \( G_\mathcal{F} \) is also a semitree graph.

4 Assume that \( G_\mathcal{F} \) is a semitree graph. Therefore, by definition labels of the edges outside of the \( C_4 \) cycle of \( G_\mathcal{F} \) are distinct from each other and from the labels of edges of the \( C_4 \) cycle. Also every pair of non-adjacent edges of the \( C_4 \) cycle have the same labels but different from the labels of the other pair. So it is not hard to verify that \( \mathcal{F} \) is a well-graded family. Note that in a semitree, the number of edges and vertices are the same. Also remind that the labels of the parallel edges in \( C_4 \) cycle are the same. So the number of distinct labels in \( G_\mathcal{F} \) is \( |\mathcal{F}| - 2 \). On the other hand, by Remark 2.20 we know that \( |\text{ess}_\mathcal{F}(X)| \) is equal to the number of distinct labels in \( G_\mathcal{F} \). So \( |\mathcal{F}| - 2 = |\text{ess}_\mathcal{F}(X)| \). It follows that the additionality of the system is equal to 2.

The following statement determines the VC-dimension of well-graded families with additionality 2.

**Remark 3.12.**

1. If the VC-dimension of a set system is less than or equal to 1, then the additionality of it is less than or equal to 1 too. So every set system with additionality 2 has VC-dimension at least 2.

2. The VC-dimension of every well-graded family with additionality 2 is equal to 1.

**Proof** If VC-dimension of a set system \( (X, \mathcal{F}) \) with nonempty \( \mathcal{F} \) is 0, then \( |\mathcal{F}| = 1 \). So assume that VCdim \( (\mathcal{F}) \) is 1. Let \(\mathcal{F}' := \text{ess}_\mathcal{F}(X) \) and \( \mathcal{F}' := \mathcal{F} \cap D \). It is easily seen that \( |\mathcal{F}'| = |\mathcal{F}| \) and also VCdim \( (\mathcal{F}') \) is 1. Now by applying Sauer-Shelah lemma (Theorem 2.8) on the set system \( (D, \mathcal{F}') \) we have

\[
|\mathcal{F}| = |\mathcal{F}'| \leq \sum_{i=0}^1 \left( \begin{array}{c} |D| \\ i \end{array} \right) = |D| + 1 = |\text{ess}_\mathcal{F}(X)| + 1.
\]

So the additionality of the system is less than or equal to 1.

4 Let \( (X, \mathcal{F}) \) be a well-graded family with additionality 2. So by part 2 VC-dimension of the system is at least 2. By Theorem 3.11 \( \Rightarrow \) 2, the graph \( G_\mathcal{F} \) is a semitree graph. Assume that \( a \) and \( b \) are the labels of the edges of the parallel-directed-labelled \( C_4 \) cycle of this graph. It worth mentioning and not hard to see that \( \{a, b\} \) as a subset of \( X \) is shattered by \( \mathcal{F} \). We claim that there is no three element subset of \( X \) which is shattered by \( \mathcal{F} \). The reason is that if \( \{w_1, w_1, w_3\} \subseteq X \) is shattered, then by Remark 2.24 each \( w_i \) appears as the label of at least 2 edges of \( G_\mathcal{F} \). But one can see that since \( G_\mathcal{F} \) is a semitree graph and by definition of semitree graphs this is impossible to happen. Therefore, VCdim \( (\mathcal{F}) = 2 \).

4 Characterization of self-and-dual well-graded families

The main goal of this section is Theorem 4.12 where we characterize self-and-dual well-graded families. Note that apart from its own interest, this characterization will have some applications in studying the graphs which we will discuss in the next section. This section uses the results of previous sections in particular Section 3 and the structural characterizations of the systems with additionals 1 and 2 in there. Similar to the previous sections, many techniques of this section work on the base of analysing the one-inclusion graphs of the set systems. We first define some new notions and state a few lemmas about them.

**Definition 4.1.** Let \( v \) be a vertex of a connected directed graph \( G \) and \( e \) an edge of the graph connecting two vertices \( w \) and \( z \) and directed from \( w \) to \( z \). We say that (the direction of) \( e \) is getting closer to \( v \) if \( d_G(w, v) > d_G(z, v) \). Also we say that \( e \) is getting far from \( v \) if \( d_G(w, v) < d_G(z, v) \).

**Remark 4.2.** In a directed tree, for any edge \( e \) and vertex \( v \), either \( e \) is getting closer to \( v \) or getting far from it.

**Definition 4.3.** We call a vertex \( v \) of a connected directed graph \( G \) a source if every edge of \( G \) is getting far from \( v \). Also we call \( v \) a sink if every edge of \( G \) is getting closer to \( v \).
Remark 4.4. A connected directed graph $G$ has at most one source and at most one sink. Moreover, the only directed tree which has both source and sink is a one-way path.

Proof Let $G$ be a connected directed graph. It is not hard to see that for any two vertices of $G$, every edge of the shortest path connecting those vertices together is getting closer to one of them and getting far from the other one. So at least one of them cannot be sink. It follows that $G$ has at most one sink. A similar argument shows that $G$ has at most one source.

Now assume that $T$ is a directed tree and has a source $w_0$ and a sink $z_0$. Let $P$ be the path between $w_0$ and $z_0$ in $T$. Since $w_0$ is source and $z_0$ is sink, $P$ is a one-way path directed from $w_0$ to $z_0$. We claim that $T$ is the same as the path $P$. Assume not. Hence, $T$ has an edge $e$ which is not an edge of $P$ but is adjacent to exactly one of vertices of $P$. Now one can verify that depending on the direction of $e$, either $e$ is getting closer to both vertices $w_0$ and $z_0$ or is getting far from both of them. But both cases contradict the assumption that $w_0$ is a source and $z_0$ is a sink. So one sees that the only directed tree having both source and sink is a one-way path.

Lemma 4.5. Assume that $(X, F)$ is a dual well-graded family. Also assume that $G_F$ is a directed tree with distinct labels. Then the following hold.

1. Every vertex of degree at least $3$ of $G_F$ is either a source or a sink.

2. If a vertex $w$ of $G_F$ of degree at least $2$ is a source, then $\emptyset \in F$ and $w = v_0$. Similarly, if a vertex $w$ of degree at least $2$ is a sink, then $X \in F$ and $w = v_X$.

Proof Let $w_0$ be a vertex of degree at least $3$ in $G_F$. Without loss of generality, we can assume that there is an incoming edge to $w_0$ since otherwise we can work with $G_F$ and prove the statement for it instead of $G_F$ while in this case by Remark 2.16 we are sure that $w_0$ has incoming edges in $G_F$ (in fact in this case every edge connected to $w_0$ would be incoming) and by Remark 2.19 $(X, F)$ is a dual well-graded family. Also it is easy to see that if the statement holds for $G_F$, then it holds for $G_F$ too. So it would be enough to consider only the case that $w_0$ has incoming edge(s) in $G_F$.

Assume that $e$ is an incoming edge to $w_0$. As usual, we let $\text{lab}(e)$ be the label of $e$ in $G_F$ which is in fact a member of $X$. Consider $\mathcal{A}_{\text{lab}(e)}$ (as defined in the definition of dual of systems) and identify it with its corresponding subset of vertices of $G_F$ (as explained in Remark 2.7) and denote the subgraph induced on it by $G_e$. Also denote the subgraph induced on its complement in the set of vertices of $G_F$ by $H_e$. Since the labels of edges of $G_F$ are distinct, $e$ is the only edge with label $\text{lab}(e)$. Thus, it is easily seen that $G_e$ is the same as that connected component of $G_F \setminus \{e\}$ to which the direction of $e$ is towards. So, $G_e$ is a tree. Also $H_e$ is a tree.

Claim 1. Directions of edges of $G_e$ are getting closer to $w_0$ in $G_F$ (see Definition 4.1).

Proof of Claim 1. Assume not. Then, since $G_F$ is a tree and by Remark 4.2 there is an edge $e'$ in $G_e$ that is getting far from $w_0$. Now one can see that $\mathcal{A}_{\text{lab}(e')} \not\subset \mathcal{A}_{\text{lab}(e)}$ and since the degree of $w_0$ is at least $3$, we have $|\mathcal{A}_{\text{lab}(e')} \setminus \mathcal{A}_{\text{lab}(e)}| \geq 2$. So since the dual system is assumed to be a well-graded family, there exists some $\mathcal{A}_{\text{lab}(e'')} \subset \mathcal{A}_{\text{lab}(e')} \subset \mathcal{A}_{\text{lab}(e)}$ and $|\mathcal{A}_{\text{lab}(e')} \setminus \mathcal{A}_{\text{lab}(e'')}| = 1$. Denote the subgraph of $G_F$ induced on the vertex set $\mathcal{A}_{\text{lab}(e'')} \setminus \mathcal{A}_{\text{lab}(e')}$ by $G_{e''}$. Since $\mathcal{A}_{\text{lab}(e'')} \subset \mathcal{A}_{\text{lab}(e)}$, $G_{e''}$ is a subgraph of $G_e$. Also it is easily seen that $G_{e''}$ is one of the two connected components of $G_F \setminus \{e''\}$, namely the one to which the direction of $e''$ is towards. Since $G_{e''}$ is a subgraph of $G_e$, it is not hard to see that $e''$ must be an edge of $G_e$. Since the degree of $w_0$ is at least $3$, there are at least two vertices $w_1$ and $w_2$ in $G_e$ which are adjacent to $w_0$. But it is not hard to see that $G_{e''}$ does not contain $w_0$ and at least one of $w_1$ or $w_2$ among its vertices. Hence, $|\mathcal{A}_{\text{lab}(e')} \setminus \mathcal{A}_{\text{lab}(e'')}| \geq 2$. It follows that such a $\mathcal{A}_{\text{lab}(e'')} \setminus \mathcal{A}_{\text{lab}(e')} \setminus \mathcal{A}_{\text{lab}(e'')}$ with mentioned properties does not exist and this is a contradiction. So all edges of $G_e$ are getting closer to $w_0$ in $G_F$.

Claim 1

Claim 2. Directions of edges of $H_e$ are getting closer to $w_0$ in $G_F$.

Proof of Claim 2. Let $q$ be one of the edges connected to $w_0$ and different from $e$. One can see that $q$ is an edge in $G_e$ and by Claim 1, it is incoming to $w_0$. Let $G_q$ be the subgraph induced from $G_F$ on the vertex
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Let $w \in V(G_F)$ be a source of degree at least 2. We claim that $\emptyset \in F$ and $st(w) = \emptyset$. Assume for contradiction that there is some $x \in st(w)$. Then, since $w$ is a source, one can see that $x$ belongs to every member of $F$. It follows that $A_x = Y_F$ (where these notations were defined in definition of dual of set systems). Thus, $Y_F \in F^\ast$. Now since $(Y_F, F^\ast)$ is a well-graded family and $F^\ast$ in addition of $Y_F$ contains also members with size strictly less than the size of $Y_F$, one sees that there exists some member of $F^\ast$, say $A_z$, for some $z \in ess_F(X)$, which being viewed as a subset of $Y_F$, has size exactly one less than the size of $Y_F$, namely $|F| - 1$. By Remark 2.27, $z$ appears as the label of at least one edge of the graph $G_{F}$.

But since by assumption the labels of edges of $G_{F}$ are distinct, $z$ appears as the label of exactly one edge, say $e$, of $G_{F}$. Identify $A_e$ with its corresponding subset of vertices of $G_{F}$ (as explained in Remark 2.27). One sees that $A_{e}$ corresponds to the vertex set of that connected component of $G_F \setminus \{e\}$ to which the direction of $e$ is towards. On the other hand, since $w$ has degree at least 2 and $G_{F}$ is a tree, $G_F \setminus \{w\}$ has at least two connected components and the number of vertices in each of them is less than or equal to $|F| - 2$. Moreover, since $w$ is a source, the edge $e$ is getting far from $w$ and it is not hard to see that $A_{e}$ is a subset of vertices of one of the connected components of $G_F \setminus \{w\}$. Thus we have $|A_e| \leq |F| - 2$. But this is a contradiction. So $st(w) = \emptyset$. Therefore, $\emptyset \in F$ and $w = v_0$. In the case that $w$ is a sink, one can similarly show that $X \in F$ and $w = v_X$. \hfill \Box

**Definition 4.6.** By a full-chain of length $n$ we mean a sequence of sets $A_1 \subseteq A_2 \ldots \subseteq A_n$ such that for each $2 \leq i \leq n$ we have $|A_i \setminus A_{i-1}| = 1$. We call a set system $(X, F)$ a full-chain system if $F$ can be ordered in a way that becomes a full-chain.

Note that in the definition of full-chain systems, we allow the domain of the set system to possibly contain elements which belong to every or to no member of $F$.

**Definition 4.7.** We call an edge-labelled directed tree a starlike if all labels of it are distinct and it has a distinguished vertex $v_0$ of degree at least 2 which is either a source or a sink and moreover, other vertices have degrees at most 2. In this case, we call $v_0$ the centre of the starlike. We call each of the maximal directed paths starting from $v_0$ (when $v_0$ is a source), or ending in $v_0$ (when $v_0$ is a sink) a wing of the starlike.

**Definition 4.8.** We call a set system $(X, F)$ upward-starlike if $G_F$ is a starlike tree, $\emptyset \in F$ and $v_0$ is the centre and source of $G_F$ and in addition, there is some element of $X$ which does not belong to any member of $F$ (or equivalently $\emptyset$ belongs to the dual system $F^\ast$). Similarly, we call $(X, F)$ downward-starlike if $G_F$ is a starlike tree, $X \in F$ and $v_X$ is the centre and sink of $G_F$ and moreover, there is an element of $X$ which belongs to every member of $F$ (or equivalently $Y_F$ belongs to the dual system $F^\ast$). As an analogue to the notion of wing in starlike-trees, we call each of the maximal full-chains starting from element $\emptyset$ in an upward-starlike system, or ending in $X$ in a downward-starlike system a wing of that system.

It is easy to see that a set system $(X, F)$ is upward-starlike if and only if the set system $(X, \overline{F})$ (see Definition 2.14) is downward-starlike.

**Remark 4.9.**

1. Every full-chain system, upward-starlike system or downward-starlike system satisfies all equivalent clauses of Theorem 3.7.
2. The dual system of every full-chain system, upward-starlike system and downward-starlike system is a full-chain system, upward-starlike system and downward-starlike system respectively.

3. Every full-chain system, upward-starlike system and downward-starlike system is self-and dual extremal (and so self-and dual well-graded).

4. No upward-starlike or downward-starlike system is a maximum system.

5. Let \((X, \mathcal{F})\) be a full-chain system of length at least 2. Then \((X, \mathcal{F})\) is maximum if and only if \(X = \text{ess} \mathcal{F}(X)\). Moreover, either of these equivalent statements for a full-chain system of length at least 2, implies that the first member of the chain is \(\emptyset\).

**Proof** By definition, the one-inclusion graph of every upward-starlike or downward-starlike system is a tree with distinct labels. Also clearly the one-inclusion graph of every full-chain system is a one-way path with distinct labels. So by Theorem 4.10, the result is clear.

1. It is not very hard to verify the statement by direct computing the dual of such systems.

2. By combination of parts 1 and 2 of this remark, the result is clear.

3. One can see that every upward-starlike system \((X, \mathcal{F})\) has positive VC-dimension. So if it is maximum, then every element of \(X\) as a one-element subset is shattered by \(\mathcal{F}\). But this is impossible since there is some element in \(X\) which belongs to no member of \(\mathcal{F}\). So every upward-starlike system is not maximum. A similar argument works for downward-starlike systems.

4. First assume that the full-chain system \((X, \mathcal{F})\) is maximum and \(|\mathcal{F}| \geq 2\). So \(\text{VCdim}(X, \mathcal{F}) \geq 1\). Therefore, since the system is maximum, every element of \(X\) as a one-element subset is shattered by \(\mathcal{F}\). Thus, \(X = \text{ess} \mathcal{F}(X)\). Let \(A\) be the first member of the full-chain \(\mathcal{F}\). So each element of \(A\) belongs to all members of \(\mathcal{F}\). Hence, \(A \subseteq X \setminus \text{ess} \mathcal{F}(X)\). It follows that \(A = \emptyset\) and \(\mathcal{F}\) starts from \(\emptyset\). Furthermore, it is easy to see that every full-chain system \((X, \mathcal{F})\) of length at least 2 with \(X = \text{ess} \mathcal{F}(X)\) starts from \(\emptyset\) and is a 1-maximum system.

5. Note that the converse of Remark 4.11 does not hold. A simple example showing this is the set system \((X, \mathcal{F})\) where \(X := \{1, 2, 3\}\) and \(\mathcal{F} := \{\{1\}, \{1, 2\}, \{1, 3\}\}\). In this system \(G_{\mathcal{F}}\) is a tree with distinct labels on its edges. So this system satisfies Clause 6 of the Theorem 3.7. But it is clearly neither a full-chain system, nor an upward-starlike system nor a downward-starlike system. Regarding Remark 4.9, one can see that every upward-starlike system or downward-starlike system is an almost self-dual system. Also if a full-chain system starts with a nonempty set and does not have any element in its domain which appears in no member of the chain, then its dual system is a full-chain with the same length.

**Lemma 4.10.** Let \((X, \mathcal{F})\) be a set system. Then the following hold.

1. The system \((X, \mathcal{F})\) is dual well-graded and \(G_{\mathcal{F}}\) is a directed tree with distinct labels if and only if \((X, \mathcal{F})\) is either a full-chain system (or equivalently \(G_{\mathcal{F}}\) is a one-way path) or a downward-starlike or an upward-starlike system.

2. The system \((X, \mathcal{F})\) is ess-dual well-graded and \(G_{\mathcal{F}}\) is a directed tree with distinct labels if and only if \((X, \mathcal{F})\) is a full-chain system.

3. Assume that \(G_{\mathcal{F}}\) is a semitree. Then the dual system and ess-dual system of \((X, \mathcal{F})\) are not well-graded.

**Proof** If a set system \((X, \mathcal{F})\) is either a full-chain system or a downward-starlike or an upward-starlike, then by Remark 4.9, the system is self-and-dual well-graded family.

For the converse, assume that \((X, \mathcal{F})\) is a dual well-graded family and \(G_{\mathcal{F}}\) a directed tree with distinct labels. We divide the situations into two cases:

Case I. In this case we assume that the maximum degree of vertices of \(G_{\mathcal{F}}\) is less than or equal to 2. Then, since \(G_{\mathcal{F}}\) is a tree, its underlying undirected graph must be a path. If there is no vertex of degree 2
or if in every vertex with degree 2 the incoming and outgoing degrees are 1, then $G_F$ is a one-way path which follows that the system is a full-chain system. So assume that there is some vertex with incoming or outgoing degree 2. First assume that there is some vertex $w_0$ with incoming degree 2. We claim that $w_0$ is a sink. Assume for contradiction that $w_0$ is not a sink. Let $e_1$ and $e_2$ be the incoming edges to $w_0$. Now consider $A_{lab(e_1)}$ and $A_{lab(e_2)}$ as two subsets of vertices of $G_F$ (as explained in Remark 2.27) and denote by $G_{e_1}$ and $G_{e_2}$ the subgraphs induced on them by $G_F$. Since by assumption labels of edges of $G_F$ are distinct, $e_1$ and $e_2$ are two paths, union of them is $G_F$ and they have only vertex $w_0$ in common. Since $w_0$ is not sink and by using Remark 4.2 there is an edge $e_3$ whose direction is getting far from $w_0$. Without loss of generality, we may assume that $e_3$ is in $G_{e_1}$. Now it is not difficult to see that $A_{lab(e_2)} \subset A_{lab(e_1)}$ and $|A_{lab(e_1)} \setminus A_{lab(e_2)}| \geq 2$. Since $(Y_F, F^*)$ is assumed to be a well-graded family and $A_{lab(e_1)}, A_{lab(e_2)} \in F^*$, there exists $B \in F^*$ such that $A_{lab(e_2)} \not\subseteq B \not\subseteq A_{lab(e_1)}$ and $|A_{lab(e_2)} \setminus B| = 1$. So $B = \mathcal{A}_k$ for some $x \in X$ and since $B \not\subseteq B \not\subseteq Y_F$, we have $x \in ess_y(X)$. Hence, by using Remark 2.20 we have $B = A_{lab(e_3)}$ for some edge $e_4$ of $G_F$. Therefore, $A_{lab(e_1)} \not\subseteq A_{lab(e_2)} \not\subseteq A_{lab(e_3)}$ and $|A_{lab(e_3)} \setminus A_{lab(e_2)}| = 1$. Note that $e_4$ is the only edge with label $lab(e_4)$. One can see that $A_{lab(e_3)}$ corresponds to the vertex set of that connected component of $G_F \setminus \{e_4\}$ to which the direction of $e_4$ is towards. But now it is not hard to see that $e_4 \not\subseteq E_{G_{e_3}}$ and $e_4$ is getting far from $w_0$. Also it is easily seen that $|A_{lab(e_3)} \setminus A_{lab(e_2)}| \geq 2$ which is a contradiction. Therefore, $w_0$ is a sink. So $G_F$ is a starlike with centre $w_0$. Also by Lemma 4.5.11, $X \in F$ and $w_0 = v_X$. Now we only need to show that there is an element of $X$ which belongs to every member of $F$. Let $a_1$ and $a_2$ be two ending vertices of the underlying undirected graph of $G_F$ (which is a path) and $h_1$ and $h_2$ be the unique adjacent edges to them respectively. Since $G_F$ is starlike with centre $w_0$ which is a sink, it is easily seen that $A_{lab(h_3)} = Y_F \setminus \{a_1\}$ and $A_{lab(h_2)} = Y_F \setminus \{a_2\}$ where we recall that we are again identifying the elements of $Y_F$ with the set of vertices of the graph $G_F$ as explained in Remark 2.27. Thus, $|A_{lab(h_1)} \cup A_{lab(h_2)}| = 2$. Since $(Y_F, F^*)$ is assumed to be a well-graded family and $A_{lab(h_1)}, A_{lab(h_2)} \in F^*$, there must exist some $c \in X$ such that $|A_{lab(h_1)} \Delta A_c| = 1$ and $|A_c \Delta A_{lab(h_2)}| = 1$. So either $A_c = Y_F$ or $A_c = Y_F \setminus \{a_1, a_2\}$. It follows that $c \in X \setminus ess_y(X)$ since otherwise, by Remark 2.20 and the assumption that labels of edges of $G_F$ are distinct, $c$ would be the label of exactly one edge of $G_F$ and then in this case, one can see that $A_c$ would contain exactly one of $a_1$ or $a_2$ which would be a contradiction. Consequently, since $A_c \not\subseteq \emptyset$, we have $A_c = Y_F$. Hence, $c$ is an element of $X$ which belongs to every member of $F$. Therefore, $(X, F)$ is a downward-starlike system.

With a similar argument as above, one can show that if there is some vertex $w_0$ with outgoing degree 2, then $w_0$ is a source and $G_F$ is a starlike with centre $w_0$, $\emptyset \not\subseteq F$ and $w_0 = v_0$. Moreover, there is some element in $X$ which does not belong to any member of $F$. Therefore, in this case $(X, F)$ is an upward-starlike system.

**Case II.** In this case we assume that there is some vertex $w_0$ of $G_F$ with degree at least 3. So by using Lemma 4.5.11, $w_0$ is either a source or a sink. By Remark 4.2 except $w_0$ there is no other source or sink in $G_F$. Hence, again by Lemma 4.5.11 there is no vertex of degree at least 3 in $G_F$ except $w_0$. Now one can see that the graph $G_F$ is starlike. Also by Lemma 4.5.12, if $w_0$ is a source, then $\emptyset \not\subseteq F$ and $w_0 = v_0$. Similarly, if $w_0$ is a sink, then $X \in F$ and $w_0 = v_X$.

**Claim:** If $w_0$ is a source, then $F^*$ contains $\emptyset$. Also if $w_0$ is a sink, $F^*$ contains $Y_F$.

**Proof of Claim:** We only prove the former case. The proof of the other case is similar. Assume that $w_0$ is a source. Let $a_1$ and $a_2$ be two vertices of degree 1 of $G_F$ and $h_1$ and $h_2$ be the unique adjacent edges to them respectively. We remind that $G_F$ is starlike and one sees that $a_1$ and $a_2$ belong to the different wings of $G_F$. Since $G_F$ is starlike with centre $w_0$ which is a source, it is easily seen that $A_{lab(h_1)} = \{a_1\}$ and $A_{lab(h_2)} = \{a_2\}$ where we recall that we are identifying the elements of $Y_F$ with the set of vertices of the graph $G_F$ as explained in Remark 2.27. Since $(Y_F, F^*)$ is assumed to be a well-graded family and $A_{lab(h_1)}, A_{lab(h_2)} \in F^*$, there must exist some $c \in X$ such that $|A_{lab(h_1)} \Delta A_c| = 1$ and $|A_c \Delta A_{lab(h_2)}| = 1$. So either $A_c = Y_F$ or $A_c = Y_F \setminus \{a_1, a_2\}$. We claim that $c \in X \setminus ess_y(X)$. Assume not. Then by Remark 2.20 and the assumption that labels of edges of $G_F$ are distinct, $c$ is the label of exactly one edge of $G_F$. So $A_c$ is nonempty which follows that $A_c = \{a_1, a_2\}$. Also since $a_1$ and $a_2$ belong to the different wings of $G_F$ and $w_0$ is source, one sees that $A_c$ contains at most one of $a_1$ or $a_2$ which is a contradiction. Consequently,
\(c \in X \setminus \text{ess}_F(X)\). Now, since \(\mathcal{A}_t \neq Y_F\), we have \(\mathcal{A}_t = \emptyset\). Therefore, \(F^*\) contains \(\emptyset\).

Claim 2 \(\square\)

Using the above claim, if \(w_0\) is a source, then \(F^*\) contains \(\emptyset\) which is equivalent to say that there exists some \(x \in X\) which belongs to no members of \(F\). Therefore, in this case the system \((X, F)\) is upward-starlike. Similarly, if \(w_0\) is a sink, then \(Y_F \in F^*\) which is equivalent to say that there exists some \(x \in X\) which belongs to every member of \(F\). In this case the system is downward-starlike.

2. If the set system \((X, F)\) is a full-chain system, then it is easy to see that it is ess-dual well-graded and also \(G_F\) is a directed tree (in fact a one-way path) with distinct labels. We prove the converse. For simplifying the notations, we use notation \(Z\) for \(\text{ess}_F\)(X). Consider the set system \((Z, G)\) where \(G = F \cap Z\), the trace of the system \((X, F)\) on the subset \(Z\) of its domain \(X\). One can see that the graphs \(G_F\) and \(G_Z\) are isomorphic (as labelled directed graphs) via the map \(v_A \rightarrow v_{A\cap Z}\) for every \(A \in F\). So \(G_Z\) is a directed tree with distinct labels. One can also verify that \(Y_F\) and \(Y_G\) can be identified and moreover, ess-dual of \((X, F)\) and dual of \((Z, G)\) can be seen as the same. Hence, \((Z, G)\) is a dual well-graded family. So by part 1 of this lemma, \((Z, G)\) is either a full-chain system or a downward-starlike system or an upward-starlike system. But \((Z, G)\) cannot be upward-starlike or downward-starlike since \(Z = \text{ess}_G(Z)\) while in the definition of upward (or downward)-starlike systems, there is some element which belongs to no (every) member of the system which implies that this element belongs to \(Z \setminus \text{ess}_G(Z)\). So \((Z, G)\) is a full-chain system. Now one can see that the initial system \((X, F)\) is also a full-chain system.

3. Assume for contradiction that the dual system \((Y_F, F^*)\) is a well-graded family. Let \(a_1, a_2, a_3, a_4\) and \(a_4\) be the vertices of the parallel-directed-labelled \(C_4\)-cycle of \(G_F\) indexed by the cyclic order of the \(C_4\) cycle. Denote this \(C_4\)-cycle by \(C\). It is easy to see that without loss of generality, one can assume that the directions of edges of the cycle \(C\) are \(a_1 \rightarrow a_2, a_2 \rightarrow a_3, a_3 \rightarrow a_4\) and \(a_1 \rightarrow a_4\). Note that by definition of semitree graphs we have \(\text{lab}(a_2a_3) = \text{lab}(a_1a_4)\) and \(\text{lab}(a_1a_2) = \text{lab}(a_3a_4)\). Let \(l := \text{lab}(a_2a_3)\) and \(s := \text{lab}(a_1a_2)\). So \(l\) and \(s\) are in fact two distinct elements of \(\text{ess}_F(X)\). Also \(\mathcal{A}_l \in F^*\). Moreover, \(a_3, a_4 \in \mathcal{A}_l\) and \(a_1, a_2 \notin \mathcal{A}_l\) where we are identifying the elements of \(Y_F\) with the set of vertices of the graph \(G_F\) as explained in Remark 2.27. Similarly, we have \(a_2, a_3 \in \mathcal{A}_s\) and \(a_1, a_4 \notin \mathcal{A}_s\). Now since \(F^*\) contains other elements except \(\mathcal{A}_l\) and \((Y_F, F^*)\) is assumed to be a well-graded family, one can see that there exists some \(\mathcal{A}_t \in F^*\) for some \(t \in X\) different from \(l\) such that \(|\mathcal{A}_t \Delta \mathcal{A}_l| = 1\). If \(t \in X \setminus \text{ess}_F(X)\), then either \(\mathcal{A}_t = Y_F\) or \(\mathcal{A}_t = \emptyset\). In the former case we get the contradiction \(|\mathcal{A}_t \Delta \mathcal{A}_l| \geq 2\) since as mentioned earlier, \(a_1, a_2 \in Y_F \setminus \mathcal{A}_t\) and in the latter case we get the same contradiction since \(a_3, a_4 \in \mathcal{A}_t\). Thus, \(t \in \text{ess}_F(X)\). Note that by Theorem 2.11 \(|\mathcal{A}_t \Delta \mathcal{A}_l| = 1\), the system \((X, F)\) is a well-graded family. So by Remark 2.20 there is an edge \(e\) of the graph \(G_F\) with label \(t\). If \(t = s\), then \(\mathcal{A}_t = \mathcal{A}_s\) and so \(a_2, a_3 \in \mathcal{A}_t\) and \(a_1, a_4 \notin \mathcal{A}_t\). Combining this with the fact that \(a_3, a_4 \in \mathcal{A}_l\) and \(a_1, a_2 \notin \mathcal{A}_l\), we have \(a_2, a_3 \in \mathcal{A}_l \Delta \mathcal{A}_t\). It follows that \(|\mathcal{A}_t \Delta \mathcal{A}_l| \geq 2\) which is contradiction. Therefore, \(t \neq s\) and as mentioned earlier, \(t \neq l\). Hence, the edge \(e\) is not among four edges of the cycle \(C\) of \(G_F\). Thus, by the definition of a semitree, \(e\) is the only edge of \(G_F\) which has \(t\) as the label. So by Remark 2.28 \([e]\) is the same as the cut-set \(E(\mathcal{A}_t, \mathcal{A}_l)\) of the graph \(G_F\) and the graph \(G_F \setminus [e]\) has two connected components which are in fact the induced subgraphs of \(G_F\) on \(\mathcal{A}_t\) and \(\mathcal{A}_l\). Also it is hard to see that depending on the direction of the edge \(e\), the cycle \(C\) is a subgraph of one of these two connected components. Hence, the set \(\{a_1, a_2, a_3, a_4\}\) is either a subset of \(\mathcal{A}_t\) or a subset of \(\mathcal{A}_l\). But in either of the cases we have \(|\mathcal{A}_t \Delta \mathcal{A}_l| \geq 2\) which is a contradiction. Therefore, the dual system \((Y_F, F^*)\) is not a well-graded family. With a similar argument as above, one can also show that the ess-dual system of \((X, F)\) is not a well-graded family. \(\square\)

Lemma 4.11. Let \((X, F)\) be a set system. Then the following hold.

1. If \((X, F)\) is a self-and-dual well-graded family, then we have \(|\text{ess}_F(X)| + 1 \leq |F| \leq |\text{ess}_F(X)| + r_F + 1\) where \(r_F\) is the number of elements of the set \(\{0, X\}\) which belong to \(F\). So in particular if \(F\) contains none of \(\emptyset\) and \(X\), then we have \(|F| = |\text{ess}_F(X)| + 1\) which means that the additivity of the system is 1.

2. If \((X, F)\) is a self-and-ess-dual well-graded family, then we have \(|F| = |\text{ess}_F(X)| + 1\). Moreover, the quantity \(r_F' := |\{A \in F : \text{ess}_F(X) \subseteq A \text{ or } A \cap \text{ess}_F(X) = \emptyset\}|\) is equal to 2.
Proof [1] As usual, let $(Y_F, F^*)$ be the dual system of $(X, F)$. For simplifying the notations of the proof, we use $Y$ instead of $Y_F$. By using Proposition 3.1 and our assumption that the dual system is well-graded, we have $|ess_Y(Y)| + 1 \leq |F^*|$. We remind that each element of $F^*$ is of the form $\mathcal{A}_i$ for some $x \in X$. Moreover, for every $x \in X \setminus ess^Y(Y)$ either $\mathcal{A}_i = Y$ or $\mathcal{A}_i = \emptyset$. So we have $|F^*| \leq |ess^Y(Y)| + 2$. On the other hand, for every $A \in F$, $y_A$ belongs to $Y \setminus ess^Y(Y)$ if and only if either $y_A \in \mathcal{A}_i$ for every $x \in X$ or $y_A \notin \mathcal{A}_i$ for every $x \in X$. This is equivalent to say that either $A = X$ or $A = \emptyset$. Thus, $|Y \setminus ess^Y(Y)| = r_F$ where we recall that $r_F = |F \cap \{0, X\}|$. So since $ess^Y(Y) \subseteq Y$, we have $|Y| - |ess^Y(Y)| = r_F$. Hence, we have $|F| - r_F = |Y| - r_F = |ess^Y(Y)|$. Now combining the above facts, we have $|F| - r_F + 1 = |ess^Y(Y)| + 1 \leq |F^*| \leq |ess^Y(X)| + 2$ which implies that $|F| \leq |ess^Y(X)| + r_F + 1$. Since $(X, F)$ is a well-graded family, again by Proposition 3.1 we have $|ess^Y(X)| + 1 \leq |F|$. So $|ess^Y(X)| + 1 \leq |ess^Y(X)| + r_F + 1$ as desired. Moreover, if $F$ contains none of $0$ or $X$, then $r_F = 0$ and $|F| = |ess^Y(X)| + 1$ which means that the additonality of $(X, F)$ is 1.

The proof is similar to the proof of part 1. For sake of clarity we give it in detail. We recall that $(Y_F, F^*_{ess})$ is the notation for ess-dual system of $(X, F)$. Similar to part 1 we use $Y$ instead of $Y_F$. Since the ess-dual system is assumed to be well-graded, by using Proposition 3.1 we have $|ess^Y_{ess}(Y)| + 1 \leq |F^*_{ess}|$. We recall that each element of $F^*_{ess}$ is of the form $\mathcal{A}_i$ for some $x \in ess^Y(Y)$. So $|F^*_{ess}| \leq |ess^Y(Y)|$. On the other hand, for every $A \in F$, $y_A$ belongs to $Y \setminus ess^Y_{ess}(Y)$ if and only if either $y_A \in \mathcal{A}_i$ for every $x \in ess^Y(X)$ or $y_A \notin \mathcal{A}_i$ for every $x \in ess^Y(X)$. This is equivalent to say that either $ess^Y(Y) \subseteq A$ or $A \cap ess^Y(Y) = \emptyset$. So $|Y \setminus ess^Y_{ess}(Y)| = \|A \in F : ess^Y(X) \subseteq A \lor A \cap ess^Y(X) = \emptyset\| = r^*_F$.

Hence, since $ess^Y_{ess}(Y) \subseteq Y$, we have $|Y| - |ess^Y_{ess}(Y)| = r^*_F$. Therefore, $|F| - r^*_F = |Y| - r^*_F = |ess^Y_{ess}(Y)|$. Now combining the above facts we have $|F| - r^*_F + 1 = |ess^Y_{ess}(Y)| + 1 \leq |F^*_{ess}| \leq |ess^Y(X)|$ which implies that $|F| \leq |ess^Y(X)| + r^*_F - 1$. Since $F$ is a well-graded family, again by Proposition 3.1 we have $|ess^Y(X)| + 1 \leq |F|$. So $|ess^Y(X)| + 1 \leq |F| \leq |ess^Y(X)| + r^*_F - 1$.

It can be easily seen that $r^*_F \leq 2$. Therefore, one concludes that $|F| = |ess^Y(X)| + 1$ and $r^*_F = 2$. □

The following theorem is the main result of this section and characterizes self-and-(ess-) dual well-graded families.

Theorem 4.12. Assume that $(X, F)$ is a set system. Then the following hold.

1. The system $(X, F)$ is a self-and-dual well-graded family if and only if it is either a full-chain system or an upward-starlike system or a downward-starlike system. Moreover, every self-and-dual well-graded family has additonality 1.

2. The system $(X, F)$ is self-and-ess-dual well-graded if and only if $F$ is a full-chain system. Moreover, every self-and-ess-dual well-graded family has additonality 1.

Proof [1] If a set system is either a full-chain system, or a downward-starlike or an upward-starlike, then by Remark 4.9[3], the system is self-and-dual well-graded family. Now we prove the converse. Assume that the system is a self-and-dual well-graded family. By Lemma 4.11[10], we have $|ess^Y(X)| + 1 \leq |F| \leq |ess^Y(X)| + r_F + 1$ where we recall that $r_F = |F \cap \{0, X\}|$. So it is enough to consider the following cases.

Case 1. In this case we assume that $|F| = |ess^Y(X)| + 1$. By equivalence of parts 5 and 6 of Theorem 3.7 $G_F$ is a labelled directed tree with distinct labels. Now by Lemma 4.10[11] and the assumption that the dual of our system is well-graded, it follows that the system is either a full-chain system or an upward-starlike system or a downward-starlike system.
Case II. In this case we assume that \(|\mathcal{F}| = |ess_{\mathcal{F}}(X)| + 2\). Now by using Theorem 3.11(1) = \(\dagger\) and Lemma 4.10(3), the dual system cannot be a well-graded family. So this case contradicts the assumptions and is impossible to happen.

Case III. In this case we assume that \(|\mathcal{F}| = |ess_{\mathcal{F}}(X)| + 3\). Hence, by Lemma 4.11(1), we have \(0, X \in \mathcal{F}\). So every one element subset of \(X\) is shattered by \(\mathcal{F}\). Thus, \(X = ess_{\mathcal{F}}(X)\). Therefore, \(|\mathcal{F}| = |X| + 3\) and since \(|V(G_F)| = |\mathcal{F}|\), we have \(|V(G_F)| = |X| + 3\). Since the system is a well-graded family, there is a one-way path \(P\) in \(G_F\) from \(v_\emptyset\) to \(v_X\) with \(|X| + 1\) vertices. Hence, there are exactly two vertices of \(G_F\), say \(v_B\) and \(v_C\) for some \(B, C \in \mathcal{F}\), which are outside of the path \(P\). In particular, \(B\) and \(C\) are different from \(\emptyset\) and \(X\). Let \(n := |X|\). Without loss of generality, we may assume that \(X = \{a_1, a_2, \ldots, a_n\}\) and vertices of the path \(P\) consists of \(v_i\)'s (for \(i = 0, \ldots, n\)) where \(A_0 = \emptyset\) and for each \(1 \leq i \leq n\), \(A_i := \{a_j : 1 \leq j \leq i\}\) and \(A_i\)'s are some members of \(\mathcal{F}\). So we have \(\mathcal{F} = \{A_i : 0 \leq i \leq n\} \cup \{B, C\}\). Note that for each \(1 \leq i \leq n\), \(a_i\) is the label of the edge between \(v_{A_{i-1}}\) and \(v_{A_i}\) in \(P\). Without loss of generality, assume that \(|B| \leq |C|\). Since the system is a well-graded family, there is a one-way path in \(G_F\) with \(|B| + 1\) vertices from \(v_0\) to \(v_B\). So there is a \(E \in \mathcal{F}\) such that \(E \subset B\) and \(B\) has exactly one element more than \(E\). Since \(|E| < |B| \leq |C|\), \(E\) is different from \(B\), \(C\) and \(X\). Thus, \(E = A_i\) for some \(0 \leq i_0 < n - 1\). Let \(1 \leq i_0 \leq n\) be such that \(a_i\) is the single element of \(B \setminus A_{i_0}\). So \(v_{A_{i_0}}\) is adjacent to \(v_B\) with an edge with label \(a_{i_0}\). Note that \(t_0 > t_0\) since otherwise \(a_{i_0} \in \{a_j : 1 \leq j \leq i_0\} = A_{i_0}\). Since \(v_{A_{i-1}}\) is a vertex of the path \(P\) and \(v_B\) is not in \(P\), \(B\) is different from \(A_{i_0+1}\). Hence, we have \(t_0 \neq t_0 + 1\) since otherwise \(B = A_{i_0} \cup \{a_{i_0}\} = A_{i_0} \cup \{a_{i_0+1}\} = A_{i_0+1}\). So \(t_0 \geq t_0 + 2\).

Now consider the dual system of \(\mathcal{F}\). As explained in Remark 2.23 for every \(1 \leq r \leq n\), the set of edges of \(G_F\) with label \(a_r\) is exactly the cut-set of the edges between \(A_{i_0}\) and \(A_{i_0}\) where \(A_{i_0}\) is viewed as a subsets of the vertices of \(G_F\) in the way explained in Remark 2.27. We mention the following facts and use them later.

(a) For any \(1 \leq m, r \leq n\), vertex \(v_{\mathcal{A}_{i_0}}\) of path \(P\) belongs to \(A_{i_0}\) if and only if \(a_r \in A_{i_0}\) if and only if \(r \leq m\).

(b) Since \(a_i \in B\), we have \(v_B \in A_{i_0}\).

(c) Since \(B = A_{i_0} \setminus \{a_{i_0}\}\), for any \(r > i_0\) with \(r \neq t_0\), we have \(a_r \notin B\) which follows that \(v_B \notin A_{i_0}\).

Now consider \(A_{i_0}\) as a member of the dual system and analyse it. Since the dual system contains other elements except \(A_{i_0}\) and also assumed to be a well-graded family, it should contain some \(H\) such that \(|\mathcal{A}_{i_0} \triangle H| = 1\). So \(H = A_{i_0}\) for some \(s \neq i_0\). We divide the situations for \(s\) to the following three cases.

- If \(s \leq i_0\), then by above statement (a), we have \(v_{A_{i_0}}, v_{A_{i_0+1}} \in A_{i_0}\) while since \(t_0 \geq i_0 + 2\), \(v_{A_{i_0}}, v_{A_{i_0+1}} \notin A_{i_0}\).

- If \(i_0 < s \leq t_0\), then by statements (b) and (c), we have \(v_B \in A_{i_0} \setminus A_{i_0}\). Also by statement (a) we have \(v_{A_{i_0+1}} \in A_{i_0} \setminus A_{i_0}\).

- If \(s > t_0\), then by statements (b) and (c), we have \(v_B \in A_{i_0} \setminus A_{i_0}\). Also by statement (a) we have \(v_{A_{i_0+1}} \in A_{i_0} \setminus A_{i_0}\).

In each of the above cases we have \(|\mathcal{A}_{i_0} \triangle A_{i_0}| > 1\). So such \(H\) does not exist which is a contradiction. Therefore, case III is impossible to happen.

So far we have shown that only Case I is possible to happen and in that case we have \(|\mathcal{F}| = |ess_{\mathcal{F}}(X)| + 1\). It follows that every self-and-dual well-graded family is either a full-chain system or an upward-starlike or a downward-starlike system and moreover, it has additionality 1. This completes the proof of part 1.

(2) If the system is a full-chain system, then it is easy to see that it is a self-and-ess-dual well-graded family. Now we prove the converse. Since the system is a self-and-ess-dual well-graded family, by Lemma 4.11(2), we have \(|\mathcal{F}| = |ess_{\mathcal{F}}(X)| + 1\). So the additionality of the system is 1. Therefore, since the system is a well-graded family, by Theorem 4.10(2) and the assumption that the ess-dual of the system is well-graded, it follows that the system is a full-chain system. □

The following statement characterizes the self-and-dual extremal (maximum) systems.
We call a vertex of a graph fully-connected (\(\emptyset\)). Also since \(|F|\) VC-dimension have been investigated in papers such as [28] and [29]. In this final section, we investigate the semi-closed-twin-free vertices the graph \(G\). Corollary 4.13.

1. A set system is self-and-dual extremal if and only if it is a self-and-dual well-graded family if and only if it is of one of three types of systems mentioned in Theorem 4.12.

2. A set system \((X, \mathcal{F})\) is self-and-dual maximum if and only if either \(|\mathcal{F}| = 1\) or \(\mathcal{F} = \{\emptyset, X\}\).

**Proof** By Remark 2.13 every self-and dual extremal system is a self-and dual well-graded family. Also by Theorem 4.12 every self-and dual well-graded system is either a full-chain system or an upward-starlike or a downward-starlike system. Moreover, by Remark 4.9(3), such systems are self-and dual extremal.

Let \((X, \mathcal{F})\) be a set system. If \(|\mathcal{F}| = 1\), namely \(\mathcal{F} = \{A\}\) for some \(A \subseteq X\), then the system is 0-maximum and it is easy to see that its dual system is a full-chain system of length 1 (if \(A = \emptyset\) or \(A = X\)) or 2 (if \(\emptyset \subseteq A \subseteq X\)) on a one-element domain. So the dual system is a maximum system of VC-dimension 0 or 1. If \(\mathcal{F} = \{\emptyset, X\}\), then it is easy to see that the system is self-and dual maximum. For the converse, we assume that \((X, \mathcal{F})\) is a self-and dual maximum system with \(|\mathcal{F}| \geq 2\). It is enough to show that \(\mathcal{F} = \{\emptyset, X\}\). By remarks 2.12 and 4.13 every self-and dual maximum system is a self-and dual well-graded family which in turn, by Theorem 4.12, is either a full-chain system, an upward-starlike system or a downward-starlike system. But by Remark 4.9(3), the two latter cases cannot happen and so the system is a full-chain system. Also since \(|\mathcal{F}| \geq 2\), the length of the chain is at least 2. Hence, by Remark 4.9(5) \(X = ess_\mathcal{F}(X)\) and the first member of the chain is \(\emptyset\). Now it is not hard to see that the dual system \((Y_\mathcal{F}, \mathcal{F}^*)\) is a full-chain system with \(|\mathcal{F}^*| = |\mathcal{F}| - 1\) which starts with a nonempty set. So by assumption that the dual system \((Y_\mathcal{F}, \mathcal{F}^*)\) is a maximum system and using Remark 4.9(3) for \((Y_\mathcal{F}, \mathcal{F}^*)\), we have \(|\mathcal{F}^*| \leq 2\). Thus \(|\mathcal{F}| = 1\) which follows that \(|\mathcal{F}| = 2\). Therefore, since \(X = ess_\mathcal{F}(X)\) and \(\emptyset \in \mathcal{F}\), it is easy to see that \(\mathcal{F} = \{\emptyset, X\}\). □

**Remark 4.14.** The main results of the paper so far, namely theorems 3.7, 3.11 and 4.12 hold for the set systems \((X, \mathcal{F})\) which \(X\) is an infinite domain but ess\(_\mathcal{F}\)(\(X\)) is finite.

5. Well-gradedness of set systems associated to graphs

Various kinds of set systems associated to graphs and certain combinatorial features of them such as their VC-dimension have been investigated in papers such as [28] and [29]. In this final section, we investigate the properties of well-gradedness, being extremal and being maximum for some of the set systems associated to graphs. More precisely, in subsections 5.1 and 5.2 we use the results of the previous sections in order to characterize the property of being well-graded, extremal or maximum for the set systems of neighbourhoods and closed-neighbourhoods of the graphs. Moreover, in Subsection 5.3 we do the similar things for the set systems of cliques and independent sets of graphs and also investigate the VC-dimension of such systems.

5.1. Graphs with well-graded families of neighbourhoods

Let \(G\) be an undirected graph, possibly with loops (i.e. edges connecting a vertex to itself). For any vertices \(u\) and \(v\) of \(G\), we use the notation \(u \sim v\) for \(u\) and \(v\) are adjacent by an edge. Note that if there is a loop on a vertex \(v\), then \(v\) is adjacent to itself. We denote the set of vertices adjacent to \(v\) by \(N_G(v)\) and call it the neighbourhood of \(v\). Also we denote by \(N_G[v]\) the closed-neighbourhood of \(v\) which is \(N_G(v) \cup \{v\}\). Let \(\mathcal{N}(G) := \{N_G(v) : v \in V(G)\}\) and \(\mathcal{N}_d(G) := \{N_G[v] : v \in V(G)\}\). We consider the set systems \((V(G), \mathcal{N}(G))\) and \((V(G), \mathcal{N}_d(G))\) and call them the neighbourhood-set system and closed-neighbourhood-set system of the graph \(G\). When it is clear from the context, we usually write \(N(v), N[v], N\) and \(N_d\) instead of \(N_G(v), N_G[v], N(G)\) and \(N_d(G)\) respectively. We call two vertices \(v, w\) of \(G\) twin (closed-twin) if \(N(v) = N(w)\) \((N[v] = N[w])\). We call a graph twin-free (closed-twin-free) if it does not have twin (closed-twin) vertices. We call a vertex of a graph fully-connected if it is connected to every other vertex of the graph. A graph is called semi-twin-free if whenever two distinct vertices are twin, then both are isolated, where by an isolated vertex we mean a vertex of degree 0. Similarly, we call a graph semi-closed-twin-free if whenever two distinct vertices are closed-twin, then both are fully-connected. Obviously every twin-free graph is semi-twin-free and every closed-twin-free graph is semi-closed-twin-free. We recall from Definition 2.25 that a
self-dual system is a system which is isomorphic to its dual system. Also as defined in Definition 2.33 the purification of any almost self-dual system is isomorphic to its dual system.

**Remark 5.1.** If \( G \) is a twin-free undirected graph, then \((V(G), N)\), the neighbourhood-set system of \( G \), is self-dual. In general, without having the twin-free assumption, \((V(G), N)\) is almost self-dual (see Definition 2.33). The same statements hold if one replaces neighbourhood-set system to closed-neighbourhood-set system, \( N \) to \( N_{cl} \) and twin-free to closed-twin-free.

**Proof** We define the following map between \((V(G), N)\) and its dual system \((Y_N, N^{*})\):

\[
f : V(G) \rightarrow Y_N
\]

\[
v \mapsto y_{N(v)}.
\]

So for every \( v \in V(G) \) we have \( f(N(v)) = \{f(w) : w \in N(v)\} = \{y_{N(w)} : w \in N(v)\} = \{y_{N(w)} : v \in N(w)\} = A_v.
\]

It is clear that \( f \) is a surjective map on \( Y_N \) and moreover, if \( G \) is twin-free, then \( f \) is injective. So in this case one can see that \( f \) is an isomorphism between two systems which follows that the neighbourhood-set system of \( G \) is self-dual. In general, without having the twin-free assumption on \( G \), for any two vertices \( v \) and \( w \) we have \( f(v) = f(w) \) if and only if \( v \) and \( w \) are twin vertices and one can see that it is equivalent to say that \( v \sim_N w \) (as defined in Definition 2.31). So \( f \) induces a map from \( \frac{V(G)}{N} \) to \( Y_N \) and one can see that it gives rise to an isomorphism between \( (\frac{V(G)}{N}, \overline{N}) \) and \((Y_N, N^*)\) where we recall that \((\frac{V(G)}{N}, \overline{N})\) is the purification of the set system \((V(G), N)\) as defined in Definition 2.33. Note that a similar proof works if one replaces neighbourhood-set system to closed-neighbourhood-set system, \( N(\cdot)'s \) to \( N[\cdot]'s \), \( N \) to \( N_{cl} \) and twin-free to closed-twin-free.

**Definition 5.2.** We call a graph \( G \) neighbourhood-well-graded if the neighbourhood-set system of \( G \) is a well-graded family. Similarly, we call \( G \) neighbourhood-extremal (neighbourhood-maximum) if the neighbourhood set system of \( G \) is an extremal (maximum) set system. We can also define the notions closed-neighbourhood-well-graded, closed-neighbourhood-extremal and closed-neighbourhood-maximum in a similar way by replacing neighbourhood-set system in the definitions by closed-neighbourhood-set system.

**Remark 5.3.** Assume that \( G = (V, E) \) is a loopless neighbourhood-well-graded graph. Then \( G \) is semi-twin-free. Similarly, if \( G \) is a closed-neighbourhood-well-graded graph, then it is semi-closed-twin-free.

**Proof** We simplify the notations and let \((V, N)\) to be the neighbourhood-set system of \( G \). Let \( u \) and \( w \) be twin vertices. So they have the same \( N \)-types (as defined in Definition 2.31). Since \((V, N)\) is a well-graded family, by Remark 2.34 every two vertices with the same \( N \)-types are in \( V \setminus ess_N(V) \). Thus, \( u, w \in V \setminus ess_N(V) \). So \( u \) (and also \( w \)) either belongs to all \( N(\cdot)'s \) or to none of them. But since \( u \) does not belong to all \( N(\cdot)'s \) (for example \( u \notin N(u) \) since \( G \) is loopless) then it is isolated. The same holds for \( w \) too. So \( G \) is semi-twin-free.

Similarly, assume that \((V, N_{cl})\) is the closed-neighbourhood-set system of \( G \) and \( u \) and \( w \) are closed-twin vertices. So they have the same \( N_{cl} \)-types and by well-gradedness and Remark 2.34 we have \( u, w \in V \setminus ess_{N_{cl}}(V) \). Since \( u \) belongs to at least one member of \( N_{cl}(u) \) (for example \( N(u) \)), then it belongs to all \( N(\cdot)'s \) which follows that it is fully-connected. The same holds for \( w \) too. So \( G \) is semi-closed-twin-free.

**Remark 5.4.** Assume that \( G \) is a loopless neighbourhood-well-graded graph. Then the neighbourhood-set system of \( G \) is a self-and-dual well-graded family. Similarly, if \( G \) is closed-neighbourhood-well-graded, then its closed-neighbourhood-set system is a self-and-dual well-graded family.

**Proof** We use the same notations as Remark 5.1. Assume that \( G \) is loopless and neighbourhood-well-graded. We must show that neighbourhood-set system of \( G \), namely \((V(G), N)\), is dual well-graded. By Remark 5.1 the dual system of \((V(G), N)\) is isomorphic to \((\frac{V(G)}{N}, \overline{N})\). So it is enough to show that \((\frac{V(G)}{N}, \overline{N})\)
is a well-graded family. By Remark 5.3, $G$ is semi-twin-free. So if $u \sim_N w$ (which is equivalent to say that $u$ and $w$ are twin), then $u$ and $w$ are isolated. So $\overline{V(G)}_N$ can be obtained from $V(G)$ by identifying all isolated vertices in $V(G)$ to a single isolated vertex. Also $\overline{N}$ and $N$ can be identified and seen as the same. Now, having these descriptions of $\overline{V(G)}_N$ and $\overline{N}$, we can see that $\overline{V(G)}_N$ can be obtained from $V(G)$ by identifying all isolated vertices in $\overline{V(G)}_N$ to a single isolated vertex. Also $\overline{N}$ and $N$ can be identified and seen as the same. Now, having these descriptions of $\overline{V(G)}_N$ and $\overline{N}$, we can see that $\overline{V(G)}_N$ and $\overline{N}$ can be identified and seen as the same. Now, having these descriptions of $\overline{V(G)}_N$ and $\overline{N}$ and by using the assumption that $(V(G), N)$ is a well-graded family, it is easy to see that $(\overline{V(G)}_N, \overline{N})$ is also a well-graded family. A similar argument shows that if $G$ is closed-neighbourhood-well-graded, then its closed-neighbourhood-set system is a self-and-dual well-graded family. □

Definition 5.5. By the half-graph of order $n \geq 1$ we mean a bipartite graph with parts consisting of vertices $\{a_1, \ldots, a_n\}$ and $\{b_1, \ldots, b_n\}$ such that one of the following happens:

- For every $1 \leq i, j \leq n$, $a_i \sim b_j$ if and only if $i \leq j$.
- For every $1 \leq i, j \leq n$, $a_i \sim b_j$ if and only if $i \geq j$.

Half-graphs are important combinatorial objects which appear in graph theory and some other fields of mathematics such as arithmetic combinatorics and logic (in particular model theory). Note that, as roughly explained in the introduction of the paper, half-graphs have strong connections with Shelah’s notion of “stable theories” in the “classification theory” (see [43]) from model theory. As another example of applications of half-graphs, one can mention the celebrated Szemerédi regularity lemma which is an important result in combinatorics. In the context of this theorem, many interesting connections between the notion of “irregular-pairs” in the theorem and half-graphs have been discovered in combinatorics. The interested reader can refer to for example [32] to see some precise connections between half-graphs and Szemerédi regularity lemma. In [12], in fact half-graphs and the model theoretic order property are involved for analysing the Szemerédi regularity lemma. Such analysis gives rise to some improvements of the theorem for the case of stable graphs in that paper. Figure 2 illustrates an example of a half-graph.

![Figure 2: The half-graph of order 5.](image.png)

We will need the following remark in the proof of the main theorem of this section.

Remark 5.6. Assume that $N(v_1) \subseteq \ldots \subseteq N(v_n)$ is an increasing chain of neighbourhoods of some vertices in a loopless graph. Then for any $1 \leq i, j \leq n$ we have $v_i \notin N(v_j)$.

Proof Assume for contradiction that $v_i \in N(v_j)$ for some $i$ and $j$. We consider two cases. If $j \leq i$ then since $N(v_j) \subseteq N(v_i)$, we have $v_i \in N(v_j)$. It follows that $G$ has a loop which is a contradiction. Now assume that $i < j$. Since $v_i \in N(v_j)$ we have $v_j \in N(v_i)$ and since $N(v_i) \subseteq N(v_j)$ we have $v_j \in N(v_i)$ which again follows that $G$ has a loop which is a contradiction. □

The following theorem is the main result of this section and characterizes the neighbourhood-well-graded loopless graphs and relates them to the half-graphs.

Theorem 5.7. Let $G$ be a loopless graph. Then $G$ is a neighbourhood-well-graded graph if and only if it is either a nonempty set of isolated vertices or a union of some disjoint half-graphs and a nonempty set of isolated vertices.

Proof $\Leftarrow$) Clearly, the neighbourhood-set system of every graph of the form of a nonempty set of isolated vertices consists of only one member $\emptyset$ and so is a well-graded family. Also it is not hard to see that for every graph of the form of a union of some disjoint half-graphs and a nonempty set of isolated vertices.
vertices, the neighbourhood-set system is an upward-starlike system. Therefore, by Remark 4.9(1), the neighbourhood-set system of the graph is again a well-graded family.

\[\Rightarrow\) Let \((V, N)\) be the neighbourhood-set system of \(G\), where \(V = V(G)\) and \(N\) is the family of neighbourhoods. Also assume that \((V, N)\) is a well-graded family. So by Remark 5.4, \((V, N)\) is a self-and-dual well-graded family. Thus, by Theorem 4.15(1), \((V, N)\) is either a full-chain or an upward-starlike or a downward-starlike system and also its additionality is 1 which means that \(|N| = |\text{ess}_N(V)| + 1\). Moreover, we have \(|V| \geq |N|\) since every member of \(N\) corresponds to (neighbourhood of) some vertex in \(V\). Hence, \(|V| \geq |\text{ess}_N(V)| + 1\). Fix an arbitrary \(v_0 \in V \setminus \text{ess}_N(V)\). Thus, either \(v_0\) belongs to every member of \(N\) or to no one. Since \(G\) is loopless, for every \(v \in V\), \(v \not\in N(v)\). So there is no \(v \in V\) which belongs to every member of \(N\). Thus, \(v_0\) does not belong to any member of \(N\). Hence, \(v_0\) (and every other vertex in \(V \setminus \text{ess}_N(V)\)) is an isolated vertex of \(G\). So \(G\) contains a nonempty set of isolated vertices. Also \(V \not\subseteq N\) which follows that \((V, N)\) is not a downward-starlike system. Furthermore, we have \(N(v_0) \in N\) and \(N(v_0) = \emptyset\) which implies that \(N\) contains \(0\). Now we show that \((V, N)\) cannot be a full-chain system of length greater than 1. Assume for contradiction that \(N(v_1) \subseteq \ldots \subseteq N(v_n)\) is a full-chain of elements of \(N\) and contains all members of \(N\) where \(n \geq 2\). By Remark 5.6, one concludes that no member of \(N\) contains \(v_2\). It follows that \(v_2\) is an isolated vertex. But this is a contradiction since by definition of a full-chain, \(N(v_2) \neq \emptyset\). Therefore, one sees that the only possibility for \((V, N)\) to be a full-chain system is that \(N = \{0\}\) and \(V\) consists of a nonempty set of isolated vertices.

So far we have shown that \((V, N)\) is not a downward-starlike system and also is not a full-chain system unless \(G\) is a set of isolated vertices. So now we only need to consider the case that \((V, N)\) is an upward-starlike system and see what \(G\) looks like in this case. We recall from Definition 4.8 that each of the maximal full-chains starting from element \(\emptyset\) in an upward-starlike system is called a wing of that system. For every wing \(W\), by the length of \(W\) we mean the number of members of \(W\) except \(\emptyset\). Also we call the set of elements of the set system which appear in the members of \(W\) by the domain of \(W\) and denote it by \(D(W)\). Note that by definition of upward-starlike systems, labels of the edges of the one-inclusion graph of \((V, N)\) are distinct. It follows that for every two different wings \(W_1\) and \(W_2\) of \((V, N)\), we have \(D(W_1) \cap D(W_2) = \emptyset\). For two different wings \(W_1\) and \(W_2\) of \((V, N)\), we say that \(W_2\) accompanies \(W_1\) if there are \([x_1, \ldots, x_n]\) and \([y_1, \ldots, y_n]\), vertices in \(V\) and all distinct, such that members of \(W_1\) consist of \(\emptyset\) and \(N(x_i)\)'s, members of \(W_2\) consist of \(\emptyset\) and \(N(y_i)\)'s and moreover, for each \(1 \leq i \leq n\), \(N(x_i) = \{y_1, \ldots, y_i\}\) and \(N(y_i) = \{x_1, \ldots, x_i\}\). It is not hard to see that if a wing \(W_2\) accompanies a wing \(W_1\), then \(W_1\) accompanies \(W_2\) too. So we say that \(W_1\) and \(W_2\) accompany each other if one accompanies the other one or equivalently each one accompanies the other one. We will see below that in fact accompanying pairs correspond to half-graph subgraphs of \(G\).

Fix a wing \(W\) of \((V, N)\) and assume that it consists of the increasing sets \(\emptyset, N(v_1), \ldots, N(v_n)\) for some distinct \(v_i\)'s in \(V\) and some \(n\). Since \(\emptyset \subseteq N(v_1) \subseteq \ldots \subseteq N(v_n)\) is a full-chain, there are distinct \(v_i\)'s in \(V\) such that \(N(v_i) = \{u_1, \ldots, u_i\}\) for every \(1 \leq i \leq n\). By using Remark 5.6, we have \([u_1, \ldots, u_i] \cap \{v_1, \ldots, v_n\} = \emptyset\). Also one can see that for every \(1 \leq i \leq n\), we have \([v_1, \ldots, v_i] \subseteq N(u_i)\). We claim that \(N(u_i) = \{v_i, \ldots, v_n\}\) for every \(1 \leq i \leq n\). Assume for contradiction that there is some \(h \in N(u_i) \setminus \{v_i, \ldots, v_n\}\) for some \(i_0\). Note that \(h\) belongs to some member(s) of \(N\) for example \(N(u_{i_0})\), and does not belong to some other one(s) such as \(N(h)\). Thus, \(h \in \text{ess}_N(V)\). So by Remark 5.6, no other member of \(V\) has the same \(N\)-type (see Definition 4.4) as \(h\). Consequently, for every \(v \in V\), we have \(N(h) \neq N(v)\). In particular, \(N(h) \neq N(v_i)\) for every \(1 \leq i \leq n\). Hence, \(N(h)\) does not belong to the wing \(W\). It can be seen that since \((V, N)\) is an upward-starlike system, every member of \(N\) except \(\emptyset\) appears in exactly one wing. So \(N(h)\) is a member of a wing different from \(W\). Hence, since \(u_{i_0}\) belongs to the domain of \(W\) and the domains of every two different wings are disjoint (as mentioned earlier), \(u_{i_0} \not\in N(h)\). Thus, \(h \not\in N(u_{i_0})\) which is a contradiction. Therefore, \(N(u_i) = \{v_i, \ldots, v_n\}\) for every \(1 \leq i \leq n\).

There is a unique wing, say \(W'\), containing \(N(u_1)\) as a member. Thus, \([v_1, \ldots, v_n] = N(u_1) \subseteq D(W')\). So for every \(2 \leq j \leq n\), we have \(N(u_j) \subseteq D(W')\) since \(N(u_j) \subseteq N(u_1)\). Hence, again since domains of different wings are disjoint and every member of \(N\) except \(\emptyset\) appears in exactly one wing, for every
2 \leq j \leq n, N(u_j) must belong to the wing W'. Thus, \(0 \subseteq N(u_0) \subseteq N(u_{n-1}) \subseteq \ldots \subseteq N(u_1)\) are some starting members (in the sense of order of inclusion) of the wing W'. We claim that W' does not have any other member. Assume for contradiction that there exists some \(z\) different from \(u_i's\) such that \(N(z) \in W'\) and \(N(z)\) is different from \(N(u_i)\)'s. It is easily seen that \(N(z)\) appears after \(N(u_i)\) in the order of inclusions in the wing \(W'\) and \(N(u_i) \subset N(z)\). Thus, \(v_1 \in N(z)\) (and also any other \(v_i\) for \(i \leq n\)). So \(z \in N(v_1) = \{u_1\}\). Hence, \(z = u_1\) which is a contradiction with our assumption that \(z\) is different from \(u_i's\). Consequently, W' has no more members than what mentioned above and the lengths of W and W' are the same. Now one sees that W and W' accompany each other. Also it is easy to see that any wing different from W and W' does not accompany W or W'.

So far, it is shown that starting with any wing, one finds a unique different wing in such a way that they two accompany each other and moreover, any other wing accompanies none of them. Using this, it is not hard to observe that the family of wings of \(\mathcal{N}\) can be partitioned into some pairs of wings where in each pair, two wings accompany each other. Furthermore, it is easy to verify that if one ignores the element 0 in the wings, then these pairs of wings form a partitioning of \(\mathcal{N} \setminus \{0\}\). It is worth mentioning that although the length of both wings in each pair of accompanying wings are the same, wings of different pairs can have different lengths. It is easy to see that each pair \((W,W')\) of accompanying wings in the mentioned partitioning, corresponds to a half-graph in \(G\) with the order equal to the length of the wings in that pair. More precisely, ignoring the element 0 of W and W', the other members of W and W' in fact form the family of neighbourhoods of a subset of vertices of G such that the induced subgraph on that subset is a half-graph and also every vertex of that half-graph is not adjacent to any vertex outside of that half-graph. Now it is not difficult to use the above mentioned partitioning of the family of wings to pairs of accompanying wings and conclude that G is the union of some disjoint half-graphs and a nonempty set of isolated vertices. □

**Corollary 5.8.** A loopless graph is neighbourhood-extremal if and only if it is neighbourhood-well-graded if and only if it is of the form described in Theorem 5.7

**Proof** By using Theorem 5.7 and the fact that every extremal system is a well-graded family (see Remark 2.13), it is enough to show that every graph of the form of a nonempty set of isolated vertices or a union of some disjoint half-graphs and a nonempty set of isolated vertices is neighbourhood-extremal. But this is also clear since the neighbourhood-system of each of such graphs is either \(\{0\}\) (in the case that G is a nonempty set of isolated vertices) or an upward-starlike system which by Remark 4.9(1) is seen that is extremal. □

**Corollary 5.9.** A loopless graph is neighbourhood-maximum if and only if it is a nonempty set of isolated vertices.

**Proof** Clearly a nonempty set of isolated vertices is neighbourhood-maximum. For the converse, assume that \(G = (V,E)\) is a neighbourhood-maximum graph. Then by using remarks 2.12 and 2.13 it is neighbourhood-well-graded and by Theorem 5.7 it is of the form of a nonempty set of isolated vertices or a union of some disjoint half-graphs and a nonempty set of isolated vertices. Note that each isolated vertex of G cannot be shattered (as a single element subset of V) by the neighbourhood-set system. Therefore, since the neighbourhood-set systems is maximum, its VC-dimension should be zero. It follows that there is no half-graph in G and G is of the form of just a nonempty set of isolated vertices since otherwise, one can see that the VC-dimension of the neighbourhood-set system would be larger than zero. □

**5.2.** Graphs with well-graded families of closed-neighbourhoods

**Definition 5.10.** A co-half-graph of order \(n \geq 1\) is a graph with vertices \(a_1, \ldots, a_n\) and \(b_1, \ldots, b_n\) such that \(a_i \sim b_j\) for every \(i > j, a_i \sim a_j\) and \(b_i \sim b_j\) for every \(i, j\) with \(i \neq j\) and these are the only edges.

For a loopless graph G, by \(G'\) we mean a loopless graph with the same vertex set such that two distinct vertices are connected if and only if they are not connected in G. We call \(G'\) the complement of G. One can see that for any \(n \geq 1\), the co-half-graph of order \(n\) is exactly the complements of the half-graph of order \(n\).
Definition 5.11. By the between-full-union of two graphs $G_1$ and $G_2$ we mean a graph $G_3$ with vertex set consisting of disjoint union of $V(G_1)$ and $V(G_2)$ and $E(G_3) = E(G_1) \cup E(G_2) \cup \{(v, w) : v \in V(G_1), w \in V(G_2)\}$.

The following theorem characterizes closed-neighbourhood-well-graded, closed-neighbourhood-extremal and closed-neighbourhood-maximum graphs as defined in Definition 5.2.

Theorem 5.12. Assume that $G$ is a loopless graph. Then $G$ is a closed-neighbourhood-well-graded graph if and only if it is a closed-neighbourhood-extremal graph if and only if it is a between-full-union of some co-half-graphs and a complete graph. Also all of these are equivalent to say that $G'$ is a neighbourhood-well-graded graph. Moreover, $G$ is closed-neighbourhood-maximum if and only if $G'$ is neighbourhood-maximum and if only if $G$ is a complete graph.

Proof First we note that for every vertex $v$ of $G$ we have $N_G[v] = (N_G(v))^c$. So the set system $(V(G), N_{G'}(G))$ is the same as the set system $(V(G), F)$ (see Definition 2.14) where $F = N(G')$. Note that by Remark 2.17, the system $(V(G), F)$ is a well-graded family, extremal system or maximum system if and only if the system $(V(G), F)$ is a well-graded family, extremal system or maximum system respectively. So $G$ is closed-neighbourhood-well-graded (closed-neighbourhood-extremal) if and only if $G'$ is neighbourhood-well-graded (neighbourhood-extremal). But by Corollary 5.8, $G'$ is neighbourhood-well-graded if and only if $G''$ is neighbourhood-extremal if and only if $G'''$ is either a nonempty set of isolated vertices or a union of some disjoint half-graphs and a nonempty set of isolated vertices. So $G$ is closed-neighbourhood-maximum if and only if it is closed-neighbourhood-extremal if and only if it is the complement of such mentioned graphs or equivalently is either a complete graph or a between-full-union of some co-half-graphs and a complete graph.

Similarly, $G$ is closed-neighbourhood-maximum if and only if $G''$ is neighbourhood-maximum, which is, by Corollary 5.9, equivalent to say that $G'$ is a nonempty set of isolated vertices. It follows that $G$ is closed-neighbourhood-maximum if and only if it is a complete graph. \hfill \Box

5.3. Graphs with well-graded families of cliques and independent sets

In this subsection, we consider the set systems associated to graphs obtained by cliques and independent sets of the graphs. By a clique (independent set) in a graph $G$, we mean a subset of vertices of $G$ such that every two distinct vertices of them are adjacent (non-adjacent) in $G$. We consider $\emptyset$ and every single element subsets of the vertices of $G$ both as a clique and an independent set. By the clique-number (independence-number) of $G$, we mean the size of the largest clique (independent set) of $G$.

Definition 5.13. Let $G = (V, E)$ be a graph. We call a set system $(V, F)$, the set system of cliques (independent sets) of $G$ if elements of $F$ are the cliques (independent sets) of $G$ where we remind that we consider $\emptyset$ and every single element subsets of $V$ both as a clique and an independent set.

We call a set system $(X, F)$ down-closed if for every $A \in F$ and $B \subseteq A$, we have $B \in F$. One can see that every down-closed set system is an extremal system (and so a well-graded family). Also it is easy to verify that the VC-dimension of every down-closed set system is the same as the size of the largest member of the system.

Remark 5.14. Let $G = (V, E)$ be a graph and $(V, F)$ be the set system of cliques (independent sets) of $G$. Then the following hold.

1. The set system $(V, F)$ is down-closed and therefore an extremal system.
2. The VC-dimension of $(V, F)$ is equal to the clique-number (independence-number) of the graph $G$.

Proof Assume that $A \in F$. So $A$ is a clique (independent set) of $G$. Thus, every subset $B \subseteq A$ is also a clique (independent set) of $G$. Hence, $B \in F$. Therefore, $(V, F)$ is down-closed and so an extremal system.
Since \((V,\mathcal{F})\) is down-closed, its VC-dimension is equal to the size of the largest member of \(\mathcal{F}\) which is the same as the clique-number (independence-number) of \(G\).

It is not very hard to see that for a graph \(G\) with clique-number (independence number) at least 2, the set system of cliques (independent sets) is maximum if and only if \(G\) is a complete graph (a set of isolated vertices).
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