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Abstract

Question answering (QA) models for reading comprehension tend to exploit spurious correlations in training sets and thus learn shortcut solutions rather than the solutions intended by QA datasets. QA models that have learned shortcut solutions can achieve human-level performance in shortcut examples where shortcuts are valid, but these same behaviors degrade generalization potential on anti-shortcut examples where shortcuts are invalid. Various methods have been proposed to mitigate this problem, but they do not fully take the characteristics of shortcuts themselves into account. We assume that the learnability of shortcuts, i.e., how easy it is to learn a shortcut, is useful to mitigate the problem. Thus, we first examine the learnability of the representative shortcuts on extractive and multiple-choice QA datasets. Behavioral tests using biased training sets reveal that shortcuts that exploit answer positions and word-label correlations are preferentially learned for extractive and multiple-choice QA, respectively. We find that the more learnable a shortcut is, the flatter and deeper the loss landscape is around the shortcut solution in the parameter space. We also find that the availability of the preferred shortcuts tends to make the task easier to perform from an information-theoretic viewpoint. Lastly, we experimentally show that the learnability of shortcuts can be utilized to construct an effective QA training set; the more learnable a shortcut is, the smaller the proportion of anti-shortcut examples required to achieve comparable performance on shortcut and anti-shortcut examples. We claim that the learnability of shortcuts should be considered when designing mitigation methods.

Introduction

Natural language understanding (NLU) models based on deep neural networks (DNNs) have been shown to exploit spurious correlations (also called dataset bias (Torralba and Efros 2011) or annotation artifacts (Gururangan et al. 2018)) in the training set, and produce learning shortcut solutions (Geirhos et al. 2020) rather than the solutions intended by datasets. Shortcut learning by NLU models causes poor generalization to anti-shortcut examples where the spurious correlations no longer hold and the learned shortcuts fail (McCoy, Pavlick, and Linzen 2019; Gardner et al. 2020).

To date, question answering (QA) models for reading comprehension have been reported to learn several types of shortcut solutions (Jia and Liang 2017; Sugawara et al. 2018; Ko et al. 2020). Various approaches have been proposed to mitigate these problems in QA, such as data augmentation (Shinoda, Sugawara, and Aizawa 2021a) and debiasing methods (Ko et al. 2020; Wu et al. 2020). However, those methods have not fully taken the characteristics of shortcuts into account.

We assume that studying the learnability of each shortcut in QA datasets should be useful to construct training sets or design data augmentation methods for mitigating the problem. This assumption is supported by the work by Lovering et al. (2021), who show that the learnability of a shortcut and the proportion of anti-shortcut examples in a training set are the two important factors that affect the shortcut learning behavior in grammatical tasks.

To verify our assumption, we first examine the learnability of representative shortcuts in extractive and multiple-choice QA. In addition, we investigate how the learnability of a shortcut is related to the proportion of anti-shortcut examples required to mitigate the shortcut learning. Namely, we aim to answer the following research questions (RQs): 1) When every shortcut is valid for answering every question in biased training sets, which shortcut do QA models prefer to learn? 2) Why are certain shortcuts learned in preference to other shortcuts from the biased training sets? 3) How quantitatively different is the learnability for each shortcut? 4) What proportion of anti-shortcut examples in a training set is required to avoid learning a shortcut? Is it related to the learnability of shortcuts?

We answer the first question with behavioral tests using biased training sets as illustrated in Figure 1. These experiments reveal which shortcut solution is preferred by QA models when every shortcut is applicable to the biased training sets. We show that, in extractive QA, the shortcut based on answer-position is preferred over the word matching and question-answer type matching shortcuts. In multiple-choice QA, the shortcut exploiting word-label correlations is preferred to the one using lexical overlap.

We answer the second question from the perspective of the loss landscapes qualitatively. We show that the flatness and depth of the loss surface around each shortcut solution in the parameter space can be the reason of the preference
To quantitatively explain the preference for shortcuts, we answer the third question by quantifying the learnability of shortcuts using the minimum description lengths. We show that the availability of more preferred shortcuts in a dataset tend to make the task easier to learn.

Lastly, we answer the fourth question by simply changing the proportion of anti-shortcut examples in training sets and showing how the gap between the scores on shortcut and anti-shortcut examples changes. We show that more learnable shortcuts require less proportion of anti-shortcut examples during training to achieve the comparable performance on shortcut and anti-shortcut examples. Moreover, we find that only controlling the proportion of anti-shortcut examples is not sufficient to avoid learning less-learnable shortcuts. Our findings suggest that the learnability of shortcuts should be considered when designing mitigation methods.

### Shortcut Solutions

#### Notation

When a training or test set $D$ of a dataset is given, we define a rule-based function for each shortcut $k$ to split $D$ into shortcut examples $D_k$ that are solvable with shortcut $k$ and anti-shortcut examples $\overline{D}_k$ that are not solvable with shortcut $k$. Our rule-based functions are deterministic and easy to reproduce, while partial-input baselines that are widely used for detecting shortcut examples (Gururangan et al. 2018) depend on model choice and random seeds.

#### Examined Shortcuts in Extractive QA

For extractive QA, we compared and analyzed the following three shortcuts, which were found in the existing literature.

**Answer-Position** Finding answers from the first sentence (Ko et al. 2020): When QA models are trained on examples where answers are contained in the first sentence of the context, they learn to extract answers from the first sentence. ($k = \text{Position}$)

**Word Matching** Finding the answer from the most similar sentence (Sugawara et al. 2018): When an answer is contained in a sentence that is the most similar to a question, simple word matching is sufficient to find the correct answer. We define the most similar sentence as the one that contains the longest n-gram in common with the question. ($k = \text{Word}$)

**Type Matching** Matching question and answer types (Weissenborn, Wiese, and Seiffe 2017): When the entity type of the answer to the question can be specified, and the textual spans corresponding to the expected answer type appear only once in the context, models can answer the question correctly by simply extracting the phrase of the entity type. When the context contain two or more named entities of the same type as the answer, we classify the example into $\overline{D}_k$. To define this shortcut rigorously, we omit answers that are not named entities. We used spaCy\(^1\) for named entity recognition. ($k = \text{Type}$)

#### Examined Shortcuts in Multiple-choice QA

For multiple-choice QA, we defined and analyzed the following two shortcuts. We adopted the two shortcuts following the work on natural language inference (NLI) (Gururangan et al. 2018; McCoy, Pavlick, and Linzen 2019) because multiple-choice QA and NLI are similar tasks as models predict whether the context+question (premise) entails the option (hypothesis).

**Word-label Correlation** Previous studies have shown that multiple-choice QA models can even make correct predictions with options only (Sugawara et al. 2020; Yu et al. 2020).

---

\(^1\)https://spacy.io/

---

| RACE   | ReClor |
|--------|--------|
| $w$    | $z^*$  |
| $w$    | $z^*$  |
| and    | 23.6   | a     | 6.7   |
| above  | 20.7   | result| 5.3   |
| may    | 20.7   | an    | 5.1   |
| b      | 16.5   | the   | 4.9   |
| c      | 13.5   | motive| 4.5   |
| might  | 10.5   | not   | 4.3   |
| objective | 10.0  | stays | 4.2   |

Table 1: Top 7 words with the highest $z$-statistics computed on RACE and ReClor training sets.
2020). NLI models can similarly make correct predictions with hypotheses only because certain words such as negation in hypotheses are highly correlated with labels (Gururangan et al. 2018). When considered in relation to the hypothesis-only bias in NLI, we assumed that multiple-choice QA datasets contain words in options that are highly correlated with binary labels.

Based on this assumption, we attempt to identify words in options that are highly correlated with the labels to define a realistic shortcut that exploits the word-label correlation. Gardner et al. (2021) assumed that no single feature by itself should be informative about the class label. Here, we generally follow their assumption. We use $z$-statistics proposed by Gardner et al. (2021) to identify word $w$ in options with the conditional probability $p(y|w)$ that significantly deviates from the uniform distribution. Specifically, we compute the $z$-statistics as

$$ z^* = \frac{p(y|w)}{\sqrt{p_0(1-p_0)/n}}, \quad (1) $$

where $p_0$ is the uniform distribution of label $y$, $n$ is the frequency of word $w$, and $p(y|w)$ is the empirical distribution over $n$ samples where word $w$ is contained in the options. $p_0$ is $1/4$ in RACE and ReClor datasets because they have four options for each question. The top-7 words with the highest $z$-statistics in RACE and ReClor are shown in Table 1. We choose the top-1 word for the analysis of the word-label correlation shortcut for simplicity. ($k = $ Top-1)

**Lexical Overlap** NLI models exploit the lexical overlap between premise and hypothesis to make predictions (McCoy, Pavlick, and Linzen 2019). We assume that multiple-choice QA models can learn a similar shortcut solution using lexical overlap. We define the lexical overlap shortcut as judging an option that has the maximum lexical overlap with context-question among the options to be the answer. We define the lexical overlap as the ratio of the common unigrams contained in both sequences to the number of words in an option. ($k = $ Overlap)

### Experiments

#### Experimental Setup

**Datasets** For extractive QA, we used SQuAD 1.1 (Rajpurkar et al. 2016) and NaturalQuestions (Kwiatkowski et al. 2019), which contain more than thousand examples in the biased training sets in Figure 1. For multiple-choice QA, we used RACE (Lai et al. 2017) and ReClor (Yu et al. 2020), where option-only models can perform better than the random baselines (Sugawara et al. 2020; Yu et al. 2020), suggesting that options in these datasets have unintended biases.

**Models** We used BERT-base (Devlin et al. 2019) and RoBERTa-base (Liu et al. 2019) as encoders, which are widely adopted for extractive and multiple-choice QA (Yu et al. 2020). The task-specific output layers were added on top of the encoders. For extractive QA, models output the probability distributions of the start and end positions of answer spans over context tokens. For multiple-choice QA, models predicted the probability distribution of the correct option over four options. The models were trained with cross-entropy loss minimization. Except for the training steps, we followed the hyperparameters suggested by the original papers.  

---

2Our codes are publicly available at https://github.com/KazutoshiShinoda/ShortcutLearnability.
Learning from Biased Training Sets
To compare the learnability of the examined shortcuts, we first answer the following research question (RQ).

**RQ1** When every shortcut is valid for answering every question in biased training sets, which shortcut do QA models prefer to learn?

To answer this question, we conducted behavioral tests by training on a biased training set and testing on unbiased test sets as illustrated in Figure 1.

The important factors of shortcut learning are 1) the frequency of anti-shortcut examples in a training set and 2) how easy it is to learn the shortcut from shortcut examples (Lovering et al. 2021). In our biased training sets, all the examples are equally solvable with the examined shortcuts. Therefore, our biased training enabled the impact of pure learnability to be compared.

**Setup** We first trained the models on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ sampled from the training sets. Then, the models were evaluated on subsets such as $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ sampled from the evaluation sets to clarify which shortcut models learn preferentially. To gain insights into the process of learning shortcut solutions, we also examined the scores during training.

**Results of Extractive QA** Figure 2 (left) shows the F1 score on each subset of the extractive QA datasets during training. We assume that the higher the score on a subset where only one of the three shortcuts is valid, the more preferentially the model learns the shortcut.

Regardless of the datasets and models, the F1 score on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ is higher than the F1 scores on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ and $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ throughout the training. This observation supports that, among the three, the shortcut using answer-position is the most learnable.

Moreover, the scores on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ increased significantly during the first several hundred training steps. This observation is consistent with the experimental (Utama, Moosavi, and Gurevych 2020; Lai et al. 2021) and theoretical results (Hu et al. 2020); neural networks learn simpler functions at the early phase of training.

Conversely, the F1 scores on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ and $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ were higher than that on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$. If the models exclusively learned the answer-position shortcut, the scores on these subsets would be similarly low regardless of the availability of the word and type matching shortcuts. Therefore, this observation implies that the models did not exclusively learn only one shortcut, but a mixture of multiple shortcuts.

Of the two models, RoBERTa generalized better to $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$. RoBERTa is able to learn sophisticated solutions other than the predefined shortcuts. As BERT and RoBERTa have the same model architecture, the observations show that initialization points also affect the shortcut learning behavior.

**Results of Multiple-choice QA** Figure 2 (right) shows the accuracy curve on each subset of the multiple-choice QA datasets during training. At the end of the training, regardless of the models and the datasets, models learned to exploit word-label correlations more preferentially than lexical overlap because the accuracy on $D_{\text{Top-1}} \cap D_{\text{Overlap}}$ is ultimately greater than that on $D_{\text{Top-1}} \cap D_{\text{Overlap}}$ at the end.

Interestingly, learning the shortcut using lexical overlap conversely took precedence over the shortcut using word-label only at the early stage of the training. This may be because recognizing the dataset-specific word-label correlation requires hundreds of training steps as statistical evidence, while transformer-based language models might be originally equipped to recognize lexical overlap via self-attention (Vaswani et al. 2017).

**Visualizing the Loss Landscape**

**RQ2** Why are certain shortcuts learned in preference to other shortcuts from the biased training sets?
We attempt to answer this question from the perspective of loss landscapes, as done by Scimeca et al. (2022) in image classification tasks. Specifically, we visualize the loss landscapes around shortcut solutions and compare them. The loss values were computed on subsets that are used as the biased training sets in the previous behavioral tests. By doing so, we aim to compare the flatness of loss surfaces and gain insights into the preference.

**Setup** To visualize the loss landscape around a shortcut solution in the parameter space, we prepared models that use that shortcut. We assume that models are trained on subsets where only one shortcut is valid learn to use the shortcut. For example, models trained on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ are likely to exclusively learn the answer-position shortcut. We verified this assumption by confirming that models achieved the best performance on the same subsets of the evaluation sets as the training sets.

For visualization, we first randomly selected two directions in the parameter space. We displayed the loss values computed on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ and $D_{\text{Top-1}} \cap D_{\text{Overlap}}$ on the hyperplane spanned by the two directions following Li et al. (2018).

**Results** The visualization results for extractive and multiple-choice QA are displayed in Figures 3 and 4. The center of each figure represents each shortcut solution.

The results show that the QA models that learn the preferred shortcuts (Position and Top-1) tend to lie in flatter and deeper loss surfaces. The orders of the flatness and depth of the loss surfaces are roughly correlated with the preferential order of learning shortcuts in the previous behavioral tests. These observations explain why models trained on $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$ and $D_{\text{Top-1}} \cap D_{\text{Overlap}}$ learned to use the answer-position and word-label correlation shortcuts, respectively.

**Rissanen Shortcut Analysis**

**RQ3** How quantitatively different is the learnability for each shortcut?

By answering this question, we aim to quantitatively explain the preference for shortcuts. To this end, we approximately computed the minimum description length (MDL) (Rissanen 1978) on the biased datasets where one of the pre-defined shortcuts is applicable, such as $D_{\text{Position}} \cap D_{\text{Word}} \cap D_{\text{Type}}$, and investigated how MDL changed for each shortcut. Formally, MDL measures the number of bits needed to communicate the labels $y$ given the inputs $x$ in a biased subset of a dataset. We name this method Rissanen Shortcut Analysis (RSA), after the father of the MDL principle. Intuitively, RSA is simple yet effective to examine how well the availability of a shortcut in a training set makes the task easier to learn in a theoretically grounded manner.

**Setup** We used the online code (Rissanen 1984) to approximate MDL. In this algorithm, a training set is given to a model in a sequence of portions. At each step, a model is trained from scratch on the portions given up to that point and is used to predict the next portion. Practically, when the dataset is split into $S$ subsets with the time steps set to $\{t_1, t_2, \ldots, t_S\}$, the MDL is estimated with the online code as follows:

$$L = \sum_{i=0}^{S-1} \sum_{n=t_i+1}^{t_{i+1}} -\log p_0(y_n|x_n), \quad (2)$$

Table 2: Minimum description lengths (kbits) on biased datasets where only one of the examined shortcut solutions is valid. The means±standard deviations over five random seeds are reported.

| Shortcut | BERT | RoBERTa |
|----------|------|---------|
| **SQuAD 1.1** |
| Position | 4.65 ± 0.12 | 4.22 ± 0.23 |
| Word | 4.94 ± 0.24 | 3.73 ± 0.17 |
| Type | 5.75 ± 0.30 | 4.52 ± 0.06 |
| **NaturalQuestions** |
| Position | 6.28 ± 0.15 | 5.37 ± 0.24 |
| Word | 12.24 ± 0.14 | 9.08 ± 0.20 |
| Type | 11.76 ± 0.55 | 8.83 ± 0.38 |
| **RACE** |
| Top-1 | 0.52 ± 0.34 | 0.41 ± 0.29 |
| Overlap | 4.16 ± 0.55 | 3.55 ± 0.10 |
| **ReClor** |
| Top-1 | 0.33 ± 0.07 | 0.28 ± 0.03 |
| Overlap | 0.55 ± 0.03 | 0.52 ± 0.02 |

---

3We follow the definition of the flatness as the size of the connected region in the parameter space where the loss remains approximately constant (Hochreiter and Schmidhuber 1997).
Figure 5: F1 scores on shortcut and anti-shortcut examples from SQuAD with different proportions of anti-shortcut examples in the training set, with the size set to 5k. The mean±standard deviations over 5 random seeds are displayed.

Figure 6: Accuracies on shortcut and anti-shortcut examples from RACE with different proportions of anti-shortcut examples in the training set, with the size set to 4k. The mean±standard deviations over 5 random seeds are displayed.

\[ \theta_i \] is the parameter of a QA model trained on \( \{(x_j, y_j)\}_{j=1}^{S} \) and \( p_{\theta_0} \) is the uniform distribution. Intuitively, the online code is related to the area under the loss curve and measures how much effort is required for the training. See Voita and Titov (2020); Perez, Kiela, and Cho (2021) for more details about the online code. The sizes of the biased dataset were 1400, 4000, 3000, and 300 for SQuAD 1.1, NaturalQuestions, RACE, and ReClor, respectively. The size was set equally for each shortcut within a dataset.

**Results** The results are shown in Table 2. Note that the MDLs cannot be compared across datasets because the MDLs are dependent on the dataset size \( t_s \) as shown in Eq. 2. For SQuAD 1.1 and NaturalQuestions, the availability of the answer-position shortcut made the dataset the easiest to learn among the three shortcuts, with the exception of RoBERTa on SQuAD 1.1. The exception may be because RoBERTa can learn the word matching shortcut better than BERT as shown in Figure 2. The MDLs for the word and type matching shortcuts differed for SQuAD 1.1 and NaturalQuestions. For RACE and ReClor, the availability of the word-label correlation shortcut achieved lower MDLs than that of the lexical overlap shortcut. Except for some cases, these observations align with the results of our behavioral tests in Figure 2 and visualization in Figures 3 and 4.

In addition, RoBERTa consistently lowered the MDLs compared to BERT in all the cases. Given that RoBERTa was more robust to anti-shortcut examples than BERT in Figure 2, the MDLs may also reflect the generalization capability of models as well as the characteristics of shortcuts.

**Balancing Shortcut and Anti-shortcut Examples**

**RQ4** What proportion of anti-shortcut examples in a training set is required to avoid learning a shortcut? Is it related to the learnability of shortcuts?

One of the simplest approaches to mitigate shortcut learning is to reduce the dataset bias by adding anti-shortcut examples to training sets manually or automatically. When a training set contains unintended biases or annotation artifacts, and the majority is solvable with shortcut solutions, models that adopt the shortcuts achieve low loss on the training set. Therefore, increasing the proportion of anti-shortcut examples is a promising approach to avoid learning shortcuts (Lovering et al. 2021).

In addition, Lovering et al. (2021) showed that the requirement of the proportion of anti-shortcut examples is related to the extractability of shortcut cues. We assume that there should be a similar relationship in QA datasets. If we know how many anti-shortcut examples are required to avoid learning shortcuts, the knowledge can be utilized to construct new QA training sets or design data augmentation approaches (Yang et al. 2017; Shinoda, Sugawara, and Aizawa 2021a) to make QA models learn more generalizable solutions.
Setup
We changed the proportion of anti-shortcut examples from 0 to 1 with the sizes of the training sets fixed as 5k and 4k for extractive and multiple-choice QA, respectively. For example, for the answer-position shortcut, the proportion of $D_{Position}$ was changed from 0 to 1, and the scores on $D_{Union}$ and $D_{Position}$ were reported. We conducted the experiment for each shortcut separately on SQuAD 1.1 and RACE using BERT-base.

Results
Figures 5 and 6 show the results. When the training sets consist of only shortcut examples, i.e., the x-axis value is 0, the gaps between the scores on $D_k$ and $\overline{D_k}$ are significant for all the cases. When the proportion of anti-shortcut examples is 0.7, 0.8, and 0.9, the scores on $D_k$ and $\overline{D_k}$ are equal for Position, Top-1, and Overlap, respectively.

At these points, models do not use the shortcut but a solution that is equally generalizable to both the subsets. In contrast, increasing the proportion of anti-shortcut examples more than these points degraded the scores on $D_k$.

When considering the learnability of each shortcut studied in our previous experiments, it is clear that more learnable shortcuts require a smaller proportion of anti-shortcut examples to achieve comparable performance on shortcut and anti-shortcut examples. Moreover, for less-learnable shortcuts, such as Word and Type, we find that the score on $D_k$ is greater than that on $\overline{D_k}$ for almost all the points. The results suggest that controlling the proportion of anti-shortcut examples alone is insufficient to mitigate the learning of less-learnable shortcuts. For these less-learnable shortcuts, we may need to apply model-centric approaches such as Clark, Yatskar, and Zettlemoyer (2019) to further mitigate the gap.

Related Work
Shortcut learning in deep neural networks (DNNs) (Geirhos et al. 2020) has received significant interests because it degrades the generalization of DNNs, causing humans to lose trust in AI (Jacovi et al. 2021). QA models for reading comprehension are no exception. Although QA models have achieved human-level performance on some benchmarks (Rajpurkar et al. 2016), they lack robustness to challenging test sets such as adversarial attacks (Jia and Liang 2017), questions that cannot be solved with partial-input baselines (Sugawara et al. 2018), paraphrased questions (Gan and Ng 2019), answers in unseen positions (Ko et al. 2020), and natural perturbations (Gardner et al. 2020).

The causes of this problem can be grouped into two categories: dataset and model. For the data-centric cause, existing studies have found that substantial amounts of examples in QA datasets are solvable with question-answer type matching (Weissenborn, Wiese, and Seiffe 2017) and word matching (Sugawara et al. 2018) for extractive QA, and partial-input baselines (Sugawara et al. 2020; Yu et al. 2020) for multiple-choice QA. As such, various shortcut solutions in QA have been studied individually. To counter these problems, data augmentation approaches have been studied in QA. Jiang and Bansal (2019) constructed adversarial documents. Bartolo et al. (2020) proposed model-in-the-loop annotation. Shinoda, Sugawara, and Aizawa (2021b) found that diversity-oriented question-answer pair generation can improve the robustness.

For the model-centric cause, several approaches have been applied to QA. Ko et al. (2020) used ensemble-based methods to unlearn an answer-position shortcut. Wu et al. (2020) proposed concurrent modeling of multiple biases. Liu et al. (2020) used virtual adversarial training to improve the robustness to adversarial attacks. Wang et al. (2021) introduced mutual-information-based regularizers.

In contrast to the above studies, several studies have attempted to understand shortcut learning. Lai et al. (2021) found that shortcut solutions are learned at the early stage of training compared to a sophisticated solution on SQuAD. Lovering et al. (2021) showed that the more extractable a shortcut cue with a probing classifier, the more anti-shortcut examples are needed to achieve low error on anti-shortcut examples in simple grammatical tasks. Scimeca et al. (2022) compared several shortcut cues in image classification tasks.

We also attempt to understand the characteristics of shortcuts in extractive and multiple-choice QA from the perspectives of the learnability, that is, how easy it is to learn a shortcut. To the best of our knowledge, we are the first to compare the difference of the learnability for each shortcut in QA. Moreover, our study suggests that the learnability of shortcuts should be considered when designing mitigation methods. This perspective is lacking in the existing mitigation studies.

Conclusion
We deepened understanding of the shortcut solutions in extractive and multiple-choice QA by comparing the learnability of shortcuts, that is, how easy it is to learn a shortcut, in a series of experiments. We first showed that when every shortcut is applicable to a training set, extractive QA models prefer the answer-position shortcut whereas multiple-choice QA models prefer the word-label correlation shortcut among the examined shortcuts. From the perspective of the parameter space, QA models that learn the preferred shortcuts tend to lie in flatter and deeper loss surfaces, which explains the cause of the preference. To quantify the learnability of each shortcut, we estimated the MDLs on biased datasets where only one shortcut is valid. The experimental results showed that the availability of more preferred shortcuts tends to make the task easier to learn. To mitigate the shortcut learning behavior, we showed that more learnable shortcuts require less proportion of anti-shortcut examples during training. The results also suggested that controlling the proportion of anti-shortcut examples alone is insufficient to avoid learning less-learnable shortcuts such as word and type matching in extractive QA. We claim that approaches for mitigating shortcut learning should be appropriately designed according to the learnability of shortcuts.
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