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Abstract

Discrimination in selection problems such as hiring or college admission is often explained by implicit bias from the decision maker against disadvantaged demographic groups. In this paper, we consider a model where the decision maker receives a noisy estimate of each candidate’s quality, whose variance depends on the candidate’s group—we argue that such differential variance is a key feature of many selection problems. We analyze two notable settings: in the first, the noise variances are unknown to the decision maker who simply picks the candidates with the highest estimated quality independently of their group; in the second, the variances are known and the decision maker picks candidates having the highest expected quality given the noisy estimate. We show that both baseline decision makers yield discrimination, although in opposite directions: the first leads to underrepresentation of the low-variance group while the second leads to underrepresentation of the high-variance group. We study the effect on the selection utility of imposing a fairness mechanism that we term the $\gamma$-rule (it is an extension of the classical four-fifths rule and it also includes demographic parity). In the first setting (with unknown variances), we prove that under mild conditions, imposing the $\gamma$-rule increases the selection utility—here there is no trade-off between fairness and utility. In the second setting (with known variances), imposing the $\gamma$-rule decreases the utility but we prove a bound on the utility loss due to the fairness mechanism.
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1. Introduction

Discrimination in selection and the role of implicit bias. Many selection problems such as hiring or college admission are subject to discrimination\textsuperscript{2}, where the outcomes for certain individuals are negatively correlated with their membership in salient demographic groups defined by attributes like gender, race, ethnicity, sexual orientation or religion. Over the past two decades, implicit bias—that is an unconscious negative perception of the members of certain demographic groups—has been put forward as a key factor in explaining this discrimination\textsuperscript{3}. While human decision makers are naturally susceptible to implicit bias when assessing candidates, algorithmic decision makers are also vulnerable to implicit biases when the data used to train them or to make decisions was generated by humans.
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To mitigate the effects of discrimination on candidates from underrepresented groups, various fairness mechanisms\(^2\) are adopted in many domains, either by law or through softer guidelines. For instance, the Ro
coney rule\(^3\) requires that, when hiring for a given position, at least one candidate from the underrepresented group be interviewed. The Rooney rule was initially introduced for hiring American football coaches, but it is increasingly being adopted by many other businesses in particular for hiring top executives\(^5\)\(^6\). Another widely used fairness mechanism is the so-called 4/5-rule\(^7\), which requires that the selection rate for the underrepresented group be at least 80\% of that for the overrepresented group (otherwise one says that there is adverse impact). This rule is part of the “Uniform Guidelines On Employee Selection Procedures”\(^3\). A stricter version of the 4/5-rule is the so-called demographic parity constraint, which requires the selection rates for all groups to be equal. An overview of these and other fairness mechanisms can be found in \(\cite{7}\).

Fairness mechanisms, however, have been the subject of frequent debates. On the one hand, they are believed to promote the inclusion of deserving candidates from underrepresented groups who would have otherwise been excluded in particular due to implicit bias. On the other hand, they are viewed as requiring consideration of candidates from underrepresented groups at the expense of candidates from overrepresented groups, which may potentially decrease the overall utility of the selection process, i.e., the overall quality of selected candidates.

**Formal analysis of fairness mechanisms in the presence of implicit bias.** Perhaps surprisingly, the mathematical analysis of the effect of fairness mechanisms on utility in the context of selection problems was initiated only recently by Kleinberg and Raghavan\(^8\) (see also an extension to ranking problems in \(\cite{9}\)). The authors of \(\cite{8}\) assume that each candidate \(i\) has a true latent quality \(W_i\) that comes from a group-independent distribution. They model implicit bias by assuming that the decision maker sees an estimate of the quality \(\hat{W}_i = W_i\) for candidates from the well-represented group and \(\hat{W}_i = W_i/\beta\) for candidates from the underrepresented group, where \(\beta > 1\) measures the amount of implicit bias. The factor \(\beta\) is unknown (as it is implicit bias) and the decision maker selects candidates by ranking them according to \(\hat{W}_i\). Then Kleinberg and Raghavan\(^8\) show that, under a well-defined condition (that roughly qualifies scenarios where the bias is large), the Rooney rule improves in expectation the utility of the selection (measured as the sum of true qualities of candidates selected for interview). This result contradicts conventional wisdom that fairness considerations in a selection process are at odds with the utility of the selection process. Rather, it formalizes the intuition that, in the presence of strong implicit bias (which makes it hard to compare candidates across groups), considering the best candidates across a diverse set of groups not only improves fairness but it also has a positive effect on utility.

**The phenomenon of differential variance and its role in discrimination.** In this paper, we identify and analyze a fundamentally different source of discrimination in selection problems than implicit bias. Even in the absence of implicit bias in a decision maker’s estimate of candidates’ quality, the estimates may differ between the different groups in their variance—that is, the decision maker’s ability to precisely estimate a candidate’s quality may depend on the candidate’s group. There are at least two main reasons for group-dependent variances in practice. The first arises

---

\(^2\)These mechanisms are sometimes termed “positive discrimination” (e.g., in Germany, France, China, or India) or “affirmative actions” (in the USA), often referring to their justification as corrective measures against discrimination suffered in the past by disadvantaged groups. In our work, we analyze the effect of these mechanisms in a particular setting of selection problems (with differential variance) independently of their motivation, hence we use the more neutral term “fairness mechanisms.”

\(^3\)A set of guidelines jointly adopted by the Equal Employment Opportunity Commission, the Civil Service Commission, the Department of Labor, and the Department of Justice in 1978.
from candidates: different groups of candidates may exhibit different variability when their quality is estimated through a given test. For instance, students of different genders have been observed to show different variability on certain test scores \cite{10, 11}. The second arises from the decision makers: decision makers might have different levels of experience (or different amounts of data in case of algorithmic decision making) judging candidates from different groups and consequently, their ability to precisely assess the quality of candidates belonging to different groups might be different. For instance, when hiring top executives, one may have less experience in evaluating the performance of female candidates because there have been fewer women in those positions in the past (in France for instance, there was only one woman CEO amongst the top-40 companies in 2016-2020 \cite{12}). The quality estimate’s variance might also change from one decision maker to another. For example, in college admissions, recruiters might be able to judge candidates from schools in their own country more accurately than those from international schools.

We refer to the above phenomenon as differential variance as the variance of the quality estimate is group-dependent. We posit that differential variance is an omnipresent and fundamental feature affecting selection problems (including in algorithmic decision making). Indeed, having different variances for the different groups is mostly inevitable and hardly fixable. In this paper, we model the differential variance phenomenon by assuming that the decision maker sees an estimate of the quality of a candidate $\hat{W}_i$ that is equal to the candidate’s true latent quality $W_i$ (possibly with an additional bias term) plus an additive noise whose variance depends on the group of the candidate.

We distinguish between two notable settings. In the first setting, the noise variance is assumed to be unknown to the decision maker—we then call it implicit variance. In this case, a natural baseline decision maker is the group-oblivious algorithm that simply selects the candidates with the highest estimated quality $\hat{W}_i$, irrespective of their group. The group-oblivious selection algorithm can represent not only a decision maker unaware of the implicit variance in their estimates, but also a decision maker determined to not use group information—as it may be the case for instance in college admission based on standardized tests. In the second setting, the noise variance is known to the decision maker. In this case, a natural baseline is the Bayesian-optimal algorithm: this decision maker can use the group information as well as the knowledge of the distributions of latent quality and noise to select the candidates that maximize the expected quality given the noisy estimate.

As a first cornerstone, our analysis shows that, in the presence of differential variance, both the group-oblivious and the Bayesian-optimal algorithms lead to discrimination (although in opposite directions, see the overview of our results below). A natural way to address this representation inequality is to adopt fairness mechanisms proposed to address discrimination in selection such as the ones discussed above; but this poses the same question that was investigated by Kleinberg and Raghavan \cite{3} in the case of implicit bias: what is the effect of fairness mechanisms on the quality of a selection in the presence of differential variance?

**Our model and overview of our results.** To answer this question, we propose a simple model with two groups of candidates $A$ and $B$: for each candidate $i$, the decision maker receives a noisy
(and possibly biased) quality estimate \( \widehat{W}_i = W_i - \beta_{G_i} + \sigma_{G_i} \varepsilon_i \), where \( G_i \) is the group to which the candidate belongs and \( \varepsilon_i \) is a standard normal random variable. The estimator has an additive bias \( \beta_{G_i} \) and a variance \( \sigma_{G_i}^2 \) that depend on the candidate’s group. We assume that the true quality \( W_i \) comes from a distribution—assumed normal in our analytical results—that may be group-dependent. The decision maker then selects a fraction \( \alpha \) (called selection budget) of the candidates.

The key feature of our model is the variance \( \sigma_{G_i}^2 \) that depends on the candidate’s group—to model differential variance. In its general version, we also allow a bias and a latent quality distribution that depend on the candidate’s group. Using this general model, we first show (Section 3.1) that both the group-oblivious and the Bayesian-optimal selection algorithms systematically lead to underrepresentation—i.e., lower selection rate—of one of the groups of candidates. Specifically, we identify a cutoff budget such that the group-oblivious selection algorithm leads to underrepresentation of the low-variance group for any budget \( \alpha \) smaller than the cutoff (the most common case) and underrepresentation of the high-variance group for any budget \( \alpha \) larger than the cutoff. Conversely (and for a different cutoff), the Bayesian-optimal algorithm leads to underrepresentation of the high-variance group for low budgets and of the low-variance group for high budgets. In fact, we show (Section 4.1) that this is true even in the absence of bias and with group-independent latent quality distributions—that is, if the noise variance is the only thing that depends on the candidate’s group. In this particular case, the cutoff budget for both algorithms is \( \alpha = 1/2 \).

Then we investigate how the utility of the group-oblivious and the Bayesian-optimal baselines are affected when imposing a fairness mechanism. Specifically, we study a generalization of the \( 4/5 \)-rule that we call \( \gamma \)-rule, which imposes that the selection rate for a given group is at least \( \gamma \) times that of the other group for some parameter \( \gamma \in [0,1] \). This includes both the \( 4/5 \)-rule (\( \gamma = 0.8 \)) and demographic parity (\( \gamma = 1 \)) as special cases. In the general model, we identify conditions under which the \( \gamma \)-rule never decreases the utility of the group-oblivious algorithm (Section 3.2)—that is, there is no trade-off between fairness and selection quality for this baseline. The utility even strictly increases for \( \gamma \) close enough to one, including for demographic parity. Interestingly, in the special case without bias and with group-independent latent quality distributions—that is, with only implicit differential variance—, this result always holds for any parameters (Section 4.1). Compared to the Bayesian-optimal baseline, the \( \gamma \)-rule cannot increase the utility (since Bayesian-optimal is already optimal given the available information). We prove, however, a bound on the ratio of the utility of the Bayesian-optimal algorithm with and without the \( \gamma \)-rule imposed, which limits the decrease of utility due to imposing a fairness mechanism in this setting. Our bound is valid in the general model (Section 3.3) but takes a particularly simple form in the special case without bias and with group-independent latent quality distributions (Section 4.1).

A typical case of differential variance is when the decision maker has more uncertainty about one group, due to lack of statistical confidence (e.g., in hiring). In such a case, the high-variance group naturally corresponds to the minority group. The group-oblivious algorithm would then overrepresent the minority group (for small selection budgets), and the fairness mechanism would lead to selecting fewer of the minority group—which is counter-intuitive. We stress, however, that those are typically cases where the relevant baseline is the Bayesian-optimal algorithm, which behaves very differently. Through the Bayesian posterior quality computation, this baseline would disregard candidates for which the observed quality estimate is uninformative, that is the high-variance group. As mentioned above, we indeed find that the Bayesian-optimal algorithm underrepresents the high-variance group (i.e., the minority), and that the fairness mechanism increases the proportion of selected high-variance candidates—which is coherent with intuition for that case. The group-oblivious baseline is meaningful in other scenarios, typically when the decision maker is not allowed to use the group information (e.g., in college admission based on standardized tests). In such cases, the high-variance group may not be a minority group (and our model does not require that it is).
At a high-level, our results indicate that, with differential variance, the two decision makers (group-oblivious and Bayesian-optimal) lead to nearly opposite outcomes in terms of discrimination; and that the effect of imposing fairness mechanisms can be very different for both. These results imply that a policy-maker considering fairness mechanisms for a given problem should first evaluate to which decision maker the selection rule corresponds, and then choose whether or not to recommend the $\gamma$-rule based on it. Note that this should be fairly easy to distinguish between the two in practice, since one conditions on group identity while the other does not.

**Organization of the paper.** The rest of the paper is organized as follows. We present the model in Section 2. We give all the results in the most general case in Section 3. Due to their generality, those results are sometimes complex. In Section 4, we analyze three notable cases for which the results are easier to interpret: the case without bias and with group-independent latent quality distributions (Section 4.1), the case with bias but with group-independent latent quality distributions (Section 4.2), and the case without bias but with group-dependent latent quality distributions (Section 4.3). Through numerical simulations in Section 5, we extend our analytical results, in particular to cases where the latent quality distribution does not follow a normal law. We conclude in Section 6.

**Related work.** There is an abundant literature on fairness in machine learning, in particular on classification, that tackles the question of how to learn a classifier while enforcing some fairness notion in the outcome [13, 14, 15, 16, 17, 18, 19, 20]. In this literature, fairness is usually seen as a constraint that reduces the classifier’s accuracy and the fairness-accuracy tradeoff is analyzed. In contrast, in our work, we examine selection problems in which fairness can improve utility. Selection also differs from classification by the presence of selection budgets (i.e., maximal number of class-1 predictions), which changes the problem significantly.

The problem of selection is considered in [8] under the presence of implicit bias [3]. In their work, the authors study the Rooney rule [4] as a fairness mechanism and show that under certain conditions, it improves the quality of selection. An extension of the Rooney rule is studied under a similar model in [9], where the authors investigate the ranking problem (of which the selection problem can be seen as a special case) also in the presence of implicit bias and obtain similar results. In both papers, simple mathematical results expressing conditions under which the Rooney rule improves utility are obtained in the limit regime where the number of candidates is very large; we use the same limit regime in our work. In contrast to those papers that only consider bias, we introduce in addition the notion of differential variance to capture the difference in precision of the quality estimate for different groups. We also consider an additive bias rather than a multiplicative one as it makes more sense for normally distributed qualities. Although our model incorporates both an additive bias and differential variance (in Section 3), we purposely restrict it in Section 4 to the simplest possible form of differential variance so as to show its effect on the selection problem independently of bias. In our work, we also consider the $4/5$-rule [7] (or rather an extension of it that we call the $\gamma$-rule and that includes demographic parity) rather than the Rooney rule. The main difference between the two is that the $4/5$-rule imposes a constraint on the fraction of selected candidates from the underrepresented group whereas the Rooney rule or its extension in [9] imposes a constraint on the number of selected candidates from the underrepresented group.

Implicit bias, or simply bias (possibly from an algorithm trained on biased data) in the evaluation of candidates quality is certainly a primary factor of discrimination; but it is also one that may reasonably be fixable through the use of algorithms combined with appropriate debiasing techniques and ground truth data [21] (e.g., by learning fair representations of data [22, 23]). The effects of bias can be also fixed by introducing some fairness constraints on learned prediction models. For example, in [24], the binary classification problem in the presence of label bias is studied and it
is shown that adding a demographic parity constraint to an empirical risk minimization problem can lead to better generalization. Similarly, in [25], the authors study the effects of label bias on binary classification and they show that equal opportunity fairness criterion (that ensures that true positives are equal across the groups) can reduce the bias in prediction for most of the reasonable cases, as well as improve the accuracy of classification. In [26], the authors quantify a fairness-accuracy trade-off using an information theoretic approach and, in addition, they show that for the majority of traditional fairness criteria (like equal opportunity and demographic parity) there exists an ideal data distribution for which fairness and Bayesian optimality are in accordance.

The notion of differential variance first appeared (with different terminology) in the seminal work of Phelps [27] to explain racial inequality in wages. There, a Bayesian decision maker observes noisy signals of productivity of each worker. Productivities are assumed to be drawn from a common distribution while precisions of estimation differ across races. Phelps shows that a Bayesian decision maker that assigns wages equal to the expected productivity of a worker leads to inequality of wages: in the region of high values of signals the low-precision workers receives lower wages. Our model is similar that of Phelps, with additional bias and possibly group-dependent prior distributions. We also study cases where the variance is implicit—hence the decision maker cannot use Bayes’ rule to estimate expected quality given noisy estimates—, and focus on utility for our main results.

This paper is an extended version of our paper “On Fair Selection in the Presence of Implicit Variance” [1]. We extend it by considering the general model with bias and group-dependent latent quality distributions, and by analyzing in parallel the two baselines of the group-oblivious and Bayesian-optimal algorithms (whereas [1] only looks at the group-oblivious baseline, that is at implicit variance). On the other hand, we do not include the results on two-stage decisions makers for conciseness. Following [1], Garg et al. [28] studied a similar model (using the term differential variance that we also adopt here). The authors propose a model of school admission with students of two groups: advantaged and disadvantaged. Each student has an intrinsic quality which is not observable to schools: only noisy signals of the quality are available. The advantaged and disadvantaged students differ in the level of precision of their signals, and can also differ in their ability to access the tests. The authors consider the case of a Bayesian school of limited capacity. They study how different policies made by the school (group-aware and group-unaware) affect the diversity level, individual fairness and overall merit of admitted students. The authors also study how dropping test scores and different abilities to access tests affects the above characteristics.

Fairness mechanisms has been a subject of a number of studies in the economic literature, in particular from empirical data. In [29], the authors study whether affirmative actions can remove stereotypes about a particular population. In [30], an empirical evaluation of the influence of affirmative actions in recruiting is performed and it is shown that it can bring quality together with equality. Our work complements those studies through a theoretical model that leads to analytical results on the effect of fairness mechanisms in the presence of differential variance.

2. Model and selection algorithms

2.1. The model of selection with differential variance

We consider the following scenario. A decision maker is given \( n \) candidates, out of which a subset of size \( m = \alpha n \) is selected, \( \alpha \in (0, 1) \). We assume that the set of candidates can be partitioned in two groups: group \( A \) and group \( B \). There are \( n_A \) candidates from group \( A \) and \( n_B = n - n_A \) candidates from group \( B \). We refer to them as \( A \)-candidates and \( B \)-candidates.
Each candidate $i \in \{1, \ldots, n\}$ is endowed with a true latent quality $W_i$. We assume that the qualities $W_i$ are drawn i.i.d. from an underlying probability distribution that can be group-dependent.\footnote{We present here the model in its most general form. We will analyze special cases, in particular when the quality distribution is group-independent, in Section 4.} For our analytical results, we assume that this distribution is a normal distribution of mean $\mu_{G_i}$ and variance $\eta_{G_i}^2$, where $G_i \in \{A, B\}$ is the group of candidate $i$.

The goal of the decision maker is to maximize the expected quality of the selected candidates:

$$E\left[ \sum_{i \in \text{selection}} W_i \right].$$

When making the selection decision, the decision maker has access to a (possibly biased) noisy estimator of the true quality. We denote the estimator of the quality of candidate $i$ by $\hat{W}_i$. We assume that the bias and the variance of the estimator may depend on the group: for a candidate $i$ that belongs to group $G_i \in \{A, B\}$, its estimated quality is

$$\hat{W}_i = \begin{cases} W_i - \beta_A + \sigma_A \cdot \varepsilon_i & \text{if } i \text{ is an } A\text{-candidate,} \\ W_i - \beta_B + \sigma_B \cdot \varepsilon_i & \text{if } i \text{ is a } B\text{-candidate,} \end{cases}$$

where $\varepsilon_i$ is a centered random variable from $N(0, 1)$—the standard normal distribution, of mean 0 and variance 1. The variables $\varepsilon_i$ are assumed independent and identically distributed. Note that we model the bias as an additive parameter in contrast to the multiplicative parameter in [8]. This is more suitable for our model of qualities as normally distributed random variables, which can be negative (a multiplicative bias on a negative quality would turn into a positive effect, which is not meaningful).

We denote by $\hat{\sigma}^2_{G_i} = \sigma^2_{G_i} + \eta^2_{G_i}$ the variance of the estimate $\hat{W}_i$. Without loss of generality, we assume that the estimates’ variance is larger for $A$-candidates than for $B$-candidates, that is $\hat{\sigma}^2_A > \hat{\sigma}^2_B$. We note that none of our results require that $A$ is also the minority group, i.e., that $n_A < n_B$. It is possible to think of scenarios where the minority group has lower variance in cases where the difference in variances arises from the candidates. In the example of students’ tests scores (see Section 4), for instance, one could potentially observe that males have greater variability in topics in which they are in majority. If the difference in variances arises from the decision maker and has a statistical nature, the minority group (for past selections) will have higher variance due to less data points to build the estimator.

Throughout the paper, we refer to this difference in variance as differential variance because we assume that the variance of the estimators differs across groups. Fig. illustrates the resulting distribution of quality estimates for groups $A$ and $B$ for different distributions of the true latent quality (by abuse of notation, we denote by $\hat{W}_A$ a variable that has the same distribution as $W_i + \sigma_A \varepsilon_i$ and similarly for $B$).
2.2. Selection algorithms

Candidates are selected in a one-stage process: for each candidate $i$, the decision maker observes the quality estimate $\tilde{W}_i$ as well as its group $G_i \in \{A, B\}$. The decision maker then selects $m$ candidates out of those $n$. The goal of the decision maker is to maximize the expected quality of the selected $m$ candidates. In this paper, we distinguish and study the following two baseline selection algorithms. Each baseline is a natural selection algorithm in a situation when the decision maker knows the parameters of the model ($\mu_{G_i}, \eta^2_{G_i}, \beta_{G_i}$, and $\sigma^2_{G_i}$) or not.

**Group-Oblivious Algorithm.** One of the most natural selection rules is to sort the candidates according to $\tilde{W}_i$ irrespective of their group and to keep the best $m$. We call this the *group-oblivious* selection algorithm. Typical examples of the group-oblivious algorithm could be admission processes in colleges where the selection is performed with respect to standardized test results (no group information is taken into account), or selection processes where the decision maker does not know the model’s parameters, and in particular where it does not know the variance of the estimator (hence the name *implicit variance* in that case). This selection algorithm might be also seen as a fair treatment because the selection does not use the group label. Yet, because of the differential variance or bias, this might lead to discrimination. We will discuss that in Theorem 1.

**Bayesian-Optimal Algorithm.** When the variance of the noise is known, an alternative selection algorithm is what we call the *Bayesian-optimal* algorithm. This algorithm knows all the parameters of the problem (the quality distribution, the variances of noise $\sigma^2_{G_i}$, and the biases $\beta_{G_i}$) and chooses the candidates with the largest expected quality given the estimate $\tilde{W}_i$. Since $(\tilde{W}_i, W_i)$ is a bivariate normal random vector, then using the property of conditional expectation for normal random vectors, the expected quality of candidate given its quality estimate can be expressed as:

$$\tilde{W}_i = E(W_i | \tilde{W}_i) = \frac{\eta^2_{G_i}}{\sigma^2_{G_i} + \eta^2_{G_i}} (\tilde{W}_i + \beta_{G_i}) + \left(1 - \frac{\eta^2_{G_i}}{\sigma^2_{G_i} + \eta^2_{G_i}}\right) \mu_{G_i}. \tag{2}$$

Note that $\tilde{W}_i$ converges to $\tilde{W}_i + \beta_{G_i}$, as $\sigma^2_{G_i}$ tends to 0 (i.e., there is no noise) and it converges to $\mu_{G_i}$ as $\sigma^2_{G_i}$ tends to $\infty$. Intuitively, all candidates appear similar to the decision maker as the precision of estimation degrades. We denote by $\tilde{\sigma}^2_{G_i} = \eta^2_{G_i} / (\eta^2_{G_i} + \sigma^2_{G_i})$ the variance of the expected quality $\tilde{W}_i$.

Perhaps more surprisingly, the Bayesian-optimal algorithm also leads to discrimination (although in the opposite way as for the group-oblivious algorithm) as we show in Theorem 2. We illustrate how the two decision making algorithms work with an example depicted in Figure 2. In this example, the blue candidates have higher variance $\sigma_{blue}^2 = 3\sigma_{red}^2$. This implies that the posteriors $\tilde{W}_i$ are more shrank towards the mean for blue candidates than for red candidates: as a result, the Bayesian-optimal tends to select fewer blue candidates compared to red candidates. Note that the Bayesian-optimal is only optimal in expectation given the information available; it needs not be optimal for a given realization (on Figure 2 the optimal selection ex-post would be one red and one blue).

2.3. The $\gamma$-rule fairness mechanism

For a given algorithm $\text{alg} \in \{\text{obl, opt}\}$, we denote by $x^A_{\text{alg}}$ (and $x^B_{\text{alg}}$) the proportion of the $A$-candidates (and $B$-candidates) that are selected, where obl stands for group-oblivious and opt for Bayesian-optimal. A selection algorithm might favor one group or the other, that is $x^A_{\text{alg}} \gg x^B_{\text{alg}}$ or $x^B_{\text{alg}} \gg x^A_{\text{alg}}$. To mitigate the inequality, the decision maker can introduce selection quotas. One example is the $4/5$-rule that imposes that $x_A \geq \frac{4}{5} x_B$ and $x_B \geq \frac{4}{5} x_A$. 


In this paper, we consider a generalization of the \(\frac{4}{5}\)-rule that is parameterized by \(\gamma \in [0, 1]\). We say that a selection satisfies the \(\gamma\)-rule if

\[
x_A \geq \gamma x_B \quad \text{and} \quad x_B \geq \gamma x_A.
\]  

A selection algorithm satisfies this constraint if and only if it picks at least \(m\gamma n_A/(n_B + \gamma n_A)\) \(A\)-candidates and at least \(m\gamma n_B/(n_A + \gamma n_B)\) \(B\)-candidates. Indeed, the total number of selected candidates is \(m = x_A n_A + x_B n_B\) which means that \(x_B = (m - x_A n_A)/n_B\). The constraint \(x_A \geq \gamma x_B\) is therefore true if \(x_A \geq \gamma x_B = \gamma (m - x_A n_A)/n_B\) which is true if and only if \(x_A \geq \gamma m/(n_B + \gamma n_A)\).

Similarly, the constraint \(x_B \geq \gamma x_A\) is true if and only if \(x_B \geq \gamma (m - x_B n_B)/n_A\).

This means that one can easily transform a baseline into a \(\gamma\)-fair algorithm by first selecting at least \(m\gamma n_A/(n_B + \gamma n_A)\) \(A\)-candidates and at least \(m\gamma n_B/(n_A + \gamma n_B)\) \(B\)-candidates and then filling the remaining positions according the best estimated candidates (candidates with largest \(\hat{W}_i\) if the baseline algorithm is group oblivious and with largest \(\tilde{W}_i\) if the baseline algorithm is Bayesian-optimal), irrespective of their group. This is what defines the \(\gamma\)-fair group-oblivious and \(\gamma\)-fair Bayesian-optimal algorithms.

When \(\gamma = 0\), the \(\gamma\)-fair version of a baseline algorithm reduces to the original unconstrained algorithm (the algorithm that does not take into account fairness). When \(\gamma = 1\), the \(\gamma\)-rule mechanism corresponds to the classical notion of demographic parity \cite{16} that mandates that the selection rates be equal across different groups. We highlight the demographic parity mechanism as a special and important case of the \(\gamma\)-rule. Note that because \(n_A, n_B\) and \(m\) are integer variables, it might be impossible to satisfy the constraints in (3) when \(\gamma\) is too close to 1. In such a case, we say that an algorithm is \(\gamma\)-fair if the constraint (3) is satisfied up to one candidate.

2.4. Simplification of the selection problem for large \(n\) and \(m\)

In the remainder of the paper, we study the selection problem when the number of candidates is large. That is, we assume that there exist fixed fractions \(p_A, \alpha \in (0, 1)\) such that

\[
n_A = \lfloor p_A n \rfloor \quad n_B = \lceil (1 - p_A)n \rceil \quad m = \lfloor \alpha n \rfloor,
\]

and let \(n\) grow. Our theoretical results are obtained in the limit where \(n\) goes to infinity (similarly to \cite{8} \cite{9}). In Section 5.3 we show numerically that our results for \(n = \infty\) continue to hold for finite selection sizes. Note that \(p_A\) represents the fraction of \(A\)-candidates in the population while \(\alpha\) represents the global selection ratio (or budget).
For a finite \( n \), the selection algorithms presented in Sections 2.2, 2.3 are hard to analyze because the probability for a candidate to be selected depends on all other candidates. As we prove below, characterizing the performance of a selection problem is simpler when the number of candidates \( n \) is infinite because there is an equivalence between the algorithms presented in the previous sections and threshold-based algorithm. A threshold-based algorithm uses two thresholds \( \hat{\theta}_A \) and \( \hat{\theta}_B \) and selects all \( G_i \)-candidates, such that \( \hat{W}_i \geq \hat{\theta}_G \). For given thresholds \( \theta_A \) and \( \theta_B \), we denote the expected utility of the corresponding selection by \( \mathcal{V}(\theta_A, \theta_B) \):

\[
\mathcal{V}(\theta_A, \theta_B) = E\left[ W_i \mid \hat{W}_i \geq \hat{\theta}_G \right].
\]

Hence, the selection of a candidate does not depend on the qualities of the other individuals. Also, as we show in the next theorem, the fraction of \( A \)-candidates that are selected becomes deterministic as \( n \) goes to infinity.

**Lemma 1.** For any of the selection algorithms presented in Sections 2.2, 2.3

1. there exists a deterministic fraction \( x_A \in [0, 1] \) such that the fraction of \( A \)-candidates that are selected by the algorithm converges (in probability) to \( x_A \) as \( n \) grows;

2. there exist deterministic thresholds \( \hat{\theta}_A, \hat{\theta}_B \) such that the expected utility of this algorithm converges to \( \mathcal{V}(\hat{\theta}_A, \hat{\theta}_B) \).

**Proof Sketch.** The above result is essentially a direct consequence of the law of large numbers. By the Glivenko-Cantelli theorem, the empirical distribution of the estimated qualities of the \( G \)-candidates converges to the distribution of \( \hat{W}_G \) as \( n \to \infty \). This shows that taking the best \( \lfloor np_A x_A \rfloor \) \( A \)-candidates or taking all \( A \)-candidates above the \( x_A \)-quantile of the distribution \( \hat{W}_A \) is asymptotically equivalent as \( n \to \infty \).

For these given thresholds \( \hat{\theta}_A, \hat{\theta}_B \), the fractions of selected candidates are \( P(\hat{W}_i \geq \hat{\theta}_G) \). Using the above definition, we denote by \( \mathcal{U}(x_A) \) the expected utility of a threshold-type selection algorithm that selects \( A \)-candidates with probability \( x_A \) and that satisfies the selection size constraints in expectation:

\[
\mathcal{U}(x_A) = \mathcal{V}(\hat{\theta}_A, \hat{\theta}_B), \text{ where } \hat{\theta}_A, \hat{\theta}_B \text{ are such that } \begin{cases} P(\hat{W}_i \geq \hat{\theta}_A \mid G_i = A) = x_A, \\ P(\hat{W}_i \geq \hat{\theta}_G) = \alpha. \end{cases} \tag{4}
\]

Note that combining the constraints in (4) immediately gives that such an algorithm selects \( B \)-candidates with probability \( x_B = (\alpha - x_A p_A)/(1 - p_A) \). Hence, it is sufficient to describe the algorithm with \( x_A \).

The above definition of expected quality is not directly applicable to the selection algorithms presented in Section 2.2 because those algorithms are defined neither in terms of fraction of selected candidates nor in terms of thresholds. In fact, for a given selection algorithm, the fractions of selected \( A \)- and \( B \)-candidates depend on the realizations of the random variables representing the quality \( \hat{W}_i \) and the estimated quality \( \hat{W}_i \). As a result, these fractions \( \{x_A, x_B\} \) are random variables. For instance, if because of randomness the \( A \)-candidates are evaluated much worse than the \( B \)-candidates, then \( x_A \) will be 0 for the group-oblivious algorithm. Lemma 1 shows that when

---

\( ^8 \) Note that the Bayesian-optimal algorithm can also be written that way, with appropriate thresholds, because **within a given group** the expected qualities \( \hat{W}_i \) are in the same order as the signals \( \hat{W}_i \).
the population is large, these random fluctuations disappear. It shows that, when \( n \) is large, the performance of the various algorithms are simply characterized by \( x_A \).

For a finite \( n \), characterizing precisely the utility of an algorithm like group-oblivious is computationally difficult due to the correlations between the selection of the different agents. Lemma 1 allows us to greatly simplify the study of the performance of the various algorithms because the function \( U \), defined in (4), depends only on one parameter \( x_A \), and is simpler to characterize than the expectation over a finite number of candidates \( n \).

### 2.5. Summary of main notation

We denote respectively by \( x_A^{obl} \), \( x_A^{\gamma-obl} \), \( x_A^{opt} \) and \( x_A^{\gamma-opt} \) the asymptotic fraction of \( A \)-candidates that are selected for the group-oblivious, the \( \gamma \)-fair group-oblivious, the Bayesian-optimal and the \( \gamma \)-fair Bayesian-optimal algorithms. We also identify an important subcase of the \( \gamma \)-rule for \( \gamma = 1 \). In this case both the \( \gamma \)-fair group-oblivious algorithm and the \( \gamma \)-fair Bayesian-optimal algorithm select \( A \)-candidates at rate \( x_A = \alpha \), so there is no difference between them. We name the corresponding selection algorithm as demographic parity algorithm.

We denote the expected performance of the introduced algorithms by

\[
U^{obl} = U(x_A^{obl}); \quad U^{\gamma-obl} = U(x_A^{\gamma-obl}); \quad U^{opt} = U(x_A^{opt}); \quad U^{\gamma-opt} = U(x_A^{\gamma-opt}); \quad U^{dp} = U(x_A^{dp}).
\]

We summarize the other notation in Table 1.

| Notation | Description |
| --- | --- |
| \( W_i \) | latent quality of candidate \( i \) |
| \( \hat{W}_i \) | estimated quality of candidate \( i \) |
| \( \tilde{W}_i \) | expected value of latent quality of candidate \( i \) given the estimate \( \hat{W}_i \) |
| \( \mu_G \) | expected value of latent quality \( W_G \) |
| \( \eta_G^2 \) | variance of latent quality \( W_G \) |
| \( \sigma_G^2 \) | variance of additive noise |
| \( \sigma_{\hat{W}}^2 \) | variance of estimated quality \( \hat{W}_G \). It equals \( \eta_G^2 + \sigma_G^2 \) |
| \( \sigma_W^2 \) | variance of expected quality \( \tilde{W}_G \). It equals \( \eta_G^2 / (\eta_G^2 + \sigma_G^2) \) |
| \( x_G^{alg} \) | fraction of \( G \)-candidates that are selected by a given algorithm “alg” |
| \( \theta_G^{alg} \) | threshold above which \( G \)-candidates are selected by the algorithm “alg” |
| \( \phi, \Phi, \Phi^{-1} \) | PDF, CDF and quantile of the standard normal distribution \( \mathcal{N}(0,1) \) |

### 3. Analysis of the general model

In this section, we present the main technical results of the paper in the most general model. The results that we prove in this section are quite abstract; to make things more concrete and provide more intuitive results, we will instantiate this general model in important sub-cases in Section 4.

We start by showing why the two baseline algorithms lead to discrimination, in Theorem 1 for the group-oblivious and in Theorem 2 for the Bayesian-optimal algorithm. Then, we specify in Theorem 3 conditions under which the \( \gamma \)-rule fairness mechanism increases the utility of selection compared to the unconstrained group-oblivious algorithm. Although it is clear that the \( \gamma \)-rule mechanism cannot increase the utility of the Bayesian-optimal algorithm (since it is an expected
utility and the Bayesian-optimal algorithm maximizes it by definition), we prove in Theorem 4 that the ratio of the utilities of the unconstrained Bayesian-optimal and the $\gamma$-fair Bayesian-optimal algorithms is bounded.

3.1. Discrimination of baseline selection algorithms

Recall that we assume (without loss of generality) that group $A$ is the high-variance group, that is $\hat{\sigma}_A^2 > \hat{\sigma}_B^2$. Then, the distribution of $\hat{W}_A$ has longer tails compared to the distribution of $\hat{W}_B$. Thus, if the selection size is small, $A$-candidates will be selected by the group-oblivious algorithm at higher rate compared to $B$-candidates because the probability to estimate an $A$-candidate as “outstanding” is higher than for $B$-candidates. In contrast, if the selection size is large, the chance of estimating an $A$-candidate as poor is larger than for $B$-candidates, in which case the group-oblivious algorithm selects a lower fraction of $A$-candidates. This can be formally stated as follows.

Theorem 1. Assume without loss of generality that $\hat{\sigma}_A^2 > \hat{\sigma}_B^2$. When using the group-oblivious selection algorithm, the selection rates for $A$- and $B$-candidates, $x_A^{obl}$ and $x_B^{obl}$, satisfy:

$$x_A^{obl} > x_B^{obl} \text{ if and only if } \alpha < \Phi \left( \frac{\Delta \mu - \Delta \beta}{\Delta \hat{\sigma}} \right),$$

where $\Delta \mu = \mu_A - \mu_B$, $\Delta \beta = \beta_A - \beta_B$ and $\Delta \hat{\sigma} = \hat{\sigma}_A - \hat{\sigma}_B$.

Proof Sketch. The group-oblivious algorithm sorts candidates by their estimated qualities $\hat{W}_i$ and takes the best $\alpha n$ by applying a group-independent threshold $\hat{\theta}$.

As we show below, nearly the opposite is true for the Bayesian-optimal algorithm: for a small selection budget, in the case of group-independent variance of the latent quality ($\eta_A^2 = \eta_B^2$), a Bayesian-optimal algorithm will select fewer candidates from the high-variance group. In the case where $\eta_A^2 \neq \eta_B^2$, though, which group is underrepresented will be determined by the variances $\tilde{\sigma}$ and not $\hat{\sigma}$, see our discussion below the theorem. Note also that the specific budget threshold at which the transition happens is not the same as for the group-oblivious algorithm.

Theorem 2. Assume that $\hat{\sigma}_A^2 < \hat{\sigma}_B^2$. When using the Bayesian-optimal selection algorithm, the selection rates for $A$- and $B$-candidates, $x_A^{opt}$ and $x_B^{opt}$, satisfy:

$$x_A^{opt} < x_B^{opt} \text{ if and only if } \alpha < \Phi \left( \frac{\Delta \mu}{\Delta \tilde{\sigma}} \right),$$

where $\Delta \mu = \mu_A - \mu_B$, $\Delta \tilde{\sigma} = \tilde{\sigma}_A - \tilde{\sigma}_B$. 
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Proof Sketch. In the Bayesian-optimal algorithm, the candidates are sorted by their expected qualities $W$ and a group-independent threshold is applied to select the best $\alpha n$ candidates. The expression \( \tilde{W}_G \) for the expected quality $W_G$ allows us to compare the selection rates $x^*_A$ and $x^*_B$ for different groups $A$ or $B$ and to find such value of budget $\alpha$ for which $x^*_A = x^*_B$. Then using the fact that $\tilde{W}_G$ follows normal law and the relation between $\tilde{\sigma}_A$ and $\tilde{\sigma}_B$, we obtain our result. A complete proof can be found in Appendix A.2.

The result of Theorem 2 is consistent with the observation from Phelps [27] in a simpler setting (without bias and with group-independent distribution of the latent quality $W$): in the presence of differential variance, the candidates from the high-variance group will appear more similar to each other to the decision maker, hence the distribution of computed expected quality will have a longer tail for the low-variance group. As a consequence, for small enough selection budgets, candidates from the high-variance group will be selected at a lower rate.

Note that the result in Theorem 2 imposes a condition on the order between $\tilde{\sigma}_A$ and $\tilde{\sigma}_B$. If the budget $\eta$ in Section 4 (specifically those of Sections 4.1 and 4.2) are in this case (i.e., satisfy $\eta = \eta_{\text{opt}}$), the demographic parity algorithm strictly improves the selection quality compared to the unconstrained group-oblivious algorithm. The main message of this theorem is that if $\gamma$-rule fairness mechanism harms the quality of selection compared to the group-oblivious algorithm, the two conditions from Theorems 1 and 2 are equivalent, that is $\tilde{\sigma}_A > \tilde{\sigma}_B$ if and only if $\tilde{\sigma}_A > \tilde{\sigma}_B$ (since it holds if and only if $\tilde{\sigma}_A > \tilde{\sigma}_B$). The main special cases that we consider in Section 4 (specifically those of Sections 4.1 and 4.2) are in this case (i.e., satisfy $\eta_A = \eta_B$).

3.2. The $\gamma$-rule mechanism can increase the utility of the group-oblivious algorithm

As we show in Theorem 1, the group-oblivious algorithm leads to overrepresentation of the high-variance group $A$, if the budget $\alpha$ is small. To mitigate this effect, the decision maker can use the $\gamma$-rule fairness mechanism introduced in Section 2.3.

In the next theorem, we provide a condition on budgets $\alpha$ for which using the $\gamma$-fair group-oblivious algorithm attains larger quality of selection compared to the unconstrained group-oblivious algorithm. The main message of this theorem is that if $A$-candidates have larger variability of their estimate compared to $B$-candidates (i.e., $\tilde{\sigma}_A > \tilde{\sigma}_B$) and the variance of expected quality for $A$-candidates is smaller than for $B$-candidates (i.e., $\tilde{\sigma}_A^2 < \tilde{\sigma}_B^2$), then the $\gamma$-fair group-oblivious algorithm leads to larger quality of selection compared to the group-oblivious algorithm for both small and large budgets $\alpha$. As said earlier, when $\eta_A = \eta_B$, these conditions are always satisfied, up to switching the groups $A$ and $B$. At the same time, there may exist a region of budgets $\alpha$ such that the $\gamma$-rule fairness mechanism harms the quality of selection compared to the group-oblivious algorithm.

**Theorem 3.** Without loss of generality, assume that the estimates of quality for $A$-candidates has larger variance than for $B$-candidates $\tilde{\sigma}_A^2 > \tilde{\sigma}_B^2$. Assume also that the variance of the expected quality is smaller for $A$-candidates than for $B$-candidates ($\tilde{\sigma}_A^2 < \tilde{\sigma}_B^2$), and let us define

$$\alpha_{\text{min}} = \min \left\{ \Phi \left( \frac{\Delta \mu - \Delta \beta}{\Delta \tilde{\sigma}} \right), \Phi \left( \frac{\Delta \mu}{\Delta \tilde{\sigma}} \right) \right\}, \quad \alpha_{\text{max}} = \max \left\{ \Phi \left( \frac{\Delta \mu - \Delta \beta}{\Delta \tilde{\sigma}} \right), \Phi \left( \frac{\Delta \mu}{\Delta \tilde{\sigma}} \right) \right\},$$

where $\Delta \mu = \mu_A - \mu_B$, $\Delta \beta = \beta_A - \beta_B$, $\Delta \tilde{\sigma} = \tilde{\sigma}_A - \tilde{\sigma}_B$ and $\Delta \tilde{\sigma} = \tilde{\sigma}_A - \tilde{\sigma}_B$. We have:

(i) For any $\alpha \in (0, \alpha_{\text{min}}) \cup (\alpha_{\text{max}}, 1)$, the demographic parity algorithm strictly improves the selection quality compared to the group-oblivious algorithm and the $\gamma$-fair group-oblivious algorithm for $\gamma < 1$ weakly improves it:

$$U^{\text{dp}} > U^{\gamma\text{-obl}} \geq U^{\text{obl}}.$$
(ii) If $\alpha_{\min} = \alpha_{\max}$, then for $\alpha = \alpha_{\min} = \alpha_{\max}$ one has $U_{\text{dp}} = U_{\text{obl}} = U_{\text{obl}}$.

(iii) Assume that $\alpha_{\min} \neq \alpha_{\max}$, then there exists $[\tilde{\alpha}_{\min}, \tilde{\alpha}_{\max}]$, where $\tilde{\alpha}_{\min} > \alpha_{\min}$ and $\tilde{\alpha}_{\max} < \alpha_{\max}$, such that for any $\alpha \in [\tilde{\alpha}_{\min}, \tilde{\alpha}_{\max}]$, the demographic parity algorithm strictly harms the selection quality compared to the group-oblivious algorithm and the $\gamma$-fair group-oblivious algorithm for $\gamma < 1$ weakly harms it:

$$U_{\text{dp}} < U_{\gamma\text{-obl}} \leq U_{\text{obl}}.$$  

Proof. We prove in Theorem 1 that if $\alpha < \Phi((\Delta \mu - \Delta \beta)/\Delta \bar{\sigma})$, then the group-oblivious algorithm leads to overrepresentation of the high-variance group $A$. At the same time, the group-oblivious algorithm leads to underrepresentation of the group $A$ if $\alpha > \Phi((\Delta \mu - \Delta \beta)/\Delta \bar{\sigma})$. Similarly, we prove in Theorem 2 that if $\hat{\sigma}_A < \hat{\sigma}_B$, then for $\alpha < \Phi(\Delta \mu/\Delta \bar{\sigma})$, the Bayesian-optimal algorithm underrepresents the group $A$ and for $\alpha > \Phi(\Delta \mu/\Delta \bar{\sigma})$ it overrepresents the group $A$.

Recall that for any value of $\alpha$, the demographic parity algorithm requires that candidates from both groups, $A$ and $B$, must be selected at equal rates, i.e., $x^A_{\text{dp}} = x^B_{\text{dp}} = \alpha$. It means that if $\alpha \in (0, \alpha_{\min}) \cup (\alpha_{\max}, 1)$, then the demographic parity algorithm will perform a selection such that either $x^A_{\text{obl}} < x^B_{\text{obl}}$ or $x^A_{\text{obl}} < x^B_{\text{obl}}$ (also $x^A_{\text{obl}} < x^A_{\text{opt}}$ or $x^A_{\text{opt}} < x^B_{\text{obl}}$ for $\gamma < 1$). In Appendix A.3 we prove that the selection quality $U$ is a concave function of $x_A$ with a single maximum at $x_A = x^A_{\text{opt}}$. Hence, from this property we conclude that $U_{\text{dp}} > U_{\text{obl}}$ and $U_{\gamma\text{-obl}} \geq U_{\text{obl}}$ for $\gamma < 1$. Finally, (iii) is due to the fact that the utility $U$ is a continuous and smooth function of $x_A$ as we prove in Appendix A.3. 

While the statement of Theorem 3 is somewhat complex due to its generality, in special cases (e.g., that of Section 4.1) we have $\alpha_{\min} = \alpha_{\max}$. This means that in the special case of Section 4.1 we are always in case (i) of Theorem 3 the $\gamma$-fair group-oblivious algorithm attains a larger utility than the corresponding baseline (or at worst an equal utility).

Note that the statement of Theorem 3 is under the assumption that $\hat{\sigma}^2_A > \hat{\sigma}^2_B$ and $\hat{\sigma}^2_A < \hat{\sigma}^2_B$. As discussed earlier, this assumption may not be without loss of generality if $\eta_A \neq \eta_B$. If it does not hold, then using the demographic parity algorithm could lead to a worse utility than the group-oblivious algorithm. Even in this case, however, the ratio $U_{\text{obl}}/U_{\text{dp}}$ remains bounded. Indeed, we can write $U_{\text{obl}}/U_{\text{dp}} \leq U_{\text{opt}}/U_{\text{dp}}$ and the ratio $U_{\text{opt}}/U_{\text{dp}}$ itself is upper-bounded as we show in the next section (Theorem 4).

3.3. Bounds on the decrease of utility due to imposing $\gamma$-rule on the Bayesian-optimal algorithm

By definition, the Bayesian-optimal algorithm maximizes the utility of the selection which means that imposing a $\gamma$-rule cannot increase the expected utility of the selection—in most cases it decreases it. In this section, however, we obtain a bound on the ratio of utilities for Bayesian-optimal and $\gamma$-fair Bayesian-optimal algorithms. This is stated in the following theorem:

Theorem 4. Assume that $\hat{\sigma}^2_A < \hat{\sigma}^2_B$ and that $\mu_A, \mu_B \geq 0$, then for any budget $\alpha$ the ratio $U_{\text{opt}}/U_{\gamma\text{-opt}}$ satisfies the following bound:

$$1 \leq \frac{U_{\text{opt}}}{U_{\gamma\text{-opt}}} \leq 1 + \left\{ \begin{array}{ll} -\frac{\alpha}{p_A + p_B/\gamma} \cdot g(\mu_G, \hat{\sigma}_G, p_G, \alpha), & \text{if } \alpha \leq \Phi \left( \frac{\Delta \bar{\sigma}}{\Delta \bar{\sigma}} \right) \\ (1 - \frac{\alpha}{p_A + p_B/\gamma}) \cdot g(\mu_G, \hat{\sigma}_G, p_G, \alpha), & \text{if } \alpha > \Phi \left( \frac{\Delta \bar{\sigma}}{\Delta \bar{\sigma}} \right) \end{array} \right.$$  

where $\Delta \mu = \mu_A - \mu_B$, $\Delta \bar{\sigma} = \hat{\sigma}_A - \hat{\sigma}_B$ and $g(\mu_G, \hat{\sigma}_G, p_G, \alpha) = \frac{\Delta \mu + (1 - \alpha) \Delta \bar{\sigma}}{\sum_{G \in \mathcal{G}} p_G \mu_G + \frac{(1 - \alpha)}{\alpha} \sum_{G \in \mathcal{G}} p_G \hat{\sigma}_G}$. 
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Proof Sketch. The first inequality is due to the fact that the utility function $U(x_A)$ is strictly concave and that it attains its maximum at $x_A = x_A^{\text{opt}}$ as we show in Appendix A.3.

To prove the second inequality, we need a few preparatory steps. First, using the result of Theorem 2, we obtain that for the budgets $\alpha < \Phi (\Delta \mu / \Delta \sigma)$, we have $x_A^{\text{opt}} \leq x_A^{\gamma - \text{opt}} < x_A^{\text{dp}}$. Using the concavity of $U$ and the mean value theorem from real analysis, we obtain: $\frac{U(x_A^{\gamma - \text{opt}}) - U(x_A^{\text{opt}})}{x_A^{\gamma - \text{opt}} - x_A^{\text{opt}}} \geq U'(x_A = x_A^{\gamma - \text{opt}}) \implies U(x_A^{\text{opt}}) - U(x_A^{\text{dp}}) \leq -\alpha \cdot U'(x_A = x_A^{\text{dp}})$. After, we divide both parts by $U(x_A = x_A^{\text{dp}})$. The expressions for $U'(x_A = x_A^{\text{dp}})$ and $U(x_A = x_A^{\text{dp}})$ can be written explicitly using the equation derived in Appendix A.3. A complete proof is given in Appendix A.4.

The expression in Theorem 3 is general but complex due to the large number of model parameters. It can be simplified as we tighten up some of the assumptions (see Section 4). There are also interesting behaviors to observe for some values of the parameters. First, if the size of group $A$ becomes small (i.e., $p_A \rightarrow 0$), we observe that the function $g$ converges to 0, hence the upper bound converges to 1. This is expected, since the introduction of the $\gamma$-rule mechanism will affect the selection in a tiny amount due to a small number of $A$-candidates. Second, as the selection budget decreases (i.e., $\alpha \rightarrow 0$), we can show using L'Hôpital's rule that the upper bound in this limit converges to $1 - \frac{p_A \Delta \mu}{\sum p_{G} \sigma_{G}}$ for $\gamma = 1$. In other words, the difference in the expected values of qualities $\Delta \mu$ does not play any role. This is also quite natural, since for tiny selection budgets $\alpha$, the competition is among the candidates with very large values of quality which is due to the variance of the distribution of latent quality but not their mean values.

4. Notable special cases of the general model

The results in Section 3 might be difficult to interpret without considering some specific cases. In this section, we decompose the effects of different factors by tightening up some of the assumptions of our model while keeping the others in place. We consider the following important special cases:

In Section 4.1, we assume that there is no bias in the estimation of quality and that the quality distribution is group-independent. This is the model studied in [1], where the only quantity that depends on the candidate’s group is the noise variance (to isolate the differential variance effect).

In Section 4.2, we assume that the quality distribution is group-independent but the estimates are unbiased, i.e., $\beta_{G_i} = 0$. The main result of this section is that imposing a fairness constraint in this context cannot decrease the utility compared to using the unconstrained group-oblivious baseline.

We also simplify the bound of Theorem 3 on the decrease of the utility of the Bayesian-optimal algorithm due to the $\gamma$-rule fairness mechanism.

First, the following corollary relates selection ratios for two baseline algorithms. It can be obtained directly from Theorems 1 and 2. (Recall that in this special case of group-independent quality distribution, we have $\sigma_A^2 > \sigma_B^2$ if and only if $\sigma_A^2 > \sigma_B^2$, which is also if and only if $\sigma_A^2 < \sigma_B^2$.)

**Corollary 1** (Corollary of Theorems 1 and 2). Assume that the quality distribution is group-independent $W_i \sim \mathcal{N}(\mu, \eta^2)$ and that the quality estimates $\hat{W}_i$ are unbiased $\beta_G = 0$, $\forall G \in \{A, B\}$. 


Assume without loss of generality that $\sigma_A^2 > \sigma_B^2$. When using the group-oblivious selection algorithm and the Bayesian-optimal selection algorithm, the fractions $x_G^{obl}$ and $x_G^{opt}$ of selected candidates from each group satisfy:

(i) $x_A^{obl} > x_B^{obl}$ if and only if $\alpha < 1/2$;

(ii) $x_A^{opt} < x_B^{opt}$ if and only if $\alpha < 1/2$.

Corollary 1 formalizes in simple terms, for the case of group-independent latent quality distributions and unbiased estimators, the discrimination that results from the two baseline algorithms. Notably, (i) states that for selection budgets below $1/2$, the group-oblivious algorithm overrepresents the high-variance group. If the high-variance group is a minority, this is counter-intuitive. As noted in the introduction, however, these typically correspond to cases where the Bayesian-optimal baseline is more meaningful. Then, (ii) states that for small budgets, the Bayesian-optimal algorithm indeed underrepresents the high-variance group.

In Section 3 we specify a condition under which the $\gamma$-rule fairness mechanism is beneficial to the utility of the group-oblivious algorithm. In the special case of group-independent prior and unbiased estimator, the thresholds $\alpha^{\min}$ and $\alpha^{\max}$ defined in Theorem 3 coincide and are equal to $1/2$. This implies the next theorem, which shows that for this case, the $\gamma$-rule fairness mechanism cannot decrease the average quality of a selection compared to the group-oblivious algorithm (without any condition on $\alpha$).

**Corollary 2** (Corollary of Theorem 3). Assume that the quality distribution is group-independent $W_i \sim \mathcal{N}(\mu, \eta^2)$ and that the quality estimates $\hat{W}_i$ are unbiased $\beta_G = 0$, $\forall G \in \{A, B\}$. Let, without loss generality, $\sigma_A^2 > \sigma_B^2$, then for any budget $\alpha \neq 1/2$, the demographic parity selection algorithm provides a larger utility than the $\gamma$-fair group-oblivious selection algorithm with $\gamma < 1$, which in turn provides a larger utility than the group-oblivious selection algorithm:

$$U_{\text{DP}} > U_{\gamma^{\text{obl}}} \geq U_{\text{obl}}.$$  

The above inequality is an equality when $\alpha = 1/2$.

**Proof.** This result is a special case of Theorem 3. Since the distribution of quality is group-independent and there is no implicit bias, then the condition in Theorem 3 holds, and $\alpha^{\min}$ and $\alpha^{\max}$ coincide and become equal to $1/2$. \hfill $\Box$

As for the general case, the $\gamma$-rule fairness mechanism cannot increase the selection quality of the Bayesian-optimal baseline. In Theorem 4 we obtained a bound on the decrease of utility. In the next result, we show how this result simplifies in the modeling assumptions of the current subsection. We provide the bound for $\alpha \leq 1/2$ as it is the most interesting setting. The one for $\alpha > 1/2$ can also be easily deduced.

**Corollary 3** (Corollary of Theorem 4). Assume that quality distribution is group-independent $W_i \sim \mathcal{N}(\mu, \eta^2)$ and quality estimates $\hat{W}_i$ are unbiased $\beta_G = 0$, $\forall G \in \{A, B\}$. Let, without loss of generality, $\sigma_A^2 > \sigma_B^2$ and $\mu \geq 0$. Then for all $\alpha \neq 1/2$, the demographic parity selection algorithm provides a smaller utility than the $\gamma$-fair Bayesian-optimal selection algorithm with $\gamma < 1$, which in turns provides a smaller utility than the Bayesian-optimal selection algorithm. The utility ratio $U_{\text{opt}}^{\gamma} / U_{\text{opt}}$ for any budget $\alpha \leq 1/2$ has the following bound:

$$1 \leq \frac{U_{\text{opt}}^{\gamma}}{U_{\text{opt}}} \leq 1 + g(\alpha) \cdot \frac{1}{p_A + (1 - p_A)/\gamma} \cdot \frac{p_A(\nu - 1)}{p_A + (1 - p_A)\nu},$$

where $g(\alpha) = \frac{\alpha\Phi^{-1}(1 - \alpha)}{\sigma(\Phi^{-1}(1 - \alpha))}$ and $\nu = \sigma_A / \sigma_B > 1$. 
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Proof. Direct from Theorem 3 when we set \( \mu = \mu_A = \mu_B \) and \( \eta^2 = \eta_A^2 = \eta_B^2 \). \( \square \)

For \( \gamma = 1 \), which is the case of demographic parity, we can further simplify the expression in Corollary 3. By using the fact that \( g(\alpha) \) is decreasing with \( \alpha \) and that \( \lim_{\alpha \to 0} g(\alpha) = 1 \), we can write

\[
1 \leq \frac{U^\text{opt}}{U^\text{dp}} \leq 1 + \frac{p_A(\nu - 1)}{p_A + (1 - p_A)\nu}.
\]

Note that as \( \nu \) tends to 1, meaning that there is no difference in variances between \( A \) and \( B \) group, the upper bound also tends to 1 and matches the lower bound. Most interestingly, we observe that the larger the difference in variances \( \nu \), the larger the upper bound. As \( \nu \) tends to infinity, the upper bound tends to \( 1/(1 - p_A) \). Hence, if, for instance, the high-variance group is the minority \( (p_A < 1/2) \), then the gap cannot be larger than 2.

Numerical illustrations

In Fig. 3a, we show the obtained utilities \( U \), the selection fractions \( x_A \), and the gap values \( U^\text{opt}/U^\text{dp} \) and \( U^\text{opt}/U^\text{obl} \) for different budgets \( \alpha \) from 0.01 to 0.99. Fig. 3b illustrates the utilities corresponding to different selection algorithms. We observe that the utilities of the Bayesian-optimal and demographic parity selections decrease when \( \alpha \) increases. This is expected because this graph represents the average quality of a selected candidate: the average quality decreases when the number of selected candidates increases. What is more surprising is that the behavior of the group-oblivious selection algorithm is not monotonous: the expected utility \( U \) increases when \( \alpha \) goes from 0.1 to 0.3. In fact, when \( \alpha < 0.1 \), very few \( B \)-candidates are selected by the group-oblivious algorithm. When \( \alpha \approx 0.1-0.2 \), this algorithm selects a few good \( B \)-candidates which leads to an increased average performance.

In Fig. 3c, we show the performance gap between group-oblivious and demographic parity selection algorithms for different values of \( \sigma_A \) and fixed \( \sigma_B = 0.2 \), \( \eta = 1 \). The values of \( \sigma_A \) are such that \( \sigma_A/\sigma_B = k \), \( k = 2, 5, 10, 15 \). We see that the gap is in general larger when the selection size \( \alpha \) is small. This is due to the fact that as the selection size increases, the selections by the group-oblivious and demographic parity algorithms become close. The performance gap is zero when \( \alpha = 0.5 \) because the selections are exactly the same (due to the symmetry of the underlying quality distribution), but it becomes positive again for larger values of \( \alpha \). In addition, the larger the differential variance ratio \( \sigma_A^2/\sigma_B^2 \), the larger the gain that demographic parity brings.

Finally, in Fig. 3d, we illustrate the performance gap between the Bayesian-optimal and the demographic parity selection algorithms for different values of \( \sigma_A \) and fixed \( \sigma_B = 0.2 \), \( \eta = 1 \). As in Fig. 3c, the values of \( \sigma_A \) are such that \( \sigma_A/\sigma_B = k \), \( k = 2, 5, 10, 15 \). As in addition, we also show the bound on the ratio \( U^\text{opt}/U^\text{dp} \) for different values of \( \alpha \) and for fixed \( k = 15 \). We see that the upper bound developed in Theorem 3 is relatively tight for small values of \( \alpha \), but is quite loose when \( \alpha \approx 0.5 \).

4.2. Group-independent latent quality distribution and biased estimates

In this section, we again assume that the underlying quality distribution is group-independent but we now assume that the estimates are both biased and with differential variance. Since the true quality distribution is group-independent, then \( \mu = \mu_A = \mu_B \) and \( \eta^2 = \eta_A^2 = \eta_B^2 \). Recall that in this case, the conditions in Theorem 3 hold since under the assumption of \( \tilde{\sigma}_A^2 > \tilde{\sigma}_B^2 \) which is w.l.o.g. the requirement \( \tilde{\sigma}_A^2 < \tilde{\sigma}_B^2 \) is also satisfied. The expressions for the budgets \( \alpha^{\text{min}} \) and \( \alpha^{\text{max}} \) specified in Theorem 3 can also be simplified:

\[
\alpha^{\text{min}} = \min \left\{ \Phi \left( \frac{-\Delta \beta}{\Delta \sigma} \right), \frac{1}{2} \right\}, \quad \alpha^{\text{max}} = \max \left\{ \Phi \left( \frac{-\Delta \beta}{\Delta \sigma} \right), \frac{1}{2} \right\}.
\]
We can get several insights from this simplification. First, if both groups are subject to the same amount of bias, $\beta_A = \beta_B$, then both $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ coincide, $\alpha_{\text{min}} = \alpha_{\text{max}} = 1/2$. Hence, according to Theorem 3, the $\gamma$-rule fairness mechanism in this case is beneficial to the utility of the group-oblivious algorithm for all budgets $\alpha \neq 1/2$. For $\alpha = 1/2$, both the $\gamma$-fair group-oblivious algorithm and the group-oblivious algorithm will perform the same $U^{\text{obl}} = U^{\text{opt}}$ for all $\gamma > 0$. Hence, if the amount of bias is the same, the result is not different from the one when there is no bias at all (see Section 4.1), which is natural and expected. We illustrate this result in Fig. 4b which is the same as Fig. 3a.

Second, if the estimate for the high-variance group $A$ has smaller bias than for the low-variance group $B$, i.e., $\Delta \beta = \beta_A - \beta_B < 0$, then the $\gamma$-fair mechanism will improve the utility of the group-oblivious algorithm for all $\alpha < 1/2$. It can be seen from the fact that in this case $\Phi \left( \frac{\Delta \beta}{\sigma} \right) \geq 1/2$ which means that $\alpha_{\text{min}} = 1/2$. This case is illustrated in Fig. 4b.

Perhaps counterintuitively, when implicit bias and implicit variance both affect the estimation, for some values of $\alpha \in (\alpha_{\text{min}}, \alpha_{\text{max}})$ specified in Theorem 3, the $\gamma$-fair group-oblivious algorithm will always perform worse than the group-oblivious algorithm. We observe the corresponding phenomenon on both Fig. 4b and Fig. 4c around the values of budgets $\alpha = 0.6$ and $\alpha = 0.4$, respectively.

Finally, note that the Bayesian-optimal algorithm as well as the demographic parity (implicitly) remove the biases, hence, the results and discussion from Corollary 3 can also be applied in this section.

4.3. Group-dependent latent quality distribution and unbiased estimates

We now assume that there is no bias but that the underlying quality distribution is group-dependent. We can also distinguish different cases, when we isolate the effect of group-dependency of the distribution of quality by removing the implicit bias from our consideration. In this case, $\Delta \beta = 0$ and the budgets specified in Theorem 3 can be reformulated as follows:

$$
\alpha_{\text{min}} = \min \left\{ \Phi \left( \frac{\Delta \mu}{\Delta \sigma} \right), \Phi \left( \frac{\Delta \mu}{\Delta \sigma} \right) \right\}, \quad \alpha_{\text{max}} = \max \left\{ \Phi \left( \frac{\Delta \mu}{\Delta \sigma} \right), \Phi \left( \frac{\Delta \mu}{\Delta \sigma} \right) \right\}.
$$

We can draw several conclusions from this simplification. First, if both groups have equal means $\mu_A = \mu_B$ and if $\bar{\sigma}_A > \bar{\sigma}_B$, $\bar{\sigma}_A < \bar{\sigma}_B$, then the condition in Theorem 3 simplifies to $\alpha_{\text{min}} = \alpha_{\text{max}} = 1/2$, which is equivalent to the result in Corollary 2. Thus, in this case, the $\gamma$-rule mechanism improves the quality of group-oblivious selection for all budgets $\alpha \neq 1/2$. (If $\alpha = 1/2$, then $U^{\text{obl}} = U^{\gamma-\text{obl}}$ for all $\gamma$.) We illustrate this case in Fig. 5a, and it is the same result as in Section 4.1. Second, if both groups have equal variances of quality $\eta_A = \eta_B = \eta^2$, then the condition $\bar{\sigma}_A < \bar{\sigma}_B$ from Theorem 3 holds automatically. We illustrate different cases of relations between $\mu_A$ and $\mu_B$ in Fig. 5b and
Figure 4: The quality of selection in the presence of bias and differential variance for different budgets $\alpha$. We assume that the quality distribution is group-independent, but $A$-candidates have larger variability of estimation compared to the $B$-candidates, i.e. $\sigma_A^2 > \sigma_B^2$. The quality distribution follows $N(\mu = 1, \eta^2 = 1)$, the differential variance parameters are equal to $\sigma_A = 3$ and $\sigma_B = 0.2$. The bias parameters are equal to $\beta_A = 1, \beta_B = 1$ for (a), $\beta_A = 0, \beta_B = 1$ for (b) and $\beta_A = 1, \beta_B = 0$ for (c). The shaded green region indicates the case $\alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}]$, i.e., when no increase of performance is guaranteed by Theorem 3.

Fig. 5c. Unfortunately, the bound on $U_{\text{opt}} / U_{\gamma-\text{opt}}$ in Theorem 4 cannot be further simplified for the case of group-dependent quality distribution.

5. Experiments

In this section, we challenge our theoretical results by using sets of data that do not satisfy our assumptions. We show in Section 5.1 that the results are qualitatively similar when the candidates’ true quality comes from a non-normal distribution. We also observe a similar behavior when considering in Section 5.2 an artificial scenario that we construct using a real dataset coming from the national Indian exam data. We conclude in Section 5.3 with experiments that show that a case with $n = 50$ candidates behaves similarly as with $n = \infty$.

5.1. Synthetic data with non-normal quality

Our assumption in the theoretical evaluation of Sections 3-4 was that qualities $W$ follow a normal distribution. In some cases, however, the quality distribution is quite different from normal and can be better modeled by a power law [8], for example the case for wealth, income or number of citations [31], meaning that a minority possesses a large fraction of the aggregate quality. In this experiment, we vary the quality distribution and consider other distributions of quality $W$: a Uniform distribution on $[0, 1]$, a Beta distribution with the shape parameter equal to 2 and the scale parameter equal to 5 or a Pareto distribution with a scale 1 and shape 3 (whose PDF $p_W(w) = \frac{3}{w^4}$).

We generate a single dataset of size $n = 10,000$. For this dataset we perform a group-oblivious, a demographic parity and a Bayesian-optimal selections. In Fig. 6, we report the sample utilities $U_n$ and sample selection rates $x_{An}$. Note that in this section we consider no bias and group-independent quality distribution. Each line correspond to a different prior quality.

In Fig. 6b, we show the performance gap between the group-oblivious and the demographic parity algorithms. We see that the demographic parity improves the utility of the group-oblivious

---

9All codes are available at: https://gitlab.inria.fr/vemelian/differential-variance-code.
algorithm in most of the cases and that the largest gap corresponds to the smallest budget \( \alpha \). Note that contrary to Corollary 2, the demographic parity does not always improve the utility of the group-oblivious algorithm. Yet, the loss due to the demographic parity is never larger than 0.1% while the gain can be up to 60%.

In Fig. 6c, the performance ratio for the Bayesian-optimal algorithm and the demographic parity algorithm is shown. As expected, the demographic parity harms the utility of the Bayesian-optimal algorithm for both small and large values of budget \( \alpha \). As the budget \( \alpha \) increases, the performance gap decreases. To estimate the ratio between the Bayesian-optimal algorithm and the demographic parity, we plot also the value of upper bound from Theorem 3, which is calculated under an assumption that the quality distribution is normal. We observe that the bound is not tight, however, still dominates the values of upper bound from Theorem 3.

Finally, in Fig. 6d, we show how the selection fractions \( x_A^{\text{obl}} \) and \( x_A^{\text{opt}} \) depend on \( \alpha \). We see that for small budgets \( \alpha \), the group-oblivious algorithm tends to select more from group A, while for large budgets, the situation is opposite. In contrast, the Bayesian-optimal algorithm always selects A-candidates at lower rate if the selection budget \( \alpha \) is small.

5.2. IIT-JEE scores dataset

In this section, we aim to consider a scenario in which the underlying quality distributions are non-normal and non-symmetric, and are group-dependent. To easily construct such a case, we create an artificial scenario by using a real dataset, the IIT-JEE dataset \([32]\), with joint entrance exam results in India in 2009. These scores are used as an admission criterion to enter the high-rated universities. The dataset consists of \( n = 384,977 \) records. Every record has information about one student: its name, gender, grade for Mathematics, Physics, Chemistry and total grade. In the dataset, there are 98,028 women and 286,942 men. This dataset is the same as the one considered in \([3]\).

In order to construct a model of differential variance, we consider an artificial scenario where the field “grade” is the true latent quality \( W \) of the candidates. The mean values and standard deviations of \( W \) for the two groups are: \( \mu_{\text{men}} = 30.8, \sigma_{\text{men}} = 51.8, \mu_{\text{women}} = 21.2, \eta_{\text{women}} = 39.3 \).
We then suppose that an unbiased estimator $\hat{W}$ of the grade is observed. The standard deviation of estimation for male candidates is set to $\sigma_{men} = 10$. For the women group, which is the minority group, we consider different cases: $\sigma_{women} = k \cdot \sigma_{men}$, for $k = 1, 4, 7, 10$. The distribution of grades $W$ and observed values $\hat{W}$ for $k = 4$ are shown in Fig. 7a and 7b.

For the dataset we perform a group-oblivious (select best $m$), a demographic parity selection (select best $m$, but maintain the demographic parity condition $x_A = x_B$ up to one candidate) and a Bayesian-optimal selection. The selection size varies from 2% to 100% of total number of candidates, i.e., out of 384,977 students the decision maker selects 7,700 students or more. A selection rate of 2% was set by IIT in 2009 [9].

The results for the ratio of $U^{opt} / U^{obl}$ are given in Fig. 7c. We observe that for both small and large values of $\alpha$, the demographic parity helps the utility of the group-oblivious algorithm, if the noise values of women evaluation $\sigma_{women}$ are large, which agrees with the results from Theorem 3. We see that the gain can be up to around 20% if the selection size is small and up to 5% if the selection size is large. For the case where $\sigma_{women}$ and $\sigma_{men}$ are close, we observe no gain if the selection is large and we observe a minor loss in utility (around 2%) if the selection is small. This is due to the fact that in the dataset, there are more men with a high true latent quality $W$, as seen in Fig. 7d. We also plot the region (for $k = 10$) from Theorem 3 in which the utility of the demographic parity algorithm should dominate the utility of the group-oblivious algorithm if the distribution of quality is a group-dependent normal.
5.3. Accuracy of the approximation for small \( n \)

As discussed in Section 2, we cannot solve the problem with finite selection sizes exactly. Instead, throughout the paper, we use an approximation that is exact as number of candidates \( n \) tends to infinity (Theorem 4). In this section, we question the accuracy of this approximation when the sizes \( n \) are still quite close to the actual value of \( \mathcal{U}^{opt} / \mathcal{U}^{dp} \) for small \( \alpha \).

In Fig. 8a we plot the average utilities \( \mathcal{U}_n \) for a population of \( n = 100 \), where we select \( m \) individuals and where we vary \( m \) from 10 to 100. The shaded region corresponds to a confidence interval. We consider three selection algorithms (demographic parity, group-oblivious and Bayesian-optimal) and compare the performance for \( n = 100 \) with the limiting quantities \( \mathcal{U}^{dp}, \mathcal{U}^{obl} \) and \( \mathcal{U}^{opt} \).

We observe that, even for \( n = 100 \), the average values of utility are close to the approximation. In Fig. 8b we compare the average ratio of performances \( \mathcal{U}_n^{dp} / \mathcal{U}_n^{obl} \) for different \( n \). We observe that the approximation for \( n = 50 \) is a good prediction of the average gain provided by the use of demographic parity. Similarly, in Fig. 8c we compare the average ratio of performances \( \mathcal{U}_n^{opt} / \mathcal{U}_n^{dp} \) for different \( n \). Again, the curves for finite \( n \) are still quite close to the case where \( n \to \infty \).

6. Conclusion

In this work, we study a simple model of the selection problem that captures the phenomenon of differential variance, that is, the decision maker has estimates of the candidates’ quality with different variances for different demographic groups. We distinguish two notable cases. In the first case, the decision maker does not have information about the estimate properties (variances and biases); as a result they use a group-oblivious algorithm. In the second case, every information about the distribution of quality is known, and the decision maker is Bayesian-optimal.

First, we show that both baseline algorithms (without any fairness constraint) lead to discrimination. Then we identify conditions under which, in the first case, the \( \gamma \)-rule fairness mechanism (a generalization of the \( \frac{1}{2} \) rule) leads to a higher selection utility compared to using the group-oblivious baseline. In the second setting, the \( \gamma \)-rule mechanism is harmful to the utility of Bayesian-optimal
baseline but we prove that the utility decrease is bounded. Overall, our results contribute to a recent thread of works identifying cases in which, contrary to conventional wisdom, imposing fairness mechanisms does not come at the cost of utility (or even if it does, that the cost is bounded). Beyond fitting a particular application in detail, our results are useful in thinking about the impact of possible policies. For instance, they can help evaluate the effect of imposing a given fairness mechanism, or deciding whether or not to allow access to group information in a particular application.

Our theoretical results are obtained under the assumption that the true latent quality $W$ follows a normal law (to allow for analytical derivations). This assumption can be relaxed: we can plug into the model any distribution of latent quality (e.g., Pareto, uniform, etc.). We show numerically in Section 5 that it does not change the flavor of the main results. Extending these results theoretically is, however, challenging as in our proofs we operate with the expression for the conditional expectation of true latent quality given the noisy estimate. In a non-normal case, this conditional expectation cannot, in general, be expressed in closed form, which complicates the analysis.

Our modeling assumptions imply that a candidate’s quality does not depend on the selection strategy used. If attaining a certain level of quality comes at a cost, then the interaction between decision makers and candidates may be seen as a game. It would be interesting to see how differential variance affects the incentives of candidates and how the $\gamma$-rule changes them in this game. We leave this game-theoretic formulation of the selection problem as a future direction.
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Appendix A. Ommited proofs

In this section we provide detailed proofs of the statements given before. Namely, these are proofs of Theorem 1, Theorem 2, Theorem 3 and Theorem 4.

Appendix A.1. Proof of Theorem 1

By our assumptions, the estimates of qualities for G-candidates follow a normal law with the mean $\mu_G - \beta_G$ and the variance $\sigma_G^2 = \sigma^2_G + \sigma^2_G$. Recall that the selection rate $x^{\text{obl}}_G$ for the group-oblivious algorithm is a probability for the G-candidate to have an estimated quality larger than a predefined group-independent threshold: $x^{\text{obl}}_G = P(W \geq \hat{\theta}^{\text{obl}}|G)$. Taking all that into account, the selection rate for G-candidates can be expressed as:

$$x^{\text{obl}}_G = 1 - \Phi \left( \frac{\hat{\theta}^{\text{obl}} - \mu_G + \beta_G}{\sigma_G} \right).$$

This shows that the condition $x^{\text{obl}}_A > x^{\text{obl}}_B$ is equivalent to $\frac{\hat{\theta}^{\text{obl}} - \mu_A + \beta_A}{\sigma_A} < \frac{\hat{\theta}^{\text{obl}} - \mu_B + \beta_B}{\sigma_B}$, since $\Phi$ is an increasing function of its argument. Hence, by rearranging the terms we conclude that $\hat{\theta}^{\text{obl}} > \frac{\mu_A - \mu_B - \beta_A - \beta_B + \sigma_B - \sigma_A}{\sigma_B - \sigma_A}$. By substituting the corresponding threshold to the expression for the selection rate $x^{\text{obl}}_G$, we end up with the expression for the values of budgets $\alpha$ for which $x^{\text{obl}}_A > x^{\text{obl}}_B$.

The calculations show that for the budgets $\alpha < 1 - \Phi \left( \frac{(\mu_A - \mu_B - (\beta_A - \beta_B)}{\sigma_B - \sigma_A} \right) = \Phi \left( \frac{\Delta \mu - \Delta \beta}{2\sigma} \right)$ using the group-oblivious algorithm leads to overrepresentation of a high-variance group $A$, where we use the notation $\Delta \mu = \mu_A - \mu_B$, $\Delta \beta = \beta_A - \beta_B$ and $\Delta \sigma = \sigma_A - \sigma_B$.

Appendix A.2. Proof of Theorem 2

The Bayesian-optimal algorithm selects candidates for which the expected quality $\bar{W}$ is larger than some group-independent but budget-dependent threshold $\bar{\theta}$. Since $\bar{W}_G$ follows a normal law with the mean $\mu_G$ and the variance $\hat{\sigma}_G^2$, we can write that $x^{\text{opt}}_G = 1 - \Phi \left( \frac{\bar{\theta} - \mu_G}{\hat{\sigma}_G} \right)$. In the rest of the proof, without loss of generality we assume that $\hat{\sigma}_A^2 < \hat{\sigma}_B^2$, hence, we can calculate that

$$x^{\text{opt}}_A < x^{\text{opt}}_B \iff \bar{\theta} - \mu_A > \bar{\theta} - \mu_B \iff \hat{\theta} > \frac{\mu_A \hat{\sigma}_B - \mu_B \hat{\sigma}_A}{\sigma_B - \sigma_A}.$$ 

By substituting the corresponding threshold to the expression for the selection rate $x^{\text{opt}}_G$, we end up with the expression for the values of budgets $\alpha$ for which $x^{\text{opt}}_A < x^{\text{opt}}_B$. The calculations show that this is for all budgets $\alpha < \Phi \left( \frac{\Delta \mu}{2\sigma} \right)$, where we use the notation $\Delta \mu = \mu_A - \mu_B$ and $\Delta \sigma = \hat{\sigma}_A - \hat{\sigma}_B$.

Appendix A.3. Properties of the utility $U$ (Proof of Theorem 3)

In this section, we study the properties of the utility function $U(x_A)$ independently from the selection algorithm used. We give the expression for the derivative of $U$ as a function of $x_A$. This expression allows us to prove that the utility function $U$ is strictly concave. This implies that as we have $x^{\text{ obl}}_A \leq x^{\text{ obl}}_A \leq x^{\gamma \text{ opt}}_A \leq x^{\text{ opt}}_A$ or $x^{\text{ obl}}_A \leq x^{\text{ obl}}_A \leq x^{\gamma \text{ opt}}_A \leq x^{\text{ opt}}_A$, one always has $U(x^{\text{ obl}}_A) \leq U(x^{\gamma \text{ opt}}_A) \leq U(x^{\text{ opt}}_A)$, with strict inequalities whenever the above inequalities are strict.

[32] IIT-JEE dataset, [https://github.com/AnayMehrotra/Ranking-with-Implicit-Bias](https://github.com/AnayMehrotra/Ranking-with-Implicit-Bias) [Online; accessed Jan 29, 2020] (2019).
Lemma 2. Assume that the budget $\alpha$ is fixed.

1. The first derivative of the utility $U(x_A)$ can be expressed as follows:

$$U'(x_A) = \frac{p_A}{\alpha} \left[ \frac{(\hat{\theta}_A + \beta_A)\eta_A^2 + \mu_A\sigma_A^2}{\eta_A^2 + \sigma_A^2} - \frac{(\hat{\theta}_B + \beta_B)\eta_B^2 + \mu_B\sigma_B^2}{\eta_B^2 + \sigma_B^2} \right]$$ \hspace{1cm} (A.1)

where $\hat{\theta}_A, \hat{\theta}_B$ are such that $P(\hat{W} \geq \hat{\theta}_A | G = A) = x_A$ and $\sum_{G \in \{A,B\}} P(\hat{W} \geq \hat{\theta}_G | G) \cdot p_G = \alpha$.

2. The utility $U(x_A)$ is strictly concave.

**Proof.** By definition of $U$ in (4), the utility $U$ equals $V(\hat{\theta}_A, \hat{\theta}_B)$ where $\hat{\theta}_A, \hat{\theta}_B$ are the unique thresholds such that $P(\hat{W} \geq \hat{\theta}_A | G = A) = x_A$ and $\sum_{G \in \{A,B\}} P(\hat{W} \geq \hat{\theta}_G | G) \cdot p_G = \alpha$. Using that $\hat{W}_G$ and $\hat{W}_{\hat{G}}$ are normally distributed these quantities can be expressed as:

$$V(\hat{\theta}_A, \hat{\theta}_B) = \frac{1}{\alpha} \sum_G p_G \int_{\hat{\theta}_G}^{\infty} dw \int_{-\infty}^{\infty} dw \left[ \frac{1}{\eta_G} \phi \left( \frac{w - \mu_G}{\eta_G} \right) \cdot \frac{1}{\sigma_G} \phi \left( \frac{\tilde{w} - w + \beta_G}{\sigma_G} \right) \right] - \frac{1}{\eta_G} \phi \left( \frac{w - \mu_G}{\eta_G} \right) \cdot \frac{1}{\sigma_G} \phi \left( \frac{\tilde{w} - w + \beta_G}{\sigma_G} \right).$$

Using the chain rule, we can write the first derivative of selection utility:

$$\frac{dU}{dx_A} = \sum_G \frac{\partial U}{\partial \hat{\theta}_G} \frac{\partial \hat{\theta}_G}{dx_A}.$$ \hspace{1cm} (A.2)

From the budget constraint $p_A x_A + p_B x_B = \alpha$, by differentiating both parts by $x_A$, we obtain that $p_A \frac{dx_A}{dx_A} + p_B \frac{\partial x_B}{\partial x_A} = 0$ which implies that $\frac{\partial x_B}{\partial x_A} = -\frac{p_A}{p_B} \frac{\partial x_B}{\partial x_B}$. Then, by substituting the obtained expression for $\frac{\partial x_B}{\partial x_A}$ into (A.2), we obtain that $\frac{dU}{dx_A} = p_A \left( \frac{\partial U}{\partial x_A} + \frac{\partial U}{\partial x_B} \right)$. From this, the expression (A.1) follows directly.

We observe that the first derivative is linear in the selection thresholds $\hat{\theta}_A$ and $\hat{\theta}_B$. Thus, as the selection rate $x_A$ increases, the derivative $U'(x_A)$ decreases which means that the function $U(x_A)$ is strictly concave.

**Appendix A.4. Proof of Theorem 4**

Assume that $\alpha < \Phi \left( \frac{\Delta w}{2\sqrt{\tilde{v}} \sigma} \right)$. By Theorem 2 we have $x_A^{opt} < x_A^{dp}$. As we prove in Lemma 2, the utility function $U$ is concave function of $x_A$. Using the concavity of $U$ we have

$$U'(x_A = x_A^{dp}) = \frac{U(x_A^{opt}) - U(x_A^{dp})}{x_A^{opt} - x_A^{dp}} \geq U'(x_A = x_A^{dp})$$

which implies that $U(x_A^{opt}) - U(x_A^{dp}) \leq (0 - \alpha) \cdot U'(x_A^{dp})$, where we use the fact that $x_A^{dp} - x_A^{opt} \leq \alpha$ for all budget $\alpha < \Phi \left( \frac{\Delta w}{2\sqrt{\tilde{v}} \sigma} \right)$.

By dividing both sides by $U(x_A^{dp})$, from the above inequality we obtain the following upper bound:

$$\frac{U(x_A^{opt})}{U(x_A^{dp})} \leq 1 - \alpha \cdot \frac{U'(x_A^{dp})}{U(x_A^{dp})},$$
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The expression for $U'(x_A^{dp})$ can be written explicitly by using (A.1) and the fact that group-dependent thresholds for the demographic parity algorithm can be calculated as 

$$ \hat{\theta}^{dp}_G = \mu_G - \beta_G + \hat{\sigma}_G \Phi^{-1}(1 - \alpha) $$

$$ = \frac{p_A}{\alpha} \left( \mu_A - \mu_B + \Phi^{-1}(1 - \alpha) \left[ \frac{\eta^2_A}{\sqrt{\sigma^2_A + \eta^2_A}} - \frac{\eta^2_B}{\sqrt{\sigma^2_B + \eta^2_B}} \right] \right) = \frac{p_A}{\alpha} (\Delta \mu + \Phi^{-1}(1 - \alpha) \Delta \hat{\sigma}) .$$

The utility by the demographic parity algorithm can be calculated using the law of total expectation and the expected value of truncated normal distribution as follows:

$$ U(x_A^{dp}) = \sum_G p_G \mu_G + \frac{\phi(\Phi^{-1}(1 - \alpha))}{\alpha} \sum_G p_G \eta^2_G \sqrt{\sigma^2_G + \eta^2_G} = \sum_G p_G \mu_G + \frac{\phi(\Phi^{-1}(1 - \alpha))}{\alpha} \sum_G p_G \tilde{\sigma}_G .$$

Hence, from the above inequality and the expressions for $U(x_A^{dp})$ and $U'(x_A^{dp})$, we can obtain the following upper bound on the ratio $U'^{opt}/U^{dp}$ for $\alpha < \Phi(\Delta \mu/\Delta \hat{\sigma})$:

$$ \frac{U(x_A^{opt})}{U(x_A^{dp})} \leq 1 - \alpha \cdot \frac{p_A}{\sum_G p_G \mu_G + \frac{\phi(\Phi^{-1}(1 - \alpha))}{\alpha} \sum_G p_G \tilde{\sigma}_G} .$$

For the $\gamma$-fair Bayesian-optimal algorithm, the upper bound on $U'^{opt}/U^{dp}$ can be calculated in a similar manner. The values of the selection rate difference for $\alpha < \Phi(\Delta \mu/\Delta \hat{\sigma})$ can be upper bounded as $x_A^{\gamma-opt} - x_A^{opt} \leq \frac{\alpha}{p_A + \gamma p_B}$, since the selection by the Bayesian-optimal algorithm lies either inside the $\gamma$-region $x_A \in \left[ \frac{\alpha}{p_A + \gamma p_B} \right]$ or on its boundary. For $\alpha > \Phi(\Delta \mu/\Delta \hat{\sigma})$, the difference can be upper bounded as $x_A^{opt} - x_A^{\gamma-opt} \leq 1 - \frac{\alpha}{p_A + \gamma p_B}$.

\[Note that the case $\alpha > \Phi(\Delta \mu/\Delta \hat{\sigma})$ is proven similarly, except that we use $x_A^{opt} - x_A^{dp} \leq 1 - \alpha.\]