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Abstract
This article is an attempt to reconcile the requirements of the EU General Data Protection Regulation (GDPR) and anti-money laundering and combat terrorist financing (AML/CFT) instruments used in permissionless ecosystems based on distributed ledger technology (DLT). Usually, analysis is focused only on one of these regulations. Covering by this research the interplay between both regulations reveals their incoherencies in relation to permissionless DLT. The GDPR requirements force permissionless blockchain communities to use anonymization or, at the very least, strong pseudonymization technologies to ensure compliance of data processing with the GDPR. At the same time, instruments of global AML/CFT policy that are presently being implemented in many countries following the recommendations of the Financial Action Task Force, counteract the anonymity-enhanced technologies built into blockchain protocols. Solutions suggested in this article aim to induce the shaping of permissionless DLT-based networks in ways that at the same time would secure the protection of personal data according to the GDPR rules, while also addressing the money laundering and terrorist financing risks created by transactions in anonymous blockchain spaces or those with strong pseudonyms. Searching for new policy instruments is necessary to ensure that governments do not combat the development of all privacy-blockchains so as to enable a high level of privacy protection and GDPR-compliant data processing. This article indicates two AML/CFT tools which may be helpful for shaping privacy-blockchains that can enable the feasibility of such tools. The first tool is exceptional government access to transactional data written on non-transparent ledgers, obfuscated by advanced anonymization cryptography. The tool should be optional for networks as long as another effective AML/CFT measures are accessible for the intermediaries or for the government in relation to a given network. If these other measures are not available and the network does not grant exceptional access, the regulations should allow governments to combat the development of those networks. Effective tools in that scope should target the value of privacy-cryptocurrency, not its users. Such tools could include, as a tool of last resort, state attacks which would undermine the trust of the community in a specific network.
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Introduction

The last two decades have seen the intensive global development of measures to fight money laundering, terrorist financing and counter financing of the proliferation of weapons of mass destruction (anti-money laundering and combat terrorist financing (AML/CFT)), which are in constant tension with the protection of privacy. The primary sources of global AML/CFT policies are standards and recommendations of Financial Action Task Force (FATF). The FATF members, which are governments and supra-national regional organizations, currently represent major financial centres in all parts of the world. The FATF standards and recommendations form the most influential global AML/CFT policies in effect today. They do not bind directly the individuals and organizations but the FATF members are obliged to implement these standards and recommendations in their national legislation [1]. In that way there become binding for individuals and organizations. In the EU, the FATF policies and standards are implemented in the AML Directives [2]. I do not refer in this article to the provisions of national regulations because the source of the problem analysed here lies at a higher (global) level, namely, in the policies set up by FATF.

The last few years have also seen intensive developments concerning data/privacy protection regulations. The EU General Data Protection Regulation (GDPR) [3] is one of the most stringent standards [4, 5] in this area. It has inspired more and more new regulations globally, also including certain US state laws [6, 7] and Chinese regulations [8]. Therefore, this model of regulation has a massive impact on shaping global technology. In contrast to the AML/CFT area, there is no comparable global inter-governmental organization which sets the global standards for regulations in the realm of data/privacy protection. Thus, to analyse the interplay between the global AML/CFT policy and data/privacy protection law, I could not refer to any global data protection standard. The global models of data/privacy protection are developed in a non-centralized way: more and more countries, adopting their data protection regulations, shape these regulations in a way more or less similar to the GDPR, as one of few models of regulation. Therefore, the GDPR, being a binding law in the EU, becomes at the same time one of the few influential global standards for data protection regulations [5]. Its broad territorial scope of application also determines its global significance. Thus, an analysis of the interplay between global AML/CFT policy and GDPR as one of the global standards for data protection regulation—the scope of this research—is both justified and practically significant.

There is a constant tension between personal data protection and crime-prevention policies. The 1990s were a battleground for Internet openness, in one which law-enforcement bodies lobbied for providers of data and communication services to engineer their products so that they were guaranteed access to all data (‘exceptional access’) [9]. A compromise has been achieved, which shares similar characteristics in many countries around the world. Generally speaking, the Internet was left as a space free from direct instruments enabling law enforcement, such as exceptional access [9], while within the financial services sector, the protection of public interest has prevailed over ensuring privacy. Financial institutions and providers of asset management services have become “obliged entities” under the AML/CFT regulations, being obliged to apply measures to minimize the risks of money laundering and terrorist financing (ML/FT). These duties include an obligation to identify and, to some extent, to verify the identity of their clients, commonly referred to as ‘Know Your Customer’ (KYC). There is also an obligation to continually monitor clients’ activities to identify ML/FT risks and report the outcomes of these analyses to national financial intelligence units (FIU).

Obliged entities are required to have a permanent ‘exceptional access’ to customer data, including details of their customers’ transactions. The FIU do not have direct access to the operating systems of financial service providers, but they do receive suspicious activity reports, which are provided by obliged entities. The scope of obliged entities has been constantly expanding over the years. Functionally, this tool ensures ‘exceptional access’ of state authorities to the personal data gathered by obliged entities. Moreover, this access is connected with customers’ KYC obligations imposed on service providers. The costs of complying with these auditing and reporting requirements for obliged entities are so huge that for several years, obliged entities proposed that governments should take over direct ‘exceptional access’ to their operating systems, thereby potentially removing a significant part of their costly reporting obligations [10]. The EU policymakers are already exploring opportunities to automate such supervisory processes and to create direct automated reporting utilities (so-called regulatory technology) [11, 12] based on permissionless distributed ledger technology (DLT). Embedded supervision may result in governments taking over ‘exceptional access’ to the operating systems of financial services providers. Presently, however, governments have already ensured ‘exceptional access’ based on the reporting obligations of obliged entities.

At the same time, entities which are obliged to implement AML/CFT measures are also obliged to ensure data protection as required by data protection regulations; for example, by the GDPR, if applicable. In case of conflict between those two protected values, the GDPR recognizes the primacy of AML regulatory tools. The reconciliation of those duties placed on obliged entities by both groups of regulations results in a necessity of ensuring very high standards of protection against unauthorized data access and, at the same time, a necessity of providing safe ‘exceptional access’ that allows such entities to monitor their clients and to report to the supervisory bodies. For example, banks are not allowed to implement end-to-end encryption of transactional data generated by their clients. Some briefly mentioned characteristics of AML/CFT policy show that the policy is currently based on obligations imposed on service providers (intermediaries), which enable the FIU to access these surveillance data.

The above-mentioned mechanism has ensured the protection of data gathered by intermediaries, as well as achieving the goals of AML. It worked well until permissionless blockchains emerged and cryptocurrencies began to be used for payment or investment purposes. Unlike the Internet, the space of permissionless blockchains is designed for the transfer of value. According to some views, the permissionless blockchain spaces can be a world without intermediaries [14–16], but in fact new categories of intermediaries (such as decentralized exchanges, wallet providers, and decentralized applications 4
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1 Article 3 GDPR.
2 Recital 19 GDPR.
3 This article covers the whole of distributed-ledger technologies (DLT), though the term is used interchangeably with the term ‘blockchain’ in this paper, which is the most well-known type of DLT.
4 In this article, I use the term ‘cryptocurrency’ to refer to schemes characterised by the following features: decentralised organization governed by a network protocol, cryptography as means to secure transactions, and a public ledger that documents the system’s state and history [13]. The category of ‘cryptocurrency’ includes also ‘virtual assets’, which are defined below.
operators) have appeared in and around DLT ecosystems [16, 17]. Because permissionless DLT-based systems must include intermediaries to maintain the wide acceptance of their cryptocurrencies, the AML/CFT duties imposed on intermediaries are still necessary.

When parties transact peer-to-peer using non-custodian wallets, key financial transactional data have been written on a blockchain ledger. The content of these publicly viewable ledgers has become the essential source of information for intermediaries which are obliged to verify the ML/FT risks. Intelligence agencies monitor blockchain ledgers which store details of all transactions (their proofs). These entities try (sometimes successfully) to detect the ML/FT risks by analysing the content of blockchain ledgers and enormous amounts of external data (as far as available), based on the use of advanced analytical mechanisms and technologies [18–22]. Access to resources needed to conduct such analysis differs between states and intelligence companies. As a result, intelligence does not often succeed with re-identification of suspected users or ML/FT risks.

We now come to a source of one of the challenges concerning permissionless blockchains. To ensure data confidentiality in a publicly viewable database (blockchain ledgers), the GDPR requires, in general terms, very strong capacity for ‘masquing’ personal data on ledgers to prevent unauthorized access and identification of data subjects. In contrast, AML/CFT policy combats anonymity-enhanced technologies and mechanisms that hinder or prevent law enforcement agencies from identifying users and connecting and tracking transactions on blockchain ledgers. Thus, in my opinion, the GDPR thereby pushes permissionless blockchains to ensure strong pseudonymization or anonymity, while the AML combats the strong pseudonymization or anonymity with the aim of being able to analyse the ledgers’ content. These very general observations are a starting point for further analysis regarding transparency versus anonymity requirements as regards the permissionless DLT-based networks.

Policy makers have not addressed this concern thus far. Sometimes it is mentioned but not further analysed. For example, Finck, in her Study for the EU Parliament, indicates that if any ‘anonymization’ technology is able to reach the GDPR’s anonymization threshold, in turn, ‘the resulting anonymity can be problematic when examined through the lens of other policy requirements, such as that of tax evasion or antiterrorism legislation’ [23]. However, Barsan dives deeper into that problem and proposes a solution [24] which is analysed in this article in section ‘Searching for solutions—analysis of existing proposals’.

The following sections begin with a short description of users’ identification possibilities in permissionless networks. Then I present the basics of GDPR, showing with more detail how the GDPR is related to actors in the blockchain space. The possible ways for the GDPR-compliant processing of data on publicly viewable blockchain ledgers are analysed. The focus is mostly concentrated on the determination of the GDPR’ threshold of data anonymity. These sections, mostly descriptive, also include my own analysis. Next, the FATF’s AML/CFT global policy towards permissionless blockchains is presented as well as its impact on shaping permissionless network development. Then, the tensions between the regulations are analysed, as well as the impact on data/privacy protection. Already existing approaches aimed at reconciling the GDPR with AML/CFT policy concerning permissionless DLT-based platforms are briefly presented and analysed. Finally, my proposal towards such solutions is presented along with a discussion on arising concerns.

### Transparency versus anonymity: The identification of parties to transactions on permissionless blockchains

The FATF, in accordance with the G20 (point 17 in [25]), stresses that anonymity risks have emerged in decentralized systems [26]. Consequently, measures for combating anonymity-enhanced cryptocurrencies and their underlying technologies must be developed and implemented into national systems (point 98 in [27]). At the same time, the EU Blockchain Observatory states that ‘[t]here is often a misconception that users of blockchain-based platforms are anonymous and therefore can act with impunity. Quite the contrary, platforms like Bitcoin offer pseudonymity at the most’ [17].

Such contradictory statements concerning the anonymity in blockchain spaces result from a differing understanding of the concept of ‘anonymity’ adopted by the GDPR when compared with AML/CFT policies. The GDPR sets the anonymity threshold very high [28]. Therefore, from the perspective of the GDPR, the vast majority of DLT permissionless implementations—if not all of them [29, 30]—only ensure the pseudonymization of data written on blockchain ledgers. The FATF recommendations are not coherent nor precise in distinguishing anonymization techniques from those that guarantee strong pseudonymization. Sometimes such a distinction is made (point 98 in [27]), but usually AML/CFT recommendations use the term ‘anonymity’ to cover both strong pseudonymization and anonymization technologies and their data-masking outcomes. Thus, anonymity under AML/CFT policies means, both (i) the impossibility or near impossibility of linking data on a ledger with an identified person(s), and also (ii) a situation when such a linking is ‘only’ significantly hampered (point 4 in [27]). In a situation when data on public ledgers are qualified only as pseudonymous under the GDPR, law enforcement agencies may not be able to quickly identify the person hidden behind these specific pseudonymous data, for example, under a Bitcoin or Monero address, to effectively mitigate the AML/CFT risks. The AML/CFT policies tend to understand anonymous data or anonymization technologies very broadly. Therefore, the same data could be qualified as pseudonymous under the GDPR and as anonymous under AML policies. We should bear that difference in mind, because it can lead to misunderstandings in the debate between policy makers and researchers in the scope of data protection and AML.

Moving now to the transparency issues in blockchains, it should be emphasized that, because of the technological diversity of DLT, the chances of users’ identification by law enforcement agencies differ significantly between networks and also inside the individual systems. The traceability and linkability of the transactions are impacted by many factors—which, ultimately, and along with accessible data external to the public ledgers—can (but do not necessarily) lead to user identification. State intelligence agencies and private companies alike build tools to identify users of permissionless networks based on the linkage data on ledgers with external data available in public space and also by using machine learning and statistical modelling [30]. Research projects have been launched to develop novel data-driven techniques and solutions designed to support law enforcement agencies charged with investigating criminal or terrorist activities that involve virtual currencies [31]. As the most ‘transparent’ blockchains (regarding the chances for transactions traceability and users’ identification), are generally considered these public ledgers that reveal the public addresses of the parties and the value of the transaction concerned [32]. One example is the Bitcoin blockchain, which keeps publicly viewable data that, when
combined with external data, provide a relatively high chance of identifying users (in comparison to other blockchain networks).

Conversely, in terms of the probability of identifying peer-to-peer transaction parties, networks can deploy anonymity-enhanced or strong pseudonymization technologies on the protocol level. These are all commonly referred to as ‘anonymous’, ‘privacy-preserving’ [33] networks or ‘privacy-blockchains’. Examples of the most advanced anonymity-enhanced technologies and solutions available today include homomorphic encryptions, multi-party computation [34], ring signatures [35], bulletproofs [36], and a range of zero-knowledge proofs [37–40]. Some of these technologies already address future risks that are likely to arise due to the rapid development of quantum computing [41].

Many privacy-preserving networks constantly improve their anonymity-enhanced features. After assessing the Monero networks as enabling a quite high level of traceability of transactions [42, 43], the community implemented several protocol changes in the protocols and network architecture. Their effectiveness was reassessed in 2019, and the researchers who carried out the assessment found that Monero was currently resistant to tracking and tracing methods that applied to other cryptocurrencies [30]. However, no precise delimitation is possible between transparent and privacy-focused blockchains. Rather, these two types of blockchains are at the beginning and end of a scale; between these two points, other networks can be located in different places. The likelihood of law enforcement agencies identifying users varies from high to extremely low, both within and among systems. Initially, the most popular blockchains were highly transparent, and some recently created networks, such as Ethereum 2.0, deploy anonymity-enhanced technologies at the protocol level [44].

Solutions implemented at the protocol level are not the only essential factors regarding user traceability. Users also obfuscate the origin of coins individually using other mechanisms, which can hinder or entirely prevent the user from being identified. Examples of these mechanisms include ‘good practice’ concerning the one-time use of addresses [45], as well as using other tools such as mixers, tumblers, or similar. Such mechanisms can be developed and used independently by users or group of users. Users alternatively have at their disposal services provided by third parties or by autonomous smart contracts, like lightning networks, shapeshifting, or cross-chain transaction tools that can also be used on transparent blockchains. Researchers continuously develop methods of tracing transactions when such services are used [46], also developing risk scoring models related to following the coins derived from illicit activity [47].

**GDPR basics**

In this section, simplified and basic information regarding the GDPR is provided for the readers not familiar with that regulation.

It is often said that the GDPR gives control of personal data back to the owners (data subjects) by established, comprehensive, and general obligations of data controllers and processors [48]. Controllers and processors are obliged to process the personal data in compliance with some core principles of the GDPR. A data subject has a set of rights against the (joint) controllers and processors. The rights and obligations are not limited to the use of any particular technology or method of data processing. The GDPR adopts a technology-neutral approach, setting out the required general effects (principles of data processing and data subjects’ rights) without prescriptions for how they may, and how they should, be achieved. If a controller or a processor breaches their obligations or violates any data subject’s rights, compensation can be awarded and supervisory bodies may punish the violations by means of a severe fine.

‘Personal data’ is ‘any information relating to an identified or identifiable natural person’, where an ‘identifiable person’ is a natural person who ‘can be identified, directly or indirectly’. The notion of personal data includes pseudonymized personal data as well, that is, data which ‘can no longer be attributed to a specific data subject without the use of additional information’. Anonymous data stay outside of the GDPR’s scope of application. The ‘processing’ of data means any operation or set of operations performed upon data, such as collection, recording, storage, use, disclosure by transmission or dissemination, erasure, or destruction.

The general rules of data processing by controllers and processors include, among others:

i. Lawfulness of data processing: processing needs a legal base; the legal basis are limited by the GDPR5 including, for example, (a) consent of data subject, (b) complaining by a controller with legal obligations, or (c) the necessity of data processing’ for the purposes of the legitimate interests pursued by the controller or by a third party, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject which require protection of personal data’.

ii. Purpose limitation: data should be ‘collected for specified, explicit and legitimate purposes and not further processed in a manner that is incompatible with those purposes’.

iii. Data minimization: processed data should be ‘adequate, relevant and limited to what is necessary for the purposes for which they are processed’; the controller ‘shall implement appropriate technical and organizational measures for ensuring that, by default, only personal data which are necessary for each specific purpose of the processing are processed’.

iv. Transparency of data processing: data subjects should be informed about, among other things, how and by whom the data will be processed, for which purpose, to what extent the personal data are or will be processed; data breach notifications should be sent to data subjects and supervisory bodies within short periods;

v. Data confidentiality: personal data must be processed in a manner that ensures their security, ‘including protection against unauthorized or unlawful processing and accidental loss, destruction or damage, using appropriate technical or organizational measures’.

vi. Accountability: the data controller is responsible for, and should be able to demonstrate compliance with, the duties of controllers.

The rights of data subjects against (joint) controllers and processors include, among others:

i. To be informed regarding the controller’s identity and contact details, purposes of the processing, data recipients, transferring the data to third countries, and so on.

ii. To object to data processing; that right is important when data are processed solely on the legal basis of satisfying the controller’s ‘legitimate interests’: when a data subject objects to data processing in such a situation, ‘the controller shall no longer process the personal data unless the controller demonstrates compelling legitimate grounds for the processing which override
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5 Article 6(1) GDPR.
the interests, rights, and freedoms of the data subject or for the establishment, exercise or defense of legal claims’.

iii. Right to be forgotten; when a data subject invokes that right, the data controller and data processor are obliged ‘to erase’ the personal data if a valid legal basis for further processing does not exist.

When the GDPR meets DLT, the extremely controversial arises of whether it is possible at all to comply with the data subject’s right to be forgotten [49]. I will come back to that issue with further details in the context of immutable distributed ledgers. Here I indicate in general terms, that a data subject should have the right to ‘be forgotten’ where the retention of his or her personal data infringes the GDPR. In particular, a data subject should have the right to have his or her personal data erased and no longer processed where the personal data are no longer necessary in relation to the purposes for which they are collected or otherwise processed, where a data subject has withdrawn his or her consent to objects to the processing of personal data concerning him or her, or where the processing of his or her personal data does not otherwise comply with the GDPR.7

The GDPR also introduced the rules regarding the relations between (joint) controllers and processors, as well as regulation of data transfers to third countries or international organizations. Some of those issues are presented in the subsection below. (For more on the GDPR in general, see, for example, Kuner et al. [50], and in the context of the DLT, see Finck[23]. For a presentation highlighting the different approaches between the GDPR and US privacy law, see Hoofnagle et al. [51].

How does the GDPR relate to the blockchain actors?

This section presents a summary of the current state of discussion that asks: how can it be determined which persons in and around decentralized blockchain networks are to be subsumed under the respective terms of the GDPR? I also consider the implications of the recent development in the case law of the Court of Justice of the European Union (CJEU) when drawing conclusions.

Data written on immutable and publicly viewable blockchain ledgers include legal and illegal content, including child abuse images [52]. Many of these data are also personal data. Personal data may be information written on a ledger in plain text, as well as in the form of hashes. Many hashes on ledgers can be attributed to an identifiable person using ledger analysis or additional external resources [53]. As a rule, hashes are considered to be pseudonymized personal data [53–55]). According to the single opposing view [54], hashes on DLT-based ledgers cannot be qualified as personal data because these data are not used for concealing identities but for solving a technical problem: the double-spending problem. It must, however, be underlined that according to the GDPR, data attributed to an identifiable person are to be qualified as personal data, regardless of the purposes for which they are used. As a rule, no purposes of personal data use exempt such data from the GDPR’s scope, unless an exemption is established by law. Thus, in a typical situation, every node in the DLT-based system processes a massive amount of personal data. Users of permissionless networks, validators, and miners usually serve as node operators when they install blockchain clients and full or partial data ledgers. By ‘users of permissionless networks’ I mean here the end users as well as the business users (intermediaries) like decentralised applications (dApp) operators, for example, decentralised exchanges (dExchanges) or wallet providers. There is already a scientific debate whether and, if so, which of mentioned persons in and around decentralized blockchain systems should be qualified as a controller, joint controller, or processor. When one starts using a permissionless DLT-based network, it is essential to assess the risk of one’s own liability for GDPR non-compliance, unless one believes that one will stay unidentifiable or unreachable for the law enforcement bodies and will avoid any liability.

The GDPR defines a data controller as a person ‘which, alone or jointly with others, determines the purposes and means of the processing of personal data’; joint controllers are two or more controllers who jointly determine the purposes and means of processing. ‘Processor’ means a person who ‘processes personal data on behalf of the controller’. The CJEU has emphasized many times the need to adopt a broad definition of controllership (para. 28 in [56]) and joint controllership [57] to ensure the effective and complete protection of data subjects.

The CJEU emphasizes the necessity to qualify a person as a (joint) controller or processor taking into account all circumstances of a given case. In this regard, the following comments are only very general indications. The qualification of network communities’ group of members (end users, business users, miners and validators, developers) may be different in a specific case and may be different even between members of each group. It depends primarily on the level of decentralization of network governance, which differs significantly from network to network and inside the same networks may vary over time.

According to an almost unanimous view among academics, a user who sends personal data (related to others) to the DLT!based network is a controller of these data (para. 23 in [23, 58, 59]. That statement is in line with CJEU case law. A person, only by ‘creating opportunity’ for another person to process specific data, determines the purposes and means of the processing. As a result, they are both joint controllers (para. 35 in [56]). In the ‘Jehovan todistajat’ case, the CJEU stated that a person who exerts influence over the processing of personal data by others for their own purposes and who participates, as a result, in the determination of the purposes and means of that processing, may be regarded as a controller (para. 69 in [57]).

That rule was recalled in the recent ‘Fashion ID’ case. By embedding the Facebook ‘Like’ button on its website, the company Fashion ID has exerted ‘a decisive influence’ over the collection and transmission of website visitors’ personal data to the provider of that plugin, which would not have occurred without that plugin (paras 74–78 in [60]). It may be claimed that a DLT-based network user who sends, or orders an intermediary to send, the personal data to that network, exerts a decisive influence on processing these data by all network nodes, miners, or validators, even if any of them, acting alone, has no critical control over further data processing.

Some experts suggest that node operators, miners, and validators should be qualified only as processors [23, 61]. Others argue that the nodes’ operators are joint controllers, similar to the SWIFT operator which many experts have seen as a processor but which was finally qualified as a joint controller ( [23, 59, 62]. Differences in the
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6 Article 17 GDPR.

7 Recital 65 GDPR.
qualification of blockchain communities’ members may have objective and factual grounds: that is, differences inside the individual networks’ communities. As the Article 29 Working Party (A29WP)\(^8\) has pointed out, the concept of controllership is intended to allocate responsibilities where the factual influence is, and thus based on a factual rather than a formal analysis\(^63\).

Thus, if in a given case the community members jointly determine the goals of data processing, or, at least, if they jointly exert a ‘decisive influence’ over the means, I would say that in such a case all members of a network’s community who take part in off-chain network governance may be qualified as joint controllers of personal data written on a DLT ledger. ‘Means’ in the context of permissionless blockchains refers to a software, its protocol, the network architecture, and the ledger.

The CJEU stated that the ‘Fashion ID’ case that a person cannot be considered a controller in the context of operations that precede or are subsequent in the overall chain of data processing operations, for which that person does not determine either the purposes or the means (para. 74 in [60]). That rule was formulated by the CJEU, as suggested by the Advocate General, to avoid excessive legal consequences of an expansive interpretation of joint control. However, it must be noted that as regards communities of DLT-based permissionless networks, which are operated under decentralized governance, the scope of responsibility of a community’s members (core developers, miners or validators, nodes operators, users) will likely only slightly be limited by applying such a rule. In the ‘Fashion ID’ case, the Fashion ID, as website operator, did not exert any influence on processing the data by Facebook (neither purposes nor means of processing) when the data had been already transferred to Facebook. However, when the user sends the data to the DLT-based network that is under highly decentralized governance, this networks’ user still co-exert decisive influence (with all other members of the community) on how these data are further processed. It can be claimed that usually all members of a permissionless blockchain community exert such influence ‘jointly’ by using a commonly operated network. They all support network operation to use and maintain such a network and they all perform off-chain governance [23]. In a typical situation, the network operation is in the interest of all such members of a network community, although the interests of each group of members are different. Thus, in my opinion, highly decentralized governance, where any narrower group of decisive persons could not be identified, could result in joint responsibility of everybody who has co-influenced how the data are processed on a permissionless DLT ledger. The lack of a most influenced point(s) in the network’s governance (i.e. a central operator) thus leads to the conclusion that everybody who participated in off-chain governance jointly exerted decisive influence over the means of processing. The view that nobody controls the network cannot be accepted, because each network is controlled by somebody: by a more or less wide group of community members, coordinated by software (code) and the developed rules of off-chain governance. Qualification of a network’s members should always be decided, however, on a case-by-case basis and may not be pre-determined in abstract. Sometimes a narrow group of most influenced persons may be indicated within a community; networks bear significantly different levels and ways of governance’s decentralization [64]. No two networks are the same in terms of their governance and control, and as a result, networks generate different level of risk for their members in terms of GDPR compliance.

According to the so-called ‘household exemption’\(^9\) the GDPR is exempted when data are processed by ‘a natural person in the course of a purely personal or household activity’ (GDPR, however, applies to controllers or processors which provide the means for processing personal data for personal or household activities). It was right to point out that it is unlikely to apply that exemption where a permissionless blockchain is used, as in that case personal data are shared with an indefinite number of people [23].

Until recently, academics have questioned the qualification of core developers as (joint) controllers because they were considered to be merely the creators of the tool (software) used to process data by other entities [23]. However, in my opinion, the recent development of CJEU case law paves the way for core developers to be subsumed under the role of (joint) controllers. As the CJEU claims in the ‘Jehovan todistajat’ case, a person who exerts influence over the processing of personal data by others—for personal purposes, even if not for profit—may be regarded as a controller. To qualify a person as a controller, it is enough that the person organizes, coordinates, and encourages the processing of personal data by others. This person does not need to have access to the data; sufficient is the person’s knowledge, on a general level, that the processing of data by others is being carried out [57]. In light of the above, core developers of permissionless networks could usually be qualified as joint controllers because often they co-organize, coordinate, and encourage people to use DLT-based permissionless networks designed by them. They do it for their own financial or non-financial interest. The final assessment, however, needs to be determined on a case-by-case basis.

The discussion above illustrates that where personal data are processed on DLT-based permissionless ledgers under highly decentralized governance, usually all the members within the DLT-based networks’ community (users, nodes, miners or validators, developers) face a high legal risk of GDPR non-compliance. It is almost a common view that most members of permissionless DLT-based network communities could be subsumed under the respective GDPR provisions as data (joint) controllers or, at least, as processors. The more a network’s governance is centralized, the more probable it is that only the most influenced group(s) of community members can be qualified as (joint) controllers. However, even if the other community members are qualified as ‘only’ processors, they still suffer the legal risk of being responsible under the GDPR’s provisions directly concerning data subjects or supervisory bodies. A presentation of controllers’ and processors’ liability rules is beyond the scope of this article; interested readers may find that information in many sources [23, 50].

In search of a permissionless blockchain that enables GDPR-compliant data processing

It is emphasized that there is no such thing as a ‘GDPR-compliant blockchain’—there are only GDPR-compliant use cases [61]. However, the crucial question is whether any permissionless blockchain exists, or may exist at all, which functionally (by design) enables GDPR-compliant data processing. I will refer to such a blockchain, which would by design enable GDPR-compliant processing of data stored on its ledger, as a ‘GDPR-compliant permissionless blockchain’.
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8 The Article 29 Working Party was an independent European working party that dealt with issues relating to the protection of privacy and personal. It has been replaced by the European Data Protection Board (EDPB).

9 Article 2.2(c) GDPR.
Below, I will briefly present some of the GDPR requirements which members of blockchain ecosystems face if they are qualified—under the GDPR—as controllers or processors.

Obligation to conclude agreements among joint controllers of data

According to the GDPR, joint controllers should ‘in a transparent manner determine their respective responsibilities for compliance with the obligations under this Regulation, in particular as regards the exercising of the rights of the data subject and their respective duties to provide the information … by means of an arrangement between them …. The arrangement … shall duly reflect the respective roles and relationships of the joint controllers vis-à-vis the data subjects.’

Permissionless DLT networks are—at the protocol-layer level—under the decentralized off-chain governance of their respective communities. Concerning highly decentralized communities, the networks can comprise millions of network participants. For example, in the near future, this may be the case of the permissionless OpenLibra project [65]. Interactions between members of such community take place both on-chain, through procedures determined by the network protocol, and off-chain. Concerning off-chain reactions, each blockchain community creates its own ways and customs of conducting off-chain communications [16, 17] that are either slightly formalized or not formalized at all. Members of the community are usually unable to identify each other unless they voluntarily disclose their identities (as core developers often do). In the architecture of permissionless networks any procedures or mechanisms have not been introduced which could incentivize or force community actors to disclose their identities within the community. Even if identification among network members is achievable, it would be undesirable as this might jeopardize privacy and trust within the network. Core developers suggest the introduction of mechanisms to discourage mutual identification, as this protects against potentially dangerous collaborations within the community [66].

The above implies that it is practically nearly impossible to conclude agreements, per GDPR requirements, among all highly decentralized network actors qualified as joint controllers. Even if one could argue that the ‘arrangements’ are already coded in the blockchain protocol [24], it is unclear whether they can be qualified as defining their responsibilities in a transparent manner (per GDPR requirements). The software of permissionless DLT-based networks is transparent in the sense that it is open source and can be audited by anyone. However, use of the software does not create per se legal obligations, nor does it determine those legal responsibilities with which data controllers have to comply. Ultimately, networks’ protocols and blockchain ledgers, as they currently stand, do not contain all the elements required by GDPR for the arrangements.

Obligation to maintain a record of processing activities

Each data controller under the GDPR is obliged to maintain a record of processing activities regarding processed data [11] which must contain, among other items, ‘the name and contact details of the … joint controller’. One of the obligations of a processor is maintaining a record of all categories of processing activities, containing, among other items, the name and the contact details of the processor or processors, as well as those details for each controller on whose behalf the processor is acting. However, even if a blockchain ledger was qualified under the GDPR as a transaction register, it would not contain all the information required by the regulations, as indicated above [24].

Transfer of data to third countries

According to the GDPR, any transfer of personal data to a third country can take place only if, subject to the other special provisions, the conditions laid down in the GDPR are complied with by the controller and processor. The legal grounds for data transfer to third countries are limited. The broadest basis for data transfer which does not require any specific authorization is an adequacy decision issued by the European Commission. This decision claims that third country must ensure an ‘adequate’ level of protection, that is, a level that is ‘essentially equivalent to that ensured within the EU’. At the time of writing, there are only a few adequacy decisions issued by the European Commission. Recently, the CJEU in the ‘Facebook and Schrems II’ case [68] ruled that an adequacy decision related to the EU–US Privacy Shield is invalid because the USA does not ensure an adequate level of personal data protection, as required by the GDPR. In the absence of an adequacy decision, a controller or processor may transfer personal data to a third country if the controller or processor has provided appropriate safeguards, and on the condition that enforceable data subject rights and effective legal remedies for data subjects are available.

If a transfer may not be performed on the basis indicated above, and none of the GDPR’s derogations for a specific situation are applicable, a transfer may take place only if the transfer is not repetitive, concerns only a limited number of data subjects, and is necessary for the purposes of compelling legitimate interests pursued by the controller which are not overridden by the interests or rights and freedoms of the data subject, and if the controller has assessed all the circumstances surrounding the data transfer and has on the basis of that assessment provided suitable safeguards with respect to the protection of personal data.

In the context of a permissionless network, a controller’s or processor’s transfer of personal data to the network, where data may be processed by nodes and servers worldwide, may constitute the data transfer to third countries. It is hardly (if at all) possible that controllers and processors of data written on permissionless blockchain ledgers are able to provide appropriate safeguards for data subjects where data are transferred to any country in the world to the non-identified nodes’ operators, miners, or validators. Moreover, sending data to permissionless networks seems to concern an unlimited number of data subjects. It is doubtful whether in such situations legitimate interests pursued by the controller are not overridden by the interests or rights and freedoms of the data subject(s)—which should be assessed on a case-by-case basis.

The right to be forgotten and the requirement to minimize stored data

One of the most difficult GDPR obligations to fulfill concerning data processing on public DLT-based ledgers is ensuring data removability. This functionality is necessary for performing the right to be forgotten and for complying with data storage limitation requirements. One of the obligations of a controller is the ‘erasure’
of personal data on data subjects, without undue delay, if one of the legal grounds applies. The controller should—both at the time of determining a means for processing and at the time of processing—implement appropriate technical and organizational measures designed to implement data protection principles effectively, as well as to integrate the necessary safeguards into the processing to meet GDPR requirements and protect the rights of data subjects. It is unclear whether the term ‘erasure’, as used by the GDPR, always means ‘destruction’ [23], which as a principle would not be possible on the blockchain-based ledgers. Essential and basic DLT features include the integrity and immutability of data. These properties are necessary to ensure the uniqueness of a given datum and to exclude double spending. Removing these features to achieve data erasure would be contrary to the essence of this technology.

DLT ledgers may be changed via forks. However, these forks do not ensure a data removal mechanism as required by the GDPR. Introducing forks in highly decentralized networks is often too much of a time-consuming process. This process also often fails to achieve its desired result: the removal of data from the ledger. In the case of a hard fork, data may not be removed from one of forked chains which is supported by less computing power and by the members who do not accept the data removal (as was the case of The Dao hack and the Ethereum fork).

According to the Austrian Data Protection Authority, data controllers enjoy flexibility regarding the technical means of realizing erasure, and anonymization itself can be considered as a means of realizing data erasure [69]. An often-proposed solution to this data erasure issue is private key destruction [23]. The French Data Protection Authority suggests [70] that the deletion of the keyed hash function’s secret key would have ensured a similar effect to ‘data erasure’ under the GDPR. In case of deletion of the keyed hash function’s secret key, proving or verifying which information has been hashed would no longer be possible. In practice, the hashed information would no longer pose a confidentiality risk [70].

In my opinion, this interpretation of the concept of ‘deletion’ of digital data corresponds to the objectives of the GDPR. The physical destruction of data is not required when technologies are available to ensure that there is no linkage between the particular data and the individual, while taking into account ‘all the means reasonably likely to be used’. The mechanisms suggested by national data protection supervisors for ensuring the deletion of data compliant with the GDPR—anonymization and the destruction of private keys enabling access to the identifiers—are not two alternative ways of ensuring the feasibility of the right to be forgotten, but they are complementary solutions. The destruction of the controller’s private key that provides access to personal data can only be considered as an effective means of deleting data by this controller if those data which are still stored on the public ledger are processed anonymously (in relation to the given controller). This case will arise if, after destroying the keys, the given controller is unable to determine the same information and connect it to the identifiable person merely by using data that are publicly viewable on ledgers or through additional data that they, or a third party, possess, taking into account ‘all the means reasonably likely to be used’. If, after destroying the access keys, the controller is still able to link the data stored on the ledger with the natural person (e.g. by analysing the content of public ledgers and external data that the controller could access, taking into account all those means that have a reasonable likelihood of being used), then, despite the destruction of keys, the erasure of data has not taken place under the GDPR. The destruction of keys which give access to data stored on a ‘transparent’ blockchain cannot usually be considered to be a removal of personal data. To reach the threshold of ‘anonymity’ under the GDPR, the destruction of access keys by a data controller should have to be similar to the physical deletion of data. This effect may be achieved only if the data processed by the controller (and all joint controllers) on the public ledger are deeply masqued to reach the GDPR threshold of anonymity. If the data still stored and processed on the blockchain (after deleting the key) are only pseudonymous, then the private-key deletion would not ensure the erasure of these data.

The above position seems to be in line also with the recent view of the European Union Agency for Cybersecurity. The Agency states that ‘in cases that the data controllers process the personal data in a way that they cannot identify the individuals (e.g. in processes where the additional information allowing for re-identification has been deleted by the controller…) [In such cases and depending on the technique used, this way of processing might actually lead effectively to data anonymization]’. Therefore, as I emphasize above, to ensure this result, those data that are still processed by the controller on the public ledger (following the key deletion) should be the anonymized data.

In conclusion, ensuring data-removal mechanisms from the blockchain requires the anonymization of data recorded on its public ledger.

Anonymization of data on blockchains

It is doubtful whether the data recorded on public ledgers can be qualified, under the GDPR, as anonymized data in situations in which the user (data subject) still retains access to its identifiers, such as public and private keys/addresses and the transaction value. On privacy-blockchains, some data (depending on the blockchain protocol) are masqued by zero-knowledge cryptography, but they are still visible to the user. Can anonymous data under the GDPR be considered anonymous in relation to controllers and processors if they are not anonymous in relation to the data subject? Access to the identifiers by the data subject could allow them to link data stored on the public ledger with their person, even if no other person can do this. Concerning cloud computing, it was stated that, where the user is the only person who is able to access reunified shards of their stored data, then, at least pursuant to a relative approach to the concept of personal data (see the next section), ‘the data may be personal data to the user, but not to anyone else’ [23, 75].

Although interpreting the concept of personal data, there is a need to refer to the dispute about the ‘relative’ versus ‘absolute’ approach concerning such data. According to the relative approach to personal data, when assessing a person’s traceability based on specific data, the individual capabilities and perspectives of a particular controller should be considered. If additional data which are needed for identification are in the possession of a third party, then an examination should be carried out to determine whether a particular controller has the ability to access and use these data, within their own means, to identify the person. According to the opposing
absolute approach, when assessing the possibility of connecting information (data) with a specific person, all available information—regardless of who possesses that information and whether the controller is able to obtain it from a third party—should be taken into account (paras 52–53 in [76, 77]).

The leading CJEU case in that scope is the ‘Breyer’ case, C-582/14 [78]. The court stated that ‘there is no requirement that all the information enabling the identification of the data subject must be in the hands of one person’ (para. 31 in [78]). However, Finck stresses that since the CJEU assessed the nature of the data by analysing the controller’s ability to obtain additional data from the third party for the purpose of identification, this indicates that the CJEU has adopted a relative approach [23, 53]. However, the CJEU has also significantly reduced the effects of narrowing the data protections resulting from a relative approach by ruling that the possibility of a controller obtaining additional data from a third party should be interpreted broadly. Namely, the additional information needed for identification (and that is also in possession of a third party) may be omitted when assessing whether the controller can use it for identification purposes, but only if the controllers’ access to the data in the third party’s possession ‘was prohibited by law or practically impossible on account of the fact that it requires a disproportionate effort in terms of time, cost and man-power, so that the risk of identification appears in reality to be insignificant’ (para. 46 in [78]). Although these criteria are related to DLT, I would claim that, if the level of data masquing on the ledgers has reached the anonymization threshold, and if only the user has access to the identifiers, then linkage of data on the public ledger with a data subject would be impossible for any controller without the use of information possessed by that data subject. In a typical situation, it can be considered practically impossible for the data controller to obtain the additional data from the data subject (taking into account that it requires a disproportionate effort in terms of time, cost, and workforce). It is so because if the anonymization techniques are used, usually it would be practically impossible for the data controllers to identify and find the user in possession of this additional information needed to identify this data subject. Of course, any assessment should always be made on a case-by-case basis.

Consequently, maintaining by the user (data subject) its exclusive access to the identifiers (such as public and private keys and transaction value) does not preclude the qualification of data stored on a public ledger as ‘anonymous’ in the GDPR’s meaning.

**Reaching the GDPR data anonymization threshold**

The analysis of the presented GDPR requirements in the context of the DLT and decentralized governance of permissionless networks shows that some GDPR requirements are practically impossible to implement in highly decentralized DLT-based networks. These would become feasible (or almost feasible) for networks after their transformation into permissioned systems, or after strengthening the network centralization, which, in turn, would undermine the trust in permissionless DLT and thereby result in the loss of permissionless DLT’s practical importance. Therefore, in my opinion, the GDPR leaves only one option available for permissionless networks to create a protocol enabling GDPR-compliant processing of data written on the ledger: implementing the technology which will ensure the anonymization of data stored on the ledger. The GDPR does not apply to anonymized data.

Nevertheless, it is doubtful whether the data anonymization GDPR’ threshold is currently reachable on permissionless blockchains or whether it may be reachable in the future (in a broader technological context, see Purtova [28]). Any information regarding an identified or identifiable natural person is personal data. Data that do not relate to an identifiable natural person are considered to carry anonymous information. According the GDPR, to determine whether a natural person is identifiable, ‘account should be taken of all the means reasonably likely to be used, either by the controller or by another person to identify the natural person directly or indirectly… To ascertain whether means are reasonably likely to be used to identify the natural person, account should be taken of all objective factors… taking into consideration the available technology at the time of the processing and technological developments’. As Finck points out, the criterion for determining whether data are anonymous is the likelihood of identification; identification should not be likely through reliance on all the means reasonably likely to be used [23, 53].

According to the opinion of A29WP, ‘anonymization results from processing personal data in order to irreversibly prevent identification’ [79], and ‘the outcome of anonymization as a technique applied to personal data should be, in the current state of technology, as permanent as erasure, that is, making it impossible to process personal data’ [79]. To the A29WP, a risk-based approach seems to be insufficient: ‘it deems that the risk of identification must be zero’ [23, 80]. However, in the same opinion, the A29WP indicates that ‘a residual risk of identification is not a problem if no one is reasonably likely to exploit it’ [79]. Consequently, the opinion of A29WP within this scope may be regarded as unclear, leaving space for opposite interpretations concerning the required threshold of anonymization.

The European Union Agency for Cybersecurity has recently expressed its view regarding the GDPR’ threshold of anonymization. This opinion is important because it takes into account the further development of technology following the previous opinion of the A29WP. Moreover, it is highly possible that the European Data Protection Board will henceforth follow the position of the European Union Agency for Cybersecurity in his future opinion, long-awaited by the business community, regarding the data protection in the context of permissionless networks. In a recent recommendation (2019) of the Agency on shaping technology according to data protection and privacy provisions [74], the Agency defined anonymization as a ‘process by which personal data is irreversibly altered in such a way that a data subject can no longer be identified directly or indirectly, either by the data controller alone or in collaboration with any other party’ [74]. Although the Agency expressly referred to the GDPR, the above-cited definition is not taken from the GDPR but from the ISO Standards for ‘Health informatics—Pseudonymization’ (point 3.2. in [81]). In the ISO comment to this Standard, it is indicated that the concept of anonymity ‘is absolute, and in practice, it may be difficult to obtain’ (point 3.2. in [81]).

One might think that the European Union Agency for Cybersecurity only mistakenly omitted the definition of GDPR, basing its understanding of ‘anonymity’ on the ISO definition instead—but this is not the case. In its previous report, the Agency clearly quoted the GDPR (and not the ISO) definition of personal data, stated that before characterizing data as anonymous, cautiously should be answered the question: ‘as to whether it is really impossible for any...
party—including the data controller—to identify from these data any individuals’ [82]. The requirement of data to be ‘really impossible to identify’ may be interpreted as adoption by the Agency of an absolute (zero-risk) approach. As noted above, however, this position is not justified either in the text of GDPR or in CJEU case law. Therefore, it is worth noticing that current difficulties in finding effective anonymization techniques may not lie with the technology itself, which seems to be developed enough, but with faulty interpretations of the EU regulations by some EU supervisory bodies.

However, the European Union Agency for Cybersecurity, adopting the absolute approach for data anonymization (hardly, if at all, achievable in practice [53]), at the same time indicates that zero-knowledge proofs and the broader area of attribute-based credentials fall within the group of ‘techniques that can effectively be used to increase anonymization’ [74]. This statement, in turn, could be interpreted as a deviation of the Agency from an absolutist approach. We should also bear in mind that the determination of a given technology or mechanism as guaranteeing data anonymization might not be possible in general. As has been emphasized, the risk of identification must be assessed on a case-by-case basis [23]; each set of data has in its own unique set of circumstances, and no one method of identifying an individual is considered ‘reasonably likely’ to identify individuals in all cases [83].

If not data anonymization, then what?
The architecture of permissionless networks, their governance, and deployed technologies vary substantially. It is not unlikely that, in the future, DLT-based permissionless networks would be able to cope with the GDPR requirements. One example of such technological progress is exemplified by the recently announced proof of concept of a redactable blockchain, a prospective solution to the right to be forgotten [84]. Researchers proposed to accommodate editing operations in the blockchain by extending the block structure to include another copy of the transaction’s Merkle root. The edit operation is performed by replacing the original block with the other (candidate) block based on miners’ voting on the user’s edit request [84]. This newly proposed solution has not yet been widely assessed. If successfully tested, it could become a prospective useful means for the sporadic deletion of data concerning the data subject’s demand to be forgotten, or else it might be used for the erasure of illegal or harmful data stored on public ledgers in plain text [85, 86]. However, adapting this tool to meet the GDPR requirement of data minimization would remain a huge challenge. The fulfilment of this obligation may lead to mass and frequent data erasure after the expiration of the retention period,24 raising questions regarding the security and trustfulness of such redactable permissionless blockchains. There is a need for further research into whether this proposed solution, based on miners’ voting, could also be adapted to fulfill the GDPR principle of data minimization.

Thus, it cannot be excluded from the realm of possibility that future permissionless DLT developments could bring effective means of data erasure and other means that enable to meet other GDPR requirements. However, even if data anonymization is no longer necessary to exclude the applicability of the GDPR, in that situation, implemented pseudonymization techniques of the data written on blockchain ledgers would have to be very strong because blockchains ledgers are publicly viewable. According to the GDPR confidentiality principle, data ought to be ‘processed in a manner that ensures appropriate security of the personal data, including protection against unauthorized or unlawful processing … using appropriate technical or organizational measures’.25 Therefore, in order to meet the confidentiality requirement related to the processing of personal data, it would be necessary to use advanced pseudonymization techniques which would effectively protect the data subject against reverting the pseudonymous nature of these data by unauthorized third persons. Such techniques should be almost near the anonymization threshold because if the pseudonymized data allowed any third persons to identify users easily after reading the data on ledgers, the confidentiality principle of data processing would not be met by the data controller and the data processor.

### Anti-money laundering and combating the financing of terrorism policy instruments in permissionless blockchain spaces
The above analysis shows that GDPR requirements for personal data protection push permissionless blockchain-based networks towards ensuring the anonymization of data processed on a public ledger. Ensuring data anonymization is currently needed if public ledgers are to enable GDPR-compliant data processing on ledgers by data controllers and data processors. However, at the same time, the privacy-blockchains which use anonymity-enhanced technologies, as well as their native privacy-coins, are combated by AML/CFT policies. Generally speaking, intermediaries are not allowed to trade or manage such virtual assets as far as they are unable to mitigate AML/CFT the risks posed by privacy-coins. Advanced anonymization technologies, needed to protect personal data, are not acceptable by AML/CFT policies. This section presents some tools of global AML/CFT policy and describes its impact on shaping the architecture and protocols of permissionless blockchain-based networks.

### Financial action task force recommendations for anti-money laundering and combating the financing of terrorism policy in relation to virtual assets
In 2018, the FATF updated its Standards [87] to clarify their application to virtual assets26 and the virtual asset service provider (VASP).27 In 2019, FATF issued the Guidance [27] further clarifying appears, even though the concept of ‘cryptocurrency’ is still used by the FATF in the term ‘anonymity-enhanced cryptocurrency’. Consequently, I use FATF terminology in this article.

24 Article 5.1(e) GDPR, Recital 39 GDPR.
25 Article 5.1(f) GDPR.
26 According to the FATF Standards (2019) [87], a ‘virtual asset’ is a ‘digital representation of value that can be digitally traded, or transferred, and can be used for payment or investment purposes. Virtual assets do not include digital representations of fiat currencies, securities and other financial assets that are already covered elsewhere in the FATF Recommendations’. In its earlier documents, the FATF mainly used the concept of ‘virtual currency’. However, following the most recent amendments to FATF Standards, a new term of ‘virtual assets’ appears, even though the concept of ‘cryptocurrency’ is still used by the FATF in the term ‘anonymity-enhanced cryptocurrency’. Consequently, I use FATF terminology in this article.
27 According to the FATF Standards (2019) [87], ‘Virtual asset service provider’ means any natural or legal person who is not covered elsewhere under the Recommendations, and as a business conducts one or more of the following activities or operations for or on behalf of another natural or legal person: (i) exchange between virtual assets and fiat currencies, (ii) exchange between one or more forms of virtual assets, (iii) transfer of virtual assets, (iv) safekeeping and/or
the FATF’s previous amendment to the Standards relating to virtual assets [83, 84]. FATF’s Standards (2019) recommend establishing AML/CFT measures that are related to both governmental bodies and the VASP. These obligations require governments to assess and mitigate risks associated with virtual asset activities and VASP. The VASPs are to be licenced or registered or subject to supervision or monitoring by national authorities. The governments are to implement sanctions and other enforcement measures when a VASP fails to comply with their AML/CFT obligations [88]. In order to identify those VASPs operating without a licence or registration, governments should consider non-publicly available information, as well as web-scraping and open-source information, to identify online advertising or possible solicitations for business by unregistered or unlicensed entities (point 84 in [27]). FATF recommendations require governments to impose on VASPs the obligations of assessment and mitigation of ML/FT risks and the implementation of AML/CFT preventive measures, including KYC, record-keeping, suspicious transaction reporting, and screening all transactions for compliance with targeted financial sanctions, among other measures applied to any other entities in the financial industry [88].

Many of the VASP-related FATF recommendations directly address virtual assets, including anonymity-enhancing currencies. Several risk factors are highlighted in the FATF Guidelines, which increase the risk of non-compliance with AML/CFT rules: anonymity-enhanced features of technology and network architecture; decentralized, unregistered, and unlicensed VASPs; disintermediation of transactions; and peer-to-peer transactions (point 51 in [27]). In order to meet the FATF requirements (as they are implemented in systems of national law), the VASP must be able to prove that they can manage and mitigate the risks of engaging in virtual assets-related activities which involve the use of anonymity-enhancing technologies or mechanisms, including but not limited to anonymous-enhanced cryptocurrencies, mixers, tumblers, and other technologies that obfuscate the identity of the sender, recipient, holder, or beneficial owner of virtual assets (point 110 in [27]). If a VASP cannot manage or mitigate the risks posed by engaging in such activities, it should not be permitted to engage in such activities (point 110 in [27]).

Finally, according to the 2019 FATF recommendations, ‘[virt]ual [a]ssets products or services that facilitate pseudonymous or anonymity-enhanced transactions also pose higher ML/FT risks’ (point 98 in [27]). Countries should consider the risk factors associated with the V[irtual] A[ssets] product, service, transaction, or delivery channel, including whether the activity involves pseudonymous or anonymous transactions. The fact that nearly all V[irtual] A[ssets] include one or more of these features or characteristics may result in countries determining that activities in this space are inherently higher risk’ (point 28 in [27]). This statement shows that, from an AML policy perspective, strong pseudonymization techniques present nearly the same high risk as the anonymity-enhanced techniques. Even if advanced cryptographic methods, such as zero-knowledge proofs, are to be qualified according to the GDPR as only pseudonymization techniques, for law enforcement agencies to identify the users (data subjects) masqueraded by these techniques remains extremely difficult. It does not depend on the qualification of such masqueraded data under the GDPR as pseudonymous or anonymous data. Advanced anonymization technologies exclude effective counteracting of ML/FT risks—regardless of the technology and data qualification—slightly below or slightly above the GDPR’s anonymization threshold. Pseudonymization techniques can also exclude a quick identification of network users and financial beneficiaries of transactions, which is crucial for preventing ML/FT risks. Accordingly, strong pseudonymization technologies used within networks under decentralized governance should be combat today by AML/CFT national regulation and by obliged entities with the same intensity as technologies ensuring data anonymization according to the meaning provided by the GDPR.

The impact of anti-money laundering and combating the financing of terrorism measures on anonymous permissionless blockchains

One characteristic of the present AML/CFT policy is its focus on combating anonymization or strong pseudonymization techniques, which seem to be perceived by the authors of regulatory instruments as the primary sources of threat. In practice, AML requirements force intermediaries (VASPs) to stop handling transactions when instruments are used that impede the traceability of transactions on the public ledger. In situations where these advanced privacy-focused technologies are embedded in the protocol as non-optimal and the owner of virtual assets cannot remove these features, in that situation, a VASP is not allowed to handle transactions involving these virtual assets as it would not be able to mitigate AML/CFT risks. Therefore, AML policy measures combat technologies which are able to protect data on public ledgers at the level required by the GDPR. Moreover, that policy pushes owners of such privacy-coins towards peer-to-peer (or even off-chain) transacting on privacy-focused blockchains or directs them to use inter-chain autonomous tools.

Joint impact of the GDPR and AML/CFT policy instruments on permissionless blockchain spaces—The conclusion

The GDPR and AML/CFT policy instruments on permissionless blockchain spaces are on a collision course: AML policy fights anonymity-enhanced and strong pseudonymization technologies deployed in permissionless DLT protocols. In practice, the obligation imposed on VASPs to refrain from involvement in transactions in which they cannot mitigate ML/FT risks associated with virtual assets results in VASPs refraining from engaging in transactions which involve anonymity-enhanced (privacy-focused) cryptocurrencies [89]. At the same time, the only way for networks to ensure the GDPR-compliance of data processing on public ledgers seems to be data anonymization. As presented above, the whole community of permissionless blockchains, especially the part which may be reached by fines issued by the European data protection supervisory bodies, has an interest in the exemption of the GDPR applicability to their activities. As I pointed out above, one possibility (it seems the only one) for removing the GDPR applicability is to design the protocol and the whole networks architecture in such a way that all data sent and written on the ledger would be anonymized in the meaning of the GDPR. However, when such privacy-blockchains are (or will be) operated, their users, and at the same time the users

---

administration of virtual assets or instruments enabling control over virtual assets, and (v) participation in and provision of financial services related to an issuer’s offer and/or sale of a virtual asset.”
of privacy-coins, have no possibility to refer to supervised intermediaries (VASP). This hinders the development of such networks. Moreover, it also induces designing of more and more tools to bypass regulated intermediaries by holders of privacy-coins. Thus, there is a need to find and implement AML/CFT tools which would be feasible and enforceable in anonymous cyberspaces, instead of lowering the level of data/privacy protection at publicly viewable ledgers. As we can observe, the development of new permissionless DLT networks seems going in the direction of enhanced protection of privacy. The use of advancing anonymization techniques is needed for blockchain communities to be GDPR-compliant and to avoid severe fines. The increasing use of more and more advanced anonymization techniques may eventually enable the processing of anonymous data on permissionless networks’ ledgers, per the GDPR. Advanced anonymization techniques, reaching the GDPR level of data anonymization, should be accepted by global or national policies towards the permissionless DLT. However, to ensure that the AML/CFT needs are met, the government(s) should search for effective tools feasible and available in anonymous or strong pseudonymous cyberspace.

Searching for solutions: Analysis of existing proposals

The tension between privacy and the needs of law enforcement agencies is widely debated concerning different communication technologies. For example, to facilitate acceptance by the governments of the end-to-end encryption used in messenger applications, as well as to improve privacy in data surveillance instead of granting states exceptional access into messenger applications, Segal et al. [90] have proposed a lawful search of third parties’ records of data. Concerning permissionless DLT-based networks, some interesting approaches have been already proposed, such as, for example, blacklisting [47] or collaborative deanonymization [91]. However, only a few proposals address the protection of data according to the rules required by the GDPR. They are discussed below.

Registration of the virtual currency addresses in FIU

The Vth EU AML Directive 28 recommends that the FIU should be able to associate virtual currency addresses with the identity of the owner of virtual currencies and further that the possibility for users to self-declare to designated authorities on a voluntary basis should be further assessed.

There is no doubt that for the FIU to become able to associate virtual currency addresses to the identity of the owners of virtual assets would be a desirable solution. However, neither the FATF recommendation nor the EU AML Directives provide technical and legally feasible instruments for achieving this result. It is impossible to build an effective AML/CFT policy based on the voluntary registration of all address owners. Each person can generate, within a short time, any number of addresses they do not have to use. It is unclear why anyone would register an address without being legally obligated. However, even if address registration were obligatory, the anonymity or strong pseudonymity of blockchain users would practically prevent verification by the FIU, whether or not all addresses generated for transactions on privacy-blockchains have been reported to them. Finally, registering virtual currency addresses in FIU would not be useful for crime prevention in situations of anonymity-enhanced blockchains when the addresses of the transactions’ parties are masked. Linking the person to a specific address would not allow for the traceability of their transactions. This problem is being partially addressed by the ’travel rule’ imposed on the VASPs according to the FATF recommendations, but that tool only applies to transactions mediated by VASPs and leaves peer-to-peer transactions outside its scope of application.

Lowering the GDPR personal data protection on permissionless blockchains

Lowering the level of the GDPR data protection requirements for public permissionless blockchains is proposed to solve this privacy-transparency conundrum [24]. According to this approach, any lowering of the GDPR protection should reach a level that ensures the right balance between the protection of personal data on permissionless blockchains and the transparency necessary to deter criminal behaviour. ‘Regulators need to talk with each other in order to set the cursor at the right place’ [24]. Consequently, there should be a corresponding change in regulations, particularly regarding the GDPR and the AML [24]. According to this proposition, these amendments to the law should require that permissionless networks deploy only those technologies that ensure a certain, and not too low, level of personal data protection. However, at the same time, the networks should also provide a level of data protection that is not too high to enable identifying users by the law enforcement agencies, based on an analysis of data recorded on (transparent) public ledgers. It has been debated how to set this appropriate balance between data protection and the requirement of ensuring transparency. According to this proposal, only low-tech solutions—such as the creation of several public keys, registering only hashed information on ledgers, and using mixers—should be required by regulation to protect the privacy and should be sufficient to protect personal data on public blockchain-based ledgers. At the same time, AML regulations should prohibit the use of ‘high-tech solutions’, that is, advanced cryptographic methods such as zero-knowledge proofs [24]. Thus, the analysed proposal strictly determines the technologies which should be used; overly strong pseudonymization technologies should be banned to ensure the right level of ledger transparency, while technologies that are too weak (too transparent) should be banned to ensure personal data protection.

The above solution does not seem to be appropriate, even without considering the difficulties in qualifying different new technologies as too strong (‘high-tech’) or too weak (‘low-tech’) solutions. Implementing this proposal would provide law enforcement agencies with the necessary minimum degree of user traceability in permissionless space. On the other hand, this solution would allow any third person other than governmental agencies to have ensured the same level of user traceability and identifiability. Accordingly, the proposal fails to ensure a sufficiently high level of user privacy protection against third persons other than governmental agencies. As public ledgers are viewable for everyone, this failure is significant. Lowering the requirements of data privacy protection on public ledgers by banning the use of anonymity-enhanced technologies does not protect users against the possibility of being identified by the state or by any other actors. If the above solution were selected, practically everyone would gain access to anyone else’s personal
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data on public ledgers. Therefore, as permissionless DLT ledgers are publicly viewable and searchable by everyone, the GDPR requirements to ensure the confidentiality of data should not be lowered. Lowering the required level of masquing personal data would expose data subjects to identification by anyone who has enough knowledge and resources. Lowering the required level of masquing data on DLT ledgers would also violate the GDPR principle of technological neutrality. Moreover, the proposition suggests restricting instruments of personal data protection on public ledgers only to the use of ‘low-tech’ solutions. However, these instruments are not embedded by design in the blockchain protocol. The effective and successful use of such instruments would not be an easy task for average users. This approach would also violate the GDPR because it is required that privacy protection instruments be built by design into systems and their implementations should not burden data subjects. Finally, mixers, tumblers, and similar ‘low-tech’ solutions may effectively protect data subjects if such mechanisms are used simultaneously with anonymity-enhanced technologies that do not allow for tracking and linking transactions. The suggested ban on advanced anonymity-enhanced technologies would significantly reduce the effectiveness of accepted ‘low-tech’ solutions.

Certification mechanisms and codes of conducts

According to Finck, the certification mechanisms and codes of conduct may overcome difficulties in applying the GDPR obligations to specific cases of personal data processing [23]. However, at the same time, she underlines that codes of conduct and certification mechanisms will not resolve the lack of compliance where there are technical or governance limitations to compliance. In such cases, these limitations could be addressed by interdisciplinary research on these matters [99].

Indeed, certification mechanisms may be helpful for standardization of solutions used by permissioned networks, but it is not the case with permissionless systems which are under decentralized governance. Certification mechanisms and codes of conduct are not able, nor are they allowed, to change the GDPR rules, for example by removing all these problematic GDPR’ requirements which seem not to be feasible to meet under decentralized governance of DLT-based networks (some of them have been indicated above in the section ‘In search of a permissionless blockchain that enables GDPR-compliant data processing’). The research work should be done to identify solutions which can square permissionless blockchains with the GDPR, but simultaneously not forgetting about the needs of AML/CFT policies. Certification mechanism and codes of conduct cannot help until any feasible solution(s) to reconcile these two regulations become accepted by policy makers and regulators.

Blacklisting

Another approach that should be discussed here, aimed at reconciliation between the privacy and AML/CFT needs, is a blacklisting approach developed by Möser et al. [47]. By blacklisting suspected transactions, the tool helps prevent the acceptance of coins derived from illicit activity, and it requires intermediaries (and incentivizes other users) to check coins against public blacklists of illicit funds before accepting them. Blacklisting is enabled by the ability to follow coins from one transaction to the next [92]. That system requires traceability of transactions as a minimum. Thus, it could work well on transparent blockchains, that is, on blockchains which, as indicated above, create a high legal risk for almost all community members of being responsible for the processing of personal data written on the blockchain ledger in contravention of the GDPR.

To reconcile the GDPR and AML/CFT aims, however, an AML/CFT policy tool is needed that would work in an anonymous blockchain space (and which, in turn, may be acceptable, or at least less risky, from the GDPR point of view).

The traceability of transactions needed for blacklisting systems is something less than the possibility of user identification. The users’ identification is not needed to trace the transactions. Thus, in terms of personal data/privacy protection, it is definitely a step in the right direction which supports and strengthens the level of privacy protection.

However, it would be a useful tool to resolve the problem analysed in the article if it were feasible on blockchains where anonymous data were processed, that is, when the controllers and processor had no possibility to link data written on the ledger (in hash form or plain text) with data subjects, apart from a residual risk of identification (as explained above). As pointed out above, because traceability of some transactions on publicly viewable ledgers is today possible (even if often it requires an extreme amount of resources) and it also increases the chances for the users’ identification, it indicates that the likelihood of data subjects identification is not only residual (identification at least of some data subjects is likely through reliance on all the means reasonably likely to be used). However, as presented above, it varies from network to network, as well inside the networks. Moreover, transactions’ traceability increases the chance of associating a whole chain of transactions with some external data, which, in turn, increases the chances of identification of some data subjects. Where zero-knowledge proof cryptography is used, almost excluding the traceability of transaction, the blacklisting system fails, taking into account its current development [92].

The designers of blacklisting noted that the concept might not be feasible in all cryptocurrencies, especially those built on zero-knowledge proof cryptography [92].

Thus, blacklisting can be feasible AML/CFT tools in relation to, generally speaking, transparent blockchains, such as the Bitcoin blockchain, even when different anonymity technologies or techniques are used by their users [47, 92]. These blockchains, however, do not enable, by design, the GDPR-compliant processing of data, for example, (i) where all nodes process personal data written on the ledger without the possibility to erase these data from all copies of the ledger, including even data treated worldwide as illegal, such as child abuse content [52, 93] and (ii) where personal data are transferred to the third countries without legal basis and protection for data subjects. Contrary to exceptional access, the blacklisting system, in its current stage of development, does not simultaneously address the needs of both the GDPR and the AML/CFT with respect to the privacy-blockchains. As presented above, the zero-knowledge proof cryptography is today seen as one of the most promising methods that may enable, with appropriate systems architecture, the achievement of the data anonymity threshold defined by the GDPR on permissionless blockchains’ ledgers.

Towards reconciliation between the GDPR and AML/CFT: proposed solutions

In the scope where the GDPR applies to data processed on permissionless blockchains’ ledgers, the level of data protection required by this regulation should be met. National and global policy
towards permissionless blockchains should not combat the operation of networks that use advanced anonymization technologies on the protocol level as a non-optional feature, provided that any effective AML/CFT tools or approaches are accessible for VASP or for FIU on such privacy-blockchains. The governments should actively search for such solutions and should use or create any possible tools, even if they are more expensive or less convenient to use than a simple ban on VASPs accepting any privacy-coins from another VASP. The presented solution is aimed at expanding policy makers’ toolkits of instruments used to govern permissionless DLT financial platforms by adding to it a set of tools feasible in relation to privacy-blockchains. Promoting of use of privacy-focused blockchains, where the AML/CFT tools are available, is important from the privacy protection point of view.

The proposed solution should complement rather than replace existing AML policy instruments in relation to privacy-blockchains, while at the same time ensuring the achievement of GDPR goals. Thus, I do not suggest removing the VASPs’ KYC and the ‘travel rule’ obligations. However, in relation to cryptocurrency underlying privacy-blockchains, the VASP ability to trace the coins is limited. That fact should not oblige them to refrain from transacting in such virtual assets if the privacy-focused networks granted the FIU the exceptional access (as proposed below) or if any other possibility existed in the future to gather transactional surveillance data by FIU. As indicated above, the effective measures that would enable the FIU or the VASPs to trace transactions made on privacy-focused blockchains are not available today—and that absence is the main reason why they are combated by the AML/CFT policies and why the VASP refrain from transacting privacy-coins. It is always possible that such tools will be developed by blockchains developers or by researchers in the future. However, as for today, the only AML/CFT tool which seems to be feasible in relation to privacy-blockchains is exceptional access, as proposed below.

Key elements of the proposed solution

The first proposed measure is the introduction of an optional regulatory instrument available for permissionless DLT-based privacy-networks granting the FIU exceptional access to some transactional data as a reporting feature embedded in the network’s protocol. Without such a regulation, the FIU is not allowed to verify, accept, or use such access, even if offered by a network. That proposal relates only to those networks which, by design, use anonymization or strong pseudonymization technology to mask transactional data. That scope includes the networks which would ensure, by design, the processing of data written on the ledger in a GDPR-compliant way. That scope can also cover privacy-focused networks which underlie the privacy-coins commonly delisted or rejected by exchanges (when the VASPs are not able to verify the source of coins), even if such networks do not reach the level that would enable data anonymization in the sense reflected in the GDPR. Depending on the anonymization technologies and the architecture of the network, offering a reporting feature for the FIU seems to be today the only feasible tool to protect data on the level required by the GDPR (or at least, near this level) and at the same time to enable effective AML/CFT screening. When access is granted by a network and accepted by FIU, they would have to analyse data obtained through ‘exceptional access using available analytical technologies (today, VASPs are obliged to analyse and report these data to the FIU).

The second proposal is to add to policy makers’ toolkits a set of effective tools aimed at combating cryptocurrency of those privacy-blockchains where virtual assets are transacted if (i) a network fails to deploy the reporting feature and, at the same time, if (ii) no other means or sources of surveillance data is available for the FIU to minimize AML/CFT risks.

A set of tools to combat privacy-coins may include means of a different technological, regulatory, economic (fiscal) nature, also including state attacks on underlying privacy-blockchains. The letter tool, as possible regulatory access points of the blockchain space, was already mentioned by Finck [16], however, without further analysis in that domain. The AML/CFT measures should concentrate on the cryptocurrency of indicated networks, instead of targeting the people who are members of their communities. The tools can and should aim towards reducing the particular currencies’ value, consequent inducing a voluntary outflow of their users.

This article is not intended to present all tools which may be used to combat those cryptocurrencies. I rather suggest the general direction towards shaping effective sanctions for non-compliance with AML/CFT requirements in anonymous blockchain space. In subsequent subsections I analyse some aspects connected with that issue. Some of the indicated tools (e.g. different kinds of attacks on permissionless blockchains) have for a long time been a vital field of interest among computer and cybersecurity scientists. However, today these kinds of tools are not included in the AML/CFT policies, and there is a lack of legal basis in AML/CFT regulations for their use (at least, in European regulations). The indicated tools are discussed below from various perspectives.

Automatic reporting

The optional instrument of automated reporting as a feature embedded directly into the blockchain protocols requires specifying the scope and method of such reporting, as well as detailed rules for processing data received by the government (FIU) as a result of this reporting. Elements that must be defined when designing such exceptional access have been listed by a group of security experts and computer scientists [9]. Although this list was concerned with providing exceptional access in Internet spaces and on mobile devices, it is also helpful for the blockchain cyberspaces. Many issues identified therein are addressed in this article.

Scope of data covered

The proposal for embedded reporting is addressed only to privacy-blockchains. There is no need for exceptional access to transparent blockchain ledgers because data on their ledgers are publicly viewable and transactions are, more or less, traceable. Reporting from privacy-blockchains should relate to certain available data, such as public addresses engaged in a transaction, transaction ID, value of the transactions, and any additional content added by the user to the transaction. These data are accessible on privacy-blockchains for a user depending on the features implemented in protocols. Users may lift the cryptography veil of anonymization techniques.

Through proposed exceptional access to transactional data related to the transactions on such financial platforms, the FIU could gather and analyse the pseudonymized data which are currently hidden by zero-knowledge proof cryptography from the eyes of everyone except the user. For example, with Bitcoin blockchain, Zcash shielded transaction data are posted to a public blockchain; but unlike Bitcoin, zero-knowledge proofs allow transactions to be verified.
without revealing the sender, receiver, or transaction amount. Selective disclosure features within Zcash allow a user to share some transaction details for the purposes of compliance or audit [94]. If such disclosure features would be accessible, by design, for the FIU, the FIU could analyse this data to identify the AML/CFT risks and flag suspected transactions. However, analysing pseudonymized data does not guarantee the FIU success in all cases. I address this concern in the last section ‘Discussion of common concerns’.

**Technology-neutral approach**

Technical solutions for providing the automatic reporting feature on permissionless blockchains can be based, for example, on developing the ‘viewing key’ functionalities deployed on some privacy-blockchains such as Zcash [94]. This feature could ensure FIU access to the details of transactions in the same form in which such details are accessible to the user (the party to a given transaction). The other example can be the technical solution for the modification and optimization of the Monero system to create a regulatable privacy-preserving blockchain which has already been proposed [33].

However, the law should not strictly define technological requirements for such reporting functionalities. This could impede the rapid development of technology. I would suggest adopting a similar solution as accepted in the GDPR: legal regulations should only indicate the expected result (functionality) at a very general level, without pre-empting any technological details that must be implemented by networks. Ensuring effective trustful FIU access to specified transactional data, as well as possibilities of auditing such access, should constitute such a result. The functionality embedded in the blockchain protocol should ensure that transactions cannot be approved without automated reporting to FIU or without ensuring FIU access to the transactional details. It is the network community that should both choose and deploy the right technological solutions to achieve the required result. The auditing of solutions offered to FIU should be practicably easier when taking into account that the permissionless network’s software is open source.

**KYC features**

Another tool that may be considered—either instead of, or in parallel with, the above-mentioned embedded reporting—is protocol-level deployment of a KYC functionality. This is currently the direction of development of, for example, the Concordium blockchain [95]. In such a case, the software should not allow transactions to be added to the ledger without confirmation that the parties to the transaction related to virtual assets have performed KYC trusted procedure. The proofs of KYC performance by the external trustful entity could be based on, for example, zero-knowledge proof cryptography. The services of external decentralized identity (dID) [96] providers could be used, assuming the relevant country has certified them. This solution would significantly complicate the network architecture in the global context. Each government could require that the dID and KYC providers would be licenced within the given state. It is most probable that not all providers would be able to obtain a licence in all countries, especially if that licence meant that dID and KYC providers had to accept their own readiness to reveal the user’s identity as a result of a court or administrative order or any of the FIU’s requirements. Some users, and even some governments, would be unwilling to accept that the identification of users could be revealed at the request of any FIU from any country globally. Moreover, making the network dependent on external trusted dID providers would create the risk of blocking the entire network, assuming an attack on a dID provider would involve the given network’s central point of failure. The security of a network will be put at risk. It seems that the feasibility of such a concept in highly centralized global networks is quite poor, if this approach is at all possible. Further research in that scope will be an interesting subject to explore.

**Functionalities of exceptional access**

Legal requirements for providing certain functionalities in relation to exceptional access should be limited to the absolute minimum necessary for mitigating AML/CFT risks. Creating overly extensive requirements concerning such an instrument would jeopardize network security and/or would make the permissionless technology practically useless. For example, the requirement of providing to the government the functionality of ‘seizure’ regarding virtual assets (useful in, for example, enforcement proceedings) would not be an appropriate policy tool, as this would open back doors that could be used by hackers to steal currency. Even providing to the government the ability to freeze acceptance of transactions within the network (e.g. in the case of identifying a virtual asset transfer to entities, which are subject to international AML/CFT sanctions), would significantly complicate the system and expose it to hacking. The feasibility of such a measure and its impact on the security of an entire network would require in-depth cybersecurity analysis.

**Automated reporting addressee: government(s)**

In maintaining the simplicity of a networks’ architecture, it would be optimal to include only a single FIU as an addressee of exceptional access. However, achieving this on a global scale seems unlikely [9]. This proposal is submitted assuming an absence of such international cooperation between all countries in the world.

Designing the architecture of exceptional access requires the community to determine to which government (FIU) transactional data are to be automatically reported. As indicated above, the reported data may include only those data which are today visible on privacy-focused blockchains and which are masked on privacy-blockchains by, for example, zero-knowledge proof cryptography. This additional content can also include any data, either in plain text or encrypted by the user. Most of these data (except those written in plain text by user) would be pseudonymized. In such a situation, I see no reasonable general criterion for determining (on the protocol level) one government (country) which should be the reporting addressee if a network were to grant access to the FIUs of a few countries or a few international organizations. However, this does not constitute an obstacle for proposed tools where a network grants access to many governments.

The data mentioned above, which should be reported to FIU, are today publicly visible on transparent blockchains for everybody, including every government. Therefore, it seems appropriate that pseudonymized data from all transactions on non-transparent blockchains are to be reported, in the same scope, to all those government bodies to which a given network has granted exceptional access. The ability of each government regarding the identification of transaction parties, basing on reported data, would differ. It would depend on the analytical methods and technologies used by a given government, as well as on the additional external data available to that government. The data received by the government would only be pseudonymous. Consequently, the chances to identify users and
suspicious transactions based on data gathered through embedded reporting would vary between countries.

Implementation of the proposed solution would ensure access to transactional data only to governments chosen by a network community and not to everyone, as is the case with transparent blockchains. Data reported to the governments are to be processed on the basis of their national personal data protection regulations. Rules and procedures for governments’ processing of personal data vary significantly among countries. Within the EU, this processing is regulated by the GDPR and the Directive 2016/680 on the processing of data for the purpose of preventing and combating crime [97]. In particular, a country is obliged to erase all those personal data where no legal basis for their processing exists. This obligation would also include deleting the secret keys which would grant access to such personal data on a ledger. The rules for governments’ processing of such data should be the same as those that apply when FIUs process personal data received from the VASPs or any other intermediaries in AML/CFT proceedings. That regulation should allow for FIU gathering and analysing of the data gathered through the embedded reporting only, as a rule, for AML/CFT purposes.

**Transparency of embedded reporting**

As permissionless software is open source, the reporting mechanisms (architecture) would and should be transparent to all ecosystem members. Each user would decide whether to use a given financial platform, knowing which countries have been granted access to the transactional data on that network. Today, every Bitcoin or Ethereum 1.0 blockchain user must accept that all people and all governments have access to all data recorded on network ledgers.

**The optional character of embedded reporting**

The implementation of reporting features into a blockchain protocol is proposed as a free-to-choose option which may allow governments to accept the operation and mass use of privacy-blockchains. The exceptional access should stay optional for privacy-focused networks as long as there are accessible for FIU any other effective AML/CFT tools.

It is highly likely that some networks will not decide to implement them. However, some networks actively search for possibilities for compliance with the GDPR and AML/CFT requirements. Compliance with regulations may attract the mass of users to a financial platform, knowing which countries have been granted access to the transactional data on that network. Today, every Bitcoin or Ethereum 1.0 blockchain user must accept that all people and all governments have access to all data recorded on network ledgers.

**Who should take care of an embedded reporting feature?**

Implementing any features into the blockchain protocol, including any further updates, depends on the decision on the whole community adopted according to its own rules of off-chain governance. The decentralized governance of networks is a broad issue widely described and analysed in the literature [64]. As a rule, the technical details of the changes to blockchain protocol are proposed by blockchain developers. In highly decentralized networks, the updates are implemented only when a broad consensus is reached, and this consensus is so evident that formal voting is not needed because the major part of the community is cooperating towards the agreed goals [98]. In decentralized governance, there is no central point of decision within the community. Any significant decision regarding the network architecture is discussed, as a rule, within the whole community, including end-users. However, the rules of off-chain governance are different for each blockchain community. The same rules, specific to a given network, would apply to the decision concerning the implementation of a reporting feature into the network’s protocol.

**Impact of proposed solution on the situation of transparent permissionless blockchains**

As emphasized above, exceptional access to masqued data is a reasonable tool only for privacy-blockchains. That tool would not interfere with the status quo of such permissionless DLT-based networks, which are sufficiently transparent for the VASP or FIU to mitigate the ML/TF risk using any other means or approaches. The level of network transparency for AML/CFT purposes today is verified in practice by VASPs, which delist or reject some cryptocurrencies assessing them as not traceable enough. In turn, the position of VASPs is profoundly impacted by the supervisory FIU’s assessment.
Each FIU should assess whether the transparency of a given ledger is sufficient for the mitigation of ML/TF risk without granting exceptional access (reporting functionality).

However, as already pointed, we should bear in mind that members of transparent blockchain communities face the legal risk be qualified as (joint) controllers or processors under the GDPR. In case of such qualification, infringement of the GDPR by processing personal data on permissionless transparent ledgers is highly likely. It may be definitely decided only on case-by-case basis.

**Qualification of reported transactional data under the GDPR**

The qualification of data as pseudonymous or anonymous under the GDPR is presented in detail above, including different possible approaches. According to the relative approach accepted here, providing governments with exceptional access to transactional data on public ledgers would not exclude the possibility of classifying such data as anonymous from the perspective of community members. As indicated by the CJEU in the Breyer case [78], information held by a third person (in this case, the government) could be omitted when assessing whether the data controller (e.g. dApp operator) could use the information to identify a data subject if it was “prohibited by law or practically impossible on account of the fact that it requires a disproportionate effort in terms of time, cost and man-power, so that the risk of identification appears in reality to be insignificant” (para. 46 in [78]). In the case of granting exceptional access to the FIU, the possibility of obtaining reported data by the dApp operators or by any other member of the blockchain community from the FIU would be—and should be—prohibited by law.

**Outlawing the use of anonymity-enhanced virtual assets and their underlying technology**

Presently, the FATF does not recommend banning the anonymity-enhanced virtual assets and blockchains, but it also does not exclude such a solution. States have the discretion to prohibit virtual assets activities or virtual assets service providers [27]. The main reason for the recommendation is that banning such activities and services would not reduce the states’ obligations regarding AML. After the outlawing of anonymity-enhanced virtual assets and blockchains, states will still need to actively monitor cyberspace to detect and prosecute violations of the ban, just as they currently do when detecting and prosecuting unregistered VASPs.

In a study prepared for the European Parliament [99], introducing the ban was considered as a possible AML/CFT policy measure. Experts warn that ‘we must avoid being naïve, even if a ban would be imposed, how do we detect a breach, given that the purpose of the object of the ban just is to obscure identities’ [99]. Eventually, they are against the general bans on cryptocurrencies because ‘[t]hat would go too far’ [99]. Instead, they suggest imposing a ban ‘on specific aspects facilitating the illicit use of cryptocurrency’ [99].

The above indicated proposal to ban only ‘certain aspects’ facilitating the abuse of technologies and anonymization techniques associated with permissionless DLT networks, however, carries the same ‘risk of naïveté’ as would a general ban. When prohibiting the use of privacy-coins or ‘only’ the use of anonymization features, it seems to be equally tricky, and sometimes impossible, to detect users violating each of these bans. Therefore, limiting the ban on the use of anonymity-enhanced features does not solve problems relating to the enforceability of such a ban. The ban on the use of anonymity-enhanced cryptocurrency and its underlying DLT-based network would not be a reasonable tool if the sanctions for failing to comply with the ban were limited to traditional criminal sanctions. The enforcement of these sanctions requires bringing an accused person to court. Such a person often would not be detected, as long as they effectively continue to break the ban using anonymity-enhanced permissionless blockchains. Nevertheless, as the experts indicate, it is worthwhile to consider introducing a ban because ‘if authorities bump into the prohibited activities, they have a legal basis for prosecution, insofar not yet available’ [99].

Imposing such a ban on the use of anonymity-enhanced cryptocurrency, where reporting features are not provided and any other AML tools or sources of surveillance data are not available to FIU, is vital for a different reason, as presented below.

**Towards effective tools for combating non-transparent permissionless DLT-based networks**

It is emphasized in the literature that while backdoors seem technically feasible, it is unlikely that they can be sustained in decentralized systems, whose raison d’être is the rejection of privileged parties with special access rights [91]. I see the need to create means which could motivate decentralized systems to accept limited access rights needed for the achievement of AML/CFT objectives. It should induce the process of shaping the permissionless networks in the direction required by law, to make the systems respectful of some fundamental values which are protected by systems of law, for example, of privacy and public security (the AML/CFT risks minimization).

Why people comply with laws and regulations is complex and controversial within criminology. Empirical research projects have identified variables that are critical for law-abidingness in individuals. Researchers have found that although the severity of punishment is an effective deterrent [100], the probability of punishment is also a crucial factor. ‘Some significant level of legal enforcement is essential in generating and assuring compliance’ [101]. Therefore, regulators may induce shaping the architecture of permissionless DLT-based networks in the direction required by the law only if legal requirements were feasible and if sanctions for non-compliance could be effectively enforced. As indicated above, the use of anonymity-enhanced technologies, such as, for example, zero-knowledge proofs, would result in low enforceability of criminal sanctions. Such technologies are continually being developed and implemented into new platforms. In my opinion, the impact of threatening communities’ members with criminal sanctions would not be sufficient to induce shaping the blockchain protocol and architecture in the direction desired by the governments. Moreover, even successful enforcement of a criminal sanction against some individual members of the ecosystem will hardly affect the efficiency and operation of the highly decentralized network. Consequently, traditional criminal sanctions from government, which had to be enforced individually against particular members of ecosystems, appear to no longer be sufficient to motivate all members of globally decentralized community to shape architecture of networks in the direction expected by governments. As decentralized network governance is sometimes it is summarized ‘[n]o regulatory agency has the resources to go after that type of Medusa-like entity’ [102].
Targeting the privacy-cryptocurrency, not its users

Taking into account the above findings, instead of going after privacy-blockchains communities’ members to punish them, these tools should be, in my opinion, directed against privacy-cryptocurrency that creates ML/FT risks which cannot be overcome using any available approaches. The focus should be on the direct source of risk to public safety, not on the people which create that risk. An analogy to the off-chain world is where enforcement law agencies directly targeted the building constructed in violation of building regulation, and destroyed it rather than—or in addition to—targeting people responsible for the building’s construction. The ultimate aim of new tools in the blockchain space should be to reduce the economic value of the outlawed native cryptocurrency whose value drives the operation of a given platform, in particular by reducing trust in the stability and security of the network. If effective, means that reduce the value of the cryptocurrency will therefore reduce the number of the network’s users and nodes. The decreasing number of users and nodes (and thus the decreasing infrastructural and political decentralization [66]) would automatically reduce blockchain security. Networks underly the privacy-coins will then become more vulnerable to further attacks on their currencies or any activities reducing the value of given privacy coins, which can be systematically repeated by a government until the virtual assets cease to be accepted for payments or used for investment purposes. There is a need for in-depth interdisciplinary research to identify and analyse in detail the whole spectrum of different tools which may help policy makers to govern the permissionless privacy-blockchain space without going after the members of the communities. The nature of possible conceivable tools that can reduce the value and trust in the outlawed (or blacklisted) virtual assets vary significantly, including technological, economic, fiscal, sociological, and legal means. As indicated above, this article is not intended to describe and analyse all these possible tools. This article’s goals in that scope are to indicate this direction (targeting the value of privacy-cryptocurrency, not its users), where the effective tools can be found, as in my opinion most promising for further exploration by policy makers. The second goal of the article is to indicate some of these tools to consider by regulators, namely embedded reporting (presented above) and state attacks on outlawed privacy-coins.

State attacks on the value of outlawed privacy-coins

Each permissionless network’s security and the value of its native cryptocurrency depend on the mass usage of that network and its cryptocurrency, which, in turn, depends on the prospective trust of persons in and around blockchain ecosystems regarding the network’s security and their acceptance of a given currency as a means of payment. The users’ confidence in the networks may be significantly undermined by successful attacks on networks which could undermine the trust of the blockchain community in the ability of the network’s protocol to ensure smooth operation of the network. By smooth operation I mean particularly the operation without the double-spending of coins, with high level of scalability, and without the risks of gathering by one or few governments enough control to could manipulate the system.

The effects, chances, and costs of successful attack vary significantly—they depend on the network size (level of decentralization) and type of network consensus (e.g. 51% or Sibil attack for networks based on the proof of work [103, 104] or the proof of stake [105]), but also on many other elements of the system’s architecture. The levels of decentralization also differ substantially within networks. The idea of decentralization of permissionless DLT-based networks is aimed at excluding all central points of failure within a network’s architecture. However, in practice, some elements of centralization do occur [66], which is observable, for example, in relation to different consensus algorithms. Permissionless networks’ points of failure usually result from various compromises in the architecture of a given blockchain [106], which are needed to simultaneously ensure many desirable network properties such as scalability, decentralization, security (including anonymity or strong pseudonymity), and low operation costs. The need to strengthen some of these properties often, at the same time, weakens others, causing networks to be vulnerable to different type of attacks [106]. As researchers point out, despite common arguments about the prevalence of blockchain technology in terms of security, privacy, and immutability, in reality, several attacks can be launched against these networks [107]. Attacks on some permissionless blockchains have failed so far because attacking them is cost-effective for attackers who launch an attack to gain profits. However, the profitability of an attack would not be the primary determinant for the states.

This article is not intended to describe the technology of attacks nor to suggest states use one of them. The AML/CFT policy should adopt a technology-neutral approach in that scope and should avoid determining the techniques of attacks on cryptocurrency. The security experts should decide which technology is appropriate to be used on a case-by-case basis. To return to the building metaphor, specific methods of building demolition by law enforcement bodies are not determined by legal regulations because the appropriate means depends on the targeted building’s architecture. The same is true for DLT permissionless platforms. Some features are similar among networks, but some are different, for example, different cryptography works, but some are different, for example, different cryptography methods and architectures, varying levels of decentralization and different off-chain governance. No two permissionless distributed ledgers are identical, so the appropriate methods of attack could more or less differ.

As DLT continues to develop quickly and network decentralization increases, the challenges in identifying and developing a successful method of attack on the value of a cryptocurrency will continue to grow [108]. Facebook’s current effort to launch the permissionless DLT-based network, which will underly OpenLibra cryptocurrency, shows the possible scale of the challenges faced by governments worldwide. Because of the possible colossal decentralization of some networks in the future, it might be impossible for a single government to impact those networks’ ecosystems effectively. In such a situation, cooperation among many governments may become fruitful.

Outlawing of certain virtual assets

The outlawing (banning) of the use of certain virtual assets and their underlying network is, in turn, a legal measure useful for combating a privacy-cryptocurrency if AML/CFT purposes may not be achieved in relation to a particular network in any other ways. However, I do not see the primary purpose of such regulation creating a basis for criminal prosecution against people who breach that law. That ban will likely be so consequential that the outlawed cryptocurrency will not be used in transactions which parties intend to report to FIU or any other supervisory body. Moreover, such a law may also discourage the participation of a significant number of those network’s users who prefer to comply with regulations...
regardless of threatening sanctions. The outflow of some users from the network can weaken that network’s security. Effective attacks on a network’s cryptocurrency, distorting the network’s operational stability, will demonstrate the state’s ability to implement such tools. In turn, this should further reduce the outlawed cryptocurrency’s value, thereby reducing the economic significance of a given cryptocurrency. The proposed solution will not have a physical impact, and any hardware infrastructure and the targeted DLT-based network can continue to operate until the last single node (and user) records transactions on its ledger. However, the trust and currency value of such a network can drop to zero. Such a cryptocurrency may no longer be accepted as a means of payment and may cease to have the legal status of being a virtual asset. If cryptocurrency is no longer qualified as within the realm of virtual assets, the AML/CFT rules do not apply to it because such a cryptocurrency no longer poses ML/FT risks. In that case, governments should refrain from further interference in that network’s operation because such a network has lost the character of a financial platform.

Legal basis for combating a problematic cryptocurrency

To combat some cryptocurrency, including state activities aiming at reducing the value of cryptocurrency, the governments need to adopt a legal basis for interference in several human rights of community members. A necessary element of such regulation is setting out prerequisites for using such a tool towards certain privacy-coins. At minimum, such prerequisites should refer to the lack of availability of any other tools, approaches, or external sources of surveillance data that could effectively allow the FIU to limit the AML/CFT risks in relation to a given network. If a given network enables anonymization of processed data (as defined by the GDPR), it is highly likely that there are no other tools and approaches that would allow for the achievement of AML/CFT objectives; however, it cannot be excluded a priori. All circumstances related to a given network must be assessed.

Defining sanctions for non-compliance of privacy-blockchains with AML/CFT requirements should be the second element of such regulations. As pointed out above, these sanctions should not be targeted only against individual actors within the network, but rather against its currency. In the off-chain world, we use similar sanctions, regardless of the possibility of identifying and punishing the individuals who are responsible for breaching the rules.

State attacks on cryptocurrency as a last-resort policy tool

The attack on cryptocurrency is proposed to be included in national or international policies towards permissionless privacy-blockchains as a last-resort tool. It should be targeted only against those DLT-based financial platforms where no other means are available to achieve AML/CFT objectives. If any available approaches of minimizing AML/CFT are effective, there is no reason to attack, nor should be legal grounds for attacking, any network nor its cryptocurrency. In such a case, an attack could be non-proportional interference in human rights (as it is elaborated in the next subsection).

Concept of gradual application of different AML/CFT policy tools can be understood with an analogy used earlier. If somebody built a building with such serious breaches of construction law that the building jeopardized public security, demolishing this building is (and should be) the means of last resort for a law enforcement body. The regulations usually require other means to be applied before the building is destroyed as a law enforcement tool. These other measures, which should be used primarily if they are accessible and efficient, are aimed at maintaining the building by means of ordering the owner to bring the building into compliance with the construction regulations. That is, and should be, a consequence of the requirement of proportional interference with human rights (see the next section). The above considerations could also relate to permissionless blockchains that underlie virtual assets (financial platforms). If governments could use any other effective means to minimize AML/CFT risks on privacy-blockchains, then those means should be primarily used. In a situation where there are no feasible means which may ensure achieving AML/CFT objectives in relation to a given network and if embedded reporting will not grant, the state should be entitled to use effective measures to combat the network, including state attacks on its cryptocurrency.

It would be worthwhile to discuss in the future whether attacks on permissionless networks may and should be used as a policy tool to protect privacy if a network does not ensure GDPR-compliant processing of data. It is doubtful whether it would be a proportional interference in human rights. Today, the sanctions for GDPR non-compliance are primarily severe fines for GDPR non-compliance (although these sanctions can hardly reach most of the controllers’ and processors’ assets if they are located outside the EU or if they are located on permissionless ledgers and obfuscated by advanced anonymization technologies). Using such a tool may perhaps be acceptable in light of human rights rules if a transparent DLT-based network community does not implement into the network architecture any effective tools which would allow for fast removal of at least content which is treated as illegal worldwide, such as child abuse content. However, I leave this problem for a future discussion.

Proportionality and necessity of the interference with fundamental rights

Regulatory adoption of new AML/CFT policy tools and, in a more general sense, the adoption of new tools to combat crime, always requires the tools’ prior assessment in light of several fundamental human rights. Any state’s interference that affects software which operates in cyberspace, including permissionless and open-source software, may also potentially interfere in the rights and freedoms of the people creating these ecosystems. The fundamental rights and freedoms of persons in and around permissionless DLT-based ecosystems that may potentially be affected by AML/CFT policy tools are already identified in the literature [13]. These rights and freedoms include, among others, the right to property for owners of virtual assets, freedom to pursue a trade or profession for owners and operators of platforms, freedom of expression (in the context of software design), freedom of telecommunication, data privacy rights, freedom of association within blockchain communities organized as peer-to-peer systems, and freedom of information [13].

However, these rights and freedoms are not protected unconditionally by legal systems. Taking here a European perspective, I focus on the Charter of Fundamental Rights of the EU (henceforth, the Charter) [109] and the European Convention on Human Rights (the Convention) [110]. The Charter is strictly consistent with the European Court of Human Rights (ECHR). According to Art. 52(3) of the Charter, insofar as the Charter contains rights which correspond to rights guaranteed by the Convention, the meaning and scope of those rights under the Charter, including authorized
limitations, are the same as in the Convention [111]. In any case, the level of protection afforded by the Charter may never be lower than that guaranteed by the Convention [111].

According to Art. 52 (1) of the Charter [82], which relates to the scope of protection and interpretation of rights and principles, 'any limitation on the exercise of the rights and freedoms recognized by the Charter must respect the essence of those rights and freedoms; subject to the principle of proportionality, limitations may be made only if they are necessary and genuinely meet objectives of general interest recognized by the Union or the need to protect the rights and freedoms of others'. The text of the Convention does not contain a similar general provision, but a similar rule may be interpreted from limitations of protected rights and freedoms included in detailed provisions relating to the specific rights or freedoms. For example, the Convention’s Art. 8 allows for interference in private life ‘if it is necessary for a democratic society’. The ECHR has clarified this requirement, stating that the notion of ‘necessity’ for the Convention’s Article 8 means that the interference must correspond to a pressing social need, and, in particular, must remain proportionate to the legitimate aim pursued (§212 in [112], 113). To be deemed compatible with Article 1 of Protocol No. 1 to the Convention, the interference in property rights must fulfil certain criteria: it must comply with the principle of lawfulness and pursue a legitimate aim by means reasonably proportionate to the aim sought to be realized (§108–114 in [114], 115). Such legitimate aims constitute, for example, the prevention of disorder or crime and the protection of the rights of others [116]. Thus, the fundamental rights of an individual should always be weighed against the public interest and the rights and freedoms of others. An examination of the incursion limitations upon fundamental rights in terms of their proportionality and necessity is needed. The search for this balance is inherent in the whole of the Convention [115].

As pointed out above, on the one hand, combating the privacycoins (and as a result, combating permissionless privacy-blockchains) by AML/CFT policy tools would not be appropriate where there are any other approaches or any other sources of surveillance data accessible to the FIU. The governments should actively search for such tools, including exploring data sources external to networks. It follows from ECHR case law that to determine the proportionality of a general measure taken by the state, the court must primarily assess the legislative choices underlying it (§82–84 [117]). On the other hand, however, if no other effective tools were available for FIU, state attacks on a given privacy-cryptocurrency can be justified in the light of the Convention and the Charter, even if it involves interference with the rights and freedoms of actors in anonymous DLT-based ecosystems.

When assessing the need to interfere with the fundamental rights of the actors of these ecosystems, we should not rely on the traditional model relating to the scope of protection of the fundamental rights of Internet users. In many respects, Internet spaces differ significantly from those of permissionless DLT-based networks. Current AML instruments are ineffective in anonymous or strongly pseudonymous spaces. Furthermore, in the case of the Internet, law enforcement agencies have (limited) possibilities to access personal data through the centralized operators of systems used to provide financial or telecommunication services. In the case of permissionless blockchains, no such centralized administrators exist from which law enforcement agencies could obtain surveillance data. Sometimes Internet Service Providers are indicated as a possible source of surveillance data [16]. However, Internet access is not necessary to use permissionless DLTs. Some of these networks ‘users emphasize that ‘the internet is a vulnerability’, continuing, ‘They are using satellites, ham radios, and mesh networks to stay current on the cryptocurrency… For those wary of tracking and censorship, analogue signals—through satellites and land-based radio devices—offer a welcome buffer from central control’ [118]. The proportionality and necessity of crime-combating policy tools within Internet ecosystems significantly vary when compared with permissionless DLT-based space. Consequently, limitations to governmental interference in the fundamental rights and freedoms of these ecosystems’ actors may also be different.

When assessing the legality of infringement by AML/CFT tools with the fundamental rights of networks’ members, we must also bear in mind that the elementary functions of these networks are much closer to financial institutions (banks, payment institutions) than they are to messenger applications. One of the main differences between traditional financial institutions and permissionless DLT-based networks is that the latter operate under decentralized governance. However, in my opinion, different technology (network) governance is not a sufficient reason for exemption of permissionless privacy-networks from the scope of AML/CFT policy. The new AML/CFT tools should be adopted to the permissionless privacy-networks. If any measures minimizing ML/TF risks (as blacklisting, exceptional access or any other source of transactional surveillance data) are not accessible in relation to a given platform, either for the VASP or for the FIU, such financial platform should be effectively combated by governments.

Concerning the assessment of legality relating to proposed embedded reporting, it is also important to note that the access would cover only pseudonymized data. Governments should not allow these data to be used beyond the need arising from the AML/CFT policy. Presently, financial institutions worldwide constantly collect and analyse all our data before reporting them to governmental agencies. Gathering these data by FIU, directly through embedded reporting and without the use of intermediaries, would be justified when the VASPs are not able to mitigate the AML/CFT risks, as in the case of privacy-blockchains.

Subject the above conditions, if any effective AML/CFT measures are not available for FIU in relation to a given privacy-blockchain, then combating by the states the value of its privacycoins (including using state attacks on the cryptocurrency as a last resort tool), can constitute a proportional and necessary interference with the fundamental rights of persons in and around DLT-based permissionless networks.

Compliance with public international law

According to the United Nations Convention against Transnational Organized Crime (UNTOC) [119], states must carry out their UNTOC obligations in a manner consistent with the principles of sovereign equality and territorial integrity of states and that of non-intervention in the domestic affairs of other states. The Charter of the United Nations (UN Charter) elaborates on the principle of non-intervention for matters that are ‘essentially’ within the domestic jurisdiction of any state [120]. According to the judgement of the Permanent Court of International Justice in the ‘Nationality Decrees in Tunis and Marocco’ case [121], the term ‘essentially’ in the UN Charter’s non-intervention clause reflects an evolutionary conception of this principle. Whether a given matter is within a state’s domestic affairs depends on the development of international law.

29 Article 4(1) UNTOC.
Whenever a subject area is regulated by treaty-based or customary rules of international law, it ceases to belong exclusively to the domestic jurisdiction of states that are bound by those rules (Art. 2(7) No. 20 in [122, 123]). Thus, combating transnational organized crime such as ML/FT is not solely within the scope of a state’s domestic affairs.

State jurisdiction is an emanation of sovereignty [124]. The jurisdiction in international law encompasses three distinct powers: jurisdiction to prescribe, jurisdiction to execute, and judicial jurisdiction. The first describes state competence to prescribe legal rules, while the second implies state authority to enforce the prescribed rules [124, 125]. The difference between them is significant. Prescriptive jurisdiction may be exercised extraterritorially without the consent of other states. The state may, for example, prohibit and threaten sanctions for the conduct which directly harms its public interest, even when perpetrators are abroad. It is accepted in international law that the state may criminalize conduct without any direct connection to it if that conduct harms the international community as a whole [126]. The ML/FT activity often harm the international community as a whole. Thus, the ‘jurisdiction to prescribe’ would allow national legislators to include in their national regulations, as AML/CFT tools, the proposed optional embedded reporting or state attacks on cryptocurrency of privacy-blockchains.

In contrast, a state may not exercise its ‘jurisdiction to execute’ on the territory of another state without the other state’s consent [124–126]. That rule creates the need to determine where the ‘territory’ of a state extends in cyberspace. More and more attention is dedicated to the question of whether and to what extent the rights and duties derived from the principle of ‘territorial’ sovereignty do apply to cyberspace [127]. The discussions are underway [127–129]. Neither the UN Charter nor any other convention provides an answer. The UNTOC and the 2001 Convention on Cybercrime [130, 131] are quite old and do not take into account the specificity of DLT. Fast technological development hampers reaching a clear and unified position on this matter at an international level. There seems to be consensus amongst states only that customary international law is, in principle, applicable to cyberspace, although there may be a need for a consensual adaptation its rules to the specific characteristics of cyberspace [127].

Although jurisdiction in cyberspace is debated between states, more and more claims are brought before the courts where the question of the borders of sovereignty in cyberspace needs to be answered without waiting for conclusions from an international debate.

The CJEU recently issued a judgement related to the jurisdictional problem in cyberspace in the case ‘Google versus Commission Nationale de l’Informatique et des Libertés (CNIL)’ [132]. According to the GDPR,30 this regulation applies, inter alia, to the processing of personal data of data subjects who are in the EU, by a controller or processor not established in the EU, where the processing activities are related to the offering of goods or services to data subjects in the EU, irrespective of whether a payment is required. CNIL served formal notice to Google indicating that, when granting a request from a natural person for links to web pages to be removed from the list of results displayed following a search conducted based on that person’s name, Google must apply that removal to all its search engine domain name extensions, all over the world (para. 30–31 in [132]). Google challenged this decision, arguing that the right to data removal does not require that the links at issue are to be removed, without geographical limitation, from all its search engine’s domain names. Besides, Google argued, by adopting such an interpretation, the CNIL disregarded the principles of courtesy and non-interference recognized by public international law (para. 38 in [132]). During the proceedings, Google implemented a new layout for the national versions of its search engine, in which the domain name entered by the Internet user (e.g. ‘google.fr’ or ‘google.com’) would no longer determine the national version of the search engine accessed by that user. The Internet user, being on EU territory, would now automatically be directed to the national version of Google’s search engine that corresponds to the place from which the user is presumed to be searching, and the results of that search are displayed according to that place, which is determined by Google using a geo-location process. The CJEU eventually stated that, following the rules of international law, the GDPR does not extend the subject data rights beyond the territory of the EU, and it does not impose on an operator (which, like Google, falls within the scope of that regulation) an erasure obligation which also concerns the national versions of its search engine that do not correspond to the EU Member States (para. 70 in [132]). It is for the search engine operator to take, if necessary, sufficiently effective measures to ensure the protection of the data subject’s fundamental rights. Those measures must have the effect of preventing or, at the very least, seriously discouraging Internet users in the EU from gaining access to the links in question using a search conducted based on that data subject’s name (para. 70 in [132]).

The GDPR does not define the notion of ‘the territory’ in cyberspace. Thus, the cyber borders, in which the national data supervisors may enforce the law, were reconstructed by the CJEU in the Google case as the accessibility of data from a physical territory. Where the access to the data from the EU territory is not possible or at least ‘seriously discouraging’, the EU territory in cyberspace ends.

It is easy to note that this approach results in overlapping jurisdictions of many states in cyberspace. If some data in cyberspace are accessible (without seriously discouraging access) from the physical territory of a certain state, the data are within its cyberterritory. If the data are accessible from the territory of many states (e.g. from the territory of the USA and the EU), the data controller must accept that law enforcement bodies of all these states will execute tools prescribed in their national laws. Thus, the possible conflicts of law enforcement tools executed by different states seem unavoidable and may be resolved by courts in future disputes, which may, in turn, induce more detailed regulations on an international level.

According to the current position of the European Commission, the diversity of cases that can lead to the tension between a global Internet and national jurisdictions means that they may and should not be addressed by one single mechanism (point 10 in [128]). In my opinion, the criterion of determining the borders of jurisdiction to execute, accepted by the CJEU in ‘Google vs CNIL’, should be applied respectively also to permissionless blockchains. Certainly, it is not an appropriate criterion to be applied in the cyber domain in all cases where there is a need to determine the borders of states’ jurisdictions to execute. However, that criterion seems to be appropriate for the AML/CFT policy tools proposed here. When a privacy-blockchain does not grant exceptional access for a state from whose territory that blockchain is accessible, nor there are any other tools or sources of surveillance data able to limit the ML/FT risks, the application of the tools proposed here to combat such a financial platform (its cryptocurrency) should be covered by that state’s jurisdiction to enforce. That claim relates only to the means of combating a cryptocurrency because implementing exceptional
access is not possible to enforce and should be left to the free decision of a network as an optional instrument. Therefore, for the platform which enables, by design, data anonymization, but at the same time does not grant exceptional access, nor are any other data sources for AML/CFT screening available for FIU, that network will suffer the threat of attacks from the side of all the states from whose territory the system is accessible (except for seriously discouraging access). I do not see any other reasonable criterion that could be the basis for determining the borders of the states’ enforcement jurisdictions in relation to the analysed problem in permissionless blockchain spaces. Following the prevalent view, I also reject the positions that the borders and the state’s jurisdictions disappear in the permissionless blockchain sphere, and that any state would not be allowed in any case to interfere with such blockchain activity without the consent of all other states. This position (rejected here) would result in the excluding effective law enforcement activity in permissionless blockchain spaces.

It is also worth emphasizing that proposed attacks should eventually aim at the value of specific privacy-coin. They cannot interfere with the integrity or functionality of the systems—what is often qualified as violations of territorial sovereignty [127]. The attacker is not able to erase data or change data written on hardware located on the territory of the state, because the unified version of the ledger is distributed and agreed upon between all nodes worldwide. The distributed architecture ensures the safety of the ledger content. The attacker, using its computational power or its own ‘stake’ (as a coin holder), may try, however, to reach a double-spending effect. The attacker, proceeding in a manner that is determined by the system’s protocol, adds a new ‘double spending’ transaction to the ledger, as any other user may do having enough computational power, stake, or other resources (depending on the given protocol and the type of attack). By doing so, the attacker exploits the features of the protocol according to its rules. It is very doubtful whether using the public and permissionless system according to its rule could be qualified as a violation of territorial sovereignty of all the states where the nodes (and hardware) of that network are located, even though such activity usually causes a drop in the value of the underlying cryptocurrency. Recent studies show that it is not clear in light of international law whether any unauthorized cyber intrusion would violate the target state’s sovereignty, or whether there is a threshold in operation [133]. The analysed activity can be compared to the situation where a state starts to play a publicly accessible game and constantly wins against other players using its huge computing power. As a result, that state discourages other players from using that game, and in turn, the value of the game and the value of the game’s tokens fall down. A public announcement of that state that in a few days the state will start to play another similar game may hardly be qualified as a violation of the territorial sovereignty of the states where the nodes are located, even though most players abandon that game immediately after that announcement. The measures aimed at devaluing a national currency of another state, as well as any other fiscal restriction against the currency of another state, is not qualified as an intervention on the ‘territory’ of another state in the meaning of public international law.

It is pointed out that further state practise and opinio iuris may give rise to an emerging cyber-specific understanding of sovereignty. Because the prospects of a general treaty in this area are still far away, there would be easier to adopt limited rules before tackling broad principles [133] (for example, on a prohibition on attacking critical infrastructure). Following this approach, it would be desirable to achieve consensus on an international forum about an interpretation according to which the state attacks on permissionless privacy-DLT networks for AML/CFT goals, as a last-resort tool, do not infringe upon any state’s territorial integrity. In the absence of such a consensus, the courts’ case law will shape cyber borders.

**Comparison to the blacklisting approach**

When comparing the proposed solution to the blacklisting approach, both are going in a similar direction, not targeting the users but only the value of cryptocurrency. The results of applying the blacklisting system are much more precise because it is not the whole cryptocurrency that is targeted, but only those non-fungible coins that were involved in criminal activity [47, 92].

However, as indicated above, the blacklisting system based on transactions’ traceability is not feasible, taking into account its current state of development, where advanced cryptography methods, such as zero-knowledge proofs, are used. In contrast, the solution proposed here is addressed to privacy-blockchains because those networks are likely to enable the GDPR-compliant processing of data when reaching the anonymization threshold (or, at least, stronger pseudonymization than transparent blockchains). The approaches are not antagonistic, but rather, they can be supplementary. The search for AML/CFT tools which are feasible in an anonymous (or strongly pseudonymous) sphere aims at enabling the privacy-coins to be accepted by intermediaries while at the same time assuring protection of data written on ledgers, per the GDPR. Implementation of such tools may facilitate the privacy-blockchains come further into the mainstream use in financial sector. When comparing the proposed solution to the blacklisting approach, the first one is aiming at enabling stronger protection of privacy/personal data by feasibility of that approach within privacy-blockchains, especially within the networks which would enable GDPR-compliant data processing. The blacklisting system, however, interferes less with the fundamental rights of community members because blacklisting approach does not need any features to be implemented into the networks protocols, and consequently the approach does not need to threaten the networks’ communities with sanctions if desirable features were not embedded. However, both approaches do not constitute mutually exclusive policy tools for governments to choose between, because they are addressed to different kind of DLT networks (transparent and non-transparent), complementing one another in the scope of AML policy tools in permissionless blockchain spaces.

**Discussion of common concerns**

In this section, I address some main concerns which may arise in a discussion relating to the proposed tools.

**Concern: hindering innovation**

The common concern which should be addressed is that personal data protection regulations and the AML/CFT public policy priorities impede innovation by imposing wide-scale restrictions on technology development. In order to reduce that tension, the regulations should adopt a technology-neutral approach. The law should regulate not technology but only its use; the general purposes and values which should be protected by the users of technology, regardless of the technological developments.

The tools proposed in this article are addressed only to the permissionless DLT-based privacy networks. Thus, the scope of the proposal is limited to financial platforms on which virtual assets are transferred and where there is no central point of corporate
responsibility to which AML/CFT obligations may be addressed. There is no reason to impede the technology itself, but only some means of use under decentralized governance. I propose to adopt the technology-neutral approach in AML/CFT regulations as well. They should create only the possibility (and not the obligation) for DLT-based permissionless networks to grant exceptional access for the FIU, without determining the technology of that instrument.

Taking into account the high GDPR requirements and the current development of technology, I find exceptional access to be today the only possible solution likely to allow reconciling the GDPR with AML/CFT needs in the sphere of permissionless networks. However, if any other tools will be identified as being capable of effectively minimizing AML/CFT risks on privacy-blockchains, these tools should be accepted by AML/CFT policies as an alternative to exceptional access. The embedded reporting should remain optional for networks as long as any other effective AML/CFT measures can be exploited by FIU or by the VASPs to minimize the AML/CFT risk. These measures are not yet identified (as presented above in the section ‘Searching for solutions: Analysis of existing proposals’), and as a consequence, the regulated VASPs in their practice refrain from trading privacy-coins. Identification of such measures is, and still should be, addressed by interdisciplinary research on these matters. Only if (i) any effective AML/CFT tools are not available and (ii) exceptional access is not granted to FIU, combating of privacy-coins by state attacks should be allowed. Combating privacy-blockchains infringes upon the fundamental rights of community members and should be a tool of last resort (as mentioned in the previous section).

To determine whether a particular infringement with fundamental right is necessary, balancing the interests of the state against the rights of the individual is needed. The ECHR clarified that ‘necessary’ in this context does not have the flexibility of such expressions as ‘useful’, ‘reasonable’, or ‘desirable’, but rather it implies the existence of a ‘pressing social need’ for the interference in question. National authorities have to make the initial assessment of the pressing social need for the interference in question. As regards the exceptional access, it is aimed at creating the possibility for privacy-networks to avoid being targeted by states if there are no other means accessible for an FIU to reach AML/CFT objectives. Enabling privacy-networks to flourish is essential from the privacy point of view. Only if any AML/CFT effective measures or sources of surveillance data are not accessible for the FIU in relation to privacy-blockchains, granting exceptional access by networks should become mandatory and should be combined with the threat of combating privacy-coins. That position seems to be similar to the position taken by security and policy experts in the ‘Going Dark’ debate [134]. The experts indicated that the government should explore new opportunities which arise from technological developments to gather surveillance data from different accessible sources and should do so instead of providing law enforcement with ‘exceptional access’ to encrypted communications [134, 135]. I propose in the article that exceptional access should stay optional for privacy-focused networks as long as there are accessible for FIU any other effective AML/CFT tools. That proposal is aiming to create a proper balance between public security, data protection, and innovation. However, the difference between the messenger applications and the smartphones, on the one hand, and privacy-blockchains, on the other hand, is that in relation to these former technologies the experts indicate that alternative sources of surveillance data exist [90, 134]. The feasible AML/CFT tools which can be an effective alternative to exceptional access as regards privacy-focused networks that use anonymity-enhanced technology have not yet been identified. It is always possible that the development of research will create such alternative tools feasible in privacy-blockchain spaces.

Concern: Jeopardizing cybersecurity

The famous ‘Going Dark’ debate [134] touches the ongoing concern on how to reconcile exceptional government access with the increase in cybersecurity risks. Many cybersecurity and policy experts, such as Landau, warn that ‘exceptional access is dangerous’ [135].

This article is not intended to negate the accuracy of cybersecurity concerns related to messenger applications and smartphones. However, most of the arguments raised in that debate are not relevant or are less relevant for the DLT-based permissionless networks.

First, all participants in the ‘Going Dark’ debate accept the need for and possibilities of embedding the exceptional access to software used by the financial institutions, such as banks. Exceptional access embedded in financial institutions’ systems is dangerous for the assets recorded on bank accounts. However, there seems to be a consensus on the global level that in relation to financial sector, the AML/CFT interest prevails over the others. The DLT-based networks underlying virtual assets are much closer to the financial institution than to messenger applications. In contrast to them, publicly viewable and immutable DLT ledgers of permissionless blockchains are not designed to be used for communication purposes or storing confidential intellectual property. Their primary goal is to enable the transfer of value, as well as to create a trustful proof of the immutability of any data, usually stored off-chain.

Second, exceptional access to data written on such networks does not put confidential intellectual property at risk, if it is stored off-chain as is common practice.

Third, the proposed embedded reporting relates only to the pseudonymized data on privacy-blockchain ledgers. These data are today publicly visible on transparent blockchain ledgers, and transparency of the data did not endanger the security of the most popular networks. The value of such data is significantly reduced for the average (non-state) attacker. In order to be helpful, these data need to be further analysed, which requires a tremendous amount of external data and the use of advanced analytical systems. In practice, those resources are not commonly accessible.

Fourth, in contrast to providers of communication services and products in the Internet space, the economic model of permissionless DLT-based financial platforms does not rely on access to user data to create revenue streams and product functionality, but instead, it relies on mass use of cryptocurrency. Thus, network communities are not motivated to reduce the strength of data encryption. On the contrary, it seems that the strength of anonymity technologies in newly launching networks is continuously growing. That is a trend that should be supported by regulators because it helps to protect personal data written on permissionless blockchains on a high level, possibly a GDPR-compliant level. There is a need to adopt AML/CFT tools as feasible in anonymous space without compromising privacy protection. Allowing only transparent blockchains to grow is not a desirable direction of developing this technology because, as a result, we may have (and, in fact, we already have) publicly viewable databases in cyberspace with non-removable content possibly deeply infringing privacy, including child abuse content [52, 86].
Concern: access to pseudonymized data only

Exceptional access is proposed to grant to pseudonymized data only. That restriction is an advantage in light of cybersecurity and the protection of privacy, but at the same time, it is a significant drawback from the AML/CFT perspective. As pointed out above, to minimize ML/FT risks, advanced analysis of pseudonymized transactional data and a large amount of external data are needed. However, even if these resources are accessible and are used to analyse the ledger, they do not ensure the transactions’ traceability nor users’ identification in each case. It is a desirable subject for further research. Extensive research is being conducted worldwide to improve the effectiveness of forensic analysis of data written on distributed ledgers (e.g. see the Titanium project [31]).

Concern: cooperation from all governments and legal systems

One of the main concerns related to the proposed tools may be that proposed tools require cooperation from all governments and the respective legal systems. In my opinion, however, strict organizational or regulatory cooperation between states is not absolutely needed but can be highly fruitful.

As pointed above in the subsection ‘Automated reporting ad- dressees: Government(s)’, exceptional access may be granted by a network to one or many countries. It would be the network’s independent decision. Countries that have been given access can share the required data with other countries, based on multilateral cooperation agreements concluded between many states in the scope of exchanging information in criminal matters. The cooperation between countries may result in the conclusion of ‘mutual recognizing agreements’ relating to permissionless DLT networks underlying virtual assets, states without access to a permissionless network may commit to respect it as long as the state which has such access will cooperate in the scope of exchanging information in criminal matters.

As indicated in the subsection ‘Compliance with public international law’, to enforce proposed tools of combating some privacy-coins (as presented above), especially in relation to state attacks on cryptocurrency, it is desirable to reach an international consensus regarding the interpretation of jurisdictional borders in permissionless DLT space. States’ practice, opinio juris, and international courts’ case law can pave the way for such a consensus to be reached sooner rather than later.

Regarding the purely organizational aspect, attacks on a cryptocurrency can be launched by one state. It eventually depends on which cryptocurrency is targeted and on the volume of necessary resources and know-how. Highly decentralized and popular cryptocurrencies may, indeed, be resistant to attack from the country that does not possess enough resources, such as, for example, computing power, stake (tokens), or knowledge of cyber systems. In order to gather enough resources, the cooperation of many countries is not needed but may be highly desirable—either concerning a given network or in general.

The forums for such international cooperation are already present. For example, the FATF seems to show strong determination to resolve the ML/FT problems generated by permissionless DLT.

Concern: regionality of blockchain networks

If the observed differences between systems of law (for example, in the scope of data protection) are not be overcome by the permissionless DLT, it can lead to the emergence of territorial blockchains. That result has been envisaged by Zamfir, as one of the possible direc- tion of permissionless blockchains development: one day, for example, the ‘Ethereum USA’ might enforce US economic sanctions, ‘Ethereum Europe’ might enforce GDPR, while ‘Ethereum China’ might enforce capital control policies [98]. That would be undesirable effect because it would reduce the practical significance of permissionless DLT. However, as indicated for instance above in regards the territoriality of the GDPR in the Internet space (see sec- tion: ‘Compliance with public international law’), the regionaliza- tion of technology is an unwanted but ongoing process which is present not only in the scope of financial systems but even within the communication technologies.

Summary

The article shows how the GDPR pushes permissionless DLT-based networks to deploy anonymization or, at the very least, strong pseudo-onymization technologies to enable compliance of data processing with GDPR requirements. At the same time, FATF’s anti money-laundering policy instruments aim to combat these privacy-focused networks. As a result, the regulations discussed are on a collision course when it comes to permissionless DLT spaces.

To reconcile these policy objectives—the protection of personal data and ML/FT prevention—I suggest adopting new policy measures as presented in this article. AML/CFT policymakers should make an effort to find and establish the AML/CFT tools which would allow the governments and the VASP to refrain from combat- ing the privacy-focused networks which use anonymity-enhanced technologies, such as zero-knowledge proof cryptography. Use of anonymization or strong pseudonymization technologies is needed to develop GDPR-compliant (or, at least, near GDPR-compliant) permissionless networks. In turn, in order to establish growth conditions for these networks, the VASPs should be allowed to trade the privacy-coins.

One of the AML/CFT tools which may enable the VASP to accept the privacy-coins is embedded reporting; that is, exceptional access for FIU. Blockchain communities themselves should decide on the technological solutions appropriate for a given network for the deployment of proposed new functionalities in their protocols. Legal regulations should not determine the technological details of such solutions. The proposal of exceptional access is aimed at helping privacy-networks to reconcile the requirements of the GDPR and the needs of AML/CFT policy if the network is looking for such tools. As a result of deployment of this tool, a privacy-blockchain should become acceptable for VASP from the AML/CFT point of view, as well as for data protection supervisors, removing or at least minimizing the risk of the GDPR non-compliance that community members face today.

At the same time, it is also necessary to adopt enforceable sanc- tions if no effective AML/CFT tool or external source of surveillance data is available for FIU in relation to a given privacy-focused net- work, and if the network does not grant exceptional access to FIU. The sanctions for non-compliance should not, however, be aimed at
or enforced against individual community members. Criminal penalties, which require bringing the individuals to court, have low enforceability within anonymous and globally decentralized environments. Instead, effective measures may directly target the privacy-coins (virtual assets) and its value. The adoption of appropriate legal regulations is needed to create a legal basis for governments to use such measures, including state attacks on cryptocurrency as a tool of last resort.
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