What are the determinants of gene expression levels and breadths in the human genome?

Jungsun Park¹,², Ke Xu³, Taesung Park¹,²,* and Soojin V. Yi³,*

¹Bioinformatics and Biostatistics Laboratory, Department of Statistics and ²Interdisciplinary Program in Bioinformatics, Seoul National University, Seoul 151-742, Korea and ³School of Biology, Institute of Bioengineering and Biosciences, Georgia Institute of Technology, 310 Ferst Drive, Atlanta, GA 30332, USA

Received May 3, 2011; Revised September 19, 2011; Accepted September 19, 2011

In complex organisms, different tissues express different genes, which ultimately shape the function and phenotype of each tissue. An important goal of modern biology is to understand how some genes are turned on and off in specific tissues and how the numbers of different gene expression products are determined. These aspects are named ‘expression breadth’ (or ‘tissue specificity’) and ‘expression level’, respectively. Here, we show that we can predict substantial amount of variation in levels and breadths of gene expression using genomic information of each gene. Interestingly, many genomic traits are correlated with both aspects of gene expression in similar directions, suggesting shared molecular pathways. However, to elucidate distinctive molecular mechanisms governing gene expression levels and breadths, we need to identify the relative significance of each genomic trait on these two aspects of gene expression. To this end, we developed a novel multivariate multiple regression method. Using this new method, we show that gene compactness (in particular, the mean size of exons), codon usage bias and non-synonymous rates have a stronger influence on expression levels compared with their effects on expression breadths. In contrast, the propensity of promoter DNA methylation is a stronger indicator of expression breadths than of expression levels. Interestingly, intron DNA methylation exhibits an opposite pattern to the promoter DNA methylation in the human genome, suggesting that DNA methylation may play multiple roles depending upon its genomic targets. Furthermore, synonymous rates have stronger associations with expression breadths than with expression levels in the human genome. These findings provide clues toward distinctive molecular mechanisms regulating different aspects of gene expression.

INTRODUCTION

Gene expression is of critical importance to many fundamental biological processes, including species divergence (1), protein evolution (2) and adaptation to microenvironment (3). In multicellular organisms, complexity of gene expression is often summarized by two measures: first, how many transcripts are generated per locus (referred to as ‘gene expression level’) and second, how broadly each transcript is found in different tissues (referred to as ‘gene expression breadth’). Together, levels and breadths of gene expression shape the diversity of organismal transcriptomes and eventually facilitate the development and the maintenance of complex biological systems.

What factors determine the levels and breadths of gene expression? While the importance of locus-specific motifs in the regulation of gene expression is highly recognized, it is becoming clear that some features of gene sequences themselves (referred to as ‘genomic traits’ henceforth) are associated with the levels and breadths of gene expression. For example, the relationship between gene compactness and gene expression has been explored by several groups (4–6). Some studies proposed positive correlations between G+C contents and expression levels and breadths (7). Gene expression is also correlated with evolutionary rates. Highly expressed genes are associated with slower evolutionary rates in yeast and mammals (2,8–10). Evolutionary rates are also negatively associated with gene expression breadths (11–13).
RESULTS

Strong correlations between expression levels and breadths

We chose to analyze the Novartis Gene Atlas expression data from human and mouse transcriptomes (15) because these data represent comprehensive information on genome-wide gene expression from the largest number of tissues currently available. Importantly, because they are obtained from human and mouse in a similar manner, we can compare results from these two taxa and infer potentially lineage-specific biological differences.

We will refer to the number of tissues in which a gene is expressed as the ‘expression breadth’. The expression levels of each gene averaged over all tissues are referred to as the ‘expression level’. In both human and mouse, expression breadths are extremely strongly correlated with expression levels [Pearson’s correlation \( r = 0.81 \) and \( 0.82 \) for human and mouse, respectively, \( P < 2.2 \times 10^{-16} \) for both comparisons (16,17)]. An alternative measure of tissue specific patterns of gene expression is the ‘tissue specificity index’ (18), which incorporates information on the maximum expression level in different tissues (see Materials and Methods). The tissue specificity index, while negatively correlated with the expression breadth (Pearson’s correlation \( r = -0.39 \) and \( -0.40, \) for human and mouse, \( P < 2.2 \times 10^{-16} \) for both comparisons), behaves differently from the expression breadth: for example, the tissue specificity index exhibits low correlation with the expression level \( r = -0.03, \) \( P = 0.003 \) and \( r = -0.13, \) \( P < 2.2 \times 10^{-16} \) for human and mouse, respectively. However, it is strongly correlated with the maximum expression level of a gene among the tissues examined \( r = 0.53 \) and \( 0.61 \) for human and mouse, respectively, \( P < 2.2 \times 10^{-16} \) for both comparisons). In Supplementary Material, Table S1, we provide results of the same analyses using the tissue specificity index and the maximum level of gene expression. The major findings are highly similar to those presented in the main text.

Relationship between genomic factors and expression traits: construction of multivariate multiple regression models

To infer the underlying molecular mechanisms governing gene expression levels and gene expression breadths, we constructed multivariate multiple regression models in which levels and breadths of gene expression constituted response variables and genomic traits constituted independent variables. We further considered multi-collinearity by examining variance inflation factors (VIFs). By removing variables exhibiting high multi-collinearity, we can assess individual contributions of each genomic trait (19) (see Materials and Methods).

We initially considered the following seven measures of gene compactness: the number of exons (‘exon number’), lengths of coding exons and introns (‘CDS length’ and ‘intron length’), lengths of untranslated regions (UTRs) (‘5′-UTR’ and ‘3′-UTR’) and mean sizes of exons and introns (‘exon size’ and ‘intron size’). Most of these variables exhibit highly significant negative correlations with expression levels (Table 1). They also tend to be negatively correlated with expression breadths (Table 1). In order to avoid a multi-collinearity problem, we excluded exon number and CDS length from the multivariate model because they exhibited large VIF with exon size. Intron size is also excluded from the multivariate model because it exhibits high VIF with intron length.

Recently, it has been shown that gene compactness measures have non-linear associations with expression levels (20), which is also the pattern we observe (Fig. 1). Therefore, we examined whether the inclusion of polynomial terms better fits our data, using the Akaike information criterion (AIC) [(21), see Materials and Methods]. We found that including quadratic terms of the UTR length in our model produced better fits to the data (see Materials and Methods). The quadratic terms of UTRs also exhibited low VIF with other variables. Thus, the quadratic terms of UTRs are included in the multivariate multiple regression models.

We consider three G+C content variables: G+C content of the third codon positions (‘GC3′), intron G+C contents (‘GCI’) and promoter G+C contents (‘GCp’). Even though these variables are correlated with each other (data not shown), none of these variables has VIFs greater than 10 (19), allowing themselves to be included in our model as independent variables. We include the codon adaptation index (CAI) (22) to account for the effect of codon usage bias. CAI is positively correlated with expression levels, whereas...
weakly or not significantly related to expression breadths (Table 1).

We also include two factors related to the levels of DNA methylation. The first is the normalized CpG content of promoters (‘\( \text{CpG}_{\text{OE}} \) promoter’). Because DNA methylation targets CpG dinucleotides and depletes them, \( \text{CpG}_{\text{OE}} \) is an indicator of DNA methylation on an evolutionary time scale (23). It is shown to correspond well to the actual level of DNA methylation in the human genome (24). In particular, \( \text{CpG}_{\text{OE}} \) of promoters has been implicated with gene expression breadths (25). In addition to \( \text{CpG}_{\text{OE}} \) of promoters, we included \( \text{CpG}_{\text{OE}} \) of introns (‘\( \text{CpG}_{\text{OE}} \) intron’) as a measure of DNA methylation in

| Human | Expression level Correlation \( \times 100 \) | \( P \)-value \( a \) | Expression breadth Correlation \( \times 100 \) | \( P \)-value \( a \) | Mouse | Expression level Correlation \( \times 100 \) | \( P \)-value \( a \) | Expression breadth Correlation \( \times 100 \) | \( P \)-value \( a \) |
|-------|---------------------------------|----------------|---------------------------------|----------------|-------|---------------------------------|----------------|---------------------------------|----------------|
| Exon number | -4.9 | ** | 1.6 | NS | Expression breadth Correlation \( \times 100 \) | -0.7 | NS | 4.2 | ** |
| CDS length | -18.2 | **** | -6.3 | *** | -12.1 | **** | -3.6 | * |
| 5'-UTR | -3.8 | ** | 0.2 | NS | -2.9 | * | 0.4 | NS |
| 3'-UTR | -6.3 | *** | 3.5 | ** | 4.2 | ** | 8.6 | *** |
| Intron length | -13.4 | **** | -2.1 | * | -7.6 | * | -2.7 | * |
| exon size | -19.2 | **** | -11.3 | **** | -17.7 | **** | -11.9 | **** |
| intron size | -13.7 | **** | -4.0 | ** | -8.7 | *** | -6.1 | ** |
| GC3 | 3.7 | ** | -2.2 | * | 5.5 | ** | 5.0 | ** |
| GCl | 5.5 | ** | -1.9 | NS | 4.8 | ** | 6.0 | ** |
| GCp | 5.3 | ** | 6.4 | *** | 9.6 | *** | 12.2 | **** |
| CAI | 6.8 | ** | -1.0 | NS | 7.6 | ** | 4.2 | ** |
| \( \text{CpG}_{\text{OE}} \) promoter | 11.5 | **** | 18.0 | * | 20.2 | **** | 27.3 | **** |
| \( \text{CpG}_{\text{OE}} \) intron | 14.9 | **** | 7.5 | *** | 5.8 | ** | 4.7 | ** |
| \( dN \) | -16.3 | **** | -15.8 | **** | -26.1 | **** | -26.1 | **** |
| \( dS \) | -3.7 | * | -8.8 | *** | -3.5 | * | -5.5 | * |
| \( dN/dS \) | -16.7 | **** | -12.7 | **** | -25.5 | **** | -23.9 | **** |
| \( dI \) | -0.6 | NS | -4.3 | ** | 3.1 | * | 2.8 | NS |

Each variable has been transformed to improve normality. Pearson’s correlation coefficients and \( P \)-values are shown.

\( a \)Correlation coefficients (\( \times 100 \)).\( NS, P > 0.05. \)

\( * P \leq 0.05. \)

\( ** P \leq 10^{-3}. \)

\( *** P \leq 10^{-8}. \)

\( **** P \leq 10^{-15}. \)

---

**Table 1.** Correlations between genomic traits and expression traits

---

**Figure 1.** Relationship between gene compactness traits and expression levels. (A–D) Human genes are divided into eight bins according to their mean expression levels. Expression levels increase with the X-axis. The relationships between expression levels and (A) lengths of 5'-UTRs, (B) lengths of 3'-UTRs, (C) exon size and (D) lengths of introns are shown. In the lower panel, the relationships between expression levels of mouse genes and (E) lengths of 5'-UTRs, (F) lengths of 3'-UTRs, (G) exon size and (H) lengths of introns are shown.
transcription units [also referred to as ‘gene bodies’, e.g. (26)]. Briefly, methylation of DNA in gene bodies is considered as the ancestral pattern in animal genomes and may be implicated in different functions than promoter methylation (26–28). Thus, we investigated effects of CpGO/E promoter and CpGO/E intron on levels and breadths of gene expression separately. Both of these traits are significantly positively correlated with both expression traits (Table 1).

We also investigated the relationship between evolutionary rates of protein sequences and measures of gene expression. To evaluate potentially lineage-specific patterns, we obtained evolutionary rates separately from primates and rodents. Specifically, we used human–macaque and mouse–rat comparisons to estimate primate- and rodent-specific evolutionary rates, respectively. The rates of non-synonymous substitution \((dN)\) are strongly negatively correlated with both aspects of gene expression (Table 1). A similar pattern is observed for the rates of synonymous substitution \((dS)\). Interestingly, the correlation coefficients (and significance) between \(dS\) and expression breadths are greater than those between \(dS\) and expression levels. \(dN/dS\) and \(df\) are removed from the multivariate models due to large VIFs with other evolutionary rate variables. Visual inspection of the relationship between expression traits and genomic factors is agreed with the direction and the strength of correlations (Figs 1 and 2 and Supplementary Material, Figs S1–S4).

**Multivariate models reveal relative effects of genomic traits on gene expression**

In our multivariate multiple regression models, levels and breadths of expression together constitute dependent variables. These are then explained by combined effects of different genomic traits, which are included as independent variables in the models. Tables 2 and 3 list the coefficients of the multivariate regression models obtained from the data of human and mouse, respectively. Statistical significance of each predictor is assessed by the Bonferroni multiplicity correction to account for the effect of multiple testing.

Our multivariate models explain between 7 and 14% of total variation in levels and breadths of gene expression (Tables 2 and 3). Thus, using information from genomic sequence data alone, we can explain substantial amounts of variation observed in gene expression levels and breadths. Note that because the expression breadth and the expression level are so strongly correlated with each other, if we were given information on either of those two variables, we can predict the other variable with high confidence. For example, if we were to generate a multiple linear regression model to explain the variation in the expression breadth and to include the expression level as an explanatory variable, the resulting model has an extremely high \(R^2\) value of 0.72. However, our goal here is to evaluate the effects of information we can gather from sequence data alone and to model variability in expression levels and breadths separately.

Because we model the expression level and the expression breadth simultaneously as response variables, our method has a novel advantage over other models that employ a single response variable. Specifically, we can estimate relative effects of independent variables (different genomic traits) on each dependent variable (the expression level or the expression breadth). In particular, because we have standardized each dependent variable (mean 0 and variance 1), we can directly compare the coefficients of each genomic factor on expression levels and breadths. Thus, the ratio of coefficients represents the ‘relative’ effect size of each genomic trait on...
Table 2. Regression coefficients in multiple regression models of human expression data

| Predictors                                      | Expression level Coefficient | Expression breadth Coefficient | Ratio of coefficients (95% CI)* |
|-------------------------------------------------|------------------------------|--------------------------------|---------------------------------|
| Gene compactness variables                      |                              |                                |                                 |
| 5′-UTR                                          | 0.14                         | −0.09                          | 1.58 (0.81, 3.08)               |
| 5′-UTR (quadratic term)                         | −0.18                        | −0.11                          | 1.72 (0.98, 3.04)               |
| 3′-UTR                                          | −0.07                        | 0.01                           | −                                |
| 3′-UTR (quadratic term)                         | −0.06                        | −0.06                          | 1.07 (0.85, 1.34)               |
| Exon size                                       | −0.19                        | −0.11                          | 1.70 (1.49, 1.93)*              |
| Intron length                                   | −0.15                        | −0.09                          | 1.82 (1.47, 2.24)*              |
| Codon usage bias variable                       | 0.22                         | 0.10                           | 2.29 (1.61, 3.27)*              |
| G+C content variables                           |                              |                                |                                 |
| GC3                                             | −0.08                        | −0.04                          | −                                |
| GCp                                             | −0.04                        | −0.03                          | −                                |
| GCI                                             | −0.11                        | −0.02                          | 5.49 (0.59, 50.86)              |
| DNA methylation-related variables               |                              |                                |                                 |
| CpGOE promoter                                  | 0.11                         | 0.18                           | 0.63 (0.54, 0.73)*              |
| CpGOE intron                                    | 0.10                         | 0.02                           | 5.38 (1.53, 18.96)*             |
| Evolutionary rate variables                     |                              |                                |                                 |
| dN                                              | −0.12                        | −0.10                          | 1.32 (1.13, 1.53)*              |
| dS                                              | −0.04                        | −0.06                          | 0.63 (0.40, 0.99)*              |
| R² (adjusted R²)                                | 0.12 (0.12)                  | 0.07 (0.07)                    |                                 |

*Estimated for variables that are significant for at least one expression trait and not zero.

Table 3. Regression coefficients and their significance in multiple regression models of mouse expression data

| Predictors                                      | Expression level Coefficient | Expression breadth Coefficient | Ratio of coefficients (95% CI)* |
|-------------------------------------------------|------------------------------|--------------------------------|---------------------------------|
| Gene compactness variables                      |                              |                                |                                 |
| 5′-UTR                                          | −0.07                        | −0.03                          | 2.29 (1.16, 4.54)*              |
| 5′-UTR (quadratic term)                         | 0.03                         | 0.03                           | 0.49 (0.20, 1.20)               |
| 3′-UTR                                          | 0.02                         | 0.02                           | 1.31 (0.97, 1.77)               |
| 3′-UTR (quadratic term)                         | −0.08                        | −0.06                          | 1.75 (1.34, 2.08)*              |
| Exon size                                       | −0.14                        | −0.08                          | 1.97 (1.36, 2.84)*              |
| Intron length                                   | −0.11                        | −0.06                          | 1.07 (0.85, 1.34)               |
| Codon usage bias variable                       | 0.15                         | 0.06                           | 2.45 (1.35, 4.46)*              |
| G+C content variables                           |                              |                                |                                 |
| GC3                                             | −0.10                        | −0.06                          | 1.78 (0.93, 3.42)               |
| GCp                                             | −0.05                        | −0.09                          | 0.55 (0.34, 0.88)*              |
| GCI                                             | −0.00                        | 0.10                           | −                                |
| DNA methylation-related variables               |                              |                                |                                 |
| CpGOE promoter                                  | 0.20                         | 0.29                           | 0.68 (0.61, 0.77)*              |
| CpGOE intron                                    | 0.03                         | 0.00                           | −                                |
| Evolutionary rate variables                     |                              |                                |                                 |
| dN                                              | −0.21                        | −0.17                          | 1.19 (1.06, 1.33)*              |
| dS                                              | 0.02                         | −0.01                          | −                                |
| R² (adjusted R²)                                | 0.14 (0.13)                  | 0.14 (0.14)                    |                                 |

*Estimated for variables that are significant for at least one expression trait and not zero.

The two distinctive aspects of gene expression. We then derived the 95% confidence interval (CI) of the ratio for each independent variable from the variance and covariance matrices of the two regression coefficients (see Materials and Methods). These CIs provide information on whether a genomic trait influences the gene expression level and the gene expression breadth significantly differently. These ratios and their 95% CIs are also presented in Tables 2 and 3.

For example, in Table 2, we show that the regression coefficient of the exon size for the expression level is greater than the regression coefficient of the exon size for the expression breadth. The ratio of these regression coefficients is 1.7 (estimated by 0.19/0.11 = 1.7). Ninety-five per cent CI does not include 1, indicating that the exon size has significantly stronger effect on the expression level than on the expression breadth. In the mouse data (Table 3), this ratio is 1.75, highly similar to the value in the human data. In other words, in both species, the exon size has approximately 1.7 times stronger relations with the gene expression level than with the gene expression breadth. We observe a highly similar pattern for the
intron length. From the ratios of coefficients (Tables 2 and 3), we can conclude that the intron length has approximately 1.8–2.0 times stronger relations with the gene expression level than with the gene expression breadth.

UTR lengths have weak relations when viewed in the context of all other genomic traits, although the quadratic term of 3′-UTR length is significantly negatively associated with both expression traits. This is in accord with the observation that the relationships between 3′-UTR lengths and gene expression levels (Fig. 1) and breadths (Fig. 2) appear non-linear in both species.

The measure of codon usage bias, CAI, is a significant predictor of expression levels for both species. However, its influence on expression breadths is much weaker than that on expression levels in both comparisons. This can be quantified using the ratios of coefficients. In the human data, the level/breadth ratio is 2.29, which is significantly greater than 1 (Table 2). In other words, the effect of CAI on expression level is approximately 2-fold greater than its effect on expression breadth. In the mouse data, this ratio is 2.45, highly similar to that from the human data (Table 3).

G+C contents of genes and other regions have been previously considered as a potential predictor of patterns of gene expression (7). However, our analyses show that the effects of G+C contents on expression traits are relatively weak compared with those of other genomic features (Tables 2 and 3).

Interestingly, intron G+C contents (‘GCi’) and promoter G+C contents (‘GCp’) have a stronger influence on the expression breadth in the mouse data, but stronger on the expression level in the human data.

By far, the most significant contributor to expression breadths in both species is the \( \text{CpG}_{OE} \) of promoters. Even though the \( \text{CpG}_{OE} \) of promoter is also a major predictor of the expression level, its effect size is much greater for the expression breadth than for the expression level. The level/breadth ratio is 0.6 and 0.7 for the human and mouse data, respectively. Interestingly, \( \text{CpG}_{OE} \) of intron, however, has a stronger influence on expression levels than on breadths, even though this predictor is significant only in the human data.

In terms of evolutionary rates, the relationship between non-synonymous rates and expression levels is highly negative in both species. According to our analyses, the effect size of non-synonymous rates on expression levels is slightly greater than that on expression breadths. The level/breadth ratios of coefficients are 1.32 and 1.19 for the human and mouse data, respectively. Interestingly, synonymous rates exhibit a stronger relationship with expression breadths than with levels in human data (Table 2). This relationship appears to be lineage-specific; in the mouse data, there was no significant relationship between synonymous rates and expression breadths (Table 3).

Figure 3 summarizes genomic traits that exhibit significantly different effects on the two expression traits. In other words, the ratios of coefficients are significantly different from 1 for these genomic traits (CIs of the ratios are also presented). For both species, seven genomic traits exhibit significantly different effects on the expression traits. Among these, five genomic traits are common in both species. While exon size, intron length, CAI and \( dN \) are stronger determinants of expression levels, \( \text{CpG}_{OE} \) of promoter is a better indicator of expression breadths.

Figure 3. Genomic traits that affect one aspect of gene expression more strongly than the other in (A) human and (B) mouse. The Y-axis intersects with statistically identical ratios of coefficients for levels and breadths of gene expression. The X-axis represents the ratios of regression coefficients on expression levels divided by that on expression breadths. CIs are also shown. Genomic traits on the left side of the panel are those that have significantly stronger effect on gene expression levels than on gene expression breadths. Traits on the right side of the panel are stronger predictors of gene expression breadths than of levels. Traits that are common in human and mouse are shown in dark grey, and those that show different significance are shown in light grey.

**Modeling gene expression levels using RNA-seq data**

Inference of gene expression derived from the microarrays versus RNA-seq experiments can be different (29). Thus, we analyzed two RNA-seq data sets and compared the results with those from the microarray data. We used two RNA-seq data sets: GSE12946 (30) and GSE13652 (31). We processed
the raw data and mapped back to coding exons and generated reads per kilobase of exon model per million mapped reads [RPKM, (32)] values per each locus (see Materials and Methods). The RPKM values are analogous to the gene expression level (32).

The RPKM values generated from RNA-seq experiments are highly positively correlated with the measure of gene expression level we used, derived from microarrays (Pearson’s $r = 0.44$ and 0.45 for GSE13652 and GSE12946, respectively, $P < 10^{-16}$ for both), as shown previously (32–34). We first examined the correlations between different genomic traits and RPKM values. The results are shown in Supplementary Material, Table S2. The relations between different genomic traits and the RPKM values are quite similar to what we have observed using the microarray data. In fact, most of the correlation coefficients themselves are highly similar to those presented in Table 1, indicating that both the microarray data and RPKM data exhibit similar relations to the gene expression levels.

However, important exceptions to this similarity occur for G+C content variables. Most G+C content variables show much stronger correlations with the RPKM values than with the expression levels estimated from the microarray data. For example, the correlation coefficient between GC3 and expression level increases from 0.037 in microarray data (Table 1) to 0.177 in RPKM data (Supplementary Material, Table S2). This observation is in line with recent studies, indicating that RNA-seq experiments tend to amplify sequences biased toward high G+C contents (35,36). In addition, both $dS$ and $df$ are positively correlated with the RPKM values (Supplementary Material, Table S2), which is likely to be caused by the positive correlation between G+C contents and $dS$ and $df$ (37–40). The bias toward G+C-rich sequences is also seen in the results of the multiple linear regression models (Supplementary Material, Table S3). The relations between $dS$ and RPKM, however, disappear after controlling for G+C contents by the multiple linear regression method (Supplementary Material, Table S3). Models using the microarray data or the RPKM data identify the same genomic traits as significant determinants of gene expression levels, except for the effect of GCi variable, which is likely to be caused by the known bias in the RNA-seq data. Developing efficient means to detect and correct for inherent biases in RNA-seq data is a topic of intense current interest (36,41).

**DISCUSSION**

In this paper, we have demonstrated the use of a novel multivariate multiple linear regression method, to determine relative contributions of various genomic traits explaining different aspects of gene expression. This method can be used in answering many other biological questions where we need to evaluate relative roles of different factors on multiple, related variables. Our results reveal that some genomic traits are significant predictors of both levels and breadths of gene expression, whereas others only affect one aspect of gene expression (Tables 2 and 3). For most genomic traits, the statistical significance was highly similar in the human and mouse data.

When we examine the ratios of regression coefficients across different predictors, an interesting pattern emerges. In most cases, these ratios are greater than 1. In other words, for each genomic trait, the absolute value of the regression coefficient tends to be greater for the expression level than for the expression breadth. This indicates that most genomic traits have stronger relations with expression levels than with expression breadths (however see below for important exceptions). Secondly, in all significant predictors, the signs of coefficients are the same for both levels and breadths of gene expression. In other words, all genomic traits considered here influence expression levels and breadths in similar directions, perhaps due to shared molecular pathways.

**Strong effects of exon size on expression traits**

We observe a generally non-linear relationship between gene compactness measures and gene expression levels (Fig. 1), as reported previously (20,42). Carmel and Koonin (20) examined the relationship between levels of gene expression and gene compactness measures and concluded that this relationship is ‘universally non-monotonic’, where genes with intermediate expression levels tended to be the least compact in four distantly related species (human, *Drosophila melanogaster*, *Arabidopsis thaliana* and *Caenorhabditis elegans*). Our results are qualitatively similar, although we show that even between humans and mice, subtle differences exist (Fig. 1). Indeed, our multivariate analyses show that quadratic terms of UTR lengths may have different statistical significance between human and mouse (Tables 2 and 3).

What causes such non-linear relationships between gene compactness variables and gene expression measures? It is hypothesized that highly expressed genes may experience strong selective forces toward gene compactness, due to the energetic costs associated with transcription processes (4,5). In contrast, genes that exhibit intermediate levels of expression breadths may require the most complex signals for regulation and become the longest (42). The observed non-linear trend could be explained by a combination of both selective forces toward efficient cellular processes and the need for more regulatory sequences necessary for complex gene regulation (20).

Interestingly, our study identifies the exon size as a major determinant of both expression traits. Moreover, the exon size tends to linearly decrease with the increase in the levels and breadths of gene expression [Figs 1 and 2; but see (20)]. Molecular mechanisms causing this relation remain unknown. Some studies suggest that the exon size may influence efficiency of splicing (43). Alternatively, it is proposed that the relationship between the exon size and the expression level simply reflects confounding effects of the relationships between the exon size, the intron density and the propensity of evolutionary conservation (20). The intron density increases with the expression level, which is hypothesized to reflect the fact that evolutionarily conserved genes exhibit bias toward the intron gain and tend to be highly expressed (44). This hypothesis fits the observation that the relationship between the exon size and the expression level is reversed in *C. elegans* compared with other species because *C. elegans* exhibits a particularly high rate of intron loss (44). However, our
results indicate that the relationship between the exon size and the expression level cannot be completely attributed to the confounding relationships between the exon size, the intron density and the propensity of evolutionary conservation. According to the results of multivariate analyses, the exon size remains as a significant predictor of the expression level even after adjusting for the effects of evolutionary rates (Tables 2 and 3).

Multiple effects of DNA methylation on gene expression
The degree of CpG depletion in promoters (CpGO/E promoter) emerges as a major predictor of both expression traits. It has been observed previously that promoters that are rich in CpG dinucleotides (also often referred to as ‘CpG island promoters’) tend to occur near broadly expressed genes (25,45,46). Here we have demonstrated that CpG island promoter genes also tend to be highly expressed. It is hypothesized that CpG-rich promoters may facilitate broad expression of genes because they provide permissive chromatin states that allow congregation of regulatory machineries, such as transcription factor binding sites (47). In particular, CpG-rich promoters generally avoid DNA methylation, which is a main epigenetic mechanism for transcription repression. High expression of genes harboring CpG-rich promoters may share similar molecular mechanisms. However, it is of great interest that the CpGO/E promoter has a stronger effect on expression breadths than on expression levels. CpG islands in promoters themselves directly encode Pol2a binding sites and specific transcription start sites (48). We hypothesize that CpG-rich promoters are enriched in regulatory motifs that are used in many different tissues toward efficient expression.

In contrast to CpGO/E of promoters, CpGO/E of introns has a significantly stronger effect on expression levels than on expression breadths in humans (Table 2). This parameter is an indicator of intragenic DNA methylation, which is considered as the ancestral pattern of DNA methylation in animal genomes [see (26,49) and (28,50)]. Recent genomic studies began to illuminate distinctive roles for intragenic DNA methylation in comparison to that of promoter methylation. Intragenic DNA methylation is hypothesized to suppress spurious transcription of highly expressed genes (51,52) and/or to facilitate alternative transcription of genes (28). Our statistical analyses, indeed, indicate that the CpGO/E of promoters and CpGO/E of introns influence different aspects of expression, supporting the idea that promoter DNA methylation and intragenic DNA methylation have different primary roles in the human genome.

Lineage-specific trends
Our results demonstrate that the statistical significance of several key genomic traits on the measures of gene expression varies between primates and rodents. Some of the factors exhibit a strong influence in primates, but have little effect in rodents or vice versa. This indicates that such associations may be weak and indirect, mediated by other unidentified factors. Alternatively, these relationships may reflect true lineage-specific biological aspects.

One interesting species-specific difference is the relationship between gene expression breadths and synonymous evolutionary rates. While non-synonymous evolutionary rates are significantly related to both expression traits, synonymous rates exhibit a lineage-specific pattern. In rodents, expression traits have little relationship with synonymous rates. In comparison, in primates, expression breadths and synonymous rates exhibit significant relations. In fact, in primates, the association between the expression breadth and dS is stronger than that between the expression level and dS (Table 2). In rodents, however, dS is not significantly associated with either expression trait (Table 3).

This may reflect underlying differences in the effective population sizes of primates and rodents. It has been hypothesized that synonymous rates may increase in tissue-specific genes because of reduced selection pressure (12). This effect may be stronger in primates, whose effective population sizes tend to be smaller than those of rodents (53). To test this idea, we examined dS/dI as a measure of selective constraint on synonymous sites. We found that on average dS/dI is greater than 1 in primates [mean dS/dI = 1.38 (SE = 0.04) in human–macaque comparison], but less than 1 in rodents [mean dS/dI = 0.90 (SE = 0.01) in mouse–rat comparison]. This discrepancy is in accord with the increased fixation of slightly deleterious mutations in primates (due to small effective population size), compared with efficient purifying selection on rodents (facilitated by large effective population size) (53,54). Therefore, lineage-specific patterns of molecular evolution may be more prevalent. Consequently, we need to be cautious in the choice of outgroups when inferring patterns of molecular evolution in mammals.

Conclusions and future directions
Our study presents a novel statistical method to analyze effects of different genomic traits on two distinct aspects of gene expression. We identified several key genomic traits whose relative effects on levels and breadths of gene expression are quantified. This information is useful in decoding regulatory principles of transcription.

Although the current study analyzed only levels and spatial distribution of gene expression, our approach provides a flexible statistical tool to evaluate the roles of additional genomic traits on the regulation of gene expression. In particular, with the improved power for dissecting complex transcriptomes, information on temporal variation of gene expression is soon to accumulate (55,56). Moreover, data on genomic traits that may be intimately related to regulation of gene expression, such as epigenetic changes, will soon become available. Our statistical framework can be easily expanded to incorporate additional data.

MATERIALS AND METHODS
Gene expression data
Gene expression data of human and mouse were downloaded from Gene AtlasV2 data set. In this data set, the expression level (signal intensity) is standardized by MAS5.0 algorithm (15). Gene expression levels are available in 79 tissues in...
human and 61 tissues in mouse. We excluded canecorous tissues from our analyses. Signals representing the same tissue were averaged. A gene is considered expressed in a tissue if the corresponding signal intensity is above 200. The mean value of the expression levels in all tissues is defined as a measure of expression level. Gene expression breadth is defined as the number of tissues in which a gene is expressed.

We also analyzed the ‘tissue specificity index’ as a measure of expression pattern, which is defined as:

\[ T = \sum_{j=1}^{n} \left( 1 - \frac{\log_2(E_j)/\log_2(E_{\text{max}})}{n-1} \right), \]

where \( n \) is the number of tissues analyzed, \( E_j \) the expression level of the gene in the \( j \)th tissue and \( E_{\text{max}} \) the maximum expression level of the gene across the \( n \) tissues (13,18). The higher the tissue specificity index of a gene, the more the tissue-specific. The results using this measure are shown in Supplementary Material, Table S1.

### Sequence characteristics

We obtained exon number, gene length traits and UTR lengths from the UCSC genome browser. CAI was calculated using EMBOSS tools (http://emboss.sourceforge.net/apps/). Repetitive sequences, annotated using the Repeat Masker program, were removed from the analyses. \( G+C \) content and \( \text{CpG}_{\text{OE}} \) (observed \( \text{CpG} \) sites number divided by expected \( \text{CpG} \) sites number) were calculated using custom codes.

\( \text{CpG}_{\text{OE}} \) is defined as \( \text{CpG}_{\text{OE}} = \frac{P_{\text{CpG}}}{P_{C}P_{G}} \), where \( P_{\text{CpG}}, P_{C} \) and \( P_{G} \) are the frequencies of \( \text{CpG} \) dinucleotides, \( C \) nucleotides and \( G \) nucleotides, respectively.

To estimate evolutionary rates, we used macaque and rat sequences as outgroups to human and mouse data, respectively. We did this for two reasons: first, by choosing outgroup species that are more closely related, we can estimate evolutionary rates with higher confidence (because we avoid the issue of saturation). Secondly, by estimating evolutionary rates from the primate and rodent pairs separately, we generate estimates of evolutionary rates from primate and rodent lineages. The \textit{codeml} module of the PAML program (57) was used to estimate non-synonymous and synonymous rates between the primate pair (human–macaque) and the rodent pair (mouse–rat).

### Data transformation and standardization

Expression level, exon size, intron length, \( dN \) and \( dS \) were log-transformed to improve normality. All variables (including dependent and independent variables) were standardized as follows:

\[ X = \frac{x - \text{mean}(x)}{\text{sd}(x)}, \]

where \( x \) represents the raw variable. After standardization, the standardized variable, \( X \), has mean zero and variance one.

### Multivariate multiple regression

The multivariate multiple regression model is defined as

\[ Y_{nxm} = X_{n \times (p+1)} \beta_{m \times (p+1)} + \epsilon_{nxm}, \]

where \( Y \) is a response vector (with \( n \times m \) variables), which is explained by \( p \) predictor variables \((X)\), \( n \) the number of sample sizes, \( m \) the number of response variables and \( E(\epsilon) = 0 \). Specifically, in the current analysis, expression levels and breadth are treated as response variables \((m = 2)\), and the genomic factors (sequence-based information and evolutionary information of each gene) are defined as predictor variables \((P = 14)\). \( n \) corresponds to the number of genes in our analyses \((n = 7827 \text{ and } 4444 \text{ in human and mouse comparisons, respectively})\). It follows that

\[
\begin{bmatrix}
  y_{11} & y_{12} \\
  y_{21} & y_{22} \\
  \vdots & \vdots \\
  y_{n1} & y_{n2}
\end{bmatrix} = \begin{bmatrix}
  1 & x_{11} & x_{12} & \cdots & x_{14} \\
  1 & x_{21} & x_{22} & \cdots & x_{24} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & x_{n1} & x_{n2} & \cdots & x_{n4}
\end{bmatrix} \times \begin{bmatrix}
  \beta_{01} & \beta_{02} \\
  \beta_{11} & \beta_{12} \\
  \vdots & \vdots \\
  \beta_{141} & \beta_{142}
\end{bmatrix} + \begin{bmatrix}
  \epsilon_{11} & \epsilon_{12} \\
  \epsilon_{21} & \epsilon_{22} \\
  \vdots & \vdots \\
  \epsilon_{n1} & \epsilon_{n2}
\end{bmatrix}
\]

The relationship between the response variables and predictor variables can be determined by regression coefficients \( \beta \), which can be interpreted as the expected change in response variable for a one-unit change in predictor variable when the other covariates are held fixed.

When a large number of predictor variables are included in the regression model, multi-collinearity, which represents the linearity relationship among the predictor variables, may exist. We used the VIFs that are commonly used to diagnose multi-collinearity. High values [greater than 10; (19)] of VIF indicate that the accuracy of the regression coefficient estimates is eroded by collinearity.

Because some variables related to gene compactness (in particular, UTR length terms) exhibit non-linear characteristics against the expression level and expression breadth, we used polynomial regression models. When we examine the AIC (21) and the significance of the high-order terms in the polynomial models, models including the second-order polynomial terms fit the human data better than the models including the first- and third-order polynomials. Specifically, in the human data, the AICs of models including first-, second- and third-order polynomial terms are 34461.8, 34435.6 and 34420.2, respectively. The difference in AICs between models including second- and third-order polynomial terms is much smaller than the decrease of AIC between those including the first- and second-order polynomial terms. Furthermore, the third polynomial predictor or itself is not significant in the third model. In the mouse data, AIC of the second-order model is the smallest among the three polynomial models \((19642.2, 19641.7 \text{ and } 19658.3, \text{ respectively})\), and the third polynomial predictor

\[ \text{AIC} = \text{AIC} \]

\[ \text{AIC} = \text{AIC} \]
itself is not significant in the third model. Thus we include the quadratic term of UTR lengths as predictor variables in the model.

**Ratios of coefficients and CIs**

Because we are interested in relative effects of each predictor on the two expression traits, we examined the relative ratios of regression coefficients of each variable on the two response variables, namely $\beta_1/\beta_2$. The CI of this ratio is highly informative. If the CI does not include 1, it means that the predictor has non-equal effects on the two response variables. The CIs are estimated by deriving the variance of $\log(\beta_1/\beta_2)$ using the Delta method \(58\). Specifically, the CI of $\beta_1/\beta_2$ is obtained as:

$$
\exp(\log(\frac{\hat{\beta}_1}{\hat{\beta}_2})) - z_{\alpha/2} \sqrt{\operatorname{var}(\log(\frac{\hat{\beta}_1}{\hat{\beta}_2}))} < \frac{\hat{\beta}_1}{\hat{\beta}_2} < \exp(\log(\frac{\hat{\beta}_1}{\hat{\beta}_2})) + z_{\alpha/2} \sqrt{\operatorname{var}(\log(\frac{\hat{\beta}_1}{\hat{\beta}_2}))},
$$

where $z$ stands for the $z$-statistic and $\alpha$ indicates specific significance cutoff values \(59\).

**Curating RNA-seq data**

We downloaded human tissue mRNA-seq data from GEO (GSE12946 and GSE13652). We then mapped the raw reads to the human genome hg18. We further curated the data to choose only unique hits and removed hits exhibiting identical 5’ and 3’ ends. We then counted reads that map to the exons of each gene. Reads that fell onto exons were summed up for each gene and normalized by the exon length into the expanded exonic read density (reads per kilobase per million reads: RPKM) \(32\) using the following formula:

$$
R = \frac{10^9 C}{NL},
$$

where $C$ is the number of reads that fell onto the gene’s exons, $N$ the total number of mappable reads in the experiment and $L$ the sum of the exons in base pairs.

**Multiple-comparison correction**

We used the Bonferroni correction \(60,61\) for the multiple-testing problem of our regression analysis.

All statistical analyses were performed using the R package \(62\) and the SAS software \(63\).

**SUPPLEMENTARY MATERIAL**

Supplementary Material is available at HMG online.
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