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Abstract—For tasks where the dynamics of multiple agents are physically coupled, the coordination between the individual agents becomes crucial, which requires exact knowledge of the interaction dynamics. This problem is typically addressed using centralized estimators, which can negatively impact the flexibility and robustness of the overall system. To overcome this shortcoming, we propose a novel distributed learning framework for the exemplary task of cooperative manipulation by applying Bayesian principles. Using only local state information each agent obtains an estimate of the object dynamics and grasp kinematics. These local estimates are combined using dynamic average consensus. Due to the strong probabilistic foundation of the method, each estimate of the object dynamics and grasp kinematics is accompanied by a measure of uncertainty, which allows to guarantee a bounded prediction error with high probability. Moreover, the Bayesian principles directly allow iterative learning with constant complexity, such that the proposed learning method can be used online in real-time applications. The effectiveness of the approach is demonstrated in a simulated cooperative manipulation task.

I. INTRODUCTION

Recent advances in communication networks allow for novel applications of distributed cooperative control approaches in multi-agent systems. Of special interest are tasks in which the dynamics of the individual agents are physically coupled, since a high degree of coordination is required for a successful completion of the goal. For such tasks precisely knowledge of the interaction dynamics is required, which is often unavailable in real world scenarios and estimation techniques are required. In this work, we present such an estimation framework and illustrate the steps by applying it to a cooperative manipulation scenario. In cooperative manipulation the agents are physically coupled via the object and distributed control approaches have been under investigation recently \cite{1}, \cite{2}. For such a task it is critical to know the grasp kinematics and object dynamics in order to precisely manipulate the object and avoid internal stress, which could possibly damage the object \cite{3}. The application domain varies greatly and ranges from construction and manufacturing to service robots or search and rescue scenarios.

This problem is usually addressed by applying centralized estimators \cite{4}, \cite{5} that use the states of all robots involved in the manipulation task. This kind of estimation framework is prone to single-point failures and inflexible regarding changes in the number of agents involved in the manipulation task. One way to overcome these shortcomings is to use a decentralized approach without any communication among the robot team. Each agent of the team calculates its own estimate of the unknown parameters. These local estimates can then be used for subsequent tasks \cite{6}. While eliminating the requirements on the communication among the agents and introducing more flexibility, purely decentralized approaches omit the possibility of improving their local estimates by sharing those over a communication network. In order to combine the benefits of centralized and decentralized approaches, distributed estimation frameworks can be used by allowing for some communication. This can be done by locally calculating the estimates of the unknown parameters in a decentralized manner and iteratively combining them by some sort of consensus algorithm to achieve the convergence on a globally common estimate \cite{2}, \cite{7}. Thus, the communication overhead is minimized compared to the overhead imposed by a centralized approach while maintaining the flexibility and robustness of a decentralized approach.

None of the above mentioned approaches considers information about the uncertainty of estimates, i.e. they are all equally weighted during aggregation. While this is a suitable approach when estimating parameters off-line using optimized input signals, it can significantly deteriorate the estimation performance in on-line learning scenarios with noisy measurements where input signals might not sufficiently excite all agents. Therefore, controllers relying on the estimated parameters permanently require a high robustness, since they have no information about the precision of the estimated parameters. It is well-known from centralized systems that probabilistic approaches relying on Bayesian learning methods allow to mitigate these issues, as they explicitly represent the uncertainty of estimates \cite{8}. This allows an aggregation of learned parameters weighted by their uncertainty \cite{9}, \cite{10}, such that poor local estimates are oppressed in the overall aggregation. Moreover, a probabilistic representation exhibits many advantages in control, e.g., allowing to adapt control parameters to the uncertainty for ensuring stability \cite{11}, achieving cautiousness in control \cite{12}, or steering the system to regions with informative data \cite{13}.

In this work, we propose a Bayesian distributed learning framework for estimating the object dynamics and grasp kinematics. By applying Bayesian inference to obtain the local estimates, each estimated parameter is accompanied by
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a measure of uncertainty. Moreover, the use of Bayesian principles readily allows iterative learning, such that the estimation framework can be used online in real-time applications. The estimated parameters and their uncertainties are propagated through a communication network using dynamic average consensus, such that an uncertainty-aware, distributed aggregation of the local estimates is achieved. The efficacy of the proposed framework is demonstrated in a simulation of a cooperative manipulation task.

The remainder of this work is structured as follows. The exact problem is formulated in Sec. II. The theory substantiating the main contributions of this work is given in Sec. III and evaluated in numerical simulations in Sec. IV. Sec. V briefly concludes the proposed contributions and presents future work.

**Notation:** The matrices $0_n$, $I_n$ and $1_n$ denote the $n$-dimensional identity and zero matrix and vector with a 1 in each element, respectively. The dimension $n$ is omitted if it is clear from context. The matrix $S(\cdot)$ denotes the skew-symmetric matrix such that $S(a)b = a \times b$, $\forall a, b \in \mathbb{R}^3$. A superscript $A^o$ for a matrix $A$ denotes the element of the matrix in the $i$th row and $j$th column. Scalar operators applied to vectors and matrices denote an element-wise operation.

## II. PROBLEM STATEMENT

In this work we consider $N$ manipulators rigidly grasping and manipulating a common rigid object. Each agent $i$ has a body-fixed frame $\{i\}$ attached to its tool center point. The object frame at the object’s center of mass (COM) is denoted as $\{o\}$ and $\{w\}$ is the inertial world frame. If not stated otherwise by a leading superscript $i^o(\cdot)$, all states are given with respect to the world frame $\{w\}$. The states $\mathbf{x}_i, \dot{\mathbf{x}}_i, \ddot{\mathbf{x}}_i$ denote the pose, velocity and acceleration of the $i$th endeffector, respectively. More precisely, the pose $\mathbf{x}_i = [p_i^T, \mathbf{q}_i^\top]^T$ consists of the position $p_i \in \mathbb{R}^3$ and the unit quaternion $\mathbf{q}_i = [\eta_i^T, \epsilon_i^\top]^T \in \text{Spin}(3)$, with a scalar real part $\eta_i$ and imaginary vector part $\epsilon_i$. With a slight abuse of notation the velocity is defined as $\dot{\mathbf{x}}_i = [\mathbf{p}_i^T, \dot{\mathbf{q}}_i^\top]^T$ with the angular velocity $[0 \quad \dot{\omega}_i^\top]^T = 2\pi \mathbf{q}_i^* \dot{\mathbf{q}}_i$, where $\mathbf{q}_i^*$ is the quaternion product and $\dot{\mathbf{q}}_i$ is the quaternion inverse of $\mathbf{q}_i$. The acceleration is given as $\ddot{\mathbf{x}}_i = [\mathbf{p}_i^T, \ddot{\omega}_i^\top]^T$. In the following the deviation from a desired value $a^d$ for any entity $a \in \{p_i, \dot{p}_i, \ddot{p}_i, h_i\}$ is denoted as $\Delta a = a_i - a^d$. For a quaternion $\mathbf{q}_i$, the deviation from the desired orientation is denoted as $\Delta \mathbf{q}_i = [\Delta \eta_i, \Delta \epsilon_i^\top]^T = \mathbf{q}_i^* \dot{\mathbf{q}}_i$. The pose, velocity, and acceleration of the object $\dot{\mathbf{x}}_o, \ddot{\mathbf{x}}_o, \dddot{\mathbf{x}}_o$ are defined equivalent to the states of the agents $i$. We assume the object frame to be located at the object COM and thus the object dynamics are given as

$$M_o \dddot{\mathbf{x}}_o + C_o(\dot{\mathbf{x}}_o, \dot{\mathbf{x}}_o) = \mathbf{h}_o$$

where $\mathbf{h}_o$ denotes the effective object wrench. The object mass/inertia matrix is given as $M_o = \text{blkdiag}(m_o, I_o)$ and the wrench containing the gravity- and Coriolis-effects is $C_o = \begin{bmatrix} -m_o g & \mathbf{0} \\ \mathbf{0} & J_o \omega_o \end{bmatrix}$, where $m_o \in \mathbb{R}_{>0}$ and $J_o \in \mathbb{R}^{3 \times 3}$ denote the object mass and the positive definite symmetric inertia matrix, respectively, and $g \in \mathbb{R}^3$ is the gravity vector. Note that the inertia matrix $J_o$ in the world frame is not constant if the object rotates, which can be problematic during the estimation process. To combat this we can express $J_o$ as

$$J_o = R_o^o J_o R_o^T$$

where $R_o$ is the constant inertia matrix denoted in the object frame.

### B. Relative Kinematics

The relative position and orientation of any two frames $i \neq j \in \{1, \ldots, N, o\}$ are defined as

$$\mathbf{j} \mathbf{p}_i = R_j^i (\mathbf{p}_i - \mathbf{p}_j)$$

$$\mathbf{j} \mathbf{R}_i = R_j^i \mathbf{R}_i$$

where $\mathbf{R}_j$ is the rotation matrix corresponding to the quaternion $\mathbf{q}_j$. Note that due to the rigidity assumption the relative position $\mathbf{j} \mathbf{p}_i$ and the orientation $\mathbf{j} \mathbf{q}_i$ are always constant. In order to highlight this fact, and due to their importance in the following results, we denote the constant distances $\mathbf{j} \mathbf{r}_{i,j} = R_j^i (\mathbf{p}_j - \mathbf{p}_i)$ and $\mathbf{j} \mathbf{r}_i = R_j^i (\mathbf{p}_i - \mathbf{p}_o)$. Solving (6) for $\mathbf{j} \mathbf{p}_i$ and differentiating, we obtain the relationship of translational velocities and accelerations between two frames as

$$\dot{\mathbf{j}} \mathbf{p}_i = \dot{\mathbf{p}}_i + S(\omega)_j \dot{\mathbf{p}}_i$$

$$\ddot{\mathbf{j}} \mathbf{p}_i = \ddot{\mathbf{p}}_i + \{S(\omega)_j + S(\omega)_j\} \dot{\mathbf{p}}_i.$$
C. Cooperative Manipulation

The object wrench $h_o$ can be related to the endeffector wrenches $h_i$ as

$$h_o = \begin{bmatrix} I_3 & 0_3 & \cdots & I_3 & 0_3 \end{bmatrix} \begin{bmatrix} S(r_1) & I_3 & \cdots & S(r_N) & I_3 \end{bmatrix} \begin{bmatrix} h \end{bmatrix}$$

(10)

with the grasp matrix $G \in \mathbb{R}^{6 \times 6N}$ and the vector of combined wrenches $h = [h_{1}^T, \cdots, h_{N}^T]^T$. Similarly

$$\dot{x} = G^T \dot{x}_o,$$

(11)

holds, where $\dot{x}$ denotes the concatenated vector of the individual agent velocities $\dot{x}_i$. For the cooperative manipulation task, some coordination strategy is required in order to avoid internal stress in the object. A common solution [3] is obtained choosing the desired velocities according to (11) and compensating the object dynamics by setting $\dot{h}^d = -G^T h^d_i$, with a desired object wrench $h^d$ compensating the object dynamics, and generalized inverse of the grasp matrix $G^+$. However, the grasp matrix $G$ and the compensation terms $h^d_i$ depend on the typically unknown parameters $\alpha r_i, m_o, J_o$ and an estimation strategy is indispensable for a successful coordination of the individual agents. While such estimation strategies exist, those are typically centralized and do not provide a measure of uncertainty.

D. Local Information and Communication

We assume that at each time instance $k$ each agent $i$ can measure its own state $z_i(k) = [\dot{x}_i^T \dot{\dot{x}}_i^T x_i^T]^T$, which we will term the local information of agent $i$. We pose the following additional assumption on locally available information.

Assumption 1: The reference signals for all quantities of all agents, as well as all parameters of the dynamics (1) are known to each agent.

The availability of the desired quantities during the estimation process might seem like a strong assumption. However, typically an identification trajectory is designed before task execution and can be locally stored at each agent. While such an approach might result in internal stress on the object, this can be avoided by updating the identification strategy online using the consensus estimates presented in this work.

The second part of Assumption 1 is not restrictive, since the constant parameters can be exchanged before task execution or propagated through the network with methods similar to the ones presented in this work.

Assumption 2: The relative rotation matrices $^iR_o$ are known by each agent.

This assumption consists of two parts. First, note that $^iR_o = R_i^T R_o = \text{const.}$ and as a result it is required that each agent has information about the initial object orientation $R_o$. However, since the object frame can be oriented arbitrary this essentially means that the agents merely have to decide on a common initial orientation, which can be achieved via consensus algorithms on $SE(3)$ or methods similar to the ones presented in [15]. Second, we assume that each agent $i$ knows the relative orientation $^jR_o$ for all agents $j$. By recalling that $^iR_o$ is constant, the relative orientations can be shared before task execution over a communication network.

Finally, we allow the agents to communicate on a communication graph $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$, where $\mathcal{V} \subseteq \{1, ..., N\}$ is the vertex set, representing the individual agents and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set, where $(i, j) \in \mathcal{E}$ if agent $i$ and $j$ can communicate with each other. The edges of the graph can be compactly represented through the weighted adjacency matrix $A \in \mathbb{R}^{N \times N}$, where $A_{ij} > 0$ if $(i, j) \in \mathcal{E}$. The communication network must satisfy the following properties [16].

Assumption 3: The communication graph $\mathcal{G}$ is strongly connected and balanced, i.e., $A1 = A^T 1 = 1$. Moreover, there exists a positive constant $\alpha$ such that i) $A_{ii} \geq \alpha$ for all $i$, ii) $A_{ij} \in \{0\} \cup [\alpha, 1]$, for all $i, j$, iii) $\sum_{j=1}^{N} A_{ij} = 1$, for all $i$.

The goal of this work is to first estimate the parameters $\alpha r_i, m_o, J_o$ by using only locally available information. In a second step we want to increase the accuracy of the estimation by allowing the agents to exchange their estimates along the edges of the communication graph.
III. DISTRIBUTED BAYESIAN ONLINE LEARNING

In this section we will derive a generalized model for cooperative manipulation which is linear in the parameters \( m, r, n, J_o \) and depends only on information locally available at each agent. Based on this model and by applying Bayesian principles, we proceed by presenting our novel distributed estimator for the required parameters. An overview of the general framework is presented in Fig. 1. The manipulation task is split into two parts corresponding to the translational and rotational degrees of freedom, each with a separate estimator. This results in a sequential estimation procedure, where the results from the translational estimator are used in the model for the rotational one.

A. Translational Regression Problem

1) Generalized Linear Model: To obtain a distributed algorithm for the translational regression problem, we start by transforming all relevant equations such that only locally available information is used. Substituting the equations (6), (8), (9) in the original impedance model (1) we can use the states of agent \( i \) to express the force \( f_j \) as

\[
f_j = m_j \left( \ddot{p}_i + T(\omega_i, \dot{\omega}_i) r_{j,i} - \ddot{p}_j \right) + d_j \left( \dot{p}_i + S(\omega_i) r_{j,i} - p_j \right) + k_j (p_i - r_{j,i} - p_j) + f_j^T. \tag{12}
\]

Combining this with (10) gives us an expression for the effective forces acting on the object. Finally, by transforming the object states using the equations (6), (8), (9), the left-hand side of the object dynamics (4) can also be expressed with locally available information of agent \( i \). Separating the resulting equations into known and unknown entities yields a model of the form

\[
y_i = \phi_i^T \theta_i \tag{13}
\]

for each agent \( i \), which is linear in the parameters

\[
\theta_i = \begin{bmatrix} \theta_{i,1}^T & \theta_{i,2}^T \end{bmatrix}^T
\]

\[
\theta_{i,1} = \begin{bmatrix} \alpha r_{1,i}^T & \cdots & \alpha r_{i-1,i}^T & \alpha r_{i+1,i}^T & \cdots & \alpha r_{N,i}^T \end{bmatrix}^T
\]

\[
\theta_{i,2} = \begin{bmatrix} m_o \alpha r_{1,i} & m_o \alpha r_{N,i} \end{bmatrix}^T
\]

and requires only local information, where

\[
y_i(z_i) = \sum_{j=1}^{N} \left[ m_j \ddot{p}_j^d + d_j \dot{p}_j^d + k_j p_j^d - f_j^d \right] - m_o \ddot{p}_i - d_o \dot{p}_i - k_o \ddot{p}_i
\]

\[
\phi_i(z_i) = \begin{bmatrix} \phi_{1,i}(z_i) & \phi_{2,i}(z_i) & \phi_{3,i}(z_i) \end{bmatrix}
\]

\[
\phi_{1,i}(z_i) = T(\omega_i, \dot{\omega}_i) M_{w,i} + S(\omega_i) D_{w,i} + K_{w,i}
\]

\[
\phi_{2,i}(z_i) = -T(\omega_i, \dot{\omega}_i) R_0
\]

\[
\phi_{3,i}(z_i) = \ddot{p}_i - g.
\]

and for any \( B_{w,i} \in \{ M_{w,i}, D_{w,i}, K_{w,i} \} \) and respective parameters \( b_i \in \{ m_i, d_i, k_i \} \) we define \( B_{w,i} = [b_1 R_0, \ldots, b_{i-1} R_0, b_{i+1} R_0, \ldots b_N R_0] \) and \( b_c = \sum_{i=1}^{N} b_i \). Note that in (13) the left side is an entirely determined 3-element vector of forces. The right side consists of a \( 3 \times (3N + 1) \) composed matrix of measurable inputs and a \( (3N + 1) \) vector of unknown parameters whose values we later wish to determine.

2) Bayesian Linear Regression: We use Bayesian linear regression to find the estimates \( \theta_i \in \mathbb{R}^{3N+1} \) of the unknown parameters \( \theta_i \). In contrast to standard linear regression, where the estimates are obtained by minimizing the quadratic error within the linear model [17], this allows us to assess the uncertainty of the estimates and incorporate prior knowledge about the parameter values or possible noise perturbations.

We place a prior probability distribution \( p(\theta_i) : \mathbb{R}^{3N+1} \rightarrow \mathbb{R}_{\geq 0} \) upon the parameters, which is given by

\[
p(\theta_i) = \mathcal{N}(\theta_i | \mu_i(0), \Sigma_i(0)) \tag{16}
\]

with the initial mean \( \mu_i(0) \in \mathbb{R}^{3N+1} \) and covariance matrix \( \Sigma_i(0) \in \mathbb{R}^{3N+1 \times 3N+1} \) [8]. In order to derive closed-form expressions for inference, we assume for the moment that training targets \( t_{i,m} = y_{i,m} + \varepsilon \) are output values \( y_{i,m} \) perturbed by homoscedastically normally distributed i.i.d. noise \( \varepsilon \sim \mathcal{N}(0, \beta^{-1}) \), where the index \( m = 1, 2, 3 \) denotes the \( m \)-th element of the three dimensional vectors \( y_i \) and \( t_i \). Given a current estimate \( \mu_{i,m}^{(k)} \in \mathbb{R}^{3N+1} \), \( \Sigma_{i,m}^{(k)} \in \mathbb{R}^{(3N+1) \times (3N+1)} \) and new data \( z_{i,m}^{(k+1)} \), the estimate can be updated by considering \( p(\theta_i | t_{i,m}^{(k)}) \) as prior, i.e.,

\[
p(\theta_i | t_{i,m}^{(k+1)}) = \frac{p(t_{i,m}^{(k+1)} | \theta_i, t_{i,m}^{(k)}) p(\theta_i | t_{i,m}^{(k)})}{p(t_{i,m}^{(k+1)} | t_{i,m}^{(k)})}, \tag{17}
\]

where \( t_{i,m}^{(k)} \) denotes the stacked vector of output values \( t_{i,m} \) at \( k \) different input instances. Since both the noise \( \varepsilon \) and the parameter vector \( \theta_i \) are Gaussian random variables, it follows from basic properties of Gaussian distributions that the posterior \( p(\theta_i | t_{i,m}^{(k)}) \) at each time step \( k + 1 \) is also Gaussian with mean and covariance matrix

\[
\mu_{i,m}^{(k+1)} = \Sigma_{i,m}^{(k+1)} \left( \Sigma_{i,m}^{(k)} \right)^{-1} \mu_{i,m}^{(k)} + \beta \phi_i(z_{i,m}^{(k+1)}) t_{i,m}^{(k+1)} \tag{18}
\]

\[
\Sigma_{i,m}^{(k+1)} = \left( \Sigma_{i,m}^{(k)} \right)^{-1} + \beta \phi_i(z_{i,m}^{(k+1)}) \phi_i^T(z_{i,m}^{(k+1)})^{-1}. \tag{19}
\]

This gives an iterative update rule and allows for learning with constant update complexity.

3) Generalized Product of Expert Aggregation: Until now we have three estimators for each agent, each with their individual estimate \( p(\theta_i | t_{i,m}^{(k)}) \). In order to combine these estimates without losing information about the estimates’ variance or letting estimates with high uncertainty corrupt the aggregated mean, we choose a product of experts approach [9]. The key idea is to model a target probability distribution as the product of multiple densities, each provided by an expert. Experts are in this case linear Bayesian regression estimators, such that the product distribution

\[
p(\theta_i | t_{i,m}^{(k)}) \propto \prod_{m=1}^{3} p(\theta_i | t_{i,m}^{(k)}) \tag{20}
\]
is Gaussian with mean and covariance matrix
\[
\mu_i^{(k)} = \sum_i^{(k)} \left( \sum_{m=1}^{3} (\Sigma_{i,m}^{(k)})^{-1} \mu_{i,m}^{(k)} \right)
\]
\[
\Sigma_i^{(k)} = \left( \sum_{m=1}^{3} (\Sigma_{i,m}^{(k)})^{-1} \right)^{-1} .
\]
However, this can be problematic since distributions without data have lower variance than the individual distributions and as a result the contribution of experts has to be normalized, which leads to the generalized product of experts as
\[
\mu_i^{(k)} = \frac{1}{3} \sum_i^{(k)} \left( \sum_{m=1}^{3} (\Sigma_{i,m}^{(k)})^{-1} \mu_{i,m}^{(k)} \right)
\]
\[
\Sigma_i^{(k)} = 3 \left( \sum_{m=1}^{3} (\Sigma_{i,m}^{(k)})^{-1} \right)^{-1} .
\]
Due to the structure of this aggregation, it exhibits the beneficial property that a low uncertainty in a single estimator, i.e., a covariance matrix \(\Sigma_{i,m}^{(k)}\) with small entries, is sufficient to achieve an overall low uncertainty. This effect can also be observed in the mean \(\mu_i^{(k)}\), to which individual estimates \(\mu_{i,m}^{(k)}\) with high corresponding variance have a low impact.

4) Decomposition of Regression Parameters: For the sake of readability we denote the elements of \(\mu_i^{(k)}\), corresponding to a certain parameter \(a \in \theta\) as \(\tilde{a}\) and accordingly \(\tilde{a}\) denote the corresponding diagonal elements of the covariance matrix \(\Sigma_i^{(k)}\). If not stated otherwise all quantities \(\tilde{a}\) and \(\tilde{a}\) refer to agent \(i\) at time-step \(k\). By recalling Sec. If we want to find an estimate for the parameters \(\tilde{a}_j, j, j \neq i\), \(j = 1, \ldots, N\), while with the presented results, each agent \(i\) obtains estimates for \(m_o, \tilde{a}_j, \tilde{a}_j - \tilde{a}_j\). The OMC \(\tilde{a}_j\), is not a direct output of the linear Bayesian regression. When dealing with deterministic estimates, one could straightforwardly obtain \(\tilde{a}_j\) by dividing the estimates for \(m_o, \tilde{a}_j\) and \(m_o\). For Gaussian random variables, the stochastic equivalent to the deterministic division is the ratio distribution [18].

5) Distributed Model Aggregation: It should be noted that the estimation up until this point is done by each agent individually, which results in \(N\) estimates \(\mu_i^{(k)}, \Sigma_i^{(k)}\).

In order to combine the different predictive distributions, we can follow a generalized product of experts approach in principle again. However, the communication between agents is restricted according to a communication graph \(G\) in the considered multi-agent setting, such that the direct aggregation of individual predictions is not possible. In order to mitigate this issue, we formulate the generalized product of experts aggregation as dynamic average computation, such that consensus algorithms are applicable.

In order to achieve this, we transform the local distribution parameters \(\mu_i^{(k)}, \Sigma_i^{(k)}\) defined in (29)-(30) using
\[
\psi_i = \left[ \begin{array}{c} \mu_i^{(k)} \\ \Sigma_i^{(k)} \end{array} \right]^\top \left[ \begin{array}{c} 1 \\ \Sigma_i^{(k)} \end{array} \right]^\top.
\]

To improve to the overall estimate we take the average value of the individual estimates, computed in distributed fashion using a consensus type algorithm. Hence, we define the consensus states \(\xi_i \in \mathbb{R}^{pN+2}\) with the dynamics
\[
\xi_i^{(k+1)} = \xi_i^{(k)} + \sum_{j \neq i} A_{ij}(\xi_j^{(k)} - \xi_i^{(k)}) + \psi_i^{(k)} - \psi_i^{(k-1)}
\]
and initial state \(\xi_i^{(0)} = \psi_i^{(0)}\), following the approach proposed in [16]. This dynamical system has been shown to exhibit a bounded consensus error under Assumption 3. Therefore, the local consensus states \(\xi_i^{(k)}\) can directly be used for computing the mean and variance of the predictive Gaussian distributions in a distributed way through
\[
\begin{bmatrix} \mu_i^{(k)} \\ \Sigma_i^{(k)} \end{bmatrix} = \zeta_i \left( \xi_i^{(k)} \right),
\]
where $\zeta : \mathbb{R}^{6N+2} \rightarrow \mathbb{R}^{6N+2}$ is defined as
\[
\zeta(\psi) = \begin{bmatrix}
\psi_1_{\text{v}_1} & \cdots & \psi_{\text{v}_{N+2}} & \frac{1}{\text{v}_1} & \cdots & \frac{1}{\text{v}_{N+2}}
\end{bmatrix}^T,
\]
where $\psi_m$ denotes the $m$th entry of the vector $\psi$. Hence, a simple dynamic average consensus algorithm in combination with a generalized product of expert aggregation allows an efficient combination of the predictive distributions resulting from local estimators.

6) Learning Error Bound: Due to the strong theoretical foundation of the employed methods, it is straightforward to derive a probabilistic error bound for the estimated parameters. In order to bound the estimation of Bayesian linear regression, we make the following assumption.

Assumption 4: We assume homoscedastic normally distributed errors $\varepsilon \sim N(0, \beta^{-1})$ of the output $y_i$. Although this assumption does not reflect more realistic scenarios, where all observed states $z$ are noisy, it is only used to streamline the proof of the following theorem. In fact, it is straightforward to derive error bounds for the estimates obtained from Bayesian linear regression under more general noise distributions since the function $\phi(\cdot)$ defines a kernel. This allows the application of error bounds from Gaussian process regression, which admit, e.g., sub-Gaussian $\phi$-derivatives. The final published article can be found at DOI:10.1109/cdc45484.2021.9683772

Then, the error between estimated parameters $\hat{\mu}_i$ and unknown parameters $\theta = [\theta_1 \cdots \theta_N] \text{T}$ satisfies
\[
\lim_{k \rightarrow \infty} P\left(\hat{\mu}_i - \theta \leq \eta_i, \forall i = 1, \ldots, N\right) \geq 1 - \delta
\]
for $\eta_i = \left[\eta_{i,r_1} \cdots \eta_{i,r_N}\right] \text{T}$ composed of
\[
\eta_{i,r_j} = \frac{1}{(m_o^r_{o,j})_i} \sum_{n=1}^{N} \left(\frac{\eta_{i,m_o^r_{i,n}} \pm \eta_{i,m_o^r_{i,n}}}{(m_m^r_{i,n})_i}\right)
\]
where $\eta_{i,m_o^r_{i,n}}$ and $\eta_{i,m_o^r_{i,n}}$ are the elements of $\eta_i$ corresponding to the parameters $r_{j,i}$ and $m_o$, respectively.

Proof: It follows from Bayes’ theorem, standard tail bounds for Gaussian distributions and the union bound that
\[
P\left(\left|\hat{\mu}_i - \theta_i\right| \leq \gamma\sigma_{i,m_o^r_{i,n}} \leq 2(3N+1)\exp\left(-\frac{\gamma^2}{2}\right).
\]

The joint probability over all local estimators $m = 1, \ldots, 3$ and all agents $i = 1, \ldots, N$ can be obtained through a second application of the union bound, such that we obtain $\gamma = \sqrt{\log(6N(3N+1)/\delta)}$. Next, we define the weight matrices $W_{i,m} = \eta_{i,m}^{-1}/3$. It is straightforward to see that $\sum_{m=1}^{3} W_{i,m} = 1$ holds, such that the estimation error after the first generalized product of experts aggregation can be bounded with probability of at least $1 - \delta$ by
\[
\left|\hat{\mu}_i - \theta_i\right| \leq \sum_{m=1}^{3} \gamma|W_{i,m}|\sigma_{i,m} = \eta_i.
\]
Due to the different treatment of estimates in the following processing steps, a case distinction is necessary. In the first case, we consider the error bound for $\hat{\mu}_{i,3N+1}$. Since this value is computed using the distributed generalized product of experts aggregation of $\mu_{i,3N+1}$, the error bounds are aggregated similarly as within each agent, with the slight difference of an additional consensus error $\eta_{i,3N+1}$, whose specific expression is postponed for the moment. This yields $|\hat{\mu}_{i,3N+1} - \theta_{i,3N+1}| \leq \eta_{i,3N+1}$. For all other entries of $\hat{\mu}_i$, there is exactly one agent computing the estimate used in the distributed consensus based on (25), while all other agents compute the estimate through (27). Since the error bound defines a confidence interval, the quotient between (25) and the corresponding entry of $\eta$ can be straightforwardly bounded using interval arithmetic [21], which results in (40) due to (36). The estimate in (27) is obtained by adding the result of (25) to the corresponding entry of $\hat{\mu}_i$. Thus, the error bound for (27) is obtained by adding the individual
error bounds. Due to the distributed generalization product of expert aggregation, we have in the limit $k \to \infty$ that
\[
\lim_{k \to \infty} P\left(\left|\hat{\mu}_i(k) - \theta\right| \leq \hat{\eta}(k) + \kappa_i(k), \forall i = 1, \ldots, N\right) \geq 1 - \delta
\]
such that it remains to prove that the consensus error $\kappa_i(k)$ asymptotically vanishes. In order to show this, we make use of [16, Corollary 3.1], which is applicable due to Assumption 3, and requires the difference between the inputs to the dynamic average consensus to vanish, i.e., $\psi_i(k+1) - \psi_i(k) \to 0$. This holds in the considered approach, since the posterior variance of Bayesian regression is non-increasing with respect to $k$ and bounded from below by 0, such that the monotone convergence theorem guarantees that $\Sigma_{i,m}(k) \to \Sigma$ for some $\Sigma \in \mathbb{R}^{3(N+1) \times (3N+1)}$. This directly implies convergence of $\mu_{i,m}(k)$, and since $1/\hat{\sigma}_i(k)$ is assumed to not diverge, $\psi_i(k+1) - \psi_i(k) \to 0$ holds.

B. Rotational Regression Problem

Based on the results of the translational regression task, in this section we derive the estimator for the rotational degrees of freedom. Due to limited space and similarity in the derivation, we will omit most of the details and focus on the differences. Following similar steps as in Sec. III-A1 we obtain the rotational model for each agent $i$ as
\[
y_i^r(z) = \phi_i^{T} \theta^r
\]
\[
y_i^r(z) = -\sum_{j=1}^{N} \left[ S(\bar{r}_j) \left( m_j \Delta \hat{p}_j + d_j \Delta \hat{p}_j + k_j \Delta \hat{p}_j + f_j \right) + J_j \Delta \omega_j + \delta_j \Delta \omega_j + k_j' \Delta \epsilon_j + t_j \right]
\]
\[
\phi_i^{T}(z_i) = V(R_o) \left( [\omega_i] + S(\omega_i) \right)
\]
\[
\theta^r = \left[ J_{11}^{o} J_{12}^{o} J_{13}^{o} J_{22}^{o} J_{23}^{o} J_{33}^{o} \right]^{T}
\]
\[
[\hat{\omega}] = \left[ \begin{array}{ccc}
\omega_1 & \omega_2 & \omega_3 \\
0 & \omega_1 & \omega_3 \\
0 & 0 & \omega_2
\end{array} \right]
\]
where $V$ is the matrix such that
\[
\begin{bmatrix}
J_{11}^{o} & J_{12}^{o} & J_{13}^{o} \\
J_{21}^{o} & J_{22}^{o} & J_{23}^{o} \\
J_{31}^{o} & J_{32}^{o} & J_{33}^{o}
\end{bmatrix} = V \theta^r.
\]
Note that for the model (41) information about the unknown parameters $r_j$ and states $z_j$ of all agents is required. While it is possible to reformulate the equations using the techniques presented for the translational estimator, this would lead to a high number of unknown parameters for the regression task. In this work we follow a different approach by noticing that estimates $\hat{r}_i$ and $\hat{r}_{i,j}$ exist from the first estimator. As a result, by applying the transformations (6), (8), (9), agent $i$ can obtain an estimate of the states $z_j$ of agent $j$ for $i \neq j$.

With this, we can reformulate
\[
y_i^r(z_i, \hat{\mu}_i(k)) = -\sum_{j=1}^{N} \left[ S(\bar{r}_j) \left( m_j \Delta \hat{p}_j + d_j \Delta \hat{p}_j + k_j \Delta \hat{p}_j \right) + J_j (\hat{\omega}_j - \omega_j^d) + \delta_j (\hat{\omega}_j - \omega_j^d) + k_j' \Delta \epsilon_j + S(\bar{r}_j) f_j^d + t_j \right].
\]

Then, following the same procedure as for the translational estimator, we can use this model to perform Bayesian linear regression, aggregate the individual estimates using the generalized product of experts, and perform dynamic average consensus on the resulting estimates. Note that there is no decomposition step required since the parameters $\theta^r$ resemble the desired parameters, i.e., $\theta^r = \hat{\theta}^r$. Theorem 1 can be straightforwardly adapted to this procedure by bounding the additional error caused by using $y_i^r(z_i, \hat{\mu}_i(k))$ as training target instead of the true value $y_i^r(z_i, \omega)$.
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required, which are unknown, they are drawn from a normal distribution $\sim \mathcal{N}(r, 0.01)$ for the purpose of simulation.

### B. Simulation Results

Due to space constraints, we only discuss the results for the first agent and note that the remaining agents yield similar results. The estimates including uncertainties are depicted in the left of Fig. 3, while the estimation error is presented in the right of Fig. 3. The estimation error is defined as the Euclidean norm of the difference between true and estimated value $e_l = ||\hat{\theta}_l - \theta_l||$, where an index $l \in \{m, r, J\}$ denotes the entries corresponding to the parameters $m_o, r, J_o$, respectively. In the upper two plots it can be seen that the estimates for the mass $m_o$ and the COM $\alpha r_o$ converge towards the true values within a few time-steps, while the uncertainty decreases. After one second, the estimation errors for $m_o$ are given as $e_{m_o} = 0.008$, which corresponds to a relative error of less than 1%, and $e_r \approx 0.02$ for the COM, corresponding to a relative error of around 6%. After one second the estimator for the inertia is activated and the estimation error decreases, as shown in in the bottom plots of Fig. 3. After the simulation time of seven seconds an error of $e_J \approx 0.1$ for the inertia remains, which corresponds to roughly 8% of the actual value. Note that the estimate is accompanied with a relatively high uncertainty, such that for critical tasks control parameters could be updated to account for the uncertainty [11], which is not possible with standard approaches, which do not provide this measure of uncertainty.

### V. CONCLUSION

In this paper we present a novel distributed online learning framework for cooperative manipulation using Bayesian principles. We derive a generalized linear model, which only requires locally available information. With this model the parameters are identified with Bayesian linear regression and combined with dynamic average consensus to obtain a common estimate. This allows us to provide a bound for the prediction error with high probability and iterative learning with constant complexity, making it suitable for online learning. The approach is illustrated in a simulated cooperative manipulation setting.
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