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Abstract

The derivation of mean-field limits for quantum systems at zero temperature has attracted many researchers in the last decades. Recent developments are the consideration of pair correlations in the effective description, which lead to a much more precise description of both spectral properties and the dynamics of the Bose gas in the weak coupling limit. While mean-field results typically lead to convergence for the reduced density matrix only, one obtains norm convergence when considering the pair correlations proposed by Bogoliubov in his seminal 1947 paper. In this article we consider an interacting Bose gas in the case where both the volume and the density of the gas tend to infinity simultaneously. We assume that the coupling constant is such that the self-interaction of the fluctuations is of leading order, which leads to a finite (non-zero) speed of sound in the gas. In our first main result we show that the difference between the $N$-body and the Bogoliubov description is small in $L^2$ as the density of the gas tends to infinity and the volume does not grow too fast. This describes the dynamics of delocalized excitations of the order of the volume. In our second main result we consider an interacting Bose gas near the ground state with a macroscopic localized excitation of order of the density. We prove that the microscopic dynamics of the excitation coming from the $N$-body Schrödinger equation converges to an effective dynamics which is free evolution with the Bogoliubov dispersion relation. The main technical novelty are estimates for all moments of the number of particles outside the condensate for large volume, and in particular control of the tails of their distribution.

MSC class: 35Q40, 35Q55, 81Q05, 82C10

1 Introduction

The effective description of the dynamics of Bose gases has been extensively discussed in the mathematical physics literature, see [4] for an overview of the topic, and [20, 21, 22, 55, 21, 55, 5, 2, 9, 32, 4, 31, 1] and [14, 15, 16, 17, 18, 21, 5, 8, 10, 11, 31, 24, 51] for a non-exhaustive list of references on the mean-field and NLS limits. Typically the convergence of the many-body system to the effective descriptions is in terms of reduced density matrices. However, considering pair correlations in the gas, it has been shown that one gets $L^2$ convergence in the weak coupling limit, i.e., the limit where the volume $\Lambda$ is kept fixed and the density $\rho$ scales with the particle number $N \sim \rho$ while the coupling constant of the interaction is $N^{-1}$. The idea that pair correlations give a very good
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description of the ground state and time evolution of the interacting Bose gas goes back to Bogoliubov [6].

The rigorous analysis of spectral low energy properties in terms of Bogoliubov theory for the weakly interacting Bose gas [38, 37] has been initiated more recently. In [49, 51, 57, 23, 59], the next-to-leading order contribution $E^\text{Bog}$ in the ground state energy $E_N = N\epsilon(0) + E^\text{Bog} + o_N(1)$ has been derived. Then, in [50], the complete Bogoliubov theory (of the low energy spectrum and low energy eigenfunctions) was derived for the homogeneous gas on the torus, which was generalized in [24, 46], and further generalized to a mean-field large volume limit in [13]. The first rigorous results on the time-dependent problem were obtained in two papers by Grillakis, Machedon and Margetis [26, 27]. Many papers followed [28, 35, 5, 29, 40, 45, 17, 48, 13, 4], where Bogoliubov theory was derived for the time-dependent problem in the mean-field or NLS limit.

In this paper we extend these results in the direction that we show that the Bogoliubov approximation is also valid for the dynamics of gases of large volumes, which can be regarded as a step in the direction of a thermodynamic limit. To this end we consider a Bose gas with initial conditions supported in a box of volume $\Lambda$ and such that the support essentially remains of order $\Lambda$. In contrast to most works on the mean-field limit we consider a system where both the density and volume are large. At the same time we take the coupling constant for the interaction proportional to $\rho^{-1}$. Such a limit has been introduced by Dereziński and Napiórkowski in [13]. Let us assume for the moment that the initial $N$-body wave function $\Psi^0_N \in L^2(\mathbb{R}^3/N)$ is a condensate, i.e., it factorizes as $\Psi^0_N = \varphi_0^\otimes N$ with some $\varphi_0 \in L^2(\mathbb{R}^3)$. We then prove that the wave function $\Psi^t_N$ evolving with the microscopic Schrödinger dynamics is still approximately a product state. More precisely, we can show that all but order $\Lambda$ particles are still in the product state, if the same holds for the initial data. Let us call the particles not in the product state the excitations around the condensate.

The first main result of this article is that as long as $\Lambda \ll \rho^{1/3}$, the wave function $\Psi^t_N$ describing the microscopic system converges in $L^2$-norm to a wave function coming from the Bogoliubov approximation on Fock space, i.e., where pair correlations are considered, and we provide explicit bounds. Here, the excitations consist of order $\Lambda$ particles, and are delocalized over the whole system.

Our second main result is an improvement of the main result from [12]. Let us assume, as in [12], that $\varphi_0 = \varphi_0^{(\text{ref})} + \epsilon_0$ is the sum of a reference state $\varphi_0^{(\text{ref})}$ and a local excitation $\epsilon_0$. The volume $\Lambda$ enters as the support of $\varphi_0^{(\text{ref})}$, and $\epsilon_0$ is assumed to be a constant except with decay near the boundary. The number of particles building the local excitation is given by the density $\rho$ of the gas, i.e., $N||\epsilon_0||^2 = \rho$ and $\Lambda = N/\rho$. The local excitation is thus macroscopic. It is precisely the introduction of the parameter $\Lambda$ that allows us to consider such a macroscopic excitation. Note that the number of particles in the local excitation compared to the full number of particles goes to zero in our case, but with a rate $\rho N^{-1} = \Lambda^{-1}$ which is much slower than $N^{-1}$. Other than [12], we are not aware of other similar results where the number of excitations becomes unbounded with $N$ going to infinity. Therefore, we need to improve on existing methods and results where the dependence on $\Lambda$ is not tracked. Using only the mean-field Hartree equation for the evolution of $\varphi_0$ and using that the reference state $\varphi_t^{(\text{ref})}$ is almost constant throughout the system, one can track the evolution of the local excitation $\epsilon_t$. In this context one can show that the evolution of $\epsilon_t$ with initial conditions small in $L^2$ is close to a free evolution with dispersion relation $\omega(k)$ given by Bogoliubov theory, i.e.,

$$\omega(k) = \sqrt{k^2 + 2k^2\hat{v}(k)},$$

where $\hat{v}$ denotes the Fourier transform of the interaction potential $v$, see Section 2.3 and [12] for more details. So in our case the number of excited particles is of order $\rho$, which means—considering the scaling of the coupling constant—that the interaction between the particles forming the excitation is of order one per particle. This guarantees that there is a finite speed of sound when considering the motion of the excitation. Our main result is that the effective dynamics of $\epsilon_t$ is indeed close to the microscopic dynamics coming from $\Psi^t_N$ as long as $\Lambda \ll \rho$. This means that as long as the $\epsilon_0$ excitation is made up of many more particles than there are particles outside the condensate, we can track its dynamics effectively. This improves the result from [12], where $\Lambda^3 \ll \rho$ was assumed.
The article is structured in the following way. We present and discuss our main results in Section 2. In Section 2.1, we explain the key technical result Lemma 4.2 that makes the proofs of the validity of Bogoliubov’s approximation for large volume possible. Then Section 2.2 is about the norm convergence to the Bogoliubov dynamics, while Section 2.3 is about the result for the local density excitation. The proofs are given in Sections 3 and 4. In Sections 3.1 and 3.2, we derive a general estimate for the change in the number of particles outside the condensate. The main result here is Lemma 3.5, which we choose a particular weight function that enables us to prove Lemma 4.2. This is the main technical novelty here; it allows us to control the large tails in the distribution of the number of particles outside the condensate. Finally, the main results are proven in Section 4.2.

2 Main Results

2.1 The Number of Particles Outside the Condensate

We are interested in solutions of the $N$-particle Schrödinger equation

$$i\partial_t \Psi_N^t = H_N \Psi_N^t$$

for symmetric initial conditions $\Psi_N^0$ and with Hamiltonian

$$H_N = -\sum_{j=1}^{N} \Delta_j + \sum_{1 \leq j < k \leq N} \rho^{-1} v(x_j - x_k)$$

acting on the Hilbert space $L^2(\mathbb{R}^{3N})$, with $v : \mathbb{R}^3 \to \mathbb{R}_{0}^{+}$, parameter $\rho > 0$, and where we have set $\hbar = 1 = 2m$. In our main theorems, we will introduce another parameter $\Lambda > 0$ through the initial conditions in such a way that one can identify $\Lambda$ with the volume of the system. One should think of $\Lambda$ as the support of the initial conditions, which remains essentially unchanged in finite time. Since we choose $v \in L^1(\mathbb{R}^3) \cap L^{\infty}(\mathbb{R}^3)$ and $v > 0$, $v$ has finite scattering length [41], and we express all lengths with reference to this scattering length. This allows us to speak of “large volume”. From now on we will call $\Lambda$ the volume and $\rho := N/\Lambda$ the density. In the context of mean-field Bose gases, the scaling limit of $\rho$ has to our knowledge first been introduced in [13] to derive the Bogoliubov excitation spectrum. If one does not keep track of the volume, the mean-field limit corresponds to replacing $\rho^{-1}$ by $N^{-1}$ in (3).

For the kind of interaction potentials $v$ we consider in our main results ($v \in L^{\infty}(\mathbb{R}^3)$ in particular), the Hamiltonian $H_N$ is self-adjoint on $H^2(\mathbb{R}^{3N})$, the second Sobolev space. It is thus the generator of the unitary group $U(t) = e^{-iH_N t}$. $H_N$ conserves symmetry under exchange of particle labels, i.e., any symmetric function $\Psi_N^0$ evolves into a symmetric function $\Psi_N^t$. Throughout this article we assume $N \geq 2$.

Let us also introduce the Hartree equation

$$i\partial_t \varphi_t = \left( -\Delta + \frac{N-1}{\rho} \left[(v * |\varphi_t|^2) - \mu^{\varphi_t} \right] \right) \varphi_t := h^{\varphi_t} \varphi_t$$

with initial condition $\varphi_0 \in L^2(\mathbb{R}^3)$, where $\mu^{\varphi_t} = \frac{1}{2} \int (v * |\varphi_t|^2)|\varphi_t|^2$ and $*$ means convolution. As we will show, $\varphi_t$ effectively describes the time evolution of the Bose gas. To get some intuition about the size of the kinetic and potential terms in the Hartree equation, think of a plane wave with momentum of order $\Lambda^{-1/3}$. Then the kinetic energy per particle is of order $\Lambda^{-2/3}$. On the other hand, since we consider short range $v \in L^1(\mathbb{R}^3)$, the potential energy per particle is of order one. While this disparity means that the solution of the Hartree equation is not so interesting, the dynamics of the fluctuations around the mean-field is, which is what we study in this article.

Next, we define the projectors on one-body states $\varphi$ and their complement.
Definition 2.1. Let \( \varphi \in L^2(\mathbb{R}^3) \) with \( \| \varphi \| = 1 \). For any \( 1 \leq j \leq N \) the projectors \( p^\varphi_j : L^2(\mathbb{R}^{3N}) \to L^2(\mathbb{R}^{3N}) \) and \( q^\varphi_j : L^2(\mathbb{R}^{3N}) \to L^2(\mathbb{R}^{3N}) \) are given by

\[
(p^\varphi_j \Psi_N)(x_1, \ldots, x_N) := \varphi(x_j) \int \overline{\varphi(x_j)} \Psi_N(x_1, \ldots, x_N) dx_j \quad \forall \Psi_N \in L^2(\mathbb{R}^{3N}),
\]

where \( \overline{\varphi} \) denotes complex conjugation, and \( q^\varphi_j := 1 - p^\varphi_j \). We shall also use the bra-ket notation \( p^\varphi_j = |\varphi(x_j)\rangle \langle \varphi(x_j)| \).

In order to make the notion of “particles outside the condensate” more precise, note that any wave function \( \Psi_N \in L^2(\mathbb{R}^{3N}) \) can be decomposed as

\[
\Psi_N = \sum_{k=0}^{N} \varphi^{\otimes(N-k)} \otimes_s \chi^{(k)},
\]

where \( \otimes_s \) denotes the symmetric tensor product, and the \( k \)-particle wave functions \( \chi^{(k)} \in L^2(\mathbb{R}^{3k}) \) are chosen orthogonal to \( \varphi \) in each tensor component. To our knowledge, this decomposition appeared first in the context of deriving the Bogoliubov excitation spectrum in [36] and the dynamics in [35]. We have thus decomposed \( \Psi_N \) into a sum of wave functions with exactly \( k \) particles outside the condensate. We will often call \( \chi^{(k)} \) the \( k \)-particle excitations. The relation (6) can be inverted, yielding

\[
\chi^{(k)}(x_1, \ldots, x_k) = \sqrt{\binom{N}{k}} \prod_{i=1}^{k} q^\varphi_i \int \overline{\varphi(x_i)} \Psi_N(x_1, \ldots, x_N) dx_{k+1} \ldots dx_N.
\]

Note in particular that

\[
\langle \Psi_N, q^\varphi_i \Psi_N \rangle = \sum_{k=0}^{N} \frac{k}{N} \| \chi^{(k)} \|^2
\]

by using the symmetry of \( \Psi_N \), i.e., \( \langle \Psi_N, q^\varphi_i \Psi_N \rangle \) is the relative number of particles not in the condensate state \( \varphi \).

Before one can prove the validity of the Bogoliubov equations, one first has to prove bounds on the number of particles outside the condensate. The key step is Lemma 12 which in particular implies

\[
\sum_{k=0}^{N} \frac{k}{N} \| \chi^{(k)} \|^2 \leq C(t) \rho^{-1}
\]

for some positive \( C(t) \) (that can be inferred from Lemma 12), and which holds for \( 1 \leq \Lambda \leq \rho^{1-\varepsilon} \), for any \( 0 < \varepsilon < 1 \). Note that the \( \rho^{-1} \) on the right-hand side is expected to be optimal. For the Bogoliubov time evolution or a related auxiliary time evolution that we introduce in Section 4 such a bound can be proven with small modifications of existing techniques. However, for the full \( N \)-body evolution, the best previously known bound similar to (9) was, as far as we know, given in [12] and reads

\[
\sum_{k=0}^{\rho} \frac{k}{N} \| \chi_t^{(k)} \|^2 \leq C(t) \rho^{-1}.
\]

The difference to our bound (9) is that the “large tail” of the distribution \( \| \chi_t^{(k)} \|^2 \) could not be suitably controlled. This is the main technical innovation of our article. The bound (9) will allow us to prove optimal rates for the convergence to the Bogoliubov time evolution (optimal in the current setting, cf. Remark 11). Note that the estimate (9) does not quite allow us to take the limit \( \Lambda \to \infty \) for fixed \( \rho \) due to the constraint \( \Lambda \leq \rho^{1-\varepsilon} \).
Bounds of the type \( \| \chi_t \| \leq C_t \rho^{-\ell} \) are standard in the derivation of mean-field dynamics when the dependence on \( \Lambda \) is not tracked, see, e.g., \([55, 52, 35]\). However, following the proofs in \([55, 52, 35]\) and just keeping track of the parameter \( \Lambda \) would lead to a bound with \( C(t) \) of the form \( e^{c\sqrt{\Lambda}} \), which is far from optimal.

We prove an estimate of the type \( \| \chi_t \| \leq C_t \rho^{-\ell} \) also for higher moments. By Lemma 4.2 we have for \( \ell \in \mathbb{N} \),

\[
\sum_{k=0}^{N} \left( \frac{k}{N} \right)^\ell \left\| \chi_t^{(k)} \right\|^2 \leq C(t) \rho^{-\ell} \tag{11}
\]

for some positive \( C(t) \), which again holds for \( 1 \leq \Lambda \leq \rho^{1-\varepsilon} \), for any \( 0 < \varepsilon < 1 \). Lemma 4.2 is the key step to prove the validity of the Bogoliubov approximation in two different settings: for the \( O(\Lambda) \) number of particles outside the condensate, see Section 2.2, and for the dynamics of a density excitation made up of \( O(\rho) \) particles, see Section 2.3. Note also that the estimate \( \| \chi_t \| \leq C(t) \rho^{-\ell} \) implies convergence of the one-body reduced density matrix of \( \Psi_N^t \) to \( \rho \).

### 2.2 Norm Convergence and the Bogoliubov Approximation

In this article we go beyond the mean-field description and compare the time evolution of \( \Psi_N \) with the Bogoliubov time evolution. Let us use the notation \( h_t^{(i)} \) for the Hartree operator from \( \| \chi_t \| \) acting on coordinate \( i \) and define the Fock space vector

\[
\chi_t^{\text{Bog}} = (\chi_t^{(0)}, \chi_t^{(1)}, \chi_t^{(2)}, \ldots) \quad \text{with} \quad \left\| \chi_0^{\text{Bog}} \right\|^2 := \sum_{k=0}^{\infty} \left\| \chi_0^{\text{Bog}(k)} \right\|^2. \tag{12}
\]

We assume that its components satisfy the coupled equations

\[
i \partial_t \chi_t^{\text{Bog}(k)} = \sum_{i=1}^{k} \left( h_i^{\text{Bog}(i)} + K_t^{(1)}(x_i) \right) \chi_t^{\text{Bog}(k)}
+ \frac{1}{2} \sqrt{\frac{k(k-1)}{2}} \sum_{1 \leq i < j \leq k} K_t^{(2)}(x_i, x_j) \chi_t^{\text{Bog}(k-2)}(x_1, \ldots, x_k \setminus x_i \setminus x_j)
+ \frac{1}{2} \sqrt{(k+1)(k+2)} \int \! \! dx \! dy \, K_t^{(2)}(x, y) \chi_t^{\text{Bog}(k+2)}(x_1, \ldots, x_k, x, y), \tag{13}
\]

where \((x_1, \ldots, x_k \setminus x_i \setminus x_j)\) means the configuration \((x_1, \ldots, x_k)\) with \( x_i \) and \( x_j \) removed, and

\[
K_t^{(1)} : \mathcal{H} \to \mathcal{H}, \quad K_t^{(1)} = q^{\varphi_i} \tilde{K}^{(1)}(x, y) \quad \text{with} \quad \tilde{K}^{(1)}(x, y) = \Lambda \varphi_t(x) v(x - y) \varphi_t(y), \tag{14}
\]

\[
K_t^{(2)} \in \mathcal{H}^{\otimes 2}, \quad K_t^{(2)} = q^{\varphi_i} \otimes q^{\varphi_j} \tilde{K}^{(2)}(x, y) \quad \text{with} \quad \tilde{K}^{(2)}(x, y) = \Lambda v(x - y) \varphi_t(x) \varphi_t(y), \tag{15}
\]

where \( \mathcal{H} = L^2(\mathbb{R}^3) \). Written in terms of second quantization, \( \chi_t^{\text{Bog}} \) satisfies

\[
i \partial_t \chi_t^{\text{Bog}} = H_t^{\text{Bog}} \chi_t^{\text{Bog}}, \tag{16}
\]

with

\[
H_t^{\text{Bog}} = \int \! \! dx \! \! dy \, \left[ a_x^{\dagger} \left( h_x^{\text{Bog}(1)} + K_t^{(1)}(x) \right) \right] a_x + \frac{1}{2} \int \! \! dx \! \! dy \, \left( K_t^{(2)}(x, y) a_x^{\dagger} a_y^{\dagger} + K_t^{(2)}(x, y) a_x a_y \right), \tag{17}
\]

where \( a^{\dagger}, a \) are bosonic creation and annihilation operators with the canonical commutation relations (CCR)

\[
[a_x, a_y^{\dagger}] = \delta_{xy}, \quad [a_x^{\dagger}, a_y] = 0 = [a_x, a_y]. \tag{18}
\]

The Hamiltonian \( H_t^{\text{Bog}} \) is a quadratic operator on Fock space called the Bogoliubov Hamiltonian. Equation \( 16 \) is usually called Bogoliubov-de Gennes equation. Note that the Bogoliubov Hamiltonian creates and annihilates only pairs of particles. We have defined the Bogoliubov Hamiltonian in such a way that it cancels the leading order in the time evolution of the excitations around the mean-field. This is the main result of this section.
Theorem 2.2. Let $\Lambda \geq 1$, $T > 0$, $v \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ non-negative, and $1 = \|\lambda_0^{\text{Bog}}\| = \|\Psi_N^{0}\| = \|\varphi_0\|$. Assume
\[ \sum_{k=0}^{N} \left( \frac{k}{N} \right)^\ell \left\| \lambda_0^{\text{Bog}(k)} \right\|^2 \leq c \rho^{-\ell} \] (19)
for all $1 \leq \ell \leq 4$ and for some $c_\ell \in \mathbb{R}$. Also assume that there is a constant $M < \infty$, uniform in $\Lambda$ and $\rho$, such that the solution $\varphi_t$ of the Hartree equation (1) satisfies $\sup_{0 \leq t \leq T} \|\varphi_t\|_{\infty} < M\Lambda^{-1/2}$. Let $\Psi_N^{0}$ be the solution to (2) and $\lambda_t^{\text{Bog}}$ to (10). Then for all $t \leq T$ there is a positive $C(t)$ (uniform in $\Lambda$ and $\rho$) such that
\[ \left\| \Psi_N^{t} - \sum_{k=0}^{N} \varphi_t^{(N-k)} \otimes_s \lambda_t^{\text{Bog}(k)} \right\| \leq 6 \sqrt{\left\| \Psi_N^{0} - \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \lambda_0^{\text{Bog}(k)} \right\| + C(t) \Lambda^3 \rho^3}. \] (20)

The proof is given in Section 4.2.

Remark 2.3.

(a) The function $C(t)$ can be chosen as
\[ C(t) = 4C_4^{1/2} \left(e^{D_4 t} - 1\right) \] (21)
with
\[ D_4 = 3^4 36(1 + M)^2(\|v\|_1 + \|v\|_2 + \|v\|_\infty), \quad C_4 = 1 + \sum_{m=1}^{4} (2^m c_m + 1). \] (22)

(b) In [12] it has been shown that for positive (i.e., repulsive) smooth $v$ with compact support, and for initial data as in Assumption 2.7 below, there is an $M > 0$ (uniform in $\Lambda$ and $\rho$) and a solution $\varphi_t$ of the Hartree equation (1) that satisfies $\sup_{0 \leq t \leq T} \|\varphi_t\|_{\infty} \leq M\Lambda^{-1/2}$ for any $T > 0$. In other words, if we assume that Assumption 2.7 holds, then Theorem 2.2 is true only under assumptions on the initial data. Note that the technical assumptions of smoothness and compact support can possibly be relaxed, but that for attractive interactions the solution might actually blow up in finite time, so the estimate for the infinity norm and thus our result might only hold for finite time. Note also that $M$ is not necessarily uniform in $T$, so $C(t)$ might grow faster than exponential in time.

(c) The assumptions on the initial conditions in (19) say that initially the forth and lower moments of the number of particles outside the condensate have to be of the same order in $\rho$ as the growth in time, see (11) or Lemma 4.2. In particular, the assumptions hold for product states.

(d) Note that the state $\sum_{k=0}^{N} \varphi_t^{(N-k)} \otimes_s \lambda_t^{\text{Bog}(k)}$ is typically not normalized, but $\sum_{k=0}^{\infty} \|\lambda_t^{\text{Bog}(k)}\|^2 = 1$ since the Bogoliubov time evolution is unitary.

(e) For the kind of $\varphi_t$ and $v$ we consider in our result, well-posedness of the Bogoliubov equations can be established similarly to [35, 2].

Arguably the most important property which makes (10) such a useful approximation is that it preserves quasi-free states. This means, that all correlation functions can be expressed in terms of two-point functions only. Here, these are the reduced one-body density matrix $\gamma_t : \mathcal{H} \rightarrow \mathcal{H}$ and the pairing density $\alpha_t : \mathcal{H}^* \rightarrow \mathcal{H}$, defined by
\[ \langle f, \gamma_t g \rangle = \langle \lambda_t^{\text{Bog}}, a^\dagger(g)a(f)\lambda_t^{\text{Bog}} \rangle, \quad \langle f, \alpha_t g \rangle = \langle \lambda_t^{\text{Bog}}, a(g)a(f)\lambda_t^{\text{Bog}} \rangle \] (23)
for all $f, g \in \mathcal{H}$, where
\[ a^\dagger(f) = \int f(x)a^\dagger x dx, \quad a(f) = \int \overline{f(x)}a_x dx. \] (24)
Then a direct calculation shows that if $\lambda_t^{\text{Bog}}$ solves the Bogoliubov equation (16) with Hamiltonian (17), then $\gamma_t$ and $\alpha_t$ solve the closed system of equations

\begin{align}
i \partial_t \gamma_t &= \left[ h^{\text{eff}} + K_t^{(1)}, \gamma_t \right] + K_t^{(2)} \alpha_t - \alpha_t \left( K_t^{(2)} \right)^\dagger, \\
i \partial_t \alpha_t &= \left( h^{\text{eff}} + K_t^{(1)} \right) \alpha_t + \alpha_t \left( h^{\text{eff}} + K_t^{(1)} \right)^T + K_t^{(2)} \gamma_t + \gamma_t K_t^{(2)},
\end{align}

(25) \tag{25}

(26) \tag{26}

where $\gamma^T : \mathcal{H}^* \to \mathcal{H}^*$ is the operator with kernel $\gamma^T(x,y) = \gamma_t(y,x)$. Therefore, if we choose an initial state that is close to a quasi-free state, we can solve the Bogoliubov equation (16) simply by solving the two equations (25) and (26) on $\mathbb{R}^6$ (given the solution of the Hartree equation (4)). Let us refer to [10, 45] for a more thorough discussion. Let us also note that by projecting the solutions of the N-body Schrödinger equation (2) to quasi-free states, i.e., by assuming the quasi-free property, one arrives at the Bogoliubov time evolution (16), see, e.g., [2].

The Bogoliubov Hamiltonian (17) can be diagonalized under quite general conditions by using the correspondence between evolution operators generated by quadratic Hamiltonians and Bogoliubov transformations, see [40, 50] for recent results. For translation invariant initial data, the result is

\begin{equation}
H^{\text{Bog}} = E + \sum_k \omega(k) b_k^\dagger b_k
\end{equation}

(27) \tag{27}

for some constant $E \in \mathbb{R}$ and new creation and annihilation operators $b_k^\dagger, b_k$ coming from a linear transformation of $a_k^\dagger, a_k$. The dispersion relation is $\omega(k) = \sqrt{k^4 + 2k^2 \bar{v}(k)}$. Defining the speed of sound as the derivative of the dispersion relation at zero, we find $\partial_k \omega(k)|_{k=0} = \sqrt{2\bar{v}(0)}$ for the speed of sound in a translation invariant Bose gas.

## 2.3 The Speed of Sound in the Bose Gas

In [12] the mean-field limit for a gas of large volume is considered. The estimates therein are sufficiently strong to be able to track the dynamics of an initially localized excitation in the Bose gas of large volume. For this section only let us make two changes in our definitions in order to adopt the notation from [12] and thus make our results easier to compare, and such that Theorem 2.5 can be stated in a nicer way. First, we choose $\varphi_0$ such that $\|\varphi_0\| = \Lambda^{1/2}$ instead of 1, see Assumption 2.4 below. Second, we define $\mu^{\text{eff}} = 0$ in the Hartree equation (4). The conditions for the initial wave function are summarized in the following assumption. This is Condition 1.2 in [12], except that we changed the wording a bit and removed the assumption of exact factorization of the initial state $\Psi_N^0$.

**Assumption 2.4** (Slightly modified Condition 1.2 in [12]). The initial conditions are

\begin{equation}
\Psi_N^0 \in L^2(\mathbb{R}^{3N}) \text{ and } L^2(\mathbb{R}^3) \ni \varphi_0 = \varphi_0^{(\text{ref})} + \epsilon_0
\end{equation}

(28) \tag{28}

with $\|\Psi_N^0\| = 1$ and $\|\varphi_0\| = \Lambda^{1/2}$. For some $C > 0$, the functions $\varphi_0^{(\text{ref})}, \epsilon_0 \in C^\infty_c(\mathbb{R}^3)$ (infinitely often differentiable with compact support) have the following properties:

\begin{equation}
\sup \varphi_0^{(\text{ref})} \subseteq \Lambda, \quad \|\varphi_0^{(\text{ref})}\|_1 \leq \bar{\sup} \varphi_0^{(\text{ref})} \leq C,
\end{equation}

(29) \tag{29}

\begin{equation}
\sup \epsilon_0 \subseteq B_{\Lambda^{1/3}}, \quad \|\epsilon_0\|_1 \leq \bar{\sup} \epsilon_0 \leq C, \quad \|\epsilon_0\|_2 \leq C,
\end{equation}

(30) \tag{30}

where in the first inclusion, $\Lambda$ refers to a cube in $\mathbb{R}^3$ with volume that we otherwise also denote by $\Lambda$. Here $B_{\Lambda^{1/3}}$ stands for the ball centered at the origin with radius $\frac{1}{4}\Lambda^{1/3}$. Furthermore, we assume that
the density of the gas is essentially constant in some large region inside the support of $\varphi_0$. Therefore, with the help of a family of cut-off functions $\chi_r \in C^2(\mathbb{R}^3)$, $0 < r < 1$,

$$
\chi_r(x) = \begin{cases} 0 & \text{for } x \in B_{rA^{1/3}} \\
1 & \text{for } x \not\in B_{rA^{1/3}}
\end{cases}
$$

we require

$$
\| \nabla \chi_r \|_\infty \leq CA^{-1/3},
$$

(31)

This will allow us to track the dynamics of the excitation with the properties in that region. Finally, we require some control of the kinetic energy of the initial reference wave function:

$$
\| \nabla \varphi_0^{(\text{ref})} \|_\infty \leq CA^{-\frac{3}{4}}, \quad \| \nabla \varphi_0^{(\text{ref})} \|_2 \leq CA^{\frac{1}{4}}, \quad \| \Delta \varphi_0^{(\text{ref})} \|_2 \leq CA^{-\frac{5}{4}}.
$$

(33)

One should have an initial state $\Psi_N^0 \approx (\Lambda^{-1/2} \varphi_0)^{\otimes N}$ in mind. In particular, in case of equality, $\Psi_N^0$ is normalized. The precise meaning of $\approx$ is given in (10) below. In the following, $\Psi_N^t$ denotes a solution to the Schrödinger equation (2), and $\varphi_t$ is a solution to the Hartree equation (4) with the definition $\mu^\varphi = 0$, and where we replace $v * |\varphi_t|^2$ by $\Lambda^{-1} v * |\varphi_t|^2$ due to our assumption $\| \varphi_0 \| = \Lambda^{1/2}$. As in (12), we write $\varphi_t = \varphi_t^{(\text{ref})} + \epsilon_t$, and assume that $\varphi_t^{(\text{ref})}$ solves its own Hartree equation

$$
i\partial_t \varphi_t^{(\text{ref})} = \left( -\Delta + (v * |\varphi_t^{(\text{ref})}|^2) - \|v\|_1 \right) \varphi_t^{(\text{ref})}.
$$

(34)

The excitation $\epsilon_t$ is then defined by subtracting the reference state from $\varphi_t$ with the correct phase taken into account, viz.

$$
\epsilon_t := \varphi_t e^{i \|v\|_1 t} - \varphi_t^{(\text{ref})}.
$$

(35)

One then finds by direct calculation that $\epsilon_t$ is a solution to

$$
i\partial_t \epsilon_t = \left( -\Delta + (v * |\varphi_t^{(\text{ref})}|^2) - \|v\|_1 + (v * |\epsilon_t|^2) + \text{Re}(v * (\epsilon_t \varphi_t^{(\text{ref})})) \right) \epsilon_t
$$

$$
+ \left( (v * |\epsilon_t|^2) + 2\text{Re}(v * (\epsilon_t \varphi_t^{(\text{ref})})) \right) \varphi_t^{(\text{ref})}.
$$

(36)

We can now define

$$
\rho_t^{(\text{micro})} := q_t^{(\text{ref})} \text{Tr}_{x_2,\ldots,x_N} \Lambda^{1/2} \Psi_N^t \langle \Lambda^{1/2} \Psi_N^t \rangle q_t^{(\text{ref})},
$$

(37)

which is the reduced density of $\Lambda^{1/2} \Psi_N^t$ projected onto the orthogonal complement of the reference state $\varphi_t^{(\text{ref})}$, i.e., $q_t^{(\text{ref})} = 1 - \|\varphi_t^{(\text{ref})}\|^{-2} |\varphi_t^{(\text{ref})}\rangle \langle \varphi_t^{(\text{ref})}|$, and the macroscopic reduced density

$$
\rho_t^{(\text{macro})} := |\epsilon_t\rangle \langle \epsilon_t|.
$$

(38)

Note that $\rho_t^{(\text{macro})}$ has trace $\|\epsilon_t\|_2^2$, which can be shown to be bounded by some $C(t)$ independent of $N$ and $\Lambda$ under the conditions of Theorem 2.3. However, the $L^2$-norm of $\epsilon_t$ is not conserved.

For initial data as in Assumption 2.4 and for positive smooth $v$ with compact support it has been shown in Theorem 1.4 in (12) that there exists a continuous, non-decreasing, non-negative $C(t)$ such that

$$
\|\rho_t^{(\text{micro})} - \rho_t^{(\text{macro})}\| \leq C(t) \Lambda^{3/2} / \rho^{1/2}.
$$

(39)

for all times $t \geq 0$ and sufficiently large $\Lambda$. Our estimate (11) (or Lemma 4.2) applies to this situation and we are able to improve the error estimate compared to (12). In particular we are able to prove convergence of the reduced densities in situations where $\rho \gg \Lambda \gg 1$ compared to $\rho \gg \Lambda^3 \gg 1$ as in (59).
Theorem 2.5. Let \( v \in C^\infty(\mathbb{R}^3, \mathbb{R}^+) \), let Assumption 2.4 for the initial conditions hold, and let \( 1 \leq \Lambda \leq C\rho^{1-\varepsilon} \) for some \( C > 0 \) and some \( 0 < \varepsilon < 1 \). Assume

\[
\sum_{k=0}^{N} \left( \frac{k}{N} \right)^{\ell} \left\| \chi^{(k)}_0 \right\|^2 \leq c_\ell \rho^{-\ell}
\]

for all \( \ell \leq \frac{1}{2} + 1 \) and for some \( c_\ell \in \mathbb{R} \), where here the decomposition (6) is defined with respect to \( \Lambda^{-1/2} \varphi_0 \) to account for the different normalization. Then for all times \( t \geq 0 \) there exists a continuous, non-decreasing, non-negative \( C_\varepsilon(t) \) such that

\[
\left\| \rho_t^{(\text{micro})} - \rho_t^{(\text{macro})} \right\| \leq C_\varepsilon(t) \left( \Lambda^{-1} + \Lambda^{-1/2} + \sqrt{\frac{\Lambda}{\rho}} \right),
\]

where \( \rho_t^{(\text{micro})} \) and \( \rho_t^{(\text{macro})} \) are defined in (37) and (38).

We give the proof in Section 4.2. From a technical point of view, it is the control of the tails of the distribution of the number of particles outside the condensate which allows us to prove our result for \( \Lambda \ll \rho \) instead of \( \Lambda^3 \ll \rho \). The key step is the estimate (106) from Lemma 4.2. It reads

\[
\sum_{k=0}^{N} \left( \frac{k}{N} \right)^{\ell} \left\| \chi^{(k)}_t \right\|^2 \leq C_\ell e^{D_\ell t} \rho^{-\ell} + C_j e^{D_j t} \left( \frac{\Lambda}{\rho} \right)^j
\]

for some constants \( C_\ell \) and \( D_\ell \), and for any \( j \in \mathbb{N} \). The \( (\Lambda/\rho)^j \) term comes from the tails where \( k \geq \rho \), and we can make it small by choosing \( j \) large enough.

Remark 2.6.

(a) As stated in the introduction, this result means that as long as the \( \varepsilon_t \) excitation is made up of many more particles (order \( \rho \)) than there are particles outside the condensate (order \( \Lambda \)), we can track its dynamics effectively. This heuristics makes the condition \( \rho \gg \Lambda \) plausible. In order to be able to take the limit \( \Lambda \to \infty \) while keeping \( \rho \) fixed, one would need better control of the spatial distribution of particles outside the condensate, which is very hard to achieve.

(b) Let us emphasize again that the number of particles outside the condensate defined with respect to \( \varphi_t^{(\text{ref})} \) is of order \( \rho \|\varphi_t\|^2 \) here, i.e., it is a macroscopic fraction of particles. Therefore, while the norm convergence result Theorem 2.2 still holds when we consider excitations with respect to \( \varphi_t \), it does not hold when we define them with respect to \( \varphi_t^{(\text{ref})} \) since the assumption (19) does not hold in this case.

Equation (36) can be simplified further by linearization, i.e., when we consider initial data \( \varepsilon_0 \) that are small in \( L^2 \). By using that \( \varphi_t^{(\text{ref})} \) is almost constant, neglecting subleading terms, and then linearizing (36), one finds that the dynamics of the excitation \( \varepsilon_t \) is close to a free dynamics with Bogoliubov dispersion law and describes the Goldstone modes in the system. Let us define \( \eta_t \) as a solution to the linearized equation

\[
i \partial_t \eta_t = -\Delta \eta_t + \text{Re}(v * \eta_t).
\]

Then for smooth \( v \) with compact support it was shown in [12] Theorem 1.8 that for \( \varepsilon_0 = \eta_0 \), \( 0 \leq t < T \) and large enough \( \Lambda \),

\[
\|\eta_t - \varepsilon_t\|_2 \leq C(T) \left( \Lambda^{-1/6} + \|\varepsilon_0\|^2_2 + \|\varepsilon_0\|^3_2 \right)
\]

for some continuous, non-decreasing, non-negative \( C(t) \). This result means that \( \varepsilon_t \) and \( \eta_t \) are close in \( L^2 \) norm for small \( \|\varepsilon_0\|_2 \) (if also \( \Lambda \) is large enough). In Fourier space, (43) can be written as

\[
i \partial_k \left( \frac{\tilde{\eta}_t(k)}{\tilde{\eta}_t(-k)} \right) = H(k) \left( \frac{\tilde{\eta}_t(k)}{\tilde{\eta}_t(-k)} \right) \quad \text{with} \quad H(k) = \begin{pmatrix} k^2 + \tilde{\varphi}(k) & \tilde{\varphi}(k) \\ -\tilde{\varphi}(k) & -k^2 - \tilde{\varphi}(k) \end{pmatrix}.
\]
Indeed, one finds that $H(k)$ can be diagonalized (although it is not self-adjoint, and in particular the $L^2$ norm of $\eta_t$ is not conserved). Its eigenvalues are $\pm \omega(k)$ with

$$\omega(k) = \sqrt{k^4 + 2k^2\hat{v}(k)},$$

which is the familiar Bogoliubov dispersion relation. Since $H(k)^2 = \omega(k)^2$, we can write (45) in the second order form

$$-\partial_t^2 \hat{\eta}_t(k) = \left(k^4 + 2k^2\hat{v}(k)\right)\hat{\eta}_t(k).$$

(47)

For small $k$, this is a wave equation with propagation speed $\sqrt{2\hat{v}(0)}$. In this way, we have derived the speed of sound in the Bose gas for a macroscopic density perturbation. Since $H(k)^2 = \omega(k)^2$, we can also explicitly solve Equation (45). We find

$$\hat{\eta}_t(k) = \left(\cos(\omega(k)t) - i \frac{\sin(\omega(k)t)}{\omega(k)} H(k)\right)\hat{\eta}_0(k).$$

(48)

### 3 Derivation of the Hartree equation

The first step in proving our main theorems is to show that the Hartree equation describes the microscopic dynamics in good approximation as outlined in Section 2.1. In order to do so, we prove several preliminary results in this section following the approach from [52]. Section 3.1 mostly establishes notation and a straightforward lemma that has been proven before, e.g., in [33]. In Section 3.2 we establish a result that is similar but more general than what has been proven before, e.g., in [12]. We have included the full proofs anyway to improve the readability of the article.

#### 3.1 Counting the Number of Particles Outside the Condensate

Following [52] we first define certain weighted operators in terms of the projectors from Definition 2.1. We shall also give some general properties of these operators before turning to the special case of the Hartree equation for large volume in Section 3.2.

**Definition 3.1.** Let $\varphi \in L^2(\mathbb{R}^3)$ with $||\varphi|| = 1$.

(a) For any $0 \leq k \leq N$ we define the set

$$A_k := \{(a_1, a_2, \ldots, a_N) : a_k \in \{0, 1\}, \sum_{j=1}^N a_j = k\}$$

(49)

and the orthogonal projector $P^\varphi_k$ acting on $L^2(\mathbb{R}^{3N})$ as

$$P^\varphi_k := (q_1^\varphi \cdots q_k^\varphi \cdots q_{k+1}^\varphi \cdots q_N^\varphi)_{\text{sym}} := \sum_{a \in A_k} \prod_{j=1}^N (p_j^{a_j})^{1-a_j} (q_j^{a_j})^{a_j},$$

(50)

i.e., $P^\varphi_k$ is the symmetric tensor product of $q_1^\varphi, \ldots, q_k^\varphi, \cdots, q_{k+1}^\varphi, \cdots, q_N^\varphi$. For negative $k$ and $k > N$ we set $P^\varphi_k := 0$.

(b) For any function $f : \{0, 1, \ldots, N\} \to \mathbb{R}^+_0$ we define the operator $\hat{f}^\varphi : L^2(\mathbb{R}^{3N}) \to L^2(\mathbb{R}^{3N})$ as

$$\hat{f}^\varphi := \sum_{j=0}^N f(j) P_j^\varphi,$$

(51)
and, for any $\Psi_N \in L^2(\mathbb{R}^{3N})$, the functional

$$\alpha_N(f, \Psi_N, \varphi) = \langle \Psi_N, \hat{f}^\varphi \Psi_N \rangle.$$  

(52)

We also define the shifted operators $\hat{f}_d^\varphi : L^2(\mathbb{R}^{3N}) \to L^2(\mathbb{R}^{3N})$ as

$$\hat{f}_d^\varphi := \sum_{j=-d}^{N-d} f(j + d) P_j^\varphi.$$  

(53)

**Notation.** It should always be clear from the context when hats $\hat{\cdot}$ are used in the sense of Definition 2.1 or when they denote Fourier transform. The letter $n$ shall always be used for the function $n(k) = k/N$.

With Definition 2.1 and Definition 3.1 we arrive directly at the following lemma based on combinatorics of the $p_j^\varphi$ and $q_j^\varphi$. The lemma was already proved (with (c) slightly different), e.g., in [33], and we repeat a proof here for the convenience of the reader.

**Lemma 3.2.** Let $\varphi \in L^2(\mathbb{R}^3)$ with $||\varphi|| = 1$.

(a) For any functions $l, m : \{0, 1, \ldots, N\} \to \mathbb{R}^+_0$ we have that

$$\hat{l}^\varphi \hat{m}^\varphi = \hat{l m}^\varphi = \hat{m}^\varphi \hat{l}^\varphi, \quad \hat{m}^\varphi p_j^\varphi = p_j^\varphi \hat{m}^\varphi, \quad \hat{m}^\varphi P_k^\varphi = P_k^\varphi \hat{m}^\varphi.$$  

(54)

(b) Let $n : \{0, 1, \ldots, N\} \to \mathbb{R}^+_0$ be given by $n(k) = k/N$. Then $\hat{n}^\varphi$ equals the relative particle number operator of particles not in the state $\varphi$, i.e.,

$$\hat{n}^\varphi = N^{-1} \sum_{j=1}^N q_j^\varphi.$$  

(55)

(c) For any symmetric $\Psi_N \in L^2(\mathbb{R}^{3N})$ we have

$$||q_1^\varphi \Psi_N|| = \left|\left| \left(\hat{n}^\varphi \right)^{1/2} \Psi_N \right|\right|$$

and

$$||q_1^\varphi q_2^\varphi \Psi_N|| \leq \left|\left| \hat{n}^\varphi \Psi_N \right|\right|.$$  

(56)

(d) For any function $m : \{0, 1, \ldots, N\} \to \mathbb{R}^+_0$, any function $f : \mathbb{R}^6 \to \mathbb{R}$ and any $j, k = 0, 1, 2$ we have

$$Q_j^\varphi f(x_1, x_2) Q_k^\varphi \hat{m}^\varphi = \hat{m}_{j-k}^\varphi Q_j^\varphi f(x_1, x_2) Q_k^\varphi,$$

(57)

where $Q_0^\varphi := p_1^\varphi p_2^\varphi$, $Q_1^\varphi := p_1^\varphi q_2^\varphi + q_1^\varphi p_2^\varphi$ and $Q_2^\varphi := q_1^\varphi q_2^\varphi$.

**Proof.** (a) This follows immediately from Definition 2.1 and Definition 3.1 using that $p_j$ and $q_j$ are orthogonal projectors.

(b) Note that $\bigcup_{k=0}^N A_k = \{0, 1\}^N$, so $1 = \sum_{k=0}^N P_k^\varphi$. Using also $(q_k^\varphi)^2 = q_k^\varphi$ and $q_k^\varphi p_k^\varphi = 0$ we get

$$N^{-1} \sum_{k=1}^N q_k^\varphi = N^{-1} \sum_{k=1}^N q_k^\varphi \sum_{j=0}^N P_j^\varphi = N^{-1} \sum_{j=0}^N \sum_{k=1}^N q_k^\varphi P_j^\varphi = N^{-1} \sum_{j=0}^N j P_j^\varphi$$

(58)

and (b) follows.
(c) Using symmetry of $\Psi_N$ and (59) we find
\[
||q_1^\varphi \Psi_N||^2 = \langle \Psi_N, q_1^\varphi \Psi_N \rangle = \langle \Psi_N, N^{-1} \sum_{j=1}^{N} q_j^\varphi \Psi_N \rangle = \langle \Psi_N, \hat{n}^\varphi \Psi_N \rangle = ||(\hat{n}^\varphi)^{1/2} \Psi_N||^2. \tag{59}
\]

Similarly,
\[
||q_1^\varphi q_2^\varphi \Psi_N||^2 = \langle \Psi_N, q_1^\varphi q_2^\varphi \Psi_N \rangle = \langle \Psi_N, q_1^\varphi (N-1)^{-1} \sum_{j=1}^{N} q_j^\varphi \Psi_N \rangle
= \langle \Psi_N, N^{-1} \sum_{i=1}^{N} q_i^\varphi (N-1)^{-1} \sum_{j=1}^{N} q_j^\varphi \Psi_N \rangle - \langle \Psi_N, (N-1)^{-1} N^{-1} \sum_{i=1}^{N} q_i^\varphi \Psi_N \rangle
= \langle \Psi_N, \sum_{k=1}^{N} \frac{k^2}{N(N-1)} P_k^\varphi \Psi_N \rangle - \langle \Psi_N, \sum_{k=1}^{N} \frac{k}{N(N-1)} P_k^\varphi \Psi_N \rangle
= \langle \Psi_N, \sum_{k=2}^{N} \frac{k(k-1)}{N(N-1)} P_k^\varphi \Psi_N \rangle \leq \langle \Psi_N, \sum_{k=2}^{N} \frac{k^2}{N^2} P_k^\varphi \Psi_N \rangle \leq ||\hat{n}^\varphi \Psi_N||^2. \tag{60}
\]

(d) Using the definitions above we have
\[
Q_k^\varphi f(x_1, x_2) Q_j^\varphi \hat{m} = \sum_{\ell=0}^{N} m(\ell) Q_k^\varphi f(x_1, x_2) Q_j^\varphi P_\ell^\varphi. \tag{61}
\]

The number of projectors $q_j^\varphi$ in $P_\ell^\varphi Q_j^\varphi$ in the coordinates $j = 3, \ldots, N$ is equal to $\ell - j$. The $p_j^\rho$ and $q_j^\varphi$ with $j = 3, \ldots, N$ commute with $Q_k^\varphi f(x_1, x_2) Q_j^\varphi$. Thus $Q_k^\varphi f(x_1, x_2) Q_j^\varphi P_\ell^\varphi = P_{\ell-j+k}^\varphi Q_k^\varphi f(x_1, x_2) Q_j^\varphi$ and
\[
Q_k^\varphi f(x_1, x_2) Q_j^\varphi \hat{m}^\varphi = \sum_{\ell=0}^{N} m(\ell) P_{\ell-j+k}^\varphi Q_k^\varphi f(x_1, x_2) Q_j^\varphi
= \sum_{\ell=0}^{N+j-k} m(\ell) P_{\ell-j+k}^\varphi Q_k^\varphi f(x_1, x_2) Q_j^\varphi = \hat{m}^\varphi_{j-k} Q_k^\varphi f(x_1, x_2) Q_j^\varphi. \tag{62}
\]

3.2 Estimating the Number of Particles Outside the Condensate

As presented in [52] we wish to control the functional $\alpha_N$ given by
\[
\alpha_N(m, \Psi_N, \varphi) := \langle \Psi_N, \hat{m}^\varphi \Psi_N \rangle \tag{63}
\]
for any weight $m : \{0, \ldots, N\} \to [0, 1]$, $\Psi_N \in L^2(\mathbb{R}^3N)$ and $\varphi \in L^2(\mathbb{R}^3)$. We shall need comparatively strong conditions on the “purity” of the initial condensate to derive the Hartree equation for large volume. This is encoded in the weights we shall choose below (see Definition [52]). For these weights convergence of the respective $\alpha$ is stronger than convergence of the reduced density to $|\varphi\rangle\langle \varphi|$ in operator norm (see [52]).
To start with we give some general statements and estimates for solutions of the Schrödinger equation
\[ i\partial_t \Psi_N^t = H_N \Psi_N^t, \quad \text{with } H_N = \sum_{j=1}^{N} h_j^0 + \rho^{-1} \sum_{j<k} v(x_j - x_k) \] (64)
and the respective nonlinear Schrödinger equation
\[ i\partial_t \varphi_t = h^0 \varphi_t + \frac{N-1}{\rho} \left( |\varphi_t|^2 \varphi_t - \mu \varphi_t \right). \] (65)

For proving Lemma 3.4 we will estimate \( \partial_t \alpha_N(m, \Psi_N^t, \varphi_t) \) in terms of \( \alpha_N(m, \Psi_N^t, \varphi_t) \) and a small error, and then use Gronwall’s lemma. To shorten notation we use the following definitions.

Definition 3.3. Let
\[ W_{j,k}^c := \Lambda(N-1) \left( v(x_j - x_k) - (v * |\varphi|^2)(x_j) - (v * |\varphi|^2)(x_k) + 2\mu \varphi \right). \] (66)

We define the functionals \( \gamma^{a,b,c}_N \) as
\[ \gamma_N^a(m, \Psi_N, \varphi) := 2\text{Im}(\Psi_N, (\hat{m}^\varphi - \hat{m}^{\varphi^c}) p_1^e q_2^e W_{1,2}^c p_1^e \Psi_N), \] (67)
\[ \gamma_N^b(m, \Psi_N, \varphi) := \text{Im}(\Psi_N, (\hat{m}^\varphi - \hat{m}^{\varphi^c}) q_1^e q_2^e W_{1,2}^2 p_1^e \Psi_N), \] (68)
\[ \gamma_N^c(m, \Psi_N, \varphi) := 2\text{Im}(\Psi_N, (\hat{m}^\varphi - \hat{m}^{\varphi^c}) q_1^e q_2^e W_{1,2}^2 q_1^e q_2^e \Psi_N). \] (69)

The \( \gamma^{a,b,c}_N \) are defined in such a way that for any solution of the Schrödinger equation \( \Psi_N^t \) and any solution \( \varphi_t \) of the Hartree equation, \( \partial_t \alpha_N(m, \Psi_N^t, \varphi_t) = \gamma_N^a(m, \Psi_N^t, \varphi_t) + \gamma_N^b(m, \Psi_N^t, \varphi_t) + \gamma_N^c(m, \Psi_N^t, \varphi_t) \) which is shown in Lemma 3.4 below. It is left to show that the \( \gamma^{a,b,c}_N(m, \Psi_N^t, \varphi_t) \) can be controlled by \( \alpha_N(m, \Psi_N^t, \varphi_t) \) and small error terms (which is done in Lemmas 3.3 and 3.2 below) to close the Gronwall argument. The following lemma is a standard result, see, e.g., [52] or [44], and we repeat the proof here for the convenience of the reader.

Lemma 3.4. For any solution \( \Psi_N^t \) of the Schrödinger equation \( (64) \), any solution \( \varphi_t \) of the Hartree equation \( (65) \), and any weight \( m : \{0, 1, \ldots, N\} \rightarrow \mathbb{R}_0^+ \) we have
\[ \frac{d}{dt} \alpha_N(m, \Psi_N^t, \varphi_t) = \gamma_N^a(m, \Psi_N^t, \varphi_t) + \gamma_N^b(m, \Psi_N^t, \varphi_t) + \gamma_N^c(m, \Psi_N^t, \varphi_t) \] (70)
with \( \gamma_N^a, \gamma_N^b \) and \( \gamma_N^c \) as in Definition 3.3.

Proof. Recall the definition
\[ H_m^a := \sum_{k=1}^{N} h^a_k \] (71)
for the sum of Hartree Hamiltonians in each particle. It follows that
\[ \frac{d}{dt} \hat{m}^\varphi = -i \left[ H_m^a, \hat{m}^\varphi \right] \] (72)
for any weight \( m : \{0, \ldots, N\} \rightarrow \mathbb{R}_0^+ \). With (72) we get
\[ \frac{d}{dt} \alpha_N(m, \Psi_N^t, \varphi_t) = -i (\Psi_N^t, \hat{m}^\varphi H_N \Psi_N^t) + i (H_N \Psi_N^t, \hat{m}^\varphi \Psi_N^t) - i (\Psi_N^t, [H_m^a, \hat{m}^\varphi] \Psi_N^t) \]
\[ = i (\Psi_N^t, [H_N - H_m^a, \hat{m}^\varphi] \Psi_N^t). \] (73)
Using symmetry of $\Psi_N$ and selfadjointness of $W_{j,k}^{\varphi_t}$ it follows that
\[
\frac{d}{dt} \alpha_N(m, \Psi_N, \varphi_t) = i \langle \Psi_N, \left[ \frac{1}{\rho} \sum_{j<k} v(x_j - x_k) - \frac{N - 1}{\rho} \sum_{j=1}^N (v * |\varphi_t|^2)(x_j), \hat{m}^{\varphi_t} \right] \Psi_N \rangle = \frac{i}{2} \langle \Psi_N, \left[ W_{1,2}^{\varphi_t}, \hat{m}^{\varphi_t} \right] \Psi_N \rangle. \tag{74}
\]

Let us next establish a formula for the commutator. For any function $k \in W_{1,2}^{\varphi_t}$ and any weight $m : \{0, \ldots, N\} \to \mathbb{R}^3$, we have that, using again the notation $Q_k^0 := p_1^t q_2^t$, $Q_1^t := p_1^t q_2^t + q_1^t p_2^t$ and $Q_2^t := q_1^t q_2^t$ (note that $\sum_{k=0}^2 Q_k^0 = 1$) from above, and Lemma 3.2 (d),
\[
[f(x_1, x_2), \hat{m}^{\varphi_t}] = \sum_{k,j=0}^2 \left( Q_k^0 f(x_1, x_2) Q_j^0 \hat{m}^{\varphi_t} - \hat{m}^{\varphi_t} Q_k^0 f(x_1, x_2) Q_j^0 \right)
\]
\[
= \sum_{k>j} (\hat{m}^{\varphi_t} - \hat{m}^{\varphi_t}) Q_k^0 f(x_1, x_2) Q_j^0 + \sum_{k<j} Q_k^0 f(x_1, x_2) Q_j^0 (\hat{m}^{\varphi_t} - \hat{m}^{\varphi_t})
\]
\[
= \sum_{k>j} (\hat{m}^{\varphi_t} - \hat{m}^{\varphi_t}) Q_k^0 f(x_1, x_2) Q_j^0 - \text{h.c.}, \tag{75}
\]
where h.c. stands for the hermitian conjugate of the preceding term. Thus, for $f(x_1, x_2) = W_{1,2}^{\varphi_t}$, we get from (74)
\[
\frac{d}{dt} \alpha_N(m, \Psi_N, \varphi_t) = \sum_{k,j} \Im \langle \Psi_N, (\hat{m}^{\varphi_t} - \hat{m}^{\varphi_t}) Q_k^0 W_{1,2}^{\varphi_t} Q_j^0 \Psi_N \rangle. \tag{76}
\]

Now (76) follows using the symmetry of $W_{1,2}^{\varphi_t}$ and $\Psi_N$, i.e., $Q_1^t = p_1^t q_2^t + q_1^t p_2^t$ can be replaced by $2p_1^t q_2^t$ in the scalar product.

With Lemma 3.4 a good control of $\alpha_N$ follows once we can control the different summands appearing in the $\gamma_N$’s in a suitable way. Parts of the following lemma have been proven in a slightly less general form in different steps of the proof of the main result in [12].

**Lemma 3.5.** Let $m : \{0, \ldots, N\} \to \mathbb{R}^3_+$ be monotone increasing and let $l : \{0, \ldots, N\} \to \mathbb{R}^3_+$ be such that for any $k \in \mathbb{Z}$
\[
m(k+2) - m(k) \leq l(k), \quad m(k) - m(k-2) \leq l(k),
\]
\[
m(k+1) - m(k) \leq l(k), \quad m(k) - m(k-1) \leq l(k). \tag{77}
\]
Then, for any $\varphi \in L^\infty(\mathbb{R}^3)$ and any $\Psi_N \in L^2(\mathbb{R}^{3N})$, we have
\[
\gamma_N^a(m, \Psi_N, \varphi) = 0, \tag{78}
\]
\[
\gamma_N^b(m, \Psi_N, \varphi) \leq 2\Delta N \|\varphi\|_\infty^2 (\|v\|_1 + \|v\|_2) \langle \Psi_N, \vec{\varphi} \hat{n}^\varphi \Psi_N \rangle + \|v\|_2 \lambda \langle \Psi_N, \vec{\varphi} \hat{n}^\varphi \Psi_N \rangle, \tag{79}
\]
\[
\gamma_N^c(m, \Psi_N, \varphi) \leq 6\Delta N \|\varphi\|_\infty \|v\|_2 \left( \langle \Psi_N, \vec{\varphi} (\hat{n}^\varphi)^2 \Psi_N \rangle \langle \Psi_N, \vec{\varphi} \hat{n}^\varphi \Psi_N \rangle \right)^{1/2}. \tag{80}
\]

Before we prove the lemma, let us briefly discuss how to estimate the $\gamma_N^{a,b,c}$. It is $\gamma_N^a$ which is physically the most important. Here the mean field cancels out most of the interaction. The central point in the mean-field argument is to observe that $p_1^t q_2^t W_{1,2}^{\varphi_t} p_1^t p_2^t$ is small or even zero in our case. For $\gamma_N^b$ we use the symmetrization introduced in [52] to bring one of the two operators $q^\varphi$ to the other side of the interaction term, in order to gain the expectation value of $\vec{\varphi} \hat{n}^\varphi$ which for suitable weight functions can be estimated in terms of $\alpha_N$. Note that the symmetrization works due to the symmetry of the wave function and gives a small error in terms of the expectation value of $\vec{\varphi}$. For
\(\gamma_N^b\) the choice of the weight \(m\) plays an important role. Note that we only have one projector \(p_\varphi^c\) here and \(\|q_1^c q_2^c W_{1,2} p_1^c p_2^c\|_{op}\) cannot just be controlled by the \(L^1\) norm of \(v\) times \(\Lambda^{-1}\). On the other hand, we have altogether three projectors \(q^c\) in \(\gamma_N^c\). Assuming that the condensate is very clean (which is encoded in \(\tilde{m}^\varphi\)), these \(q^c\)’s make \(\gamma_N^c\) small.

**Proof of Lemma 3.5.** Recall the definition

\[
W_{1,2}^c := \Lambda(N - 1) \left( v(x_1 - x_2) - (v \ast |\varphi|^2)(x_1) - (v \ast |\varphi|^2)(x_2) + 2\mu^\varphi \right).
\] (81)

**Estimate for \(\gamma_N^c\).** Using the bra-ket notation \(p_1^c \mid \varphi(x_1)\rangle \langle \varphi(x_1)\mid\) we find

\[
p_1^c v(x_1 - x_2) p_1^c = |\varphi(x_1)\rangle \langle \varphi(x_1)| v(x_1 - x_2) |\varphi(x_1)\rangle \langle \varphi(x_1)| = p_1^c (v \ast |\varphi|^2)(x_2),
\] (82)

so from the definition of \(W_{1,2}^c\) and from \(p_2^c q_2^c = 0\) it follows that \(p_1^c q_1^c W_{1,2}^c p_1^c p_2^c = 0\) and thus that \(\gamma_N^c = 0\).

**Estimate for \(\gamma_N^b\).** We use first that \(q_1^c q_2^c f(x_1) p_1^c p_2^c = 0\) for any \(f : \mathbb{R}^3 \to \mathbb{R}^3\), so

\[
\gamma_N^b(m, \Psi_N, \varphi) = \Lambda(N - 1) \text{Im}(\langle \Psi_N, (\tilde{m}^\varphi - \tilde{m}_{-2}^\varphi) q_1^c q_2^c v(x_1 - x_2) p_1^c p_2^c | \Psi_N \rangle).
\] (83)

Let us introduce the short-hand notation

\[
\begin{align*}
\tilde{m}^{(d)}^\varphi & := \sum_{k=d}^{N} (m(k) - m(k - d)) P_k^\varphi, \\
\tilde{m}^{(-d)}^\varphi & := \sum_{k=0}^{N-d} (m(k + d) - m(k)) P_k^\varphi = \tilde{m}^{(d)}_d^\varphi,
\end{align*}
\] (84)

such that \((\tilde{m}^\varphi - \tilde{m}_{-2}^\varphi) q_1^c q_2^c = \tilde{m}^{(2)} q_1^c q_2^c \) (note that without the \(q\) projectors there would be extra \(k = 0\) and \(k = 1\) terms). By monotonicity of \(m\) we find \(\tilde{m}^{(2)} \geq 0\) so with Lemma 3.2(d) we can write

\[
\gamma_N^b(m, \Psi_N, \varphi) = \Lambda(N - 1) \text{Im}(\langle \Psi_N, (\tilde{m}^{(2)}^\varphi)^{1/2} q_1^c q_2^c v(x_1 - x_2) p_1^c p_2^c (\tilde{m}^{(-2)}^\varphi)^{1/2} | \Psi_N \rangle).
\] (85)

Before we estimate this term note that the operator norm of \(q_1^c q_2^c v(x_1 - x_2)\) restricted to the subspace of symmetric functions is much smaller than the operator norm on all of \(L^2(\mathbb{R}^{3N})\). This comes from the fact that \(v(x_1 - x_2)\) is only nonzero in a small domain where \(x_1 \approx x_2\). A non-symmetric wave function may be fully localized in that area, whereas for a symmetric wave function only a small part lies in that area. To get sufficiently good control of \(85\) we “symmetrize” \((N - 1)v(x_1 - x_2)\), replacing it by \(\sum_{j=2}^{N} v(x_1 - x_j)\). This leads to

\[
\begin{align*}
\gamma_N^b(m, \Psi_N, \varphi) & = \Lambda(N - 1) \langle \Psi_N, (\tilde{m}^{(2)}^\varphi)^{1/2} q_1^c q_2^c v(x_1 - x_2) p_1^c p_2^c (\tilde{m}^{(-2)}^\varphi)^{1/2} \Psi_N \rangle \\
& = \Lambda \langle \Psi_N, (\tilde{m}^{(2)}^\varphi)^{1/2} \sum_{j=2}^{N} q_1^c q_2^c v(x_1 - x_j) p_1^c p_2^c (\tilde{m}^{(-2)}^\varphi)^{1/2} \Psi_N \rangle \\
& \leq \Lambda \|q_1^c (\tilde{m}^{(2)}^\varphi)^{1/2} \Psi_N\| \left\| \sum_{j=2}^{N} q_1^c q_2^c v(x_1 - x_j) p_1^c p_2^c (\tilde{m}^{(-2)}^\varphi)^{1/2} \Psi_N \right\|.
\end{align*}
\] (86)

For the first factor we have in view of Lemma 3.2(c) that

\[
\|q_1^c (\tilde{m}^{(2)}^\varphi)^{1/2} \Psi_N\|^2 = \langle \Psi_N (\tilde{m}^{(2)}^\varphi)^{1/2} \tilde{\eta}^\varphi \Psi_N \rangle.
\] (87)
For the second factor of (86) we calculate

\[
\left\| \sum_{j=2}^{N} q_j^\varphi v(x_1 - x_j) p_j^\varphi p_j^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right\|^2
\]

\[
= \sum_{j,k=2}^{N} \left( \left( m_j^\varphi \right)^{1/2} \Psi_N, p_j^\varphi p_k^\varphi v(x_1 - x_j)q_j^\varphi q_k^\varphi v(x_1 - x_k)p_j^\varphi p_k^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right) + \sum_{k=2}^{N} ||q_k^\varphi v(x_1 - x_k)p_k^\varphi p_k^\varphi \left( m_k^\varphi \right)^{1/2} \Psi_N ||^2. \tag{88}
\]

Using symmetry the first summand in (88) is bounded by

\[
N^2 \left| \left( m_j^\varphi \right)^{1/2} \Psi_N, p_j^\varphi p_2^\varphi q_2^\varphi v(x_1 - x_2)v(x_1 - x_3)p_3^\varphi p_2^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right|
\]

\[
\leq N^2 \left| \sqrt{||v(x_1 - x_2)||} \sqrt{||v(x_1 - x_3)||} p_j^\varphi p_2^\varphi p_3^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right|^2
\]

\[
\leq N^2 \left| \sqrt{\Psi_N} \psi_{\infty} ||v||_2^2 ||q_2^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right|^2
\]

\[
\leq N^2 \left| \psi_{\infty} \psi^2 \langle \Psi_N, \left( m_j^\varphi \right)^{1/2} \hat{n}^\varphi \Psi_N \rangle \right. \tag{89}
\]

The second summand in (88) can be controlled by

\[
N \left| \left( m_j^\varphi \right)^{1/2} \Psi_N, p_j^\varphi p_2^\varphi (v(x_1 - x_2))^2 p_2^\varphi p_2^\varphi \left( m_j^\varphi \right)^{1/2} \Psi_N \right|
\]

\[
\leq N \left| p_j^\varphi (v(x_1 - x_2))^2 p_2^\varphi \right|_{\text{op}} \left| \left( m_j^\varphi \right)^{1/2} \Psi_N \right|^2
\]

\[
\leq N \left| ||v||^2_2 ||\varphi||^2_{\infty} \langle \Psi_N, \left( m_j^\varphi \right)^{1/2} \hat{n}^\varphi \Psi_N \rangle \right. \tag{90}
\]

Using $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ it follows that

\[
\sqrt{\text{(88)}} \leq N \left| \psi_{\infty} \psi \psi_1 \langle \Psi_N, \left( m_j^\varphi \right)^{1/2} \hat{n}^\varphi \Psi_N \rangle^{1/2} + \sqrt{N} \left| ||v||_2 \right|_\infty \langle \Psi_N, \left( m_j^\varphi \right)^{1/2} \Psi_N \rangle^{1/2}. \tag{91}
\]

Since $\gamma^b_N(m, \Psi_N, \varphi) \leq \Lambda \sqrt{\text{(87)} \text{(88)}}$ (see (86)) we get that

\[
\gamma^b_N(m, \Psi_N, \varphi) \leq \Lambda \left| \Psi_N, \left( m_j^\varphi \right)^{1/2} \hat{n}^\varphi \Psi_N \right|^{1/2} \left| \left( m_j^\varphi \right)^{1/2} \hat{n}^\varphi \Psi_N \right|^{1/2} \left| ||v||_2 \right|_\infty \langle \Psi_N, \left( m_j^\varphi \right)^{1/2} \Psi_N \rangle^{1/2}. \tag{92}
\]

Using $ab \leq a^2/2 + b^2/2$ and the assumptions on $m$ that $m(k+2) - m(k) \leq \ell(k)$ and $m(k) - m(k-2) \leq \ell(k)$, we get that

\[
\gamma^b_N(m, \Psi_N, \varphi) \leq \Lambda N \left| \psi^2_{\infty} \langle \psi_1 + ||v||_2 \rangle \left( \Psi_N \hat{n}^\varphi \Psi_N \right) + ||v||_2 \Lambda \langle \Psi_N \hat{n}^\varphi \Psi_N \rangle. \tag{93}
\]

**Estimate for $\gamma^\varphi_N$.** Let us introduce

\[
\tilde{W}_{j,k}^\varphi := \Lambda(N-1) \left( v(x_j - x_k) - (v * |\varphi|^2)(x_j) - (v * |\varphi|^2)(x_k) \right), \tag{94}
\]
i.e., $W_{j,k}$ without the $\mu^q$ term. Using Lemma 3.2 (d) and Cauchy-Schwarz we get
\[
\gamma_N^c = 2\text{Im}\langle \Psi_N, \left( m^{(1)} \right)^{1/2} q_1^c q_2^c \tilde{W}_{1,2}^c \tilde{p}_1^c \tilde{p}_2^c \left( m^{(-1)} \right)^{1/2} \Psi_N \rangle 
\leq 2\|q_1^c q_2^c \left( m^{(1)} \right)^{1/2} \Psi_N \| \| \tilde{W}_{1,2}^c \tilde{p}_1^c \tilde{p}_2^c \left( m^{(-1)} \right)^{1/2} \Psi_N \| .
\]  
(95)

For both factors we use Lemma 3.2 (c) to get the bound
\[
\gamma_N^c \leq 2\left\| \left( m^{(1)} \right)^{1/2} \tilde{n}^2 \Psi_N \| \| \tilde{W}_{1,2}^c \tilde{p}_1^c \|_{\text{op}} \| \left( m^{(-1)} \right)^{1/2} \tilde{n}^2 \right\| .
\]  
(96)

Note that by using the triangle inequality,
\[
\| \tilde{W}_{1,2}^c \tilde{p}_1^c \|_{\text{op}} \leq \Lambda N \| v(x_1 - x_2) \|_{\text{op}} + 2\Lambda N \| |\varphi|^2 \|_{\text{op}} \leq 3\Lambda N \| \varphi \|_2 .
\]  
(97)

Thus, using the assumptions on $m$, we have
\[
\gamma_N^c \leq 6\Lambda N \| \varphi \|_2 \left( \langle \Psi_N, \tilde{\nu}^c (\tilde{n}^2) \Psi_N \rangle \right)^{1/2} .
\]  
(98)

\[\blacksquare\]

4 Beyond the Mean-field Description

In order to prove convergence to the Bogoliubov time evolution, it is useful to introduce an auxiliary wave function $\tilde{\Psi}_N^t$. We define it as a solution to the Schrödinger equation
\[
i \partial_t \tilde{\Psi}_N^t = \tilde{H}_N^c \tilde{\Psi}_N^t
\]  
(99)

with the Hamiltonian
\[
\tilde{H}_N^c = H_{\text{mf}}^c + \frac{1}{\rho} \sum_{i < j} \left( p_i^c q_j^c v(x_i - x_j) q_i^c q_j^c + q_i^c q_j^c v(x_i - x_j) p_i^c q_j^c 
+ p_i^c p_j^c v(x_i - x_j) q_i^c q_j^c + q_i^c q_j^c v(x_i - x_j) p_i^c p_j^c \right) .
\]  
(100)

where
\[
H_{\text{mf}}^c := \sum_{k=1}^N h_k^c .
\]  
(101)

Note that for the $\varphi_t$’s which we consider in our main theorems, $\tilde{H}_N^c$ generates a unitary propagator $\tilde{U}(t,s)$. This can be shown, e.g., by using the Lipschitz continuity of the time-dependent part in (100) and applying [25] Theorem 2.5. Assuming that $\tilde{\Psi}_N^t$ has only pair correlations, it follows that $\tilde{\Psi}_N^t$—although its time evolution was subject to some interaction—does not have any correlations higher than two. This is a direct consequence of the definition of the Hamiltonian $\tilde{H}_N^c$. None of the terms in this Hamiltonian can lead to a correlation of three or more pairs. For example the term $q_2^c q_3^c v(x_2 - x_3) p_2^c p_3^c$ acting on a wave function where particle one and two and particle three and four are correlated gives a state where particle two and three are in the state $\varphi_t$ while one and four are correlated. We will later prove Theorem 2.2 in two steps: by first proving convergence of $\Psi_N^t$ to $\tilde{\Psi}_N^t$, and then convergence of $\tilde{\Psi}_N^t$ to the Bogoliubov time evolution.
4.1 Choice of a Suitable Weight Function

In this subsection, we prove the bounds presented in Section 2.1. While the bounds for $\tilde{\Psi}_N^t$ can be established relatively straightforward, the bounds for $\Psi_N^t$ are much harder to prove. These are indeed the main technical novelty of this article. The key to proving bounds on the number of excitations around the mean-field for $\Psi_N^t$ is the choice of the following weight function.

**Definition 4.1.** We define the function $w : \{0, \ldots, N\} \to \mathbb{R}_0^+$ as

$$w(k) := \begin{cases} (k + 1)/\rho, & \text{for } k + 1 \leq \rho, \\ 1, & \text{else.} \end{cases}$$

(102)

We use powers of $\omega$ as a weight function in order to control the $\gamma^c_N$ term from Lemma 3.5. Using $(k + 1)/\rho$ instead of $k/\rho$ makes some of the notation shorter, but we could just as well choose the latter. With this definition we get the following result.

**Lemma 4.2.** Let $\Lambda \geq 1$, $j, \ell \in \mathbb{N}$, and assume that

$$D_i := 3^i \sup_{0 \leq t \leq T} 36(1 + \sqrt{\Lambda} \|\varphi_t\|_{\infty})^2 (\|v\|_1 + \|v\|_2 + \|v\|_{\infty})$$

(103)

is finite. Let $\Psi_0^N$, $\tilde{\Psi}_N^0$ and $\varphi_0$ be normalized, and $\Psi_N^t$, $\tilde{\Psi}_N^t$ and $\varphi_t$ be the solutions to (2), (99) and (4), respectively.

(a) Assume

$$\alpha_N(n^i, \Psi_0^N, \varphi_0) \leq c_i \rho^{-i}$$

(104)

for all $i \leq \max(j, \ell)$, and set $C_i = 1 + \sum_{m=1}^i (2^m c_m + 1)$. Then

$$\alpha_N(w^i, \Psi_N^t, \varphi_t) \leq C_i e^{D_i t} \left( \frac{\Lambda}{\rho} \right)^i,$$

(105)

and

$$\alpha_N(n^\ell, \tilde{\Psi}_N^t, \varphi_t) \leq C_\ell e^{D_\ell t} \rho^{-\ell} + C_j e^{D_j t} \left( \frac{\Lambda}{\rho} \right)^j.$$ 

(106)

(b) Assume

$$\alpha_N(n^i, \tilde{\Psi}_N^0, \varphi_0) \leq \tilde{c}_i \rho^{-i}$$

(107)

for all $i \leq \ell$, and set $\tilde{C}_\ell = 1 + \sum_{m=1}^\ell (2^m \tilde{c}_m + 1)$. Then

$$\alpha_N(n^\ell, \tilde{\Psi}_N^t, \varphi_t) \leq \tilde{C}_\ell e^{D_\ell t} \rho^{-\ell}.$$ 

(108)

**Proof.** (a) Choosing for any $i \geq 1$ the weight $l_i$ given by

$$l_i(k) := \begin{cases} 2^i \omega^{-i-1}(k), & \text{for } k \leq \rho + 1, \\ 0, & \text{else,} \end{cases}$$

(109)

it follows that

$$w^i(k + 2) - w^i(k) \leq l_i(k), \quad w^i(k) - w^i(k - 2) \leq l_i(k),$$

$$w^i(k + 1) - w^i(k) \leq l_i(k), \quad w^i(k) - w^i(k - 1) \leq l_i(k).$$

(110)
Thus, we find
\[
\frac{k}{N}i_i(k) \leq 2\frac{3^i}{N} \omega^i(k), \quad \frac{k^2}{N^2}i_i(k) \leq 4\frac{3^i}{N^2} \omega^i(k).
\] (111)

Note that the extra $\Lambda^{-1}$ in the second estimate is gained by choosing the weight function $\omega(k)$ appropriately. This is the crucial point that allows us to control the $\gamma_N^i$ term. We then get with the estimates from Lemma 3.3 in (70) that
\[
\frac{d}{dt}\alpha_N(w^i, \Psi_N^i, \varphi_\ell) \leq 2\Lambda N\|\varphi_\ell\|_2^2(\|v\|_1 + \|v\|_2)(\Psi_N^i, \tilde{\varphi}_i^n, \tilde{\varphi}_i^n) + \|v\|_2\Lambda(\Psi_N^i, \tilde{\varphi}_i^n, \tilde{\varphi}_i^n)
\]
\[
+ 6\Lambda N\|\varphi_\ell\|_\infty\|v\|_2 \left(\left(\Psi_N^i, \tilde{\varphi}_i^n(\tilde{\varphi}_i^n)^2\Psi_N^i\right) + \|v\|_2(\Psi_N^i, \tilde{\varphi}_i^n, \tilde{\varphi}_i^n)\right)^{1/2}
\]
\[
\leq 4\frac{3^i\Lambda\|\varphi_\ell\|_{\infty}^2}{\rho}\|v\|_1 + \|v\|_2(\Psi_N^i, \tilde{\varphi}_i^n, \tilde{\varphi}_i^n) + 3\|v\|_2(\tilde{\varphi}_i^n, \tilde{\varphi}_i^n)^{t-1}\Psi_N^i + 18\Lambda^2\|\varphi_\ell\|_\infty\|v\|_2(\Psi_N^i, \tilde{\varphi}_i^n, \tilde{\varphi}_i^n)
\]
\[
+ 3\|v\|_2^{\frac{1}{\rho}}(\tilde{\varphi}_i^n, \tilde{\varphi}_i^n)^{t-1}\Psi_N^i.
\] (112)

In terms of the constant (103) we get
\[
\frac{d}{dt} \alpha_N(w^i, \Psi_N^i, \varphi_\ell) \leq \frac{1}{2} D_i \left( \alpha_N(w^i, \Psi_N^i, \varphi_\ell) + \frac{\Lambda}{\rho} \alpha_N(w^{i-1}, \Psi_N^i, \varphi_\ell) \right).
\] (113)

Let us now define
\[
\beta_m(t) := \sum_{i=1}^{m} \left( \frac{\Lambda}{\rho} \right)^{m-i} \alpha_N(w^i, \Psi_N^i, \varphi_\ell).
\] (114)

Then (113) gives
\[
\frac{d}{dt} \beta_m(t) \leq \sum_{i=1}^{m} \frac{1}{2} D_i \left( \frac{\Lambda}{\rho} \right)^{m-i} \alpha_N(w^i, \Psi_N^i, \varphi_\ell) + \sum_{i=0}^{m-1} \frac{1}{2} D_{i+1} \left( \frac{\Lambda}{\rho} \right)^{k-i} \alpha_N(w^i, \Psi_N^i, \varphi_\ell)
\]
\[
\leq D_m \left( \beta_m(t) + \left( \frac{\Lambda}{\rho} \right)^m \right),
\] (115)

and thus with Gronwall’s lemma,
\[
\alpha_N(w^m, \Psi_N^i, \varphi_\ell) \leq \beta_m(t) \leq e^{D_m t} \sum_{i=0}^{m} \left( \frac{\Lambda}{\rho} \right)^{m-i} \alpha_N(w^i, \Psi_N^i, \varphi_\ell).
\] (116)

Finally, note that $\alpha_N(w^i, \Psi_N^0, \varphi_0) \leq 2^i \Lambda^i \alpha_N(w^i, \Psi_N^0, \varphi_0) + \rho^{-i},$ so with our assumption for the initial conditions in (104) (and $\Lambda \geq 1$) we have proven (105). To get (106) note that for $0 \leq k \leq \rho - 1$ and any $\ell \in \mathbb{N},$
\[
\left( \frac{k}{N} \right)^\ell \leq \Lambda^{-\ell} w^i(k),
\] (117)

and for $N \geq k > \rho - 1$ and any $j, \ell \in \mathbb{N},$
\[
\left( \frac{k}{N} \right)^\ell \leq 1 = w^i(k).
\] (118)

Thus, for any $0 \leq k \leq N,$ and any $j, \ell \in \mathbb{N},$
\[
\left( \frac{k}{N} \right)^\ell \leq \Lambda^{-\ell} w^i(k) + w^j(k),
\] (119)
i.e., (105) implies (106).
(b) The estimate for $\tilde{\Psi}_N^i$ goes very similar. It is simpler since $\tilde{\Psi}_N^i$ is constructed in such a way that the $\gamma_N^e$ term in Lemma 3.4 disappears. Therefore, we can choose powers of $(k + 1)/N$ as the weight function $m$. With the weights

$$\tilde{n}(k) := \begin{cases} \frac{k+1}{N}, & \text{for } k \leq N - 1, \\ 1, & \text{for } k = N, \end{cases} \quad \tilde{l}_i(k) := \frac{3^i}{N} \tilde{n}^{-1}(k), \quad (120)$$

it follows that

$$\tilde{n}^i(k + 2) - \tilde{n}^i(k) \leq \tilde{l}_i(k), \quad \tilde{n}^i(k) - \tilde{n}^i(k - 2) \leq \tilde{l}_i(k),$$

$$\tilde{n}^i(k + 1) - \tilde{n}^i(k) \leq \tilde{l}_i(k), \quad \tilde{n}^i(k) - \tilde{n}^i(k - 1) \leq \tilde{l}_i(k), \quad (121)$$

and

$$\frac{k}{N} \tilde{l}_i(k) \leq \frac{3^i}{N} \tilde{n}^i(k). \quad (122)$$

So from (70) with $\gamma_N^e = 0$ and Lemma 3.5 we find that

$$\frac{d}{dt} \alpha_N(\tilde{n}^i, \tilde{\Psi}_N^i, \varphi t) \leq 2\Lambda N \|h\|_\infty^2 (\|v\|_1 + \|v\|_2) (\tilde{\Psi}_N^i, \tilde{l}_i, \tilde{n}^i \tilde{\Psi}_N^i) + \|v\|_2 \Lambda (\tilde{\Psi}_N^i, \tilde{l}_i, \tilde{\Psi}_N^i)$$

$$\leq 4 \frac{3^i}{\Lambda} \|h\|_\infty^2 (\|v\|_1 + \|v\|_2) (\tilde{l}_i^2 \tilde{n}^i \tilde{\Psi}_N^i) + \|v\|_2 \rho^{-1} (\tilde{\Psi}_N^i, (\tilde{n}^i)^{i-1} \tilde{\Psi}_N^i)$$

$$\leq \frac{1}{2} D_i \left( \alpha_N(\tilde{n}^i, \tilde{\Psi}_N^i, \varphi t) + \rho^{-1} \alpha_N(\tilde{n}^{i-1}, \tilde{\Psi}_N^i, \varphi t) \right). \quad (123)$$

We then define

$$\tilde{\beta}_m(t) := \sum_{i=1}^{m} \rho^{-m+i} \alpha_N(\tilde{n}^i, \tilde{\Psi}_N^i, \varphi t), \quad (124)$$

such that similarly to part (a),

$$\frac{d}{dt} \tilde{\beta}_m(t) \leq D_m \left( \tilde{\beta}_m(t) + \rho^{-m} \right). \quad (125)$$

Finally, Gronwall’s lemma and $\alpha_N(\tilde{n}^i, \tilde{\Psi}_N^0, \varphi t) \leq 2^{i} \alpha_N(n^i, \tilde{\Psi}_N^0, \varphi t) + N^{-i}$ with the assumption on the initial conditions 107 (and $\Lambda \geq 1$) yield 108.

\[
\]

4.2 Proof of the Theorems

We first give the proof of Theorem 2.5.

Proof of Theorem 2.5. In [12] it is shown in equations (103)–(109) that

$$\left\| \rho_t^{(\text{micro})} - \rho_t^{(\text{macro})} \right\| \leq \frac{C(t)^2}{A} + \frac{C(t)}{A^{1/2}} + \alpha_N(n, \Psi_N^i, \varphi t) C(t)^2$$

$$+ 2 \sqrt{\Lambda \alpha_N(n, \Psi_N^i, \varphi t) C(t) + \Lambda \alpha_N(n, \Psi_N^i, \varphi t)} \quad (126)$$

for some positive function $C(t)$ under the conditions of Assumption 2.4. Note that the final estimate in the proof of Theorem 1.6 in [12] is written down slightly different. In the inequality above we have just directly used $\|q_1^i \tilde{\Psi}_N^i\|^2 = \alpha_N(n, \Psi_N^i, \varphi t)$ in the estimates (107), (108), and (109) from [12]. Note
that $\{12\}$ does not track explicitly what the time-dependence of the constants in the estimates is, so let us not do that here either. Simplifying $\{12\}$ and using $\{10\}$ from Lemma $4.2$ we directly get

$$
\left\|\rho^{(\text{micro})}_t - \rho^{(\text{macro})}_t\right\| \leq C'(t) \left( \Lambda^{-1} + \Lambda^{-1/2} + \sqrt{\Lambda \alpha N(n, \Psi^t_N, \varphi_t)} + \Lambda \alpha N(n, \Psi^t_N, \varphi_t) \right)
$$

$$
\leq C'(j, t) \left( \Lambda^{-1} + \Lambda^{-1/2} + \sqrt{\frac{\Lambda}{\rho} + \Lambda \left( \frac{\Lambda}{\rho} \right)^j} + \frac{\Lambda}{\rho} + \Lambda \left( \frac{\Lambda}{\rho} \right)^j \right)
$$

(127)

for any $j \in \mathbb{N}$ and some positive functions $C'(t), C'(j, t)$. Assuming $\Lambda \leq C \rho^{1-\varepsilon}$ we get for $j \geq \frac{1}{\varepsilon}$ that

$$
\left\|\rho^{(\text{micro})}_t - \rho^{(\text{macro})}_t\right\| \leq C''(t) \left( \Lambda^{-1} + \Lambda^{-1/2} + \sqrt{\frac{\Lambda}{\rho}} \right)
$$

(128)

for some positive function $C''(t)$.

In order to prove Theorem $2.2$ we first establish convergence of $\Psi^t_N$ to $\tilde{\Psi}^t_N$, similarly as it was done in $\{13\}$. Note that the proof is very similar to other existing derivations of Bogoliubov theory, see, e.g., $\{35\, 46\, 45\}$.

**Lemma 4.3.** Let $\Lambda \geq 1$, $T > 0$, $\nu \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ non-negative, and $1 = \|\Psi^0_N\| = \|\tilde{\Psi}^0_N\| = \|\varphi_0\|$.

Assume

$$
\sum_{k=0}^N \left( \frac{k}{N} \right)^\ell \left\|P_k \Psi^0_N \right\|^2 \leq c \rho^{-\ell}
$$

(129)

for all $1 \leq \ell \leq 4$ and for some $c_\ell \in \mathbb{R}$. Also assume that there is a constant $M \leq \infty$, uniform in $\Lambda$ and $\rho$, such that the solution $\varphi_t$ of the Hartree equation $\{11\}$ satisfies $\sup_{0 \leq t \leq T} \|\varphi_t\| < MA^{-1/2}$. Let $\Psi^t_N$ be the solution to $\{2\}$ and $\tilde{\Psi}^t_N$ to $\{10\}$. Then for all $t \leq T$,

$$
\left\|\Psi^t_N - \tilde{\Psi}^t_N\right\| \leq \left\|\Psi^0_N - \tilde{\Psi}^0_N\right\| + C_4 \left( e^{D_4 t} - 1 \right) \sqrt{\frac{\Lambda^3}{\rho}}
$$

(130)

with $C_4$ and $D_4$ defined as in $\{22\}$.

**Proof of Lemma 4.3.** First, recall from Definition $3.3$ that

$$
W^{\epsilon}_{j,k} := \Lambda(N-1) \left( v(x_j - x_k) - (v * |\varphi|^2)(x_j) - (v * |\varphi|^2)(x_k) + 2 \mu \varphi \right).
$$

(131)

Let us write

$$
H_N = \sum_{j=1}^N h^\varphi_j + \frac{1}{2N(N-1)} \sum_{j \neq k} W^{\varphi}_{j,k}.
$$

(132)

Using $\{12\}$ it follows that $\rho_j^\varphi W^{\varphi}_{j,k} \rho_k^\varphi = 0$ for any $j \neq k$, such that we have

$$
H_N - \tilde{H}^{\varphi_i}_N = \frac{1}{N(N-1)} \sum_{j \neq k} \left( \frac{1}{2} q^\varphi_j q_k W^{\varphi}_{j,k} q^\varphi_j q^\varphi_k + p_j^\varphi q_k W^{\varphi}_{j,k} q^\varphi_j q^\varphi_k + q_j^\varphi q_k W^{\varphi}_{j,k} p_j^\varphi q^\varphi_k \right).
$$

(133)

We now use the Duhamel expansions

$$
\Psi^t_N - \tilde{\Psi}^t_N = -i \int_0^t ds U(t, s) \left( H_N - \tilde{H}^{\varphi_i}_N \right) \tilde{\Psi}^s_N = -i \int_0^t ds \tilde{U}(t, s) \left( H_N - \tilde{H}^{\varphi_i}_N \right) \Psi^s_N,
$$

(134)
where \( U(t, s) \) and \( \widetilde{U}(t, s) \) are the unitary propagators generated by \( H_N \) and \( \widetilde{H}_N^{\phi} \). Then we find

\[
\| \Psi_N^t - \widetilde{\Psi}_N^t \|^2 = \langle \Psi_N^t, \Psi_N^t - \widetilde{\Psi}_N^t \rangle - \langle \widetilde{\Psi}_N^t, \Psi_N^t - \widetilde{\Psi}_N^t \rangle
\]
\[
= -i \int_0^t ds \langle \Psi_N^s, (H_N - H_N^{\phi}) \widetilde{\Psi}_N^s \rangle + i \int_0^t ds \langle \widetilde{\Psi}_N^s, (H_N - H_N^{\phi}) \Psi_N^s \rangle
\]
\[
= 2 \int_0^t ds \text{Im} \langle \Psi_N^s - \widetilde{\Psi}_N^s, (H_N - H_N^{\phi}) \widetilde{\Psi}_N^s \rangle
\]
\[
= \int_0^t ds \text{Im} \langle \Psi_N^s - \widetilde{\Psi}_N^s, (q_1^\phi q_2^\phi W_{1,2}^\phi q_1^\phi q_2^\phi + 2p_1^\phi q_2^\phi \widetilde{W}_{1,2}^\phi q_1^\phi q_2^\phi + 2q_1^\phi q_2^\phi \widetilde{W}_{1,2}^\phi p_1^\phi q_2^\phi) \widetilde{\Psi}_N^s \rangle,
\]

where, as before, we set

\[
\widetilde{W}_{j,k}^{\phi} := \Lambda(N - 1) \left( v(x_j - x_k) - (v * |\varphi|^2)(x_j) - (v * |\varphi|^2)(x_k) \right).
\]

In order to control the terms with one \( p^\phi \) projector, we introduce for \( j > 0 \), (with a slight abuse of notation) \( \tilde{n}^{-1} := \sum_{k=1}^N \left( \Phi \right)^j P_k^\phi \) for any normalized \( \varphi \in L^2(\mathbb{R}^3) \). Here, we omit the superscript \( \phi \) for the \( \tilde{\cdot} \) operators for ease of notation. Then, for any \( \Phi_N, \Psi_N \in L^2(\mathbb{R}^{3N}) \), we find

\[
\langle \Phi_N, q_1^\phi q_2^\phi \widetilde{W}_{1,2}^\phi q_1^\phi q_2^\phi \Psi_N \rangle
\]
\[
= \langle \Phi_N, p_1^\phi q_2^\phi \tilde{n}^{-1/2} \tilde{n}^{-1/2} \tilde{W}_{1,2}^\phi q_1^\phi q_2^\phi \Psi_N \rangle
\]
\[
= \langle \Phi_N, \tilde{n}^{-1/2} p_1^\phi q_2^\phi \tilde{W}_{1,2}^\phi q_1^\phi q_2^\phi \tilde{n}^{-1/2} \Psi_N \rangle
\]
\[
\leq \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\| q_2^\phi \tilde{n}^{-1/2} \Phi_N \right\| \left\| p_1^\phi q_1^\phi \tilde{n}^{-1/2} \tilde{\Psi}_N \right\|
\]
\[
= \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\langle \Phi_N, q_1^\phi q_2^\phi \tilde{n}^{-1} \Phi_N \right\rangle^{1/2} \left\langle \tilde{\Psi}_N, q_1^\phi q_2^\phi \tilde{n}^{-1} \tilde{\Psi}_N \right\rangle^{1/2}
\]
\[
= \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\langle \Phi_N, \sum_{k=1}^N \frac{k}{N} P_k^\phi \Phi_N \right\rangle^{1/2} \left\langle \tilde{\Psi}_N, \sum_{k=1}^N \frac{k(k - 1)}{N(N - 1)} \frac{(k - 1)}{N} P_k^\phi \tilde{\Psi}_N \right\rangle^{1/2}
\]
\[
\leq \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \| \Phi_N \| \left( 2\alpha N(n^3, \tilde{\Psi}_N, \varphi) \right)^{1/2}.
\]

In a similar way, we find

\[
\langle \Phi_N, q_1^\phi q_2^\phi \widetilde{W}_{1,2}^\phi p_1^\phi q_2^\phi \Psi_N \rangle
\]
\[
= \langle \Phi_N, q_1^\phi q_2^\phi \widetilde{W}_{1,2}^\phi p_1^\phi q_2^\phi \tilde{n}^{-1} \tilde{n} \tilde{\Psi}_N \rangle
\]
\[
= \langle \Phi_N, q_1^\phi q_2^\phi \tilde{n}^{-1} \tilde{W}_{1,2}^\phi p_1^\phi q_2^\phi \tilde{n} \tilde{\Psi}_N \rangle
\]
\[
\leq \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\| q_2^\phi \tilde{n}^{-1} \Phi_N \right\| \left\| q_1^\phi \tilde{n} \tilde{\Psi}_N \right\|
\]
\[
= \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\langle \Phi_N, q_1^\phi q_2^\phi \tilde{n}^{-2} \tilde{\Psi}_N \right\rangle^{1/2} \left\langle \tilde{\Psi}_N, q_2^\phi \tilde{n}^{-2} \tilde{\Psi}_N \right\rangle^{1/2}
\]
\[
= \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \left\langle \Phi_N, \sum_{k=1}^N \frac{k}{N} \frac{k^2}{N^2} P_k^\phi \Phi_N \right\rangle^{1/2} \left\langle \tilde{\Psi}_N, \sum_{k=1}^N \frac{k}{N} \frac{k^2}{N^2} P_k^\phi \tilde{\Psi}_N \right\rangle^{1/2}
\]
\[
\leq \left\| \tilde{W}_{1,2}^\phi \right\|_{\text{op}} \| \Phi_N \| \alpha N(n^3, \tilde{\Psi}_N, \varphi)^{1/2}.
\]

For controlling the term with four $q_{\varphi}^s$ projectors in (138) we use

\[
\langle \Phi_N, q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s \tilde{\Psi}_N \rangle = \langle \Phi_N, q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s \tilde{n} = \tilde{n} \tilde{\Psi}_N \rangle
\]

\[
= \langle \Phi_N, \tilde{n}^{-1} q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s \tilde{n} = \tilde{n} \tilde{\Psi}_N \rangle
\]

\[
\leq \|W_{1,2}^s\|_op \|q_{\varphi}^s q_{\varphi}^s \tilde{n}^{-1} \Phi_N\| \|q_{\varphi}^s q_{\varphi}^s \tilde{n} \tilde{\Psi}_N\|
\]

\[
= \|W_{1,2}^s\|_op \left( \langle \Phi_N, q_{\varphi}^s q_{\varphi}^s \tilde{n}^{-2} \Phi_N \rangle \right)^{1/2} \left( \langle \tilde{\Psi}_N, q_{\varphi}^s q_{\varphi}^s \tilde{n}^{-2} \tilde{\Psi}_N \rangle \right)^{1/2}
\]

\[
= \|W_{1,2}^s\|_op \left( \Phi_N, \sum_{k=2}^N \frac{k(k-1)}{N(N-1)} \frac{N^2}{k^2} P_{\varphi}^s \tilde{\Psi}_N \right)^{1/2} \left( \tilde{\Psi}_N, \sum_{k=2}^N \frac{k(k-1)}{N(N-1)} \frac{k^2 P_{\varphi}^s \tilde{\Psi}_N \right)^{1/2}
\]

\[
\leq \|W_{1,2}^s\|_op \sqrt{2} \|\Phi_N\| \|\tilde{\Psi}_N\| \alpha_N(n^4, \tilde{\Psi}_N, \varphi)^{1/2}.
\] (139)

It follows that

\[
\|\Psi_N^t - \tilde{\Psi}_N^t\|^2
\]

\[
\leq \left| \int_0^t ds \langle \Psi_N^s - \tilde{\Psi}_N^s, q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s \tilde{\Psi}_N^s \rangle \right|
\]

\[
+ 2 \left| \int_0^t ds \langle \Psi_N^s - \tilde{\Psi}_N^s, \left( \tilde{\Phi}_N^s q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s + q_{\varphi}^s q_{\varphi}^s W_{1,2}^s q_{\varphi}^s q_{\varphi}^s \right) \tilde{\Psi}_N^s \rangle \right|
\]

\[
\leq 8 \int_0^t ds \left| \Psi_N^s - \tilde{\Psi}_N^s \right| \left( \|W_{1,2}^s\|_op \alpha_N(n^4, \tilde{\Psi}_N, \varphi)^{1/2} + \|W_{1,2}^s P_{\varphi}^s\|_op \alpha_N(n^3, \tilde{\Psi}_N, \varphi)^{1/2} \right) \] (140)

Let us consider $\Psi_N^0 = \tilde{\Psi}_N^0$ first. Then this inequality implies that

\[
\left| \left| \Psi_N^t - \tilde{\Psi}_N^t \right| \right| \leq 4 \int_0^t ds \left( \|W_{1,2}^s\|_op \alpha_N(n^4, \tilde{\Psi}_N, \varphi)^{1/2} + \|W_{1,2}^s P_{\varphi}^s\|_op \alpha_N(n^3, \tilde{\Psi}_N, \varphi)^{1/2} \right) \] (141)

Using (108) from Lemma 4.2 with increasing constants $\tilde{C}_j$ and $D_j$, $\|W_{1,2}^s\|_op \leq 4\Lambda N \|v\|_\infty$ and $\|W_{1,2}^s P_{\varphi}^s\|_op \leq 3\Lambda N \|v\|_2 \|\varphi\|_\infty$ we find,

\[
\left| \left| \Psi_N^t - \tilde{\Psi}_N^t \right| \right| \leq 4 \int_0^t ds \left( 4\Lambda N \|v\|_\infty \left( \tilde{C}_4 e^{D_4 s} \rho^{-4} \right)^{1/2} + 3\Lambda N \|v\|_2 \|\varphi\|_3 \left( \tilde{C}_3 e^{D_3 s} \rho^{-3} \right)^{1/2} \right)
\]

\[
\leq \int_0^t ds \left( 4\Lambda N \|v\|_\infty \left( \tilde{C}_4 e^{D_4 s} \right)^{1/2} \Lambda^{3/2} \rho^{-1/2} \right)
\]

\[
\leq \tilde{C}_4^{1/2} (e^{D_4 t} - 1) \Lambda^{3/2} \rho^{-1/2}.
\] (142)

If $\Psi_N^0 \neq \tilde{\Psi}_N^0$ we use unitarity of the propagator and the triangle inequality, i.e.,

\[
\left| \left| U(t,0) \Psi_N^0 - \tilde{U}(t,0) \tilde{\Psi}_N^0 \right| \right| = \left| \left| U(t,0) \Psi_N^0 - U(t,0) \tilde{\Psi}_N^0 + U(t,0) \tilde{\Psi}_N^0 - \tilde{U}(t,0) \tilde{\Psi}_N^0 \right| \right|
\]

\[
\leq \left| \left| \Psi_N^0 - \tilde{\Psi}_N^0 \right| \right| + \left| \left| U(t,0) \tilde{\Psi}_N^0 - \tilde{U}(t,0) \tilde{\Psi}_N^0 \right| \right|,
\] (143)
shows that the equation the corresponding $\tilde{\chi}^{(k)}$'s satisfy is for all $0 \leq k \leq N$ given by

$$i\partial_t \tilde{\chi}^{(k)}(x_1, \ldots, x_k) = \sum_{i=1}^{k} \left( h_i^{\varepsilon} + \frac{N-k}{N} K^{(1)}_i(x_i) \right) \tilde{\chi}^{(k)} + \frac{1}{2} \sqrt{\frac{(N-k)(N-k-1)}{N}} \int dx dy \sum_{1 \leq i < j \leq k} K^{(2)}_i(x_i, x_j) \tilde{\chi}^{(k-2)}(x_1, \ldots, x_k \setminus x_i \setminus x_j) + \frac{1}{2} \sqrt{\frac{(N-k)(N-k+1)}{N}} \int dx dy \sum_{1 \leq i < j \leq k} K^{(2)}_i(x_i, x_j) \tilde{\chi}^{(k-2)}(x_1, \ldots, x_k, x, y).$$

(144)

In the equation for $k = 0$ the first and second line in (144) are understood to be zero, and so are for $k = 1$ the second line, and for $k = N-1$ and $k = N$ the last line. Note that there are two differences between the equations (144) and the Bogoliubov equations (139). One is the combinatorial factors in front of the $K^{(1)}_i$ and $K^{(2)}_i$ terms. Since the combinatorial factors are approximately given by $1 + \frac{k}{N}$ and we already proved that the expectation value of $\tilde{\chi}$ is small, we can control this error term. The other difference is that the equations for $k \geq N-1$ are different. While $\chi^{(k)}_t = 0$ for all $k > N$, the $\chi^{\text{Bog}, (k)}$ generally do not vanish for $k > N$. However, for $k > N$ the norm of $\chi^{\text{Bog}, (k)}_t$ will be very small, since the norm of $\chi^{\text{Bog}, (k)}_t$ for all $k$ of order $N$ is very small. Thus, the error terms coming from these two sources are small which allows us to prove the following lemma, similarly as it was done in (144). As mentioned above, the proof is very similar to other existing derivations of Bogoliubov theory, see, e.g., [35, 46, 45].

**Lemma 4.4.** Let $\Lambda \geq 1$, $T > 0$, $v \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ non-negative, and $1 = \| \chi^{\text{Bog}}_0 \| = \| \varphi_0 \|$. We set

$$\sum_{k=N+1}^{\infty} \| \chi^{\text{Bog}, (k)}_0 \|^2 := \varepsilon_0,$$

(145)

and $\Psi^0_N = (1 - \varepsilon_0)^{-1/2} \sum_{k=0}^{N} \varphi^{(N-k)}_0 \otimes \chi^{\text{Bog}, (k)}_0$, such that $\|\Psi^0_N\| = 1$. Assume

$$\sum_{k=0}^{N} \left( \frac{k}{N} \right)^{\ell} \| P_k^\varphi \Psi^0_N \|^2 \leq c\rho^{-\ell}$$

(146)

for all $1 \leq \ell \leq 4$ and for some $c_\ell \in \mathbb{R}$. Also assume that there is a constant $M < \infty$, uniform in $\Lambda$ and $\rho$, such that the solution $\varphi_t$ of the Hartree equation (141) satisfies $\sup_{0 \leq t \leq T} \| \varphi_t \| < MA^{-1/2}$. Let $\tilde{\Psi}^t_N$ be the solution to (99) and $\chi^{\text{Bog}, (k)}_t$ to (16). Then for all $t \leq T$,

$$\left\| \tilde{\Psi}^t_N - \sum_{k=0}^{N} \varphi^{(N-k)}_t \otimes \chi^{\text{Bog}, (k)}_t \right\| \leq \sqrt{2\varepsilon_0} + \tilde{C}_4^{1/2} (e^{D_4 t} - 1) \frac{\Lambda}{\rho}$$

(147)

with $C_4$ and $D_4$ defined as in (22).

**Remark 4.5.** Note that the error term for the norm difference of $\tilde{\Psi}^t_N$ and the Bogoliubov state is small if $\Lambda/\rho$ is small, i.e., it is much less restrictive than the main error term of order $(\Lambda^3/\rho)^{1/2}$ for the norm difference between $\Psi^t_N$ and $\tilde{\Psi}^t_N$ in Lemma 4.3.
Proof of Lemma [4.4] Let us first note that
\[ \langle \chi_{t}^{Bog,(k)} - \tilde{\chi}_{t}^{(k)} \rangle. \] (148)

A direct calculation yields
\[
\frac{d}{dt} \sum_{k=0}^{\infty} \| \chi_{t}^{Bog,(k)} - \tilde{\chi}_{t}^{(k)} \|_{L^2(\mathbb{R}^{3k})}^2
\]
\[ = 2 \sum_{k=1}^{N} \text{Im} \langle \chi_{t}^{Bog,(k)} - \tilde{\chi}_{t}^{(k)} , (1 - \frac{N-k}{N}) \int dx K_{t}^{(1)}(x) (a_{x}^{\dagger} a_{x} \tilde{\chi}_{t}) \rangle \] (149a)
\[ + \sum_{k=2}^{N-1} \text{Im} \langle \chi_{t}^{Bog,(k)} - \tilde{\chi}_{t}^{(k)} , \left(1 - \sqrt{\frac{(N-k+2)(N-k+1)}{N}} \right) \int dx \int dy K_{t}^{(2)}(x,y) (a_{x}^{\dagger} a_{y} \tilde{\chi}_{t}) \rangle \] (149b)
\[ + \sum_{k=0}^{N-2} \text{Im} \langle \chi_{t}^{Bog,(k)} - \tilde{\chi}_{t}^{(k)} , \left(1 - \sqrt{\frac{(N-k)(N-k-1)}{N}} \right) \int dx \int dy K_{t}^{(2)}(x,y) (a_{x} a_{y} \tilde{\chi}_{t}) \rangle \] (149c)
\[ + \sum_{k=N-1}^{N} \text{Im} \langle \int dx \int dy K_{t}^{(2)}(x,y) (a_{x} a_{y} \tilde{\chi}_{t}) \rangle. \] (149d)

The first three terms come from the difference in the combinatorial factors in the equations for \( \tilde{\chi}_{t}^{(k)} \) and \( \chi_{t}^{Bog,(k)} \), and the last term comes from the fact that \( \chi_{t}^{Bog,(k)} \) can have non-zero \( k \)-particle sectors for \( k > N \). To estimate the first three terms, note that the combinatorial factors are all bounded by \(\frac{k+1}{N}\), and also \( K_{t}^{(1)} \) and \( K_{t}^{(2)} \) are bounded, more precisely,
\[
\| K_{t}^{(1)} \|_{H} \leq A \| \varphi_{t} \|_{2} \| v \|_{1} \leq M \| v \|_{1}, \]
and
\[
\| K_{t}^{(2)} \|_{H^{2}} \leq A \| \varphi_{t} \|_{2} \| v \|_{2} \leq M \| v \|_{2}. \]

Then we can use that for any \( (\chi^{(k)})_{k} \),
\[
\left\| \int dx K_{t}^{(1)}(x) (a_{x}^{\dagger} a_{x} \chi) \right\| \leq k \| K_{t}^{(1)} \|_{H} \| \chi \| \leq M \| v \|_{1} \| \chi^{(k)} \|, \]
and
\[
\left\| \int dx \int dy K_{t}^{(2)}(x,y) (a_{x}^{\dagger} a_{y}^{\dagger} \chi) \right\| \leq \sqrt{k(k-1)} \| K_{t}^{(2)} \|_{H^{2}} \| \chi^{(k-2)} \| \leq M \| v \|_{2} \sqrt{k(k-1)} \| \chi^{(k-2)} \|, \]
and
\[
\left\| \int dx \int dy K_{t}^{(2)}(x,y) (a_{x} a_{y} \chi) \right\| \leq \sqrt{(k+1)(k+2)} \| K_{t}^{(2)} \|_{H^{2}} \| \chi^{(k+2)} \| \leq M \| v \|_{2} \sqrt{(k+1)(k+2)} \| \chi^{(k+2)} \|. \]
So for the first three terms in the derivative of the norm difference we find the bounds

\[ |149a| \leq 2M \|v\|_1 \sum_{k=0}^{N} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\| \frac{k^2}{N} \| \hat{\chi}_t^{(k)} \| \]

\[ \leq 2M \|v\|_1 \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{N^2 \alpha_N (n^4, \Psi_N, \varphi_t)}, \]

(155)

\[ |149b| \leq M \|v\|_2 \sum_{k=2}^{N} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\| \frac{\sqrt{k(k-1)^3}}{N} \| \hat{\chi}_t^{(k-2)} \|, \]

\[ \leq 4M \|v\|_2 \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{N^2 \alpha_N (n^4, \Psi_N, \varphi_t) + N^{-2}}, \]

(156)

\[ |149c| \leq M \|v\|_2 \sum_{k=0}^{N-2} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\| \frac{\sqrt{(k+1)^3(k+2)}}{N} \| \hat{\chi}_t^{(k+2)} \| \]

\[ \leq M \|v\|_2 \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{N^2 \alpha_N (n^4, \Psi_N, \varphi_t)}. \]

(157)

The term \[ |149d| \] can be estimated by

\[ |149d| \leq \sum_{k=N-1}^{N} M \|v\|_2 (k+2) \left\| \chi_t^{\text{Bog.}(k+2)} \right\| \left\| \hat{\chi}_t^{(k)} \right\| \]

\[ \leq 4M \|v\|_2 (N+2) \sum_{k=N-1}^{N} \left\| \chi_t^{\text{Bog.}(k+2)} \right\| \left\| \hat{\chi}_t^{(k)} \right\| \frac{(k \leq N) k^2}{N^2} \]

\[ \leq 8M \|v\|_2 \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{N^2 \alpha_N (n^4, \Psi_N, \varphi_t)}. \]

(158)

Summarizing our estimates and using \[ \text{(108)} \] from Lemma 4.2 we find

\[ \frac{d}{dt} \sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2_{L^2(\mathbb{R}^{3k})} \]

\[ \leq 13M (\|v\|_1 + \|v\|_2) \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{N^2 \alpha_N (n^4, \Psi_N, \varphi_t) + N^{-2}} \]

\[ \leq 13M (\|v\|_1 + \|v\|_2) \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2} \sqrt{2 \tilde{C}_4 e^{Dt} \frac{\Lambda^2}{\rho^2}}. \]

(159)

Integrating and putting together the constants give

\[ \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2_{L^2(\mathbb{R}^{3k})}} \leq \sqrt{\sum_{k=0}^{\infty} \left\| \chi_t^{\text{Bog.}(k)} - \hat{\chi}_t^{(k)} \right\|^2_{L^2(\mathbb{R}^{3k})}} + \sqrt{\tilde{C}_4 (e^{Dt} - 1) \frac{\Lambda}{\rho}}. \]

(160)
Finally, note that with the notation from (144), we have
\[
\sum_{k=0}^{\infty} \left\| \lambda_0^{Bog,(k)} - \tilde{\chi}_0^{(k)} \right\|_{L^2(\mathbb{R}^{3k})}^2 = \sum_{k=0}^{N} \left\| \lambda_0^{Bog,(k)} - \tilde{\chi}_0^{(k)} \right\|_{L^2(\mathbb{R}^{3k})}^2 + \sum_{k=N+1}^{\infty} \left\| \lambda_0^{Bog,(k)} \right\|_{L^2(\mathbb{R}^{3k})}^2
\]
\[
= \left( (1 - \varepsilon_0)^{-1/2} - 1 \right)^2 (1 - \varepsilon_0) + \varepsilon_0 
\leq 2\varepsilon_0,
\]
which proves (147).

By the triangle inequality, we directly arrive at a bound for the norm difference of \(\Psi_N^t\) and the Bogoliubov state.

**Proof of Theorem 2.2.** As in Lemma 4.4 let us define \(\tilde{\Psi}_N^0 = (1 - \varepsilon_0)^{-1/2} \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \chi_0^{Bog,(k)}\) with \(\varepsilon_0 := \sum_{k=N+1}^{\infty} \left\| \lambda_0^{Bog,(k)} \right\|^2\), such that \(\|\tilde{\Psi}_N^0\| = 1\), and let \(\Psi_N^t\) be the solution to (99) with initial condition \(\Psi_N^0\). In order to express \(\varepsilon_0\) in terms of the initial norm difference, we estimate
\[
\left\| \Psi_N^0 - \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \chi_0^{Bog,(k)} \right\| \geq 2(1 - \sqrt{1 - \varepsilon_0}) - \varepsilon_0 \geq \frac{\varepsilon_0^2}{4}.
\]
Let us assume for the moment that
\[
\left\| \Psi_N^0 - \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \chi_0^{Bog,(k)} \right\| \leq \frac{1}{4},
\]
such that \(\varepsilon_0 \leq \frac{1}{2}\). Then the condition (129) from Lemma 4.3 holds, since
\[
\sum_{k=0}^{N} \left( \frac{k}{N} \right)^\ell \left\| P_k \tilde{\Psi}_N^0 \right\|^2 = \sum_{k=0}^{N} \left( \frac{k}{N} \right)^\ell (1 - \varepsilon_0)^{-1} \left\| \lambda_0^{Bog,(k)} \right\|^2 \leq (1 - \varepsilon_0)^{-1} c_\ell \rho^{-\ell} \leq 2 c_\ell \rho^{-\ell}
\]
due to the assumption (19). Then we get with the triangle inequality, Lemma 4.3 and Lemma 4.4 that
\[
\left\| \Psi_N^t - \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \chi_0^{Bog,(k)} \right\| \leq \left\| \Psi_N^t - \tilde{\Psi}_N^0 \right\| + \left\| \tilde{\Psi}_N^0 - \Psi_N^0 \right\| 
\leq \left\| \Psi_N^t - \tilde{\Psi}_N^0 \right\| + 2 C(t) \left\| A^3 \sqrt{\frac{\Lambda}{\rho}} + \sqrt{2\varepsilon_0} + 2 C(t) \frac{\Lambda}{\rho}. \right\|
\]
Note that due to (158) and (161),
\[
\left\| \Psi_N^t - \tilde{\Psi}_N^0 \right\| \leq \left\| \Psi_N^0 - \sum_{k=0}^{N} \varphi_0^{(N-k)} \otimes_s \chi_0^{Bog,(k)} \right\| + \sqrt{2\varepsilon_0}.
\]
Then (20) follows from using (152) and \(\Lambda \geq 1\). Inequality (20) trivially also holds when the initial norm difference in (163) is bigger than 1/4.
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