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Abstract
Given a Lipschitz map $f$ from a cube into a metric space, we find several equivalent conditions for $f$ to have a Lipschitz factorization through a metric tree. As an application, we prove a recent conjecture of David and Schul. The techniques developed for the proof of the factorization result yield several other new and seemingly unrelated results. We prove that if $f$ is a Lipschitz mapping from an open set in $\mathbb{R}^n$ onto a metric space $X$, then the topological dimension of $X$ equals $n$ if and only if $X$ has positive $n$-dimensional Hausdorff measure. We also prove an area formula for length-preserving maps between metric spaces, which gives, in particular, a new formula for integration on countably rectifiable sets in the Heisenberg group.
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1  |  INTRODUCTION

The purpose of this paper is to discuss factorization of Lipschitz mappings between metric spaces. Given metric spaces $X, Y, Z$, and a Lipschitz map $f : X \to Y$, we say that $f$ factors through $Z$ if there are Lipschitz mappings $\psi : X \to Z$ and $\phi : Z \to Y$ such that $f = \phi \circ \psi$.

Given a Lipschitz map $f : X \to Y$, our aim is to construct a space $Z$ with a simple structure, along with a factorization $f = \phi \circ \psi$. In particular, we are interested in answering the question under what conditions $f$ factors through a metric tree (see Section 2.3 for the definition of a metric tree). This question was partially motivated by the recent works of Wenger and Young [29] and...
David and Schul [5]. The next result, which is one of the main results of the paper, provides several equivalent conditions for a factorization of a Lipschitz map through a metric tree.

Throughout the paper, $n$ and $m$ will stand for nonnegative integers.

**Theorem 1.1.** If $f : Q_o = [0,1]^n \to X$, $n \geq 2$ is a Lipschitz map into a metric space, then the following conditions are equivalent:

(a) $f$ factors through a metric tree.
(b) rank md$(f, x) \leq 1$ almost everywhere.
(c) $\Theta^{n-2}(f, x) = 0$ almost everywhere.
(d) $\Theta^2(f, x) = 0$ almost everywhere.
(e) $H^{2,n-2}_\infty(f, Q_o) = 0$.
(f) $\hat{H}^{2,n-2}_\infty(f, Q_o) = 0$.

Notation used in Theorem 1.1 is briefly introduced after the statement of Theorem 1.3 and carefully explained in the subsequent sections.

**Remark 1.2.** In fact, in (a) we obtain quantitative estimates for the Lipschitz constants. Precisely, if $f$ is $L$-Lipschitz, then we find a metric tree $Z$ and maps $\psi : Q_o \to Z$ and $\phi : Z \to X$ such that $\psi$ is $L$-Lipschitz, $\phi$ is 1-Lipschitz, and $f = \phi \circ \psi$. The bounds follow from Lemma 6.2 and the fact that the cube is 1-quasiconvex.

Equivalence of conditions (a) and (e) proves a recent conjecture of David and Schul [5, Conjecture 1.13]. They conjectured that if $f : Q_o = [0,1]^3 \to X$ satisfies $H^{2,1}_\infty(f, Q_o) = 0$, then $f$ factors through a metric tree.

Recently David and Schul [6] used our result (implication (e) $\Rightarrow$ (a)) to prove a quantitative part of Conjecture 1.13 from [5] which states that if the content $H^{2,1}_\infty(f, Q_o)$ is small, then $f$ is close to a mapping $g$ that factors through a tree.

More precisely, they proved that for every $\varepsilon > 0$, there is $\delta = \delta(\varepsilon, m) > 0$, $m \geq 1$, such that if $f : Q_o = [0,1]^{2+m} \to \varepsilon^\infty$ satisfies $H^{2,m}_\infty(f, Q_o) < \delta$, then $f$ is within distance of $\varepsilon$ to a map $g : Q_o \to \varepsilon^\infty$ that factors through a metric tree. In fact, they proved that $f$ is within distance of $\varepsilon$ to $g$ such that $H^{2,m}_\infty(g, Q_o) = 0$ and they used implication (e) $\Rightarrow$ (a) of Theorem 1.1 to conclude that $g$ factors through a metric tree.

The equivalence of conditions (b)–(f) in Theorem 1.1 is a consequence of a more general result:

**Theorem 1.3.** If $f : [0,1]^{n+m} \to X$, $n \geq 1$, $m \geq 0$ is a Lipschitz map into a metric space, and $E \subset [0,1]^{n+m}$ is a measurable set, then the following conditions are equivalent:

(b') rank md$(f, x) \leq n - 1$ almost everywhere in $E$.
(c') $\Theta^n(f, x) = 0$ almost everywhere in $E$.
(d') $\Theta^{n-1}(f, x) = 0$ almost everywhere in $E$.
(e') $H^{n,m}_\infty(f, E) = 0$.
(f') $\hat{H}^{n,m}_\infty(f, E) = 0$.

Let us now briefly explain the notation used above.

A **metric tree**, also known as an $\mathbb{R}$-tree, is a geodesics space which contains no subsets homeomorphic to $S^1$, so it is a geodesic space without “loops.” Other equivalent definitions are explained in Section 2.3.
Kirchheim [18] proved that every Lipschitz map \( f : \Omega \to X \) from an open set \( \Omega \subset \mathbb{R}^n \) into a metric space is metrically differentiable a.e. With the metric derivative \( \text{md}(f, x) \), we can associate its rank (see Section 3 for details).

Following [15], for a mapping \( f : Q_o = [0, 1]^k \to X \) into a metric space, and \( x \) in the interior of \( Q_o \), we define the upper and the lower \( n \)-densities by

\[
\Theta^*(f, x) = \limsup_{r \to 0} \frac{\mathcal{H}_\infty^n(f(B(x, r)))}{\omega_n r^n}, \quad \Theta^*_n(f, x) = \liminf_{r \to 0} \frac{\mathcal{H}_\infty^n(f(B(x, r)))}{\omega_n r^n},
\]

where \( \mathcal{H}_\infty^n \) is the Hausdorff content (see Section 2.1) and \( \omega_n \) is the volume of the unit ball in \( \mathbb{R}^n \).

For a Lipschitz mapping \( f : Q_o = [0, 1]^{n+m} \to X, \ n \geq 1, \ m \geq 0 \), into a metric space, Azzam and Schul [3] defined the \((n, m)\)-mapping content of a set \( E \subset Q_o \). However, we shall use a slightly different version of this definition that was recently introduced by David and Schul [5]:

\[
\mathcal{H}_{\infty}^{n,m}(f, E) = \inf \sum_i \mathcal{H}_\infty^n(f(Q_i))(\text{diam}(Q_i))^m,
\]

where the infimum is taken over all coverings \( E \subset \bigcup_i Q_i \subset Q_o \) by closed dyadic cubes \( Q_i \). Since any two dyadic cubes either have disjoint interiors or one is a subset of another one, by removing unnecessary cubes, we may assume that all cubes in the covering have pairwise disjoint interiors.

Observe that

\[
\mathcal{H}_{\infty}^{n,m}(f, E) = \mathcal{H}_{\infty}^{n,m}(f, \tilde{E}) \quad \text{if} \ E \subset E \text{ and } \mathcal{H}_{\infty}^{n+m}(E \setminus E) = 0. \quad (1.1)
\]

If the coverings are allowed to be by arbitrary sets, we denote the analogous content by

\[
\hat{\mathcal{H}}_{\infty}^{n,m}(f, E) = \inf \sum_i \mathcal{H}_\infty^n(f(A_i))(\text{diam}(A_i))^m,
\]

where \( E \subset Q_o \) and the infimum is taken over all coverings \( E \subset \bigcup_i A_i \subset Q_o \) by arbitrary sets. Obviously, for any set \( E \),

\[
\hat{\mathcal{H}}_{\infty}^{n,m}(f, E) \leq \mathcal{H}_{\infty}^{n,m}(f, E); \quad (1.2)
\]

however, it is not known if the two quantities are comparable [5, Question 1.15].

The next result provides an equivalent definition for \( \hat{\mathcal{H}}_{\infty}^{n,m}(f, E) \). For a proof, see [9, Lemma 7.3]. We will not use this result in the paper.

**Lemma 1.4.** If \( f : Q_o = [0, 1]^{n+m} \to X \) is Lipschitz and \( E \subset [0, 1]^{n+m} \), then

\[
\hat{\mathcal{H}}_{\infty}^{n,m}(f, E) = \inf \sum_i \frac{\omega_n}{2^n}(\text{diam } f(A_i))^n(\text{diam } A_i)^m,
\]

where the infimum is taken over all coverings \( E \subset \bigcup_i A_i \subset Q_o \).

In the course of the proofs, we obtained other equally important results that are seemingly unrelated to the theorems listed above.
Theorem 1.5. Suppose that \( f : \mathbb{R}^n \supset \Omega \to X \) is a Lipschitz continuous map from an open set onto a metric space \( X \), \( f(\Omega) = X \). Then, \( \dim X = n \) if and only if \( \mathcal{H}^n(X) > 0 \).

Here, \( \dim X \) stands for the topological dimension; see Theorem 5.3.

Theorem 1.6. Let \( \Phi : X \to Y \) be a map between metric spaces that preserves the length of rectifiable curves, that is, \( \ell_Y(\Phi \circ \gamma) = \ell_X(\gamma) \) for all rectifiable curves \( \gamma : [a, b] \to X \). Let \( f : \Omega \to X \) be a locally Lipschitz map defined on an open set \( \Omega \subset \mathbb{R}^n \) for some \( n \), and let \( \tilde{X} = f(\Omega) \). Then for any Borel function \( g : \tilde{X} \to [0, \infty] \), we have

\[
\int_{\tilde{X}} g(x) \, d\mathcal{H}^n(x) = \int_{\Phi(\tilde{X})} \left( \sum_{x \in \Phi^{-1}(y) \cap \tilde{X}} g(x) \right) d\mathcal{H}^n(y).
\]

See Theorems 4.1 and 4.5 for a more general statement. Note that the theorem holds for any \( n \). The result looks like the area formula under the assumption that the derivative of \( \Phi \) is an isometry. The only problem is that under the assumptions of the theorem the derivative of \( \Phi \) is not defined.

The next result (see also Theorem 4.4) is a simple consequence of Theorem 1.6. It proves that the Hausdorff measure on a countably rectifiable subset of the Heisenberg group \( \mathbb{H}^n \) equals the Lebesgue measure of projections onto \( \mathbb{R}^{2n} \), taking into account the multiplicity of the projection. To our surprise, it seems that the result has not been known before.

We say that a subset \( E \subset X \) of a metric space is \( k \)-rectifiable if there is a family of Lipschitz mappings \( f_i : \mathbb{R}^k \supset E_i \to E \) defined on measurable sets \( E_i \subset \mathbb{R}^k \) such that

\[
\mathcal{H}^k \left( E \setminus \bigcup_{i=1}^{\infty} f_i(E_i) \right) = 0.
\]

Let \( \mathbb{H}^n \) be the Heisenberg group (see Section 2.4), \( \pi : \mathbb{H}^n \to \mathbb{R}^{2n} \) be the projection onto the first \( 2n \) coordinates, and let \( \mathcal{H}^k_{cc} \) be the Hausdorff measure on \( \mathbb{H}^n \) with respect to the Carnot–Carathéodory metric.

Theorem 1.7. Assume that a set \( E \subset \mathbb{H}^n \) is countably \( k \)-rectifiable for some \( k \leq n \). Then, for any Borel function \( g : E \to [0, \infty] \), we have

\[
\int_E g(x) \, d\mathcal{H}^k_{cc}(x) = \int_{\pi(E)} \left( \sum_{x \in \pi^{-1}(y) \cap E} g(x) \right) d\mathcal{H}^k(y).
\]

There are other new results included in the paper, and we follow a convention that new results are denoted as a Theorem or a Proposition, while important known results are cited as a Lemma or a Corollary.

The paper is structured as follows: In Section 2, we recall basic known facts about the Hausdorff measure, rectifiable curves, metric trees, and the Heisenberg groups. The Heisenberg groups are only needed to prove Theorem 1.7, and the other parts of the paper do not use Heisenberg groups at all, so the readers who are not interested in the Heisenberg groups may skip Subsection 2.4.

In Section 3, we carefully state the Kirchheim–Rademacher theorem and the Kirchheim area formula. New results in this section are Propositions 3.7 and 3.16.
In Section 4, we discuss mappings between metric spaces that preserve lengths of rectifiable curves and we prove Theorem 1.6 (Theorem 4.1) and Theorem 1.7 (corollary of Theorem 4.4), as well as a more general result, Theorem 4.5.

In Section 5, we discuss applications of metric differentiability of Lipschitz maps to topological dimension of metric spaces and we prove Theorem 1.5 (Theorem 5.3). This result is a consequence of known facts about topological dimension and the following new result (Theorem 5.4):

**Theorem 1.8.** If \( f : \mathbb{R}^n \ni \Omega \to X \) is a Lipschitz map from an open set to a metric space \( X \) of topological dimension \( \dim X = k \), then \( \text{rank md}(f, x) \leq k \) for almost all \( x \in \Omega \).

The material of Sections 3–5 prepares us for the proofs of Theorems 1.1 and 1.3. In fact one of the implications in Theorem 1.1 is already proved in Section 5. Since a metric tree has topological dimension 1, it follows from Theorem 1.8 that a Lipschitz map \( f \) that factors through a metric tree must satisfy \( \text{rank md}(f, x) \leq 1 \) a.e., which is implication (a)\( \Rightarrow \) (b) in Theorem 1.1.

In Section 6, we discuss a well known and general construction of a factorization of a Lipschitz map \( f : X \to Y \) defined on a quasiconvex metric space. The new result is Theorem 6.8. This construction is used in Section 7 to prove implication (b)\( \Rightarrow \) (a) in Theorem 1.1.

Thus, in Section 7, we use results from all previous sections and prove the following result which is the equivalence of (a) and (b) in Theorem 1.1.

**Theorem 1.9.** If \( f : [0,1]^n \to X, \ n \geq 1 \) is a Lipschitz map into a metric space, then \( f \) factors through a metric tree if and only if \( \text{rank md}(f, x) \leq 1 \) almost everywhere.

Finally in Section 8, we prove Theorem 1.3, which along with Theorem 1.9 completes the proof of Theorem 1.1.

**Notation**

Notation is quite standard. We denote by \( H^s \) and \( H^s_\infty \) the Hausdorff measure and the Hausdorff content, respectively. We normalize \( H^s \) so that for \( s = n \) it coincides with the Lebesgue measure on \( \mathbb{R}^n \), and we use \( H^n \) to denote the Lebesgue measure in \( \mathbb{R}^n \). The volume of the unit ball in \( \mathbb{R}^n \) is denoted by \( \omega_n \). By a null set, we mean a set of measure zero. The integral average of \( f \) is denoted by the barred integral \( \overline{\int}_A f \, d\mu := \mu^{-1}(A) \int_A f \, d\mu \). Open and closed balls are denoted by \( B(x, r) \) and \( \overline{B}(x, r) \). The unit ball and the unit sphere (centered at 0) in \( \mathbb{R}^n \) will be denoted by \( \mathbb{B}^n \) and \( S^{n-1} \). The characteristic function of a set \( A \) is denoted by \( \chi_A \). The (small inductive) topological dimension of \( X \) is denoted by \( \dim X \). We write \( A \preceq_{n,m} B \) if there is a constant \( C > 0 \) that depends on \( n \) and \( m \) only, such that \( A \leq C B \).

2 | PRELIMINARIES

2.1 | Hausdorff measure, Hausdorff content, coarea formula

In this section, we briefly recall basic definitions and facts regarding the Hausdorff measure. For more details and proofs, see, for example, [10, 11, 22, 25].
Let \( \omega_s = \pi^{s/2} / \Gamma \left( \frac{s}{2} + 1 \right) \), so \( \omega_n \) is the volume of the unit ball in \( \mathbb{R}^n \) when \( n \) is a positive integer. The Hausdorff measure \( \mathcal{H}^s(E) \), \( 0 \leq s < \infty \), of a set \( E \) in a metric space is defined as 
\[
\mathcal{H}^s(E) = \lim_{\delta \to 0^+} \mathcal{H}^s_\delta(E),
\]
and the infimum is taken over all coverings \( E \subset \bigcup_i A_i \) by sets with finite diameter bounded by \( \delta \), \( \text{diam} A_i \leq \delta \). Note that \( \mathcal{H}^s_\infty \), called the Hausdorff content, is defined as infimum of the sums \( (2.1) \), where we place no restriction on the finite diameters of the sets \( A_i \) covering the set \( E \). The Hausdorff content is convenient when proving that a set has Hausdorff measure zero, since \( \mathcal{H}^s(E) = 0 \) if and only if \( \mathcal{H}^s_\infty(E) = 0 \). Also, observe that \( \mathcal{H}^0(E) \) equals the cardinality of the set \( E \).

The Hausdorff measure is an outer measure defined on all subsets of \( X \) and all Borel sets are \( \mathcal{H}^s \)-measurable. \( \mathcal{H}^s \) is Borel-regular in the following sense (see for example [9, Lemma 2.10]).

**Lemma 2.1.** For \( s \in [0, \infty) \) and every set \( E \subset X \), there is a Borel set \( \tilde{E} \) such that \( E \subset \tilde{E} \) and \( \mathcal{H}^s(E) = \mathcal{H}^s(\tilde{E}) \).

We will also need [25, Theorem 2.6].

**Lemma 2.2.** \( \mathcal{H}^n = \mathcal{H}^n_\infty \) on all subsets of \( \mathbb{R}^n \), and \( \mathcal{H}^n = \mathcal{H}^n_\infty = \mathcal{L}^n \) on all Lebesgue measurable sets in \( \mathbb{R}^n \).

If \( (X, \mu) \) is a measure space, and \( f : X \to [0, \infty] \) is defined \( \mu \)-a.e., but is not necessarily measurable, then its upper integral is defined as
\[
\int_X f \, d\mu = \inf \int_X \phi \, d\mu,
\]
where the infimum is taken over all \( \mu \)-measurable functions \( \phi \) satisfying \( 0 \leq f(x) \leq \phi(x) \) for \( \mu \)-a.e. \( x \in X \). It is important to note that if \( \int_X f \, d\mu = 0 \), then \( f = 0 \) \( \mu \)-a.e. (and hence \( f \) is measurable).

The next result is the classical coarea formula due to Federer (see [10, 11]).

**Lemma 2.3.** If \( f : \mathbb{R}^{n+m} \to \mathbb{R}^n \), \( m \geq 0 \), is Lipschitz and \( E \subset \mathbb{R}^{n+m} \) is measurable, then
\[
\int_E |J_f(x)| \, d\mathcal{H}^{n+m}(x) = \int_{\mathbb{R}^n} \mathcal{H}^m(f^{-1}(y) \cap E) \, d\mathcal{H}^n(y), \text{ where } |J_f(x)| = \sqrt{\text{det}(Df)(Df)^T}.
\]

### 2.2 Rectifiable curves

A curve in a metric space \( (X, d) \) is a continuous map \( \gamma : [a, b] \to X \). The length of \( \gamma \) is defined as
\[
\ell(\gamma) = \sup \left\{ \sum_{i=0}^{n-1} d(\gamma(t_i), \gamma(t_{i+1})) \right\},
\]
where the supremum is over all \( n \in \mathbb{N} \) and all partitions \( a = t_0 < t_1 < \ldots < t_n = b \). A curve is rectifiable if \( \ell(\gamma) < \infty \). We will also use notation \( \ell_X(\gamma) \). For more information about rectifiable curves in metric spaces (see, e.g., [12]).

Every rectifiable curve can be reparametrized as a Lipschitz curve [12, Theorem 3.2], so without loss of generality, we may assume that rectifiable curves are Lipschitz continuous.

A length space is a metric space such that the distance between any two points equals the infimum of lengths of curves connecting these two points, and the space is a geodesic space if for any two points there is a curve that connects these points and whose length equals the distance between the two points. Clearly, any geodesic space is a length space. A shortest curve connecting given two points (if it exists) is called a geodesic.

A metric space is proper if bounded and closed sets are compact. Proper spaces are also known as boundedly compact spaces. The following fact is well known [12, Theorem 3.9].

**Lemma 2.4.** If a metric space \( X \) is proper, and \( x, y \in X \) are two points which can be connected by a rectifiable curve, then there is a shortest curve connecting \( x \) to \( y \).

**Corollary 2.5.** Any proper length space is geodesic. In particular, compact length spaces are geodesic.

The speed of a Lipschitz curve \( \gamma : [a, b] \to X \) is defined as

\[ |\dot{\gamma}|(t) = \lim_{h \to 0} \frac{d(\gamma(t + h), \gamma(t))}{|h|}. \]

The next result is well known, see, for example, [12, Theorem 3.6].

**Lemma 2.6.** If \( \gamma : [a, b] \to X \) is Lipschitz, then the speed \( |\dot{\gamma}|(t) \) exists for almost all \( t \in [a, b] \) and

\[ \ell(\gamma) = \int_a^b |\dot{\gamma}|(t) \, dt. \]

### 2.3 \( \mathbb{R} \)-trees

The next result provides several equivalent conditions. A metric space that satisfies any of these conditions is called a metric tree or an \( \mathbb{R} \)-tree.

**Lemma 2.7.** Let \( X \) be a geodesic space. Then, the following conditions are equivalent.

(a) For any \( x, y \in X, x \neq y \), there is a unique arc with endpoints \( x \) and \( y \).
(b) No subset of \( X \) is homeomorphic to \( S^1 \).
(c) \( X \) is simply connected and \( \dim X = 1 \) (see Section 5).
(d) Every geodesic triangle is isometric to a tripod.
(e) \( X \) is 0-hyperbolic in the sense of Gromov.
(f) Intersection of any two closed balls is a closed ball or an empty set.
(g) For all Lipschitz maps \( \gamma : S^1 \to X \) and \( \pi : X \to \mathbb{R}^2 \), we have

\[ \int_{S^1} (\pi \circ \gamma)^*(x \, dy) = 0. \]
A subset of a metric space is called an arc if it is homeomorphic to the interval [0,1]. The endpoints of an arc are the images of 0 and 1. A tripod is a geodesic space consisting of three segments that meet at a common endpoint. We will not recall the definition of the Gromov hyperbolic space since we will not use it in the paper. We collected the equivalent conditions for reader’s convenience, and in fact, we will mainly need condition (g).

For equivalence between (d), (e), and (f) and (g), see [27]. For equivalence of (a) and (b), see [4, Proposition 2.3]. Finally, the equivalence between (a) and (c) and (e) can be found in [2].

2.4 The Heisenberg groups

Material of this section will be only used in the proof of Theorem 1.7 (Theorem 4.4), which is an application of Theorem 1.6, and will not play any role in the other parts of the paper, so the reader may skip this section.

For any positive integer \( n \), we define the Heisenberg group as \( \mathbb{H}^n = \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} = \mathbb{R}^{2n+1} \), with the group law defined by

\[
(x, y, t) \ast (x', y', t') = \left( x + x', t + y', t + t' + 2 \sum_{j=1}^{n} (y_j x'_j - x_j y'_j) \right).
\]

This is a Lie group with a basis of left invariant vector fields given at any point \((x_1, y_1, \ldots, x_n, y_n, t) \in \mathbb{H}^n\) by

\[
X_j = \frac{\partial}{\partial x_j} + 2y_j \frac{\partial}{\partial t}, \quad Y_j = \frac{\partial}{\partial y_j} - 2x_j \frac{\partial}{\partial t}, \quad T = \frac{\partial}{\partial t} \quad j = 1, 2, \ldots, n.
\]

The Heisenberg group is equipped with the left invariant Riemannian metric \( g \) such that the vector fields \( X_j, Y_j, T \) are orthonormal. The Heisenberg group is equipped with the so called horizontal distribution

\[
H_p \mathbb{H}^n = \text{span}\{X_1(p), Y_1(p), \ldots, X_n(p), Y_n(p)\} \quad \text{for all } p \in \mathbb{H}^n.
\]

This is a smooth distribution of \( 2n \)-dimensional subspaces in the \((2n + 1)\)-dimensional tangent space \( T_p \mathbb{H}^n = T_p \mathbb{R}^{2n+1} \). A vector \( v \in T_p \mathbb{R}^{2n+1} \) is horizontal if \( v \in H_p \mathbb{H}^n \).

A Lipschitz curve \( \gamma : [a, b] \to \mathbb{R}^{2n+1} \) is a horizontal curve if it is almost everywhere tangent to the horizontal distribution, that is, \( \gamma'(t) \in H_{\gamma(t)} \mathbb{H}^n \) for almost every \( t \in [a, b] \). It is well known that any two points in \( \mathbb{H}^n \) can be connected by a horizontal curve. The Carnot–Carathéodory metric \( d_{cc} \) in \( \mathbb{H}^n \) is defined as the infimum of lengths (computed with respect to the metric \( g \)) of horizontal curves connecting given two points. When we talk about the Heisenberg group, we always regard it as a metric space with the Carnot–Carathéodory metric \( d_{cc} \). The length of a rectifiable curve \( \gamma \) in \((\mathbb{H}^n, d_{cc})\) will be denoted by \( \ell_{cc}(\gamma) \).

Let \( \pi : \mathbb{R}^{2n+1} \to \mathbb{R}^{2n}, \pi(x, y, t) = (x, y) \) be the projection onto the first \( 2n \)-coordinates. The next result is well known.

**Lemma 2.8.** If \( \gamma : [a, b] \to \mathbb{H}^n \) is Lipschitz continuous, then \( \pi \circ \gamma : [a, b] \to \mathbb{R}^{2n} \) is Lipschitz continuous and \( \ell_{\alpha}(\gamma) = \ell(\pi \circ \gamma) \).
In other words, the projection $\pi : \mathbb{H}^n \to \mathbb{R}^{2n}$ preserves lengths of Lipschitz curves.

We will need the following nontrivial Lipschitz extension result in the proof of Theorem 4.4. It is a corollary to [28, Theorem 1.2].

**Lemma 2.9** (Wenger–Young). If $k \leq n$, then the the pair $(\mathbb{R}^k, \mathbb{H}^n)$ has the Lipschitz extension property, that is, there is a constant $C > 0$ such that for any $A \subset \mathbb{R}^k$ and any $L$-Lipschitz map $f : A \to \mathbb{H}^n$, there is a $CL$-Lipschitz map $F : \mathbb{R}^k \to \mathbb{H}^n$ satisfying $F(x) = f(x)$ for all $x \in A$.

3 | KIRCHHEIM–RADEMACHER THEOREM AND THE AREA FORMULA

The new results in this section are Propositions 3.7 and 3.16. Another novelty is the emphasis on the componentwise derivative which makes geometric applications easy. The componentwise derivative has been previously investigated in [13–15], but without connection to the metric derivative.

If $f : \mathbb{R}^n \to \mathbb{R}^m$ is differentiable at $x \in \mathbb{R}^n$, then it follows from the triangle inequality that

$$\lim_{y \to x} \frac{|f(y) - f(x)| - \text{md}(f, x)(y - x)}{|y - x|} = 0,$$

where $\text{md}(f, x)(v) = |Df(x)v|$. Note that $\text{md}(f, x)(\cdot)$ is a seminorm. Recall that $\sigma : \mathbb{R}^n \to [0, \infty)$ is a seminorm if $\sigma(\lambda v) = |\lambda|\sigma(v)$ and $\sigma(v + w) \leq \sigma(v) + \sigma(w)$ for all $\lambda \in \mathbb{R}$ and $v, w \in \mathbb{R}^n$. Unlike a norm, a seminorm may vanish on a non-trivial linear subspace of $\mathbb{R}^n$, $N_\sigma := \{v \in \mathbb{R}^n : \sigma(v) = 0\}$, and we define the rank of a seminorm $\sigma$ on $\mathbb{R}^n$ as $\text{rank } \sigma = n - \dim N_\sigma = \dim N^\perp_\sigma$. That is, it is the maximal dimension of a linear subspace on which $\sigma$ is a norm.

Let $f : \Omega \to X$ be a map from an open set $\Omega \subset \mathbb{R}^n$ to a metric space $(X, d)$. We say that $f$ is **metrically differentiable** at $x \in \Omega$, if there is a seminorm $\text{md}(f, x)(\cdot)$ on $\mathbb{R}^n$ such that

$$\lim_{y \to x} \frac{d(f(y), f(x)) - \text{md}(f, x)(y - x)}{|y - x|} = 0.$$

If we substitute $y$ with $y = x + tv, v \in \mathbb{R}^n$ and $f$ is metrically differentiable at $x$, then

$$\text{md}(f, x)(v) = \lim_{t \to 0} \frac{d(f(x + tv), f(x))}{|t|} \quad \text{for all } v \in \mathbb{R}^n.$$  \hspace{1cm} (3.1)

Hence, for every $v \in \mathbb{R}^n$, the speed of the curve $t \mapsto f(x + tv)$ exists at $t = 0$ and as a function of $v$ it defines a seminorm on $\mathbb{R}^n$.

The above definition is due to Kirchheim [18], who proved the following important generalization of the Rademacher theorem known as the Kirchheim–Rademacher theorem.

**Lemma 3.1** (Kirchheim). If $f : \Omega \to X$ is a Lipschitz continuous map from an open set $\Omega \subset \mathbb{R}^n$, to a metric space $X$, then $f$ is metrically differentiable a.e.

Recall that $\ell^\infty$ is the Banach space of all bounded real sequences $x = (x_i)_{i=1}^\infty$, with the norm $\|x\|_\infty = \sup_i |x_i|$.
**Lemma 3.2** (Kuratowski–Fréchet). *Every separable metric space admits an isometric embedding into $\ell^\infty$.*

Although, it is not assumed that the space $X$ in Lemma 3.1 is separable, the subset $f(\Omega) \subset X$ is separable, and hence, we can assume without loss of generality that $X = \ell^\infty$. Then, Lemma 3.1 is a consequence of the following more detailed result [1, 18].

**Lemma 3.3.** Let $f : \mathbb{R}^n \supseteq \Omega \to \ell^\infty, f = (f_1, f_2, \ldots)$ be a Lipschitz mapping. Then $f$ is metrically differentiable a.e., and

$$md(f, x)(v) = \sup_{i \in \mathbb{N}} |\nabla f_i(x) \cdot v| \text{ for almost all } x \in \Omega \text{ and all } v \in \mathbb{R}^n.$$  \hspace{1cm} (3.2)

Note that by Rademacher’s theorem and the fact that countable union of null sets is a null set, at a.e. $x$ all $\nabla f_i(x)$ exist. If $f$ is as in Lemma 3.3, then we define the *componentwise derivative of $f$* to be the $\infty \times n$ matrix

$$Df(x) := \begin{bmatrix} \nabla f_1(x) \\ \nabla f_2(x) \\ \vdots \end{bmatrix}.$$  

The next result is an easy exercise in linear algebra.

**Lemma 3.4.** If $f = (f_1, f_2, \ldots) : \mathbb{R}^n \supseteq \Omega \to \ell^\infty$ is Lipschitz continuous, then for almost all $x \in \Omega$, the row rank of $Df(x)$ equals the column rank of $Df(x)$ and they equal the rank $md(f, x)$.

In fact a stronger version of Lemma 3.1 is proved in Kirchheim [18]:

**Lemma 3.5.** If $f : \mathbb{R}^n \supseteq \Omega \to X$ is Lipschitz, then for almost all $x \in \Omega$, we have

$$\lim_{\mathbb{R}^n \times \mathbb{R}^n, y \neq x} \frac{d(f(y), f(z)) - md(f, x)(y - z)}{|x - y| + |x - z|} = 0.$$  \hspace{1cm} (3.3)

**Remark 3.6.** Taking $y = x + t v, z = x + t w$, (3.3) yields that for any $v, w \in \mathbb{R}^n$

$$\lim_{t \to 0} \frac{d(f(x + t v), f(x + t w))}{|t|} = md(f, x)(v - w)$$

which is a much stronger claim than the existence of the “directional speed” (3.1).

Now, we use Lemma 3.5 to prove a result about covering of the image of a ball.

**Proposition 3.7.** Let $f : \mathbb{R}^n \supseteq \Omega \to X$ be $L$-Lipschitz. Let

$$E_k = \{ x \in \Omega : \text{rank} \; md(f, x) = k \}, \quad 0 \leq k \leq n.$$  

Then, almost all points $x \in E_k$ have the following property: For every integer $m \geq 1$, there exists an $r_{x,m} > 0$ such that for all $0 < r < r_{x,m}$, $f(B(x, r))$ can be covered by $m^k$ balls, each of radius $3 \sqrt{kLr}/m$, in the case of $k > 0$, and by one ball of radius $r/m$ in the case $k = 0$. 
Remark 3.8. This result is similar to [13, Lemma 2.7]. The approach in [13] uses componentwise differentiability instead of metric differentiability, and as a result, the proofs are different and more difficult.

Proof. Assume first that $k > 0$. Let $\tilde{E}_k$ be the set of all points $x \in E_k$ such that (3.3) holds. Clearly, $|E_k \setminus \tilde{E}_k| = 0$, and we will show that the property in the statement of the proposition is true for all $x \in \tilde{E}_k$. Fix $x \in \tilde{E}_k$, and let

$$N = \{v \in \mathbb{R}^n : \operatorname{md}(f, x)(v) = 0\} \quad \text{so} \quad \dim N = n - k. \quad (3.4)$$

By translating and rotating the coordinate system, we may assume that $x = 0$ and that

$$N^\perp = \text{span}\{e_1, \ldots, e_k\} \quad \text{and} \quad N = \text{span}\{e_{k+1}, \ldots, e_n\}.$$  

Fix any $r > 0$. Note that $B(x, r) = B(0, r) \subset [-r, r]^n = [-r, r]^k \times [-r, r]^{n-k}$. Given an integer $m \geq 1$, divide the cube $[-r, r]^k$ into a grid of $m^k$ congruent cubes of edge length $2r/m$. Denote them by $\{Q_y\}^m_{y=1}$. Then

$$B(0, r) \subset \bigcup_{y=1}^{m^k} (Q_y \times [-r, r]^{n-k}), \quad f(B(0, r)) \subset \bigcup_{y=1}^{m^k} f(Q_y \times [-r, r]^{n-k}).$$

Now it suffices to show that there is $r_{x,m} > 0$ such that for all $r \in (0, r_{x,m})$, we have

$$\text{diam}(f(Q_y \times [-r, r]^{n-k})) \leq 3 \sqrt{kLr/m}. \quad (3.5)$$

In the case of $k = n$, this follows from $\text{diam}(f(Q_y)) \leq L\text{diam}(Q_y) = 2\sqrt{nLr/m}$. In the cases $0 < k < n$, (3.5) follows from (3.3). Since $x = 0$, (3.3) implies that there is $r_{x,m} > 0$ such that

$$|d(f(y), f(z)) - \operatorname{md}(f, 0)(y - z)| < \frac{\sqrt{kLr}}{m} \quad \text{for all } y, z \in [-r, r]^n, 0 < r < r_{x,m}. \quad (3.6)$$

In particular, it is true for $y, z \in Q_y \times [-r, r]^{n-k}$.

If $\pi : \mathbb{R}^n \to N^\perp = \mathbb{R}^k$ is the orthogonal projection onto the orthogonal complement of (3.4), then by triangle inequality and the fact that the Lipschitz constant $L$ bounds $\operatorname{md}(f, \cdot)$, we have

$$\operatorname{md}(f, 0)(v) \leq \operatorname{md}(f, 0)(\pi(v)) + \operatorname{md}(f, 0)(v - \pi(v)) \leq L|\pi(v)|.$$ 

If $y, z \in Q_y \times [-r, r]^{n-k}$, then $\pi(y), \pi(z) \in Q_y$ so $|\pi(y - z)| \leq 2\sqrt{kr/m}$, and hence

$$\operatorname{md}(f, 0)(y - z) \leq 2\sqrt{kLr/m}$$

which together with (3.6) gives $d(f(y), f(z)) < 3 \sqrt{kLr/m}$, and (3.5) follows.
Finally, if $k = 0$, then $md(f, x) = 0$ and by definition of metric derivative there is $r_{x,m} > 0$ such that
\[ d(f(y), f(x)) < \frac{|y - x|}{m} \quad \text{for all } y \in B(x, r), 0 < r < r_{x,m}. \]

This shows that $f(B(x, r)) \subset B(f(x), r/m)$. \hfill \Box

We define the Jacobian of a seminorm $\sigma : \mathbb{R}^n \to [0, \infty)$ by
\[ J_n(\sigma) = \omega_n \frac{\mathcal{H}^n(\{x : \sigma(x) \leq 1\})}{\mathcal{H}^n(\{x : \sigma(x) \leq 1\})}. \]

Note that if $\sigma$ is not a norm (if $\sigma$ vanishes on a non-trivial linear subspace), then the set in the denominator is unbounded and it has infinite measure, so $J_n(\sigma) = 0$ in that case.

Kirchheim [18] proved the following important generalization of the classical area formula.

**Lemma 3.9** (Kirchheim). Let $f : \Omega \to X$ be a Lipschitz mapping from an open set $\Omega \subset \mathbb{R}^n$ to a metric space $X$. Then
\[
\int_{\Omega} g(x) J_n(\text{md}(f, x)) \, d\mathcal{H}^n(x) = \int_{f(\Omega)} \left( \sum_{x \in f^{-1}(y)} g(x) \right) \, d\mathcal{H}^n(y) \tag{3.7}
\]

for any Borel function $g : \Omega \to [0, \infty]$. In particular
\[
\int_E g(f(x)) J_n(\text{md}(f, x)) \, d\mathcal{H}^n(x) = \int_E g(y) \mathcal{H}^0(E \cap f^{-1}(y)) \, d\mathcal{H}^n(y) \tag{3.8}
\]

for any Borel set $E \subset \Omega$ and any Borel function $g : X \to [0, \infty]$.

**Corollary 3.10.** Let $f : \Omega \to X$ be a Lipschitz mapping from an open set $\Omega \subset \mathbb{R}^n$ to a metric space $X$. Then, $\mathcal{H}^n(f(\Omega)) > 0$ if and only if $\text{rank} \, \text{md}(f, x) = n$ (i.e., $\sigma$ is a norm) on a set of positive measure.

**Corollary 3.11.** If $f = (f_1, f_2, \ldots) : \mathbb{R}^n \supset \Omega \to \ell^\infty$ is Lipschitz continuous, then $\mathcal{H}^n(f(\Omega)) > 0$ if and only if there is a set $E \subset \Omega$ of positive measure and indices $i_1 < i_2 < \ldots < i_n$ such that
\[
\det \left[ \frac{\partial f_{i_k}(x)}{\partial x_{\ell}} \right]_{1 \leq k, \ell \leq n} \neq 0 \quad \text{for all } x \in E.
\]

Corollary 3.11 follows from Corollary 3.10 and Lemma 3.4. For a direct proof of Corollary 3.11 that does not use Kirchheim’s theorems, see [13, Theorem 2.2].

The next three lemmata will be used in the proofs of Proposition 3.16, Theorem 5.4, and Theorem 1.9.

**Lemma 3.12.** Suppose that $g : \mathbb{R}^m \to \mathbb{R}^n$ is any mapping and that $f : \mathbb{R}^n \to \mathbb{R}^N$ is Lipschitz continuous. If $g$ and $f \circ g$ are differentiable at $x \in \mathbb{R}^m$, then $\text{rank} \, D(f \circ g)(x) \leq \text{rank} \, Dg(x)$. 

Indeed, if $L$ is the Lipschitz constant of $f$, then the directional derivatives of $f \circ g$ satisfy $|D_v(f \circ g)(x)| \leq L|D_v g(x)|$ and hence $\ker D g(x) \subseteq \ker (f \circ g)(x)$.

The lemma easily generalizes to the case of the metric derivative

**Lemma 3.13.** If $X, Y$ are metric spaces and $g : \mathbb{R}^n \supset \Omega \to X, f : X \to Y$ are Lipschitz mappings, then $\text{rank md}(f \circ g, x) \leq \text{rank md}(g, x)$ for almost all $x \in \Omega$.

Indeed, it follows from (3.1) that $\text{md}(f \circ g, x) \leq L \text{md}(g, x)$, whenever $g$ and $f \circ g$ are metrically differentiable at $x$.

The next result is well known and it follows easily from the Brouwer fixed point theorem (see [24, Lemma 7.23]).

**Lemma 3.14.** If $h : \bar{B}^n (0, \varepsilon) \to \mathbb{R}^n$ is continuous and $|h(x) - x| < \varepsilon / 2$ for all $|x| = \varepsilon$, then $\bar{B}^n (0, \varepsilon / 2) \subseteq h(\bar{B}^n (0, \varepsilon))$.

**Remark 3.15.** We will use Lemma 3.14 in the proofs of Proposition 3.16 and Theorem 5.4. The reader should compare the two proofs (finding similarities will help with a better understanding of the underlying ideas).

The next result is of independent interest and it will be used in the proof of Theorem 1.9.

**Proposition 3.16.** Let $f : \Omega \to X$ be a Lipschitz mapping from an open set $\Omega \subset \mathbb{R}^n$ to a metric space $X$, such that $\text{rank md}(f, y) \leq k$ for almost all $y \in \Omega$. If $g : U \to \Omega$ is a Lipschitz map from an open set $U \subset \mathbb{R}^m$, then $\text{rank md}(f \circ g, x) \leq k$ for almost all $x \in U$.

**Remark 3.17.** This result is not obvious, because it may happen that the image of $g$ is contained in the set where $f$ is not metrically differentiable, and therefore, we cannot even try to estimate $\text{rank md}(f \circ g, x)$ by $\text{rank md}(f, g(x))$ because $\text{md}(f, g(x))$ might not exist.

**Proof.** For simplicity assume that $U = \mathbb{R}^m$ and $\Omega = \mathbb{R}^n$. Suppose to the contrary that $\text{rank md}(f \circ g, \cdot) \geq k + 1$ on a set of positive measure. We may assume that $X = \ell^\infty$, $f = (f_1, f_2, ...) : \mathbb{R}^n \to \ell^\infty$, so the rank of the componentwise derivative satisfies $\text{rank } D(f \circ g) \geq k + 1$ on a set of positive measure. Therefore, we may find a set $E \subset \mathbb{R}^m$ of positive measure, such that a $(k + 1) \times (k + 1)$ minor of $D(f \circ g)$ is non-zero in $E$ (see Lemma 3.4). Without loss of generality, we may assume that

$$\det \begin{bmatrix} \frac{\partial (f_i \circ g)(x)}{\partial x_j} \\ \end{bmatrix}_{1 \leq i, j \leq k + 1} \neq 0 \quad \text{for all } x \in E. \quad (3.9)$$

Fix $x_o \in E$ such that $g$ is differentiable at $x_o$. To complete the proof, it suffices to show that there is a neighborhood $G \subset \mathbb{R}^n$ of $g(x_o) \in \mathbb{R}^n$ such that the derivative of the mapping $F = (f_1, ..., f_{k+1}) : \mathbb{R}^n \to \mathbb{R}^{k+1}$ has rank $k + 1$ on a set of positive measure in $G$, because this will imply that $\text{rank md}(f, \cdot) \geq k + 1$, on a set of positive measure (see Lemma 3.4).

Without loss of generality, we may assume that $x_o = 0$ and $y(x_o) = 0$. From now on, we restrict $g$ to the $(k + 1)$-dimensional subspace generated by the first $(k + 1)$-coordinates, so we identify $g$ with $g : = g|_{\mathbb{R}^{k+1}} : \mathbb{R}^{k+1} \to \mathbb{R}^n$. Since by (3.9), $\text{rank } D(F \circ g)(0) = k + 1$ (because $0 = x_o \in E$),
it follows from Lemma 3.12 that \( \text{rank } Dg(0) \geq k + 1 \), and hence \( \text{rank } Dg(0) = k + 1 \), because \( g \) is defined on \( \mathbb{R}^{k+1} \). By pre-composing \( g \) with a suitable linear map and by choosing a coordinate system in \( \mathbb{R}^n \) so that \( Dg(0)(\mathbb{R}^{k+1}) \) is the subspace of \( \mathbb{R}^n \) generated by the first \( (k + 1) \)-coordinates, we may assume that \( Dg(0) \) is the identity embedding of \( \mathbb{R}^{k+1} \) into \( \mathbb{R}^n \). All these assumptions are made to simplify notation.

Thus, \( g : \mathbb{R}^{k+1} \to \mathbb{R}^n = \mathbb{R}^{k+1} \times \mathbb{R}^{n-k-1} \), and \( g(x) = (x, 0) + o(|x|) \in \mathbb{R}^{k+1} \times \mathbb{R}^{n-k-1} \). Since by (3.9), \( \det (F \circ g)(0) \neq 0 \), we may assume (after post-composing with an affine isomorphism) that \( F(0) = 0 \) and \( D(F \circ g)(0) = \text{id} \), that is, \( (F \circ g)(x) = x + o(|x|) \).

Therefore, there is \( \varepsilon > 0 \), such that if \( |x| = \varepsilon \), then

\[
|F \circ g(x) - x| < \frac{\varepsilon}{6} \quad \text{and} \quad |g(x) - (x, 0)| < \frac{\varepsilon}{6L},
\]

where \( L \) is a Lipschitz constant of \( F \).

Fix \( y \in \mathbb{R}^{n-k-1} \), \(|y| < \frac{\varepsilon}{6L} \), such that \( F \) is differentiable at almost all points of the hyperplane \( \mathbb{R}^{k+1} \times \{y\} \subset \mathbb{R}^n \) (by Fubini’s theorem, almost all \( y \in \mathbb{R}^{n-k-1} \) have this property). For \(|x| = \varepsilon \), we have

\[
|F(x, y) - x| \leq |F(x, y) - F(x, 0)| + |F(x, 0) - F(g(x))| + |(F \circ g)(x) - x| < L|y| + L|(x, 0) - g(x)| + \frac{\varepsilon}{6} < \frac{\varepsilon}{2}.
\]

It follows from Lemma 3.14 that

\[
\tilde{B}^{k+1}(0, \varepsilon/2) \subset F(\tilde{B}^{k+1}(0, \varepsilon) \times \{y\}).
\]

In particular, the \((k + 1)\)-dimensional measure of \( F(\tilde{B}^{k+1}(0, \varepsilon) \times \{y\}) \) is positive and it follows from the classical area formula that

\[
\text{rank } D \left( F \big|_{\tilde{B}^{k+1}(0, \varepsilon) \times \{y\}} \right) = k + 1
\]

on a set of positive measure. Since it is true for almost all \( y \in \mathbb{R}^{n-k-1} \) such that \(|y| < \frac{\varepsilon}{6L} \), it follows that \( \text{rank } DF \geq k + 1 \) on a subset of \( B^{k+1}(0, \varepsilon) \times B^{n-k-1}(0, \varepsilon/6L) \) of positive measure and we arrive at a contradiction. \( \square \)

\section{Area Formula for Length-Preserving Mappings}

Let us start with a simplified and a more transparent version of the main result of this section, which is Theorem 4.5.

\textbf{Theorem 4.1.} Let \( \Phi : X \to Y \) be a map between metric spaces that preserves the length of rectifiable curves, that is, \( \ell_Y(\Phi \circ \gamma) = \ell_X(\gamma) \) for all rectifiable curves \( \gamma : [a, b] \to X \). Let \( f : \Omega \to X \) be a locally Lipschitz map defined on an open set \( \Omega \subset \mathbb{R}^n \) for some \( n \), and let \( \tilde{X} = f(\Omega) \). Then, for any Borel function \( g : \tilde{X} \to [0, \infty] \) we have

\[
\int_{\tilde{X}} g(x) \, d\mathcal{H}^n(x) = \int_{\tilde{X}} \left( \sum_{x \in f^{-1}(y) \cap \tilde{X}} g(x) \right) d\mathcal{H}^n(y).
\]
Remark 4.2. We do not assume that $\Phi$ is continuous (however, $\Phi \circ f$ is locally Lipschitz continuous). For example, if the only rectifiable curves in $X$ are constant ones (e.g., if $X$ is the von Koch snowflake or a Cantor set), then any map $\Phi : X \to Y$ satisfies the assumptions of the theorem. However, the result is trivial in that case since $\tilde{X} = f(\Omega)$ consists of a single point (if $\Omega$ is connected). Thus, the result is interesting only if there are many rectifiable curves in $X$.

Remark 4.3. Note that the theorem holds for any $n$. The result looks like the area formula under the assumption that the derivative of $\Phi$ is an isometry. The only problem is that under the assumptions of the theorem, the derivative of $\Phi$ is not and cannot be defined.

Since according to Lemma 2.8, the projection $\pi : \mathbb{H}^n \to \mathbb{R}^{2n}$ preserves length of rectifiable curves, we obtain

**Theorem 4.4.** Let $f : K \to \mathbb{H}^n$ be a Lipschitz map defined on a Borel set $K \subset \mathbb{R}^k$ for some $k \leq n$. Then, for any Borel function $g : f(K) \to [0, \infty]$, we have

$$\int_{f(K)} g(x) \, dH^k_c(x) = \int_{\pi(f(K))} \left( \sum_{x \in \pi^{-1}(y) \cap f(K)} g(x) \right) \, dH^k(y).$$

Indeed, this follows immediately from Theorem 4.1 because according to Lemma 2.9, we may assume that $f$ is defined on $\mathbb{R}^k$. Now, Theorem 1.7 follows immediately from Theorem 4.4 because any countably $k$-rectifiable subset of $\mathbb{H}^n$ is the union of countably many disjoint sets $f(K_i)$ plus a set of $H^k_c$-measure zero.

Theorem 4.1 is a straightforward consequence of the following more general result. While the statement of Theorem 4.5 is not as appealing as that of Theorem 4.1, we actually need this more general statement for the applications to results in Section 6 (see Theorem 6.8).

**Theorem 4.5.** Let $\Phi : X \to Y$ be a map between metric spaces. Assume that $\Omega \subset \mathbb{R}^n$ is open and $f : \Omega \to X$, is Lipschitz. For $x \in \Omega$ and $v \in \mathbb{S}^{n-1}$ let

$$\gamma_{x,v}(t) = f(x + tv) : [0, d(x)] \to X, \quad \text{where} \quad d(x) = \min\left\{ \frac{1}{2} \text{dist}(x, \partial \Omega), 1 \right\}$$

be a family of Lipschitz curves in $X$. Assume that

$$\ell^y(\Phi \circ \gamma_{x,v} |_{[0,t]}) = \ell^x(\gamma_{x,v} |_{[0,t]}) \quad \text{for all } x \in \Omega, v \in \mathbb{S}^{n-1}, \text{ and all } t \in [0, d(x)]. \quad (4.1)$$

Then

(a) $md(\Phi \circ f, x) = md(f, x)$ for almost all $x \in \Omega$.

(b) $J_n(md(\Phi \circ f, x)) = J_n(md(f, x))$ for almost all $x \in \Omega$.

Moreover, if $\tilde{X} = f(\Omega)$, then

(c) For any Borel function $g : \tilde{X} \to [0, \infty]$.

$$\int_{\tilde{X}} g(x) \, dH^n(x) = \int_{\Phi(\tilde{X})} \left( \sum_{x \in \Phi^{-1}(y) \cap \tilde{X}} g(x) \right) \, dH^n(y).$$
(d) For any Borel set \( E \subset X \) and any Borel function \( g : Y \to [0, \infty) \) 
\[
\int_E (g \circ \Phi)(x) \, dH^n(x) = \int_Y g(y) H^0(\Phi^{-1}(y) \cap E) \, dH^n(y).
\]

Remark 4.6. Even if \( f \) is one-to-one and surjective, \( \Phi \) need not be continuous for the claim of the theorem to be true. For example, we can have \( f \) defined on \((0,1)\) that bends the interval in a length preserving way, and glues 1 to 1/2. Since 1 is not a point in the domain \((0,1)\), the map is one-to-one and the inverse map \( \Phi = f^{-1} \) is discontinuous at 1/2, but it preserves the length of curves \( \gamma_{x,v} \). The lack of continuity does not create any problem in the proof because \( \Phi \circ f \) is locally Lipschitz continuous.

In the proof we will need three lemmata.

From (3.1), we know that \( \text{md}(f, x)(v) \) equals the speed of the curve \( \gamma_{x,v}(t) \) at \( t = 0 \). However, assumptions of the theorem provide information about length of curves so it will be convenient to express \( \text{md}(f, x)(v) \) as a derivative of the length of the curve \( \gamma_{x,v}(t) \). The lemmata will be focused on that problem.

Given a Lipschitz curve \( \gamma : [a, b] \to X \), let \( s_\gamma : [a, b] \to [0, \ell(\gamma)] \), \( s_\gamma(t) = \ell(\gamma|_{[a,t]}) \), be the so-called arc-length parameter.

Lemma 4.7. If \( \gamma : [a, b] \to X \) is Lipschitz, then \( s_\gamma \) is Lipschitz and \( \dot{s}_\gamma(t) = |\dot{\gamma}(t)| \) for almost all \( t \in [a, b) \). That is,
\[
|\dot{\gamma}|(t) = \lim_{h \to 0^+} \frac{d(\gamma(t + h), \gamma(t))}{h} = \frac{\ell(\gamma|_{[t,t+h]})}{h} \text{ for almost all } t \in [a, b]. \tag{4.2}
\]

Proof. Let \( \gamma \) be \( L \)-Lipschitz. For \( a \leq t_1 \leq t_2 \leq b \), we have
\[
|s_\gamma(t_2) - s_\gamma(t_1)| = \ell(\gamma|_{[t_1,t_2]}) \leq L|t_2 - t_1|
\]
which proves that \( s_\gamma \) is Lipschitz. In particular \( s_\gamma \) is differentiable almost everywhere. Since the length of a curve connecting two points is no less than the distance between the points, \( \dot{s}_\gamma \geq |\dot{\gamma}| \) almost everywhere. This and the equality
\[
\int_a^b |\dot{\gamma}|(t) \, dt = \ell(\gamma) = s_\gamma(b) - s_\gamma(a) = \int_a^b \dot{s}_\gamma(t) \, dt
\]
proves that \( \dot{s}_\gamma \geq |\dot{\gamma}| \) almost everywhere which is (4.2). \qed

Lemma 4.8. Let \( \{v_i\}_{i=1}^{\infty} \subset S^{n-1} \) be a countable and a dense subset of the (Euclidean) unit sphere. Let \( f : \mathbb{R}^n \supset \Omega \to X \) be a Lipschitz mapping from an open set into a metric space. For \( x \in \Omega \) and \( v \in S^{n-1} \) let \( \gamma_{x,v}(t) = f(x + tv) \). Then for almost all \( x \in \Omega \) and all \( i = 1, 2, \ldots \), we have
\[
\text{md}(f, x)(v_i) = \lim_{t \to 0^+} \frac{\ell(\gamma_{x,v_i}|_{[0,t]})}{t}.
\]
Proof. For simplicity of notation, assume that $\Omega = \mathbb{R}^n$. Fix $v \in S^{n-1}$. It suffices to prove that

$$\text{md}(f, x)(v) = \lim_{t \to 0^+} \frac{\ell(Y_{x,v}|[0,t])}{t} \quad \text{for almost all } x \in \mathbb{R}^n, \quad (4.3)$$

because the result will be a straightforward consequence of the fact that the union of countably many sets of measure zero has measure zero.

Let $W = v^\perp = \{ w \in \mathbb{R}^n : \langle w, v \rangle = 0 \}$. Let $\Gamma : W \times \mathbb{R} \to X$ be defined by

$$\Gamma(w, t) = \Gamma_w(t) = f(w + tv).$$

According to Lemma 4.7, for every $w \in W$ and almost all $t \in \mathbb{R}$,

$$|\dot{\Gamma}_w|(t) = \lim_{h \to 0^+} \frac{\ell(\Gamma_w|[t,t+h])}{h} = \ell(Y_{x,v}|[0,h]), \quad (4.4)$$

The Fubini theorem implies that the set $\tilde{E} \subset W \times \mathbb{R}$ of points $(w, t)$ for which (4.4) does not hold has measure zero. The mapping $\Phi : W \times \mathbb{R} \to \mathbb{R}^n, \Phi(w, t) = w + tv$ is a linear isometry and hence $E = \Phi(\tilde{E})$ has measure zero.

If $x \in \mathbb{R}^n \setminus E$, $x = \Phi(w, t) = w + tv$, then $\Gamma_w(t + h) = y_{x,v}(h)$ so (4.4) yields

$$|\dot{y}_{x,v}|(0) = |\dot{\Gamma}_w|(t) = \lim_{h \to 0^+} \frac{\ell(\Gamma_w|[t,t+h])}{h} = \ell(y_{x,v}|[0,h]),$$

and (4.3) follows, because according to (3.1), for almost all $x \in \mathbb{R}^n$, we have

$$\text{md}(f, x)(v) = \lim_{t \to 0} \frac{d(f(x + tv), f(x))}{t} = |\dot{y}_{x,v}|(0).$$

The proof is complete. \(\square\)

Lemma 4.8 describes values of the seminorm $\text{md}(f, x)$ on a countable and dense subset of $S^{n-1}$ and the next lemma shows that this information completely determines a seminorm.

Lemma 4.9. Let $\{v_i\}_{i=1}^{\infty} \subset S^{n-1}$ be a countable and a dense subset. If $\sigma_1$, $\sigma_2$ are seminorms on $\mathbb{R}^n$, and $\sigma_1(v_i) = \sigma_2(v_i)$ for all $i = 1, 2, \ldots$, then $\sigma_1(v) = \sigma_2(v)$ for all $v \in \mathbb{R}^n$.

Proof. Since $\sigma_1(tv_i) = \sigma_2(tv_i)$ for all $i \in \mathbb{N}$ and $t \in \mathbb{R}$, it follows that the equality holds on the set $E = \{tv_i : t \in \mathbb{R}, i \in \mathbb{N}\}$ that is dense in $\mathbb{R}^n$ in the Euclidean metric. It is a routine exercise to show that any seminorm $\sigma$ is bounded by the Euclidean norm, that is, $\sigma(v) \leq C|v|$. Therefore, $|\sigma(u) - \sigma(v)| \leq \sigma(u - v) \leq C|u - v|$. For $v \in \mathbb{R}^n$, choose $w_k \in E$ such that $|v - w_k| \to 0$. Then $\sigma(w_k) \to \sigma(v)$, so passing to the limit in $\sigma_1(w_k) = \sigma_2(w_k)$ as $k \to \infty$, yields the result. \(\square\)

Proof of Theorem 4.5. Fix a countable and a dense set $\{v_i\}_{i=1}^{\infty} \subset S^{n-1}$. According to Lemma 4.8, for almost all $x$ and all $i$,

$$\text{md}(f, x)(v_i) = \lim_{t \to 0^+} \frac{\ell_X(Y_{x,v_i}|[0,t])}{t} \quad \text{and} \quad \text{md}(\Phi \circ f, x)(v_i) = \lim_{t \to 0^+} \frac{\ell_Y(\Phi \circ Y_{x,v_i}|[0,t])}{t}.$$
Therefore, (4.1) implies that
\[
\text{md}(\Phi \circ f, x)(v_i) = \text{md}(f, x)(v_i)
\]
and (a) follows from Lemma 4.9, while (b) is an immediate consequence of (a). Finally, we show that (c) and (d) are consequences of Lemma 3.9. Since (d) easily follows from (c), it remains to prove (c).

Given a Borel function \( g : \tilde{X} \to [0, \infty] \), let \( G : \tilde{X} \to [0, \infty] \) be defined by
\[
G(y) = \frac{g(y)}{H^0(f^{-1}(y))}.
\]

Then, we have
\[
\int_{\tilde{X}} g(y) \, dH^n(y) = \int_{\tilde{X}} G(y) H^0(f^{-1}(y)) \, dH^n(y) = \int_{\Omega} G(f(x)) J_n(\text{md}(f, x)) \, dH^n(x)
\]
\[
= \int_{\Omega} G(f(x)) J_n(\text{md}(\Phi \circ f, x)) \, dH^n(x) = \sum_{x \in \Phi^{-1}(y) \cap \tilde{X}} \sum_{z \in f^{-1}(z)} G(f(x)) \, dH^n(y).
\]

We used here the fact that \( \Phi \circ f \) is locally Lipschitz continuous. It remains to observe that
\[
(\Phi \circ f)^{-1}(y) = f^{-1}(\Phi^{-1}(y)) = \bigcup_{z \in \Phi^{-1}(y)} f^{-1}(z) = \bigcup_{z \in \Phi^{-1}(y) \cap \tilde{X}} f^{-1}(z),
\]
because \( f^{-1}(z) = \emptyset \) if \( z \notin \tilde{X} \), and hence for \( y \in \Phi(\tilde{X}) \) we have
\[
\sum_{x \in (\Phi \circ f)^{-1}(y)} G(f(x)) = \sum_{z \in \Phi^{-1}(y) \cap \tilde{X}} \sum_{x \in f^{-1}(z)} G(f(x))
\]
\[
= \sum_{z \in \Phi^{-1}(y) \cap \tilde{X}} G(z) H^0(f^{-1}(z)) = \sum_{z \in \Phi^{-1}(y) \cap \tilde{X}} g(z).
\]
The proof is complete. \( \square \)

5 | TOPOLOGICAL DIMENSION

The topological dimension (small inductive dimension) \( \dim X \) of a metric space \( X \) is defined as follows:

\begin{itemize}
  \item \( \dim X \) is an integer greater than or equal to \(-1\) or \( \dim X = \infty \).
  \item \( \dim X = -1 \) if and only if \( X = \emptyset \).
  \item \( \dim X \leq n \) if every point in \( X \) has an arbitrarily small neighborhood whose boundary has dimension \( \leq n - 1 \).
  \item \( \dim X = n \) if \( \dim X \leq n \) and it is not true that \( \dim X \leq n - 1 \).
  \item \( \dim X = \infty \) if \( \dim X \leq n \) is false for all integers \( n \geq -1 \).
\end{itemize}
There are many other definitions of the topological dimension. They are equivalent to the above one if $X$ is a separable metric space (see [8, 17]).

The next result is well known; see, for example, [2, Theorem 2].

**Lemma 5.1.** If an $\mathbb{R}$-tree $T$ has at least two points, then $\dim T = 1$.

*Sketch of a proof.* Clearly $\dim T \geq 1$, since $T$ contains a segment. To prove that $\dim T \leq 1$ it suffices to show that boundaries of balls in $T$ have dimension $\leq 0$. It is not difficult to prove that boundaries of balls in $T$ are ultrametric spaces and every non-empty ultrametric space has dimension 0, because balls in ultrametric spaces are clopen. □

The following result is due to Szpilrajn [26]. For a proof, see [16, Theorem 8.15]

**Lemma 5.2.** If a metric space $X$ satisfies $\mathcal{H}^{n+1}(X) = 0$, where $n \geq -1$ is an integer, then $\dim X \leq n$.

On the other hand any Cantor set has topological dimension 0, but one can construct Cantor sets of infinite Hausdorff dimension. Thus, in general, information about the topological dimension does not give any upper estimate for the Hausdorff dimension, except the situation described in Theorem 5.3.

**Theorem 5.3.** Suppose that $f : \mathbb{R}^n \supset \Omega \to X$ is a Lipschitz continuous map from an open set onto a metric space $X$, $f(\Omega) = X$. Then, $\dim X = n$ if and only if $\mathcal{H}^n(X) > 0$.

*Proof.* It follows from Lemma 5.2 that if $\dim X = n$, then $\mathcal{H}^n(X) > 0$. Thus, it remains to show the opposite implication. Suppose that $\mathcal{H}^n(X) > 0$. Since $\mathcal{H}^{n+1}(X) = 0$ ($X$ is a Lipschitz image of a subset of $\mathbb{R}^n$), Lemma 5.2 implies that $\dim X \leq n$ and it suffices to show that the inequality $\dim X \leq n - 1$ is false. Suppose to the contrary that $\dim X \leq n - 1$. The inequality $\mathcal{H}^n(X) > 0$ and Corollary 3.10 imply that $\text{rank}_{md}(f, x) = n$ on a set of positive measure. Hence the result is a direct consequence of Theorem 5.4 applied to $\dim X = k \leq n - 1$. Indeed, Theorem 5.4 implies that $\text{rank}_{md}(f, x) \leq k \leq n - 1$ a.e., which contradicts the fact that $\text{rank}_{md}(f, x) = n$ on a set of positive measure. □

**Theorem 5.4.** If $f : \mathbb{R}^n \supset \Omega \to X$ is a Lipschitz map from an open set to a metric space $X$ of topological dimension $\dim X = k$, then $\text{rank}_{md}(f, x) \leq k$ for almost all $x \in \Omega$.

*Proof.* The result is obvious if $k \geq n$ so we may assume that $k < n$. Let $\bar{X} = f(\Omega)$. The space $\bar{X}$ is separable and $\dim \bar{X} \leq k$. Separability of $\bar{X}$ allows us to assume that $\bar{X} \subset \ell^n$ and $f = (f_1, f_2, ...) : \Omega \to \ell^n$.

Suppose to the contrary that $\text{rank}_{md}(f, x) \geq k + 1$ on a set of positive measure. We will arrive to a contradiction by showing that $\dim \bar{X} > k$. To this end, we shall need the following classical result [8, Theorem 1.9.3], [17, Theorem VI.4].

**Lemma 5.5.** A separable metric space $X$ has topological dimension less than or equal to $k$, $k \geq 0$, if and only if for each closed set $C \subset X$ and a continuous map $h : C \to \mathcal{S}^k$, there is a continuous extension $H : X \to \mathcal{S}^k$ of $h$.  

Thus, it remains to find a closed set $C \subset \tilde{X}$ and a continuous map $h : C \to S^k$ that has no continuous extension $H : \tilde{X} \to S^k$.

It follows from Lemma 3.4 that a certain $(k + 1) \times (k + 1)$ minor of the componentwise derivative $Df$ is non-zero on a set of positive measure. After relabeling indices, translating $\Omega$, and translating the image in $\ell^\infty$, we may assume that $0 \in \Omega$, $f(0) = 0$ and that the function

$$F = (f_1, \ldots, f_{k+1})|_\Omega : \tilde{\Omega} \to \mathbb{R}^{k+1}, \quad \tilde{\Omega} = \Omega \cap \{(x_1, \ldots, x_{k+1}, 0, \ldots, 0)\} \subset \mathbb{R}^{k+1}$$

is differentiable at $0 \in \tilde{\Omega}$ with $\det DF(0) \neq 0$. Further, replacing $f$ by $f \circ (DF(0))^{-1}$, we may assume that $0 \in \tilde{\Omega}$, and

$$F(0) = 0, \quad DF(0) = I \quad \text{(identity matrix)}.$$

Therefore, there is $r > 0$ such that $B^{k+1}(0, r) \subset \tilde{\Omega}$ and

$$|F(x) - x| < r/4 \quad \text{whenever } |x| = r. \quad (5.1)$$

Let $\pi : \ell^\infty \to \mathbb{R}^{k+1}$, $\pi(x_1, x_2, \ldots) = (x_1, x_2, \ldots, x_{k+1})$ be the projection on the first $k + 1$ components, so $F = \pi \circ (f|_{\tilde{\Omega}})$.

Let $C = f(S^k(0, r)) \subset X \subset \ell^\infty$, where $S^k(0, r) = \partial B^{k+1}(0, r) \subset \tilde{\Omega}$. Note that if $y \in C$, then

$$\pi(y) \neq 0.$$

Indeed, $y = f(x)$, $|x| = r$ so $\pi(y) = F(x)$ and hence

$$|\pi(y)| \geq |x| - |\pi(y) - x| = r - |F(x) - x| > \frac{3r}{4} > 0.$$

Therefore,

$$h : C \to S^k, \quad h(y) = \frac{\pi(y)}{|\pi(y)|}$$

is well defined and continuous. It remains to show that there is no continuous extension $H : \tilde{X} \to S^k$ of $h$. Suppose, by way of contradiction, that such $H$ exists. Then

$$g : B^{k+1}(0, 1) \to S^k, \quad g(x) = H(f(rx)) \quad (5.2)$$

is well defined and continuous.

If $|x| = 1$, then $rx \in S^k(0, r)$, so $f(rx) \in C$ and hence

$$g(x) = h(f(rx)) = \frac{F(rx)}{|F(rx)|}, \quad \text{whenever } |x| = 1.$$

It suffices now to show that the map

$$g|_{S^k(0,1)} : S^k \to S^k, \quad g(x) = \frac{F(rx)}{|F(rx)|} \quad (5.3)$$

satisfies

$$|g(x) - x| < \frac{1}{2} \quad \text{whenever } |x| = 1. \quad (5.4)$$
Indeed, since \( g : B^{k+1}(0,1) \rightarrow S^k \subset \mathbb{R}^{k+1} \), Lemma 3.14 yields that \( B^{k+1}(0,1/2) \subset g(B^{k+1}(0,1)) \), which contradicts the fact that the image of \( g \) is contained in the unit sphere.

To prove (5.4), let \(|x| = 1\). It follows from (5.1) and the triangle inequality that

\[
1 - \frac{|F(rx)|}{r} = \left| x - \frac{F(rx)}{r} \right| \leq \left| \frac{F(rx)}{r} - x \right| < \frac{1}{4}.
\]

Therefore,

\[
|g(x) - x| \leq \left| \frac{F(rx)}{|F(rx)|} - \frac{F(rx)}{r} \right| + \left| \frac{F(rx)}{r} - x \right| < \left| \frac{F(rx)}{|F(rx)|} \left( 1 - \frac{|F(rx)|}{r} \right) \right| + \frac{1}{4} < \frac{1}{2}.
\]

This proves (5.4) and completes the proof of the theorem.

As a corollary of Theorem 5.4, Lemma 5.1, and Corollary 3.10, we obtain

**Theorem 5.6.** If \( f : \mathbb{R}^n \supset \Omega \rightarrow T \), is a Lipschitz map from an open set into an \( \mathbb{R} \)-tree \( T \), then \( \text{rank md}(f, x) \leq 1 \) a.e. If in addition, \( n \geq 2 \), then \( \mathcal{H}^n(f(\Omega)) = 0 \).

## 6 | FACTORING LIPSCHITZ MAPS

Material of this section is based mostly on [29]. Similar constructions appear also in [20, 23]. Theorem 6.8 is new.

Given metric spaces \( X, Y, Z \), we say that a Lipschitz map \( \Phi : X \rightarrow Y \) factors through \( Z \), if there are Lipschitz maps \( \psi : X \rightarrow Z \) and \( \phi : Z \rightarrow Y \) such that \( \Phi = \phi \circ \psi \).

We say that a metric space \((X, d)\) is \( C_q \)-quasiconvex, where \( C_q \geq 1 \) is a constant, if for any \( x, y \in X \) there is a rectifiable curve \( \gamma : [0, 1] \rightarrow X \) such that \( \gamma(0) = x, \gamma(1) = y \) and \( \ell(\gamma) \leq C_q d(x, y) \). A metric space is said to be quasiconvex if it is \( C_q \)-quasiconvex for some \( C_q \geq 1 \).

Let \( X \) be a \( C_q \)-quasiconvex metric space, \( Y \) another metric space, and let \( \Phi : X \rightarrow Y \) be an \( \mathcal{L} \)-Lipschitz map. We define a quasimetric on \( X \) by

\[
d_\Phi(x, y) = \inf \{ \varepsilon(\Phi \circ \gamma) : \gamma : [0, 1] \rightarrow X, \gamma(0) = x, \gamma(1) = y \},
\]

where the infimum is over all rectifiable curves \( \gamma \) connecting \( x \) to \( y \) in \( X \). Note that, with a suitable reparameterization, we can assume that \( \gamma \) is Lipschitz.

It is easy to see that

\[
d_Y(\Phi(x), \Phi(y)) \leq d_\Phi(x, y) \leq C_q \mathcal{L} d_X(x, y).
\]

In particular,

\[
d_\Phi(x, y) = 0 \quad \Rightarrow \quad \Phi(x) = \Phi(y).
\]

However, in general,

\[
\Phi(x) = \Phi(y) \quad \not\Rightarrow \quad d_\Phi(x, y) = 0.
\]
Let \( \sim \) be an equivalence relation in \( X \) defined by

\[
x \sim y \quad \text{if and only if} \quad d_{\Phi}(x, y) = 0,
\]

and let \( Z_{\Phi} = X / \sim \). We equip \( Z \) with the quotient distance

\[
d_{\Phi}([x], [y]) := d_{\Phi}(x, y).
\]

(One needs to check first that \( d_{\Phi} \) is well defined in \( Z_{\Phi} \), that is, if \( x \sim x' \) and \( y \sim y' \), then \( d_{\Phi}(x, y) = d_{\Phi}(x', y') \).) The next result is an easy exercise left to the reader.

**Lemma 6.1.** \((Z_{\Phi}, d_{\Phi})\) is a metric space.

Define now the mappings

\[
X \xrightarrow{\psi} Z_{\Phi} \xrightarrow{\phi} Y
\]

\[
x \mapsto [x] \mapsto \Phi(x).
\]

Hence, \( \Phi = \phi \circ \psi \). Note that the mapping

\[
\phi : Z_{\Phi} \rightarrow Y, \quad \phi([x]) = \Phi(x)
\]

is well defined, because (6.3) yields

\[
[x] = [x'] \equiv x \sim x' \equiv d_{\Phi}(x, x') = 0 \Rightarrow \Phi(x) = \Phi(x').
\]

**Lemma 6.2.** The mapping \( \psi : X \rightarrow Z_{\Phi} \) is \( C_q \) -Lipschitz and the mapping \( \phi : Z_{\Phi} \rightarrow Y \) is 1-Lipschitz. Therefore, \( \Phi : X \rightarrow Y \) factors through \( Z_{\Phi} \), namely \( \Phi = \phi \circ \psi \).

**Proof.** The mapping \( \psi \) is \( C_q \) -Lipschitz because according to (6.2)

\[
d_{\Phi}(\psi(x), \psi(y)) = d_{\Phi}([x], [y]) = d_{\Phi}(x, y) \leq C_q L_{\delta}(x, y).
\]

On the other hand, \( \phi \) is 1-Lipschitz because according to (6.2)

\[
d_{Y}(\phi([x]), \phi([y])) = d_{Y}(\Phi(x), \Phi(y)) \leq d_{\Phi}(x, y) = d_{\Phi}([x], [y]).
\]

**Corollary 6.3.** For any curve \( \alpha : [0, 1] \rightarrow Z_{\Phi} \), we have \( \ell'(\phi \circ \alpha) \leq \ell'(\alpha) \).

Indeed, \( \phi \) is 1-Lipschitz and composing with a 1-Lipschitz map cannot increase the length of a curve.

**Lemma 6.4.** If \( \gamma : [0, 1] \rightarrow X \) is a rectifiable curve and \( \alpha = \psi \circ \gamma : [0, 1] \rightarrow Z_{\Phi} \), then \( \ell(\alpha) = \ell(\phi \circ \alpha) \).


In other words, \( \phi \) preserves lengths of curves in \( Z_\Phi \) that are images of rectifiable curves in \( X \).

**Proof.** Let \( \gamma : [0, 1] \to X \) and \( \alpha = \psi \circ \gamma : [0, 1] \to Z_\Phi \). In view of Corollary 6.3, it suffices to show that

\[
\ell(\phi \circ \alpha) \geq \ell(\alpha).
\]

(6.4)

Note that

\[
\phi \circ \alpha = \Phi \circ \gamma.
\]

(6.5)

Indeed, \( \phi \circ \alpha = \phi \circ \psi \circ \gamma = \Phi \circ \gamma \). Now taking the supremum over the partitions \( 0 = t_0 < t_1 < ... < t_n = 1 \), we get

\[
\ell(\alpha) = \sup \sum_{i=0}^{n-1} d_\Phi([\gamma(t_i)], [\gamma(t_{i+1})]) = \sup \sum_{i=0}^{n-1} d_\Phi(\gamma(t_i), \gamma(t_{i+1})) = \psi.
\]

Since \( \gamma|_{[t_i, t_{i+1}]} \) is a rectifiable curve connecting \( \gamma(t_i) \) to \( \gamma(t_{i+1}) \), the definition of \( d_\Phi \) (see (6.1)) yields that

\[
d_\Phi(\gamma(t_i), \gamma(t_{i+1})) \leq \ell((\Phi \circ \gamma)|_{[t_i, t_{i+1}]}). 
\]

and hence

\[
\psi \leq \sup \sum_{i=0}^{n-1} \ell((\Phi \circ \gamma)|_{[t_i, t_{i+1}]})) = \ell(\Phi \circ \gamma) \overset{(6.5)}{=} \ell(\phi \circ \alpha). 
\]

This completes the proof of (6.4) and hence that of the lemma. \( \square \)

**Corollary 6.5.** \( (Z_\Phi, d_{\Phi}) \) is a length space. If in addition, \( X \) is compact, then \( Z_\Phi \) is a geodesic space.

**Proof.** If \([x], [y] \in Z_\Phi \) and \( \gamma : [0, 1] \to X \), \( \gamma(0) = x \), \( \gamma(1) = y \), is a rectifiable curve, then \( \alpha = \psi \circ \gamma : [0, 1] \to Z_\Phi \), \( \alpha(0) = [x] \), \( \alpha(1) = [y] \) and according to Lemma 6.4 and (6.5),

\[
\ell(\alpha) = \ell(\phi \circ \alpha) = \ell(\Phi \circ \gamma).
\]

Therefore, the definition of \( d_\Phi \) yields

\[
d_\Phi([x], [y]) = d_\Phi(x, y) = \inf_{\gamma} \ell(\Phi \circ \gamma) = \inf_{\alpha} \ell(\alpha). 
\]

(6.6)

We proved that \( d_\Phi([x], [y]) \) equals the infimum of length of curves \( \alpha \) in \( Z_\Phi \) that have a special form \( \alpha = \psi \circ \gamma \), but the infimum over all curves in \( Z_\Phi \) that connect \([x]\) to \([y]\) cannot be smaller than \( d_\Phi([x], [y]) \), so \( d_\Phi([x], [y]) \) is equal to the infimum over all curves in \( Z_\Phi \) that connect \([x]\) to \([y]\).

Now suppose that additionally \( X \) is compact. Then, \( Z_\Phi \) is also compact as a \( C_q L \)-Lipschitz image of \( X \) and hence it is geodesic by Corollary 2.5. \( \square \)
In (6.6), we proved that the distance in $Z_\Phi$ is obtained as the infimum of lengths over a subclass of curves $\alpha = \psi \circ \gamma$ connecting the given two points. While, in general, not every rectifiable curve in $Z_\Phi$ is of that form (see Example 6.7), all rectifiable curves in $Z_\Phi$ can be well approximated by such curves.

**Lemma 6.6.** Let $\alpha : [0, 1] \to Z_\Phi$ be a Lipschitz curve, and let $x, y \in X$ be such that $\psi(x) = \alpha(0)$, $\psi(y) = \alpha(1)$. Then, there is a sequence of Lipschitz curves $\gamma_n : [0, 1] \to X$, such that

(a) $\gamma_n(0) = x, \gamma_n(1) = y$,

(b) $\alpha_n := \psi \circ \gamma_n$ converges uniformly to $\alpha$,

(c) $\ell(\alpha_n) \to \ell(\alpha)$.

(d) If $\alpha$ is closed, we may choose $\gamma_n$ to be closed by taking $x = y$.

**Example 6.7.** We shall construct an example in which we necessarily have $\ell(\gamma_n) \to \infty$. In such a case, it is not possible to construct a Lipschitz curve $\gamma : [0, 1] \to X$ satisfying $\alpha = \psi \circ \gamma$.

Let $X = [0, 3], Y = [0, 2]$, and let $\Phi : X \to Y$ be defined by

$$\Phi(x) = \begin{cases} x & \text{if } 0 \leq x \leq 1 \\ 1 & \text{if } 1 \leq x \leq 2 \\ x - 1 & \text{if } 2 \leq x \leq 3. \end{cases}$$

Then, $Z_\Phi = Y$, $\psi = \Phi$, and $\phi = \text{id}$. If $\alpha : [0, 1] \to [0, 2] = Z_\Phi$ is a Lipschitz curve such that for some $s < t$, $\alpha(s) < 1$, $\alpha(t) > 1$, then for all sufficiently large $n$, $\gamma_n(s) < 1$, $\gamma_n(t) > 2$, and hence $\ell(\gamma_n|_{[s, t]}) > 1$. Therefore, if $\alpha$ is a highly oscillating curve that crosses the point $1 \in [0, 2] = Z_\Phi$ infinitely many times, we necessarily have $\ell(\gamma_n) \to \infty$.

**Proof of Lemma 6.6.** Choose a sequence of partitions $0 = t_{n,0} < t_{n,1} < \ldots < t_{n,k_n} = 1$, such that

$$\ell(\alpha) - \frac{1}{n} \leq \sum_{i=0}^{k_n-1} d_\Phi(\alpha(t_{n,i}), \alpha(t_{n,i+1})) \leq \ell(\alpha), \quad \Delta_n = \max_i |t_{n,i+1} - t_{n,i}| \xrightarrow{n \to \infty} 0. \quad (6.7)$$

Fix $x_{n,0} = x, x_{n,k_n} = y$, and $x_{n,i} \in X$ satisfying $[x_{n,i}] = \psi(x_{n,i}) = \alpha(t_{n,i})$. Since

$$d_\Phi(\alpha(t_{n,i}), \alpha(t_{n,i+1})) = d_\Phi(x_{n,i}, x_{n,i+1}),$$

the definition of $d_\Phi$ yields the existence of a curve

$$\gamma_{n,i} : [t_{n,i}, t_{n,i+1}] \to X, \quad \gamma_{n,i}(t_{n,i}) = x_{n,i}, \quad \gamma_{n,i}(t_{n,i+1}) = x_{n,i+1}$$

such that

$$d_\Phi(\alpha(t_{n,i}), \alpha(t_{n,i+1})) \leq \ell(\Phi \circ \gamma_{n,i}) \leq d_\Phi(\alpha(t_{n,i}), \alpha(t_{n,i+1})) + \frac{1}{nk_n}. \quad (6.8)$$

According to Lemma 6.4,

$$\ell(\Phi \circ \gamma_{n,i}) = \ell(\phi(\psi \circ \gamma_{n,i})) = \ell(\psi \circ \gamma_{n,i}). \quad (6.9)$$
Therefore, (6.7), (6.8), and (6.9) yield

$$\ell'(\alpha) - \frac{1}{n} \leq \sum_{i=0}^{k_n-1} \ell'(\psi \circ \gamma_{n,i}) \leq \ell'(\alpha) + \frac{1}{n}. \quad (6.10)$$

For each $n$, define a Lipschitz curve $\gamma_n : [0, 1] \to X$ as the concatenation of the curves $\{\gamma_{n,i}\}_{i=0}^{k_n-1}$, and let $\alpha_n = \psi \circ \gamma_n$. Clearly, $\gamma_n(0) = x$ and $\gamma_n(1) = y$, which is (a). If $\alpha$ is closed, we may take $x = y$ and in that case, the curves $\gamma_n$ are closed, which proves (d).

Now, (6.10) implies that $\ell'(\alpha) - 1/n \leq \ell'(\alpha_n) \leq \ell'(\alpha) + 1/n$ which proves that $\ell'(\alpha_n) \to \ell'(\alpha)$ which is (c).

It remains to prove that $\alpha_n \to \alpha$ uniformly. Note that

$$\alpha_n(t_{n,i}) = (\psi \circ \gamma_{n,i})(t_{n,i}) = \psi(x_{n,i}) = \alpha(t_{n,i}). \quad (6.11)$$

Assume that $\alpha$ is $M$-Lipschitz. Note that $\alpha_n|_{t_{n,i},t_{n,i+1}} = \psi \circ \gamma_{n,i}$, so (6.9) and (6.8) yield

$$\ell'(\alpha_n|_{t_{n,i},t_{n,i+1}}) \leq d_\Phi(\alpha(t_{n,i}), \alpha(t_{n,i+1})) + \frac{1}{nk_n} \leq M|t_{n,i+1} - t_{n,i}| + \frac{1}{nk_n}.$$

Since by (6.11), curves $\alpha_n$ and $\alpha$ coincide at the endpoints of the interval $[t_{n,i}, t_{n,i+1}]$, for $t_{n,i} \leq t \leq t_{n,i+1}$ we have

$$d_\Phi(\alpha_n(t), \alpha(t)) \leq \ell'(\alpha|_{t_{n,i},t_{n,i+1}}) + \ell'(\alpha_n|_{t_{n,i},t_{n,i+1}})$$

$$\leq M|t_{n,i+1} - t_{n,i}| + \left( M|t_{n,i+1} - t_{n,i}| + \frac{1}{nk_n} \right) \leq 2M\Delta_n + \frac{1}{nk_n} \to 0.$$

This proves uniform convergence $\alpha_n \to \alpha$ and completes the proof.

The next result shows that for any $n$, the mapping $\Phi : Z_\Phi \to Y$ preserves the $H^n$ measure of certain subsets of $Z_\Phi$.

**Theorem 6.8.** Let $\Phi : X \to Y$ be a Lipschitz map between a quasiconvex metric space $X$, and another metric space $Y$. Let $\psi : X \to Z_\Phi$ and $\phi : Z_\Phi \to Y$ be as above.

If $f : \Omega \to X$ is a Lipschitz map defined on an open set $\Omega \subset \mathbb{R}^n$ for some $n$, and $X = f(\Omega)$, then the following holds:

(a) $md(\psi \circ f, x) = md(\Phi \circ f, x)$ for almost all $x \in \Omega$.

(b) For any Borel function $g : \psi(X) \to [0, \infty]$,

$$\int_{\psi(X)} g(x) dH^n(x) = \int_{\Phi(X)} \left( \sum_{x \in \phi^{-1}(y) \cap \psi(X)} g(x) \right) dH^n(y).$$

**Proof.** The result follows immediately from Theorem 4.5, because according to Lemma 6.4, the mapping $\phi : Z_\Phi \to Y$ preserves length of curves $\gamma_{x,v}(t) = (\psi \circ f)(x + tv)$. \qed
7 | PROOF OF THEOREM 1.9

This section is devoted to the proof of Theorem 1.9. Since the proof will rely on the characterization of $\mathbb{R}$-trees as in part (g) of Lemma 2.7, before we proceed to the proof of the theorem, we need a few simple lemmata about the integral expression there, but first we will start with an informal heuristic discussion.

If $D \subset \mathbb{R}^2$ is a smooth bounded simply connected domain, and $\gamma : \mathbb{S}^1 \to \partial D$ is an orientation preserving parametrization of the boundary, then the area of $D$ can be expressed as

$$A(D) = \int_D dx \wedge dy = \int_{\partial D} x \, dy = \int_{\mathbb{S}^1} \gamma^*(x \, dy).$$

If $\gamma : \mathbb{S}^1 \to \mathbb{R}^2$ is any Lipschitz curve, then

$$A(\gamma) := \int_{\mathbb{S}^1} \gamma^*(x \, dy)$$

represents the oriented area enclosed by $\gamma$—the sum (possibly infinite) of areas of bounded connected components of $\mathbb{R}^2 \setminus \gamma(\mathbb{S}^1)$, multiplied by the corresponding winding numbers.

Thus, roughly speaking, condition (g) in Lemma 2.7 says that there are no closed curves in $X$ with non-trivial “holes”, as otherwise we could project such a curve to $\mathbb{R}^2$, by composing it with a suitably constructed Lipschitz map $\pi : X \to \mathbb{R}^2$, so that the resulting curve $\pi \circ \gamma$ would bound a non-zero oriented area

$$A(\pi \circ \gamma) = \int_{\mathbb{S}^1} (\pi \circ \gamma)^*(x \, dy) \neq 0.$$

This interpretation is consistent with our intuition that $\mathbb{R}$-trees are geodesic spaces without non-trivial loops.

In fact, we will not use the above geometric interpretation of $A(\gamma)$, but it is important to keep it in mind to provide intuition for the estimates that we do next.

**Lemma 7.1.** Let $\gamma : \mathbb{S}^1 \to \mathbb{R}^2$ be a Lipschitz curve and let $\Gamma = (\Gamma_1, \Gamma_2) : \mathbb{B}^2 \to \mathbb{R}^2$ be any Lipschitz extension of $\gamma$ to the closed unit disk. Then

$$A(\gamma) = \int_{\mathbb{B}^2} d\Gamma_1 \wedge d\Gamma_2 = \int_{\mathbb{B}^2} \det D\Gamma. \quad (7.1)$$

If $\Gamma$ is smooth up to the boundary, it follows from Stokes’ theorem, and in the Lipschitz case, one can prove it by using a smooth approximation. For a detailed proof of a more general result, see, for example, [7, Lemma 4.9].

If $\gamma : \mathbb{S}^1 \to \mathbb{R}^2$ is a Lipschitz curve and $\tilde{\gamma} = (\tilde{\gamma}_1, \tilde{\gamma}_2) : [0,1] \to \mathbb{R}^2$, $\tilde{\gamma}(t) = \gamma(\exp(2\pi i t))$, then $\tilde{\gamma}(0) = \tilde{\gamma}(1)$, and

$$A(\gamma) = \int_{\mathbb{S}^1} \gamma^*(x \, dy) = \int_0^1 \tilde{\gamma}_1(t)\tilde{\gamma}_2'(t) \, dt,$$

so with a slight abuse of notation, we can identify $\gamma$ with $\tilde{\gamma}$ and, whenever it is convenient, regard $\gamma$ as a curve $\gamma : [0,1] \to \mathbb{R}^2$ satisfying $\gamma(0) = \gamma(1)$.
Lemma 7.2. Suppose that $\gamma_n : S^1 \to \mathbb{R}^2$, $n = 1, 2, \ldots$ are Lipschitz curves that uniformly converge to a Lipschitz curve $\gamma : S^1 \to \mathbb{R}^2$. Assume also that there exists $M > 0$ such that $\ell(\gamma_n) \leq M$ for all $n$. Then,

$$\lim_{n \to \infty} A(\gamma_n) = A(\gamma).$$

Proof. If we write $\gamma_n = (\gamma_{n,1}, \gamma_{n,2})$, then

$$A(\gamma) - A(\gamma_n) = \int_0^1 \gamma_1' \gamma_2' \, dt - \int_0^1 \gamma_{n,1}' \gamma_{n,2}' \, dt = \int_0^1 (\gamma_1 - \gamma_{n,1}) \gamma_2' \, dt + \int_0^1 \gamma_{n,1} (\gamma_2' - \gamma_{n,2}') \, dt,$$

where the last equality follows from the integration by parts. If we show that the right-hand side converges to zero we are done. Since $|\gamma'|$ is bounded and $\gamma_{n,1} \to \gamma_1$ uniformly, it follows that

$$\left| \int_0^1 (\gamma_1 - \gamma_{n,1}) \gamma_2' \, dt \right| \leq \|\gamma'\|_\infty \int_0^1 |\gamma_1 - \gamma_{n,1}| \, dt \xrightarrow{n \to \infty} 0.$$

Next, we have

$$\left| \int_0^1 \gamma_{n,1}' (\gamma_2 - \gamma_{n,2}) \, dt \right| \leq \|\gamma_2 - \gamma_{n,2}\|_\infty \int_0^1 |\gamma_{n,1}'| \, dt \leq M \|\gamma_2 - \gamma_{n,2}\|_\infty \xrightarrow{n \to \infty} 0.$$

The proof is complete. 

Proof of Theorem 1.9. The implication ($\Rightarrow$) easily follows from Theorem 5.6 and from Lemma 3.13. Therefore, it remains to prove the implication ($\Leftarrow$). Some ideas used below are based on the proof of Theorem 5 in [29].

Let $f : [0, 1]^n \to X$ be Lipschitz, and such that rank $md(f, x) \leq 1$ a.e. We need to prove that $f$ factors through an $\mathbb{R}$-tree. Since $f$ factors through the space $Z := Z_f$ constructed as in Section 6, it suffices to prove that $Z$ is an $\mathbb{R}$-tree.

Let $\psi$ and $\phi$ be the Lipschitz maps $\psi : [0, 1]^n \to Z$ and $\phi : Z \to X$, constructed in Section 6, so $f = \phi \circ \psi$.

By Corollary 6.5, $Z$ is geodesic, so according to part (g) of Lemma 2.7, it suffices to show that for every Lipschitz curve $\alpha : S^1 \to Z$ and every Lipschitz function $\pi : Z \to \mathbb{R}^2$,

$$A(\pi \circ \alpha) = \int_{S^1} (\pi \circ \alpha)'(x \, dy) = 0. \quad (7.2)$$

First, assume that $\alpha = \psi \circ \gamma : S^1 \to Z$, where $\gamma : S^1 \to [0, 1]^n$ is a Lipschitz curve. Let $g : \hat{\mathbb{B}}^2 \to [0, 1]^n$ be a Lipschitz extension of $\gamma$ to the closed unit disc.
For technical reasons that will be explained later, we need an extension \( g \) with the property that it maps the interior of the disc to the interior of the cube \( g(\mathbb{B}^2) \subset (0,1)^n \). That, however, can be easily guaranteed. Indeed, if \( g : \mathbb{B}^2 \to [0,1]^n \) is any Lipschitz extension of \( \alpha \), then \( \tilde{g} : \mathbb{B}^2 \to [0,1]^n \) defined by

\[
\tilde{g}(x) = (g(x) - (1/2,1/2,\ldots,1/2))|x| + (1/2,1/2,\ldots,1/2),
\]

agrees with \( g \) on the boundary of the disc, \( |x| = 1 \) (and hence \( \tilde{g} \) is an extension of \( \alpha \)), and when \( |x| < 1 \), \( \tilde{g}(x) \) is in the interior of the segment connecting the center of the cube \((1/2,1/2,\ldots,1/2)\) to \( g(x) \) so \( \tilde{g}(x) \) belongs to the interior \((0,1)^n\) of the cube.

Then, \( \pi \circ \psi \circ g : \mathbb{B}^2 \to \mathbb{R}^2 \) is a Lipschitz extension of \( \pi \circ \psi \circ \gamma : \mathbb{S}^1 \to \mathbb{R}^2 \), and Lemma 7.1 yields

\[
A(\pi \circ \alpha) = A(\pi \circ \psi \circ \gamma) = \int_{\mathbb{B}^2} \det D(\pi \circ \psi \circ g).
\]

Clearly, for Lipschitz mappings \( h : \mathbb{R}^n \supset \Omega \to \mathbb{R}^m \), rank \( Dh(x) = \text{rank md}(h,x) \), whenever \( h \) is differentiable at \( x \), so Lemma 3.13 and part (a) of Theorem 6.8 give

\[
\text{rank } D(\pi \circ \psi \circ g) = \text{rank md}(\pi \circ \psi \circ g) \leq \text{rank md}(\psi \circ g) = \text{rank md}(f \circ g) \text{ a.e.}
\]

Since by assumptions, \( \text{rank md}(f) \leq 1 \) a.e., Proposition 3.16 implies that \( \text{rank md}(f \circ g) \leq 1 \) a.e. (this is where we use the assumption that \( g(\mathbb{B}^2) \subset (0,1)^n \)), and hence rank \( D(\pi \circ \psi \circ g) \leq 1 \) by (7.4). This and (7.3) proves that \( A(\pi \circ \alpha) = 0 \).

That is, we proved (7.2) for curves \( \alpha : \mathbb{S}^1 \to Z \) that factor through \([0,1]^n\), \( \alpha = \psi \circ \gamma \), while we need to prove (7.2) for all Lipschitz curves \( \alpha : \mathbb{S}^1 \to Z \). We can however, easily pass to the general case with the help of Lemmata 6.6 and 7.2.

Let \( \alpha : \mathbb{S}^1 \to Z \) be a Lipschitz curve. Let \( \alpha_j = \psi \circ \gamma_j \) be the approximation described in Lemma 6.6. Note that by Lemma 6.6(d), we may choose the curves \( \gamma_j \) are closed.

Then, \( A(\pi \circ \alpha_j) = 0 \) because of the special form of \( \alpha_j \). Since \( \alpha_j \to \alpha \) uniformly, and the curves \( \alpha_j \) have uniformly bounded length, the curves \( \pi \circ \alpha_j : \mathbb{S}^1 \to \mathbb{R}^2 \) have uniformly bounded length and they converge uniformly to \( \pi \circ \alpha \), so Lemma 7.2 yields

\[
0 = A(\pi \circ \alpha_j) \to A(\pi \circ \alpha)
\]

and (7.2) follows. The proof is complete.

8 | PROOF OF THEOREM 1.3

Proof of Theorem 1.3. We will prove the theorem by proving implications \( (b') \Rightarrow (c') \Rightarrow (d') \Rightarrow (e') \Rightarrow (f') \Rightarrow (b') \).

Implication \( (b') \Rightarrow (c') \). According to Proposition 3.7, almost all \( x \in E \cap (0,1)^{n+m} \) have the property that for any \( j \in \mathbb{N} \), and for all sufficiently small \( r > 0 \), the set \( f(B(x,r)) \) can be covered by \( j^k \) balls each of radius \( 3\sqrt{kLr/j} \), where \( L = \text{Lip} (f) \) and \( k = \text{rank md}(f,x) \leq n-1 \). Since
$3\sqrt{k}lr/j \leq 3\sqrt{n}lr/j$, for all sufficiently small $r > 0$, we have

$$\mathcal{H}_\infty^n(f(B(x, r))) \lesssim_{n, l} j^n \left( \frac{r}{j} \right)^n,$$

so

$$\Theta^n(f, x) \lesssim_{n, l} \frac{1}{j^{n-k}}.$$

Since $n - k \geq n - (n - 1) = 1$, and $j$ was arbitrary, we have $\Theta^n(f, x) = 0$. Since, this is true for almost all $x \in E \cap (0, 1)^{n+m}$, $(c')$ is proved.

Implication $(c') \Rightarrow (d')$ is obvious.

Implication $(d') \Rightarrow (e')$ is a direct consequence of the following estimate.

**Proposition 8.1.** If $f : Q_o = [0, 1]^{n+m} \to X$, $n \geq 1$, $m \geq 0$, is a Lipschitz map into a metric space and $E \subset Q_o$ is a measurable set, then

$$\mathcal{H}_\infty^{n,m}(f, E) \lesssim_{n,m} \int_E \Theta^n(f, x) d\mathcal{H}^{n+m}(x).$$

**Remark 8.2.** This is a slight improvement of [15, Proposition 5.1]. The proof presented below is similar to the one in [15], but [15, Proposition 5.1] involved a slightly different definition of $\mathcal{H}_\infty^{n,m}$ than the one we use now, and this is one of the reasons for providing details.

**Proof.** The function $\Theta^n(f, \cdot)$ is integrable as bounded and measurable. Let

$$A = \{x \in E \cap (0, 1)^{n+m} : x \text{ is a Lebesgue point of } \Theta^n(f, \cdot)\};$$

Fix $\varepsilon > 0$. There is an open set $U \subset Q_o$, such that $A \subset U$ and

$$\int_U \Theta^n(f, x) d\mathcal{H}^{n+m}(x) < \int_A \Theta^n(f, x) d\mathcal{H}^{n+m}(x) + \varepsilon = \int_E \Theta^n(f, x) d\mathcal{H}^{n+m}(x) + \varepsilon.$$

Let $x \in A$. By the definition of $\Theta^n(f, x)$, there is a sequence $r_i/x \searrow 0$ such that

$$\frac{\mathcal{H}_\infty^n(f(B(x, r_i/x)))}{\omega_n(r_i/x)^n} < \Theta^n(f, x) + \varepsilon, \quad B(x, r_i/x) \subset U.$$

For each $i$, we can find a closed dyadic cube $Q^i_x$ such that

$$x \in Q^i_x \subset B(x, r_i/x) \quad \text{and} \quad r_i/x \lesssim_{n,m} \text{diam } Q^i_x,$$

so

$$\frac{\mathcal{H}_\infty^n(f(Q^i_x)))}{\omega_n(r_i/x)^n} < \Theta^n(f, x) + \varepsilon, \quad Q^i_x \subset U. \quad (8.1)$$
Since averages of $\Theta^n_s(f, \cdot)$ over the cubes $Q^i_x$ converge to $\Theta^n_s(f, x)$, as $i \to \infty$, by assuming that all $r^i_x$ are sufficiently small, we may guarantee that

$$\Theta^n_s(f, x) < \int_{Q^i_x} \Theta^n_s(f, y) \, d\mathcal{H}^{n+m}(y) + \varepsilon. \quad (8.2)$$

Hence (8.1) and (8.2) yield

$$\mathcal{H}^n(f(Q^i_x))(\text{diam} \, Q^i_x)^m \lesssim_{n,m} \int_{Q^i_x} \Theta^n_s(f, y) \, d\mathcal{H}^{n+m}(y) + 2\varepsilon(\text{diam} \, Q^i_x)^{n+m}.$$

The collection of (closed) dyadic cubes

$$Q = \{Q^i_x : x \in A, i \in \mathbb{N}\}$$

forms a covering of $A$. Dyadic cubes have an important property that given two dyadic cubes, they have disjoint interiors or one is contained in another one. Thus, leaving in $Q$ only the largest cubes that are not contained in any larger cube from $Q$, we obtain a subfamily $\{Q_j\} \subset Q$ of dyadic cubes with pairwise disjoint interiors such that $A \subset \bigcup_j Q_j$. Since $\mathcal{H}^{n+m}(E \setminus A) = 0$, the definition of $\mathcal{H}^{n,m}_{\infty}$ along with (1.1) yield

$$\mathcal{H}^{n,m}_{\infty}(f, E) = \mathcal{H}^{n,m}_{\infty}(f, A) \leq \sum_j \mathcal{H}^{n,m}_{\infty}(f(Q_j))(\text{diam} \, Q_j)^m$$

and the result follows upon letting $\varepsilon \to 0$. \hfill \Box

Implication $(e') \Rightarrow (f')$ is obvious because of (1.2).

Implication $(f') \Rightarrow (b')$.

We will use here notation and facts from Section 2.1. According to Lemmata 3.2 and 3.4, it suffices to prove the following result.

**Proposition 8.3.** If $f = (f_1, f_2, \ldots) : Q_o = [0,1]^{n+m} \to \ell^\infty, n \geq 1, m \geq 0$ is Lipschitz, $E \subset Q_o$ is measurable, and $\mathcal{H}^{n,m}_{\infty}(f, E) = 0$, then rank $Df(x) \leq n - 1$, for $\mathcal{H}^{n+m}_{\infty}$-almost all $x \in E$.

**Proof.** We shall ignore the points on the boundary of the cube. If rank $Df(x) \geq n$ at some $x$, then there exist indices $i_1 < i_2 < \ldots < i_n$ such that $\nabla f_{i_1}(x), \ldots, \nabla f_{i_n}(x)$ are linearly independent. If we let $\pi : \ell^\infty \to \mathbb{R}^n$ be the projection $\pi(x) = (x_{i_1}, \ldots, x_{i_n})$, then the latter statement is equivalent to rank $D(\pi \circ f)(x) = n$. There are countably many possibilities for choosing $n$ natural numbers, so the proposition will follow once we prove that for any $i_1 < i_2 < \ldots < i_n$, the equality rank $D(\pi \circ f)(x) = n$ occurs only on a null subset of $E$, that is, rank $D(\pi \circ f)(x) \leq n - 1$, for $\mathcal{H}^{n+m}_{\infty}$-almost all $x \in E$. 

This follows immediately from the next lemma since by easy estimates\footnote{Note that $\pi$ is a Lipschitz map with the Lipschitz constant $\sqrt{n}$.}

\[
\hat{H}_{\infty}^{n,m}(\pi \circ f, E) \leq (\text{Lip } \pi)^n \hat{H}_{\infty}^{n,m}(f, E) = 0.
\]

We need to apply the next lemma to $F = \pi \circ f : Q_o \to \mathbb{R}^n$. Thus, the next lemma is the last missing piece in the proof of the implication.

**Lemma 8.4.** If $F : Q_o = [0,1]^{n+m} \to \mathbb{R}^n$, $n \geq 1$, $m \geq 0$ is Lipschitz, $E \subset Q_o$ is measurable, and $\hat{H}_{\infty}^{n,m}(F, E) = 0$, then $\text{rank } DF(x) \leq n-1$ for $H^{n+m}$-almost all $x \in E$.

**Proof.** According to the classical co-area formula (Lemma 2.3)

\[
\int_E |J_F(x)| \, dH^{n+m}(x) = \int_{\mathbb{R}^n} H^m(F^{-1}(y) \cap E) \, dH^n(y).
\]

Note that if $F$ is differentiable at $x$, then $|J_F(x)| = 0$ if and only if $\text{rank } DF(x) \leq n-1$. Therefore, it suffices to show that $|J_F(x)| = 0$ for almost all $x \in E$. To this end, it suffices to show that $H^m(F^{-1}(y) \cap E) = 0$ for $H^n$-almost all $y \in \mathbb{R}^n$.

Assume that $m \geq 1$. A similar argument works for $m = 0$.

Let $\varepsilon > 0$ be given. Since $\hat{H}_{\infty}^{n,m}(F, E) = 0$, it follows that there is a covering $E \subset \bigcup_i A_i \subset Q_o$, such that

\[
\sum_i H^n(A_i) (\text{diam } A_i)^m < \varepsilon.
\]

According to Lemmata 2.1 and 2.2, there are Borel sets $Z_i \subset \mathbb{R}^n$ such that $F(A_i) \subset Z_i$ and $H^n(F(A_i)) = H^n(F(A_i)) = H^n(Z_i)$. We have

\[
H_{\infty}^m(F^{-1}(y) \cap E) \leq_m \sum_i (\text{diam } F^{-1}(y) \cap A_i)^m = \sum_i (\text{diam } F^{-1}(y) \cap A_i)^m \chi_{F(A_i)}(y)
\]

\[
\leq \sum_i (\text{diam } A_i)^m \chi_{Z_i}(y).
\]

Since the function on the right-hand side is Borel, integration yields

\[
\int_{\mathbb{R}^n} H_{\infty}^m(F^{-1}(y) \cap E) \, dH^n(y) \leq_m \sum_i (\text{diam } A_i)^m H^n(Z_i) = \sum_i (\text{diam } A_i)^m H^n_{\infty}(F(A_i)) < \varepsilon.
\]

Since this is true for any $\varepsilon > 0$, we conclude that

\[
\int_{\mathbb{R}^n} H_{\infty}^m(F^{-1}(y) \cap E) \, dH^n(y) = 0.
\]

Thus, $H_{\infty}^m(F^{-1}(y) \cap E) = 0$, and hence $H^m(F^{-1}(y) \cap E) = 0$, for $H^n$-almost all $y \in \mathbb{R}^n$. The proof of Lemma 8.4 is complete. \qed
Lemma 8.4 completes the proof of Proposition 8.3 and hence the proof of the implication. This was the last implication to prove, and therefore, the proof of Theorem 1.3 is complete.

ACKNOWLEDGEMENT
The authors would like to thank the referee for valuable comments. P.H. was supported by NSF grant DMS-2055171.

JOURNAL INFORMATION
The Journal of the London Mathematical Society is wholly owned and managed by the London Mathematical Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its publishing programme is used to support mathematicians and mathematics research in the form of research grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.

REFERENCES
1. L. Ambrosio and B. Kirchheim, Rectifiable sets in metric and Banach spaces, Math. Ann. 318 (2000), 527–555.
2. P. D. Andreev and V. N. Berestovskii, Dimensions of $\mathbb{R}$-trees and self-similar fractal spaces of nonpositive curvature, Siberian Adv. Math. 17 (2007), 79–90.
3. J. Azzam and R. Schul, Hard Sard: Quantitative implicit function and extension theorems for Lipschitz maps, Geom. Funct. Anal. 22 (2012), 1062–1123.
4. I. Chiswell, Introduction to $\Lambda$-trees, World Scientific Publishing Co., Inc., River Edge, NJ, 2001.
5. G. C. David and R. Schul, Quantitative decompositions of Lipschitz mappings into metric spaces, 2020. arXiv:2002.10318.
6. G. C. David and R. Schul, Lower bounds on mapping content and quantitative factorization through trees, J. London Math. Soc. (2021) arXiv:2107.01108. (To appear).
7. N. Dejarnette, P. Hajłasz, A. Lukyanenko, and J. Tyson, On the lack of density of Lipschitz mappings in Sobolev spaces with Heisenberg target, Conform. Geom. Dyn. 18 (2014), 119–156.
8. R. Engelking, Theory of dimensions finite and infinite, Sigma Series in Pure Mathematics, vol. 10. Heldermann Verlag, Lemgo, 1995.
9. B. Esmayli and P. Hajłasz, The coarea inequality, Ann. Fenn. Math. 46 (2021), 965–991.
10. L. C. Evans and R. F. Gariepy, Measure theory and fine properties of functions, Revised edition. Textbooks in Mathematics. CRC Press, Boca Raton, FL, 2015.
11. H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften, Band 153, Springer New York, 1969.
12. P. Hajłasz, Sobolev spaces on metric-measure spaces. In, Heat kernels and analysis on manifolds, graphs, and metric spaces (Paris, 2002), pp. 173–218, Contemporary Mathematics, 338, American Mathematical Society, Providence, RI, 2003.
13. P. Hajłasz and S. Malekzadeh, On conditions for unrectifiability of a metric space, Anal. Geom. Metr. Spaces 3 (2015), 1–14.
14. P. Hajłasz, S. Malekzadeh, and S. Zimmerman, Weak BLD mappings and Hausdorff measure, Nonlinear Anal. 177 (2018), 524–531.
15. P. Hajłasz and S. Zimmerman, An implicit function theorem for Lipschitz mappings into metric space, Indiana Univ. Math. J. 69 (2020), 205–228.
16. J. Heinonen, Lectures on analysis on metric spaces, Universitext, Springer, New York, 2001.
17. W. Hurewicz and H. Wallman, Dimension Theory, Princeton Mathematical Series, vol. 4, Princeton University Press, Princeton, NJ, 1941.
18. B. Kirchheim, Rectifiable metric spaces: local structure and regularity of the Hausdorff measure, Proc. Amer. Math. Soc. 121 (1994), 113–123.
19. E. Le Donne, Lipschitz and path isometric embeddings of metric spaces, Geom. Dedicata 166 (2013), 47–66.
20. A. Lytchak and S. Wenger, Intrinsic structure of minimal discs in metric spaces, Geom. Topol. 22 (2018), 591–644.
21. O. Martio and J. Väisälä, Elliptic equations and maps of bounded length distortion, Math. Ann. 282 (1988), 423–443.
22. P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and rectifiability, Cambridge Studies in Advanced Mathematics, 44, Cambridge University Press, Cambridge, 1995.
23. A. Petrunin and S. Stadler, Metric-minimizing surfaces revisited, Geom. Topol. 23 (2019), 3111–3139.
24. W. Rudin, Real and complex analysis, 3rd edition, McGraw-Hill Book Co., New York, 1987.
25. L. Simon, Lectures on geometric measure theory, Proc. Cent. Math. Anal., vol. 3, Australian National University, Centre for Mathematical Analysis, Canberra, 1983.
26. E. Szpilrajn, La dimension et la mesure, Fund. Math. 28 (1937), 81–89.
27. S. Wenger, Characterizations of metric trees and Gromov hyperbolic spaces, Math. Res. Lett. 15 (2008), 1017–1026.
28. S. Wenger and R. Young, Lipschitz extensions into jet space Carnot groups, Math. Res. Lett. 17 (2010), 1137–1149.
29. S. Wenger and R. Young, Lipschitz homotopy groups of the Heisenberg groups, Geom. Funct. Anal. 24 (2014), 387–402.