Microlandform classification method for grid DEMs based on support vector machine
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Abstract
Microlandform classification of grid digital elevation models (DEMs) is the foundation of digital landform refinement applications. To solve the shortcomings of the traditional regular grid DEM microlandform classification method, including low automation and incomplete classification results, a support vector machine (SVM) classifier was designed for grid DEM microlandform classification, and an automatic grid-based DEM microlandform classification method based on the SVM method was created. The experiment applies the SVM-based grid DEM microlandform classification method to identify different hill positions, namely, the summit, shoulder, back-slope, foot-slope, toe-slope, and alluvium. The results show that this method is most efficient in identifying the toe-slope, with an accuracy rate of 99.60%, and least efficient in identifying the foot-slope, with an accuracy rate of 98.18%. The kappa coefficient and model evaluation index F1-score verify that the method and model are reliable when applied to grid DEM microlandform classification problems.
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Introduction
Terrain is an active element in the human living environment and has an important influence on other elements and overall environmental characteristics; the identification and classification of terrain features are of great significance to the ecological environment, hydrological research, geological structure analysis, and other geological research (Liu et al. 2015). In recent years, with the continuous improvement in the accuracy of digital elevation model (DEM) data, especially grid DEM data, and the continuous in-depth mining and analysis of terrain factors, many scholars and experts have used digital terrain analysis technology to gradually push DEM-based terrain classification to small scales. The development direction of semiautomatic or automatic development at the microscale level, such as microlandform classification, as a continuation and deepening of macrolandform morphological classification (Zhou 2006), is important for land ecology research, geomorphological mapping, and natural disasters.

Hammond first proposed the idea of dividing geomorphic types by slope and relative relief within a unit (Hammond 1964), and it was then realized and developed by (Dikau et al.)
Qin et al. proposed a similarity-based fuzzy slope position classification system for the hill position. On this basis, (Dragut and Dornik 2016; Dornik et al. 2016) classifies and merges mountain parts and slope types into the same system by slope, plane curvature and profile curvature and develops a more detailed classification scheme. Based on the theoretical framework of digital terrain analysis and considering the spatial structure characteristics of landform types, Zhou and Liu (2008a, b) improved Dragut’s classification decision-making plan and realized the automatic classification of microlandforms through overlay analysis with grid DEM data of the Loess Plateau Zhou and Liu (2008a, b). However, this traditional microlandform classification method based on regularized knowledge grid DEM data has problems, such as a low degree of automation and incomplete classification.

In recent years, the phenomena of massive amounts of data, an explosion of information, and increasing difficulty in finding knowledge have become more prominent. It is imperative to move from geographic data information services to knowledge services, and knowledge mining or extraction has become more automated and intelligent (Chen et al. 2019). Artificial intelligence (AI) has attracted much attention in the field of surveying and mapping and has become a research hotspot. Academician Jinsheng (Ning 2019) believes that the current scientific and technological methods and applications of surveying and mapping can be closely integrated with high technology, such as mobile Internet, cloud computing, big data Internet of Things, and AI. The effects of the intelligent revolution triggered by AI are spreading to various industries, and the related methods, technologies, industrial forms and business models of surveying and mapping science and technology are facing considerable challenges and opportunities. Academician Deren (Li 2017) believes that traditional surveying and mapping in the era of big data will surely integrate communications, navigation, remote sensing, AI, virtual reality, and brain cognitive sciences into geospatial information intelligent service science. Academician Jiayao (Wang 2017) believes that various emerging information technologies can be integrated into the whole process of spatiotemporal perception and cognition in the era of spatiotemporal big data, especially deep learning and deep reinforcement learning, and deep integration of human natural intelligence and computer AI. (Liu et al. 2019) analyzed and discussed the new requirements, development directions, and key technologies of geographic information dynamic monitoring in the intelligent era, which provided a reference for the transformation and upgrading of digital and information-based surveying and mapping to intelligent surveying and mapping. In terms of terrain and landform classification, Qin et al. proposed a similarity-based fuzzy slope position classification method from the perspective of geography and comprehensively analyzed the existing automatic classification methods of landforms (Qin et al. 2009a, b; 2012; Wang and Qin 2017). Xiao et al. 2003a, b introduced the support vector machine (SVM) method in the recognition of hills and mountains. Zhang (Zhang et al. 2006) proposed the high spatial resolution RS image classification based on SVM method with the multi-source data. (Zhou et al. 2019; Zhang et al. 2019) introduced the back-propagation (BP) neural network method and random forest method in the division of mountain parts. Cao (Cao et al. 2020) proposed a landform classification method based on the random forest method in the study of landform classification of typical loess regions in the Loess Plateau. Wang (Wang et al. 2018) used the random forest algorithm to achieve fuzzy slope position classification. A novel model with improved prediction accuracy based on SVM is proposed, protection of urban ecosystems and alleviates discrepancies in urban development, resource utilization, and environmental protection (Liu and Lei 2018). Deals with the high spatial resolution image (IKONOS) classification based on the SVM method integrating the information of spectral, texture and structure Li et al. (2018). Combining SVM and Certainty Factor (CF), CF-SVM model is established to evaluate the geological susceptibility of the region (Li et al. 2018). The performance quality of LR, SVM, and RF for earthquake-induced landslides susceptibility mapping incorporating remote sensing imagery (Liu et al. 2021). These studies provide new ideas for the application of AI technology to the automatic classification of topography and landforms (Shen et al. 2006). Furthermore, the SVM method has been widely used in the fields of predictive warning (Babak and Zahra 2020; Yazid et al. 2019) and classification recognition (Elahi et al. 2017; Hamidreza et al. 2017) because of its great advantages in solving small-sample, nonlinear and high-dimensional pattern recognition problems. This study attempts to take the SVM algorithm into microtopography grid DEM automatic classification, use existing classification schemes and decision-making prior knowledge to extract a representative point-to-point sample as a training set for the SVM classifier, construct an SVM classifier suitable for the automatic classification of grid DEM microlandforms, realize the automatic classification of grid DEM microlandforms by SVM, and solve the incomplete classification problem of the traditional microlandform classification method based on regularized knowledge of the grid DEM. Furthermore, this study attempts to avoid tedious data overlay analysis process in the microlandform classification process and to improve the generalization ability of the SVM method of grid DEM microlandform.

**Design of classifier based on SVM**

**SVM**

SVM is a machine learning method based on statistical learning theory. It is based on VC dimension theory and the
structured risk minimization principle (Ding et al. 2011). It takes the minimization of the confidence range as the optimization goal and the training error as the constraint condition, which has good generalization. It has great advantages in solving small-sample, nonlinear, high-dimensional pattern recognition problems, as well as other problems (Shen et al. 2006). The SVM mechanism involves finding an optimal classification hyperplane that meets the classification requirements so that the hyperplane can maximize the blank area on both sides of the hyperplane while ensuring the classification accuracy. Given training sample \{x_i, y_i\}, \(i = 1, 2, \cdots, l\), \(x_i \in \mathbb{R}, y_i \in \{-1, 1\}\), the SVM classifier is constructed, and the optimal linear hyperplane is set as \((w \cdot x) + b = 0\). The classification interval is \(1/2\|w\|^2\). The SVM optimization problem can be described as:

\[
\min_{w,b,\xi} \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{l} \xi_i
\]

\[
y_i[(w \cdot x) + b] \geq 1 - \xi_i, i = 1, 2, \cdots, l
\]

(1)

(2)

C is the error penalty factor, and \(\xi_i \geq 0, i = 1, 2, \cdots, l\) is the relaxation factor. For the case where the sample data are nonlinear, a kernel function needs to be selected, and the problem of inseparable linearity in the original space is solved by mapping the data to a high-dimensional space. According to different data, different kernel functions are used to obtain different nonlinear SVMs. There are four types of commonly used kernel functions:

- Linear kernel:
  \[K(x, x_i) = x \cdot x_i\]

- Polynomial kernel:
  \[K(x, x_i) = ((x \cdot x_i) + 1)^d\]

- Radial basis kernel function:
  \[K(x, x_i) = \exp\left(-\frac{\|x-x_i\|^2}{2\sigma^2}\right)\]

(3)

(4)

(5)

After nonlinear mapping, the optimized dual form is obtained from the Lagrange function, and the original problem is transformed into:

\[
\max_{\alpha_i \in \mathbb{R}} \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j \langle \varphi(x_i), \varphi(x_j) \rangle
\]

(6)

\(\alpha_i\) is the Lagrange coefficient, and \(\varphi(x_i) \cdot \varphi(x_j)\) is the inner product of the high-dimensional space \(H\). That is, the search for the optimal linear hyperplane is transformed into solving a quadratic programming problem. Based on Mercer’s theorem, a nonlinear problem in low-dimensional space is mapped to the high-dimensional space \(H\), and the linear method is used for classification in the high-dimensional feature space. The form of the SVM classification function is similar to a neural network, and its mapping structure is shown in Fig. 1.

**SVM classifier parameter selection**

There are two main parameters in the kernel function, namely, the penalty parameter \(c\) and the gamma parameter \(g\) in the kernel function. The error penalty parameter \(c\) represents the penalty coefficient for the deviation associated with a wrong sample, which can adjust the ratio of the experience risk and the confidence range of the learning machine, making the promotion performance of the learning machine the best. Setting reasonable parameters \(c\) and \(g\) has an important impact on the performance of the classifier. For specific sample data, only when the parameters \(c\) and \(g\) are set to reasonable values can the classification accuracy and generalization ability of the SVM classifier be effectively improved. This study uses cross validation to divide the sample data set into 3 parts, two-thirds of which are used as the training set and the remainder as the test set to evaluate the performance of the classifier. At the same time, the grid search method is used to train the model for each pair of parameters \((c, g)\), and the group of parameters \((c, g)\) with the highest classification accuracy is selected as the optimal group of parameters.

**SVM method for classification of microterrain**

**Classification decision plan**

The classification decision plan is the explicit expression and quantitative regularization of landform classification knowledge. It is also the basis and core of terrain classification. The completeness and scientificity of the classification decision plan directly affect the quality of the classification results. Due to different researchers in different disciplines and different application purposes, different classification standards, systems and methods have formed. There are mainly classification systems based on physical geography, hydrology, soil landscape, and geomorphology to study topographic features. In the subject of physical geography, the division of terrain is mainly based on slope. Commonly, slopes are divided into gentle slopes, medium...
slopes, steep slopes and vertical planes in the geographical sense according to the steepness of their slopes. Hydrological research on terrain classification mainly considers the hydrological process to be a highly nonlinear and spatially varying process. As a typical example, Ruhe uses the slope, length and width of the longitudinal slope to divide the landform slope into the summit, shoulder, back-slope, foot-slope, toe-slope and alluvium; at the same time, it is further divided into source slope, hillside slope and side slope according to the curvature of the slope surface plane to express the characteristics of water flow dispersion and confluence. The classification of microtopography based on geomorphology mainly starts from the perspective of morphology, taking certain topographic morphological characteristics as the focus of research and obtaining characteristic landforms through the spatial combination and comparative analysis of the elements describing the topographic morphological characteristics. This study uses the mountain body classification decision-making scheme in the literature. As shown in Table 1, the scheme takes the most widely used and classic Ruhe landform classification system in grid DEM microlandform classification as the prototype. Referring to Dragut’s expression form and using slope, plane curvature and section curvature as classification indicators improves the shortcomings of the original mountain part classification decision scheme. Microlandform factors such as slope, aspect, plane curvature, profile curvature, etc. from the DEM are selected as classification indicators, and the classification indicators are combined to form a classification decision scheme that scientifically and reasonably expresses the characteristics of microlandforms.

**SVM-based microlandform classification process**

Utilizing the advantages of SVM in solving small-sample, nonlinear recognition problems and the research results of microlandform classification, this research builds an automatic microlandform classification model based on SVM and uses grid DEM data as the source data to achieve SVM microlandform classification. First, the plane curvature, section curvature, slope and elevation of the grid DEM in the experimental area are extracted as a data set. According to the decision table and prior knowledge, the mountain terrain of the sample data set is divided into 6 categories. Moreover, 2/3 of the sample data set is used as the training set, and 1/3 is used as the test set. Second, the SVM classifier is trained on the training set from the sample data set to automatically learn the data characteristics of the training set and construct the training model, and the test set is used to evaluate the accuracy of the model. After the model meets the accuracy requirements, the new microlandform factor is input again to generalize the model, and the results of terrain classification are output. That is, the model is used to automatically identify more mountain parts in the grid DEM data in the test area based on the sample area classification. Finally, the classification results are analyzed. The process of the method is shown in Fig. 2.

**Experiment and analysis**

**Selection of sample data set**

To verify the SVM method’s ability to perform the automatic classification of grid DEM microtopography proposed in this research, a mountainous region is classified as the experimental research object, a 1:10,000 grid DEM is the source data, and a certain area is selected as the experimental research area, as shown in Fig. 3(a). As shown on the left, the sample data are obtained by arbitrarily selecting a certain area in the study area, and the DEM shading map of the sample area is shown to the right of Fig. 3(a). The elevation of the highest point in this area is 1070.9 m, the elevation of the lowest point is 927.3 m,

| Serial number | Hill position Name | Geomorphological characteristics | Curvature Profile | Curvature Plan (°) | Elevation |
|---------------|--------------------|----------------------------------|------------------|-------------------|-----------|
| 1 Summit      | Uppermost surface  | Higher than neighboring unit     | >0 ≤0            | 15–45            |
| 2 Shoulder    | Convex medium slope unit | ≥0 ≤0          | 15–45            |
| 3 Back-slope  | Concave steep slope unit | ≤0 ≥0          | 15–45            |
| 4 Foot-slope  | Concave medium slope unit | <0 ≥0          | 15–45            |
| 5 Toe-slope   | Concave gentle slope unit | 0 ≤0          | 2–15             |
| 6 Alluvium    | Linear flat slope unit | <2             | Alluvial topography |
and the relative elevation difference is 143.6 m. The pixel size of the sample area is 5 × 5 m, and there are 40,000 pixels in total. According to the mountain body part classification decision scheme and the assumption that the mountain body part distribution has a certain continuity, the sample is screened; some very discrete feature points are deleted in all categories, and the balance of the number of sample categories is considered. Subsequently, 9879 typical samples were finally selected, with the summit having 879, the shoulder having 1800, the back-slope having 916, the foot-slope having 2299, the toe-slope having 2631 and the alluvium having 1,354 sample points. The determined sample data distribution is shown in Fig. 2(b). Then, a total of 6586 points, representing 2/3 of the samples, are used as the training set, and the remaining 3293 sample points are used as the test set. The determined training set and test set sample data distribution are shown in Table 2.

**Kernel function selection and model establishment**

This study uses MATLAB and the LIBSVM library to build the SVM model. The input factors, i.e., plane curvature, slope curvature, slope and elevation, are 4-dimensional factors, and the output result is the predicted slope position type. To select the appropriate kernel function, this study tested the training accuracy of three commonly used kernel functions for mountain slopes. The test results are shown in Table 3. Table 3 shows that the RBF kernel function has the highest training accuracy, so this study chooses the RBF kernel function when constructing the SVM classification model.

**Model evaluation**

To verify and evaluate the SVM classification model, this study uses the kappa coefficient and F1-score to describe the model performance. The calculation formulas of the accuracy rate $P$, recall rate $R$ and F1-score are:

$$P = \frac{T_p}{T_p + F_p} \times 100\%$$  \hspace{1cm} (7)

$$R = \frac{T_p}{T_p + F_N} \times 100\%$$  \hspace{1cm} (8)

$$F1\text{-score} = \frac{2 \times P \times R}{P + R}$$ \hspace{1cm} (9)

$T_p$: number of samples correctly classified into this category.
$F_N$: number of samples misclassified into other categories  
$F_P$: number of samples misclassified into this category  
$T_N$: number of samples correctly classified into other categories 

This study uses the typical sample points selected in the study area to train the SVM classifier, builds an SVM model for grid DEM microlandform classification, uses the test set to test the model accuracy, and performs an automatic classification experiment in a mountainous area. The confusion matrix of the test set in the experiment is shown in Table 4. The overall accuracy of the model test set established with typical sample points reached 99.51%, and the kappa coefficient was 0.9939, indicating that the classification accuracy of the constructed SVM model is reliable and that the application of the SVM method for hill position classification at the study site is feasible. The classification statistical results of the test set are shown in Table 5. From Table 5, it can be seen that the SVM algorithm has inconsistent performance for the 6 types of microlandforms. The accuracy rate of the summit reaches 100%, and the accuracy rate of the foot-slope is 98.08%. The highest F1-score index is 99.83% for the summit, and the lowest is 99.41% for the shoulder, which verifies the applicability of the SVM algorithm in microlandform classification. The SVM method has a strong dependence on the terrain category knowledge contained in the representative sample points. Incomplete the terrain category feature knowledge will directly affect the ability of the SVM to mine implicit knowledge, resulting in inconsistent adaptability to the six types of microlandforms.

Overall Accuracy=0.9951 Kappa=0.9939

### Experimental comparative analysis

To verify the effectiveness of the automatic classification method proposed in this research, the experimental area is expanded to the entire study area based on the sample data area. The pixel size of the study area is 5 × 5 m, with a total of 160,000 pixels. The classification result of the superposition analysis method based on rule knowledge is shown in Fig. 4(a). The SVM model established in this study is generalized to realize automatic classification of mountain parts, and the classification results are shown in Fig. 4(b). In the experimental area, the rule-based overlay analysis method and the SVM-based method are used to classify the mountain parts at each grid point, and the incomplete statistics are shown in Table 6. It can be clearly seen that the area of the SVM classification results in each category are higher than the comparative rule method; for example, the proportion of slopes has increased by up to 16.79%, and the proportion of hilltops has increased by at least 0.95%. The SVM-based method ensures the completeness of the classification results, and there is no incomplete classification. The fundamental reason is that the superposition analysis method is a multifactor system classification method for each grid point. For different areas, the complexity of the terrain is inconsistent, and the degree range is uncertain. The SVM method uses the kernel function to obtain the optimal separation hyperplane, and there is a unique global optimal solution, which solves the problem of incomplete classification.

Taking the grid DEM of 5 × 5m pixels in the experimental area as the original data, the grid DEM data of 2.5 × 2.5m and 10 × 10m pixels are interpolated and extracted, respectively. The typical sample points are re-extracted from grid DEM with 2.5 m and 10 m pixels for training, and the classifiers with 2.5 m and 10 m resolutions are obtained respectively, and the grid DEM with 2.5 m and 10 m pixels is classified. The experimental results show that the classification accuracy of SVM method for microlandform classification of grid DEM data with different pixel sizes is different, which is over 95% on the whole, and the average classification accuracy of pixel

### Table 3  Training result of kernel function

| Types       | LK   | PK   | RK   |
|-------------|------|------|------|
| Number of errors | 26   | 23   | 16   |
| Number of corrects | 3267 | 3270 | 3277 |
| Precision    | 99.21% | 99.30% | 99.51% |

### Table 4  Confusion matrix of classification results

|          | Summit | Shoulder | Back-slope | Foot-slope | Toe-slope | Alluvium | Total |
|----------|--------|----------|------------|------------|-----------|----------|-------|
| Summit   | 293    | 0        | 0          | 0          | 0         | 0        | 293   |
| Shoulder | 1      | 596      | 0          | 0          | 0         | 0        | 600   |
| Back-slope | 0    | 1        | 304        | 0          | 0         | 0        | 305   |
| Foot-slope | 0    | 2        | 1          | 759        | 4         | 0        | 766   |
| Toe-slope | 0     | 0        | 0          | 874        | 3         | 0        | 877   |
| Alluvium  | 0      | 0        | 0          | 1          | 451       | 3        | 454   |
| Total     | 294    | 599      | 305        | 762        | 879       | 454      | 3293  |

---

© Springer
size 5m is the highest, which is 99.51%; The classification accuracy of pixel size 10m is the lowest, reaching 98.19%. Grid DEM with a pixel size of 5m has the smallest dispersion of classification accuracy among the six types of hill-position, which shows strong adaptability to all types of landform.

**Conclusion**

With the continuous improvement in DEM data accuracy and the rapid development of digital terrain analysis technology, terrain classification based on DEMs is gradually being pushed in the direction of semiautomatic or automated development at the small-scale and microscale levels. As the research foundation of the fine application of digital terrain, microlandform classification has broad application prospects in soil research, agricultural production, urban planning, natural disasters, and civil engineering. In this study, the traditional microlandform classification method based on regularized knowledge of the grid DEM is low in automation and results in incomplete classification. Using the advantages of the SVM algorithm, the SVM algorithm is introduced into grid DEM microlandform classification. Using the existing classification decision scheme and prior knowledge to extract

| Table 5 | Statistical analysis of test set classification results |
| --- | --- |
| **Types** | Summit | Shoulder | Back-slope | Foot-slope | Toe-slope | Alluvium |
| Number of correct | 293 | 596 | 304 | 759 | 874 | 451 |
| Number of errors | 0 | 4 | 1 | 7 | 3 | 1 |
| Precision | 100% | 99.33% | 99.67% | 98.08% | 99.66% | 99.78% |
| Recall | 99.66% | 99.50% | 99.67% | 99.61% | 99.43% | 99.34% |
| F1-score | 99.83% | 99.41% | 99.67% | 98.84% | 99.54% | 99.56% |

| Table 6 | Classification statistics |
| --- | --- |
| **Method** | Summit | Shoulder | Back-slope | Foot-slope | Toe-slope | Alluvium | Total | Incomplete |
| Regular knowledge | 5746 | 27,379 | 3105 | 41,515 | 15,066 | 8741 | 101,522 | 58,478 |
| SVM | 7269 | 43,149 | 5978 | 68,376 | 17,392 | 17,836 | 160,000 | 0 |
| 4.54% | 26.97% | 3.74% | 42.73% | 10.87% | 11.15% | 100% | 0 |

Fig. 4 Test area classification results: (a) classification result of superposition analysis and (b) classification results of SVM
typical sample points, these typical sample points are used as the training set to train an SVM classifier, and an SVM model suitable for automatic classification of grid DEM microlandforms is constructed. The kappa coefficient and the model evaluation index F1-score verify that the method and model have reliable accuracy when applied to grid DEM microlandform classification problems. The experimental results show that the incorporation of the SVM method into grid DEM microlandform classification is effective in practice. Compared with the classification method based on overlay analysis, this method not only reduces the tedious data overlay analysis process and ensures the integrity of the classification results but also improves classification accuracy. The successful application of the SVM algorithm in grid DEM microlandform classification provides an effective method for automatic microterrain classification.
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