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Abstract—The use of multiple source nodes with wireless backhaul is considered for secrecy enhancement through source node selection in future wireless networks. The ergodic secrecy rate (ESR) of optimal source node selection in the presence of multiple eavesdroppers over independent non-identically distributed (INID) Rayleigh fading channels is evaluated in closed-form. At high signal-to-noise ratio (SNR), the ESR is expressed as a simple weighted summation where each term relates to the contribution of an individual source and eavesdropper. An asymptotic analysis shows the effect of the system parameters and backhaul reliability on the performance. The proposed method can provide a generalized solution for the ESR of optimal transmit antenna selection in multi-antenna systems, optimal source node selection, and optimal relay selection with or without unreliable backhaul.

Index Terms—Erdogic secrecy rate, optimal source selection, transmit antenna selection, asymptotic analysis.

I. INTRODUCTION

TRANSMIT node selection (TS) is an attractive way to achieve diversity gain in distributed, dense, heterogeneous, and low-complexity future wireless networks where deploying multiple-antenna transmitters may be impractical. TS for physical layer security has been extensively studied in [1]–[10] and references therein. Further, as a cost-effective solution against deploying large-scale wired backhaul in future networks, wireless backhaul has been proposed [4]–[10]. These papers study the effect of wireless backhaul reliability on the secrecy performance of TS schemes. Various cooperative relay selection (RS) schemes were also developed for secrecy without backhaul in [1]–[3]. Ergodic secrecy rate (ESR) was analyzed for various network configurations over flat-fading [3]–[5] and frequency selective fading channels [7]–[10].

TS and RS problems with or without wireless backhaul are analytically similar to their predecessor, transmitter antenna selection (TAS) [11]. As backhaul reliability is defined by the link failure probability, the assumption of perfect backhaul leads to TAS or RS problems [7]. RS problems are similar to TS problems with unreliable backhaul when the relay forwarding strategy is conditional on the first-hop link, as in [2]. RS problems are also similar to TAS problems when end-to-end performance is limited by the worst link with decode-and-forward (DF) relaying, as in [1].

The optimal selection strategy maximizes the secrecy rate of the system considering global channel knowledge. Optimal TS was analyzed in [1], [2], [6]; however, ESR was not evaluated. ESR was obtained for sub-optimal TS including backhaul uncertainty in [3], [5], [7]–[9]; however, this cannot provide the maximum secrecy rate. ESR is only available in a computable form for the simplest case of independent and identically distributed (IID) fading channels in [4], [11]. Also, although [4] included backhaul uncertainty into the analysis, this was not done in [11].

Despite the similarity between TAS, TS, and RS with or without unreliable backhaul, the ESR of the optimal selection strategy is not available in any of these cases in closed-form. Motivated by this, we provide a closed-form solution for the ESR of the optimal TS strategy with wireless backhaul in the presence of multiple eavesdroppers. We also analyze a scheme for TS on the basis of the ratio of instantaneous signal-to-noise ratios (SNRs) of the destination and eavesdropper channels, which leads to a high-SNR approximation of the ESR for optimal selection. Based on this approximation, we provide a closed-form solution for the ESR as well as its asymptotic expression. This provides a generalized solution for the ESR of optimal TAS, optimal TS, and optimal RS with DF relaying, with or without wireless backhaul.

Notation: $\mathbb{P}[\cdot]$ denotes probability, $E[\cdot]$ denotes expectation, $F_X(\cdot)$ denotes the cumulative distribution function (CDF) of a random variable (RV) $X$, and $Tx(\cdot)$ represents the corresponding probability density function (PDF). $|A|$ denotes the set $\{1, 2, \ldots, K\}$, and $|A|$ denotes the cardinality of the set $A$. Finally, vectors are denoted by bold type.

II. SYSTEM MODEL

The system consists of an access point $A$, $K$ source nodes $S_k$ for $k \in [K]$, a destination node $D$, and $N$ eavesdroppers $E_n$ for $n \in [N]$. Each of these nodes is equipped with a single antenna. A provides a wireless backhaul connection to each $S_k$. For any $k$, the channels $S_k - E_n$ (for $n \in [N]$) are assumed to be IID, while all other channels are assumed to be independent and non-identically distributed (INID). All individual links are assumed to exhibit frequency-flat Rayleigh fading, and thus the corresponding channel SNRs are exponentially distributed. The exponential channel parameter for the $S_k - D$ link is denoted by $\beta_k$, while that for the $S_k - E_n$ link (for any $n$) is denoted by $\alpha_k$. Therefore, $1/\beta_k$ and $1/\alpha_k$ are the average received SNRs, respectively. We consider the scenario of non-colluding eavesdroppers. In this case, if source $S_k$ is transmitting, the secrecy performance is determined by the eavesdropper $E_n$ with maximum (instantaneous) SNR of the $S_k - E_n$ link. This maximum SNR, denoted by $\gamma_{E_k}$, has...
PDF given by

\[ f_{\Gamma_S}(x) = \sum_{n=1}^{N} \psi_n n\alpha_k \exp(-n\alpha_k x), \quad (1) \]

where \( \psi_n = (-1)^{n+1} \binom{N}{n} \). The uncertainty of the \( k \)-th wireless backhaul link is modelled by a Bernoulli random variable \( \delta_k \); the probability that the \( k \)-th backhaul link is active is equal to \( \delta_k \) and the probability that it is inactive is equal to \( 1 - \delta_k \), where \( 0 \leq \delta_k \leq 1 \). The optimal source (for secrecy improvement) is selected assuming global knowledge of CSI and backhaul activity, i.e., the optimal source is selected from the set of sources whose backhaul links are active. The assumption of activity, i.e., the optimal source is selected from the set of sources has backhaul links are active. The assumption of availability of global CSI is common in the secrecy literature (see [1], [2], [4], [6], [7] and references therein); moreover, this assumption can provide the best achievable performance bound.

Considering that \( S \neq \emptyset \) is the subset of source nodes with active backhaul links, the corresponding optimal secrecy rate \( C_S \) in nats per channel use (ncpu) is given by

\[ C_S = \max \{\ln(\Gamma_S), 0\}, \quad (2) \]

where

\[ \Gamma_S = \max_k \left\{ \frac{1 + \gamma_{D_k}}{1 + \gamma_{E_k}} \right\}, \quad (3) \]

and \( \gamma_{D_k} \) is the received SNR for the channel from \( S_k \) to \( D \). Then the achievable secrecy rate, \( C_S \), of the system can be evaluated by taking into account all possible active backhaul sets \( S \), i.e.,

\[ C_S = \sum_{S \subseteq [K]} P[S] C^S_S, \quad (4) \]

where \( P[S] \) denotes the probability of occurrence of subset \( S \). Here we assume that when \( S = \emptyset \) is the empty set (no active backhaul links), the corresponding \( C^S_S \) is equal to \( 0 \). The probability of the source node set \( S \) having active backhauls can be expressed as

\[ P[S] = \prod_{k \in S} \delta_k \prod_{j \in S^C} (1 - \delta_j), \quad (5) \]

and the ESR of the system is then evaluated using (4) as

\[ C_S = \sum_{S \subseteq [K]} P[S] C^S_S = \sum_{S \subseteq [K]} P[S] \int_{1}^{\infty} \ln(x) f_{\Gamma_S}(x) dx. \quad (6) \]

III. ESR OF OPTIMUM SOURCE SELECTION

In this section, we will find the ESR of the optimal source selection scheme defined in (6). Our approach will be to find the distribution of \( \Gamma_S \) in (3) in order to evaluate (6).

A. Distribution of \( \Gamma_S \)

It can be seen from (2) that \( C^S_S = 0 \) whenever \( \Gamma_S \leq 1 \). Therefore, it will be sufficient to characterize the CDF \( F_{\Gamma_S}(x) \) only for the case where \( x > 1 \). This CDF may be evaluated with the help of the exponential CDF of \( \gamma_{D_k} \) and the PDF of \( \gamma_{E_k} \) from (1) as

\[ F_{\Gamma_S}(x) = P[\Gamma_S \leq x] = \prod_{k \in S} \left[ \frac{1 + \gamma_{D_k}}{1 + \gamma_{E_k}} \right] \left[ 1 - \sum_{n=1}^{N} \psi_n n\alpha_k \exp(-n\alpha_k x) \right], \quad \text{for } x > 1, \quad (7) \]

where \( \alpha_k = \alpha_k / \beta_k \) and \( c_k = \exp(\beta_k) \). We express the product in (7) as a series via

\[ F_{\Gamma_S}(x) = \sum_{M \subseteq \mathcal{S}} (-1)^{|M|} e^{-\beta_M x} \prod_{k \in M} \sum_{n=1}^{N} \psi_n n\alpha_k c_k \left[ \frac{1}{x + n\alpha_k} \right], \quad (8) \]

where \( \beta_M = \sum_{k \in M} \beta_k \). The corresponding PDF, \( f_{\Gamma_S}(x) \), can be evaluated by differentiating (8). However, when deriving the expected value of (2) we will use integration by parts, which is simpler and does not require derivation of the PDF.

B. Evaluation of ESR

The ESR for the active backhaul set \( S \) may be obtained by taking the expected value of (2) using the integral shown in (6) via (8), and using integration by parts to obtain

\[ \mathbb{E}[C^S_S] = \int_{1}^{\infty} \ln(x) f_{\Gamma_S}(x) dx = \int_{1}^{\infty} \ln(x) F_{\Gamma_S}(x) dx - \sum_{M \subseteq \mathcal{S}} (-1)^{|M|} \int_{1}^{\infty} \frac{\exp(-\beta_M x) \prod_{k \in M} \psi_i k a_k c_k}{\prod_{k \in M} (x + i_k a_k)} dx. \quad (9) \]

By taking the limit, it can be easily shown that the first term is equal to zero. Furthermore, we assume that the values \( i_k a_k \) are all different\(^1\) to evaluate (9) with the help of partial fractions. More formally, we assume that the channel parameters are such that for any \( p, q \in [N] \) and any \( j, k \in [K] \) with \( j \neq k \), we have \( p a_k \neq q a_j \). Using the method of partial fractions, the integration in the second term can be solved as

\[ \mathbb{E}[C^S_S] = -\sum_{M \subseteq \mathcal{S}} (-1)^{|M|} \sum_{i_k \in [N]} \sum_{i_j \in [N]} \left( \prod_{k \in M} \psi_i k a_k c_k \right) \int_{1}^{\infty} \frac{A_{(0)}^{(k)} + \sum_{k \in M} A_{(k)}^{(k)}}{\prod_{k \in M} (x + i_k a_k) \exp(-\beta_M x)} dx \]

\[ = \sum_{M \subseteq \mathcal{S}} (-1)^{|M|} \sum_{i_k \in [N]} \sum_{i_j \in [N]} \left( \prod_{k \in M} \psi_i k a_k c_k \right) \left( A_{(0)}^{(0)} \exp(-\beta_M) \right) \]

\[ + \sum_{k \in M} A_{(k)}^{(k)} \exp(\beta_M i_k a_k) \exp(-\beta_M(1 + i_k a_k)), \quad (10) \]

where \( A_{(0)}^{(k)} \) and \( A_{(k)}^{(k)} \) for \( k \in \mathcal{M} \) are found by the method of partial fractions as

\[ A_{(0)}^{(k)} = \frac{1}{\prod_{k \in \mathcal{M}} i_k a_k}, \quad A_{(k)}^{(k)} = \frac{(-1)^{|M|} \prod_{j \in \mathcal{M} \setminus M} (i_k a_k - i_j a_j)}{\prod_{k \in \mathcal{M}} (i_k a_k - i_j a_j)} \]

The closed-form solution (10) is obtained using the integral solutions 3.351.5 and 3.352.2 in [12], respectively.

\(^1\)Note that this assumption holds with overwhelming probability. In the special case where some or all \( i_k a_k \) are the same, the partial fractions need to be evaluated differently. Since these cases are rather tedious to enumerate, these calculations are omitted.
By substituting (10) into (6) and using (5), the ESR for optimal source selection with backhaul uncertainty can be derived in closed-form.

IV. HIGH-SNR ANALYSIS

In this section we derive an approximate expression for the ESR which is accurate when both the main channel and eavesdropper channel operate in the high-SNR regime, i.e., \( \gamma_{D_k}, \gamma_{E_k} \gg 1 \) for all \( k \), to obtain an approximate expression which is simpler than (10). At high SNR, \( \Gamma_S \) can be approximated by neglecting unity from both the numerator and the denominator in (3) to obtain \( \Gamma_S \approx \max_{k \in S} \left( \frac{\gamma_k}{\gamma_{D_k}} \right) \). This effectively states that at high SNR, the optimal selection is on the basis of maximizing the SNR ratio between the destination and eavesdropper channels. We will first proceed to find the CDF of \( \Gamma_S \).

A. Distribution of \( \Gamma_S \) With High-SNR Approximation

For \( S \neq \emptyset \), the CDF of \( \Gamma_S \) at high SNR is evaluated following a similar approach to (7) as

\[
F_{\Gamma_S}(x) = \prod_{k \in S} \left( 1 - \sum_{n=1}^{N} \frac{\psi_n n a_k}{x + n a_k} \right)
\]

\[
= \sum_{M \subseteq S} (-1)^{|M|+1} \prod_{i=1}^{k \in M} \left( \sum_{n=1}^{N} \frac{\psi_n n a_k}{x + n a_k} \right)
\]

\[
= \sum_{M \subseteq S} (-1)^{|M|} \prod_{i \in \{M\}} \left( \sum_{n=1}^{N} \frac{\psi_n n a_k}{x + n a_k} \right)
\]

\[
= \sum_{M \subseteq S} (-1)^{|M|} \prod_{i \in \{M\}} \left( \sum_{n=1}^{N} \frac{A_i^{(k)}}{x + n a_k} \right),
\]

where \( A_i^{(k)} \) is evaluated by the method of partial fractions as

\[
A_i^{(k)} = \frac{(-1)^{|M|+1}}{\prod_{j \in \{M\}}(i_k a_k - i_j a_j)}.
\]

In contrast to the analysis of Section III, in the high-SNR scenario it is easier to find the ESR by direct integration using the PDF of \( \Gamma_S \). This PDF may be evaluated using (12) as

\[
f_{\Gamma_S}(x) = \sum_{M \subseteq S} (-1)^{|M|+1} \prod_{i \in \{M\}} \left( \sum_{n=1}^{N} \frac{\psi_n n a_k}{x + n a_k} \right)
\]

\[
= \left( \prod_{i \in \{M\}} \frac{\psi_n n a_k}{x + n a_k} \right) \frac{A_i^{(k)}}{(x + i_k a_k)^2}.
\]

B. Evaluation of ESR With High-SNR Approximation

The ESR corresponding to the active backhaul set \( S \) in the high-SNR scenario is evaluated with the aid of (14); proceeding similarly to (9), we obtain

\[
\mathbb{E}[C^S_\gamma] = \sum_{M \subseteq S} (-1)^{|M|+1} \prod_{i \in \{M\}} \left( \sum_{n=1}^{N} \frac{\psi_n n a_k}{x + n a_k} \right)
\]

\[
\int_1^{\infty} \frac{A_i^{(k)}}{(x + i_k a_k)^2} \, dx = \sum_{M \subseteq S} \sum_{n=1}^{N} \sum_{k \in M} \psi_i n a_k \ln(1 + i_k a_k).
\]

Finally, the ESR (6) of optimal selection including backhaul uncertainty can be expressed in a simplified form as

\[
\tilde{C}_S = \sum_{S \subseteq [K]} \mathbb{P}[S] \sum_{k \in S} \sum_{n=1}^{N} \ln(1 + n a_k) w_{kn}(S),
\]

where \( w_{kn}(S) \) is defined as

\[
w_{kn}(S) = \psi_n \sum_{j \in Q_{kn}(S)} \sum_{i \in \{S\}} \frac{\psi_i n a_j}{(n a_k - i_j a_j)}.
\]

We can observe from (19) that at high SNR, the ESR is the weighted sum of the logarithms of the (scaled) ratios between individual source-to-destination and source-to-eavesdropper SNRs. Also, the summation is over all transmitter-eavesdropper pairs. Due to the occurrence of the ratio of \( a_k \) values in (17), we also conclude that these weights do not depend on the average SNRs, but only on the relative SNR strength between channels. Also note that the simplified expression in (19) captures the contribution of each transmitter-eavesdropper pair to the total ESR.

It should be noted that with suitable modification, the ESR expression given by (10) or (16) captures the special cases of optimal TAS [11], and optimal RS with DF relays [1], [2].

V. ASYMPTOTIC ANALYSIS

In this section, an asymptotic analysis is presented assuming the high-SNR approximation from the previous section. By asymptotic analysis we mean the following: for each \( k \), the eavesdropper channel’s average SNR \( 1/\alpha_k \) is fixed, while the destination channel’s average SNR is equal to a fraction \( \rho_k > 0 \) of the SNR \( 1/\beta \), i.e., \( 1/\beta = \rho_k/\beta \), and we consider the case \( 1/\beta \to \infty \). The asymptotic expression will be presented in a form following [13], although the system model here is completely different. Since the approximation \( 1 + n a_k \approx n a_k \) becomes tight in the asymptotic scenario, the asymptotic expression for the ESR in (19) can be expressed
by transforming it into a linear function of \( \ln(1/\beta) \) via

\[
C_s \approx K \sum_{k=1}^{N} \sum_{n=1}^{ \infty } \mu_{kn} \ln(na_k) = K \sum_{k=1}^{N} \mu_{kn} \ln \left( \frac{no_k p_k}{\beta} \right) = S_\infty \ln(1/\beta) - L_\infty ,
\]

where the high-SNR slope and power offset parameters are given by

\[
S_\infty = \sum_{k=1}^{K} \sum_{n=1}^{N} \mu_{kn} ,
\]

\[
L_\infty = \frac{1}{S_\infty} \sum_{k=1}^{K} \sum_{n=1}^{N} \mu_{kn} \left( \ln \left( \frac{1}{n a_k} \right) - \ln(\rho_k) \right) ,
\]

respectively. In the high-SNR scenario, the slope and offset are the two important parameters which determine the ESR. Note that for any \( S \subseteq [K] \), the sum of the weights \( w_k(S) \) over all \( k \) and \( n \) can be shown to equal unity, i.e., \( \sum_{k} w_k(S) = 1 \). It follows that the high-SNR slope with unreliable backhaul is always less than unity, i.e.,

\[
S_\infty = \sum_{k=1}^{K} \sum_{n=1}^{N} \mu_{kn} = K \sum_{k=1}^{N} \sum_{\bar{S} \in [K], k \in \bar{S}} \mathbb{P}[\bar{S}] w_k(\bar{S})
\]

\[
= \sum_{\bar{S} \subseteq [K]} \mathbb{P}[\bar{S}] \left( \sum_{k \in \bar{S}} w_k(\bar{S}) \right) = 1 - \mathbb{P}[\bar{S} = \emptyset] .
\]

It can be observed from (23) that when the backhaul is perfectly reliable (equivalent to TAS), the high-SNR slope is unity. Furthermore, in this case the slope does not depend on the number of sources or eavesdroppers (this is also observed in [13]), in contrast to the case when backhaul is unreliable. In the latter case, the slope depends on the probability of backhaul activity and is always less than unity. It is noted that the high SNR slope actually represents the number of degrees of freedom or maximum multiplexing gain [13]. From (22) we also see that the offset in unreliable backhaul is independent of \( 1/\beta \); however, it captures the effect of the destination and eavesdropper channels as well as the backhaul reliability, via \( K, N \), and \( \{\rho_k, 1/\alpha_k, \delta_k\} \) for \( k \in [K] \).

VI. SPECIAL CASE: IID CHANNEL AND SINGLE EAVESSDROPER

In this section we consider a special case with a single eavesdropper, where the destination and eavesdropper channels are IID, i.e., \( \alpha_k = \alpha \) and \( \beta_k = \beta \) for all \( k \) (however, we do not necessarily have \( \alpha = \beta \)). Here we will consider the high-SNR approximation scenario only. Since the ESR for this special case cannot be derived simply by equating all channel parameters in the solution of Section IV (due to the constraint that all \( i_k a_k \) must be different in (13)) with \( N = 1 \), we derive the ESR for this case separately. This case will yield a simpler analytical result which will bring more insight into the system behavior. Following a similar approach to that of Section IV, the CDF in (11) becomes

\[
F_{r_S}(x) = \left( 1 - \frac{a}{x + a} \right)^{|S|} = 1 + \sum_{k=1}^{|S|} (-1)^k \binom{|S|}{k} \frac{a^k}{(x + a)^k} ,
\]

where \( a = \alpha / \beta \). Now \( \mathbb{E}[C^S_s] \) is evaluated using integration by parts as

\[
\mathbb{E}[C^S_s] = \int_1^\infty \ln(x) f_{r_S}(x) dx = \sum_{k=1}^{|S|} (\frac{a^k}{x + a}) - \int_1^\infty \frac{1}{(x + a)^k} dx .
\]

By taking the limit, the first term inside the brackets can be easily shown to be equal to zero. Moreover, using the partial fractions method for the second term and with some algebraic manipulations, we obtain

\[
\mathbb{E}[C^S_s] = \sum_{k=1}^{|S|} (-1)^{k+1} \binom{|S|}{k} a^k \int_1^\infty \left( \frac{1}{a^k x} - \frac{1}{a^k(x + a)} \right) - \int_1^\infty \frac{1}{(x + a)^k} dx = \ln(1 + a)
\]

\[
\int_1^\infty \frac{1}{(x + a)^k} dx = \ln(1 + a)
\]

\[
\int_1^\infty \frac{1}{x} dx = \ln(1 + a)
\]

Finally, the ESR including backhaul uncertainty can be expressed with the help of (5) and (6) as

\[
\bar{C}_s = (1 - \mathbb{P}[|S| = 0]) \ln(1 + a) + \sum_{\bar{S} \subseteq [K]} \mathbb{P}[\bar{S}] \left( \sum_{k=1}^{|S|} (-1)^k \binom{|S|}{k} \sum_{j=1}^{k-1} \frac{1}{(1 + a)^j} \right) .
\]

Rearranging (27) assuming uniform backhaul reliability (i.e., \( \delta_k = \delta \) for all \( k \)) in the form of (20), we obtain the asymptotic high-SNR slope and power offset parameters as

\[
S_\infty = (1 - \mathbb{P}[|S| = 0]) = (1 - (1 - \delta)^K) ,
\]

\[
L_\infty = \ln(1/\alpha) - \frac{1}{S_\infty} \sum_{k=1}^{K} \binom{K}{k} \delta^k (1 - \delta)^{K-k}
\]

\[
\times \left( \sum_{r=1}^{k} (-1)^r \binom{k}{r} \sum_{j=1}^{r-1} \frac{1}{(1 + \frac{1}{a})^j} \right) .
\]

\[
= \ln(1/\alpha) - \frac{1}{S_\infty} \sum_{k=1}^{K} \binom{K}{k} \delta^k (1 - \delta)^{K-k} H_{k-1} ,
\]

respectively, where \( H_{k-1} \) denotes the \((k-1)\)-th harmonic number.

The analysis with the IID channel condition and uniform backhaul reliability in (28) reveals that when \( \delta \) is small and \( K \) is large, \( S_\infty \) is approximately equal to \( \delta K \), i.e., the expected number of active sources. Accordingly, the slope of the ESR curve will scale approximately in proportion to the number of sources and the backhaul reliability.

From the expression (29) for the case of the IID channel condition, it is easy to show that an improvement in the eavesdropper channel quality increases the offset and hence degrades the secrecy performance. Similarly, an increase in \( K \) and \( \delta \) reduces the offset, and as a result the secrecy performance improves.
reliability conditions. We consider $K = 0.4$, where 

$$1/K = 2.5$$

Fig. 2. Asymptotic analysis of the ESR and its high-SNR approximation.
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In Case 1, we set $K_1 = 4$, $N_1 \in \{1, 3\}$, $(1/\alpha_k, \rho_k) = (3 \text{ dB}, 0.1)$, $(6 \text{ dB}, 0.2)$, $(9 \text{ dB}, 0.3)$, $(12 \text{ dB}, 0.4)$, where $1/\beta_k = \rho_k/\beta$ for all $k \in [1, 4]$. We consider two cases: i) where all backhaul links are active (equivalent to TAS), i.e., $\delta_k = 1$ for all $k$ and ii) when backhaul reliability is imperfect, i.e., $\delta_k = 0.8$ for all $k$. As expected, the high-SNR approximation is actually an upper bound which approaches the actual ESR as the SNR increases. As the backhaul reliability improves, the ESR performance also improves. Furthermore, an increase in the number of eavesdroppers has an adverse effect on the secrecy.

Fig. 2 presents the ESR along with its asymptotic expression for two representative cases (here the high-SNR approximation to the ESR is used). The ESR axis is plotted on a linear scale to show the asymptotic results as straight lines. In Case 1, we set $K = 4$, $N \in \{1, 3\}$, and $(1/\alpha_k, \rho_k) = (3 \text{ dB}, 1)$, $(6 \text{ dB}, 1)$, $(9 \text{ dB}, 1)$, $(12 \text{ dB}, 1)$ [1], [4]. In Case 2 (which corresponds to the special case in Section VI), we set $K \in \{1, 4\}$, $N = 1$, $(1/\alpha_k, \rho) = (3 \text{ dB}, 1)$ for all $k$. In both cases, uniform backhaul reliability is considered with $\delta \in \{0.2, 1\}$. The performance can be seen to be improved by increasing $K$ for a given $\delta$; improving $\delta$ for a given $K$; degrading $1/\alpha_k$ from $\{3, 6, 9, 12\}$ dB for $K = 4$ in Case 1 to $3$ dB in Case 2 for a given $\delta$; and decreasing $N$.

If we consider the slope of the asymptotic curves, it can be seen that the curves with the same $\delta$ have the same slope irrespective of the values of $K$ and $N$. Further, the slope is significantly lower when $\delta = 0.2$ compared to the case when $\delta = 1$. It confirms that the slope does not depend on $K$ and $N$, and that the ESR performance is significantly affected by the backhaul reliability. We observe that when $K = 4$, $N = 1$ and $\delta = 1$, although the slope is the same, the ESR in Case 2 is larger than in Case 1. This is because of the low offset due to the low eavesdropping SNR $1/\alpha_k = 3 \text{ dB}$ in Case 2 compared to Case 1.

VIII. Conclusion

The ESR of optimal source selection in a multi-source multi-eavesdropper system with wireless backhaul has been evaluated in closed-form. A simplified analysis at high SNR, along with an asymptotic analysis, shows the effect of the backhaul reliability and channel parameters on the ESR. We demonstrate that the slope of the ESR asymptote increases as the backhaul reliability improves. Our solution provides a generalization of the ESR for optimal TS, optimal TAS, and optimal RS problems with or without wireless backhaul.
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