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Abstract. We investigate the diffusion-aggregation equations with degenerate diffusion $\Delta u^m$ and singular interaction kernel $K_s = (-\Delta)^{-s}$ with $s \in (0, \frac{d}{2})$. The equation is related to biological aggregation models. We analyze the regime where the diffusive force is stronger than the aggregation effect. In such regime, we show the existence and uniform boundedness of solutions in the case either $s > \frac{1}{2}$ or $m < 2$. Hölder regularity is obtained when $d \geq 3$, $s > \frac{1}{2}$ and uniqueness is proved when $s \geq 1$.

1. Introduction. We consider the following nonlinear, degenerate drift-diffusion equation

$$u_t = \Delta u^m - \nabla \cdot (u \nabla K_s u) \quad \text{in} \quad \mathbb{R}^d \times [0, \infty),$$

with nonnegative initial data $u(x, 0) = u_0 \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$, where the degeneracy arises due to the range of $m$, $m > 1$. The nonlocal drift is given by the Riesz kernel

$$K_s u = cK_s * u \quad \text{where} \quad s \in \left(0, \frac{d}{2}\right), \quad K_s(z) = |z|^{-d+2s}, c > 0.$$  

For a suitable choice of $c = c(d, s) > 0$, the convolution is governed by a fractional diffusion process: $K_s u = (-\Delta)^{-s} u$ ([26]).

The model arises from the macroscopic description of cell motility due to cell adhesion and chemotaxis phenomena, see [11, 6, 29]. In the context of biological aggregation, $u$ describes the population density and the degenerate diffusion models the local repulsion taking over-crowding effects into consideration. This effect can also be found in many physical applications, including fluids in porous medium ([30, 19]). The homogeneous singular kernel models long-range attractive interactions between cells, with smaller $s$ representing stronger aggregation at near-distances and therefore more singular. For larger $s$, we consider stronger force at long-distances. The competition between the diffusion and the nonlocal aggregation is one of the core subjects in the study of aggregation models.

To find the balance of the two competing effects, we use a scaling argument, also see [12, 5]. Define

$$u_r(x, t) := r^d u(rx, r^{d(m-1)+2}t),$$

and then formally $(-\Delta)^{-s} u_r = r^{d-2s} (-\Delta)^{-s} u$. It is straightforward to check

$$\partial_t u_r = \Delta u_r^m - r^{2d-dm-2s} \nabla \cdot (u_r \nabla \cdot K_s u_r).$$
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So $m = 2 - 2s/d$ leads to a compensation between the diffusion and the aggregation. The range $m > 2 - 2s/d$ where the diffusion dominates over the aggregation is often referred to as the subcritical regime. The range $m < 2 - 2s/d$ is called supercritical.

When $s = 1$, $\mathcal{K}_1$ represents the Newtonian potential and (1) is the well-known degenerate Patlak-Keller-Segel equation. In the corresponding subcritical regime, the well-posedness, boundedness and continuity regularity properties of solutions have been established in [4, 2, 14]. When $m = 2 - 2/d$, it has been shown in [15, 5] that the mass of the initial data plays an important role. More precisely, if the initial mass is larger than one critical value, solutions can blow up in finite time and otherwise they always stay regular. In the supercritical regime, finite time blow up is again possible, see [27, 2].

In this paper, we consider the natural extension of the Newtonian potential: $\mathcal{K}_s = (-\Delta)^{-s}$ with $s \in (0, \frac{d}{2})$ (see (6) for details). For this kernel, to the best of our knowledge, only stationary solutions have been analyzed before. [9] studied the existence of stationary solutions in the fair competition regime: $m = 2 - 2s/d$. It was shown in [11] that stationary solutions are radially symmetric decreasing with compact supports and have certain regularity properties in most of the subcritical regime. If putting a negative sign in front of the nonlocal drift, the term is repulsive which is studied by [8, 23]. Recently in [13, 10], the equations with repulsive-attractive kernel, of the form $K(z) = |z|^a - |z|^b$ with $2 \geq a, b > -d$, are studied. [10] analyzed the asymptotic and the singular limits as $m \to \infty$, and [13] proved the boundedness of solutions when the repulsive potential has a stronger singularity.

Our goal is to initiate investigating the dynamic equation (1) in the subcritical regime, starting with its well-posedness and regularity properties. Many questions stay open as we discuss below.

**Summary of our result.**

Throughout the paper, we assume

1. $s \in (0, \frac{d}{2})$, $m > 2 - \frac{2s}{d}$, \hspace{1cm} (4)
2. $u_0 \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ and $u_0$ is nonnegative. \hspace{1cm} (5)

**Theorem 1.1.** [Existence and Boundedness] Consider general dimensions $d \geq 1$. Suppose (4)-(5), and either $s > \frac{1}{2}$ or $m < 2$ hold. Then there exists a nonnegative weak solution $u$ to (1) with mass preserved and $u$ is uniformly bounded for all $t \in [0, \infty)$. The bound only depends on $s, m, d$, and $\|u_0\|_1 + \|u_0\|_\infty$.

The proof is given in Theorems 4.2-4.3. This theorem can be seen as a variate result as compared to [18, 28, 2] where Keller-Segel systems or equations are considered. We approach the problem by two approximations: regularization of the gradient of the kernel and elimination of the degeneracy, see (14). The existence of smooth solutions for the approximated problems is standard [3].

With the approximations in mind, the first goal is to obtain a priori uniform in time $L^\infty$-bound of solutions. We use an iteration method which can be found in [21], and show a sequence of differential inequalities. The key is to bound the attracting term by the degenerate diffusion. By scaling, the condition $m > 2 - 2s/d$ is critical, the use of which will be highlighted.

If $1/2 < s \leq 1$, the uniform bound is obtained separately when $m < 2$ and $m \geq 2$, and only for the former range of $m$ if $s \leq 1/2$. Here $s = \frac{1}{2}$ is a borderline, because $|\nabla \mathcal{K}_s|$ is only locally integrable when $s > \frac{1}{2}$. In the proof, we will apply Sobolev inequalities and properties of fractional Laplacian. It is essential that each
estimate needs to be consistent with the scaling and this turns out to be a useful hint for us, for example the choice of exponents in inequality (31). When \( s > 1 \), interpolation inequalities for fractional differentiation are no longer helpful. To go around the technical difficulty, we adopt a different argument by studying the singular convolution integrals in three different ways according to the steps of the iteration, see the proof of Theorem 3.5.

As for the remaining range \( m \geq 2 \) and \( s \leq 1/2 \), we conjecture the same a priori bound. While likely a technical issue, challenges for \( s > \) due to the loss of the integrability of \( \nabla K_s \), \( \nabla K_s * u \) is not well-defined for \( u \in L^1 \cap L^\infty \). To overcome this difficulty, we observe the following a priori estimate under the condition \( m < 2 \),

\[
\nabla u \in L^2_{loc}([0, \infty), L^2(\mathbb{R}^d)).
\]

Using this, we can make sense of \( \nabla (-\Delta)^{-s} u \) in the space \( L^2_{loc}([0, \infty), L^2(\mathbb{R}^d)) \), see Lemma 4.1.

Next let us state the uniqueness result.

**Theorem 1.2.** [Uniqueness] When \( s \geq 1, d \geq 3 \), there is a unique weak solution to (1) with initial data \( u_0 \).

In [3, 2], the uniqueness problem was solved when \( s = 1, d \geq 3 \). We will take their approach to study (for each \( t \)) the solution \( u(\cdot, t) \) in the \( \dot{H}^{-1}(\mathbb{R}^d) \) and prove for \( s \in (1, \frac{d}{2}) \). For \( d \leq 2 \), the solution \( u(\cdot, t) \in L^1 \cap L^\infty \) may lie outside of \( H^{-1}(\mathbb{R}^d) \).

As for the regularity property, with the help of [20], we have the following theorem.

**Theorem 1.3.** [Hölder Regularity] Suppose \( s \in (\frac{1}{2}, \frac{d}{2}) \) with \( d \geq 2 \). Let \( u(\cdot, \cdot) \) be a uniformly bounded weak solution to (1) with initial data \( u_0 \). Then for any \( \tau > 0 \), \( u \) is uniformly Hölder continuous in \( \mathbb{R}^d \times (\tau, \infty) \).

A lot of open questions remain to be investigated in the subcritical regime: existence result for \( s < 1/2 \) and \( m > 2 \), uniqueness for \( s < 1 \) and Hölder regularity for \( s \leq 1/2 \).

Let us comment that our results and proofs adapt to more general kernels \( K \) such that \( |K_s(x, y, t)|, |\nabla_x K_s(x, y, t)|, |D^2_x K_s(x, y, t)| \) share the same singularity as \( |x - y|^{-d+2s}, |x - y|^{-d-1+2s}, |x - y|^{-d-2+2s} \) respectively near \( x = y \). Some modifications are needed if we only assume \( |K_s(x, y, t)|, |\nabla_x K_s(x, y, t)|, |D^2_x K_s(x, y, t)| \) to be bounded away from \( x = y \).

**Outline of the paper.**

Section 2 contains preliminary definitions and notations. Section 3 proves a priori estimate that solutions are uniformly bounded for all time in the case either \( s > 1/2 \) or \( m < 2 \). In section 4 we show the existence of solutions. In section 5, we demonstrate the uniqueness result when \( d > 3 \) and \( s \geq 1 \) and the Hölder regularity result when \( s > 1/2 \).

2. **Preliminaries and notations.** We use the notation \( -(-\Delta)^r \) with \( r \in (0, 1] \) for fractional Laplacian operator which is defined on the Schwartz class of functions on \( \mathbb{R}^d \) by Fourier multiplier with symbol \( -|\xi|^{2r} \), see chapter V [26]. Alternatively,
Further assume that the operator can be extended naturally to the Sobolev space $\text{W}^{2r,2}(\mathbb{R}^d)$. We denote the constant in front of the singular integral as $c_{d,r}$. The domain of the operator can be extended naturally to the Sobolev space $\text{W}^{2r,2}(\mathbb{R}^d)$.

We define the following bilinear form associated to the space $\text{W}^{r,2}(\mathbb{R}^d)$:

$$B_r(v, w) = c_{d,r} \int \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{d+2r}} dxdy$$

for $v, w \in \text{W}^{r,2}(\mathbb{R}^d)$. Then

$$B_r(v, w) = \langle (-\Delta)^r v, w \rangle_{L^2} := \int_{\mathbb{R}^d} w(-\Delta)^r v dx.$$  

Using Parseval’s identity and definitions, we have for $0 < r_1 < r$

$$\langle (-\Delta)^{r_1} v, w \rangle_{L^2} = \langle |\nabla|^{r-r_1} v, |\nabla|^{r_1} w \rangle_{L^2}.$$  

For details, we refer readers to [22] and Section 3 [7].

**Proposition 1** (Proposition 3.2 [7]). For every $v, w \in \text{W}^{1,2}(\mathbb{R}^d)$, we have

$$B_r(v, w) = C \int \frac{\nabla v(x) \cdot \nabla w(y)}{|x - y|^{d-2s+2r}} dxdy.$$  

The inverse operator of fractional Laplacian is denoted by $(-\Delta)^{-s}$ which can be realized as the Riesz potential

$$(-\Delta)^{-s} u(x) := \int_{\mathbb{R}^d} K_s(x, y)u(y)dy;$$  

and

$$K_s(x, y) := \frac{2^{2s}\Gamma\left(\frac{d-2s}{2}\right)}{\pi^{d/2}\Gamma(s)} |x - y|^{-d+2s}.$$  

Here $s \in (0, \frac{d}{2})$ and $u$ is a function integrable enough for (6) to make sense. We refer readers to [22, 8, 25] for more details.

When $s > \frac{d}{2}$, $\nabla K_s u$ is well defined for $u \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$. When $s < \frac{d}{2}$, if we further assume that $u$ is $\gamma$-Hölder continuous with $\gamma > 1 - 2s$, $\nabla K_s u$ can be defined via a Cauchy principal value

$$\nabla K_s u(x) := \int_{\mathbb{R}^d} \nabla_x K_s(x, y)(u(y) - u(x))dy.$$  

Next we give the notion of weak solutions to (1) which is similar to those in [3, 8].

**Definition 2.1.** Let $u_0(x) \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$ be nonnegative and $T \in (0, \infty]$. We say that a nonnegative function $u : \mathbb{R}^d \times [0, T] \rightarrow [0, \infty)$ is a weak solution to (1) in time $[0, T]$ with initial data $u_0$ if

$$u \in C([0, T], L^1(\mathbb{R}^d)) \cap L^\infty(\mathbb{R}^d \times [0, T]), \quad u^m \in L^2(0, T, \dot{H}^1(\mathbb{R}^d)),$$

and

$$u\nabla K_s u \in L^2(\mathbb{R}^d \times [0, T])$$  

and for all test function $\phi \in C_c^\infty(\mathbb{R}^d \times (0, T))$,

$$\int_0^T \int_{\mathbb{R}^d} u \phi_t dx dt = \int_0^T \int_{\mathbb{R}^d} (\nabla u^m - u\nabla K_s u) \nabla \phi dx dt.$$  

(8)
Now we collect some known inequalities which will be used later.

**Lemma 2.2.** [Young’s convolution inequality] For all $p, q, r \in [1, \infty]$ satisfying $1 + 1/q = 1/p + 1/r$, we have for all functions $f \in L^p(\mathbb{R}^d)$, $g \in L^r(\mathbb{R}^d)$

$$
\|f * g\|_{L^q} \leq \|f\|_{L^p} \|g\|_{L^r}.
$$

**Lemma 2.3.** [Gagliardo-Nirenberg Interpolation Inequality] Let $\alpha, r, q, s$ be nonnegative constants such that the following holds

$$
0 \leq s \leq \alpha < 1, 1 < r, p, q < +\infty
$$
and

$$
\frac{1}{p} = \frac{s}{d} + \left(\frac{1}{r} - \frac{1}{\alpha}\right) \alpha + \frac{1 - \alpha}{q}.
$$

Then there exists a constant $C$ depending only on $\alpha, r, q, s$ such that for any function $u : \mathbb{R}^d \to \mathbb{R}$ satisfying $u \in L^q(\mathbb{R}^d)$ and $\nabla u \in L^r(\mathbb{R}^d)$, we have

$$
\|\nabla^s u\|_p \leq C \|\nabla u\|_\alpha \|u\|_{q}^{1-\alpha}.
$$

Condition (9) can be replaced by

$$
0 < s < \alpha < 1, 1 < r, p < +\infty, 1 \leq q < +\infty.
$$

If $s = 0$, the inequality is classical and (9) can be replaced by

$$
0 \leq \alpha < 1, 1 < r, p < +\infty, 1 \leq q < +\infty.
$$

This lemma is not given in the most general form, which is unnecessary for our purpose. We refer readers to [24] for the classical Gagliardo-Nirenberg inequality. The validity of the inequality with fractional derivatives can be found in Corollary 1.5 [17]. But they did not cover the case when (10) and (11) hold with $q = 1$. We postpone the completion of the proof to the appendix.

The following lemma is useful which can be viewed as an application of Theorem 2.2 [26] or Theorem 4.3.3 [16]. We will only sketch the proof of the lemma below.

**Lemma 2.4.** There exists a constant $C_d > 0$ such that for all $1 < p < \infty$ and $u \in W^{1,p}(\mathbb{R}^d)$

$$
\|\nabla u\|_p \leq C_d \max\{p, (p-1)^{-1}\} \|\nabla u\|_p.
$$

**Proof.** Recall $\langle|\nabla u|^\ast \rangle = 2\pi|\xi| \hat{u}(\xi)$. We can write

$$
2\pi|\xi| = 2\pi \sum_{j=1}^{d} \frac{\xi_j^2}{|\xi|} = \sum_{j=1}^{d} (-i\frac{\xi_j}{|\xi|}) \times 2\pi i \xi_j. =: \sum_{j=1}^{d} m_j(\xi)2\pi i \xi_j.
$$

We only need to show that the Riesz multiplier $m_j$ are bounded in $L^p$ i.e. the operator $R_j$ defined by $R_j u := \tilde{m}_j * u$ is bounded in $L^p$. If it is bounded, then

$$
\|\nabla u\|_p \leq \sum_{j=1}^{\infty} \|R_j(\partial_j u)\|_p \leq \sum_{j=1}^{\infty} \|\partial_j u\|_p \leq \|\nabla u\|_p.
$$

Now we want to apply Theorem 2.2 [26] or Theorem 4.3.3 [16]. The kernel of the Riesz transform is a Calderón-Zygmund convolution kernel: if $d \geq 2$

$$
K_j(x) := \tilde{m}_j = (-\frac{i}{|\xi|}) \varphi = \frac{-1}{2\pi} \partial_{x_j} \left(\frac{\pi^{d/2+1} \Gamma(d+1)}{\pi^{-d/2} \Gamma(d)} \frac{1}{|x|^{d-1}}\right) = \frac{1}{2} \pi^{-\frac{d}{2}} \frac{\Gamma(d+1)}{\Gamma(d)} (d-1) \frac{x_j}{|x|^{d+1}}.
$$
When \( d = 1 \), we have \( K(x) = (\pi^{\frac{d}{2}} \Gamma(\frac{1}{2}))^{-\frac{1}{2}} \). Clearly \( |K_j(x)| \lesssim \frac{1}{|x|^d} \) and \( |\nabla K_j(x)| \lesssim \frac{1}{|x|^d} \). Therefore by the theorems,
\[
\|R_j(\partial_j u)\|_p = \|K_j * (\partial_j u)\|_p \leq C \max\{p, (p - 1)^{-1}\}\|\partial_j u\|_p
\]
and (*) is justified. We finished the proof. \( \Box \)

Recall the homogeneous Sobolev space \( \dot{H}^s(\mathbb{R}^d) \):

**Definition 2.5.** Let \( \dot{H}^s \) be a measurable set in \( \mathbb{R}^d \). For \( |s| < \frac{d}{2} \), \( \dot{H}^s \) can be considered as the dual space of \( \dot{H}^{-s} \) through the following bilinear functional: for any \( f \in \dot{H}^s, g \in \dot{H}^{-s} \), \( (f, g) = \int_{\mathbb{R}^d} f(x)g(x)dx \). Furthermore if \( s = 1 \), \( \dot{H}^1 \) is the subset of tempered distributions with locally integrable Fourier transforms and such that \( |\nabla f| \in L^2(\mathbb{R}^d) \).

The proof is given in [1].

**Notations.** We write \( \mathbb{N} \) as all natural numbers and \( \mathbb{N}^+ \) as all positive natural numbers. For \( p \geq 1 \), for simplicity, we denote \( \| \cdot \|_p := \| \cdot \|_{L^p(\mathbb{R}^d)} \). We write \( B_R(x) \) as a ball in \( \mathbb{R}^d \) centered at \( x \) with radius \( R \). Denote \( B_R := B_R(0) \).

Throughout this paper, the constants \( \{C\} \) represent universal constants, by which we mean various constants that only depend on \( m, d, s \) and the \( L^1, L^\infty \) norms of the initial data \( u_0 \). We may write \( C(A) \) or \( C_A \) to emphasize the dependence of \( C \) on \( A \).

We write \( A \lesssim B \) if \( A \leq CB \) for some universal constant \( C \). By writing \( A \lesssim_B B \), we mean \( A \leq CB \) where \( C \) depends on universal constants and \( D \) (with particular emphasis on the dependence of \( D \)). By \( A \sim B \), we mean both \( A \lesssim B \) and \( B \lesssim A \) are fulfilled.

Let \( S \) be a measurable set in \( \mathbb{R}^d \). The indicator function \( \chi_S(x) \) equals 1 if \( x \in S \) and it equals 0 otherwise.

3. A priori estimates. In this section several a priori estimates (\( L^\infty L^p_t \) and \( L^\infty_t L^\infty_x \) bounds) are obtained. We start with the following lemma. We refer readers to Lemma 3.1 [20] for the proof.

**Lemma 3.1.** Suppose \( n_0 = 1 \) and \( n_{k+1} := 2n_k + a \) for all \( k \geq 0 \) with \( a > -1 \). Let \( \{A_k(t), k \in \mathbb{N}^+\} \) be a sequence of differentiable, positive functions on \( [0, \infty) \) satisfying
\[
\frac{d}{dt}A_k + C_0 A_k \leq C_1 n_k + C_1^k (A_{k-1})^{2+C_1 n_k^{-1}},
\]
for some positive constants \( C_0, C_1 \). Let \( B_k(t) := A_k^{(n_k^{-1})}(t) \) and suppose \( \{B_0(t), B_k(0)\} \) are uniformly bounded with respect to \( k \in \mathbb{N}, t > 0 \). Then \( \{B_k(t)\} \) are uniformly bounded for all \( t > 0 \) and \( k \in \mathbb{N}^+ \).

Now let us regularize the equation (1). Instead of modifying \( K_s \), we consider the following approximation
\[
V_{s,\epsilon}(x) := \zeta_{\epsilon}(x) \nabla_x K_s(x, 0)
\]
where $\epsilon > 0$ is a small parameter and $\zeta_\epsilon$ is a smooth, radially symmetric, nonnegative function that
\[
\zeta_\epsilon = 0 \text{ for } |x| \leq \epsilon \text{ and } |x| \geq 2/\epsilon, \quad \zeta_\epsilon = 1 \text{ for } |x| \in [2\epsilon, 1/\epsilon],
\]
\[
|\nabla \zeta_\epsilon| \lesssim 1/\epsilon \text{ for } |x| \leq 2\epsilon, \quad |\nabla \zeta_\epsilon| \lesssim \epsilon \text{ for } |x| \geq 1/\epsilon.
\]
(13)

It is not hard to see
\[
(1) \ V_{s,\epsilon} \text{ is a smooth vector field and } V_{s,\epsilon}(x) = c(-d + 2s)|x|^{-d-2+2s} \text{ for } |x| \in [2\epsilon, 1/\epsilon];
\]
\[
(2) \ |\nabla \cdot V_{s,\epsilon}(x)| \leq C|x|^{-d-2+2s} \text{ holds for some } C > 0 \text{ only depending on } d, s \text{ and } \epsilon.
\]

Consider the following uniformly parabolic problem with no-flux boundary condition:
\[
\begin{aligned}
\frac{\partial}{\partial t} u_\epsilon &= \epsilon \Delta u_\epsilon + \Delta u_\epsilon^m - \nabla \cdot (u_\epsilon V_{s,\epsilon} * u_\epsilon) = 0 \quad \text{in } B^\frac{d}{2} \times [0, \infty), \\
(\epsilon \nabla u_\epsilon + \nabla u_\epsilon^m - (u_\epsilon V_{s,\epsilon} * u_\epsilon)) \cdot \nu &= 0 \quad \text{on } \partial B^\frac{d}{2} \times [0, \infty), \\
u_\epsilon(x, 0) &= u_0 \ast \rho_\epsilon(x) \quad \text{on } B^\frac{d}{2}.
\end{aligned}
\]

where $\rho_\epsilon$ is a smooth modifier which converges to the delta mass and the interaction kernel $V_{s,\epsilon}$ is smooth compactly supported. By Theorem 4.2 [3], there exists a unique solution $u_\epsilon$ to (14) which is nonnegative and smooth. It turns out that considering the following approximation is simpler for the discussion and the proofs remain the same. Later we will assume $u_\epsilon$ solves
\[
\begin{aligned}
\frac{\partial}{\partial t} u_\epsilon &= \epsilon \Delta u_\epsilon + \Delta u_\epsilon^m - \nabla \cdot (u_\epsilon V_{s,\epsilon} * u_\epsilon) = 0 \quad \text{in } \mathbb{R}^d \times [0, \infty), \\
u_\epsilon(x, 0) &= u_0(x) \quad \text{on } \mathbb{R}^d.
\end{aligned}
\]

In the following subsequent theorems, we are going to prove that $u_\epsilon$ are uniformly bounded for all time independent of $\epsilon$. As mentioned before, we will treat the following five cases separately: $\{m < 2, 1/2 < s \leq 1\}$, $\{m \geq 2, 1/2 < s \leq 1\}$, $\{m < 2, s \leq 1/2\}$, $\{m < 2, 1 < s < d/2\}$ and $\{m \geq 2, 1 < s < d/2\}$.

**Theorem 3.2.** Suppose $(s, \epsilon) \in (\frac{1}{2}, 1]$ and $m \in (2 - \frac{2s}{d}, 2)$. Let $u := u_\epsilon$ be a solution to (14). Then $u$ is uniformly bounded for all time and the bound only depends on $d, s, m$ and $\|u_0\|_{L^1} + \|u_0\|_{L^\infty}$.

**Proof.** Define a sequence $\{n_k, k \in \mathbb{N}^+\} \subset \mathbb{R}^+$ by
\[
n_0 = 1, \quad n_{k+1} := 2n_k + 1 - m \quad \text{for all } k \geq 0.
\]
(15)

We find $n_k = 2^k(2 - m) - 1 + m$. It follows from $m < 2$ that $n_k \to \infty$ as $k \to \infty$.

Fix any $k \geq 1$ and we know $n_k \geq n_1 = 3 - m$. For simplicity of notation, let us write
\[
n = n_k, \quad l = n_{k-1} = \frac{m + n - 1}{2} < n.
\]

Now, without loss of generality, suppose that the total mass of $u_0$ is 1 and so is the total mass of $u(\cdot, t)$ by the equation. Since $u$ is smooth, we multiply $u^{n-1}$ on both sides of (14) and find
\[
\begin{aligned}
\partial_t \int_{\mathbb{R}^d} u^n dx &\leq -n \int_{\mathbb{R}^d} \nabla u^m \nabla u^{n-1} dx + n \int_{\mathbb{R}^d} (u V_{s,\epsilon} * u) \cdot \nabla u^{n-1} dx \\
&\leq -C_m \int_{\mathbb{R}^d} |\nabla u_\epsilon|^2 dx + (n - 1) \int_{\mathbb{R}^d} V_{s,\epsilon} * u \nabla u^n dx.
\end{aligned}
\]
(16)
By property (2) of \( V_{s,c} \), we obtain
\[
X := \int_{\mathbb{R}^d} V_{s,c} \ast u\nabla u^\alpha dx = \int_{\mathbb{R}^d} (-\nabla \cdot V_{s,c}) \ast u\ n^\alpha dx \\
\leq C \int_{\mathbb{R}^{2d}} \frac{(u(x) - u(y))(u^\alpha(x) - u^\alpha(y))}{|x-y|^{d+2-2s}} dxdy
\]
Since \( u \) is nonnegative
\[
(u(x) - u(y))(u^\alpha(x) - u^\alpha(y)) \leq (u^l(x) - u^l(y))(u^{n+1-l}(x) - u^{n+1-l}(y)),
\]
and thus
\[
X \leq C \int_{\mathbb{R}^{2d}} \frac{(u^l(x) - u^l(y))(u^{n+1-l}(x) - u^{n+1-l}(y))}{|x-y|^{d+2-2s}} dxdy
\]
\[
= C \int_{\mathbb{R}^d} (-\Delta)^{-s} u^l \nabla u^{n+1-l} dx \quad (\text{by Proposition 1})
\]
\[
\leq C \int_{\mathbb{R}^d} (\Delta)^{-s} u^l \ n^{n+1-l} dx \\
\leq C \left\| \nabla^2 2^{-2s} u^l \right\|_2 \left\| u^{n+1-l} \right\|_2 \quad (\text{by Hölder’s inequality})
\]
\[
= C \left\| \nabla^2 2^{-2s} u^l \right\|_2 \left\| u^l \right\|^{\frac{n+1-l}{2}}_2^{\frac{1}{\frac{n+1-l}{2}}}.
\]
By Gagliardo-Nirenberg interpolation inequality (Lemma 2.3)
\[
\left\| \nabla^2 2^{-2s} u^l \right\|_2 \lesssim \left\| \nabla u^l \right\|^\alpha_2 \left\| u^l \right\|^{1-\alpha}_1,
\]
\[
\left\| u^l \right\|_2^{\frac{n+1-l}{2}} \lesssim \left\| \nabla u^l \right\|^\beta_2 \left\| u^l \right\|^{1-\beta}_1
\]
Now by Hölder’s inequality, for any small $\delta > 0$
\[ X \leq \frac{\delta}{n} \| \nabla u_1^\prime \|_2^2 + C_\delta n c_n \| u_1^\prime \|_1^{\theta'} \]  
(19)
where
\[ \theta' = \theta'(n) := 2 + \frac{2(2 - m)}{l(2 - \theta(n))} \leq 2 + Cn^{-1} \quad \text{and} \quad c_n := \frac{\theta(n)}{2 - \theta(n)}. \]

According to (18), $\{c_n\}$ are uniformly bounded for all $n \geq 3 - m$. By Gagliardo-Nirenberg inequality
\[ \| u_1^\prime \|_\varphi \lesssim \| \nabla u_1^\prime \|_2 \| u_1^\prime \|_1^{1-\gamma} \]
where
\[ \gamma = \left( \frac{n-1}{n} \right) / \left( \frac{1}{2} + \frac{1}{d} \right). \]

Direct calculation shows $\frac{2n}{\varphi} < 2$. Next by Young’s inequality
\[ \int_{\mathbb{R}^d} u^n dx \lesssim \| \nabla u_1^\prime \|_2 \| u_1^\prime \|_1^{(1-\gamma)n} \leq \delta \| \nabla u_1^\prime \|_2^2 + C_\delta \| u_1^\prime \|_1^{\gamma'} \]
where
\[ \gamma' = \gamma'(n) := 2 - \frac{2(m-1)}{2l - \gamma n} \leq 2 - Cn^{-1} \quad \text{and} \quad \text{(not hard to check)} \quad \gamma' > 0. \]

Finally by (16), (19) and (20), we obtain for all $n \geq 3 - m$
\[ \partial_t \int_{\mathbb{R}^d} u^n dx + c \int_{\mathbb{R}^d} u^n dx \leq Cn \left( \int_{\mathbb{R}^d} u^n dx \right)^{\gamma'} + Cn^{-1} \left( \int_{\mathbb{R}^d} u^n dx \right)^{\theta'} \]
where $c, C$ are independent of $n$.

Recall (15). Since for some universal $C$
\[ n_k \sim_m 2^k, \quad \theta', \gamma' \leq 2 + Cn^{-1}, \quad c_n \leq C, \]
writing $A_k = \int_{\mathbb{R}^d} u^{nk} dx$ yields
\[ \frac{d}{dt} A_{k+1} + cA_{k+1} \leq C^k + C^k A_k^{2 + C2^{-n}} \quad \text{for all} \quad k \geq 0. \]

Finally applying Lemma 3.1 concludes the theorem. \(\square\)

**Theorem 3.3.** Theorem 3.2 holds in the regime $m \geq 2$ and $s \in (\frac{1}{2}, 1]$.

**Proof.** Denote $u_1 = \max\{u - 1, 0\}$, $\tilde{u} = u - u_1 \leq 1$. For some $n \geq 2$, let us multiply $u_1^{n-1}$ on both sides of (14). We get
\[ \partial_t \int_{\mathbb{R}^d} u_1^n dx = n \int_{\mathbb{R}^d} u_1^{n-1} u dx \]
\[ \leq -mn \int_{\mathbb{R}^d} u^{m-1} \nabla u \nabla u_1^{n-1} dx + n \int_{\mathbb{R}^d} \left( V_{s,c} + u \right) u \nabla u_1^{n-1} dx. \]

Because
\[ \int_{\mathbb{R}^d} u^{m-1} \nabla u \nabla u_1^{n-1} dx = \int_{\mathbb{R}^d} \left( u_1 + 1 \right)^{m-1} \nabla u_1 \nabla u_1^{n-1} dx \]
\[ \geq C_m \int_{\mathbb{R}^d} \left( \left| \nabla u_1^{\frac{n+1}{2}} \right|^2 + \left| \nabla u_1^{\frac{n}{2}} \right|^2 \right) dx \]
for some $C_m > 0$ bounded from below for all $m \geq 2$, we obtain
\[ \partial_t \int_{\mathbb{R}^d} u_1^n dx \leq -C_m \int_{\mathbb{R}^d} \left( \left| \nabla u_1^{\frac{n+1}{2}} \right|^2 + \left| \nabla u_1^{\frac{n}{2}} \right|^2 \right) dx + nX. \]
(21)
Let us now estimate $X$:

$$X = \int_{\mathbb{R}^d} V_{s,\epsilon} \ast u_1 u \nabla u_1^{n-1} dx + \int_{\mathbb{R}^d} V_{s,\epsilon} \ast \tilde{u} u \nabla u_1^{n-1} dx$$

$$\lesssim \int_{\mathbb{R}^d} V_{s,\epsilon} \ast u_1 \nabla u_1^n dx + \int_{\mathbb{R}^d} V_{s,\epsilon} \ast u_1 \nabla u_1^{n-1} dx + \int_{\mathbb{R}^d} V_{s,\epsilon} \ast \tilde{u} u \nabla u_1^{n-1} dx$$

$$=: Y_n + Y_{n-1} + X_1. \quad (22)$$

We will first consider $X_1$. By the fact that

$$s > \frac{1}{2}, \quad \tilde{u} \leq 1, \quad \tilde{u} \in L^1 \text{ and } |V_{s,\epsilon}(x)| \lesssim |x|^{-d-1+2s},$$

we have

$$|V_{s,\epsilon} \ast \tilde{u}|(x) \lesssim \int_{\mathbb{R}^d} |x-y|^{-d-1+2s} \tilde{u}(y) dy$$

$$\leq C \int_{\mathbb{R}^d} \tilde{u} dy + \int_{|x-y| \leq 1} |x-y|^{-d-1+2s} dy \leq C.$$

Hence for any small $\delta > 0$

$$X_1 = C \int_{\mathbb{R}^d} u \left| \nabla u_1^{n-1} \right| dx \lesssim \int_{\mathbb{R}^d} u \left| \nabla u_1^{n} \right| dx$$

$$\leq C_\delta n \int_{\mathbb{R}^d} \left( u_1^n + u_1^{n-2} \right) dx + \frac{\delta}{n} \| \nabla u_1^n \|_2^2$$

$$\leq C_\delta n \int_{\mathbb{R}^d} u_1^n dx + C_\delta n + \frac{\delta}{n} \| \nabla u_1^n \|_2^2. \quad (23)$$

In the last inequality (23), we applied

$$\int_{\mathbb{R}^d} u_1^{n-2} dx \leq \int_{u_1 \geq 1} u_1^n dx + \int_{1 \leq u_1 \leq 2} 1 dx \leq \left\| u_1^{\frac{n}{2}} \right\|_2^2 + 1.$$

Next by Gagliardo-Nirenberg and Young’s inequalities

$$C_\delta \left\| u_1^{\frac{n}{2}} \right\|_2^2 \leq C_\delta C_\alpha \left\| \nabla u_1^n \right\|_2^{2\alpha} \left\| u_1^{\frac{n}{2}} \right\|_1^{2(1-\alpha)} \leq C_\delta n^{d+1} \left\| u_1^{\frac{n}{2}} \right\|_1 + \frac{\delta}{n} \left\| \nabla u_1^n \right\|_2^2 \quad (24)$$

where we picked

$$\alpha = \frac{1}{2} / \left( \frac{1}{2} + \frac{1}{d} \right).$$

So by (23), for some universal small $\delta > 0$

$$X_1 \leq C_\delta n + C_\delta n^{d+1} \left\| u_1^{\frac{n}{2}} \right\|_1 + \frac{\delta}{n} \left\| \nabla u_1^n \right\|_2^2. \quad (25)$$

For $Y_i$ with $l = n - 1, n$, as proved before (in Theorem 3.2)

$$Y_i \lesssim \int_{\mathbb{R}^d} \frac{\left( u_1^{\frac{n+1}{2}}(x) - u_1^{\frac{n+1}{2}}(y) \right)^2}{|x-y|^{d+2-2s}} dxdy \lesssim \int_{\mathbb{R}^d} \nabla (-\Delta)^{-s} u_1^{\frac{n+1}{2}} \nabla u_1^{\frac{n+1}{2}} dx.$$
By Fourier transformation and Hölder’s inequality,
\[
Y_l \lesssim \left( \int_{\mathbb{R}^d} |\xi|^{2-2s} |u_1^{\frac{d+1}{2}}|^2 d\xi \right)^{1-s} \left( \int_{\mathbb{R}^d} \left| \left( \int_{\mathbb{R}^d} |\xi|^{2} |u_1^{\frac{d+1}{2}}|^2 d\xi \right)^{1-s} \int_{\mathbb{R}^d} u_1^{\frac{d+1}{2}} d\xi \right) \right)^s
\]
\[
\lesssim \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \left| \nabla u_1^{\frac{d+1}{2}} \right|^2 dx \right)^{1-s} \int_{\mathbb{R}^d} u_1^{\frac{d+1}{2}} dx \right)^s
\]
\[
\leq C_\delta n^{-\frac{s}{d+1}} \left\| u_1^{\frac{d+1}{2}} \right\|_2^2 + \frac{\delta}{n} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2
\]
\[
\leq C_\delta n^{nX} \left\| u_1^{\frac{d+1}{2}} \right\|_2^2 + \frac{\delta}{n} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2 \quad (\text{since } s > \frac{1}{2}).
\]
(26)

When \( l = n - 1 \), by (26) and (24), we get for some \( C \) only depending on \( \delta \)
\[
Y_{n-1} \leq C n^{d+1} \left\| u_1^2 \right\|_1^2 + \frac{\delta}{n} \left\| \nabla u_1^2 \right\|_2^2.
\]

When \( l = n \), as done previously
\[
Y_n \leq C n^{d+1} \left\| u_1^{\frac{d+1}{2}} \right\|_1^2 + \frac{\delta}{n} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|_2^2.
\]

By Gagliardo-Nirenberg,
\[
\left\| u_1^{\frac{d+1}{2}} \right\|_1^2 = \left\| u_1^{\frac{d+1}{2}} \right\|_{\frac{n+1}{2}}^{2\beta_1} \leq C \left\| \nabla u_1^{\frac{d+1}{2}} \right\|_2^{2\beta_1} \left\| u_1^{\frac{d+1}{2}} \right\|_1^{2\beta_2}
\]
where
\[
\beta_1 = \beta_1(n) = \frac{1}{n} \left( \frac{1}{2} + \frac{1}{d} \right), \quad \beta_2 = \beta_2(n) = \frac{n+1}{n} - \beta_1.
\]

By Young’s inequalities
\[
C \left\| \nabla u_1^{\frac{d+1}{2}} \right\|_2^{2\beta_1} \left\| u_1^{\frac{d+1}{2}} \right\|_1^{2\beta_2} \leq C \left( \frac{\epsilon^p \left\| \nabla u_1^{\frac{d+1}{2}} \right\|_2^{2\beta_1 p}}{p} + \left\| u_1^{\frac{d+1}{2}} \right\|_1^{2\beta_2 q} \right)
\]
\[
\leq C_\delta n^{c_n} \left\| u_1^{\frac{d+1}{2}} \right\|_1^{\gamma_n} + \frac{\delta}{n^{d+2}} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2
\]
where we pick
\[
p = \frac{1}{\beta_1} \sim n, \quad q = \frac{p}{p-1}, \quad Ce^p/p = \frac{\delta}{n^{d+2}}.
\]

Thus \( \epsilon^p \sim \frac{\delta}{n^{d+2}} \). Now since \( \frac{q}{p} = \frac{1}{p-1} = \frac{\beta_2}{1-\beta_1} \), we find \( e^{-q} = C_\delta n^{-\frac{\beta_2(d+1)}{1-\beta_1}} \),
\[
\gamma_n = \frac{2\beta_2}{1 - \beta_1} = 2 + \frac{2}{n(1-\beta_1)} \quad \text{and} \quad c_n = \frac{\beta_1(d+1)}{1-\beta_1}.
\]

It is not hard to check that for all \( n \geq 2 \), \( \beta_1(n) \leq \beta_1(2) < 1 \). And so \( c_n \) is uniformly bounded for all \( n \geq 2 \). Thus we proved that for any small \( \delta > 0 \)
\[
Y_n \leq C_\delta n^{c_n} \left\| u_1^{\frac{d+1}{2}} \right\|_{\gamma_n}^2 + \frac{\delta}{n} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2 + \frac{\delta}{n} \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2.
\]

Combining with (22) and (25), for some \( c = c_n + d + 1 > 0 \) uniformly bounded for all \( n \geq 2 \)
\[
nX \leq C_\delta n^2 + C_\delta n^{c} \left( \left\| u_1^{\frac{d+1}{2}} \right\|_1^2 + \left\| u_1^{\frac{d+1}{2}} \right\|_{\gamma_n}^2 + \delta \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2 + \delta \left\| \nabla u_1^{\frac{d+1}{2}} \right\|^2_2.\]
Multiplying Proof.

Recall (15), and for any $\gamma$

Recall here

By (27), (28), we have

Theorem 3.4. Theorem 3.2 holds in the regime:

Therefore by (21)

Again by Galiardo-Nirenberg inequality and Young’s inequality

where $\theta = \frac{1}{2}/\left(\frac{1}{2} + \frac{1}{n}\right)$. So for some universal $C, c > 0$

By (27), (28), we have

Recall here $\gamma_n \leq 2 + \frac{c}{n}$.

Now letting $n = 2^k$ with $k \in \mathbb{N}^+$ and $A_k = \int_{\mathbb{R}^d} u_1^{2^k} \, dx$ gives

By Lemma 3.1 and (29), $u_1(x, t)$ is uniformly bounded for all $t \geq 0$ and so is $u(x, t)$.

Theorem 3.4. Theorem 3.2 holds in the regime: $m \in (2 - 2s/d, 2)$ and $s \in (0, \frac{1}{2}]$.

Proof. Recall (15), and for any $k \geq 1$ let $n = n_k \geq 3 - m$, $l = n_{k-1} = \frac{m+n-1}{2}$.

Multiplying $u^{n-1}$ on both sides of (14), we obtain

For the interaction term:

By Young’s inequality, for any $p > 1, q > 1$ satisfying $\frac{1}{p} + \frac{1}{q} = 1$, the above

To choose the $p, q$, we use the scaling by considering $u_r = r^d u(rx, t)$. Then

$$
\left\| \nabla |^{1-2s} u_r^l \right\|_p^p = \left( r^{1-2sd_l} \right)^p \left\| \nabla |^{1-2s} u^l \right\|_p^p;
$$

$$
\left\| \nabla | u_r^{n+1-l} \right\|_q^q = \left( r^{rd(n+1-l)} \right)^q \left\| \nabla | u^{n+1-l} \right\|_q^q.
$$
To match the scaling, we want \((1 - 2s + dl)p = (1 + d(n + 1 - l))q\) in the case when \(m = 2 - \frac{2s}{d}\). Using \(\frac{1}{p} + \frac{1}{q} = 1\), we find

\[
p(n) = \frac{2 + d(m + n - 1)}{1 + d(m + l - 2)}, \quad q(n) = \frac{2 + d(m + n - 1)}{1 + d(n + 1 - l)}.
\] (31)

These are the values we pick for \(p, q\). When \(n = 3 - m, l = 1\), we obtain

\[
p(3 - m) = \frac{2 + 2d}{1 + d(3 - m)}, \quad q(3 - m) = \frac{2 + 2d}{1 + d(3 - m)}.
\] (32)

While as \(n \to \infty\), \(p(n)\) is monotonically decreasing, \(q(n)\) is monotonically increasing and

\[
p(n) \to 2, \quad q(n) \to 2.
\]

Also it is not hard to see that

\[
p(n) > 1, \quad q(n) > 1, \quad 1 \leq \frac{p(n)}{q(n)} = \frac{1 + d(3 - m)}{1 + d(m - 1)} =: c_1(d, m),
\]

\[
p(n) - 2 = \frac{2d(2 - m)}{1 + d(m + l - 2)} \sim \frac{1}{n},
\] (33)

\[
2 - q(n) = \frac{2d(2 - m)}{1 + d(n + 1 - l)} \sim \frac{1}{n}.
\] (34)

By Lemma 2.4 and Young’s inequality, for any \(\delta \in (0, 1)\)

\[
X_2 \leq C \|\nabla u^{n+1-l}\|_q^q = C' \int_{\mathbb{R}^d} u^{(n+1-2l)} |\nabla u|^q \, dx
\]

\[
\leq C_\delta n \left\| u^{(n+1-2l)} \right\|_{\frac{q}{1-\delta}}^{\frac{q}{1-\delta}} + \delta \left\| |\nabla u|^q \right\|_{\frac{q}{1-\delta}}^{\frac{q}{1-\delta}}
\]

\[
= C_\delta n \left\| u^l \right\|_2^2 + \delta \left\| \nabla u^l \right\|_2^2.
\]

In the last inequality, we used (34). Now by Gagliardo-Nirenberg interpolation inequality

\[
C_\delta \left\| u^l \right\|_2^2 \leq C_\delta \left\| \nabla u^l \right\|_2^{2\beta} \left\| u^l \right\|_1^{2(1-\beta)} \leq \frac{\delta}{n} \left\| \nabla u^l \right\|_2^2 + C_\delta n^{c_0} \left\| u^l \right\|_1^2
\]

where

\[
\beta = \frac{1}{2} \left( \frac{1}{2} + \frac{1}{d} \right), \quad c_0 = \frac{\beta}{1-\beta} = \frac{d}{2}.
\]

Therefore

\[
X_2 \leq C_\delta n^{c_0+1} \left\| u^l \right\|_1^2 + 2\delta \left\| \nabla u^l \right\|_2^2.
\] (35)

As for \(X_1\), again by Gagliardo-Nirenberg interpolation inequality

\[
X_1 = \left\| |\nabla|^{1-2s} u^l \right\|_p \leq \left\| \nabla u^l \right\|_2^{\alpha} \left\| u^l \right\|_1^{1-\alpha}
\]

where we need to put

\[
\alpha = \alpha(n) = \left( \frac{1-2s}{d} - \frac{1}{p} + 1 \right) / \left( \frac{1}{d} + \frac{1}{2} \right).
\]

It is not hard to check that \(s < \alpha(n) < 1\) uniformly for all \(n \geq 3 - m\). Moreover, we claim that

\[
\sup_{n \geq 3-m} \alpha(n)p(n) < 2.
\]
By monotonicity of $\alpha(n)p(n)$ in $n$, we only need to check when $n = (3 - m)$. By (32) and direct calculations,

$$\alpha(3 - m) p(3 - m) < 2 \iff m > 2 - \frac{2s}{d}.$$  

With this, we obtain

$$X_1^p \lesssim \frac{\delta}{n^{c_1 + 1}} \|\nabla u\|_2^n + C_{\delta} n^{c_2} \|u^l\|_1^{2+\gamma}$$  

(36)

where $c_2$ is a constant that

$$c_2 \geq (c_1 + 1) \frac{\alpha(1 - \alpha)p^2}{2 - \alpha p}$$

and by (33)

$$\gamma = \gamma(n) = \frac{2(p - 2)}{2 - \alpha p} \sim \frac{1}{n}.$$  

Putting together (35) and (36) shows

$$n \int V_{s,\epsilon} * u \nabla u^n dx \leq n^{c_1 + 1} X_1^p + X_2$$

$$\leq C_{\delta} n^{c_2 + c_1 + 1} \|u^l\|_1^{2+\gamma} + C_{\delta} n^{c_1 + 1} \|u^l\|_2^n + 3\delta \|\nabla u^l\|_2^n.$$  

Picking $\delta$ small enough, (30) shows for $c^* = \max\{c_2 + c_1 + 1, c_0 + 1\}$

$$\partial_t \int_{R^d} u^n dx + \int_{R^d} |\nabla u|^2 dx \leq C_{\delta} n^{c^*} \|u^l\|_1^{2+\gamma}.$$  

(38)

As done in (20), for some $\gamma' \in (0, 2)$

$$\|u^n\|_1 \lesssim \|\nabla u^l\|_2 + \|u^l\|_1^{\gamma'} \lesssim \|\nabla u^l\|_2^n + \|u^l\|_1^{2+\gamma} + 1.$$  

To conclude, we find out that

$$\frac{d}{dt} \|u^n\|_1 + \|u^n\|_1 \leq C + Cn^{c^*} \|u^l\|_1^{2+\gamma}$$

where $C, c^* > 0$ only depends on $s, d, m$.

Finally as in Theorem 3.2, since $n = n_k, l = n_{k-1}$ in (15), we proved the desired differential inequalities for all $k$. By considering $A_k = \int_{R^d} u^n dx$, we conclude the proof after applying Lemma 3.1. 

□

**Theorem 3.5.** Theorem 3.2 holds in the regime: $m \in (2 - 2s/d, 2)$ and $s \in (1, \frac{d}{2})$.

**Proof.** For $n \geq 3 - m$, denote $l = \frac{n+m-1}{2} \geq 1$. We multiply $u^{n-1}$ on both sides of (14) and obtain

$$\partial_t \int_{R^d} u^n dx \leq -mn \int_{R^d} u^{m-1} \nabla u \nabla u^{n-1} dx + n \int_{R^d} (V_{s,\epsilon} * u) \nabla u \nabla u^{n-1} dx$$

$$\leq -C_m \int_{R^d} |\nabla u|^2 dx - (n - 1) \int_{R^d} (\nabla \cdot V_{s,\epsilon} * u) u^n dx. \quad \text{(39)}$$  

Let $\chi(x) = \chi_{|x| \leq 1}(x)$ be an indicator function. Taking $A_1 := \chi \nabla \cdot V_{s,\epsilon}$ and $A_2 := (1 - \chi) \nabla \cdot V_{s,\epsilon}$ yield

1. $A_1$ is compactly supported and $|A_1|(z) \leq |z|^{-d-2+2s}$,
2. $|A_1|$ bounded in $L^{\frac{d}{d+2-2s}}(R^d)$ for all $1 < s' < s$,
3. $A_2$ is bounded.
Fix one $s'$ such that 
\[ s' \in (1, s) \quad \text{and} \quad m > 2 - \frac{2s'}{d}. \]
We have
\[ X \leq \int_{R^d} |A_1| * u u^a dx + C \int_{R^{2d}} |A_2| u(y) u^a(x) dx dy =: X_1 + X_2. \]
By Young’s convolution inequality
\[ X_1 \leq \|u^n\|_p \|u\|_q \] (40)
with
\[ p, q \geq 1 \quad \text{satisfying} \quad \frac{1}{p} + \frac{1}{q} = 1 + \frac{2s'}{d}. \] (41)

**Claim.** for any $\delta > 0$, there exists $C(\delta), c(\delta) > 0$ such that for all $n \geq 3 - m, l = \frac{n+m-1}{2}$
\[ X_1 \leq C n^\epsilon + C n^\epsilon \|u^l\|_1^{2+\frac{\epsilon}{2}} + \frac{\delta}{n} \|\nabla u^l\|_2^2. \] (42)
We will discuss the proof below according to different values of $n$.

(i) Suppose $n \leq \frac{d}{2s' - 2}$. We can write
\[ \|u^n\|_p = \|u^l\|_\frac{2p}{p+2}, \quad \|u\|_q = \|u^l\|_\frac{q}{q+2}. \] (43)
By Gagliardo-Nirenberg inequality and Young’s inequality,
\[ \|u^l\|_2 \leq C \|\nabla u^l\|_2 \|u^l\|_1^{1-\alpha}, \quad \|u^l\|_4 \leq C \|\nabla u^l\|_2 \|u^l\|_1^{1-\beta}. \] (44)
where $\alpha, \beta$ are given by
\[ \frac{l}{np} + \left(\frac{1}{2} + \frac{1}{d}\right)\alpha = 1, \quad \frac{l}{q} + \left(\frac{1}{2} + \frac{1}{d}\right)\beta = 1. \] (45)
Now we take
\[ p = \frac{n+1}{n} \left(1 + \frac{2s' - 2}{d}\right), \quad q = \frac{n+1}{n} \left(1 + \frac{2s' - 2}{d}\right). \]
Since $n \leq \frac{d}{2s' - 2}$, (41) is fulfilled. With this choice of $p, q$, by (45) we have
\[ \alpha = \beta = \left(\frac{1}{2} + \frac{1}{d}\right)^{-1} \left(1 - \frac{l}{n+1} \left(1 + \frac{2s' - 2}{d}\right)\right) > 0 \]
uniformly in $n \geq 3 - m$ by $n \leq \frac{d}{2s' - 2}$. By definitions of $n, l$, we compute
\[ 2 - \alpha \frac{n+1}{l} = \left(\frac{1}{2} + \frac{1}{d}\right)^{-1} \left(2 - \frac{n+1}{l} + \frac{2s'}{d}\right) \geq \left(\frac{1}{2} + \frac{1}{d}\right)^{-1} (m - 2 - \frac{2s'}{d}) \]
with equality holds when $n = 3 - m$. Thus we get
\[ \sup_{n \geq 3-m} \alpha \frac{n+1}{l} < 2 \] (46)
and this is exactly equivalent to $m > 2 - \frac{2s'}{d}$. In particular due to $n+1 \geq 2l$, we have $\sup_{n \geq 3-m} \alpha < 1$.
From (40), (43) and (44), it follows that
\[ X_1 \leq C \|\nabla u^l\|_2^{\frac{2p}{p+2}} \|u^l\|_1^{(1-\alpha) \frac{p}{q+2}}. \]
By Young’s inequality,
\[ X_1 \leq \frac{\epsilon^{p_1} \|\nabla u\|_2^{\frac{\alpha}{2} + \frac{\beta}{2} + 1}}{p_1} + \frac{C^{q_1} \|u\|_1^{(1-\alpha)\frac{\beta}{2} + (1-\beta)\frac{\alpha}{2}}}{\epsilon^{q_1}} \text{ for any } \epsilon > 0, \]
where we select
\[ p_1(n) = \frac{2}{\alpha n + 1}, \quad q_1(n) = \frac{p_1(n)}{p_1 - 1}. \]

By (46), we obtain \( \inf_{n \geq 3-m} p_1(n) > 1 \) and thus \( q_1 \) is uniformly bounded. Pick \( \epsilon = (\delta/n)^{1/p_1} \). Finally because \( q_1 \) is bounded and \( \frac{\alpha + 1}{\alpha} \leq 2 + \frac{c}{n} \) for some universal \( c \), we conclude with (42).

(ii) If \( l \leq \frac{d}{2 \nu - 2} \leq n \), use \( q = \frac{d}{2 \nu - 2} \), \( p = 1 \) in (40) and calculate \( \alpha, \beta \) accordingly by (45). In this situation, we get
\[ 1 > \frac{l}{np} \quad \Rightarrow \quad \frac{l}{q} > \frac{1}{2}, \]
and thus it is immediately to check that \( \alpha, \beta \in (0, 1) \). (40) and (44) yield
\[ X_1 \leq C \|\nabla u\|_2^{\alpha \frac{1}{2} + \beta \frac{1}{2}} \|u\|_1^{(1-\alpha)\frac{1}{2} + (1-\beta)\frac{1}{2}}. \]  
(47)

Direction computation shows
\[ \sup_{n \geq 3-m} \frac{n}{l(n)} + \frac{B}{l(n)} < 2 \]
and this is equivalent to \( m > 2 - \frac{2 \nu - 2}{\nu} \). Because
\[ \alpha \frac{n}{l} + \beta \frac{1}{l} + (1-\alpha) \frac{n}{l} + (1-\beta) \frac{1}{l} = \frac{n+1}{l} \sim 2 + \frac{c}{n} \]
holds for some universal \( c > 0 \), we obtain (42) by (47) and Hölder’s inequality.

(iii) Lastly suppose \( n > l(n) \geq \frac{d}{2 \nu - 2} \). We take \( p = 1, q = \frac{d}{2 \nu - 2} \) in (40). Since \( \|u\|_1 \) is bounded, the set \( \{u > 1\} \) is of finite measure. By the assumption, we get \( q \leq l \). By Jensen’s inequality
\[ \int_{\mathbb{R}^d} u^q \, dx \leq \int_{u < 1} u^q \, dx + \int_{u > 1} u^q \, dx \leq C \|u\|_1^q. \]
Thus
\[ X_1 = \|u^n\|_1 \|u\|_q \leq C \|u^n\|_1 (1 + \|u\|_1^\frac{1}{q}). \]  
(48)

By Gagliardo-Nirenberg,
\[ \|u^n\|_1^\frac{\alpha}{2} = \|u\|_q \leq C \|\nabla u\|_2^{\alpha} \|u\|_1^{1-\alpha} \]
where \( \alpha \) is given by \( \frac{l}{n} + (\frac{1}{2} + \frac{1}{\nu}) \alpha = 1 \). From this we get
\[ X_1 \leq C \|\nabla u\|_2^{\alpha \frac{1}{2}} \left( \|u\|_1^{(1-\alpha)\frac{1}{2}} + \|u\|_1^{(1-\alpha)\left(\frac{1}{2} + \frac{1}{\nu}\right)} \right) \]
\[ \leq C \|\nabla u\|_2^{\alpha \frac{1}{2}} \left( 1 + \|u\|_1^{(1-\alpha)\left(\frac{1}{2} + \frac{1}{\nu}\right)} \right) \]  
(49)
\[ \leq C n^\frac{\nu}{n} \|\nabla u\|_2^{\frac{1}{2}} + C \|\nabla u\|_2^{\alpha \frac{1}{2}} \|u\|_1^{(1-\alpha)\left(\frac{1}{2} + \frac{1}{\nu}\right)}. \]

In the last line we used the mean inequality and
\[ \alpha \frac{n}{l} = \frac{n - l}{l} \left( \frac{1}{2} + \frac{1}{\nu} \right) < \frac{d}{d+2} < 2. \]
Next compute
\[ 2 - \frac{n}{T} \alpha = (\frac{1}{2} + \frac{1}{d})^{-1}(2 + \frac{2}{d} - \frac{n}{T}) \geq (\frac{1}{2} + \frac{1}{d})^{-1} \frac{2}{d}, \]
and we find
\[ \sup_{n \geq 3-m} \frac{n}{T} \alpha < 2. \]

As before after applying Hölder’s inequality in (49), we can prove (42). (50) shows that the constants in (42) can be chosen independent of \( n \).

In all we finished the proof of the claim and proved (42). As for \( X_2 \), note that \( X_2 \leq C \|u^n\|_1 \), so it can be handled similarly as the estimate (48).

Putting together the estimates (39), (42) and taking \( \delta \) to be small, we obtain for all \( n \geq 3 - m \)
\[ \partial_t \|u^n\|_1 + c \|\nabla u^n\|^2 \leq C_3 n^c + C_3 n^c \|u^n\|_1 \leq \frac{\alpha}{2} \]
for some \( C, c > 0 \) independent of \( n \). Using (20) and (51), we get
\[ \frac{dt}{dt} A_{k+1} + c A_{k+1} \leq C^k + C^k A_{k+1}^{2+C^2-k} \]
with \( A_k = \|u^{n_k}\|_1 \) and \( n_k = 2^k(2 - m) - 1 + m \). Finally the proof follows as before.

**Theorem 3.6.** *Theorem 3.2 holds in the regime: \( m \geq 2 \) and \( s \in (1, \frac{d}{2}) \).*

**Proof.** For any \( n > 1 \), we multiply \( u_1^{n-1} \) on both sides of (14) where \( u_1 = (u-1)_+ \). We have
\[ \partial_t \int_{\mathbb{R}^d} u_1^n dx = n \int_{\mathbb{R}^d} u_1^{n-1} u_t dx \]
\[ \leq -mn \int_{\mathbb{R}^d} u_1^{n-1} \nabla u_1 \nabla u_1^{n-1} dx + n \int_{\mathbb{R}^d} (V_{s,\epsilon} * u) u_1 \nabla u_1^{n-1} dx \]
Since \( m \geq 2 \),
\[ n \int_{\mathbb{R}^d} u_1^{n-1} \nabla u_1 \nabla u_1^{n-1} dx \geq n \int_{\mathbb{R}^d} (1 + u_1) \nabla u_1 \nabla u_1^{n-1} dx \]
\[ \geq C \int_{\mathbb{R}^d} \left| \nabla u_1^n \right|^2 + \left| \nabla u_1^{n+1} \right|^2 dx, \]
we obtain
\[ \partial_t \int_{\mathbb{R}^d} u_1^n dx \leq -C_m \int_{\mathbb{R}^d} \left| \nabla u_1^n \right|^2 + \left| \nabla u_1^{n+1} \right|^2 dx + nY. \]

Recall the notation \( \bar{u} = u - u_1 \). For \( Y \), we have
\[ Y = \frac{n-1}{n} \int_{\mathbb{R}^d} V_{s,\epsilon} * u \nabla u_1^n dx + \int_{\mathbb{R}^d} V_{s,\epsilon} * u \nabla u_1^{n-1} dx \]
\[ \leq \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * u \nabla u_1^n dx + \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * u \nabla u_1^{n-1} dx \]
\[ \leq \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * (u_1 + \bar{u}) \nabla u_1^n dx + \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * u (u_1^n + 1_{u_1 < 1}) dx \]
\[ \leq \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * u_1 \nabla u_1^n dx + \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * \bar{u} \nabla u_1^n dx + \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * 1_{u_1 < 1} u dx. \]
Because $|\nabla \cdot V_{s,\epsilon}| \lesssim |x|^{-d-2+2s}$, $s > 1$ and
\[ |\tilde{u}|, 1_{\{u_1 < 1\}} \leq 1; \quad \tilde{u}(\cdot, t), 1_{\{u_1 < 1\}}(\cdot, t) \in L^1(\mathbb{R}^d), \]
we have for some universal constant $C$
\[ |\nabla \cdot V_{s,\epsilon}| * \tilde{u} + |\nabla \cdot V_{s,\epsilon}| * 1_{\{u_1 < 1\}} \leq C. \]
Also due to (53) and $u(\cdot, t) \in L^1(\mathbb{R}^d)$, we deduce
\[ Y \lesssim \int_{\mathbb{R}^d} |\nabla \cdot V_{s,\epsilon}| * u_1 \nabla u_1^3 dx + \int_{\mathbb{R}^d} u_1^3 dx + 1. \]
Next fix one $\tilde{s} \in (1, s)$. By Young’s convolution inequality,
\[ Y \lesssim \|u_1^p\|_p\|u_1\|_q + \|u_1^q\|_q + 1 \]
where $p, q$ satisfy
\[ p, q \geq 1, \quad \frac{1}{p} + \frac{1}{q} = 1 + \frac{2\tilde{s} - 2}{d}. \]
Now fix one $\tilde{m} \in \left(2 - \frac{2\tilde{s}}{d}, 2\right)$ and set $l = \frac{n + \tilde{m} - 1}{2}$. Note that
\[ \|\nabla u_1^l\|_2^2 \lesssim \|\nabla u_1^1\|_2^2 + \|\nabla u_1^{\tilde{m}}\|_2^2. \]
It then follows from (52) and (53) that
\[ \partial_t \|u^n\|_1 + c \|\nabla u^n\|_2^2 \leq C_n\|u_1^n\|_p\|u_1\|_q + C_n\|u_1^n\|_1 + C_n. \]
Then we only need to show (51) with $m, s$ replaced by $\tilde{m}, \tilde{s}$, and after that the proof follows the same as before.

To show (51), actually $\|u_1^n\|_1$ can be treated the same as in (20). For $\|u_1^n\|_p\|u_1\|_q$, we go to (40) and follow the proof of the Claim below it.

4. **Existence of solutions.** In this section, we show the existence of weak solutions to (1) in the subcritical regime with $s \in (0, \frac{d}{2})$. Let $u_\epsilon$ be a solution to (14). By Theorems 3.2-3.6,
\[ \sup_{\epsilon \in (0, 1), t \geq 0} \|u_\epsilon(\cdot, t)\|_1 + \|u_\epsilon(\cdot, t)\|_\infty < \infty. \] (54)
First let us consider the situation when $s \leq \frac{1}{2}$. We need the following a priori estimate.

**Lemma 4.1.** Assume (5), $s \in (0, \frac{1}{2}]$, $m \in \left(2 - \frac{2s}{d}, 2\right)$ and let $u_\epsilon$ be the solution to (14). Then for any $T > 0$, there exists a constant $C_T$ independent of $\epsilon$ such that
\[ \|V_{s,\epsilon} \ast u_\epsilon\|_{L^2(\mathbb{R}^d \times [0, T])} \leq C_T, \] (55)
\[ \|\nabla u_\epsilon\|_{L^2(\mathbb{R}^d \times [0, T])} \leq C_T. \] (56)

**Proof.** Recall (38) and we take $n = 3 - m$. After integrating in time, we find
\[ \int_{\mathbb{R}^d} u_\epsilon^{3-m} dx(T) + \int_{\mathbb{R}^d \times [0, T]} |\nabla u_\epsilon|^2 dx dt \leq \int_{\mathbb{R}^d} u_\epsilon^{3-m} dx(0) + C |3-m| c \int_0^T \|u_\epsilon\|_1^{2+\gamma} dt. \]
Since $\|u_\epsilon\|_3-m(t), \|u_\epsilon\|_1(t)$ are uniformly bounded in time,
\[ \|\nabla u_\epsilon\|^2_{L^2(\mathbb{R}^d \times [0, T])} \leq C + CT. \] (57)

Denote $\rho = |x|$ and recall (12), we have
\[ V_{s,\epsilon}(x) := c \zeta(\rho) \nabla \rho^{-d+2s}. \]
We can find \( g(\rho) : (0, \infty) \to \mathbb{R} \) such that
\[
g'(\rho) = c(-d + 2s)c_\rho(\rho)\rho^{-d-1+2s} \quad \text{and} \quad g(1) = c.
\] (58)

By (13), we have
\[
|g(\rho)| \leq C\rho^{-d+2s}, \quad |g'(\rho)| \leq C\rho^{-d-1+2s}
\]
for some \( C > 0 \) only depend on \( d, s \). Actually for \( \rho \in [2\epsilon, 1/\epsilon] \), we know \( g(\rho) = C\rho^{-d+2s} \).

Let \( \varphi : [0, \infty) \to [0, 1] \) be a smooth bump function that \( \varphi(\rho) = 1 \) for \( \rho \leq 1 \) and \( \varphi(\rho) = 0 \) for \( \rho \geq 2 \). Let us decompose \( g \) into two parts and write
\[
g = g_s + g_b := \varphi g + (1 - \varphi)g.
\]

Seeing from (58), for some universal constant \( C = C(d, s) > 0 \)
\[
\|g_s\|_1 \leq c \int^2 \rho^{-d+2s}\rho^{-d-1}d\rho \leq C,
\] (59)
\[
\|\nabla g_b\|_2^2 \leq C \int_{|x| \geq 1} |(\nabla \varphi) g|^2(x) + |\nabla g|^2(x)dx
\]
\[
\leq C \int^2 (\rho^{-d+2s})^2\rho^{-d-1}d\rho + C \int^\infty (\rho^{-d-1+2s})^2\rho^{-d-1}d\rho
\]
\[
\leq C + C \int^\infty \rho^{-d-3+4s}d\rho
\]
\[
\leq C(s,d) \quad (\text{since } 2s \leq 1 \text{ and } 2s < d).
\]

It is not hard to see
\[
\|V_{s,\epsilon} * u_{\epsilon} \|^2_{L^2(\mathbb{R}^d \times [0,T])}
\]
\[
\leq 2 \|g_s(|x|) \ast \nabla u_{\epsilon}\|^2_{L^2(\mathbb{R}^d \times [0,T])} + 2 \|\nabla g_b(|x|) \ast u_{\epsilon}\|^2_{L^2(\mathbb{R}^d \times [0,T])}
\]
\[
=: 2X_1 + 2X_2.
\]

Using Lemma 2.2, (57) and (59) give
\[
X_1 = \int_0^T \|g_s \ast \nabla u_{\epsilon}\|^2_{L^2} dt \leq \int_0^T \|g_s\|^2_1 \|\nabla u_{\epsilon}\|^2_{L^2} dt
\]
\[
= \|g_s\|^2_1 \|\nabla u_{\epsilon}\|^2_{L^2(\mathbb{R}^d \times [0,T])} < \infty.
\]

For \( X_2 \), by (60) we obtain
\[
X_2 \leq \int_{\mathbb{R}^d \times [0,T]} \int_{\mathbb{R}} |\nabla g_b|^2(x-y)u_{\epsilon}^2(y)dydxdt \leq C \int_{\mathbb{R} \times [0,T]} u_{\epsilon}^2(y)dydt < \infty.
\]

In all, we have proved
\[
\|V_{s,\epsilon} * u_{\epsilon}\|_{L^2(\mathbb{R}^d \times [0,T])} \leq C
\]
where \( C \) only depends on \( d, s, T \) and \( \|u_{\epsilon}\|_1 + \|u_{\epsilon}\|_{\infty} \).

\( \square \)

**Theorem 4.2.** Assume (5) and \( s \in (0, \frac{1}{2}) \), \( m \in (2 - \frac{2s}{d}, 2) \). Then there exists a nonnegative weak solution \( u \) to (1) with initial data \( u_0 \). Furthermore, the mass of \( u \) is preserved and \( u \) is uniformly bounded for all \( t \in [0, \infty) \). And the bound only depends on \( s, m, d, \) and \( \|u_0\|_1 + \|u_0\|_{\infty} \).
Proof. For any small $\epsilon > 0$, let $u_\epsilon$ be a solution to (14). Let us show the following tightness of $\{u_(\cdot,t)\}_\epsilon$ in $L^1(\mathbb{R}^d)$: for any $T > 0$

$$\lim_{R \to \infty} \int_{B_1^R} u_\epsilon(x,t)dx \to 0 \text{ uniformly in } \epsilon \in (0,1) \text{ and } t \in [0,T].$$

(61)

Take a function $\varphi = \varphi_{N,R} \in C^\infty_0(\mathbb{R}^d)$ such that for some $N >> 1$

$$\varphi = 0 \quad \text{in } |x| \leq R,$$

$$\varphi = 1 \quad \text{in } 2R \leq |x| \leq NR,$$

$$0 \leq \varphi \leq 1, \quad |\nabla \varphi| \leq R^{-1}, \quad |\Delta \varphi| \lesssim R^{-1} \quad \text{in } \mathbb{R}^d.$$

By the equation (14), for any $t \in (0,T]$,

$$\int_{\mathbb{R}^d} u_\epsilon \varphi dx(t) = \int_{\mathbb{R}^d} u_\epsilon \varphi dx(0) + \int_0^t \int_{\mathbb{R}^d} (\epsilon u_\epsilon + u_\epsilon^m) \Delta \varphi dxdt + \int_0^t \int_{\mathbb{R}^d} (u_\epsilon V_{s,\epsilon} * u_\epsilon) \nabla \varphi dxdt.$$

By (54) and the condition $|\Delta \varphi| \lesssim R^{-1}$, $Y_1$ converges to 0 as $R \to \infty$ uniformly in $\epsilon$ and $t \leq T$. Next by Hölder’s inequality and Lemma 4.1,

$$Y_2 \leq \|V_{s,\epsilon} * u_\epsilon\|_2 \|u_\epsilon \nabla \varphi\|_2 \leq C_T R^{-1}.$$

Combining the assumption that $u_0 \in L^1(\mathbb{R}^d)$, we have

$$\int_{\mathbb{R}^d} u_\epsilon(x,t)\varphi(x)dx \to 0 \text{ as } R \to 0$$

uniformly in $\epsilon, N$. Finally letting $N \to \infty$, we proved (61).

Now we want to show precompactness of $u_\epsilon$ in $L^1$. As done in the proof of Theorem 2.13 [3] we show that the family $\{u_\epsilon\}_\epsilon$ satisfy the Riesz-Frechet-Komogorov compactness criterion:

1. For all $\theta > 0$ there exists $0 < h_0 \leq \theta$ such that for all $\epsilon > 0$ and $h \leq h_0$

$$\int_0^{T-\theta} \int_{\mathbb{R}^d} |u_\epsilon(x,t+h) - u_\epsilon(x,t)|dxdt \leq \theta.$$

2. For all $\theta \in (0,T)$ there exists $0 < h_0 \leq \theta$ such that for all $\epsilon > 0$, $h \leq h_0$ and $i = 1,...,d$

$$\int_0^T \int_{\mathbb{R}^d} |u_\epsilon(x,t+he_i) - u_\epsilon(x,t)|dxdt \leq \theta.$$

By (61), we only need to verify the above two in bounded spatial domains i.e. we are allowed to replace $\mathbb{R}^d$ by $B_R$. While for bounded domains, the criterion is validated in Theorem 2.13 and Lemma 2.8 [3] if $u_\epsilon$ are uniformly bounded and $\|\nabla u_\epsilon^m\|_{L^2(\mathbb{R}^d \times [0,T])} \leq C_T$. Therefore our (56) in Lemma 4.1 and (54) finish the proof of the criterion.

Thus we conclude that $\{u_\epsilon\}_\epsilon$ is precompact in $L^1(0,T; L^1(\mathbb{R}^d))$. By passing $\epsilon \to 0$ along subsequences, we have $u_\epsilon \to u$ in $L^1(0,T; L^1(\mathbb{R}^d))$. Since $u_\epsilon$ are uniformly bounded independent of $x,t$ and $\epsilon$, the limit $u$ is uniformly bounded a.e. in $x,t$.

Due to (56), we can have

$$u \in L^2(0,T; \dot{H}^1(\mathbb{R}^d)).$$

(62)
Therefore $\nabla (-\Delta)^{-s}u$ is well-defined which is a bounded function in $L^2(\mathbb{R}^d \times [0, T])$. Now we need to show the weak convergence of $V_{s, \epsilon} * u_\epsilon$ to $\nabla (-\Delta)^{-s}u$.

Let $\xi \in C_0^\infty(\mathbb{R}^d \times [0, T], \mathbb{R}^d)$ be a test function. We have

\[
\iint_{\mathbb{R}^d \times [0, T]} (V_{s, \epsilon} * u_\epsilon - \nabla (-\Delta)^{-s}u) \xi \, dx dt
= \iint_{\mathbb{R}^d \times [0, T]} V_{s, \epsilon} * \xi u_\epsilon - \nabla \cdot (-\Delta)^{-s}\xi u \, dx dt
\leq C \iint_{\mathbb{R}^d \times [0, T]} |V_{s, \epsilon} * \xi - \nabla \cdot (-\Delta)^{-s}\xi| \, dx dt
\leq C \iint_{\mathbb{R}^d \times [0, T]} |\nabla \cdot (-\Delta)^{-s}\xi| |u_\epsilon - u| \, dx dt.
\]

(63)

Here we used that $u_\epsilon, u$ are uniformly bounded. Note that $u_\epsilon \to u$ in $L^1(\mathbb{R}^d \times [0, T])$, and hence to show the above integral converges to 0 as $\epsilon \to 0$, we only need to show $X \to 0$. Suppose $\xi = 0$ in $B_{R_\xi}^c \times [0, T]$ for some $R_\xi \in (0, 4/\epsilon)$ and hence by (12),

\[
X \leq C \iint_{\mathbb{R}^d \times [0, T]} |(\xi(x - y) - 1)\nabla_x K_s(x, y)| |\xi(y, t) - \xi(x, t)| \, dy dx dt
\leq CLip(\xi) \iint_{|x - y| \leq 2\epsilon} |x - y|^{-d+1+2s} |x - y| \left(\chi_{|x| \leq R_\epsilon} + \chi_{|y| \leq R_\epsilon}\right) \, dx dy dt
\leq 2CLip(\xi) T \iint_{|z| \leq R_\epsilon, |z| \leq 2\epsilon} |z|^{-d+2s} \, dz dx
\leq C(d, s) Lip(\xi) T R_\xi^d \epsilon^{2s}
\]

which converges to 0 as $\epsilon \to 0$. Thus $V_{s, \epsilon} * u_\epsilon \to \nabla (-\Delta)^{-s}u$ weakly in distribution.

Again by (55)-(56) and interpolation,

\[
\|\nabla (-\Delta)^{-s}u_\epsilon\|_{L^2(\mathbb{R}^d \times [0, T])} \leq C_T
\]

So actually we have

\[
V_{s, \epsilon} * u_\epsilon \to \nabla (-\Delta)^{-s}u \text{ weakly in } L^2(\mathbb{R}^d \times [0, T])
\]

which gives

\[
u_\epsilon V_{s, \epsilon} * u_\epsilon \to u \nabla (-\Delta)^{-s}u \text{ weakly in } L^2(\mathbb{R}^d \times [0, T]).
\]

Then we proved that $u$ satisfies the equation (1). From the equation and (61), we deduce the mass preservation of $u$ for all $t > 0$.

Finally we discuss the continuity property of $u$. For any fixed domain $B_R$, from the equation, $u \in H^1(0, T, H^{-1}(B_R))$ where $H^{-1}(B_R)$ denotes the dual of $H^1(B_R)$. And therefore $u(t)$ is uniformly continuous (depending on $R$) in $H^{-1}(B_R)$ for all $t \in [0, T]$. It follows from Lemma 2.6 [3] and (62) that we can improve the continuity of $u$ in the weak topology $H^{-1}(B_R)$ to the continuity of $u^m$ in $L^2(B_R)$ topology. Then by Lemma 2.9 [3] using convexity of $u^m$, it can be shown that $u(t)$ is continuous with respect to $L^2(B_R)$. By interpolation and boundedness, $u(t)$ is continuous with respect to $L^1(B_R)$. In the end by (61), we find $u \in C([0, T], L^1(\mathbb{R}^d))$. \qed
Next consider the case when \( s > \frac{1}{2} \). This case is simpler since \( |V_{s,e}| \) is locally integrable near the origin. And thus

\[
|V_{s,e} * u_\epsilon(x,t)| \leq C \int_{|x-y| \leq 1} |V_{s,e}(x-y,t)| dy + C \int_{|x-y| > 1} u_\epsilon(y,t) dy < \infty \quad (64)
\]

uniformly in \( \epsilon, x, t \). We have the following theorem.

**Theorem 4.3.** Assume (5) and \( s \in (\frac{1}{2}, \frac{d}{2}) \), \( m > 2 - \frac{2s}{d} \). Then there exists a weak solution \( u \) to (1) with initial data \( u_0 \). Furthermore, the mass of \( u \) is preserved and \( u \) is uniformly bounded for all \( t \in [0, \infty) \). And the bound only depends on \( s, m, d \), and \( \|u_0\|_1 + \|u_0\|_\infty \).

**Proof.** Let us only sketch the proof below. Multiply \((m + 1)u_\epsilon^m \) on both sides of (14) and do integration in \( \mathbb{R}^d \times [0, T] \) to get

\[
\int_{\mathbb{R}^d} u_\epsilon^{m+1} dx(T) - \int_{\mathbb{R}^d} u_\epsilon^{m+1} dx(0) + (m + 1) \int_{\mathbb{R}^d \times [0,T]} \nabla u_\epsilon^m dx dt = (m + 1) \int_{\mathbb{R}^d \times [0,T]} (u_\epsilon V_{s,e} * u_\epsilon) \cdot \nabla u_\epsilon^m dx dt.
\]

By the uniform bound (54) on \( u_\epsilon \), we have

\[
\int_{\mathbb{R}^d \times [0,T]} |\nabla u_\epsilon^m|^2 dx dt \leq C + \int_{\mathbb{R}^d \times [0,T]} (u_\epsilon V_{s,e} * u_\epsilon) \cdot \nabla u_\epsilon^m dx dt \\
\leq C + C \int_{\mathbb{R}^d \times [0,T]} |u_\epsilon \nabla u_\epsilon^m| dx dt \quad \text{(by (64))}
\]

\[
\leq C + C \int_{\mathbb{R}^d \times [0,T]} |u_\epsilon|^2 dx dt + \frac{1}{2} \int_{\mathbb{R}^d \times [0,T]} |\nabla u_\epsilon^m|^2 dx dt.
\]

Here we used Hölder’s inequality in the last inequality. Since \( \int_{\mathbb{R}^d \times [0,T]} |u_\epsilon|^2 dx dt \) is bounded, we obtain

\[
\int_{\mathbb{R}^d \times [0,T]} |\nabla u_\epsilon^m|^2 dx dt \leq C_T
\]

for some \( C_T \) uniformly for all \( \epsilon \in (0, 1) \).

With the help of (64), we can reprove the tightness property (61) for \( u_\epsilon \). Similarly as before \( \{u_\epsilon\}_\epsilon \) is precompact in \( L^1(0, T, L^1(\mathbb{R}^d)) \). Passing \( \epsilon \to 0 \) along subsequences, we have \( u_\epsilon \to u \) in \( L^1(0, T, L^1(\mathbb{R}^d)) \) and the limit \( u \) is uniformly bounded a.e. in \( x, t \). Due to (64) and (65), it is not hard to see that along subsequences

\[
\begin{align*}
&u_\epsilon V_{s,e} * u_\epsilon \to u \nabla (-\Delta)^{-s} u \\
&\nabla u_\epsilon^m \to \nabla u^m
\end{align*}
\]

weakly in \( L^2(\mathbb{R}^d \times [0, T]) \) and therefore \( u \) satisfies the equation. The desired regularity of \( u \) can be achieved as before.

\[\square\]

5. **Uniqueness and Hölder regularity.** This section is concerned with the uniqueness and the continuity properties of (1) in the subcritical regime for some \( s \).

**Theorem 5.1.** Assume (5) and \( s \in (1, \frac{d}{2}) \), \( m \geq 1, d \geq 3 \). Then there is a unique weak solution to (1) with initial data \( u_0 \).

**Proof.** Fix any \( T > 0 \), let \( u_1, u_2 \) be two weak solutions in \( \mathbb{R}^d \times [0, T] \) with the same initial data. By definition they satisfy (7). We will follow the approach of [3, 2] and estimate the difference of \( u_1, u_2 \) in \( H^{-1} \).
For each $t > 0$, define $\phi(\cdot, t)$ through

$$\Delta \phi(x, t) = u_1(x, t) - u_2(x, t) \quad \text{and} \quad \lim_{|x| \to \infty} \phi(x, t) = 0.$$ 

Since $u(\cdot, t) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$, this problem is well-posed when $d \geq 3$.

By the equation

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} |\nabla \phi|^2 dx = \int_{\mathbb{R}^d} (\nabla u_1^m - \nabla u_2^m) \nabla \phi dx - \int_{\mathbb{R}^d} (u_1 - u_2)(\nabla K_s u_1) \nabla \phi dx$$

$$- \int_{\mathbb{R}^d} u_2(\nabla K_s (u_1 - u_2)) \nabla \phi dx =: X_1 + X_2 + X_3.$$ 

Direct computations yields

$$X_1 = - \int_{\mathbb{R}^d} (u_1^m - u_2^m)(u_1 - u_2) \leq 0.$$ 

Note that $|D^2K_s(z)| \sim |z|^{-d-2+2s}$ and $d + 2 - 2s \in (2, d)$. Therefore, denoting

$$A_1(z) := \chi_{|z| \geq 1} D^2 K_s(z), \quad A_2(z) := \chi_{|z| < 1} D^2 K_s(z),$$

we have $A_1(z)$ is bounded and $A_2(z) \in L^1$. Since $u_1$ is uniformly bounded for $t \in [0, T]$,

$$|D^2 K_s u_1| (x) \leq C \int_{\mathbb{R}^d} |A_1(x-y)||u_1(y)|dy + C \int_{\mathbb{R}^d} |A_2(x-y)||u_1(y)|dy,$$

$$\lesssim \int_{\mathbb{R}^d} u_1(y)dy + \int_{\mathbb{R}^d} |A_2(x-y)|dy \leq C.$$ 

We get

$$X_2 = - \int_{\mathbb{R}^d} \Delta \phi \nabla K_s u_1 \nabla \phi dx = \int_{\mathbb{R}^d} \nabla \phi D^2 K_s u_1 \nabla \phi dx,$$

$$\leq C \int_{\mathbb{R}^d} |D^2 K_s u_1||\nabla \phi|^2 dx \leq C \|\nabla \phi\|_2^2.$$ 

As for $X_3$, by Young’s convolution inequality,

$$X_3 = \int_{\mathbb{R}^d} u_2(D^2 K_s * \nabla \phi)\nabla \phi dx,$$

$$= \int_{\mathbb{R}^d} u_2(A_1(z) * \nabla \phi)\nabla \phi dx + \int_{\mathbb{R}^d} u_2(A_2(z) * \nabla \phi)\nabla \phi dx,$$

$$\leq C \|A_1 * \nabla \phi\|_2 \|\nabla \phi\|_2 + C \|A_2\|_1 \|\nabla \phi\|_2^2 \leq C \|\nabla \phi\|_2^2 \quad (\text{since } A_1 \text{ is bounded}).$$ 

Set $\eta(t) = \|\nabla \phi\|_2^2$ and we find

$$\frac{d}{dt} \eta(t) \leq C \eta(t).$$ 

Also we have $\eta(0) = 0$ due to $u_1(x, 0) - u_2(x, 0) = 0$. By Gronwall’s inequality $\eta(t) = 0$ and we find $u_1(\cdot, t) = u_2(\cdot, t)$ in $\dot{H}^{-1}$ for all $t \in [0, T]$. Since $T$ is arbitrary, we conclude the proof of the theorem.  

Now consider the regularity problems with $s > 1/2$.  

Proof of Theorem 1.2. Let \( u \) be a solution to (1) and denote

\[
V(x, t) := -\nabla K_u(x, t).
\]

Then we can rewrite the equation as

\[
u_t = \Delta u^m + \nabla \cdot (Vu).
\]  \hspace{1cm} (66)

By Theorems 3.2- 3.6, in the subcritical regime, \( u \) is uniformly bounded in \( L^\infty(\mathbb{R}^d \times [0, \infty)) \) and \( \|u(\cdot, t)\|_1 = \|u_0\|_1 < \infty \). Thus

\[
|V(x, t)| = |\nabla K_u(x, t)| \lesssim \int_{\mathbb{R}^d} |x - y|^{-d+2s}u(y, t)dy
\]

\[
\lesssim \int_{|x-y| \leq 1} |y|^{-d+2s}dy + \int_{|x-y| \geq 1} u(y, t)dy
\]

\[
\leq C
\]

with \( C > 0 \) only depending on \( d, s, \|u_0\|_1 + \|u\|_\infty \).

For any fixed \( \tau > 0 \), take any \((x_0, t_0) \in \mathbb{R}^d \times (2\tau, \infty) \). Consider

\[
\tilde{u}(x, t) := (2\tau)^{-\frac{d}{2s}} u(x_0 + 2\tau x, t_0 + 2\tau t)
\]

which then solves (66) in \( Q_1 := B_1 \times (-1,0) \) with \( V \) replaced by

\[
\tilde{V}(x, t) := V(x_0 + 2\tau x, t_0 + 2\tau t).
\]

It follows from the definition and (67) that

\[
\|\tilde{u}\|_{L^\infty(Q_1)} \leq (2\tau)^{-\frac{d}{2s}} \|u\|_{L^\infty_{x,t}} \|\tilde{V}\|_{L^\infty(Q_1)} \leq \|V\|_{L^\infty_{x,t}} \leq C.
\]

Hence, according to Theorem 4.1 [20], \( \tilde{u} \) is Hölder continuous in both space and time in \( B_{\frac{1}{2}} \times (-\frac{1}{2}, 0) \) and the continuity norm only depends on \( m, d \) and the upper bounds of \( \|\tilde{u}\|_{L^\infty(Q_1)} \) and \( \|\tilde{V}\|_{L^\infty(Q_1)} \). Therefore, after rescaling back, our solution \( u(x, t) \) is Hölder continuous in \((x_0 + B_\tau \times (t_0 - \tau, t_0) \), with the Hölder norm only depending on \( \tau, d, s, m \) and \( \|u_0\|_1 + \|u\|_\infty \). Since \((x_0, t_0) \) is arbitrarily picked in \( \mathbb{R}^d \times (2\tau, \infty) \), we conclude that \( u \) is uniformly Hölder continuous with respect to both space and time in \( \mathbb{R}^d \times (\tau, \infty) \). \( \square \)

Appendix A. Proof of Lemma 2.3. For \( q > 1 \), the result is covered by Corollary 1.5 [17]. We only need to consider the case when \( q = 1 \) and \( s \neq 0 \). Fix \( s, \alpha, r, p \) that \( \alpha > s \) and (10), (11) are satisfied. From (10) it follows that

\[
\frac{1}{p} = \frac{s}{d} + \left( \frac{1}{r} - \frac{1}{d} \right) \alpha + 1 - \alpha = \frac{s}{d} + \left( 1 + \frac{1}{d} - \frac{1}{r} \right) \alpha + 1.
\]

Since \( \alpha > s, r > 1 \), we can take \( \alpha', q' \) such that

\[
s \leq \alpha' < \alpha, \quad 1 < q' < r,
\]

\[
\frac{1}{p} = \frac{s}{d} + \left( \frac{1}{r} - \frac{1}{d} \right) \alpha' + \frac{1 - \alpha'}{q'}.
\]  \hspace{1cm} (68)

By Corollary 1.5 [17]

\[
\|\nabla u\|_p \leq C \|\nabla u\|_{\alpha'} \|u\|_1^{1-\alpha'}.
\]  \hspace{1cm} (69)

By the classical Gagliardo-Nirenberg inequality

\[
\|u\|_{q'} \leq C \|\nabla u\|_{\beta'} \|u\|_1^{1-\beta'}
\]  \hspace{1cm} (70)
where $\beta$ satisfies
\[
\frac{1}{q'} = \left( \frac{1}{r} - \frac{1}{d} \right) \beta + 1 - \beta.
\]
Since $q' < r$,
\[
\beta = \left( 1 - \frac{1}{q'} \right) / \left( 1 + \frac{1}{d} - \frac{1}{r} \right) \in (0, 1).
\]
By (68) and simple calculations
\[
\frac{1}{p} = \frac{s}{d} + \left( \frac{1}{r} - \frac{1}{d} \right) \alpha' + \left( \frac{1}{r} - \frac{1}{d} \right) \beta + 1 - \beta
\]
Comparing this with (10), we obtain
\[
\alpha = \alpha' + \beta - \alpha' \beta.
\]
Finally plugging (70) into (69) gives
\[
\|\nabla|^s u\|_p \leq C \|\nabla u\|_{\alpha} \|u\|_{1}^{1-\alpha}.
\]
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