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Abstract

We perform a comprehensive analysis of the dynamical magnetic susceptibility $\chi(q, \omega)$ in the slave-boson mean-field scheme of the bilayer $t$-$J$ model. We use model parameters appropriate for YBa$_2$Cu$_3$O$_{6+x}$ (YBCO), a typical bilayer high-$T_c$ cuprate compound well studied by neutron scattering experiments. In the $d$-wave pairing state, the strongest magnetic spectral weight appears at $q = Q \equiv (\pi, \pi)$ and $\omega = \omega^{\text{res}}_{Q}$, and spreads into a diamond-shaped shell around $Q$ in $q$ space for $\omega < \omega^{\text{res}}_{Q}$. This weight is due to a collective mode, namely a particle-hole bound state, which has a downward $\omega$ versus $q$ dispersion around $Q$. Within the high intensity shell, the incommensurate (IC) signals at $q = (\pi, \pi \pm 2\pi\eta)$ and $(\pi \pm 2\pi\eta, \pi)$ tend to be stronger than the diagonal incommensurate (DIC) signals at $q = (\pi \pm 2\pi\eta', \pi \pm 2\pi\eta')$, especially for a large hole density $\delta$. For $\omega \ll \omega^{\text{res}}_{Q}$ the IC signals completely disappear and the weight remains only around the DIC positions. For $\omega > \omega^{\text{res}}_{Q}$ strong signals of $\text{Im}\chi(q, \omega)$ tracing an upward dispersion are found and interpreted as an overdamped collective mode near $\omega^{\text{res}}_{Q}$. In the normal state, $\text{Im}\chi(q, \omega)$ has a broad peak at $q = Q$. That is, the IC and DIC signals appear only in the $d$-wave pairing state. We also study effects of a small orthorhombic anisotropy, which is intrinsic in untwinned YBCO crystals. Because of electron-electron correlations favoring $d$-wave shaped Fermi surface deformations ($d$FSD), we expect an enhanced anisotropy of magnetic excitation spectra. This effect is particularly pronounced for low $\delta$ and at relatively high temperature. The present theory provides a rather detailed microscopic explanation of the most salient properties of magnetic excitations observed in YBCO.

PACS numbers: 74.25.Ha, 74.72.Bk, 74.20.Mn, 71.10.Fd
I. INTRODUCTION

The undoped parent compounds of high-$T_c$ cuprate superconductors are antiferromagnetic Mott insulators. With carrier doping the antiferromagnetism disappears and a superconducting state with a high transition temperature is realized. Antiferromagnetic (AF) correlations however remain even in the superconducting state and the understanding of magnetic properties has been widely recognized as a major issue in the theory of high-$T_c$ cuprates.

Magnetic correlations are directly measured by inelastic neutron scattering experiments. Most of the experiments were performed for the cuprate superconductors YBa$_2$Cu$_3$O$_y$ (YBCO) and La$_{2-x}$Sr$_x$CuO$_4$ (LSCO). Early studies suggested that YBCO had commensurate antiferromagnetic correlations, that is, the peak signal in the imaginary part of the dynamical magnetic susceptibility $\chi(q, \omega)$ at various frequencies appeared at $q = Q \equiv (\pi, \pi)$, while LSCO had incommensurate (IC) correlations in the sense that the peak shifted to $q = (\pi \pm 2\pi\eta, \pi)$ and $(\pi, \pi \pm 2\pi\eta)$, where $\eta$ parametrizes the degree of incommensurability. In 1998, measurements with improved resolution revealed that the seemingly commensurate signal of YBCO was actually composed of four peaks at incommensurate wavevectors. Indications for an incommensurate signal in YBCO appeared already in several earlier observations but remained ambiguous due to a limited resolution. The peak positions were identified as $q = (\pi \pm 2\pi\eta, \pi)$ and $(\pi, \pi \pm 2\pi\eta)$, the same geometry as in LSCO. The IC peaks, however, appeared only below the superconducting transition temperature $T_c$ or possibly below the pseudogap temperature $T^*$, in sharp contrast to LSCO, where the IC signals were observed at temperatures well above $T_c$.

The size of the incommensurability $\eta$ depends on the excitation energy $\omega$. For YBCO, $\eta$ decreases with increasing $\omega$ and vanishes at a specific frequency $\omega_{Q \text{res}}^\text{res}$. The commensurate, so-called “resonance peak” at $\omega_{Q \text{res}}^\text{res}$ was extensively investigated for optimally doped and underdoped samples before the observation of the IC signals in YBCO. The resonance peak is now regarded to be continuously connected with the IC signals observed at lower frequencies when $q$ is shifted away from $Q$. Above the resonance energy, possible IC structures were observed.

It was recently found that the strongest
weight appeared at diagonal incommensurate (DIC) positions $\mathbf{q} = (\pi \pm 2\pi \eta, \pi \pm 2\pi \eta)$.\cite{23}

On the other hand, for LSCO the energy dependence of $\eta$ was relatively weak compared to YBCO\cite{24} and such a robustness of IC structures was often contrasted with the behavior in YBCO. However, recent high energy neutron scattering data for $\text{La}_{2-x}\text{Ba}_x\text{CuO}_4$ with $x = 0.125$ revealed that the IC peaks dispersed with $\omega$ and merged into a commensurate peak around 55meV.\cite{24} Above this energy the data showed weak DIC peaks as in YBCO.

Early theoretical work\cite{25, 26, 27, 28} pointed out that the differences of magnetic excitations between YBCO and LSCO could be traced back to the difference of the Fermi surface (FS) shape, which we refer to as the fermiology scenario. The FS difference was indeed predicted by LDA band calculations\cite{29, 30, 31} and angle-resolved photoemission spectroscopy (ARPES) supported the LDA prediction for YBCO;\cite{32, 33} ARPES data for LSCO were not available for a long time. After the experimental observation of IC peaks in YBCO, further detailed calculations\cite{34, 35, 36, 37, 38, 39, 40} within the same theoretical framework as in the early days showed that essential features of magnetic excitations in YBCO were captured in the fermiology scenario.

Fermiology theories for LSCO systems were running into problems when ARPES data, first reported in 1999,\cite{41} suggested that the FS of LSCO looks similar to that of YBCO in the doping region below $x \sim 0.15$.\cite{42} If so, fermiology scenarios predict that magnetic excitations should be essentially the same in both YBCO and LSCO, in contradiction with the experimental data. This problem was considered within the slave-boson mean-field scheme of the $t$-$J$ model.\cite{43} It was shown\cite{44} that the model has tendencies toward orientational symmetry breaking of the square lattice symmetry, leading to a $d$-wave shaped FS deformation ($d$FSD): the FS expands along the $k_x$ axis and shrinks along the $k_y$ axis or vice versa. Assuming a coupling to the low temperature tetragonal lattice distortions or their fluctuations, one could understand both the observed FS shape and the structure of magnetic excitations in LSCO consistently.\cite{44, 45, 46, 47}

An essentially different picture for magnetic excitations was proposed in 1995,\cite{48} the spin-charge stripe scenario, according to which IC magnetic excitations are mainly controlled by charge-stripe order tendencies in the CuO$_2$ plane. This scenario is based on the observation of a charge order signal whose wavevector is just twice as large as the IC magnetic wavevector. Although charge order was observed only in a few high-$T_c$ cuprate materials with specific doping rates,\cite{48, 49, 50, 51} and in addition the signal was rather
weak, the spin-charge stripe scenario attracted much interest.\[52\]

The spin-charge stripe scenario predicts one-dimensional magnetic signals, that is, IC magnetic peaks should appear either at $q = (\pi \pm 2\pi \eta, \pi)$ or $(\pi, \pi \pm 2\pi \eta)$. Such a one-dimensional pattern was actually inferred from experiments for partially untwinned YBCO crystals\[53\] as a strong support for the stripes. However, subsequent neutron scattering studies for almost fully untwinned YBCO\[54, 55\] revealed that magnetic excitations were two-dimensional and had four IC signals. The IC pattern however lost fourfold symmetry around $q = Q$ and exhibited some anisotropy between the $q_x$ and $q_y$ direction. There are several possible explanations for this anisotropy. (i) The bare band structure effect, due to the orthorhombicity of the crystal structure\[56, 57\] or the CuO chains in YBCO\[58\]. (ii) The tendency to a dFSD due to electron-electron correlations, which enhances the bare anisotropy.\[44, 59\] (iii) Effects of charge stripe fluctuations.\[60\] The putative charge stripes should be strongly fluctuating to be consistent with the experimental observation that the magnetic signals form a two-dimensional anisotropic geometry.

We focus on the possibility of an enhanced anisotropy due to correlations favoring a dFSD. The dFSD tendency is generated by forward scattering interactions of electrons close to the FS near $(\pi, 0)$ and $(0, \pi)$. It was first found in the $t$-$J$ model\[44\] and Hubbard model,\[61\] and then analyzed in more detail\[62, 63, 64, 65, 66, 67\] and also for other models in various subsequent works.\[68, 69, 70, 71\] If the dFSD tendency is very strong, it can lead to a spontaneous breaking of the orientational symmetry of the Fermi surface from tetragonal to orthorhombic. Referring to a stability criterion for Fermi liquids by Pomeranchuk,\[72\] some authors termed this instability “Pomeranchuk instability”.

The dFSD competes with $d$-wave singlet pairing.\[44, 61, 63, 64, 65, 66\] It differs from other frequently discussed ordering tendencies such as antiferromagnetism,\[73, 74\] spin-charge stripes,\[48, 75\] staggered flux,\[76\] and $d$-density wave,\[77\] which are driven by interactions with a large momentum transfer near $q = Q$, while the dFSD is generated from forward scattering. The dFSD breaks the orientational symmetry of the square lattice and has the same reduced symmetry as the electronic nematic phase proposed by Kivelson, Fradkin and Emery.\[78\] Their route to this phase is however not that of a Fermi surface instability, but rather via partial melting of stripe order.

To discuss high-$T_c$ cuprates we should treat both the dFSD and the $d$-wave singlet pairing on an equal footing. We use the slave-boson mean-field scheme of the $t$-$J$ model; both
tendencies are generated by the $J$ term. The $d$FSD tendencies are suppressed by the $d$-wave singlet pairing instability such that no spontaneous Fermi surface symmetry breaking takes place. However, significant $d$FSD correlations survive. This correlation effect can drive a sizable enhancement of the Fermi surface anisotropy by a small bare band anisotropy. We analyze this $d$FSD effect on magnetic excitations by using the anisotropic $t$-$J$ model. The idea that $d$FSD correlations may enhance the in-plane anisotropy of magnetic excitations in YBCO has been pursued already in a recent work by Kao and Kee. In that work $d$FSD correlations and pairing are taken into account via a suitable ansatz for the renormalized band structure and the superconducting gap function, while we actually compute these interaction effects, starting from a microscopic model.

Many features of magnetic excitations in YBCO are captured already by the (usual) isotropic $t$-$J$ model. Magnetic excitations in YBCO are well characterized by the bilayer model and therefore have odd and even channels. While most neutron scattering studies were confined to the odd channel so far, recent experiments successfully detected the even channel also. We perform a comprehensive analysis of magnetic excitations in the bilayer $t$-$J$ model including the above mentioned $d$FSD effects. We show that prominent features of magnetic excitations of YBCO are well captured in this framework and confirm several theoretical insights obtained earlier. The $d$FSD effect turns out to provide a natural scenario to understand the observed anisotropy of magnetic excitations, especially at low doping and relatively high temperature. Together with previous studies of magnetic excitations in the single layer $t$-$J$ model and in the bilayer $t$-$J$ model, the present study provides a comprehensive understanding of magnetic excitations in YBCO from the fermiology viewpoint. Since the antibonding FS can be easily deformed to be open by $d$FSD correlations, our work is also relevant for the interpretation of ARPES data for untwinned YBCO.

The article is structured as follows. In Sec. II, we introduce the bilayer $t$-$J$ model and present the slave-boson mean-field scheme. In Sec. III, we discuss self-consistent mean-field solutions of the bilayer system. Sec. IV is dedicated to magnetic excitations. After a brief qualitative discussion of the dynamical magnetic susceptibility, we present numerical results in two parts: (i) the isotropic case, where comprehensive results are provided to discuss prominent features of magnetic excitations in YBCO, and (ii) the anisotropic case, where the $d$FSD effect on magnetic excitations is investigated. In Sec. V, we summarize our results.
through a comparison with experimental data, and conclude in Sec. VI.

II. MODEL AND FORMALISM

We analyze the bilayer \( t-J \) model on a square lattice

\[
H = - \sum_{\mathbf{r}, \mathbf{r}', \sigma} t_{\mathbf{r}\mathbf{r}'} \tilde{c}^\dagger_{\mathbf{r}\sigma} \tilde{c}_{\mathbf{r}'\sigma} + \sum_{\langle \mathbf{r}, \mathbf{r}' \rangle} J_{\mathbf{r}\mathbf{r}'} \mathbf{S}_r \cdot \mathbf{S}_{r'}
\]  

(1)

defined in the Fock space with no doubly occupied sites. The operator \( \tilde{c}^\dagger_{\mathbf{r}\sigma} \) (\( \tilde{c}_{\mathbf{r}\sigma} \)) creates (annihilates) an electron with spin \( \sigma \) on site \( \mathbf{r} \), while \( \mathbf{S}_r \) is the spin operator. The site variable \( \mathbf{r} = (x, y, z) \) runs over the bilayer coordinates, that is \( (x, y) \) indicates a site on the square lattice and each layer is denoted by \( z = 0 \) or \( 1 \). We assume periodic boundary conditions so that \( k_z = 0 \) or \( \pi \). \( J_{\mathbf{r}\mathbf{r}'} (> 0) \) is a superexchange coupling between the nearest neighbor sites along each direction, \( x, y, \) and \( z \). We take into account hopping amplitudes \( t_{\mathbf{r}\mathbf{r}'} \) between \( \mathbf{r} \) and \( \mathbf{r}' \) up to third-nearest neighbors. We denote \( J_{\mathbf{r}\mathbf{r}'} \) and \( t_{\mathbf{r}\mathbf{r}'} \) by using the conventional notation defined in Fig. 1.

We introduce the slave particles, \( f_{\mathbf{r}\sigma} \) and \( b_{\mathbf{r}} \), as \( \tilde{c}^\dagger_{\mathbf{r}\sigma} = b^\dagger_{\mathbf{r}} f_{\mathbf{r}\sigma} \), where \( f_{\mathbf{r}\sigma} \) (\( b_{\mathbf{r}} \)) is a fermion (boson) operator that carries spin \( \sigma \) (charge \( e \)), and \( \mathbf{S}_r = \frac{1}{2} f^\dagger_{\mathbf{r}\sigma} \sigma_{\alpha\beta} f_{\mathbf{r}\beta} \) with the Pauli matrices \( \sigma = (\sigma^x, \sigma^y, \sigma^z) \). The slave bosons and fermions are linked by the local constraint \( b^\dagger_{\mathbf{r}} b_{\mathbf{r}} + \sum_{\sigma} f^\dagger_{\mathbf{r}\sigma} f_{\mathbf{r}\sigma} = 1 \). This is an exact transformation known as the slave-boson formalism.

We then decouple the interaction with the so-called resonating-valence-bond (RVB) mean fields:\[43\] \( \chi_{\tau} \equiv \langle \sum_{\sigma} f^\dagger_{\mathbf{r}\sigma} f_{\mathbf{r}'\sigma} \rangle, \langle b^\dagger_{\mathbf{r}} b_{\mathbf{r}'} \rangle, \) and \( \Delta_{\tau} \equiv \langle f^\uparrow_{\mathbf{r}} f^\downarrow_{\mathbf{r}'} - f^\downarrow_{\mathbf{r}} f^\uparrow_{\mathbf{r}'} \rangle \), with \( \tau = \mathbf{r}' - \mathbf{r} \). These mean fields are assumed to be real constants independent of sites \( \mathbf{r} \). We approximate the bosons to condense at the bottom of the band, which is reasonable at low temperature and leads to \( \langle b^\dagger_{\mathbf{r}} b_{\mathbf{r}'} \rangle = \delta \), where \( \delta \) is the hole density. The resulting Hamiltonian reads

\[
H_0 = \sum_{\mathbf{k}} \left( f^\dagger_{\mathbf{k}\uparrow} f_{\mathbf{k}\downarrow} \right) \begin{pmatrix} \xi_{\mathbf{k}} & -\Delta_{\mathbf{k}} \\ -\Delta_{\mathbf{k}} & -\xi_{\mathbf{k}} \end{pmatrix} \begin{pmatrix} f^\dagger_{\mathbf{k}\uparrow} \\ f_{\mathbf{k}\downarrow} \end{pmatrix},
\]  

(2)

with a global constraint \( \sum_{\sigma} \langle f^\dagger_{\mathbf{r}\sigma} f_{\mathbf{r}\sigma} \rangle = 1 - \delta \); the \( \mathbf{k} \) summation is over \( |k_x(y)| \leq \pi \), and \( k_z = 0 \) and \( \pi \). Here \( \xi_{\mathbf{k}} = \epsilon_{\mathbf{k}}^\parallel + \epsilon_{\mathbf{k}}^\perp - \mu \), with the in-plane (\( c \)-axis) dispersion \( \epsilon_{\mathbf{k}}^\parallel (\epsilon_{\mathbf{k}}^\perp) \), and \( \Delta_{\mathbf{k}} = \Delta_{\mathbf{k}}^\parallel + \Delta_{\mathbf{k}}^\perp \), with the singlet pairing gap in (out of) the plane \( \Delta_{\mathbf{k}}^\parallel (\Delta_{\mathbf{k}}^\perp) \); \( \mu \) is the chemical
potential. The explicit momentum dependence of the dispersion is given by

\[
\epsilon_{\parallel}^k = -2 \left[ \left( t_x \delta + \frac{3}{8} J_x \chi_x \right) \cos k_x + \left( t_y \delta + \frac{3}{8} J_y \chi_y \right) \cos k_y \\
+ 2 t' \delta \cos k_x \cos k_y + t'' \delta \cos 2 k_x + t'' \delta \cos 2 k_y \right],
\]

\( (3) \)

\[
\epsilon_{\perp}^k = - \left[ \left( t_{\perp 0} \delta + \frac{3}{8} J_z \chi_z \right) + 2 \left( t_{\perp x} \delta \cos k_x + t_{\perp y} \delta \cos k_y \right) + 2 t'_{\perp} \delta \cos 2 k_x + t''_{\perp} \delta \cos 2 k_y \right] \cos k_z,
\]

\( (4) \)

and that of the gap function by

\[
\Delta_{\parallel} = -\frac{3}{4} \left( J_x \Delta_x \cos k_x + J_y \Delta_y \cos k_y \right),
\]

\( (5) \)

\[
\Delta_{\perp} = -\frac{3}{8} J_z \Delta_z \cos k_z.
\]

\( (6) \)

In the bilayer high-\(T_c\) cuprates, a \((\cos k_x - \cos k_y)^2\)-type \(c\)-axis dispersion was computed\(\cite{87}\) and actually observed in Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+\delta}\).\(\cite{88,89}\) To adapt Eq. \(4\) to this behavior, we choose transverse hopping amplitudes as follows:

\[
t_{\perp 0} = \gamma_{\perp} \frac{\gamma_x}{2} t_z, \quad t_{\perp x} = t_{\perp y} = 0, \quad t'_{\perp} = -t_{\perp y} \gamma_x \gamma_y,
\]

\( t''_{\perp x} = \frac{\gamma_x}{4} t_z, \quad \text{and} \quad t''_{\perp y} = \frac{\gamma_y}{4} t_z. \)

The parameters \(\gamma_x\) and \(\gamma_y\) allow for a convenient parametrization of an in-plane anisotropy as specified below. The resulting \(c\)-axis dispersion reads

\[
\epsilon_{\perp}^k = - \left[ t_z \delta \left( \gamma_x \cos k_x - \gamma_y \cos k_y \right)^2 + \frac{3}{8} J_z \chi_z \right] \cos k_z,
\]

\( (7) \)

which has the expected form in the isotropic case \(\gamma_x = \gamma_y = 1.\)

\( \)

YBa\(_2\)Cu\(_3\)O\(_y\) has an orthorhombic crystal structure for \(y \geq 6.4\), where the superconducting state is realized at low \(T\).\(\cite{90}\) Such orthorhombicity yields \(xy\)-anisotropy, which we incorporate by introducing a single parameter \(\alpha\) as follows:

\[
t_x = t(1 + \alpha/2), \quad t_y = t(1 - \alpha/2),
\]

\( (8) \)

\[
J_x = J(1 + \alpha), \quad J_y = J(1 - \alpha),
\]

\( (9) \)

\[
t''_x = t''(1 + \alpha/2), \quad t''_y = t''(1 - \alpha/2),
\]

\( (10) \)

\[
\gamma_x = 1 + \alpha/4, \quad \gamma_y = 1 - \alpha/4.
\]

\( (11) \)

With this parametrization, \(t_{x(y)}, t''_{x(y)},\) and \(t''_{x(y)}\) have the same degree of \(xy\)-anisotropy, while the anisotropy of \(J_{x(y)}\) is twice as large, as imposed by the superexchange mechanism.
We determine $\chi_\tau$ and $\Delta_\tau$ with $\tau = x, y, z$ by solving the following self-consistency equations numerically:

$$\chi_\tau = -\frac{1}{N} \sum_k \cos k_\tau \frac{\xi_k}{E_k} \tanh \frac{E_k}{2T},$$  \hspace{1cm} (12)

$$\Delta_\tau = -\frac{1}{N} \sum_k \cos k_\tau \Delta_k \frac{\Delta_k}{E_k} \tanh \frac{E_k}{2T},$$ \hspace{1cm} (13)

$$\delta = \frac{1}{N} \sum_k \frac{\xi_k}{E_k} \tanh \frac{E_k}{2T},$$ \hspace{1cm} (14)

where $E_k = \sqrt{\xi_k^2 + \Delta_k^2}$ and $N$ is the total number of (bilayer) lattice sites.

**III. SELF-CONSISTENT SOLUTION**

The material dependence of high-$T_c$ cuprates is mainly taken into account by different choices of band parameters.\[26, 91, 92, 93\] We use the following parameters for YBCO:

$$t/J = 2.5, \quad t'/t = -0.3, \quad t''/t = 0.15, \quad J_z/J = 0.1, \quad t_z/t = 0.15, \quad \text{and} \quad \alpha = -0.05.$$  

This choice has been done judiciously. *Ab initio* calculations\[94\] indicate that realistic values for $t/J$ lie in the range $2 - 5$. Even within this restricted interval, we found that the behavior of $\text{Im}\chi(\mathbf{q}, \omega)$ strongly depends on the choice of $t/J$. We have chosen $t/J$ in such a way that the energy of the resonance mode at $\mathbf{q} = (\pi, \pi)$ is maximal at optimal doping, that is near $\delta = 0.15$ (see Fig. 10), to roughly agree with experiments.\[12, 13, 81, 84\] The value of $J_z/J$ is fixed rather uniquely by the optical magnon energy in YBCO.\[95, 96\] The bilayer system has two FSs, the bonding band FS and the antibonding band FS. Within increasing $\delta$, the latter can change from a hole-like FS to an electron-like FS in the region we are interested in. The hole density at which such a FS topology change occurs strongly depends on $t_z$. With our choice of $t_z/t$, which is a bit larger than LDA estimates,\[87\] the antibonding FS becomes electron-like for $\delta \gtrsim 0.20$. Some ARPES data for Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ indeed suggest an electron-like antibonding FS for sufficiently high overdoping.\[89, 97\] ARPES data for YBCO with such a high doping are not yet available.

It is not easy to determine the anisotropy parameter $\alpha$; even its sign is not obvious. The orthorhombic YBCO has a lattice constant anisotropy $a < b$, where $a(b)$ is the lattice constant along the $x(y)$ direction. This contributes to an enhancement of $t_z$. On the other
hand, YBCO contains CuO chains along the $y$ direction. A small hybridization with the chain band enhances $t_y$, an effect opposite to the lattice constant effect. If one estimates a band anisotropy from the predicted FSs in Ref. [87], a small negative $\alpha$ is obtained. A most recent LDA calculation supports this estimate and predicts that $t_y$ is larger than $t_x$ by about $3 - 4\%$. [98] Hence we assume $t_x < t_y$ and set $\alpha = -0.05$ when analyzing the in-plane anisotropy of Im$\chi(q, \omega)$. We will also present results for the isotropic case, $\alpha = 0$, for comparison.

We introduce the following convenient notation:

\begin{align}
\chi_0 &= \chi_x + \chi_y, \\
\chi_d &= \frac{\chi_x - \chi_y}{2}, \\
\Delta_d &= \frac{\Delta_x - \Delta_y}{2}, \\
\Delta_s &= \frac{\Delta_x + \Delta_y}{2},
\end{align}

(15)

where $\chi_d$ is an order parameter of the $dFSD$, and $\Delta_d(\Delta_s)$ is the $d$-wave ($s$-wave) in-plane singlet pairing amplitude; we choose $\Delta_x \geq 0$.

For $\alpha = 0$, there is no $dFSD$, [44, 66] that is, $\chi_d = 0$, and an isotropic $d$-wave pairing state is stabilized at low $T$, that is, $\Delta_s = \Delta_z = 0$. Note that a finite $\Delta_z$ contributes to an $s$-wave pairing component of $\Delta_k$ [see Eq. (15)]. The temperature dependences of $\chi_0$, $\chi_z$, and $\Delta_d$ are shown in Fig. 2(a) and their $\delta$ dependences in Fig. 2(b). $\chi_0$ and $\chi_z$ depend very weakly on $T$. In particular, the onset of $\Delta_d$ does not affect $\chi_0$ and $\chi_z$ substantially. At $\delta = 0$, $\chi_z$ becomes zero, that is, the layers are decoupled regardless of the interlayer coupling $J_z$ in the present mean-field framework, where antiferromagnetic order is not taken into account. The layers couple weakly only for finite $\delta$. The $d$-wave pairing amplitude $\Delta_d$ increases with decreasing $\delta$, which however should not be interpreted as an enhancement of a superconducting order parameter at lower $\delta$, but rather as the increase of a one-particle pseudogap energy scale in the slave-boson mean-field scheme. [43]

When the anisotropy parameter $\alpha$ is introduced, the system loses tetragonal symmetry, and $\chi_d$, $\Delta_s$, and $\Delta_z$ can become finite. Since the temperature and doping dependences of $\chi_0$, $\Delta_d$, and $\chi_z$ for $\alpha = -0.05$ are almost the same as in Fig. 2 we focus on $\chi_d$, $\Delta_s$, and $\Delta_z$. The temperature dependences of $\chi_d$, $\Delta_s$, and $\Delta_z$ are shown in Fig. 3(a). $\chi_d$ increases with decreasing $T$, which is due to the development of $dFSD$ correlations, and exhibits a cusp at the onset of singlet pairing, which is denoted as $T_{RVB}$ in the slave-boson theory; note that $\Delta_d$, $\Delta_z$, and $\Delta_s$ have the same onset temperature. Below $T_{RVB}$, $dFSD$ correlations are suppressed leading to a suppression of $\chi_d$. But $\chi_d$ saturates at a finite value at zero
temperature and is still enhanced compared to $\chi_d$ at high $T$. Since the renormalized band is mainly characterized by the renormalized nearest-neighbor hopping $\bar{t}_r = t_r \delta + \frac{3}{8} J_r \chi_r$ [Eq. (3)], this enhancement contributes to the band anisotropy. Defining $\Delta \bar{t} = |\bar{t}_x - \bar{t}_y|/2$ and $\bar{t}_0 = (\bar{t}_x + \bar{t}_y)/2$, we plot $2\Delta \bar{t}/\bar{t}_0$ in Fig. 3(b) for several choices of $\delta$. Although the bare anisotropy is only 5%, the renormalized band anisotropy is enhanced up to around 25% for $\delta = 0.08$ by dFSD correlations. The enhancement is less prominent at higher $\delta$.

Figure 3(c) shows the doping dependences of $\Delta_s$ and $\Delta_z$ at low $T$. Although $\Delta_s$ increases at lower $\delta$, its magnitude remains very small compared to $\Delta_d$. Note that we obtain a positive $\Delta_s$ for $\alpha = -0.05$, that is $\Delta_x > |\Delta_y|$ for $J_x < J_y$, which means that the s-wave component reduces the anisotropy of $|\Delta_k^\parallel|$ caused by the anisotropy of $J$ [see Eq. (3)]. The out-of-plane pairing $\Delta_z$ becomes finite at finite $\delta$. Its sign is determined uniquely through the linear coupling to $\Delta_d$. It becomes positive for the present band parameters. In the antibonding band ($k_z = \pi$), $\Delta_z$ enhances the magnitude of $\Delta_k^\parallel$ at $(\pi, 0)$ and reduces it at $(0, \pi)$, and vice versa in the bonding band ($k_z = 0$).

The FS at low $T$, which we define by $\xi_k = 0$ in the singlet pairing state, is shown in Figs. 4(a)-(c) for several choices of $\delta$. The bonding band ($k_z = 0$) forms the outer FS and the antibonding band ($k_z = \pi$) the inner FS. For $\alpha = 0$, the inner FS changes into an electron-like FS for $\delta \gtrsim 0.20$ while the outer FS stays hole-like. For $\alpha = -0.05$, the inner FS becomes open for all $\delta$ in Fig. 4. The inner FS always opens already for a tiny anisotropy parameter for doping around $\delta \approx 0.20$, since the original inner FS is close to $(\pi, 0)$ and $(0, \pi)$ in this case. It depends sensitively on the size of $\alpha$ whether an open FS is realized at low $\delta$ where dFSD correlations become large but the original inner FS is away from $(\pi, 0)$ and $(0, \pi)$. The antibonding band and the bonding band have different hole densities, $\delta_a$ and $\delta_b$, respectively, as shown in Fig. 5. From the inset of Fig. 5 we see that the antibonding band has a hole density more than 1.5 times higher than the total (average) hole density $\delta$.

IV. MAGNETIC EXCITATIONS

Next we investigate magnetic excitation spectra in the bilayer $t$-$J$ model using the self-consistent mean-field solutions. The irreducible dynamical magnetic susceptibility $\chi_0(\mathbf{q}, \omega)$
is given by

$$\chi_0(q, \omega) = \frac{1}{4N} \sum_k \left[ C^+_{k,k+q} \left( \tanh \frac{E_k}{2T} - \tanh \frac{E_{k+q}}{2T} \right) \frac{1}{E_k - E_{k+q} + \omega + i\Gamma} 
+ \frac{1}{2} C^-_{k,k+q} \left( \tanh \frac{E_k}{2T} + \tanh \frac{E_{k+q}}{2T} \right) \right. 
\times \left( \frac{1}{E_k + E_{k+q} + \omega + i\Gamma} + \frac{1}{E_k + E_{k+q} - \omega - i\Gamma} \right) \right],$$

(17)

where $\Gamma$ is a positive infinitesimal and

$$C^\pm_{k,k+q} = \frac{1}{2} \left( 1 \pm \frac{\xi_k \xi_{k+q} + \Delta_k \Delta_{k+q}}{E_k E_{k+q}} \right).$$

(18)

Note that the $k_z$-component of $k$ is summed only over the two values $k_z = 0$ and $\pi$, corresponding to a bonding and an antibonding band, respectively. Particle-hole scattering processes are therefore intraband processes for $q_z = 0$ and interband processes for $q_z = \pi$. The former is called the even channel and the latter the odd channel.

In a renormalized random phase approximation (RPA) the dynamical magnetic susceptibility $\chi(q, \omega)$ is given by

$$\chi(q, \omega) = \frac{\chi_0(q, \omega)}{1 + J(q)\chi_0(q, \omega)},$$

(19)

where

$$J(q) = 2r(J_x \cos q_x + J_y \cos q_y) + J_z \cos q_z$$

(20)

with a renormalization factor $r$. In the plain RPA one has $r = 1$, which leads to a divergence of $\chi(q, 0)$ at $q \approx (\pi, \pi, \pi)$ in a wide doping region ($\delta \lesssim 0.20$), signaling an instability toward the AF state. However, several numerical studies of the $t$-$J$ model indicate that the antiferromagnetic instability is overestimated by the RPA. Fluctuations not included in RPA obviously suppress the instability. This can be taken into account in a rough and phenomenological way by setting $r < 1$. Here we choose the value $r = 0.5$, which confines the AF instability to $\delta \leq 0.064$, consistent with actual YBCO samples.

In the following we will frequently specify $q_z$ by referring to the “even” or “odd” channel, and include only the remaining $q_x$ and $q_y$ variables in $q$. 
A. Basic properties

Before calculating the dynamical magnetic susceptibility numerically, we first discuss generic properties of \( \text{Im}\chi(q, \omega) \), which hold in both odd and even channels. At zero temperature the \( d \)-wave superconducting state is realized and

\[
\text{Im}\chi_0(q, \omega) = \frac{\pi}{4N} \sum_k C_{k,k+q}^- \delta(E_k + E_{k+q} - \omega).
\]

Hence, \( \text{Im}\chi_0(q, \omega) \) has a threshold energy defined by

\[
\omega_{\text{th}}(q) = \min\{E_k + E_{k+q}, \, k \in \text{BZ}\},
\]

above which continuum excitations start. \( \omega_{\text{th}}(q) \) is sketched by the solid line in Fig. 6 and has a maximum at \( q = Q \). Along the diagonal direction \( q = \sqrt{2} (q, q) \), gapless excitations appear, which are due to scattering processes between the \( d \)-wave gap nodes.

The denominator in Eq. (19) vanishes if both real and imaginary parts vanish, that is

\[
1 + J(q)\text{Re}\chi_0(q, \omega_q^{\text{res}}) = 0,
\]

\[
\text{Im}\chi_0(q, \omega_q^{\text{res}}) = 0.
\]

As widely discussed in the literature, Eqs. (23) and (24) can be simultaneously satisfied when \( \text{Im}\chi_0(q, \omega) \) jumps from zero to a finite value at \( \omega = \omega_{\text{th}}(q) \), which gives rise to a logarithmic divergence of \( \text{Re}\chi_0(q, \omega) \), such that there is always a solution \( \omega = \omega_q^{\text{res}} < \omega_{\text{th}}(q) \). This solution describes an ingap collective mode of particle-hole excitations with spin 1 and charge zero. Note that \( q \) is not restricted to \( Q \). In fact, the collective mode appears also around \( q = Q \), in particular at IC or DIC wavevectors as sketched in Fig. 6. Expanding \( J(q)\text{Re}\chi_0(q, \omega) \) around \( q = Q \) and \( \omega = \omega_Q^{\text{res}} \), we obtain the asymptotic form of the dispersion

\[
\omega_q^{\text{res}} = \omega_Q^{\text{res}} - \frac{1}{2} \left[ \frac{(q_x - \pi)^2}{m_x} + \frac{(q_y - \pi)^2}{m_y} \right],
\]

where

\[
m^{-1}_{x(y)} = [J(Q)]^{-1} \frac{\partial^2 J(q)\text{Re}\chi_0(q, \omega)}{\partial q_{x(y)}^2} \left. \frac{\partial\text{Re}\chi_0(q, \omega)}{\partial \omega} \right|_{q=Q, \omega=\omega_Q^{\text{res}}}.
\]

The denominator in Eq. (26) is usually positive for \( \omega < \omega_{\text{th}}(Q) \). The numerator is expected to be negative close to the commensurate AF instability since \( |J(q)\text{Re}\chi_0(q, \omega)| \) has a commensurate peak and \( J(q) < 0 \), leading to an upward dispersion (dotted line in Fig. 6).
With hole doping, the peak of $|J(q)\text{Re}\chi_0(q, \omega)|$ usually shifts to IC positions, and thus its curvature at $q = Q$ becomes positive, that is, $\omega_q^{\text{res}}$ has a downward dispersion (bold solid line in Fig. 6). When the collective mode mixes with the continuum, it disappears due to overdamping.

The infinitesimal $\Gamma$ in Eq. (17) is replaced by a finite small value in numerical calculations, leading to a cutoff of the logarithmic divergence of $\text{Re}\chi_0(q, \omega)$. A similar cutoff occurs also for finite $T$. Then Eq. (23) can be satisfied only when $\text{Im}\chi_0(q, \omega)$ has a sufficiently large jump at $\omega = \omega_{\text{th}}(q)$ or when $\text{Re}\chi_0(q, \omega)$ is sufficiently large; the latter is always the case near the AF instability. Practically therefore the collective mode is well defined only in a limited momentum region (Fig. 5). Moreover, since $\text{Im}\chi_0(q, \omega)$ becomes finite for a finite $\Gamma$ or a finite $T$, the collective mode has a finite life time, which yields a finite width for the peak in $\text{Im}\chi(q, \omega)$.

**B. Numerical calculation**

Now we perform extensive numerical calculations of $\text{Im}\chi(q, \omega)$ with a small finite $\Gamma = 0.01J$ in the denominator of Eq. (17). Although the choice of a finite $\Gamma$ is mainly done for numerical convenience, it also simulates damping of electrons by static defects in real materials, and broadening due to limited energy resolution in inelastic neutron scattering experiments.

This section is composed of six parts, where the first three deal with the isotropic case ($\alpha = 0$) and the last three with the effects due to anisotropy ($\alpha \neq 0$). The former are intended to give a comprehensive analysis of magnetic excitations in bilayer cuprates such as YBCO, without taking effects which are specifically due to in-plane anisotropy into account: 1. $(q, \omega)$ maps of $\text{Im}\chi(q, \omega)$ for a sequence of $\delta$ for both odd and even channels, 2. $q$ maps for a sequence of $\omega$, and 3. $T$ dependence. The latter are dedicated to anisotropy effects on magnetic excitations and their enhancement by $d$FSD correlations: 4. $q$ maps for a sequence of $\omega$, 5. $q$ maps for several choices of $\delta$, and 6. $q$ maps for a sequence of temperatures.
1. \((q, \omega)\) maps for \(\alpha = 0\)

Figure 7 shows intensity maps of \(\text{Im}\chi(q, \omega)\) for a sequence of hole densities \(\delta\) for the odd channel (left panels) and the even channel (right panels); the \(q\) scan direction is shown in the inset of Fig. 6. The threshold energy \(\omega_{th}(q)\) [Eq. (22)] is also plotted with a gray dotted line. Figure 7(a) shows a result in the vicinity of the AF instability. Strong intensity is seen well below \(\omega_{th}(q)\), indicating collective particle-hole excitations with the upward dispersion described by Eq. (25). This soft collective mode reflects the commensurate AF instability at \(\delta \approx 0.064\). The mode disperses as a function of \(q\) and mixes into the particle-hole continuum at sufficiently large distance from \(Q\), where it becomes overdamped and thus faintly visible on the color scale in Fig. 7(a). When \(\delta\) is slightly increased, the soft collective mode rapidly shifts to higher energies. It has a nearly flat dispersion around \(q = Q\) for \(\delta = 0.08\) [Fig. 7(b)] and a clear downward dispersion for \(\delta = 0.12\) [Fig. 7(c)]. In the particle-hole continuum above \(\omega_{th}(q)\), significant intensity is seen in Figs. 7(b) and (c) with an upward dispersion. This can be interpreted as an overdamped collective mode near \(\omega^{\text{res}}_Q\), as we shall discuss later. With further increasing \(\delta\), the collective mode is pushed up to higher energy and appears only close to \(\omega = \omega_{th}(Q)\) [Fig. 7(d)]. Above \(\omega_{th}(Q)\), the spectrum broadens and the structures become less clear. For \(\delta = 0.20\) [Fig. 7(e)], the collective mode does not appear and we just see that the continuum spectrum has strong intensity near \(q = Q\) and \(\omega = \omega_{th}(Q)\), and a very broad featureless distribution above. As a function of \(\delta\), Figs. 7(a)-(e) show that the spectral weight becomes larger at lower \(\delta\) (see values of the color map index) due to the proximity to the AF instability.

The corresponding results for the even channel are shown in the right panels in Fig. 7. The overall features look the same as those of the odd channel. Close to the AF instability [Fig. 7(f)], however, the collective mode retains the downward dispersion and does not show softening, reflecting the fact that the AF instability is driven by the odd channel. The collective mode is pushed up to higher energy with \(\delta\) [Figs. 7(g) and (h)] and appears inside the continuum in Fig. 7(i) in the sense that Eq. (23) is still satisfied. The mode in the continuum is substantially overdamped but has the same \(|q - Q|^2\) dispersion as Eq. (25). The coefficient, however, is not given by Eq. (26), which is valid only if \(\text{Im}\chi_0(q, \omega^{\text{res}}_q) = 0\). Figure 7(j) looks similar to Fig. 7(i), but Eq. (23) is not satisfied any longer and the strong intensity results from individual excitations. Compared to the odd channel, we see that
spectral weight of the even channel is overall suppressed and broadened. This difference
comes from two effects: (i) the suppression of $|J(Q)|$ for the even channel near $q = Q$ [see
Eq. (20)], and (ii) different particle-hole scattering processes, namely interband scatterings
for the odd channel and the intraband scatterings for the even channel. The former (latter)
effect is dominant for low (high) $\delta$.

To see the intensity profile of $\text{Im}\chi(q, \omega)$ more clearly, we replot Fig. 7(c) by separating
it into three energy regions in the left panel in Fig. 8 with an optimized color map scale
in each; the right panel is a map of $|1 + J(q)\text{Re}\chi_0(q, \omega)|$, which serves to quantify the
collective character of magnetic excitations [see Eq. (23)]; the cross symbols indicate peak
intensity positions of $\text{Im}\chi(q, \omega)$. For $\omega \lesssim \omega^\text{res}_Q = 0.403J$, the ingap collective mode has
a downward dispersion. This collective mode is however realized only in a limited energy
region. See the region where $|1 + J(q)\text{Re}\chi_0(q, \omega)|$ becomes zero in the right panel; at lower
$\omega$, $|1 + J(q)\text{Re}\chi_0(q, \omega)|$ remains finite such that the peak in $\text{Im}\chi(q, \omega)$ does not correspond
to a genuine collective mode. With further decreasing $\omega$ the IC signals are substantially
diminished, while the DIC signals continue down to zero energy. For $\omega > \omega^\text{res}_Q$, we see another
dispersive structure inside the continuum. This upward dispersion can be interpreted as an
overdamped collective mode up to $\omega \sim 0.50J$ in the sense that $|1 + J(q)\text{Re}\chi_0(q, \omega)|$ becomes
zero near the peak position. Note that this overdamped mode is not directly connected with
the downward collective mode below $\omega^\text{res}_Q$. Although the overdamped mode seems to continue
smoothly up to higher energy in the left panel, it changes into a peak of individual excitations
as seen from the finite value of $|1 + J(q)\text{Re}\chi_0(q, \omega)|$ in the right panel.

In Fig. 9 we plot $\text{Im}\chi(q, \omega)$ at $q = Q$ as a function of $\omega$ for (a) $\delta = 0.08$ and 0.15,
and (b) $\delta = 0.20$. The sharp peak for $\delta = 0.08$ corresponds to the collective mode; the
continuum cannot be seen on the scale of Fig. 9(a). For $\delta = 0.15$ in the odd channel, we
see both the collective mode at $\omega = 0.42J$ and the continuum above $\omega = 0.45J$; the two
are not completely separated because of finite $\Gamma$ and $T$. The peak at $\omega = 0.49J$ for the
even channel is a collective mode, but its peak width is much broader than that for the odd
channel, indicating a much shorter life time of the mode. The odd channel spectrum for
$\delta = 0.20$ is similar to that for $\delta = 0.15$. The peak at $\omega = 0.38J$, however, is not a collective
mode; Eq. (23) is not satisfied any longer. Similarly the peak for the even channel results
just from individual excitations.

We summarize the peak position of $\text{Im}\chi(q, \omega)$ at $q = Q$, which we refer to as $\omega = \omega_Q$, as
a function of \( \delta \) in Fig. 10. \( \omega_Q \) is equivalent to \( \omega^*_{Q} \) when Eq. (23) is satisfied; the lower edge energy of particle-hole continuum, \( \omega_{lh}(Q) \), is also plotted by the bold gray lines; we consider the region, \( \delta \geq 0.064 \), below which the AF instability takes place. With increasing doping, \( \omega_Q \) increases rapidly for both channels. For the odd channel, \( \omega_Q \) has a broad maximum around \( \delta = 0.15 \) and merges into the lower edge of particle-hole continuum; the particle-hole bound state is realized for \( \delta \lesssim 0.17 \) (solid circles in Fig. 10). For the even channel the bound state is realized in the same doping region as for the odd channel (solid triangles), but appears inside the continuum in \( 0.12 \lesssim \delta \lesssim 0.17 \) accompanied by the discontinuous change of \( \omega^*_{Q} \). This jump is due to the fact that the even channel consists of two different intraband scattering processes, within the bonding band and within the antibonding band.

2. \( \mathbf{q} \) maps for \( \alpha = 0 \)

We next show \( \mathbf{q} \) maps of \( \text{Im} \chi(\mathbf{q}, \omega) \) around \( \mathbf{q} = Q \) for a sequence of energies \( \omega \) for \( \delta = 0.12 \). At low \( \omega \) [Fig. 11(a)], strong spectral weight is localized in the region around \( \mathbf{q} = (\pi \pm 2\pi \eta, \pi \pm 2\pi \eta) \), which is due to the particle-hole excitations around the \( d \)-wave gap nodes. With increasing \( \omega \), the scattering processes with \( \mathbf{q} = (\pi \pm 2\pi \eta, \pi) \) and \( (\pi, \pi \pm 2\pi \eta) \) begin to contribute and the strong intensity region forms a diamond shape [Fig. 11(b)]. This diamond shrinks when \( \omega \) increases further [Fig. 11(c)], starts being due to collective excitations [Fig. 11(d)], and is finally reduced to the collective commensurate peak at \( \omega = \omega^*_{Q} = 0.403J \) [Fig. 11(e)]. Above \( \omega^*_{Q} \) [Fig. 11(f)], the DIC spectral weight becomes dominant with rather broad features. While the spectral weight difference between the DIC and IC positions is not sizable and the DIC structures are smeared out in a certain energy range [Fig. 11(g)], the DIC signals seem to disperse outwards with increasing \( \omega \) [Figs. 11(f)-(h)] as expected from Fig. 8.

The spectral weight distribution in \( \mathbf{q} \)-space for other doping rates, \( \delta = 0.08 \) and 0.15, is shown in Fig. 12 for \( \omega < \omega^*_{Q} \) (left panels) and \( \omega > \omega^*_{Q} \) (right panels). For \( \omega < \omega^*_{Q} \) we see that the strong weight forms a diamond shape independent of \( \delta \), and the IC signals become stronger than the DIC peaks for higher \( \delta \). For \( \omega > \omega^*_{Q} \), on the other hand, the DIC structure is clearly seen at relatively low \( \delta \), while the spectral weight spreads broader with \( \delta \) (see also Fig. 7).

To understand the intensity distribution in Fig. 11 we write the imaginary part of Eq. (19)
\[ \text{Im} \chi(q, \omega) = \frac{\text{Im} \chi_0(q, \omega)}{[1 + J(q)\text{Re} \chi_0(q, \omega)]^2 + [J(q)\text{Im} \chi_0(q, \omega)]^2}. \] (27)

We have to consider both \(|J(q)\text{Im} \chi_0(q, \omega)|\) and \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\), which we show in the left panel and the right panel in Fig. 13, respectively, at the same \(\omega\) as in Fig. 11. The structure of \(\text{Im} \chi_0(q, \omega)\) is essentially the same as that of \(J(q)\text{Im} \chi_0(q, \omega)\). Two typical energy scales, \(\omega_{\text{Q}}^{\text{res}}\) and \(\omega_{\text{th}}(Q)\), characterize the spectral weight distribution of \(\text{Im} \chi(q, \omega)\).

1. For \(\omega \ll \omega_{\text{Q}}^{\text{res}}\), we find \(|1 + J(q)\text{Re} \chi_0(q, \omega)| \gg |J(q)\text{Im} \chi_0(q, \omega)|\) in Figs. 13(a), (a’), (b), and (b’). Since the \(q\) dependence of \(\text{Re} \chi_0(q, \omega)\) is weak around \(q = Q\) we have \(\text{Im} \chi(q, \omega) \propto \text{Im} \chi_0(q, \omega)\), that is, the weight distribution in Figs. 11(a) and (b) is determined mainly by \(\text{Im} \chi_0(q, \omega)\).

2. For \(\omega \lesssim \omega_{\text{Q}}^{\text{res}}\) [Figs. 13(c) and (c’)], the minimum values of \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\), become comparable with \(|J(q)\text{Im} \chi_0(q, \omega)|\) in a certain \(q\) region. From Eq. (27), therefore, a strong weight of \(\text{Im} \chi(q, \omega)\) is determined by the minimum position of \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\), not by peak position of \(\text{Im} \chi_0(q, \omega)\). Since \(\text{Im} \chi_0(q, \omega)\) does not have an apparent structure in the region where \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\) takes minima, it depends on details which signal can be stronger, the IC or the DIC. In our model, the IC signals tend to be stronger than the DIC signals at higher \(\delta\).

3. At \(\omega \approx \omega_{\text{Q}}^{\text{res}}, |1 + J(q)\text{Re} \chi_0(q, \omega)|\) can vanish for suitable \(q\) vectors [Figs. 13(d’) and (e’)], leading to \(\text{Im} \chi(q, \omega) \propto \text{Im} \chi_0(q, \omega)^{-1}\). Since \(\text{Im} \chi_0(q, \omega)\) also can become very small in the same \(q\) region [Figs. 13(d) and (e)], the strongest weight of \(\text{Im} \chi(q, \omega)\) appears there, corresponding to a collective mode.

4. For \(\omega_{\text{Q}}^{\text{res}} \lesssim \omega \lesssim \omega_{\text{th}}(Q)\), \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\) vanishes in the region where \(\text{Im} \chi_0(q, \omega)\) has IC peaks [Figs. 13(f) and (f’)]. Since \(\text{Im} \chi(q, \omega) \propto \text{Im} \chi_0(q, \omega)^{-1}\) when \(1 + J(q)\text{Re} \chi_0(q, \omega) = 0\), the IC spectral weight is substantially diminished and \(\text{Im} \chi(q, \omega)\) shows DIC peaks as seen in Fig. 11(f).

5. At \(\omega \approx \omega_{\text{th}}(Q)\), the IC peaks of \(|J(q)\text{Im} \chi_0(q, \omega)|\) merge into a commensurate peak as shown in Fig. 13(g). \(|J(q)\text{Im} \chi_0(q, \omega)|\) does not have an apparent structure around the region where \(|1 + J(q)\text{Re} \chi_0(q, \omega)|\) vanishes [Fig. 13(g’)]. Hence the strong weight of \(\text{Im} \chi(q, \omega)\) has a similar distribution to that of \(1 + J(q)\text{Re} \chi_0(q, \omega)\) \(\approx 0\), and shows a “ring” in Fig. 11(g).

6. For \(\omega \gtrsim \omega_{\text{th}}(Q)\), \(\text{Im} \chi(q, \omega)\) has strongest intensity in the region where \(|1 + J(q)\text{Re} \chi_0(q, \omega)| \approx |J(q)\text{Im} \chi_0(q, \omega)|\) [compare Fig. 11(h) with Figs. 13[h] and (h’)].

The spectral distribution of Figs. 12(a)-(d) corresponds to the cases (2), (4), (2), and (6), respectively.
respectively.

3. $T$ dependence for $\alpha = 0$

So far we have presented results for a fixed temperature $T = 0.01J$. Now we discuss the $T$ dependence of $\text{Im}\chi(\mathbf{q}, \omega)$. In Fig. 14 we plot $\text{Im}\chi(\mathbf{q}, \omega)$ at $\mathbf{q} = \mathbf{Q}$ as a function of $\omega$ for several choices of $T$ for $\delta = 0.10$ in the odd channel. The $d$-wave gap disappears at $T_{\text{RVB}} = 0.139J$ for this doping. We see that the sharp peak of $\text{Im}\chi(\mathbf{Q}, \omega)$ survives as long as the $d$-wave gap exists. The peak energy is determined mainly by minimizing $|1 + J(\mathbf{Q})\text{Re}\chi_0(\mathbf{Q}, \omega)|$. The $T$ dependence of the peak energy is shown in the inset of Fig. 14; it follows approximately the $T$ dependence of the $d$-wave gap [see Fig. 2(a)]. With increasing $T$ low-energy spectral weight proportional to $\omega$ becomes noticeable, and $\text{Im}\chi(\mathbf{Q}, \omega)$ evolves smoothly toward the spectrum in the normal state ($T > T_{\text{RVB}}$), where the sharp peak at finite $\omega$ disappears.

The temperature dependence of $\mathbf{q}$ maps is shown in Fig. 15 for several choices of $T$ at $\delta = 0.10$ and $\omega = 0.25J$. Strong intensity of $\text{Im}\chi(\mathbf{q}, \omega)$ forms a diamond shape at low $T$. Although the diamond shape is retained with increasing $T$, the weight inside the diamond becomes stronger, leading to a dominant commensurate signal above $T \sim 0.11J$. The commensurate signal thus dominates already at temperatures slightly below the onset temperature of $d$-wave singlet pairing $T_{\text{RVB}} = 0.139J$.

A $(\mathbf{q}, \omega)$ map of $\text{Im}\chi(\mathbf{q}, \omega)$ is shown in Fig. 16(a) for $T = 0.12J$ ($< T_{\text{RVB}}$), where the energy region is separated into three with different color scales; the cross symbols mark highest weight positions along $\mathbf{q} = (q_x, \pi)$ and $1/\sqrt{2}(q, q)$. The strongest weight appears at $\mathbf{q} = \mathbf{Q}$ and $\omega \approx 0.26J$. Below this energy IC structures are not realized any longer and the spectrum shows a broad commensurate structure. However, in the high energy region ($\omega \gtrsim 0.30J$) DIC signals still survive as well as IC signals. When $T$ is further increased above $T_{\text{RVB}}$ [Fig. 16(b)], neither IC nor DIC structures are realized. The strong intensity is centered around $\mathbf{q} = \mathbf{Q}$ and broadly spreads out. The right panels in Fig. 16 are corresponding results for the even channel. Overall features look similar as for the odd channel except that the spectral weight becomes rather broadened. Although the peak positions form a rather complex pattern in Fig. 16(c), an upward dispersion for $0.3J \lesssim \omega \lesssim 0.45J$ can still be recognized together with a remnant of the downward dispersion for $0.2J \lesssim \omega \lesssim 0.25J$. 18
4. \( \omega \) dependence of \( q \) maps for \( \alpha \neq 0 \)

In the following three subsections, we present results for \( \text{Im}\chi(q, \omega) \) for \( \alpha = -0.05 \) to discuss effects due to an in-plane anisotropy and their enhancement by \( dFSD \) correlations.

Figure 17 shows \( q \) maps of \( \text{Im}\chi(q, \omega) \) for a sequence of energies \( \omega \) for \( \delta = 0.12 \) and \( T = 0.01J \); the corresponding results for \( \alpha = 0 \) were shown in Fig. 11. At low \( \omega \), the DIC signals appear, and form a high intensity region which is a bit distorted compared to Fig. 11(a), due to the in-plane anisotropy. These DIC signals come from nodal scatterings. Note that the nodes of the singlet pairing deviate slightly from the diagonal direction because of \( \Delta_x \neq \Delta_y \) and finite \( \Delta_z \) in Eqs. 5 and 9. Figures 17(b)-(d) are results for larger \( \omega < \omega_{Q}^{\text{res}} \). Appreciable weight appears on both the \( q_x \) and \( q_y \) axes and in this sense a nearly two-dimensional excitation spectrum is obtained even if the antibonding FS becomes open as in Fig. 4. Analogous behavior was already found for the single layer \( t-J \) model in Ref. [45]. Effects of the anisotropy are seen in (i) the difference of the IC peak positions, namely \( (\pi \pm 2\pi \eta_x, \pi) \) and \( (\pi, \pi \pm 2\pi \eta_y) \) with \( \eta_x \neq \eta_y \), leading to a deformed diamond shape, and (ii) the relative peak intensity difference of the two IC peaks. The latter however depends strongly on \( \omega \) and \( \delta \) even if \( \alpha \) is fixed. For example, the IC peak at \( q = (\pi, \pi \pm 2\pi \eta_y) \) is a bit higher than that at \( q = (\pi \pm 2\pi \eta_x, \pi) \) at \( \omega = 0.20J \) [Fig. 17(b)], while the order is reversed at \( \omega = 0.35J \) [Fig. 17(c)]. Moreover, as we shall discuss in Sec.V.B., the peak intensity difference can depend strongly on details of the band structures and thus on models. On the other hand, the former is a robust feature of \( \text{Im}\chi(q, \omega) \). When the difference of the IC peak position, \( \Delta \eta = \eta_x - \eta_y \), is taken as a measure of the anisotropy of the IC peaks, we have \( \Delta \eta > 0 \) for \( \alpha < 0 \) and in addition \( \Delta \eta \propto \alpha \) in good approximation at least up to \( |\alpha| \sim 0.1 \). Furthermore, the \( \omega \) dependence of \( \Delta \eta \) is weak. In Fig. 18 we plot \( \eta_x \) and \( \eta_y \) as a function of \( \omega \). While \( \eta_x \) and \( \eta_y \) depend on \( \omega \), one finds \( \Delta \eta > 0 \) for all \( \omega < \omega_{Q}^{\text{res}} \), and a weak \( \omega \) dependence of \( \Delta \eta \) except for the region of \( \omega \approx \omega_{Q}^{\text{res}} \) where both \( \eta_x \) and \( \eta_y \) tend to zero.

Figure 17(e) corresponds to the energy \( \omega = \omega_{Q}^{\text{res}} \). While the strongest weight appears at \( q = Q \) for that energy, \( \text{Im}\chi(q, \omega_{Q}^{\text{res}}) \) has an apparent elliptic distribution in the \( q \) plane. Figures 17(f)-(h) are for \( \omega > \omega_{Q}^{\text{res}} \). In Fig. 17(f), the strongest weight appears along the diagonal direction, which is a remnant of the DIC signal for \( \alpha = 0 \) [Fig. 11]. The strong weight distribution, however, forms a rectangular shape and shows a pronounced anisotropy. As energy is increased a little, \( \text{Im}\chi(q, \omega) \) shows one-dimensional like signatures in Fig. 17(g).
even with a small anisotropy (5%). To understand this one-dimensional pattern, we go back to Figs. 13 (g) and (g’). For \( \alpha = -0.05 \), \( \text{Im}\chi_0(q, \omega) \) still shows a commensurate signal but the spectral weight spreads out largely along the \( q_x \) direction. Since \( |1 + J(q)\text{Re}\chi_0(q, \omega)| \) vanishes around \( q = Q \) as shown in Fig. 13(g’), the resulting \( \text{Im}\chi(q, \omega) \) shows enhanced spectral weight along the \( q_y \) direction, leading to Fig. 17(g). With further increasing \( \omega \), however, the spectral weight becomes much broader [Fig. 17(h)] and the anisotropy becomes less apparent. For \( \omega > \omega^\text{res}_Q \) therefore the spectral weight distribution forms various patterns and is very sensitive to energy. This is in sharp contrast to the robust feature of the deformed diamond shape distribution for \( \omega < \omega^\text{res}_Q \), which enables us to define \( \Delta\eta \) as a measure of the anisotropy of the magnetic excitations.

5. \( \delta \) dependence of \( q \) maps for \( \alpha \neq 0 \)

The left panels of Fig. 19 show \( q \) maps of \( \text{Im}\chi(q, \omega) \) for a sequence of doping concentrations \( \delta \); the energy \( \omega \) is below \( \omega_Q^\text{res} \) (actually below \( \omega_Q \) for \( \delta = 0.20 \), where no collective mode exists, see Fig. 10). Appreciable intensity appears along a deformed diamond for all \( \delta \). Although the renormalized band anisotropy decreases with increasing \( \delta \) [Fig. 3(b)], the anisotropy of \( \text{Im}\chi(q, \omega) \) is enhanced. To identify the influence of \( d\text{FSD} \) correlations, we compare these results with the corresponding results for the bare anisotropy on the right panels of Fig. 19. The latter are calculated by switching off the \( d\text{FSD} \) correlations, that is, we impose the same bare anisotropy \( \alpha = -0.05 \), but use mean fields for \( \alpha = 0 \). We see that the effect of the bare anisotropy on \( \text{Im}\chi(q, \omega) \) is doping dependent even for fixed (doping-independent) \( \alpha \) and becomes less pronounced at lower \( \delta \). In particular, the diamond is almost symmetric for \( \delta = 0.08 \) and 0.12 [Figs. 19(a’) and (b’)]. That is, the \( d\text{FSD} \) correlations are particularly important to understand the anisotropy of \( \text{Im}\chi(q, \omega) \) at lower \( \delta \) [Figs. 19(a) and (b)]. This holds for both odd and even channels and similar results are obtained for the even channel.

6. \( T \) dependence of \( q \) maps for \( \alpha \neq 0 \)

Momentum space maps of \( \text{Im}\chi(q, \omega) \) for a sequence of temperatures are shown in the left panel of Fig. 20 for \( \delta = 0.10 \) and \( \omega = 0.25J \). The deformed diamond shaped distribution is
rather robust against $T$ [Figs. 20(a) and (b)], although the spectral weight inside the diamond gradually increases with $T$, as we have seen in Fig. 15. At temperatures slightly below $T_{RVB} = 0.133J$, the commensurate signal becomes dominant [Fig. 20(c)] and a pronounced anisotropy appears in Fig. 20(d). When $T$ increases further, the anisotropy is however reduced [Figs. 20(e) and (f)]. The temperature dependence of the anisotropy in Fig. 20 is not monotonically linked to the $T$-dependence of the band anisotropy. As seen in Fig. 3(b) for $\delta = 0.10$, the band anisotropy at $T = 0.13J$ is larger than that at $T = 0.12J$, but does not lead to a stronger anisotropy of $\text{Im}\chi(q, \omega)$ at $T = 0.13J$.

To analyze the relevance of $d$FSD correlations, we calculate $\text{Im}\chi(q, \omega)$ also for isotropic mean fields and show the results in the right panel of Fig. 20. We see that while $d$FSD correlations contribute to the enhancement of the anisotropy of $\text{Im}\chi(q, \omega)$ at any $T$, such an effect becomes most pronounced at relatively high $T$ as seen in Figs. 20(d) and (d'). While Fig. 20 has been obtained for fixed $\omega$ and $\delta$, results for other parameter sets including the even channel show that the $d$FSD correlations typically drive a pronounced anisotropy at relatively high $T$ ($\sim T_{RVB}$).

V. DISCUSSION

We have investigated $\text{Im}\chi(q, \omega)$ in the slave-boson mean-field scheme for the bilayer $t$-$J$ model. We summarize our results through a comparison with inelastic neutron scattering data for YBCO. Experimental data are well summarized in Ref. [1, 12, 79, 84]. It should be kept in mind that in the slave-boson mean-field theory $T_{RVB}$ has to be interpreted as pseudogap crossover temperature $T^*$ in the underdoped regime, and as superconducting phase transition temperature $T_c$ in the overdoped regime of high-$T_c$ cuprates.

A. Prominent features of magnetic excitations in YBCO

One of the most prominent features of magnetic excitations in YBCO is that IC peaks appear only below $T_c$ or $T^*$, [6, 10, 11, 12, 13] which is in sharp contrast to LSCO where IC peaks were reported even at room temperature. [2, 14] This is captured by the present theory. As shown in Fig. 15, the IC signals are obtained only at low $T$ and change into a broad commensurate signal above $T \sim T_{RVB}$. It was pointed out a few years ago that
the distinct behavior of LSCO is also captured by the present theoretical framework with different band parameters.\[44, 45\]

Another central issue in YBCO is the so-called resonance peak, which was reported as a sharp magnetic signal at \( q = Q \) and finite \( \omega \).\[1, 15, 16, 17, 18, 19, 20\] There are several alternative scenarios for this resonance peak.\[60, 106, 107, 108, 109\] In the present theory, in accordance with previous work,\[28, 34, 35, 36, 37, 38, 39, 40, 56, 57, 58, 103, 104, 105, 110, 111, 112\] the resonance is interpreted as a particle-hole bound state (Figs. 6 and 7). While the resonance is particularly pronounced at low \( T (\ll T_{RVB}) \), it starts to develop below \( T_{RVB} \) (Fig. 14), that is, below \( T^* \) in the underdoped regime and below \( T_c \) in the overdoped regime. This is consistent with experiments for optimally doped YBCO\[11, 15, 16, 17, 18\] and \( YBa_2Cu_3O_6 \).\[83\] The \( \delta \) dependence of \( \omega_{Q}^{\text{res}} \) (Fig. 10) roughly agrees with experiments for both odd\[12, 13, 81, 84\] and even\[22, 80, 81\] channels if we set \( J \approx 100 \text{meV} \).\[79\] Although this agreement is based on tuning one of the band parameters, namely \( t/J \), it is remarkable that the \( \delta \) dependence of \( \omega_{Q}^{\text{res}} \) is reproduced within the present simple framework. We note that no genuine resonance was obtained for \( \delta \gg 0.18 \) in Fig. 10, which however depends on the choice of \( \Gamma \).

As seen from Figs. 7 and 8, the collective mode usually has a downward dispersion and is necessarily accompanied by IC signals for \( \omega < \omega_{Q}^{\text{res}} \). This downward dispersion was actually observed.\[10, 11, 21, 22\] The resonance at \( q = Q \) and the IC peaks observed in experiments are therefore understood as coming from the same origin. The resonance mode, however, is realized only in a limited energy region in the presence of finite damping and temperature, and loses its collective nature when it touches the continuum spectrum (Fig. 7).

The IC peaks are well defined along the cut with \( q = (q_x, \pi) \) or \( (\pi, q_y) \) for \( \omega < \omega_{Q}^{\text{res}} \). In the \( q \) plane, however, strong intensity weight appears on a diamond shaped region as we have seen in Figs. (b)-(d). Hence, the DIC peaks are also well defined along a cut with \( q = (q, q)/\sqrt{2} \). Although the possibility of DIC peaks was not discussed in the experimental literature, this diamond shaped distribution was actually observed.\[3\] For \( \omega < \omega_{Q}^{\text{res}} \) the DIC signals become dominant [Fig. (a)], which is a robust feature coming from the \( d \)-wave gap nodes. These DIC signals were already predicted about a decade ago,\[24, 113\] but have not been detected in experiments.

For \( \omega > \omega_{Q}^{\text{res}} \), we have obtained an upward dispersion in Figs. 7 and 8 especially at relatively low \( \delta \) and have interpreted it as an overdamped collective mode; note that this
mode is not directly connected with the downward collective mode in \( \omega < \omega_{Q}^{\text{res}} \). An upward dispersion of DIC peaks for \( \omega > \omega_{Q}^{\text{res}} \) can be read off also from Figs. 11 and 12. These DIC peaks are robust at least for \( \omega_{Q}^{\text{res}} \lesssim \omega \lesssim \omega_{\text{th}}(Q) \) as discussed in Figs. 13(f) and (f’), although they seem to continue up to higher \( \omega \) than \( \omega_{\text{th}}(Q) \) in Figs. 7 and 8. An upward DIC dispersion was recently reported in neutron scattering experiments.\[21, 22, 23\]

As seen in Figs. 10(a) and (c), the upward dispersion in the high energy region is rather robust to temperature while in the low energy region temperature spoils the incommensurate structures in favor of a broad commensurate signal. This behavior was detected in the most recent neutron scattering experiments.\[55\]

The even channel behaves qualitatively similarly to the odd channel as seen from Fig. 7. The main differences are that its intensity is overall suppressed and it has a larger energy scale (characterized by \( \omega_{Q} \), see also Fig. 10). These features of the even channel were actually reported in neutron scattering experiments.\[22, 80, 81, 82, 83, 84, 85\] The experiments, however, indicate a much stronger suppression of the even channel than that obtained in our calculation, especially in the low \( \omega \) region. In fact, Fong et al.\[84\] concluded that the even channel was fully gapped even at \( T = 200K \). Although the even channel could be suppressed more by taking a larger value of \( J_{z} \) in Eq. (20), such a “gap” feature is not captured by the present theory.

While the present theory captures prominent features of magnetic excitations in YBCO, the line shapes of \( \text{Im}\chi(Q, \omega) \) in Fig. 12 are different from experimental data.\[16, 79, 84\] The experimentally observed peak structure, which is interpreted as resonance, is much broader. From the experimental viewpoint it is not evident that the resonance is really situated below the continuum, although we have interpreted it as an ingap collective mode especially for the odd channel (Fig. 10). Several experimentalists\[12, 16, 84\] extract the gap from the low-energy tail of the resonance, such that the gap becomes smaller than the resonance energy by definition. From the present theoretical viewpoint, however, the gap should be defined from the lower edge of the continuum.

**B. Anisotropy of magnetic excitations**

Hinkov et al.\[54\] presented a clear \( q \) map of magnetic spectral intensity for untwinned \( \text{YBa}_{2}\text{Cu}_{3}\text{O}_{6.85} \), which showed that the peak intensity at \( q = (\pi \pm 2\pi \eta_{x}, \pi) \) is larger than that
at $\mathbf{q} = (\pi, \pi \pm 2\pi \eta_y)$. This map was obtained by fitting the experimental data to putative $\delta$-peaks in $\mathbf{q}$ space smeared by a spectrometer resolution function. In the present model (see Fig. 19), the peak intensity difference for $\omega < \omega_{\text{res}}$ is less sizable below $\delta \sim 0.15$ than the difference extracted from the fit to the experimental data. Hinkov et al. also reported that the $\mathbf{q}$-integrated spectral weight difference between along $\mathbf{q} = (\pi \pm 2\pi \eta_x, \pi)$ and $\mathbf{q} = (\pi, \pi \pm 2\pi \eta_y)$ became apparently larger with decreasing $\omega$ below the resonance energy. This feature is not manifest in our results shown in Figs. 17(c)-(e).

These discrepancies may result from details of the band structure. LDA calculations suggest that seemingly small effects, such as long-range hopping integrals beyond third neighbors and the buckling of oxygen atoms, may affect the dispersion near the Fermi level without necessarily leading to strong shifts of the Fermi surface. The recently observed kink structure of the band dispersion near the Fermi level should also be taken into account. The influence of band structure features on the IC peak intensity difference follows also from theoretical studies. Zhou and Li showed that the direct coupling to the chain band contributes strongly to the peak intensity difference. Two recent phenomenological calculations with different band parameters also revealed the sensitivity to band structure details: in one case 22% band anisotropy was required to account for the peak intensity difference reported by Hinkov et al., in the other only 6%. There may also be ambiguities in the analysis of the experimental data, since the anisotropy of the IC peaks was deduced after a background correction, and the larger anisotropy was reported when the background became dominant, that is when the magnetic signals became very weak. If there is a magnetic signal hidden in the background, one might overestimate the IC peak intensity difference.

Since the anisotropy of the IC peak intensity is sensitive to details of the model and to ambiguities in the experimental data analysis, it seems advantageous to consider the anisotropy of the incommensurability, $\Delta \eta = \eta_x - \eta_y$, as a more robust measure of the anisotropy of $\text{Im} \chi(\mathbf{q}, \omega)$ at low $T$ for $\omega < \omega_{\text{res}}$. We have consistently obtained $\Delta \eta \gtrsim 0$ for $\alpha \leq 0$ for all studied parameter sets, and moreover $\Delta \eta$ turns out to be proportional to $\alpha$ in good approximation at least up to $|\alpha| \sim 0.1$ without appreciable $\omega$ dependence except near $\omega_{\text{res}}$ (Fig. 18). Our result, $\Delta \eta \approx 0.02 - 0.03$ for $\alpha = -0.05$ (Fig. 18), is comparable with experimental data for YBa$_2$Cu$_3$O$_{6.6}$ and not inconsistent with the data for YBa$_2$Cu$_3$O$_{6.85}$ also. 

24
The negative sign of $\alpha$ corresponds to $t_x < t_y$, that is, the opposite of what one would expect from the in-plane lattice constant difference. In agreement with LDA band calculations, this implies that the chains are crucial to the in-plane anisotropy in YBCO and thus to the understanding of the anisotropy of $\text{Im}\chi(q, \omega)$. The importance of chain effects was already discussed by Zhou and Li in a different context. They analyzed direct coupling between CuO chains and CuO$_2$ planes. Such a direct coupling, however, should be small enough to ensure that $\text{Im}\chi(q, \omega)$ is well characterized by a bilayer model to be consistent with the observed $q_z$ modulation. We have therefore interpreted chain effects as mainly renormalizing the in-plane band anisotropy. We note that an LDA calculation predicts that chain effects are not important to the anisotropy of $t$ in the double chain compound YBa$_2$Cu$_4$O$_8$, for which we thus expect $t_x > t_y$. Our theory then predicts $\Delta \eta = \eta_x - \eta_y < 0$ for $\omega < \omega_{\text{res}}^Q$ at low $T$.

For $\omega > \omega_{\text{res}}^Q$ we have found a pronounced spectral weight anisotropy, which however strongly depends on $\omega$ [Figs. 17(f)-(h)]. Stock et al. performed high energy neutron scattering experiments for partially untwinned YBa$_2$Cu$_3$O$_{6.5}$ and obtained $q$ maps of the spectral weight. They reported nearly isotropic spectral weight distribution. However, their data were integrated over intervals $\pm 7.5\text{meV}$ along the energy axis, which may smear out the predicted anisotropy in Figs. 17(f)-(h). In addition, anisotropies may be underestimated if the untwinning of the crystal is not complete. On the other hand, Hinkov et al. observed an anisotropy of IC peaks at several choices of energy for $\omega > \omega_{\text{res}}^Q$ in almost fully untwinned YBa$_2$Cu$_3$O$_{6.6}$, while full $q$ maps have not yet been obtained. Further neutron scattering data for $\omega > \omega_{\text{res}}^Q$ would be useful.

At relatively high $T$ we have found an enhanced anisotropy of $\text{Im}\chi(q, \omega)$ [Figs. 20(c) and (d)]. This anisotropy is characterized by the difference of the broad commensurate peak width between the $q_x$ direction and the $q_y$ direction. This anisotropic peak width was actually observed in the most recent experiment for YBa$_2$Cu$_3$O$_{6.6}$ in the pseudogap regime.

C. Relevance of $d$FSD correlations

A sizable anisotropy of $\text{Im}\chi(q, \omega)$ was reported for underdoped materials, YBa$_2$Cu$_3$O$_{6.5}$ and YBa$_2$Cu$_3$O$_{6.6}$. To understand this behavior, the bare band
anisotropy, without an enhancement due to \( d \)FSD correlations, is not sufficient. The magnetic anisotropy due to the bare band structure anisotropy decreases at lower \( \delta \) for fixed \( \alpha \), as seen in the right panels of Fig. 19. One cannot expect a larger \( \alpha \) at lower \( \delta \) since the crystal structure changes from orthorhombic to tetragonal for \( y \lesssim 6.4 \), and is accompanied by the disappearance of the CuO chains. On the other hand, the presence of \( d \)FSD correlations provides a natural explanation for the observed anisotropy at low \( \delta \); the correlation effects can yield an enhanced anisotropy of magnetic excitations at low \( \delta \) (Fig. 19). While we have treated \( d \)FSD correlations in the slave-boson mean-field approximation to the \( t-J \) model, they were shown to be present also in a recent exact diagonalization study. The anisotropy of \( \text{Im} \chi(q, \omega) \) in optimally doped \( \text{YBa}_2\text{Cu}_3\text{O}_{6.85} \), on the other hand, can be understood qualitatively already from the bare band anisotropy [Figs. 19(c') and (d')], which is however further enhanced by \( d \)FSD correlations as seen in Figs. 19(c) and (d).

\( d \)FSD correlations also provide a natural scenario to account for the observed enhanced anisotropy of \( \text{Im} \chi(q, \omega) \) in the pseudogap phase of underdoped \( \text{YBa}_2\text{Cu}_3\text{O}_{6.6} \). As seen in Figs. 20(c), (c'), (d), and (d'), the anisotropy of \( \text{Im} \chi(q, \omega) \) is substantially enhanced compared with the bare anisotropy effect especially at relatively high temperatures. We note that the obtained anisotropy at high \( T \) in the left panel of Fig. 20 may be underestimated in the present calculation since we have assumed an isotropic hopping amplitude of bosons \( \langle \hat{b}_i^\dagger \hat{b}_{r'} \rangle = \delta \). Above the superconducting transition temperature, the bosons are not really condensed at the bottom of the band and \( \langle \hat{b}_i^\dagger \hat{b}_{r'} \rangle \) can become anisotropic, contributing thus to an enhancement of the anisotropy of magnetic excitations.

Due to \( d \)FSD correlations, we can expect a relatively large anisotropy at low \( \delta \) and high \( T \) in orthorhombic YBCO. A large anisotropy was actually reported in resistivity measurements a few years ago. The data, however, were interpreted in terms of partial spin-charge stripe order, often referred to as (electronic) nematic order. Although the nematic order has the same symmetry as the \( d \)FSD, namely orientational symmetry breaking of the square lattice, the underlying mechanism is different. \( d \)FSD correlations come from forward scattering processes of quasiparticles close to the FS near \((\pi, 0)\) and \((0, \pi)\), while a spin-charge stripe requires correlations with a large momentum transfer such as antiferromagnetism. Our scenario offers a different route to understand the anisotropy of the resistivity as well as the anisotropy of the magnetic excitation spectrum on the basis of a microscopic model calculation.
D. Fermi surface and superconducting gap anisotropy

Because of $d$FSD correlations, the FS of the antibonding band can easily open in presence of a small bare band anisotropy as shown in Fig. 4. The Fermi surface topology depends in particular on the values of $\alpha$ and $t_z/t$. Further efforts to determine the FS shape in YBCO will serve to extract these parameters, which then gives insights on chain band effects as well as on the present scenario for the anisotropy of magnetic excitations. As shown in Fig. 5, the hole density of the antibonding band is significantly larger than that of the the bonding band. This self-consistent result may be useful for mapping the FS in future ARPES studies.

Although the inner FS can change its topology with $\alpha$, such a topology change does not strongly affect the anisotropy of $\text{Im} \chi(q, \omega)$. We have not observed an enhanced $\Delta \eta$ when the inner FS opens, but a simple linear relation $\Delta \eta \propto \alpha$ in good approximation at low $T$ for $\omega < \omega_{Q}^{\text{res}}$.

The present self-consistent calculation yields $\Delta_x > |\Delta_y|$ for $\alpha < 0$, that is, $\Delta_s > 0$ (Fig. 3a), which partially compensates the bare anisotropy of $J_{rr'}$ (see Eq. (5)); note that $\Delta_x$ is the RVB pairing amplitude and the true gap magnitude is given by $J_x \Delta_x$. Hence we obtain $J_x \Delta_x < |J_y \Delta_y|$ with an anisotropy a bit smaller than $|2\alpha|$, about 7% for $\delta = 0.10 - 0.20$ and $\alpha = -0.05$. The relation $J_x \Delta_x < |J_y \Delta_y|$ was actually reported in a Raman scattering experiment for the optimally doped and overdoped YBCO. Note that this gap anisotropy does not lead to a gap anisotropy between $k = (\pi, 0)$ and $(0, \pi)$, which comes from $\Delta_z$ in the present theory, as seen from Eqs. (5) and (6). While the magnitude of $\Delta_z$ might look sizable in Fig. 3(c) especially for high $\delta$, $\Delta_z$ is multiplied by $J_z$ in Eq. (6). The resulting anisotropy between $\Delta_{k=(\pi,0)}$ and $\Delta_{k=(0,\pi)}$ becomes very small, less than 1% for our parameters. Recent ARPES data reported an anisotropy of about 50%, which cannot be understood in the present model.

VI. CONCLUSION

We have performed a comprehensive analysis of the bilayer $t$-$J$ model in the slave-boson mean-field scheme. After determining the mean fields self-consistently, we have calculated the dynamical magnetic susceptibility in a renormalized RPA. We have shown that promi-
nt features of magnetic excitations of YBCO are captured by this scheme: (i) the IC and DIC signals only for $T < T_{\text{RVB}}$, (ii) the collective mode for $T < T_{\text{RVB}}$, (iii) its downward dispersion for $\omega \lesssim \omega_Q^{\text{res}}$, (iv) the $\delta$ dependence of $\omega_Q^{\text{res}}$, (v) the overdamped collective mode for $\omega \gtrsim \omega_Q^{\text{res}}$ with an upward dispersion, (vi) robustness of this high energy dispersive feature to $T$, and (vii) spectral weight suppression of the even channel.

In particular, the present theory, which includes $d$FSD correlation effects in a self-consistent manner, provides a natural scenario to understand the observed anisotropy of $\text{Im}\chi(q, \omega)$: (i) appreciable anisotropy also for low $\delta$, and (ii) enhanced anisotropy at relatively high $T$ ($\sim T_{\text{RVB}}$).

Although magnetic excitations of high-$T_c$ cuprates are often discussed in terms of spin-charge stripes after the proposal by Tranquada et al., the present comprehensive study indicates that conventional particle-hole scattering processes around the FS are essential to magnetic excitations. An additional insight from this study is the importance of $d$FSD correlations for the anisotropy of $\text{Im}\chi(q, \omega)$. $d$FSD correlations are due to forward scattering interactions, which were so far ignored in most theories.
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FIG. 1: Notation for superexchange couplings and transfer integrals in the bilayer square lattice model.

FIG. 2: Mean fields $\chi_0$, $\Delta_d$, and $\chi_z$ for $\alpha = 0$: (a) $T$ dependence for $\delta = 0.10$, and (b) $\delta$ dependence at $T = 0.01J$. 
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FIG. 3: (a) $T$ dependence of $\chi_d$, $\Delta_s$, and $\Delta_z$ for $\delta = 0.10$ and $\alpha = -0.05$; $\Delta_s$ and $\Delta_z$ are multiplied by 4; note that $\chi_d < 0$ because of $\alpha < 0$. (b) $T$ dependence of anisotropy of the renormalized band, $2\Delta t/\Delta t_0$, for several choices of $\delta$. (c) $\delta$ dependence of $\Delta_s$ and $\Delta_z$ at $T = 0.01J$. 
FIG. 4: (color online) Fermi surfaces for several choices of $\delta$ at low $T$ for $\alpha = 0$ (black lines) and $\alpha = -0.05$ (red lines).

FIG. 5: Hole density in the antibonding band ($\delta_a$) and the bonding band ($\delta_b$) as a function of total hole density $\delta$; note that $\delta = (\delta_a + \delta_b)/2$. The inset shows the ratio $\delta_a/\delta$. 
FIG. 6: Schematic plot of magnetic excitation spectra \( \text{Im} \chi(q, \omega) \); the \( q \) directions are shown in the inset. The hatched region represents the continuum spectrum and its lower edge is \( \omega_{\text{th}}(q) \). The bold solid line \( \omega^\text{res}_q \) represents a typical dispersion of the collective mode. The mode is softened near the AF instability leading to an upward dispersion as shown by the dotted line.
FIG. 7: (color) $(q, \omega)$ maps of $\text{Im} \chi(q, \omega)$ for a sequence of doping concentrations $\delta$ at $T = 0.01J$ and $\alpha = 0$ for both odd (left panels) and even (right panels) channels; the gray dotted line is the threshold energy $\omega_{\text{th}}(q)$; the $q$ scan directions are shown in the inset of Fig. 6: $(0.4\pi, \pi) \leq q \leq (\pi, \pi)$ and $(\pi, \pi) \geq q \geq (0.5\pi, 0.5\pi)$. 
FIG. 8: (color) $(q, \omega)$ maps of $\text{Im}\chi(q, \omega)$ (a) and $|1 + J(q)\text{Re}\chi_0(q, \omega)|$ (b) for $\delta = 0.12$, $T = 0.01J$, and $\alpha = 0$ in the odd channel; $q$-scans as in Fig. 7. The cross symbols represent the highest weight positions of $\text{Im}\chi(q, \omega)$ along $q = (q_x, \pi)$ and $\frac{\sqrt{2}}{2}(q, q)$, respectively.

FIG. 9: $\omega$ dependence of $\text{Im}\chi(Q, \omega)$ for $\delta = 0.08$ and 0.15 (a), and $\delta = 0.20$ (b) for the odd and even channels; the results for $\delta = 0.08$ are multiplied by 0.2.
FIG. 10: Doping dependence of $\omega_{Q}$ for the odd and even channels at $T = 0.01J$ and $\alpha = 0$; the superscript “res” indicates that Eq. (23) is satisfied at $q = Q$ and $\omega = \omega_{Q}$; $\omega_{th}(Q)$ is also plotted with bold gray lines for both channels.
FIG. 11: (color online) $\mathbf{q}$ maps of $\text{Im}\chi(\mathbf{q}, \omega)$ for a sequence of energies $\omega$ in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.12$, $T = 0.01J$, and $\alpha = 0$ in the odd channel.
FIG. 12: (color online) $\mathbf{q}$ maps of $\text{Im} \chi(q_x, q_y)$ in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.08$ (upper panels) and $\delta = 0.15$ (lower panels) for $T = 0.01J$, and $\alpha = 0$ in the odd channel. The energy is set below (above) $\omega_{Q}^{\text{res}}$ in left (right) panels: $\omega_{Q}^{\text{res}} = 0.245J$ and $0.421J$ for $\delta = 0.08$ and 0.15, respectively.
FIG. 13: (color online) $\mathbf{q}$ maps of $|J(\mathbf{q})\text{Im}\chi_0(\mathbf{q}, \omega)|$ (left panel) and $|1 + J(\mathbf{q})\text{Re}\chi_0(\mathbf{q}, \omega)|$ (right panel) for a sequence of energies $\omega$ in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.12$, $T = 0.01J$, and $\alpha = 0$ in the odd channel. In (c’)-(g’), the maps are restricted to $\mathbf{q}$ with $|1 + J(\mathbf{q})\text{Re}\chi_0(\mathbf{q}, \omega)| \leq 0.5$ to get a better contrast in the interesting region.
FIG. 14: (color online) $\omega$ dependence of $\text{Im}\chi(Q, \omega)$ for several choices of $T$ for $\delta = 0.10$, and $\alpha = 0$ in the odd channel; here $T_{\text{RVB}} = 0.139J$; for $T = 0.05J$ and $0.10J$, $\text{Im}\chi(Q, \omega)$ is multiplied by 0.3 and 0.5, respectively. The inset shows the $T$ dependence of the peak energy of $\text{Im}\chi(Q, \omega)$.

FIG. 15: (color online) $q$ maps of $\text{Im}\chi(q, \omega)$ for a sequence of temperatures in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.10$, $\omega = 0.25J$, and $\alpha = 0$ in the odd channel; here $T_{\text{RVB}} = 0.139J$. 
FIG. 16: (color) \((q, \omega)\) maps of \(\text{Im}\chi(q, \omega)\) at \(T < T_{RVB} = 0.139J\) (a) and (c), and \(T > T_{RVB}\) (b) and (d) for \(\delta = 0.10\) and \(\alpha = 0\); the left (right) panels are for the odd (even) channel; \(q\)-scans as in Fig. 7. The cross symbols in (a) and (c) represent the highest weight positions along \(q = (q_x, \pi)\) and \(\frac{1}{\sqrt{2}}(q, q)\).
FIG. 17: (color online) $\mathbf{q}$ maps of $\text{Im} \chi(\mathbf{q}, \omega)$ for a sequence of $\omega$ in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.12$, $T = 0.01J$, and $\alpha = -0.05$ in the odd channel.
FIG. 18: Energy dependence of $\eta_x$ and $\eta_y$ for $\delta = 0.12$, $T = 0.01J$, and $\alpha = -0.05$ in the odd channel. The jump of $\eta_x$ and $\eta_y$ at $\omega \approx 0.3J$ is due to fine peak structures of $\text{Im}\chi(q, \omega)$. 
FIG. 19: (color online) $\mathbf{q}$ maps of $\text{Im}\chi_{\mathbf{q}}(\omega)$ for a sequence of doping concentrations $\delta$ for $T = 0.01J$, and $\alpha = -0.05$ in the odd channel; $\omega$ is chosen below $\omega_{\mathbf{Q}}^{\text{res}}$. The right panels show the results obtained from the bare anisotropy without the enhancement due to $d$FSD correlations; $\mathbf{q}$ is scanned in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ except for the panels for $\delta = 0.20$ where $0.5\pi \leq q_x, q_y \leq 1.5\pi$ is taken.
FIG. 20: (color online) Left panel: $q$ maps of $\text{Im}\chi(q, \omega)$ for a sequence of $T$ in $0.6\pi \leq q_x, q_y \leq 1.4\pi$ for $\delta = 0.10$, $\omega = 0.25J$, and $\alpha = -0.05$ in the odd channel; here $T_{RVB} = 0.133J$. Right panel: corresponding results for the bare anisotropy, that is, without $d$FSD correlations; $T_{RVB} = 0.139J$ in that case.