Production Data Analysis of Hydraulically Fractured Horizontal Wells from Different Shale Formations
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Abstract: A comprehensive overview and analysis of the productivity of 1216 recently abandoned multi-stage hydraulically fractured horizontal wells from five shale formations in the United States (US) is presented in this study. In this study, two decline curve analysis (DCA) methods were used to match actual production history data using least-squares fitting to find the best fit production parameters to reliably forecast production. The production history matching conducted resulted in very accurate matches (correlation coefficient of 0.99) between actual production data and the two DCA methods (Arps hyperbolic decline and stretched exponential production decline (SEPD) models). Using the outcomes from production history matching, universal averages of decline parameters for Arps hyperbolic decline and SEPD models were developed for each of the five formations. Furthermore, hindcasting was performed by matching a portion of the known production history and comparing the remaining portion of the known production history to the forecast. The Arps hyperbolic decline and SEPD methods were used to match production using only limited early production data (three months, six months, one year and two years). The main goals for fitting the DCA model to early production data was to estimate the optimum decline parameters that are then used to forecast production and estimate ultimate recovery. Production history matching using limited early production periods produced accurate production forecasts using as few as six months of production history (correlation coefficients between 0.85 and 0.94 using Arps hyperbolic decline). The main outcome of this study was a production analysis conducted on the production data of more than 1000 wells from five different shale formations to present the expected production behaviors of similar wells. Different production key performance indicators (KPIs) such as average well life, cumulative production volumes at different periods, average drop in production rate within the first year of production, average time to reach maximum flow rate, and the maximum flow rate were measured on all the wells from the five formations to provide an overview of the production performance of each formation.
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1. Introduction

History matching is defined as the act of adjusting a model of a reservoir until it closely reproduces the past behavior of a reservoir [1]. Using decline curve analysis (DCA) to history match and estimate future production with high accuracy is challenging. The empirical approach of DCA has many limitations, specifically the need for several years of production to be able to estimate ultimate recovery with high certainty. The objective of any model that estimates reserves is basically to mitigate the risks in estimating future production and help build a sound economic analysis for a given reservoir. Achieving an accurate reserve estimation without the need of a significant period of production data is truly challenging. The common goal of all these production history matching and forecasting methods is to estimate reserves available for production by utilizing and understanding the available data.

DCA has been used to forecast production since its development by Arps in 1945 [2]. In unconventional reservoirs (ultra-low permeability reservoirs), using the classic Arps
exponential, harmonic, and hyperbolic DCA equations is unrealistic and leads to substantial risk of overstating reserves. The main reason behind this is the fact that the Arps model is developed for reservoirs undergoing boundary-dominated flow (BDF), which is nearly unreachable as a flow behavior in ultra-low permeability reservoirs. The dominant flow behavior throughout much of—and possibly the entire life of—an ultra-low permeability well is transient flow.

Several decline curve models have been introduced to accommodate and fit the production trends from unconventional wells. A very common method is the Arps hyperbolic decline with a best-fit b-value. When attempting to find the best-fit b-value, the results sometimes require b to be greater than 1. The hyperbolic decline exponent, b, in the Arps decline curve equation has a physical meaning in reservoir engineering [3] and should be between 0 and 1. In general, b is believed to be constant but in the transient flow regime period, b tends to change with time. The Arps hyperbolic decline model is a typical Arps decline model with a b-value estimated using a “best fit” to accommodate the changing value of b during the transient period and find an overall best fit that usually results in a b-value more than 1. Lee and Sidle (2010) showed that b > 1 gives physically impossible results when the Arps cumulative production equation is evaluated at infinite time. Nonetheless, the Arps cumulative production equation gives acceptable results when finite values of producing time or economic rate limits are used. In applying this decline equation, there has to be an economic or time limit in order to observe physically possible results of cumulative production [4].

A commonly used decline model is the stretched exponential production decline (SEPD) model introduced by Valko in 2009. For the physical basis of the SEPD, it can be described as the integral of all exponential decays, with a “fat-tailed” probability distribution of the time constants. The model attempts to mimic heterogeneity by describing the production-decline behavior of the reservoir as a group of exponential declines from a number of contributing volumes, with a specific distribution of time constraints and where discharge of fluid from a tank against a fixed backpressure results in an exponential decline of flow rate versus time. Oil or gas reservoirs are regarded as a collection of connected tanks (cells) discharging against different backpressures and with different resistances or “time constants”. Natural interpretation of stretched exponential decay is generated by a sum (integral) of pure exponential decays, and the stretched exponential is the resulting model [5]. The main advantage of this decline model is its ability to fit the transient period of the production very well compared to other methods [6]. Fitting the transient period makes it favorable for unconventional ultra-low permeability formations, given that most of a given well’s life in these formations is in the transient flow regime period [7].

When it comes to unconventional reservoirs, there are several newly developed decline curve analysis models that are adjusted to be suitable for unconventional reservoirs. Ilk et al. (2008) introduced the power law exponential decline (PLED) method for future performance forecasting and estimated ultimate recovery (EUR) prediction of tight gas and shale production. They presented the “power-law loss-ratio” rate/time relation, which assumes that the decline rate follows a power law function on a log–log scale at early time and becomes constant at late time. This constant makes the late-time behavior similar to Arps exponential decline with a smooth transition [8]. Another DCA model is the Duong decline model [9], which is a rate-decline approach developed specifically for fractured shale–gas reservoirs. It assumes that the connected fracture density of the fractured area increases over time possibly because of local stress changes with pressure depletion in a linear-flow regime. It proposed a decline curve method for predicting EURs from shale gas wells in which fracture flow is dominant and matrix contribution is negligible (i.e., long-duration linear flow). This method was developed on the basis that for fracture flows, regardless of fracture types, production rate and time have a power law relation at a constant flowing bottomhole pressure. This means that rate/time plot on a log–log scale forms a straight line. Furthermore, Clark et al. (2011) developed the logistical growth model (LGM) decline model to forecast production from a single well in unconventional
reservoirs. The model is based on the concept that growth is possible only to a certain size. The maximum possible growth size is the one at which the growth variable stabilizes and the growth rate terminates, which is referred to as the carrying capacity. This model is adapted from another logistic growth model that models liver regrowth hyperbolically [10]. In 2015, Zhang et al. presented an empirical extended exponential form of the production decline analytical equation as an alternate decline curve approach. The authors suggested using the mechanism of “growing drainage volume” to conceptualize and model the performance of shale wells. This approach does not require the analyst to guess when to switch to a BDF model nor to force a switch to exponential decline [11].

To capture the physical aspects controlling the production decline, De Holanda et al. (2018) introduced a physical-based decline curve model that accounts for the transition from transient to BDF, allows an initial delay and build up in the production rate, and has a bounded EUR. This model was implemented in an automated framework and applied to 992 gas wells from the Barnett. The authors concluded that at least 18 months of production history must be available for using this model with lower uncertainty compared to the Arps hyperbolic model. Additionally, they mentioned that the model is more conservative than Arps, Duong, and SEPD models for reserves estimation [12]. Furthermore, Miao et al. (2018) developed an early-late decline model to better analyze the whole production life of shale gas wells based on the similar characteristics between shale gas production and self-diffusion of dense gas/surface diffusion of adsorbed gas [13]. Additionally, a detailed explicit four-step forecasting procedure applying this novel early-late decline model was proposed. The comparison of this method with the Arps hyperbolic and the Duong methods showed that it can lead to more confident forecasts [14].

Several of the common DCA model have been compared in the literature, for instance, Wilson (2015) compared different DCA methods (Arps, Power law exponential (PLE), Duong, and SEPD) with four unconventional gas and oil plays: the Barnett, the Woodford, the Bakken, and the Eagle Ford. Their conclusions were that most DCA methods produced great history matches for up to 4–8 years (for all four plays), but in forecasting they differ a lot [15].

2. Methodology

For this study, data from 1216 multi-stage hydraulically fractured horizontal wells from five shale formations in the United States (US) were collected. All the wells were active between 2010 and 2018, recently abandoned. All the data used were from publicly reported sources [16] and included both completion and production data of horizontal and multi-stage hydraulically fractured wells. The type of production data collected was the monthly production data of horizontal and multi-stage hydraulically fractured wells that were producing for at least three years. The estimated ultimate recovery (EUR) values used in this study were the cumulative oil and gas quantities produced by a well until it reached its economic limit assigned by the operator, which was estimated as the last reported flow rate when the well was reported to be in a “shut-in” status and abandoned. To capture the entire production decline of a well, only wells that were shut-in after reaching low flow rates (i.e., economic limit) and abandoned were used. The average shut-in production rate for all the wells used in this study was around 800 barrel of oil equivalent (BOE)/month (26 BOE/day). To capture a wider variety of different types of wells and formations, five formations were selected to obtain production and completion data. The five formations were all in the US and varied in terms of the geology and the type of produced fluids. Two of the formations, the Barnett and Haynesville, mainly had gas wells. Another two formations, the Eagle Ford and Bakken, mainly had oil wells. The remaining formation, the Niobrara, was known to have liquid-rich gas wells. Table 1 shows the number of wells collected and used from each formation. Performing data analysis on a large number of datasets required automation. Therefore, all the steps in this work were performed using a computer program developed using a MATLAB code.
Table 1. Number of wells collected and used from each formation.

| Formation     | Well Type     | Number of Wells |
|---------------|---------------|-----------------|
| Niobrara      | Liquid-rich gas | 161             |
| Barnett       | Gas            | 505             |
| Haynesville   | Gas            | 101             |
| Eagle Ford    | Oil            | 334             |
| Bakken        | Oil            | 115             |
| **Total**     |                | **1216**        |

After testing several DCA models against the production data available, it was observed that the SEPD model and the Arps hyperbolic decline model showed the most promising results in matching actual production data of 1216 hydraulically fractured horizontal wells from five different formations. Therefore, these two DCA methods were used to perform production history matching and forecasting.

3. Production Data Analysis

Data collected from the 1216 wells show how variable each formation was in terms of the expected production parameters and also the common completion procedures performed in each formation. Table 2 shows the major key production performance indicators for each formation, such as cumulative oil and gas productions, water cut, maximum flow rate, and average well life using the data from all the wells used in this study. The range of productivity varied greatly between formations and even varied within wells from the same formation. Different completion designs produced different productivities between wells from the same formation.

Table 2. Average major key production performance indicators for each formation.

| Formation     | Average Well Life (Months) | Average Cumulative Production (Barrel of Oil Equivalent (BOE)/Well) | Average Cumulative Gas Production (Mcf/Well) | Average Cumulative Oil Production (bbl/Well) | Average Maximum Flow Rate (BOE/Month) | Average Water Cut (%) |
|---------------|---------------------------|---------------------------------------------------------------|---------------------------------|---------------------------------|-----------------------------------|---------------------|
| Niobrara      | 49                        | 140,848                                                        | 394,446                         | 74,976                          | 12,341                            | 16.4                |
| Barnett       | 62                        | 124,498                                                        | 661,102                         | -                               | 8192                             | 56.13               |
| Haynesville   | 69                        | 547,384                                                        | 3,277,748                       | -                               | 43,858                           | 13.47               |
| Eagle Ford    | 70                        | 245,791                                                        | 813,021                         | 110,016                         | 20,754                           | 22.48               |
| Bakken        | 71                        | 182,105                                                        | 186,321                         | 150,989                         | 14,419                           | 44.53               |

Several key performance indicators (KPIs) were developed for each formation by measuring the average of all the wells collected per each formation. The first production data KPI measured was the average well life. Average well life was measured as the number of months of reported production for each well from its first day of production until it was shut-in for reaching the economic limit or not being profitable anymore. Figure 1 shows the average well life for each formation. Another production data KPI was the cumulative production. It was measured as the total produced volume for each well in barrel of oil equivalent (BOE). Figure 2 shows the results broken down into cumulative production, cumulative production after three months of production, cumulative production after six months of production, cumulative production after one year of production, and cumulative production after two years of production. Additionally, the percentage drop in production rate was measured in all the wells to indicate the typical rapid productivity drop in wells in shale formations. Percentage drop in production rate is usually very high in unconventional wells within the first year of production. In Figure 3, a comparison of the average drops in production rates for each formation within one year is provided.
Figure 1. Average well life for each formation.

Figure 2. Average cumulative production volumes after entire well’s life, two years, one year, six months, and three months for all wells from each formation. BOE: barrel of oil equivalent.
Figure 3. Average drop in production from the maximum flow rate reached and from average flow rate for the first month within one year.

4. Production History Matching Using the Entire Production History

At the beginning of the study, production history matching was done between the entire actual production data with the DCA models. The objective of this step was to find the DCA model that best fit the production data and produced the most accurate ultimate recovery value. The iterative least-squares fitting method was performed on the production data with the SEPD and the Arps hyperbolic decline equations to find the optimum (fitted) values of the decline parameters for each model. For the SEPD model, the parameters were initial flow rate \( q_i \), an exponent parameter \( n \), and a characteristic time parameter \( \tau \), and for the Arps hyperbolic decline model, the parameters were initial flow rate \( q_i \), a hyperbolic exponent \( b \), and the nominal 1/month decline rate \( D_i \).

Table 3 represents the error analysis results from production history matching, matching between the entire production histories of the subject wells and the Arps hyperbolic decline model. Figure 4 shows an example of the matching with a well from one of the formations. The outcome of this production history matching is the decline parameter values for each well \( q_i, b, \) and \( D_i \) assuming them to be constant through the entire production period. Table 4 represents the error analysis results from production history matching between the entire production histories and the SEPD model. Figure 5 shows an example of the matching with a well from one of the formations. The outcome of this production history matching is the decline parameter values for each well \( q_i, n, \) and \( \tau \), assuming them to be constant through the entire production period. These resulting decline parameters were then used to calculate EUR for each well and compared with the actual EUR values measured using the cumulative production at the economic limit.

Table 3. Error analysis results for production history matching using entire production history with the Arps hyperbolic decline model.

| Decline Model          | Formation | Mean Absolute Percentage Error (MAPE) (%) | Correlation Coefficient (r) | Normalized Root Mean Square Error (NRMSE) (%) |
|------------------------|-----------|------------------------------------------|------------------------------|---------------------------------------------|
| Arps hyperbolic decline| Niobrara  | 1.10                                     | 0.999                        | 1.57                                        |
|                        | Barnett   | 1.79                                     | 0.999                        | 3.75                                        |
|                        | Haynesville | 2.84                                   | 0.998                        | 4.23                                        |
|                        | Eagle Ford | 2.05                                     | 0.999                        | 3.76                                        |
|                        | Bakken    | 1.76                                     | 0.993                        | 8.16                                        |
Figure 4. Example of production history matching of entire production history data with the Arps hyperbolic decline model for a well in the Niobrara formation.

Table 4. Error analysis results for production history matching using entire production history with the stretched exponential production decline (SEPD) model.

| Decline Model | Formation | MAPE (%) | Correlation Coefficient (r) | NRMSE (%) |
|---------------|-----------|----------|------------------------------|-----------|
| SEPD          | Niobrara  | 1.34     | 0.9997                       | 1.70      |
|               | Barnett   | 0.77     | 0.9998                       | 1.32      |
|               | Haynesville | 2.46     | 0.9973                       | 3.81      |
|               | Eagle Ford | 2.90     | 0.9989                       | 4.44      |
|               | Bakken    | 1.40     | 0.9992                       | 2.69      |

Figure 5. Example of production history matching of entire production history data with the SEPD model for a well in the Barnett formation.
5. Production History Matching Using Limited Production History

Hindcasting is performed by matching a portion of the known production history and comparing the remaining portion of known production history to the forecast. Overall, the main objective for production history matching is to forecast production with high accuracy given only a short early production period. Therefore, production history matching was done using different early production periods (three months, six months, one year, and two years) and then compared to find the shortest production period needed to achieve reliable forecasts of EUR. Tables 5 and 6 summarize the results from production history matching between different early production periods and Arps hyperbolic decline and SEPD models, respectively. Figures 6 and 7 present examples of the outcomes of production history matching using early production data with Arps hyperbolic decline and SEPD models, respectively.

Table 5. Results from production history matching on all wells from each formation using different production data periods with the Arps hyperbolic decline model.

| Decline Model | Formation | Matching Period | MAPE (%) | Correlation Coefficient ($r$) | NRMSE (%) |
|---------------|-----------|-----------------|----------|-------------------------------|-----------|
| Arps hyperbolic decline | Niobrara | 2 years | 3.6 | 0.996 | 5.2 |
| | | 1 year | 9.3 | 0.979 | 13.9 |
| | | 6 months | 20.6 | 0.931 | 25.0 |
| | | 3 months | 31.3 | 0.863 | 32.6 |
| | Barnett | 2 years | 5.7 | 0.987 | 13.3 |
| | | 1 year | 11.4 | 0.967 | 20.9 |
| | | 6 months | 17.9 | 0.935 | 28.6 |
| | | 3 months | 25.0 | 0.878 | 39.0 |
| Haynesville | 2 years | 20.2 | 0.965 | 28.7 |
| | | 1 year | 35.3 | 0.930 | 38.0 |
| | | 6 months | 48.9 | 0.849 | 43.8 |
| | | 3 months | 51.4 | 0.736 | 45.0 |
| Eagle Ford | 2 years | 9.8 | 0.983 | 22.3 |
| | | 1 year | 22.1 | 0.960 | 34.7 |
| | | 6 months | 36.5 | 0.929 | 41.5 |
| | | 3 months | 47.8 | 0.847 | 49.1 |
| Bakken | 2 years | 6.7 | 0.972 | 14.5 |
| | | 1 year | 14.5 | 0.942 | 22.3 |
| | | 6 months | 27.5 | 0.861 | 40.0 |
| | | 3 months | 38.5 | 0.776 | 58.0 |
Table 6. Results from production history matching on all wells from each formation using different production data periods with the SEPD model.

| Decline Model | Formation | Matching Period | MAPE (%) | Correlation Coefficient (r) | NRMSE (%) |
|---------------|-----------|-----------------|----------|----------------------------|-----------|
|               | Niobrara  | 2 years         | 5.9      | 0.991                      | 9.30      |
|               |           | 1 year          | 15.4     | 0.946                      | 21.4      |
|               |           | 6 months        | 30.8     | 0.814                      | 49.5      |
|               |           | 3 months        | 67.9     | 0.735                      | 92.1      |
|               | Barnett   | 2 years         | 7.0      | 0.981                      | 14.8      |
|               |           | 1 year          | 18.3     | 0.896                      | 35.6      |
|               |           | 6 months        | 42.3     | 0.780                      | 80.9      |
|               |           | 3 months        | 80.6     | 0.743                      | 128.2     |
| SEPD          | Haynesville| 2 years        | 9.4      | 0.938                      | 20.3      |
|               |           | 1 year          | 29.5     | 0.772                      | 64.5      |
|               |           | 6 months        | 86.6     | 0.652                      | 136.8     |
|               |           | 3 months        | 146.2    | 0.626                      | 172.5     |
|               | Eagle Ford| 2 years         | 10.5     | 0.974                      | 20.6      |
|               |           | 1 year          | 25.5     | 0.841                      | 71.6      |
|               |           | 6 months        | 77.8     | 0.791                      | 179.2     |
|               |           | 3 months        | 149.2    | 0.757                      | 231.8     |
|               | Bakken    | 2 years         | 11.0     | 0.964                      | 17.9      |
|               |           | 1 year          | 24.0     | 0.861                      | 37.0      |
|               |           | 6 months        | 44.7     | 0.711                      | 58.8      |
|               |           | 3 months        | 68.3     | 0.615                      | 94.6      |

Figure 6. Example of production history matching using different production history data with the Arps hyperbolic decline model for a well in the Niobrara formation.
6. Assigning the Most Accurate Value for the Initial Flow Rate Parameter

Assigning an accurate value of initial flow rate ($q_i$) is crucial to the success of production history matching as $q_i$ is always a main parameter in every DCA model. Initial flow rate could be assumed as the average production rate for the first month, first two months, first three months, or other values. Additionally, $q_i$ could be assumed as the maximum flow rate reached. The maximum flow rate was reached within the first three months of production in almost all the wells as shown in Figure 8. Production history matching using the entire production data was done on all the 1216 wells in this study while varying the value of $q_i$ to observe the change in accuracy of the fitted models with different $q_i$ values. Four different cases were investigated: (1) assuming $q_i$ was equal to the maximum flow rate reached, (2) assuming $q_i$ was equal to the average flow rate for the first month, (3) assuming $q_i$ was equal to the average flow rate for the first two month, and (4) assuming $q_i$ was equal to the average flow rate for the first three months.
Figure 9 shows the different average values of $q_i$ for each formation between the four cases. Figure 10 compares the error in estimating EUR using the SEPD model between the four cases for each formation. Table 7 summarizes the mean absolute percentage error (MAPE) (%) of the four different cases for each formation.

![Figure 9. Average of the four different values of initial flow rate definitions ($q_i$) in BOE per month for all wells in each formation.](image1)

![Figure 10. Average MAPE of using four different values of initial flow rate definitions ($q_i$) for all wells in each formation in calculating estimated ultimate recovery (EUR) using the SEPD model.](image2)

| Formation   | $q_i$ = Maximum Flow Rate Reached | $q_i$ = First Month Flow Rates Average | $q_i$ = First Two Months Flow Rates Average | $q_i$ = First Three Months Flow Rates Average |
|-------------|----------------------------------|---------------------------------------|------------------------------------------|---------------------------------------------|
| Niobrara    | 2.96                             | 6.76                                  | 4.45                                     | 4.42                                        |
| Barnett     | 2.22                             | 19.88                                 | 7.23                                     | 5.89                                        |
| Haynesville | 3.88                             | 24.71                                 | 7.71                                     | 6.06                                        |
| Eagle Ford  | 4.93                             | 22.11                                 | 9.25                                     | 7.91                                        |
| Bakken      | 2.90                             | 7.81                                  | 4.90                                     | 4.89                                        |
7. Average Values of Decline Parameters

After performing production history matching for all the wells in the five formations using the entire production history for each well, average values of decline parameters were obtained for each formation. In this section, a comparison is presented between using the established average values of the decline parameters against production history matching using the different tested periods of production data. Table 8 summarizes the average values of decline parameters of the SEPD and Arps hyperbolic decline models for each formation. The accuracy in terms of correlation coefficient between actual and forecasted production by using the universal average decline parameters are summarized in Table 9.

Table 8. Average decline parameters for all wells in each formation for the SEPD and Arps hyperbolic decline models.

| Formation | SEPD | Arps Hyperbolic Decline |
|-----------|------|-------------------------|
|           | Average Exponent Parameter \(n\) | Average Characteristic Time Parameter \(\tau\) (Days) | Average Hyperbolic Exponent \(b\) | Average Nominal Decline Rate \(D_i\) (Per Month) |
| Niobrara  | 0.62 | 258                     | 1.33                        | 0.032                           |
| Barnett   | 0.63 | 364                     | 1.56                        | 0.033                           |
| Haynesville | 0.86 | 369                     | 1.06                        | 0.011                           |
| Eagle Ford | 0.72 | 277                     | 1.09                        | 0.041                           |
| Bakken    | 0.39 | 161                     | 1.56                        | 0.055                           |

Table 9. Using average decline parameters error analysis in terms of correlation coefficient for all wells in each formation for the SEPD and Arps hyperbolic decline models.

| Formation | SEPD | Arps Hyperbolic Decline |
|-----------|------|-------------------------|
|           | Correlation Coefficient \(r\) |                      |
| Niobrara  | 0.808  | 0.853                   |
| Barnett   | 0.816  | 0.799                   |
| Haynesville | 0.605 | 0.777                   |
| Eagle Ford | 0.832  | 0.853                   |
| Bakken    | 0.720  | 0.782                   |

8. Conclusions

In this study, production data analyses performed on 1216 multi-stage hydraulically fractured horizontal wells from five shale formations (Niobrara, Barnett, Haynesville, Eagle Ford, and Bakken) that were recently abandoned. Furthermore, production history matching with two DCA models was performed using least-square fitting on all the wells from this study. Following are the main highlights of this study.

Using two years of production data to match showed a mean absolute percentage error (MAPE) of less than 10% in EUR estimations across all wells from all five formations. The DCA model that provided the best fit varied between formations. For the Niobrara, Barnett, Eagle Ford, and Bakken formations, the Arps hyperbolic decline model showed higher accuracy of matching and forecasting production using limited early production data. While for the Haynesville formation, the SEPD model showed a higher accuracy in forecasting production using only a limited early production data. Across all wells in this study, four different initial flow rate values were investigated. In all 1216 wells from the five formations, assigning the initial flow rate as the maximum flow rate in the SEPD model resulted in the best estimates of EUR in production history matching. The maximum mean absolute percentage error (MAPE) when using the initial flow rate as the maximum flow rate was less than 5% in the production history matching performed in this study. Using other initial flow rate definitions increased the error greatly in all wells in the five formations. For the five studied reservoirs, the maximum flow rate was reached within the first three months of production for most of the wells. The main outcomes of the
production history matching for all the wells using their entire production history were the DCA average parameters \( n \) and \( \tau \) for the SEPD model and \( b \) and \( D_i \) for the Arps hyperbolic decline model—for each formation. The accuracy of using average decline parameters of the Arps hyperbolic decline model provided a correlation coefficient between 0.77 and 0.85 for all the formations. For the SEPD model, a 0.60 to 0.83 correlation coefficient resulted when using the average decline parameters for all the formations.
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**Abbreviations**

- \( b \): Hyperbolic exponent, dimensionless
- BDF: Boundary dominated flow
- \( D_i \): Nominal decline rate, 1/month
- DCA: Decline curve analysis
- EUR: Estimated ultimate recovery, BOE
- \( n \): Exponent parameter, dimensionless
- \( q_i \): Initial flow rate, BOE/month
- \( r \): Pearson correlation coefficient, dimensionless
- SEPD: Stretched exponential production decline
- MAPE: Mean absolute percentage error, %
- NRMSE: Normalized root mean square error, %
- \( \tau \): Characteristic time parameter (Transition time), days
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