LOCALIZATION, MONOID SETS AND $K$-THEORY

IAN COLEY AND CHARLES WEIBEL

Abstract. We develop the $K$-theory of sets with an action of a pointed monoid (or monoid scheme), analogous to the $K$-theory of modules over a ring (or scheme). In order to form localization sequences, we construct the quotient category of a nice regular category by a Serre subcategory.

There are several interesting categories of $A$–sets when $A$ is a noetherian pointed monoid. One is the category of all finitely generated $A$–sets; it is studied in [D], [CLS] and [FW]. Another is the category of all partially cancellative $A$–sets, which is studied in [HW]; see Definition 1.1 below. These $A$–sets are well-behaved, include free $A$–sets, and turn out to be useful in toric geometry; see [CHWW]. There are similar categories over a noetherian monoid scheme, including categories of $A$–sets with a restriction on the codimension of support.

This paper is primarily concerned with the $K$-theory of these categories. One of our themes is that they closely track Quillen’s $K'$-theory of noetherian rings and schemes. In particular, we show that their $K$-theory has localization sequences and coniveau spectral sequences. In particular, we prove in Theorem 7.2 that, if $S$ is a 0-smooth monoid scheme, and $K'_S$ is the sheaf associated to the $K$-theory of partially cancellative $A_S$–sets then

$$E_2^{p,q} = H^p(S, K'_{-q}).$$

The fundamental new tool we develop and use is the construction of the localization $\mathcal{M}/\mathcal{C}$ of a nice regular category $\mathcal{M}$ (such as the above categories of $A$–sets) by a “Serre subcategory” $\mathcal{C}$. This construction generalizes Gabriel’s localization of abelian categories, and is of independent interest. For expositional reasons, the construction of $\mathcal{M}/\mathcal{C}$ is postponed until Sections 8 and 9; we summarize it in Section 4, where we apply it to obtain $K$-theory localization sequences

$$K(\mathcal{C}) \to K(\mathcal{M}) \to K(\mathcal{M}/\mathcal{C}).$$
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1. monoids and monoid sets

By an (abelian) monoid $A$ we mean a pointed set with a commutative product and distinguished elements $\{0, 1\}$ such that $a \cdot 1 = a$ and $a \cdot 0 = 0$ for all $a \in A$; these are sometimes called “pointed monoids.” For example, the free monoid $\mathbb{N}$ is $\{0, 1, t, t^2, \ldots\}$, and if $A$ and $B$ are monoids, so is $A \wedge B$. The initial pointed monoid $\{0, 1\}$ is called $\mathbb{F}_1$ in [CLS]. We call the set $A^\times$ of invertible elements of a monoid its units; these form a group.

The monoid spectrum $\text{MSpec}(A)$ is the space of prime ideals in $A$, together with the sheaf whose stalk at a prime $s$ is the localization $A_s$ of the monoid $A$. A monoid scheme $(S, A_S)$ is a topological space $S$ with a sheaf of monoids $A_S$ which is locally $\text{MSpec}$ of a monoid.

If $A$ is a (pointed) monoid, an $A$–set is a pointed set $(X, \ast)$ with an action of $A$; in particular, $1 \cdot x = x$ and $0 \cdot x = \ast$ for all $x \in X$. For example, a free $A$–set is just a wedge of copies of $A$. We write $A$–$\text{Sets}$ for the evident category of $A$–sets.

If $(S, A_S)$ is a monoid scheme, we write $A_S$–$\text{Sets}$ for the category of (quasi-coherent) sheaves of $A_S$–sets. If $S = \text{MSpec}(A)$, $A_S$–$\text{Sets}$ is equivalent to $A$–$\text{Sets}$.

A monoid $A$ is partially cancellative, or pc for short, if $ac = bc \neq \ast$ implies $a = b$ for all $a, b, c$ in $A$. If $A$ is a cancellative monoid then $A$ and $A/I$ are pc for every ideal $I$ of $A$; the prototypical finite pc monoid is $\{1, t, \ldots, t^N = t^{N+1} = \ast\}$.

Definition 1.1. If $A$ is a pc monoid, we say that a pointed $A$–set $X$ is partially cancellative if for every $x \in X$ and $a, b$ in $A$, if $a \cdot x = b \cdot x \neq \ast$ then $a = b$. The subcategory of pc monoid sets is closed in $A$–$\text{Sets}$ under subobjects and quotients. We do not impose the condition that
a \cdot x = a \cdot y \neq * \implies x = y$, as this rules out some key examples (see Example 1.2).

Similarly, we say a monoid scheme $(S, \mathcal{A}_S)$ is pc if it is locally pc, and a sheaf of $\mathcal{A}_S$–sets is pc if it is locally pc. If $A$ is pc, open subschemes of $\text{MSpec}(A)$ are pc but are not usually affine.

**Example 1.2.** A (pointed) $\mathbb{N}$-set is just a pointed set $X$ with a successor function $x \mapsto tx$. Every finite rooted tree is a pc $\mathbb{N}$-set; the successor of $x$ is the adjacent vertex closer to the root vertex $\ast$. In fact, a finite $\mathbb{N}$-set is partially cancellative if and only if it is a rooted tree, because for every $x \in X$, the sequence $\{x, tx, t^2x, \ldots\}$ terminates at the root vertex.

An $\mathbb{N}$-set is pc if and only if it contains no loop, i.e., for each element $x \neq \ast$ and integer $d > 1$ we have $t^d x \neq x$. A typical non-pc set is $\{1, t, ..., t^d, ..., t^N, \ast : t^N = t^d\}$.

**Example 1.3.** Let $A$ be $\Gamma^+$, where $\Gamma$ is an abelian group, and ‘$+$’ is a disjoint basepoint. Then every $A$–set is a wedge of copies of cosets $(\Gamma/H)^+$. If $H$ is a proper subgroup of $\Gamma$, then $(\Gamma/H)^+$ is not pc because $h \cdot x = 1 \cdot x$ for $h \in H$. Thus a $\Gamma^+$-set is pc if and only if it is free.

### 2. $K$-THEORY OF QUASI-EXACT CATEGORIES

The notion of exact category $[\mathcal{Q}]$ has the following generalization.

**Definition 2.1.** ([D], [WK, Ex. IV.6.14]) A quasi-exact category is a category $\mathcal{M}$ with a distinguished zero object, and a coproduct $\lor$, equipped with a family $\mathcal{S}$ of sequences of the form

$$X \xrightarrow{i} Y \xrightarrow{p} Z,$$

called “admissible,” such that:

(i) any sequence isomorphic to an admissible sequence is admissible;

(ii) for any admissible sequence (2.2), $p$ is a cokernel for $i$ and $i$ is a kernel for $p$;

(iii) $\mathcal{S}$ contains all split sequences (those with $X \cong Y \lor Z$); and

(iv) the class of admissible epimorphisms (resp., admissible monics) is closed under composition and pullback along admissible monics (resp., pullback along admissible epimorphisms).

We will write admissible monics as $X \twoheadrightarrow Y$ and admissible epics as $Y \rightarrow Z$, and will often write $Y/X$ for the cokernel of $X \rightarrow Y$.

The prototype of a quasi-exact category is a regular category; see Definition 8.1. The exact sequences are the sequences (2.2) for which $p$ is a cokernel for $i$ and $i$ is a kernel for $p$. 




Example 2.2.1. The category \textbf{Sets} of sets is quasi-exact. More
generally, if \( A \) is a (pointed) monoid, the category \( A\text{-Sets} \) is quasi-exact;
a sequence (2.2) is admissible if \( X \hookrightarrow Y \) is an injection, and \( Z \) is
isomorphic to the quotient \( A \)-set \( Y/X \). If \( A \) is a noetherian monoid,
the category \( \mathcal{M}(A) \) of finitely generated pointed \( A \)-sets is quasi-exact.
(See [WK, Ex. IV.6.16].)

Similarly, if \( (S, A_S) \) is a monoid scheme, \( A_S\text{-Sets} \) is a quasi-exact
category; the admissible sequences are defined locally.

The wedge \( X \wedge_A Y \) of two \( A \)-sets is defined to be the quotient of
\( X \wedge Y \) by the equivalence relation that \( (xa, y) \sim (x, ay) \) for all \( a \in A \)
\( x \in X \) and \( y \in Y \). As noted in [CLS, 5.10], \( X \wedge_A Y \) is exact in both
variables; in fact, \( A \text{-Sets} \) is a symmetric monoidal category.

Definition 2.3. If \( \mathcal{M} \) is quasi-exact, Quillen’s construction in [Q]
yields a category \( Q\mathcal{M} \), and \( K(\mathcal{M}) \) is the connective spectrum with ini-
tial space \( \Omega BQ\mathcal{M} \); we write \( K_n(\mathcal{M}) \) for \( \pi_n K(\mathcal{M}) \).
The group \( K_0(\mathcal{M}) \) is generated by the objects, modulo the relations that
\( [X] = [Y] + [Z] \) for every sequence (2.2).

Example 2.3.1. The category \textbf{Sets}_\text{fin} of finite pointed sets is quasi-
exact; every admissible sequence is split exact. It is well known that
the Barratt–Priddy–Quillen theorem implies that \( K(\textbf{Sets}_\text{fin}) \) is homo-
topy equivalent to the sphere spectrum \( S \). (See [D], [CLS], [WK, Ex. IV.6.15].)

Definition 2.4. If \( A \) is noetherian, the category \( \mathcal{M}(A) \) of noetherian
\( A \)-sets is quasi-exact; following [CLS], we write \( G(A) \) for \( K(\mathcal{M}(A)) \).
Similarly, if \( S \) is a noetherian monoid scheme, the category \( \mathcal{M}(S) \) of
sheaves of noetherian \( A_S \)-sets is quasi-exact, and we write \( G(S) \) for
\( K(\mathcal{M}(S)) \). Since \( \wedge_A \) is biexact, \( G(S) \) is an \( E_\infty \)-ring spectrum. See
[WK, IV.6.6] and [Bar, 3.8.2].

\( G \)-theory is contravariantly functorial with respect to monoid maps
\( A \to B \) for which \( B \) is noetherian as an \( A \)-module, and covariant for flat
maps (a monoid map \( A \to B \) is flat if the base extension \( X \mapsto B \wedge_A X \)
is exact).

If \( A \) is a noetherian pc monoid, the category \( \mathcal{M}^{pc}(A) \) of noetherian pc
\( A \)-sets is quasi-exact; following [HW], we write \( K'(A) \) for \( K(\mathcal{M}^{pc}(A)) \).
Similarly, if \( (S, A_S) \) is a noetherian pc monoid scheme, the category
\( \mathcal{M}^{pc}(S) \) of sheaves of noetherian pc \( A_S \)-sets is quasi-exact, and we
write \( K'(S) \) for \( K(\mathcal{M}^{pc}(S)) \). \( \mathcal{M}^{pc}(S) \) is symmetric monoidal, since
\( X \wedge_A Y \) is pc when both \( X \) and \( Y \) are, and \( K'(A) \) and \( K'(S) \) are
\( E_\infty \)-ring spectra.

As noted in [HW, 3.1.1], \( K' \) is covariantly functorial for flat maps.
Example 2.4.1. Let $\Gamma$ be a group; the $K$-theory of the category of finitely generated free $\Gamma$–sets is written as $K(\Gamma)$. When $A = \Gamma_+$, we saw in Example 1.3 that every pc $A$–set is a free $A$–set, so $K'(\Gamma_+) \simeq K(\Gamma)$. If $X = A^{nr}$, then $\text{Aut}(X)$ is the wreath product $\Gamma \wr \Sigma_n$. By the Barratt–Priddy–Quillen theorem,

$$K'(\Gamma_+) \simeq K(\Gamma) \simeq S^\infty(B\Gamma_+) = S^\infty(B\Gamma) \vee \mathbb{S}.$$ 

Similarly, if $\Gamma$ is abelian, the category of $\Gamma$–sets is the product over all subgroups $[H]$ of the category of $\Gamma/H$–sets.$^1$ By the equivariant Barratt–Priddy–Quillen theorem [CDD, 5.1],

$$G(\Gamma_+) \simeq \bigvee_{H \leq \Gamma} S^\infty[B(\Gamma/H)_+] .$$

In particular, $G_0(\Gamma_+) = \pi_0 G(\Gamma_+)$ is the Burnside ring of $\Gamma$.

We say that an $A$–set $X$ has finite length if it has a finite filtration

$$1 \hookrightarrow F_1X \hookrightarrow \cdots \hookrightarrow F_nX = X$$

such that each $F_iX/F_{i-1}X$ is irreducible, i.e., isomorphic to $(A^\times)_+$. If $A$ is noetherian, the category $\mathcal{M}_{\text{fin}}(A)$ of $A$–sets of finite length is quasi-exact, as is the category $\mathcal{M}_{\text{pc}}(A)$ of pc $A$–sets of finite length. By Dévissage (see [CZ, 6.2] or [HW, 3.3, 3.3.1]), we have:

**Theorem 2.5.** If $A$ is a noetherian monoid, with units $\Gamma = A^\times$, then $K(\mathcal{M}_{\text{fin}}(A)) \simeq G(\Gamma_+)$ and if $A$ is a pc monoid then:

$$K(\mathcal{M}_{\text{pc}}(A)) \simeq K(\Gamma) \simeq S^\infty(B\Gamma_+) \simeq S^\infty(B\Gamma) \vee \mathbb{S}.$$ 

*If $A$ has finite length then $G(A) \simeq G(\Gamma_+)$ and $K'(A) \simeq K(\Gamma)$.*

The following result is taken from [HW, 5.3].

**Theorem 2.6.** Let $S$ be a pc monoid scheme and $Z \xrightarrow{i} S$ an equivariant closed subscheme with open complement $U \xrightarrow{j} S$. Then there is a fibration sequence of spectra

$$K'(Z) \xrightarrow{i^*} K'(S) \xrightarrow{j^*} K'(U).$$

**Remark 2.7.** By [FW, 1.3], every ideal $I$ in a noetherian monoid has a finite number of associated primes. It follows that the support of an equivariant closed subscheme $Z$ of a noetherian monoid scheme has a finite number of minimal points.

---

$^1$If $\Gamma$ is not abelian, replace $\Gamma/H$ by the Weyl group $N_{\Gamma}(H)/H$
3. CGW and ACGW Categories

Campbell and Zakharevich have defined a \textit{CGW-category} to be a double category satisfying a certain list of axioms; we refer the reader to [CZ, 2.5] for the precise definition. Here is our main example:

If $\mathcal{M}$ is a quasi-exact category, we can form a double category $\mathcal{M}^{[d]}$ with the same objects as $\mathcal{M}$; the horizontal and vertical maps are the admissible monics and epics (composed backwards), respectively, and the 2–cells are commutative diagrams of the form

\[
\begin{array}{c}
X \\
\downarrow \\
X'
\end{array} \quad \begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow \\
\rightarrow \\
Y \\
\downarrow \\
Y'
\end{array}
\]

(3.1)

We say that a square (3.1) is \textit{distinguished} if the natural map of cokernels $Y'/X' \to Y/X$ is an isomorphism. Thus distinguished squares are both pushout squares and pullback squares.

As pointed out in [HW, 2.3], if $\mathcal{M}$ is a quasi-exact category, $\mathcal{M}^{[d]}$ is a CGW-category, and $\mathcal{M}$ is an “ambient category” for $\mathcal{M}^{[d]}$ in the sense of [CZ, 2.3], where $k(Y \to Y/X)$ is its kernel $X \to Y$ and $c(X \to Y)$ is its cokernel $Y \to Y/X$. Moreover, the $K$-theory $K(\mathcal{M}^{[d]})$ agrees with $K(\mathcal{M})$.

There is a stronger notion, that of an ACGW-category, defined in [CZ, 5.6]. If $\mathcal{M}$ is an ACGW-category and $\mathcal{C}$ is an ACGW-subcategory closed under subobjects, quotients, and extensions (see [CZ, 2.12]), the double category $\mathcal{M}\setminus\mathcal{C}$ is defined in [CZ, 8.1]. There is a canonical morphism of double categories $\mathcal{M} \to \mathcal{M}\setminus\mathcal{C}$.

A key construction in the language of ACGW-categories is [CZ, 8.6], which we now cite:

**Theorem 3.2.** Let $\mathcal{M}$ be an ACGW-category and let $\mathcal{C}$ be an ACGW-subcategory satisfying the technical conditions (W), (E) and (CGW). Then

\[K(\mathcal{C}) \to K(\mathcal{M}) \to K(\mathcal{M}\setminus\mathcal{C})\]

is a homotopy fiber sequence.

The condition (CGW) is that $\mathcal{M}\setminus\mathcal{C}$ is a CGW category; condition (W) is described in Section 9. Condition (E) is unnecessary; see Remark 9.4.1

**Example 3.3.** By [HW, 2.5], if $\mathcal{M}$ is a quasi-exact subcategory of $\mathcal{A}-\text{Sets}$ (or $\mathcal{A}_{S}-\text{Sets}$) closed under pushouts along pairs of monics, and pullbacks along pairs of epics, then the associated double category $\mathcal{M}^{[d]}$ is an ACGW-category.
In particular, when $A$ is a noetherian monoid, the associated double categories of $\mathcal{M}(A)$ and $\mathcal{M}^{\text{pc}}(A)$ are ACGW-categories; the same is true for the subcategories $\mathcal{M}(S)$ and $\mathcal{M}^{\text{pc}}(S)$ over a monoid scheme.

The difficulty with Theorem 3.2 is that $\mathcal{M}\setminus\mathcal{C}$ is hard to work with. Since we are working with ambient categories having more structure, we have access to a different kind of localization, viz., a quotient category $\mathcal{M}/\mathcal{C}$, which we establish in Theorem 8.8, and summarize in the next section.

4. The localization $\mathcal{M}/\mathcal{C}$

To define $\mathcal{M}/\mathcal{C}$, we need to introduce some category-theoretic vocabulary. We say that a pointed category is regular if it admits all finite limits and has a good intrinsic notion of short exact sequence, where the admissible monics are always kernels and the admissible epics are always cokernels. (See Definition 8.1.) A regular functor is one that preserves this structure, i.e., finite limits and short exact sequences.

Every regular category is quasi-exact; see Remark 8.2. The categories $A\Sets$ and $\mathcal{M}(A)$ are regular, as are $A\Sets^{\text{pc}}$ and $\mathcal{M}^{\text{pc}}(A)$.

**Definition 4.1.** A full pointed subcategory $\mathcal{C}$ of a regular category $\mathcal{M}$ is a Serre subcategory if it is closed under finite limits and for every exact sequence (2.2), $Y$ is in $\mathcal{C}$ if and only if both $X$ and $Z$ are in $\mathcal{C}$.

**Proposition 4.2.** If $F: \mathcal{M} \to \mathcal{N}$ is a regular functor between regular categories, then the full subcategory $\ker(F) = F^{-1}(0)$ is a Serre subcategory of $\mathcal{M}$.

**Proof.** Clearly, $\ker(F)$ is closed under finite limits. Consider an exact sequence (2.2) in $\mathcal{M}$; applying $F$ yields an exact sequence in $\mathcal{N}$,

$$F(X) \hookrightarrow F(Y) \rightarrow F(Z).$$

It is clear that $F(Y) \cong 0$ if and only if $F(X) \cong F(Z) \cong 0$. □

**Example 4.3.** Let $S$ be a multiplicatively closed subset of an (abelian) monoid $A$. Then the localization $A\Sets \to S^{-1}A\Sets$ is a regular functor, because it preserves exact sequences and finite limits. Indeed, the ring-theoretic proofs go through; for example, if $X \overset{i}{\rightarrow} Y$ is an injection and $i(x)/s = 0$ in $S^{-1}Y$ for $x \in X$ then some $i(s_1x) = 0$ in $Y$ and hence $s_1x = 0$ in $X$.

By Proposition 4.2, the category of $S$-torsion $A$–sets is a Serre subcategory of $A\Sets$; this description restricts to Serre subcategories of $\mathcal{M}(A)$ and $\mathcal{M}^{\text{pc}}(A)$ (see Definition 2.4).
More generally, if $U$ is open in a monoid scheme $(S, \mathcal{A}_S)$ then the localization $\mathcal{A}_S - \text{Sets} \to \mathcal{A}_U - \text{Sets}$ is a regular functor. Indeed, exact sequences and finite limits are determined locally on affine open subschemes. By Proposition 4.2, the category of $\mathcal{A}_S$-sets vanishing on $U$ is a Serre subcategory of $\mathcal{A}_S - \text{Sets}$, and this restricts to Serre subcategories of $\mathcal{M}(S)$ and $\mathcal{M}^{\text{pc}}(S)$ as well.

Here are the two theorems about $\mathcal{M}/\mathcal{C}$ which we need. The definition of an adherent category is given in Definition 8.4; it is a regular category satisfying some technical axioms.

**Theorem 4.4.** Let $\mathcal{C}$ be a Serre subcategory of an adherent category $\mathcal{M}$. Then there exists a quotient category $\mathcal{M}/\mathcal{C}$, which is regular, and a regular functor $\mathcal{M} \to \mathcal{M}/\mathcal{C}$, which is initial among all regular functors from $\mathcal{M}$ which send $\mathcal{C}$ to zero.

The construction is essentially a non-additive version of Gabriel’s construction [G, Chapitre III]. The full statement of Theorem 4.4, and the proof, can be found in Theorem 8.8.

In Lemma 9.1, we point out that the double category $\mathcal{M}^{[d]}$ associated with an adherent category $\mathcal{M}$ is an ACGW category. A fuller statement of the following theorem (and its proof) is given in Lemma 9.2 and Theorem 9.4.

**Theorem 4.5.** Let $\mathcal{C}$ be a Serre subcategory of an adherent category $\mathcal{M}$. Then the double category associated to $\mathcal{M}/\mathcal{C}$ is a CGW-category, equivalent to the CGW-localization $\mathcal{M}\setminus\mathcal{C}$ of $\mathcal{M}^{[d]}$ by $\mathcal{C}^{[d]}$, and there is a fibration sequence:

$$K(\mathcal{C}) \to K(\mathcal{M}) \to K(\mathcal{M}/\mathcal{C}).$$

**Example 4.6.** Let $(S, \mathcal{A}_S)$ be a monoid scheme. For brevity, write $\mathcal{M}(S)$ for the category $\mathcal{A}_S - \text{Sets}$. If $S = \text{MSpec}(A)$, we will write $\mathcal{M}(A)$ for $\mathcal{M}(S)$. If $U \subset S$ is an open subscheme, with complement $Z$, then $\mathcal{M}(U) = \mathcal{M}(S)/\mathcal{M}_Z(S)$, where $\mathcal{M}_Z(S)$ is the subcategory of all $M$ in $\mathcal{M}(S)$ with $M|_U = 0$. Then $\mathcal{M}(U)$ is $\mathcal{M}(S)/\mathcal{M}_Z(S)$. The proof is the same as Gabriel’s in [G, p. 380]; use the fact that the exact functor $j^* : \mathcal{M}(S) \to \mathcal{M}(U)$ has a right adjoint, the section functor $j_* : \mathcal{M}(U) \to \mathcal{M}(S)$, and the universal map $j_* : \mathcal{M}(U) \to \mathcal{M}(S)/\mathcal{M}_Z(S)$ is an equivalence.

Suppose $S$ is noetherian. As in Gabriel [G, p. 379], there is a bijection between the Serre subcategories of $\mathcal{M}(S)$ and $\mathcal{M}(S)$ (noetherian $\mathcal{A}_S$-sets), given by $\mathcal{M}'(S) \mapsto \mathcal{M}'(S) = \mathcal{M}'(S) \cap \mathcal{M}(S)$. Hence $\mathcal{M}_Z(S)$ is a Serre subcategory of $\mathcal{M}(S)$. By Theorem 4.5 and Dévissage [CZ, 6.2],
there is a fibration sequence
\[ G(Z) \to G(S) \to G(U). \]
Similarly, if \( S \) is pc, then \( \mathcal{M}_Z^{pc}(S) \) is a Serre subcategory of \( \mathcal{M}^{pc}(S) \), and we recover the fibration sequence of Theorem 2.6.

**Application 4.7.** If \((S, \mathcal{A}_S)\) is a monoid scheme, then the subcategory \( \mathcal{M}_d(S) \) of sheaves in \( \mathcal{M}(S) \) which are supported in codimension \( \geq d \) is a Serre subcategory. It contains \( \mathcal{M}_{d+1}(S) \) and
\[
\mathcal{M}_d(S) / \mathcal{M}_{d+1}(S) \cong \bigvee_{ht(s)=d} \mathcal{M}_s(\mathcal{A}_s),
\]
where \( \mathcal{M}_s(\mathcal{A}_s) \) is the category of torsion \( \mathcal{A}_s \)-sets. Similarly, if \( S \) is noetherian then \( \mathcal{M}_d(S) / \mathcal{M}_{d+1}(S) \) is equivalent to the wedge of the categories \( \mathcal{M}_{\text{fin}}(\mathcal{A}_s) \) of finite length \( \mathcal{A}_s \)-sets. The parallel assertion holds for \( \mathcal{M}_d^{pc}(S) / \mathcal{M}_{d+1}^{pc}(S) \).

For example, if \( S \) is noetherian, then \( \mathcal{M}_1(S) \) is the category of \( \mathcal{A}_s \)-sets vanishing on the open subscheme \( U \) consisting of the (finitely many) points of codimension 0. In this case, we get the equivalences
\[
\mathcal{M}(S) / \mathcal{M}_1(S) \cong \mathcal{M}(U) = \bigvee_{ht(s)=0} \mathcal{M}(\mathcal{A}_s)
\]
and \( \mathcal{M}(S) / \mathcal{M}_1(S) \cong \mathcal{M}(U) = \bigvee_{ht(s)=0} \mathcal{M}(\mathcal{A}_s) \).

If \( S \) has a unique minimal point, \( j_s \) identifies \( \mathcal{M}(S) / \mathcal{M}_1(S) \) with the category \( Q \) of torsionfree objects in \( \mathcal{M}(S) \), and identifies \( \mathcal{M}(S) / \mathcal{M}_1(S) \) with the noetherian objects in \( Q \).

5. The coniveau filtration

We will apply the localization theorem 4.5 to \( \mathcal{M}_{d+1}(S) \subset \mathcal{M}_d(S) \) and its pc analogue. By 4.7, \( \mathcal{M}_d^{pc}(S) / \mathcal{M}_{d+1}^{pc}(S) \) is equivalent to the coproduct over height \( d \) points \( s \) of torsion pc \( \mathcal{A}_s \)-modules.

Let \((S, \mathcal{A}_S)\) be a noetherian monoid scheme, such as MSpec(\( A \)). If \( s \) is a point in \( S \), we write \( \Gamma_s \) for the group of units of the pointed monoid \( \mathcal{A}_s \), so \( (\Gamma_s)_+ = \mathcal{A}_s / p_s \). If \( S = \text{MSpec}(A) \), then \( p_s \) is a prime ideal in the monoid \( A \), and \( \Gamma_s \) is the group completion of the cancellative monoid \( A / p_s \). By Example 2.4.1, \( K'(\Gamma_s) = S^{\infty}(BT_s) \vee S \).

Let \( S \) be a noetherian monoid scheme. By Theorem 4.5, the quasi-exact category \( \mathcal{M}_d(S) / \mathcal{M}_{d+1}(S) \) is the ambient category of the double category \( \mathcal{M}_d(S) \setminus \mathcal{M}_{d+1}(S) \). By 4.7, the quotient \( \mathcal{M}_d(S) / \mathcal{M}_{d+1}(S) \) is the coproduct over the height \( d \) points \( s \in S \) of the category \( \mathcal{M}_d^{pc}(\mathcal{A}_s) = \bigcup_n \mathcal{M}(\mathcal{A}_s / p_s^n) \) of finite length \( \mathcal{A}_s \)-sets.
Now $K(\mathcal{M}_{\text{fin}}^{\text{pc}}(A_s)) \simeq K(\Gamma_s)$ by Theorem 2.5 (i.e., by Dévissage), so we have long exact sequences

\begin{equation}
\cdots \to K_*\mathcal{M}_{d+1}^\text{pc}(S) \to K_*\mathcal{M}_d^\text{pc}(S) \to \bigoplus K_*(\Gamma_s) \to \cdots \tag{5.1}
\end{equation}

\begin{equation}
\cdots \to K_*\mathcal{M}_{d+1}(S) \to K_*\mathcal{M}_d(S) \to \bigoplus G_*(\Gamma_s) \to \cdots
\end{equation}

The direct sums in these sequences are indexed by the points $s \in S$ of codimension $d$. Each of these sequences form exact couples, yielding fourth quadrant spectral sequences:

\begin{equation}
E_{p,q}^1 = \bigoplus_{\text{ht}(s) = p} K_{-p-q}(\Gamma_s) \Rightarrow K'_{-p-q}(S) \tag{5.2}
\end{equation}

\begin{equation}
E_{p,q}^1 = \bigoplus_{\text{ht}(s) = p} G_{-p-q}(\Gamma_s) \Rightarrow G_{-p-q}(S)
\end{equation}

These are the analogues of the usual coniveau spectral sequence for the $K$-theory of coherent sheaves over a noetherian scheme; see [Q, 5.4] or [WK, V.9].

**Example 5.3.** Let $D$ be a discrete valuation monoid with group of units $\Gamma = D^\times$ and parameter $t$, i.e., $D = \Gamma_+ \wedge \mathbb{N}$. Since $D_0 = (\Gamma \times \mathbb{Z})_+$, the localization sequence [HW, 3.5] becomes

\[ \cdots K_n(\Gamma) \xrightarrow{0} K'_n(D) \xrightarrow{d} K_n(\Gamma \times \mathbb{Z}) \xrightarrow{d} K_{n-1}(U) \cdots \]

(Recall that $K_n(\Gamma) = K'_n(\Gamma_+)$. ) The left map is zero by Additivity [CZ, 7.15], because for every $\Gamma_+$-set $X$ there is a characteristic exact sequence

\[ X \times \mathbb{N} \xrightarrow{t} X \times \mathbb{N} \to X. \]

Thus the $E_1$ page of the spectral sequence (5.2) for $K'(D)$ looks like:

\[
\begin{array}{c}
K_0(\Gamma \times \mathbb{Z}) \longrightarrow 0 \\
K_1(\Gamma \times \mathbb{Z}) \xrightarrow{d} K_0(\Gamma) \to 0 \\
K_2(\Gamma \times \mathbb{Z}) \to K_1(\Gamma) \to 0 \to 0 \\
K_3(\Gamma \times \mathbb{Z}) \to K_2(\Gamma) \to 0 \to 0
\end{array}
\]

Now $K_n(\Gamma \times \mathbb{Z}) \cong K_n(\Gamma) \oplus K_{n-1}(\Gamma)$ by 2.4.1, because $B\mathbb{Z} = S^1$, and $K(\Gamma \times \mathbb{Z}) = S^\infty B(\Gamma \times \mathbb{Z})_+ = S^\infty (S^1_+ \wedge B\Gamma_+) = S^1 S^\infty (B\Gamma)_+ \vee S^\infty (B\Gamma)_+$. Hence $K_n(\Gamma \times \mathbb{Z})$ maps onto $K_{n-1}(\Gamma) = \pi_{n-1} S\infty (B\Gamma) \vee S$ with kernel $K_n(\Gamma)$. Thus $E_2$ is concentrated on the column $p = 0$, with $K'_q(D) = E_2^{0,-q} = K_q(\Gamma)$. 
Lemma 5.4. If $D$ is a discrete valuation monoid with units $\Gamma$, $d_1^{0,-1}: K'_1(D_0) \to K_0(\Gamma) = \mathbb{Z}$ is the surjection sending $[t]$ to $\pm 1$.

Proof. By Example 5.3, $K'_1(D_0) = (\Gamma \times \mathbb{Z}) \oplus \pi_1^s$ and $K'_1(D) = \Gamma \oplus \pi_1^s$ and $K'_1(D_0)/K'_1(D) \cong K_0(\Gamma) = \mathbb{Z}$. □

Remark 5.4.1. The analysis of the spectral sequence for $G_*(D)$ is more complicated because the formula for $G_*(\Gamma \times \mathbb{Z})_+$ is more complicated.

6. WEIL DIVISORS AND $K'_0(S)$

Recall that a monoid scheme is normal if each $\mathcal{A}_s$ is cancellative and if $a, b \in \mathcal{A}_s$ satisfy $(a/b)^n \in \mathcal{A}_s$ then $a/b \in \mathcal{A}_s$. If $(S, \mathcal{A}_S)$ is a normal (pc) monoid scheme then for each height 1 point $x$, $\mathcal{A}_s$ is a Discrete Valuation monoid by [FW, 2.6]. The following definition is taken from [FW, 4.2].

Definition 6.1. Let $(S, \mathcal{A}_S)$ be a normal (pc) monoid scheme. A Weil divisor is an element of $\text{Div}(S)$, the free abelian group on the height 1 points of $S$. If $a$ is a nonzero element of $\mathcal{A}_0$, we can define the principal divisor $\text{div}(a)$ in $\text{Div}(S)$ by the same formula as in Algebraic Geometry. The divisor class group $\text{Cl}(S)$ is the quotient of $\text{Div}(S)$ by the subgroup of principal divisors. Thus there is an exact sequence

$$1 \to \mathcal{A}_S(X)^\times \to \mathcal{A}_0^\times \xrightarrow{\text{div}} \text{Div}(S) \to \text{Cl}(S) \to 0.$$ 

Remark 6.1.1. A monoid scheme $S$ is factorial if and only if $\text{Cl}(\mathcal{A}) = 0$; if the stalks $\mathcal{A}_s$ of $\mathcal{A}$ are factorial then $\text{Cl}(S) = \text{Pic}(S)$ by [FW, 6.4].

By Lemma 5.4, the component $K'_1(\mathcal{A}_0) \xrightarrow{d_1} K'_0(\mathcal{A}_s) = \mathbb{Z}$ of the differential $d_1$ is the projection $K'_1(\mathcal{A}_0) \to \mathcal{A}_0^\times$, followed by the map $\text{div}$. Thus

Theorem 6.2. If $S$ is a normal (pc) monoid scheme, the differential $E^{0,-1}_1 \xrightarrow{d_1} E^{1,-1}_1$ is the principal divisor map $\text{div}$, and $E^{\infty,-1}_1 \cong \text{Cl}(S)$.

Hence $K'_0(S)$ surjects onto $\mathbb{Z} \oplus \text{Cl}(S)$.

Remark 6.2.1. If $A$ is a 2-dimensional normal monoid, the kernel of $K'_1(A) \to \mathbb{Z} \oplus \text{Cl}(X)$ is the subgroup generated by $A/m$. In general, the groups $E^{1-p}_2(S)$ are the higher class groups $W_p$ studied by Claborn and Fossum; see [CF] or [WK, Ex. II.6.4.3].

The following example shows that the augmented rows of the spectral sequence aren’t always exact when $A$ is normal.
Example 6.3. Let \( A \) be the (2-dimensional normal) submonoid of \( \mathbb{N}^2 \) generated by \( x = (1,0) \), \( z = (1,1) \) and \( y = (1,2) \). By [FW, 4.2.1], \( \text{Cl}(A) = \mathbb{Z}/2 \) for \( A \). Since \( A/(y,z) \cong \mathbb{N} \), and \( A/(x,y,z) = * \), it follows that \( E_2^{2,-2} = 0 \) and \( K'_0(A) \cong \mathbb{Z} \oplus \mathbb{Z}/2 \).

7. Gersten’s Conjecture for pc monoid schemes

Quillen proved [Q, 5.1] that if \( R \) is a semilocal ring, smooth/\( k \), then the \( K \)-theory spectral sequence degenerates at \( E_2 \). In this section, we give the analogue for monoids.

The following definition is taken from [CHWW, 6.4]; the terminology reflects Theorem 6.5 in [CHWW] that a (cancellative) monoid \( A \) is 0-smooth if and only if its monoid ring \( k[A] \) is smooth over \( k \) for every field \( k \) of characteristic 0.

Definition 7.1. A monoid \( A \) is 0-smooth if it is a product \( \Gamma^+ \wedge (\mathbb{N}^n) \), where \( \Gamma \) is a finitely generated abelian group.

Theorem 7.2. If \( A \) is a 0-smooth monoid, the sequence

\[
0 \to K'_n(A) \to \bigoplus_{\text{ht}(s)=0} K'_n(A_s) \xrightarrow{d} \bigoplus_{\text{ht}(s)=1} K'_{n-1}(A_s) \xrightarrow{d} \cdots
\]

is exact for all \( n \), where \( d \) is the \( E_1 \) differential in the spectral sequence (5.2). The sequence remains exact if \( K'_n \) is replaced by \( G_n \).

As in [Q, (5.9)], this gives a flasque resolution of the sheaf \( K'_n \) on any 0-smooth monoid scheme \( S \):

\[
0 \to K'_n \to \bigoplus_{\text{ht}(s)=0} (i_s)_*K_n(\Gamma_s) \to \bigoplus_{\text{ht}(s)=1} (i_s)_*K_{n-1}(\Gamma_s) \to \cdots
\]

and gives a canonical isomorphism

\[(7.3) \quad E^{pq}_2(S) \cong H^p(S, K'_q).
\]

Formula (7.3) remains valid if \( K' \)-theory is replaced by \( G \)-theory.

Proof. We may suppose that \( A = \Gamma^+ \wedge \mathbb{N}^{m+1} \), with the maximal ideal generated by \( x_0, \ldots, x_m \). As noted by Quillen [Q], it suffices to show that for every non-zerodivisor \( t \in A \) that \( \mathcal{M}_d(A/tA) \to \mathcal{M}_d(A) \) induces the zero map on \( K \)-theory. Since \( A \) is 0-smooth, \( t = \gamma x_0^{n_0} \cdots x_m^{n_m} \) for some \( \gamma \in \Gamma \), where some \( n_i > 0 \); we may suppose that \( n_0 > 0 \).

Set \( B \) be the submonoid \( \Gamma^+ \wedge \mathbb{N}^m \) on \( x_1, \ldots, x_m \). Then \( A \) is flat over \( B \), so \( A' = A \wedge_B (A/tA) \) is flat over \( A/tA \), and \( A \to A/tA \) factors through \( p : A \to A' \). There is a canonical splitting \( u : A' \to A/tA \), induced by \( A \to A/tA \), so that

\[
\mathcal{M}_d(A/tA) \xrightarrow{u_*} \mathcal{M}_d(A') \xrightarrow{p^*} \mathcal{M}_d(A)
\]
is the natural map. Now for any $A/tA$-set $X$, there is an exact functor $v : \mathcal{M}_d(A/tA) \rightarrow \mathcal{M}_d(A')$ sending $X$ to $v(X) = X \wedge \langle x_0 \rangle$ and an exact sequence in $\mathcal{M}_d(A')$:

$$X \wedge \langle x_0 \rangle \xrightarrow{x_0} X \wedge \langle x_0 \rangle \rightarrow u_*(X).$$

By Additivity, $u_* \simeq 0$. Hence the map $K(\mathcal{M}_d(A/tA)) \rightarrow K(\mathcal{M}_d(A))$ is zero, as asserted. □

8. Regular localization

The localization construction $\mathcal{M} \rightarrow \mathcal{M}/\mathcal{C}$ generalizes from abelian categories (due to Gabriel [G]) to regular categories, including $A\text{-Sets}$ and $A\text{-Sets}^{pc}$. In this section, we give a general framework into which our key examples fit. The following definition is taken from [BB, A.5].

Definition 8.1. Let $\mathcal{M}$ be a category with finite limits. An epimorphism $Y \xrightarrow{p} Z$ in $\mathcal{C}$ is regular if it is a coequalizer $X \rightrightarrows Y \xrightarrow{p} Z$.

We say that $\mathcal{M}$ itself is regular if regular epimorphisms are stable under pullback by arbitrary morphisms and every kernel pair admits a coequalizer. Recall that the kernel pair for a morphism $f : X \rightarrow Y$ is the diagram $X \times_Y X \rightrightarrows X$ given by the canonical maps in the fiber product

\[
\begin{array}{ccc}
X \times_Y X & \rightarrow & X \\
\downarrow & & \downarrow \\
X & \rightarrow & Y
\end{array}
\]

The coequalizer of the kernel pair in a (concrete) regular category is the quotient of $X$ given by identifying elements which become equal under $f$, i.e., the image of the morphism $f$.

A sequence $X \xrightarrow{i} Y \xrightarrow{p} Z$ is called exact if $i = \ker(p)$ and $p = \coker(i)$. Kernels always exist in a regular category, but cokernels do not necessarily exist; when they do, they are regular epimorphisms and the coequalizer of their kernel pair. Thus given a kernel $i : X \rightarrow Y$ we can always extend it to a short exact sequence.

A functor between regular categories is regular if it preserves finite limits and regular epimorphisms (thus short exact sequences as well).

The category of pointed sets is the prototype of a regular category; every surjection is a regular epimorphism (see [BB, A.5.6]). In fact, the category of pointed objects in any elementary topos is regular.

An abelian category is another (particularly nice) example of a regular category. The regular epimorphisms are just cokernels. A regular functor between abelian categories is just an exact functor.
Remark 8.2. Every regular category is quasi-exact, using the intrinsic notion of short exact sequence in the regular category, and its associated double category is a CGW category by [HW, 2.3]. All of the quasi-exact categories considered in this paper are actually regular.

One main feature of a regular category is that every morphism can be factored uniquely (up to isomorphism) as a regular epimorphism (onto the image) followed by a monomorphism.

Example 8.3. If $A$ is a (pointed) monoid, $A \rightarrow \text{Sets}$ is regular, and the forgetful functor $A \rightarrow \text{Sets} \rightarrow \text{Sets}$ is a regular functor (because it has both a left and right adjoint; see [HW, 2.5.1]). If $A$ is a pc monoid, $A \rightarrow \text{Sets}^{\text{pc}}$ is a regular subcategory of $A \rightarrow \text{Sets}$.

Every monomorphism in $A \rightarrow \text{Sets}$ (and hence $A \rightarrow \text{Sets}^{\text{pc}}$) is a kernel, but not every epimorphism is a cokernel. In fact, the short exact sequences in $A \rightarrow \text{Sets}$ and $A \rightarrow \text{Sets}^{\text{pc}}$ have the form

$$X \overset{i}{\rightarrow} Y \overset{p}{\rightarrow} Y/X.$$

The following definition is weaker than the related notions of a coherent category and an adhesive category, but is just right for our purposes; see [J, A.1] for more details.

Definition 8.4. A regular category $\mathcal{M}$ is called adherent if it satisfies the following axioms:

(A1) Pushouts along kernels in $\mathcal{M}$ are also pullbacks;
(A2) the image of every map is a kernel;
(A3) for each $X$ in $\mathcal{M}$, the category of monics $X' \rightarrow X$ has both pushouts and pullbacks.

In particular, (A2) implies that every monomorphism is a kernel.

Using De Morgan’s laws on the underlying sets, it is easy to see that $A \rightarrow \text{Sets}$ and $A \rightarrow \text{Sets}^{\text{pc}}$ are adherent categories. The category of pointed objects in any elementary topos, e.g., pointed finite sets, is adherent; this gives a large class of examples.

Construction 8.5. Let $\mathcal{M}$ be a adherent category, and suppose that $X_i' \rightarrow X \rightarrow X_i''$ ($i = 1, 2$) are exact sequences in $\mathcal{M}$. Let $X_{12}'$ denote the pullback $X_1' \times_X X_2'$. Write $X'$ for the pushout of $X_1'$ and $X_2'$ along $X_{12}'$, which by abuse of notation we will also write $X_1' \cup X_2'$. Note that $X'$ exists and $X' \rightarrow X$ is monic by axiom (A3).

Let $X''$ denote the cokernel of $X' \rightarrow X$ and write $X''_{12}$ for the pullback of $X_1''$ and $X_2''$ along $X''$. Then we have exact sequences

$$X_{12}' \rightarrow X \rightarrow X_{12}'' \quad \text{and} \quad X' \rightarrow X \rightarrow X''.$$
which fit into diagram (8.5.1), where both squares are bicartesian.

\[
\begin{array}{c}
X'_{12} \rightarrow X'_1 \rightarrow X_1' \\
\downarrow \downarrow \downarrow \downarrow \\
X'_2 \rightarrow X' \rightarrow X \\
\downarrow \downarrow \downarrow \\
X''_{12} \rightarrow X''_1 \\
\end{array}
\]

The top-left square is bicartesian by construction. The bottom-right square is cartesian, so by [J, A.1.4.3] it is also cocartesian because cokernels are regular epimorphisms. Note that \( X' \rightarrow X \rightarrow X'_{12} \) is not claimed to be an exact sequence.

We obtain Diagram (8.5.1) as follows: by taking iterated pushouts along our string of monomorphisms, we obtain

\[
\begin{array}{c}
X'_{12} \rightarrow X'_1 \rightarrow X'_1/ X'_{12} \rightarrow \ast \rightarrow X'_{12} \\
\downarrow \downarrow \downarrow \downarrow \\
X'_2 \rightarrow X'/ X'_{12} \rightarrow X'_{12} \\
\downarrow \downarrow \downarrow \\
\ast \rightarrow X'/ X'_1 \rightarrow X'_1 \\
\downarrow \downarrow \downarrow \\
\ast \rightarrow X''.
\end{array}
\]

Note that all instances of \( \rightarrow \) are cokernels. We can repeat this process with the chain

\[
\begin{array}{c}
X'_{12} \rightarrow X'_2 \rightarrow X' \rightarrow X
\end{array}
\]

to obtain the square

\[
\begin{array}{c}
X''_{12} \rightarrow X''_1 \\
\downarrow \downarrow \\
X''_2 \rightarrow X''.
\end{array}
\]

By construction, this is a pushout; as we have also identified it as a pullback, this completes the construction.

**Definition 8.6.** Let \( \mathcal{M} \) be an adherent category. A full subcategory \( \mathcal{C} \subset \mathcal{M} \) is called **Serre** if it is closed under finite limits and, for every short exact sequence \( X \rightarrowtail Y \twoheadrightarrow Z \) in \( \mathcal{M} \), \( Y \) is in \( \mathcal{C} \) if and only if \( X, Z \) are both in \( \mathcal{C} \).
Note that $\mathcal{C}$ also forms an adherent category. It admits coequalizers of kernel pairs as, for any $f: X \rightarrow Y$ in $\mathcal{C}$, the coequalizer of $X \times_Y X \rightrightarrows Y$ is just $\text{im}(f)$, which is a subobject of $Y$. Thus $\mathcal{C}$ is regular, and axioms (A1), (A2), and (A3) hold because $\mathcal{C}$ is a full subcategory closed under subobjects.

Remark 8.6.1. The definition of a Serre subcategory of an abelian category does not explicitly state that it be closed under finite limits. We need this assumption because we do not have biproducts; while there is a canonical short exact sequence $X \rightrightarrows X \vee Z \rightarrow Z$ which makes $\mathcal{C}$ closed under coproducts (and therefore pushouts, which are quotients of coproducts), the product does not sit naturally in a short exact sequence. To prove that the quotient category $\mathcal{M}/\mathcal{C}$ (to be defined shortly) has finite limits, we need $\mathcal{C}$ to be closed under finite limits.

Before we define the quotient of an adherent category by a Serre subcategory, we have the following technical lemma.

Let $X,Y$ be two objects in an adherent category $\mathcal{M}$, and let $\mathcal{C}$ be a Serre subcategory of $\mathcal{M}$. Let $I = I_{X,Y}$ be the following category: its objects are the pairs $(X',Y'')$ for every pair of short exact sequences $X' \rightrightarrows X \rightarrow X''$ and $Y' \rightrightarrows Y \rightarrow Y''$ such that $X'',Y' \in \mathcal{C}$. The maps $(X'_1,Y''_1) \rightarrow (X'_2,Y''_2)$ are induced by composition with maps in $\mathcal{M}$ of the form $X'_1 \rightrightarrows X'_2 \rightarrow X$ and $Y' \rightarrow Y''_1 \rightarrow Y''_2$. Note that $I$ is equivalent to a partially-ordered set.

Lemma 8.7. Let $X,Y$ be two objects in an adherent category $\mathcal{M}$, and let $\mathcal{C}$ be a Serre subcategory of $\mathcal{M}$. Then the category $I = I_{X,Y}$ is filtered, and $\text{Hom}_{\mathcal{M}}: I \rightarrow \text{Sets}$ is a functor.

Proof. To begin, fix two short exact sequences $X'_i \rightrightarrows X \rightarrow X''_i$ with $X''_i \in \mathcal{C}$. Then the inclusions $X'_i \rightrightarrows X$ yield a span

$$
\text{Hom}_{\mathcal{M}}(X'_2,Y'') \leftarrow \text{Hom}_{\mathcal{M}}(X,Y'') \rightarrow \text{Hom}_{\mathcal{M}}(X'_1,Y'')
$$

Setting $X'_{12} = X'_1 \times_X X''_2$, we claim that $(X'_{12},Y'')$ is an upper bound of $(X'_1,Y'')$ and $(X'_2,Y'')$ in $I$, i.e., that the cokernel $X''_{12}$ of $X'_{12} \rightrightarrows X$ is in $\mathcal{C}$. By Construction 8.5, $X''_{12}$ is the pullback of $X''_1$ and $X''_2$ along $X''$. By assumption, $X''_1$ and $X''_2$ are in $\mathcal{C}$, and $X''$ is a quotient of $X''_2$ (or $X''_1$) so is also in $\mathcal{C}$. Thus $X''_{12}$ is a (finite) limit of objects in $\mathcal{C}$ and is also in this subcategory.

Dually, given short exact sequences $Y'_i \rightrightarrows Y \rightarrow Y''_i$ with $Y'_i \in \mathcal{C}$, we have the span

$$
\text{Hom}_{\mathcal{C}}(X,Y'') \leftarrow \text{Hom}_{\mathcal{C}}(X,Y) \rightarrow \text{Hom}_{\mathcal{C}}(X,Y''_2)
$$
Setting $Y'' = Y_1'' \vee Y_2''$, it suffices to prove that the kernel $Y'$ of $Y \to Y''$ is in $\mathcal{C}$. Appealing to Construction 8.5, $Y' = Y_1' \cup Y_2'$, and we have an identification of cokernels

$$Y'/Y_1' = (Y_1' \cup Y_2')/Y_1' \cong Y_2'/Y_1' \cap Y_2' = Y_2'/Y_{12}'.$$

Since $Y_2'$ and hence $Y_2'/Y_{12}$ is in $\mathcal{C}$, this shows that $Y'/Y_1'$ is in $\mathcal{C}$. Since $Y_1'$ is also in $\mathcal{C}$, $Y'$ is in the Serre subcategory $\mathcal{C}$, as desired. □

**Theorem 8.8.** Let $\mathcal{C}$ be a Serre subcategory of an adherent category $\mathcal{M}$. Then we can define the quotient category $\mathcal{M}/\mathcal{C}$ in the following way: the objects are the objects of $\mathcal{M}$, and the morphisms are the sets

$$\text{Hom}_{\mathcal{M}/\mathcal{C}}(X,Y) = \colim_{I_{X,Y}} \text{Hom}_{\mathcal{M}}(X',Y'')$$

defined above. Then $\mathcal{M}/\mathcal{C}$ is a regular category, and $\mathcal{M} \to \mathcal{M}/\mathcal{C}$ is a regular functor, initial amongst those sending $\mathcal{C}$ to zero.

**Proof.** We take inspiration from Gabriel’s thesis [G], where this result is proved for abelian categories. We first prove that our definition of $\text{Hom}_{\mathcal{M}/\mathcal{C}}$ behaves well with respect to composition. Suppose that $f \in \text{Hom}_{\mathcal{M}/\mathcal{C}}(X,Y)$ and $g \in \text{Hom}_{\mathcal{M}/\mathcal{C}}(Y,Z)$. Then we can take specific representatives $f: X' \to Y''$ and $g: Y_2' \to Z''$. To compose these, we need to match the codomain of $f$ to the domain of $g$ by taking equivalent representatives. Consider $Y_i' \mapsto Y_i' \cup Y_2'$, where $Y_i'$ is the kernel of $Y \to Y_i''$ ($i = 1, 2$). Then the inverse image $X^* = f^{-1}(Y_i' \cup Y_2'/Y_i')$ is a subobject of $X'$ (and hence of $X$), fitting into the pullback diagram

$$\begin{array}{ccc}
X^* & \longrightarrow & X' \\
f^* \downarrow & & \downarrow f \\
(Y_i' \cup Y_2')/Y_i' & \longrightarrow & Y_i''.
\end{array}$$

The cokernel of $X^* \mapsto X$ fits into a short exact sequence

$$X'/X^* \mapsto X/X^* \mapsto X/X' = X''.$$

Cf. [HW, 2.4]. Because the source and quotient of this exact sequence are in $\mathcal{C}$, so is the middle; thus $X^*$ is a permissible domain in the colimit defining $\text{Hom}_{\mathcal{M}/\mathcal{C}}(X,Y)$. The codomain has kernel $Y_i'$, so it is also permissible. The composition $f^*: X^* \to (Y_i' \cup Y_2')/Y_i'$ gives the same map as $f$ in the colimit.
For $g$, consider the pullback $Y'_{12} = Y'_1 \times_Y Y'_2$, and form the quotient $Y'_{12} \to Y'_2 \to Y'_2 / Y'_{12}$; taking the pushout gives a map

\[
\begin{array}{ccc}
Y'_2 & \xrightarrow{g} & Z'' \\
\downarrow & & \downarrow \\
Y'_{2 / Y'_{12}} & \xrightarrow{g^{**}} & Z^{**}.
\end{array}
\]

This pushout is constructed as follows: take the image factorization of the map $Y'_{12} \to Z''$:

\[
\begin{array}{ccc}
Y'_{12} & \xrightarrow{=} & J \\
\downarrow & & \downarrow \\
Y'_2 & \xrightarrow{g} & Z''
\end{array}
\]

Because the image of every map in $\mathcal{M}$ is a kernel by Axiom (A2), $J \to Z''$ is still a kernel. The pushout and the map $g^{**}$ are created by taking cokernels vertically.

By assumption, $Y'_1$ and $Y'_2$ are in $\mathcal{C}$, so $Y'_{12}$ and $Y'_2 / Y'_{12}$ are in $\mathcal{C}$ as well. Thus $g^{**}$ is part of the colimit and represents the same map as $g$. But by Construction 8.5 we have an identification

\[Y'_1 \cup Y'_2 / Y'_1 \cong Y'_2 / Y'_{12}\]

which allows us to take the actual composition $g^{**} \circ f^*$, which gives the requisite composition law. It is clear that composition is associative.

Having established how composition works, we have the following useful fact: suppose that $X' \to X \to X''$ is a short exact sequence with $X''$ in $\mathcal{C}$. Then $X' \cong X$ in $\mathcal{M}/\mathcal{C}$. Similarly, for any exact sequence $Y' \to Y \to Y''$, if $Y'$ is in $\mathcal{C}$, then $Y \cong Y''$. Therefore given a map $f : X \to Y$ in $\mathcal{M}/\mathcal{C}$, the domain and codomain of the representative $X' \to Y''$ are isomorphic to the original ones.

To prove that the quotient category is regular, we first show that the quotient is still finitely complete. Note that $\mathcal{M}/\mathcal{C}$ still has a zero object, as the filtered colimits defining $\text{Hom}_{\mathcal{M}/\mathcal{C}}(X, \ast)$ and $\text{Hom}_{\mathcal{M}/\mathcal{C}}(\ast, Y)$ are constant on the singleton set. Therefore the existence of finite limits is equivalent to the existence of pullbacks.

Consider a cospan in $\mathcal{M}/\mathcal{C}$ of the form

\[X_1 \xrightarrow{f_1} Z \leftarrow f_2 X_2\]

To find the pullback in $\mathcal{M}/\mathcal{C}$, we pick maps in $\mathcal{M}$ that represent $f_1$ and $f_2$, and form a common codomain $Z''$. 
Here, as in (8.5.1), $Z''$ is the quotient of $Z$ by the pushout $Z' = Z'_1 \cup Z'_2$ of the kernels $Z'_1$ and $Z'_2$, along their intersection inside of $Z$; $Z'$ is still in $\mathcal{C}$. Thus $Z''$ is a common codomain.

As the total righthand and bottom compositions also represent the maps $f_1,f_2$, we may pretend (up to renaming the $X'_i$ as $X_i$ and $Z''$ as $Z$) that this was our original situation. We know the fiber product $P = X_1 \times_Z X_2$ exists in $\mathcal{M}$ and we have projections $P \to X_1$ and $P \to X_2$ that give rise to maps in $\mathcal{M}/\mathcal{C}$. We just need to prove that $P$ has the requisite universal property.

Suppose that we have $T \in \mathcal{M}/\mathcal{C}$ fitting into a diagram

Then moving this picture over to $\mathcal{M}$, we can pick representatives $h,k$ for the maps from $T$ to obtain

There is a unique map from $T'$ to $P'' := X''_1 \times_{Z''} X''_2$. Moreover, the kernel of $P \to P''$ is the pullback $X'_1 \times_{Z'} X'_2$ of the kernels of $h$ and $k$. Since $\mathcal{C}$ is closed under finite limits, $P''$ is an admissible quotient of $P$. 
Therefore the map \( T' \to P'' \) represents a map \( T \to P \) in \( \mathcal{M}/\mathcal{C} \). Note that any other choice of representative for \( h, k \) will lead to an equivalent map \( T \to P \) in the filtered colimit, which proves uniqueness. Therefore the quotient category admits finite limits, and the quotient functor to \( \mathcal{M}/\mathcal{C} \) preserves these, as the limits are computed in \( \mathcal{M} \).

To see that \( \mathcal{M}/\mathcal{C} \) is regular, it remains to check that the quotient still admits coequalizers of kernel pairs which are stable under pullback. Suppose that \( f : X \to Y \) is a map in \( \mathcal{M}/\mathcal{C} \) and that we have already replaced the domain and codomain so that \( f : X \to Y \) is now in \( \mathcal{M} \). Then we can take the coequalizer of its kernel pair in \( \mathcal{M} \) to obtain \( X \times_Y X \rightrightarrows Y \xrightarrow{p} Z \). We will show that \( Y \xrightarrow{p} Z \) represents the coequalizer in \( \mathcal{M}/\mathcal{C} \). By the previous argument, the kernel pair \( X \times_Y X \rightrightarrows X \) in \( \mathcal{M}/\mathcal{C} \) is computed in \( \mathcal{M} \), as it is a finite limit.

Now \( X' \times_{Y'} X' \cong X \times_Y X \) in \( \mathcal{M}/\mathcal{C} \), because \( Y' \to Y \) and hence \( X' \to X \) are isomorphisms in \( \mathcal{M}/\mathcal{C} \). Thus the kernel pair for \( f' : X' \to Y' \) in \( \mathcal{M} \) also represents the kernel pair for \( f \) in \( \mathcal{M}/\mathcal{C} \). In particular, the coequalizer

\[
X' \times_{Y'} X' \rightrightarrows Y' \xrightarrow{f'} Z'
\]

gives us a map \( Z' \to T'' \); because \( Z' \cong Z \) we obtain a map \( Z \to T \) in \( \mathcal{M}/\mathcal{C} \) as required. Since this map is unique up to picking a different representative for \( Z \to T \), it is literally unique in \( \text{Hom}_{\mathcal{M}/\mathcal{C}}(Z,T) \). Because we have already shown that finite limits and coequalizers in \( \mathcal{M}/\mathcal{C} \) are computed in \( \mathcal{M} \), coequalizers of kernel pairs are stable under pullback in \( \mathcal{M}/\mathcal{C} \).

Finally, to show that the quotient functor \( Q : \mathcal{M} \to \mathcal{M}/\mathcal{C} \) is initial amongst those sending \( \mathcal{C} \) to zero, suppose that \( F : \mathcal{M} \to \mathcal{N} \) is another regular functor that sends every object in \( \mathcal{C} \) to zero. Then for any \( X,Y \in \mathcal{M} \), we obtain a map of filtered systems \( I \to \text{Sets} \) (where \( I = I_{X,Y} \) is the category of Lemma 8.7) given by

\[
\text{Hom}_\mathcal{M}(X',Y'') \to \text{Hom}_\mathcal{N}(F(X'),F(Y''))
\]

for each \( (X',Y'') \in I \). Because both the cokernel of \( X' \to X \) and the kernel of \( Y \to Y'' \) are in \( \mathcal{C} \), we obtain isomorphisms \( F(X') \cong F(X) \)
and $F(Y) \cong F(Y'')$, so that the codomain filtered system is essentially constant with value $\text{Hom}_N(F(X), F(Y))$. Taking the colimits yields a natural map $\text{Hom}_{\mathcal{M}/C}(X, Y) \to \text{Hom}_N(F(X), F(Y))$, which defines the functor $\widetilde{F} : \mathcal{M}/C \to \mathcal{N}$ as required. □

We do not expect the quotient to be adherent in general, nor do we require it for the application of [CZ, 8.6].

9. Comparison of localizations

We now prove the equivalence of the regular localization developed in the previous section and the CGW-localization from [CZ].

**Lemma 9.1.** If $\mathcal{M}$ is an adherent category, then, using the short exact sequences of $\mathcal{M}$, the associated double category $\mathcal{M}^{[d]}$ is an ACGW-category.

**Proof.** By Remark 8.2, $\mathcal{M}^{[d]}$ is a CGW category. To add the letter 'A', we need to check a few more axioms, listed in [CZ, 5.5–5.6]. Axiom (P) is the assertion that monomorphisms are closed under pullbacks, and cokernels are closed under pushouts (as we showed in the proof of Lemma 8.7).

For axiom (U), we need to check that commutative squares of monomorphisms give rise (upon taking cokernels) to pullback squares of cokernels; this was again proven in Construction 8.5 in the specific case of $X' = X'_1 \cup X'_2$, but the proof in the general case is identical. The mixed pullback square is defined using the factorizations of morphisms in a regular category; the object $X \bowtie_Y Z$, defined in [CZ, 5.6] for a composable pair $X \twoheadrightarrow Y \rightarrow Z$, is just the image of the composition. The compatibility condition follows from the uniqueness of such factorizations.

Axiom (S) concerns the pullback of monomorphisms and their associated cokernels. We have already checked everything required for this axiom in Construction 8.5. In particular, the restricted pushout of this axiom is just the pushout in the ambient category $\mathcal{M}$.

Finally, axiom (PP) uses the full strength of an adherent category. Because restricted pushouts for us are pushouts, Axiom (A3) guarantees that these always exist always exist. Pushouts also exist along cokernels, as we demonstrated in Construction 8.5, and there is no further compatibility to check as restricted pushouts are just pushouts (so they are appropriately functorial). □

**Lemma 9.2.** Let $\mathcal{C}$ be a Serre subcategory of an adherent category $\mathcal{M}$. Then the CGW-category $(\mathcal{M}/\mathcal{C})^{[d]}$ is equivalent to the CGW-quotient $\mathcal{M}^{[d]}/\mathcal{C}^{[d]}$. 
As noted in Section 3, it follows that $K(\mathcal{M}/C) \cong K(\mathcal{M}^{[d]}\setminus\mathcal{C}^{[d]})$. 

**Proof.** The definition of the CGW-quotient can be found at [CZ, 8.1].

The m-morphisms $V \rightarrow Z$ of the CGW-quotient $\mathcal{M}^{[d]}\setminus\mathcal{C}^{[d]}$ are defined as compositions

$$V \rightarrow W \leftarrow X \leftarrow Y \rightarrow Z$$

where the decoration $\bullet$ denotes that the (co)kernel of the map is in the Serre subcategory $C$. The monomorphisms $V \rightarrow Z$ of $\mathcal{M}/C$ are those that have a representative $V' \rightarrow Z''$ which has its kernel in $C$. Put another way, they are defined by

$$V \rightarrow V' \rightarrow Z'' \leftarrow Z.$$ 

We can take the pushout $Y$ of the span of monomorphisms to obtain an equivalent expression

$$V \rightarrow Y \leftarrow Z'' \leftarrow Z.$$ 

By inspection, kernel and the cokernel of $Z \rightarrow Y$ belong to $C$. This means that any monomorphism $V \rightarrow Z$ can be described as a right fraction in a way identical to [CZ, 8.3]. The same reasoning goes through to identify the m-morphisms in $\mathcal{M}/C$ with those in $\mathcal{M}^{[d]}\setminus\mathcal{C}^{[d]}$; the argument for the e-morphisms follows by dual reasoning.

We will make use of the following lemma concerning isomorphisms in the quotient category $\mathcal{M}/C$.

**Lemma 9.3.** Let $C$ be a Serre subcategory of an adherent category $\mathcal{M}$. Let $h: X \rightarrow V$ be an isomorphism in $\mathcal{M}/C$. Then there exists a representative $h': X' \rightarrow V''$ of $h$ in $\mathcal{M}$ which is a retract, and hence a monomorphism.

**Proof.** Because $h$ is an isomorphism, we know there must exist some inverse $p: V \rightarrow X$ such that $p \circ h = \text{id}_X$ in $\mathcal{M}/C$. If we pick representatives in $\mathcal{M}$ for $h, p$ and compose them as in the proof of Theorem 8.8, we obtain

$$X' \xrightarrow{h} V'' \xrightarrow{p} X'$$

for some $X' \rightarrow X$ and $V \rightarrow V''$. Because $h$ is a retract, it is a monomorphism.

**Theorem 9.4.** Let $C$ be a Serre subcategory of an adherent category $\mathcal{M}$. Then the double categories $\mathcal{C}^{[d]}$ and $\mathcal{M}^{[d]}$ satisfy conditions (W)
and (CGW) of [CZ, 8.6]. We therefore obtain a homotopy fiber sequence on $K$-theory:

$$K(C) \to K(M) \to K(M/C).$$

Special cases of Theorem 9.4 are given in [CZ, 8.3] and [HW, 3.5].

**Remark 9.4.1.** Condition (E) of [CZ, 8.6] is superfluous. It is used only in the proof of [CZ, 10.22], a lemma in service of their main localization theorem. However, in the absence of condition (E), the isomorphism of categories in *loc. cit.* may be weakened to an equivalence of categories, which still induces the requisite homotopy equivalence for the main theorem. We do not know whether condition (E) holds in general for the CGW-categories associated to a Serre subcategory of an adherent category, but fortunately it is extraneous.

**Proof.** We can apply [CZ, 8.6] to obtain the homotopy fiber sequence as soon as we verify these conditions. Condition (CGW) holds by Theorem 8.8 because $M/C$ is a regular category which is the ambient category of $M^{[d]}\backslash C^{[d]}$.

For condition (W), we will prove that the categories $\mathcal{I}^\mu_V$ and $\mathcal{I}^\nu_V$ are filtered for all $V \in M$. The category $\mathcal{I}^\mu_V$ has objects $(X, \phi)$ with $\phi: X \to V$ an isomorphism in $M/C$; the maps of $\mathcal{I}^\mu_V$ (under our hypotheses) are maps $g: X_1 \to X_2$ in $M$ which are sent to isomorphisms over $V$ in $M/C$. The category $\mathcal{I}^\mu_V$ is isomorphic to $\mathcal{I}^\nu_V$ by appealing to image factorizations, just as in the abelian case, cf. [CZ, 8.7]. Therefore it suffices to prove that $\mathcal{I}^\nu_V$ is filtered.

Recall that a nonempty category $I$ is filtered if two conditions hold. First, for any two objects $X, Y \in I$, there exists a third object $Z$ and maps $X \to Z$ and $Y \to Z$, i.e., $Z$ is an upper bound for $X$ and $Y$. Second, any two parallel arrows $g_1, g_2: X \to Y$ admit a weak coequalizer, i.e., some $h: Y \to Z$ such that $h \circ g_1 = h \circ g_2$. These conditions may be combined by saying that any finite diagram in $I$ admits a (non-unique) cocone.

Suppose we have two objects $(X_1, \phi_1)$ and $(X_2, \phi_2)$ of $\mathcal{I}^\nu_V$. If we choose representatives of $\phi_1$ and $\phi_2$ using Lemma 9.3, up to identifying their codomains we obtain

$$X_1' \xleftarrow{\phi_1} V'' \xrightarrow{\phi_2} X_2'$$

where the vertical arrows are maps in $M$ which become isomorphisms in $M/C$ and the horizontal arrows are monomorphisms in $M$. Taking
pushouts on the left and right we obtain

\[
\begin{array}{c}
X_1' \xrightarrow{\phi_1} V'' \xrightarrow{\phi_2} X_2' \\
X_1 \rightarrow Y_1 \downarrow \downarrow \downarrow \\
V \uparrow \uparrow \uparrow \\
Y_2 \leftarrow X_2
\end{array}
\]

and finally pushing out the central span gives

\[
\begin{array}{c}
X_1' \xrightarrow{\phi_1} V'' \xrightarrow{\phi_2} X_2' \\
X_1 \rightarrow Y_1 \downarrow \downarrow \downarrow \downarrow \\
V \uparrow \uparrow \uparrow \uparrow \uparrow \\
Y \downarrow \downarrow \downarrow \downarrow \\
X_1 \rightarrow Y_1 \leftarrow X_2
\end{array}
\]

The map \(\psi\) does not exist until we pass to the quotient category. The object \((Y, \psi)\) is then an upper bound for \((X_1, \phi_1)\) and \((X_2, \phi_2)\), which proves the first condition of \(I^m_V\) being filtered.

Supposing now that we have two parallel morphisms in \(I^m_V\)

\[
g_1, g_2: (X, \phi) \rightarrow (Y, \psi),
\]

we need to find a weak coequalizer. Since these are maps over \(V\), we have an equality of isomorphisms \(\psi \circ g_1 = \psi \circ g_2 = \phi\) in \(\mathcal{M}/\mathcal{C}\). Therefore \(\psi\) is nearly the map we want, but it does not exist in \(\mathcal{M}\).

To remedy this, we consider the map \(h = \psi^{-1} \circ \phi: X \rightarrow Y\) in \(\mathcal{M}/\mathcal{C}\). By Lemma 9.3, we may take a monic representative \(h: X' \rightarrow Y''\) with section \(p: Y'' \rightarrow X'\) such that \(p \circ h = \text{id}_{X'}\) in \(\mathcal{M}\). Since \(p\) represents \(\phi^{-1} \circ \psi\), we obtain a weak coequalizer by composing \(p\) with \(g_i\):

\[
\begin{array}{c}
X \xrightarrow{g_1} Y \xrightarrow{g_2} Y'' \xrightarrow{p} X'.
\end{array}
\]

Specifically, the weak coequalizer is \((Y, \psi) \rightarrow (X', \phi|_{X'})\) given by the canonical projection to \(Y''\) followed by \(p\).

We conclude that \(I^m_V\) and \(I^e_V\) are filtered, thus \(C\) is both \(m\)- and \(e\)-well represented in \(\mathcal{M}\). This proves that \(C \subset \mathcal{M}\) satisfies condition \((W)\), so applying [CZ, 8.6] we complete the proof.

\[
\square
\]

Remark 9.5. A recent preprint by Sarazola and Shapiro in [SS] also studies \(\mathcal{M}/\mathcal{C}\) using an alternative approach to ours which focuses more on the double-categorical aspects of Campbell-Zakharevich’s original work [CZ].
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