POLYHEDRAL PRODUCTS OVER FINITE POSETS

DAISUKE KISHIMOTO AND RAN LEVI

Abstract. Polyhedral products were defined by Bahri, Bendersky, Cohen and Gitler, to be spaces obtained as unions of certain product spaces indexed by the simplices of an abstract simplicial complex. In this paper we give a very general homotopy theoretic construction of polyhedral products over arbitrary pointed posets. We show that under certain restrictions on the poset \( P \), that include all known cases, the cohomology of the resulting spaces can be computed as an inverse limit over \( P \) of the cohomology of the building blocks. This motivates the definition of an analogous algebraic construction - the polyhedral tensor product. We show that for a large family of posets, the cohomology of the polyhedral product is given by the polyhedral tensor product. We then restrict attention to polyhedral posets, a family of posets that include face posets of simplicial complexes, and simplicial posets, as well as many others. We define the Stanley-Reisner ring of a polyhedral poset and show that, like in the classical cases, these rings occur as the cohomology of certain polyhedral products over the poset in question. For any pointed poset \( P \) we construct a simplicial poset \( s(P) \), and show that if \( P \) is a polyhedral poset then polyhedral products over \( P \) coincide up to homotopy with the corresponding polyhedral products over \( s(P) \).

Spaces constructed by basic topological operations from simpler ingredients have played an important role in homotopy theory since the early days of the subject. One example of such a family of space is polyhedral products - spaces obtained by “gluing together" finite cartesian products of spaces according to a “recipe" encoded in a simplicial complex. The concept was first defined by Bahri, Bendersky, Cohen, and Gitler [3] as a generalisation of two families of spaces that arose in the context of toric topology, namely the so called Davis-Januszkiewicz spaces and the closely related moment-angle complexes [8, 6]. Earlier example of similar ideas are present in works of Coxeter [7], Porter [22] and Anick [1].

Following these early works, polyhedral products were studies intensely, and were shown to exhibit remarkably regular behavior and relations with many topics in homotopy theory (See for instance [10, 11, 14, 16, 19, 17, 20, 23] for a partial list). Polyhedral products are topological spaces that are constructed by gluing together other spaces according to a “recipe" given by the combinatorial data in a simplicial complex. As such they are also of potential interest in applied algebraic topology, where one uses real data to generate associated topological objects, the properties of which inform on the generating data. This kind of applications may involved combinatorial objects that are not simplicial complexes, and defining polyhedral products in a more general context is part of the motivation for this paper.

In this paper we define polyhedral products in a more general context. Classically, polyhedral products are defined as colimits of certain functors over the face poset of a simplicial complex. Notbohm and Ray [20] showed that if one uses the homotopy colimit instead of the colimit, the resulting spaces coincide up to homotopy, and one has the additional computational advantage afforded by the Bousfield-Kan spectral sequence [4, p. 336]. In particular
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they show that the cohomology of the Davis-Januszkiewicz space, known to be isomorphic to the Stanley-Reisner ring of the complex $K$, is given by an inverse limit, while the higher derived functors of that inverse limit vanish in this case.

The starting point of our generalisation is the observation that the type of functors used in the standard definition of a polyhedral product easily generalises to any finite pointed poset (a poset with an initial object $\ast$). If $\mathcal{P}$ is a finite pointed poset, then the vertex set of $\mathcal{P}$ is the set $V_{\mathcal{P}}$ of all $v \in \text{Obj}(\mathcal{P})$, such that $a \preceq v$, if and only if $a = \ast$. For such a poset $\mathcal{P}$ and a collection of pairs of spaces $(X, A) = \{(X_v, A_v) \mid v \in V_{\mathcal{P}}\}$ we define a functor $\mathcal{Z}_{X,A}: \mathcal{P} \to \text{Top}$, and the polyhedral product $\mathcal{Z}_{P}(X, A)$ of the collection $(X, A)$ over $\mathcal{P}$ is defined to be the homotopy colimit of $\mathcal{Z}_{X,A}$ over $\mathcal{P}$. We show that in the known cases it coincides up to homotopy with existing models.

The definition of the polyhedral product motivates an algebraic analog - a polyhedral tensor product. One of the main aims of this paper is to show that under rather general hypotheses the cohomology of a polyhedral product is given by the corresponding polyhedral tensor product. To a finite pointed poset $\mathcal{P}$, a commutative ring with a unit $k$, and a collection of morphisms $\mathbf{a} = \{a_v: M_v \to N_v \mid v \in V_{\mathcal{P}}\}$ in $\text{Mod}_k$, we associate a functor $\mathcal{T}_{\mathcal{P},\mathbf{a}}: \mathcal{P}^{\text{op}} \to \text{Mod}_k$. The polyhedral tensor product of $\mathbf{a}$ over $\mathcal{P}$ is defined to be the inverse limit over $\mathcal{P}$ of the functor $\mathcal{T}_{\mathcal{P},\mathbf{a}}$ (Definition 1.5). The main example appears as the 0-th column in the Bousfield-Kan spectral sequence that computes $H^\ast(\mathcal{Z}_{P}(X, A), k)$.

To examine the cases in the cohomology of a polyhedral product is given by the corresponding polyhedral tensor product we need a vanishing result for higher limits over pointed posets. Our first theorem states that for any finite pointed poset and a certain family of functors on it, this is always the case.

**Theorem A.** Let $\mathcal{P}$ be a finite pointed poset, and let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor with a lower factoring section $S$ (see Definition 2.5). Then $F$ is acyclic, i.e.

$$\lim_{\mathcal{P}}^{-n}F = 0$$

for all $n > 0$.

Theorem A applies to any finite pointed poset, but imposes a nontrivial restriction on the functor $F$. We next show that under certain restrictions on the poset $\mathcal{P}$, and a mild assumption on the collection $\mathbf{a}$ of morphisms in $\text{Mod}_k$, the functor $\mathcal{T}_{\mathcal{P},\mathbf{a}}$ is acyclic.

**Theorem B.** Let $\mathcal{P}$ be a lower saturated poset and let $\mathbf{a} = \{a_v: M_v \to N_v \mid v \in V_{\mathcal{P}}\}$ be a collection of morphisms in $\text{Mod}_k$ that has a section (see Section 2.2). Then for each $n > 0$,

$$\lim_{\mathcal{P}}^{-n}\mathcal{T}_{\mathcal{P},\mathbf{a}} = 0.$$

Theorems A and B can be viewed as vanishing results for sheaf cohomology in certain circumstances, where the functors $F$ and $\mathcal{T}_{\mathcal{P},\mathbf{a}}$ are considered as sheaves of $k$-modules on $\mathcal{P}$, equipped with the standard Alexandroff topology (compare [2, 5, 26]). Here, as the main application of Theorem B we obtain a very general result that expresses the cohomology of a polyhedral product as the polyhedral tensor product of the appropriate collection of morphisms.

**Theorem C.** Let $\mathcal{P}$ be a lower saturated poset, let $(X, A) = \{(X_v, A_v) \mid v \in V_{\mathcal{P}}\}$ be a collection of pairs of spaces, and let $h^\ast$ be a generalised cohomology theory that satisfies the
strong form of the K"unneth formula. Let \( a = \{ a_v : h^*(X_v) \rightarrow h^*(A_v) \mid v \in V_P \} \) be the collection of maps induced by the inclusions, and assume that \( a_v \) has a section for each \( v \). Then

\[
h^*(Z_P(X,A)) \cong T_P(a).
\]

We next specialise to a very specific type of posets. A finite pointed poset \( P \) is said to be polyhedral if for every object \( x \in \text{Obj}(P) \), the sub-poset \( P_{\leq x} \) is a lower semilattice. In previous work of K. Iriye and the first named author \([15]\), polyhedral products over a lower semilattice were studied in the context of a more general family of spaces, defined as colimits over a lower semilattice. Polyhedral posets are of course more general than lower semilattices, and also include all simplicial posets. Our next theorem is an explicit calculation of the polyhedral tensor product over any polyhedral poset of a family of augmentation morphisms \( e = \{ e_v : P_k[v] \rightarrow k \mid v \in V_P \} \), where \( P_k[v] \) denotes the ring of polynomials in \( v \) over \( k \).

**Theorem D.** Let \( P \) be a finite polyhedral poset. For a subset \( S \subseteq \text{Obj}(P) \), let \( [\forall S] \) denote the set of all minimal upper bounds of the set \( S \) in \( P \). Then there is an isomorphism

\[
T_P(e) \cong P_k[\text{Obj}(P)]/I_P,
\]

where the ideal \( I_P \) is generated by:

(a) \( \ast - 1 \);
(b) \( x - y \), if \( x < y \) and \( V(x) = V(y) \);
(c) \( \prod_{x \in S} x \), for \( S \subset \text{Obj}(P) \) with \( [\forall S] = \emptyset \);
(d)

\[
\prod_{\mathclap{R \subseteq S \mid |R| \text{ is odd}}} R - \left( \prod_{\mathclap{R \subseteq S \mid |R| \text{ is even}}} R \right) \cdot \left( \sum_{z \in [\forall S]} z \right),
\]

for \( S \subset \text{Obj}(P) \) with \( [\forall S] \neq \emptyset \).

Motivated by Theorem \( D \), we define the Stanley-Reisner ring of a polyhedral poset \( P \) to be the algebra

\[
k[P] \overset{\text{def}}{=} T_P(e).
\]

This generalises the definition of the Stanley-Reisner ring of a simplicial complex \([24\text{, p. 62}]\) and of a simplicial poset \([25\text{, Definition 3.3}]\), all of which are particular cases of the Stanley-Reisner ring of a polyhedral poset, as defined above. Another consequence that follows from Theorems \( C \) and \( D \) is that the Stanley-Reisner ring of a polyhedral poset is realisable as the cohomology ring of the polyhedral product \( Z_P(\mathbb{C}P^\infty, \ast) \).

For an arbitrary finite pointed poset \( P \), we construct a new poset \( s(P) \), that is a simplicial poset with the same vertex set as \( P \), together with a poset map \( P \rightarrow s(P) \). The poset \( s(P) \) will be referred to as the simplicial transform of \( P \). If \( P \) is a polyhedral poset, then under some mild hypotheses we obtain a homotopy equivalence between a polyhedral product over \( P \) and the polyhedral product over its simplicial transform.

**Theorem E.** Let \( P \) be a finite reduced polyhedral poset and \( (X,A) = \{ (X_v,A_v) \mid v \in V_P \} \) be a collection of NDR-pairs such that \( X_v \neq A_v \) for all \( v \). Then there is a natural map

\[
Z_P(X,A) \rightarrow Z_{s(P)}(X,A)
\]
that is a homotopy equivalence.

We end the paper with a discussion of a special family of posets. We say that a finite pointed poset is regular, if for any two objects \( x, y \in \text{Obj}(\mathcal{P}) \), such that \( |V(x)| = |V(y)| \), the sub-posets \( \mathcal{P}_{\leq x} \) and \( \mathcal{P}_{\leq y} \) are isomorphic. For a finite regular polyhedral poset \( \mathcal{P} \) we produce a formula that relates the \( f \)-vector of the simplicial transform \( s(\mathcal{P}) \) and the \( f \)-vector of \( \mathcal{P} \). One outcome of this is Proposition 7.6, which gives an expression for the Poincaré series of \( k[\mathcal{P}] \) for any finite regular polyhedral poset \( \mathcal{P} \) in terms of its \( f \)-vector.

The paper is organised as follows. Section 1 contains some preliminary material. We set our terminology, define polyhedral products and polyhedral tensor products, and recall some known results. In Section 2 we recall some basic facts on higher limits. We then define the notion of a lower factoring section for a functor defined on a poset \( \mathcal{P} \), and prove Theorem A (as Theorem 2.8). In Section 3 we study lower saturated posets, and prove Theorems B and C (as Theorems B and 3.6 respectively). We also give a simple example that shows that the lower saturation condition is actually essential to guarantee the vanishing of higher limits. Section 4 is dedicated to polyhedral posets and Stanley-Reisner rings over them. In particular we prove Theorem D (as Theorem 4.10). Section 5 is aimed at proving Proposition 5.6, which claims that under some mild hypotheses defining polyhedral products over a finite polyhedral poset as a colimit or a homotopy colimit makes no difference up to homotopy. In Section 6 we introduce the simplicial transform and prove Theorem E (as Theorem 6.6). Finally Section 7 is dedicated to regular polyhedral posets, their \( f \)-vectors and some consequences.

1. Polyhedral products over finite posets

In this preliminary section we set our conventions and terminology, define the main object of study - polyhedral products over finite pointed posets, and recall some known facts about polyhedral products and associated algebraic structures.

1.1. Posets. Throughout this paper we regard a poset \( \mathcal{P} \) as a small category, where the elements of \( \mathcal{P} \) form the object set \( \text{Obj}(\mathcal{P}) \) of the corresponding category, and for each order relation \( x \leq y \) in \( \mathcal{P} \), one has a unique morphism \( \iota_{x,y} \). If \( x \leq y \) but \( x \neq y \) we may sometime use \( x < y \) to express the relation between \( x \) and \( y \). When referring to objects, we will almost always write \( x \in \mathcal{P} \) when we actually mean \( x \in \text{Obj}(\mathcal{P}) \) for short.

A poset \( \mathcal{P} \) is said to be pointed if it contains an initial object, i.e. an object \( \ast \) such that \( \ast \leq x \) for any \( x \in \mathcal{P} \). We refer to the object \( \ast \) as the base point of \( \mathcal{P} \). An object \( x \) in a pointed poset \( \mathcal{P} \) is said to be minimal if \( y < x \) implies \( y = \ast \).

**Definition 1.1.** Let \( \mathcal{P} \) be a finite pointed poset. If \( p \in \mathcal{P} \) is any object, and \( v \in \mathcal{P} \) is a minimal object such that \( v \leq p \) in \( \mathcal{P} \), then we say that \( v \) is a vertex of \( p \). The collection of all minimal objects of \( \mathcal{P} \) will be referred to as the vertex set of \( \mathcal{P} \) and is denoted \( V_\mathcal{P} \). The collection of vertices of an object \( p \in \mathcal{P} \) is denoted \( V_\mathcal{P}(p) \), or simply \( V(p) \) if the ambient poset \( \mathcal{P} \) is fixed.

Notice that the base point in a pointed poset is not a vertex.

Let \( \mathcal{P} \) be any poset and let \( x, y \in \mathcal{P} \) be any objects. The meet of \( x \) and \( y \), denoted \( x \wedge y \), is the greatest lower bound of \( x \) and \( y \) in \( \mathcal{P} \). Similarly, the join of \( x \) and \( y \), denoted \( x \vee y \), is the least upper bound of \( x \) and \( y \). If \( S \) is a finite set of objects in \( \mathcal{P} \), then one can similarly
define the \textit{meet of} $S$ and the \textit{join of} $S$, denoted $\land S$ and $\lor S$, respectively. Clearly neither join nor meet need exist in general, but if they do then they are unique by definition.

On the other hand, two objects $x, y \in P$ may have one or more lower bounds, and among those there is the subset of \textit{maximal objects}, i.e., those objects $z \in P$ such that $z \leq x, y$ and if $z' \leq x, y$ is another lower bound, then either $z' \leq z$, or $z$ and $z'$ are not comparable in $P$. Similarly, two objects in $P$ may have one or more upper bounds, and among those there is the subset of \textit{minimal objects}. A meet of two or more objects is always a maximal lower bound and a join is always a minimal upper bound. However, a maximal lower bound is a meet if and only if it is unique, and similarly for a minimal upper bound. For a finite set $S$ of objects in $P$, let $[\land S]$ and $[\lor S]$ denote the set of all maximal lower bounds, and minimal upper bounds of $S$, respectively.

For any poset $P$ and any object $x \in P$, let $P_{\leq x}$ and $P_{\geq x}$ denote the (full) sub-posets of $P$ with objects

\[
\text{Obj}(P_{\leq x}) = \{ y \in P \mid y \leq x \}, \quad \text{and} \quad \text{Obj}(P_{\geq x}) = \{ y \in P \mid y \geq x \}.
\]

1.2. Polyhedral product. We are now ready to define the main object of study in this paper, i.e. polyhedral products over finite pointed posets. As motivation, we recall first the definition of polyhedral products over finite simplicial complexes \cite{3}, and then proceed to introduce our generalisation.

Let $K$ be a simplicial complex with vertex set $\{1, 2, \ldots, m\}$ and let $F(K)$ be its face poset. Let $(X, A) = \{(X_i, A_i)\}_{i=1}^m$ be a collection of pairs of spaces indexed by vertices of $K$. Define a functor $Z^K_{X,A} : F(K) \to \text{Top}$ by

\[
Z^K_{X,A}(\sigma) = \prod_{i=1}^m Y_i \quad \text{such that} \quad Y_i = \begin{cases} X_i & i \in \sigma \\ A_i & i \notin \sigma \end{cases}
\]

on objects, and if $\sigma \leq \tau \in F(K)$, then $Z^K_{X,A}(\iota_{\sigma, \tau})$ is defined to be the obvious inclusion. The polyhedral product of $(X, A)$ over $K$ is defined by

\[
Z^K(X, A) \overset{\text{def}}{=} \colim_{F(K)} Z^K_{X,A}.
\]

If $(X_i, A_i) = (X, A)$ for all $1 \leq i \leq m$, then we denote the polyhedral product of $(X, A)$ over $K$ by by $Z_K(X, A)$.

The moment-angle complex and the Davis Januszkiewicz space \cite{3, 8} for a simplicial complex $K$ are particular examples of the polyhedral products $Z_K(D^2, S^1)$ and $Z_K(\mathbb{C}P^\infty, *)$ respectively.

Let $P$ be a finite pointed poset with vertex set $V_P$. Then the assignment $x \mapsto V_P(x)$ gives rise to a functor from $P$ to the power set of $V_P$ regarded a poset by the inclusion ordering. On the other hand, the power set of $V_P$ regarded as a poset is isomorphic to the face poset of a simplex on the vertex set $V_P$, and one can define polyhedral products on that face poset, and by composition on any finite pointed poset. However, the colimit may behave badly for general finite pointed posets, and so replacing it by a homotopy colimit makes sense. In particular, if $(X, A)$ consists of NDR-pairs and $P = F(K)$ is the face poset of a finite simplicial complex $K$, then it follows from \cite{27} Projection Lemma 1.6 that the natural projection

\[
hcolim_{F(K)} Z^{F(K)}_{X,A} \to \colim_{F(K)} Z^K_{X,A}
\]
is a homotopy equivalence. Thus the following definition is a natural generalisation of the standard definition of polyhedral products.

**Definition 1.2.** Let $\mathcal{P}$ be a finite pointed poset and $(X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\}$ be a collection of pairs of spaces indexed by vertices of $\mathcal{P}$.

1) Define a functor $Z^\mathcal{P}_{X, A} : \mathcal{P} \to \text{Top}$ by

$$Z^\mathcal{P}_{X, A}(x) = \prod_{v \in V_\mathcal{P}} Y_v,$$

where $Y_v = \begin{cases} X_v & v \in V(x) \\ A_v & v \notin V(x) \end{cases}$

on objects, and if $x \leq y \in \mathcal{P}$, let $Z^\mathcal{P}_{X, A}(t_{x,y})$ be the obvious inclusion.

2) Define the polyhedral product of $(X, A)$ over $\mathcal{P}$ by

$$Z_\mathcal{P}(X, A) \overset{\text{def}}{=} \text{hocolim}_\mathcal{P} Z^\mathcal{P}_{X, A}.$$

1.3. **Polyhedral tensor products.** Let $\mathbb{k}$ be a commutative ring with a unit, and let $\text{Mod}_\mathbb{k}$ the category of $\mathbb{k}$-modules. Given a finite pointed poset $\mathcal{P}$ and a collection of morphisms in $\text{Mod}_\mathbb{k}$ indexed by the vertices of $\mathcal{P}$, we define a construction that is an algebraic analog of the polyhedral product of spaces. Since the vertices of $\mathcal{P}$ are not ordered in general, doing so requires a way of constructing a tensor product of modules that is independent of any ordering of the indexing set. In the category of commutative algebras over $\mathbb{k}$, tensor product is the categorical coproduct, and hence can be defined abstractly as a colimit over a discrete category, without any reference to ordering. However, such description is not available in $\text{Mod}_\mathbb{k}$. This motivates the following definition.

**Definition 1.3.** Let $S$ be a finite set and let $M = \{M_s \mid s \in S\}$ be a collection of $\mathbb{k}$-modules indexed by the elements of $S$.

1) Let $\Gamma(S, M)$ denote the set of all sections of the obvious projection $\pi : \prod_{s \in S} M_s \to S$.

2) Let $\mathbb{k}\Gamma(S, M)$ be the free $\mathbb{k}$-module generated by $\Gamma(S, M)$. Let $U(S, M) \subseteq \mathbb{k}\Gamma(S, M)$ be the submodule generated by the following elements:

i) $\gamma_1 + \gamma_2 - \gamma_3$, where $\gamma_i(s) = \gamma_j(s)$ for all $1 \leq i, j \leq 3$ and all $s \in S$ except some $s_0$ for which $\gamma_3(s_0) = \gamma_1(s_0) + \gamma_2(s_0)$.

ii) $a \cdot \gamma_1 - \gamma_2$ for some $a \in \mathbb{k}$, where $\gamma_1(s) = \gamma_2(s)$ for all $s \in S$ except some $s_0$ for which $\gamma_2(s_0) = a\gamma_1(s_0)$.

In ii) above, $a \cdot \gamma_1$ means multiplication of the basis element $\gamma_1 \in \mathbb{k}\Gamma(S, M)$ by $a$, while $a\gamma_1$ means multiplication of the element $\gamma_1(s_0) \in M_{s_0}$ by $a$.

Define the tensor product of $\{M_s \mid s \in S\}$ to be the quotient module

$$\bigotimes_{s \in S} M_s \overset{\text{def}}{=} \mathbb{k}\Gamma(S, M)/U(S, M).$$

**Lemma 1.4.** Let $S$ be a finite set. Then any ordering $\{s_1, s_2, \ldots, s_n\}$ on the elements of $S$ determines a canonical isomorphism

$$\bigotimes_{s \in S} M_s \cong \bigotimes_{i=1}^n M_{s_i}.$$
Define the functor \( \alpha = \{ \alpha_s : M_s \to N_s \mid s \in S \} \) is a collection of morphisms in \( \text{Mod}_k \), then there is an induced morphism

\[
\bigotimes_{s \in S} \alpha_s : \bigotimes_{s \in S} M_s \to \bigotimes_{s \in S} N_s.
\]

**Proof.** Write \( M_i \) for \( M_{s_i} \) for short. Then the first statement amounts to the obvious identities in the standard tensor product:

\[
m_1 \otimes \cdots \otimes (m'_3 + m''_3) \otimes \cdots m_n = m_1 \otimes \cdots \otimes m'_3 \otimes \cdots m_n + m_1 \otimes \cdots \otimes m''_3 \otimes \cdots m_n,
\]

and

\[
a(m_1 \otimes \cdots m_{i_0} \otimes \cdots m_n) = m_1 \otimes \cdots \otimes a m_{i_0} \otimes \cdots m_n.
\]

Let \( a \) be a collection of morphisms in \( \text{Mod}_k \), as above. Then composition with the \( \alpha_s \) induce a map \( \alpha : k\Gamma(S, A) \to k\Gamma(S, B) \), where \( A = \{ A_s \mid s \in S \} \) and \( B = \{ B_s \mid s \in S \} \).

If \( \gamma_i \in \Gamma(S, M) \), \( i = 1, 3 \), are elements satisfying the relation i) above, then for each \( s \in S \) except \( s_0 \), \( \alpha_s(\gamma_i(s)) = \alpha_s(\gamma_j(s)) \) for all \( 1 \leq i, j \leq 3 \), and the relation

\[
\alpha_{s_0}(\gamma_3(s_0)) = \alpha_{s_0}(\gamma_1(s_0)) + \alpha_{s_0}(\gamma_2(s_0))
\]

holds in \( k\Gamma(S, B) \). Similarly one verifies the corresponding statement for the relation ii). Hence \( \alpha_s(U(S, A)) \subseteq U(S, B) \), and one obtains the induced map \( \bigotimes_{s \in S} \alpha_s \), as stated.

We are now ready to define polyhedral tensor products.

**Definition 1.5.** Let \( \mathcal{P} \) be a finite pointed poset and let \( a = \{ a_v : M_v \to N_v \mid v \in V_P \} \) a collection of morphisms in \( \text{Mod}_k \) indexed by the vertices of \( \mathcal{P} \). For each object \( p \in \mathcal{P} \) and \( v \in V(p) \), define

\[
C_{p,v} = \begin{cases} 
M_v & v \in V(p) \\
N_v & v \notin V(p)
\end{cases},
\]

and let \( C_p = \{ C_{p,v} \mid v \in V_P \} \).

1) Define a functor \( \mathcal{T}_{\mathcal{P}, a} : \mathcal{P}^{\text{op}} \to \text{Mod}_k \) by

\[
\mathcal{T}_{\mathcal{P}, a}(p) = \bigotimes_{v \in V_P} C_{p,v}
\]

on objects, and if \( p \leq q \) let \( \mathcal{T}_{\mathcal{P}, a}(t_{p,q}) : \mathcal{T}_{\mathcal{P}, a}(q) \to \mathcal{T}_{\mathcal{P}, a}(p) \) be defined by

\[
\mathcal{T}_{\mathcal{P}, a}(t_{p,q}) = \bigotimes_{v \in V_P} f_v, \quad \text{where} \quad f_v = \begin{cases} 
1_{M_v} & v \in V(p) \\
\alpha_v & v \in V(q) \setminus V(p) \\
1_{N_v} & v \notin V(p).
\end{cases}
\]

Define the polyhedral tensor product of \( a \) over \( \mathcal{P} \) by

\[
\mathcal{T}_{\mathcal{P}}(a) = \lim_{\mathcal{P}} \mathcal{T}_{\mathcal{P}, a}.
\]

An important example of polyhedral tensor products arises naturally as the cohomology of polyhedral products. Let \( \mathcal{P} \) be a finite pointed poset and \( (X, A) = \{(X_v, A_v) \mid v \in V_P \} \) be a collection of pairs of spaces, indexed by \( V_P \). Let \( k \) be a field, and let \( h^* \) be a cohomology theory that takes values in \( k \)-vector spaces, and which satisfies the strong form of the Künneth formula:

\[
h^*(X \times Y) \cong h^*(X) \otimes h^*(Y).
\]
For each $v \in V_P$, set $M_v = h^*(X_v)$, $N_v = h^*(A_v)$ and let $a_v : M_v \to N_v$ be the map induced on cohomology by the inclusion $A_v \subseteq X_v$. Let $\mathcal{T}_{P,a} \overset{\text{def}}{=} h^* \circ \mathcal{Z}_{X,A}^P$. Thus
\[ \mathcal{T}_P(a) \cong \lim_P (h^* \circ \mathcal{Z}_{X,A}^P). \] (1.1)

We will show that under certain circumstances $h^*(\mathcal{Z}_P(X,A))$ is given by the polyhedral tensor product $\mathcal{T}_P(a)$ (See Theorem 3.6).

1.4. **Stanley-Reisner ring.** Let $K$ be a simplicial complex with vertices $v_1, \ldots, v_m$. The *Stanley-Reisner ring* for $K$ is defined by
\[ k[K] = k[v_1, \ldots, v_m]/(v_i \cdots v_k | \{v_i, \ldots, v_k\} \not\in K). \]

Davis and Januszkiewicz [8, Theorem 4.8] proved that there is an isomorphism
\[ H^*(\mathcal{Z}_K(\mathbb{C}P^\infty,*)) \cong k[K]. \] (1.2)

Notbohm and Ray [20, Section 3] considered $\mathcal{Z}_K(\mathbb{C}P^\infty,*$) as a homotopy colimit, and proved that
\[ H^n(F(K); H^* \circ \mathcal{Z}_{\mathbb{C}P^\infty,*}^K) \cong \begin{cases} k[K] & n = 0 \\ 0 & n \geq 1. \end{cases} \] (1.3)

Thus, using the Bousfield-Kan spectral sequence [4, p. 336], they recovered the isomorphism (1.2). Hence their result can be stated as saying that the cohomology of the polyhedral product is given by the polyhedral tensor product.

Recall that $P$ is a *simplicial poset* if for each $x \in P$, the sub-poset $P_{\leq x}$ is isomorphic to a boolean algebra, i.e. the face poset of a simplex. Obviously, the face poset of a simplicial complex is a simplicial poset, but the converse is false. For example, if $P$ is a poset with the Hasse diagram:

```
*  \\
\|   \|   \\
\|   \|   \\
\|   \|   \\
\|   \|   \\
```

then it is a simplicial poset but not the face poset of any simplicial complex.

For any set $X$, let $P_k[X]$ denote the polynomial algebra over $k$ generated by a set $X$. Stanley [25] generalised the definition of the Stanley-Reisner ring of a simplicial complex to simplicial posets.

**Definition 1.6 ([25, Definition 3.3]).** Let $P$ be a finite simplicial poset. The *Stanley-Reisner ring* for $P$ over $k$ is defined by
\[ k[P] = P_k[\text{Obj}(P)]/I_P, \]
where the ideal $I_P$ is generated by the following elements:

(i) $* - 1$;

(ii) $xy$, if $[x \vee y] = \emptyset$;

(iii) $xy - (x \wedge y) \sum_{z \in [x \vee y]} z$, if $[x \vee y] \neq \emptyset$. 

Part iii) of the definition of $I_P$ uses the observation that if $P$ is simplicial poset and $x, y \in P$ have a common upper bound, then they have a meet $x \land y$. The proof is elementary.

If $P = F(K)$ is the face poset of a simplicial complex $K$, then it follows easily that the map $V_P \to k[P]$ extends to an isomorphism $k[K] \to k[P]$, and so Stanley-Reisner rings of simplicial posets are a generalisation of the corresponding construction for simplicial complexes. We will see below (Corollary 4.11) that if $P$ is a simplicial poset, then $H^*(Z_P(\mathbb{C}P^\infty, *))$ is isomorphic to the Stanley-Reisner ring for $P$, which in turn is the polyhedral tensor product $T_P(e)$, where $e = \{e_v \mid v \in V_P\}$, and $e_v : H^*(\mathbb{C}P^\infty, k) \rightarrow k$ is the augmentation for all $v \in V_P$. This was proven by Lü and Panov in [18, Lemma 2.5 and Remark 3.2].

## 2. Acyclic functors on finite posets

In this section we study functors defined on arbitrary pointed posets from the point of view of their higher limits, or equivalently functor cohomology. The aim of the section is to characterise a family of functors that are acyclic, i.e., for which all higher limits vanish.

### 2.1. Functor cohomology and the derived functors of the inverse limit.

We start by recalling the definition of higher limits and some basic properties. Let $P$ be a small category, let $\text{Ab}$ be the category of abelian groups, and let $F : P^{op} \to \text{Ab}$ be a functor. Recall that the cohomology of $P$ with coefficients in $F$ can be computed as the cohomology of the cochain complex defined as follows:

$$C^n(P, F) = \prod_{x_0 \rightarrow \cdots \rightarrow x_n} F(x_0),$$

with a differential $\delta : C^n(P, F) \to C^{n+1}(P, F)$ given by

$$(\delta c)(x_0 \rightarrow \cdots \rightarrow x_{n+1}) = F(x_0 \rightarrow x_1)(c(x_1 \rightarrow \cdots \rightarrow x_{n+1})) + \sum_{k=1}^i (-1)^k c(x_0 \rightarrow \cdots \hat{x}_k \cdots \rightarrow x_{n+1})$$

for $c \in C^n(P, F)$. Then

$$H^n(P, F) = H^n(C^n(P, F), \delta).$$

By definition

$$H^0(P, F) \cong \lim_P F, \quad \text{and for } n > 0 \quad H^n(P, F) \cong \lim_P^n F,$$

the derived functors of the inverse limit, frequently referred to as the higher limits of $F$. In particular, if $F$ is a constant functor on $P$ with value $A \in \text{Ab}$, then $H^*(P, F) \cong H^*(BP, A)$, where $BP$ denotes the geometric realisation of the nerve of $P$.

We proceed with some observations on higher limits that are relevant to our context. Recall that a sub-poset $Q \subseteq P$ is said to be an upper set in $P$, if $y \in Q$ implies $x \in Q$ for all $x \succeq y$. For $x \in P$, the sub-poset $P_{\geq x}$ is an upper set, and every upper set in $P$ is the union of $P_{\geq x}$. More generally one has the following.

**Definition 2.1.** Let $P$ be a category and $Q \subseteq P$ a subcategory. We say that $Q$ is closed upwards if for each $y \in Q$ and $x \in P$, the $\text{Mor}_P(y, x) \neq \emptyset$ implies $x \in Q$. If $S \subseteq \text{Obj}(P)$ is a collection of objects, then the upwards closure of $S$ in $P$ is the full subcategory of $P$ whose objects are all those $x \in P$ such that $P(y, x) \neq \emptyset$ for some $y \in S$. 

Subcategories of a small category that are closed upwards have the following pleasant property.

**Lemma 2.2.** Let $\mathcal{P}$ be a small category and let $\mathcal{Q} \subseteq \mathcal{P}$ be a subcategory that is closed upwards. Let $\mathcal{A}$ be an abelian category and let $F: \mathcal{P}^{\text{op}} \to \mathcal{A}$ be a functor. Assume that $F(p) = 0$ for all $p \in \mathcal{P} \setminus \mathcal{Q}$. Then for all $n \geq 0$,

$$\varprojlim_{\mathcal{P}} F \cong \varprojlim_{\mathcal{Q}} F|_{\mathcal{Q}}.$$

**Proof.** By Definition

$$C^n(\mathcal{P}; F) \overset{\text{def}}{=} \prod_{x_0 \to \cdots \to x_n} F(x_0).$$

Since $\mathcal{Q}$ is closed upwards, $C^n(\mathcal{P}; F)$ can be split as a product

$$C^n(\mathcal{P}; F) = \prod_{x_0 \in \mathcal{P} \setminus \mathcal{Q}} F(x_0) \times \prod_{x_0 \in \mathcal{Q}} F(x_0) = \prod_{x_0 \in \mathcal{P} \setminus \mathcal{Q}} F(x_0) \times C^n(\mathcal{Q}, F|_{\mathcal{Q}}).$$

But the first factor vanishes by assumption, and hence the obvious inclusion

$$C^*(\mathcal{Q}, F|_{\mathcal{Q}}) \overset{\text{inc}}{\to} C^*(\mathcal{P}, F)$$

is an isomorphism of cochain complexes. The claim follows. \qed

**Proposition 2.3.** Fix an abelian group $A$, a poset $\mathcal{P}$ and an object $x \in \mathcal{P}$. Define a functor $A_x: \mathcal{P}^{\text{op}} \to \text{Ab}$ by

$$A_x(y) = \begin{cases} A & y \in \mathcal{P}_{\geq x} \\ 0 & y \notin \mathcal{P}_{\geq x} \end{cases} \quad \text{and} \quad A_x(y \leq z) = \begin{cases} 1_A & y \in \mathcal{P}_{\geq x} \\ 0 & y \notin \mathcal{P}_{\geq x}. \end{cases}$$

Then $\varprojlim_{\mathcal{P}} A_x = 0$ for all $i > 0$.

**Proof.** Since $\mathcal{P}_{\geq x}$ is an upper set in $\mathcal{P}$, away from which $A_x$ vanishes,

$$\varprojlim_{\mathcal{P}} A_x \cong \varprojlim_{\mathcal{P}_{\geq x}} A_x|_{\mathcal{P}_{\geq x}}$$

for all $i \geq 0$ by Lemma 2.2. Since $A_x|_{\mathcal{P}_{\geq x}}$ is the constant functor with value $A$,

$$\varprojlim_{\mathcal{P}_{\geq x}} A_x|_{\mathcal{P}_{\geq x}} \cong H^i(B\mathcal{P}_{\geq x}, A).$$

But since $\mathcal{P}_{\geq x}$ has an initial object $x$, $B\mathcal{P}_{\geq x}$ is contractible, and so $H^i(B\mathcal{P}_{\geq x}; A) = 0$ for $i > 0$. \qed

Let $\mathcal{P}$ be any small category, and let $F, G: \mathcal{P}^{\text{op}} \to \text{Ab}$ be functors. We say that $G$ is a subfunctor of $F$, and denote this relation by $G \leq F$, if for each object $x \in \mathcal{P}$, $G(x) \leq F(x)$ and the inclusion forms a natural transformation $G \to F$. If $G \leq F$, then the quotient functor $F/G: \mathcal{P}^{\text{op}} \to \text{Ab}$ is defined by $(F/G)(x) = F(x)/G(x)$ with the obvious effect on morphisms. There is a canonical projection transformation $F \to F/G$ and an exact sequence of functors $0 \to G \to F \to (F/G) \to 0$. The following lemma is elementary.

**Lemma 2.4.** Let $\mathcal{P}$ be a small category, let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor, and let $G \leq F$ be a subfunctor. Then there is a long exact sequence

$$\cdots \to \varprojlim_{\mathcal{P}} F \to \varprojlim_{\mathcal{P}} F/G \to \varprojlim_{\mathcal{P}} F/\overset{i+1}{G} \to \cdots.$$
2.2. Lower factoring sections. Let $\mathcal{P}$ be a poset and let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor. We say that $F$ admits a section if there is a functor $S: \mathcal{P} \to \text{Ab}$ satisfying the following conditions:

(a) $S(x) = F(x)$ for all $x \in \mathcal{P}$;
(b) For all $x \leq y \in P$, $S(t_{x,y})$ is a right inverse for $F(t_{x,y})$, i.e., $F(t_{x,y}) \circ S(t_{x,y}) = 1_{F(x)}$.

We are interested in the higher limits of certain functors, and in particular in conditions that will guarantee that the higher limits vanish. In general the higher limits of functors with a section are not trivial. Indeed, the simplest example of a functor with a section is any constant functor. But the higher limits of such a functor on a poset $\mathcal{P}$ are the cohomology groups of $B\mathcal{P}$ with coefficients in the value of the functor, and these do not vanish in general. Thus we restrict attention to functors on a that satisfy a stronger requirement.

**Definition 2.5.** Let $\mathcal{P}$ be a pointed poset, and let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor. We say that $F$ has a lower factoring section $S$, if $S$ is a section for $F$ and, in addition, if for any pair of objects $x, y \in P$ that have an upper bound $z \geq x, y$, there is a lower bound $w \leq x, y$ such that the diagrams

$$
\begin{array}{ccc}
S(t_{x,z}) & F(z) & F(t_{y,z}) \\
F(x) & F(y) & F(z) \\
F(t_{w,x}) & S(t_{w,y}) & F(t_{w,y})
\end{array}
$$

commute.

In Definition 2.5 the factorisation condition must hold for any pair $x, y$. Hence it suffices to require that one of the squares in Diagram (2.1) commutes, as commutativity of the other would follow by symmetry.

**Lemma 2.6.** Let $\mathcal{P}$ be a pointed poset, and let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor with a lower factoring section $S$. Then the following statements hold:

(a) Let $u \in \mathcal{P}$ be a minimal object, let $\mathcal{P}_0 \subseteq \mathcal{P}$ be the full sub-poset on all objects but $u$, and assume $F(u) = F(*) = 0$. Then $S|_{\mathcal{P}_0}$ is a lower factoring section of $F|_{\mathcal{P}_0}$.
(b) If $F_0 \leq F$ is a subfunctor such that $S$ restricts to a lower factoring section $S_0 \leq S$ for $F_0$, then $S/S_0$ is a lower factoring section for $F/F_0$.

**Proof.** Clearly, $S|_{\mathcal{P}_0}$ is a section of $F|_{\mathcal{P}_0}$, so to prove part (a) it remains to check that $S|_{\mathcal{P}_0}$ is lower factoring. By assumption, given $x, y \in \mathcal{P}_0$ and an upper bound $z \geq x, y$, there is a lower bound $w \in \mathcal{P}$ for $x$ and $y$, such that the diagrams (2.5) above commute. If $w \neq u$, then these diagrams are contained in $\mathcal{P}_0$. On the other hand, if $w = u$, then $F(u) = 0$, and so

$$
F(t_{u,z}) \circ S(t_{x,z}) = 0 = F(t_{x,z}) \circ S(t_{y,z}).
$$

Hence we may set $w = *$, which is an object in $\mathcal{P}_0$ by definition, and clearly satisfies the requirement.
Since $S_0$ is a subfunctor of $S$, we have a functor $S/S_0$ which is obviously a section of $F/F_0$. Commutativity of Diagrams (2.5) for $F/F_0$ and $S/S_0$ follows at once, and so $S/S_0$ is a lower factoring section of $F/F_0$. This proves Part (b).

2.3. Acyclicity of functors with lower factoring sections. The following lemma is the key to prove the main theorem of this section.

Lemma 2.7. Let $\mathcal{P}$ be a pointed poset and let $F: \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor that admits a lower factoring section $S$ and such that $F(*) = 0$. Let $u \in \mathcal{P}$ be a minimal object. Then there is a subfunctor $F_u \leq F$ that is locally constant on $\mathcal{P}_{\geq u}$, with $F_u(x) \cong F(u)$ for all $x \in \mathcal{P}_{\geq u}$, and $F_u(y) = 0$ for all $y \notin \mathcal{P}_{\geq u}$. Furthermore, the section $S$ restricts to a lower factoring section $S_u$ of $F_u$.

Proof. Define $F_u$ by

$$F_u(x) = \begin{cases} S(t_{u,x})(F(u)) & x \in \mathcal{P}_{\geq u} \\ 0 & x \notin \mathcal{P}_{\geq u} \end{cases}$$

and

$$F_u(t_{x,y}) = \begin{cases} F(t_{x,y}) |_{F_u(y)} & x \in \mathcal{P}_{\geq u} \\ 0 & x \notin \mathcal{P}_{\geq u} \end{cases}$$

This is well-defined since

$$F_u(t_{x,y})(F_u(y)) = F(t_{x,y}) \circ S(t_{u,y})(F(u)) = F(t_{x,y}) \circ S(t_{u,y}) \circ S(t_{u,x})(F(u)) = S(t_{u,x})(F(u)) = F_u(x).$$

For each object $x \in \mathcal{P}$, let $\text{inc}_x: F_u(x) \to F(x)$ denote the obvious inclusion. We claim that $\text{inc}: F_u \to F$ is a natural transformation. Thus, we must show that for any $x \leq y \in \mathcal{P}$, the diagram

$$\begin{array}{c}
F_u(y) \\ \text{inc}_y \downarrow \\
F(y)
\end{array} \quad \begin{array}{c}
F_u(t_{x,y}) \\ \text{inc}_x \downarrow \\
F(t_{x,y})
\end{array} \quad \begin{array}{c}
F_u(x) \\ \text{inc}_x \downarrow \\
F(x)
\end{array} \quad \text{(2.2)}$$

commutes. There are three cases to consider

(a) $x \in P_{\geq u}$,

(b) $x \notin P_{\geq u}, y \in P_{\geq u}$, and

(c) $x, y \notin P_{\geq u}$.

In the case (a), $y \in \mathcal{P}_{\geq u}$, and one has

$$F(t_{x,y}) \circ S(t_{u,y}) = F(t_{x,y}) \circ S(t_{u,y}) \circ S(t_{u,x}) = S(t_{u,x}).$$

Commutativity of Diagram (2.2) follows from the definition of $F_u$ in this case. In case (c), $F_u(x) = F_u(y) = 0$, and the diagram commutes trivially. It remains to prove commutativity in case (b). In this case, $F_u(x) = 0$ so it suffices to show that $F_u(t_{x,y}) = 0$. Since $S$ is a lower factoring section, there is some $v \in \mathcal{P}$ such that $v \leq x, u$, and $F(t_{x,y}) \circ S(t_{u,y}) = S(t_{v,x}) \circ F(t_{v,u})$. Thus

$$F_u(t_{x,y})(F_u(y)) = F(t_{x,y}) \circ S(t_{u,y})(F(u)) = S(t_{v,x}) \circ F(t_{v,u})(F(u)).$$
Since \( x \not\in P_{\geq u} \), it follows that \( v \leq u \), and hence that \( v = * \) by the minimality of \( u \). Since \( F(*) = 0 \) by assumption, it follows that \( F(t_{v,u}) = 0 \), and hence that \( F_u(t_{x,y})(F_u(y)) = 0 \), as desired.

By definition \( F_u(x) \cong F(x) \) for all \( x \in P_{\geq u} \). Furthermore, for any \( x \leq y \) in \( P_{\geq u} \) one has
\[
F_u(t_{x,y}) = F(t_{x,y})|_{F_u(y)} = F(t_{x,y}) \circ S(t_u)_{|F_u} = F(t_{x,y}) \circ S(t_{u,x})_{|F_u} = S(t_{u,x})_{|F_u}.
\]
This shows that \( F_u(t_{x,y}) \) is a monomorphism, and hence an isomorphism for all \( t_{x,y} \) in \( P_{\geq u} \). This shows that \( F_u \) is locally constant on \( P_{\geq u} \).

Finally, we must show that \( S \) restricts to a lower factoring section \( S_u \) for \( F_u \). Let \( S_u \) denote the restriction of \( S \) to the values of the subfunctor \( F_u \). This clearly define a section for \( F_u \), and it remains to show that it is lower factoring. For \( x, y \in P_{\geq u} \), one can take \( u = u \) and verify that the diagrams \((2.5)\) commute. In all other cases, either \( F_u(x) \) or \( F_u(y) \) vanish and one may take \( u = * \) to satisfy commutativity in \((2.5)\). This shows that \( S_u \) is a lower factoring section, and hence completes the proof. \( \square \)

We are now ready to state and prove the main theorem of this section.

**Theorem 2.8.** Let \( P \) be a finite pointed poset, and let \( F: P^{\text{op}} \to \text{Ab} \) be a functor with a lower factoring section \( S \). Then \( F \) is acyclic, i.e.
\[
\lim_{P} F = 0
\]
for all \( n > 0 \).

**Proof.** Define a functor \( F_0: P^{\text{op}} \to \text{Ab} \) by \( F_0(x) = S(t_{e,x})(F(\ast)) \) and \( F_0(t_{x,y}) = F(t_{x,y})|_{F_0(y)} \).
This is well-defined because
\[
F(t_{x,y})(F_0(y)) = F(t_{x,y})(S(t_u)|_{F_0}) = S(t_{u,x})(F(\ast)) = F_0(x).
\]
Then \( F_0 \leq F \), and by Lemma\[2.4\] there is a long exact sequence
\[
\cdots \to \lim_{P} F_0 \to \lim_{P} F \to \lim_{P} F/F_0 \to \lim_{P} F_0 \to \cdots.
\]
Since \( F_0 \) is isomorphic to the constant functor on \( P = P_{\geq \ast} \), we have \( \lim_{P} F_0 = 0 \) for \( i > 0 \) by Proposition\[2.3\] and so \( \lim_{P} F \cong \lim_{P} F/F_0 \) for \( i > 0 \).

Set \( G \overset{\text{def}}{=} F/F_0 \), for short. It is easy to verify that that \( S \) restricts to a lower factoring section \( S_0 \) of \( F_0 \). Thus by Lemma\[2.6\](b), \( G \) has a lower factoring section, and by construction \( G(\ast) = 0 \). Thus by Lemma\[2.7\] for any minimal object \( u \in P \), there is a subfunctor \( G_u \leq G \) that is locally constant on \( P_{\geq u} \) with value \( G(u) \) there, and such that \( G_u \) vanishes away from \( P_{\geq u} \). By Lemma\[2.4\] there is a long exact sequence
\[
\cdots \to \lim_{P} G_u \to \lim_{P} G \to \lim_{P} G/G_u \to \lim_{P} G_u \to \cdots
\]
and by Proposition\[2.3\] we have \( \lim_{P} G_u = 0 \) for \( i > 0 \). Thus \( \lim_{P} G \cong \lim_{P} G/G_u \) for \( i > 0 \).

By Lemma\[2.7\] a lower factoring section of \( G \) restricts to a lower factoring section of \( G_u \), so by Lemma\[2.6\](b), \( G/G_u \) has a lower factoring section. Let \( P_1 \) be the full sub-poset on
all objects but $u$, and let $F_1$ denote $(G/G_u)|_{\mathcal{P}_1}$. Then since $(G/G_u)(*) = (G/G_u)(u) = 0$, it follows from Lemmas 2.2 and 2.6(a) that
\[
\lim_{\mathcal{P}_i}^i G/G_u \cong \lim_{\mathcal{P}_i}^i F_1.
\]
for $i \geq 0$ and $F_1$ has a lower factoring section. This shows that for all $i > 0$,
\[
\lim_{\mathcal{P}_i}^i F \cong \lim_{\mathcal{P}_i}^i G \cong \lim_{\mathcal{P}_i}^i G/G_u \cong \lim_{\mathcal{P}_i}^i F_1.
\]

Let $n + 1$ be the cardinality of the object set of $\mathcal{P}$. Thus $\mathcal{P}$ contains $n$ objects different from the base point. Applying the procedure above $k$ times one obtains a pointed poset $\mathcal{P}_k$ with $n - k + 1$ objects, and a functor $F_k: \mathcal{P}_k \to \text{Ab}$ that admits a lower factoring section, and such that for all $i > 0$,
\[
\lim_{\mathcal{P}_i}^i F \cong \lim_{\mathcal{P}_i}^i F_k.
\]
This holds in particular for $k = n$, and since $\mathcal{P}_n$ is the trivial pointed poset, and $\lim_{\mathcal{P}_i}^i F_n = 0$ for all $i > 0$. This completes the proof. \(\square\)

3. Lower saturated posets

Theorem 2.8 gives a condition on a functor defined on an arbitrary pointed poset $\mathcal{P}$ that ensure its higher derived limits vanish. In this section we consider conditions on the poset $\mathcal{P}$ and a collection of morphisms $\mathbf{a} = \{a_v: M_v \to N_v \mid v \in V_P\}$ in $\text{Mod}_k$, indexed by the vertices of $\mathcal{P}$, such that the polyhedral tensor product functor $\mathcal{T}_{\mathcal{P},\mathbf{a}}$ has a lower factoring section. In this setup Theorem 2.8 applies, and the higher limits of the functor $\mathcal{T}_{\mathcal{P},\mathbf{a}}$ vanish. This is then used to show that under certain very general conditions the cohomology of a polyhedral product is given by a polyhedral tensor product of the cohomology of the factors.

Let $\mathcal{P}$ be a poset and $\mathbf{a} = \{a_v: M_v \to N_v \mid v \in V_P\}$ be a collection of morphisms in $\text{Mod}_k$. A section of $\mathbf{a}$ is a collection of morphisms $\mathbf{s} = \{s_v: N_v \to M_v \mid v \in V_P\}$ such that for each $v \in V_P$, $a_v \circ s_v = 1_{N_v}$. Given a section $\mathbf{s} = \{s_v: N_v \to M_v \mid v \in V_P\}$ for $\mathbf{a}$, define a functor $\mathcal{S}_{\mathcal{P},\mathbf{s}}: \mathcal{P} \to \text{Mod}_k$ by $\mathcal{S}_{\mathcal{P},\mathbf{s}}(x) = \mathcal{T}_{\mathcal{P},\mathbf{a}}(x)$ on objects, and if $x \leq y$, then
\[
\mathcal{S}_{\mathcal{P},\mathbf{s}}(t_{x,y}) = \bigotimes_{v \in V_P} g_v, \quad \text{where} \quad g_v = \begin{cases} 1_{M_v} & v \in V(x) \\ s_v & v \in V(y) \setminus V(x) \\ 1_{N_v} & v \notin V(y) \end{cases}
\]
for $x \leq y \in \mathcal{P}$. Then $\mathcal{S}_{\mathcal{P},\mathbf{s}}$ is clearly a section of $\mathcal{T}_{\mathcal{P},\mathbf{a}}$. Next, we consider a condition on $\mathcal{P}$ which ensures that the section $\mathcal{S}_{\mathcal{P},\mathbf{s}}$ is lower factoring.

**Definition 3.1.** We say that a poset $\mathcal{P}$ is lower saturated if for each pair of objects $x, y \in \mathcal{P}$ such that $[x \lor y] \neq \emptyset$, there is an object $w \in [x \land y]$, such that $V(w) = V(x) \cap V(y)$.

For instance, simplicial posets are lower saturated: if $\mathcal{P}$ is a simplicial poset and $x, y \leq z \in \mathcal{P}$, then the map $\mathcal{P}_{\leq z} \to 2^\vee(z)$ that sends and object $a$ to $V(a)$ is a poset isomorphism. Hence, there is $w \in \mathcal{P}_{\leq z}$ such that $w \leq x, y$ and $V(w) = V(x) \cap V(y)$.

**Lemma 3.2.** Let $\mathcal{P}$ be a poset and $\mathbf{a} = \{a_v: M_v \to N_v \mid v \in V_P\}$ be a collection of morphisms in $\text{Mod}_k$. If $\mathcal{P}$ is lower saturated and $\mathbf{a}$ has a section $\mathbf{s}$, then $\mathcal{S}_{\mathcal{P},\mathbf{s}} = \{s_v: N_v \to M_v \mid v \in V_P\}$ is a lower factoring section of of $\mathcal{T}_{\mathcal{P},\mathbf{a}}$. 
Proof. Suppose \( x, y \leq z \in \mathcal{P} \). Since \( \mathcal{P} \) is lower saturated, there is \( w \in \mathcal{P} \) such that \( w \leq x, y \) and \( V(w) = V(x) \cap V(y) \). Then
\[
\mathcal{T}_{\mathcal{P}, a}(t_{y,z}) \circ \mathcal{S}_{\mathcal{P}, a}(t_{x,z}) = \bigotimes_{v \in V_P} f_v = \mathcal{S}_{\mathcal{P}, a}(t_{w,y}) \circ \mathcal{T}_{\mathcal{P}, a}(t_{w,x}),
\]
where
\[
f_v = \begin{cases} 
1_{M_v} & v \in V(x) \cap V(y) \\
a_v & v \in V(x) \setminus V(y) \\
s_v & v \in V(y) \setminus V(x) \\
1_{N_v} & v \notin V(x) \cup V(y).
\end{cases}
\]
Thus \( \mathcal{S}_{\mathcal{P}, a} \) is a lower factoring section, as claimed. \( \square \)

As an immediate corollary of Theorem 2.8 and Lemma 3.2, one gets:

**Theorem 3.3.** Let \( \mathcal{P} \) be a lower saturated poset and let \( a = \{ a_v : M_v \to N_v \mid v \in V_P \} \) be a collection of morphisms in \( \text{Mod}_k \) that has a section. Then for each \( n > 0 \),
\[
\varprojlim \mathcal{T}_{\mathcal{P}, a} = 0.
\]

**Corollary 3.4.** Let \( \mathcal{P} \) be a lower saturated poset, let \( a = \{ a_v : M_v \to N_v \mid v \in V_P \} \) be a collection of surjective morphisms in \( \text{Mod}_k \), where \( k \) is a field. Then for all \( n > 0 \),
\[
\varprojlim \mathcal{T}_{\mathcal{P}, a} = 0.
\]

In particular, if \( \{ M_v \mid v \in V_P \} \) is a collection of augmented modules in \( \text{Mod}_k \), then
\[
\varprojlim \mathcal{T}_{\mathcal{P}, e} = 0,
\]
where \( e \) is the corresponding collection of augmentations.

We proceed with a very simple example that shows that the lower saturation condition we impose on \( \mathcal{P} \) is necessary for the vanishing of higher limits.

**Example 3.5.** Let \( \mathcal{P} \) be the poset given by the following Hasse diagram:

```
      6
     / \   \
5 - - - - - 6
     |     |
    / \     / \
3 - - - - - 4
    |     |
   /     / \\
1 - - - 2 1
```

Then \( \mathcal{P} \) is not lower saturated. Furthermore, let \( F : \mathcal{P}^{\text{op}} \to \text{Ab} \) be the functor defined by assigning the trivial group to the objects \(*, 1, 2 \) and \( F(j) = \mathbb{Z} \) for \( j = 3 \ldots 6 \), with \( F(t_{k,l}) = 1_{\mathbb{Z}} \) for \( 3 \leq k \leq l \). Then \( \varprojlim F \neq 0 \).

**Proof.** Notice first that \( \mathcal{P} \) is not lower saturated because the objects 3 and 4 do have an upper bound, but do not have a lower bound whose vertex set is the intersection of their corresponding vertex sets.

In the calculation of functor cohomology in this example we have to consider chains of length 0, 1 and 2. However, since we wish to compute \( \varprojlim F \), and for every sequence the
value of the $F$ is at the first object in the sequence, and since $F(x)$ is trivial for $x = *, 1, 2$, we only have to consider

- the objects $i = 3 \ldots 6$ in dimension 0,
- $i \to j$, $i = 3, 4$ and $j = 5, 6$ in dimension 1, and
- none in dimension 2.

Let $\beta \in C^0(\mathcal{P}, F)$. Then $\beta = (a, b, c, d)$, corresponding to the objects 3, 4, 5, 6. Notice that the morphisms between these objects are all identities. Thus by definition, we have

$$\delta(a, b, c, d) = (c-a, d-a, c-b, d-b),$$

where the target element is indexed by $3 \to 5, 3 \to 6, 4 \to 5$, and $4 \to 6$ respectively. The matrix of the differential in this dimension is

$$\begin{pmatrix}
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1 \\
0 & -1 & 1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix},$$

which is easily seen to be of rank 3. This shows that there is a nontrivial element in $\lim \leftarrow \mathcal{P} F$.

Next we obtain an extension of the result by Notbohm and Ray [20], that was restated as (1.3).

**Theorem 3.6.** Let $\mathcal{P}$ be a lower saturated poset, let $(X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\}$ be a collection of pairs of spaces, and let $h^*$ be a generalised cohomology theory that satisfies the strong form of the Künneth formula. Let $a = \{a_v : h^*(X_v) \to h^*(A_v) \mid v \in V_\mathcal{P}\}$. Then

$$h^*(Z_\mathcal{P}(X, A)) \cong T\mathcal{P}(a).$$

**Proof.** Since $Z_\mathcal{P}(X, A)$ is defined as a homotopy colimit, one has the Bousfield-Kan spectral sequence [4, XII.4.5]:

$$E_2^{p,q} \cong H^p(\mathcal{P}; h^{-q} \circ Z^{\mathcal{P}}_{X,A}) \implies h^{-p-q}(Z_\mathcal{P}(X, A)). \quad (3.1)$$

By definition the functor $T\mathcal{P,a}$ coincides with the composite $h^* \circ Z^{\mathcal{P}}_{X,A}$, and by Theorem 3.3

$$E_2^{p,q} = \lim \leftarrow \mathcal{P} T\mathcal{P,a} = 0$$

if $p > 0$. Hence the spectral sequence collapses to its 0-th column, which by definition is isomorphic to $T\mathcal{P}(a)$, and the claim follows. \qed

Without assuming the strong form of the Künneth formula, one still gets an expression for the cohomology of the polyhedral product of collections of the form $\{(X_v, *) \mid v \in V_\mathcal{P}\}$, except in that case it is not given by the polyhedral tensor product. We end this section by considering this case.

**Definition 3.7.** Let $\mathcal{P}$ be a finite pointed poset, and let $F : \mathcal{P} \to \text{Top}$ be a functor. We say that a functor $R : \mathcal{P}^{op} \to \text{Top}$ is a retraction for $F$ if the following conditions are satisfied:

(a) $R(x) = F(x)$ for all $x \in \mathcal{P}$;

(b) $R(\iota_{x,y}) \circ F(\iota_{x,y}) = 1_{F(x)}$ for all $x \leq y \in \mathcal{P}$. 

A retraction \( R: \mathcal{P}^{\text{op}} \to \text{Top} \) for a functor \( F: \mathcal{P} \to \text{Top} \) is upper factoring if for any \( x, y \leq z \in \mathcal{P} \), there is \( w \in \mathcal{P} \) such that \( w \leq x, y \) and such that the diagram

\[
\begin{array}{c}
F(x) \xrightarrow{F(x,z)} F(z) \\
R(w,z) \downarrow \quad \downarrow R(y,z) \\
F(w) \xrightarrow{F(w,y)} F(y)
\end{array}
\]

commutes.

Lemma 3.8. Let \( \mathcal{P} \) be a poset and let \( F: \mathcal{P} \to \text{Top} \) be a functor. Let \( R: \mathcal{P}^{\text{op}} \to \text{Top} \) be a retraction for \( F \). Then for any functor \( G: \text{Top}^{\text{op}} \to \text{Ab} \), the composite \( G \circ R^{\text{op}} \) is a section for \( G \circ F^{\text{op}} \). Moreover, if \( R \) is upper factoring in addition, then \( G \circ R^{\text{op}} \) is lower factoring.

Proof. From the definitions it is immediate that composite \( G \circ R^{\text{op}}: \mathcal{P} \to \text{Ab} \) is a section for \( G \circ F^{\text{op}}: \mathcal{P}^{\text{op}} \to \text{Ab} \) (see Section 2.2 and Definition 3.7). The second statement follows at once from Definition 3.7.

Let \( \mathcal{P} \) be a poset and \( X = \{X_v \mid v \in V_P\} \) be a collection of pointed spaces. Define a functor \( R^P_{X,*}: \mathcal{P}^{\text{op}} \to \text{Top} \) by \( R^P_{X,*} = \mathcal{Z}^P_{X,*} \) on objects, and for \( x \leq y \in \mathcal{P} \), let \( R^P_{X,*}(x,y) \) be the obvious projection. Then \( R^P_{X,*} \) is a retraction for \( \mathcal{Z}^P_{X,*} \). By analogy to Lemma 3.8, one has the following.

Lemma 3.9. Let \( \mathcal{P} \) be a lower saturated poset and \( X = \{X_v \mid v \in V_P\} \) be a collection of pointed spaces. Then \( R^P_{X,*} \) is an upper factoring retraction of \( \mathcal{Z}^P_{X,*} \).

Proposition 3.10. Let \( \mathcal{P} \) be a lower saturated poset, and let \( X = \{X_v \mid v \in V_P\} \) be a collection of pointed spaces indexed by the vertices of \( \mathcal{P} \). Let \( h^* \) be a generalised cohomology theory. Then

\[
h^*(\mathcal{Z}^P_{X,*}) \cong H^0(\mathcal{P}, h^* \circ \mathcal{Z}^P_{X,*}) = \lim_P(h^* \circ \mathcal{Z}^P_{X,*})
\]

Proof. By Lemmas 3.8 and 3.9, the composite functor \( h^* \circ \mathcal{Z}^P_{X,*} \) has a lower factoring section. Hence by Theorem 2.8, \( H^0(\mathcal{P}, h^* \circ \mathcal{Z}^P_{X,*}) = 0 \) for \( n \geq 1 \), and so the Bousfield-Kan spectral sequence for \( h^* \) and \( \mathcal{Z}^P_{X,*} \) collapses onto its 0-column. The claim follows.

Proposition 3.10 can be generalised to cover collections \( X, A \) where for each \( v \in V_P \), \( A_v \) is a strict retract of \( X_v \), i.e. when the inclusion \( A_v \to X_v \) has a left inverse. The argument is essentially the same and is left to the reader.

4. Polyhedral posets

In this section we specialise to a class of posets that are of primary interest in this article - polyhedral posets. Polyhedral posets enjoy a number of pleasant properties that we discuss above. In particular they are lower saturated, which makes them fit well with the analysis of previous sections. In the main theorem of the section, Theorem 4.10, we present a computation of \( |\mathcal{T}_P(e)| \) for a polyhedral poset \( \mathcal{P} \) and a collection of augmentation maps \( e_v: P_x[v] \to k, v \in V_P \), in terms of generators and relations. This motivates a definition of the Stanley-Reisner ring of a polyhedral poset, which generalises the Stanley-Reisner ring of a simplicial poset (See Definition 1.6).
4.1. Definition and basic properties. Recall that a lower semilattice is a poset $\mathcal{P}$, such that any two objects $x, y \in \mathcal{P}$ have a meet, i.e., a greatest lower bound $x \land y$. An important family of examples of lower semilattices occurs as face posets of polyhedral complexes. Grünbaum [9, p. 206] refers to finite lower semilattices as abstract complexes and so, by analogy to simplicial posets generalising the concept of the face poset of a simplicial complex, we present here polyhedral posets as a generalisation of lower semilattices.

**Definition 4.1.** A polyhedral poset is a pointed poset $\mathcal{P}$ such that for any object $x \in \mathcal{P}$, the sub-poset $\mathcal{P}_{\leq x}$ is a lower semilattice.

**Example 4.2.** Simplicial posets are polyhedral posets. On the other hand the face poset of a cubical complex is polyhedral but not simplicial.

The following characterisation of polyhedral posets is useful.

**Proposition 4.3.** A pointed poset $\mathcal{P}$ is a polyhedral poset if and only if any two objects $x, y \in \mathcal{P}$ such that $[x \lor y] \neq \emptyset$, have a meet $x \land y$.

**Proof.** Assume $\mathcal{P}$ is polyhedral. Let $x, y \in \mathcal{P}$ be any two objects that admit a common upper bound $z$. Then any lower bound of $x$ and $y$ belongs to $\mathcal{P}_{\leq z}$, and since $\mathcal{P}_{\leq z}$ is a lower semilattice by definition, $x \land y$ exists in $\mathcal{P}_{\leq z}$ and thus in $\mathcal{P}$.

Conversely, let $z \in \mathcal{P}$ be any object, and let $x, y \in \mathcal{P}_{\leq z}$ be any two objects. Then the meet $x \land y$ exists in $\mathcal{P}$ by assumption, and is an object of $\mathcal{P}_{\leq z}$ and a lower bound for $x$ and $y$ there. Since $\mathcal{P}_{\leq z}$ is a sub-poset of $\mathcal{P}$, maximality and uniqueness is clear, and so $\mathcal{P}_{\leq z}$ is a lower semilattice. □

The following is an easy, yet important, property of polyhedral posets.

**Proposition 4.4.** Polyhedral posets are lower saturated.

**Proof.** Let $\mathcal{P}$ be a polyhedral poset, and let $x, y \in \mathcal{P}$ be objects such that $[x \lor y] \neq \emptyset$. Then by Proposition 4.3 $x \land y$ exists, and it suffices to show that $V(x \land y) = V(x) \cap V(y)$.

If $v \in V(x \land y)$, then $v \leq x \land y \leq x, y$, implying $v \in V(x) \cap V(y)$. On the other hand, if $u \in V(x) \cap V(y)$, then $u \leq x, y$, and so $u \leq x \land y$. Thus $u \in V(x \land y)$, and the claim follows. □

4.2. Reduced posets. A finite pointed poset $\mathcal{P}$ is said to be reduced if $x \leq y \in \mathcal{P}$ and $V(x) = V(y)$ imply $x = y$. We show that any finite pointed poset admits a quotient poset $\tilde{\mathcal{P}}$ that is a reduced, and that reduction preserves limits under a certain condition. We also show that the reduction of a polyhedral poset remains polyhedral. This is particularly useful when studying polyhedral tensor products over polyhedral posets.

Let $\mathcal{P}$ be a pointed poset and suppose that there are $* \neq x < y \in \mathcal{P}$, such that there is no $z \in \mathcal{P}$ with $x < z < y$. Define a new poset $\mathcal{P}_{\backslash y}$ with object set $\text{Obj}(\mathcal{P}_{\backslash y}) = \text{Obj}(\mathcal{P}) \setminus \{y\}$, and $u \leq v \in \mathcal{P}_{\backslash y}$ if and only if $u < v$ in $\mathcal{P}$ or $u < y$ and $v = x$ in $\mathcal{P}$. Let $\pi: \mathcal{P} \to \mathcal{P}_{\backslash y}$ be the poset map defined by

$$
\pi(u) = \begin{cases} 
  u & u \neq x, y \\
  x & u = x \text{ or } y.
\end{cases}
$$

Note that $V_{\mathcal{P}} = V_{\mathcal{P}_{\backslash y}}$. 
Let $F : \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor such that $F(x) = F(y)$ and $F(\iota_{x,y})$ is the identity map. Define a functor $F_{\backslash y} : \mathcal{P}_{\backslash y}^{\text{op}} \to \text{Ab}$ by

$$F_{\backslash y}(u) = F(u) \quad \text{and} \quad F_{\backslash y}(\iota_{u,v}) = \begin{cases} F(\iota_{u,v}) & u < v \text{ in } \mathcal{P} \\ F(\iota_{u,y}) & u < y, x = v \text{ in } \mathcal{P}, \end{cases}$$

One easily observes that the diagram

\[
\begin{array}{ccc}
\mathcal{P}^{\text{op}} & \xrightarrow{F} & \text{Ab} \\
\downarrow_{\pi^{\text{op}}} & & \downarrow_{F} \\
\mathcal{P}_{\backslash y}^{\text{op}} & \xrightarrow{F_{\backslash y}} & \text{Ab}
\end{array}
\]

commutes.

With this setup we can now prove the following useful lemma.

**Lemma 4.5.** Let $\mathcal{P}$ be a pointed poset and suppose that there are $x \neq y \in \mathcal{P}$ such that there is no $z \in \mathcal{P}$ with $x < z < y$. Let $F : \mathcal{P}^{\text{op}} \to \text{Ab}$ be a functor such that $F(x) = F(y)$ and $F(\iota_{x,y})$ is the identity map. Then the map

$$\pi^* : \lim_{\mathcal{P}_{\backslash y}} F_{\backslash y} \longrightarrow \lim_{\mathcal{P}} F$$

induced by the projection $\pi_{\backslash y}$ is an isomorphism.

**Proof.** The map

$$\pi^* : \prod_{p \in \mathcal{P}_{\backslash y}} F_{\backslash y}(p) \longrightarrow \prod_{p \in \mathcal{P}} F(p)$$

induced by $\pi_{\backslash y}$ is the identity on all coordinates except the $y$-coordinate which it sends diagonally to the $x$ and $y$ coordinates in its target. Hence it is injective and it follows that $\pi^*$ is injective on the limit as well. On the other hand, if

$$a = \{a_p \mid p \in \mathcal{P}\} \in \lim_{\mathcal{P}} F \subseteq \prod_{p \in \mathcal{P}} F(p)$$

is any element, then for any morphism $\iota_{p,q}$ in $\mathcal{P}$, $a_p = F(\iota_{p,q})(a_q)$. In particular $a_x = a_y$, and so $a$ is in the image of $\pi^*$. \qed

As an easy corollary we have the following.

**Corollary 4.6.** Let $\mathcal{P}$ be a finite pointed poset, and let $a = \{a_v : M_v \to N_v \mid v \in V_{\mathcal{P}}\}$ be a collection of morphisms in $\text{Mod}_k$. Assume that there are two objects $x < y \in \mathcal{P}$ with $V(x) = V(y)$, and no $z$ such that $x < z < y$. Then there is an isomorphism

$$\mathcal{T}_\mathcal{P}(a) \cong \mathcal{T}_{\mathcal{P} \backslash y}(a).$$

**Proof.** Since $V(x) = V(y)$, the map $\mathcal{T}_\mathcal{P}(a)(\iota_{x,y})$ is the identity. By Lemma 4.5 there is an isomorphism $\mathcal{T}_\mathcal{P}(a)$

$$\mathcal{T}_\mathcal{P}(a) = \lim_{a} \mathcal{T}_a \cong \lim_{a} \mathcal{T}_a^{\mathcal{P} \backslash y} = \mathcal{T}_{\mathcal{P} \backslash y}(a).$$ \qed

**Lemma 4.7.** Let $\mathcal{P}$ be a polyhedral poset, and assume that there are $x < y \in \mathcal{P}$ such that $V(x) = V(y)$ and that there is no $z \in \mathcal{P}$ with $x < z < y$. Then the poset $\mathcal{P}_{\backslash y}$ also polyhedral.
Proof. Assume first that \( \mathcal{P} \) is a lower semilattice. By the assumptions on \( x \) and \( y \), for any \( p \in \mathcal{P} \), \( p \wedge y = p \wedge x \). Fix objects \( p, q \in \mathcal{P} \setminus y \). Then the meet \( p \wedge q \) exists in \( \mathcal{P} \), because it is a lower semilattice, and it is well defined there even in the case where \( p \) or \( q \) are \( x \). If \( p \wedge q \neq y \) in \( \mathcal{P} \), then \( \pi \setminus y(p \wedge q) \) is obviously \( p \wedge q \) in \( \mathcal{P} \setminus y \). On the other hand, if \( p \wedge q = y \), then by the definition of \( \mathcal{P} \setminus y \), \( p \wedge q = x \) there. This shows that \( \mathcal{P} \setminus y \) is a lower semilattice.

If \( \mathcal{P} \) is a polyhedral poset, then \( \mathcal{P} \setminus y \) can be obtained from \( \mathcal{P} \) by replacing \( \mathcal{P} \leq y \) by \( (\mathcal{P} \leq y) \setminus y \). Thus the general claim follows from the previous argument. \( \square \)

Corollary 4.8. Let \( \mathcal{P} \) be a finite pointed poset and \( a = \{ a_v : M_v \to N_v \mid v \in V_P \} \) be a collection of morphisms in \( \text{Mod}_k \). Then there is a reduced finite pointed poset \( \hat{\mathcal{P}} \) such that \( V_{\hat{\mathcal{P}}} = V_{\mathcal{P}} \) and

\[
\mathcal{T}_{\hat{\mathcal{P}}}(a) \cong \mathcal{T}_{\mathcal{P}}(a).
\]

Furthermore, if \( \mathcal{P} \) is polyhedral, then so is \( \hat{\mathcal{P}} \).

Proof. Apply the reduction procedure to \( \mathcal{P} \) inductively. Since \( \mathcal{P} \) is finite this procedure terminates with a reduced pointed poset \( \hat{\mathcal{P}} \) with \( V_{\hat{\mathcal{P}}} = V_{\mathcal{P}} \), and by Corollary 4.6

\[
\mathcal{T}_{\hat{\mathcal{P}}}(a) \cong \mathcal{T}_{\mathcal{P}}(a).
\]

In particular if \( \mathcal{P} \) is polyhedral, then by Lemma 4.7 so is \( \hat{\mathcal{P}} \). \( \square \)

4.3. Stanley-Reisner ring. We now show that the definition of the Stanley-Reisner ring generalises naturally to finite polyhedral posets.

Lemma 4.9. Let \( \mathcal{P} \) be a finite pointed poset with a terminal object \( x_0 \). For each vertex \( v \in V_{\mathcal{P}} \) let \( e_v : P_k[v] \to k \) be the augmentation map, and let \( e = \{ e_v : P_k[v] \to k \mid v \in V_{\mathcal{P}} \} \). Then the inclusion

\[
P_k[V(x_0)] = P_k[V_{\mathcal{P}}] \to \prod_{x \in P} \mathcal{T}_{\mathcal{P}, e}(x)
\]

induces an isomorphism

\[
P_k[V_{\hat{\mathcal{P}}}] \xrightarrow{\cong} \mathcal{T}_{\mathcal{P}}(e) = \lim_{\mathcal{P}} \mathcal{T}_{\mathcal{P}, e}
\]

and \( \mathcal{T}^n_{\mathcal{P}}(e) = 0 \) for all \( n > 0 \).

Proof. Since \( \mathcal{P} \) has a terminal object, \( \mathcal{P}^{\text{op}} \) on which \( \mathcal{T}_{\mathcal{P}, e} \) is defined has an initial object. Hence the limit of \( \mathcal{T}_{\mathcal{P}, e} \) is its value on that initial object, and all higher limits vanish. \( \square \)

Next we present a calculation of \( \mathcal{T}_{\mathcal{P}}(e) \) for a finite polyhedral poset.

Theorem 4.10. Let \( \mathcal{P} \) be a finite polyhedral poset. Then there is an isomorphism

\[
\mathcal{T}_{\mathcal{P}}(e) \cong P_k[\text{Obj}(\mathcal{P})]/I_{\mathcal{P}},
\]

where the ideal \( I_{\mathcal{P}} \) is generated by:

(a) \(* - 1 \);

(b) \( x - y \), if \( x < y \) and \( V(x) = V(y) \);

(c) \( \prod_{x \in S} x \), for \( S \subset \text{Obj}(\mathcal{P}) \) with \( \lor S = \emptyset \);
(d)

\[ \prod_{\substack{R \subset S \\ |R| \text{ is odd}}} \land R - \left( \prod_{\substack{R \subset S \\ |R| \text{ is even}}} \land R \right) \cdot \left( \sum_{z \in [\forall S]} \ \, \zeta \right), \]

for \( S \subset \text{Obj}(\mathcal{P}) \) with \([\forall S] \neq \emptyset\).

**Proof.** By Corollary 4.8 we may assume that \( \mathcal{P} \) is reduced. Assume first that \( \mathcal{P} \) is a lower semi-lattice with a terminal object, so that \( \mathcal{T}_{\mathcal{P}}(e) \cong P_k[V_{\mathcal{P}}] \), by Lemma 4.9. Consider the composite of the inclusion followed by the projection

\[ P_k[V_{\mathcal{P}}] \to P_k[\text{Obj}(\mathcal{P})] \to P_k[\text{Obj}(\mathcal{P})]/I_{\mathcal{P}}. \]

Notice first that relation (4.10(a)) removes * as a generator, while the relation (4.10(b)) is redundant since \( \mathcal{P} \) is assumed reduced. Since \( \mathcal{P} \) has a terminal object, the relation (c) is also redundant. For any object \( x \in \mathcal{P} \) the relation (d) implies that \( x = \prod_{u \in V(x)} v \) in \( P_k[\text{Obj}(\mathcal{P})]/I_{\mathcal{P}} \). Thus the composite above is an isomorphism, and by Lemma 4.9 the theorem holds in this case.

By definition, for any finite pointed poset,

\[ \mathcal{T}_{\mathcal{P}}(e) = \lim_{\mathcal{P}} \mathcal{T}_{\mathcal{P}, e} \subseteq \prod_{x \in \mathcal{P}} \mathcal{T}_{\mathcal{P}, e}(x). \]

If \( \mathcal{P} \) is a finite polyhedral poset, then for each \( x \in \mathcal{P} \) the sub-poset \( \mathcal{P}_{\leq x} \) is a lower semilattice with a terminal object. Hence \( \mathcal{T}_{\mathcal{P}, e}(x) \) is naturally isomorphic to \( P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}} \). For each \( x \in \mathcal{P} \), let

\[ \pi_x : P_k[\text{Obj}(\mathcal{P})] \to P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}} \]

denote the map given by sending each \( y \in \mathcal{P} \) to the corresponding class in \( P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}} \) if \( y \leq x \), and to 0 otherwise. Assembling these maps together we obtain a map

\[ \pi = \prod_{x \in \mathcal{P}} \pi_x : P_k[\text{Obj}(\mathcal{P})] \to \prod_{x \in \mathcal{P}} P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}}. \]

We claim that \( \text{Im}(\pi) = \mathcal{T}_{\mathcal{P}}(e) \subseteq \prod_{x \in \mathcal{P}} P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}} \). Let \( x_1^{k_1} x_2^{k_2} \cdots x_r^{k_r} \) be any monomial in the variables \( x_i \in \mathcal{P} \). Then for each \( x \in \mathcal{P} \),

\[ \pi_x(x_1^{k_1} x_2^{k_2} \cdots x_r^{k_r}) = \left( \prod_{v_1 \in V(x_1)} v_1^{k_1} \right) \left( \prod_{v_2 \in V(x_2)} v_2^{k_2} \right) \cdots \left( \prod_{v_r \in V(x_r)} v_r^{k_r} \right), \]

if \( x_i \leq x, \forall i = 1 \ldots r \), and \( \pi_x(x_1^{k_1} x_2^{k_2} \cdots x_r^{k_r}) = 0 \) otherwise. Here the image of \( x_i \) in \( P_k[\text{Obj}(\mathcal{P}_{\leq x})]/I_{\mathcal{P}_{\leq x}} \) is identified with the product of its vertices. By definition, the image of each such monomial is a member of the inverse limit. Since \( \pi \) is a homomorphism, its image is contained in the inverse limit. On the other hand, let \( u = (u_x \mid x \in \mathcal{P}) \) be an element in the inverse limit. Then for each \( x \in \mathcal{P} \) and all \( y \geq x \), \( u_x = u_y \). It now follows easily that \( u \in \text{Im}(\pi) \). This proves our claim.

It remains to show that \( \text{Ker}(\pi) = I_{\mathcal{P}} \). The element \( * - 1 \) is clearly in the kernel of each \( \pi_x \). Since \( \mathcal{P} \) is reduced by assumption, the relation (b) is redundant. If \( S \subseteq \text{Obj}(\mathcal{P}) \) is such that \([\forall S] = \emptyset\), then by definition of the map \( \pi \), the product \( \prod_{x \in S} x \in \text{Ker}(\pi) \). Hence the
that for each $z$ relation (c) holds. Finally let $S \subseteq \text{Obj} (P)$ is such that $[\forall S] \neq \emptyset$. Then it suffices to show that for each $z \in [\forall S]$ the identity

$$\prod_{R \subseteq S} \bigwedge R - \left( \prod_{R \subseteq S} \bigwedge R \right) \cdot z = 0$$

holds in $P_k[\text{Obj}(P_{\leq z})]/I_{P_{\leq z}}$. But, for each $x \leq z$, one has the identity $x = \prod_{v \in V(x)} v$ in $P_k[\text{Obj}(P_{\leq z})]/I_{P_{\leq z}}$. Furthermore, if $R \subseteq S$, then in $I_k[\text{Obj}(P_{\leq z})]/I_{P_{\leq z}}$ one has the identity

$$\bigwedge R = \prod_{v \in V(x)} v.$$

Hence we must show that the relation

$$\prod_{R \subseteq S} \prod_{v \in V(x)} v = \left( \prod_{R' \subseteq S} \prod_{u \in V(y)} u \right) \cdot \prod_{w \in V(z)} w,$$

holds in $P_k[\text{Obj}(P_{\leq z})]/I_{P_{\leq z}}$. Fix a set of objects $S = \{x_1, \ldots, x_m\} \subseteq \text{Obj}(P)$, and for each $1 \leq i \leq m$, let $A_i = V(x_i)$. Then the relation (4.1) can be rewritten as

$$\prod_{\emptyset \neq I \subseteq \{1, \ldots, m\}} \prod_{v \in \bigcap_{i \in I} A_i} v = \left( \prod_{\emptyset \neq J \subseteq \{1, \ldots, m\}} \prod_{u \in \bigcap_{j \in J} A_j} u \right) \cdot \prod_{w \in \bigcup_{k=1}^m A_k} w,$$

and this follows at once from the inclusion-exclusion principle

$$\left| \bigcup_{i=1}^m A_i \right| = \sum_{\emptyset \neq I \subseteq \{1, \ldots, m\}} (-1)^{|I|-1} \left| \bigcap_{i \in I} A_i \right|$$

for any family of finite sets $A_1, \ldots, A_m$. This shows that $I_P \subseteq \text{Ker}(\pi)$.

Conversely, let $q \in \text{Ker}(\pi)$ be any element. Then $q$ can be expressed uniquely as a linear combination $q = a_1 m_1 + a_2 m_2 + \cdots a_r m_r$, where $m_i$ are monomials on the objects of $P$ and $a_i \in k$. Without loss of generality we may assume that no $m_i$ is divisible by a product of objects without an upper bound, since those monomials would be in $I_P$ by definition. Furthermore, $\pi(q) = 0$ if and only if $\pi_s(q) = 0$ for every maximal object $z \in P$, by definition of the inverse limit. Hence we may restrict attention only to those maximal objects $z$, such that for each $1 \leq i \leq r$, every variable present in the monomial $m_i$ is bounded above by $z$.

Thus, for each such maximal object $z$, $q \in P_k[\text{Obj}(P_{\leq z})]$. Now, since the composite

$$P_k[\text{Obj}(P_{\leq z})] \xrightarrow{\text{inc}} P_k[\text{Obj}(P)] \xrightarrow{\text{proj}} P_k[\text{Obj}(P_{\leq z})]$$

is the identity, and since $q$ may be assumed to be an element of $P_k[\text{Obj}(P_{\leq z})]$, it follows that $q$ is in the kernel of the composite

$$P_k[\text{Obj}(P_{\leq z})] \xrightarrow{\text{inc}} P_k[\text{Obj}(P)] \xrightarrow{\text{proj}} P_k[\text{Obj}(P_{\leq z})]/I_{P_{\leq z}}$$

which is $I_{P_{\leq z}} \subseteq I_P$. Thus $\text{Ker}(\pi) \subseteq I_P$, and so equality holds. This completes the proof of the theorem. \qed
Corollary 4.11. Let $\mathcal{P}$ be a simplicial poset, and let $k[\mathcal{P}]$ be its Stanley-Reisner ring over $k$. Then there is an isomorphism of $k$-algebras

$$k[\mathcal{P}] \cong \mathcal{T}_\mathcal{P}(e).$$

Proof. This follows at once from Theorem 4.10, since a simplicial poset is in particular polyhedral. 

Corollary 4.11 provides the motivation to generalise the definition of the Stanley-Reisner ring over $k$ to finite polyhedral posets.

Definition 4.12. Let $\mathcal{P}$ be a finite polyhedral poset. Define the Stanley-Reisner ring of $\mathcal{P}$ over $k$ to be the quotient ring

$$k[\mathcal{P}] \overset{\text{def}}{=} P_k[\text{Obj}(\mathcal{P})]/I_\mathcal{P},$$

where $I_\mathcal{P}$ is the ideal defined in Theorem 4.10.

As an easy consequence we obtain a generalisation of the Davis-Januszkiewicz result [8, Theorem 4.8] (See Equation (1.2)).

Corollary 4.13. Let $\mathcal{P}$ be a finite polyhedral poset. Then there is an isomorphism

$$H^*(Z_\mathcal{P}(\mathbb{C}P^\infty,*), k) \cong k[\mathcal{P}].$$

Proof. By Proposition 4.14, $\mathcal{P}$ is lower saturated, and by Theorem 3.6 $H^*(Z_\mathcal{P}(\mathbb{C}P^\infty,*))$ is isomorphic to the polyhedral tensor product $\mathcal{T}_\mathcal{P}(e)$, where $e$ is the collection of augmentations $\{P_k[v] \to k \mid v \in V_\mathcal{P}\}$. The claim now follows from Theorem 4.10.

5. COLIMITS AND HOMOTOPIE COLIMITS

In this section we discuss a comparison of colimits and homotopy colimits. These are of course not the same in general, but do coincide up to homotopy under certain circumstances. In particular, in our context, polyhedral products for simplicial complexes are defined as colimits, whereas we defined them as homotopy colimits. Hence our aim is to show that in familiar cases our definition coincides up to homotopy with the standard definition.

We start with a useful concept introduced by Ziegler and Živaljević [27].

Definition 5.1. Let $X$ be a topological space and $\mathcal{A} = \{A_1, \ldots, A_r\}$ be a collection of subspaces of $X$. The collection $\mathcal{A}$ is said to be an arrangement, if the following conditions hold:

(a) For any $A, B \in \mathcal{A}$, $A \cap B$ is a union of elements of $\mathcal{A}$, and

(b) For any $A, B \in \mathcal{A}$ such that $A \subset B$, the inclusion $A \to B$ is a cofibration.

The elements of an arrangement $\mathcal{A}$ admits a partial order given by inclusion. The resulting poset is referred to as the intersection poset of $\mathcal{A}$ (which differs from the usual sense of intersection posets because the usual one consists of all intersections of elements of $\mathcal{A}$). The following is proved in [27, Projection Lemma 1.6].

Lemma 5.2. Let $\mathcal{A}$ be an arrangement with the intersection poset $I(\mathcal{A})$, and let $F : I(\mathcal{A}) \to \text{Top}$ be the functor that associates with a member of $I(\mathcal{A})$ the corresponding element of $\mathcal{A}$. Then the natural map

$$\text{hocolim}_{I(\mathcal{A})} F \to \text{colim}_{I(\mathcal{A})} F$$
is a homotopy equivalence.

The following lemma is immediate from the definitions.

**Lemma 5.3.** Let \( \mathcal{P} \) be a finite pointed poset and \((X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\}\) be a collection of pairs of spaces. For an object \( x \in \mathcal{P} \) and a point \( a = (a_w)_{w \in V_\mathcal{P}} \in \mathcal{Z}_{X,A}^\mathcal{P}(x) \), define the support of \( a \) by

\[
\text{supp}(a) = \{ v \in V_\mathcal{P} \mid a_v \notin A_v \}.
\]

Then the following statements hold:

(a) \( \text{supp}(a) \subset V(x) \), and

(b) for any \( x \leq y \in \mathcal{P} \), \( \text{supp}(\mathcal{Z}_{X,A}^\mathcal{P}(t_{x,y})(a)) = \text{supp}(a) \).

**Lemma 5.4.** Let \( \mathcal{P} \) be a finite polyhedral poset and \((X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\}\) be a collection of pairs of spaces. For each \( x \in \mathcal{P} \) let \( Z_x \) denote the image of the natural map \( j_x: \mathcal{Z}_{X,A}^\mathcal{P}(x) \to \text{colim} \mathcal{Z}_{X,A}^\mathcal{P} \). Then the following statements hold:

(a) If \( a \in \mathcal{Z}_{X,A}^\mathcal{P}(x) \) and \( b \in \mathcal{Z}_{X,A}^\mathcal{P}(y) \) are points such that \( j_x(a) = j_y(b) \), then there is an object \( u \in \mathcal{P} \) and \( d \in \mathcal{Z}_{X,A}^\mathcal{P}(u) \), such that \( u \leq x, y \), and \( a = \mathcal{Z}_{X,A}^\mathcal{P}(t_{u,x})(d) \) and \( b = \mathcal{Z}_{X,A}^\mathcal{P}(t_{u,y})(d) \).

(b) For each object \( x \in \mathcal{P} \), the map \( j_x \) is injective.

**Proof.** Part (b) follows from (a) upon setting \( x = y \). Thus it suffices to prove (a).

Assume that \( a \in \mathcal{Z}_{X,A}^\mathcal{P}(x) \) and \( b \in \mathcal{Z}_{X,A}^\mathcal{P}(y) \) are points such that \( j_x(a) = j_y(b) \). Then there is a zig-zag of morphisms in \( \mathcal{P} \),

\[
\begin{array}{cccccc}
y_0 = x & \xrightarrow{x_1} & y_1 & \xrightarrow{x_2} & \cdots & \xrightarrow{x_k} & y_k = y \\
\end{array}
\]

Such that upon applying the functor \( \mathcal{Z}_{X,A}^\mathcal{P} \) and mapping the resulting diagram to the colimit via the maps \( j_{(-)} \), we obtain a corresponding zig-zag of elements and morphisms connecting them, with \( j_x(a) \) and \( j_y(b) \) at the corresponding ends of the diagram. Hence there exists a meet \( y_0 \wedge y_1 \), and by induction one obtains a meet \( z = y_0 \wedge \cdots \wedge y_k \). By Lemma 5.3,

\[
\text{supp}(a) = \text{supp}(b) \subset V(z) = \bigcap_{i=0}^{k} V(y_i).
\]

Hence there is \( c \in \mathcal{Z}_{X,A}^\mathcal{P}(z) \) such that \( a = \mathcal{Z}_{X,A}^\mathcal{P}(t_{z,x})(c) \) and \( b = \mathcal{Z}_{X,A}^\mathcal{P}(t_{z,y})(c) \), completing the proof. \( \square \)

Recall that a poset \( \mathcal{P} \) is reduced if \( x \leq y \in \mathcal{P} \) and \( V(x) = V(y) \) imply \( x = y \).

**Lemma 5.5.** Let \( \mathcal{P} \) be a finite reduced polyhedral poset and \((X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\}\) be a collection of NDR-pairs of spaces. Assume that \( X_v \neq A_v \) for all \( v \in V_\mathcal{P} \). Then the collection \( \{Z_x\}_{x \in \mathcal{P}} \) is an arrangement (see Definition 5.1), whose intersection poset \( I(\{Z_x\}_{x \in \mathcal{P}}) \) is isomorphic to \( \mathcal{P} \).
Proof. Let \( x, y \in \mathcal{P} \) be any objects, and let \( Z_x, Z_y \) be the corresponding images, as in Lemma 5.4. If \( Z_x \cap Z_y \neq \emptyset \), then there are points \( a \in Z_{x,A}^\mathcal{P}(x) \) and \( b \in Z_{y,A}^\mathcal{P}(y) \) such that \( j_x(a) = j_y(b) \). Hence by Lemma 5.4(b) there is an object \( u \in \mathcal{P} \) and \( d \in Z_{x,A}^\mathcal{P}(u) \), such that \( a = Z_{x,A}^\mathcal{P}(\iota_{u,x})(d) \) and \( b = Z_{y,A}^\mathcal{P}(\iota_{u,y})(d) \). Thus

\[
Z_x \cap Z_y = \bigcup_{w \leq x, y} Z_w,
\]

which is Condition (a) in Definition 5.1.

Since we are assuming that all \((X_v, A_v)\) are NDR-pairs, Condition (b) in Definition 5.1 is also satisfied. This shows that the collection \( \{Z_x\}_{x \in \mathcal{P}} \) is an arrangement.

Finally, we show that the intersection poset of the collection is isomorphic as a category to \( \mathcal{P} \). To do so we must show that all \( Z_x \) are distinct subspaces in the colimit. By Lemma 5.4(b), for each object \( x \in \mathcal{P} \), the map \( j_x \) is injective, and by assumption \( X_v \neq A_v \) for all \( v \in V_\mathcal{P} \). Furthermore, by assumption \( \mathcal{P} \) is reduced, and so comparable objects cannot have the same vertex set. Hence all \( Z_x \) are distinct and the natural functor \( J : \mathcal{P} \to I(\{Z_x\}_{x \in \mathcal{P}}) \), which takes \( x \) to \( Z_x \) is an isomorphism of categories.

Proposition 5.6. Let \( \mathcal{P} \) be a finite reduced polyhedral poset and \( (X, A) = \{(X_v, A_v) \mid v \in V_\mathcal{P}\} \) be a collection of NDR-pairs of spaces. If \( X_v \neq A_v \) for all \( v \in V_\mathcal{P} \), then the natural map

\[
\text{hocolim}_\mathcal{P} Z_{X,A}^\mathcal{P} \to \text{colim}_\mathcal{P} Z_{X,A}^\mathcal{P}
\]

is a homotopy equivalence.

Proof. By Lemma 5.5 under our assumptions, the functor \( J : \mathcal{P} \to I(\{Z_x\}_{x \in \mathcal{P}}) \) is an isomorphism of categories. Let

\[
F : I(\{Z_x\}_{x \in \mathcal{P}}) \to \text{Top}
\]

be the functor which takes object \( Z_x \) to the underlying topological space. Then there is a natural transformation \( j : Z_{X,A}^\mathcal{P} \to F \circ J \) that takes an object \( x \in \mathcal{P} \) to the continuous bijection \( j_x : Z_{X,A}^\mathcal{P}(x) \to Z_x \) (see Lemma 5.4(b)). By naturality of the map from the homotopy colimit to the colimit, one has the following commutative diagram:

\[
\begin{array}{ccc}
\text{hocolim}_\mathcal{P} Z_{X,A}^\mathcal{P} & \xrightarrow{j_*} & \text{hocolim}_\mathcal{P} F \circ J \\
\downarrow & & \downarrow \\
\text{colim}_\mathcal{P} Z_{X,A}^\mathcal{P} & \xrightarrow{j_*} & \text{colim}_\mathcal{P} F \circ J
\end{array}
\]

The maps \( j_* \) in the top and bottom rows are homotopy equivalences because \( j_x \) is an equivalence for each object \( x \in \mathcal{P} \). The maps \( J^* \) are homotopy equivalences because \( J \) is an equivalence of categories by Lemma 5.5. The right vertical map is a homotopy equivalence by the Projection Lemma 5.2. Thus the left vertical map is a homotopy equivalence as claimed.

\[\square\]

6. The simplicial transform

In this section we construct for any finite pointed poset \( \mathcal{P} \), a simplicial poset \( s(\mathcal{P}) \) with the same vertex set \( V_\mathcal{P} \), and a map of posets \( \mathcal{P} \to s(\mathcal{P}) \) that is an embedding if \( \mathcal{P} \) is reduced and polyhedral. The main theorem of the section is the statement that for any finite reduced
polyhedral poset $\mathcal{P}$ and any collection of pairs $(X,A)$ indexed by the $V_\mathcal{P}$, the polyhedral product of $(X,A)$ over $\mathcal{P}$ coincides with its polyhedral product over $s(\mathcal{P})$.

**Definition 6.1.** Let $\mathcal{P}$ be a pointed finite poset. Define an equivalence relation on the set $$\{(x,S) \in \text{Obj}(\mathcal{P}) \times 2^{V_\mathcal{P}} | x \in \mathcal{P}, S \subseteq V(x)\}$$ to be the transitive closure of the relation $(x,S) \sim (y,T)$, if $S = T$ and $[x \lor y] \neq \emptyset$. Let $s(\mathcal{P})$ denote the set of equivalence classes of this relation, and define a poset structure on $s(\mathcal{P})$ by setting $[x,S] \leq [y,T]$ if $S \subseteq T$ and $[x \lor y] \neq \emptyset$. We refer to the poset $s(\mathcal{P})$ as the simplicial transform of $\mathcal{P}$.

**Remark 6.2.** Notice that if $x \leq y \in \mathcal{P}$ and $S \subseteq V(x)$, then $[x,S] = [y,S]$. Thus every object $[x,S] \in s(\mathcal{P})$ can be represented by $[y,S]$, where $y$ is any maximal object in $\mathcal{P}$ such that $y \geq x$. On the other hand, if $y',y'' \in \mathcal{P}$ are two maximal objects such that $S \subseteq V(y'),V(y'')$, but there is no lower bound $x \in [y' \land y'']$ such that $S \subseteq V(x)$, then $[y',S]$ and $[y'',S]$ are distinct objects of $s(\mathcal{P})$.

A justification for the term “simplicial transform” is given in the following lemma.

**Lemma 6.3.** For any finite pointed poset $\mathcal{P}$, its simplicial transform $s(\mathcal{P})$ is a simplicial poset with the same vertex set as $\mathcal{P}$.

**Proof.** By Definition 6.1 for each object $[x,S] \in s(\mathcal{P})$, the sub-poset $s(\mathcal{P})_{\leq[x,S]}$ consists of all objects $[y,T]$, such that $T \subseteq S$ and $[x \lor y] \neq \emptyset$. Thus in particular for each $[y,T] \in s(\mathcal{P})_{\leq[x,S]}$, $[y,T] = [x,T]$, so $s(\mathcal{P})_{\leq[x,S]}$ is isomorphic to the boolean algebra $2^S$. This shows that $s(\mathcal{P})$ is a simplicial poset. The second statement is obvious.

For a finite pointed poset $\mathcal{P}$, one has a poset map $$s: \mathcal{P} \to s(\mathcal{P}), \quad x \mapsto [x,V(x)]. \quad (6.1)$$

**Proposition 6.4.** If $\mathcal{P}$ is a finite reduced polyhedral poset, then the map $s: \mathcal{P} \to s(\mathcal{P})$ is an embedding of $\mathcal{P}$ in $s(\mathcal{P})$, with image the sub-poset of $s(\mathcal{P})$ generated by all objects $[x,V(x)]$, $x \in \mathcal{P}$.

**Proof.** Let $x,y \in \mathcal{P}$ be any objects, and suppose $$[x,V(x)] = s(x) = s(y) = [y,V(y)].$$ Then there is a zig-zag $x \leq z_1 \geq x_1 \leq \cdots \leq z_n \geq x_n = y$ such that $V(x) = V(x_1) = \cdots = V(x_n) = V(y)$. Since $\mathcal{P}$ is a polyhedral poset, there is $x \land x_1$ such that $V(x \land x_1) = V(x) \cap V(x_1) = V(x) = V(x_1)$. Then since $\mathcal{P}$ is reduced, $x = x_1 = x \land x_1$. Thus by induction, one gets $x = y$, and so $s$ is injective.

Suppose that $[x,V(x)] \leq [y,V(y)]$ for $x,y \in \mathcal{P}$. Then there are zig-zags $x \leq z_1 \geq x_1 \leq \cdots \leq z_n \geq x_n = y$ and $V(x) \subseteq S_1 \subseteq \cdots \subseteq S_n = V(y)$, where $S_i \subseteq V(x_i)$ for all $i$. Since $\mathcal{P}$ is a polyhedral poset, the meet $x \land x_1$ exists, and $V(x \land x_1) = V(x) \cap V(x_1) = V(x)$, and since $\mathcal{P}$ is reduced, it follows that $x = x \land x_1$. By induction, $x \leq x_n = y$, and so $s$ is an embedding as stated.

Let $\mathcal{P}$ be a finite pointed poset and $x \in \mathcal{P}$ be a maximal element. Let $\mathcal{P}_{\leq x} \subseteq \mathcal{P}$ denote the sub-poset on all objects but $x$. Then $\mathcal{P} = \mathcal{P}_{\leq x} \cup \mathcal{P}_{\leq x}$, with $\mathcal{P}_{\leq x} \cap \mathcal{P}_{\leq x} = \mathcal{P}_{\leq x}$. Hence the
following is a pushout diagram in the category of posets and poset maps:

\[
\begin{array}{ccc}
P_{<x} & \rightarrow & P_{\leq x} \\
\downarrow & & \downarrow \\
P_{\setminus x} & \rightarrow & P.
\end{array}
\] (6.2)

Next, we observe that this relation is preserved under simplicial transforms.

**Lemma 6.5.** Let \( P \) be a finite pointed poset and \( x \in P \) be a maximal element. Then there is a pushout diagram

\[
\begin{array}{ccc}
s(P_{<x}) & \rightarrow & s(P_{\leq x}) \\
\downarrow & & \downarrow \\
s(P_{\setminus x}) & \rightarrow & s(P).
\end{array}
\] (6.3)

**Proof.** By definition it follows easily that for each object \( y \in P \), \( s(P_{\leq y}) = s(P)_{\leq [y, V(y)]} \). Thus, restricting attention to object sets,

\[ s(P_{\setminus x}) \cap s(P_{\leq x}) = \bigcup_{y < x} s(P_{\leq y}) = \bigcup_{y < x} s(P)_{\leq [y, V(y)]} = s(\bigcup_{y < x} P_{\leq y}) = s(P_{\leq x}). \]

If \( a \leq b \) in \( s(P) \), then \( a \leq b \) in either \( s(P_{\leq x}) = s(P)_{[x, V(x)]} \) or \( s(P_{\setminus x}) \). The claim follows. \( \square \)

Let \( P \) be a finite pointed poset. By construction, \( V_P = V(s(P)) \) and \( V([x, S]) = S \) for \( [x, S] \in s(P) \). Then there is a commutative diagram

\[
\begin{array}{ccc}
P & \xrightarrow{Z_{X,A}^P} & \text{Top} \\
\downarrow{s} & & \downarrow{s} \\
s(P) & \xrightarrow{Z_{s(P)}^{s(P)}} & \text{Top}
\end{array}
\]

for any collection of pairs of spaces \( (X, A) = \{(X_v, A_v) \mid v \in V_P\} \). Then in particular, there is a natural map

\[ Z_P(X, A) \rightarrow Z_{s(P)}(X, A). \] (6.4)

**Theorem 6.6.** Let \( P \) be a finite reduced polyhedral poset and \( (X, A) = \{(X_v, A_v) \mid v \in V_P\} \) be a collection of NDR-pairs such that \( X_v \neq A_v \) for all \( v \). Then the natural map \( Z_{P}(X, A) \rightarrow Z_{s(P)}(X, A) \) is a homotopy equivalence.

**Proof.** By Proposition 5.6, it suffices to show that natural map

\[ s^\ast : \text{colim} \ Z_{X,A}^P \rightarrow \text{colim} \ Z_{X,A}^{s(P)} \] (6.5)

is a homeomorphism. For each \( x \in P \), let \( Z_x \) denote the subspace \( Z_{X,A}^P(x) \subseteq \text{colim} \ Z_{X,A}^P \). Since \( P \) is a polyhedral poset, it follows from (5.1) that for any maximal \( x \in P \),

\[
\text{colim} \ Z_{X,A}^P_{x} = \bigcup_{x \neq y \in P} Z_y, \quad \text{colim} \ Z_{X,A}^P_{\leq x} = Z_x, \quad \text{colim} \ Z_{X,A}^P_{< x} = \bigcup_{x > y \in P} Z_y.
\]
Thus one gets a pushout diagram of spaces
\[
\begin{array}{ccc}
\colim Z_{\mathcal{P},X,A}^{\mathcal{P} < x} & \longrightarrow & \colim Z_{\mathcal{P},X,A}^{\mathcal{P} < x} \\
\downarrow & & \downarrow \\
\colim Z_{\mathcal{P},X,A}^{\mathcal{P} \leq x} & \longrightarrow & \colim Z_{\mathcal{P},X,A}^{\mathcal{P} \leq x} \\
\end{array}
\tag{6.6}
\]
Similarly, by Lemma 6.3 and (6.3), one gets a pushout
\[
\begin{array}{ccc}
\colim Z_{\mathcal{X},X,A}^{s(\mathcal{P} \leq x)} & \longrightarrow & \colim Z_{\mathcal{X},X,A}^{s(\mathcal{P} < x)} \\
\downarrow & & \downarrow \\
\colim Z_{\mathcal{X},X,A}^{s(\mathcal{P} \leq x)} & \longrightarrow & \colim Z_{\mathcal{X},X,A}^{s(\mathcal{P})} \\
\end{array}
\tag{6.7}
\]
and the natural maps (6.5) give a map of diagrams from (6.6) to (6.7).

If all objects of \(\mathcal{P}\) are vertices, then \(\mathcal{P} = s(\mathcal{P})\), and (6.5) is the identity map. Also if \(\mathcal{P}\) has a terminal object \(x\), then the claim is obvious. Assume that for any maximal \(y \in \mathcal{P}\) one has \(|V(y)| \leq n\). Assume by induction that (6.5) is a homeomorphism for any poset \(\mathcal{P}\) in which no object has more than \(n\) vertices, and the number of maximal objects \(y\) of \(\mathcal{P}\) with \(|V(y)| = n\) is less than \(k\). Let \(\mathcal{P}\) be a poset with \(k\) maximal objects \(y\) such that \(|V(y)| = n\). Let \(x \in \mathcal{P}\) be any maximal object with this property. Then by the induction hypothesis, the maps \(s^*\) from the top left and the bottom left corners of Diagram (6.6) to the corresponding corners of Diagram (6.7) are homeomorphisms. The map \(s^*\) from the top right corner of (6.6) to the top right corner of (6.7) is the clearly the identity map, since the posets in question have a terminal object. Hence \(s^*\) on the pushout spaces
\[
s^* : \colim \mathcal{X},X,A \mathcal{P} \longrightarrow \colim \mathcal{X},X,A s(\mathcal{P})
\]
is a homeomorphism as claimed. \(\square\)

**Corollary 6.7.** For a finite polyhedral poset \(\mathcal{P}\), there is an isomorphism
\[
\mathbb{k}[\mathcal{P}] \cong \mathbb{k}[s(\mathcal{P})].
\]

**Proof.** This follows at once from Corollary 4.13 and Theorem 6.6. \(\square\)

### 7. \(f\)-Vectors of Regular Polyhedral Posets

Let \(\mathcal{P}\) be a finite pointed poset. Define \(|\mathcal{P}| = \max\{|V_\mathcal{P}(x)| \mid x \in \mathcal{P}\} - 1\), and for each \(i \geq 0\), let \(f_i(\mathcal{P})\) be the number of objects \(x \in \mathcal{P}\) such that \(|V_\mathcal{P}(x)| = i + 1\) for \(i \geq 0\). Then in particular, \(f_{-1}(\mathcal{P}) = 1\). We call the sequence \((f_0(\mathcal{P}), \ldots, f_{|\mathcal{P}|}(\mathcal{P}))\) the \(f\)-vector of \(\mathcal{P}\). In this section, we compare the \(f\)-vectors of finite polyhedral posets satisfying a certain regularity condition and their simplicial transformation \(s(\mathcal{P})\). As a result we obtain a computation of the Poincaré series of the Stanley-Reisner ring of a finite polyhedral poset satisfying this condition in terms of the \(f\)-vector.

**Definition 7.1.** A finite pointed poset \(\mathcal{P}\) is said to be regular if \(\mathcal{P} \leq x \cong \mathcal{P} \leq y\) for any objects \(x, y \in \mathcal{P}\) such that \(|V(x)| = |V(y)|\).

A finite regular poset is automatically reduced. Notice also that in any finite pointed poset \(\mathcal{P}\), and any \(x \in \mathcal{P}\), the objects of the simplicial transform \(s(\mathcal{P} \leq x)\) can be written in the form \([x, S]\), where \(S \subseteq V(x)\).
Proposition 7.2. Let $\mathcal{P}$ be a finite regular polyhedral poset, and let $k$ be a nonnegative integer. Fix an object $x \in \mathcal{P}$ such that $|V(x)| = k + 1$. Set $\nu_{0,k}(\mathcal{P}) = 0$, and for $1 \leq i \leq k$ let $\nu_{i,k}(\mathcal{P})$ be the number of all objects $[x,S] \in \text{Obj}(s(\mathcal{P}_{\leq x}))$, such that

i) $|S| = i + 1$, and  

ii) there is no $y \leq x$ such that $S \subseteq V(y)$. 

Then for $i \geq 0$, 

$$f_i(s(\mathcal{P})) = f_i(\mathcal{P}) + \sum_{k=i+1}^{\mathcal{P}} f_k(\mathcal{P})\nu_{i,k}(\mathcal{P}).$$

Proof. Notice first that $\nu_{i,k}(\mathcal{P})$ is well defined, since the isomorphism type of $\mathcal{P}_{\leq x}$ depends only on $|V(x)|$ and not on a specific choice of the object $x$. Also the statement clearly holds for $i = 0$, so we may assume $i \geq 1$.

By Definition $f_i(s(\mathcal{P}))$ is the number of objects $[x,S] \in s(\mathcal{P})$ with $|S| = i + 1$. Clearly, for each $x \in \mathcal{P}$ such that $|V(x)| = i + 1$, the object $[x,V(x)] \in s(\mathcal{P})$ contributes 1 to the count $f_i(s(\mathcal{P}))$. By Proposition 6.3 the functor $s: \mathcal{P} \to s(\mathcal{P})$ is an embedding, and so objects of this form contribute $f_i(\mathcal{P})$ to $f_i(s(\mathcal{P}))$.

The remaining objects have the form $[x,S]$, where $S \subseteq V(x)$, $|S| = i + 1$, and there is no $y \leq x' \in \mathcal{P}$ such that $S \subseteq V(x')$, $[x \vee x'] \neq \emptyset$ and $S = V(y)$ (or else $[x,S] = [x',S] = [y,S] \in \text{Im}(s)$; see Remark 6.2). But if such $x'$ that is not comparable to $x$, and $y \leq x'$ that satisfy these conditions exist, then for any $z \in [x \vee x']$ the sub-poset $\mathcal{P}_{\leq z}$ is not a lower semilattice. To see this, assume the converse. Then $S$ consists of at least 2 of vertices common to both $x$ and $x'$. By condition ii), $x$ is a minimal upper bound for $S$ in $\mathcal{P}_{\leq x}$. Let $a \in \mathcal{P}_{\leq x'}$ be a minimal upper bound for $S$ in $\mathcal{P}_{\leq x'}$. Then $a \neq x$, and every $v \in S$ is a maximal lower bound for $x$ and $a$ in $\mathcal{P}_{\leq z}$.

If $x \in \mathcal{P}$ is such that $|V(x)| = k + 1$, then the number of objects of the form $[x,S] \in \text{Obj}(s(\mathcal{P})) \setminus \text{Im}(s)$ that are not equivalent to some $[y,S]$ for any $y$ with $|V(y)| \leq k$ is exactly $\nu_{i,k}(\mathcal{P})$. Hence the remaining objects are counted by the sum $\sum_{k=i+1} f_k(\mathcal{P})\nu_{i,k}(\mathcal{P})$. This completes the proof. \( \square \)

For a fixed finite regular polyhedral poset $\mathcal{P}$ and a positive integer $k$, let $\mathcal{P}[k]$ denote a poset that is isomorphic to $\mathcal{P}_{\leq x}$ for any $x \in \mathcal{P}$ with $|V(x)| = k + 1$. We obtain an immediate corollary.

Corollary 7.3. Let $\mathcal{P}$ be a finite regular polyhedral poset. Then For every $0 \leq i \leq k \leq n \leq |\mathcal{P}|$, $\nu_{i,k}(\mathcal{P}) = \nu_{i,k}(\mathcal{P}[n])$.

Proposition 7.2 allows us to obtain a recursive formula for $\nu_{i,k}(\mathcal{P})$ from the $f$-coordinates $f_j(\mathcal{P}[k])$.

Proposition 7.4. Let $\mathcal{P}$ be a finite regular polyhedral poset. Then for each $0 \leq i \leq n$, 

$$\nu_{i,n}(\mathcal{P}) = \left( \frac{n+1}{i+1} \right) - \left( f_i(\mathcal{P}[n]) + \sum_{k=i+1}^{n-1} f_k(\mathcal{P}[n])\nu_{i,k}(\mathcal{P}) \right).$$

Proof. We claim that the following identity holds:

$$f_i(\mathcal{P}[n]) + \sum_{k=i+1}^{n} f_k(\mathcal{P}[n])\nu_{i,k}(\mathcal{P}) = \left( \frac{n+1}{i+1} \right).$$
Example 7.5. Let $\mathcal{P}$ be a finite polyhedral poset, such that for each $x \in \mathcal{P}$ the sub-poset $\mathcal{P}_{\leq x}$ is isomorphic to the face poset of the $n$-dimensional cube $\mathcal{C}^n$, for some $n$. Then $\mathcal{P}$ is regular, and $\nu_{i,j}(\mathcal{P})$ can be computed recursively by the formula

$$\nu_{i,j}(\mathcal{P}) = \binom{2^r}{i+1} - \left( f_i(\mathcal{C}^r) + \sum_{k=0}^{r-1} f_k(\mathcal{C}^r) \nu_{i,k}(\mathcal{P}) \right)$$

if $j = 2^r - 1$ and $\nu_{i,j}(\mathcal{P}) = 0$ otherwise.

Proof. An $m$-cube has $2^m$ vertices and for each $0 \leq k \leq m$ it has $2^m - k \binom{m}{k}$ $k$-faces. Hence

$$f_i(\mathcal{C}^m) = \begin{cases} 2^m - k \binom{m}{k} & \text{if } i = 2^r - 1 \\ 0 & \text{otherwise}. \end{cases}$$

By definition $\nu_{i,k}(\mathcal{P}) = 0$ unless $k = 2^r - 1$ for some $r > 0$, since there are no objects in the face poset of a cubical complex whose number of vertices is not a power of 2.

Set $n = 2^r - 1$ in Proposition 7.4,

$$\nu_{i,2^r-1}(\mathcal{P}) = \binom{2^r}{i+1} - \left( f_i(\mathcal{C}^r) + \sum_{k=0}^{2^r-2} f_k(\mathcal{C}^r) \nu_{i,k}(\mathcal{P}) \right) = \left( \binom{2^r}{i+1} - \left( f_i(\mathcal{C}^r) + \sum_{t=\log_2(i+2)}^{r-1} f_{2^t-1}(\mathcal{C}^r) \nu_{i,2^t-1}(\mathcal{P}) \right) \right) = \left( \binom{2^r}{i+1} - \left( f_i(\mathcal{C}^r) + \sum_{t=\log_2(i+2)}^{r-1} 2^{r-t} \binom{r}{t} \nu_{i,2^t-1}(\mathcal{P}) \right) \right).$$

Notice that in the example above $\nu_{i,j}(\mathcal{P})$ may be nonzero for $i \neq 2^n - 1$. For instance for $i = 2$ and $r = 2$, $\nu_{2,3}(\mathcal{P}) = \binom{4}{3} - f_2(\mathcal{C}^2) = 4$, corresponding to the four 2-faces of $s(\mathcal{C}^2) = \Delta[3]$, the standard 3-simplex.

For a free graded $\mathbb{k}$-module $M$, let $P_M(t)$ denote the Poincaré series of $M$. We end with a formula for the Poincaré series for the Stanley-Reisner algebra over a finite regular polyhedral poset.

Proposition 7.6. Let $\mathcal{P}$ be a finite regular polyhedral poset and let $\mathbb{k}[[\mathcal{P}]]$ denote its graded Stanley-Reisner algebra, where for each $x \in \mathcal{P}$, the corresponding generator has degree $|x| = |V_P(x)|$. Then

$$P_{\mathbb{k}[[\mathcal{P}]]}(t) = \sum_{i=-1}^{\infty} \frac{(f_i(\mathcal{P}) + \sum_{k=1}^{\mathcal{P}} f_k(\mathcal{P}) \nu_{i,k}(\mathcal{P})) t^{i+1}}{(1-t)^{i+1}}.$$
Proof. By Corollary 6.7, $k[P] \cong k[s(P)]$, and by Lemma 6.3, $s(P)$ is a simplicial poset. For any simplicial poset $S$, and with the same degree convention on generators

$$P_{k[S]}(t) = \sum_{i=-1}^{\infty} f_i(S)t^{i+1} \frac{1}{(1-t)^{i+1}}, \quad (7.1)$$

by [24] precise statement]. By Proposition 7.2, $f_i(s(P)) = f_i(P) + \sum_{k=i+1}^{\left|P\right|} f_k(P)\nu_{i,k}(P)$. The claim follows by substituting this expression in (7.1). □
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