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Abstract. - We present the causal construction of perturbative Yang-Mills theories in four(3+1)-
dimensional space-time.

We work with free quantum fields throughout. The inductive causal method by Epstein and
Glaser leads directly to a finite perturbation series and does not rely on an intermediary regular-
ization of the theory. The causal method naturally separates the physical infrared problem
of massless theories from ultraviolet-sensitive features like normalizability by regarding the dis-
tributional character of the S-matrix.

We prove the normalizability of the Yang-Mills theory with fermionic matter fields and study
the discrete symmetry transformations in the causal formalism. We introduce a definition of
nonabelian gauge invariance which only involves the free asymptotic field operators and give
mathematically rigorous and conceptually simple proofs of nonabelian gauge invariance and of
the physical unitarity of the S-matrix in all orders of perturbation theory.

PACS. 11.10 - Field theory, 12.35C-General properties of quantum chromodynamics.

*) Emailaddress: hurth@physik.unizh.ch or hurth@insti.physics.sunysb.edu
Contents

1. Introduction 3

2. Nonabelian Gauge Invariance in the Causal Approach 5
   a) Definition of Nonabelian Gauge Invariance
   b) General Proof of Nonabelian Gauge Invariance Apart from Splitting

3. Gauge Invariance in Second Order Perturbation Theory 11
   a) Loop Terms
   b) Tree Terms

4. Normalizability of Nonabelian Gauge Theories 19

5. Discrete Symmetries 22
   (a) Abelian Case
   (b) Nonabelian Case

6. Proof of Nonabelian C-Number Gauge Invariance 31
   (a) General Inductive Step
   (b) Distribution Splitting

7. Proof of the Unitarity in Nonabelian Gauge Theories 45
   (a) Preliminaries
   (b) Pseudo-Unitarity of $S(g)$
   (c) Definition of the Physical Subspace
   (d) Proof of Physical Unitarity

Appendix A $SU(N)$-Group Theory 53

Appendix B Derivation of the $Cg$-Identities 56

Appendix C The Causal Approach to QFT 66

References
1. Introduction

The main concern of elementary particle physics is to understand the basic dynamical structures of matter. Up to now three out of four of the fundamental interactions known today can be described as quantized gauge field theories. The local gauge principle thus now appears as the most important structure of the dynamics of matter. The latest precision measurements in the electro-weak sector have confirmed the predictions of the standard model with a high degree of accuracy.

This phenomenological success of today’s particle physics is contrasted by the fact that our knowledge of local quantum field theory is quite limited. Up to now the main problem, namely the question whether the principles of relativistic local quantum field theory are consistent with a nontrivial exact S-matrix in four(3+1)-dimensional space-time, is not completely solved [1]. The only real example of the axioms of relativistic local quantum field theory in four(3+1)-dimensional space-time is the theory of free fields in which the S-matrix is just the identity. Nevertheless, there are considerable advances in constructive quantum field theory [2] (see in particular Balaban’s work [3]).

Besides the lattice approach [4], perturbation theory is the only systematic method to make quantitative predictions for scattering processes. The naive application of the standard Feynman technique above the classical tree level leads to divergent integrals. In the standard renormalization program one separates the divergences by introducing an intermediate regularization and absorbs them by a redefinition of the physical parameters.

The main idea of the standard renormalization procedure seems to be simple, the technical details, however, are somewhat more complicated, in particular due to the problem of disentangling the overlapping divergences. (In fact the original proof of the renormalizability of QED, given by Ward and Dyson, breaks down at the 14th order of perturbation theory due to these overlapping divergences, as shown by Yang and Mills [5].)

Therefore, the traditional proof of the renormalizability of nonabelian gauge theories given by ’t Hooft and Veltman [6] is quite involved due to ultraviolet and also infrared problems. Detailed graphical and combinatorial arguments are needed.

The proof given by Becchi, Rouet and Stora [7] (see also [8,9]) uses the quantum action principle and is more elegant. But one has to prove at first by a detailed analysis that the chosen renormalization and regularization scheme preserves the validity of this principle. This was done for the dimensional regularization by Breitenlohner and Maison [10]. There is the well-known troublesome $\gamma_5$-problem in this scheme. In the BPHZ-scheme a revisited analysis of the quantum action principle - using the forest-formula - was recently given [11].

We are going to present an alternative approach to perturbative nonabelian gauge theories using methods of Epstein and Glaser [13,12]. This approach is governed by the fundamental concept of causality. In an exemplary mode, we explicitly construct the $SU(N)$-Yang-Mills theory with fermionic matter fields in four (3+1) space-time dimensions by the causal method. We prove the most important properties as normalizability, gauge invariance and unitarity. We show that a straightforward construction of the (finite) perturbation theory without any intermediate modifications is possible, even in the nonabelian gauge theory.

The ultraviolet and infrared problems are fully under control: the former by careful splitting of causal distributions and the latter by regarding the distributional character of the S-matrix. We directly construct the S-matrix in the Fock space of free field operators.

In contrast to the usual approaches, the whole analysis is carried out in configuration space which is more suitable for general considerations.
By using the causal method, one simplifies the analysis of normalizability, gauge invariance and unitarity in the nonabelian gauge theory:

We introduce a definition of nonabelian gauge invariance as a simple commutator condition at every order of perturbation theory separately. This condition only involves the free asymptotic field operators. Therefore, we only need the concept of the linear (abelian) BRS transformations of the free field operators. It is nontrivial that such a condition expresses the full content of nonabelian gauge symmetry of the theory. Now conceptually simple inductive proofs of this operator gauge invariance and of the unitarity of the S-matrix in the physical subspace can be given.

In the causal formalism, the physical infrared problem is naturally separated by adiabatic switching of the S-matrix $S(g)$ with a test function $g$. Thus the analysis concerning gauge invariance and unitarity is well-defined, even in a massless theory. Of course it remains to study the physical infrared problem by taking the limit $g \to 1$ in the right physical quantities (see [14], [15], [16]). This limit of course is related to the confinement problem.

Our proof of perturbative normalizability of the Yang-Mills theory with fermionic matter fields is simply based on rigorous power counting arguments and does not require any analysis of combinatorial or topological properties of Feynman graphs.

The causal approach leads to a perturbative series ordered in powers of the coupling constant. So it is not directly suitable to treat the Higgs mechanism that is usually developed in a loop-ordered approach.

The causal method still stands in the context of perturbation theory at this point. Perturbative results are limited to statements about formal power series. Relativistic quantum field theory is only completely understood if one can also assign a well-defined meaning to the S-matrix in a nonperturbative sense. This is still an open question.

In recent years other approaches have been developed in order to improve the mathematical and conceptual status of perturbative quantum field theory. These approaches are quite different from the causal method and still use regularizations at intermediate stages. They include Polchinski’s method of the continuous renormalization group [17] and the Gallavotti-Nicolo tree formalism [18]. Using these methods, several studies deal with the abelian gauge theory ([19], [20], [21]). Quite recently Bonini et al. have presented also an analysis of the Slavnov-Taylor identities of a pure SU(2)-Yang-Mills theory, at least at one-loop level [22]. Moreover, there are some studies about the asymptotic completeness in the abelian theory avoiding the usual infrared regularizations [23].

The paper is organized as follows: In Chapter 2 we give our definition of nonabelian gauge invariance and inductively prove this operator gauge invariance apart from distribution splitting. In Chapter 3 we explicitly study gauge invariance in the second order of perturbation theory. In Chapter 4 we prove the normalizability of the Yang-Mills theory with fermionic matter fields. This proof contains the abelian case as a by-product. In Chapter 5 we study the discrete symmetry transformations in the causal formalism. In Appendix B we express the full content of gauge invariance by relations between C-number distributions and prove them in Chapter 6. Finally, in Chapter 7 we prove the most important property of the nonabelian theory, namely the unitarity of the S-matrix in the physical subspace. In Appendix A we analyze the numerically invariant tensors which transform according to the $r$-fold tensor product of the adjoint representation of $SU(N)$. In Appendix C we give a brief introduction to the Epstein-Glaser method, present a solution to the crucial problem of distribution splitting and state some results which are decisive especially for the causal construction of massless theories.
2. Nonabelian Gauge Invariance in the Causal Approach

We introduce the concept of nonabelian gauge invariance in the causal construction. We are able to establish the gauge invariance condition as a commutator relation on the Fock space of asymptotic free fields in every order of perturbation theory (Subchapter (a)). This operator condition is sufficient to prove the unitarity of the nonabelian gauge theory, as shown in Chapter 7. We give a general proof of this operator condition by induction on the order n, except for the distribution splitting (Subchapter (b)). The latter problem is treated in Chapter 6.

(a) Definition of Nonabelian Gauge Invariance

In the causal approach, as described in Appendix C, the S-matrix is directly constructed in the Fock space of the free asymptotic fields in the form of a formal power series

\[ S(g) = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int d^4x_1 \ldots d^4x_n T_n(x_1, \ldots, x_n) g(x_1) \ldots g(x_n), \tag{2.1} \]

where \( g(x) \) is a tempered test function which switches the interaction. The central objects are the n-point distributions \( T_n \) which may be viewed as mathematically well-defined time-ordered products. The defining equations of the theory in the causal formalism are (i) the fundamental (anti-)commutation relations of the free field operators, (ii) their dynamical equations and (iii) the specific coupling of the theory \( T_{n=1} \). The n-point distributions \( T_n \) in (2.1) are then constructed inductively from the given first order \( T_{n=1} \). We want to consider a nonabelian theory. In an exemplary mode, we choose the Yang-Mills theory with fermionic matter fields in four space-time dimensions. The corresponding specific coupling in the Feynman gauge is

\[ T_1 = ig \varepsilon_{abc}(\gamma^2 : A_{\mu a}(x) A_{\nu b}(y) : - : A_{\mu a} \partial^\mu \bar{u}_c : ) + \]

\[ + ig \varepsilon_{abc}(\gamma_\alpha \gamma^\mu A_{\mu a}(x) \bar{\psi}_{\alpha \beta} \psi_\beta : ) \]  \[ \tag{2.2} \]

All field operators herein are well-defined free fields and these are the only quantities appearing in the whole theory. The double dots denote their normal ordering. The second term in \( T_1 \) is needed for the implementation of the gauge invariance in the first order of perturbation theory (see below (2.11)). The specific coupling \( T_{n=1}(x) \) of the theory does not contain a quadrilinear term proportional to \( g^2 \), the four-gluon-vertex. We will explicitly show (Chapter 3b) how this term is automatically generated in second order by our gauge invariance condition (see below (2.12)). This mechanism is essential in order to introduce such a condition of gauge invariance as commutator relation (2.12) in every order n of perturbation theory separately.

\( A_{\mu a}(x) \) are the (free) gauge potentials satisfying the commutation relations (Feynman gauge)

\[ [A_{\mu a}(x), A_{\nu b}^{(\pm)}(y)] = i\delta_{ab} g^{\mu \nu} D_0^{(+)}(x - y), \tag{2.3} \]

where \( A^{(\pm)} \) are the emission and absorption parts of \( A \) and \( D_0^{(\pm)} \) the (mass zero) Pauli-Jordan distributions. \( u_a(x) \) and \( \bar{u}_a(x) \) are the free massless fermionic ghost fields fulfilling the anti-commutation relations

\[ \{ u_a^{(\pm)}(x), \bar{u}_b^{(\mp)}(y) \} = -i\delta_{ab} D_0^{(\mp)}(x - y). \tag{2.4a} \]
The gauge fields are minimally coupled to spinor fields $\psi_{\alpha}, \bar{\psi}_\beta$. The latter satisfy the anticommutation relation
\[
\{\psi_{\alpha}^{(-)}(x), \bar{\psi}_\beta^{(+)}(y)\} = \delta_{\alpha\beta} \frac{1}{i} S^{(+)}(x - y)
\] (2.4b)
where $S^{(+)} = (i\gamma_\mu \partial^\mu + m) = D^+_m$. $f_{abc}$ denotes the usual antisymmetric structure constants of the gauge group, say $SU(N)$: $(-i/2)\lambda_a$ are the generators of the fundamental representation of the Lie algebra of the gauge group. The time-dependence of $A, u$ and $\bar{u}, \psi$ and $\bar{\psi}$ is given by the wave equation
\[
\Box A^a_\mu(x) = 0, \quad \Box u_a(x) = 0, \quad \Box \bar{u}_a(x) = 0,
\] (2.5)
respectively by the free Dirac equation
\[
i\gamma_\mu \partial^\mu \psi_\alpha(x) = M_{\alpha\beta} \psi_\beta(x)
\] (2.6)
with a real and diagonal mass matrix $M_{\alpha\beta}$ which satisfies $\lambda_a M = M \lambda_a$. For a simple gauge group like $SU(N)$ $M_{\alpha\beta}$ is a multiple of the unit matrix (2.4b) - according to Schur’s lemma. In the following we omit colour indices for the spinor fields in order to simplify the notation. We define
\[
F^{\mu\nu}_a \overset{\text{def}}{=} \partial^\mu A^\nu_a - \partial^\nu A^\mu_a.
\] (7.7)
\[
j_a^\mu = : \bar{\psi} \gamma^\mu \lambda_a \psi :.
\] (7.8)
According to (2.6), $j_a^\mu$ is a conserved current: $\partial_\mu j_a^\mu = 0$

Besides unitarity, nonabelian gauge invariance is the most important property to the S-matrix. In the causal formalism, the starting point of the analysis are the linear (abelian!) BRS transformations of the free asymptotic field operators.

The generator of the abelian operator transformations is the charge
\[
Q \overset{\text{def}}{=} \int d^3 x (\partial_\nu A^\nu_0 \to \partial_0 u_a), \quad Q^2 = 0,
\] (2.9)
with the (anti-)commutation relations
\[
[Q, A^\mu_a]_- = i \partial_\mu u_a, \quad [Q, \bar{u}_a]_+ = -i \partial_\nu A^\nu_a, \quad [Q, u_a]_+ = 0,
\]
\[
[Q, \psi]_- = 0, \quad [Q, \bar{\psi}]_+ = 0, \quad [Q, F^{\mu\nu}_a]_- = 0.
\] (2.10)

Now nonabelian gauge invariance means that the commutator of the specific coupling (2.2) with the charge $Q$ is a divergence (in the sense of vector analysis):
\[
[Q, T_{n=1}] = i \partial_\nu [ig_{abc}(A^\mu_0 u_b F^{\nu\mu}_c : - \frac{1}{i} : u_a u_b \partial^\nu \bar{u}_c :) + ig_{abc} u_a] \overset{\text{def}}{=} i \partial_\nu T^{\nu}_{1/1}
\] (2.11)

The second term in (2.2) (the gluon-ghost-coupling) is essential that $[Q, T_{n=1}]$ can be written as a divergence. Note the different compensation of terms in the invariance equation (2.11) compared with the invariance of the Yang-Mills Lagrangean under the full BRS-transformations of the interacting fields in the conventional formalism.

Having defined gauge invariance in the first order of perturbation theory by this relation, we can similarly express the condition of nonabelian operator gauge invariance in every order of perturbation theory separately by a simple commutator relation of the n-point distributions $T_n$ with the charge $Q$, the generator of the free operator gauge transformations (2.9):
\[
[Q, T_n(x_1, ..., x_n)] = i \sum_{l=1}^{n} \partial^{\nu_1}_l T^{\mu}_{n/l}(x_1, ..., x_n),
\] (2.12)
where \( T_{n/l}(x_1, \ldots, x_n) \) are n-point distributions of an extended theory which contains, in addition to the usual Yang-Mills couplings \( T_{n=1}(x) \) (2.2), the so-called Q-vertex \( T'_{1/1}(x) \) which already occurs in (2.11) as a divergence-representation of \([Q, T_1]\). The first order S-matrix of the extended theory is equal to

\[
S_1(g_0, g_1) \overset{\text{def}}{=} \int d^4x \left[ T_1(x)g_0(x) + T'_{1/1}(x)g_{1\nu}(x) \right].
\]  

(2.13)

Since \( T'_{1/1} \) contains odd numbers of fermionic ghost operators, \( g_1 = (g_{1\nu})_{\nu=0,1,2,3} \in (\mathcal{S}(\mathbb{R}^4))^4 \) must be an anti-commuting C-number field. The higher orders are determined by the usual inductive construction up to local normalization terms (see Appendix C). The \( T_{n/l}^\mu \) are the n-point distributions of the extended theory with one Q-vertex at \( x_i \), all other \( n-1 \) vertices are ordinary Yang-Mills vertices (2.2).

The simple operator condition (2.12) involving only well-defined asymptotic field operators expresses the full content of the nonabelian gauge structure of the quantized theory and can be proved by induction on the order of perturbation theory following the causal construction of \( T_n \) and \( T'_{n/l} \) (see Subchapter (b)). The nonabelian character is implemented in the theory by the specific couplings (2.2), especially by the structure constants \( f_{abc} \).

Thus, the concept of abelian gauge transformations of the free field operators is sufficient in order to derive all consequences of nonabelian gauge invariance in perturbative quantum field theory, in particular the most important one, namely the unitarity of the S-matrix in the physical subspace (i.e. the decoupling of the unphysical degrees of freedom in the theory) - as shown in Chapter 7 of the present study.

Further Comments:

- The representation of \([Q, T_{n=1}] \) (2.11) and also of \([Q, T_n] \) (2.12) as a divergence is in general not unique. The most general Q-vertex \( T'_{1/1} \) with the same mass dimension and ghost number (see below (2.20)) as \( T'_{1/1} \) in (2.11) is the following:

\[
[Q, T_1] = i \partial_\nu [T'_{1/1} + \alpha B'_{1/1}] \overset{\text{def}}{=} i \partial_\nu \bar{T}'_{1/1}
\]

with \( B'_{1/1} = igf_{abc}(\partial_\mu (u_\mu A_\nu^a B_\nu^{\nu b} C_\nu^{\nu c})) \quad \partial_\mu B'_{1/1} = 0, \quad \alpha \in C \quad \text{free}. \]  

(2.14)

Below we choose \( \alpha = 0 \), if not otherwise mentioned. This choice has just practical reasons and has no physical consequences. Note that when \( \alpha \) is fixed in (2.14) the representation of \([Q, T_n] \) as a divergence, \( T'_{n/l} \) (2.12), is also uniquely determined up to local normalization terms.

- So far, we have chosen a specific \( T_1 \) (2.2) (Faddeev-Popov) and the field operators are fixed in the Feynman gauge (2.3). The generalisations of our procedure to other covariant gauges are straightforward. Furthermore, one can easily derive the most general gauge invariant (in the sense of (2.11)) specific coupling \( T_1 \) (see [24]).

- Analogously to the charge \( Q \) (2.9) we can define an anti-charge \( \bar{Q} \)

\[
\bar{Q} \overset{\text{def}}{=} \int d^4x (\partial_\nu A_\nu^a \bar{\psi}_0 \bar{u}_a) \quad \text{with} \quad \bar{Q}^2 = 0.
\]  

(2.15)

It generates the following operator transformations:

\[
[\bar{Q}, A^a_\mu]_- = -i \partial_\mu \bar{u}_a, \quad [\bar{Q}, u_\mu]_+ = +i \partial_\mu A_\mu^a, \quad [\bar{Q}, \bar{u}_a]_+ = 0.
\]

\[
[\bar{Q}, \bar{\psi}]_- = 0, \quad [\bar{Q}, \bar{\psi}]_+ = 0, \quad [\bar{Q}, F_{\mu\nu}^a]_- = 0
\]  

(2.16)
Anti-gauge invariance means, analogously to (2.11):

\[
[\bar{Q}, T_{n=1}]_\pm = i\partial_\nu [ig_{abc}(\bar{u}_a A_b^\nu F_c^{\mu\nu} : - A_b^\nu \partial_\mu A_c^\nu \bar{u}_c : + \bar{u}_a \partial_\mu u_b \bar{u}_c : - 1/2 \partial_\mu (\bar{u}_a u_b \bar{u}_c : ) + ig_{abc} \partial_\mu (: A_b^\nu \bar{u}_c : ) + \beta \bar{u}_a \partial_\mu u_b ]
\]

(2.17)

Again we arrive at the general condition in every order \( n \) of perturbation theory

\[
[\bar{Q}, T_n(x_1, \ldots, x_n)] = i \sum_{l=1}^n \partial_\mu T_{n/l}^\mu(x_1, \ldots, x_n),
\]

(2.18)

In the present study we focus on the operator gauge invariance (2.12) corresponding to the charge \( Q \) only. It is sufficient to prove the crucial property of physical unitarity (see Chapter 7).

- Some brief remarks on the algebraic structure of (2.12):
  In addition to the charge \( Q \) (2.9), we define the ghost charge

\[
Q_c := i \int d^3x : (\bar{u} \partial_0 u) :
\]

(2.19)

In the algebra, generated by the fundamental field operators, we introduce a gradation by the ghost number \( G(\hat{A}) \) which is given on the homogenous elements by

\[
[Q_c, \hat{A}] = -G(\hat{A}) \cdot \hat{A}.
\]

(2.20)

Now we can define an anti-derivation \( d_Q \) in the graded algebra by

\[
d_Q \hat{A} := Q \hat{A} - (e^{i\pi Q_c} \hat{A} e^{-i\pi Q_c})Q
\]

(2.21)

The anti-derivation \( d_Q \) is obviously homogenous of degree (-1) and satisfies \( d_Q^2 = 0 \). Note \( G(T_n) = 0, G(T_{n,l}^\nu) = (-1) \). For further details and consequences see [24].

- For the purposes of illustration, we analyze the condition of operator gauge invariance (2.12) in the abelian case (QED): The corresponding charge \( Q \) is similar to (2.9)

\[
Q := \int d^3x (\partial_\mu A^{\mu\nu} \bar{u} \partial_0 u)
\]

(2.22)

where \( u \) is a bosonic ghost field operator

\[
[u(x)^\pm, \ u(x)^\mp] = (-i)D^\pm(x - y)
\]

(2.23)

Since

\[
[Q, A_\mu] = i\partial_\mu u
\]

(2.24)

and \( Q \) commutes with \( \psi \) and \( \bar{\psi} \), we obtain

\[
[Q, T_1] = ie[Q, \overline{\psi} \gamma^\nu \psi : A_\nu :] = -e : \overline{\psi} \gamma^\nu \psi : \partial_\nu u = \partial_\nu (-e : \overline{\psi} \gamma^\nu \psi : u) \overset{\text{def}}{=} i\partial_\nu T_1^\nu.
\]

(2.25)
Due to the fact that there is only one ghost operator, the distributions with one $Q$-vertex have the form
\[ T_{n/l}^{\mu}(x_1, \ldots, x_n) = \tau_{l}^{\mu}(x_1, \ldots, x_n)u(x_i), \tag{2.26} \]
where $\tau_{l}^{\mu}$ has the external field operators $A, \psi$ and $\overline{\psi}$ but no $u$. For a fixed $x_i$ we consider from $T_n$ all terms with the external field operator $A_{\mu}(x_i)$
\[ T_n(x_1, \ldots, x_n) =: t_{l}^{\mu}(x_1, \ldots, x_n)A_{\mu}(x_i) : + \ldots \tag{2.27} \]
(The dots stand for the terms without $A_{\mu}(x_i)$.) It follows from (2.25) that the difference between the $Q$-vertex $x_i$ and an ordinary external vertex consists of the replacement of the external field operator $A_{\mu}(x_i)$ by $u(x_i)$, hence
\[ \tau_{l}^{\mu} = t_{l}^{\mu}. \tag{2.28} \]
Now we pick out from (2.12) all terms containing $u(x_i)$
\[ i \partial_{x_i}^{\mu}(x_1, \ldots, x_n) \partial_{\mu}u(x_i) = i \partial_{x_i}^{\mu}[\tau_{l}^{\mu}(x_1, \ldots, x_n)u(x_i)]. \]
Writing this as
\[ \partial_{\mu}[t_{l}^{\mu}u(x_i)] - (\partial_{\mu}t_{l}^{\mu})u(x_i) = \partial_{\mu}[\tau_{l}^{\mu}u(x_i)] \]
and using (2.28), we get
\[ \partial_{\mu}t_{l}^{\mu}(x_1, \ldots, x_n) = 0. \tag{2.29} \]
This is the usual gauge invariance condition of refs. [12,25,26]. We see that in QED, each term $\sim [Q,A(x_i)]$ on the left hand side of (2.12) corresponds to the precisely one term $\partial_{x_i}^{\mu}$ in the divergence on the right hand side with $Q$-vertex $\sim u(x_i)$. In Yang-Mills theories this is not true: Divergences with regard to inner or other external vertices appear in (2.12). This stems from the fact that $u_a$ in the charge (2.9) is an operator field which interacts with the gluons. It is the nonabelian character of the gauge group which makes gauge invariance much more complicated.

(b) General Proof of Nonabelian Gauge Invariance apart from Distribution Splitting

In order to prove the gauge invariance condition in the causal approach
\[ d_Q T_n = [Q, T_n] = i \sum_{l=1}^{n} \partial_{\mu}^{l}T_{\mu/l}^{\mu} \tag{2.30} \]
we have to prove another relation simultaneously [27].
In the inductive construction of $T_n$, $T_{n/l}$ the n-point distributions $\tilde{T}_{n'}, \tilde{T}_{n'/l}$ of $S^{-1}$ for $n' < n$ appear (see Appendix C). Therefore our inductive proof of (2.30) only works if we prove in addition
\[ d_Q \tilde{T}_n(x_1, \ldots, x_n) = [Q, \tilde{T}_n(x_1, \ldots, x_n)] = i \sum_{l=1}^{n} \partial_{\mu}^{l}T_{n'/l}^{\mu}(x_1, \ldots, x_n). \tag{2.31} \]
Note that $\tilde{T}_n, \tilde{T}_{n/l}$ are directly given in terms of the $T_{n'}, T_{n'/l}$ for $n' \leq n$. Due to $\tilde{T}_1 = -T_1, \tilde{T}_{1/l} = -T_{1/l}$, the case $n = 1$ is completely covered by (2.11). We turn to the step from $n - 1$ to $n$. $A'_n$ is constructed from the $T_k, \tilde{T}_k, \ 1 \leq k \leq n - 1$, by means of

$$A'_n(x_1, \ldots; x_n) = \sum_{X,Y} \tilde{T}_k(X)T_{n-k}(Y, x_n),$$  

(2.32)

where $X \equiv \{ x_1, \ldots, x_k \}$, $Y \equiv \{ x_{k+1}, \ldots, x_{n-1} \}$ and $X \cup Y = \{ x_1, \ldots, x_{n-1} \}$ is a partition with $1 \leq k \equiv |X| \leq n - 1$. Moreover, we set $x_{i_n} \equiv x_n$. Assuming that (2.31) and (2.30) hold in all lower orders $\leq n - 1$, we obtain

$$d_Q A'_n(x_1, \ldots, x_n) = [Q, A'_n(x_1, \ldots; x_n)] = i \sum_{X,Y} \{ \sum_{l=1}^k \partial^{x_l} [\tilde{T}_k(X)T_{n-k}(Y, x_n)] +$$

$$+ \sum_{l=k+1}^n \partial^{x_l} [\tilde{T}_k(X)T_{n-k/l-k}(Y, x_n)] \} \equiv i \sum_{X,Y} \{ \sum_{l=1}^n \partial^{x_l} [\tilde{T}_k(X)T_{n-k}(Y, x_n)] \}.$$  

(2.33)

The lower index $l$ means that we have exactly one $Q$-vertex at the $l$-th argument in $(X, Y, x_n) = (x_1, \ldots, x_{i_n})$, which is $x_{i_l}$. Exchanging the two sums, (2.33) becomes

$$d_Q A'_n(x_1, \ldots, x_n) = i \sum_{l=1}^n \partial^{x_l} [\tilde{T}_k(X)T_{n-k}(Y, x_n)]^{'\prime},$$  

(2.34)

with $\prime'$ being the position where $x_l$ appears in $(X, Y, x_n) = (x_i, \ldots, x_{i_n})$. Drawing on the analogous formula to (2.32) for $A'_{n/l}$, we see that

$$d_Q A'_{n/l}(x_1, \ldots, x_n) = i \sum_{l=1}^n \partial^{x_l} A'_{n/l}(x_1, \ldots; x_n).$$  

(2.35)

One proves (2.30) for $(R'_n, R'_{n/l})$ in the same way. Altogether we conclude for the $D = R' - A'$ distributions that

$$d_Q D_n(x_1, \ldots, x_n) = [Q, D_n(x_1, \ldots; x_n)] = i \sum_{l=1}^n \partial^{x_l} D'_{n/l}(x_1, \ldots; x_n).$$  

(2.36)

Next we want to split both sides of (2.36). On the l.h.s. this is done in the usual manner by normal ordering of $D_n$ using Wick’s theorem, splitting the numerical distributions and then calculating the commutator with $Q$. On the r.h.s. we split $D'_{n/l}$ in the usual manner and take the distributional derivative of the retarded part $R'_{n/l}$. Since $R_n = D_n, R_{n/l} = D_{n/l}$ on $\Gamma^+ \backslash \{ (x_n, \ldots, x_n) \}$ and $R_n = 0, R_{n/l} = 0$ on $(\Gamma^+)^c$, gauge invariance can be violated in this process only in the single point $(x_n, \ldots, x_n)$, i.e. by local terms. It is exactly this point where the $R$-distributions are not completely determined, they have some normalization freedom here. One has to show that

$$d_Q R_n(x_1, \ldots, x_n) = [Q, R_n(x_1, \ldots; x_n)] = i \sum_{l=1}^n \partial^{x_l} R'_{n/l}(x_1, \ldots; x_n)$$  

(2.37)
can be achieved, if the $R$-distributions are normalized in a suitable way, respecting all desired properties, in particular Lorentz covariance. Then, the $T' = R - R'$ distributions fulfill (1.8) and it is easy to see that this gauge invariance equation survives the symmetrizations

$$T_n(x_1, ..., x_n) = \sum_\pi \frac{1}{n!} T'_n(x_{\pi 1}, ..., x_{\pi n})$$

$$T_{n/l}(x_1, ..., x_n) = \sum_\pi \frac{1}{n!} T'_{n/\pi-l}(x_{\pi 1}, ..., x_{\pi n}).$$

This finishes the inductive step for $T_n$. $\tilde{T}_n$ may be written as a sum of products of $T_k$’s, $1 \leq k \leq n$ (C.9), for which (2.30) is proven. Using these facts, one can prove (2.31) with a calculation similar to (2.33). \textbf{q.e.d.}

Note that this inductive proof is independent of the special choice of the divergence-representation $\tilde{T}_\nu$ (2.14).

Summing up, we have proven nonabelian gauge invariance (2.12,2.30) by induction on the order $n$ of perturbation theory, except for the distribution splitting. It remains to be proven that nonabelian gauge invariance is preserved under this operation.

There are essentially two ways to show that (2.12) can be preserved after distribution splitting.

- The first one is to prove directly the operator gauge invariance (2.12) by purely algebraic methods. This will be discussed in a forthcoming paper [24]. One should keep in mind that the operator condition (2.12) is sufficient to show the unitarity in the physical subspace (see Chapter 7).

- In Chapter 6 of the present study we proceed in another way: We express the operator gauge invariance by a set of identities between C-number distributions analogous to the Slavnov-Taylor identities. In this way we develop the full content of nonabelian gauge invariance. These C-number identities for gauge invariance (Cg-identities) are sufficient for the operator condition (2.12). In Appendix B, we explicitly derive all types of Cg-identities and isolate those types which require nontrivial proofs. These few nontrivial identities are proven in Chapter 6 by suitable normalization. Here all symmetries of the theory, in particular the global $SU(N)$-symmetry (Appendix A) and charge conjugation invariance (Chapter 5b), are needed.

### 3. Gauge Invariance in Second Order

We prove gauge invariance in the sense of (2.12) up to the second order of perturbation theory in order to illustrate several points by explicit calculations. In Subchapter (a) we first consider the one-loop terms. We give the explicit expressions by using the splitting method for massless distributions introduced in Appendix C. In Subchapter (b) we study the gauge invariance of the tree terms. We prove that the tree part of $T_2(x, y)$ with appropriate normalization is gauge invariant [27]. The specific coupling $T_1(x)$ - defining the theory - contains the three-gluon vertex in addition to the gluon-ghost and gluon-matter coupling. One may wonder why the first-order $T_1(x)$ does not contain a quadrilinear term proportional to $g^2$, the four-gluon vertex. As we shall see, this term is automatically generated in second order by gauge invariance. This mechanism
is essential if one wants to introduce the condition of gauge invariance as commutator relation (2.12) separately in every order of perturbation theory.

(a) Loop Terms in Second Order

We calculate the causal d-distributions. By normally ordering the direct product

$$R'_2(x; y) = -T_1(y)T_1(x),$$

we select all terms with two contractions:

$$R'_2(x; y) = r^{\nu\mu}_{AA}(x - y) : A_\nu(x)A_\mu(y) : + r^{\mu\kappa\nu}_{AF}(x - y) : A_\nu(x)F_{\mu\kappa}(y) : +$$

$$+ r^{\mu\kappa\nu\tau}_{FA}(x - y) : F_{\mu\kappa}(x)A_\nu(y) : + r^{\mu\kappa\nu\tau}_{FF}(x - y) : F_{\mu\kappa}(x)F_{\nu\tau}(y) : +$$

$$+ r^{\mu\kappa}_{u\bar{u}}(x - y) : u(x)\partial_\kappa \bar{u}(y) : + r^{\mu\kappa}_{\bar{u}u}(x - y) : \partial_\kappa u(x)u(y) : + ... \text{ tree terms}$$

where the two free field operators have the same colour index and there is a sum over this index. $r^{\alpha}_{AA}$ has three contributions: the gluon-loop term $r^{\alpha}_{AA}$ containing two times the gluon vertex : $AA$ : of $T_1$, the ghost-loop term $r^{\gamma}_{AA}$ containing two times the ghost vertex : $Au\partial \bar{u}$ : and the matter-loop term $r^{\beta}_{AA}$ containing two times the gluon-matter vertex : $j A$ :. For the matter-loop term we can use the result of the corresponding term in the abelian theory (see chapter 3.6 in [12]) with some minimal modifications concerning the colour structure. Note that all propagators are massive in this term.

$$r^{1\nu\mu}_{AA}(x - y) = g^2N[2(\partial^\nu \partial^\mu D_0^\nu)(x - y)D_0^\mu (x - y)$$

$$-3(\partial^\nu D_0^\mu(x - y)(\partial^\mu D_0^\nu(x - y)),$$

$$r^{2\nu\mu}_{AA}(x - y) = g^2N(\partial^\nu D_0^\mu(x - y)(\partial^\mu D_0^\nu(x - y)),$$

$$r^{3\nu\mu}_{AA}(x - y) = 2g^2[2(\partial^\nu D_\mu)(x - y)(\partial^\mu D_\nu)(x - y)$$

$$(\partial^\mu D_\nu)(x - y)(\partial_\nu D_\mu)(x - y)g^{\nu\mu}$$

$$+m^2D_\mu(x - y)D_\nu(x - y)g^{\nu\mu}]$$

$$r^{4\mu\kappa\nu}_{AF}(x - y) = \frac{g^2}{2}N[g^{\kappa\nu}(\partial^\mu D_0^\nu(x - y)D_0^\mu (x - y)$$

$$-g^{\nu\mu}(\partial^\kappa D_0^\mu)(x - y)D_0^\mu (x - y)),$$

$$r^{5\mu\nu\kappa\tau}_{FF}(x - y) = -\frac{g^2}{2}Ng^{\mu\nu}g^{\kappa\tau}D_0^\nu(x - y)D_0^\mu (x - y),$$

$$r^{6\mu}_{u\bar{u}}(x - y) = r^{\mu}_{\bar{u}u}(x - y) = g^2N\partial^\mu D_0^\mu (x - y)D_0^\mu (x - y),$$

(3.3)

The corresponding numerical distributions of $A'_2(x; y) = -T_1(x)T_1(y)$ are obtained (in this special case) by replacing $D_0^\nu$ by $D_0^\nu$.

This leads to the causal numerical distributions of

$$D_2(x, y) \bigg|_{\text{loops}} = R'_2(x, y) - A'_2(x, y)$$

(3.4)
Remark: It may seem surprising why the products $\partial^a D_0^- \partial^b D_0^-$, \(|a|, |b| = 0, 1, 2\), appearing in (3.3) exist. The reason is that in the Fourier transformed expression

$$\frac{1}{(2\pi)^d} \int d^4q (-i(p - q))^a \hat{D}_0^- (p - q)(-iq)^b \hat{D}_0^- (q)$$

(3.5)

the intersection of the supports of the two $\hat{D}_0^-$ is a compact set. This is a general feature of perturbative quantum field theory:

As is well-known, L. Schwartz’s famous theorem [28] states that there is no multiplication of all tempered distributions that is associative, commutative and which generalizes the multiplication of ordinary continuous functions.

But a general concept of multiplication is not at all necessary. In quantum field theoretical constructions, only products of Fourier transforms of advanced (resp. retarded) tempered distributions appear in addition to well-defined tensor products - a fact which can be verified explicitly in equations (3.3).

It is possible, however, to define a natural, associative and commutative multiplication on the set of Fourier transforms of advanced (resp. retarded) distributions so that the product of these distributions is the Fourier transform of some advanced (resp. retarded) distribution.

In this context one should keep in mind the classical theorem that the Fourier transform of a tempered distribution is analytic in the tube $\text{R}^m + iV^+$ (resp. $\text{R}^m - iV^+$) [29].

- In order to calculate the Fourier transformation of the causal numerical distributions of $D_2 = R_2^2 - A_2^2$, we insert the explicit expression of $\hat{D}_0^-$ in (3.5). We see that we have to deal with the integrals

$$I^\pm(p) \stackrel{\text{def}}{=} \int d^4q \delta((p - q)^2)\delta(q^2)\theta(\pm(p_0 - q_0))\theta(\pm q_0)(1, q_\nu, q_\nu q_\mu).$$

(3.6)

Starting from (3.3) and the corresponding $a'$-distributions, one can easily express the $\hat{d}$-distributions in terms of the integrals (3.6):

$$d_{AA}^{\nu\mu}(p) = -\frac{g^2 N}{(2\pi)^4}2(\eta^{\nu\mu} (p) - I_{\nu\mu}^\nu (p)) - \frac{3(p' I^\nu (p)}{2}\left(1 + \frac{2m^2}{p^2}\right)\delta(p^2 - m^2) \text{sgn} p_0,$$

$$d_{AA}^{2\nu\mu}(p) = -\frac{2g^2 N}{(2\pi)^4} \left[p' I^\nu (p) - I_{\nu\mu}^\nu (p) - p' I^\nu (p) + I_{\nu\mu}^\nu (p)\right],$$

$$d_{AA}^{3\nu\mu}(p) = -\frac{g^2}{3(2\pi)^4} [p' p' - p' g^{\mu\nu}]\left(1 + \frac{2m^2}{p^2}\right) \left(1 - \frac{4m^2}{p^2}\right) \delta(p^2 - m^2) \text{sgn} p_0,$$

$$\hat{d}_{AF}^{\nu\mu}(p) = \frac{ig^2 N}{2(2\pi)^4} [g^{\nu\mu} (I^+ - I^-) - g^{\nu\mu} (I^+ - I^-)],$$

$$\hat{d}_{FF}^{\mu\nu\tau}(p) = -\frac{g^2 N}{2(2\pi)^4} [I^+ - I^-] g^{\mu\nu} g^{\kappa\tau},$$

$$\hat{d}_{uu}^{\mu}(p) = -ig^2 N \frac{2(2\pi)^4}{(2\pi)^4} [I^+ - I^-].$$

(3.7)
• It remains to compute the integrals (3.6). Due to the two $\delta \theta$ factors they vanish, except for $p^2 > 0$ and $p^0 > 0$ for $I^+(p)$ resp. $p^0 < 0$ for $I^-(p)$. Therefore, we may choose a special Lorentz frame with $p = (p^0, 0)$. Especially for the scalar integral $I^+$ we obtain (assuming $p^0 > 0$)

$$I^+(p) = \int d^4q \, \delta(p_0^2 - 2p_0q_0)\theta(p_0 - q_0) \frac{1}{2|q|} \delta(q_0 - |q|) =$$

$$= \int d\Omega d|q| \, |q|^2 \frac{1}{2p_0} \delta(|q| - \frac{p_0}{2}) \frac{1}{2|q|} \theta(p_0 - |q|) = \frac{\pi}{2}. \quad (3.8)$$

$I^-$ can be calculated analogously and the result is in an arbitrary Lorentz frame

$$I^\pm(p) = \frac{\pi}{2} \theta(p^2) \theta(\pm p^0). \quad (3.9)$$

Computing the vector integral $I^{\pm}_{\nu\mu}$ for $p = (p^0, 0)$, $p^0 > 0$, we have a nonvanishing contribution for $\nu = 0$ only. By comparing it with (3.8), we obtain for $I^+_0$ an additional factor $q_0$ in the integrand which is set equal to $\frac{\pi}{2}$. This leads us to

$$I^+_0(p) = \frac{\pi}{4} |p_0| \theta(p^2) \theta(\pm p^0) \quad (3.10)$$

in an arbitrary Lorentz frame.

The covariant decomposition of the tensor integral $I^\pm_{\nu\mu}$ is

$$I^\pm_{\nu\mu}(p) = A^\pm(p^2)p_\nu p_\mu + B^\pm(p^2)g_{\nu\mu} \quad (3.11)$$

A glance at (3.6) shows $I^\pm_{\nu
u} = 0$. This implies

$$B^\pm(p^2) = -\frac{p^2}{4} A^\pm(p^2) \quad (3.12)$$

Calculating $I^\pm_{\nu\mu}(p)p^\nu p^\mu$ for $p = (p^0, 0)$, $p^0 > 0$, an additional factor $(p_0q_0)^2$ appears in the integrand of (3.8). Therefore, we obtain (in an arbitrary Lorentz frame)

$$I^\pm_{\nu\mu}(p)p^\nu p^\mu = \frac{\pi}{8} p^4 \theta(p^2) \theta(\pm p^0) \quad (3.13)$$

Taking (3.11),(3.12) into consideration, we finally arrive at

$$I^\pm_{\nu\mu}(p) = [p_\nu p_\mu - \frac{p^2}{4} g_{\nu\mu} \frac{\pi}{6}] \theta(p^2) \theta(\pm p^0) \quad (3.14)$$

• We obtain the causal numerical distributions:

$$d^1_{AA}(p) = -\frac{g^2 N\pi}{(2\pi)^2} [2p^\nu p^\mu - 5p^2 g^{\nu\mu}] \theta(p^2) \text{ sgn } p^0 \quad (3.15)$$

$$d^2_{AA}(p) = -\frac{g^2 N\pi}{(2\pi)^2} [2p^\nu p^\mu + p^2 g^{\nu\mu}] \theta(p^2) \text{ sgn } p^0$$

$$d^3_{AA}(p) = -\frac{g^2 \pi^2}{(2\pi)^2} [p^\nu p^\mu - p^2 g^{\nu\mu}] (1 + \frac{2m^2}{p^2})(1 - \frac{4m^2}{p^2})^\frac{3}{2} \theta(p^2 - 4m^2) \text{ sgn } p^0,$$
Inserting (C.41), (3.17) in (C.46) and taking $d$ and $P$ the causal

$$
\hat{d}_{AF}^\nu(p) = -\hat{d}_{AF}^\nu(p) = -\frac{g^2 N \pi i}{(2\pi)^4} \left[ g^{\nu\kappa} p^\mu - g^{\nu\mu} p^\kappa \right] \theta(p^2) \sgn p^0,
$$

$$
\hat{d}_{FF}^\mu(p) = -\frac{g^2 N \pi}{(2\pi)^4} g^{\mu\nu} g^{\kappa\tau} \theta(p^2) \sgn p^0,
$$

$$
\hat{d}_{u\bar{u}}^\mu(p) = -\hat{d}_{u\bar{u}}^\mu(p) = -\frac{g^2 N \pi i}{(2\pi)^4} p^\mu \theta(p^2) \sgn p^0.
$$

Note the transversality relations

$$
p_\nu (\hat{d}_{AA}^{1\nu}(p) + \hat{d}_{AA}^{2\nu}(p)) = 0, \quad \hat{d}_{u\bar{u}}^\mu(p) = p^\mu \hat{d}_{u\bar{u}}^\mu(p), \quad (3.16)
$$

$$
p_\nu \hat{d}_{AF}^{\mu\kappa}(p) = 0, \quad p_\nu (\hat{d}_{AA}^{3\nu}(p)) = 0.
$$

The first one would be violated without the ghost term $\hat{d}_{AA}^2$.

Now we apply the splitting method for massless distributions introduced in Appendix C to
the causal $d$-distributions (3.15). They all have the form

$$
\hat{d}(p) = P(p)\hat{d}_1(p) \quad \text{with} \quad \hat{d}_1(p) \overset{\text{def}}{=} \theta(p^2) \sgn p^0 \quad (3.17)
$$

and $P(p)$ is a covariant polynomial in $p$. It suffices to find a covariant retarded part $\hat{r}_1(p)$ of
$\hat{d}_1(p)$. Then

$$
\hat{r}(p) \overset{\text{def}}{=} P(p)\hat{r}_1(p) \quad (3.18)
$$

is a splitting solution of $\hat{d}(p)$ (3.16).

Inserting (C.41), (3.17) in (C.46) and taking $\omega(\hat{d}_1) = 0$ into consideration, we obtain for
$p \in V^+$, $q \to 0$ in such a way that $p - q \in V^+$, $q^2 < 0$

$$
\hat{r}_1(p) = \lim_{q \to 0} \left\{ \frac{i}{2\pi} \int_{t_1}^{t_2} dt \frac{dt}{(t - i0)(1 - t - i0)} \theta((tp + q)^2) \sgn (tp^0 + q^0) + P_q(p) \right\}, \quad (3.19)
$$

where the polynomial $P_q(p)$ is constant (in $p$). The zeros of $(tp + q)^2$ are

$$
t_{1,2} = \frac{1}{p^2} (-pq \pm \sqrt{N}) \quad \text{with} \quad N \overset{\text{def}}{=} (pq)^2 - p^2q^2 > (pq)^2. \quad (3.20)
$$

Remember $p^2 > 0$, $q^2 < 0$. Note $t_1 > 0$, $t_2 < 0$. The integral in (3.19) may be simplified to

$$
\left\{ \frac{i}{2\pi} \int_{t_2}^{t_1} dt \frac{i}{2\pi} \int_{t_1}^{\infty} dt \right\} \left\{ \frac{1}{t} - P \frac{1}{t - 1} - i\pi \delta(t - 1) \right\} =
$$

$$
= \frac{i}{2\pi} (-\log |t_2| + \log |t_2 - 1| - \log |t_1| + \log |t_1 - 1| - i\pi). \quad (3.21)
$$

Since $t_{1,2} \to 0$ for $q \to 0$, the logarithms $\log |t_{1,2} - 1|$ vanish in this limit and there remains in
(3.21)

$$
-i\frac{i}{2\pi} (\log |t_{1,2}| + i\pi) = \frac{i}{2\pi} (\log \frac{p^2}{|q|^2} - i\pi). \quad (3.22)
$$

Adding the polynomial $P_q(p) = \frac{1}{2\pi} \log \frac{|p|^2}{|q|^2}$ in (3.19), where $M > 0$ is an arbitrary scale parameter
which has the dimension of a mass, we obtain a (covariant) splitting solution of $d_1$

$$
\hat{r}_1(p) = \frac{i}{2\pi} \left( \log \frac{p^2}{M^2} - i\pi \right). \quad (3.23)
$$
So far this holds for \( \lim_{q \to 0}(p - q) = p \in V^+ \). By analytic continuation in \( \mathbb{R}^4 + iV^+ \), we obtain for \( p \in \mathbb{R}^4 \)

\[
\hat{r}_1(p) = \frac{i}{2\pi} \log \frac{-(p^2 + ip^0)}{M^2}.
\]  

(3.24)

Note that scale invariance is violated after distribution splitting. This is also a general feature of the causal construction.

- The transversality relations (3.15) are also fulfilled by the corresponding retarded distributions:

\[
p_\nu (\hat{r}_A^{\nu\mu} \rho (p) + \hat{R}_A^{\nu\mu} \rho (p)) = 0, \quad \hat{r}_{u0}^\nu(p) = p^\nu \hat{r}_{u0}(p),
\]

\[
p_\nu \hat{r}_A^{\nu\mu}(p) = 0, \quad p_\nu (\hat{r}_A^{3\nu\mu}(p)) = 0.
\]  

(3.25)

The first one would be violated without the ghost term \( \hat{d}_A^{2A} \). Their validity is determined exclusively by the covariant polynomial \( P(p) \) of (3.17). But the covariant structure is not changed in the splitting process (see 3.18). One can easily make out that the transversality relations of the numerical distributions (3.25) are sufficient for the operator gauge invariance of \( R_2(x, y) \ strikerightarrow \text{loops} \):

\[
[Q, R_2(x, y) \ strikerightarrow \text{loops}] = \text{div}
\]  

(3.26)

Since \( R_2'(x, y) \ strikerightarrow \text{loops} \) in (3.2) is trivially gauge invariant, we arrive at a gauge invariant two-point distribution \( T_2 = R_2 - R_2' \):

\[
[Q, T_2(x, y) \ strikerightarrow \text{loops}] = \text{div}
\]  

(3.27)

(b) Tree terms in Second Order

We now consider the tree terms \( D_2(x, y) \ strikerightarrow \text{trees} \) where we are able to study gauge invariance in an indirect but effective way:

- We are interested in the commutator \( [Q, D_2] \). The commutation does not affect the numerical distributions in \( D_2 \), it only changes the field operators without disturbing normal ordering. Consequently, in the splitting of \( [Q, D_2] \) we have to split only those numerical distributions which also appear in \( D_2 \). With the same convention of normalization in the splitting of these numerical distributions, we can calculate \( [Q, R_2] \) directly by splitting \( [Q, D_2] \). This procedure has the advantage that it preserves the divergence structure and shows immediately where gauge invariance may break down. We start from

\[
[Q, D_2(x, y)] = [Q, [T_1(x), T_1(y)]] = i \partial^\nu_\nu ([T_1^\nu_1(x), T_1(y)] + i \partial^\nu_\nu ([T_1(x), T_1^\nu_1(y)]).
\]  

(3.28)

The first term is a divergence with regard to \( x \) and the second with regard to \( y \). In fact, the second term is obtained from the first by interchanging \( x \) and \( y \) and multiplying it by \(-1\). The question is whether the same (divergence form) is true for the commutator \( [Q, R_2(x, y)] \) obtained by causal splitting of (3.28).

Since this commutator agrees with (3.28) on \( \{(x - y)^2 > 0, x^0 - y^0 > 0\} \), gauge invariance can only be spoiled by local terms with support \( x = y \). But such terms do arise in the process of distribution splitting of (3.28). First we must normally order the commutator (3.28). In this process we get tree and loop graphs (which we have already considered in the last subchapter) due to the relation

\[
[:: ABC ::, :: DEF ::] = [ABC, DEF] : +\text{loops},
\]  

(3.29)
which is true in our situation.

We only have to examine the first term on the right of (3.28). Substituting (2.11), but leaving out the terms including the gluon-matter vertex $T^\text{matter}_i$, we get a first contribution

$$K_1(x,y) = -if_{abc}f_{\alpha'\nu'}c\partial^\tau : [A_{\mu a}u_{b}\partial^{\nu'}A^\mu_\nu', A_{\mu' a'}A_{\nu'\nu}\partial^{\nu''}A^{\nu''}_{\nu'}] \equiv \partial^\tau K_1^\nu,$$

where, after calculating the commutator,

$$K_1^\nu = f_{abc}u_{b}(x) : A_{\mu a}(x)\{f_{cb'c}\partial^\rho_x D(x-y)A_{\nu'\nu}\partial^\rho_y A^\mu_\nu', \}
+ f_{a'c'c}\partial^\rho_x D(x-y)A_{\mu' a'}\partial^\rho_x A^\mu_\nu', \}
+ f_{a'c'c}A_{\mu' a'}(x) \{ f_{cb'c}A_{\nu'\nu} + \ldots \} \partial^\nu A^{\nu'}_\nu(x) :$$

The splitting of (3.30) must be performed as follows: We carry out the derivative $\partial^\nu$ and then we split the causal $D$-distributions in each term

$$D(x-y) = D^\text{ret}(x-y) - D^\text{av}(x-y).$$

We examine whether the resulting retarded distribution $R_1$ is again a divergence, that means, whether the derivative $\partial^\nu$ can again be taken out after the splitting. This is not the case because

$$\partial_\nu \partial^\nu D^\text{ret}(x-y) = \delta(x-y)$$

in contrast to $D(x-y) = 0$. Here is the origin of local terms:

$$R_1(x,y) = \partial^\nu \left\{ f_{abc}u_{b}(x) : A_{\mu a}(x)\{f_{cb'c}\partial^\rho_x D^\text{ret}(x-y)A_{\nu'\nu}\partial^\rho_y A^\mu_\nu', \} + f_{a'c'c}A_{\mu' a'}(x) \{ f_{cb'c}A_{\nu'\nu} + \ldots \} \partial^\nu A^{\nu'}_\nu(x) : \right\} +$$

The local terms compensate those coming from the divergence, if $\partial^\nu$ operates on $\partial^\nu D^\text{ret}$; (3.31d) does not give rise to such terms.

For gauge invariance these local terms must drop out. In the splitting of the second commutator in (3.28) with $x$ and $y$ interchanged, the retarded part contains the advanced Pauli-Jordan distributions $D^\text{ret}(y-x) - D^\text{av}(y-x)$. These give rise to local terms with the same sign as in (3.34), so that there is no compensation. But the local terms coming from the vertex $x$ cancel out separately. We write (3.34) as follows:

$$R_1(x,y) = \partial^\nu R'_1 + f_{abc}f_{a'c'c}u_{b}(x) \left\{ \partial^\rho_x A^\mu_\nu(x)\delta(x-y)A_{\mu a'}(y)A_{\nu'\nu}(y) + \partial^\rho_y A^\mu_\nu(x)\delta(x-y)A_{\mu a'}(y)A_{\nu'\nu}(y) \right\};$$

by means of the Jacobi identity for the $f_{abc}$, or

$$R_1(x,y) = \partial^\nu R'_1 + f_{abc}f_{a'c'c} : \left\{ \partial^\nu \left( u_{b}A^\mu_\nu(x)\delta(x-y)A_{\mu a'}(y)A_{\nu'\nu}(y) \right) \right\}$$
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\[-\partial^x_y u_b A^\mu \delta (x-y) A_{\mu a'} A^y_{\nu} \}\] :.

(3.35a)

- The second commutator $K_2$ contributing to (3.28) on the tree level

\[K_2(x, y) = i f_{abc} f_{a'b'c'} \partial^x_c : [A_{\mu a} u_b \partial^\mu A^\nu_c, A_{\mu' a'} u_{b'} \partial^\nu A^\mu_{c'}] :\]

does not lead to a local term because there is no second derivative $\partial^x_c$. But the third commutator

\[K_3(x, y) = i f_{abc} f_{a'b'c'} \partial^x_c : [A_{\mu a} u_b \partial^\mu A^\nu_c, A_{\mu' a'} u_{b'} \partial^\nu A^\mu_{c'}] : \quad \text{def} \partial^x_c K_3^\nu\]

has such a derivative and produces a $\delta$-term:

\[K_3^\nu = f_{abc} \left\{ f_{cb'} u_b A_{\mu a} \partial^\mu_x D(x-y) \partial^{\nu} u_{c'} u_{b'} + \right.\]

\[+ f_{ab'c'} u_b \partial^\nu A^\mu_c D(x-y) \partial^\mu_{a'} u_{c'} u_{b'} - f_{a'b'c'} u_{a'} \partial^\nu A^\mu_{c'} D(x-y) A_{\mu a} \partial^\mu A^\nu_{c'} \left.\right\} ; \quad \text{def} \partial^x_c R_3^\nu\]

(3.37)

namely

\[R_3 = \partial^x_c R_3^\nu - f_{abc} f_{cb'} \partial^x_c u_b A_{\mu a} \delta (x-y) \partial^{\nu} u_{c'} u_{b'} ; \quad \text{def} \partial^x_c R_3^\nu\]

The last local term is again transformed by means of the Jacobi identity

\[L_3 = \partial^x_c R_3^\nu - f_{abc} f_{cb'} \partial^x_c u_b A_{\mu a} \delta (x-y) \partial^{\nu} u_{c'} u_{b'} ; \quad \text{def} \partial^x_c R_3^\nu\]

(3.39)

Interchanging $b \leftrightarrow b'$ in the first term, it agrees with (3.39) up to the minus sign. Hence,

\[L_3 = -\frac{1}{2} f_{bb'c'} f_{cac'} : u_b u_{b'} A_{\mu a} \partial^\mu u_{c'} : \delta (x-y). \quad \text{def} \partial^x_c R_3^\nu\]

(3.40)

- The commutator

\[K_4 = -i f_{abc} f_{a'b'c'} \partial^x_c : [A_{\mu a} u_b \partial^\mu A^\nu_c, A_{\mu' a'} u_{b'} \partial^\nu A^\mu_{c'}] : \quad \text{def} \partial^x_c K_4^\nu\]

(3.41)

do not lead to a local term, one further commutator ($K_5$) vanishes, but the final one

\[K_6(x, y) = -\frac{1}{2} f_{abc} f_{a'b'c'} \partial^x_c : [u_{a} u_b \partial^\nu \tilde{u}_c, A_{\mu' a'} u_{b'} \partial^\nu \tilde{u}_c] : \quad \text{def} \partial^x_c K_6^\nu\]

(3.42)

\[K_6^\nu = -\frac{1}{2} f_{abc} f_{a'b'c'} : \left\{ u_{a} u_b \partial^\nu \tilde{u}_c, u_{b'} \partial^\nu \tilde{u}_c \right\} \partial^\nu \tilde{u}_c - \left\{ u_{a}, \partial^\nu \tilde{u}_c \right\} u_{b'} \partial^\nu \tilde{u}_c \right\} : A_{\mu' a'} =\]

\[= \frac{1}{2} f_{abc} f_{a'b'c'} : u_{a} u_b \partial^\nu_x D(x-y) \partial^\nu u_{c'} : A_{\mu' a'} + \ldots , \]

produces another local term

\[R_6 = \partial^x_c R_6^\nu - \frac{1}{2} f_{abc} f_{a'b'c'} : u_{a} u_b A_{\mu a} \partial^\mu u_{c'} : \delta (x-y). \quad \text{def} \partial^x_c R_6^\nu\]

Changing $a' \rightarrow a$, $a \rightarrow b'$, this cancels against $L_3$ (3.40).
• Summing up, the only breakdown of gauge invariance so far, is the local term (3.35a). This term is just the commutator of the usual four-gluon interaction with $Q$ up to a minus sign. There is one tree graph with $\omega = 0$ in $D^2_{\text{trees}}$, namely

$$D_2(x, y) = -f_{abc} f_{a'b'c'} : [A_{\mu a} A_{\nu b} \delta^{\nu'}_\nu A^\nu_c, A_{\mu' a'} A_{\nu' b'} \delta^{\nu'}_\nu' A^\nu'_{c'} :] : \quad (3.43)$$

$$= -if_{abc} f_{a'b'c'} : A_{\mu a} A_{\nu b} \delta^\nu_y \delta^{\nu'}_\nu D(x-y) A^\nu_a A_{\nu' b'} : + \ldots$$

Therefore the general splitting solution contains exactly one undetermined normalization term

$$L_1 = -iC f_{abc} f_{a'b'c'} : A_{\mu a} A_{\nu b} \delta(x-y) A^\nu_a A_{\nu' b'} :. \quad (3.44)$$

Its commutator with $Q$

$$[Q, L_1] = 4C f_{abc} f_{a'b'c'} : \partial_{\mu a} A_{\nu b} \delta(x-y) A^\nu_a A_{\nu' b'} : \quad (3.45)$$

has the same form as (3.35a). Consequently, choosing $C = \frac{1}{4}$, the unwanted local term in (3.35) and the corresponding one from the second term in (3.28) drop out.

The terms including $T^{\text{matter}}_{1/1}$ have to be separately gauge invariant which is shown analogously. Note that there is no additional normalization term. Summing up, with the normalization $C = \frac{1}{4}$ the tree terms $R_2(x, y) \mid_{\text{trees}}$ are gauge invariant. We see that gauge invariance fixes the normalization of $T_2(x, y) \mid_{\text{trees}}$ uniquely.

4. Normalizability of Nonabelian Gauge Theories

In the causal approach the question of the normalizability of a quantum field theory does not involve the proof of its finiteness. Divergences do not appear at all in our approach.

The problem of normalizability, however, means above all that we have to show that the number of the (of course finite) constants $C_n$ in (C.37) to be fixed by physical conditions stays the same in all orders $n$ of perturbation theory. This means that finitely many normalization conditions are sufficient to determine the S-matrix completely.

If the number of the constants (still to be fixed) increases with the order $n$ of perturbation theory, one usually talks of a nonnormalizable theory. Such a theory is of course well-defined and can be constructed inductively but it has less predictive power.

It should be stressed that in the causal approach the question of the normalizability of a quantum field theory is separated from other conceptual questions such as gauge invariance and unitarity.

In this chapter we prove that the Yang-Mills theory with fermionic matter fields is normalizable. The concept of the singular order of distributions introduced in Appendix C (Definition C.3) is a rigorous definition of the usual power-counting degree. It allows a simple proof of normalizability which contains the abelian case (QED) as a by-product.

Normalizability is equivalent to the fact that the singular order of a distribution with fixed external field operators is independent of the order $n$ of perturbation theory.

The singular order $\omega$ depends on the external field operators only so that there are only finitely many cases with nonnegative $\omega$, i.e. with fixed normalization terms. Therefore, the following theorem establishes the normalizability of the Yang-Mills theory.
Theorem 4.1. In the $SU(N)$-theory the singular order $\omega$ of a distribution with $b$ external gluon, $g_a$ external ghost operators, $g_u$ anti-ghost operators $\tilde{u}$, $d$ derivatives on these external operators and $f$ quark or anti-quark pairs, is given by the following simple expression:

$$\omega \leq 4 - b - g_u - g_a - d - 3f \quad (4.1)$$

This expression is obviously independent of the order $n$ of perturbation theory.

Proof: In the inductive construction of $T_n$ from the $T_m$, $m \leq n - 1$, one must consider tensor products of two distributions

$$T_1^1(x_1, \ldots, x_r)T_2^2(y_1, \ldots, y_v) \quad (4.2)$$

with singular orders, say, $\omega_1$ and $\omega_2$ which fulfill (4.1) the induction hypothesis. This product is normally ordered.

• Case 1: We assume that $l$ contractions between gluons or ghosts arise in this process. Then, taking translation invariance into account, the numerical part of the contracted expression is of the form

$$t_1(x_1 - x_r, \ldots, x_{r-1} - x_r) \prod_{j=1}^l \delta^{q_j} D_0^+(x_{r_j} - y_{v_j}) t_2(y_1 - y_v, \ldots, y_{v-1} - y_v) \quad (4.3)$$

$$\overset{\text{def}}{=} t(\xi_1, \ldots, \xi_{r-1}, \eta_1, \ldots, \eta_{v-1}, \eta)$$

where $a_j \in N_0^4 \setminus a_j = 0, 1, 2$. Here, $\{x_{r_j}\}$ is a subset of $\{x_1, \ldots, x_r\}$ and $\{y_{v_j}\}$ is a subset of $\{y_1, \ldots, y_v\}$. We have introduced relative coordinates

$$\xi = x_j - x_r, \quad \eta_j = y_j - y_v, \quad \eta = x_r - y_v.$$ 

The contraction function is given by

$$D_0^+(x) = \frac{i}{(2\pi)^4} \int d^4p \delta^{(1)}(\not{p}^2) \Theta(p^0) e^{-ipx}, \quad (4.4)$$

where $\delta^{(n)}$ denotes the n-dimensional $\delta$-distribution. We compute the Fourier transform (omitting powers of $i$ and $2\pi$)

$$\hat{t}(p_1, \ldots, p_{r-1}, q_1, \ldots, q_{v-1}, q) = \int t(\xi, \eta) e^{i\xi p + iq\cdot \eta} d^4\xi d^4\eta. \quad (4.5)$$

Since products go over into convolutions, we get

$$\hat{t}(\ldots) = \prod_{j=1}^l \int d\kappa_j, \delta^{(4)}(q - \sum_{h=1}^l \kappa_h)$$

$$\times \hat{t}_1(\ldots p_{r_j} - \kappa_i \ldots) \prod_{j=1}^l \delta^{q_j} D_0^+(\kappa_j) \hat{t}_2(\ldots q_{v_i} + \kappa_i \ldots). \quad (4.6)$$

Here, $\kappa_i$ does not appear in the argument of $\hat{t}_1$ (resp. $\hat{t}_2$) if $r_i = r$ (resp. if $v_i = v$). If e.g. $k = r_i = r_s$ we have $\hat{t}_1(\ldots p_k - \kappa_i - \kappa_s \ldots)$. Applying $\hat{t}$ to a test function $\varphi \in \mathcal{S}(\mathbb{R}^{4(r+e-1)})$, we obviously have

$$\langle \hat{t}, \varphi \rangle = \int d^{4r+4q'} d^{4v-4q'} \hat{t}_1(p') \hat{t}_2(q') \psi(p', q'),$$
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with
\[
\psi = \int d^4q \prod_{j} d\kappa_j \delta^{(4)}(q - \sum_h \kappa_h) \varphi(\ldots p_i' + \kappa_i, \ldots, q_i' - \kappa_i \ldots q)
\]
\[
	imes \prod_{j=1}^l \kappa_j^{a_j} \hat{D}_0^+(\kappa_j).
\]

(4.7)

In order to determine the singular order of \( \hat{t} \) in \( p \)-space, we have to consider the scaled distribution
\[
\left\langle \hat{t} \left( \frac{p}{\delta} \right), \varphi \right\rangle = \delta^m \left( \hat{t}(p), \varphi(\delta p) \right) = \delta^m \int d^{4r-4} p' d^{4v-4} q' \hat{t}_1(p') \hat{t}_2(q') \psi_\delta(p', q')
\]
where
\[
\psi_\delta(p', q') = \int d^4q' \prod_{j} d\kappa_j \delta^{(4)}(q - \sum_h \kappa_h)
\]
\[
\varphi(\ldots \delta(p_i' + \kappa_i), \ldots, q_i' - \kappa_i \ldots q) \prod_{j} \kappa_j^{a_j} D_0^+(\kappa_j)
\]
and \( m = 4(r + v - 1) \). We introduce scaled variables \( \hat{\kappa}_j = \delta \kappa_j, \hat{q} = \delta q \) and note that
\[
\hat{D}_0^+ \left( \frac{\hat{\kappa}}{\delta} \right) = \delta^{(1)} \left( \frac{\hat{\kappa}^2}{\delta^2} \right) \Theta \left( \frac{\hat{\kappa}^0}{\delta} \right) = \delta^2 D_0^+ (\hat{\kappa}), \quad \sum_{j=1}^l |a_j| = a
\]
(4.10)

This implies
\[
\psi_\delta(p', q') = \frac{\delta^{2l-a}}{\delta^{4l}} \int d^4\hat{q} \prod_{j} d\hat{\kappa}_j \delta^{(4)}(\hat{q} - \sum_h \hat{\kappa}_h)
\]
\[
\times \varphi(\ldots \delta(p_i' + \hat{\kappa}_i), \ldots, \delta(q_i' - \hat{\kappa}_i \ldots \hat{\kappa} \ldots q) \prod_{j} \hat{\kappa}_j^{a_j} D_0^+(\hat{\kappa}_j)
\]
\[
= \frac{1}{\delta^{2l+a}} \psi(\delta p', \delta q').
\]
(4.11)

Using again scaled variables \( \delta p' = \tilde{p}, \delta q' = \tilde{q} \), we find
\[
\left\langle \hat{t} \left( \frac{p}{\delta} \right), \varphi \right\rangle = \frac{\delta^4}{\delta^{2l+a}} \int d^{4r-4} \tilde{p} d^{4v-4} \tilde{q} t_1 \left( \frac{\tilde{p}}{\delta} \right) t_2 \left( \frac{\tilde{q}}{\delta} \right) \psi(\tilde{p}, \tilde{q}).
\]
(4.12)

According to the induction hypothesis, \( \hat{t}_1 \) and \( \hat{t}_2 \) have singular orders \( \omega_1, \omega_2 \) with power counting functions \( \rho_1(\delta), \rho_2(\delta) \), respectively. Then the following limit exists:
\[
\lim_{\delta \to 0} \delta^{2l+a-4} \rho_1(\delta) \rho_2(\delta) \left\langle \hat{t} \left( \frac{p}{\delta} \right), \varphi \right\rangle = \left\langle \hat{t}_0(p), \varphi \right\rangle.
\]
(4.13)

Hence, the singular order of \( \hat{t}(p) \) is
\[
\omega \leq \omega_1 + \omega_2 + 2l + a - 4
\]
(4.14)

It remains to check that this result satisfies (4.1) Substituting
\[
\omega_j \leq 4 - b_j - g_{a_j} - g_{\tilde{a}_j} - d_j - f_j, \quad j = 1, 2,
\]
(4.15)
we find
\[ \omega \leq 4 - (b_1 + b_2 - 2l_b) - (g_{u1} + g_{u2} - l_g) - (d_1 + d_2 - a) - 3(f_1 + f_2) \]

where \( l_b \) (resp. \( l_g \)) is the number of gluon-contractions (ghost-contractions) and the \( l = l_b + l_g \) contractions have totally \( a \) derivatives. Since the first bracket is just the number of gluon operators after the \( l_b \) gluon-contractions and the second bracket is the number of ghost operators \( u \) after the \( l_g \) ghost-contractions etc., (4.1.) is proven for the \( r', a' \) and \( d \) distributions in this case.

- **Case 2:** Now we assume that \( l_f = l \) contractions between quark and anti-quark operators arise in (4.2). The proof is identical as in case 1 with a few modifications: In (4.3) we have to substitute
  \[ \prod_{j=1}^{l} \partial^{a_j} D_0^+ \longrightarrow \prod_{j=1}^{l} \hat{S}^{(+)} \] (4.17)

The contraction function \( S^+(x) = (i\gamma_{\mu} \partial^{\mu} + m)D_m^+(x) \) (see (4.4)) has \( \omega = -1 \). Thus, we get a factor \( \delta^{3l} \) instead of \( \delta^{2l+a} \) in (4.11). The singular order of \( \rho(p) \) is (see (4.14))
\[ \omega \leq \omega_1 + \omega_2 + 3l - 4 \] (4.18)

Inserting for \( \omega_1 \) and \( \omega_2 \) the induction assumption (4.15), we arrive at
\[ \omega \leq 4 - (b_1 + b_2) - (g_{u1} + g_{u2}) - (d_1 + d_2) - 3(f_1 + f_2 - l_f). \] (4.19)

This is (4.1) after \( l_f \) quark contractions. Thus (4.1) is also proven for the \( r', a' \) and \( d \) distributions in case 2.

The final step of the inductive construction is the splitting of the causal distribution into a retarded and advanced part. In this process the singular order is not changed (see (C.32)). Hence, (4.1.) is true in general. This implies that there are only finitely many cases with nonnegative \( \omega \) normalization. This implies the normalizability of Yang-Mills theories with fermionic matter fields. **q.e.d.**

- Our analysis of normalizability of the Yang-Mills theory also contains the abelian case (QED) as a by-product. One can take over the proof by setting \( g_{\tilde{u}} = g_u = d = 0; b \) is then the number of photons, \( f \) the number of electron-positron pairs.

## 5. Discrete Symmetries

In the present chapter we study the discrete symmetry transformations in the causal formalism. For this purpose we have to state unitary or anti-unitary transformations of the field operators in the Fock space so that the defining equations of the theory in the causal formalism are invariant. The equations are:

- the fundamental (anti-)commutations relations of the free field operators,
- their dynamical equations and
- the specific coupling of the theory \( T_{n=1} \).

On the basis of the invariance of \( T_{n=1} \), we can carry out an inductive proof of the invariance of the \( n \)-point distributions \( T_n \) which formally implies the invariance of the S-matrix \( S(g) \).
The implications of the invariance postulates are decisive for the gauge invariance proof in both the abelian and the nonabelian case (see [26] and Chapter 6). In Subchapter (a) we present the (anti-)unitary representations in the abelian theory, in Subchapter (b) we give these representations in the nonabelian theory. From charge conjugation invariance (equivalently also from time reversal invariance) we derive restrictions for the $SU(N)$-tensor structure of the theory ($SU(N)$-Furry theorem). In conclusion we list the consequences of the famous CPT-theorem in the causal formulation. Proofs are only carried out in an exemplary mode, except for the crucial inductive proofs.

(a) Abelian Theory

• We look for unitary (anti-unitary) representations $U_i$ of the discrete symmetry transformations in the Fock space so that

$$U_C S(g) U_C^{-1} = S(g) \quad \text{(Invariance under Charge Conjugation)}$$

$$U_T S(g) U_T^{-1} = S^{-1}(gt) \quad \text{(Invariance under Time Reversal)}$$

$$U_P S(g) U_P^{-1} = S(g P) \quad \text{(Invariance under Parity)}$$

with $g_p(x) := g(A_T^{-1} x), g_T(x) := g(A_T^{-1} x), (g \in S)$. Perturbatively, this means for the operator-valued $n$-point distribution (Notation: $x_T = \Lambda_T x, x_P = \Lambda_P x$):

$$U_C T_n(x) U_C^{-1} = T_n(x), \quad U_T T_n(x) U_T^{-1} = \tilde{T}_n(x_T), \quad U_P T_n(x) U_P^{-1} = T_n(x_P).$$

The following well-known transformations fulfill the requirements, above all, they leave the defining equations of the theory invariant [1]:

$$U_P A(\varphi) U_P^{-1} = A(\varphi^P), \quad \varphi^P \mu(x) = \varphi^\mu(\Lambda_P^{-1} x), \quad U_P \text{ unitary}$$

$$U_T A(\varphi) U_T^{-1} = A(\varphi^T), \quad \varphi^T \mu(x) = \varphi^\mu(\Lambda_T^{-1} x), \quad U_T \text{ anti-unitary}$$

$$U_C A(\varphi) U_C^{-1} = A(\varphi^C), \quad \varphi^C \mu(x) = -\varphi^\mu(x), \quad U_C \text{ unitary}$$

with $A(\varphi) = \int d^4 x \varphi_\mu(x) A^\mu(x), \quad \varphi_\mu(x) \in S(R^4)$

(Note: Generally the integral has a purely symbolic meaning.) This translates into:

$$U_P A_\mu(x) U_P^{-1} = A^\mu(x_P), \quad U_T A_\mu(x) U_T^{-1} = A^\mu(x_T), \quad U_C A_\mu(x) U_C^{-1} = -A_\mu(x).$$

We define the transformations in the fermionic sector of the Fock space through

$$U_T \psi(f) U_T^{-1} = \eta_T \psi(f_T), \quad f_T(x) = -\gamma^5 C^{-1} f(\Lambda_T^{-1} x), \quad U_T \text{ anti-unitary}, \quad |\eta_T| = 1$$

$$U_P \psi(f) U_P^{-1} = \eta_P \psi(f_P), \quad f_P(x) = \gamma_0 f(\Lambda_P^{-1} x), \quad U_P \text{ unitary}, \quad |\eta_P| = 1$$

$$U_C \psi(f) U_C^{-1} = \eta_C \psi^+(f_C), \quad f_C(x) = C \gamma^0 f^*(x), \quad U_C \text{ unitary}, \quad |\eta_C| = 1, \quad C = i \gamma^1 \gamma^0$$

with $\psi(f) = \int d^4 x f^+(x) \psi(x), \quad \psi^+(f) = \int d^4 x \psi^+(x) f(x), \quad f \in S(R^4)^4$
(We use the Weyl-representation of the Clifford algebra over the four-dimensional (complex) Minkowski space.)

This implies for the operator-valued distributions $\psi$ and $\bar{\psi}$:

$$U_T\psi(x)U_T^{-1} = \eta_T\gamma^5C^{-1}\psi(x_T), \quad U_T\bar{\psi}(x)U_T^{-1} = \bar{\eta}_T\bar{\psi}(x_T)\gamma^5C,$$ 

$$U_P\psi(x)U_P^{-1} = \eta_P\gamma_0\psi(x_P), \quad U_P\bar{\psi}(x)U_P^{-1} = \bar{\eta}_P\bar{\psi}(x_P)\gamma^0$$

$$U_C\psi(x)U_C^{-1} = \eta_C(\bar{\psi}(x)C^T)^T, \quad U_C\bar{\psi}(x)U_C^{-1} = \bar{\eta}_C(C^{-1}\psi(x))^T$$

**Comment**: One shows that the (anti-)unitary operators in Fock space are uniquely given up to the free observable phases $\eta$. Furthermore, one can show that $U_C$ commute with $U_T$ and $U_P$ if and only if $\eta_P$ is purely imaginary and $(\eta_C\eta_T)$ is real ([1],8.128). In fact, any special choice of the free phases fulfilling

$$\eta_P^2 = -1, \quad \eta_C^2\eta_T^2 = 1 \quad (5.7)$$

leads to the following relations:

$$U_C^2 = 1, \quad U_T^2 = U_P^2 = U^v \quad (5.8a)$$

$$U_CU_P = U_PU_C, \quad U_CU_T = U_TU_C, \quad U_TU_P = U^vU_PU_T \quad (5.8b)$$

with the unitary operator $U_v$ in Fock space called valency operator which is defined by $U^vf = -f$ if the number of spinor fields involved in the vector $f \in F$ is odd and by $U^vf = f$ if this number is even. On the spinor sector of $F$ we have $U^v = U(0,-1)$ with $-1 \in SL(2,C)$. Note that $U^vT_n(x)U^v = T_n(x)$ because the n-point distributions $T_n$ are bilinear in the spinor fields. In the following we set $\eta_P = i, \eta_C = \eta_T = 1$. This choice fulfills (5.7).

The transformations leave the constitutive equations of the theory invariant:

- Invariance of the fundamental commutator relations: The parity transformation of the photon field (5.5) leads to

$$U_P([A^\mu(x),A^\nu(y)])U_P^{-1} = U_P(g^{\mu\nu}iD_0(x-y))U_P^{-1} = g^{\mu\nu}iD_0(x_p-y_p) \quad (5.9)$$

Of particular interest is the case of time reversal. In this case the invariance postulate of the fundamental commutator relations already necessitates the anti-unitary implementation of the symmetry in the Fock space. An unitary implementation leads to a contradiction. For $U_T$ being anti-unitary, however, we have

$$[A^\mu(x_T),A^\nu(y_T)]_\mp = U_T[A^\mu(x),A^\nu(y)]U_T^{-1} \quad (5.10)$$

$$= U_Ti\gamma_\mu D_0(x-y)U_T^{-1} = (-i)\gamma_\mu D_0^*(x-y) = ig^{\mu\nu}D_0(xT-yT)$$

The invariance of $\{\psi(x),\bar{\psi}(y)\} = \frac{1}{2}(i\gamma_\mu \partial^\mu + m)D(x)$ is shown analogously.
• In the causal approach we have to show the invariance of the dynamical equations of the free field operators only, which is obvious.

\[ A_\mu(x) = 0, \quad (i\gamma^\mu \partial_\mu - m)\psi(x) = 0 \]  

(5.11)

• The invariance of the specific coupling under P, C and T can also easily be verified.

\[ T_{n=1} = ie A_\mu : \bar{\psi}(x) \gamma_\mu \psi(x) :. \]  

(5.12)

Now we can prove the invariance of the n-point distributions inductively (5.4). This formally leads to the respective invariance of the S-matrix \(S(g)\) (5.1) - (5.3). Note that in perturbation theory the S-matrix is constructed as a formal power series.

**Proof of C-Invariance**

\(T_1\) and also \(\tilde{T}_1 = -T_1\) are obviously C-invariant (5.12). Now all m-point distributions are assumed to be invariant with \(m < n\):

\[ UC T_m(x)UC^{-1} = T_m(x), \quad UC \tilde{T}_m(x)UC^{-1} = \tilde{T}_m(x) \quad m < n \]  

(5.13)

Thus we arrive at the invariance of all tensor products of these distributions including \(R'_n, A'_n\) and \(D_n\):

\[ UCA'_n(x)UC^{-1} = UC \sum P_{2} \tilde{T}_{n_1}(x) T_{n-n_1}(Y, x_n)UC^{-1} = A'_n(x) \]  

(5.14)

\[ UC R'_n(x)UC^{-1} = UC \sum P_{2} T_{n-n_1}(Y, x_n) \tilde{T}(x)UC^{-1} = R'_n(x) \]

\[ UC D_n(x)UC^{-1} = UC(R'_n(x) - A'_n(x))UC^{-1} = D_n(x) \]

Now let \(R_n\) be a given splitting solution of \(D_n\). Then \(UCR_nUC^{-1}\) is also one.

\[ \tilde{R}_n := \frac{1}{2} [R_n + UC R_n UC^{-1}] \]  

(5.15)

is obviously an invariant splitting solution of \(D_n\), \(UC \tilde{R}_n U^{-1}C = R_n\), because of (5.8a). From this follows that \(T' = \tilde{R} - R'\) is invariant and one can easily see that this property survives the final symmetrization of \(T'\):

\[ T_n(x_1, \ldots, x_n) = \sum \frac{1}{n!} T'_n(x_{\pi_1}, \ldots, x_{\pi_n}) \]  

(5.16)

\(\tilde{T}_n\) can be described as the sum of tensor products of \(T'_n\)'s shown to be invariant and is thus also invariant. \(q.e.d\)

**Proof of P-Invariance**

The statement is obviously valid for \(n = 1\) (5.12). If

\[ U_P T_m(x) U_P^{-1} = T_m(x_P) \quad \land \quad U_P \tilde{T}_m(x) U_P^{-1} = \tilde{T}_m(x_P) \quad \text{for} \quad m < n \]  

(5.17)
then we have
\[ U_P D_n(x) U_P^{-1} = D_n(x_P). \]

By symmetrization of any given splitting solution \( R_n \) we arrive at an invariant splitting solution:
\[ \tilde{R}_n(x) := \frac{1}{2} \left[ R_n(x) + U_P R_n(x_P) U_P^{-1} \right] \]
\[ U_P \tilde{R}_n(x) U_P^{-1} = U_P \frac{1}{2} \left[ R_n(x) + U_P R_n(x_P) U_P^{-1} \right] U_P^{-1} = \tilde{R}_n(x_P) \]
due to (5.8a). With \( T'_n = \tilde{R}_n - R'_n \) the symmetrized n-point distributions \( T_n \) and \( \tilde{T}_n \) are again also invariant. \textbf{q.e.d.}

It is obvious that the proof is completely analogous to the proof of C-invariance. The inner P-transformation \( x \mapsto x_p \) also leaves the time coordinate unchanged which is crucial for the support properties of the distribution. We now move on to the inductive proof of the T-Invariance

**Proof of T-Invariance**

We first go back to the result of pseudo-unitarity of the S-matrix. We have
\[ T^k_n = \tilde{T}_n \quad \text{or} \quad (R^k_n = -R_n) \quad \forall n \quad (\iff S^{-1}(g) = S^k(g)), \]  
(5.19)
with \( k \) signifying the conjugation with regard to the sesquilinear form in Fock space
\[ < \cdot | \eta \cdot >: F \times F \longrightarrow C \]
with the metric tensor \( \eta = (-1)^{N_{A_0}}. \quad N_{A_0} \) is the number operator of the time-like photons and
\[ < \cdot | \cdot >: F \times F \longrightarrow C^+ \]
signifies the (positive definite) scalar product with the usual adjunction + in the Fock-Hilbert space. We have \( A^k_n = A_\mu \). As is well-known, the unitarity
\[ T^+_n = \tilde{T}_n \quad \forall n \quad (\iff S^{-1}(g) = S^+(g)) \]
(5.20)
is only valid in the physical subspace of transversal photons.

Now we can show the T-invariance (5.4) (see [30]). This statement is valid for \( n = 1 \) (5.12). We assume that
\[ U_T T_m(x) U_T^{-1} = \tilde{T}_m(x_T) = T^k_m(x_T), \quad m < n \]
(5.21)

This leads to
\[ U_T R'_n(x_1, \ldots, x_n) U_T^{-1} = \sum_{p_2} T^k_{n-p_1}(\Lambda_T Y, \Lambda_T x_n) T_{n_1}(\Lambda_T X) = A^k_n(\Lambda_T x_1, \ldots, \Lambda_T x_n) \]
(5.22)

Analogously we have
\[ U_T (A'_n(x_1, \ldots, x_n)) U_T^{-1} = R^k_n(\Lambda_T x_1, \ldots, \Lambda_T x_n) \]
(5.23)

Then we arrive at
\[ U_T (D_n(x_1, \ldots, x_n)) U_T^{-1} = -D^k_n(\Lambda_T x_1, \ldots, \Lambda_T x_n) \]
(5.24)
Let $R_n - A_n = D_n$ be a decomposition of $D_n$ after retarded or advanced support with regard to the variable $x_n$:

$$U_T D_n(x_1, \ldots, x_n) U_T^{-1} = U_T R_n(x_1, \ldots, x_n) U_T^{-1} - U_T (A_n(x_1, \ldots, x_n)) U_T^{-1} = (5.25)$$

$$= -D_n^k(\Lambda_T x_1, \ldots, \Lambda_T x_n) - R_n^k(\Lambda_T x_1, \ldots, \Lambda_T x_n) + A_n^k(\Lambda_T x_1, \ldots, \Lambda_T x_n) + \text{local terms}$$

$R_n^k(x_T)$ has retarded support with regard to $x_n$, $A_n^k(x_T)$ advanced support respectively $x_n$. Note that the conjugation $k$ does not affect the support properties. We can carry out the following identifications up to local terms:

$$U_T R_n(x) U_T^{-1} = A_n^k(x_T) + \text{local terms}, \quad U_T A_n(x) U_T^{-1} = R_n^k(x_T) + \text{local terms} \quad (5.26)$$

Taking (5.8a) into account, the symmetrized splitting solution

$$\tilde{R}_n(x) := \frac{1}{2} [R_n(x) + U_T A_n^k(x_T) U_T^{-1}], \quad \tilde{A}_n(x) := \frac{1}{2} [A_n(x) + U_T R_n^k(x_T) U_T^{-1}] \quad (5.27)$$

fulfills

$$U_T \tilde{R}_n(x) U_T^{-1} = \tilde{A}_n^k(x_T), \quad U_T \tilde{A}_n(x) U_T^{-1} = \tilde{R}_n^k(x_T). \quad (5.28)$$

With (5.22) and (5.23) follows

$$U_T T_n(x) U_T^{-1} = U_T (\tilde{R}_n(x) - R_n^p(x)) U_T^{-1} = \tilde{A}_n^k(x_T) - A_n^k(x_T) = T_n^k(x_T) = \tilde{T}_n(x_T). \quad (5.29)$$

q.e.d.

- The invariance postulates under discrete symmetry transformations imply additional conditions on the local distributions not yet fixed in the splitting process by causality and translational invariance. These conditions are decisive for the proof of abelian gauge invariance (see[26]).
- We now have to settle the question of the compatibility of the individual invariance conditions. But one can see at once that the crucial symmetrizations (5.15), (5.18), (5.27) can be carried out consecutively without destroying the symmetry previously reached because of (5.8 b,c).

With this statement we finish the presentation of the abelian case and move on to the nonabelian case where we only have to deal with the most essential points. The inductive proofs are to be taken over without any changes.

(b) Nonabelian Case

Again we look for (anti-)unitary representations of the discrete symmetry transformations in Fock space which leave the fundamental equations invariant (see (5.1), (5.2), (5.3))

The Solution for Parity:

The following unitary transformations in Fock space fulfill the requirements:

$$U_P A_n^p(x) U_P^{-1} = A_n^p(x_P), \quad U_P u_a(x) U_P^{-1} = u_a(x_P), \quad U_P \tilde{u}_a(x) U_P^{-1} = \tilde{u}_a(x_P) \quad (5.30)$$
We take the transformations of the fermionic matter field operators directly from the abelian case (5.6).

\[ U_p \psi_\alpha(x) U_p^{-1} = i \gamma^0 \psi_\alpha(x_p), \quad U_p \bar{\psi}_\alpha(x) U_p^{-1} = (-i) \bar{\psi}_\alpha(x_p) \gamma^0 \quad (\eta_p = i) \]  

(5.31)

The P-invariance of the fundamental (anti-)commutation relations (2.3),(2.4), the dynamical equations (2.5) and the specific coupling \( T_1 \) (2.2) can be verified without any difficulties. From \( U_p T_1(x) U_p^{-1} = T_1(x_p) \) one again proves via induction:

\[ U_p T_n(x) U_p^{-1} = T_n(x_p) \quad \forall n \quad (\iff U_p S(y) U_p^{-1} = S(y_p)) \]  

(5.32)

The proof of the abelian case can be taken over without any changes.

**The Solution for Time Reversal:**

Preliminaries:

1) As in the abelian case, the invariance postulate of the fundamental (anti-)commutation relations necessitates the anti-unitary implementation of this symmetry in the Fock space.

2) (Again) one can introduce a sesquilinear form in the Fock-Hilbert space in addition to the canonical positive definite scalar product. We describe the corresponding conjugation through its action on the field operators. (We give a precise definition in Chapter 7.)

\[ A^k_\mu = A_\mu, \quad \psi^+ = \psi^k, \quad u^k_a = u_a, \quad \bar{u}^k_a = \bar{u}_a(-1) \]  

(5.33)

Then we have \( T^k_1 = T_1 \).

In Chapter 7b we prove the so-called pseudo-unitarity via induction:

\[ T^k_n(x) = \tilde{T}_n(x) \quad \forall n \quad (\iff S^k(g) = S^{-1}(g)) \]  

(5.34)

Now we are prepared to construct the anti-unitary representation of the time reversal transformation in the Fock space. The transformation has to leave the specific coupling \( T_1 \) invariant \((T_1 = T^{\text{A}}_1 + T^\text{v}_1 + T^\text{matter}_1), (2.2)\) :

\[ U_T T_1(x) U_T^{-1} = \tilde{T}(x_T) = T^k_1(x_T) \]  

(5.35)

First we look at the gauge boson-matter vertex \( T^\text{matter}_1 = i \frac{4}{g} j^a_\mu A^a_\mu \) with \( j^a_\mu := \bar{\psi}_\alpha \gamma_\mu \lambda_\alpha \beta \psi_\beta \) . We draw on the T-transformations of the spinors from the abelian case (5.6):

\[ U_T \psi_\alpha(x) U_T^{-1} = \gamma^5 C^{-1} \psi(x_T), \quad U_T \bar{\psi}_\alpha(x) U_T^{-1} = \bar{\psi}(x_T) \gamma^5 C \quad (\eta_T = 1) \]  

(5.36)

Because \( U_T \) is anti-unitary it follows

\[ U_T j^a_\mu(x) U_T^{-1} = -U_{ab} j^b_\mu(x_T) \quad \text{with} \quad \lambda'_a := U_{ab} \lambda_b = -\lambda^*_a. \]  

(5.37)

(5.37) and the postulate (5.35) lead to the required transformation of the gluon field operator

\[ U_T A^a_\mu(x) U_T^{-1} = -U^{ab} A^b_\mu(x_T) \]  

(5.38)

From this follows for the gauge boson vertex

\[ U_T T^A_1(x) U_T^{-1} = (T^A_1)^k(x_T) \]  

(5.39)
because of \(U_{ab'}U_{bb'}U_{cc'}f\alpha\psi''c' = f_{abc}\) (see Appendix A). We also set
\[
U_{T}u_{a}(x)U_{T}^{-1} = -U_{ab}u_{b}(xT), \quad U_{T}\tilde{u}_{a}(x)U_{T}^{-1} = -U_{ab}\tilde{u}_{b}(xT)
\]
(5.40) then we get
\[
U_{T}T_{n}^{k}(x)U_{T}^{-1} = (T_{n}^{k})(xT)
\]
(5.41) and arrive at the required result (5.28). Via induction this leads to
\[
U_{T}T_{n}(x)U_{T}^{-1} = T_{n}^{k}(xT) = \tilde{T}_{n}(xT) \quad \forall n \quad (\iff U_{T}S(g)U_{T}^{-1} = S^{-1}(gr) = S^{k}(gr))
\]
(5.42) Once again the corresponding inductive proof of the abelian case is to be taken over without any changes.

**The Solution for Charge Conjugation**

We define the unitary transformations
\[
U_{c}A^{\mu}_{a}(x)U_{c}^{-1} = U_{ab}A_{b}^{\mu}(x), \quad U_{c}u_{a}(x)U_{c}^{-1} = U_{ab}u_{b}(x) \quad U_{c}\tilde{u}_{a}(x)U_{c}^{-1} = U_{ab}\tilde{u}_{b}(x)
\]
(5.43) with \(\lambda'_{a} = U_{ab}\lambda_{b} = -\lambda_{a}\). Because of \(f' = f\) (see Appendix A), we have
\[
U_{c}(T_{1}^{A} + T_{1}^{v})U_{c}^{-1} = T_{1}^{A} + T_{1}^{v}
\]
(5.44) The postulate
\[
U_{c}T_{1}^{\text{matter}}(x)U_{c}^{-1} = T_{1}^{\text{matter}}(x)
\]
(5.45) leads with (5.43) to the following required transformation behaviour for the matter current:
\[
U_{c}j_{a}^{\mu}U_{c}^{-1} = U_{ab}j_{b}^{\mu}
\]
(5.46) The C-transformations of the spinors introduced in the abelian theory (5.8)
\[
U_{C}\psi_{a}(x)U_{C}^{-1} = C\tilde{\psi}_{a}^{T}(x), \quad U_{C}\tilde{\psi}_{a}^{T}(x)U_{C}^{-1} = (C^{-1}\psi_{a}(x))^{T} \quad (\eta_{C} = 1)
\]
(5.47) fulfill the requirement (5.46) (since \((-C)(\gamma^{\mu})C^{-1} = \gamma^{\mu}\) in the Weyl-representation):
\[
U_{c}j_{a}^{\mu}U_{c}^{-1} = U_{c}(\tilde{\psi}_{a}^{i}\lambda_{\alpha\beta}^{\mu}\gamma^{\mu}_{j}j^{i})U_{C}^{-1} = (C^{-1}\psi_{a})^{i}\lambda_{\alpha\beta}^{\mu}\gamma^{\mu}_{j}j^{i} = \tilde{\psi}_{j}(\gamma^{\mu}_{j})_{\beta}(\gamma^{\mu}_{j})(C^{-1}\psi_{a})^{i}: (-1) = \tilde{\psi}_{j}(\gamma^{\mu}_{j})_{\beta}\gamma^{\mu}_{j}\psi_{\alpha}: U_{ab} = U_{ab}j_{b}^{\mu}
\]
The unitary transformation \(U_{C}\) thus leaves the specific coupling of the theory \(T_{1}\) invariant as well as the fundamental (anti-)commutation relations and the dynamical equations, as one can easily verify. Via the same inductive proof given in the abelian case we get
\[
U_{C}T_{n}U_{C}^{-1} = T_{n} \quad \forall n \quad (\iff U_{C}S(g)U_{C}^{-1} = S(g))
\]
(5.48)

**Comments:**

- The invariance postulates under discrete symmetry transformations yield conditions for the free local normalization terms. Their compatibility again results from the explicit constructions in the inductive proofs (see abelian case).
• Moreover, from the C-invariance (5.48), we can deduce general statements about the tensor structure of the n-point distributions with regard to \( SU(N) \). We normal order \( T_n \) and make a covariant expansion of \( T_n \) with regard to \( SU(N) \):

\[
T_n = \sum_{k,a} C^{SU(N)}_a t_k : \Omega^k_a : \tag{5.49}
\]

where \( C^{SU(N)}_a \) are the numerically invariants of \( SU(N) \) (see Appendix A) and \( t_k : \Omega^k_a : \) the usual separation between the normal ordered operator and the numerical distribution \( t_k \). Because of (5.48), we can exclude several terms in the sum. The invariance (5.48) has to be valid for every independent covariant structure \( C^{SU(N)}_a \) and for every independent operator part \( \Omega^k_a \) separately: For two-leg-distributions there exists only one independent numerically invariant "\( \delta_{ab} \)." Because of

\[
\delta' = \delta \quad [U_{aa'} U_{bb'} \delta_{a'b'} = \delta_{ab}],
\]

(5.50)

there is no restriction in this case.

For three-leg distributions there are already two independent numerically invariants, namely \( d_{abc} \) and \( f_{abc} \). We have

\[
d' = -d \quad [U_{aa'} U_{bb'} U_{cc'} d_{a'b'c'} = -d_{abc}], \quad f' = f \quad [U_{aa'} U_{bb'} U_{cc'} f_{a'b'c'} = f_{abc}] \tag{5.51}
\]

from which follows (with (5.48)) that we can exclude distributions with \( SU(N) \)-structure \( d_{abc} \), while the terms with tensor-structure \( f_{abc} \) are compatible with (5.48). In general, every numerically invariant \( SU(N) \)-tensor can be represented as a product of the fundamental tensors \( \delta, f \) and \( d \).

\[
C = \prod_{i=1}^{n_1} \delta(i) \prod_{j=1}^{n_2} f(j) \prod_{l=1}^{n_3} d(l) \tag{5.52}
\]

Because of \( f' = f, d' = -d, \delta' = \delta \), we can infer the following general statement (For a complete proof see [31]):

**SU(N)-Furry theorem**

In a theory (without \( \gamma_5 \)) which is invariant under charge conjugation - \( U_C T_n U_C^{-1} = T_n, \quad \forall n - \) all distributions with an odd number of d-tensors (\( n_3 \) odd in (5.52)) in the covariant expansion with regard to \( SU(N) \) disappear.

• In conclusion, we take down the anti-unitary CPT-symmetry transformations:

\[
U_{CPT} A^a_{\mu}(x) U_{CPT}^{-1} = -A^a_{\mu}(-x), \quad U_{CPT} u_a(x) U_{CPT}^{-1} = -u_a(-x), \quad U_{CPT} \bar{u}_a(x) U_{CPT}^{-1} = -\bar{u}_a(-x)
\]

\[
U_{CPT} \psi_{\alpha}(x) U_{CPT}^{-1} = (-i)(\bar{\psi}_{\alpha}(-x)\gamma^0 \gamma^5)^T, \quad U_{CPT} \bar{\psi}_{\alpha}(x) U_{CPT}^{-1} = (\gamma^5 \gamma_0 \psi_{\alpha}(-x))^T(-i) \tag{5.53}
\]

From (5.48) (5.35) (5.32) we get

\[
U_{CPT} T_n(x) U_{CPT}^{-1} = \tilde{T}_n(-x), \quad (\leftrightarrow S(g) = S^{-1}(g^{CPT}), \quad g^{CPT}(x) = g(-x) ) \tag{5.54}
\]

According to the famous CPT-theorem (see [1]), a local quantum field theory, which is \( L^+_t \)-invariant and whose specific coupling \( T_1 \) is pseudo-hermitian, is automatically CPT-invariant. With the help of the Klein transformation, the CPT theorem can also be established for theories with anomalous commutation relations. In the causal approach, the CPT-theorem yields the following trivial conclusions:
The CPT-invariance postulate does not result in a condition for the free local normalization terms.

The conditions which are derivable for instance from the C-invariance postulate also have to result from the PT-invariance postulates.

6. Proof of Nonabelian C-Number Gauge Invariance

The proof is carried out in two steps: We express the operator gauge invariance (2.12) by a set of identities between C-number distributions analogous to the Slavnov-Taylor identities. The latter are usually written less explicitly as operator identities and involve interacting fields and not the asymptotic free fields. In order to avoid misunderstandings, we shall use the notation "C-number identities for gauge invariance" or "Cg-identities". We see that the set of Cg-identities explicitly derived in Appendix B, are sufficient for the operator gauge invariance.

In order to prove these Cg-identities, the inductive step needs some modifications (Subchapter (a)). We show in great detail that C-number gauge invariance can be preserved in the process of distribution by suitable normalization (Subchapter (b)) [32].

(a) General Inductive Step

The Cg-identities are based upon the fact that operator gauge invariance

\[ [Q, T_n(x_1, \ldots, x_n)] = i \sum_{l=1}^{n} \partial_{\mu}^l T_{n/l}(x_1, \ldots, x_n) \]  

must hold for every combination of normally ordered external field operators separately. However, there is the following subtlety. Consider the \( l = 1 \) term on the r.h.s. of (6.1)

\[ \partial_{\mu}^1 T_{n/1} = (\partial_{\mu}^1 u_A) u(x_1) A_\nu(x_2) + \mu^2 u_A \partial_{\mu}^1 u(x_1) A_\nu(x_2) + \ldots \]  

(6.2)

If \( t_{uA}^1 \) contains a contribution with a factor \( \delta(x_1 - x_3) \), then the terms with different field operators may compensate, due to the identity

\[ [u(x_1) - u(x_3)] \partial_{\mu}^1 \delta(x_1 - x_3) + \delta(x_1 - x_3) \partial_{\mu}^1 u(x_1) = 0. \]  

(6.3)

(Note that the contribution with \( u(x_3) \) comes from the \( l = 3 \) term in (6.1).) This gives rise to a certain ambiguity in the definitions of the numerical distributions in (6.1). In order to eliminate this, we choose the convention of only applying Wick’s theorem to the products \( T_n(X) T_{n-k}(Y, x_n) \) in \( A'_{n} \) (doing nothing else), and similarly for \( R'_{n} \).

Because of the ambiguities in translating the operator equation (2.12) resp.(6.1) into the Cg-identities, we need some more input for the inductive step. Instead of proving (6.1), we prove the Cg-identities that imply (6.1). The proof of the Cg-identities is now straightforward. As induction hypothesis we assume the Cg-identities for the \((t, t')\)-distributions of \((T_k, T_{k/l})\) \((l \leq k)\) and for the \((t, t')\)-distributions of \((\hat{T}_k, \hat{T}_{k/l})\) \((l \leq k)\) in all lower orders \(1 \leq k < n\) of perturbation theory. The induction hypothesis
can be expressed in the following form: Writing $T_k$, $\tilde{T}_k$, $T_{k/l}$ and $\tilde{T}_{k/l}$ in normally ordered form, and applying $[Q, \ldots]$ resp. $\sum_{l} \partial_{l}$, we have

$$[Q, T_{k}] = \sum_{j} t_{kj}^{Q} : \Omega_{j} :$$

$$[Q, \tilde{T}_{k}] = \sum_{j} \tilde{t}_{kj}^{Q} : \Omega_{j} :$$

(6.4)

$$\sum_{l} \partial_{l} T_{k/l} = \sum_{j} r_{kj} : \Omega_{j} :$$

$$\sum_{l} \partial_{l} \tilde{T}_{k/l} = \sum_{j} \tilde{r}_{kj} : \Omega_{j} :$$

(6.5)

with the Cg-identities

$$t_{kj}^{Q} = r_{kj}, \quad \tilde{t}_{kj}^{Q} = \tilde{r}_{kj}$$

(6.6)

being true for all $1 \leq k < n$ and for all all combinations of field operators $\Omega_{j}$.

We insert (6.4) into

$$[Q, A_{n}'(X, Y; x_{n})] = \sum_{X, Y} \left\{ [Q, \tilde{T}_{k}(X)]T_{n-k}(Y, x_{n}) + \tilde{T}_{k}(X)[Q, T_{n-k}(Y, x_{n})] \right\},$$

(6.7)

and (6.5) into

$$\sum_{l} \partial_{l} A_{n/l}'(X, Y; x_{n}) = \sum_{X, Y, l, x_{l} \in X} \left( \sum_{l} \partial_{l} \tilde{T}_{k/l}(X) \right) T_{n-k}(Y, x_{n})$$

$$+ \sum_{X, Y} \tilde{T}_{k}(X) \left( \sum_{l, x_{l} \in \{Y, x_{n}\}} \partial_{l} T_{n-k/l}(Y, x_{n}) \right),$$

(6.8)

Applying Wick’s theorem to (6.7) and (6.8), we obtain the identical operator decomposition for $[Q, A_{n}']$ and for $\sum_{l} \partial_{l} A_{n/l}'$. This is correct because the two following operations of $A_{n}'$ commute: the application of Wick’s theorem to $A_{n}'$ and the differentiation of $A_{n}$. Thus the operator decomposition of $\sum_{l} \partial_{l} A_{n/l}'$ is independent of the order of these two operations.

Analogously, the operator decomposition of $[Q, A_{n}']$ is the same, if we first apply Wick’s theorem and commute $A_{n}'$ with the charge $Q$ or if we do the two operations in the reversed order.

Because of (6.6) the numerical distributions in $[Q, A_{n}']$ and in $\sum_{l} \partial_{l} A_{n/l}'$ agree. Hence, the Cg-identities hold for $k = n$. In the same way one proves the Cg-identities for the $r'$-distributions of $R', R_{n/l}'$. Therefore, they hold for the $d = r' - a'$ distributions, too. After distribution splitting the Cg-identities hold for the $r$ and, therefore, for the $t' = r - r'$ distributions up to local terms. In the symmetrization of $T_{n}'$ (resp. $T_{n/l}'$), $t'$ (resp. $t'^{d}$) is replaced by $t$ (resp. $t^d$), which is a linear combination of the various $t'$ (resp. $t'^{d}$) distributions where the splitting vertex $x_{n}$ can be an external or internal vertex. Since these different types of $(t', t'^{d})$-distributions separately satisfy the Cg-identities up to local terms, it follows that the $(t, t^d)$-distributions may violate the Cg-identities by local terms only.

In order to complete the inductive step, one has to prove the Cg-identities for the $(\tilde{t}, \tilde{t}'^{d})$-distributions corresponding to $(\tilde{T}_{n}, \tilde{T}_{n/l})$. With the definition

$$R_{n}'(x_{1}, \ldots x_{n}) = \sum_{X, Y} T_{k}(X)\tilde{T}_{n-k}(Y, x_{n}),$$

(6.9)

$\tilde{T}_{n}$ is given by the symmetrization of

$$\tilde{T}_{n}' = -R_{n} - R_{n}'$$

(6.10)
and similarly for $R''_{n/l}$, $\tilde{T}'_{n/l}$ and $\tilde{T}_{n/l}$. This leads us to the following procedure: We define new retarded distributions by
\[
\begin{align*}
 r^* & \equiv t + r', \\
 r^* l & \equiv t l + r',
\end{align*}
\] (6.11)
Here we can make use of the correctly normalized $t$ resp. $t l$. The retarded distributions (6.11) are splitting solutions of $(d, d^l)$ and satisfy the Cg-identities because $(t, t l)$ and $(r', r'' l)$ fulfill them. The Cg-identites for the $(r'', r'' l)$-distributions of $(R''_{n}, R''_{n/l})$ can be proven in the same way as above for the $a'$-distribution. Following (6.10), we now define
\[
\begin{align*}
 \tilde{r}' & \equiv - r^* - r'', \\
 \tilde{r}' l & \equiv - r^* l - r'' l,
\end{align*}
\] (6.12)
which satisfy the Cg-identities. As above, this property remains true after symmetrization. This finishes the inductive step apart from distribution splitting.

(b) Distribution Splitting

It remains to prove that the Cg-identities are preserved under the operation of distribution splitting. In Appendix B, we explicitly derived all types of Cg-identities and isolated those few Cg-identities which require nontrivial proofs; these Cg-identities have $\kappa \geq -1$, where $\kappa$ is defined by
\[
\kappa = 4 - b - g_u - g_\tilde{u} - d - 3f.
\] (6.13)
b, $g_u$, $g_\tilde{u}$, $d$, $f$ are determined by the field operator combination $\Omega$ which belongs to the considered Cg-identity as in (4.1).
The idea of the proof is quite straightforward: In the process of distribution splitting, gauge invariance can only be violated by local terms (anomalies). We show that one can remove these local terms by choosing a suitable normalization. Here all symmetries of the theory, in particular the $SU(N)$-symmetry (Appendix A) and charge conjugation invariance (Chapter 5b), are needed to restrict the possible anomalies.

Our explicit procedure is the following:
• First we determine the general form of the anomaly $a$, i.e. the possible violation of the Cg-identity. In momentum space $\hat{a}$ is a Lorentz covariant polynomial in $p$ of degree $\kappa + 1$ and $SU(N)$-covariant (Appendix A). Moreover, the polynomial is invariant with regard to permutations of the inner vertices and must have the same permutation symmetries as the corresponding external operator $\Omega$ because it is multiplied by the latter.
• In the next step we further restrict the general ansatz of the anomaly by using additional symmetry properties of the $t$-distributions in the considered Cg-identity. These additional symmetries are introduced by inserting other Cg-identities as discussed in Appendix B. In this step we draw on the assumption that the divergences with regard to inner vertices vanish in the following limit:
\[
\sum_{l=r+1}^{n} p_{(\alpha_{1}, \ldots, \alpha_{n})} (p_{1}, p_{2}, \ldots, p_{n-1}) \to 0
\] (6.14)
for $(p_{1} + p_{2} + \ldots + p_{r}) \to 0$, $p_{r+1} \to 0, \ldots p_{n-1} \to 0$,
\[
p_{n} \equiv - (p_{1} + p_{2} + \ldots + p_{n-1}).
\]
where we consider $r$-leg distributions in the $n$-th order of perturbation theory in momentum space.
In configuration space the limit (6.14) means that the inner coordinates are integrated with 
\( g(x) = 1 \), which corresponds to the adiabatic limit in regard to the inner coordinates. However, 
since \( p^a_\Omega \) is a distribution and not a continuous function, the assumption needs the following 
specification: We always approach the limit \( p^a_l = 0 \) from totally space-like points. In this region 
\( \delta^a_\Omega, \delta^a_\Omega', \delta^a_\Omega'' \) vanish and, consequently, \( \dot{\Omega} = \delta^a_\Omega \) is analytic (see [13]). Therefore, the limit (6.14) 
can be understood in the sense of functions.

If the external momenta \( p_1, \ldots, p_{r-1}, p_r = -(p_1 + \ldots + p_{r-1}) \), approach the mass shell 
\( p^2_l = 0, l = 1, \ldots, r \), infrared divergences appear [16]. In order to avoid them, we always assume 
\( |p^2_l| > \varepsilon > 0, \forall l = 1, \ldots, r \). This is sufficient for the proof because we only have to investigate a polynomial, namely the anomaly \( \dot{a} \).

In order to shorten the notation, we simply set \( p_1 + p_2 + \ldots + p_r = 0, p_{r+1} = 0, \ldots, p_{n-1} = 0 \), 
signifying the limit (6.14) in momentum space.

• In the last step we remove the thus restricted anomaly \( a \) by finite renormalizations of the \( t \)-
distributions in the Cg-identity. These renormalization terms must be covariant local distributions 
with the same singular order and the same (permutation) symmetry as the corresponding 
\( t \)-distributions. If a certain distribution \( t \) appears in several Cg-identities, the different normali-
izations must be compatible.

Now we prove the few nontrivial Cg-identities, isolated in Appendix B, by this procedure:

• **Proof of 2-Leg Cg-Identities**

For the Cg-identities (B.17), (B.18) we define the possible anomalies

\[
a^\mu_1 = \tilde{\partial}_a^\mu t_A^\nu A + \frac{1}{2} \tilde{\partial}_a^\nu t^\mu_2 A - t_{A}^{\mu 2a} + \sum_{l=3}^{n} \tilde{\partial}_{a}^{l} t^\mu_1 A, \tag{6.15}
\]

\[
a^\mu_2 = \tilde{\partial}_a^\mu t_A^{\nu \mu} + \frac{1}{2} \tilde{\partial}_a^\nu t^\mu_2 A - \tilde{\partial}_a^\mu t_{A}^{\nu 2a} + \sum_{l=3}^{n} \tilde{\partial}_{a}^{l} t^\mu_1 A , \tag{6.16}
\]

Taking covariance and the singular order of the distributions on the right side into account, we 
conclude that \( a_1, a_2 \) have the form

\[
a^\nu_1(x_1, \ldots, x_n) = \left[ \sum_{i,j,k=1}^{n} C_{ijk} \tilde{\partial}_{i}^{\nu} \tilde{\partial}_{j}^{\nu} \tilde{\partial}_{k}^{\nu} + \sum_{k=1}^{n} D_k \tilde{\partial}_{k}^{\nu} \right] \delta(x_1 - x_n, \ldots, x_{n-1} - x_n), \tag{6.17}
\]

\[
a^\mu_{12}(x_1, \ldots, x_n) = \left[ \sum_{i,j=1}^{n} K_{ij} \tilde{\partial}_{i}^{\mu} \tilde{\partial}_{j}^{\nu} + L g^{\mu \nu} \right] \delta(x_1 - x_n, \ldots, x_{n-1} - x_n). \tag{6.18}
\]

The constants \( C_{ijk}, D_k, K_{ij} \) and \( L \) are further restricted by the permutation symmetry of the 
\( t \)'s in their inner vertices and the antisymmetry in \( \mu \nu \) of (6.16). Using additionally

\[
\sum_{k=1}^{n} \tilde{\partial}_{k}^{\nu} \delta(x_1 - x_n, \ldots, x_{n-1} - x_n) = 0, \tag{6.19}
\]

(6.17), (6.18) can be simplified to

\[
a^\nu_1(x_1, \ldots, x_n) = C_{111}^\nu \tilde{\partial}_{1}^{\nu} + C_{122}^\nu \tilde{\partial}_{1}^{\nu} \tilde{\partial}_{2}^{\nu} + C_{222}^\nu \tilde{\partial}_{2}^{\nu} + C_{121}^\nu \tilde{\partial}_{1}^{\nu} \tilde{\partial}_{2}^{\nu} + C_{121}^\nu \tilde{\partial}_{1}^{\nu} \tilde{\partial}_{2}^{\nu} \tilde{\partial}_{1}^{\nu} +
\]
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Due to (6.19), these expressions for the anomalies can be written in different form. Performing
invariance, independent of the normalization of the distributions of in the main theory.
by means of the renormalization (B.22), fulfilling all symmetry requirements.

\[ C_{112} \partial^2 \partial^2 + C_{222} \partial^2 \partial^2 + C_1 \sum_{i=3}^n \partial^i \partial^i + C_2 \sum_{i=3}^n \partial^i \partial^i + C_3 \sum_{i=3}^n \partial^i \partial^i \partial^i \partial^i + \]
\[ + C_4 \sum_{i=3}^n \partial^i \partial^i \partial^i \partial^i + C_5 \sum_{i=3}^n \partial^i \partial^i + D \sum_{i=3}^n \partial^i \delta(x_1 - x_n, \ldots, x_{n-1} - x_n), \quad (6.20) \]
\[ a_2^{\mu \nu}(x_1, \ldots, x_n) = K(\partial^2 \partial^2 - \partial^2 \partial^2) \delta(x_1 - x_n, \ldots, x_{n-1} - x_n). \quad (6.21) \]

Due to (6.19), these expressions for the anomalies can be written in different form. Performing the finite renormalizations
\[ t_{\rho A}^{\alpha \nu} \to t_{\rho A}^{\alpha \nu} - [D_1 \partial^2 \partial^2 + D_2 \partial^2 \partial^2 + \partial^2 \partial^2] \delta^{(4(n-1))}, \]
\[ + C_1 \partial^2 \partial^2 + C_2 \partial^2 \partial^2 + C_3 \partial^2 \partial^2 \partial^2 \partial^2 \delta^{(4(n-1))}, \]
\[ t_{\mu A}^{\alpha \nu} \to t_{\mu A}^{\alpha \nu} - [D \partial^2 \partial^2 - D_2 \partial^2 \partial^2 - \partial^2 \partial^2] \delta^{(4(n-1))}, \]
\[ + C_1 \partial^2 \partial^2 + C_2 \partial^2 \partial^2 + C_3 \partial^2 \partial^2 \partial^2 \partial^2 \delta^{(4(n-1))}, \quad l \geq 3, \]
\[ t_{\nu F}^{\alpha \nu} \to t_{\nu F}^{\alpha \nu} - [D \partial^2 \partial^2 - D_2 \partial^2 \partial^2] \delta^{(4(n-1))}, \]
\[ t_{\nu F}^{\alpha \nu} \to t_{\nu F}^{\alpha \nu}, \quad l \geq 3, \]
\[ t_{\nu A}^{\alpha \nu} \to t_{\nu A}^{\alpha \nu}, \quad l \geq 3, \]
\[ (6.22) \]

the anomalies (6.16), (6.15) disappear. We stress that the distributions with one \( Q \)-vertex have
for \( \omega \geq 0 \) their own normalization freedom which is, as long as we do not care about gauge
invariance, independent of the normalization of the distributions of in the main theory.
Obviously, the renormalizations (6.22) preserve covariance, the permutation symmetry in the
inner vertices and all other symmetry properties of \( t \)-distributions, in particular \( t_{\rho A}^{\alpha \nu}(x_1, x_2, x_3, \ldots) = t_{\rho A}^{\alpha \nu}(x_2, x_1, x_3, \ldots) \). Note that (6.22) are not the only renormalizations leading to symmetrical,
covariant \( t, t \)-distributions which fulfill the Cg-identities (B.17), (B.18). The normalization of the \( t \)-distributions is not uniquely determined by the Cg-identities.

\[ \text{Proof of the 3-Leg Cg-Identities} \]

Now we consider the 3-leg Cg-Indentities: There is no possible anomaly \( a \) for the Cg-identity
(B.22), fulfilling all symmetry requirements.
We remove the anomaly of (B.21)
\[ a^{\mu \nu \lambda} = \sum_{j=1}^3 B_j [g^{\mu \nu} i \partial^j - g^{\mu \nu} i \partial^j] \delta^{(4(n-1))} \quad (6.23) \]
by means of the renormalization
\[ t_{\rho A}^{\alpha \nu} \to t_{\rho A}^{\alpha \nu} - i(B_1 - B_3)[g^{\mu \nu} g^{\alpha \lambda} - g^{\alpha \lambda} g^{\mu \nu}] \delta^{(4(n-1))}, \]
\[ t_{\mu A}^{\alpha \nu} \to t_{\mu A}^{\alpha \nu} - i(B_2 - B_3)[g^{\mu \nu} g^{\alpha \lambda} - g^{\mu \nu} g^{\alpha \lambda}] \delta^{(4(n-1))}, \]
\[ t_{u\Delta F}^{\alpha l \mu \nu} \rightarrow t_{u\Delta F}^{\alpha l \mu \nu} + iB_{l}[g^{\mu \rho}g^{\alpha \lambda} - g^{\rho \lambda}g^{\alpha \nu}]\delta^{(4(n-1))}, \quad \forall l = 4, \ldots n. \] (6.24)

Note that these renormalization are admissible, i.e. they do not destroy the permutation symmetries of \( t_{AAF}, t_{uAF}^{\alpha}, t_{uAF}^{l}, t_{uAF}^{4} \), and all other \( G_{c} \)-identities are maintained, if the first renormalization (6.24) is performed in \( t_{uAF}^{4} \), too.

The possible anomaly of (B.19) must be invariant under the transposition of \( x_{1} \) and \( x_{2} \), hence

\[ a^{\mu} = i[A_{1}(\partial_{1}^{\mu} + \partial_{2}^{\mu}) + A_{2}\partial_{3}^{\mu}]\delta^{(4(n-1))}. \] (6.25)

Performing the renormalizations

\[ t_{u\Delta F}^{3\mu} \rightarrow t_{u\Delta F}^{3\mu} - i(A_{2} - A_{1})g^{\alpha \mu}\delta^{(4(n-1))}, \]

\[ t_{u\Delta F}^{4\mu} \rightarrow t_{u\Delta F}^{4\mu} - iA_{1}g^{\alpha \mu}\delta^{(4(n-1))} \] (6.26)

the anomaly (6.23) vanishes. These renormalizations do not affect any other \( G_{c} \)-identity.

It remains the \( G_{c} \)-identity (B.20). For the possible anomaly \( a^{\mu \nu} \) we now have

\[ a^{\mu \nu} = [K_{1}(\partial_{1}^{\mu}\partial_{3}^{\nu} + \partial_{1}^{\nu}\partial_{3}^{\mu}) + K_{2}(\partial_{1}^{l}\partial_{2}^{\mu} - p_{1}^{l}p_{2}^{\mu}) + K_{3}(\partial_{1}^{\mu}\partial_{3}^{\nu} - \partial_{1}^{\nu}\partial_{3}^{\mu}) + K_{4}g^{\alpha \mu}(\partial_{1}^{\nu} - \partial_{2}^{\nu}) + K_{5}g^{\alpha \nu}(\partial_{1}^{\mu} - \partial_{2}^{\mu})]\delta^{(4(n-1))}, \] (6.27)

by taking the antisymmetry under simultaneous exchange of \( x_{2} \leftrightarrow x_{3} \) and \( \mu \leftrightarrow \nu \) into account. In order to remove (6.27), the following normalization terms of \( t_{AAA}, t_{AA}, \) and \( t_{uAA}, (l = 4, \ldots n) \) are available

\[ N^{\alpha \mu \nu}_{AA} = i[G(\partial_{2}^{\mu} - \partial_{3}^{\mu}) + g^{\alpha \nu}(\partial_{1}^{\mu} - \partial_{2}^{\mu}) + g^{\alpha \mu}(\partial_{1}^{\nu} - \partial_{3}^{\nu})]\delta^{(4(n-1))} \]

\[ N^{\alpha 3\mu 3\nu}_{AA} = i[D_{1}(\partial_{1}^{\mu}g^{\alpha \nu} - \partial_{3}^{\mu}g^{\alpha \nu}) + D_{2}(\partial_{2}^{\mu}g^{\alpha \nu} - \partial_{3}^{\mu}g^{\alpha \nu}) + D_{3}(\partial_{2}^{\mu}g^{\alpha \nu} - \partial_{3}^{\mu}g^{\alpha \nu})]\delta^{(4(n-1))} \]

\[ N^{\alpha 3\mu 3\nu}_{AA} = i[C_{1}g^{\alpha \mu}(\partial_{2}^{\nu} - \partial_{3}^{\nu}) + C_{2}(\partial_{1}^{\mu}g^{\alpha \nu} - \partial_{2}^{\mu}g^{\alpha \nu}) + C_{3}(\partial_{2}^{\nu}g^{\alpha \mu} - \partial_{3}^{\nu}g^{\alpha \mu}) + C_{4}(\partial_{1}^{\mu}g^{\alpha \nu} - \partial_{3}^{\mu}g^{\alpha \nu}]\delta^{(4(n-1))}, \quad l = 4, \ldots n. \] (6.28)

In order to eliminate the anomaly (6.27), we must find constants \( G, D_{1}, D_{2}, D_{3}, C_{1}, \ldots C_{5} \), so that

\[ \partial_{1\alpha}N^{\alpha \mu \nu}_{AA} - \partial_{2\alpha}N^{\alpha 3\mu 3\nu}_{AA} + \partial_{3\alpha}N^{\alpha 3\mu 3\nu}_{AA} + \sum_{l=4}^{n} \partial_{\alpha l}N^{\alpha l \mu \nu}_{AA} = -a^{\mu \nu} \] (6.29)

holds for arbitrarily given \( K_{1}, \ldots K_{5} \). (6.29) is equivalent to the linear system

\[ K_{1} = i(G + C_{2} - C_{4} - D_{1}), \]

\[ K_{2} = i(C_{2} - C_{3}), \]

\[ K_{3} = i(C_{3} - C_{4} - D_{3}), \]

\[ K_{4} = i(-G + D_{1} + C_{1}), \]

\[ K_{5} = i(C_{1} + D_{3}). \] (6.30)

But this system has only a solution, if

\[ K_{1} + K_{4} - K_{2} - K_{3} - K_{5} = 0, \] (6.31)
that means the anomaly (6.27) must be further restricted. Supposing (6.31) to be proven, then a solution of (6.30) is given by

\[ C_3 = -iK_2 + C_2, \quad D_1 = iK_4 - C_1 \]

\[ D_3 = iK_5 - C_1, \quad C_4 = -i(K_2 + K_3 + K_5) + C_1 + C_2, \]  \hspace{1cm} (6.32)

where \( D_2, C_1, C_2 \) and \( C_5 \) can be chosen arbitrarily.

In order to prove (6.31), we start from

\[ a^{\mu\nu}(x_1, x_2, x_3, x_4, \ldots) = \partial_1 \partial_{\alpha} t_{\alpha \alpha \alpha}(x_1, x_2, x_3, x_4, \ldots) + \]

\[ -\frac{1}{2} \partial_2 \partial_{\alpha} [t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_1, x_2, x_3, x_4, \ldots) - (\alpha \leftrightarrow \mu)] + \]

\[ \frac{1}{2} \partial_3 \partial_{\alpha} [t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_1, x_2, x_3, x_4, \ldots) - (\alpha \leftrightarrow \nu)] + \]

\[ \sum_{l=4}^{n} \partial_4 \partial_{\alpha} t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_1, x_2, x_3, x_4, \ldots) + g[\delta(x_1 - x_2) - \delta(x_1 - x_3)] t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_2, x_3, x_4, \ldots) - \]

\[ \frac{g}{2} \delta(x_2 - x_3)] t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_1, x_2, x_4, \ldots) - (\mu \leftrightarrow \nu)]. \]  \hspace{1cm} (6.33)

Differentiating with \( \partial_2 \partial_{\alpha} a^{\mu\nu} \) and taking the limit (6.14), we obtain

\[ \partial_2 \partial_{\alpha} a^{\mu\nu}(x_1, x_2, x_3) = \partial_1 \partial_{\alpha} \partial_3 \partial_{\beta} t_{\alpha \alpha \alpha}^{\alpha \beta\gamma}(x_1, x_2, x_3). \]  \hspace{1cm} (6.34)

Remember that the limit (6.14) means in configuration space that the inner coordinates are integrated with \( g(x) = 1 \). The right side has an additional symmetry: It is antisymmetric with regard to \( x_1 \leftrightarrow x_2 \) (and \( x_1 \leftrightarrow x_3 \)). Inserting (6.27) into the left side, we get

\[ -\partial_2 \partial_{\alpha} a^{\mu\nu}(x_1, x_2, x_3) = [(K_1 + K_2) \partial_1 \partial_{\alpha} (\partial_2 - \partial_3) \partial_3 + (K_2 + K_3) (\partial_2 - \partial_3)] \delta^8 \]  \hspace{1cm} (6.35)

Because of (6.34), the right side must be antisymmetrical with regard to \( x_1 \leftrightarrow x_2 \). It is to verify that this is equivalent to the condition (6.31). The additional symmetry (6.34) is precisely the information we need in order to complete the proof of the last 3-leg Cg-identity (B.20).

**Proof of the 4-Leg Cg-Identities**

Only the Cg-identities (B.23), (B.24) and (B.25) need a proof. We start by defining a suitable basis for colour tensors of rank 4 (see Appendix A)

\[ C_{abcd} = f_{abc} f_{bce} f_{cfj} f_{dgk} \]

\[ = \delta_{ab} \delta_{cd} + \delta_{ad} \delta_{bc} + \frac{N}{4} (d_{abr} d_{cdr} - d_{acr} d_{bdr} + d_{adr} d_{bcr}). \]  \hspace{1cm} (6.36)

Note the relation

\[ C_{abcd} = C_{dabc}, \quad C_{abcd} = C_{adcb}. \]  \hspace{1cm} (6.37)

There are three linearly independent permutations of \( C_{abcd} \), which we call

\[ C_{abcd}^1 = C_{abcd}, \quad C_{abcd}^2 = C_{acdb}, \quad C_{abcd}^3 = C_{adbc}. \]  \hspace{1cm} (6.38)
Using
\[ f_{abr} f_{cdr} = \frac{2}{N} (C_{abcd}^2 - C_{abcd}) , \] (6.39)
it is obvious (by drawing all possible diagrams) that, in 4-th order perturbation theory (n=4), all 4-leg distributions are in the linear span \([C^1, C^2, C^3]\). That means: Additionally to the Furry theorem (see Chapter 5), the colour space is reduced in this case from 6 dimensions for \(SU(N)\), \(N \geq 4\), or 5 dimensions for \(SU(3)\), respectively, to 3 dimensions.

But the colour space for \(SU(N)\), \(n \geq 6\), is at least five-dimensional.

A symmetrical basis is given by
\[ C^1, C^2, C^3, D^1, D^2, \] (6.40)
where
\[ D_{abcd}^1 = d_{abr} d_{cdr} - d_{adr} d_{bcr}, \quad D_{abcd}^2 = d_{acr} d_{bdr} - d_{abr} d_{cdr}. \] (6.41)

In order to cover the different possibilities with a single proof, we proceed in the following way: We shall give the proof for dimension 5 of the colour space (\(SU(3), n \geq 6\)), by working with the basis (6.40). There will be a complete separation of the two sectors \([C^1, C^2, C^3]\) and \([D^1, D^2]\).

The proof therefore holds in each sector separately. Especially it holds in \([D^1, D^2]\). This is the proof for \(SU(N)\), \(N \geq 6\), is at least five-dimensional.

But the colour space for \(SU(N)\), \(n \geq 6\), is at least five-dimensional.

A symmetrical basis is given by
\[ C^1, C^2, C^3, D^1, D^2, \] (6.40)
where
\[ D_{abcd}^1 = d_{abr} d_{cdr} - d_{adr} d_{bcr}, \quad D_{abcd}^2 = d_{acr} d_{bdr} - d_{abr} d_{cdr}. \] (6.41)

In order to cover the different possibilities with a single proof, we proceed in the following way: We shall give the proof for dimension 5 of the colour space (\(SU(3), n \geq 6\)), by working with the basis (6.40). There will be a complete separation of the two sectors \([C^1, C^2, C^3]\) and \([D^1, D^2]\).

The proof therefore holds in each sector separately. Especially it holds in \([D^1, D^2]\). This is the proof for \(SU(N)\), \(N \geq 6\), is at least five-dimensional.

By setting \(d_{abc} = 0\) in \(C_{abcd} = C_{abc}d\), i.e. by replacing \(C^k\) by \(G^k(k = 1, 2, 3)\),
\[ G_{abcd}^1 = \delta_{ab}\delta_{cd} + \delta_{ad}\delta_{bc}, \quad G^2 = C^2 \big|_{d=0}, \quad G^3 = C^3 \big|_{d=0}, \] (6.42)
we obtain the proof for \(SU(2)\) in arbitrary order \(n \geq 4\). In fact \(G^1, G^2, G^3\) have the same properties under permutations of \(a, b, c, d\) as \(C^1, C^2, C^3\). Moreover, note that equation (6.39) is essentially not changed in the \(SU(2)\) case because
\[ \varepsilon_{abr}\varepsilon_{cdr} = C_{abcd}^2 - G_{abcd}^1. \] (6.43)

There remains the case of dimension 6 (\(SU(N)\) with \(N \geq 4\) in order \(n \geq 6\)). Here we define:
\[ E_{abcd}^1 = d_{abr} d_{cdr} - d_{adr} d_{bcr} + d_{acr} d_{bdr} + d_{abr} d_{cbr}, \]
\[ E_{abcd}^2 = d_{acr} d_{bdr} - d_{adr} d_{bcr} + d_{abr} d_{cdr} - d_{acr} d_{bdr} + d_{abr} d_{cbr}, \] (6.44)
i.e. \(E^1, E^2, E^3\) are obtained by setting \(\delta = 0\) in \(C^1, C^2, C^3\) and omitting a factor \(N/4\). Therefore, \(E^1, E^2, E^3\) have the same behaviour under permutations of \(a, b, c, d\) as \(C^1, C^2, C^3\). It is easy to verify that
\[ C^1, C^2, C^3, E^1, E^2, E^3 \] (6.45)
are linearly independent, therefore, we may take (6.45) as a basis. The 6-dimensional proof is then a doubling of the 3-dimensional proof: The reasoning given for the sector \([C^1, C^2, C^3]\) can be repeated in the sector \([E^1, E^2, E^3]\) in exactly the same way, but with new constants in the ansatz for the anomaly and the normalization polynomials. The only difference is that there are no degenerate terms in \([E^1, E^2, E^3]\), in contrast to the sector \([C^1, C^2, C^3]\).

The identity (B.24) corresponds to external field operators: \(\Omega := u^a(1)u^b(2)\partial_a \tilde{u}^c(3)A^3(4)\). The possible anomaly with the same permutation symmetry (antisymmetric in \(a, b\)), is
\[ a^{\mu\nu} = g^{\mu\nu} \left[ B(\delta_{ac}\delta_{bd} - \delta_{ad}\delta_{bc}) + E(d_{acr}d_{bdr} - d_{adr}d_{bcr}) \right] \] (6.46)
with arbitrary constants $B, E$. Due to the relations

$$\delta_{ac}\delta_{bd} - \delta_{ad}\delta_{bc} = (C^2 - C^1 - \frac{N}{2} (D^1 + D^2))_{abcd} \quad (6.47)$$

$$d_{acr}d_{bdr} - d_{adr}d_{bcr} = (D^1 + D^2)_{abcd} \quad (6.48)$$

the anomaly (6.46) is an element of the 5-dimensional colour space. The nondegenerate terms in (B.24) have singular order $\omega = -1$ and, therefore, no freedom of normalization. The gauge invariant renormalizations of the 3-leg distributions in the $\delta$-degenerate terms drop out. Consequently, we have no possibility to remove (6.46) by renormalization! Therefore, we must use other properties of the theory.

Let us consider the limit (6.14) of the equation (B.24) = (6.46) in configuration space. Then, $\varrho = -\varrho_1 + \varrho_2 + \varrho_3$ and $\sum_{i=5}^{n=5} \varrho_i F_{\rho\varsigma}^{abcd}$ vanishes, due to our assumption (6.14). Moreover, differentiating the equation (B.24) with $\varrho_4$, $t_{\rho\varsigma}^{abcd}$ drops out. It remains, using the Jacobi identity,

$$-t_{1abcd}(x_1, x_2, x_3, x_4) - (\alpha \delta_{ad} \delta_{bc}) + i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3, x_4) +$$

$$+ g \left[f_{adr} f_{bcr} \left\{ \delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abd}(x_1, x_2, x_3) \delta(x_1 - x_4) + t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3, x_4) \delta(x_2 - x_3) \right\} +$$

$$- \left\{ i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3) \delta(x_1 - x_2) + i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3) \delta(x_3 - x_4) \right\} +$$

$$- f_{adr} f_{bcr} \{ x_1 \leftrightarrow x_2 \} \right] =$$

$$= i\delta_{ac}^d \delta_{4\nu} \left\{ B(\delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bc}) + E(d_{acr} d_{bdr} - d_{adr} d_{bcr}) \right\} \delta^{12}, \quad (6.49)$$

where

$$t_{1abcd}(x_1, x_2, x_3, x_4) \overset{\text{def}}{=} i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3, x_4) \quad (6.50)$$

Note the symmetry relation

$$t_{1abcd}(x_1, x_2, x_3, x_4) = t_{1adcb}(x_1, x_4, x_3, x_2) \quad (6.51)$$

Subtracting from (6.49) the equations (6.49) with once $(x_1, a) \leftrightarrow (x_4, d)$ exchanged and once $(x_2, b) \leftrightarrow (x_4, d)$ exchanged, the $t_1$-terms cancel by means of (6.51). Using again the Jacobi identity, we obtain

$$-(\varrho_1 + \varrho_2 + \varrho_3) t_{2abcd}(x_1, x_2, x_3, x_4) +$$

$$+ g \left[f_{adr} f_{bcr} \left\{ t_{3}^{abcd}(x_1, x_2, x_3) \delta(x_1 - x_4) - t_{3}^{abcd}(x_1, x_4, x_3) \delta(x_1 - x_2) + \right. +$$

$$- \left. t_{3}^{abcd}(x_1, x_2, x_3, x_4) \right\} +$$

$$- \left\{ i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3) \delta(x_1 - x_2) + i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3) \delta(x_3 - x_4) \right\} +$$

$$- f_{adr} f_{bcr} \{ x_1 \leftrightarrow x_2 \} \right] =$$

$$= i\delta_{ac}^d \delta_{4\nu} \left\{ B(\delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bc}) + E(d_{acr} d_{bdr} - d_{adr} d_{bcr}) \right\} \delta^{12}, \quad (6.52)$$

where

$$t_{2abcd}(x_1, x_2, x_3, x_4) \overset{\text{def}}{=} i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3, x_4) - i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_2, x_3, x_1) - i\delta_{ac}^d \delta_{4\nu} t_{\rho\varsigma}^{abcd}(x_1, x_4, x_3, x_2), \quad (6.53)$$
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Due to our assumption (6.14), the 3-leg Cg-identity (B.19) takes in the limit (6.14) the simple form

\[ t^\mu_3(x_1, x_2, x_3) = t^\mu_4(x_2, x_1, x_3) + i\partial_\mu \tilde{t}^{\nu \mu}_{\Lambda \tilde{u} \tilde{u} \tilde{a}}(x_2, x_1, x_3) \tag{6.54} \]

Inserting this in (6.52), the left side gets a differential operator \( (\partial_1 + \partial_2 + \partial_3)^\mu \) and the 2-leg distributions \( t_{u \tilde{u}} \) cancel

\[ (\partial_1 + \partial_2 + \partial_3)^\mu t_{4abcd}(x_1, x_2, x_3, x_4) = \partial_1^\mu \{ \ldots \} - \partial_2^\mu \{ \ldots \} - \partial_3^\mu \{ \ldots \} \tag{6.56} \]

where

\[ t_{4abcd}(x_1, x_2, x_3, x_4) \overset{\text{def}}{=} t_{2abcd}(x_1, x_2, x_3, x_4) + g[f_{adr} f_{bcr} \tilde{t}^{\mu}_{u \tilde{u} \tilde{a}}(x_1, x_2, x_3) \delta(x_1 - x_4) - \tilde{t}^{\mu}_{u \tilde{u} \tilde{a}}(x_1, x_4, x_3) \delta(x_1 - x_2) + \tilde{t}^{\mu}_{u \tilde{u} \tilde{a}}(x_1, x_4, x_3) \delta(x_1 - x_2) - \tilde{t}^{\mu}_{u \tilde{u} \tilde{a}}(x_1, x_2, x_3) \delta(x_1 - x_3) - f_{bdr} f_{afr} \{ x_1 \leftrightarrow x_2 \}]. \tag{6.57} \]

Now we switch over to momentum space and choose a fixed point \((\bar{p}_1, \bar{p}_2, \bar{p}_4) \in \mathbb{R}^4\) such that \(\bar{p}_1, \bar{p}_2, \bar{p}_4 \in \mathbb{R}^4\) are linearly independent and that (6.56) holds pointwise (i.e. in the sense of functions) at \((\bar{p}_1, \bar{p}_2, \bar{p}_4)\). Then, there exist \(g_1, g_2 \in \mathbb{R}^4\) with

\[ g_1 \bar{p}_1 \neq 0, \quad g_2 \bar{p}_2 \neq 0, \quad g_i \bar{p}_j = 0 \quad \forall i \neq j, \quad i \in \{1, 2\}, \quad j \in \{1, 2, 3\}. \tag{6.58} \]

Contracting (6.56) in momentum space first with \(g_{1\mu}\) and afterwards with \(g_{2\nu}\), we obtain

\[ (g_1 \bar{p}_1) t_{4abcd}(\bar{p}_1, \bar{p}_2, \bar{p}_4) = -(g_1 \bar{p}_1) \left\{ B(\delta_{ab} \delta_{cd} - \delta_{ad} \delta_{bc}) + E(d_{abr} d_{cdr} - d_{adr} d_{bcr}) \right\} \tag{6.59} \]

\[ (g_2 \bar{p}_2) t_{4abcd}(\bar{p}_1, \bar{p}_2, \bar{p}_4) = -(g_2 \bar{p}_2) \left\{ B(\delta_{ac} \delta_{bd} - \delta_{ab} \delta_{cd}) + E(d_{acr} d_{bdr} - d_{adr} d_{bcr}) \right\} \tag{6.60} \]

These two equations imply

\[ B = 0, \quad E = 0, \tag{6.61} \]

i.e. there is no anomaly for (B.24).

The possible anomaly of (B.25) has exactly the same form as the general normalization term of

\[ t^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} = \hat{t}^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} \overset{\text{def}}{=} \hat{\gamma}^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} - (\kappa \leftrightarrow \lambda), \tag{6.62} \]

namely

\[ N^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} = (g^{\kappa \mu} g^{\lambda \nu} - g^{\kappa \nu} g^{\lambda \mu}) \times \left[ N(C^2 - C^4)_{abcd} + K(D^1 + D^2)_{abcd} \right] \delta^{(4(n-1))}, \quad N, K = \text{const.} \tag{6.63} \]

Let us remember that the other nondegenerate terms in (B.25) have no freedom of normalization. Therefore, we remove a possible anomaly by a renormalization (6.63) of \( t^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} \). This fixes the normalization of \( t^{\kappa \lambda \mu \nu}_{u \Lambda \Lambda A A} \).

We now turn to (B.23). The possible anomaly \( a \) is a covariant local distribution of degree \( \kappa + 1 = 1 \) which must be invariant under all permutations of \( \{(b, \nu, x_2), (c, \kappa, x_3), (d, \lambda, x_4)\} \).

After a lengthy calculation one obtains

\[ \sigma^{\nu \kappa \lambda} = i \left[ M_1 [C^1 g^{\nu \lambda} \partial_1^\kappa + C^2 g^{\nu \kappa} \partial_1^\lambda + C^3 g^{\nu \lambda} \partial_1^\mu] \right] \]
Here, we turn to the normalization terms. For the nondegenerate terms they are constants. The dots stand for two terms, obtained from the written one by cyclic permutation

\[ + F_3[D^4(\partial_i^c g^{\nu \lambda} - \partial_i^o g^{\mu \nu} - 2\partial_i^o g^{\nu \lambda} + 2\partial_i^o g^{\nu \lambda})] \]

where we have not written the colour indices of \( C_1, C_2, C_3 \). There are only \( + F_3[D^4(\partial_i^c g^{\nu \lambda} - \partial_i^o g^{\mu \nu} - 2\partial_i^o g^{\nu \lambda} + 2\partial_i^o g^{\nu \lambda})] \)

\[ + F_4[D^4(\partial_i^c g^{\nu \lambda} - \partial_i^o g^{\mu \nu} + 2\partial_i^o g^{\nu \lambda} + 2\partial_i^o g^{\nu \lambda})] \]

\[ + D^2(\partial_i^c g^{\nu \lambda} - \partial_i^o g^{\mu \nu} - \partial_i^o g^{\nu \lambda} + 2\partial_i^o g^{\nu \lambda}) \] \[ \delta^{(4(n-1))} \]

(6.64)

where the dots stand for 2 terms, obtained from the written one by cyclic permutation

\[ (C^1, \nu, x_2) \rightarrow (C^2, \lambda, x_1) \rightarrow (C^3, \mu, x_2) \rightarrow (C^1, \kappa, x_3). \]

(6.65)

In 4-th order perturbation theory we only have three independent variables and the colour space \([C^1, C^2, C^3]\). There are only \( M_2, M_3, L_2, L_3, L_4 \neq 0 \)

We now turn to the normalization terms. For the nondegenerate terms they are

\[ N_{\alpha \beta \gamma \delta}^{\alpha \beta \gamma \delta} = [ A_1[C^1 \partial_i^c g^{\nu \lambda} + \ldots] \]

\[ + A_2[C^1 (\partial_i^c g^{\nu \lambda} + g^{\alpha \mu} g^{\nu \lambda} + \ldots) \]

\[ + U[D^4(\partial_i^c g^{\nu \lambda} + g^{\alpha \mu} g^{\nu \lambda} - 2g^{\alpha \mu} g^{\nu \lambda})] \]

\[ + D^2(2g^{\alpha \nu} g^{\lambda \mu} + g^{\alpha \nu} g^{\lambda \mu} - g^{\alpha \nu} g^{\lambda \mu}) \] \[ \delta^{(4(n-1))} \]

(6.66)

\[ N_{\alpha \beta \gamma \delta}^{\alpha \beta \gamma \delta} = [ B_1[C^1 \partial_i^c g^{\nu \lambda} + \ldots] \]

\[ + B_2[C^1 (\partial_i^c g^{\nu \lambda} + g^{\alpha \mu} g^{\nu \lambda} + \ldots) \]

\[ + V[D^4(\partial_i^c g^{\nu \lambda} + g^{\alpha \mu} g^{\nu \lambda} + \ldots) \]

\[ + D^2(2g^{\alpha \nu} g^{\lambda \mu} + g^{\alpha \nu} g^{\lambda \mu} - g^{\alpha \nu} g^{\lambda \mu}) \] \[ \delta^{(4(n-1))}. \]

(6.67)

Here, \( l \geq 5 \) and \( A_1, \ldots, V \) are constants. Again, the dots in (6.66) and (6.67) stand for two terms, obtained by cyclic permutation (6.65). The normalization of \( t_{\alpha \beta \gamma \delta}^{-1} \) is already fixed by (6.63). Inserting (6.67)(6.66) into the Cg-identity (B.23), we arrive at

\[ \partial_{i \alpha} N_{\alpha \beta \gamma \delta}^{-1} + \sum_{i=1}^{n} \partial_{i \alpha} N_{\alpha \beta \gamma \delta}^{-1} = \]

\[ = [A_1[C^1 \partial_i^c g^{\nu \lambda} + \ldots] + A_1[C^1 (\partial_i^c g^{\nu \lambda} + \partial_i^c g^{\nu \lambda}) + \ldots] \]

\[ - B_1[C^1 (\partial_i^c + \partial_i^c + \partial_i^c + \partial_i^c) g^{\nu \lambda} + \ldots] \]

\[ - B_2[C^1 (\partial_i^c + \partial_i^c + \partial_i^c + \partial_i^c) g^{\nu \lambda} + (\partial_i + \partial_i + \partial_i + \partial_i) g^{\nu \lambda} + \ldots] \]

\[ + U[D^4(\partial_i^c g^{\nu \lambda} + \partial_i^c g^{\nu \lambda} - 2\partial_i^c g^{\nu \lambda})] \]

\[ + D^2(-\partial_i^c g^{\nu \lambda} + 2\partial_i^c g^{\nu \lambda} - \partial_i^c g^{\nu \lambda}) \]
\[ - V[D^1((\partial_1 + \partial_2 + \partial_3 + \partial_4)^\nu g^{\kappa \lambda} + (\partial_1 + \partial_2 + \partial_3 + \partial_4)^\nu g^{\nu \kappa}) - 2(\partial_1 + \partial_2 + \partial_3 + \partial_4)^\nu g^{\nu \kappa}) + D^2(2(\partial_1 + \partial_2 + \partial_3 + \partial_4)^\kappa g^{\nu \lambda} - (\partial_1 + \partial_2 + \partial_3 + \partial_4)^\lambda g^{\nu \kappa}) - (\partial_1 + \partial_2 + \partial_3 + \partial_4)^\nu g^{\kappa \lambda})]\delta^{(4(n-1))} \]  

(6.68)

In order \( n = 4 \), \( N_{\alpha \beta \gamma \delta}^l \) (\( l \geq 5 \)) and \([D^1, D^2]\) are absent, moreover \( \partial_1 = -(\partial_2 + \partial_3 + \partial_4) \).

Therefore we have to set \( B_1 = B_2 = U = V = 0 \) to obtain the \( n = 4 \) case.

No independent additional freedom of normalization in (B.23) comes from the \( \delta \)-degenerate terms. Thus, only (6.68) is at our disposal to remove the anomaly (6.64), and it is obvious that we do not succeed. Therefore, the ansatz of the anomaly must be further restricted.

In fact, one proves after a lengthy calculation, inserting in (B.23) the 3-leg Cg-identities (B.19), (B.20), (B.21) and the 4-leg Cg-identities (B.24), (B.25) in the limit (6.14), the following additional symmetry:

\[ \partial_{3\kappa} \partial_{4\lambda} a_{\mu \nu \lambda \rho}^{\kappa \nu \rho \lambda}(x_1, x_2, x_3, x_4) - ((x_1, a) \leftrightarrow (x_3, c)) = 0. \]  

(6.69)

Substituting the ansatz (6.64) for the anomaly in the symmetry condition (6.69), we obtain by a straightforward calculation, that (6.69) is equivalent to

\[ L_2 = L_3 = L_4 \overset{\text{def}}{=} L, \quad M_2 = M_3 \overset{\text{def}}{=} M, \quad F_2 = F_3 \overset{\text{def}}{=} F, \quad F_4 = F_2 + F_3 = 2F. \]  

(6.70)

Now we perform renormalization (6.66), (6.67) with the following choice of the constants

\[ A_1 = M - M_1, \quad A_2 = L - L_1, \quad U = F - F_1, \quad B_1 = M, \quad B_2 = L, \quad V = F, \]  

(6.71)

Then the anomaly (6.64) (with restriction (6.69)) vanishes. In 4-th order perturbation theory the restrictions (6.69) are obtained in the same way, but the assumption (6.14) is not needed, because the anomaly is removed by choosing

\[ A_1 = M, \quad A_2 = L. \]  

(6.72)

• Proof of the 5-Leg Cg-Identities

There is only one operator combination with five external legs and \( |\kappa| \geq -1 \), namely

\[ : \Omega :=: A^a_{\mu} A^b_{\nu} A^c_{\rho} A^d_{\lambda} A_p : . \]  

(6.73)

The anomaly is a Lorentz and \( SU(N) \) invariant constant so that its numerical part is of the following form

\[ a_{\mu \nu \lambda \rho}^{\kappa \nu \rho \lambda} = \sum_{j=1}^{22} \sum_{i=1}^{3} C_{ij} L_i^{\mu \nu \lambda \rho} K_{\alpha \beta \gamma \delta}^{\kappa \nu \rho \lambda} \delta^{(4(n-1))}, \quad C_{ij} = \text{const.} \]  

(6.74)
Here the $L_i$'s are defined by

$$L_1^{\mu\nu\lambda\rho} = g^{\mu\nu}g^{\lambda\rho}, \quad L_2^{\mu\nu\lambda\rho} = g^{\mu\lambda}g^{\nu\rho}, \quad L_3^{\mu\nu\lambda\rho} = g^{\mu\rho}g^{\nu\lambda},$$

and the $K_j^j, j = 1, \ldots, 22$ are the basic (A.20) of the invariant 5th rank $SU(N)$-tensors ($N \geq 4$) in the even sector, derived in the Appendix B. The index $b$ plays a distinct role in (A.20), this is the reason why the ghost field has this colour index (6.73). The odd sector is excluded in case of 5 external legs, because of the Furry theorem in Fock space (see Chapter 5, 5.52). The 16-dimensional basic for $SU(3)$ and the 10-dimensional basic for $SU(2)$ are contained in the 22-dimensional basis, we are using. Then it is easy to see that our proof holds for these special cases, too.

The anomaly is further restricted: It must be invariant under all permutations $\pi \in S_4$ of

$$(a,\mu), (c,\nu), (d,\lambda), (e,\rho)$$

(6.76)

We are going to prove that this forces the anomaly to vanish due to the one $f$-tensors of the basic (A.20). In order to do this, we show that

$$a_{ab\mu\nu}^\rho = \sum_{i,j} \frac{1}{4!} \sum_{\pi \in S_4} L_{ij}^{\pi(\mu)\pi(\nu)\pi(\lambda)\pi(\rho)} K_{b\pi(a)\pi(c)\pi(d)\pi(e)} \delta(4(n-1))$$

(6.77)

the terms compensate in pairs (or in pairs of pairs) for every fixed $(i,j)$, if the sum over $\pi \in S_4$ is carried out. This relies on the fact that $K_1^1, \ldots K_{22}^{22}$ is odd under certain permutations. However, the Lorentz indices are also permuted. Since

$$L_k^{\mu\nu\lambda\rho} = L_k^{\nu\mu\rho\lambda} = L_k^{\rho\mu\lambda\nu} = L_k^{\mu\rho\lambda\nu}, \quad k = 1, 2, 3,$$

(6.78)

this does not seriously complicate the proof.

We prove that

$$\sum_{\pi \in S_4} L_{ij}^{\pi(\mu)\pi(\nu)\pi(\lambda)\pi(\rho)} K_{b\pi(a)\pi(c)\pi(d)\pi(e)}$$

(6.79)

Considering the 22 values of $j$, we have to distinguish the following 4 cases, depending on the position of the nonpermuted index $b$.

Case 1: $K_i^{i} \ldots = \delta..f_b..(j = 2, 3, 4, 8, 9, 10)$ in (A.20). Here we have

$$\delta_{de} f_{bac} L_{ij}^{\mu\nu\lambda\rho} + \delta_{ed} f_{bca} L_{ij}^{\nu\mu\lambda\rho} = 0$$

(6.80)

where the second term is obtained from the first one by exchanging $(a,\mu) \leftrightarrow (c,\nu)$ and $(d,\lambda) \leftrightarrow (e,\rho)$.

Case 2: $K_i^{i} \ldots = \delta..f_b..(j = 1, 5, 6, 7)$ in (A.20). Here we have the following compensations

$$\delta_{bc} f_{aod} L_{ij}^{\mu\nu\lambda\rho} + \delta_{cd} f_{eba} L_{ij}^{\nu\mu\lambda\rho} = 0$$

(6.81)

$$\delta_{bc} f_{aod} L_{ij}^{\mu\nu\lambda\rho} + \delta_{cd} f_{eba} L_{ij}^{\nu\mu\lambda\rho} = 0$$

(6.82)

$$\delta_{bc} f_{aod} L_{ij}^{\mu\nu\lambda\rho} + \delta_{cd} f_{eba} L_{ij}^{\nu\mu\lambda\rho} = 0$$

(6.83)

The second terms in (6.81-83) are generated by the permutations $(a,\mu) \leftrightarrow (c,\nu), (a,\mu) \leftrightarrow (d,\lambda)$ or $(c,\nu) \leftrightarrow (d,\lambda)$, respectively.
Case 3: $K^j_k \ldots = d_{rs} f_{kls} (j = 14, 15, 16, 20, 21, 22)$ in. We take the following terms together:

$$[d_{acr} d_{eds} f_{bs} L^\mu_\nu_\lambda_\rho_k + d_{car} d_{eds} f_{bsd} L^\nu_\mu_\rho_\lambda_k] + [(a, \mu) \leftrightarrow (e, \rho), (c, \nu) \leftrightarrow (d, \lambda)].$$  

(6.84)

Using the identity

$$d_{drsf} f_{bs} = d_{ers} f_{bsd} + d_{eds} f_{brs},$$

This is equal to

$$= d_{acr} d_{eds} f_{brs} L^\mu_\nu_\lambda_\rho_k + [(a, \mu) \leftrightarrow (e, \rho), (c, \nu) \leftrightarrow (d, \lambda)].$$  

(6.85)

Case 4: $K^j_k \ldots = d_{br} d_{rs} f_{s} s$. (j = 11, 12, 13, 17, 18, 19) in (A.20). In the expression $d_{bar} d_{crs} f_{dse} L^\mu_\nu_\lambda_\rho_k$, we use the identity

$$d_{bar} d_{crs} = d_{bar} d_{car} - f_{bcr} f_{sar} + \frac{2}{N} (\delta_{bs} \delta_{ca} - \delta_{ba} \delta_{cs}).$$  

(6.86)

The two $\delta$-terms give contributions that have already been considered in case 1 and 2. The first $dd$-term cancels out in the following combinations:

$$d_{car} d_{brs} f_{dse} L^\mu_\nu_\lambda_\rho_k + [(a, \mu) \leftrightarrow (c, \nu), (d, \lambda) \leftrightarrow (e, \rho)] = 0$$  

(6.87)

Concerning the $ff$-term, we consider

$$[f_{bcr} f_{ars} f_{dse} L^\mu_\nu_\lambda_\rho_k + f_{bar} f_{crs} f_{esd} L^\lambda_\rho_\mu_\nu_k] + [(a, \mu) \leftrightarrow (d, \lambda), (c, \nu) \leftrightarrow (e, \rho)].$$  

(6.88)

Using now the Jacobi identity

$$f_{bcr} f_{ars} = f_{acr} f_{rsb} + f_{crs} f_{bar},$$

this is equal to

$$= f_{acr} f_{rsb} f_{dse} L^\mu_\nu_\lambda_\rho_k + [(a, \mu) \leftrightarrow (d, \lambda), (c, \nu) \leftrightarrow (e, \rho)] = 0.$$  

(6.89)

This completes the proof of the 5-Leg Cg-Identities

- **Proof of the Identities with External Fermion Pairs**

There remain the cases with an external fermion pair to be considered. Similar to the abelian theory, gauge invariance here relies on C-invariance (see Chapter 5b)

$$U_C T_n U_C^{-1} = T_n, \quad U_C T_{n/l} U_C^{-1} = T_{n/l}, \quad l \leq n$$  

(6.90)

The Cg-identities with external fermions (B.29) (B.30) correspond to field operators

$$: \Omega := \psi^a(x_i) \overline{\psi}^\beta(x_j) : u^a(x_n) \text{ and } : \overline{\psi}^\alpha(x_i) \psi^\beta(x_j) : u^a(x_n) A^\mu_\rho(x_m).$$

The proof of these identities follows the corresponding one used in the abelian case ([26], case III and case IV). Now we have to use the nonabelian version of C-invariance in order to restrict the anomaly. One only has to make some modifications concerning the colour structure and the additional assumption (6.14). The identities (B.29) and (B.30) are only proven between Dirac spinors in this way. But note that operator gauge invariance is sufficient for the unitarity.
7. Proof of the Unitarity in Nonabelian Gauge Theories

The proof of the operator gauge invariance now puts us in a position to show the unitarity of the S-matrix \( S(g) \) in the physical subspace of the Fock space. This is the most important and most subtle property of the S-matrix. The subtlety comes from the well-known fact that, because of the gauge structure, the gauge boson sector of the Fock space contains more elements than are physically distinguishable.

We proceed in four steps: In Subchapter (a) we introduce a representation of the various field operators in a positive definite Fock-Hilbert space. We avoid the usual treatment in a Pseudo-Hilbert space with an indefinite metric. In Subchapter (b) we prove inductively the pseudo-hermiticity of the n-point distribution \( T_n \) with regard to a sesquilinear form in the Fock space. This guarantees the pseudo-unitarity of the S-matrix. In Subchapter (c) we give a definition of the physical subspace, using the methods introduced by Kugo and Ojima [33]. In Subchapter (d) we finally prove inductively the perturbative unitarity in the physical subspace with the help of the operator gauge invariance in the causal construction.

Note that in the causal approach all examinations concerning the unitarity of the S-matrix \( S(g) \) are mathematically well-defined, even in a massless theory because in the causal formulation the physical infrared problem is naturally separated by adiabatic switching of the S-matrix \( S(g) \) with a test function \( g \in \mathcal{S} \) and also absent before the limit \( g \to 1 \) is taken.

(a) Preliminaries

In this subchapter we introduce a concrete representation of the various field operators in a positive definite Fock-Hilbert space. We avoid working in a vector space with an indefinite metric. As is well-known, the realization of the gauge boson field on a positive definite Hilbert space \( F \) is not possible in a manifestly Lorentz covariant way: The zeroth component of the gauge boson field must be skew-hermitean, in contrast to the hermitean spatial components:

\[
A^0(x) = (2\pi)^{-\frac{3}{2}} \int \frac{d^3k}{\sqrt{2w}} (a^0(\vec{k})e^{-ikx} - a^0(\vec{k})^+ e^{+ikx})
\]

(7.1)

\[
A^j(x) = (2\pi)^{-\frac{3}{2}} \int \frac{d^3k}{\sqrt{2w}} (a^j(\vec{k})e^{-ikx} + a^j(\vec{k})^+ e^{ikx})
\]

(7.2)

where \( w = |\vec{k}| \) and the \( a(\vec{k}), a(\vec{k})^+ \) are the absorption and emission operators satisfying the usual bosonic commutation relations:

\[
[a^0(\vec{p}), a^{0+}(\vec{p}')]_\_ = \delta(\vec{p} - \vec{p}')
\]

(7.3)

\[
[a^j(\vec{p}), a^{i+}(\vec{p}')]_\_ = \delta_{ij}\delta(\vec{p} - \vec{p}')
\]

(7.4)

We have omitted the colour indices which are irrelevant in this section. In addition to the (positive definite) scalar product

\[
< \cdot | \cdot > : \quad F \times F \longrightarrow \mathbb{C}^+
\]

(7.5)

we now introduce a sesquilinear form in \( F \) (initially only in the gauge boson sector of \( F \))

\[
< \cdot | \eta_A > : \quad F \times F \longrightarrow \mathbb{C}
\]

(7.6)
with the metric tensor $\eta^+_A = \eta^{-1}_A = \eta_A$ which is in the one-particle Hilbert space $H^1_A$ in $F$ given by

$$
\eta_A \bigg|_{H^1_A} = \begin{pmatrix}
-1000 \\
0100 \\
0010 \\
0001
\end{pmatrix}.
$$

(7.7)

This means

$$
\eta_A a_0 \eta_A = -a_0, \quad \eta_A a_j \eta_A = a_j
$$

(7.8)

The corresponding expansion on the whole gauge boson sector of $F$ is given by

$$
\eta_A = (-1)^{N_{A_0}}
$$

(7.9)

where $N_{A_0}$ is the particle number operator of the scalar gauge bosons. The corresponding conjugation $k$ for any operator $\hat{O}$ is given by

$$
\hat{O}^k = \eta \hat{O}^+ \eta
$$

(7.10)

with $"^+"$ describing the hermitean adjunction with regard to the Hilbert scalar product. One finds that the gauge boson field is at least pseudo-hermitean

$$
A^k_\mu = A_\mu
$$

(7.11)

Furthermore, we have

$$
A_\mu(x) = (2\pi)^{-\frac{d}{2}} \int \frac{d^3 k}{\sqrt{2} w} (a_\mu(k)e^{-ikx} + a_\mu^+(k)e^{ikx})
$$

$$
\text{with } \left[a_\mu(k), a_\nu(k)^{\prime}\right] = g_{\mu\nu}(\vec{k} - \vec{k}^\prime), \quad a_\mu^k = \eta a_\mu^+ \eta
$$

(7.12)

One possible representation of the ghost field is

$$
u(x) = (2\pi)^{-\frac{d}{2}} \int \frac{d^3 p}{\sqrt{2} w} (c_2(\vec{p})e^{-ipx} + c_1^+(\vec{p})e^{ipx})
$$

(7.13)

$$
\tilde{u}(x) = (2\pi)^{-\frac{d}{2}} \int \frac{d^3 p}{\sqrt{2} w} (-c_1(\vec{p})e^{-ipx} + c_2^+(\vec{p})e^{ipx})
$$

(7.14)

Here $\omega = |\vec{p}| = p^0$ and the creation and annihilation operators satisfy the (anomalous) anti-commutation relations

$$
\{c_i(\vec{p}), c_j(\vec{q})^+\}_+ = \delta_{ij}\delta(\vec{p} - \vec{q})
$$

(7.15)

and all other anti-commutators vanish. This implies the equations

$$
\{u_\alpha^\pm(x), \tilde{u}_\beta(\vec{y})\}_+ = (-i)\delta_{\alpha\beta}D^\mp(x - y)
$$

(7.16)

We define a sesquilinear form also in the ghost sector of $F$ by giving the metric tensor in the one-particle subspace:

$$
\eta_G \bigg|_{H^1_G} = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
$$

(7.17)
that means
\[ \eta_G c_2 \eta_G = c_1 \quad \land \quad \eta_G c_1 \eta_G = c_2 \] (7.18)

The corresponding conjugation is then given by
\[ c_k^2 := \eta_G c_2^+ \eta_G = c_1^+, \quad c_k^1 := \eta_G c_1^+ \eta_G = c_2^+ \] (7.19)

which implies
\[ u^k = u \quad \land \quad \tilde{u}^k = -\tilde{u} \] (7.20)

The ghost fields take the symmetric form
\[ u(x) = (2\pi)^{-\frac{d}{2}} \int \frac{d^dp}{\sqrt{2\omega}} (c_2(\vec{p}) e^{-ipx} + c_2(\vec{p})^k e^{ipx}) \] (7.21)

\[ \tilde{u}(x) = (2\pi)^{-\frac{d}{2}} \int \frac{d^dp}{\sqrt{2\omega}} (-c_1(\vec{p}) e^{-ipx} + c_1(\vec{p}) e^{ipx}) \] (7.22)

(b) **Pseudo-Unitarity of \( S(g) \)**

The 1-point distribution is skew-conjugate with regard to the sesquilinear form defined in Subchapter (a).
\[ T_1^k = -T_1 = \tilde{T}_1 \] (7.23)

This holds for all n-point distributions \( T_n(x) \) by induction:

**Theorem 7.1.**
\[ T_n^k(x) = \tilde{T}_n(x) \quad \forall n \quad \text{(Pseudo-Hermiticity of } T_n) \] (7.24)
\[ \iff S^k(g) = S^{-1}(g) \quad \text{(Pseudo-Unitarity of } S(g)) \] (7.25)

Note that (7.25) is a statement about a formal power series.

**Proof:** The proof method is analogous to the one used in Chapter 5 for the discrete symmetries: The statement (7.24) is valid for \( n = 1 \). Let us assume that (7.24) holds for all \( m \leq n - 1 \).

Now let \( R_n \) be a splitting solution of \( D_n \). Taking (C.10a,b) into account, this total retarded distribution
\[ R_n(x_1, \ldots , x_n) = \sum_{p_2} T_{n-n_1}(Y, x_n)\tilde{T}_{n_1}(X) = R'_n + T_n \] (7.26)

can also be written as follows
\[ R_n = -\sum_{p_2} T_{n_1}(X)\tilde{T}_{n-n_1}(Y, x_n) = -(R'_n)^k - \tilde{T}_n. \] (7.27)

Analogously, one derives \( A_n = A'_n - T_n = -(A'_n)^k - \tilde{T}_n \). It directly follows
\[ D_n^k = -D_n. \] (7.28)

Now \( R_n^k \) given by
\[ R_n^k := \frac{1}{2} [R_n - R_n^k] \] (7.29)
is a splitting solution with

\[ (R^*_n)^k = -R^*_n \]  \hspace{1cm} (7.30)

Taking (7.27) and (7.30) into consideration, we get

\[ T^*_n = R^*_n - R'_n, \quad \tilde{T}^*_n = (-R'_n)^k - R^*_n \]  \hspace{1cm} (7.31)

and finally

\[ (\tilde{T}^*_n)^k = -R'_n - (R^*_n)^k = -R'_n + R^*_n = +T^*_n \]  \hspace{1cm} (7.32)

This proves the induction assumption (7.24) for \( m = n \) and completes the proof of pseudo-unitarity. q.e.d.

Comments:

• Again we are confronted with the question of the compatibility of the various normalization conditions on the n-point distribution \( T_n \). In Chapter 6 we ended up with a \( T_n \) which is \( L^\uparrow \)-covariant, C-, P- and T-invariant (Chapter 5) and in particular gauge invariant. Obviously, the discrete symmetry properties survive in the symmetrization in (7.29), if the (anti-)unitary discrete symmetry operators commute or anticommute with the operator \( \eta \) which defines the sesquilinear form in \( F \). In an exemplary mode, we show \([U_C, \eta] = 0 \) in the gauge boson sector of \( F \):

An explicit unitary representation of \( U_C \) in the gluon sector of \( F \) is the following:

\[ U_C = \prod_{a=1}^{N_a-1} \theta^a_0 \tau_a^a \]

with \( \theta^a = (-1)^{N_a} \), \( N_a \) is the particle number operator of the gauge bosons with colour \( a \). \( \tau \) is given by \( U_{aa'} = -\tau_0 \delta_{aa'} \) (see A.9). Now (5.43) holds: \( U_C A_a U_C = U_{aa'} A_{a'} \).

Remember that on the gauge boson sector \( \eta \) is given by \( \eta_A = (-1)^{N_{A0}} \) (7.9) with the particle number operator \( N_{A_0} \) of the scalar gauge bosons. Using these explicit representations of the operators, it is obvious that \( U_C \) commute with \( \eta_A \).

Furthermore, all necessary (re-)normalizations - in order to arrive at a gauge invariant splitting solution in Chapter 6 - do not violate pseudo-unitarity nor any discrete symmetry.

• The following equation is a direct consequence of pseudo-unitarity:

\[ \text{Re} T_n = \frac{1}{2} (T_n + T^k_n) = \frac{1}{2} [\tilde{R}_n - R'_n + \tilde{R}^k_n - (R'_n)^k] = \frac{1}{2} (-R'_n - R^k_n) \]  \hspace{1cm} (7.33)

The pseudo-unitarity, \( \tilde{R}^k = \tilde{R}(-1) \), confines the normalization freedom to the imaginary part \( \text{Im} T_n \). This fact is the starting point of the well-known Cutkosky rules in pertubative QFT.

(c) Definition of the Physical Subspace

We want to arrive at the explicit form of the charge operator \( Q \). Therefore, we first compute

\[ \partial_\mu A^\mu(x) = -i(2\pi)^{-3/2} \int d^3k \sqrt{\frac{2}{\omega}} \left[ (a^0 + a_\parallel) e^{-ikx} + (a^{0+} - a_\parallel^+) e^{ikx} \right] \]  \hspace{1cm} (7.34)
Here we have introduced creation and annihilation operators for longitudinal bosons

\[ a_{\parallel}(k) = \frac{k}{\omega} a^\dagger (k), \]  

(7.35)

which also fulfill the ordinary commutation relations

\[ [a_{\parallel}(k), a_{\parallel}^\dagger (k')] = \delta(k - k'). \]  

(7.36)

This enables us to express the charge operator

\[ Q = \int d^3 x (\partial_\nu A^\nu \partial_0 u - \partial_0 \partial_\nu A^\nu u) \]  

(7.37)

in momentum space

\[ Q = \int d^3 k \omega(k) ((a_{\parallel}(k))^+ - a^{0+}(k)) c_2(k) + c_1^+(k)(a_{\parallel}(k) + a^0(k))). \]  

(7.38)

Note that \( Q \) is pseudo-hermitesch

\[ Q^\dagger = Q. \]  

(7.39)

Let us introduce the combinations

\[ b_1(k) = \frac{1}{\sqrt{2}} (a_{\parallel}(k) + a_0(k)), \quad b_2(k) = \frac{1}{\sqrt{2}} (a_{\parallel}(k) - a_0(k)) \]  

(7.40)

Since

\[ [b_1(k), b_2^\dagger (k)]_- = \delta_{ij} \delta(k - k') \]  

(7.41)

they describe different degrees of freedom and we have

\[ Q = \sqrt{2} \int d^3 k \omega(k) [b_2^\dagger(k)c_2(k) + c_1^+(k)b_1(k)] = \sqrt{2} \int d^3 k \omega(k) [b_2^\dagger c_2 + c_2^\dagger b_1] \]  

(7.42)

In order to find the operation of \( Q \), it is therefore sufficient to consider the sector of unphysical particles generated by the creation operators \( b_1^+, b_2^+, c_1^+ \) and \( c_2^+ \). Now let

\[ N = \int d^3 k [b_1^+(k)b_1(k) + b_2^+(k)b_2(k) + c_1^+(k)c_1(k) + c_2^+(k)c_2(k)] \]  

(7.43)

be the particle number operator of the unphysical particles. \( N \) is a positive self-adjoint operator with discrete spectrum \( n = 0, 1, 2, 3... \). \( Q \) manifestly does not change the number of unphysical particles. This means that \( N \) commutes with \( Q \). Hence the eigenspaces of the operator \( N \) for fixed \( n \) are invariant under \( Q \) and \( Q \) commutes with the corresponding projection operators. The nullspace \( \text{Ker}N \) contains no unphysical particles (scalar or longitudinal vector bosons or ghosts).

This is the physical subspace of transversal gauge bosons \( F_\perp \). It follows from (7.42) that \( F_\perp \) is a subspace of \( \text{Ker}Q \). We state the definitions:

\[ \text{Ker}Q := \{ \alpha \in F \mid Q\alpha = 0 \} \]  

(7.44)

\[ F_\perp := \{ \alpha \in F \mid Q\alpha = 0 \land N\alpha = 0 \} \]  

(7.45)
\[ F_0 := \text{Ker} Q \cap \oplus_{n>0} \text{Eig}(N, n) \]  
\[(n \in \mathbb{N}; \text{Eig}(N, n) \text{ is the eigenspace of the operator } N \text{ corresponding to the eigenvalue } n)\]

We have
\[ \text{Ker} Q = F_\perp \oplus F_0 \]  
\[(7.47)\]

We call the corresponding projection operators \( P, P_\perp \) and \( P_0 \). We prove some properties of these subspaces:

**Proposition 7.1.**
\[ F_0 = QF = \text{Range} Q \]  
\[(7.48)\]

**Proof:** We introduce the operator
\[ Q_1 = \int \frac{\ell^3}{2\omega(k)} [b_1^\dagger(\vec{k})c_1(\vec{k}) + c_2^\dagger(\vec{k})b_2(\vec{k})] \]  
\[(7.49)\]

It has a simple anti-commutator with \( Q \)
\[ \{Q, Q_1\} = N \]  
\[(7.50)\]

This can easily be verified by means of the identity
\[ \{AB, C\} = A\{B, C\} - [A, C]B = \{C, AB\} \]  
\[(7.51)\]

Since in \( F_0 = P_0F \) the null space of \( N \) is projected out, \( N \) has a bounded inverse \( N^{-1} \) on \( F_0 \).
\[ P_0 = NN^{-1}P_0 = (QQ_1 + Q_1Q)N^{-1}P_0 \]  
\[(7.52)\]

where (7.51) has been used. In the second term \( Q \) can be commuted with \( N^{-1} \) and is zero when applied to \( P_0 \). Hence
\[ P_0f = QQ_1N^{-1}P_0f \overset{\text{def}}{=} Qg \in \text{Range} Q \]  
\[(7.53)\]

is in the range of \( Q \) for all \( f \in F \). Actually \( QF = F_0 \) because \( \text{Range} Q \subset \text{Ker} Q = PF \) (since \( Q^2 = 0 \)) and because \( \text{Range} Q \) is orthogonal to \( P_\perp F = F_\perp \):
\[ < P_\perp g, Qf > = < g, P_\perp Qf > = < g, QP_\perp f > = 0 \]  
\[(7.54)\]

q.e.d.

**Proposition 7.2.**

Let \( A \) be a gauge invariant operator in \( F : \quad [Q, A] = 0. \) Then we have
\[ (a) \quad A(\text{Ker} Q) \subset \text{Ker} Q \]  
\[(7.55)\]

\[ (b) \quad A(F_0) \subset F_0 \]  
\[(7.56)\]

but
\[ A(F_\perp) \subset F_\perp \quad \text{in general} \]  
\[(7.57)\]

**Proof:** (a) Let \( f \in \text{Ker} Q \), then \( Q(AF) = AQf = 0 \).
\[ (b) \quad \text{Let } f \in F_0, \ \exists \ g \in F \text{ with } Qg = f \text{ because } F_0 \subset QF. \]  
If follows: \( Af = AQg = \)
\( QA g := Q h \) with \( h \in F \). Because of \( Q F \subset F_0 \), we have \( A f \in F_0 \). \textbf{q.e.d.}

Note: The operator gauge invariance states \([Q, T_n] = \text{div} \neq 0, \forall n (2.12)\). Therefore we are able to show the invariance of \( \text{Ker} \, Q \) and \( F_0 \) under \( T_n \) modulo a divergence (in the sense of vector analysis). But this is sufficient to prove unitarity in the physical subspace \( F_\perp \) because a divergence formally (infrared problem) vanishes in the adiabatic limit \( g \rightarrow 1 \).

(d) Proof of Physical Unitarity

In order to prove the physical unitarity, one has to consider the following two propositions. They state that the unphysical degrees of freedom compensate each other in intermediate states up to a divergence:

**Proposition 7.3.** For arbitrary n-point distributions \( T_n(X) \) we have

\[
T_n(X)P = PT_n(X)P + \text{div}.
\]

where \( \text{div} \) denotes terms of divergence form as they occur in the condition of gauge invariance.

**Proof:** For arbitrary \( f \in F \) we investigate the vectors

\[
T_nPf = g.
\]

Operating with \( Q \) on (7.59) and using gauge invariance, we get

\[
QT_nPf = T_nQPf + \text{div}.
\]

This implies

\[
Qg = \text{div},
\]

because \( Pf \) is in the kernel of \( Q \). This is a linear inhomogeneous equation for \( g \) and we know that it has a solution (7.59). This solution must be of the following form:

\[
g = Pf + \text{div}.
\]

Here \( Pf \) is a solution of the homogeneous equation and the solution of the inhomogeneous equation must also have divergence form. Operating with \( P \) on (7.62), we get

\[
Pg = Pf + \text{div},
\]

which enables us to write \( g \) in the form

\[
g = Pg + \text{div} - \text{div}.
\]

This completes the proof of Prop. (7.3). \textbf{q.e.d.}

**Proposition 7.4.** Let \( P_\perp \) be the projection operator on \( F_\perp \) then

\[
P_\perp T_n(X)P_\perp = P_\perp T_n(X)P + \text{div}
\]

where \( P \) projects on \( \text{Ker} \, Q \).
Theorem 7.2. (Physical Unitarity)

\[ \tilde{T}_n^P = P T_n^+ P + \text{div} \quad \forall n \]

(7.71a)

\[ (\Leftrightarrow (S_{\perp})^{-1} = S_{\perp}^+(g) + \text{div}(g) \quad \text{where} \quad S_{\perp} = P_{\perp} S P_{\perp}) \]  

(7.71b)

Note that (7.71b) is a statement about a formal power series.

**Proof:**

Using Proposition 7.4., all internal projection operators \( P_{\perp} \) can be changed into \( P \)

\[ \tilde{T}_n^P(X) = \sum_{r=1}^{n} (-1)^r \sum_{P_r} P_{\perp} T_{n_1}(X_1) P_{\perp} \ldots P_{\perp} T_{n_r}(X_r) P_{\perp} \]  

(7.72)

With the help of Proposition 7.3. they can be transformed away:

\[ \tilde{T}_n^P(X) = \sum_{r=1}^{n} (-1)^r \sum_{P_r} P_{\perp} T_{n_1}(x_1) \ldots T_{n_r}(x_r) P_{\perp} + \text{div}_2 \]  

(7.74)

Note that \( \text{div}_2 \) is a statement about a formal power series.
By means of pseudo-unitarity (7.24), we finally arrive at the desired perturbative unitarity

\[ \tilde{T}_n^P(x) = P_\perp T_n(x)^k P_\perp + div_2 = P_\perp T_n(x)^+ P_\perp + div_2 \]  

(7.75)

In the last step we have used the fact that the conjugation "k" agrees with the adjoint "+" on \( F_\perp \). q.e.d.

**Appendix A  SU(N) - Group Theory**

For the purposes of completeness, we quote the most important group theoretical facts, in particular we list the linearly independent, numerically invariant tensors which transform according to the \( r \)-times tensor product of the adjoint representation. We prove their independence.

- Let \( T_a(a = 1, \ldots, N^2 - 1) \) be the \( SU(N) \)-generators which close a Lie algebra:
  \[ [T_a, T_b] = i f_{abc} T_c, \quad T_c[T_a] = 0, \]  
  \[ f_{abc} \text{ being real and totally antisymmetric, normalized in such a way that } \quad f_{abc} f_{dbc} = N \delta_{ad} \]  
  \[ (A.1) \]

The adjoint representation is given by

\[ (T_a)_{bc} = -i f_{abc} \]  

\[ (A.3) \]

The fundamental (lowest-dimensional cogradient) representation is given by

\[ T_a = \frac{\lambda_a}{2} \]  

\[ (A.4) \]

where \( \lambda_a \) are hermitian, traceless NxN-matrices generalizing the well-known Gell-Mann matrices of \( SU(3) \) and satisfying

\[ [\lambda_a, \lambda_b]_\pm = i2 f_{abc} \lambda_c, \quad \{\lambda_a, \lambda_b\}_+ = \frac{4}{N} \delta_{ab} 1 + 2d_{abc} \lambda_c \]  

\[ (A.5) \]

We choose \( (\lambda_a)_{a=1}^{N^2-1} \) so that

\[ f_{abc} \in \mathbb{R}, \quad d_{abc} \in \mathbb{R} \quad \forall a,b,c. \]  

\[ (A.6) \]

- We define an equivalent representation by
  
  \[ \lambda'_a = U \lambda, \quad \lambda'_a = -\lambda'_a = U_{ab} \lambda_b, \quad U = U^{-1} = U^T. \]  
  
  \[ (A.7) \]

\( (A.5) \) leads to

\[ f' = f, \quad f_{a'b'c'} = U_{a' a} U_{b' b} U_{c' c} f_{abc} \]  

\[ d' = -d, \quad (-d_{a'b'c'}) = U_{a' a} U_{b' b} U_{c' c} d_{abc} \]  

\[ (A.8) \]
we find $\lambda_* = (\lambda_a^T)^+ = (\lambda_a^+)^T = \lambda_a^T = \pm \lambda_a$, therefore $U_{ab} = \pm \delta_{ab}$. \hfill (A.9)

• Suppose that $D_{ij\ldots k}^{(\alpha)} (1 \leq \alpha \leq \beta(r))$ are $\beta(r)$ numerically invariant tensors of rank $r$, that is, they are tensors which transform according to the $r$-times tensor product of the adjoint representation of $SU(N)$, i.e.

$$ i f_{p i t} D_{ij\ldots k}^{(\alpha)} + i f_{p j t} D_{ij\ldots k}^{(\alpha)} + \ldots + i f_{p k t} D_{ij\ldots t}^{(\alpha)} + \ldots = 0 \quad (A.10) $$

and they are also just sets of numbers which are the same in all $SU(N)$ frames. The number $\beta(r)$ of linearly independent, numerically invariant tensors of rank $r$ equals the multiplicity of the one-dimensional representation in the Clebsch-Gordon decomposition of the following tensor representations

$$ \bigotimes_{j=1}^r \text{Ad}_j(SU(N)). \hfill (A.11) $$

and can be evaluated by actually performing the reduction of this representation by the method of Yang tableaux, but note that there might be additional dependences between these tensors; in fact, there are not any as long as $N > r$ [34].

\begin{align*}
N > 4: & \quad \beta(0) = 1 \quad \beta(1) = 1 \quad \beta(2) = 1 \quad \beta(3) = 2 \quad \beta(4) = 9 \quad \beta(5) = 44 \\
N = 4: & \quad \beta(0) = 1 \quad \beta(1) = 0 \quad \beta(2) = 1 \quad \beta(3) = 2 \quad \beta(4) = 8 \quad \beta(5) = 10 \\
N = 3: & \quad \beta(0) = 1 \quad \beta(1) = 0 \quad \beta(2) = 1 \quad \beta(3) = 1 \\
N = 2: & \quad \beta(0) = 1 \quad \beta(1) = 0 \quad \beta(2) = 1 \\
N = 1: & \quad \beta(0) = 1
\end{align*}

We only found $\beta(5) = 43$ invariant tensors for $N = 4$ and $r = 5$ because there is an additional linear dependence for $N = 4$ as it is assured by an explicit calculation of the corresponding determinant (see (A.23)).

• In order to prove the independence of a given set of tensors $D_{ij\ldots k}^{(\alpha)}$, we define

$$ Q^{\alpha\beta} = Q^{\beta\alpha} = \sum_{i j \ldots k=1}^{N^2-1} D_{ij\ldots k}^{(\alpha)} D_{ij\ldots k}^{(\beta)}. \hfill (A.13) $$

It is obvious that the $\beta(r)$ tensors $D_{ij\ldots k}^{(\alpha)}$ are linearly independent if and only if $\det Q \neq 0$. The case $r=2$ is trivial: There is only one numerically invariant tensor $\delta_{ab}$.

In the case $r=3$, there are two numerically invariant tensors for $N \geq 3$:

$$ D_{abc}^1 = f_{abc}, \quad D_{abc}^2 = d_{abc} \hfill (A.14) $$

The equations of invariance (A.10) leads in the case of these two tensors to well-known relations, in particular to the Jakobi identity:

$$ f_{ijp} f_{kep} + f_{icp} f_{jkp} + f_{ikp} f_{ejp} = 0 \quad f_{ijp} d_{k ep} + f_{icp} d_{jkp} + f_{ikp} d_{ejp} = 0 \hfill (A.15) $$

We can calculate

$$ \det Q = (N^2 - 1)^2 (N^2 - 4) \neq 0 \quad \text{for} \quad N \geq 3 \hfill (A.16) $$
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For $N = 2$ $d_{abc} = 0$, therefore $\beta(2) = 1$. In case $r=4$, we know that there are $\beta(4) = 9$ independent linear tensors for $N \geq 4$ (A.12). We consider the following set which consists of some of the simplest tensors we can build:

$$D_{abcd}^{(a)} = \{\delta_{ab}\delta_{cd}, \delta_{ac}\delta_{bd}, d_{abe}d_{cde}, d_{ace}d_{dbf}, d_{abe}f_{cde}, d_{ace}f_{bde}, d_{ace}f_{dbf}\}$$ (A.17)

For the determinant of the corresponding matrix $Q$ (A.13) we get:

$$\det Q = (\frac{N^4}{4}) (N^2 - 1)^q (N^2 - 4)^p (N^2 - 9)^t$$ (A.18)

Therefore (A.17) is a basis for $N \geq 4$. The case $N = 3$ needs an extra consideration. The 9 tensors (A.17) are linearly dependent due to the well-known relation

$$\delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk} = 3(d_{ijm}d_{kem} + d_{ikm}d_{jlm} + d_{ilm}d_{jkm})$$ (A.19)

Hence one gets a 8-dimensional basis for $N = 3$, if one of the 3 dd-tensors in (A.17) is left out. For $N = 2$ $d_{abc} = 0$ that means $\beta(4) = 3$. We see from (A.18) that $N = 2$ and 3 are the only exceptional cases.

Case $r=5$: For the fifth rank tensors the procedure is in principle exactly the same, but much more involved. Because of (A.8), there is no nontrivial relation between the invariant tensors with an even number of d’s and the invariant tensors with an odd number of d’s. Therefore we have two types of fifth rank tensors we can independently deal with.

Generalizing the method of Dittner [35] to the general $SU(N)$, we get an ansatz for the independent set of fifth rank invariant tensors by manipulating Jacobi relations like (A.15) (in case $N = 3$ also (A.19)). It is not sure that these relations represent the only dependences between fifth rank tensors. Therefore we compute the corresponding determinants again [36].

Our ansatz in the even sector is the following:

$$D_{abcde}^{(+)} = \{\delta_{ab}f_{cde}, \delta_{ac}f_{bde}, \delta_{ad}f_{bce}, \delta_{ae}f_{bcd}, \delta_{ae}f_{ade}, \delta_{bd}f_{ace}, \delta_{ce}f_{abd}, \delta_{cd}f_{abe}, \delta_{de}f_{abc},
\delta_{ab}d_{cmk}f_{dke}, \delta_{ab}d_{dcm}f_{dkb}, \delta_{ab}d_{dcmk}f_{dke}, \delta_{ab}d_{dcm}f_{dkb},
\delta_{ab}d_{dcmk}f_{dke}, \delta_{ab}d_{dcm}f_{dkb}, \delta_{ab}d_{dcmk}f_{dke}, \delta_{ab}d_{dcm}f_{dkb}\}$$ (A.20)

The corresponding determinant shows that we have an independent set in the even sector for $N \geq 4$:

$$\det Q^{(+)} = (\frac{N^{20}}{128}) (N^2 - 1)^{22} (N^2 - 4)^{16} (N^2 - 9)^4$$ (A.21)

For $N = 3$ we have to leave out the 16., 18., 19., 20., 21. and 22. tensor in (A.20) in order to arrive at an independent set. For $N = 2$, we only have the first 10 tensors in (A.20) because $d = 0$. They are obviously independent.
Now we consider the tensors with an odd number of $d$'s. Analogously to the even sector, we get the ansatz:

\[
D^{(a)(-)}_{\alpha} = \{ \delta_{abd}d_{ace}, \delta_{ace}d_{bde}, \delta_{ade}d_{bce}, \\
\delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \\
\delta_{ade}d_{bce}, \delta_{bce}d_{ade}, \delta_{ade}d_{bce}, \delta_{bce}d_{ade}, \\
\delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \\
\delta_{bce}d_{ade}, \delta_{ade}d_{bce}, \delta_{bce}d_{ade}, \delta_{ade}d_{bce}, \\
\delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \delta_{bde}d_{ace}, \delta_{ace}d_{bde}, \}
\]  

(A.22)

In order to prove the linear independence of these 22 tensors for $N > 4$, we calculate the determinant $Q$ (A.13):

\[
\text{det}Q^{(-)} = \left(\frac{N^8}{256}\right)(N^2 - 1)^{22}(N^2 - 4)^{22}(N^2 - 9)^5(N^2 - 16)
\]  

(A.23)

The factor $(N^2 - 16)$ indicates an additional dependence between the 22 tensors for $N = 4$ (see(A.12)). We have to leave out the 19. tensor in (A.22) in order to arrive at an independent set. For $N = 3$ we have to leave out the 13., 17., 19., 20., 21. and 22. tensor in (A.22).

Appendix B Derivation of the Cg-Identities

We derive all types of the C-number identities which express gauge invariance of the nonabelian theory analogously to the Slavnov-Taylor identities. These numerical Cg-identities are sufficient for the operator gauge invariance (2.12) with the choice $\alpha = 0$ (2.14). We isolate those few Cg-identities which require nontrivial proofs. (This analysis was already carried out in great detail in reference [37].) From this large set of identities we can derive 5 summed identities which can directly compared with the Slavnov-Taylor identities. We explicitly show at one-loop level that our Cg-identities imply the well-known relations between the $Z$-factors.

- Lorentz-structure of some distributions with one $Q$-vertex

Our convention of denoting operator-valued distributions is the following

\[
t_{AB...ab...}(x_1, x_2, ...) : A^a(x_1)B^b(x_2)....
\]  

(B.1)

means a distribution with external field operators (legs) $A^a$ and $B^b$, $a$ and $b$ are colour indices. The subscripts $a2$ show that this term belongs to $T_{\alpha/2}^a(x_1, x_2, ...)$ with $Q$-vertex at the second argument of the numerical distribution $t$. An immediate consequence of this notation is the relation

\[
t_{AB...ab...}(x_1, x_2, ...) = \pm t_{BA...ab...}(x_2, x_1, ...),
\]  

(B.2)

where we have a minus sign, if $A, B$ are both Fermi operators and a plus sign in all other cases. The Lorentz structure is preserved in the process of distribution splitting. For example, if the $d$-distribution $d^{\mu\nu} \sim g^{\mu\nu}$, the retarded distribution must also be $r^{\mu\nu} \sim g^{\mu\nu}$, or if $d^{\mu\nu} = -d^{\nu\mu}$,
we antisymmetrize a (covariant) splitting solution so that $r^{\mu\nu} = -r^{\nu\mu}$. As a consequence, the Lorentz structure of $T^{\alpha}_{1/1}$ goes over to $T^\alpha_{n/l}$. If the $Q$-vertex is

$$T^\alpha_{1/1}(x_1) \sim: u(x_1)u(x_1)\partial^\alpha \tilde{u}(x_1): \quad (B.3)$$

the terms with $\partial^\alpha \tilde{u}(x_1)$ not contracted have the following form:

$$T^\alpha_{n/l}(x_1, \ldots, x_n) = t^{\alpha \mu}_{\tilde{a} uu\ldots}(x_1, x_2, x_3, \ldots) : \partial_\mu \tilde{u}(x_1)u(x_2)u(x_3) \ldots : + \ldots$$

where

$$t^{\alpha \mu}_{\tilde{a} uu\ldots} = g^{\alpha \mu} f^1_{\tilde{a} uu\ldots}$$

Next we assume that the $Q$-vertex is of the following type

$$T^\alpha_{1/1}(x_2) \sim: A_\mu(x_2)u(x_2)F^{\alpha\mu}(x_2) : \quad (B.4)$$

Considering the terms with $F^{\alpha\mu}(x_2)$ or $A_\mu(x_2)$ not contracted, respectively,

$$T^\alpha_{n/l}(x_1, \ldots, x_n) = t^{\alpha 2\mu}_{u F\ldots}(x_1, x_2, \ldots) : u(x_1)F_{\mu \nu}(x_2) \ldots : + t^{\alpha 2\mu}_{u A\ldots} : u(x_1)A_\mu(x_2) \ldots : + \ldots \quad (B.5)$$

we obtain by $F^{\alpha\mu} = -F^{\mu\alpha}$

$$t^{\alpha 2\nu}_{u F \ldots} = -g^{\alpha \nu} t^{\alpha 2\mu}_{u F \ldots} + g^{\alpha \mu} t^{\alpha 2\nu}_{u F \ldots}, \quad t^{\alpha 2\nu}_{u A \ldots} = -t^{\mu 2\alpha}_{u A \ldots}. \quad (B.6)$$

**Degenerate Diagrams**

The distributions $D_n, D_{n/l}, R_n, R_{n/l}, A_n, A_{n/l}$ contain connected diagrams only, due to their causal supports. The disconnected diagrams appear in $R'_n, R'_{n/l}, A'_n, A'_{n/l}$ and are, therefore, automatically gauge invariant due to gauge invariance in lower orders.

For 2-leg diagrams the external legs must be attached to different vertices. This is not the case, if we consider diagrams with 3 or more legs. We call a connected diagram degenerate, if it has at least one vertex with two external legs; otherwise the connected diagram is called nondegenerate. Let $x$ be the degenerate vertex with two external fields, say $B_1, B_2$. Then, due to its causal support, the $D_n$-distribution is given by

$$D_n(x, y, z, \ldots; x_n) =: B_1^n(x)B_2^n(x)B_3^n(z) \ldots : f_{abcd}$$

$$[\triangle_{\text{ret}}(x - y)P_n^{dc\ldots}(y - x_n, z - x_n, \ldots) - \triangle_{\text{adv}}(x - y)A_n^{dc\ldots}(y - x_n, z - x_n, \ldots)] + \ldots \quad (B.7)$$

where $\triangle_{\text{ret/adv}} = D_{\text{ret/adv}}, \partial D_{\text{ret/adv}}$, or (B.9) below, and $r_{n-1}, a_{n-1}$ are the retarded and advanced distributions of the subdiagram of order $n - 1$, which contain the vertices $y, z, \ldots x_n$.

Following the inductive construction, it is easy to prove that

$$[Q, D_n] = \sum_{l=1}^n \partial^l_n D^\alpha_{n/l}, \quad (B.8)$$

by using gauge invariance in lower orders. Collecting all terms in (B.8) with a certain field operator combination : $\Omega :$, degenerate (: $\Omega :=: B_1(x)B_2(x)B_3(z)\ldots :)$ and nondegenerate
diagrams (Ω := B₁(x)B₂(y)B₃(z)...) cannot get mixed up, except the degenerate diagram contains a factor δ(x − y). Terms with derivatives of δ(x − y) do not appear (see above). If there is such a factor δ(x − y) in a degenerate term, we call it δ-degenerate, and if there is no such δ(x − y), we call it truly degenerate. A δ-degenerate term in [Q, Dₙ] must be δ-degenerate already in Dₙ. The δ(x − y) originates from the 4-gluon interaction, i.e. the normalization term −\frac{1}{2}g^{\mu\nu}\delta(x − y) of the propagator:

\[\Delta_{\text{ret/av}}(x − y) = \partial^\mu \partial^\nu D_{\text{ret/av}}(x − y) − \frac{1}{2}g^{\mu\nu}\delta(x − y).\] (B.9)

This normalization, which is fixed in second order by gauge invariance (see Chapter 3(b)), goes over to tree-like diagrams in higher orders (see also Sect.4b of [38]). A δ-degenerate term in \(\sum D^\alpha_{\eta/l}\) is either δ-degenerate already in \(D^\alpha_{\eta/l}\), due to the 4-gluon interaction (second term in (B.9)), or the δ-distribution is generated by the divergence ∂p

\[d^{\alpha l}(x, y, \ldots) \sim \partial^\alpha D_{\text{ret/av}}(x − y) \rightarrow \begin{cases} \partial^\alpha d^{\alpha l}(x, y, \ldots) \sim \delta(x − y) + \ldots & \text{(B.10a)} \\ \partial^\alpha d^{\alpha l}(x, y, \ldots) \sim −\delta(x − y) + \ldots & \text{(B.10b)} \end{cases}\]

In (B.10a) the Q-vertex is \(x_l = x\) and in (B.10b) it is \(x_l = y\). Terms with \(\partial^\mu \delta(x − y)\) are produced in \(\sum D^\alpha_{\eta/l}\) in two different ways (let \(x_l = x\))

\[d^{\alpha l\mu}(x, y, \ldots) \sim \partial^\mu \partial^\alpha D_{\text{ret/av}}(x − y) \rightarrow \begin{cases} \partial^\mu \partial^\alpha d^{\alpha l\mu}(x, y, \ldots) \sim \partial^\mu \delta(x − y) + \ldots & \text{(B.11)} \\ \partial^\mu \partial^\alpha d^{\alpha l\mu}(x, y, \ldots) \sim \partial^\mu \delta(x − y). & \text{(B.12)} \end{cases}\]

One can easily show that these two types of \(\partial\delta\)-terms cancel. Moreover, one can show, by means of the Cg-identities for \(t_{n−1}(y − x, z − x, \ldots)\) or \(r_{n−1}(y − x, z − x, \ldots)\), respectively that the truly degenerate terms also cancel out (see [37]). The δ-degenerate terms, however, do not cancel. Therefore, the latter have to be included in the nondegenerate Cg-identities. This must be done in the following symmetric way:

\[B₁(x)B₂(x)B₃(z)\ldots \delta(x − y) = \frac{1}{2} B₁(x)B₂(y)B₃(z)\ldots \delta(x − y) \ldots \]

\[+ \frac{1}{2} : B₁(y)B₂(x)B₃(z)\ldots \delta(x − y) \ldots \] (B.13)

Otherwise, we would get a contradiction between the Cg-identities corresponding to \(Ω := B₁(x)B₂(y)B₃(z)\ldots\) and \(Ω := B₁(y)B₂(x)B₃(z)\ldots\): These two identities must be identical, up to exchange of \(x\) and \(y\).

• The different types of Cg-identities

In the various diagrams contributing to \(T_n\) and \(T^\alpha_{\eta/l}\), we have the basic external field operators \(A, F, u\) and \(\partial^\mu\). Going over to \([Q, T_n]\), we get one external field operator \(\partial u\) or \(\partial F\) in each nonvanishing diagram. In \(\sum D^\alpha_{\eta/l}\), the derivative may act on the numerical distribution or on an external field operator. In the first case all external field operators are basic ones appearing also in the specific coupling \(T₁\) i.e. \(A, F, u\) or \(\partial u\). In the second case the term contains one of the following nonbasic external field operators: \(\partial u\), \(\partial \partial u\), \(\partial F\) or \(\partial A = \frac{1}{2} F + (\partial A)_s\). After the operator decomposition of

\[\{Q, T_n\} = \frac{i}{2} \sum_{l=1}^{n} \partial^\alpha D^\alpha_{\eta/l},\] (B.14)
according to our convention, \((6.7),(6.8)\), we collect all terms with a particular combination of field operators : \(\Omega\). Then we get the following types of Cg-identities:

**Type I**: \(\Omega\) contains one nonbasic field operator (i.e. \(\partial u, \partial F, \partial \tilde{u}\) or \((\partial A)_a\)). Then the derivative in \((B.14)\) must act on a field operator.

**Type II**: \(\Omega\) consists of basic field operators only. Then the derivative in \((B.14)\) acts on the numerical distribution, with the following exception: If \(\Omega\) contains an operator \(F(x_i)\), then the terms with \(\frac{4}{d} F_{\alpha\mu}(x_i)\) in \((B.14)\) must also be included.

In proving gauge invariance \((B.14)\), the nontrivial step is to show that the Cg-identities can be preserved in the process of distribution splitting. In this operation they can be spoiled by terms with local support only.

The Cg-identities of type I are either identifications of numerical distributions of the theory with one \(Q\)-vertex with numerical distributions of the physical theory, and can easily be preserved in the process of distribution splitting because we are free to normalize the extended theory properly; or they concern the Lorentz structure only. In the latter case they hold true if the Lorentz structure is preserved in the process of distribution splitting, which is always assumed. Therefore the Cg-identities of type II are the only ones which require nontrivial proofs. We consider a certain Cg-identity of type II which belongs to a certain combination of external field operators. Let

\[
\kappa \overset{\text{def}}{=} 4 - b - g_{\tilde{u}} - g_u - d - 3f
\]  

\((B.15)\)

where \(b, g_u, g_{\tilde{u}}, d, f\) are determined by the field operator combination as in \((4.1)\). The divergence derivative \(\partial^\mu\) in \((B.14)\) operates on the numerical distribution in this case (type II) with the trivial, above mentioned exception. Thus, the derivated numerical distribution has a singular order \(\omega \leq \kappa + 1\). We conclude that the anomaly, i.e. the possible violation of the considered Cg-identity, is a polynomial of degree at most \(\kappa + 1\) in the partial derivatives of \(\delta^{n-1}(x)\). Therefore, only Cg-identities of type II which belong to field operator combinations with

\[
\kappa \geq -1
\]  

\((B.16)\)

need a nontrivial proof. Hence, Cg-identities with more than 5-legs, all 5-leg identities except one and even some 4-leg-Cg-identities are automatically fulfilled.

In the following we list all 2-, 3-, 4-leg-cg-identities of type II. The trivially fulfilled identities of type I are identifications of numerical distributions of the theory with one \(Q\)-vertex with numerical distributions of the physical theory or they concern the Lorentz structure of certain distributions. We insert these trivial type I-identities in the below listed type II-identities in order to eliminate the distributions with one \(Q\)-vertex as far as possible.

**• The Cg-identities for 2-leg distributions**

All 2-leg distributions contain the colour tensor \(\delta_{ab}\) (see Appendix A). Therefore we define the numerical distributions without this factor \(\delta_{ab}\). We list all nontrivial 2-leg-Cg-identities according to the above analysis:

For : \(\Omega := \delta_{ab} : u_a(x_1)A^b_{\alpha\mu}(x_2) :\) with \(\kappa = 2 \geq -1\) we obtain

\[
\partial_\alpha^1 \mu_A^\alpha + \frac{1}{2} \partial_\alpha^2 \mu^2_{\alpha A} - \mu_2^2 = 0, 
\]  

\((B.17)\)
The Cg-identities for 3-leg distributions

Since all 3-leg distributions contain the colour tensor \( f_{abc} \), the numerical distribution are defined without this factor \( f_{abc} \).

For \( \Omega := u^a(x_1)u^b(x_2) \partial_\mu \tilde{u}^c(x_3) \) with \( \kappa = 0 \leq -1 \), we obtain

\[
0 = \partial_{\alpha A} \tau^{\alpha \mu \nu}_{\mu A}(x_1, x_2, x_3, \ldots) + \partial_{\alpha A} \tau^{\alpha \mu \nu}_{\mu A}(x_2, x_1, x_3, \ldots) + \partial_{\alpha A} \tau^{\alpha \mu \nu}_{\mu A}(x_3, x_2, x_1, \ldots) \\
+ \sum_{l=4}^{n} \partial_{\alpha A} \tau^{\alpha \mu \nu}_{\mu A}(x_1, x_2, x_3, \ldots) + g\delta(x_1 - x_2)\tilde{\mu}_{u}(x_2, x_3, \ldots) \\
- g\delta(x_1 - x_3)\tilde{\mu}_{u}(x_2, x_3, \ldots) - g\delta(x_2 - x_3)\tilde{\mu}_{u}(x_1, x_3, \ldots).
\]  

For \( \Omega := u^a(x_1)A^{\mu b}(x_2)A^{\nu c}(x_3) \) with \( \kappa = 1 \), we get

\[
0 = \partial_{\alpha A} \tau^{\alpha \mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - \frac{1}{2} \partial_{\alpha A} \left[ \tau^{\alpha \mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\alpha \leftrightarrow \mu) \right] \\
+ \frac{1}{2} \partial_{\alpha A} \left[ \tau^{\alpha \mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\alpha \leftrightarrow \nu) \right] + \sum_{l=4}^{n} \partial_{\alpha A} \tau^{\alpha \mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) \\
+ g\delta(x_1 - x_2)\tilde{\mu}_{u}(x_2, x_3, \ldots) \\
- g\delta(x_2 - x_3)\tilde{\mu}_{u}(x_1, x_3, \ldots).
\]  

For \( \Omega := u^a(x_1)A^{\mu b}(x_2)b_{\nu c}(x_3) \) with \( \kappa = 0 \), we obtain

\[
0 = \frac{1}{4} \left[ \tau^{\nu \mu \lambda}_{\nu A}(x_1, x_2, x_3, \ldots) - (\nu \leftrightarrow \lambda) \right] \\
+ \partial_{\alpha A} \tau^{\alpha \mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\alpha \leftrightarrow \mu) \\
+ \frac{1}{2} \partial_{\alpha A} \left[ \tau^{\nu \mu \lambda}_{\nu A}(x_1, x_2, x_3, \ldots) - (\nu \leftrightarrow \lambda) \right] + \sum_{l=4}^{n} \partial_{\alpha A} \tau^{\nu \mu \lambda}_{\nu A}(x_1, x_2, x_3, \ldots) \\
+ g\delta(x_1 - x_2)\tilde{\mu}_{u}(x_2, x_3, \ldots) \\
+ \frac{g}{2} \left[ g^{\mu \nu \delta}(x_2 - x_3)\tilde{\mu}_{u}(x_1, x_3, \ldots) - (\nu \leftrightarrow \lambda) \right].
\]  

For \( \Omega := u^a(x_1)b_{\mu c}(x_2)b_{\nu c}(x_3) \) with \( \kappa = -1 \), we obtain

\[
0 = \frac{1}{4} \left[ \tau^{\mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\mu \leftrightarrow \tau) \right] - \frac{1}{4} \left[ \tau^{\mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\nu \leftrightarrow \lambda) \right] \\
- \frac{1}{4} \left[ \tau^{\mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\mu \leftrightarrow \lambda) \right] \\
- \frac{1}{4} \left[ \tau^{\mu \nu \lambda}_{\mu A}(x_1, x_2, x_3, \ldots) - (\nu \leftrightarrow \tau) \right].
\]
\[ + \partial_{\alpha}^{\tau} t_{\nu \mu \tau \lambda}^{AF}(x_1, x_2, x_3, \ldots) + \frac{1}{2} \partial_{x_2}^{\mu \nu \lambda}(x_1, x_2, x_3 \ldots) - (\mu \leftrightarrow \tau) \]

\[ - \frac{1}{2} \left[ \partial_{x_3}^{\lambda \mu \tau}(x_1, x_3, x_2 \ldots) - (\lambda \leftrightarrow \nu) \right] \]

\[ + \sum_{l=4}^{n} \partial_{\alpha}^{\tau} t_{\nu \mu \tau \lambda}^{AF}(x_1, x_2, x_3 \ldots) \]

\[ + g[\delta(x_1 - x_2) - \delta(x_1 - x_3)] t_{\nu \mu \tau \lambda}^{AF}(x_2, x_3, x_4 \ldots). \quad (B.22) \]

- The Cg-identities for 4-leg distributions

We now write down all types-II Cg-identities for 4-leg distributions.

We obtain for : \( \Omega := u^a(x_1) A^b_\mu(x_2) A^c_\nu(x_3) A^d_\lambda(x_4) \) : with \( \kappa = 0 \) using the abbreviation \( l \) for \( \nu \) in the arguments:

\[ 0 = \partial_{\alpha}^{\tau} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) + \frac{1}{2} \partial_{x_2}^{\mu \nu \lambda}(1, 2, 3, 4, 5, \ldots) - (\alpha \leftrightarrow \nu) \]

\[ + \frac{1}{2} \partial_{x_3}^{\lambda \mu \tau}(1, 3, 2, 4, 5, \ldots) - (\lambda \leftrightarrow \nu) + \frac{1}{2} \partial_{x_4}^{\tau \mu \lambda}(1, 4, 2, 3, 5, \ldots) - (\alpha \leftrightarrow \lambda) \]

\[ + \sum_{l=5}^{n} \partial_{\alpha}^{\tau} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) + \]

\[ + \left\{ g f_{abr} f_{cdr} \left[ \delta(1 - 2) t_{\nu \mu \lambda}^{AA}(2, 3, 4, 5, \ldots) + \delta(3 - 4) t_{\nu \mu \lambda}^{AA}(1, 3, 2, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] \right\} \]

\[ + \left\{ (b, \nu, x_2) \rightarrow (c, \kappa, x_3) \rightarrow (d, \lambda, x_4) \rightarrow (b, \nu, x_2) \right\}, \quad (B.23) \]

The invariance of : \( \Omega \) : under permutations of \( \{(b, \nu, x_2), (c, \kappa, x_3), (d, \lambda, x_4)\} \) is manifestly realized in (B.23).

For : \( \Omega := u^a(x_1) u^b(x_2) \partial_\mu \tilde{\nu}(x_3) A^d_\nu(x_4) \) : with \( \kappa = -1 \), we obtain the following Cg-identity:

\[ 0 = - \left[ \partial_{x_2}^{\mu \nu \lambda} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) - (\mu, x_1) \leftrightarrow (b, x_2) \right] \]

\[ + \partial_{x_3}^{\mu \nu \lambda} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) + \frac{1}{2} \partial_{x_4}^{\mu \nu \lambda}(1, 2, 3, 4, 5, \ldots) - (\alpha \leftrightarrow \nu) \]

\[ + \sum_{l=5}^{n} \partial_{\alpha}^{\tau} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) + \]

\[ + g \{ f_{adr} f_{bcr} [\delta(1 - 4) t_{\nu \mu \lambda}^{AA}(4, 2, 3, 5, \ldots) \]

\[ + \delta(2 - 3) t_{\nu \mu \lambda}^{AA}(4, 1, 3, 5, \ldots)] \} - g \{ (a, x_1) \leftrightarrow (b, x_2) \} \]

\[ + g f_{abr} f_{cdr} [\delta(1 - 2) t_{\nu \mu \lambda}^{AA}(4, 2, 3, 5, \ldots) \]

\[ + \delta(3 - 4) g^{\mu \nu \lambda} t_{\nu \mu \lambda}^{AA}(1, 2, 4, 5, \ldots)] \}, \quad (B.24) \]

For : \( \Omega := u^a(x_1) F^b_\kappa(x_2) A^c_\mu(x_3) A^d_\nu(x_4) \) : with \( \kappa = -1 \), we obtain the following Cg-identity:

\[ 0 = \partial_{\alpha}^{\tau} t_{\nu \mu \lambda}^{AAABabcd}(1, 2, 3, 4, 5, \ldots) + \frac{1}{2} \partial_{x_2}^{\mu \nu \lambda}(1, 2, 3, 4, 5, \ldots) - (\lambda \leftrightarrow \kappa) \]
\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) - (\alpha \leftrightarrow \mu) \right] \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 4, 3, 5, \ldots) - (\alpha \leftrightarrow \nu) \right] + \sum_{l=3}^{n} \frac{\partial}{\partial x^\alpha} t_{A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + g f_{a b r} f_{c d e} \delta (3 - 4) t_{u A F}^{\mu \nu \lambda \sigma} (1, 3, 2, 5, \ldots) - (\mu \leftrightarrow \nu) \]

\[ + \frac{g}{2} \left[ f_{a d r} f_{b c e} \delta (2 - 3) \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \frac{g}{2} \left[ (c, \mu, 3) \leftrightarrow (d, \nu, 4) \right] \]

\[ + g f_{a c r} f_{d b e} \delta (1 - 3) - f_{a d r} f_{b c e} \delta (1 - 4) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots) \]

\[ + g f_{a b r} f_{c d e} \delta (1 - 2) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots), \quad (B.25) \]

For \( \Omega := \mu \nu (x_1) A_{\mu} (x_2) B_{\nu \lambda} (x_3) F_{\sigma 

\[ 0 = \frac{\partial}{\partial x^\alpha} \left[ t_{A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) - (\alpha \leftrightarrow \mu) \right] \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \sum_{l=3}^{n} \frac{\partial}{\partial x^\alpha} t_{A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + g f_{a b r} f_{c d e} \delta (3 - 4) t_{u A F}^{\mu \nu \lambda \sigma} (1, 3, 2, 5, \ldots) - (\mu \leftrightarrow \nu) \]

\[ + \frac{g}{2} \left[ f_{a d r} f_{b c e} \delta (2 - 3) \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \frac{g}{2} \left[ (c, \mu, 3) \leftrightarrow (d, \nu, 4) \right] \]

\[ + g f_{a c r} f_{d b e} \delta (1 - 3) - f_{a d r} f_{b c e} \delta (1 - 4) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots) \]

\[ + g f_{a b r} f_{c d e} \delta (1 - 2) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots), \quad (B.26) \]

For \( \Omega := \mu \nu (x_1) B_{\mu} (x_2) F_{\nu \lambda} (x_3) F_{\sigma 

\[ 0 = \frac{\partial}{\partial x^\alpha} \left[ t_{A F F A}^{\alpha \beta \mu \sigma} (1, 2, 3, 4, 5, \ldots) - (\alpha \leftrightarrow \mu) \right] \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{u A F F A}^{\alpha \beta \mu \sigma} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \sum_{l=3}^{n} \frac{\partial}{\partial x^\alpha} t_{A F F A}^{\alpha \beta \mu \sigma} (1, 2, 3, 4, 5, \ldots) \]

\[ + \frac{\partial}{\partial x^\alpha} \left[ t_{u A F F A}^{\alpha \beta \mu \sigma} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + g f_{a b r} f_{c d e} \delta (3 - 4) t_{u A F}^{\mu \nu \lambda \sigma} (1, 3, 2, 5, \ldots) - (\mu \leftrightarrow \nu) \]

\[ + \frac{g}{2} \left[ f_{a d r} f_{b c e} \delta (2 - 3) \left[ t_{u A F A A b c d}^{\alpha \beta \lambda \mu} (1, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \frac{g}{2} \left[ (c, \mu, 3) \leftrightarrow (d, \nu, 4) \right] \]

\[ + g f_{a c r} f_{d b e} \delta (1 - 3) - f_{a d r} f_{b c e} \delta (1 - 4) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots) \]

\[ + g f_{a b r} f_{c d e} \delta (1 - 2) t_{A F}^{\mu \nu \lambda \sigma} (3, 4, 2, 5, \ldots), \quad (B.27) \]
For : \( \Omega := u^\alpha(x_1)u^\beta(x_2)\partial_\alpha \tilde{u}^\nu(x_3)F^d_{\lambda\nu}(x_4) \) : with \( \kappa = -2 < -1(1) \), we obtain the following Cg-identity:

\[
0 = \left[ \partial^2_{\alpha} \left( A^\alpha_{\nu} \hat{A}^d_{\lambda\nu} F_{\lambda\nu} (1, 2, 3, 4, 5, \ldots) - \left( (a, x_1) \leftrightarrow (b, x_2) \right) \right) \right] + \partial^\mu \hat{F}^\lambda_{\mu\nu} F_{\lambda\nu} (1, 2, 3, 4, 5, \ldots) + \frac{1}{2} \left[ \partial^\nu \partial^\mu \hat{F}^\lambda_{\mu\nu} F_{\lambda\nu} (1, 2, 3, 4, 5, \ldots) - (\kappa \leftrightarrow \lambda) \right] + \sum_{l=5}^n \partial_x^\nu \hat{F}^\lambda_{\mu\nu} F_{\lambda\nu} (1, 2, 3, 4, 5, \ldots) + \frac{1}{4} \left( \lambda \leftrightarrow \kappa \right) + g \int_{\text{external}} \delta (1 - 2) t_{\mu\nu} (2, 3, 4, 5, \ldots) - g \int_{\text{external}} \delta (1 - 3) t_{\mu\nu} (2, 3, 4, 5, \ldots) - g \int_{\text{external}} \delta (1 - 4) t_{\mu\nu} (2, 3, 4, 5, \ldots) - g \int_{\text{external}} \delta (1 - 5) t_{\mu\nu} (2, 3, 4, 5, \ldots)
\]

\[ (B.28) \]

\* Summing up,

besides the one nontrivial \( (\kappa \leq -1) \) 5-leg-Cg-identity corresponding to the operator : \( \Omega := u^\alpha_{\nu} A^\mu A^\nu A^\lambda A^\kappa \) : we have isolated two 2-leg-Cg-identities (B.17), (B.18), four 3-leg Cg-identities (B19), (B20), (B21), (B22) and three 4-leg Cg-identities, (B23), (B24), (B25) which need a nontrivial proof. Their proof is given in Chapter 6. The last three 4-leg Cg-identities on our list (B26),(B27),(B28) have \( \kappa < -1 \) and are therefore automatically fulfilled.

Furthermore, there are two identities with external fermionic matter fields with \( \kappa \geq -1 \), analogous to the abelian theory (see [26], case III and case IV):

For : \( \Omega := \psi^\alpha(x_1) \psi^\beta(x_2) : u^\alpha(x_n) \) with \( \kappa = 0 \), we obtain

\[
\sum_{1 \leq i, j \leq n \mid i \neq j} : \bar{w}_\alpha(x_i) [ \sum_{l=1}^n \partial_\nu \bar{w}_\alpha(x_i, x_j, \ldots, x_n) + im \bar{w}_\alpha \psi^\nu(x_i, x_j, \ldots, x_n) ] \psi^\beta(x_j) : = 0. \quad (B.29)
\]

For : \( \Omega := \bar{w}_\alpha(x_1) \psi^\beta(x_2) : A^\mu_{\nu} (x_{n-1}) u^\beta(x_n) \) with \( \kappa = -1 \), we obtain

\[
\sum_{1 \leq i, j \leq n \mid i \neq j} : \bar{w}_\alpha(x_i) [ \sum_{l=1}^n \partial_\nu \bar{w}_\alpha(x_i, x_j, \ldots, x_{n-1}, x_n) + im \bar{w}_\alpha \psi^\nu A^\mu_{\nu}(x_i, x_j, \ldots, x_{n-1}, x_n) ] \psi^\beta(x_j) : = 0. \quad (B.30)
\]

The notation \( \bar{w} \) is defined by the following equations:

\[
t_1^{\nu} = \gamma^\nu T_1, \quad t_2^{\nu} = \bar{T}^2 \gamma^\nu \quad (B.31)
\]

These equations hold because the terms in (B.29) and (B.30) multiplied by a mass correspond to the vertex \( T_{1/1}^{\text{matter}} \) (see (2.11)).
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• The summed Cg-identities

The derived Cg-identities are sufficient for the operator gauge invariance with the choice \( \alpha = 0 \) in (2.14). \( \alpha = 0 \) corresponds to a special choice of the Q-vertex. One can eliminate all distributions with one Q-vertex besides the divergences in regard to the inner variables. One arrives at relations which almost only involve distributions of the original theory: In order to get the summed 2-leg identity, one has to insert (B.18) into (B.17). Besides the 3-leg identity (B.19) one attains another summed (3-leg) identity by inserting (B.22) into (B.21), then (B.21) into (B.20). The 4-identities are treated analogously: Inserting (B.28) into (B.24), we get the first summed 4-leg identity and inserting (B.27) into (B.26), then (B.26) into (B.25) and finally (B.25) into (B.23), we arrive at the second summed 4-leg identity (see [24]).

These 5 (summed) identities can be directly compared with the Slavnov-Taylor identities. This will be done in detail in a forthcoming paper [41].

However, one can immediately derive for example the well-known relation between the Z-factors of the gluon vertex, the gluon propagator, the ghost vertex and the ghost propagator at one-loop level from these summed Cg-identities:

• In the first step we define the following summed 2-leg and 3-leg distributions (The dots (…) stand for the coordinates \( (x_3, \ldots, x_{n-1}) \) in the first two definitions and for the coordinates \( (x_4, \ldots, x_n) \) in all the other definitions):

\[
\Pi_{AA}^{\nu}(x_1, x_2, \ldots) := t_{AA}^{\nu}(x_1, x_2, \ldots) + \ldots
\]

\[
-2\partial_\tau^2 t_{AF}^{\kappa \lambda \nu}(x_1, x_2, \ldots) - 2\partial_\tau^2 t_{FA}^{\kappa \lambda \nu}(x_1, x_2, \ldots) + 4\partial_\tau^2 \partial_\tau^2 t_{FF}^{\lambda \nu}(x_1, x_2, \ldots)
\]

\[
\Pi_{uA}^{\nu}(x_1, x_2, \ldots) := t_{uA}^{\nu}(x_1, x_2, \ldots) + \ldots
\]

\[
\Pi_{u\pi A}^{\mu}(x_1, x_2, x_3, \ldots) := t_{u\pi A}^{\mu}(x_1, x_2, x_3, \ldots) + \ldots
\]

\[
\Pi_{uA}^{\mu \nu}(x_1, x_2, x_3, \ldots) := t_{uA}^{\mu \nu}(x_1, x_2, x_3, \ldots) + \ldots
\]

\[
+2\delta(x_1 - x_2) t_{uA}^{\rho\mu}(x_1, x_2, x_3, \ldots) - 2\delta(x_1 - x_2) t_{uA}^{\rho \nu}(x_2, x_3, \ldots) + 2\delta(x_2 - x_3) t_{uA}^{\rho \mu}(x_1, x_2, \ldots) + \ldots
\]

\[
-2\partial_\tau^2 t_{uA}^{\rho \mu}(x_1, x_2, x_3, \ldots) + 2\delta(x_2 - x_3) t_{uA}^{\rho \nu}(x_3, x_1, \ldots) + \ldots
\]

\[
+2\delta(x_1 - x_2) t_{uA}^{\rho \nu}(x_2, x_3, \ldots) - 2\delta(x_2 - x_3) t_{uA}^{\rho \mu}(x_3, x_2, \ldots) + \ldots
\]

\[
-2\partial_\tau^2 t_{uA}^{\rho \nu}(x_1, x_2, x_3, \ldots) + 2\delta(x_1 - x_2) t_{uA}^{\rho \mu}(x_3, x_2, \ldots) + \ldots
\]

\[
+4\partial_\tau^2 \partial_\tau^2 t_{uA}^{\rho \kappa \lambda \nu}(x_1, x_2, x_3, \ldots) - 8\partial_\tau^2 \partial_\tau^2 t_{uA}^{\rho \kappa \lambda \nu}(x_1, x_2, x_3, \ldots) + \ldots
\]

\[
\Pi_{u\pi A}^{\mu \nu}(x_1, x_2, x_3, \ldots) := t_{u\pi A}^{\mu \nu}(x_1, x_2, x_3, \ldots) + \ldots
\]

These definitions are natural, because the defined distributions represent in each case the sum of all distributions contributing to the same operator in the adiabatic limit where partial integrating is formally possible. (Note that also the four-gluon terms ( proportional to \( \delta \), see (B.9)) contribute to the operator where all external legs are attached to different vertices; for further details see [41])

• Inserting (B.18) into (B.17) and inserting (B.22) and (B.21) into (B.20) and using the new
discrete symmetries and pseudo-unitarity) are the following: we state only the relevant local normalisation terms which survive in the adiabatic limit in the construction. Because we are interested in the comparison with the Slavnov-Taylor identities, we are compatible with the first summed identity of gauge invariance (B.32) (and also with Lorentz invariance, known relation between the Z-factors at one-loop level: There are four normalisation constants in the nth step of the inductive construction: The second summed identity (B.33) implies the following relation between these four normalisation constants in the nth step of the inductive construction:

B.33

The interpretation of this relation is slightly different in the causal approach: It represents the restrictions by gauge invariance on finite normalisation terms only. Of course we do not need any infinite part in the Z-factors to absorb divergences in the causal approach. Using the two summed 4-leg identities or the identities with external fermion pairs (B.29) and (B.30), we can analogously deduce the corresponding relation of the Z-factor of the four-gluon vertex or of the matter vertex.

\begin{equation}
\partial_\alpha^A \Pi_{AA}(x_1, x_2, x_3, \ldots, x_{n-1}) - \partial_\alpha^{\mu} [\partial_\mu^A \Pi_{AA}(x_1, x_2, x_3, \ldots, x_{n-1}) - (\alpha \leftrightarrow \mu)] + \sum_{l=3}^{n} \partial_\alpha^A \Pi_{AA}(x_1, x_2, x_3, \ldots, x_{n-1}) = 0 \quad (B.32)
\end{equation}

\begin{equation}
\partial_\alpha^A \Pi_{AA}(x_1, x_2, x_3, x_4, \ldots, x_n) + \partial_\alpha^{\mu} \Pi_{AA}(x_1, x_2, x_3, x_4, \ldots, x_n) + g[\delta(x_1 - x_2) - \delta(x_1 - x_3)]\Pi_{AA}(x_2, x_3, x_4, \ldots, x_n) + g(\partial_\alpha^{\mu} \Pi_{AA}(x_1, x_2, x_3, x_4, \ldots, x_n) - (\alpha \leftrightarrow \mu)] + \sum_{l=4}^{n} \partial_\alpha^A \Pi_{AA}(x_1, x_2, x_3, x_4, \ldots, x_n) = 0 \quad (B.33)
\end{equation}

• One easily checks that the following (local) renormalisations of the self energy distributions are compatible with the first summed identity of gauge invariance (B.32) (and also with Lorentz invariance, all the discrete symmetries and pseudo-unitarity) in the nth step of the inductive construction. Because we are interested in the comparison with the Slavnov-Taylor identities, we state only the relevant local normalisation terms which survive in the adiabatic limit in regard to the inner coordinates (see (6.14)):

\begin{equation}
\Pi_{AA} + C_{AA}^{-1} [\partial_\alpha^{\mu} \partial_\alpha^{\nu} - g^{\mu\nu} \partial_\alpha \partial_\alpha] \delta^{n-2}
\end{equation}

\begin{equation}
\Pi_{AA} + C_{AA}^{-1} \partial_\alpha^{\mu} \delta^{n-2}
\end{equation}

• The possible renormalisations of the two vertices (compatible with Lorentz invariance, the discrete symmetries and pseudo-unitarity) are the following:

\begin{equation}
\Pi_{AAA} + C_{AAA}^{-1} g^{\mu\nu} \partial_\alpha^{\mu} \partial_\alpha^{\nu} + g^{\alpha\nu} \partial_\alpha^{\mu} \partial_\alpha^{\mu} + g^{\alpha\nu} \partial_\alpha^{\mu} \delta^{n-1}
\end{equation}

\begin{equation}
\Pi_{AA} + C_{AA}^{-1} g^{\mu\nu}
\end{equation}

The second summed identity (B.33) implies the following relation between these four normalisation constants in the nth step of the inductive construction:

\begin{equation}
gC_{AA}^{n-1} + C_{AA}^{-1} gC_{AAA}^{n-1} = 0
\end{equation}

Because of $Z_i = 1 + C_i$ (Note our conventions in the ghost sector.), we directly get the well-known relation between the Z-factors at one-loop level:

\begin{equation}
\frac{Z_{AA}}{Z_{AAA}} = \frac{Z_{\alpha\mu}}{Z_{\alpha\mu\alpha}}
\end{equation}

The interpretation of this relation is slightly different in the causal approach: It represents the restrictions by gauge invariance on finite normalisation terms only. Of course we do not need any infinite part in the Z-factors to absorb divergences in the causal approach. Using the two summed 4-leg identities or the identities with external fermion pairs (B.29) and (B.30), we can analogously deduce the corresponding relation of the Z-factor of the four-gluon vertex or of the matter vertex.
Appendix C  The Causal Approach to QFT

For the purposes of completeness, we give a brief introduction to the Epstein-Glaser method in quantum field theory (for details see [13,12]). We present a solution to the crucial problem of distribution splitting following a recently given formulation of this question (see [42]). We state some results which are decisive especially for the causal construction of massless theories (see [27]).

- **The Method of Epstein and Glaser:** In the traditional Lagrangean approach to quantum field theory, the basic objects are the quantized interacting fields. The Greens functions and the time-ordered products constructed by the famous Feynman rules are not mathematically well-defined since they contain the product of operator-valued distributions with discontinuous step functions. This leads to the well-known ultraviolet divergences in perturbation theory. They have to be corrected by subsequent renormalization. In order to manipulate divergent integrals in the renormalization program, one has to introduce an intermediate regularization. Epstein and Glaser followed the Bogoliubov’s formalism in order to keep apart the different difficulties encountered in perturbative quantum field theory and to show that the standard renormalization procedure, especially the intermediate regularization, is neither essential nor constitutive for the physical theory at all [13,12]. There is a related approach to perturbative quantum field theory given by Steinmann [39].

In contrast to the usual Lagrangean approach, Epstein and Glaser construct the perturbative scattering matrix $S(g)$ directly in the well-defined Fock space of free fields $F$. They introduce the S-matrix without reference to Lagrangean formalism and do not use the problematic concept of a quantized interacting field.

$$S(g) \in B(F), \quad g \in S(\mathbb{R}^4) \quad (C.1)$$

In order to obtain the explicit form of the S-matrix, they use certain physical conditions. Here the condition of causality plays the most important role:

- If the support of $g\epsilon S$ in Minkowski space is earlier than the support of $g_2\epsilon S$ in some Lorentz frame ($\text{supp}g_1 < \text{supp}g_2$), then the S-matrix fulfills the following functional equation:

$$S(g_1 + g_2) = S(g_2) \cdot S(g_1) \quad \text{[Causality (I)]} \quad (C.2)$$

- $U(a, \Lambda)$ shall be the usual representation of the Poincaré group $P_+^+$ in the Fock space $F$. The condition of **Poincaré invariance** of the S-matrix can be expressed as follows:

$$U(a, 1)S(g)U(a, 1)^{-1} = S(g_a) \quad \forall a \in \mathbb{R}^4$$

where $g_a(x) = g(x - a)$.  \textbf{[Translational invariance (II)]} \quad \quad (C.3)

$$U(0, \Lambda)S(g)U(0, \Lambda)^{-1} = S(g_{\Lambda}), \quad \forall \Lambda \in L_+^+$$

where $g_{\Lambda}(x) = g(\Lambda^{-1}x)$.  \textbf{[Lorentz Invariance (III)]} \quad \quad (C.4)

- Epstein and Glaser search for a solution of the functional equation for the S-matrix of the following form (formal power series in $g\epsilon S$)

$$S(g) = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int d^4x_1 \ldots d^4x_n T_n(x_1, \ldots, x_n)g(x_1) \ldots g(x_n)$$

66
\[ \text{def} \ 1 + T. \quad \text{[Perturbative Ansatz (IV)]} \quad (C.5) \]

The \( T_n \) are operator-valued \( n \)-point distributions.
- The specific coupling of the theory \( T_{n=1} (V) \) is given.

Examples:

\( U(1) \) - gauge theory :

\[ T_1 = ieA_\nu : \bar{\Psi} \gamma^\nu \Psi : \quad (C.6) \]

\( SU(N) \)-gauge theory :

\[ T_1 = i \frac{2}{g} f_{abc} : (A_\nu^a A_\mu^b F_\nu^\mu + A_\nu^a v_b \partial^\mu \bar{v}_c) : \quad (C.7) \]

Note that all fields in \( T_{n=1} \) are understood to be free fields!

Epstein and Glaser show that the whole perturbative S-matrix in the sense of a formal power series (IV) is already determined by the conditions of causality (I), translational invariance (II) and the specific coupling of the theory (V) except for a number of finite (!) free constants which have to be fixed by further physical conditions. Epstein and Glaser are able to work out the whole of perturbation theory by an explicit inductive construction in a mathematically rigorous way. The condition of Lorentz invariance (III) is optional because causal perturbative theory can be worked out without requiring (III). The main steps are the following:

- Analogously to (C.5), Epstein and Glaser express the inverse S-matrix also by a formal power series:

\[
S(g)^{-1} = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int d^4x_1 \cdots d^4x_n \tilde{T}_n(x_1, \ldots, x_n)g(x_1)\ldots g(x_n)
\]

\[
= (1 + T)^{-1} = 1 + \sum_{n=1}^{\infty} (-T)^r. \quad (C.8)
\]

Since by definition \( \tilde{T}(x_1, \ldots, x_n) \) and also \( T_n(x_1, \ldots, x_n) \) are symmetric in \( x_1, \ldots, x_n \), it is convenient to use a set-theoretical notation \( X = x_1, \ldots, x_n \). The distributions \( \tilde{T} \) can be computed by formal inversion of (C.5):

\[
\tilde{T}_n(X) = \sum_{r=1}^{n} (-)^r \sum_{P_r} T_{n_1}(X_1) \cdots T_{n_r}(X_r), \quad (C.9)
\]

where the second sum runs over all partitions \( P_r \) of \( X \) into \( r \) disjoint subsets

\[
X = X_1 \cup \ldots \cup X_r, \quad X_j \neq \emptyset, \quad |X_j| = n_j. \quad (C.10)
\]

Besides (C.9), one can deduce further relations between the \( n \)-point distributions:

\[
\sum_{P_2} T_{n_1}(x) \tilde{T}_{n-n_1}(Z \setminus X) = 0 \quad (C.10a)
\]

for all \( Z \) with \( |Z| = n \geq 1, \quad |X| = n_1; \)

\[
\sum_{P_2} T_{n-n_2}(Z \setminus Y) \tilde{T}_{n_2}(Y) = 0 \quad (C.10b)
\]
for all $Z$ with $|Z| = n \geq 1$, $|Y| = n_2$. We stress the fact that all products of distributions are well-defined because the arguments are disjoint sets of points so that the products are tensor products of distributions.

- Epstein and Glaser translate the conditions imposed on $S(g)$ into conditions on the n-point distributions $T_n(x_1,\ldots,x_n)$ and $\tilde{T}_n(x_1,\ldots,x_n)$ for $n \in \mathbb{N}$, according to the Bogoliubov’s approach:

  (I) Causality

  $$T_n(x_1,\ldots,x_n) = T_m(x_1,\ldots,x_m) \cdot T_{n-m}(x_{m+1},\ldots,x_n),$$

  if \(\{x_{m+1},\ldots,x_n\} < \{x_1,\ldots,x_m\}\)

  $$\tilde{T}_n(x_1,\ldots,x_n) = \tilde{T}_m(x_1,\ldots,x_m)\tilde{T}_{n-m}(x_{m+1},\ldots,x_n),$$

  if \(\{x_1,\ldots,x_m\} < \{x_{m+1},\ldots,x_n\}\)

  (II) Translational Invariance

  $$U(a,1)T_n(x_1,\ldots,x_n)U(a,1)^{-1} = T_n(x_1+a,\ldots,x_n+a) \quad \forall a \in \mathbb{R}^4$$

  (III) Lorentz Invariance

  $$U(0,\Lambda)T_n(x_1,\ldots,x_n)U(0,\Lambda)^{-1} = T_n(\Lambda x_1,\ldots,\Lambda x_n) \quad \forall \Lambda \in \mathbb{L}_+$$

- Now Epstein and Glaser introduce the retarded and the advanced n-point distributions:

  $$R_n(x_1,\ldots,x_n) = T_n(x_1,\ldots,x_n) + R'_n$$

  where

  $$R'_n = \sum_{P_2} T_{n-n_1}(Y_n,x_n)\tilde{T}_{n_1}(X)$$

  $$A_n(x_1,\ldots,x_n) = T_n(x_1,\ldots,x_n) + A'_n$$

  where

  $$A'_n = \sum_{P_2} \tilde{T}_{n_1}(X)\tilde{T}_{n-n_1}(Y_n,x_n).$$

The sum runs over all partitions $P_2 : \{x_1,\ldots,x_{n-1}\} = X \cup Y$, $X \neq \emptyset$ into disjoint subsets with $|X| = n_1 \geq 1$, $|Y| \leq n - 2$.

Both sums, $R'_n$ and $A'_n$, contain $T_j$’s with $j \leq n - 1$ only and are therefore known quantities in the inductive step from $n - 1$ to $n$ - in contrast to $T_n$.

Note that the last argument $x_n$ is marked as the reference point for the support of $R_n$ and $A_n$.

The following proposition is a consequence of the causality condition (I):

**Proposition C.1**

$$\text{supp} R_m(x_1,\ldots,x_m) \subseteq \Gamma^+_m(x_m), \quad m < n$$

where $\Gamma^+_m$ is in the $(m-1)$-dimensional closed forward cone

$$\Gamma^+_m(x_m) = \{(x_1,\ldots,x_{m-1}) \mid (x_j - x_m)^2 \geq 0, x_j^0 \geq x_m^0, \forall j\}.$$  

In the difference

$$D_n(x_1,\ldots,x_n) \overset{\text{def}}{=} R_n - A_n = R'_n - A'_n$$

the unknown n-point distribution $T_n$ cancels. Hence this quantity is also known in the inductive step. It should be added that $D_n$ has a causal support.

**Proposition C.2**

$$\text{supp} D_n \subseteq \Gamma^+_n(x_n) \cup \Gamma^-_{n-1}(x_n)$$
This crucial support property is preserved in the inductive step. It directly results from causality.

- Given the aforegoing facts, the following inductive construction of the n-point distribution $T_n$ becomes possible:

Starting off with the known $T_m(x_1, \ldots, x_n), m \leq n-1$, one computes $A'_n, R'_n$ and $D_n = R'_n - A'_n$.

With regard to the supports, one can decompose $D_n$ in the following way:

$$D_n(x_1,\ldots,x_n) = R_n(x_1,\ldots,x_n) - A_n(x_1,\ldots,x_n) \quad (C.19)$$

$\text{supp} R_n \subseteq \Gamma_{n-1}^+(x_n), \quad \text{supp} A_n \subseteq \Gamma_{n-1}^-(x_n)$

Then $T'_n$ is given by

$$T'_n = R_n - R'_n = A_n - A'_n \quad (C.20)$$

One can verify that the $T'_n$ satisfy the conditions (C.11), (C.12) and (C.13) [13].

Because of the marked $x_n$-variable, we finally symmetrize:

$$T_n(x_1,\ldots,x_n) = \sum_{\pi} \frac{1}{n!} T'_n(x_{\pi 1},\ldots,x_{\pi n}) \quad (C.21)$$

The only nontrivial step in the construction is the splitting of the operator-valued distribution $D_n$ with support in $\Gamma^+ \cup \Gamma^-$ into a distribution $R_n$ with support in $\Gamma^+$ and a distribution $A_n$ with support in $\Gamma^-$. In causal perturbation theory the usual renormalization program is reduced to this conceptually simple and mathematically well-defined problem.

In fact this problem of distribution splitting was already solved in a general framework by the mathematician Malgrange in 1960 [40]. Epstein and Glaser used his general result for the special case of quantum field theory [13]. We follow a new formulation of the splitting problem given by Scharf [42].

- **The Theory of Distribution Splitting:** Let there be an operator-valued tempered distribution with causal support:

$$D \in \mathcal{S}'(\mathbb{R}^{4n}), \quad \text{supp} D \subset \Gamma^+(x_n) \cup \Gamma^-(x_n) \quad (C.22)$$

The question is whether it is possible to find a pair $(R, A)$ of tempered distributions on $\mathbb{R}^{4n}$ with the following characteristics:

- $R, A \in \mathcal{S}'(\mathbb{R}^{4n}) \quad (A)$
- $R \subset \Gamma^+(x_n), \quad A \subset \Gamma^-(x_n) \quad (B)$
- $R - A = D \quad (C)$

After normal ordering of the causal operator-valued distribution

$$D = \sum_k : \hat{\Theta}_k : d_k \quad (C.24)$$

the numerical distributions $d_k$ remain to be split into a pair $(r_k, a_k)$ respectively:

$$d^k = r^k - a^k, \quad \text{supp} r_k \subseteq \Gamma_{n-1}^+(x_n), \quad \text{supp} a_k \subseteq \Gamma_{n-1}^-(x_n) \quad (C.25)$$

Without normal ordering this procedure is not well-defined.
From the translational invariance of $D_n$

$$U(a, 1)D_n(x)U^{-1}(a, 1) = D(x + a)$$ \hspace{1cm} (C.26)

it follows

$$d_k(x) = d_k(x + a) \quad \forall k$$ \hspace{1cm} (C.27)

We may set $x_n = 0$ and look at the splitting problem for distributions

$$d(x) = d_k(x_1, ..., x_{n-1}, 0) \in \mathcal{S}'(\mathbb{R}^{4n-1})$$ \hspace{1cm} (C.28)

Because of $\Gamma^+_n(0) \cap \Gamma^-_{n-1}(0) = \{0\}$, the behaviour of the distribution at $x = 0$ is crucial for the splitting problem. We therefore classify the singularities of distributions in this region. This can be carried out with the help of the singular order of distributions which is a rigorous definition of the usual power-counting degree:

We assume $d(x)$ to be a tempered distribution $\in \mathcal{S}'(\mathbb{R}^m)$, $m = 4(n-1)$.

**Definition C.1** The distribution $d(x) \in \mathcal{S}'(\mathbb{R}^m)$ has quasi-asymptotics $d_0(x)$ at $x = 0$, with regard to a positive continuous function $\rho(\delta), \delta > 0$ if the limit

$$\lim_{\delta \to 0} \rho(\delta)\delta^m d(\delta x) = d_0(x) \neq 0$$ \hspace{1cm} (C.29)

exists in $\mathcal{S}'(\mathbb{R}^m)$.

We present the equivalent definition in momentum space:

**Definition C.2** The distribution $\hat{d}(p) \in \mathcal{S}'(\mathbb{R}^m)$ has quasi-asymptotics $\hat{d}_0(p)$ at $p = \infty$, with regard to a positive continuous function $\rho(\delta), \delta > 0$ if the limit

$$\lim_{\delta \to 0} \rho(\delta)\left\langle \hat{d}\left(\frac{p}{\delta}\right), \hat{\varphi}(p) \right\rangle = \left\langle \hat{d}_0, \hat{\varphi} \right\rangle \neq 0$$ \hspace{1cm} (C.30)

exists for all $\hat{\varphi} \in \mathcal{S}(\mathbb{R}^m)$.

By scaling transformation it follows that

$$\lim_{\delta \to 0} \frac{\rho(a\delta)}{\rho(\delta)} = a^\omega$$ \hspace{1cm} (C.31)

with some real $\omega$. $\rho$ is called power-counting function.

**Definition C.3** The distribution $\hat{d}(p)$ (resp. $d(x)$) $\in \mathcal{S}'(\mathbb{R}^m)$ is called singular of order $\omega$ at $p = \infty$ (resp. $x = 0$), if it has a quasi-asymptotics $\hat{d}(p)$ (resp. $d_0(x)$) at $p = \infty$ ($x = 0$) with power-counting function $\rho(\delta)$ satisfying (C.31).

Note that this definition differs from the one introduced by Epstein and Glaser [13]. The latter definition is hampered by the fact that the corresponding definitions in the $x$-space and $p$-space are not completely equivalent. Our definition does not have this defect.

We specify the splitting problem by requiring

- $\omega(r) \leq \omega(d) \quad \omega(a) \leq \omega(d)$. \hspace{1cm} (D) \hspace{1cm} (C.32)

- Now we are in a position to construct explicit splitting solutions. One has to distinguish two cases:
1. Case: \( \omega(d) < 0, \quad d \in S'(\mathbb{R}^m) \)

In this case we can construct a well-defined solution of the splitting problem by multiplying \( d \) by a discontinuous \( \Theta \)-step-function: Let \( v = (v_1, \cdots, v_{n-1}) \in \Gamma^+ \), i.e. all four-vectors \( v_j \) are time-like, \( v_j \in \vee^+ \). All products \( v_j \cdot x_j \) are either \( \geq 0 \) for \( x \in \Gamma^+ \) or \( \leq 0 \) for \( x \in \Gamma^- \). Using a continuous \( \infty \)-function \( \chi_0 \) over \( \mathbb{R} \) with

\[
\chi_0(t) = \begin{cases} 
0 & \text{for } t \leq 0 \\
< 1 & \text{for } 0 < t < 1 \\
1 & \text{for } t \geq 1
\end{cases}
\]

one demonstrates \([42]\) that the following limit exists (This limit defines (!) the multiplication of \( d(x) \) by a \( \Theta \)-step-function.):

\[
\lim_{\delta \to 0} \chi_0(vx/\delta)d(x) = \Theta(vx) \overset{\text{def}}{=} r(x), \quad a(x) = r(x) - d(x) \quad \text{(C.33)}
\]

2. Case: \( \omega(d) \geq 0, \quad d \in S' \)

In this case the trivial splitting as in case 1 is possible only if one replace the general testfunction \( \varphi \) by

\[
(W \varphi)(x) = \varphi(x) - w(x) \sum_{|a| = 0}^{\omega} \frac{x^a}{a!} (D^a \varphi)(0) \quad \text{(C.34)}
\]

(see \([42]\) On this way we arrive at a well-defined splitting solution \( r(x) \):

\[
\langle r(x), \varphi \rangle = \langle d(x), \Theta(v \cdot x) W \varphi \rangle, \quad a(x) = r(x) - d(x), \quad \varphi \in S \quad \text{(C.35)}
\]

\( r(x) \) defines a tempered distribution with \( \text{supp} r \subseteq \Gamma^+(0) \). It should be stressed that \( r(x) \in S' \) is only a well-defined tempered distribution, provided that one sums up the additional terms in (C.34). In the case of \( \omega(d) \geq 0 \), formal trivial splitting leads to the well-known ultraviolet divergences in field theory.

- We still have to ask whether the splitting solution is unique:

Let \( r_1 \in S' \) and \( r_2 \in S' \) be two splitting solutions of a given distribution \( d \in S' \). After construction \( r_1 \) and \( r_2 \) have their support in \( \Gamma^+ \) and agree with \( d \) on \( \Gamma^+ \setminus \{0\} \), from which follows that \( (r_1 - r_2) \) is a tempered distribution with point support and with singular order \( \omega \leq \omega(d) \):

\[
\text{supp}(r_1 - r_2) \subseteq \{0\}, \quad \omega(r_1 - r_2) = \omega(d), \quad (r_1 - r_2) \in S' \quad \text{(C.36)}
\]

According to a well-known theorem in the theory of distributions, we have

\[
r_1 - r_2 = \sum_{|a| = 0}^{\omega_0} C_n D^a \delta(x). \quad \text{(C.37)}
\]

In case 1, \( \omega(d) < 0 \), the splitting solution is thus unique, in particular it is independent of the vector \( v \) in (C.33). In case 2, \( \omega(d) \geq 0 \), the splitting solution is only determined up to a local distribution with a fixed maximal singular degree \( \omega_0 \leq \omega(d) \). The demands of causality (C.2)
and translational invariance (C.3) leave the constants $C_a$ in (C.37) undetermined. They have to be fixed by additional physical normalization conditions such as Lorentz covariance or gauge invariance.

- In the causal approach the question of the normalizability of a quantum field theory does not involve the proof of its finiteness. Infinites do not appear at all in our formulation. The problem of normalizability, however, consists above all in the proof of the statement that the number of the (of course finite) constants $C_a$ to be fixed by physical conditions stays the same in all orders $n$ of perturbation theory. This means that finitely many normalization conditions are sufficient to determine the S-matrix completely (see Chapter 4).

**Explicit Splitting Solutions in Massless Theories:** We present some splitting formulae in momentum space:

Let $\hat{r}_0(p) \in S'(\mathbb{R}^m)$ be a splitting solution of $\hat{d}(p) \in S'(\mathbb{R}^m)$. We arrive at the general solution in momentum space by adding a polynomial in $p$ of degree $\omega = \omega(d)$ with undetermined coefficients $C_a$ (see (C.37)).

$$\hat{r}(p) = \hat{r}_0(p) + \sum_{|a|=0}^{\omega(d)} C_a p^a$$

(C.38)

Let the derivatives $D^b \hat{r}(q)$ exist in the usual sense of functions for all $|b| \leq \omega$. To put it more precisely, we require the following conditions:

1. $\hat{d}(p)$ is $\omega$-times continuously differentiable in a neighbourhood of $p = q$.
2. The derivatives $(D^a \hat{d})(p)$ are Hölder-continuous at $p = q \forall |a| = \omega$.

Under these conditions there exists an integral representation for $\hat{r}^q$

$$\hat{r}^q(p) := \hat{r}(p) - \sum_{|b|=0}^{\omega} \frac{(p)^b}{b!} D^b \hat{r}(0)$$

(C.39)

This is the splitting solution of $\hat{d}(p)$ which is uniquely determined by the normalization conditions

$$D^b \hat{r}^q(q) = 0 \quad |b| \leq \omega$$

(C.40)

For $p - q \in \tilde{\Gamma}_{n-1}^+(0)$ one deduces the following explicit representation of $\hat{r}^q$ as a dispersion integral.

$$\hat{r}^q(p) = \frac{i}{2\pi} \int_{-\infty}^{\infty} dt \frac{\hat{d}(tp + (1-t)q)}{(t-i0)^{\omega+1}} \frac{\hat{d}(tp + (1-t)q)}{(1-t+i0)^{\omega+1}} \forall p - q \in \tilde{\Gamma}_{n-1}^+(0) \quad \omega(d) \geq 0$$

(C.41)

A formula for other $p$'s can be derived by analytical continuation. The unique splitting solutions in case (1) $\omega(d) < 0$ can be presented analogously as a dispersion integral

$$\hat{r}(p) = \frac{i}{2\pi} \int_{-\infty}^{\infty} dt \frac{\hat{d}(tp)}{(1-t+i0)^{\omega+1}} \forall p \in \tilde{\Gamma}_{n-1}^+(0) \quad \omega(d) < 0$$

(C.42)

In both formulae (C.41,C.42) the t-integral is understood in the sense of distributions, i.e. one first has to smear out the integrand by a test function $\varphi \in S$ and then the t-integration is to be carried out in order to arrive at $<r(p), \varphi(p)>$. 
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The splitting solution \( r^q = 0 \) with the special choice \( q = 0 \) is called the central or symmetrical splitting solution which contains all relevant symmetrical characteristics. This solution is in particular \( L^+_{-} \)-covariant and also gauge invariant in case of gauge theories [25]. In theories with only massive fields the central splitting solution exists. But already for an abelian gauge theory with a massless gauge boson and massive matter fields there still is no complete proof of the existence of the central solution. For the proof of gauge invariance in this theory with the help of explicit splitting solutions one therefore has to pursue some additional consideration [25]. In [26] we have given a new proof of gauge invariance for the abelian theory which does not draw on explicit splitting solutions, is also valid for the case of massless matter fields, and thus yields important methodological suggestions for the nonabelian gauge theory.

The splitting solution \( \hat{r}^q \) (C.41) with normalization point \( q \), however, \( q \in \mathbb{R}^4 \setminus \{0\} \), also exists in the massless case under the above mentioned conditions. But considering the following equation

\[
\Lambda^q(\Lambda x) = D(\Lambda)r^q(x), \quad \Lambda \in L^+_+,
\]

it is obvious that \( r^q \) is in general not covariant because the subtraction point \( q \) is transformed with \( \Lambda \). In order to obtain a covariant splitting solution, one has to perform a finite renormalization. Therefore, in applying (C.41), it is not necessary to compute precisely the \( q \)-depending terms which make the normalization (C.40): We define for an arbitrary retarded part \( r(x) \) of \( d(x) \):

\[
r_q(x)^{\text{def}} = r(x)e^{iqx}.
\]

It is easy to see that \( r_q \) is a splitting solution of \( d_q \) defined by \( d_q^{\text{def}} = e^{iqx}d(x) \). We assume \( q \) to be totally space-like. Then there is the central solution \( r^q = 0 \) of \( d_q \) and

\[
P_q(p)^{\text{def}} = \hat{r}_q(p) - \hat{r}^q = 0 (p)
\]

is a \( q \)-depending polynomial of degree \( \omega \) in \( p \). \( \hat{r}(p) \) can be obtained from \( \hat{r}_q(p) \) by taking the limit

\[
\hat{r}(p) = \lim_{q \to 0}[\hat{r}_q(p) + P_q(p)].
\]

We must add a \( q \)-depending polynomial \( P_q \) in such a way that the limit exists. Thus we obtain a splitting solution \( \hat{r} \) of \( d \).

In Chapter 3 (a) this splitting method is used for the analysis of the gauge boson self-energy.

**Lorentz Covariant Splitting and Cohomology:** In order to prove the nonabelian gauge invariance, we need the statement of the existence of a \( L^+_{-} \)-covariant splitting solution also in the case \( m = 0 \). Epstein and Glaser give a sketch proof of this statement by integrating over a maximal compact subgroup of the complex Lorentz group [13.6.3]. In [27] it is explicitly shown that the existence of a \( L^+_{-} \)-covariant splitting solution is a direct consequence of a trivial cohomology of the Lorentz group.

**The Causal Construction in Case of Fermionic Vertices:** Our formulation of gauge invariance (see Chapter 2) also requires the inductive construction in case of fermionic vertices \( T_{n=1} \). Therefore, we have to generalize the bosonic case treated by Epstein and Glaser (For a detailed analysis see [37]):

We start off with the theory given by

\[
S_1(\underline{g}) = \int d^4x\{T_0^1(x)g_0(x) + T_1^1(x)g_1(x)\} \quad \text{where} \quad \underline{g} := (g_0, g_1).
\]
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Let $T_0^1$ be a bosonic coupling and $T_1^1$ a fermionic one. Thus, $T_1^1$ anti-commute for space-like separated points:

$$\{T_1^1(x), T_1^1(y)\} = 0 \quad \text{for} \quad (x - y)^2 < 0 \quad (C.48)$$

However, the causality of the S-matrix (C.2) implies

$$[S_1(g), S_1(\tilde{g})] = 0 \quad (C.49)$$

for space-like separation of the supports of $g = (g_0, g_1)$ and $\tilde{g} = (\tilde{g}_0, \tilde{g}_1)$.

Inserting (C.47) and (C.48) in (C.49), we see that $g_1(x)$ and $\tilde{g}_1(y)$ must be anti-commuting Grassmann variables.

For the S-matrix in n-th order, we make the ansatz

$$S_n(g) = \frac{1}{n!} \sum_{i_1, \ldots, i_n = 0, 1} \int dx_1 \ldots dx_n \ T_{i_1, \ldots, i_n}^{(n)}(x_1, \ldots, x_n) \ g_{i_1}(x_1) \ldots g_{i_n}(x_n) \quad (C.50)$$

where $i_e = 0$ refers to a bosonic vertex and $i_e = 1$ to a fermionic vertex. Since the test function $g_{i_1}(x_1) \ldots g_{i_n}(x_n)$ in (C.50) has a mixed symmetry, we may assume $T_{i_1, \ldots, i_n}^{(n)}(x_1, \ldots, x_1)$ to have the same symmetry

$$T_{i_1, \ldots, i_n}^{(n)}(x_{i_1}, \ldots, x_{i_n}) = (-1)^{Q(\pi)} \ T_{i_1, \ldots, i_n}^{(n)}(x_1, \ldots, x_n). \quad (C.51)$$

Here, $Q(\pi)$ is the number of transpositions of fermionic vertices which are contained in $\pi$. Note that $Q(\pi)$ is not uniquely determined but $(-1)^{Q(\pi)}$ is. Because of (C.51), the set $X = \{(x_1, i_1), (x_2, i_2), \ldots, (x_n, i_n)\}$ of pairs $(x_e, i_e)$ must be ordered in the fermionic vertices $i_e = 1$.

Following the inductive construction of the $T^{(n)}$’s in the pure bosonic case, it is now evident which modifications must be carried out for our mixed fermionic-bosonic case: Every term must be multiplied with $(-1)^{Q(\pi)}$, where $\pi$ is the permutation, which puts $(x_1, i_1), \ldots, (x_n, i_n)$ in that order in which they are in the considered term. Note that the central step in the inductive construction, the distribution splitting, is not affected by these additional factors $(-1)^{Q(\pi)}$. The final symmetrization of $T^{(n)}$’s turns partially into an antisymmetrization according to (C.51).
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