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Abstract: We discuss nonlinear model predictive control (NMPC) for multi-body dynamics via physics-informed machine learning methods. Physics-informed neural networks (PINNs) are a promising tool to approximate (partial) differential equations. PINNs are not suited for control tasks in their original form since they are not designed to handle variable control actions or variable initial values. We thus present the idea of enhancing PINNs by adding control actions and initial conditions as additional network inputs. The high-dimensional input space is subsequently reduced via a sampling strategy and a zero-hold assumption. This strategy enables the controller design based on a PINN as an approximation of the underlying system dynamics. The additional benefit is that the sensitivities are easily computed via automatic differentiation, thus leading to efficient gradient-based algorithms. Finally, we present our results using our PINN-based MPC to solve a tracking problem for a complex mechanical system, a multi-link manipulator.
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1. INTRODUCTION

Model predictive control (MPC) is a flexible and intuitive control scheme that lets us impose constraints and helps to operate complex systems optimally. The major challenge for MPC is the repetitive solution of an optimal control problem. Even with today’s computing power, efficient model representation to be real-time capable remains the bottleneck. This issue is especially prominent in systems with a fast dynamic, like robotic manipulators, where operation speed relates to increased productivity.

In this work, we study a tracking problem for a multi-link manipulator, see section 2 for further details, with an a-priori unknown tracking trajectory. In this scenario, standard linearization strategies for the nonlinear dynamics, which are used to speed up the computation, cannot be implemented without further challenges. Instead, a repetitive numerical evaluation of the underlying nonlinear dynamics is required. Since the time required by standard time integration schemes may pose a critical constraint during the solution of the optimal control problem, we propose replacing the time-integration with a machine learning (ML) approach. Since standard ML techniques typically require an extensive training data set and cannot compete with state-of-the-art time-integrators (Otness et al., 2021), we propose a physics-informed approach, see Karniadakis et al. (2021) for a recent overview, thus exploiting the underlying known physical law during the training process. More precisely, we replace the nonlinear dynamics with a physics-informed neural network (PINN), initially introduced by Raissi et al. (2019). In addition, we exploit the efficient computation of partial derivatives of the deep neural network (DNN) via automatic differentiation, see for instance Baydin et al. (2018).

Our main results are the following:

(1) Following ideas presented by Antonelo et al. (2021), we detail in section 3.3 how to replace the nonlinear dynamics with a PINN approximation in the context of nonlinear model predictive control (NMPC). Due to the efficient computation of the partial derivative of the PINN with respect to the controller, the optimal control problem can be solved efficiently with a gradient-based method, without any adjoint computations (for gradient-based methods) or acceleration strategies (for nonlinear programming methods).

(2) In section 4 we apply the strategy to a PowerCube serial robot (cf. Fehr et al. (2020)) and demonstrate that replacing the numerical time-integration of the nonlinear dynamics with a PINN speeds up the computation time while retaining a sufficient accuracy within the NMPC framework.
The use of ML techniques in MPC is not new. For instance, in Åkesson and Toivonen (2006) and Hertneck et al. (2018) the controller itself is replaced by a neural network. In the context of a-priori unknown tracking trajectories, such an approach is either not feasible or requires learning in a high-dimensional space. Instead, similarly as in this work, the nonlinear dynamics are replaced by a recurrent neural network in Wu et al. (2021) or a PINN in Arnold and King (2021); Antonelo et al. (2021). However, Arnold and King (2021) use a different strategy for dealing with variable control inputs, and compared to Antonelo et al. (2021), we test our PINN-based MPC on a mechanical system that features faster dynamics than their examples.

Let us briefly outline the structure of the paper. First, we postulate the precise problem setting, including the PowerCube serial robot as sample application in section 2. A short review of NMPC and PINNs in sections 3.1 and 3.2, respectively, is followed by the PINN-based NMPC framework in section 3.3. We demonstrate the efficiency of the framework with a numerical example of multi-link manipulator in section 4.

**Notation** For a positive semidefinite matrix \( Q \in \mathbb{R}^{n \times n} \), we define the weighted (euclidean) seminorm
\[
\| x \|_Q = \sqrt{x^T Q x}.
\]

### 2. PROBLEM FORMULATION

On the time-interval \( T \subseteq \mathbb{R} \) we study control systems of the form
\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)), \\
x(t_0) &= x_0,
\end{align*}
\]
for some initial time \( t_0 \in T \) and \( x: T \to X \subseteq \mathbb{R}^n, x_0 \in \mathbb{R}^n \), \( u: T \to U \subseteq \mathbb{R}^m \) the state, initial value and control, respectively. We assume that \( f \) is continuous and (locally) Lipschitz-continuous with respect to the state, such that the initial value problem (1) has a unique (weak) solution for each \( u \in L^\infty(T, U) \), cf. Sonntag (1989, Thm. 54). The corresponding solution operator (also called flow) that maps the control and initial value to the solution at time \( t \geq t_0 \) is denoted with \( \varphi(t, x_0) = x(t) \).

For our further presentation it will be beneficial to view the control system (1a) as the under-determined differential-algebraic equation (DAE)
\[
0 = F(x(t), \dot{x}(t), u(t)) := \dot{x}(t) - f(x(t), u(t)).
\]
Let us emphasize that, in principle, we could start with a descriptor system instead of the control system (1). However, for the sake of simplicity, we restrict ourselves to control systems of the form (1).

As an exemplary real-world application, we study a multi-link manipulator consisting of Schunk PowerCubes modules, as described in Fehr et al. (2020). Multi-link manipulators play an important role in the automation process of the manufacturing industry and are a heavily studied research topic in fields like control theory, see for instance Spong et al. (2020). The control problem of a multi-link manipulator is simple but still challenging. Thanks to previous works (Kargl, 2020), the dynamical model of the manipulator is already identified and simulation data is available for comparison. The schematic sketch of the here studied manipulator is shown in Fig. 1.

The resulting equations of motion can be read as
\[
M(q) \ddot{q} + k(q, \dot{q}) = h(q, \dot{q} + Bu,
\]
with the generalized coordinates \( q = [\alpha, \beta] \in \mathbb{R}^2 \), the nonsingular mass matrix \( M(q) \in \mathbb{R}^{2 \times 2} \), the vector of centrifugal, coriolis and gyroscopic forces \( k(q, \dot{q}) \in \mathbb{R}^2 \), the vector of applied forces \( h(q, \dot{q}) \in \mathbb{R}^2 \), the input matrix \( B \in \mathbb{R}^{2 \times 2} \) and the input vector \( u \in \mathbb{R}^2 \), which consists of the motor currents of the A and B revolute joint. Introducing \( x := [q, \dot{q}]^T \) yields the first-order reformulation
\[
0 = \begin{bmatrix} I & 0 \\ 0 & M(q) \end{bmatrix} \dot{q} - \begin{bmatrix} h(q, \dot{q}) - k(q, \dot{q}) \\ Bu \end{bmatrix},
\]
which is in the form of (3), with \( x \in \mathbb{R}^4 \).

### 3. METHODS

The practical implementation of a controller on a digital control unit typically requires a temporal discretization of the continuous-time control system (1). We follow Grüne and Pannek (2011) and introduce the time-grid
\[
t_0 < t_1 < \ldots < t_N.
\]
For simplicity we choose an equidistant time grid, i.e., \( t_k = k \tau + t_0 \) with constant sampling period \( \tau > 0 \). Introducing the shifted input \( u_{k} := u(\cdot + k \tau) \) for \( k = 0, 1, \ldots, N - 1 \) we thus obtain \( x_{k+1} = \varphi(t, x_k, x_k) \) (4) with \( x_k = x(t_k) \) for \( k = 0, 1, \ldots, N \). If we make an additional zero-hold assumption for the control input, i.e., \( \frac{d}{dt} u_k(0, \tau) \equiv 0 \), then (4) resembles a discrete-time control system. In this case, by abuse of the notation, we use the symbol \( u_k \) both to denote the control function and its constant value on the interval \( (0, \tau) \).

#### 3.1 Nonlinear Model Predictive Control

Suppose we have a control system in the form of (4), with the state measured at discrete time instants \( t_k \) as described above, then the tracking problem is to find suitable control inputs \( u_k \) such that \( x_k \) follows a given reference \( x_k^{\text{ref}} \) as good as possible. This problem can be solved by applying NMPC.
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Fig. 1. Sketch of the PowerCube serial robot.
For this purpose, we introduce a cost function $\ell: \mathcal{X} \times \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}_{\geq 0}$. In the quadratic case, this function may be chosen as

$$
\ell(x_k^{\text{ref}}, x_k, u_k) = \|x_k^{\text{ref}} - x_k\|^2 + \|u_k\|^2.
$$

Following the NMPC scheme, visualized in Fig. 2, at each time instant $k = 0$ the discrete-time optimal control problem for the moving horizon with horizon width $H$ for the current time instant $\rho$ is given by

$$
\min_{u_\rho, \ldots, u_{\rho+H-1}} \sum_{k=\rho}^{\rho+H-1} \ell(x_k^{\text{ref}}, x_k, u_k)
$$

s.t. $x_{k+1} = \varphi(t, x_k, u_k), \quad u_k \in \mathcal{U}, x_k \in \mathcal{X}.$

Then, the optimal control input sequence $u_k^*$ for $k = \rho, \ldots, \rho+H-1$ for the current time instant $\rho$ is obtained, by solving (6). From this sequence the first control input $u_\rho^*$ is applied to the system until $t_{\rho+1}$, then the procedure repeats. The optimal control problem (6) is solved numerically either: (i) directly, via the Hamiltonian-Jacobi-Bellmann equation, (ii) via gradient-based methods, where the gradients are computed via the adjoint method, or as (iii) nonlinear programming problem with methods such as sequential quadratic programming or the interior-point method, see for instance Nocedal and Wright (2006).

In many applications, $\varphi$ is not available and a numerical approximation $\hat{\varphi}$ is used, for instance obtained via numerical time-integration. In the case of the tracking problem with a-priori known tracking trajectory, one can linearize the nonlinear system in an offline-step to speed up the computation in the online stage. This strategy is used for instance in Fehr et al. (2020) for the optimal control of the present robot manipulator. We emphasize that the reference trajectory needs to be known a-priori and the linearization introduces an additional source of error. We thus cannot apply this strategy and restrict ourselves to the fully nonlinear case.

### 3.2 Physics-Informed Neural Networks

If various solution trajectories of (1) are available, then DNNs can be used to approximate the solution map (2) via a supervised learning task. In more detail, a (data-based) loss-function based on the available solution trajectories is minimized with respect to so-called weights $\omega \in \mathbb{R}^p$ such that the DNN $\hat{\varphi}$ approximates $\varphi$, i.e.,

$$
\hat{\varphi}(t, x_0, u, \omega) = \varphi(t, x_0, u),
$$

for all admissible $(t, x_0, u)$. One strategy to achieve this, is to use existing data

$$
x_i := \varphi(t_i, x_{0,i}, u_i), \quad i = 1, \ldots, N_{\text{data}}
$$

and minimize the mean-squared error loss-function

$$
L_{\text{data}}(\omega) = \frac{1}{N_{\text{data}}} \sum_{i=1}^{N_{\text{data}}} \|\hat{\varphi}(t_i, x_{0,i}, u_i, \omega) - x_i\|^2.
$$

The idea of PINNs, introduced in Raissi et al. (2019), is to add the differential equation to the loss function, as shown in Fig. 3, to robustify the network further and allow for a good approximation even in a data-poor regime. The actual PINN results from inserting the approximated flow $\hat{\varphi}$ and its derivative $\frac{\partial}{\partial \omega} \hat{\varphi}$, which can be computed via automatic differentiation, into the differential equation (3), yielding the residual

$$
\mathcal{F}(t, x_0, u, \omega) := \mathcal{F}(\hat{\varphi}(t, x_0, u, \omega), \frac{\partial}{\partial \omega} \hat{\varphi}(t, x_0, u, \omega), u).
$$

Note that this approach requires sufficiently smooth activation functions in the DNN, for instance the hyperbolic tangent. The loss function corresponding to the differential equation is then given by

$$
L_{\text{phys}}(\omega) := \frac{1}{N_{\text{phys}}} \sum_{i=1}^{N_{\text{phys}}} \|\mathcal{F}(t_i, x_{0,i}, u_i, \omega)\|^2,
$$

where the residual is evaluated on a finite set of so-called collocation points $(t_i, x_{0,i}, u_i)$. Let us emphasize that the collocation points can be chosen arbitrarily without the need to solve the control system (1).

To ensure that both the data and the differential equation are approximated sufficiently well, we minimize the DNN with respect to the combined loss function

$$
L(\omega) = L_{\text{data}}(\omega) + L_{\text{phys}}(\omega).
$$

In practical applications, it may be important to introduce a weighting of the two components of the loss function. For notational convenience, we assume that such a scaling is already implicitly encoded in $\mathcal{F}$. 

![Fig. 2. Basic MPC scheme for the horizon width $H = 4$.](image)

![Fig. 3. PINN architecture.](image)
We test our methodology introduced in section 3 with the multi-link manipulator robot model discussed in section 2. Our approach is implemented in TensorFlow\(^1\). The network topology, including all relevant hyperparameters, is discussed in section 4.1. To ensure that the PINN approximation is sufficiently accurate, we first present in section 4.2 the prediction for a given input sequence. There the PINN operates in self-loop prediction mode as described in section 3.3. The tracking problem for the multi-link manipulator is then solved via the PINN-based MPC in closed-loop (cf. section 4.3). In the following, we use the symbols\(\hat{\alpha}, \hat{\beta}, \alpha_{\text{MPC}}, \) and \(\beta_{\text{MPC}}\) to denote the PINN predictions for the angles \(\alpha\) and \(\beta\) from Fig. 1, and the resulting angles from the MPC scheme, respectively.

To ensure reproducibility of the conducted experiments, the code for the numerical examples is publicly available under the doi:10.5281/zenodo.5520662. All simulations are performed on an Apple M1 chip.

### 4.1 Network topology and training

Our network consists of 4 layers, each hidden layer is activated by the hyperbolic tangent and contains 64 neurons. For the data-based loss function \(L_{\text{data}}\), we use \(N_{\text{data}} = 100\) data points, which only contain a subset of possible initial values, thus not a single solution of the nonlinear system (1) is required, see also Raissi et al. (2019).

Our numerical experiments have shown that it is reasonable to train the network for a slightly larger sampling period than it will be evaluated later on, i.e., we train the network for the time interval \(\left[0, \bar{\tau}\right]\) with \(\bar{\tau} := 0.25\) s \(> 0.2\) s := \(\tau\), and use

\[
X = [-\pi, \pi]^2 \times [-2.5, 2.5]^2, \quad U = [-0.5, 0.5]^2.
\]

For the physics-informed loss function \(L_{\text{phys}}\), we sample \(\left[0, \bar{\tau}\right] \times \mathcal{X} \times \mathcal{U} \subseteq \mathbb{R}^7\) with \(M_{\text{phys}} = 20000\) collocation points, generated via Latin Hypercube sampling (McKay et al., 1979). All hyper parameter are chosen as a result of a grid search. Let us emphasize that despite the small state dimension \((n = 4)\), we have to sample a 7-dimensional space, rendering this a challenging problem from an approximation perspective.

The network training, i.e., the minimization of the loss function, is performed via L-BFGS, a quasi-Newton, full-batch gradient-based optimization algorithm (Liu and Nocedal, 1989) with 800000 iterations (referred to as epochs in the literature). To optimize the the training results, we choose to generate new data and collocation after the first 400000 epochs.

### 4.2 PINN in self-loop prediction

To ensure a sufficiently good prediction capability of the PINN approximation, we first run the PINN in self-loop
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\(^1\) https://www.tensorflow.org/
 mode (cf. Fig. 4a) with the testing input sequence presented in Fig. 5. The sampling period is set to $\tau = 0.2 \text{ s}$, thus this experiment results in 20 loop iterations. The corresponding open-loop prediction is presented in Fig. 6. We observe that the discrepancy between the PINN prediction and the nominal dynamics is relatively small for $t \leq 2 \text{ s}$. For $t \geq 2 \text{ s}$, the accumulation of the approximation errors due to the self-loop mode is noticeable and increases further over time. In the MPC context, the solution of the optimal control problem is robust regarding to this error accumulation for larger time horizons (cf. Schaller (2021)), such that we expect the PINN approximation quality for the dynamics is sufficient within the MPC framework.

4.3 PINN in closed-loop

We now apply the PINN-based MPC discussed in section 3.3 to a tracking problem for the multi-link manipulator (cf. section 2). For this purpose, we use the testing trajectory shown in Fig. 7 and its corresponding reference states $x^{ref}$, taken from Fehr et al. (2020). The trajectory is motivated by an obstacle avoidance and includes motion reversals in both joints to investigate the control performance on friction phenomena caused by the harmonic drive gears that underly highly nonlinear friction effects.

The plant system is simulated by the Runge–Kutta–Fehlberg method (RK45), the MPC sampling period is set to $\tau = 0.2 \text{ s}$ and a horizon width of $H = 5$ is used. These parameters are taken from Fehr et al. (2020). The MPC cost function (5) is parameterized by the diagonal matrices $Q$ and $R$. We chose the matrices as

\[
Q := \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \\
R := \begin{bmatrix}
1 \cdot 10^{-6} & 0 & 0 \\
0 & 1 \cdot 10^{-6}
\end{bmatrix}.
\]

Figs. 8 and 9 illustrate that the NMPC scheme with PINN approximation for the nonlinear dynamics follows the reference trajectory closely with a mean absolute error of $7.53 \cdot 10^{-3} \text{ rad}$ and $2.56 \cdot 10^{-2} \text{ rad}$ for $\alpha$ and $\beta$, respectively. The computed control input is presented in Fig. 10. The solution of the NMPC problem is computed in average in $3.65 \cdot 10^{-2} \text{ s}$, which is clearly below the sampling period.

Let us emphasize that already the computation of $x_{k+1}$ from $x_k$ is more expensive with a classical time-integration scheme such as RK45 or the explicit Euler method, than with the PINN approximation, see Table 1.
The main reason for the numerical integrators’ performance is that these methods cannot use the sampling period as time-step, but need a smaller step-size \( h \). For instance, the explicit Euler method is unstable for this system with step-size \( h = \tau \). Instead, we use \( h = 0.02s \) for the explicit Euler method, which in turn results in a slower execution time. Two additional remarks are in order: First, the evaluation of the PINN is implemented in TensorFlow. If the network with final weights is directly implemented using state-of-the-art BLAS libraries, we expect an additional speedup. Second, the computation of the gradient of the nonlinear dynamics concerning the control can be performed in parallel to the evaluation of the PINN (in contrast to adjoint-based methods), giving an additional speedup within the NMPC framework.

5. CONCLUSION

We studied the applicability of a physics-informed machine learning approach, namely physics-informed neural networks (PINNs) (Raissi et al., 2019), in the context of nonlinear model predictive control (NMPC) for a multi-link robot manipulator. Following ideas presented by Antonelo et al. (2021), we discussed how PINNs could be used to replace the nonlinear dynamics with an efficient-to-evaluate surrogate model. Due to automatic differentiation, the PINN approximation offers, in addition, a cheap and easy-to-implement computation of the partial derivative of the state with respect to the control input, thus paving the way for gradient-descent methods to solve the NMPC problem without the need of further acceleration strategies. In our numerical example for a tracking problem for a multi-link manipulator, we have shown that the PINN-based approximation of the nonlinear dynamics outperforms classical time-integrators in terms of computational time while at the same time being accurate enough to solve the tracking problem.
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