Slavnov-Taylor constraints for non-trivial backgrounds
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Abstract

We devise an algebraic procedure for the evaluation of Green’s functions in $SU(N)$ Yang-Mills theory in the presence of a non-trivial background field. In the ghost-free sector the dependence of the vertex functional on the background is shown to be uniquely determined by the Slavnov-Taylor identities in terms of a certain 1-PI correlator of the covariant derivatives of the ghost and the anti-ghost fields. At non-vanishing background this amplitude is shown to encode the quantum deformations to the tree-level background-quantum splitting. The approach only relies on the functional identities of the model (Slavnov-Taylor identities, $b$-equation, anti-ghost equation) and thus it is valid beyond perturbation theory, and in particular in a lattice implementation of the background field method. As an example of the formalism we analyze the ghost two-point function and the Kugo-Ojima function in an instanton background in $SU(2)$ Yang-Mills theory, quantized in the background Landau gauge.
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The Background Field Method (BFM) is known to be a very powerful tool for studying the properties of non-Abelian gauge theories. Its main advantage over the conventional quantization formalisms (e.g., the ordinary renormalizable $R_\xi$ gauges) resides in the fact that it preserves gauge invariance with respect to the background field at the quantum level, thus providing a linear functional identity (the background Ward identity) for the vertex functional. This identity leads in turn to linear relations between the 1-PI Green’s functions of the theory, as opposed to the bilinear relations obtained from the Slavnov-Taylor identities. It then follows that the construction of the (background) effective action is significantly simplified, for the structure of the allowed counterterms is greatly constrained by the symmetry requirements enforced by the background gauge invariance. This, together with its perturbative equivalence with the usual perturbation theory based on the Gell-Mann and Low’s formula, makes the application of the BFM advantageous in a variety of situations, ranging from perturbative calculations in Yang-Mills theories via the quantization of the Standard Model to gravity and supergravity calculations.

Another important aspect of the BFM is that it can be used as a simple prescription for calculating to any order the $n$-point Green’s functions of the pinch technique. This technique represents the only known method capable of enforcing explicit gauge invariance in (all-order) off-shell Green’s functions and the corresponding infinite set of (non-perturbative) integral equations (the so-called Schwinger-Dyson equations) that couples them. Specifically, this equivalence stems from an infinite tower of powerful identities – the so-called background-quantum identities – that relates Green’s functions involving a given combination of quantum and background fields with the same functions where one of the background fields has been replaced by its quantum counterpart.

Indeed, these identities play a fundamental role in the two-point sector of (pure) $SU(N)$ Yang-Mills theories, where it is known that the IR behavior of the gluon (and ghost) propagator encodes precious information about the non-perturbative dynamics of the theory in general, and the confinement phenomenon in particular. In this case in fact one can study the Schwinger-Dyson equation for the background (viz. the pinch technique) gluon propagator, which can be truncated gauge invariantly by exploiting the block-wise transversality of its gluon and ghost one- and two-loop dressed contributions. The solution of
this equation can be then related to the conventional one through the corresponding two-point background quantum identity; the result is a gauge artifact free propagator that can be meaningfully compared to the plethora of high quality ab-initio lattice gauge theory computations currently available [15].

The combination of the aforementioned continuum studies and lattice data gives overwhelming evidence that (in the Landau gauge) the gluon propagator and the ghost dressing function saturates in the deep IR at a finite, non-vanishing value [16, 17]. The lattice preference for these so-called massive solutions has entailed a paradigmatic shift in our understanding of the QCD IR dynamics, thus forcing the abandoning of the original formulation of confinement scenarios such as the ones of Kugo-Ojima [18] (predicting an IR divergent – or enhanced – ghost dressing function) and Gribov-Zwanziger [19, 20] (predicting an IR divergent ghost dressing function and an IR vanishing gluon propagator) in favor of models capable of accommodating a dynamically generated gluon mass [8, 21].

Possible loopholes in lattice studies have been meanwhile also thoroughly addressed. In fact, when calculating off-shell Green’s functions on the lattice one does not only need to fix a gauge, but has also to keep under control the various sources of systematic errors (e.g., discretization effects, finite volume effects, Gribov copies effects), while at the same time providing enough computational power (read large volume lattices) to study the deep IR region [22]. Of all these problems, the most pressing and debated one is probably the Landau gauge projection, which is well-known to suffer from Gribov copies; yet there are clear indications that the effects of such copies is quantitative (rather than qualitative) and well under control [22].

Thus, given the state-of-the-art just described, it would be highly desirable to compute the gluon (and ghost) propagator and study their IR behavior in as many gauges as possible. Progress in implementing the $R_\xi$ gauges for $\xi \neq 0$, and in particular the Feynman gauge, has been recently reported [23]; nonetheless, it is clear that implementing the BFM method on the lattice (for whatever value of the gauge fixing parameter) would be a long awaited leap forward [24].

Putting the BFM on a lattice requires the choice of a suitable background field $\hat{A}$. This is a more subtle operation than it looks like at a first sight. To understand why, let’s concentrate to the background Landau gauge case, which is fixed by the condition $\hat{D}^\mu Q_\mu = 0$, with $\hat{D}$ the background covariant derivative and $Q = A - \hat{A}$ the quantum field – see Section [11].
below for our notation. Then, it has been shown in \[25\] that the gauge can be fixed locally if and only if given an infinitesimal gauge transformation of parameter \( w \) in the Lie algebra of the gauge group such that \( A_\mu \rightarrow A_\mu + D_\mu w \) (\( D \) being the ordinary covariant derivative, see Section II again), the equation

\[
\hat{D}^\mu D_\mu w = 0
\]  

has no solutions other than \( w = 0 \). Since in the background Landau gauge the background and covariant derivatives commute, this implies that the latter condition does not fix uniquely the gauge (not even locally) if the equation

\[
\hat{D}_\mu w = 0,
\]  

has any solution \( w \neq 0 \). If a solution of the latter type exists, the background gauge potential \( \hat{A} \) is called partially flat; a good background on the lattice is therefore non partially flat \[25\]. Notice that, in a finite volume system as the lattice, this rules out the naive (perturbative) vacuum \( \hat{A} = 0 \), otherwise \( w = w_0 \) with \( w_0 \) constant, would be an acceptable solution of (1.2); on the other hand, the latter is precisely the standard vacuum used in the analyses carried out in the literature when attempting to solve the constraints coming from the defining functional identities of the theory (Slavnov-Taylor, background-quantum, \( b \)-equation, ghost and anti-ghost equations).

The present paper serves precisely the purpose of developing the new formal tools needed to solve the relevant functional identities in those cases where one has to deal with a non-trivial (or non partially flat in the lattice case) background configurations, \( e.g. \), the topologically non-trivial vacuum configurations provided by vortices, monopoles and instantons. The upshot of our analysis will be that Green’s functions involving only gluon fields in a non-trivial background can be obtained from the evaluation of the same amplitudes at zero background field, once one performs a gluon field redefinition which generalizes the quantum-background replacement \( Q = A - \hat{A} \) when loop corrections are taken into account. The latter field redefinition can be explicitly computed in terms of a certain functional, involving the insertion of two composite operators given by the BRST variation of the gluon field and the covariant derivative of the antighost.

This opens also up the possibility of encoding topological information (such as winding numbers) into continuum non-perturbative methods (\( e.g. \), the aforementioned Schwinger-Dyson equations) by calculating the correction terms due to the presence of a non-trivial
background $\hat{A} \neq 0$. In this way one might be able to describe what happens when topological effects are properly taken into accounts, and compare with what has been observed on the lattice when center vortices are removed from the vacuum configurations [26, 27].

The paper is organized as follows. Since our results will be derived within the quantization framework of Batalin and Vilkovisky [28], we start by briefly recalling its main ingredients in Section II. Unlike in the conventional BFM formalism, we keep the background as a fixed classical non-trivial configuration. This entails that we do not rely on the background equivalence theorem [4], which allows in perturbation theory to derive the connected amplitudes of gauge-invariant physical operators by taking the Legendre transform with respect to the background fields (and not with respect to the quantized fields, as is prescribed by the Gell-Mann and Low’s formula). Next, we will analyze the consequences of allowing a non-trivial background by looking in detail at the two-point ghost sector. We will then move to the central result of the paper that is the determination of the functional encoding the deformation of the background-quantum splitting induced by quantum corrections (Section IV) and the complete solution of the recursion for the background amplitudes (Section V). After drawing our conclusions and look into possible applications of the results presented, in the Appendix some perturbative results and checks will be discussed.

II. PRELIMINARIES

When dealing with theories possessing a non-linear BRST operator $s$, such as $SU(N)$ Yang-Mills theories in general, and QCD in particular, an efficient procedure to quantize the theory is through the introduction of certain external sources $\phi^*$ (one for each field $\phi$ transforming non-linearly under $s$) describing the renormalization of the composite operators that are bound to appear. These sources, called anti-fields [29], have opposite statistics with respect to the corresponding field $\phi$, ghost charge $gh(\phi^*) = -1 - gh(\phi)$, and, choosing the (mass) dimension of the Faddeev-Popov ghost fields to be zero, dimension $\text{dim}(\phi^*) = 4 - \text{dim}(\phi)$ (see Table I). This ensures that the Lagrangian $\mathcal{L}$ has ghost number zero and canonical dimension four.

Anti-fields are then coupled in the tree-level vertex functional $\Gamma^{(0)} = \int d^4x \mathcal{L}$ to the quantum fields through the term $\sum \phi^* s \phi$, where, specializing to $SU(N)$ Yang-Mills theories
and neglecting matter fermion fields, one has

\[ sA^a_\mu = (D_\mu c)^a; \quad sc^a = -\frac{1}{2} f^{abc} c_b^a c^c \]
\[ s\bar{c}^a = b^a; \quad sb^a = 0. \]  

(2.1)

In the expressions above \( D \) represents the covariant derivative in the adjoint representation of the gauge group, i.e.,

\[ (D_\mu \phi)^a = D^{ab}_\mu \phi^b; \quad D^{ab}_\mu = \delta^{ab} \partial_\mu + f^{acb} A^c_\mu \]  

(2.2)

while the \( b \) field is the Nakanishi-Lautrup multiplier for the (yet to be specified) gauge fixing function \( F \), so that the gauge fixing and Faddeev-Popov ghost Lagrangian will be given by the total BRST variation

\[ \mathcal{L}_{GF} + \mathcal{L}_{FPG} = s \left( \bar{c}^a F^a - \frac{\xi}{2} \bar{c}^a b^a \right). \]  

(2.3)

The tree-level vertex functional is then written as

\[ \Gamma^{(0)} = \int d^4x \left[ -\frac{1}{4} F_{\mu\nu}^a F^{a\mu\nu} + \mathcal{L}_{GF} + \mathcal{L}_{FPG} + A^a_\mu (D^a_\mu c)^a - \frac{1}{2} f^{abc} c^a b^b c^c \right]. \]  

(2.4)

In order to specialize to the BFM type of gauges, which represents the relevant case for the ensuing analysis, let us split the classical field \( A \) into a background (\( \hat{A} \)) and a quantum (\( Q \)) part according to

\[ A^a_\mu = \hat{A}^a_\mu + Q^a_\mu. \]  

(2.5)

Next, we retain the background gauge invariance of the gauge-fixed action by choosing a gauge-fixing function transforming in the adjoint representation of \( SU(N) \) through the replacement of the ordinary derivative with the background covariant derivative

\[ F^a = (\hat{D}^\mu Q_\mu)^a \]
\[ = \partial^\mu Q^a_\mu + f^{abc} \hat{A}^b_\mu Q^c_\mu. \]  

(2.6)
As a last step, in addition to the anti-fields $\phi^*$, the quantization of the theory in the BFM requires the introduction of an additional (vector) source $\Omega$, implementing at the quantum level the equation of motion of the background field $\hat{A}$, with

$$s\hat{A}_\mu^a = \Omega^a_\mu; \quad s\Omega^a_\mu = 0. \quad (2.7)$$

In ordinary perturbative quantum field theory, Eq. (2.7) implements the so-called doublet mechanism [30–32], preventing the background field from modifying the physical observables of the model. Briefly, a pair of variables $(u, v)$ such that $su = v$, $sv = 0$ is called a BRST doublet ($v$ represents the BRST partner of $u$). In the BRST quantization approach, the physical observables (i.e., the set of physical local operators) admit a mathematical characterization in terms of the local cohomology $H^0(s)$ of the BRST operator $s$ in ghost number zero [31, 33]. The latter is defined by identifying all the local zero ghost number operators in the kernel of $s$ which differ by a total $s$-variation; that is, we say that two BRST-invariant operators $O(x)$ and $O'(x)$ are equivalent iff they can be written as

$$O(x) = O'(x) + sQ(x) \quad (2.8)$$

for some local operator $Q(x)$ with ghost number $-1$. One is also interested in the cohomology $H^0(s|d)$ of the BRST differential $s$ modulo the exterior derivative $d$. This is given by BRST-invariant integrated local operators with ghost number zero when one identifies operators differing by a total $s$-variation. For $SU(N)$ Yang-Mills theories with no matter fermions $H^0(s|d)$ is given by all integrated gauge-invariant polynomials constructed out of the field strength $F^a_{\mu\nu}$ for the gauge field $A$ and its covariant derivatives [31, 33]. Notice that the latter do not depend on the background field and on its BRST partner, as a consequence of a general theorem [31, 32] stating that doublet variables drop out in the computation of the cohomology of the BRST differential.

On the other hand, if one considers, as we do here, the computation of gauge-variant quantities like e.g., Green’s functions of the ghost fields, there is no reason to exclude a (non-perturbative) dependence on a non-trivial background configuration.

The BRST transformation of the quantum field $Q$ is from Eq. (2.7) and Eq. (2.1)

$$sQ^a_\mu = sA^a_\mu - \Omega^a_\mu = \Gamma^{(0)}_{\mu} - \Omega^a_\mu, \quad (2.9)$$

where, for later convenience, we have introduced the notation $\Gamma^\phi_\phi \equiv \delta^\phi \Gamma \equiv \frac{\delta}{\delta \phi} \Gamma$ with $\Gamma$ an arbitrary functional of $\phi$. One is then led to the Slavnov-Taylor (ST) identity in functional
\[
\int d^4x \left[ \Gamma^\mu_{A^\mu} \Gamma_{Q^\mu} + \Gamma^\mu_{c^a} \Gamma_{c^a} + b^a \Gamma_{c^a} + \Omega^\mu_a \left( \Gamma^\mu_{\bar{c}} - \Gamma^\mu_{\bar{Q}} \right) \right] = 0, \tag{2.10}
\]

where \( \Gamma \) is now the (quantum) effective action. Notice that the ST identity above can also be rewritten in terms of the original field \( A \) to assume the somewhat more compact form

\[
\int d^4x \left[ \Gamma^\mu_{A^\mu} \Gamma_{A^\mu} + \Gamma^\mu_{c^a} \Gamma_{c^a} + b^a \Gamma_{c^a} + \Omega^\mu_a \Gamma_{\bar{c}} \right] = 0. \tag{2.11}
\]

By setting the background field and source to zero one recovers the usual ST identity in the ordinary \( R_\xi \) gauges.

The usual Slavnov-Taylor identities are generated from Eq. (2.10) – or Eq. (2.11) – by taking functional differentiations with respect to combinations of fields containing either one ghost field, or two ghost fields and one anti-field, setting all fields/sources to zero afterwards (the only exception to this rule being when differentiating with respect to a ghost anti-field, which needs to be compensated by three ghost fields). In contrast, functional differentiation with respect to a background source and background and/or quantum fields will provide the so-called background-quantum identities which relate Green’s functions involving background fields to those involving quantum fields \[12, 13\].

A further Ward-Takahashi identity holds in the background gauge as a consequence of the invariance under background gauge transformations:

\[
\mathcal{W}_a(\Gamma) = -\partial^\mu \frac{\delta \Gamma}{\delta A^a_\mu} + f^{abc} \frac{\delta \Gamma}{\delta A^b_\mu} + \sum_{\chi \in \{Q, c, \bar{c}, b, \Omega, \phi^*\}} f^{abc} \chi_c \frac{\delta \Gamma}{\delta \chi^b} = 0. \tag{2.12}
\]

Notice that this identity is linear in the vertex functional, unlike the ST identity (2.11).

The linearity of the gauge fixing function in the quantum fields implies also the existence of a constraint coming from the equation of motion of the \( b \) field

\[
\Gamma_{b^a} = -\xi b^a + (\bar{D}^\mu Q^\mu)^a, \tag{2.13}
\]

which takes the form of the ghost (or Faddeev-Popov) equation

\[
\Gamma_{c^a} + (\bar{D}^\mu A^\mu)^a - (D^\mu \Omega)^a = 0. \tag{2.14}
\]

Finally, when considering the background Landau gauge \( \xi = 0 \), one has

\[
\mathcal{L}_{GF} + \mathcal{L}_{FPG} = s \left[ \bar{c}^a (\bar{D}^\mu Q^\mu)^a \right] = b^a (\bar{D}^\mu Q^\mu)^a - \bar{c}^a \left[ (\bar{D}^\mu D^\mu c)^a - (\bar{D}^\mu \Omega)^a + f^{abc} \Omega^\mu_b Q^\mu c \right]. \tag{2.15}
\]
As a consequence, an additional equation appears namely the anti-ghost equation

\[ \Gamma_{c} - (\hat{D}^a \Gamma_{\Omega^a}) + f^{abc} \Gamma_{b} \bar{c}^c - (\mathcal{D}^\mu A^*_\mu)^a - f^{abc} c^b c^c = 0. \]  

(2.16)

Notice that this equation is local, as opposed to the integrated (and correspondingly less powerful) equation one would get within the Landau gauge in the conventional $R_\xi$ gauges.

In addition, in this gauge the background Ward-Takahashi identity (2.12) is not an independent identity; in fact, introducing the linearized ST operator $S_I$ acting on a functional $X$ as

\[ S_I(X) = \int d^4x \left[ \Gamma_{A^\mu} X_{A^\mu} + \Gamma_{A^\mu} X_{A^\mu} + \Gamma_{c^a} X_{c^a} + \Gamma_{c^a} X_{c^a} + b^a X_{\bar{c}^a} + \Omega^\mu_a X_{\hat{A}_a} \right], \]

(2.17)

Eq. (2.12) can be rewritten as the anticommutator of the ST identity (2.11) and the antighost equation (2.16), that is

\[ \mathcal{W}^a(\Gamma) = S_I \left( \Gamma_{c^a} - (\hat{D}^\mu \Gamma_{\Omega^\mu}) + g f^{abc} \Gamma_{b} \bar{c}^c - (\mathcal{D}^\mu A^*_\mu)^a - f^{abc} c^b c^c \right) + \delta \frac{\delta}{\delta \phi^a} S(\Gamma) = 0. \]

(2.18)

III. TWO-POINT FUNCTIONS IN A NON-TRIVIAL BACKGROUND

In this section we start looking into the consequences of allowing a non-trivial background by considering as a case study the two-point ghost sector; in particular we will highlight the differences induced in the definition of the 1-PI functions and the corresponding relations dictated by the functional identities (2.11), (2.14) and (2.16).

Let us begin by introducing the following definition of the 1-PI Green’s functions

\[ \Gamma_{\phi_1...\phi_n \bar{\phi}_1...\bar{\phi}_m} = \frac{\delta^{(n+m)}(\phi^* \Gamma \bar{\phi} \Omega)}{\delta \phi_1 \delta \phi_2 \delta \phi_3 \delta \phi_m A_\neq 0 |_{\Omega=0} = 0}, \]

(3.1)

where $\phi$ includes now background gluons $\hat{A}$ as well, and the indices $1, \ldots, n, \ldots m$ denote the dependence on the internal and Lorentz indices as well as on coordinates. Thus the Green’s functions $\Gamma_{\phi_1...\phi_n \bar{\phi}_1...\bar{\phi}_m}$ are calculated by setting all fields and external sources but $\hat{A}$ to zero, since we want eventually to compute them in a non-perturbative setting where non-trivial background $\hat{A} \neq 0$ is present; we will also set $\Gamma = |_{\Omega=0}$.

Next, we differentiate Eq. (2.16) with respect to $\bar{c}^b$; then, by using the $b$-equation (2.13) we find

\[ \Gamma_{\phi^a c^a} = \hat{D}^a_{\mu} \Gamma_{\phi^a \Omega^a} + f^{abc} \partial^\mu A^c_{\mu} \delta(x - y). \]

(3.2)
In a similar fashion the differentiation of Eq. (2.16) with respect to $A^{ab}_\mu$ yields

$$\Gamma_{A^{ab}_\mu} = \delta^{ab} \partial_\mu \delta(x - y) - \hat{D}^{ac}_\nu \Gamma_{\Omega^c A^{ab}_\mu}. \quad (3.3)$$

Finally, differentiating Eq. (2.14) with respect to $\Omega^{b}_\mu$ we get

$$\Gamma_{\Omega^{b}_\mu c} = -\hat{D}^{ac}_\rho \Gamma_{\Omega^{b}_\rho A^{c}_\mu} + \partial_\mu \delta(x - y) \delta^{ba}. \quad (3.4)$$

By substituting Eq. (3.4) into Eq. (3.2) we arrive at the final answer

$$\Gamma_{\bar{c} b} = \square \delta^{ab}(x - y) + f^{abc} \hat{A}^c_\mu \partial_\mu \delta(x - y) - f^{abc} \hat{A}^c_\mu \delta(x - y) + \hat{D}^{ac}_\mu \hat{D}^{bd}_\nu \Gamma_{\Omega^c A^{ab}_\mu}. \quad (3.5)$$

Thus the two-point 1-PI ghost Green’s function is fully determined in the background Landau gauge by the Green’s function $\Gamma_{\Omega A^{c}_{\mu}}$ alone, even in the presence of a non-trivial background configuration.

The latter function can be explored by non-perturbative methods (e.g. evaluating it on the lattice by means of Monte Carlo averages) through the connected Green’s function

$$C^{ab}_{\mu \nu}(x, y) = \langle (D_\mu \bar{c})^a(x)(D_\nu c)^b(y) \rangle^C = \frac{\delta^2 W}{\delta A^{ab}_\mu \delta A^{ab}_\nu} \bigg|_{\hat{A} \neq 0} \frac{\delta A^{ab}_\mu}{\delta \Omega^{b}_\mu}, \quad (3.6)$$

where $T$ indicates the time ordered product of fields, and $W$ is the connected generating functional, obtained by taking the Legendre transform of $\Gamma$ w.r.t to $\phi$

$$W = \Gamma + \int d^4x \ J \cdot \phi \quad (3.7)$$

($J$ is a collective notation for the sources of the quantized fields $\phi$).

In fact the function $G$ can be decomposed into its connected components according to

$$C^{ab}_{\mu \nu}(x, y) = \Gamma_{\Omega^{b}_\mu A^{c}_{\nu}}(x, y) + i \int d^4z \Gamma_{\Omega^{b}_\mu c}(x, z) D^{de}(z, w) \Gamma_{c A^{e}_{\nu}}(w, y), \quad (3.8)$$

where $D$ denotes the dressed ghost propagator obtained by inverting Eq. (3.5).

Use of Eqs. (3.3) and (3.4) yields

$$C^{ab}_{\mu \nu} = \Gamma_{\Omega^{b}_\mu A^{c}_{\nu}} - i \partial_\mu \partial_\nu D^{ab} - i \int d^4z \left[ \partial_\mu D^{ad} \hat{D}^{de}_\rho \Gamma_{\Omega^{e}_d A^{c}_{\nu}} - \hat{D}^{de}_\rho \Gamma_{\Omega^{e}_d A^{c}_{\nu}} \partial_\nu D^{db} \right]$$

$$- i \int d^4z \int d^4w \hat{D}^{de}_\rho \Gamma_{\Omega^{e}_d A^{c}_{\nu}} D^{dm}_\sigma \hat{D}^{mn}_\sigma \Gamma_{\Omega^{m}_n A^{c}_{\nu}}, \quad (3.9)$$

and, since, as already noticed, $D$ is fixed by inverting Eq. (3.5), the r.h.s. of the equation above depends only on $\Gamma_{\Omega A^c}$.
Eq. (3.9) generalizes to a non-trivial background configuration the results obtained in [34] at zero background field. The determination of $\Gamma_{\Omega A^*}$ can be performed once $\mathcal{C}$ is known by expanding in the relevant form factors all Green’s functions in Eq. (3.9); notice however that, as we will see below, additional background-dependent invariants arise in the presence of a non-trivial background configuration as compared to the $\hat{A} \neq 0$ case.

A. An explicit example: the instanton background

Though the focus of this paper is on the general properties of the formalism, it is nevertheless instructive to carry out an explicit computation with a given background in order to highlight the differences with respect to the $\hat{A} = 0$ case, as well as to familiarize with the calculation of the auxiliary function $\Gamma_{\Omega A^*}$ which represents a key object in the ensuing analysis.

There are many possible topologically non-trivial background configurations that are believed to affect the (IR) dynamics of QCD Green’s functions, and have been isolated, through cooling, in thermalized lattice configurations: vortices, monopoles and instantons [35]. In what follows we will concentrate on an $SU(2)$ instanton background configuration, which, in the singular gauge reads [36]

$$A^a_\mu(x) = 2\bar{\eta}^{a\mu\nu} \frac{x^\nu}{x^2(x^2 + \rho^2)},$$

(3.10)

where $\bar{\eta}$ are the ’t Hooft symbols:

$$\bar{\eta}^{a\mu\nu} = \epsilon_{a\mu\nu4} - \delta_{a\mu}\delta_{\nu4} + \delta_{a\nu}\delta_{\mu4}; \quad \epsilon_{1234} = 1. \quad (3.11)$$

Since all the calculations will be perform in (Euclidean) momentum space, we parametrize the Fourier transform of the instanton configuration as

$$A^a_\mu(p) = \bar{\eta}^{a\mu\nu} p^\nu f(p),$$

(3.12)

where (in the singular gauge) one finds

$$f(p) = -i\frac{4\pi^2 p^\nu}{\rho p^3} \left[ -\frac{2}{pp} + K_1(pp) - ppK'_1(pp) \right],$$

(3.13)

with $K$ the modified Bessel functions of the second kind; in the IR one has then

$$f(p) \propto \frac{1}{p^2}.$$
Notice that in taking the Fourier transform we will drop all factors \((2\pi)^4\), and in the case of fields, we will denote their Fourier transform by the same symbols as the original fields but with a momentum argument, as identified by the Latin letters \(p, q, r\) etc. In order to keep the algebra as simple as possible we work here in \(SU(2)\) Yang-Mills theory; the technique presented can be however extended in a rather straightforward way to more general gauge groups.

Let us notice, before starting the actual calculation, that the presence of a non-trivial background evidently breaks the translational invariance of the theory; this in turn means that a two-point function will feature two independent momenta \(p\) and \(q\) with \(p + q \neq 0\). On the lattice this is a common situation for translational invariance is broken by the finite volume even when \(\hat{A} = 0\). To avoid the proliferation of form factors, and to keep the calculation at a reasonably simple level, we will assume in what follows that translational invariance has been recovered. This is equivalent to assuming that an averaging of some sort over the instanton collective coordinates (position, size and color orientation) is carried out; on the lattice this would correspond to measuring the two-point function as the average on many different background configurations, in a similar fashion to the method developed in \cite{37} for numerically inverting the Faddeev-Popov operator without imposing translational invariance, but rather recovering it as an average over many configurations.

1. **Ghost two-point function**

In the presence of the background \((3.10)\) the two point functions \(\Gamma_{\bar{c}c}\) and \(\Gamma_{\Omega A^*}\) admit the following decomposition

\[
\Gamma_{\bar{c}c} (p) = -\delta^{ab} p^2 F^{-1} (p^2),
\]

\[
\Gamma_{\Omega A^*} (p) = \delta^{ab} T_{\mu\nu} (p) C_T (p^2) + \delta^{ab} L_{\mu\nu} (p) C_L (p^2) + f^{abc} \bar{\eta}_{c\mu\nu} C_1^a (p^2) + f^{abc} \bar{\eta}_{c\mu\rho} \frac{p^\mu p^\rho}{p^2} C_2^a (p^2)
\]

\[
+ f^{abc} \bar{\eta}_{c\nu\rho} \frac{p^\nu p^\rho}{p^2} C_3^a (p^2) + \bar{\eta}_{a\mu\rho} \bar{\eta}_{b\nu\sigma} \frac{p^\mu p^\nu}{p^2} C_4^a (p^2) + \bar{\eta}_{a\mu\rho} \bar{\eta}_{b\mu\sigma} \frac{p^\mu p^\sigma}{p^2} C_5^a (p^2),
\]

where \(T_{\mu\nu} (p) = g_{\mu\nu} - p_\mu p_\nu / p^2\) (respectively, \(L_{\mu\nu} (p) = p_\mu p_\nu / p^2\)) is the dimensionless transverse (respectively, longitudinal) projector. The ghost propagator \(D\) is given by

\[
D^{ab} (p^2) = \frac{i}{p^2} F (p^2) \delta^{ab}.
\]
TABLE II: Contribution to the different form factors from the terms of \( (3.18) \) of zero and first order in the background field. To get the total contribution to the corresponding form factor one needs to multiply all entries by \( f(p+q) \), except the one corresponding to \( C_L \).

\[
\begin{array}{|c|c|c|c|c|}
\hline
 & \delta^{cd}\partial_\mu\partial_\nu\Gamma_{\Omega^\mu\nu}A^\gamma_d & f^{ckd}\partial_\mu\tilde{A}^k_\nu\Gamma_{\Omega^\mu\nu}A^\gamma_d & f^{ckd}\tilde{A}^k_\mu\partial_\nu\Gamma_{\Omega^\mu\nu}A^\gamma_d & -f^{ckd}\tilde{A}^k_\mu\partial_\nu\Gamma_{\Omega^\mu\nu}A^\gamma_d \\
\hline
C_T(p^2) & 0 & 0 & 0 & 0 \\
C_L(p^2) & 3p^2 & 0 & 0 & 0 \\
C_1^n(p^2) & 0 & -6i(p+q)^2 & -6i(p+q) \cdot p & -6i(p+q) \cdot p \\
C_2^n(p^2) & 0 & -2i\frac{(p+q)^2}{p^2} & 0 & -6i(p+q) \cdot p \\
C_3^n(p^2) & 0 & 6i\frac{(p+q)^2}{p^2} & 6i(p+q) \cdot p & 0 \\
C_4^n(p^2) & 0 & -2i\frac{(p+q)^2}{p^2} & 0 & 0 \\
C_5^n(p^2) & 0 & 2i\frac{(p+q)^2}{p^2} & 0 & 0 \\
\hline
\end{array}
\]

We then need to study Eq. \( (3.3) \) and see what contributions we get from each of the form factors. In the Landau gauge \( \partial^\mu\tilde{A}_\mu = 0 \), and thus the third term in \( (3.3) \) vanishes. If momentum conservation is imposed, the ghost two-point function is proportional to \( \delta^{ab} \) only and thus one can color trace the r.h.s. of eq.\( (3.3) \), simplifying considerably the algebra. The only contributions come from the box term, which represents the standard kinetic term for the ghost field, and from the last term of eq.\( (3.3) \), involving two background covariant derivatives. For the latter we get

\[
\tilde{D}^{ac}_\mu\tilde{D}^{bd}_\nu = \partial_\mu\partial_\nu\delta_{cd} + f^{ckd}\partial_\mu\tilde{A}^k_\nu + f^{ckd}(\tilde{A}^k_\mu\partial_\nu - \tilde{A}^k_\nu\partial_\mu) + \tilde{A}^k_\mu\tilde{A}^k_\nu\delta^{cd} - \tilde{A}^d_\mu\tilde{A}^c_\nu. \tag{3.18}
\]

For the terms involving no or one background field the contributions to the product \( \tilde{D}^{ac}_\mu\tilde{D}^{bd}_\nu\Gamma_{\Omega^\mu\nu}A^\gamma_d \) are shown in Table III (the instanton carries momentum \( p+q \)).

For terms involving two background field insertions, there is one extra complication. Let’s write

\[
\tilde{A}^c_\mu(x) = \int d^4r \tilde{A}^c_\mu(r)e^{-ir\cdot x}; \quad \tilde{A}^d_\nu(x) = \int d^4r' \tilde{A}^d_\nu(r')e^{-ir'\cdot x}, \tag{3.19}
\]

for the two background fields; then substituting in \( (3.18) \) and using the \( \delta \) for the total momentum conservation, one is left with a residual integration over \( d^4r \). The results for these terms are then shown in Table III.

Therefore we obtain the following equation for the 2-point ghost dressing function...
\[
\begin{array}{|l|l|l|}
\hline
 & \hat{\hat{A}}_\mu \hat{A}_\nu \delta^{cd} \Gamma^{(\mu \nu \alpha \beta)_{\Omega}} & \hat{\hat{A}}_\mu \hat{A}_\nu \Gamma^{(\mu \nu \alpha \beta)_{\Omega}} \\
C_T(p^2) & -9r^2 + 3\frac{(r \wedge p)^2}{p^2} & -3r^2 + \frac{(r \wedge p)^2}{p^2} \\
C_L(p^2) & -\frac{(r \wedge p)^2}{p^2} & -\frac{(r \wedge p)^2}{p^2} \\
C_1^\eta(p^2) & 0 & 6r^2 \\
C_2^\eta(p^2) & 0 & 2\frac{(r \wedge p)^2}{p^2} \\
C_3^\eta(p^2) & 0 & -2\frac{(r \wedge p)^2}{p^2} \\
C_4^\eta(p^2) & -3r^2 + \frac{(r \wedge p)^2}{p^2} & -3r^2 + 5\frac{(r \wedge p)^2}{p^2} \\
C_5^\eta(p^2) & -3r^2 + \frac{(r \wedge p)^2}{p^2} & -9\frac{(r \wedge p)^2}{p^2} \\
\hline
\end{array}
\]

TABLE III: Contribution to the different form factors from the terms of (3.18) of second order in the background field. For each term the integral \( \int d^4r f^2(r) \) is understood.

\[ F^{-1}(p^2) = 1 - C_L(p^2) - \frac{1}{3p^2} \Sigma(p^2) \]  

where \( \Sigma \) denotes the sum of the contributions spanned by the \( C_j^\eta \) factors given in Table II and by the \( C_T, C_L \) and \( C_j^\eta \) factors in Table III. The \( \Sigma \) term in eq. (3.20) takes into account the instanton corrections to the well-known relation

\[ F^{-1}(p^2) = 1 - C_L(p^2) \]  

which holds in a trivial background [34, 38, 39].

2. Kugo-Ojima function

A second interesting quantity to look at in the presence of a non-trivial background is the Kugo-Ojima function \( u \) [18] which, when neglecting possible contributions from intermediate massive states, is related in the limit of small momenta to the connected function \( C \) of Eq. (3.6) through

\[ u^{ab}(p^2) = \frac{1}{3} T^{\mu \nu}(p) C^{ab}_{\mu \nu}(p). \]  

Now, \( C \) admits a tensor decomposition of the same form as its 1PI part \( \Gamma^{(\mu \nu \alpha \beta)_{\Omega}} \) in eq. (3.16); in this case however its form factors have both a 1PI contribution furnished by the various \( C \)s of (3.16), as well as a reducible contribution coming from the second term in (3.8).
TABLE IV: Contribution to the two-point functions $\Gamma_{\Omega^c}$ (left table) and $\Gamma_{cA^a}$ (right table) coming from the various $\Gamma_{\Omega A^a}$ form factors when using the relations (3.3) and (3.4). In the second column of both tables multiplication by the instanton profile function $f(p^2)$ is understood.

The important point however is that only color space diagonal structures emerges from the contraction (3.22), that is one still has a diagonal Kugo-Ojima function

$$u^{ab}(p^2) = \delta^{ab} u(p^2),$$

which is required in order to establish the Kugo-Ojima criterion within the asymptotic Fock space without violating the Faddeev-Popov ghost charge conservation.

Using (3.23), we can then write

$$u(p^2) = -\frac{1}{9} T^{\mu\nu}(p) \left[ \Gamma_{\Omega^c A^{a\nu}}(p) - \Gamma_{\Omega^c c\nu}(p) \frac{F(p^2)}{p^2} \Gamma_{cA^{a\nu}}(p) \right].$$

In order to isolate the relevant form factors contributing to $u$ let us introduce the following form factor decomposition of the 1-PI functions $\Gamma_{\Omega^c}$ and $\Gamma_{cA^a}$

$$\Gamma_{\Omega^c c\nu}(p) = \delta^{ad} p_\mu X_1(p^2) + f^{adk} \eta_{k\mu\rho} \rho^{\rho} X_2(p^2),$$

$$\Gamma_{cA^{a\nu}}(p) = \delta^{db} p_\nu Y_1(p^2) + f^{dbk} \eta_{k\nu\rho} \rho^{\rho} Y_2(p^2),$$

which, once inserted in Eq. (3.24) above gives

$$u(p^2) = -C_T(p^2) - \frac{1}{3} \left[ C_4'(p^2)^2 + C_5'(p^2) \right] - \frac{2}{3} F(p^2) X_2(p^2) Y_2(p^2).$$

The form factors $X_i$ and $Y_i$ can be then computed in terms of the form factors of $\Gamma_{\Omega A^a}$ alone by using Eqs. (3.3) and (3.4). Using the results reported in Tables IV, we obtain

$$X_1(p^2) = i \left[ 1 + C_L(p^2)^2 \right] - 2 f(p^2) \left[ C_1'(p^2) - C_3'(p^2) \right],$$
\[ X_2(p^2) = i \left[ C_1^0(p^2) + C_2^0(p^2) \right] + f(p^2) \left[ C_3^0(p^2) - C_7(p^2) - C_1^0(p^2) \right], \]
\[ Y_1(p^2) = i \left[ 1 + C_L(p^2) \right] - 2f(p^2) \left[ C_1^0(p^2) + C_2^0(p^2) \right], \]
\[ Y_2(p^2) = i \left[ C_3^0(p^2) - C_7(p^2) \right] + f(p^2) \left[ C_T(p^2) + C_7(p^2) - C_3^0(p^2) \right], \]

which once substituted in (3.26) provide the single instanton corrections to the relation \( u = -C_T \) valid in the trivial background case \[34, 38, 39\].

One should notice that a realistic computation in the low energy regime requires to properly take into account the effects due to the overlapping of neighboring instantons \[36\]; in turn this implies not only that an appropriate average over the instanton collective coordinates is needed, but also that a modification of the profile function (3.13) is mandatory, since the latter is valid only in the zero density limit. A detailed discussion of this issue lies outside the scope of this paper, and therefore will not be pursued here.

IV. GAUGE FIELD REDEFINITION AT THE QUANTUM LEVEL

In the previous section we have shown that in the background Landau gauge the behavior of the 2-point 1-PI ghost function at non-vanishing background field \( \hat{A} \neq 0 \) is controlled by the function \( \Gamma_{\Omega A^*} \). Here we will show that in the ghost-free sector, the very same functional \( \Gamma_{\Omega A^*} \) at \( (A, \hat{A}) \neq 0 \) encodes the deformation of the background-quantum splitting induced by quantum corrections. This means that in the ghost-free sector one can obtain the 1-PI background-dependent amplitudes by performing a certain (background-dependent) field redefinition, controlled by \( \Gamma_{\Omega A^*} \), on the 1-PI amplitudes involving only quantum fields. Even though we will carry out the explicit calculations in the background Landau gauge, all results can be easily generalized to any other background gauge.

A few comments are in order here. It should be noticed that the WT identity of Eq. (2.12) does not fix uniquely the dependence on the background field \( \hat{A} \). For instance, in the space of local functionals the most general solution to Eq. (2.12) is given by an arbitrary gauge invariant functional constructed from the background field strength \( \hat{F}_{\mu \nu}^a = \partial_\mu \hat{A}_\nu^a - \partial_\nu \hat{A}_\mu^a + f^{abc} \hat{A}_\mu^b \hat{A}_\nu^c \), the fields \( \chi \) transforming as matter fields in the adjoint representation, and covariant derivatives with respect to \( \hat{A} \). However, already in perturbation theory it is known that the actual dependence of \( \Pi_{\Gamma} \) on the background field is much more constrained as a consequence of the ST identity (2.11). For instance, the term \((\hat{F}_{\mu \nu}^a)^2\) is allowed by the
WT identity, but it violates the ST identity.

As we will see below, this argument can be generalized. In the ghost-free sector $\Omega = c = 0$ the ST identity can be solved in order to fix uniquely the dependence on $\hat{A}$ in terms of Green’s functions that do not involve background insertions. In this way one obtains a formula for the background-quantum deformation valid both in the full quantum theory as well as in a non-perturbative setting, provided that the ST identity (2.11) is fulfilled.

In order to study this deformation, let us differentiate the ST identity (2.11) with respect to $\Omega^a_\mu$ and finally set $(\Omega, c) = 0$ while keeping both $A$ and $\hat{A}$ different than zero; we find

$$\Gamma_{\hat{A}}^a_\mu(x) = - \int d^4 y \left[ \Gamma_{\Omega^a_\mu A^b_\nu}(x, y) \Gamma_{\hat{A}}^b_\nu(y) + b^b(y) \Gamma_{\Omega^a_\mu b}(x, y) \right].$$

(4.1)

Since no confusion can arise, in this section we set (with a slight abuse of notation)

$$\Gamma_{\Omega^a_\mu A^b_\nu \phi_1 \cdots \phi_n} = \frac{\delta^{(2+n)} \Pi}{\delta \Omega^a_\mu \delta A^b_\nu \delta \phi_1 \cdots \delta \phi_n}_{(\phi^*, c, \Omega) = 0} \bigg|_{(A, \hat{A}) \neq 0}$$

(4.2)

Accordingly we will explicitly display whenever Green’s functions are evaluated at zero background and quantum gauge fields. In the ghost-free sector, Eq. (4.1) can be integrated explicitly. For that purpose it is convenient to introduce the reduced functional $\tilde{\Gamma}$

$$\tilde{\Gamma} = \Gamma - \int d^4 x \ b^a (\hat{D}^\mu Q^a_\mu).$$

(4.3)

This allows to take into account the $b$-dependence which is confined at tree-level by the $b$-equation (2.13). Since

$$\tilde{\tilde{\Gamma}}_{\hat{A}}^a_\mu = \tilde{\Gamma}_{\hat{A}}^a_\mu - (D^\mu_\mu b)^a; \quad \tilde{\tilde{\Gamma}}_{\hat{A}}^a_\mu = \tilde{\Gamma}_{\hat{A}}^a_\mu + (\hat{D}^\mu_\mu b)^a,$$

(4.4)

one gets

$$\tilde{\Gamma}_{\hat{A}}^a_\mu(x) = - \int d^4 y \left\{ \tilde{\Gamma}_{\Omega^a_\mu A^b_\nu}(x, y) \left[ \tilde{\Gamma}_{\hat{A}}^b_\nu(y) - \tilde{\hat{D}}^b_\nu b^d(y) \right] + b^b(y) \tilde{\Gamma}_{\Omega^a_\mu b}(x, y) \right\}$$

$$\quad - \int d^4 y \left\{ \tilde{\Gamma}_{\Omega^a_\mu A^b_\nu}(x, y) \tilde{\Gamma}_{\hat{A}}^b_\nu(y) + \left[ (\hat{D}^b_\nu \tilde{\Gamma}_{\Omega^a_\mu A^c_\nu}(x, y) + \tilde{\Gamma}_{\Omega^a_\mu b}(x, y) \right] b^b(y) \right\}. \quad (4.5)$$

On the other hand, from Eq. (2.14) we see that

$$\Gamma_{\Omega^a_\mu b}(x, y) = - \tilde{\hat{D}}^b_\nu \Gamma_{\Omega^a_\mu A^b_\nu}(x, y) + D^a_\mu b \delta(x - y),$$

(4.6)

Using Eq. (4.3) in conjunction with the last of Eq. (4.6), one then finds that the term $D^a_\mu b$ drops out, leaving us with the simpler equation for $\tilde{\Gamma}$

$$\tilde{\Gamma}_{\hat{A}}^a_\mu(x) = - \int d^4 y \tilde{\Gamma}_{\Omega^a_\mu A^b_\nu}(x, y) \tilde{\Gamma}_{\hat{A}}^b_\nu(y).$$

(4.7)
Let us study Eq. (4.7) in the space of formal power series in \( \hat{A}, A \). In order to find a solution to this equation, let us define a functional \( G \) such that

\[
\frac{\delta G_b^b(y)}{\delta A^a_\mu(x)} = \Gamma_{\Omega^2, A^b}^0(x, y).
\]  

(4.8)

(Notice that due to the \( b \) equation (2.13) one has \( \Gamma_{\Omega^2, A^b} \equiv \tilde{\Gamma}_{\Omega^2, A^b} \).

If we take the functional \( \tilde{\Gamma}[\hat{A}, A] \), we see that the functional \( \tilde{\Gamma}[0, A - G] \) is then the sought for solution of Eq. (4.7), since

\[
\tilde{\Gamma}_A^a_\mu(x) = - \int d^4 y \tilde{\Gamma}_A^a_\mu(x) \frac{\delta G_b^b(y)}{\delta A^a_\mu(x)} = - \int d^4 y \Gamma_{\Omega^2, A^b}^0(x, y) \tilde{\Gamma}_A^b(y).
\]  

(4.9)

Therefore, in the sector where no ghost fields and no ghost external sources are present, the Slavnov-Taylor identity entails that the full dependence on the background field is generated by a redefinition of the quantum gauge field of the form

\[
A^a_\mu(x) \rightarrow A'^{\mu a}(x) = A^a_\mu(x) - G^a_\mu(x).
\]  

(4.10)

with \( G^a_\mu \) solving the functional differential equation (4.8). At tree-level this prescription is obviously correct since in the sector with no ghost fields and no ghost external sources there is no dependence on \( A^a_\mu \) in the tree-level vertex functional \( \Pi^{(0)} \) (2.4) evaluated at \( b^a = 0 \), and \( \Gamma^{(0)}(\Omega^2, A^b) = 0 \). At the quantum level, however, \( G^a_\mu \) is non-trivial, and in particular it is non-linear in the background field.

In order to illustrate this point we explicitly construct \( G^a_\mu \) up to the second order term in the background field \( \hat{A} \). To lowest order, that is in the linear approximation, Eq. (4.8) has solution

\[
G^b_\nu(y) = \int d^4 z \Gamma^{(A, \hat{A})=0}_{\Omega^2, A^b}(z, y) \hat{A}_c^c(z).
\]  

(4.11)

Let us now expand \( \Gamma_{\Omega^2, A^b} \) up to first order in \( A \) and \( \hat{A} \), obtaining

\[
\Gamma_{\Omega^2, A^b}(x, y) = \Gamma^{(A, \hat{A})=0}_{\Omega^2, A^b}(x, y) + \int d^4 z \Gamma^{(A, \hat{A})=0}_{\Omega^2, A^b}(x, y, z) \hat{A}_c^c(z) + \int d^4 z \Gamma^{(A, \hat{A})=0}_{\Omega^2, A^b A^b}(x, y, z) A^c_\rho(z) + \ldots
\]  

(4.12)
Next, we replace the field $A^\mu_b$ appearing in the last term of the equation above by using the first order solution (4.10), to get

$$\Gamma^{(A,\hat{A})=0}_{\Omega^a A^b}(x, y) = \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b}(x, y) + \int d^4z \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b \hat{A}^b}(x, y, z) \hat{A}^c_c(z)$$

$$+ \int d^4z \int d^4w \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b \hat{A}^b}(x, y, z) \Gamma^{(A,\hat{A})=0}_{\Omega^a A^c}(w, z) \hat{A}^d_d(w) + \ldots$$

(4.13)

This last equation allows us to integrate Eq. (4.15) up to second order in the background field, obtaining

$$G^b_{\nu}(y) = \int d^4z \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b}(z, y) \hat{A}^a_a(z) + \frac{1}{2} \int d^4z_1 \int d^4z_2 \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b}(z_1, z_2, y) \hat{A}^a_{b_1}(z_1) \hat{A}^a_{b_2}(z_2)$$

$$+ \frac{1}{2} \int d^4z_1 \int d^4z_2 \int d^4w \Gamma^{(A,\hat{A})=0}_{\Omega^a_{b_1} A^b}(z_1, w) \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_2} A^b}(w, z_2, y) \hat{A}^a_{b_1}(z_1) \hat{A}^a_{b_2}(z_2).$$

(4.14)

We can easily check this result, by first differentiating the above equation with respect to the background field $\hat{A}$ to get (for convenience, we suppress the space-time dependence)

$$\frac{\delta G^b_{\nu}}{\delta A^\mu_a} = \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b} + \frac{1}{2} \int \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} \hat{A}^a_{b_1} + \frac{1}{2} \int \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b} \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} \hat{A}^a_{b_1}$$

$$+ \frac{1}{2} \int \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} \hat{A}^a_{b_1} + \frac{1}{2} \int \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} \hat{A}^a_{b_1}.$$

(4.15)

Next, let us differentiate the functional form of the ST identity (2.11) with respect to two background sources $\Omega$ and one gluon anti-field $A^*$, obtaining (after setting fields and external sources to zero) the identity

$$\Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} + \int \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b} \Gamma^{(A,\hat{A})=0}_{\Omega^a_{b_2} A^b} = \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b} + \int \Gamma^{(A,\hat{A})=0}_{\Omega^a A^b} \Gamma^{(A,\hat{A})=0}_{\hat{A}^a_{b_1} \Omega^a_{b_2} A^b}.$$  

(4.16)

which, once inserted into Eq. (4.15), shows that it correctly reduces to Eq. (4.13).

The substitution rule of Eq. (4.10) provides a powerful way to recover the full dependence on the background field, which can be extended beyond perturbation theory (provided that the ST identity in functional form (2.11) is preserved also non perturbatively). The 1-PI functions with the insertion of one source $\Omega$ and one anti-field $A^*$ are the important quantities controlling the quantum deformation of the background-quantum splitting. Indeed (4.10) encodes in a simple form rather involved diagrammatic cancellations between the quantum and the background amplitudes which hold as a consequence of the ST identities. In the Appendix we will illustrate these cancellations on the examples of the three-point functions $\hat{A}AA$ and $\hat{A}\hat{A}A$.  
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A. Physical interpretation

Now, let us turn our attention to the physical interpretation of the above result. If one assumes analyticity in the background fields of the 1-PI vertex functional, then what we have discovered is that the computation of Green’s functions for the gluon fields in a non-trivial background is reduced to the computation of the same amplitudes at zero background and to the evaluation of the functional \( \Gamma_{\Omega A^*} \), which fixes the quantum-background replacement \( (4.10) \) when loop corrections are taken into account.

As an example, consider the gluon two-point function \( \Gamma_{AA} \) and let’s calculate exploiting the above result its first correction due to a non-trivial background. First and foremost observe that in a non-trivial background the gluon propagator might not be transverse at all. In order to prove this result let us write the \( b \)-equation \((2.13)\) in the Landau gauge for the connected generating functional \( W \) (we introduce for a generic field \( \phi \) its coupled source \( J_\phi \)):

\[
-J_\nu = \partial_\mu \frac{\delta W}{\delta J^{\mu}_{A^a}} - \partial \hat{A}^a + f^{abc} \hat{A}_b^\rho \frac{\delta W}{\delta J^{\rho}_{A^c}}.
\]

(4.17)

Next, taking a second derivative w.r.t \( J_A \), one has the identity

\[
0 = \partial_\mu \frac{\delta^2 W}{\delta J^{\mu}_{A^a} \delta J^{\nu}_{A^b}} + f^{abc} \hat{A}_b^{\rho} \frac{\delta^2 W}{\delta J^{\rho}_{A^c} \delta J^{\nu}_{A^b}}.
\]

(4.18)

In the usual perturbation theory around a trivial background \( \hat{A} = 0 \), the second term on the r.h.s. of Eq. \((4.17)\) above vanishes, whence the transversality of the gluon propagator. However when \( \hat{A} \neq 0 \) the situation is different, since the second term does not vanish in general.

This said, let us go back to the computation of the background corrections. The first of such corrections comes from the three-point gluon 1-PI Green function \( \Gamma_{AAA} \) at zero external background. Indeed, by keeping the lowest order term \((4.11)\) in the replacement rule \((4.10)\), one gets the following contribution

\[
- \frac{1}{2!} \int \Gamma^{(A,\hat{A})=0}_{\Omega^a A^a \Omega^b A^b} \hat{A}_d^\rho A_\mu^a A_\nu^b.
\]

(4.19)

Clearly such correction can be studied non-perturbatively. Indeed, \( \Gamma^{(A,\hat{A})=0}_{\Omega A^*} \) can be determined from the 1-PI part of the correlation function \( \langle T(D_\mu c)^a (D_\nu c)^b \rangle \) of Eq. \((3.9)\) after setting both the quantum and the background fields to zero, as was done, \( e.g. \), in \[39\]. The missing ingredient is then, on top of the explicit form of the background configuration,
the conventional three-point gluon vertex $\Gamma_{\text{AAA}}$ which in principle, however, is accessible to lattice studies.

Notice finally that there is an infinite tower of corrections of the type (4.19), coming from both multileg quantum functions ($\Gamma_{\text{AAAA}}$, etc.) as well as the higher order terms in the replacement formula (4.10); in general, the order of the terms to be retained for capturing the physics one wishes to describe depends on the particular background under consideration.

V. SOLVING THE RECURSION FOR THE BACKGROUND AMPLITUDES

In this Section we obtain an integral representation of the vertex functional $I_{\Gamma}$ by solving the ST identity (2.11) via cohomological techniques [31, 32]. This representation allows to explicitly isolate the dependence on the background field $\hat{A}$.

For that purpose let us introduce the operator $\omega$ through

$$\omega = \int d^4 x \Omega^a_\mu(x) \delta_{\hat{A}_\mu(x)}; \quad \omega^2 = 0, \quad (5.1)$$

where the nilpotency condition is due to the fermionic character of the background source $\Omega$. Notice that, in order to avoid notational clutter, in the rest of the proof we will suppress the coordinates dependence of the various quantities when not necessary.

The ST identity in functional form (2.11) can be rewritten as

$$\omega I_{\Gamma} = \Upsilon; \quad \Upsilon \equiv -\int d^4 x [I_{\Gamma} A^a_{\mu} A^a_{\mu} + I_{\Gamma} c^a c^a + b^a b^a] \quad (5.2)$$

The above equation shows that $I_{\Gamma}$ can be seen as a solution to an inhomogeneous linear functional equation involving the nilpotent operator $\omega$. The rhs of this equation, i.e. $\Upsilon$, fulfills a consistency condition which follows from the nilpotency of $\omega$

$$\omega \Upsilon = 0. \quad (5.3)$$

Next we introduce the homotopy operator $\kappa$ as

$$\kappa = \int d^4 x \hat{A}^a_\mu \int_0^1 dt \lambda_t \delta_{\Omega^a_\mu} \quad (5.4)$$

where $\lambda_t$ represents an operator which acts on functionals of the type $F[\hat{A}^a_\mu, \Omega^a_\mu; \Phi']$ ($\Phi'$ denoting fields and external sources other than the background fields $\hat{A}$ and their ghost
partners $\Omega$) as follows: it rescales by a factor of $t$ the $\hat{A}$ and $\Omega$ variables, while it does not act on the other variables:

$$\lambda_t F[\hat{A}_\mu^a, \Omega^b_\nu; \Phi] = F[\lambda_t \hat{A}_\mu^a, \Omega^b_\nu; \Phi].$$  \hspace{1cm} (5.5)

Observing that, due to the fermionic nature of the source $\Omega$, one has the relations

$$\omega \kappa = \int d^4x \Omega^a_\mu(x) \int_0^1 dt \lambda_t \delta_{\Omega^a_\mu(x)} + \int d^4x \Omega^a_\mu(x) \int d^4y \hat{A}^b_\nu(y) \int_0^1 dt \delta_{\hat{A}^b_\nu(y)} \lambda_t \delta_{\Omega^a_\mu(x)},$$

$$\kappa \omega = \int d^4x \hat{A}^a_\mu(x) \int_0^1 dt \lambda_t \delta_{\hat{A}^a_\mu(x)} - \int d^4x \hat{A}^a_\mu(x) \int_0^1 dt \lambda_t \int d^4y \Omega^b_\nu(y) \delta_{\hat{A}^b_\nu(y)} \delta_{\hat{A}^a_\mu(x)},$$  \hspace{1cm} (5.6)

it is relatively straightforward to see that, when working within the functional space spanned by monomials in which either $\hat{A}$ or $\Omega$ appear at least once, the anticommutator of the $\omega$ and $\kappa$ operators coincides with the functional identity in this space:

$$\{\omega, \kappa\} = \mathbb{I}. \hspace{1cm} (5.7)$$

Then, since Eq. (5.2) implies that $\Upsilon|_{\Omega=0} = 0$, we see that $\Upsilon$ belongs to the functional space introduced above, and therefore we can write, using the property (5.3),

$$\Upsilon = \{\omega, \kappa\} \Upsilon = \omega \kappa \Upsilon. \hspace{1cm} (5.8)$$

Then, and again from Eq. (5.2), we find the identity

$$\omega (\Gamma - \kappa \Upsilon) = 0$$  \hspace{1cm} (5.9)

which has the general solution

$$\Gamma = \kappa \Upsilon + \omega \Xi + \Pi_0,$$  \hspace{1cm} (5.10)

where $\Xi$ has ghost charge $\text{gh}(\Xi) = -1$ and $\Pi_0$ [which should not be confused with the tree-level vertex functional $\Gamma^{(0)}$ of Eq. (2.4)] does contain neither $\hat{A}$ nor $\Omega$.

In the zero background ghost sector $\Omega = 0$, the $\omega \Xi$ term in Eq. (5.10) drops out, and one is left with the result

$$\Gamma = \kappa \Upsilon + \Pi_0$$

$$= - \int d^4x \hat{A}^a_\mu(x) \int_0^1 dt \lambda_t \delta_{\Omega^a_\mu(x)} \int d^4y \left[ \Gamma_{A_\mu^a(y)} \Gamma_{A_\nu^b(y)} + \Gamma_{c^a(y)} \Gamma_{\phi^b(y)} + b^a(y) \Gamma_{\phi^b(y)} \right]_{\Omega=0} + \Pi_0.$$  \hspace{1cm} (5.11)
Finally, if one is interested in the sector where ghosts are absent, the formula above further simplifies to
\[
\Gamma|_{c=0} = - \int d^4x \tilde{A}_\mu^a(x) \int_0^1 dt \lambda_t \int d^4y \left[ \Gamma_{\Omega^{\mu} A^\nu}(x, y) \Gamma_{A^b}(y) + b^b(y) \Gamma_{\Omega^{\mu} c}(x, y) \right] \bigg|_{\Omega, c=0} \\
+ \Gamma_0|_{c=0}.
\] (5.12)

The equation above is quite remarkable, for it provides a representation of the vertex functional in the ghost-free sector that isolates the dependence on the background gauge field \( \tilde{A} \).

One can check that \( \Gamma \) in Eq. (5.11) satisfies Eq. (4.1). This will be established in two steps, by first checking that the \( b \)-equation is satisfied for then passing to the equation of motion for the background field.

A. \( b \)-equation

Differentiating Eq. (5.12) with respect to the \( b \) fields and using the vanishing of the three-point functions \( \Gamma_{b^a \Omega^{\mu} A^\nu} \) and \( \Gamma_{b^a \Omega^{\mu} c} \) following from the \( b \)-equation (2.13), we get
\[
\Pi_{b^a}(x) = - \int d^4y \tilde{A}_\mu^b(y) \int_0^1 dt \lambda_t \int d^4z \left[ \Gamma_{\Omega^{\mu} A^\nu}(y, z) \Pi_{b^a A^\nu}(x, y) + \delta(x - y) \Gamma_{\Omega^{\mu} c}(y, z) \right] \\
+ \Pi_{0 b^a}(x). 
\] (5.13)

On the other hand, from Eqs. (2.13) and (2.14) we have the results
\[
\Pi_{0 b^a}(x) = \partial^\mu A_\mu^a(x), \\
\Pi_{b^a A^\nu}(x, y) = \widetilde{D}_\mu^{ab} \delta(x - y), \\
\Pi_{\Omega^{\mu} b^a}(x, y) = -\widehat{D}_\nu^{ab} \Pi_{\Omega^{\mu} A^\nu}(x, y) + D_\mu^{ab} \delta(x - y),
\] (5.14)

which once substituted into (5.13) yield the gauge condition
\[
\Pi_{b^a}(x) = \partial^\mu (A_\mu^a - \tilde{A}_\mu^a) + g f^{abc} \tilde{A}_\mu^b A^c_\mu,
\] (5.15)

prescribed by Eq. (2.13) (in the Landau gauge \( \xi = 0 \)).

B. Equation of motion for the background field \( \tilde{A} \)

Let us now study the equation of motion of the \( \tilde{A} \) field. The differentiation of Eq. (5.12) with respect to the background field \( \tilde{A} \) yields
\[
\Gamma_{\tilde{A}_\mu}(x) = - \int d^4x \tilde{A}_\mu^a(x) \int_0^1 dt \lambda_t \int d^4y \left[ \Gamma_{\Omega^{\mu} A^\nu}(x, y) \Gamma_{A^b}(y) + b^b(y) \Gamma_{\Omega^{\mu} c}(x, y) \right] \bigg|_{\Omega=0}
\]
\[- \int \! d^4y \hat{A}_\mu^b(y) \delta \hat{A}_\mu^a(x) \int_0^1 \! dt \lambda_t \int \! d^4z \left[ \Pi_{\Omega_0}^{\hat{A}^\nu_c}(y,z) \Pi^{\hat{A}_\nu_c}(z) + b^c(z) \Pi_{\Omega_0}^{\epsilon \nu_c}(y,z) \right] \bigg|_{\Omega=0}, \tag{5.16} \]

where we see the appearance in the second line of the combination $\hat{A} \delta \hat{A}$ which resembles the counting operator for the background field.

On the other hand it is not difficult to realize that for each $\hat{A}$ monomial that can possibly appear, the combinatorial factors induced by the operator $\lambda_t$ and the corresponding integral over $dt$ are such that Eq. (5.16) reduces to the simpler relation

$$
\Gamma_{\hat{A}_\mu^a}(x) = - \int \! d^4y \left[ \Pi_{\Omega_0}^{\mu \hat{A}_\nu_c}(x,y) \Pi^{\hat{A}_\nu_c}(y) + b^b(y) \Pi_{\Omega_0}^{\epsilon \nu_c}(x,y) \right] \bigg|_{\Omega=0}. \tag{5.17}
$$

Specifically, if, say, $k \hat{A}^n$ is present in the rhs of Eq. (5.17), then there are two terms of Eq. (5.16) that could possibly contribute to it: the one corresponding to the first line, which will furnish $k/n + 1$, and the one corresponding to the second line, which will give $kn/n + 1$; therefore, the sum of the two contributions gives precisely the needed coefficient $k$.

VI. CONCLUSIONS

In this paper we have taken the first steps in developing the formal tools needed to solve the functional identities of Yang-Mills theories (Slavnov-Taylor, identities, $b$-equation, anti-ghost equation) in those cases where one has to deal with non-zero background configurations, such as the topologically non-trivial vacuum configurations provided by vortices, monopoles and instantons. This is precisely what happens if one endeavors in implementing the BFM on the lattice, since in such case it has been shown long ago \[25\] that a good background choice (that is one that fixes the gauge at least locally) must be non partially flat in the sense of Eq. (1.2), which automatically excludes the trivial $\hat{A} = 0$ case.

Our starting point has been the usual ST identities and the $b$-equation written in functional form, supplemented by the local anti-ghost identity and finally, in the background Landau gauge, the local ghost equation. We then first analyzed how the relations between $1PI$ gets modified by the presence of the background field, taking as an example the two-point ghost sector. Already at this level we saw the emergence of a fundamental quantity, namely the auxiliary function $\Gamma_{\Omega A^*}$ which alone would determine completely the ghost two-point function even in the presence of a non-trivial background configuration. Next, using as a toy background a single instanton configuration, we have calculated the correction to
both the ghost two-point function – Eq. (3.20) –, as well as to the Kugo-Ojima function – Eq. (3.26) in terms of the form factors appearing in the Lorentz decomposition of $\Gamma_{\Omega A^*}$.

In addition, when considering the ghost-free sector we were able to

- Prove that the ST identity can be solved in order to fix uniquely the dependence on $\hat{A}$ in terms of Green’s functions that do not involve background insertions. In this way one obtains the remarkable formulas (4.8) and (4.10) for the background-quantum deformation valid both in the full quantum theory as well as in a non-perturbative setting, provided that the ST identity (2.10) is fulfilled;

- Derive the representation of the vertex functional (5.12) that isolates the dependence on the background gauge field $\hat{A}$.

It should be noticed that, since $\Gamma_{\Omega A^*}$ controls the quantum deformation of the classical background-quantum splitting in the zero ghost sector in a way compatible with the symmetries of the theory, one might reasonably conjecture that the full dependence of the vertex functional on the background field (including the ghost-dependent sector) can in fact be implemented via a canonical transformation (w.r.t the Batalin-Vilkovisky bracket of the model). In particular the approach based on canonical transformations might be useful in order to obtain novel explicit representations of the 1-PI Green functions of Yang-Mills theory in the presence of a non-trivial background. Work along these directions is already in progress.

The techniques and results discussed here should be particularly useful in view of possible lattice implementation of the BFM, since they can be used as consistency check (if not as proper calculation tools) independently of the background chosen to calculate the correlation functions of interest. A second possible application would be in the calculation of Green’s functions – such as the gluon and ghost propagators – through the corresponding Schwinger-Dyson equations in non-trivial backgrounds. Indeed, the analysis based on these latter equations presented so far in the literature, although accounting for the observed IR finiteness of the gluon propagator and the ghost-dressing functions and therefore in qualitative agreement with the lattice results [15], underestimate the size of both correlators. Rather than being due to the relevance of the diagrams left out (albeit in a gauge invariant fashion) in the truncation employed, an intriguing possibility is that this discrepancy might be related to the non-trivial structure of the vacuum, and in particular with the presence of
topologically non-trivial configurations, such as vortices or monopoles; these configurations can be treated as a background and therefore accounted for through the techniques developed here, as suggested by Eq. (4.19) which provides the first correction to the (quantum) gluon two-point function due to a non-trivial background.

Qualitative and quantitative comparisons with the effects observed on the lattice when removing center vortices from the vacuum configurations [26, 27] might at that point become possible.
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Appendix A: Perturbative analysis of the two-point sector

In this appendix we discuss in some detail the perturbative two-point sector at zero background field, and in particular the renormalization of the auxiliary functions appearing in the expansion of the functional $G$ of Section IV.

Let us start by studying the gluon two-point functions. By keeping only the relevant terms in the rhs of (5.12) and identifying term by term the lhs with the expression in the rhs, as explained in the previous example, one gets

\[
\Gamma^{\hat{A}_a A_b}_{\mu \nu}(x, y) = - \int d^4z \Gamma^{\Omega^\mu A_{\nu}^e}_{\rho c}(x, z) \Gamma^{A_{\nu}^c A_b}_{\rho} (z, y)
\]

\[
\Gamma^{\hat{A}_a A_b}_{\mu \nu}(x, y) = - \int d^4z \Gamma^{\Omega^\mu A_{\nu}^e}_{\rho c}(x, z) \Gamma^{A_{\nu}^c \hat{A}_b}_{\rho} (z, y).
\] (A1)

Next we perform the transformation $\hat{A} \rightarrow \hat{A} - Q$ and $A \rightarrow Q$ to get

\[
\Gamma^{\hat{A}_a Q_b}_{\mu \nu}(x, y) = \Gamma^{Q_a Q_b}_{\mu \nu}(x, y) - \int d^4z \Gamma^{\Omega^\mu A_{\nu}^e}_{\rho c}(x, z) \Gamma^{Q_{\nu} Q_{b}^e}_{\rho}(z, y)
\]

\[
\Gamma^{\hat{A}_a \hat{A}_b}_{\mu \nu}(x, y) = \Gamma^{Q_a \hat{A}_b}_{\mu \nu}(x, y) - \int d^4z \Gamma^{\Omega^\mu A_{\nu}^e}_{\rho c}(x, z) \Gamma^{Q_{\nu} \hat{A}_b}_{\rho}(z, y).
\] (A2)

where in the second equation the dependence on the mixed background-quantum two point function has dropped out by using the first equation. Taking the Fourier transform and setting the fields and sources to zero, one then recovers the usual background quantum
identities of \[12, 13\], namely
\[
\Gamma_{Q^a_{p} \hat{A}_b}(p) = [\delta^{br} g_{r}^{\rho} - \Gamma_{Q^a_{p} A^r}(p)] \Gamma_{Q^b_{p} Q^a_{p}}(p)
\]
\[
\Gamma_{\hat{A}^a_{b} \hat{A}^b_{a}}(p) = [\delta^{br} g_{r}^{\rho} - \Gamma_{\Omega A_{r}^r}(p)] \Gamma_{\hat{A}^a_{b} \hat{A}^b_{a}}(p).
\] (A3)

In the trivial background case \(\hat{A} = 0\) Eq. (3.16) reduces to
\[
\Gamma_{\Omega A^r}(q) = \delta^{ab} [T_{\mu\nu}(p) C_T(p^2) + L_{\mu\nu}(p) C_L(p^2)],
\] (A4)
so that substituting the decomposition above into (A3), and combining the resulting expressions, we obtain the relation
\[
\Gamma_{\hat{A}^a_{b} \hat{A}^b_{a}}(p) = \left\{ T_{\mu\rho}(p) [C_T(p^2) - 1] + L_{\mu\rho}(p) [C_L(p^2) - 1] \right\} \Gamma_{Q^a_{p} Q^b_{p}}(p).
\] (A5)

By power-counting the divergence of \(\Gamma_{\Omega A^r}\) can only be proportional to \(g_{\mu\nu}\); therefore, since the 1-PI functions do not have poles, the latter observation implies that the divergent parts of the transverse and longitudinal form factors \(C_T\) and \(C_T\) (denoted by \(\bar{C}_T\) and \(\bar{C}_L\)) are equal.

In addition, when setting to zero the background field \(\hat{A}\) Eq. (3.5) reduces to
\[
\Gamma_{c \epsilon \phi}(p) = p^2 [1 - C_L(p^2)] \delta^{ab}.
\] (A6)

We can now discuss the renormalization of the auxiliary functions appearing in the functional \(G\), by exploiting the fact that the whole analysis above holds for the tree-level action plus counterterms, which we denote by \(\bar{\Gamma}\).

First of all notice that by power counting the functions \(\Gamma_{\Omega A^r \phi_1 \cdots \phi_n}\) are all superficially convergent so that we need to concentrate on \(\Gamma_{\Omega A^r}\) only. Next, observe that from Eq. (A5) one gets (we suppress color indices)
\[
\bar{\Gamma}_{T A \bar{A}}^T(p^2) = [C_T(p^2) - 1] \bar{T}^{T}_{QQ}(p^2);
\]
\[
\bar{\Gamma}_{L A \bar{A}}^L(p^2) = [C_L(p^2) - 1] \bar{T}^{L}_{QQ}(p^2).
\] (A7)

We then set
\[
Z_{\bar{A}} = \frac{d}{dp^2} \bar{\Gamma}_{ A \bar{A}}^T(p^2) \bigg|_{p^2=0}; \quad Z_Q = \frac{d}{dp^2} \bar{\Gamma}_{QQ}^T(p^2) \bigg|_{p^2=0}; \quad Z_c = \frac{d}{dp^2} \bar{\Gamma}_{c \epsilon}(p^2) \bigg|_{p^2=0} = [C_L(0) - 1]
\] (A8)

and notice that in the \(p \rightarrow 0\) limit \(C_L\) and \(C_T\) coincide; in addition, by power-counting one can easily realize that the divergent part of \(C_L\) and \(C_T\) is a constant (no momentum
dependence). Then by differentiating Eq. (A7) with respect to \( p^2 \) and finally setting to \( p^2 = 0 \) one finds

\[
Z_{\hat{A}} = \frac{d}{dp^2} \Gamma_{\hat{A}\hat{A}}(p^2) \bigg|_{p^2=0} = \frac{d}{dp^2} \left[ C_T(p^2) - 1 \right]^2 \bigg|_{p^2=0} \Gamma_{QQ}(0) + \left[ C_T(0) - 1 \right]^2 \frac{d}{dp^2} \Gamma_{QQ}(p^2) \bigg|_{p^2=0} = Z_c^2 Z_Q.
\]

Indeed, since on general theoretical grounds identities like (A3) are not deformed by the renormalization process, one has that \( \Gamma_{\Omega A} \) renormalizes like \( Z_1^2 Z_Q^{-2} \). On the other hand, in the Landau gauge Eq. (A6) shows that \( \Gamma_{\Omega A} \) renormalizes like \( Z_c \). Eq. (A9) ensures the compatibility of the two renormalization conditions, and can be easily checked up to the two-loop level. To be sure, when \( N_f = 0 \) (pure gluodynamics) and \( d = 4 + 2\epsilon \) one has \[2, 41\]

\[
Z_Q^{(2)} = 1 + \frac{\alpha_s}{\pi} C_A \left( -\frac{13}{3} + \frac{\xi}{\epsilon} \right) \frac{1}{\epsilon} + \left( \frac{\alpha_s}{\pi} \right)^2 \left[ \frac{C_A^2}{32} \left( -\frac{13}{4} - \frac{17}{12} \xi + \frac{1}{2} \xi^2 \right) \right] \frac{1}{\epsilon^2}
\]

\[
+ \frac{C_A^2}{128} \left( -\frac{59}{2} + \frac{11}{2} \xi + \xi^2 \right) \frac{1}{\epsilon^2}
\]

\[
Z_c^{(2)} = 1 + \frac{\alpha_s}{\pi} C_A \left( -3 + \frac{\xi}{\epsilon} \right) \frac{1}{\epsilon} + \left( \frac{\alpha_s}{\pi} \right)^2 \left[ \frac{C_A^2}{512} \left( -35 + 3 \xi^2 \right) \frac{1}{\epsilon^2} + \frac{C_A^2}{1536} \left( -95 + 3 \xi \right) \frac{1}{\epsilon} \right]
\]

\[
Z_{\hat{A}}^{(2)} = 1 - \frac{\alpha_s}{\pi} \frac{11 C_A}{12} \frac{1}{\epsilon} - \left( \frac{\alpha_s}{\pi} \right)^2 \frac{34 C_A^2}{96} \frac{1}{\epsilon},
\]

where \( \alpha_s = g^2/4\pi \). It is then easy to show that in the \( \xi = 0 \) case

\[
Z_c^{(1)} = \frac{1}{2} \left( Z_{\hat{A}}^{(1)} - Z_Q^{(1)} \right),
\]

\[
Z_c^{(2)} = \frac{1}{2} \left( Z_{\hat{A}}^{(2)} - Z_Q^{(2)} \right) + \frac{1}{8} \left[ 3 \left( Z_Q^{(1)} \right)^2 - 2 Z_{\hat{A}}^{(1)} Z_Q^{(1)} - \left( Z_{\hat{A}}^{(1)} \right)^2 \right].
\]

Appendix B: Perturbative diagrammatic cancellations

Let us finally sketch the diagrammatic cancellations between the quantum and the background amplitudes which hold as a consequence of the ST identity, and are encoded in the substitution rule (4.10). The philosophy adopted will be the following: we will start from the functional for the STI written in the background field method and prove that if one lets \( A \to A + G \) all the terms involving background fields vanish and thus we recover the ST
identity written in terms of the quantum fields alone. To avoid notational clutter we will suppress all space-time dependence and integrals; in addition all Green’s functions will be evaluated at zero fields (quantum and background), and we will not indicate this.

1. Two-point sector

We start by considering the fairly simple case of the (gluon) two-point functions. Let us scrutinize the mixed \( \hat{A}_{\nu_1} A_{\mu_1} \) first. Of all the field monomials appearing in the background generating functional, only two can possibly contribute to this amplitude (upon the replacement \( A \to A + G \)):

\[
\begin{align*}
\frac{1}{2} \Gamma_{AA} AA & \to \Gamma_{\nu_1} A_{\mu_1} A_{\nu_1} A_{\mu_1} \\
\Gamma_{\tilde{A}A} \tilde{A}A & \to \Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}}.
\end{align*}
\]  

(B1)

On the other hand, differentiating the STI (5.17) with respect to \( A \), and setting afterwards all external sources and fields to zero, we get the identity

\[
\Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}} = -\Gamma_{\nu_1} A_{\nu_1} A_{\mu_1},
\]  

(B2)

by virtue of which the two terms in (B1) cancel.

In the \( \hat{A}_{\nu_1} A_{\mu_2} \) sector one has instead the following contributions

\[
\begin{align*}
\frac{1}{2} \Gamma_{AA} AA & \to \frac{1}{2} \Gamma_{\nu_1} A_{\mu_1} A_{\nu_1} A_{\mu_2} A_{\nu_2} \\
\Gamma_{\tilde{A}A} \tilde{A}A & \to \Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}} A_{\nu_1} A_{\mu_2} A_{\nu_2} \\
\frac{1}{2} \Gamma_{\tilde{A}A} \tilde{A}A & \to \frac{1}{2} \Gamma_{\tilde{A}_{\nu_1} \tilde{A}_{\mu_2}}.
\end{align*}
\]  

(B3)

We next differentiate the STI Eq. (5.17) with respect to a background field \( \hat{A} \) to get, after setting external sources and fields to zero, the identity

\[
\Gamma_{\tilde{A}_{\nu_1} \tilde{A}_{\mu_2}} = -\Gamma_{\nu_1} \hat{A}_{\nu_1} \hat{A}_{\mu_2}.
\]  

(B4)

Substituting this result and the identity (B2) into the two last terms of (B3) we get

\[
\begin{align*}
\Gamma_{\tilde{A}A} \tilde{A}A & \to \frac{1}{2} \Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}} A_{\nu_1} A_{\nu_1} A_{\mu_2} A_{\nu_2} - \frac{1}{2} \Gamma_{\nu_1} A_{\nu_1} A_{\mu_2} A_{\nu_2} A_{\nu_1} \Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}} \\
\frac{1}{2} \Gamma_{\tilde{A}A} \tilde{A}A & \to -\frac{1}{2} \Gamma_{\nu_1} A_{\nu_1} A_{\mu_2} A_{\nu_2} A_{\nu_1} \Gamma_{\tilde{A}_{\nu_1} A_{\mu_1}}.
\end{align*}
\]  

(B5)

Then, recalling that the indices \( \rho_i \) and \( r_i \) of the background fields are contracted, we see that also the \( \tilde{A}A \) amplitude vanishes.
2. Three-point sector

Let us move now to the more complicated case of the three-point (gluon) sector, and start from the \( \hat{A}_{\mu_1}^\rho A_{\mu_2}^\nu A_{\nu_2}^\rho \) amplitude. Of all the possible fields monomials appearing in the background generating functional, there are only three possible terms that, after the replacement \( A \rightarrow A + \mathcal{G} \), can possibly contribute to it, namely

\[
\frac{1}{2} \Gamma_{AA}AA \rightarrow \Gamma_{A_\mu A_\nu} A_\rho A_{\mu_2}^\nu \Gamma_{\mu_1}^{\nu_1} A_{\mu_2}^\nu A_{\nu_1}^{\nu_1} \\
\frac{1}{3!} \Gamma_{AAA}AAA \rightarrow \frac{1}{2} \Gamma_{A_\mu A_\nu} A_\rho A_{\mu_2}^\nu \Gamma_{\mu_1}^{\nu_1} A_{\mu_2}^\nu A_{\nu_1}^{\nu_1} \\
\frac{1}{2} \Gamma_{\hat{A}AA} \hat{A}AA \rightarrow \frac{1}{2} \Gamma_{\hat{A}_\mu A_\nu} A_\rho A_{\mu_2}^\nu \Gamma_{\mu_1}^{\nu_1} A_{\mu_2}^\nu A_{\nu_1}^{\nu_1}. \tag{B6}
\]

Differentiation of the STI (5.17) with respect to two \( A \) fields, provides, upon setting external sources and fields to zero, the identity

\[
\Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\mu_1} A_{\rho_2}^{\nu_2} = -\Gamma_{\nu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} + \frac{1}{2} \Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} - \frac{1}{2} \Gamma_{\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2}. \tag{B7}
\]

We can then substitute the identity above in the last term of Eq. (B6); taking into account that the indices of the \( A \) fields are contracted, we get

\[
\frac{1}{2} \Gamma_{\hat{A}AA} \hat{A}AA \rightarrow -\frac{1}{2} \Gamma_{\nu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} - \frac{1}{2} \Gamma_{\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2}. \tag{B8}
\]

Summing up all the terms, we thus see that the amplitude \( \hat{A}AA \) vanishes, as it should.

As a last example consider finally the \( \hat{A}_{\mu_1}^\rho A_{\mu_2}^\nu A_{\nu_1}^{\mu_1} \) amplitude. In this case there are four terms that, after the replacement \( A \rightarrow A + \mathcal{G} \), will contribute to this amplitude, and specifically

\[
\frac{1}{2} \Gamma_{AA}AA \rightarrow \frac{1}{2} \Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} \Gamma_{\mu_2}^{\alpha_2} A_{\nu_2}^{\mu_2} + \frac{1}{2} \Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} \Gamma_{\nu_2}^{\alpha_2} A_{\rho_2}^{\nu_2} + \frac{1}{2} \Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} \Gamma_{\nu_2}^{\alpha_2} A_{\rho_2}^{\nu_2} + \frac{1}{2} \Gamma_{A_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} \Gamma_{\nu_2}^{\alpha_2} A_{\rho_2}^{\nu_2}. \tag{B9}
\]

Let us now differentiate the STI (5.17) with respect to \( \hat{A} \) and \( A \); after setting the external sources and fields to zero, one gets the STI

\[
\Gamma_{\hat{A}_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} = -\Gamma_{\nu_2}^{\nu_2} A_{\rho_2}^{\nu_2} \hat{A}_{\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} - \frac{1}{2} \Gamma_{\hat{A}_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} - \frac{1}{2} \Gamma_{\hat{A}_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2} - \frac{1}{2} \Gamma_{\hat{A}_\mu_1}^{\nu_1} A_{\rho_1}^{\nu_1} A_{\rho_2}^{\nu_2}. \tag{B10}
\]
Adding all together taking into account the contracted indices, we see that all the terms proportional to $\Gamma_{\hat{A}\Omega A^*}$ which are not of the type $\Gamma_{\hat{A}\Omega A^*}$ (which explicitly appears in the last row).

We now use this identity and the ones of Eqs. (B2) and (B7) in the last two equations of (B9) to get

$$
\frac{1}{2} \Gamma_{\hat{A}\hat{A}} \hat{A} \hat{A} A \rightarrow -\Gamma_{\Omega_{\mu_1} A_{\mu_2} A_{\nu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}} - \Gamma_{\Omega_{\nu_1} A_{\mu_2} A_{\nu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}} - \Gamma_{\Omega_{\mu_1} A_{\nu_2} A_{\nu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}}
$$

$$
\frac{1}{2} \Gamma_{\hat{A}\hat{A}} \hat{A} \hat{A} A \rightarrow -\frac{1}{2} \Gamma_{\Omega_{\mu_1} A_{\mu_2} A_{\nu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}} + \frac{1}{2} \Gamma_{\Omega_{\nu_1} A_{\mu_2} A_{\nu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}} + \frac{1}{2} \Gamma_{\Omega_{\mu_1} A_{\nu_2} A_{\mu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}} + \frac{1}{2} \Gamma_{\Omega_{\nu_1} A_{\nu_2} A_{\mu_2}} \Gamma_{A_{\mu_1} A_{\mu_2} A_{\nu_2}}
$$

Adding all together taking into account the contracted indices, we see that all the terms (and therefore the $\hat{A} \hat{A} \hat{A}$ amplitude) vanish, according to the patterns shown in Table V.

| $\propto \Gamma_{AAA}$ | $\frac{1}{2} \Gamma_{\hat{A}AA}$ | $\frac{1}{3} \Gamma_{\hat{AA}AA}$ | $\frac{1}{2} \Gamma_{\hat{AA}A} \hat{AA}$ | $\frac{1}{2} \Gamma_{\hat{AA}A} \hat{AA}$ | Sum |
|---------------------|------------------|------------------|------------------|------------------|-----|
| $\propto \Gamma_{A^* A A}$ | 0 | 1 | -2 | 1 | 0 |
| $\propto \Gamma_{A^* A A^2}$ | $\frac{1}{2}$ | 0 | -1 | $\frac{1}{2}$ | 0 |
| $\propto \Gamma_{A A^2 A}$ | 0 | 0 | -1 | 1 | 0 |
| $\propto \Gamma_{\Omega A^*}$ | $\frac{1}{2}$ | 0 | 0 | $-\frac{1}{2}$ | 0 |

TABLE V: The cancellations between different terms contributing to the $\hat{A} \hat{A} \hat{A}$ amplitude after implementing the substitution rule (4.10). Notice also that the second row refers to all terms proportional to $\Gamma_{\hat{A}^* A A^2}$ which are not of the type $\Gamma_{\hat{A}^* A A^2}$ (which explicitly appears in the last row).
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