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Abstract—In this paper, a novel approach for optimizing the joint deployment of small cell base stations and wireless backhaul links is proposed. This joint deployment scenario is cast as a multi-objective optimization problem under the constraints of limited backhaul capacity and outage probability. To address the problem, a novel adaptive algorithm that integrates ε-method, Lagrangian relaxation and tabu search is proposed to obtain the Pareto optimal solution set. Simulation results show that the proposed algorithm is quite effective in finding the optimal solutions. The proposed joint deployment model can be used for planning small cell networks.

I. INTRODUCTION

Next-generation cellular networks will be based on the dense deployment of low-cost, low-power small cell base stations (SCBSs) and it is of crucial importance to provide flexible, fast and low cost backhaul solutions to pervasive deployed SCBSs to connect them to the core network [1,3]. Therefore, to deploy the infrastructure of next-generation cellular systems, backhaul links should be considered jointly with small cells (SCs) in order to optimize network performance.

Most existing works related to base station (BS) deployment have focused mainly on scenarios in which high-speed, fiber enabled wired backhaul sites are available everywhere [4,8]. However, for dense SC networks, recent works [9] have shown that the availability of such high-speed fiber backhaul links might be scarce. In addition, since SCs must be deployed everywhere, operators must seek alternative backhaul solutions as outlined in [3,9]. In particular, wireless backhaul solutions such as those based on high frequency millimeter wave (mmW) bands are promising solutions due to the availability of a large bandwidth [2,3]. The authors in [10] studied the placement of wireless backhaul nodes for SCBSs given the location of SCBSs and the traffic load. However, SCBSs deployment is not studied. While previous works have studied interesting deployment problems, to our best knowledge, the problem of joint deployment of SCs with wireless backhaul links has not been addressed yet.

The main contribution of this paper is to propose a practical SC-oriented network deployment framework that can explicitly factor in the wired backhaul, wireless backhaul, and statistical user distribution. We formulate the problem as a multi-objective integer programming. To address the joint deployment problem, we introduce an adaptive two-level search algorithm to obtain the entire Pareto optimal solution set. The proposed algorithm enables the system to find the optimal solutions and establishes lower bounds on the quality of those solutions. Simulation results show that the proposed algorithm can find the optimal solutions effectively. In addition, the results show that the joint deployment approach yields a coverage performance that is comparable to a wired backhaul deployment case but with a lower cost.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Hereinafter, we refer to wireless backhaul nodes as backhaul aggregate nodes (BANs). The BANs need to provide wireless backhaul links to SCBSs. Meanwhile, we assume that BANs have access abilities and can cover a certain area. Hence, BANs act as both aggregators and BSs. Here, SCBSs communicate with BANs using millimeter wave (mmW) links via a point to multi-point (P2MP) transmission mode.

A. Problem Formulation

Consider a geographical area $\mathcal{A}$ in which a number of SCBSs and BANs must be deployed. The candidate site set is given by $\mathcal{F} = \mathcal{F}_1 \cup \mathcal{F}_2$ where $\mathcal{F}_1$ contains sites without fiber connections while locations in $\mathcal{F}_2$ have fiber backhaul connections. Since BANs need to connect the SCBSs to the core network, the potential sites set for BANs is $\mathcal{F}_2$. For SCBSs, the candidate sites set is $\mathcal{F}_1$.

We define binary deployment variables $y_i \in \{0, 1\}$ and $z_k \in \{0, 1\}$ for SCBSs and BANs at locations $i \in \mathcal{F}_1$ (SCBS $i$) and $k \in \mathcal{F}_2$ (BAN $k$) to indicate the facility is deployed ($=1$) or not ($=0$). In order to cope with a continuous user distribution, area $\mathcal{A}$ is partitioned equally to a set of subareas which are denoted by $\mathcal{S} = \{1, \ldots, S\}$. Mobile users are assumed to be distributed according to a homogeneous Poisson point process (PPP) of density $\lambda_u$ [3]. Binary variables $x_{ij}, x_{kj} \in \{0, 1\}$ are defined to indicate the coverage of subarea $j$ by SCBS $i$, BAN $k$ and $x_{kj} \in \{0, 1\}$ is defined to indicate the availability of a connection link between SCBS $i$ and BAN $k$.

Given area $\mathcal{A}$, our goal is to find an optimal deployment of SCBSs, BANs and their connections. Two objective functions are considered: deployment cost and area coverage. So our objective function is given by $f(x, y, z) = [f_1(y, z), f_2(x)]$ where

$$f_1(y, z) = \sum_{i \in \mathcal{F}_1} y_i c_i + \sum_{k \in \mathcal{F}_2} z_k c_k,$$

(1)
\[ f_2(x) = S - \sum_{i \in S} \sum_{j \in F_1} x_{ij} - \sum_{j \in S} \sum_{k \in F_2} x_{kj}. \]  

In (1), \( c_i \) and \( c_k \) denote the deployment cost of SCBS \( i \) and BAN \( k \), \( x = [x_{ij}, x_{kj}, x_{ki}], y = [y_i] \), and \( z = [z_k] \) are the binary variables. \( f_2(x) \) represents the number of uncovered subareas.

For each subarea \( j \), we choose its center point to indicate its coverage. A subarea \( j \) is said to be covered when its outage probability \( p_{oa} \) is satisfied by a deployed BS. It is well-known [3, 11] that large bandwidth mmW networks are noise limited. Hence, the outage probability can be expressed in terms of signal to noise ratio (SNR). Formally, the deployment problem can be formulated as a multi-objective integer programming problem:

\[
(P) \quad \min_{x, y, z} \quad f(x, y, z),
\]

s.t.

\[
x_{ij} \leq y_i, \quad j \in S, i \in F_1, \tag{3}
\]
\[
x_{kj} \leq z_k, \quad j \in S, k \in F_2, \tag{4}
\]
\[
x_{ki} \leq z_k, \quad i \in F_1, k \in F_2, \tag{5}
\]
\[
\sum_{i \in F_1} x_{ij} + \sum_{k \in F_2} x_{kj} \leq 1, \quad j \in S, \tag{6}
\]
\[
x_{ij} p(\gamma_{ij} \leq \gamma) + x_{kj} p(\gamma_{kj} \leq \gamma) \leq p_{oa}, \tag{7}
\]
\[
\sum_{i \in F_1} x_{ki} \leq N_b, \quad k \in F_2, \tag{8}
\]
\[
\sum_{k \in F_2} x_{ki} = y_i, \quad i \in F_1, \tag{9}
\]
\[
x_{ki} p(r_{i, total} \geq C_{ki}) \leq p_{bb}, \quad i \in F_1, k \in F_2. \tag{10}
\]

Here, \( \gamma_{ij} (\gamma_{kj}) \) is the received SNR at the center point of area \( j \) from SCBS \( i \) (BAN \( k \)) and \( \gamma \) is the SNR threshold. \( r_{i, total} \) is defined as the sum of requested user rates from the covered area of SCBS \( i \). \( C_{ki} \) denotes the capacity of the link from BAN \( k \) to SCBS \( i \). \( p_{bb} \) is the maximum allowable probability with which the limited backhaul capacity introduces a large delay for users.

In problem (P), constraints (3), (5), (6) and (7) ensure that each subarea can be covered at most by one deployed BS with lower outage probability than the threshold. (3) means that at most \( N_b \) small cells can be served by one BAN simultaneously. (9) indicates that wireless backhaul is needed once an SCBS is deployed. Constraints (5) and (9) ensure that a deployed SCBS must be served by a deployed BAN. (10) characterizes the wireless backhaul capacity constraints. Here, we mainly focus on limited backhaul capacity and assume that access capacity is sufficient for users.

Consider SCBS \( i \), the mean number of users in its coverage is \( \lambda_i = \lambda_0 \Delta s \sum_{j \in S} x_{ij} \). Then the probability in (10) is

\[
p(r_{i, total} \geq C_{ki}) = e^{-\lambda_i} \sum_{q=1}^{\infty} p \left( \sum_{m=1}^{q} r_m \geq C_{ki} \right) \frac{\lambda_i^q}{q!}, \tag{11}
\]

where \( r_m \) is the random rate demand of the \( m \)th user. Given the users’ rate demand distribution, from (10) and (11), we can then derive the following constraints on coverage for SCBS \( i \):

\[
\sum_{j \in S} x_{ij} \leq \sum_{k \in F_2} N_{ki} x_{ki}, \quad i \in F_1, \tag{12}
\]

where \( N_{ki} \) is the maximum number of subareas that SCBS \( i \) can cover when it is connected to BAN \( k \).

Problem (P) can be cast within the framework of the two-level capacitated facility location problem and multi-objective combinatorial optimization [12]. To solve such a problem, the notion of Pareto optimality is commonly used [13]:

**Definition 1**: An objective vector \( f(x^*) = [f_1^*, \ldots, f_N^*] \) is Pareto optimal or non-dominated if and only if there does not exist another objective vector \( f(x) \) such that \( f_i \leq f_i^*, \forall i \) and \( f_i < f_i^*, \exists i \). \( x^* \) is efficient if \( f(x^*) \) is Pareto optimal. \( x^* \) is called weakly efficient if there is no other \( x \) such that \( f_i < f_i^*, \forall i \).

Hereinafter, we use Pareto optimal and efficient interchangeably. Our goal is to find the Pareto optimal solution set for decision makers to guide the practical deployment.

**B. Millimeter-wave band and propagation model**

For mmW propagation, we use the path loss model proposed in [13] for the urban scenarios:

\[
L(d) = 20\log_{10} \left( \frac{4\pi d_0}{\lambda} \right) + 10n\log_{10} \left( \frac{d}{d_0} \right) + \chi, \tag{13}
\]

where \( d_0 \) is a reference distance and \( \lambda \) is the wavelength of the carrier. \( n \) is the path loss exponent and \( d \) is the transmission distance in meters. \( \chi \) is the shadowing component which is a zero mean Gaussian variable with a standard deviation \( \sigma_\chi \) in dB. The model in (14) is utilized in our work which assumes the LOS probability as a function of transmission distance, \( p_{LOS} (d) = e^{-\beta d} \), where \( \beta \) is related with transmission environment. Based on this model, constraint (10) can be transformed further to a constraint on transmission distance \( d_{ij} \) and \( d_{kj} \) as follows:

\[
x_{ij} (d_{ij} - D_{st}) + x_{kj} (d_{kj} - D_{kt}) \leq 0. \tag{14}
\]

And \( d_{ij} (d_{kj}) \) is defined as the distance from SCBS \( i \) (BAN \( k \)) to the center point of subarea \( j \).

**III. PROPOSED ALGORITHM**

One approach to solve (P) is to adopt a weighted sum method. However, such an approach can only find supported solutions. In problem (P), it is not guaranteed that all Pareto optimal solutions are supported due to the binary variables.

The \( \epsilon \)-constraint method is another approach in multi-objective programming that can enumerate the entire Pareto solutions set. All but one objective are taken into constraints. Through the update of the parameter \( \epsilon \), the entire efficient solution set can be obtained [13]. Here, considering the combinatorial structure, we propose an adaptive \( \epsilon \)-constraint method to find the entire Pareto optimal solution set. Coverage is maximized with constrained deployment cost. Then we can get the following problem:

\[
(P_\epsilon) \quad \min \quad S - \sum_{j \in S} \sum_{i \in F_1} x_{ij} - \sum_{j \in S} \sum_{k \in F_2} x_{kj},
\]

s.t.

\[
\sum_{i \in F_1} y_i c_j + \sum_{k \in F_2} z_k c_k \leq \epsilon, \tag{15}
\]

constraints (8–10), (11), (12), (13).

**A. Lagrangian Relaxation**

Here, by introducing Lagrangian multipliers and relaxing constraints (8) and (12), we get a relaxed problem (P\(\lambda\)).

\[
(P_\lambda) \quad \min \quad S - \sum_{i \in F_1} m_i y_i - \sum_{k \in F_2} n_k z_k - \sum_{k \in F_2} \lambda_{kk} N_b
\]
Step 2: Check the constraint (12). For SCs with more coverage diversification scheme is defined when all candidate solutions are defined here to modify relaxed solutions.

...update of $x_{\text{lower bound}}$ of (P).

And this lower bound can be improved iteratively through the algorithm. Here, $\Delta t$ scheme which enforces the sufficient search of BAN space. Here, can be eliminated. The two-level structure is also a diversification scheme which enforces the sufficient search of BAN space. Here, $\Delta t$ is controlled to inhibit the intensity of the decision maker.

B. Tabu Search

To solve (P) first, we propose a tabu search based algorithm, described in Algorithm 1, to find the optimal solution. Here, open, close and swap moves are defined to search the neighborhood, $N([y, z])$, of a feasible solution $[y, z]$. Restar diversification scheme is defined when all candidate solutions are tabu solutions.

Note that the solution provided by Lagrangian can be infeasible to (P). We then define the solution obtained from Lagrangian relaxation as $[x, y, z]$. Modification procedures are defined here to modify relaxed solutions.

Step 1: Check the [8] from the perspective of total number. If the deployed BANs can not serve deployed SCs, SCs are removed starting from the one with minimum $m_i$ until the constraint is satisfied. Reconnect SCBSs with BANs if [8] is violated for some BANs.

Step 2: Check the constraint [12]. For SCs with more coverage than backhaul constraint, covered area is reduced from the cell edge until the constraint is satisfied.

Step 3: Check the available connection for subareas not covered. For these subareas with available connections, the base station with the minimum $\lambda_i$ is chosen. After the modification, the feasible solution to problem (P) can be obtained and it is denoted by $[x', y', z']$. However, this solution may not be obtained due to the modification process. Here, we propose a two-level tabu search algorithm, Algorithm 2, for multi-objective programming to iteratively improve feasible solutions and get a set of approximate non-dominated solutions. Furthermore, weakly efficient solutions obtained by $\epsilon$ method can be eliminated. The two-level structure is also a diversification scheme which enforces the sufficient search of BAN space. Here, $\Delta t$ is defined to control the intensification by the decision maker.

C. Update of $\epsilon$

In order to get the exact Pareto optimal frontier, $\epsilon$ needs to be decreased gradually. Here, we use an adaptive update scheme. In iteration $t$, suppose the cost limit is $\epsilon_t$. Through solving problem $P_{t+1}$, we can get optimal solution $[x_t, y_t, z_t]$ and objective function $f_1^t, f_2^t$. The cost constraint is then updated as $\epsilon_{t+1} = f_1^t - \Delta t$. $\Delta t$ is a small positive number. Since we can get multiple efficient solutions through algorithm 2 in one iteration, a more general update equation is given as

$$\epsilon_{t+1} = \min \left( \min_{[y, z] \in \mathcal{P}} f_1(y_t, z_t), \epsilon_t \right) - \Delta t.$$
connections. Also, due to the noise limited nature of mmW band, some SCBSs are placed close to one another.

In Fig. 2 we show how the coverage performance varies with the increase in candidate sites for SCBSs given 6 potential sites for BANs in an $400 \times 400$ m area. With the increase of candidate sites, the coverage performance can be improved significantly. Also, performance can be enhanced furthermore by increasing the capabilities of BANs ($N_b$). When the number of SCBS's candidate sites is low, increasing the candidate sites can bring more benefit than improving capability of a BAN. So instead of increasing the capability of a BAN, it is recommended to find a large number of candidate sites to guarantee a good coverage.

When the amount of available sites is large enough (70 in Fig. 2), increasing the capabilities of BANs gains more coverage and this gain decreases with the increase of $N_b$.

In Fig. 3 we compare the obtained Pareto optimal solutions for an $400 \times 400$ m area. Here, the proposed algorithm obtains better optimal solutions due to the good initial solution provided by Lagrangian relaxation and the two-level diversification scheme compared with single-level tabu search. Fig. 3 also shows that the coverage performance of 4 BANs with 9 SCBSs is almost the same with that of 5 BANs which is an example of wired backhaul network. This indicates that, besides flexibility, a comparable coverage performance can be obtained with wireless backhaul SCBSs which leads to a significant cost reduction in practical scenario where rental cost is much higher than parameter set.

V. CONCLUSION

In this paper, we have studied the joint deployment of SCs and wireless backhaul links in next-generation networks. A general two objective integer optimization model has been proposed for optimizing the location of SCBSs, BANs and their connections. The proposed model jointly considers the outage probability and backhaul link capacity constraints. To obtain the Pareto optimal solution set, we have proposed a two-level adaptive algorithm based on $\epsilon$-method, Lagrangian relaxation and tabu search. Simulation results have shown that our algorithm can obtain the optimal solution set effectively.
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