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1. Introduction

The (self-focusing) non-linear Schrödinger (NLS) hierarchy is an infinite hierarchy of commuting energy functionals on the space of curves in 3-dimensional space forms. A curve is said to be of finite gap if its complex curvature function (in the sense of Hasimoto [1]) is stationary under all but finitely many evolution equations of the NLS hierarchy, see for example [2, Chapter 4]. Grinevich [3] proved that closed finite gap curves in \( \mathbb{R}^3 \) are dense in the set of all closed curves in \( \mathbb{R}^3 \). This article is the second part of two papers. In the first part [4], we extended Grinevich’s result to closed curves in the round 3-sphere \( S^3 \), and also showed that in both \( \mathbb{R}^3 \) and \( S^3 \), a closed curve can be approximated by closed finite gap curves of the same total torsion. In this article, we prove the corresponding result for closed curves in hyperbolic 3-space \( \mathbb{H}^3 \), and for the two-dimensional space forms. Putting all these results together then yields the following

**Theorem.** The set of closed finite gap curves in any two- or three-dimensional space form is dense in the space of all closed curves in that space form. In the three-dimensional space forms, closed curves can be approximated by closed finite gap curves of the same total torsion.

The shape of a curve in three dimensions is governed by two functions: its curvature and torsion. If the curve is closed, then these functions are periodic with commensurate periods. But taking two periodic functions with commensurate periods is not sufficient to obtain a closed curve—there are additional extrinsic closing conditions. These additional closing conditions can be written in terms of a spectral problem for a \( 2 \times 2 \) matrix differential operator associated to the NLS hierarchy, and it is in this setting...
that we present our results. This is a well-studied approach in the theory of integrable flows of curves, and there is a large body of literature on the subject, see [5–8] and the references therein.

Like in [4], we use the spectral data and the associated perturbed Fourier coefficients derived from the closed curve via the NLS integrable system as the fundamental tool for proving our results. The investigation of the spectral data carried out in [4] (which is analogous to the investigation of the spectral data of the sinh-Gordon equation in [9]) is fundamental also for the treatment of $\mathbb{H}^3$ in this article. However, in comparison to the cases of $\mathbb{R}^3$ and $S^3$ from [4], the case of $\mathbb{H}^3$ is more complicated because the Sym points (i.e. the spectral values at which the extended frame is evaluated in the Sym–Bobenko reconstruction formula) of a closed curve in $\mathbb{H}^3$ are not on the real line, and therefore, the monodromy at these points is not necessarily semisimple. It follows that if we want to construct a (finite gap) curve that satisfies the extrinsic closing condition for $\mathbb{H}^3$, it is not enough to make sure that the monodromy has the correct eigenvalues ($\pm 1$) at the Sym points. We have to consider the case where the monodromy at the Sym points is not diagonalisable, and in this case we need to carry out an additional transformation to obtain a diagonalisable monodromy with the same eigenvalues. We do this by applying a suitable Bianchi–Bäcklund transform, which we express as a simple factor dressing. For this technique to be successful, we need the eigenvalue function of the monodromy to attain the value $\pm 1$ at the Sym points with second order.

A brief outline of this article is as follows: In section 2, we recall the $2 \times 2$ matrix model of hyperbolic 3-space $\mathbb{H}^3$, the complex curvature function of a curve and its closing conditions in terms of the monodromy of its extended frame. In the third section we introduce spectral curves for periodic functions in $L^2([0, T], \mathbb{C})$ and the eigenbundle of the monodromy. Section 4 deals with finite Mittag–Leffler distributions on the spectral curve with prescribed asymptotics. We use such distributions in Section 5 to show that for every closed curve $\gamma$ in $\mathbb{H}^3$ there exists a sequence $(q_n)$ of finite gap complex curvature functions which converge in $L^2$ to the complex curvature of $\gamma$, such that the eigenvalue function of the monodromy of every $q_n$ attains the value $\pm 1$ at the Sym points with second order. In Section 6, we use simple factor dressing in combination with the Baker–Akhiezer function to transform the $q_n$ such that they fully satisfy the extrinsic closing condition for $\mathbb{H}^3$. In this way we prove that the set of closed finite gap curves in $\mathbb{H}^3$ is $W^{2,2}$-dense in the Sobolev space of all closed $W^{2,2}$-curves in $\mathbb{H}^3$. In the final Section 7, we prove the result for curves in 2 dimensions and show that the set of closed finite gap curves in 2-dimensional space forms is $W^{2,2}$-dense in the Sobolev space of all closed $W^{2,2}$ curves in 2-dimensional space forms.

2. Extended frames of curves

We identify hyperbolic 3-space $\mathbb{H}^3 \subset \mathbb{R}^{(3,1)}$ as the symmetric space $\text{SL}_2(\mathbb{C})/\text{SU}_2$ embedded in the real 4-space of Hermitian symmetric matrices by the map $[g] \leftrightarrow g g^*$, where $g^*$ denotes the complex conjugate transpose of $g$. The identity component of the isometry group of $\mathbb{H}^3$ is isomorphic to the restricted Lorentz group $\text{SO}^+ (3, 1)$, whose double cover is $\text{SL}_2(\mathbb{C})$. $\text{SL}_2(\mathbb{C})$ acts on $\mathbb{H}^3$ via the action $X \mapsto FXF^*$. We fix a basis of the Lie algebra $\mathfrak{sl}_2(\mathbb{C})$ by

\[
\epsilon_- = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}, \quad \epsilon_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \epsilon = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}.
\]

The invariant Riemannian metric on $\mathbb{H}^3$ induces an Ad-invariant inner product on $\mathfrak{sl}_2(\mathbb{C})$, whose extension to a $\mathbb{C}$-bilinear map will be denoted by $\langle \cdot , \cdot \rangle$. Here we normalize the Riemannian metric in such a way
that \((\varepsilon, \varepsilon) = -\frac{1}{2} \text{tr} \varepsilon^2 = 1\) holds. We then moreover have

\[(\varepsilon_-, \varepsilon_-) = (\varepsilon_+, \varepsilon_-) = 0, \varepsilon^- = -\varepsilon_+, \varepsilon^+ = -\varepsilon, \]

\[[\varepsilon_-, \varepsilon] = 2i\varepsilon_-, [\varepsilon, \varepsilon_+] = 2i\varepsilon_+ \text{ and } [\varepsilon_+, \varepsilon_-] = i\varepsilon.\]

For a curve \(\gamma\) in \(\mathbb{H}^3\) with geodesic curvature \(\kappa\) and torsion \(\tau\), the complex-valued function

\[q(t) = \kappa(t) \exp \left( i \int_0^t \tau(s) \, ds \right)\]

is called the complex curvature of \(\gamma\), introduced by Hasimoto [1]. If \(\gamma\) is in \(W^{k,2}\) (i.e. \(k\)-times differentiable in the Sobolev sense, where the final derivative is square-integrable) for \(k \geq 2\), then its complex curvature is in \(W^{k-2,2}\). Note that the complex curvature is well-defined even when \(\gamma\) is only twice differentiable. The complex curvature will be the main instrument with which we study curves in \(\mathbb{H}^3\). The next lemma is a variant of the Frenet–Serret Theorem in our set-up, and is proven by direct computation.

**Lemma 2.1** Let \(k \in \{2,3,\ldots,\infty\}, T > 0, q \in W^{k-2,2}([0,T],\mathbb{C})\) and

\[\alpha^q = \frac{1}{2} (\lambda \varepsilon + q \varepsilon_+ + \bar{q} \varepsilon_-)\]  \hspace{1cm} (2.3)

Let \(F = F(t, \lambda)\) be the unique solution of

\[\frac{d}{dt}F = F \alpha^q, \quad F(0, \lambda) = I \text{ for all } \lambda \in \mathbb{C}.\]  \hspace{1cm} (2.4)

Then \(F(\cdot, \lambda) \in W^{k-1,2}([0,T], \mathbb{C}^{2 \times 2})\). Moreover,

\[\gamma(t) = F(t, i) F(t, -i)^{-1}\]  \hspace{1cm} (2.5)

is a unit-speed curve in \(\mathbb{H}^3\) with complex curvature \(q\), with \(\gamma \in W^{k-2}([0,T], \mathbb{H}^3)\) and velocity

\[\gamma'(t) = i F(t, i) \varepsilon F(t, -i)^{-1}.\]  \hspace{1cm} (2.6)

The map \(F : [0,T] \times \mathbb{C} \to \text{SL}_2(\mathbb{C})\) is called an extended frame of the curve. The spectral values \(\lambda = \pm i\) at which \(F\) is evaluated in the reconstruction formulas (2.5) and (2.6) are called Sym points. \(F\) satisfies the reality condition

\[\overline{F(t, \bar{\lambda})} = F^{-1}(t, \lambda) \quad \text{for all } \lambda \in \mathbb{C} \text{ and all } t \in \mathbb{R}.\]  \hspace{1cm} (2.7)

Now suppose \(q \in L^2([0,T], \mathbb{C})\) is the complex curvature of a closed, unit speed curve \(\gamma\) in \(\mathbb{H}^3\) of length \(T\). Then \(q\) (extended naturally to \(\mathbb{R}\)) is in general not only periodic, but also quasi-periodic, meaning that

\[q(t + T) = \exp(i\theta T) q(t) \quad \text{for all } t \in \mathbb{R},\]  \hspace{1cm} (2.8)

with a unique number \(\theta \in \mathbb{R}\). If \(\gamma\) is three times differentiable, so that its torsion function \(\tau\) is well-defined, then \(\theta = \frac{1}{T} \int_0^T \tau \in \mathbb{R}\) is the average torsion of the curve \(\gamma\), so the total torsion of \(\gamma\) divided by
its length. We will take the liberty of calling the number $\theta T$ the **total torsion** of $\gamma$ even where $\gamma$ is only twice differentiable (and therefore the torsion function of $\gamma$ is not in general well-defined).

In order to apply spectral theory to $\gamma$, we need a periodic potential. A periodic potential $\tilde{q}$ can be obtained from $q$ by gauging $\alpha^q$ with $g(t)$ from the right, see [10, p. 11] and [4, Section 2], where

$$g(t) := \begin{pmatrix} \exp(i\theta t/2) & 0 \\ 0 & \exp(-i\theta t/2) \end{pmatrix}.$$ 

Indeed we have

$$\alpha^q g = g^{-1} \alpha^q g + g^{-1} \left( \frac{d}{dt} g \right) = \frac{1}{2} \left( \tilde{\lambda} \varepsilon + \tilde{q} \varepsilon_+ + \tilde{q} \varepsilon_- \right) = \alpha^{\tilde{q}}$$

with

$$\tilde{q}(t) := \exp(-i\theta t) q(t) \quad \text{and} \quad \tilde{\lambda} = \lambda + \theta.$$ 

The potential $\tilde{q}$ is periodic because of equation (2.8), and the original curve $\gamma$ can be reconstructed from the data $(\tilde{q}, \theta)$: Let $F^{\tilde{q}}$ be the extended frame defined by $\tilde{q}$, so the solution of the initial value problem

$$\frac{d}{dt} F^{\tilde{q}} = F^{\tilde{q}} \alpha^{\tilde{q}}, \quad F^{\tilde{q}}(0, \tilde{\lambda}) = 1 \quad \text{for all} \quad \tilde{\lambda} \in \mathbb{C}.$$ 

Due to Lemma 2.1, we then have

$$\gamma(t) = F^{\tilde{q}}(t, i + \theta) F^{\tilde{q}}(t, -i + \theta)^{-1} \quad \text{and} \quad \gamma'(t) = i F^{\tilde{q}}(t, i + \theta) \varepsilon F^{\tilde{q}}(t, -i + \theta)^{-1}.$$ (2.9)

From here on, we will denote by $q$ the periodic potential that has been obtained from the complex curvature of $\gamma$ by the above regauging. We will omit the tilde in the names of $\tilde{q}, \tilde{\lambda}$ and associated objects. Moreover we will henceforth usually omit the superscript $q$ in $\alpha^q$ and similar objects.

Even where the potential $q$ is periodic, the extended frame $F$ is generally not periodic. The extent of its non-periodicity is measured by the **monodromy** $M(\lambda) := F(T, \lambda)$. Due to the periodicity of $q$ we have

$$F(t + T, \lambda) = M(\lambda) F(t, \lambda) \quad \text{for every} \quad t \in \mathbb{R}.$$ 

**Remark 2.2** The monodromy inherits the following properties from its extended frame.

(i) From the ODE (2.4) it follows that the map $\mathbb{C} \to \text{SL}_2(\mathbb{C}), \lambda \mapsto M(\lambda)$ is analytic.

(ii) From the reality condition (2.7) it follows that

$$M(\lambda') = M(\lambda)^{-1} \quad \text{for all} \quad \lambda \in \mathbb{C}.$$ (2.10)

In particular, $M(\lambda) \in \text{SU}_2$ for all $\lambda \in \mathbb{R}$.

(iii) The trace $\Delta : \lambda \mapsto \text{tr} M(\lambda)$ is analytic and satisfies

$$\Delta(\lambda) = \Delta(\lambda).$$ (2.11)

(iv) The two eigenvalues of $M$ are given by

$$\mu^{\pm} = \frac{1}{2} \left( \Delta \pm \sqrt{\Delta^2 - 4} \right)$$ (2.12)
and satisfy $\Delta = \mu + \mu^{-1}$ and
\[
\mu(\lambda) = \mu(\lambda)^{-1}.
\] (2.13)

(v) The map $\lambda \mapsto \mu(\lambda)$ is branched at the odd ordered roots of $\Delta^2 - 4$, and there
\[
\Delta = \pm 2 \iff \mu = \pm 1.
\] (2.14)

(vi) The curve defined by equation (2.9) is $T$-periodic if and only if
\[
M(i + \theta) = M(-i + \theta) = \pm 1.
\] (2.15)

3. The spectral curve

In the sequel we denote by $L^2([0, T], \mathbb{C})$ the space of complex-valued square-integrable functions on $[0, T]$, and we will always regard such functions as being extended periodically on the real line. We consider a periodic potential $q \in L^2([0, T], \mathbb{C})$, let $F(x, \lambda)$ be the corresponding extended frame and $M(\lambda)$ be the associated monodromy. We also consider the holomorphic function $\Delta := \text{tr} \ M$, see Remark 2.2(iii). The spectral curve $\Sigma$ of $q$ is then defined by the characteristic equation of $M$:
\[
\Sigma = \{ (\lambda, \mu) \in \mathbb{C}^2 \mid \mu^2 - \Delta(\lambda) \mu + 1 = 0 \}.
\]
$\Sigma$ is a complex curve, its singularities occur at those $\lambda \in \mathbb{C}$ for which $\Delta^2 - 4$ has a zero of order $\geq 2$. $\Sigma$ is hyperelliptic above $\mathbb{C}$, in other words,
\[
\pi : \Sigma \rightarrow \mathbb{C}, \ (\lambda, \mu) \mapsto \lambda
\]
is a holomorphic, two-fold branched covering map; its branch points occur above those $\lambda \in \mathbb{C}$ for which $\Delta^2 - 4$ has a zero of odd order. The hyperelliptic involution of $\Sigma$ is given by
\[
\sigma : \Sigma \rightarrow \Sigma, \ (\lambda, \mu) \mapsto (\lambda, \mu^{-1}).
\]
Remark 2.2(ii) shows that $\Sigma$ is also equipped with the anti-holomorphic involution
\[
\eta : \Sigma \rightarrow \Sigma, \ (\lambda, \mu) \mapsto (\bar{\lambda}, \bar{\mu}^{-1}),
\]
which commutes with $\sigma$. The eigenvector bundle of $M$ is a holomorphic line bundle on a certain partial normalization $\tilde{\Sigma}$ of $\Sigma$, which we call the eigenline curve of $M$. It is characterized by the property that the generalized divisor (in the sense of Hartshorne [11, §1]), which describes the eigenvector bundle is locally free on the branched one-fold covering $\tilde{\Sigma}$ of $\Sigma$, see [12, Section 4] (where $\tilde{\Sigma}$ is called the $S$-halfway normalization of the holomorphic matrix $M$) and also compare [9, Section 3]. The transpose matrix $M'$ has the same eigenline curve as $M$, and therefore the eigenvector bundle of $M'$ also is a holomorphic line bundle on $\tilde{\Sigma}$. Thus there exist non-zero holomorphic sections $v, w : \tilde{\Sigma} \rightarrow \mathbb{C}^2$ of these eigenline bundles so that
\[
Mv = \mu v \quad \text{respectively} \quad M'w = \mu w.
\]
In terms of these sections, the projection operator onto the eigenline bundle of $M$ is given by the meromorphic operator map on $\tilde{\Sigma}$

$$P := \frac{v w'}{w' v},$$

note that $P$ does not change when $v$ and $w$ are scaled by non-zero holomorphic functions. In the sequel we will also consider $u = v \circ \sigma^{-1}$.

**Proposition 3.1**

(i) $Pv = v, Pu = 0, P^2 = P$.

(ii) $(v, u)$ is a basis of $\mathbb{C}^2$ at all those $(\lambda, \mu) \in \tilde{\Sigma}$ with $\mu \neq \pm 1$.

(iii) $\sum P = 1$ and $\sum \mu P = M(\lambda)$, where $\sum$ denotes the sum over the two sheets of $\tilde{\Sigma}$.

(iv) For any linear operator $A$ on $\mathbb{C}^2$ we have $\text{tr}(PA) = \frac{w' Av}{w' v}$ and $\text{tr}(P M) = \mu$.

**Proof.** It suffices to check the statements for those points $(\lambda, \mu) \in \tilde{\Sigma}$ with $\mu \neq \pm 1$ and $w' v \neq 0$. The equation $Pv = v$ then follows immediately from the definition of $P$, and if we write $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, we have $v = (b, \mu - a), w = (c, \mu - a)$ and $u = (b, \mu^{-1} - a)$. We have the equation

$$(\mu - a)(\mu - d) = bc,$$

whence

$$w' u = (c, \mu - a) (b, \mu^{-1} - a) = cb + (\mu - a)(\mu^{-1} - a) \quad = cb + (\mu - a)((\Delta - \mu) - (\Delta - d)) = cb - (\mu - a)(\mu - d) = 0,$$

and thus $Pu = 0$ follows. Because of the equations $Pv = v$ and $Pu = 0$, the vectors $(v, u)$ must be linear independent, and thus a basis of $\mathbb{C}^2$. This fact also implies $P^2 = P$. This completes the proof of (i) and (ii). (iii) follows from (i), (ii) and the fact that the function $\mu$ enumerates the eigenvectors of $M(\lambda)$. Finally (iv) was shown in [4, Lemma 7.1].

Because of $\text{det} M = 1$, we have $M^{-1} = JM' J^{-1}$ with $J := e_+ + e_-; it therefore follows from Equation (2.10) that

$$\overline{M(\lambda)} = J M(\lambda) J^{-1}$$

holds. With the anti-holomorphic involution $\rho := \sigma \circ \eta = \eta \circ \sigma : (\lambda, \mu) \mapsto (\lambda, \tilde{\mu})$ we therefore have $\rho \ast v = J v$ and $\rho \ast w = J w$, and thus

$$\rho \ast P = J P J^{-1}. \quad (3.1)$$

For $x \in \mathbb{R}$ we define $\tau, q(t) = q(t + x).$ Then we have $F^{\tau q}(t, \lambda) = F^q(t, \lambda)^{-1} F^q(t + x, \lambda)$, and therefore the monodromy of $\tau, q$ is given by

$$M^{\tau q}(\lambda) = F^{\tau q}(T, \lambda) = F^q(T, \lambda)^{-1} F^q(T + x, \lambda) = F^q(x, \lambda)^{-1} M^q(\lambda) F^q(x, \lambda). \quad (3.2)$$
This equation shows in particular that $M^{xq}$ is the solution of the differential equation

$$\frac{d}{dx} M^{xq} = [M^{xq}, \alpha^q].$$

Equation (3.2) also shows that $F^q(x, \lambda)^{-1} v$ and $F^q(x, \lambda)^t w$ is an eigenvector of $M^{xq}(\lambda)$, respectively of $M^{xq}(\lambda)^t$ for the eigenvalue $\mu$. It follows that

$$P^{xq} = F^q(x, \lambda)^{-1} P^q F^q(x, \lambda).$$

(3.3)

A complex curvature function $q$ is finite gap if and only if the eigenline curve $\tilde{\Sigma}$ has finite arithmetic genus. Therefore $\Sigma$ can in this case be compactified, obtaining a hyperelliptic curve above $\mathbb{CP}^1$, which we again denote by $\tilde{\Sigma}$. For $\lambda \to \infty$, $\tilde{\Sigma}$ is approximated by the corresponding curve for the vacuum $q = 0$, which shows that $\infty$ is not a branching point of the compactification $\tilde{\Sigma}$, in other words there are two points $\infty_+, \infty_- \in \tilde{\Sigma}$ that are above $\lambda = \infty \in \mathbb{CP}^1$.

Even in the general case for $q$, the asymptotic behavior of the monodromy $M$ described in [4, Theorem 3.1] shows that $\Sigma$ and $\tilde{\Sigma}$ can be compactified as a 1-dimensional complex space in a certain sense by adding points above $\lambda = \infty$, analogously to the spectral curve $Y$ in [13, Definition 2.1]. The comparison to the spectral curve of the vacuum ($q = 0$) shows that these compactifications are not branched above $\lambda = \infty$. Thus they have two points above $\lambda = \infty$, which we will denote by $\infty_+$ and $\infty_-$. 

4. Mittag–Leffler distributions on the spectral curve

In the present section, we will study Mittag–Leffler distributions on the eigenline curve $\tilde{\Sigma}$ of the spectral curve $\Sigma$. For the concept of a Mittag–Leffler distribution, see for example [14, § 18.1]. In particular, we will obtain a criterion when a Mittag–Leffler distribution on $\tilde{\Sigma}$ can be solved by a meromorphic function that tends to zero of order $O(\lambda^{-1})$ for $\lambda \to \infty$ (Proposition 4.4). The construction described here follows the strategy employed by Schmidt in [13, Chapter 7] and [15, Section 3.1] for other types of integrable systems. Like the second reference, and unlike the first reference, we will only consider finite Mittag–Leffler distributions, to avoid certain topological difficulties. Our application of these results in Section 4 will concern a Mittag–Leffler distribution whose support has at most two points. However, most results of this section can be transferred to infinite Mittag–Leffler distributions if suitable convergence conditions are introduced, like it was done in [13, Chapter 7].

For the sake of simplicity of notation, we will denote the eigenline curve of $M$ by $\Sigma$ instead of $\tilde{\Sigma}$ in this section (only). We denote the sheaf of holomorphic functions on the eigenline curve $\Sigma$ by $\mathcal{O}$, and for any divisor $D$ on $\Sigma$, the sheaf of meromorphic functions $f$ on $\Sigma$ with $(f) \geq -D$ by $\mathcal{O}_D$. Moreover, we denote by $\Omega$ the canonical bundle of $\Sigma$, i.e. the sheaf of holomorphic 1-forms on $\Sigma$.

Let $D$ be a divisor on $\Sigma$ and $\mathcal{U} = (U_i)_{i \in I}$ an open covering of $\Sigma$. Then a Mittag–Leffler distribution on $\Sigma$ for the divisor $D$ is a cochain $(h_i) \in C^0(\mathcal{U}, \mathcal{O}_D)$ so that the differences $h_i - h_j$ are holomorphic on $U_i \cap U_j$, i.e. so that $\delta(h_i) \in Z^1(\mathcal{U}, \mathcal{O})$ holds. The cohomology class induced by $(h_i)$ is $[\delta(h_i)] \in H^1(\Sigma, \mathcal{O})$. In the sequel, we identify Mittag–Leffler distributions $(h_i)$ with cohomology classes $[\delta(h_i)] \in H^1(\Sigma, \mathcal{O})$. A solution of $(h_i)$ is a global meromorphic function $f \in C^0(\Sigma, \mathcal{O}_D)$ which has the same principal part as $(h_i)$, i.e. so that $f|U_i - h_i$ is holomorphic for every $i \in I$.

We say that the Mittag–Leffler distribution $h$ is finite if the support of the corresponding divisor $D$ is finite, and denote the space of cohomology classes corresponding to finite Mittag–Leffler distributions by $H^1_{\text{fin}}(\Sigma, \mathcal{O})$. In this section, we will focus on finite Mittag–Leffler distributions.
For \( h \in H^1_{\text{fin}}(\Sigma, \mathcal{O}) \) and \( \omega \in H^0(\Sigma, \Omega) \) we define

\[
\text{Res}(h, \omega) = - \sum \text{Res}(h \omega),
\]

where the sum runs over the finitely many poles of \( h \) on \( \Sigma \). This is equal to the sum of the residues of \( h\omega \) at \( \infty \). In this way, we obtain a non-degenerate pairing

\[
\text{Res} : H^1_{\text{fin}}(\Sigma, \mathcal{O}) \times H^0(\Sigma, \Omega) \to \mathbb{C}.
\]

We now consider the subspace \( H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) \) of those \( h \in H^1_{\text{fin}}(\Sigma, \mathcal{O}) \) which are compatible with the anti-holomorphic involution \( \rho : \Sigma \to \Sigma, (\lambda, \mu) \mapsto (\overline{\lambda}, \overline{\mu}) \) in the sense that \( \rho \cdot \overline{h} = h \) holds. Likewise, we denote by \( H^0_{\rho}(\Sigma, \Omega) \) the subspace of those \( \omega \in H^0(\Sigma, \Omega) \) which satisfy \( \rho^* \cdot \overline{\omega} = \omega \). Note that the pairing \( \text{Res}(h, \omega) \) is real-valued for \( h \in H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) \) and \( \omega \in H^0_{\rho}(\Sigma, \Omega) \).

On the other hand, the real symplectic map

\[
\mathcal{R} : L^2([0, T], \mathbb{C}) \times L^2([0, T], \mathbb{C}) \to \mathbb{R}, \quad (\delta_1 q, \delta_2 q) \mapsto \frac{1}{2} \int_0^T \Im(\delta_1 q(t) \overline{\delta_2 q(t)}) \, dt
\]

on the Banach space \( L^2([0, T]) \) of infinitesimal variations of the periodic potential \( q \) is non-degenerate and can be seen as a non-degenerate real pairing of \( L^2([0, T], \mathbb{C}) \) with itself.

The main objective of this section is to show that these two pairings are in a certain sense conjugate to each other: Below, we will construct an \( \mathbb{R} \)-linear map

\[
\Phi : H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) \to L^2([0, T], \mathbb{C}), \quad h \mapsto \delta_h q
\]

so that with the \( \mathbb{R} \)-linear map

\[
\Psi : L^2([0, T], \mathbb{C}) \to H^0_{\rho}(\Sigma, \Omega), \quad \delta q \mapsto \frac{1}{\mu} \left( \frac{\partial \mu}{\partial q} \delta q \right) \, d\lambda
\]

the following diagram commutes:

\[
\begin{array}{ccc}
H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) & \xrightarrow{\Phi} & L^2([0, T], \mathbb{C}) \\
\times & \xrightarrow{\text{Res}} & \mathbb{R} \\
H^0_{\rho}(\Sigma, \Omega) & \xleftarrow{\psi} & L^2([0, T], \mathbb{C}).
\end{array}
\]

In other words, we will have

\[
\text{Res}(h, \Psi(\delta q)) = \mathcal{R}(\Phi(h), \delta q) \quad \text{for any} \quad h \in H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) \quad \text{and} \quad \delta q \in L^2([0, T], \mathbb{C}).
\]

Because \( h \in H^1_{\text{fin}, \rho}(\Sigma, \mathcal{O}) \) is a Mittag–Leffler distribution on the fixed spectral curve \( \Sigma \), we expect the corresponding variation \( \Phi(h) = \delta_h q \) of the potential \( q \) to be isospectral, i.e. that \( \frac{\partial \mu}{\partial q} \cdot \delta_h q = 0 \) holds. That this equation is indeed true is seen in part (ii) of the following proposition.
ON CLOSED FINITE GAP CURVES IN SPACEFORMS II

PROPOSITION 4.1  (i) Let \( h \in H^1_{\text{fin},p}(\Sigma, \mathcal{O}) \) be given. There exist \( W^{1,2} \)-differentiable maps \( a_+ \) into the \( (2 \times 2) \)-matrix-valued entire maps in \( \lambda \), and \( a_- \) into the \( (2 \times 2) \)-matrix-valued meromorphic functions in \( \lambda \in \mathbb{C} \) with poles at most at the points below the support of \( h \) and which go to zero for \( \lambda \to \infty \) so that

\[
a_+ + a_- = a := \sum h P^{\varepsilon_q}
\]

holds; here \( \sum \) denotes the sum over the two sheets of the complex curve \( \Sigma \). The matrix-valued function

\[
d_\varepsilon \alpha := \frac{d}{dx} a_- + [\alpha, a_-] = \frac{1}{2} [\varepsilon, \text{Res}(a d\lambda)]
\]

is of the form \( \frac{1}{2} \left( \begin{array}{cc} 0 & \delta_\varepsilon q \\ -\delta_\varepsilon q & 0 \end{array} \right) \) with some \( \delta_\varepsilon q \in L^2([0,T], \mathbb{C}) \), in particular \( d_\varepsilon \alpha \) is independent of \( \lambda \). We define the \( \mathbb{R} \)-linear map \( \Phi : H^1_{\text{fin},p}(\Sigma) \to L^2([0, T], \mathbb{C}) \) by \( h \mapsto \delta_\varepsilon q \).

(ii) For every \( h \in H^1_{\text{fin},p}(\Sigma, \mathcal{O}) \) we have \( \frac{\partial}{\partial q} \Phi(h) = 0 \) and \( \frac{\partial}{\partial \lambda} \Phi(h) = -a_- (0) \nu \), with \( a_- \) as in (i).

(iii) If some \( h \in H^1_{\text{fin},p}(\Sigma, \mathcal{O}) \) satisfies \( \Phi(h) = 0 \), then the Mittag–Leffler distribution \( h \) is solvable by means of a meromorphic function \( f \) on \( \Sigma \) which tends to zero of order \( O(\lambda^{-1}) \) near \( \infty_\pm \).

Proof. (i) Let \( h \in H^1_{\text{fin},p}(\Sigma, \mathcal{O}) \) be given. Because \( \Sigma \) is non-compact, every Mittag–Leffler distribution on \( \Sigma \) is solvable; in other words, we can regard \( h \) as a meromorphic function on \( \Sigma \) which has poles as prescribed by the Mittag–Leffler distribution. Of course, this meromorphic function is not unique, and in general, it will not be bounded near \( \infty_\pm \).

Let \( a(x) := \sum h P^{\varepsilon_q} \), where the sum runs over the two sheets of \( \Sigma \). The map \( a \) is obviously invariant under \( \sigma \) and therefore induces a \( (2 \times 2) \)-matrix-valued, meromorphic function on \( \mathbb{C} \ni \lambda \), which has poles at the values of \( \lambda \) below the points in the support of \( h \), and possibly also at \( \lambda = \infty \). Because of Equation (3.3) we have

\[
a(x) = F(x, \lambda)^{-1} a(0) F(x, \lambda),
\]

and differentiating with respect to \( x \) shows that \( a \) solves the Lax equation

\[
\frac{d a}{dx} = [\alpha, a].
\]

Let \( a_L \) be the principal part of the Laurent series of \( a \) at \( \lambda = \infty \), and let \( a_e \) be the finite value of \( a - a_L \) at \( \lambda = \infty \). Then \( a_+ := a_L + a_e \) is an entire, \( (2 \times 2) \)-matrix-valued function, and \( a_- := a - a_+ \) is a meromorphic function on \( \mathbb{C} \ni \lambda \) which tends to zero of order \( O(\lambda^{-1}) \) for \( \lambda \to \infty \), and we have \( a = a_+ + a_- \). Because of equation (4.2) we have

\[
d_\varepsilon \alpha := \frac{d a_-}{dx} + [\alpha, a_-] = -\left( \frac{d a_+}{dx} + [\alpha, a_+] \right).
\]

The second representation of \( d_\varepsilon \alpha \) shows that \( d_\varepsilon \alpha \) is a \( (2 \times 2) \)-matrix-valued, entire function in \( \lambda \in \mathbb{C} \). On the other hand, the first representation shows that \( d_\varepsilon \alpha \) is bounded near \( \lambda = \infty \). Therefore \( d_\varepsilon \alpha \) is constant in \( \lambda \).

For \( \lambda \to \infty \), we have \( a_- \to 0 \) and \( \frac{d a_-}{dx} \to 0 \). Moreover \( \lambda a_- \to -\text{Res}(a d\lambda) \), which is a finite \( (2 \times 2) \)-matrix. Because \( d_\varepsilon \alpha \) does not depend on \( \lambda \in \mathbb{C} \), we therefore have
\[
\delta_h \alpha = \lim_{\lambda \to \infty} \left( \frac{d\alpha}{dx} + [\alpha, a_-] \right) \overset{(1.3)}{=} \frac{1}{2} \lim_{\lambda \to \infty} [\lambda \varepsilon + q \varepsilon_+ + \bar{q} \varepsilon_- , a_- ] \\
= \frac{1}{2} \lim_{\lambda \to \infty} [\varepsilon, \lambda a_-] = -\frac{1}{2} \varepsilon, \text{Res}(a d\lambda)].
\]

This shows that the matrix \(\delta_h \alpha\) is off-diagonal.

Because of the hypothesis \(\rho^* \tilde{N} = h\) and equation (3.1) we have \(\frac{a}{\tilde{x}} = J a_\pm J^{-1}\) and therefore also \(\tilde{x}_\pm = J a_\pm J^{-1}\). Because \(\delta_h \alpha\) does not depend on \(\lambda\), we have by equation (4.3)

\[
\delta_h \alpha = \delta_h \alpha |_{\lambda} = \frac{d\alpha}{dx} + [\alpha, a_-] = J \left[ \frac{d\alpha}{dx} J^{-1} + [J \alpha, J^{-1}], J a_- J^{-1} \right] = J \delta_h \alpha |_{\lambda} J^{-1} = J \delta_h \alpha J^{-1}
\]

This shows that \(\delta_h \alpha\) is of the form \(\frac{1}{2} \left( \begin{array}{cc} 0 & \delta_h q \\ -\delta_h q & 0 \end{array} \right)\) with some \(\delta_h q \in L^2([0, T], \mathbb{C})\).

(ii) We consider the multi-valued map

\[
\delta_h v(x) := -\mu^{x/T} a_- (x) F(x, \lambda)^{-1} v \quad \text{with} \quad \mu^{x/T} := \exp \left( \frac{x}{T} \ln(\mu) \right).
\]

Note that \(\delta_h v := \delta_h v(0) = \delta_h v(T) = -a_-(0) v\) holds. Using \(\frac{dF}{dx} = F \alpha\), we have

\[
\frac{d\delta_h v}{dx} = \frac{\ln(\mu)}{T} \delta_h v - \mu^{x/T} \frac{d\alpha}{dx} F^{-1} v + \mu^{x/T} a_- F^{-1} v = \frac{\ln(\mu)}{T} \delta_h v - \mu^{x/T} \left( \frac{d\alpha}{dx} - a_- \alpha \right) F^{-1} v \\
\overset{(3.3)}{=} \frac{\ln(\mu)}{T} \delta_h v - \mu^{x/T} (\delta_h \alpha - a_- \alpha) F^{-1} v = \left( \frac{\ln(\mu)}{T} I - \alpha \right) \delta_h v - \mu^{x/T} \delta_h \alpha F^{-1} v.
\]

This equation is an inhomogeneous linear differential equation for the function \(\delta_h v\). The unique solution of this differential equation with the initial value \(\delta_h v(0) = \delta_h v\) is given by

\[
\delta_h v(x) = \mu^{x/T} F(x, \lambda)^{-1} \left( -\int_0^T F(t, \lambda) \delta_h \alpha(t) F(t, \lambda)^{-1} v dt + \delta_h v \right).
\]

In particular, we have

\[
\delta_h v = \delta_h v(T) = \mu M(\lambda)^{-1} \left( -\int_0^T F(t, \lambda) \delta_h \alpha(t) F(t, \lambda)^{-1} v dt + \delta_h v \right),
\]

whence

\[
(M(\lambda) - \mu I) \delta_h v = -\int_0^T F(t, \lambda) \delta_h \alpha(t) F(t, \lambda)^{-1} dt \mu v \quad (4.4)
\]

follows. On the other hand, from the differential equation (2.4) it follows that \(G := \frac{dF}{d\mu} \delta_h q\) solves the initial value problem \(\frac{dG}{dx} = G \alpha + F \delta_h \alpha\) with \(G(0) = 0\), and therefore we have

\[
G(x, \lambda) = \int_0^x F(t, \lambda) \delta_h \alpha(t) F(t, \lambda)^{-1} dt F(x, \lambda),
\]
in particular
\[
\frac{\partial M(\lambda)}{\partial q} \delta_h q = \int_0^T F(t, \lambda) \delta_h \alpha(t) F(t, \lambda)^{-1} \, dt M(\lambda).
\]

By applying this equation to Equation (4.4), we obtain
\[
(M(\lambda) - \mu \mathbb{1}) \delta_h v = -\left( \frac{\partial M(\lambda)}{\partial q} \delta_h q \right) v. \tag{4.5}
\]

On the other hand, by differentiating the equation \((M(\lambda) - \mu \mathbb{1}) \delta_h v = 0\) in the direction of \(\delta_h q\), we obtain
\[
(M(\lambda) - \mu \mathbb{1}) \left( \frac{\partial v}{\partial q} \delta_h q \right) = -\left( \frac{\partial M(\lambda)}{\partial q} \delta_h q \right) v + \left( \frac{\partial \mu}{\partial q} \delta_h q \right) v. \tag{4.6}
\]

By comparing the symmetric and the anti-symmetric parts of Equations (4.5) and (4.6), we obtain
\[
\frac{\partial \mu}{\partial q} \delta_h q = 0 \quad \text{and} \quad \frac{\partial v}{\partial q} \delta_h q = \delta_h v = -a_-(0) v.
\]

(iii) If \(\delta_h q = \Phi(h) = 0\) holds, then we have \((M - \mu \mathbb{1}) \delta_h v = 0\) by Equation (4.5), so that \(\delta_h v\) is an eigenvector of \(M\) for the eigenvalue \(\mu\). Because the eigenspaces of \(M\) are generically one-dimensional, there exists a meromorphic function \(f\) on \(\Sigma\) with \(\delta_h v = f v\). Because of the construction of \(\delta_h v = -a_-(0) v\), the function \(f\) is a solution of the Mittag–Leffler distribution \(h\) which tends to zero of order \(O(\lambda^{-1})\) near \(\infty_\pm\). \(\square\)

**Proposition 4.2** (i) If \(\delta q \in L^2([0, T], \mathbb{C})\) then \(\Psi(\delta q) := \frac{1}{\mu} \left( \frac{\partial \mu}{\partial q} \delta q \right) \, d\lambda\) is a regular 1-form on \(\Sigma\) which satisfies \(\rho^* \overline{\Psi(\delta q)} = \Psi(\delta q)\). We thus obtain an \(\mathbb{R}\)-linear map
\[
\Psi : L^2([0, T], \mathbb{C}) \to H^0_{\rho}(\Sigma, \Omega).
\]

(ii) For \(\delta q \in L^2([0, T], \mathbb{C})\) we have
\[
\Psi(\delta q) = \left( \int_0^T \text{tr}(P_{\tau q} \, \delta \alpha(t)) \, dt \right) \, d\lambda \quad \text{with} \quad \delta \alpha := \frac{1}{2} \left( \begin{array}{cc} 0 & \delta q \\ -\delta q & 0 \end{array} \right). \tag{4.7}
\]

**Proof.** (i) The equation \(\rho^* \overline{\Psi(\delta q)} = \Psi(\delta q)\) follows directly from the definitions of \(\Psi\) and \(\rho(\lambda, \mu) = (\lambda, \overline{\mu})\).

(ii) It was shown in [4, Lemma 7.3] that
\[
\frac{\partial \mu}{\partial q} \delta q = \frac{\mu}{w^t v} \int_0^T w(t)^t \delta \alpha(t) v(t) \, dt
\]
holds, where \(v(t) := F(t)^{-1} v\) and \(w(t) := F(t)^t w\). By the equality \(w^t v = w(t)^t v(t)\) and Proposition 3.1(iv), we thus obtain
\[
\frac{\partial \mu}{\partial q} \delta q = \mu \int_0^T \frac{w(t)^t \delta \alpha(t) v(t)}{w(t)^t v(t)} \, dt = \int_0^T \text{tr}(P_{\tau q} \, \delta \alpha(t)) \, dt,
\]
and equation (4.7) follows. \(\square\)
Proposition 4.3 For \( h \in H^1_{\text{fin}, \rho}(\Sigma, O) \) and arbitrary \( \delta q \in L^2([0, T], \mathbb{C}) \) we have

\[
\text{Res}(h, \Psi(\delta q)) = \Re(\Phi(h), \delta q)
\]

Proof. Let \( h \in H^1_{\text{fin}, \rho}(\Sigma, O) \) and \( \delta q \in L^2([0, T], \mathbb{C}) \) be given, and put \( \delta \alpha := \frac{1}{2} \left( \begin{array}{cc} 0 & \delta q \\ -\delta q & 0 \end{array} \right) \). We define \( a(x) := \sum h P^{\rho q} \) as in Proposition 4.1. By Proposition 4.2(ii) we then have

\[
\text{Res}(h, \Psi(\delta q)) = \text{Res} \left( h, \left( \int_0^T \text{tr}(P^{\rho q} \delta \alpha(t)) \, dt \right) \, d \lambda \right) = \int_0^T \text{tr} \left( \text{Res}_\Sigma(h P^{\rho q}, d \lambda) \, \delta \alpha(t) \right) \, dt
\]

Because \( \delta \alpha \) is an off-diagonal \((2 \times 2)\)-matrix, the value of the trace in the above expression depends among the entries of \( \text{Res}_\Sigma(a \, d \lambda) \) only on the off-diagonal ones. The off-diagonal entries of \( \text{Res}_\Sigma(a \, d \lambda) \) are equal to the off-diagonal entries of the matrix

\[
-\frac{1}{4} [\varepsilon, \varepsilon, \text{Res}_\Sigma(a \, d \lambda)] = \frac{1}{2} \left[ \varepsilon, \frac{1}{2} \left( \begin{array}{cc} 0 & \Phi(h) \\ -\Phi(h) & 0 \end{array} \right) \right] = \frac{i}{2} \left( \begin{array}{cc} 0 & \Phi(h) \\ \Phi(h) & 0 \end{array} \right)
\]

where the first equals sign follows from Equation (4.1). Thus, we obtain

\[
\text{Res}(h, \Psi(\delta q)) = \int_0^T \text{tr} \left( \frac{i}{2} \left( \begin{array}{cc} 0 & \Phi(h) \\ -\Phi(h) & 0 \end{array} \right) \right) \, dt = \frac{i}{4} \int_0^T (-\Phi(h) \, \overline{\delta q} + \overline{\Phi(h)} \, \delta q) \, dt = \frac{1}{2} \int_0^T \Im (\Phi(h) \, \overline{\delta q}) \, dt = \Re(\Phi(h), \delta q).
\]

Proposition 4.4 Let \( h \in H^1_{\text{fin}}(\Sigma, O) \) be a finite Mittag–Leffler distribution. If

\[
\text{Res}(h, \Psi(\delta q)) = 0 \quad \text{holds for every } \delta q \in L^2([0, T], \mathbb{C}), \quad (4.8)
\]

then \( h \) is solvable by means of a meromorphic function \( f \) on \( \Sigma \) which tends to zero of order \( O(\lambda^{-1}) \) near \( \infty_\pm \).

Proof. Let us first suppose that \( h \in H^1_{\text{fin}, \rho}(\Sigma, O) \), i.e., \( \rho, \overline{\eta} = h \) holds. Then the hypothesis (4.8) implies by Proposition 4.3 that \( \Re(\Phi(h), \delta q) = 0 \) holds for every \( \delta q \in L^2([0, T], \mathbb{C}) \). Because \( \Re \) is non-degenerate, \( \Phi(h) = 0 \) follows. Therefore Proposition 4.1(iii) shows that the Mittag–Leffler distribution \( h \) can be solved by means of a meromorphic function \( f \) on \( \Sigma \) which tends to zero of order \( O(\lambda^{-1}) \) near \( \infty_\pm \).

Now we consider an arbitrary \( h \in H^1_{\text{fin}}(\Sigma, O) \). Then let us define

\[
h_1 := \frac{1}{2} (h + \rho, \overline{\eta}) \quad \text{and} \quad h_2 := -\frac{i}{2} (h - \rho, \overline{\eta}).
\]
With this choice we have \( h = h_1 + h_2 \) and \( \rho, \overline{h}_k = h_k \) for \( k \in \{1, 2\} \). Moreover, for any \( \delta q \in L^2([0, T], \mathbb{C}) \), we have due to the equation \( \rho^* \Psi(\delta q) = \Psi(\delta q) \) (see Proposition 4.2(ii)) and the hypothesis (4.8)

\[
\text{Res}(h_1, \Psi(\delta q)) = \text{Res}(\frac{1}{2}(h + \rho, \overline{h}), \Psi(\delta q)) = \frac{1}{2}(\text{Res}(h, \Psi(\delta q)) + \text{Res}(\rho, \overline{h}, \Psi(\delta q)) = \frac{1}{2}(\text{Res}(h, \Psi(\delta q)) + \text{Res}(\rho, \Psi(\delta q)))
\]

and similarly

\[
\text{Res}(h_2, \Psi(\delta q)) = \text{Im}(\text{Res}(h, \Psi(\delta q))) = 0.
\]

The first part of the proof therefore shows that for \( k \in \{1, 2\} \), there exists a meromorphic function \( f_k \) on \( \Sigma \) which tends to zero of order \( O(\lambda^{-1}) \) near \( \infty \pm \) and solves the Mittag–Leffler distribution \( h_k \). The meromorphic function \( f := f_1 + i f_2 \) on \( \Sigma \) then tends to zero of order \( O(\lambda^{-1}) \) near \( \infty \pm \) and solves the Mittag–Leffler distribution \( h \).

\[ \square \]

5. The closing condition for curves in \( \mathbb{H}^3 \)

**Lemma 5.1** Let \( q \in L^1([0, T], \mathbb{C}) \) be periodic and \( M \) be the corresponding monodromy and \( \Delta := \text{tr} M \). Also let \( \theta \in \mathbb{R} \). Then the closing condition for \( \mathbb{H}^3 \) in Remark 2.2(vi) for \( \theta \) is equivalent to the following condition:

\[
\Delta(i + \theta) = \pm 2 \quad \text{and} \quad M(i + \theta) \text{ is semisimple.}
\]

If this condition holds, then we have \( \Delta'(i + \theta) = 0 \).

**Proof.** We have \( M(-i + \theta) = (M(i + \theta))^{-1} \) by Remark 2.2(ii), and therefore the closing condition for \( \mathbb{H}^3 \), \( M(i + \theta) = M(-i + \theta) = \pm 1 \), is already implied by the simpler condition \( M(i + \theta) = \pm 1 \). The latter condition is in turn equivalent to the condition that \( \mu(i + \theta) = \pm 1 \) and \( M(i + \theta) \) is semisimple; note that \( M(i + \theta) \) is not automatically semisimple. The equation \( \mu(i + \theta) = \pm 1 \) is in turn equivalent to \( \Delta(i + \theta) = \pm 2 \).

Write \( M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \). Because of \( ad - bc = 1 \), we have

\[
\Delta^2 - 4 = (a + d)^2 - 4(ad - bc) = (a - d)^2 + 4bc.
\]

If \( M(i + \theta) = \pm 1 \) holds, then the holomorphic functions \( a, d, b \) and \( c \) are zero at \( i + \theta \), and therefore equation (5.1) shows that \( \Delta^2 - 4 \) has (at least) a second order zero at \( \lambda = i + \theta \). Because of \( 0 = \frac{d(\Delta^2 - 4)}{d\lambda}(i + \theta) = 2\Delta(i + \theta) \Delta'(i + \theta) \), this implies \( \Delta'(i + \theta) = 0 \). \[ \square \]

**Lemma 5.2** Let \( \lambda_+ \in \mathbb{C} \). We define two Mittag–Leffler distributions \( h_1, h_2 \in H^1_{\text{fin}}(\widetilde{\Sigma}, \mathcal{O}) \): Their support consists of the one or two points of \( \widetilde{\Sigma} \) above \( \lambda_+ \), and at these points they are defined by the meromorphic germs

\[
h_1 \sim -\frac{\mu - \mu^{-1}}{2(\lambda - \lambda_+)} \quad \text{respectively} \quad h_2 \sim -\frac{\mu - \mu^{-1}}{2(\lambda - \lambda_+)^2}.
\]
The \( h_k \) are anti-symmetric (meaning that \( \sigma^* h_k = -h_k \) holds), and for any \( \delta q \in L^2([0, T], \mathbb{C}) \) we have

\[
\text{Res}(h_1, \Psi(\delta q)) = \frac{\partial \Delta(\lambda)}{\partial q} \delta q \quad \text{and} \quad \text{Res}(h_2, \Psi(\delta q)) = \frac{\partial \Delta'(\lambda)}{\partial q} \delta q ,
\]  

(5.2)

where \( \Psi : L^2([0, T], \mathbb{C}) \to H^0_\mu(\Sigma, \Omega) \) is defined in Proposition 4.2.

**Proof.** We first note that we have \( \Delta = \mu + \mu^{-1} \) and therefore

\[
\frac{\partial \Delta}{\partial q} = \frac{\mu - \mu^{-1}}{\mu} \left( \frac{\partial \mu}{\partial q} \delta q \right) .
\]

Hence we have

\[
\text{Res}(h_1, \Psi(\delta q)) = \text{Res}_{\lambda_*} \left( \frac{\mu - \mu^{-1}}{2(\lambda - \lambda_*)} \right) \left( \frac{\partial \mu}{\partial q} \delta q \right) \]  

(5.3)

and

\[
\text{Res}(h_2, \Psi(\delta q)) = \text{Res}_{\lambda_*} \left( \frac{\partial \Delta(\lambda)}{\lambda - \lambda_*} \right) \frac{d\lambda}{2(\lambda - \lambda_*)} \]  

(5.4)

and

\[
\text{Res}(h_2, \Psi(\delta q)) = \text{Res}_{\lambda_*} \left( \frac{\partial \Delta(\lambda)}{\lambda - \lambda_*} \right) \frac{d\lambda}{2(\lambda - \lambda_*)} \]  

(5.5)

If \( \Delta^2 - 4 \) is either non-zero at \( \lambda_* \) (then \( \Sigma \) has two regular non-branch points above \( \lambda_* \)) or has a zero of even order (then \( \Sigma \) has one singular non-branch point above \( \lambda_* \)), then the eigenline curve \( \tilde{\Sigma} \) has two points above \( \lambda_* \), \( \lambda - \lambda_* \) is a coordinate near these points, and we have \( \text{Res}(\frac{\partial \mu}{\lambda - \lambda_*}) = 2 \). Therefore Equations (5.2) follow directly from Equations (5.4) and (5.5).

If \( \Delta^2 - 4 \) has a zero of odd order \( 2k - 1 \) at \( \lambda_* \), then \( \Sigma \) has a branch point at \( \lambda_* \), which is regular for \( k = 1 \), singular for \( k \geq 2 \). In either case, the eigenline curve \( \tilde{\Sigma} \) of \( \Sigma \) has only one point above \( \lambda_* \), and \( \sqrt{\lambda - \lambda_*} \) is a coordinate near this point. We note that \( \frac{d\lambda}{2(\lambda - \lambda_*)} \) holds, therefore, Equations (5.2) again follow from Equations (5.4) and (5.5).

**Lemma 5.3** Suppose that the arithmetic genus of the eigenline curve \( \tilde{\Sigma} \) is at least 4 (and possibly infinite), and let \( \theta \in \mathbb{R} \) be given. Then the four \( \mathbb{R} \)-linear forms \( \eta_1, \ldots, \eta_4 : L^2([0, T], \mathbb{C}) \to \mathbb{C} \) given by

\[
\eta_1(\delta q) = \frac{\partial \Delta(i + \theta)}{\partial q} \delta q , \quad \eta_2(\delta q) = \frac{\partial \Delta'(i + \theta)}{\partial q} \delta q , \quad \eta_3(\delta q) = \eta_1(\delta q) , \quad \text{and} \quad \eta_4(\delta q) = \eta_2(\delta q)
\]

are linearly independent, i.e. there exist four variations \( \delta_1 q, \ldots, \delta_4 q \in L^2([0, T], \mathbb{C}) \) of \( q \) so that the matrix \( (\eta_j(\delta_k q))_{j,k=1,\ldots,4} \) has maximal rank. Moreover, the variations \( \delta_4 q \) can be chosen so that only finitely many of their Fourier coefficients are non-zero.

**Proof.** If variations \( \delta_k q \) as in the lemma exist at all, then they can be chosen with only finitely many non-zero Fourier coefficients, because the set of \( L^2 \)-functions with finitely many non-zero Fourier coefficients is dense in \( L^2([0, T], \mathbb{C}) \), and the condition that the matrix \( (\eta_j(\delta_k q))_{j,k=1,\ldots,4} \) has maximal rank is open.

Because of Remark 2.2(ii), \( \Delta(i + \theta) = \Delta(-i + \theta) \) holds, and therefore we have for any \( \delta q \in L^2([0, T], \mathbb{C}) \)

\[
\eta_3(\delta q) = \frac{\partial \Delta(-i + \theta)}{\partial q} \delta q , \quad \eta_4(\delta q) = \frac{\partial \Delta'(-i + \theta)}{\partial q} \delta q .
\]
Thus, Lemma 5.2 shows that there exist anti-symmetric Mittag–Leffler distributions $h_1, \ldots, h_4 \in H^1_{\text{fin}}(\Sigma, \mathcal{O})$ (with support at $\pm i + \theta$) so that we have for any $\delta q \in L^2([0, T], \mathbb{C})$

$$
\eta_k(\delta q) = \text{Res}(h_k, \Psi(\delta q)) .
$$

We now assume that the four linear forms $\eta_1, \ldots, \eta_4$ are linearly dependent, i.e. that there exist constants $s_1, \ldots, s_4 \in \mathbb{C}$, not all of them zero, so that

$$
s_1 \eta_1 + s_2 \eta_2 + s_3 \eta_3 + s_4 \eta_4 = 0
$$

holds. Equation (5.6) then implies that we have

$$
\text{Res}(h, \Psi(\delta q)) = 0
$$

for the anti-symmetric Mittag–Leffler distribution $h := s_1 h_1 + s_2 h_2 + s_3 h_3 + s_4 h_4 \in H^1_{\text{fin}}(\Sigma, \mathcal{O})$ with support contained in $\{i + \theta, -i + \theta\}$ and every $\delta q \in L^2([0, T], \mathbb{C})$. Proposition 4.4 shows that $h$ is solvable by means of a meromorphic function $f$ on $\Sigma$ which tends to zero near $\infty \pm$. Because $h$ is anti-symmetric, the function $f + f \circ \sigma$ is holomorphic in $\lambda \in \mathbb{C}$ and tends to zero near $\lambda = \infty$, hence vanishes. Thus the solving function $f$ is anti-symmetric, i.e. $f \circ \sigma = -f$ holds.

We consider the hyperelliptic complex curve defined by $f$:

$$
Y = \{ (\lambda, y) \in \mathbb{C} \times \mathbb{C} \mid y^2 = f^2(\lambda) \} .
$$

Here, $f^2$ is a meromorphic function in $\lambda \in \mathbb{C}$ because $f$ is anti-symmetric with respect to $\sigma$. The Mittag–Leffler distribution $h$, and therefore also the meromorphic function $f$ has degree $d \leq 8$. Then $f^2$ has degree $2d$ as a function on $\Sigma$, or degree $d$ as a function in $\lambda \in \mathbb{C}$. The arithmetic genus $g$ of $Y$ is given by $2g + 2 = d$ [16, III.7.4], and therefore, the arithmetic genus of $Y$ is at most 3.

Because both $\Sigma$ and $Y$ are hyperelliptic above $\mathbb{C}$, the meromorphic map

$$
\tilde{\Sigma} \to Y, (\lambda, \mu) \mapsto (\lambda, f(\lambda, \mu))
$$

is a one-fold covering map. Therefore the arithmetic genus of $\tilde{\Sigma}$ is $\leq g \leq 3$, which is a contradiction to the hypothesis of the lemma. \qed

**Remark 5.4** The statement in the treatment of $\mathbb{R}^3$ and $\mathbb{S}^3$ in [4] that is analogous to Lemma 5.3 here is [4, Lemma 7.4]. The same methods that are used here could also have been used for the proof of [4, Lemma 7.4].

In [4, Section 4], we introduced perturbed Fourier coefficients for the potential $q \in L^2([0, T], \mathbb{C})$: In [4, Lemma 4.1], it was shown that the points $\lambda \in \mathbb{C}$ where the two diagonal entries of the monodromy $M$ are equal can be enumerated by a sequence $(\lambda_k)_{k \in \mathbb{Z}}$ in such a way that $\lambda_k - \lambda_{k,0} \in \ell^2$ holds, where $\lambda_{k,0} := \frac{2\pi}{T} k$. Then $z_k := 2(-1)^k b(\lambda_k) \in \ell^2$ holds by [4, Proposition 4.3], where $b$ denotes the upper-right entry of $M$. We call the sequence $(z_k)_{k \in \mathbb{Z}}$ the **perturbed Fourier coefficients** of $q$. The potential $q$ is of finite gap if and only if all but finitely many of the perturbed Fourier coefficients are zero ([4, Proposition 4.4]).

For $q \in L^2([0, T], \mathbb{C})$ and $N \in \mathbb{N}$, we define the Banach space

$$
L^2([0, T], \mathbb{C})_{q,N} := \{ q \in L^2([0, T], \mathbb{C}) \mid \widehat{q}(k) = \widehat{\bar{q}}(k) \text{ for all } |k| \leq N \} .
$$
Here, we denote for any \( f \in L^2([0, T], \mathbb{C}) \) and \( k \in \mathbb{Z} \) the (usual) \( k \)-th Fourier coefficient by

\[
\hat{f}(k) := \int_0^T f(t) \exp(\frac{2\pi i}{T} kt) \, dt.
\]

In [4, Proposition 6.2], it was shown that for sufficiently large \( N \in \mathbb{N} \), the map

\[
\Phi_N : L^2([0, T], \mathbb{C})_{q,N} \to \ell^2(|k| > N), \; q_1 \mapsto (z_k(q_1))_{|k| > N}
\]

is a local diffeomorphism near \( q \). The following theorem shows how to integrate this result with the first “half” of the closing condition for \( \mathbb{H}^3 \) in Lemma 5.1, i.e. with the additional conditions that \( \Delta(i+\theta) = \pm 2 \) and \( \Delta'(i+\theta) = 0 \) holds. It is analogous to [4, Theorem 7.5] in the treatment of \( \mathbb{R}^3 \) and \( S^3 \).

**Theorem 5.5** Suppose that \( q \) satisfies the closing condition for \( \mathbb{H}^3 \) of Lemma 5.1 for some \( \theta \in \mathbb{R} \). Also suppose that the arithmetic genus of \( \Sigma \) is at least 4. Then there exist \( N \in \mathbb{N} \) and \( f_1, \ldots, f_4 \in L^2([0, T], \mathbb{C}) \) so that the map

\[
\Psi_{N,f} : L^2([0, T], \mathbb{C})_{q,N} + \mathbb{R}f_1 + \mathbb{R}f_2 + \mathbb{R}f_3 + \mathbb{R}f_4 \to \ell^2(|k| > N) \times \mathbb{C} \times \mathbb{C}, \quad q_1 \mapsto \left( (z_k(q_1))_{|k| > N} , \, \Delta(i+\theta) , \, \Delta'(i+\theta) \right)
\]

is a local diffeomorphism near \( q \).

**Proof.** We need to show that the derivative of \( \Psi_{N,f} \) at \( q \) is an isomorphism of real Banach spaces. By Lemma 5.3, there exist four variations \( \delta_1 q, \ldots, \delta_4 q \in L^2([0, T], \mathbb{C}) \) of \( q \) with only finitely many non-zero Fourier coefficients, so that the matrix \( (\eta_j(\delta_i q))_{i,j=1,\ldots,4} \) has maximal rank, where the linear forms \( \eta_j \) are as in Lemma 5.3. Let \( f_j := \delta_j q \in L^2([0, T], \mathbb{C}) \) for \( j \in \{1, \ldots, 4\} \). By [4, Proposition 5.2], there exists \( N \in \mathbb{N} \) so that

\[
L^2([0, T], \mathbb{C})_{0,N} \to \ell^2(|k| > N), \; \delta q \mapsto (\delta z_k)|_{|k| > N}
\]

is an isomorphism of Banach spaces; we can choose \( N \) large enough so that additionally \( \hat{f}_j(k) = 0 \) for all \( k \in \mathbb{Z} \) with \( |k| > N \) and all \( j \in \{1, \ldots, 4\} \). Then \( \Psi_{N,f}(q) \) is an isomorphism of Banach spaces. \( \square \)

**6. Simple factor dressing**

It follows from Theorem 5.5 that any potential \( q \) which satisfies the closing condition for \( \mathbb{H}^3 \) is the limit of a sequence \( q_n \) of finite gap potentials for which we have \( \Delta(i+\theta) = \pm 2 \) and \( \Delta'(i+\theta) = 0 \). However, we would like to show that the \( q_n \) can be chosen to fulfill the “full” closing condition of Lemma 5.1.

The remaining condition for this is that the monodromy of the \( q_n \) at the Sym point \( \theta + i \) is semisimple; note that this condition does not hold automatically because the Sym point is not on the real line. We will accomplish this by applying *simple factor dressing* to \( q \) and to \( q_n \). We prepare the introduction of simple factor dressing by first describing loop groups over \( \text{SL}_2(\mathbb{C}) \), the Birkhoff factorization for such loop groups and the dressing transformation [17, 18] in general.

For \( r > 0 \) we define

\[
C_r = \{ \lambda \in \mathbb{C} \; | \; ||\lambda|| = r \}, \quad D_r = \{ \lambda \in \mathbb{C} \; | \; ||\lambda|| < r \}, \quad \text{and} \quad E_r = \{ \lambda \in \mathbb{C} \; | \; ||\lambda|| > r \} \cup \{ \infty \}.
\]
exists a unique factorization extended frames. To ensure this, the dressing factor $r$ is analytic, namely $g F_\lambda \in \Lambda_{r,1} SL_2(\mathbb{C})$ for some $\lambda \in \mathbb{C}$. We have $\lambda = \lambda(\ell)$ for some $\ell \in \mathbb{Z}$. Clearly the diagonal entries of $G_\ell$ are positive and real for $\lambda \in \mathbb{R} \cap E_r$, we conclude that also $G_\ell$ has non-zero diagonal entries.

Now assume $n < 0$. Then the entries of the first column of $G_\lambda D^{-1}$ are holomorphic functions at $\lambda = 0$, while the entries of the first row of $DG_\lambda$ are holomorphic functions at $\lambda = \infty$. By considering
the first diagonal entry of Equation (6.2), we obtain the relation \( \lambda^{-n} G_{+}^{(11)} = \lambda^{n} G_{-}^{(11)} \) for the first diagonal entries \( G_{+}^{(11)} \) of \( G_{+} \). This shows \( G_{+}^{(11)} = G_{-}^{(11)} \equiv 0 \), giving the contradiction. The assumption \( n > 0 \) similarly yields a contradiction by considering the second diagonal entries in Equation (6.2). Therefore we have \( n = 0 \), which means that \( g \) lies in the big cell of \( A_{r,s,2} \). Inserting \( D = \text{I} \) in Equation (6.1) now gives that \( g = g_{+} g_{-} = g_{+}^{*} g_{-}^{*} \) are “two” Birkhoff factorizations of \( g \), so by the uniqueness of the Birkhoff factorization we have \( g_{+}^{*} = g_{\pm} \), hence \( g_{\pm} \in \Lambda_{r,s,1}^{\pm} A_{r,s,2}(\mathbb{C}) \). \( \square \)

For any \( g \in \Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) \) and \( F \in \Lambda_{r,s,2}^{+} A_{r,s,2}(\mathbb{C}) \) we have \( gF \in \Lambda_{r,s,2} A_{r,s,2}(\mathbb{C}) \), and hence it is a consequence of Lemma 6.1 that \( gF \) lies in the big cell of \( A_{r,s,2}(\mathbb{C}) \). We thus have a unique Birkhoff decomposition

\[
gF = (gF)_{+} (gF)_{-} \quad \text{with} \quad (gF)_{+} \in \Lambda_{r,s,2}^{+} A_{r,s,2}(\mathbb{C}), \ (gF)_{-} \in \Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) .
\]

The dressing action is the group action of \( \Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) \) on \( \Lambda_{r,s,2}^{+} A_{r,s,2}(\mathbb{C}) \) given by

\[
\Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) \times \Lambda_{r,s,2}^{+} A_{r,s,2}(\mathbb{C}) \rightarrow \Lambda_{r,s,2}^{+} A_{r,s,2}(\mathbb{C}), \ (g, F) \mapsto g\# F := (gF)_{+} .
\]

Let us first verify that this indeed defines an action on extended frames. When the dependence on \( r \) is insignificant, we omit it.

**Lemma 6.2** Let \( F \) be an extended frame, and \( F^{-1} \frac{df}{dr} = A_{0} + \lambda A_{1} \) where \( A_{1} = \frac{1}{2} \varepsilon \). Let \( h \in \Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) \), and \( hF = Gk \) the Birkhoff decomposition, so that \( G = h\# F \). Expanding \( k = 1 + k_{1} \lambda^{-1} + O(\lambda^{-2}) \), then

\[
G^{-1} \frac{df}{dr} = F^{-1} \frac{df}{dr} + [k_{1}, A_{1}] . \quad (6.3)
\]

**Proof.** From \( G = hFk^{-1} \) we obtain

\[
G^{-1} \frac{df}{dr} = kF^{-1} \frac{df}{dr} k^{-1} - \frac{dk}{dr} k^{-1} .
\]

By construction \( G^{-1} \frac{df}{dr} \) has only \( \lambda^{0} \) and \( \lambda^{1} \) terms. Since \( dk k^{-1} \in O(\lambda^{-1}) \), these can only come from

\[
kF^{-1} \frac{df}{dr} k^{-1} = (1 + k_{1} \lambda^{-1} + O(\lambda^{-2})) (A_{0} + \lambda A_{1}) (1 - k_{1} \lambda^{-1} + O(\lambda^{-2})) .
\]

Hence the \( \lambda^{0} \) term is \( A_{0} + [k_{1}, A_{1}] \), while the \( \lambda^{1} \) term remains \( A_{1} \). \( \square \)

We will apply dressing to the extended frames of suitable finite gap potentials to obtain potentials whose monodromy at the Sym point is semisimple. The dressing factors \( g \in \Lambda_{r,s,2}^{-1} A_{r,s,2}(\mathbb{C}) \) which we will use for this purpose are of a special kind; they are called simple factors [21]. We collect the relevant facts about dressing with simple factors in the following lemma:

**Lemma 6.3** Let \( q \in L^{2}([0, T], \mathbb{C}) \), with corresponding extended frame \( F \) and monodromy \( M \). Moreover let \( \lambda_{\ast} \in \mathbb{C} \setminus \mathbb{R} \) and \( \lambda_{\ast} > |\lambda_{\ast}| \) be given.

(i) Let \( \pi_{L} : \mathbb{C}^{2} \rightarrow \mathbb{C}^{2} \) be the Hermitian projection onto \( L \) and \( \pi_{L}^{\perp} := \mathbb{I} - \pi_{L} \). Note that \( \pi_{L}^{\perp} \) is the Hermitian projection onto \( L^{\perp} \in \mathbb{C}^{\perp} \). Then the simple factor corresponding to \( (\lambda_{\ast}, L) \) is given by

\[
g_{\lambda_{\ast},L}(\lambda) = \frac{1}{\sqrt{(1 - \lambda_{\ast} \lambda^{-1}) (1 - \lambda_{\ast}^{-1} \lambda^{-1})}} \left[ (1 - \lambda_{\ast} \lambda^{-1}) \pi_{L} + (1 - \lambda_{\ast}^{-1} \lambda^{-1}) \pi_{L}^{\perp} \right] .
\]
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Then \(g_{\lambda,s,L} \in \Lambda_{r,s,1}^{-} SL_2(\mathbb{C})\), and \(g_{\lambda,s,L}\) has at \(\lambda = \infty\) the asymptotic expansion

\[
g_{\lambda,s,L}(\lambda) = 1 + \frac{\lambda - \lambda_s}{2} (\pi_L - \pi_L^+) \lambda^{-1} + O(\lambda^{-2})
\]

and we have

\[
g_{\lambda,s,L}^{-1}(\lambda) = \frac{1}{\sqrt{(1 - \lambda_s \lambda^{-1})(1 - \lambda_s \lambda^{-1})}} \left[ (1 - \lambda_s \lambda^{-1})\pi_L + (1 - \lambda_s \lambda^{-1})\pi_L^+ \right] = g_{\lambda,s,L}^\dagger(\lambda).
\]

(ii) The dressing of the extended frame \(F\) with \(g_{\lambda,s,L}\) is given by

\[
g_{\lambda,s,L} \# F = g_{\lambda,s,L} F g_{\lambda,s,L}^{-1} \quad \text{with} \quad L' := F(t, \lambda_s)^{-1} L.
\]

The apparent singularities of \(g_{\lambda,s,L} \# F\) at \(\lambda = \lambda_s, \overline{\lambda_s}\) are removable.

(iii) If \(L\) is an eigenline of \(M(\lambda_s)\) (i.e. if \(M(\lambda_s)L = L\) holds) then the dressed monodromy \(g_{\lambda,s,L} \# M\) of \(g_{\lambda,s,L} \# F\) is given by

\[
g_{\lambda,s,L} \# M = g_{\lambda,s,L} M g_{\lambda,s,L}^{-1}.
\]

In particular, the trace functions and hence the spectral curves corresponding to \(M\) and to \(g_{\lambda,s,L} \# M\) are equal.

(iv) There exists one and only one potential in \(L^2([0, T], \mathbb{C})\) whose extended frame is \(g_{\lambda,s,L} \# F\). We denote this potential by \(g_{\lambda,s,L} \# q\) and call it the dressing of \(q\) by \(g_{\lambda,s,L}\). We have \(g_{\lambda,s,L} \# q = q + c\), where \(c \in L^2([0, T], \mathbb{C})\) denotes the upper-right entry of the Hermitian matrix \(2i(\lambda_s - \lambda_s) \pi_L^\dagger\) with \(L' = F(t, \lambda_s)^{-1} L\).

(v) Let \(q \in L^2([0, T], \mathbb{C})\). Then \(g_{\lambda,s,L} \# q\) is of finite gap if and only if \(q\) is of finite gap.

**Proof.** (i) It follows by direct calculations that the formula for \(g_{\lambda,s,L}^{-1}\) is true and that \(g_{\lambda,s,L}^\dagger = g_{\lambda,s,L}\) holds. Near \(\lambda = \infty\) we have the following asymptotic expansion of \(g_{\lambda,s,L}^{-1}\):

\[
g_{\lambda,s,L}(\lambda) = \frac{1}{\sqrt{(1 - \lambda_s \lambda^{-1})(1 - \lambda_s \lambda^{-1})}} \left( (1 - \lambda_s \lambda^{-1})\pi_L + (1 - \lambda_s \lambda^{-1})\pi_L^+ \right)
\]

\[
= \left( 1 + \frac{\lambda + \lambda_s}{2} \lambda^{-1} + O(\lambda^{-2}) \right) \left( \frac{1}{\lambda} - \lambda^{-1}(\lambda_s \pi_L + \lambda_s \pi_L^+) \right)
\]

\[
= 1 + \left( \frac{\lambda + \lambda_s}{2} \lambda^{-1} - \lambda_s \pi_L - \lambda_s \pi_L^+ \lambda^{-1} + O(\lambda^{-2}) \right)
\]

Because of \(r > |\lambda_s|\), this asymptotic expansion also shows \(g_{\lambda,s,L} \in \Lambda_{r,s,1}^{-} SL_2(\mathbb{C})\).

(ii) Clearly \(g_{\lambda,s,L} F g_{\lambda,s,L}^\dagger\) satisfies the reality condition, and is holomorphic in \(D_r\) away from \(\lambda = \lambda_s, \overline{\lambda_s}\) where it has at most simple poles. The residues there are

\[
\text{Res}_{\lambda=\lambda_s} (g_{\lambda,s,L} F g_{\lambda,s,L}^\dagger) = 2\lambda_s \pi_L^\dagger F(t, \lambda_s) \pi_L^\dagger = 0
\]
since \( \text{im}(F(t, \lambda_s)\pi(t)) \subseteq L \). Similarly \( \text{Res}_{\lambda_s \rightarrow \lambda_s}(g_{L,\lambda_s} F g_{L,\lambda_s}^{-1}) = 2\lambda_s \pi_L F(t, \lambda_s)\pi_L^{-1} = 0 \), since \( \text{im}(F(t, \lambda_s)\pi_L^{-1}) \subseteq L^\perp \). Hence \( g_{L,\lambda_s} F g_{L,\lambda_s}^{-1} \) is analytic in \( D \), which means \( g_{L,\lambda_s} F g_{L,\lambda_s}^{-1} \in \Lambda^+_{\lambda_s} \text{SL}_2(\mathbb{C}) \). Therefore \( g_{L,\lambda_s} F = (g_{L,\lambda_s} F g_{L,\lambda_s}^{-1}) (g_{L,\lambda_s}) \) is the unique Birkhoff factorization.

(iii) is a direct consequence of (ii).

(iv) We abbreviate \( g := g_{\lambda_s \rightarrow L}, G := g\# F, L' := L(t) := F(t, \lambda_s)^{-1}L \) and \( h := g_{\lambda_s \rightarrow L} = \mathbb{1} + h_1 \lambda_s^{-1} + O(\lambda_s^{-2}) \) with \( h_1 = \frac{\varepsilon}{2} \lambda_s \left( \pi_L - \pi_L^{-1} \right) \), and the x-derivative by a dot. By Lemma 6.2, we have

\[
G^{-1} \dot{G} = F^{-1} \dot{F} + \frac{1}{2} [h_1, \varepsilon].
\]

Because \( \varepsilon \) is diagonal, \([h_1, \varepsilon]\) is off-diagonal. Moreover, both \( h_1 \) and \( \varepsilon \) are skew-Hermitian, and thus \([h_1, \varepsilon]\) is also skew-Hermitian. Therefore we have \([h_1, \varepsilon] = c \varepsilon_+ + \tilde{c} \varepsilon_- \), where \( c \in L^2([0, T], \mathbb{C}) \) denotes the upper-right entry of the matrix \([h_1, \varepsilon]\). We have

\[
[h_1, \varepsilon] = \frac{\varepsilon}{2} \lambda_s \left( \pi_L - \pi_L^{-1} \right),
\]

where \( \tilde{c} \) denotes the upper-right entry of the matrix \( \pi_L \). It follows that \( c \) equals the upper-right entry of the Hermitian matrix \( 2\lambda_s (\lambda_s - \lambda_s) \pi_L \). Equation (6.4) now shows that

\[
G^{-1} \dot{G} = \frac{1}{2} (\lambda \varepsilon + (q + c) \varepsilon_+ + (q + c) \varepsilon_-)
\]

holds. This implies that \( G \) is the extended frame belonging to the potential \( q + c \in L^2([0, T], \mathbb{C}) \), and hence \( g\# q = q + c \) holds.

(v) A potential \( q \) is of finite gap if and only if the total algebraic genus of the partial normalization \( \tilde{\Sigma} \) of the spectral curve \( \Sigma \) of \( q \) on which the spectral divisor is locally free, is finite. When we apply the simple factor dressing with \( g_{\lambda_s \rightarrow L} \) to \( q \), the full normalization \( \tilde{\Sigma} \) of \( q \) remains unchanged and the local \( \delta \)-invariant changes at most at the points above \( \lambda = \lambda_s \) and \( \lambda = \tilde{\lambda}_s \). From these facts, the statement of (v) follows.

In the following lemma we investigate how the order of the zero of \( M - \frac{1}{2} \Delta \mathbb{1} \) changes under the application of simple factor dressing. These statements are analogous to those proven by Ehlers-Knörrer in [22, Section 3, Theorem (i),(ii)] for the Bäcklund transformation for the Korteweg–de Vries equation.

When \( \lambda_s \in \mathbb{C} \) is chosen such that \( \Delta(\lambda_s)^2 - 4 = 0 \) holds, then \( M(\lambda_s) \) has only one single eigenvalue \( \mu_s \in \{ \pm 1 \} \). If \( M(\lambda_s) \) is semisimple in this situation, then \( M(\lambda_s) = \mu_s \mathbb{1} \) holds, so the eigenspace of \( M(\lambda_s) \) corresponding to \( \mu_s = \frac{1}{2} \Delta(\lambda_s) \) is 2-dimensional. Despite of this fact, not all eigenvectors of \( M(\lambda_s) \) are equivalent. Indeed, if we denote the order of the zero of \( N := M - \frac{1}{2} \Delta \mathbb{1} \) at \( \lambda = \lambda_s \) by \( j_0 \), then \( \tilde{N} := \frac{1}{(\lambda - \lambda_s)^{j_0}} N \) is holomorphic and non-zero at \( \lambda = \lambda_s \). Because \( \tilde{N}(\lambda_s) \neq 0 \) is nilpotent, its kernel \( L_\lambda \) is 1-dimensional. It is distinguished by the fact that it is the line of the holomorphic eigenline bundle of \( M \) on the partial normalization \( \tilde{\Sigma} \) of \( \Sigma \) at \( (\lambda_s, \mu_s) \). Because it also corresponds to the value of the Baker–Akhiezer function associated to the spectral divisor of \( M \) at \( (\lambda_s, \mu_s) \), we call it the Baker–Akhiezer eigenline of \( M(\lambda_s) \). Baker–Akhiezer functions for the NLS equation were first introduced by Krichever[23], see also [2, Section 4.1]. Part (ii) of the following lemma shows that the Baker–Akhiezer eigenlines also play a special role with respect to simple factor dressing.

**Lemma 6.4** Let \( q \in L^2([0, T], \mathbb{C}) \), \( M \) be the monodromy of \( q \), \( \Delta = \text{tr} M \) and \( \lambda_s \in \mathbb{C} \setminus \mathbb{R} \) such that \( \Delta^2 - 4 \) has at \( \lambda = \lambda_s \) a zero of order \( n \geq 2 \). Set \( N = M - \frac{1}{2} \Delta \mathbb{1} \) and \( j_0 = \text{ord}_{\lambda_s} N \). We have \( j_0 \leq \lfloor n/2 \rfloor \). Moreover, let \( L \in \mathbb{CP}^1 \) be an eigenline of \( M(\lambda_s) \).
Lemma 6.3

(i) If \( j_0 \geq 1 \) holds, then \( \text{ord}_{\lambda_*}(g_{\lambda_*L}#M - \frac{1}{2} \Delta 1) \geq j_0 - 1 \).

(ii) If \( L \) is the Baker–Akhiezer eigenline of \( M(\lambda_*) \), then we have

\[
\text{ord}_{\lambda_*}(g_{\lambda_*L}#M - \frac{1}{2} \Delta 1) = \begin{cases} 
 j_0 + 1 & \text{if } j_0 < \lfloor n/2 \rfloor \\
 j_0 & \text{if } j_0 = \lfloor n/2 \rfloor 
\end{cases}.
\]

Proof. We begin by noting that Equation (5.1) implies \( j_0 \leq \lfloor n/2 \rfloor \). We denote by \( \pi_L \) the Hermitian projection onto \( L \) and set \( \pi_L^\perp = 1 - \pi_L \) as in Lemma 6.3(i). In the situation of (i), we then have by \( \text{Lemma 6.3(i)} \).

\[
\begin{align*}
( g_{\lambda_*L}#M ) - \frac{1}{2} \Delta 1 &= g_{\lambda_*L}M g_{\lambda_*L}^{-1} - \frac{1}{2} \Delta 1 = g_{\lambda_*L}N g_{\lambda_*L}^{-1} \\
&= \pi_L N \pi_L + \pi_L^\perp N \pi_L^\perp + r \pi_L N \pi_L^\perp + r^{-1} \pi_L^\perp N \pi_L,
\end{align*}
\]

with

\[
r = \frac{1 - \lambda_* \lambda_*^{-1}}{1 - \lambda_* \lambda_*^{-1}}.
\]

Now \( N \) has a zero of order \( j_0 \) at \( \lambda = \lambda_* \), and therefore, the terms of the form \( \pi_L^{(r)} N \pi_L^{(r)} \) all have zeros of order at least \( j_0 \). Further \( r \) has a first order zero at \( \lambda = \lambda_* \), therefore it follows from Equation (6.5) that \( ( g_{\lambda_*L}#M ) - \frac{1}{2} \Delta 1 \) has a zero of order at least \( j_0 - 1 \), completing the proof of (i).

In the situation of (ii), we note that \( \det \tilde{N} \) is the value of the characteristic polynomial \( \mu^2 - \Delta \mu + 1 \) of \( M \) at \( \mu = \frac{1}{2} \Delta \), therefore we have

\[
\det \tilde{N} = \left(\frac{1}{2} \Delta\right)^2 - \Delta \frac{1}{2} \Delta + 1 = \left( -\frac{1}{4} \right) (\Delta^2 - 4),
\]

whence it follows that \( \det \tilde{N} \) has at \( \lambda = \lambda_* \) a zero of order \( n \). We now define the holomorphic, trace-free endomorphism-valued function \( \tilde{N} := \frac{1}{(\lambda - \lambda_*)^{\lambda_0}} N \). Here, \( N(\lambda_*) \) is non-zero and nilpotent, hence its kernel is one-dimensional; it is equal to the Baker–Akhiezer eigenline \( L \) of \( M(\lambda_*) \). We have

\[
\det \tilde{N} = \frac{1}{(\lambda - \lambda_*)^{2\lambda_0}} \det N ,
\]

hence \( \det \tilde{N} \) has at \( \lambda = \lambda_* \) a zero of order \( n - 2j_0 \).

We now consider such coordinates of \( \mathbb{C}^2 \) that \( L \equiv [1 : 0] \in \mathbb{CP}^1 \) and \( L^\perp = [0 : 1] \in \mathbb{CP}^1 \). With respect to such coordinates, the holomorphic function \( \tilde{N} \) into the trace-free endomorphisms is represented by a matrix of the form

\[
\begin{pmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & -\gamma_{11}
\end{pmatrix}
\]

with holomorphic functions \( \gamma_{11}, \gamma_{12}, \gamma_{21} \). Because \( \tilde{N}(\lambda_*) \) is non-zero and has kernel \( [1 : 0] \), we have \( \gamma_{11}(\lambda_*) = \gamma_{21}(\lambda_*) = 0 \) and \( \gamma_{12}(\lambda_*) \neq 0 \). Analogously to Equation (6.5), we have

\[
g_{\lambda_*L} \tilde{N} g_{\lambda_*L}^{-1} = \pi_L \tilde{N} \pi_L + \pi_L^\perp \tilde{N} \pi_L^\perp + r \pi_L \tilde{N} \pi_L^\perp + r^{-1} \pi_L^\perp \tilde{N} \pi_L.
\]
Lemma 6.3(i), and therefore \( \text{ord}_{\gamma_1} \tilde{N} g_{\lambda_\ast, L}^{-1} \) is holomorphic at \( \lambda = \lambda_\ast \). It follows that

\[
g_{\lambda_\ast, L} \# M - \frac{1}{2} \Delta \mathbb{1} = (\lambda - \lambda_\ast)^0 g_{\lambda_\ast, L} \tilde{N} g_{\lambda_\ast, L}^{-1}
\]

has a zero of order at least \( j_0 \) regardless of the value of \( j_0 \). In the case, \( j_0 = \lfloor n/2 \rfloor \) notice that the order of this zero cannot be larger than \( \lfloor n/2 \rfloor = j_0 \).

We now consider the case \( j_0 < \lfloor n/2 \rfloor \). Then the order of the zero of \( \det \tilde{N} = -\gamma_1^2 - \gamma_1 \gamma_2 \) is \( n - 2j_0 \geq 2 \). Because \( \gamma_1^2 \) has a zero of order at least 2, and \( \gamma_1 \gamma_2 \neq 0 \), it follows that \( \gamma_2 \) has a zero of order at least 2. This fact together with \( \gamma_1(\lambda_\ast) = 0 \), \( \gamma_2(\lambda_\ast) \neq 0 \) implies that \( g_{\lambda_\ast, L} \tilde{N} g_{\lambda_\ast, L}^{-1} \) has at \( \lambda = \lambda_\ast \) a zero of the exact order \( j_0 \), see the representation (6.7). It follows by Equation (6.8) that \( g_{\lambda_\ast, L} \# M - \frac{1}{2} \Delta \mathbb{1} \) has a zero of the exact order \( j_0 + 1 \).

Proposition 6.5 The set of potentials of \( T \)-periodic finite gap curves in \( \mathbb{H}^3 \) with some total torsion \( \theta T \in \mathbb{R} \) is \( L^2 \)-dense in the set of potentials of all \( T \)-periodic curves in \( \mathbb{H}^3 \) with that total torsion.

Proof. Let \( q \in L^2([0, T], \mathbb{C}) \) be the potential of a \( T \)-periodic curve in \( \mathbb{H}^3 \). If \( q \) already is of finite gap, then there is nothing to show. So we now suppose that \( q \) is not of finite gap. We let \( M \) be the monodromy of \( q \) and \( \Delta = \text{tr} M \). Because \( q \) satisfies the closing condition for \( \mathbb{H}^3 \) at the Sym point \( \lambda_\ast = 1 + \theta \), Lemma 5.1 shows that \( \Delta(\lambda_\ast) = \pm 2 \) and \( \Delta'(\lambda_\ast) = 0 \) holds, hence \( \text{ord}_{\lambda_\ast}(\Delta^2 - 4) \geq 2 \). Moreover, Lemma 5.1 shows that \( \Delta(\lambda_\ast) \) is semisimple, so that \( \lambda(\lambda_\ast) = \pm 1 \) holds, which shows that \( \tilde{N} := M - \frac{1}{2} \Delta \mathbb{1} \) has at \( \lambda = \lambda_\ast \) a zero of order \( j_0 \geq 1 \).

Let \( L \in \mathbb{CP}^1 \) be the Baker–Akhiezer eigenline of \( M(\lambda_\ast) \). Then we consider the dressed potential \( \tilde{q} := g_{\lambda_\ast, L}^{-1} \# q \in L^2([0, T], \mathbb{C}) \). We have \( g_{\lambda_\ast, L}^{-1} \) by Lemma 6.3(i), and therefore \( \text{ord}_{\lambda_\ast}(g_{\lambda_\ast, L} \# M - \frac{1}{2} \Delta \mathbb{1}) \geq j_0 - 1 \geq 0 \) by Lemma 6.4(i). Further \( \tilde{q} \) is again not of finite gap by Lemma 6.3(v). Note that the monodromies of \( q \) and of \( \tilde{q} \) have the same trace function \( \Delta \) and the same Baker–Akhiezer eigenline \( L \) at \( \lambda = \lambda_\ast \).

We let \( (z_k) \) be the perturbed Fourier coefficients of \( \tilde{q} \). By Theorem 5.5, there exist \( N \in \mathbb{N} \), \( f_1, \ldots, f_4 \in L^2([0, T], \mathbb{C}) \), neighbourhoods \( V \) of \( \tilde{q} \) in \( L^2([0, T], \mathbb{C}) \), \( \tilde{q} \) is \( \Psi_N \) and \( \Psi_{N,f} \) and \( W \) of \( (z_k)_{|k| > N}, \Delta(\lambda_\ast), 0 \) is \( \Psi_{N,f}(q) \) in \( \ell^2(|k| > N) \times \mathbb{C} \times \mathbb{C} \) so that \( \Psi_{N,f}|V : V \to W \) is a diffeomorphism.

For each \( n \in \mathbb{N} \) with \( n \geq N \), we define a sequence \((z_k^{(n)})_{|k| > N}\) in \( \ell^2(|k| > N) \) by

\[
z_k^{(n)} := \begin{cases} z_k & \text{if } |k| \leq n \\ 0 & \text{if } |k| > n \end{cases}
\]

In \( \ell^2(|k| > N) \times \mathbb{C} \times \mathbb{C} \), the sequence \((z_k^{(n)})_{|k| > N}, \Delta(\lambda_\ast), 0\) then converges for \( n \to \infty \) to \((z_k)_{|k| > N}, \Delta(\lambda_\ast), 0\). Therefore, there exists \( N_1 \geq N \) so that we have \((z_k^{(n)})_{|k| > N}, \Delta(\lambda_\ast), 0\) is \( W \) for all \( n > N_1 \). For such \( n \) we put \( \tilde{q}_n := (\Phi_{f, V})^{-1}((z_k^{(n)})_{|k| > N}, \Delta(\lambda_\ast), 0) \). Because \( \Psi_{N,f}|V : V \to W \) is a diffeomorphism, \( \tilde{q}_n \) converges to \( \tilde{q} \) in \( L^2([0, T], \mathbb{C}) \). Moreover, only finitely many of the perturbed Fourier coefficients of \( \tilde{q}_n \) are non-zero, so \( \tilde{q}_n \) is a finite gap potential.
Let \( \widetilde{M}_n \) be the monodromy of \( \widetilde{q}_n \) and \( \Delta_n = \text{tr} \, \widetilde{M}_n \). By construction we have \( \Delta_n(\lambda_\ast) = \Delta(\lambda_\ast) \equiv \pm 2 \) and \( \Delta_n'(\lambda_\ast) = 0 \), hence \( \text{ord}_{\lambda_\ast}(\Delta_n^2 - 4) \geq 2 \). Let \( L_n \in \mathbb{CP}^1 \) be the Baker–Akhiezer eigenline of \( M_n \) at \( \lambda = \lambda_\ast \).

We define \( q_n := g_{\lambda_\ast, \lambda} \# \tilde{g}_n \in L^2([0, T], \mathbb{C}) \). Because \( \tilde{q}_n \) is of finite gap, also \( q_n \) is of finite gap by Lemma 6.3(v). The monodromy \( M_n \) of \( q_n \) has the same trace function \( \Delta_n \) as \( \tilde{q}_n \). Because of \( \text{ord}_{\lambda_\ast}(\Delta_n^2 - 4) \geq 2 \), Lemma 6.4(ii) shows that \( \text{ord}_{\lambda_\ast}(M_n - \frac{1}{2}\Delta_n \mathbb{1}) \geq 1 \) holds, and hence \( M_n(\lambda_\ast) = \frac{1}{2}\Delta(\lambda_\ast) \mathbb{1} \) is semisimple. Therefore \( M_n \) satisfies the closing condition of Lemma 5.1. Hence \( q_n \) is the potential of a finite gap \( T \)-periodic curve in \( \mathbb{H}^3 \) with total torsion \( \theta T \).

Because the Baker–Akhiezer eigenline \( L_n \) is determined by the function value at \( (\lambda_\ast, \mu_\ast) \) of the Baker–Akhiezer function associated to the spectral divisor of \( \tilde{q}_n \), and these data depend continuously on the potential \( q_n \), the sequence \( (L_n)_{n \geq N} \) converges in \( \mathbb{CP}^1 \) to the Baker–Akhiezer eigenline \( L \) of \( \tilde{q} \) respectively \( q \). Because the simple factor dressing action depends continuously on its input data, and \( \tilde{q}_n \longrightarrow \tilde{q} \) in \( L^2([0, T], \mathbb{C}) \), it follows that

\[
q_n = g_{\lambda_\ast, \lambda} \# \tilde{q}_n \longrightarrow g_{\lambda_\ast, \lambda} \# \tilde{q} = g_{\lambda_\ast, \lambda} \# (g_{\lambda_\ast, \lambda}^{-1} \# q) = g_{\lambda_\ast, \lambda} \# (g_{\lambda_\ast, \lambda}^{-1} \# q) = q
\]
in \( L^2([0, T], \mathbb{C}) \). \( \square \)

**Theorem 6.6** The set of closed finite gap curves in \( \mathbb{H}^3 \) with respect to the period \( T \) is \( W^{2,2} \)-dense in the Sobolev space of all closed \( W^{2,2} \)-curves of length \( T \) in \( \mathbb{H}^3 \). Moreover, near any closed curve \( \gamma \) in \( \mathbb{H}^3 \) there are closed finite gap curves with the same total torsion as \( \gamma \).

**Proof.** The proof of this theorem is analogous to the proof of [4, Theorem 7.7] for the case of \( \mathbb{S}^3 \), where the reference to [4, Corollary 7.6] is replaced by a reference to Proposition 6.5. \( \square \)

### 7. Finite-gap curves in the two-dimensional space forms

**Lemma 7.1** Let \( q \in L^2([0, T], \mathbb{C}) \) be given, and let \( (z_k^q) \) respectively \( (z_k^\tilde{q}) \) be the perturbed Fourier coefficients of \( q \) respectively of \( \tilde{q} \). Then \( z_k^q = z_k^{\tilde{q}} \) holds for all \( k \in \mathbb{Z} \).

**Proof.** In this proof, we denote the objects associated to \( q \) respectively to \( \tilde{q} \) by the superscript \( q \) respectively \( \tilde{q} \). We have \( \alpha^q(\lambda) = -\alpha^\tilde{q}(\lambda)^t \) in Equation (2.4). Therefore, the solution \( F^\tilde{q} \) of Equation (2.4) satisfies \( F^\tilde{q}(t, \lambda) = (F^q(t, -\lambda))^t \), and hence we also have \( M^\tilde{q}(\lambda) = M^q(-\lambda)^t \). By Equation (2.7),

\[
M^\tilde{q}(\lambda) = M^q(-\lambda)
\]

follows.

Therefore, \( d^\tilde{q}(\lambda) = d^q(-\lambda) \) holds for some \( \lambda \in \mathbb{C} \) if and only if \( d^q(\lambda) = d^\tilde{q}(\lambda) \) holds. Therefore the sequence \( (\lambda_k)_{k \in \mathbb{Z}} \) of zeros of \( a - d \) (see [4, Lemma 3.1]) is given by \( \lambda_k^q = -\lambda_k^\tilde{q} \). Moreover, the perturbed Fourier coefficients \( z_k = b(\lambda_k) \) (see [4, Definition 3.2]) satisfy

\[
z_k^q = b^\tilde{q}(\lambda_k^q) = b^\tilde{q}(\lambda_k^q) = b^q(\lambda_k^q) = z_k^{\tilde{q}}.
\]

\( \square \)
Proposition 7.2 Let \( E^2 \in \{ \mathbb{R}^2, \mathbb{S}^2 \} \). The set of potentials of \( T \)-periodic finite gap curves in \( E^2 \) is \( L^2 \)-dense in the set of potentials of all \( T \)-periodic curves in \( E^2 \).

Proof. Let a closed curve \( \gamma : [0, T] \to E^2 \) be given, which we will also regard as a curve into \( E^3 \). Seen in this way, the torsion of \( \gamma \) vanishes, and therefore, the complex curvature \( q \) of \( \gamma \) is real-valued and we have \( \theta = 0 \). Therefore Lemma 7.1 shows that the perturbed Fourier coefficients \( (z_k) \) of \( q \) satisfy \( z_{-k} = \overline{z_k} \) for all \( k \).

We now apply the construction of the proof of [4, Corollary 7.6] to \( q \). Because of \( \bar{q} = q \), we may suppose without loss of generality that the neighbourhood \( V \) of \( q \) on which \( \Psi_{N,f} \) is a diffeomorphism is symmetric with respect to complex conjugation, i.e. that for every \( q_n \in V \), also \( \overline{q_n} \in V \) holds. The sequence \( (z_k^{(n)}) \) constructed in that proof has the property that \( z_{-k}^{(n)} = \overline{z_k^{(n)}} \) holds for every \( n \) and all \( k \in \mathbb{Z} \). Therefore, the potentials \( q_n \in V \) and \( \overline{q_n} \in V \) have the same perturbed Fourier coefficients \( (z_k^{(n)}) \) by Lemma 7.1. Because \( \Psi_{N,f} \) is an injective, it follows that \( q_n = \overline{q_n} \), i.e. \( q_n \) is real-valued. It follows that the torsion of the curve \( \gamma_n \) with the ‘complex’ curvature \( q_n \) vanishes, hence \( \gamma_n \) is a curve in \( E^2 \). □

Lemma 7.3 Suppose that \( q \in L^2([0, T], \mathbb{R}) \) is a real-valued potential. Moreover let \( \lambda_s = i \) and \( L \in \mathbb{RP}^1 \). Then \( g_{\lambda_s, L} \# q \) is also real-valued.

Proof. It suffices to show that the function \( c \in L^2([0, T], \mathbb{C}) \) from Lemma 6.3(iv) is real-valued. \( c \) is the upper-right entry of the matrix \( 2i(\lambda_s - \bar{\lambda}_s) \pi_{L'} = -4 \pi_{L'} \), where \( L' = F_{\lambda_s}^{-1} L \). Because \( q \) is real-valued, we have \( F_{\lambda_s} = \overline{F_{\lambda_s}} \) (see the proof of Lemma 7.1), and hence \( \overline{F_{\lambda_s}} = F_{\lambda_s} \). The hypothesis \( L \in \mathbb{RP}^1 \) therefore implies \( L' \in \mathbb{RP}^1 \), and hence \( \pi_{L'} \) is a real-valued matrix. Thus \( c \) is real-valued. □

Proposition 7.4 The set of potentials of \( T \)-periodic finite gap curves in \( \mathbb{H}^2 \) is \( L^2 \)-dense in the set of potentials of all \( T \)-periodic curves in \( \mathbb{H}^2 \).

Proof. We repeat the proof of Proposition 6.5 in the present setting. Because \( q \) is real-valued, \( \theta = 0 \) and therefore \( \lambda_s = i \) holds. Also because \( q \) is real-valued, the Baker–Akhiezer eigenline \( L \) is in \( \mathbb{RP}^1 \), and therefore, \( \overline{q} = g_{\lambda_s, L} \# q \) is also real-valued by Lemma 7.3. The sequence \( q_n \) converging to \( \overline{q} \) can be chosen in \( L^2([0, T], \mathbb{R}) \) by the same argument as in the proof of Proposition 7.2, and with this choice, the eigenlines \( L_n \) are again in \( \mathbb{RP}^1 \). Therefore, \( q_n = g_{\lambda_s, L} \# \overline{q_n} \) is real-valued by another application of Lemma 7.3; because it also satisfies the closing condition for \( \mathbb{H}^2 \), \( q_n \) is the potential of a \( T \)-periodic curve in \( \mathbb{H}^2 \). As before, \( q_n \) converges to \( q \) in \( L^2([0, T], \mathbb{R}) \). □

Theorem 7.5 Let \( E^2 \in \{ \mathbb{R}^2, \mathbb{S}^2, \mathbb{H}^2 \} \). The set of closed finite gap curves in \( E^2 \) with respect to the period \( T \) is \( W^{2,2} \)-dense in the Sobolev space of all closed \( W^{2,2} \)-curves of length \( T \) in \( E^2 \).

Proof. The proof is analogous to the proof of [4, Theorem 7.7], where the reference to [4, Corollary 7.6] is replaced by a reference to Proposition 7.2 (for \( E^2 \in \{ \mathbb{R}^2, \mathbb{S}^2 \} \)) resp. to Proposition 7.4 (for \( E^2 = \mathbb{H}^2 \)). □
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