Calculating the Green’s function of two-site fermionic Hubbard model in a photonic system
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Abstract

The Green’s function has been an indispensable tool to study many-body systems that remain one of the biggest challenges in modern quantum physics for decades. The complicated calculation of the Green’s function impedes the research of many-body systems. The appearance of the noisy intermediate-scale quantum devices and quantum–classical hybrid algorithm inspire a new method to calculate the Green’s function. Here we design a programmable quantum circuit for photons with utilizing the polarization and the path degrees of freedom to construct a highly-precise variational quantum state of a photon, and first report the experimental realization for calculating the Green’s function of the two-site fermionic Hubbard model, a prototypical model for strongly-correlated materials, in photonic systems. We run the variational quantum eigensolver to obtain the ground state and excited states of the model, and then evaluate the transition amplitudes among the eigenstates. The experimental results present the spectral function of the Green’s function, which agrees well with exact results. Our demonstration provides the further possibility of the photonic system in quantum simulation and applications in solving complicated problems in many-body systems, biological science and so on.

1. Introduction

Strongly-correlated systems [1], where interactions among particles are strong enough to alter properties of the systems from ones of non-interacting ones, exhibit a wide variety of interesting phenomena such as high-temperature superconductivity [2]. The Green’s function has been an essential theoretical tool to tackle such systems for many decades including serving as the basis for the diagrammatic calculation in high-energy physics and condensed matter physics [3–5] and so on. It captures various properties of the system; especially in condensed matter physics, the dispersion relation of quasi-particle excitations of a system can be read from the Green’s function, which gives insight for the nature of magnetic materials [6] and topological insulators [7].

Simulating quantum systems, including strongly-correlated systems, is one of the most promising applications of quantum computers to illustrate the practical computational speedup compared with classical computers. However, the celebrated quantum algorithm [8–10], such as phase estimation algorithm, Shor algorithm and so on, which solve specific problems much faster than classical computers, is not expected to be executable on such near-term quantum computers because it requires deep and complex quantum circuits that is impossible to actually realize without error correction. The idea inspired by variational computation provides the possibility to deal with some problems based on the near-term quantum devices without error correction, i.e. the noisy intermediate-scale quantum devices (NISQ) [11]. The quantum–classical hybrid algorithms [12–14] based on the variational principle of quantum
mechanics were proposed to utilize the NISQ for computing the eigenenergies and eigenstates of quantum systems. With the help of classical optimizers for quantum states and circuits, the NISQ is expected to show its advantages in solving difficult problems for classical computers.

Among various hardware-platforms for quantum simulations, the photonic system has huge potential due to the easy manipulate and the mature techniques [15, 16]. The degrees of freedom of photons can be used with high precision such as polarization [17], path [18], orbital angular momentum [19], and hybrid degrees of freedom [20]. The manipulation of those degrees of freedom can be performed by established techniques in quantum optics and it generates diverse quantum states in the Hilbert space defined by those degrees of freedoms.

In this article, we present the first experimental evaluation of the Green’s function of quantum many-body systems in photonic systems. We employ a method proposed in reference [21] to calculate the Green’s function of a given quantum system on near-term quantum computers. Unlike other methods to calculate the Green’s function in the literature [22–27], this method is based on the quantum–classical hybrid algorithm and has potential to be executed on the real quantum devices. We take the two-site fermionic Hubbard model [28–30] as a primitive example of strongly-correlated systems and map it to the photonic system. We obtain the ground state and the excited states by measuring the energy expectation values of the variational quantum states generated by programmable quantum circuits for photons. The Green’s function is computed based on the eigenenergies of those states and the transition amplitudes among them that are also evaluated by measurements in quantum circuits. Our result illustrates the potential of photonic systems to solve quantum many-body systems, especially strongly correlated systems.

2. Theoretical framework

We consider the two-site fermionic Hubbard model with particle-hole symmetry defined as

\[ H_{\text{Hub}} := -t \Sigma_{\sigma = \uparrow, \downarrow} (c_{i, \sigma}^\dagger c_{i+1, \sigma} + \text{h.c.}) + U \Sigma_{i=0,1} n_{i, \uparrow} n_{i, \downarrow} - \frac{U}{2} \Sigma_{\sigma} n_{\sigma} \tag{1} \]

where \( c_{i, \sigma} \) and \( c_{i, \sigma}^\dagger \) are creation and annihilation operators of electrons with spin \( \sigma \) acting on site \( i \), \( n_{i, \sigma} = c_{i, \sigma}^\dagger c_{i, \sigma} \) is the number operator of electrons, and \( t, U > 0 \) are parameters for electron hopping and repulsion, respectively. Since the model conserves the number of up-spin (down-spin) electrons \( N^\uparrow = n_{0, \uparrow} + n_{1, \uparrow} \) and \( N^\downarrow = n_{0, \downarrow} + n_{1, \downarrow} \) simultaneously, we can diagonalize the Hamiltonian in each Hilbert space \( \mathcal{H}_{(N^\uparrow, N^\downarrow)} \) having \( (N^\uparrow, N^\downarrow) = (0, 0), (0, 1), \ldots, (2, 2) \). We introduce the spectral function of the Green’s function at zero temperature for up-spin electrons in the Lehmann representation [21]:

\[ A_k(\omega) := -\frac{1}{\pi} \text{Im} \left( \sum_{\sigma} \frac{|\langle \psi^{\text{h}} | \tilde{c}_{k \sigma} | GS \rangle|^2}{\omega - E_{\sigma}^{\text{h}} + i\eta} + \sum_{\eta} \frac{|\langle \psi^{\text{p}} | \tilde{c}_{k \sigma} | GS \rangle|^2}{\omega - E_{\sigma}^{\text{p}} + i\eta} \right), \]

where \( k = 0, \pi \) is a momentum, \( \tilde{c}_{k \sigma} := (c_{0, \sigma} + (-1)^{k+1}c_{1, \sigma})/\sqrt{2} \) is the momentum representation of the electron annihilation operators, \( |GS\rangle \) is the ground state (energy), \( |E_{\sigma}^{\text{h/p}}\rangle \) is the eigenstate (eigenenergy) in the particle/hole sector (defined below), and \( \eta > 0 \) is a small number determining the broadening of the spectral function. The first (second) term in the right-hand side is called the particle (hole) part. We take the unit of \( \hbar = 1 \) in this article. The spectral function is related with the imaginary part of the electron Green’s function, and calculating the spectral function suffices to obtain the whole Green’s function by the virtue of the Kramers–Kronig relation [3–5].

Because the ground state of the model (1) resides in the Hilbert space \( \mathcal{H}_{(1,1)} \), we choose the particle (hole) sector as \( \mathcal{H}_{(2,1)} \) (\( \mathcal{H}_{(0,1)} \)). We choose the basis for \( \mathcal{H}_{(1,1)} \), \( \mathcal{H}_{(2,1)} \) and \( \mathcal{H}_{(0,1)} \) as \( \{ c_{0,\uparrow}^\dagger | \text{vac} \rangle, c_{0,\downarrow}^\dagger | \text{vac} \rangle, c_{1,\uparrow}^\dagger | \text{vac} \rangle, c_{1,\downarrow}^\dagger | \text{vac} \rangle, c_{1,\uparrow}^\dagger c_{1,\downarrow}^\dagger | \text{vac} \rangle, c_{1,\downarrow}^\dagger c_{1,\uparrow}^\dagger | \text{vac} \rangle, c_{0,\uparrow}^\dagger c_{1,\downarrow}^\dagger | \text{vac} \rangle, c_{0,\downarrow}^\dagger c_{1,\uparrow}^\dagger | \text{vac} \rangle \} \), and \( \{ c_{0,\uparrow}^\dagger | \text{vac} \rangle, c_{1,\uparrow}^\dagger | \text{vac} \rangle \} \), respectively, where \( |\text{vac}\rangle \) is a vacuum for electrons. Since dim \( \mathcal{H}_{(1,1)} = 4 \) and dim \( \mathcal{H}_{(2,1)} = \text{dim} \mathcal{H}_{(0,1)} = 2 \), it is enough to consider a six-dimensional Hamiltonian on \( \mathcal{H}_{(1,1)} \cup \mathcal{H}_{(2,1)} \),

\[ H_{\text{six}} = \begin{pmatrix} 0 & -t & t & 0 & 0 & 0 \\ -t & -U & 0 & -t & 0 & 0 \\ t & 0 & -U & t & 0 & 0 \\ 0 & -t & t & 0 & 0 & 0 \\ 0 & 0 & 0 & -U/2 & t & 0 \\ 0 & 0 & 0 & t & -U/2 & 0 \end{pmatrix} \tag{3} \]

when we compute the particle part of the spectral function. Because computation for the hole part can be performed for the same six-dimensional Hamiltonian on \( \mathcal{H}_{(1,1)} \cup \mathcal{H}_{(0,1)} \) thanks to the particle-hole
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symmetry system, we describe only the particle part in the following explanation of the experiment. Moreover, only one of the two eigenstates in the particle sector has non-zero transition amplitude \( |\langle E_1^P|c_2^a|\text{GS}\rangle|^2 \), so we focus on it and call it the excited state \( |\text{ES}\rangle \).

3. Experimental realization

We now describe the details of the experimental setup to calculate the Green’s function of two-site fermion Hubbard crystal where the type-I phase-matching spontaneous parametric down conversion (SPDC) process generates the pairs of single photons to serve as the heralded single-photon source. One photon of the pair is sent to the computing module via an optical fiber, whose polarization state of the photon can be adjusted via the half-wave plate (HWP) before BBO, with the other acting as a trigger. The coincidence counter records the coincidence events between two single-photon detectors (SPDs) within 10 s integral time and 3 ns window time.

The core of the experimental setup is the computing module which contains the ansatz state preparation part and the measurement part. In the ansatz state preparation part, we use the polarization \( (|H\rangle, |V\rangle) \) and path \((|\text{path0}\rangle, |\text{path1}\rangle, \text{and } |\text{path2}\rangle) \) degrees of freedom of photon to prepare the six-dimensional ansatz states with the basis \{ \{ |k\rangle \}_{k=1}^6 \} = \{ |H, \text{path0}\rangle, |V, \text{path0}\rangle, |H, \text{path1}\rangle, |V, \text{path1}\rangle, |H, \text{path2}\rangle, |V, \text{path2}\rangle \}. Here, \( |H\rangle (|V\rangle) \) represents the horizontal (vertical) polarization of the photon. The six-dimensional ansatz state of the photon is realized by two beam displacers (BDs) and five rotational operators \( R_Y(\theta) = \cos(\theta/2)(|H\rangle\langle H| + |V\rangle\langle V|) + \sin(\theta/2)(|H\rangle\langle V| - |V\rangle\langle H|) \). The BDs make \( |H\rangle \) beam shift up spatially and keep \( |V\rangle \) in the original path. The rotational operators are constituted by two HWPs set at \( \theta/4 \) and \( 0^\circ \). We take an input state for the ansatz preparation part as \( |\psi_0\rangle = |H, \text{path2}\rangle \). After traveling the two BDs and the six \( R_Y(\theta_i) \)s and one auxiliary \( R_Y \), the ansatz state is parameterized by six parameters \( \theta = (\theta_1, \ldots, \theta_6) \) and written as

\[
|\psi(\theta)\rangle = \cos(\theta_1/2)|\psi_{\text{GS}}(\theta_2, \theta_3, \theta_5)\rangle - \sin(\theta_1/2)|\psi_{\text{ES}}(\theta_6)\rangle, \tag{4}
\]

where

\[
|\psi_{\text{GS}}\rangle = \cos(\theta_2/2)\cos(\theta_4/2)|1\rangle - \cos(\theta_2/2)\sin(\theta_4/2)|2\rangle - \sin(\theta_2/2)\sin(\theta_4/2)|3\rangle - \sin(\theta_2/2)\cos(\theta_4/2)|4\rangle,
\]

\[
|\psi_{\text{ES}}\rangle = \sin(\theta_6/2)|5\rangle + \cos(\theta_6/2)|6\rangle. \tag{5}
\]

Here, the component of the ansatz state residing in the Hilbert space corresponding to \( \mathcal{H}_{(0,1)}(\mathcal{H}_{(2,1)}) \) is explicitly written as \( |\psi_{\text{GS}}\rangle(|\psi_{\text{ES}}\rangle) \). In this experiment, the \( \theta_6 \) is fixed at \( 0^\circ \) all the time, so actually there are five parameters \( \theta = (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5) \). Although the choice of the ansatz here is specific to our model and experiment, one can use a similar ansatz where \( R_Y \) gates are placed systematically on all paths of photon for general models. One may also use an adaptive ansatz proposed in [31] which provides a scheme to sophisticate the ansatz adaptively.

Figure 1. Experimental setup. The heralded single-photon source is realized via the type-I phase-matching SPDC process in a joint \( \beta\)-BBO crystal that is pumped by a 404 nm semiconductor laser. One photon is sent to the subsequent computing module via optical fiber and the other one is sent directly to the SPD as a trigger. The first two BDs and the operators \( R_Y(\theta) \) prepare the ansatz states, where the operators \( R_Y(\theta) \) are implemented with two HWPs fixed at \( \theta/4 \) and \( 0^\circ \) successively. Then the last two BDs and the MRPs compose the measurement part. The MRPs are controlled by the computer to adjust the angles. The computer records the coincidence events between two single-photon detectors (SPDs) within 10 s integral time and 3 ns window time.
The error between the new expectation value and the old one becomes less than 10 to evaluate because it is diagonal in operators for the polarization degree of freedom proposed in reference [32], which leverages the trigonometric form of the expectation value with respect to $\theta$. This optimization method is gradient-free and robust to the noise in the experiment. The obtained ground state $|\psi_{\text{GS}}(\theta)\rangle$ corresponds to the four different initial values, respectively. The final values of four parameters are $(\theta_1, \theta_2, \theta_3, \theta_4) = (-1.59, -2.55, -2.56, -1.57), (-1.46, -2.58, -2.52, 1.57), (-1.49, -2.58, -2.53, -1.57)$ and $(-1.56, -2.56, -2.55, -1.57)$. The detailed information of the ground state and excited state can be used to measure the transition amplitude so that the spectral function of the Green’s function is obtained and the results are presented in the lower panel, that are shown by the red solid line. They agree well with the numerical exact ones (gray dash line). The figures of (e)–(h) correspond to the four initial values respectively. The $\omega$ ranges from $-10$ to $10$.

To compute the spectral function (equation (2)) by using this photonic system, we follow the method proposed in reference [21]. We first search the ground state $|\psi_{\text{GS}}\rangle$ and the excited state $|\psi_{\text{ES}}\rangle$ of the system (3) by using the variational quantum eigensolver (VQE) [12]. We fix $\theta_1 = 0$ (or $\pi$) to find the ground (excited) state in the search according to (4). The expectation value $\langle \psi(\theta) \rangle[H_{\text{sys}}] \langle \psi(\theta) \rangle$ is measured by the computational module and the parameters $\theta$ are updated to minimize the expectation value by the method proposed in reference [32], which leverages the trigonometric form of the expectation value with respect to $\theta$. This optimization method is gradient-free and robust to the noise in the experiment. The obtained ground (excited) state can be written as $|\psi_{\text{GS}}(\theta_2, \theta_3, \theta_4)\rangle \langle \psi_{\text{ES}}(\theta_2)\rangle$. Then, the transition amplitude $|\langle \psi_{\text{ES}}(\theta_2)\rangle|_\text{GS}^2|\psi_{\text{GS}}(\theta_2, \theta_3, \theta_4)\rangle^2$ is measured by evaluating the expectation value of $\hat{E}_t |\psi_{\text{ES}}(\theta_2)\rangle \langle \psi_{\text{ES}}(\theta_2)\rangle^* |\psi_{\text{GS}}(\theta_2, \theta_3, \theta_4)\rangle^2$. As above demonstration, the Green’s function is calculated after the ground state $|\psi_{\text{GS}}(\theta_2, \theta_3, \theta_4)\rangle$ and excited state $|\psi_{\text{ES}}(\theta_2)\rangle$ are obtained via iteration until convergence.

In experiment, we set $U/t = 6$ in the model of (1). We choose four different initial values of $(\theta_2, \theta_3, \theta_4, \theta_5)$, i.e., $(\pi/2, \pi/2, \pi/2, \pi/2), (\pi, \pi, \pi, \pi), (0.82, 0.99, 0.11, 0.52)$ and $(0.97, 0.65, 0.91, 0.36)$ (the last two are random initial values). We set the convergence criteria for updating $\theta$ in that the relative error between the new expectation value and the old one becomes less than $10^{-3}$. As shown in figure 2, the iteration is completed in less than ten steps, especially only three steps for excited states. After the optimization of $\theta$, the obtained grand state energy is $E_{\text{GS}}/t = (-6.587 \pm 0.030, -6.585 \pm 0.017)$. 

Figure 2. Experimental data. The iteration process is presented in the upper panel with different initial values.

−6.586 ± 0.013, −6.587 ± 0.017}, corresponding to the four different initial values, and the excited state energy is \(E_{\text{ES}}/t = \{-3.99 ± 0.01, −3.99 ± 0.02, −3.99 ± 0.02, −3.99 ± 0.01\}\). The error bars come from the Poissonian distribution of the photon counts. The exact values of the ground state energy and the excited state energy are −6.6056 and −4.0, respectively, as the gray dashed line shown in figure 2. The obtained energy by the experiment agrees with the exact results within the error bars though some systematic deviation can be seen in the figure 2. Then the transition amplitude \(|\langle \text{ES} | \text{ck} | \text{GS} \rangle|^2\) is evaluated.

Final results of the spectral function including the contributions both from the particle and hole parts are presented in the lower panels of figure 2. The results agree well with the numerical exact ones.

4. Discussion and conclusion

In summary, we use the photonic system as a platform to calculate the Green’s function of the two-site fermion Hubbard model (1). By utilizing the polarization and the path degrees of freedom, we construct the variational quantum state in the six-dimensional Hilbert space. The ground state and the excited state are obtained by using the quantum–classical hybrid algorithm [12] with the small number of iterations for updating the variational parameters. The transition amplitudes between the ground state and excited state are then measured based on the obtained ground and excited states. The spectral function of the Green’s function at zero temperature in (2) is calculated according to the experimental results and it exhibits almost perfect agreements with the exact results. The results presented in this letter open a new door to solving the problems in quantum many-body systems, especially for strongly-correlated systems.

In references [33, 34], the Green’s function of a four-spin model was computed on the superconducting qubit and the ion-trap devices by a similar way of ours. The applications in quantum computation of photonic system are limited due to there is no direct interaction between photons. Also the entangled-multiphoton states are hard to be prepared. However, photon has so many degrees of freedom and we can use this potential advantages to prepare ansatz states. Compare to superconducting system, our photonic system is much less noisy and we obtain the experimental result very close to the exact values without performing any error mitigation technique [35–38]. This illustrates the advantage and possibility of the photonic system as a platform for quantum simulations [39, 40]. The system and techniques used in this work can be applied to other problems that require larger Hilbert spaces. The path degree of freedom of the photon can be extended to higher dimension (i.e., more paths) without any technical difficulties. Moreover, as mentioned in the introduction, the orbital angular momentum or hybrid degrees of freedom of photons can be adopted to greatly extend the Hilbert space of the system with the development of integrated optical technology [41–43]. This paves a new way to solve larger and more complicated problems.

Here we combine an intermediate-scale quantum device with classical computation to realize a hybrid algorithm, similarly to VQE [12] and variational quantum simulation [44, 45] to solve many-body problems. It should be noted that photonic system is an excellent and promising candidate for constructing low-noise intermediate-scale quantum devices, as shown recently [46]. Our work exemplifies such possibility for the photonic system and also inspires calculations for more complicated quantities in quantum mechanics such as the out-of-time-order correlators [47, 48].
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