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Abstract

Conversational agents (CAs) represent an emerging research field in health information systems, where there are great potentials in empowering patients with timely information and natural language interfaces. Nevertheless, there have been limited attempts in establishing prescriptive knowledge on designing CAs in the healthcare domain in general, and diabetes care specifically. In this paper, we conducted a Design Science Research project and proposed three design principles for designing health-related CAs that embark on artificial intelligence (AI) to address the limitations of existing solutions. Further, we instantiated the proposed design and developed AMANDA - an AI-based multilingual CA in diabetes care with state-of-the-art technologies for natural-sounding localised accent. We employed mean opinion scores and system usability scale to evaluate AMANDA’s speech quality and usability, respectively. This paper provides practitioners with a blueprint for designing CAs in diabetes care with concrete design guidelines that can be extended into other healthcare domains.
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Introduction

Globally, the prevalence of diabetes is rising rapidly. According to the World Health Organisation, diabetes was the seventh leading cause of death in 2016. Between 2000 and 2016, there was a 5% increase in premature mortality from diabetes (World Health Organization 2020). Despite the alarming consequences of diabetes, one in three diabetics either is unaware of their condition or has poor control of their health (Health Hub 2019).

Diabetes necessitates self-care through medication, vitals tracking and education. Through good self-management, people with diabetes can reduce the risk of health issues arising from diabetes and improve their quality of life. Adherence to these self-care routines, however, requires on-going motivation and commitment as diabetes can become a chronic medical condition that can be controlled but not cured (Mitzner et al. 2013). Therefore, diabetes care demands technological convenience and interventions to facilitate diabetic patients in self-management, especially during the global shortage of healthcare workers.

Conversational agents (CAs) have gained interest for their potential in self-care support for patients with medical conditions. CAs are programs designed to simulate conversations with human beings by processing natural language inputs and generating relative responses (Khan and Das 2018). Over the last two decades, a solid body of evidence has shown the potential of using CAs for health-related purposes, such as significant improvements in physical activity, fruit and vegetable consumption, and accessibility to online health information (Laranjo et al. 2018). To date, CAs have endorsed self-care for chronic diseases via condition diagnosis, coaching and data monitoring among other functionalities (Schachner et al. 2020). For diabetes care where self-care, knowledge and education are fundamental in maintaining patients’ health in the long run, CAs can be of impactful help. Apart from typical weekly appointments with professionals, diabetic patients are essentially on their own over 90% of the time (Schatz 2016). Their self-care routine often involves medication and diet adherence, exercise, and vitals tracking, all of which need to be executed in a timely and consistent manner. Together, following this routine in the traditional approach can be frustrating as these activities require patients to have a sophisticated memory and sufficient medical knowledge. Given the development of increasingly powerful and connected devices, smartphone-based CAs are now widely used in diabetes self-care for educational tasks, including information retrieval and coaching (Morrow et al. 2020), which can not only lessen the hassles of the diabetes care routine but also provide users with personalised features that foster a sustainable lifestyle. Conversational artificial intelligence (AI), which often comprise powerful modules such as natural language understanding, language generation, has further enhanced the capabilities of CAs in health-related fields. However, there have been limited attempts on defining the prescriptive knowledge about designing CAs in the healthcare domain in general, and diabetes care specifically as knowledge is often scattered and lacks generalisation power. Hence, in this paper, we aim to answer the following question:

What are the fundamental design principles in designing a CA in the healthcare domain?

To address this question, we conduct a Design Science Research (DSR) project that seeks a solution to a real-world problem via an iterative process (Hevner et al. 2004). First, we identify the problems from existing literature. Then, we articulate three design principles for designing healthcare CAs that can become a solid foundation for future applications. Next, we instantiate the design principles and develop AMANDA - a multilingual diabetes care CA with a natural-sounding Singaporean accent by implementing the state-of-the-art language models. Our proposed CA is evaluated in terms of audio quality and usability using mean opinion scores and system usability scale respectively.

Background

Technological Interventions for Diabetes Care

In recent years, technology has introduced a paradigm shift in diabetes care from rigid general decision making to data-driven and personalised recommendations. A fast-growing body technology, AI, is claimed to be the future of diabetes care in the way it transforms the prevention, diagnosis and
treatment of diabetes. Generally, the use of AI in diabetes care can be categorised into automated retinal screening, clinical decision support, predictive population risk stratification and patient self-management tools (Ellahham 2020). Among these categories, self-management tools in the form of mobile applications and telehealth contribute to the routine empowerment of diabetic patients.

Most diabetes care applications have a CA as their central piece. While the application deals with most structured tasks including data tracking and monitoring, the CA acts as a coach to address patients’ questions and guides them to utilise the functionalities of the system. Having a CA to attend to patients’ questions and retrieve information in real-time allows users to ask repeated questions without feeling hesitant (Morrow et al. 2020). Through personalised conversations and their life-like characteristics, virtual agents can cultivate long-term engagement by building rapport with the users (Grzybowski et al. 2020).

**Natural Language Capabilities of Conversational AI**

Among the components of conversational AI, natural language capabilities are the most fundamental. The broad domain of Natural Language Processing (NLP) encompasses all software that interprets or produces a human language in either spoken or written form. Within NLP, two subdomains, namely Natural Language Understanding (NLU) and Natural Language Generation (NLG), exist. While NLU extracts the meaning of input data based on the context and decides on the user’s intent and entities, NLG generates responses in written or spoken formats. There are two major challenges associated with a pipeline NLG architecture:

- **The generation gap:** Generation gap refers to the mismatch between strategic and tactical components which results in early decisions in the pipeline having unforeseen consequences further downstream. For instance, a generation system might determine a particular sentence ordering during the sentence planning stage, but this might turn out to be ambiguous once sentences have been realised, and orthography has been inserted (Meteer 1991).

- **Generation under constraints:** Being an instance of the generation gap, this problem occurs when the output of a system has to match certain requirements such as limited output length. Formalising constraints might be possible at the realisation stage by stipulating the length constraint in terms of the number of words or characters, but it is much harder in the earlier stages, where the representations are pre-linguistic and their mapping to the final text is potentially unpredictable (Gatt and Krahmer 2018).

Throughout the years of Text-to-Speech (TTS) development, there have been several techniques used to perform speech synthesis in NLG. A popular approach is the use of a concatenation speech synthesis system that joins waveforms from different parts of recorded speech stored in a large speech database to generate new utterances. Unit selection is used to effectively select the appropriate sub-word units from the database to be used for concatenation to synthesise an acceptable speech (Gatt and Krahmer 2018). As the speech database only contains a single speaker, however, changing properties like the accent of the speech would require new data.

WaveNet is a generative model based on the PixelCNN architecture (van den Oord et al. 2016) that can generate audio waveforms resembling a natural human voice by modelling waveforms using an autoregressive neural network trained with actual speech recordings. However, it requires a considerable amount of computational power and time to synthesis speech. The Parallel WaveNet architecture serves as an improvement to the WaveNet model. The use of Probability Density Distillation allows the WaveNet model to generate 20 times faster than real-time and retains its quality in a natural-sounding voice (van den Oord et al. 2017).

Tacotron 2 is introduced as an end-to-end TTS synthesis model capable of synthesising speech directly from text (Shen et al. 2018). It consists of a feature prediction network and a modified WaveNet vocoder. The text is first converted into character embeddings with an encoder, before being consumed by a decoder to predict a mel-spectrogram. A modified WaveNet model acting as the vocoder will then take in the mel-spectrograms and invert them into waveforms that resemble human-like speech. A mel-spectrogram is a representation of sound with the Short-Time Fourier Transform
function. To improve the performance and accuracy of the model, an architecture is proposed to use an Encoder-Attention-Decoder network with location-sensitive attention.

**Design Research Project**

To design and evaluate a CA for patients with diabetes in multilingual communities, we followed a 4-stage Design Science Research (DSR) framework of Kuechler and Vaishnavi (2008). In particular, we first studied problems of the context and proposed three design principles (DPs) for designing a conversational agent in the health care sector. Based on the proposed design, we developed a multilingual CA with a Singaporean accent. Subsequently, we evaluated the voice quality and usability of the proposed agent using mean opinion scores (MOS) and system usability scale (SUS).

**Awareness of Problem**

To investigate the underlying problems of existing CAs in diabetes, we first identified relevant literature using search combinations that include search terms for conversational agents (e.g. “conversational agent”, “dialogue assistant”, “dialogue system”, “virtual agent” and “chatbot”) and those for diabetes care (e.g. “diabetes”, “type 2 diabetes”). Then, we searched for systematic reviews on CAs in healthcare and chronic conditions (Laranjo et al. 2018; Schachner et al. 2020), and consulted their reference lists. Subsequently, we found 9 CAs in diabetes care whose characteristics are shown in Table 1. Next, we will analyse three major limitations of the identified CAs.

| Study                  | CA   | Purpose                  | Input     | Output  | Language |
|------------------------|------|--------------------------|-----------|---------|----------|
| Friedman et al. 1997   | TLC  | Telemonitoring Coaching  | Audio (C) | Audio   | English  |
| Black et al. 2005      | DI@L-log | Data collection Telemonitoring | Audio (C) | Audio   | English  |
| Huang et al. 2018      | Chatbot | Data collection Coaching | Text      | Text    | English, Chinese |
| Bali et al. 2019       | Diabot | Disease diagnosis        | Text (C)  | Text    | English  |
| Stephens et al. 2019   | Tess | Data collection Coaching  | Text (C)  | Text    | English  |
| Baptista et al. 2020   | Laura ECA | Coaching                  | Text Audio (C) | Text Audio | English  |
| Balsa et al. 2020      | Vitória ECA | Data collection Coaching | Text (C)  | Text    | English, Portuguese |
| Anastasiadou et al. 2020 | EVA | Coaching                  | Text      | Text    | English, Spanish, Bulgarian |
| Rehman et al. 2020     | MIRA | Disease diagnosis         | Audio     | Text    | English  |

- CA: Conversational agent.
- C: Constrained input.
- ECA: Embodied conversational agent.
Limitation 1: Limited Technical Capabilities (L1)

Diabetes care CAs are facing several technical challenges, including (1) the dominance of constrained input, and (2) unnatural-sounding vocal output. First, the majority of the identified CAs in our study only supports constrained input. In particular, most telephone-based (TLC, DI@L-log), text message (Tess) and embodied CAs (ECAs), such as Laura and Vitória, rely on constrained input. While CAs using telephone and text message as the medium only require basic interactions via phone keypad to perform telemonitoring and data collection tasks, ECAs are limited to constrained input due to the complex lip-syncing process between the speech sound and agents’ movements. Second, limited research has focused on diabetes care CAs with spoken output. For CAs to generate natural spoken responses, it requires the transformation of TTS technology. Several CAs in diabetes care, however, have received comments for their “metallic voice” and unnatural responses (Balsa et al. 2020). These technical challenges can directly affect the user experience.

Limitation 2: Lack of Fail-safe Features (L2)

In general, most CAs in healthcare require user interaction to perform their functional requirements. In the face of ambiguous input, the agent might respond with irrelevant information. More seriously, miscommunication between CAs regarding health information may cause harm (Nadarzynski et al. 2019). While users might trust the CA to understand their queries and provide accurate information all the time, certain precautions must be put in place to minimise miscommunication. In most existing CAs in healthcare, however, patient safety is rarely accounted for. Unconstrained user input allows for more conversational flexibility but also comes with a higher risk for potential errors, such as mistakes in natural language understanding, response generation, or user interpretation of these responses (Laranjo et al. 2018). Also, helpful as CAs in diabetes care can be, limitations lie in their nature that needs to be refined by human experts; therefore, fail-safe features are needed.

Limitation 3: Lack of Linguistic Personal Touch (L3)

The lack of linguistic personal touch is another major issue in healthcare CAs. This issue is a two-tier problem. First, there have been limited attempts in extending the diversity of languages for CAs in diabetes care. The existing collection of non-English speaking CAs is limited with a few agents communicating in Chinese (Huang et al. 2018), Portuguese (Balsa et al. 2020), Spanish and Bulgarian (Anastasiadou et al. 2020). Among the identified CAs, only 3 out of 9 support multiple languages.

Further, within linguistic sensitivity, localised accent is rarely accounted for. A recent study reveals a novel phenomenon on the relationship between linguistic insecurity and linguistic ownership in post-colonial countries with Singapore as a leading example (Foo and Tan 2019). The study indicates that although English has been the official working language of Singapore and the medium of instruction in education for the past 30 years, Singaporean suffer from linguistic insecurity. In other words, despite Singaporean’s ability to use English in both daily and professional context, they often consider themselves inadequate English speakers due to their localised accent. This unique trait of post-colonial nations, however, remains unaddressed in the existing CAs.

From a linguistic perspective, patients prefer communication in their mother tongue with higher treatment satisfaction (Hemberg and Sved 2019). On the other hand, patients who face language barriers have an increased risk of non-adherence to the treatment plan (Flores 2006). Thus, for diseases that demand consistent self-management like diabetes, it is reasonable for diabetes care applications and CAs to incorporate linguistic sensitivity to eliminate obvious linguistic obstacles.

Suggestions

To mitigate the stated limitations, we propose three design principles (DPs) for CAs in the healthcare domain. A DP is described as “a statement that prescribes what and how to build an artefact in order to achieve a predefined design goal” (Chandra et al. 2015). DPs are fundamental components of design research that allow essential communication, offer guidelines, and generalise prescriptive knowledge. We articulated the following DPs based on the framework of Chandra et al. (2015):
**DP1:** Provide the CA with sufficient natural language capabilities that have adequate naturalness, uniqueness, and clarity in order for users to communicate efficiently with the CA.

**DP2:** Provide the CA with sufficient knowledge in subject-matter areas in order for users to be informed of safe and accurate information.

**DP3:** Provide the CA with multilingual cultured interactions in order for users to be understood and feel personalised.

Subsequently, we developed six design features (DFs) to extend the prescriptive knowledge of the proposed DPs. First, as mentioned in the literature review, the core natural language capabilities include NLU and NLG which are responsible for deriving the user’s intents and generating responses respectively. Therefore, we articulated the following DFs to instantiate DP1:

**DF1:** The CA should understand the patient’s intent and provide appropriate assistance.

**DF2:** The CA should respond in natural-sounding textual and/or auditory messages.

Second, user safety is a critical aspect of healthcare applications (Laranjo et al. 2018). Thus, the CA should have sufficient knowledge to address the user’s questions accurately. However, health problems can be different for individuals and require professional consultation, which is out-of-scope for CAs. Hence, the CA should account for fail-safe features to deal with uncertainties besides a broad knowledge base. Also, being transparent with the users about its limitations enhances the trustworthiness of the agent (Rheu et al. 2020). To instantiate DP2, we articulated DF3 and DF4:

**DF3:** The CA should apply and facilitate relevant knowledge in the health care domain.

**DF4:** The CA should clarify ambiguous patient’s input and/or forward uncertainties to human experts.

Finally, apart from the discussed benefit of having linguistic sensitivity and personalisation, such as overcoming obvious linguistic barriers, CAs that offer culturally familiar communication styles (e.g., language, accent and slang) are perceived as more trustworthy (Rheu et al. 2020). Thus, we formulated the following DFs as instantiations of DP3:

**DF5:** The CA should provide multilingual interfaces for patients in a seamless manner.

**DF6:** The CA should incorporate localisation in its natural language capabilities.

---

**Figure 1. Design Principles and Design Features**

In summary, Figure 1 demonstrates the three DPs and their corresponding DFs, and showcases the relationship between the CAs and other entities. In the bottom tier, mobile health platforms are recommended to handle structured tasks, including data tracking and setting reminders (Morrow et al. 2018).
CAs, on the other hand, can provide medical advice to unstructured questions of the users. In the face of uncertainty, CAs should forward the patient’s concerns to human professionals.

**Development**

In this section, we describe our instantiation of the design principles. We decided to focus on the Singaporean context because of (1) the prevalence of diabetes in Singapore, (2) the multicultural setting of the country, and (3) the special linguistic insecurity phenomenon as discussed in the previous section. In Singapore, about 440,000 residents who were 18 years and above had diabetes in 2014, and the number is estimated to reach 1,000,000 in 2050 (Health Hub 2019), which is largely attributed to the ageing population as the risk of diabetes increases with age. To best accommodate the Singaporean context, these CAs should be designed with a Singaporean accent due to their uniqueness. Singaporean English has been long recognised by linguists as the “standard” form of English in Singapore, where its syntax and lexicon are uniquely different from those of other English dialects.

This paper proposes AMANDA, a CA that answers queries on diabetes care, blood glucose monitoring and managing diabetes complications. With the name AMANDA, which stands for “Ask Me Anything on Diabetes Assistant”, we create a virtual persona and identity to allow more personal feelings towards the agent. AMANDA supports conversations in English and Simplified Chinese (DF5) and features natural-sounding TTS capabilities to narrate replies and enhance the user interaction experience. Our Singaporean accent TTS is introduced to produce the English language spoken with the unique Singaporean accent (DF6). AMANDA is developed with health information approved by the Singapore National University Hospital (NUH).

![Figure 2. A High-level Overview of the Conversational Agent Architecture](image-url)

**General Architecture**

The system follows a multi-tier architecture, consisting of a presentation, logic and data layer as shown in Figure 2. When the user sends a message through the interface, the message is transmitted to the logic layer for processing, where the CA interprets the message and produces a response to be sent back to the user interface. The data layer consists of a MongoDB storage system that stores the chat history between each user and the agent, as well as security logs generated from the various modules in the logic layer. The conversation history between the user and the agent is preserved locally on the user’s device.
Natural Language Capabilities

Currently, AMANDA can process textual input, and generate both textual and auditory output. Therefore, our model employs the majority of components within conversational AI technologies, including NLU, dialogue management, NLG, and TTS. We implemented Rasa NLU to process and interpret the user’s input (DF1). Rasa is currently among the most popular and trusted frameworks for machine learning-based NLU and dialogue management. For output generation, we employ a modified recurrent sequence-to-sequence network by conditioning WaveNet to generate time-domain waveforms, which is based on Tacotron 2 (Shen et al. 2018). Tacotron 2 is an integrated state-of-the-art end-to-end speech synthesis system that can generate speech of close-to-human quality in standard English. Synthesising natural-sounding speech of Singapore English, however, is strenuous from both data and modelling perspectives. The original encoder-decoder with location-sensitive attention mechanism of Tacotron 2 is prone to exposure bias. Its autoregressive sequence model appears backpropagating and intensifying speech imperfections of the data. Therefore, we adopted a bi-directional decoder regularisation to improve interactive updates between forward and backward decoders (Zheng et al. 2019). Figure 3 illustrates our TTS synthesis architecture.

![TTS Synthesis Architecture for Localised Accent](image)

Our architecture consists of an encoder and a decoder illustrated in different boxes. The encoder converts a text sequence \[ x = \{x_1, x_2, ..., x_{T_x}\} \] into hidden representations \[ h = \{h_1, h_2, ..., h_{T_x}\} \]. At each time step \( t \), we compute the shared encoder as the following:

\[
h_t = \text{encoder}(h_{t-1}, x_t)
\]

The decoder is designed as bi-directional to predict the target mel-spectrograms \[ y = \{y_1, y_2, ..., y_{T_y}\} \]. The hidden states \( s_t \) are computed in bi-directional (both forward and backward) ways:

\[
s_t = \text{decoder}(s_{t-1}, y_{t-1}, c_t)
\]

where \( c_t \) is a bi-directional context vector computed using a content-based attention mechanism to minimise exposure biases.

\[
c_t = \sum_{k=1}^{T_x} \alpha_{tk} h_t
\]

where the alignments \( \alpha_{tk} = \frac{\exp(e_{tk})}{\sum_{i=1}^{T_x} \exp(e_{ti})} \) and the energy \( e_{tk} = \text{score}(s_{t-1}, h_t) \).

In our model, we also introduce residuals by using Post-Net to improve overall output quality where \( \hat{y}_r = \hat{y} + \hat{y}_r \).

We minimise the following loss for our optimisation problem:

\[
\mathcal{L} = \mathcal{L}_{\text{decoder}} + \mathcal{L}_{\text{post-net}} + \mathcal{L}_{\text{decoder}} + \lambda \mathcal{L}_c
\]
where $\mathcal{L}_{\text{decoder}} = \frac{1}{T_y} \sum_{t=1}^{T_y} (y_t - \hat{y}_t)$, $\mathcal{L}_{\text{post-net}} = \frac{1}{T_y} \sum_{t=1}^{T_y} (y_t - \hat{y}_{p,t})$, $\mathcal{L}_c = \frac{1}{T_y} \sum_{t=1}^{T_y} (\vec{s}_t - \vec{s}_t^*)^2$ and the regularisation weight $\lambda$ is set as 1.0.

Our proposed architecture provides state-of-the-art performance for the TTS synthesis of Singaporean English (DF2). Our Singaporean-accented TTS was trained from scratch using the Singapore English National Speech Corpus from the Infocomm Media Development Authority (IMDA), under the Singapore Open Data Licence. The dataset features the unique Singaporean accent from a female speaker, with a total length of approximately 8 hours. Table 2 shows an overview of the datasets used to train the TTS model.

| Dataset                | IMDA Corpus |
|------------------------|-------------|
| No. of Sentences       | 6,300       |
| Sampling Rate          | 16 kHz      |
| Total Length           | 8 hours     |
| Reference              | Koh et al. 2019 |

The dataset is pre-processed by mapping the sentences in the transcript file to their respective audio file before they are loaded to the model for training. It is also shuffled and separated into two segments, where 90% of the dataset is used for training while the remaining 10% is used as test data. The training data is primarily used to train and fit the model, while the test data is used to assess its performance throughout the epochs.

To prepare for the training process, we employed a single NVIDIA T4 graphics card and CUDA 10.0 to support GPU-accelerated training. The TTS Synthesis was trained with the MozillaTTS project (Gölge 2020). We used Softmax as an attention norm function, batch size of 32, and the sampling rate at 16 kHz. The Adam optimiser was employed with an initial learning rate of $10^{-3}$ and decay after 5000 steps. Furthermore, the hyperparameters were fine-tuned after a series of experimental runs to seek the best results for the IMDA Speech Corpus as the dataset had not been explored before. The final training was concluded at 205,000 steps.

Knowledge Base and Features

To address DF3 regarding the knowledge base, the list of possible intents and medical information is provided by NUH, as well as some predefined questions for small talk. AMANDA answers queries on diabetes care, blood glucose monitoring and managing diabetes complications.

![Figure 4. Fail-safe Features of AMANDA](image)

A. Clarify the message

B. Advise professional's consultation

We introduced two fail-safe features for AMANDA, which are input clarification and expert advice extension (DF4). In the face of ambiguous input, AMANDA will verify the message before retrieving related information. AMANDA will respond with a confirmation message before answering a question, which will indicate the question predicted from the previous user message. If the question...
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does not match what the user initially asked, they will have to rephrase their question for the agent to understand better. If the user asks a question beyond the expertise of the agent, AMANDA will prompt the user to consult their nurse or a doctor instead. Figure 4 demonstrates examples of the discussed fail-safe features.

Further, AMANDA also prompts the users with related questions that can be asked next, as shown in Figure 5, to enhance user experience.

---

**Figure 5. Suggestion Feature of AMANDA**

---

**Evaluation**

To evaluate our CA, we conducted two types of evaluation on the audio quality using MOS, and the usability of AMANDA using SUS.

**Audio Quality Evaluation**

The synthesised audio outputs from the model closely resemble the ground truth under visual inspection, as shown in Figure 6. The task is comparably more challenging to train the model since the IMDA Corpus were smaller in size compared to other datasets and featured a unique accent different from the standard English phonemes.

---

**Figure 6. Ground-truth and Predicted Mel-spectrograms Comparison on Singaporean-accented TTS**
To conduct the evaluation, a live audio recording from the IMDA Speech Corpus, which was used as training data for the model, was labelled as the real samples. We used our TTS to synthesis three types of audio samples: exact contents with the real samples, similar contents, and unseen contents.

There were 20 native judges recruited for our evaluation. They first listened to the real samples and paid attention to the speech characteristics of the speaker in the dataset. Next, the participants listened to the TTS generated samples and fill in a survey for each sample to evaluate the naturalness, Singaporean accent, and quality of the audio samples. We computed the MOS as shown in Table 3.

| Measure              | Exact     | Similar   | Unseen   |
|----------------------|-----------|-----------|----------|
| Naturalness          | 4.45 ± .74| 4.3 ± .71 | 3.45 ± 1.2|
| Singapore Accent     | 4.05 ± 1.02| 3.9 ± .94 | 3.65 ± 1.15|
| Quality              | 4.3 ± .9  | 4.15 ± .73| 3.2 ± 1.07|

Overall, we reported the MOS of 4.07 for naturalness, 3.98 for accent uniqueness, and 3.88 for clarity. The evaluation is effective in showing the current progress of the TTS. The participants provided useful feedback on how accurate and capable the TTS model was in generating speech that resembles the female Singaporean speaker in the dataset. More training should be done to minimise the gap in quality between seen and unseen utterances. The evaluation can also be improved by including audio recordings synthesised by other models with different neural architectures.

**System Usability Scale (SUS)**

![Figure 7. SUS Scores Histogram on the Interface Usability Evaluation](image)

Besides, we use SUS, which is an industry-standard scale, to measure the perceived usability and learnability of a system. Originally developed by John Brooke (Brooke 1996), the SUS has become one of the popular choices to evaluate the product quantitatively. There were 20 nurses and clinicians invited to our experiment. The SUS score was computed to be 80.625, which indicates that the interface is above the average score of 68 (Orfanou et al. 2015). Based on the histogram in Figure 7, 70% of the participants gave a score of 80 or higher. Several participants also praised the simple and practical layout design for the interface, which was easy to understand and use. The matching colours were appealing for the participants, and the interface looked modern and stylish.

Feedback suggested to include an indication of the usage of the buttons. A few participants voiced out that when AMANDA displayed relevant questions to be asked next, they did not understand what the
bubbles were there for. A participant commented that the chat buttons should be located directly above the input message bar, similar to the ones in Facebook Messenger. Also, a text should be displayed (e.g. “Here are more questions you might ask”) to notify users that they can interact with the buttons to ask more questions. Currently, the narration for AMANDA’s responses is being played right after the message appears. However, some participants were unable to comprehend the speech clearly for the first time and had to repeat the question to listen to the recordings again. Furthermore, some participants commented that there should be an option to disable the voice recordings, which gives the users more flexibility to choose whether they want the TTS functionality. The results demonstrate the adequate effectiveness of our TTS synthesis and CA for diabetes care.

Discussion

In this paper, we conducted a DSR project for developing CAs in diabetes care. We proposed three design principles that address key limitations of existing literature. Subsequently, we instantiated six design features and developed AMANDA - a multilingual CA in diabetes care with state-of-the-art TTS synthesis for natural-sounding English. Our paper presents two main contributions being the prescriptive knowledge for designing CAs in the healthcare domain and a promising artefact with high usability.

The proposed design principles generalise the essential components of healthcare CAs to tackle major problems of existing CAs, which are (1) natural language limitations, (2) the need for a substantial knowledge base and fail-safe features, and the (3) lack of linguistic personal touch via multilingual interactions. Practitioners and developers can base their design on the prescriptive knowledge either to upgrade an existing CA or to develop future projects. Instantiations of the proposed DPs can be perceived as trustworthy because of their transparent fail-safe features and culturally familiar communication styles (Rheu et al. 2020). Our work draws attention to the scarce library of non-English and multilingual speaking CAs in healthcare in general, and in diabetes care specifically as the social impact of CAs should be considered thoroughly, from conceptualisation to real-world dissemination (Laranjo et al. 2018). Therefore, we urge future studies to consider linguistic and cultural sensitivity in their applications.

Further, we introduce a comprehensive conversational AI system with end-to-end NLU, NLG, and natural-sounding TTS for a localised accent. Our TTS architecture, which has gained promising feedback from the evaluation phase, can be a useful reference for future designs. We propose a modified architecture of the recurrent neural network decoder to predict a mel-spectrogram as an output from the text with a modified WaveNet vocoder to generate a natural-sounding waveform. Our work attempts to synthesise Singaporean accented TTS for English with the state-of-the-art end-to-end framework using the IMDA National Speech Corpus. With an overall MOS score of 4.07 for naturalness, 3.98 for accent uniqueness, and 3.88 for clarity, our design is an advancement in the diabetes care domain, where other agents received critics for their “metallic voice” and unnatural responses (Balsa et al. 2020). Further, a reported SUS score of 80.625 indicates that AMANDA is a highly usable diabetes assistant with natural-sounding TTS synthesis. Thus, future research on both healthcare CAs and natural language applications in Singaporean English can utilise our model.

Conclusion

In this paper, we reported on our DSR project for designing CAs in the healthcare domain. We first identified three key problems of existing literature and proposed the corresponding design principles to address these limitations. Then, we instantiated the principles and developed AMANDA, which is a multilingual CA in diabetes care. We attempted to synthesis Singaporean-accented English TTS with the state-of-the-art end-to-end framework using the IMDA National Speech Corpus. Later, the instantiation was evaluated in terms of its audio quality using MOS and usability via SUS, which both reported satisfactory results. In summary, this paper has consolidated essential design features in healthcare CAs and proposed a comprehensive conversational AI system, which can serve as a useful reference for CA developers. Besides diabetes care, we endorse the use of CAs in other domains where self-management and personal touch are needed.
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