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\textbf{ABSTRACT}

Bilateral filtering (BF) is one of the most classical denoising filters, however, the manually initialized filtering kernel hampers its adaptivity across images with various characteristics. To deal with image variation (i.e., non-stationary noise), in this paper, we propose multi-kernel filter (MKF) which adapts filtering kernels to specific image characteristics automatically. The design of MKF takes inspiration from adaptive mechanisms of human vision that make full use of information in a visual context. More specifically, for simulating the visual context and its adaptive function, we construct the image context based on which we simulate the contextual impact on filtering kernels. We first design a hierarchically clustering algorithm to generate a hierarchy of large to small coherent image patches, organized as a cluster tree, so that obtain multi-scale image representation. The leaf cluster and corresponding predecessor clusters are used to generate one of multiple range kernels that are capable of catering to image variation. At first, we design a hierarchically clustering framework to generate a hierarchy of large to small coherent image patches that organized as a cluster tree, so that obtain multi-scale image representation, i.e., the image context. Next, a leaf cluster is used to generate one of the multiple kernels, and two corresponding predecessor clusters are used to fine-tune the adopted kernel. Ultimately, the single spatially-invariant kernel in BF becomes multiple spatially-varying ones. We evaluate MKF on two public datasets, BSD300 and BrainWeb which are added integrally-varying noise and spatially-varying noise, respectively. Extensive experiments show that MKF outperforms state-of-the-art filters w.r.t. both mean absolute error and structural similarity.

1. Introduction

Image filtering is a crucial preprocessing approach, which serves in a number of practical tasks, including noise removal (Verart, Novikov, Christiaens, Ades-Aron, Sijbers and Fieremans, 2016), edge detection (Wei, Yang and Gong, 2018), and phase correction (Eichner, Cauley, Cohen-Adad, Möller, Turner, Setsompop and Wald, 2015). Those filters aim to restore noise-free image from a noisy observation,

\[ I(\bar{x}) = O(I(\bar{x})) + n(\bar{x}) \]  \hspace{1cm} (1)

where the observed image \( I(\bar{x}) \) can be split into two channels, \( O(I(\bar{x})) \), which is the denoised image, and \( n(\bar{x}) \), which is the residual noise. Conventional filters assume \( I(\bar{x}) \) with characteristics: (1) the noise distribution is stationary; and (2) the intensity gradient smaller than noise level is treated as noise. However, both assumptions are not always true. The noise level could be changed integrally and regionally over spatial, namely \textit{integ rall-varying noise} and \textit{spatially-varying noise}. Both types of noise degenerate conventional filters significantly.

While noise variabilities break above-mentioned assumptions, the human visual system deals with stimuli variation across circumstances effectively. A recent study unveils that a visual context adapts low-level features and makes
them suit the context involuntarily, by which the same stimulus may lead to different visual awareness (Bar, 2004). Lu et al. (2018) query whether the feature invariance is always an optimal strategy for biological or artificial vision. Theoretically, the visual context comprises associated objects which may be formed in visual working memory (Gao, Gao, Li, Sun and Shen, 2011; Eriksson, Vogel, Lansner, Bergström and Nyberg, 2015; Thiele and Bellgrove, 2018), where follows Gestalt grouping rules (Peterson and Berryhill, 2013; Gao, Gao, Tang, Shui and Shen, 2016). On the other hand, because these Gestalt grouping rules have inspired computer vision researchers to design clustering algorithms (Shi and Malik, 2000; Liu, Feng, Su, Lv, Xiao and Qiu, 2017), we can generate image context using clustering to simulate visual context. And next, we exploit image context to affect low-level features extracted from an image.

In this paper, we propose multi-kernel filter (MKF) for improving adaptivity of bilateral filtering (BF). We first design a hierarchically clustering framework, following Gestalt grouping rules and top-down fashion so that generate a hierarchy of large to small coherent clusters (Sec. 3.1.1). The adopted clusters are organized as a cluster tree for constructing image context (Sec. 3.1.2). A leaf cluster of the tree is used to generate one of multiple filtering kernels; these kernels are next fine-tuned by corresponding predecessor clusters in higher levels of the hierarchy (Sec. 3.2). With our extension, the single spatially-invariant range kernel in BF, which is manually initialized, now, becomes multiple spatially-varying ones, which are automatically learned from the image content itself. Supported by extensive experiments (Sec. 4), MKF outperforms state-of-the-art filters, including BF, TV, and CF, on filtering MR complex images that are corrupted by nonstationary Gaussian noise.

2. Related Works

Image filtering is an ill-posed problem, which needs constraint (according to the prior knowledge, e.g., edge intensity gradient, noise level, or intensity distribution) to improve performance. Early on, for avoiding blurring edges, the mean filter is improved through measuring local statistic; only pixels in the convolution window that has the smallest intensity variance are used to generate the mean (Nagao and Matsuyama, 1979).

Afterward, to avoid smoothing across edges that are boundaries, a spatially-invariant weight matrix is employed to detect and extract edges (Burt, 1981). However, it still blurs edges. Next, the anisotropic diffusion filter employs a Gaussian kernel to precisely detect edges, but it is low in time efficiency (Perona and Malik, 1990). To overcome such limitations, BF generates spatially-varying weight matrices at each pixel using the spatially-invariant Gaussian kernel (Tomasi and Manduchi, 1998). The filtering process of BF can be formulated in a generalized intensity space (Barash, 2002); from this geometric perspective, the detection of edges can be interpreted as measuring the distance between pixels.

Compared with the prior knowledge of noise level or edge gradient, the piece-wise constant intensity distribution can be naturally considered as another sign of image redundancy. Image denoising can be achieved by suppressing the intensity variation. Total variation (TV) targets this goal by minimizing a global cost (Rudin, Osher and Fatemi, 1992), which is weighted by a regularization parameter that trades between the fidelity and smoothness terms. TV does not need to estimate the noise level and thus is commonly used to cope with spatially-varying noise (Eichner et al., 2015; Pizzolato, Fick, Boutelier and Deriche, 2016). And next, Curvature Filter (CF) extends TV allowing more geometric configurations in local (Gong and Sbalzarini, 2017). Although the regularization parameter exerts a function akin to controlling the SNR of the filtered image, how to initialize it is not intuitive.

3. Multi-Kernel Filter (MKF)

To improve the adaptivity of BF, we propose MKF that adapts filtering kernels according to specific image characteristics. First, we propose a hierarchically clustering algorithm for image context construction (Sec. 3.1); and next, we design two terms for automatically adapting filtering kernels (Sec. 3.2).

3.1. Hierarchically Clustering for Image Context Construction

We design a hierarchically clustering framework taking the inspiration from Gestalt grouping rules and the top-down principle. A whole group of pixels of an image is iteratively split into smaller groups, and each clustering iteration comprises two stages that simulate similarity and proximity Gestalt grouping rules respectively. At last, an image is represented in multi-scale by a hierarchy of large to small coherent clusters.
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Figure 1: Gaussian distributions learned from two rounds of similarity clustering. (a) An eagle image selected from BSD300. (b) After the first round, all pixels are aggregated into two groups which intensity distributions are modeled by #1 and #2 Gaussian distributions respectively (denoted by dash-curves). Solid blue curves in (c) and (d) show exact intensity distributions of the two groups of pixels respectively. Each solid red curve denotes the mixture of two Gaussian distributions.

Figure 2: Label maps of intermediate clustering stages.

3.1.1. Two-Stage Clustering for Multi-Scale Image Representation

The two-stage clustering comprises (i) intensity-based similarity clustering, which simulates the Gestalt similarity rule, and (ii) and the connectedness-based proximity clustering, which simulates the Gestalt proximity rule.

At the first stage, similarity clustering employs expectation maximization (EM) clustering algorithm which aggregates the input pixels \( \{I(\vec{x}_1) \ldots I(\vec{x}_m) \ldots I(\vec{x}_n)\} \) into two coherent groups with labels \( \{\ell_1, \ell_2\} \). Their intensity distributions are modeled by two Gaussian distributions, which parameters are learned via maximum log-likelihood,

\[
\arg \max_{\theta^*_{t, \ell}} \sum_{\ell \in \{\ell_1, \ell_2\}} p\left(\ell \mid I(\vec{x}_m), \theta_{t, \ell}\right) \log p\left(I(\vec{x}_m), \ell \mid \theta^*_{t, \ell}\right),
\]

(2)

where \( \theta_{t, \ell} = \{\mu_{t, \ell}, \delta_{t, \ell}\} \) is a parameter set consisting of mean \( \mu_{t, \ell} \) and standard deviation \( \delta_{t, \ell} \) of the \( \ell \)-th cluster at \( t \)-th layer.

Figure 1 shows the Gaussian distributions adopted from two rounds of similarity clustering, without proximity clustering. After the first round of clustering, input image is partitioned into two groups modeled by two Gaussian distributions respectively, shown in Figure 1(b). Based on the coarse outcomes, the second round of clustering generates Gaussian distributions in a finer scale, shown in Figure 1(c) and 1(d) respectively. Corresponding label maps are shown in Figure 2.

At the second stage, proximity clustering further isolates unconnected clusters of the outcome of similarity clustering. We can see in Figure 2(a), the yellow regions are isolated by blue branches; hereby, proximity clustering isolates the unconnected image regions and attaches unique labels to them, shown in Figure 2(c). As a result, the total number of clusters increase to \( n_t \) at \( t \)-th level, accordingly, the image \( I(\vec{x}) \) can be represented by Gaussian mixture model.
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\( G_t = \sum_{k=1}^{n_t} N(\mu_{t,k}, \delta_{t,k}) \),

As \( t \) increases, the total number of clusters, \( n_t \), increases and cluster inner intensity variation, \( \delta_{t,k} \), decreases accordingly. Thus, \( G_t \) represents the image in fine-scale.

It is noteworthy that the hierarchically clustering framework has the advantage that automatically adapts the total number of clusters to an image. Under images with various characteristics, the fixed number may not suit them appropriately, while the heuristic strategy outperforms conventional flat clustering methods, which initialize a fixed number manually.

### 3.1.2. Image Context Represented by Cluster Tree

In a human visual system, coarse-scale signals provide contextual cues guiding to form finer-scale vision (Bar, 2004; Peterson and Berryhill, 2013; Lu et al., 2018). Inspired by this, we construct the cluster tree, in which a coarse-level cluster is specified as the image context of its corresponding child clusters in the leaf level. We retrieve the labels of a pixel across levels so that establish the affiliation of clusters across scales. Figure 3 vividly illustrates an adopted cluster tree. From the root to leaf, we can find the top to bottom layers of clusters, represent the image from coarse to fine.

To construct the cluster tree, MKF should be initialized by several parameters, which will be introduced in detail below. As for filtering, the deviations, \( \delta_{t,k} \), in the leaf layer are exploited to automatically generate spatially-varying kernels, while the upper ones bring contextual constraint to fine-tune adopted kernels.

### 3.2. Multi-Kernel Filter (MKF) for Image Denoising

BF works effectively when the noise is stationary. MKF extends BF to deal with non-stationary noise (i.e., integrally-varying noise and spatially-varying noise). MKF adapts filtering kernels exploiting image content itself to deal with such noise variability. In this section, we will first reinterpret BF in a generalized intensity space Barash (2002), and next, we will introduce the extended filtering kernel.

#### 3.2.1. Reinterpretation of BF

BF is a weighted-mean filter, given by,

\[
O(I(\vec{x})) = \frac{\sum_{\vec{\xi}} \hat{w}(\vec{x}, \vec{\xi}) I(\vec{\xi})}{\sum_{\vec{\xi}} \hat{w}(\vec{x}, \vec{\xi})},
\]

where \( \vec{x} \) and \( \vec{\xi} \) are the coordinates of center and neighbor pixels respectively, and the filtering kernel

\[
\hat{w}(\vec{x}, \vec{\xi}) = \exp \left\{ \frac{-((\vec{x} - \vec{\xi})^2)}{2h_x^2} \right\} \exp \left\{ \frac{-((I(\vec{x}) - I(\vec{\xi}))^2)}{2h_I^2} \right\},
\]

where \( h_x \) and \( h_I \) are the manually specified parameters in spatial kernel and range kernel respectively. Typically, \( h_I \) involves the prior knowledge of the noise level, and the filtering process can be written in the form

\[
O(I(\vec{x})) = I(\vec{x}) - R(I(\vec{x}), \hat{I}(\vec{\xi})),
\]

where,

\[
R(I(\vec{x}), \hat{I}(\vec{\xi})) = \frac{\sum_{\vec{\xi}} \hat{w}(\vec{x}, \vec{\xi}) (I(\vec{x}) - I(\vec{\xi}))}{\sum_{\vec{\xi}} \hat{w}(\vec{x}, \vec{\xi})},
\]

where \( I(\vec{\xi}) - I(\vec{x}) \) is a measure of intensity difference in neighborhood, \( R(I(\vec{x}), \hat{I}(\vec{\xi})) \) estimates and eliminates the local intensity variation caused by noise, which can be analyzed in the generalized intensity space, where the intensity
Figure 3: Partial branches of a cluster tree. Each bounding box denotes a cluster. We can see a cluster in 2nd layer contains high-contrast contents, such as the whole eagle; while a cluster in 3rd layer only contains one leg which is lower-contrast. We specify a cluster in an upper layer as image context of corresponding leaf clusters.

is denoted by,

\[
\hat{I}(\vec{x}) = \left\{ \frac{I(\vec{x})}{h_I}, \frac{\vec{x}}{h_\vec{x}} \right\}.
\]  

Thus, the filtering kernel can be written in the form

\[
\hat{w}(\vec{x}, \vec{\xi}) = \exp \left\{ -\frac{1}{2} \left\| \hat{I}(\vec{x}) - \hat{I}(\vec{\xi}) \right\|^2 \right\},
\]

where \( \| I(\vec{\xi}) - I(\vec{x}) \| \) is the normalized Euclidean distance in the generalized intensity space. Considering a grey image as the 2D manifold in 3D Euclidean space, BF can be interpreted to estimate noise-caused intensity variation through weighting local surface smoothness, because \( R(\hat{I}(\vec{x}), \hat{I}(\vec{\xi})) \) is in the position of \( n(\vec{x}) \) in Eq.1. With the
prior knowledge of the noise level, BF effectively enhances surface smoothness for noise removal. However, with the manually specified parameter of $h_I$, BF cannot cater to noise variability inherently. We hence extend the range kernel of BF.

### 3.2.2. Adaptive Filtering of MKF

Following Eq. 6, MKF is formulated as,

$$ O(\tilde{I}(\vec{x})) = I(\vec{x}) - R(\tilde{I}(\vec{x}), \tilde{I}(\vec{\xi}) \mid \delta_{t,k}, \Psi_{t,k}) $$

where $R(\tilde{I}(\vec{x}), \tilde{I}(\vec{\xi}) \mid \delta_{t,k}, \Psi_{t,k})$ generates weights depending not only on $\delta_{t,k}$, which encodes local information, but also on $\Psi_{t,k}$, which takes into consideration contextual information. The filtering kernel employed in $R(\cdot)$ is given by,

$$ w(\vec{x}, \vec{\xi} \mid \delta_{t,k}, \Psi_{t,k}) = \exp \left\{ \frac{-((\vec{x} - \vec{\xi})^2)}{2\tilde{h}_k^2} + \frac{-(I(\vec{x}) - I(\vec{\xi}))^2}{2\delta_{t,k}^2} \Psi_{t,k} \right\}, $$

where,

$$ \Psi_{t,k} = \left( \frac{\delta_{t-1,k^*}}{\delta_{t-2,k^{**}}} \right)^2, $$

where $k^*$ and $k^{**}$ denote corresponding labels of $k$ in $(t - 1)$-th and $(t - 2)$-th layers respectively.

The adaptivity of MKF can be interpreted by the integral function of $\delta_{t,k}$ and $\Psi_{t,k}$. Both make the same local intensity gradient $I(\vec{\xi}) - I(\vec{x})$ be able to generate different weights. On the other hand, $\Psi_{t,k}$ can be also considered exerting a function on $\delta_{t,k}$. That is to say, the same local variation level, $\delta_{t,k}$, also means differently, and the specific meaning is constrained by the image context, i.e., $\Psi_{t,k}$. Typically, $\delta_{t-2,k^{**}} > \delta_{t-1,k^*}$, therefore, $\Psi_{t,k} < 1$ which enlarges $\delta_{t,k}$.

The function of both terms in the filtering kernel of MKF simulates the selective attention mechanisms of human. More specifically, salient objects in circumstance drive human to neglect non-salient objects in local, involuntarily. In MKF, $\Psi_{t,k}$ and $\delta_{t,k}$ drive filtering kernels to neglect detailed contents within $k$-th cluster at the leaf level, adaptively.

Denote a leaf cluster, $C_{t,k}$, its context is provided by the clusters in upper levels, i.e., $C_{t-1,k^*}$ and $C_{t-2,k^{**}}$, which surround $C_{t,k}$. A $\Psi_{t,k}$ close to 0 indicates a high-level salience in surrounding image region, which significantly enlarges $\delta_{t,k}$ allowing that MKF smooths across the boundaries of $C_{t,k}$. Therefore, lower salient image contents represented by $C_{t,k}$ are smoothed out. Otherwise, when $\Psi_{t,k}$ is close to 1, it denotes low-level salience of surrounding image regions. The $\Psi_{t,k}$ slightly enlarges $\delta_{t,k}$ for intraregionally smoothing allowing that the filtering kernel preserves the boundaries of $C_{t,k}$.

Incorporating $\delta_{t,k}$ and $\Psi_{t,k}$ into the range kernel, MKF adaptively determines what contents should be smoothed out. Ultimately, the proposed strategy enables MKF to cater to noise variabilities.

### 4. Experiments

The proposed MKF was evaluated on two public datasets, BSD300 (Martin, Fowlkes, Tal and Malik, 2001) and BrainWebs (Kwan, Evans and Pike, 1999), compared with state-of-the-art filters, including BF (Tomasi and Manduchi, 1998), TV (Rudin et al., 1992), CF (Gong and Sbalzarini, 2017). Both datasets were added integrally-varying noise and spatially-varying noise, respectively, according to the noise distribution in practice.

#### 4.1. Parameter Setting

The initialization of MKF involves 8 parameters, where the first 3 ones were specified different values in the following experiments.

1. Maximal clustering iteration limit, $D_p$, determines the depth of cluster tree.
2. Maximal cluster size, $M_{x_c}$, determines the maximal number of pixels within a cluster.
3. Conduction coefficient, $h_x$, determines the attenuation rate of weights over spatial.

4. Minimal cluster size, $M_{c_e}$, determines the lower bound of the cluster size. The clusters with a size smaller or equal 9 pixels were too small to have meaningful local statistics. They must inherit the local statistic $\theta$ and image context from its eligible parents.

5. Neighborhood range, $N_e$. We set $N_e$ to 8 so that proximity clustering examined the connectedness over 8 neighbor pixels.

6. Intensity distribution precision, $P$, determines the bin width of the intensity histogram that is used to generate Gaussian distributions. We set $P$ to 1 so that the noise disturbance which value smaller than 1 was truncated.

7. In EM clustering algorithm, initial parameter set of Gaussian distributions, $\theta_{c_e}^{ini} = \left\{ \mu_{c_e}^{ini}, \sigma_{c_e}^{ini} \right\}$, is the starting condition of each Gaussian distribution to fit the input data. Denote the maximal intensity value as $I_{mx}$, and denote $v$ as the 1D vector $v = [1, 2]$, the parameters were set to, $\mu_{c_e}^{ini} = v * I_{mx}/(2 + 1)$, and $\sigma_{c_e}^{ini} = [I_{mx}, I_{mx}]$.

8. Convergence criterion of EM iterations, $T$, was set to 0.0001.

### 4.2. Datasets

We fixed well-chosen parameters of filters for observing filtering adaptivity. To show the improvement, MKF was compared with BF on BSD300 employing the mean absolute error (MAE) and structural similarity (SSIM) indices. Filters, such as TV and CF, that can cope with spatially-varying noise were only evaluated on BrainWeb.

**BSD300:** Considering the nonlinearity of the chromaticity models, we convert the 100 test color images to grayscale. And next, all images are separately added 100 levels of Gaussian noise, which level is from 10 to 1000 with an interval of 10. The noise level can be normalized by dividing 65025 ($255 \times 255$) according to the range of UINT8.

**BrainWeb:** To generate synthetic MRI data, we employ the noise-free T1 volume (Kwan et al., 1999). Its intensity range is largely from $-3000$ to $3000$, and we add the spatially-varying Gaussian noise, and the noise level follows 2D Gaussian distribution. The maximal deviation achieves as large as 500. Contrasting with the case that image SNR changes with integrally varying noise, the noise levels in synthetic MR data is spatially-varying (Aja-Fernández, Pie, Vegas-Sánchez-Ferrero et al., 2015; Chen, Dong, Zhang, Lin, Shen and Yap, 2019).

### 4.3. Adaptivity under Integically Varying Noise

We first quantitatively evaluated how parameters, including cluster size, $M_{c_e}$, and tree depth, $D_p$, of the clustering impact the smoothing performance of MKF in respect to MAE and SSIM. A small MAE value accompanying a large SSIM value demonstrates high-quality denoising performance.

We chose the #33039 image that was separately added 10 and 1000 two levels of noise. To initialize MKF, the tree depth $t$ was chosen from 2 to 7, and the cluster size was from 10 to 200 with an interval of 10. Typically, $\Psi_{t,k} = (\delta_{t,k}/\delta_{t-1,k})^2$ when $t = 2$.

Comparing Figure 4(a) to Figure 4(b), or comparing Figure 4(c) to Figure 4(d), tree depth demonstrated the contrary performance. When $t = 7$, MKF achieved the best performance under small level noise while achieving the worst performance under severe noise. In Figure 4.3, we can also find that the MAE and SSIM curves are flatter when $t = 2$, no matter under the noise level of 10 or 1000. Typically, MKF performed slightly better when the cluster size became small.

The contrary effect of tree depth largely owes to the clustering. The depth of cluster tree indirectly affected the cluster size. A small $t$ generated large-size clusters, while a large $t$ made clusters in the leaf layer be small-size. The small cluster represents the image in fine-scale, and hereby, allows MKF to preserve the detailed image contents precisely. On the contrary, severe noise corrupts image contents significantly. The statistic of a small image region is not reliable; while a large image region is preferred owing to more redundant pixels.

Using the cat image (Tomasi and Manduchi, 1998; Barash, 2002), which contains both flat and texture regions, we first evaluated the weight matrices derived by BF and MKF respectively. The $h_1$ of BF was initialized as 57, which was the best chosen; $h_3$ was 3, and windows radius was 5. In MKF, we specified the tree depth 2, cluster size 20, and other parameters were the same with BF.

The weight matrices obtained from noise-free and severely noisy images are shown in Figure 5. The weight matrices of BF were serverly corrupted resulting in the over smoothed cat shown in Figure 5. In the meanwhile, MKF did not only demonstrate more robust filtering kernels but also restore a cat with more detailed textures than BF.
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![Figure 4](https://example.com/figure4.png)

**Figure 4:** While a large tree depth performs well on the image with small-level noise, a small tree depth is optimal to restore image from severe noise, demonstrating a negative correlation between the tree depth and noise level.

To observe the adaptivity under a series of integrally varying noises over various images, we further evaluated MKF and BF on BSD300 under two sets of parameters. For MKF, (i) \( D_p = 2, M_{x_c} = 20 \); and (ii) \( D_p = 7, M_{x_c} = 20 \). As for BF, (i) \( h_I = 57 \); and (ii) \( h_I = 5 \). Other parameters were the same as the above experiment. As shown in Figure 6, different parameters of BF affected its performance significantly. Typically, BF generated curves with a non-linear relationship between noise level and the MAE and SSIM performance, while MKF demonstrated a near-linear correlation when \( t = 2 \). To sum up, besides improving the noise removal capacity, MKF achieved a higher-level of adaptivity than BF.

### 4.4. Adaptivity under Spatially-Varying Noise

On BrainWeb, we still employed the same parameters of BF and MKF except for the window radius, which was 2 considering the image size became much smaller. For evaluation, we compared MKF with BF, CF, and TV. Their parameters were well chosen and listed as following. The maximal iteration of TV was 100, and the \( \lambda \) is 1.25. We choose the Gaussian curvature in CF and set the maximal iteration 10.

As the noise distribution of complex components of MRI data is spatially-varying Gaussian, we derived noise-free real and imaginary components using the synthesized background phase Pizzolato et al. (2016), and next, we added the spatially-varying noise to them. It should point out that the phase maps are slice-by-slice varying and are gradually transitional; this typically breaks the low-rank assumption of an image. We can see the noise-free and noisy synthetic slices in Figure 7.

Figure 8 shows noise-free (first column) and noisy slices (second column) of both real and imaginary parts, as well as the denoised images from 4 filters. We can see in Figure 8, the noise severely corrupts detailed image contents. After denoising, however, BF still reserved a lot of noise points. Although TV and CF achieved better results, they
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**Figure 5:** Severe noise (1000) significantly corrupts image contents as well as the filtering kernel of BF. Three typical noise-free and noisy image patches, shown in (a) and (d) respectively, are used to demonstrate such degeneration. The filtering kernels of BF are shown in (b) and (e); while (c) and (f) denote MKF. Since a local image region is easily corrupted, BF kernels degenerate more significantly. Using contextual information, MKF demonstrated more robust kernels, allowing to restore more textures and to show better quantitative performance than BF.

![Image showing original and noise-corrupted images with BF and MKF outputs](image)

**Figure 6:** The curve flatness demonstrates the robustness of filtering. Due to the parameter learning, MKF adapted to noise variabilities better than BF.

![Graph showing MAE and SSIM curves](graph)

---

demonstrated mosaic blocks; and MKF generated smoother results which were closer to the noise-free ground truth. For quantitative evaluation, we further generated the MAE and SSIM curves.

As shown in Figure 9(a), 9(b), 9(c), and 9(d), MAE and SSIM curves illustrate the quantitative performance. The curves demonstrate the MAE and SSIM values derived from synthetic data. MKF achieved a better MAE and SSIM performance than BF, TV, and CF. Although BF achieved competitive performance shown in Figure 6, after the image characteristics have been changed, the same parameters degenerate its performance significantly. By contrast, with the same set of parameters, MKF still performed robustly demonstrating its high-level adaptivity.

5. Conclusion

To improve filtering adaptivity, we extended bilateral filtering using image context and proposed multi-kernel filter. The image context was heuristically constructed through the proposed clustering method, which followed Gestalt grouping rules. As a result, the range kernel can be automatically initialized by the image content itself. With this extension, MKF demonstrates a higher-level adaptivity than BF and shows promising noise-removal performance outperforming three state-of-the-art filters, including BF, TV, and CF. As far as we know, this is the first study inves-
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![Noise free and noisy synthetic MRI magnitude, phase map, and the complex components.](image)

**Figure 7:** Noise free and noisy synthetic MRI magnitude, phase map, and the complex components.

![Both real and imaginary images demonstrate promising denoising performance of MKF.](image)

**Figure 8:** Both real and imaginary images demonstrate promising denoising performance of MKF.

tigating and simulating the adaptive visual mechanisms in designing a smoothing filter. However, some limitations are worth noting. Although MKF adaptively generated parameters of filtering kernels, its performance depended on the parameters of the clustering. In addition, MKF was relatively low in time efficiency owing to the hierarchically clustering. Future works should develop a more effective computational model of vision adaptivity for addressing such limitations.
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