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Abstract. In this paper we recast the Serret theorem about a characterization of palindromic continued fractions in the context of polynomial continued fractions. Then, using the relation between symmetric tridiagonal matrices and polynomial continued fractions we give a quick exposition of the mathematical aspect of the perfect quantum state transfer problem.

1. Introduction

Let \( p \) and \( q \) be relatively prime positive integers such that \( q < p \). It is not so hard to see that every positive rational number \( q/p < 1 \) can be uniquely represented in the following manner

\[
\frac{q}{p} = \frac{1}{a_0 + \frac{1}{a_1 + \ldots + \frac{1}{a_N}}},
\]

where \( a_i \in \mathbb{N} \) for \( i = 0, 1, \ldots, N - 1, a_N \geq 2 \) is integer, and \( \mathbb{N} \) is the set of all natural numbers, that is, \( \mathbb{N} = \{1, 2, 3, \ldots\} \). Indeed, it is just another way to write down the outcome of the Euclidean algorithm applied to the pair of numbers \( p \) and \( q \), which determines the set of quotients \( a_0, \ldots, a_N \) uniquely. To be more precise, for \( p \) and \( q \) there exists a unique pair of numbers \( a_0 \) and \( r \) such that

\[
p = a_0q + r, \quad 0 < r < q.
\]

The latter can be written as

\[
\frac{q}{p} = \frac{1}{a_0 + \frac{r}{q}}.
\]

Evidently, \( q \) and \( r \) have no common positive factors other than 1 and so we can apply the same reasoning to \( q \) and \( r \). Since the procedure is clearly finite, we will end up with (1.1).

The right-hand side of (1.1) is called a continued fraction. To be more precise, it is a finite continued fraction and to such a continued fraction one can associate
a finite sequence of its convergents
\begin{equation}
\frac{q_k}{p_k} = \frac{1}{a_0 + \frac{1}{a_1 + \cdots + \frac{1}{a_k}}}, \quad k = 1, \ldots, N + 1,
\end{equation}
where, in particular, \(p_1 = a_0, q_1 = 1\) and \(p_{N+1} = p, q_{N+1} = q\).

One of the fundamental properties of continued fractions is that the sequences \(q_k\) and \(p_k\) satisfy the three-term recurrence relations
\begin{align}
q_{k+1} &= a_k q_k + q_{k-1} \\
p_{k+1} &= a_k p_k + p_{k-1}
\end{align}
for \(k = 2, \ldots, N\). One can easily see the validity of the relations (1.3) and (1.4) when \(k = 2\) directly from (1.2) provided we set \(p_0 = 1\) and \(q_0 = 0\). Indeed, if \(k = 2\), formula (1.2) gives
\begin{align*}
p_2 &= a_0 q_1 + 1 = a_1 p_1 + p_0, \quad q_2 = a_1 q_1 + q_0.
\end{align*}
The rest can be proved using the mathematical induction (for more details, see [8, pages 4 and 5]).

As a matter of fact, formulas (1.3) and (1.4) tell us that the sequences \(q_k\) and \(p_k\) are two linearly independent solutions of the second-order difference equation
\begin{equation}
u_{k+1} - a_k u_k - u_{k-1} = 0, \quad k = 0, 1, 2, \ldots.
\end{equation}
Namely, the unique solution to (1.5) that satisfies the initial conditions
\begin{align*}u_{-1} &= 0, \quad u_0 = 1
\end{align*}
is the sequence \(p_k\), that is, in this case \(u_k = p_k\) for \(k = 1, 2, \ldots, N + 1\) and, thus, \(p_{-1} = 0\) and \(p_0 = 1\). Also, the unique solution to (1.5) that satisfies the initial conditions
\begin{align*}u_{-1} &= 1, \quad u_0 = 0
\end{align*}
is the sequence \(q_k\), i.e. in this case \(u_k = q_k\) for \(k = 1, 2, \ldots, N + 1\) and, to be consistent, we set \(q_{-1} = 1\) and \(q_0 = 0\).

Equation (1.5) is a discrete version of the 1D Schrödinger equation and the Serret theorem we discuss in this note gives a criterion for the potential function of such second order difference operator to be mirror-symmetric. The latter means that the sequence \(a_k\) possess the property
\begin{equation}a_k = a_{N-k}
\end{equation}
for all \(k \in \{0, 1, 2, \ldots, N\}\). We will also consider some generalizations of the Serret theorem in order to demonstrate its relation to the problem of perfect quantum state transfer that has recently attracted a lot of interest (for instance, see [4], [7], [14]).

The paper is organized as follows. In the next section we give some basic properties of continued fractions and prove the Serret theorem. In Sections 3 and 4 we extend the theory to the case of J-fractions, which are a specific case of polynomial continued fractions, and, in particular, show that the Serret theorem still holds in this case. Then, in Section 5 we consider the relation between J-fractions and Jacobi matrices. After that, we give an exposition of the perfect state transfer problem in Section 6. Finally, Section 7 discusses a generalization of the Serret
Theorem to a general polynomial continued fraction and, thus, it demonstrates that Serret’s result is valid for the ring of polynomials.

2. The Serret Theorem about Palindromic Continued Fractions

In this section we prove the Serret theorem. Before we can proceed, we need to prove an auxiliary result, which contains important formulas in the theory of continued fractions and they actually hold for any continued fraction (1.1).

Proposition 2.1. Let \( \{p_k\} \) and \( \{q_k\} \) be the sequences defined by (1.2). Then

(i) we have that

\[
\frac{p_{k-1}}{p_k} = \frac{1}{a_{k-1} + \frac{1}{\ddots + \frac{1}{a_0}}}
\]

for \( k = 1, 2, \ldots, N + 1 \) and where we set \( p_0 = 1 \) for convenience.

(ii) The Wronskian of the sequences \( p_k \) and \( q_k \) is either 1 or -1. More precisely, the relation is given by

\[
\det \begin{pmatrix} p_{k+1} & p_k \\ q_{k+1} & q_k \end{pmatrix} = (-1)^{k+1} \quad \text{for } k = 0, 1, 2, \ldots, N.
\]

As before, here we assume that \( q_0 = 0 \).

Proof. At first, let us note that the choice \( p_0 = 1 \) allows us to extend equation (1.4) to work when \( k = 1 \). Next, using the substitution \( k \rightarrow k - 1 \) one can rewrite (1.4) in the following way

\[
\frac{p_{k-1}}{p_k} = \frac{1}{a_{k-1} + \frac{p_{k-2}}{p_{k-1}}}
\]

which leads to (2.1).

To see the second part of the statement, notice that

\[
p_{k+1}q_k - p_kq_{k+1} = (p_ka_k + p_{k-1})q_k - p_k(q_ka_k + q_{k-1}) = p_{k-1}q_k - p_kq_{k-1} = -(p_kq_{k-1} - p_{k-1}q_k)
\]

due to (1.3) and (1.4). Thus, (2.2) follows by induction, since \( p_1q_0 - p_0q_1 = -1 \). □

We will say that a continued fraction of the form (1.2) is palindromic if its entries \( a_0, \ldots, a_N \) satisfy the relation

\[
a_k = a_{N-k}
\]

for all \( k \in \{0, 1, 2, \ldots, N\} \).

Remark 2.2. Recall that the representation of \( q/p \) in the form of (1.1) when \( a_N \geq 2 \) (see [9, Satz 2.2]) is unique. However, if \( a_0 = 1 \) and we still want to get a palindromic continued fraction, we will need the last term to be 1 as well. That is why we can consider a continued fraction (1.1) where instead of the last term we use the following expression \( a_N = (a_N - 1) + \frac{1}{1} \), which extends the continue fraction by one
term and that term is 1. For instance, if we straightforwardly apply the Euclidean algorithm to $3/4$, we get

$$\frac{3}{4} = 1 + \frac{1}{3},$$

which is not palindromic. However, the extension trick leads to the following continued fraction

$$\frac{3}{4} = 1 + \frac{1}{2 + \frac{1}{1}},$$

which is palindromic with $a_0 = a_2 = 1$. It is also worth noting that the trick allows us to have the parity of the number of entries of a continued fraction to be what we want. Say, if it is necessary we can assume that $N$ is even.

Now, we are in the position to formulate and to prove the main statement of this section that can also be found in [9, Satz 2.4] along with its proof.

**Theorem 2.3** (The Serret Theorem [11]). Let $p$ and $q$ be positive integers such that $q < p$. The continued fraction representation of the rational number $q/p$ is palindromic if and only if either $q^2 + 1$ or $q^2 - 1$ is divisible by $p$.

**Proof.** First, we assume that $q/p$ is palindromic, i.e.

$$\frac{q}{p} = \frac{1}{a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_1 + \frac{1}{a_0}}}}}.$$  

Due to the recurrence relation (2.1), we also have

$$\frac{p_N}{p_{N+1}} = \frac{1}{a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_1 + \frac{1}{a_0}}}}}.$$  

So, $q = q_{N+1} = p_N$, where $\{p_k\}$ and $\{q_k\}$ are the sequences generated by this fraction (see (1.2)). From (2.2) we also know that

$$p_{N+1}q_N - p_Nq_{N+1} = (-1)^{N+1}.$$  

Combining these two facts together, we get

$$pq_N - q^2 = (-1)^{N+1}.$$  

Thus, $pq_N = q^2 + (-1)^{N+1}$. Then, either $q^2 + 1$ or $q^2 - 1$ is divisible by $p$. 


Next, let us prove the converse is also true. Without loss of generality we can assume that $p$ and $q$ are relatively prime. Consider a continued fraction representation of $q/p$

\[
\frac{q}{p} = \frac{1}{a_0 + \frac{1}{\frac{1}{a_N} + \ldots + 1}}.
\]

As before, $\{p_k\}$, $\{q_k\}$ are the sequences generated by this fraction. Let $p$ divide either $q^2+1$ or $q^2-1$. Then there exists an integer $r$ such that $pr = q^2 + (-1)^{N+1}$ or $pN+1r = q_{N+1}^2 + (-1)^{N+1}$, where we took Remark 2.2 into account. Invoking (2.2), we can rewrite it as $q_{N+1}(q_{N+1} - p) = p_{N+1}(r - q_N)$. This implies that $p_{N+1}$ divides $q_{N+1}(q_{N+1} - p)$ and thus, $p_{N+1} > q_{N+1}$. Also, $p_{N+1} = a_Np_N + p_{N-1} > p_N > 0$ and, thus, $p_{N+1} > |q_{N+1} - p_N|$. The latter inequality and the fact that $p_{N+1}$ divides $q_{N+1} - p_N$ imply that $q_{N+1} - p_N = 0$ or $q_{N+1} = p_N$. Then,

\[
\frac{1}{a_0 + \frac{1}{\frac{1}{a_N} + \ldots + 1}} = \frac{q}{p} = \frac{p_{N+1}}{p_N} = \frac{1}{a_N + \frac{1}{\frac{1}{a_0} + \ldots + 1}}
\]

by (2.1). Thus, the continued fraction representation of $q/p$ is palindromic. □

3. J-fractions

Here we are going to discuss a specific case of polynomial continued fractions which are called the Jacobi continued fraction, or shortly $J$-fraction. More precisely, a continued fraction of the form

\[
x - a_0 - \frac{b_0^2}{x - a_1 - \frac{b_1^2}{\ldots - \frac{b_{N-1}^2}{x - a_N}}}.
\]

where $a_k$’s are real and $b_j > 0$ for $j = 1, \ldots N - 1$, is called a $J$-fraction and they can be characterized in the following manner. Note that if we rewrite this fraction as a rational function, i.e. a ratio of two polynomials, then the degree of the numerator is less than the degree of the denominator exactly by 1.

**Theorem 3.1.** Let $P$ and $Q$ be monic polynomials with real coefficients such that $\deg P = \deg Q = 1$. A rational function $m = Q/P$ admits a $J$-fraction representation if and only if

(i) The polynomials $P$ and $Q$ have only real zeros.
(ii) The zeroes of $P$ and $Q$ interlace.

In this statement if $\mu_1, \ldots, \mu_{N-1}$ are zeros of $Q$ and $\lambda_1, \ldots, \lambda_N$ are zeros of $P$ then "interlace" means $\lambda_1 < \mu_1 < \lambda_2 < \ldots < \mu_{N-1} < \lambda_N$. 
Figure 1. An example of polynomials with interlacing zeros.

Theorem 3.1 is an immediate consequence of the following well-known statement (for instance, see [10, Lemma 6.3.9] where it is proved using the Hermite-Biehler theorem and as opposed to [10, Lemma 6.3.9] we give a less elegant proof but it is more elementary and accessible to a wider audience). Namely, consecutive applications of Lemma 3.2 lead to a slight generalization of (1.4), which will soon appear as (4.2).

Lemma 3.2. Let $P$ and $Q$ be monic real-rooted polynomials such that $\text{deg} \ P = n$ and $\text{deg} \ Q = n - 1$ with $n \geq 2$. The zeros of $P$ and $Q$ interlace if and only if there exists a monic polynomial $R$ of degree $n - 2$, a real number $a$, and $b > 0$ such that

\begin{equation} 
P(x) = (x - a)Q(x) - bR(x). 
\end{equation}

Moreover, $R$ has only real zeros and they interlace the zeros of $Q$.

Proof. First, let $P(x) = (x - \lambda_1)(x - \lambda_2)\ldots(x - \lambda_n)$ and $Q(x) = (x - \mu_1)(x - \mu_2)\ldots(x - \mu_{n-1})$ have interlacing zeros, i.e. $\lambda_1 < \mu_1 < \lambda_2 < \mu_2 < \ldots < \mu_{n-1} < \lambda_n$. If $R \equiv 0$ then it follows from (3.2) that $P(x)$ has the same zeros as $(x - a)Q(x)$, which contradicts our assumption. So, $R$ is a nonzero polynomial of degree at most $n - 1$.

What we want is to find a real number $a$ such that $R$ in (3.2) has exactly $n - 2$ real zeros. Using Vieta’s formulas, our guess is that $a = \lambda_1 + \lambda_2 + \ldots + \lambda_n - (\mu_1 + \mu_2 + \ldots + \mu_{n-1})$. Since $\lambda_1, \lambda_2, \ldots, \lambda_n$ and $\mu_1, \mu_2, \ldots, \mu_{n-1}$ are all real, then $a$ is also real. It is an important observation that $\lambda_1 < a < \lambda_n$, which we are going to use later on. Moreover, by choosing such $a$ we guarantee that $R$ is of degree at most $n - 2$.

Figure 2. An example to illustrate the relation between $P$, $Q$ and $R$. Note that zeros of $P$ and $Q$ (as well as $Q$ and $R$) interlace.
We start by showing that \( b > 0 \) for such an \( a \). Note that \( R \) is monic. So, from Vieta’s formula for the coefficient in front of \( x^{n-2} \) in (3.2) we get

\[
b = \sum_{1 \leq i < j \leq n-1} \mu_i \mu_j + \left( \sum_{j=1}^{n} \lambda_j - \sum_{i=1}^{n-1} \mu_i \right) \sum_{k=1}^{n-1} \mu_k - \sum_{1 \leq i < j \leq n} \lambda_i \lambda_j.
\]

The right hand side can be rewritten as follows

\[
\sum_{1 \leq i < j \leq n-1} (\mu_i - \lambda_i)(\lambda_{j+1} - \mu_j).
\]

From the interlacing of zeros one can see that all the factors in this expression are positive. So \( b \) must be positive.

What is left to do is to show that \( R \) changes its sign at least \( n - 2 \) times and as the consequence of the Intermediate Value Theorem we will get the direct statement of this lemma. We are going to exhaust all possible values for \( a \). So we need to consider the following three cases.

1. \( a \in [\mu_i, \lambda_{i+1}] \), where \( 1 < i < n - 1 \).
   
   Analyzing the signs of \( P(x) \) and \((x-a)Q(x)\), for \( k > i \) we find that \( P(\mu_k) > 0 \) and \((\lambda_k - a)Q(\lambda_k) > 0 \) when \( n - k \) is even and \( P(\mu_k) < 0 \) and \((\lambda_k - a)Q(\lambda_k) < 0 \) when \( n - k \) is odd. Thus, \( R(x) = \frac{1}{b}((x-a)Q(x) - P(x)) \) has a sign change on \((\lambda_k, \mu_k)\) for each \( k > i \). So what happens at \( x = \mu_i \)?

   Either \((x-a)Q(x)\) has the same sign to the left and to the right of this point or it has an additional sign change on \((\mu_i, \lambda_{i+1})\). That is why for \( k < i \) we get \( P(\mu_k) > 0 \) and \((\lambda_{k+1} - a)Q(\lambda_{k+1}) > 0 \) when \( n - k \) is even and \( P(\mu_k) < 0 \) and \((\lambda_{k+1} - a)Q(\lambda_{k+1}) < 0 \) when \( n - k \) is odd, implying that \( R \) has a sign change on each of \((\mu_k, \lambda_{k+1})\) for \( k < i \). Therefore, \( R \) changes its sign \( n - 2 \) times at least.

2. \( a = \lambda_i \) for some \( i \) between 2 and \( n - 1 \).

   First of all notice that \( R(\lambda_i) = 0 \) in this case. Moreover, for \( k > i \) we still get a sign change for \( R \) on each of the intervals \((\lambda_k, \mu_k)\). However, \( R \) has a sign change on each of \((\mu_k, \lambda_{k+1})\) now for \( k < i - 1 \). So all together we have 1 zero and \( n - 3 \) sign changes at the points distinct from that zero.

3. \( a \in (\lambda_i, \mu_i) \), where \( i = 1, \ldots, n - 1 \).

   By the argument similar to (1), \( R \) changes sign \( n - 2 \) times.

In any case \( R \) has \( n - 2 \) real zeros, i.e. it is exactly a polynomial of degree \( n - 2 \), and from the construction of the argument above it is not hard to see that the zeros of \( R \) interlace with the zeros of \( Q \).

To prove the converse statement assume that \( P(x) = (x-a)Q(x) - bR(x) \), where \( b \) is positive, \( a \) is real, and \( R \) has real zeros that interlace the zeros of \( Q(x) \). Note that \( \deg P = n \).

Let \( \bar{R}(x) = (x-r_1)(x-r_2) \ldots (x-r_{n-2}) \) and \( Q(x) = (x-\mu_1)(x-\mu_2) \ldots (x-\mu_{n-1}) \), where \( \mu_1 < r_1 < \mu_2 < \cdots < r_{n-2} < \mu_{n-1} \).

Note that the signs of \( \bar{R}(\mu_i) = -P(\mu_i)/b \) and \( R(\mu_{i+1}) = -P(\mu_{i+1})/b \) are opposite for \( i = 1, \ldots, n - 2 \), since \( R \) has a simple zero on each interval \((\mu_i, \mu_{i+1})\). By the Intermediate Value Theorem, \( P \) must have a zero as well in each of the intervals \((\mu_i, \mu_{i+1})\), that is, we have found \( n - 2 \) real zeros of \( P \).

We want to show that \( P \) has two more zeros in the intervals \((-\infty, \mu_1)\) and \((\mu_{n-1}, \infty)\). Note that \( P(\mu_{n-1}) = (\mu_{n-1} - a)Q(\mu_{n-1}) - bR(\mu_{n-1}) < 0 \) and \( P \) is a monic polynomial. Hence, \( P(x) \) is going to be positive for sufficiently
large $x$, proving that it has a zero on $\langle \mu_n - 1, \infty \rangle$ as a consequence of the Intermediate Value Theorem. By the similar argument, since degrees of $P$ and $R$ differ by 2 and they suppose to have the same sign in a neighborhood of $-\infty$. However, $P(\mu_1) = -bR(\mu_n)$ which proves that there should be a zero of $P$ in $(-\infty, \mu_1)$.

We have found $n$ distinct real zeros. Moreover, the argument above implies that the zeros of $P$ interlace the zeros of $Q$. □

4. A Characterization of Palindromic $J$-fractions

In this section we consider palindromic $J$-fractions and give necessary and sufficient conditions for a rational function to have a palindromic $J$-fraction. This characterization reveals another face of the Serret theorem and at the same time it demonstrates that Serret’s result goes beyond the case of positive integers.

Let us start by saying that a $J$-fraction

\begin{equation}
\frac{1}{x - a_0 - \frac{b_0^2}{x - a_1 - \frac{b_1^2}{\cdots - \frac{b_{N-1}^2}{x - a_N}}}}
\end{equation}

is called palindromic if $a_i = a_{N-i}$ for $i \in \{0, \ldots, N\}$ and $b_j = b_{N-j-1}$ for $j \in \{0, \ldots, N-1\}$. For a $J$-fraction we can define sequences of polynomials in exactly the same manner as we did before for numerical sequences. Namely, define polynomials $P_k$'s and $Q_k$'s by the following recurrence relations:

\begin{equation}
P_{k+1}(x) = P_k(x)(x - a_k) - b_{k-1}^2P_{k-1}(x), \quad k = 0, 1, 2, \ldots, N
\end{equation}

and

\begin{equation}
Q_{k+1}(x) = Q_k(x)(x - a_k) - b_{k-1}^2Q_{k-1}(x), \quad k = 0, 1, 2, \ldots, N,
\end{equation}

where $P_{-1}(x) = 0$, $P_0(x) = 1$, $Q_{-1}(x) = -1$, $Q_0(x) = 0$ and $b_{-1} = 1$. Similarly to the numeric continued fraction case, the sequences $P_k$ and $Q_k$ possess the following properties.

**Proposition 4.1.** Let $\{P_k\}$ and $\{Q_k\}$ be sequences of polynomials constructed by the $J$-fraction \textbf{(4.1)}. Then

(i) $\frac{P_N}{P_{N+1}}$ has the following continued fraction fraction representation

\begin{equation}
\frac{P_N(x)}{P_{N+1}(x)} = \frac{1}{x - a_N - \frac{b_{N-1}^2}{x - a_{N-1} - \frac{b_{N-2}^2}{\cdots - \frac{b_0^2}{x - a_0}}}}.
\end{equation}

(ii) The following Liouville-Ostrogradski formula

\begin{equation}
det \begin{pmatrix} P_{k+1} & P_k \\ Q_{k+1} & Q_k \end{pmatrix} = -b_0^2b_1^2 \cdots b_{k-1}^2
\end{equation}

holds true for $k = 1, 2, \ldots, N$. 
Formula (4.4) immediately follows from the relation

$$\frac{P_k(x)}{P_{k+1}(x)} = \frac{1}{x - a_k - b_{k-1}^2 \frac{P_{k-1}(x)}{P_k(x)}}$$

which is just another form of (4.2).

As for the second part, notice that relations (4.2) and (4.3) imply

$$P_{k+1}(x)Q_k(x) - P_k(x)Q_{k+1}(x) = Q_k(x)((x - a_k)P_k(x) - b_{k-1}^2 P_{k-1}(x))$$

$$- ((x - a_k)Q_k(x) - b_{k-1}^2 Q_{k-1}(x)) P_k(x)$$

$$= b_{k-1}^2 (P_k(x)Q_{k-1}(x) - P_{k-1}(x)Q_k(x)).$$

Therefore, (4.5) follows by induction, since

$$P_2(x)Q_1(x) - P_1(x)Q_2(x) = ((x - a_0)(x - a_1) - b_0^2) \cdot 1 - (x - a_0)(x - a_1) = -b_0^2.$$

This concludes the proof.

**Theorem 4.2.** Let $P$ and $Q$ be real polynomials and $\deg P = \deg Q + 1$. Then $Q/P$ has a palindromic $J$-fraction representation if and only if

(i) $P$ and $Q$ have real zeros,

(ii) the zeros of $P$ and $Q$ interlace,

(iii) $Q^2 - b_0^2 b_1^2 \ldots b_{N-1}^2$ is divisible by $P$.

**Proof.** By Theorem 3.1 (i) and (ii) are equivalent to the fact that $Q/P$ has a $J$-fraction representation.

Now, suppose (iii) holds, i.e. $P$ divides $Q^2 - b_0^2 b_1^2 \ldots b_{N-1}^2$ and combining that with $\frac{Q_{N+1}}{P_{N+1}} = \frac{Q}{P}$, we get that there exists a polynomial $R$ such that $PR = Q^2 - b_0^2 b_1^2 \ldots b_{N-1}^2$ or that

$$Q_{N+1}^2 - b_0^2 b_1^2 \ldots b_{N-1}^2 = P_{N+1}R.$$

From Proposition 4.1 we know that

$$P_NQ_{N+1} - b_0^2 b_1^2 \ldots b_{N-1}^2 = P_{N+1}Q_N.$$

Subtraction gives

$$Q_{N+1}(Q_{N+1} - P_N) = P_{N+1}(R - Q_N)$$

which implies that $P_{N+1}$ divides $Q_{N+1}(Q_{N+1} - P_N)$. However, $P_{N+1}$ and $Q_{N+1}$ have no non-constant common divisors. Thus, $P_{N+1}$ divides $Q_{N+1} - P_N$.

Moreover, $\deg P_{N+1} > \deg Q_{N+1}$ and $\deg P_{N+1} > \deg N$. So we conclude that $\deg P_{N+1} > \deg (Q_{N+1} - P_N)$ and, hence, $Q_{N+1} - P_N = 0$. Then, by (4.2) and the previous argument we get

$$\frac{Q_{N+1}(x)}{P_{N+1}(x)} = \frac{P_N(x)}{P_N(x)(x - a_N) - b_{N-1}^2 P_{N-1}(x)} = \frac{1}{(x - a_N) - \frac{b_{N-1}^2}{P_{N-1}(x)}}.$$

Thus, by inductively continuing and then comparing it with (4.6), one can see that the continued fraction representation of $Q/P$ is palindromic.

On the other hand, if we assume that $Q/P$ can be expressed as a palindromic continued fraction and notice that $\deg P = \deg Q + 1$ and $P_{N+1}(x) = Q_{N+1}(x)(x -$
It is an immediate consequence from Lemma 3.2 that the zeros of \( P \) and \( Q \) interlace.

We also know that \( Q = P_N \). By Lemma 4.1, \( P_N Q_{N+1} - P_{N+1} Q_N = -(P_{N+1} Q_N - P_N Q_{N+1}) = -(b_0^2 \cdots b_{N-1}^2) = b_0^2 \cdots b_{N-1}^2. \) That is, we have \( P_{N+1} Q_N = b_0^2 \cdots b_{N-1}^2 \). Thus, \( Q^2 - b_0^2 \cdots b_{N-1}^2 \) is divisible by \( P_{N+1} \).

\[\square\]

To demonstrate this theorem, let us recall that the Chebyshev polynomials of the first kind are defined by the three-term recurrence relation

\[ T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x), \]

where \( T_0(x) = 1 \) and \( T_1(x) = x \). Also, the Chebyshev polynomials of the second kind are given by the recurrence relation

\[ U_{n+1}(x) = 2xU_n(x) - U_{n-1}(x), \]

where \( U_0(x) = 1 \) and \( U_1(x) = 2x \).

\[\text{Figure 3. Plots of the Chebyshev polynomials } T_5 \text{ and } U_4. \text{ Note that not only zeros of } T_5 \text{ and } U_4 \text{ interlace but also the zeros of } U_4 \text{ are at the location of the local extrema of } T_5.\]

The reason we bring up the Chebyshev polynomials here is because they satisfy the Pell-Abel equation

\[ (4.7) \quad T_n(x)^2 - (x^2 - 1)U_{n-1}(x)^2 = 1, \]

which looks similar to the third condition in Theorem 4.2. To see the validity of this observation, note that from the recurrence relations it follows that on the interval \([-1, 1]\) the Chebyshev polynomials can be written as

\[ (4.8) \quad T_n(\cos \theta) = \cos n\theta, \quad U_{n-1}(\cos \theta) = \frac{\sin n\theta}{\sin \theta}, \]

and, thus, (4.7) is nothing else but the trigonometric identity

\[ \cos^2(n\theta) + \sin^2(n\theta) = 1. \]

At the same time, the relations in (4.8) allow us to find the zeroes of the Chebyshev polynomials and we then see that their zeros interlace. Therefore, Theorem 4.2 implies that the continued fraction representation of \( \frac{T_n(x)}{(x^2 - 1)U_{n-1}(x)} \) must be palindromic. Actually, in this particular case, we can find this palindromic continued fraction explicitly.
Theorem 4.3. The continued fraction expansion of $\frac{T_n(x)}{(x^2-1)U_{n-1}(x)}$ is palindromic and of the form

\begin{equation}
1 \frac{1}{x - \frac{1}{2}} \frac{1}{x - \frac{1}{2}} \cdots \frac{1}{x - \frac{1}{2}} \frac{1}{x}. \tag{4.9}
\end{equation}

Proof. It is well known that

\begin{align*}
T'_n(x) &= nU_{n-1}(x), \quad (1-x^2)T'_n(x) = -nxT_n(x) + nT_{n-1}(x)
\end{align*}

and these formulas can be easily derived from (4.8). We apply the above relations to get the following

\begin{align*}
\frac{T_n(x)}{(x^2-1)U_{n-1}(x)} &= \frac{nT_n(x)}{(x^2-1)T'_n(x)} = \frac{nT_n(x)}{nxT_n(x) - nT_{n-1}(x)} = x - \frac{1}{2 \frac{T_n(x)}{2T_{n-1}(x)}}.
\end{align*}

Next, we utilize the three term recurrence relation for the Chebyshev polynomials of the first kind in order to obtain the relation

\begin{align*}
\frac{T_k(x)}{2T_{k-1}(x)} &= x - \frac{T_{k-2}(x)}{2T_{k-1}(x)} = x - \frac{1/4}{\frac{T_{k-1}(x)}{2T_{k-2}(x)}},
\end{align*}

and inductively apply it until one gets

\begin{align*}
\frac{T_2(x)}{2T_1(x)} &= x - \frac{1/2}{x}.
\end{align*}

Thus, $\frac{T_n(x)}{(x^2-1)U_{n-1}(x)}$ is of the form (4.9). $\square$

Remark 4.4. In [12] a characterization of the polynomials satisfying a generalization of the Pell-Abel equation (4.7) is given. The construction described in Theorem 4.3 can be extended to those polynomials.

5. Jacobi Matrices

Introducing the polynomials

\[ \hat{P}_k(x) = \frac{1}{b_0b_1\ldots b_{k-1}}P_k(x), \quad k = 1, 2, \ldots, N + 1 \]

we can rewrite (4.2) in the following manner

\begin{equation}
(x\hat{P}_k(x) = b_k\hat{P}_{k+1}(x) + a_k\hat{P}_k(x) + b_{k-1}\hat{P}_{k-1}(x), \quad k = 0, 1, 2, \ldots, N, \tag{5.1}
\end{equation}

where we set $b_N = 1$ for convenience and as before $b_{-1} = 1$. The initial conditions then take the form $\hat{P}_{-1} = 0$, $\hat{P}_0 = 1$. Next, recall that a finite Jacobi matrix is a...
symmetric tridiagonal matrix of the following form
\[ H_{[0,N]} = \begin{pmatrix} a_0 & b_0 & & & \\ b_0 & a_1 & \ddots & & \\ & \ddots & \ddots & b_{N-1} & \\ & & b_{N-1} & a_N \end{pmatrix}, \]

where \(a_j\) are real numbers and \(b_j\) are positive numbers. With the help of this matrix constructed from the coefficients of the recurrence relation, (5.1) takes the form
\[ x\bar{P}(x) = H_{[0,N]}\bar{P}(x) + \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \hat{P}_{N+1}(x) \end{pmatrix}, \]

where \(\bar{P}(x) = (\hat{P}_0(x), \hat{P}_1(x), \ldots, \hat{P}_N(x))^\top\) is a vector consisting of polynomials \(\hat{P}_j\)'s. Similarly, let us introduce the polynomials
\[ \hat{Q}_k(x) = \frac{1}{b_0b_1 \ldots b_{k-1}}Q_k(x), \quad k = 1, 2, \ldots, N + 1, \]
\[ \hat{Q}_{-1} = -1, \quad \hat{Q}_0 = 0, \]
and a truncation of the Jacobi matrix \(H_{[0,N]}\)
\[ H_{[1,N]} = \begin{pmatrix} a_1 & b_1 & & & \\ b_1 & a_2 & \ddots & & \\ & \ddots & \ddots & b_{N-1} & \\ & & b_{N-1} & a_N \end{pmatrix}, \]

which is also a Jacobi matrix. Then, one can represent (4.3) in the matrix form
\[ x\bar{Q}(x) = H_{[1,N]}\bar{Q}(x) + \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \hat{Q}_{N+1}(x) \end{pmatrix}, \]

where \(\bar{Q}(x) = (\hat{Q}_1(x), \hat{Q}_2(x), \ldots, \hat{Q}_N(x))^\top\) is a vector consisting of polynomials \(\hat{Q}_j\)'s. These matrix representations of the three-term recurrence relations allow us to derive some determinant formulas for the polynomials \(\hat{P}_{N+1}\) and \(\hat{Q}_{N+1}\).

**Proposition 5.1** ([1] p. 542, [5]). We have that
\[ \hat{P}_{N+1}(x) = \frac{1}{b_0b_1 \ldots b_{N-1}}\det(xI - H_{[0,N]}), \]
\[ \hat{Q}_{N+1}(x) = \frac{1}{b_0b_1 \ldots b_{N-1}}\det(xI - H_{[1,N]}), \]
where \(I\) is the identity matrix of the proper size.

**Proof.** First, let us show that \(H_{[0,N]}\) has \(N + 1\) distinct eigenvalues. To this end, consider \(H_{[0,N]} - \lambda I\) where \(\lambda\) is an eigenvalue of \(H_{[0,N]}\). Observe that it has rank
at most \( N \). Indeed, due to [13, Theorem 5S, p. 297] we have that

\[
H_{[0,N]} = \mathcal{U} \begin{pmatrix}
\lambda & * & \cdots & * \\
* & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
* & \ddots & \ddots & \ddots \\
\end{pmatrix} \mathcal{U}^T \quad \text{or} \quad H_{[0,N]} - \lambda I = \mathcal{U} \begin{pmatrix}
0 & * & \cdots & * \\
* & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
* & \ddots & \ddots & \ddots \\
\end{pmatrix} \mathcal{U}^T,
\]

where \( \mathcal{U} \) is an orthogonal matrix, \(*\) is in place of an eigenvalue, and \(*\) stands for a difference of eigenvalues and may be 0. It is clear that the diagonal matrix on the right is of the rank at most \( N \) and so is \( H_{[0,N]} - \lambda I \) as similar to it.

On the other hand, the following submatrix of \( H_{[0,N]} - \lambda I \) is an upper triangular matrix with non-zero entries.

\[
\begin{pmatrix}
b_0 & a_1 - \lambda & b_1 & 0 & \cdots & 0 \\
0 & b_1 & a_2 - \lambda & b_2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & a_{N-1} - \lambda & b_{N-1} \\
0 & \cdots & \cdots & \cdots & 0 & b_{N-1}
\end{pmatrix}
\]

This means that this matrix is non-degenerate and of rank \( N \). Therefore, the rank of \( H_{[0,N]} - \lambda I \) must be exactly \( N \). That is, none of the \(*\)'s in (5.3) are actually 0 which implies that the arithmetic multiplicity of \( \lambda \) is 1. From the arbitrary choice of the eigenvalue \( \lambda \) in the beginning we deduce that \( H_{[0,N]} \) has \( N + 1 \) distinct eigenvalues as we claimed before.

Next, assume that \( \lambda \) is a zero of \( \hat{P}_{N+1} \). Then, it follows from (5.2) that \( J \cdot \hat{P}(\lambda) = \lambda \hat{P}(\lambda) \) and \( \hat{P}(\lambda) \neq 0 \) since \( \hat{P}(x) = 1 \). Thus, \( \lambda \) is an eigenvalue of \( H_{[0,N]} \) with \( \hat{P}(\lambda) \) being the corresponding eigenvector. As a result, \( \det(\lambda I - H_{[0,N]}) = 0 \) and so the determinant formula for \( \hat{P}_{N+1} \) follows from this observation and the fact that the eigenvalues of \( H_{[0,N]} \) are distinct. Analogously, one can prove the determinant formula for \( \hat{Q}_{N+1} \).

6. Perfect quantum state transfer

The study of quantum state transfer was initiated by S. Bose [2], who considered a 1D chain of \( N \) qubits whose interactions are expressed by a time-independent Hamiltonian. The motivation for such a study is that in a quantum computer one needs to entangle distant qubits while the interactions between them are typically local. Thus, the idea is for a chain of an arbitrary size to find Hamiltonians that allow us to transport a quantum state from one end of the chain to the other. We say the transport of quantum state from one location to another is perfect if it is realized with probability 1, that is, without dissipation. A few cases, when perfect transmission can be achieved, have been found in some 1D chains for which only nearest neighbors are assumed to be interacting (for instance, see [7] and the references therein). In these cases, the probability for the transfer of a single spin excitation from one end of the chain to the other is found to be 1 for certain times. These models have the advantage that the perfect transfer can be done without the need for active control.
For such 1D chains the Hamiltonian is given by a Jacobi matrix $H = H_{[0,N]}$ and the mathematical aspect of the problem of perfect quantum state transfer is that perfect transmission can be achieved if there exist a real number $\varphi$ and a positive number $T$ such that

$$e^{i\varphi} e^{iTH_{[0,N]}t_0} = e_N,$$

where $e_0 = (1, 0, \ldots, 0)^	op$ and $e_N = (0, \ldots, 0, 1)^	op$.

Since Jacobi matrices appear in this context, one can invoke the previously developed machinery since a Jacobi matrix $H = H_{[0,N]}$ defines a sequence of polynomials $\hat{P}_0, \hat{P}_1, \ldots, \hat{P}_{N+1}$ by formula (5.1). Moreover, this relation allows us to obtain a characterization of Jacobi matrices realizing perfect state transfer.

**Theorem 6.1** ([7], [14]). Given $H_{[0,N]}$ the condition (6.1) holds true for some $\varphi \in \mathbb{R}$ and $T > 0$ if and only if the following two conditions are satisfied

(i) We have that

$$e^{((T\lambda_k+\varphi)} = (-1)^{N+k}, \quad k = 0, 1, 2, \ldots, N,$$

where $\lambda_k$’s are the eigenvalue of $H_{[0,N]}$ ordered as follows

$$\lambda_0 < \lambda_1 < \cdots < \lambda_N.$$

(ii) We have that

$$\hat{P}_N(\lambda_k) = (-1)^{N+k}, \quad k = 0, 1, 2, \ldots, N,$$

where $\hat{P}_N$ is the polynomial defined by (5.1) using the entries of the given Jacobi matrix.

**Proof.** Using (5.1), we can construct $\hat{P}_0, \hat{P}_1, \ldots, \hat{P}_{N+1}$ and so the eigenvectors. Indeed, due to (5.2), the vectors

$$\tilde{P}(\lambda_0), \tilde{P}(\lambda_1), \ldots, \tilde{P}(\lambda_N)$$

are the $N+1$ linearly independent vectors of $H_{[0,N]}$ since a Jacobi matrix has distinct eigenvalues. Next, let us consider the matrix $P = \left( \frac{\tilde{P}(\lambda_0)}{||\tilde{P}(\lambda_0)||} \ldots \frac{\tilde{P}(\lambda_N)}{||\tilde{P}(\lambda_N)||} \right)$.

This matrix $P$ is an orthogonal matrix, that is $P^\top P = PP^\top = I$, since all the eigenvalues are distinct and the matrix being real symmetric implies that eigenvectors corresponding to two distinct eigenvalues are orthogonal (see e.g. [13, Theorem 5S, p. 297]). Besides, we also learn from [13, Theorem 5S, p. 297] that $H_{[0,N]} = PD^TP$, where $D = \text{diag}\{\lambda_0, \ldots, \lambda_N\}$ is diagonal, and $\lambda_0, \ldots, \lambda_N$ are the eigenvalues of $H_{[0,N]}$. Next, we want to find $e^{iTH_{[0,N]}}$, which is an easy task since $H_{[0,N]}$ is diagonalizable [13 Section 5.4]. Therefore, we have

$$e^{iTJ} = P \begin{pmatrix} e^{iT\lambda_0} & \cdots & e^{iT\lambda_N} \end{pmatrix} P^\top.$$

Then the condition (6.1) reduces to the following condition

$$e^{i\varphi} P \begin{pmatrix} e^{iT\lambda_0} & \cdots & e^{iT\lambda_N} \end{pmatrix} P^\top e_0 = e_N.$$
The latter equality reduces to
\( (6.7) \)

which can also be expressed in the following way
\( (6.8) \)

Moreover, \( \mathcal{P}^\top e_0 = \mathcal{P}^\top e_N \) and \( \mathcal{P}^\top e_N = \mathcal{P}^\top e_N \). Hence, \( (6.4) \) is equivalent to
\( (6.5) \)

The latter equality reduces to
\( (6.6) \)

since \( \hat{P}_0(x) = 1 \). Taking into account that \( P_N \) is a polynomial with real coefficients and \( \lambda_k \)'s are real, we get that \( (6.6) \) can hold if and only if
\( (6.7) \)

and
\( (6.8) \)

Next, it follows from Proposition \( 5.1 \) that \( \lambda_k \)'s are the zeroes of \( \hat{P}_{N+1} \). Also, combining Theorem \( 3.1 \) and formula \( (4.4) \) we conclude that the zeroes of \( \hat{P}_N \) and \( \hat{P}_{N+1} \) interlace, which implies that \( (6.7) \) is equivalent to \( (6.3) \). Then, \( (6.8) \) becomes
\( (6.2) \)

At the first glance, the conditions \( (6.2) \) and \( (6.3) \) are not so easy to check. However, if one looks at \( (6.3) \) carefully, one can recognize one of the conditions that we have already seen before in Theorem \( 4.2 \). Before we can proceed with that, let’s introduce some concepts from the theory of symmetric matrices. Namely, we say that a Jacobi matrix \( H_{[0,N]} \) is persymmetric or mirror symmetric if it satisfies the following relations
\[ a_k = a_{N-k}, \quad k = 0, 1, 2, \ldots N, \quad b_n = b_{N-1-n}, \quad n = 0, 1, 2, \ldots N - 1, \]

which can also be expressed in the following way
\[ H_{[0,N]} = RH_{[0,N]}R, \]
where the matrix $R$, the mirror reflection matrix, is

\[
R = \begin{pmatrix}
0 & 0 & \ldots & 0 & 1 \\
0 & 0 & \ldots & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 1 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0
\end{pmatrix}.
\]

**Corollary 6.2** ([14]). The condition (6.3) is equivalent to the mirror symmetry of the underlying Jacobi matrix $H_{[0,N]}$.

**Proof.** The condition (6.3) is equivalent to the fact that $\hat{P}_N^2 - 1$ is divisible by $\hat{P}_{N+1}$. Due to the definition of $P_k$ in terms of $\hat{P}_k$, we get that $\hat{P}_N^2 - 1$ is divisible by $\hat{P}_{N+1}$ if and only if $P_N^2 - b_0^2 \ldots b_{N-1}^2$ is divisible by $P_{N+1}$. The latter holds true if and only if $P_N/P_{N+1}$ has a palindromic $J$-fraction representation due to formula (4.4) and Theorem 4.2. Clearly, a $J$-fraction is palindromic if and only if the corresponding Jacobi matrix is mirror symmetric. □

To demonstrate how the perfect transfer works let us consider the Jacobi matrix $H_{[0,2]} = \begin{pmatrix} 0 & \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ 0 & \frac{1}{\sqrt{2}} & 0 \end{pmatrix}$ that corresponds to (4.9) when $n = 2$, that is, $H_{[0,2]}$ is associated to

\[
\frac{2x^2 - 1}{2x(x^2 - 1)} = \frac{1}{x - \frac{1}{2}},
\]

from which we see that the eigenvalues of $H_{[0,2]}$ are $-1$, $0$, and $1$. As a result, we get that $\varphi = T = \pi$. The following diagram represents the magnitudes of the corresponding components of the vector $e^{itH_{[0,2]}} \cdot e_0$ for different values of $t$. Note that it starts with $e_0$ when $t = 0$ and for $t = T = \pi$ we get $e^{i\pi}e_2 = -e_2$.

![Diagram](image)

In principle, to design a Hamiltonian that realizes perfect state transfer one needs to come up with a Jacobi matrix that satisfies (6.2) and (6.3). Accordingly, one should pick real numbers $\lambda_k$’s which satisfy (6.2). Then, one needs to use the algorithm that reconstructs a persymmetric Jacobi matrix from its eigenvalues (for instance see [6] or [14]), which completes the task.

**Remark 6.3.** The fact that (6.3) is equivalent to the mirror symmetry of the underlying Jacobi matrix $H_{[0,N]}$ was pointed out by L. Vinet and A. Zhedanov in [14] and they used some formulas from the theory of orthogonal polynomials that heavily relied on the positivity of the corresponding measure. Note that the positivity of
the measure is equivalent to the interlacing of the zeros of $P_{N+1}$ and $Q_{N+1}$. How-
however, one of the main ideas of this exposition is to show that the mirror symmetry
of the corresponding Jacobi matrix is nothing else but the fact that the underlying
$J$-fraction is palindromic, which is rather an algebraic property. To elaborate on
this, in the next section we are going to consider the case of arbitrary rational
function for which an analog of the Serret theorem still holds.

### 7. The Serret theorem for the polynomial ring

In this section we show that the Serret theorem that was introduced at the begin-
ing for positive integer numbers is still valid in the case of the ring of polynomials.

To begin with, let us consider two polynomials $Q(x) = (x + 1)(x + 2)$ and
$P(x) = (x - 1)(x - 2)(x - 3)$, whose zeroes do not interlace. It is not so hard to see
that the ratio $Q/P$ has the following continued fraction expansion

$$
\frac{Q(x)}{P(x)} = \frac{x^2 + 3x + 2}{x^3 - 6x^2 + 11x - 6} = 1 + \frac{1}{x - 9 + \frac{36}{x + \frac{9}{3} + \frac{7}{x + \frac{1}{3}}}}
$$

and that this continued fraction is not a $J$-fraction. Also, note that we can rewrite
it as follows

$$
\frac{x^2 + 3x + 2}{x^3 - 6x^2 + 11x - 6} = 1 - \frac{1}{p_0(x)} - \frac{1}{p_1(x)} - \frac{1}{p_2(x)}
$$

where $p_0(x) = x - 9$, $p_1(x) = -\frac{1}{36}(x + \frac{9}{3})$, and $p_2(x) = \frac{162}{5}(x + \frac{7}{3})$. Evidently, we
can get the general situation by allowing the entries to be arbitrary polynomials. It
is also clear that we can have some symmetry in such general continued fractions.
For example, we can have the following

$$
\frac{Q(x)}{P(x)} = \frac{x^3 + 3x^2 + x + 2}{x^3 + 6x^2 + 10x + 3 + 3} = 1 + \frac{1}{x + 3 + \frac{1}{x^2 + 1 + \frac{1}{x + 3}}}
$$

Note that $Q^2(x) = x^6 + 6x^5 + 11x^4 + 10x^3 + 13x^2 + 4x + 4$. That is, $Q^2(x) - 1 = (x^2 + 1)P(x)$, which means that the Serret theorem is still valid.

So, let’s switch to the general case. To that end, consider two polynomials $P$
and $Q$ with complex coefficients. If $\deg Q < \deg P$ then the rational function $Q/P$
is a proper rational function. Next, applying the Euclidean algorithm to the pair
$(Q, P)$ leads to the continued fraction representation of the proper rational function
$Q/P$ that can be written in the following way

$$
\frac{Q(x)}{P(x)} = 1 - \frac{1}{p_0(x)} - \frac{1}{p_1(x)} - \frac{1}{p_2(x)} \ldots - \frac{1}{p_N(x)}
$$
where $p_0, p_1, \ldots, p_N$ are some polynomials with complex coefficients and none of which is identically zero. Such continued fractions are called $P$-fractions and one can associate some structured matrices to them \cite{3}. Next, we say that a finite $P$-fraction is palindromic if
\[ p_k = p_{N-k} \]
for all $k \in \{0, 1, 2, \ldots, N\}$. Finally, as it was already noticed, the Serret theorem holds true for $P$-fractions.

**Theorem 7.1.** Let $P$ and $Q$ be monic polynomials with complex coefficients such that $\deg Q < \deg P$. The $P$-fraction representation of $Q/P$ is palindromic if and only if $Q^2 - 1$ is divisible by $P$.

**Proof.** The proof is basically a repetition of the algebraic part of Theorem 4.2. Namely, in this case we need to omit the part where the equivalence of (i) and (ii) to the existence of $J$-fraction for $Q/P$ is shown. The only difference is that the recurrence relations to define $P_k$’s and $Q_k$’s for the $P$-fraction are the following:
\[
\begin{align*}
P_{k+1}(x) &= P_k(x)p_k(x) - P_{k-1}(x), & k = 0, 1, 2, \ldots, N \\
Q_{k+1}(x) &= Q_k(x)p_k(x) - Q_{k-1}(x), & k = 0, 1, 2, \ldots, N,
\end{align*}
\]
where $P_{-1}(x) = 0, P_0(x) = 1, Q_{-1}(x) = -1, Q_0(x) = 0$ and $b_{-1} = 1$. The rest easily follows by mimicking the corresponding argument of the proof of Theorem 4.2.
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