Strain induced stabilization of a static Jahn–Teller distortion in the O’-phase of La_{7/8}Sr_{1/8}MnO_3

M. Dettbarn, V. B. Zabolotnyy, A. Tekaev, R. Sutarto, F. He, Y. Z. Chen, R. J. Green, and V. Hinkov

1 Experimentelle Physik IV und Röntgen Research Center for Complex Materials (RCCM), Fakultät für Physik und Astronomie, Universität Würzburg, Am Hubland, D-97074 Würzburg, Germany
2 Canadian Light Source, Saskatoon, Saskatchewan S7N 2V3, Canada
3 Department of Energy Conversion and Storage, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
4 Department of Physics and Engineering Physics, University of Saskatchewan, 116 Science Place, Saskatoon, Saskatchewan S7N 5E2, Canada
5 Stewart Blusson Quantum Matter Institute, University of British Columbia, Vancouver, British Columbia, V6T 1Z4, Canada

(Dated: November 17, 2020)

At room temperature, bulk La_{7/8}Sr_{1/8}MnO_3 is in the dynamic Jahn–Teller O’ phase, but undergoes a transition to a static, magnetically ordered Jahn–Teller phase at lower temperatures. Here we study a 6 unit cell thin film of this compound grown on SrTiO_3, resulting in small compressive strain due to a lattice mismatch of $\lesssim 0.2\%$. We combine X-ray absorption spectroscopy with multiplet ligand field theory to study the local electronic and magnetic properties of Mn in the film. We determine the Mn $d_{3z^2-r^2}$ orbital to be $0.13$ eV lower in energy than the $d_{x^2-y^2}$, which is a disproportionately large splitting given the small degree of compressive strain. We interpret this as resulting from the strain providing a preferential orientation for the Mn octahedra, which are strongly susceptible to such a deformation in the vicinity of the phase transition. Hence, they collectively elongate along the $c$ axis into a static Jahn–Teller arrangement. Furthermore, we demonstrate the strongly coherent character of La_{7/8}Sr_{1/8}MnO_3, with a contribution of nearly 50% of the one-ligand-hole configuration $d^5L^1$ to the ground state wavefunction. Finally, we find the system to be in a high-spin configuration, with the projection of the local magnetic moment on the quantization axis being about $3.7 \mu_B$/Mn. We show, however, that the system is close to a high-spin–low-spin transition, which might be triggered by crystal field effects.

I. INTRODUCTION

Alkaline-earth lanthanum manganites, among which La_{1-x}Sr_xMnO_3 (LSMO) is the most widely studied representative, exhibit a variety of structural, magnetic and electronic phases [1–6]. These phases and the transitions between them are controlled by the interplay of temperature, doping and structural properties, which determine the interactions of the Mn 3d and O 2p electrons. In the bulk, LSMO exhibits a well-studied orthorhombic structure [1–3, 7, 8] with a small tolerance factor and a strong Jahn–Teller effect typical for Mn^{3+} systems [6, 9–11]. It is ferromagnetic (FM) up to $x \sim 0.5$ [12–16], except for an antiferromagnetic (AFM) window for $x \lesssim 0.1$ [1, 3, 16–18].

In heterostructures substrate-induced strain and interface reconstructions can substantially modify the crystalline structure and alter the sequence of the energy levels found in the bulk. This can modify the local magnetic moments and the exchange interactions, and therefore the magnetic ordering. Indeed, emergent ferromagnetism has recently been observed in epitaxial LaMnO_3 (LMO) films [19–21]. Both for such LMO films, and for LSMO films with $x$ throughout the bulk FM window, ferromagnetism only occurs if their thickness $t$ exceeds $t_c \sim 4$ u.c., suggesting a magnetically “dead” interfacial layer [21–26]. Ferromagnetic ordering is substantially affected not only by the film thickness, but also by strain [21, 25–33]. Whereas Mn^{3+} is omnipresent, Mn^{4+} and the stoichiometrically unexpected Mn^{2+} have been observed as well [21, 34–43]. Mn^{3+} is a key ingredient of each FM theory in LSMO. Obviously, knowledge of its electronic structure and in particular of its local magnetic moment is invaluable.

SQUID magnetometry is a widely used method to probe Mn moments [21, 25, 26, 28–32, 44–48]. It typically measures the total magnetic moment of the sample. However, magnetometry is not valence specific, and sample inhomogeneities, in particular dead layers, complicate the estimation of the ordered volume fraction [22–26] and therefore of the individual Mn moments.

A method which is more direct, albeit at the expense of increased technical and analytic intricacy, is X-ray absorption spectroscopy (XAS). XAS spectra at the Mn L_2,3 edge uniquely depend on the 3d level occupation and the Mn environment. By analyzing the spectra using multiplet ligand field theory (MLFT), one can understand this dependence on a microscopic level and obtain the individual magnetic moments undistorted by sample inhomogeneities.

A typical MLFT calculation relies on a set of microscopic parameters such as the strength and the symmetry of the crystal field, overlap integrals between involved atomic orbitals, including the Slater integrals determining Coulomb interaction and the on-site electronic correlations [49–52]. In many cases, ab initio values of
these parameters already provide an adequate description of the underlying physics. Tuning them to enhance the agreement between calculated and experimental XAS spectra improves the numerical accuracy of the devised model and the conclusions based on it.

Earlier attempts to fit the spectral shape of Mn$^{3+}$ XAS using multiplet theory had some success [53–60]. A decent agreement was achieved by assuming a $D_{4h}$ symmetry, but the accuracy of the obtained MLFT model was not sufficient to draw a clear conclusion about the orbital polarizations or the degree of covalency [54, 57].

In this work, using MLFT fits to XAS data, we investigate a La$_{1-x}$Sr$_x$MnO$_3$ ($x = 1/8$) film with a thickness $t = 6$ u.c., which is just above the critical thickness for ferromagnetism. In agreement with previous reports, the sample contains some amount of Mn$^{2+}$, whose contribution we subtract to obtain a pure Mn$^{3+}$ spectrum. We do not a priori limit the fit to a few individual MLFT parameters, while fixing the others to empirical or ab initio values. Rather we tune most of them within established physically meaningful intervals [6, 49, 50, 53, 61, 62]. This allows us to first separate out parameters to which our analysis is not sensitive. Then we focus our final fit on the crystal field splitting 10Dq, the strain-induced splittings of the $e_g$ and $t_{2g}$ levels, $\Delta e_g$ and $\Delta t_{2g}$, the charge transfer energy $\Delta$ and the intra-atomic relaxation scaling factors of the Slater integrals, $\beta_{dd}$ and $\beta_{pd}$.

We show that $D_{4h}$ symmetry describes our strained film well. Our fits yield a strongly covalent ground state with substantial contributions from both ionic $d^4L^0$ and charge-transfer $d^6L^1$ and $d^0L^2$ configurations. Based on the fit results, we calculate the local Mn moment. Finally, we confirm the robustness of our fits by discussing two-dimensional fitness maps through the multidimensional fitting parameter space.

II. SAMPLE SYSTEM AND EXPERIMENTAL TECHNIQUE

The phase diagram of bulk La$_{1-x}$Sr$_x$MnO$_3$ is particularly complex between $x \approx 0.1$ and $x \approx 0.15$ [7, 93, 100]. At temperatures well above room temperature, LSMO is in the O$^*$ phase. Whereas different authors report slightly different lattice constants, the consensus is that this phase is only weakly orthorhombic: According to Kawano et al., the O$^*$ phase is nearly cubic, the lattice parameters in orthorhombic notation being $a_o = 5.537$ Å, $b_o = 5.545$ Å and $c_o/\sqrt{2} = 5.530$ Å, hence $a_o \approx b_o \approx c_o/\sqrt{2}$, with a unit cell volume of $V_o = 240.113$ Å$^3$ [93]. The Mn–O distances are found to be nearly identical as well, which indicates the absence of a notable static Jahn–Teller distortion. However, a dynamic Jahn–Teller effect is assumed, with octahedral distortions unresolved by diffraction. Cox et al. report a slightly larger spread of the three orthorhombic lattice constants ($a_o = 5.5437$ Å, $b_o = 5.5257$ Å and $c_o/\sqrt{2} = 5.5104$ Å, unit cell volume $V_o = 238.719$ Å$^3$) [7], as do Geck et al. [100].

Close to room temperature, LSMO undergoes a transition to a statically Jahn–Teller ordered phase, O$, followed by magnetic and charge-ordered phases at even lower temperatures. At $x = 1/8$, the transition to the O$^*$ phase occurs around 280 K. Hence, we can assume that a bulk sample of our doping level would be in the O$^*$ phase and subject to dynamic Jahn–Teller fluctuations.

The popular substrate material SrTiO$_3$ (STO) has a cubic structure with $a_c = b_c = c_c = 3.905$ Å [99] and a unit cell volume of $V_c = 59.547$ Å$^3$, which corresponds to $V_o = 238.190$ Å$^3$ in orthorhombic phases. To quantify the lattice mismatch of LSMO with the STO substrate, we use the relation $m = (a_l - a_o)/a_o$, where $a_l$ and $a_o$ are the pseudocubic in-plane lattice constants of the film and the substrate, respectively. In order to apply the relation, we have calculated [101] the pseudocubic lattice parameters of LSMO from the orthorhombic ones.

For the Kawano results, we obtain $a_c = 3.9103$ Å, $b_c = 3.9181$ Å (average: 3.9142 Å) and $c_c = 3.9181$ Å, which corresponds to a lattice mismatch of 0.24%, and thus a small compressive strain. Assuming pseudomorphic growth with unit cell volume conservation, the film out-of-plane lattice constant becomes 3.9366 Å, i.e. 0.81% larger than the in-plane lattice constant. For the Cox results, we obtain $a_c = 3.8964$ Å, $b_c = 3.9136$ Å (average: 3.905 Å) and $c_c = 3.9136$ Å, which corresponds to zero mismatch (0.0%) and strain, and a film out-of-plane lattice constant larger by 0.22% than the in-plane one.

The studied sample was a 6 unit cells thin La$_{7/8}$Sr$_{1/8}$MnO$_3$ film epitaxially grown on an STO substrate using pulsed laser deposition (PLD), whose growth and characterization are described elsewhere [63]. An XAS spectrum of our sample was measured at the REIXS beamline [64] of the Canadian Light Source with $\sigma$-polarized light in total electron yield (TEY) mode at room temperature and is shown in Fig. 1.
Owing to the thinness of the film, the saturation and self-absorption effects are negligible [65, 66], so the surface sensitive TEY signal can be considered a good approximation of the absorption coefficient $\sigma(E)$, which can be readily converted to the imaginary part of the scattering factor $f_2(E)$ [62]. Since the Mn $L$-edge resonance spectrum does not overlap with resonances of any other elements present in the sample, their contribution can be modeled by a simple linear background.

We have corrected our data for the Mn$^{3+}$ contribution typical for this film thickness by subtracting a reference Mn$^{3+}$ XAS spectrum (see Fig. 1). The reference spectrum has been obtained from a strongly reduced manganite film [63]. It has been subtracted from our measured data in such a way that the pre-$L_3$ edge at about 640 eV does not become negative or exhibits a noticeable dip. As confirmed by our fits, the resulting spectrum contains no spectral features of Mn$^{4+}$ or other ions and represents pure Mn$^{3+}$. Indications for this already come from its close similarity to previously published absorption spectra of undoped LMO (nominal Mn$^{3+}$) [67–71] as well as LSMO compounds of varying doping [41, 53, 72, 73].

### III. THEORY

The off-resonant part of $f_2(E)$ consists of step edges due to electronic excitations from the $2p$ shell into the continuum. This contribution to the total $f_2(E)$ is readily available in Chantler tables [74]. Additionally we allow for a slight energy shift and smoothing of the step edges.

The resonant part of the Mn$^{3+}$ scattering factor $f_2(E)$ can be modeled using multiplet ligand field theory (MLFT), which explicitly includes ligand-to-metal hopping, in addition to crystal field splitting, Coulomb interaction and spin–orbit (SO) coupling. Most directly, an XAS spectrum can be written as a double sum over the Boltzmann-weighted dipole transitions from the initial states $|\psi_i\rangle$ into the final states $|\psi_f\rangle$:

$$S(\omega) \sim \frac{1}{Z} \sum_{i,f} e^{-\beta E_f} \left| \langle \psi_f | \hat{T} | \psi_i \rangle \right|^2 \delta(E_f - E_i - h\omega), \tag{1}$$

where $\hat{T} = \frac{\hbar}{2} \mathbf{p} \cdot \mathbf{A}$ is the transition operator for the XAS spectroscopy, $\mathbf{p}$ is the momentum operator of the electron, and $\mathbf{A}$ is the vector field of the photon. In practice, though, there is no need to calculate the full spectrum of eigenstates and -values $\{\psi_i, E_i\}$. Eq. 1 can be rewritten as

$$S(\omega) \sim \frac{1}{Z} \sum_i e^{-\beta E_i} \frac{1}{\pi} \text{Im} G_{i,i}(\omega),$$

so only a few lowest thermally populated states are actually needed, while the Green’s function

$$G_{i,i}(\omega) = \left\langle \psi_i | \hat{T}^\dagger \frac{1}{\omega - H + i\gamma/2} \hat{T} | \psi_i \right\rangle$$

can effectively be calculated using Lanczos tridiagonalization algorithm as implemented in the Quanty software used in our calculations [49, 75–77].

For $O_h$ symmetry, the crystal field is generated by the surrounding six oxygen ligands forming an octahedron, which leads to a splitting of the five 3$d$ orbitals into three $t_{2g}$ and two $e_g$ orbitals. They are separated by an energy quantified by $10Dq$, which is typically between 1 and 2 eV. Usually, $10Dq$ is lower than the Hund’s rule energy $J_{\text{H}}$ [6, 51], resulting in a high-spin (HS) configuration $t_{2g}^{5}e_{g}^{1}$. The lattice mismatch with the STO substrate results in a tetragonal distortion, which lowers the symmetry to $D_{4h}$. This requires the introduction of two additional parameters $D_s$ and $D_t$ to quantify the lifting of the degeneracy of the $e_g$ and $t_{2g}$ orbitals:

$$\Delta e_g = E_{d_{z^2}} - E_{d_{x^2-y^2}} = -4Ds - 5Dt,$$

$$\Delta t_{2g} = E_{dxz,dyz} - E_{d_{x^2-y^2}} = -3Ds + 5Dt.$$

Both splittings are mainly controlled by the neighboring oxygen anions in such a way that positive $\Delta e_g$ and $\Delta t_{2g}$ correspond to an increase, and negative $\Delta e_g$ and $\Delta t_{2g}$ correspond to a decrease of the in-plane bond lengths with respect to the out-of-plane ones. As long as the tetragonal distortion is dominant, $\Delta e_g$ and $\Delta t_{2g}$ should thus have the same sign.

Spin–orbit (SO) coupling is included for both the $2p$ and $3d$ shells, with SO coupling constants $\zeta_{2p}$ and $\zeta_{3d}$, respectively, where the former leads to the energy splitting of $3\zeta_{2p}/2$ between the $L_2$ and $L_3$ peaks in the XAS spectrum.

The spherical part of the Coulomb repulsion between electrons in $3d$ orbitals is parameterized by $U_{\text{dd}}$. Once a $2p$ core hole is created during the absorption process, interactions between the $2p$ and $3d$ electrons have to be taken into account. The spherical part of this interaction is parameterized by $U_{\text{pd}}$. The ratio $U_{\text{dd}}/U_{\text{pd}} = 0.83$ follows from refs. 50 and 78–80. The corresponding multipole interactions are parametrized by the Slater integrals $F_{dd}^2$, $F_{dd}^4$, $F_{dd}^2$ (direct exchange terms) and $G_{pd}^2$ and $G_{pd}^4$ (indirect exchange terms). Values for the atomic case, obtained numerically within Hartree–Fock theory, are provided in Ref. 52. For solids, one typically has to scale all Slater integrals down by a factor of $\beta \lesssim 0.8$ to account for intra-atomic relaxation effects [51, 65, 81, 82]. Since relaxation can affect the $dd$ and $pd$ Slater integrals differently, we will use two distinct scaling factors, $\beta_{dd}$ and $\beta_{pd}$.

In MLFT, the ligand O $2p$ orbitals are explicitly taken into account. The spherical part of the difference between the Mn $3d$ on-site energies and the O $2p$ on-site energies is parameterized by $\Delta$ (charge-transfer energy in the Zaanen–Sawatzky–Allen scheme [83]). We neglect the impact of the small tetragonal distortion on the hopping and adopt the hopping strength in $O_h$ symmetry. Between the O $2p$ and the Mn $3d$ orbitals this is described by
$V_{e\gamma} = -\sqrt{3}p_d\sigma$ and $V_{\pi\gamma} = 2p_d\pi$, with $p_d\sigma/p_d\pi = -2.0$ [50, 78–80]. The hopping among the O 2p orbitals is parametrized by a ligand orbital energy splitting $10Dq_L$ [84].

Due to the explicit consideration of the ligand O 2p orbitals, charge-transfer configurations $d^{4+k}L^{-k}$ are included in the basis set, in addition to the purely ionic $d^4L^0$:

$$|\psi_{\text{GS}}\rangle = \sum_{k=0}^{6} c_k |d^{4+k}L^{-k}\rangle$$

This allows the treatment of covalent compounds.

Finally, we also calculate the magnetic moment. In its general form, the magnetic moment operator reads $\mu = -\mu_B(g_S\hat{S} + \hat{L})$, where we adopt a definition, in which $\hat{S}$ and $\hat{L}$ are in units of $\hbar$. We want to ensure the comparability of our results with those of magnetometry measurements, which are performed in a magnetic field. The orientation of this field defines a convenient quantization axis, which we assume to be the $z$-axis. Therefore, rather than working with $\hat{S}^2$ and $\hat{L}^2$, we work with the $z$-projections $\hat{S}_z$ and $\hat{L}_z$. To obtain the maximal projection of the local magnetic moments, we introduce an auxiliary Weiss term to our Hamiltonian, which is sufficiently strong to fully saturate these moments at $T = 5$ K. We then evaluate the expectation values $\langle \hat{S}_z \rangle$ and $\langle \hat{L}_z \rangle$, to obtain the magnetic moment $m_z = -\mu_B g_S(\langle \hat{S}_z \rangle + \langle \hat{L}_z \rangle)$.

We have performed our calculations at 5 K not only to ensure saturation, but also since magnetometry measurements are typically performed at low temperatures of this order of magnitude. Here, we make the reasonable assumption that the MLFT parameter values, which we need to evaluate the expectation values $\langle \hat{S}_z \rangle$ and $\langle \hat{L}_z \rangle$, even though obtained from fits to 300 K XAS data, are valid to a good approximation at low temperatures as well.

IV. RESULTS

We now discuss the fitting procedure of the measured spectrum with our MLFT model assuming $D_{4h}$ symmetry. Our initial analysis and optimization of all model parameters showed that it is sufficient to only refine 10$Dq_L$, $\Delta e_{\gamma}$, $\Delta e_{\pi\gamma}$, $\beta_{dd}$, and $\beta_{pd}$ in the final stage of the fit. In the following, we describe the handling of the remaining parameters not included in this final stage.

The charge-transfer energy $\Delta$ and the hopping parameters $V_{e\gamma}$ and $V_{\pi\gamma}$ were varied within reasonable boundaries in the first stages of the fit, until a good agreement and stable behavior had been achieved. The values resulting from this approach are compatible with those reported in refs. 55, 57, 61, 85–88, hence they were subsequently fixed for the final fits. Due to its importance for the $d$-level filling $n_d$, we have included $\Delta$ in the list of parameters, whose values we later scrutinize when discussing the robustness of our entire fit (Fig. 6). The same approach was taken for 10$Dq_L$, which turns out to only have a marginal influence on the spectrum.

Furthermore, the values of $\zeta_{2p}$ and $\zeta_{3d}$ are known with such precision [52], that within the remaining uncertainty margin, their variation turned out not to alter the fit in a significant way. This, and the substantial increase in computational time to consider two additional parameters, justifies to fix their values [52]. As we demonstrate in Figs. 4 and 5, the variation of $U_{dd}$ within a physically meaningful range has a very small impact on key results such as the 3d level filling and the magnetic moment. Therefore, we fix $U_{dd}$ (and $U_{pd}$, where similar considerations can be employed) according to refs. 55, 57, 86–88.

Finally, our model accounts for Lorentzian core-hole lifetime broadening $\gamma(E)$, which is described by the step function shown in Fig. 2. The step heights and the most crucial step positions were included in the final fit. Appropriate restrictions were applied to ensure that $\gamma(E)$ stays within the reasonable range [0.2 eV, 0.8 eV].
and that it increases largely monotonically within this range. To model the effects of the experimental resolution [55, 89, 90], the life-time broadened curve was additionally convolved with a Gaussian, whose FWHM was also treated as a fit parameter.

After having disencumbered our model as described, we performed the final fit to the experimental data using a genetic fit algorithm [91, 92]. We define the fitness function

$$ f(x_1, x_2, ..., x_n) = \sum_{m=1}^{M} (S_{\text{MLFT}}(x_1, x_2, ..., x_n, \omega_m) - S_{\text{XAS}}(\omega_m))^2, \quad (2) $$

where $x_i$ is a fitting parameter, $S_{\text{XAS}}(\omega)$ is the experimental spectrum, $S_{\text{MLFT}}(x_1, x_2, ..., x_n, \omega)$ is the calculated MLFT spectrum, and the sum runs over all measured energy points.

The lower part of Fig. 2 shows a comparison of the optimal theoretical curve resulting from the fit with the experimental data. Above that, we show the original, properly weighted but unbroadened multiplet peaks, the life-time broadening $\gamma(E)$ and the residuals. The values of the corresponding fitting parameters are listed in tables I and II.

Besides the nominal ionic, zero–ligand-hole configuration $d^5L^0$, our fit reveals significant contributions to the ground state wavefunction from the one– and two–ligand-hole configurations. These three configurations $d^4L^0$, $d^5L^1$ and $d^6L^2$ account for 40%, 47% and 12%, respectively. Other configurations were neglected owing to their vanishing contribution. A test calculation allowing up to 6 ligand holes showed that the total contribution of these neglected configurations does not exceed 3% for a wide range of crystal fields and scalings of the Slater integrals. The strong contribution of the $d^5L^1$ configuration can be understood as being due to the stabilized half full shell.

Hence, the first significant result of our investigation is the strongly covalent character of LSMO: There is a considerable spread of the ground state over several configurations, which stresses the importance of using ligand field theory. In particular, it is insufficient to only discuss the nominal valence (in our case 3+) when dealing with manganites. A calculation of physical quantities such as the magnetic moment under the assumption of the nominal $d$-shell occupation and disregarding charge transfer would obviously lead to erroneous results.

A second important result we have obtained is the energy splittings of the $e_g$ and $t_{2g}$ levels, $\Delta e_g = -0.13$ eV and $\Delta t_{2g} = -0.065$ eV. The negative sign indicates that the $d_{x^2-y^2}$ orbital has a lower energy than the $d_{z^2}$ orbital, and the $d_{xy,yz}$ orbitals have a lower energy than the $d_{xz}$ orbital. We point out that by using linearly ($\sigma$) polarized light, we are highly sensitive to the sign of the energy splittings due to the pronounced orientational dependence of the corresponding orbitals, and due to the fact that their occupation partially changes upon changing the sign of the splitting. This sensitivity is corroborated by the fitness analysis presented later (see Fig. 6), and by simulations demonstrating a fundamental modification of the spectral shape upon a sign change (not shown here).

How are these energy splittings related to the strain the substrate exerts on the film? There are three conceivable mechanisms, how strain can affect the LSMO unit cell: first, it can lead to rotations and tilts of the MnO$_6$ octahedra; second, it can deform the octahedra; and third, it can provide a preferential orientation to establish a static Jahn–Teller effect.

The magnitude of the 3d level splittings is remarkable in view of the very small lattice mismatch of our film with the STO substrate ($\lesssim 0.2\%$) and the fact that the three Mn–O distances are nearly identical in the bulk at this doping level [93]. Whereas LSMO is prone to tilts and rotations of the MnO$_6$ octahedra, we do not expect them to result in significant 3d level splittings in the absence of a simultaneous modification of the Mn–O distances. A deformation of the octahedra changing these distances would naturally impact the 3d levels. However, in compounds without relevant Jahn–Teller physics, $e_g$ splittings of the size we observe require a lattice mismatch of well above 1% [94, 95]: In LaNiO$_3$ films, for instance, the $e_g$ splitting scales monotonically and roughly linearly with $m$, ranging from about $-0.1$ eV for $m = -2\%$ to about 0.3 eV for $m = +3.5\%$. Compared to this relation, the mismatch effect on $\Delta e_g$ in our sample is an order of magnitude larger.

These considerations provide strong support for the third mechanism we propose above—namely the stabi-

| Fit parameters | Results | Early fit parameters | Results |
|----------------|---------|----------------------|---------|
| $10Dq$ (eV)    | 1.36    | $\Delta$ (eV)       | 2.5     |
| $\Delta e_g$ (eV) | -0.13 | $V_{cg}$ (eV)       | 2.50    |
| $\Delta t_{2g}$ (eV) | -0.065 | $V_{t_{2g}}$ (eV) | 1.44    |
| $\beta_{dd}$    | 0.60    | Fixed parameters    | Results |
| $\beta_{pd}$    | 0.71    | $10DRL$ (eV)        | 0.8     |
| Gauss FWHM (eV) | 0.61   | $U_{dd}$ (eV)       | 4.0     |
|                |         | $U_{pd}$ (eV)       | 4.8     |

**TABLE II.** Parameters for the MLFT fit shown in Fig. 2.

| Initial state ($2p^6$ 3$d^t$) | Final state ($2p^7$ 3$d^3$) |
|-------------------------------|-------------------------------|
| $P^2_{dd}$                    | 6.85                         |
| $P^4_{dd}$                    | 4.29                         |
| $P^2_{pd}$                    | 4.96                         |
| $P^4_{pd}$                    | 3.68                         |
| $C^3_{pd}$                    | 2.09                         |

**TABLE II.** Slater integrals for the MLFT fit shown in Fig. 2. All values are given in eV.
lization of a static Jahn–Teller effect. As described in section II, in the bulk La_{7/8}Sr_{1/8}MnO_{3} would be in the dynamic Jahn–Teller O*-phase, which is characterized by random distortions of the MnO_{6} octahedra. However, at room temperature, at which our measurements were performed, it would be very close to the transition to a statically ordered Jahn–Teller phase (T_{JT} ≈ 280 K) and thus strongly susceptible to lattice strain. Our finding of proportionately strong 3d level splittings thus suggests that lattice strain provides a preferential orientation for a spontaneous, collective Jahn–Teller deformation of the octahedra, characterized by an elongation of the out-of-plane Mn–O bonds relative to the in-plane ones.

The identification of the Jahn–Teller effect as the underlying mechanism for the observed 3d splittings is supported by the fact that the magnitude of the e_g splitting of 0.13 eV we observe lies well within the range of Jahn–Teller energies reported in literature for the vicinity of our doping level, namely between 0.1 eV and 0.2 eV [11, 96].

The values reported in Tables I and II based on our MLFT fit allow us to evaluate the expectation values of the spin and orbital angular momentum operators, \( \langle S_z \rangle \) and \( \langle L_z \rangle \), as described at the end of section III, and to calculate the local magnetic moment \( m_z \). We obtain 3.72 \( \mu_B/\text{Mn atom} \), which is a further noteworthy result of our work. This value confirms that the Hund’s rule energy \( J_{\text{H}} \) is larger than the crystal field energy \( [6, 51] \) as parameterized by \( 10Dq \), \( \Delta e_g \), and \( \Delta t_{2g} \), and is in line with many results obtained for \( \text{La}_{1-x}\text{Sr}_x\text{MnO}_{3} \) with various techniques within a doping range of \( 0 \leq x < 0.3 \) [25, 29, 30, 44, 45, 47]. Notably, other authors report significantly lower moments, in many cases well below 2 \( \mu_B \) [21, 28, 29, 33].

Various reasons are possible for this spread of reported magnetic moments. First, depending on the preparation process, the sample composition quality might vary, and imperfections such as ferromagnetically “dead” layers or domains might occur [22, 25, 26, 30, 33], which reduce the total ferromagnetic volume and therefore distort the normalization of magnetometry data, as described below. The nature of dead layers is not entirely clear, and also not generalizable to different systems [23, 26]. However, the most obvious realization would be a degradation of the surface layer due to \textit{ex-situ} conditions, for instance due to a reduction of the Mn valence.

Second, given the complexity of the phase diagram, the magnetic properties can critically depend on the precise doping level, which might be difficult to control during growth. Hence, a precise experimental characterization of not only the magnetic but also of the electronic properties is required.

Regarding the magnetic characterization, considerable confusion arises from the fact that in some publications the \textit{ordered} magnetic moment is reported, whereas in others the \textit{local} one, irrespective of its alignment relative to its neighbors. This is owed to the sensitivity of the different employed techniques.

Some techniques such as (SQUID) magnetometry, are more sensitive to the ordered moment, since they measure the susceptibility of the entire sample, which is much larger in the FM phase as compared to the paramagnetic phase. In order to obtain the ordered moment in nominally ferromagnetic samples using magnetometry, one needs to correct for inhomogeneities and magnetically “dead” layers or domains, which can be cumbersome. If, on the other hand, one is interested in the local moment, one needs to magnetically saturate the entire sample, including the “dead”, presumably paramagnetic domains. However, saturation of such paramagnetic domains requires large fields, which are often not being explored, or which are even inaccessible, in a magnetometry measurement.

Other techniques, such as resonant X-ray spectroscopy, can very precisely probe the full local moments, irrespective of whether or not they are in an ordered phase. In this work we use X-ray absorption spectroscopy, which allows us a characterization of both the local electronic and magnetic properties: As described in section III, we first determine the local electronic configuration, from which we then obtain the local magnetic moment \( m_z \). This local character of XAS should be kept in mind, when comparing our result to published magnetometry and related results.

Depending on the theoretical approach, calculated moments often also deviate from the experimental results. An obvious discrepancy would arise if Hund’s rules were applied to the nominal Mn valence, in our case 3+, since this would not take into account charge transfer from the oxygen ligands and the resulting admixtures of the \( d^4L^1 \) and \( d^5L^2 \) configurations to the nominal \( d^4L^3 \).

Further modifications of the moment can be induced by crystal field effects. Usually, the Hund’s rule energy is assumed to be substantially larger than the crystal field splitting \( 10Dq \) [6, 51, 62, 97], resulting in a HS state for

FIG. 3. (Color online) Magnetic, spin and orbital moments, \( m_z/\mu_B \), \( \langle S_z \rangle \) and \( \langle L_z \rangle \), respectively, as a function of the strength of the local crystal field, parametrized by \( 10Dq \). The value \( 10Dq = 1.36 \text{ eV} \), obtained from our best fit (see table I), is marked by a vertical line. Inset: zoom-in to \( m_z/\mu_B \) in the vicinity of \( 10Dq = 1.36 \text{ eV} \).
Mn$^{3+}$. In Fig. 3, we show the effect of variations of 10Dq on $\langle S_z \rangle$, $\langle L_z \rangle$ and the magnetic moment $m_z$. Obviously, whereas Mn$^{3+}$ is in the HS state, it is on the verge of a transition to a low-spin (LS) state: The magnetic moment would be reduced below 3.9 µB/Mn atom by an additional crystal field splitting of only 150 meV. This is well within the range achievable by tetragonal distortions, which can occur due to substrate strain, but conceivably also due to interfacial reconstructions or compositional or structural degradations at the surface or in inhomogeneous samples. Hence, the vicinity of Mn$^{3+}$ to a spin state transition might further contribute to the spread of reported magnetic moments.

Another quantity having an impact on the moment is the 3d level filling $n_d$, which can easily change due to unintentional doping caused by impurities and defects or surface degradation. Doping can also occur due to oxygen vacancies, the propensity to whose formation strongly depends on the Sr content [98], and possibly also on the surface quality and the growth and annealing conditions.

The 3d level filling is not an MLFT input parameter, which can be freely varied. Rather, it results from the interplay of other parameters, mainly $U_{dd}$ and $\Delta$, and can be obtained as a corresponding expectation value. Based on our final fit, we obtain $n_d \approx 4.625$ electrons.

Therefore, to investigate the impact on $n_d$, we have first varied $U_{dd}$ and $\Delta$ within reasonable boundaries. In Fig. 4 we report how this variation changes $n_d$. As can be seen, the 3d filling depends only weakly on $U_{dd}$. However, it can be modified by about ±0.2 electrons by varying $\Delta$.

Hence, whereas we do not have direct control of the doping within our theoretical approach, varying $U_{dd}$ and $\Delta$ permits a rough estimate of the impact of unintentional doping, covering a substantial range of the phase diagram. In Fig. 5, we show how $\langle S_z \rangle$, $\langle L_z \rangle$ and $m_z$ change as a result of the modified filling. The magnetic moment remains above 3.5 µB/Mn atom in all cases. This suggests that unintentional doping cannot be a major factor in reducing the moment to values as low as 2 µB/Mn atom or less, which are values reported in some publications [21, 28, 29]. Fig. 5 also shows that $U_{dd}$ and $\Delta$ variations have a somewhat different impact on $m_z$. This is due to the obvious fact that $U_{dd}$ and $\Delta$ control further physical properties of the system beyond the 3d filling.

Finally, we discuss the robustness of our fits and of the resulting magnetic moment. To this end, we consider two-dimensional cuts through parameter space, in which two parameters $x_j$ and $x_k$ are varied, while the remaining parameters $\{x_i\}_{i \neq j, k}$ are fixed to their optimal values $\{\xi_i\}_{i \neq j, k}$ (Fig. 6).

It is convenient to normalize the fitness function $f(x_1, x_2, ..., x_n)$ defined in Eq. 2 to 1 at its
minimum $f(\xi_1, \xi_2, \ldots, \xi_n)$, which was established in the fit. Also, to simplify our notation, we define the partial fitness function $f_{j,k}(x_j, x_k)$ as $f(\xi_j, \xi_{j+1}, \ldots, x_j, x_k, \xi_{k+1}, \ldots, \xi_n)$. The upper half of each panel shows this partial fitness function $f_{j,k}(x_j, x_k)$ around its minimum $f_{j,k}(\xi_j, \xi_k) = 1$ at $(\xi_j, \xi_k)$. The white contours indicate confidence areas, within which $f_{j,k}(x_j, x_k) \leq 2$. The sizes of the maps were chosen to generously encompass these confidence areas.

In panels (b) through (g), we examine pairs of the parameters $\Delta$, $10Dq$, $\beta_{dd}$ and $\beta_{pd}$, which are all nonzero in $O_h$ symmetry. In panel (a), we show a $\Delta e_g - \Delta t_{2g}$ map—both these parameters are relevant when the symmetry is further broken to $D_{4h}$. Obviously, different parameter pairs are correlated to different degrees: For instance, decreasing the value of $\Delta e_g$ within certain boundaries can be compensated by simultaneously decreasing the value of $\Delta t_{2g}$, to remain within the $2f_{j,k}(\xi_j, \xi_k)$ confidence area. On the other hand, $10Dq$ and $\beta_{pd}$ appear largely uncorrelated.
The fitness maps demonstrate the quality of our fits, and allow us to discuss the correlations and the fit errors. In panel (a), the asymmetric location of the minimum within the confidence area indicates rather relaxed lower boundaries but much stricter upper boundaries for $\Delta e_g$ and $\Delta t_{2g}$: Their values could be up to $\approx 0.1$ eV lower but only up to $\approx 0.02$ eV higher than the values established in the fit. Obviously, such considerations strongly depend on the required level of confidence, which is to some degree arbitrary. We have chosen to regard the 200% contours, which allows a rather fair estimate of the fit errors. A closer scrutiny of all maps suggests 10$Dq$ to lie in the interval between 1.2 and 1.4 eV, $\Delta$ between 1.75 and 3 eV, $\beta_{dd}$ between 0.57 and 0.62 and $\beta_{pd}$ between 0.65 and 0.77. Irrespective of the specific choice of the level of confidence, such estimated intervals should be used with caution, since they provide only a very limited information about the complex, irregularly shaped confidence region and the parameter correlations it describes.

Now that we have established the robustness of our fit, we consider the implications for the resulting magnetic moment projection of Mn, $m_z$. In the lower halves of the panels in Fig. 6 we show how $m_z$ depends on the same parameter pairs as in our discussion of the fitness maps. In all cases, $m_z$ remains above 3.5 $\mu_B$ within the $2f_{j,k}(\xi_j,\xi_k)$ confidence area, lending further support to the robustness of the established magnetic moment. In particular, despite its proximity to the spin state transition (see Fig. 3), the system is manifestly on the high-spin side.

V. SUMMARY

In summary, we have combined X-ray absorption spectroscopy with multiplet ligand field theory to study the local electronic and magnetic properties of Mn in La$_{1-x}$Sr$_x$MnO$_3$ at $x = 1/8$. Our sample is a 6 unit cell thin film grown on a SrTiO$_3$ substrate. There is a small lattice mismatch of $\lesssim 0.2\%$ between film and substrate, resulting in compressive strain in the film.

Our MLFT fit to the XAS data reveals a strongly cofacial character, with the ionic configuration $d^4L^0$ accounting for only 40%, and the one- and two-ligand-hole configurations contributing 47% and 12%, respectively.

The $e_g$ and $t_{2g}$ levels are split by $\Delta e_g = -0.13$ eV and $\Delta t_{2g} = -0.065$ eV, respectively, i.e. the $d_{3z^2-r^2}$ orbital has a lower energy than the $d_{x^2-y^2}$ orbital and the $d_{zx,zy}$ orbitals have lower energies than the $d_{xy}$ orbital. In the absence of Jahn–Teller fluctuations the present substrate strain of less than 0.2% would be too small to explain these splittings. At $x = 1/8$ doping, bulk La$_{1-x}$Sr$_x$MnO$_3$ is in the dynamic Jahn–Teller O$^*$ phase. Therefore, we interpret the disproportionately large 3$d$ level splittings as resulting from a scenario, in which the compressive strain provides a preferential orientation for the MnO$_6$ octahedra to collectively elongate along the $c$ axis. The $e_g$ splitting of $\Delta e_g = -0.13$ eV agrees well with the Jahn–Teller energies reported in the literature for the vicinity of our doping level, lending further support for our interpretation.

Based on the electronic structure and level occupations resulting from our MLFT fit, we obtain a local magnetic moment $m_z$ of 3.7 $\mu_B$/Mn, in agreement with a high-spin configuration, in which the Hund’s rule energy $J_M$ is larger than the crystal field energy. A closer investigation shows that our system is nevertheless close to a HS-LS transition, which could be triggered by crystal field effects. On the other hand, we demonstrate that changes in the 3$d$ level fillings of the order of magnitude which can occur by unintentional doping would not suppress the magnetic moment below 3.5 $\mu_B$/Mn.

Due to the proximity of the HS-LS transition, we have put particular emphasis on evaluating the robustness of our fits and in particular on the obtained magnetic moment. We show that with high confidence, the errors of the obtained values of the fitted MLFT parameters are sufficiently small as to warrant a magnetic moment of at least $m_z = 3.5 \mu_B$/Mn.

The seeming discrepancy between the large value of $m_z$ we obtain and some values reported in the literature, which are in many cases below 2 $\mu_B$ [21, 28, 29, 33], can be largely explained by the fact that different quantities are measured by different methods, even though the same terminology is used: With XAS, we determine the local magnetic moment, whereas the widely used magnetometry methods determine the total magnetic moment of the sample, which is then normalized by the number of atoms assumed to be carrying a local moment. In particular for ferromagnetic samples, which contain “dead” regions or layers, or for samples which are not fully magnetically saturated, this normalization does not produce the same local moment as local spectroscopies yield.
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