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Abstract

The two topics at the heart of this thesis are how to improve control of industrial manipulators and how to reason about the role of models in automatic control.

On industrial manipulators, two case studies are presented. The first investigates estimation with inertial sensors, and the second compares control by feedback linearization to control based on gain-scheduling.

The contributions on the second topic illustrate the close connection between control and estimation in different ways. A conceptual model of control is introduced, which can be used to emphasize the role of models as well as the human aspect of control engineering. Some observations are made regarding block-diagram reformulations that illustrate the relation between models, control and inversion. Finally, a suggestion for how the internal model principle, internal model control, disturbance observers and Youla-Kučera parametrization can be introduced in a unified way is presented.
Populärvetenskaplig sammanfattning

Arbetet bakom den här avhandlingen grundar sig i två huvudfrågor. Den första handlar om hur styrsystemen för industrirobotar kan förbättras. Den andra handlar om hur man ska tänka kring modellers roll i reglering.

För att bygga en industrirobot med riktigt bra precision behövs både en bra mekanisk konstruktion och ett bra styrsystem som kan reglera dess rörelser. Ett förbättrat styrsystem kan därför ge bättre precision, men också möjliggöra en lättare och mindre kostsamt mekanisk konstruktion utan att försämrar precisionen.

Två aspekter på robotstyrning undersöks i den här avhandlingen. Den första är så kallad skattning, att använda ytterligare sensorer för att få en bättre uppfattning om vad som händer med roboten. I det här fallet så kallade tröghetssensorer, som mäter acceleration och vinkelhastighet. Den andra handlar om reglering, om hur informationen om robotens tillstånd ska användas för att korrigera dess rörelser. Här presenteras ett sätt att jämföra två olika metoder.

Reglerteknik beskrivs ibland som en vetenskap som handlar om att hantera information, och den hantering sker oftast i form av så kallade dynamiska modeller, matematiska samband som beskriver hur något förändras över tid.

En av de stora styrkorna med reglerteknik är att man kan använda mätningar från det styrdas systemet för att minska behovet av på förhand framtagna modeller. Det leder ibland till att den roll modeller spelar i reglering förbis. I den här avhandlingen diskuteras olika exempel som kan användas för att belysa modellkonceptet i reglerteknik.
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Good control systems are fundamental to high-performing industrial manipulators, and good models are fundamental to well-functioning control systems. These two observations motivate the work presented in this thesis.

**Industrial manipulators**

Chapter 2 gives a general overview of industrial manipulators. A case study on estimation for industrial manipulators using inertial sensors is presented in Chapter 5, where a complementary filter and a Kalman filter are compared. Chapter 6 compares linear quadratic control design based on Jacobian linearization and feedback linearization respectively.

**Models and control**

The great power of feedback is that one can do control without accurate a priori models of the controlled process. Because of this, the role of models in control is sometimes downplayed. Chapter 3 tries to put the role of models in perspective, and offers a discussion on the nature of control as well as some illuminating block diagram reformulations. Chapter 4 offers a suggestion for how the internal model principle, internal model control, disturbance observers and Youla-Kučera parametrization can be taught in a unified way.
This chapter gives an introduction to industrial robots, in particular to so called serial manipulators. First we introduce some terminology, followed by a brief overview of the market for industrial robots and common applications. Then we discuss how industrial serial manipulators (ISM) are commonly designed, and relate this to what characteristics are desirable for an ISM.

### 2.1 Definition of industrial serial manipulator

The term robot is used to denote many things, from humanoid machines to programmable industrial tools to computer programs.

In this thesis, robot is used in the sense given by ISO 8373 [2012], an international standard entitled *Robots and robotic devices — Vocabulary*. This standard is endorsed by the International Federation of Robotics (IFR), an industry association counting all major manufacturers of industrial robots as members.

The following definitions are taken from ISO 8373, with minor changes for readability. First the standard defines robot as a physical mechanism.

**Robot** — *Actuated mechanism programmable in two or more axes with a degree of autonomy, moving within its environment, to perform intended tasks.*

Then it introduces two main categories, *industrial* and *service* robots.¹

¹An alternative categorization, jokingly used by some industrial robot researchers, is *industrial robotics* and *spectacular robotics*. 


Industrial robot — Automatically controlled, reprogrammable, multipurpose manipulator, programmable in three or more axes, which can be either fixed in place or mobile for use in industrial automation applications.

Service robot — Robot that performs useful tasks for humans or equipment, excluding industrial automation applications.

In the definition of industrial robot, we see that it is defined as a manipulator, which is also defined by the standard.

Manipulator — Machine in which the mechanism usually consists of a series of segments, jointed or sliding relative to one another, for the purpose of grasping and/or moving objects (pieces or tools) usually in several degrees of freedom.

It is worth noting that in their report World Robotics 2019 - Industrial Robots the IFR, which has been compiling statistics on the robot market for decades, lists several types of machines that would seemingly fit the above definition of industrial robot, but which the IFR does not consider as such for the purposes of their report, see IFR [2019].

Finally, most practitioners likely have little interest in an exact definition of what is to be considered or not an industrial robot, and treat the question on a basis of "I know it when I see it"2.

2.1.1 Categorization of industrial robots

The IFR states that "In agreement with the robot suppliers, robots should be classified only by mechanical structure as of 2004", and provides the following definitions.

Articulated robot — A robot whose arm has at least three rotary joints.

Cartesian robot — Robot whose arm has three prismatic joints and whose axes are correlated with a cartesian coordinate system.

SCARA3 robot — A robot, which has two parallel rotary joints to provide compliance in a plane.

Parallel/Delta robot — A robot whose arms have concurrent prismatic or rotary joints.

Cylindrical robot — A robot whose axes form a cylindrical coordinate system.

2A phrase popularized by the US Supreme Court in a case of trying to determine whether a given movie qualified as pornographic or not, see e.g. Gewirtz [1996].

3SCARA is sometimes read as Selectively Compliant Articulated Robot Arm, which would then be slightly inconsistent with the above definition of 'articulated' robot.
In this thesis we have chosen to use the term ‘industrial serial manipulator’ as a reasonable compromise between specificity and convenience. Let us define it as follows.

**Definition 2.1. Industrial serial manipulator (ISM)**

An industrial serial manipulator is an articulated industrial robot, consisting of a series of rigid segments connected by actuated rotary joints.

### 2.2 The market for industrial robots

The IFR, as an interest organisation for manufacturers of robots, has as one of its main purposes to collect and compile statistical data from national associations as well as individual member companies. The details in the following section are based on the publicly available parts of the report by IFR [2019].

#### 2.2.1 Customers and market size

The automotive sector has long been the largest adopter of industrial robots, although the electronics industry has almost caught up in recent years. This can be seen in Table 2.1, where IFRs categorization of robot installations in 2018 according to industry[^4] is roughly reproduced.

| Industry                | Share |
|-------------------------|-------|
| Automotive              | 30%   |
| Electronics             | 25%   |
| Metal and machinery     | 10%   |
| Plastic and chemical    | 5%    |
| Food                    | 2%    |
| Others                  | 10%   |
| Unspecified             | 18%   |

According to the aforementioned report, around 420 000 industrial robots were installed during 2018, an increase of 6% compared to 2017. The number of new installations is reported to have grown on average 19% yearly between 2013 and 2018.

Using an estimated average robot service life of 12 years[^5], the IFR calculates that there are currently 2.7 million industrial robots deployed worldwide, based on

[^4]: Based on the wonderfully named International Standard Industrial Classification of All Economic Activities (ISIC), maintained by the Statistics Division of the United Nations (UNSD).

[^5]: Based on a study carried out in 2000 by the United Nations Economic Commission for Europe together with the IFR.
previously reported installations. The report however also notes that there are some indications that this service life estimate could be too conservative, and that some tax authorities on the other hand calculate with a service life of five years.

2.2.2 Common applications

The perhaps most common view of industrial robots among the public is as replacement for human labor, but to a large degree they are also a replacement for other machines with a narrower range of applications. While industrial robots might require a larger initial investment, their multipurpose nature can allow for faster and cheaper reconfiguration of production lines, or even enable manufacturing of heterogeneous product models on a single production line.

Industrial robots are used for a wide variety of tasks, as exemplified by the detailed classification of applications used by the IFR, briefly summarized below:

- Handling and machine tending, such as palletizing, packaging, picking and placing, metal casting, plastic moulding, inspection and testing.
- Welding and soldering, such as arc-, laser-, ultrasonic-, or plasma-welding.
- Dispensing, such as painting, sealing and coating.
- Processing, such as laser or water cutting, grinding, milling and polishing.
- Assembling and disassembling.
- Cleanroom use, for flat panel displays and semiconductors.

The flexibility to tackle such a wide variety of tasks comes not only from a versatile mechanical structure and exchangeable tools, but also from software that makes it easy for the customer to program the robot for various use cases.

2.2.3 Software

All major robot manufacturers offer software packages both for facilitating general deployment, programming and operation of robots and to provide specialized functionality tailored to certain applications.

In addition to programming the motion of individual robots, it is also important to provide software that support the design, visualization and simulation of entire production cells where robots and other machines work in synchronization.

Some examples of applications for which manufacturers offer specific software packages are picking and placing of items on conveyor belts, spot welding, laser cutting, palletizing and painting.
2.3 Anatomy of industrial serial manipulators

As previously defined, a serial manipulator consists of a series of more or less rigid segments, referred to as links, connected by rotary joints.

2.3.1 Joint configurations

The number of joints determine the degrees of freedom (DOF) of the manipulator, which in turn is an upper limit on the degrees of freedom with which the tool at the end of the manipulator can be positioned.

Thus, six degrees of freedom are required to freely choose position and orientation, collectively referred to as pose, of the tool, and therefore most ISMs feature six joints. The point on the tool for which the position is specified is usually called the tool center point (TCP). Some applications do not require full 6 DOF positioning, e.g., when stacking products on a pallet it is often enough to only control position and orientation around the vertical axis.

The most common configuration of the first three joints is the so-called elbow configuration, where the first joint rotates around the vertical axis and the two subsequent joints have axes of rotation that are parallel to each other and to the horizontal plane.

For 6-DOF manipulators, the last three joints are almost always in a so-called spherical wrist configuration. This means that their axes of rotation always intersect in a common point, referred to as the wrist center point (WCP).

The main appeal of the spherical wrist configuration is that it simplifies the so-called inverse kinematics problem of finding joint angles corresponding to a desired TCP pose. One can first use the orientation to solve for the ‘wrist angles’, and then the position to solve for the ‘elbow angles’.

2.3.2 Physical characteristics

The size of the links, together with the placement of the joints, determines which end-effector poses are attainable, and the set of such poses is called the robot workspace. Often the (maximum) reach of the robot is used as a proxy for the size of the workspace. Most industrial robots have a reach in the range of 0.5 to 4 meters.

The maximum load that a robot model can lift while sustaining a given level of performance is often referred to as the (maximum) payload of that model. Most major robot manufacturers offer models with payloads in the range of 3 to 600 kg, with some offering maximum payloads as high as 1500 or even 2300 kg.

The links are most often constructed out of metal to make sure that the structure is as rigid as possible. In so-called collaborative robots, where safety dictates that the kinetic energy of the links be limited, plastic is often used to reduce the weight of the links.
Table 2.2: Range of maximum payload and reach for industrial serial manipulators, as listed online by manufacturers. Definitions of reach and payload vary between manufacturers, so numbers should be considered as approximate. Data collected from manufacturer websites during summer of 2020.

| Manufacturer     | Payload [kg] | Reach [m] | Company origin |
|------------------|--------------|-----------|----------------|
| Fanuc            | 4 - 2300     | 0.55 - 4.7| Japan          |
| Kawasaki         | 3 - 1500     | 0.5 - 4   | Japan          |
| KUKA             | 2 - 1200     | 0.5 - 4   | Germany        |
| Nachi            | 1 - 1000     | 0.35 - 4  | Japan          |
| ABB              | 0.5 - 800    | 0.48 - 4.2| Sweden         |
| Yaskawa          | 0.5 - 800    | 0.35 - 4  | Japan          |
| Comau            | 3 - 650      | 0.63 - 3.7| Italy          |
| Hyundai          | 6 - 600      | 0.93 - 3.5| South Korea    |
| Stäubli          | 2.3 - 190    | 0.52 - 3.7| Switzerland    |
| Panasonic        | 4 - 22       | 1.1 - 2.7 | Japan          |
| Shibaura Machines| 3 - 20       | 0.6 - 1.7 | Japan          |
| Yamaha           | 1 - 20       | 0.9 - 1.5 | Japan          |
| Universal Robotics| 3 - 16     | 0.5 - 1.3 | Denmark        |
| Doosan           | 6 - 15       | 0.9 - 1.7 | South Korea    |
| Omron            | 4 - 14       | 0.65 - 1.3| Japan          |
| Mitsubishi       | 3 - 12       | 0.5 - 1.4 | Japan          |
| Epson            | 2.5 - 12     | 0.45 - 1.4| Japan          |
| Denso            | 0.5 - 12     | 0.43 - 1.3| Japan          |

There are a few industrial robot models where the links are partly manufactured from carbon fiber to decrease weight while maintaining high stiffness. Carbon fiber is however less favourable in other respects such as cost and durability, limiting its success as a material for industrial robots.

Table 2.2 lists some manufacturers of industrial serial manipulators, and the available range of maximum payload and reach in the models presented on the company website. The companies that offer robots with payloads above 100 kg can be considered prominent manufacturers of traditional industrial robots. Universal Robotics is a well-known manufacturer of collaborative robots.

2.3.3 Actuation

Modern robots are practically always actuated by electric motors, and in general the control of the electrical current that generates the motor torque is fast enough that the motors can, for most purposes, be approximated as generating instantaneous torque.

The most straightforward way of actuating all joints is to place a motor at each joint. However, keeping the mass and the amount of cabling at the outer links low is usually advantageous for performance. Therefore it is not uncommon to
supply mechanical power for subsequent joints by some transmission mechanism built into a link.

In general, industrial robots use a geared transmission between motors the and subsequent links, with gear ratios commonly in the double or triple digit region. Rarely are joints actuated with so-called direct drive, where one revolution of the motor is equal to one revolution of the actuated joint.

A higher gear ratio offers several advantages, most notably it allows for larger torques and better precision. The major drawback is that gearboxes invariably introduces additional flexibility into the manipulator, as well as friction and backlash. For this reason good gearboxes, and good models of them, are crucial for high-performing manipulators.

2.3.4 Sensors

To estimate the position of the end-effector, most industrial robots use only measurements of the motor angles, which by virtue of the high gear ratio gives good static precision but requires accurate gearbox models to estimate the dynamic behaviour correctly. There are some commercial offerings that use additional sensors, such as a secondary encoder to directly measure the arm angle, i.e. the angle after the gearbox, or an inertial measurement unit (IMU) to measure vibrations and adjust the program to reduce them. In applications where the tool needs to apply pressure to a work object, force sensors are sometimes installed as a part of the tool.

For an academic robot researcher, additional sensors hold the promise of increased control performance. For an industrial robot designer, more sensors also mean higher cost, additional design complexity and more components that can malfunction.

2.3.5 Control cabinet

It is common to place part of the robot control system and power supply electronics in a separate cabinet. Such cabinets can often control several robots as well as other machines. One benefit of this separation is that placing the cabinet out of reach from the robot assures it can be safely accessed.

2.3.6 Specializations

One example of adaptation for specific industry is the use of food-grade oil in robots for use in food-processing, such that any leakage does not contaminate the products. Another is robots for spray painting, which need to be carefully sealed so that paint does not enter sensitive parts of the robot as well as built so that the risk of causing sparks that can ignite the aerosol paint is minimized.
2.4 Desirable characteristics

The wide variety of tasks for which robots are used require designers to consider many aspects of what it means for a robot model to perform well.

2.4.1 Motion performance

The most obvious criteria for a good industrial robot is that it should closely follow the movements we specify.

To get a feel for how such motion performance is measured, it is instructive to look at the standard ISO 9283 [1998], *Manipulating industrial robots — Performance criteria and related test methods*, which specifies the following performance characteristics:

- Pose accuracy
- Pose repeatability
- Multi-directional pose accuracy variation
- Distance accuracy
- Distance repeatability
- Position stabilization time
- Position overshoot
- Drift of pose characteristics
- Exchangeability
- Path accuracy
- Path repeatability
- Path accuracy on reorientation
- Cornering deviations
- Path velocity characteristics
- Minimum posing time
- Static compliance
- Weaving deviations

Accuracy means that the result is close to what is specified in the program, while repeatability means that the result is similar every time the programmed action is performed, as illustrated in Figure 2.1.

Accuracy can be relative to a given TCP position or relative to the base of the robot, and by extension to the ‘world frame’. The former can be referred to as relative accuracy and the latter as absolute accuracy. Lack of accuracy can in some applications easily be compensated with manual adjustment, while in others it is critical that the tool can be positioned accurately based solely on coordinates supplied programmatically.

Repeatability is in general rather good with most industrial manipulators. In a brief survey of online catalogues, manufacturers claim static repeatability between 0.05 and 0.5 mm for most of their models. Static repeatability is mainly a property of the mechanical construction, and can hardly be improved by a control system without additional sensors.

In contrast, good accuracy requires careful calibration and software compensation. Measures of accuracy rarely seem to figure in advertising material, and
2.4 Desirable characteristics

(a) Low accuracy, good repeatability
(b) Better accuracy, worse repeatability

Figure 2.1: Some applications require good repeatability while other need high accuracy. If accuracy is measured in relation to another position of the end-effector we call it relative accuracy, if it is in relation to the robot base we call it absolute accuracy.

many suppliers offer additional services or solutions for customers who require high accuracy.

2.4.2 Other characteristics

Cost
The cost to purchase a manipulator is of course a crucial factor for commercial success, it was for example reported as the biggest barrier to robot adoption in a survey of 85 companies across various industries, see McKinsey & Company [2019]. From an engineering perspective, the cost of manufacturing a manipulator is closely related to the quality of the control system, as good motion control will to some degree allow for a less expensive mechanical construction without loosing performance.

Ease of use
Configuring and programming robots can be quite time consuming, and ease of use is a characteristic that has a direct and non-negligible impact on the total cost of installing and operating a robot.

Robustness
A good industrial robot design should be robust, in a broad sense of the word, to make it cost-efficient to manufacture and to allow users to obtain good performance without expert knowledge.

For example it should ideally be robust with regards to manufacturing tolerances in the mechanical components, to wear in said components over time, to the way it has been mounted, to additional cabling mounted on the links, to changes in temperature, to imperfect load information and to suboptimal tuning.
Finding a good balance between best case performance and robustness is an important consideration, especially in designing the control system of the robot.

**Safety**

Safety is both important and difficult, but easily forgotten in an academic setting. When installing and operating robots, substantial effort is required to ensure that the risk of human injury is minimized.

Safety is primarily achieved by fencing off the robot cell and making sure that the robot stops whenever anyone enters the cell. But if the robot system itself can be made safer, the need for costly external safety measures and procedures is reduced. This is one of the key selling points of so-called collaborative robots, or 'cobots', which are meant to work alongside human workers without requiring extra safety measures.
This chapter introduces a model of control which can be used to emphasize the role of models and the human aspect in control engineering, as well as some block diagram reformulations that can be used to illustrate the relation between models, control and inversion.

Readers looking for an introduction to automatic control are well served by the textbook *Feedback Systems* by Åström and Murray [2008], a modern text with emphasis on fundamental concepts, also freely available from the authors’ website. A more traditional as well as comprehensive, but equally solid and insightful, textbook is *Control System Design* by Goodwin et al. [2001]. The tutorial article *Feedback for physicists* by Bechhoefer [2005] offers a concise but rich introduction.

Figure 3.1: The word control can mean several things. At the heart of every control loop are the beliefs and desires of the designer.
3.1 Control as motivated action

3.1.1 Definition

The following four definitions together form a simple model that gives a possible definition of "control" as an activity and the main characteristics of that activity.

\textbf{Definition 3.1 (Control).} Performing control means taking motivated action.

\textbf{Definition 3.2 (Motivated action).} An action is motivated if it is based on a \textit{desire}, and on a \textit{belief} of how the action will affect the fulfillment of the desire.\footnote{This definition is taken more or less directly from the so called Humean theory of motivation, due originally to David Hume. See e.g. Smith [1987].}

\textbf{Definition 3.3 (Desire).} A desire is a combination of a \textit{model} and a \textit{measure of similarity}.

\textbf{Definition 3.4 (Belief).} A belief is a combination of a \textit{model} and a \textit{degree of confidence}.

Automatic control, which we might also call engineered control (or perhaps artificial control, in keeping with the times), could then be defined as the art and science of encoding beliefs and desires into a decision making mechanism.

This model, which we could call the desire-belief model, might seem too broad or too toy-like to be of any use in an engineering context. I believe however that, thanks to its compactness, it can serve as a tool for highlighting two important aspects of automatic control when discussing or teaching. And to quote Ljung [1999], our acceptance of models should be guided by "usefulness" rather than "truth".

First, with the choice of words it emphasizes the human component in control. Second, it emphasizes the role of models, especially the fact that models are used to represent both what we want and what we think we know.

3.1.2 The human component

In the above definition, the words \textit{desire} and \textit{belief} are chosen because they have a decidedly human ring to them. The purpose of this is to emphasize the inevitable human component in control engineering, a perspective that is easier to overlook when using words with a more technical flavour, such as \textit{objective} or \textit{model}.
3.1 Control as motivated action

One can argue whether machines are capable of harbouring desires and beliefs, but as long as control is a human endeavour, human desire and belief will be an inevitable part of control.

Take for example the design of an industrial manipulator with automatic motion control. No matter how ingenious the control design is, there will always exist trade-offs between different aspects of system performance. And to decide what balance best suits the customer’s desires requires an operator with an understanding both of the customer’s needs and of the industrial manipulator.

This example also illustrates the multi-layered nature of control, where the operator is part of a tuning process that controls the robot control system. Using the broad definition of control introduced previously, one can frame every automatic controller as being part of a larger control process, which is in turn part of an even larger process et cetera. The innermost processes might be well described by technical models, but as the perspective broadens a purely technical description becomes less and less feasible.

In the above the definition of belief the human component is also illustrated by the division into model and confidence. It emphasizes the fact that no matter how well our models perform in experiment, in the end we have to use our judgment to decide how confident we are in the model.

One could argue that our confidence in the model could be regarded as part of the model, perhaps quantified by some measure of probability. But by clearly separating the concept of a plant model, which might be probabilistic or not, and our confidence in it, the role of human judgment in automatic control is highlighted.

Ultimately this can be related to a fundamental problem in philosophy of science, the problem of induction, described in e.g. Henderson [2020]. In short, how can we be sure that the sun will rise tomorrow? Since we cannot formally prove that it will, our certainty that it will indeed rise has to come in some part from human judgment, and not solely from formal reasoning.

The division of desire into model and similarity tries to capture the fact that it can sometimes be quite straightforward to describe the result one would ideally like to have, but more difficult to rank suboptimal results in order of desirability. This leads to situations where some degree of the desired behaviour can be captured by formal specifications such as objective functions and mathematical models, but where the final measure of desirability is expressed through the judgment of a skilled operator tuning the control system.

3.1.3 The dual role of models

The second benefit of using the proposed definition of control is that it emphasizes the two-fold role of models; they express both what we believe about the system and how we would like it to behave\(^2\).

\(^2\)And as Willems [2007] would phrase it, the behaviour is all there is.
These two roles and their interplay is efficiently illustrated by the verb "to expect". Consider the following sentence:

"I expect this to be done by tomorrow."

This can be interpreted as an estimate, an answer to the question when something will be done. But it can equally be seen as a demand, as a command from someone who wants something done by tomorrow.

Especially the latter interpretation is interesting from a control perspective, as upon further consideration it is not purely a demand. When a proficient manager tells her subordinate "I expect you to finish by tomorrow", it is part demand and part estimate; the statement expresses a belief that the employee is capable of finishing the task by tomorrow.

In an ideal case, we can represent these two roles by two separate structures, as depicted in Figure 3.2. Here the first structure contains a model of our desire, and feeds a suitable representation of it into the second structure, which contains our belief of how to choose the plant input in order to get the desired output, i.e. to "invert" the plant.

\[ \hat{P}_r \rightarrow \hat{P}^{-1} \rightarrow P \]

**Figure 3.2:** In an ideal control scenario, we have a model of what we want, \( \hat{P}_r \), and an other model, \( \hat{P}^{-1} \), of how to invert the plant \( P \) perfectly.

Note that in such an ideal scenario, if our desire for the system behaviour changes, we would only have to change parameters in the first structure to reflect this. However, such an ideal separation is rarely possible since it would require perfect inversion.

If we have to approximate the inversion, the choice of approximation will impact the system behaviour. It should thus be chosen to reflect our desire as well as our belief. Since in practice all inverses of dynamical systems are approximate, this point is important to keep in mind when interpreting control schemes that involve explicit plant models.

One example is the so called internal model control (IMC) scheme, depicted in Figure 3.3. At a first glance, it might look like there is a clear division of roles, where \( \hat{P} \) represents our belief of how the plant functions while the parameters representing our desired system behaviour would be in \( Q \). But upon further consideration it is not certain that a more accurate\(^3\) model \( \hat{P} \) in this scheme will yield a more desirable behaviour for a given \( Q \).

When a model is used to predict the plant behaviour, and the controller is fashioned to counteract all unexpected behaviour, the result is not only rejection of

\(^3\)We have not touched upon the question of how to measure or rank the correctness of various beliefs, but arguably the measure of similarity used to compare actual behaviour to desired behaviour can also be used to compare actual behaviour to predicted behaviour.
exogenous disturbances but also an element of model following. The controller is in a sense trying to suppress the differences between how the plant and the model respond to inputs, whether this difference is a result of exogenous (unmodeled) disturbances or of incorrectly modeled plant dynamics.

Thus by using an incorrect model inside the feedback loop, the plant behaviour can be shifted towards that of the model. If the model is used outside of the feedback loop, as illustrated in Figure 3.4, there is model following in the sense of tracking the model output.

Emphasizing this dual role of models is also a question of emphasizing the role of models in general. In feedforward control, where the controller does not receive measurements from the controlled process, it is clear that explicit models for the process are needed.

The role of models in feedback control is less obvious, and indeed one of the main benefits of feedback control is that it reduces the need for a priori models. Because of this, the role of models in feedback control is sometimes downplayed, with some researchers even labeling their methods as "model-free control", like Fliess and Join [2013].

One could take the view that the fundamental need for models is not reduced in feedback control, but rather that the burden is shifted from using a "synthetic" model to using the actual plant as a "real" model. This perspective is illustrated in the following section.

3.2 Models and inversion

In the previous discussion, the term model was used in a rather general sense. In automatic control terminology, a model is typically understood to mean a representation of the (causal) input-to-output relation, while a representation that describes the (non-causal) relation output-to-input is referred to as an inverse model. The former is sometimes referred to as a forward model for the sake of clarity, while the later is sometimes just called an inverse.

It is often pointed out that the concept of inversion is at the heart of automatic control and is essential for a wide range of control system applications. Inverses are used to cancel out disturbances, to track references, and to stabilize systems. The ability to invert a system's behavior is a fundamental aspect of feedback control, allowing for precise control of the system's output.
control, and that an approximate inverse can be obtained by using feedback from a forward model, see e.g. Chapter 2 in Goodwin et al. [2001].

### 3.2.1 Complementary filter interpretation of IMC

A corollary of this is that any standard error feedback control loop can be reformulated as feedforward control where a perfect model is used in the approximate inverse. This, together with a way of mixing the two formulations, is illustrated in Figure 3.5.

This "mixing" structure, a so called complementary filter, where the two blocks $H$ and $1 - H$ sum to unity, becomes interesting when we consider the use of an imperfect forward model $\hat{P}$. In that case, which is illustrated in the top diagram of Figure 3.6, the complementary filter weights together a measured output from the true plant $P$ and a predicted output from the model $\hat{P}$.

This can be compared to the reformulation of a state-space observer as two transfer functions, one from the input to the estimate, $T_1$, and one from the output to the estimate, $T_2$. The estimate is then unbiased in the sense that

$$C(T_1 + T_2 \hat{P}) = \hat{P},$$  \hspace{1cm} (3.1)

where $C$ is the state-to-output mapping of the state space form of $\hat{P}$. For details see e.g. Goodwin et al. [2001]. In this comparison, $T_2$ would correspond to $H$ and $T_1$ to $(1 - H)\hat{P}$.

More interesting to note however, is how straightforward it is to transform this complementary filter scheme into an equivalent internal model control scheme, following the steps depicted in Figure 3.6. This offers an intuitive interpretation
3.2 Models and inversion

\[ Q = FH, \]  

(3.2)

where \( H \) represents our trust in the measurements of the plant output compared to the output predicted by our model. If \( H = 1 \) we only trust the measurements, and if \( H = 0 \) we only trust the model.

### 3.2.2 Complementary filter interpretation of error feedback

One can use the complementary filter idea for another, perhaps less insightful, but nonetheless interesting, reinterpretation of a standard error feedback loop. The idea is to factorize the controller into an approximate inverse and a filter, similar to how \( Q \) was interpreted in the previous section,

\[ C = H \hat{P}^{-1}, \]  

(3.3)

and then use the filter part \( H \) to reinterpret the error fed to the controller as the difference between the reference and the output of a complementary filter fusing the plant output with the reference. This is illustrated in Figure 3.7.

The intuition is that \( H \) represents how much we trust the measured plant output compared to how strong our belief is that the plant will follow the reference.
Figure 3.6: Starting from the concept of using a complementary filter to weight together feedback from the real plant $P$ and a model $\hat{P}$, one can arrive at the familiar IMC structure. The last step requires additivity from the approximate inverse $F$, which is present if $C$ and $\hat{P}$ are linear.
without the intervention of feedback. The latter can be a reasonable belief for example in the presence of additional feedforward control. Since the reformulation in Figure 3.7 already contains an approximate inverse, adding feedforward requires little modification, as illustrated by Figure 3.8.

### 3.2.3 Inversion of affine functions

When control is described as being about inversion, the prime example is inversion of so-called transfer functions, which are used to describe linear time-invariant dynamical systems. For a linear transfer function, $P$, we have

$$Y = PU,$$

and inversion comes in the form of a multiplicative inverse, $P^{-1}$,

$$P^{-1}Y = U,$$

just like for any other linear function.

However, it is not often pointed out that when we model plants with exogenous disturbances, we mostly model them as affine functions,

$$Y = PU + P_d,$$

as illustrated in Figure 3.9.

Likewise, when we talk about controlling a plant modeled by an affine transfer function, rarely do we explicitly mention inversion, opting instead to talk about canceling of the disturbance. It might be worthwhile to sometimes use the wording that inverting an affine function,

$$P^{-1}(Y - P_d) = U,$$

necessitates an additive inverse as well as a multiplicative one, as illustrated in Figure 3.10. This can serve as a good starting point for discussing how schemes with forward or inverse models, such as the one depicted in Figure 3.6, can be adapted to affine plants.

This observation was inspired by the block diagram transformation tables presented in the textbook by Oppelt [1964].
Figure 3.7: Error feedback from a directly measured output can be reinterpreted as feedback from the output of a complementary filter which fuses the reference and the measured output. This emphasizes the role of the controller as both a filter and as an inverse.

Figure 3.8: Adding feedforward to the scheme in Figure 3.7 is straightforward since an approximate inverse $\hat{P}^{-1}$ is already present. At frequencies where we trust the feedforward more than the feedback, $H$ should have a small amplitude.

Figure 3.9: An affine transfer function.

Figure 3.10: The inverse of an affine transfer function.
This chapter introduces a line of reasoning that can be used as inspiration for teaching the Youla-Kučera parametrization (YKP), also known as Youla parametrization. The chapter is a somewhat revised and extended version of a paper by Hedberg et al. [2020] presented at the 21st IFAC World Congress.

4.1 Introduction

The Youla-Kučera parametrization of all stabilizing controllers for a given linear time-invariant system is an important result in control theory and often appears in courses on the subject. For stable plants, the YKP takes on a particularly simple form, and it is therefore often first introduced to students in that setting.

For unstable plants, the formulations become more involved and the transition from the stable case can be perceived as difficult to follow by some students. Especially the multivariable case, where the concept of coprime matrix factorization is an important tool, can pose difficulties.

The proposed line of reasoning, illustrated in Figure 4.1, takes as point of departure the internal model principle (IMP), which can be a useful conceptual tool for students when reasoning about control. Then two alternative controller structures, both using a model of the plant, are introduced; internal model control (IMC) and disturbance observer (DOB). These two structures are used to introduce a more general structure, based on factorization, which provides a natural bridge to the general formulation of the YKP.

---

1Most notably the addition of section 4.5.3, and some additions to sections 4.2.1, 4.4 and 4.5.2.
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Figure 4.1: The internal model principle (IMP) is used to introduce internal model control (IMC) and disturbance observer (DOB). Comparing these control structures naturally leads to the concept of factorization, which is a bridge to the general Youla-Kučera parametrization (YKP).

4.2 Preliminaries

4.2.1 The internal model principle

The internal model principle (IMP) is the idea that in order to control a system and compensate for disturbances, the controller needs to have an understanding, i.e., an internal model, of how the system works and the nature of the disturbances. Intuitively this seems like a reasonable proposition, and it is in accordance with our everyday experience as humans.

The concept has been formalized for multivariable linear systems by Francis and Wonham [1975], and generalized to a setting of abstract automata by Wonham [1976].

An interesting paper by Conant and Ashby [1970] derives a general principle using a broad concept of sets and mappings together with an argument based on entropy. The title of that paper, Every good regulator of a system must be a model of that system, succinctly summarizes the internal model principle even though the paper does not refer to it by that name. References to this paper seem to be rare in control literature.

The internal model principle does not seem to figure prominently in textbooks on automatic control. Åström and Murray [2008] for example mentions it in passing when discussing observer-based state feedback, and Corriou [2004] calls it "a recommendation of general interest," briefly gives a frequency description and references the work of Francis and Wonham [1975].

Of the surveyed textbooks, Goodwin et al. [2001] discusses the IMP the most. There, the internal model principle is discussed in relation to disturbance rejection as well as reference tracking. It is brought up both for single input, single output (SISO) systems in transfer function form and for multiple input, multiple output (MIMO) systems in state space form. In the latter case its relation to disturbance estimation is discussed. It is also mentioned in relation to achieving integral action in LQ control.

In some literature, e.g. Åström and Wittenmark [1984], Maciejowski [1989], Chen [1999], Franklin et al. [2002], Dorf and Bishop [2008], the IMP is only used
to refer to the principle that in order to compensate for a persistent disturbance, the controller needs to contain a model of the system generating the disturbance.

### 4.2.2 Internal model control

Internal model control (IMC) as introduced in Garcia and Morari [1982] refers to a particular control structure that uses an "internal model to predict the effect of the manipulated variables on the output". The book by Morari and Zafiriou [1989] is a widely cited reference, in which IMC is the basis for a robust control design procedure.

Brosilow and Tong [1978] introduces the same concept, under the name of inferential control, and focuses on the estimation aspect, making the connection between the IMC and DOB ideas clear.

The main idea is that only the deviation from the predicted output, which can be interpreted as an output disturbance estimate \( \hat{d}_y \), is fed back to the controller.

IMC is commonly presented with a block-diagram like the one in Figure 4.2, although García et al. [1989] observes that the two-degree-of-freedom (2-DOF) structure presented in Figure 4.3 is preferable. They also give a brief historical summary of how the concepts leading up to IMC control developed.

Horowitz [1963] discusses how 2-DOF structures are all equivalent, and among the examples we find the IMC structure under the name of model feedback (chapter 6, figure 6.1-1f). The book also offers the following illuminating quote on the equivalence of 2-DOF controllers:

"... it destroys the mystique of structure which seems to some to be of great importance in feedback theory. The designer need not fear that, if he were only clever enough, he could find some exotic structure with new and wonderful properties."

Frank [1974] gives a good account of how the ideas of model feedback evolved, and also provides an experimental design procedure (in section 2.7.1) that nicely illustrates the relation between IMC and modeling.

There is a one-to-one correspondence between an error feedback controller \( C \), shown in Figure 4.4, and an IMC controller \( Q \) such as in Figure 4.2, given by

\[
C = \frac{Q}{1 - \hat{P}Q}, \quad Q = \frac{1}{C + \hat{P}C}.
\]

(4.1)

In case of a perfect model \( \hat{P} = P \), the transfer functions characterizing the closed loop system (the so-called Gang of Four, see e.g. Åström and Murray [2008])

---

2The title of that paper includes model predictive control, a term that has taken on a slightly different meaning in modern control terminology. The process control oriented textbook Marlin [2000] uses it in the same sense as Garcia et al. [1989] for IMC-like control.
Figure 4.2: IMC is often introduced using a 1-degree-of-freedom (1-DOF) structure.

Figure 4.3: García et al. [1989] advocates using a 2-DOF IMC structure. This structure illustrates the interpretation of error feedback as feedforward combined with disturbance estimation and rejection.

takes on a particularly simple form,

\[
\begin{bmatrix}
y \\
u 
\end{bmatrix} = \begin{bmatrix} PQ & P(1 - PQ) \\
Q & 1 - PQ 
\end{bmatrix} \begin{bmatrix} r \\
d_u 
\end{bmatrix},
\]

(4.2)

making them easy to analyze.

4.2.3 Disturbance observer

Another, less widespread, controller structure that also uses an internal model is the disturbance observer structure (DOB), where an inverse model of the system is used to estimate an input disturbance \( d_u \) and try to cancel that disturbance. The concept is illustrated in Figure 4.5, where the filter \( H \) should ideally be equal to 1, but has to have sufficient relative degree to ensure realizability.

The term disturbance observer is introduced in Nakao et al. [1987], and Oboe [2018] gives a contemporary (and enthusiastic) introduction.
4.3 Proposed procedure

In this section we present a suggestion for how the previously discussed topics can be introduced to students.

4.3.1 Introduce the internal model principle

Introduce the idea that to control something, the controller needs knowledge about the process to be controlled. Appeal to everyday experience to show that this proposition is reasonable.

Mention that this intuitive principle can be formalized in different theoretical
settings, one of which is linear time-invariant systems.

Note that in our field, system knowledge often takes the form of a mathematical model. Add that the power of feedback control is that often a simple approximation can suffice as model, in some cases as simple as knowing the sign of the steady state gain.

4.3.2 Introduce IMC and DOB

Explain that one way of using a model in a controller, is to compare the actual system behaviour with the behaviour predicted by the model, and then using only the difference, i.e. the unexpected behaviour, to make an adjustment.

Introduce the IMC structure in Figure 4.3 as an example of the above, and mention that here all unexpected behaviour is in a sense interpreted as an output disturbance \( d_y \). Note that ideally, we would like to use a perfect model inverse, as in Figure 4.6, but that this is rarely possible.

Now, mention that it is also possible to regard all unexpected behaviour as an input disturbance, and introduce the DOB structure in Figure 4.5 as an example. Note that we would ideally like to achieve the structure in Figure 4.7, but that this, again, is generally not possible.

4.3.3 Demonstrate equivalence between IMC and DOB

Note that the structure in Figure 4.5 can easily be turned into Figure 4.3 by first “sliding” the inverse model \( \hat{P}^{-1} \) down through the summation junction and then selecting \( H = Q \hat{P} \).

4.3.4 Interpret in terms of factorization

Introduce Figure 4.8 as a way of describing both structures, and note that when changing between IMC and DOB, one invariant is that \( NM^{-1} = \hat{P} \), i.e. that \( N \)
Figure 4.7: Ideal DOB, where the estimated input disturbance is cancelled directly.

and $M^{-1}$ is a factorization of $\hat{P}$.

Remark that this might lead the curious mind to wonder if other interesting controller structures might be obtained by using different factorizations.

### 4.3.5 Introduce the polynomial factorization

Note that since we are dealing with a rational transfer function $\hat{P} = \hat{B} \hat{A}$, one natural choice to investigate would be to simply let $N = \hat{B}$ and $M = \hat{A}$. Remark that this in fact gives us two stable transfer functions in the structure in Figure 4.9, since the polynomials by definition have no poles.

Admit that of course, polynomials are not proper transfer functions, and if we would like to use the structure in Figure 4.8 for implementation we can instead choose a factorization

$$N = \hat{B}C^{-1}, \quad M = \hat{A}C^{-1} \quad (4.3)$$

where $C$ is a polynomial without roots in the right half plane and of sufficient degree to make both $N$ and $M$ proper and thus realizable. Illustrate this by Figure 4.10.

If suitable, show Table 4.1 to illustrate how a given IMC controller translates to

\[
\begin{array}{cccc}
\text{Structure} & Q & \hat{P} & 1 \\
\text{IMC} & Q & \hat{P} & 1 \\
\text{DOB} & Q & \hat{B} & \hat{A} \\
\text{PF} & Q & \hat{A}^{-1} & \hat{B} \\
\text{IPF} & Q & \hat{C}^{-1} & \hat{A} \hat{C}^{-1} \\
\end{array}
\]
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Figure 4.8: A general 2-DOF IMC-like controller structure, similar to what Chen [1999] calls the controller-estimator or plant-input-output-feedback structure.

From internal model principle to Youla parametrization

Figure 4.9: For a rational SISO system, factorization by the numerator and denominator polynomials yields stable transfer functions.

4.3.6 Introduce the concept of YKP using IMC

Signal a change in perspective by clarifying that the previous discussion was about choosing controller structures based on the intuition of the IMP, but that we will now use the same structures to describe the set of all linear controllers that stabilize a given system. To do this we consider the case when the model is perfect, $\hat{P} = P$.

Derive, or simply introduce, the transfer functions (4.2) characterizing the closed loop system when using an IMC controller with a perfect model. Note that if $P$ is stable, the "Gang of Four" (4.2) will be stable for any stable $Q$.

Note, or prove (e.g. Morari and Zafiriou [1989]), that not only does every stable $Q$ give a stable closed loop system for a stable $P$, but every stabilizing feedback controller $C$ can be obtained by a stable $Q$ and the expression (4.1).
4.3 Proposed procedure

4.3.7 Extend to the unstable case

Return to the transfer functions (4.2) and note that if \( P \) is unstable, it is sufficient to find a stable \( Q \) that stabilizes the critical transfer functions

\[
PQ, P(1 - PQ)
\]

(4.4)

to achieve internal stability for the closed loop system. Remark that we would like a parametrization without such constraints on the parameter \( Q \).

Demonstrate how this can be achieved by introducing

\[
Q = Q_0 + A^2Q_1.
\]

(4.5)

And writing the critical transfer functions (4.4) as

\[
PQ_0 + ABQ_1, P(1 - PQ_0) - B^2Q_1.
\]

(4.6)

Note that if \( Q_0 \) is chosen to stabilize (4.4), we are free to choose any stable \( Q_1 \), since \( B \) and \( A \) are stable by definition. Compare to homogeneous and particular solutions of a differential equation.

Note, or prove (e.g. Morari and Zafiriou [1989]), that given a stabilizing \( Q_0 \) all stabilizing controllers are then parametrized by the choice of a stable \( Q_1 \).

4.3.8 Block-diagram representations and interpretations

Choose \( Q \) in the IMC controller as (4.5) and show, by inserting into Figure 4.9, that the corresponding controller can be described as in Figure 4.11, illustrating that the YKP can be interpreted as two IMC-loops.

Now remark, or if suitable show, that the block diagram in Figure 4.11 can by some deft manipulation be turned into the one depicted in Figure 4.12, thus illustrating another interpretation of the YKP as first applying an IMC-loop for disturbance rejection and then applying an outer, stabilizing, feedback loop.

Since Figure 4.12 does not seem to be common in textbooks a few remarks are in

\[\text{Figure 4.10: To keep the factorized structure in implementation, a filter polynomial C can be introduced to ensure properness, without restricting design choices.}\]
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Figure 4.11: The general YKP can be interpreted as two IMC-loops, where one is freely parametrized.

Figure 4.12: An alternative interpretation of the YKP is as an inner disturbance rejection, or "model following", loop combined with an outer stabilizing loop.

order. $C$ is the feedback controller obtained from inserting $Q_0$ into (4.1), and $Q_1^*$ and $F^*$ can be chosen as stable transfer functions of sufficient relative degree, but are not the same as $Q_1$ and $F$ in Figure 4.11. In deriving Figure 4.12 it is helpful to observe that the stability of (4.6) implies that $Q_0$ can always be factorized as $Q_0 = Q_0^*A$ where $Q_0^*$ is stable, and that $(1 - Q_0P)$ can be factorized in a similar manner.

4.4 Pedagogical merits

The concepts introduced above are standard fare in control theory, and we do not pretend that our presentation of the material contains any novel interpretations. In a brief survey of textbooks we have however not found the same way of linking the concepts together.
While we have not had the opportunity of trying this procedure in teaching, we would like to highlight what we think are the pedagogical strengths:

a) We believe that exposing students to the idea of the IMP early, and stressing its generality, can aid them in developing a solid understanding of the close connection between modelling, estimation and control. The core of the IMP is quite intuitive, and so the cost of including it in a course should be relatively low compared to the potential benefit.

b) Introducing the DOB structure alongside IMC can be a good opportunity to illustrate how block diagram manipulations reveal different interpretations of the same controller. It also illustrates how control can be regarded as estimation and compensation of disturbances.

c) When treating the YKP, it might be beneficial for student understanding to minimize the differences between the block diagrams used to illustrate the stable and the unstable case respectively. In this regard Figure 4.9 and Figure 4.12 could be advantageous compared to using Figure 4.2 together with e.g. Figure 4.13 or Figure 4.14.

d) Introducing factorization as a natural tool in the SISO case will likely facilitate an eventual transition to the use of coprime (transfer) matrix factorization for the MIMO case.

\[\text{Figure 4.13: Åström and Murray [2008] uses a similar block-diagram to illustrate the general YKP. The transfer functions } G_0 \text{ and } F_0^{-1} \text{ are obtained from a coprime factorization of a stabilizing controller. } C \text{ is a polynomial with roots in the LHP.}\]

\[\text{Figure 4.13: Åström and Murray [2008] uses a similar block-diagram to illustrate the general YKP. The transfer functions } G_0 \text{ and } F_0^{-1} \text{ are obtained from a coprime factorization of a stabilizing controller. } C \text{ is a polynomial with roots in the LHP.}\]

4.5 Possible extensions

Finally we would like to note some illustrative examples that could, depending on the type of course, fit well together with the proposed procedure.
Figure 4.14: Goodwin et al. [2001] illustrates the general YKP using this structure. The polynomials $K$ and $L$ constitute a polynomial factorization of a stabilizing controller, and the roots of the polynomial $E$ is part of the closed-loop poles. Note that $E$ can be eliminated from the block-diagram.

4.5.1 Derive the PID controller from DOB

Using the DOB structure in Figure 4.2 with a second order model,

$$\hat{P} = \frac{1}{s^2 + as + b}, \quad (4.7)$$

and a first order low-pass filter,

$$H = \frac{1}{1 + sT}, \quad (4.8)$$

it is straightforward to derive the equivalent error feedback controller,

$$C = \frac{s^2 + as + b}{sT} = \frac{s}{T} + \frac{a}{T} + \frac{b}{Ts} \pm K_p(1 + \frac{1}{Ts} + T_d s), \quad (4.9)$$

from the structure in Figure 4.15. The result is a PID controller where the gain $K_p$ is inversely proportional to the time constant $T$ of the filter $H$.

This example can serve as a good opportunity to elaborate on the fact that a simple model can often be enough to achieve acceptable control performance, and that this is one reason for the prevalence of PID control.

In the same spirit one can also mention that a first order low-pass filter is often a good place to start when investigating a signal processing problem.\(^3\)

4.5.2 Discuss cascade control

The notion that IMC and DOB contain estimations of output/input disturbances can be taken further by noting that every factorization $N$ and $M^{-1}$ of the system corresponds to viewing the system as composed of two subsystems in series, and

\(^3\)To quote Glad and Ljung [2000]: The basic principle, as in all engineering work, is 'to try simple things first'.
to interpreting the signal $v$ in Figure 4.8 as the estimate of a disturbance entering between these two subsystems.

If the system is indeed composed of two physical subsystems in series, and we have access to a measurement of the intermediate signal, the IMC/DOB framework can easily incorporate this measurement, giving rise to a cascaded IMC control structure, as illustrated in Figure 4.16. Further discussions of IMC in cascade structures can be found in Semino and Brambilla [1996], however with a focus on parallel structures. Cesca and Marchetti [2005] examines tuning of series cascade IMC. A remark about series cascade IMC can also be found in the process control textbook Bequette [2003] (section 10.5).

### 4.5.3 Relate feedforward and IMC

While traditional discussions of feedback control might not emphasize the need for models, discussions of feedforward control naturally concerns models and their inversion, and are therefore a good opportunity to also talk about internal model control.

A common scheme for feedforward, illustrated at the top of Figure 4.17, is to use a plant model $P$ to predict the effect of the feedforward signal, and use this as a reference for the feedback controller. This idea is closely related to the ideas behind IMC, and that relation can be nicely demonstrated using the block diagram manipulations illustrated in Figure 4.17.
Figure 4.17: A traditional feedforward scheme can be transformed into a two degree of freedom IMC scheme by rewriting the feedback controller \( C \) in its IMC form and performing some block diagram manipulation. Since \( F \) is often chosen to approximate \( \hat{P}^{-1} \) well, at least over the pass band of \( C \), it is common to see the block \( F\hat{P} \) replaced by unity in the topmost diagram.
Case study: Tool position estimation using inertial measurements

This chapter is a slightly revised version of the paper Hedberg et al. [2017], which was presented at the 20th IFAC World Congress. It compares two filtering approaches for using inertial measurements to improve on purely kinematic position estimates.

5.1 Introduction

Industrial robot tool position control relies heavily on model-based feedforward, with a feedback loop based on motor angle measurements. When models are not accurate enough additional measurements can be used to improve the accuracy of the tool position estimate. One possibility is to use inertial measurements, i.e. acceleration and angular velocity, of the tool. This work experimentally investigates how an Intertial Measurement Unit (IMU) mounted on the robot tool can improve the estimates obtained from forward kinematics based on motor angles.

Position estimation based on inertial measurements is a well studied problem, and in this light, the contributions of this work are:

- The application to a 6-DOF industrial robot using highly accurate reference sensors, giving a qualitative feel for possible performance.

- Investigating the complementary filter (CF) for this kind of application, finding that it performs similarly to the more well-known Extended Kalman filter (EKF) and analysing the reasons behind this.
5.2 Related work

For a general introduction to IMU-based estimation see for example Hol [2011]. In the area of industrial robots, similar work has been carried out by Olofsson et al. [2016] and Chen and Tomizuka [2014]. The former is similar to the present work in scope; an EKF was compared to a Particle filter (PF) instead of a CF. In the latter, a flexible-joint model of the robot is used, and joint-angles are estimated using individual KF:s.

The idea behind the CF was first introduced in a patent, Wirkler [1951], and the name was, to the authors’ best knowledge, introduced in Anderson and Fritze [1953]. The method has been well studied in the context of IMU-based estimation, especially attitude estimation. An introduction to the CF in that context is given in Jensen et al. [2013]. For an illuminating discussion of the relation between complementary filtering and Kalman filtering see Brown [1972], also in the context of inertial navigation. Regarding robotics there are examples of CF applications in Roan et al. [2012], where it was applied to joint angle estimation on a humanoid robot, and Axehill et al. [2014], where it was applied to a parallel kinematic robot.

5.3 System overview

The experimental setup used in this work consists of an industrial robot with motor angle measurements, an IMU mounted on the robot tool and a high-precision tracking system for reference measurements. A more detailed presentation of the setup is given by Norén [2014].

5.3.1 Industrial robot

The industrial robot used in the experiments is an IRB4600, shown in Figure 5.1. The robot is rated for a 45 kg payload, weighs around 420 kg and is roughly 2.4 meters in upright position, see ABB [2016] for details.
The robot is modelled using kinematics only, dynamic effects like friction or flexibilities are not modelled.

5.3.2 Inertial measurement unit

The sensor for measuring acceleration and angular velocity is a STIM300 IMU, which can be considered a high-end IMU, see Sensonor AS [2016] for specifications. In Figure 5.1 the sensor is shown mounted on the robot. To be able to use the sensor measurements and relate the measured acceleration and angular velocity to the robot motion it is necessary to estimate the position and orientation of the sensor relative to the robot. The first step is to compute the internal parameters of the sensor, scaling and offset, and the orientation of the sensor with respect to the robot. In the second step the position of the sensor is estimated by moving the robot. For details see Norén [2014].

5.3.3 Sensor for evaluation purposes

An LTD840 laser tracker system from Leica Geosystems was used to obtain accurate position measurements for use as a reference. The system has an accuracy on the order of 0.1 mm in the conditions under consideration, see Leica Geosystems [2016], and measurements are provided at 1 kHz sample rate. A limitation of this system is that it does not provide orientation measurements.

5.4 Estimation methods

5.4.1 Complementary filter

Complementary filtering is a way of approaching the problem of fusing measurements/estimates with different noise characteristics.

The idea of the CF is that in the absence of measurement noise the filter should be a perfect estimator. That is, there should be no dynamics between the true signal and the estimate, as those dynamics would distort the estimate even with perfect measurements. This is referred to as the complementary constraint. Other terms found in literature are distortionless filtering and exact dynamic filtering, see Brown and Hwang [1997]. It can also be viewed as a min-max approach, see Brown [1972].

In the case where nothing is known about the statistical properties of the true signal, i.e. the process noise completely dominates the measurement noise, any optimal estimate will satisfy the complementary constraint.

As such, a complementary filter is equivalent, as is any linear filter, to a Kalman filter derived under certain assumptions on the system. The principle behind the complementary filter is essentially the same as behind the so called error-state or indirect Kalman filter, see Brown [1972] and Maybeck [1979].
Having, by the choice of complementary filtering, assumed that the underlying signal is unpredictable the only remaining design parameters are the assumptions on the relative spectral power densities of the measurement noise signals.

Let \( \hat{p}_{FK} \) be the forward kinematics position estimate and \( \hat{p}_{IMU} \) the position estimate obtained from integrating the IMU signals:

\[
\begin{align*}
\hat{p}_{FK} &= p + v \\
\hat{p}_{IMU} &= p + w
\end{align*}
\]

Here \( p \) is the true position and \( v \) and \( w \) are noise terms representing the errors in the estimates. Then, in order to satisfy the complementary constraint, the final estimate has to be of the following form, given in transfer function notation:

\[
\hat{P}(s) = G(s)\hat{P}_{FK}(s) + (1 - G(s))\hat{P}_{IMU}(s) = P(s) + G(s)V(s) + (1 - G(s))W(s)
\]

Thus we see in equation (5.2) that the filter \( G(s) \) only affects the error terms, and we want to choose \( G \) so as to minimize the contribution of the error terms \( V(s) \) and \( W(s) \) to \( \hat{P}(s) \).

When the noise terms have a low- and high-frequency character respectively, the tuning process reduces to choosing a cut-off frequency for the filter \( G(s) \) and an appropriate roll-off. Here, the low-frequency information is in the forward kinematics as that estimate has no temporal drift, but fails to account for dynamic effects such as link flexibility and friction. The IMU-measurements on the other hand have a low-frequency bias drift, but captures rapid changes well.

Implementation and tuning of the complementary filter was done manually in a matter of hours, and resulted in choosing \( G(s) \) as a second-order low-pass filter with a cut-off frequency of slightly less than 30 Hz.

The estimated states were tool position in world coordinate frame and tool orientation as a quaternion. The filtering was performed in two steps, first the orientation estimate was updated and this update was then used to align the acceleration measurements with the world coordinate frame before integrating and updating the position estimate.

For simplicity, the same filter was used for all estimated states. A natural extension would be to tune different filters for the position and orientation estimates.

### 5.4.2 Extended Kalman filter

The Kalman filter (KF) and its extension to non-linear systems in the form of the Extended Kalman filter (EKF) are well-known methods, see for example Gustafsson [2012] for details.
The Kalman filter is an optimal solution to the linear filtering problem with Gaussian noise, in the sense that its estimates are unbiased with minimum variance. The Kalman filter approach relies on models of the system dynamics and has a large number of design parameters compared to the complementary filter.

In the EKF, the algorithm used is basically the same as in the KF, but the nonlinear equations are linearized around the current state estimate at each timestep. In the non-linear case the optimality of the KF is lost, but given “nice” non-linearities it is reasonable to expect the EKF to perform well.

Here, robot tool position is modelled by a constant acceleration model and tool orientation by a constant angular velocity model. The IMU is further modelled as having a separate bias for each axis and type of signal, giving the states of the EKF as position, velocity and acceleration of the tool in the world reference frame, orientation as a quaternion, angular velocity in the sensor frame and finally sensor biases:

$$x = [p, v, a, q, \omega, b_{acc}, b_{gyr}]$$

Time update equations are straightforward given the constant-acceleration and constant-velocity assumptions, see for example Gustafsson [2012]. The measurement equations can be written, with scaling factors from calibration omitted for simplicity, as:

$$y_p = p + e$$
$$y_q = q + e$$
$$y_{acc} = R_B^I(a + g) + b_{acc} + e$$
$$y_{gyr} = \omega + b_{gyr} + e$$

Where $y_p$ and $y_q$ are the forward kinematic estimates, $y_{acc}$ and $y_{gyr}$ the IMU-measurements, $e$ represents measurement noise, $R_B^I$ a rotation from the world frame to the IMU-frame and $g$ gravity.

The EKF was tuned using a genetic algorithm for global optimization, which was left to run for a total period of several days. This resulted in a model with estimated process noise ten orders of magnitude larger than the estimated measurement noise.

5.5 Trajectories

Two trajectories were used for experimental evaluation. The first, shown in Figure 5.2, followed a benchmark path for industrial robots, part of the ISO 9283:1998 standard. It has previously been presented by Moberg [2010]. For this trajectory, the target tool speed was 200 mm/s.
Figure 5.2: Estimates from the ISO trajectory. The trajectory is chosen to be representative of challenging industrial applications. The starting position is marked with a circle, and the target tool speed was 200 mm/s.
Figure 5.3: Details from the ISO-trajectory. Note that the travelled direction in the right part of the figure is downwards.

Figure 5.4: Estimates from the cube trajectory, using a target tool speed of 80 mm/s and high precision mode, i.e. stopping briefly at each corner.
Table 5.1: Root mean square error for the test trajectories and estimation methods.

| Trajectory | CF  | EKF | FK   |
|------------|-----|-----|------|
| ISO        | 0.95 mm | 0.94 mm | 1.44 mm |
| Cube       | 0.81 mm | 0.93 mm | 0.79 mm |

Figure 5.5: Estimation error during a part of the ISO-trajectory. The two wide peaks after 5 s corresponds to the circle and the rapid succession of peaks corresponds to the series of 90° turns.

The second traced the edges of a cube with edge length of 30 mm, shown in Figure 5.4, where the target speed was 80 mm/s with brief stops in the corners.

In both trajectories the tool orientation was kept constant, as the laser tracking system requires line of sight and cannot measure orientation.

5.6 Experimental results

The performance of the estimation methods for the two test trajectories is summarized in Table 5.1, were it can be seen that the CF and the EKF provide similar results in terms of root mean square error, with the CF performing slightly better on the slower of the two trajectories.

The estimates are visualized in Figure 5.2 and Figure 5.4. A close-up of some interesting features from the ISO trajectory is shown in Figure 5.3.

Characteristic parts of the time-error plots for the two trajectories are shown in Figure 5.5 and Figure 5.6 respectively.
5.7 Discussion

The difference in performance for the forward kinematics estimate, as shown in Table 5.1, between the two trajectories is notable. This is probably due to lower accelerations in the cube trajectory, as the forward kinematics does not capture the dynamic properties excited by acceleration, such as flexibilities in links and gearboxes. This can be supported by comparing the time-error plots and the trajectories, where a clear connection is seen between acceleration and forward kinematics error. E.g. the circle and the rapid succession of 90°-turns in the ISO trajectory can clearly be seen as error peaks for the forward kinematics in Figure 5.5.

The CF and the EKF estimates, using measurements of the acceleration, are not sensitive in the same way. It is, however, clear that several sections can be found where the forward kinematics outperforms both filtering approaches, also in the ISO trajectory, showing how IMU measurement noise is limiting the accuracy of the position estimates.

That the two filtering approaches perform similarly is not surprising given the large ratio between process and measurement noise that the EKF tuning resulted in, as such a ratio is essentially another way of stating the assumptions behind complementary filtering.

In retrospect it is also not surprising that these trajectories, containing parts with quite different characteristics, are not well described by a constant-acceleration model with stationary Gaussian process noise.

As the tool orientation could not be measured, it was kept constant during both trajectories, and nothing conclusive can be said regarding the accuracy of the

---

**Figure 5.6**: Estimation error during part of the cube trajectory, clearly showing the corners as the regions of a low error due to lower speed followed by a larger error due to change in direction.
orientation estimates. However, since the orientation estimate is crucial for converting acceleration measurements from the sensor coordinate frame to the world coordinate frame, poor orientation estimates would most likely have had a large negative impact on the position estimates.

5.8 Conclusions

By combining the motor angular measurements of an industrial robot with measurements from an IMU mounted on the robot tool, better estimates of the tool position can be achieved compared to using only direct kinematics from motor angle measurements. The forward kinematics estimates deteriorate in parts of the trajectory containing large accelerations, and this is where the filtering approaches offer an improvement.

Between the complementary filter and the extended Kalman filter there was no major difference in performance, the CF performed slightly better during the slower trajectory. This, as well as the large process noise obtained when tuning the EKF, suggests that the statistical properties of the tracked signal are not well described by the chosen motion models and the Gaussian distributions available in the Kalman filtering framework.

When this is the case, using a CF might yield results comparable those of an EKF, while having both a less complex tuning process and lower computational complexity.
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This chapter is a slightly revised version of the paper by Hedberg et al. [2018], which was presented at the 12th IFAC Symposium on Robot Control. It compares two control schemes which are based on two different types of linearization, and introduces a method for doing so in a fair way.

6.1 Introduction

A common scheme for control of industrial manipulators is model-based feed-forward combined with decentralized PID control of the motor angles. This scheme is relatively simple compared to the many well-known methods for centralized control design offered in literature, but so far the potential benefits of using more complex controllers has not been convincing enough for widespread industrial adoption.

6.1.1 Motivation

Motor angles are often the only measurements available for feedback in industrial robots, mainly due to the cost of adding other types of sensors. This has limited the attractiveness of methods that require additional measurements like arm angles or torque.

However, advances in technology and a constant demand for increased performance makes the use of additional sensors an increasingly viable option. As full-state feedback becomes more interesting for industrial applications so does the question of which full-state feedback design method is best suited for use in practice. To answer this question analysis, simulations and real-world experiments are needed.
The importance of feed-forward to achieve good tracking in robotic manipulators is well established. Therefore, disturbance rejection performance becomes the most important property when comparing different feedback controllers.

When comparing control methods, it is important that the comparison reflects the properties of the respective methods and not the way they were tuned. To that purpose, we introduce a way of choosing an LQ controller for a feedback linearized system such that the LQ loss function is equivalent, at a chosen operating point, to that of an LQ controller designed for a Jacobian linearization in the same operating point.

### 6.1.2 Related work

An overview of control methods for flexible joint robots, including feedback linearization, is provided in the survey paper by Spong [1990]. In a more recent survey by Ozgoli and Taghirad [2006], the authors comment that although there has been many theoretical results published since Spong [1990], adoption of these methods in practice is still scarce.

The benchmark model used in this chapter is introduced in Moberg et al. [2008]. Another benchmark problem for control of flexible joint manipulators is introduced in Hoffmann et al. [2013], together with a controller derived using a linear parameter-varying (LPV) framework. The dissertation by Saupe [2013] is an excellent investigation of LPV control applied to industrial manipulators.

In a recent work Kim and Croft [2017] introduce a control method based on singular perturbation theory and compare it to feedback linearization in experiments on an industrial manipulator. The authors also make the observation that experimental results on feedback linearization are rarely reported in literature.

Brogliato et al. [1995] compares several non-linear control schemes for flexible joint manipulators, but do not include feedback linearization, and analyses them in a common theoretical framework to show structural similarities.

### 6.1.3 Contributions

Feedback linearization for flexible joint robots has been studied extensively from a theoretical point of view in the past, but there are to the authors’ best knowledge not many studies comparing it to other control methods in an industrially relevant control problem. This chapter

- introduces a method of designing LQ controllers for Feedback linearization and Jacobian linearization to obtain similar performance in an operating point, and
- compares the two controller types using an industrially relevant benchmark model.
6.1.4 Outline
The benchmark model used for evaluation is introduced in Section 6.2. The control design methods are described in Section 6.3 and Section 6.4 introduces the evaluation methodology. Thereafter the results are presented in Section 6.5 and discussed in Section 6.6.

6.2 Simulation model

The simulation model used in this chapter was first introduced in a benchmark problem by Moberg et al. [2008], and has been experimentally verified to well represent the challenge of controlling a typical industrial robotic manipulator. In the benchmark problem, the task is to design a controller with robust performance using only motor angle feedback. Here, we instead study controllers with full state feedback, which are expected to outperform methods that only use actuator positions.

The benchmark model is a two-link flexible joint manipulator, illustrated in Figure 6.1, and described by the equations

\[
M_1(q_a)\ddot{q}_a + C(q_a, \dot{q}_a) + G(q_a) + D\dot{q} + \tau(q_a, q_m) = 0
\]

\[
M_2\ddot{q}_m - N^{-1}\tau(q_a, q_m) + f_{f_{\text{ric}}}(q_m) = u
\]

where \( q \) denotes angle, \( a \) arm, and \( m \) motor. The model features several realistic properties such as

- non-linear motor friction \( f_{f_{\text{ric}}} \),
- non-linear spring stiffness \( \tau \),
- time delays,
- quantization, and
- measurement noise.

![Figure 6.1: Illustration of the robot model at arm configuration \( q_{a1}, q_{a2} = 0 \), referred to as operating point 10 in the experimental evaluation. The tool center point (TCP) and link weights are also given.](image-url)
The control input $u$ represents motor torques, and is limited by $|u_1| \leq 35 \text{ Nm}$, $|u_2| \leq 20 \text{ Nm}$. The disturbances acting on the system are summarized in Table 6.1.

| Type         | Description                        |
|--------------|------------------------------------|
| Motor torques| Frequency sweep from 15 to 0 Hz, 1 Nm. |
| TCP force    | 0.5 s pulse of 500 N, varying direction. |

In order to study full-state feedback the model introduced by Moberg et al. [2008] has been extended with measurements of motor velocity as well as arm-side angle and velocity.

### 6.3 Control Design

#### 6.3.1 Model for control design

While it is possible to do Feedback linearization for more complex flexible-joint models, see De Luca [1988], we use a simplified model where linear damping and the motor friction are neglected. This gives the model equations

$$\begin{align*}
\dot{q}_a &= -M_1^{-1}(q_a)(C(q_a, \dot{q}_a) + G(q_a) + \tau(q_a, q_m)) \\
\dot{q}_m &= M_2^{-1}(N^{-1}r(q_a, q_m) + u).
\end{align*}$$

(6.1)

The above simplifications are reasonable as the neglected terms contribute with damping, and the approximation will thus be conservative in the sense that the real system is better damped, see Khalil [2002]. Introduce the notation

$$P : \dot{x} = f(x) + Bu, \quad x = \begin{bmatrix} q_a^T & \dot{q}_a^T & q_m^T & \dot{q}_m^T \end{bmatrix}^T$$

(6.2)

for the plant used for control design and its states.

**Assumption 6.1.** Furthermore, assume that $f(x)$ includes gravity compensation such that all stationary joint configurations $q_a$ are equilibrium points for the system $P$.

#### 6.3.2 LQ Control

Linear Quadratic (LQ) control is a well-known method for control of linear systems, and is briefly introduced below. See e.g. Franklin et al. [2002] for further details. Given a controllable linear system and a quadratic loss function

$$V(x, u) = \begin{bmatrix} x^T & u \end{bmatrix} \begin{bmatrix} Q & N/2 \\ N/2 & R \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix}$$

(6.3)
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a state feedback \( u = -Lx \) can always be found such that

\[
\int_{0}^{\infty} V(x, u) \, dt
\]

is minimized, given that the penalty matrices \( Q, R, \) and \( N \) are chosen to ensure that the loss function (6.3) is positive semi-definite. The cross term matrix \( N \) is seldom used in practice, as it is often hard to interpret intuitively.

6.3.3 Jacobian Linearization

In order to apply LQ design to the non-linear plant \( P \), it is approximated by a linear plant \( P_0 \). The approximation will be good in some neighbourhood of the equilibrium point \( x_0 \), and the linear system can be written

\[
P_0 : \dot{x} = f'(x_0)x + Bu, \quad x_0 = x - x_0
\]

where \( f'(x_0) \) is the Jacobian matrix of \( f \) evaluated at \( x_0 \). This is one of the most fundamental methods of designing controllers for non-linear plants.

Now, introduce the following loss function

\[
V_\delta = x^T_\delta Qx_\delta + u^T Ru
\]

which will be used in designing an LQ controller

\[
K_\delta : u = -L_\delta x_\delta
\]

for the plant model \( P_0 \).

\textbf{Assumption 6.2.} Restrict the choice of \( Q \) to only penalize the states \( q^T_a \) and \( \dot{q}^T_a \). This simplifies derivations and is reasonable from an application viewpoint, as end-effector movement depends directly on the arm angles.

6.3.4 Feedback Linearization

Some classes of non-linear systems can be turned into a linear system, without approximation, by a non-linear state transform and feedback. This is called Feedback linearization or sometimes Exact linearization (e.g. Kreutz [1989]) and can be found in standard textbooks on non-linear control such as Khalil [2002]. Even when it is not possible to render a system exactly linear, feedback may still render it linear enough that linear control methods can be applied successfully.

For example, terms that have a damping effect, like friction, can often be left out of the linearizing feedback with good results, as described by e.g. Slotine and Li [1991].

The state transform for feedback linearization of \( P \) and the resulting states can be written

\[
y = T(x), \quad y = \begin{bmatrix} q^T_a & \dot{q}^T_a & q^{(3)T}_a & \dot{q}^{(3)T}_a \end{bmatrix}^T
\]
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and can be derived by calculating the higher derivatives of $q_a$, preferably with a computer algebra system. The non-linear feedback

$$u = \alpha(x) + \beta(x)v,$$

(6.9)

where $v$ is an artificial input, can then be derived by solving $q_a^{(4)}(x, u) = v$ for $u$. Using this feedback gives the closed loop

$$P_f: \dot{x} = f(x) + B(\alpha(x) + \beta(x)v),$$

(6.10)

which is a linear system in the $y$-coordinates

$$P_f: \dot{y} = A_f y + B_f v.$$  

(6.11)

Note that while $P_\delta$ is a linear approximation of $P$, the feedback linearized system $P_f$ is a linear plant with different dynamics. Also note that the arm angles and arm angular velocity states $q_a, \dot{q}_a$ are unchanged under the transformation,

$$x = \begin{bmatrix} q_a^T & \dot{q}_a^T & \ast \end{bmatrix}^T \implies T(x) = \begin{bmatrix} q_a^T & \dot{q}_a^T & \ast \end{bmatrix}^T.$$  

(6.12)

The linear plant (6.11) can now be controlled using any control method for linear systems.

However, due to the non-linear transformation, penalizing the magnitude of the artificial control inputs $v$ does not translate directly to a penalty on the real control signals $u$. This is one of the challenges of using feedback linearization in practice.

### 6.3.5 Equivalent LQ Design

Let the deviation of $y$ from a desired equilibrium point $y_0 = T(x_0)$ be denoted $y_\delta$, and introduce the LQ controller

$$K_f: v = -L_f y_\delta$$

(6.13)

for use with the linearizing feedback (6.9). Use the feedback linearization variables $y_\delta$ and $v$ to write the corresponding loss function as

$$V_f(y_\delta, v) = y_\delta^T Q_f y_\delta + v^T R_f v + y_\delta^T N_f v.$$  

(6.14)

Our interest now lies in choosing $V_f$ so that the closed loop with $K_f$ has equivalent performance to that of $K_\delta$ at the operating point $x_0$. To that end, consider that the loss function $V_\delta$, given in (6.6), dictates the behaviour of the closed loop under $K_\delta$.

**Proposition 6.3.** The quadratic function $V_f$ can be chosen to equal the second order Taylor expansion of $V_\delta$ at $x_0$.

**Proof:** Consider the Taylor expansion of the feedback law (6.9) at the equilibrium
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point $x_0$ given by

$$u = a(x) + \beta(x)v = a'(x_0)x_\delta + \beta(x_0)v + O(\|x_\delta\|^2) \quad (6.15)$$

where the $O$ term uses the fact that

$$v = -L_y y_\delta = -L_y T'_x(x_0)x_\delta + O(\|x_\delta\|^2). \quad (6.16)$$

Substitute (6.15) into $V_\delta$ given by (6.6) to obtain

$$V_\delta = x^T_\delta (Q + \tilde{Q})x_\delta + v^T \tilde{R}v + x^T_\delta \tilde{N}v + O(\|x_\delta\|^3), \quad (6.17)$$

where

$$\tilde{Q} = a'(x_0)^T R a'(x_0), \quad \tilde{R} = \beta(x_0)^T R \beta(x_0), \quad \tilde{N} = 2a'(x_0)^T R \beta(x_0). \quad (6.18)$$

From (6.8) and Assumption 6.2 in Section 6.3.3 that $Q$ only penalizes the states $q^{\top}_d$ and $\dot{q}^{\top}_d$ we have

$$x^T_\delta Qx_\delta = y^T_\delta Qy_\delta. \quad (6.19)$$

For notational brevity introduce

$$H = (T'_x(x_0))^{-1} \Rightarrow x_\delta = H y_\delta + O(\|x_\delta\|^2) \quad (6.20)$$

and substitute both (6.19) and (6.20) into (6.17) to obtain

$$V_\delta = y^T_\delta (Q + H^T \tilde{Q}H)y_\delta + v^T \tilde{R}v + y^T_\delta H^T \tilde{N}v + O(\|x_\delta\|^3) \quad (6.21)$$

Now, by comparing (6.21) with (6.14) it is clear that by using the weight matrices

$$Q_F = Q + H^T \tilde{Q}H, \quad R_F = \tilde{R}, \quad N_F = H^T \tilde{N}, \quad (6.22)$$

the loss function $V_F$ becomes a second order approximation of $V_\delta$ around the equilibrium point $x_0$. □

Using the above choice of weight matrices, the controller $K_F$ can be expected to result in the same behaviour as $K_\delta$ for small deviations from $x_0$, since the behaviour of an LQ controller is entirely dictated by the choice of loss function $V$, and the difference between the loss functions $V_F$ and $V_\delta$ vanishes at $x_0$.

This approximative equivalence is of course only valid around the chosen equilibrium point, and deriving analytically what it means in terms of real world performance is difficult. Therefore we propose a simulated experimental evaluation.

6.3.6 Simplification of Equivalent LQ Design

One benefit of the method proposed in Section 6.3.5 is that it penalizes $v$ in such a way as to avoid large control inputs $u$, thus solving one of the challenges of
using feedback linearization. This benefit can also be obtained with the simpler choice

\[ Q_F = Q, \quad R_F = R, \quad N_F = 0, \quad (6.23) \]

which disregards the contribution of \( \alpha(x) \) to \( u \) in (6.9), and thus simplifies calculations considerably.

In practice, the choice (6.23) was found to improve results compared to the choice (6.22), especially for large disturbances, and is therefore used in the following experimental evaluation.

### 6.4 Experimental evaluation

#### 6.4.1 Implementation and simulation

The non-linear transform \( T(x) \) and related expressions \( \alpha(x), \beta(x) \) and \( H(x_0) \) were derived from the state equations (6.1) using computer algebra software. This process also generated functions for use in the simulation. The Jacobian matrices used in \( P_0 \) were obtained in the same manner.

Moberg et al. [2008] provides the benchmark models as a robot model written in C and a control system designed in Simulink. This was extended with additional measurements and measurement noise.

#### 6.4.2 Controller tuning

The weight matrices \( Q \) and \( R \) defining the loss function were chosen to be diagonal, and suitable values were found through an extensive grid search over weight matrices at different working points and noise levels.

Based on the grid search, two tunings, referred to as the high gain tuning (HG) and the low gain tuning (LG), were selected for further analysis.

#### 6.4.3 Operating points

The system was evaluated at 18 different operating points, corresponding to the arm angles

\[ \hat{q}_a^n = \begin{bmatrix} 0 \\ -100^\circ + n \cdot 10^\circ \end{bmatrix}, \quad n = 1...18. \quad (6.24) \]

Note that in the coordinate system of the benchmark model, \( \hat{q}_{a1} = 0 \) signifies the first link is standing upright, and \( \hat{q}_{a2} = 0 \) that the second link is rotated 90° with respect to the first link, as illustrated in Figure (6.1).

#### 6.4.4 Performance measure

The benchmark problem introduced in Moberg et al. [2008] includes a performance measure chosen to describe desirable performance for an industrial ma-
The performance measure obtained in different working points. Lower is better. Especially for the high gain tuning, the two controller schemes have similar performance.

nipulator. The measure is a weighted sum of the maximum value of

- motor torque due to measurement noise,
- overall motor torque,
- tool position error due to external force disturbance,
- settling time after force disturbance, and
- tool position error due to motor disturbance.

All features are normalized with respect to a target performance. The tool position errors and the settling time together make up 90% of the performance measure.

6.5 Results

The performance measure obtained from simulations in the different working points is illustrated in Figure 6.2.

Representative examples of system responses to motor disturbances and external force disturbances are shown in Figure 6.3 and 6.4 respectively.

6.6 Discussion

6.6.1 Similarity

Tuning LQ controllers for Feedback linearization and Jacobian linearization respectively, the proposed method seems to give similar behaviour. Both in the sense that the two controller types achieve similar performance measures, as shown in Figure 6.2. But also in the sense that the system response to disturbances is strikingly similar in many cases, as illustrated by Figures 6.3 and 6.4.
Figure 6.3: Tool centre point (TCP) position error due to motor torque chirp disturbance, using the high-gain configuration of the controllers. The two controller schemes show clear similarities.
From the system responses it is also clear that the two controller schemes result in closed loop systems with similar performance.

The similarity is stronger when using higher gains, which can be expected as a more aggressive controller will keep the system closer to the operating point used for controller design. By the same reasoning, it is not surprising that the similarity is lower in the operating points close to the singular arm configuration $q_{a1} = 0$, $q_{a2} = -90$, where disturbance rejection is more challenging.

### 6.6.2 Impact of non-linear spring

Due to the non-linear spring stiffness, a Jacobian linearization around an equilibrium point will in most cases underestimate the spring stiffness and therefore result in a larger feedback gain. This effect can be seen in the end-effector error due to the external force disturbance, where the Jacobian linearization consistently outperforms the Feedback linearization as exemplified in Figure 6.4. The slight overall performance advantage of the Jacobian linearization could also be
considerations for control designers

From an engineering point of view, the Jacobian linearization scheme is significantly less demanding, both in implementation and in computational resources. The small differences in performance between the two schemes therefore suggest that for centralized disturbance rejection during trajectory tracking, a gain scheduling scheme based on Jacobian linearization might be a more efficient use of computational resources, which are in general a limiting factor on robot controllers.

The experimental evaluation also showed that quantization of arm-side measurements is a concern at the level of accuracy required in industrial manipulators. A 16-bit quantization of arm angles can give TCP errors on the order of 0.1 mm in the present model. This problem is less pronounced for motor side measurements, since the gear ratio of \( n = 200 \) means motor measurements translated to arm side gain \( \log_2(n) \approx 7.6 \) bits of resolution.

6.7 Conclusions

Feedback linearization was compared to Jacobian linearization for disturbance rejection using an LQ controller. To that end, a method for equivalent controller tuning was introduced. Experiments on an industrially relevant benchmark model did not show any clear benefits of using Feedback linearization over Jacobian linearization.

Further studies are needed to compare the robustness properties of the two control schemes. Robustness to model errors is important, but to use full state feedback in practice, robustness to imperfect state estimates is crucial.
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