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ABSTRACT. We study the Integrated Density of States of one-dimensional random operators acting on $\ell^2(\mathbb{Z})$ of the form $T + V_\omega$ where $T$ is a Laurent (also called bi-infinite Toeplitz) matrix and $V_\omega$ is an Anderson potential generated by i.i.d. random variables. We assume that the operator $T$ is associated to a bounded, Hölder-continuous symbol $f$, that attains its minimum at a finite number of points. We allow for $f$ to attain its minima algebraically. The resulting operator $T$ is long-range with weak (algebraic) off-diagonal decay. We prove that this operator exhibits Lifshitz tails at the lower edge of the spectrum with an exponent given by the Integrated Density of States of $T$ at the lower spectral edge. The proof relies on generalizations of Dirichlet-Neumann bracketing to the long-range setting and a generalization of Temple’s inequality to degenerate ground state energies.

1. Introduction

Recently, fractional Anderson operators of the form $H_{\omega,\alpha} = (-\Delta)^{\alpha/2} + V_\omega$, with $\alpha \in (0,2]$ and $V_\omega$ an Anderson potential generated by i.i.d. random variables, have been studied in both the discrete setting $\ell^2(\mathbb{Z}^d)$ and continuous setting $L^2(\mathbb{R}^d)$, with $d \geq 1$. They have attracted interest for their connections to anomalous diffusion [CRSTV18, Gar19, MCRNN17, RMCNN18], the appearance of an asymptotic behavior for the Integrated Density of States known as fractional Lifshitz tails [KPP19a, KPP19b, GRM20] and for exhibiting weaker localization properties compared to the standard Anderson model in $d = 1$ [PKL+19].

In [GRM20] we studied the Integrated Density of states (IDS) $N$ of the fractional Anderson model $H_{\omega,\alpha}$ in the discrete setting, showing fractional Lifshitz tails at the bottom of the spectrum. Compared to the behavior of the IDS for the Anderson model $H_{\omega,2} = -\Delta + V_\omega$ at the bottom of the spectrum

$$N(E) \sim e^{-E^{-\frac{d}{2}}}, \quad E \searrow 0,$$

(1.1)
called Lifshitz tails, the IDS of the fractional Anderson model $H_{\omega,\alpha}$, $\alpha \in (0,2]$ exhibits the behavior

$$N(E) \sim e^{-E^{-\frac{d}{2}}}, \quad E \searrow 0,$$

(1.2)
called fractional Lifshitz tails where $\sim$ denotes double logarithmic asymptotics, see (2.15). The factors $d/2$ and $d/\alpha$, respectively, are called Lifshitz exponents. In [GRM20], our proof was based on the operator monotonicity of the map $x \mapsto x^s$, $s \in [0,1]$ and the standard Dirichlet-Neumann bracketing available for finite-volume restrictions of the discrete Laplacian. This result is in agreement with results obtained recently in the continuous setting using probabilistic arguments that are not directly applicable in the discrete setting [KPP19a].

In this note we consider a more general framework than in [GRM20] by studying random diagonal perturbations of Laurent matrices (also called bi-infinite Toeplitz matrices) associated to a symbol $f \in L^\infty([−\pi,\pi])$ satisfying suitable regularity conditions. In our setting we consider operators of the form $H_\omega = T_f + V_\omega$ where $T_f$ is a long-range operator and $V_\omega$ is an Anderson potential generated by i.i.d. random variables. The off-diagonal decay of $T_f$ can be weak, as long as it is summable. The symbol $f$ associated to $T_f$ can have a finite number of minima, as long as the minima are attained algebraically. We show that in this case, the IDS $N$ of the operator $H_\omega$ exhibits Lifshitz tails behavior at the bottom of the spectrum with a Lifshitz exponent given by the behavior of the IDS of the free operator $T_f$,

$$N(E) \sim e^{-\frac{1}{T_f(E)}, \quad E < \inf f,$$

where $I_f$ is the IDS of the Laurent operator $T_f$ given by

$$I_f(E) = \frac{1}{2\pi} |\{k \in [-\pi,\pi] : f(k) \leq E\}|$$

and $|\cdot|$ denotes Lebesgue measure.

Our proof is based on a novel Dirichlet-Neumann bracketing obtained recently in [G20] for suitably defined finite-volume restriction of banded Toeplitz matrices, on a generalization of Temple’s inequality to degenerate ground state energies, and on the operator monotonicity of the map $x \mapsto x^s$, $s \in [0,1]$, generalizing the approach of [GRM20]. In the case of Toeplitz matrices with exponentially decaying off-diagonal terms perturbed by an Anderson potential, it was shown in [Kl98] using periodic approximations of the IDS, that the latter exhibits exhibits Lifshitz tails of the form (1.3). Our novel approach allows us to recover the results from [Kl98] and treat more general cases, as the case where $T_f$ is the fractional Laplacian, and more general functions of the discrete negative Laplacian.

The article is organized as follows: in the next section we introduce the model and state the main result on Lifshitz tails for a random perturbation of a Laurent matrix. In Section 3 we show upper and lower bounds on the symbol $f$ associated to the Toeplitz matrix which we are interested in. In Section 4 we recall some results from [G20] on the Dirichlet-Neumann bracketing for banded Toeplitz matrix and show that we can bound the IDS of our model above and below by the IDS of an auxiliary model consisting of banded Toeplitz matrices perturbed by an Anderson potential. In Sections 5 and 6 we give the proofs of upper and lower bounds on the IDS of the auxiliary model and finally in Section 7 we bring all together to give a proof of Lifshitz tails for our model.
2. Model and main result

We start this section by introducing the free operator that will later be perturbed by a random potential.

Let $\mathbb{T} = \mathbb{R}/2\pi\mathbb{Z}$ be the one-dimensional torus and consider a function $f \in L^\infty(\mathbb{T})$. We are interested in the Laurent (also called bi-infinite Toeplitz) operator $T_f$ associated to $f$ on $\ell^2(\mathbb{Z})$. $T_f$ is defined, for $x \in \ell^2(\mathbb{Z})$, by

$$ (T_f x)_n = \sum_{m \in \mathbb{Z}} a_{m-n} x_m, \quad (2.1) $$

where the sequence $(a_n)_{n \in \mathbb{Z}}$ consists of the Fourier coefficients of the function $f$, that is,

$$ a_n = \frac{1}{2\pi} \int_{-\pi}^\pi dk f(k) e^{-ink}. \quad (2.2) $$

The function $f$ is called the symbol of the operator $T_f$.

Note, moreover, that $T_f$ is unitarily equivalent to the operator $M_f$ given by multiplication by $f$ on $L^2(\mathbb{T})$. More precisely, $T_f$ is diagonalized by the discrete Fourier transform $\mathcal{F} : \ell^2(\mathbb{Z}) \to L^2(\mathbb{T})$ given by $(\mathcal{F} u)(k) = \frac{1}{\sqrt{2\pi}} \sum_{n \in \mathbb{Z}} u(n) e^{-ink}$, where $u \in \ell^2(\mathbb{Z})$ and $k \in \mathbb{T}$. The fact that $f \in L^\infty(\mathbb{T})$ implies that $T_f$ is a bounded operator, as $M_f$ is a bounded operator and its spectrum, denoted by $\sigma(T_f)$, is given by the range of $f$, that is, $\sigma(T_f) = f(\mathbb{T})$.

**Assumptions:** We assume throughout that the symbol $f$ satisfies

(A1) $f$ is real valued.

(A2) $f$ is $\nu$-Hölder-continuous for some $\nu > 0$ and $f \in C^1_{pw}(\mathbb{T})$, where $f \in C^1_{pw}(\mathbb{T})$ means $f$ being piecewise continuously differentiable, i.e. continuously differentiable except at finitely many points. Note that $f$ is $\nu$-Hölder continuous at the points where it fails to be continuously differentiable.

(A3) $\min_{x \in \mathbb{T}} f(x) = 0$ and there exists $M \in \mathbb{N}$ such that the minimum of $f$ is attained at $M$ points $E_1, \ldots, E_M$.

(A4) The minima are attained algebraically, i.e., for each $E_i$, $i = 1, \ldots, M$ given in (A3), there exists $\beta_i \geq \nu$, $i = 1, \ldots, M$ such that the following limit exists and is positive

$$ \lim_{E \to E_i} \frac{f(E)}{|E - E_i|^\beta_i} > 0. \quad (2.3) $$

We define $b := \max_{1 \leq i \leq M} \beta_i$.

Assumption (A1) implies that $T_f$ is a self-adjoint operator, i.e. $a_n = \overline{a}_{-n}$ for all $n \in \mathbb{Z}$. Therefore, $T_f$ is a bounded self-adjoint operator.

We denote by $(\delta_n)_{n \in \mathbb{Z}}$ the canonical orthonormal base of $\ell^2(\mathbb{Z})$. Assumption (A2) on the regularity of the symbol $f$ implies that the matrix entries of $T_f$ satisfy (see Lemma A.1)

$$ \langle \delta_n, T_f \delta_m \rangle = |a_{m-n}| \leq \frac{1}{|m-n|^{1+\nu}}, m, n \in \mathbb{Z}. \quad (2.4) $$

**Remarks 2.1.**

(i) The case $f(k) = 2 - 2 \cos(k)$ gives rise to the discrete negative one-dimensional Laplacian, i.e. $T_f = -\Delta$. The function $f(k) = (2 - 2 \cos(k))^\alpha$
with \( 0 < \alpha < 1 \) gives rise to the discrete fractional negative Laplacian, i.e., \( T_f = (-\Delta)^{\alpha} \).

(ii) We can consider symbols of the form \( f = \Phi((2 - 2 \cos(k))) \), where \( \Phi : [0, \infty) \to [0, \infty) \) is a complete Bernstein function satisfying \( c_1 \lambda^{\alpha/2} \leq \Phi(\lambda) \leq c_2 \lambda^{\alpha/2} \) for all \( \lambda < \lambda_0 \) and some \( \alpha \in (0, 2] \) and \( c_1, c_2, \lambda_0 > 0 \), as considered in [KPP19b] (see also [RMCNN18]). This gives rise to operators of the form \( T_f = \Phi(-\Delta) \).

(iii) The prime example satisfying (A1) – (A4), is the symbol \( f = (1 - x^{2L+1})^{-2} \) for all \( x \in \mathbb{R} \). This, together with Assumption (A3) on the symbol \( f \), and some \( \lambda \in (0, 2\pi) \), gives rise to the discrete fractional negative Laplacian, i.e., \( (-\Delta)^{\alpha} \).

(iv) Condition (A4) excludes that the function \( f \) approaches zero as \( e^{-\frac{1}{x}} \).

Next, we define a diagonal random perturbation of the operator \( T_f \).

**Definition 2.2.** Given a symbol \( f \) satisfying Assumptions (A1) – (A4), we define the random Laurent operator \( H_{f, \omega} \), acting on \( \ell^2(\mathbb{Z}) \), by

\[
H_f = T_f + V_\omega,
\]

where \( T_f \) is a Laurent operator generated by the symbol \( f \) and \( V_\omega \) is an Anderson random potential of the form

\[
V_\omega u(n) = \sum_{n \in \mathbb{Z}} \omega_n |\delta_n\rangle \langle \delta_n| \tag{2.7}
\]

with \( \omega := (\omega_n)_{n \in \mathbb{Z}} \in \mathbb{R}^\mathbb{Z} \) being independent and identically distributed random variables distributed according to the Borel probability measure \( \mathbb{P} = \otimes_\mathbb{Z} \mathbb{P}_0 \) on \( \mathbb{R}^\mathbb{Z} \). The single-site probability measure \( \mathbb{P}_0 \) is non trivial and we assume the infimum of \( \text{supp} \mathbb{P}_0 \) is zero. We denote the corresponding expectation by \( \mathbb{E}(\cdot) \).

The fact that \( T_f \) is translation invariant and the assumptions on the random potential imply that \( H_f \) is an ergodic, bounded, self-adjoint operator and, by standard arguments, its spectrum \( \sigma(H_f) \) is deterministic (see e.g. [PF92, Kir08]). This, together with Assumption (A3) on the symbol \( f \), and \( \inf \text{supp} \mathbb{P}_0 = 0 \) yields that \( \inf \sigma(H_f) = \inf \sigma(T_f) = 0. \)

### 2.1. The integrated density of states.

Let \( L \in \mathbb{N} \) and write \( \Lambda_L = [-L, L] \cap \mathbb{Z} \). We denote the restriction \( T_{f,L} \) of \( T_f \) to \( \ell^2(\Lambda_L) \) with simple boundary conditions by \( T_{f,L} = 1_{\Lambda_L} T_f 1_{\Lambda_L} \) where \( 1_{S} \) stands for the projection onto \( \ell^2(S) \subset \ell^2(Z) \) for \( S \subset Z \). We denote the eigenvalues of \( T_{f,L} \) by \( \lambda_1 \leq \ldots \leq \lambda_{2L+1} \), \( j = 1, \ldots 2L + 1 \) counting multiplicity and in non-decreasing order.

The Integrated Density of States (IDS) \( I_f \) of \( T_f \) is defined by

\[
I_f(E) := \lim_{L \to \infty} \frac{\# \{ j \mid \lambda_j \leq E \}}{2L+1}. \tag{2.8}
\]

The translation invariance of \( T_f \) and the off-diagonal decay \( (2.4) \) implies that this limit exists and

\[
I_f(E) = \frac{1}{2\pi} \{ \{ k \in [-\pi, \pi] : f(k) \leq E \}. \tag{2.9}
\]
where $|·|$ denotes the Lebesgue measure of a set, see Proposition A.2. Assumption (A4) on the symbol $f$ implies that

$$I_f(E) = \frac{1}{2\pi} \left| \{ k \in [-\pi, \pi] : f(k) \leq E \} \right| \sim CE^{\frac{1}{2}} + o(E^{\frac{1}{2}})$$

as $E \searrow 0$ with $b = \max_{1 \leq i \leq M} \beta_i$.

Introducing randomness, we are interested in the behaviour of the IDS at the lower edge of the spectrum. As before, we consider the restriction $H_{f,L}$ of $H_f$ to $\ell^2(\Lambda_L)$ with simple boundary conditions, given by $H_{f,L} = 1_{\Lambda_L} H_f 1_{\Lambda_L}$. We denote the eigenvalues of $H_{f,L}$ by

$$\mu_1 \leq \mu_2 \leq \ldots \leq \mu_{2L+1}. \quad (2.11)$$

Now, the IDS $N_f$ of $H_f$ takes the form

$$N_f(E) := \lim_{L \to \infty} \frac{\# \{ j : \mu_j \leq E \} }{2L+1} = \lim_{L \to \infty} \frac{\text{Tr}(1_{\leq E}(H_{f,L}))}{2L+1} \quad (2.12)$$

To see that this limit exists, we note the following equivalent representation of the function $N_f$:

**Lemma 2.3.** Almost surely, the limit

$$\lim_{L \to \infty} \frac{\text{Tr}(1_{[-L,L]}1_{\leq E}(H_f))}{2L+1}$$

exists and equals $N_f$ for all $E \in \mathbb{R}$. 

**Proof of Lemma 2.3.** The limit exists and is independent of the particular random realization due to the ergodicity of $H_f$ (see, e.g. [PF92, Kir08]).

To show that (2.13) equals $N_f$, we use (2.4), proven in Lemma A.1, and follow the same arguments as in [GRM20, Proposition 2.1]. □

Our main result is a statement on the behavior of the IDS of $H_f$ near its spectral infimum $\inf \sigma(H_f) = 0$.

**Theorem 2.4.** Under the assumptions (A1) – (A4) on the symbol $f$, the IDS of $H_f$ satisfies at the lower edge of the spectrum

$$\limsup_{E \searrow 0} \frac{\ln \ln N_f(E)}{\ln E} \leq -\frac{1}{b}, \quad (2.14)$$

where $b = \max_{1 \leq i \leq M} \beta_i$.

If, moreover, the single-site probability distribution satisfies $P_0([0,\varepsilon)) \geq C e^{\kappa}$ for some $C, \kappa > 0$, we have the equality

$$\lim_{E \searrow 0} \frac{\ln \ln N_f(E)}{\ln E} = \frac{1}{b}. \quad (2.15)$$

The theorem above shows that, under the stated conditions on $f$, as $E \searrow 0$

$$N_f(E) \sim e^{-\frac{1}{b \ln E}} \quad (2.16)$$
in a weak double logarithmic way. Therefore, the behavior of the IDS of $H_f$ at the bottom of the spectrum is determined by the behavior of the free operator $T_f$ there.
3. Upper and lower bounds on the symbol $f$

**Lemma 3.1.** Let $f \in L^\infty([−\pi, \pi])$ satisfying Assumptions (A1) – (A4). Then there exist constants $0 < c \leq C$ such that for all $x \in [−\pi, \pi]$

$$c \prod_{i=1}^{M} (2−2\cos(x-E_i))^{b_i/2} \leq f(x) \leq C(2−2\cos(x-E_{i_0}))^{b_{i_0}/2} \quad (3.1)$$

where, as before, $b = \max_{1 \leq i \leq M} \beta_i$ and $i_0 \in \{i : \beta_i = b\}$ where $\beta_1, ..., \beta_M$ are the exponents given in assumption (A4).

**PROOF.** We define for $x \in [−\pi, \pi] \setminus \{E_1, ..., E_M\}$

$$g(x) := \frac{f(x)}{\prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2}} > 0. \quad (3.2)$$

where $E_i, \beta_i, i = 1, ..., M$ are as in Assumptions (A3)–(A4). Moreover, for $i = 1, ..., M$ we compute

$$\lim_{x \to E_i} g(x) = \frac{1}{\prod_{j=1, j \neq i}^{M} (2−2\cos(x-E_j))^{\beta_j/2}} \lim_{x \to E_i} \frac{f(x)}{|x-E_i|^{\beta_i}} \left(2−2\cos(x-E_i)\right)^{\beta_i/2}. \quad (3.3)$$

By Assumption (A4) this limit exists and is strictly positive. Hence, we can extend $g$ to a continuous function on $[−\pi, \pi]$ with $g(x) > 0$ for all $x \in [−\pi, \pi]$. Since $[−\pi, \pi]$ is compact, there exist constants $c_1, C_1 > 0$ such that $c_1 \leq g(x) \leq C_1$ for all $x \in [−\pi, \pi]$, that is,

$$c_1 \prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2} \leq f(x) \leq C_1 \prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2}. \quad (3.4)$$

Since for $i = 1, ..., M$ and $x \in [−\pi, \pi]$ we have $0 \leq 2−2\cos(x-E_i) \leq 4$, we further estimate from below

$$\prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2} \geq 4^{\frac{1}{2}(\sum_i \beta_i - Mb)} \prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2} \quad (3.5)$$

where $b = \max_i \beta_i$ and

$$\prod_{i=1}^{M} (2−2\cos(x-E_i))^{\beta_i/2} \leq 4^{\sum_i \beta_i} (2−2\cos(x-E_{i_0}))^{\beta_{i_0}/2} \quad (3.6)$$

where $i_0 \in \{i : \beta_i = b\}$. Setting $c := c_1 4^{\frac{1}{2}(\sum_i \beta_i - Mb)}$ and $C := C_1 4^{\sum_i \beta_i}$, gives the assertion. \qed

If the symbols $f_1, f, f_2 \in L^\infty(\mathbb{T})$ satisfy $f_1 \leq f \leq f_2$, then the Laurent operators associated to them fulfil $T_{f_1} \leq T_f \leq T_{f_2}$ in operator sense. In turn, we have that $H_{f_1} \leq H_f \leq H_{f_2}$ in operator sense. Lemma 3.1 then yields the following

**Corollary 3.2.** Let $f_1(x) := c \prod_{i=1}^{M} (2−2\cos(x-E_i))^{b_i/2}$, $f_2(x) := C(2−2\cos(x-E_{i_0}))^{b_{i_0}/2}$ for $x \in [−\pi, \pi]$, and $0 < c \leq C$ as in Lemma 3.1. Then for all $E \in \mathbb{R}$

$$N_{f_1}(E) \leq N_f(E) \leq N_{f_2}(E). \quad (3.7)$$
Example 3.3. We illustrate the upper and lower bound on a given symbol with an example. Let \( f : T \to \mathbb{R} \) be the symbol
\[
 f(t) = 0.5(2 - 2\cos(t))^{0.3}(2 - 2\cos(t - 2.5))^{0.6}(2 - 2\cos(t + 2))^{0.7}.
\]
Then we bound \( f \) from below and above by
\[
 0.5(2 - 2\cos(t))^{0.7}(2 - 2\cos(t - 2.5))^{0.7}(2 - 2\cos(t + 2))^{0.7} \leq f(t) \leq 3(2 - 2\cos(t + 2))^{0.7}.
\]
We didn’t optimize on the constants 0.5 and 3.

4. Dirichlet-Neumann bracketing for banded Laurent matrices

We define for distinct \( E_1, \ldots, E_M, \alpha > 0 \) and \( \epsilon > 0 \), the function \( f_{\alpha,E_1,\ldots,E_M} : [-\pi, \pi] \to \mathbb{R} \),
\[
 f_{\alpha,E_1,\ldots,E_M}(x) := \epsilon \prod_{i=1}^{M} (2 - 2\cos(x - E_i))^\alpha,
\]
and write
\[
 f_{\alpha,E_1,\ldots,E_M}(x) = \epsilon \left( \prod_{i=1}^{M} (2 - 2\cos(x - E_i))^{\frac{1}{\alpha}} \right)^{\epsilon \alpha} =: \epsilon g(x)^{\beta},
\]
where \( \alpha := \min\{n \in \mathbb{N} : \alpha \leq n\} \in \mathbb{N}, \beta := \alpha/\alpha \leq 1 \) and
\[
 g(x) := \prod_{i=1}^{M} (2 - 2\cos(x - E_i))^{\frac{1}{\alpha}}.
\]
Note that \( g \) involves integer powers of \( 2 - 2\cos(x - E_i) \), and its associated operator \( T_g \) is a banded Laurent matrix with band width \( 2N + 1 \), where \( N = M\alpha \) (see [G20, Section 1]).

To study the IDS of functions of the type (4.1), it is useful to consider finite-volume restrictions with certain boundary conditions. We have encountered already the so-called simple boundary conditions, where \( T_{g,(a,b)} \) stands for the restriction of \( T_g \) to \( [a, b] \cap \mathbb{Z} \) given by \( T_{g,(a,b)} = I_{[a,b]} T_g I_{[a,b]} \). In what follows, we will introduce other boundary conditions that will allow us to obtain lower and upper bounds on the IDS of functions of type (4.1), obtained in [G20].
We recall the notion of modified Dirichlet (respectively Neumann) boundary conditions for Laurent matrices given in [G20 Section 2]. For a banded Laurent matrix with band size $2N + 1$, imposing boundary conditions consists in adding Hermitian $N \times N$ matrices at the endpoints of the respective boundary. For $a < b$, $a, b \in \mathbb{Z} \cup \pm \infty$ we define the restriction of $T_g$ to the interval $[a, b] \cap \mathbb{Z}$ with boundary condition $\star$ at the left/right endpoint as

$$T_{g,[a,b]}^{\star,0} := T_{g,[a,b]} + \begin{pmatrix} B_\star & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad T_{f,[a,b]}^{\star,0} := T_{g,[a,b]} + \begin{pmatrix} 0 & 0 \\ 0 & \tilde{B}_\star \end{pmatrix},$$

(4.4)

where, $B_\star$ is an $N \times N$ matrix and $\tilde{B}_\star$ is the reflection of $B_\star$ along the anti-diagonal, i.e. $\tilde{B}_\star := U^* B_\star U$ with $U : \mathbb{C}^N \to \mathbb{C}^N$. $(UX)_k := x_{N-k+1}$ for $x = (x_1, \ldots, x_N) \in \mathbb{C}^N$. If the boundary conditions are imposed on both left and right endpoints, we write $T_{g,[a,b]}^{\star,\star}$ which is of the form

$$T_{g,L}^{\star,\star} := T_{g,[a,b]} + \begin{pmatrix} B_\star & 0 \\ 0 & 0 \end{pmatrix}.$$  

(4.5)

In the latter, the 0s stand for matrices consisting of zeros in the respective size. In the case where either $a = -\infty$ or $b = +\infty$, we write $T_{g,(-\infty,b]}^{\star,\star}$ to indicate that the boundary condition is defined at the point $b$, respectively $T_{g,[a,\infty)}^{\star,\star}$ for when it is defined at the point $a$.

By [G20 Remarks 2.3], the modified Dirichlet boundary conditions $\mathcal{D}$ are given by non-negative definite matrices $B_{\mathcal{D}}, \tilde{B}_{\mathcal{D}}$, and the Neumann boundary conditions $\mathcal{N}$ are given by $B_{\mathcal{N}} = -B_{\mathcal{D}}, \tilde{B}_{\mathcal{N}} = -\tilde{B}_{\mathcal{D}}$ and are therefore non-positive. The matrices are defined in such a way that they satisfy the following Dirichlet–Neumann bracketing:

**Theorem 4.1** (Theorem 1.1 [G20]). Let $M \in \mathbb{N}, E_1, \ldots, E_M \in \mathbb{T}$ distinct and $\alpha > 0$. Let $g$ be the function given in (4.3) and $N = M\alpha$. There exists boundary conditions $\mathcal{D}$ and $\mathcal{N}$ such that

$$T_{g,\Lambda_{L_1}}^{\mathcal{N},\mathcal{N}} \oplus T_{g,\Lambda_{L_2}}^{\mathcal{N},\mathcal{N}} \leq T_{g,\Lambda_{L_1}}^{\mathcal{D},\mathcal{D}} \oplus T_{g,\Lambda_{L_2}}^{\mathcal{D},\mathcal{D}},$$

(4.6)

for all $L_1, L_2 \in \mathbb{Z}$ with $L_1, L_2 \geq 2N + 1$ such that $\Lambda_{L_1}, \Lambda_{L_2}$ are disjoint intervals with $\Lambda_{L_1} \cup \Lambda_{L_2} = \Lambda_L$.

From the positive-definiteness (respectively, negative-definiteness) of the boundary conditions $\mathcal{D}$ (respectively $\mathcal{N}$) we readily conclude that for $L \in \mathbb{N}$, $\Lambda_L = [-L, L] \cap \mathbb{Z}$ and $\Lambda_L^c = \mathbb{Z} \setminus \Lambda_L = (-\infty, -L - 1) \cup (L + 1, \infty)$

$$T_{g,\Lambda_L}^{\mathcal{N},\mathcal{N}} \oplus T_{g,\Lambda_L^c}^{\mathcal{N},\mathcal{N}} \leq T_{g,\Lambda_L}^{\mathcal{D},\mathcal{D}} \oplus T_{g,\Lambda_L^c}^{\mathcal{D},\mathcal{D}},$$

(4.7)

where $T_{g,\Lambda_L}$ denotes the restriction of $T_g$ to $\Lambda_L^c$ with boundary conditions $\star \in \{\mathcal{D},\mathcal{N}\}$ at the endpoints $-L - 1$ and $L + 1$.

**Corollary 4.2.** Let $M \in \mathbb{N}, E_1, \ldots, E_M \in \mathbb{T}$ distinct, $\alpha > 0$ and $c > 0$. Let $f_{\alpha,E_1,\ldots,E_M}$ and $g$ be the functions given in (4.1) and (4.3), respectively, and $N = M\alpha$. For $0 < \beta \leq 1$ we have for all $L \geq 2N + 1$ that

$$c \left( T_{g,\Lambda_L}^{\mathcal{N},\mathcal{N}} \right)^{1/\beta} \leq 1_{\Lambda_L} T_{f_{\alpha,E_1,\ldots,E_M}}^{\mathcal{D},\mathcal{D}} 1_{\Lambda_L} \leq c \left( T_{g,\Lambda_L}^{\mathcal{D},\mathcal{D}} \right)^{1/\beta}.$$  

(4.8)
Using the fact that the discrete Fourier transform is a unitary operator, one can see

\[
\left( T_{g,L}^{N,\omega} \right) ^{\beta} \leq \left( T_{g}^{N,\omega} \right) ^{\beta} \leq \left( T_{g,L}^{N,\omega} \right) ^{\beta} .
\]  
(4.9)

Projecting on both sides of the inequalities onto \( \Lambda_L \), we obtain

\[
\left( T_{g,L}^{N,\omega} \right) ^{\beta} \leq 1_{\Lambda_L} \left( T_{g}^{N,\omega} \right) ^{\beta} \leq \left( T_{g,L}^{N,\omega} \right) ^{\beta} .
\]  
(4.10)

Using the fact that the discrete Fourier transform is a unitary operator, one can see that \( c \left( T_{g}^{N,\omega} \right) ^{\beta} = c T_{g}^{\omega} = T_{g,E_{1},...,E_{M}} \), which yields the desired result.

We obtain the following lower and upper bounds for the IDS of a function of type (4.1).

**Corollary 4.3.** For distinct \( E_{1},...,E_{M}, \alpha > 0, \) consider the functions \( f_{a,E_{1},...,E_{M}} \) and \( g \) given in (4.1) and (4.3) and let \( N = M \alpha \). Then, for all \( L \geq 2N + 1, \Lambda = [-L, L] \cap \mathbb{Z} \) we have

\[
\frac{1}{|\Lambda|} \mathbb{E} \left[ \text{Tr} \left( c \left( T_{g,L}^{N,\omega} \right) ^{\beta} + V_{\omega} \right) \right] \leq N_{f_{a,E_{1},...,E_{M}}} (E) \leq \frac{1}{|\Lambda|} \mathbb{E} \left[ \text{Tr} \left( c \left( T_{g,L}^{N,\omega} \right) ^{\beta} + V_{\omega} \right) \right]
\]  
(4.11)

**Proof.** Note that for the modified boundary conditions, if we write the cube \( \Lambda_L \) as a disjoint union of smaller cubes \( \Lambda_j, \Lambda_L = \bigcup \Lambda_j \), we have \( T_{L_{i},L}^{N,\omega} \leq \bigoplus \bigcup T_{L_{j},L}^{N,\omega} \) and \( T_{L_{i},L}^{N,\omega} \geq \bigcup T_{L_{j},L}^{N,\omega} \) for \( \Lambda_L = \bigcup \Lambda_j \). Therefore, for \( \beta \in (0,1) \),

\[
\left( T_{L_{i},L}^{N,\omega} \right) ^{\beta} \leq \bigoplus \left( T_{L_{j},L}^{N,\omega} \right) ^{\beta} \quad \text{and} \quad \left( T_{L_{i},L}^{N,\omega} \right) ^{\beta} \geq \bigcup \left( T_{L_{j},L}^{N,\omega} \right) ^{\beta} .
\]

This, combined with Corollary 4.2 gives the claim.

\[\square\]

### 5. Upper bound on the IDS

Let us recall that by Corollary 4.2, the IDS of the operator \( T_{f} \) associated to a symbol \( f \) satisfying Assumptions (A1)–(A4) in Section 2 is bounded above by

\[
N_{f_{i}} (E) \leq N_{f_{i}} (E).
\]  
(5.1)

\( N_{f_{i}} \) is IDS of the operator \( T_{f_{i}} \) associated to the symbol \( f_{i} \) given by

\[
f_{i} (x) = \frac{c}{M} \prod_{i=1}^{M} \left( 2 - 2 \cos (x - E_{i}) \right)^{b/2}
\]  
(5.2)

where \( b = \max_{1 \leq i \leq M} \beta_{i} \), given in Assumption (A3) and \( c > 0 \). Therefore \( f_{i} \) is a function of type (4.1) with \( \alpha = b/2 \). By Corollary 4.3, the IDS \( N_{f_{i}} \) is bounded above in (4.11) by the limit of the normalized eigenvalue counting function of the operator \( \left( T_{g,L}^{N,\omega} \right) ^{\beta} \)

\[
\frac{1}{|\Lambda|} \mathbb{E} \left[ \text{Tr} \left( c \left( T_{g,L}^{N,\omega} \right) ^{\beta} + V_{\omega} \right) \right]
\]  
(5.3)
where the symbol $g$ is related to $f_1$ by (4.2). We now proceed to obtain an upper bound on (5.3) following the arguments in [Kir08] Section 6. The proof is given at the end of this section.

5.1. Generalization of Temple’s inequality. One obstacle to continue with the standard proof of Lifshitz tails which uses Temple’s inequality is that the degeneracy of the lowest eigenvalue of $T_{g,L}^{N,L}$. We first recall the following result from [G20], that gives a lower bound on the spectral gap above energy 0 for the restriction of $T_g$ to a finite volume $\Lambda_L = [-L,L]$ with modified Neumann boundary conditions defined in Section 4.

Proposition 5.1 (Proposition 1.4 [G20]). Let $M \in \mathbb{N}$, $E_1, ..., E_M \in \mathbb{T}$ be distinct and $\alpha > 0$. Let $g$ be of the form (4.3) and let $N = M\pi$. We denote by $\lambda_1^{(L)} \leq ... \leq \lambda_{2L+1}^{(L)}$ the eigenvalues of $T_{g,L}^{N,L}$ ordered increasingly and counting multiplicity. Then $\lambda_k^{(L)} = 0$ for $k = 1, ..., N$ and there exists $\tilde{C} > 0$ such that for all $L \geq 2N + 1$

$$\lambda_{N+1}^{(L)} \geq \frac{\tilde{C}}{L}.$$  

If we denote by $\mu_1^{(L)} \leq ... \leq \mu_{2L+1}^{(L)}$ the eigenvalues of $c((T_{g,L})^{N,L})^6$ ordered increasingly and counting multiplicity, then, by the Proposition above, $\mu_k^{(L)} = 0$ for $k = 1, ..., N$ and there exists $C_0 > 0$ such that the spectral gap above the ground state energy satisfies

$$\mu_{N+1}^{(L)} \geq \frac{C_0}{L^{2a}} = \frac{C_0}{L^b}$$  

for all $L \geq 2N + 1$.

For simplicity, we write $T_L^{N} = c((T_{g,L})^{N,L})^6$ and denote by $E_0(T_L^{N} + \tilde{V}_o)$ the ground state of $T_L^{N} + \tilde{V}_o$. We define

$$\tilde{V}_o := \min \{ \bar{c} \left( \frac{2}{L} \right) \beta \}, V_o \leq V_o$$  

where $0 < \bar{c} < 1$ is a constant to be determined later and, as before, $b = \max_{1 \leq j \leq M} \beta_j$, given in Assumption (A4).

We have the bound

$$\frac{1}{|\Lambda_L|} \mathbb{E}(\mathbb{P} 1_{(-\infty,E)}(T_L^{N} + V_o)) \leq \mathbb{P}(E_0(T_L^{N} + V_o) < E) \leq \mathbb{P}(E_0(T_L^{N} + \tilde{V}_o) < E).$$  

Theorem 5.2 (Generalization of Temple’s inequality). Let $\tilde{V}_o$ and $\bar{c}$ be as in (5.6), with $0 < \bar{c} < \frac{1}{2}$ and $L \in \mathbb{N}$ large enough. Then we obtain the lower bound

$$E_0(T_L^{N} + \tilde{V}_o) + 6\bar{c}^2 \left( \frac{C_0}{L^b} \right) \geq (1 - 2\bar{c})^2 \min_{\varphi \in \mathcal{Q}, \|\varphi\| = 1} \langle \varphi, \tilde{V}_o \varphi \rangle,$$

where

$$\mathcal{Q} := \{ \varphi \in \ell^2(\Lambda_L) : T_L^{N} \varphi = 0 \}$$

is the ground-state space of the operator $T_L^{N}$.
where we used

\[ \mu_k(1) = \int_0^1 \langle \varphi_k(t), \tilde{V}_\omega \varphi_k(t) \rangle, \quad (5.10) \]

where \( \varphi_k(t) \) is the respective normalized eigenvector of \( \mu_k(t) \), chosen to be continuous in \( t \). Let \( P \) be the projection onto \( \mathcal{G} \) and \( P^\perp = 1 - P \). For the modified Neumann boundary conditions we have \( 0 = \mu_1(0) = \ldots = \mu_N(0) \), see Proposition 5.1. We write \( \varphi(t) = \varphi_1(t) \) for \( k = 1 \) and \( t \in [0,1] \) and obtain the lower bound

\[ \langle \varphi(t), \tilde{V}_\omega \varphi(t) \rangle = \langle (P + P^\perp) \varphi(t), \tilde{V}_\omega (P + P^\perp) \varphi(t) \rangle \]

\[ \geq \langle P \varphi(t), \tilde{V}_\omega P \varphi(t) \rangle - |\langle P^\perp \varphi(t), \tilde{V}_\omega P \varphi(t) \rangle| \]

\[ - |\langle P \varphi(t), \tilde{V}_\omega P^\perp \varphi(t) \rangle| - |\langle P^\perp \varphi(t), \tilde{V}_\omega P^\perp \varphi(t) \rangle|. \quad (5.11) \]

We estimate

\[ |\langle P^\perp \varphi(t), \tilde{V}_\omega P \varphi(t) \rangle| + |\langle P \varphi(t), \tilde{V}_\omega P^\perp \varphi(t) \rangle| + |\langle P^\perp \varphi(t), \tilde{V}_\omega P^\perp \varphi(t) \rangle| \]

\[ \leq 3 \| P^\perp P(t) \| \| \tilde{V}_\omega \| \quad (5.12) \]

where \( P(t) \) stands for the projection onto \( \mathcal{G}(t) = \text{span} \{ \varphi_k(t) : \varphi_k(0) \in \mathcal{G} \} \). The spectral gap between the first \( N = \dim \mathcal{G} \) eigenvalues of \( T_L^{\perp} + t \tilde{V}_\omega \) and the rest of the spectrum is at \( t = 0 \) bigger or equal to \( C_0/L^b \), by (5.5). Therefore for any \( t \in [0,1] \)

\[ \mu_{N+1}(T_L^{\perp} + t \tilde{V}_\omega) - \mu_N(T_L^{\perp} + t \tilde{V}_\omega) \geq \frac{C_0}{L^b} - t \| \tilde{V}_\omega \| \geq \frac{C_0}{L^b} - \| \tilde{V}_\omega \|. \quad (5.13) \]

Using the subspace perturbation bound in [Bha97, Chapter VII, Sec. 4], we obtain for \( \tilde{\epsilon} \leq \frac{1}{2} \)

\[ \| P^\perp P(t) \| \leq \frac{C_0}{L^b} - \| \tilde{V}_\omega \| \leq \frac{\tilde{\epsilon}}{1 - \tilde{\epsilon}} \leq 2 \tilde{\epsilon}, \quad (5.14) \]

where we used \( \| \tilde{V}_\omega \| \leq \frac{C_0}{L^b} \). Inserting this bound in (5.12), we obtain for all \( t \in [0,1] \)

\[ (5.12) \leq 6 \tilde{\epsilon} \| \tilde{V}_\omega \| \quad (5.15) \]

and therefore,

\[ \langle \varphi(t), \tilde{V}_\omega \varphi(t) \rangle \geq \langle P \varphi(t), \tilde{V}_\omega P \varphi(t) \rangle - 6 \tilde{\epsilon} \| \tilde{V}_\omega \|. \quad (5.16) \]

We further estimate

\[ \langle P \varphi(t), \tilde{V}_\omega P \varphi(t) \rangle \geq \| P \varphi(t) \|^2 \min_{\varphi \in \mathcal{G}, \| \varphi \|=1} \langle \varphi, \tilde{V}_\omega \varphi \rangle. \quad (5.17) \]

As before we estimate

\[ \| P \varphi(t) \| = \| PP(t) \varphi(t) \| = \| (1 - P^\perp) P(t) \varphi(t) \| \geq \| P(t) \varphi(t) \| - \| P^\perp P(t) \| \]

\[ \geq 1 - 2 \tilde{\epsilon}. \quad (5.18) \]
All together we have proved that
\[
E_0(T_L' + \tilde{V}_o) = \mu_1(1) \geq (1 - 2\tilde{c})^2 \min_{\alpha \in \mathcal{G}, \|\alpha\| = 1} \langle \alpha, \tilde{V}_o \alpha \rangle - 6\tilde{c}\|\tilde{V}_o\| \geq (1 - 2\tilde{c})^2 \min_{\alpha \in \mathcal{G}, \|\alpha\| = 1} \langle \alpha, \tilde{V}_o \alpha \rangle - 6\tilde{c}^2 \left(\frac{C_0}{L^0}\right)
\]  
(5.19)
where we again used \(\|\tilde{V}_o\| \leq \tilde{c}\frac{C_0}{L^0}\) for the last term. This implies the assertion. \(\square\)

In order to further estimate \(\min_{\alpha \in \mathcal{G}, \|\alpha\| = 1} \langle \alpha, \tilde{V}_o \alpha \rangle\) from below, we first recall from \cite{G20} Section 5) that the ground-state space \(\mathcal{G}\) is given by
\[
\mathcal{G} = \text{span}\{\psi_{k,L}^j \in \ell^2(\Lambda_L) : k = 1, \ldots, M, j = 0, \ldots, \bar{\alpha} - 1\}
\]  
(5.20)
with
\[
\psi_{k,L}^j := \frac{1}{K_{j,L}^{1/2}}((-L)^j e^{i L E_k}, \ldots, 0)^T \in \mathbb{R}^{2L + 1}
\]  
(5.21)
for \(k = 1, \ldots, M\) and \(j = 0, \ldots, \bar{\alpha} - 1\), and normalization
\[
K_{j,L} = 2 \sum_{m = -L}^L |m|^{2j}.
\]  
(5.22)
In particular \(K_{0,L} = |\Lambda_L| = 2L + 1\) and \(K_{j,L} = O(L^{2j + 1})\) as \(L \to \infty\). Note that there are \(M \bar{\alpha}\) \(N\) vectors, therefore the dimension of \(\mathcal{G} = N\).

Note that in \cite{G20} Section 5) results are stated for a one-sided Toeplitz matrix, while in our case we work with a two-sided Toeplitz matrix, therefore the notation in (5.21) differs slightly from the one in \cite{G20} Eq. 5.1).

**Lemma 5.3.** For \(a \in (0, 1)\) depending only on \(N\), there exists \(C_{a,N} \in (0, 1)\) depending only on \(a, N\), and \(L_0 \in \mathbb{N}\) such that for all \(L \geq L_0\) and all \(\varphi \in \mathcal{G}\)
\[
S^a_L := \#\{l \in \Lambda_L : |\Lambda_L \varphi(l)|^2 \geq a\} \geq C_{a,N}|\Lambda_L|
\]  
(5.23)
and
\[
\min_{\varphi \in \mathcal{G}, \|\varphi\| = 1} \langle \varphi, \tilde{V}_o \varphi \rangle \geq \frac{a}{|\Lambda_L|} \sum_{k \in S^a_L} \tilde{V}_o(k).
\]  
(5.24)

**Proof.** For fixed \(a \in (0, 1)\) possibly depending on \(N\), we consider the sets
\[
S^a_L = \#\{l \in \Lambda_L : |\Lambda_L \varphi(l)|^2 \geq a\}, \quad W^a_L := \#\{l \in \Lambda_L : |\Lambda_L \varphi(l)|^2 < a\}.
\]
We have that their disjoint union is \(\Lambda_L = S^a_L \cup \bar{W}^a_L\) and there exists \(\delta \in (0, 1)\) such that \(\#S^a_L = \delta |\Lambda_L|\) and \(\#W^a_L = (1 - \delta) |\Lambda_L|\). Otherwise we would have that either \(\#S^a_L = |\Lambda_L|\) or \(\#S^a_L = 0\), which together with the fact \(\sum_{l \in \Lambda_L} |\varphi(l)|^2 = 1\), leads to a contradiction.

By Lemma A.4 we have that \(|\varphi(l)|^2 \leq 2N|\Lambda_L|\), which implies the following
\[
1 = \sum_{l \in \Lambda_L} |\varphi(l)|^2 \leq \sum_{l \in S^a_L} |\varphi(l)|^2 + \sum_{l \in \bar{W}^a_L} |\varphi(l)|^2 \leq \frac{2N}{|\Lambda_L|} \delta |\Lambda_L| + \frac{a}{|\Lambda_L|} (1 - \delta) |\Lambda_L|
\]  
(5.25)
\[
= 2N\delta + (1 - \delta) a
\]  
(5.26)

\[
\begin{align*}
1 &= \sum_{l \in \Lambda_L} |\varphi(l)|^2 \\
&\leq \frac{2N}{|\Lambda_L|} \delta |\Lambda_L| + \frac{a}{|\Lambda_L|} (1 - \delta) |\Lambda_L| \\
&= 2N\delta + (1 - \delta) a
\end{align*}
\]  
(5.27)
This yields
\[ \delta \geq \frac{1-a}{2N-a} := C_{a,N}. \]
Now inequality (5.24) follows directly from (5.23). \( \square \)

5.2. Upper bound. Now we are ready to prove the upper bound on (5.3).

**Lemma 5.4.** With the choice \( L = \left\lceil \gamma E^{-1/b} \right\rceil \) for some \( \gamma > 0 \), we have the existence of a positive constant \( C_2 \) such that
\[
\frac{1}{|\Lambda|} \mathbb{E} \left( \text{Tr}_{1(-\infty,E]} \left( (T_{N,-N}^{N,0})^\beta + V_\omega \right) \right) \leq e^{-C_2 E^{-1/b}} \tag{5.28}
\]

**Proof.** We need to find an upper bound for the r.h.s of (5.7). We fix \( a \in (0,1) \) depending only on \( N \). Combining Theorem 5.2 and Lemma 5.3 we obtain
\[
\mathbb{P} \left( \frac{1}{|\Lambda|} \sum_{k \in S_L^a} \tilde{V}_\omega(k) < \frac{4}{a} \left( E + \frac{3 C_0}{8 L^b} \right) \right) \tag{5.30}
\]
By choosing
\[
L = \left\lceil \gamma E^{-1/b} \right\rceil \tag{5.31}
\]
for some \( \gamma > 0 \) small, (5.30) is bounded above by
\[
\mathbb{P} \left( \frac{1}{|\Lambda|} \sum_{k \in S_L^a} \tilde{V}_\omega(k) < \frac{4}{a} \left( E + \frac{3 C_0}{8 L^b} \right) \right) = \mathbb{P} \left( \frac{1}{\delta |\Lambda_L|} \sum_{k \in S_L^a} \tilde{V}_\omega(k) < C_{\delta,a,y,b,C_0} E \right) \tag{5.32}
\]
where \( \delta \in (0,1) \), given in Lemma 5.3, such that \( \delta |\Lambda_L| = \# S_L^a \), and \( C_{\delta,a,y,b,C_0} = \frac{4}{a \delta} \left( 1 + \frac{3 C_0}{8 Y_L} \right) \). The term in the r.h.s of (5.32) can be estimated by a large deviation estimate, as in [Kir08, Lemma 6.4], which yields the existence of constants \( C_1 > C_2 \), depending on \( a, N, \gamma, b, C_0 \), such that
\[
\mathbb{P} \left( \frac{1}{\delta |\Lambda_L|} \sum_{k \in S_L^a} \tilde{V}_\omega(k) < C_{\delta,a,y,b,C_0} E \right) \leq e^{-C_1 \delta |\Lambda_L|} \leq e^{-C_2 E^{-1/b}} \tag{5.33}
\]
where we used the fact that \( \delta \geq C_{a,N} > 0 \). Plugging this in (5.7) gives the claim. \( \square \)
6. Lower bound on the IDS

Let us recall that by Corollary 3.2 for the IDS of the operator $T_f$ associated with a symbol $f$ satisfying Assumptions (A1)–(A4) in Section 2, there exists a constant $c > 0$ such that for all $E \in \mathbb{R}$,
\[
N_{f_1}(E) \leq N_f(E)
\]
where $N_{f_1}$ is the IDS of the operator $T_{f_1}$ associated to a symbol $f_2$ given by
\[
f_2(x) = C(2 - 2\cos(x - E_{i_0}))^{b/2}
\]
on $[-\pi, \pi)$, where $b = \max_{1 \leq i \leq M} \beta_i$ and $i_0 \in \{i : \beta_i = b\}$, see Assumption (A3).

**Lemma 6.1.** Let $f_2 = C(2 - 2\cos(x - E_{i_0}))^{b/2}$ and $f_3 = C(2 - 2\cos(x))^{b/2}$, for $x \in [-\pi, \pi)$. Then for all $E \in \mathbb{R}$ the IDS of $f_2$ and $f_3$ satisfy
\[
N_{f_2}(E) = N_{f_3}(E)
\]

**Proof.** We write $E = E_{i_0}$ and define the unitary $U : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$
\[
(Ux)(n) = e^{iE_n}x(n).
\]
Then the symbol of $U^*T_{f_2}U$ is $f_2(\cdot + E)$ and since $V_\omega$ is diagonal
\[
U^*H_{f_2}U = U^*(T_{f_3} + V_\omega)U = T_{f_3} + V_\omega.
\]
We denote by $1_{\Lambda_L}$ the characteristic function of $\Lambda_L = [-L, L] \cap \mathbb{Z}$, with $L \in \mathbb{N}$. Then for all $E \in \mathbb{R}$,
\[
N_f(E) = \lim_{L \to \infty} \frac{\text{Tr}(1_{\Lambda_L}1_{\ell \in E}(H_{f_2})1_{\Lambda_L})}{|\Lambda_L|} = \lim_{L \to \infty} \frac{\text{Tr}(U^*1_{\Lambda_L}UU^*1_{\ell \in E}(H_{f_2})UU^*1_{\Lambda_L}U)}{|\Lambda_L|} = \lim_{L \to \infty} \frac{\text{Tr}(1_{\Lambda_L}1_{\ell \in E}(H_{f_3})1_{\Lambda_L})}{|\Lambda_L|} = N_{f_3}(E),
\]
where we used that $U^*1_{\Lambda_L}U = 1_{\Lambda_L}$, $1_{\ell \in E}(U^*H_{f_2}U) = U^*1_{\ell \in E}(H_{f_3})U$ and the cyclicity of the trace.

The above lemma implies that in order to bound from below the IDS of $T_{f_2}$, it is enough to bound from below the IDS of $T_{f_3}$, where $f_3$ is a function of type \((4.1)\) with $\alpha = b/2$ and $M = 1$ there. We write
\[
f_3 = C(2 - 2\cos(x))^{b/2} = C((2 - 2\cos(x))^{\tilde{\alpha}})^{\tilde{\beta}} = C\tilde{g}(x)^{\tilde{\beta}}
\]
with $\tilde{\alpha} := \min\{n \in \mathbb{N} : b/2 \leq n\} \in \mathbb{N}$, $\tilde{\beta} := b/2\tilde{\alpha} \leq 1$ and
\[
\tilde{g}(x) = (2 - 2\cos(x))^{\tilde{\alpha}}.
\]
Note that $\tilde{g}$ is the symbol of $(-\Delta)^{\tilde{\alpha}}$ with $\tilde{\alpha} \in \mathbb{N}$, which corresponds to a banded Laurent matrix with band width $2\tilde{\alpha} + 1$.

Corollary 3.3 implies
\[
N_{f_3}(E) \geq \frac{1}{|\Lambda_L|} \mathbb{E}\left[\text{Tr}(1_{(-\infty,E]}(C\tilde{g}_{L,\alpha}^{\times}\cdot)^{\tilde{\beta}} + V_\omega)\right]
\]
for all $L \gg 2\tilde{\alpha} + 1$. 

---

\[\text{Continued on the next page...}\]
Lemma 6.2. We assume that the single-site probability distribution satisfies $P_0([0, e])\geq Ce^x$ for some $C, \kappa > 0$. By taking $L = \gamma' E^{-\frac{1}{b}}$ for some $\gamma > 0$, there are positive constants $c_1, c_2$ such that

$$\mathbb{E}\left[\text{Tr} \int_{(-\infty, E]} (C(T_{g,L}^\varphi)\beta + V_\omega)\right] \geq c_1 E^{-\frac{1}{b}} e^{-c_2 |\text{ln}E| E^{-\frac{1}{b}}}.$$  \hspace{1cm} (6.8)

**Proof.** We estimate from below

$$\mathbb{E}\left[\text{Tr} \int_{(-\infty, E]} (C(T_{g,L}^\varphi)\beta + V_\omega)\right] \geq \mathbb{P}\left(E_0(C(T_{g,L}^\varphi)\beta + V_\omega) < E\right)$$

$$\geq \mathbb{P}\left(\langle \psi, (C(T_{g,L}^\varphi)\beta + V_\omega)\psi \rangle < E\right)$$

$$\geq \mathbb{P}\left(C(\psi, (T_{g,L}^\varphi)\beta \psi) + \max_{n \in \Lambda} V_\omega(n) < E\right)$$  \hspace{1cm} (6.9)

for any normalized $\psi \in \ell^2(\Lambda_L)$. Let $\psi_L$ be defined in Lemma 6.3 and $\phi_L := \psi_L/\|\psi_L\|_2$. With this choice of $\phi_L$ we further estimate using Jensen’s inequality

$$\langle \phi_L, (T_{g,L}^\varphi)\beta \phi_L \rangle \leq \langle \psi_L, T_{g,L}^\varphi \phi_L \rangle^{\beta}.$$  \hspace{1cm} (6.10)

From the definition of $\psi_L$ it follows directly that

$$\|\psi_L\|_2 \geq C_1 L$$  \hspace{1cm} (6.11)

for some constant $C_1 > 0$ and Lemma 6.3 below gives for some other constant $C_2 > 0$

$$\langle \psi_L, T_{g,L}^\varphi \psi_L \rangle \leq C_2 \frac{1}{L^{2a-1}}.$$  \hspace{1cm} (6.12)

The last two inequalities imply the bound

$$\langle \phi_L, T_{g,L}^\varphi \phi_L \rangle^{\beta} \leq C_3 L^{-2a\beta} = C_3 L^{-b},$$  \hspace{1cm} (6.13)

for some positive constant $C_3 > 0$. Altogether we obtain

$$E_0(C(T_{g,L}^\varphi)\beta + V_\omega) \leq \frac{C_3}{L^b} + \max_{n \in \Lambda} V_\omega(n).$$  \hspace{1cm} (6.14)

This last estimate replaces [AW15, Eq.(4.51)] and the rest follows along the lines of [AW15, Sec. 4.4.2].

**Lemma 6.3.** Let $N \in \mathbb{N}$ and $\psi_1 \in C^\infty([-1, 1])$ satisfying $\psi_1(x) = 1$ for all $x \in (-\frac{1}{2}, \frac{1}{2})$ and $\psi_1(x) = 0$ for $|x| > \frac{3}{4}$. We set $\psi_L \in C^\infty([-L, 0]), \psi_L(x) := \psi_1(\frac{x}{L}), x \in \Lambda_L$, and note that $\psi_L$ is supported on $\Lambda_{3L/4}$. There exists a constant $C_N$ depending on $N$ such that

$$\langle \psi_L, T_{g,L}^\varphi \psi_L \rangle \leq C_N \frac{1}{L^{2N-1}}.$$  \hspace{1cm} (6.15)

where $g(x) = (2 - 2 \cos(x))^N$, $x \in \mathbb{T}$.

**Proof.** We note that $2 - 2 \cos(x)$ is the symbol of the negative discrete Laplacian $-\Delta : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$, $(-\Delta \psi)(n) = -\psi(n-1) + 2\psi(n) - \psi(n+1), n \in \mathbb{Z}$. Since $\psi_L(x) = 0$ for all $|x| > \frac{3}{4L}$ and the boundary condition of $T_{g,L}^\varphi$ is supported in a neighborhood of the boundary of size $N$ only, we obtain for $L$ big enough

$$\langle \psi_L, T_{g,L}^\varphi \psi_L \rangle = \langle \psi_L, (-\Delta)^N \psi_L \rangle.$$  \hspace{1cm} (6.16)
It is straightforward to see that 

\[ (-\Delta)^N = T^*T \]  

with 

\[ (T^\psi_n) = \psi_n - \psi_{n+1}, \ n \in \mathbb{Z} \]

and therefore

\[ \langle \psi_L, \psi_L \rangle = \langle T^N \psi_L, T^N \psi_L \rangle \]  

(6.17)

Assume we have for all \( m \in \Lambda_L \) the representation

\[ |(T^N \psi_L)(m)| = \left| \int_{m/L}^{(m+1)/L} dt_1 \int_{t_1}^{t_1+1/L} dt_2 \cdots \int_{t_{N-1}}^{t_{N-1}+1/L} dt_N \psi_1^{(N)}(t_N) \right|, \]  

(6.18)

where \( \psi_1^{(N)} \) stands for the \( N \)th derivative of \( \psi_1 \). Using the latter formula, we readily obtain that

\[ \langle T^N \psi_L, T^N \psi_L \rangle \leq \frac{\| \psi_1^{(N)} \|_2^2}{L^{2N}} \sum_{m \in \Lambda_L} 1 < \frac{3\| \psi_1^{(N)} \|_2^2}{L^{2N-1}}, \]  

(6.19)

which gives the assertion together with (6.16).

It remains to show formula (6.18). This follows from an induction with respect to \( N \) and the fundamental theorem of calculus.

7. Proof of Theorem 2.4

PROOF. We combine the results from the two previous sections. The upper bound is given by combining Corollary 3.2, Corollary 4.3, the discussion preceding Equation (5.3) and Lemma 5.4.

Under the supplementary assumption on the single-site probability distribution, the lower bound is obtained by combining Corollary 3.2, Corollary 4.3, Lemma 6.1 and the discussion preceding it, and Lemma 6.2.

Appendix A.

A.1. Off-diagonal decay of Laurent matrices.

Lemma A.1. Let \( T_f \) be Laurent operator associated to a symbol \( f \) satisfying Assumptions (A1)–(A2). The matrix entries of \( T_f \) decay as

\[ |a_{n,m}| \leq \frac{1}{|n-m|^{1+\nu}}, \ m, n \in \mathbb{Z} \]

therefore, \( T_f \) is an, at most, long-range operator with polynomially decaying off-diagonal terms.

PROOF. To see this, note that \( f \in C^1(\mathbb{T}) \) except at finitely many points \( x_j \in \mathbb{T}, \ j = 1, \ldots, m \) for some \( m \in \mathbb{N} \) where \( f \) remains \( \nu \)-Hölder continuous for some \( \nu > 0 \) at these points. An adaption of the proof of [GRM20, Thm. 2.2] implies for symbols \( h \in C^1(\mathbb{T}) \setminus \{\gamma\} \cap C^\alpha(\mathbb{T}) \) that

\[ |T_h(n,m)| \leq \frac{C}{|n-m|^{1+\nu}}, \ n, m \in \mathbb{Z} \]

(A.1)

for some \( C > 0 \). We write \( g = \sum_{j=1}^m h_j \) with \( h_j \in C^1(\mathbb{T}) \setminus \{\gamma\} \cap C^\alpha(\mathbb{T}) \). Now we apply inequality (A.1) to each function \( h_j \) and since there is only a finite number of those we end up with the result.
Proposition A.2. Let $T_f$ be the Laurent operator associated to a symbol $f$ satisfying Assumptions (A1)–(A2). The limit

$$
\bar{I}_f(E) := \lim_{L \to \infty} \frac{\text{Tr}(1_{[-L,L]} 1_{E}(T_f))}{2L + 1}
$$

exists and equals the IDS of $T_f$, $I_f(E)$, for all $E \in \mathbb{R}$, where $I_f$ is defined in (2.8). Moreover,

$$
I_f(E) = \frac{1}{2\pi} |\{k \in [-\pi, \pi] : f(k) \leq E\}|,
$$

Proof. Using the off-diagonal decay of $T_f$ shown above we can follow the arguments in [GRM20, Proposition 2.1] to show that $\bar{I}_f$ and $I_f$ are identical for all $E \in \mathbb{R}$.

Next, let $\tau_x : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ be the translation by $x \in \mathbb{Z}$ acting on $\ell^2(\mathbb{Z})$ by $\tau_x \varphi(n) = \varphi(n-x)$, for $\varphi \in \ell^2(\mathbb{Z})$. The translation invariance of $T_f$ implies that

$$
\lim_{L \to \infty} \frac{\text{Tr}(1_{[-L,L]} 1_{E}(T_f))}{2L + 1} = \frac{1}{2L + 1} \sum_{x \in [-L,L]} \langle \delta_x, 1_{E}(T_f) \delta_x \rangle = \langle \delta_0, 1_{E}(T_f) \delta_0 \rangle
$$

(A.4)

Using Fourier transform in the r.h.s. of the last line and the fact that $T_f$ is unitary equivalent to the operator $M_f$, multiplication by $f$, yields (A.3). □

A.2. Properties of the ground state space $\mathcal{G}$ of Neumann restrictions of Toeplitz matrices. Let $T$ be a Laurent matrix with band width $N$ associated to a symbol $g$ of the form (2.3). Consider its restriction to the cube $\Lambda_L = [-L,L] \cap \mathbb{Z}$, with $L \in \mathbb{N}$, $L > 2N + 1$ with modified Neumann boundary conditions (see Section 3), denoted by $T_L^N$. We define its ground state space by

$$
\mathcal{G} := \{ \varphi \in \ell^2(\Lambda_L) : T_L^N \varphi = 0 \}
$$

(A.5)

We recall from [G20, Section 5] (see section 3) that the ground-state space $\mathcal{G}$ is spanned by

$$
\mathcal{G} = \text{span}\{ \varphi_{k,L}^j \in \ell^2(\Lambda_L) : k = 1, ..., M, j = 0, ..., \overline{a} - 1 \}
$$

(A.6)

with

$$
\varphi_{k,L}^j := \frac{1}{K_{j,L}^{1/2}} (e^{iLE_{j}}e^{j1}, ..., 0^j, 1^j e^{-iE_{j}}, ..., L^j e^{-iE_{j}})^T \in \mathbb{R}^{2L+1}
$$

(A.7)

for $k = 1, ..., M$ and $j = 0, ..., \overline{a} - 1$, and

$$
K_{j,L} = 2 \sum_{m=-L}^{L} |m|^{2j}.
$$

(A.8)

Lemma A.3. Let $\varphi \in \mathcal{G}$. Then there exists a constant $C > 0$ such that for all $L \in \mathbb{N}$, $r \neq k$ and $j, s \in \{0, ..., \overline{a}\}$

$$
|\langle \varphi_{k,L}^j, \varphi_{r,L}^s \rangle| \leq \frac{C}{|\Lambda_L|}.
$$

(A.9)
PROOF. We compute
\[ |\langle \varphi^{j}_{k,L}, \varphi^{s}_{r,L} \rangle| = \frac{1}{(K_{j,L}K_{s,L})^{1/2}} \left| \sum_{m=-L}^{L} m^{j+s} e^{im(E_{k}-E_{r})} \right| \]  \hspace{1cm} (A.10)

Using summation by parts \( j + s \) times and \( |\sum_{m=-L}^{L} e^{im(E_{k}-E_{r})}| = O(1) \) we obtain that
\[ \left| \sum_{m=-L}^{L} m^{j+s} e^{im(E_{k}-E_{r})} \right| = O(L^{j+s}). \]  \hspace{1cm} (A.11)

Now \( K_{j,L}K_{s,L} = O(L^{2j+2s+2}) \) implies
\[ |\langle \varphi^{j}_{k,L}, \varphi^{s}_{r,L} \rangle| = O(L^{-1}) \]  \hspace{1cm} (A.12)

and therefore there exists a constant \( C_{k,j,r,s} \) depending on \( k, j, r, s \) but independent of \( L \) such that
\[ |\langle \varphi^{j}_{k,L}, \varphi^{s}_{r,L} \rangle| \leq \frac{C_{k,j,r,s}}{L}. \]  \hspace{1cm} (A.13)

Taking \( C := \max_{j,s,r \neq k} C_{k,j,r,s} \), gives the assertion. \( \square \)

**Lemma A.4.** There exists \( L_{0} \) such that for all \( L \geq L_{0}, \, l \in \Lambda_{L} \) and \( \varphi \in \mathcal{B} \)
\[ |\varphi(l)| \leq \frac{\sqrt{2N}}{\sqrt{|\Lambda_{L}|}}. \]  \hspace{1cm} (A.14)

PROOF. Let \( \varphi \in \mathcal{B} \) with \( |\varphi| = 1 \). Then \( \varphi = \sum_{k=0}^{n-1} \sum_{j=0}^{\pi_{1}-1} a_{j,k} \varphi^{j}_{k,L} \) for some \( a_{j,k} \in \mathbb{C} \) and \( \varphi^{j}_{k,L} \) given in \( (A.7) \). We compute
\[ \langle \varphi, \tilde{V}_{\omega} \varphi \rangle = \sum_{l \in \Lambda_{L}} \tilde{V}_{\omega}(l)|\varphi(l)|^{2} \]  \hspace{1cm} (A.15)

where \( \varphi(l) \) stands for the \( l \)th component of the vector \( \varphi \). The last lemma implies that \( |\langle \varphi^{j}_{k,L}, \varphi^{s}_{r,L} \rangle| \leq \frac{C}{|\Lambda_{L}|} \) for some constant \( C > 0 \) and all \( k \neq r \). Hence, we obtain
\[ 1 = \sum_{l \in \Lambda_{L}} |\varphi(l)|^{2} = \sum_{k,r=0}^{n-1} \sum_{j,s=0}^{\pi_{1}-1} |a_{k,j}|^{2} \sum_{l \in \Lambda_{L}} |\varphi^{j}_{k,L} \varphi^{s}_{r,L}| \]
\[ \geq \sum_{k=0}^{n-1} \sum_{j=0}^{\pi_{1}-1} |a_{k,j}|^{2} - \sum_{(k,j) \neq (r,s)} |a_{k,j}| |a_{r,s}| \frac{C}{|\Lambda_{L}|} \]
\[ \geq \sum_{k=0}^{n-1} \sum_{j=0}^{\pi_{1}-1} |a_{k,j}|^{2} - \frac{1}{2} \sum_{(k,j) \neq (r,s)} (|a_{k,j}|^{2} + |a_{r,s}|^{2}) \frac{C}{|\Lambda_{L}|} \]
\[ \geq \sum_{k=0}^{n-1} \sum_{j=0}^{\pi_{1}-1} |a_{k,j}|^{2} \left( 1 - \frac{C N}{|\Lambda_{L}|} \right) \]  \hspace{1cm} (A.16)

where we used the inequality \( |xy| \leq \frac{1}{2}(|x|^{2} + |y|^{2}) \) for \( x, y \in \mathbb{R} \). We choose \( L_{0} \in \mathbb{N} \) such that for all \( L \geq L_{0} \) we obtain \( \frac{CN}{|\Lambda_{L}|} \leq \frac{1}{2} \) and therefore
\[ \sum_{k=0}^{n-1} \sum_{j=0}^{\pi_{1}-1} |a_{k,j}|^{2} \leq 2. \]  \hspace{1cm} (A.17)
This implies
\[ |\varphi(l)| \leq \frac{1}{\sqrt{|A_{L}|}} \sum_{k=0}^{n-1} \sum_{j=0}^{\varphi-1} |a_{k,j}| \leq \frac{\sqrt{N}}{\sqrt{|A_{L}|}} \left( \sum_{k=0}^{n-1} \sum_{j=0}^{\varphi-1} |a_{k,j}| \right)^{1/2} \leq \frac{\sqrt{2N}}{\sqrt{|A_{L}|}}. \tag{A.18}
\]

\[ \square \]
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