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Abstract

We give a deterministic polynomial space construction for nearly optimal $\epsilon$-nets with respect to any input $n$-dimensional convex body $K$ and norm $\| \cdot \|$. More precisely, our algorithm can build and iterate over an $\epsilon$-net of $K$ with respect to $\| \cdot \|$ in time $2^{O(n)} \times (\text{size of the optimal net})$ using only $\text{poly}(n)$-space. This improves on previous constructions of [ASL\textsuperscript{+}13] which achieve either a $2^{O(n)}$ approximation or an $n^{O(n)}$ approximation of the optimal net size using $2^n$ space and $\text{poly}(n)$-space respectively.

As in [ASL\textsuperscript{+}13], our algorithm relies on the mathematically classical approach of building thin lattice coverings of space, which reduces the task of constructing $\epsilon$-nets to the problem of enumerating lattice points. Our main technical contribution is a deterministic $2^{O(n)}$-time and $\text{poly}(n)$-space construction of thin lattice coverings of space with respect to any convex body, where enumeration in these lattices can be efficiently performed using $\text{poly}(n)$-space. This also yields the first existential construction of $\text{poly}(n)$-space enumerable thin covering lattices for general convex bodies, which we believe is of independent interest. Our construction combines the use of the M-ellipsoid from convex geometry [Mil86] with lattice sparsification and densification techniques [Rog50, DK13].

As an application, we give a $2^{O(n)}(1 + 1/\epsilon)^n$ time and $\text{poly}(n)$-space deterministic algorithm for computing a $(1 + \epsilon)^n$ approximation to the volume of a general convex body, which nearly matches the lower bounds for volume estimation in the oracle model (the dependence on $\epsilon$ is larger by a factor 2 in the exponent). This improves on the previous results of [DV\textsuperscript{+}13], which gave the above result only for symmetric bodies and achieved a dependence on $\epsilon$ of $(1 + \log^{3/2}(1/\epsilon)/\epsilon^2)^n$.
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1 Basic Concepts

Convexity. Define $B^n_2 = \{ x : \| x \|_2 \leq 1 \}$ to be the unit Euclidean ball in $\mathbb{R}^n$. For sets $A, B \subseteq \mathbb{R}^n$, $s, t \in \mathbb{R}$, we define the Minkowski sum $sA + tB = \{ sa + tb : a \in A, b \in B \}$. A convex body $K \subseteq \mathbb{R}^n$ is a compact convex set with non-empty interior. For any convex set $K$, we have the algebra $sK + tK = (s+t)K$ for $s, t \geq 0$. $K$ is symmetric if $K = -K$ and 0-centered if 0 is in the interior of $K$. For a 0-centered convex body, we define the polar $K^* = \{ x \in \mathbb{R}^n : \langle x, y \rangle \leq 1 \forall y \in K \}$. We let $\| x \|_K = \inf \{ s \geq 0 : x \in sK \}$ denote the gauge function of $K$. Here $\| \cdot \|_K$ satisfies all norm properties except symmetry when $K$ is 0-centered and induces a norm in the usual sense when $K$ is symmetric.

For two sets $A, B \subseteq \mathbb{R}^n$, we denote the covering number of $A$ with respect to $B$ is

$$N(A, B) = \min \{|T| : T \subseteq \mathbb{R}^n, A \subseteq T + B\}$$

$A, B$ have covering numbers bounded by $(c_1, c_2)$ if $N(A, B) \leq c_1$ and $N(B, A) \leq c_2$.

We define the ellipsoid $E(A) = \{ x \in \mathbb{R}^n : x^T A x \leq 1 \}$, where $A$ is an $n \times n$ symmetric positive definite matrix. From here one has that $E(A) = A^{-1/2}B_2^n$ and $\text{vol}_n(E(A)) = \text{det}(A)^{-1/2}\text{vol}_n(B_2^n)$.

For an $n$ dimensional convex body $K$, we say that an ellipsoid $E$ is an $M$-ellipsoid of $K$ if $K, E$ have covering numbers bounded by $2^{O(n)}$ (see Section 3.1 for more details).

Computational Model: When interacting algorithmically with convex bodies, we will assume that they are presented by membership oracles in the standard way (see Section 3.1 for more details). The complexity of our algorithms will be measured by the number of arithmetic operations and oracle calls.

Lattices. An $n$-dimensional lattice $\mathcal{L} \subseteq \mathbb{R}^n$ is the integer span of a basis $B = (b_1, \ldots, b_n)$ of $\mathbb{R}^n$. We also use the notation $\mathcal{L}(B)$ to denote the lattice spanned by a basis $B$. The determinant $\text{det}(\mathcal{L})$ of $\mathcal{L}$ is defined as $|\text{det}(B)|$. We define the (symmetric) parallelepiped with respect to $B$ as $P(B) = B[-1/2, 1/2]^n$. Let $M \subseteq \mathcal{L}$ be a sublattice of $\mathcal{L}$. We define the quotient group $\mathcal{L} \mod M = \{ M + y : y \in \mathcal{L} \}$, i.e. the cosets of $M$ with respect to $\mathcal{L}$. Let $[\mathcal{L} : M]$ denote the index of $\mathcal{L}$ with respect to $M$, where $[\mathcal{L} : M] = |\mathcal{L} \mod M|$. If $[\mathcal{L} : M] < \infty$, then $[\mathcal{L} : M] = \text{det}(M)/\text{det}(\mathcal{L})$ and $\dim(M) = \dim(\mathcal{L})$. For $p \in \mathbb{N}$ the group $\mathcal{L}/p \mod \mathcal{L} = \{ \mathcal{L} + Ba/p : a \in \{0, \ldots, p-1\}^n \}$, where group addition corresponds to adding the coefficient vectors modulo $p$, and hence, $\mathcal{L}/p \mod \mathcal{L} \cong \mathbb{Z}_p^n$.

Let $K$ be a 0-centered convex body. We denote distance between a point $x \in \mathbb{R}^n$ and $\mathcal{L}$ under $\| \cdot \|_K$ as $d_K(\mathcal{L}, x) = \min_{y \in \mathcal{L}} \| y - x \|_K$. The covering radius of $K$ with respect to $\mathcal{L}$ is

$$\mu(K, \mathcal{L}) = \inf \{ s \geq 0 : \mathcal{L} + sK = \mathbb{R}^n \} = \max_{x \in \mathbb{R}^n} d_K(\mathcal{L}, x).$$

$\mathcal{L}$ is $K$-covering if $\mu(K, \mathcal{L}) \leq 1$ and $\alpha$-thin if $\text{vol}_n(K)/\text{det}(\mathcal{L}) \leq \alpha$. We note that the notion of covering radius makes sense for any convex body (since it can be stated independent of centering).

Let $K$ be a symmetric convex body. We define the minimum distance of $\mathcal{L}$ with respect to $K$ as $\lambda_1(K, \mathcal{L}) = \inf_{y \in \mathcal{L}\setminus\{0\}} \| y \|_K$. Let $\lambda = \lambda_1(K, \mathcal{L})$. $\mathcal{L}$ is $K$-packing if $\lambda_1(K, \mathcal{L}) \geq 2$. The packing density of $\mathcal{L}$ with respect to $K$ is $\text{vol}_n(\lambda/2K)/\text{det}(\mathcal{L})$. Note that the packing density is always less than 1 since the lattice shifts of $(\lambda/2)K$ are all interior disjoint. The packing to covering ratio of $\mathcal{L}$ with respect to $K$ is $\lambda/(2\mu)$. Note that if $s < \lambda/2$, i.e. below the packing radius, then lattice shifts of $sK$ must leave parts of space uncovered. From this, we see that the packing to covering ratio is also always less than 1.

Let $K$ be a 0-centered convex body. The Shortest Vector Problem (SVP) with respect to $\mathcal{L}$ and $K$ is to find a shortest non-zero vector in $\mathcal{L}$ under $\| \cdot \|_K$. The Closest Vector Problem (CVP) with respect to $\mathcal{L}$, $K$ and target $x \in \mathbb{R}^n$ is to find a closest lattice vector $y \in \mathcal{L}$ to $x$ under $\| \cdot \|_K$, i.e. that minimizes $\| y - x \|_K$.\]
2 Introduction

The usefulness of $\epsilon$-nets within Computer Science for designing approximation algorithms, derandomization and in many other contexts, is well-established. In this paper, we will explore algorithms for constructing such nets in a general geometric setting. In particular, we will be interested in the following algorithmic task: given $n$-dimensional convex bodies $C$ and $K$, construct a covering of $C$ by $K$ in time at most $f(n)N(C, K)$.

In this language, constructing an $\epsilon$-net for $C$ under a given norm $\| \cdot \|$, corresponds to the covering problem where $K = \{ x \in \mathbb{R}^n : \|x\| \leq \epsilon \}$.

In this general context, the problem of algorithmically constructing such coverings was first studied in [ASL+13]. Here, they showed that such coverings can be used to yield an additive PTAS for 2-player Nash equilibria and the Densest Subgraph problem, in the case where the sum of the payoff matrices (for 2-player Nash) or the adjacency matrix (for Densest Subgraph) has logarithmic $\epsilon$-rank. To build the coverings, they relied on constructions of thin lattice coverings of space. Based on these they gave two deterministic constructions for $\epsilon$-nets in the case where the covering body is symmetric: one achieving $f(n) = n^{O(n)}$ using $\text{poly}(n)$ space based on good ellipsoidal roundings, and another achieving $f(n) = 2^{O(n)}$ using $2^n$ space based on a construction of Rogers [Rog50].

Our goal will be to build such coverings for general convex bodies with $f(n) = 2^{O(n)}$ using only $\text{poly}(n)$-space. We will also give applications to the problems of deterministic volume estimation for convex bodies, estimating norms of linear operators, constructing polyhedral approximations, and of derandomizing certain lattice algorithms.

We note that exponential approximation factors are very natural in the geometric setting, since even covering an $n$-dimensional convex body $C$ by a $(1/2)C$ must have size at least $2^n$ just by comparing volumes. Hence, even small perturbations of either of the bodies $C$ and $K$ will generically change the covering numbers by an exponential factor.

2.1 Thin Lattice Coverings

As in [ASL+13], our method for building coverings relies on the mathematically classical approach, primarily developed by C.A. Rogers, of building a thin lattice covering of space with respect to the covering body $K$, and restricting the covering to the body $C$ (see for example [Rog50, Rog58, Rog59, RZ97]).

More formally, for any convex body $K$, we seek to build a lattice $\Lambda$ satisfying

1. **Covering**: $\Lambda$ is $K$-covering.
2. **Thinness**: $\text{vol}_n(K)/\det(\Lambda) \leq t(n)$.
3. **Enumeration Complexity**: For any convex body $C$, the lattice points in

$$ (C - K) \cap \mathcal{L} \quad \text{(corresponding to the lattice shifts of } K \text{ touching } C) $$

can be enumerated in time $f(n)N(C, K)$ using at most most $p(n)$ space.

Our main result is as follows:

---

1The original paper also claimed a Las Vegas construction achieving $f(n) = 2^{O(n)}$ using $\text{poly}(n)$-space, but this construction was flawed [Vem13]. However, this does not affect the time complexity of their main algorithm and its applications.
Theorem 2.1 (Thin Lattice). There is a deterministic $2^{O(n)}$ time and poly$(n)$ space construction for covering lattices with respect to

1. **symmetric convex bodies** satisfying $t(n) = 3^n$, $f(n) = 2^{O(n)}$ and $p(n) = \text{poly}(n)$, where the constructed lattices have packing to covering ratio at least $1/3$.

2. **general convex bodies** satisfying $t(n) = 7^n$, $f(n) = 2^{O(n)}$ and $p(n) = \text{poly}(n)$.

Furthermore, enumeration within these lattices can be implemented using standard Schnorr-Euchner enumeration.

Schnorr-Euchner enumeration is a basis centric form of lattice point enumeration, which uses a search tree over the basis coefficients to find lattice points, and is perhaps the most commonly used lattice point enumeration method in practice (see Section 4.1 for more details). We note that Theorem 2.1 gives the first existential construction of low-space enumerable covering lattices (via Schnorr-Euchner or any other known low-space method). Indeed, for the main class of lattices used to show the existence of thin coverings, that is the so-called Haar (or random) lattices (see Rog58, Rog59), it is known that Schnorr-Euchner enumeration (and all other known low-space enumeration methods) is in general not efficient. In particular, for Haar lattices it can shown that the Schnorr-Euchner enumeration complexity for a scaled Euclidean ball can be an $n^{\Omega(n)}$ factor larger than the number of points in the ball (see for example, section 2 in BGI13). We note that these types of lattices form a main class of “hard” test instances for solving the classical Shortest (SVP) and Closest Vector Problems (CVP).

As an added bonus of our construction, the covering lattices in 2.1 have a packing to covering ratio of at least 1/3 for symmetric bodies, and have the property that CVP under the norm for which they were constructed can be solved in $2^{O(n)}$ time and poly$(n)$ space (since this reduces to enumeration within the covering body). We note that while building thin covering lattices for $\ell_p$ norms is trivial – $2n^{-1/p}\mathbb{Z}_n$ is a $2^{O(n)}$-thin covering lattice for the $\ell_p$ norm – building ones with constant packing to covering ratio is not. In fact, even for the $\ell_2$ norm, there is no known explicit construction of such a lattice. Furthermore, as mentioned above, the main probabilistic constructions do not currently have space efficient CVP solvers. While these properties are not directly used in our applications, we believe they might be useful elsewhere, such as in lattice based schemes for Locality Sensitive Hashing (see A106 for an application using the 24-dimensional Leech lattice).

From the perspective of space usage, if one is willing to use exponential space, then lattice point enumeration can be performed efficiently within any thin covering lattice. In particular, given a $t(n)$-thin covering lattice, the M-ellipsoid covering and Voronoi cell based enumeration algorithm of MV13, DPV11, Dad12 can be used to achieve enumeration complexity $f(n) = 2^{O(n)}t(n)$. Given this, the main contribution in Theorem 2.1 is in building thin covering lattices with low enumeration complexity. We remark that in the context of lattice problems such as CVP and SVP, there is a general dichotomy in the known time / space tradeoffs, where on one end we have poly$(n)$ space and $n^{O(n)}$ time algorithms and on the other $2^{O(n)}$ time and space algorithms. From this perspective, Theorem 2.1 yields a non-trivial example where this type of dichotomy is in fact unnecessary.

**From Thinness to Coverings.** Following RZ97, we outline how to use a thin $K$-covering lattice $\Lambda$ to recover a nearly optimal covering of any convex body $C$ by $K$. Firstly, we note that the $K$-covering property $\Lambda + K = \mathbb{R}^n$ implies that all the lattice shifts of $K$ touching $C$ must form a covering of $C$. Formally, the set

$$T = \{y \in \Lambda : (y + K) \cap C \neq \emptyset\} = \{y \in \Lambda : y \in C - K\} = (C - K) \cap \Lambda,$$

is a covering of $C$ by $K$. Therefore, if we are given a thin $K$-covering lattice $\Lambda$, we can use the set $T$ to recover a nearly optimal covering of $C$ by $K$. More specifically, $T$ is a covering of $C$ by $K$ with packing to covering ratio at least $1/3$. Therefore, we have obtained a nearly optimal covering of $C$ by $K$. Theorem 2.1 and the above discussion give a nearly optimal covering of any convex body $C$ by $K$.
satisfies $C \subseteq T + K$. Furthermore, the same argument works for any shift $\Lambda + x$ as well, in that $T = (C - K) \cap (\Lambda + x)$ also forms yields a covering of $C$ by $K$. If one estimates the number of lattice points in $C - K$ using the so-called Gaussian heuristic we expect that

$$|(C - K) \cap \Lambda| \approx \text{vol}_n(C - K)/\det(\Lambda).$$

In fact, a straightforward averaging argument reveals that if we pick a uniform coset $x \leftarrow \mathbb{R}^n$ (mod $\Lambda$)

$$E_x[(C - K) \cap (\Lambda + x)] = \text{vol}_n(C - K)/\det(\Lambda).$$

Hence a covering of this size always exists via the probabilistic method. However, since our goal is to get deterministic algorithms, we will show later that the central coset, i.e. $\Lambda + x = \Lambda$, yields a covering of size at worst a $2^{O(n)}$ factor larger than the Gaussian heuristic in this setting. For the time being, let us therefore assume that the central coset achieves this bound. Now let $T$ denote an optimal covering of $C$ by $K$. From here, we see that

$$\text{vol}_n(C - K) \leq \text{vol}_n(T + K - K) \leq \text{vol}_n(K - K)|T| \leq 4^n \text{vol}_n(K) \log N(C, K),$$

where the last step follows by the Rogers-Shepard inequality \cite{RS57}

$$\text{vol}_n(K - K) \leq \binom{2n}{n} \text{vol}_n(K)$$

(if $K$ is symmetric we get $\text{vol}_n(K - K) = 2^n \text{vol}_n(K)$). Putting it all together, we get that

$$|(C - K) \cap \Lambda| \leq 4^n \text{vol}_n(K)/\det(\Lambda) \log N(C, K) = 4^n t(n) \log N(C, K). \quad (2.1)$$

(the right hand side drops by $2^n$ if $K$ symmetric) where $t(n)$ is the thinness of the covering. From the above argument, we see that the thinness of the covering lattice essentially controls the quality of the coverings we can expect to derive from it.

From the perspective of optimizing thinness, as mentioned previously, it has long been known that Haar lattices yield extremely efficient coverings. In particular, in a rather surprising result, Rogers \cite{Rog59} showed that Haar lattices modified by a small number of additional “random densification” steps can be used to construct covering lattices of thinness $n^{\log \log n + O(1)}$ for any convex body and thinness $n \log^{O(1)}(n)$ for the Euclidean ball. This result was further extended by Butler \cite{But72}, who showed that with the same thinness one can build lattices with packing to covering ratio at least $1/2 - o(1)$ (which is conjectured to be optimal as $n \to \infty$ for $K = B_2^d$). We note however, that even for covering lattices of thinness 1, the above bounds on the size of the coverings is still an exponential factor larger than $N(C, K)$. In particular, if $C = K = [0, 1]^n$ and $\Lambda = \mathbb{Z}^n$, then the set

$$|(C - K) \cap (\Lambda + t)| = |[-1, 1]^n \cap (\mathbb{Z}^n + t)| \geq 2^n, \quad \text{for all } t \in \mathbb{R}^n,$$

even though $N(C, K) = 1$. Hence the bound from Equation (2.1) can be tight. Furthermore, by applying a random shift to either $C$ or $K$ in the above example, we see that approximating $N(C, K)$ to within less than $2^n$ is essentially impossible under the oracle model (since the set cube shifts $t$ such that $t + [0, 1]^n$ contains more than one vertex of $[0, 1]^n$ has measure zero).

We remark that while the construction described above relies on lattice coverings of space, it can easily be adapted to use non-lattice coverings as well (which can achieve thinness $O(n \log n)$, i.e. somewhat better
than lattice coverings). However, one main drawback of non-lattice coverings – which usually consist of “random” shifts of a base lattice covering – is that there is no generic way to certify them (i.e. that they indeed yield a covering). In the lattice setting, this task much simpler, since it reduces to approximating the covering radius. Here, it was shown in [GMR05] that a bound \( \mu \leq \mu(K, \Lambda) \leq p/(p-1)\mu \) can be computed by solving \( p^n \) CVPs (see Lemma 3.7). We note that even in the case of lattice coverings, using the above procedure, \( 2^{O(n)} \) time only allows us to compute a \((1 + \epsilon)\) approximation of the covering radius, for a fixed \( \epsilon > 0 \), and hence it is unclear how one could effectively certify thinness below \((1 + \epsilon)^n\).

Thin Lattice Constructions. We now discuss how one can construct thin covering lattices, and explain how our construction differs from previous work. We will restrict here to the case where \( K \) is symmetric. In the next section, we will show how to reduce the general case to the symmetric one.

To build intuition, we describe the first basic construction of [ASL+13]. Given the initial \( n \) dimensional covering body \( K \), a first natural way to get a handle on the coarse geometry of \( K \) is to compute an appropriate ellipsoidal approximation. As a first try, we may attempt to compute a good sandwiching ellipsoid \( E \) for \( K \), i.e. an ellipsoid satisfying \( E \subseteq K \subseteq cE \), where \( c \) is small as possible. For \( n \)-dimensional symmetric convex bodies sandwiching ellipsoids always exist for \( c = \sqrt{n} \) (e.g. one may use the maximum volume contained ellipsoid), and this is tight (e.g. the cube vs the ball). By a linear transformation – note that all the desired properties of the covering lattice are preserved by a simultaneous linear transformation of the lattice and covering body – we may assume that \( B_2^n \subseteq K \subseteq \sqrt{n}B_2^n \). A simple choice of \( K \)-covering lattice is now \( \Lambda = \frac{2}{\sqrt{n}}\mathbb{Z}^n \). The covering property follows from the fact that \( K \) contains the cube \([-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}]^n \subseteq B_2^n \subseteq K \), which is the (symmetric) fundamental parallelepiped with respect to the basis \( B = (\frac{2}{\sqrt{n}}e_1, \ldots, \frac{2}{\sqrt{n}}e_n) \). A first question is how thin is this lattice covering? From the sandwiching bounds we get

\[
\frac{\text{vol}_n(K)}{\text{det}(\Lambda)} \leq \frac{\text{vol}_n(\sqrt{n}B_2^n)}{\text{det}(\frac{2}{\sqrt{n}}\mathbb{Z}^n)} = (n/2)^n \text{vol}_n(B_2^n) = 2^{O(n)}n^{n/2}.
\]

Another question is how easy is enumeration in this lattice? As we will see, the main consideration will be the enumeration complexity for the covering body \( K \) itself, as this will essentially determine the \( f(n) \) parameter. For our choice of lattice \( \Lambda = \frac{2}{\sqrt{n}}\mathbb{Z}^n \), one can consider the graph over \( \Lambda \) whereby two lattice points are adjacent if their associated parallelepipeds \( \mathcal{P}(B) = [-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}]^n \) intersect in a facet, or put more simply if their difference is in \( \pm \left\{ \frac{2}{\sqrt{n}}e_1, \ldots, \frac{2}{\sqrt{n}}e_n \right\} \}. Here it is not hard to check that the restriction of this graph to the lattice points forming a \( \mathcal{P}(B) \)-tiling of \( K \), that is \( (K - \mathcal{P}(B)) \cap \Lambda \), is connected. Furthermore, given that \( \mathcal{P}(B) \subseteq K \), via similar arguments to those above the tiling has size bounded by \( 2^n \text{vol}(K)/\text{det}(\Lambda) \). Hence the points in \( K \cap \Lambda \) can be enumerated by computing the connected component of 0 in the tiling graph in \( \text{poly}(n)2^n\text{vol}(K)/\text{det}(\Lambda) \) time via a depth first or breadth first search. To make this enumeration space efficient (avoiding a linear dependence on the size of the graph), a simple line following argument shows that the edges of the shortest path tree directed towards 0 can be computed locally. From here one can show that a traversal of the vertices of this implicit shortest path tree can be computed in space logarithmic in the size of the graph – which is \( \text{poly}(n) \) in this setting – starting from 0 (see [Dad12] for a full exposition).

The above construction of [ASL+13] yields a \( 2^{O(n)}n^n \)-thin \( K \)-covering lattice \( \Lambda \) that is \( \text{poly}(n) \)-space enumerable. While this is not good enough for our purposes, we will make use of the main fact enabling low space enumeration. In particular, if a convex body \( C \) has a tiling with respect to a basis parallelepiped \( \mathcal{P}(B) \) of size \( f(n)|C \cap \Lambda| \), then the points \( C \cap \Lambda \) can be enumerated in \( \text{poly}(n) \) space and \( f(n)|C \cap \Lambda| \) time.

We will strengthen this observation, by showing that Schnorr-Euchner (SE) enumeration – which always operates using \( \text{poly}(n) \) space – over \( C \cap \Lambda \) using basis \( B \) has complexity bounded by \( \text{poly}(n)N(C, \mathcal{P}(B)) \).
(see Lemmas 4.2 and 4.5). Note that by definition, the parallelepiped covering number is always bounded by the size of a parallelepiped tiling. Apart from yielding a somewhat simpler enumeration algorithm, SE enumeration will be very useful in that it will make it easy to quantify how the enumeration complexity changes when taking sublattices or superlattices of any base lattice. In particular, we show that the SE enumeration complexity for a convex body does not increase when taking sublattices, and increases by at most the index when taking superlattices (see Lemma 4.2).

To improve on the above construction, we will make use of three additional ingredients. Firstly, we construct a lattice basis \( B \) whose parallelepiped \( P(B) \) has covering numbers at most \( 2^{O(n)} \) with respect to \( K \). This can be achieved by choosing \( P(B) \) to be a maximum volume in inscribed parallelepiped for an \( M \) Ellipsoid \( E \) of \( K \). We note that the “M-Lattice” \( L = L(B) \) is used in [DPV11] to compute the \( M \)-ellipsoid covering for the lattice point enumeration algorithm. By asking for more than the sandwiching bounds achieved in the previous construction, we get good bounds on the volume of \( K \), i.e. \( \det(L) = 2^{O(n)} \vol_n(K) \) (avoiding the previous \( n^n \) factor), and - as mentioned above - we get that Schnorr-Euchner enumeration in \( K \) with respect to \( B \) takes at most \( 2^{O(n)} \) time. At this point, from the robustness of SE enumeration, we can reduce the covering lattice problem to building a \( K \)-covering lattice \( \Lambda \) that is “not too far” from the base lattice \( L \). In particular, it will suffice for us if \( \Lambda \) can be obtained by a sequence of sublattice and superlattice operations over \( L \) where the product of the indexes is at most \( 2^{O(n)} \) (in fact, it will be a superlattice of a sublattice).

The remaining two ingredients are the use of lattice sparsification and densification. Here the idea will be to use sparsification to choose a sublattice of small index which gets rid of all short lattice vectors, and to use densification to construct a superlattice of small index which reduces the covering radius to a constant multiple of the minimum distance.

The original construction of Rogers [Rog50], which is implemented in [ASL+13], uses a “greedy” deterministic densification procedure to construct a lattice with packing to covering ratio at least \( 1/3 \). More precisely, starting from a base lattice \( L \), Rogers looks for a point \( y \in L/3 \) that is at distance at least \( \lambda_1 \) from \( L \) under \( \| \cdot \|_K \). If such a point \( y \) exists, we adjoin \( y \) to \( L \) and repeat. The distance lower bound here guarantees that the minimum distance does not decrease when we adjoin \( y \). Furthermore, the determinant decreases by a factor of 3 after adjoining \( y \), and hence the packing density of the new lattice increases by a factor 3. If no such point exists, then every point in \( L/3 \) is at distance at most \( \lambda_1 \) from \( L \), which implies (see Lemma 3.7) that \( \mu(K, L) \leq (3/2) \lambda_1 \) (i.e. packing to covering ratio \( 1/3 \)). We note that without the symmetry assumption on \( K \), it is unclear how to derive the bound on the covering radius once the procedure terminates. A nice feature of this construction is that it can be implemented as long as one can efficiently enumerate lattice points in the current lattice with respect to shifts of \( \lambda_1 K \), where \( \lambda_1 \) stays fixed throughout the construction.

When starting from an \( M \)-Lattice \( L \) with basis \( B \) (where \( P(B) \) is fundamental parallelepiped built from an \( M \)-Ellipsoid of \( K \)), the enumeration within \( \lambda_1 K \) can initially be done in \( 2^{O(n)} \) time using \( \poly(n) \) space via SE enumeration, where here \( \lambda_1 = O(1) \) since \( \vol_n(K) \geq 2^{-O(n)} \det(L) \). However, the efficiency of enumeration degrades over the course of the construction as the lattice gets denser. In particular, the enumeration complexity can jump by a \( 3^k \) factor after \( k \) iterations, since this is the index with respect to the base lattice. We note that the number of lattice points in any shift of \( \lambda_1 K \) is never larger than \( 5^n \) by a standard packing bound. While this does not bound the SE enumeration complexity, it is sufficient to bound the time complexity of the M-ellipsoid and Voronoi cell based enumeration algorithm of [MV13] by \( 2^{O(n)} \) while using \( 2^{O(n)} \) space. The latter method describes the implementation in [ASL+13]. Since we seek to avoid the use of exponential space, we will show how to keep SE enumeration efficient throughout the entire procedure. Given the above reasoning, for SE enumeration to remain \( 2^{O(n)} \) time, one needs to
ensure that the Rogers densification procedure terminates in $O(n)$ steps.

The only general bound on the iteration complexity of Rogers densification procedure is based on the packing density of the base lattice, i.e. $\text{vol}_n((\lambda_1/2)K)/\det(L)$. If the base lattice has packing density $3^{-t}$, then since the packing density increases by a factor 3 at each iteration, the number of iterations must be bounded by $|I|$ (remembering that the packing density is always less than 1). Unfortunately, when starting from the M-Lattice or the lattice constructed from a good sandwiching ellipsoid, one has little control over the packing density. In both cases, $\lambda_1(K, L)$ could be as small $1/n$ while the volume of $K$ can be essentially equal to $\det(L)$, yielding a packing density of $n^{-O(n)}$. We note that constructing lattices with packing density $2^{-O(n)}$ is non-trivial even for $\ell_p$ norms (for any fixed $p < \infty$), where no $\text{poly}(n)$ time computable explicit constructions are known (simple probabilistic constructions do exist, although their correctness cannot be efficiently verified). As a first simple workaround for the M-Lattice, if one is willing to forget the packing to covering property for $K$, then one can simply “truncate the long parts” of $K$, replacing $K$ by $K' = K \cap \mathcal{P}(B)$. Here $\lambda_1(K', L) \geq 1$ since $K' \subseteq \mathcal{P}(B)$, and

$$\text{vol}_n(K') \geq \text{vol}_n(K)/N(K, \mathcal{P}(B)) \geq 2^{-O(n)}\text{vol}_n(K) \geq 2^{-O(n)} \det(L).$$

Therefore the packing density of $\mathcal{L}$ with respect to $K'$ is $2^{-O(n)}$, and hence Rogers densification procedure creates an easy to enumerate $3^n$-thin $K'$-covering lattice $\Lambda$ (by the bound of $1/3$ on the packing to covering ratio), which yields a similarly easy to enumerate $2^O(n)$-thin $K$-covering lattice.

We would like to point out that there are probabilistic versions of the densification procedure, which allow us to get around the requirement in Rogers’ greedy construction that we start with a scaling of $K$ that packs with respect to the base lattice. Though we do no use this technique, we describe it at a high level for the sake of comparison. Roughly speaking, here we densify the base lattice $\mathcal{L}$ by picking a random super-lattice $\Lambda \subseteq \mathcal{L}$ of some fixed index. In the case where $\mathcal{L} = \mathbb{Z}^n$ (which is WLOG by a linear transformation), one prominent such family of densifications is derived from a random generator matrix of a subspace of $\mathbb{Z}_p^n$.

More precisely, letting $C \leftarrow \mathbb{Z}_p^{n \times m}$ be a uniform $n \times m$ matrix with entries in $\mathbb{Z}_p$, $m \leq n$, we define

$$\Lambda(C) = \mathbb{Z}^n + (C/p)\mathbb{Z}^m = \mathbb{Z}^n + (C/p)\mathbb{Z}_p^m.$$

Note that with high probability $\Lambda(C)$ corresponds to $p^m$ shifts of $\mathbb{Z}^n$, and hence the index is almost always $p^m$. At a high level, using random densification, one can show that the index $p^m$ of $\Lambda(C)$, needed for $\Lambda(C)$ to be $K$-covering is proportional to the coset volume of $K$. With respect to $\mathbb{Z}^n$, the coset volume $V = \text{vol}(K \cdot \mathbb{Z}^n)$ of $K$, is the volume of the cosets of $\mathbb{Z}^n$ represented by $K$. This can be identified with the standard Lesbesgue measure by sending each vector $x \in K$ to its fractional parts

$$x = (x_1, \ldots, x_n) \rightarrow (x_1 - \lfloor x_1 \rfloor, \ldots, x_n - \lfloor x_n \rfloor) \in [0, 1)^n,$$

and computing the volume of the resultant set. Here $V/\det(\mathbb{Z}^n) = V$ yields the fraction of cosets represented by $K$. The generator matrix $C$ can be thought of yielding $p^m$ nearly uniform (though not independent) shifts of $K$ within $[0,1)^n$ (thought of as the torus in the obvious way). Here it can be shown that if $p^m = 2^{\Theta(n)}/V$ (for $m$ and $p$ appropriately related), then the shifts $(C/p)\mathbb{Z}_p^m + K$ cover the torus $[0,1)^n$ after modding by $\mathbb{Z}^n$ with high probability (see \cite{ELZ05} for a similar analysis when $K$ is the Euclidean ball), and hence $\Lambda(C)$ is $K$-covering with high probability. We note that if $\mathbb{Z}^n$ is $K$-packing then the coset volume of $K$ is $\text{vol}_n(K)$, and hence we get a bound on $p^m$ in terms of the packing density as in Rogers construction. Also, note that $\text{vol}_n(\mathcal{P}(B) \cap K)$ is a lower bound on the coset volume, which allows us to recover the workaround. While these randomly densified lattices are very flexible, apart from the fact they give probabilistic constructions, they do not seem to give us much advantage for building the thin covering lattices.
we need here. In particular, for the parameter range \( p^m = 2^{\Theta(n)} \) we require here, it is unclear whether we get better results than with Rogers’ greedy construction, and furthermore the analysis becomes somewhat delicate and non-trivial. We note that \( p^m \to \infty \) (for \( p \) and \( m \) appropriately related), it is known that the distribution on the rescaled lattices \( p^{m/n} \Lambda(C) \) (so determinant equals 1) converges in a strong sense to the Haar distribution on lattices \([\text{GM03}]\). Hence, one can in fact use these distributions to construct lattices that are far more “extremal” than what we need or can even hope to certify; in particular, one can recover the results of \([\text{Rog59, But72}]\) using these lattices.

We now explain how to build a thin covering lattice for \( K \) with packing to covering ratio at least 1/3, avoiding the use of the intermediate body \( K' \) above. In the above construction, the truncation \( K' = K \cap P(B) \) achieves \( K' \cap \mathcal{L} = \{0\} \) and \( \text{vol}_n(K)/\text{vol}_n(K') = 2^{O(n)} \). Here the idea will be that, instead of modifying \( K \), we will build a sparsifying sublattice \( M \subseteq \mathcal{L} \) which removes all the non-zero lattice vectors in \( K \), i.e. such that \( M \cap K = \{0\} \). As long as the index of \( M \) with respect to \( \mathcal{L} \) is at most \( 2^{O(n)} \), we will have that \( \lambda_1(K, M) = \Theta(1) \). By construction \( \lambda_1(K, M) \geq 1 \), and Minkowski’s convex body theorem

\[
\lambda_1(K, M) \leq 2 \frac{\det(K)^{1/n}}{\text{vol}_n(K)^{1/n}} = O(1) \frac{\det(L)^{1/n}}{\text{vol}_n(K)^{1/n}} = O(1).
\]

These bounds will simultaneously guarantee two key properties. Firstly, the iterations in Rogers’ greedy construction can be performed by enumerating the lattice points in \( M \) within shifts of \( \lambda_1K \), which will have SE enumeration complexity \( 2^{O(n)} \) (\( M \) inherits this from \( \mathcal{L} \)). Second, we will get that the packing density of \( M \) with respect to \( K \) is \( 2^{-O(n)} \), and therefore the number of iterations in Rogers’ construction will be bounded by \( O(n) \). Hence, we have now reduced the problem of building the thin \( K \)-covering lattice claimed in Theorem 2.1 to the problem of building a sublattice \( M \subseteq \mathcal{L} \) satisfying \([\mathcal{L} : M] = 2^{O(n)} \) and \( M \cap K = \{0\} \).

For the purpose of building \( M \), we will make direct use of randomized lattice sparsification techniques, which we subsequently derandomize in \( 2^{O(n)} \) time. By applying the transformation \( B^{-1} \) to \( \mathcal{L} \) and \( K \), we may now assume that \( \mathcal{L} = \mathbb{Z}^n \) and \( B = (e_1, \ldots, e_n) \), where \( \mathcal{P}(B) = [-1/2, 1/2]^n \). We will now examine the “dual” ensemble associated with densifying superlattice distributions. Here we pick a uniformly random “parity check” matrix \( A \leftarrow \mathbb{Z}_p^{m \times n} \), \( m \leq n \), where the associated lattice is

\[
\Lambda^\perp(A) = \{ z \in \mathbb{Z}^n : Az \equiv 0 \pmod{p\mathbb{Z}^m} \}.
\]

We will now examine the above sparsifying distribution when \( m = 1 \) and \( p \) is prime (i.e. a single random linear equation mod \( p \)), which correspond to the so-called Goldstein-Mayer lattices \([\text{GM03}]\). After normalizing so that their determinant is 1, as \( p \to \infty \), Goldstein and Mayer \([\text{GM03}]\) show that this distribution converges to the Haar distribution on lattices (in fact, the convergence result stated for densifying distributions is a consequence of this). We note that the Goldstein-Mayer lattices have had prior interesting applications in Computer Science: they are a crucial ingredient used to prove hardness of approximation (under randomized reductions) of the gap version of SVP \([\text{Kho05, HR06}]\), and were used to develop a deterministic algorithm for \((1 + \epsilon)\) approximate CVP under any norm which runs in \( 2^{O(n)}(1 + 1/\epsilon)^n \) time and \( 2^n \) space \([\text{DK13}]\).

We now explain how this sparsifying distribution can be used rather directly to build \( M \). Let \( S = (K \cap \mathbb{Z}^n) \setminus \{0\} \) and let \( N = |S| \). Since \( \mathbb{Z}^n \) is an \( M \)-lattice for \( K \), we know that \( N = 2^{O(n)} \), where \( N \) can be computed in \( 2^{O(n)} \) time by SE enumeration of \( K \cap \mathbb{Z}^n \) using the standard basis \( B \). Let \( p \) be any prime such that \( N < p < 2N \). Note that \( p \) always exists (Bertrand’s postulate), and can be computed
deterministically in $2^{O(n)}$ time using trial division (one can also use the standard randomized $\poly(n)$ time Las Vegas algorithm to do this as well). We now let $M = \Lambda^\perp(a)$ where $a \leftarrow \mathbb{Z}_p^n$ is chosen uniformly. Clearly $[\mathbb{Z}^n : M] = p = 2^{O(n)}$ (almost surely), and hence we need only verify that $M \cap K = \{0\} \iff M \cap S = \emptyset$. Take $x \in S$. It is not hard to check that since $x \neq 0$ and $|S| = |(K \cap \mathbb{Z}^n) \setminus \{0\}| < p$, that we must have $x \not\equiv 0 \pmod{p\mathbb{Z}^n}$. Since that $p$ is prime and $x \neq 0 \pmod{p\mathbb{Z}^n}$, we get that $(x, a) \pmod{p}$ is uniformly distributed in $\mathbb{Z}_p$. Therefore

$$\Pr_{a \sim \mathbb{Z}_p^n}[x \in M] = \Pr_{a \sim \mathbb{Z}_p^n}[(x, a) \equiv 0 \pmod{p}] = 1/p.$$ 

By linearity of expectation, $E[|M \cap S|] = |S|/p = N/p < 1$. Hence, by the probabilistic method, there exists $M \subseteq \mathbb{Z}^n$ satisfying the desired requirements. To derandomize the above construction, we apply the method of conditional expectations in a standard way to choose the coefficients of $a$ one at a time (see Lemma 4.7 for full details).

We remark that the above sparsification and subsequent derandomization is a special case of the deterministic sparsification procedure provided in [DK13]. In their work, the sparsification algorithm is somewhat more complex and less efficient as they additionally guarantee that the distance of any point $x \in \mathbb{R}^n$ to $M$ is at most an additive $O(1)$ factor larger than its distance to $\mathbb{Z}^n$ under $\|\cdot\|_K$ (technically they only guarantee $|M \cap K| \leq 1000$, however the proof is easily modified to guarantee $M \cap K = \{0\}$ at the cost of a blowup in the $O(1)$ additive distance error). Interestingly, the sparsification algorithm of [DK13] yields another method for building thin-covering lattices. In particular, given any base lattice $\mathcal{L}$, one can simply apply the sparsification algorithm to $\mu K$, where $\mu = \mu(K, \mathcal{L})$. Here we recover a sublattice $M \subseteq \mathcal{L}$, such that $\lambda_1(K, M) \geq \mu$ and $\mu(K, M) \leq \mu(K, \mathcal{L}) + O(\mu) = O(\mu)$. Note that $M/(c\mu)$ is a $2^{O(n)}$-thin covering lattice with respect to $K$ (since the packing to covering ratio is $\Omega(1)$), for some absolute constant $c \geq 1$. Unfortunately, the index $[\mathcal{L} : M]$ will be roughly $|\mu K \cap \mathcal{L}|$, which is proportional (up to $2^{O(n)}$ factors) to the thinness of $\mathcal{L}/\mu$ as a $K$-covering lattice. Since we only know how to transfer the easy enumeration properties of $\mathcal{L}$ to $M$ when $[\mathcal{L} : M] = 2^{O(n)}$, we can only show that this procedure works if $\mathcal{L}$ (after rescaling) were already a $2^{O(n)}$-thin $K$-covering lattice, which is what we were trying to achieve in the first place. While it does not seem directly useful here, we note that this sparsification procedure implies that any easy to enumerate $2^{O(n)}$-thin $K$-covering lattice can be always transformed into a similarly thin and easy to enumerate lattice with constant packing to covering ratio (albeit a rather small constant).

As an aside, both the densifying and sparsifying distributions described above have found quite a few other applications in Computer Science, most notably within Lattice based Cryptography, where they have been used to create cryptographically useful distributions on lattices for which solving the SVP (and other problems) is average case hard [Ajt04, MR07, Reg09, Pei09].

This completes our description thin covering lattice constructions for symmetric bodies. From the discussion, one can see that our new algorithm combines the tools from many known constructions, namely, the M-Lattice construction together with lattice sparsification and densification techniques, in non-trivial ways to create easy to enumerate thin covering lattices.

In the next section, we will give applications of our thin covering lattice construction, and in the process, we will show how to extend the construction to general convex bodies.

### 2.2 Applications

**Volume Estimation.** As an application, we give a nearly optimal deterministic algorithms for estimating the volume of any convex body in the oracle model, which improves on the recent work of [DV13].
Theorem 2.2 (Volume Estimation). For a convex body $K \subseteq \mathbb{R}^n$, and any $\epsilon > 0$, one can compute $V \geq 0$ satisfying $\text{vol}_n(K) \leq V \leq (1 + \epsilon)^n \text{vol}_n(K)$ in deterministic $2^{O(n)} (1 + 1/\epsilon)^n$ time and poly$(n)$ space.

Comparing to the known lower bounds, for a deterministic algorithm with access only to membership oracle, Bárány and Füredi [FB86, FB88] showed that approximating volume to within $(1 + \epsilon)^n$, $0 < \epsilon < 1$, requires at least $(1 + c/\epsilon)^{n/2}$ oracle queries for some constant $c$. Hence the algorithm captures the optimal dependence on $\epsilon$ up to a factor 2 in the exponent. If we allow randomization, the classical result of Dyer, Frieze and Kannan [DFK91] gives a polynomial time algorithm for estimating the volume of any convex body to within $(1 + \epsilon)$. In this case, the lower bounds can be avoided because the volume algorithm is allowed to make 2-sided error (i.e. return an estimate that can fall outside the confidence region on both sides) with small probability. A long standing open problem is to derandomize the volume algorithm in polynomial time when the convex body $K$ is given explicitly (e.g. if $K$ is a polytope, by its defining inequalities). Even when $K$ is polytope, we note that it is not known how to recover the above results using other methods (or the methods of [DV13], which are similar).

Comparing to [DV13], we obtain a better dependence on $\epsilon$, reducing it from $(1 + \log^{5/2}(1/\epsilon)/\epsilon^2)^n$, and our techniques work for all convex bodies instead of just symmetric bodies. For the second point, we note if one is only interested in a $4^n$ approximation of volume, then one can reduce to the symmetric case by replacing $K$ by $K - K$, using the inequality $\text{vol}_n(K - K) \leq (2^n) \text{vol}_n(K)$ (see [RS57]). Hence the main problem is in the asymmetric setting is to obtain efficient $(1 + \epsilon)^n$ approximations.

From the perspective of techniques, in [DV13] they algorithmically implement a technique of Milman [Mil86], known as isomorphic symmetrization, which allows one to compute a body $K'$ whose volume is close to that of $K$ and whose Banach-Mazur distance to a Euclidean ball can be bounded. From here, they compute the number of integer points inside $K'$ – after an appropriate ellipsoidal rounding – via enumeration to approximate the volume of $K'$. In this context, the closer $K'$ is to an ellipsoid, the sparser one can make the integer grid while preserving the volume approximation quality. On the other hand, the farther $K'$ is from $K$, the larger ratio between the volumes of $K'$ and $K$. The approximation algorithm proceeds by a careful tradeoff between these two considerations, essentially giving a recipe for “slowing down” the symmetrization procedure. We note that it is only known how to implement the isomorphic symmetrization procedure when $K$ is symmetric, which limits the applicability of the above technique to symmetric bodies.

In contrast, for the above algorithm we do not try to modify the body $K$. Instead, we build a “smarter lattice” for which lattice point counting is easy and where the natural lattice point counting estimator yields a good approximation of volume. As one might expect, our approach is based on building a good covering lattice for $K$. We note that our thin lattice construction depends on the M-ellipsoid construction of [DV13], and hence one can think of Theorem 2.2 as a different way to “amplify” the information obtained from $K$ via its M-ellipsoid.

We now describe the implementation of the lattice point counting strategy and the adapted covering lattice construction for general convex bodies. Clearly, a natural first choice for such a lattice would be to use an easy to enumerate thin $K$-covering lattice $\Lambda$. In particular, one would expect that computing a covering of $K$ by $\epsilon K$ would allow us to compute a good overestimates of the volume as $\epsilon \to 0$, and the thinness of $\Lambda$ would allow us to do this without enumerating too many points. Now, the lattice points in such a covering would lie in $(K - \epsilon K) \cap \epsilon \Lambda$, and hence the standard averaging argument yields

$$\mathbb{E}_{x}[(\epsilon \Lambda + x) \cap (K - \epsilon K)] = \frac{\text{vol}_n(K - \epsilon K)}{\det(\epsilon \Lambda)}$$

Assuming we could approximate such an average, multiplying out by $\det(\epsilon \Lambda)$ (which is known), we would get an estimate for $\text{vol}_n(K - \epsilon K)$. Since $K$ is asymmetric, the rate of convergence of $\text{vol}_n(K - \epsilon K)$ to
\(\text{vol}_n(K)\) is unclear. Regardless, from the same analysis, it is clearly a better idea to compute a covering of \(K\) by \(-\epsilon K\) (if at first slightly counterintuitive), where multiplying by \(\det(\Lambda)\), the above average becomes 
\[
\text{vol}_n(K + \epsilon K) = (1 + \epsilon)^n \text{vol}_n(K).
\]
Even with this equality however, it is still unclear how one might accurately compute this average (without making the net extremely fine). A natural question therefore is what unconditional bounds can one get on the estimator 
\[
\det(\epsilon \Lambda)(1 + \epsilon) K \cap \epsilon \Lambda = \epsilon^n \det(\Lambda)(1 + \epsilon) K \cap \epsilon \Lambda ?
\]
Note that so far, we have made no use of fact \(\Lambda\) is \(K\)-covering (and also \(-K\)-covering by symmetry). Indeed from the covering property, one can show that there exists a region \(F \subseteq -K\), such that \(F\) tiles with respect to \(\Lambda\), and hence \(\text{vol}_n(F) = \det(\Lambda)\) (see Lemma 5.2 for full details). Using this, one can show the containments
\[
K \subseteq ((1 + \epsilon) K \cap \epsilon \Lambda) + \epsilon F \subseteq K + \epsilon (K - K),
\]
which yield the estimate
\[
\text{vol}_n(K) \leq \text{vol}_n(((1 + \epsilon) K \cap \epsilon \Lambda) + \epsilon F) = \epsilon^n \det(\Lambda)((1 + \epsilon) K \cap \epsilon \Lambda) \leq \text{vol}_n(K + \epsilon(K - K)),
\]
where the middle equality follows from the tiling property of \(F\). Therefore, when \(\Lambda\) is \(K\)-covering, \(\text{vol}_n(K)\) lower bounds the natural estimator, though we only get the weak upper bound \(\text{vol}_n(K + \epsilon(K - K))\).

To get around this issue, we will move away from trying to cover \(K\) by scaled copies of \(K\) or \(-K\). In particular, in the above analysis, we pay a lot for using an asymmetric covering body. Further complicating the issue, our algorithm for computing covering lattices relies heavily on symmetry of the covering body. As a workaround, we will try to cover \(K\) with a “large” symmetric body \(K_0\) such that some shift \(K_0 \subseteq K - t\). If \(\Lambda\) is \(K_0\)-covering, using the properties of \(K_0\) and the same analysis as above we get
\[
\text{vol}_n(K) \leq \epsilon^n \det(\Lambda)((K + \epsilon K_0) \cap \epsilon \Lambda) \leq \text{vol}_n(K + 2\epsilon K_0)
\]
\[
\leq \text{vol}_n(K + 2\epsilon K) = (1 + 2\epsilon)^n \text{vol}_n(K).
\]
Hence by switching the covering strategy, we now can achieve an estimator of acceptable quality. By using the thin covering lattice construction of Theorem 2.1 the complexity of this estimator will essentially be controlled by the number of lattice points to be enumerated. Rearranging Equation (2.2), we get
\[
|(K + \epsilon K_0) \cap \epsilon \Lambda| \leq (2 + 1/\epsilon)^n \frac{\text{vol}_n(K)}{\det(\Lambda)} = (2 + 1/\epsilon)^n \frac{\text{vol}_n(K)}{\text{vol}_n(K_0)} \frac{\text{vol}_n(K_0)}{\det(\Lambda)}.
\]
Note that \(\text{vol}_n(K_0)/\det(\Lambda) \leq 3^n\), since this is the thinness of the \(K_0\)-covering. Hence the main “new” term is \(\text{vol}_n(K)/\text{vol}_n(K_0)\). To get the desired complexity bound of \(2^{O(n)}(1 + 1/\epsilon)^n\), the requirements on \(K_0\) are now apparent:

1. \(K_0 \subseteq K - t\) for some \(t \in K\), \(K_0\) convex symmetric.
2. \(\text{vol}_n(K) = 2^{O(n)} \text{vol}_n(K_0)\).

Note that from the above analysis, we have reduced volume estimation to the problem of constructing a “good” symmetric body \(K_0\). The existence of such a body is well-known in convex geometry, and is directly related to the Kovner-Besicovitch (KB) symmetry measure of \(K\) (as defined in [Grü61]):
\[
\text{Sym}_{KB}(K) = \max_{c \in K} \frac{\text{vol}_n(K[c])}{\text{vol}_n(K)}
\]
(2.3)
where $K[c] = (K - c) \cap (c - K)$. Here it is easy to verify that the bodies $K[c]$ are symmetric, and that any optimal body $K_0$ (i.e. of maximum volume) must be of the form $K[c]$. For our purposes, we need lower bounds on $\text{Sym}_{kb}(K)$. In this regard, a straightforward computation reveals that a uniform point in $K$ yields an average KB value of $2^{-n}$, and hence $\text{Sym}_{kb}(K) \geq 2^{-n}$. Furthermore, it was shown in [MP00] that the centroid of $K$ achieves this lower bound. Therefore, with the aid of random sampling algorithms over convex bodies, finding a center in $K$ of KB value at least $2^{-n}$ is straightforward. However, our goal here is to obtain a deterministic algorithm.

We define a point $c \in K$ to be an $\alpha$-approximate Kovner-Besicovitch point for $K$, $0 < \alpha \leq 1$, if its KB value $\text{vol}_n(K[c]) / \text{vol}_n(K)$ is at least an $\alpha$-factor of $\text{Sym}_{kb}(K)$. For the purposes of volume estimation, given the above analysis, we note that even a $2^{-O(n)}$ approximate KB point is sufficient. As our main technical tool in this section, we give an algorithm for deterministically computing approximate KB points:

**Theorem 2.3.** For any convex body $K \subseteq \mathbb{R}^n$, and any $\epsilon > 0$, one can compute a $(1 + \epsilon)^{-n}$ approximate Kovner-Besicovitch point $c \in K$ in deterministic $2^{O(n)} (1 + 1/\epsilon)^{2n + 1}$ time and poly$(n)$ space.

Using the above theorem, the construction of thin covering lattices for general convex bodies bodies claimed in 2.1 becomes straightforward. In particular, for the given convex body $K$, we compute a $(6/7)^n$ approximate KB point $c \in K$, and output a thin covering lattice for the symmetric body $K[c]$ using the construction from the previous section (see Theorem 5.1 for full details).

In the context of lattice algorithms over asymmetric norms – which occur quite readily in the study of Integer Programming (see [Dad12], [DK13], [Dad13] for example) – the degree of symmetry of the norm ball $K$, i.e. $\text{vol}_n(K[0]) / \text{vol}_n(K)$, plays an important role in determining the complexity of solving approximate CVP instances under the associated norm. It was noticed in [Dad13], that since any convex body $K$ can be transformed into a “near-symmetric” norm by centering it at point $c \in K$ of good KB value, one can in fact solve an approximate version of the Integer Programming problem in single exponential time via a direct reduction to approximate CVP. This algorithm, in turn, plays an important role in the $2^{O(n)} n^n$ time solver for exact Integer Programming (IP) from [Dad12], which gives the fastest known algorithm for IP. For both the above algorithms, points of good KB value were computed by approximating the centroid of the associated convex bodies, relying on random sampling techniques. As a corollary of Theorem 2.3, we get a direct derandomization of these results yielding:

1. A deterministic $2^{O(n)} (1 + 1/\epsilon)^n$ and $2^n$ space algorithm for solving $(1 + \epsilon)$-approximate Integer Programming.
2. A deterministic $2^{O(n)} n^n$ time and $2^n$ space algorithm for solving Convex Integer Programs.

We now describe the high level of the algorithm behind Theorem 2.3. First, by rounding $K$, we may assume that $B_2^n \subseteq K \subseteq (n+1)n^{1/2}B_2^n$. From here, define the sequence of bodies $K_i = 2^i B_2^n \cap K$ (we note the similarity to the volume algorithm of [DFK91]), for $i \in \{0, \ldots, T\}$, $T = O(\log n)$, where $K_0 = B_2^n$ and $K_T = K$. For each $K_i$, $i \in [T-1]$, we will compute a $3^{-n}$ approximation KB point $c_i$ for $K_i$ from a $3^{-n}$ approximation KB point $c_{i-1}$ for $K_{i-1}$. Finally, in the last step, from $K_{T-1}$ to $K_T$, we amplify this to $(1 + \epsilon)^{-n}$ approximation. We note that we may start with $c_0 = 0$, since this is the center of symmetry for $K_0 = B_2^n$.

To compute $c_i$ starting from $c_{i-1}$, we perform the following improvement steps: from our current solution for $c_i$, we build a covering of $1/2K_i + 1/2c_i$ by $(\epsilon/2)K_i[c_i]$, and replace $c_i$ with the covering element (which lies in $K_i$) of largest value (where we compute each the value to within $(1 + \epsilon)^n$). The concavity of $\text{vol}_n(K[c])^{1/n}$ (by Brunn-Minkowski) will allow us to show that at each step, we improve the objective value by essentially a $(1 + ce)^n$ factor. Hence $O(1/\epsilon)$ iterations suffice to construct a near optimal solution.
**Other Applications.** As mentioned previously, in [ASL+13] the $\epsilon$-nets as constructed above can be used to give a PTAS for computing additive $\epsilon$-Nash equilibria when the sum of the payoff matrices has logarithmic $\epsilon$-rank, or an additive approximation to the densest subgraph problem when the adjacency matrix has logarithmic $\epsilon$-rank. While our $\epsilon$-net construction uses polynomial instead of exponential space (improving on their main construction), it does not directly improve the complexity of their algorithms since the $\epsilon$-nets are only used for covering problems on $O(\log n)$ dimensions. However, our construction does make their approach more scalable to higher dimensions, i.e. where the $\epsilon$-rank of the matrix of interest is super-logarithmic.

Constructions for $\epsilon$-nets also directly lead to algorithms for approximating the norms of general linear operators. If $T : X \to Y$ is a linear operator, and $X$ and $Y$ are $n$ and $m$-dimensional normed spaces then a $(1 + \epsilon)$ approximation to $\|T\|_{X \to Y}$ can be computed in $O(1 + 1/\epsilon)^{\min\{n,m\}}$ time as follows. First, since $\|T^*\|_{Y^* \to X^*} = \|T\|_{X \to Y}$, we may assume that $n \leq m$. From here, we compute an $\epsilon/2$-net $N_{\epsilon/2}$ of $B_X = \{x \in \mathbb{R}^n : \|x\|_X \leq 1\}$ (we may identify $X$ with $\mathbb{R}^n$ by choosing any basis) under $\|\cdot\|_X$, and simply output $\max\{|\langle x, a \rangle| : x \in N_{\epsilon/2}\}$. Another related application is for computing good polyhedral approximations of a symmetric convex body $K$ (similar results hold for general convex bodies after recentering by a good $K$ point). In particular, if we compute a covering $N_{\epsilon/2}$ of $(1 - \epsilon/2)K^o$ with respect to $\epsilon/2K^o$, letting $P = \{x : |\langle x, a \rangle| \leq 1, a \in N_{\epsilon/2}\}$, we get a symmetric polytope with at most $2^{O(n)}(1 + 1/\epsilon)^n$ facets such that $K \subseteq P \subseteq (1 + \epsilon)K$. We note that while the previous statements are all classical mathematical facts, our $\epsilon$-net construction gives the first efficient algorithmic implementation for them that works in full generality.

**2.3 Organization**

The remainder of the paper is organized as follows. In Section 3 we present some additional basic concepts related to convexity and lattices that will be needed in the remainder of the paper. In Section 4 we present the thin lattice construction for symmetric bodies. Here the main subsections are Section 4.1 which analyzes the properties of Schorr-Euchner enumeration, and Section 4.2 which analyzes each individual step of the thin covering lattice construction. Lastly, in Section 5 we give the deterministic volume estimation algorithm as well as the thin covering lattice construction for general convex bodies. Here the main subsection is Section 5.1 which describes the algorithm for computing approximate Kovner-Besicovitch points.

**3 Preliminaries**

**3.1 Convexity**

The Brunn-Minkowski inequality states that for measurable sets $A, B \subseteq \mathbb{R}^n$ such that $A + B$ is measurable then

$$\text{vol}_n(A + B)^{1/n} \geq \text{vol}_n(A)^{1/n} + \text{vol}_n(B)^{1/n}$$

We use the notation

$$V_n = \text{vol}_n(B_2^n) = \frac{\sqrt{\pi}^n}{\Gamma(n/2 + 1)} = (1 + o(1))^n \sqrt{\frac{2\pi e}{n}}^n .$$

for the volume of the unit Euclidean ball.

The following is a powerful bound on the covering numbers due to [RZ97], which relies on constructions of thin coverings of space (as described in the previous section).
Theorem 3.1. For $A, B \subseteq \mathbb{R}^n$ $n$ dimensional convex bodies

\[
\frac{\text{vol}_n(A - B)}{\text{vol}_n(B - B)} \leq N(A, B) \leq \frac{\text{vol}_n(A - B)}{\text{vol}_n(B)} \Theta^*(B),
\]

where $\Theta^*(B)$ is the minimal thinness of any covering of space by $B$. In particular, for any $n$-dimensional convex body $B$

\[
\Theta^*(B) \leq n \log n + n \log \log n + 5n.
\]

An important and deep theorem of Milman [Mil86] states that every convex body can be well approximated by an ellipsoid from the perspective of covering.

Theorem 3.2 (M-Ellipsoid). There exists a constant $c > 0$, such that for all $n \geq 1$ and any symmetric convex body $K \subseteq \mathbb{R}^n$, an ellipsoid $E \subseteq \mathbb{R}^n$ such that $E, K$ have covering numbers bounded by $(c^n, c^n)$.

We note that symmetry is unessential in the above construction, in particular if $K$ is asymmetric, one can replace $K$ by $\bar{K} - K$ and retrieve a similar result.

In general, we call an ellipsoid $E$ with single exponential covering numbers with respect to a convex body $K$ an M-ellipsoid of $K$ (though the term is only somewhat loosely defined). We note that the more standard maximum volume contained ellipsoid (John ellipsoid) and the minimum volume enclosing ellipsoid (Lowner ellipsoid) of $K$ can be quite far from being M-ellipsoids, in particular their covering numbers can be as high as $n^{\Omega(n)}$.

Recently, it was shown in [DV13] that Milman’s construction can made fully algorithmic:

Theorem 3.3 (M-Ellipsoid Algorithm). Given any symmetric convex body $K$, an ellipsoid $E = E(A) \subseteq \mathbb{R}^n$, such that $E, K$ have covering numbers bounded by $(c^n, c^n)$, for an absolute constant $c \geq 1$, can be computed in deterministic $\text{poly}(n)2^n$ time and $\text{poly}(n)$ space.

Computational Model: $K \subseteq \mathbb{R}^n$ is an $(a_0, r, R)$-centered convex body if $a_0 + rB_2^n \subseteq K \subseteq a_0 + RB_2^n$.

When interacting algorithmically with $K$, we will assume that $K$ is presented by a membership (or weak membership) oracle $O_K$. Here a membership oracle $O_K$ on input $x \in \mathbb{R}^n$, outputs 1 if $x \in K$ and 0 otherwise. A weak membership oracle takes an extra parameter $\epsilon$, where it need only return the correct answer on $x \in \mathbb{R}^n$ if $x \notin \partial K + \epsilon B_2^n$ (i.e. at distance at least $\epsilon$ from the boundary). Most of the algorithms presented in this paper, will require weak membership oracles for bodies derived from $K$ (e.g. Minkowski sums with other bodies, projections, polar body). However, for the simplicity of the presentation, we will generally ignore the intricacies associated with interacting with weak oracles, as such considerations are by now standard.

The complexity of our algorithms will be computed in terms of the number of oracle queries and arithmetic operations. In this context, polynomial time allows for polynomial dependence on dimension and polylogarithmic dependence on the sandwiching parameters, Lipshitz factors, and other related parameters. We use the notation $\tilde{O}(T(n))$ to suppress $\text{polylog}(T(n))$ terms.

We state some of fundamental algorithmic tools we will require for convex bodies. The following theorem is yields the classical equivalence between weak membership and weak optimization [YN76, GLS88] for centered convex bodies. As simple corollaries of this theorem, one can derive weak membership oracles for all the bodies used in this paper (e.g. weak membership for Minkowski sums, projections, polars).

Theorem 3.4 (Convex Optimization via Ellipsoid Method). Let $K \subseteq \mathbb{R}^n$ an $(a_0, r, R)$-centered convex body given by a weak membership oracle $O_K$. Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ denote an $L$-Lipshitz convex function given
by an oracle that, for every $x \in \mathbb{Q}^n$ and $\delta > 0$, returns a rational number $t$ such that $|f(x) - t| \leq \delta$. Then for $\epsilon > 0$, a rational number $\omega$ and vector $y \in K$ satisfying

$$\omega - \epsilon \leq \min_{x \in K} f(x) \leq f(y) \leq \omega$$

can be computed in polynomial time.

The following algorithm from [GLS88], allows us to deterministically compute an ellipsoid with good “sandwiching” guarantees for any centered convex body $K$.

**Theorem 3.5** (Algorithm GLS-Round). Let $K \subseteq \mathbb{R}^n$ be an $(a_0, r, R)$-centered convex body given by a weak membership oracle $O_K$. Then there is a polynomial time algorithm to compute $A > 0$, $A \in \mathbb{Q}^{n \times n}$ and $t \in \mathbb{R}^n$, such that the ellipsoid $E = E(A)$ satisfies

$$E + t \subseteq K \subseteq n^{1/2}(n + 1)E + t.$$

### 3.2 Lattices

Let $L$ be an $n$-dimensional lattice. A **lattice subspace** $V \subseteq \mathbb{R}^n$ of $L$, is linear subspace admitting a basis in $L$, i.e. where $\dim(V) = \dim(V \cap L)$. Note that if $M \subseteq L$ is a sublattice of finite index, then the set of lattices subspaces of $M$ and $L$ are identical. Let $v_1, \ldots, v_n$ denote linearly independent vectors. $b_1, \ldots, b_n$ is a **directional basis** of $L$ with respect to $v_1, \ldots, v_n$ if $\text{span}(b_1, \ldots, b_i) = \text{span}(v_1, \ldots, v_i)$ for all $i \in [n]$. Such a direction basis exists if and only if $\text{span}(v_1, \ldots, v_i)$ is a lattice subspace of $L$ for $i \in [n]$.

For a basis $B$ of $L$, define its half open parallelepiped $P_o(B) = B[-1/2, 1/2]^n$. Note that $P_o(B)$ tiles space with respect to $L$, that is, every point in $\mathbb{R}^n$ is exactly one lattice shift of $P_o(B)$. Furthermore, any measurable set $F \subseteq \mathbb{R}^n$ which tiles space with respect to $L$ satisfies $\text{vol}_n(F) = \det(L)$. For a basis $b_1, \ldots, b_n$, we denote its associated Gram-Schmidt projections by $\pi_1, \ldots, \pi_n$, where $\pi_i$ is the orthogonal projection on $\text{span}(b_1, \ldots, b_{i-1})^\perp$.

The following is known as Minkowski’s convex body theorem:

**Theorem 3.6** (Minkowski). For an $n$-dimensional lattice $L$ and symmetric convex body $K$

$$\lambda_1(K, L) \leq 2(\det(L)/\text{vol}(K))^{\frac{1}{n}}.$$

$K$ is $\alpha$-Schnorr-Euchner enumerable ($\alpha$-SE) with respect to $L$ with basis $B = (b_1, \ldots, b_n)$ (or just with respect to $B$) if

$$\max_{i \in [n], t \in \mathbb{R}^n} |\pi_i(K + t) \cap \pi_i(L)| \leq \alpha,$$

where $\pi_1, \ldots, \pi_n$ are the Gram-Schmidt projections with respect to $B$.

The following lemma from [GMR05] states that the covering radius of a lattice can be approximated using a simple explicit point set.

**Lemma 3.7.** Let $K$ and $L$ be an $n$-dimensional symmetric convex body and lattice. Then for any $p \in \mathbb{N}$,

$$(1 - 1/p)\mu(K, L) \leq \max_{c \in L/p(\text{mod} L)} d_K(L, c) \leq \mu(K, L).$$
4 Thin Lattice Construction

We now describe the three main steps behind the new lattice construction:

1. **M-Lattice** (Lemma 4.6): Construct an M-ellipsoid $E = E(A)$ of $K$ such that $N(K, E) \leq c^n$ and $2^n \cdot \text{vol}(E) \leq \text{vol}_n(K)$. We pick $\mathcal{L}$ to have its basis corresponding to the axes of $E$, and scaled so that $\det(\mathcal{L}) = \text{vol}_n(E)$.

2. **Packing Lattice** (Lemma 4.7): Compute $N = |K \cap \mathcal{L}| - 1$ via enumeration, and compute a prime $p$ such that $N < p < 2N$. Compute a sparsifier $M \subseteq \mathcal{L}$ such that $[M : \mathcal{L}] = p$ (essentially, $M$ is a random sublattice of index $p$), satisfying $1 \leq \lambda_1(K, M) \leq c$.

3. **Rogers Lattice** (Lemma 4.11): Compute $\lambda = \lambda_1(K, \mathcal{L})$. Apply Rogers densification procedure to $M$. This computes a super-lattice $\Lambda$ of $M$, such that $\lambda = \lambda_1(K, \Lambda)$, and where $\mu(K, \Lambda) \leq (3/2)\lambda$. Return the $K$-covering lattice $\frac{2}{3\lambda} \Lambda$.

The main result of this section is the following lattice construction (which formalizes Theorem 2.1 for symmetric bodies):

**Theorem 4.1.** For a symmetric convex body $K \subseteq \mathbb{R}^n$, there is a deterministic $2^{O(n)}$ time and $\text{poly}(n)$ space algorithm which computes an $n$-dimensional lattice $\Lambda$ with basis $B$ satisfying

1. $\Lambda$ has a packing to covering ratio of at least $1/3$ with respect to $K$. In particular, $\Lambda$ is a $3^n$-thin $K$ covering lattice.

2. $K$ is $2^{O(n)}$-SE with respect to $\Lambda$ with basis $B$.

Furthermore, for any convex body $C \subseteq \mathbb{R}^n$, the set $(C + K) \cap \Lambda$ can be enumerated in $2^{O(n)} N(C, K)$ time using $\text{poly}(n)$ space.

**Proof.** The construction follows by applying Lemmas 4.6, 4.7, 4.11 in sequence. The furthermore follows directly from Lemma 4.2 since $K$ is $2^{O(n)}$-SE with respect to $\Lambda$ with basis $B$. \qed

4.1 Schnorr-Euchner Enumeration

We now formalize the implementation of Schnorr-Euchner lattice point enumeration over an $n$-dimensional convex body $K$ and lattice $\mathcal{L}$ with basis $B = (b_1, \ldots, b_n) \in \mathbb{R}^{n \times n}$. For $i \in \{0, \ldots, n - 1\}$, define the submatrices

$$B^i = (b_1, \ldots, b_{n-i}) \quad \text{and} \quad B^{i+} = (b_{n-i+1}, \ldots, b_n),$$

and similarly for a vector $x \in \mathbb{R}^n$, we define

$$x^i = (x_1, \ldots, x_{n-i}) \quad \text{and} \quad x^{i+} = (x_{n-i+1}, \ldots, x_n).$$

The enumeration algorithm is presented below (Algorithm 1).

To begin Schnorr-Euchner enumeration on $K$, we call Schnorr-Euchner($K, B, 0, B^{-1}a_0$) (remembering that $K$ is $a_0$-centered). The essential difference with the standard implemention where $K$ is a ball, is the need to solve convex programs in the for loop in line 1. In particular, here we must decide for some $c \in \mathbb{Z}$ whether

$$\exists w \in \mathbb{R}^{n-i-1} \text{ s.t. } B(w, c, z^{i+}) \in K \iff \pi_{n-i} \left( B^{(i+1)}(c, z^{i+}) \right) \in \pi_{n-i}(K) \quad (4.1)$$
Algorithm 1 Schnorr-Euchner$(K, B, i, z)$

Ensure: $(a_0, r, R)$-centered convex body $K \subseteq \mathbb{R}^n$ given by a membership oracle, $L(B)$ an $n$-dimensional lattice, level $i$, $0 \leq i \leq n - 1$, $Bz \in K$, $z^{i+} \in \mathbb{Z}$.

Require: Enumeration of $K \cap (L(B^{1-}) + B^i z^{i+})$.

1: for all $c \in \{c \in \mathbb{Z} : \exists w \in \mathbb{R}^{n-i-1}$ s.t. $B(w, c, z^{i+}) \in K\}$ do
2: if $i = n - 1$ then
3: Output $B(c, z_2, \ldots, z_n)$.
4: else
5: Compute $w \in \mathbb{R}^{n-i-1}$ such that $B(w, c, z^{i+}) \in K$.
6: Call Schnorr-Euchner$(K, B, i + 1, (w, c, z^{i+}))$.

where $\pi_{n-i}$ is the associated Gram-Schmidt projection of $B$. By the above, we note that the set of $c \in \mathbb{R}$ for which the above condition holds is a line segment in $\mathbb{R}$ (since it is 1 dimensional and convex). Hence, the integers $c$ satisfying Equation (4.1) form a consecutive interval. Furthermore, by our conditions on the input vector $z \in \mathbb{R}^n$ to the algorithm, the coefficient $z_{n-i}$ lies in this line segment. Hence, determining all the integer values of $c$ satisfying (4.1) can be enumerated via a line search around $z_{n-i}$ in time

$$\text{poly}(n)(1 + |\{c \in \mathbb{Z} : \exists w \in \mathbb{R}^{n-i-1}$ s.t. $B(w, c, z^{i+}) \in K\}|)$$

In practice we will only be able to solve the above convex program approximately, i.e. where here we compute a vector $w$ which approximately minimizes the Euclidean distance between $B(w, c, z^{i+})$ and $K$. We note that this corresponds to building a weak membership oracle for the line segment. However, even with only a weak oracle, we can easily modify the above algorithm to guarantee that we enumerate the points in $K \cap L$ and perhaps some points in $(K + eB_0^n) \cap \hat{L}$. From the perspective of our applications, this is more than sufficient, and the runtime bounds for the enumeration will be for all intents and purposes identical. We omit the details.

Lastly, from the above analysis, we get that the choices made at the $i^{th}$ level of recursion, associated with the coefficients of $b_{n-i}$, are in one to one correspondence with the lattice points

$$\pi_{n-i}(L) \cap \pi_{n-i}(K).$$

From this and the other observations above, we can immediately derive the following lemma (which is standard when $K$ is the Euclidean ball, see for example Lemma 3.1 [HS07]), which gives the essential complexity of Schnorr-Euchner enumeration.

Lemma 4.2. Let $K \subseteq \mathbb{R}^n$ be a convex body and let $L$ be an $n$-dimensional lattice with basis $B$. Then the lattice points in $K \cap L$ can be enumerated (where every point is outputted exactly once) in time

$$\text{poly}(n) \sum_{i=1}^{n} |\pi_i(K) \cap \pi_i(L)|$$

using $\text{poly}(n)$ space, where $\pi_1, \ldots, \pi_n$ are the Gram-Schmidt projections of $B$. In particular, if $K$ is $\alpha$-SE with respect to $L$ with basis $B$, then $K \cap L$ can be enumerated in $\alpha \text{poly}(n)$ time.

In the remainder of the section, we give useful bounds on the Schnorr-Euchner (SE) enumeration complexity. In particular, we show that SE complexity can be bounded by the covering number with respect to a fundamental parallelepiped, and that SE complexity behaves well under taking sublattices and superlattices.
Lemma 4.3. Let $K \subseteq \mathbb{R}^n$ be a convex body and let $\mathcal{L}$ be a lattice with basis $B$. Then $K$ is $N(K, \mathcal{P}_o(B))$-SE with respect to $\mathcal{L}$ with basis $B$.

Proof. Write $B = (b_1, \ldots, b_n)$. Let $W_i = \text{span}(b_1, \ldots, b_{i-1})^\perp$, and $\pi_1, \ldots, \pi_n$ be the Gram-Schmidt projections of $B$. We must show that for any $x \in \mathbb{R}^n$,

$$|\pi_i(K + x) \cap \pi_i(\mathcal{L})| \leq N(K, \mathcal{P}_o(B)).$$

Let $B_i = (\pi_i(b_1), \ldots, \pi_i(b_n))$ for $i \in [n]$. Note that $B_i$ is non-singular, $\pi_i(\mathcal{L}) = \mathcal{L}(B_i)$ and that $\pi_i(\mathcal{P}_o(B)) = \mathcal{P}_o(B_i)$. Let $T \subseteq \mathbb{R}^n$ be an optimal covering of $K$ by $\mathcal{P}_o(B)$, i.e. $K \subseteq T + \mathcal{P}_o(B)$ and $|T| = N(K, \mathcal{P}_o(B))$. Since projections preserve coverings, we also have that

$$\pi_i(K + x) \subseteq \pi_i(T + x + \mathcal{P}_o(B)) = \pi_i(T) + \pi_i(x) + \mathcal{P}_o(B_i)$$

Since $\mathcal{P}_o(B_i)$ tiles $W_i$ with respect to $\pi_i(\mathcal{L})$, any shift in of $\mathcal{P}_o(B_i)$ in $W_i$ contains exactly point of $\pi_i(\mathcal{L})$. Hence

$$|\pi_i(K + x) \cap \pi_i(\mathcal{L})| \leq |(\pi_i(T) + \pi_i(x) + \mathcal{P}_o(B_i)) \cap \mathcal{L}| \leq |\pi_i(T)| \leq |T| = N(K, \mathcal{P}_o(B))$$

as needed. \qed

Lemma 4.4. Let $K \subseteq \mathbb{R}^n$ be a convex body which is $\alpha$-SE with respect to an $n$-dimensional lattice $\mathcal{L}$ with basis $B$. If $M$ is a

1. Full rank sublattice of $\mathcal{L}$: $K$ is $\alpha$-SE with respect to $M$ and basis $B_M$.

2. Superlattice of $\mathcal{L}$: $K$ is $\alpha[M : \mathcal{L}]$-SE with respect to $M$ and basis $B_M$,

where $B_M$ is a directional basis of $M$ with respect to $B$. Furthermore, if $M$ is given by a basis $H \in \mathbb{R}^{n \times n}$, then the directional basis $B_M$ can be computed in polynomial time.

Proof. Let $\pi_1, \ldots, \pi_n$ denote the Gram-Schmidt projections of $B$. In both cases 1 and 2, note that $M$ and $\mathcal{L}$ have exactly the same lattice subspaces, and hence a directional basis $B_M$ of $M$ with respect to $B$ exists. Furthermore, by construction both $B$ and $B_M$ have exactly the same Gram-Schmidt projections.

For case 1, the SE complexity bound of $K$ with respect to $M$ with basis $B_M$ is therefore

$$\max_{t \in \mathbb{R}^n} |\pi_i(K + t) \cap \pi_i(M)| \leq \max_{t \in \mathbb{R}^n} |\pi_i(K + t) \cap \pi_i(\mathcal{L})| \leq \alpha$$

by the inclusion $M \subseteq \mathcal{L}$. For case 2, we note that we can write $M = S + \mathcal{L}$, where $|S| = [M : \mathcal{L}]$ (here $S$ simply chooses one representative from each coset $M \pmod{\mathcal{L}}$). From here, we see that the SE complexity is bounded by

$$|\pi_i(K + t) \cap \pi_i(M)| = |\pi_i(K + t) \cap \pi_i(\mathcal{L} + S)| \leq \sum_{s \in S} |\pi_i(K + t) \cap \pi_i(\mathcal{L} + s)|$$

$$= \sum_{s \in S} |\pi_i(K + t - s) \cap \pi_i(\mathcal{L})| \leq \alpha |S| = \alpha [M : \mathcal{L}],$$

for any $t \in \mathbb{R}^n$, as needed.

We prove the furthermore. Here $M$ is the given by a basis $H$. By solving a system of linear equations we can compute a matrix $X \in \mathbb{R}^{n \times n}$ such that $HX = B$.  
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We claim that $X \in \mathbb{Q}^{n \times n}$. If $M$ is a superlattice of $L$, then by inclusion, we clearly have that $X \in \mathbb{Z}^{n \times n}$. If $M$ is a sublattice, since $L \mod M$ is an abelian group of order $[L : M] = \det(M) / \det(L)$, the coefficients of any lattice vector in $L$ with respect to $H$ must be multiples of $1/[L : M]$. In particular, the matrix $[L : M]X \in \mathbb{Z}^{n \times n}$. This proves the claim.

Now we note that $H$ is a directional basis with respect to $B$ if and only if $X$ is upper triangular. Hence, computing a directional basis is equivalent to computing an $n \times n$ unimodular matrix $U$ such that $UX$ is upper triangular, since then $HU^{-1}$ is the desired basis. This can be achieved by computing the unimodular transformation $U$ which puts $UX$ into Hermite Normal Form (HNF). Since the HNF can be computed in polynomial time, computing a directional basis can be computed in polynomial time as claimed.

**Lemma 4.5.** Let $K$ be convex symmetric and $\alpha$-SE with respect to $L$ with basis $B$. Then for any convex body $C \subseteq \mathbb{R}^n$, $C$ is $\alpha N(C, K)$-SE with respect to $L$ with basis $B$. Furthermore, for the body $C + K$ this bound specializes to $O(\alpha 3^n (n \log n) N(C, K))$.

**Proof.** Let $T$ be an optimal covering of $C$ by $K$. Then

$$|\pi_i(C) \cap \pi_i(L)| \leq |\pi_i(T + K) \cap \pi_i(L)| \leq \sum_{t \in T} |\pi_i(t + K) \cap \pi_i(L)| \leq \alpha |T| = \alpha N(C, K),$$

as needed. For the furthermore, it follows from the inequality

$$N(C + K, K) \leq N(C, K) N(2K, K) = O((n \log n) \text{vol}_n(2K + K) / \text{vol}_n(K)) N(C, K) = O(3^n (n \log n) N(C, K))$$

where the last inequality follows from Theorem 3.1.

**4.2 Construction Steps**

**Lemma 4.6** (M-Lattice). Let $K$ be a symmetric convex body. There is a deterministic $2^{O(n)}$ time and $\text{poly}(n)$ space algorithm which computes a lattice $L$ with basis $B$, satisfying

1. $2^{n+1} \det(L) \leq \text{vol}_n(K)$
2. $N(K, P_o(B)) \leq c^n$

for some absolute constant $c \geq 1$. In particular, $K$ is $c^n$-SE with respect to $L$ with basis $B$.

**Proof.** Using Theorem 3.3 we compute an $M$-ellipsoid $E = E(A)$ for $K$, such that $K, E$ have covering numbers bounded by $(c_0^n, e_0^n)$. This can be done deterministically in $2^{O(n)}$ time and $\text{poly}(n)$ space.

Let $B = 1/(2^{1+1/n} c_0) V_n^{1/n} A^{-1/2}$. We claim that $L = L(B)$ satisfies the desired properties. First, we remember that $E = A^{-1/2} B_n^{1/n}$ and that $\text{vol}_n(E) = |\det(A^{-1/2})| V_n$. For property 1, we have that

$$2^{n+1} \det(L) = \det(B) = 2^{n+1} (2^{-(n+1)} c_0^{-n} V_n |\det(A^{-1/2})|) = c_0^{-n} \text{vol}_n(E) \leq \text{vol}_n(K),$$

as needed, where the last inequality follows from the fact that $\text{vol}_n(E) \leq N(E, K) \text{vol}_n(K)$.

For property 2, we first note that

$$P_o(B) = A^{-1/2} \left[ -\frac{V_n^{1/n}}{2^{2+1/n} c_0} , \frac{V_n^{1/n}}{2^{2+1/n} c_0} \right]^n.$$
Assuming that $c_0 \geq 2$ (it is actually much larger), it is easy to see that $V_n^{1/n}/(2^{2+1/n}c_0) \leq 1/\sqrt{n}$ (at least for $n$ large enough) since $\sqrt{n}V_n^{1/n} \to \sqrt{2\pi e} \leq 5$. Therefore we may assume that

$$A^{-1/2} \left[ -\frac{V_n^{1/n}}{2^{2+1/n}c_0}, \frac{V_n^{1/n}}{2^{2+1/n}c_0} \right]^n \subseteq A^{-1/2} \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n \subseteq A^{-1/2}B_2^n = E(A).$$

From here, we have that

$$N(K, \mathcal{P}_c(B)) \leq N(K, E)N(E, \mathcal{P}_c(B)) \leq c^n N(E, \mathcal{P}_c(B)).$$

Using the fact that $\mathcal{P}_c(B)$ tiles space with respect to $\mathcal{L}$ (and hence has covering density $1$), we get that

$$N(E, \mathcal{P}_c(B)) \leq \frac{\operatorname{vol}_n(E - \mathcal{P}_c(B))}{\operatorname{vol}_n(\mathcal{P}_c(B))} \leq \frac{\operatorname{vol}_n(2E)}{\det(\mathcal{L})} = 2^n (2^{n+1}c_0^n) = 2(4c_0)^n$$

Putting everything together, we get $N(K, \mathcal{P}_c(B)) \leq 2(4c_0)^n \leq c^n$ (for $c = 5c_0^2$ say), as needed. Since the computation of $B$ can be done in $\text{poly}(n)$ time, the desired bound on the runtime and space usage holds.

Lastly, for the furthermore, we note that it follows directly from Lemma 4.3.\hfill \square

**Lemma 4.7** (Packing Lattice). Starting from $\mathcal{L}$ and $B$ be as in Lemma 4.6, a sublattice $M \subseteq \mathcal{L}$, $[\mathcal{L} : M] \leq 2c^n$, and its directional basis $B_M$ with respect to $B$, satisfying $1 \leq \lambda_1(K, M) \leq c$ can be computed in deterministic $\text{poly}(n)c^{2n}$ time using $\text{poly}(n)$ space. Furthermore, $K$ is $c^n$-SE with respect to $M$ with basis $B_M$, and $M$ has packing density at least $c^{-n}$ with respect to $K$.

**Proof.** By a change of basis, that is multiplying by $B^{-1}$, we may assume that $\mathcal{L} = \mathbb{Z}^n$ and that our basis is $e_1, \ldots, e_n$. We shall first show the existence of $M$ via the probabilistic method ($M$ will be a random sublattice of $\mathcal{L}$), and then use the method of conditional expectations to derandomize the construction.

**Existence:** Let $S = (K \cap \mathbb{Z}^n) \setminus \{0\}$, and let $N = |S|$. Since $K$ is symmetric

$$\operatorname{vol}_n(K) \geq 2^{n+1} \det(\mathbb{Z}^n) > 2^n,$$

by Minkowski’s convex body theorem we know that $N \geq 2$. Let $p$ be a prime such that $N < p < 2N$ (that such a prime always exists is Bertrand’s postulate).

**Claim 4.8.** $\forall \mathbf{x} \in S, \mathbf{x} \not\equiv 0 \pmod{p\mathbb{Z}^n}$.

**Proof.** For the sake of contradiction, assume that for some $\mathbf{x} \in S$, $\mathbf{x} \equiv 0 \pmod{p\mathbb{Z}^n}$. Then by convexity and symmetry of $K$, we must have that $\pm \{\mathbf{x}/p, 2\mathbf{x}/p, \ldots, \mathbf{x}\} \subseteq K \cap \mathbb{Z}^n \setminus \{0\} = S$. But then $|S| \geq 2p$, a clear contradiction. \hfill \square

Let $\mathbf{a} \leftarrow \mathbb{Z}_p^n$ be a uniform element of $\mathbb{Z}_p^n$. Let $M = \{\mathbf{y} \in \mathbb{Z}^n : \langle \mathbf{a}, \mathbf{y} \rangle \equiv 0 \pmod{p}\}$. Note that as long as $\mathbf{a} \not\equiv 0$ (in this case $M = \mathbb{Z}^n$), $M$ is a sublattice of $\mathbb{Z}^n$ of index $[\mathbb{Z}^n : M] = p$.

**Claim 4.9.** $E_\mathbf{a}[|(M \cap K) \setminus \{0\}|] = N/p < 1$.

**Proof.** Since for all $\mathbf{x} \in S$, $\mathbf{x} \not\equiv 0 \pmod{p\mathbb{Z}^n}$ (by Claim 4.8), we have that $\langle \mathbf{x}, \mathbf{a} \rangle$ is uniformly distributed in $\mathbb{Z}_p$ since $p$ is prime. In particular, $\Pr_\mathbf{a}[\langle \mathbf{a}, \mathbf{x} \rangle = 0 \pmod{p}] = 1/p$. Therefore by linearity of expectation

$$E_\mathbf{a}[|(M \cap K) \setminus \{0\}|] = \sum_{\mathbf{x} \in S} \Pr_\mathbf{a}[\mathbf{x} \in M] = \sum_{\mathbf{x} \in S} \Pr_\mathbf{a}[\langle \mathbf{x}, \mathbf{a} \rangle \equiv 0 \pmod{p}] = \sum_{\mathbf{x} \in S} 1/p = N/p < 1 \hfill \square$$
By Claim 4.9 there exists \( a \in \mathbb{Z}_p^n \) such the associated lattice \( M \) satisfies \( |(M \cap K) \setminus \{0\}| = 0 \). We show that \( M \) satisfies the conditions of the lemma. First, by construction, we have \( \lambda_1(K, M) \geq 1 \). The following claim yields the upper bound:

**Claim 4.10.** For \( M \) as above, we have that \( \lambda_1(K, M) \leq c \).

*Proof.* Firstly, note that

\[
\det(M) \leq p < 2N \leq 2|K \cap \mathcal{L}| \leq 2e^n
\]

Next, by construction

\[
\text{vol}(cK) = c^n \text{vol}(K) \geq c^n 2^{n+1} \geq 2^n \det(M).
\]

Hence by Minkowski’s convex body theorem, \( \lambda_1(K, M) \leq c \) as needed.

Let \( \lambda = \lambda_1(K, M) \). We can lower bound the packing density of \( M \) with respect to \( K \) as follows:

\[
\frac{\text{vol}_n(\lambda/2K)}{\det(M)} \geq \frac{\text{vol}_n(1/2K)}{p} = \frac{2^{-n} \text{vol}_n(K)}{p} \geq \frac{2}{p} \geq \frac{2}{2e^n} = c^{-n},
\]

as needed. Lastly, that \( K \) is \( c^n \)-SE with respect to \( M \) with basis \( B_M \) follows directly from Lemma 4.4 and the guarantee that \( K \) is \( c^n \)-SE with respect to \( \mathbb{Z}^n \) with the standard basis.

**Algorithm:** We now show how to derandomize the above construction in \( \text{poly}(n)c^{2n} \) time using only \( \text{poly}(n) \) space. The idea here is simply to choose the coefficients of \( a = (a_1, \ldots, a_n) \) one at a time from left to right. Each time we fix a coefficient we will guarantee that conditioned on fixed coefficients, the expected number of points in \( M \cap K \setminus \{0\} \) (averaging over the randomness for the remaining coefficients) is less than 1. We now give the formula for the conditional expectation. For a vector \( x \in \mathbb{R}^n \), define

\[
x^{i-} = (x_1, \ldots, x_i) \quad \text{and} \quad x^{i+} = (x_{i+1}, \ldots, x_n).
\]

Assume we have already fixed \( a^{(i-1)-} = (c_1, \ldots, c_{i-1}) \) and are left with choosing the values of \( a_i, \ldots, a_n \). If we set \( a_i = c_i \), we condition \( a \) on the event \( a^{i-} = (c_1, \ldots, c_i) \) def \( e^i \). Then we have that

\[
E_{\tilde{a}}[(M \cap K) \setminus \{0\} \mid a^{i-} = e^i] = \sum_{x \in S} \Pr_{\tilde{a}} [(a, x) \equiv 0 \pmod{p} \mid a^{i-} = e^i]
\]

\[
= \sum_{x \in S} \Pr_{\tilde{a}} [(e^i, x^{i-}) + (a^{i+}, x^{i+}) \equiv 0 \pmod{p}]
\]

From here, we have that

\[
\Pr_{\tilde{a}} [(e^i, x^{i-}) + (a^{i+}, x^{i+}) \equiv 0 \pmod{p}] = \begin{cases} 1/p & : x^{i+} \not\equiv 0 \pmod{p} \mathbb{Z}^{n-i} \\ 0 & : (e^i, x^{i-}) \not\equiv 0 \pmod{p} \\ 1 & : \text{otherwise} \end{cases}
\]

Therefore the expectation in Equation (4.2) can be expressed as

\[
E_{\tilde{a}}[(M \cap K) \setminus \{0\} \mid a^{i-} = e^i] = \frac{|\{x \in S : x^{i+} \equiv 0 \pmod{p} \mathbb{Z}^{n-i}, \langle e^i, x^{i-} \rangle \equiv 0 \pmod{p}\}| + |\{x \in S : x^{i+} \not\equiv 0 \pmod{p} \mathbb{Z}^{n-i}\}|}{p}
\]

(4.3)
Notice that this expectation is less than 1 if and only if the first set on the right hand side is empty (this set corresponds to the elements that are definitively in \( M \)). Since the global expectation is \( N/p < 1 \), by the properties of conditional expectations and Equation 4.3 we can guess the coordinates of \( a \) one by one as long as the set of points definitively in \( M \) remains empty (i.e. the greedy strategy works).

From these observations, we get the following algorithm for building \( M \):

1. Compute \( N = |S| \) via Schnorr-Euchner enumeration over \( K \cap L \) (using the standard basis).
   - Pick a prime \( p \) satisfying \( N < p < 2N \).
2. for all \( i \in 1 \) to \( n \) do
3. Guess \( a_i \) by trying all numbers in \( \{0, \ldots , p-1\} \). Accept a guess for \( a_i \) if
   \[
   \{ x \in S : x^i \equiv 0 \pmod{p\mathbb{Z}^{n-i}} \}, \langle a^i \rangle^+ \equiv 0 \pmod{p} \} = \emptyset.
   \]
4. return \( M = \{ x \in \mathbb{Z}^n : \langle x, a \rangle \equiv 0 \pmod{p} \} \)

Given \( M \) from the above algorithm, we must still compute a directional basis with respect to the standard basis. This is straightforward. Let \( j \in [n] \) denote first non-zero coefficient of \( a \). Rescaling by \( a_j^{-1} \pmod{p} \), we may assume that \( a_j = 1 \). From here, it is direct to verify that
\[
(\mathbf{e}_1, \ldots, \mathbf{e}_{j-1}, p\mathbf{e}_j, -a_{j+1}\mathbf{e}_j + \mathbf{e}_{j+1}, \ldots, -a_n\mathbf{e}_j + \mathbf{e}_n)
\]
is a valid directional basis for \( M \).

Since the correctness of the above algorithm has already been argued, it remains to bound the algorithms complexity. Firstly, by construction \( L \), we have that \( K \) is \( c^n \)-SE with respect to \( \mathbb{Z}^n \) with the standard basis. Hence, by Lemma 4.7 every Schnorr-Euchner enumeration over \( K \cap \mathbb{Z}^n \) can be performed in \( \text{poly}(n)c^n \) time using \( \text{poly}(n) \) space. We perform one such enumeration to compute \( N \), and at most \( np \leq 2nc^n \) such enumerations during the main loop of the algorithm. Hence the amount of time spent during the enumeration steps is at most \( \text{poly}(n)c^{2n} \). Lastly, the time to compute \( p \) is can be bounded by \( \text{poly}(n)c^n \), by simply enumerating over all the choices between \( N \) and \( 2N \) and using any deterministic primality test.

**Lemma 4.11 (Rogers Lattice).** Starting from \( M \) and \( B_M \) be as in Lemma 4.7 a super-lattice \( \Lambda \) of \( M \), with directional basis \( B_{\Lambda} \) with respect to \( B_M \), satisfying

1. \( \lambda_1(K, M) = \lambda_1(K, \Lambda) \),
2. \( \mu(K, \Lambda) \leq 3/2\lambda_1(K, \Lambda) \leq 3c/2 \),
3. \( [\Lambda : M] \leq c^n \),

can be computed in \( \tilde{O}((2c^3)^n) \) time and \( \text{poly}(n) \) space. Letting \( \lambda = \lambda_1(K, \Lambda) \), we furthermore have that

(a) \( 2/(3\lambda)\Lambda \) is a \( 3^n \)-thin \( K \)-covering lattice.

(b) \( K \) is \( \tilde{O}((2c^3)^n) \)-SE with respect to \( 2/(3\lambda)\Lambda \) with basis \( 2/(3\lambda)B_{\Lambda} \).

**Proof.** To build the covering lattice for \( K \) claimed by the Lemma we will use Rogers densification procedure. We first describe and analyze its the basic properties, then analyze its effects on \( M \), and lastly discuss the details of making it algorithmic in our setting. This densification can be applied to any \( n \)-dimensional lattice \( L \). It proceeds as follows:

---
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Find a coset $L + c \in L/3 \mod L$, such that $d_K(L, c) > \lambda_1(K, L)$. If none exists, return $L$. Otherwise, replace $L$ by $L + \{-c, 0, c\}$, where $c$ is the coset found by the procedure, and repeat.

**Basic Properties:** We analyze the properties of $L$ at termination. Let $\lambda = \lambda_1(K, L)$. By construction, after termination, we must have that

$$\max_{c \in L/3 \mod L} d_K(L, c) \leq \lambda.$$ 

Therefore, by Lemma 5.7 we must have that $\mu(K, L) \leq 3/2\lambda$. We claim that $2/(3\lambda)L$ is a $3^n$-thin $K$-covering lattice. Clearly, $\mu(K, 2/(3\lambda)L) \leq 1$ by the previous inequality. For the thinness, note that

$$\frac{\text{vol}_n(K)}{\det(2/(3\lambda)L)} = \frac{\text{vol}_n(3\lambda/2K)}{\det(L)} \leq \frac{\text{vol}_n(3\lambda/2K)}{\text{vol}_n(\lambda/2K)} = 3^n$$

where the inequality $\text{vol}_n(\lambda/2K) \leq \det(L)$ follows directly from Minkowski’s convex body theorem.

We now bound the convergence time of the densification procedure. We claim that at each non-terminating iteration, the length of the shortest non-zero vector is unchanged, while the determinant of $L$ decreases by a factor 3. For the first property, take $L + c \in L/3 \mod L$ such that $d_K(L, c) \geq \lambda_1(K, L)$. Since $3c \in L$, note that $L' \equiv L + Zc = L + \{-c, 0, c\}$. From here, we have that

$$\lambda_1(L') = \min \{d_K(L, -x), \lambda_1(K, L), d_K(L, x)\} = \min \{\lambda_1(K, L), d_K(L, x)\} = \lambda_1(K, L),$$

where the equality $d_K(L, -x) = d_K(L, x)$ follows by symmetry of $K$. Hence the length of the shortest non-zero vector stays unchanged. The second claimed property follows from $|L' \mod L| = |Z3| = 3$.

Let $\alpha = \text{vol}_n(\lambda/2K)/\det(L)$ denote the packing density of $L$. By the previous analysis, at each non-terminating iteration, the packing density of $L$ increases by a factor 3. Since the packing density never exceeds 1, if $k$ is the number of non-terminating iterations, we must have that $\alpha 3^k \leq 1 \Rightarrow k \leq \lceil \log_3(1/\alpha) \rceil$. In particular, if the base lattice is $L$ and $L_k$ is the final outputted lattice, we must have that $|L_k : L| \leq 1/\alpha$.

**Behavior on $M$:** Let $M$ be the lattice from $4.7$ with basis $B_M$, and let $\Lambda$ be the lattice outputted by the densification procedure. Let $\lambda = \lambda_1(K, M)$. Since we are guaranteed that $\lambda_1(K, \Lambda) = \lambda \leq c$, we have that $\mu(K, \Lambda) \leq 3/2\lambda \leq 3/2c$. The remaining thinness and covering properties of $\Lambda$ are now guaranteed by the previous analysis. Furthermore, since $M$ has packing density at least $c^{-n}$, our previous analysis also ensures that $|\Lambda : M| \leq c^n$.

Let $B_\Lambda$ denote the directional basis of $\Lambda$ with respect to $B_M$. Since $K$ is $c^n$-SE with respect to $M$ with basis $B_M$, we get from Lemma 4.4 that $K$ is $c^n|\Lambda : M| \leq c^{2n}$ SE with respect to $\Lambda$ with basis $B_M$. From Lemma 4.5 we get that $3c/2K$ is $c^{2n}N(3c/2K, K)$-SE with respect to $\Lambda$ with basis $B_\Lambda$. By Theorem 3.1 we get that

$$N(3c/2K, K) = O(n \log n) \frac{\text{vol}_n(3c/2K + K)}{\text{vol}_n(K)} = O(n \log n (3c/2 + 1)^n) = \tilde{O}((3c/2 + 1)^n).$$

Hence $c^{2n}N(3c/2K, K) = \tilde{O}((3c^3/2 + c^3)^n) = \tilde{O}((2c^3)^n)$. Since $3/2\lambda \leq 3/2c$ the same SE holds for $3/2\lambda K$, and by scaling for $K$ with respect to $2/(3\lambda)\Lambda$ with basis $2/(3\lambda)B_\Lambda$. Hence $\Lambda$ satisfies all the requirements of the lemma.
Algorithm: We analyze the complexity of making Roger’s densification algorithmic on $M$. Firstly, we need to compute $\lambda = \lambda_1(K, M)$. Since $\lambda \leq c$, it suffices to enumerate the points in $cK \cap M$, and return the length of shortest non-zero vector found. Since $K$ is $c^n$-SE with respect to $M$ with basis $B_M$, by Lemma 4.2 this enumeration takes at most

$$\text{poly}(n)c^n N(cK, K) \leq \text{poly}(n)c^n(c + 1)^n \leq \text{poly}(n)(2c^2)^n$$

time and poly$(n)$ space. Now let $M_k$ with directional basis $B_{M_k}$ with respect to $B_M$ denote the resultant lattice after $k$ iterations. Here, for each coset

$$M_k + c \in M_k/3 \ (\text{mod} \ M_k) = \{M_k + B_{M_k} a/3 : a \in \{-1,0,1\}^n\},$$

we must verify whether $d_K(M_k, c) > \lambda$. Note that this last step is equivalent to checking whether

$$d_K(M_k, c) > \lambda \iff M_k \cap (c + \lambda K) = \emptyset,$$

which can be verified by straightforward enumeration. Since $[M_k : M] \leq c^n$, by Lemmas 4.4 and 4.2 we get the Schnorr-Euchner enumeration over $c + \lambda K$ takes at most $\text{poly}(n)c^n(2c^2)^n = \tilde{O}((2c^3)^n)$ time and poly$(n)$ space. Since we may enumerate over all $3^n$ cosets of $M_k/3 \ (\text{mod} \ M_k)$, the time for a single iteration can be bounded by $\tilde{O}((6c^3)^n)$ time. Furthermore, if coset $c$ is to be added to $M_k$, a directional basis for $M_{k+1} = M_k + Zc$ can clearly be computed in polynomial time from $c$ and $B_{M_k}$. Lastly, since the number of iterations is bounded by $\log_3 c^n = O(n)$, the total runtime can be bounded by $\tilde{O}((6c^3)^n)$ and the space usage by poly$(n)$ as needed.

\[\square\]

5 Volume Estimation

In this section, we describe the new algorithm for volume estimation. Our algorithm will rely on a construction for thin covering lattices for general convex bodies, which will in turn rely on an algorithm for computing approximate Kovner-Besicovitch points. The guarantees for the generalized thin lattice construction (which formalizes Theorem 2.1 for general convex bodies) are as follows:

**Theorem 5.1** (General Thin Lattice). For a convex body $K \subseteq \mathbb{R}^n$, there is a $2^{O(n)}$ time and poly$(n)$ space algorithm which computes an $n$ dimensional lattice $\Lambda$ with basis $B$, and a point $c \in K$ satisfying

1. $\Lambda$ is a $3^n$-thin $K[c]$-covering and a $7^n$-thin $K$-covering lattice.
2. $\Lambda$ has packing to covering ratio at least $1/3$ with respect to $K[c]$.
3. $K[c]$ and $K$ are both $2^{O(n)}$-SE with respect to $\Lambda$ with basis $B$.

Furthermore, for any convex body $C \subseteq \mathbb{R}^n$, the set $(C - K) \cap \Lambda$ can be enumerated in $2^{O(n)} N(C, K)$ time using poly$(n)$ space.

**Proof.** We first use algorithm of Theorem 2.3 to compute $(6/7)^n$ approximate Kovner-Besicovitch point $c \in K$. Using the algorithm of Theorem 4.1 we build a $3^n$-thin $K[c]$-covering lattice $\Lambda$ with basis $B$. Since $K[c] \subseteq K - c$, $\Lambda$ is also a $K$-covering lattice. To bound the thinness with respect to $K$, by the guarantees on $c$, we have that

$$\frac{\text{vol}_n(K)}{\det(\Lambda)} = \frac{\text{vol}_n(K)}{\text{vol}_n(K[c])} \cdot \frac{\text{vol}_n(K)}{\det(\Lambda)} \leq \frac{3^n}{(6/7)^n \text{Sym}_{3^n}(K)} \leq (7/6)^n 2^n 3^n = 7^n$$
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From the guarantees on \( \Lambda \), we know that \( K[c] \) is \( 2^{O(n)} \)-SE with respect to \( B \). Therefore, by Lemma 4.5, the SE complexity of \( K \) with respect to \( B \) is bounded by

\[
2^{O(n)} N(K, K[c]) = 2^{O(n)} O(n \log n) \frac{\text{vol}_n(K + K[c])}{\text{vol}_n(K[c])} \leq 2^{O(n)} \frac{\text{vol}_n(2K)}{\text{vol}_n(K[c])}
\]

\[
= 2^{O(n)} 2^n \frac{\text{vol}_n(K)}{\text{vol}_n(K[c])} \leq 2^{O(n)} 2^n (7/3)^n = 2^{O(n)}
\]

as needed. The remaining guarantees on \( \Lambda \) and the complexity bound for the above algorithm now follows directly from guarantees in Theorems 2.3 and 4.1.

We will use Theorem 5.1 within the volume estimation algorithm. The following Lemma is used to justify the accuracy of volume estimation algorithm.

**Lemma 5.2.** Let \( K_0, K \) be \( n \) dimensional convex bodies. Let \( \mathcal{L} \) be an \( n \)-dimensional \( K_0 \)-covering lattice. For \( \epsilon > 0 \), the following holds:

\[
\text{vol}_n(K) \leq \epsilon^n \det(\mathcal{L}) \left| \epsilon \mathcal{L} \cap (K - \epsilon K_0) \right| \leq \text{vol}_n(K + \epsilon(K_0 - K_0)).
\]

Furthermore, if \( K \subseteq K - c \), for some \( c \in \mathbb{R}^n \), and \( K_0 \) is symmetric then

\[
\text{vol}_n(K) \leq \epsilon^n \det(\mathcal{L}) \left| \epsilon \mathcal{L} \cap ((1 + \epsilon)K - \epsilon c) \right| \leq (1 + 2\epsilon)^n \text{vol}_n(K).
\]

**Proof.**

**Claim 5.3.** There exists a subset \( F \subseteq K_0 \) such that \( F \) tiles with respect to \( \mathcal{L} \). In particular, \( \text{vol}_n(F) = \det(\mathcal{L}) \).

**Proof.** Since the tiling / covering property is shift invariant, we may shift \( K_0 \) so that \( 0 \) is in the interior of \( K \). From here, note that \( \| \cdot \|_{K_0} \) is an asymmetric norm. We define \( F \) to be all the points \( x \in \mathbb{R}^n \) such that \( 0 \) is the lexicographically minimal closest lattice vector to \( x \) under \( \| \cdot \|_{K_0} \). More precisely, \( x \in F \) iff

\[
\|x - 0\|_{K_0} = \|x\|_{K_0} = d_{K_0}(\mathcal{L}, x) = \min_{y \in \mathcal{L}} \|x - y\|_{K_0}
\]

and \( 0 \) is the lexicographically smallest minimizer for the last expression on the right hand side. Since every point in \( \mathbb{R}^n \) has a unique lexicographically closest lattice vector in \( \mathcal{L} \), and since the standard lexicographic order on \( \mathbb{R}^n \) is shift invariant, we see that \( F \) tiles space with respect to \( \mathcal{L} \). That \( \text{vol}_n(F) = \det(\mathcal{L}) \) follows directly from the tiling property.

We claim that \( F \subseteq K_0 \). Assume not, then \( \exists x \in F \) such that \( \|x\|_{K_0} > 1 \). Since \( \mathcal{L} \) is \( K_0 \)-covering, there exists \( y \in \mathcal{L} \) such that \( x \in y + K_0 \). But then \( \|x - y\|_{K_0} \leq 1 < \|x\|_{K_0} \), which contradicts that \( 0 \) is a closest lattice vector to \( x \). Hence \( F \subseteq K_0 \) as claimed.

Since \( \epsilon \mathcal{L} \) is \( \epsilon F \)-tiling (where \( F \) is as above), we have that the \( \epsilon \mathcal{L} \) shifts of \( \epsilon F \) covering \( K \) correspond exactly to the centers \( \epsilon \mathcal{L} \cap (K - \epsilon F) \). From here, since \( F \subseteq K_0 \), we have the inclusions

\[
K \subseteq (\epsilon \mathcal{L} \cap (K - \epsilon F)) + \epsilon F
\]

\[
\subseteq (\epsilon \mathcal{L} \cap (K - \epsilon F)) + \epsilon F \subseteq (\epsilon \mathcal{L} \cap (K - \epsilon K_0)) + \epsilon K_0
\]

\[
\subseteq (K - \epsilon K_0) + \epsilon K_0 = K + \epsilon(K_0 - K_0)
\]

(5.1)
From the above inclusions, we get that

\[ \text{vol}_n(K) \leq \text{vol}_n((\epsilon L \cap (K - \epsilon K_0)) + \epsilon F) \leq \text{vol}_n(K + \epsilon(K_0 - K)). \]

Since \( F \) tiles with respect to \( L \), we see that

\[
\text{vol}_n((\epsilon L \cap (K - \epsilon K_0)) + \epsilon F) = |\epsilon L \cap (K - \epsilon K_0)| \text{vol}_n(\epsilon F) \\
= \epsilon^n \det(\mathcal{L}) |\epsilon L \cap (K - \epsilon K_0)|, \quad \text{as needed.}
\]

For the furthermore, we assume that \( K_0 \subseteq K - c \) and that \( K_0 \) is symmetric. By symmetry of \( K_0 \), we have that \( \pm F \subseteq K_0 \subseteq K - c \). Using this, we modify the inclusions in Equation (5.1) to

\[ K \subseteq (\epsilon L \cap (K - \epsilon F)) + \epsilon F \subseteq (\epsilon L \cap (K + \epsilon(K - t)) + \epsilon F \\
\subseteq (\epsilon L \cap ((1 + \epsilon)K - \epsilon c)) + \epsilon F \subseteq (\epsilon L \cap ((1 + \epsilon)K - \epsilon c)) + \epsilon(K - c) \\
\subseteq (1 + \epsilon)K - \epsilon c + \epsilon(K - c) = (1 + 2\epsilon)K - 2\epsilon c \]

(5.2)

From here, the same argument as above combined with the identity \( \text{vol}_n((1+2\epsilon)K) = (1+2\epsilon)^n\text{vol}_n(K) \) completes the proof of Lemma.

We now prove the main volume estimation result. We note that if the input body \( K \) is symmetric, the following algorithm will be able to directly use the thin covering lattice construction for symmetric bodies (Theorem 4.1) without passing through the construction of Theorem 5.1. We will use this fact within our algorithm for finding approximate KB points (Theorem 2.3).

**Proof of Theorem 2.2 (Volume Estimation).** Given a convex body \( K \subseteq \mathbb{R}^n \), we wish to compute \( V \) such that

\[ \text{vol}_n(K) \leq V \leq (1 + \epsilon)^n\text{vol}_n(K). \]

Compute the lattice \( \Lambda \) with basis \( B \) and point \( c \in K \) given by Theorem 5.1. This requires \( 2^{O(n)} \) time and \( \text{poly}(n) \) space. Via enumeration, we now compute the quantity

\[ V = (\epsilon/2)^n \det(\Lambda) |(\epsilon/2)\Lambda \cap ((1 + \epsilon/2)K - (\epsilon/2)c)|. \]

Since \( K[c] \subseteq K - c \) and \( \Lambda \) is \( K[c] \)-covering, by Lemma 5.2 we have that \( V \) satisfies the desired guarantees.

After rescaling, computing \( V \) can be done by enumerating \( \Lambda \cap ((1 + 2/\epsilon)K - c) \). Since \( K[c] \) is \( 2^{O(n)} \)-SE with respect to \( B \) by Lemmas 4.2 and 4.3 this enumeration complexity is bounded by

\[
2^{O(n)} N((1 + 2/\epsilon)K, K[c]) \leq 2^{O(n)} \frac{\text{vol}_n((1 + 2/\epsilon)K + K[c])}{\text{vol}_n(K[c])} \\
\leq 2^{O(n)} (2 + 2/\epsilon)^n \frac{\text{vol}_n(K)}{\text{vol}_n(K[c])} \\
\leq 2^{O(n)}(1 + 1/\epsilon)^n.
\]

Hence the total time complexity of the algorithm is bounded by \( 2^{O(n)}(1 + 1/\epsilon)^n \) and the space complexity is \( \text{poly}(n) \) as needed.
5.1 Computing an Approximate Kovner-Besicovitch Point

Proof of Theorem 2.3 (Computing Kovner-Besicovitch points).

Here the goal is to compute a point $c \in K$ such that

$$\frac{\text{vol}_n(K[c])}{\text{vol}_n(K)} \geq (1 + \epsilon)^{-n}\text{Sym}_{kb}(K).$$

By first applying deterministic ellipsoidal rounding to $K$ (Theorem 3.5), we may assume that

$$B_n^0 \subseteq K \subseteq (n + 1)n^{1/2}K.$$

We define the following sequence of bodies: $K_i = 2^i B_n^0 \cap K$, for $0 \leq i \leq T$, where $T = \lceil \log_2((n + 1)n^{1/2}) \rceil$. By construction $K_0 = B_n^0$ and $K_T = K$.

Algorithm 2 Improve($A$, $x$, $\alpha$, $\epsilon$)

Require: Convex body $A \subseteq \mathbb{R}^n$, point $x \in A$ satisfying $\text{vol}_n(A[x]) \geq \alpha^n \text{vol}_n(A)$, $\epsilon \leq 1/2$.

Ensure: A point $c \in A$ satisfying $\text{vol}_n(A[c]) \geq (1 + \epsilon)^{-n}\text{Sym}_{kb}(A)$.

1: $\epsilon_0 \leftarrow \epsilon/(6 + 3\epsilon)$, $J \leftarrow \lceil \log(1/\alpha)/\log(1/(1 - \epsilon_0)) \rceil$.
2: $x_0 \leftarrow x$.
3: for $j \in 1$ to $J$ do
   4: Compute a covering $N$ of $1/2(A + x_{j-1})$ by $(\epsilon_0/2)A[x_{j-1}]$ (Theorem 4.1).
   5: Set $x_j$ to be the center in $N$ of maximum estimated volume.
5: return $x_J$.

Using the improvement procedure (Algorithm 2), the remainder of the algorithm is straightforward:
1: $c_0 \leftarrow 0$.
2: for $i \in 1$ to $T - 1$ do
   3: $c_i \leftarrow \text{Improve}(K_i, c_{i-1}, 1/6, 1/2)$.
4: return $\text{Improve}(K_T, c_{T-1}, 1/6, \epsilon)$.

We first argue the correctness of the algorithm, and then continue with its runtime analysis.

Correctness: Assuming the correctness of Algorithm 2 we show that the remainder of the algorithm is correct. For the for loop on lines 2–3, and line 4, we claim that at each call $\text{Improve}(K_i, c_{i-1}, 1/6, \ldots)$, $c_{i-1}$ has KB value at least $(1/6)^n$ with respect to $K_i$, for $i \in [T]$. We prove this by induction on $i \in [T]$. Note that if $c_{i-1}$ satisfies the condition, then by the guarantess on $\text{Improve}$, we have that

$$\frac{\text{vol}_n(K_i[c_{i-1}])}{\text{vol}_n(K_i)} \geq (1 + 1/2)^{-n}\text{Sym}_{kb}(K_i) \geq (1 + 1/2)^{-n}2^{-n} = 3^{-n}$$

From here, since $K_i \subseteq K_{i+1} \subseteq 2K_i$, we have that

$$\frac{\text{vol}_n(K_{i+1}[c_{i-1}])}{\text{vol}_n(K_{i+1})} \geq \frac{\text{vol}_n(K_i[c_{i-1}])}{\text{vol}_n(K_i)} \geq 3^{-n} \frac{\text{vol}_n(K_i)}{\text{vol}_n(K_{i+1})} \geq 3^{-n} 2^{-n} = (1/6)^n,$$

as needed. For the base case $i = 1$, we note that since $c_0 = 0$ and $K_0 = B_n^0$, 0 has KB value 1 for $K_0$. By the above analysis, we get that $c_0$ has KB value at least $2^{-n} \geq (1/6)^n$ for $K_1$, as needed.
By approximation the guarantee, this implies that Equation (5.3), this implies that for the chosen to be the normalized KB value of a point \( x \in A \).

**Claim 5.4.** \( \nu \) is a concave function over \( A \).

**Proof.** Take \( x, y \in K \) and \( \alpha \in [0, 1] \). By convexity of \( A \), note that

\[
\alpha A[x] + (1 - \alpha)A[y] = \alpha(A - x) \cap (x - A) + (1 - \alpha)(A - y) \cap (y - A)
\]

\[
\subseteq (\alpha(A - x) + (1 - \alpha)(A - y)) \cap (\alpha(x - A) + (1 - \alpha)(y - A))
\]

\[
= (A - (\alpha x + (1 - \alpha) y)) \cap (\alpha(x - A) + (1 - \alpha)(y - A)) = A[\alpha x + (1 - \alpha) y]
\]

Using the above inclusion, followed by the Brunn-Minkowski inequality, we get that

\[
\frac{\text{vol}_n(A[\alpha x + (1 - \alpha) y])}{\text{vol}_n(A)} \geq \frac{\text{vol}_n(\alpha A[x] + (1 - \alpha)A[y])}{\text{vol}_n(A)} \geq \alpha \frac{\text{vol}_n(A[x])}{\text{vol}_n(A)} + (1 - \alpha) \frac{\text{vol}_n(A[y])}{\text{vol}_n(A)}.
\]

The claim follows by dividing through by \( \text{vol}_n(A)^{1/n} \).

Let \( x^* \) denote the center of maximum KB value, i.e. \( x^* = \arg \max_{x \in A} \nu(x) \), and let \( \gamma = \nu(x^*) \). Note that for correctness, we need simply show that at the last iteration \( J \), \( \nu(x_J) \geq \gamma/(1 + \epsilon) \). The following claim tracks the progress in \( \nu \).

**Claim 5.5.** For \( i \geq 1 \), \( \nu(x_i) \geq 1/2(\gamma + \nu(x_{i-1}))(1 - \epsilon_0)^2 \).

**Proof.** By translating \( A \), we may assume that \( x_{i-1} = 0 \). Let \( z = 1/2x^* \). By construction \( z \in 1/2A \), hence by the properties of the net \( N \), there exists \( y \in N \) such that \( v = y - z \) satisfies \( \|v\|_{A[0]} \leq \epsilon_0/2 \). By the triangle inequality, note that

\[
\|z + 1/\epsilon_0 v\|_A \leq \|z\|_A + 1/\epsilon_0 \|v\|_A \leq 1/2 + 1/\epsilon_0 \|v\|_A[0] \leq 1/2 + 1/\epsilon_0 (\epsilon_0/2) \leq 1.
\]

Hence \( z + 1/\epsilon_0 v \in A \). Since \( y = z + v = (1 - \epsilon_0)z + \epsilon_0(z + 1/\epsilon_0 v) \), by concavity of \( \nu \) over \( A \)

\[
\nu(y) \geq (1 - \epsilon_0)\nu(z) + \epsilon_0 \nu(z + 1/\epsilon_0 v) \geq (1 - \epsilon_0)\nu(z)
\]

\[
= (1 - \epsilon_0)\nu((1/2)0 + (1/2)x^*) \geq (1 - \epsilon_0)((1/2)\nu(0) + (1/2)\nu(x^*))
\]

\[
= 1/2(\nu(x_{i-1}) + \gamma)(1 - \epsilon_0)
\]

For each \( y \in N \), we note that volume estimation algorithm computes a number \( V_y \) such that

\[
\text{vol}_n(A[y]) \leq V_y \leq (1 + \epsilon_0/(1 - \epsilon_0))^n \text{vol}_n(A[y]) = 1/(1 - \epsilon_0)^n \text{vol}_n(A[y]).
\]

By Equation (5.3), this implies that for the chosen \( x_i \), we must have

\[
V_{x_i} \geq \text{vol}_n(A)(1/2(\nu(x_{i-1}) + \gamma)(1 - \epsilon_0))^n.
\]

By approximation the guarantee, this implies that \( \nu(x_i) \geq 1/2(\nu(x_{i-1}) + \gamma)(1 - \epsilon_0)^2 \), as needed.
The following claim completes the proof of correctness:

**Claim 5.6.** At the last iteration $J = \lceil \log(1/\alpha) / \log(1/(1 - \epsilon_0)) \rceil$, $\nu(x_J) \geq \gamma/(1 + \epsilon).

**Proof.** Let $a_0 = \alpha$, and let $a_i = 1/2(a_{i-1} + \gamma)(1-\epsilon_0)^2$ for $i \geq 1$. Since the function $a \mapsto 1/2(a + \gamma)(1-\epsilon_0)^2$ is monotone in $a$, by Claim 5.5 we have that $\nu(x_i) \geq a_i$ for all $i$. It therefore suffices to prove that $a_J \geq \gamma/(1+\epsilon)$. We first note that $\epsilon_0 = \epsilon/(6 + 3\epsilon)$ is set to satisfy the equation \((1-3\epsilon_0)/(1+3\epsilon_0) = 1/(1+\epsilon)\).

If $a_{i-1} \leq \gamma/(1+\epsilon) = (1-3\epsilon_0)/(1+3\epsilon_0)$, note that

$$a_i(1-\epsilon_0) = 1/2(a_{i-1} + \gamma)(1-\epsilon_0)^3 \geq 1/2(a_{i-1} + \gamma)(1-3\epsilon_0)
= 1/2(a_{i-1}(1 - 3\epsilon_0) + \gamma(1 - 3\epsilon_0)) \geq 1/2(a_{i-1}(1 - 3\epsilon_0) + a_{i-1}(1 + 3\epsilon_0)) = a_{i-1}.$$

In particular, we get $a_i \geq a_{i-1}/(1 - \epsilon_0)$. Furthermore, if $a_{i-1} \geq \gamma/(1+\epsilon)$ by monotonicity $a_i \geq \gamma/(1+\epsilon)$.

Therefore, we need only show that the $a_i$ goes above $\gamma/(1+\epsilon)$ at some time $i \leq J$. Let $t$ be the first step where $a_t \geq \gamma/(1+\epsilon)$. By the above relations, we must have that

$$1 \geq \nu(x_t) \geq a_t \geq a_{t-1}/(1 - \epsilon_0) \geq a_0/(1 - \epsilon_0)^t = \alpha/(1 - \epsilon_0)^t.$$

Solving for $t$, we get that $t \leq \log(1/\alpha) / \log(1/(1 - \epsilon_0))$, and hence $t \leq J$ as needed. \hfill $\Box$

**Runtime Analysis:** We first apply ellipsoidal rounding to $K$ (Theorem 3.5), this can be done in polynomial time. Next, we run the Improve procedure $O(\log n)$ times, so it suffices to bound the runtime of one call. Since without loss of generality we can assume $\epsilon \leq 1/2$, it is clear that the last call to procedure Improve, that is $\text{Improve}(K_T, e_{t-1}, 1/\epsilon, 6)$, dominates the complexity of the algorithm.

On the last call to Improve, we have $A = K_T, \alpha = 1/6, \epsilon \leq 1/2$, and $\epsilon_0 = \epsilon/(6 + 3\epsilon_0) \geq \epsilon/8$. We execute the main loop

$$\log(1/\alpha) / \log(1/(1 - \epsilon_0)) \leq \log(1/\alpha) / \log(1 + \epsilon_0) \leq \log(1/\alpha) / \log(1 + \epsilon/8) = O(1/\epsilon)$$

times.

Let $\gamma = \text{Sym}_{kb}(A)^{1/n}$. Note that $\gamma/(1+\epsilon) \geq (1/2)(2/3) = 1/3 \geq \alpha$. Hence by Claim 5.6 at each iteration of the for loop we have that $\text{vol}_n(A[x_{j-1}]) / \text{vol}_n(A) \geq 6^{-n}$.

At iteration $j$, we first compute an covering $N$ of $1/2(A + x_{j-1})$ by $(\epsilon_0/2)A[x_{j-1}]$ using Theorem 4.1. Since $\epsilon_0/2 \geq \epsilon/16$, this takes time at most

$$2^{O(n)} N(1/2 A, (\epsilon/16) A[x_{j-1}]) = 2^{O(n)} \frac{\text{vol}_n(1/2 A + ((\epsilon/16) A[x_{j-1}])}{\text{vol}_n((\epsilon/16) A[x_{j-1}])}
= 2^{O(n)} \left( \frac{1/2 + \epsilon/16}{\epsilon/16} \right)^n \frac{\text{vol}_n(A)}{\text{vol}_n(A[x_{j-1}])}
= 2^{O(n)} (1 + 8/\epsilon)^n 6^n = 2^{O(n)} (1 + 1/\epsilon)^n$$

and $\text{poly}(n)$ space. For each $y \in N$, we compute a number $V_y$ satisfying

$$\text{vol}_n(A[y]) \leq V_y \leq (1 + \epsilon_0/(1 - \epsilon_0))^n \text{vol}_n(A[y])$$

where $\epsilon_0/(1 - \epsilon_0) \geq 2\epsilon_0 \geq \epsilon/4$. Since $A[y]$ is symmetric, we note that this can be done using Theorem 2.2 using only the thin lattice construction for symmetric bodies (Theorem 4.1). Hence this can be done in $2^{O(n)} (1 + 4/\epsilon)^n = 2^{O(n)} (1 + 1/\epsilon)^n$ time using $\text{poly}(n)$ space. Putting it all together, the for loop can be executed in $2^{O(n)} (1/\epsilon)(1+1/\epsilon)^{2n} = 2^{O(n)} (1+1/\epsilon)^{2n+1}$ time using $\text{poly}(n)$ space. The desired complexity bound for the algorithm follows. \hfill $\Box$
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