Development of Concise Convolutional Neural Network for Tomato Plant Disease Classification Based on Leaf Images

Arnes Sembiring¹,², Yuwaldi Away¹,², Fitri Arnia¹,², Rusdha Muharar¹,²

Doctoral Program, School of Engineering, Universitas Syiah Kuala, Banda Aceh, Indonesia¹
Department of Electrical and Computer Engineering, Universitas Syiah Kuala, Banda Aceh, Indonesia²
Department of Informatics Engineering, Universitas Harapan Medan, Medan, Indonesia³

Email: arnes2018@mhs.unsyiah.ac.id, yuwaldi@unsyiah.ac.id, f.arnia@unsyiah.ac.id, r.muharar@unsyiah.ac.id

Abstract. Early detection of plant diseases is one of the main keys to handling diseases quickly and successfully. The purpose of this study is to find out a simpler CNN architecture and meet an acceptable compromise between accuracy and simplification to detect diseases in tomato plants based on leaf images. This simpler architecture will allow the development of standalone and independent system model in the field to classify and identify the tomato plants diseases in low price and limited resources. This proposed architecture was developed from the CNN architecture baseline and is intended to classify 10 classes of tomato leaves consist of one healthy class and 9 classes of leaves diseases taken from the PlantVillage dataset. In this study, the performance of the proposed architecture and comparative architectures are examined in the same dataset. Comparative architectures used are some existing CNN architectures that are commonly used namely VGG Net, ShuffleNet and SqueezeNet. The results indicated that the proposed architecture can achieve competitive accuracy compared with the existing architecture while the proposed architecture is much shorter than the existing architecture and better in terms of performance time.

1. Introduction

Agriculture has significant role in the growth and economic development of a country [1]. The agriculture sector contributed 6.4% of total world economic production in 2018 and Indonesia is the fifth largest contributor country together with China, India, US and Brazil [2]. Based on the annual report of the Indonesian Central Statistics Agency through the Official Statistics, Indonesia's economy in the third quarter of 2018 against the third quarter of 2017 grew 5.17 percent. The agriculture, forestry and fisheries sectors donated 13.53% of the total growth, the second largest after the Manufacturing Industry sector which contributed 19.66% [3].

In terms of increasing agricultural productivity, environmental factors and production resources such as temperature, humidity and labor in the agricultural process are important to consider. On the other hand, plant disease causes a reduction in agricultural productivity significantly by 20-30% so that it becomes the main cause of the reduction in production and economic value in the agricultural industry worldwide [4]. Therefore, monitoring plant health conditions becomes a important task and a crucial aspect in controlling the spread of disease and enabling effective treatment [5].
plant diseases is also a task that requires a lot of time, money and labor, especially if supervision must be carried out routinely and the area of supervision is quite extensive [6].

For the reliability of the monitoring system, the ability to recognize various plant diseases automatically is needed in the field. Various algorithms for the identification of plant diseases have been developed based on the appearance of colors, textures, shapes and other features that appear on plant leaves. Among the methods widely used are image segmentation, feature extraction and pattern recognition, image processing techniques, support vector machines (SVM), artificial intelligence and artificial neural networks [7, 8]. However, the performance of these methods has not been very satisfactory due to the still limited differentiating description capabilities of the extracted leaf features. It is also quite difficult to determine which features are optimal and appropriate for the recognition of plant diseases, especially when the background image of the diseased leaf is complex and segmentation is difficult [9].

The presence of deep learning, especially Convolutional Neural Network (CNN) has raised the accuracy standard to very high even close to 100% [10]. This success has made CNN widely implemented in fields such as business, agriculture, the automotive industry and other fields for object detection and image classification [11]. The use of CNN is also driven by CNN's ability to extract features automatically, especially from datasets in the form of image, video and voice data. Expert segmentation of important and interesting parts of the image is also unnecessary [12] [13]. In particular, the use of deep learning in the agricultural domain for identification and classification has also shown better results than other techniques [14].

One of the challenges of the CNN realtime deployment in agricultural field is the computational burden caused by the large number of CNN architectural parameters [15]. To address the challenges, this research proposed a simpler CNN architecture than the existing architecture with competitive classification accuracy. This simpler architecture is expected to be implemented at a low cost and limited resources in agriculture field.

2. Related Works

Several studies that have been carried out previously on disease detection in plant leaves focus on the use and fine tuning of existing architecture to achieve the best identification and classification accuracy. Generally, these studies adopt existing architectures such as the AlexNet architecture [10] [16] [17] [18] [19] [20], GoogleNet architecture [21] [10] [18] and VGGNet architecture [17] [18] [19] [5].

Although the accuracy of classification using CNN is very high, the size of the parameters involved in the CNN architecture makes CNN training time very long even though the training is done on a computer with very abundant resources [10] [18]. The deep and wide CNN architecture also requires numerous operations which increase inference time and limited use of CNN in applications that use limited data sources, low memory and are limited by time [22]. Many classification tasks in real field applications such as automated vehicles, robotics, healthcare and mobile applications work on resource-constrained environments [23].

Research for a concise architecture with a small number of parameters for specific needs has been researched based on the GoogleNet architecture. The new architecture, which is much more concise than GoogleNet, called AgNet is used to identify grasses and new plants that grow with an identification accuracy of 88.9 ± 0.4% and involve 250,000 parameters. AgNet is then implemented in AgBot II agricultural robots which have limited computing resources [21].

CNN's light weight has also been investigated for its use in classifying the image of cucumber leaves into three classes of "fully leaf", "not fully leaf" or "none leaf". The purpose of this classification is to determine the boundary box of "fully leaf" so that it can be used at the diagnosis stage. CNN light weight used consists of 3 convolution layers, each layer followed by a batch normalization layer and the second and third convolution layers followed by a pooling layer. The output of this CNN is 2 fully connected layers. This study reaches a value of 78.0% F1-score [24].

Research to compare the effect of depth and width of CNN architecture on classification performance on tomato leaf disease has been carried out on AlexNet and SqueezeNet. The dataset used is the PlantVillage dataset with 10 target classes. The accuracy obtained is almost the same as the
SqueezeNet inference time three times faster than AlexNet [25]. This shows that the same accuracy can be obtained on a shorter CNN architecture with faster inference times and of course fewer resources.

3. Proposed Work

The dataset used as training and testing material is the PlantVillage dataset with 10 target classes consisting of one image class of healthy tomato leaves and 9 classes of tomato leaves exposed to 9 types of diseases commonly found in tomato plants namely bacterial spot, early blight, late blight, leaf mold, Septoria leaf spot, spider mites, target spot, tomato mosaic virus and yellow leaf curl virus. Table 1 shows the breakdown of the amount dataset used in this study.

| The amount of data | Healthy | Bacterial spot | Early blight | Late blight | Leaf mold | Septoria leaf spot | Spider mites | Target spot | Tomato mosaic virus | Yellow leaf curl virus |
|--------------------|---------|----------------|--------------|-------------|-----------|--------------------|--------------|--------------|--------------------|----------------------|
| Healthy            | 1.733   | 1.702          | 1.913        | 1.727       | 1.882     | 1.745              | 1.741        | 1.653        | 1.584              | 1.961                |

Figure 1 shows an example image of each leaf class mentioned in table 1 earlier. All images in this dataset are color images (RGB images) with a uniform resolution that is 256x256 pixels.

The proposed architecture is shown in Figure 2. The proposed CNN input is an RGB image with 256x256 resolution, the same as the input image dimension of the dataset. This similarity makes the input image of the dataset no longer need to resize. And CNN output in the form of 2 fully connected layers consisting of 32 and 10 nodes, softmax and classification layer for 10 classes.

This proposed architecture consists of 4 layers of convolution, each of which is followed by a layer of batchnormalization and activation of ReLU. Then followed by the pooling layer except the fourth convolution layer. The first, second, third and fourth convolution layers consist of kernels of the same size, 3x3, stride 2 and padding 2 but different amounts. The first layer has 8 kernels, the second layer has 16 kernels, the third layer has 32 kernels and finally the fourth layer consists of 64 kernels. The whole pooling layer consists of 3x3 maxpooling2d and stride 2. The total parameters involved in this architecture are 43,562.
Fig. 2. The proposed architecture

As a comparison of the performance of the proposed architecture, three existing CNNs that are commonly used are VGG Net (VGG16), ShuffleNet and SqueezeNet. VGG16 consists of 16 convolution layers with a large number of kernels and 138 million parameters while shufflenets and squeeze nets have 1.4 million and 1.25 million parameters, respectively. Although the VGG16 architecture has a very large size compared to the proposed architecture, VGG16 has been tested to have the best accuracy when compared to AlexNet and GoogleNet when tested on the PlantVillage tomato leaf dataset [18]. While ShuffleNet and SqueezeNet are CNNs that consist of a concise architecture but have a high accuracy value [25].

4. Training And Testing
The proposed architecture training and fine tuning existing architecture uses the same input image without any preprocessing images. Distribution of data sets is 70% of the dataset for training or fine tuning and the remaining 30% for testing.

The training was conducted in 50 epochs for the proposed architecture with an initial learning rate of 0.05 and the stochastic gradient descent with momentum (sgdm) optimization function. There was no use of minibatches for proposed architecture. While the comparison architecture was fine tuned with minibatch size 10 in maximum 6 epochs on the same dataset as the dataset used in the proposed architecture. The initial learning rate used in fine tuning is 0.0003 and the ‘sgdm’ optimization function as well. In this fine tuning, the final layer of the existing CNN was replaced with a new fully connected layer which classified ten classes, equal to the number of classes in the dataset. The fully connected layer parameter of WeightLearnRateFactor and BiasLearnRateFactor was set to 10. Training, fine tuning and testing are carried out on a personal computer with an Intel Core i5, 8 GB RAM, Windows 10 Home Operating System with Matlab R2019a.

5. Result
Table 2 shows the summary of training result of proposed architecture and fine tuning existing CNN. The highest achievement in terms of accuracy achieved by VGG16 is 98.28% but this takes more than 5 hours. Further, followed by a solution approved by SqueezeNet that is 96.64%. This achievement value takes 1 hour 23 minutes and 39 seconds. The accuracy value approved by the proposed architecture is 97.15%, slightly different from SqueezeNet but with the shortest performance time of 1 hour 10 minutes 21 seconds. In addition, the ShuffleNet reached 97.01% and the training time was 2 hours 51 minutes 36 seconds.

| Model     | Epoch | Training Accuracy | Validation Accuracy | Training Loss | Validation Loss | Elapsed Time (hh:mm:ss) | Amount of parameter |
|-----------|-------|-------------------|---------------------|---------------|----------------|-------------------------|-------------------|
| Proposed Architecture | 40    | 100               | 97.15               | 0.0011        | 0.1112         | 01:10:21                | 43.56k            |
| VGG16     | 3     | 100               | 98.28               | 0.0804        | 0.0489         | 05:33:06                | 138M              |
| ShuffleNet| 6     | 100               | 97.01               | 0.0059        | 0.0955         | 02:51:36                | 5.4M              |
| SqueezeNet| 6     | 100               | 97.64               | 0.0433        | 0.0731         | 01:23:39                | 1.25M             |
Figure 3 and figure 4 show the results of training and testing of the proposed CNN architecture at 50 epochs. At the 38th epoch, the validation accuracy reached 97.06% with a validation loss of 0.1213. At the 40th epoch, this proposed architecture achieves the highest validation accuracy of 97.15% with a validation loss of 0.1112 with training time of 1 hour 10 minutes and 21 seconds. This validation accuracy value is quite stable above the 35th epoch with a validation value exceeded 97.0%. The addition of more than 40 epoch training does not seem to contribute anymore to increasing of the accuracy value.

Fig. 3. Training and validation accuracy of proposed architecture at 50 epochs.

Fig. 4. Training and validation loss of proposed architecture at 50 epochs.

6. Conclusion

Based on discussion above, it can be concluded that using CNN's proposed architecture in the detection of tomato plant diseases with the tomato leaf dataset from Plantvillage is quite promising and its performance can compete in terms of validation accuracy and better in terms of performance time with the existing CNN architectures.

The challenge in subsequent studies is to improve the accuracy of concise CNN while maintaining a short training time on limited resources and adding a dataset with leaf images taken from direct agricultural fields so that practical use in agriculture can be realized.
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