Observability estimate for the wave equation with variable coefficients
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Abstract

This paper is devoted to a study of observability estimate for the wave equation with variable coefficients \((h^{jk}(x))_{n \times n} (n \in \mathbb{N})\). We consider both the observation point lies outside the domain and the observation point lies inside the domain. Based on a Carleman estimate for the ultra-hyperbolic operator and a delicate treatment of observation region, we obtain two observability estimates with explicit observability constants. The key improvements are: (1) we improve the requirement of waiting time \(T\); (2) we improve the size of the observation region (see Figure 1 and Figure 2 for the case of \((h^{jk}(x))_{n \times n} = I_n\)).
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1 Introduction

Given \(T > 0\) and a bounded domain \(\Omega\) of \(\mathbb{R}^n (n \in \mathbb{N})\) with \(C^2\) boundary \(\Gamma\), put \(Q = (0, T) \times \Omega, \Sigma = (0, T) \times \Gamma\).

Let \(h^{jk}(\cdot) \in C^2(\overline{\Omega})\) be fixed satisfying \(h^{jk}(x) = h^{kj}(x), \quad \forall x \in \overline{\Omega}, \ j, k = 1, \ldots, n,\) (1.1)

and for some constant \(h_0 > 0,\)

\[
\sum_{j,k=1}^{n} h^{jk}(x) \xi_j \xi_k \geq h_0 |\xi|^2, \quad \forall (x, \xi) \in \overline{\Omega} \times \mathbb{R}^n, \quad \xi = (\xi^1, \ldots, \xi^n). \tag{1.2}
\]
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Let us consider the following wave equation with variable coefficients:

\[
\begin{align*}
    w_{tt} - \sum_{j,k=1}^{n} (h^{jk} w_{x_j})_{x_k} &= qw + \sum_{k=1}^{n} q_1^k w_{x_k} + q_2 w_t, & \text{in } Q, \\
    w &= 0, & \text{on } \Sigma, \\
    w(0) &= w_0, \quad w_t(0) = w_1, & \text{in } \Omega,
\end{align*}
\]

(1.3)

where \((w_0, w_1) \in L^2(\Omega) \times H^{-1}(\Omega), q \in L^\infty(\Omega)\) and \(q_1^k \in W^{1,\infty}(\Omega)\) \((k = 1, \cdots, n), q_2 \in W^{1,\infty}(\Omega)\). By the method of ([13, Ch. I, Th 4.2]) it follows that the existence and the uniqueness of the solution \(w\) of (1.3) lies in the class \(w \in C([0, T]; L^2(\Omega)) \cap C^1([0, T]; H^{-1}(\Omega))\).

The main purpose of this paper is to study the internal observability problem of (1.3), by which we mean the following: given \(T > 0\) and \(K\) be a sub-domain of \(Q\), find (if possible) a constant \(C = C(q, \{q_1^k\}_{k=1}^{n}, q_2) > 0\) such that the corresponding solution \(w\) of (1.3) satisfies

\[
|w_0|_{L_2(\Omega)}^2 + |w_1|_{H^{-1}(\Omega)}^2 \leq C(q, \{q_1^k\}_{k=1}^{n}, q_2) \int_{K} |w|^2 dx dt, \quad \forall (w_0, w_1) \in L^2(\Omega) \times H^{-1}(\Omega). \tag{1.4}
\]

The inequality (1.4) is called an observability estimate for (1.3). This inequality means that the initial energy of a solution in the time \(t = 0\) can be bounded by its partial energy in the local observation region \(K\). Such kind of inequalities are closely related to control and state observability problems of wave equations with constant or variable coefficients. For example, they can be applied to a study of the controllability (e.g. [1, 2, 6, 11, 13, 15, 20, 21]), the stabilization of some locally damped semilinear wave equation with variable coefficients (e.g. [17]) and also inverse problems (e.g. [8, 10]). In this respect, there exist numerous works devoted to observability estimates of wave equations with constant or variable coefficients, we refer to [3, 5, 9, 12, 16, 18, 19] and rich references therein.

Note that the constant \(C\) in (1.4) depends on the lower-order term coefficients \(q(\cdot), q^k_1(\cdot)(k = 1, 2, \cdots, n), q_2(\cdot)\), the observation domain \(K\) and the waiting time \(T\) in (1.3). In this paper, the explicit estimate of \(C\), the critical value of waiting time \(T\), the size of the observation region \(K\) are parts of the problems we concerned.

For the case \((h^{jk}(\cdot))_{n \times n} = I_n, q(\cdot) \in L^\infty(\Omega), q^k_1(\cdot) = 0 (k = 1, 2, \cdots, n), q_2(\cdot) = 0\), it was proved in Zhang [18] that explicit observability estimate (1.4) holds for

\[
T > 2 \max_{x \in \Omega} |x - x_0|, \quad K = K_1 \triangleq (0, T) \times \omega, \quad C(q) = C \exp(\exp(\exp(C|q(\cdot)|_{L^\infty(\Omega)}))), \tag{1.5}
\]

where \(x_0 \in R^n \setminus \Omega, \omega\) is some given neighborhood of \(\Gamma_0\), and \(\Gamma_0\) is part of the boundary of \(\Gamma\) satisfying certain conditions, which will be specified later. For the case \((h^{jk}(\cdot))_{n \times n} = I_n, q(\cdot) \in C^\infty(\Omega), \{q^k_1(\cdot)\}_{k=1}^{n} \in C^\infty(\Omega), q_2(\cdot) \in C^\infty(\Omega)\), it was proved in Jena [7] that observability estimate (1.4) holds for

\[
x_0 \in R^n \setminus \Omega, \quad T > 2 \max_{x \in \Omega} |x - x_0|, \quad K = K_2 \triangleq K_1 \cap \{ (t, x) \in R^{1+n} \mid |x - x_0|^2 > t^2 \},
\]

and

\[
x_0 \in \Sigma, \quad T > 2 \max_{x \in \Omega} |x - x_0|, \quad K = K_3,
\]
where $\mathcal{K}_3$ is some neighborhood of $\mathcal{K}_2$. We also refer to the related references [16] for boundary observability estimate of linear wave equation (i.e. $(h^{jk} \cdot \cdot \cdot)^n = I_n$) on time-dependent domains with a smaller boundary observation region. In the case of wave equation with variable coefficients, $q(\cdot) \in L^\infty(0, T; L^n(\Omega))$, $q_k^x(\cdot) = 0$ ($k = 1, 2, \ldots, n$), $q_2(\cdot) = 0$, it was proved in [6] that explicit observability estimate (1.4) holds for larger waiting time and observation region $\mathcal{K} = \mathcal{K}_1$ satisfying (1.5). In this paper, we consider the explicit observability inequality of (1.3) with variable coefficients. Based on a Carleman estimate for the ultra-hyperbolic operator and a delicate treatment on the region of observation, we improve not only the requirement of waiting time $T$ but also the size of the observation region (see Theorem 2.1 and Theorem 2.2 in detail). Particularly, for the case $(h^{jk}(\cdot)_{n \times n} = I_n$, the waiting time $T$ can be improved to $T > 2 \max_{x \in \Omega \setminus \omega} |x - x_0|$, the changes of the observation regions can be seen in Remark 2.1, i.e. Figure 1 and Figure 2.

The rest of this paper is organized as follows. In Section 2, we give the statement of our main results. In Section 3, we collect some preliminaries we needed. Finally, we give the proofs of our main results in Section 4 and Section 5, respectively.

2 Statement of the main results

To begin with, we introduce the following condition:

**Condition 2.1** There exists a function $d(\cdot) \in C^2(\bar{\Omega})$ satisfying the following:

(i) For some constant $\mu_0 > 0$, it holds

$$\sum_{j,k=1}^n \left\{ \sum_{j',k'=1}^n \left[ 2h^{jk'}(h^{j'k}d_{x,j'})x_{j'} - h^{jk}h^{j'k'}d_{x,j'} \right] \right\} \xi_j \xi_{k'} \geq \mu_0 \sum_{j,k=1}^n h^{jk} \xi_j \xi_k,$$

\[ \forall (x, \xi_1, \cdots, \xi_n) \in \bar{\Omega} \times \mathbb{R}^n. \tag{2.1} \]

(ii) There is no critical point of function $d(\cdot)$ in $\bar{\Omega}$, i.e.,

$$\min_{x \in \bar{\Omega}} |\nabla d(x)| > 0. \tag{2.2}$$

Note that for the case $(h^{jk})_{n \times n} = I_n$, and any given $x_0 \in \mathbb{R}^n \setminus \bar{\Omega}$, by choosing $d(x) = |x - x_0|^2$, we have (2.1) with $\mu_0 = 4$. In this case,

$$\Gamma_0 = \left\{ x \in \Gamma \mid (x - x_0) \cdot \nu(x) > 0 \right\}. \tag{2.3}$$

We refer to [6, 14] for more examples and explanations on Condition 2.1.

For the function $d(\cdot)$ satisfying Condition 2.1, we introduce the following set:

$$\Gamma_0 \triangleq \left\{ x \in \Gamma \mid \sum_{j,k=1}^n h^{jk}d_{x,j} \nu_k > 0 \right\}. \tag{2.4}$$
It is easy to check that, if $d_0(\cdot) \in C^2(\Omega)$ satisfies (2.1), then for any given constants $a \geq 1$ and $b \in \mathbb{R}$, the function
\[
\hat{d} = \hat{d}(x) \triangleq ad_0(x) + b
\] (2.5)
still satisfies Condition 2.1 with $\mu_0$ replaced by $a\mu_0$, meanwhile, the scaling and translating $d_0(x)$ do not change the set $\Gamma_0$. Hence, by scaling and translating $d(x)$, if necessary, we may assume without loss of generality that
\[
\begin{cases}
(2.1) \text{ holds with } \mu_0 \geq 4, \\
\frac{1}{4} \sum_{j,k=1}^{n} h^{jk}(x)d_{x_j}d_{x_k} \geq d(x) > 0, \quad \forall x \in \Omega.
\end{cases}
\] (2.6)

For any set $M \subset \mathbb{R}^n$ and $\delta > 0$, we define $\mathcal{O}_\delta(M) = \{ x \in \mathbb{R}^n \mid |x - x'| < \delta \text{ for } x' \in M \}$. Let $\omega, \omega_0$ be proper open non-empty subsets of $\Omega$ satisfying $\omega_0 \subset \subset \omega$. We assume that there exist constants $0 < \delta_0 < \delta$ such that
\[
\omega \triangleq \mathcal{O}_{\delta}(\Gamma_0) \bigcap \Omega, \quad \omega_0 \triangleq \mathcal{O}_{\delta_0}(\Gamma_0) \bigcap \Omega, \quad Q_{\omega \setminus \omega_0} \triangleq (0, T) \times \{ \omega \setminus \omega_0 \}.
\] (2.7)

In what follows, we set
\[
R_0 \triangleq \min_{x \in \Omega} \sqrt{d(x)}, \quad R_1 \triangleq \max_{x \in \Omega} \sqrt{d(x)}, \quad T_* \triangleq 2\inf \left\{ R_1 \mid d(\cdot) \text{ satisfies (2.6)} \right\}.
\] (2.8)

For the function $d(\cdot)$ satisfying (2.8), for any constant $\delta_1 \in (0, 1/2)$, we define
\[
\begin{align*}
\mathcal{D} & \triangleq \left\{ (t, x) \in Q \mid d(x) - (t - T/2)^2 > 0 \right\}, \\
\mathcal{K} & \triangleq \left\{ \left( \frac{T}{2} - \delta_1 T, \frac{T}{2} + \delta_1 T \right) \times \omega_0 \right\} \cup \{ Q_{\omega \setminus \omega_0} \cap \mathcal{D} \}.
\end{align*}
\] (2.9)

Throughout of this paper, we shall denote by $C = C(\Omega, n, (h^{jk})_{n \times n}, T)$ a generic positive constant, which may change from line to line (unless otherwise stated). We have the following observability result.

**Theorem 2.1** Let $h^{jk}(\cdot) \in C^2(\Omega)$ satisfy (1.1) and (1.2), $q(\cdot) \in L^{\infty}(Q)$ and $q^k(\cdot) \in W^{1, \infty}(Q)$ ($k = 1, \ldots, n$), $q_2(\cdot) \in W^{1, \infty}(Q)$. Let the function $d(\cdot)$ satisfies Condition 2.1 and (2.6). Then for any $T > T_*$, the weak solution $w(\cdot) \in C([0, T]; L^2(\Omega)) \cap C^1([0, T]; H^{-1}(\Omega))$ of equation (1.3) satisfies that
\[
|w_0|_{L^2(\Omega)}^2 + |w_1|_{H^{-1}(\Omega)}^2 \leq C(r) \int_{\mathcal{K}} |w|^2 \, dx dt, \quad \forall (w_0, w_1) \in L^2(\Omega) \times H^{-1}(\Omega),
\] (2.10)

where
\[
\begin{align*}
C(r) &= C \exp(\exp(Cr)), \\
r & \triangleq \max \left\{ |q(\cdot)|_{L^{\infty}(Q)}, \left\{ |q^k(\cdot)|_{W^{1, \infty}(Q)} \right\}_{k=0}^{n}, |q_2(\cdot)|_{W^{1, \infty}(Q)} \right\}.
\end{align*}
\] (2.11)
**Remark 2.1** In the case of \((h^{jk})_{n \times n} = I_n\), we refer to Figure 1 for the changes of observation regions in one dimensional case, and Figure 2 for the changes of observation regions in multidimensional case.
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Figure 1: For the wave equation in one dimensional case, the red regions in (a) and (b) are the observation regions developed in [18, Theorem 2.1] and [7, Theorem 1.2], respectively. The red region in (c) is our result stated in Theorem 2.1.
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Figure 2: The changes of the observation regions for the wave equations in multidimensional case.

Note that Theorem 2.1 holds provided the function \(d(\cdot)\) no critical point in \(\overline{\Omega}\), i.e., \(\min_{x \in \overline{\Omega}} |\nabla d(x)| > 0\). In the case that there is a critical point of function \(d(\cdot)\) in \(\overline{\Omega}\), we can also establish suitable observability estimate. To this aim, we introduce the following Condition.

**Condition 2.2** There exists a function \(b(\cdot) \in C^2(\overline{\Omega})\) satisfying the following:

(i) For some constant \(\mu_0 > 0\), \((2.1)\) holds for \(b(\cdot)\).

(ii) There is only one critical point \(x_0 \in \overline{\Omega}\), i.e.,

\[
\min_{x \in \overline{\Omega} \setminus \{x_0\}} |\nabla b(x)| > 0, \quad |\nabla b(x_0)| = 0.
\]

(iii) There exists constant \(s > 0\) such that

\[
\min_{x \in \overline{\Omega}} b(x) = b(x_0) = 0, \quad \lim_{x \to x_0} \frac{\sum_{j,k=1}^{n} h^{jk}(x) b_{x_j}(x) b_{x_k}(x)}{b(x)} = s.
\]

5
Let $\zeta (|\zeta| \neq 0)$ be sufficient small vector in $\mathbb{R}^n$ satisfying $x_0 - \zeta \in \overline{\Omega}$ and there exist constant $0 < \delta_2 < \delta_0$, such that $\omega_0 \supset \mathcal{O}_{\delta_2} \left( \Gamma_{0, \zeta} \right) \cap \Omega$ where

$$\Gamma_{0, \zeta} \triangleq \left\{ x \in \Gamma \left| \sum_{j, k=1}^{n} h_{jk} d_{x_j}(x) (x + \zeta) \nu(x) > 0 \right. \right\}. \quad (2.14)$$

We have that if function $d(\cdot), d(\cdot + \zeta) \in C^2(\overline{\Omega})$ satisfy Condition 2.2, we can also establish suitable observability estimate. Similar to the analysis of (2.6), without loss generality, we assume the following hold:

$$\begin{cases} (2.1) \text{ holds with } \mu_0 > 4, \\ \frac{1}{4} \sum_{j, k=1}^{n} h_{jk}(x) d_{x_j}(x) d_{x_k}(x) > d(x) > 0, \quad \forall x \in \Omega \setminus \{ x_0 \}, \\ \frac{1}{4} \sum_{j, k=1}^{n} h_{jk}(x) d_{x_j}(x + \zeta) d_{x_k}(x + \zeta) > d(x + \zeta) > 0, \quad \forall x \in \Omega \setminus \{ x_0 - \zeta \}. \end{cases} \quad (2.15)$$

In what follow, we set

$$R_1 \triangleq \max_{x \in \overline{\Omega} \setminus \omega} \{ \sqrt{d(x)}, \sqrt{d(x + \zeta)} \}, \quad T^* \triangleq 2 \inf \left\{ R_1 \left| d(\cdot) \text{ satisfies (2.15)} \right. \right\}, \quad (2.16)$$

and

$$D_\zeta \triangleq \left\{ (t, x) \in Q \left| d(x + \zeta) - (t - T/2)^2 > 0 \right. \right\}, \quad (2.17)$$

$$\mathcal{K}_\zeta \triangleq \left\{ \left[ \frac{T}{2} - \epsilon T, \frac{T}{2} + \epsilon T \right] \times \omega_0 \right\} \cup \{ Q_{\omega \setminus \omega_0} \cap D_\zeta \}. \quad (2.18)$$

We have the following observability result.

**Theorem 2.2** Let $h_{jk}(\cdot) \in C^2(\overline{\Omega})$ satisfy (1.1) and (1.2), $q(\cdot) \in L^\infty(Q)$ and $q^k(\cdot) \in W^{1, \infty}(Q)\,(k = 1, \cdots, n)$, $q_2(\cdot) \in W^{1, \infty}(Q)$. Let $d(\cdot), d(\cdot + \zeta)$ hold Condition 2.2 and (2.15), $\mathcal{K}$ and $\mathcal{K}_\zeta$ be given by (2.9) and (2.17). For any open domain $W$ satisfies $\mathcal{K} \cup \mathcal{K}_\zeta \subset W \subset (-T, T) \times \Omega, \, T > T^*$, the weak solution $w(\cdot) \in C([0, T]; L^2(\Omega)) \cap C^1([0, T]; H^{-1}(\Omega))$ of equation (1.3) satisfies

$$|w_0|_{L^2(\Omega)}^2 + |w_1|_{H^{-1}(\Omega)}^2 \leq C(r) \int_{W} |w|^2 \, dx \, dt, \quad \forall (w_0, w_1) \in L^2(\Omega) \times H^{-1}(\Omega), \quad (2.18)$$

where $C(r)$ is the same as (2.11).

**Remark 2.2** For the case $(h_{jk})_{n \times n} = I_n$, by choosing $d(x) = |x - x_0|^2$ ($x_0$ inside $\overline{\Omega}$), for any open domain $(0, T) \times \Omega \supset W \supset \mathcal{K}$ and $T > T^*$, there exist sufficient small $\zeta$ with $x_0 - \zeta \in \overline{\Omega}$ such that $W \supset \mathcal{K} \cup \mathcal{K}_\zeta$ and $T > \tilde{T}^*$ where

$$\tilde{T}^* \triangleq 2 \max_{x \in \overline{\Omega} \setminus \omega} |x - x_0|. \quad (2.19)$$
Notice that $|x - x_0|^2$ and $|x + \zeta - x_0|^2$ satisfy Condition 2.2 and (2.1), so that (2.18) hold with $W$.

3 Some preliminaries

In this section, we collect some preliminaries we needed. First, based on a weighted identity established in [5], we have the following pointwise inequality for the ultra-hyperbolic operator $\partial^2_t + \partial^2_s - \sum_{j,k=1}^n \partial_x(h^{jk}x_k)$:

**Corollary 3.1** Let $u \in C^2(\mathbb{R}^{2+n}; \mathbb{R}), \ell \in C^3(\mathbb{R}^{2+n}; \mathbb{R})$ and $\Psi \in C^1(\mathbb{R}^n; \mathbb{R})$. Set $\theta = e^\ell$ and $v = \theta u$. Then,

$$\theta^2 \left|u_{tt} + u_{ss} - \sum_{j,k=1}^n (h^{jk}u_{x_j})_{x_k}\right|^2 + 2 \text{div} V + 2M_t + 2N_s$$

$$\geq 2 \left[\ell_{tt} - \ell_{ss} + \sum_{j,k=1}^n (h^{jk}\ell_{x_j})_{x_k} + \Psi\right]v_t^2 - 8 \sum_{j,k=1}^n h^{jk}\ell_{tx_j}v_{x_k}v_t + 8\ell_{st}v_sv_t$$

$$- 8 \sum_{j,k=1}^n h^{jk}\ell_{sx_j}v_{x_k}v_s + 2 \left[\ell_{ss} - \ell_{tt} + \sum_{j,k=1}^n (h^{jk}\ell_{x_j})_{x_k} + \Psi\right]v_s^2$$

$$+ 2 \sum_{j,k=1}^n c^{jk}v_{x_j}v_{x_k} - 2 \sum_{j,k=1}^n h^{jk}\Psi v_{x_j}v_{x_k} + Bv^2,$$

where

$$A = \sum_{j,k=1}^n (h^{jk}\ell_{x_j}\ell_{x_k} - h^{jk}\ell_{x_k}\ell_{x_j} - h^{jk}\ell_{x_j,x_k}) - \ell_t^2 - \ell_s^2 + \ell_{tt} + \ell_{ss} - \Psi,$$

$$c^{jk} = \sum_{j',k'=1}^n \left[2h^{jk'}(h^{j'k}\ell_{x_{j'}})_{x_{k'}} - (h^{jk}h^{j'k'}\ell_{x_{j'}})_{x_{k'}}\right] + h^{jk}(\ell_{tt} + \ell_{ss} - \Psi),$$

$$B = 2 \left[A\Psi - (A\ell_t)_t - (A\ell_s)_s + \sum_{j,k=1}^n (Ah^{jk}\ell_{x_j})_{x_k}\right].$$
and

$$
\begin{align*}
V &= [V^1, \cdots, V^k, \cdots, V^n], \\
V^k &= 2 \sum_{j,j',k=1}^n h^{jk} h^{j'k'} \ell_{x,j} v_{x,j} x_{x,k} + \sum_{j=1}^n h^{jk} A(\ell_{x,j} v^2 - \Psi v) \sum_{j=1}^n h^{jk} v_{x,j} \\
&\quad - \sum_{j,j',k=1}^n h^{jk} h^{j'k'} \ell_{x,j} v_{x,j} v_{x,k} - 2(\ell_{x,t} v_t + \ell_s v_s) \sum_{j=1}^n h^{jk} v_{x,j} \\
&\quad + \sum_{j=1}^n h^{jk} \ell_{x,j} (v^2_t + v^2_s),
\end{align*}
$$

(3.3)

$$
\begin{align*}
M_t &= \ell_t \left(v^2_t - v^2_s + \sum_{j,k=1}^n h^{jk} v_{x,j} v_{x,k}\right) - 2 \sum_{j,k=1}^n h^{jk} \ell_{x,j} v_{x,k} v_t + 2 \ell_s v_s v_t \\
&\quad + \Psi v v_t - A(\ell_t v^2), \\
N_s &= \ell_s \left(v^2_s - v^2_t + \sum_{j,k=1}^n h^{jk} v_{x,j} v_{x,k}\right) - 2 \sum_{j,k=1}^n h^{jk} \ell_{x,j} v_{x,k} v_s + 2 \ell_t v_s v_t \\
&\quad + \Psi v v_s - A(\ell_s v^2).
\end{align*}
$$

Proof. In [5, Theorem 1.1], we choose

$$(a^{jk})_{(n+2)\times(n+2)} = \begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & (h^{jk})_{n\times n}
\end{pmatrix}.
$$

(3.4)

By elementary computation, one can obtain Corollary 3.1 immediately. For the reader’s convenience, we also give a detailed proof of Corollary 3.1 in Appendix A.

Next, we recall the following known result.

Lemma 3.1 ( [4] ) Denote $L \triangleq \sum_{j,k=1}^n \partial_{x,j} (h^{jk} \partial_{x,k})$. There exist a constant $\Lambda$, such that for all $\Re \lambda \geq \Lambda$, equation $(-L + \lambda)u = f$ have unique solution $u \in H^1_0(\Omega)$ for all $f \in H^{-1}(\Omega)$ and there exist positive constants $C_1$ and $C_2$ such that

$$
C_1 |u|_{H^2_0(\Omega)} \leq |f|_{H^{-1}(\Omega)} \leq C_2 |u|_{H^2_0(\Omega)}.
$$

(3.5)

Put

$$
E(t) \triangleq \frac{1}{2} \left[ |w(t, \cdot)|^2_{H^{-1}(\Omega)} + |w(t, \cdot)|^2_{L^2(\Omega)} \right].
$$

(3.6)

We have the following energy estimate.

Lemma 3.2 Let $T > 0$, $q(\cdot) \in L^\infty(Q)$ and $q^k(\cdot) \in W^{1,\infty}(Q)$ ( $k = 1, \cdots, n$), $q_2(\cdot) \in W^{1,\infty}(Q)$, $w_0(\cdot) \in L^2(\Omega)$ and $w_1(\cdot) \in H^{-1}(\Omega)$. Then the weak solution $w(\cdot) \in C([0, T]; L^2(\Omega)) \cap C^1([0, T]; H^{-1}(\Omega))$ of (1.3) satisfies

$$
E(t) \leq CE(s)e^{Cr}, \quad \forall t, s \in [0, T],
$$

(3.7)
where \( r \) is given by (2.11).

**Proof of Lemma 3.2.** By Lemma 3.1, we know that there exists a constant \( \lambda_0 \), such that operator \(-L + \lambda_0\) is a reversible operator. Put \( f = (-L + \lambda_0)^{-1} w_t \), we have

\[
    w_t(-L + \lambda_0)^{-1}(w_{tt} + (-L + \lambda_0)w) = (-L + \lambda_0)f f_t + w_tw_t
\]

\[
    = -\left( \sum_{j,k=1}^{n} h^{jk} f_{x_j} f_t \right)_{x_k} + \left( \frac{1}{2} \sum_{j,k}^{n} h^{jk} f_{x_j} f_{x_k} \right)_t + \frac{1}{2} \left( \lambda_0 f^2 + w^2 \right)_t
\]

\[
    = w_t(-L + \lambda_0)^{-1} \left( qw + \sum_{j,k}^{n} q^{jk}_1 w_{x_k} + q_2 w_t \right).
\]

Integrating it on \( \Omega \), using integration by parts, by (3.5) and the Hölder inequality, the Sobolev embedding theorem, we obtain

\[
    \frac{dE(t)}{dt} \leq 2C \int_{\Omega} \left[ w_t(-L + \lambda_0)^{-1} \left( qw + \sum_{k=1}^{n} q^{jk}_1 w_{x_k} + q_2 w_t + \lambda_0 w \right) \right] dx
\]

\[
    \leq CrE(t), \quad \forall \ t \in [0, T],
\]

which can yield (3.7). \( \square \)

Finally, we recall the following energy estimate.

**Lemma 3.3** Let \( 0 \leq S_1 < S_2 < T_2 < T_1 \leq T \) and \( q(\cdot) \in L^\infty(\Omega) \) and \( q^k(\cdot) \in L^\infty(\Omega) \) \((k = 1, \cdots, n)\), \( q_2(\cdot) \in L^\infty(\Omega) \). Then the weak solution \( w(\cdot) \in C([0, T]; L^2(\Omega)) \cap C^1([0, T]; H^{-1}(\Omega)) \) of (1.3) satisfies

\[
    \int_{S_2}^{T_2} E(t)dt \leq C(1 + r^2) \int_{S_1}^{T_1} |w(t, \cdot)|^2_{L^2(\Omega)}dt.
\]

**Proof of Lemma 3.3.** Denote

\[
    \phi(t) = \begin{cases} 
    1, & t \in [S_2, T_2], \\
    0, & t \in \left(-\infty, \frac{S_1 + S_2}{2}\right] \cup \left[\frac{T_1 + T_2}{2}, +\infty\right). 
\end{cases}
\]
Put \( g = (−L + \lambda_0)^{-1}w \) and by the following Pointwise identity,

\[
\phi w(-L + \lambda_0)^{-1}\left(w_{tt} - \sum_{j,k=1}^{n} (h^{jk}w_{x_j})_{x_k}\right)
= (\phi w g_t)_{t} - \phi w_t g_t - \phi_t w g_t + \phi w^2 - \lambda_0 \phi w g
\]

\[
= (\phi w g_t)_{t} - \phi(-L + \lambda_0)g_t g_t - \phi_t(-L + \lambda_0)g g_t + \phi w^2 - \lambda_0 \phi w g
\]

\[
= (\phi w g_t)_{t} + \sum_{k=1}^{n} \left( \sum_{j=1}^{n} \phi h^{jk} g_{tx_j} g_t \right)_{x_k} - \left( \sum_{j,k=1}^{n} \phi h^{jk} g_{tx_j} g_{tx_k} \right) - \lambda_0 \phi g_t^2
\]

\[
+ \sum_{k=1}^{n} \left( \sum_{j=1}^{n} \phi h^{jk} g_{x_j} g_t \right)_{x_k} - \left( \frac{1}{2} \sum_{j,k=1}^{n} \phi_t h^{jk} g_{x_j} g_{x_k} \right)_{t} + \frac{1}{2} \phi_{tt} \left( \sum_{j,k=1}^{n} h^{jk} g_{x_j} g_{x_k} \right)
\]

\[
- \left( \frac{1}{2} \lambda_0 \phi_t g_t^2 \right)_{t} + \frac{1}{2} \lambda_0 \phi_{tt} g_t^2 + \phi w^2 - \lambda_0 \phi w g,
\]

integrating by part, we have

\[
\int_{S_1}^{T_1} \int_{\Omega} \phi w(-L + \lambda_0)^{-1}\left(w_{tt} - \sum_{j,k=1}^{n} (h^{jk}w_{x_j})_{x_k}\right) dxdt 
= -\int_{S_1}^{T_1} \int_{\Omega} \sum_{j,k=1}^{n} \phi h^{jk} g_{tx_j} g_{tx_k} + \lambda_0 \phi g_t^2 dxdt
\]

\[
+ \int_{S_1}^{T_1} \int_{\Omega} \frac{1}{2} \phi_{tt} \left( \sum_{j,k=1}^{n} h^{jk} g_{x_j} g_{x_k} + \lambda_0 g_t^2 \right) dxdt
\]

\[
- \int_{S_1}^{T_1} \int_{\Omega} \phi(w^2 - \lambda_0 w g) dxdt.
\]
Thus, by Lemma 3.1, Poincaré inequality and equation (1.3), we get

\[ C_1 h_0 \int_{S_2}^{T_2} |w(t, \cdot)|^2_{H^{-1}(\Omega)} dt \]

\[ \leq \int_{S_1}^{T_1} \int_{\Omega} n \sum_{j,k=1}^{n} \phi h^{jk} g_{tx_j} g_{tx_k} + \lambda_0 \phi g_t^2 dx dt \]

\[ = - \int_{S_1}^{T_1} \int_{\Omega} \phi w(-L + \lambda_0)^{-1}(qw + \sum_{k=1}^{n} q_1^k w_{x_k} + q_2 w_t + \lambda_0 w) dx dt \]

\[ + \frac{1}{2} \int_{S_1}^{T_1} \int_{\Omega} \phi_{tt} \left( \sum_{j,k=1}^{n} h^{jk} g_{x_j} g_{x_k} + \lambda_0 g_t^2 \right) dx dt \]

\[ + \int_{S_1}^{T_1} \int_{\Omega} \phi (w^2 - \lambda_0 w g) dx dt \]

\[ \leq C(1 + r^2) \int_{S_1}^{T_1} |w(t, \cdot)|^2_{L^2(\Omega)} dt + \frac{C_1 h_0}{2} \int_{S_1}^{T_1} \phi |w_t(t, \cdot)|^2_{H^{-1}(\Omega)} dt. \]

which implies the desired result immediately. \( \square \)

4 Proof of Theorem 2.1

In this Section, we will give the proof of Theorem 2.1. We divide the proof into several steps.

**Step 1.** Put

\[ z(t, s, x) \triangleq \int_{s}^{t} w(\tau, x) d\tau, \quad \forall (t, s, x) \in (0, T) \times Q. \]

(4.1)

Then, it is easy to see that \( z \) satisfies the following ultra-hyperbolic equation:

\[ \begin{aligned}
& z_{tt} + z_{ss} - \sum_{j,k=1}^{n} (h^{jk} z_{x_j} z_{x_k}) = F, \quad \text{in} \ (0, T) \times Q, \\
& z = 0, \quad \text{on} \ (0, T) \times \Sigma,
\end{aligned} \]

where

\[ F \triangleq \int_{s}^{t} q(\tau, x) z_t(\tau, s, x) + \sum_{k=1}^{n} q_1^k(\tau, x) z_{x_k,t}(\tau, s, x) + q_2(\tau, x) z_{tt}(\tau, s, x) d\tau. \]

(4.3)

For \( \lambda > 0 \), we introduce the following weight functions:

\[ \begin{aligned}
& \theta(t, s, x) = e^{\ell(t, s, x)}, \quad \ell(t, s, x) = \lambda \phi(t, s, x), \\
& \phi(t, s, x) = d(x) - \alpha(t - T/2)^2 - \alpha(s - T/2)^2,
\end{aligned} \]

(4.4)
where \( \alpha \in (0, 1) \) and \( d(x) \) satisfies Condition 2.1 and (2.6).

**Step 2.** Denote

\[
\begin{align*}
Q & \triangleq (0, T) \times Q, & S & \triangleq (0, T) \times \Gamma, \\
T_i & \triangleq T/2 - \varepsilon_i T, & T_i' & \triangleq T/2 + \varepsilon_i T, \\
Q_i & \triangleq (T_i, T_i') \times (T_i, T_i') \times \Omega, & Q_i' & \triangleq (T_i, T_i') \times (T_i, T_i') \times \omega_1, \\
S_i & \triangleq (T_i, T_i') \times (T_i, T_i') \times \Gamma, & S_{0i} & \triangleq (T_i, T_i') \times (T_i, T_i') \times \Gamma_0.
\end{align*}
\] (4.5)

where \( \omega_1 \) is some neighborhood of \( \Gamma_0 \) satisfying \( \omega_0 \subset \omega_1 \subset \omega \), and \( 0 < \varepsilon_0 < \varepsilon_1 < \varepsilon_2 < \varepsilon_3 < \frac{1}{2} \).

Recalling (2.8) the definitions of \( R_0 \) and \( R_1 \), since \( \min_{x \in \Omega} d(x) > 0 \), we see that \( R_0 > 0 \). We can choose a sufficiently small \( c \in (0, R_0) \) and an \( \alpha \in (0, 1) \) close to 1 such that

\[
\min_{x \in \Omega} d(x) > c^2, \quad (4.6)
\]

and

\[
1 - \frac{2c^2}{T^2} < \alpha < 1. \quad (4.7)
\]

Hence, if \( t = s = \frac{T}{2} \), for any \( x \in \overline{\Omega} \), we have

\[
\phi\left(\frac{T}{2}, \frac{T}{2}, x\right) = d(x) > c^2. \quad (4.8)
\]

For any \( b > 0 \), define

\[
Q(b) \triangleq \left\{ (t, s, x) \in (-\infty, +\infty) \times (-\infty, +\infty) \times \{\Omega \setminus \omega_1\} \mid \phi(t, s, x) > b^2 \right\}. \quad (4.9)
\]

Notice that for any \( x \in Q(c) \), by (4.7), we have

\[
d(x) - (t - T/2)^2 - (s - T/2)^2 > \phi(t, s, x) + (\alpha - 1)(t - T/2)^2 + (\alpha - 1)(s - T/2)^2
\]

\[
> \phi(t, s, x) + (\alpha - 1)T^2/2 > 0. \quad (4.10)
\]

Noting that \( T > 2R_1 \). Choose \( \omega_1 \) and \( \omega \) closely enough to make \( d(x) < T^2/4 \) for any \( x \in \Omega \setminus \omega_1 \). Now take \( \varepsilon_0 \) sufficiently small and \( \varepsilon_1 \in (0, \frac{1}{2}) \) sufficiently close to \( \frac{1}{2} \) such that

\[
Q_0 \setminus Q_0' \subset Q(c) \subset D' \subset Q_1 \setminus Q_1', \quad (4.11)
\]

where

\[
D' \triangleq \left\{ (t, s, x) \in \{Q \setminus (0, T) \times (0, T) \times \omega_1\} \mid d(x) - (t - T/2)^2 - (s - T/2)^2 > 0 \right\}. \quad (4.12)
\]
and

\[(T_0, T'_0) \times (T_0, T'_0) \times \Omega \subset D'' \triangleq \{(t, s, x) \in \Omega \mid d(x) - (t - T/2)^2 - (s - T/2)^2 > 0\}. \quad (4.13)\]

We refer to Figure 3 for the relations of (4.11) in one dimensional case.
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Figure 3: (a) represent \(Q_0 \setminus Q'_0\), (b) represent \(Q(c)\), (c) represent \(Q_1 \setminus Q'_1\).

Choosing \(\varepsilon\) small enough, we can still hold

\[Q_0 \setminus Q'_0 \subset Q(c + 2\varepsilon) \subset Q(c + \varepsilon) \subset Q(c) \subset D' \subset Q_1 \setminus Q'_1. \quad (4.14)\]

Next, we introduce the following cut-off function:

\[\eta(t, s, x) = \begin{cases} 
1, & (t, s, x) \in Q(c + 2\varepsilon) \setminus \{(0, T) \times (0, T) \times w_2\}, \\
0, & (t, s, x) \in Q_1 \setminus Q(c + \varepsilon),
\end{cases} \quad (4.15)\]

where \(w_2\) is also some neighborhood of \(\Gamma_0\) satisfying \(\omega_1 \subset \omega_2 \subset \omega\). Set

\[u(t, s, x) \triangleq \eta(t, s, x)z(t, s, x).\]

It is easy to check that \(u\) satisfies

\[\begin{align*}
    u_{tt} + u_{ss} - \sum_{j, k=1}^{n} (h^{jk} u_{x_j})_{x_k} \\
    = \eta F + \left[ \eta_{tt} + \eta_{ss} - \sum_{j, k=1}^{n} (h^{jk} \eta_{x_j})_{x_k} \right] z + 2\eta_z \eta_t + 2\eta_s \eta_s - 2 \sum_{j, k=1}^{n} h^{jk} \eta_{x_j} \eta_{x_k}z_{x_k},
\end{align*}\]

where \(F\) is given by (4.3).
Step 3. By (4.4), it is easy to see that
\[\begin{align*}
\ell_t &= -2\lambda\alpha(t - T/2), \quad \ell_s = -2\lambda\alpha(s - T/2), \\
\ell_{tt} &= \ell_{ss} = -2\lambda\alpha, \\
\ell_{xj} &= \lambda d_{xj}, \quad \ell_{xjxk} = \lambda d_{xjxk}, \quad j, k = 1, \ldots, n.
\end{align*}\]

(4.17)

In the sequel, we denote \(O(\lambda^k)\) by a function of order \(\lambda^k\) for large \(\lambda\). Recall Corollary 3.1, put
\[\Psi = -\lambda \sum_{j,k=1}^{n} (h^{jk}d_{xj})_{xk} + 2\lambda(1 - \alpha).\]

By (2.1), (2.6) and (4.17), we have
\[2\left[\ell_{tt} - \ell_{ss} + \sum_{j,k=1}^{n} (h^{jk}\ell_{xj})_{xk} + \Psi\right] = 4\lambda(1 - \alpha), \tag{4.18}\]

and
\[2 \sum_{j,k=1}^{n} c^{jk}v_{xj}v_{xk}\]
\[= 2 \sum_{j,k=1}^{n} \left\{ \sum_{j',k'=1}^{n} \left[ 2h^{jk'}(h^{j'k}\ell_{xj'})_{xk'} - (h^{jk}h^{j'k'}\ell_{xj'})_{xk'} \right] + h^{jk}(\ell_{tt} + \ell_{ss} - \Psi) \right\} v_{xj}v_{xk}\]
\[\geq 2\mu_0 \sum_{j,k=1}^{n} h^{jk}v_{xj}v_{xk} - 8\lambda\alpha \sum_{j,k=1}^{n} h^{jk}v_{xj}v_{xk} - 4\lambda(1 - \alpha) \sum_{j,k=1}^{n} h^{jk}v_{xj}v_{xk}\]
\[\geq 4\lambda(1 - \alpha)h_0|\nabla v|^2,\]

Next, recall (3.2) for the definition of \(A\) and \(B\), we have
\[A = \sum_{j,k=1}^{n} \left( h^{jk}\ell_{xj}\ell_{xk} - h^{jk}\ell_{xj} - h^{jk}\ell_{xjxk} \right) - \ell^2_t - \ell^2_s + \ell_{tt} + \ell_{ss} - \Psi\]
\[= \lambda^2 \left[ \sum_{j,k=1}^{n} h^{jk}d_{xj}d_{xk} - 4\alpha^2(t - T/2)^2 - 4\alpha^2(s - T/2)^2 \right] + O(\lambda). \tag{4.20}\]
\begin{align}
B &= 2A \left[ \Psi - \ell_{tt} - \ell_{ss} + \sum_{j,k=1}^{n} (h_{jk} \ell_{x_j})_{x_k} \right] + 2 \left( \sum_{j,k=1}^{n} h_{jk} \ell_{x_j} A_{x_k} - A_{t} \ell_{t} - A_{s} \ell_{s} \right) \\
&= 4\lambda (1 + \alpha) A + 2\lambda^3 \sum_{j,k=1}^{n} h_{jk} d_{x_j} \left( \sum_{j',k'=1}^{n} h_{j'k'} d_{x_{j'}} d_{x_{k'}} \right)_{x_k} \\
&\quad - 32\lambda^3 \alpha^3 (t - T^2) - 32\lambda^3 \alpha^3 (s - T^2)^2 + O(\lambda^2) \\
&\geq 4(3 + \alpha)^3 \sum_{j,k=1}^{n} h_{jk} d_{x_j} d_{x_k} - 4\alpha^2 (t - T^2) - 4\alpha^2 (s - T^2)^2 + O(\lambda^2),
\end{align}

where we used
\begin{align}
\sum_{j,k=1}^{n} h_{jk} d_{x_j} \left( \sum_{j',k'=1}^{n} h_{j'k'} d_{x_{j'}} d_{x_{k'}} \right)_{x_k} \\
= \sum_{j,k=1}^{n} \sum_{j',k'=1}^{n} \left[ 2h_{j'k'} (h_{j'k'} d_{x_{j'}} x_{k'} - h_{j'k} h_{j'k'} d_{x_{j'}}) \right] d_{x_j} d_{x_k} \\
\geq \mu_0 \sum_{j,k=1}^{n} h_{jk} d_{x_j} d_{x_k} \geq 4 \sum_{j,k=1}^{n} h_{jk} d_{x_j} d_{x_k}.
\end{align}

Further, notice that
\begin{align}
\left| -2 \sum_{j,k=1}^{n} h_{jk} \Psi_{x_j} v v_{x_k} \right| &\leq C \sum_{j,k=1}^{n} h_{jk} v v_{x_k} + O(\lambda^2) v^2.
\end{align}

By (4.19), (4.21) and (4.23), we conclude that there is a \( \lambda_0 > 0 \), for any \( \lambda > \lambda_0 \), we have
\begin{align}
\theta^2 \left| u_{tt} + u_{ss} - \sum_{j,k=1}^{n} (h_{jk} u_{x_j})_{x_k} \right|^2 + 2 \text{div} V + 2M_t + 2N_s \\
\geq 2\lambda (1 - \alpha) \left( u_t^2 + v_s^2 + h_0 |\nabla v|^2 \right) + 8(3 + \alpha)^3 \left[ d(x) - \alpha^2 (t - T^2)^2 - \alpha^2 (s - T^2)^2 \right] v^2,
\end{align}

Now, integrate (4.24) on \( Q_1 \), we get
\begin{align}
\lambda \int_{Q(\varepsilon + 2\varepsilon) \setminus \{(0,T) \times (0,T) \times u_2\}} \theta^2 \left[ z_t^2 + z_s^2 + |\nabla z|^2 + \lambda^2 z^2 \right] dx dt ds \\
\leq C \int_{Q_1} \theta^2 \left| u_{tt} + u_{ss} - \sum_{j,k=1}^{n} (h_{jk} u_{x_j})_{x_k} \right|^2 dx dt ds.
\end{align}
Step 4. Let us estimate “$$\int_{Q_1} \theta^2 \left| u_{tt} + u_{ss} - \sum_{j,k=1}^n (h_{jk} u_{x_j})_{x_k} \right|^2 dx dt ds$$”. Recall the definition of \( \eta \), noting that \( \eta \equiv 1 \) on \( Q(\bar{c} + 2\varepsilon) \setminus \{(0, T) \times (0, T) \times \omega_2 \} \), by (4.3) and (4.16), we have

\[
\int_{Q_1} \theta^2 \left| u_{tt} + u_{ss} - \sum_{j,k=1}^n (h_{jk} u_{x_j})_{x_k} \right|^2 dx dt ds \\
\leq C \int_{Q_1} \theta^2 \left| \int_t^T q(\tau, x) z_t(\tau, s, x) d\tau \right|^2 dx dt ds \\
+ C \int_{Q_1} \theta^2 \left| \int_t^T \sum_{k=1}^n q_k^1(\tau, x) z_{x_k, x}(\tau, s, x) + q_2(\tau, x) z_{tt}(\tau, s, x) d\tau \right|^2 dx dt ds \\
+ Ce^{(c+\varepsilon)^2} \int_{Q_1} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds \\
+ C \int_{(T_1, T_1') \times (T_1, T_1') \times \omega_2 \cap Q(c+2\varepsilon)} \theta^2 \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds.
\] (4.26)

Notice that

\[
\int_{Q_1} \theta^2 \left| \int_{T/2}^t z_t^2(\tau, s, x) d\tau \right| dt ds dx \\
= \int_{\Omega} dx \int_{T_1}^{T_1'} ds \left\{ \int_{T_1}^{T_1'} e^{\lambda \left( d(x) - \alpha(t-T/2)^2 - \alpha(s-T/2)^2 \right)} \left| \int_t^T z_t^2(\tau, s, x) d\tau \right| dt \right\} \\
= \int_{\Omega} dx \int_{T_1}^{T_1'} ds \left\{ \int_{T_1}^{T_1'} dt \left( e^{\lambda \left( d(x) - \alpha(t-T/2)^2 - \alpha(s-T/2)^2 \right)} \int_t^T z_t^2(\tau, s, x) d\tau \right) \\
+ \int_{T/2}^{T_1'} dt \left( e^{\lambda \left( d(x) - \alpha(t-T/2)^2 - \alpha(s-T/2)^2 \right)} \int_{T/2}^t z_t^2(\tau, s, x) d\tau \right) \right\} \\
\leq C \int_{\Omega} dx \int_{T_1}^{T_1'} ds \left\{ \int_{T_1}^{T_1'} \int_{T/2}^T e^{\lambda \left( d(x) - \alpha(t-T/2)^2 - \alpha(s-T/2)^2 \right)} z_t^2(\tau, s, x) d\tau d\tau \right\} \\
\leq C \int_{Q_1} \theta^2 z_t^2 dx dt ds.
\] (4.27)

Similarly,

\[
\int_{Q_1} \theta^2 \left| \int_{T/2}^T z_t^2(\tau, x) d\tau \right| dx dt ds \leq C \int_{Q_1} \theta^2 z_s^2 dx dt ds.
\] (4.28)

Combining (4.27) and (4.28), noting that \( z_t(\tau, s, x) = -z_s(t, \tau, x) \), we have

\[
\int_{Q_1} \theta^2 \left| \int_s^t q(\tau, x) z_t(\tau, s, x) d\tau \right|^2 dx dt ds \leq C r^2 \int_{Q_1} \theta^2 \left( z_t^2 + z_s^2 \right) dx dt ds.
\] (4.29)
Now, we consider the next term in (4.26). Using integration by parts, we have

$$\int_Q \theta^2 \left| \frac{d}{d\tau} \left( \sum_{k=1}^n q_k^t(\tau, x)z_{xk}(\tau, s, x) + q_2(\tau, x)z_{t}(\tau, s, x) \right) \right|^2 dx dt ds$$

$$\leq \int_Q \theta^2 \left| \sum_{k=1}^n q_k^k(t, x)z_{xk}(t, s, x) \right|^2 + \theta^2 \left| q_2(t, x)z_{t}(t, s, x) \right|^2 dx dt ds$$

$$+ \int_Q \theta^2 \left| \int_t^s \left( \sum_{k=1}^n q_{k,t}^k(\tau, x)z_{xk}(\tau, s, x) + q_{2,t}(\tau, x)z_{t}(\tau, s, x) \right) d\tau \right|^2 dx dt ds. \quad (4.30)$$

Similar to the argument in (4.27) and (4.28), we have

$$\int_Q \theta^2 \left| \int_t^s \left( \sum_{k=1}^n q_{k,t}^k(\tau, x)z_{xk}(\tau, s, x) + q_{2,t}(\tau, x)z_{t}(\tau, s, x) \right) d\tau \right|^2 dx dt ds \leq Cr^2 \int_Q \theta^2 \left| \nabla z \right|^2 + z^2 dx dt ds. \quad (4.31)$$

Combining (4.26), (4.29) and (4.31), we have

$$\int_Q \theta^2 \left| u_{tt} + u_{ss} - \sum_{j,k=1}^n (h^{jk}u_{xj})_{xk} \right|^2 dx dt ds \leq C(1 + r^2)e^{(c+2\varepsilon)^2\lambda} \int_Q \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 + z^2 \right) dx dt ds$$

$$+ C(1 + r^2) \int_{(T_1, T_1') \times (T_1, T_1') \times \omega_2 \cap \Omega(c+2\varepsilon)} \theta^2 \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 + z^2 \right) dx dt ds$$

$$+ C r^2 \int_{\Omega(c+2\varepsilon) \setminus \{(T_1, T_1') \times (T_1, T_1') \times \omega_2\}} \theta^2 \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 \right) dx dt ds. \quad (4.32)$$

Combining (4.25) and (4.32), when $\frac{\lambda}{2} \geq Cr^2$, we can yield

$$\lambda \int_{\Omega(c+2\varepsilon) \setminus \{(0,T) \times (0,T) \times \omega_2\}} \theta^2 \left[ \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 \right) + \lambda^2 z^2 \right] dx dt ds \leq C(1 + r^2)e^{\lambda(c+2\varepsilon)^2} \int_Q \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 + z^2 \right) dx dt ds$$

$$+ C(1 + r^2)e^{C\lambda} \int_{(T_1, T_1') \times (T_1, T_1') \times \omega_2 \cap \Omega(c+2\varepsilon)} \left( z_t^2 + z_s^2 + \left| \nabla z \right|^2 + z^2 \right) dx dt ds. \quad (4.33)$$
Adding $\lambda \int_{(T_0, T_0') \times (T_0, T_0')} \theta^2 (z_t^2 + z_s^2) dx dt ds$ on the each side of (4.33), we have

$$\lambda e^{\lambda(c+2\epsilon)}^2 \int_{Q_0} \left( z_t^2 + z_s^2 \right) dx dt ds \leq \lambda \int_{Q_0} \theta^2 (z_t^2 + z_s^2) dx dt ds \leq C(1 + r^2) e^{\lambda(c+2\epsilon)}^2 \int_{Q_1} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds$$

(4.34)

$$+ C(1 + r^2) \lambda \int_{(T_1, T_1') \times (T_1, T_1')} (z_t^2 + z_s^2 + |\nabla z|^2 + z^2) dx dt ds$$

$$+ C \lambda \int_{(T_0, T_0') \times (T_0, T_0')} \theta^2 (z_t^2 + z_s^2) dx dt ds.$$

**Step 5.** Now, we estimate $\int_{Q_1} |\nabla z|^2 dx dt ds$ and

$$\int_{\{(T_1, T_1') \times (T_1, T_1')\} \cap Q(c+2\epsilon)} |\nabla z|^2 dx dt ds$$

from the right-hand side of (4.34) by standard method which can be found, for example, in [5, 18]. Set

$$\chi(t, s) = (t - T_2)(T_2' - t)(s - T_2)(T_2' - s),$$

(4.35)

so that

$$\int_{Q_2} \chi z F dx dt ds$$

$$= \int_{Q_2} \chi z \left( z_t + z_s - \sum_{j,k=1}^n (h_{jk} z_{x_j x_k}) \right) dx dt ds \geq -\int_{Q_2} \left[ z_t (\chi z_t + \chi z_s) + z_s (\chi z_t + \chi z_s) \right] dx dt ds + h_0 \int_{Q_2} \chi |\nabla z|^2 dx dt ds.$$

(4.36)

and

$$\int_{Q_2} \chi z F dx dt ds$$

$$= \int_{Q_2} \chi z \left( \int_s^t q(\tau, x) z_t(\tau, s, x) d\tau \right) dx dt ds$$

$$+ \int_{Q_2} \chi z \left( \int_s^t -\partial_\tau q_2(\tau, x) z_t(\tau, s, x) d\tau + q_2(t, x) z_t(t, s, x) \right) dx dt ds$$

$$+ \int_{Q_2} \chi z \left( \int_s^t \sum_{k=1}^n q_{1k}^1(t, x) z_{tx_k}(\tau, s, x) d\tau \right) dx dt ds,$$

(4.37)
Combining with

\[
\int_{Q_2} \chi z \left( \int_s^t \sum_{k=1}^n q_k^*(\tau, x) z_{tsk}^{*}(\tau, s, x) d\tau \right) dxdtds
\]

\[
= \int_{Q_2} \int_s^t \sum_{k=1}^n \left( \chi(t, s) z(t, s, x) q_k^*(\tau, x) z_t(\tau, s, x) \right) d\tau dxdtds
\]

\[
- \int_{Q_2} \int_s^t \left[ \chi(t, s) z_t(\tau, s, x) \left( \sum_{k=1}^n z_{sk}(t, s, x) q_k^*(\tau, x) \right) \right] d\tau dxdtds
\]

\[
- \int_{Q_2} \int_s^t \left[ \chi(t, s) z(t, s, x) z_t(\tau, s, x) \left( \sum_{k=1}^n \partial_{sk} q_k^*(\tau, x) \right) \right] d\tau dxdtds
\]

\[
\leq C r^2 \int_{Q_2} \left( z_t^2 + z_s^2 \right) dxdtds + c_0 \int_{Q_2} \chi(t, s) |\nabla z|^2 dxdtds
\]

by choosing \( c_0 \) sufficiently small, we get

\[
\int_{Q_1} |\nabla z|^2 dxdtds \leq C (1 + r^2) \int_{Q_2} \left( z_t^2 + z_s^2 + z^2 \right) dxdtds. \tag{4.39}
\]

Similarly, recall \( D'' = \left\{ (t, s, x) \in Q \mid d(x) - (t - T/2)^2 - (s - T/2)^2 > 0 \right\} \) and notice that

\[
\left\{ (T_1, T'_1) \times (T_1, T'_1) \times \omega_2 \right\} \cap Q(c + 2\varepsilon) \subset D'' \cap \left\{ (0, T) \times (0, T) \times \{\omega \setminus \omega_0\} \right\}. \tag{4.40}
\]

Putting

\[
\varrho(t, s, x) = \begin{cases} 
1, & (t, s, x) \in (T_1, T'_1) \times (T_1, T'_1) \times \omega_2 \cap Q(c + 2\varepsilon), \\
0, & (t, s, x) \in Q \setminus \{D'' \cap (0, T) \times (0, T) \times \{\omega \setminus \omega_0\}\},
\end{cases} \tag{4.41}
\]

we have

\[
\int_Q \varrho z F dxdtds
\]

\[
= \int_Q \varrho \left( z_{tt} + z_{ss} - \sum_{j,k=1}^n (h^{jk} x_j x_k) \right) dxdtds
\]

\[
\geq - \int_Q \left[ z(z_{tt} + z_{ss} + z_s(z_t + z_{s} + z_{t})) \right] dxdtds + h_0 \int_Q \varrho |\nabla z|^2 dxdtds
\]

\[
+ \int_Q \frac{1}{2} z^2 \sum_{j,k=1}^n (h^{jk} x_j x_k) dxdtds,
\]

\[19\]
\[
\int_Q \varrho z F dx dt ds \\
= \int_Q \varrho z \left( \int_s^t q(\tau, x) z_l(\tau, s, x) d\tau \right) dx dt ds \\
+ \int_Q \varrho z \left[ \left( \int_s^t \partial_\tau q_2(\tau, x) z_l(\tau, s, x) d\tau \right) + q_2(t, x) z_l(t, s, x) \right] dx dt ds \\
+ \int_Q \varrho z \left( \int_s^t \sum_{k=1}^n q_1^k(\tau, x) z_{tx_k}(\tau, s, x) d\tau \right) dx dt ds. 
\] (4.43)

Combining (4.41) and (4.43) with

\[
\int_Q \varrho z \left( \sum_{k=1}^n q_1^k(\tau, x) z_{tx_k}(\tau, s, x) d\tau \right) dx dt ds \\
= \int_Q \int_s^t \sum_{k=1}^n \left( q(t, s, x) z(t, s, x) q_1^k(\tau, x) z_l(\tau, s, x) \right) d\tau dx dt ds \\
- \int_Q \int_s^t \left[ \left( \sum_{k=1}^n z_{tx_k}(\tau, s, x) q_1^k(\tau, x) \right) \varrho(t, s, x) z_l(t, s, x) \right] d\tau dx dt ds \\
- \int_Q \int_s^t \left[ q(t, s, x) z(t, s, x) z_l(\tau, s, x) \left( \sum_{k=1}^n \partial_x q_1^k(\tau, x) \right) \right] d\tau dx dt ds \\
- \int_Q \int_s^t \left[ \left( \sum_{k=1}^n q_1^k(\tau, x) \right) z(t, s, x) z_l(\tau, s, x) \right] d\tau dx dt ds \\
\leq C r^2 \int_Q \left( z^2 + z_l^2 \right) dx dt ds + c_1 \int_Q \varrho |\nabla z|^2 dx dt ds, 
\] (4.44)

by choosing \( c_1 \) sufficiently small, we yield

\[
\int_{\left\{ (T_1, T_1') \times (T_1, T_1') \times \omega_2 \right\} \cap Q(c+2\varepsilon)} |\nabla z|^2 dx dt ds \\
\leq C(1 + r^2) \int_{D'' \cap \left\{ (0,T) \times (0,T) \times \left\{ \omega \setminus \omega_0 \right\} \right\}} z_s^2 + z_l^2 + z^2 dx dt ds. 
\] (4.45)
Combining (4.34), (4.39) and (4.45), we get
\[
\lambda \int_{Q_0} (z_t^2 + z_s^2) dx dt ds \\
\leq C(1 + r^4) \int_{Q_2} (z_t^2 + z_s^2 + z^2) dx dt ds \\
+ C(1 + r^4) \lambda e^{C\lambda} \int_{\mathcal{D} \cap \{(0,T) \times (0,T) \times \{\omega \setminus \omega_0\}\}} (z_s^2 + z_t^2 + z^2) dx dt ds \\
+ \lambda e^{C\lambda} \int_{(T_0, T_0') \times (0,T) \times \omega_2} (z_t^2 + z_s^2) dx dt ds
\]

(4.46)

**Step 6.** Let us return to the function \(w\). Recall that \(z(t, s, x) = \int_s^t w(\tau, x) d\tau\). By (4.46), we have
\[
\lambda \int_{T_0}^{T_0'} \int_{\Omega} w^2 dx dt \\
\leq C(1 + r^4) \lambda \int_{Q_2} \left[ w^2(t, x) + \left( \int_s^t w(\tau) d\tau \right)^2 \right] dx dt ds \\
+ C\lambda e^{C\lambda} (1 + r^4) \int_{\mathcal{D} \cap \{(0,T) \times (0,T) \times \{\omega \setminus \omega_0\}\}} \left( w^2(t, x) + \left( \int_s^t w^2(\tau, x) d\tau \right) \right) dx dt ds \\
+ \lambda e^{C\lambda} \int_{(T_0, T_0') \times \omega_2} w^2(t, x) dx dt \\
\leq C(1 + r^4) \int_{Q} w^2(t, x) dx dt + C(1 + r^4) \lambda e^{C\lambda} \int_{\mathcal{D} \cap \{(0,T) \times \{\omega \setminus \omega_0\}\}} w^2(t, x) dx dt \\
+ \lambda e^{C\lambda} \int_{(T_0, T_0') \times \omega_2} w^2(t, x) dx dt,
\]

(4.47)

where we used
\[
\int_{\mathcal{D} \cap \{(0,T) \times (0,T) \times \{\omega \setminus \omega_0\}\}} \left( \int_s^t w(\tau, x) d\tau \right)^2 dx dt ds \\
\leq \int_{\mathcal{D} \cap \{(0,T) \times (0,T) \times \{\omega \setminus \omega_0\}\}} \int_{\frac{t}{2} + \sqrt{d(x)}}^{\frac{t}{2} - \sqrt{d(x)}} w^2(\tau, x) d\tau dx dt ds
\]

(4.48)

where \(\mathcal{D} \triangleq \{ (t, x) \in Q \mid d(x) - (t - T/2)^2 > 0 \}\) defined in (2.9). Recall that \(\omega = \mathcal{O}_\delta(\Gamma_0)\) and
\( \omega_0 = O_\delta(\Gamma_0) \), let \( \varepsilon_0 < \delta_1 \) so that
\[
D \cap \left\{ (0, T) \times \{ \omega \setminus \omega_0 \} \right\} \cup \left\{ (T_0, T'_0) \times \omega_2 \right\} \subset K. \tag{4.49}
\]

On the other hand, set \( S_0 \in (T_0, \frac{1}{2} T) \) and \( S'_0 \in (\frac{1}{2} T, T'_0) \). Applying lemma 3.2 and lemma 3.3, we immediately get
\[
\lambda \int_{S'_0}^S E(t) dt \leq C \lambda e^{C \lambda} (1 + r^6) \int_K w^2(t, x) dx dt + C (1 + r^6) \int_0^T E(t) dt. \tag{4.50}
\]
Combining with energy estimate (3.7), we get
\[
\left( C \lambda e^{C r} - C (1 + r^6) e^{C r} \right) E(0) \leq C \lambda e^{C \lambda} (1 + r^6) \int_K w^2(t, x) dx dt. \tag{4.51}
\]
So that, we have
\[
E(0) \leq \lambda e^{C \lambda} (1 + r^6) \int_K w^2(t, x) dx dt, \tag{4.52}
\]
when \( \lambda \geq C (1 + r^6) e^{C r} \), which yields (2.10).

\section{5 Proof of Theorem 2.2}

In this section, we will give the proof of Theorem 2.2.

\textbf{Proof.} Denote
\[
Q_\zeta(b) \triangleq \left\{ (t, s, x) \in (-\infty, +\infty) \times (-\infty, +\infty) \times \Omega \setminus \omega_1 \mid \phi(t, s, x + \zeta) > b^2 \right\}. \tag{5.1}
\]
Notice that when \( t = \frac{T}{2} \), we have
\[
d(x) + d(x + \zeta) > 0, \quad \forall x \in \Omega. \tag{5.2}
\]
Set \( R_0 \triangleq \min_{x \in \Omega} \left\{ \frac{1}{2} \left( d(x) + d(x + \zeta) \right) \right\} \). Recall the note in (4.5) and (4.9), similar to the argument in (4.6), (4.7) and (4.8), we can still choose a sufficiently small \( c \in (0, R_0) \) and \( \alpha \in (0, 1) \) close to 1 and take \( \varepsilon_0 \) small enough, \( \varepsilon_1 \in (0, \frac{1}{2}) \) sufficiently close to \( \frac{1}{2} \) such that
\[
Q_0 \setminus Q'_0 \subset Q(c) \cup Q_\zeta(c) \subset \mathcal{D}' \cup \tilde{\mathcal{D}}' \subset Q_1 \setminus Q'_1, \tag{5.3}
\]
where \( \mathcal{D}' \) is defined in (4.12) and
\[
\tilde{\mathcal{D}}' \triangleq \left\{ (t, s, x) \in Q \setminus \{(0, T) \times (0, \frac{T}{2}) \times \omega_1 \} \mid d(x + \zeta) - \left( t - T/2 \right)^2 - \left( s - T/2 \right)^2 > 0 \right\}. \tag{5.4}
\]
Choosing \( \varepsilon \) small enough, we have the following relations similar to (4.14),
\[
Q_0 \setminus Q'_0 \subset Q(c + 2\varepsilon) \cup Q_\zeta(c + 2\varepsilon) \subset Q(c + \varepsilon) \cup Q_\zeta(c + \varepsilon) \subset Q(c) \cup Q_\zeta(c), \tag{5.5}
\]
and put \( \omega_1 \subset \omega_2 \subset \omega \), by the same way we yield (4.33), we have

\[
\begin{align*}
\int_{Q_\zeta(c+2\varepsilon) \setminus \{(0,T) \times (0,T) \times \omega_2\}} \theta^2(t, s, x + \zeta) \left( \lambda (z_t^2 + z_s^2 + |\nabla z|^2) + \lambda^3 z^2 \right) dx dt ds \\
\leq C(1 + r^2) e^{\lambda(c+2\varepsilon)^2} \int_{Q_1} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds \\
+ C(1 + r^2) e^{\lambda(c+2\varepsilon)} \int_{\{(T_1, T_1') \times (T_1, T_1') \times \omega_2\} \cap Q_\zeta(c+2\varepsilon)} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds.
\end{align*}
\]

By the definition of \( \theta \) and \( Q_\zeta(c + 2\varepsilon) \), we have

\[
\begin{align*}
e^{\lambda(c+2\varepsilon)^2} \int_{Q_\zeta(c+2\varepsilon) \setminus \{(0,T) \times (0,T) \times \omega_2\}} \left( \lambda (z_t^2 + z_s^2 + |\nabla z|^2) + \lambda^3 z^2 \right) dx dt ds \\
\leq C(1 + r^2) e^{\lambda(c+2\varepsilon)^2} \int_{Q_1} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds \\
+ C(1 + r^2) e^{\lambda(c+2\varepsilon)} \int_{\{(T_1, T_1') \times (T_1, T_1') \times \omega_2\} \cap Q_\zeta(c+2\varepsilon)} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds.
\end{align*}
\]

Combining with (4.33) and add \( \lambda \int_{(T_0, T_0') \times (T_0, T_0') \times \omega_2} \left( z_t^2 + z_s^2 \right) dx dt ds \), we have

\[
\begin{align*}
\int_{\{Q(c+2\varepsilon) \cup Q_\zeta(c+2\varepsilon)\} \setminus \{(0,T) \times (0,T) \times \omega_2\}} \left( \lambda (z_t^2 + z_s^2 + |\nabla z|^2) + \lambda^3 z^2 \right) dx dt ds \\
+ \lambda \int_{(T_0, T_0') \times (T_0, T_0') \times \omega_2} \left( z_t^2 + z_s^2 \right) dx dt ds \\
\leq C(1 + r^2) \int_{Q_1} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt \\
+ C(1 + r^2) \lambda e^{\lambda(c+2\varepsilon)} \int_{\{(T_1, T_1') \times (T_1, T_1') \times \omega_2\} \cap (Q(c+2\varepsilon) \cup Q_\zeta(c+2\varepsilon))} \left( z_t^2 + z_s^2 + |\nabla z|^2 + z^2 \right) dx dt ds \\
+ \lambda \int_{(T_0, T_0') \times (T_0, T_0') \times \omega_2} \left( z_t^2 + z_s^2 \right) dx dt ds.
\end{align*}
\]
Recall that $Q_0 \setminus Q_0' \subset Q(c + 2\varepsilon) \cup Q_\zeta(c + 2\varepsilon)$, so that

$$
\int_{Q_0} \lambda(z_t^2 + z_s^2) dx dt ds \\
\leq C(1 + r^2) \int_{Q_1} (z_t^2 + z_s^2 + |\nabla z|^2 + z^2) dx dt \\
+ C(1 + r^2) \lambda e^{C\lambda} \int \{ (T_i, T_i') \times (T_j, T_j') \times \omega_2 \} \setminus \{ Q(c + 2\varepsilon) \cup Q_\zeta(c + 2\varepsilon) \} (z_t^2 + z_s^2 + |\nabla z|^2 + z^2) dx dt ds \\
+ \lambda \int_{(T_i, T_i') \times (T_j, T_j') \times \omega_2} (z_t^2 + z_s^2) dx dt ds.
$$

(5.9)

Notice that

$$
(T_1, T_1') \times (T_1, T_1') \times \omega_2 \cap \{ Q(c + 2\varepsilon) \cup Q_\zeta(c + 2\varepsilon) \} \\
\subset \{ \mathcal{D}' \cup \tilde{\mathcal{D}}' \} \cap \{ (0, T) \times (0, T) \times \omega \setminus \omega_0 \}.
$$

(5.10)

By the same process of Step 5 in proof of Theorem 2.1, we get

$$
\int_{Q_0} (\lambda(z_t^2 + z_s^2) dx dt ds \\
\leq C(1 + r^4) \int_{Q_2} (z_t^2 + z_s^2 + z^2) dx dt \\
+ C(1 + r^4) \lambda e^{C\lambda} \int \{ \mathcal{D}' \cup \tilde{\mathcal{D}}' \} \cap \{ (0, T) \times (0, T) \times \omega \setminus \omega_0 \} (z_t^2 + z_s^2 + z^2) dx ds dt \\
+ \lambda \int_{(T_0, T_0') \times (T_0, T_0') \times \omega_2} (z_t^2 + z_s^2) dx dt ds.
$$

(5.11)

Notice that

$$
(T_0, T_0') \times \omega_2 \cup \{ \mathcal{D} \cup \mathcal{D}_\zeta \} \cap \{ (0, T) \times \omega \setminus \omega_0 \} \subset \mathcal{K} \cup \mathcal{K}_\zeta \subset W.
$$

(5.12)

using the same argument from Step 6 of the proof of Theorem 2.1, we can yield (2.18). □
6 Appendix A

Proof of Corollary 3.1. Recall that $\theta = e^\ell$ and $v = \theta z$. Some elementary calculations yield that

$$\theta \left( z_{tt} + z_{ss} - \sum_{j,k=1}^{n} (h^{jk} z_{x_j})_{x_k} \right)$$

$$= v_{tt} + v_{ss} - \sum_{j,k=1}^{n} (h^{jk} v_{x_j})_{x_k} - 2\ell_t v_t - 2\ell_s v_s + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k}$$

$$+ \ell_t^2 v + \ell_s^2 v - \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} \ell_{x_k} v - \ell_{tt} v - \ell_{ss} v + \sum_{j,k=1}^{n} (h^{jk} \ell_{x_j})_{x_k} v$$

$$= I_1 + I_2,$$

where

$$I_1 \triangleq v_{tt} + v_{ss} - \sum_{j,k=1}^{n} (h^{jk} v_{x_j})_{x_k} - Av,$$

$$I_2 \triangleq -2\ell_t v_t - 2\ell_s v_s + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k} - \Psi v,$$

$$A \triangleq -\ell_t^2 - \ell_s^2 + \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} \ell_{x_k} + \ell_{tt} v + \ell_{ss} v - \sum_{j,k=1}^{n} (h^{jk} \ell_{x_j})_{x_k} - \Psi.$$

Then

$$\theta^2 \left| z_{tt} + z_{ss} - \sum_{j,k=1}^{n} (h^{jk} z_{x_j})_{x_k} \right|^2 = |I_1|^2 + |I_2|^2 + 2I_1 I_2 \geq 2I_1 I_2.$$ (6.3)

Let us compute $2I_1 I_2$. Denote the terms in the right-hand side of $I_1$ and $I_2$ by $I_1^j (j = 1, 2, 3, 4)$ and $I_2^k (k = 1, 2, 3, 4)$, respectively. Then

$$I_1^1 I_2^2 = \left( -\ell_t v_t^2 - 2\ell_s v_s v_t + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k} v_t - \Psi v v_t \right)$$

$$+ \ell_{tt} v_t^2 + 2\ell_{tt} v_s v_t + (\ell_s v_t^2)_s - \ell_{ss} v_t^2 - 2 \sum_{j,k=1}^{n} h^{jk} \ell_{tx_j} v_{x_k} v_t$$

$$- \text{div} \left( \sum_{j=1}^{n} h^{jk} \ell_{x_j} v_t^2 \right) + \sum_{j,k=1}^{n} (h^{jk} \ell_{x_j})_{x_k} v_t^2 + \Psi v_t^2.$$ (6.4)
For $I_1^2 I_2$, we have
\[
I_1^2 I_2 = \left( -\ell_s v_s^2 - 2\ell_t v_s v_t + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k} v_s - \Psi v v_s \right)_s \\
+ \ell_s v_s^2 + 2\ell_{st} v_s v_t + (\ell_t v_s^2)_t - \ell_{tt} v_s^2 - 2 \sum_{j,k=1}^{n} h^{jk} \ell_{sx_j} v_{x_k} v_s \\
- \text{div} \left( \sum_{j=1}^{n} h^{jk} \ell_{x_j} v_s^2 \right) + \sum_{j,k=1}^{n} (h^{jk} \ell_{x_j})_{x_k} v_s^2 + \Psi v_s^2.
\]

For $I_1^3 I_2$, we have
\[
I_1^3 I_2 = - \sum_{j,k=1}^{n} (h^{jk} v_{x_j})_{x_k} \left( -2\ell_t v_t - 2\ell_s v_s + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k} - \Psi v \right) \\
= \text{div} \left( \sum_{j,k=1}^{n} 2h^{jk} v_{x_j} \ell_{tx_k} v_t \right) - \sum_{j,k=1}^{n} 2h^{jk} v_{x_j} \ell_{txt} v_t - \left( \sum_{j,k=1}^{n} h^{jk} \ell_{tx_j} v_{x_k} \right)_t \\
+ \sum_{j,k=1}^{n} h^{jk} \ell_{tt} v_{x_j} v_{x_k} + \text{div} \left( \sum_{j,k=1}^{n} 2h^{jk} v_{x_j} \ell_s v_s \right) - \sum_{j,k=1}^{n} 2h^{jk} v_{x_j} \ell_{sx_k} v_s \\
- \left( \sum_{j,k=1}^{n} h^{jk} \ell_s v_{x_j} v_{x_k} \right)_s + \sum_{j,k=1}^{n} h^{jk} \ell_{ss} v_{x_j} v_{x_k} \\
- \text{div} \left( 2 \sum_{j,j',k=1}^{n} h^{jk} h^{j'k'} \ell_{x_j} v_{x_{j'}} v_{x_{k'}} \right) + 2 \sum_{j,k,j',k'=1}^{n} h^{jk} (h^{j'k'} \ell_{x_{j'}})_{x_{k'}} v_{x_j} v_{x_k} \\
+ \text{div} \left( \sum_{j,j',k=1}^{n} h^{jk} h^{j'k'} \ell_{x_j} v_{x_{j'}} v_{x_{k'}} \right) - \sum_{j,k,j',k'=1}^{n} (h^{jk} h^{j'k'} \ell_{x_{j'}})_{x_{k'}} v_{x_j} v_{x_k} \\
+ \text{div} \left( \sum_{j,k=1}^{n} h^{jk} v_{x_j} \Psi v \right) - \sum_{j,k=1}^{n} h^{jk} \Psi v_{x_j} v_{x_k} - \sum_{j,k=1}^{n} h^{jk} \Psi_{x_j} v_{x_{k'}} v_{x_k}.
\]

For $I_1^4 I_2$, we have
\[
I_1^4 I_2 = -Av\left( -2\ell_t v_t - 2\ell_s v_s + 2 \sum_{j,k=1}^{n} h^{jk} \ell_{x_j} v_{x_k} - \Psi v \right) \\
= (A\ell_t v^2)_t - (A\ell_t) v^2 + (A\ell_s v^2)_s - (A\ell_s)_s v^2 \\
- \text{div} \left( \sum_{j,k=1}^{n} h^{jk} A\ell_{x_j} v^2 \right) + \sum_{j,k=1}^{n} (A h^{jk} \ell_{x_j})_{x_k} v^2 + A\Psi v^2.
\]

Finally, combining (6.3)–(6.7), we complete the proof of Corollary 3.1. \qed
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