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Abstract—Global games are a class of incomplete information games where the payoffs exhibit strategic complementarity leading to an incentive for the agents to coordinate their actions. Such games have been used to model scenarios in many socioeconomic phenomena, where the private signals available to the agents are typically assumed to be Gaussian. We study an instance of a global game where the agents observe Poisson random variables, which are inspired by applications in microbiology where information signals are disseminated via discrete molecular signals rather than continuous. Although this observation model violates the essential technical assumptions present in the Gaussian case, we present preliminary results on the existence of Bayesian Nash equilibria in pure threshold policies in two variants of the underlying random state-of-the-world: an arbitrarily distributed discrete binary state and a continuous state with uniform distribution.

I. INTRODUCTION

Global games constitute a class of games with incomplete information where the agents exhibit strategic complementarity and have incentive to coordinate collective behavior [1]. The framework introduced in [1] has been used to model strategic behavior in socioeconomic applications ranging from bank runs to political revolutions [2, and references therein]. Interestingly, global games have also been used to model engineered systems such as decentralized mode selection in sensor networks [3], [4] and task-allocation in robotic networks [5]. Therefore, the framework of global games has been extremely versatile to model applications in which the agents are incentivized to coordinate their actions to accomplish collective tasks.

Multi-agent coordination is also prevalent in microorganisms: It has been widely accepted that essentially every species of bacteria coordinate density-dependent collective behavior via a mechanism known as quorum sensing (QS) [6]–[8]. Although, the biochemical and genetic pathways involved in QS are well-documented in the literature, its rigorous mathematical underpinnings have received much less attention. One notable exception is the work in [9], which models QS using queuing theory, but is limited by the lack of decision-making abilities of the agents, and turns out to be equivalent to a model based on deterministic differential equations. The work in [10] introduced a mathematical model for QS in which the agents make imperfect observations about the state-of-the-world and make decisions with the goal of maximizing a payoff function consisting of a public benefit and a local cost terms. However, the work in [10] assumes that all agents use identical threshold policies and, therefore, are already acting in a coordinated fashion whose optimization is carried out by the so-called social planner.

Inspired by the problem of coordinating collective behavior in bacterial QS, we study the problem of multi-agent coordination using a global game formulation where the agents sense the state-of-the-world via Poisson observations. The motivation for assuming Poisson observations is that in microbiology, the cells interact with each other and sense their environment employing molecular signals, which are inherently discrete. Therefore, the Gaussian observation model so prevalent in the global game literature is not appropriate. Furthermore, with the lack of a continuous and well-behaved Gaussian model, the existing arguments for the existence of Bayesian-Nash equilibria (BNE) [11] break down and are no longer available. On the other hand, the bacterial QS system is characterized by threshold policies that control homeostatic cellular behavior despite the presence of discrete molecular communications. Therefore, if bacterial QS is to be modeled using a global game model, a BNE within the class of threshold strategies should exist. Unlike Gaussian signals/random variables, Poisson random variables do not admit an asymptotic analysis in the noiseless/high SNR regime.

Our goal is to establish conditions under which threshold policies constitute an invariant class of policies in the following sense: the best-response strategy to an arbitrary threshold strategy profile for the opponents in the game is itself a threshold policy. We provide a proof of this result in two cases: when the state-of-the-world is binary with an arbitrary distribution, and in the case of a continuous uniform distribution. More importantly, we provide sufficient conditions for the existence of a BNE in pure threshold strategies, in the absence of continuity of the best-response mapping, and of a finite policy space for the agents.

The proofs rely on a simplified structure of the payoff function of the agents, which capture strategic complementarity, i.e., that taking a particular action becomes more attractive the more other agents engage in the same action [12], [13]. We follow simple arguments and techniques present in [5], [13]–[15]. However, the Poisson distribution plays a major role in all of our arguments, often leading to expressions resembling combinatorics, which seem to be documented in the global game literature for the first time here.
Consider a system with $N$ agents, and denote the collection of all agents by $[N] \triangleq \{1, 2, \ldots, N\}$. We assume that total number of agents in the system is common knowledge among all agents. Each agent can take a binary action $a_i \in \{0, 1\}$, which represents the decision to engage in a free or costly behavior, respectively. Let $a_i = 0$ denote the $i$-th agent’s decision to not activate, and $a_i = 1$ denote its decision to activate. For example, in bacterial quorum sensing, this action might correspond to the decision to begin the production of an energetically costly enzyme or to express a gene responsible for so-called virulence attacks.

The payoff of not activating is normalized to zero, whereas the payoff of activating depends on the number of other agents who also decide to activate and on an underlying random variable $\Theta$ called the state-of-the-world or the fundamental. Herein, the structure of the $i$-th agent’s payoff is the following function:

$$U_i(a_i, a_{-i}, \theta) \triangleq a_i \left( \sum_{j \neq i} a_j - \theta \right), \quad i \in [N].$$

This payoff function is strictly increasing in the number of agents that activate for all $\theta$, and strictly decreasing in the fundamental for a fixed number of agents that activate. In other words, this game exhibits strategic complementarity, i.e., when the decisions of the agents mutually reinforce one another, leading to the coordination of a particular behavior. The fundamental $\Theta$ is unknown and is randomly distributed on the positive real line $\mathbb{R}_+$. In the first part of the paper we assume that $\Theta$ is a binary random variable taking values on the set $\{\theta_0, \theta_1\}$, where $\theta_0 < \theta_1$. In the context of QS, one possible interpretation for the fundamental is when $\theta_0$ denotes that a bacterial colony is in low concentration, and $\theta_1$ denotes that the colony is in high concentration. A second interpretation is when the fundamental represents the strength of the host organism’s immune system: $\theta_0$ when it is weak and $\theta_1$ when it is strong. We assume that the prior probabilities are known:

$$p_0 \triangleq P(\Theta = \theta_0) \quad \text{and} \quad p_1 \triangleq P(\Theta = \theta_1).$$

In the second part of the paper, we follow the literature on global games, by assuming that the fundamental is a continuous random variable distributed according to an (uninformative) uniform prior, i.e.,

$$f_\Theta(\theta) \triangleq \begin{cases} 1, & \theta > 0 \\ 0, & \text{otherwise}. \end{cases}$$

This assumption is standard in global games and the fact that this is a degenerate distribution does not cause any technical difficulties. As we will see, all of our technical results rely on conditional distributions, all of which are well-defined.

As described in [10], bacteria sense the environment via molecules, which are commonly modeled using Poisson processes. In our one-shot Bayesian game formulation, the observations are distributed according to Poisson a distribution with rate $\lambda$ modulated by the fundamental $\Theta$. Each agent receives a random private signal about the fundamental $\Theta$ distributed according to a Poisson distribution, i.e., the $i$-th agent observes

$$Y_i \sim P(\lambda \Theta), \quad i \in [N],$$

where:

$$P(Y_i = k \mid \Theta = \theta) = \frac{(\lambda \theta)^k e^{-\lambda \theta}}{k!}, \quad k \in \mathbb{Z}_+.$$ (5)

Finally, we assume that the collection of random variables $\{Y_i\}_{i=1}^N$ are conditionally independent given $\Theta$. The final ingredient of our game formulation are the policies. The $i$-th agent’s action $a_i$ is computed according to a policy $\gamma_i : \mathbb{Z}_+ \rightarrow \{0, 1\}$ such that

$$a_i = \gamma_i(k) \quad i \in [N].$$ (6)

The goal of each agent is to maximize its expected pay-off function with respect to its policy $\gamma_i$, i.e.,

$$J_i(\gamma_i, \Gamma_{-i}) \triangleq \mathbb{E} \left[ U_i(A_i, \sum_{j \neq i} A_j, \Theta) \right].$$ (7)

III. BEST RESPONSE TO THRESHOLD STRATEGIES

In the remainder of the paper, we will establish that for the global game with Poisson observations described in the previous section, the $i$-th agents best response to a strategy profile where all other agents use threshold policies, is itself a threshold policy. Then, we obtain sufficient conditions under which there exists a BNE in pure strategies.

We begin by defining the class of threshold policies, which will be the centerpiece of this paper.

**Definition 1 (Threshold policy):** A policy for the $i$-th agent is a threshold policy parameterized by a threshold $\tau_i \in \mathbb{Z}_+$ if it is of the following form:

$$\gamma_i(k) = \begin{cases} 1 & \text{if } k \leq \tau_i \\ 0 & \text{otherwise}. \end{cases}$$ (8)

We express the threshold policy in a more compact form by using an indicator function as $\gamma_i(k) = 1(k \leq \tau_i)$. Let the collection of policies $\Gamma \triangleq (\gamma_1, \ldots, \gamma_N)$ denote a strategy profile for the agents in the game, and $\Gamma_{-i} = (\gamma_1, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_N)$ denote the strategies used by all the opponents of the $i$-th agent.

**Definition 2 (Nash-Equilibrium):** A strategy profile $\Gamma^*$ is a Nash-equilibrium if

$$J_i(\gamma_i^*, \Gamma_{-i}^*) \geq J_i(\gamma_i, \Gamma_{-i}^*), \quad i \in [N].$$ (9)

For an arbitrarily fixed strategy profile $\Gamma_{-i}$, we define the best-response of the $i$-th agent to $\Gamma_{-i}$ as:

$$R_{\Gamma_{-i}}^i(y) \triangleq \arg\max_{\xi \in [0, 1]} \mathbb{E} \left[ U_i(\xi, \sum_{j \neq i} \gamma_j(Y_j), \Theta) \mid Y_i = y \right].$$ (10)

Using the structure of the payoff function in Eq. (1), we obtain:

$$R_{\Gamma_{-i}}^i(k) = \begin{cases} 1, & \text{if } \tau_i(k) \geq \varphi(k) \\ 0, \text{ otherwise}. \end{cases}$$ (11)
A. The binary state case

Proposition 1: Assume that $\Theta \in \{\theta_0, \theta_1\}$ such that $\theta_0 < \theta_1$, and $p_0 = P(\Theta = \theta_0)$ and $p_1 = P(\Theta = \theta_1)$. Then

$$\varphi(k) \triangleq E[\Theta | Y_i = k].$$

and is strictly monotone increasing in $k$.

**Proof:** The function $\varphi(k)$ is computed using Bayes rule. To establish its strict monotonicity, we alternatively represent it as:

$$\varphi(k) = \frac{A + \theta_1 p_1}{B + p_1} \left( \frac{\theta_0}{\theta_1} \right)^k$$

where

$$A \triangleq e^{\lambda(\theta_1 - \theta_0)} p_0 p_0 \quad \text{and} \quad B \triangleq e^{\lambda(\theta_1 - \theta_0)} p_0.$$  

We proceed by relaxing $k$ to be a real variable, and taking the partial derivative with respect to it. After some algebra, we show that the strict monotonicity condition $\varphi'(k) > 0$ is equivalent to

$$\theta_1 > A/B = \theta_0.$$  

Since the $\varphi(k)$ is monotone increasing for $k \in \mathbb{R}_+$, it is also increasing for $k \in \mathbb{Z}_+$.  

The next step is to study the posterior belief of agent $i$ on the action of agent $j$ conditioned on its observation $Y_i = k$, $j \neq i$. Consider the following conditional probability:

$$\pi_{ij}(k) \triangleq P(Y_j \leq \tau_j | Y_i = k).$$

Computing this probability using Bayes’ rule, we obtain:

$$\pi_{ij}(k) = \sum_{m=0}^{\tau_j} \frac{(\lambda \theta_0)^{m+k} e^{-2\lambda \theta_0} p_0 + (\lambda \theta_0)^{m+k} e^{-2\lambda \theta_1} p_1}{m!}.$$

We will show that the posterior belief in Eq. (20) is strictly monotone decreasing in $k$. The proof of this result requires the following auxiliary lemma.

**Lemma 1:** Let

$$F_\tau(\theta) \triangleq \sum_{m=0}^{\tau} \frac{(\lambda \theta)^m}{m!} e^{-\lambda \theta}.$$  

The function $F_\tau(\theta)$ is strictly monotone decreasing in $\theta$ for all $\tau \in \mathbb{Z}_+$.

**Proposition 2:** Assume that $\Theta \in \{\theta_0, \theta_1\}$ such that $\theta_0 < \theta_1$, and $p_0 = P(\Theta = \theta_0)$ and $p_1 = P(\Theta = \theta_1)$. Then

$$\pi_{ij}(k) = \sum_{j \neq i} \pi_{ij}(k),$$

where $\pi_{ij}(k)$ is given in Eq. (20), is strictly monotone decreasing in $k$.

**Proof:** The proof is in Appendix [1].

Finally, when the strategy profile $\Gamma_{-i}$ consists only of threshold policies, Eq. (12) admits a convenient expression:

$$\pi_i(k) = \sum_{j \neq i} P(Y_j \leq \tau_j | Y_i = k).$$

A. The binary state case

Let $\pi_i(k)$ be the following conditional probability:

$$\pi_i(k) = \sum_{j \neq i} P(Y_j \leq \tau_j | Y_i = k).$$

From Propositions 1 and 2, the conditional belief in Eq. (20) as

$$\pi_{ij}(k) = \frac{h_j(k)}{g_j(k)},$$

where

$$h_j(k) \triangleq \sum_{m=0}^{\tau_j} \frac{1}{m!} (\lambda \theta_0)^{m+k} e^{-2\lambda \theta_0} p_0 + (\lambda \theta_1)^{m+k} e^{-2\lambda \theta_1} p_1$$

and

$$g_j(k) \triangleq (\lambda \theta_0)^k e^{-\lambda \theta_0} p_0 + (\lambda \theta_1)^k e^{-\lambda \theta_1} p_1.$$  

Relaxing $k$ to be a real number, the strict monotone decreasing property is equivalent to:

$$\pi_{ij}(k) < 0 \Leftrightarrow h_j(k)g_j(k) < h_j(k)g_j(k),$$

which, after some algebra, can be shown equivalent to:

$$\sum_{m=0}^{\tau_j} (\lambda \theta_0)^m e^{-\lambda \theta_1} < \sum_{m=0}^{\tau_j} (\lambda \theta_0)^m e^{-\lambda \theta_0}.  \tag{26}$$  

Since $\theta_0 < \theta_1$, Lemma [1] implies that the condition in Eq. (26) is satisfied. Finally, since $\pi_{ij}(k)$ is monotone decreasing in $k$ for all $j$, $\pi_i(k)$ is also monotone decreasing.

**Theorem 1:** Let $\Gamma_{-i}$ be a strategy profile consisting of threshold policies indexed by arbitrary thresholds. If $\Theta \in \{\theta_0, \theta_1\}$ such that $\theta_0 < \theta_1$, and $p_0 = P(\Theta = \theta_0)$ and $p_1 = P(\Theta = \theta_1)$, then $\Gamma^*_i(k)$ is a threshold policy.

**Proof:** From Propositions 1 and 2 the conditional belief of the fundamental $\Theta$ given the $i$-th agent’s observation $Y_i = k$, is monotone increasing in $k$ and that the $i$-th agent’s belief on the $j$-th agent’s action is monotone decreasing in $k$ when it uses a threshold policy. Therefore, the aggregate belief on the actions of the remaining agents in the system is also monotone decreasing in $k$. The implication of these two facts is that there is at most a single crossing point $k^*$ between the discrete functions $\pi_i(k)$ and $\varphi(k)$. Therefore, the best response policy $\Gamma^*_i(k)$ in Eq. (11) to any given threshold strategy profile $\Gamma_{-i}$ is a threshold strategy.

**Remark 1:** Depending on the parameters of the problem, it is possible that the threshold that characterizes the best-response to a particular collection of threshold policies is infinite, leading to a degenerate threshold policy.

**Theorem 2:** For fixed $N$, $\lambda$, $\theta_0$, $\theta_1$, $p_0$ and $p_1$, such that

$$\theta_1 > N - 1,$$  

and

$$E[(N-1)e^{-2\lambda \theta} - \Theta e^{-\lambda \theta})] > 0,$$  

where
there exists a Bayesian Nash-Equilibrium in the class of pure threshold strategies.

Proof: To obtain a finite single crossing property, we start with the following condition:

$$\pi_i(0) < \varphi(0), \ i \in [N]. \quad (29)$$

Notice that

$$\pi_i(0) \geq (N - 1) \left( e^{-2\lambda \theta_0} p_0 + e^{-2\lambda \theta_1} p_1 \right). \quad (30)$$

and

$$\varphi(0) = \left( \theta_0 e^{-\lambda \theta_0} p_0 + \theta_1 e^{-\lambda \theta_1} p_1 \right). \quad (31)$$

Therefore, if the following inequality holds,

$$(N - 1) \left( e^{-2\lambda \theta_0} p_0 + e^{-2\lambda \theta_1} p_1 \right) > \theta_0 e^{-\lambda \theta_0} p_0 + \theta_1 e^{-\lambda \theta_1} p_1, \quad (32)$$

the condition is Eq. (29) is met. Rearranging the terms in Eq. (32), we obtain the expression in the Eq. (28). The second condition to obtain the finite single crossing property is:

$$\lim_{k \to \infty} \pi_i(k) < \lim_{k \to \infty} \varphi(k). \quad (33)$$

Since,

$$\lim_{k \to \infty} \varphi(k) = \theta_1 \quad (34)$$

and

$$\lim_{k \to \infty} \pi_i(k) = \sum_{j \neq i} \sum_{m=0}^{\tau_i} \frac{(\lambda \theta_1)^m}{m!} e^{-\lambda \theta_1} \leq N - 1. \quad (35)$$

Thus, we obtain $\theta_1 > N - 1$.

Then, if the two conditions are satisfied, the best-response to any threshold strategy profile is a threshold strategy with a finite threshold. Therefore, the agents in the system can choose threshold strategies from a finite set, turning this into a finite game. Finally, notice that the payoffs constitute a potential game, and every finite potential game has a Nash-equilibrium in pure strategies [16].

Corollary 1 (The role of $\lambda$): If

$$E[\Theta] < N - 1, \quad (36)$$

there exists a small enough $\bar{\lambda}$ such that

$$E \left[ \left( (N - 1) e^{-2\lambda \Theta} - \Theta e^{-\lambda \Theta} \right) \right] > 0 \quad (37)$$

holds.

Proof: The LHS of the inequality in Eq. (38) evaluated at $\lambda = 0$ is equal to

$$N - 1 - E[\Theta] > 0. \quad (38)$$

The results follows from the continuity of the LHS of Eq. (28) in $\lambda$.

Remark 2: Corollary 1 establishes a condition on the average fundamental and the number of agents in the system, such that there exists strictly positive value of $\lambda$ for the existence of BNE. One way to interpret this result is by imagining that the mechanism that generates the private signals $\{Y_i\}_{i=1}^\infty$ can be adjusted to guarantee that the a finite game is played by the agents. This may have implications in engineered distributed systems, where it is important that the agents optimize parameters within a finite set. If, for example, the agents are learning the optimal policy from repeated games such as in fictitious play [16].

B. Numerical Example

We consider a game with binary state and the following parameters: $N = 100$ agents, $\theta_0 = 50$, $\theta_1 = 100$. From Fig. 1 we observe that for $\lambda = 10^{-3}$, the finite crossing property is satisfied for $p_0 \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. Running the best-response dynamics for any initial condition is guaranteed to converge to a Nash-equilibrium. In the case of this example, the following strategy profiles constitute Nash-equilibria:

$$\Gamma^* = (\gamma^*, \gamma^*, \ldots, \gamma^*), \quad (39)$$

where

$$\gamma^*(k) = 1(k \leq \tau^*). \quad (40)$$

The value of $\tau^*$ depends on $p_0$ and can be found on Table I.

### Table I

| $p_0$ | $\tau^*$ |
|-------|---------|
| 0.1   | 5       |
| 0.2   | 6       |
| 0.3   | 6       |
| 0.4   | 7       |
| 0.5   | 8       |

IV. CONTINUOUS FUNDAMENTAL WITH UNIFORM DISTRIBUTION

In the global game literature, the prior distribution on the fundamental $\Theta$ is commonly assumed to be the so-called uninformative uniform distribution [13]–[15]. Since
the fundamental in our game formulation controls the rate of a Poisson distribution, it only makes sense to consider the following (degenerate) distribution on the positive real numbers, i.e.,

\[
f_\theta(\theta) = 1, \quad \theta > 0.
\] (41)

We begin our analysis by computing the posterior distribution on the fundamental given a Poisson observation. Unlike the canonical global game with Gaussian observations and (degenerate) uniformly distributed fundamental, in which the posterior belief is Gaussian, the Poisson observation model results in a Gamma posterior distribution. To see this, let \( Y_i \sim \mathcal{P}(\lambda \theta) \), then

\[
P(Y_i = k) = \int_0^\infty \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta} d\theta = \frac{1}{\theta^k} \quad k \in \mathbb{Z}_+.
\] (42)

Therefore, the conditional belief on the fundamental is given by:

\[
f_\theta|Y_i=k(\theta) = \frac{P(Y_i=k \mid \Theta=\theta)f_\theta(\theta)}{P(Y_i=k)} = \lambda^{\frac{k}{\theta}} e^{-\lambda \theta} \frac{1}{k!}, \quad \text{if } \theta > 0,
\] (43)

which is equal to:

\[
f_\theta|Y_i=k(\theta) = \begin{cases} \frac{\lambda^k}{\theta^k} e^{-\lambda \theta}, & \text{if } \theta > 0, \\ 0, & \text{otherwise}. \end{cases}
\] (44)

This is a well-defined conditional probability distribution on \( \Theta \). In fact, \( f_\theta|Y_i=k \) is a particular instance of a Gamma distribution with shape \( k + 1 \) and scale \( 1/\lambda \). Of paramount importance to our problem is the mean of this distribution, i.e.,

\[
E[\Theta \mid Y_i = k] = \frac{k + 1}{\lambda} \stackrel{\text{def}}{=} \varphi(k),
\] (45)

which is clearly a monotone increasing function of \( k \). This property bears a lot of similarity with the global game literature with Gaussian observations.

We proceed with the analysis of the \( i \)-th agent’s belief on the action of the other agent \( j, i \neq j \). Define the belief of agent \( i \) on the action of agent \( j \) as:

\[
\pi_{ij}(k) \overset{\text{def}}{=} P(A_j = 1 \mid Y_i = k), \quad k = 0, 1, \ldots
\] (46)

**Proposition 3:** Assume that the \( j \)-th agent uses a threshold policy \( \gamma_j(m) = 1(m \leq \tau_j) \). Then,

\[
\pi_{ij}(k) = \sum_{m=0}^{\tau_j} 2^{-(m+k+1)} \binom{k+m}{k}.
\] (47)

**Proof:** From the definition of \( \pi_{ij} \) and the assumption that agent \( j \) uses a threshold policy, we have:

\[
\pi_{ij}(k) = \sum_{m=0}^{\tau_j} P(Y_j = m \mid Y_i = k).
\] (48)

The following equalities hold:

\[
P(Y_j = m \mid Y_i = k) = \int_0^\infty P(Y_j = m, \Theta = \theta \mid Y_i = k) d\theta
\] (49)

\[
= \int_0^\infty P(Y_j = m \mid \Theta = \theta)f_\theta|Y_i=k(\theta)d\theta
\] (50)

\[
= \frac{\lambda}{m! \cdot k!} \int_0^\infty (\lambda \theta)^{k+m} e^{-2\lambda \theta} d\theta
\] (51)

\[
= 2^{-(m+k+1)} \binom{k+m}{k}.
\] (52)

**Remark 3:** Notice that, unlike the binary fundamental case, this belief \( \pi_{ij} \) is independent of the rate parameter \( \lambda \).

**Remark 4:** A consequence of Proposition 3 is the following combinatorial identity:

\[
\sum_{m=0}^\infty 2^{-(m+1)} \binom{k+m}{k} = 2^k.
\] (53)

This identity is not trivial and will be used in the proof of Lemma 2.

The next step in our argument is to show that the belief \( \pi_{ij}(k) \) is a monotone decreasing function of \( k \) for all \( \tau_j \).

**Lemma 2:** The belief \( \pi_{ij}(k) \) in Eq. 47 is monotone decreasing in \( k \) for all \( \tau_j \).

**Proof:** To prove the monotonicity of \( \pi_{ij} \), we define the first order difference \( \Delta_\tau(k) \) and show that it is strictly positive for all \( k \). Let

\[
\Delta_\tau(k) \overset{\text{def}}{=} \pi_{ij}(k) - \pi_{ij}(k+1).
\] (54)

The following equalities hold:

\[
\Delta_\tau(k) = \sum_{m=0}^{\tau} \left[ \binom{k+m}{k} - \frac{1}{2} \binom{k+1+m}{k+1} \right] 2^{-(k+m+1)}
\] (55)

\[
= \sum_{m=0}^{\tau} \left[ \binom{k+m}{k} - \binom{k+m}{k+1} \right] 2^{-(k+m+2)}
\] (56)

\[
= \sum_{m=0}^{\tau} \left[ \binom{k+m+1}{m+k+1} \cdot \binom{m+k+1}{k+1} \right] 2^{-(k+m+2)}
\] (57)

\[
= \sum_{m=0}^{\tau} \left[ \binom{k+m+1}{m+k+1} \cdot \binom{m+k+1}{k+1} \right] 2^{-(k+m+2)}
\] (58)

where \( (a) \) follows from Pascal’s triangle.\(^2\) Based on Eq. 59, we need to consider two cases:

\(^2\)The identity known as Pascal’s triangle (or formula) is:

\[
\binom{n}{k} = \binom{n-1}{k-1} + \binom{n-1}{k}, \quad 1 \leq k \leq n.
\]
Case 1: \(k \geq \tau\) Notice that in this regime, we have:
\[
\Delta_r(k) = \sum_{m=0}^{k} \left[ \frac{k-m+1}{m+k+1} \right] \left( \frac{m+k+1}{k+1} \right) 2^{-(k+m+2)}
\]
and all of the terms in the summation are positive, which immediately implies that:
\[
\Delta_r(k) > 0.
\]

Case 2: \(k < \tau\) In this regime, the first order difference in Eq. (55) can be written as:
\[
\Delta_r(k) = A_r(k) + B(k),
\]
where
\[
A_r(k) \overset{\text{def}}{=} \sum_{m=k+1}^{\tau} \left[ \frac{k-m+1}{m+k+1} \right] \left( \frac{m+k+1}{k+1} \right) 2^{-(k+m+2)},
\]
and
\[
B(k) \overset{\text{def}}{=} \sum_{m=0}^{k} \left[ \frac{k-m+1}{m+k+1} \right] \left( \frac{m+k+1}{k+1} \right) 2^{-(k+m+2)}.
\]

Then, notice that for a fixed \(k\), the function \(A_r(k)\) is monotone decreasing in \(\tau\) because the arguments in the summation are negative. Thus, the following strict inequality holds:
\[
\Delta_r(k) > A_{\infty}(k) + B(k), \quad k \in \mathbb{Z}_+.
\]

We will show that the RHS of Eq. (65) is identically equal to zero.
\[
A_{\infty}(k) + B(k)
\]
\[
= \sum_{m=0}^{\infty} \left[ \frac{k-m+1}{m+k+1} \right] \left( \frac{m+k+1}{k+1} \right) 2^{-(k+m+2)}
\]
\[
= \sum_{m=0}^{\infty} \left[ 1 - \frac{m}{k+1} \right] \left( \frac{m+k+1}{m} \right) 2^{-(k+m+2)}
\]
\[
= \frac{1}{2} \sum_{m=0}^{\infty} \left( \frac{m+k}{m} \right) 2^{-(k+m+1)}
\]
\[
- \frac{1}{2} \sum_{m=0}^{\infty} \left( \frac{m+k+1}{m} \right) 2^{-(k+m+2)}
\]
\[
= \frac{1}{2} - \frac{1}{2} = 0,
\]
where \((b)\) follows from Eq. (54).

Theorem 3: Let \(\Gamma_{-i}\) be a strategy profile consisting of threshold policies indexed by arbitrary thresholds. If \(\Theta\) is uniformly distributed on \(\mathbb{R}_+\), then \(R_{\tau_{-i}^*}(k)\) is a threshold policy.

Proof: From Lemma 2, the functions \(\pi_{ij}(k)\) are monotone decreasing for all \(i, j \in [N]\), and \(i \neq j\). Therefore, \(\pi_{i}(k)\) in Eq. (14) is monotone decreasing. Since \(\varphi(k)\) in Eq. (45) is strictly increasing, there is at most a single point at which the two sequences cross. Hence, the best response policy \(R_{\tau_{-i}^*}(k)\) to any given threshold strategy profile \(\Gamma_{-i}\) is a threshold strategy.

A. Existence of Nash-equilibria

Theorem 4: If the rate \(\lambda > 2/(N-1)\), then there exists a Nash-Equilibrium in the class of pure threshold strategies.

Proof: Recall that the best-response to a threshold strategy profile \(\Gamma_{-i}\) is given by:
\[
\sum_{j \neq i} \pi_{ij}(k) \overset{\text{def}}{=} \frac{\mathbb{R}^+(\Gamma_{-i})}{\mathbb{R}^+(\Gamma_{-i})} = \frac{k+1}{\lambda}.
\]

Lemma 2 implies that the LHS of the inequality above is monotone decreasing in \(k\), whereas the RHS is clearly monotone increasing. The function on the RHS is equal to \(1/\lambda\) at \(k = 0\). On the otherhand, at \(k = 0\), the function on the LHS can be lower bounded by
\[
\sum_{j \neq i} (1 - 2^{-(\tau_{j}+1)}) \in \left[ \frac{N-1}{2}, N-1 \right).
\]

Therefore, if
\[
\frac{1}{\lambda} < \frac{N-1}{2},
\]
there is a single solution to:
\[
\tau_{i}^* = \max \left\{ k \in \mathbb{Z}_+ \mid \sum_{j \neq i} \pi_{ij}(k) \overset{\text{def}}{=} \frac{k+1}{\lambda} \right\}.
\]

Therefore, the agents in the system can choose threshold strategies from a finite set without loss of optimality, turning this into a finite game. Finally, notice that the payoffs constitute a potential game, and every finite potential game has a Nash-equilibrium in pure strategies [16].

B. Numerical example: multiplicity of equilibria

Consider the global game with uniform prior with \(\lambda = 1\), and \(N = 10, 20, 30, 40, \) and 50 agents. Randomly initializing the threshold at every agent according to a Geometric random variable with parameter \(p = 0.05\), we repeatedly compute the best-response strategies until convergence. This process was repeated \(M = 100\) times and the threshold \(\tau^*\) corresponding to the Nash equilibrium was recorded. This numerical experiment has revealed the existence of multiple equilibria, which can be visualized in Fig. 2. For the Gaussian counterpart of this game, the equilibrium is unique, unveiling a potential fragility of Poisson signaling for coordination of bacterial populations via QS.

Finally, an equilibrium for a game with \(N = 100\) agents was computed using best-response dynamics, and the threshold obtained was \(\tau^* = 44\) for all policies in \(\Gamma^*\). Since the convergence of the best-response dynamics for a system with \(N = 100\) agents is very slow, we were not able to repeat it a significant number of times. We conjecture that as the number of agents increases, the equilibrium in pure threshold strategies becomes unique. Such an issue is an open research problem for future work.
V. CONCLUSIONS AND FUTURE WORK

Global games have been widely used to model economic and social mechanisms where the agents have the incentive to coordinate their actions. We argue that such element of coordination is also present in many biological phenomena, of which bacterial quorum-sensing is an important example. Therefore, global games may be an appropriate framework to study the coordination of bacterial behavior. However, unlike the Gaussian signals considered in the existing literature, bacteria sense their environment using molecular signals, which are commonly modeled using a Poisson distribution.

Here, we studied the first examples of global games with Poisson observations. When the fundamental is binary or uniform continuous, we have proved that the best-response policy to a strategy profile consisting of threshold policies is itself a threshold policy. Moreover, we have also provided sufficient conditions for the existence of equilibria in pure threshold strategies for such games.

Future work will focus on learning the optimal threshold via fictitious play, and its rate of convergence; the existence of equilibria for more general payoff functions; and the introduction of agents of a second type whose role is to inhibit the coordination of the agents of first type.

APPENDIX I
PROOF OF LEMMA \[1\]

Proof: We prove the result in three steps. Let \( \tau = 0 \), then:

\[
\mathcal{F}^0_\tau(\theta) = (e^{-\lambda \theta})' = -\lambda e^{-\lambda \theta} < 0. \tag{74}
\]

Let \( \tau = 1 \), then:

\[
\mathcal{F}^1_\tau(\theta) = (e^{-\lambda \theta} + \lambda \theta e^{-\lambda \theta})' = -\lambda^2 \theta e^{-\lambda \theta} < 0. \tag{75}
\]

We can now prove the general case when \( \tau \geq 2 \):

\[
\mathcal{F}^\tau_\tau(\theta) = \left( \sum_{k=0}^{\tau} \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta} \right)' = (e^{-\lambda \theta} + \lambda \theta e^{-\lambda \theta} + \sum_{k=2}^{\tau-1} \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta})' \tag{76}
\]

\[
= (e^{-\lambda \theta} + \lambda \theta e^{-\lambda \theta} + \sum_{k=2}^{\tau-1} \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta})' \tag{77}
\]

\[
= \lambda \sum_{k=2}^{\tau-1} \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta} - \lambda \sum_{k=2}^{\tau} \frac{(\lambda \theta)^k}{k!} e^{-\lambda \theta} \tag{78}
\]

\[
= -\lambda (\lambda \theta)^\tau e^{-\lambda \theta} < 0. \tag{79}
\]

Therefore,

\[
\mathcal{F}^\tau_\tau(\theta) < 0, \quad \tau \in \mathbb{Z}_+. \tag{80}
\]

\[\blacksquare\]
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