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Abstract

The wave function in the quantum theory of the O(N) extended supersymmetric particle model describes a massless free field with spin N/2. This quantum theory is here exactly solved in terms of gauge fields in arbitrary even dimensions using only the basic quantum operators which include graded external differentials, trace operators, index structure operators and their duals. The resulting equations for the gauge fields are of first (N odd) or second order (N even) and are shown to be generalized (Fang)-Fronsdal equations which are fully gauge invariant since they include compensator fields in a natural way. Local gauge invariant actions are first derived in analogy with the derivation by Francia and Sagnotti in the symmetric case. Then a minimal formulation is given within which it is easy to set up gauge invariant actions and here appropriate actions for the above equations are proposed.

In a second part it is shown that there exist projection operators from the states of the field strengths (wave functions) to Weyl states (Weyl tensors) expressed only in terms of the trace operators and their duals for integer spins or in terms of the gamma trace operators and their duals for half-integer spins. These Weyl states are not just fully gauge invariant but also invariant under generalized Weyl transformations. If one lets the equations be determined by the actions defined to be the squares of these Weyl tensors then the theory is conformally invariant and the equations are of order N for the gauge fields defined as in the exact theory. In d=4 this higher order conformal theory fits into the framework for conformal higher spin theories set up by Fradkin, Tseytlin and Linetski.
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1 Introduction

In this paper I show that the properties of free field theories for massless particles of arbitrary spins may be derived from the $O(N)$-extended supersymmetric particle model [1,2,3]. This includes the first and second order (Fang)-Fronsdal equations [4,5] in antisymmetric form as well as the later discovered fully gauge invariant first and second order equations also in antisymmetric form. Fully gauge invariant Lagrangians are then first derived in analogy with the ones by Francia and Sagnotti [6] in the symmetric case. Then I give a minimal formulation within which it is easy to give manifestly gauge invariant Lagrangians and here the forms of the appropriate actions are given. In a second part I then further develop the free conformal higher order field theories presented in [7] which are extracted from the $O(N)$-extended supersymmetric particle model. Here the actions determine the equations which then are both fully gauge invariant and Weyl invariant under generalized Weyl transformations. In $d=4$ these conformal theories fit into the general framework set up by Fradkin, Tseytlin and Linetski [8,9,10] apart from the use of a different but equivalent representation.

In part I I treat the exact quantum theory of the $O(N)$ extended supersymmetric particle model. That the quantized wave function of the $O(N)$-extended supersymmetric particle model satisfies field equations for particles with spin $s = N/2$ (in $d=4$) were independently proposed in [1,2,3]. (A representation independent proof is given in [11].) The treatment here is a direct continuation of the treatment of the $O(N)$-particle given in [3] except that I here will make use of an equivalent Dirac quantization. Furthermore, I generalize the $d=4$ treatment in [3] to arbitrary even dimensions $d$. It turns out that the quantum treatment of [3] provides for a powerful compact notation which essentially is a multilinear form language applied to flat Minkowski space. In addition it contains also duality transformations in a simple fashion. (This language may be compared to the one in [12,13,14,15,16,17].) Anyway the main advantage of this formulation is that it allows for a detailed treatment without writing down any tensor equations. The equations for the wave functions are here easy to solve in terms of equations for gauge fields, where the latter are first or second order equations which are fully gauge invariant by means of compensator fields which appear naturally. (Compensator fields were directly derived in [18,19,6] but previously they appeared as e.g. something extracted from string theory [20,21,22].) The initial part of the derivation here is inspired by the one performed in [23] although the actual formulas look different (cf also [24,25,15,17] and the papers above). Notice that only in $d=4$ do I have purely symmetric gauge fields. The corresponding equations for the dual gauge fields are obtained in a simple fashion. Fully gauge invariant actions in terms of gauge fields, general compensator fields and Lagrange
multipliers are derived following the derivation of the minimal actions in [6] within the symmetric formulation and for symmetric gauge fields. However, it is doubtful that they without modifications yield the correct equations. I define therefore a minimal formulation where the compensator fields have their most simple form allowed by complete gauge invariance. Here it is easy to set up fully gauge invariant actions. Within a natural class of actions I then propose the appropriate ones for the above equations in their minimal form.

In part II I treat a higher order conformal field theory which is extracted from the exact quantum theory in part I by retaining the original gauge invariant wave functions (field strengths) and their tensor properties but removing all equations of motion. It was presented in [7]. The key objects here are generalized Weyl tensors or Weyl states. These states are just projections from the original gauge invariant states and here the explicit form of these projection operators are given. Such Weyl states are defined for both integer and half-integer spins generalized to arbitrary even dimensions. They are expressed in terms of generalized traceless Weyl tensors. This is one property of the projected Weyl states. Another is that they also are invariant under generalized Weyl transformations. Conformally invariant actions may be defined as the scalar product of these Weyl states (the square of the Weyl tensors). However, the equations from these actions are not the same as the equations removed to start with. Instead of being of first or second order they are of order $N = 2s$ for any spin $s$ in arbitrary even dimensions. That the equations are of higher order is a drawback which also blurs the spin concept. However, the actions are fully gauge invariant and possible to quantize although it remains to find consistent unitary solutions. The main motivation for this formulation is that it definitely seems to allow for conformally invariant interactions in a Lagrangian form. (The evidence so far is the results of the papers [9][10][26].) The treatment here generalizes [7] in the following aspects: The forms of the Weyl tensors (states) are given for both integer and half-integer spins in arbitrary even dimensions. Furthermore, duality properties are given and many new details.

The paper is organized as follows: In part I section 2 I present the quantum $O(N)$ extended supersymmetric particle model given in [3]. In section 3 I show then how some equations are naturally solved in terms of gauge states (fields). There are also dual equations which may be solved in terms of dual gauge states (fields). Then I show that the remaining equations are solved by gauge invariant second order equations for the gauge fields, or their duals in the integer spin case. In the half-integer spin case the corresponding equations are of first order. In section 4 I derive some properties of these equations which in essence are similar to what have been obtained in other formulations. The (Fang)-Fronsdal limit shows agreement with the expected properties in $d = 4$ although the formulation is different.
In section 5 I give gauge invariant actions which are of (first) second order in the gauge fields in the (half-)integer spin case and which also contains general compensator fields and Lagrange multiplier fields. (These actions have a similar structure to the actions given by Francia and Sagnotti in [6] for the symmetric case.) However, without modifications they seem not to yield the correct equations here. In section 6 the minimal formulation is presented in which manifestly gauge invariant expressions are easy to write down. Here the forms of the appropriate Lagrangians are proposed. In section 7 I then discuss the BRST-quantization of the $O(N)$ extended supersymmetric particle model. I end part I with some remarks in section 8. In part II I treat and considerably expand the higher order theory given in [7]. In section 9 I outline the results of the following sections 10 and 11, sections in which I give a rather detailed derivation of the Weyl states for integer and half-integer spins. This includes also their duality properties. In section 12 I give the conformally invariant actions and then I end part II by some final remarks in section 13. In section 14 I compare the two theories presented in part I and II. In appendices A and B I derive the duality properties from the quantum theory, and in appendix C some of the Lagrangian equations in section 5 are displayed.

Part I

The exact quantum theory

2 The Lagrangian of the $O(N)$ extended supersymmetric particle model and its quantum properties

The Lagrangian of the massless $O(N)$ extended supersymmetric particle model may be written as follows (repeated indices are summed over) $[1, 2, 3]$

$$L(\tau) = \frac{1}{2v}(\dot{x} - i\lambda_j \psi_j)^2 + \frac{1}{2}i\dot{\psi}_j \cdot \dot{\psi}_j - \frac{1}{2}i f_{kl} \psi_k \cdot \psi_l,$$

(2.1)

where $x$ is the spacetime coordinate, $\psi_j, j = 1, \ldots, N$, are real odd Grassmann variables, and $\lambda_j, f_{kl}(= -f_{lk}), v$ are real Lagrange multipliers where $\lambda_j$ is Grassmann odd and $f_{kl}, v$ are Grassmann even. (There is a Lagrangian for each integer value of $N$. However, since I describe the theory for a generic $N$ I suppress this $N$ dependence in the Lagrangian (2.1) and the Hamiltonian below.) The Hamiltonian formulation of (2.1) determines the quantization, and it gives rise to the following constraints ($H = \xi_a \chi_a$):

$$\chi_a = 0, \quad \chi_a \equiv \left\{ p_j^2, p \cdot \psi_j, \psi_k \cdot \psi_l \right\},$$

(2.2)
where $p$ is the momentum. After quantization the operators $x$, $p$, and $\hat{\psi}_j$ satisfy the (anti)commutation relations (hats on $x$ and $p$ are suppressed)

$$[x^\mu, p^\nu] = i\delta^\mu_\nu,$$

$$[\hat{\psi}_j, \hat{\psi}_k] = \eta^{jk},$$

where $\eta$ is the Minkowski metric. A straightforward Dirac quantization yields the equations

$$\hat{\chi}_a | \rangle = 0,$$

where $\hat{\chi}_a$ are the corresponding operators to $\chi_a$ in (2.2). (2.4) are the corresponding quantum constraints to the classical ones in (2.2). Since $\sqrt{2}\hat{\psi}_j$ are naturally represented as $\gamma$-matrices, the wave functions from (2.4) are multispinors (cf the treatment in [1, 2]). In order to get tensor fields one has to follow the procedure in [3] and define fermionic creation and annihilation operators by

$$b^\mu_r \equiv \frac{1}{\sqrt{2}} \left( \hat{\psi}^\mu_r + i\hat{\psi}^{\mu_+}_r \right),$$

$$r = 1, \ldots, n \equiv [s],$$

where $[s]$ is the integer part of the spin $s \equiv N/2$. These $b$-operators satisfy the anticommutation relations

$$[b^\mu_r, b^\nu_q] = \eta^{\mu\nu} \delta_{rq},$$

$$[b^\mu_r, b^\nu_q] = [b^\nu_r, b^\mu_q] = 0.$$

Notice that $b$-operators only exist for $s \geq 1$.

For integer spins $s$ (even $N$) the general ansatz for a quantum state has the form (the sum is over all possible values of the integers $n_j$, $0 \leq n_j \leq d$, where $d$ is the dimension of spacetime)

$$|F\rangle = \sum_{n_j} F_{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots ; \lambda_1 \cdots \lambda_{n_d}} (x) |\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots ; \lambda_1 \cdots \lambda_{n_d} \rangle_{(p)},$$

where

$$|\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots ; \lambda_1 \cdots \lambda_{n_d} \rangle_{(p)} = \frac{1}{\sqrt{n_1! n_2! \cdots n_d!}} \times$$

$$b^\mu_1 \cdots b^{\mu_{n_1}}_1 \cdots b^{\nu_{n_2}}_2 \cdots b^{\rho_{n_3}}_3 \cdots b^{\lambda_{n_d}}_s |0\rangle, \quad b^\mu_0 = 0, \quad p^\mu |0\rangle_{(p)} = 0.$$
$F_{..}(x)$ are arbitrary fields (wave functions). Reality of $F$ s not required by the quantum theory but may be imposed. Some basic properties of states like (2.7) are given in appendix A. (For $s = 0 (N = 0)$ $F$ is a scalar. (2.11) is the Lagrangian of a scalar particle.)

For half-integer spins $s$ (odd $N$) the general ansatz is

$$
\sum_{n_j} \Psi_\alpha^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]}(x)} \langle \mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \rangle_{0}/\alpha \rangle
\langle 0/\alpha (p) |0/\alpha (p) \rangle = \langle 0/\alpha (p) |0/\alpha (p) \rangle
$$

(2.9)

where $\alpha$ is a spinor index. Notice that for half-integer spins one has apart from the $b$-operators (2.5) one remaining $\psi$-operator satisfying (2.3). The latter may be decomposed to yield the spinor state $|\alpha\rangle$ satisfying the scalar product (see appendix in [3] which trivially is generalizable to arbitrary even dimensions)

$$
\langle \alpha | \beta \rangle = \gamma^0_{\alpha \beta}.
$$

(2.10)

$\sqrt{2}\hat{\psi}$ is then represented by a $\gamma$-matrix as follows

$$
\gamma^\mu_{\alpha \beta} = \gamma^0_{\alpha \gamma} \langle \gamma | \sqrt{2}\hat{\psi}^\mu | \beta \rangle.
$$

(2.11)

That the states $|F\rangle$ and $|\Psi\rangle$ in (2.7) and (2.9) depend on $s$ is suppressed. However, this $s$ dependence becomes explicit in the index structure of the corresponding wave functions which are

$$
F^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]}(x)} = \mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]}(x)|F\rangle,
$$

$$
\Psi_\alpha^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]}(x)} = \mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \alpha(x)|\Psi\rangle,
$$

(2.12)

where

$$
| x \rangle^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} =} | x \rangle^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \rangle
\langle x |^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \alpha \rangle
\langle x |^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \rangle
\langle x |^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots; \lambda_1 \cdots \lambda_{n[s]} \alpha \rangle
$$

(2.13)

where $| x \rangle$ is an eigenstate to the operator $x$. 
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The quantum theory of the $O(N)$ extended supersymmetric particle model is determined by the conditions (2.4) with the above ansätze for the states. After replacing $\hat{\psi}$-operators by $b$-operators according to (2.5) and (2.6) $\hat{\chi}_a$ is naturally decomposed as follows

$$\hat{\chi}_a = \left\{ p^2, d_r, d_r^\dagger, T_{rq}, T_{rq}^\dagger, I_{rq} \right\}, \quad r, q = 1, \ldots, s,$$

(2.14)

for integer spins $s$ (even $N$), and

$$\hat{\chi}_a = \left\{ p^2, d_r, d_r^\dagger, T_{rq}, T_{rq}^\dagger, I_{rq}, \hat{\psi}, \tau_r, \tau_r^\dagger \right\}, \quad r, q = 1, \ldots, [s],$$

(2.15)

for half-integer spins $s$ (odd $N$), where the operators in the curly brackets are defined as follows (I use a different notation here as compared to [3])

$$d_r \equiv p \cdot b_r, \quad T_{rq} \equiv b_r \cdot b_q,$$

$$I_{rq} \equiv \frac{1}{2} \left( b_r^\dagger \cdot b_q - b_q \cdot b_r^\dagger \right) = b_r^\dagger \cdot b_q - d/2 \delta_{rq},$$

$$\hat{\psi} \equiv p \cdot \hat{\psi} = \hat{p}^\dagger, \quad \tau_r \equiv \hat{\psi} \cdot b_r.$$

(2.16)

Notice that

$$T_{rq}^\dagger = -b_r^\dagger \cdot b_q^\dagger, \quad T_{rq} = -T_{qr},$$

$$I_{rq}^\dagger = I_{qr}, \quad \tau_r^\dagger = -\hat{\psi} \cdot b_r^\dagger, \quad d_r^\dagger = p \cdot b_r^\dagger.$$

(2.17)

$T$ and $T^\dagger$ only exist for $s \geq 2$ due to their antisymmetry.

The algebra of these operators are (cf.(4.2) and (5.2) in [3]) (the nonzero (anti)commutators)

$$[d_q, d_r^\dagger]_+ = p^2 \delta_{qr},$$

$$[T_{qr}, T_{tu}]_- = \delta_{rt} I_{uq} - \delta_{qt} I_{ur} + \delta_{qu} I_{tr} - \delta_{ru} I_{tq},$$

$$[I_{qr}, T_{tu}]_- = \delta_{qt} T_{ur} - \delta_{qu} T_{tr},$$

$$[I_{qr}, I_{tu}]_- = \delta_{rt} I_{qu} - \delta_{ru} I_{tr},$$

$$[T_{qr}, d_t^\dagger]_- = \delta_{rt} d_q - \delta_{qt} d_r,$$

$$[I_{qr}, d_t]_- = -\delta_{qt} d_r,$$

$$[\hat{\psi}, \hat{p}]_+ = p^2,$$

$$[\tau_q, \tau_r]_- = -T_{qr},$$

$$[\tau_q, I_{rt}]_- = I_{qr},$$

$$[\tau_q, \hat{\psi}]_- = d_q,$$

$$[\tau_q, d_r]_- = -\delta_{qr} \hat{\psi},$$

$$[\tau_q, T_{rq}^\dagger]_- = \delta_{qr} \tau_t - \delta_{qt} \tau_r.$$
Notice that $\hat{\phi}$ and $d_r$ are odd operators. This quantum algebra implies in particular

$$(\hat{\phi})^2 = \frac{1}{2} p^2, \quad (d_r)^2 = 0 \quad r = 1, \ldots, [s]. \quad (2.19)$$

For integer $s$ (even $N$) the quantum conditions (2.4) become (from (2.14) and where $|F\rangle$ is the ansatz (2.7))

1. $p^2 |F\rangle = 0$,
2. $d_r |F\rangle = 0$,
3. $d^\dagger_r |F\rangle = 0$,
4. $T_{rq} |F\rangle = 0$,
5. $T_{rq}^\dagger |F\rangle = 0$,
6. $I_{rq} |F\rangle = 0$,

(2.20)

for $r, q = 1, \ldots, s$. Condition (1) is the Klein-Gordon equation, (2) and (3) are differential conditions, (4) and (5) are trace conditions, and (6) is an index structure condition. The notation is chosen in accordance with these properties: $d_r$ is a graded external differential operator, $T$ is the trace operator, and $I$ is the index operator. (For $s = 0$ only condition (1) exists, and for $s = 1$ only (1)-(3) and (6) exist.)

For half-integer $s$ (odd $N$) one gets the conditions (2.20) with $|F\rangle$ replaced by the general ansatz $|\Psi\rangle$ in (2.9) and for $r, q = 1, \ldots [s]$, together with the additional conditions

7. $\hat{\psi} |\Psi\rangle = 0$,
8. $\tau_r |\Psi\rangle = 0$,
9. $\tau^\dagger_r |\Psi\rangle = 0$,

(2.21)

for $r = 1, \ldots, [s]$. Condition (7) is the Dirac equation, and (8) and (9) are gamma trace conditions ($\tau$ is the gamma trace operator). Notice that the conditions in (2.21) imply the conditions in (2.20) through the algebra (2.18). Eqs. (2.21) are therefore sufficient to determine the properties of the half-integer spin states. (For $[s] = 0$ only condition (7) exists.)

According to the duality properties derived in appendices A and B also the states $|\tilde{F}\rangle$ and $|\tilde{\Psi}\rangle$ satisfy (2.20) and (2.21) if the states $|F\rangle$ and $|\Psi\rangle$ do, where $\tilde{F}$ and $\tilde{\Psi}$ are the dual fields to $F$ and $\Psi$. For this reason it is allowed to impose (anti)self duality on $F$ and $\Psi$. In addition, the equations (2.21) are invariant under chiral transformations since $\sqrt{2} \psi^\mu$ may be represented by either $\gamma^\mu$ or $\tilde{\gamma} \gamma^\mu$ ($\tilde{\gamma}^2 = -1$) both yielding the same equations. This in turn allows for chiral projections.

It is now straightforward to write down the corresponding wave equations from the ansätze (2.7) and (2.9). For integer spins $s$ the wave function
representation of conditions (1)-(6) in (2.20) is as follows: First the index condition (6) implies that $F$ in (2.7) is a tensor field of rank $sd/2$ consisting of $s$ groups of antisymmetric sets of $d/2$ indices:

$$F_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x),$$

(2.22)
i.e. the integer $n_j$ for all $j$ in (2.7) is required to be $d/2$ which in turn requires $d$ to be even. Furthermore, the condition (6) on the ansatz (2.7) implies that $F$ is symmetric under interchange of any two groups of antisymmetric indices and that it satisfies the properties

$$F_{[\mu_1\cdots\mu_{d/2}\mu_{d/2+1}]}\nu_2\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}(x) = 0.$$  (2.23)

Obviously, the condition (6) determines the index structure. The remaining conditions in (2.20) imply

$$(1) \quad \square F_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0,$$

$(2) \quad \partial^{\mu_1} F_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0,$

$(3) \quad \partial_{[\mu_1} F_{\mu_2\cdots\mu_{d/2}]\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0,$

$(4) & (5) \quad \gamma^{\mu_1\nu_1} F_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0.$ 

(2.24)

According to appendices A and B condition (5) requires the dual of $F$ to be traceless. (Use the relations (B.9) and (B.10) in appendix B.) This is satisfied, however, if $F$ itself is traceless as required by condition (4).

For half-integer spins one finds wave functions $\Psi$ which are spinors with tensor indices. The index condition (6) requires the spinor $\Psi$ to be a tensor field of rank $[s]d/2$ consisting of $[s]$ groups of antisymmetric sets of $d/2$ indices:

$$\Psi_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x),$$

(2.25)
i.e. the integer $n_j$ for all $j$ in (2.9) is required to be $d/2$ which in turn requires $d$ to be even. Furthermore, the condition (6) in (2.20) on (2.9) implies that $\Psi$ must be symmetric under interchange of any two groups of antisymmetric indices and that it satisfies the properties (cf (2.23))

$$\Psi_{[\mu_1\cdots\mu_{d/2}\mu_{d/2+1}]}\nu_2\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}(x) = 0.$$  (2.26)

The conditions in (2.21) imply

$$(7) \quad \partial\Psi_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0,$$

$(8) \quad \gamma^{\mu_1} \Psi_{\mu_1\cdots\mu_{d/2}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0,$

$(9) \quad \gamma_{[\mu_1} \Psi_{\mu_2\cdots\mu_{d/2+1}\nu_1\cdots\nu_{d/2}\rho_1\cdots\rho_{d/2};\cdots;\lambda_1\cdots\lambda_{d/2}}(x) = 0.$ 

(2.27)

Notice that (9) is the $\gamma$-trace condition of the dual of $\Psi$ (see (B.9), (B.10) in appendix B).
3 Gauge fields and their equations

3.1 Definitions of gauge fields

From the algebra \((2.18)\) it is easily seen that condition (3) in \((2.20)\) is solved by

\[ |F\rangle = \Pi |\phi\rangle, \]
\[ |\Psi\rangle = \Pi |\rho\rangle, \] (3.1)

where

\[ \Pi \equiv \Pi_{r=1}^{[s]} d_r^\dagger d_1^\dagger d_2^\dagger \cdots d_{[s]}^\dagger. \] (3.2)

(The \(d^\dagger\)-operators anticommute. \(\Pi\) is odd for odd \([s]\).) The states \(|\phi\rangle\) and \(|\rho\rangle\) represent gauge fields. (\(|\rho\rangle\) is a spinor state.) The states in \((3.1)\) satisfy the index condition (6) in \((2.20)\) if the gauge states satisfy

\[ I_{rq}^{(1)} |\phi\rangle = 0, \quad I_{rq}^{(1)} |\rho\rangle = 0, \quad I_{rq}^{(1)} \equiv I_{rq} + \delta_{rq}. \] (3.3)

These conditions are consistent since it follows from the algebra \((2.18)\) that \(I_{rq}^{(n)}\) defined by

\[ I_{rq}^{(n)} \equiv I_{rq} + n\delta_{rq} \] (3.4)

for any value of \(n\) satisfies

\[ [I_{qr}^{(n)}, I_{tu}^{(n)}]_\cdot = \delta_{rt} I_{qu}^{(n)} - \delta_{qu} I_{tr}^{(n)}. \] (3.5)

The algebra \((2.18)\) makes \(|F\rangle\) and \(|\Psi\rangle\) in \((3.1)\) invariant under the following transformations of the gauge states (\(|\xi_r\rangle\) are spinor states)

\[ |\phi\rangle \rightarrow |\phi\rangle + \sum_{r=1}^{[s]} d_r^\dagger |\varepsilon_r\rangle, \]
\[ |\rho\rangle \rightarrow |\rho\rangle + \sum_{r=1}^{[s]} d_r^\dagger |\xi_r\rangle, \] (3.6)

which also satisfy the conditions \((3.3)\) provided

\[ I_{rq}^{(1)} |\varepsilon_r\rangle = -\delta_{rt} |\varepsilon_q\rangle, \quad I_{rq}^{(1)} |\xi_r\rangle = -\delta_{rt} |\xi_q\rangle. \] (3.7)

These conditions determine the index structure of \(|\varepsilon_r\rangle\) and \(|\xi_r\rangle\). Eq.\((3.6)\) are gauge transformations and \(\varepsilon_r\) and \(\xi_r\) are gauge parameters.
I turn now to the corresponding wave function expressions of the above relations. First the relations (3.1) may be written as (constant factors and spinor indices are suppressed)

\[ F_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) = \]

\[ = \partial \lambda_1 \cdots \partial \rho_1 \partial \nu_1 \partial \mu_1 \partial \nu_2 \partial \nu_2 \cdots; \lambda_2 \ldots \lambda_{d/2}}(x), \]

\[ \Psi_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) = \]

\[ = \partial \lambda_1 \cdots \partial \rho_1 \partial \nu_1 \partial \mu_1 \partial \nu_2 \partial \nu_2 \cdots; \lambda_2 \ldots \lambda_{d/2}}(x), \]

(3.8)

where \( \phi \) and \( \rho \) are of rank \((d/2 - 1)|s|\). They are antisymmetric within each index block \( \{\mu_k\}_{k=1}^{d/2-1}, \{\nu_k\}_{k=1}^{d/2-1}, \{\rho_k\}_{k=1}^{d/2-1} \ldots \), and symmetric under interchange of any two of these antisymmetric blocks. They also satisfy the identities

\[ \phi_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) = 0, \]

\[ \rho_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) = 0, \]

(3.9)

from (3.3) above. The expression (3.8) are invariant under the gauge transformations

\[ \phi_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) \rightarrow \]

\[ \phi_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) + \]

\[ + \sum_{\text{sym} 1, \ldots, s} \partial \mu_1 \varepsilon_{\mu_2 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x), \]

\[ \rho_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) \rightarrow \]

\[ \rho_{\mu_1 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x) + \]

\[ + \sum_{\text{sym} \lambda 1, \ldots, [s]} \partial \mu_1 \xi_{\mu_2 \ldots \mu_{d/2}; \nu_1 \ldots \nu_{d/2}; \rho_1 \ldots \rho_{d/2}; \ldots; \lambda_1 \ldots \lambda_{d/2}}(x), \]

(3.10)

from (3.6) above. \( \Psi, \rho \) and \( \xi \) are spinors. The (vector) index structure of the functions \( \varepsilon \) and \( \xi \) are determined by (3.7). They are antisymmetric in each numbered block and symmetric under interchange of any two blocks. For integer spins these relations are well-known and were e.g. given in [7].

In the following I will not write down the corresponding field expressions with all the indices. The above examples should be a sufficient guide how to do it.
3.2 Definitions in terms of dual gauge fields

It is clear that instead of solving condition (3) in (2.20) by (3.1) one may solve condition (2) by

\[ |F\rangle = \Pi^I|\Phi\rangle, \]
\[ |\Psi\rangle = \Pi^I|\mathcal{R}\rangle, \]  
(3.11)

where (see (3.2))

\[ \Pi^I = \Pi^I_{r=1} d_r \equiv d_{[s]}d_{[s]-1} \cdots d_2d_1. \]  
(3.12)

The states \( |\Phi\rangle \) and \( |\mathcal{R}\rangle \) (a spinor state) represent new gauge states which have the dual properties to the previous ones in (3.1) (see below). The states in (3.11) satisfy the index condition (6) in (2.20) provided these gauge states satisfy

\[ I_r^{(-1)}|\Phi\rangle = 0, \quad I_r^{(-1)}|\mathcal{R}\rangle = 0, \quad I_r^{(-1)} \equiv I_r^0 - \delta_{rq}. \]  
(3.13)

which are consistent due to (3.5). \(|F\rangle\) and \(|\Psi\rangle\) in (3.11) are obviously invariant under the following transformations of the dual gauge states

\[ |\Phi\rangle \rightarrow |\Phi\rangle + \sum_{r=1}^s d_r|\mathcal{E}_r\rangle, \]
\[ |\mathcal{R}\rangle \rightarrow |\mathcal{R}\rangle + \sum_{r=1}^s d_r|\mathcal{X}_r\rangle, \]  
(3.14)

which satisfy the conditions (3.13) provided

\[ I_{rq}^{(-1)}|E_t\rangle = -\delta_{qt}|E_r\rangle, \quad I_{rq}^{(-1)}|X_t\rangle = -\delta_{qt}|X_r\rangle, \]  
(3.15)

which determines the index structure of \(|E_t\rangle\) and \(|X_t\rangle\).

In fact, the present solutions of conditions (2) and (6) in (2.20) have dual properties compared to the previous solutions of conditions (3) and (6) in (2.20). To be more precise I define duality here by the exchange \( b^\mu_l \leftrightarrow b^\mu_s \) together with a corresponding exchange of the vacuum states for the \( b^-\) operators. The relation between the vacuum states are given in appendix A and the general duality properties are written down in appendix B. These properties applied to the equations (1)-(9) in (2.20) and (2.21) imply that the dual fields \( \tilde{F} \) and \( \tilde{\Psi} \) satisfy the same equations as \( F \) and \( \Psi \). It follows then that one may impose (anti)self-duality on the fields \( F \) and \( \Psi \). From appendix B it follows also that (3.1) implies

\[ |\tilde{F}\rangle = \tilde{\Pi}|\tilde{\phi}\rangle, \quad |\tilde{\Psi}\rangle = \tilde{\Pi}|\tilde{\rho}\rangle, \]  
(3.16)
and since the dual of Π is defined to be Π with \( b \) and \( b^\dagger \) interchanged one has
\[
\tilde{\Pi} = (-1)^{[s][(s)-1]}_2 \Pi^\dagger.
\] (3.17)

Thus, apart from signs the gauge fields \( \Phi \) and \( R \) in (3.11) may be identified with the dual gauge fields to \( \phi \) and \( \rho \) in subsection 3.1 in the case of (anti) self-duality. Also \( E \) and \( \chi \) are then duals to \( \varepsilon \) and \( \xi \). Thus, in this case one may make the following identifications
\[
\Phi = \tilde{\phi}, \quad R = \tilde{\rho}, \quad E_r = \tilde{\varepsilon}_r, \quad \chi_r = \tilde{\xi}_r,
\] (3.18)
disregarding signs. By inspection one finds then that (3.13), (3.14) and (3.15) are dual relations to (3.3), (3.6) and (3.7) according to the general duality properties in appendix B.

### 3.3 General equations for the gauge fields

In subsection 3.1 the conditions (3) and (6) in (2.20) were solved by expressing the original fields in terms of gauge fields. Consider now condition (4), the trace condition. For integer spins I find from (3.1)
\[
T_{rq} |F\rangle = \Pi''_{rq} T_{rq} d^\dagger_r d^\dagger_q |\phi\rangle = -\Pi''_{rq} |E^{(rq)}_{\phi,\lambda}\rangle, \quad |E^{(rq)}_{\phi,\lambda}\rangle \equiv p^2 |\phi\rangle - d^\dagger_r d_r |\phi\rangle - d^\dagger_q d_q T_{rq} |\phi\rangle + \sum_{k \neq r,q} d^\dagger_k |\lambda_k\rangle,
\] (3.19)

where \( \Pi''_{rq} \) is equal to the operator \( \Pi \) in (3.2) without the factors \( d^\dagger_r \) and \( d^\dagger_q \). The sign is defined by the equality \( \Pi = \Pi''_{rq} d^\dagger_r d^\dagger_q \). \( |\lambda_k\rangle \) are arbitrary states. It follows that
\[
T_{rq} |F\rangle = -\Pi''_{rq} |E_{\phi,\lambda}\rangle,
\] (3.20)

where
\[
|E_{\phi,\lambda}\rangle \equiv p^2 |\phi\rangle - \sum_{r=1}^s d^\dagger_r d_r |\phi\rangle - \frac{1}{2} \sum_{r,q=1}^s d^\dagger_r d^\dagger_q T_{rq} |\phi\rangle + \frac{1}{6} \sum_{r,q,t=1}^s d^\dagger_r d^\dagger_q d^\dagger_t |\lambda_{rq,t}\rangle,
\] (3.21)

where \( |\lambda_{rq,t}\rangle \) is an arbitrary antisymmetric state. Since the equality (3.20) is valid for arbitrary \( r \) and \( q \), condition (4) in (2.20) is solved by
\[
|E_{\phi,\lambda}\rangle = 0,
\] (3.22)
which is a second order equation for $|\phi\rangle$. (In fact, the corresponding manifestly conformal theory requires that $|\phi\rangle$ satisfies a second order equation [20].) In order for $|E_{\phi,\lambda}\rangle$ to satisfy

$$I^{(1)}_{rq}|E_{\phi,\lambda}\rangle = 0$$

as required by (3.3), $|\lambda_{rqt}\rangle$ must have the index structure determined by

$$I^{(1)}_{rq}|\lambda_{tuv}\rangle = -\delta_{rt}|\lambda_{quv}\rangle - \delta_{ru}|\lambda_{tvu}\rangle - \delta_{rv}|\lambda_{tuv}\rangle.$$  

(3.24)

Since (3.1) also implies

$$d_r|F\rangle = (-1)^{s-1}\Pi'_r d_r d^\dagger_r|\phi\rangle = (-1)^{s-1}\Pi'_r \left(p^2 - d^\dagger_r d_r\right)|\phi\rangle = (-1)^{s-1}\Pi'_r |E_{\phi,\lambda}\rangle,$$

(3.25)

it follows that condition (2) in (2.20) is also solved by (3.22). (\Pi'_r is $\Pi$ in (3.2) without the factor $d^\dagger_r$ and where the sign is determined by the equality $\Pi = \Pi'_r d^\dagger_r$.) Obviously, also (1) is solved by (3.22) since

$$p^2|F\rangle = \Pi p^2|\phi\rangle = \Pi |E_{\phi,\lambda}\rangle.$$  

(3.26)

In fact, even condition (5) in (2.20) is solved by (3.22). To see this one may notice that (see appendix B)

$$T_{rq}^\dagger|F\rangle = 0 \iff T_{rq} |\tilde{F}\rangle = 0,$$

(3.27)

and since the trace of the dual of $F$ is zero when the trace of $F$ is zero it follows that condition (5) is satisfied by (3.22). Thus, conditions (1)-(6) are solved by the equation (3.22) provided the gauge field $\phi$ is defined by (3.1) and has the index structure (3.3).

The conditions (1)-(6) in (2.20) are gauge invariant. Also (3.22) is gauge invariant if the states $|\lambda_{rqt}\rangle$ transform in a particular way. To see this let the gauge transformation (3.6) be combined with

$$|\lambda_{rqt}\rangle \rightarrow |\lambda_{rqt}\rangle + \delta|\lambda_{rqt}\rangle.$$  

(3.28)

Then a gauge transformation of $|E_{\phi,\lambda}\rangle$ is

$$|E_{\phi,\lambda}\rangle \rightarrow |E_{\phi,\lambda}\rangle + \delta|E_{\phi,\lambda}\rangle,$$

$$\delta|E_{\phi,\lambda}\rangle \equiv -\frac{1}{2} \sum_{rqt=1}^s d^\dagger_r d^\dagger_q d^\dagger_t T_{rq}|\varepsilon_t\rangle + \frac{1}{6} \sum_{r,q,t=1}^s d^\dagger_r d^\dagger_q d^\dagger_t \delta|\lambda_{rqt}\rangle.$$  

(3.29)

Obviously $\delta|E_{\phi,\lambda}\rangle = 0$ if

$$\delta|\lambda_{rqt}\rangle = T_{rq}|\varepsilon_t\rangle + \text{cycle}(rqt).$$  

(3.30)
(For \( |\lambda_{rq} \rangle = 0 \) reduces to the (generalized) Fronsdal equations \([4]\). See subsection 4.2 below.)

For half-integer spins the decomposition (3.1) yields

\[
\tau_r |\Psi \rangle = \Pi'_r \tau_r d^\dagger_r |\rho \rangle = -\Pi'_r |\mathcal{E}^{(r)}_{\rho,\lambda} \rangle, \\
|\mathcal{E}^{(r)}_{\rho,\lambda} \rangle \equiv \hat{p}(\rho) - d^\dagger_r \tau_r |\rho \rangle + \sum_{k \neq r} d^\dagger_k |\lambda_k \rangle, 
\]

(3.31)

where \( \Pi'_r \) as above is equal to the operator \( \Pi \) in (3.2) without the factor \( d^\dagger_r \) and where the sign is determined by the equality \( \Pi = \Pi'_r d^\dagger_r \). \( |\lambda_k \rangle \) are arbitrary spinor states. It follows that

\[
\tau_r |\Psi \rangle = -\Pi'_r |\mathcal{E}^{(r)}_{\rho,\lambda} \rangle, 
\]

(3.32)

where

\[
|\mathcal{E}^{(r)}_{\rho,\lambda} \rangle \equiv \hat{p}(\rho) - \sum_{r=1}^{[s]} d^\dagger_r \tau_r |\rho \rangle + \frac{1}{2} \sum_{r,q=1}^{[s]} d^\dagger_r d^\dagger_q |\lambda_{rq} \rangle, 
\]

(3.33)

for arbitrary \( r \) where \( |\lambda_{rq} \rangle \) is an arbitrary antisymmetric state. Obviously condition (8) in (2.21) is solved by

\[
|\mathcal{E}^{(r)}_{\rho,\lambda} \rangle = 0. 
\]

(3.34)

In order for \( |\mathcal{E}^{(r)}_{\rho,\lambda} \rangle \) to satisfy the index condition

\[
I^{(1)}_{rq} |\mathcal{E}^{(r)}_{\rho,\lambda} \rangle = 0 
\]

(3.35)

as may be inferred from (3.3), \( |\lambda_{rq} \rangle \) must satisfy

\[
I^{(1)}_{rq} |\lambda_{tu} \rangle = -\delta_{rt} |\lambda_{qu} \rangle + \delta_{ru} |\lambda_{qt} \rangle, 
\]

(3.36)

which determines the index structure of \( |\lambda_{rq} \rangle \). Since

\[
\hat{p}(\Psi) = (-1)^{[s]} \Pi \hat{p}(\rho) = (-1)^{[s]} \Pi |\mathcal{E}^{(r)}_{\rho,\lambda} \rangle, 
\]

(3.37)

it follows that (3.33) also solves condition (7) in (2.21). Also condition (9) in (2.21) should be solved by (3.33), but I have no proof. Notice that the property

\[
\tau^\dagger_r |\Psi \rangle = 0 \iff \tau_r |\tilde{\Psi} \rangle = 0 
\]

(3.38)

has no consequence here other than that condition (9) is obviously satisfied by (3.34) if (anti)self-duality is imposed on \( \Psi \). If conditions (7)-(9) are solved by (3.34) then it follows by consistency that also (1)-(6) are solved by (3.34). Now, conditions (1)-(6) are actually solved by (3.34). To see this
one may notice that the above analysis implies that conditions (1)-(6) are solved by

$$|E_{\rho,\lambda'}\rangle = 0,$$

(3.39)

where $|E_{\rho,\lambda'}\rangle$ has the form (3.21) with $\phi$ and $\lambda$ replaced by $\rho$ and $\lambda'$ both with a spinor index. The expression (3.33) implies on the other hand

$$\left(2p - \sum_{r=1}^{[s]} d_r^\dagger \tau_r\right)|\mathcal{E}_{\rho,\lambda}\rangle = \left(p^2 - \sum_{r=1}^{[s]} d_r^\dagger d_r - \frac{1}{2} \sum_{r,q=1}^{[s]} d_r^\dagger d_q^\dagger T_{rq}\right)|\rho\rangle +$$

$$+ \frac{1}{6} \sum_{r,q,t=1}^{[s]} d_r^\dagger d_q^\dagger d_t^\dagger |\lambda'_{rqt}\rangle,$$

(3.40)

where $\lambda'$ is

$$|\lambda'_{rqt}\rangle \equiv -\left(\tau_r|\lambda_{qt}\rangle + \tau_t|\lambda_{rq}\rangle + \tau_q|\lambda_{tr}\rangle\right).$$

(3.41)

If $\lambda'$ in (3.39) is chosen to be this expression then (3.40) is equal to $|E_{\rho,\lambda'}\rangle$ and (3.39) follows from (3.34). (Equation (3.39) is except for the spinor part the equation for a spin $[s] = s - 1/2$ particle.) In conclusion, conditions (1)-(8) are solved by (3.34), and probably condition (9) as well. (It is at least solved if (anti)self-duality is imposed on $\Psi$.) All this provided the gauge fields $\rho$ have the index structure (3.3).

The gauge transformation

$$|\rho\rangle \quad \longrightarrow \quad |\rho\rangle + \sum_{k=1}^{[s]} d_k^\dagger |\xi_k\rangle$$

(3.42)

implies that $|\mathcal{E}_{\rho,\lambda}\rangle$ in (3.33) transforms as follows

$$\delta|\mathcal{E}_{\rho,\lambda}\rangle = -\sum_{r,q=1}^{[s]} d_r^\dagger d_q^\dagger \tau_r|\xi_q\rangle + \frac{1}{2} \sum_{r,q=1}^{[s]} d_r^\dagger d_q^\dagger \delta|\lambda_{rq}\rangle,$$

(3.43)

where $\delta|\lambda_{rq}\rangle$ is the gauge transformation of $|\lambda_{rq}\rangle$. $|\mathcal{E}_{\rho,\lambda}\rangle$ is therefore gauge invariant if

$$\delta|\lambda_{rq}\rangle = \tau_r|\xi_q\rangle - \tau_q|\xi_r\rangle.$$  

(3.44)

(For $|\lambda_{rq}\rangle = 0$ (3.34) reduces to the (generalized) Fang-Fronsdal equations [5]. See subsection 4.2.) Notice that (3.44) implies for (3.41)

$$\delta|\lambda'_{rqt}\rangle = T_{rq} |\zeta_t\rangle + cycle(rqt),$$

(3.45)

which makes (3.39) gauge invariant (cf (3.30)) as is obvious from (3.40).

The derivations in (3.20) and (3.32) are similar to previous derivations (see e.g. [24,25,15,23,16,17]), and in fact they were inspired by the derivations in [23] where the same field representation is used.
3.4 General equations for the dual gauge fields

In subsection 3.2 the original gauge invariant fields were expressed in terms of dual gauge fields when I solved conditions (2) and (6) in (2.20). Consider now the dual trace condition (5). For integer spins I find from (3.11)

\[ T_{rq}^\dagger |F\rangle = -(\Pi_{rq}^{(r)} |G_{\Phi,\Lambda}\rangle, \]

\[ |G_{\Phi,\Lambda}\rangle \equiv p^2|\Phi\rangle - d_r d_r^\dagger |\Phi\rangle - d_q d_q^\dagger |\Phi\rangle - d_q d_r T_{rq}^\dagger |\Phi\rangle + \sum_{k \neq r,q} d_k |\Lambda_k\rangle, \]

(3.46)

where \( \Pi^\dagger = -(\Pi_{rq}^{(r)} |d_r d_q\rangle. \) \( (\Pi_{rq}^{(r)} |d_r d_q\rangle \) is equal to the operator \( \Pi^\dagger \) in (3.12) without the factors \( d_r \) and \( d_q. \) It follows that

\[ T_{rq}^\dagger |F\rangle = -(\Pi_{rq}^{(r)} |G_{\Phi,\Lambda}\rangle, \]

(3.47)

where

\[ |G_{\Phi,\Lambda}\rangle \equiv p^2|\Phi\rangle - \sum_{r=1}^s d_r d_r^\dagger |\Phi\rangle - \frac{1}{2} \sum_{r,q=1}^s d_q d_r T_{rq}^\dagger |\Phi\rangle + \]

\[ + \frac{1}{6} \sum_{r,q,t=1}^s d_r d_q d_t |\Lambda_{rqr}\rangle, \]

(3.48)

where \( |\Lambda_{rqt}\rangle \) is an arbitrary antisymmetric state. Thus, condition (5) is solved by

\[ |G_{\Phi,\Lambda}\rangle = 0. \]

(3.49)

In order for \( |G_{\Phi,\Lambda}\rangle \) to satisfy

\[ I_{rq}^{(-1)} |G_{\Phi,\Lambda}\rangle = 0 \]

(3.50)

as may be inferred from (3.13), \( |\Lambda_{rqt}\rangle \) must satisfy

\[ I_{rq}^{(-1)} |\Lambda_{tuv}\rangle = \delta_{qt} |\Lambda_{rtu}\rangle + \delta_{qu} |\Lambda_{utr}\rangle + \delta_{qv} |\Lambda_{tur}\rangle, \]

(3.51)

where \( I^{(-1)} \) is defined in (3.4). These conditions determine the index structure of \( \Lambda_{tuv}. \) Since

\[ d_r^\dagger |F\rangle = (-1)^{s-1} (\Pi'_r)^\dagger d_r^\dagger d_r |\Phi\rangle = (-1)^{s-1} (\Pi'_r)^\dagger (p^2 - d_r d_r^\dagger) |\Phi\rangle = \]

\[ = (-1)^{s-1} (\Pi'_r)^\dagger |G_{\Phi,\Lambda}\rangle, \]

(3.52)

it follows that condition (3) in (2.20) is also solved by (3.49). \( (\Pi') = (-1)^{s-1} (\Pi'_r)^\dagger d_r. \) Thus, \( (\Pi')^\dagger \) is \( \Pi^\dagger \) in (3.12) without the factor \( d_r. \) Condition (1) is solved by (3.49) since

\[ p^2 |F\rangle = \Pi^\dagger p^2 |\Phi\rangle = \Pi^\dagger |G_{\Phi,\Lambda}\rangle. \]

(3.53)
Also condition (4) is solved by (3.48) since the equivalence (3.27) is still valid. Thus, conditions (1)-(6) are solved by the equation (3.48) provided the gauge field Φ is defined by (3.11) and has the index structure (3.13).

The conditions (1)-(6) in (2.20) are gauge invariant. Also (3.48) is gauge invariant if the states \(|Λ_{rqt}\rangle\) transform in a particular way. Let the gauge transformation (3.14) be combined with

\[|Λ_{rqt}\rangle \rightarrow |Λ_{rqt}\rangle + δ|Λ_{rqt}\rangle.\]  

(3.54)

Then a gauge transformation of \(|G_{Φ,Λ}\rangle\) is

\[|G_{Φ,Λ}\rangle \rightarrow |G_{Φ,Λ}\rangle + δ|G_{Φ,Λ}\rangle,\]

\[δ|G_{Φ,Λ}\rangle \equiv -\frac{1}{2} \sum_{rqt=1}^{s} d_r d_q \dot{T}_{qr} \langle Λ_t | + \frac{1}{6} \sum_{r,q,t=1}^{s} d_r d_q \ddot{d}_t δ|Λ_{rqt}\rangle.\]  

(3.55)

Obviously \(δ|G_{Φ,Λ}\rangle = 0\) if

\[δ|Λ_{rqt}\rangle = -\dot{T}_{rq} |Λ_t\rangle + cycle(rqt).\]  

(3.56)

For half integer spins the decomposition (3.11) yields

\[τ_r^\dagger |Ψ\rangle = (-1)^{[s]-1}(Π_r^\dagger)^\dagger d_r |R\rangle = (-1)^{[s]-1}(Π_r^\dagger)^\dagger |G_{R,Λ}\rangle,\]

\[|G_{R,Λ}\rangle \equiv \bar{ρ}|R\rangle + d_r τ_r^\dagger |R\rangle + \sum_{k ≠ r} d_k |Λ_k\rangle,\]  

(3.57)

where \((Π_r^\dagger)^\dagger\) is defined as above, i.e. it is equal to the operator \(Π^\dagger\) in (3.12) without the factor \(d_r\). It follows that

\[τ_r^\dagger |Ψ\rangle = (-1)^{[s]-1}(Π_r^\dagger)^\dagger |G_{R,Λ}\rangle,\]  

(3.58)

where

\[|G_{R,Λ}\rangle \equiv \bar{ρ}|R\rangle + \sum_{r=1}^{[s]} d_r τ_r^\dagger |R\rangle + \frac{1}{2} \sum_{r,q=1}^{[s]} d_r d_q |Λ_{rq}\rangle,\]  

(3.59)

where \(|Λ_{rq}\rangle\) is an arbitrary antisymmetric spinor state. Thus, condition (9) in (2.21) is solved by

\[|G_{R,Λ}\rangle = 0.\]  

(3.60)

In order for \(|G_{R,Λ}\rangle\) to satisfy the index condition

\[I_{rq}^{(-1)} |G_{R,Λ}\rangle = 0\]  

(3.61)
as may be inferred from (3.13), \(|\Lambda_{rq}\) must satisfy
\[ I_{r_q}^{(-1)}|\Lambda_{tu}\rangle = \delta_{qt}|\Lambda_{ru}\rangle - \delta_{qu}|\Lambda_{rt}\rangle, \quad (3.62) \]
which determines the index structure of \(|\Lambda_{rq}\). Since
\[ \mathbf{M}|\Psi\rangle = (-1)^{|s|} \mathbf{M}^\dagger \mathbf{M}|\mathcal{R}\rangle = (-1)^{|s|} \mathbf{M}^\dagger |\mathcal{R}_{\Lambda,\Lambda}\rangle, \quad (3.63) \]
it follows that (3.60) also solves condition (7) in (2.21). Also condition (8) should be solved by (3.60) but I have no proof. It is satisfied if (anti)self-duality is imposed on \(\Psi\). Conditions (1)-(6) are solved by (3.60). This follows since (1)-(6) are solved by
\[ |G_{\mathcal{R},\Lambda'}\rangle = 0, \quad (3.64) \]
where \(|G_{\mathcal{R},\Lambda'}\rangle\) is equal to (3.48) with \(\Phi\) and \(\Lambda\) replaced by \(\mathcal{R}\) and \(\Lambda'\) both with the same index structure except that the latter also have a spinor index. Notice that
\[ (2\mathbf{M} + d_r \tau_r^\dagger)|\mathcal{G}_{\mathcal{R},\Lambda}\rangle = \left( p^2 - \sum_{r=1}^{|s|} d_r d_r^\dagger + \frac{1}{2} \sum_{r,q=1}^{|s|} d_r d_q T_{rq}^\dagger \right) |\mathcal{R}\rangle + \\
\quad + \frac{1}{6} \sum_{r,q,t=1}^{|s|} |\Lambda_{rq}'\rangle, \quad (3.65) \]
where
\[ |\Lambda_{rq}'\rangle = \tau_r^\dagger |\Lambda_{qt}\rangle + \tau_q^\dagger |\Lambda_{tr}\rangle + \tau_t^\dagger |\Lambda_{rq}\rangle. \quad (3.66) \]
If \(\Lambda'\) in (3.64) is chosen to be the expression (3.66) then (3.65) follows from (3.60) since (3.65) then is equal to \(|G_{\mathcal{R},\Lambda'}\rangle\) in (3.64).

The gauge transformation
\[ |\mathcal{R}\rangle \longrightarrow |\mathcal{R}\rangle + \sum_{k=1}^{|s|} d_k |\mathcal{X}_k\rangle \quad (3.67) \]
makes \(|\mathcal{G}_{\mathcal{R},\Lambda}\rangle\) in (3.59) to transform as follows
\[ \delta|\mathcal{G}_{\mathcal{R},\Lambda}\rangle = \sum_{r,q=1}^{|s|} d_r d_q \tau_r^\dagger |\mathcal{X}_q\rangle + \frac{1}{2} \sum_{r,q=1}^{|s|} d_r d_q \delta|\Lambda_{rq}\rangle, \quad (3.68) \]
where \(\delta|\Lambda_{rq}\rangle\) is the gauge transformation of \(|\Lambda_{rq}\rangle\). \(|\mathcal{G}_{\mathcal{R},\Lambda}\rangle\) is therefore gauge invariant if
\[ \delta|\Lambda_{rq}\rangle = \tau_r^\dagger |\mathcal{X}_r\rangle - \tau_q^\dagger |\mathcal{X}_q\rangle. \quad (3.69) \]
These transformations imply that $\Lambda'$ in (3.66) transform as (3.56) with $|\Lambda_t\rangle$ replaced by $|X_t\rangle$.

According to the duality rules in appendix B one has the duality properties

$$\widetilde{G_{\Phi,\Lambda}} = |E_{\widetilde{\Phi},\widetilde{\Lambda}}\rangle, \quad |\widetilde{G_{R,\Lambda}}\rangle = |E_{\widetilde{R},\widetilde{\Lambda}}\rangle,$$

where $\widetilde{\Phi}$, $\widetilde{R}$ and $\widetilde{\Lambda}$ have the same index structure as $\phi$, $\rho$ and $\lambda$. Thus, the solutions here are equivalent to the solutions in the previous subsection. They are identical if (anti)self-duality is imposed on $F$ and $\Psi$. If (up to signs), as required by (anti)self-duality,

$$\Phi = \widetilde{\phi}, \quad \Lambda_{rqt} = \widetilde{\lambda}_{rqt}, \quad R = \widetilde{\rho}, \quad \Lambda_{rq} = \widetilde{\lambda}_{rq},$$

then one finds by inspection that (3.48), (3.50), (3.51), (3.55), (3.56), (3.59), (3.65), (3.66), (3.61), (3.62), (3.67), (3.68), (3.69) are the dual relations to (3.21), (3.23), (3.24), (3.29), (3.30), (3.33), (3.40), (3.41), (3.35), (3.36), (3.42), (3.43), (3.44) respectively.

### 4 Properties of the equations for the gauge fields

From now on and until the end of part I repeated indices are summed over.

#### 4.1 Identities and auxiliary conditions

From the expressions (3.21) and (3.33) for $|E_{\phi,\lambda}\rangle$ and $|E_{\rho,\lambda}\rangle$ in the equations of motion (3.22) and (3.34) one may derive the following identities.

$$\left( d_r - \frac{1}{2} d_t^\dagger T_{tr} \right) |E_{\phi,\lambda}\rangle \equiv \frac{1}{12} d_{k}^\dagger d_{q}^\dagger d_{t}^\dagger |C_{kqr}\rangle,$$

$$\left( d_r + \frac{1}{3} d_t^\dagger (T_{tr} + \tau_r \tau_t) \right) |E_{\rho,\lambda}\rangle \equiv -\frac{1}{6} d_{t}^\dagger d_{k}^\dagger |Z_{tkr}\rangle,$$

where

$$|C_{kqr}\rangle \equiv \left( T_{kq} T_{tr} + T_{qt} T_{kr} + T_{tk} T_{qr} \right) |\phi\rangle - d_{k} |\lambda_{qtr}\rangle - d_{q} |\lambda_{trk}\rangle - d_{t} |\lambda_{rkt}\rangle - d_{r} |\lambda_{qtk}\rangle - d_{q} |\lambda_{ktr}\rangle -$$

$$\frac{1}{2} d_{t}^\dagger \left( T_{kr} |\lambda_{uqt}\rangle + T_{qr} |\lambda_{atk}\rangle + T_{tr} |\lambda_{ukq}\rangle \right) +$$

$$\frac{1}{2} d_{q}^\dagger \left( T_{kq} |\lambda_{urt}\rangle + T_{qt} |\lambda_{ark}\rangle + T_{tk} |\lambda_{urk}\rangle \right) +$$

$$\frac{1}{2} d_{t}^\dagger \left( T_{uk} |\lambda_{qtr}\rangle - T_{uq} |\lambda_{trk}\rangle + T_{ut} |\lambda_{rkt}\rangle - T_{ur} |\lambda_{qtk}\rangle \right).$$

(4.3)
\[ |Z_{tkr} \rangle \equiv \left( T_{kr} \tau_t + T_{rt} \tau_k + T_{tk} \tau_r \right) |\rho \rangle + \left( d_k |\lambda_{rt} \rangle + d_r |\lambda_{tk} \rangle + d_t |\lambda_{kr} \rangle \right) - \]
\[ - \hat{p} \left( \tau_k |\lambda_{rt} \rangle + \tau_r |\lambda_{tk} \rangle + \tau_t |\lambda_{kr} \rangle \right) + \]
\[ + d_k^t \left( T_{kr} |\lambda_{qt} \rangle + T_{rt} |\lambda_{qk} \rangle + T_{tk} |\lambda_{qr} \rangle \right) + \]
\[ + d_k^t \tau_q \left( \tau_k |\lambda_{rt} \rangle + \tau_r |\lambda_{tk} \rangle + \tau_t |\lambda_{kr} \rangle \right). \] \tag{4.4}

These expressions are totally antisymmetric and also fully gauge invariant. Imposing the equations of motion
\[ |E_{\phi,\lambda} \rangle = 0, \quad |E_{\rho,\lambda} \rangle = 0 \] \tag{4.5}
requires then \( |C_{kqtr} \rangle \) and \( |Z_{tkr} \rangle \) to be of the form
\[ |C_{kqtr} \rangle = d_k^t d_q^t |A_{tr} \rangle + d_k^t d_q^t |A_{rt} \rangle + \text{cycle}(qtr), \]
\[ |Z_{tkr} \rangle = d_k^t d_k^t |A_r \rangle + \text{cycle}(tkr), \] \tag{4.6}
where \( |A_{tr} \rangle = - |A_{rt} \rangle \). Since \( |C_{kqtr} \rangle \) and \( |Z_{tkr} \rangle \) are gauge invariant also \( |A_{tr} \rangle \) and \( |A_r \rangle \) must be gauge invariant. However, there seem to be no (local) gauge invariant states \( |A_{tr} \rangle \) and \( |A_r \rangle \) that are nonzero when \( \lambda \) are imposed. (There seem also to be no gauge invariant \( |A_{tr} \rangle \) and \( |A_r \rangle \) consistent with the conformal properties of \( |C_{kqtr} \rangle \) and \( |Z_{tkr} \rangle \).) Effectively, \( \lambda \) seems therefore to require
\[ |C_{kqtr} \rangle = 0, \quad |Z_{tkr} \rangle = 0. \] \tag{4.7}

In fact, there are further identities:
\[ \left( T_{kq} T_{tr} + T_{qk} T_{kr} + T_{tk} T_{qr} \right) |E_{\phi,\lambda} \rangle \equiv 2p^2 |C_{kqtr} \rangle - d_k^t d_u |C_{kqtr} \rangle - \]
\[ - d_k^t d_k^t |U_{rkr} \rangle + d_k^t d_u |C_{uktr} \rangle + d_k^t d_q^t |U_{ktr} \rangle - \]
\[ - \frac{1}{2} d_k^t d_t^t |T_{uv} \rangle |C_{kqtr} \rangle, \] \tag{4.8}
\[ \left( T_{kr} \tau_t + T_{rt} \tau_k + T_{tk} \tau_r \right) |E_{\rho,\lambda} \rangle \equiv \left( 2 \hat{p} - d_k^t \tau_u \right) |Z_{krt} \rangle + \frac{1}{2} d_k^t \tau_u |Z_{tkr} \rangle, \] \tag{4.9}
where the last antisymmetric expression may be written as follows
\[ \tau_u |Z_{tkr} \rangle \equiv \tau_u |Z_{tkr} \rangle - \tau_t |Z_{kr} \rangle + \tau_k |Z_{rt} \rangle - \tau_r |Z_{utk} \rangle. \] \tag{4.10}

The identities \( \text{(4.8)} \) and \( \text{(4.9)} \) restrict the expressions \( \text{(4.6)} \) further. (They are, however, trivially satisfied for \( s < 4 \) and \( s < 7/2 \) respectively.)
From (3.40) it follows that the identities in (4.1) and (4.8) are also satisfied if $|E_{\phi,\lambda}\rangle$ is replaced by $(2p - d^T_{\tau_r})|\mathcal{E}_{\rho,\lambda}\rangle$. However, the resulting $|C_{kqtr}\rangle$ is then given by (4.3) with $|\phi\rangle$ replaced by $|\rho\rangle$, and with $|\lambda_{kqt}\rangle$ replaced by $|\lambda'_{kqt}\rangle$ given in (3.41). This $|C_{kqtr}\rangle$ may also be expressed in terms of $|Z_{krt}\rangle$ as follows: $|C_{kqtr}\rangle = \frac{1}{2}\tau [k|Z_{qtr}\rangle$. In the present formulation the antisymmetric products in (4.3), (4.4), (4.8) and (4.9), i.e. $(\mathcal{T T})_{kqtr} \equiv \left( T_{kq}T_{tr} + T_{qk}T_{tr} + T_{tk}T_{qr} \right)$, $(\mathcal{T}T)_{krt} \equiv \left( T_{kr}\tau_t + T_{rt}\tau_k + T_{tk}\tau_r \right) = (\tau T)_{krt}$, should be interpreted as the double trace operator and the product of the trace and gamma trace operator respectively. Notice also the antisymmetric triple gamma trace operator $(\tau \tau \tau)_{krt} \equiv \tau_k \tau_r \tau_t + \tau_r \tau_t \tau_k + \tau_t \tau_k \tau_r - \tau_k \tau_t \tau_r - \tau_t \tau_r \tau_k = - (\tau T)_{krt}$, and the antisymmetric quadruple gamma trace operator $(\tau \tau \tau \tau)_{utkr} \equiv \tau_u (\tau \tau \tau)_{tkr} - \tau_t (\tau \tau \tau)_{kru} + \tau_k (\tau \tau \tau)_{rut} - \tau_r (\tau \tau \tau)_{utk} = -2(\mathcal{T T})_{utkr}$.

One may notice the following correspondences between the expressions given here and the expressions given in the symmetric case in [6] (in $d = 4$ they should be equivalent).

| $|E_{\phi,\lambda}\rangle$ | $\mathcal{A}$ in (2.4) |
|-------------------------|----------------------|
| $|\mathcal{E}_{\rho,\lambda}\rangle$ | $\mathcal{W}$ in (2.43) |
| (4.1) | $\leftrightarrow$ (2.6) |
| (4.2) | $\leftrightarrow$ (2.45) |
| $|C_{kqtr}\rangle$ in (4.4) | $\leftrightarrow$ $\mathcal{C}$ in (2.12) |
| $|Z_{tkr}\rangle$ in (4.7) | $\leftrightarrow$ $\mathcal{Z}$ in (2.50) |
| (4.8) | $\leftrightarrow$ (2.15) |
| (4.9) | $\leftrightarrow$ (4.15) |

The equation numbers on the right-hand side refer to section 2 in [27] except for the last one which refers to [6] (the last identity is not written down in [27]).

### 4.2 Relations to the (Fang)-Fronsdal equations

The generalized (Fang)-Fronsdal equations follow from (4.5) when the compensator fields are set to zero, i.e.

$$
|\lambda_{kq}\rangle = 0, \quad |\lambda_{rqt}\rangle = 0. \quad (4.14)
$$
In this case (4.5) reduces to

\[ |F_\phi \rangle = 0, \quad |F_\phi \rangle \equiv \left( p^2 - d_i^r d_r - \frac{1}{2} d_i^r d_i^r T_{rt} \right) |\phi \rangle, \]
\[ |F_\rho \rangle = 0, \quad |F_\rho \rangle \equiv \left( \hat{p} - d_i^r \tau_r \right) |\rho \rangle. \]  
(4.15)

From these expressions and the relation

\[ \left( 2 \hat{p} - d_i^r \tau_k \right) \left( \hat{p} - d_i^r \tau_r \right) = p^2 - d_i^r d_r - \frac{1}{2} d_i^r d_i^r T_{rt}. \]  
(4.16)

it follows that \(|\rho \rangle\) for spin \(s\) satisfies the same equation as \(|\phi \rangle\) for spin \(s - 1/2\). (This is a special case of (3.40).) From (4.14) it follows furthermore that the gauge invariance is restricted to those in which the gauge parameters satisfy the trace conditions (for all \(q, t, r\))

\[ T_{rq} |\varepsilon_t \rangle + T_{q} |\varepsilon_r \rangle + T_{tr} |\varepsilon_q \rangle = 0, \]
\[ \tau_r |\xi_t \rangle - \tau_t |\xi_r \rangle = 0 \]  
(4.17)

from (3.30) and (3.44). It is easy to see that these restrictions are trivially satisfied for \(s \leq 2\) and \(s \leq 3/2\) respectively, and that they are nontrivial for \(s \geq 3\) in the integer spin case, and for \(s \geq 5/2\) in the half-odd integer case. The restrictions (4.7) imply also from (4.3) and (4.4) that the gauge fields satisfy the double trace conditions which here have the form (for all \(k, q, t, r\))

\[ (TT)_{kqtr} |\phi \rangle = 0, \quad (T\tau)_{krt} |\rho \rangle = 0, \]  
(4.18)

where the totally antisymmetric expressions \((TT)\) and \((T\tau)\) are defined in (4.11). It is easily seen that they are trivially satisfied for \(s \leq 3\) and \(s \leq 5/2\) respectively, and nontrivial for \(s \geq 4\) and \(s \geq 7/2\) respectively. The above results should be sufficiently convincing that the restricted equations (4.15) for \(d = 4\) indeed are equivalent to the (Fang)-Fronsdal equations, and that their restrictions on the gauge parameters and gauge fields are exactly (4.17) and (4.18) for \(d = 4\). (Only in \(d = 4\) do I have symmetric gauge fields.) For even dimensions \(d > 4\) (4.15)-(4.18) are generalized (Fang)-Fronsdal equations.

Notice that even the restricted case satisfies identities like (4.1), (4.2) and (4.8), (4.9):

\[ \left( d_r - \frac{1}{2} d_i^r T_{tr} \right) |F_\phi \rangle = \frac{1}{12} d_i^r d_i^q d_i^l (TT)_{kqtr} |\phi \rangle, \]
\[ \left( d_r + \hat{p} \tau_r - \frac{1}{3} d_i^l (T_{tr} + \tau_r \tau_l) \right) |F_\rho \rangle = -\frac{1}{6} d_i^l d_i^l (T\tau)_{krt} |\rho \rangle, \]  
(4.19)
and

\[(TT)_{kqtr}|F_\phi\rangle \equiv 2p^2(TT)_{kqtr}|\phi\rangle - d_u^1 d_u(TT)_{kqtr}|\phi\rangle - d_u^1 d_u(TT)_{ukrt}|\phi\rangle - d_u^1 d_u(TT)_{uqk}|\phi\rangle - \frac{1}{2} d_u^1 d_u(TT)_{uv}(TT)_{kqtr}|\phi\rangle,
\]

\[(T\tau)_{krt}|F_\rho\rangle \equiv \left(2\not\!p - d_u^1 \tau_u\right)(T\tau)_{krt}|\rho\rangle + \frac{1}{2} d_u^1 \tau_u(T\tau)_{tkr}|\rho\rangle, \tag{4.20}\]

where the totally antisymmetric expressions \((TT)\) and \((T\tau)\) are defined in (4.11), and where

\[\tau_u(T\tau)_{tkr} - \tau_t(T\tau)_{tkr} - \tau_k(T\tau)_{rut} = 2(TT)_{uukr}. \tag{4.21}\]

The identities (4.19) and (4.20) follow from the operator equalities

\[\left(d_r + \frac{1}{2} d_u^1 T_{tr}\right)\left(p^2 - d_u^1 d_u\right) = \frac{12}{12} d_u^1 d_u^1 d_u^1 (TT)_{kqtr},\]

\[\left(d_r + \not\!p \tau - \frac{1}{3} d_u^1 (T_{tr} + \tau_r \tau_t)\right)\left(p - d_u^1 \tau_u\right) = -\frac{1}{6} d_u^1 d_u^1 (TT)_{krt},\]

\[\left[(TT)_{kqtr}, p^2 - d_u^1 d_u\right] = \left(p^2 - d_u^1 \tau_u\right) = \left|(TT)_{kqtr}\right| + d_u^1 (TT)_{ukrt}, \tag{4.22}\]

obtained from the quantum algebra (2.13).

5 Gauge invariant actions for the wave functions

I shall now look for actions which reproduce the gauge invariant equations above. Such actions must be gauge invariant. A natural real ansatz for the actions of the equations (3.22) and (3.34) (or equivalently (4.5)) are

\[S_{01} \equiv \langle \phi| E_{\phi,\lambda} \rangle + \langle E_{\phi,\lambda}| \phi\rangle, \quad S_{02} \equiv \langle \phi| E_{\rho,\lambda} \rangle + \langle E_{\rho,\lambda}| \phi\rangle, \tag{5.1}\]

where the gauge fields \(|\phi\rangle\) and \(|\rho\rangle\) are restricted by their index structure, \textit{i.e.} the conditions in (3.3) must be satisfied. Now, there is a problem with the gauge invariance of these actions. Although \(|E_{\phi,\lambda}\rangle\) and \(|E_{\rho,\lambda}\rangle\) are gauge invariant, a gauge transformation (3.6) of the actions (5.1) yields

\[S_{01} \rightarrow S_{01} + \langle \psi_k| d_k| E_{\phi,\lambda} \rangle + \langle E_{\phi,\lambda}| d_k^1 |\psi_k\rangle,\]

\[S_{02} \rightarrow S_{02} + \langle \psi_k| d_k| E_{\rho,\lambda} \rangle + \langle E_{\rho,\lambda}| d_k^1 |\psi_k\rangle. \tag{5.2}\]
Gauge invariance of the actions \(5.1\) requires therefore
\[
d_k |E_{\phi,\lambda} \rangle = 0, \quad d_k |E_{\rho,\lambda} \rangle = 0, \quad k = 1, \ldots, [s]. \tag{5.3}
\]
However, these conditions are not satisfied for \(s > 1\). I find
\[
d_k |E_{\phi,\lambda} \rangle = \left( -d_k^\dagger d_r d_k + p^2 d_k^\dagger T_{rk} - \frac{1}{2} d_k^\dagger d_q^\dagger T_{rqt} d_k \right) |\phi \rangle + \\
+ \frac{1}{2} p^2 d_k^\dagger d_q^\dagger |\lambda_{rqk} \rangle - \frac{1}{6} d_k^\dagger d_q^\dagger d_k^\dagger |\lambda_{rqt} \rangle,
\]
\[
d_k |E_{\rho,\lambda} \rangle = -\left( pd_k + p^2 \tau_k - d_k^\dagger \tau_r d_k \right) |\rho \rangle + \\
+ p^2 d_k^\dagger |\lambda_{kr} \rangle + \frac{1}{2} d_k^\dagger d_q^\dagger |\lambda_{r}\rangle. \tag{5.4}
\]
Obviously gauge invariant actions must contain more terms than those in \(5.1\). In fact, since the gauge invariance of \(|E_{\phi,\lambda}\rangle\) and \(|E_{\rho,\lambda}\rangle\) requires gauge transformations of the compensator fields (the \(|\lambda\rangle\)-states), also the \(\lambda\)-fields must be dynamical, \textit{i.e.} they must be either expressed in terms of the gauge fields or they must be treated as independent auxiliary fields. Here I choose to treat the compensator fields as independent fields. Thus, the actions not only yield the equations \(3.22\) and \(3.34\) (or equivalently \(4.5\)) but also equations that should either determine the compensator fields in terms of the gauge fields or leave them redundant. Inspired and guided by the corresponding construction for symmetric gauge fields by Francia and Sagnotti in \([6]\) (see also section 2 of \([27]\)) I was finally able to arrive at the following gauge invariant actions: (I am thankful to Dario Francia for carefully explaining the derivation in \([6, 27]\))
\[
S_1 \equiv \frac{1}{2} \langle \phi | \left( 1 - \frac{1}{4} T_{ut}^\dagger T_{ut} \right) |E_{\phi,\lambda} \rangle + \frac{1}{8} \langle \alpha_{utr} | T_{ut} d_r |E_{\phi,\lambda} \rangle + \\
+ \frac{1}{24} \langle \beta_{uqtr} | C_{uqtr} \rangle + c.c.,
\]
\[
S_2 \equiv \frac{1}{2} \langle \rho | \left( 1 - \tau_k^\dagger \tau_k + \frac{1}{3} \tau_q^\dagger \tau_q (T_{qk} + \tau_k \tau_q) \right) |E_{\rho,\lambda} \rangle + \\
+ \frac{1}{2} \langle \alpha_{kr} | \left( d_r \tau_k + \frac{1}{3} \delta (\tau_k \tau_r + \tau_r \tau_k) \right) |E_{\rho,\lambda} \rangle - \\
- \frac{1}{6} \langle \alpha_{kr} \tau_q^\dagger (T_{qk} + \tau_k \tau_q) d_r |E_{\rho,\lambda} \rangle - \frac{1}{12} \langle \beta_{tkr} | Z_{tkr} \rangle + c.c., \tag{5.5}
\]
where I apart from the gauge fields have introduced the independent auxiliary fields \(\alpha\) and \(\beta\). They are defined below.

In the integer spin case \(\alpha\) is required to transform as
\[
\delta |\alpha_{utr} \rangle = T_{ut} |\varepsilon_r \rangle \tag{5.6}
\]
under gauge transformations. The compensator field \(\lambda\) in \(|E_{\phi,\lambda}\rangle\) is then defined in terms of \(\alpha\) as follows
\[
|\lambda_{utr} \rangle \equiv |\alpha_{utr} \rangle + cycle(utr). \tag{5.7}
\]
\( \alpha \) is only antisymmetric in the first two indices and have the index structure
\[
I_{\tau \rho}^{(1)} | \alpha_{\tau \rho u} \rangle = - \delta_{\tau \rho} | \alpha_{\rho u} \rangle - \delta_{\tau u} | \alpha_{\tau u} \rangle - \delta_{r u} | \alpha_{\tau u} \rangle.
\] (5.8)

The auxiliary field \( \beta_{k q t r} \) is totally antisymmetric with the index structure
\[
I_{ab}^{(1)} | \beta_{k q t r} \rangle = \delta_{a[k} | \beta_{q t r]b} \rangle \equiv \delta_{a k} | \beta_{q t r b} \rangle - \delta_{a q} | \beta_{t r k b} \rangle + \delta_{a t} | \beta_{r k q b} \rangle - \delta_{a r} | \beta_{k q t b} \rangle,
\] (5.9)

which is the same index structure as that of \( | C_{k q t r} \rangle \). Under gauge transformations it is required to transform as
\[
\delta | \beta_{u q t r} \rangle = \frac{1}{4} \left( d_u d_q d_r | \xi_r \rangle + \text{cycle}(u q t r) \right).
\] (5.10)

(This cycle contains signs.)

In the half-integer case the auxiliary field \( \alpha_{k r} \) is required to satisfy the index structure
\[
I_{\tau \rho}^{(1)} | \alpha_{\tau \rho} \rangle = - \delta_{\tau \rho} | \alpha_{\rho} \rangle - \delta_{\tau} | \alpha_{\tau} \rangle.
\] (5.11)

and to determine the compensator field \( \lambda_{k r} \) in \( | \xi_{\nu, \lambda} \rangle \) through the relation
\[
| \lambda_{k r} \rangle \equiv | \alpha_{k r} \rangle - | \alpha_{r k} \rangle.
\] (5.12)

Under gauge transformations it is required to transform as
\[
\delta | \alpha_{k r} \rangle = \tau_k | \xi_r \rangle,
\] (5.13)

which is consistent with the relation (5.12). The auxiliary field \( \beta_{k r} \) is totally antisymmetric with the index structure
\[
I_{ab}^{(1)} | \beta_{k r} \rangle = - \delta_{a[k} | \beta_{r]b} \rangle \equiv - \delta_{a k} | \beta_{r b} \rangle - \delta_{a r} | \beta_{k b} \rangle - \delta_{a t} | \beta_{r k b} \rangle - \delta_{a r} | \beta_{k r b} \rangle,
\] (5.14)

which is the same as the index structure of \( | Z_{k r} \rangle \). Under gauge transformations \( \beta_{k r} \) is required to transform as
\[
\delta | \beta_{k r} \rangle = \frac{1}{3} \left( d_t d_k | \xi_r \rangle + \text{cycle}(k r) \right).
\] (5.15)

The gauge invariance of the actions in (5.5) follow from the transformation formulas (5.6), (5.10), (5.13), (5.15) and the relations
\[
d_r \left( 1 - \frac{1}{4} T_{u t}^\dagger T_{u t} \right) = d_r - \frac{1}{2} d_u^\dagger T_{u t} - \frac{1}{4} T_{u t}^\dagger T_{u t} d_r,
\]
\[
d_r \left( 1 - \tau_k^\dagger \tau_k + \frac{1}{3} \tau_k^\dagger \tau_q^\dagger (T_{q k} + \tau_k \tau_q) \right) = d_r + \frac{1}{2} d_k^\dagger \left( T_{k r} + \tau_r \tau_k \right) - \tau_k^\dagger \left( \frac{1}{3} \rho (\tau_r \tau_k + \tau_k \tau_r) + \tau_r d_r - \frac{1}{3} \tau_q^\dagger (T_{q k} + \tau_k \tau_q) d_r \right),
\] (5.16)

together with the identities (4.11) and (4.12).

Compared to the ingredients of the previously derived equations, (3.22) and (3.34), the \( \alpha \) and \( \beta \) fields are new objects although part of the \( \alpha \) fields are related to the compensator fields \( \lambda \). Below it will be shown that the new fields act like Lagrange multipliers in the actions (5.5).
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5.1 Remarks on the Lagrangian equations of motion from (5.5)

Since the actions $S_1$ and $S_2$ in (5.5) are gauge invariant it follows that their equations of motion are gauge invariant.

A variation of $\beta_{uqtr}$ in $S_1$ and a variation of $\beta_{tkr}$ in $S_2$ yield trivially

$$|C_{uqtr}\rangle = 0,$$
$$|Z_{tkr}\rangle = 0,$$  \hspace{2cm} (5.17)

respectively, where $C$ and $Z$ are defined in (4.3) and (4.4). These equations are gauge invariant. They were also argued for in subsection 4.1 and they yield the (Fang)-Fronsdal double trace conditions (4.18) in the limit (4.14).

In order to analyse the equations that follow from a variation of $\alpha$ it is convenient to decompose $\alpha$ in terms of independent fields as follows

$$|\alpha_{krt}\rangle = \frac{1}{3}(|\lambda_{krt}\rangle + |\gamma_{krt}\rangle - |\gamma_{rkt}\rangle),$$
$$|\alpha_{rt}\rangle = \frac{1}{2}(|\lambda_{rt}\rangle + |\gamma_{rt}\rangle),$$  \hspace{2cm} (5.18)

where the compensator fields $\lambda$ are given by (5.7) and (5.12), and where

$$|\gamma_{krt}\rangle \equiv |\alpha_{krt}\rangle + |\alpha_{trk}\rangle,$$
$$|\gamma_{rt}\rangle \equiv |\alpha_{rt}\rangle + |\alpha_{tr}\rangle.$$  \hspace{2cm} (5.19)

Since $|E_{\phi,\lambda}\rangle$, $|E_{\rho,\lambda}\rangle$, $|C_{uqtr}\rangle$, and $|Z_{tkr}\rangle$ are independent of these $\gamma$ fields, it follows that $\gamma$ acts as a Lagrange multiplier in the actions (5.5). It is easily seen that a variation of the $\gamma$'s yields the equations

$$\left(T_{ut}dr + T_{rt}du\right)|E_{\phi,\lambda}\rangle = 0,$$
$$\left(dr\tau_k + dk\tau_r + \frac{2}{3}\beta(\tau_r\tau_k + \tau_k\tau_r)\right)|E_{\rho,\lambda}\rangle -$$
$$-\frac{1}{3}\tau_q^\dagger\left\{(T_{qk} + \tau_k\tau_q)dr + (T_{qr} + \tau_r\tau_q)dk\right\}|E_{\rho,\lambda}\rangle = 0,$$  \hspace{2cm} (5.20)

which are gauge invariant. The variations of the gauge fields $\phi$, $\rho$ and the compensator fields $\lambda$ are more involved. The straight-forward expressions are given in appendix C. To check whether or not (5.17), (5.20) and the equations in appendix C reduce to

$$|E_{\phi,\lambda}\rangle = 0, \quad |E_{\rho,\lambda}\rangle = 0.$$  \hspace{2cm} (5.21)

is highly nontrivial. (This check is complicated even in the symmetric case [6].) The reason is that in order to reduce the equations one has apart from
using the algebra of operators in (2.18) also use the properties (valid for $k = 1, \ldots, [s]$)

$$(A_k)^{d/2}|\phi\rangle = 0, \quad (a_k)^{d/2}|\rho\rangle = 0,$$

where the operators $A_k$ and $a_k$ represent any of the following operators

$$A_k = d_k, T_{jk} \text{ any } j, \quad a_k = d_k, \tau_k, T_{jk} \text{ any } j.$$  (5.23)

Thus, in e.g. $d = 4$ (symmetric gauge fields) the product of any two operators given in (5.23) yields zero on the gauge states. Apart from these difficulties one should at least be able to rewrite the equations in appendix C in terms of a set of elementary gauge invariant states as is done in the symmetric case [6, 27]. In order to do so one has first to find a sufficient number of different elementary gauge invariant states. However, so far I have only given the following gauge invariant states:

$$|E_\phi, \lambda\rangle, \quad |E_\rho, \lambda\rangle, \quad |C_{uqtr}\rangle, \quad |Z_{tkr}\rangle$$

in (3.21), (3.33), (4.3) and (4.4) respectively. Guided by the similarity to the treatment of the symmetric case in [6, 27] I find also the following gauge invariant states

$$|B_{uqtr}\rangle \equiv |\beta_{uqtr}\rangle - \frac{1}{12}|K_{uqtr}\rangle, \quad (5.24)$$

$$|B_{qrt}\rangle \equiv |\beta_{qrt}\rangle - \frac{1}{6}|Y_{qrt}\rangle, \quad (5.25)$$

where

$$|K_{uqtr}\rangle \equiv d_u d_q T_{tr}|\phi\rangle - d_k^T d_u d_q |\alpha_{tr}|k\rangle - p^2 d_u |\lambda_{qtr}\rangle,$$

$$|Y_{qrt}\rangle \equiv d_q T_{tr}|\rho\rangle - d_k^T d_q |\tau_{tr}|u\rangle + p^2 \tau_q |\lambda_{qrt}\rangle,$$

(5.26)

where in turn the antisymmetric expressions may be written as

$$d_u d_q T_{tr} \equiv d_u d_q T_{tr} - d_q d_t T_{ru} + \text{cycle(qtr)},$$

$$d_u d_q |\alpha_{tr}|k\rangle \equiv d_u d_q |\alpha_{tr}|k\rangle - d_q d_t |\alpha_{ru}|k\rangle + \text{cycle(qtr)},$$

$$d_u |\lambda_{qtr}\rangle \equiv d_u |\lambda_{qtr}\rangle - d_q |\lambda_{tru}\rangle + d_t |\lambda_{ru}| - d_r |\lambda_{uqt}|,$$

$$d_q T_{tr} \equiv d_q T_{tr} + \text{cycle(qtr)},$$

$$d_q |\tau_{tr}|u\rangle \equiv d_q (\tau_{tr}|\alpha_{tu}\rangle - \tau_{tr}|\alpha_{ru}\rangle) + \text{cycle(qtr)},$$

$$\tau_q |\lambda_{qrt}\rangle \equiv \tau_q |\lambda_{qrt}\rangle + \text{cycle(qtr)}.$$  (5.27)

$|\lambda_{qtr}\rangle$ and $|\lambda_{qrt}\rangle$ are given by (5.7) and (5.12). The above expressions (5.24) and (5.25) may be compared to $B$ and $Y$ in the symmetric case given by (2.13) and (2.50) in [27]. In the symmetric case the equations of motion are possible to express in terms of the gauge invariant states $A, C, B$ (integer spins $s$) and $W, Z, Y$ (half-integer spins $s$). I have now what looks like the
corresponding gauge invariant states (see table at the end of subsection 4.1 and above). A further similarity to the symmetric case is that the actions \( S_1 \) and \( S_2 \) involve the gauge invariant states

\[
\begin{align*}
(1 - \frac{1}{4} T_{ut}^+ T_{ut}) |E_{\phi, \lambda}\rangle, \\
(1 - \frac{1}{4} \tau_k^+ \tau_k^+ (T_{qk} + \tau_k \tau_q)) |E_{\rho, \lambda}\rangle,
\end{align*}
\]

which correspond to the symmetric expressions

\[
A - \frac{1}{2} \eta A', \quad W - \frac{1}{2} \eta W' - \frac{1}{2} \gamma W
\]

in (2.7) and (2.47) in \[27\]. The gauge invariant states (5.28) enter also the equations of motion for \( \phi \) and \( \rho \) in appendix C which is also the case for (5.29) in the symmetric case.

Now the question is whether or not there are further elementary gauge invariant states here than those suggested by the symmetric case. One indication for this is the presence of the \( \gamma \)-fields in the actions. There is nothing like the \( \gamma \)-field in \[6\] and there are no equations like (5.20). The \( \gamma \)-fields enter here already for \( s \geq 3/2 \) in general. However, in \( d = 4 \) they enter at the same level as the compensator fields \( \lambda \) due to the relations (5.22). All this makes me believe that the Lagrangians contain redundant degrees of freedom that either have to be fixed by gauge fixing conditions or by further gauge invariant conditions which then may be imposed by means of gauge invariant Lagrange multipliers, or they may be transformed away in some way.

If the Lagrangian equations can be written in a manifestly gauge invariant form using only \( |E_{\phi, \lambda}\rangle, |E_{\rho, \lambda}\rangle, |C_{uqtr}\rangle, |Z_{tkr}\rangle \) and the \( |B\rangle \)-states (5.24) and (5.25) as suggested by the corresponding analysis in the symmetric case in \[6\], then it follows that the \( \beta \)-fields and the \( \gamma \)-fields only enter the gauge invariant states (5.24) and (5.25). In other words they enter only in the combinations allowed by these expressions, i.e.

\[
|\beta_{uqtr}\rangle + \frac{1}{36} d_k^1 d_{uq} d_q \left(|\gamma_{trk}\rangle - |\gamma_{rtk}\rangle\right), \\
|\beta_{qrt}\rangle + \frac{1}{12} d_u^1 d_{qtr} \left(|\gamma_{t|u}\rangle\right).
\]

This implies that the \( \gamma \)-states are pure gauge states: transformations of the form \( |\gamma\rangle \rightarrow |\gamma\rangle + |\theta\rangle \) may be compensated by transformations of \( |\beta\rangle \). It follows then that one may transform away the \( |\gamma\rangle \)-states completely and replace the \( |\beta\rangle \)-states by

\[
|\beta'_{uqtr}\rangle = |\beta_{uqtr}\rangle + \frac{1}{36} d_k^1 d_{uq} d_q \left(|\gamma_{trk}\rangle - |\gamma_{rtk}\rangle\right), \\
|\beta'_{qrt}\rangle = |\beta_{qrt}\rangle + \frac{1}{12} d_u^1 d_{qtr} \left(|\gamma_{t|u}\rangle\right).
\]
However, removing the $|\gamma\rangle$-states in the actions and replacing the $|\beta\rangle$-states by the above $|\beta'\rangle$-states yields new actions which seems far from equivalent with the original actions which should be the case if the starting assumption is right. It follows then that there must exist further gauge invariant states than those constructed so far. In fact, examples of additional gauge invariant states are

\[ |H_{kqtr}\rangle \equiv T_{rk}|\lambda_{uqt}\rangle + T_{rq}|\lambda_{utk}\rangle + T_{rt}|\lambda_{ukq}\rangle + T_{kt}|\lambda_{uqr}\rangle + T_{qr}|\lambda_{ukt}\rangle + T_{tu}|\lambda_{qrk}\rangle + T_{ru}|\lambda_{ktq}| - 2T_{[kq|\alpha_{tr}]u} \],

\[ |H_{tkrq}\rangle \equiv T_{kr}|\lambda_{qtr}\rangle + T_{rt}|\lambda_{qtk}\rangle + T_{tk}|\lambda_{trk}\rangle + T_{[tk|\alpha_{rq}]q} \],

where the first states are antisymmetric in $kqtr$ and the second in $tkr$. If $|H\rangle = 0$ is imposed as suggested by the following treatment then $|\lambda\rangle$ and $|\gamma\rangle$ will be related contrary to the previous treatment.

In conclusion the results here cast some doubts that the actions (5.5) without modifications actually yield the required equations. Since the reduction in terms of manifestly gauge invariant states is very difficult to do here, much more difficult than in the symmetric case in [6], which is far from easy, I turn now to the somewhat simpler minimal formulation. (This formulation has several ingredients with similar structures as the ingredients in the extended symmetric treatment in [28, 29]. There are e.g. corresponding relations to (5.32).)

6 The minimal formulation

The previous compensator fields appeared in the general solutions of the equations of motion, solutions which in turn are equations for the gauge fields. However, in order for the latter equations to be fully gauge invariant one does not need the most general form of the compensator fields that have been considered so far. There is in fact a much simpler minimal form that reproduce the same gauge transformations. To see this I rewrite the previous compensator fields as follows (cf (1.3) in [28], and (2.11) in [29])

\[ |\lambda_{qtr}\rangle = T_{rq}|X_t\rangle + T_{qt}|X_r\rangle + T_{tr}|X_q\rangle, \]

\[ |\lambda_{trk}\rangle = \tau_{qr}|\Xi_{tr}\rangle - \tau_{tr}|\Xi_{rk}\rangle \],

where $|X\rangle$ and $|\Xi\rangle$ are the minimal compensator fields which have an index structure determined by the conditions

\[ I_{qr}^{(1)}|X_t\rangle = -\delta_{qt}|X_r\rangle, \quad I_{qt}^{(1)}|\Xi_t\rangle = -\delta_{qt}|\Xi_r\rangle. \]
The required gauge transformations (3.30) and (3.44) follow if one demands that $|X\rangle$ and $|\Xi\rangle$ transform as
\[ \delta|X_r\rangle = |\varepsilon_r\rangle, \]
\[ \delta|\Xi_r\rangle = |\xi_r\rangle, \quad (6.3) \]
where $|\varepsilon_r\rangle$ and $|\xi_r\rangle$ are the gauge parameters. The gauge transformations of $|X\rangle$ and $|\Xi\rangle$ are therefore trivial. Notice that the new auxiliary fields $\alpha$ introduced in the actions (5.5) have the following simple form in terms of $|X\rangle$ and $|\Xi\rangle$,
\[ |\alpha_{utr}\rangle = T_{ut}|X_r\rangle, \]
\[ |\alpha_{kr}\rangle = \tau_k|\Xi_t\rangle. \quad (6.4) \]
In terms of $|X\rangle$ and $|\Xi\rangle$ one may now define new gauge invariant states à la Stückelberg: (cf (2.15) in [28], and (2.14) in [29])
\[ |\bar{\phi}\rangle \equiv |\phi\rangle - d^\dagger_k|X_k\rangle, \]
\[ |\bar{\rho}\rangle \equiv |\rho\rangle - d^\dagger_k|\Xi_k\rangle, \quad (6.5) \]
which are consistent with the index structure (3.3), i.e.
\[ I^{(1)}_{qr}|\bar{\phi}\rangle = 0, \quad I^{(1)}_{qr}|\bar{\rho}\rangle = 0. \quad (6.6) \]
Indeed inserting (6.1) into the $|E\rangle$-states in the equations of motion, i.e. (3.21) and (3.33), I find
\[ |E_{\phi,\lambda}\rangle = |F_{\bar{\phi}}\rangle \equiv \left(p^2 - d^\dagger_k d_r - \frac{1}{2} d^\dagger_k d^\dagger_l T_{rl}\right)|\bar{\phi}\rangle, \]
\[ |E_{\rho,\lambda}\rangle = |F_{\bar{\rho}}\rangle \equiv \left(\phi - d^\dagger_k \tau_r\right)|\bar{\rho}\rangle, \quad (6.7) \]
where $|F\rangle$, $|\mathcal{F}\rangle$ are the Fronsdal states (4.15). (Notice that $|F_{\bar{\phi}}\rangle = |F_{\phi}\rangle$ for $s = 1, 2$, and $|F_{\bar{\rho}}\rangle = |F_{\rho}\rangle$ for $[s] = 1$.) These states are now trivially gauge invariant due to (6.5). All identities in section 4 are still valid when (6.1) is inserted. Notice that $|C\rangle$ and $|Z\rangle$ in (4.3) and (4.4) reduce to (cf (2.20) in [28], and (2.17) in [29])
\[ |C_{kqtr}\rangle = (TT)_{kqtr}|\bar{\phi}\rangle, \]
\[ |Z_{krt}\rangle = (T\tau)_{krt}|\bar{\rho}\rangle, \quad (6.8) \]
which are manifestly gauge invariant due to (6.5).

Also the $|\beta\rangle$-fields in the actions (5.5) have corresponding gauge invariant expressions like (6.5). They are
\[ |\bar{\beta}_{ut}\rangle \equiv |\beta_{ut}\rangle - \frac{1}{4} d^\dagger_u d^\dagger_q d_r |X_{r}\rangle, \]
\[ |\bar{\beta}_{kr}\rangle \equiv |\beta_{kr}\rangle - \frac{1}{3} d^\dagger_q d_r |\Xi_{t}\rangle, \quad (6.9) \]
which are consistent with the index structures (5.9) and (5.14), i.e.

\[ I_{ab}^{(1)}|\bar{\beta}_{kqr}\rangle = \delta_{a[k}|\bar{\beta}_{qtr}\rangle, \quad I_{ab}^{(1)}|\bar{\beta}_{tkr}\rangle = -\delta_{a[t}]|\bar{\beta}_{kr}\rangle. \]  

Notice that the gauge invariant states \(|B_i\rangle\) in (5.24) and (5.25) reduce to the following expressions (these operators also satisfy (6.10))

\[ |B_{uqtr}\rangle = |\bar{\beta}_{uqtr}\rangle - \frac{1}{12}d[u]d[q]T_{tr}||\bar{\phi}\rangle, \]
\[ |B_{qrt}\rangle = |\bar{\beta}_{qrt}\rangle - \frac{1}{6}d[q]T_{rt}||\bar{\rho}\rangle. \]

(The antisymmetric operator expressions are given explicitly in (5.27).) The gauge invariant states \(|H_i\rangle\) in (5.32) reduce simply to zero when (6.1) is inserted.

The actions \(S_1\) and \(S_2\) in (5.5) become after insertion of (6.1) the following manifestly gauge invariant actions

\[ S_1 = \frac{1}{2}\langle\bar{\phi}\rangle\left(1 - \frac{1}{4}T^\dagger_{ut}T_{ut}\right)|\bar{\phi}\rangle + \frac{1}{24}\langle\bar{\beta}_{uqtr}|(TT)_{uqtr}|\bar{\phi}\rangle + c.c., \]
\[ S_2 = \frac{1}{2}\langle\bar{\phi}\rangle\left(1 - \tau_k^\dagger \tau_k + \frac{1}{3}\tau_k^\dagger \tau_q^\dagger (T_{qk} + \tau_k\tau_q)\right)|\bar{\rho}\rangle - \frac{1}{12}\langle\bar{\beta}_{qrt}|(T\tau)_{qrt}|\bar{\rho}\rangle + c.c. \]

The manifestly gauge invariant equations from these actions are easy to derive. From a variation of \(\bar{\beta}\) one finds

\[ (TT)_{uqtr}|\bar{\phi}\rangle = 0, \]
\[ (T\tau)_{qrt}|\bar{\rho}\rangle = 0, \]  

and a variation of \(|\bar{\phi}\rangle\) and \(|\bar{\rho}\rangle\) yield

\[ \left(1 - \frac{1}{4}T^\dagger_{ut}T_{ut}\right)|\bar{\phi}\rangle + \frac{1}{24}(T^\dagger T^\dagger)_{uqtr}|\bar{\beta}_{uqtr}\rangle - R_1 = 0 \]
\[ \left(1 - \tau_k^\dagger \tau_k + \frac{1}{3}\tau_k^\dagger \tau_q^\dagger (T_{qk} + \tau_k\tau_q)\right)|\bar{\rho}\rangle - \frac{1}{12}(T^\dagger T^\dagger)_{qrt}|\bar{\beta}_{qrt}\rangle - R_2 = 0, \]

where \(R_1\) is given in (6.38), and \(R_2\) in (6.42) below. However, even within this simple minimal formulation it is not easy to reduce these equations to a simple form.
6.1 Proposals for appropriate actions within the minimal formulation

As an ansatz for the appropriate gauge invariant actions I propose the following generic forms

\[
\begin{align*}
\bar{S}_1 &= \frac{1}{2}\langle \bar{\phi}|Q|F\bar{\phi}\rangle + \frac{1}{24}\langle B_{\text{uqtr}}|(TT)_{\text{uqtr}}|\bar{\phi}\rangle + \text{c.c.}, \\
\bar{S}_2 &= \frac{1}{2}\langle \bar{\phi}|Q|F\bar{\phi}\rangle - \frac{1}{12}\langle B_{\text{qrt}}|(T\tau)_{\text{qrt}}|\bar{\rho}\rangle + \text{c.c.},
\end{align*}
\]

(6.15)

where the gauge invariant states \(|B\rangle\) have the generic forms

\[
\begin{align*}
|B_{\text{uqtr}}\rangle &= |\bar{\beta}_{\text{uqtr}}\rangle + A_{\text{uqtr}}|\bar{\phi}\rangle, \\
|B_{\text{qrt}}\rangle &= |\bar{\beta}_{\text{qrt}}\rangle + A_{\text{qrt}}|\bar{\rho}\rangle,
\end{align*}
\]

(6.16)

where in turn the gauge invariant \(|\bar{\beta}\rangle\)-states are defined in (6.9). The \(A\)-operators are arbitrary apart from being totally antisymmetric and that they satisfy

\[
\begin{align*}
[I^{(1)}_{ab}, A_{\text{uqtr}}] &= \delta_{a[u} A_{\text{qtr}b]}, \\
[I^{(1)}_{ab}, A_{\text{qrt}}] &= -\delta_{a[t} A_{\text{kr}b]},
\end{align*}
\]

(6.17)

which follows since the \(|B\rangle\)-states (6.16) must satisfy (6.10). Obviously \(|B\rangle = 0\) for \(s \leq 3\). (The previous \(|B\rangle\)-states (6.11) are special examples of (6.16).) The \(Q\)\((Q)\)-operators have the general form (cf the ansätze for the projection operators (9.5) in the following higher order theory)

\[
\begin{align*}
Q &\equiv 1 + \sum_{n=1}^{M} \sum_{i} b_{ni}(T^\dagger)^n_{(i)}(T)^n_{(i)}, \\
Q &\equiv 1 + \sum_{n=1}^{M} \sum_{i} c_{ni}(\tau^\dagger)^n_{(i)}(\tau)^n_{(i)},
\end{align*}
\]

(6.18)

where \(T\) is the trace operator and \(\tau\) the gamma-trace operator in (2.16). \(b\) and \(c\) are real parameters determined by the conditions below. Indices are summed over pairwise, one index on \(T(\tau)\) and one index on \(T^\dagger(\tau^\dagger)\) and for each order \(n\) there are different ways to do the summation as indicated by the index \(i\). For each finite value of the spin \(s\) there is a finite integer \(L\) such that

\[
(T)^L|F_{\bar{\phi}}\rangle = 0, \quad (\tau)^L|F_{\bar{\rho}}\rangle = 0
\]

(6.19)

due to the properties (5.22), (5.23). The maximal order \(M\) in (6.18) is therefore finite for each finite value of \(s\).
Variations of $\bar{\phi}$ and $\bar{\rho}$ in the actions (6.15) yield the equations of motion

\[ Q|\bar{F}\rangle + (T^\dagger T^\dagger)_{uqrt}|B'_{uqrt}\rangle = R|\bar{\phi}\rangle, \]
\[ Q|\bar{F}\rangle + (T^\dagger \tau^\dagger)_{uqrt}|B'_{uqrt}\rangle = \mathcal{R}|\bar{\rho}\rangle, \]

(6.20)

where the $|B'\rangle$-states also are of the form (6.16) except that the $A$-operators might be different ($A'$). The operators $R$ and $\mathcal{R}$ are given by the expressions

\[ R = \frac{1}{2} [d^\dagger_k d_k, Q] + \frac{1}{4} (T^\dagger_T^\dagger d_q d_r Q + Q d^\dagger_q d^\dagger_r T_{rq}) - \frac{1}{24} (T^\dagger T^\dagger)_{uqrt} \Delta A_{uqrt}, \]
\[ \mathcal{R} = -\frac{1}{2} [\bar{\rho}, Q] - \frac{1}{2} \left( Q d^\dagger_r \tau^\dagger_r - \tau^\dagger_r d_r Q \right) + \frac{1}{12} (T^\dagger \tau^\dagger)_{tkr} \Delta A_{tkr}, \]

(6.21)

which are nonzero in general (see the explicit calculations below). In addition, the actions (6.15) yield the equations (6.13) from variations of $\bar{\beta}$ for $s > 3$.

The constant parameters $b$ and $c$ in the ansätze for the $Q(Q)$-operators are now proposed to be determined by the following conditions:

1) $Q(Q)$ must be hermitian.
2) $Q(Q)$ is required to satisfy the properties

\[ [(TT)_{uqrtk}, Q]|F_{\bar{\rho}}\rangle = M_{uqrtk;abcd}(TT)_{abcd}|F_{\bar{\rho}}\rangle, \]
\[ [(T\tau)_{uqrt}, Q]|F_{\bar{\rho}}\rangle = N_{uqrt;abc}(T\tau)_{abc}|F_{\bar{\rho}}\rangle, \]

(6.22)

where $M$ and $N$ are operator matrices.

3) $Q(Q)$ should be chosen such that

\[ R|\bar{\phi}\rangle = 0, \quad \mathcal{R}|\bar{\rho}\rangle = 0, \]

(6.23)

\textit{i.e.} the right-hand side in the equations (6.20) should vanish. To obtain the equalities (6.23) one should also use equations (6.13) and the freedom to choose $|B'\rangle$ (explicit in (6.21)).

If there are $Q(Q)$-operators satisfying the above conditions then I expect that the equations of motion (6.20) from the actions (6.15) yield the equations

\[ |F_{\bar{\phi}}\rangle = 0, \quad |F_{\bar{\rho}}\rangle = 0, \]

(6.24)

and

\[ |B'_{uqrt}\rangle = 0, \quad |B'_{uqrt}\rangle = 0. \]

(6.25)

The latter conditions determine the $\beta$-fields. The actual form of the $A'$-operators are irrelevant.
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The reduction of the Lagrangian equations (6.13) and (6.20) to (6.24) and (6.25) is expected to proceed as follows: First one multiplies (6.20) by \((TT)\) and \((T\tau)\) respectively. Then the identities (4.8) and (4.9) together with the properties 2) and 3) above make the equations (6.20) reduce to

\[
(TT)_{abcd}(T^\dagger uqrt)_{uqrt}B_{uqrt}' = 0,
\]

\[
(T\tau)_{abc}(T^\dagger uqrt)_{uqrt}B_{uqrt}' = 0.
\]

(6.26)

These expressions may also be written as

\[
|B_{abcd}'\rangle + \alpha T_{[a}^\dagger T_{|bc]} B_{c]\rangle_{kr} + \beta (T_{[a'}^\dagger T_{|b]} B_{c')}_{kr} = 0,
\]

\[
|B_{[a}^\prime_{bc]}^\prime_{k]}\rangle + \alpha T_{[a}^\dagger \tau_{|bc]} B_{c]}^\prime_{kr} + \beta (T_{[a}^\dagger \tau_{|bc]} B_{c]}^\prime_{kr}) = 0.
\]

(6.27)

I expect then that by applying \(T\) and \(\tau\) operators up to the limit allowed by (5.22), (5.23) it is possible to prove that (6.26) reduce to (6.25). However, this remains to be proven. (The corresponding properties are proved in the symmetric case [6].) Anyway, if this is so it follows that the equations (6.20) reduce to

\[
Q|F_{\phi}\rangle = 0, \quad Q|F_{\rho}\rangle = 0.
\]

(6.28)

I expect then that there exist operators \(Q'\) and \(Q'\) of the same form as the ansätze for \(Q\) and \(Q\) in (6.18) which satisfy the properties

\[
Q'Q|F_{\phi}\rangle = |F_{\phi}\rangle, \quad Q'Q|F_{\rho}\rangle = |F_{\rho}\rangle.
\]

(6.29)

By means of these \(Q'(Q')\)-operators the equations (6.28) then reduce to the wanted equations (6.24). For each finite \(s\) and finite \(M\) in (6.18) there should be no problem to construct a \(Q'(Q')\) of finite order satisfying (6.29) due to the properties (6.19) following from (5.22), (5.23).

Notice that exactly the same procedure applied to the actions (6.15) in the (Fang)-Fronsdal limit \(\bar{\phi} \rightarrow \phi, \bar{\rho} \rightarrow \rho\) yields the generalized (Fang)-Fronsdal equations (4.15), i.e.

\[
|F_{\phi}\rangle = 0, \quad |F_{\rho}\rangle = 0,
\]

(6.30)

provided the procedure works. A partial indication that this is the case is given below.

### 6.2 Some explicit calculations

Here I shall consider some actions with definite explicit forms of the \(Q(Q)\)-operators in (6.18). Since it looks like the order \(M\) in (6.18) is determined by \(N\) or equivalently the spin \(s = N/2\) the expansions in the \(Q(Q)\)-operators
in (6.13) should always be finite for a finite spin. I consider therefore the
above formulations for increasing orders \( M \) in the \( Q(Q) \)-operators. (The
order \( M \) is denoted with an index in the following: \( Q_M, Q_M, R_M, R_M \) and
similarly for the corresponding actions: \( (S_1)_M, (S_2)_M \).)

To start with I consider the actions (6.15) with the zeroth order \( Q(Q) \) -
operators, i.e. for \( Q_0 = 1 \) and \( Q_0 = 1 \). The actions (6.15) become then

\[
(S_1)_0 = \frac{1}{2} \langle \bar{\phi} | F \phi \rangle + \frac{1}{24} \langle B_{uqtr} | \langle TT \rangle_{uqtr} | \bar{\phi} \rangle + c.c.,
\]

\[
(S_2)_0 = \frac{1}{2} \langle \bar{\phi} | \mathcal{F} \phi \rangle - \frac{1}{12} \langle B_{qrt} | \langle T \tau \rangle_{qrt} | \bar{\rho} \rangle + c.c.. \tag{6.31}
\]

The equations of motion are (6.13) and

\[
| F \phi \rangle + \frac{1}{24} (T^\dagger T^\dagger)_{uqtr} | B_{uqtr} \rangle = \mathcal{R} | \bar{\phi} \rangle,
\]

\[
| \mathcal{F} \rho \rangle - \frac{1}{12} (T^\dagger \tau^\dagger)_{qrt} | B_{qrt} \rangle = \mathcal{R} | \bar{\rho} \rangle, \tag{6.32}
\]

where

\[
R_0 = \frac{1}{4} \left( T^\dagger_{rq} d_q d_r + d_\dagger_{rq} T_{qrt} \right), \quad R_0 = \frac{1}{2} \left( \tau^\dagger_r d_r - d_\dagger_r \tau_r \right). \tag{6.33}
\]

The conditions (6.23) are only satisfied for \( s \leq 1 \) in \( d = 4 \). Indeed, for \( s = 1 \) in \( d = 4 \) (6.31) reduces to

\[
(S_1)_0 = \frac{1}{2} \langle \bar{\phi} | F \phi \rangle + \frac{1}{2} \langle F \phi | \bar{\phi} \rangle = \langle F | F \rangle, \tag{6.34}
\]

which is the conventional spin one action (\( F \) is the original field strength
according to (3.1)). Notice that \( | F \phi \rangle = | F \phi \rangle \) and \( d_1 | F \phi \rangle = 0 \). (There are no
|\( B \)-states here.)

Consider then the action (6.15) for the first order \( Q(Q) \)-operators

\[
Q_1 = 1 - \frac{1}{4} T^\dagger_{ut} T_{ut}, \quad Q_1 = 1 - \tau^\dagger_r \tau_r. \tag{6.35}
\]

These expressions satisfy conditions 1), hermiticity and 2), (6.22). The
actions (6.15) become \( S_1 \) in (6.12) and

\[
(S_2)_1 = \frac{1}{2} \langle \bar{\phi} \rangle \left( 1 - \tau^\dagger_k \tau_k \right) | \mathcal{F} \phi \rangle - \frac{1}{12} \langle \bar{\beta}_{qrt} | \langle T \tau \rangle_{qrt} | \bar{\rho} \rangle + c.c.. \tag{6.36}
\]

The equations of motion are (6.13) and

\[
Q_1 | F \phi \rangle + \frac{1}{24} (T^\dagger T^\dagger)_{uqtr} | B_{uqtr} \rangle = \mathcal{R}_1 | \bar{\phi} \rangle,
\]

\[
Q_1 | \mathcal{F} \rho \rangle - \frac{1}{12} (T^\dagger \tau^\dagger)_{qrt} | B_{qrt} \rangle = \mathcal{R}_1 | \bar{\rho} \rangle, \tag{6.37}
\]
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where
\[
R_1 = -\frac{1}{16} \left( T_{ut}^\dagger T_{rq}^\dagger d_r d_r T_{ut} + d_r^\dagger d_r^\dagger T_{ur} T_{ur} T_{qr} \right),
\]
\[
R_1 = \frac{1}{2} \left( \tau_r^\dagger \tau_k \tau_r - \tau_r^\dagger \tau_r^\dagger \tau_r \tau_k \right).
\] (6.38)

Condition 3), (6.23), is satisfied for for \( s \leq 2 \) in \( d = 4 \), and for \( s \leq 1 \) in \( d = 6 \), for \( R_1 \). For \( R_1 \) it is satisfied for \( s = 1/2 \) in arbitrary even dimensions \( d \), and for \( s \leq 3/2 \) in \( d = 4 \). (\( |B\rangle = 0 \) for these \( s \) values.)

Consider then the action (6.15) for the second order \( Q(Q) \)-operators
\[
Q_2 = 1 - \frac{1}{4} T_{ut} T_{ut} - \frac{1}{24} T_{ab} T_{cd} T_{ad} T_{cb},
\]
\[
Q_2 = 1 - \tau_r^\dagger \tau_r + \frac{1}{3} \tau_k^\dagger \tau_k^\dagger (T_{qr} + \tau_{qr}).
\] (6.39)

These expressions satisfy conditions 1), hermiticity, and 2), (6.22). The actions (6.15) become
\[
(\bar{S}_1)_2 = \frac{1}{2} \langle \bar{\phi} | Q_2 | F_{\bar{\phi}} \rangle \left( + \frac{1}{2} \langle B_{uqrt} | (TT)_{uqrt} | \bar{\phi} \rangle \right) + c.c.,
\] (6.40)
and \( S_2 \) in (6.12). The equations of motion are (6.13) and
\[
Q_2 | F_{\bar{\phi}} \rangle + \frac{1}{24} (T^\dagger T^\dagger)_{uqrt} | B_{uqrt} \rangle = R_2 | \bar{\phi} \rangle,
\]
\[
Q_2 | F_{\bar{\rho}} \rangle - \frac{1}{12} (T^\dagger T^\dagger)_{qtr} | B_{qtr} \rangle = R_2 | \bar{\rho} \rangle.
\] (6.41)

where
\[
R_2 = \frac{1}{192} T_{ab}^\dagger T_{cd}^\dagger \left( T_{rq}^\dagger d_r d_r + d_r^\dagger d_r^\dagger T_{rq} \right) T_{ab} T_{cd},
\]
\[
R_2 = \frac{1}{6} \tau_r^\dagger \tau_k^\dagger \tau_k^\dagger d_r \left( 2 \tau_k \tau_q - \tau_q \tau_k \right) - \frac{1}{6} \left( 2 \tau_k^\dagger \tau_q^\dagger - \tau_q^\dagger \tau_k^\dagger \right) d_r^\dagger \tau_k \tau_q \tau_r.
\] (6.42)

This value of \( R_2 \) is obtained for the following value of \( A' \) (cf (6.11)):
\[
A'_{abcd} = A_{abcd} - \frac{1}{12} d_{[a} d_{b} T_{c[d},
\] (6.43)
where the right-hand side is explicitly given in (5.27). (\( R_2 \) also contains terms of the type \( C_{abcd}(TT)_{abcd} \) which vanish in (6.41) due to (6.13).) Here condition 3), (6.23), is satisfied for spins \( s \leq 5 \) in \( d = 4 \), and \( s \leq 3 \) in \( d = 6 \) (\( R_2 \)), and for \( s \leq 3/2 \) in \( d = 4, 6 \), and \( s \leq 5/2 \) in \( d = 4 \) (\( R_2 \)).

Condition 3) (6.23), is obviously satisfied for higher and higher spins when higher and higher order \( Q(Q) \)-operators are used. Whether or not it will end for a finite order \( M \) is unclear.
7 BRST quantization

The quantization chosen here is a straightforward Dirac quantization. However, this quantization agrees completely with the BRST quantization in [3], which was the starting point. The reason for this equivalence is that the BRST quantization in [3] was performed on bilinear forms.

A proper BRST quantization should be performed on an inner product space. In fact, the path integral formulation requires such a formulation. The path integrals may on the other hand always be expressed within the operator formulation which provides for some deeper insights. First, a BRST quantization on an inner product space requires the number of unphysical variables to contain a factor four: there must be equally many odd as even unphysical variables, and half of each must be quantized with indefinite metric states. This is the generic case. In order to make sure that the number of unphysical variables contain a factor four one needs the extended BRST-BFV charge which contains dynamical Lagrange multipliers and antighosts. (Only the minimal BRST-BFV charge was used in [3].)

In BRST quantizations one usually considers canonical theories in which one requires that every constraint may be gauge fixed classically. (This concept was introduced in [30].) However, the $O(N)$-extended supersymmetric particle model contain the $O(N)$ constraints $\psi_k \cdot \psi_l$ in (2.2) which are of a non-canonical type. There are no gauge fixing variables to $\psi_k \cdot \psi_l$ which in turn is connected to the fact that there are no Newton-Wigner position operators [31] for massless particles with spin $s \geq 1$. In the quantum theory here these non-canonical constraints are given by (4), (5), (6) in (2.20) (traces and index structures), and (8), (9) in (2.21) (gamma traces).

In the quantum theory there is no problem to impose the non-canonical conditions in a BRST-invariant form without affecting the inner product properties. This operator formulation for path integral for particles with spins $s = 1, 1/2, 1$ were investigated in [32]. The above rules for unphysical variables were shown to be valid, but it leaves some freedom. There are basically two options: one may either choose time to be represented by a positive metric state space in which case the results should be very much the same as here. However, there is also the option to let time be represented by an indefinite metric state space. In this case the wave functions are defined on a Euclidean space and a BRST quantization leads to propagators (see [32] for details). The spin one case is non-canonical and shown to require the treatment above. In fact, the conventional path integral treatment of the $O(N)$-extended supersymmetric particle model given in [33] for arbitrary spins are in agreement with the above results. (In [33] propagators are derived.)
Now one should be able to perform a BRST quantization

\[ Q |\mathcal{F} \rangle = 0, \] (7.1)

where \( Q \) is the extended BRST-BFV charge operator and where \( |\mathcal{F} \rangle \) is a general state belong to an inner product space which depends on ghosts, antighosts and Lagrange multipliers. In this case time must be chosen with real eigenvalues in order for (7.1) to have solutions. The physical states are contained in the states with ghost number zero. I expect the solutions of (7.1) to be in agreement with the Dirac quantization here. The equation (7.1) should be possible to imbed in an action principle by means of an action of the form

\[ S = \sum_n \langle \mathcal{F}_n | Q | \mathcal{F}_{n-1} \rangle, \] (7.2)

where \( n \) is the ghost number. (\( Q \) has ghost number one and \( S \) must have ghost number zero.) Alternatively one could have

\[ S = \langle \mathcal{F}_{-1/2} | Q | \mathcal{F}_{-1/2} \rangle, \] (7.3)

as in string field theory if \( Q \) is in a minimal form or a gauge fixed form. Notice that these actions are of second order. To be precise one should insert an index \( s \) on \( Q \) and \( \mathcal{F} \) to indicate that there is a specific BRST charge \( Q \) and an ansatz \( |\mathcal{F} \rangle \) for each spin \( s \). A more general action is then

\[ S = \sum_s \langle \mathcal{F}_s | Q | \mathcal{F}_s \rangle, \] (7.4)

where the sum may be chosen over any set of different spins. (Ghost numbers may be chosen according to (7.2) or (7.3).) Eq. (7.1) and the above actions are just suggestions. In order to find out whether these possibilities could be realized one has to do a detailed analysis. Anyway all actions (7.2)-(7.4) are gauge invariant under the transformations

\[ |\mathcal{F} \rangle \rightarrow |\mathcal{F} \rangle + Q |\chi \rangle, \] (7.5)

where \( |\chi \rangle \) is an arbitrary state with ghost number one less than \( |\mathcal{F} \rangle \).

Now the gauge transformations (7.5) are not the gauge transformations treated before but essentially the \( O(N) \)-extended supersymmetry transformations. The reason is that the gauge fields are hidden in the above BRST quantization. Therefore the equation (7.1) probably only describes the gauge invariant field strengths, and the path integrals in [33] are probably only propagators for the field strengths (explicitly stated in [33]). This BRST approach is therefore perhaps not what one is looking for here.

BRST quantization has otherwise been used in the higher spin theory for a very long time. However, it has then mainly been string inspired treatments using bosonic oscillators. (See e.g. the recent reviews [34],[35].)
8 Further remarks on the exact quantum theory

I have derived free higher spin field theories from the $O(N)$ extended supersymmetric particle model. One may wonder if it is possible to do a similar derivation from another spinning particle model leading to an irreducible representation of the Poincaré group. This cannot be excluded. (Bosonic oscillator models have e.g. been the dominant ingredients in higher spin field theory.) However, in my opinion the $O(N)$ model is by far the most natural geometrical model on the market. There seems to exist no simple alternative model [11]. On the other hand, it is doubtful whether the exact theory here can be used to find interacting higher spin theories. Probably one has a better chance if one then starts from a multiplet model. Strings are, of course, very geometrical multiplet models for which interactions have been demonstrated to exist.

Still further remarks are given in section 13.

Part II

The higher order quantum theory

9 Outline of the main results for the higher order quantum theory

The higher order theory defined in [7] is a conformal theory in which the gauge fields for $s \geq 2$ satisfy equations of higher order than two. In $d = 4$ this theory was also to a large degree shown to fit into the framework proposed by Fradkin, Tseytlin and Linetski [8,9,10], a relation which is further strengthened here. (The index structure is different but equivalent [7].) Higher order equations are of course bad but the main motivation to consider these conformal theories is due to the fact that they seem to allow for interactions: Such fields are e.g. allowed as external fields in $d = 4$ [20], and Fradkin and Linetski have even constructed cubic interactions in a Lagrangian form in $d = 4$ [9,10]. The higher order theory in [7] was extracted from the quantum $O(N)$ extended supersymmetric particle model in [3], i.e. exactly the model considered in the first part here. The starting point is to define a field with the same index structure as before, i.e. the index condition (6) in (2.20) is retained:

\[ I_{rq}|F\rangle = 0, \quad I_{rq}|\Psi\rangle = 0, \quad r, q = 1, \ldots, [s]. \]  

(9.1)
The ansätze for \( |F\rangle \) and \( |\Psi\rangle \) are still given by (2.7) and (2.9) respectively. Gauge fields may be introduced by solving condition (3) in (2.20) or (2) in (2.20)

\[
d^\dagger_r |F\rangle = 0, \quad d^\dagger_r |\Psi\rangle = 0, \quad r = 1, \ldots, [s],
\]

as in subsections 3.1 and 3.2. The conditions in (9.2) are solved by (3.1), and (9.3) is solved by (3.11). As before these two solutions are dual to each other according to the rules in appendix B. The conditions (9.1) are then solved by (3.3) and (3.13) respectively.

By means of the states \( |F\rangle \) and \( |\Psi\rangle \) I define the Weyl states \( |C\rangle \) and \( |\bar{C}\rangle \) by

\[
|C\rangle \equiv P |F\rangle, \quad |\bar{C}\rangle \equiv \bar{P} |\Psi\rangle,
\]

where the hermitian projections operators \( P \) and \( \bar{P} \) have the structure

\[
P \equiv 1 + \sum_{n=1}^M \alpha_n (T^\dagger)^n_{(i)} (T)^n_{(i)},
\]

\[
\bar{P} \equiv 1 + \sum_{n=1}^M \beta_n (\tau^\dagger)^n_{(i)} (\tau)^n_{(i)},
\]

where \( T \) is the trace operator and \( \tau \) the gamma-trace operator in (2.16). \( \alpha \) and \( \beta \) are real parameters determined by the conditions (9.7) below. For each order \( n \) there are different ways to do the summation as indicated by the index \( i \). The maximal order \( M \) is finite since for each finite value of \( s \) there is a finite integer \( L \) such that

\[
(T)^L |F\rangle = 0, \quad (\tau)^L |\Psi\rangle = 0.
\]

The parameters \( \alpha \) and \( \beta \) in (9.5) are determined by the conditions

\[
T_{rq} |C\rangle = 0, \quad \tau_{rq} |\bar{C}\rangle = 0, \quad r, q = 1, \ldots, [s],
\]

which implies that the corresponding Weyl tensors to \( |C\rangle \) and \( |\bar{C}\rangle \) are traceless and gamma traceless respectively. The Weyl states (9.4) are also required to be of such a form as to satisfy the index condition (6) in (2.20), i.e.

\[
I_{rq} |C\rangle = 0, \quad I_{rq} |\bar{C}\rangle = 0, \quad r, q = 1, \ldots, [s].
\]

It is suggested that the forms (9.4) satisfying (9.7) and (9.8) also satisfy the conditions

\[
T_{rq}^\dagger |C\rangle = 0, \quad \tau_{rq}^\dagger |\bar{C}\rangle = 0, \quad r, q = 1, \ldots, [s].
\]
The Weyl states satisfy therefore three of the six conditions in (2.21), namely (4)-(6), and for half-integer spins also two of the three conditions in (2.21), namely (8),(9). The duals of the Weyl states satisfy the same conditions. Furthermore, the Weyl states satisfy a generalized Weyl invariance which is an additional gauge invariance. Some details are given in sections 9 and 10 below. Conformally invariant actions are essentially the scalar products of the Weyl states. These actions which define the higher order theory are given in section 11.

10 The Weyl states for integer spins

10.1 The projection operator \( P \) for the Weyl states \( |C\rangle \) in (9.4)

For integer spins I start with the field \( F \) with the index structure that follows from (9.1). Then I introduce the Weyl tensor \( C \) by (9.4). The precise form of the projection operator \( P \) in (9.5) is then up to fourth order (\( P = 1 \) for \( s \leq 1 \))

\[
P = 1 + \alpha_1 \sum_{r_1} T^\dagger_{r_1r_2} T_{r_1r_2} + \alpha_{21} \sum_{r_1r_2r_3r_4} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T_{r_3r_4} T_{r_1r_2} + \\
+ \alpha_{22} \sum_{r_1r_2r_3r_4} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T_{r_1r_4} T_{r_2r_3} + \\
+ \alpha_{31} \sum_{r_1\ldots r_6} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T_{r_5r_6} T_{r_3r_4} T_{r_1r_2} + \\
+ \alpha_{32} \sum_{r_1\ldots r_6} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T_{r_5r_6} T_{r_2r_3} T_{r_1r_4} + \\
+ \alpha_{33} \sum_{r_1\ldots r_6} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T_{r_6r_1} T_{r_4r_3} T_{r_2r_3} + \\
+ \alpha_{41} \sum_{r_1\ldots r_8} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T^\dagger_{r_7r_8} T_{r_7r_8} T_{r_5r_6} T_{r_3r_4} T_{r_1r_2} + \\
+ \alpha_{42} \sum_{r_1\ldots r_8} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T^\dagger_{r_7r_8} T_{r_8r_5} T_{r_6r_1} T_{r_4r_3} T_{r_2r_3} + \\
+ \alpha_{43} \sum_{r_1\ldots r_8} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T^\dagger_{r_7r_8} T_{r_7r_8} T_{r_5r_6} T_{r_4r_3} T_{r_2r_3} + \\
+ \alpha_{44} \sum_{r_1\ldots r_8} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T^\dagger_{r_7r_8} T_{r_7r_8} T_{r_6r_1} T_{r_4r_3} T_{r_2r_5} + \\
+ \alpha_{45} \sum_{r_1\ldots r_8} T^\dagger_{r_1r_2} T^\dagger_{r_3r_4} T^\dagger_{r_5r_6} T^\dagger_{r_7r_8} T_{r_8r_7} T_{r_2r_3} T_{r_4r_5} T_{r_6r_7} + O((T^\dagger)^3 T^5).
\]

(10.1)
The terms in this expansion is determined by the conditions \( P = P^\dagger \) and that all indices are summed over in the following fashion: Each index appears in pairs: one index is on a \( T^\dagger \) and one on a \( T \). The maximal order \( N \) is determined by the property

\[
(T_{a\cdot})^{d/2+1}|F\rangle = 0
\]  

for any fixed index value \( a \) (the dot denotes any other index value which may be different for each factor in the product).

I believe there are three ways to determine the \( \alpha \)-parameters in \( P \): 1) \( C \) is traceless, 2) \( C \) is invariant under generalized Weyl transformations, 3) \( P \) is a projection operator. I start with the first way.

**Proposal 1**: The real parameters \( \alpha_{ki} \) in (10.1) are determined by the conditions

\[
T_{qr}|C\rangle = 0, \quad q, r = 1, \ldots, s.
\]  

Note that this property implies that the Weyl tensor \( C \) is traceless.

By means of the algebra (2.18) I find to lowest orders

\[
T_{qr}|C\rangle = \left(1 + 4\alpha_1(s - 1)\right)T_{qr}|F\rangle + \nonumber
\]

\[
+ \left(\alpha_1 + 8\alpha_{21}(s - 1) - 4\alpha_{22}\right)\left(\sum_{t,u=1}^s T_{tu}^\dagger T_{tu}\right)T_{qr}|F\rangle - \nonumber
\]

\[
- \left(4\alpha_{21} - 2(2s - 3)\alpha_{22}\right)\sum_{t,u=1}^s T_{tu}^\dagger \left(T_{qt} T_{ur} - T_{qu} T_{tr}\right)|F\rangle + \nonumber
\]

\[
+ O\left((T^\dagger)^2 T^3\right)|F\rangle.
\]  

Hence, conditions (10.3) yields

\[
\alpha_1 = -\frac{1}{4(s - 1)},
\]

\[
\alpha_{21} = \frac{2s - 3}{32(s - 1)C_s},
\]

\[
\alpha_{22} = \frac{1}{16(s - 1)C_s},
\]

\[
C_s \equiv (2s - 3)(s - 1) - 1.
\]  

These results are valid in any even dimension for \( s > 2 \). However, (10.5) is not valid for \( s = 2 \), since \( C_2 = 0 \) then. The reason for this is that for \( s = 2 \)
the two second order terms in $P$ are equal. Notice that there is only one trace operator $T$ for $s = 2$ ($T_{12}$). I find here

$$T_{12}|C⟩ = (1 + 4α_1)T_{12}|F⟩ +$$

$$+2(α_1 + 6α_2)T_{12}^†(T_{12})^2|F⟩ + O((T_{12})^2(T_{12})^3)|F⟩, \quad (10.6)$$

where

$$α_2 \equiv 2α_{21} - α_{22}. \quad (10.7)$$

For $s = 2$ the condition $(10.3)$ yields therefore

$$α_1 = -\frac{1}{4}, \quad α_2 = \frac{1}{24} \quad (10.8)$$

up to order two. For $d = 4$ this is the maximal order due to $(10.2)$.

In [1] the Weyl tensors were explicitly calculated up to $s = 4$ in $d = 4$. The ansatz there should be equivalent to the ansatz $(10.1)$ here. For $s = 2, 3$ they seem to be the same. Notice that the maximal order is two even for $s = 3$ due to the equality

$$T_{12}T_{13}T_{23}|F⟩ = 0, \quad (10.9)$$

which follows since the total trace for odd spins always yields zero. (This expression is a total trace of $F$ since all indices appear twice.) This implies that the maximal order is $s - 1$ for odd $s$, and $s$ for even $s$ in $d = 4$. Now for even $s$ not all terms are different in the maximum order as was shown for $s = 2$ above. For $s = 4$ in $d = 4$ there are formally 11 parameters in $P$. However, like for $s = 2$ it is natural to expect that not all terms are different in the maximum orders. Comparisons with the explicit expression in [7] reveal that the relation to $P$ above is even more complex than that. In fact, it seems as if $P$ in $(10.1)$ makes two of the parameters in the second order in [7] dependent. Furthermore, only two parameters in $P$ in the 4th order are independent and only two of the three parameters in the third order. Thus, for $s = 4$ in $d = 4$ $P$ contains only 7 independent parameters to be determined by $(10.3)$. For $s = 5$ in $d = 4$ there are at most 11 independent parameters from the expression $(10.1)$ since the fourth order is the maximal order even here.
10.2 The generalized Weyl invariance

**Proposal 2:** The Weyl state satisfying (10.3) is also invariant under the generalized Weyl transformation

\[ |F\rangle \rightarrow |F\rangle + \sum_{q,r=1}^{s} T_{qr}^\dagger |\zeta_{qr}\rangle, \quad (10.10) \]

where the antisymmetric state \( |\zeta_{qr}\rangle \) has the index structure

\[ I_{qr}|\zeta_{tu}\rangle = \delta_{qt}|\zeta_{ur}\rangle - \delta_{qu}|\zeta_{tr}\rangle. \quad (10.11) \]

Vice versa if \( |C\rangle \) is invariant under (10.10) then \( |C\rangle \) satisfies (10.3).

I find up to second order (cf (10.4))

\[ \sum_{r,q=1}^{s} PT_{qr}^\dagger |\zeta_{rq}\rangle = \left(1 + 4\alpha_1 (s - 1)\right) \sum_{r,q=1}^{s} T_{rq}^\dagger |\zeta_{rq}\rangle + \]

\[ + \left(\alpha_1 + 8\alpha_21 (s - 1) - 4\alpha_22\right) \left(\sum_{t,u=1}^{s} T_{qr}^\dagger T_{tu} T_{tu}\right) |\zeta_{rq}\rangle - \]

\[ - \left(4\alpha_21 - 2(2s - 3)\alpha_22\right) \sum_{t,u=1}^{s} (T_{qr}^\dagger T_{ur}^\dagger - T_{qr}^\dagger T_{ur}^\dagger) T_{tu}|\zeta_{rq}\rangle + \]

\[ + O \left((T^\dagger)^3 T^2 |\zeta\rangle\right), \quad (10.12) \]

which vanishes for the values (10.5).

10.3 The index structure

**Theorem 1:** The projection operator \( P \) satisfies the property

\[ [I_{qr}, P] = 0, \quad q, r = 1, \ldots, s. \quad (10.13) \]

Proof: Consider the transformation of one index pair (t)

\[ [I_{qr}, \sum_t \cdots T_{tu} \cdots T_{tv} \cdots] = \]

\[ \sum_t \left\{ - \delta_{rt}(\cdots T_{uq} \cdots T_{rv} \cdots) + \delta_{qt}(\cdots T_{uq}^\dagger \cdots T_{rv} \cdots) \right\} + \cdots \]

\[ = 0 + \cdots, \quad (10.14) \]
where the last dots represent terms coming from the transformation of all the other index pairs apart from \( t \). Since one pair yields zero all pairs yield zero.

It follows that

\[ I_{qr} |C\rangle = 0, \quad (10.15) \]

since \( I_{qr} |F\rangle = 0 \). Thus, the Weyl tensor \( C \) has the same index structure as \( F \) for arbitrary even \( d \). (For \( d=4 \) this was given as a proposal in [7].)

### 10.4 \( P \) as a projection operator

From the form of \( P \) in (10.1) and the property (10.3) it follows that

\[ P |C\rangle = |C\rangle, \quad (10.16) \]

\( P \) should therefore satisfy the projection property

\[ P^2 = P + \sum_{r,q=1}^n \left( \begin{array}{c} \rho \\ \sigma \end{array} \right) I_{rq}. \quad (10.17) \]

However, this relation when applied to the ansatz (10.1) is not useful to determine the \( \alpha \)'s, since (10.17) is nonlinear in the \( \alpha \)-parameters. (One solution of (10.17) is of course also \( P = 1 \).)

### 10.5 The dual projector \( \tilde{P} \)

The dual to \( P \), \( \tilde{P} \), is according to appendix B equal to \( P \) with the replacement \( T \leftrightarrow -T^\dagger \), which implies that \( \tilde{P} \) has the structure (cf (9.5))

\[ \tilde{P} \equiv 1 + \sum_{n=1}^N \sum_i \alpha^i_n (T_i^n)^\dagger (T_i^n)^\dagger. \quad (10.18) \]

**Proposal 3**: The Weyl state \( |C\rangle \) in (9.4) may also be written as

\[ |C\rangle = \tilde{P} |F\rangle. \quad (10.19) \]

This property requires that

\[ \sum [(T^\dagger)^n, T^n] = \sum_{q,r} \left( \begin{array}{c} \rho \\ \sigma \end{array} \right) I_{qr}. \quad (10.20) \]
for each term in $P$ ($\bar{P}$), which I have checked up to second order. $\bar{P}$ should then also be a projector

$$\bar{P}|C\rangle = |C\rangle.$$  \hspace{1cm} (10.21)

A consequence of the relation (10.19) is that the $\alpha$-parameters are also determined by the conditions (cf (10.3) and (10.12))

$$T_{qr}^\dagger |C\rangle = 0, \ q, r = 1, \ldots, s,$$

$$\sum_{r,q=1}^s PT_{rq} |\tilde{\zeta}_{rq}\rangle = 0,$$  \hspace{1cm} (10.22)

where $\tilde{\zeta}$ is the dual of $\zeta$. The index structure is

$$I_{qr} |\tilde{\zeta}_{tu}\rangle = \delta_{rt} |\tilde{\zeta}_{qu}\rangle - \delta_{ru} |\tilde{\zeta}_{qt}\rangle.$$  \hspace{1cm} (10.23)

The last equation in (10.22) is the dual generalized Weyl invariance of $|C\rangle$ under the transformations

$$|F\rangle \longrightarrow |F\rangle + \sum_{q,r=1}^s T_{qr} |\tilde{\zeta}_{qr}\rangle.$$  \hspace{1cm} (10.24)

From the relation (10.19) it follows that the dual of $|C\rangle$ satisfies the same properties as $|C\rangle$. Thus, as on $|F\rangle$ one may impose (anti)self-duality conditions on $|C\rangle$ (if $F$ is (anti)self-dual $C$ is (anti)self-dual).

### 10.6 The Weyl states in terms of gauge fields

So far the Weyl states $|C\rangle$ are expressed in terms of the field strengths $|F\rangle$: $|C\rangle = P|F\rangle$. However, in [7] the Weyl tensors were expressed in terms of gauge fields. Using the results of part I I define the gauge states $|\phi\rangle$ through the relation (3.1) i.e.

$$|F\rangle \equiv \Pi|\phi\rangle, \quad \Pi \equiv d_1^1 d_2^1 \cdots d_s^1.$$  \hspace{1cm} (10.25)

This implies then

$$|C\rangle = P|F\rangle = P\Pi|\phi\rangle.$$  \hspace{1cm} (10.26)

It follows that $|C\rangle$ is invariant under the general gauge transformations (3.6), i.e.

$$|\phi\rangle \longrightarrow |\phi\rangle + \sum_{k=1}^s d_k^1 |\varepsilon_k\rangle.$$  \hspace{1cm} (10.27)
The generalized Weyl transformations (10.10) may then be given the form

$$|\phi\rangle \longrightarrow |\phi\rangle + \sum_{q,r=1}^{s} T_{qr}^\dagger |\eta_{qr}\rangle,$$

(10.28)

where $|\eta_{qr}\rangle$ is defined through

$$|\zeta_{qr}\rangle = \Pi |\eta_{qr}\rangle$$

(10.29)

from (10.25). The index structure of $|\eta_{qr}\rangle$ is determined by

$$I_{qr}^{(1)} |\eta_{tu}\rangle = \delta_{qt} |\eta_{ur}\rangle - \delta_{qu} |\eta_{tr}\rangle$$

(10.30)

from (10.11).

In $d = 4$ (10.28) is equivalent to the generalized Weyl transformations given by Fradkin and Tseytlin in [8]. There is no transformation of the gauge fields $|\phi\rangle$ that yields the dual Weyl transformations (10.24).

### 10.7 The Weyl states in terms of dual gauge fields

Instead of expressing $|F\rangle$ in terms of gauge fields $|\phi\rangle$ one may express it in terms of the dual gauge fields $|\tilde{\phi}\rangle$ according to (ignoring the sign factor in (3.17))

$$|F\rangle = \Pi^\dagger |\tilde{\phi}\rangle, \quad \Pi^\dagger = d_s \cdots d_1.$$  

(10.31)

The properties of $|\tilde{\phi}\rangle$ is given in subsection 3.2. $|C\rangle$ is then invariant under the gauge transformations

$$|\tilde{\phi}\rangle \longrightarrow |\tilde{\phi}\rangle + \sum_{k=1}^{s} d_k |\tilde{\varepsilon}_k\rangle.$$  

(10.32)

and the dual generalized Weyl transformations follow then from (10.24)

$$|\tilde{\phi}\rangle \longrightarrow |\tilde{\phi}\rangle + \sum_{q,r=1}^{s} T_{qr} |\tilde{\eta}_{qr}\rangle,$$

(10.33)

where $|\tilde{\eta}_{qr}\rangle$ is defined through

$$|\tilde{\zeta}_{qr}\rangle = \Pi^\dagger |\tilde{\eta}_{qr}\rangle.$$  

(10.34)

The index structure of $|\tilde{\eta}_{qr}\rangle$ is determined by

$$I_{qr}^{(-1)} |\tilde{\eta}_{tu}\rangle = \delta_{rt} |\tilde{\eta}_{qu}\rangle - \delta_{qu} |\tilde{\eta}_{tr}\rangle.$$  

(10.35)

from (10.23). There is no transformation of the dual gauge fields $|\tilde{\phi}\rangle$ that yields the Weyl transformations (10.10).
11 Weyl states for half-integer spins

11.1 The projection operator $\mathcal{P}$ for the Weyl states $|C\rangle$

For half-integer spins I start with a spinor field $\Psi$ with the index structure according to condition (6) in (2.20):

$$I_{qr}|\Psi\rangle = 0, \quad r, q = 1, \ldots, [s].$$

(11.1)

The precise form of the projection operator $\mathcal{P}$ in (9.5) is up to third order ($\mathcal{P} = 1$ for $s = 1/2$)

$$\mathcal{P} = 1 + \beta_1 \sum_{r=1}^{n} \tau_r^{\dagger} \tau_r + \beta_{21} \sum_{q,r=1}^{n} \tau_q^{\dagger} \tau_r \tau_r \tau_q + \beta_{22} \sum_{q,r=1}^{n} \tau_q^{\dagger} \tau_q \tau_r \tau_r +$$

$$+ \beta_{31} \sum_{q,r,t=1}^{n} \tau_q^{\dagger} \tau_r^{\dagger} \tau_t^{\dagger} \tau_t \tau_r \tau_q + \beta_{32} \sum_{q,r,t=1}^{n} \tau_q^{\dagger} \tau_q^{\dagger} \tau_r \tau_r \tau_t \tau_t +$$

$$+ \beta_{33} \sum_{q,r,t=1}^{n} \tau_q^{\dagger} \tau_r^{\dagger} \tau_t^{\dagger} \tau_t \tau_q \tau_r + \beta_{34} \sum_{q,r,t=1}^{n} \tau_q^{\dagger} \tau_q^{\dagger} \tau_q \tau_r \tau_t +$$

$$+ \beta_{35} \sum_{q,r,t=1}^{n} \tau_q^{\dagger} \tau_r^{\dagger} \tau_t^{\dagger} (\tau_t \tau_q + \tau_q \tau_t) \tau_r + O((\tau^{\dagger})^4 \tau^{4}),$$

(11.2)

where $n \equiv [s]$. The conditions for this expansion is 1) hermiticity $\mathcal{P} = \mathcal{P}^{\dagger}$, 2) all indices are summed over. 3) indices are always twice repeated: one index on a $\tau$ and one on a $\tau^{\dagger}$. (The special form of the $\beta_{35}$-term is determined by hermiticity.) The maximal order $M$ is determined by the property

$$(\tau_a)^{d/2+1} |\Psi\rangle = 0$$

(11.3)

for any fixed index value $a$.

**Proposal 4:** The real parameters $\beta_{ki}$ in (11.2) are determined by the conditions

$$\tau_q |C\rangle = 0, \quad q = 1, \ldots, [s].$$

(11.4)
By means of the algebra (2.18) I find to lowest orders \((n \equiv [s])\)

\[
\begin{align*}
\tau_r |C⟩ &= \left(1 + \beta_1 n\right)\tau_r |Ψ⟩ + \\
&+ \left(\beta_1 + \beta_{21}n + \beta_{22}(n + 1)\right) \sum_{r,t=1}^n \tau_r^\dagger \tau_t |Ψ⟩ + \\
&+ \left(\beta_{21}(n + 1) + \beta_{22}n\right) \sum_{r,t=1}^n \tau_t^\dagger \tau_t \tau_r |Ψ⟩ + \\
&+ O\left((\tau^\dagger)^2 \tau^3\right) |Ψ⟩.
\end{align*}
\]

(11.5)

Hence, condition (11.4) yields \((n \equiv [s])\)

\[
\begin{align*}
\beta_1 &= -\frac{1}{n}, \\
\beta_{21} &= -\frac{1}{2n+1}, \\
\beta_{22} &= \frac{n + \frac{1}{n}}{n(2n + 1)}.
\end{align*}
\]

(11.6)

This solution is valid for all even dimensions and all \([s] \geq 1\).

Notice that conditions (11.4) imply

\[
T_{qr}|C⟩ = 0, \quad q, r = 1, \ldots, [s],
\]

(11.7)

from the algebra (2.18).

11.2 The generalized Weyl invariance

**Proposal 5:** The Weyl state satisfying \(|C⟩ = \mathcal{P}|Ψ⟩\) is also invariant under the transformation \((n \equiv [s])\)

\[
|Ψ⟩ \longrightarrow |Ψ⟩ + \sum_{r=1}^n \tau_r^\dagger |ζ_r⟩,
\]

where the state \(|ζ_r⟩\) has the index structure

\[
I_{qr}|ζ_t⟩ = -δ_{qt}|ζ_r⟩.
\]

(11.9)

Vice versa if \(|C⟩\) is invariant under (11.8) then \(|C⟩\) satisfies (11.4).
Up to second order I find \( (n \equiv [s]) \)

\[
\sum_{r=1}^{n} \mathcal{P}_r \tau_r^\dagger |\zeta_r\rangle = (1 + \beta_1 n) \sum_{r=1}^{n} \tau_r^\dagger |\zeta_r\rangle +
+ (\beta_1 + \beta_2 n + \beta_2 (n + 1)) \sum_{r,t=1}^{n} \tau_t^\dagger \tau_r^\dagger |\zeta_r\rangle +
+ (\beta_2 (n + 1) + \beta_2 n) \sum_{r,t=1}^{n} \tau_t^\dagger \tau_r^\dagger |\zeta_r\rangle + O(\tau^3 |\zeta\rangle), \tag{11.10}
\]

which vanishes for the values (11.6).

### 11.3 The index structure

**Theorem 2:** The projection operator \( \mathcal{P} \) satisfies the property

\[
[I_{qr}, \mathcal{P}] = 0, \quad q, r = 1, \ldots, [s]. \tag{11.11}
\]

Proof: Consider the transformation of one index pair (t)

\[
[I_{qr}, \tau_t^\dagger \cdots \tau_t \cdots] =
\sum_{t} \left\{ \cdots (\delta_{st} \tau_r^\dagger) \cdots \tau_t \cdots + \cdots \tau_t^\dagger \cdots (-\delta_{rt} \tau_s) \cdots \right\} + \cdots
= 0 + \cdots, \tag{11.12}
\]

where the dots represents the terms coming from the transformation of all the other index pairs apart from \( t \). Since one pair yields zero all pairs yield zero.

It follows that

\[
I_{qr} |\mathcal{C}\rangle = 0, \tag{11.13}
\]

since \( I_{qr} |\Psi\rangle = 0 \). Thus, the Weyl tensor \( \mathcal{C} \) has the same index structure as \( \Psi \) for arbitrary even d.

### 11.4 \( \mathcal{P} \) as a projection operator

From the form of \( \mathcal{P} \) in (11.2) and the property (11.4) it follows that

\[
\mathcal{P} |\mathcal{C}\rangle = |\mathcal{C}\rangle. \tag{11.14}
\]
\( P \) should therefore satisfy the projection property

\[
P^2 = P + \sum_{r,q=1}^{[s]} I_{rq}. \tag{11.15}
\]

Since this relation is nonlinear in the \( \beta \)-parameters, it is not useful to determine the \( \beta \)'s by the ansatz (11.2). (One solution of (11.15) is of course also \( P = 1 \).)

### 11.5 The dual projector \( \tilde{P} \)

The dual to \( P \), \( \tilde{P} \), is according to appendix B equal to \( P \) with the replacement \( \tau \leftrightarrow -\tau^\dagger \), which implies that \( \tilde{P} \) has the structure (cf (9.5))

\[
\tilde{P} \equiv 1 + \sum_{n=1}^{N} \beta_n (\tau^\dagger)_n (\tau)_n. \tag{11.16}
\]

#### Proposal 6: The Weyl state \( |\mathcal{C}\rangle \) in (9.4) may also be written as

\[
|\mathcal{C}\rangle = \tilde{P}|\Psi\rangle. \tag{11.17}
\]

This property requires that

\[
\sum [[(\tau^\dagger)^n, \tau^n]] = \sum_{q,r} (\cdots)_{qr} I_{qr} \tag{11.18}
\]

for each term in \( P \) (\( \tilde{P} \)), which I have explicitly checked up to second order.

\( \tilde{P} \) should also be a projector

\[
\tilde{P}|\mathcal{C}\rangle = |\mathcal{C}\rangle \tag{11.19}
\]

satisfying

\[
\tilde{P}^2 = \tilde{P} + \sum_{r,q=1}^{[s]} I_{rq}. \tag{11.20}
\]

A consequence of the relation (11.17) is that the \( \alpha \)-parameters are also determined by the dual conditions to (11.4) and (11.10)

\[
\tau^\dagger_r |\mathcal{C}\rangle = 0, \quad r = 1, \ldots, [s],
\]

\[
\sum_{r=1}^{[s]} P_{\tau_r}|\tilde{\zeta}_r\rangle = 0. \tag{11.21}
\]
The last property follows from the invariance of $|\mathcal{C}\rangle$ under the dual generalized Weyl transformations

$$|\Psi\rangle \rightarrow |\Psi\rangle + \sum_{r=1}^{[s]} \tau_r \tilde{\zeta}_r,$$  \hspace{1cm} (11.22)

where

$$I_{qr} |\tilde{\zeta}_t\rangle = \delta_{rt} |\tilde{\zeta}_q\rangle.$$  \hspace{1cm} (11.23)

From the relation (11.17) it follows that the dual of $|\mathcal{C}\rangle$ satisfies the same properties as $|\mathcal{C}\rangle$. Thus, as on $|\Psi\rangle$ one may impose (anti)self-duality conditions on $|\mathcal{C}\rangle$.

11.6 The Weyl states in terms of gauge fields

In order to express the Weyl states $|\mathcal{C}\rangle$ in terms of gauge fields I make use of the definition (3.1) i.e.

$$|\Psi\rangle = \Pi |\rho\rangle, \quad \Pi \equiv \Pi_{r=1}^{[s]} d^\dagger_r \equiv d^\dagger_1 d^\dagger_2 \cdots d^\dagger_{[s]}.$$  \hspace{1cm} (11.24)

From (9.4) it follows then that

$$|\mathcal{C}\rangle \equiv \mathcal{P}|\Psi\rangle = \mathcal{P}\Pi |\rho\rangle$$  \hspace{1cm} (11.25)

is invariant under the gauge transformations (3.3)

$$|\rho\rangle \rightarrow |\rho\rangle + \sum_{r=1}^{[s]} d^\dagger_r |\xi_r\rangle.$$  \hspace{1cm} (11.26)

Furthermore, from (11.25) and (11.8) it follows that $|\mathcal{C}\rangle$ is invariant under the generalized Weyl transformations

$$|\rho\rangle \rightarrow |\rho\rangle + \sum_{r=1}^{[s]} \tau^\dagger_r |\eta_r\rangle,$$  \hspace{1cm} (11.27)

where $|\eta_r\rangle$ satisfies

$$|\zeta_r\rangle = \Pi |\eta_r\rangle, \quad J^{(1)}_{qr} |\eta_r\rangle = -\delta_{qr} |\eta_r\rangle, \quad r = 1, \ldots, n.$$  \hspace{1cm} (11.28)

Thus, (11.27) implies the generalized Weyl transformations (11.8). In $d = 4$ (11.27) is equivalent to the generalized Weyl transformations given by Fradkin and Tseytlin in [8]. There is no transformation of $|\rho\rangle$ that yields dual generalized Weyl transformations (11.22).
11.7 The Weyl states in terms of dual gauge fields

If I express $|\Psi\rangle$ in terms of dual gauge fields $|\tilde{\rho}\rangle$ as in (3.11) using (3.18) i.e.

$$|\Psi\rangle = \Pi^{\dagger} |\mathcal{R}\rangle,$$

then

$$|C\rangle = \mathcal{P} |\Psi\rangle = \mathcal{P} \Pi^{\dagger} |\tilde{\rho}\rangle$$

is invariant under the generalized gauge transformations (3.6)

$$|\tilde{\rho}\rangle \rightarrow |\tilde{\rho}\rangle + \sum_{r=1}^{[s]} d_r |\tilde{\varepsilon}_r\rangle,$$

and the dual generalized Weyl transformations

$$|\tilde{\rho}\rangle \rightarrow |\tilde{\rho}\rangle + \sum_{r=1}^{[s]} \tau_r |\tilde{\eta}_r\rangle,$$

where

$$|\tilde{\varepsilon}_r\rangle = \Pi^{\dagger} |\tilde{\eta}_r\rangle,$$

which makes (11.32) equivalent to (11.22). Relations (11.32) and (11.33) requires the index structure

$$I^{(-1)}_\mathcal{R} |\tilde{\eta}_r\rangle = \delta_{tq} |\tilde{\eta}_r\rangle.$$

There is no transformation of $|\tilde{\rho}\rangle$ that yields generalized Weyl transformations (11.8).

12 Gauge invariant actions and equations for the wave functions

The theory considered so far have no equations of motion. The equations of the exact theory, i.e. (1)-(3),(7) in (2.20),(2.21), were removed from the start. Instead the appropriate equations are here introduced as Lagrangian equations derivable from actions for the wave functions. These actions are simply

$$S_1 \equiv \langle C|C\rangle, \quad S_2 \equiv \langle C|\tilde{\rho}|C\rangle.$$ (Insertion of $\tilde{\rho}$ in $S_2$ is dictated by conformal invariance.) These actions are gauge invariant under (3.6) when written in terms of the gauge fields $\phi$ and
\( \rho \) according to (3.1). In addition, they are invariant under the generalized Weyl transformations (10.28) and (11.27). The expressions in (12.1) yield

\[
S_1 \equiv \langle C|C \rangle = \langle F|P^\dagger|C \rangle = \langle F|P|C \rangle = \langle F|C \rangle = \langle \phi|\Pi^\dagger|C \rangle,
\]

\[
S_2 \equiv \langle C|\rho|C \rangle = \langle \Psi|P^\dagger|\rho|C \rangle = \langle \Psi|P|\rho|C \rangle = (1 + [s])\langle \Psi|\rho|C \rangle = (1 + [s])\langle \rho|\Pi^\dagger|\rho|C \rangle,
\]

(12.2)

where I have used the properties of the projection operators \( P \) and \( P \) and the definitions (3.1) of the gauge fields \( \phi \) and \( \rho \). Thus, the equations of motion are (see (3.12))

\[
\Pi^\dagger|C \rangle = d_1d_2\cdots d_s|C \rangle = 0,
\]

\[
\Pi^\dagger|\rho|C \rangle = \rho d_1d_2\cdots d_s|C \rangle = 0,
\]

(12.3)

which means that the order of the equations for the gauge fields \( \phi \) and \( \rho \) are \( 2s \). (These equations differ from those of the exact theory for \( s > 1 \).) The above results are valid irrespective of the reality of the basic fields \( \phi \) and \( \rho \). For real fields the action \( S_1 \) in (12.1) and the corresponding equations of motion in (12.3) agree with the results for integer spins \( s \) in [7]. One may of course also express the Weyl states in terms of dual gauge fields in which case the equations are (12.3) with \( d_k \) replaced by \( d_k^\dagger \). The actions (12.1) when written in a standard form are (I drop a factor \( \sqrt{2} \) in \( S_2 \) from (2.19))

\[
S_1 = \int dx \ C^2(x),
\]

\[
S_2 = i \int dx \ \bar{C}(x)\phi C(x),
\]

(12.4)

where \( C(x) \) and \( \bar{C}(x) \) are the corresponding Weyl tensors to \( |C \rangle \) and \( |\bar{C} \rangle \) respectively. In \( d = 4 \) \( S_1 \) and \( S_2 \) seem to be in agreement with the actions proposed by Fradkin and Linetski in [9,10]. Notice, however, that the index symmetry of \( C \) and \( \bar{C} \) are different here as compared with [9,10], but they are at the same time equivalent as explained in section 6 in [7].

### 13 Final remarks on the higher order theories

The compact treatment of the higher order theory given here elucidate and further extend the results of [7]. Firstly, I have treated half-integer spins here which was lacking in [7]. Secondly, the treatment here is valid in any even dimension \( d \) and not just \( d = 4 \) which was the main part of [7]. Thirdly, the duality properties given here are also new. Notice that

\[
|C \rangle = P|F \rangle, \quad |\bar{C} \rangle = \bar{P}|\Psi \rangle,
\]

(13.1)
implies

\[ |\tilde{C}\rangle = \tilde{P}|\tilde{F}\rangle, \quad |\tilde{C}\rangle = \tilde{P}|\tilde{\Psi}\rangle, \quad (13.2) \]

according to appendix B. From \([10.19]\) and \([11.17]\) it follows then that \(|\tilde{C}\rangle\) and \(|\tilde{C}\rangle\) satisfy the same properties as \(|C\rangle\) and \(|C\rangle\) since \(|\tilde{F}\rangle/|\tilde{\Psi}\rangle\) satisfy the same properties as \(|F\rangle/|\Psi\rangle\). Thus, also the Weyl tensors may be chosen to be (anti)self-dual like \(F\) and \(\Psi\). Fourthly, the index structure of the Weyl tensors which was only conjectured for \(d = 4\) in section 6 in [7], are proved here for any even dimension \(d\) and for both integer and half-integer spins in subsections 9.3 and 10.3. This proves the proposal 4 in [7] in general. This means that the higher order theories given here are in \(d = 4\) in agreement with the general framework proposed by Fradkin, Linetsky and Tseytlin in [8, 9, 10] although the Weyl tensors here are in a different but equivalent representation as explained in appendix A in [7].

14 Comparison between the exact and the higher order theories

The exact theory is a second order theory for the gauge fields in the integer spin case and a first order one in the half-integer case if one ignores the fact that compensator fields involve higher orders. The limiting (Fang)-Fronsdal Lagrangians are strictly of (first) second order. The fact that the compensator fields satisfy higher order equations (fourth and third orders) is probably no problem in itself. However, there is perhaps another problem with the introduction of compensator fields and Lagrange multipliers: What is the very meaning of their presence in the actions? At best they provide for an extended gauge symmetry. However, they may also imply the presence of second class constraints. If this is the case they must be solvable in a Lorentz covariant way. If not the Lagrangians cannot be used in a standard covariant quantization. It is therefore urgent to perform a constraint analysis of all Lagrangians for free higher spin fields to determine whether or not there are second class constraints and/or additional gauge invariances. Maybe not all forms yield the same result. Apart from [6, 28, 29] and the form here there has recently appeared a different form in [36]. A good free Lagrangian is prerequisite to the much more difficult task to find interactions.

The Lagrangians for the higher order theories have no auxiliary variables and cannot involve any second class constraints. They are extended gauge theories containing apart from the full gauge invariance also generalized Weyl invariance. However, they are of higher order. Even though higher order gauge theories may be quantized in a formally consistent way they do in general involve indefinite metric states in the physical spectrum.
It is urgent to clarify this point. Furthermore, it remains to determine what they actually describe since only the exact theory describes precisely massless particles with definite spins (in $d = 4$). On the other hand, the advantage of the higher order theory is that it allows for interactions within a Lagrangian scheme. At least there are definite signs of this: the consistent cubic interactions in [9,10], and the consistent external field coupling in [26].
A Duality properties of the basic Fock space

Consider one set of odd $b$-operators as defined in (2.5). They satisfy the anticommutation relations

$$[b^\mu, b^{\dagger \nu}]_+ = \eta^{\mu \nu},$$
$$[b^\mu, b^{\nu}]_+ = [b^{\dagger \mu}, b^{\dagger \nu}]_+ = 0,$$  \hspace{1cm} (A.1)

according to (2.6). For these oscillators it is possible to define two different vacuum states:

$$b^\mu |0\rangle = 0,$$
$$b^{\dagger \mu} \tilde{|0\rangle} = 0.$$  \hspace{1cm} (A.2)

These vacua may be related as follows

$$D \tilde{|0\rangle} = |0\rangle,$$
$$D \equiv C \frac{1}{d!} \varepsilon^{\mu_1 \mu_2 \cdots \mu_d} b_{\mu_1} b_{\mu_2} \cdots b_{\mu_d},$$  \hspace{1cm} (A.3)

where $C$ is a complex constant and where $\varepsilon$ is the totally antisymmetric tensor satisfying $\varepsilon^{012 \cdots d-1} = 1$. $D$ is an even operator for even dimensions $d$. In the following $\tilde{|0\rangle}$ will be referred to as the dual vacuum state to $|0\rangle$. A straightforward calculation yields

$$DD^\dagger |0\rangle = CC^* \left( \Pi_{k=0}^{d-1} \eta^{kk} \right) |0\rangle = -CC^* |0\rangle,$$
$$D^\dagger D \tilde{|0\rangle} = -CC^* \tilde{|0\rangle},$$  \hspace{1cm} (A.4)

if a Minkowski metric $\eta_{\mu \nu}$ is used. (A Euclidean metric yields a plus sign.) The second line and (A.3) yield then

$$\langle 0|0 \rangle = -CC^* \langle \tilde{0}|\tilde{0}\rangle.$$  \hspace{1cm} (A.5)

Thus, the vacuum and its dual have opposite norms. It is natural to require the dual of the dual vacuum to be the original vacuum, i.e.

$$\tilde{\tilde{|0\rangle}} = |0\rangle.$$  \hspace{1cm} (A.6)

The relation (A.5) requires then

$$CC^* = 1, \quad \iff \quad \langle 0|0 \rangle = -\langle \tilde{0}|\tilde{0}\rangle.$$  \hspace{1cm} (A.7)

From (A.3) it is natural to define a dual operator to $D$ by

$$\tilde{D} |0\rangle = \tilde{|0\rangle}.$$  \hspace{1cm} (A.8)
This together with (A.3) yields
\[ D \tilde{D} |0\rangle = |0\rangle, \quad \tilde{D} D |\tilde{0}\rangle = |\tilde{0}\rangle. \quad (A.9) \]

From (A.4) one finds then (using (A.7))
\[ \tilde{D} = -D^\dagger. \quad (A.10) \]

The Fock states are defined by
\[ |0\rangle_{\mu_1 \cdots \mu_k} \equiv \frac{1}{\sqrt{k!}} b^\dagger_{\mu_1} b^\dagger_{\mu_2} \cdots b^\dagger_{\mu_k} |0\rangle. \quad (A.11) \]

If
\[ \nu_1 \cdots \nu_k \langle 0 | \equiv \left( |0 \rangle \nu_1 \cdots \nu_k \right)^\dagger, \quad \langle 0 | 0 \rangle = 1, \quad (A.12) \]

then
\[ \nu_1 \cdots \nu_k \langle 0 | 0 \rangle_{\mu_1 \cdots \mu_k} = \frac{1}{k!} \sum_{\text{antisym} \ \mu'} \eta_{\mu_1 \nu_1} \cdots \eta_{\mu_k \nu_k} = -\frac{(d-k)!}{k!} \varepsilon_{\nu_1 \cdots \nu_d} \varepsilon_{\mu_1 \cdots \mu_d} \eta^{\nu_{k+1} \mu_{k+1}} \cdots \eta^{\nu_d \mu_d}. \quad (A.13) \]

Thus, if \( F \) is a tensor operator which is independent of the \( b \)-operators then
\[ \nu_1 \cdots \nu_k \langle 0 | F \rangle = F_{\nu_1 \cdots \nu_k}, \]
\[ |F \rangle \equiv F^{\mu_1 \cdots \mu_k} |0\rangle_{\mu_1 \cdots \mu_k}. \quad (A.14) \]

There is also a dual Fock space expressed in terms of the dual vacuum state \(|\tilde{0}\rangle\). I find the basic states to be
\[ |\tilde{0}\rangle_{\mu_1 \cdots \mu_k} \equiv \frac{1}{\sqrt{k!}} b_{\mu_1} b_{\mu_2} \cdots b_{\mu_k} |\tilde{0}\rangle = -\frac{1}{C} f_{d,k} \varepsilon_{\nu_1 \cdots \nu_d \mu_1 \cdots \mu_k} |0\rangle_{\nu_{d-k} \cdots \nu_1}, \]
\[ |0\rangle_{\mu_1 \cdots \mu_k} \equiv \frac{1}{\sqrt{k!}} b^\dagger_{\mu_1} b^\dagger_{\mu_2} \cdots b^\dagger_{\mu_k} |0\rangle = C f_{d,k} \varepsilon_{\nu_1 \cdots \nu_d \mu_1 \cdots \mu_k} |0\rangle_{\nu_{k+1} \cdots \nu_d}, \quad (A.15) \]

where
\[ f_{d,k} \equiv \frac{1}{\sqrt{k!(d-k)!}}. \quad (A.16) \]

This implies the following relations for a general state
\[ | F \rangle \equiv F^{\mu_1 \cdots \mu_k} |0\rangle_{\mu_1 \cdots \mu_k} = C f_{d,k} F^{\mu_1 \cdots \mu_k} \varepsilon_{\mu_k \cdots \mu_1 \nu_{k+1} \cdots \nu_d} |0\rangle_{\nu_{d-k} \cdots \nu_1}, \]
\[ |\tilde{F} \rangle \equiv F^{\mu_1 \cdots \mu_k} |\tilde{0}\rangle_{\mu_1 \cdots \mu_k} = -\frac{1}{C} f_{d,k} F^{\mu_1 \cdots \mu_k} \varepsilon_{\nu_1 \cdots \nu_d \mu_1 \cdots \mu_k} |0\rangle_{\nu_{d-k} \cdots \nu_1} = |\tilde{F} \rangle. \quad (A.17) \]
It would be natural to define dual fields $\tilde{F}$ by

$$|F\rangle \equiv |\tilde{F}\rangle,$$

or

$$|\tilde{F}\rangle \equiv |\tilde{F}\rangle,$$  \hspace{1cm} (A.18)

which are explicitly given by

$$F^{\mu_1 \ldots \mu_k} |0\rangle_{\mu_1 \ldots \mu_k} \equiv \tilde{F}^{\mu_1 \ldots \mu_k} |0\rangle_{\mu_1 \ldots \mu_k}$$

$$F^{\mu_1 \ldots \mu_k} |0\rangle_{\mu_1 \ldots \mu_k} \equiv \tilde{F}^{\mu_1 \ldots \mu_k} |0\rangle_{\mu_1 \ldots \mu_k}.$$  \hspace{1cm} (A.19)

The first definition implies

$$\tilde{F}^{\nu_1 \ldots \nu_{d-k}} = C f_{d,k} F^{\mu_1 \ldots \mu_k} \epsilon_{\mu_1 \ldots \mu_k \nu_1 \ldots \nu_{d-k}},$$  \hspace{1cm} (A.20)

while the second definition yields

$$\tilde{F}^{\nu_1 \ldots \nu_{d-k}} = -\frac{1}{C} f_{d,k} F^{\mu_1 \ldots \mu_k} \epsilon_{\nu_1 \ldots \nu_{d-k} \mu_1 \ldots \mu_k},$$  \hspace{1cm} (A.21)

from (A.17). Notice, however, that the second definition coincide with the first if $F$ is replaced by $\tilde{F}$ according to (A.18). Both expressions (A.20) and (A.21) yield the same dual field $\tilde{F}$ if the constant $C$ is chosen to be (two choices)

$$C = \pm i (-1)^{\frac{d(d-1)}{4}},$$  \hspace{1cm} (A.22)

which is consistent with the condition (A.7). In the above definition $\tilde{F}$ is not required to be real when $F$ is real. In fact, $\tilde{F}$ and $F$ may be both real only in dimensions $d = 4n + 2$. (For $d = 4n$ reality requires $\tilde{F} = -F$.)

The index operator (3.4) is here given by

$$I^{(n)} = \frac{1}{2} \left( b^\dagger \cdot b - b \cdot b^\dagger \right) + n = b^\dagger \cdot b + (n - d/2).$$  \hspace{1cm} (A.23)

The vacuum states (A.2) satisfy

$$I^{(d/2)} |0\rangle, \quad I^{(-d/2)} |\tilde{0}\rangle = 0,$$  \hspace{1cm} (A.24)

which are consistent with (A.3) and (A.8) since

$$[I^{(n)}, D] = -dD, \quad [I^{(n)}, \tilde{D}] = d\tilde{D}$$  \hspace{1cm} (A.25)

for any value of $n$. The base states (A.15) satisfy

$$I^{(d/2-k)} |0\rangle_{\mu_1 \ldots \mu_k} = 0, \quad I^{(k-d/2)} |\tilde{0}\rangle_{\mu_1 \ldots \mu_k} = 0.$$  \hspace{1cm} (A.26)

The above expressions make it natural to define the dual index operator to (A.23) by

$$\tilde{I}^{(n)} = -\frac{1}{2} \left( b^\dagger \cdot b - b \cdot b^\dagger \right) + n = -I^{(-n)}.$$  \hspace{1cm} (A.27)
which is consistent with the general definitions of dual operators in appendix B.

In the text a set of $[s]$ $b$-operators are used. In this case one has to define a total vacuum state by

$$|0\rangle \equiv \prod_{k=1}^{[s]} |0\rangle_k, \quad |\tilde{0}\rangle \equiv \prod_{k=1}^{[s]} |\tilde{0}\rangle_k. \quad (A.28)$$

(Even various mixtures are possible.) The above vacua are related by

$$D|\tilde{0}\rangle = |0\rangle, \quad D \equiv \prod_{k=1}^{[s]} D_k, \quad \langle 0|0 \rangle = (-1)^{[s]} \langle \tilde{0}|\tilde{0} \rangle. \quad (A.29)$$

The general Fock space is then spanned by

$$|0\rangle^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots \lambda_1 \cdots \lambda_{n_s}} \equiv \frac{1}{\sqrt{n_1!n_2! \cdots n_s!}} \times b^{\mu_1 \cdots \mu_{n_1}} b^{\nu_1 \cdots \nu_{n_2}} b^{\rho_1 \cdots \rho_{n_3}} \cdots b^{\lambda_1 \cdots \lambda_{n_s}} |0\rangle,$$

$$|\tilde{0}\rangle^{\mu_1 \cdots \mu_{n_1}; \nu_1 \cdots \nu_{n_2}; \rho_1 \cdots \rho_{n_3}; \cdots \lambda_1 \cdots \lambda_{n_s}} \equiv \frac{1}{\sqrt{n_1!n_2! \cdots n_s!}} \times b^{\mu_1 \cdots \mu_{n_1}} b^{\nu_1 \cdots \nu_{n_2}} b^{\rho_1 \cdots \rho_{n_3}} \cdots b^{\lambda_1 \cdots \lambda_{n_s}} |\tilde{0}\rangle. \quad (A.30)$$

### B General duality properties

The dual operators to the basic operators in the quantum supersymmetric particle model considered in the text are defined as follows:

$$\tilde{b}^\mu_k = b^{\dagger \mu}_k, \quad \tilde{b}^{\dagger \mu}_k = b^\mu_k, \quad \tilde{x} = x, \quad \tilde{p} = p, \quad \tilde{\psi} = \psi. \quad (B.1)$$

For an arbitrary operator $G$ the dual operator $\tilde{G}$ is required to satisfy

$$\tilde{G} = G, \quad (B.2)$$

which is satisfied by the operators in (B.1). As a general rule I propose that dual operators are simply defined by interchanging $b$ and $b^\dagger$, i.e.

$$b^\mu_k \quad \longleftrightarrow \quad b^{\dagger \mu}_k. \quad (B.3)$$

When this rule is applied to the basic index operator (2.16) I find

$$\tilde{I}_{rq} = \frac{1}{2} \left( b_r \cdot b_q^\dagger - b_q^\dagger \cdot b_r \right) = -I_{qr}. \quad (B.4)$$

For the more general index operator in (3.4) I have then

$$\tilde{I}_{rq}^{(n)} = -I_{qr} + n \delta_{rq} = -I_{qr}^{(-n)}. \quad (B.5)$$
which agrees with (A.27) for \( r = q = 1 \). Notice that \( \tilde{I} \) is not even linearly related to the hermitian conjugate of \( I \). Dual operators can therefore not be defined by simply hermitian conjugation. Notice also that the operator \( \tilde{D} \) defined in appendix A is also obtained from \( D \) by the rule (B.3). In the main text apart from (B.1) and (B.5) the following dual operators are used

\[
\begin{align*}
\tilde{d}_r &= d_r^\dagger, \\
\tilde{T}_{rq} &= -T_{rq}^\dagger, \\
\tilde{\tau}_r &= -\tau_r^\dagger,
\end{align*}
\]

all obtained from the rule (B.3).

For the states duality simply means the interchange of the two vacua in (A.2) apart from the above rule. For general states it is also natural to require

\( \tilde{\ket{A}} = \ket{A} \). (B.7)

For general states like the ansätze (2.7) and (2.9) I require

\( \ket{F} = \ket{\tilde{F}}, \quad \ket{\tilde{F}} = \ket{F}, \)

\( \ket{\Psi} = \ket{\tilde{\Psi}}, \quad \ket{\tilde{\Psi}} = \ket{\Psi}, \) (B.8)

which is consistent with what was found in appendix A. Notice that relations like

\( G_1 \ket{F} = 0, \quad G_2 \ket{\Psi} = 0, \) (B.9)

are equivalent to the relations

\( \tilde{G}_1 \ket{\tilde{F}} = 0, \quad \tilde{G}_2 \ket{\tilde{\Psi}} = 0, \) (B.10)

from (B.7) and (B.8). This is used in the main text to relate equations for the dual fields to the equations for the fields.

C The gauge invariant Lagrangian equations in the exact case with general compensator fields

The action \( S_1 \) in (5.5) yields the first equations in (5.17) and (5.20) together with

\[
\begin{align*}
\frac{1}{2} \left( 1 - \frac{1}{4} T_{ut}^\dagger T_{ut} \right) |E_\phi \rangle + \frac{1}{2} \left( p^2 - d_r^\dagger d_r - \frac{1}{2} T_{rq}^\dagger d_q d_r \right) \left( 1 - \frac{1}{4} T_{ut}^\dagger T_{ut} \right) |\phi \rangle + \\
+ \frac{1}{8} \left( p^2 - d_r^\dagger d_r - \frac{1}{2} T_{rq}^\dagger d_q d_r \right) d_v^\dagger T_v^\dagger |\alpha_{ut} \rangle + \frac{1}{24} \left( T^\dagger T^\dagger \right)_{uqtr} |\beta_{uqtr} \rangle &= 0
\end{align*}
\]

(C.1)
from the variation of $\phi$, and
\[
\frac{1}{8} \left( T_{d_r} d_r + T_{d_q} d_q + T_{d_t} d_t \right) |E_{\phi}\rangle - \frac{1}{6} d_k^\dagger |\beta_{kqtr}\rangle - \\
\frac{1}{24} T_{ku}^\dagger \left\{ 2d_u |\beta_{kqtr}\rangle + d_r |\beta_{kutr}\rangle + d_q |\beta_{kutr}\rangle + d_t |\beta_{karq}\rangle \right\} - \\
- \frac{1}{12} d_q d_t d_r \left\{ \left( 1 - \frac{1}{4} T_{uk}^\dagger T_{uk} \right) |\phi\rangle + d_v^\dagger T_{uk}^\dagger |\alpha_{ukr}\rangle \right\} = 0 \tag{C.2}
\]
from the variation of $\lambda_{qtr}$.

The action $S_2$ in (5.5) yields the second equations in (5.17) and (5.20) together with
\[
\frac{1}{2} \left( 1 - \tau_k^\dagger \tau_k + \frac{1}{3} \tau_k^\dagger \tau_q^\dagger (T_{qk} + \tau_k \tau_q) \right) |E_{\rho}\rangle + \\
+ \frac{1}{2} \left( \rho - \tau_r^\dagger d_r \right) \left\{ \left( 1 - \tau_k^\dagger \tau_k + \frac{1}{3} (T_{qk}^\dagger + \tau_q^\dagger \tau_k^\dagger) \right) |\rho\rangle + \\
+ \left( \tau_k^\dagger d_k^\dagger + \frac{1}{3} (\tau_k^\dagger \tau_k^\dagger + \tau_k^\dagger \tau_k^\dagger) \right) |\alpha_{kr}\rangle - \frac{1}{3} d_r^\dagger (T_{qk}^\dagger + \tau_q^\dagger \tau_k^\dagger) |\alpha_{kr}\rangle \right\} - \\
- \frac{1}{12} (\tau^\dagger T_{tkr}^\dagger |\beta_{tkr}\rangle = 0 \tag{C.3}
\]
from the variation of $\rho$, and
\[
\left( d_t \tau_r + \frac{1}{3} \tau_q^\dagger (T_{q} + \tau_k \tau_q) d_r - (r \leftrightarrow t) \right) |E_{\rho}\rangle + \\
+ d_t d_r \left( 1 - \tau_k^\dagger \tau_k + \frac{1}{3} (T_{qk}^\dagger + \tau_q^\dagger \tau_k^\dagger) \right) |\rho\rangle + \\
+ d_t d_r \left( \tau_k^\dagger d_u^\dagger + \frac{1}{3} (\tau_u^\dagger \tau_k^\dagger + \tau_k^\dagger \tau_u^\dagger) \right) |\alpha_{ku}\rangle - \frac{1}{3} d_t d_r d_u^\dagger (T_{qk}^\dagger + \tau_q^\dagger \tau_k^\dagger) |\alpha_{ku}\rangle + \\
+ d_k^\dagger |\beta_{tkr}\rangle + \frac{1}{3} |\beta_{tkr}\rangle - \tau_k^\dagger d_q |\beta_{rkr}\rangle + \frac{1}{2} T_{kq}^\dagger \left( d_t |\beta_{rkr}\rangle - d_r |\beta_{tkr}\rangle \right) = 0 \tag{C.4}
\]
from the variation of $\lambda_{rt}$.
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