Neural tangent kernel analysis of PINN for advection-diffusion equation
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Abstract

Physics-informed neural networks (PINNs) numerically approximate the solution of a partial differential equation (PDE) by incorporating the residual of the PDE along with its initial/boundary conditions into the loss function. In spite of their partial success, PINNs are known to struggle even in simple cases where the closed-form analytical solution is available. In order to better understand the learning mechanism of PINNs, this work focuses on a systematic analysis of PINNs for the linear advection-diffusion equation (LAD) using the Neural Tangent Kernel (NTK) theory. Thanks to the NTK analysis, the effects of the advection speed/diffusion parameter on the training dynamics of PINNs are studied and clarified. We show that the training difficulty of PINNs is a result of 1) the so-called ‘spectral bias’, which leads to difficulty in learning high-frequency behaviours; and 2) convergence rate disparity between different loss components that results in training failure. The latter occurs even in the cases where the solution of the underlying PDE does not exhibit high-frequency behaviour. Furthermore, we observe that this training difficulty manifests itself, to some extent, differently in advection-dominated and diffusion-dominated regimes. Different strategies to address these issues are also discussed. In particular, it is demonstrated that periodic activation functions can be used to partly resolve the spectral bias issue.

1 Introduction

Developing accurate and efficient numerical schemes for solving partial differential equations (PDEs) is an active research field with enormous applications in different scientific and engineering disciplines. Classical numerical methods, such as finite difference, finite volume or finite element schemes, rely on discretizing the governing equations over an underlying grid points and marching forward in time, and have been successfully applied to a wide range of applications from fluid dynamics and quantum mechanics to neuroscience and finance.

In addition to above mentioned established numerical methods, neural networks (NNs) have recently received attention as an alternative approach to conventional PDE solvers [1][2]. In particular, the first realization of the physics-informed neural network (PINN) [3] showed promising results for solving various linear and non-linear PDEs. PINN approximates the solution of a PDE by turning it into an unsupervised optimization problem with the constraints being the residual of the PDE under consideration and its initial and boundary conditions. The major attractiveness of PINN, however, lies in the computation of derivatives which is done through the automatic differentiation (AD) technique during back-propagation. This results in a mesh-free algorithm that opens up the possibility of accurately solving complex and computationally demanding PDEs including high-dimensional PDEs [4] or Integral-differential equations [5]. The pioneering work of [3] has inspired various improved
PINN models which extend the operating domain of the original model [3] and are to some extent capable of solving PDEs in relevant practical applications [6, 7, 8, 9, 10, 11, 12, 13]. See [14] for a full review of PINNs development.

The original realization of PINN [3], however, struggles in dealing with PDEs which exhibit high-frequency or multi-scale behaviour, even if the underlying PDE has a closed-form analytical solution. It has been shown that in those scenarios the PINN fails to learn the correct solution, no matter how large the architecture is [15]. Different studies have attempted to identify the failure modes of PINN and to understand its learning mechanism [15, 16, 17, 18]. In particular, PINN failure has been attributed to the complexity of the loss function in challenging physical regimes [15] or to the unbalanced gradients of different loss terms during training, which results in numerical stiffness and unbalanced back-propagation via Gradient Descnet (GD) [16]. Yet, the most rigorous mathematical explanation of the PINNs failure has been presented in [19] based on the so-called Neural Tangent Kernel (NTK) theory [20].

NTK is a recent theory which studies fully-connected NNs in the infinite-width limit, i.e., in the limit as the number of neurons in the hidden layers tend to infinity [20, 21]. It has been shown that in this limit, NNs behave like a linear model obtained from the first-order Taylor expansion of the NN around its initial parameters [20, 21, 22]. In other words, according to NTK theory, fully-connected infinite width NNs trained by the GD algorithm behave like a kernel regression model with a deterministic kernel called NTK [20, 21, 22]. The NTK theory has clarified different features of the NN training, including the success of over-parameterized networks. Another feature worth mentioning, is the so-called 'spectral-bias' or 'F-principle' [23, 24], which describe the tendency of NNs to be biased towards low-frequency solutions.

Wang et al. [19] derived the NTK for PINNs and proved its convergence to a deterministic kernel, provided that the network is wide and the learning rate is small enough. Based on that, they showed that, similar to NNs, PINNs also suffer from the 'spectral bias' [19, 25]. Furthermore, they demonstrated that the convergence rate discrepancy between different components in the loss function can lead to PINN failure [19, 25].

Regardless of limitations of the NTK theory, the framework presented by [19] provides an exceptional step forward towards analysing and understanding the behaviour of PINNs in dealing with different class of PDEs. Building on this work [19], this paper aims at (1) apply the NTK theory to PINNs for the linear advection-diffusion (LAD) equation, (2) clarify the exact mechanisms behind PINNs failure in advection-dominated and diffusion-dominated regimes, and (3) exploring the effectiveness of different training strategies in the view of NTK theory, and particularly the role of activation function on training dynamics. All theoretical results are supplemented by numerical experiments. We choose to study the advection-diffusion equation, as it describes two fundamental physical processes with enormous applications from fluid dynamics to biological systems and financial mathematics. In addition, there is a closed-form analytical solution, as well as a mature literature on different numerical methods for dealing with LAD equations. As a result, studying PINNs for this class of PDEs would provide valuable insights into application of PINNs for more challenging and complicated PDEs.

The remainder of the paper is organized as follows: for the sake of completeness, Section 2 briefly presents the main steps of deriving NTK for PINNs. Section 3 studies the PINN for the LAD and clarifies the impact of the PDE parameters on the training dynamics of PINN through NTK analysis backed by numerical experiments. Furthermore, the effectiveness of different improved learning strategies are investigated. Particularly, the role of activation function is studied and analyzed. Finally, Section 4 discusses our findings and provides conclusions.

2 Methodology

In this section, we briefly summarize the neural tangent kernel derivation of PINNs for the linear advection-diffusion equations following [19]. Interested readers are referred to [19, 25] for the full derivation and proofs of the NTK theory for PINNs.
Let us, for simplicity, consider the following scalar advection-diffusion equation,
\[
\begin{aligned}
    u_t + a u_x - \epsilon u_{xx} &= 0, \quad x \in \Omega, \\
    u(x,0) &= f(x), \quad x \in \Omega, \\
    u(x,t) &= g(x), \quad x \in \partial\Omega,
\end{aligned}
\]  

(1)

where \(u(x,t) : \Omega \times [0,T] \rightarrow \mathbb{R}\) denotes the unknown solution in one-dimensional physical space \(\Omega\), \(a\) is the advection speed, and \(\epsilon\) represents the diffusion parameter. For the sake of notational simplicity, we can consider time \(t\) as an additional dimension in \(x\), i.e. \(x = (x,t)\).

Following the original formulation of PINN [3], we approximate the solution \(u(x,t) = u(x)\) with a deep neural network \(u(x, \theta)\), where \(\theta \in \mathbb{R}^{n_{par}}\) is a collection of all network parameters including weights and biases, and by considering the following loss function,
\[
    \mathcal{L} = \mathcal{L}_r + \mathcal{L}_b,
\]

(2)

where
\[
    \mathcal{L}_r = \frac{1}{2} \sum_{i=1}^{N_r} \|u_i(x^r_i, \theta) + au_x(x^r_i, \theta) - \epsilon u_{xx}(x^r_i, \theta)\|^2 = \frac{1}{2} \sum_{i=1}^{N_r} \|\mathcal{N}u(x^r_i, \theta)\|^2,
\]

(3)

and
\[
    \mathcal{L}_b = \frac{1}{2} \sum_{i=1}^{N_b} \|u(x^b_i, \theta) - g(x^b_i)\|^2.
\]

(4)

Here, \(\mathcal{N}\) represents the differential operator on the LHS of (1), \(\mathcal{L}_r\) denotes the loss over residual of the PDE (1) at \(N_r\) collocation points sampled from inside of the domain \(\{x^r_i\}_{i=1}^{N_r}\), and \(\mathcal{L}_b\) is the loss associated with initial/boundary conditions evaluated at \(N_b\) initial/boundary points, \(\{x^b_i\}_{i=1}^{N_b}\).

Learning the network parameters \(\theta\), implies minimization of the loss function (2) through the gradient descent (GD) algorithm. Assuming an infinitesimal learning rate, GD can be written in terms of the so-called continuous time gradient flow differential equation [19],
\[
    \frac{d\theta}{dt} = -\nabla_{\theta} \mathcal{L}(\theta).
\]

(5)

Applying the gradient leads to,
\[
    \frac{d\theta}{dt} = -\left[ \sum_{i=1}^{N_r} (\mathcal{N}u(x^r_i, \theta(t))) \frac{\partial \mathcal{N}u(x^r_i, \theta(t))}{\partial \theta} + \sum_{i=1}^{N_b} (u(x^b_i, \theta(t)) - g(x^b_i)) \frac{\partial u(x^b_i, \theta(t))}{\partial \theta} \right].
\]

(6)

Using the chain rule, we can write for \(0 \leq k \leq N_r\) and \(0 \leq j \leq N_b\),
\[
    \frac{dN\mathcal{U}(x^k_j, \theta(t))}{dt} = \left[ \frac{d\mathcal{N}u(x^r_i, \theta(t))}{d\theta} \right]^T \frac{d\theta}{dt},
\]

(7)

\[
    \frac{du(x^b_i, \theta(t))}{dt} = \left[ \frac{du(x^b_i, \theta(t))}{d\theta} \right]^T \frac{d\theta}{dt}.
\]

(8)

Substituting (6) into (7) results in,
\[
    \frac{d\mathcal{N}u(x^r_i, \theta)}{dt} = -\left[ \sum_{i=1}^{N_r} (\mathcal{N}u(x^r_i, \theta)) \left\langle \frac{d\mathcal{N}u(x^r_i, \theta)}{d\theta}, \frac{d\mathcal{N}u(x^r_i, \theta)}{d\theta} \right\rangle \\ + \sum_{i=1}^{N_b} (u(x^b_i, \theta) - g(x^b_i)) \left\langle \frac{du(x^b_i, \theta)}{d\theta}, \frac{du(x^b_i, \theta)}{d\theta} \right\rangle \right],
\]

(9)

and similarly for (8),
\[
    \frac{du(x^b_i, \theta)}{dt} = -\left[ \sum_{i=1}^{N_r} (\mathcal{N}u(x^r_i, \theta)) \left\langle \frac{du(x^r_i, \theta)}{d\theta}, \frac{du(x^r_i, \theta)}{d\theta} \right\rangle \\ + \sum_{i=1}^{N_b} (u(x^b_i, \theta) - g(x^b_i)) \left\langle \frac{du(x^b_i, \theta)}{d\theta}, \frac{du(x^b_i, \theta)}{d\theta} \right\rangle \right],
\]

(10)
where the part within \( \langle \rangle \) indicates the inner product over all neural network parameters \( \theta \). By defining the following kernels,

\[
(K_u)_{ij}(t) = \left\langle \frac{du(x^i_j, \theta(t))}{d\theta}, \frac{du(x^j_i, \theta(t))}{d\theta} \right\rangle,
\]

\[
(K_{ur})_{ij}(t) = \left\langle \frac{dN^{u}(x^i_j, \theta(t))}{d\theta}, \frac{dN^{u}(x^j_i, \theta(t))}{d\theta} \right\rangle,
\]

\[
(K_r)_{ij}(t) = \left\langle \frac{dN^{r}(x^i_j, \theta(t))}{d\theta}, \frac{dN^{r}(x^j_i, \theta(t))}{d\theta} \right\rangle,
\]

we can rewrite Eqs. (9) and (10) in a compact form as,

\[
\begin{bmatrix}
\frac{du(x_b, \theta(t))}{dt} \\
\frac{dN^{u}(x_r, \theta(t))}{dt}
\end{bmatrix} = -K(t) \cdot \begin{bmatrix}
u(x_b, \theta(t)) - g(x_b) \\
N^{u}(x_r, \theta(t))
\end{bmatrix},
\]

where

\[
K(t) = \begin{bmatrix}
K_u(t) & K_{ur}(t) \\
K_{ur}^T(t) & K_r(t)
\end{bmatrix},
\]

is called the neural tangent kernel (NTK) of our PINN. It can be verified that for an over-parameterized PINN, the NTK is a positive semi-definite (PSD) matrix [19].

According to the neural tangent kernel (NTK) theory, in the limit where the width of the deep neural network goes to infinity (and also under some other conditions [19]), the kernel \( K(t) \) converges to a static kernel \( K^* \) and remains almost constant during the training. In most cases, the kernel can be well approximated with its value at the initialization, i.e.,

\[
K(t) \approx K^* \approx K(0).
\]

Therefore, learning dynamics can be simplified into the following system of ordinary differential equations,

\[
\begin{bmatrix}
\frac{du(x_b, \theta)}{dt} \\
\frac{dN^{u}(x_r, \theta)}{dt}
\end{bmatrix} \approx -K(0) \cdot \begin{bmatrix}
u(x_b, \theta) - g(x_b) \\
N^{u}(x_r, \theta)
\end{bmatrix},
\]

which implies that,

\[
\begin{bmatrix}
u(x_b, \theta(t)) - g(x_b) \\
N^{u}(x_r, \theta(t))
\end{bmatrix} \approx e^{-K(0)t} \cdot \begin{bmatrix}
u(x_b, \theta(0)) - g(x_b) \\
N^{u}(x_r, \theta(0))
\end{bmatrix}.
\]

Spectral decomposition of \( K(0) \) as \( K(0) = P^T \Lambda P \), with \( P \) being an orthogonal matrix whose columns are eigenvectors of \( K(0) \) and \( \Lambda \) being a diagonal matrix with diagonal entries \( \lambda_i \) corresponding to eigenvalues of \( K(0) \), allows us to write the solution in the following form,

\[
\begin{bmatrix}
u(x_b, \theta(t)) - g(x_b) \\
N^{u}(x_r, \theta(t))
\end{bmatrix} \approx P^T e^{-\Lambda t} P \cdot \begin{bmatrix}
u(x_b, \theta(0)) - g(x_b) \\
N^{u}(x_r, \theta(0))
\end{bmatrix}.
\]

Some remarks about NTKs and the information they provide according to Eq. [19] are in order:

- Given that \( K(0) \) is a PSD matrix with non-negative eigenvalues \( \lambda_i \geq 0 \), the training loss decays monotonically with time \( t \) and converges to zero in the limit of \( t \to \infty \).
- The \( i \)-th component of the training error decays at a rate proportional to \( e^{-\lambda_i t} \). As a result, severe eigenvalue disparity between different loss terms would lead to domination of one term and, therefore, difficulty in training.
- It has been shown that larger eigenvalues correspond to low-frequency solutions. This would result in the ‘spectral bias’ of the PINNs, meaning that the network learns the low-frequency solutions faster.

In the next section, we shall illustrate the usefulness of NTKs in analyzing the behaviour of PINNs dealing with LAD equations.
3 Numerical experiments

In this section, through the use of the NTK, we study PINN for the linear advection-diffusion equation \( \frac{\partial u}{\partial t} + \epsilon \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} \) and study the impact of the advection speed/diffusion parameter on the training dynamics of PINNs. Unless otherwise stated, we consider the computational domain as \([x, t] : [0, 1] \times [0, 1]\), the initial condition \(u(x, 0) = \sin(2\pi x)\) and periodic boundary condition. The LAD has a closed form analytical solution given by,

\[
u_{Exact} = \sin(2\pi(x - at)) e^{(-\epsilon a^2 t)}.
\]

For simplicity, periodicity is imposed through Dirichlet boundary condition and according to the analytical solution (20). The network architecture used consists of 3 hidden layers with 200 neurons in each layer with \(\tanh\) as activation function. The network is initialized using the Xavier scheme, and Adam optimizer is used to minimize the loss function (2) with learning rate of 0.001. Furthermore, we generate \(N_r = N_b = 300\) collocation points randomly sampled from the computational domain \((x, t)\).

3.1 Advection-dominated regime

We first investigate the pure linear advection equation \((\epsilon = 0)\) at three different advection speeds, namely \(a = 0.1, 1\) and 15. We train the network for 80000 steps and monitor the eigenvalues of NTKs \(K_r(t)\) and \(K_u(t)\) over the training. Figure [1] illustrates the eigenvalues in descending order for the three different training steps. In all three cases, the figure shows that the eigenvalues decay rapidly to zero such that most of them, except the first few, are near zero. As mentioned in the introduction, the training error decays proportionally to the eigenvalue magnitude and larger eigenvalues correspond to low-frequency eigenvectors. This fact explains that, similar to conventional neural networks, PINNs also tend to learn low-frequency solutions faster and therefore, exhibit 'spectral bias' \([19, 16]\). In addition, Fig. [1] shows that all eigenvalues converge, which in turn means that the NTKs converge to deterministic kernels during the training. This is consistent with the NTK theory \([16]\) discussed in Section [2].

Another key thing to note is that, for small values of the advection speed, there is a small disparity between eigenvalues and the predicted solution converges to the exact solution with good accuracy, as shown in Fig. [2]. However, increasing the advection speed to \(a = 15\) results in a severe disparity between \(K_r\) and \(K_u\) eigenvalues in a way that \(K_r\) dominates \(K_u\) (see Fig. [1]). This results in faster decay of residual error \(\mathcal{L}_r\) compared to initial/boundary condition error \(\mathcal{L}_b\), as illustrated in Fig. [3].

In spite of this fast convergence, the solution converges to a trivial non-physical solution after some time, as it can be clearly seen from Fig. [2]. Domination of \(K_r\), indeed, makes the problem ill-posed, as it prevents the network to learn the initial/boundary conditions, leading to trivial constant solution.

To study the importance of properly learning the initial/boundary conditions and the effect of eigenvalue disparity on that, we repeat the training for the case with \(a = 15\) using the adaptive weights training proposed by Wang et al. \([19]\). The idea of adaptive weights strategy is to assign proper weights to different loss components in order to reduce the eigenvalue disparity \([19, 25]\).

The results illustrated in Figure [1] demonstrate that while this strategy is, to some extent effective, the predicted solution still converges to trivial solution, albeit at a later time. The failure of PINN, in this case after resolving the eigenvalue disparity issue, can be explained through the lens of the 'spectral bias', since by increasing the advection speed the solution exhibits multi-scale high-frequency behaviour in the space-time domain (see the exact solution in Fig. [2]). To further investigate this issue, we repeat the training with same setup but on a smaller sub-domain of \((x, t) : [0, 1] \times [0, 0.5]\). This strategy effectively reduces the complexity of the underlying solution and results in robust training of PINN with accurate results. This confirms that spectral bias is an important source of training difficulty. Noteworthy to say that, this is the idea behind the sequence-to-sequence learning \([15]\), or time adaptive strategies \([26, 27]\), which splits the entire space-time domain into multiple subdomains, trains the PINN in sub-domains while marching forward in time. It is important to emphasise that all of these improved learning strategies come at the price of increasing computational and algorithmic complexity.

3.1.1 Effect of activation function

Most of the state-of-the-arts neural network architectures in the literature utilize the rectified linear unit (ReLU) activation function, which have shown success in various deep learning applications.
This is, however, not possible in PINNs, as they require sufficiently smooth activation functions, while ReLU is a piecewise linear function incapable of representing second-order derivative and beyond. As such, tanh is the most widely used activation function for PINN models, despite the fact that it suffers from the vanishing gradient problem and, therefore, is not suitable for deep network architectures.

Recently, there has been a growing interest in using periodic functions as an alternative to traditional activation functions [28, 29, 30, 31]. While the first use of periodic activation goes back to three decades ago [32], it was not until recently that neural networks based on periodic functions were used to solve challenging problems and shown to outperform traditional networks in some applications [29, 30, 31]. Noteworthy, is the so-called SIREN network which leverages sin activation function and has been successful in representing complex physical signals [30].

Motivated by this, here we explore the performance of sin activation function in comparison with the tanh activation used before by repeating the advection-dominated case with $a = 15$. Figure 5 shows that eigenvalues corresponding to sin activation decay slower compared to the ones corresponding to tanh. This means that sin networks might be able to learn higher frequency behaviours than tanh networks. This is confirmed in Fig. 6, where the predicted solution with sin network agrees well with the exact solution, while tanh network fails to learn the correct solution (see Fig. 4 top). Consequently, we can conclude that employing periodic activation functions in PINNs can be an

Figure 1: Evolution of NTK eigenvalues for the advection with $a = 0.1$ (top), $a = 1$ (middle) and $a = 15$ (bottom).
effective approach to address the spectral bias issue without any additional computation overhead or major change in the algorithm (contrary to the previous strategies).

### 3.2 Diffusion-dominated regime

The present section focuses on clarifying the effect of diffusion parameter $\epsilon$ on the training dynamics of PINN. Similar to the previous section, the network is trained for 80000 steps and for two different parameter values, namely $\epsilon = 0.1$ and 10.

Figure 7 depicts the NTKs for three cases. Qualitatively speaking, NTKs follow similar trends observed in the previous section. As diffusion parameter increases to $\epsilon = 10$, the training becomes
more difficult, which eventually leads to PINN collapse. However, Fig. 8 shows the underlying exact solution in the case of high diffusivity does not exhibit high-frequency behaviour, as the initial condition decays rapidly to trivial solution zero. This counter-intuitive failure of PINN in learning this relatively simple solution of the diffusion equation, could be explained by severe eigenvalue disparity that is observed for this case and is shown in Fig. 7. Similar to the previous case, the domination of the residual error term prevents the network from learning the initial/boundary conditions. Based on this observation and given the fact that the solution is more or less smooth and trivial in this case, we expect adaptive weights to be a more effective strategy than sub-domain learning or using $\sin$. This is verified in Fig. 10, where the predicted solution with adaptive weights correctly recovers the exact solution with reasonable accuracy, while the predicted solution even on a very small time domain $t = [0, 0.1]$ does not show any significant improvement compared to the baseline PINN results shown in Fig. 8. This is in contrast to the advection regime, where sub-domain learning was an effective approach to resolve the training difficulty of PINN.
3.3 Advection-diffusion regime: a numerical example

Building on the previous sections’ findings, we can argue that training failure mechanism of PINNs is different in the advection-dominated and diffusion-dominated regimes. While in both regimes PINNs suffer from the eigenvalue discrepancy, the training difficulty is more prominent in advection-dominated regime due to the underlying high-frequency behaviour of the solution in this regime and the spectral bias of PINNs. A successful PINN model in dealing with advection-diffusion equation (and possibly other class of PDEs) should, therefore, be able to address both eigenvalue disparity and spectral bias, at the same time.

As such, we illustrate the effectiveness of using sin activation function combined with adaptive weights strategy [16] for the LAD in a difficult regime with $a = 15$ and $\epsilon = 0.1$. Figure 11 illustrates the good accuracy of the proposed PINN for this case, with the note that the vanilla PINN with tanh activation [3] is unable to learn the solution. We shall discuss all our findings in the next Sec. 4.

4 Discussion and Conclusions

In this work, we performed neural tangent kernel analysis of physics-informed neural networks for the linear advection-diffusion equation in advection-dominated and diffusion-dominated regimes.
Figure 8: Predicted solution versus exact solution for the diffusion with $\epsilon = 0.1$ (left), $\epsilon = 10$ (right). Solid lines: exact solution; dashed lines: predicted solution.

Figure 9: Time history of the different terms in the loss function for the diffusion with $\epsilon = 0.1$ (left), $\epsilon = 10$ (right).

Through numerical experiments and eigenvalue analysis of NTKs, we showed that in both regimes the training of PINNs become problematic at large PDE parameters, with possibility of total failure in extreme cases.

Going into more detail, we observed that increasing the advection speed results in: 1) severe eigenvalue disparity between the NTKs of the residual term $K_r$ and initial/boundary conditions term $K_u$; and 2) the solution in space-time domain exhibits high-frequency behaviour. The former results in domination of the residual term, and thus, it has faster convergence rate through the gradient descent training. This prevents the PINN from learning the correct initial/boundary conditions, which makes the problem ill-posed. The latter, on the other hand, poses challenge to PINNs due to the so-called 'spectral bias', a general feature of fully connected neural networks (like the ones used in PINNs) that tend to be biased towards low-frequency solutions. One remedy to the first issue is to reduce the eigenvalue disparity by manipulating the weights of different loss terms as, for example, it is done in the adaptive weights algorithm [19]. While using this algorithm improves the results to some extent, other strategies are needed to address the issue stemming from the 'spectral bias'. We showed that splitting the time domain, doing the training on a smaller sub-domain and then marching consecutively in time, as done in the sequence-to-sequence learning [15] or time adaptive re-sampling learning [27], is an effective approach to resolve this issue. These improved learning strategies, however, increase the computational cost as well as complexity of the algorithm. It was then demonstrated that a simple, yet effective strategy to address the spectral bias issue without any additional computational cost and major change in the algorithm is to use periodic activation functions and in particular sin activation. NTK analysis supplemented with numerical experiments showed that PINN models with sin activation are capable of representing higher-frequency solutions compared to tanh models. Last important thing to note is that, the behaviour of PINNs in advection-dominated
regimes is consistent with the behaviour of conventional numerical methods in this regime. It is
well known that classical numerical methods are more prone to numerical instabilities in advection-
dominated regimes [33] and there is a long tradition of designing numerical schemes suitable for
advection dominated regime [34].

In the diffusion-dominated regime, the eigenvalue analysis of NTKs showed the same trend as in the
advection-dominated regime, i.e. increasing the diffusion parameter leads to eigenvalue discrepancy,
domination of the residual term in the training process, inability of PINNs in learning the correct
initial/boundary conditions and eventually, PINNs failure. However, contrary to the advection-
dominated regime, diffusion in general smooths out high-frequency behaviours in the solution. Yet,
we showed that for the pure diffusion, where the solution dissipates quickly to a constant steady-state
solution and seems to be trivial to learn, the PINN fails and cannot learn the exact solution. This
surprising behaviour, however, could be explained by the eigenvalue disparity, which was resolved
by employing the adaptive weights learning strategy [19]. It is also interesting to note that, when
it comes to diffusion-dominated regimes, the described behaviour of PINNs is in sharp contrast to
the behaviour of conventional numerical methods. From numerical point of view, it is in general
desirable to have diffusion in our scheme as it dissipates spurious numerical oscillations leading
to enhanced numerical stability [33]. Consequently, one can find a extensive literature on how to
optimally add artificial diffusion in order to maintain the stability of a numerical scheme [34].

A unified training strategy that can address both spectral bias and eigenvalue disparity issues is,
therefore, in great need. Recent works [26, 27] in the literature have shown promising results in that
respect. Nevertheless, we showed that using periodic activation like sin along with adaptive weights
[16] is one possibility, which needs to be further investigated for more general and challenging PDEs
with non-linearity. Analysing the performance of other periodic activation functions [29] in PINNs
could be another line of research.
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