ANALYSIS OF A DIFFUSE INTERFACE METHOD FOR THE STOKES-DARCY COUPLED PROBLEM
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Abstract. We consider the interaction between a free flowing fluid and a porous medium flow, where the free flowing fluid is described using the time dependent Stokes equations, and the porous medium flow is described using Darcy’s law in the primal formulation. To solve this problem numerically, we use a diffuse interface approach, where the weak form of the coupled problem is written on an extended domain which contains both Stokes and Darcy regions. This is achieved using a phase-field function which equals one in the Stokes region and zero in the Darcy region, and smoothly transitions between these two values on a diffuse region of width $\mathcal{O}(\epsilon)$ around the Stokes-Darcy interface. We prove convergence of the diffuse interface formulation to the standard, sharp interface formulation, and derive rates of convergence. This is performed by deriving a priori error estimates for discretizations of the diffuse interface method, and by analyzing the modeling error of the diffuse interface approach at the continuous level. The convergence rates are also shown computationally in a numerical example.
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1. INTRODUCTION

The interaction between a free flowing fluid and a porous medium flow, commonly formulated as a Stokes-Darcy coupled system, has been used to describe problems arising in many applications, including environmental sciences, hydrology, petroleum engineering and biomedical engineering. Hence, the development of numerical methods for Stokes-Darcy problems has been an active area of research. Most existing numerical methods are based on a sharp interface approach, in the sense that the interface between the Stokes and Darcy regions is parametrized using an exact specification of its geometry and location, and the nodes in the computational mesh align with the interface. They include both monolithic and partitioned numerical methods. Some of the recently developed monolithic schemes include a two-grid method with backtracking for the stationary monolithic Stokes-Darcy problem proposed in [30] and a mortar multiscale finite element method presented in [39]. We also mention the work in [18, 85] based on the Nitsche’s penalty method. Non-iterative partitioned schemes based on various time-discretization strategies were developed in [21, 42, 47, 49–51]. A third-order in
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time implicit-explicit algorithm based on the combination of the Adams-Moulton and the Adams-Bashforth scheme was proposed in [22], and iterative domain decomposition methods based on generalized Robin coupling conditions were derived in [26,28].

While the sharp interface methods are widely used, the explicit interface parametrization may be difficult to obtain in case of complex geometries, making a proper approximation of the integrals error-prone and difficult to automate. Furthermore, the interface between two regions could be difficult to determine exactly, e.g. “fuzzy” boundaries between regions obtained from medical images, commonly used in patient-specific biomedical simulations. Hence, as one alternative to sharp interface approaches, diffuse interface methods have been introduced [9,14,16,29,52,54,69]. They are also known as phase-field, or diffuse domain methods. While they have features in common with the level set method [20,63–65], they are fundamentally different since the level set method tracks the exact sharp interface without introducing any diffuse layers [29]. Other conceptually similar approaches include the fictitious domain method with a spread interface [67,68], the immersed boundary method with interface forcing functions based on Dirac distributions [41,66] and the fictitious domain method [67,68], among others. The diffuse interface method has received strong attention from the applications point of view [7,13,32,40,55,58,59,74,76,78,79]. However, many difficult questions remain to be theoretically addressed both at the continuous and the discrete level. One of the fundamental mathematical questions, whether the diffuse interface converges to a sharp interface when the width of the diffuse interface tends to zero, remains an open problem for many phase-field models.

Theoretically, the diffuse interface approach has been widely studied for elliptic problems and two-phase flow problems. An analysis of the diffuse interface method for elliptic problems has been provided in [15,16,36,54,75]. An elliptic problem was also considered in [61], where diffuse formulations of Nitsche’s method for imposing Dirichlet boundary conditions on phase-field approximations of sharp domains were studied. A Cahn-Larché phase-field model approximating an elasticity sharp interface problem has been considered in [3]. Advection-diffusion on evolving diffuse interfaces has been studied in [32,78]. We also mention the work in [37] where the interaction between the two-phase free flow and two-phase porous media flow was considered, but the diffuse interface method was used to separate different phases in each region, while the Stokes-Darcy interface was captured by a mesh aligned with the interface and the two problems were decoupled using a classical approach. Diffuse interface models for two-phase flows have been extensively analyzed, see, e.g., [1,2,5,35,43,70,84]. However, only recently a rigorous sharp interface limit convergence result with convergence rates in strong norms has been proved [4]. The main challenges in the analysis of the diffuse interface problems involve proving the convergence of the diffuse interface to the sharp interface, and the estimation of the modeling error, which can be quite difficult to analyze and remain open for many problems.

In this work, we consider the fluid–porous medium interaction described by the time–dependent Stokes–Darcy coupled problem. We discretize the problem in time using the backward Euler method, and in space using the finite element method. The focus of this paper is the convergence analysis of the diffuse interface to the sharp interface as the width of the diffuse layer goes to zero. This is performed in two steps. First, we derive error estimates and prove the convergence for the finite element approximation of the diffuse interface method. Then, we analyze the convergence of the continuous diffuse interface formulation to the continuous sharp interface formulation, obtaining the convergence rates with respect to the width of the diffuse layer. These rates of convergence are also explored numerically.

In the diffuse interface approach, the integrals contain some form of the phase-field function, which can be thought of being a weight and naturally introduces the framework of weighted Sobolev spaces. Hence, the analysis in this work relies on the results from [16] on the convergence of the diffuse integrals, and on a trace lemma, which states that the trace operator for weighted Sobolev spaces is uniformly bounded for certain perturbations of the domain. A variety of results for weighted spaces with Muckenhoupt weights [48] are used as well. The main challenge comes from the fact that the weights used in [16] do not belong to a Muckenhoupt class, and that the weights from the Muckenhoupt class used in this work ($A_2$, as defined in Sect. 2) are not necessarily Lipschitz. Therefore, the phase-field functions used in our analysis had to be carefully constructed.
In addition, due to the setting of the problem, a special attention had to be given to extend both the continuous and the discrete inf-sup conditions in order to construct the pressure in the correct space.

The rest of this paper is organized as follows. Section 2 introduces notation and some background information that will prove useful in our developments. The mathematical models, together with their well-posedness, are described in Section 3. The numerical approximation of the diffuse interface formulation is developed in Section 4, where we develop and analyze a fully discrete scheme for this problem. The so-called modeling error is the topic of Section 5 where we derive modeling error estimates under two scenarios: the case when the phase-field function remains strictly positive, and that when it vanishes. Finally, several numerical illustrations that not only show our proved error estimates, but also demonstrate the flexibility of our diffuse interface approach are presented in Section 6.

2. Notation and preliminaries

Let \( \Omega \subset \mathbb{R}^d \), with \( d = 2, 3 \) be a bounded domain with Lipschitz boundary. When dealing with discretization, we shall also assume that this is a polytope. This will be used to denote the domain where the fluid and porous medium interaction takes place. Let \( a \lesssim (\gtrsim) b \) denote that there exists a positive constant \( C \), independent of discretization or phase-field parameters, such that \( a \leq (\geq) C b \).

We will mostly adhere to standard notation and terminology with regards to function spaces and their properties. Vector and matrix valued functions will be denoted using boldface. For a Banach space \( X \) we denote its dual by \( X^* \), and the duality pairing is \( \langle \cdot, \cdot \rangle_X \). We may depart from standard notation in that we will make use of weighted spaces and their properties.

We say that an almost everywhere positive function \( \omega \in L^1_{\text{loc}}(\mathbb{R}^d) \) is a weight. Every weight, \( \omega \), induces a measure with density \( \omega dx \), over the Borel sets of \( \mathbb{R}^d \) which, for simplicity, will also be denoted by \( \omega \). In other words, for \( E \subset \mathbb{R}^d \) a Borel set, we let \( \omega(E) = \int_E \omega \).

For \( r \in (1, \infty) \), \( \omega \) a weight, and \( D \subset \mathbb{R}^d \) a bounded domain, we define weighted Lebesgue spaces and their norms

\[
L^r(D, \omega) = \left\{ \psi : D \to \mathbb{R} : |\psi|^r \omega \in L^1(D) \right\}, \quad \|\psi\|_{L^r(D, \omega)}^r = \int_D |\psi|^r \omega.
\]

These spaces are complete. Associated with weighted \( L^r \)-spaces, we define the weighted Sobolev spaces:

\[
W^{k,r}(D, \omega) = \left\{ \psi \in L^r(D, \omega) : D^\alpha \psi \in L^r(D, \omega), \forall \alpha \in \mathbb{N}_0^d : |\alpha| \leq k \right\}, \quad \|\phi\|_{W^{k,r}(D, \omega)}^r = \sum_{|\alpha| \leq k} \|D^\alpha \psi\|_{L^r(D, \omega)}^r.
\]

As usual, we set \( H^k(D, \omega) = W^{k,2}(D, \omega) \) for any \( k \in \mathbb{N}_0 \). In general, one needs caution when defining weighted Sobolev spaces for general weights. For instance, for some weights, we may not have that \( L^r(D, \omega) \subset L^1_{\text{loc}}(D) \), so that defining weak derivatives may be an issue. Even when this is possible, the ensuing spaces may not be complete [48]. For this reason, we shall always assume that the weight \( \omega \) belongs to the Muckenhoupt class \( A_r \) [62]. We will only make use of the case \( r = 2 \), so we only define the \( A_2 \)-class. We say that \( \omega \in A_2 \) if

\[
[\omega]_{A_2} = \sup_B \left( \frac{1}{|B|} \int_B \omega \right) \left( \frac{1}{|B|} \int_B \frac{1}{\omega} \right) < \infty,
\]

where the supremum is taken over all balls in \( \mathbb{R}^d \). If \( \omega \in A_2 \), then \( H^k(D, \omega) \) enjoys most of the properties that its classical unweighted counterpart has. For instance, it is Hilbert and separable; see [48, 62]. Below we list some properties of \( H^1(D, \omega) \), with \( \omega \in A_2 \), that shall be useful to us in our developments.

- **Traces:** Let \( \Gamma \subset \partial D \) have positive and finite \((d - 1)\)-Hausdorff measure. Then, there is a continuous trace operator \( \gamma_T : H^1(D, \omega) \to L^1(\Gamma) \); see [81, 82]. Recall that this, in particular, implies that subspaces of \( H^1(D, \omega) \) consisting of functions that vanish on a piece of its boundary are closed, and hence Hilbert themselves.

In light of what is said above, it is legitimate to define \( H^1_0(D, \omega) \) as the subset of \( H^1(D, \omega) \) consisting of functions whose trace, onto \( \partial D \), vanishes.
– Poincaré–Friedrichs–type inequalities: Let $\Gamma$ be as above. There is a constant $C_P > 0$ such that, for all $v \in H^1(D,\omega)$, we have
\[
\|v\|^2_{H^1(D,\omega)} \leq C_P \left( \int_{\Gamma} v + \|\nabla v\|_{L^2(D,\omega)} \right)^2 ;
\]
see [62] and references therein.

– Bogovskiĭ operator: There is $\beta > 0$ such that, for all $\psi \in L^2(D,\omega^{-1})$ with $\int_D \psi = 0$, we have
\[
\beta \|\psi\|_{L^2(D,\omega^{-1})} \leq \sup_{0 \neq v \in H^1_0(D,\omega)^d} \frac{\int_D \psi \nabla \cdot v}{\|\nabla v\|_{L^2(D,\omega)^d}},
\]
see Lemma 6.1 from [31].

– Korn’s inequality: For $v \in H^1(D,\omega)^d$ we denote by $D(v) = \frac{1}{2} (\nabla v + \nabla v)^T$ its symmetric gradient. There is a constant $\tilde{C}_K > 0$ such that
\[
\|\nabla v\|_{L^2(D,\omega)^{d \times d}} \leq \tilde{C}_K \left( \|v\|_{L^2(D,\omega)^d} + \|D(v)\|_{L^2(D,\omega)^{d \times d}} \right), \quad \forall v \in H^1(D,\omega)^d.
\]
One can easily then mimic classical arguments, for instance ([24], Thm. 7.3.2), to conclude that there is a constant $C_K > 0$ such that for all $v \in H^1(D,\omega)^d$ that vanish on $\Gamma$, we have
\[
\|v\|^2_{H^1(D,\omega)^d} \leq C_K \|D(v)\|^2_{L^2(D,\omega)^{d \times d}}.
\]

The constants in all the statements above depend on $\omega$ only through $[\omega]_{A_2}$.

Finally, we mention a prototypical example of a weight that belongs to $A_2$. It has been shown in [6] and Lemma 2.3(vi) from [34] that if $\Gamma \subset \mathbb{R}^d$ is an embedded hypersurface (i.e., a curve if $d = 2$ and a surface if $d = 3$), then
\[
\omega(x) = \text{dist}_\Gamma(x)^\alpha \in A_2,
\]
if and only if $\alpha \in (-1,1)$. Here $\text{dist}_\Gamma$ is the distance function to $\Gamma$. If $\Gamma \subset \partial D$, [60] has provided a finer characterization of the trace operator $\gamma_\Gamma$; namely,
\[
\gamma_\Gamma \left( H^1(D,\text{dist}_\Gamma^\alpha) \right) \hookrightarrow L^2(\Gamma).
\]

3. THE MATHEMATICAL MODELS

Let us now present our models of interest, and discuss their most important properties. We recall that $\Omega \subset \mathbb{R}^d$ denotes an open bounded domain with Lipschitz boundary. This is the domain where the interaction between fluid and porous medium shall take place. $T > 0$ is the final time.

3.1. The sharp interface model

We begin by describing the sharp interface model, and studying its well-posedness. Let $\Omega_F$ denote the fluid domain and $\Omega_D$ denote the porous medium domain. We assume that $\Omega_F$ and $\Omega_D$ are bounded domains in $\mathbb{R}^d$, with $d = 2,3$, that have Lipschitz boundary. Moreover, $\Omega_F \cap \Omega_D = \emptyset$, $\bar{\Omega} = \bar{\Omega}_F \cup \bar{\Omega}_D$, and $\Gamma$ is the common boundary between these domains, i.e., $\partial \bar{\Omega}_F \cap \partial \bar{\Omega}_D = \Gamma$. We assume that $\Gamma$ is sufficiently smooth, and that it has positive and finite $(d-1)$–Hausdorff measure $\mathcal{H}_{d-1}(\Gamma)$.

To model the fluid flow, we use the time–dependent Stokes equations, given as follows:
\[
\begin{align*}
\rho \partial_t u &= \nabla \cdot \sigma(u, \pi) + \rho F, & \text{in } \Omega_F \times (0,T), \\
\nabla \cdot u &= 0, & \text{in } \Omega_F \times (0,T),
\end{align*}
\]
where $u$ is the fluid velocity, $\rho > 0$ is the, constant, fluid density, $\sigma(u, \pi) = 2\mu D(u) - \pi I$ is the fluid Cauchy stress tensor, $\mu$ is the fluid viscosity, $\pi$ denotes the pressure and $F$ is the density of volumetric forces.
The porous medium flow is governed by Darcy’s law, written in the primal formulation as:
\[ c_0 \partial_t p - \nabla \cdot (\kappa \nabla p) = g, \quad \text{in } \Omega_D \times (0, T), \] (9)
where \( p \) is the Darcy pressure, \( c_0 \) is the mass storativity and \( \kappa \) is the hydraulic conductivity tensor. We assume that \( \kappa \) is uniformly bounded and positive definite, so that \( 0 < k_* \leq \lambda \leq k^* \), where \( \lambda \in \lambda(\kappa) \), and \( \lambda(\kappa) \) is the spectrum of \( \kappa \). We note that the porous medium flow velocity can be computed from \( p \) as \( \mathbf{q} = -\kappa \nabla p \).

**Coupling conditions:** The Stokes and Darcy problems are coupled using the following interface conditions:
- The conservation of mass:
  \[ \mathbf{u} \cdot \mathbf{n} = -\kappa \nabla p \cdot \mathbf{n}, \quad \text{on } \Gamma \times (0, T), \]
  where \( \mathbf{n} \) is the unit normal to \( \Gamma \) which points towards \( \Omega_D \).
- The Beavers-Joseph-Saffman condition:
  \[ \alpha_{BJ} \mathbf{u} \cdot \mathbf{t}_i + \sigma(\mathbf{u}, \pi) \mathbf{n} \cdot \mathbf{t}_i = 0, \quad i = 1, 2, \ldots, d - 1, \quad \text{on } \Gamma \times (0, T), \]
  where, for every point in \( x \in \Gamma \), \( \mathbf{t}_i \), \( i = 1, \ldots, d - 1 \), is an orthonormal basis for the tangent space \( T_x(\Gamma) \); and \( \alpha_{BJ} > 0 \) is the Beavers-Joseph-Saffman-Jones coefficient.
- The balance of pressure:
  \[ -\sigma(\mathbf{u}, \pi) \mathbf{n} \cdot \mathbf{n} = p, \quad \text{on } \Gamma \times (0, T). \]

**Boundary conditions:** We split the boundaries as: \( \partial \Omega_F = \Gamma_F^1 \cup \Gamma_F^2, \partial \Omega_D = \Gamma_D^1 \cup \Gamma_D^2, \) and prescribe the following boundary conditions:
\[ \begin{align*}
\mathbf{u} &= 0 \quad \text{on } \Gamma_F^1 \times (0, T), \\
p &= 0 \quad \text{on } \Gamma_D^1 \times (0, T), \\
\sigma(\mathbf{u}, \pi) \mathbf{n} &= 0 \quad \text{on } \Gamma_F^2 \times (0, T), \\
\partial_n p &= 0 \quad \text{on } \Gamma_D^2 \times (0, T).
\end{align*} \]
(10)
(11)

**Initial conditions:** Finally, we supplement the problem with the following initial conditions:
\[ \begin{align*}
\mathbf{u}(\cdot, 0) &= \mathbf{u}_0, \quad \text{in } \Omega_F, \\
p(\cdot, 0) &= p_0, \quad \text{in } \Omega_D.
\end{align*} \]

Here \( u_0 \) and \( p_0 \) are the initial velocity and pressure, respectively.

**3.1.1. Weak formulation**

To accommodate for boundary conditions, we introduce the following function spaces:
\[ \mathcal{V} = \{ \mathbf{u} \in H^1(\Omega_F)^d : \mathbf{u} = 0 \text{ on } \Gamma_F^1 \}, \quad \mathcal{X} = \{ \psi \in H^1(\Omega_D) : \psi = 0 \text{ on } \Gamma_D^1 \}. \]

The weak solution to the sharp interface Stokes-Darcy problem is defined as follows.

**Definition 3.1** (Weak solution of the sharp interface problem). The triple \((\mathbf{u}, p, \pi)\) such that
\[ \begin{align*}
\mathbf{u} &\in L^\infty(0, T; L^2(\Omega_F)) \cap L^2(0, T; \mathcal{V}), \\
p &\in L^\infty(0, T; L^2(\Omega_D)) \cap L^2(0, T; \mathcal{X}), \\
\pi &\in H^{-1}(0, T; L^2(\Omega_F)),
\end{align*} \]
is a weak solution to our problem if
\[ \mathbf{u}(\cdot, 0) = \mathbf{u}_0, \quad p(\cdot, 0) = p_0, \quad \text{in } L^2(\Omega_F), \]
and, in addition, for every \((\mathbf{v}, \psi, \varphi) \in \mathcal{V} \times \mathcal{X} \times L^2(\Omega_F)\), the following equality is satisfied in \( \mathcal{D}'(0, T)\):
\[ \begin{align*}
\frac{d}{dt} (\rho(\mathbf{u}, \mathbf{v}) \mathcal{V} + c_0(p, \psi) \mathcal{X}) + 2\mu \int_{\Omega_F} \mathbf{D} \mathbf{u} : \mathbf{D} \mathbf{v} + \int_{\Omega_D} \kappa \nabla p \cdot \nabla \psi - \int_{\Omega_F} \pi \nabla \cdot \mathbf{v} + \int_{\Omega_F} \varphi \nabla \cdot \mathbf{u} \\
- \int_{\Gamma} \psi \mathbf{u} \cdot \mathbf{n} + \int_{\Gamma} p \mathbf{v} \cdot \mathbf{n} + \alpha_{BJ} \sum_{i=1}^{d-1} \int_{\Gamma} (\mathbf{u} \cdot \mathbf{t}_i)(\mathbf{v} \cdot \mathbf{t}_i) &= \rho \int_{\Omega_F} \mathbf{F} \cdot \mathbf{v} + \int_{\Omega_D} g \psi.
\end{align*} \] (12)
We comment that, owing to the Gelfand triple framework we are adopting, the initial conditions are meaningful as stated; see Lemma 7.3 from [72]. To simplify notation, we introduce

$$\mathcal{H} = \{ \mathbf{v} \in L^2(\Omega_F)^d : \nabla \cdot \mathbf{v} = 0, \ \text{in} \ \Omega_F, \ \mathbf{v} \cdot \mathbf{n} = 0 \ \text{on} \ \Gamma_F \}.$$ 

We recall that the theory of weak solutions for the Stokes-Darcy system is by now well understood, see, e.g., [27] for the stationary case and [19] for the evolutionary case.

**Theorem 3.2** (Well-posedness). For every $$(\mathbf{u}_0, p_0, \mathbf{F}, g) \in \mathcal{H} \times L^2(\Omega_D) \times L^2(\Omega_F)^d \times L^2(\Omega_D)$$ there is a unique solution to our problem in the sense of Definition 3.1. Moreover, this solution satisfies the energy equality

$$\frac{1}{2} \frac{d}{dt} \left( \rho \| u \|_{L^2(\Omega_F)^d}^2 + c_0 \| p \|_{L^2(\Omega_D)}^2 \right) + 2\mu \| \mathbf{D}(u) \|_{L^2(\Omega_F)^{d \times d}}^2 + \alpha_{BJ} \sum_{i=1}^{d-1} \| u \cdot \mathbf{\tau}_i \|_{L^2(\Gamma)}^2 + \| \kappa^{\frac{1}{2}} \nabla p \|_{L^2(\Omega_D)^d}^2 =$$

$$\rho \int_{\Omega_F} \mathbf{F} \cdot \mathbf{u} + \int_{\Omega_D} g \mathbf{p}.$$ 

**Proof.** It follows after minor modifications to the arguments of [19]. \qed

### 3.2. The diffuse interface formulation

We now describe our diffuse interface approach. We begin by defining the function

$$S(t) = \begin{cases} 
-1, & t \leq -1, \\
(t + 1)^{\alpha} - 1, & t \in (-1, 0], \\
1 - (1 - t)^{\alpha}, & t \in (0, 1], \\
1, & t > 1.
\end{cases}$$

\(13\)

The diffuse domains will be defined via (sub)level sets of rescaled shifts of this function. Namely, let \(\epsilon > 0\) and we define, with \(\alpha \in (0, 1),\)

$$\Phi^\epsilon(x) = \frac{1}{2} \left[ 1 + S \left( \frac{\text{Sdist}_\Gamma(x)}{\epsilon} \right) \right], \quad \Psi^\epsilon(x) = 1 - \Phi^\epsilon(x),$$

\(14\)

where \(\text{Sdist}_\Gamma\) denotes the signed distance function to \(\Gamma\), which is positive on \(\Omega_F\). We then have that, for \(\epsilon\) sufficiently small, \(\Phi^\epsilon \approx 1\) in \(\Omega_F\), \(\Phi^\epsilon \approx 0\) in \(\Omega_D\), and \(\Phi^\epsilon\) transitions between these two values on a “diffuse” layer of width \(O(\epsilon)\). A similar reasoning applies to \(\Psi^\epsilon\). To quantify the fact that we now have a diffuse interface, we introduce the following domains, see Figure 1,

$$\Omega_F = \{ x \in \Omega : \Phi^\epsilon(x) > 0 \}, \quad \Omega_D = \{ x \in \Omega : \Psi^\epsilon(x) > 0 \},$$

$$\ell_F^\epsilon = \{ x \in \Omega_F : \Phi^\epsilon(x) \in (\frac{1}{2}, 1) \}, \quad \ell_D^\epsilon = \{ x \in \Omega_D : \Psi^\epsilon(x) \in (\frac{1}{2}, 1) \}, \quad \ell^\epsilon = \ell_F^\epsilon \cup \Gamma \cup \ell_D^\epsilon.$$ 

\(15\)

Indeed, since \(\Omega_F \subset \Omega_F^\epsilon\) and \(\Omega_D \subset \Omega_D^\epsilon\), these are diffuse versions of our fluid and porous medium domains, respectively. The domains \(\ell_F^\epsilon\) and \(\ell_D^\epsilon\) are transitional layers. Observe that, for \(\epsilon\) sufficiently small, we have

$$|\ell^\epsilon| = |\ell_F^\epsilon| + |\ell_D^\epsilon| \lesssim \epsilon \mathcal{H}_{d-1}(\Gamma),$$

\(16\)

where the implied constant is independent of \(\epsilon\) and \(\mathcal{H}_{d-1}(\Gamma)\).

The reason for this particular construction of a phase field function is the following result.

**Proposition 3.3** (\(\Phi^\epsilon \in A_2\)). The function \(\Phi^\epsilon\), when restricted to \(\Omega_F^\epsilon\), is such that \(\Phi^\epsilon \in A_2\). Similarly, the restriction of \(\Psi^\epsilon\) to \(\Omega_D^\epsilon\) defines an \(A_2\) weight.
Figure 1. Graphical representation of the diffuse interface approach. $\Omega_F$ and $\Omega_F^\epsilon$, respectively, the sharp and diffuse fluid domains. Similarly, $\Omega_D$ and $\Omega_D^\epsilon$ are the sharp and diffuse Darcy domains. $\Phi^\epsilon$ and $\Psi^\epsilon$ are the distance functions that define the diffuse fluid and Darcy domains, respectively. Finally, $\ell_F^\epsilon$ and $\ell_D^\epsilon$ are transitional layers.

**Proof.** We begin by providing an explanation. The way we defined the $A_2$ class, our functions must be defined in the whole $\mathbb{R}^d$, and almost everywhere positive. What we mean here is that there is a, trivial, extension of the given restrictions and that this extension is in the class $A_2$.

Let us now focus on $\Phi^\epsilon$. The arguments for $\Psi^\epsilon$ are similar. Notice that this restriction gives $\Phi^\epsilon \equiv 1$ in $\Omega_F \setminus \ell_F^\epsilon$, whereas in $\ell_D^\epsilon$ it is pointwise equivalent to

$$\frac{1}{2}\text{dist}_\Gamma(x)^\alpha, \quad \Gamma^\epsilon = \partial \Omega_F^\epsilon \cap \Omega.$$ 

Since $\alpha \in (0, 1)$ we see that the power of the distance belongs to $A_2$.

**Remark 3.4.** In applications where the geometry is based on an image (such as biomedical engineering), besides the approach used here, one could define the level sets directly from the image using a binary voxel map. In that case, Allen-Cahn or Cahn-Hilliard equations could be used to smooth out the transition between the two level sets (see, e.g., [76]).

With the functions $\Phi^\epsilon$ and $\Psi^\epsilon$ at hand, we can present the following heuristics behind our diffuse domain formulation. Notice, first of all, that $\Phi^\epsilon \equiv 1$ in $\Omega_F \setminus \ell_F^\epsilon$, and $\Phi^\epsilon \equiv 0$ in $\Omega_D \setminus \ell_D^\epsilon$, with a similar behavior for $\Psi^\epsilon$. Therefore, for $F : \Omega_F \to \mathbb{R}$ and $G : \Omega_D \to \mathbb{R}$, we have

$$\int_{\Omega_F} F = \int_{\Omega_F} F \chi_{\Omega_F} \approx \int_{\Omega_F^\epsilon} F^\epsilon \Phi^\epsilon, \quad \int_{\Omega_D} G = \int_{\Omega_D} G \chi_{\Omega_D} \approx \int_{\Omega_D^\epsilon} G^\epsilon \Psi^\epsilon,$$

where $F^\epsilon$ and $G^\epsilon$ are suitable extensions of $F$ and $G$, respectively, and $\chi_{\Omega_F}, \chi_{\Omega_D}$ are the characteristic functions of $\Omega_F$ and $\Omega_D$. We also need a way to describe quantities that are only defined on $\Gamma$ in a diffuse context. We recall that $\mathbf{n} = -\nabla \text{dist}_\Gamma$. Therefore, if $\epsilon$ is sufficiently small, we have for $\mathbf{w} : \Gamma \to \mathbb{R}^d$,

$$\int_\Gamma \mathbf{w} \cdot \mathbf{n} \approx -\frac{1}{2\epsilon} \int_{\ell^\epsilon} \mathbf{w}^\epsilon \cdot \nabla \text{dist}_\Gamma,$$

where, again, $\mathbf{w}^\epsilon$ is a suitable extension of $\mathbf{w}$. Heuristically $\ell^\epsilon$ is a layer of thickness $\epsilon$ on each side of $\Gamma$, hence the factor $\frac{1}{2\epsilon}$ makes this approximation dimensionally correct. Finally, we must approximate integrals of scalars.
defined on $\Gamma$. Since $d\Gamma \approx \frac{1}{2\varepsilon}|\nabla \text{dist}_\Gamma|dx$; for $W : \Gamma \to \mathbb{R}$ we have
\[
\int_\Gamma W \approx \frac{1}{2\varepsilon} \int_{\ell^c} W^\varepsilon |\nabla \text{dist}_\Gamma|.
\]
As before, $W^\varepsilon$ is a suitable extension. Notice that, in particular, this allows us to write
\[
\alpha_{B,J} \sum_{i=1}^{d-1} \int_\Gamma (u \cdot \tau_i)(v \cdot \tau_i) \approx \alpha_{B,J} \sum_{i=1}^{d-1} \int_{\ell^c} (u \cdot \tilde{\tau}_i)(v \cdot \tilde{\tau}_i)|\nabla \text{dist}_\Gamma|,
\]
where the tangent vectors $\tilde{\tau}_i$ are obtained directly from the phase-field function using the algorithm described in [56, 76]. We would like to note that in all approximations listed above, the integrals on the right-hand sides can be equivalently written over the entire domain $\Omega$. In that case, the formulation is more suitable for numerical implementation, as described in Section 6.

**Remark 3.5** (diffuse interface integrals). In several references, see for instance [16], a diffuse normal to the interface is defined by $n^\varepsilon = \frac{\nabla \Phi^\varepsilon}{|\nabla \Phi^\varepsilon|}$. This, in principle, would only entail some modifications to the way we define the diffuse interface integrals that we have described above. Notice, however, that $S'$ is not defined when $|t| = 1$, and so $\nabla \Phi^\varepsilon$ is not defined either. For this reason, and to more closely follow our numerical implementation, we have kept the distance function, and its gradient, in the diffuse interface integrals.

To formulate and analyze our diffuse domain problem, we define, for $k \in \mathbb{N}$, following spaces:
\[
\mathcal{V}^k,\varepsilon = \{ u \in H^k(\Omega_F, \Phi)^d : u = 0 \text{ on } \Gamma^1_F \}, \\
\mathcal{X}^k,\varepsilon = \{ \psi \in H^k(\Omega_D, \Psi) : \psi = 0 \text{ on } \Gamma^1_D \}, \\
\mathcal{M}^k,\varepsilon = H^k(\Omega_F, \Phi^\varepsilon), \\
\mathcal{Q}^k,\varepsilon = H^k(\Omega_F, 1/\Phi^\varepsilon),
\]
We comment that, owing to the trace properties of weighted Sobolev spaces we mentioned in Section 2, these definitions are meaningful and, in addition, all these spaces are Hilbert and separable. The spaces $\mathcal{V}^\varepsilon$, $\mathcal{X}^\varepsilon$, and $\mathcal{M}^\varepsilon$ will be associated with the fluid velocity, the porous pressure, and the fluid pressure, respectively. The space $\mathcal{Q}^\varepsilon$ is auxiliary. To handle integrals at the diffuse interface we shall need the following variant of Theorem 4.2 from [16].

**Lemma 3.6** (Trace inequality). Let $\varepsilon_0$ be sufficiently small. Then, there exists a constant $C_{tr} > 0$ such that for $0 < \varepsilon < \varepsilon_0$ and for $v \in \mathcal{V}^\varepsilon$, we have:
\[
\frac{1}{2\varepsilon} \int_{\ell^c} |v|^2|\nabla \text{dist}_\Gamma| \leq C_{tr} \|v\|^2_{\mathcal{V}^\varepsilon}.
\]
A similar estimate holds for $\psi \in \mathcal{X}^\varepsilon$.

**Proof.** We begin by applying Theorem 4.2 from [16] with the function $S$ of Example 3.1(i) from [16], i.e., $S(t) = t$ for $|t| < 1$. In the notation of that result this means that, on $\ell^c$,\[
\varphi^\varepsilon = \frac{1}{\varepsilon} \text{dist}_\Gamma, \quad \omega^\varepsilon = \frac{1}{2} (1 + \varphi^\varepsilon),
\]
and
\[
\frac{1}{2\varepsilon} \int_{\ell^c} |v|^2|\nabla \text{dist}_\Gamma| = \int_{\Omega} |v|^2|\nabla \omega^\varepsilon| \leq C \int_{\Omega_F} \left[ |v|^2 + |\nabla v|^2 \right] \omega^\varepsilon = C \int_{\Omega_F} \left[ |v|^2 + |\nabla v|^2 \right] \frac{1 + \min \{ 1, \text{dist}_\Gamma / \varepsilon \}}{2}.
\]
Notice now that, dist\(_t\) / \(\varepsilon\) \(\leq\) 1 if and only if \(\frac{\text{dist}\_{t^\alpha} + \varepsilon}{2\varepsilon} \leq 1\). Moreover, since \(\alpha \in (0, 1)\), we have \(t \leq t^\alpha\) whenever \(t \in (0, 1)\), i.e., \(\omega^\varepsilon \leq \Phi^\varepsilon\). In summary,

\[
\frac{1}{2\varepsilon} \int_{\ell}\lvert \mathbf{v} \rvert^2 \lvert \nabla \text{dist}_t \rvert \leq C_{\ell\varepsilon} \int_{\Omega^\varepsilon} \left[ \lvert \mathbf{v} \rvert^2 + \lvert \nabla \mathbf{v} \rvert^2 \right] \Phi^\varepsilon,
\]
as claimed. \(\Box\)

We are now ready to introduce the notion of weak solution for the diffuse interface problem. We shall assume that there is \(\varepsilon_0 > 0\) such that, for every \(\varepsilon \in (0, \varepsilon_0]\), we have \(\mathbf{u}^\varepsilon_0\), \(\mathbf{F}^\varepsilon\), \(\kappa^\varepsilon\), \(p^\varepsilon_0\), and \(g^\varepsilon\), which are suitable extensions of \(u_0\), \(\mathbf{F}\), \(\kappa\), \(p_0\), and \(g\) to \(\Omega^\varepsilon\) and \(\Omega^\varepsilon_D\), respectively.

As a last preliminary step, we introduce some notation. The bilinear form \(A^\varepsilon : \mathcal{V}^\varepsilon \times \mathcal{X}^\varepsilon \to \mathbb{R}\) is

\[
A^\varepsilon((\mathbf{u}, p), (\mathbf{v}, \psi)) = 2\mu \int_{\Omega^\varepsilon} \mathbf{D}(\mathbf{u}) : \mathbf{D}(\mathbf{v}) \Phi^\varepsilon + \int_{\Omega^\varepsilon_D} \kappa^\varepsilon \nabla p \cdot \nabla \psi \Phi^\varepsilon
\]
\[
+ \frac{1}{2\varepsilon} \int_{\ell} \mathbf{v} \cdot \nabla \text{dist}\_t - \frac{1}{2\varepsilon} \int_{\ell} p \mathbf{v} \cdot \nabla \text{dist}\_t + \alpha_{B} \frac{d-1}{2\varepsilon} \sum_{i=1}^{d-1} \int_{\ell} (\mathbf{u} \cdot \mathbf{\tilde{r}}_i)(\mathbf{v} \cdot \mathbf{\tilde{r}}_i)|\nabla \text{dist}\_t|.
\]

Notice that, with the aid of Lemma 3.6, all the integrals in this definition make sense. The bilinear forms \(B^\varepsilon : \mathcal{V}^\varepsilon \times \mathcal{M}^\varepsilon \to \mathbb{R}\) and \(C^\varepsilon : \mathcal{V}^\varepsilon \times \mathcal{Q}^\varepsilon \to \mathbb{R}\) are, respectively,

\[
B^\varepsilon(\mathbf{v}, \pi) = -\int_{\Omega^\varepsilon} \nabla \cdot \mathbf{v} \pi \Phi^\varepsilon, \quad C^\varepsilon(\mathbf{v}, \pi) = -\int_{\Omega^\varepsilon} \nabla \cdot \mathbf{v} \pi.
\]

Finally, the linear form \(F^\varepsilon : \mathcal{V}^\varepsilon \times \mathcal{X}^\varepsilon \to \mathbb{R}\) is defined as:

\[
\langle F^\varepsilon, (\mathbf{v}, \psi) \rangle = \rho \int_{\Omega^\varepsilon} \mathbf{F}^\varepsilon \cdot \mathbf{v} \Phi^\varepsilon + \int_{\Omega^\varepsilon_D} g^\varepsilon \psi \Phi^\varepsilon.
\]

Let us now define our notion of solution.

**Definition 3.7** (Weak solution of the diffuse interface problem). We say that the triple \((\mathbf{u}^\varepsilon, p^\varepsilon, \pi^\varepsilon)\) with

\[
\mathbf{u}^\varepsilon \in L^\infty(0, T; L^2(\Omega^\varepsilon_D, \Phi^\varepsilon)) \cap L^2(0, T; \mathcal{V}^\varepsilon), \quad \partial_t \mathbf{u}^\varepsilon \in L^2(0, T; (\mathcal{V}^\varepsilon)^*),
\]
\[
p^\varepsilon \in L^\infty(0, T; L^2(\Omega^\varepsilon_D, \Psi^\varepsilon)) \cap L^2(0, T; \mathcal{M}^\varepsilon), \quad \partial_t p^\varepsilon \in L^2(0, T; (\mathcal{M}^\varepsilon)^*),
\]
\[
\pi^\varepsilon \in H^{-1}(0, T; \mathcal{X}^\varepsilon),
\]
is a diffuse interface solution to our problem if

\[
\mathbf{u}^\varepsilon(\cdot, 0) = \mathbf{u}^\varepsilon_0, \quad \pi^\varepsilon(\cdot, 0) = \pi^\varepsilon_0, \quad \text{in } L^2(\Omega^\varepsilon_D, \Psi^\varepsilon),
\]
and, in addition, for every \((\mathbf{v}, \psi, \varphi) \in \mathcal{V}^\varepsilon \times \mathcal{X}^\varepsilon \times L^2(\Omega^\varepsilon_F)\), the following equality is satisfied in \(\mathcal{D}'(0, T)\):

\[
\frac{d}{dt} \langle \rho(\mathbf{u}^\varepsilon, \mathbf{v}), \mathcal{V}^\varepsilon + c_0 \langle p^\varepsilon, \psi \rangle, \mathcal{X}^\varepsilon \rangle + A^\varepsilon((\mathbf{u}^\varepsilon, p^\varepsilon), (\mathbf{v}, \psi)) + B^\varepsilon(\mathbf{v}, \pi^\varepsilon) - B^\varepsilon(\mathbf{u}^\varepsilon, \varphi) = \langle F^\varepsilon, (\mathbf{v}, \psi) \rangle. \tag{17}
\]

We observe that the initial conditions are meaningful owing, once again, to the Gelfand triple structure we have adopted.

Our main goal in this paper is to study the convergence of suitable discretizations of (17) to solutions of our problem in the sharp interface sense, i.e., according to Definition 3.1. This will be done in two steps. In the first step, in Section 4.4, we fix \(\varepsilon\) and the phase field functions \(\Phi^\varepsilon, \Psi^\varepsilon\), and prove error estimates for a finite element approximation of the diffuse interface formulation (17). In the second step, in Section 5, we analyze the convergence of the continuous diffuse interface formulation to the continuous sharp interface formulation.
3.3. Well-posedness

Let us prove the well-posedness for the diffuse interface formulation. Owing to all the existing theory regarding weighted Sobolev spaces, the proof is similar to the well-posedness proof for the Stokes-Darcy system (e.g. [19, 25] and Theorem 3.2). Therefore, here we just outline the main steps of the proof. We define the function spaces

\[ \mathcal{H}_{\text{div}} = \{ u \in L^2(\Omega^e, \Phi^e)^d : \nabla \cdot u = 0 \text{ in } \Omega^e, \, u \cdot n = 0 \text{ on } \Gamma^1_P \}, \quad \mathcal{V}^e_{\text{div}} = \{ v \in \mathcal{V}^e : \nabla \cdot v = 0 \}. \]

Notice that, by definition, \( u^e \in L^2(0, T; \mathcal{V}^e_{\text{div}}) \). First we prove the following lemma.

**Lemma 3.8 (Coercivity).** The bilinear form \( A_e(\cdot, \cdot) \) is continuous and coercive on \( \mathcal{V}^e \times \mathcal{X}^e \).

**Proof.** In order to show continuity, special attention has to be given to the terms arising from the coupling at the diffuse interface. The Cauchy-Schwartz inequality followed by Lemma 3.6 yield:

\[
\frac{1}{2\varepsilon} \int_{\Gamma^1_P} p v \cdot \nabla \text{dist}_\Gamma \leq \left[ \frac{1}{2\varepsilon} \int_{\Gamma^1_P} |p|^2 |\nabla \text{dist}_\Gamma| \right]^{\frac{1}{2}} \left[ \frac{1}{2\varepsilon} \int_{\Gamma^1_P} |v|^2 |\nabla \text{dist}_\Gamma| \right]^{\frac{1}{2}} \leq C_{tr} \| p \|_{\mathcal{X}^e} \| v \|_{\mathcal{V}^e}.
\]

Similarly, we have

\[
\frac{1}{2\varepsilon} \int_{\Gamma^1_P} \psi u \cdot \nabla \text{dist}_\Gamma \leq C_{tr} \| \psi \|_{\mathcal{X}^e} \| u \|_{\mathcal{V}^e},
\]

and

\[
\frac{1}{2\varepsilon} \sum_{i=1}^{d-1} \int_{\Gamma^1_P} (u \cdot \tilde{\tau}_i)(v \cdot \tilde{\tau}_i) |\nabla \text{dist}_\Gamma| \leq \sum_{i=1}^{d-1} \left( \frac{1}{2\varepsilon} \int_{\Gamma^1_P} |u \cdot \tilde{\tau}_i|^2 |\nabla \text{dist}_\Gamma| \right) \quad \left( \frac{1}{2\varepsilon} \int_{\Gamma^1_P} |v \cdot \tilde{\tau}_i|^2 |\nabla \text{dist}_\Gamma| \right)^{\frac{1}{2}} \leq \sum_{i=1}^{d-1} C_{tr} \| u \cdot \tilde{\tau}_i \|_{H^1(\Omega^e, \Phi^e)} \| v \cdot \tilde{\tau}_i \|_{H^1(\Omega^e, \Phi^e)} \leq C_{tr} \| u \|_{\mathcal{V}^e} \| v \|_{\mathcal{V}^e}.
\]

Other terms can be bounded in a standard way. Therefore, we obtain the following estimate:

\[
A_e((u, p), (v, \psi)) \leq 2\mu \| D(u) \|_{L^2(\Omega^e, \Phi^e)} \| D(v) \|_{L^2(\Omega^e, \Phi^e)} + \| \kappa^e_k \nabla p \|_{L^2(\Omega^e, \Phi^e)} \| \kappa^e_{\frac{1}{2}} \nabla \psi \|_{L^2(\Omega^e, \Phi^e)} + C_{tr} \| p \|_{\mathcal{X}^e} \| v \|_{\mathcal{V}^e} + C_{tr} \| \psi \|_{\mathcal{X}^e} \| u \|_{\mathcal{V}^e} + \alpha_{BJ} C_{tr} \| u \|_{\mathcal{V}^e} \| v \|_{\mathcal{V}^e} \leq D_1 \| (u, p) \|_{\mathcal{V}^e \times \mathcal{X}^e} \| (v, \psi) \|_{\mathcal{V}^e \times \mathcal{X}^e},
\]

where

\[
D_1 = \max \{ \alpha_{BJ} C_{tr}, 2\mu, k^e, C_{tr} \}.
\]

To show coercivity, we set \((v, \psi) = (u, p)\) to obtain:

\[
A_e((u, p), (u, p)) = 2\mu \int_{\Omega^e} |D(u)|^2 \Phi^e + \int_{\Omega^e} \kappa^e_k |\nabla p|^2 \Psi^e + \frac{\alpha_{BJ}}{2\varepsilon} \sum_{i=1}^{d-1} \int_{\Gamma^1_P} (u \cdot \tilde{\tau}_i)^2 |\nabla \text{dist}_\Gamma| \geq 2\mu \| D(u) \|_{L^2(\Omega^e, \Phi^e)} + \| \kappa^e_k \nabla p \|_{L^2(\Omega^e, \Phi^e)}^2.
\]

Using the weighted Korn inequality given in (4) and the weighted Poincaré-Friedrichs-type inequality of (1), we have

\[
A_e((u, p), (u, p)) \geq D_2 \| (u, p) \|_{\mathcal{V}^e \times \mathcal{X}^e}^2, \quad D_2 = \min \left\{ \frac{2\mu}{C_K}, \frac{k^e}{C_P} \right\},
\]

which completes the proof. \(\square\)
We can now prove well-posedness.

**Theorem 3.9** (Well-posedness). There is $\epsilon_0 > 0$ such that, for every $\epsilon \in (0, \epsilon_0]$, problem (17) is well-posed in the following sense. Let $k_\ast \in L^\infty(\bar{\Omega}_D)$ be uniformly bounded and positive definite. Then, for every $u_0^\ast \in H^1_0(\Omega)$, $p_0^\ast \in L^2(\Omega_D, \Psi^\ast)$, $F^\ast \in L^2(\Omega_F, \frac{1}{\Psi^\ast})$ and $g^\ast \in L^2(\Omega_D, \frac{1}{\Psi^\ast})$, problem (17) has a unique solution. Moreover, this solution satisfies the energy identity

$$\frac{1}{2} \frac{d}{dt} \left( \rho \|u^\ast\|^2_{L^2(\Omega_D, \Psi^\ast)} + c_0 \|p^\ast\|^2_{L^2(\Omega_D, \Psi^\ast)} \right) + 2\mu \|D(u^\ast)\|^2_{L^2(\Omega_D, \Psi^\ast)} + \frac{\alpha_B}{2\epsilon} \sum_{i=1}^{d-1} \int_{\Omega_F} |u^\ast \cdot \tau_i|^2 |\nabla \text{dist}_r| + \|k_\ast \nabla p^\ast\|^2_{L^2(\Omega_D, \Psi^\ast)} = \rho \int_{\Omega_F} F^\ast \cdot u^\ast \Phi + \int_{\Omega_D} g^\ast p^\ast \Psi^\ast.$$

**Proof.** From estimates analogous to the ones used in Lemma 3.8, it follows that $F^\ast \in \left( V^\ast_{\text{div}} \times X^\ast \right)$. Therefore, by using standard methods (e.g., Galerkin method), one can easily prove that there exists a unique solution $(u^\ast, p^\ast)$ to the following evolution problem in $D'(0, T)$:

$$\frac{d}{dt} \left( \rho \langle u^\ast, v \rangle_{\mathcal{V}^\ast} + c_0 \langle p, \psi \rangle_{X^\ast} \right) + A_c((u^\ast, p^\ast), (v, \psi)) = \langle F^\ast, (v, \psi) \rangle, \quad (v, \psi) \in V^\ast_{\text{div}} \times X^\ast. \quad (18)$$

Moreover, this solution satisfies the claimed energy estimate.

To finish the proof it remains to construct the pressure $r^\ast \in H^{-1}(0, T; \mathcal{M}^\ast)$ corresponding to the solution $(u^\ast, p^\ast)$ of (18). To begin, assume that there is a constant $B > 0$ such that, for all $\psi \in \mathcal{Q}^\ast$,

$$B \|\psi\|_{\mathcal{Q}^\ast} \leq \sup_{0 \neq \psi \in \mathcal{V}^\ast} \frac{C_c(v, \psi)}{\|\psi\|_{\mathcal{Q}^\ast}}. \quad (19)$$

In this case, an argument similar to that of the Navier-Stokes equations (see, e.g., [80], Prop. III.1.1.) shows that there is a unique $r^\ast \in H^{-1}(0, T; \mathcal{Q}^\ast)$ such that (18) can be equivalently rewritten as

$$\frac{d}{dt} \left( \rho \langle u^\ast, v \rangle_{\mathcal{V}^\ast} + c_0 \langle p, \psi \rangle_{X^\ast} \right) + A_c((u^\ast, p^\ast), (v, \psi)) - \langle F^\ast, (v, \psi) \rangle = -C_c(v, r^\ast), \quad (v, \psi) \in \mathcal{V}^\ast \times X^\ast,$$

where the test function $v$ is not assumed solenoidal anymore. Notice now that, for any domain $D$ and any weight $\omega \in A_2$, the mapping

$$L^2(D, \omega^{-1}) \ni r \mapsto r \omega^{-1} \in L^2(D, \omega)$$

is an isometric isomorphism between these spaces. We then define $\pi^\ast = r^\ast / \Phi^\ast \in H^{-1}(0, T; \mathcal{M}^\ast)$ to conclude that this is the, necessarily unique, function that satisfies

$$\frac{d}{dt} \left( \rho \langle u^\ast, v \rangle_{\mathcal{V}^\ast} + c_0 \langle p, \psi \rangle_{X^\ast} \right) + A_c((u^\ast, p^\ast), (v, \psi)) - \langle F^\ast, (v, \psi) \rangle = -B_c(v, \pi^\ast), \quad (v, \psi) \in \mathcal{V}^\ast \times X^\ast.$$

Adding to this the easy identity

$$-B_c(u^\ast, \varphi) = 0,$$

which is valid for almost every time, and every $\varphi \in \mathcal{M}^\ast$, we obtain that the triple $(u^\ast, p^\ast, \pi^\ast)$ is the weak solution in the sense of Definition 3.7.

It remains then to prove (19). Note that we may not simply invoke (2) as the function $\psi$ does not have zero average, and the functions $v$ do not have the correct boundary values. Instead, we employ an argument inspired by Lemma 3.1 from [11]. We proceed then in several steps.
1. Let $\psi \in \mathcal{Q}^\varepsilon$. Decompose it as

$$
\psi = \psi_1 + \psi_2, \quad \psi_2 = \int_{\Omega^\varepsilon} \psi.
$$

Notice that

$$
\int_{\Omega^\varepsilon} \psi_1 = 0, \quad \int_{\Omega^\varepsilon} \psi_1 \psi_2 = 0, \quad \|\psi_1\|_{\mathcal{Q}^\varepsilon} \leq C_1 \|\psi\|_{\mathcal{Q}^\varepsilon},
$$

where the constants $C_1$ depend only on $[\Phi^\varepsilon]_{A_2}$ and $|\Omega^\varepsilon|$.

2. Notice now that, owing to (2), there is $v_1 \in H^1_0(\Omega^\varepsilon, \Phi^\varepsilon)^d$ such that

$$
\int_{\Omega^\varepsilon} \nabla \cdot v_1 \psi_1 = \|\psi_1\|^2_{\mathcal{Q}^\varepsilon}, \quad \|\nabla v_1\|^2_{L^2(\Omega^\varepsilon, \Phi^\varepsilon)^{d \times d}} \leq \frac{1}{\beta} \|\psi_1\|_{\mathcal{Q}^\varepsilon}.
$$

3. Denote by $\Gamma_\varepsilon = \partial \Omega^\varepsilon \setminus \Gamma^1_\varepsilon$. Recall that $\psi_2$ is a constant. Now, choose $w \in \mathcal{V}^\varepsilon$ such that, if $n_{\Gamma_\varepsilon}$ denotes the unit normal to $\Gamma_\varepsilon$,

$$
\int_{\Omega^\varepsilon} \nabla \cdot w = \int_{\Gamma_\varepsilon} w \cdot n_{\Gamma_\varepsilon} = a_w \neq 0, \quad \|\nabla w\|^2_{L^2(\Omega^\varepsilon, \Phi^\varepsilon)^{d \times d}} = b_w \neq 0.
$$

This is possible because, owing to (6), we have $w \cdot n_{\Gamma_\varepsilon} \in L^2(\Gamma_\varepsilon)$.

Define

$$
v_2 = \frac{1}{a_w} \left( \int_{\Omega^\varepsilon} \frac{1}{\Phi^\varepsilon} \right)^{1/2} \text{sgn}\, \psi_2 \|\psi_2\|_{\mathcal{Q}^\varepsilon} w
$$

to get that

$$
\|\nabla v_2\|^2_{L^2(\Omega^\varepsilon, \Phi^\varepsilon)^{d \times d}} = \frac{b_w}{a_w} \left( \int_{\Omega^\varepsilon} \frac{1}{\Phi^\varepsilon} \right)^{1/2} \|\psi_2\|_{\mathcal{Q}^\varepsilon} = \frac{1}{\gamma} \|\psi_2\|_{\mathcal{Q}^\varepsilon},
$$

where $\gamma = \frac{a_w}{b_w} \left( \int_{\Omega^\varepsilon} \frac{1}{\Phi^\varepsilon} \right)^{-1/2}$. More importantly, since $\psi_2$ is a constant,

$$
\int_{\Omega^\varepsilon} \psi_2 \nabla \cdot v_2 = \psi_2 \int_{\Gamma_\varepsilon} v_2 \cdot n = \|\psi_2\|^2_{\mathcal{Q}^\varepsilon}.
$$

4. Let $v = v_1 + \gamma^2 v_2 \in \mathcal{V}^\varepsilon$. Notice then that

$$
\|\nabla v\|^2_{L^2(\Omega^\varepsilon, \Phi^\varepsilon)^{d \times d}} \leq \left( \frac{C_1}{\beta} + C_2 \gamma \right) \|\psi\|_{\mathcal{Q}^\varepsilon}.
$$

In addition,

$$
\int_{\Omega^\varepsilon} \psi \nabla \cdot v = \int_{\Omega^\varepsilon} \psi_1 \nabla \cdot v_1 + \gamma^2 \int_{\Omega^\varepsilon} \psi_1 \nabla \cdot v_2 + \psi_2 \int_{\Omega^\varepsilon} \nabla \cdot v_1 + \gamma^2 \int_{\Omega^\varepsilon} \psi_2 \nabla \cdot v_2
$$

$$
= \|\psi_1\|^2_{\mathcal{Q}^\varepsilon} + \gamma^2 \|\psi_2\|^2_{\mathcal{Q}^\varepsilon} + \gamma^2 \int_{\Omega^\varepsilon} \psi_1 \nabla \cdot v_2 + \psi_2 \int_{\Gamma_\varepsilon} v_1 \cdot n
$$

$$
= \|\psi_1\|^2_{\mathcal{Q}^\varepsilon} + \gamma^2 \|\psi_2\|^2_{\mathcal{Q}^\varepsilon} + \gamma^2 \int_{\Omega^\varepsilon} \psi_1 \nabla \cdot v_2,
$$

where we used that $v_1 \in H^1_0(\Omega^\varepsilon, \Phi^\varepsilon)^d$. Now, a combination of Young’s inequality and the norm estimate on $v_2$ gives

$$
\gamma^2 \int_{\Omega^\varepsilon} \psi_1 \nabla \cdot v_2 \geq - \frac{1}{2} \|\psi_1\|^2_{\mathcal{Q}^\varepsilon} - \frac{\gamma^2}{2} \|\psi_2\|^2_{\mathcal{Q}^\varepsilon},
$$
so that
\[ \int_{\Omega_{T}} \psi \nabla \cdot \mathbf{v} \geq \frac{1}{4} \min \{1, \gamma^2\} \left( \| \psi_1 \|_{Q_2}^2 + \| \psi_2 \|_{Q_2}^2 \right) \geq \frac{1}{4} \min \{1, \gamma^2\} \| \psi \|_{Q_2}^2. \]

5. The previous estimates show that (19) holds with
\[ B \geq \frac{1}{4} \min \{1, \gamma^2\}. \]

This concludes the proof. \( \square \)

4. Discretization

Having obtained the well posedness of our diffuse interface problem, in this section we proceed with its discretization. We shall provide a numerical scheme, and an error analysis for it.

4.1. Time discretization

For time discretization we will employ the backward Euler method. Let \( N \in \mathbb{N} \) be the number of time steps, and \( \Delta t = T/N \) the timestep. We define, for \( n = 0, \ldots, N \), the discrete times \( t^n = n \Delta t \). Let \( X \) be a normed space. For a given function \( W : [0, T] \to X \), we will compute sequences \( W^{\Delta t} = \{ W^n \}_{n=0}^N \) so that \( W^n \approx W(t^n) \). The discrete time derivative is defined as
\[ d_t W^{n+1} = \frac{W^{n+1} - W^n}{\Delta t}. \]

Over such sequences, we define the following norms
\[ \| W^{\Delta t} \|_{L^2_{\Delta t}(0,T;X)} = \left( \Delta t \sum_{n=0}^{N-1} \| W^{n+1} \|_X^2 \right)^{1/2}, \quad \| W^{\Delta t} \|_{L^\infty_{\Delta t}(0,T;X)} = \max_{0 \leq n \leq N} \| W^n \|_X. \]

4.2. Space discretization

To discretize in space, we use the finite element method. Since we have assumed that \( \Omega \) is a polytope, it can be meshed exactly. Let \( \{ T_h \}_{h>0} \) be a family of conforming, simplicial triangulations of \( \Omega \) that is quasiuniform in the usual finite element sense [23, 38]. The parameter \( h > 0 \) denotes the mesh size. We assume that, for each \( h > 0 \), we have at hand spaces
\[ V_h^k \subset W^{1,\infty}(\Omega_T) \subset V^r, \quad X_h^e \subset W^{1,\infty}(\Omega_D) \subset X^r, \quad Q_h^k \subset L^\infty(\Omega_T) \subset Q^e, \]
which consist of piecewise polynomials subordinate to the mesh \( T_h \). These spaces will be used to approximate the fluid velocity, Darcy pressure, and a quantity related to the fluid pressure, respectively. These spaces are assumed to possess suitable approximation properties. This is quantified by the existence of operators
\[ I_{V} : V^r \to V_h^k, \quad I_{X} : X^r \to X_h^e, \quad I_{Q} : Q^e \to Q_h^k, \]
that are stable, i.e., there is \( C > 0 \) independent of \( h \) such that, for all \( (\mathbf{v}, q, \theta) \in V^r \times X^r \times Q^e \),
\[ \| I_{V} \mathbf{v} \|_{V_h^k} + \| I_{X} q \|_{X_h^e} + \| I_{Q} \theta \|_{Q_h^k} \leq C ( \| \mathbf{v} \|_{V^r} + \| q \|_{X^r} + \| \theta \|_{Q^e} ) ; \quad (20) \]
and, in addition, yield optimal approximation. This is expressed by the existence of \( k \in \mathbb{N} \) such that, if \( (\mathbf{v}, q, \theta) \in V^{k+1,\epsilon} \times X^{k+1,\epsilon} \times Q^{k,\epsilon} \),
\[ \| \mathbf{v} - I_{V} \mathbf{v} \|_{V_h^k} + \| q - I_{X} q \|_{X_h^e} + \| \theta - I_{Q} \theta \|_{Q_h^k} \leq C h^k ( \| \mathbf{v} \|_{V^{k,\epsilon}}, + \| q \|_{X^{k,\epsilon}} + \| \theta \|_{Q^{k,\epsilon}} ) . \]
We comment that, owing to the fact that $\Phi^c, \Psi^c \in A_2$, reference [62] has shown that standard, piecewise polynomial, finite element spaces possess all the aforementioned properties. This reference has also provided an explicit construction of the requisite operators.

We, finally, must require that a discrete version of (19) holds uniformly in $h$. Namely, there is $b > 0$ such that, for all $h > 0$,

$$b\|q_h\|_{Q^c} \leq \sup_{0 \neq v_h \in V^c_h} \frac{C_{\epsilon}(v, q_h)}{\|v\|_{Q^c}}, \quad \forall q_h \in Q^c_h. \quad (21)$$

To achieve this, we recall that [31] has shown that, essentially, any classically inf–sup stable pair $(V^c_h, Q^c_h)$ satisfies a discrete version of (2). This, in particular means that there is a mapping $P_h : H^1(\Omega_F, \Phi^c)^d \rightarrow V^c_h \cap H^1(\Omega_F, \Phi^c)^d$ such that, for all $v \in H^1(\Omega_F, \Phi^c)^d$

$$\int_{\Omega_F} q_h \nabla \cdot (v - \tilde{P}_h v) = 0, \quad \forall q_h \in Q^c_h, \quad \int_{\Omega_F} q_h = 0, \quad \|\nabla \tilde{P}_h v\|_{L^2(\Omega_F, \Phi^c)^d} \leq \frac{1}{\beta} \|\nabla v\|_{L^2(\Omega_F, \Phi^c)^d}. \quad (22)$$

Let us show that, under this assumption, our finite element spaces are also compatible in the sense that is needed for our purposes.

**Lemma 4.1** (Compatibility). Assume that the pair of finite element spaces $(V^c_h, Q^c_h)$ satisfies (22). If $h$ is sufficiently small, then (21) holds. This, in particular, implies that there is an operator $P_h : V^c \rightarrow V^c_h$ which is a projection, i.e., $P^2_h = P_h$, it is stable, has optimal approximation properties, meaning,

$$\|P_h v\|_{V^c} \leq \frac{1}{b} \|v\|_{V^c}, \quad \|v - P_h v\|_{V^c} \leq \left(1 + \frac{1}{b}\right) \|v - I^c v\|_{V^c},$$

and it satisfies

$$\int_{\Omega_F} q_h \nabla \cdot (v - P_h v) = 0, \quad \forall q_h \in Q^c_h.$$

**Proof.** To begin, we remark that the approximation properties of $P_h$, if it exists, immediately follow from its stability and the fact that it is a projection. Next, we recall that the existence of $P_h$ as a consequence of (21) is known in the literature as the Fortin criterion [38].

It remains then to prove (21). To achieve this, we will follow the same ideas that allowed us to obtain (19). Indeed, we can employ (22) instead of (2). The only subtle point is that, in Step 3.3, one may be tempted to choose an arbitrary $w_h \in V^c_h$. However, this may lead the involved constants to be dependent of $h$. We then, instead, need to set $w_h = I^c v$, where $v \in V^c$ is the function in that proof. Then, for small enough $h$, we must have

$$\frac{1}{2} b_w \leq \|w\|_{V^c} - \|w - w_h\|_{V^c} \leq \|w_h\|_{V^c} \leq C \|w\|_{V^c} = C b_w$$

and

$$\int_{\Gamma_e} w_h \cdot n - a_w \leq |\Gamma_e|^{1/2} \|w - w_h\|_{L^2(\Gamma_e)} \leq C_{\epsilon}|\Gamma_e|^{1/2} \|w - w_h\|_{V^c} \leq \frac{1}{4} a_w,$$

where we used the trace inequality of [60].

This concludes the proof. \[\square\]

### 4.3. The scheme

We are now ready to present the scheme and discuss its basic properties. We begin by setting

$$(u^0_h, p^0_h) = (P_h u^0, I^c p^0) \in V^c_h \times \mathcal{A}^c_h.$$
4.4. Error analysis

The proof mimics, with discrete arguments, that of Theorem 3.9. Indeed, coercivity of the bilinear form $\mathcal{A}_\varepsilon$ is transferred to $\mathcal{V}_h^k \times \mathcal{X}_h^k$. In addition, the compatibility condition (21) yields the existence and uniqueness of $\theta_h^{n+1}$.

Finally, to obtain the energy identity, it suffices to set $(v_h, \psi_h, \varphi_h) = \Delta t(\mathbf{u}_h^{n+1}, p_h^{n+1}, \theta_h^{n+1})$ and apply the classical polarization identity. \hfill \Box

**Remark 4.2** (fluid pressure). Notice that, in scheme (23), the terms involving incompressibility and the fluid pressure are missing the weight $\Phi^\varepsilon$. This is due to the fact that we do have the compatibility condition (21), but not a similar one involving the weight. Nevertheless, if one wishes to compute an approximate pressure, this can be obtained a posteriori via

$$\pi_h^{\Delta t} = \frac{1}{\Phi^\varepsilon} \theta_h^{\Delta t}.$$

Owing to the structure of the scheme we immediately have the following existence, uniqueness, and stability result for (23).

**Theorem 4.3** (Discrete stability). In the setting of Theorem 3.9 we have that, for every $\Delta t$ and $h$, scheme (23) has a unique solution. Moreover, this solution satisfies the following energy identity

$$\frac{\Delta t}{2} \left[ \rho \int_{\Omega_F} d_t \mathbf{u}_h^{n+1} \cdot \mathbf{v}_h \Phi^\varepsilon + c_0 \int_{\Omega_D} d_t p_h^{n+1} \psi_h \Psi^\varepsilon + \mathcal{A}_\varepsilon((\mathbf{u}_h^{n+1}, p_h^{n+1}), (\mathbf{v}_h, \psi_h)) \right] + C_c(v_h, \theta_h^{n+1}) - C_c(\mathbf{u}_h^{n+1}, \varphi_h) = \langle F, (\mathbf{v}_h, \psi_h) \rangle \quad (23)$$

For details on implementation, the reader is referred to see Section 6.

4.4. Error analysis

We now proceed to carry out an error analysis for scheme (23). We will do so under the assumption that, for some $k N$, we have

$$\mathbf{u}^\varepsilon \in C^2([0, T]; \mathcal{V}^{k+1, \varepsilon}), \quad p^\varepsilon \in C^2([0, T]; \mathcal{X}^{k+1, \varepsilon}), \quad \pi^\varepsilon \in C^1([0, T]; \mathcal{M}^{k, \varepsilon}). \quad (24)$$

These smoothness assumptions are just made for simplicity. Similar results can be obtained under less stringent conditions. We begin by constructing sequences $\mathbf{u}^{\Delta t} = \{\mathbf{u}^n = \mathbf{u}^\varepsilon(t^n)\}_{n=0}^N$, $p^{\Delta t} = \{p^n = p^\varepsilon(t^n)\}_{n=0}^N$, and $\pi^{\Delta t} = \{\pi^n = \pi^\varepsilon(t^n)\}_{n=0}^N$. Notice that, owing to the assumed smoothness, we have

$$\Delta t \sum_{n=1}^{N-1} \|d_t \mathbf{u}_h^{n+1}\|^2_{L^2(\Omega_F; \mathcal{V}^{\varepsilon})} \lesssim \|\partial_t \mathbf{u}^\varepsilon\|^2_{L^2(0, T; L^2(\Omega_F; \mathcal{V}^{\varepsilon}))},$$

with a similar estimate for $p^{\Delta t}$. The main result of this section is an error analysis for (23).
We begin by observing that, upon defining $\vartheta = \pi^* \Phi^* \in L^2(0,T; Q^c)$, problem (17) can be rewritten as

$$\frac{d}{dt} (\rho(u^c, v_c) - c_0 \langle p^c, \psi \rangle_{\mathcal{X}^c}) + A_c((u^c, v^c), (v_c, \psi)) + C_c(v, \vartheta) - C_c(u^c, \varphi) = (\mathcal{F}_c, (v, \psi)), \quad (25)$$

where now $\varphi \in Q^c$. It is this form of our problem that can be compared to the scheme (23). We begin with a time-consistency estimate.

**Lemma 4.4** (Consistency). For $n = 0, \ldots, N - 1$ define $\mathcal{R}^{n+1}_c \in (\mathcal{V}^c \times \mathcal{X}^c)^*$ via

$$\langle \mathcal{R}^{n+1}_c, (v, \psi) \rangle = \rho \int_{\Omega_T} (d_u - \partial_t u)^{n+1} \cdot v \Phi^c + c_0 \int_{\Omega_T} (d_p - \partial_t p)^{n+1} \psi \varphi^c. \quad (26)$$

Then, assuming (24), we have

$$\| \mathcal{R}^\Delta t_c \|_{L^2_{\Delta t}(0,T; (\mathcal{V}^c \times \mathcal{X}^c)^*)} \lesssim \Delta t,$$

where the hidden constants depend on $(u, p)$ and $T$, but not on the discretization parameters.

**Proof.** Using (24) the proof is standard and follows from a Taylor expansion. \qed

We can now proceed with our main error estimate.

**Theorem 4.5** (Error estimate). Let $(u^c, p^c, \pi^c)$ solve (17) and satisfy (24). Let $(u^{\Delta t}_h, p^{\Delta t}_h, \theta^{\Delta t}_h)$ solve (23) with initial data

$$(u^h_0, p^h_0) = (P_h u^0_0, I_X p^0_0).$$

The following error estimate holds

$$\| u^{\Delta t} - u^{\Delta t}_h \|_{L^2_{\Delta t}(0,T; (\mathcal{V}^c \times \mathcal{X}^c)^*)} + \| p^{\Delta t} - p^{\Delta t}_h \|_{L^2_{\Delta t}(0,T; L^2(\mathcal{V}^c \times \mathcal{X}^c)^*)} \lesssim \Delta t + h^{k+1},$$

$$(26)$$

$$\| u^{\Delta t} - u^{\Delta t}_h \|_{L^2_{\Delta t}(0,T; \mathcal{V}^c)} + \| p^{\Delta t} - p^{\Delta t}_h \|_{L^2_{\Delta t}(0,T; \mathcal{X}^c)} \lesssim \Delta t + h^k,$$

where the hidden constants depend on the material parameters, higher order smoothness norms on the solution, $T$, $\Omega$, $[\Phi^c]_{A_2}$, and $[\Psi^c]_{A_2}$. However, they are independent of $\Delta t$ and $h$.

**Proof.** Owing to the linearity of the problem, the assumed smoothness of the data, the compatibility condition (21), and the approximation properties of finite elements on weighted spaces, the proof is rather standard and proceeds, for instance, like the proof of error estimates for the time dependent Stokes problem; see, for instance [33, Chapter 6].

Define $e_u^{\Delta t} = u^{\Delta t} - u^{\Delta t}_h$, $e_p^{\Delta t} = p^{\Delta t} - p^{\Delta t}_h$, and $e_{\vartheta}^{\Delta t} = \theta^{\Delta t} - \theta^{\Delta t}_h$. Upon restricting, in (25), the test functions to lie on the corresponding finite element spaces, we get

$$\rho \int_{\Omega_T} d_u e^{n+1} \cdot v_c \Phi^c + c_0 \int_{\Omega_T} d_p e_p^{n+1} \psi_h \varphi^c + A_c((e_u^{n+1}, e_p^{n+1}), (v_h, \psi_h))$$

$$+ C_c(v_h, e_{\vartheta}^{n+1}) - C_c(e_u^{n+1}, \varphi_h) = \langle \mathcal{R}^{n+1}_c, (v_h, \psi_h) \rangle,$$

where $\mathcal{R}^{\Delta t}_c$ was defined in Lemma 4.4.

Let now $(U^{n+1}_h, \Theta^{n+1}_h) \subset \mathcal{V}^c_h \times \mathcal{Q}^c_h$ denote the $\Phi^c$–weighted Stokes projection of $(u^{\Delta t}_h, \theta^{\Delta t}_h)$. Similarly, $P^{\Delta t}_h \subset \mathcal{X}^c_h$ is the $\Psi^c$–weighted Ritz projection of $p^{\Delta t}$. For these quantities we have, for all $n = 0, \ldots, N - 1$,

$$A_c((U^{n+1}_h - u^{n+1}_h, P^{n+1}_h - p^{n+1}_h), (v_h, \psi_h)) + C_c(v_h, \Theta^{n+1}_h - \theta^{n+1}_h) - C_c(U^{n+1}_h - u^{n+1}_h, \varphi_h) = 0,$$
where \((v_h, \psi_h) \in \mathcal{V}_h^r \times \mathcal{X}_h^r\) but are, otherwise, arbitrary. We now, as it is by now standard, further decompose the error as

\[
\begin{align*}
\epsilon_u^t &= u^t - U_h^t + E_u^t, \\
\epsilon_p^t &= p^t - P_h^t + E_p^{p,h}, \\
\epsilon_\theta^t &= \theta^t - \Theta_h^t + E_\theta^{p,h}, \quad E_u^t = U_h^t - u_h^t, \\
E_p^{p,h} &= P_h^t - P_h^t, \\
E_\theta^{p,h} &= \Theta_h^t - \theta_h^t.
\end{align*}
\]

This decomposition then yields

\[
\rho \int_{\Omega_p} d_t \mathbf{E}_{u_h}^{n+1} \cdot \mathbf{v}_h \Phi^\epsilon + c_0 \int_{\Omega_p} d_t E_{p,h}^{n+1} \psi_h \Psi^\epsilon + A_t(( \mathbf{E}_{u_h}^{n+1}, E_{p,h}^{n+1}), (v_h, \psi_h)) + C_t(v_h, E_{\theta,h}^{n+1}) - C_t(\mathbf{E}_{u_h}^{n+1}, \varphi_h) = (R_{\epsilon}^{n+1}, (v_h, \psi_h)) - \\
\rho \int_{\Omega_p} d_t (u - U_h)^{n+1} \cdot \mathbf{v}_h \Phi^\epsilon - c_0 \int_{\Omega_p} d_t (p - P_h)^{n+1} \psi_h \Psi^\epsilon.
\]

It is now time to recall that, owing to [31], the Stokes projection \((U_h^t, \Theta_h^t)\) is stable, and thus possesses optimal approximation properties on weighted spaces. Similarly, Section 4 from [8], has shown that the Ritz projection \(P_h^t\) is stable and possesses optimal approximation properties on weighted spaces.

The rest of the proof proceeds then in a standard way. We invoke the discrete stability of Theorem 4.3, the interpolation estimates of (20), the consistency error of Lemma 4.4, and the triangle inequality.

\[ \square \]

5. Modeling Error

In this section, we estimate the difference between the continuous solutions of the diffuse domain and sharp interface formulations in terms of the parameter \(\epsilon\) describing the diffuse interface width.

We will prove two types of convergence results. First, we will assume that the weights are strictly positive and Lipschitz. Note that this assumption is not satisfied by the weights used in Section 3.2. However, in numerical computation we need to introduce a regularization \(\delta > 0\) which makes the weights strictly positive on the whole domain and Lipschitz. Such regularization does not affect the results from the previous sections. Indeed, with strictly positive Lipschitz weights the proofs of the results in Section 3.2 are classical and do not use weighted spaces. However, to see that all estimates are uniform in terms of the regularization parameter \(\delta > 0\), one must carry out an analysis without the regularization parameter as it was done in Section 3.2. Numerical experiments confirm our analysis and show that our error estimates do not depend on \(\delta\). Another reason why we start the modeling error analysis with regularized weights is to present the main ideas in a less technical way. Here we will rely on results Section 5 from [16] to estimate difference between sharp and diffuse integrals.

The second set of results concerns weights without regularization, as introduced in Section 3.2. We note that the results Section 5 from [16] are true also for this case, but with appropriately adjusted convergence rate. Therefore, we can prove this stronger result in an analogous way with slight technical complications.

5.1. Positive Lipschitz weights

Let us now construct the regularized phase field functions. Let \(S_\epsilon\) be a function that satisfies conditions (S1)–(S3) Section 3 from [16]. An example of such function is given by

\[
S_\epsilon(t) = \begin{cases} 
  t, & |t| \leq 1, \\
  \frac{t}{|t|}, & |t| > 1.
\end{cases}
\]
The phase field functions $\Phi^\varepsilon$ and $\Psi^\varepsilon$ are given as in (14), but with $S$ replaced by $S_\varepsilon$. Let $\delta > 0$ be a small regularization parameter. We define a regularized phase field function in the following way:

$$\Phi^{\varepsilon,\delta} = (1 - 2\delta)\Phi^\varepsilon + \delta = \Phi^\varepsilon + \delta(1 - 2\Phi^\varepsilon), \quad \Psi^{\varepsilon,\delta} = 1 - \Phi^{\varepsilon,\delta}. \quad (27)$$

Notice that since both $\Phi^{\varepsilon,\delta}$ and $\Psi^{\varepsilon,\delta}$ are strictly positive they satisfy all conditions from Sections 3.3 and 4 with $\Omega_F^\varepsilon = \Omega_D^\varepsilon = \Omega$. To make the exposition more clear, we slightly change the notation and introduce subscripts "s" and "d" to denote the solutions to the sharp interface and the diffuse interface formulations, respectively.

The weak solution, $(u_s, p_s)$, to the sharp interface problem satisfies the following weak formulation (see Def. 3.1):

$$\rho \int_{\Omega_F} \partial_t u_s \cdot v + c_0 \int_{\Omega_D} \partial_t p_s + \int_{\Omega_F} \sigma(\nabla u_s, \pi_s) : \nabla v + \int_{\Omega_D} \kappa \nabla p_s \cdot \nabla v + \int_{\Gamma} \psi u_s \cdot n + \alpha_{BJ} \int_{\Gamma} (u_s \cdot \tau_i)(v \cdot \tau_i) = \rho \int_{\Omega_F} F \cdot v + \int_{\Omega_D} g v; \quad (v, \psi) \in \mathcal{V}_\text{div} \times \mathcal{X}. \quad (28)$$

Here the subscript $\text{div}$ in $\mathcal{V}_\text{div}$ denotes the space of divergence free functions. The continuous diffuse interface solution, with the diffuse layer of width $O(\varepsilon)$ and regularization $\delta$, is denoted by $(u^{\varepsilon,\delta}_d, p^{\varepsilon,\delta}_d)$, and satisfies the following weak formulation (Def. 3.7):

$$\rho \int_{\Omega} \partial_t u^{\varepsilon,\delta}_d \cdot v + c_0 \int_{\Omega} \partial_t p^{\varepsilon,\delta}_d v + \int_{\Omega} \sigma(\nabla u^{\varepsilon,\delta}_d, \pi^{\varepsilon,\delta}_d) : \nabla v + \int_{\Omega} \kappa \nabla p^{\varepsilon,\delta}_d \cdot \nabla v + \int_{\Gamma} \psi u^{\varepsilon,\delta}_d \cdot v + \alpha_{BJ} \int_{\Omega} (u^{\varepsilon,\delta}_d \cdot \tau_i)(v \cdot \tau_i) \nabla \Phi^{\varepsilon,\delta} = \int_{\Omega} F \cdot v + \int_{\Gamma} g v; \quad (v, \psi) \in \mathcal{V}_\text{div} \times \mathcal{X} \quad \alpha_{BJ} \sum_{i=0}^{d-1} \int_{\Omega} (u^{\varepsilon,\delta}_d \cdot \tau_i)(v \cdot \tau_i) \nabla \Phi^{\varepsilon,\delta}. \quad (29)$$

for all test functions $(v, \psi) \in \mathcal{V}_\text{div} \times \mathcal{X}^{\varepsilon,\delta}$, where the superscripts on the definition of the corresponding function spaces carry the obvious meaning. Our goal is to estimate $\| (u_s, p_s) - (u^{\varepsilon,\delta}_d, p^{\varepsilon,\delta}_d) \|$ in a suitable norm, in terms of powers of $\varepsilon$ and $\delta$. This will be done by subtracting the weak form of the diffuse interface formulation from the weak form of the sharp interface formulation, taking suitable test functions, and using the convergence properties of the diffuse integrals.

**Theorem 5.1** (Modeling error I). Let $(u_s, p_s, \pi_s)$ be the solution of the sharp interface Stokes-Darcy problem in the sense of Definition 3.1, and $(u^{\varepsilon,\delta}_d, p^{\varepsilon,\delta}_d, \pi^{\varepsilon,\delta}_d)$ be the solution of the diffuse interface problem in sense of Definition 3.7. Furthermore, assume $\varepsilon > 0$, $\delta \geq 0$, $F \in H^1(\Omega)^d$, $g \in H^1(\Omega)$ and

$$\begin{align*}
(u_s, \pi_s) &\in (H^1(0, T; W^{1,\infty}(\Omega)^d) \cap L^2(0, T; W^{3,\infty}(\Omega)^d)) \times L^2(0, T; W^{2,\infty}(\Omega)), \\
p_s &\in H^1(0, T; W^{1,\infty}(\Omega)) \cap L^2(0, T; W^{3,\infty}(\Omega)).
\end{align*}$$

Then, there exists a constant $C$ independent of $\varepsilon$ and $\delta$ such that the following estimate holds:

$$\rho \| u_s - u^{\varepsilon,\delta}_d \|_{L^\infty(0, T; L^2(\Omega, \Phi^{\varepsilon,\delta}))} + c_0 \| p_s - p^{\varepsilon,\delta}_d \|_{L^\infty(0, T; L^2(\Omega, \Pi^{\varepsilon,\delta}))} + \nu \| D(u_s - u^{\varepsilon,\delta}_d) \|_{L^2(0, T; L^2(\Omega, \Phi^{\varepsilon,\delta})))} + \frac{\kappa}{2} \| \nabla (p_s - p^{\varepsilon,\delta}_d) \|_{L^2(0, T; L^2(\Omega, \Phi^{\varepsilon,\delta})))} + \alpha_{BJ} \int_{0}^{T} \int_{\Omega} (u_s - u^{\varepsilon,\delta}_d) \cdot \tau_i \| \nabla \Phi^{\varepsilon,\delta} \| 
\leq C(\varepsilon^3 + \delta) \left( \| \partial_t u_s \|_{L^2(0, T; W^{1,\infty}(\Omega)^d)} + \| \partial_t p_s \|_{L^2(0, T; W^{1,\infty}(\Omega))} \\
+ \| u_s \|_{L^2(0, T; W^{3,\infty}(\Omega))} + \| \pi_s \|_{L^2(0, T; W^{2,\infty}(\Omega))} + \| p_s \|_{L^2(0, T; W^{3,\infty}(\Omega))} \right). \quad (30)$$
**Proof.** To simplify notation we set $\chi = \chi_{\Omega_{F'}}$. We begin by subtracting (29) from (28). Using a divergence-free extension operator to extend the sharp interface solution to the whole domain, we obtain the following equation:

\[
\frac{\partial}{\partial t}(u_s - u_d^\epsilon) \cdot v + p \int_\Omega \partial_t u_s \cdot v (\chi - \Phi^\epsilon) + c_0 \int_\Omega \partial_t (p_s - p_d^\epsilon) \psi \Psi^\epsilon - c_0 \int_\Omega \partial_t p_s \psi (\Phi^\epsilon - \chi) + \int_\Omega \sigma (\nabla (u_s - u_d^\epsilon), \pi_s - \pi_d^\epsilon) : \nabla v \Phi^\epsilon + \int_\Omega \sigma (\nabla u_s, \pi_s) : \nabla v (\chi - \Phi^\epsilon) + \kappa \int_\Omega (p_s - p_d^\epsilon) \cdot \nabla v \Phi^\epsilon + \kappa \int_\Omega \nabla p_s \cdot \nabla v (\Phi^\epsilon - \chi) + \int_\Gamma p_s v \cdot n - \int_\Gamma \psi u_s \cdot n + \alpha_B \sum_{i=0}^{d-1} \int_\Gamma (u_s \cdot \tau_i)(v \cdot \tau_i) |
\]

Taking \((v, \psi) = (u_s - u_d^\epsilon, p_s - p_d^\epsilon)\), we get:

\[
\frac{1}{2} \frac{d}{dt} \left( \|u_s - u_d^\epsilon\|^2_{H^1_\Omega(\Phi^\epsilon)} \right) + \int_\Omega \sigma (\nabla u_s, \pi_s) : \nabla v (\chi - \Phi^\epsilon) + \int_\Omega \partial_t p_s \psi (\Phi^\epsilon - \chi) + \int_\Omega \sigma (\nabla u_s, \pi_s) : \nabla v (\chi - \Phi^\epsilon)
\]

Here we used that \(u_s\) and \(u_d^\epsilon\) are divergence free, and therefore:

\[
\int_\Omega \sigma (\nabla (u_s - u_d^\epsilon), \pi_s - \pi_d^\epsilon) : \nabla (u_s - u_d^\epsilon) \Phi^\epsilon = \frac{1}{2} \int_\Omega |D(u_s - u_d^\epsilon)|^2 \Phi^\epsilon.
\]

Our goal is to estimate the right-hand side of (31) in terms of \(\epsilon\) and the norms of the sharp interface solution. This will be done by using the convergence results for the diffuse integrals Section 5 from [16], and the following estimates which are consequences of the Poincare's and Korn's inequalities

\[
\|v\|_{H^1_\Omega(\Phi^\epsilon)} \lesssim \int_\Omega |D(u_s - u_d^\epsilon)|^2 \Phi^\epsilon, \quad \|\psi\|^2_{H^1_\Omega(\Phi^\epsilon)} \lesssim \int_\Omega |\nabla (p_s - p_d^\epsilon)|^2 \Psi^\epsilon.
\]

Notice that because of (27) we have \(\|\cdot\|_{L^2(\Omega, \Phi^\epsilon)} \lesssim \|\cdot\|_{L^2(\Omega, \Phi^\epsilon)}\). The first integral is estimated using (27) and Theorem 5.2 from [16] for \(p = 2\):

\[
|I_1| \leq \rho \int_\Omega \partial_t u_s \cdot v (\chi - \Phi^\epsilon) + c_0 \int_\Omega \partial_t p_s \psi (\Phi^\epsilon - \chi) + \delta \int \int_\Omega \partial_t u_s \cdot v (1 + 2 \Phi^\epsilon) + c_0 \int_\Omega \partial_t p_s \psi (1 - 2 \Phi^\epsilon)
\]

\[
\lesssim \epsilon^{3/2} \left( \rho \|\partial_t u_s\|_{H^1(\Omega)} \|D(u_s - u_d^\epsilon)\|_{L^2(\Omega, \Phi^\epsilon)} + \|\partial_t p_s\|_{W^{1, \infty}(\Omega)} \|\nabla (p_s - p_d^\epsilon)\|_{L^2(\Omega, \Phi^\epsilon)} \right) + I_1^\delta.
\]
We estimate $I_1^\delta$ as follows:

$$
|I_1^\delta| \lesssim (\|\partial_t u_s\|_{L^\infty(\Omega)^d} + \|\partial_t p_s\|_{L^\infty(\Omega)}) \int_\Omega \delta (|v| + |\psi|)
$$

$$
\lesssim (\|\partial_t u_s\|_{L^\infty(\Omega)^d} + \|\partial_t p_s\|_{L^\infty(\Omega)}) \sqrt{\delta} (\|v\|_{L^2(\Omega,\Phi^\varepsilon,\delta)} + \|\psi\|_{L^2(\Omega,\Phi^\varepsilon,\delta)})
$$

We note that all other terms in volume integrals that have a factor of $\delta$ can be estimated analogously. Finally, by using $\|\cdot\|_{L^2(\Omega,\Phi^\varepsilon)} \lesssim \|\cdot\|_{L^2(\Omega,\Phi^\varepsilon,\delta)}$ and combining previous estimates we get:

$$
|I_1| \lesssim \left(\epsilon^{3/2} + \sqrt{\delta}\right) (\|\partial_t u_s\|_{W^{1,\infty}(\Omega)^d} + \|\partial_t p_s\|_{W^{1,\infty}(\Omega)}) \left(\|D(u_s - u_d^\delta)\|_{L^2(\Omega,\Phi^\varepsilon,\delta)^d \times d} + \|\nabla (p_s - p_d^\delta)\|_{L^2(\Omega,\Phi^\varepsilon,\delta)^d}\right).
$$

Similarly,

$$
|I_6| \lesssim \left(\epsilon^{3/2} + \sqrt{\delta}\right) \left(\|F\|_{H^1(\Omega)^d} + \|g\|_{H^1(\Omega)}\right) \left(\|D(u_s - u_d^\delta)\|_{L^2(\Omega,\Phi^\varepsilon,\delta)^d \times d} + \|\nabla (p_s - p_d^\delta)\|_{L^2(\Omega,\Phi^\varepsilon,\delta)^d}\right).
$$

Notice that by (27) $\nabla \Phi^\varepsilon$ and $\nabla \Phi^\varepsilon,\delta$ are colinear and therefore we can define tangents $\{\tilde{\tau}_i\}_{i=1}^{d-1}$ using the regularized phase functions in the same way as before. To estimate $I_2$, we integrate by parts:

$$
I_2 = \int_\Omega \nabla \cdot \sigma(\nabla u_s, \pi_s) \cdot v(\chi - \Phi^\varepsilon) - \int_\Omega \sigma(\nabla u_s, \pi_s) \nabla \Phi^\varepsilon,\delta \cdot v - \int_\Gamma \sigma(\nabla u_s, \pi_s) n \cdot v
$$

$$
= \int_\Omega \nabla \cdot \sigma(\nabla u_s, \pi_s) \cdot v(\chi - \Phi^\varepsilon,\delta) - \int_\Omega \left(\sigma(\nabla u_s, \pi_s) \frac{\nabla \Phi^\varepsilon,\delta}{\nabla \Phi^\varepsilon}\right) \cdot (v \cdot \nabla \Phi^\varepsilon,\delta)
$$

$$
- \sum_{i=1}^{d-1} \int_\Omega \sigma(\nabla u_s, \pi_s) \tilde{\tau}_i \cdot (v \cdot \tilde{\tau}_i) |\nabla \Phi^\varepsilon,\delta| + \int_\Gamma p_s v \cdot n + \alpha B J \sum_{i=1}^{d-1} \int_\Gamma (u_s \cdot \tau_i)(v \cdot \tau_i),
$$

In a similar way, we have:

$$
I_3 = \kappa \int_\Omega \Delta p_s \psi(\chi - \Phi^\varepsilon) + \kappa \int_\Omega \psi \nabla p_s \cdot \nabla \Phi^\varepsilon,\delta + \int_\Gamma \psi \kappa \nabla p_s \cdot n.\n$$

$$
I_4 = \int_\Omega (p_s - p_d^\delta) v \cdot \nabla \Phi^\varepsilon,\delta - \int_\Omega \psi(u_s - u_d^\delta) \cdot \nabla \Phi^\varepsilon,\delta
$$

$$
- \int_\Omega p_s v \cdot \nabla \Phi^\varepsilon,\delta - \int_\Omega p_s v \cdot n + \int_\Omega \psi u_s \cdot \nabla \Phi^\varepsilon,\delta + \int_\Gamma \psi u_s \cdot n,
$$

and

$$
I_5 = -\alpha B J \sum_{i=1}^{d-1} \int_\Omega \left|u_s - u_d^\delta \right| \cdot \tilde{\tau}_i |\nabla \Phi^\varepsilon,\delta| + \alpha B J \sum_{i=1}^{d-1} \int_\Omega (u_s \cdot \tilde{\tau}_i)(v \cdot \tilde{\tau}_i) |\nabla \Phi^\varepsilon,\delta| - \alpha B J \sum_{i=1}^{d-1} \int_\Gamma (u_s \cdot \tau_i)(v \cdot \tau_i).
$$

Adding the estimates for $I_2, I_3, I_4$ and $I_5$ together, we obtain:

$$
\sum_{k=2}^{5} I_k = -\alpha B J \sum_{i=1}^{d-1} \int_\Omega \left(u_s - u_d^\delta \right) \cdot \tilde{\tau}_i |\nabla \Phi^\varepsilon,\delta| + \int_\Omega \left(\nabla \cdot \sigma(\nabla u_s, \pi_s) \cdot v + \kappa \Delta p_s \psi\right) (\chi - \Phi^\varepsilon,\delta)
$$

$$
+ \int_\Omega \psi \left(u_s + \kappa \nabla p_s\right) \cdot \nabla \Phi^\varepsilon,\delta + \int_\Omega \left(-p_s - \sigma(\nabla u_s, \pi_s) \frac{\nabla \Phi^\varepsilon,\delta}{\nabla \Phi^\varepsilon}\right) (v \cdot \nabla \Phi^\varepsilon,\delta)
$$

$$
+ \sum_{i=1}^{d-1} \int_\Omega \left(\alpha B J u_s \cdot \tilde{\tau}_i - \sigma(\nabla u_s, \pi_s) \tilde{\tau}_i \cdot \tilde{\tau}_i \right)(v \cdot \tilde{\tau}_i) |\nabla \Phi^\varepsilon,\delta|.\n$$
The first term has a negative sign and will be combined with the terms on the left-hand side. The second term can be again estimated by Theorem 5.2 from [16]:

\[
\int_\Omega (\nabla \cdot (\nabla u_s, \pi_s) \cdot v + \kappa \Delta p_s \psi (\chi - \Phi^{\epsilon, \delta})) \, d\Omega \\
\lesssim (\epsilon^{3/2} + \sqrt{\delta}) \left( \|
abla \cdot (\nabla u_s, \pi_s)\|_{W^{1, \infty}(\Omega)^d} \right) \|D(u_s - u_d^{\epsilon, \delta})\|_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \|\Delta p_s\|_{W^{1, \infty}(\Omega)} \|\nabla (p_s - p_d^{\epsilon, \delta})\|_{L^2(\Omega, \Psi^{\epsilon, \delta})^d}.
\]

To estimate the last three terms first we notice that in the tubular neighborhood of \( \Gamma \) we have \( \mathbf{n} = -\frac{\nabla \Phi^{\epsilon, \delta}}{|\nabla \Phi^{\epsilon, \delta}|} \) and \( \tau_i = -\tilde{r}_i, i = 1, 2, \ldots, d-1 \). Therefore, using the coupling conditions, the following equalities hold on \( \Gamma \):

\[
(u_s + \kappa \Delta p_s) \cdot \nabla \Phi^{\epsilon, \delta} = 0, \quad \left( -p_s - \sigma(\nabla u_s, \pi_s) \frac{\nabla \Phi^{\epsilon, \delta}}{|\nabla \Phi^{\epsilon, \delta}|} \right) = 0, \quad (\alpha_{BJ} u_s \cdot \tilde{r}_i - \sigma(\nabla u_s, \pi_s) \tilde{r}_i \cdot \tilde{r}_i) = 0.
\]

Now from (27) we have \( \nabla \Phi^{\epsilon, \delta} = (1 - 2\delta)\nabla \Phi^\epsilon \). Hence, we can use Theorem 5.6 from [16] to bound the terms that are multiplied by \( \nabla \Phi^\epsilon \), and the trace inequality of Lemma 3.6, to bound terms that have as a factor \( \delta \nabla \Phi^\epsilon \). Combining these estimates, last three terms are bounded, up to a constant, by:

\[
(\epsilon^{3/2} + \delta) \left( \|u_s\|_{H^3(\Omega)^d} + \|\pi_s\|_{H^2(\Omega)} + \|p_s\|_{H^3(\Omega)} \right) \left( \|D(u_s - u_d^{\epsilon, \delta})\|_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \|\nabla (p_s - p_d^{\epsilon, \delta})\|_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} \right).
\]

Combining all the obtained estimates and using Young's inequality, we get the following error estimate:

\[
\frac{1}{2} \frac{d}{dt} \rho \|u_s - u_d^{\epsilon, \delta}\|^2_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \rho_0 \|p_s - p_d^{\epsilon, \delta}\|^2_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \mu \|D(u_s - u_d^{\epsilon, \delta})\|^2_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \frac{\kappa}{2} \|\nabla (p_s - p_d^{\epsilon, \delta})\|^2_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} + \alpha_{BJ} \sum_{i=1}^{d-1} \int_\Omega (u_s - u_d^{\epsilon, \delta}) \cdot \tilde{r}_i \, |\nabla \Phi^{\epsilon, \delta}| \, d\Omega \\
\lesssim (\epsilon^3 + \delta) \left( \|\partial_t u_s\|^2_{W^{1, \infty}(\Omega)^d} + \|\partial_t p_s\|^2_{W^{1, \infty}(\Omega)} + \|u_s\|^2_{W^2, \infty(\Omega)^d} + \|\pi_s\|^2_{W^2, \infty(\Omega)} + \|p_s\|^2_{W^3, \infty(\Omega)} + \|f\|^2_{H^1(\Omega)^d} + \|g\|^2_{H^1(\Omega)} \right).
\]

The final result (30) is obtained by integrating the estimate above from 0 to \( t \).

\[\square\]

**Remark 5.2** (Sharpness). Notice that the order of convergence with respect to \( \delta \) obtained in Theorem 5.1 is sharp. Namely, since we arbitrarily extended the sharp interface solution to the whole domain \( \Omega \), we cannot expect that this extension will be close to the diffuse interface solution. Therefore the error estimates in the “wrong” part of domain are of order \( \delta \). More precisely, we have

\[
\|u_s - u_d^{\epsilon, \delta}\|^2_{L^2(\Omega, \Psi^{\epsilon, \delta})^d} \geq \int_{\Omega \setminus \Omega_f} \delta (u_s - u_d^{\epsilon, \delta})^2 \approx \delta.
\]

From a computational point of view this is fine since we typically take \( \delta \ll \epsilon \). Moreover, note that Theorem 5.1 also holds for \( \delta = 0 \). However, \( \Phi^{\epsilon, 0} \) does not satisfy the assumptions used in Section 3.2.

**Remark 5.3** (Extensions). At first sight it might seem counter-intuitive that the conclusion of Theorem 5.1 holds for an arbitrary extension of the sharp interface solution. However, the constant in estimate (30) depends on this extension. Since the same extension is chosen for every \( \epsilon \) and \( \delta \), the estimate presented in (5.1) is uniform in \( \delta \) and \( \epsilon \), and depends just on norms of the sharp interface solution.
5.2. Muckenhoupt weights

Here we estimate the difference between the continuous solutions of the diffuse domain and sharp interface formulations in terms of the parameter $\epsilon$ describing the diffuse interface width, under the sole assumption on the phase field function that $\Phi^\epsilon \in A_2$.

We begin with some preliminary considerations.

**Lemma 5.4 (Embeddings).** For every $\epsilon > 0$ we have that

1. The embedding $L^2(\Omega_F^\epsilon) \subset L^2(\Omega_F^\epsilon, \Phi^\epsilon)$ is continuous, independently of $\epsilon$.
2. If $w \in L^2(\Omega_F^\epsilon, \Phi^\epsilon)$ then the restriction $w|_{\Omega_F} \in L^2(\Omega_F)$ with an embedding constant independent of $\epsilon$.
3. Let $\Gamma_F = \partial \Omega_F^\epsilon \cap \Omega$, i.e., the diffuse boundary of the fluid domain. If $w \in H^1(\Omega_F^\epsilon, \Phi^\epsilon)$ then $w|_{\Gamma_F} \in L^2(\Gamma_F^\epsilon)$.

*Similar embeddings hold for $L^2(\Omega_D^\epsilon, \Psi^\epsilon)$.*

**Proof.** We prove each statement separately.

1. Let us recall that $\alpha > 0$. As a consequence, we have that $\Phi^\epsilon \in L^\infty(\Omega_F^\epsilon)$ and, if $w \in L^2(\Omega_F^\epsilon)$ we can write

$$\int_{\Omega_F^\epsilon} |w|^2 \Phi^\epsilon \leq \|\Phi^\epsilon\|_{L^\infty(\Omega_F^\epsilon)} \int_{\Omega_F^\epsilon} |w|^2.$$

2. To show this result, we recall that, if $x \in \overline{\Omega_F}$, then $\Phi^\epsilon(x) \geq \frac{1}{2}$; see Figure 1. Thus, if $w \in L^2(\Omega_F^\epsilon, \Phi^\epsilon)$,

$$\int_{\Omega_F^\epsilon} |w|^2 \leq 2 \int_{\Omega_F} |w|^2 \Phi^\epsilon \leq 2 \int_{\Omega_F^\epsilon} |w|^2 \Phi^\epsilon.$$

3. This has already been mentioned before; see (6).

\[\square\]

The idea behind establishing a bound for the model error, i.e., the difference between the solution to the sharp interface and diffuse domain solutions is simple. We test one problem with the solution of the other and compare. The previous result gives us a framework that justifies this approach. Then, if we compare the differences over $\Omega_F$, these are controlled by integrals over small domain layers. Using Section 5 from [16] as inspiration, we can establish an estimate by invoking smoothness and convergence of diffuse domain integrals.

We now implement this scheme. Let us begin by assuming that $\kappa$ is constant, that there are stable extensions of all sharp interface functions to the corresponding diffuse domains, and that

$$\partial_t \mathbf{u}_s \in L^2(0, T; L^2(\Omega_F^\epsilon)^d), \quad \partial_t \mathbf{u}_d^\epsilon \in L^2(0, T; L^2(\Omega_F^\epsilon)^d),$$

$$\partial_t p_s \in L^2(0, T; L^2(\Omega_D^\epsilon)), \quad \partial_t p_d^\epsilon \in L^2(0, T; L^2(\Omega_D^\epsilon, \Psi^\epsilon)).$$

Owing to Lemma 5.4 it is legitimate to set $(\mathbf{v}, \psi, \varphi) = (\mathbf{u}_s, c_p, c_\pi) = (\mathbf{u}_s - \mathbf{u}_d^\epsilon, p_s - p_d^\epsilon, \pi_s - \pi_d^\epsilon)$ in (12) and (17), where we implicitly extend the sharp interface functions to the diffuse domain. We subtract the ensuing identities, and use that $\nabla \cdot \mathbf{e}_u = 0$ almost everywhere, to obtain

$$\frac{1}{2} \frac{d}{dt} \int_{\Omega_F^\epsilon} |\mathbf{e}_u|^2 \Phi^\epsilon + c_0 \int_{\Omega_D^\epsilon} |c_p|^2 \Phi^\epsilon \geq \int_{\Omega_F^\epsilon} |D(\mathbf{e}_u)|^2 \Phi^\epsilon + \kappa \int_{\Omega^\epsilon} |\nabla c_p|^2 \Phi^\epsilon + \frac{\alpha_p}{2} \sum_{i=1}^{d-1} \int_{\Omega^\epsilon} (\mathbf{e}_u \cdot \tilde{\tau}_i)^2 |\nabla \text{dist}_{T^\epsilon}| = \sum_{j=1}^{d} \mathcal{R}_j^\epsilon + \sum_{j=1}^{d} \mathcal{R}_j^\epsilon + \sum_{j=1}^{3} \mathcal{R}_j^\epsilon + \sum_{j=1}^{2} \mathcal{R}_j^\epsilon + \sum_{j=1}^{2} \mathcal{R}_j^\epsilon. \quad (32)$$
where

\[ R_1^u = \rho \int_{\ell_D^u} \partial_t u_s \cdot e_u \Phi^\epsilon, \quad R_2^u = \rho \int_{\ell_D^u} \partial_t u_s \cdot e_u (\Phi^\epsilon - 1), \]

\[ R_3^u = 2\mu \int_{\ell_D^u} D(u_s) : D(e_u) \Phi^\epsilon, \quad R_4^u = 2\mu \int_{\ell_D^u} D(u_s) : D(e_u) (\Phi^\epsilon - 1), \]

\[ R_1^p = c_0 \int_{\ell_D^p} \partial_t p_s e_p \Psi^\epsilon, \quad R_2^p = c_0 \int_{\ell_D^p} \partial_t p_s e_p (\Psi^\epsilon - 1), \]

\[ R_3^p = \kappa \int_{\ell_D^p} \nabla p_s \cdot \nabla e_p \Psi^\epsilon, \quad R_4^p = \kappa \int_{\ell_D^p} \nabla p_s \cdot \nabla e_p (\Psi^\epsilon - 1), \]

\[ R_1^\Gamma = \frac{1}{2} \int_{\ell_D^\Gamma} e_p (u_s \cdot n) - \frac{1}{2\epsilon} \int_{\ell_D} e_p u_s \cdot \nabla \text{dist}_\Gamma, \quad R_2^\Gamma = \frac{1}{2\epsilon} \int_{\ell_D^\Gamma} p_s e_u \cdot \nabla \text{dist}_\Gamma - \int_{\ell_D} p_s (u_s \cdot n), \]

\[ R_3^\Gamma = \alpha_{BJ} \sum_{i=1}^{d-1} R_{3,i}^\Gamma, \quad R_{3,i}^\Gamma = \frac{1}{2\epsilon} \int_{\ell_D^\Gamma} (u_s \cdot \tilde{\tau}_i)(e_u \cdot \tilde{\tau}_i) |\nabla \text{dist}_\Gamma | - \int_{\ell_D} (u_s \cdot \tau_i)(e_u \cdot \tau_i). \]

\[ R_1^F = -\rho \int_{\ell_D^F} F^\epsilon \cdot e_u \Phi^\epsilon, \quad R_2^F = \rho \int_{\ell_D^F} F \cdot e_u (1 - \Phi^\epsilon), \]

\[ R_1^g = -\int_{\ell_D^g} g^\epsilon e_p \Psi^\epsilon, \quad R_2^g = \int_{\ell_D^g} g e_p (1 - \Psi^\epsilon), \]

and we used that \( \Phi^\epsilon \equiv 1 \) on \( \Omega_F \setminus \ell_D^F \), and \( \Phi^\epsilon \equiv 0 \) on \( \Omega_D \setminus \ell_D^D \), and similar values for \( \Psi^\epsilon \).

It is now a matter of, using regularity assumptions, estimate the residual terms given above.

**Theorem 5.5 (Modeling error II).** Assume that

\[
\begin{align*}
\partial_t u_s &\in L^\infty(0, T; L^\infty(\Omega_F)^d), \\
\partial_t p_s &\in L^\infty(0, T; L^\infty(\Omega_D)), \\
F &\in L^\infty(0, T; L^\infty(\Omega_F)^d), \\
D(u_s) &\in L^\infty(0, T; L^\infty(\Omega_F)^{d \times d}), \\
\nabla p_s &\in L^\infty(0, T; L^\infty(\Omega_F)^d), \\
g &\in L^\infty(0, T; L^\infty(\Omega_D)),
\end{align*}
\]

along with their extensions to the corresponding diffuse domains. Assume, in addition, that both \( \{\tau_i\}_{i=1}^{d-1} \) and \( \{\tilde{\tau}_i\}_{i=1}^{d-1} \) have suitable extensions onto \( \Omega_F^\epsilon \) that belong to \( C^1(\Omega_F^\epsilon) \). Then, we have

\[
\frac{1}{2} \int_{\Omega_F} \rho \int \frac{1}{2} |e_u|^2 \Phi^\epsilon + c_0 \int_{\Omega_D} |e_p|^2 \Psi^\epsilon + 2\mu \int_{\Omega_F} |D(e_u)|^2 \Phi^\epsilon + \kappa \int_{\Omega_D} |\nabla e_p|^2 \Psi^\epsilon \lesssim \epsilon^{1/2},
\]

where the implicit constant depends on the smoothness assumptions, but not on \( \epsilon \).

**Proof.** Using the assumed regularity, each one of the terms in (32) is estimated as follows. First, we use that \( 0 \leq \Phi^\epsilon \leq 1 \), that on \( \ell_D^F \) we have \( \Phi^\epsilon \geq \frac{1}{2} \), the Cauchy Schwartz, and the weighted Korn’s inequality of (3) to infer

\[
\begin{align*}
\sum_{j=1}^{4} R_j^u &\leq C \int_{\ell_D} (|\partial_t u_s|^2 + |D(u_s)|^2) + \frac{\mu}{4} \int_{\Omega_D} |D(e_u)|^2 \Phi^\epsilon \leq C \epsilon + \frac{\mu}{4} \int_{\Omega_D} |D(e_u)|^2 \Phi^\epsilon,
\end{align*}
\]
where in the last step we used (16). Similarly,
\[
\sum_{j=1}^{4} R_j^p \leq C \int_{\mathcal{E}} (|\partial_t p_s|^2 + |\nabla p_s|^2) + \frac{\kappa}{4} \int_{\Omega_D} |\nabla e_p|^2 \Psi \leq C \epsilon + \frac{\kappa}{4} \int_{\Omega_D} |\nabla e_p|^2 \Psi,
\]
\[
\sum_{j=1}^{2} R_j^F \leq C \int_{\mathcal{E}} |F^s|^2 + \frac{\mu}{4} \int_{\Omega_p} |D(e_u)|^2 \Phi \leq C \epsilon + \frac{\mu}{4} \int_{\Omega_p} |D(e_u)|^2 \Phi,
\]
\[
\sum_{j=1}^{2} R_j^S \leq C \int_{\mathcal{E}} |g^s|^2 + \frac{\kappa}{4} \int_{\Omega_D} |\nabla e_p|^2 \Psi \leq C \epsilon + \frac{\kappa}{4} \int_{\Omega_D} |\nabla e_p|^2 \Psi.
\]

We now estimate the diffuse interface terms. First we observe that, after implicitly extending to diffuse domains, we have \( e_p \in H^1(\Omega_D^\epsilon, \Psi) \) and \( u_s \in W^{1,\infty}(\Omega_F)^d \). This implies that \( e_p u_s \in \mathcal{X}^\epsilon \). This, in particular, implies that
\[
\int_\Gamma e_p (u_s \cdot n) = \int_{\Omega_D} \nabla \cdot (e_p u_s).
\]
Notice now that, with the notation used in the proof of Lemma 3.6, we have
\[
-\frac{1}{2\epsilon} \int_{\mathcal{E}} e_p u_s \cdot \nabla \text{dist}_\Gamma = \int_{\Omega_D} e_p u_s \cdot \nabla (1 - \omega^\epsilon) = -\int_{\Omega_D} \nabla \cdot (e_p u_s) (1 - \omega^\epsilon).
\]
Therefore, arguing as in Lemma 5.4 from [16] yields
\[
R_1^\Gamma = \int_{\Omega_D} \nabla \cdot (e_p u_s) - \int_{\Omega_D} \nabla \cdot (e_p u_s) (1 - \omega^\epsilon) \lesssim \epsilon^{1/2}.
\]
A similar reasoning also gives \( R_3^\Gamma \lesssim \epsilon^{1/2} \).

It remains then to estimate \( R_3^\Gamma \). Under the assumption that the tangents have \( C^1 \) extensions, each of the terms that define \( R_3^\Gamma \) fits into the setting of Lemma 5.4 from [16]. This finally gives
\[
R_3^\Gamma \lesssim \epsilon^{1/2},
\]
and proves the result. \( \square \)

As a final comment we mention that, if we assume further regularity on the sharp interface solutions, a better order of convergence can be obtained. More precisely, let \( \alpha \) be the exponent from the definition of the phase field function \( \Phi^\epsilon \), see (13). Then under suitable regularity assumptions on the sharp interface solution, one can prove that the convergence rate is \( \frac{3}{2} - (1 - \alpha) \), i.e., arbitrarily close to the convergence rate from Theorem 5.1 by a suitably choice of the phase field function. The proof is analogous to the proof of Theorem 5.1 with one important difference. Namely, the proof of Theorem 5.1 relies on the results Section 5 from [16] which assume that the phase field function is Lipschitz and the function \( S \) used (14) is concave on \((0, 1)\). Since both of these conditions are not satisfied with our choice of the phase field function (they are not compatible with the condition \( \Phi^\epsilon \in A_2 \)), we cannot use the results Section 5 from [16] directly. However, by introducing suitable modification in their proofs, one can prove analogous convergence results for diffuse integrals that are valid also for a broader class of weights that also includes our choice of phase field function. The only trade-off is a loss of convergence of order \((1 - \alpha)\). For brevity, we will not pursue this here.

6. Numerical results

In this section, we illustrate the accuracy of our diffuse interface approach and further explore its capabilities with a series of numerical illustrations. All of our computations were carried out using the finite element solver FreeFem++ [45].
We must comment that, for implementation reasons, all the terms in the numerical scheme are formulated over the entire domain $$\Omega$$. Furthermore, in all cases we considered, we must regularize the phase field functions $$\Phi$$ and $$\Psi$$ as described in (27). Otherwise, the ensuing system matrices become singular, as all the degrees of freedom that belong to one diffuse subdomain but not the other would have a zero row in these matrices. The value of the regularization parameter $$\delta$$ is indicated in each example. The numerical method used in this section is summarized as follows: For $$n = 0, \ldots, N - 1$$, find $$(u_h^{n+1}, p_h^{n+1}, \varphi_h^{n+1})$$ such that, for every $$(v_h, \psi_h, \varphi_h)$$, we have:

$$
\begin{align*}
\rho \int_\Omega \partial_t u_h^{n+1} \cdot v_h \Phi^\epsilon &+ c_0 \int_\Omega \partial_t p_h^{n+1} \psi_h \Psi^\epsilon + 2\mu \int_\Omega D(u_h^{n+1}) : D(v_h) \Phi^\epsilon - \int_\Omega \nabla \cdot v_h \pi^{n+1} \Phi^\epsilon + \int_\Omega \nabla \cdot u_h^{n+1} \varphi_h \Phi^\epsilon \\
+ \int_\Omega \kappa \nabla p_h^{n+1} \cdot \nabla \psi_h \Psi^\epsilon &- \int_\Omega p_h^{n+1} v_h \cdot \nabla \Phi^\epsilon + \int_\Omega \psi_h u_h^{n+1} \cdot \nabla \Phi^\epsilon + \alpha_{BJ} \sum_{i=0}^{d-1} \int_\Omega (u_h^{n+1} \cdot \tau_i) (v_h \cdot \tau_i) |\nabla \Phi^\epsilon| \\
= \int_\Omega F^{n+1} \cdot v_h \Phi^\epsilon &+ \int_\Omega g^{n+1} \psi_h \Psi^\epsilon.
\end{align*}

(33)

6.1. Rates of convergence

To test the rates of convergence we proved in previous sections, we use the method of manufactured solutions on a benchmark problem previously used in [50]. We define the Stokes domain as $$\Omega_F = (0, 1) \times (0, 1)$$ and the Darcy domain as $$\Omega_D = (0, 1) \times (1, 2)$$. Therefore, the computational domain used in this example is $$\Omega = \Omega_F \cup \Omega_D = (0, 1) \times (0, 2)$$, and the interface is $$\Gamma = (0, 1) \times \{1\}$$. The phase field function, in this example, is defined as

$$\Phi^\epsilon = \frac{1}{2} \left(1 + \tanh \left(\frac{y - 1}{\epsilon}\right)\right),$$

and regularized as in (27). Notice that this weight is smooth near the interface.

The exact, manufactured, solution is

$$u^{\text{exact}}(x, y, t) = \left(-\frac{1}{\pi} e^y \sin(\hat{\pi} x) \cos(2\hat{\pi} t), (e^y - e) \cos(\hat{\pi} x) \cos(2\hat{\pi} t)\right)^T,$$

$$\pi^{\text{exact}}(x, y, t) = 2e^y \cos(\hat{\pi} x) \cos(2\hat{\pi} t),$$

$$p^{\text{exact}}(x, y, t) = (e^y - ey) \cos(\hat{\pi} x) \cos(2\hat{\pi} t),$$

where $$\hat{\pi} = 3.14159\ldots$$ is the universal constant equal to the ratio between the circumference and the diameter of the unit disk. On the bottom boundary, we impose Dirichlet boundary conditions for the Darcy pressure, and on the top boundary we impose Dirichlet conditions for the Stokes velocity. On the left and right boundaries, we impose Neumann conditions for both Stokes and Darcy regions. All the boundary conditions are computed using the exact solution. We set the physical parameters in this example to be $$\rho = \nu = c_0 = \alpha_{BJ} = 1$$, $$\kappa = \hat{I}$$, where $$\hat{I}$$ is the identity matrix, and $$T = 1$$.

The Neumann-type boundary conditions are imposed using the diffuse interface approach as follows:

$$
\int_{\Gamma_F^{\text{left/right}}} \sigma n \cdot v = \int_{\Gamma_D^{\text{left/right}}} \sigma n \cdot v \Phi^\epsilon, \\
\int_{\Gamma_D^{\text{left/right}}} \kappa \nabla p \psi = \int_{\Gamma_F^{\text{left/right}}} \kappa \nabla p \psi \Phi^\epsilon,
$$

where $$\Gamma_F^{\text{left/right}}$$ and $$\Gamma_D^{\text{left/right}}$$ denote the left and right boundaries to $$\Omega_F$$ and $$\Omega_D$$, respectively, and $$\Gamma_{\text{left/right}}$$ denotes the left and right boundary to $$\Omega$$. We use $$P_2 - P_1$$ elements for the Stokes velocity and pressure, and $$P_1$$
refined by halving them. The total velocity and pressure are defined, respectively, by

\[ i_n \]

The top part of the domain represents the Darcy region, whereas the bottom part corresponds to the Stokes region. An interesting interface approximation can be obtained if the meshes are refined near the interface, as shown in Example 6.2 below.

\[ \Delta t = h = \epsilon. \] The regularization parameter, \( \delta \), is initially set to \( 10^{-3} \), and then refined at the same rate as \( h \).

|\( h \)| **Backward Euler**| **Midpoint**|
|---|---|---|
|\( 1 \times 10^{-1} \)| 3.96 \( \times 10^{-1} \)| 4.69 \( \times 10^{-1} \)| 7.84 \( \times 10^{-1} \)| 1.83 \( \times 10^0 \)|
|\( 5 \times 10^{-2} \)| 9.41 \( \times 10^{-2} \)| 2.07 \( \times 10^{-1} \)| 2.09 \( \times 10^{-1} \)| 2.75 \( \times 10^{-1} \)| 1.57 \( \times 10^{-1} \)| 3.55|
|\( 2 \times 10^{-2} \)| 4.06 \( \times 10^{-2} \)| 1.21 \( \times 10^{-1} \)| 1.20 \( \times 10^{-2} \)| 1.94 \( \times 10^{-2} \)| 3.14 \( \times 10^{-2} \)| 2.32|
|\( 5 \times 10^{-3} \)| 1.87 \( \times 10^{-2} \)| 1.12 \( \times 10^{-2} \)| 1.68 \( \times 10^{-3} \)| 1.67 \( \times 10^{-1} \)| 6.81 \( \times 10^{-3} \)| 2.21|
|\( 1 \times 10^{-3} \)| 8.90 \( \times 10^{-3} \)| 1.07 \( \times 10^{-1} \)| 1.03 \( \times 10^{-2} \)| 1.51 \( \times 10^{-1} \)| 1.88 \( \times 10^{-3} \)| 1.86|

Table 1. Rates of convergence for the total velocity and pressure for the problem of Section 6.1. The results were obtained with \( P_2 - P_1 \) elements for the Stokes velocity and pressure and \( P_2 \) elements for the Darcy pressure. We set \( \Delta t = h = \epsilon \). The regularization parameter, \( \delta \), is initially set to \( 10^{-3} \), and then refined at the same rate as \( h \).

\[ \frac{\| u^n_{\text{exact}} - u^n_{\text{tot}} \|_{L^2(\Omega; \mathbb{R}^2)}}{\| u^n_{\text{exact}} \|_{L^2(\Omega)^2}} \] evaluated at the final time, \( T \). In addition to the method based on the backward Euler time discretization described in (33), we also consider a method based on the midpoint scheme. The solution to the midpoint scheme is obtained by solving (33) over a half time interval (using \( \Delta t/2 \)), resulting in \((u^{n+\frac{1}{2}}, p^{n+\frac{1}{2}}, \theta^{n+\frac{1}{2}})\), and then extrapolating the solution as:

\[ u^{n+1} = 2u^{n+\frac{1}{2}} - u^n, \quad p^{n+1} = 2p^{n+\frac{1}{2}} - p^n, \quad \pi^{n+1} = 2\pi^{n+\frac{1}{2}} - \pi^n, \]

at each time step, as described in [17].

Table 1 shows the rates of convergence, which agree with the theory. In particular, the first-order convergence is obtained when the backward Euler scheme is used for time discretization, while a loss of a half an order is observed when the midpoint method is used, agreeing with the estimates in (30) which indicate that the dominant error in this case would be due to term \( \mathcal{O}(\epsilon^{\frac{1}{2}}) \).

We also plot, in Figure 2, the Darcy pressure and the fluid velocity over the interface \( \Gamma \) for different values of \( h \). We observe that the approximate solutions converge towards the exact ones as \( h \) decreases. A more accurate approximation can be obtained if the meshes are refined near the interface, as shown in Example 6.2 below.

### 6.2. An interesting interface

We now consider a benchmark problem with a curved boundary. We define the domain to be \( \Omega = (0, 1) \times (-1, 1) \); see Figure 3.

The interface, \( \Gamma \), is given by

\[ \Gamma = \{(x, y) \in \mathbb{R}^2 : x \in (0, 1), \ y = 0.1 \sin(4\pi x)\}. \]

The top part of the domain represents the Darcy region, whereas the bottom part corresponds to the Stokes domain. The boundary conditions are as in (10)–(11), except on \( \Gamma_F^T \), the inflow boundary, where we prescribe

\[ u = \left( -u_{in} \frac{y(1+y)}{0.5^2}, 0 \right)^T \] on \( \Gamma_F^m \times (0, T) \),
Figure 2. The total pressure (left) and the total velocity magnitude (right) over the interface \( \Gamma = (0, 1) \times \{ 1 \} \) obtained for different values of \( h \) for the problem of Section 6.1.

Figure 3. The domain used in the example of Section 6.2.

Table 2. The parameters used for the problem of Section 6.2.

| Parameters                  | Values | Parameters                  | Values |
|-----------------------------|--------|-----------------------------|--------|
| Fluid density \( \rho_f \) (g cm\(^{-3}\)) | 1      | Dynamic viscosity \( \mu \) (poise) | 0.035  |
| Storativity coeff. \( c_0 \) (cm\(^2\)/dyne) | \( 10^{-3} \) | Hydraulic conductivity \( \kappa \) (cm\(^3\) s g\(^{-1}\)) | \( 10^{-5} \) |
| Slip rate \( \gamma \) (g cm\(^{-2}\) s)  | \( 10^{1} \) | Final time \( T \) (s)      | 3      |

with \( u_{in} = 10 \text{ cm s}^{-1} \). The physical parameters used in this example are given in Table 2.

We solve this problem using both sharp and diffuse interface formulations. In both cases, we use MINI elements for the Stokes velocity and pressure and \( P_1 \) elements for the Darcy pressure. The Darcy velocity is obtained from the pressure by post-processing. In the diffuse interface formulation, the phase-field function \( \Phi^\epsilon \) is defined as

\[
\Phi^\epsilon = \frac{1}{2} \left( 1 + \tanh \left( \frac{-y + 0.1 \sin(4\pi x)}{\epsilon} \right) \right),
\]
and regularized as described in (27), with regularization parameter $\delta = 10^{-3}$. In both cases, the time step is taken to be $\Delta t = 10^{-2}$. The sharp interface problem is solved on a triangular mesh containing 3542 elements, labeled as Mesh 1 in Figure 4, where the curved interface is approximated by a polygonal line. For the diffuse interface configuration, we consider three unstructured meshes: Meshes 2–4. Mesh 2 and Mesh 3 consist of 12281 and 4129 elements, respectively, and are both refined close to the interface. Mesh 4 is a structured mesh consisting of 7200 elements; see Figure 4. None of the meshes are aligned with the interface. The value of $\epsilon$ is 0.004 in Mesh 2, 0.01 in Mesh 3, and 0.0167 in Mesh 4.

Figure 5 shows the velocity obtained using the sharp interface model (leftmost panel), and the diffuse interface model on Mesh 2 (middle-left panel), Mesh 3 (middle-right panel) and Mesh 4 (rightmost panel). The flow enters the Stokes region from the left and is parallel to the Darcy region. Due to the small hydraulic conductivity coefficient, the flow in the Darcy region is much smaller than the flow in the Stokes region. We can observe that the diffuse interface formulation gives a good approximation of the velocity when the problem is solved using meshes which are refined close to the interface, while small differences are seen when a uniform mesh is used.

The Stokes and the Darcy pressures are shown in Figure 6. As before, the four panels represent the solution obtained on the four different meshes shown in Figure 4, where the first mesh is used for the sharp interface problem.
method, while the other meshes are used for the diffuse interface method. We observe that the pressure shows more sensitivity to the mesh than the velocity. The solution obtained using the diffuse interface approach seems to much better approximate the sharp interface solution when the mesh is locally refined towards to the interface.

In order to additionally visualize the solution, we plot the velocity magnitude and pressure along vertical lines $x = 0.25$ and $x = 0.5$. The one-dimensional plots obtained this way are shown in Figure 7. As observed in Figure 5, the diffuse interface solution gives a good approximation of the velocity when Meshes 2 and 3 are used. Regarding the pressure, we see that the diffuse interface solution approaches the sharp solution as the mesh is refined. However, we also note that the sharp interface solution exhibits oscillations, particularly in the Stokes region, while the diffuse interface solution remains mostly smooth.

We also compute the absolute error for the velocity between the sharp and diffuse interface solutions. For that purpose, the sharp interface solution is projected on the diffuse interface mesh, for each mesh considered in this example. Figure 8 shows the surface plot of the error for each case.

As expected, the error is the smallest on Mesh 2, where it is mainly localized close to the interface. The error is the largest on Mesh 4, where the largest value of the error are in the vicinity of the interface, however, some differences are also observed in the interior of the fluid domain.

### 6.3. Flow through a hexagonal network

This example focuses on modeling the flow in a hexagonal network, motivated by the flow in the lymph capillary network in a mouse tail (see Fig. 9).

The computational domain is a rectangle with length 0.0696 cm and height 0.058 cm. The computational mesh and the phase-field function for this problem are shown in Figure 10. The mesh consists of 199,511 nodes and 398,491 elements.

As before, the phase-field function equals one in the Stokes region, and zero in the Darcy region. The hexagonal network corresponds to the lymph capillary network in a mouse tail, where the flow is modeled using the Stokes equations. The Darcy region corresponds to the interstitium. We use $\mathbb{P}_2 - \mathbb{P}_1$ elements for the Stokes velocity and pressure and $\mathbb{P}_1$ elements for the Darcy pressure. The parameters for this problem are taken from [46, 53], and are summarized in Table 3.

The left channels of the Stokes region are inflow. On each one of them we impose a parabolic velocity profile with maximum velocity of $u_{in} = 10^{-4}$ cm s$^{-1}$, which is consistent with the experimental measurements of the lymphatic capillary flow velocity, see [10, 71, 83]. The steady-state flow conditions are justified experimentally.
**Figure 7.** Results for the problem of Section 6.2. The velocity magnitude (top) and pressure (bottom) obtained using the sharp interface method on Mesh 1, and the diffuse interface method on Meshes 2, 3, and 4, plotted over the line $x = 0.25$ (left) and line $x = 0.5$ (right).

**Figure 8.** Absolute error for the velocity between the sharp and diffuse interface solutions computed on Mesh 2 (left), Mesh 3 (middle) and Mesh 4 (right).
in [44, 53, 77]. More precisely, we impose

\[ u = -u_{in} \begin{cases} \begin{pmatrix} \frac{(y + R)(y - R)}{R^2}, 0 \end{pmatrix}^\top, & -R \leq y \leq R, \\ \begin{pmatrix} \frac{(y + R + s)(y - R + s)}{R^2}, 0 \end{pmatrix}^\top, & -R - s \leq y \leq R - s, \end{cases} \]

where \( R = 2 \cdot 10^{-3} \) cm and \( s = 2 \cdot 10^{-2} \) cm. One the right boundary of the Stokes domain we impose zero normal stress for the fluid. For the Darcy problem, we impose \( p = 0 \) on the entire boundary. The problem is solved until a steady state is reached, using the time step of \( \Delta t = 10^{-3} \) s.

To regularize the phase field function, we used \( \delta = 10^{-1} \). We compare the solutions obtained using the diffuse and sharp interface approaches. In Figure 11 we compare the total pressure obtained using the diffuse interface method with the Stokes and Darcy pressures obtained using the sharp interface approach. An excellent agreement is observed. The velocities are compared in Figure 12. Once again, the diffuse interface solution agrees very well with the sharp interface one.
Table 3. The parameters used in the problem of Section 6.3.

| Parameters                  | Values          | Parameters          | Values            |
|-----------------------------|-----------------|---------------------|-------------------|
| Fluid density $\rho_f$ (g cm$^{-3}$) | 1               | Dynamic viscosity $\mu$ (poise) | 0.015             |
| Storativity coeff. $c_0$ (cm$^2$/dyne) | $10^{-5}$       | Permeability $\kappa$ (cm$^3$ s g$^{-1}$) | $4 \times 10^{-10}$ |
| Slip rate $\gamma$ (g cm$^{-2}$ s)    | $10^3$          |                     |                   |

Figure 11. Results for the problem of Section 6.3 at the final time. Left: Total pressure using a diffuse interface. Right: Stokes and Darcy pressures obtained using the sharp interface approach.

Figure 12. Results for the problem of Section 6.3 at the final time. Left: Total velocity obtained using a diffuse interface. Right: Stokes and Darcy velocity obtained using the sharp interface approach.

7. Conclusions

In this work, we considered the time dependent Stokes-Darcy coupled problem formulated using a diffuse interface approach. Our main focus was the convergence analysis of the diffuse interface formulation to the sharp interface one. This analysis consisted of two stages. We separately studied the modeling error resulting from the difference between the sharp and diffuse interface formulations at the continuous level, and the approximation error obtained when analyzing the difference between the continuous and discrete diffuse domain formulations.
Under suitable smoothness assumptions we obtained that the total \( i.e., \) modeling plus discretization) error is of order
\[
\mathcal{O}(\epsilon^{1/4} + \Delta t + h),
\]
in the case the phase field function is a Muckenhoupt weight. We also presented some numerical simulations that show that higher order convergence rates are possible. Motivated by these results we also consider the case of a Lipschitz weight that is regularized with parameter \( \delta \), and obtained
\[
\mathcal{O}(\epsilon^{3/2} + \delta^{1/2} + \Delta t + h).
\]
In this case, the numerical results agree with the theoretical predictions. Applications of the method to a problem with a curved interface, and a problem motivated by a lymphatic flow in a mouse tail have been explored numerically, demonstrating the flexibility of the diffuse interface approach.
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