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Abstract

The broad applicability of Quadratic Unconstrained Binary Optimization (QUBO) constitutes a general-purpose modeling framework for combinatorial optimization problems and are a required format for gate array and quantum annealing computers. QUBO annealers as well as other solution approaches benefit from starting with a diverse set of solutions with local optimality an additional benefit. This paper presents a new method for generating a set of one-flip local optima leveraging constraint programming. Further, as demonstrated in experimental testing, analysis of the solution set allows the generation of soft constraints to help guide the optimization process.
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1. Introduction

The Quadratic Unconstrained Binary Optimization (QUBO) modeling format, \( \max x'Qx; \ x \in \{0, 1\} \), has grown in popularity in the last decade and it has been shown that all of Karp’s NP-complete problems as well as many constrained problems can be transformed to QUBO (see [1] for more details). More recently, QUBO instantiations are a requirement for quantum annealers ([2]) which has led to significant interest from the research community. Many
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QUBO heuristics rely on a starting set of elite solutions \(\{3, 4, 5, 6\}\) and these starting solutions are key to their performance.

The set of starting solutions are either generated randomly, or more commonly, through an improvement heuristics such as path relinking, restarts and scatter search \((6, 7, 4)\). This process is limited by the heuristics’ ability to find local optima and insure diversity in the elite set. In this paper, we address this shortcoming via a constraint programming (CP) approach for the generation of local optima. Additionally, we present a learning-based method that utilizes the set of local optima to enhance the performance of an existing QUBO solver.

The one-flip local optima \(\hat{x}\) for a QUBO has the following characteristics for a maximization problem \(\max x'Qx\):

\[
\hat{x}'Q\hat{x} \geq y'Qy \forall y \in S_1(\hat{x}); \hat{x}, y \in \{0, 1\}
\]

where \(S_1(\hat{x})\) represents the set of all one-flip neighbors. Hence the solution vectors \(y\) and \(\hat{x}\) differ by exactly one bit. The total number of such one-flip neighbors is \(N\) where \(N\) represents the number of variables and \(Q\) is an \(N \times N\) matrix of integer or real coefficients. The relationship between \(\hat{x}\) and i’th one-flip neighbor \(y_i\) is given by \(y_i = 1 - \hat{x}_i\) and \(y_k = \hat{x}_k \forall k \in [1, N]: k \neq i\). Thus, Equation 1 leads to \(N\) inequalities. \(x'Qx\) can be rewritten as \(\sum_{i=1}^{N}(q_ix_i + \sum_j q_{ij}x_ix_j)\). We could isolate the impact of flipping the bit corresponding to variable \(x_i\) and transform Equation 1 as:

\[
q_i\hat{x}_i + \sum_j q_{ij}\hat{x}_i\hat{x}_j \geq q_i(1 - \hat{x}_i) + \sum_j q_{ij}(1 - \hat{x}_i)\hat{x}_j \forall i \in [1, N]
\]

Note that terms not involving variable \(\hat{x}_i\) are eliminated on both sides. Rearranging the terms, we get:

\[
2q_i\hat{x}_i + 2\sum_j q_{ij}\hat{x}_i\hat{x}_j \geq q_i + \sum_j q_{ij}\hat{x}_j \forall i \in [1, N]
\]

Upon further simplification, the set of equations are reduced to \(2\hat{x}_i expr \geq expr\) where \(expr = q_i + \sum_j q_{ij}\hat{x}_j\) and further reduces to \(\hat{x}_i > \frac{1}{2}\) if \(expr\) is positive and \(\hat{x}_i < \frac{1}{2}\) if \(expr\) is negative. The following lemma help us in identifying the local optima based on the values of \(expr\):

**Lemma 1.** If \(expr < 0\) then \(\hat{x}_i = 0\) and if \(expr > 0\) then \(\hat{x}_i = 1\), else \(\hat{x}_i\) can be either \(0\) or \(1\).
The lemma could be enforced by the following set of linear constraints:

\[ q_i + \sum_j q_{ij} \hat{x}_j \leq M \hat{x}_i \quad \forall i \in [1, N] \]

(4)

\[ q_i + \sum_j q_{ij} \hat{x}_j \geq -M (1 - \hat{x}_i) \quad \forall i \in [1, N] \]

(5)

where \( M \) is a large positive number.

A problem instantiated by this model is solved by a CP solver yielding multiple solutions for one-flip local optima. While a similar set of expressions could also be derived for a two-flip local optima (and in general a \( r \)-flip local optima), the number of constraints and the associated computational complexity increases significantly.

Consider the following \( Q \) matrix involving three variables where the coefficients have been doubled and moved to its upper triangular portion:

\[
\begin{bmatrix}
-4 & 12 & -12 \\
0 & -8 & -8 \\
0 & 0 & 9
\end{bmatrix}
\]

We are interested in obtaining the set of one-flip local optima \( \hat{x} \) that satisfies the following constraints based on (3):

\[-8\hat{x}_1 - 12\hat{x}_2 + 12\hat{x}_3 + 24\hat{x}_1\hat{x}_2 - 24\hat{x}_1\hat{x}_3 \geq -4\]

\[-12\hat{x}_1 - 16\hat{x}_2 + 8\hat{x}_3 + 24\hat{x}_1\hat{x}_2 - 16\hat{x}_2\hat{x}_3 \geq -8\]

\[12\hat{x}_1 + 8\hat{x}_2 + 18\hat{x}_3 - 24\hat{x}_1\hat{x}_3 - 16\hat{x}_2\hat{x}_3 \geq 9\]

Solving yields a single one-flip local optima \( \hat{x} \) given by \([0, 0, 1]\). Verifying one-flip optimality, the objective function value of 9 associated with \([0, 0, 1]\) is greater than those of the one-flip neighbors \([1, 0, 1]\), \([0, 1, 1]\) and \([0, 0, 0]\) with corresponding objective function evaluations of \(-7\), \(-7\) and 0 respectively.

It is worth noting that all global optima are also locally optimal with respect to all possible \( r \)-flips with the impact or \( r \)-flips being extensively studied. The authors in [8] present theoretical formulas based on partial derivatives for quickly determining effects of \( r \)-flips on the objective function. [9] proposed two formulas for quickly evaluating \( r \)-flip moves. However, the number of possible \( r \)-flip moves to evaluate grows exponentially and one-flip moves are the most commonly implemented approach.

Elite sets of high-quality solutions are often used in the design of algorithms for fixing variables. For example, [10] fix the variables as the temperature associated with simulated annealing decreases. Their learning process also relies on thresholds and requires some parameter tuning. [11] investi-
gated two variable fixing strategies inside their tabu search (TS) routine for QUBO and [12] uses a data mining routine to learn frequent patterns from a set of high-quality solutions.

Fixing/freeing variables have also been explored in the context of a quantum annealer by [13]. The authors reduce the QUBO by fixing some variables to values that have a high probability of occurrence in the sample set of solutions. In contrast to fixing, some of the approaches learn to avoid local optima in the search process. [14] compare two strategies of escaping local optima: (a) assigning penalties to violated constraints (b) assign penalties to individual variable values participating in a constraint violation. Their results quantify the impact of penalties on the solution landscape.

The reference/elite set and other problem features are also useful in designing various metaheuristics. For example, [3] apply backbone guided TS to QUBO alternating between a TS phase and a phase that fixes/frees strongly determined variables. [15] and [16] utilize problem features to guide the local search routine where the objective function is augmented with penalty terms based on problem features.

The contribution of our paper is twofold. First, we present a new constraint programming approach to obtain a set of one-flip local optima for QUBO. These high-quality samples can be used as a starting elite solutions set and can also be utilized for the construction of Local Optima Networks (see [17] for more details) for a wide variety of combinatorial problems that fit into the QUBO framework. Second, we provide an approach to utilize the information contained in the set of local optima through penalties and rewards by transforming the $Q$ matrix using two variants that favor or avoid the set $L$ of locally optimal solutions. Our reformulations could be used to improve the performance of existing QUBO solvers (like [18] and [19]).

2. Learning Approach

There are various ways to utilize the information provided by the set of local optima $L$. Note that $L$ could be obtained by satisfying the constraints corresponding to one-flip local optima detailed in Section 1. Herein we present a simple approach that relies on the number of times a specific variable $x_i$ is set to 0 or 1. If the variable $x_i$ takes a specific value more frequently in the set of local optima, there are two schools of thought in the literature to handle it. First, favor local optima and hypothesize that there is a high chance that the global optima would also have such a variable $x_i$ set
to 0 or 1 respectively. Second, design heuristics to avoid the set of local optima and aid the solver to explore new areas in the solution landscape while avoiding local optima. Our approach to calculate the frequency of occurrence for each variable $x_i$ in the set of local optima is outlined in Algorithm 1.

Algorithm 1 Frequency calculation based on the set of local optima

1: procedure Frequency$(L)$ ⊳ Returns the relative frequency of setting $x_i = 0/1$ in $L$
2:     $freq_0 ← 0$
3:     $freq_1 ← 0$
4:     for $i = [1, N]$ do ⊳ For all variables
5:         for $k = [1, |L|]$ do ⊳ For all locally optimal solutions
6:             if $x_i[k] = 0$, $freq_0[i] ← freq_0[i] + 1$
7:             if $x_i[k] = 1$, $freq_1[i] ← freq_1[i] + 1$
8:     $freq_0 ← freq_0 / |L|$
9:     $freq_1 ← freq_1 / |L|$
10:    return $freq_0$ and $freq_1$ ⊳ The chance of setting a variable $x_i$ to 0/1

At the end of this process, we return the relative frequency by dividing each $freq$ entry with the number of locally optimal solutions $|L|$. We use this information contained in $freq$ in multiple ways. Noting that $freq$ is the chance of setting a specific variable $x_i$ to 0/1 in the set $L$, then if the value of $freq_1[i]$ is close to 1, the variable $x_i$ is set to 1 in majority of the locally optimal solutions. Thus, we consider setting a variable $x_i = 1$ if $freq_1[i] \geq \alpha$ where $\alpha$ is a user-defined parameter. On the other hand, the solver should escape the locally optimal solutions by disincentivizing $x_i = 1$ if $freq_1[i] > \alpha$ so that the solver avoids replicating the behavior observed in the set of local optima. We explore both variants of the transformation approach designed to (i) favor local optima (ii) escape local optima. For this purpose, we will adjust the linear coefficients of the original $Q$ matrix to generate $Q_1$ and $Q_2$ for the two strategies with the typical values of $\alpha$ ranging from 95 − 100%.

The technique for generating the two transformed matrices $Q_1$ and $Q_2$ based on strategies of favoring and escaping local optima are implemented as soft constraints and summarized in Algorithm 2. Specifically, if the chance of a variable $x_i$ to be set to 1 (given by $freq_1[i]$) is greater than or equal to $\alpha$, we add a reward $\delta$ to the linear coefficient $q_i$ for favoring local optima. Thus, for strategy (i), we use the transformed $Q_1$ matrix involving $q_i^1 ← q_i^1 + \delta$. This change incentivizes any solver to set $x_i = 1$. Similarly, we make updates to every linear coefficient in the transformed matrix whenever $freq_1[i] \geq \alpha$. A large value of $\delta$ enforces the constraint $x_i = 1$ strictly. However, it could also alter the solution landscape for the solver. Conversely, a penalty term
$-\delta$ added to the linear coefficient $q_i$ is utilized as a proxy for the constraint $x_i = 0$ in a maximization problem (if $freq_0[i] \geq \alpha$). The changes are reversed for the second strategy of avoiding local optima.

Algorithm 2

| Procedure Transformation $(Q, freq, \alpha, \delta)$ |
|-----------------------------------------------------|
| Returns the transformed matrices $Q_1$ and $Q_2$ |
| 1: $Q_1 \leftarrow Q$ |
| 2: $Q_2 \leftarrow Q$ |
| 3: for $i = [1, N]$ do |
| 4: if $freq_0[i] \geq \alpha$, $Q_1[i,i] \leftarrow Q_1[i,i] - \delta$ |
| 5: if $freq_1[i] \geq \alpha$, $Q_1[i,i] \leftarrow Q_1[i,i] + \delta$ |
| 6: if $freq_0[i] \geq \alpha$, $Q_2[i,i] \leftarrow Q_2[i,i] - \delta$ |
| 7: if $freq_1[i] \geq \alpha$, $Q_2[i,i] \leftarrow Q_2[i,i] + \delta$ |
| 8: return $Q_1$ and $Q_2$ |

The transformed matrices based on strategies (i) and (ii)

3. Computational Experiments

For testing we use the QUBO instances presented in [20] and [21]. The algorithms were implemented in Python 3.6. The experiments were performed on a 3.40 GHz Intel Core i7 processor with 16 GB RAM running 64 bit Windows 7 OS. The datasets described in [20] have 1000 nodes while the ORLIB instances [21] have 1000 and 2500 nodes. Our experiments utilize a path relinking and tabu search based QUBO solver.

A one-flip tabu search with path relinking was modified from (22). The primary power of a one-flip search is its ability to quickly evaluate the effect of flipping a single bit, $x_i \rightarrow 1 - x_i$, allowing selection of the variable having the greatest effect on a local solution in $O(n)$ time (23) as opposed to directly evaluating $x'Qx$ which is $O(n^2)$. The search used in this paper accepts an input $Q$ matrix as well as a starting elite set of solutions of size $S$. It performs path relinking between the solutions in $S$ to derive a starting solution where path relinking is implemented as a greedy search of the restricted solution space defined by the difference bits of a solution pair. The relinking generates a starting solution from which a greedy search is performed by repeatedly selecting the single non-tabu variable that has the largest positive impact on the current solution. Variables selected to be flipped are given a tabu tenure to avoid cycling. When there are no non-tabu variables available to improve the current solution then a backtracking operation is performed to undo previous flips. When no variable (tabu or not) is available to improve the current solution then a local optimum has been encountered and backtracking is performed.
The diversity attributes are measured as the mean hamming distance between all pairs of solution vectors. Note that the hamming distance \( d(a,b) \) between two binary vectors \( a \) and \( b \) is given by the number of difference bits. The mean hamming distance \( \mu_d \) is given by \( \sum_{a,b \in L} d(a,b)/|L| \). Similarly, we can measure the quality of the elite set by the mean objective function, \( \mu_{Obj} \).

For benchmarking, we utilize a common approach presented in the literature \([3, 4, 5, 6]\) to generate elite sets consisting of a randomized solution improved by a greedy heuristic until a local one-flip optima is reached and the solution added to the elite set and the process repeated. For both the CP solver and the greedy heuristic, we allot 600 seconds and extract the top 500 local optima sorted by the objective function to favor high-quality solutions.

| Instance | \( \mu_d \) | \( \mu_{Obj} \) | \( \mu_d \) | \( \mu_{Obj} \) |
|----------|-------------|----------------|-------------|----------------|
| 1        | 521.5       | 996297.9       | 206.0       | 1594173.5      |
| 2        | 500.0       | 1008336.9      | 286.5       | 1460415.7      |
| 3        | 535.3       | 941038.3       | 266.6       | 1408857.1      |
| 4        | 547.8       | 979253.4       | 221.0       | 1499321.1      |
| 5        | 510.7       | 1009030.4      | 240.4       | 1481973.9      |
| 6        | 473.4       | 991556.1       | 237.2       | 1460578.2      |
| 7        | 492.8       | 993305.4       | 292.7       | 1467269.2      |
| 8        | 569.5       | 969050.3       | 216.5       | 1476406.9      |
| 9        | 458.0       | 1014991.4      | 251.5       | 1472053.8      |
| 10       | 462.7       | 1002726.8      | 295.2       | 1470710.0      |

Table 1: Diversity Attributes of CP Approach

The results are presented in Table 1. The CP approach leads to more diverse solutions since \( \mu_d \) for the CP solver is almost double those of the greedy heuristic. While the greedy approach obtains solutions with higher objective values, they are less diverse, hence the CP approach provides a compromise between solution diversity and the objective value.

To assess the impact of different soft constraint thresholds, we experiment with the following values of \( \alpha \): (a) 0.99 (b) 0.975 (c) 0.95 and the following settings of \( \delta \): (a) 2% (b) 5% (c) 10% wherein the percentage is expressed in terms of the maximum value of the coefficients of the \( Q \) matrix. For example, the coefficients of the ORLIB datasets lie in the range \([-100, 100]\). Thus, the linear coefficients of the \( Q \) matrix are adjusted by \( \delta = 2, 5 \) or 10 units.

For the nine different parameter combinations of \( (\alpha, \delta) \), we allotted 100 seconds each. For a fairer comparison, the benchmark experiments on the original \( Q \) matrix are run for a total of 900 seconds. We present two different versions of our heuristic based on \( Q_1 \) and \( Q_2 \) in Table 2. The columns
“Obj_\text{Q}”, “Improv_{Q_1}” (and “Improv_{Q_2}”) represent the best objective function obtained by the QUBO solver using the Q matrix within 900 seconds and the percentage improvement in the best objective function among nine parameter combinations of (\alpha, \delta) using \text{Q}_1 (and \text{Q}_2) matrix respectively.

Table 2: Results of Algorithm 2

| Instance | Obj_{\text{Q}_1} | Improv_{Q_1} | Improv_{Q_2} | Instance | Obj_{\text{Q}_1} | Improv_{Q_1} | Improv_{Q_2} |
|----------|----------------|--------------|--------------|----------|----------------|--------------|--------------|
| 1000,5000,1 | 25034 | 0.38 | 0.28 | 1000,1000,1 | 42920 | 0.91 | 1.35 |
| 1000,5000,2 | 483289 | 0.03 | 0.06 | 1000,1000,2 | 893493 | 0.59 | 0.63 |
| 1000,5000,3 | 52469 | 0.03 | 0.02 | 1000,1000,3 | 96764 | 0 | -0.01 |
| 1000,5000,4 | 214726 | -0.39 | 0.24 | 1000,1000,4 | 371621 | 1.66 | 0.9 |
| 1000,5000,5 | 18644 | 0.01 | -0.02 | 1000,1000,5 | 29870 | -0.03 | -0.01 |
| 1000,5000,6 | 275332 | 0.2 | 0.37 | 1000,1000,6 | 476253 | 0.31 | 0.26 |
| 1000,5000,7 | 32141 | 0.26 | 0.31 | 1000,1000,7 | 55732 | 0.17 | 0.19 |
| 1000,5000,8 | 155736 | 0.7 | -0.13 | 1000,1000,8 | 549964 | 0.17 | -0.02 |
| 1000,5000,9 | 270749 | 0.39 | 0.25 | 1000,1000,9 | 479986 | -0.17 | 0.14 |
| 1000,5000,10 | 18385 | 0.05 | -0.04 | 1000,1000,10 | 29624 | 0 | 0.02 |
| 1000,5000,11 | 158718 | 0.02 | 0.07 | 1000,1000,11 | 255999 | 0.83 | 0.96 |
| 1000,5000,12 | 32297 | 0.01 | 0.01 | 1000,1000,12 | 54825 | 0.01 | 0.01 |
| 1000,5000,13 | 47743 | 0.54 | 0.08 | 1000,1000,13 | 870231 | 0.04 | 0.26 |
| 1000,5000,14 | 25848 | 0.04 | 0.01 | 1000,1000,14 | 43236 | 0.12 | 0.01 |
| 1000,5000,15 | 214435 | -0.01 | 0.56 | 1000,1000,15 | 374992 | 0.62 | 0.85 |
| 1000,5000,16 | 52686 | 0 | -0.01 | 1000,1000,16 | 97105 | 0.02 | 0.19 |
| bqp,1000,1 | 371155 | 0.07 | 0.07 | bqp,2500,1 | 1512444 | 0.23 | 0.18 |
| bqp,1000,2 | 354822 | 0.02 | 0.03 | bqp,2500,2 | 1469553 | 0.03 | 0.09 |
| bqp,1000,3 | 371236 | 0 | 0 | bqp,2500,3 | 1413186 | 0.04 | 0.04 |
| bqp,1000,4 | 370638 | -0.01 | 0 | bqp,2500,4 | 1506521 | 0.07 | 0.07 |
| bqp,1000,5 | 352780 | 0 | 0 | bqp,2500,5 | 1491700 | 0.01 | -0.01 |
| bqp,1000,6 | 359629 | 0 | 0 | bqp,2500,6 | 1468745 | -0.01 | -0.05 |
| bqp,1000,7 | 370718 | 0.13 | 0.11 | bqp,2500,7 | 1478073 | 0.02 | -0.03 |
| bqp,1000,8 | 351975 | 0 | 0.01 | bqp,2500,8 | 1483757 | 0.03 | 0.02 |
| bqp,1000,9 | 340944 | 0.06 | 0.08 | bqp,2500,9 | 1482091 | 0.01 | 0.02 |
| bqp,1000,10 | 351272 | 0.04 | -0.01 | bqp,2500,10 | 1482220 | -0.02 | 0 |

In summary, favoring or escaping local optima based on \text{Q}_1 and \text{Q}_2 leads to improvement in solution quality in the majority of the instances. Moreover, utilizing both \text{Q}_1 and \text{Q}_2 results (i.e. looking at max(Improv_{Q_1}, Improv_{Q_2})) leads to a guaranteed improvement in all but two instances (1000,10000,5 and bqp,2500,6). Future research will explore this dynamic through a parallelized tabu search with alternating phases between \text{Q}, \text{Q}_1 and \text{Q}_2.

We conducted a paired two-sample t-test between “Improv_{Q_1}” and “Improv_{Q_2}” columns to determine whether the population mean of the \text{Q}_1 results was different that that of \text{Q}_2 and found there is no statistically significant difference between the two techniques. Moreover, no specific combination of (\alpha, \delta) was dominant over all others.
4. Conclusions

We present a Constraint Programming approach to obtain a diverse set of local optima which could be utilized in the elite sets or local optima networks, and we present a learning-based technique that modifies the linear coefficients of the $Q$ matrix while favoring or avoiding local optima. Testing indicates this technique leads to improvement in solution quality for benchmark QUBO instances. Future work involves combining the effects of $Q_1$ and $Q_2$ in an alternating phase tabu search heuristic.
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