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ABSTRACT
Classifying high-dimensional data are a challenging task in data mining. Gene expression data is a type of high-dimensional data that has thousands of features. The study was proposing a method to extract knowledge from high-dimensional gene expression data by selecting features and classifying. Lasso was used for selecting features and the classification and regression tree (CART) algorithm was used to construct the decision tree model. To examine the stability of the lasso decision tree, we performed bootstrap aggregating (Bagging) with 50 replications. The gene expression data used was an ovarian tumor dataset that has 1,545 observations, 10,935 gene features, and binary class. The findings of this research showed that the lasso decision tree could produce an interpretable model that theoretically correct and had an accuracy of 89.32%. Meanwhile, the model obtained from the majority vote gave an accuracy of 90.29% which showed an increase in accuracy of 1% from the single lasso decision tree model. The slightly increasing accuracy shows that the lasso decision tree classifier is stable.
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1. INTRODUCTION
Gene expression data have been used to study the differences in gene characteristics between patients with certain diseases and normal people. The major challenge to analyze gene expression data is it has many predictors (genes), but the sample is much less. Gene expression data is a type of high-dimensional data that consist of thousands, even tens of thousands of gene features, but the sample size is only hundreds. Therefore, a certain strategy is needed to deal with dimensional problems in gene expression data.

One of the strategies in the classification of high-dimensional data is by reducing the dimension. There are two approaches in dimension reduction namely feature extraction and feature selection. The common dimension reduction approach in gene expression data is feature selection. Feature selection eliminates irrelevant and redundant features. Research [1] investigated the influence of feature selection on the accuracy of the classification of gene expression data. The result of the study was feature selection can increase accuracy up to 9%.

Several methods that combine feature selection and classification have been implemented in the classification of gene expression data. Assawamakin et.al. [2] used recursive feature elimination (RFE) to select genes and support vector machine (SVM) to classify several gene expression data. Kang et.al. [3] proposed a hybrid method of Relaxed Lasso and Generalized SVM for the multiclass classification of gene expression data. In the paper, Kang et.al. mentioned the selected genes, but these results are not validated.
based on theory. Gao et al. [4] used information gain, gain ratio, relief, and correlation to select genes and SVM for classifying cancer. However, those studies only focused on the accuracy of the model obtained.

Accuracy, interpretability, and model size are three important aspects of machine learning [5], and many authors agree that model interpretability is the main concern [6]. In the classification of gene expression data, interpretation is very important besides the model accuracy. Classification and Regression Tree (CART), proposed by Breiman et al. [7], is a Decision Tree algorithm that is promoted to be easily used in interpretation to explore knowledge from the data [8]. The CART algorithm is often used in decision analysis to visualize decision making. Besides that, the CART algorithm also can be used for feature selection. But CART requires high computational costs to work on very large data such as gene expression data. Therefore, applying the feature selection before applying CART is very useful.

Rochayani, et al. [9] combined Lasso regularization and Decision Tree to select genes and classify gene expression data. The Lasso regularization has a low computational cost. Models obtained from the Lasso Decision Tree are also easy to interpret and theoretically correct. In this study, we are interested in examining the stability of the Lasso Decision Tree. A stable classifier is a classifier for which the prediction does not change much when the slight modification occurs in the training set.

Bagging, introduced by Breiman [10], is one of the ensemble methods that has been widely used to increase the accuracy of prediction models [11], improve the robustness and stability of the model [12, 13] and handle unbalanced class problems [14]. According to Breiman [10], improving the accuracy of Bagging depends on the stability of the classifier. Bagging usually could improve accuracy on unstable classifiers but cannot on stable classifiers. As an ensemble method, Bagging combines several single models into one final model based on the majority votes. Commonly, the single classifier for Bagging is the Decision Tree. But recently Bagging has been used in other machine learning algorithms such as Bagging Convolutional Neural Network [15] and Bagging Nearest Neighbor Support Vector Machine [16].

We performed the Bagging Lasso Decision Tree to examine the stability of the Lasso Decision Tree in modeling the gene expression dataset. The dataset used was the ovarian tumor dataset. It is interesting to use this dataset since ovarian cancer is one of the most fatal diseases in women which is frequently strikes post-menopausal women [17, 18]. The success of the two methods will be very useful in medical research, especially to discover new knowledge from a disease.

2. THEORETICAL BACKGROUND
2.1. Logistic regression

Binary logistic regression is used to model dataset with a binary response variable. The standard binomial logistic regression model is stated as a log of odds:

\[
\log \left( \frac{\pi(x_i)}{1 - \pi(x_i)} \right) = \beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j 
\]

where \( \pi(x_i) = \frac{1}{1 + e^{-(\beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j)}} \), \( i = 1, 2, ..., n \) is the observation index, \( j = 1, 2, ..., p \) is the index of predictor variable, \( \beta_0 \) is the intercept, and \( \beta_j \) is the regression coefficient of \( j^{th} \) predictor variable. The estimation in logistic regression parameters was conducted by maximizing the log-likelihood function:

\[
l(\beta_0, \beta_1, ..., \beta_p) = \frac{1}{n} \sum_{i=1}^{n} \left[ y_i \left( \beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j \right) + \ln \left( 1 + e^{\beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j} \right) \right] 
\]

Note that the first term of (2), \( \beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j \), is a form of affine function, therefore it is concave. And the second term, \( \ln \left( 1 + e^{\beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j} \right) \), is also concave. Since the sum of concave functions is also concave, hence \( l(\beta_0, \beta_1, ..., \beta_p) \) is a concave function and it implies that the negative log-likelihood, i.e. \(-l(\beta_0, \beta_1, ..., \beta_p)\), is a convex function. The negative log-likelihood is also called the objective function of logistic regression. The advantage of convexity of negative log-likelihood function guarantees that the local optimum is also a global optimum. An optimization algorithm for a convex function such as the Newton
method or the gradient descent can be implemented to solve the logistic regression problem. The estimated parameters of logistic regression are stated in (3).

$$\hat{\beta} = \arg \min \left[-l(\beta_0, \beta_1, ..., \beta_p)\right].$$  \hspace{1cm} (3)

2.2. Regularization

Regularization is a method to avoid overfitting by adding constraints while solving the optimization problem. Let the regularization function is denoted by $R(\beta)$, where $\beta = (\beta_1, ..., \beta_p)$. In the regularized logistic regression, the constraint was added to the logistic regression loss function. The solution to the optimization problems stated in (4).

$$\hat{\beta}_R = \arg \min \left[-l(\beta_0, \beta_1, ..., \beta_p)\right], \text{ such that } R(\beta) \leq t.$$  \hspace{1cm} (4)

The Lagrange form of the optimization problem in (4) is stated in (5).

$$\hat{\beta}_R = \arg \min \left[-l(\beta_0, \beta_1, ..., \beta_p) + \lambda R(\beta)\right]$$  \hspace{1cm} (5)

Where $\lambda$ is a regularization parameter and is a positive real number. Consider the optimization problem in (5). When $\lambda$ is set to zero, then the solutions $\hat{\beta}_R$ are the same as the solution of the unconstrained problem (full model) stated in (3). However, for high-dimensional problems ($p>n$), the $\lambda$ cannot be set to zero because the saturated logistic regression fit is undefined [19].

Least Absolute Shrinkage Selection Operator (Lasso) is a popular regularization method introduced by Tibshirani [20]. Lasso works by adding the L1 penalty term, defined as $\|\beta\|_1 = \sum_{j=1}^{p} |\beta_j|$, to shrink the coefficients of particular variables to be zero. Therefore, Lasso can be used for variable selection. The vector of estimated coefficients of the Lasso is stated as:

$$\hat{\beta}_\text{lasso} = \arg \min \left[-l(\beta_0, \beta_1, ..., \beta_p) + \lambda \|\beta\|_1\right].$$  \hspace{1cm} (6)

Since the coefficients of the regularization problem are controlled by the regularization parameter ($\lambda$), then the optimum $\lambda$ should be estimated. K-fold cross-validation is used to estimate the optimum $\lambda$. The optimum $\lambda$ is the one with the smallest average binomial deviance from the cross-validation results, i.e.

$$\hat{\lambda} = \arg \min_{\lambda \in \{\lambda_1, ..., \lambda_m\}} CV(\lambda)$$  \hspace{1cm} (7)

where

$$CV(\lambda) = \frac{1}{K} \sum_{k=1}^{K} Dev_k(\lambda)$$  \hspace{1cm} (8)

2.3. Decision tree

One of the Decision Tree algorithms is the Classification and Regression Tree (CART) that can be used when the predictor variables are categorical value or continuous value. The CART algorithm utilized the Gini impurity as the splitting criteria. The Gini impurity measure at node $t$ was defined as:

$$i(t) = 1 - \sum_j p^2(c|t)$$  \hspace{1cm} (9)

Where $i(t)$ was the Gini impurity and $p(c|t)$ was the proportion of class $c$ in the node $t$. The Decision Tree construction begins with splitting binary the root node which contains all observations of the training set. The criteria used to determine the splitting of the root node is the goodness of split, denoted by $\Delta i(s, t)$, and defined as:

$$\Delta i(s, t) = i(t) - p_k[i(t_k)] - p_k[i(t_k)]$$  \hspace{1cm} (10)
where:

\( s \): a split,

\( p_L \): proportion of observations at node \( t \) that go into the left child node \( t_L \),

\( p_R \): proportion of observations at node \( t \) that go into the right child node \( t_R \),

\( i(t_L) \): impurity of the left child node, and

\( i(t_R) \): impurity of the right child node.

To obtain the possible split-point for continuous-valued features, the observation values of the \( j \)th predictor, i.e. \( \{x_{ij}\} i = 1, \ldots, n \), are sorted in increasing order and ordered observation values \( \{x_{ij}\} \) are obtained. Then, the midpoint of two adjacent values is considered as a possible split-point [21]. The point that had maximum goodness of split, i.e. \( s = \max \{\Delta GIPI(t_{ij})\} \) is selected as the split-point of the node [22]. The size of the tree is not limited. Therefore, splitting can be carried out to obtain more leaf nodes. However, large trees tend to overfit. The way to simplify the tree is to prune. The parameter to measure the complexity of a tree is called the complexity parameter (CP). To get the CP value, first, calculate resubstitution estimate and relative error. Resubstitution estimate is the proportion of misclassification in the training set [7]. Suppose \( T_a \) represents the subtree of the maximum tree \( T_{max} \) \( (T_a < T_{max}) \). Then the resubstitution estimate of \( T_a \) denoted by \( R(T_a) \) is calculated using the formula in (11).

\[
R(T_a) = \frac{1}{N} \sum_{i=1}^{N} I(T_a(x_i) \neq y_i) \tag{11}
\]

Where, \( I \) is an indicator function that has value 1 if \( T_a(x_i) \neq y_i \) and value 0 if \( T_a(x_i) = y_i \), and \( N \) is the number of observations. Next, the relative error is obtained from the ratio of the resubstitution estimate of the subtree \( T_a \) and the resubstitution estimate at the root node or \( T_1 \). The relative error value is defined by (12).

\[
Re(T_a) = \frac{R(T_a)}{R(T_1)} \tag{12}
\]

where

\( Re(T_a) \): relative error of the subtree \( T_a \)

\( R(T_a) \): resubstitution estimate of the subtree \( T_a \)

\( R(T_1) \): resubstitution estimate of the first subtree (subtree that only consists of a root node)

the complexity parameter is defined by (13).

\[
CP_a = \frac{Re(T_a) - Re(T_{a+1})}{nsplit(T_{a+1}) - nsplit(T_a)} \tag{13}
\]

where:

\( CP_a \): the complexity parameters of subtree \( T_a \)

\( Re(T_a) \): the relative error of subtree \( T_a \)

\( nsplit(T_a) \): the number of the splitting of subtree \( T_a \)

A value of \( CP \): 0 indicates no pruning which means the subtree is a maximum tree.

According to [7], to obtain the optimum Decision Tree, the one standard error rule (1 SE rule) is used. The 1 SE rule selects a model with a relative error of the cross-validation result \( (CV(T_a)) \) smaller or equal to \( CV(T_a) \) minimum plus one standard deviation \( (SD(T_a)) \). The relative error of the cross-validation result is calculated using the formula in (14). Meanwhile, the standard deviation and standard error in the \( T_a \) subtree are calculated using (15) and (16).

\[
CV(T_a) = \frac{1}{K} \sum_{k=1}^{K} Re(T_a^{(k)}) \tag{14}
\]

\[
SD(T_a) = \sqrt{\text{var}(Re(T_a^{(k)})) ... Re(T_a^{(k)})} \tag{15}
\]
the one standard error rule is presented in the (17).

\[
CV(T_a) 
\leq CV(\hat{T}_a) + SE(\hat{T}_a)
\] (17)

where

\[
\hat{T}_a = \arg\min_{T_a \in (T_{a_{\min}},T_{a_{\max}})} CV(T_a)
\] (18)

2.4. Bootstrap aggregating (bagging)

The basic idea of Bagging is to use bootstrap resampling to get combined predictions. The first step of Bagging is bootstrap resampling that takes \( n \) samples from the training set with replacement to get the new training set. Furthermore, classification modeling is performed in \( B \) bootstrap replicates. The second step is aggregating, which is combining the estimation results into a single estimated value. The aggregating process is done by majority vote.

3. RESEARCH METHOD

We implemented the method in the OVA Ovary gene expression data available on http://openml.org. The dataset consists of 1,545 tumor tissue observations, in which 10,935 genes are observed on each of those tumor tissues. Observed tumor tissues are labeled with “Ovary” and “Other”. The “Ovary” class is the class of ovarian tumor tissue; while the “Other” class is the class of other tumor tissues, including colon, breast, endometrial, kidney, lung, omental, prostate, and uterus tumor. The data analysis steps are described as follows.

3.1. Steps for predictor variables selection using lasso

a) Split the original dataset into the training and testing set. We used the ratio of 80% for the training set and 20% for the testing set.

b) Standardize the training set and run the Lasso regularization with 100 iterations.

c) Determine the optimum regularization parameter (\( \lambda \)) of the Lasso using 10-fold cross-validation

d) Extract the vector of coefficients (\( \mathbf{\beta}_{\text{Lasso}} \)) at the optimum \( \lambda \)

3.2. Steps for modeling a decision tree using the CART algorithm

a) Determine all possible split-point for each predictor variable.

b) Calculate the goodness of split \( \Delta \text{Gini}(u_{ij}) \) using the formula (7) to get the best split-point. The best split-point is \( s = \max\{\Delta \text{Gini}(u_{ij})\} \).

c) Use the split-point \( s \) to split the root node binary so that the left child node and right child node are obtained.

d) Split the two child nodes until a maximum Decision Tree is formed.

e) Prune the maximum tree based on the rule stated in the (17) so that the maximum Decision Tree is obtained

3.3. Steps for bagging lasso decision tree

a) Perform sampling with replacement \( n \) times in the training set, where \( n \) states the size of observations in the training set.

b) Run the Lasso on the training set to select predictor variables.

c) Construct a Decision Tree using the CART algorithm on the training set that has been selected for predictor variables.

d) Repeat step 1 to step 3 \( B \) times to obtain \( B \) Decision Trees.

e) Combine \( B \) Decision Tree using majority votes.

The data analysis process was conducted using R. The R-packages used were glmnet for gene selection using Lasso regularization, rpart for generating the classification model, and rpart.plot for visualizing the classification model.
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4. RESULTS AND DISCUSSION

The dataset was first split into the training set and the testing set with a ratio of 80%:20%. For the training set, 1,236 observations were obtained that would be used to construct the model. Meanwhile, for the testing set, 309 observations were obtained that would be used for evaluating the model. In the training set, standardization is performed, and then the Lasso regularization is run to get $\hat{\beta}_{\text{Lasso}}$. Because $\beta_{\text{Lasso}}$ depends on the regularization parameter ($\lambda$), first, the optimum $\lambda$ is estimated using 10-fold cross-validation. Figure 1 shows the result of 10-fold cross-validation to obtain the optimum $\lambda$ of the Lasso.

![Figure 1. Estimating the optimum regularization parameter](image)

The left-hand picture in Figure 1 shows the result of cross-validation and the right-hand zooms in the focused area. In both pictures, the vertical line on the left shows the minimum average binomial deviance, which is $\lambda_{\text{min}} = 0.016917$. Meanwhile, the one on the right shows the one standard error of the minimum, which is $\lambda_{\text{SE}} = 0.0339902$. One can use the $\lambda$ within one standard error of the minimum. For this case, we use $\lambda_{\text{min}}$ as the optimum regularization parameter. The number along the top of the picture state the number of nonzero coefficients. Therefore, the optimum $\lambda$ that we use produced 71 predictor variables with a nonzero coefficient. After the optimum $\lambda$ is obtained, the coefficient $\hat{\beta}_j$ of the Lasso is then extracted.

4.1. Decision tree modeling

The steps to build a Decision Tree are to determine the Gini index from the training set, determine the node split-point, and determine the goodness of split. Splitting the nodes is done until getting the maximum tree and then prune it to get a simpler tree. Suppose that the maximum tree is denoted by $T_{\text{max}}$ and the subtree of the maximum tree is denoted by $T_a$. To obtain the optimum tree, cross-validation is used. The optimum trees are subtrees that have $CV(T_a) \leq CV(\hat{T}_a) + SE(\hat{T}_a)$ as stated in (17). Figure 2 presents the subtrees of the maximum tree of the OVA_Ovary dataset with selected genes from Lasso. The result of cross-validation is displayed by the plot of the complexity parameter (CP) presented in Figure 3.

![Figure 2. Subtrees of the OVA_Ovary dataset with the selected genes from lasso](image)
In Figure 3, the dotted horizontal line corresponds to the minimum cross-validation error plus one standard error of the minimum, \( CV(\hat{T}_n) + SE(\hat{T}_n) \), which is 0.595. The optimum tree is indicated by a plot below the horizontal line. The number along the top of the plot states the number of leaf nodes produced by the subtree. Referring to Figure 3, the optimum subtrees are the subtree that produces 2, 5, and 6 leaf nodes because the plot is located below the horizontal line. Furthermore, from the three alternative optimum trees, we only use one to be the optimum. When the subtree with 2 leaf nodes is used, the model would perform poorly. And when the subtree with the 6 leaf nodes is used, the model would tend to overfit. Therefore, we use the subtree with 5 leaf nodes to be the optimum tree as shown in Figure 4.

**Figure 3.** The plot of the complexity parameter

In Figure 4, the label on the node shows the class that has the largest proportion of that node. The compatibility of the model obtained from the optimum Decision Tree is measured using accuracy. The accuracy of the optimal Decision Tree is 95.31% for the training set and 89.34% for the testing set. This accuracy value is high even though the model only involves four predictors.

Besides evaluating the classification performance, we also interpret the model. Based on the model in Figure 4, to distinguish between ovarian tumor tissue and other tumors, first, the expression of the STAR gene is seen. If the STAR expression shows a value of more than or equal to 226, then the tumor tissue is predicted to be ovarian tumor tissue with a probability of 85%. Meanwhile, if the STAR expression value is less than 226, then the WT1 expression is seen. If WT1 expression is less than 7,067, it can be estimated that the tumor tissue is another tumor tissue with a probability of 97%. If WT1 shows an expression value greater than or equal to 7,067, then the C19orf53 gene expression is then seen. If the expression of C19orf53 is more than or equal to 5,323 then the tumor tissue must be ovarian, but if the C19orf53 expression is less than 5,323 then the expression of the MTX2 gene is also seen. If the MTX2 gene has more than or equal expression with 2,867, then it is predicted as ovarian tumor tissue, but if it is less than 2,867, then it is predicted as another tumor tissue.

The Decision Tree model obtained is theoretically correct. According to [23], STAR plays an important role in the production of steroid hormones. Estrogen is a steroid hormone that functions as a female sex hormone. Excessive estrogen can cause ovarian cancer. The theory supports the results of this study where ovarian tumor patients have higher STAR expression than other tumor patients. WT1 expression in ovarian tumors has been reviewed by [24, 25]. WT1 has a high expression in epithelial ovarian tumor patients (i.e., tumors in the ovary covering membrane) and the higher expression of WT1 indicates a high tumor stage [24]. Meanwhile, the results of research [25] stated that excessive WT1 expression can make cancer cells more aggressive in ovarian cancer. Meanwhile, the expression of C19orf53 and MTX2 genes in ovarian tumors has not been or has not been studied by researchers. However, C19orf53 and MTX2 are not important markers based on the model.

**Figure 4.** The optimum tree
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4.2. Bagging lasso decision tree

We created $B = 50$ bootstrap replicates as done by [10] and in order not to require a long computation time. In the 50 bootstrap replicates, the Lasso was used to select the predictor variables, and then the Decision Tree model was constructed using the CART algorithm to obtain 50 single models. Of the 50 single models from the bootstrap replicates, a vote was carried out to combine the models into one final model. In the training set, the Bagging model gave an accuracy of 95.23%. Meanwhile, in the testing set, the Bagging model gave an accuracy of 90.29%. A summary of the accuracy values from the single model and the Bagging model is presented in Table 1.

| Model                  | Accuracy of the training set | Accuracy of the testing set |
|------------------------|-------------------------------|----------------------------|
| Single Lasso Decision Tree | 95.31%                       | 89.32%                     |
| Bagging Lasso Decision Tree | 95.23%                       | 90.29%                     |

Comparing the accuracy of the single models and the Bagging model has been conducted by [26]. In that study, a single Decision Tree model was compared with a Bagging Decision Tree with three splitting criteria, namely the gain ratio, information gain, and Gini index. The result is obtained that Bagging can increase accuracy by 2.96%, 1.65%, and 2.18%. In this study, an increase in accuracy is only 1% of the single Lasso Decision Tree model. This means that the Lasso Decision Tree classifier is stable on the OVA_Ovary dataset.

5. CONCLUSION

The Bagging Lasso Decision Tree was performed to examine the stability of the Lasso Decision Tree classifier. From the OVA_Ovary dataset, the Lasso Decision Tree model was constructed with four splits but was able to produce an accuracy of 89.3% for the testing set. Meanwhile, the Bagging model gave an accuracy of 90.29%. The slightly increasing accuracy shows that the Lasso Decision Tree classifier is stable. The model obtained also gave a result that theoretically correct, beginning that the split-point of STAR was selected as a split-point of the root node. STAR was the important gene in estrogen hormone production. Therefore, researchers or practitioners concerning oncogenic may use the Lasso Decision Tree method to study the difference in gene characteristics between normal and disease conditions and use Bagging Lasso Decision Tree to increase the accuracy.
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