Chart-RCNN: Efficient Line Chart Data Extraction from Camera Images

Shufan Li
Orka Labs Inc.
lishufan@hiorka.com

Congxi Lu
Orka Labs Inc.
chauncey@hiorka.com

Linkai Li
Orka Labs Inc.
linkai@hiorka.com

Haoshuai Zhou*
Orka Labs Inc.
haoshuai@hiorka.com

Abstract

Line Chart Data Extraction is a natural extension of Optical Character Recognition where the objective is to recover the underlying numerical information a chart image represents. Some recent works such as ChartOCR approach this problem using multi-stage networks combining OCR models with object detection frameworks. However, most of the existing datasets and models are based on “clean” images such as screenshots that drastically differ from camera photos. In addition, creating domain-specific new datasets requires extensive labeling which can be time-consuming. Our main contributions are as follows: we propose a synthetic data generation framework and a one-stage model that outputs text labels, mark coordinates, and perspective estimation simultaneously. We collected two datasets consisting of real camera photos for evaluation. Results show that our model trained only on synthetic data can be applied to real photos without any fine-tuning and is feasible for real-world application.

1. Introduction

Line charts are widely used to represent data in a wide range of documents such as financial forecasts, research publications, and medical reports [13, 26]. Automatic analysis of line charts can facilitate document mining, medical diagnosis, and help the visually impaired understand documents. However, when line charts are published in images, the raw data is lost. Recovering the underlying information of line charts will improve the performance of existing chart classification and question-answering systems such as [9, 10, 14]. It is trivial to identify the maximum value in a line chart given the raw data, but not so given only an image. Additionally, some analysis can only be performed when all the raw data is available. For example, when an audiologist fits a hearing aid for a patient given an audiogram (a line chart representing one’s hearing loss level at different frequencies), he or she must read the exact values from the chart. Therefore, Line Chart Data Extraction is a task of great significance as it improves the accuracy of qualitative analysis such as classification and question-answering, and makes quantitative applications such as automatic hearing-aid fitting possible.

There have been numerous methods [5, 28] based on...
manually designed features and rules, however, they failed to generalize a diverse range of line chart designs. Many recent works such as [11, 16] achieved better performance using deep neural networks. But these systems are difficult to train in that the input image is typically passed through a sequence of independent networks performing different tasks such as OCR and object detection, each requiring a separate training pipeline.

One major limitation of these works is that they focus on extracting data from "clean" chart images such as scrapped images from the Internet, Excel sheets, and PDF documents [11, 16, 21]. We argue that extracting chart data from real-world camera photos is equally important, if not more. There is an analogy between scene text recognition as an extension of optical character recognition (OCR) and chart data extraction from camera images as an extension of chart data extraction from "clean" images. Just as scene text recognition powers real-time documentation translation and text-to-speech services, chart data extraction from camera images can power applications such as helping the visually impaired to read charts in printed documents and automatic tuning of hearing aids using audiograms photos taken by cellphone cameras. Unfortunately, this natural extension of chart data extraction hasn’t been fully explored.

We believe there are several reasons that this area is currently under-explored. First, Deep Neural Networks can heavily overfit small datasets, which is why current deep methods such as [11, 16] are trained on large-scale datasets of scrapped or generated images. However, there are no large-scale datasets of camera photos of line charts available. Additionally, collecting and annotating such photos can be costly and time-consuming. Second, existing methods rely on pre-trained OCR models. Camera photos introduce additional skew, rotation, and color perturbations to texts which lead to more noise in OCR results and make the task more challenging. Third, existing methods rely on bounding box estimations to find chart regions and assume the x and y-axis of the chart are perfectly aligned with that of the image. However, in real camera photos, the chart is projected onto the image plane through a homography transformation, which means additional components need to be added to the system to predict such transformation. Given many of these systems are already very complicated, this is no trivial task.

In this paper, we tackle the problem of chart data extraction from camera images by directly addressing these challenges. Our strategy is to develop a system that pretrains on synthetic data only but can perform inference on real camera photos. Fig. 1 is an illustration of our proposed system. Our main contribution can be summarized as follows. 1) We propose Chart-RCNN, an end-to-end trainable network that extracts line chart data from camera photos. 2) We propose a synthetic data generation pipeline that can be used to train models capable of performing inference in real camera photos. 3) We collected datasets of camera photos of both real and synthetic charts with annotations of raw data. These datasets can be used to benchmark the performance of future works in this area.

2. Related Works

2.1. Line Chart Datasets

PMC [1] dataset contains real charts extracted from Open-Access publications found in the PubMedCentral (PMC). It contains 7,401 and 3,155 line charts in the training and test sets respectively. However, only 1486 images contain annotations of raw data.

FigureQA [10] is a synthetic dataset of over 100,000 images originally purposed for question-answering tasks. They also include the metadata used during the generation which makes it possible to use it as a chart data extraction dataset. However, they used only five line styles and the charts do not have any marks on them.

ExcelChart400K is published alongside ChartOCR [16]. It contains Images generated via crawled Excel sheets and annotation of keypoints. However, they do not provide ground truth OCR annotation nor the raw data used to generate the line charts.

All these datasets contain only clean images. Our datasets on the contrary contain real camera photos. We also provide annotations of raw data and a diverse range of chart styles.

2.2. Line Chart Data Extraction

In typical rule-based systems such as [6, 18], histogram-based techniques and spatial filtering are used to locate coordinate axes and data points, while OCR is employed to detect textblocks. Then a set of handicraft algorithms is applied to filter false detections and generate a final output. However, these algorithms fail to generalize to the diverse range of chart designs. To address this issue, some systems such as ChartSense [8] introduce an interactive process where a human agent can make corrections when necessary. However, this makes the data extraction process time-consuming and difficult to scale.

Deep-learning-based methods such as [11, 16] outperform rule-based methods by training on large-scale datasets. ChartOCR [16] uses CornerNet to find keypoint proposals and Microsoft OCR API to perform text recognition. They also include a separate QUERY network to predict if two points belong to the same line. [11] uses a segmentation network that produces segmentation masks for different lifestyles and uses linear programming to perform line tracing. Text recognition is performed using STAR-Net. However, these methods assume clean, aligned images as input and cannot handle camera photos. Additionally, unlike our
3. Dataset

We propose two datasets with variants. SYN dataset consists of synthetic data generated using matplotlib [7]. It has various mark and line styles. SYN-Train is an online dataset with infinitely many images. SYN-Test is a fixed subset of SYN-Train with 4,000 images. SYN-Camera contains 200 camera photos of charts in SYN-Test. Audiogram dataset consists of 420 camera photos of audiogram created using Noah 4 [4], a software system widely used in the hearing care industry for such purposes. 223 images have ground truth annotation of bounding boxes of labels and marks. This dataset is used to evaluate how our model performs in real-world scenarios and compare models trained on synthetic datasets with those trained on manually labeled data. Samples from all these datasets are shown in Fig. 2.

Our datasets differ from existing ones mentioned in Sec. 2 in that they consist of camera photos or images that are visually similar to camera photos with annotations of raw data. SYN also have a larger variety in line styles compared with existing synthetic datasets such as [10]. Tab. 1 illustrates a comparison between our datasets and existing ones.

3.1. Synthetic

We use matplotlib to randomly generate line charts for SYN dataset. The images have a dimension of 720x720. Each of the axes has a random number of ticks between 5 and 10. The tick labels are randomly selected from a set of common intervals such as [0, 1], [0, 100], and [1000, 10000]. The stride between two consecutive labels is randomly selected among a set of common values such as 0.1, 0.2, 1, 10, and 100. Numbers less than 1 are randomly converted to percentile. Numbers larger than 1000 are randomly converted to human-readable notations such as 5k, and 10k. The grid lines are randomly added. Each line chart has a random number of lines between 1 and 3 with random combinations of mark types, mark colors, and line styles.

After a clean image is generated, we apply a set of aggressive augmentations to make it visually similar to a camera photo. We first apply random Thin-Plate-Spline (TPS) [2] using a random grid to create small-scale permutations. We then apply a random perspective transform with a distortion scale of 0.5. We add random Gaussian noise at multiple scales. We randomly apply color jittering to the resulting image, and finally, randomly add a blur effect using Gaussian Blur or Motion Blur. Figure Fig. 4 is an illustration of this pipeline. As shown in the figure, the clean image looks visually similar to a camera photo after these transformations.

We generate 4,000 clean images without transforms as SYN-Test dataset. We print 200 of them on A4 paper and then took camera photos as the SYN-Camera dataset.

We propose two datasets with variants. SYN dataset consists of synthetic data generated using matplotlib. It has various mark and line styles. SYN-Train is an online dataset with infinitely many images. SYN-Test is a fixed subset of SYN-Train with 4,000 images. SYN-Camera contains 200 camera photos of charts in SYN-Test. Audiogram dataset consists of 420 camera photos of audiogram created using Noah 4 [4], a software system widely used in the hearing care industry for such purposes. 223 images have ground truth annotation of bounding boxes of labels and marks. This dataset is used to evaluate how our model performs in real-world scenarios and compare models trained on synthetic datasets with those trained on manually labeled data.

All these datasets have raw data available. All except for SYN-Camera also have annotations of bounding boxes of labels and marks, alongside their values.

3.2. Audiogram

We first collected raw audiogram images generated by Noah 4 System used by audiologists. These audiograms were printed on standard A4-sized paper. We took a total of 420 images of these printed audiograms under various
| Dataset                | Image Source  | Raw Data | Style | Alignment | Background |
|------------------------|---------------|----------|-------|-----------|------------|
| PMC [1]                | Crawled       | Partial* | Many  | Aligned   | White      |
| FigureQA [10]          | Generated     | ✓        | Many  | Aligned   | White      |
| ExcelChart400K [16]    | Crawled       | x        | Many  | Aligned   | White      |
| SYN-Train              | Generated     | ✓        | 30+ styles | Perspective | Synthetic |
| SYN-Camera             | Camera Photo  | ✓        | 30+ styles | Perspective | Print      |
| Audiogram              | Camera Photo  | ✓        | 2     | Perspective | Print      |
| Audiogram (Scanned)    | Scanned       | ✓        | 2     | Aligned    | Print      |

Table 1. A comparison between our dataset and existing ones. The most significant difference is that our dataset contains more than clean images that are crawled or generated.

Figure 3. Proposed Chart-RCNN architecture. A standard Faster-RCNN with ResNet-FPN backbone is used to detect tick labels and marks, the output is then passed to Text Decoder and Mark Grouping head for text recognition and mark clustering. A downsampled feature map from FPN is passed to Homography Prediction head to predict the perspective transforms of the image.

| Parameter          | Range                  |
|--------------------|------------------------|
| Number of Ticks    | 5-10                   |
| Number of Lines    | 1-3                    |
| Grid               | on, off                |
| Aspect Ratio       | 0.25-1.0               |
| Mark Style         | circle, triangle, cross, diamond, ... |
| Line Style         | solid, dot, dash, dash-dot |
| Line Color         | random                 |

Table 2. Randomized Parameters used in data generation.

angles and lighting conditions as the Audiogram dataset. In some photos, there are cast shadows of other objects on the paper. In some photos, obstructions such as pens are purposely placed on the audiogram region. In some photos, the paper is bent or folded. These intentional occlusions and distortions make the dataset particularly challenging. To evaluate the impact of these distortions, we generated an additional set of 30 audiograms, printed them, and scanned them using a laser scanner to form Audiogram-Scanned Dataset.

All audiograms have their raw data available. We picked 223 camera photos and manually added annotations of ground truth bounding boxes of labels and marks.

4. Method

We propose Chart-RCNN, an extension of Faster-RCNN [20] with additional heads attached to the ResNet-FPN backbone performing OCR, mark grouping and homography prediction. The network is trained jointly end-to-end. As is shown in Fig. 3, an input image first go through standard Faster-RCNN blocks which generate bounding box predictions and classification for labels and marks. We use RoIAlign to extract features in regions corresponding to text labels and marks, which are then passed to Text Decoder for OCR and Mark Grouping Head for clustering. The whole feature map from FPN backbone is downsampled and passed to a Homography Predictor to predict the perspective transforms.
The corresponding RGB information of the original image of [23]. The text regions are pooled to a 32x96 feature map. The Transformer block. For CRNN, we follow the design of TrOCR [15]. RoiAlign generates a feature map of 3x9 for each text region, which are then treated as 3x9 patches and passed to the Transformer block. For CRNN, we follow the design of [23]. The text regions are pooled to a 32x96 feature map. The corresponding RGB information of the original image is added to this feature map through a Residual connection. We employ cross entropy loss for Transformer and connectionist temporal classification (CTC) loss for CRNN.

4.4. Mark Clustering

The Mark Grouping Head projects the features to a space where the embedding of the marks from the same line are close to each other. It consists of a series of convolution blocks followed by a 2-layer MLP (See appendix for more implementation details). We then calculate the cosine similarity of all mark features. We assume the likelihood of two points belonging to the same line is defined by

\[ \mathbb{P}(G(x, y) = 1) = \exp(\frac{f(x)^T f(y)}{\tau \|f(x)\| \|f(y)\|}) \]  

(1)

Where \( G(x, y) \) is an indicator function that equals to 1 if and only if mark \( x \) and \( y \) belongs to the same line. \( f \) is the mark grouping head. \( \tau \) is a hyperparameter.

This formulation transforms the clustering problem to a binary classification problem and naturally leads to the following loss:

\[ \mathcal{L}_{Group} = \sum_{i \neq j} \mathbb{P}(G(x_i, x_j) \log \mathbb{P}(G(x_i, x_j) = 1) \]  

(2)

The final loss of the entire Chart-RCNN model is simply the sum of loss of each module.

4.5. Post Processing

We gather the output from different modules. We first remap the detected label and mark coordinates to the canonical coordinate system with four corners of the chart remapped to (0,0), (0,1), (1,1), and (1,0). We group the labels by their proximity to chart borders. Labels close to the top and bottom border are considered as labels for the x-axis, whereas those close to the left and right border are considered as labels for the y-axis. We retrieve the text output from Text Decoder and convert them to floats. Then we fit two RANSAC linear models to obtain a transformation from the canonical coordinate system to the raw data values. We apply such transformations to the coordinates of detected maps to get the raw data points. When necessary, we perform threshold-based hierarchical clustering [19] on mark features generated from the Mask head. When evaluating on datasets with a known number of mark classes, we use a linear classification head to directly predict the classes of marks and group them into lines accordingly.

Figure 4. **Transforms of SYN Dataset.** We visualize transformed used in data generation process. TPS and Perspective produce local and global geometric distortions respectively, while the Color and Noise change the visual appearance of the image.
5. Experiment Results

5.1. Metric

We evaluate the performance on data extraction using F1 score which is defined as

\[
F_1 = 200 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

(3)

where precision and recall are calculated under a tolerance of 5% relative error for SYN dataset and an absolute error of 5dB for Audiogram dataset.

When multiple lines are present, the precision and recall are calculated by iterating over all possible correspondences between detected lines and ground truth and taking the best match.

5.2. Data Extraction on Camera Images

We train our ChartRCNN model using a global batch size of 16 across 4 GPUs for 100 epochs. We use Adam [12] optimizer with a learning rate of $10^{-4}$ and a weight decay of $1.0e^{-6}$. The momentum is 0.9. The learning rate is linearly scaled up in the first 3 warmup epochs, then follows a cosine decay schedule.

We perform evaluations on 4 datasets: SYN-Test, SYN-Camera, Audiogram, and Audiogram-Scanned. All models are trained using SYN dataset. For SYN-Test and SYN-Camera evaluation, we trained on the online version of the SYN dataset with infinitely many images. For Audiogram and Audiogram-Scanned, we train our model on a subset of SYN dataset. We limit the range of randomly generated data and the styles to match the audiogram. For example, the x-axis is generated in a log scale instead of a linear one as the general SYN dataset. All our methods are never trained on real camera images.

To evaluate the effectiveness of our synthetic data generation pipeline, we compared our results with models trained on labeled images in Audiogram dataset. This model uses a standard Faster-RCNN to detect and classify marks and labels. The OCR is performed through a classification head by considering a set of possible common tick labels in audiograms as separate classes. We report the results in Tab. 3. To the best of our knowledge, there are no comparable works capable of extracting line chart data from ill-aligned non-clean images. Hence we were unable to compare against other works.

As is shown in Tab. 3. Our model defeats the supervised baseline (+3.0) trained on real camera photos of audiograms without using any manually annotated data. The only human labor required is to enter a prior distribution of data ranges and line styles. Hence, it is an effective method for such tasks. Our model also achieved comparable high performance (97.1 vs 98.9) on scanned audiograms. For SYN dataset, we did not compare our method against a supervised baseline because labeling camera photos are time-consuming. We believe in using audiograms which are generated using Noah 4 [4] that are used by audiologists across the world in clinical practices can better demonstrate the effectiveness of our method in practical application scenarios. Hence we chose to label the audiograms.

5.3. Generalizability and Limitations

We argue that our experiments on the SYN dataset provide good intuition on how our model generalizes on real data because of its variation in styles. To show this, we demonstrate in Fig. 5 that charts from different domains are proper subsets of SYN under certain parametrization. We find line charts in different domains have corresponding images in the randomly generated SYN-Camera dataset that are reasonably similar. Hence, the SYN-Camera dataset is a good dataset to evaluate the performance of our model. This is also validated on a domain-specific dataset: Audiogram, where our method outperforms the supervised method trained on human-annotated labels. Moreover, by the law of large numbers, the model is likely to encounter charts that look more similar because these real-world charts are in the parameter space of our random generation process. To validate this, we test our model pretrained on the general SYN dataset for 200 epochs (2x schedule) without any prior knowledge of the style nor label distribution of Audiograms. The F1 score is 71.6 on Audiogram, suggesting a limited zero-shot transfer capability.

However, while the SYN dataset can approximate line charts in various domains, our method still has the following limitations. First, we use mark detection as the basis of line recognition, which is not applicable to line charts that do not have any marks. Second, we assume the chart region has distinguishable corners which can be used to perform homography estimation. As we have demonstrated, in Fig. 5, a wide range of charts from different domains satisfy our assumptions. In domain-specific applications such as audiograms or spec sheets of electronic components, charts have a uniform style and these assumptions are easily satisfied.
Figure 5. **SYN as a Universal Approximation.** We find several typical use-cases of line charts in different domains: 1. Material Science Paper 2. Financial Forecast 3. Audiogram 4. Specs of Electronic Components. We observe that there are some images in our randomly generated SYN-Camera dataset that share certain similarities with these images. Both images in the leftmost column contain solid lines with square and circle marks. Both images in the second most left column contain no top and right border and have a dashed line. In the third column, the style of the audiogram is an exact match for the style of a line in the bottom image. In the rightmost column, both images have lines of similar trends presented in a grid.

6. Ablation and Analysis

In this section, we evaluate the contribution of different components to the performance of our proposed system. For all ablation experiments, we chose a shorter schedule (20 epochs) than the full evaluation (100 epochs) due to limited computing resources. The experiments are evaluated on Audiogram Dataset.

6.1. Transforms

| Transforms          | F1  |
|---------------------|-----|
| Baseline            | 14.3|
| + Perspective       | 17.7|
| + Color             | 76.1|
| + Blur and Noise    | 82.1|
| + TPP               | 84.8|

Table 4. **Ablation Results of Different Transforms.** All proposed transforms lead to a positive increase in F1 scores. Color seems to be the most important as it simulates different white balance settings of a camera.

We employ a wide range of transforms in the data transformation process as described in Sec. 3.1 and illustrated in Fig. 4. To evaluate the importance of each transform, we start with a baseline in which the model is trained on only clean images just like most existing works. Then we gradually add different transforms into the data generation process. The results are shown in Tab. 4. All proposed transforms lead to a positive increase in F1 scores among which Color has the most significant impact. We believe this is likely due to the fact that it emulates the different white balancing settings of a camera and different lighting conditions. Without such transforms, the model could easily overfit to data with a pure white background which is rather rare in real camera photos. Blur and Noise are the second most important transform because it emulates the change in focal length and real-world noises captured by camera sensors. We believe it also mitigates the overfitting problem caused by the model attending to specific local structure that is unique to certain fonts or the way in which a line or circle is drawn by the computer. By adding high-frequency noises, the local structure is perturbed.

6.2. Number of Images

| Num of Images | F1  |
|---------------|-----|
| 100           | 76.7|
| 1,000         | 81.4|
| 10,000        | 81.9|
| ∞             | 84.8|

Table 5. **Ablation Results on the Number of Training Images.** The performance improves with more images.
We employ an online dataset of infinitely many images which is rare in related works. The stochastic process also makes the training process indeterministic. To evaluate whether this is necessary, we explored alternative options where the model is only trained on a fixed number of pre-generated images. As is shown in Tab. 5, the performance improves with more images. We believe that an online dataset solves the overfitting problem because it is hard to overfit a dataset with infinitely many images. Additionally, we observe no significant increase in data time. Hence our method is desirable.

6.3. OCR

Unlike [16] which uses external OCR API or [11] which uses a trained OCR, we fine-tune an OCR model jointly during the training. We believe this is necessary for that it can help the model learn a prior distribution of text labels present in specific types of charts, which can compensate for the additional difficulty caused by noises and perspective projections in camera photos. To validate our hypothesis, we plug in a CRNN model pretrained for number recognition into our trained model and compare how it affects the performance. We also benchmarked a transformer-based Text Decoder proposed in Sec. 4.3 against CRNN.

| Text Decoder                  | Homography Predictor | F1   |
|-------------------------------|----------------------|------|
| Online CRNN                   | Keypoint             | 84.8 |
| Online Transformers           | Keypoint             | 81.9 |
| Pretrained CRNN               | Keypoint             | 79.4 |
| Online CRNN                   | Mask                 | 84.3 |

Table 6. Ablation Results for Text Decoder and Homography Predictor. Online CRNN has the best performance with a lead of +2.9. Both methods for homography estimation have comparable performance. Due to the complexity of the mask-based method, we picked the keypoint-based one as our final design.

As shown in Tab. 6, Online CRNN has the best performance with a lead of +2.9 against the Transformer and a lead of +5.4 against trained CNN. This confirms our hypothesis that online OCR training is necessary. While several benchmarks showed [15, 27] that Transformers tend to outperform CNN-based architecture, they are harder to train and require more delicate tuning. This could be why we failed to observe an expected lead in Transformers. Due to limited computing resources, we were unable to explore more variants of transformer-based OCR methods.

6.4. Homography Estimation

We estimate homography transforms by first predicting the four corners of the chart region. We proposed a mask-based approach and a keypoint-based approach in Sec. 4.2. We benchmarked their performance. The results are shown in Tab. 6. While both methods achieved similar performance, the mask-based approach requires complicated postprocessing. Hence, we find the keypoint-based approach which is more intuitive and straightforward is more desirable.

6.5. Error Analysis

So far all the analyses are based on the F1 score which tests the overall performance of our method as an integrated system. To further ablate the source of errors, we replace part of the model output with ground truth annotations and evaluate the performance of the remaining system. These experiments are performed on images sampled from a manually annotated training set of the Audiogram dataset because it requires ground truth annotations of bounding boxes. This is ok because our models are never exposed to human labels. However, this set of images is not used in our other experiments because it is exposed to a supervised baseline. Hence, the numbers are not directly comparable with our other experiments. The results are shown in Tab. 7.

| Architecture     | F1  |
|------------------|-----|
| Chart-RCNN       | 86.3|
| + GT Detection   | 87.3|
| + GT OCR         | 87.3|
| All GT           | 100.0|

Table 7. Error Analysis. Adding ground truth bounding boxes improves the result while further adding ground truth OCR annotations leads to no significant improvements.

We discovered that adding ground truth bounding boxes improves the result while further adding ground truth OCR annotations leads to no significant improvements. This suggests our online fine-tuning process combined with a robust RANSAC regressor can effectively handle noises in OCR output. The results also suggest that most error comes from homography estimation. This is reasonable since we are setting a small tolerance of 5dB, and small errors in keypoint estimations may propagate to the estimated transformation matrix, which in turn translates to reprojected coordinates. This process involves inverting and multiplying several matrices and in this process, the errors may be amplified in a super-linear fashion.

7. Conclusion

One of the most significant challenges of chart data extraction from camera photos is the cost to obtain annotated training samples. We proposed a customizable synthetic dataset based on a matplotlib with rich styles and can approximate chart styles in specific domains. We introduce a
series of transforms that make a clean chart looks visually similar to a camera photo. We proposed Chart-RCNN, a unified architecture to extract data from camera photos of line charts. We demonstrated through experiments a cost-effective way of training such a model using no annotated data which still achieves comparable results with models trained on human-annotated data. Evaluations suggest our model is feasible for real-world applications such as diagram interpretation.

Ablation analysis suggests most errors come from the perspective estimation process. Our future works will attempt to incorporate some of the state-of-the-art architecture beyond 4-point-based methods. We will also explore more possible applications such as helping the visually impaired to read charts in printed documents and books.
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Appendix

A.1. Implementation Details

A.1.1. Keypoint-based Homography Estimation

We use a modified version of keypoint prediction head of [3]. Since the local structures of the four corners of a chart are similar, and some charts do not have a border at corners, we add an attention mechanism so that the model can access global positional information but mere local structures. The output of the ResNet-FPN backbone is downsampled to a 14x14 feature map. This is considered as a sequence of length 196. We add 2D positional encoding and pass the sequence through 3 transformer layers. The sequence is then reshaped back to a 14x14 feature map, which is then passed through 4 additional convolution layers. To get the final output of a 4-channel keypoint heatmap, we use a ConvTranspose layer of kernel size 4. The exact architecture is shown in Fig. A1.

Figure A1. Architecture of Keypoint Head. The output of ResNet-FPN is downsampled to a 14x14 feature map. 2D Positional Encoding is then added. We consider the feature map as a sequence of length 196 and pass it through three transformer layers whose Multi-Head Attention Block has 8 heads and a dimension of 256. The output of transformer layers is then reshaped back to a feature map. It is then passed through 4 convolution layers with kernel size 3 and ReLU activation. The final output is generated by a ConvTranspose layer of kernel size 4.
it to a set of contours $C$. Then we find $c \in C$ which is the contour with the largest enclosed area. Let $h$ be its convex hull, we set the threshold of Douglas-Peucker as 0.5% of the circumference of $h$ and perform standard Douglas-Peucker. This gives us a reduced polygon $c_{\text{approx}}$. Let $E$ be the set of its edges. We want to find a subset $E_4$ containing 4 edges that will be the edges of the final reduced quadrilateral. We initialize $E_4$ as an empty set, then repetitively adding the longest edge in $E$ that is not too close to an existing edge in $E_4$. In particular, we consider two edges $e_1, e_2$ as too close if the angle between them is less than 20 degrees and the minimum distance between three points (two ends and the midpoint) of one line and an arbitrary point on the other line is less than a $1/28$ of image dimension. With four edges, we find all their intersections and filter out those outside the image region. We then sort the remaining points by the angle of the vector from the centroid of all these points to a specific point. This recovers an ordered set of four points that can be used to solve a projective transformation matrix.

**Procedure A1 Homography Estimation on Binary Mask**

| Input: $M \in \{0, 1\}^{H \times W}$ Binary Mask |
| Output: $p_1, p_2, p_3, p_4 \in \mathbb{R}^2$ Keypoints |

\[
C \leftarrow \text{cv2.FindContours}(M)
\]
\[
c \leftarrow \text{cv2.LargestContourByArea}(C)
\]
\[
h \leftarrow \text{cv2.ConvexHull}(c)
\]
\[
\epsilon \leftarrow 0.005 \cdot \text{length}(h)
\]
\[
c_{\text{approx}} \leftarrow \text{DouglasPeucker}(c, \epsilon)
\]
\[
E \leftarrow \text{GetEdges}(c_{\text{approx}})
\]
\[
E_4 \leftarrow \{\}
\]

while $|E_4| < 4$ do
\[
\epsilon \leftarrow \text{GetLongestLine}(E)
\]
\[
E_4.\text{add}(\epsilon)
\]
\[
E.\text{pop}(\epsilon)
\]
\[
E.\text{removeCloseLines}(\epsilon)
\]
end while

\[
P \leftarrow \text{GetIntersections}(E_4)
\]
\[
p_1, p_2, p_3, p_4 \leftarrow \text{SortByAngle}(P)
\]

### A.1.2. Mask-based Homography Estimation

We use the same mask prediction head following [3]. However, it is non-trivial to recover a quadrilateral from predicted binary masks because of noises in predictions. Typically, such tasks are performed by Douglas-Peucker Algorithm [25] which reduces complicated polygons to simple ones. However, it is flawed because the vertices of the simplified polygon are always a subset of the vertices of the original polygon. This can give sub-optimal approximations when the four corners of a chart are not the vertices of the predicated mask. As shown in Fig. A2, our method overcomes this problem.

The details of this procedure are described in Algorithm A1. Given an input binary mask $M$, we first convert

![Douglas-Peucker](image)

Figure A2. Comparison Between Ours and Douglas-Peucker. The Douglas-Peucker is typically used to simplify polygons. However, it only reduces a polygon to a subset of the original vertices. In this example, the white line is the polygon generated by predicted masks, and the colored regions are reduced quadrilaterals. The four corners of the chart are actually outside the original polygon, hence Douglas-Peucker fails to recover them.

### A.1.3. Mark Grouping Head

We illustrate the architecture of our Mark Grouping Head in Fig. A3. The mark features are first projected to a different space by an MLP. We then compute the pairwise cosine similarity of all mark features. We consider the resulting matrix as the log-likelihood of a random variable indicating if two marks belong to the same line and apply cross-entropy loss on it following Eq. (2). In Eq. (2), we introduce a temperature hyperparameter $\tau$ because the cosine similarity is bounded in the interval $[-1, 1]$. $\tau$ scales this interval to a larger range. In batched training, we apply a mask and the loss is only applied to the similarity between marks in the same image. We also masked out the diagonal
Figure A3. **Architecture of Mark Grouping Head**. The mark features are first projected to a different space by an MLP. We then compute the pair-wise cosine similarity of all mark features. We consider the resulting matrix as log-likelihood of a random variable indicating if two marks belong to the same line and apply cross-entropy loss on it following Eq. (2).

entries of the similarity matrix because they are trivial. In order to add more flexibility to the output range so that the similarity is not always centered at zero, we add a learnable bias term that is added to the cosine similarity matrix.

### A.2. F1 Score under Different Error Tolerance

To further evaluate our method, we plot the F1 score of our model on different datasets across different error tolerance in Fig. A4. We noticed that in Audiogram-Camera, we can achieve an F1 score of 95.1 with only a 5dB tolerance, which is half the length of the gap between two consecutive ticks. This suggests most errors are within a margin of 5dB. In SYN datasets, the F1 continues to increase as the error tolerance gets larger, suggesting a wider distribution of errors. This is likely caused by the varying chart styles in the dataset with different levels of difficulty.

### A.3. More Visualization of Datasets

In Fig. A5 we provide more visualization of samples in the datasets we used. In particular, columns SYN-Train, SYN-Camera, and Audiogram-Camera demonstrate the similarity of synthetic data and camera photos.
Figure A4. **F1 under difference tolerance.** To further evaluate our method, we plot the F1 score of our model on different datasets across different error tolerance. In audiogram datasets, the tolerance is measured by dB. In SYN dataset, the tolerance is measured by percentage.
Figure A5. **More Visualization of Samples in Datasets.** The leftmost three columns are SYN-Train, SYN-Test, and SYN-Camera. The rightmost two columns are Audiogram-Camera and Audiogram Scanned.