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Abstract—This paper considers the impact of general hardware impairments in a multiple-antenna base station and user equipments on the uplink performance. First, the effective channels are analytically derived for distortion-aware receivers when using finite-sized signal constellations. Next, a deep feedforward neural network is designed and trained to estimate the effective channels. Its performance is compared with state-of-the-art distortion-aware and unaware Bayesian linear minimum mean-squared error (LMMSE) estimators. The proposed deep learning approach improves the estimation quality by exploiting impairment characteristics, while LMMSE methods treat distortion as noise.
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I. INTRODUCTION

Channel estimation in multi-user multiple-input multiple-output (MIMO) is a well-studied problem [1]–[3], but only in the case of ideal hardware at both the base station (BS) and user equipments (UEs). In practice, there are transceiver impairments, such as non-linearities in amplifiers, I/Q imbalance, and quantization errors [4]. The non-linear system behavior is often treated by utilizing the Bussgang decomposition to find an equivalent linear system with uncorrelated distortion [5]. One can then derive a distortion-aware Bayesian LMMSE estimator that utilizes second-order distortion statistics to estimate the channels, but in doing so the distortion is treated as independent colored noise, although it depends on the channel.

Having access to accurate channel estimates is particularly important in the presence of non-ideal hardware. Recently, [6] proposed a distortion-aware receiver for uplink signal detection in Massive MIMO. To apply this receiver, it is necessary for the BS to know the effective channels of the UEs together with the received signal correlation matrix. This has motivated us to consider the estimation of the effective channels, taking into account the BS and UE hardware distortion characteristics, instead of only the wireless channels.

The first novelty of this paper is the derivation of effective channels for symmetric finite-sized constellations in the uplink data transmission. In order to model the BS non-linearities, a quasi-memoryless polynomial model, which can represent both AM/AM and AM/PM distortions, is used in accordance with previous literature [7]–[9]. We utilize the derived model to design a novel deep-learning-based channel estimator that we train to exploit the full structure of the hardware impairments, instead of treating the distortion as independent noise as in previous work. We compare our novel solution with both distortion-aware and unaware LMMSE estimators and show that the deep-learning-based alternative significantly outperforms them in all the considered simulation scenarios.

II. SYSTEM MODEL WITH HARDWARE IMPAIRMENTS

We consider a single-cell multi-user MIMO system where a BS equipped with $M$ antennas serves $K$ single-antenna UEs. We focus on the uplink with non-ideal BS and UE hardware. A block-fading model is considered where the wireless channels between each BS antenna and UE is represented by a constant complex-valued scalar that takes an independent realization in each time-frequency coherence block [3]. In each block, the channels are estimated by sending uplink pilot sequences.

In any arbitrary coherence block, the noise and BS-distortion-free signal $u = [u_1 \ldots u_M]^T \in \mathbb{C}^M$ at the input of the receive antennas in the data transmission phase is

$$u = \sum_{k=1}^K g_k s_k = G s,$$

where $G = [g_1 \ldots g_K] \in \mathbb{C}^{M \times K}$ is the concatenated channel matrix where $g_k = [g_{k1} \ldots g_{kM}]^T \in \mathbb{C}^M$ is the channel from the $k$th UE to the BS. The signal from the $k$th UE is $s_k \in \mathbb{C}$ and $s = [s_1 \ldots s_K]^T \in \mathbb{C}^K$. The information signals are independent and $E\{|s_k|^2\} = p_k$ for $k = 1, \ldots, K$.

The channel between the $k$th UE and the $m$th BS antenna is $g_{km} = \sqrt{\beta_k} h_{km}$, $k = 1, \ldots, K$, $m = 1, \ldots, M$, where $\beta_k$ is the large-scale fading coefficient, which is the same for all BS antennas in accordance with the existing literature [3]. The small-scale fading $h_{km} \in \mathbb{C}$ is modeled as i.i.d. Rayleigh fading: $h_{km} \sim \mathcal{CN}(0,1)$. We will now investigate the effect that non-ideal hardware has on $u$.

A. Quasi-Memoryless Polynomial Model of BS Impairments

The non-ideal BS receiver hardware is modeled as a non-linear quasi-memoryless function where both the amplitude and phase of the received signal are distorted. We use the following general $(2L+1)^{th}$ order polynomial model for this kind of distortion in the complex baseband [3], [7]:

$$z_m = \sum_{l=0}^L \hat{a}_{lm} u_m |u_m|^{2l}, \quad m = 1, \ldots, M,$$  
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where \( z_m \) is the noise-free distorted signal at the \( m \)th BS antenna and \( \{ a_{lm} \} \) are complex scalars, which means that both AM/AM and AM/PM distortion are considered [4]. The model in (2) describes the non-linearities by the joint effect of amplifiers, local oscillators and mixers. We assume that long-term automatic gain control is utilized, thus \( \tilde{a}_{lm} \) can be represented by
\[
\tilde{a}_{lm} = \frac{a_{lm}}{b_{dl} E\{ |u_m|^2 \}^{1/2}},
\]
where \( \{ a_{lm} \} \) are the reference polynomial coefficients when the signal has a magnitude between zero and one [9]. The parameter \( b_{dl} \) models the backoff that is used to prevent clipping [6]. Using (2), the digital baseband signal \( y = [y_1 \ldots y_M]^T \in \mathbb{C}^M \) at the BS is given by \( y = z + n \) where \( z = [z_1 \ldots z_M]^T \in \mathbb{C}^M \) is the hardware-distorted signal from (2) and \( n \sim \mathcal{N}(0, \sigma^2 I_M) \) is uncorrelated noise. In practice, the initial noise entering into the BS hardware is also affected by the nonlinear distortion, however the resultant noise is still uncorrelated with \( u \). For analytical tractability, this model is used in accordance with [6].

### B. Modeling of UE Hardware Impairments

Since impairments in the UE hardware can be the performance-limiting factor [3, 5, 6], we include this in our model. Following [6], we assume that \( s_k = \sqrt{\kappa_k} \phi_k\hat{s}_k + \omega_k \) for \( k = 1, \ldots, K \), where \( \hat{s}_k \) is the zero-mean data signal transmitted by the \( k \)th UE and \( E\{ \hat{s}_k^2 \} = 1 \) and \( \omega_k \) is independent circularly symmetric distortion with variance \( (1 - \kappa_k) \phi_k \). The parameter \( \kappa_k \in [0, 1] \) quantifies the level of hardware impairment at the \( k \)th UE, after signal predistortion.

### III. EFFECTIVE CHANNELS FOR SYMMETRIC FINITE-SIZED SIGNAL CONSTELLATIONS

We will now derive the effective channel during data transmission with distortion-aware receivers, which includes the wireless channel and hardware impairments. A similar impairment model was considered in [6] but with complex Gaussian information signals \( \{ s_k \} \). Different from [6], we consider symmetric finite-sized constellations as in practice.

We consider a fixed channel realization \( G \) in an arbitrary coherence block and let \( E_G \{ \cdot \} \) denote the conditional expectation given \( G \). Following the approach in [6], the digital baseband signal \( y \) can be written as a summation of the LMMSE estimate of \( y \) given \( \varsigma \) as \( [\varsigma_1 \ldots \varsigma_K]^T \) plus the additive distortion and noise term as follows:
\[
y = C_{yc} C_{cc}^{-1} \varsigma + \eta \tag{4}
\]
where \( C_{yc} = E_G \{ y \varsigma^H \} \) and \( C_{cc} = E_G \{ \varsigma \varsigma^H \} = E\{ \varsigma \varsigma^H \} = I_K \). The additive distortion \( \eta = y - C_{yc} C_{cc}^{-1} \varsigma \) is uncorrelated with \( \varsigma \) by construction. We call \( C_{yc} \) the effective channel since the signal term in (4) is \( C_{yc} C_{cc}^{-1} \varsigma = C_{yc} \varsigma \). To derive the elements of \( C_{yc} \), we first define the signals
\[
t_m = \sum_{k=1}^K \sqrt{\kappa_k} \phi_k g_{km} \hat{s}_k, \quad v_m = \sum_{k=1}^K g_{km} \omega_k, \quad m = 1, \ldots, M, \tag{5}
\]
where \( u_m = t_m + v_m \) for \( m = 1, \ldots, M \) and \( v_m \) is conditionally independent of \( t_m \) with power \( \sum_{k=1}^K |g_{km}|^2 (1 - \kappa_k) \phi_k \) for \( m = 1, \ldots, M \). The \( (m, k) \)th element of the effective channel \( C_{yc} \), i.e., \( [C_{yc}]_{mk} \) is given by
\[
[C_{yc}]_{mk} = E_G \{ y m \} \tag{6}
\]
where we used the conditional independence of \( v_m \) with \( t_m \) and note that \( v_m \) is a circularly symmetric random variable given \( G \) and hence \( E_G \{ |v_m|^2 | \varsigma \} \) is equal to zero. Using these properties, (6) can be simplified as follows:
\[
[C_{yc}]_{mk} = \sum_{l=0}^L \tilde{a}_{lm} \sum_{l_1,l_2,l_3,l_4} \left( l_{l_1,l_2,l_3,l_4} \right) \times E_G \{ |t_m|^2 | \varsigma \} \times E_G \{ |v_m|^2 | \varsigma \} \times E_G \{ |l_{l_1,l_2,l_3,l_4}| \}
\]
\[
\sum_{l=0}^L \tilde{a}_{lm} \sum_{l_1,l_2,l_3,l_4} \left( l_{l_1,l_2,l_3,l_4} \right) \times E_G \{ |t_m|^2 | \varsigma \} \times E_G \{ |v_m|^2 | \varsigma \} \times E_G \{ |l_{l_1,l_2,l_3,l_4}| \}
\]
where \( m = 1, \ldots, M \) and \( \varsigma \) is the noise-free signal from the BS.

If we define \( r_1 = l_1 + l_3 \) and \( r_2 = l_1 + l_3 - 1 \), (7) becomes
\[
[C_{yc}]_{mk} = \sum_{r_1=0}^L \sum_{l_1,l_2} \left( l_{l_1,l_2,r_1} \right) \times E_G \{ |t_m|^2 | \varsigma \} \times E_G \{ |v_m|^2 | \varsigma \} \times E_G \{ |l_{l_1,l_2,r_1}| \}
\]
\[
\sum_{r_2=0}^L \sum_{l_1,l_2} \left( l_{l_1,l_2,r_2} \right) \times E_G \{ |t_m|^2 | \varsigma \} \times E_G \{ |v_m|^2 | \varsigma \} \times E_G \{ |l_{l_1,l_2,r_2}| \}
\]
\[
\sum_{r=0}^L \sum_{l_1,l_2} \left( l_{l_1,l_2,r} \right) \times E_G \{ |t_m|^2 | \varsigma \} \times E_G \{ |v_m|^2 | \varsigma \} \times E_G \{ |l_{l_1,l_2,r}| \}
\]
where \( \mu_{m,t} \) is the power of the effective channel for \( m = 1, \ldots, M \) and \( \nu_{m,v} \) is the power of the additive distortion and noise term for \( m = 1, \ldots, M \).
where $c_{tr}$ is defined as $c_{tr} \triangleq \sum_{l_1,l_2} l_1 l_2 \left( \sum_{l_1,l_2} c_{l_1,l_2} + \sum_{l_1,l_2} l_1 l_2 \right)$ for $r = 0, \ldots, L$ and $l = r, r+1, \ldots, L$. Note that $\{c_{tr}\}$ are independent of the channel realizations and the coefficients $\{\hat{\tau}_{tm}\}$ that characterize the hardware. Hence, it is enough to calculate them offline and then use them for calculation of $E_{\mathbf{G}} \{ |{t_m|}^2 \}$. The conditions under the summation symbols ensure that all the users simultaneously sending pilot sequences to the BS. Let $\tau_p$ denote the uplink training duration in samples per coherence block. Let $\sqrt{\tau_p} \varphi \in \mathbb{C}^\tau$ denote the pilot sequence of the $k^{th}$ UE where $||\varphi_k||^2 = 1$ for $k = 1, \ldots, K$. Using the same hardware impairment model as during data transmission, the received baseband signal at the $m^{th}$ antenna of BS in uplink training phase is given by

$$\mathbf{y}_m^p = \mathbf{z}_m^p + \mathbf{n}_m^p, \quad m = 1, \ldots, M,$$ (10)

where $\mathbf{z}_m^p$ is the noise-free distorted signal at the $m^{th}$ antenna of the BS and $\mathbf{n}_m^p$ is the uncorrelated thermal noise with $\mathbf{n}_m^p \sim \mathcal{N}_C(0, \sigma^2 \mathbf{I}_\tau)$. The $n^{th}$ element of $\mathbf{z}_m^p$ is given by

$$z_{mn}^p = \sum_{k=1}^{K} g_{km} (\sqrt{\frac{\sigma^2}{\tau_p}} \varphi_k + \omega_k) \quad m = 1, \ldots, M,$$ (11)

where $\varphi_k$ is the $n^{th}$ element of $\varphi$, and $\omega_k$ is a zero-mean circularly symmetric UE distortion term with power $(1-\kappa_k)\sigma_k$. Hence, the distortion-free signal at the receiver of the BS without taking into account the BS’s hardware impairments, $\{\omega_k\}$ are assumed to be independent of each other, pilot sequences and channels. In the following subsections, we discuss LMMSE and deep-learning-based channel estimation methods.

### A. LMMSE Based Channel Estimation

The MMSE channel estimator is preferred when estimating random variables, but it is hard to compute using the received signal in (10) since it is not a linear Gaussian model, unlike its distortion-free counterpart in (11). Previous works have therefore considered the more tractable Bayesian LMMSE estimation methods [3, 5], which will therefore serve as the benchmark for the deep learning solution we propose. LMMSE estimation can be realized in either a distortion-aware manner, exploiting the second-order moments of the effective channel and additive distortion, or by fully ignoring the impairments.

The conventional approach in MIMO systems is to estimate the physical channels ($g_{km}$). However, the effective channel matrix given in (8) is what matters in the data signal detection, thus estimating $C_{yC}$ directly from (10) is a more effective approach. The distortion-aware LMMSE estimate of the $(m,k)^{th}$ element of $C_{yC}$ given $y_m^p$ is given by

$$[C_{yC}]_{mk} = \mathbb{E}_{\{C_{yC}\}|y_m^p} C_{yC}^{-1} y_m^p, \quad m = 1, \ldots, M,$$ (12)

where $\mathbb{E}_{\{C_{yC}\}|y_m^p} C_{yC}^{-1} y_m^p$ is very hard to obtain closed-form expressions for this vector and matrix, thus Monte-Carlo estimation is necessary in the numerical results. Hence, the distortion-aware LMMSE estimator is complicated to use in practice.

The LMMSE estimator in (12) effectively treats the distortion as an independent colored noise term, although the
distortion is actually a function of the channel. To utilize the inherent distortion structure, we propose a deep-learning-based channel estimation architecture in the next part.

B. Deep Learning Based Channel Estimation

We propose to use the deep feedforward neural network shown in Fig. 1 in order to realize channel estimation that exploits the structure of the hardware impairments. A feedforward neural network with \( P \) fully-connected layers presents a mapping from the input vector \( \mathbf{r}_0 \in \mathbb{R}^{N_0} \) to the output vector \( \mathbf{r}_P \in \mathbb{R}^{N_P} \) through \( P \) iterative functions:

\[
\mathbf{r}_p = \sigma_p(\mathbf{W}_p \mathbf{r}_{p-1} + \mathbf{b}_p), \quad p = 1, \ldots, P, \tag{13}
\]

where \( \mathbf{W}_p \in \mathbb{R}^{N_p \times N_{p-1}} \) is the weighting matrix at the \( p \)th layer and \( \mathbf{b}_p \in \mathbb{R}^{N_p} \) is the corresponding bias vector. \( \sigma_p(\cdot) \) is the activation function for the \( p \)th layer and it is used to introduce non-linearity to the considered mapping. Without this non-linearity, the overall mapping from the input vector to the output vector is simply an affine function. The power of deep learning lies in the use of effective non-linear activation functions in multiple successive “hidden” layers. In this way, a properly designed deep neural network can learn how the hardware has impaireed the desired signal during uplink training. In particular, it can exploit this information to learn a more effective channel estimation approach compared to the conventional LMMSE method. We refer to [10], [11] for further details on deep learning.

Since the large-scale fading coefficients are the same for each antenna of the BS and the small-scale fading coefficients are independent, we will train the neural network in Fig. 1 for each antenna independently for each antenna without loss of generality. Even if the small-scale fading coefficients would be correlated, we can use this structure as a simple and computationally efficient approach. The elements of the effective channels are given in (8) and the real and imaginary parts of these are the outputs of the deep neural network in Fig. 1, i.e., \( \mathbf{O}_k = [\mathbf{C}_{m,k}]_{m,k} \) for \( k = 1, \ldots, K \).

We give the square roots of the large-scale fading coefficients as the inputs to the neural network in Fig. 1. Moreover, we input the processed received pilot signals \( \{I_k\} \). If we focus on the \( m \)th antenna, these inputs are defined as

\[
I_k = \varphi_k^H \mathbf{y}_m^p, \quad k = 1, \ldots, K, \tag{14}
\]

where \( I_k \) represents the estimate of \( g_{km} \) without taking into account the additional distortion terms in (10). Despite its simplicity, the effectiveness of this approach will be shown in the numerical results. The ReLU activation function is used in the hidden layers in Fig. 1. This activation function is represented by \( \sigma(\mathbf{u}) = \max(0, u_i) \) where the \( \mathbf{u} \) is the input vector of ReLU at each layer.

In training the proposed neural network in Fig. 1, one of the main difficulties is that different users will have different large-scale fading coefficients. We want to train a neural network that can handle any realization of the large-scale fading coefficients (i.e., any set of user locations) without requiring retraining. Hence, we train the network for different realizations and, to simplify the training, we arrange the order of the inputs and outputs such that their indices are according to descending (or ascending) large-scale fading coefficients. We observed empirically that this method works well.

V. NUMERICAL RESULTS

In this section, we compare the estimation performance of the proposed deep-learning-based channel estimator with two benchmarks: a) the LMMSE estimator in (12); and b) the conventional distortion-unaware LMMSE estimator [3]. The distortion-unaware LMMSE estimator acts as if the BS and UEs have ideal hardware. The polynomial coefficients of the distortion model in (2) are the same for all the antennas, i.e., \( a_{lm} = a_l \) for \( m = 1, \ldots, M \). Hence, the estimation quality is the same for all antennas and we need not to specify \( M \) in the simulations. However, we target a Massive MIMO setup and, therefore, the number of UEs is \( K = 10 \).

The BS hardware distortion in (2) is modeled as a \( 2L + 1 \) th-order quasi-memoryless polynomial. The polynomial coefficients are obtained by curve-fitting to the AM/AM and AM/PM distortions of a measured GaN amplifier operating at 2.1 GHz; see [9]. The backoff parameter is selected as \( b_{\text{off}} = 7 \text{ dB} \). The \( \kappa \)-parameter for the UE hardware impairment is the same for all users, \( \kappa_k = \kappa \), and the UE distortion terms, \( \omega_k \), are modeled as circularly symmetric Gaussian random variables. We assume the QPSK modulation scheme is adopted for uplink data transmission, which determines the effective channel. The pilot length is \( \tau_p = K \) and the sequences are the columns of the discrete Fourier transform (DFT) matrix.

There are two hidden layers, each with 300 neurons in the neural network in Fig. 1, and the loss function is the mean squared error (MSE). Both inputs and outputs of the neural network are scaled using the Standard Scaler for \( \{I_k, O_k\} \) and MinMax Scaler for \( \{\sqrt{\beta_{k,p,k}}\} \). The Adam optimization algorithm is used. The training and validation data lengths are 3,000,000 and 200,000, respectively.

The signal-to-noise ratio (SNR) of the \( k \)th UE is defined as \( \beta_{k,p,k}/\sigma^2 \). Fig. 2 shows the normalized MSE (NMSE) of the channel estimates when the SNR is assumed to be equal for all the UEs. Each point in Fig. 2 presents the average of
to utilize the hardware distortion characteristics to achieve multi-user MIMO systems. The neural network was trained systems with hardware impairments, with focus on uplink proposed a new deep-learning-based channel estimator for neural estimators with ideal transceiver hardware \cite{2}. We have no structure to be learned.

In fact, the proposed method provides an SNR gain of around 10,000 channel realizations. The statistical matrices in the LMMSE estimator in \cite{12} are computed using Monte Carlo methods with 100,000 trials. Two different $\kappa$-values are used: 1 and 0.98. Note that the range for practical values of $\kappa$ is between 0.97 and 1 \cite{3} Sec. 6.1], where $\kappa = 1$ corresponds to perfect UE hardware. Hence, as Fig. 2 shows, the NMSE is larger when having non-ideal UE hardware with $\kappa = 0.98$. The distortion-unaware LMMSE and distortion-aware LMMSE in \cite{12} perform nearly the same, which is in line with previous results in \cite{5}. As the SNR increases, the proposed deep-learning-based estimator provides substantially lower NMSE. In fact, the proposed method provides an SNR gain of around 3.5 dB and 1.5 dB for $\kappa = 1$ and $\kappa = 0.98$, respectively, at 20 dB SNR. We conclude that the proposed deep-learning-based estimator captures the structure of the hardware distortion, while the distortion-aware LMMSE estimator fails to do so.

In Fig. 3, the square root of each UE’s SNR is chosen randomly from a uniform distribution between $\sqrt{0.1}$ and $\sqrt{100}$ (in linear scale). The cumulative distribution function (CDF) of the NMSE is shown for both the LMMSE and deep-learning-based estimations. The SNRs of the UEs are kept constant through 10,000 small-scale fading channel trials and the statistics required for the LMMSE in \cite{12} is obtained by averaging over these trials. Each point in Fig. 3 represents the NMSE obtained over these trials. This is repeated for 1000 different SNR trials resulting in 10,000,000 realizations. We notice that the distortion-aware LMMSE in \cite{12} outperforms the distortion-unaware LMMSE only in the low-SNR region (i.e., the upper tail of the CDF curve). The proposed deep-learning-based estimator provides a consistently better estimation quality by exploiting the hardware impairment structure. Similar to Fig. 2, the performance gain is larger in the case of perfect UE hardware, simply because the UE distortion has no structure to be learned.

VI. CONCLUSIONS

Deep learning has been previously used to learn channel estimators with ideal transceiver hardware \cite{2}. We have proposed a new deep-learning-based channel estimator for systems with hardware impairments, with focus on uplink multi-user MIMO systems. The neural network was trained to utilize the hardware distortion characteristics to achieve better channel estimation quality than with the conventional Bayesian LMMSE estimator, which treats the distortion as an independent colored noise and only utilizes its second-order statistics. In contrast, the proposed neural network can learn the structure of the quasi-memoryless polynomials that were used for modeling the BS hardware impairments. In the equal-SNR scenario, the performance gap between the proposed deep-learning-based estimator and LMMSE increases with the SNR value. When considering UEs with varying SNRs, the same neural network can be utilized to provide better channel estimates for all the UEs.

Even though the proposed deep learning network is trained using Rayleigh fading, the expressions for effective channels are valid for any channel model. It can be an interesting future work to evaluate the performance of proposed method for different channel and hardware impairment models.
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