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Abstract

This paper introduces a novel Self-supervised Fine-grained Dialogue Evaluation framework (SelF-Eval). The core idea is to model the correlation between turn quality and the entire dialogue quality. We first propose a novel automatic data construction method that can automatically assign fine-grained scores for arbitrarily dialogue data. Then we train SelF-Eval with a multi-level contrastive learning schema which helps to distinguish different score levels. Experimental results on multiple benchmarks show that SelF-Eval is highly consistent with human evaluations and better than the state-of-the-art models. We give a detailed analysis of the experiments in this paper. Our code is available on GitHub.

1 Introduction

Dialogue systems (DS) aim to satisfy human needs (Shum et al., 2018; Yan, 2018; Gao et al., 2019) such as information, communication, entertainment, etc. Appraising the quality of the DS responses reflects the system’s capability and provides insights into required further improvements (Finch and Choi, 2020; Deriu et al., 2021). Among the commonly used evaluation metrics, human evaluation is of high reliability but expensive to conduct, automatic metrics used in language generation (Perplexity (Bengio et al., 2000)) or machine translation (BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), etc.) are easy to conduct but ineffective to reflect the dialogue quality (Liu et al., 2016; Novikova et al., 2017). Therefore, researchers have made great efforts to find more reliable automatic evaluation metrics that are highly correlated with human evaluation (Lowe et al., 2017; Tao et al., 2018; Mehri and Eskénazi, 2020a).

The current automatic dialogue evaluation metrics leverage semantic information (Huang et al., 2020; Mehri and Eskénazi, 2020b; Ye et al., 2021)
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Figure 1: The fine-grained relationships between turn-level and dialogue-level quality.

to measure dialogue quality. For example, when evaluating the response quality, they either compute the semantic similarity between dialogue context and the generated response (Xu et al., 2018a; Tao et al., 2018; Dziri et al., 2019; Ghazarian et al., 2019) or measure the soft semantic overlap between ground-truth response and the model-generated one (Lowe et al., 2017; Xu et al., 2018b; Zhao et al., 2019; Zhang et al., 2020a; Yuan et al., 2021). When evaluating (Zhang et al., 2021) the overall dialogue quality, they either learn a dialogue-level representation for rating directly (Mesgar et al., 2020; Zhang et al., 2021) or calculate the score with the help of other indirect assists (Mehri and Eskénazi, 2020a). However, recent studies (Mehri and Eskénazi, 2020a; Sai et al., 2021; Yeh et al., 2021) show that current models can only work well for measuring the response or evaluating the entire dialogue. They could not perform well in both situations at the same time. It means that the dialogue representation they learned (Zhang et al., 2021) could not reflect both turn quality and the entire dialogue quality.

The dialogue quality is affected by all turns’ qualities in it (Gopalakrishnan et al., 2019) and this effect is accumulated in a multi-turn dialogue
Figure 1 shows these quality correlations between turns and dialogue. Each turn is marked with a serial number. Three dialogue examples are starting with the same user turn (1). The left example (1/2/3/4/5) shows that two good agent responses result in good overall quality. The middle (1/6/7/8/9) and right (1/6/7/10/11) examples show how lower-quality agent responses result in different dialogue qualities (passable or poor). The current open-domain dialogue evaluation methods fail to model the fine-grained correlations between turn quality and dialogue quality, which entail a poor dialogue representation for evaluation.

In this paper, we introduce an evaluation method that explicitly models the correlations between turn quality and dialogue quality. Specifically, we aim to learn a dialogue representation that can reflect each turn’s contribution, so that the evaluation score obtained by this representation aligns turn quality with the dialogue quality. To this end, we need to first obtain large amounts of dialogue data that reflects fine-grained correlations between turns quality and dialogue quality, then train an evaluation model to measure the fine-grained correlations. The contributions of this paper are:

- To the best of our knowledge, we are the first to explicitly model the fine-grained correlation between turns and the entire dialogue for open-domain dialogue evaluation.

- We introduce a simple but effective data construction method to align the turn-level quality with the overall dialogue quality. We design a Self-supervised Fine-grained Dialogue Evaluation model (SelF-Eval) with a multi-level contrastive learning (MLCL) method. Our code and data are publicly available: https://github.com/royny/SelF-Eval.

- Experiments on multiple benchmarks show that SelF-Eval: 1) can evenly distinguish different replacement levels; 2) builds the correlations between turn qualities and dialogue qualities; 3) gets better correlation scores with human ratings than the state-of-the-art (SOTA) models.

2 Related Work

We first survey evaluation metrics in open-domain dialogue (sections 5.1 and 5.2), then compare related work in task-oriented dialogue (section 5.3).

2.1 Calculation of Semantic Overlap

In this category, metrics are designed to measure the semantic similarity between the generated response and the dialogue context (Xu et al., 2018a; Tao et al., 2018; Ghazarian et al., 2019; Pang et al., 2020) or soft semantic overlap between the generated response and the reference response (Lowe et al., 2017; Xu et al., 2018b; Zhang et al., 2020a; Zhao et al., 2019; Yuan et al., 2021). Dziri et al. (2019) presented interpretable metrics for evaluating topic coherence by making use of distributed sentence representations. COMET (Rei et al., 2020) evaluated machine translation quality with a pre-trained model by minimizing the distance of the hypothesis with both reference and source text. The most similar work to ours is from Ye et al. (2021) that measures quantifiable coherence scores. The differences between their work and ours are: 1) they focus on turn-level evaluations while we aim to evaluate both turn and dialogue-levels. Their method models the relationship between dialogue context and response while we model the fine-grained correlations between turns and the entire dialogue; 2) their method relies on the multi-level human annotations for dialogue quality while our method is free from these constrain. SelF-Eval is trained in a self-supervised manner, using synthetic dialogue data and automatically annotated scores.

2.2 Regression to a Reference Score

In this category, metrics learn to evaluate dialogue with scores that represent pre-defined dialogue attributes. BLEURT (Sellam et al., 2020) trained a BERT model with synthetic data and fine-tuned it on human ratings. GRADE (Huang et al., 2020) introduced dialogue topic transitions for coherence evaluation. USR (Mehri and Eskénazi, 2020b) leveraged RoBERTa and a regression model to approximate the specific scores rated by annotators. Mehri and Eskénazi (2020a) computed the log-likelihood of DialoGPT generating predefined positive or negative comments as the score. The most similar work to ours in this category is from Mesgar et al. (2020), they utilized dialogue act labels to help dialogue level representation learning and assist the performance of dialogue-level coherence evaluation. The difference between their work and ours are: 1) they use dialogue act to assist the dialogue representation learning in a multi-task learning framework while we only use dialogue information; 2) their method only measures the co-
herence of dialogue while ours measures multiple attributes of dialogue; 3) their method aims to distinguish good samples from bad ones while ours can assign fine-grained scores for each sample.

2.3 Related Work in Task-oriented DS

Besides the open-domain dialogue, there is also work in task-oriented dialogue similar to ours. They assume that users start a dialogue with a task-sensitivity patience budget and the dialogue is finished by users when the task is completed or the budget runs out. Their model estimates user satisfaction at each turn and consumes some remaining budget. The differences between their work and ours are: 1) they focus on task-oriented dialogue with explicitly dialogue purpose while ours are open-domain dialogue with no such goals; 2) they need expensive training and data collecting pipeline while ours do not need; 3) they set up an overall budget which is consumed during the dialogue while we learn a dialogue-level representation for evaluation. When adopting our method to evaluate task-oriented dialogues, information such as intents and request types is required to determine task completion. Our model will require further improvements to utilize this information.

3 Our Proposed Method

3.1 Problem Statement

Given an \( n \) rounds (\( 2^n \) turns) dialogue \( D = [A_1, B_1, A_2, B_2, ... , A_n, B_n] \) where \( A_i/B_i \) represents the \( i \)-th (\( i \in \{1, 2, ..., n\} \)) turn from human-A/machine-B, respectively. The dialogue evaluation model takes \( D \) as input and outputs a quality score (a scalar value) for it.

3.2 Data Construction

We need training data with quantitative annotation on both turn-level and dialogue-level (Figure 1). However, only very few dialogue data today have these kinds of labels (Gopalakrishnan et al., 2019) and the models trained with this kind of data are restricted by domain adaptability and generality. Inspired by previous work (Mesgar et al., 2020; Zhang et al., 2021), we adopt a replacement strategy that perturbs a dialogue at the semantic level. In this strategy, the easily accessible human-human dialogue is considered positive. The negative samples for this dialogue are constructed by replacing some turns with randomly selected turns from other dialogues\(^1\). These randomly selected turns bring multiple negative effects (topically in-congruent, semantic confusion, etc.) w.r.t the current dialogue context. However, different from previous works that replaced a fixed number of turns in a \( n \geq 0 \) rounds dialogue, we set multiple replacement strategies and randomly replace \( i \in \{0, 1, ..., n\} \) turns in it. One sample with more replacements is considered of worse overall quality (Gopalakrishnan et al., 2019; Li et al., 2021). Specifically, we assign a score 1 to the original dialogue and assign a score \((n - i)/n\) to the new dialogue that replaces \( i \) turns. By aligning the replaced turn numbers with a reference score, we get the required training data. Meanwhile, we avoid the quantity and domain limitation of human-annotated data and can easily obtain a large amount of fine-grained training data in different domains.

Notice that 1) we treat each round with equal weight in this paper, but there may be differences when replacing a turn in the first round (usually a greeting round) or the last one; 2) we hypothesize a linear relationship between the number of replacement turns and the overall dialogue quality, which is not necessarily true. For example, replacing 3 turns and more than 3 turns in the same 6-rounds dialogue may cause the same damage to the overall dialogue quality. We leave these problems for future work.

3.3 Training

During training, we want to minimize the distance between the predicted score and the reference score. This is a difficult regression task because 1) unlike the coherence degree between dialogue context and response or semantic relationships in a Natural Language Inference, our automatic score as regression target lacks clear semantic meaning; 2) dialogues with different replaced turns may have the same reference score. For example, the reference score of replacing 1 turn in a 2 rounds dialogue is equal to the score of replacing 2 turns in a 4 rounds dialogue; 3) when the replacement level increases, it is hard for the model to distinguish the small differences. For example, the reference score of replacing 4 turns in an 8 rounds dialogue is close to the score of replacing 5 turns in an 8 rounds dialogue (0.5 and 0.375, respectively). To smooth the convergence process, we divide the training stage

\(^1\)To ensure the generality of our method, we did not use more complex sampling strategies.
Each is a randomly selected utterance from different dialogues

Multi-Level Ranking
Utterances
Simple ... Score
Evaluation Model
Replacing 1 turn
Replacing 2 turns
Replacing n turns...
Original Dialogue
Concate

Each R is a randomly selected turn from different dialogues

into coarse and fine-grained and name the training stages Multi-level Contrastive learning (MLCL) schema. MLCL is model agnostic and can be used for any similar tasks.

Figure 2 shows the training process of our model. We choose RoBERTa (Liu et al., 2019) as encoder. The input for a dialogue sample \( D \) is \([<CLS>, A_1, B_1, ..., A_n, B_n]\), where "<CLS>" is a special token and \( n \) is different for different \( D \). We first obtain two kinds of dialogue representations. The <CLS> representation is the output vector \( E_{cls} \) of the first token <CLS>. The Pooling representation \( E_{pooling} \) is obtained by average-pooling all token representations of \([A_1, B_1, A_2, B_2, ..., A_n, B_n]\). The final dialogue representation \( h_D \) is \([E_{cls}; E_{pooling}]\), where \([\cdot] \) is the concatenation operation. The \( h_D \) is passed through a Multi-layer Perceptron (MLP) to get the predicted quality score \( s^D \) for \( D \):

\[
s^D = \sigma(W_2 \cdot \mu(W_1 \cdot h_D + b_1) + b_2), \tag{1}
\]

where \( W_{1,2} \) and \( b_{1,2} \) are training parameters; \( \sigma/\mu \) is the sigmoid/tanh function, respectively.

### 3.3.1 The Coarse Training Stage

Formally, given a training corpus \( C = \{D_m\}_{m=1}^M \) where \( D_m \) is the \( m \)-th dialogue with \( n_m \) turns. For each \( D_m \), we can replace \( i \in \{0, 1, ..., n_m\} \) turns and get a replaced version of \( D_m \), named \( D_m^i \). Each replacement level has its own reference score \((n_m - i)/n_m\). In the first training stage, we combine a separation loss and a compactness loss as the multi-level ranking (mlr) loss. The mlr loss helps the model learn a coarse granularity ranking ability for multi-levels.

The separation loss aims to separate the features of different replacement examples by distinguishing their scores. For each replacement level \( i \in \{0, 1, ..., n_m\} \), we first calculate a centroid score \( S^D_m = \frac{1}{K_i} \sum_{k=1}^{K_i} S^D_{k,m} \) where \( S^D_{k,m} \) is the quality score of a dialogue example with \( i \) turns replaced, \( K_i \) is the number of contrastive samples for \( D_m \) in this replacement level\(^2\). The separation loss between different replacement levels is:

\[
l_{sep}^m = \sum_{j=0}^{n_m-1} \sum_{l=j+1}^{n_m} \max(0, \omega \lambda + S^D_{l,m} - S^D_{j,m}), \tag{2}
\]

where \( \lambda = 1/(n_m - 1) \) is the lower bound for the distance between two centroid scores\(^3\), \( \omega = l - j \) is the weight used for amplifying the lower bound according to the quality-level gap.

The compactness loss aims to compact the examples within the same level, which serves as a regularization role to avoid outlier exceptions for each level. Specifically, the dialogue quality score \( S^D_k \) for \( k \in \{1, 2, ..., K_i\} \) is forced to be closer to the corresponding centroid \( S^D_m \) as follows:

\[
l_{com}^m = \sum_{i=0}^{n_m} \sum_{k=1}^{K_i} \max(0, |S^D_{k,m} - S^D_{m}| - \mu), \tag{3}
\]

where \( \mu \) is the upper bound for the distance between the centroid of a certain replacing level and the score within this level\(^4\). The mlr loss is:

\[
L_{mlr}^m = \sum_{m=1}^{M} (l_{sep}^m + l_{com}^m). \tag{4}
\]

The original multi-level ranking method is proposed by Ye et al. (2021) and has three secondary losses: separation loss, compactness loss, and ordering loss. The difference between the multi-level ranking methods we used and what they used is that we remove the ordering loss and compute the difference instead of the L1 distance between different centroid scores so that the ordering loss is covered by the separation loss. Our method can save training time and keep equal performance.

---

\(^2\)For example, when replacing \( i \) turns in a \( n \) rounds dialogue, we have total \( K_i = \lceil \frac{n}{i(n-i)} \rceil \) contrastive samples.

\(^3\)For example, \( \lambda = 0.5 \) when there are 3 reference score levels. The expecting 3 centroids are around 1, 0.5, and 0.

\(^4\)For example, if we set \( \lambda = 0.3 \) and \( \mu = 0.1 \) when there are 3 reference levels. The expecting 3 level ranges are around [0.9, 1], [0.4, 0.6], and [0, 0.1].
3.3.2 The Fine-grained Training Stage

After the coarse training stage, the model has learned to rank multi-level scores, which can be seen as an approximate fitting to the reference labels. To make the training more smooth and more efficient, we add an R-drop loss (Liang et al., 2021) aside from the mlr loss to obtain a more robust representation for each dialogue. The robust representation will help the convergence of the model. Specifically, one input dialogue will go through the model twice and obtain two scores $S_{D_k,first}^m$ and $S_{D_k,second}^m$, then the model will minimize the distance between the two scores as follows:

$$L_{drop} = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=0}^{K} (S_{D_k,first}^m - S_{D_k,second}^m)^2,$$

(5)

The overall Loss of the fine-grained training stage $L_{final}$ is computed as follows:

$$L_{final} = L_{mlr} + L_{drop}.$$

(6)

4 Experimental Settings

4.1 Datasets

The datasets used in this paper are shown in Table 1. Empathetic Dialogue dataset (Rashkin et al., 2019) simulates real life dialogue in which the interlocutor needs to identify and recognize the feelings of others. ConvAI-2 (Zhang et al., 2018; Dinan et al., 2019) mimics the scene where each interlocutor tries to understand each other by incorporating persona information. DailyDialog (Li et al., 2017) reflects our daily communication and covers different topics such as interpersonal relationships and health. DailyDialog++ (Sai et al., 2020) is a multi-reference open-domain dialogue dataset with 3 groups (relevant, irrelevant, and adversarial) of responses for each context, each group has 5 different responses. GRADE dataset (Huang et al., 2020) contains 300 dialogue examples from Empathetic Dialogue and DailyDialog, and 600 dialogue examples from ConvAI2. Each example has 2 turns with human-annotated relevance scores. FED (Mehri and Eskénazi, 2020a) is a set of human-machine and human-human conversations with eighteen fine-grained quality scores in both turn and dialogue levels. DSTC-9 (Gunasekara et al., 2020) was collected on the DialPort platform through direct interaction between real users and open-domain chit-chat systems.

4.2 Baselines

We choose the following SOTA models: GPT-2 (Pang et al., 2020) computes the log-likelihood of the response conditional on the the dialogue context normalized by the length of the response; QuantDCE (Ye et al., 2021) uses BERT (Devlin et al., 2019) to get dialogue-level representations and proposes a multi-level ranking method to train a quantifiable turn-level coherence metric; FED (Mehri and Eskénazi, 2020a) computes the log-likelihood of DialoGPT (Zhang et al., 2020b) generating predefined positive or negative comments as the quality score. It can measure both turn and dialogue-level qualities; DynaEval (Zhang et al., 2021) integrates turn representations from RoBERTa into dialogue-level representation with a graph convolutional network, then adopts contrastive learning to distinguish positive and negative samples.

We also test with different settings of Self-Eval. The model shown in Figure 2 is named Self-Eval(full), in which the training dialogue can be any rounds. The first different setting is that we use fixed rounds of dialogue data for training. We set all dialogues to 2 rounds and have 3 different replacement strategies: the original dialogue and replacing 1 or 2 turns. This setting is named Self-Eval(simple). Besides, we have the following settings for the ablation study. Self-Eval(mlr) and Self-Eval(drop) means we remove the multi-level ranking loss and D-drop loss, respectively. When removing the mlr loss, we use a binary cross-entropy (BCE) loss instead. It means the model makes a binary decision between original dialogue and dialogue with replacements. We use BCE loss to show our multi-level ranking method is better than a two-level loss when learning a dialogue representation for evaluation.

4.3 Implementation Details

The setting of the baseline models follows the papers that proposed them. The pre-trained models (BERT, RoBERTa, DialoGPT, GPT-2) are based on the public PyTorch implementation (https://github.com/huggingface/transformers).
The hyper-parameters which are not introduced in this section follow the original implementation in the link. During fine-tuning, we truncate the input dialogue length to 512 tokens. Among the 7 datasets we used, only DSTC-9 has dialogue examples that exceed 512 tokens and the percentage is 13.6%. We set the max contrastive sample number to 8. All models are learned with Adam optimizer with $\beta_1 = 0.9$ and $\beta_2 = 0.999$. We use a single Tesla A100s GPU with 40GB memory, the batch size is 15. The average training time for each epoch is around 4 hours (2 hours for the first training stage and 2 hours for the second training stage). The initial learning rate is set to 0.005 and decays to 0.002 in the second stage. A dropout of 0.5 is also applied. When training SelF-Eval(full), the GPU memory occupation is 39GB, $\mu$ is set to 0.1.5

4.4 Evaluation Metrics

Following previous works (Mehri and Eskénazi, 2020a; Zhang et al., 2021), we choose two metrics to correlated with manual evaluations. Pearson Correlation (Freedman et al., 2007) measures the linear correlation between two sets of data. Spearman Correlation (Zar, 2005) assesses the monotonic relationship between two variables. Besides, we use Accuracy measures the percentage of correct ranking for multi-level replacement.

5 Experimental Results and Analysis

We aim to answer the following questions about SelF-Eval: **(Q1)** can it assign reasonable scores for multiple replacement levels? (See section 5.1) **(Q2)** does it outperform state-of-the-art methods and truly model the correlations between turns/dialogue? (See section 5.2 and 5.3) **(Q3)** how do the different components contribute to its performance? (See section 5.4) **(Q4)** what can we learn from case study? (See section 5.5)

| model         | Rep-0   | Rep-1   | Rep-2   | overall |
|---------------|---------|---------|---------|---------|
| QuantDiCE     | 0.688   | 0.486   | 0.654   | 0.609   |
| DynaEval      | 0.812   | 0.595   | 0.699   | 0.702   |
| SelF-Eval(simple) | 0.962   | 0.891   | 0.904   | 0.919   |
| SelF-Eval(full) | 0.973   | 0.898   | 0.914   | 0.928   |

Table 2: Accuracy of predicting replacement levels.

| model | Pearson | Spearman | average |
|-------|---------|----------|---------|
| DynaEval | 0.093   | 0.101    | 0.097   |
| FED   | 0.128   | 0.120    | 0.124   |
| SelF-Eval(simple) | 0.158   | 0.165    | 0.162   |
| SelF-Eval(full)   | 0.163   | 0.173    | 0.168   |

Table 3: Evaluation on DSTC-9 dialogue-level quality.

5.1 Ranking Capability **(Q1)**

This experiment tests whether an evaluation model assigns higher scores for dialogues with less replacement. Table 2 shows the accuracy results of QuantDiCE, DynaEval, and SelF-Eval(simple/full), all models 1) are trained with DailyDialog++ and test with the DailyDialog++ test set; 2) use base-sized pre-trained models as backbones. QuantDiCE is chosen because 1) it is designed for classification and fits perfectly for this experiment; 2) it represents the SOTA turn-level metric. DynaEval is chosen because it is the SOTA dialogue-level metric. We define 3 replacement levels: the original dialogue (Rep-0), the dialogue with 1 replacing turn (Rep-1), and more than 1 replacing turn (Rep-2). Each replacement level has 5010 samples.

We can see that SelF-Eval(full) gets the highest performance on all replacement levels. Between the multi-level ranking models, SelF-Eval(full) outperforms QuantDiCE by 52.4%. Between the dialogue-level ranking models, SelF-Eval(full) surpasses DynaEval by 32.2%. Notably, the accuracy gaps between Rep-(0, 1, and 2) of SelF-Eval(full) are 0.075/-0.016, which are much smaller than the gaps of QuantDiCE (0.202/-0.168) and DynaEval (0.217/-0.104). The results show that 1) SelF-Eval can evenly distinguish the 3 replacement levels; 2) the MLCL method we used shows advantages over multi-level learning in QuantDiCE and contrastive learning in DynaEval.

5.2 Experiments on DSTC-9 **(Q2)**

Table 3 shows the experimental results on DSTC-9 data. The DSTC-9 dataset is difficult to evaluate because of two reasons: 1) it contains direct interaction between real users and multiple open-domain chit-chat systems. These chit-chat systems are trained with dialogue data in different domains compared with ours. In another word, the DSTC-9 dialogue data is out-of-domain for our model and can be used to test the generality of our method; 2) the average turns in a dialogue is around 27.2, which is the longest among all datasets we used and also much longer than the training data we used. It is difficult for evaluation models to give a score for
such a long conversation. In this experiment, all models are fine-tuned on DailyDialog++ and the RoBERTa-based models are all first pre-trained on Empathetic Dialogue, ConvAI-2, and DailyDialog.

Pearson and Spearman correlations between the model-generated scores and the corresponding human evaluation scores are computed in Table 3. FED and DynaEval are chosen because they are the SOTA dialogue-level evaluation models. We can see that both Self-Eval(simple) and Self-Eval(full) largely outperform SOTA baselines even though all models are affected by the out-of-domain and long conversation problems. The results show that Self-Eval is capable of learning a dialogue representation for evaluating dialogue-level quality even in a difficult dataset such as DSTC-9. To further verify the generality of this evaluation ability, we test with other out-of-domain datasets in the following sections.

### 5.3 Experiments on FED (Q2)

Table 4 shows the experimental results on FED data. In both dialogue and turn-level evaluations, Spearman correlations between the model-generated scores and the corresponding human evaluation scores are computed. Models are trained in the same setting as experiments on DSTC-9.

#### 5.3.1 Dialogue-level Evaluation

There are 11 different aspects of the FED dialogue-level evaluation. GPT-2 and QuantiDCE are SOTA turn-level evaluation metrics. They evaluate a dialogue based on the aggregation of scores of all the context-response pairs within the dialogue. We can observe that most of their correlation scores (21 out of 22) on dialogue aspects are lower than those of FED and DynaEval. The results are consistent with the conclusion of previous studies (Yeh et al., 2021) that turn-level quality evaluation may be insufficient to assess the dialogue-level performance.

FED has the highest scores on Diversity, Topic Depth, and Overall. These results may indicate that the DialoGPT-based evaluation model (FED) is better at measuring these three attributes than the RoBERTa-based models (DynaEval and Self-Eval). The reason is that DialoGPT uses a large amount of Reddit data for training. The diverse topics and variation expressions in Reddit data provide DialoGPT with more insights on these attributes, especially the dialogue-level Overall attribute. In contrast, DynaEval and Self-Eval are trained with fewer dialogue data (fewer topics and variation expressions). The DynaEval focuses on modeling the dependency between pairs of utterances and the Self-Eval focuses on modeling the correlations between turns and the entire dialogue. They are more useful for evaluating Coherence, Error Recovery, and Consistency aspects which reflect the interaction between turns. Specifically, Self-Eval owns the highest correlation scores in 7 out of 11 dialogue aspects (Coherence, Error Recovery, Con-

---

Table 4: Comparison of both dialogue and turn level Spearman correlations on the FED evaluation dataset. Q-DCE/D-Eval/S-E(s)/S-E(f)/" is short for QuantiDCE/DynaEval/SelF-Eval(simple)/SelF-Eval(full)/Semantically, respectively. Scores with p-values larger than 0.01 are italicized (indicating statistical insignificance).
consistency, likability, Understanding, informativeness, and Inquisitiveness) and the second-highest correlation scores on Flexibility and Overall. Self-Eval successfully learns to measure these attributes with our replacement strategies. The MLCL training method captures the various dialogue attributes and entails good dialogue-level representations. The dialogue-level evaluation tasks are benefiting from this representation. One way to improve the Diversity and Topic Depth scores of RoBERTa-based models is to pre-train them with dialogue data that contains more topics and domains. We can also notice that SelF-Eval(full) is better than SelF-Eval(simple) in most aspects. It means the simplified training method used by SelF-Eval(simple) is not as strong as the original method introduced in Figure 2.

5.3.2 Turn-level Evaluation

There are 9 different aspects of the FED turn-level evaluation. The turn-level metrics (GPT-2 and QuantDiCE) only get better correlations on 6 out of 18 aspects than the dialogue-level metrics (FED and DynaEval). The results indicate that the generality of these two turn-level evaluation models is not strong. They work well only in constrained environments or on specific datasets. The FED model achieves the highest correlation on Interestingness, Engagement, Specificity, and Fluency. The reason is that the DialoGPT used by FED is trained with an auto-regressive mode and models language generation word by word. DialoGPT focuses more on the token-level correlations and is effective for evaluating the naturalness of an utterance. In contrast, all the RoBERTa-based models (DynaEval and SelF-Eval) perform poorly for token-level aspects. This is because they focus on the correlations in the turn level and do not pay enough attention to the token level. One way to strengthen the fluency and Specificity aspects of SelF-Eval is to introduce token-level perturbation strategies in training data, such as word drop and addition (Sai et al., 2021). These strategies provide negative samples with semantical or grammatical mistakes which may also be used for setting multi-level turn qualities for training. We consider this token-level perturbation as future work. What’s more, we have a similar finding to Zhang et al. (2021) that SelF-Eval(s) and FED complement each other at turn-level. It means that they both perform well in aspects that the other one is not good at. Self-Eval achieves the highest correlation in Relevance, Correctness, Semantically Appropriateness, Understandable, and Overall. The SelF-Eval(simple)/(full) outperforms the best baseline 39.7%/22.0% on turn-level Overall, respectively. It also has the second-highest scores on Engagement and Specificity. The results are consistent with the dialogue-level evaluation where SelF-Eval has good results on aspects that reflect the interaction between turns. As in the dialogue-level, SelF-Eval(full) is still better than SelF-Eval(simple) on most aspects in turn-level.

To sum up the experiments on the FED dataset, SelF-Eval performs well for both dialogue-level and turn-level evaluations, especially the latter. The reason is that the training process of SelF-Eval not only models the correlation between turns and the entire dialogue but also models the inner connection between context and response. Our method successfully aligns the semantic information shared by turns and dialogue and shows good domain adaptability (on both DSTC-9 and FED).

5.4 Ablation Study (Q3)

Table 4 also shows the ablation study of the SelF-Eval(full). Removing R-drop loss (-drop) in the fine-grained training stage causes more declines than (-mlr) in dialogue-level evaluations. This is because the R-drop loss helps SelF-Eval to learn more robust dialogue representations. Replacing the mlr loss with BCE loss (-mlr) causes more declines than (-drop) in turn-level evaluations. This indicates that the mlr loss helps to distinguish the turn replacement levels and the semantic inconsistency information caused by the replacements. When removing both mlr and R-drop losses, the performance declines significantly and the results become statistical insignificance.

5.5 Case Study (Q4)

We randomly select 2 examples from GRADE for the case study (Table 5). The task is to evaluate the response when giving dialogue context. We com-

| U1 | My partner left me the other day. | U2 | That’s rough, I’m sorry to hear that. | R | Being a punching bag in a relationship is no good. It’s a 2 way street. Is your partner doing their part? |
|---|---|---|---|---|---|
| Scores (Human / SelF-Eval / DynaEval): | | | | | 0.77 / 0.84 / 0.50 |
| U1 | i was so stressed when i found out that i did not get accepted in my dream college. | U2 | Oh no. Did you have a good backup plan? | R | thats cool, i hope you have a good time. |
| Scores (Human / SelF-Eval / DynaEval): | | | | | 0.25 / 0.09 / 0.46 |

Table 5: Case study on GRADE. U1/U2 are the dialogue context and R is the response to be evaluated.
pare the human rating (the relevance scores) with the scores given by DynaEval and SelF-Eval(full). They are both based on RoBERTa and could provide more insight into our model. In both cases, the scores given by SelF-Eval are closer to the human rating score than DynaEval. This is consistent with the experimental results in the turn-level Relevancy of the FED dataset. In both cases, scores from SelF-Eval are more polarized than the human evaluations. This indicates that humans may be reluctant to give extreme scores and SelF-Eval could improve its performance by penalizing scores that are too extreme. However, whether this penalizing works for dialogue attributes other than relevance requires further study.

6 Conclusion

We propose to measure dialogue quality by modeling the fine-grained correlations between turns and the entire dialogue. We introduce our data construction method and SelF-Eval model. Experiments show that SelF-Eval builds fine-grained correlations and gets better correlation scores with human ratings than SOTA models. We think our method may have two potential applications: 1) It can be used alone in the evaluation of dialogue tasks after training the SelF-Eval model with a large amount of in-domain data; 2) It can be combined with other evaluation models (such as FED) to evaluate the dialogue task by integrating the advantages of different evaluation models. In the future, we would like to improve our method by 1) employing multi-granularity turn-level scores; 2) modeling the nonlinear relationships between replacement numbers and dialogue quality.
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