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Abstract
We develop an algorithm to solve tridiagonal systems of linear equations, which appear in implicit finite-difference schemes of partial differential equations (PDEs), being the time-dependent Schrödinger equation (TDSE) an ideal candidate to benefit from it. Our N-shaped partition method optimizes the implementation of the numerical calculation on parallel architectures, without memory size constraints. Specifically, we discuss the realization of our method on graphics processing units (GPUs) and the Message Passing Interface (MPI). In GPU implementations, our scheme is particularly advantageous for systems whose size exceeds the global memory of a single processor. Moreover, because of its lack of memory constraints and the generality of the algorithm, it is well-suited for mixed architectures, typically available in large high performance computing (HPC) centers. We also provide an analytical estimation of the optimal parameters to implement our algorithm, and test numerically the suitability of our formula in a GPU implementation. Our method will be helpful to tackle problems which require large spatial grids for which ab-initio studies might be otherwise prohibitive both because of large shared-memory requirements and computation times.
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1. Introduction

The necessity to solve tridiagonal systems of linear equations arises naturally in many scientific and engineering studies such as spectral Poisson solvers [1], fluid simulations [2], can be used in many-body perturbation theory calculations [3], as well as in implicit finite-difference schemes for the solution of partial differential equations (PDEs), such as the time-dependent Schrödinger equation (TDSE). Among the different methods to solve the TDSE, which have different scaling and accuracy, we can mention the spectral method [4], the leap-frog method [5, 6], the combination of the finite-element discrete variable representation (FEDVR) with the real-space product (RSP) algorithm [7] and the Crank-Nicolson method [8].

Our work is based on the implementation of the latter technique, for which the solution of tridiagonal matrices is the most important computational task. The diagonal band comes from the finite-difference approximation of the differential operators. The Thomas elimination method allows solving such systems efficiently. It scales as the first order of the matrix size, requires a small number of arithmetic operations, and has sequential memory access. It is stable and resilient to the accumulation of numerical errors. Even though the speed-up of many numerical algorithms can be greatly improved by their implementation in parallel architectures, unfortunately, the Thomas method is serial by essence. The need to parallelize the tridiagonal problem was recognized early on, with many parallel solvers proposed over the years. For a review, see [9]. The parallel methods include recursive doubling [10, 11], cyclic (even-odd) reduction [12, 13] (which requires a synchronization after every reduction stage [14]), domain decomposition methods and the partition methods. The latter three approaches, including hybrid methods [15–17] continue to be actively used. In addition, we have to mention that this problem could as well be solved in terms of the Woodbury formula [18], by rewriting a big tridiagonal matrix as the sum of a block diagonal matrix (composed of tridiagonal blocks) plus a correction. A comparison with this method is performed in both methodology and complexity at the end of this work.

Many applications in the last decade have been specifically tuned to GPU: [15–17, 19, 20]. For this type of architecture one of the main challenges is solving matrices which do not fit in the shared memory. Even though recent works [16, 21], based on the Wang and Mou [22] Divide-and-Conquer strategy circumvent this constraint, they still face limitations when the problem size is bigger than the global memory of a single GPU and the work has to be distributed among many of them. An overview of the GPU implementations can be found in [23].

Amodio and Brugnano [24] developed a unifying parallel factorization approach for the tridiagonal problem and
considered the benefits of the resulting methods. They also considered the application of the methods based on the hardware that was then available\textsuperscript{12}. The method that we consider here is a factorization method that falls within their framework. The nature of parallel computer hardware has undergone considerable changes since the parallel tridiagonal solvers were originally developed. Here we revisit the benefits of the parallelization scheme from the viewpoint of modern massively parallel systems. We highlight the additional benefits of our novel factorization approach. In addition to the usual benefits of the partition method, we recognize that this approach includes the cache-beneficial access to the memory on individual processes; a non-blocking communication stage; integration with the forward step of the Crank-Nicolson method; integration between the substitution and reduction stages of the successive implicit steps; integration between successive iterations of the tridiagonal solver; and, importantly, the ability to mask the communication stage by computation. Some of these benefits become apparent only in conjunction with the particular PDE and the method for solving it. For this reason, details of the numerical problems that are of interest to us are also outlined. We also consider in some detail a recursive application of our algorithm.

This work is organized as follows. In Sec. 2 we outline the Crank-Nicolson method for the solution of the 1D TDSE. In Sec. 3 we review the need to parallelize the latter algorithm. We continue in Sec. 4 with a full description of our novel N-shaped partition method. We describe in Sec. 5 the performance of the method regarding memory handling, communication cost and efficiency. Next, in Sec. 6 we describe the GPU and the MPI implementation of our method. Finally we provide a brief summary and our conclusions in Sec. 7. Unless specified otherwise we use atomic units in this work when discussing its application in physics.

2. The Crank-Nicolson method for the solution of the TDSE

As we discussed in the previous section, the method we developed can be used to solve the TDSE in one spatial dimension (1D), which can be written as

\[ i\hbar \partial_t \psi(t) = \hat{H}(t)\psi(x, t), \]

where \(\psi\) is the wave function, and the operator \(\hat{H}\) is the Hamiltonian of the system under consideration.

It is a standard procedure to solve Eq. (1) using the Crank-Nicolson method\textsuperscript{26,27} which approximates the time propagator of the TDSE as

\[
\exp \left( -i \int_t^{t+\Delta t} \hat{H}(t') dt' \right) = \frac{1 - \frac{i\Delta t}{2} \hat{H}(t + \Delta t/2)}{1 + \frac{i\Delta t}{2} \hat{H}(t + \Delta t/2)} + \mathcal{O}(\Delta t^3),
\]

where \(\Delta t\) is the time step. The time propagation of the wave function is then obtained by solving

\[ \hat{T}\psi(x, t + \Delta t) = \hat{T}^\dagger \psi(x, t), \]

with

\[ \hat{T} = 1 + \frac{i\Delta t}{2} \hat{H} \left( t + \frac{\Delta t}{2} \right), \]

for \(\psi(x, t + \Delta t)\). The method can be seen as equating the results of an explicit forward half-step \(\hat{T}^\dagger\psi(x, t)\) and an implicit backward half-step \(\hat{T}\psi(x, t + \Delta t)\).

For solving this problem numerically we need to represent the functions and operators on a computational grid. For instance, in position space, we may discretize the differential operators in \(\hat{H}\) by finite-difference approximations, which translates Eq. (2) into a matrix equation with tridiagonal matrices \(\mathbf{T}\) and \(\mathbf{T}^\dagger\). Each time propagation step involves the implementation of an explicit forward half-step

\[ \mathbf{d} = \mathbf{T}^\dagger \mathbf{\Psi}(t), \]

and an implicit backward half-step,

\[ \mathbf{T}\mathbf{\Psi}(t + \Delta t) = \mathbf{d}. \]

Propagating for a single time step requires solving Eq. (4) for \(\mathbf{\Psi}(t + \Delta t)\). The above outlines the Crank-Nicolson method as it is used for solving the 1D TDSE. The method provides global accuracy to the second order in \(\Delta t\), and it is unconditionally stable.

Even though for a system with \(n_{\text{tot}}\) spatial grid points inverting the corresponding matrices might seem to imply performing \(\mathcal{O}(n_{\text{tot}}^2)\) operations, the tridiagonal matrix Eq. (1) can be solved in just \(\mathcal{O}(n_{\text{tot}})\) by the Thomas algorithm. It requires \(3n_{\text{tot}}\) arithmetic operations, which can be written as \(2n_{\text{tot}}\) computationally expensive divisions, and \(3n_{\text{tot}}\) computationally cheap multiplications and additions. This computational cost is small enough to be comparable with the memory bandwidth. The Thomas method requires only consecutive memory access, allowing a highly efficient use of modern cacheing memory architectures. Similar considerations apply as well to the explicit step.

3. The need to parallelize the Crank-Nicolson method

The most straightforward way to implement the Crank-Nicolson method is by means of a serial algorithm. This algorithm is broadly used, for instance, in the simulation of the interaction of intense lasers with atomic and molecular targets. Even though this standard way to implement it has been successfully applied for different targets and laser parameters, for some applications, parallelizing its implementation might be very advantageous, and for others it might be the only option. For instance, in 1D, the interest to simulate the interaction of matter with mid-IR intense laser pulses requires substantially large numerical grids together with a need to reduce the time step and to increase
the simulation time. Combined, these requirements lead to demanding calculations, often taking several days or even weeks when implementing the algorithm serially. Furthermore, the number of spatial grid points might make the computation prohibitive due to the memory requirements for allocating the vectors necessary for the serial calculation. Here we will focus on solving 1D systems.

Solving the TDSE beyond 1D is frequently a demanding computational task. In higher dimensions, one can employ the operator splitting and thus reduce a single propagation step to solve a series of one-dimensional problems of the form (4). It may seem that such a case may be trivially parallelizable. However, this is the case only for shared memory systems with uniform memory access. Large systems with distributed memory in fact cannot take advantage of this approach as the costs of moving the data around the network by far outweighs the costs of the numerical calculation. Thus a viable parallelization of a higher dimensional system must maintain memory locality. Each parallel process should only have to work with its own part of the function. While the method discussed here applies as-is to 1D systems, we will discuss the prospects of extending the method in Section 5.4.

In three dimensions, dynamics of an atom in strong radiation fields can be efficiently solved by using an expansion in spherical harmonics, such as proposed by Müller and implemented in the Qprop package. In this case, one finds several effectively 1D equations of the form (2) and implemented in the Qprop package. In this section we describe our novel algorithm to parallelize the solution of a set of linear equations given by Eq. (4), which delimit the different blocks. The joint lines must include lines 1 and \( n_{\text{tot}} \), and a number of \( n_{\text{md}} - 1 \) lines within the matrix. We label the joint lines as \( J_{w} \), where the index of the joint lines \( w \) (which is not altered during the whole propagation) runs from 0 to \( n_{\text{md}} \). Thus \( J_{0} = 1 \) and \( J_{n_{\text{md}}} = n_{\text{tot}} \), and \( J_{w} > J_{w-1} \). It is worth noting that such a construction allows blocks to differ in size.

We assume the program is executed on \( n_{\text{md}} \) parallel processes, which can be for instance MPI processes, or the threads of either a shared memory multiprocessor or a GPU. We must point out that neither the tridiagonal matrix nor the complete wavefunction ever need to be placed entirely on a single process. Besides, the data can remain distributed throughout the entire execution and during multiple time propagation steps, as will be explained below.

### 4.1. Structure of the algorithm

The entire algorithm is outlined in Table 1 and is described in a step-by-step manner below. A visual representation of the algorithm can be found in Fig. 1.

#### 4.1.1. Partitioning of the matrix in blocks

In our parallelization method, we start by deciding on the partitioning of the workload. This part does not involve computation. First, we select a number \( n_{\text{bl}} \) of blocks (see Fig. 1a), and a corresponding number \( n_{\text{md}} + 1 \) of what we call joint lines of Eq. (4), which delimit the different blocks. The joint lines must include lines 1 and \( n_{\text{tot}} \), and a number of \( n_{\text{md}} - 1 \) lines within the matrix. We label the joint lines as \( J_{w} \), where the index of the joint lines \( w \) (which is not altered during the whole propagation) runs from 0 to \( n_{\text{md}} \). Thus \( J_{0} = 1 \) and \( J_{n_{\text{md}}} = n_{\text{tot}} \), and \( J_{w} > J_{w-1} \). It is worth noting that such a construction allows blocks to differ in size.

We assume the program is executed on \( n_{\text{md}} \) parallel processes, which can be for instance MPI processes, or the threads of either a shared memory multiprocessor or a GPU. We must point out that neither the tridiagonal matrix nor the complete wavefunction ever need to be placed entirely on a single process. Besides, the data can remain distributed throughout the entire execution and during multiple time propagation steps, as will be explained below.

#### 4.1.2. Reduction stages RD and RU

The algorithm starts with the downward (RD) and upward (RU) reduction stages. During the reduction, each parallel process works on its block and performs operations similar to the Thomas method. There is no communication at this stage, and each parallel process accesses elements sequentially from its memory area. In the new matrix generated after performing the RD (see Fig. 1b) and RU (see Fig. 1c) stages, the values stored in \( b \) and \( c \) no longer correspond to the lower and upper diagonals. Instead, elements \( b_i \) are the values corresponding to column \( J_w \) for \( J_w < i < J_{w+1} \), whereas elements \( c_i \) contain values from column \( J_{w+1} \).

#### 4.1.3. Joining stages JU and JD

After the RD and RU reduction stages, we have to implement the upward (JU) and downward (JD) joining stages (see Fig. 1d), which involve communication. In this step, each process writes to its surrounding joint lines. Because two parallel processes write to the elements \( a_{J_{w}} \) and \( d_{J_{w}} \) on the joint lines, an atomic operation is required. To distinguish such cases, in Table 1 we use the “protected” symbol \( \circled{1} \) for atomic assignment. Only four atomic operations per parallel process are required. Notice that the writing thread does require the outcome of these atomic operations. On systems with distributed memory, one may alternatively employ two extra memory elements per each joint line, and process the “atomic” additions afterward.

\[ b_i \psi_i - a_i \psi_i + c_i \psi_{i+1} = d_i, \]
Computing the value of the factor $r_i$ for the joining stages JU and JD does not require communication.

After the joining stage, the elements of the matrix are non-zero on the diagonal and in columns $J_w$, $w = 0, \ldots, n_M$, and on rows $i$ with $J_{w-1} \leq i \leq J_{w+1}$. Thus, the matrix gets the characteristic form of stacked N-shapes, which gives the method its name. Here it is worth to mention that even though in the work of Wang and Mou [22] a block N-shaped matrix is also observed, that matrix is intrinsically different in the relative placement of the N-shapes. This makes the scheme substantially different from the one presented here.

4.1.4. Reduced solution RS stage and determination of the support values

After finalizing the previous step, the joint lines represent a reduced tridiagonal matrix of size $n_M + 1$ (see Fig. 1(e)). The solution of this system, which is implemented serially, is named reduced solution (RS) stage which, as described in Table 1, can be implemented via Thomas reduction (more elaborated methods can be used as well). This step allows us to determine the $J_w$ components of $\Psi$, which we name support values.

4.1.5. Support substitution SS stage and obtention of the wave function

In the $w$-th block of the matrix after the RS stage, each line of index $J_{w-1} < i < J_w$, represents a linear equation (see Fig. 1(f)) of the form

$$b_i \psi_{J_{w-1}} + a_i \psi_i + c_i \psi_{J_w} = d_i.$$

Since the support values have been determined in the previous stage, each of these equations can be solved independently for $\psi_i$. This is the final part of the algorithm, named support substitution (SS) stage, where each block can perform independently and in parallel.

A purely mathematical description of the algorithm can be found in Appendix I.

4.1.6. Iterating

The reduced tridiagonal system obtained after the reduction and joining stages will often be rather small. Its size equals to the number of parallel processes used to solve the large system. For example, on a 10-core CPU one would need to solve an 11-element tridiagonal system. In such cases, direct solution as shown in the RS stage in Table 1 is fastest. However, one can foresee situations when the reduced system is rather large. For example, it is the case for the solution with a GPU. Since a GPU can support (and benefits from using) thousands of threads, the reduced system may be large as well. This large reduced tridiagonal system can be likewise solved with the same algorithm presented here. If we think of the algorithm as an operator $N$, acting on a given system $M_0$ (which comprises the tridiagonal matrix and the vectors $\mathbf{d}$ and $\Psi$ as
Table 1: Stages of the N-shaped partition method, top-to-bottom. Notice that stages JU and RU commute with each other. Encircled left-value assignment denotes atomic addition. For all parallel processes, \( w = 0, \ldots, n_{bd} - 1 \). The RS stage is the solution of the reduced tridiagonal system.

\[
\begin{align*}
\text{RD stage} & : i = J_w + 2, \ldots, J_{w+1} - 1 \\
& \quad r_i \leftarrow -b_i/a_{i-1} \\
& \quad b_i \leftarrow r_i b_{i-1} \\
& \quad a_i \leftarrow a_i + r c_{i-1} \\
& \quad d_i \leftarrow d_i + r_i d_{i-1} \\
& \quad (c_i \text{ unchanged}) \\
\text{RU stage} & : i = J_w + 1, J_w + 2, \ldots, J_{w+1} + 1 \\
& \quad r_i \leftarrow -c_i/a_{i+1} \\
& \quad b_i \leftarrow b_i + r_i b_{i+1} \\
& \quad c_i \leftarrow r_i c_{i+1} \\
& \quad d_i \leftarrow d_i + r_i d_{i+1} \\
& \quad (a_i \text{ unchanged}) \\
\end{align*}
\]

\[
\begin{align*}
\text{JU stage} & : i = J_w \\
& \quad r_i \leftarrow -c_i/a_{i+1} \\
& \quad c_i \leftarrow r_i c_{i+1} \\
& \quad a_i \leftarrow a_i + r_i c_{i-1} \\
& \quad d_i \leftarrow d_i + r_i d_{i-1} \\
& \quad (b_i \text{ unchanged}) \\
\text{JD stage} & : i = J_{w+1} \\
& \quad r_i \leftarrow -b_i/a_{i-1} \\
& \quad b_i \leftarrow r_i b_{i-1} \\
& \quad a_i \leftarrow a_i + r_i c_{i-1} \\
& \quad d_i \leftarrow d_i + r_i d_{i-1} \\
& \quad (c_i \text{ unchanged}) \\
\end{align*}
\]

\[
\begin{align*}
\text{serial stage} & : i = J_w, \text{ with } w = 1, \ldots, n_{bd} \\
& \quad r_i \leftarrow -a_i/a_{i-1} \\
& \quad a_i \leftarrow a_i + r_i c_{i-1} \\
& \quad d_i \leftarrow d_i + r_i d_{i-1} \\
& \quad \psi_{i, \text{tot}} \leftarrow d_{i, \text{tot}}/a_{i, \text{tot}} \\
\text{parallel stage} & : i = J_w, \text{ with } w = n_{bd} - 1, \ldots, 0 \\
& \quad \psi_i \leftarrow (d_i - c_i \psi_{i+1})/a_i \\
\end{align*}
\]

a whole), it can be schematically written as

\[
N[M_0] = (RD[M_0] + RU[M_0]) + (JU[M_0] + JD[M_0]) + \text{communication masking, and efficiency}
\]

\[
N[M_0] = \sum_{i=0}^{n_{bd}} \{(RD[M_i] + RU[M_i]) + (JU[M_i] + JD[M_i]) + \text{communication masking, and efficiency}\}
\]

where \( M_1 \) is the tridiagonal system at which we arrive after the JD stage. The plus sign is used as an aid to indicate the order in which the stages are performed. If we iterate the algorithm one time, we get

\[
N[M_0] = \sum_{i=0}^{n_{bd}} \{(RD[M_i] + RU[M_i]) + (JU[M_i] + JD[M_i]) + \text{communication masking, and efficiency}\}
\]

Furthermore we can see that by iterating the serial RS stage is performed on the smaller system \( M_2 \), instead of \( M_1 \). By induction, we can infer that the algorithm may be iterated a number \( n_{it} \) of times in the following manner

\[
N[M_0] = \sum_{i=0}^{n_{bd}} \{(RD[M_i] + RU[M_i]) + (JU[M_i] + JD[M_i]) + \text{communication masking, and efficiency}\}
\]

where we can see that by iterating the algorithm the portion that has to be performed serially is reduced and, at the same time, the size of the blocks (associated with the shared memory required in a practical implementation) is reduced as well. The only added costs may come as communication penalties which, as we will see later, can be masked.

4.2. Explicit forward half-step and incorporation into the Crank-Nicolson algorithm

While our scheme represents the implicit backward half-step of the Crank-Nicolson algorithm, it also accommodates naturally the explicit forward half-step. The explicit forward half-step is the computation of the r.h.s. of Eq. \( 3 \). Since the matrix \( T^i \) is also tridiagonal, the computation is straightforward. It is worth to notice that in this step no communication is required.

5. Numerical performance: memory handling, communication masking, and efficiency

5.1. Memory handling

Our method involves not only a novel algorithm for parallelizing the computation of the Crank-Nicolson scheme, but also offers many advantages when the computing architectures are taken in consideration. As we describe in this section, communication masking, memory handling and efficiency are improved by our method.
5.1.1. Memory locality

All data that relates to a given block, including the elements of the tridiagonal matrices and the wavefunction itself, can permanently reside on its dedicated parallel process. This also applies between iterations of the algorithm where one wants to advance the wavefunction by multiple timesteps. With good design the same applies to multidimensional systems. The only data that needs to be gathered is on the joint lines. As explained above, the parallelization approach can be nested to apply to the joint lines as well. Thus, in principle, no system is too large to be propagated due to memory constraints on an individual parallel process, provided one has a sufficiently large number of such processes.

Besides, on one hand, even though there will be communication penalties when the number of parallel processes is increased, part of this communication can be performed while solving the serial RS stage. On the other hand, one does not need to ever gather the wavefunction in a single location which, up to our knowledge, is unprecedented in parallel implementations of the Crank Nicolson scheme.

5.1.2. Memory access patterns

As mentioned above, the solver must access data in a sequential manner. It is only in this case that the values may be fetched fast enough to load the computing capacity of the processor. Our algorithm is designed to provide such an access pattern. All the loops on the parallel blocks access data sequentially, with the possible exception of the RS stage. However, the data for the (smallest) RS stage are located on the joint lines that are anyways separated in memory.

5.2. Communication masking

5.2.1. Communication and masking of the JD and JU stages

The algorithm requires two synchronization points, before and after the RS stage. For systems with distributed memory, the required communication involves collecting four values per process to perform the reduced solution. These are the values obtained on the joint lines after performing stages JU and JD. After the RS stage, two support values \( \Psi \) must be made available to each process. Thus the total communication cost is \( 6(n_{dd} + 1) \) elements per step and does not depend on the original size of the matrix.

The communication cost can be furthermore reduced if one notices that the JD stage can be performed already after RD. Thus, instead of performing the stages in the following order

\[
(RD + RU) + (JU + JD),
\]

one does it as

\[
(RD + JD) + (RU + JU).
\]

This also represents a better memory access pattern. If \( n_{tot} \gg n_{dd} \), it is plausible that the computing time of performing the RU and JU stages exceeds the network transport time of the data in the JD stage, and thus the JD communication time can be completely masked.

In the case when one is solving multiple tridiagonal systems at once, most of the communication load is masked for as long as the processes are allowed to proceed to the next system while waiting for joining stage data from the previous system.

5.2.2. Communication masking during the RS stage

Some additional improvements are readily available which allow masking the cost of communication and that of performing the serial RS stage. While the RS stage is performed, perhaps by a single process, and while the resulting support values \( \psi_{J_d} \) are being sent to other processes in the case of distributed-memory architecture, all other processes can work on computing values of \( 1/a_i \) for the \( r_i \) coefficients from the data located inside the blocks. These operations do not require additional memory or communication. Under certain circumstances this calculation will mask the cost of the RS stage.

5.2.3. Communication masking during the SS stage

A generalization of the approach in the above section is pre-computing \( 1/a_i \) coefficients in the SS stage. It does not require the completion of either of the communication stages, including the solution of the reduced system. Thus, upon sending the data from the JD stage, each parallel process can proceed to invert its diagonal elements. The cost of this operation may mask not only the communication but, importantly, the entire serial computation cost of the RS stage.

5.2.4. Communication masking of a sequence of tridiagonal systems

Suppose that several tridiagonal systems must be solved in a sequence, such as during the time evolution of a quantum system. The RD stage of the second tridiagonal system requires knowledge of the solution from the previous system. However, if one is willing to perform the storage of a column of the values of \( r_i \) factors for the RD stages and possibly RU, then most of the operations for these two stages can be carried without the knowledge of the solution vector \( d \). This provides a powerful communication masking buffer because, with careful design, both the communication and the (serial) reduced stage can be masked by these calculations from the RD and RU stages. Once the information arrives for the solution of the reduced system (the support values \( \psi_{J_d} \) and \( \psi_{J_{d+1}} \) from the RS stage), the support values can be immediately used (as \( d \) values) in the RD and RU stages of the next system.
5.3. Communication masking during the explicit forward half-step

As we mentioned in Sec. 4.2, the computation of the r.h.s. of Eq. (3) does not require communication. Furthermore, each parallel process computes its section of the vector $d_i$ as determined by the partitioning indices $J_w$. That is, each process $w$ computes elements $d_i$ for $J_w < i \leq J_{w+1}$, and additionally, the first process, $w = 1$, computes the first element, $d_1 = d_1$ (usually equal to zero).

On distributed systems, the reduced system and its corresponding vector elements are likely to be serviced by a dedicated process. In such cases, each block computes its first and last $d$ elements, sends them to the root, and continues to compute the rest of $d_i$. Thus the communication here can also be masked. In fact, it is more efficient to incorporate the explicit forward half-step into the backward RD stage. In this way, the “freshly” computed values of $d_i$ are immediately used in the reduction stage.

5.4. Considerations for multi-dimensional problems

The method as described here applies directly only to 1D systems. As discussed in Section 3, multi-dimensional (ND) problems can sometimes be reduced to series of tridiagonal problems. The nature of communication patterns depends on the chosen ND method and the representation of the wavefunction, which are domain-specific. Detailed discussion of this topic will be provided elsewhere.

5.5. Efficiency

Within our scheme the total number of the computationally expensive divisions performed in parallel is $3(n_{tot} - n_{bl})$, while only $3n_{bl}$ divisions are performed sequentially. This compares favorably to the standard serial algorithm with its $3n_{tot}$ divisions. Furthermore, the $3n_{bl}$ serial divisions of our method can be further performed in parallel, as we describe in Sec. 4.1.6 if the number of blocks is still large. On the other hand, the Woodbury formula exhibits a $9n_{tot}$ number of divisions which can be performed in parallel (which is comparable but larger than in our method) and a number $n_{bl} \times n_{tot}$ of multiplications and additions, while in our method we perform only $9n_{tot}$ multiplications and $6n_{tot}$ additions (see Appendix II).

5.5.1. Performance estimation and optimization of a single- and multiple-iteration of the algorithm

Our computation scheme reduces a tridiagonal system to identical but smaller systems. The size of the smaller systems is not dependent on the size of the original system, and therefore is fully controllable. Below we describe the general conditions for optimal execution of the algorithm and provide a theoretical estimation of the computing time. As mentioned in Sec. 4.1.6 it is possible to recursively apply the method to the matrix obtained after the SS stage. The algorithm as described in Sec. 4 represents what would be a single iteration. Here we will provide an estimation of the optimal block size and the theoretical performance for both a single- and multiple-iteration of the algorithm.

We begin with the case of a single iteration, and assume the system has size $n_{tot}$ and is solved with $n_{bl}$ parallel processes. Suppose the time to solve the RS stage (Fig. 4) is equal to $\beta \times n_{bl}$, where the coefficient $\beta$ depends on the architecture. The size of parallel blocks is $n_{tot}/n_{bl}$, and the cumulative time for the RD, RU and SS stages can be described as $\alpha \times n_{tot}/n_{bl}$. Because the nature and quantity of the operations is the same as for the Thomas algorithm, we can expect the constants $\alpha$ and $\beta$ to be of the same order of magnitude. The stages JD and JU require a number of operations which demand a time proportional to $n_{bl}$, and involve communication. Nevertheless, as explained in detail in Sec. 5.2, this communication can be masked and will thus be neglected in this analysis for simplicity. Therefore the total execution time $t_{tot}$ can be modeled as

$$t_{tot} \sim \frac{n_{tot}}{n_{bl}} + \beta n_{bl}$$

The latter equation allows us to calculate, in an approximate way, the optimal number of blocks $n_{bl}^*$ which minimizes the execution time,

$$n_{bl}^* \sim \delta \sqrt{n_{tot}}, \quad (7)$$

where

$$\delta = \sqrt{\frac{\alpha}{\beta}},$$

is a system specific factor which will depend on the specific architecture employed. This tells us that the optimal number of parallel processes will also be proportional to $\sqrt{n_{tot}}$. Provided such resources are available, the overall execution time will likewise scale as $\sqrt{n_{tot}}$, a strong advantage over the Thomas algorithm that scales as $n_{tot}$.

For the case of several nested iterations, the execution time can be written as

$$t_{tot,(n_{it})} \sim \beta n_{bl,(n_{it})} + \alpha \sum_{i=0}^{n_{it}-1} \frac{n_{bl,(i)}}{n_{bl,(i+1)}},$$

here we use the convention $n_{bl,0} = n_{tot}$. We imply that some workers are made idle on subsequent steps, $n_{bl}^{(i)} \geq n_{bl}^{(i+1)}$. In this case, the optimal configuration is again obtained by equally partitioning the work between all stages, i.e.

$$n_{bl,(i)}/n_{bl,(i+1)} \sim n_{bl,(i)} \sim \frac{1}{(n_{it}+1)}. \quad (8)$$

The total execution time is given by

$$t_{tot,(n_{it})} \sim (\alpha n_{it} + \beta) n_{tot}^{1/2}. \quad (9)$$

Finally, we can derive the theoretically optimal number of iterations for the limiting case of a massive parallel system

$$n_{it} \sim \log n_{tot},$$
that leads to execution time that scales as

\[ t_{\text{tot}}(n^*_p) \sim \alpha e \log(n_{\text{tot}}) , \]

which would represent a very advantageous scaling. It is worth to mention though, that in this work we did not test the minimum size of the system for which this hypothetical scaling is reached, which might be difficult to achieve in practice. Thus, the scaling in our work is expected to be governed by Eq. \[8\]

6. Implementation on computing architectures

6.1. CUDA Implementation

We have implemented the above method for execution on graphical processing units (GPU) produced by NVIDIA. The program was written with the CUDA-C programming language \[32\]. Optimally solving the tridiagonal systems on the GPU has received a great deal of attention \[15–17, 33, 34\]. For a review, see Ref. \[35\]. An efficient implementation must map well both to the GPU hardware and programming model. The choice is usually made to explicitly load the partitions to the GPU shared memory by coalesced memory reads, and to solve (reduce, etc.) the loaded data block by all the threads involved in loading the data. As the number of data elements per thread is small, the choice naturally falls on the parallel cyclic reduction methods. We are instead using the GPU as a model of a massively parallel system, treating global device memory as a cache-coherent memory space. The shared memory of the GPU streaming multiprocessors (SMX) was not directly addressed but was instead reconfigured to act as high-level cache \[36\]. Each individual thread is serving its own block. While one would in principle benefit from an interleaved matrix layout, we have decided to keep the conventional layout, and to rely on efficient memory caching. Since each block reads and writes most of its data sequentially, very good caching is to be expected. Indeed, we find that 77% of all global loads hit the L1 cache (same as shared memory), 8% hit the L2, and only 15% have to be loaded from the global memory. This performance is not much below an explicit coalesced load to the shared memory. Likewise, the memory writes are almost always sequential, with 60% stores hitting L2 cache. Overall, this provides sufficient memory bandwidth, given the added mathematical demand for complex arithmetics. This was the case despite the fact that the complex operations were written and optimized explicitly in terms of real and imaginary components, which significantly improved the throughput of complex arithmetic operations.

Global memory of the GPU is synchronized upon completion of every CUDA kernel. The staging of the algorithm fits the GPU model well. Separate kernels were written for RD+JD+RU+JU, RS, and SS stages. The communication corresponding to the JD and JU stages was carried via atomic operation to the global memory.

6.1.1. Numerical results

In Fig. \[2\] we show the total execution time for computation with the GPU program on a box containing \[n_{\text{tot}} = 3 \cdot 10^5\] spatial grid points. Shown are calculations with a one-iteration algorithm as outlined in Table \[1\] and nested-application multi-iteration methods in which the reduced system is also solved in parallel, as described in text. Arrows show the predicted (up to a fixed constant) optimal number of threads in the first iteration, according to Eq. \[8\].

The kernels can be interleaved to solve the reduced system by the same parallel method, as per Eq. \[8\].

6.2. MPI Implementation

Apart from GPUs, our algorithm is suitable to be implemented in MPI, which allows for parallel execution on distributed systems. It is worth to mention that to achieve good performance the communications must be minimal and to a good degree masked by computation, there should not be excessive synchronization, and the data must be well parcelled to the memory of individual processes that “own” it. If such conditions are met, the algorithm, and even the same program, should be expected to perform at least as well on systems with cache-coherent (shared) memory, whether uniform or non-uniform access type.

For the MPI implementation, it would be advantageous to assign the “ownership” of the joint lines to a separate process. This root process could also be used to solve the reduced system. The remaining block processes might
maintain the elements corresponding to individual blocks. If running our implementation on several thousand cores, one can expect \( n_{\text{tot}} \gg \sqrt{n_{\text{tot}}} \gg n_{\text{bl}} \gg 1 \). That is, the number of elements served by the root process should be considerably smaller than the elements on each block process, as \( n_{\text{tot}}/n_{\text{bl}} \gg n_{\text{tot}} \). For such a configuration, only one iteration would be used to solve the reduced system, and communications need only to be masked on the block processes.

7. Conclusion

In this study we develop an algorithm for solving tridiagonal systems of linear equations. Our novel N-shaped partition method for parallel architectures greatly improves the performance compared to serial implementations. Furthermore, compared to other parallel computation schemes, our algorithm is architecture-agnostic and, compared to GPU-oriented methods, it can fully employ all the available memory and has even the potential to be practiced in mixed-architectures.

In addition, we offer a mathematical characterization of the optimal block sizes. We also estimate the performance of this method which, depending on architecture factors, exhibits a square root dependence on the system size for a single iteration and approaches asymptotically a logarithmic dependence for a multiple nested iteration, compared to the linear scaling of the serial approach. We test numerically on a GPU the scaling of the efficiency of the method as a function of the number of times it is iterated. By this analysis we obtain good agreement with the mathematical prediction. This study allows us to show that our scheme can substantially improve the computation time even for a low number of nested iterations. To conclude our work, we also comment on the possible implementation of this method on MPI architectures.

Our contribution allows to perform otherwise prohibitive ab-initio calculations (because of both memory handling and computation time) for which large spatial grids are required like, for instance, the interaction of atoms and molecules with extremely long wave-length lasers, or first-principle calculations of the optical response of nanomaterials, among other possible applications.

Appendix I: Mathematical description of the algorithm

In this section we will show our algorithm in mathematical form, leaving aside technical details of the implementation like communication, or specifying which part is done in parallel. This has to be understood as a formal mathematical representation of our proposed algorithm because in our scheme, for instance, we never sum two zeroes, nor perform sums that end up in a strictly zero element.

Following the notation from Hoffman and Kunze’s book [52], we will describe the elementary row operations of our scheme (Table I) as a special type of function (rule) \( e \) which associates each matrix \( T \) with a matrix \( e(T) \). In the same way, we will define a function \( f \), for operations on the vectors \( d \).

The matrix (row)operations on the RD and JD stages can be condensed into a single operation \( e_d \) defined as

\[
e_d(T)_{l,j} = T_{l,j} \quad \text{if } l \neq i, \quad e_d(T)_{l,j} = T_{i,j} + r_i T_{i-1,j} \quad \text{if } l = i,
\]

where \( r_i = -T_{i,i-1}/T_{i,i} \), while the vector operations can be characterized by an operation \( f_d \) defined as

\[
f_d(d)_i = d_i + r_i d_{i-1}.
\]

These operations are applied from \( i = J_w + 2 \) to \( i = J_w + 1 \). Next, the matrix operations on the updated \( T \) matrix on the RU and JU stages can be condensed into a single operation \( e_u \) defined as

\[
e_u(T)_{l,j} = T_{l,j} \quad \text{if } l \neq i, \quad e_u(T)_{l,j} = T_{i,j} + r_i T_{i+1,j} \quad \text{if } l = i,
\]

where \( r_i = -T_{i,i+1}/T_{i,i} \), while on the vector operations can be characterized by an operation \( f_u \) defined as

\[
f_u(d)_i = d_i + r_i d_{i+1}.
\]

These operations are applied from \( i = J_w + 2 \) to \( i = J_w \). Next, for implementing the RS stage, we apply first the \( e_d \) function (see Eq. 10) on the matrix formed by the joint lines of the updated \( T \) matrix, and \( f_d \) (see Eq. 11) on the elements corresponding to the joint lines of the updated \( d \) vector. The index \( i = J_w \) runs on the range \( w = 1, ..., n_{bl} \) (joint lines).

For the second part of the RS stage, we have to solve the algorithm backward to obtain the elements of the \( \Psi \) vector of unknowns. The \( n_{\text{tot}} \) component of the vector is given by \( \psi_{n_{\text{tot}}} = d_{n_{\text{tot}}}/a_{n_{\text{tot}}} \), while the rest of the components are obtained as

\[
\psi_i = (d_i - c_i \psi_{i+1})/a_i,
\]

where index \( i = J_w \) runs on the range \( w = n_{bl} - 1, ..., 0 \) (joint lines).

Finally, we apply the SS stage to obtain the remaining components of the vector of unknowns

\[
\psi_i = (d_i - b_i \psi_{J_w} - c_i \psi_{J_w+1}) r_i,
\]

with \( r_i = 1/a_i \), and the index \( i \) in the range \( i = J_w + 1, \ldots, J_w + 1 \).

Appendix II: Comparison with the Woodbury formula

Let us analyze how is the Woodbury formula [18] applied to the parallel solution of a large tridiagonal system of equations. Being \( T \) an \( n_{\text{tot}} \times n_{\text{tot}} \) tridiagonal matrix
represented as
\[
T = \begin{pmatrix}
a(1) & c(1) & \cdots & 0 \\
b(2) & a(2) & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & a(n_{tot}-1) & c(n_{tot}-1) \\
\end{pmatrix},
\]

we want to obtain the vector \( \Psi \) which is the solution of
\[
T\Psi = d,
\]
for a given vector \( d \). For that, we rewrite the matrix as
\[
T = T_0 + C,
\]
where \( T_0 \) is a block diagonal matrix consisting of \( n_{bl} \) tridiagonal blocks, and \( C \) is an \( n_{tot} \times n_{tot} \) tridiagonal matrix of rank \( 2n_{bl} \). We will assume for simplicity that the matrix is divided into blocks of equal size \( n_{tot}/n_{bl} \), even though blocks of different sizes can be chosen. The correction matrix \( C \) is given by the product
\[
C = U V^T,
\]

\[
T_0 = \begin{pmatrix}
\vdots & \vdots & \cdots & \cdots & \vdots \\
\vdots & a(J_w-1) & c(J_w-1) & \cdots & 0 \\
a(J_w+1) & \cdots & c(J_w+1) & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a(J_w+1) & \cdots & \cdots & a(J_w+1) & c(J_w+1) \\
0 & \cdots & b(J_w+2) & \cdots & \cdots \\
0 & \cdots & \cdots & b(J_w+2) & \cdots \\
\end{pmatrix},
\]

\[
0 = \begin{pmatrix}
0 \\
0 \\
0 \\
\end{pmatrix},
\]

\[
0 = \begin{pmatrix}
0 \\
0 \\
0 \\
\end{pmatrix},
\]

where \( U \) and \( V \) are \( n_{tot} \times n_{bl} \) matrices composed of a number \( n_{bl} \) of column vectors \( u_w \) and \( v_w \) of size \( n_{tot} \), each of which consists of, at most, two non-zero elements at the \( J_w \) and \( J_w+1 \) components. They can be represented as
\[
u_w = \begin{pmatrix}
\frac{u(J_w)}{u(J_w+1)} \\
\frac{u(J_w+1)}{0} \\
\ddots \\
\frac{v(J_w)}{v(J_w+1)} \\
\frac{v(J_w+1)}{0} \\
\end{pmatrix},
\]

The non-zero elements of these vectors can be defined as
\[
u(J_w) = -a(J_w), \quad u(J_w+1) = b(J_w+1),
\]
\[
u(J_w+1) = -c(J_w)/a(J_w).
\]

From these equations, we can see that the definition of the matrix \( V \) requires \( n_{bl} \) divisions.

The block diagonal matrix \( T_0 \) can be represented as:

The modified diagonal elements of this matrix (compared to the original matrix \( T \)), which are two elements near each joint line, are given by
\[
a'(J_w) = 2a(J_w), \quad a'(J_w+1) = a(J_w+1) - b(J_w+1)c(J_w)/a(J_w).
\]

Because the division involved in obtaining these elements is already performed for setting up \( V \) (see Eq. 13), it is only required to execute \( 2n_{bl} \) multiplications and \( n_{bl} \) additions for their definition.

Once these matrices have been defined, the inverse of \( T \) can be obtained from
\[
T^{-1} = T_0^{-1} - T_0^{-1}U \left( 1 + V^T T_0^{-1} U \right)^{-1} V^T T_0^{-1}.
\]

This formula is not used directly though. To get the solution vector \( \Psi \), we need to perform the intermediate steps we describe below.

First, we have to solve the system of equations (remember that \( U \) is a matrix)
\[
T_0Z = U,
\]
from which we get a matrix \( Z \) of size \( n_{tot} \times n_{bl} \), with \( 2n_{tot} \) non-zero elements. Here we have to solve the Thomas algorithm \( 2n_{bl} \)-times for pairs of tridiagonal blocks (see Eq. 13). Therefore, the total complexity of this step is \( 6n_{tot} \) divisions, and \( 8n_{tot} \) multiplications and additions.

Next, we have to solve the following system of equations for a newly defined vector \( y \)
\[
T_0 y = d.
\]
This implies solving the Thomas algorithm in each of the $n_{bl}$ blocks, with a total number of $3n_{tot}$ divisions, and $4n_{tot}$ multiplications and additions.

After this step, we have to construct the following matrix

$$W = \begin{pmatrix} 1 + V^T Z \end{pmatrix}.$$  \hspace{1cm} (18)

Here $W$ is an $n_{bl} \times n_{bl}$ tridiagonal matrix. It is possible to define this matrix by performing only $2n_{bl}$ multiplications and $3n_{bl}$ additions. With this matrix, we will solve the following system of equations to obtain an $n_{bl}$-size vector $r$

$$Wr = V^T y.$$  \hspace{1cm} (19)

Here we have to perform first $2n_{bl}$ multiplications and additions for obtaining the right-hand side, and then apply the Thomas algorithm which will imply executing $3n_{bl}$ divisions and $4n_{bl}$ multiplications and additions.

Finally, we get the solution from

$$\Psi = y - Zr,$$  \hspace{1cm} (20)

for which it is necessary to perform $n_{tot} \times n_{bl}$ multiplications and additions and additions to get the product $Zr$ and finally $n_{tot}$ additions.

We can see that the complexity of the method is mainly characterized by its $9n_{tot}$ divisions (the execution of which can be parallelized), and its $n_{tot} \times n_{bl}$ multiplications and additions.

When considering the iteration of the method, one way to implement it is to define a large number of blocks $n_{bl}$, which makes Eqs. (19) and (20) highly parallelizable. Later one could then again partition the matrix $W$ (Eq. (18), thus iterating the method in Eq. (19). We have to consider though that then, we have to perform a large number ($n_{tot} \times n_{bl}$) of multiplications and additions. Nevertheless, smarter implementations might be developed, which go beyond the scope of our work.

Acknowledgement

This research and publication were supported by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation), SFB 1477 "Light-Matter Interactions at Interfaces", project number 441234705.

References

[1] R. W. Hockney, J. ACM 12 (1) (1965) 95–113. doi:10.1145/321250.321259 [link]
[2] M. Kass, G. Miller, SIGGRAPH ’90, Association for Computing Machinery, New York, NY, USA, 1990, p. 49–57. doi:10.1145/97879.97884 [link]
[3] G. Onida, L. Reining, A. Rubio, Rev. Mod. Phys. 74 (2002) 691–659. doi:10.1103/RevModPhys.74.691 [link]
[4] M. Feit, J. Fleck, A. Steiger, Journal of Computational Physics 47 (3) (1982) 412–433. doi:https://doi.org/10.1016/0021-9991(82)90091-2 [link]
[5] J. Colgan, M. S. Findzala, F. J. Robicheaux, D. C. Griffin, M. Baetschty, Phys. Rev. A 65 (2002) 042721. doi:10.1103/PhysRevA.65.042721 [link]
[6] S. X. Hu, J. Colgan, L. A. Collins, Journal of Physics B: Atomic, Molecular and Optical Physics 38 (1) (2004) L35-L45. doi:10.1088/0953-4075/38/1/015 [link]
[7] B. I. Schneider, L. A. Collins, S. X. Hu, Phys. Rev. E 73 (2006) 036708. doi:10.1103/PhysRevE.73.036708 [link]
[8] E. A. McCullough, R. E. Wyatt, The Journal of Chemical Physics 54 (8) (1971) 3578–3591. doi:10.1063/1.1675384 [link]
[9] K. Burrage, Clarendon Press, Oxford, 1995.
[10] H. S. Stone, ACM Trans. Math. Softw. 1 (1975) 289–307. doi:10.1145/355656.355657 [link]
[11] G. Egecioglu, C. K. Koc, A. J. Laub, J. Comp. App.Math. 27 (1989) 95. doi:10.1016/0777-0427(89)90036-2 [link]
[12] J. J. Lambiotte, Jr., R. G. Voigt, ACM Trans. Math. Softw. 1 (1975) 308. doi:10.1145/355656.355658 [link]
[13] D. Heller, SIAM J. Num. Analysis 13 (4) (1976) 484. doi:10.1137/0113042 [link]
[14] S. L. Johnsson, SIAM Journal On Scientific And Statistical Computing 8 (3) (1987) 354. doi:10.1137/0908040 [link]
[15] Y. Zhang, J. Cohen, J. D. Owens, SIGPLAN Not. 45 (5) (2010) 127–136. doi:10.1109/1137013042 [link]
[16] A. Davidson, Y. Zhang, J. D. Owens, 2011, p. 956. doi:10.1109/IPPS.2011.92 [link]
[17] H. S. Kim, S. Wu, L. w. Chang, W. m. W. Hwu, 2011, p. 444. doi:10.1109/TCP.2011.41 [link]
[18] W. H. Press, S. A. Teukolsky, W. T. Vetterling, B. P. Flannery, Cambridge University Press, USA, 1992.
[19] J. Lamas-Rodriquez, F. Argiello, D. B. Heras, M. Bö, 2012, p. 87. doi:10.1109/ISPA.2012.20 [link]
[20] A. P. Diéguez, M. Amor, R. Doallo, 2015, p. 85. doi:10.1109/HIPC.2015.17 [link]
[21] A. P. Diéguez, M. Amor, J. Lobeiras, R. Doallo, IEEE Transactions on Computers 67 (1) (2018) 86–101. doi:10.1109/TC.2017.2728379 [link]
[22] X. Wang, Z. Z. Mou, 1991, pp. 810–817. doi:10.1109/SPDP.1991.218237 [link]
[23] W. Chang, W. W. Hwu, Springer, New York, 2014, Ch. 2, p. 29.
[24] P. Amadio, L. Brugnano, Linear Algebra and its Applications 172 (1992) 347.
[25] P. Amadio, L. Brugnano, T. Politi, SIAM J. Num. Analysis 30 (3) (1993) 813–839. doi:10.1137/0730041 [link]
[26] J. Cranck, P. Nicolson, The Proceedings of the Royal Society of London A 431 (1947) 50–67.
[27] J. Cranck, P. Nicolson, Advances in Computational Mathematics 6 (3-4) (1996) 207–226. doi:10.1007/BF02127704 [link]
[28] H. Muller, Laser Physics 9 (1) (1999) 138 – 148, cited by: 148. doi:http://dx.doi.org/10.1016/j.cpc.2005.11.001 [link]
[29] V. Mosert, D. Bauer, Comp. Phys. Comm. 207 (2016) 452. doi:10.1109/IPPS.2011.92 [link]
[30] V. Tulsky, D. Bauer, Comp. Phys. Comm. 207 (2016) 452. doi:10.1109/IPPS.2011.92 [link]
[35] L.-W. Chang, W. mei W. Hwu, Springer, New York, 2014, Ch. 2, p. 29.

[36] Nvidia Corporation (2017).

[37] K. Hoffman, R. A. Kunze, Linear Algebra, 2nd Edition, PRENTICE-HALL, INC, USA, 2004.