A MOUNTAIN-PASS THEOREM IN HYPERBOLIC SPACE AND ITS APPLICATION

JUNFU YAO

Abstract. We develop a min-max theory for certain complete minimal hypersurfaces in hyperbolic space. In particular, we show that given two strictly stable minimal hypersurfaces that are both asymptotic to the same ideal boundary, there is a new one trapped between the two. As an application, we show that under a low entropy condition, all the minimal hypersurfaces asymptotic to the same ideal boundary are isotopic.

1. Introduction

Let \( n \geq 2 \) and \( \mathbb{H}^{n+1} \) be the \((n + 1)\)-dimensional hyperbolic space. We recall the standard compactification \( \mathbb{H}^{n+1} = \mathbb{H}^{n+1} \cup (\mathbb{R}^n \times \{0\}) \cup \{\infty\} \) determined by the upper half space model. In this model, \( \partial_{\infty} \mathbb{H}^{n+1} = \mathbb{H}^{n+1} \setminus \mathbb{H}^{n+1} \) is called the ideal boundary. It is readily checked that \( \mathbb{H}^{n+1} \) and \( \partial_{\infty} \mathbb{H}^{n+1} \) are associated to a unique conformal structure.

A hypersurface in \( \mathbb{H}^{n+1} \), i.e., a properly embedded codimension-one submanifold, \( \Sigma \subset \mathbb{H}^{n+1} \), is called minimal if it is a critical point to the area functional

\[
\text{Vol}(\Sigma) = \int_{\Sigma} 1 \, d\mathcal{H}_\mathbb{H}^n,
\]

where \( \mathcal{H}_\mathbb{H}^n \) is the \( n \)-dimensional Hausdorff measure in hyperbolic space.

There are no closed minimal hypersurfaces in \( \mathbb{H}^{n+1} \). So, it is natural to consider minimal hypersurfaces that are asymptotic to a submanifold of the ideal boundary (See Section 2.1 for terminologies). The existence of area-minimizing minimal hypersurfaces with prescribed ideal boundary was proved by Anderson [And82]. Minimal surfaces in \( \mathbb{H}^3 \) with prescribed topological types were treated in [And83], [Gab97], [dOS98], [MW13] and [AM10]. Some uniqueness and non-uniqueness results were studied in [Cos06], [Cos11] and [HW15]. We also refer to the survey paper [Cos14] on this topic.

We say a minimal hypersurface, \( \Sigma \), is stable if for any compactly supported function \( g \in C^\infty_c(\Sigma) \) and the corresponding normal variation, \( \{\Sigma_s\} \), of \( \Sigma \) determined by \( g \), the second variation of the area functional,

\[
\frac{d^2}{ds^2} \bigg|_{s=0} \text{Vol}(\Sigma_s) = \int_{\Sigma} |\nabla_{\Sigma} g|^2 + (n - |A_{\Sigma}|^2) g^2 d\mathcal{H}_\mathbb{H}^n,
\]

is non-negative. Here, \( A_{\Sigma} \) is the second fundamental form of \( \Sigma \). A stable minimal hypersurface is called strictly stable if the second variation is positive unless \( g \equiv 0 \).

In the first part of the present paper, we prove a mountain pass theorem in hyperbolic space. Specifically, we prove that given two strictly stable minimal hypersurfaces that have the same asymptotic boundary and bound a domain, there is a third minimal hypersurface between the two. See Section 2 for the terminologies.

**Theorem 1.1.** Let \( n \geq 2 \), \( \alpha \in (0, 1) \) and \( k \geq 4 \) and let \( M \) be a \( C^{k,\alpha} \) \((n - 1)\)-dimensional closed submanifold of \( \partial_{\infty} \mathbb{H}^{n+1} \). Suppose \( \Gamma_- \) and \( \Gamma_+ \) are two distinct strictly stable minimal hypersurfaces in \( \mathbb{H}^{n+1} \) that are both \( C^{k,\alpha} \)-asymptotic to \( M \) and \( \Gamma_- \preceq \Gamma_+ \). Then, there is a minimal hypersurface \( \Gamma_0 \neq \Gamma_{\pm} \) that has codimension-7 singular set and is \( C^{k,\alpha} \)-asymptotic to \( M \).

**Remark 1.2.** Since we need the knowledge of uniformly degenerate operators from [AM10] (see also [Maz91]), \( k \geq 4 \) is to ensure the operator that we shall consider to be at least \( C^{2,\alpha} \), so that the theory there can apply.
To prove Theorem 1.1, we develop a min-max theory in hyperbolic spaces. Our approach is based on De Lellis-Tasnady’s [LT13] (see also [CL03] and [DLR18]) reformulation of the works of Almgren-Pitts [Pit14] and Simon-Smith [Smi83]. However, as the volume of any hypersurface with nonempty asymptotic boundary is infinite, we follow [BW] and work on a certain relative functional. Another point in Theorem 1.1 is the asymptotic regularity of the minimal hypersurface produced by the min-max procedure. The asymptotic regularity of area-minimizing currents has been studied in [HL87], [Lin89b], [Lin89a] and [Ton96]. We follow the idea of Hardt-Lin [HL10] to establish the regularity result in our setting.

The second part is devoted to give a proof to the conjecture proposed by Bernstein [Ber21, Conjecture 1.6]. In their paper, the author introduced the following notion of hyperbolic entropy for any hypersurface \( \Sigma \) in \( \mathbb{H}^{n+1} \):

\[
\lambda_{\mathbb{H}}[\Sigma] = \sup_{p_0 \in \mathbb{H}^{n+1}, \tau > 0} \int_{\Sigma} \Phi_{n,p_0}^0(-\tau, p) dH^n_\mathbb{H}(p),
\]

where \( \Phi_{n,p_0}^0(-\tau, p) = K_n(\tau, \text{dist}_{\mathbb{H}^{n+1}}(p, p_0)) \), and \( K_n(t, \rho) \) is a positive function on \( \mathbb{R}_+ \times \mathbb{R}_+ \) so that the function \( H_n(q, t; q_0, t_0) = K_n(t - t_0, \text{dist}_{\mathbb{H}^{n+1}}(q, q_0)) \) is the heat kernel of \( \mathbb{H}^n \) with singularity at \( q = q_0 \) and at time \( t = t_0 \). That is, for any \( q_0 \in \mathbb{H}^n \), we have

\[
\left\{
\begin{array}{l}
(\frac{\partial}{\partial t} - \Delta_{\mathbb{H}^n}) H_n(q, t; q_0, t_0) = 0, \quad t > t_0 \\
\lim_{t \to t_0^+} H_n(q, t; q_0, t_0) = \delta_{q_0}.
\end{array}
\right.
\tag{1.1}
\]

In [LY82], the conformal volume of an \((n - 1)\)-dimensional submanifold \( M \subset \partial_\infty \mathbb{H}^{n+1} \) is defined by

\[
\lambda_c[M] = \sup_{\psi \in \text{Mob}(\partial_\infty \mathbb{H}^{n+1})} \text{vol}(\psi(M)),
\]

where \( \text{Mob}(\partial_\infty \mathbb{H}^{n+1}) \) is the group of Möbius transformations on \( \partial_\infty \mathbb{H}^{n+1} \). From the knowledge of [Bry88], we see that \( \lambda_c[M] < \infty \) for any \((n - 1)\)-dimensional \( C^2 \) submanifold \( M \subset \partial_\infty \mathbb{H}^{n+1} \). Bernstein [Ber21] (see also [Ng01]) proved an isoperimetric inequality in dimension 3 relating the conformal volume and the renormalized area studied in [AM10] (see also [RW99]).

For a complete minimal hypersurface \( \Sigma \) in \( \mathbb{H}^{n+1} \) with \( C^1 \)-asymptotic boundary \( M \), Bernstein [Ber21] proved that \( \lambda_c[M] = \text{vol}(S^{n-1})\lambda_{\mathbb{H}}[\Sigma] \). They also conjectured that if \( \gamma \subset \partial_\infty \mathbb{H}^3 \) is a closed curve with \( \lambda_c[\gamma] \leq 2\pi \lambda[S^1] \times \mathbb{R}^1 \), where \( \lambda[\cdot] \) is the Colding-Minicozzi entropy defined in [CM12], then all the minimal surfaces with \( C^1 \)-asymptotic boundary \( \gamma \) are isotopic to each other. We prove that when \( 2 \leq n \leq 6 \), this conjecture holds in the following sense:

**Theorem 1.3.** Let \( 2 \leq n \leq 6 \) and \( n \neq 3 \). Let \( \alpha \in (0, 1) \) and \( k \geq 4 \). Fix an \((n - 1)\)-dimensional \( C^{k+1, \alpha} \) closed submanifold \( M \) in \( \partial_\infty \mathbb{H}^{n+1} \). Assume that \( \lambda_c[M] < \text{Vol}(S^{n-1})\lambda[S^{n-1} \times \mathbb{R}^1] \). Then, all the minimal hypersurfaces with \( C^{k+1, \alpha} \)-asymptotic boundary \( M \) are \( C^{m, \alpha} \) isotopic to each other, where \( m = \min\{k, n\} \).

**Remark 1.4.** The reason we require \( n \neq 3 \) is that, as pointed out in [Ton96], when \( n = 3 \), the regularity we require \( (k \geq 4) \) is greater than what can be ensured for a general ideal boundary, so the result may not hold in many cases of interest.

**Remark 1.5.** The reason we can not have \( C^{k, \alpha} \) isotopies when \( k > n \) is that the functions considered in the theory of uniformly degenerate operators introduced in [AM10] do not have good decay for high order derivatives when approaching the ideal boundary, and this prevents the isotopy from being as smooth as its initial data.

Roughly speaking, we say \( \Gamma_1 \) is \( C^{m, \alpha} \) isotopic to \( \Gamma_2 \) if \( \Gamma_1 \) can be continuously deformed into \( \Gamma_2 \) in the \( C^{m, \alpha} \) topology of hypersurfaces in \( \mathbb{H}^{n+1} \). See Section 2.1 for the precise definition.

The proof of Theorem 1.3 is inspired by the work of Bernstein-Wang [BW19b] (see also [BW19] and [BCW]) on constructing isotopies between self-expanders, which builds on a careful study of
self-expanders in their previous works: [BW21], [BW19a], [BW18], [BW22], [BW]. We establish the corresponding results that will be used in the setting of minimal hypersurfaces in hyperbolic space. An important observation in [BW19b] is that, under the low entropy condition, if we perturb an unstable minimal hypersurface by the first eigenfunction of the stability operator, it can be deformed to a stable minimal hypersurface.

Combining Theorem [1.3] with the result of the existence of minimal disks [And83, Theorem 4.1] (see also [Gab97]), we have

**Corollary 1.6.** Let $\gamma \subset \partial_\infty \mathbb{H}^3$ be a disjoint union of smooth curves. If $\lambda_c(\gamma) < 2\pi \lambda|S^1|$, then any minimal surface $\Sigma$ with $\partial_\infty \Sigma = \gamma$ is a collection of disks.

**Proof.** Let $\gamma_1, \gamma_2, ..., \gamma_m$ be the connected components of $\gamma$. We solve the asymptotic Plateau problem independently for each $\gamma_j$, $1 \leq j \leq m$. By [And83, Theorem 4.1], we get a collection of minimal disks $\{\Sigma_j\}_{j=1}^m$ with $\Sigma_j$ asymptotic to $\gamma_j$. We claim that $\Sigma_i$ and $\Sigma_j$ are disjoint if $i \neq j$. Otherwise, at any point of the intersection $\Sigma_i \cap \Sigma_j$, the density is at least 2. On the other hand, if we let $\Sigma = \bigcup_{j=1}^m \Sigma_j$, then by [Ber21, Theorem 1.1] $\lambda_\Sigma[\Sigma] = \frac{1}{2\pi} \lambda_c(\gamma) < \lambda|S^1| < 2$. This implies the density at any point of $\Sigma$ is less than 2, which leads to a contradiction. Hence, $\Sigma_j \cap \Sigma_i = \emptyset$ when $i \neq j$, and $\Sigma$ is thus a smooth surface. By [1.3] any minimal surface $\Sigma'$ with $\partial_\infty \Sigma' = \gamma$ is isotopic to $\Sigma$. This implies $\Sigma'$ is also a collection of topological disks.

The significance of this result is that under the low entropy condition, one can solve the corresponding asymptotic Plateau problem for disks.

The renormalized area of a surface $\Sigma$, $A(\Sigma)$, is introduced in [RW99]. For any boundary defining function $r$, if we write $\mathcal{H}_3(\Sigma \cap \{r \geq \epsilon\})$ as an expansion in $\epsilon$ as $\epsilon \to 0$, then the renormalized area is the constant term in the expansion. Another corollary of Theorem [1.3] is the following result which is conjectured in [Ber22]:

**Corollary 1.7.** Suppose $\Sigma$ and $\Sigma'$ are two minimal surfaces in $\mathbb{H}^3$ with smooth asymptotic boundaries. If $\partial_\infty \Sigma = \partial_\infty \Sigma'$ and $\Sigma'$ is not a disk, then

$$-3\pi > -\frac{(2\pi)^{3/2}}{\sqrt{\epsilon}} = -2\pi \lambda|S^1| > A(\Sigma).$$

In [AM10], Alexakis-Mazzeo showed that the renormalized area, $A(\Sigma)$, is equal to negative one half of the Willmore energy of the double of $\Sigma$ (defined in a proper sense). From the resolution of the Willmore conjecture by Marques-Neves [MNL17], we see that $-2\pi \lambda|S^1| > -\pi^2 \geq A(\Sigma')$. So, as pointed out in [Ber22], the significance of Corollary [1.7] is that one can use the boundary geometry to bound the renormalized area of a minimal surface of unspecified topological type.

The paper is organized as follows: In Section 2, we fix the notations for the remainder of the paper and recall some results that will be used later on. In Section 3, we discuss the function space $\mathcal{F}_r$, and introduce a general notion of relative entropy for any element in $\mathcal{F}_r(\Lambda)$, which consists of the limit of $\partial^* U$ with relative entropy bounded by $\Lambda$ in $\mathcal{F}_r$. In Section 4, we discuss a class of non-compactly supported vector fields. In Section 5, we discuss the notion of minimizing to the first order with respect to the flows generated by the vector fields introduced in Section 4. In Section 6, we develop a min-max theory in hyperbolic space and prove Theorem [1.1]. In Section 7, we discuss some useful properties for hypersurfaces in $\mathbb{H}^{n+1}$ that will be used in the proof of Theorem [1.3]. In Section 8, we show that under the low entropy condition, any unstable minimal hypersurface is isotopic to a stable one. In Section 9, we first apply Theorem [1.1] to show that Theorem [1.3] holds for a generic class of submanifold $M$, and complete of the proof for a general $M$ by perturbing $M$ to a generic submanifold $M'$ and constructing isotopy between minimal hypersurfaces asymptotic to $M$ and minimal hypersurfaces asymptotic to $M'$. Section 8 and 9 are carried out in a similar scheme as in [BW19b].
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2. Background and Notation

In this section, we fix the notations for the remainder of the paper and recall some background knowledge.

2.1. Basic notions. We will always consider the Poincaré half-space model for $\mathbb{H}^{n+1}$. That is, the open upper half-space

$$\mathbb{R}^{n+1}_+ = \{(x, y) \in \mathbb{R}^n \times \mathbb{R} : y > 0\},$$
equipped with the metric

$$g_P = \frac{1}{y^2}(dx \otimes dx + dy \otimes dy) = \frac{1}{y^2}g_{\mathbb{R}^{n+1}}.$$

As mentioned in Section 1, $\partial_\infty \mathbb{H}^{n+1}$ is identified with $\mathbb{R}^n \times \{0\} \cup \{\infty\}$. For any point $p_0 \in \mathbb{H}^{n+1}$, there is an isometry $i : \mathbb{H}^{n+1} \to \mathbb{R}^{n+1}_+$ satisfying $i(p_0) = (0, 1)$ and $i^*g_P = g_{\mathbb{H}^{n+1}}$. Such isometries correspond to the Möbius transformations of $\mathbb{S}^n = \partial_\infty \mathbb{H}^{n+1}$. Let $M$ be as stated in Theorem 1.1.

By a suitable transformation, we will always assume that $M$ is contained in $\mathbb{R}^n \times \{0\} \subset \partial_\infty \mathbb{H}^{n+1}$.

A boundary defining function $r$ on $\mathbb{H}^{n+1}$ is a function such that the metric $r^2g_{\mathbb{H}^{n+1}}$ extends smoothly to $\mathbb{H}^{n+1}$. Fix an arbitrary boundary defining function $r$ over $\mathbb{H}^{n+1}$. Let $M$ be an $(n-1)$-dimensional embedded (sufficiently smooth) submanifold in $\partial_\infty \mathbb{H}^{n+1}$. A complete embedded hypersurface $\Sigma \subset \mathbb{H}^{n+1}$ is called $C^{k,\alpha}$-asymptotic to $M$, if $\Sigma \cup M$ (denoted by $\Sigma$) is a $C^{k,\alpha}$ hypersurface in $\mathbb{H}^{n+1}$ equipped with the metric $r^2g_P$. $M$ is called the ideal boundary of $\Sigma$ and is denoted by $\partial_\infty \Sigma$. Note that the $C^{k,\alpha}$-asymptotic boundary, $M$, is independent of the choices of boundary defining functions.

Fix a normal vector to $M$ in $\partial_\infty \mathbb{H}^{n+1}$. For any $C^1$-asymptotic hypersurface $\Gamma$ with $\partial_\infty \Gamma = M$, we fix a normal vector of $\Gamma$ to be compatible with that of $M$. Let $U_T$ be the open set in $\mathbb{H}^{n+1}$ with $\partial U_T = \Gamma$, whose outward normal equals that of $\Gamma$. For two hypersurfaces $\Gamma_1$ and $\Gamma_2$ with $\partial_\infty \Gamma_1 = \partial_\infty \Gamma_2 = M$, we shall write $\Gamma_1 \preceq \Gamma_2$ if $U_{\Gamma_1} \subset U_{\Gamma_2}$.

Let $k \geq 1$, $\alpha \in (0, 1)$ and let $\Gamma_1$, $\Gamma_2$ be two hypersurfaces in $\mathbb{H}^{n+1}$ that have $C^{k,\alpha}$-asymptotic boundaries in $\partial_\infty \mathbb{H}^{n+1}$. Then, $\Gamma_1$ and $\Gamma_2$ are called $C^{k,\alpha}$ isotopic if there is an $F$ mapping from $[0, 1] \to$ the set of $C^{k,\alpha}$-asymptotic boundaries with $C^{k,\alpha}$-asymptotic boundaries, so that as $t \to t_0$, $F(t)$ converges to $F(t_0)$ as hypersurfaces in the $C^{k,\alpha}$ topology of $(\mathbb{H}^{n+1}, r^2g_{\mathbb{H}^{n+1}})$, where $r$ is an arbitrary boundary defining function. It can be checked that the notion of isotopy does not rely on the choice of boundary defining functions.

2.2. Conventions. We follow the convention in [Yao] that the notations with a bar on the top are understood in $(\mathbb{R}^{n+1}_+, g_{\mathbb{R}^{n+1}_+})$, and those without a bar are understood in the topology of $\mathbb{H}^{n+1}$.

For example, for a hypersurface $\Sigma$, $g_{\Sigma}$ (resp. $g_{\overline{\Sigma}}$) is the Riemannian metric induced from $g_P$ (resp. $g_{\mathbb{R}^{n+1}}$); $\text{div}_{\Sigma}$ (resp. $\text{div}_{\overline{\Sigma}}$) is referred to the divergence taken with respect to $g_{\Sigma}$ (resp. $g_{\overline{\Sigma}}$). To avoid confusions, $\overline{\Sigma}$ is referred to the topological closure of a set $S$ in $\mathbb{R}^{n+1}_+$, and the closure taken in $\mathbb{H}^{n+1}$ is denoted by $\text{cl}(S)$. Also, we denote by $\mathcal{H}^n$ the $n$-dimensional Hausdorff measure in Euclidean space, and let $\mathcal{H}^n_{\mathbb{H}^{n+1}}$ be the Hausdorff measure in $\mathbb{H}^{n+1}$.

2.3. Relative entropy in hyperbolic space. Let $\Gamma_- \preceq \Gamma_+$ be two strictly stable minimal hypersurfaces in $\partial_\infty \mathbb{H}^{n+1}$ that are both $C^{k,\alpha}$-asymptotic to $M$. A bounded open set $\Omega' \subset \mathbb{R}^{n+1}_+$ is called a thin neighborhood of $\Gamma_-$ if there are constants $C, \epsilon > 0$, so that

$$\Omega' \cap \{y = r\} \subset \mathcal{N}_{C,r^{n+1}}(\Sigma)$$

holds for $r \in (0, \epsilon)$. Here, $\mathcal{N}_\delta(\Sigma)$ is the $\delta$-tubular neighborhood taken in the Euclidean topology. In [Yao], we proved that $\Gamma_+$ is a thin neighborhood of $\Gamma_-$ if $M$ is $C^3$. So, we can choose a thin neighborhood, $\Omega'$, of $\Gamma_-$ which contains $\Gamma_+$. We can further require that $\Omega'$ is enclosed by two hypersurfaces $\Gamma'_-$ and $\Gamma'_+$ (which will be chosen in Proposition 1.1) with $\Gamma'_- \preceq \Gamma_- \preceq \Gamma_+ \preceq \Gamma'_+$. 
Define $C(\Gamma^+_-)$ to be the set of all Caccioppoli sets $U$ with $U^- \subset U \subset U^+$. For any function $\psi = \psi(p, v)$ over $\overline{\Omega} \times \mathbb{S}^n$, let

$$E_{rel}[\partial^* U, \Gamma^-; \psi] := \lim_{\varepsilon \to 0} \left( \int_{\partial^* U \cap \{y \geq \varepsilon\}} \psi(p, \mathbf{n} \partial^* U(p)) d\mathcal{H}^n_{\mathbb{R}^{n+1}} - \int_{\Gamma^- \cap \{y \geq \varepsilon\}} \psi(p, \mathbf{n} \Gamma^- (p)) d\mathcal{H}^n_{\mathbb{R}^{n+1}} \right),$$

whenever the limit exists. Since the thin neighborhood $\Omega'$ is bounded in $\mathbb{R}^{n+1}$, we can pick a boundary defining function $r_1$ satisfying $r_1(x, y) = y$ in a compact subset of $\mathbb{R}^{n+1}$ containing $\Omega'$. So, when restricted to $\Omega'$, $y \to 0$ simply means approaching the ideal boundary. Observe that the limit (2.1) always exists when $\lim(\psi) \subset \{y > 0\} \times \mathbb{S}^n$.

Let $\mathcal{X}$ be the set of locally Lipschitz functions on $\overline{\Omega} \times \mathbb{S}^n$ satisfying $\psi(p, v) = \psi(p, -v)$ and

$$\|\psi\|_{\infty} + \|\nabla_{\mathbb{S}^n} \psi\|_{\infty} + \|\nabla_{\mathbb{S}^n} \nabla_{\mathbb{S}^n} \psi\|_{\infty} + \|y(p) \nabla_{\mathbb{R}^{n+1}} \psi\|_{\infty} + \|y(p) \nabla_{\mathbb{R}^{n+1}} \nabla_{\mathbb{S}^n} \psi\|_{\infty} < \infty,$$

It is easy to check that $\mathcal{X}$ equipped with the norm (2.2) is a Banach space and is algebra.

Define a family of smooth cut-off functions $\{\phi_{y_1, \delta}\}_{y_1, \delta}$ such that $\phi_{y_1, \delta}$ only depends on $y = y(p)$. We require that $\phi_{y_1, \delta}$ equals 1 in $\{y \geq y_1\}$ and vanishes in $\{y \leq y_1 - \delta\}$. We can further assume that $\phi\phi_{y_1, \delta} \leq C_k$, where $C_k$ is independent of $y_1$ and $\delta$. Let $\phi_{y_1, y_2, \delta} = \phi_{y_1, \delta} - \phi_{y_2 + \delta, \delta}$. From the definition of $\Omega'$, we see that $\phi_{y_1, \delta}$ and $\phi_{y_1, y_2, \delta}$ are compactly supported when restricted to $\overline{\Omega}$. We recall the following result from [Yao] (see [Yao] Theorem 3.1, Theorem 4.1):

**Proposition 2.1.** Let $U \in C(\Gamma^+_-)$. There are constants $C = C(\Gamma^+_-)$, $\epsilon = \epsilon(\Gamma^+_-)$, and $E_0 = E_0(\Gamma^+_-) > 0$, so that for $(y_1, y_2, \delta)$ satisfying $0 < \frac{y_1}{2} < y_1 - \delta < y_1 < y_2 - \delta$ and $y_2 + \delta < 2y_2 < \epsilon$,

$$E_{rel}[\partial^* U, \Gamma^-; \phi_{y_1, \delta}] \geq E_{rel}[\partial^* U, \Gamma^-; \phi_{y_2, \delta}] - C y_2 \geq -E_0.$$

This implies $E_{rel}[\partial^* U, \Gamma^-] = E_{rel}[\partial^* U, \Gamma^-; 1] \in (-\infty, \infty]$ is well defined. Furthermore, for any $\psi \in \mathcal{X}$,

$$|E_{rel}[\partial^* U, \Gamma^-; \phi_{y_1, y_2, \delta}]| \leq C(|E_{rel}[\partial^* U, \Gamma^-; \phi_{y_1, y_2, \delta}] + y_2|) \|\psi\|_{\mathcal{X}}.$$

If $E_{rel}[\partial^* U, \Gamma^-] < \infty$, then

$$|E_{rel}[\partial^* U, \Gamma^-; \psi]| \leq C(|E_{rel}[\partial^* U, \Gamma^-] + 1)\|\psi\|_{\mathcal{X}}.$$

2.4. **Banach manifold structure for minimal hypersurfaces.** We shall also use certain results from [AM10]. Let $\Lambda^{k,\alpha}_0(\Gamma_-)$ be the Hölder space on $\Gamma_-$, where the derivatives and difference quotients are measured with respect to $y\partial_y$ and $y\partial_x$. Here, $(x, y)$ is the local chart for $\Gamma_-$ near the ideal boundary such that $y$ is the $(n + 1)$-th coordinate in $\mathbb{R}^{n+1}$ and $x$ restricts to coordinates along $M$. For any $\mu$, let $y^\mu \Lambda^{k,\alpha}_0 := \{f : \frac{\partial f}{\partial y} \in \Lambda^{k,\alpha}_0\}$. By [AM10] (see also [Maz91]), the stability operator over $\Gamma_-$:

$$L_{\Gamma_-} := \Delta + |\Lambda_{\Gamma_-}|^2 - n : y^\mu \Lambda_0^{k+2,\alpha} \to y^\mu \Lambda_0^{k,\alpha}$$

is Fredholm of index zero for any $\mu \in (-1, n)$. Moreover, the kernel of $L_{\Gamma_-}$ is contained in $y^n \Lambda^{k,\alpha}_0$ for any such $\mu$. $\Gamma_-$ is called non-degenerate if $\text{Ker}(L_{\Gamma_-})$ is trivial. We record the following results of the Banach manifold structure for minimal surfaces in $\mathbb{H}^3$.

**Proposition 2.2** (Theorem 4.1 of [AM10]). Let $\mathcal{M}_g$ be the set of all minimal surfaces of genus $g$ in $\mathbb{H}^3$ that are $C^{3,\alpha}$-asymptotic to the ideal boundary. Then, $\mathcal{M}_g$ is a Banach manifold.

**Proposition 2.3** (Theorem 4.2 of [AM10]). Let $\mathcal{E}$ be the set of all $C^{3,\alpha}$ embedded curves in $\partial_\infty \mathbb{H}^3$. Let $\Pi : \mathcal{M}_g \to \mathcal{E}$ be the map assigning each minimal surface $\Gamma \in \mathcal{M}_g$ to its asymptotic boundary $\partial_\infty \Gamma \in \mathcal{E}$. Then, $\Pi$ is Fredholm of index 0.

In fact, Alexakis-Mazzeo’s results can be easily generalized to higher dimensions. We will illustrate this with more details in the proof of Proposition 4.1 and in Section 9.
3. Relative Entropy

Notice that for any \( \psi \in \mathcal{X} \), since \( \psi(p, v) = \psi(p, -v) \), it can be viewed naturally as a function over the Grassman \( n \)-plane bundle of \( \Omega' \). However, the function space \( \mathcal{X} \) requires its elements be locally Lipschitz. So, if we add suitable functions to \( \mathcal{X} \) by letting

\[
\mathcal{Y}' = \{ \psi + \phi : \psi \in \mathcal{X}, \phi \in C^0(\text{cl}(\Omega') \times \mathbb{S}^n), \|y^{-n}\phi\|_\infty < \infty \},
\]

then \( C^0_\text{c}(\text{cl}(\Omega') \times \mathbb{S}^n) \) (the space of compactly supported continuous function in \( \text{cl}(\Omega') \times \mathbb{S}^n \)) is contained in \( \mathcal{Y}' \). The advantage is that the functionals on \( \mathcal{Y}' \) can be naturally viewed as \( n \)-varifolds over \( \text{cl}(\Omega') \). \( \mathcal{Y}' \) is a Banach space equipped with the following norm:

\[
\|f\|_{\mathcal{Y}'} := \inf\{\|\psi\|_\mathcal{X} + \|y^{-n}\varphi\|_\infty : f = \psi + \varphi \}.
\]

The following proposition shows that the estimates in Proposition 2.1 still holds for weights in \( \mathcal{Y}' \). In particular, we show that for any \( U \in C(\Gamma'_-, \Gamma'_+) \) with \( E_{\text{rel}}[\partial^* U, \Gamma_-] < \infty \), \( E_{\text{rel}}[\partial^* U, \Gamma_-; \cdot] \) is a bounded linear functional on \( \mathcal{Y}' \).

**Proposition 3.1.** Let \( U \in C(\Gamma'_-, \Gamma'_+) \). The estimate (2.4) holds for weights in \( \mathcal{Y}' \). Moreover, if \( E_{\text{rel}}[\partial^* U, \Gamma_-] < \infty \), then there is a constant \( C = C(\Gamma_-, \Gamma'_-) \), so that for any \( f \in \mathcal{Y}' \),

\[
|E_{\text{rel}}[\partial^* U, \Gamma_-; f]| \leq C(1 + |E_{\text{rel}}[\partial^* U, \Gamma_-]|) \|f\|_{\mathcal{Y}'}.
\]

**Proof.** For \( f \in \mathcal{Y}' \), we write \( f = \psi + \varphi \) with \( \psi \in \mathcal{X} \) and \( \|y^{-n}\varphi\|_\infty < \infty \). Then,

\[
\int_{\partial^* U} \phi_{y_1, y_2, \delta} \psi(p, \pi_{\partial^* U}(p))dH^n_{\mathbb{H}} - \int_{\Gamma_-} \phi_{y_1, y_2, \delta} \psi(p, \pi_{\partial^* U}(p))dH^n_{\mathbb{H}}
\]

\[
\leq \|y^{-n}\varphi\|_\infty \cdot \max\left\{ \int_{\partial^* U} y^n \phi_{y_1, y_2, \delta} dH^n_{\mathbb{H}}, \int_{\Gamma_-} y^n \phi_{y_1, y_2, \delta} dH^n_{\mathbb{H}} \right\}
\]

\[
\leq \|y^{-n}\varphi\|_\infty \cdot \left( E_{\text{rel}}[\partial^* U, \Gamma_-; y^n \phi_{y_1, y_2, \delta}] + 2 \int_{\Gamma_-} y^n \phi_{y_1, y_2, \delta} dH^n_{\mathbb{H}} \right).
\]

Since \( y^n dH^n_{\mathbb{H}} = dH^n \) and \( \Gamma_- \) is \( C^1 \)-asymptotic to \( M \), we have

\[
\int_{\Gamma_-} y^n \phi_{y_1, y_2, \delta} dH^n_{\mathbb{H}} + 1 \leq H^n(\Gamma_- \cap \{ y \leq 2y_2 \}) = O(y_2).
\]

By (2.4), \( |E_{\text{rel}}[\partial^* U, \Gamma_-; y^n \phi_{y_1, y_2, \delta}]| \leq C(|E_{\text{rel}}[\partial^* U, \Gamma_-; \phi_{y_1, y_2, \delta}]| + y_2) \). Combining these facts and letting \( \delta \to 0 \), we get

\[
|E_{\text{rel}}[\partial^* U, \Gamma_-; \varphi x_{y_1, y_2, \delta}]| \leq C\|y^{-n}\varphi\|_\infty (|E_{\text{rel}}[\partial^* U, \Gamma_-; \varphi x_{y_1, y_2, \delta}]| + O(y_2)).
\]

Now, we assume \( E_{\text{rel}}[\partial^* U, \Gamma_-] < \infty \). By Cauchy’s criterion, \( \lim_{\epsilon \to 0} E_{\text{rel}}[\partial^* U, \Gamma_-; \varphi x_{y_1 y_2}] \) exists and is a real number. Similarly, if we replace \( \phi_{y_1, y_2, \delta} \) by another cut-off function \( \phi_{y_1, \delta} \) in (3.2), then

\[
|E_{\text{rel}}[\partial^* U, \Gamma_-; \varphi \phi_{y_1, \delta}]| \leq C\|y^{-n}\varphi\|_\infty (|E_{\text{rel}}[\partial^* U, \Gamma_-; \phi_{y_1, \delta}]| + 1).
\]

Letting \( \delta \to 0, y_1 \to 0^+ \) and using (2.3) for \( \psi = f - \varphi \in \mathcal{X} \),

\[
|E_{\text{rel}}[\partial^* U, \Gamma_-; f]| = |E_{\text{rel}}[\partial^* U, \Gamma_-; \psi]| + |E_{\text{rel}}[\partial^* U, \Gamma_-; \varphi]|
\]

\[
\leq C\|\psi\|_\mathcal{X} (|E_{\text{rel}}[\partial^* U, \Gamma_-]| + 1) + C\|y^{-n}\varphi\|_\infty (|E_{\text{rel}}[\partial^* U, \Gamma_-]| + 1)
\]

\[
\leq C(1 + |E_{\text{rel}}[\partial^* U, \Gamma_-]|) (\|\psi\|_\mathcal{X} + \|y^{-n}\varphi\|_\infty).
\]

Taking the infimum over all such decompositions for \( f \), we get the desired estimate.

Notice that in general, \( \mathcal{Y}' \) is not separable. So, for technical reason, we will restrict ourselves to a separable subspace of \( \mathcal{Y}' \). Let \( \pi \) be the projection of \( \text{cl}(\Omega') \times \mathbb{S}^n \) onto \( \mathbb{S}^n \). Let \( \mathcal{Y}_0 := \{ f + \pi^* g : f \in C^0_\text{c}(\text{cl}(\Omega') \times \mathbb{S}^n), g \in C^2(\mathbb{S}^n), g(v) = g(-v) \} \), and \( \mathcal{Y} \) be the closure of \( \mathcal{Y}_0 \) in \( \mathcal{Y}' \)-norm. When it is clear from the context, we also use \( g \) to represent \( \pi^* g \). It is easy to see that \( \mathcal{Y} \) is an algebra.

---

3 See [BSSS] Chapter 3, Theorem 1.3 for a proof.
Proposition 3.2. The function space $\mathcal{Y}$ is a separable Banach space endowed with $\mathcal{Y}'$-norm (will be denoted by $\mathcal{Y}$-norm hereafter). Moreover, \{ $f + \pi g : f \in C_c^\infty(\text{cl}(\Omega') \times \mathbb{S}^n)$, $g \in C^\infty(\mathbb{S}^n)$, $g(\mathbf{v}) = g(-\mathbf{v})$ \} is dense in $\mathcal{Y}$.

Proof. It is a standard exercise to check $\mathcal{Y}$ is a Banach space. Observe that
\[
C_c^0(\text{cl}(\Omega') \times \mathbb{S}^n) = \bigcup_{i=1}^{\infty} C_c^0(\text{cl}(\Omega' \cap \{ y \geq \frac{1}{i} \}) \times \mathbb{S}^n).
\]
The Stone-Weierstrass theorem implies that each $C_c^0(\text{cl}(\Omega' \cap \{ y \geq \frac{1}{i} \}) \times \mathbb{S}^n)$ is separable in $C^0$-norm, and that $C_c^\infty(\text{cl}(\Omega' \cap \{ y \geq \frac{1}{i} \}) \times \mathbb{S}^n)$ is dense in it. On the other hand, for any $f \in C_c^0(\text{cl}(\Omega' \cap \{ y \geq \frac{1}{i} \}) \times \mathbb{S}^n)$,
\[
\|f\|_{\mathcal{Y}} = \|f\|_\infty \leq i \|f\|_\infty \leq i^n \|f\|_\infty.
\]
As a result, $C_c^0(\text{cl}(\Omega') \times \mathbb{S}^n)$ is separable in $\mathcal{Y}$-norm.

Using a mollifier function, it is easy to check that \{ $g \in C^\infty(\mathbb{S}^n)$ : $g(\mathbf{v}) = g(-\mathbf{v})$ \} is dense (in $C^2$-norm) in \{ $g \in C^2(\mathbb{S}^n)$ : $g(\mathbf{v}) = g(-\mathbf{v})$ \}. Finally, we show that $C^2(\mathbb{S}^n)$ is separable in $C^2$-norm (which is the same as $\mathcal{X}$-norm). For every $g \in C^2(\mathbb{S}^n)$, let $\tilde{g}(\mathbf{x}) = g(\mathbf{x}/|\mathbf{x}|)$ be a $C^2_{\text{loc}}$ function in $\mathbb{R}^{n+1}\setminus\{0\}$ (see, e.g., [Tre06, Chapter 15-6, Corollary 2] for a proof). Since polynomials are separable in $C^2(\mathbb{S}^n)$, this implies $C^2(\mathbb{S}^n)$ is dense.

Let $\mathcal{Y}^*$ be the dual space of $\mathcal{Y}$ and $C(\Gamma'_-, \Gamma'_+; \Lambda)$ be the set of $U \in C(\Gamma'_-, \Gamma'_+)$ with $E_{\text{rel}}[\partial^*U, \Gamma_-] \leq \Lambda$. Then, Proposition 3.1 implies $C(\Gamma'_-, \Gamma'_+; \Lambda) \subset \mathcal{Y}^*$ for any $\Lambda$. Denote the weak*-closure of $C(\Gamma'_-, \Gamma'_+; \Lambda)$ by $\mathcal{Y}_{\text{rel}}^*(\Lambda)$. Since $C_c^0(\text{cl}(\Omega') \times \mathbb{S}^n) \subset \mathcal{Y}$, it follows from the Riesz representation theorem that every $V$ in $\mathcal{Y}_{\text{rel}}^*(\Lambda)$ is a Radon measure over $\text{cl}(\Omega') \times \mathbb{S}^n$. The dominated convergence theorem then implies that
\[
V[\{y \geq \epsilon\}] = V[\{(x,y,\mathbf{v}) \in \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{S}^n : y \geq \epsilon\}] = \lim_{\delta \to 0^+} V[\phi_{\epsilon,\delta}]
\]
is well defined, where $\phi_{\epsilon,\delta}$ is the cut-off function defined in the paragraph before Proposition 2.1. Moreover, we wish to extend the notion of relative entropy to $\mathcal{Y}_{\text{rel}}^*(\Lambda)$ by formally letting
\[
E_{\text{rel}}[V] = \lim_{\epsilon \to 0^+} V[\{y \geq \epsilon\}].
\]
We prove that this quantity is well defined.

Proposition 3.3. Let $\Lambda > 0$ be a fixed constant and $V$ be an element in $\mathcal{Y}_{\text{rel}}^*(\Lambda)$. Then, (3.9) is well defined and
\[-\infty < E_{\text{rel}}[V] \leq V[1] \leq \Lambda < \infty,\]
where $1$ is the constant function equal to 1. Furthermore, there is a constant $C = C(\Gamma_-', \Omega', \Lambda)$, so for each $\psi \in \mathcal{Y}$,
\[
E_{\text{rel}}[V; \psi] := \lim_{\epsilon \to 0^+} V[\psi_x |_{y \geq \epsilon}] \text{ exists and } |E_{\text{rel}}[V; \psi]| \leq C\|\psi\|_{\mathcal{Y}}.
\]

Remark 3.4. Note that $V[\cdot]$ and $E_{\text{rel}}[V; \cdot]$ are not equal in general. However, if $V[1] = E_{\text{rel}}[V]$, then these two functionals are the same.

Proof. Let $\{U_i\}_i$ be a sequence in $C(\Gamma'_-, \Gamma'_+)$ so that $\partial^*U_i$ converges to $V$ in the weak*-topology. If we replace $U$ by $U_i$ in (2.3) and take $i \to \infty$, $\delta \to 0^+$, then
\[
V[\{y \geq y_1\}] \geq V[\{y \geq y_2\}] - Cy_2.
\]
Taking the lower limit on the left hand side over $y_1$ and the upper limit on the right over $y_2$,
\[
\liminf_{\epsilon \to 0^+} V[\{y \geq \epsilon\}] \geq \limsup_{\epsilon \to 0^+} V[\{y \geq \epsilon\}].
\]
This proves (3.9) is well defined. If we replace $U$ by $U_i$ in (2.3) and let $y_1 \to 0^+$, then
\[
E_{\text{rel}}[\partial^*U_i, \Gamma_-] \geq E_{\text{rel}}[\partial^*U_i, \Gamma_-, \phi_{y_2}, \delta] - Cy_2.
\]
If we let \( i \to \infty \) notice that \( E_{rel}[\partial^*U_i; \Gamma_-] = E_{rel}[\partial^*U_i; \Gamma_-, \mathbf{1}] \), then
\[
V[\mathbf{1}] \geq V[\phi_{y_2, \delta}] - C y_2.
\]
This gives \( V[\mathbf{1}] \geq E_{rel}[V] \). \( V[\mathbf{1}] \leq \Lambda \) is immediate by the definition of weak*-limit, and \( E_{rel}[V] > -\infty \) can be obtained by fixing \( y_2 \) and letting \( y_1 \to 0^+ \) in (3.10).

By (2.4) and (3.5),
\[
|E_{rel}[\partial^*U_i, \Gamma_-, \phi_{y_1, y_2, \delta}]| \leq C \|E_{rel}[\partial^*U_i, \Gamma_-, \phi_{y_1, y_2, \delta}](y_2)\| \psi \|_2, 
\]
for any \( \psi \in \mathfrak{g} \), \( 0 < \frac{y_1}{y_2} < y_1 - \delta < y_1 < y_2 - \delta \) and \( y_2 + \delta < 2y_2 < \epsilon \), where \( \epsilon = \epsilon(\Gamma_-, \Omega') \) is defined in Proposition 2.1. Letting \( i \to \infty \) in (3.11), since \( E_{rel}[V] \) is well defined and finite, by Cauchy’s criterion, we have proved the existence of \( E_{rel}[V; \psi] \). Applying Proposition 3.1 to each \( U_i \) and letting \( i \to \infty \), we get the estimate \( |E_{rel}[V; \psi]| \leq C \|\psi\|_2 \).

Let \( \{U_i\}_i \) be a sequence in \( C(\Gamma'_-, \Gamma'_+; \Lambda) \) converging to \( V \in \mathfrak{g}^*_c(\Lambda) \). (2.3) shows that
\[
\mathcal{H}^n_{\mathbb{H}^{n+1}}(\partial^*U_i \cap \{y \geq y_2\}) \leq E_{rel}[\partial^*U_i, \Gamma_-, \chi_{\{y \geq y_2\}}] + \mathcal{H}^n_{\mathbb{H}^{n+1}}(\Gamma_- \cap \{y \geq y_2\}) 
\]
\[
\leq C y_2 + \Lambda + \mathcal{H}^n_{\mathbb{H}^{n+1}}(\Gamma_- \cap \{y \geq y_2\})
\]
is uniformly bounded above. The compactness for Radon measures implies the existence of a varifold \( V_+ \) over \( G_n(\text{cl}(\Omega')) \) as the limit of a certain subsequence of \( \{\partial^*U_i\} \). More precisely, we have

**Proposition 3.5.** Let \( \Lambda > 0 \) be a fixed constant and \( V \) be an element in \( \mathfrak{g}^*_c(\Lambda) \). Then, there is a varifold \( V_{\pm} \) over \( G_n(\text{cl}(\Omega')) \), so that for any \( f \in C^0_c(G_n(\text{cl}(\Omega'))) \),
\[
V[f] = \int f(p, \nu) \frac{1}{y^n(p)} dV_+(p, \nu) - \int_{\Gamma_-} f(p, \nu_{\Gamma_-}) d\mathcal{H}^n_{\mathbb{H}}(p).
\]

4. **Non-compactly supported variational vector fields**

In this section, we study the variational theory for the relative entropy introduced in Section 2. Let \( \Phi \) be a \( C^2 \) diffeomorphism from \( \text{cl}(\Omega') \) into itself. For a function \( \psi \) over \( G_n(\text{cl}(\Omega')) \), the pull-back of \( \psi \) under \( \Phi \) is defined as
\[
\Phi^# \psi(p, \nu) = \psi(\Phi(p), \nabla V \Phi(p)).
\]
If \( \psi \in \mathfrak{g} \) and \( \Phi \) is the identity map near the ideal boundary, then \( \Phi^# \psi \in \mathfrak{g} \). For any \( V \in \mathfrak{g}^*(\Lambda) \), the push-forward of \( V \) under \( \Phi \) acting on \( \psi \) is given by
\[
\Phi^# V[\psi] := V[\Phi^# \psi, \mathcal{J}^E \Phi],
\]
where \( \mathcal{J}^E \Phi \) the Jacobian of \( \Phi \) with respect to the metric of \( \mathbb{H}^{n+1} \). That is, \( \mathcal{J}^E \Phi = \mathcal{J} \Phi(p, \nu) \frac{E^n_{\mathbb{H}^{n+1}}(\Phi(p))}{E^n_{\mathbb{H}^{n+1}}(p)} \), where the sub-cript “\( n + 1 \)” means the \( (n + 1) \)-th coordinate and \( \mathcal{J} \Phi(p, \nu) \) is the Jacobian computed for the \( n \)-plane perpendicular to \( \nu \) with respect to the Euclidean metric.

As one may observe from Proposition 3.3 it might happen that \( V[\mathbf{1}] \) does not coincide with \( E_{rel}[V] \). As a counter-example, one can think of a sequence of hypersurfaces \( \{\Gamma_i\} \), where each \( \Gamma_i \) agrees with \( \Gamma_- \) in most part, and \( \Gamma_i \) is a bump over \( \Gamma_- \cap \Gamma_i \) that moves towards the ideal boundary. By properly choosing a subsequence, we can assume that \( E_{rel}[\Gamma_i, \Gamma_-] \) converges to a non-zero value (as \( i \to \infty \)). However, the limit varifold \( V \) vanishes when acting on functions in \( C^0_c(G_n(\text{cl}(\Omega'))) \), and hence \( E_{rel}[V] = 0 < V[\mathbf{1}] \). To rule out this phenomenon, we follow [KZ18] (see also [AW]) to consider the variations of appropriate non-compactly supported vector fields.

Let \( N_\epsilon := y(q) \Pi_{\Gamma_-}(q) \chi_\epsilon \), where \( \Pi_{\Gamma_-} \) is the normal projection to \( \Gamma_- \) and \( \chi_\epsilon \) is a cut-off function in \( y = y(q) \) which is identity near \( \{y = 0\} \) and vanishes in \( \{y \geq \epsilon\} \). We choose \( \epsilon \) so small that \( N_\epsilon \) is well defined in \( \text{cl}(\Omega') \). We will show in the next proposition that by choosing \( \Gamma'_-, \Gamma'_+ \) and \( \epsilon \) properly, \( N_\epsilon \) points into \( \text{cl}(\Omega') \). So, the 1-parameter family of diffeomorphisms, \( \{\Phi_t^{N_\epsilon}\}_t \), generated by \( N_\epsilon \) maps \( \text{cl}(\Omega') \) into itself. We also show that \( \text{cl}(\Omega') \) is contained in a mean-convex foliation. This is crucial when applying the maximum principle [SW89] in the proof of Proposition 5.1.

**Proposition 4.1.** Let \( M \) be an \((n - 1)\)-dimensional \( C^{4, \alpha} \) closed manifold in \( \mathbb{R}^n \times \{0\} \) and \( \Gamma_-, \Gamma_+ \) be two strictly stable minimal hypersurfaces that are both \( C^{1, \alpha} \)-asymptotic to \( M \). Then, there are hypersurfaces \( \Gamma'_- \) and \( \Gamma'_+ \) which bound a thin neighborhood, \( \Omega' \), of \( \Gamma_- \), such that
(1) $\Gamma'_- \leq \Gamma_- \leq \Gamma_+ \leq \Gamma'_+$;
(2) There is a mean-convex foliation $\{\Gamma^s\}_{s \in [-1, 1]}$ (resp. $\{\Gamma^s_+\}_{s \in [-1, 1]}$) of $\Gamma_-$ (resp. $\Gamma_+$) with $\Gamma^-_s \leq \Gamma_- \leq \Gamma^s_+$ (resp. $\Gamma^s_+ \leq \Gamma_+ \leq \Gamma^s_+$) for any $s \in [-1, 1]$;
(3) $\Gamma^s_- \cap \Gamma^s_+ \subset \{y > 0\}$;
(4) If we choose $\epsilon$ sufficiently small, then $N_\epsilon \cdot n_{\partial Y} \leq 0$, where $n_{\partial Y}$ points out of $\Omega'$.

**Remark 4.2.** Unlike in [BW], in our setting, the first eigenvalue of the stability operator may not coincide with the infimum of the corresponding energy functional, so the first eigenfunction may not have a sign. So, we instead follow [AM10] to construct the mean-convex foliations by moving the ideal boundary slightly and solving the appropriate equations.

**Proof.** Let $L_{\Gamma_-} = \Delta_{\Gamma_-} + |A_{\Gamma_-}|^2 - n$ be the stability operator over $\Gamma_-$. From the knowledge of Section 2, $L_{\Gamma_-}$ is Fredholm of index 0, and Ker$(L_{\Gamma_-})$ is contained in $y^\mu \Lambda^2_0$. Hence, for $u \in \text{Ker}(L_{\Gamma_-})$,

$$0 = \int_{\Gamma_-} u \cdot (-L_{\Gamma_-} u) d\mathcal{H}^n_{\mathbb{H}_2} = \int_{\Gamma_-} u \cdot (-\Delta_{\Gamma_-} u) + (n - |A_{\Gamma_-}|^2) u^2 d\mathcal{H}^n_{\mathbb{H}_2}$$

$$= \int_{\Gamma_-} |\nabla_{\Gamma_-} u|^2 + (n - |A_{\Gamma_-}|^2) u^2 d\mathcal{H}^n_{\mathbb{H}_2}.$$

The (strict) stability assumption on $\Gamma_-$ implies $u \equiv 0$. So, $L_{\Gamma_-} : y^\mu \Lambda^2_0 \rightarrow y^\mu \Lambda^0_0$ is an isomorphism.

The first step is to construct “approximate” minimal hypersurfaces. Let $M_\psi = \{x(p) + \psi(p)n_M(p) : p \in M\}$ be a perturbation of $M$ corresponding to $\psi \in C^{2, \alpha}(M)$. We define an approximate minimal hypersurface, $\Gamma_-, \psi$, asymptotic to $M_\psi$ as follows: it is a graph of function $u_\psi$ over $\Gamma_-$ near the ideal boundary, and $u_\psi(p, 0), \partial_y u_\psi(p, 0)$ and $\partial^2_{yy} u_\psi(p, 0)$ are determined by the formal expansion of a minimal hypersurface asymptotic to $M_\psi$, which are determined by $M_\psi$ as proved in [Yao, Lemma 3.3]. Let $\mathcal{E}(\psi) = \frac{1}{2} \chi u_\psi$, where $\chi$ is a cut-off function that is equal to 1 near $\{y = 0\}$. Then, it can be checked that the mean curvature of $\Gamma_-, \psi := \{x(p) + \mathcal{E}(\psi)n_\Gamma(p) : p \in \Gamma_\} = H_\psi$, is in $y^\mu \Lambda^0_0$ for some $\mu_0 > 0$.

Then, we make a small perturbation of the approximate minimal hypersurface, so the implicit function theorem can apply in a proper sense. Let $\Gamma_{\psi, \phi} := \{x(p) + \mathcal{E}(\psi) + \phi(n_{\Gamma_\}) : p \in \Gamma_-\}$ for some $\phi \in y^\mu_0 \Lambda^2_0$. The mean curvature of $\Gamma_{\psi, \phi}, H_{\psi, \phi}$, is in $y^\mu_0 \Lambda^0_0$. Hence, $H_\psi$ maps from a neighborhood of $(0, 0)$ in $C^{2, \alpha}(M) \times y^\mu_0 \Lambda^0_0(\Gamma_-)$ to $y^\mu_0 \Lambda^0_0(\Gamma_-)$. Moreover,

$$DH|_{(0, 0)}(\hat{\psi}, \hat{\phi}) = -L_{\Gamma_-} \circ D\mathcal{E}|_{(0)}(\hat{\psi}) - L_{\Gamma_-}(\hat{\phi})$$

By the implicit function theorem, there exists a map $G$ mapping from a neighborhood of $(0, 0)$ in $C^{2, \alpha}(M) \times y^\mu_0 \Lambda^0_0$ to $y^\mu_0 \Lambda^2_0$, such that $H_{\psi, G(\psi, u)} \equiv u$. Differentiating this equation at $(0, 0)$, one has

$$DG|_{(0, 0)}(\hat{\psi}, \hat{u}) = -L^{-1}_{\Gamma_-}(\hat{u}) - L^{-1}_{\Gamma_-}(L_{\Gamma_-} \circ D\mathcal{E}|_{(0)}(\hat{\psi})).$$

Next, we show that by appropriately choosing $(\hat{\psi}, \hat{u})$, with $\hat{\psi}, \hat{u} \geq 0$, the map

$$(p, t) \mapsto \Gamma_{\hat{\psi}, G(\hat{\psi}, \hat{t})},$$

with $(p, t) \in \Gamma_- \times (-\delta_1, \delta_1)$ for some $\delta_1 > 0$

forms a mean convex foliation. This is equivalent to show

$$D\mathcal{E}|_{(0)}(\hat{\psi}) + DG|_{(0, 0)}(\hat{\psi}, \hat{u}) = D\mathcal{E}|_{(0)}(\hat{\psi}) - L^{-1}_{\Gamma_-} \circ (L_{\Gamma_-} \circ D\mathcal{E}|_{(0)}(\hat{\psi})).$$

is positive for every $p \in \Gamma_-$. We claim that the operator

$L_{\Gamma_-} : y^\mu_0 \Lambda^2_0 \rightarrow y^\mu_0 \Lambda^0_0$ satisfies a maximum principle. Let $y_0 > 0$ be so small that $n - |A_{\Gamma_-}|^2 > 0$ for all $p$ with $y(p) \leq y_0$. Suppose $L_{\Gamma_-}(u) = f \geq 0$. Let $y_1 < y_0$ and $u_{y_1} = u - \max_{p \in \{y = y_1\}} u^+(p)$. Then, $L_{\Gamma_-}(u_{y_1}) = f + (n - |A_{\Gamma_-}|^2) \max_{p \in \{y = y_1\}} u^+(p) \geq 0$. The stability condition on $\Gamma_- \cap \{y \geq y_1\}$ together with the maximum principle [HL11, Theorem 2.11] gives $u_{y_1} \leq 0$. That is, $u(q) \leq \max_{p \in \{y = y_1\}} u^+(p)$ for all $q \in \{y \geq y_1\}$. Let $y_1 \rightarrow 0$ and notice that $u(p) \in y^\mu_0 \Lambda^2_0$ decays to 0 as $y(p) \rightarrow 0$. This gives $u(q) \leq 0$ for all $q \in \Gamma_-$. One can then infer from the strong maximum principle that $u(p)$ is strictly negative.
By choosing \( \hat{u} = sy^{\mu_0} \) and \( \hat{\psi} \equiv 1 \), (4.3) equals
\[
D\mathcal{E}|_0(\hat{\psi}) - L_{\Gamma_-}^{-1} \circ (L_{\Gamma_-} \circ D\mathcal{E}|_0)(\hat{\psi}) - s L_{\Gamma_-}^{-1}(y^{\mu_0}).
\]
It is automatically positive near the ideal boundary, since \( D\mathcal{E}(\hat{\psi}) \sim \frac{1}{y} \) near \( y = 0 \). A large \( s \) will ensure it is also positive away from the ideal boundary. Hence, \( \Gamma_+^t := \Gamma_{\delta_1 t \hat{e}, G(\delta_1 t \hat{e}, \delta_1 t \hat{u})} \) \((-1 \leq t \leq 1\)) gives a mean-convex foliation of \( \Gamma_- \). Similarly, we can construct a mean-convex foliation \( \{\Gamma_+^t\}_{t \in [-1, 1]} \) of \( \Gamma_+ \).

Finally, we show that a choice of \( \Gamma_+^t \) meets all the requirements. Let \( \Gamma_+ \) be a hypersurface with \( \Gamma_+ \leq \Gamma_+^t \leq \Gamma_+ \). Since \( \Gamma_+ \) is a thin neighborhood of \( \Gamma_- \), we can choose constants \( C \) and \( \varepsilon \), so that \( \Gamma_+ \cap \{y < \varepsilon\} \subset \{x(p) + Cy^{n+1}n_{\Gamma_-}(p) : p \in \Gamma_-\} \). By direct computation, \( \mathfrak{p} \circ h - n_{\Gamma_-} = -\nabla_{\Gamma_-} f + Q(f, \nabla_{\Gamma_-} f) \), where \( h = \text{id} + f n_{\Gamma_-} = \text{id} + Cy^{n+1}n_{\Gamma_-} \) parametrizes \( \Gamma_+ \) near the ideal boundary and \( |Q(f, \nabla_{\Gamma_-} f)| \leq C(|f| + |\nabla_{\Gamma_-} f|)^2 \). Then,
\[
\mathfrak{p} \circ h \cdot \overline{e}_{n+1} = (\mathfrak{p} \circ h - n_{\Gamma_-}) \cdot \overline{e}_{n+1} = -C(n+1)y^n|\overline{e}_{n+1}|^2 + Q(f, \nabla_{\Gamma_-} f) \cdot \overline{e}_{n+1}
\]
with
\[
|Q(f, \nabla_{\Gamma_-} f) \cdot \overline{e}_{n+1}| \leq |Q(f, \nabla_{\Gamma_-} f)| \leq C(y^{n+1} + y^n)^2 = O(y^{n+1}).
\]
By shrinking \( \varepsilon \) if necessary, we have \( \overline{e}_{n+1} \circ \Pi(q) \cdot n_{\Gamma_-}(q) \leq 0 \), for any \( q \in \Gamma_+ \cap \{y < \varepsilon\} \). This implies \( N_{\varepsilon} \) points into \( \Omega' \) on \( \Gamma_+^t \). Finally, let \( \Gamma_+ \) with \( \Gamma_- \leq \Gamma_+ \leq \Gamma_- \) be a hyersurface which coincides with \( \{x(p) - Cy^{n+1}n_{\Gamma_-}(p) : p \in \Gamma_-\} \) in \( \{y \leq \varepsilon\} \). Then, it can be proved in a similar way that \( N_{\varepsilon} \) points into \( \Omega' \) on \( \Gamma_+^t \).

Let \( \mathcal{Y}^- = \{Y = \alpha N_\epsilon + V : V \) is smooth and supported in \( \{y > 0\} \}, \) and \( Y \cdot n_{\partial \Omega'} \leq 0 \). Let \( \{\Phi_t Y\}_{t \geq 0} \) be the 1-parameter family of diffeomorphisms generated by \( Y \in \mathcal{Y}^- \). Define
\[
\|V\|_{\mathcal{Y}_-} = \|\frac{1}{y^2}V\|_\infty + |\frac{1}{y} \nabla V|_\infty + \|\nabla^2 V\|_\infty,
\]
and let \( \|Y\|_{\mathcal{Y}_-} = |\alpha| + \|V\|_{\mathcal{Y}_-} \).

**Lemma 4.3.** For any vector field \( Y = \alpha N_\epsilon + V \in \mathcal{Y}^- \) with \( \|Y\|_{\mathcal{Y}_-} \leq M_0 \), let \( \{\Phi_t(p)\} \) be the 1-parameter family of diffeomorphisms generated by \( Y \). If \( V \in \mathcal{Y}^+(\text{cl}(\Omega')) \), then \( \Phi_t#V \in \mathcal{Y} \) and \( \|\Phi_t#V\|_{\mathcal{Y}_+} \leq C\|V\|_{\mathcal{Y}_+} \) for \( 0 \leq t \leq T \) and \( C = C(\Gamma_-, \Omega', M_0, T) \).

**Proof.** By definition, for any \( \psi \in \mathcal{Y}, \) \( \Phi_t#V[\psi] := V[\Phi_t^# \psi J^E \Phi_t] \). By Lemma 4.3 and Lemma A.5, we know that \( \Phi_t^# \psi J^E \Phi_t \in \mathcal{Y} \) and \( \|\Phi_t^# \psi J^E \Phi_t\|_{\mathcal{Y}} \leq C\|\psi\|_{\mathcal{Y}} \) for \( C = C(\Gamma_-, \Omega', M_0, T) \) and \( 0 \leq t \leq T \). This implies \( \Phi_t#V \in \mathcal{Y}^+ \) and \( \|\Phi_t#V\|_{\mathcal{Y}_+} \leq C\|V\|_{\mathcal{Y}_+} \).

**Proposition 4.4.** For any vector field \( Y = \alpha N_\epsilon + V \in \mathcal{Y}^- \), let \( \{\Phi_t^Y(p)\} \) be the 1-parameter family of diffeomorphisms generated by \( Y \). Then,
\[
(0, \infty) \times \mathcal{Y}^- \times B^{\mathcal{Y}_+}_{R_0} \ni (t, Y, V) \mapsto \Phi_t^Y V
\]
is continuous, where \( B^{\mathcal{Y}_+}_{R_0} \) is the closed ball of radius \( R_0 \) centered at the origin in \( \mathcal{Y}^+ \) and endowed with the weak*-topology. Furthermore, the map \( t \mapsto \Phi_t^Y V[1] \) is differentiable with
\[
\frac{d}{dt}|_{t=0} \Phi_t^Y V[1] = \delta V[\mathcal{Y}] = V[\nabla Y - Q_Y - \frac{n}{y}Y \cdot \overline{e}_{n+1}],
\]
where \( Q_Y(p, v) = \nabla v Y(p) \cdot v \).

**Proof.** Fix \( Y_0 = \alpha_0 N_\epsilon + V_0 \in \mathcal{Y}^- \), \( t_0 \geq 0 \) and \( V_0 \in B^{\mathcal{Y}_+}_{R_0} \). For any \( f \in C^\infty_c(\text{cl}(\Omega') \times S^n) \) and \( (t, Y) \) in a neighborhood of \( (t_0, Y_0) \), since \( \text{Spt}(\Phi_t^Y f) \) is contained in a compact subset of \( \{y > 0\} \), we have
\[
\lim_{(t, Y, V) \to (t_0, Y_0, V_0)} \Phi_t^Y V[f] = \Phi_{t_0}^Y V_0[f].
\]
On the other hand, for \( g \in C^\infty(S^n) \) with \( g(v) = g(-v) \), since \( \nabla \Phi_t^Y \) and \( \nabla^2 \Phi_t^Y \) vary in a continuous way in \((t, Y, p)\), one has
\[
\phi_{y, \delta} \Phi_t^Y(g)(v) = \phi_{y, \delta} g(\nabla \Phi_t^Y(p)) \quad \text{converges to} \quad \phi_{y, \delta} \Phi_{t_0}^Y(g)(v)
\]
in \( X \)-norm for any \( 0 < \delta < y_1 \). When \((t, Y)\) is near \((t_0, Y_0)\), there are constants \( T \) and \( M_0 \), so that \( t \leq T \) and \( \|Y\|_{Y} \leq M_0 \). So, it follows from (A.4) and the uniform continuity of \( g \) that as \( y_1 \to 0 \),
\[
\left\| (1 - \phi_{y, \delta})(g(\nabla \Phi_t^Y(p)) - g_1(v)) \right\|_{X} \to 0,
\]
where \( g_1(v) = g(v) + (e^{\alpha_0 t} - 1)(v \cdot \sigma_{n+1})\). Combining (4.6) and (4.7), we see that \( \Phi_t^Y(g) \) converges to \( \Phi_{t_0}^Y(g) \) in \( X \)-norm.

We use cut-off functions in a similar way as in (4.6) and (4.7) to show that \( \| J^E \Phi_t^Y - J^E \Phi_{t_0}^Y \|_{X} \to 0 \). Here, instead of using the function \( g_1(v) \), we use the corresponding functions that appear in (A.8) and (A.9). Hence,
\[
\lim_{(t, Y, V) \to (t_0, Y_0, V_0)} \Phi_t^Y V[g] = \Phi_{t_0}^Y V_0[g].
\]
From (4.5) and (4.8), we have \( \Phi_t^Y V[\psi] \to \Phi_{t_0}^Y V_0[\psi] \) for \( \psi = f + g \), where \( f \in C^\infty(\text{cl}(\Omega') \times S^n) \) and \( g \in C^\infty(\hat{S}^n) \) with \( g(v) = g(-v) \).

For a general \( \psi \in \mathfrak{g} \), we choose \( \{\psi_n\}_{n=1}^\infty \subset \{f + g : f \in C^\infty(\text{cl}(\Omega') \times S^n), g \in C^\infty(\hat{S}^n)\} \) with \( \|\psi_n - \psi\|_{\mathfrak{g}} \to 0 \). Then,
\[
|\Phi_t^Y V[\psi] - \Phi_{t_0}^Y V_0[\psi]| \leq |\Phi_t^Y V[\psi_n] - \Phi_{t_0}^Y V_0[\psi_n]| + |\Phi_t^Y V[\psi_n - \psi]| + |\Phi_{t_0}^Y V_0[\psi_n - \psi]|
\]
The second and the third terms are bounded by \( C \|\psi_n - \psi\|_{\mathfrak{g}} \) by Lemma A.3. So, we have proved the continuous dependence for a general \( \psi \in \mathfrak{g} \).

Now, we prove that \( t \mapsto \Phi_t^Y V[1] \) is differentiable. Since \( \Phi_t^Y V[1] = V[J^E \Phi_t^Y] \), the differentiability follows from Lemma A.4. \( \square \)

5. Stationarity of relative entropy and its properties

In this section, we introduce an appropriate notion of stationarity with the presence of obstacles for the relative entropy and discuss its properties. Let \( Y \in \mathfrak{g}^\perp \) and \( \{\Phi_t\}_{t \geq 0} \) be the 1-parameter family of diffeomorphisms generated by \( Y \). For any \( V \in \mathfrak{g}^\ast \), We set
\[
\Phi_t^+ V = \Phi_t V + V \Phi_t(\Gamma_-)
\]
where \( V \Phi_t(\Gamma_-) \) is the functional given by \( E_{rel} [\Phi_t(\Gamma_-) \cdot ; \cdot] \). Since \( \Phi_t(\Gamma_-) \) is well-defined for \( \Gamma_- \) outside a compact subset of \( \{y > 0\} \), Thus, \( V \Phi_t(\Gamma_-) \) is well-defined.

The advantage of this notion is that \( \Phi_t^+ \) maps \( \mathfrak{g}^\ast \) to \( \mathfrak{g}^\ast \) for some \( \Lambda' \).

**Proposition 5.1.** Let \( U \subset C(\Gamma_-, \Gamma'_+) \) with \( \Gamma = \partial U \) and \( V \Gamma[\cdot] = E_{rel}[\Gamma, \Gamma_- ; \cdot] \). If \( E_{rel}[\Gamma, \Gamma_-] < \infty \), then we have
\[
\Phi_t^+ V \Gamma = \Phi_t V \Gamma + V \Phi_t(\Gamma_-) = V \Phi_t(\Gamma),
\]
where \( V \Phi_t(\Gamma)[\cdot] = E_{rel}[\Phi_t(\Gamma), \Gamma_- ; \cdot] \).

**Proof.** Fix any \( \psi \in \mathfrak{g} \). By definition, we have
\[
\Phi_t V \Gamma[\psi] = V \Gamma[J^E \Phi_t \Psi \# \Phi_t \Psi \chi_{y \geq \varepsilon}].
\]
Since \( \Phi_t(\Gamma_-) \) coincides with \( \Gamma_- \) near \( \{y = 0\} \), we know that \( E_{rel}[\Phi_t(\Gamma_-), \Gamma_-] < \infty \). So,
\[
V \Phi_t(\Gamma_-)[\psi] = \lim_{\varepsilon \to 0} E_{rel}[\Phi_t(\Gamma_-), \Gamma_- ; \Phi_t^\# \psi J^E \Phi_t \chi_{y \geq \varepsilon}],
\]
On the other hand, by letting \( f = \Phi_t^\# \psi J^E \Phi_t \),
\[
E_{rel}[\Gamma, \Gamma_- ; f \chi_{y \geq \varepsilon}] + E_{rel}[\Phi_t(\Gamma_-), \Gamma_- ; f \chi_{y \geq \varepsilon}] = E_{rel}[\Phi_t(\Gamma), \Gamma_- ; f \chi_{y \geq \varepsilon}].
\]
Combining (5.1), (5.2), and (5.3), we get \( V \Phi_t(\Gamma)[\psi] = \Phi_t^+ V \Gamma[\psi] + V \Phi_t(\Gamma_-)[\psi] \) is well-defined and finite valued for any \( \psi \in \mathfrak{g} \). In particular, \( V \Phi_t(\Gamma)[1] = \Phi_t^+ V \Gamma[1] + V \Phi_t(\Gamma_-)[1] < \infty \). \( \square \)

Now, we introduce the notion of \( E_{rel} \)-minimizing.
Definition 5.2. An element $V \in \mathfrak{J}^*$ is called $E_{rel}$-minimizing to the first order in $\text{cl}(\Omega')$, if for any $Y \in \mathcal{Y}^-$,
\[
\delta^+ V[Y] = \frac{d}{dt} \bigg|_{t=0} \Phi^+_Y V[1] = \frac{d}{dt} \bigg|_{t=0} (\Phi_{t\#} V + V_{\Omega}(\Gamma_-)) [1] \geq 0.
\]

Notice that for any $Y \in \mathcal{Y}^-$, $V_{\Omega}(\Gamma_-)$ can be viewed as a compactly supported variation of $\Gamma_-$. Since $\Gamma_-$ is minimal, we have $\frac{d}{dt} \bigg|_{t=0} V_{\Omega}(\Gamma_-) [1] = 0$. So, $\delta^+ V[Y] \geq 0$ is equivalent to $\delta V[Y] = \frac{d}{dt} \bigg|_{t=0} \Phi_{t\#} V [1] \geq 0$.

Proposition 5.3. For $Y \in \mathcal{Y}^-$, let $\{\Phi^Y_Y\}_{t \geq 0}$ be the 1-parameter family of diffeomorphisms. Let $B_{R_0}^{\mathfrak{J}^*}$ be the closed ball of radius $R_0$ centered at the origin in $\mathfrak{J}^*$ and endowed with the weak$^*$-topology. Then, we have
(1) the map
\[
[0, \infty) \times \mathcal{Y}^- \ni (t, Y, V) \mapsto (\Phi^Y_Y)^{+\#} \delta V
\]
is continuous;
(2) the map
\[
[0, \infty) \times \mathcal{Y}^- \times \mathcal{Y}^- \ni (t, Y, Z, V) \mapsto \delta \left( (\Phi^Y_Y)^{+\#} \delta V \right)[Z]
\]
is continuous.

Proof. By proposition 4.4 item (1) is equivalent to the continuity of the map
\[
[0, \infty) \times \mathcal{Y}^- \ni (t, Y) \mapsto V_{\Phi}(\Gamma_-).
\]
Let $0 \leq t \leq T$ and $\|Y\|_{\mathcal{Y}^-} \leq M_0$. Then, by (A.4) and direct computation, we see that $|\mathcal{J}_{\Phi}(\Gamma_-)| \leq C(\Gamma_-, \Omega', T, M_0)$. Hence, by Yao Lemma 5.2, there are constants $\epsilon_1 = \epsilon_1(\Gamma_-, \Omega', M_0, T)$ and $C_1 = C_1(\Gamma_-, \Omega', M_0, T)$, so that for $0 < \frac{\epsilon}{2} < s_1 < s_2 < s_2 < \delta < 2s_2 < \epsilon_1$,
\[
|E_{rel}[\Phi^Y_Y(\Gamma_-), \Gamma_-, \phi_{s_1,s_2}^\epsilon]| \leq C_1 s_2.
\]
Letting $s_1 \to 0$ and using (2.1), one sees that for any $\psi \in \mathfrak{J}$,
\[
|E_{rel}[\Phi^Y_Y(\Gamma_-), \Gamma_-, \phi_{s_2}^\epsilon]| \leq C_1 s_2.
\]
Since $\phi_{s_2,\delta}^\epsilon$ is compactly supported in $\{y > 0\}$, one also has
\[
\lim_{(t, Y) \to (t_0, Y_0)} V_{\Phi}(\Gamma_-)[\phi_{s_2,\epsilon}^\epsilon] = \lim_{(t, Y) \to (t_0, Y_0)} E_{rel}[\Phi^Y_Y(\Gamma_-), \Gamma_-, \phi_{s_2}^\epsilon] = V_{\Phi}(\Gamma_-)[\phi_{s_2}^\epsilon].
\]
Combining (5.5) and (5.6) proves (5.4).

Now, we prove item (2). Observe that if $\|Z - Z_0\|_{\mathcal{Y}^-} \to 0$, then
\[
\text{div}(Z - Z_0) - Q(Z - Z_0) - \frac{n}{y}(Z - Z_0) \cdot \xi_{n+1} \to 0 \text{ in } \mathfrak{J}-\text{norm}.
\]
We write
\[
\delta \left( (\Phi^Y_Y)^{+\#} V \right)[Z] - \delta \left( (\Phi^Y_Y)^{+\#} V \right)[Z_0] = \delta \left( (\Phi^Y_Y)^{+\#} V \right)[Z - Z_0] + \delta \left( (\Phi^Y_Y)^{+\#} V - (\Phi^Y_Y)^{+\#} V \right)[Z_0].
\]
The first term on the right converges to 0 by Lemma 4.3 and (5.7). The second term converges to 0 by item (1). 

Proposition 5.4. Fix $\Lambda > 0$. Let $V \in \mathfrak{J}^*_n(\Lambda)$ be $E_{rel}$-minimizing to the first order and have the decomposition $V = \frac{1}{y^n} V_+ - \mathcal{H}_{\alpha}^n \Gamma_-$ as stated in Proposition 3.3. Then, $\text{Spt}(V_+) \subset \text{cl}(U_{\Gamma_+}) \setminus U_{\Gamma_-}$. Hence, $V_+$ is stationary. Moreover, $E_{rel}[V] = V[1]$.

Proof. The stationarity and $\text{Spt}(V_+) \subset \text{cl}(U_{\Gamma_+}) \setminus U_{\Gamma_-}$ follow from [SW89] by using the mean-convex foliations constructed in Proposition 4.1. It remains to prove $E_{rel}[V] = V[1]$. Proposition 3.3
implies that $E_{rel}[V] \leq V[1]$. To prove the opposite direction, we compute the first variation of $V$ with respect to $(1 - \phi_{y_1, \delta})N_e \in \mathcal{Y}$ for $y_1 < \epsilon$:

$$
\delta V[(1 - \phi_{y_1, \delta})N_e] = V[\text{div}(1 - \phi_{y_1, \delta})N_e \cdot v - \frac{n}{y} (1 - \phi_{y_1, \delta})N_e \cdot \bar{e}_{n+1}]
$$

$$
(5.8)
= V[y(1 - \phi_{y_1, \delta}(y)) \left( \text{div}(\bar{e}_{n+1} \circ \Pi(q)) - \nabla_y \bar{e}_{n+1} \circ \Pi(q) \cdot \nu \right)]
$$

$$
(5.9)
+ \left. V\left( (\bar{e}_{n+1} \circ \Pi(q) \cdot \bar{e}_{n+1} - (\bar{e}_{n+1} \circ \Pi(q) \cdot \nu)(\bar{e}_{n+1} \cdot \nu) \right) \right| \frac{d}{dy} \left( y(1 - \phi_{y_1, \delta}(y)) \right)
$$

$$
(5.10)
- nV[(1 - \phi_{y_1, \delta}(y))(\bar{e}_{n+1} \circ \Pi(q) \cdot \bar{e}_{n+1} - 1)] - nV[1 - \phi_{y_1, \delta}(y)] \geq 0.
$$

By letting $y_1 \rightarrow 0^+$, one sees that

$$
\left\Vert y(1 - \phi_{y_1, \delta}(y)) \left( \text{div}(\bar{e}_{n+1} \circ \Pi(q)) - \nabla_y \bar{e}_{n+1} \circ \Pi(q) \cdot \nu \right) \right\Vert \chi \rightarrow 0,
$$

$$
\left\Vert (\bar{e}_{n+1} \circ \Pi(q) \cdot \bar{e}_{n+1} - (\bar{e}_{n+1} \circ \Pi(q) \cdot \nu)(\bar{e}_{n+1} \cdot \nu) - 1 + (\bar{e}_{n+1} \cdot \nu)^2 \right\Vert \chi \rightarrow 0,
$$

$$
\left\Vert (1 - \phi_{y_1, \delta}(y))(\bar{e}_{n+1} \circ \Pi(q) \cdot \bar{e}_{n+1} - 1) \right\Vert \chi \rightarrow 0 \text{ and } V[1 - \phi_{y_1, \delta}(y)] \rightarrow V[1] - E_{rel}[V].
$$

As a result, (5.11) and the first term in (5.10) converges to 0, and

$$(5.9) \rightarrow V[1 - (\bar{e}_{n+1} \cdot \nu)^2] - E_{rel}[V; 1 - (\bar{e}_{n+1} \cdot \nu)^2]; \text{ the second term of (5.10)} \rightarrow -n[1 + nE_{rel}[V].$$

So, \( \delta V[(1 - \phi_{y_1, \delta})N_e] \geq 0 \) implies

$$
(5.11)
E_{rel}[V; n - 1 + (\bar{e}_{n+1} \cdot \nu)^2] \geq V[n - 1 + (\bar{e}_{n+1} \cdot \nu)^2].
$$

Let \( \bar{X} = \bar{n}_{\Gamma} \circ \Pi(q) \) and \( \{\partial^* U_i\}_i \) be a sequence in \( C(\Gamma'_-, \Gamma'_+, \Lambda) \) with \( E_{rel}[\partial^* U_i, \Gamma_- \cdot] \rightarrow V[] \). Since \( \bar{X} = \bar{n}_{\Gamma} \) on \( \Gamma_+ \), one has

$$
(5.12)
\int_{\partial^* U_i} \phi_{y_1, y_2, \delta}^2(\bar{e}_{n+1} \cdot \bar{X}) \langle \bar{e}_{n+1}, \bar{n}_{\partial^* U_i} \rangle dH_{\mathbb{H}}^n - \int_{\Gamma'_-} \phi_{y_1, y_2, \delta}^2(\bar{e}_{n+1} \cdot \bar{X}) \langle \bar{e}_{n+1}, \bar{n}_{\Gamma'_-} \rangle dH_{\mathbb{H}}^n
$$

$$
(5.13)
\leq E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}^2 \left( \frac{1}{2}(\bar{e}_{n+1} \cdot \bar{X})^2 + \frac{1}{2}((\bar{e}_{n+1} \cdot \bar{n}_{\partial^* U_i})^2) \right)],
$$

where \( \langle \bar{X}, \bar{Y} \rangle \) is the inner product in \( \mathbb{H}^{n+1} \) and \( \bar{X} \cdot \bar{Y} \) is the inner product in \( \mathbb{R}^{n+1}_+ \). Moreover,

$$
(5.14)
\int_{\partial^* U_i} \phi_{y_1, y_2, \delta}^2(\bar{e}_{n+1} \cdot \bar{X}) \langle \bar{e}_{n+1}, \bar{n}_{\partial^* U_i} \rangle dH_{\mathbb{H}}^n - \int_{\Gamma'_-} \phi_{y_1, y_2, \delta}^2(\bar{e}_{n+1} \cdot \bar{X}) \langle \bar{e}_{n+1}, \bar{n}_{\Gamma'_-} \rangle dH_{\mathbb{H}}^n
$$

$$
(5.15)
\geq -2 \int_{\Omega} \left| \text{div}(\phi_{y_1, y_2, \delta}(\bar{X} \cdot \bar{e}_{n+1})\bar{e}_{n+1}) \right| dH_{\mathbb{H}} \geq -Cy_2,
$$

where in the last step, we used the same argument as in the proof of [Yao Theorem 3.1]. Combining (5.12)-(5.15), we see that

$$
(5.16)
E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}^2 \left( \frac{1}{2}(\bar{e}_{n+1} \cdot \bar{X})^2 + \frac{1}{2}((\bar{e}_{n+1} \cdot \bar{n}_{\partial^* U_i})^2) \right)] \geq -Cy_2
$$

By (2.3),

$$
(5.17)
\left| E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}(\bar{e}_{n+1} \cdot \bar{X})^2] \right| \leq (Cy_2 + C|E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}]) ||\phi_{y_1, y_2, \delta}(\bar{e}_{n+1} \cdot \bar{X})^2||_{\chi}.
$$

Since \( \bar{e}_{n+1} \cdot \bar{X} \rightarrow 0 \) as \( y_2 \rightarrow 0 \), we have \( ||\phi_{y_1, y_2, \delta}(\bar{e}_{n+1} \cdot \bar{X})^2||_{\chi} \rightarrow 0 \). If we choose \( y_2 \) sufficiently small in (5.17), then

$$
(5.18)
\left| E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}(\bar{e}_{n+1} \cdot \bar{X})^2] \right| \leq \frac{1}{2}(y_2 + |E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}]|).
$$

Plugging (5.18) into (5.13) and using (5.16), we get

$$
E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}(\bar{e}_{n+1} \cdot \nu)^2] \geq -Cy_2 - \frac{1}{2}E_{rel}[\partial^* U_i, \Gamma_-; \phi_{y_1, y_2, \delta}].
$$
Letting $\delta \to 0$ and $y_1 \to 0$, we have $E_{rel}[\partial^* U_i, \Gamma_-; (1-\chi_{\{y \geq y_2\}})(\mathfrak{e}_{n+1} \cdot \nu)^2] \geq -Cy_2 - \frac{1}{2}E_{rel}[\partial^* U_i, \Gamma_-; 1-\chi_{\{y \geq y_2\}}]$. This implies

$$V[(1-\chi_{\{y \geq y_2\}})(\mathfrak{e}_{n+1} \cdot \nu)^2] \geq -Cy_2 - \frac{1}{2}[V[(1-\chi_{\{y \geq y_2\}})]].$$

Finally, we let $y_2 \to 0$ and get $V[(\mathfrak{e}_{n+1} \cdot \nu)^2] \geq E_{rel}[V; (\mathfrak{e}_{n+1} \cdot \nu)^2] - \frac{1}{2}V[1] + \frac{1}{2}E_{rel}[V]$. Combining this with (5.11), one gets $E_{rel}[V] \geq V[1]$. \qed

6. MIN-MAX THEORY

We establish the min-max theory in hyperbolic space in this section. Let $\Gamma_-$, $\Gamma_+$ and $\Omega'$ be as stated in Theorem 1.1. Let $\tilde{\Omega} = \text{cl}(U_{\Gamma_+}) \setminus U_{\Gamma_-}$.

**Definition 6.1.** A generalized smooth family of hypersurfaces in $\text{cl}(\Omega')$ is a family of pairs, $\{(U_\tau, \Gamma_\tau)\}_{\tau \in [0,1]}$, where $U_\tau \subset C(\Gamma'_-, \Gamma'_+)$ and $\Gamma_\tau = \partial^* U_\tau$ satisfies the following:

1. $E_{rel}[\Gamma_\tau, \Gamma_-] < \infty$;
2. For each $\tau \in [0,1]$ there is a finite set $S_\tau \subset \text{cl}(\Omega')$, so that $\Gamma_\tau$ is a smooth hypersurface in $\text{cl}(\Omega') \setminus S_\tau$;
3. The map $\tau \mapsto V_{\Gamma_\tau}$ is continuous in the weak* topology of $\mathfrak{g}^*(\text{cl}(\Omega'))$;
4. $\Gamma_\tau \to \Gamma_{\tau_0}$ in $C^\infty(\mathbb{R}^{n+1} \setminus S_{\tau_0})$, as $\tau \to \tau_0$;
5. The map $\tau \mapsto 1_{U_{\tau}}$ is continuous in $L^1_{\text{loc}}(\mathbb{R}^{n+1})$.

If $k = 1$, $(U_0, \Gamma_0) = (U_{\Gamma_-}, \Gamma_-)$ and $(U_1, \Gamma_1) = (U_{\Gamma_+}, \Gamma_+)$, then we say that $\{(U_\tau, \Gamma_\tau)\}_{\tau \in [0,1]}$ is a sweep-out of $\tilde{\Omega}$.

We have the following result on the existence of a sweep-out. Notice that the argument of [Mil15, Section 2] (see also [DLR18] and [BW]) can be adapted in our setting. So, we omit the proof here.

**Proposition 6.2.** There is a sweep-out of $\tilde{\Omega}$.

Using a calibration argument, we prove in the following proposition that any sweep-out must pass through a hypersurface with strictly larger relative entropy. It can be carried out in the same manner as in [BW, Section 8]. We will sketch a proof in Appendix B.

**Proposition 6.3.** There exists a positive constant $\delta_0 = \delta_0(\Gamma_-, \Gamma_+, \Omega')$, so that for any sweep-out $\{(U_\tau, \Gamma_\tau)\}_{\tau \in [0,1]}$, we have

$$\max_{\tau \in [0,1]} E_{rel}[\Gamma_\tau, \Gamma_-] \geq \max\{E_{rel}[\Gamma_+, \Gamma_-], 0\} + \delta_0.$$

**Definition 6.4.** Two sweep-outs $\{(U_\tau, \Gamma_\tau)\}_{\tau \in [0,1]}$ and $\{(U'_\tau, \Gamma'_\tau)\}_{\tau \in [0,1]}$ are homotopic if there is a generalized smooth family $\{(W_{\tau, \rho}, \Xi_{\tau, \rho})\}_{(\tau, \rho) \in [0,1]^2}$ so that

1. $(W_{\tau, 0}, \Xi_{\tau, 0}) = (U_\tau, \Gamma_\tau)$ for any $\tau \in [0,1]$;
2. $(W_{\tau, 1}, \Xi_{\tau, 1}) = (U'_\tau, \Gamma'_\tau)$ for any $\tau \in [0,1]$;
3. $(W_{0, \rho}, \Xi_{0, \rho}) = (U_{\Gamma_-}, \Gamma_-)$
4. $(W_{1, \rho}, \Xi_{1, \rho}) = (U_{\Gamma_+}, \Gamma_+)$

Let $X$ be a set of sweep-outs. $X$ is called homotopically closed if it contains the homotopy class of each of its elements.

**Definition 6.5.** Let $X$ be homotopically closed. The min-max value of $X$ is

$$m_{rel}(X) = \inf \left\{ \max_{\tau \in [0,1]} E_{rel}[V_{\Gamma_\tau}]: \{(U_\tau, \Gamma_\tau)\}_{\tau \in [0,1]} \in X \right\}.$$

The boundary-max value is defined as $bM_{rel} = \max\{E_{rel}[\Gamma_+, \Gamma_-], 0\}$. A minimizing sequence is a sequence of sweep-outs $\{(U^\ell_{\tau_\ell}, \Gamma^\ell_{\tau_\ell})\}_{\tau_\ell \in [0,1]} \subset X$ such that

$$\lim_{\ell \to \infty} \max_{\tau \in [0,1]} E_{rel}[V_{\Gamma^\ell_{\tau_\ell}}] = m_{rel}(X).$$

A min-max sequence is obtained from a minimizing sequence by taking slices $\{(U^\ell_{\tau_\ell}, \Gamma^\ell_{\tau_\ell})\}$ for $\tau_\ell \in (0,1]$, which satisfies

$$\lim_{\ell \to \infty} E_{rel}[V_{\Gamma^\ell_{\tau_\ell}}] = m_{rel}(X).$$
Applying Proposition [6.3], the following is immediate:

**Proposition 6.6.** For any homotopically closed set $X$ of sweep-outs, we have $m_{rel}(X) \geq bM_{rel} + \delta_0 > bM_{rel}$.

We now state the main theorem of this section, of which Theorem [1.1] is an easy corollary. Let $n$, $\alpha$, $k$, $M$ and $\Gamma_-$ be as stated in Theorem [1.1]. By [Yao, Lemma 3.4], $\Gamma_+$ is in a thin neighborhood of $\Gamma_-$ so the variational theory of relative entropy in the preceding sections can apply.

**Theorem 6.7.** Let $X$ be a homotopically closed set of sweep-outs. There is a minimizing sequence \( \{(U^\tau, \Gamma^\tau)\}_{\tau \in [0,1]} \), so that there exists a min-max sequence satisfying $U^\tau \rightarrow U_0$ in the sense of varifolds, where $U_0 = \partial^* U_0$ for $U_0 \in C(\Gamma_-, \Gamma_+)$ satisfies $E_{rel}[\Gamma_0, \Gamma_-] = m_{rel}(X)$. Moreover, $\Gamma_0$ is a minimal hypersurface except for a singular set of codimension-7 and is $C^{k,\alpha}$-asymptotic to $M$.

The proof of Theorem 6.7 is divided into several parts. The first ingredient we need is the pull-tight argument, which proves the existence of a minimizing sequence, so that every min-max sequence of it has a limit in the weak sense.

Let $\Lambda_0 = \max\{E_0, 4|m_{rel}(X)|\}$, $\mathcal{V} = \mathcal{V}_c^\ast(\Lambda_0)$ and
\[
\mathcal{V}_s := \{V \in \mathcal{V} : V \text{ is } E_{rel}^\ast\text{-minimizing to the first order in } cl(\Omega')\}.
\]

By Proposition 6.11 we know that $\mathcal{V} \subset B_{\Lambda'}^{\ast}$ for $\Lambda' = \Lambda'(\Gamma_-, \mathcal{V}_s, \Lambda_0)$.

**Proposition 6.8.** Let $X$ be a homotopically closed set of sweep-outs with $m_{rel}(X) > bM_{rel}$. There exists a minimizing sequence $\{(U^\tau, \Gamma^\tau)\}_{\tau \in [0,1]}$ so that if $\{(U^\tau, \Gamma^\tau)\}^\ell$ is a min-max sequence, then $D(V_{\Gamma^\tau}, \mathcal{V}_s) \rightarrow 0$. Here, $D$ is the metric for the weak*-topology on $\mathcal{V}_s$.

Proposition 6.8 is similar to the setting in [BW] Proposition 7.7. In fact, the proof there can be adapted to our case once we replace the continuous dependence results that appear in Section 5 and 6 in [BW] by Proposition 6.11 and Proposition 6.3. So, we do not include a proof here.

The pull-tight argument is also carried out in [DLR18], [CL03], where they worked in compact ambient manifolds with the area functional instead of the relative entropy.

The second ingredient is the *almost minimizing* property introduced in [Pit14].

**Definition 6.9.** Fix a constant $\epsilon > 0$ and an open set $W \subset \mathbb{R}^{n+1}_+$. A pair $(U, \partial^* U)$ with $U \in C(\Gamma_-, \Gamma_+)$ is called $\epsilon$-almost minimizing in $W$, if there is no generalized smooth family $\{(U^\tau, \Gamma^\tau)\}_{\tau \in [0,1]}$ with
\[
\begin{align*}
(1) \quad & (U_0, \Gamma_0) = (U, \partial^* U); \\
(2) \quad & \text{there is an open subset } W' \text{ with } cl(W') \subset W, \text{ so that } U_\tau \cap W' = U \cap W' \text{ for any } \tau \in [0,1]; \\
(3) \quad & E_{rel}[\Gamma_\tau, \Gamma_-] \leq E_{rel}[\partial^* U, \Gamma_-] + \frac{\epsilon}{8} \text{ for any } \tau \in [0,1]; \\
(4) \quad & E_{rel}[\Gamma_1, \Gamma_-] \leq E_{rel}[\partial^* U, \Gamma_-] - \epsilon.
\end{align*}
\]

The pair $(U, \partial^* U)$ is said to be $\epsilon$-almost minimizing in a pair of open sets $(W^1, W^2)$ if it is $\epsilon$-almost minimizing in at least one of $W^1$ and $W^2$. A sequence $\{(U^i, \partial^* U^i)\}_i$ is called almost minimizing (or a.m. for short) in $W$ if each $(U^i, \partial^* U^i)$ is $\epsilon_i$-almost minimizing for a sequence of $\epsilon_i \rightarrow 0$.

Denote by $\mathcal{CO}$ the set of pairs $(W^1, W^2)$, where $W^1$, $W^2$ are open subsets of $\mathbb{R}^{n+1}_+$ with $\text{dist}_{\mathbb{R}^{n+1}_+}(W^1, W^2) \geq 4$ min $\{\text{diam}_{\mathbb{R}^{n+1}_+}(W^1), \text{diam}_{\mathbb{R}^{n+1}_+}(W^2)\}$. We now state the Almgren-Pitts combinatorial lemma that appears in [LT13, Section 3] (it is a variant of the original one by Almgrens and Pitts [Pit14]). The proof is identical to that of [LT13, Section 3].

**Proposition 6.10.** Let $X$ be a homotopically closed set of sweep-outs of $\mathcal{O}$ with $m_{rel}(X) > bM_{rel}$. There exists an element $V_0 \in \mathcal{V}_c^\ast(\Lambda_0)$ that is $E_{rel}$-minimizing to the first order in $cl(\Omega')$, and a min-max sequence $\{(U^\tau, \Gamma^\tau)\}^\ell$ so that
\[
\begin{align*}
(1) \quad & V_{\Gamma^\tau} \text{ converges in the weak*}-topology to } V_0 \text{ as } \tau \rightarrow \infty; \\
(2) \quad & \text{for any } (W^1, W^2) \in \mathcal{CO}, (U^\tau, \Gamma^\tau) \text{ is } \frac{1}{\tau}\text{-almost minimizing in } (W^1, W^2) \text{ for } \tau \text{ sufficiently large.}
\end{align*}
\]
The Almgren-Pitts lemma is used to show the existence of a min-max sequence that is almost minimizing in some annuli. Our observation is that the scales of such annuli can be made sufficiently large. This is crucial when proving the boundary regularity. More precisely,

**Proposition 6.11.** Let $\mathcal{AN}_\rho(p)$ be the set of all open annuli centered at $p \in \mathbb{R}^{n+1}_+$ with outer radius (measured in Euclidean topology) less than $\rho$. There are a min-max sequence $\{(U^n_{\ell}, \Gamma^n_{\ell})\}_{\ell=1}^\infty$ and a function $g : \text{cl}(\Omega') \to (0, \infty)$ satisfying

1. $\{(U^n_{\ell}, \Gamma^n_{\ell})\}_{\ell}$ is a.m. in every $A_n \in \mathcal{A}N_{\rho(p)}(p)$ for all $p \in \text{cl}(\Omega')$;

2. $V^n_{\Gamma^n_{\ell}}$ converges in the weak*-topology to $V_0$ as $\ell \to \infty$;

3. $g$ satisfies $g(p) \geq \delta_{p,n+1}$ for $\delta > 0$ and all $p \in \text{cl}(\Omega')$.

**Proof.** Let $\{(U^n_{\ell}, \Gamma^n_{\ell})\}_{\ell}$ and $V_0$ be the same as in Proposition 6.10. We show that a subsequence of it satisfies the desired properties. Write $\Gamma^n = \Gamma^n_{\ell}$ for convenience. Let $r(p) = p_{n+1}$ be the $(n+1)$-th coordinate of $x(p)$. Let $r_i(p) = \frac{r(p)}{i}$, $W^n_i(p) = B_{\frac{r_i(p)}{16}}(p)$ and $W^n_{\ell} = \mathbb{R}^{n+1} \setminus B_{\frac{r_{\ell i}(p)}{16}}(p)$. Then $(W^n_{\ell}(p), W^n_{\ell}(p)) \in C\mathcal{O}$ for all $i$ and all $p \in \text{cl}(\Omega')$. Proposition 6.10 implies, for any fix $i$, either of the following holds:

1. $\Gamma^n_i$ is $\frac{1}{i}$-a.m. in $W^n_i(p)$, for any $p \in \text{cl}(\Omega')$ and $\ell$ sufficiently large.

2. For any $K$, there is a $\ell_K \geq K$ and a $p^n_{\ell_k} \in \text{cl}(\Omega')$, so that $\Gamma^n_{\ell_K}$ is $\frac{1}{\ell_K}$-almost minimizing in $W^n_{\ell}(p)$. If there is no $i$ for which case (1) holds, then case (2) implies there is a sequence $\{p^n_i\} \subset \text{cl}(\Omega')$ such that $\Gamma^n_i$ is $\frac{1}{i}$-a.m. in $W^n_i(p)$. If $p^n_i$ converges to some point in $\mathbb{R}^n \times \{0\}$, then $r_i(p^n_i) \leq r(p^n)$ which converges to 0. So, we can set $g(p) = \frac{r(p)\delta_{n+1}}{2}$ in this case. If $p^n_i$ converges to some point $p_0 \in \text{cl}(\Omega')$, then $r_i(p^n_i) = \frac{r_0(p^n_i)}{i}$ also converges to 0. So, we can choose $g(p) = \frac{1}{2} \min\{|p - p_0|, r(p^n_i)\}$ for $p \neq p_0$ and $g(p_0) = \frac{r_0(p^n_i)}{2}$. It is easy to see that $g$ satisfies $g(p) \geq \delta_{p,n+1}$ for a sufficiently small $\delta > 0$.

Now, assume there is some $i_0$ for which case (1) holds. We simply take $g(p) = \frac{r_0(p^n_i)}{16}$. □

Finally, we prove the following proposition which concludes the proof of Theorem 6.7.

**Proposition 6.12.** Let $\{(U^n_{\ell}, \Gamma^n_{\ell})\}$ and $V_0$ be obtained in Proposition 6.10. Assume $V_0$ has the decomposition $V_0 = \frac{1}{y^{\Gamma}} V_+ - \mathcal{H}_n^{\mathbb{R}^{n+1}_+} \Gamma_-$ as in Proposition 5.5. Then, $V_+ = \mathcal{H}_n^{\mathcal{L} \Gamma_0}$, where $\Gamma_0$ is a minimal hypersurface that is $C^{k,\alpha}$-asymptotic to some components of $M$ and has codimension-7 singular set. Moreover, $E_{\text{rel}}[\Gamma_0, \Gamma_-] = m_{\text{rel}}(X)$.

**Proof.** It follows from Proposition 5.4 that $V_+$ is stationary and that $\text{Spt}V_+ \subset \text{cl}(U_{\Gamma_+} \setminus U_{\Gamma_-})$. Since the argument in [LT13] is local, we obtain that $V_+ = \sum_{j=1}^N c_j \mathcal{H}^n \mathcal{L} \Gamma_j$, where $c_j \in \mathbb{N}$ and $\Gamma_j$ is a smooth minimal hypersurface with $\text{cl}(\Gamma_j) \setminus \Gamma_j$ is a set of codimension-7. Note that $V_+$ and $\Gamma_j$ are temporarly only defined in the interior of $\mathbb{R}^{n+1}_+$. For $(x, 0) \in \mathbb{R}^n \times \{0\}$, let $d(x) := d_{\mathbb{R}^n \times \{0\}}(x, M)$. By [HLS7], Section 1, as $(x, y) \in \text{Spt}V_+$ approaches the ideal boundary, $\frac{d(x)}{y} \to 0$.

We claim there is an $\epsilon > 0$, so that $V_+ \cap \{y \leq \epsilon\}$ has no singularities. Assume, on the contrary, there is a sequence of points $\{(x_i, y_i)\}$ lying in the singular set of $V_+$ with $y_i \to 0$. Notice that $\partial_\infty(\text{Spt}(V_+))$ (which is defined to be the topological boundary of $\text{Spt}(V_+)$ in $\mathbb{R}^{n+1}_+$) is contained in $M$. So, without loss of generality, we assume that $x_i \to a \in M$ as $i \to \infty$. Assume $a = 0 \in \mathbb{R}^n$ and $n_M(0) = (0, 1)$. From Section 4 and 5 of [LT13], one can see that for any $p \in \text{cl}(\Omega')$, $\text{Spt}V_+$ is stable in any annulus in $\mathcal{A}N_{\rho(p)}(p)$. Hence, there is an $\epsilon > 0$, so that $\text{Spt}V_+$ is stable in $B_{\mathbb{R}^{n+1}_+}(p)$ for any $p$ near the ideal boundary. So, $V_+$ is stable in $B_{\epsilon y}(x_i, y_i)$. Let $(x_i, y_i) = (x_i, x_i^{n+1}, y_i)$ and $(z_i, z^n, y) \in B_{\epsilon y}(x_i, y_i) \cap \text{Spt}(V_+)$. We suppose $x_i = a_i + d(x_i)n_M(a_i) = a_i + d_i y_i$ and $z := (z_i, z^n) = a_i^{n+1} + d_i^{n+1}$. Then $a_i \to 0$, $n_M(a_i) \to (0, 1)$, and for arbitrary $\delta > 0$,

$$|a_i^{n+1} - a_i| \cdot e_n|n| \leq \delta|a_i^{n+1} - a_i| \leq C\delta|z - x_i| \leq C\delta e y_i.$$
holds for \(i\) large. This gives
\[
\frac{\lambda_{n}^d - a_{n}^d}{y_i} + \frac{d_i^d}{y_i} 
\leq C_{\delta} + \frac{d_i^d}{y_i} + \frac{d_i^d}{y_i}.
\]
Since \(d_i^d \to 0\) and \(|y - y_i| \leq \epsilon y_i \leq \frac{1}{2} y_i\), we have \(d_i^d \leq 2d_i^d \to 0\). Hence,
\[
(6.1) \quad \sup_{(x,y) \in \Gamma, B_{\epsilon y_i}(x,y)} \frac{|x^n - x_i^n|}{y_i} \to 0, \text{ as } i \to \infty.
\]
Set \(V_i = T_{i#}(V_+ \cap B_{\epsilon y_i}(x_i, y_i))\), where \(T_{i#}\) is the push-forward of the map \(T_i : (x, y) \mapsto \frac{1}{y_i}(x - x_i, y)\). Then, it is easy to check that \(V_i\) is stable in \(B_1(0, 1)\) with a codimension-7 singular set. \((6.1)\) implies for any \(\delta > 0\), \(\text{Spt} V_i \subset B_\delta(0, 1) \cap \{|x^n| < \delta\}\) holds for \(i\) large. Moreover,
\[
(6.2) \quad \frac{V_i(B_1(0, 1))}{\epsilon^n} = \frac{V_+ (B_{\epsilon y_i}(x_i, y_i))}{\epsilon^n y_i^n} \leq C_{\epsilon} |\phi|_0 + \frac{\mathcal{H}^n(\Gamma_+ \cap B_{\epsilon y_i}(x_i, y_i))}{\epsilon^n y_i^n},
\]
where \(\phi\) is identically 1 on \(B_{\epsilon y_i}(x_i, y_i)\), and \(\|\phi\|_x \leq C\). Notice that \(\Gamma_+\) is \(C^{k,\alpha}\) near the boundary, so it can be extended in a \(C^2\) way across \(\mathbb{R}^n \times \{0\}\). Thus, \(\frac{\epsilon^{mpy}}{\epsilon^n} \mathcal{H}^n(\Gamma_+ \cap B_{\epsilon y_i}(x_i, y_i))\) is bounded above by the monotonicity formula [Sim84, Section 17]. Hence \((6.2)\) is bounded above independent of \(i\). We apply [SSS1] Theorem 1 and get, for \(i\) large, \(V_i \cap B_2(0, 1)\) is a disjoint union of graphs of functions. In particular, \(V_i\) is regular at \((0, 1)\), which contradicts the assumption that \((x_i, y_i)\) is singular. This proves the claim.

By compactness of Caccioppoli sets, we can assume that \(U_{T_i}^\delta\) converges in \(L^1_{\text{loc}}\) to a Caccioppoli set \(U_0\) with \(U_{T_i} \subset U_0 \subset \text{cl}(U_{T_i})\). By the nature of convergence, \(\mathcal{H}^n(T_i \cap \partial^* U_0) \leq V_\epsilon\). So, \(\partial^* U_0 \subset \text{Spt}(V_+)\). From the preceding paragraph, \(\text{cl}(\partial^* U_0) \cap \{0 < y \leq \epsilon\}\) is smooth. If there is a point \(p \in \text{Spt} V_+ \cap \{0 < y \leq \frac{1}{2} \epsilon\}\) \(\text{cl}(\partial^* U_0)\), we take \(T_i(p) \subset \text{cl}(\partial^* U_0)\). For any function \(\phi \in C_c(B_r(p); \mathbb{R}^{n+1})\), \(\phi(p) \cdot v\) can be thought of as a function over \(G_n(B_r(p))\). So, by the varifold convergence, \(\int \phi \cdot \nu dV_+ = \lim_{\epsilon \to \infty} \int_{T_i^n} \phi \cdot \nu_{T_i} d\mathcal{H}^n\). On the other hand, the convergence of Caccioppoli sets implies
\[
0 = \int_{\partial^* U_0} \phi \cdot \nu_{\partial^* U_0} d\mathcal{H}^n \lim_{\epsilon \to \infty} \int_{T_i^n} \phi \cdot \nu_{T_i} d\mathcal{H}^n.
\]
However, since \(V_+ \cap \{0 < y \leq \epsilon\}\) is smooth, we get a contradiction if we take \(\phi = \eta \nu V_+\), where \(\eta\) is a cut-off function. Thus, we have proved \(\text{Spt} V_+\) coincides with \(\text{cl}(\partial^* U_0)\) in \(\{0 < y \leq \epsilon\}\). This implies \(M^\delta := \partial_\infty \Gamma_+^\delta\) (the topological boundary of \(\text{cl}(\Gamma^\delta)\) in \(\mathbb{R}^{n+1}_+\)) is equal to some component of \(M\).

Now, we deal with the boundary regularity. We first modify the argument in [HLS7] to show that each \(\Gamma^\delta\) is \(C^1\) up to the ideal boundary. Assume \(0 \in M^\delta \subset \mathbb{R}^n\) and \(n_{M^\delta}(0) = (0, 1)\). We claim that
\[
\lim_{\Gamma^\delta \ni (x,y) \to (0,0)} \nu_{\Gamma^\delta}(x,y) = (0, 1, 0).
\]
Let \(\{(x_i, y_i)\} \subset \Gamma^\delta\) be a sequence of points converging to \((0, 0)\). By \((6.1)\), \((6.2)\) and [SSS1] Theorem 1, for \(i\) large, there is a function \(x^n = u_i(x', y)\) whose graph is equal to the component of \(\Gamma^\delta\) containing \((x_i, y_i)\). [SSS1] Theorem 1 also indicates \(|D u_i| + \epsilon y_i |D^2 u_i| \leq C \in B_{\epsilon y_i}^{\delta}(x_i, y_i)\). Since \(\text{Spt}(V_+)\) is contained in a thin neighborhood of \(\Gamma_+\), we have \(u_i(x_i, y_i) \to 0\), otherwise, the graph of \(u_i\) would intersect \(\Gamma_+\) or \(\Gamma_+\). This proves the claim and hence the \(C^1\) regularity of \(\Gamma^\delta\) at \(M^\delta\). The higher regularity follows from [Lim89b] and [Ton96]. (Notice that if \(k > n\), since we have assumed the \(C^{k,\alpha}\)-asymptotic regularity of \(\Gamma_\pm\), the assumption on \(M\) in [Ton96] Theorem 5.1 is automatically satisfied.)

Since \(E_{\text{rel}}[\Gamma^\delta_{T_i}] \to m_{\text{rel}}(X)\) and \(V_{T_i} \to 0\), it is immediate that \(E_{\text{rel}}[V_0] = V_0[1] = m_{\text{rel}}(X)\). In particular, \(E_{\text{rel}}[V_0] < \infty\). By the definition of relative entropy, \(E_{\text{rel}}[V_0] = \lim_{\epsilon \to 0} E_{\text{rel}}[V_0^{\chi(\delta y \in \epsilon)}] = E_{\text{rel}}[\sum_{j=1}^{N} c_j \Gamma^\delta, \Gamma_-]\). Since \(E_{\text{rel}}[V_0] < \infty\), we see that \(V_+\) is of multiplicity one. Now, write \(V_+ = \mathcal{H}^n \Gamma_0\). Then, \(\Gamma_0\) is a minimal hypersurface that is \(C^{k,\alpha}\)-asymptotic to \(M\) and has codimension-7 singular set. Moreover, \(E_{\text{rel}}[\Gamma_0, \Gamma_-] = m_{\text{rel}}(X)\).
7. Properties for asymptotic hypersurfaces in hyperbolic space

In this section, we discuss some useful properties that will be used later on.

**Lemma 7.1.** Let $\Sigma$ be a hypersurface in $\mathbb{R}^{n+1}_+$ that has $C^2$-asymptotic boundary in $\mathbb{R}^n \times \{0\}$ and meets $\mathbb{R}^n \times \{0\}$ orthogonally. Then, $\lambda_{\Sigma} |\Sigma| < \infty$.

**Proof.** Let $B^+_R(p) = B_R(p) \cap \mathbb{R}^{n+1}_+$ and $B^+_R = B_R(0) \cap \mathbb{R}^{n+1}_+$. We choose $R$ sufficiently large, so that $\Sigma \subset B^+_R$. Denote $B^+_R \cap \{y \geq \epsilon\}$ by $K_\epsilon$. We fix $p_0 \in \mathbb{H}^{n+1}$. Since $\Sigma$ is $C^2$-asymptotic to $\partial_\infty \mathbb{H}^{n+1}$, we get $\mathcal{H}^n(\partial \Sigma(\rho)) \leq C e^{C \rho}$ for $C > 0$ and $\rho$ sufficiently large. Notice that $\mathcal{H}^n(\partial \Sigma(p_1)) \leq \mathcal{H}^n(\partial \Sigma(\rho_0))$. So, for each $\epsilon > 0$, there are constants $C', \rho_0 > 0$, so that $\mathcal{H}^n(\partial \Sigma(\rho)) \leq C' e^{C \rho}$ for $p \in K_\epsilon$ and $\rho \geq \rho_0$. We now claim that $\sup_{\tau > 0, p_0 \in K_\epsilon} \int_\Sigma \Phi^{0,p_0}_n(-\tau, p) d\mathcal{H}^n(\rho) < \infty$. By [DMSS Theorem 3.1],

$$\Phi^{0,p_0}_n(-\tau, p) = K_n(t, d) \leq C t^{\frac{n}{2}} e^{-\frac{d^2}{4t}} e^{-\frac{1}{8}(n-1)^2 t},$$

where $d = d_{\Sigma}(p, p_0)$. Observe that

$$\int_{\Sigma \setminus \{d \leq \rho_0\}} \Phi^{0,p_0}_n(-\tau, p) d\mathcal{H}^n(\rho) \leq C \sum_{k=1}^{\infty} t^{-\frac{n}{2}} e^{-\frac{k^2 \rho_0^2}{4t}} e^{-\frac{1}{8}(n-1)^2 t} \mathcal{H}^n(\Sigma \cap \{k \rho_0 \leq d \leq (k+1) \rho_0\}) \leq C \sum_{k=1}^{\infty} t^{-\frac{n}{2}} e^{-\frac{k^2 \rho_0^2}{4t}} e^{-\frac{1}{8}(n-1)^2 t} e^{C' k \rho_0}.$$

For any $N > 0$, (7.1) is uniformly bounded for $t \in (0, N]$. For $t > N$, the boundedness of (7.1) follows in the same manner as in [Ber21 Proposition 4.2] if we choose $\rho_0$ sufficiently large. Moreover, since the area ratio is locally bounded by the monotonicity formula [Sim84 Section 17],

$$\sup_{\tau > 0, p_0 \in K_\epsilon} \int_{\Sigma \cap B^+_R(p_0)} \Phi^{0,p_0}_n(-\tau, p) d\mathcal{H}^n(\rho) < \infty$$

follows in the same manner as in Euclidean case. This proves the claim.

Finally, we show that $\sup_{\tau > 0, p_0 \in K_\epsilon} \int_\Sigma \Phi^{0,p_0}_n(-\tau, p) d\mathcal{H}^n(p) < \infty$. We choose $\epsilon_1$ so small that for any $p_1 \in \partial_\infty \Sigma$, $\Sigma \cap B^+_{2\epsilon_1}(p_1)$ can be written as a graph over a hyperplane parallel to $\mathbb{S}_{n+1}$. Let $\epsilon' = \frac{\epsilon_1}{\sqrt{n}}$ and $p_0 \in K_{\epsilon'}^c$.

Fix $p_1 \in \partial_\infty \Sigma$. Assume $p_1 = 0$ and $n_{\partial_\infty \Sigma}(0) = (0, \cdots, 0, 1, 0)$ in $\mathbb{R}^n \times \{0\}$. Letting $\delta = \frac{\epsilon_1}{\sqrt{n}}$,

$$\Sigma \cap \{(-\delta, \delta^n \times [0, \epsilon_1]) = \{(x', u, y) : u = u(x', y), (x', y) \in (-\delta, \delta)^{n-1} \times [0, \epsilon_1]\},$$

where $u$ is a $C^2$ function with $|Du| \leq C$. Hence,

$$\int_{\Sigma \cap (-\delta, \delta)^n \times [0, \epsilon_1]} \Phi^{0,p_0}_n(-\tau_0, p) d\mathcal{H}^n(p) = \int_{(-\delta, \delta)^n \times (0, \epsilon_1)} \Phi^{0,p_0}_n(-\tau_0, (x', u, y)) \sqrt{1 + |Du|^2} \frac{dy}{y^n} \leq C \int_{(-\delta, \delta)^n \times (0, \epsilon_1)} \Phi^{0,p_0}_n(-\tau_0, (x', 0, y)) \frac{1}{y^n} dy \leq C \int_{\mathbb{R}^{n-1} \times (0, \epsilon_1)} \Phi^{0,p_0}_n(-\tau_0, (x', 0, y)) \frac{1}{y^n} dy \leq C \lambda_{\Sigma}(\mathbb{H}^n)(1),$$

where $\Pi_1 : (x', x_n, y) \mapsto (x', 0, y)$ is the projection to the plane $\{x_n = 0\}$. Since $\partial_\infty \Sigma$ is compact, we write it as a finite union of graphs. The integral over each portion is bounded. Thus, we have proved that

$$\sup_{\tau > 0, p_0 \in K_{\epsilon'}} \int_{\Sigma \cap (y \leq 2\epsilon')} \Phi^{0,p_0}_n(-\tau_0, p) d\mathcal{H}^n(p) < \infty.$$

On the other hand, $\int_{\Sigma \cap \{y \geq 2\epsilon'\}} \Phi^{0,p_0}_n(-\tau, p) d\mathcal{H}^n(p)$ is uniformly bounded since $d_\Sigma(K_{\epsilon'}^c, \Sigma \cap \{y \geq 2\epsilon'\}) > 0$. This completes the proof. \[\square\]
Lemma 7.2. Let \( \Sigma \) and \( \Sigma' \) be two hypersurfaces in \( \mathbb{R}^{n+1}_+ \) that have \( C^2 \)-asymptotic boundaries in \( \mathbb{R}^n \times \{0\} \) and both meet \( \mathbb{R}^n \times \{0\} \) orthogonally. Assume that \( \Sigma' = \{ x(p) + f(p)v(p) : p \in \Sigma \} \), where \( v \) is a \( C^2 \) transverse section on \( \Sigma \) satisfying \( v(p) \) is perpendicular to \( e_{n+1} \) on \( \partial_\infty \Sigma \). Then, for any \( \epsilon > 0 \), there exists a \( \delta > 0 \), so that \( \lambda_{H}[\Sigma'] \leq \lambda_{H}[\Sigma] + \epsilon \) whenever \( \|f\|_{C^2(\Sigma)} \leq \delta \).

**Proof.** Let \( F_v : p \mapsto x(p) + f(p)v(p) \) be the map from \( \Sigma \) to \( \Sigma' \). Then, there is \( \delta_1 > 0 \) depending on \( \sup|\partial_\infty \Sigma| \), so that \( F_v \) is an injective map when \( \|f\|_{C^2} \leq \delta_1 \). By shrinking \( \delta_1 \) if necessary, we assume that \( F_v \) is an immersion. Hence, there are a function \( g(q) = f(F_v^{-1}(q)) \) and a transverse section \( w(q) = v(F_v^{-1}(q)) \) on \( \Sigma' \), so that \( \Sigma = \{ x(q) + g(q)w(q) : q \in \Sigma' \} \).

From Lemma \( 7.1 \), we know that both \( \lambda_{H}[\Sigma] \) and \( \lambda_{H}[\Sigma'] \) are finite. For any \( \epsilon > 0 \), we choose \( \tau_0 > 0 \) and \( p_0 \in \mathbb{R}^{n+1} \) so that

\[
\int_{\Sigma'} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma'}(p) \geq \lambda_{H}[\Sigma'] - \frac{\epsilon}{4}.
\]

For any \( \epsilon_1 > 0 \) (to be determined later), we can choose \( \delta \) sufficiently small, so that

\[
\int_{\Sigma' \cap \{ y \geq \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma'}(p) \leq \int_{\Sigma \cap \{ y \geq \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma}(p) + \frac{\epsilon}{4} \leq \lambda_{H}[\Sigma] + \frac{\epsilon}{4}
\]

We show that for appropriately chosen \( \epsilon_1 \), \( \int_{\Sigma' \cap \{ y \geq \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma'}(p) \) can be made smaller than \( \frac{\epsilon}{4} \). Fix any \( p_1 \in \partial_\infty \Sigma' \). Assume \( p_1 = 0 \) and \( n_{\partial_\infty \Sigma'}(0) = (0, \cdots, 0, 1, 0) \) in \( \mathbb{R}^n \times \{0\} \). We choose \( \epsilon_1 < \frac{\|v(p_0)\|}{2} \) so small that for some \( \delta_2 > 0 \),

\[
\Sigma' \cap \{ -\delta_2, \delta_2 \}^n \times \{ 0, \epsilon_1 \} = \{(x', u, y) : u = u(x', y), (x', y) \in (0, \delta_2, \delta_2)^n \times \{ 0, \epsilon_1 \} \},
\]

where \( u \) is a \( C^2 \) function with \( |Du| \leq 1 \). Hence,

\[
\int_{\Sigma' \cap \{ -\delta_2, \delta_2 \}^n \times \{ 0, \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma'}(p) = \int_{(0, \delta_2, \delta_2)^n \times \{ 0, \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, (x', u, y)) \frac{1 + |Du|^2}{y^n} dx' dy
\]

\[
\leq 2 \int_{(0, \delta_2, \delta_2)^n \times \{ 0, \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, (x', 0, y)) \frac{1}{y^n} dx' dy
\]

\[
\leq 2 \int_{\mathbb{R}^{n-1} \times \{ 0, \epsilon_1 \}} \Phi_{n,\tau_0}^0(p_0, -\tau_0, (x', 0, y)) \frac{1}{y^n} dx' dy,
\]

where \( \Pi_1 : (x', x_n, y) \mapsto (x', 0, y) \) is the projection to the plane \( \{ x_n = 0 \} \). However, \( \Pi_1 \) can be thought of as an integral over an \( n \)-dimensional hyperbolic plane and is independent of choice of \( p_1 \). So, it can be made less than \( c\epsilon \) for any \( c > 0 \) if we choose \( \epsilon \) sufficiently small. Since \( \partial_\infty \Sigma' \) is compact, we write it as a finite union of graphs. The integral over each portion is less than \( c\epsilon \). Thus, we have proved that

\[
\int_{\Sigma' \cap \{ y \geq \epsilon_1 \}} \Phi_{n,\tau_0}^0(-\tau_0, p) d\mathcal{H}^n_{\Sigma'}(p) \leq \frac{\epsilon}{4}.
\]

Combining (7.1), (7.3) and (7.5), we get \( \lambda_{H}[\Sigma'] \leq \lambda_{H}[\Sigma] + \epsilon \). \( \square \)

We now prove a compactness result for stable minimal hypersurfaces with bounded hyperbolic entropy.

**Proposition 7.3.** Assume \( 2 \leq n \leq 6, \alpha \in (0, 1) \) and \( k \geq 2 \). Let \( \{ \Sigma_i \}_{i=1}^\infty \) be a sequence of stable minimal hypersurfaces in \( \mathbb{H}^{n+1}_+ \) with the same \( C^{k,\alpha} \)-asymptotic boundary \( M = \partial_\infty \Sigma_i \). Then, there is a subsequence of \( \{ \Sigma_i \}_{i=1}^\infty \) converging in \( C^\infty_{loc}(\mathbb{R}^{n+1}_+) \) to a stable minimal hypersurface \( \Sigma_0 \) in \( \mathbb{H}^{n+1}_+ \) that is also \( C^{k,\alpha} \)-asymptotic to \( M \).

**Proof.** From the knowledge of [Bry88], \( \lambda_{H}[M] < \infty \). By [Ber21] Theorem 1.5, we have \( \lambda_{H}[\Sigma] = \lambda_{H}[M]/\text{Vol}(S^{n-1}) \) is uniformly bounded above. Notice that \( \Phi_{0,\tau_0}^0(-1, p) \) is strictly positive. So, for any \( y_1 > 0 \), \( \mathcal{H}^n_{\Sigma_i}(\Sigma_i \cap \{ y \geq y_1 \}) \) has a uniform upper bound independent of \( i \). The standard compactness result [SSSI] implies the existence of a subsequence \( \{ \Sigma_{i_k} \} \subset \{ \Sigma_i \} \) which converges to

\[\text{[See [BW21] Section 2.4] for the precise definition.}\]
a stable minimal hypersurface \( \Sigma_0 \) (possibly with multiplicity) in \( C^\infty_{\text{loc}} \) sense. Assume \( \Sigma_0 = \sum_{j=0}^{N} c_j \Sigma^j \) with \( N, c_j \in \mathbb{N} \) and each \( \Sigma^j \) connected minimal.

It is easy to check that \( \partial_{\infty} \Sigma^j \) (the topological boundary of \( \Sigma^j \) in \( \mathbb{R}^{n+1} \)) is contained in \( M \). Let \( M^j \) be the component containing \( \partial_{\infty} \Sigma^j \). Then, \( \partial_{\infty} \Sigma^j \) is relatively closed in \( M^j \). For any \( p \in \partial_{\infty} \Sigma^j \), assume that \( x(p) = 0 \) and \( n_M(0) = (0, \ldots, 0, 1, 0) \). Since the argument in the proof of Proposition 6.12 only relies on the geometry of ideal boundary \( M \), there is a \( \delta > 0 \), so that for any \( k \),

\[
\Sigma_k \cap (-\delta, \delta)^n \times [0, \delta) = \{(x', x_n, y) : x_n = u_{ik}(x', y), (x', y) \in (-\delta, \delta)^{n-1} \times [0, \delta)\}.
\]

Since \( \Sigma_k \) converges to \( \Sigma^j \) in \( C^\infty_{\text{loc}} \) sense, we see that \( \partial_{\infty} \Sigma^j \) contains a neighborhood of \( p \). This implies \( \partial_{\infty} \Sigma^j \) is also relatively open in \( M^j \). Hence, \( \partial_{\infty} \Sigma^j = M^j \).

Next, we show that each \( \Sigma^j \) is \( C^{k, \alpha} \) up to \( M \). For \( (x, 0) \in \mathbb{R}^n \times \{0\} \), define \( d(x) := d_{\mathbb{R}^{n+1}}(x, M) \).

Then, for any \( \varepsilon < 1 \), the maximum principle implies \( \Sigma_{ik} \) and \( \partial B_{(1-\varepsilon)d(x)}(x, 0) \cap \mathbb{R}^{n+1} \) are disjoint. Hence, \( \Sigma^j \) and \( \partial B_{(1-\varepsilon)d(x)}(x, 0) \cap \mathbb{R}^{n+1} \) are also disjoint. Since \( \varepsilon > 0 \) is arbitrary, we have \( \Sigma^j \cap B_{d(x)}(x, 0) = \emptyset \). Following the proof of Proposition 6.12, we see that (6.1) also holds for \( \Sigma^j \). To apply [SSS1], it remains to show a uniform area ratio bound as in (6.2). However, here we do not have any assumptions on the relative entropy. So, instead use the uniform hyperbolic entropy bound. For any \( p_0 \in \Sigma^j \),

\[
\int_{\Sigma_{ik} \cap B_{1}^{n+1}(p_0)} K_n(1, d_{\mathbb{R}^{n+1}}(p - p_0)) d\mathcal{H}^{n}_{\mathbb{R}^{n+1}}(p) \leq \int_{\Sigma_{ik}} \Phi^0_{p_0}(1, \mathbb{R}^{n+1}) d\mathcal{H}^{n}_{\mathbb{R}^{n+1}}(p) \leq \lambda_c[M]/\text{vol}(S^{n-1}),
\]

where \( K_n(t, \rho) \) is defined in (1.1). By direct computation, there is a constant \( c_0 > 0 \) independent of \( p_0 \) such that \( B_{c_0^{-1}y(p_0)}(p_0) \subset B_1^{n+1}(p_0) \). So, there is a constant \( c_1 > 0 \) depending only on \( K_n(t, \rho) \), such that

\[
c_1 \frac{1}{y^{n}} H^n(B_{c_0^{-1}y(p_0)}(p_0) \cap \Sigma_{ik}) \leq \int_{\Sigma_{ik} \cap B_{1}^{n+1}(p_0)} K(1, d_{\mathbb{R}^{n+1}}(p - p_0)) d\mathcal{H}^{n}_{\mathbb{R}^{n+1}}(p).
\]

By letting \( i_k \to \infty \), we get \( \frac{1}{y^n} H^n(B_{c_0^{-1}y(p_0)}(p_0) \cap \Sigma^j) \) has an upper bound independent of the choice of \( p_0 \). Now, we can proceed as in the proof Proposition 6.12 to get the \( C^{k, \alpha} \)-asymptotic regularity of \( \Sigma^j \).

Finally, by the nature of convergence, \( \lambda_{\mathbb{R}^{n}}[\Sigma_0] \leq \liminf_{k \to \infty} \lambda_{\mathbb{R}}[\Sigma_{ik}] = \lambda_c[M]/\text{vol}(S^{n-1}) \). On the other hand, by [Ber21] Theorem 1.5, \( \lambda_{\mathbb{R}}[\Sigma_0] = \sum_{j=0}^{N} c_j \lambda_c[M^j]/\text{Vol}(S^{n-1}) \), where \( M^j = \partial_{\infty} \Sigma^j \).
Proposition 7.6. Suppose \( \Gamma_1 \subset \Gamma_2 \) (\( \Gamma_1 \cap \Gamma_2 = \emptyset \)) are two minimal hypersurfaces that are both \( C^3 \)-asymptotic to \( M \subset \mathbb{R}^n \times \{0\} \subset \partial_{\infty} \mathbb{H}^{n+1} \). Then, there exist an \( \epsilon_1 > 0 \) and a function \( h \), so that
\[
\Gamma_2 \cap \{ y \leq \frac{\epsilon_1}{2} \} \subset \{ p + h(p) \mathbf{n}_{\Gamma_1} : p \in \Gamma_1 \subset \{ y \leq \epsilon_1 \} \} \subset \Gamma_2 \cap \{ y \leq 2 \epsilon_1 \}.
\]
On the components of \( \Gamma_1 \) where \( h \) is not identically 0, we have the estimate \( \frac{1}{2} y^{n+1}(p) \leq h(p) \leq C y^{n+1}(p) \) for some \( C > 0 \) and \( p \in \Gamma_1 \cap \{ y \leq \epsilon_1 \} \).

Proof. The existence of the function \( h \) and the upper bound follows from [Yao, Lemma 3.4]. Moreover, we have \( h|_M = 0 \), \( \nabla h|_M = 0 \) and \( \nabla^2 h|_M = 0 \). By computation, \( f = \frac{1}{2} y \) satisfies the equation
\[
\Delta f + (|A_{\Gamma_1}|^2 - n) f = a(p, h, \nabla h, \nabla^2 h) f + y \langle b(p, h, \nabla h, \nabla^2 h), \nabla f \rangle,
\]
where \( |a| + |b| \leq C(|h| + |\nabla h| + |\nabla^2 h|) \). Since \( |A_{\Gamma_1}|^2 = \mathcal{O}(y^2) \), we choose \( \epsilon_1 \) so small that \( |A_{\Gamma_1}|^2 - n - a \leq 0 \) for \( y(p) \leq \epsilon_1 \). Let \( g(p) = y^p(p) + Ky^{n+1}(p) \). By the same reasoning as in the proof of [Yao, Lemma 3.4], we can choose \( \epsilon_1 \) and \( K \) appropriately, so that \( \mathcal{L} g = \mathcal{L}(y^n + Ky^{n+1}) \geq 0 \). On the component of \( \Gamma_1 \) where \( f \) is not identically 0, let \( \lambda = \inf_{y(p) = \epsilon_1} f \). If \( \lambda = 0 \), then the strong maximum principle implies that \( f \equiv 0 \) on this component of \( \Gamma_1 \), which leads to a contradiction. Now, we have \( \mathcal{L} f - \frac{\lambda}{\epsilon_1^2 + K \epsilon_1^2} g \leq 0 \), \( f|_{y=0} = 0 = \frac{\lambda}{\epsilon_1^2 + K \epsilon_1^2} g|_{y=0} \) and \( f|_{y=\epsilon_1} \geq \frac{\lambda}{\epsilon_1^2 + K \epsilon_1^2} g|_{y=\epsilon_1} \). By the maximum principle, \( f \geq \frac{\lambda}{\epsilon_1^2 + K \epsilon_1^2} g \) in \( \Gamma_1 \cap \{ y \leq \epsilon_1 \} \). This proves the lower bound. \( \square \)

8. Deformation of Unstable Minimal Hypersurfaces

In this section, we show that an unstable minimal hypersurface can be deformed into a stable one. Following [BW19b], we perturb the unstable minimal hypersurface by its first eigenfunction, and show that the mean curvature flow starting from the perturbed hypersurface moves to a stable minimal hypersurface. To get an isotopy that is regular up to the ideal boundary, we modify the deformation near the ideal boundary in an explicit way.
As a starting point, we prove that for unstable or weakly stable minimal hypersurfaces, the infimum of the energy functional for the stability operator is attained by some function in the weighted Hölder space $y^{\mu}A^{k,\alpha}_0$ for $\mu > n$.

**Proposition 8.1.** Let $\Gamma$ be a minimal hypersurface that is $C^2$-asymptotic to $M$. Assume that

$$\lambda_1 = \inf_{f \in C^1_c(\Gamma) \setminus \{0\}} \frac{\int_{\Gamma} \langle \nabla f, \nabla f \rangle + (n - |A\Gamma|^2)f^2dH^n_{\mathbb{H}}}{\int_{\Gamma} f^2dH^n_{\mathbb{H}}} \leq 0.$$ 

Then, there is a non-zero function $f \in y^{\mu}A^{k,\alpha}_0(\Gamma)$ satisfying $\Delta f + (|A\Gamma|^2 - n + \lambda_1)f = 0$ for any $k \in \mathbb{N}$. Here $\mu = \frac{n-1+\sqrt{(n+1)^2-4\lambda_1}}{2}$ is the larger root to the equation $t^2 + (1 - n)t + (\lambda_1 - n) = 0$. Moreover, on the component of $\Gamma$ where $f$ is not identically 0, we have $\frac{1}{y}y^{\mu} \leq f \leq Cy^{\mu}$.

**Proof.** Let $\Gamma_i = \Gamma \cap \{y \geq \frac{1}{i}\}$ and

$$\lambda_i^1 = \inf_{f \in H^1(\Gamma_i) \setminus \{0\}} \frac{\int_{\Gamma_i} \langle \nabla f, \nabla f \rangle + (n - |A\Gamma|^2)f^2dH^n_{\mathbb{H}}}{\int_{\Gamma_i} f^2dH^n_{\mathbb{H}}}.$$ 

It is easy to see that $\lambda_i^1 \to \lambda_1$ as $i \to \infty$. Since $\Gamma_i$ is a compact manifold with boundary, the standard calculus of variation theory gives the existence of a non-negative function $f^i \in H^1(\Gamma_i) \cap C^\infty(\Gamma_i)$, so that $\Delta f^i + (|A\Gamma|^2 - n + \lambda_1)f^i = 0$ in $\Gamma_i$ and $f^i(p_0) = 1$ for a fixed point $p_0 \in \Gamma_i \subseteq \Gamma_i$. By choosing $\epsilon_2$ sufficiently small, we assume that $|A\Gamma|^2 - n < 0$ for $p \in \Gamma \cap \{y(p) \leq \epsilon_2\}$. For $i$ sufficiently large, the Harnack inequality implies that $f^i(p) \leq C(\epsilon_2)f^i(p_0) = C(\epsilon_2)$ for $p \in \Gamma \cap \{y \geq \epsilon_2\}$. On the other hand, the maximum principle is valid on $\Gamma \cap \{y \leq \epsilon_2\}$. So, $\sup_{\Gamma \cap \{y \leq \epsilon_2\}} f^i \leq \sup_{\Gamma \cap \{y=\epsilon_2\}} f^i = \sup_{\Gamma \cap \{y=\epsilon_2\}} f^i \leq C(\epsilon_2)$. In other words, $f^i$ is uniformly bounded in $i$. Locally, we can write the Laplace operator over $\Gamma$ as $\Delta = y^2\Delta + (2 - n)y\partial_ky\partial_j$. So, we can rewrite the equation for $f^i$ as

$$\Delta f^i + \frac{2 - n}{y}\nabla^2 f^i + |A\Gamma|^2 - n + \lambda_1^1 f^i = 0.$$ 

The interior Schauder estimate \[GT83\] Section 6.1] gives

$$\frac{1}{i^2}||\nabla f^i||_{C^0(\Gamma \cap \{y \geq \frac{1}{i}\})} + \frac{1}{i^2}||\nabla^2 f^i||_{C^0(\Gamma \cap \{y \geq \frac{1}{i}\})} + \frac{1}{i^{2+\alpha}}||\nabla^2 f^i||_{C^{\alpha,\alpha}(\Gamma \cap \{y \geq \frac{1}{i}\})} \leq C||f||_{C^0(\Gamma \cap \{y \geq \frac{1}{i}\})} \leq C(\epsilon_2).$$

Taking a convergent subsequence of $\{f^i\}$, we get the existence of a $C^{2,\alpha}_{loc}$ function $f$ satisfying $\Delta f + (|A\Gamma|^2 - n + \lambda_1)f = 0$, $f(p_0) = 1$ and $||f||_{C^{2,\alpha}_{loc}} \leq C(\epsilon_2)$.

Direct computation shows

$$\Delta \left( \frac{f^i}{y} \right) - 2(\nabla \left( \frac{f^i}{y} \right), y\nabla \frac{1}{y}) + (|A\Gamma|^2 - n + \lambda_1 + 2 - n + O(y)) \frac{f^i}{y} = 0.$$ 

By shrinking $\epsilon_2$ if necessary, $\frac{f^i}{y}$ satisfies the maximum principle on $\Gamma \cap \{\frac{1}{i} \leq y \leq \epsilon_2\}$. Hence, $f^i \leq Cy$ in $\Gamma \cap \{\frac{1}{i} \leq y \leq \epsilon_2\}$. Taking $i \to \infty$, we see that $f$ can be continuously extended to 0 on $M$. We take $L\lambda_1 = \Delta + (|A\Gamma|^2 - n + \lambda_1)$ and notice that $L\lambda_1(y^\mu + K'y^{\mu+1}) \geq 0$ and $L\lambda_1(y^\mu - K'y^{\mu+1}) \leq 0$ for some $K' > 0$. Then, the estimate $\frac{1}{y}y^{\mu} \leq f \leq Cy^{\mu}$ follows from an argument similar to the proof of Proposition \[7.6\] and the fact that $f \in C_0(\Gamma \cap M)$.

Finally, $f \in y^{\mu}A^{k,\alpha}_0$ for any $k$ follows from $0 \leq f \leq Cy^{\mu}$ and standard elliptic PDE estimates. \[square\]

The main theorem of this section is the following:

**Theorem 8.2.** Let $2 \leq n \leq 6$, $\alpha \in (0,1)$ and $k \geq 2$. Assume $M$ is of class $C^{k+1,\alpha}$. If $\Gamma$ is an unstable minimal hypersurface that is $C^{k+1,\alpha}$-asymptotic to $M \subset \mathbb{R}^n \times \{0\}$ with $\lambda_\epsilon[M] < \text{Vol}(\mathbb{S}^{n-1}\lambda[\mathbb{S}^{n-1} \times \mathbb{R}^1])$ then there is a stable minimal hypersurface $\Gamma'$ which is also $C^{k+1,\alpha}$-asymptotic to $M$, so that $\Gamma'$ and $\Gamma'$ are $C^{k,\alpha}$ isotopic. Moreover, if there are two minimal hypersurfaces $\Gamma_1$ and $\Gamma_2$ with $\Gamma_1 \leq \Gamma \leq \Gamma_2$, then $\Gamma'$ can be chosen to satisfy $\Gamma_1 \leq \Gamma' \leq \Gamma_2$.

By \[Ber21\], $\lambda_\epsilon[M] = \text{Vol}(\mathbb{S}^{n-1}\lambda[\mathbb{S}^{n-1} \times \mathbb{R}^1])$. So, $\lambda_\epsilon[M] < \text{Vol}(\mathbb{S}^{n-1}\lambda[\mathbb{S}^{n-1} \times \mathbb{R}^1])$ implies $\lambda_\epsilon[\Gamma] < \lambda[\mathbb{S}^{n-1} \times \mathbb{R}^1]$. Let $\bar{\lambda}_\epsilon = \{p + \epsilon f(p)n_\Gamma = p + \epsilon yf\overline{n}_\Gamma : p \in \Gamma\}$, where $f$ is the first eigenfunction of $\Gamma$. Consider the mean curvature flow \{\Sigma_t\} with $\Sigma_0 = \overline{\Gamma}_\epsilon$. Since $\sup_{p \in \overline{\Gamma}_\epsilon} |\overline{A}_F| |(p) > \infty$ if we choose $\epsilon$
sufficiently small, short time existence of the flow follows from classical theories. Let \( T > 0 \) be the maximal existing time of the flow \( \{ \Sigma_t \} \). We will show in the following lemma that by shrinking \( \epsilon \) if necessary, \( \{ \Sigma_t \} \) remains mean convex.

**Lemma 8.3.** By choosing \( \epsilon \) sufficiently small, the mean curvature flow \( \{ \Sigma_t \}_{t \in [0, T]} \) starting from \( \bar{\Gamma}_\epsilon \) remains mean convex. Moreover, \( H_{\Sigma_t} \geq ce^{-n(\mu+1)}y^\mu \) for some \( c > 0 \) and \( t \in [0, T) \).

**Proof.** By direct computation (see, e.g., \([\text{Hui86}]\)), \( \frac{d}{dt} H_{\Sigma_t} = \Delta_{\Sigma_t} H_{\Sigma_t} + (|A_{\Sigma_t}|^2 - n) H_{\Sigma_t} \). We also have \( \frac{d}{dt}(y^\mu) = \Delta_{\Sigma_t}(y^\mu) + n\mu y^\mu - \mu(\mu + 1)y^\mu(1 - (\nabla_{\Sigma_t} \cdot \bar{\nu}_{n+1})^2) \). Hence, \( \left( \frac{d}{dt} - \Delta_{\Sigma_t} \right)(e^{-n\mu t}y^\mu) \leq 0 \), and \( \left( \frac{d}{dt} - \Delta_{\Sigma_t} \right)(e^{nt}H_{\Sigma_t}) = |A_{\Sigma_t}|^2H_{\Sigma_t} \). Combining these quantities, we get for any \( c > 0 \),

\[
\left( \frac{d}{dt} - \Delta_{\Sigma_t} \right)(e^{-n\mu t}y^\mu - e^{nt}H_{\Sigma_t}) \leq -|A_{\Sigma_t}|^2e^{nt}H_{\Sigma_t} \leq |A_{\Sigma_t}|^2(ce^{-n\mu t}y^\mu - e^{nt}H_{\Sigma_t}) .
\]

At \( t = 0 \), we know from direct computation that

\[
H_{\bar{\Gamma}_\epsilon} = -(\Delta_{\Gamma} + |A_{\Gamma}|^2 - n)(\epsilon f) + a(p, h, \nabla h, \nabla^2 h)\epsilon f + y \langle b(p, h, \nabla h, \nabla^2 h), \nabla \epsilon f \rangle
\]

where \(|a| + |b| \leq C(|h| + |\nabla h| + |\nabla^2 h|)\) and \( h = \frac{\epsilon f}{y} \). Hence, by Proposition 8.1 there is a small \( \epsilon \), so that \( \bar{\Gamma}_\epsilon \) is mean convex and \( ce^{-n\mu t}y^\mu - e^{nt}H_{\Sigma_t} \leq 0 \) holds at \( t = 0 \) for some \( c > 0 \). On the other hand, since \( \Gamma \) is a \( C^3 \) hypersurface up to the ideal boundary, the perturbed hypersurface \( \bar{\Gamma}_\epsilon \) is \( C^2 \) up to the ideal boundary. Hence, \( |A_{\bar{\Gamma}_\epsilon}| = O(y) \). By the pseudo-locality theorem \([\text{CY07}] \) Theorem 7.5, we see that for any \( T_0 < T \), there are constants \( C(T_0) > 0 \) and \( \epsilon = \epsilon(T_0) > 0 \), so that

\[
\sup_{0 \leq t \leq T_0, p \in \Sigma_t \cap \{ y \leq \epsilon \}} |A_{\Sigma_t}|(p) \leq C(T_0).
\]

Since \( \bigcup_{0 \leq t \leq T_0} (\Sigma_t \cap \{ y \geq \epsilon \}) \times \{ t \} \) is compact, we see that \( \sup_{0 \leq t \leq T_0} |A_{\Sigma_t}| < \infty \).

Then, by a non-compact maximum principle (e.g., one can use a variant of the monotonicity formula introduced in \([\text{Ber21}] \) and modify the proof of \([\text{EH99}] \) Corollary 1.1), \( ce^{-n\mu t}y^\mu - e^{nt}H_{\Sigma_t} \leq 0 \) for \( t \in [0, T_0] \) \( \square \).

**Lemma 8.4.** Let \( \{ \Sigma_t \}_t \) be a mean curvature flow which satisfies \( H_{\Sigma_t} \geq ce^{-n(\mu+1)}y^\mu \) for some \( c > 0 \) and \( \mu \in \mathbb{R}^+ \). Suppose the initial hypersurface \( \Sigma_0 \) is \( C^2 \)-asymptotic to the ideal boundary and meets the ideal boundary orthogonally. Then, for any \( T_1 < \infty \) with \( T_1 \leq T \) (the maximal existing time), there is a constant \( C_1 = C_1(n, T_1, \Sigma_0) > 0 \), so that \( |A_{\Sigma_t}|^2 \leq C_1 y^{-2n}e^{4nt}H_{\Sigma_t}^2 \) for any \( p \in \Sigma_t \) and \( t < T_1 \).

**Proof.** When it is clear from the context, we will omit the subscripts and simply write \( A \) (resp. \( H \)) for \( A_{\Sigma_t} \) (resp. \( H_{\Sigma_t} \)). By \([\text{Hui86}] \) Corollary 3.5,

\[
\frac{d}{dt} |A|^2 = \Delta |A|^2 - 2|\nabla A|^2 + 2|A|^2(|A|^2 - n) + 4n(|A|^2 - \frac{1}{n} H^2).
\]

After computation, we see that

\[
\frac{d}{dt} \left( \frac{|A|^2}{H^2} - \frac{1}{n} \right) = \Delta \left( \frac{|A|^2}{H^2} - \frac{1}{n} \right) + 4n \left( \frac{|A|^2}{H^2} - \frac{1}{n} \right) + \frac{4}{H^3} \langle \nabla(|A|^2), \nabla H \rangle
\]

\[
- \frac{6|A|^2}{H^4} |\nabla H|^4 - \frac{2|\nabla A|^2}{H^2}.
\]

Following the computation in \([\text{BW17}] \) Proof of Proposition 3.3],

\[
\frac{4}{H^3} \langle \nabla(|A|^2), \nabla H \rangle \leq \frac{2}{H} \left( \nabla \left( \frac{|A|^2}{H^2} \right), \nabla H \right) + \frac{6|A|^2}{H^4} |\nabla H|^2 + \frac{2|\nabla A|^2}{H^2}.
\]

Hence, the function \( g = \frac{|A|^2}{H^2}e^{-4nt} - \frac{1}{n}e^{-4nt} \) satisfies \( \frac{d}{dt} g \leq \Delta g + \frac{2}{H} \langle \nabla g, \nabla H \rangle \). From the assumptions on \( \Sigma_0 \), we see that \( |A_{\Sigma_0}| = O(y) \) as \( y = y(p) \to 0 \). Since \( T_1 < \infty \), the pseudo-locality theorem \([\text{CY07}] \) Theorem 7.5 implies that there is an \( \epsilon > 0 \), so that

\[
(8.2) \quad \sup_{t < T_1, p \in \Sigma_t \cap \{ y \leq 2\epsilon \}} |A| \leq C.
\]
Together with Lemma \[\text{\textbf{8.3}}\]

(8.3) \[
sup_{0 \leq t < T_1, p \in \Sigma_t \cap \{y \leq \epsilon\}} g(t, p) \leq C y^{-2\mu} e^{2n(\mu+1)T_1}.
\]

On the other hand, we can use a maximum principle for \(g\) on \(W_\epsilon = \left( \bigcup_{0 \leq t < T_1} \Gamma_t \times \{t\} \right) \cap \{y \geq \epsilon\}\) to see that \(g\) is bounded above by the maximum of \(g\) over the parabolic boundary of \(W_\epsilon\). Hence,

(8.4) \[
sup_{0 \leq t < T_1, p \in \Sigma_t \cap \{y \geq \epsilon\}} g(t, p) \leq C y^{-2\mu} e^{2n(\mu+1)T_1}.
\]

Combining (8.3) and (8.4), we get the desired bound. \(\square\)

**Lemma 8.5.** Let \(2 \leq n \leq 6\) and \(\{\Sigma_t\}_{t \in [0, T)}\) be the same flow as in Lemma \[\text{\textbf{8.4}}\]. If we further assume that \(\lambda_0 \in [0, T)\) and \(\lambda_0 = \lambda^2 < \lambda [S^{n-1} \times \mathbb{R}]\), then the maximal time of existence is \(T = \infty\).

**Proof.** Assume for now \(T < \infty\). From (8.2), we see that

\[
\lim_{t \to T} \sup_{p \in \Sigma_t} |A_{\Sigma_t}| = \lim_{t \to T} \sup_{p \in \Sigma_t \cap \{y \geq \epsilon\}} |A_{\Sigma_t}| = \infty.
\]

Pick a sequence \(\{p_i\} \subset \Sigma_{t_i}\) with \(t_i \to T\) and \(\sup p_i \Sigma_t \cap \{y \geq \epsilon\} |A_{\Sigma_t}|\). Without loss of generality, we may assume that \(p_i \to \bar{p}\). Consider the exponential map \(\text{exp}_{\bar{p}} : \mathbb{R}^{n+1} \to \mathbb{H}^{n+1}\). It is readily checked that \(\text{exp}_{\bar{p}}\) is a diffeomorphism. Let \((\mathbb{R}^{n+1}, g)\) be the pull-back of \((\mathbb{H}^{n+1}, g_{\mathbb{H}^{n+1}})\) under the exponential map. With a slight abuse of notation, assume \(\Sigma_t\) is also a flow in \((\mathbb{R}^{n+1}, g)\).

Let \(\{\Sigma^\lambda_t\}_{t \in [-T\lambda^{-2}, 0]} = \{\chi_{\Sigma^\lambda T+\lambda^2 s}\}_{t \in [-T\lambda^{-2}, 0]}\). Here, the dilation is understood in \(\mathbb{R}^{n+1}\). One can check that \(\{\Sigma^\lambda_t\}\) is a mean curvature flow in \((\mathbb{R}^{n+1}, g^\lambda)\), where \(g^\lambda(x) = g(\lambda x)(\partial_1, \partial_j) = g_{ij}(\lambda x)\). By [Ber21],

\[
\int_{\Sigma_t} \Phi^0_\lambda(t-T, p) dH^\lambda_t(p)
\]

is monotone decreasing in \(t \in [0, T)\). After re-writing it into an integral over \(\Sigma^\lambda_t\) in \(\mathbb{R}^{n+1}\), we have

(8.5) \[
\int_{\Sigma_t} \Phi^0_\lambda(t-T, p) dH^\lambda_t(p) = \int_{\Sigma^\lambda_t} \lambda^n K_n(-\lambda^2 s, \lambda y) \sqrt{\det g^\lambda(y)} dH^n(y).
\]

Since \(g^\lambda \to g_{\mathbb{R}^{n+1}}\) in \(C^\infty_{\text{loc}}(\mathbb{R}^{n+1})\) as \(\lambda \to 0\) and the arguments in [Ton19] Chapter 3 are local, one can show with minor modifications that for any sequence \(\lambda_k \to 0^+\), there is a subsequence \(\{\lambda_k\} \subset \{\lambda_k\}\), so that \(\{\Sigma^\lambda_k\}\) converges to a self-shrinking Brakke’s flow \(\{\mu_s\}_{s \in [0, \tau]}\) in \((\mathbb{R}^{n+1}, g_{\mathbb{R}^{n+1}})\).

By the nature of convergence, \(\lambda|_{\mu_s} < \lambda |S^{n-1} \times \mathbb{R}^1| \leq 2\).

By Lemma \[\text{\textbf{8.4}}\] and the Brakke’s regularity theorem, on the regular part of \(\mu_{1-} \cap [0, \tau]\)

It then follows from [CHW13 Proposition 5.1] that \(\{\mu_s\}\) is actually smooth and hence, by [CM12 Theorem 0.17], is either \(\mathbb{S}^n\) or \(\mathbb{R}^n\). Since \(\Sigma_t\) doesn’t have closed component, \(\mu_s\) must be a plane. This implies \(\Sigma_t\) is smooth at \((\bar{p}, T)\), which contradicts our assumption. \(\square\)

**Proof of Theorem 8.2** Combining Lemma \[\text{\textbf{8.3}}\], Lemma \[\text{\textbf{8.4}}\] and Lemma \[\text{\textbf{8.5}}\], we see that for a sufficiently small \(\epsilon\), the mean curvature flow \(\{\Sigma_t\}\) starting from \(\bar{\Gamma}_\epsilon\) exists for all \(t \geq 0\) and remains mean convex. We first show that as \(t \to \infty\), \(\Sigma_t \overset{C^\infty_{\text{loc}}}{\to} \Gamma\) for some stable minimal hypersurface \(\Gamma\) that is \(C^{k+1, \alpha}\)-asymptotic to \(M\).

Since \(\Sigma_t\) is mean convex, there is a one-parameter family of open sets \(\{U_t\}_{t \in [0, \infty)}\) so that \(\partial U_t = \Sigma_t\) and \(U_t \subset U_{t'}\) if \(0 \leq t' \leq t\). Let \(K = \bigcap_{t \geq 0} \overline{c}(U_t)\). For any \(\tau \rightarrow \infty\), consider the flow \(\{\Sigma_t\} := \{\Sigma_t + \tau\}_{t \in [0, \infty)}\).

By the compactness of Brakke’s flow, there is a subsequence \(\{\Sigma^i_t\}\) converging to a Brakke’s flow \(\{\nu_t\}_{t \in [0, \infty]}\). For each \(t \geq 0\), \(H^\mu_t \Sigma^i_t \to \nu_t\) implies \(\text{Spt}(\nu_t) \subset \partial K\). On the other hand, the upper semicontinuity of the Gaussian density implies \(\partial K \subset \text{Spt}(\nu_t)\). So, \(\text{Spt}(\nu_t) = \partial K\) for all \(t \geq 0\). Furthermore, there is a subsequence of \(\{\tau \Sigma^i_t + \nu_s\}\) that converges as Caccioppoli sets. So, we see that \(\nu_s\) is a multiplicity one rectifiable Radon measure. So, \(\nu_s = H^\mu_\Sigma \partial K\) for all \(s \geq 0\) and \(\nu_s\) is thus stationary.

By the nature of convergence and the monotonicity formula [Ber21], \(\lambda^2 |\nu_s| < \lambda |S^{n-1} \times \mathbb{R}^1|\). It then follows from this entropy bound and [WHi97] that the singular part of \(\nu_0\) is at most of Hausdorff dimension \(n - 3\). As the mean curvature vector of \(\Sigma_t\) points toward \(\nu_0\), we see that
$\{\Sigma_t\}_t$ serves as a foliation of $\nu_0$. So, by [SW89], $\nu_0$ is locally one-sided minimizing. By [SS81], $\text{Spt}(\nu_0') = \Gamma'$ is regular. Since $\lambda[\Gamma'] < \infty$, the regularity of $\Gamma'$ at the ideal boundary follows in the same manner as in the proof of Proposition 7.3. As $\Gamma'$ is smooth, [Whi05] implies that $\Sigma_t \overset{C^\infty_{loc}}{\to} \Gamma'$.

Fix $\epsilon > 0$, so that $\Gamma \cap \{y \leq 2\epsilon\}$ and $\Gamma' \cap \{y \leq 2\epsilon\}$ are both $C^{k,\alpha}$ isotopic to $M \times (0, 2\epsilon)$. By shrinking $\epsilon$ if necessary, we see from [Yag, Lemma 5.1] that $\Sigma_t \cap \{y \leq 2\epsilon\}$ is a graph over $M \times (0, 2\epsilon)$ for all $t$. Choose a transverse section $v$ on $\Gamma'$ with $v(p)$ perpendicular to $\mathcal{S}_{n+1}$ on $\Gamma' \cap \{y = \epsilon\}$. Then, for $T_0 > 0$ sufficiently large, $\Sigma_{T_0} \cap \{y \geq \epsilon\}$ is a $v$-graph over $\Gamma' \cap \{y \geq \epsilon\}$. Let $\Sigma_{T_0}$ coincide with $\Sigma_{T_0}$ on $\{y \geq \epsilon\}$ and extends to $M$ in a $C^{k,\alpha}$ way. We can further require that $\Sigma_{T_0}$ and $\Gamma'$ are $C^{k,\alpha}$ isotopic. Now, partition $[0, T_0]$ into sub-intervals $[s_k, s_{k+1}]$, ($k = 1, 2, \ldots, N$). Since $\Sigma_t \cap \{y \leq 2\epsilon\}$ is a graph over $M \times (0, 2\epsilon)$, we may choose a transverse section $v_k$ over $\Sigma_{s_k} \cap \{y \geq \epsilon\}$ with $v_k$ perpendicular to $\mathcal{S}_{n+1}$ on $\Sigma_{s_k} \cap \{y = \epsilon\}$ and that $\Sigma_{s_k} \cap \{y \geq \epsilon\}$ can be expressed as a $v_k$-graph over $\Sigma_{s_k} \cap \{y \geq \epsilon\}$. So, $\Sigma_{s_k} \cap \{y \geq \epsilon\}$ is isotopic to $\Sigma_{s_k+1} \cap \{y \geq \epsilon\}$. Finally, extend $\Sigma_{s_k} \cap \{y \geq \epsilon\}$ to $M$ in a $C^{k,\alpha}$ way with the extension of $\Sigma_{s_k}$ isotopic to that of $\Sigma_{s_k+1}$. Thus, we have shown that $\Sigma_0$ and $\Gamma'$ are $C^{k,\alpha}$ isotopic. The isotopy of $\Gamma$ and $\Sigma_0$ can be constructed in an obvious way.

Finally, we show that if there are minimal hypersurfaces $\Gamma_1$ and $\Gamma_2$ with $\Gamma_1 \leq \Gamma \leq \Gamma_2$, then $\Gamma'$ is also trapped between $\Gamma_1$ and $\Gamma_2$. By Proposition 7.6, the distance between $\Gamma_1$ and $\Gamma_2$ at $y = r$ is bounded below by $cr^{n+1}$ for some constant $c > 0$. By Proposition 8.1 we can shrink $\epsilon$ to make $\Gamma_1 \leq \Gamma_2 \leq \Gamma_2$. By the maximum principle, $\Gamma_1 \leq \Sigma_t \leq \Gamma_2$ for all $t \geq 0$. Hence, $\Gamma'$ is also trapped between $\Gamma_1$ and $\Gamma_2$.

Following the arguments in Lemma 5.4, Lemma 5.5 and the proof of Theorem 8.2, we have also proved the following:

**Theorem 8.6.** Assume $2 \leq n \leq 6$, $\alpha \in (0, 1)$ and $k \geq 2$. Let $\Sigma$ be a hypersurface that is $C^{k,\alpha}$-isotopic to an $(n - 1)$-dimensional $C^{k,\alpha}$ closed manifold $M \subset \mathbb{R}^n \times \{0\}$ and meets $M$ orthogonally. If $\lambda[\Sigma] < \lambda[\mathbb{S}^{n-1} \times \mathbb{R}]$, and $\Sigma$ satisfies $H_\Sigma > c_0\mu$ for some $c > 0$ and $\mu \in \mathbb{R}$, then $\Sigma$ is $C^{k,\alpha}$ isotopic to a stable minimal hypersurface $\Sigma'$ that is also $C^{k,\alpha}$-asymptotic to $M$.

9. **Topological Uniqueness for Minimal Hypersurfaces with Small Entropy**

In this final section, we prove Theorem 1.3. Let $2 \leq n \leq 6$, $\alpha \in (0, 1)$, $k \geq 4$ and $m = \min\{k, n\}$ throughout this section. Let $M$ be a $C^{k+1,\alpha}$ closed submanifold in $\partial_\infty \mathbb{H}^{n+1}$ with $\lambda[\Sigma] < \text{Vol}(\mathbb{S}^{n-1})\lambda[\mathbb{S}^{n-1} \times \mathbb{R}]$. After suitable transformations, we assume that $M \subset \mathbb{R}^n \times \{0\}$. By a minor modification of Proposition 2.2, Proposition 2.3, we can apply [Sma69] to get $M' \subset M^{k+1,\alpha}$ being a regular value of $\Pi$ with $M'$ close to $M$ in the $C^{k+1,\alpha}$ topology in $\mathbb{R}^n \times \{0\}$.

We first prove Theorem 1.3 when $M$ is a regular value of $\Pi$. As a starting point, we prove

**Proposition 9.1.** Let $\ell \geq 2$ and $M \in \mathcal{E}^{\ell,\alpha}$ be a regular value of $\Pi$. Then, there are only finitely many stable minimal hypersurfaces in $M^{\ell,\alpha}$ that are $C^{\ell,\alpha}$-asymptotic to $M$.

**Proof.** Let $\mathcal{S} := \{\Gamma \in M^{\ell,\alpha} : \Pi(\Gamma) = M, \Gamma$ is stable$\}$. If $\mathcal{S}$ contains infinitely many elements, we choose $\{\Gamma_j\}_{j=1}^\infty \subset \mathcal{S}$ which are distinct to each other. By Proposition 7.3, we get a convergent subsequence. With a slight abuse of notions, we assume that $\Gamma_j$ converges to $\Gamma$ in the $C^{\ell,\alpha}$ sense to a stable minimal hypersurface $\Gamma \in \mathcal{S}$. We claim that $\Gamma_j$ converges to $\Gamma$ in the $C^{\ell,\alpha}$ topology in $\mathbb{R}^{n+1}$. Fix $p \in M$. Without loss of generality, assume $p = (0, 0) \in \mathbb{R}^n \times \{0\}$ and $\mathbf{n}_M(p) = (0, \ldots, 0, 1, 0)$.

Since the argument in the proof of Proposition 6.12 only relies on the geometry of ideal boundary $M$, there is a $\delta > 0$, so that for any $j$,

$$\Gamma_j \cap (-\delta, \delta)^n \times \{0, \delta\} = \{(x', x_n, y) : x_n = u_j(x', y), (x', y) \in (-\delta, \delta)^{n-1} \times [0, \delta]\},$$

where $u_j \in C^{\ell,\alpha}((-\delta, \delta)^{n-1} \times [0, \delta])$ with $u_j(x', 0) = \varphi(x')$ parametrize $M \cap \{-\delta, \delta)^{n-1} \times \{0\}\}$. By [Lin89b, Theorem 5.2],

$$\|u_j\|_{C^{\ell,\alpha}((-\delta, \delta)^{n-1} \times [0, \delta])} \leq C(n, \ell, \alpha, \delta) \left(1 + \|\varphi\|_{C^{\ell,\alpha}((-\delta, \delta)^{n-1} \times [0, \delta])}\right).$$
This implies every subsequence of $u_j$ has a sub-subsequence that converges in the $C^k_{\infty,\text{loc}}((-\frac{\delta}{2}, \frac{\delta}{2})^{n-1} \times [0, \frac{\delta}{2}])$ sense to a function $\tilde{u}$. Since $\Gamma_j \to \tilde{\Gamma}$ in the $C^k_{\infty,\text{loc}}$-topology of $\mathbb{R}^{n+1}$.

On the other hand, since $M$ is a regular value, $\Pi$ maps a neighborhood of $\tilde{\Gamma}$ in $\mathcal{M}^{k,\frac{n}{2}}$ diffeomorphically to a neighborhood of $\Gamma$ in $\mathcal{E}^{k,\frac{n}{2}}$, which contradicts the fact that $\Gamma_k \to \tilde{\Gamma}$ in the $C^k_{\infty,\frac{n}{2}}$-topology of $\mathbb{R}^{n+1}$.

\begin{proposition}
Let $M \in \mathcal{E}^{k+1,\alpha}$ be a regular value of $\Pi$ with $\lambda_2[M] < \text{Vol}(S^{n-1})\lambda|S^{n-1} \times \mathbb{R}|$. Then, all the minimal hypersurfaces with $C^{k+1,\alpha}$-asymptotic boundary $M$ are $C^{k,\alpha}$-isotopic to each other.
\end{proposition}

\begin{proof}
By Theorem 8.2, any unstable minimal hypersurface is isotopic to a stable one. So, it suffices to show that all the stable minimal hypersurfaces are isotopic to each other.

Fix a stable minimal hypersurface $\Gamma$ that is $C^{k+1,\alpha}$-asymmetric to $M$. By Proposition 7.4, there is a maximal stable minimal hypersurface $\Gamma_G$ with $\Gamma \leq \Gamma_G$. Let $S_{\Gamma,G} := \{\Gamma' \in \mathcal{M}^{k+1,\alpha} : \Pi(\Gamma') = M, \Gamma \preceq \Gamma' \preceq \Gamma_G\}$ and $\Gamma_1$ be a minimal element in $S_{\Gamma,G}$. That is, there's no $\tilde{\Gamma} \in S_{\Gamma,G}$ with $\Gamma \preceq \tilde{\Gamma} \preceq \Gamma_1$. Since $M$ is a regular value, $\Gamma$ and $\Gamma_1$ are both strictly stable. So, Theorem 1.1 implies the existence of a third minimal hypersurface $\Gamma''$ with $\Gamma \preceq \Gamma'' \preceq \Gamma_1$. Obviously, $\Gamma''$ is unstable. By Theorem 8.2, we see that $\Gamma''$ is $C^{k,\alpha}$ isotopic to both $\Gamma_1$ and $\Gamma$. Replace $\Gamma$ by $\Gamma_1$, and repeat the same argument to $S_{\Gamma_1,G}$. Since there are only finitely many stable minimal hypersurfaces, an induction argument would imply $\Gamma$ is eventually isotopic to $\Gamma_G$. Since $\Gamma$ is arbitrary chosen, we have proved that all the stable minimal hypersurfaces are isotopic.
\end{proof}

\begin{proof}[Proof of Theorem 1.3]
Notice that all the unstable minimal hypersurfaces with $C^{k+1,\alpha}$-asymmetric boundary $M$ are isotopic to stable ones. It suffices to show that, by appropriately choosing $M'$ which is a regular value of $\Pi$, any stable minimal hypersurface $\Gamma$ with $\Pi(\Gamma) = M$ is $C^{m,\alpha}$-isotopic to another minimal hypersurface $\Gamma'$ with $\Pi(\Gamma') = M'$.

When $\Gamma$ is strictly stable, the map $\Pi$ is a local diffeomorphism from a neighborhood $U$ of $\Gamma$ in $\mathcal{M}^{m,\alpha}$ to a neighborhood of $M$ in $\mathcal{E}^{m,\alpha}$. Let $\psi \in C^{m,\alpha}(M)$ be a function with

$$M_\psi = \{x(p) + \psi(p)\nu_M(p) : p \in M\},$$

where $\nu_M$ is a unit normal of $M$ in $\mathbb{R}^n \times \{0\}$. By [And82 Theorem 3], there is a minimal hypersurface $\Upsilon_\psi$ asymptotic to $M_\psi$. If $\psi$ is sufficiently small in $C^3$-norm, by [HL87 Theorem 2.2], there is a $\delta > 0$ independent of $\psi$, so that for any $p \in M_\psi$, $(B_\delta^0(p) \times [0, \delta]) \cap \Upsilon_\psi$ can be locally written as a graph over a hyperplane that is parallel to $e_{n+1}$. Similar to the proof of Proposition 1.1, we choose an approximate minimal hypersurface asymptotic to $M_\psi$ by letting $\Gamma_\psi := \{x(p) + \Upsilon_\psi(p)\nu_\Gamma(p) : p \in \Gamma\}$ coincide with $\Upsilon_\psi$ in $\{y \leq \frac{\delta}{2}\}$ and coincide with $\Gamma$ in $\{y \geq \frac{\delta}{2}\}$. We can patch them together by a cut-off function in $y$ since both of them can be expressed as graphs near the ideal boundary. We see that the mean curvature of $\Gamma_\psi$, $H_\psi$, is in $y^{m_0}\Lambda_0^{m-2,\alpha}$ for any $\mu_0 > 0$. To apply the theory of uniformly degenerate operators, we assume $\mu_0 \leq 0$. Let $\Gamma_{\psi,\phi} := \{x(p) + (\Upsilon_\psi + \phi)y(p)\nu_\Gamma(p) : p \in \Gamma\}$ for $\phi \in y^{m_0}\Lambda_0^{m,\alpha}(\Gamma)$. Note that for $\mu_0$ close to $0$, $y^{m_0}\Lambda_0^{m,\alpha}(\Gamma)$ is continuously embedded into $C^{l,\alpha}(\Gamma)$ whenever $l \leq n$. Since $\phi \in y^{m_0}\Lambda_0^{m,\alpha}$, we see that $\Gamma_{\psi,\phi} := \{x(p) + (\Upsilon_\psi + \phi)y(p)\nu_\Gamma(p) : p \in \Gamma\}$ is $C^{m,\alpha}$ up to the ideal boundary.

The mean curvature of $\Gamma_{\psi,\phi}$, $H_{\psi,\phi}$, is in $y^{m_0}\Lambda_0^{m-2,\alpha}$. Hence, $H_{\psi,\phi}$ maps a neighborhood of $(0,0)$ in $C^{m,\alpha}(M) \times y^{m_0}\Lambda_0^{m,\alpha}(\Gamma)$ to $y^{m_0}\Lambda_0^{m-2,\alpha}(\Gamma)$. By the implicit function theorem, there exists a map $K$ mapping from a neighborhood of the origin in $C^{m,\alpha}(M)$ to $y^{m_0}\Lambda_0^{m,\alpha}(\Gamma)$, such that $H_{\psi,K(\psi)} = 0$. Now, pick $\psi$ so that $M_\psi = M' \in U$ is a regular value. Then, $t \mapsto \Gamma_{\psi,K(t\psi)}$ is a $C^{m,\alpha}$ isotopy between $\Gamma$ and another minimal hypersurface $\Gamma_{\psi,K(\psi)}$.

Now, assume $\Gamma$ is weakly stable. Write $\Gamma$ into disjoint components $\Gamma = \bigsqcup \Gamma_i$. Let $M_i^j = \partial\infty\Gamma_i^j$. We proceed as in the preceding paragraph with $\Gamma$ replaced by $\Gamma_i$. Hence, for functions $\psi \in C^{m,\alpha}(\Gamma_i)$ and $\phi \in y^{m_0}\Lambda_0^{m,\alpha}$, there are a closed submanifold $M_i^\psi$ with

$$M_i^\psi = \{x(p) + \psi(p)\nu_{M_i^j}(p) : p \in M_i^j\}$$
and an approximate minimal hypersurface $\Gamma_{i,\psi} := \{ x(p) + (E(\psi) + \phi)y(p)\Pi_{\Gamma}(p) : p \in \Gamma^i \}$ with the mean curvature, $H_{\psi,\phi}$, lying in $y^*\Lambda^{m-2,\alpha}_0$. If $\Gamma^i$ is strictly stable, the isotopy follows from the preceding paragraph.

If $\Gamma^i$ is weakly stable, since $\lambda = 0$ corresponds to the first eigenvalue of $\Gamma^i$, we know that $\text{Ker}(L_{\Gamma^i}) = \text{Span}\{ f \}$. By Proposition 8.1, $f$ is positive with $\frac{d}{dt}y^p \leq C y^p$. Let $X_{\Gamma^i} := \{ \phi \in y^*\Lambda^{m,\alpha}_0 : \int_{\Gamma^i} \phi d\mathcal{H}_n = 0 \}$. Since $y^\alpha \Lambda^{m,\alpha}_0$, the integral of $\phi f$ over $\Gamma^i$ is well defined. Moreover, $X_{\Gamma^i}$ is a closed subspace of $y^\alpha \Lambda^{m,\alpha}_0$. Let

$$P_{\Gamma^i} : y^\alpha \Lambda^{m-2,\alpha}_0 \rightarrow X_{\Gamma^i}, \ g \mapsto g - \frac{1}{\|f\|_{L^2(\Gamma^i)}} \langle f, g \rangle_{L^2(\Gamma^i)} f$$

be the projection map. It is readily checked that $P_{\Gamma^i}$ is a bounded linear map. By implicit function theorem, there exists a map $K$ mapping from a neighborhood of the origin in $C^{m,\alpha}(\Gamma^i)$ to $X_{\Gamma^i}$, such that $P_{\Gamma^i} \circ H_{\psi,K(\psi)} \equiv 0$. Now, pick $\psi$ so that $M^i_\psi$ is a regular value. Then, $t \mapsto \Gamma^i_{t\psi,K(t\psi)}$ is a $C^{m,\alpha}$ isotopy between $\Gamma^i$ and $\Gamma^i_{\psi,K(\psi)}$, where $m = \min\{k, n\}$. By Lemma 7.2, we can assume $\lambda_\infty(\Gamma^i_{\psi,K(\psi)}) < \lambda[\mathbb{S}^{n-1} \times \mathbb{R}]$ by choosing $\psi$ sufficiently small in $C^{m,\alpha}$-norm. Since $P_{\Gamma^i} \circ H_{\psi,K(\psi)} = 0$, the mean curvature $H_{\psi,K(\psi)} = cf$ for some constant $c \in \mathbb{R}$. Pick an appropriate direction of normal vector, we assume that $c > 0$. Applying Theorem 8.6 we get an isotopy between $\Gamma^i_{\psi,K(\psi)}$ and a minimal hypersurface $\tilde{\Gamma}^i$ with $\partial_{\infty} \tilde{\Gamma}^i = M^i_\psi$.

In either case, we have proved that $\Gamma$ is isotopic to another minimal hypersurface $\Gamma'$ with $M' = \partial_{\infty} \Gamma'$ being a regular value. This finishes the proof Theorem 1.3.

### Appendix A. Computations for non-compactly supported vector fields

Let $Y = \alpha N_e + V \in Y_-$ and $\{ \Phi_t(p) \}$ be the 1-parameter family of diffeomorphisms generated by $Y$ throughout the appendix. Assume $\|Y\|_{Y_-} \leq M_0$.

**Lemma A.1.** There is a constant $C = C(\Gamma_-, \Omega', M_0)$, so that

(A.1) $|Y(p) - (\alpha x(p) \cdot e_{n+1}) e_{n+1}| \leq C(x(p) \cdot e_{n+1})^2$,

(A.2) $|\nabla Y - \alpha e_{n+1} \otimes e_{n+1}| \leq C x(p) \cdot e_{n+1}$ and $|\nabla^2 Y| \leq C$

**Proof.** From the estimate on $V$, it suffices to show that $|N_e - (x(p) \cdot e_{n+1}) e_{n+1}| \leq C(x(p) \cdot e_{n+1})^2$, that $|\nabla N_e - e_{n+1} \otimes e_{n+1}| \leq C x(p) \cdot e_{n+1}$ and that $|\nabla^2 N_e| \leq C$. The estimate $|\nabla^2 N_e| \leq C$ follows from the fact that $\Gamma_-$ is $C^3$-asymptotic. In $d(\Omega') \cap \{ y < \frac{\epsilon}{2} \}$, $N_e = (x(p) \cdot e_{n+1}) e_{n+1} \otimes \Pi$. So, near the ideal boundary, we have

$$|N_e - (x(p) \cdot e_{n+1}) e_{n+1}| = (x(p) \cdot e_{n+1}) |e_{n+1}^T \circ \Pi - e_{n+1}|.$$

Since $e_{n+1}^T = e_{n+1}$ on $\Gamma_- \cap \{ y = 0 \}$, (A.1) follows easily. On the other hand, near the ideal boundary, we have

$$\nabla N_e = e_{n+1} \otimes e_{n+1} + (x(p) \cdot e_{n+1}) \nabla(e_{n+1}^T \circ \Pi).$$

Since $\Gamma_-$ is $C^3$-asymptotic, $e_{n+1}^T \circ \Pi$ is $C^2$ up to the ideal boundary. So, $|\nabla(e_{n+1}^T \circ \Pi)| \leq C$. This completes the proof.

**Lemma A.2.** Let $0 \leq t \leq T < \infty$. There is a constant $C = C(\Gamma_-, \Omega', M_0, T)$, so that

(A.3) $\left| \frac{x(p) \cdot e_{n+1} - e^{-at}}{\Phi_t(p) \cdot e_{n+1}} \right| \leq C x(p) \cdot e_{n+1}$

(A.4) $|\nabla \Phi_t - I_{n+1} - (e^{at} - 1) e_{n+1} \otimes e_{n+1}| \leq C x(p) \cdot e_{n+1}$ and $|\nabla^2 \Phi_t| \leq C$.

**Proof.** Since $\frac{d}{dt} \Phi_t(p) = Y(\Phi_t(p))$, using (A.1), one sees that

$$\left| \frac{d}{dt} \left( \frac{\Phi_t(p) \cdot e_{n+1}}{x(p) \cdot e_{n+1}} \right) \right| \leq C \left| \frac{\Phi_t(p) \cdot e_{n+1}}{x(p) \cdot e_{n+1}} \right|.$$

So,

(A.5) $|\Phi_t(p) \cdot e_{n+1}| \leq C x(p) \cdot e_{n+1}$
Similarly, one can compute that
\[
\frac{d}{dt} \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right) = -\frac{x(p) \cdot \mathbf{e}_{n+1}}{(\Phi_t(p) \cdot \mathbf{e}_{n+1})^2} Y(\Phi_t(p)) \cdot \mathbf{e}_{n+1} = -\alpha \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} + O(x(p) \cdot \mathbf{e}_{n+1}),
\]
where in the last step, we used \((\ref{A.1})\). This implies that
\[
\left| \frac{d}{dt} \left( e^{\alpha t} x(p) \cdot \mathbf{e}_{n+1} \right) \right| \leq C(x(p) \cdot \mathbf{e}_{n+1}).
\]
Taking the integral and noticing that \(\Phi_0\) is the identity map, we get \((\ref{A.3})\). To prove \((\ref{A.4})\), notice that \(\frac{d}{dt} \nabla \Phi_t = \nabla \frac{d}{dt} \Phi_t = \nabla (Y(\Phi_t(p))) = \nabla Y \circ \nabla \Phi_t\). Combining this with \((\ref{A.2})\),
\[
\left| \frac{d}{dt} \nabla \Phi_t - \alpha (\mathbf{e}_{n+1} \otimes \mathbf{e}_{n+1}) \circ \nabla \Phi_t \right| \leq C \Phi_t(p) \cdot \mathbf{e}_{n+1}.
\]
That is,
\[
(\ref{A.6}) \quad \left| \frac{d}{dt} \left( e^{-\alpha A} \nabla \Phi_t \right) \right| \leq C \Phi_t(p) \cdot \mathbf{e}_{n+1} e^{-\alpha A},
\]
where \(A = \mathbf{e}_{n+1} \otimes \mathbf{e}_{n+1}\). As a result, \(e^{-\alpha A} = \sum_{k=0}^{\infty} (-\alpha A)^k / k! = I_{n+1} + (e^{-\alpha t} - 1)A\). Taking the integral in \((\ref{A.6})\),
\[
\left| \nabla \Phi_t - I_{n+1} - (e^{-\alpha t} - 1) \mathbf{e}_{n+1} \otimes \mathbf{e}_{n+1} \right| \leq C \Phi_t(p) \cdot \mathbf{e}_{n+1} \leq C x(p) \cdot \mathbf{e}_{n+1},
\]
where in the last step, we used \((\ref{A.5})\). Finally, we show \(|\nabla^2 \Phi_t| \leq C\). Since
\[
\frac{d}{dt} \nabla^2 \Phi_t = \nabla \frac{d}{dt} \Phi_t = \nabla Y(\nabla \Phi_t, \nabla \Phi_t) + \nabla Y \circ \nabla^2 \Phi_t,
\]
we have \(|\nabla^2 \Phi_t| \leq C(1 + |\nabla^2 \Phi_t|)\). This implies \(|\nabla^2 \Phi_t| \leq C\). \(\square\)

**Lemma A.3.** \(J^E \Phi_t(p,v) \in \mathcal{Y}\). Moreover, \(\|J^E \Phi_t(p,v)\|_\mathcal{Y} \leq C\), where \(C = C(\Gamma, \Omega', M_0, T)\).

**Proof.** Since \(\mathcal{Y}\) is an algebra and \(J^E \Phi_t = J \Phi_t \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right)\), it suffices to show that \(J \Phi_t \in \mathcal{Y}\) and \(\frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \in \mathcal{Y}\). By direct computations,
\[
(x(p) \cdot \mathbf{e}_{n+1}) \nabla \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right) = \left( x(p) \cdot \mathbf{e}_{n+1} \right) \left( \frac{\Phi_t(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right) \nabla \Phi_t(p) \cdot \mathbf{e}_{n+1} = -\frac{x(p) \cdot \mathbf{e}_{n+1}}{(\Phi_t(p) \cdot \mathbf{e}_{n+1})^2} \nabla \Phi_t(p) \cdot \mathbf{e}_{n+1}.
\]
Notice that
\[
\frac{d}{dt} \left( \frac{\nabla \Phi_t(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right) = \frac{\nabla Y(\Phi_t(p)) \circ \nabla \Phi_t(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} - \frac{\nabla \Phi_t(p) \cdot \mathbf{e}_{n+1}}{(\Phi_t(p) \cdot \mathbf{e}_{n+1})^2} (Y(\Phi_t(p)) \cdot \mathbf{e}_{n+1}).
\]
From \((\ref{A.1}), (\ref{A.2}), (\ref{A.3})\) and \((\ref{A.4})\), one sees that
\[
(\ref{A.7}) \quad \left| (x(p) \cdot \mathbf{e}_{n+1}) \nabla \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \right) \right| \leq C x(p) \cdot \mathbf{e}_{n+1}.
\]
Write
\[
(\ref{A.8}) \quad \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} - e^{-\alpha t} = \phi_{y,t} \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} - e^{-\alpha t} \right) + (1 - \phi_{y,t}) \left( \frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} - e^{-\alpha t} \right).
\]
Denote the second term on the right hand side of \((\ref{A.8})\) by \(g_{y,t}\). Combining \((\ref{A.3})\) and \((\ref{A.7})\), one sees that \(|g_{y,t}|_x \leq C(\Gamma, \Omega', M_0, T)|y_t|\). Hence, \(\frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} - e^{-\alpha t}\) can be approximated by compactly supported functions in \(X\)-norm. This implies \(\frac{x(p) \cdot \mathbf{e}_{n+1}}{\Phi_t(p) \cdot \mathbf{e}_{n+1}} \in \mathcal{Y}\).
We next prove $\mathcal{J} \Phi_t(p, v) \in \mathcal{Y}$. For $v \in S^n$, we choose a local orthogonal frame $\{\tau_1(v), \cdots, \tau_n(v)\}$ near $v$ such that $\tau_i$ is smooth and $|\nabla_{\tau_i} \tau_j| + |\nabla_{\tau_i}^2 \tau_j| \leq C$, where $C$ is a constant independent of $p$. Combining (A.1), (A.2) and (A.4), one can prove in a similar way that

$$
\mathcal{J} \Phi_t - \sqrt{1 + (e^{at} - 1)(1 - (\tilde{e}_{n+1} \cdot v)^2)} = \phi_{y_1, \delta} \left( \mathcal{J} \Phi_t - \sqrt{1 + (e^{at} - 1)(1 - (\tilde{e}_{n+1} \cdot v)^2)} \right) + h_{y_1},
$$

where $h_{y_1}$ satisfies $\|h_{y_1}\|_x \leq C(\Gamma_-, \Omega', M_0, T)y_1$. This implies $\mathcal{J} \Phi_t \in \mathcal{Y}$. \hfill \Box

**Lemma A.4.** The map $t \mapsto \mathcal{J}^E \Phi_t(p, v)$ is in $C^1([0, \infty); \mathcal{Y})$. Moreover,

$$
\frac{d}{dt} \bigg|_{t=0} \mathcal{J}^E \Phi_t = \nabla_y \mathcal{Y} - \frac{n}{y} \nabla_y \cdot \tilde{e}_{n+1},
$$

where $Q_Y(p, v) = \nabla_y \mathcal{Y}(p) \cdot v$.

**Proof.** To show the differentiability of the map $t \mapsto \mathcal{J}^E \Phi_t(p, v)$, it suffices to show the differentiability of the maps $t \mapsto \frac{x(p) \cdot \tilde{e}_{n+1}}{\Phi_t(p) \cdot \tilde{e}_{n+1}}$ and $t \mapsto \mathcal{J} \Phi_t(p, v)$.

Fix $t_0 \in [0, \infty]$. Notice that

$$
\frac{x(p) \cdot \tilde{e}_{n+1}}{\Phi_t(p) \cdot \tilde{e}_{n+1}} = \frac{x(p) \cdot \tilde{e}_{n+1}}{\Phi_{t_0}(p) \cdot \tilde{e}_{n+1}} - \int_{t_0}^t \frac{x(p) \cdot \tilde{e}_{n+1}}{(\Phi_t(p) \cdot \tilde{e}_{n+1})^2} (Y(\Phi_t(p)) \cdot \tilde{e}_{n+1}) \, dt.
$$

Let

$$
g_{t_0, t}(p) = \frac{x(p) \cdot \tilde{e}_{n+1}}{(\Phi_t(p) \cdot \tilde{e}_{n+1})^2} (Y(\Phi_t(p)) \cdot \tilde{e}_{n+1}) - \frac{x(p) \cdot \tilde{e}_{n+1}}{(\Phi_{t_0}(p) \cdot \tilde{e}_{n+1})^2} (Y(\Phi_{t_0}(p)) \cdot \tilde{e}_{n+1}).
$$

To show the differentiability of $t \mapsto \frac{x(p) \cdot \tilde{e}_{n+1}}{\Phi_t(p) \cdot \tilde{e}_{n+1}}$, it suffices to show $\|g_{t_0, t}\|_Y \to 0$ as $t \to t_0$. Firstly, we have $\|\phi_{y_1, \delta} g_{t_0, t}\|_X \to 0$ as $t \to t_0$ for any fixed $y_1 > \delta > 0$. Then, from (A.1)-(A.4), $\|(1 - \phi_{y_1, \delta}) g_{t_0, t}\|_Y \to 0$. So, $\|g_{t_0, t}\|_Y \to 0$ is proved.

Similarly, if we let $\{\tau_1(v), \cdots, \tau_n(v)\}$ be a local orthogonal frame in $S^n$ near $v$, then

$$
\mathcal{J} \Phi_t(p, v) - \mathcal{J} \Phi_{t_0}(p, v) = \int_{t_0}^t \frac{1}{2} \frac{d}{dt} \left( \det(\nabla_{\tau_i} \Phi_t \cdot \nabla_{\tau_j} \Phi_t) \right) \, dt.
$$

Since $\frac{d}{dt} \left( \det(\nabla_{\tau_i} \Phi_t \cdot \nabla_{\tau_j} \Phi_t) \right)$ is a polynomial of $(\nabla_{\tau_i} Y \cdot \nabla_{\tau_j} \Phi_t, \nabla_{\tau_i} \Phi_t \cdot \tilde{e}_k)$ (1 \leq i, j \leq n and 1 \leq k \leq n+1), So, the differentiability of $t \mapsto \mathcal{J} \Phi_t(p, v)$ is equivalent to the following

$$
\left| \left| (\nabla_k Y \cdot \nabla_{\tau_j} \Phi_t)(\nabla_{\tau_i} \Phi_t \cdot \tilde{e}_k) - (\nabla_k Y \cdot \nabla_{\tau_j} \Phi_{t_0})(\nabla_{\tau_i} \Phi_{t_0} \cdot \tilde{e}_k) \right| \right|_X \to 0;
$$

$$
\frac{1}{\mathcal{J} \Phi_t(p, v)} - \mathcal{J} \Phi_{t_0}(p, v) \to 0 \text{ as } t \to t_0.
$$

They can be verified using a cut-off function similar to the proof of the differentiability of $t \mapsto \frac{x(p) \cdot \tilde{e}_{n+1}}{\Phi_t(p) \cdot \tilde{e}_{n+1}}$. Finally, letting $t_0 = 0$, one sees that

$$
\frac{d}{dt} \bigg|_{t=0} \mathcal{J} \Phi_t(p, v) = \nabla_y \mathcal{Y} - \frac{n}{y} \nabla_y \cdot \tilde{e}_{n+1}.
$$

\hfill \Box

**Lemma A.5.** Let $\psi \in \mathcal{Y}$. There is a constant $C = C(\Gamma_-, \Omega', M_0, T)$, so that for $0 \leq t \leq T$, $\| \Phi_t^\# \psi \|_Y \leq C \| \psi \|_Y$.

**Proof.** Let $\psi = f + g$ with $\|f\|_X + \|y^{-n}g\|_X \leq 2\|\psi\|_Y$. By definition, $\Phi_t^\# \psi = \Phi_t^\# f + \Phi_t^\# g = f(\Phi_t(p), \nabla_y \Phi_t(p)) + g(\Phi_t(p), \nabla_y \Phi_t(p))$. So,

$$
\|y^{-n} \Phi_t^\# g\|_X \leq \left( \frac{\Phi_t(p) \cdot \tilde{e}_{n+1}}{x(p) \cdot \tilde{e}_{n+1}} \right)^n \| \Phi_t(p) - \Phi_t^\# g \|_X \leq C \| y^{-n} g \|_X,
$$

where $C = C(\Gamma_-, \Omega', M_0, T)$. This implies $\| \Phi_t^\# \psi \|_Y \leq C \| \psi \|_Y$. \hfill \Box
where in the last step, we used (A.9). Similarly, using (A.3), (A.4) and (A.5), we have
\[
\|y\nabla_{\mathbb{R}^{n+1}}(\Phi^g f)\|_\infty \leq C\left(\|y\nabla_{\mathbb{R}^{n+1}}f\|_\infty + \|\nabla_S f\|_\infty\right);
\]
\[
\|\nabla_S (\Phi^g f)\|_\infty \leq C\|\nabla_S f\|_\infty;
\]
\[
\|\nabla_S \nabla_S (\Phi^g f)\|_\infty \leq C\left(\|\nabla_S f\|_\infty + \|\nabla_S \nabla_S f\|_\infty\right);
\]
\[
\|y\nabla_{\mathbb{R}^{n+1}} \nabla_S (\Phi^g f)\|_\infty \leq C\left(\|y\nabla_{\mathbb{R}^{n+1}} \nabla_S f\|_\infty + \|\nabla_S \nabla_S f\|_\infty\right).
\]
This implies \(\Phi^g f\|_\infty \leq C\|f\|_\infty\). Combining this with (A.10), we see that
\[
\|\Phi^g f\|_\infty \leq C\|f\|_\infty + \|y^{-n} \Phi^g f\|_\infty \leq C\left(\|f\|_\infty + \|y^{-n} g\|_\infty\right) \leq 2C\|\psi\|_g.
\]
\[\square\]

**APPENDIX B. PROOF OF PROPOSITION 6.3**

A proof to Proposition 6.3 is included here. We adapt the argument in [BW, Section 8].

**Proof of Proposition 6.3.** It suffices to prove the existence of a \(\delta_0\), such that \(\max_{\tau \in [0,1]} E_{\text{rel}}[\Gamma_\tau, \Gamma_-] \geq \delta_0\), since if we swap \(\Gamma_-\) with \(\Gamma_+\), it can be proved in a similar way that \(\max_{\tau \in [0,1]} E_{\text{rel}}[\Gamma_\tau, \Gamma_+] \geq \delta_0\), and this implies \(\max_{\tau \in [0,1]} E_{\text{rel}}[\Gamma_\tau, \Gamma_-] \geq E_{\text{rel}}[\Gamma_+ \cup \Gamma_-] \geq \delta_0\).

For any \(U \in C(\Gamma_-^\delta, \Gamma_+^\delta)\), let \(V_{U^e} = U \Delta U_{1^e}^-\) be the symmetric difference. Since \(\tau \mapsto 1_{U^e}\) is continuous in \(L^1_{\text{loc}}\) and \(\text{Vol}_H((U_{1^e}^e \\backslash U_{1^e}^-) \cap \{y \leq \epsilon\})\) tends to 0 as \(\epsilon \to 0\), we see that \(\text{Vol}_H(V_{U^e})\) is a continuous function in \(\tau \in [0,1]\). Let \(M_0 = \text{Vol}_H(V_{U^e})\) and
\[
C_m = \{U \in C(\Gamma_-^\delta, \Gamma_+^\delta) : \text{Vol}_H(V_{U^e}) = m\}.
\]
By Proposition 6.2, there is a sweep-out from \(\Gamma_-\) to \(\Gamma_+\). So, \(C_m\) is non-empty for each \(m \in [0, M_0]\). We will show that for sufficiently small \(m_0\), there is a \(\delta_0 = \delta_0(\Gamma_-^\delta, \Gamma_+^\delta, \Gamma_-^\delta, \Gamma_+^\delta)\), so that \(E_{\text{rel}}[\partial^* U, \Gamma_-] \geq \delta_0\) for all \(U \in C_{m_0}\). And this proves the proposition.

Fix \(m \in [0, M_0]\). Let \(\{U^e\}_{e=1}^\infty\) be a sequence of Caccioppoli sets in \(C_m\), which minimizes the functional \(E_{\text{rel}}[\partial^* U, \Gamma_-]\). By Proposition 2.1, there exists an \(E_0 = E_0(\Gamma_-^\delta, \Omega)\), so that \(E_{\text{rel}}[\partial^* U, \Gamma_-] \geq -E_0\) for all \(U \in C(\Gamma_-^\delta, \Gamma_+^\delta)\). So, \(E_{m, \text{inf}} := \lim_{m \to \infty} E_{\text{rel}}[\partial^* U^e, \Gamma_-] > -\infty\). If \(E_{m, \text{inf}} = \infty\), we take \(m_0\) to be this specific \(m\) and \(\delta_0\) to be arbitrary positive real number. So, we assume that \(E_{m, \text{inf}} \in (-\infty, \infty)\). In this case, by the compactness of BV-functions, there is a subsequence of \(\{U^e\}\) converging in \(L^1_{\text{loc}}\) to a Caccioppoli set \(U_0\). Then, \(\text{Vol}_H(V_{U_0}) = m\) and \(E_{\text{rel}}[\partial^* U_0, \Gamma_-] = E_{m, \text{inf}}\).

From Proposition 4.1, we know that there is a mean-convex foliation, \(\{\Gamma_\tau\}_{\tau \in [-1,1]}\), of \(\Gamma_\tau\) that covers \(\overline{\Gamma_\tau} \setminus \Gamma_-\) for some \(\epsilon > 0\). We make a distinction between two cases.

1. If \(\overline{\partial^* U_0} \subset \overline{\Gamma_\tau} \setminus \Gamma_-\), let \(U_+ = U_0 \cup U_{\Gamma_\tau}^-\) and \(U_- = U_0 \cap U_{\Gamma_\tau}^+\). In \(U_+ \setminus U_{\Gamma_\tau}^-\), consider a vector field \(X_+\) that is equal to \(\partial^* U_\tau\) on \(\Gamma_\tau\). Since \(U_+ \setminus U_{\Gamma_\tau}^- \subset \overline{\Gamma_\tau} \setminus \Gamma_-\), \(X_+\) is well defined in \(U_+ \setminus U_{\Gamma_\tau}^-\). Direct computation shows \(\text{div}(X_+) = H_{\Gamma_\tau} \geq 0\). Applying the divergence theorem to \(\phi_{y_1, \delta}\),

\[
E_{\text{rel}}[\partial^* U_+, \Gamma_-; \phi_{y_1, \delta}] \geq \int_{\partial^* U_+} \langle \phi_{y_1, \delta} X_+, n_{\partial^* U_+} \rangle dH_{\Gamma_\tau}^\delta - \int_{\Gamma_-^\delta} \langle \phi_{y_1, \delta} X_+, n_{\Gamma_-^\delta} \rangle dH_{\Gamma_\tau}^\delta
\]

\[
\geq \int_{U_+ \setminus U_{\Gamma_\tau}^-} \text{div}(\phi_{y_1, \delta} X_+) d\text{Vol}_H \geq \int_{U_+} \langle \nabla \phi_{y_1, \delta}, X_+ \rangle d\text{Vol}_H
\]

\[
\geq - \int_{U_+ \setminus U_{\Gamma_\tau}^- \cap \{y_1 - \delta \leq y \leq y_1\}} \frac{C}{\delta} y d\text{Vol}_H \geq -Cy_1.
\]

Letting \(y_1, \delta \to 0\), we get \(E_{\text{rel}}[\partial^* U_+, \Gamma_-] \geq 0\). Similarly, we can prove \(E_{\text{rel}}[\partial^* U_-, \Gamma_-] \geq 0\). Notice that \(E_{\text{rel}}[\partial^* U_+, \Gamma_-] + E_{\text{rel}}[\partial^* U_-, \Gamma_-] = E_{\text{rel}}[\partial^* U_0, \Gamma_-]\). Hence, \(E_{\text{rel}}[\partial^* U_0, \Gamma_-] \geq 0\). The equality holds only if \(U_0 \Delta U_{\Gamma_\tau}^-\) has measure zero. Since \(\text{Vol}_H(V_{U_0}) = m > 0\), the equality can not hold. Thus, \(E_{\text{rel}}[\partial^* U_0, \Gamma_-] > 0\).
(2) If $\partial^* U_0 \nabla_e (\Gamma_-) \neq \emptyset$, then $(\partial^* U_0 \nabla_e (\Gamma_-)) \subset U_{\Gamma_-}$ since $U_{\Gamma_-} \subset \nabla_e (\Gamma_-)$. Since $\Omega'$ is a bounded in $\mathbb{R}^{n+1}$, there is a $y_0 > 0$, such that $V_{y_0} \subset \{y \leq y_0\}$. Let $\tilde{d}_{\Gamma_-}$ be the distance to $\Gamma_-$ in Euclidean topology. By the coarea formula,

$$\frac{1}{y_0} \int_0^{y_0} H^n_H (V_{y_0} \cap \{ \tilde{d}_{\Gamma_-} = r \}) dr \leq \text{Vol}(V_{y_0}) = m.$$

By the mean value theorem, we can pick an $\epsilon_1 \in (0, \epsilon_2)$, so that $H^n_H (V_{y_0} \cap \{ \tilde{d}_{\Gamma_-} = \epsilon_1 \}) \leq \frac{\text{sgm}}{\epsilon_1}$. Denote $\text{cl}(\Omega') \cap \nabla_e (\Gamma_-) \subset W_{\epsilon_1}$. Let $U' \in C(\Gamma_-, \Gamma_+)$ satisfy that $H^n_H (\partial^* U' \cap W_{\epsilon_1})$ minimizes the hyperbolic area among all the sets in $C(\Gamma_-, \Gamma_+)$ that coincide with $U_0$ in $\nabla_e (\Gamma_-) \cap \text{cl}(\Omega')$. We claim that $U' \subset \text{cl}(U_{\Gamma_+})$. Otherwise, an calibration argument similar to [BW19a] would imply $E_{rel}[\partial^* U', \Gamma_-] \geq E_{rel}[\partial^* U' \cap \Gamma_+]$, which gives a contradiction. Then, the maximal principle [SW89] implies that once $\partial^* U'$ touches $\Gamma_+$, it coincides with $\Gamma_+$ in a neighborhood. So, $\partial^* U'$ is stationary in $W_{\epsilon_1}$. If $\text{Spt}(\partial^* U') \subset \nabla_e (\Gamma_-)$, then applying case (1) to $\partial^* U'$, we get $E_{rel}[\partial^* U', \Gamma_-] \geq E_{rel}[\partial^* U' \cap \Gamma_+] > 0$. Otherwise, we pick a point $p_0 \in \text{Spt}(\partial^* U') \setminus \nabla_e (\Gamma_-)$. Then, $B_{\frac{1}{2}} (p_0) \subset W_{\epsilon_1}$. The monotonicity formula [Sim94], Section 17 implies $H^n_H (\partial^* U' \cap W_{\epsilon_1}) \geq \gamma_0$, where $\gamma_0 = \gamma_0 (\epsilon, n)$. Hence, by letting $U'' = U' \cap \nabla_e (\Gamma_-)$, we have

$$E_{rel}[\partial^* U'', \Gamma_-] \leq E_{rel}[\partial^* U'', \Gamma_-] + H^n_H (V_{y_0} \cap \{ \tilde{d}_{\Gamma_-} = r \}) - H^n_H (\partial^* U' \cap W_{\epsilon_1}) \leq E_{rel}[\partial^* U_0, \Gamma_-] + \frac{\text{sgm}}{\epsilon} - \gamma_0.$$

$E_{rel}[\partial^* U'', \Gamma_-] \geq 0$ follows from a calibration argument used in case (1). By choosing $m_0 = m$ sufficiently small, we see that $E_{rel}[\partial^* U_0, \Gamma_-] > 0$. So, in either case, there is an $m_0 \in [0, M_0]$, such that $\delta_0 = E_{rel}[\partial^* U_0, \Gamma_-] = E_{m_0, \text{inf}} > 0$.  
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