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Abstract We present an explicit correspondence between quantum mechanics and the classical theory of irreversible thermodynamics as developed by Onsager, Prigogine et al. Our correspondence maps irreversible Gaussian Markov processes into the semi-classical approximation of quantum mechanics. Quantum–mechanical propagators are mapped into thermodynamical probability distributions. The Feynman path integral also arises naturally in this setup. The fact that quantum mechanics can be translated into thermodynamical language provides additional support for the conjecture that quantum mechanics is not a fundamental theory but rather an emergent phenomenon, i.e., an effective description of some underlying degrees of freedom.
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1 Introduction

Emergent physics as a research topic has drawn a lot of attention recently [10, 25]. The very spacetime we live in, as well as the gravitational force that governs it, both appear to be emergent phenomena [24, 39, 49]. Quantum mechanics has also been conjectured to be the emergent theory of some underlying deterministic model, in part because of its long-standing conflict with general relativity. There exists a large body of literature on emergent quantum mechanics, some basic references being [2, 21, 33]; see also [3, 11, 12, 14, 19, 22, 29, 30, 34, 43, 44, 45] for more recent work. The hypothesis of emergence and the holographic principle [20, 46] have been hailed as landmarks in the endeavour to arrive at a consistent theory of quantum gravity.

Without touching on the difficulties facing quantum gravity, a number of interpretational questions and foundational issues arise and remain within a purely quantum-mechanical setup (or, eventually, within a quantum field theory setup, see [23]). In this article, following earlier work [1], we will focus on the emergent aspects of quantum mechanics applying a thermodynamical approach. In fact the classical thermodynamics of irreversible processes and fluctuation theory will turn out to share many common features with quantum mechanics—surprisingly, with Feynman’s path integral approach to quantum mechanics. Some basic references on the subject of fluctuations and irreversible thermodynamics are [28, 37, 38, 40, 48]; intriguing questions such as the emergence of macroscopic irreversibility from microscopic reversibility, the arrow of time, and other related puzzles are analysed in [31, 41]. A more complete list of references can be found in [36].

Specifically, the purpose of this article is twofold:

i) to establish an explicit correspondence between quantum mechanics on the one hand, and the classical thermodynamics of irreversible processes on the other. We claim validity for this correspondence at least in the Gaussian approximation (which corresponds to the linear response regime in thermodynamics, and to the semiclassical approximation in quantum mechanics);

ii) to use the correspondence just mentioned in order to provide an independent proof of the statement that quantum mechanics is an emergent phenomenon, at least in the semiclassical limit.

With hindsight, once one has realised that quantum mechanics in the Gaussian approximation is a classical thermodynamics in disguise, the emergent nature of quantum theory becomes self-evident—after all, thermodynamics is a paradigm of emergent theories.

2 The Chapman–Kolmogorov equation in quantum mechanics

To begin with we present a collection of purely quantum-mechanical expressions, for which there will be purely thermodynamical reexpressions using the correspondence we are about to develop. Although the material of this section is standard, a good general reference is [50]. For simplicity we will restrict to a 1-dimensional configuration space $X$ coordinatised by $x$. 
The quantum–mechanical propagator $K(x_2, t_2|x_1, t_1)$ is defined as the amplitude for the conditional probability that a particle starting at $(x_1, t_1)$ end at $(x_2, t_2)$:

$$ K(x_2, t_2|x_1, t_1) = \langle x_2 | U(t_2 - t_1) | x_1 \rangle, \quad U(t) = \exp \left( -\frac{i}{\hbar} t H \right). \quad (1) $$

Above, $U(t)$ is the unitary time–evolution operator, and $H$ is the quantum Hamiltonian operator. The time–evolution operators satisfy the group property:

$$ U(t_1)U(t_2) = U(t_1 + t_2), \quad (2) $$

an equation known in statistics already since the 1930’s as the Chapman–Kolmogorov equation. Its solutions satisfy the differential equation

$$ i\hbar \frac{dU}{dt} = HU(t), \quad H = i\hbar \frac{dU}{dt} \Big|_{t=0}. \quad (3) $$

Using (1) we obtain an alternative reexpression of the Chapman–Kolmogorov equation:

$$ K(x_3, t_3|x_1, t_1) = \int dx_2 K(x_3, t_3|x_2, t_2) K(x_2, t_2|x_1, t_1). \quad (4) $$

Since wavefunctions $\psi$ are unconditional probability amplitudes, they are related to propagators $K$ (which are conditional probability amplitudes) as follows:

$$ \psi(x_2, t_2) = \int dx_1 K(x_2, t_2|x_1, t_1) \psi(x_1, t_1). \quad (5) $$

Propagators can be computed via path integrals over configuration space $X$,

$$ K(x_2, t_2|x_1, t_1) = \int_{x(t_1) = x_1}^{x(t_2) = x_2} Dx(t) \exp \left\{ \frac{i}{\hbar} \int_{t_1}^{t_2} dt \, L [x(t), \dot{x}(t)] \right\}, \quad (6) $$

where $L$ is the classical Lagrangian function. Two simple examples in which the path integral (6) can be evaluated exactly are the free particle and the harmonic potential.

For a free particle we have

$$ K^{(\text{free})}(x_2, t_2|x_1, t_1) = \sqrt{\frac{m}{2\pi i\hbar(t_2 - t_1)}} \exp \left[ \frac{im}{\hbar} \frac{(x_2 - x_1)^2}{2t_2 - t_1} \right], \quad (7) $$

while for a harmonic potential we have, ignoring the caustics,

$$ K^{(\text{harmonic})}(x_2, t_2|x_1, t_1) = \sqrt{\frac{m\omega}{2\pi i\hbar \sin(\omega(t_2 - t_1))}} \times \exp \left\{ \frac{im}{2\hbar \sin(\omega(t_2 - t_1))} \left[ (x_2^2 + x_1^2) \cos(\omega(t_2 - t_1)) - 2x_1x_2 \right] \right\}. \quad (8) $$

When the path integral (6) cannot be computed exactly, an approximate evaluation can still be helpful. For $\hbar \to 0$ we have the semiclassical approximation to the propagator, denoted by $K_{cl}$:

$$ K_{cl}(x_2, t_2|x_1, t_1) = Z^{-1} \exp \left\{ \frac{i}{\hbar} \int_{t_1}^{t_2} dt \, L [x_{cl}(t), \dot{x}_{cl}(t)] \right\}, \quad (9) $$

$$ Z = \sqrt{\frac{2\pi i\hbar}{m}}. $$
where $x_{cl}(t)$ stands for the classical trajectory between $(x_1, t_1)$ and $(x_2, t_2)$, and $Z^{-1}$ is some normalisation factor.

3 Fluctuations and irreversible processes

For the benefit of the reader, with an eye on later applications, we include below a summary of ref. [38].

3.1 Thermodynamic forces

Let a thermodynamical system be given. If we are interested in only a single instant, the probability $P$ of a given state is given by Boltzmann’s principle,

$$k_B \ln P = S + \text{const},$$

(10)

where $S$ is the entropy of that state. If we are interested in two instants widely separated in time, the probability of given states at each instant is equal to the product of the individual probabilities. A long time lapse makes the states statistically independent. Hence the joint probability of the succession is related to the sum of the two entropies. But if the time lapse is not long, the states will be statistically correlated. It is precisely the laws for irreversible behaviour which tell us the correlations.

Let the thermodynamical state of our system be defined by a set of extensive variables $y_1, \ldots, y_N$. The entropy $S = S(y_1, \ldots, y_N)$ will be a function of all the $y_k$. Its maximum (equilibrium) value will be denoted by $S_0$, and the $y_k$ will be redefined to vanish for the equilibrium state: $S_0 = S(0, \ldots, 0)$. The tendency of the system to seek equilibrium is measured by the thermodynamic forces $Y_k$ defined as

$$Y_k = \frac{\partial S}{\partial y_k}, \quad k = 1, \ldots, N.$$

(11)

The $Y_k$ are restoring forces that vanish with the $y_k$.

Fluxes are measured by the time derivatives of the $y_k$. The essential physical assumption made here is that irreversible processes are linear, i.e., they depend linearly on the forces that cause them. Therefore we have

$$\dot{y}^i = \frac{\mathrm{d}y^i}{\mathrm{d}\tau} = \sum_{j=1}^{N} L^{ij} Y_j, \quad i = 1, \ldots, N.$$

(12)

Onsager’s reciprocity theorem states that $L$ is a symmetric matrix [37],

$$L^{ij} = L^{ji}.$$

(13)

---

1We will henceforth use the collective notation $Z^{-1}$ to denote all the different normalisation factors that we will not keep track of.

2We use $\tau$ to denote time in the theory of irreversible thermodynamics, and $t$ to denote time in the quantum theory. As will be seen in [44], $\tau$ and $t$ are related by a Wick rotation.
Further assuming that $L$ is nonsingular one can solve for the forces in terms of the fluxes:

$$Y_i = \sum_{j=1}^N R_{ij} \dot{y}^j, \quad i = 1, \ldots, N.$$  \hspace{1cm} (14)

Thus the rate of production of entropy,

$$\dot{S} = \sum_{j=1}^N \frac{\partial S}{\partial y^j} \dot{y}^j = \sum_{j=1}^N Y_j \dot{y}^j, \hspace{1cm} (15)$$

can be expressed in either of two equivalent ways:

$$\dot{S} = \sum_{i,j=1}^N R_{ij} \dot{y}^i \dot{y}^j = \sum_{i,j=1}^N L^{ij} Y_i Y_j. \hspace{1cm} (16)$$

One defines the *dissipation function* $\Phi$ as the following quadratic form in the fluxes:

$$\Phi := \frac{1}{2} \sum_{i,j=1}^N R_{ij} \dot{y}^i \dot{y}^j. \hspace{1cm} (17)$$

This function is a potential for the $Y_k$, because $\partial \Phi / \partial \dot{y}^j = R_{jk} Y_k$. The corresponding quadratic form of the forces,

$$\Psi := \frac{1}{2} \sum_{i,j=1}^N L^{ij} Y_i Y_j, \hspace{1cm} (18)$$

has a similar property, but it should be noticed that it is a function of the *state* (since the $Y_k$ depend only on the $y^j$), whereas the numerically equal $\Phi$ is a function of its *rate of change*.

If we expand the entropy in a Taylor series around equilibrium we have

$$S = S_0 - \frac{1}{2} \sum_{i,j=1}^N s_{ij} \dot{y}^i \dot{y}^j + \ldots \hspace{1cm} (19)$$

The matrix $s_{ij}$ is symmetric and positive definite. Neglect of the higher terms in $y^k$ means the assumption that fluctuations are Gaussian: for Boltzmann’s principle \(^{(10)}\) states that the logarithm of the probability of a given fluctuation is proportional to its entropy, or

$$P(y^1, \ldots, y^N) = Z^{-1} \exp \left( \frac{S}{k_B} \right) = Z^{-1} \exp \left( -\frac{1}{2k_B} \sum_{i,j=1}^N s_{ij} \dot{y}^i \dot{y}^j \right). \hspace{1cm} (20)$$

\(^{3}\)We assume $R_{ij}$ to be positive definite. This ensures that $\dot{S} > 0$ as expected of a dissipative process. Indeed, the dissipation function $\Phi$ can be identified with a kinetic energy, $T = \sum_{i,j=1}^N g_{ij} \dot{x}^i \dot{x}^j / 2$, where $g_{ij}$ is a certain Riemannian metric on the space spanned by the velocities $\dot{x}^j$. Identifying $\dot{x}^j$ with $\dot{y}^j$ we have $g_{ij} = R_{ij}$.  
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The assumption of Gaussianity (19) then implies that the $Y_i$ are linear in the $y^j$:

$$Y_i = -\sum_{j=1}^{N} s_{ij} y^j.$$  \hfill (21)

Thus the phenomenological laws (14) become

$$\sum_{j=1}^{N} (R_{ij} \dot{y}^j + s_{ij} y^j) = 0.$$  \hfill (22)

### 3.2 Fluctuations

Let us now modify the deterministic equations (14) to include fluctuations by the addition of a random force $\xi_i$,

$$\sum_{j=1}^{N} R_{ij} \dot{y}^j = Y_i + \xi_i,$$  \hfill (23)

which turns (14) into the set of stochastic equations (23). We require that the $\xi_i$ have zero means, which implies that the right–hand side of (23) is a random force with means $Y_i$. For simplicity, as in the quantum–mechanical case, let us set $N = 1$, so we have a single variable $y$ obeying the stochastic equation

$$R \dot{y} + sy = \xi.$$  \hfill (24)

We will be concerned with the path of $y$ in time under the influence of these random forces. Our aim is to calculate the probability of any path. For $n$ instants of time $\tau_1 < \tau_2 < \ldots < \tau_n$ we denote the cumulative distribution function by $F_n$:

$$F_n \left( \frac{y_1 \ldots y_n}{\tau_1 \ldots \tau_n} \right) = P \left( y(\tau_k) \leq y_k, \ k = 1, \ldots, n \right).$$  \hfill (25)

The function $F_n$ tells the probability that the thermodynamical path $y(\tau)$ lie below the barriers $y_1, \ldots, y_n$ at the corresponding instants $\tau_1, \ldots, \tau_n$. A stationary process is defined as one whose cumulative distribution function $F_n$ is invariant under arbitrary time shifts $\delta \tau$:

$$F_n \left( \frac{y_1 \ldots y_n}{\tau_1 \ldots \tau_n} \right) = F_n \left( \frac{y_1 \ldots y_n}{\tau_1 + \delta \tau \ldots \tau_n + \delta \tau} \right), \quad \forall \delta \tau \in \mathbb{R}.$$  \hfill (26)

Physically this describes an aged system, one that has been left alone long enough that any initial conditions have worn off, or been forgotten. Thus we consider entropy creation as a loss of information: a dissipative system forgets its past.

Alongside $F_n$, the probability density function $f_n$ is defined such that the product

$$f_n \left( \frac{y_1 \ldots y_n}{\tau_1 \ldots \tau_n} \right) dy_1 \cdots dy_n$$

(27)

gives the probability that a thermodynamical path pass through gates of width $dy_k$. 
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We will also be interested in conditional probabilities. The \textit{conditional probability function} for the \((n + 1)\)th event given the previous \(n\),

\[
F_1 \left( \frac{y_{n+1} | y_1 \ldots y_n}{\tau_{n+1} | \tau_1 \ldots \tau_n} \right) = P \left( \frac{y(\tau_{n+1}) = y_{n+1} | y(\tau_k) = y_k, \ k = 1, \ldots, n} {\tau_{n+1} | \tau_1 \ldots \tau_n} \right),
\]

is defined implicitly as follows:

\[
F_{n+1} \left( \frac{y_1 \ldots y_{n+1}}{\tau_1 \ldots \tau_{n+1}} \right) = \int_{-\infty}^{y_1} \cdots \int_{-\infty}^{y_n} d\tilde{y}_1 \cdots d\tilde{y}_n F_1 \left( \frac{\tilde{y}_1 \ldots \tilde{y}_n}{\tau_1 \ldots \tau_n} \right) dF_n \left( \frac{\tilde{y}_1 \ldots \tilde{y}_n}{\tau_1 \ldots \tau_n} \right).
\]

Correspondingly, the \textit{conditional probability density function} \(f_1\) is defined such that

\[
f_1 \left( \frac{y_k | y_{k-1}}{\tau_k | \tau_{k-1}} \right) = \frac{d}{dy_k} \int_{-\infty}^{y_k} \cdots \int_{-\infty}^{y_1} d\tilde{y}_1 \cdots d\tilde{y}_n F_1 \left( \frac{\tilde{y}_1 \ldots \tilde{y}_n}{\tau_1 \ldots \tau_n} \right) dF_n \left( \frac{\tilde{y}_1 \ldots \tilde{y}_n}{\tau_1 \ldots \tau_n} \right).
\]

\text{3.3 Markov processes}

A Markov process is defined as one whose conditional probabilities are independent of all but the immediately preceding instant [13]:

\[
F_1 \left( \frac{y_{n+1} | y_1 \ldots y_n}{\tau_{n+1} | \tau_1 \ldots \tau_n} \right) = F_1 \left( \frac{y_{n+1} | y_n}{\tau_{n+1} | \tau_n} \right).
\]

Intuitively: a Markov system has a short memory. For a Markov process (29) and (31) imply

\[
f_n \left( \frac{y_1 \ldots y_n}{\tau_1 \ldots \tau_n} \right) = f_1 \left( \frac{y_n | y_{n-1}}{\tau_n | \tau_{n-1}} \right) \cdots f_1 \left( \frac{y_2 | y_1}{\tau_2 | \tau_1} \right) f_1 \left( \frac{y_1}{\tau_1} \right).
\]

Now \(f_1 \left( \frac{y_1}{\tau_1} \right)\) is known from Boltzmann’s principle [10]. Hence, by stationarity, all that is needed in order to obtain the distribution function for an arbitrary number of gates is to evaluate the conditional probability density function

\[
f_1 \left( \frac{y_2 | y_1}{\tau + \delta\tau | \tau} \right),
\]

which depends only on \(\delta\tau\), being independent of \(\tau\). Thus the \(n\)–gate problem reduces to the 2–gate problem.
3.4 Gaussian processes

A Gaussian stochastic process is one whose probability density function is a Gaussian distribution. Let us set, in (24),

$$\gamma := \frac{s}{R}. \quad (34)$$

Then the conditional probability function for a Gaussian process is given by [38]

$$f_1 \left( \frac{y_{n+1}}{\tau_{n+1}} \mid \frac{y_1}{\tau_1} \right) = \frac{1}{\sqrt{2\pi} \sqrt{1 - e^{-2\gamma \delta\tau}}} \exp \left[ -\frac{s}{2k_B} \frac{(y_{n+1} - e^{-\gamma \delta\tau} y_1)^2}{1 - e^{-2\gamma \delta\tau}} \right]. \quad (35)$$

Now eqn. (35), together with (32), constitutes the solution to the problem of finding the probability of any path in a Gaussian Markov process. We also remark that (35) correctly reduces to the one–gate distribution function (20) for \(\delta\tau \to \infty\).

Next let us divide the interval \((\tau, \tau + \delta\tau)\) into \(n\) equal subintervals of length \(\delta\tau/n:\)

$$\tau_1 = \tau, \quad \tau_2 = \tau_1 + \frac{\delta\tau}{n}, \quad \ldots, \quad \tau_{n+1} = \tau + \delta\tau. \quad (36)$$

Then we have

$$f_1 \left( \frac{y_{n+1}}{\tau_{n+1}} \mid \frac{y_1}{\tau_1} \right) = \int dy_n \cdots \int dy_2 f_1 \left( \frac{y_{n+1}}{\tau_{n+1}} \mid \frac{y_n}{\tau_n} \right) \cdots f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right). \quad (37)$$

This is again the Chapman–Kolmogorov equation. The integral above extends over all the \(n-1\) intermediate gates. Using (37) one can reexpress (35) in the following alternative form [38]:

$$f_1 \left( \frac{y_{n+1}}{\tau_{n+1}} \mid \frac{y_1}{\tau_1} \right) = Z^{-1} \exp \left\{ -\frac{1}{4k_B} \int_{\tau_1}^{\tau_{n+1}} d\tau \frac{R}{\gamma^2} \left[ \dot{y}(\tau) + \gamma y(\tau) \right]^2 \right\}_{\min}, \quad (38)$$

subject to \(y(\tau_1) = y_1, \quad y(\tau_{n+1}) = y_{n+1}\). The subscript \(\min\) refers to the fact that argument of the exponential is to be evaluated along the trajectory that minimises the integral.

The one–gate distribution is obtained from the conditional distribution \(f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right)\) by taking \(\tau_1 = -\infty\) and \(y_1 = 0\) (because the aged system certainly was at equilibrium long ago). Thus we set \(n = 1\) in (38) and define the thermodynamical Lagrangian function \(L\) as

$$L [\dot{y}(\tau), y(\tau)] := \frac{R}{\gamma^2} \left[ \dot{y}(\tau) + \gamma y(\tau) \right]^2. \quad (39)$$

The dimension of \(L\) is entropy per unit time, instead of energy. However, our map between mechanics and thermodynamics will justify the denomination “Lagrangian”. The Euler–Lagrange equation for a minimum value of the integral in (38) is

$$\ddot{y} - \gamma^2 y = 0. \quad (40)$$

The solution to the above that satisfies the boundary conditions \(y(\tau = -\infty) = 0\) and \(y(\tau = \tau_2) = y_2\) is

$$y(\tau) = y_2 e^{\gamma (\tau - \tau_2)}. \quad (41)$$
Evaluating the integral in (38) along this extremal trajectory leads to
\[
f_1 \left( \frac{y_2 \tau_2}{\tau_2} \mid -\infty \right) = f_1 \left( \frac{y_2}{\tau_2} \right) = Z^{-1} \exp \left[ -\frac{s}{2k_B} (y_2)^2 \right]. \tag{42}
\]
This result is in agreement with what one expects from Boltzmann’s principle (10) in the Gaussian approximation (19).

Finally substituting (42) into (37), we obtain the thermodynamical analogue of the quantum–mechanical relation (5):
\[
f_1 \left( \frac{y_2 \tau_2}{\tau_2} \mid \frac{y_1 \tau_1}{\tau_1} \right) = \int dy_1 f_1 \left( \frac{y_2 \tau_2}{\tau_2} \mid \frac{y_1 \tau_1}{\tau_1} \right) f_1 \left( \frac{y_1 \tau_1}{\tau_1} \right). \tag{43}
\]
This concludes our summary of ref. [38].

4 The map between quantum mechanics and irreversible thermodynamics

The Wick rotation
\[
\tau = it \tag{44}
\]
between the thermodynamical evolution parameter \(\tau\) and the quantum–mechanical time variable \(t\) is the first entry in our dictionary between classical irreversible thermodynamics and quantum mechanics.

4.1 Path integrals in irreversible thermodynamics

The concept of a path integral can be traced back to the Chapman–Kolmogorov equation. Indeed letting \(n \to \infty\) in (36) and using (37), the right–hand side of (38) becomes a path integral over the thermodynamical configuration space \(Y\):
\[
f_1 \left( \frac{y_2 \tau_2}{\tau_2} \mid \frac{y_1 \tau_1}{\tau_1} \right) = \int D y \exp \left\{ -\frac{1}{4k_B} \int_{\tau_1}^{\tau_2} d\tau R \left[ \dot{y}(\tau) + \gamma y(\tau) \right]^2 \right\}. \tag{45}
\]
Thus it turns out that (38) actually equals the semiclassical approximation (as per (9)) to the path integral (45). This latter expression for the distribution function \(f_1\) in terms of a path integral is implicit in ref. [38]—but actually never written down explicitly in that paper; see however [18].

Dropping in (39) the term proportional to \(\dot{y} y\) (a total derivative), we redefine the thermodynamical Lagrangian function \(\mathcal{L}\) to be
\[
\mathcal{L} [\dot{y}(\tau), y(\tau)] = \frac{R}{2} \left[ \dot{y}^2(\tau) + \gamma^2 y^2(\tau) \right]. \tag{46}
\]
We observe that \(\dot{y}^2(\tau)\) and \(y^2(\tau)\) in \(\mathcal{L}\) carry the same relative sign. Similarly dropping in (45) the term proportional to \(\dot{y} y\), we can rewrite the path integral using (46) as
\[
f_1 \left( \frac{y_2 \tau_2}{\tau_2} \mid \frac{y_1 \tau_1}{\tau_1} \right) = \int D y \exp \left\{ -\frac{1}{2k_B} \int_{\tau_1}^{\tau_2} d\tau \mathcal{L} [\dot{y}(\tau), y(\tau)] \right\}. \tag{47}
\]
The path integral (47) is the thermodynamical analogue of the path integral (6) that defines the quantum–mechanical propagator. Thus setting $n = 1$ in (38), dropping the total derivative $\dot{y}_y$, and replacing the integrand with the thermodynamical Lagrangian (46) leads to the Gaussian approximation to (47):

$$f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right) = Z^{-1} \exp \left\{ -\frac{1}{2k_B} \int_{\tau_1}^{\tau_2} d\tau \mathcal{L} \left[ y_{cl}(\tau), y_{cl}(\tau) \right] \right\} \quad (48)$$

Here $\mathcal{L} \left[ y_{cl}(\tau), y_{cl}(\tau) \right]$ stands for the evaluation of (46) along the classical trajectory $y_{cl}(\tau)$ that satisfies the equations of motion (40). In this way (48) is seen to correspond to the semiclassical approximation for the quantum–mechanical propagator, given in (9). On the thermodynamical side, the quantum–mechanical semiclassical approximation translates as the assumption of Gaussianity for the stochastic forces $\xi$, and for the entropy $S$, as well as the assumption of linearity between forces and fluxes (which leads up to the quadratic forms (17) and (18)).

### 4.2 Propagators from thermodynamical distributions

The next entry in our dictionary relates quantum–mechanical wavefunctions and propagators to thermodynamical distribution functions. Within the Gaussian approximation we use throughout, this entry will refer to the free particle and the harmonic oscillator. We first we need to identify certain mechanical variables with their thermodynamical partners. Specifically, we will make the following replacements:

$$\omega \leftrightarrow \gamma, \quad \frac{m\omega}{\hbar} \leftrightarrow \frac{s}{2k_B}, \quad x \leftrightarrow y. \quad (49)$$

To begin with, one expects the squared modulus of the wavefunction $|\psi|^2$ to be related to the 1–gate distribution function $f_1 \left( \frac{x_2}{\tau_2} \mid \frac{x_1}{\tau_1} \right)$, while the propagator $K$ must correspond to a 2–gate distribution function $f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right)$. Indeed the 1–gate distribution function (42) gives the squared modulus of the ground state $\psi_0(x) = \exp \left( -\frac{m\omega x^2}{2\hbar} \right)$ of the harmonic oscillator once the replacements (44), (49) are applied:

$$f_1 \left( \frac{x_2}{\tau_2} \mid \frac{x_1}{\tau_1} \right) = Z^{-1} \exp \left( -\frac{m\omega}{\hbar} x^2 \right) = |\psi_0^{(\text{harmonic})}(x)|^2 \quad (50)$$

With the appropriate choices for the constants $m$ and $\omega$, (50) can also represent a free wavepacket. Next we turn to propagators $K$. Elementary algebra brings the conditional probability function for a Gaussian process (35) into the form

$$f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right) = \frac{s}{2k_B} \frac{e^{\gamma/2}}{\sqrt{\pi} \sinh(\gamma\tau)} \exp \left[ -\frac{s}{2k_B} \frac{e^{\gamma/2}y_2 - e^{-\gamma/2}y_1}{2 \sinh(\gamma\tau)} \right] \quad (51)$$

We will also be interested in the limit $\gamma \to 0$ of the above:

$$f_1 \left( \frac{y_2}{\tau_2} \mid \frac{y_1}{\tau_1} \right)_{\gamma \to 0} \approx \frac{s}{2k_B} \frac{1}{\sqrt{\pi} \gamma \tau} \exp \left[ -\frac{s}{2k_B} \frac{(y_2 - y_1)^2}{2\gamma\tau} \right] \quad (52)$$

Footnote 4: A dimensionful conversion factor must be understood as implicitly contained in the replacement $x \leftrightarrow y$, whenever needed.
Using (44) and (49), the free quantum–mechanical propagator (7) follows from (52):

\[ K^{(\text{free})}(x_2, t|x_1, 0) = \sqrt{\frac{k_B}{s}} f_1 \left( \frac{x_2}{it} \right)_{t=0} \sim_0. \]  \hspace{1cm} (53)

The case when \( \gamma \) is nonvanishing requires some more work. Again (44) and (49) allow one to relate the conditional probability (51) to the harmonic propagator (8) as follows:

\[ f_1 \left( \frac{x_2}{it} \frac{x_1}{0} \right) = \exp \left( \frac{i\omega t}{2} - \frac{\Delta V}{\hbar \omega} \right) \sqrt{\frac{2m\omega}{\hbar}} K^{(\text{harmonic})} (x_2, t|x_1, 0), \]  \hspace{1cm} (54)

where \( V(x) = kx^2/2 \) is the harmonic potential and \( \Delta V = V(x_2) - V(x_1) \). As had to be the case, (54) correctly reduces to (53) when \( \omega \to 0 \). The square roots present in (53) and (54) ensure that these two equations are dimensionally correct.

### 4.3 Integrability vs. square–integrability

Under our correspondence, the squared modulus of the wavefunction \(|\psi|^2\) gets mapped into the unconditional probability density \( f_1 \left( \frac{y_1}{\tau_1} \right) \), while the propagator \( K \) gets mapped into the conditional probability density \( f_1 \left( \frac{y_2}{\tau_2} | \frac{y_1}{\tau_1} \right) \). One should bear in mind, however, that the quantum–mechanical objects \( \psi, K \) are probability amplitudes, while the thermodynamical objects \( f_1 \) are true probabilities. Therefore quantum mechanics is not just the Wick rotation of classical, irreversible thermodynamics—it is also the square root thereof, so to speak, because of the Born rule. In order to address this question in mode detail we need to recall some background mathematics; see ref. (47) for a physics–oriented approach, and also (5) for a recent discussion of some of the issues analysed later in this section.

Let \( M \) be a measure space, and denote by \( L^p(M) \) the Banach space:

\[ L^p(M) = \{ f : M \to \mathbb{C}, |\| f \|_p < \infty \}, \quad |\| f \|_p := \left( \int_M |f|^p \right)^{1/p}, \quad 0 < p < \infty. \]  \hspace{1cm} (55)

It turns out that \( L^p(M) \) is a Hilbert space only when \( p = 2 \). Moreover, \( L^p(M) \) and \( L^q(M) \) are linear duals of each other whenever \( 1/p + 1/q = 1 \). Two particular cases of this duality will interest us. The first one is \( p = 2, q = 2 \), the other one is \( p = 1, q = \infty \).

When \( p = 2 \) we have that \( L^2(M) \) is selfdual, the duality being given by the scalar product: \( \langle \cdot | \cdot \rangle : L^2(M) \times L^2(M) \to \mathbb{C} \). The corresponding algebra of bounded operators is \( \mathcal{L}(L^2(M)) \), a noncommutative \( C^* \)-algebra with respect to operator multiplication. Complex conjugation in \( \mathcal{L}(L^2(M)) \) consists in taking the adjoint operator, while the noncommutativity is that of matrix multiplication.

The operator algebra \( \mathcal{L}(L^p(M)) \) is also a Banach algebra for any \( p > 0 \), and not just for \( p = 2 \). However, only when \( p = 2 \) is \( \mathcal{L}(L^p(M)) \) a \( C^* \)-algebra, because only when \( p = 2 \) does \( L^p(M) \) possess a complex conjugation.

---

3The space \( L^p(M) \) is complex or real according to whether its elements \( f \) are taken to be complex–valued or real–valued functions on \( M \). For quantum–mechanical applications we will consider the complex case, while thermodynamical applications require the real case. For generality, this summary assumes all spaces complex.
Set now $\rho = 1$. The dual of $L^1(M)$ is $L^\infty(M)$. Elements of the latter are measurable, essentially bounded functions $f$ with a finite norm $||f||_\infty$:

$$L^\infty(M) = \{ f : M \to \mathbb{C}, ||f||_\infty < \infty \}, \quad ||f||_\infty := \sup_{z \in M}(|f(z)|).$$

(56)

The duality between $L^1(M)$ and $L^\infty(M)$ is

$$\langle | \rangle : L^\infty(M) \times L^1(M) \longrightarrow \mathbb{C}, \quad \langle f | \rho \rangle := \int_M f \rho,$$

(57)

for any $f \in L^\infty(M)$ and any $\rho \in L^1(M)$. Now $L^\infty(M)$ also qualifies as a $C^*$–algebra, the multiplication law being pointwise multiplication of functions (hence commutative), and the complex conjugation being that of the functions $f$. An important difference with respect to the previous case is that $\mathcal{L}(L^2(M))$ is noncommutative, whereas $L^\infty(M)$ is commutative.

We will henceforth write $X$ for the space $M$ when dealing with the mechanical configuration space, and $Y$ when referring to the thermodynamical configuration space.

Textbook quantum mechanics regards quantum states as unit rays within $L^2(X)$, while physical observables $\mathcal{O}$ are represented by selfadjoint operators $\mathcal{O} \in \mathcal{L}(L^2(X))$. On the other hand, the natural framework for the theory of irreversible thermodynamics is the real Banach space $L^1(Y)$ and its dual, the real Banach algebra $L^\infty(Y)$. Thermodynamical states are probability distributions $\rho \in L^1(Y)$, that is, real functions, normalised as per $\int_Y \rho = 1$. Thermodynamical observables are real functions $f \in L^\infty(Y)$. Thus $\int_Y f \rho$ in (57) equals the average value of the physical quantity $f$ in the state described by $\rho$.

Clearly the thermodynamical setup is not quite as sophisticated as its mechanical counterpart. As opposed to the complex Hilbert space $L^2(X)$, the real Banach space $L^1(Y)$ does not know about the existence of the imaginary unit $i$. In the absence of a complex conjugation to implement time reversal, the thermodynamical setup necessarily describes irreversible processes. Moreover, there exists no scalar product on $L^1(Y)$. Correspondingly there is no notion of a selfadjoint operator in $\mathcal{L}(L^1(Y))$. In fact, thermodynamical observables are elements of a very different space, $L^\infty(Y)$.

The previous differences notwithstanding, we can establish a map between quantum–mechanical states/observables and their thermodynamical counterparts, as we do next. We treat observables first, and discuss states later.

It is reasonable to identify real thermodynamical averages $\langle f | \rho \rangle$ with quantum mechanical expectation values $\langle \psi | \mathcal{O} | \psi \rangle$ of selfadjoint operators $\mathcal{O}$, something like

$$\int_Y f \rho = \langle f | \rho \rangle \leftrightarrow \langle \psi | \mathcal{O} | \psi \rangle = \int_X \psi^* \mathcal{O} \psi,$$

(58)

where the correspondence denoted by $\leftrightarrow$ has yet to be given a precise meaning. For this we can assume diagonalising $\mathcal{O}$ by a (complete, orthonormal) set of eigenstates $\psi_\ell \in L^2(X)$, so we can replace the right–hand side of (58) with the corresponding

---

6We ignore the mathematical subtleties due to the fact that $\mathcal{O}$ is generally an unbounded operator, hence generally not an element of $\mathcal{L}(L^2(X))$, because this fact is immaterial to the discussion.

7In particular, the real space $L^\infty(Y)$ is a Banach algebra but not a $C^*$–algebra.
eigenvalue $\lambda_i$. We want to define a functional $f$ for the left–hand side of (58). A sensible definition actually involves a collection of constant functionals $f_i$, each one of them equal to the corresponding eigenvalue $\lambda_i$:

$$f_i : Y \rightarrow \mathbb{R}, \quad f_i(y) = \lambda_i, \quad \forall y \in Y.$$  \hfill (59)

Since the eigenvalues $\lambda_i$ are constants and the density $\rho$ can be normalised to unity, the imprecise correspondence (58) can be replaced with the precise dictionary entry

$$\int_Y f_i \rho = (f_i|\rho) = \lambda_i = \langle \psi_i|O|\psi_i \rangle = \int_X \psi^* O \psi.$$  \hfill (60)

This generalises in the obvious way to the case of a set of commuting observables $O_k$. Noncommuting observables, not being simultaneously diagonalisable, lead to the impossibility of simultaneously defining the corresponding thermodynamical functionals $f$ on the left–hand side of (60). We will examine the thermodynamical analogue of quantum commutators in a forthcoming publication.

So much for the observables; now we turn to the states. Since thermodynamical probabilities are elements of $L^1(Y)$ while quantum–mechanical amplitudes belong to $L^2(X)$, we would like to define some map of $L^2(X)$ into $L^1(Y)$, or viceversa. Given $\psi \in L^2(X)$, one’s first instinct is to set $\rho := |\psi|^2$ because then $\rho \in L^1(X)$; this is of course the Born rule. The attentive reader will have noticed that we actually need $\rho \in L^1(Y)$: it is generally meaningless to equate $\rho$ to $|\psi|^2$—or to any other function of $\psi$, for that matter. We will proceed ahead under the simplifying assumption that $X = Y$.

The usual Born map $b$ is defined as

$$b : L^2(X) \rightarrow L^1(X), \quad b(\psi) := |\psi|^2.$$  \hfill (61)

This map is obviously not 1–to–1, so it fails to be an injection. As such it possesses no inverse. We will however use the formal notation $b^{-1}$ to denote the map

$$b^{-1} : L^1(X) \rightarrow L^2(X), \quad b^{-1}(\rho) := \sqrt{\rho} e^{i\phi},$$  \hfill (62)

where $\phi$ is taken as the solution to the continuity equation

$$\dot{\rho} + \nabla \cdot (\rho \nabla \phi) = 0$$  \hfill (63)

that is well known from the Madelung transformation. Moreover, if $b^{-1}(\rho)$ satisfies the Schroedinger equation, then $\phi$ must of course equal the action integral $I = \int dt L$, and thus satisfy the quantum Hamilton–Jacobi equation \cite{16}. Although the map $b^{-1}$ also fails to be an injection, we use the notation $b^{-1}$ because $bb^{-1}(\rho) = \rho$. Aside from this difficulty about the lack of injectivity, $b$ and $b^{-1}$ provide us with the required maps from quantum–mechanical states into thermodynamical distribution functions, and viceversa.

The Chapman–Kolmogorov equation \cite{17}, written below for $n = 2$,

$$f_1 \left( \begin{array}{c} y_3 \\ \tau_3 \end{array} \mid \begin{array}{c} y_1 \\ \tau_1 \end{array} \right) = \int dy_2 f_1 \left( \begin{array}{c} y_3 \\ \tau_3 \end{array} \mid \begin{array}{c} y_2 \\ \tau_2 \end{array} \right) f_1 \left( \begin{array}{c} y_2 \\ \tau_2 \end{array} \mid \begin{array}{c} y_1 \\ \tau_1 \end{array} \right),$$  \hfill (64)
is the thermodynamical analogue of the quantum–mechanical equation (4). This leads
us to the following point. Our correspondence maps \( f_1 \left( \frac{y_2}{\tau_2}, \frac{y_1}{\tau_1} \right) \), which is a conditional probability, into \( K(x_2, t_2 | x_1, t_1) \), which is an \textit{amplitude} for a conditional probability. In other words, under our correspondence, the Born rule does \textit{not} apply to the map between conditional probabilities, although it does apply to the map between unconditional probabilities. There is nothing wrong with this. Indeed, \( f_1 \) and \( K \) satisfy the respective Chapman–Kolmogorov equations (64) and (4). Regarding the latter as matrix equations (which is what they are), they read formally \( f_1 \times f_1 = f_1 \) and \( K \times K = K \). That is, squaring \( f_1 \) and \( K \) as matrices (which is how they should be squared, since \( f_1 \) and \( K \) are operators), they are idempotent. It therefore makes sense \textit{not} to impose the Born rule on the map between \( K \) and \( f_1 \).

### 4.4 Entropy vs. action

To complete our dictionary between quantum mechanics and irreversible thermodynamics we postulate the following correspondence between the action integral \( I \) and the entropy \( S \):

\[
\begin{align*}
\text{(mechanics)} & \quad \frac{i}{\hbar} I \leftrightarrow \frac{1}{k_B} S \quad \text{(thermodynamics)},
\end{align*}
\]

up to a numerical, dimensionless factor. Now the Wick rotation (44) replaces \( iI \) with the Euclidean action \( I_E \), so we could just as well write

\[
\begin{align*}
\text{(mechanics)} & \quad \frac{1}{\hbar} I_E \leftrightarrow \frac{1}{k_B} S \quad \text{(thermodynamics)},
\end{align*}
\]

again up to a numerical, dimensionless factor. We observe that both \( I \) and \( S \) independently satisfy an extremum principle. We also note that the respective fluctuation theories in the Gaussian approximation are obtained upon taking the exponential. Thus exponentiating (65) we arrive at the wavefunction

\[
\psi = \sqrt{\rho} \exp \left( \frac{i}{\hbar} I \right)
\]

and at the Boltzmann distribution function (10):

\[
\rho_B = Z^{-1} \exp \left( \frac{1}{k_B} S \right).
\]

We should point out that the correspondence (65), (66) has also been found to hold in independent contexts, long ago by de Broglie [9] and more recently \textit{e.g.} in [11, 6].

Applying the Born rule we set the Boltzmann probability density \( \rho_B \) equal to the quantum–mechanical probability density \( |\psi|^2 \):

\[
\rho_B = |\psi|^2 = \rho.
\]

\(^8\)These fluctuations are of course measured with respect to the corresponding mean values of \( I \) and \( S \) as given by their extremals.
(See ref. [4] for distributions other than the squared modulus). Hence
\[ \rho = Z^{-1} \exp \left( \frac{1}{k_B} S \right). \]  
(70)

Substitution of (70) into (67) yields an elegant expression for the wavefunction
\[ \psi = Z^{-1/2} \exp \left( \frac{1}{2k_B} S \right) \exp \left( \frac{i}{\hbar} I \right), \]  
(71)

combining thermodynamics and quantum mechanics into a single formula.

Implicitly assumed in (71) is the identification of mechanical variables \( x \) and thermodynamical variables \( y \), as already done in (49). One can now define the complex–valued action \( I(x) \)
\[ I(x) := \frac{1}{2k_B} S + \frac{i}{\hbar} I, \]  
(72)
in order to write
\[ \psi(x) = Z^{-1/2} \exp (I(x)) \]  
(73)
as the semiclassical wavefunction (71), where
\[ Z = \int dx \left| \exp (I(x)) \right|^2. \]  
(74)

We realise that the correspondence (65), (66) leads naturally to the existence of a complexified action such as (72), which expresses a fundamental symmetry between entropy and mechanical action.

Finally we would like to point out that complexified action functionals have also been considered recently in ref. [32].

5 Discussion

We can summarise this article in the following statements:
i) we have succeeded in formulating a correspondence between standard quantum mechanics, on the one hand, and the classical thermodynamics of irreversible processes, on the other;
ii) this correspondence holds at least in the Gaussian approximation (the latter being defined in quantum mechanics as the semiclassical limit, and in thermodynamics as the regime of linearity between forces and fluxes);
iii) this possibility of encoding of quantum–mechanical information in thermodynamical terms provides an independent proof of the statement that quantum mechanics is an emergent phenomenon.

Specifically, our correspondence between semiclassical quantum mechanics and Gaussian irreversible thermodynamics includes the following points of section[4]

\[ ^* \text{While the entropy } S \text{ is a true function of } x, \text{ the action integral } I \text{ is actually a functional of } x(t). \text{ However, in (72) we need } I \text{ within the exponential defining } \psi. \text{ To this end, } I \text{ is to be evaluated along the classical trajectory starting at a certain given point and ending at a variable endpoint } x. \text{ This amounts to regarding } I \text{ as a true function of } x \text{ and no longer as a functional.} \]
i) we have shown that the path–integral representation for quantum–mechanical propagators is already present in the thermodynamical description of classical dissipative phenomena (section 4.1);

ii) we have mapped thermodynamical distribution functions into quantum–mechanical propagators (section 4.2);

iii) we have constructed an explicit correspondence between quantum–mechanical states and thermodynamical states, and also an analogous correspondence between quantum–mechanical observables and thermodynamical observables (section 4.3);

iv) we have grounded our correspondence in the existence of a fundamental symmetry between mechanical action and entropy (section 4.4).

In order to make this paper self-contained we have also included, in section 3, a crash course in classical irreversible thermodynamics, the latter considered in the linear approximation. Presumably, the theory of irreversible thermodynamics beyond the linear regime should allow one to extend the present correspondence beyond the semiclassical approximation of quantum mechanics.

Having mapped quantum mechanics into classical irreversible thermodynamics raises another old question, viz., the issue of how sharply, how univocally defined is the divide between quantumness and classicality. This issue has also been addressed, from the viewpoint of emergent theories, in ref. [15]; we defer our own contribution to the subject until a forthcoming publication. However we would like to briefly touch upon the emergence property of spacetime—not from a gravitational perspective, but from a purely quantum–mechanical viewpoint. If spacetime is an emergent phenomenon, as widely conjectured, then everything that makes use of spacetime concepts must necessarily be emergent, too. Quantum mechanics is no exception, unless one succeeds in constructing a quantum–mechanical formalism that is entirely free of spacetime notions. Progress towards this latter goal has been achieved along lines based on noncommutative geometry (see [17] and references therein). A more modest approach is to try and directly map quantum mechanics into thermodynamics, as done here and elsewhere. It turns out that spacetime arises as an emergent concept also in our quantum–mechanical approach, if only because our correspondence has required replacing space variables $x$ with thermodynamical variables $y$. Thus, indirectly, we have also furnished (admittedly circumstantial) evidence of the emergence property of spacetime.

It was Einstein’s dream to see quantum mechanics formulated as an ensemble theory in which uncertainties would not have a fundamental ontological status. Instead, Einstein would have uncertainties and fluctuations arise as a consequence of the statistical nature of the description of an underlying deterministic system (see [27, 35] and refs. therein). Thermodynamical fluctuation theory thus appears to be the archetypal example that Einstein would presumably have liked for quantum mechanics to be modelled upon.

Actually it has been known since the early days of quantum mechanics that the (free) Schroedinger equation can be interpreted as the standard heat equation in imaginary time, so the thermodynamical connection has always existed. An unavoidable consequence of imaginary time is that real (decaying) exponentials replace imaginary (oscillatory) exponentials. This is the hallmark of dissipation. Thus quantum mechanics can be thought of as a dissipative phenomenon that becomes conservative only in
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stationary states \[7, 8, 21\]—that little \( i \) in the Schroedinger equation makes a big difference \[26\].

After completion of this work we became aware of ref. [42], where topics partially overlapping with those treated here are discussed.
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Willst Du erkennen? Lerne zu handeln!—Heinz von Foerster.
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