Spin-tunable thermoelectric performance in monolayer chromium pnictides
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Historically, finding two-dimensional (2D) magnets is well known to be a difficult task due to instability against thermal spin fluctuations. Metals are also normally considered poor thermoelectric (TE) materials. Combining intrinsic magnetism in two dimensions with conducting properties, one may expect to get the worst for thermoelectrics. However, we will show this is not always the case. Here, we investigate spin-dependent TE properties of monolayer chromium pnictides (CrX, where X = P, As, Sb, and Bi) using first-principles calculations of electron- and phonon-energy dispersion, along with Boltzmann transport formalism under energy-dependent relaxation time approximation. All the CrX monolayers are dynamically stable and they also exhibit half metallicity with ferromagnetic ordering. Using the spin-valve setup with antiparallel spin configuration, the half metallicity and ferromagnetism in monolayer CrX enable manipulation of spin degrees of freedom to tune the TE figure of merit (ZT). At optimized chemical potential and operating temperature of 500 K, the maximum ZT values (∼0.22, 0.12, and 0.09) with the antiparallel spin-valve setup in CrAs, CrSb, and CrBi improve up to almost twice the original values (ZT ∼ 0.12, 0.08, and 0.05) without the spin-valve configuration. Only in CrP, which is the lightest species and less spin-polarized among CrX, the maximum ZT (∼0.34) without the spin-valve configuration is larger than that (∼0.19) with the spin-valve one. We also find that, at 500 K, all the CrX monolayers possess exceptional TE power factors of about 0.02–0.08 W/m.K², which could be one of the best values among 2D conductors.

I. INTRODUCTION

Thermoelectric (TE) materials convert heat directly into electricity so that they could be beneficial for powering electronic devices in some situations where heat loss is abundant [1], such as from automotive engines, high-performance computers, or even human bodies. For most of the applications at moderate temperature (around 500 K), the cost-effective power generation of the TE materials requires a high power factor (PF) on the order of 10⁻³ W/m.K² [2]. Besides PF, there is also an efficiency-related quantity known as the dimensionless figure of merit, ZT, which one can calculate by the following formula [1]:

\[
ZT = \frac{PF}{\kappa T} = \frac{S^2 \sigma}{\kappa_e + \kappa_{ph}} T,
\]

where \(S\) is the Seebeck coefficient, \(\sigma\) is the electrical conductivity, \(T\) is the operating temperature, and \(\kappa\) is the total thermal conductivity (sum of the electronic contribution \(\kappa_e\) and lattice (or phonon) contribution \(\kappa_{ph}\)). Therefore, in conventional thermoelectrics, to obtain as large ZT as possible, we need simultaneously high \(S\), high \(\sigma\), and low \(\kappa\). This condition is, unfortunately, difficult to achieve by nature [3–5]. For example, in normal metals, \(\sigma\) and electronic part of \(\kappa\) (denoted by \(\kappa_e\)) depend on each other through the Wiedemann-Franz law [6], which prohibits very high \(\sigma\) and very low \(\kappa\) to emerge simultaneously. Furthermore, \(S\) (\(\sigma\)) in metals or other conducting materials is lower (higher) than \(S\) (\(\sigma\)) in semiconductors or insulators [7]. In this regard, much of thermoelectric research in the past decades has often focused on semiconductors to find optimal values of the TE transport coefficients (\(S\), \(\sigma\), and \(\kappa\)) that can give \(ZT > 1\) [8]. On the other hand, most conductors usually only possess \(ZT < 0.1\) [9].

Recent advances in two-dimensional (2D) materials have also opened up an opportunity for exploring high-performance thermoelectrics in low dimensions [10–12]. For example, black phosphorus [13–15], transition metal dichalcogenides [16, 17], and group-III chalcogenides [18, 19] in the family of 2D semiconductors have been found to exhibit better TE performance than their bulk counterparts. Pioneering studies by Dresselhaus’ group have pointed out that the quantum confinement effect plays
a crucial role in improving PF or ZT in low dimensions [20, 21]. In particular, when the confinement length is less than the thermal de Broglie wavelength of the material under consideration, the PF enhancement is theoretically guaranteed to be achieved [22]. However, the theory assumed the material does not have intrinsic magnetism and is not spin-polarized. Therefore, to obtain high-performance thermoelectrics in 2D materials with intrinsic magnetism, it seems that one needs to consider another enhancement technique beyond quantum confinement and find the materials that can utilize the mechanism.

Before looking for suitable 2D magnets for thermoelectrics, one should note that the difficulty of obtaining long-range magnetic order in two dimensions is a long-standing problem that prevents most 2D materials from possessing intrinsic magnetism. According to the Mermin-Wagner theorem, the long-range magnetic order in isotropic 2D magnets at finite temperatures is unstable against thermal spin fluctuations [23]. However, by the presence of magnetic anisotropy, some materials such as CrI$_3$ and Cr$_2$Ge$_2$Te$_6$ can emerge as 2D magnets with the magnetic order depending on the number of layers [24, 25]. Analyzing the structural simplicity of CrI$_3$, one may expect the other 2D Cr-based honeycomb structures [Fig. 1(a)] may also lead to intrinsic magnetism. Indeed, recent studies on monolayer chromium pnictides (CrX, where X = P, As, Sb, and Bi) suggested that monolayer CrX can be another 2D magnet, yet half-metallic. While monolayer CrI$_3$ as a semiconductor is potentially a good TE material [26, 27], we do not know whether monolayer CrX can perform similarly to CrI$_3$. Note that CrI$_3$ also exhibit spin-dependent TE properties, with the ZT value, at 500 K, of about 0.26, which is high enough for the family of 2D materials (c.f. monolayer MoS$_2$ with ZT $\sim$ 0.11 [16] and InSe with ZT $\sim$ 0.5 [28] at the same temperature). However, the constant relaxation time approximation used in Refs. [26] and [27] might not be accurate enough for the ZT calculation. Moreover, although the TE transport coefficients in CrI$_3$ are spin-dependent, there is no clear advantage of the spin polarization for the ZT enhancement in CrI$_3$ because one cannot utilize the spin degrees of freedom in semiconductors using the spin-valve TE device [29]. By contrast, half metallicity in monolayer CrX may allow manipulation of spin degrees of freedom to enhance the ZT.

In this work, we will show our simulation suggesting that the ZT values in monolayer CrX can increase using the spin-valve setup with antiparallel configuration [Fig. 1(b)]. Since the majority carriers (spin-up states) are metallic and the minority ones (spin-down states) are semiconducting, the PF values in monolayer CrX are also exceptionally high for a 2D material because the minority carriers contribute to a high Seebeck coefficient, while the majority carriers contribute to high electrical conductivity. We perform the calculations for TE transport coefficients within the linearized Boltzmann transport theory and energy-dependent relaxation time approximation, with electronic energy and phonon dispersion relations obtained from first-principles density functional theory (DFT), as outlined in the next section.

II. COMPUTATIONAL METHODS

All optimized geometrical structures, electronic properties, and phonon dispersion relations of CrX monolayers are calculated with DFT as implemented in the QUANTUM ESPRESSO code [1]. We employ the optimized norm-conserving Vanderbilt (ONCV) pseudopotentials [2, 3] to describe the interaction between electrons and ions. We use the Perdew-Burke-Ernzerhof functional [4] under generalized gradient approximation to describe exchange-correlation energy and potential. The wave functions are expanded in plane-wave basis sets with the cutoff energy as high as $\sim$820 eV. We sample the Brillouin zone using dense $32 \times 32 \times 1$ and $64 \times 64 \times 1$ Monkhorst-Pack (MP) grids for calculations of optimized geometry and density of states, respectively. All structures are relaxed until the maximum Hellmann-Feynman force per atom is less than 0.26 meV/Å. We set a vacuum layer to 30 Å to avoid the interlayer interactions due to the lattice periodicity. We then obtain the optimized lattice constants $a$ [see Fig. 1(a)] of 3.88, 3.94, 4.39, and 4.58 Å for CrP, CrAs, CrSb, and CrBi, respectively, in good agreement with available data in the literature [34, 35]. With the optimized geometry data, we can calculate the ground-state electronic structures of monolayer CrX.
We use DFT+$U$ improvement of accuracy, especially for Cr, to include the effects of strong electronic correlations. Following a prior theoretical study [34], $U = 3$ eV can be employed for Cr atoms with the spin polarization taken into account for all the systems. The initial magnetic moment of each Cr$X$ is set to three times Bohr magneton ($\mu_B$). After relaxation, the resulting magnetic moments of CrP, CrAs, CrSb, and CrBi monolayers are 2.97$\mu_B$, 3.00$\mu_B$, 3.00$\mu_B$, and 3.00$\mu_B$, respectively, which agree well with the reported value of 3$\mu_B$ in the literature [34, 35].

For the spin-unpolarized band structures, readers can refer to Supplementary Material Fig. S1 [36]. Although Cr$X$ monolayers here possess non-zero magnetic moments, the DFT+$U$ method is already sufficient and consistent with the DFT+$U$+J method because the $J$ parameter for these cases was found to be small enough, around 10 meV [34, 35]. The dynamical stability of Cr$X$ is also confirmed by calculating the phonon dispersion [Fig. S2 in the Supplementary Material] with the dynamical matrix evaluated on the 4 times 4 times 1 MP grid of $q$-points [36]. Note that we do not consider van der Waals interaction in this study because it will not change the band structure significantly; it only gives a minor change in the lattice constants [34, 35].

Having complete information of electronic structures, we calculate the TE transport coefficients using BOLTZTRAP2 code [6] within linearized Boltzmann transport theory and energy-dependent relaxation time approximation. The moment of the generalized transport coefficient with spin index $j = \uparrow$ and $\downarrow$ is given by,

$$
L_j^{(s)}(\varepsilon_n, k) = e^2 \sum_{n,k} \tau_{n,k} v_{n,k}(\varepsilon_n, k - \mu) \alpha \left( -\frac{\partial f_{n,k}}{\partial \varepsilon_n, k} \right). \tag{2}
$$

This kernel is used to calculate the electrical conductivity, the Seebeck coefficient, and the electron thermal conductivity as follows:

$$
\sigma_j = L_j^{(0)}, \quad S_j = \frac{1}{eT} \frac{L_j^{(1)}}{L_j^{(0)}}, \quad \kappa_{\sigma,j} = \frac{1}{e^2T} \left[ L_j^{(2)} - \frac{L_j^{(1)2}}{L_j^{(0)}} \right], \tag{3}
$$

where $e$ is the unit electric charge, $\mu$ is the chemical potential, $\varepsilon_n, k$ is the energy of $n$th band at wave vector $k$, $\tau_{n,k}$ is the electronic relaxation time, $v_{n,k}$ is the electronic group velocity, and $f_{n,k}$ is the Fermi-Dirac distribution function. To fairly treat $\sigma$ and $\kappa_{\sigma}$ of 2D systems, we multiply the output $\sigma$ and $\kappa_{\sigma,j}$ from BOLTZTRAP2 with the thickness of the simulation box over the conventional width of the monolayer. The total contributions from both spins read as:

$$
\sigma = \sigma_{\uparrow} + \sigma_{\downarrow}, \quad S = \frac{\sigma_{\uparrow}S_{\uparrow} + \sigma_{\downarrow}S_{\downarrow}}{\sigma}, \quad \kappa_{\sigma} = \kappa_{\sigma,\uparrow} + \kappa_{\sigma,\downarrow}. \tag{4}
$$

We consider the electron-phonon scattering as the most dominant scattering contribution to the electronic relaxation time, which can be defined as $\tau_{n,k} = h/(2 \text{ Im} \sum_{n,k})$, where $h$ is the reduced Planck constant and $\text{ Im} \sum_{n,k}$ is the imaginary part of the electronic self energy. Using the EPW code [5], we compute the self energy using the electronic energy and the phonon dispersion on relatively coarse 16 × 16 × 1 $k$-point and 8 × 8 × 1 $q$-point grids, respectively. To obtain a finer result, we set $1/\tau_{n,k}$ from EPW with an energy-dependent $\tau$ model:

$$
1/\tau(\varepsilon) = C \cdot \text{DOS}(\varepsilon) + 1/\tau_0, \tag{5}
$$

where $C$ is a DOS-dependent fitting parameter and $\tau_0$ is the relaxation time constant that is chosen to overcome the absence of DOS in the band gap area in the spin-down band. The resulting $1/\tau(\varepsilon)$ model for each Cr$X$ species is given in Fig. S3 [36]. Note that although the Cr$X$ family are ferromagnetic materials, we do not consider contribution of magnetic spin excitations (known as magnons) to the thermoelectric properties. The magnon effect in heterostructures [like the system depicted in Fig. 1(b)] is suppressed because the magnons cannot escape the ferromagnets [43].

Finally, to fully obtain $ZT$, we calculate the phonon thermal conductivity $\kappa_{\text{ph}}$ from the linearized phonon Boltzmann transport equation for phonons within the single-mode relaxation-time method, as implemented in the PHONON3PY code [39, 40]. The second-order harmonic and third-order anharmonic interatomic force constants are computed using a 2 × 2 × 1 supercell with the finite displacement method. To obtain a converged result, we use $32 \times 32 \times 1$ $q$-point mesh to sample reciprocal space of the primitive cells of all Cr$X$ monolayers.

## III. RESULTS AND DISCUSSION

The Cr$X$ monolayers have a honeycomb structure without buckling along an axis normal to the surface, similar to graphene [see Fig. 1]. Their electronic structures, on the other hand, do not correspond to graphene mostly because of the presence of $d$ orbitals in Cr. The $d$ orbitals play a significant role to lift the spin degeneracy. In Fig. 2, we show the electronic structures of (a) CrP, (b) CrAs, (c) CrSb, and (d) CrBi, which are all consistent with previous first-principles results [34, 35]. In particular, one can compare the good agreement of Fig. 2 in this study with Fig. 4 of Ref. [34]. The dashed (solid) line refers to spin-up (down) states. Spin-up states are metallic while spin-down states possess band gaps displaying the half-metallic phase. At the Fermi level, chromium pnictides are ferromagnet. These electronic structures are distinct from monolayer chromium iodide (CrI$_3$ which shows ferromagnetic insulator) [24]. As atomic number increases from CrP to CrBi, both bandwidth and half-metallic band gap decrease. We will show later how these behaviors will tune the TE transport.

In Fig. 3, we plot the TE transport coefficients as a function of chemical potential for CrP as a representative of chromium pnictides at $T = 500$ K. Meanwhile, the TE transport coefficients of CrAs, CrSb, and CrBi are given in Figs. S4-S6 [36]. As expected, the spin-up conductivity dominates over the spin-down conductivity.
FIG. 2. Electronic structure (energy dispersion and density of states) of chromium pnictides: (a) CrP, (b) CrAs, (c) CrSb, (d) CrBi. The blue dashed (red solid) lines refer to spin-up (-down) states.

as depicted in Figs. 3(a) and 3(b). Therefore, the total conductivity $\sigma$ pretty much resembles the spin-up contribution [Fig. 3(c)]. On the contrary, the Seebeck effect is dominated by the spin-down states because of the presence of the band gap. According to the Mott formula, the Seebeck coefficient is proportional to $-\sigma'(\mu)/\sigma(\mu)$; thus it will be large if the band gap exists. For the spin-down states, the Seebeck coefficient reaches 2000 $\mu$V/K. Normally, the Seebeck coefficient is proportional to the band gap $\Delta$ in the non-degenerate limit ($k_B T \ll \Delta$). For the spin-up states, the Seebeck coefficient is not entirely zero, typically on the order of fundamental entropy per charge ($k_B/e = 87 $ $\mu$V/K).

The total Seebeck coefficients $S$ are weighted by their conductivity so that the results mostly follow the shape of the spin-up states that indicates dominant contributions from majority carrier at the Fermi level. Despite the small $S$ values, their oscillations around zero will play an important role later when spin-dependent transport is considered. In Figs. 3(g) and 3(i), the spin-up conductivity and total electron thermal conductivity $\kappa_e$ resemble the shape of $\sigma$, consistent with the Wiedemann-Franz law. In fact, the Lorenz number $\kappa_e/\sigma T$ is $2.7 \times 10^{-8}$ W.Ω/K², similar to those of ordinary metals.

We show phonon thermal conductivity $\kappa_{ph}$ of all CrX monolayers as a function of $T$ in Fig. 4 with the assumption that the magnon effect is neglected and that the materials are kept ferromagnetic. The Curie temperatures of CrX monolayers are within 550–700 K [34], above which the ferromagnetic to paramagnetic phase transition and short-range magnetic interaction may occur. Therefore, to avoid the issue of phase transition and short-range magnetic interaction, we can focus on the practicality of our system below 550 K. For example, as indicated by the arrow and small box in Fig. 4, at $T = 500$ K, $\kappa_{ph}$ of CrP is smaller by almost two-order of magnitudes than $\kappa_e$. This comparison generally holds for the other chromium pnictides. This result suggests that sole electronic transport calculation for the TE properties is sufficient as the phonon contribution to $\kappa$ is minimum. As the atom gets heavier from CrP to CrBi, $\kappa_{ph}$ decreases following the Debye-Callaway model.

We turn our analysis on the PF and $ZT$ of CrX as shown in Fig. 5. The total PF is dominated by the spin-up states as expected. With the increase of atomic weight, maximum PF tends to decrease but PF at $\mu = 0$ increases. CrP has the highest PF because it has the largest Fermi velocity while CrBi has a high PF at $\mu = 0$ because it has an additional contribution from the spin-down state at that energy. It is worth mentioning that the PF of CrX (about 0.02–0.08 W/m.K²) could be one of the best values among 2D conductors, comparable to the extraordinary PF record in Mg₃Bi₂-based materi-
FIG. 3. Thermoelectric quantities of CrP: (a-c) Electrical conductivity, (d-f) Seebeck coefficient, and (g-i) electron thermal conductivity of spin-up, spin-down, and total, respectively.

FIG. 4. Phonon thermal conductivity $\kappa_{ph}$ as a function of temperature for different CrX species. Indicated by boxes are $\kappa_{ph}$ values at 500 K.

The total figure of merit $ZT^{(0)}$, given by

$$ZT^{(0)} = \lim_{\sigma_{\uparrow} = \sigma_{\downarrow}} \frac{(\sigma_{\uparrow}S_{\uparrow} + \sigma_{\downarrow}S_{\downarrow})^2 T}{(\sigma_{\uparrow} + \sigma_{\downarrow}) \kappa} = \frac{\sigma_{\uparrow} S^2_{\uparrow} T}{\kappa}$$

is also dominated by the spin-up states with a value of about $10^{-3}$ at small $\mu$ and reaching maximum value of $\sim 0.1$ at a large hole doping [see Figs. 5(e–h) gray area]. The figure of merit $ZT^{(0)}$ behaves similarly with the PF trend, in which CrP possesses the largest one. The figure of merit also decreases as the atomic weight increases.

So far, we have seen CrX as ordinary metals with all TE properties are dominated by the majority carrier (spin-up states). The spin-down states, on the other hand, are gapped, and they possess a high Seebeck coefficient. It is possible to incorporate the spin-down contribution in this system to enhance the $ZT$ values using a special configuration [29, 42]. By inserting a non-magnetic metal spacer between two ferromagnetic materials and shifting their magnetization orientation by $\theta$, voltage generation can increase due to finite spin accumulation [29, 43]

$$\frac{S(\theta)}{S} = \frac{1 + (1 - P^2)\zeta(\theta)}{1 + (1 - P^2)\zeta'(\theta)},$$

where $P = (\sigma_{\uparrow} - \sigma_{\downarrow}) / (\sigma_{\uparrow} + \sigma_{\downarrow})$ is the spin polarization of the conductivity, $P' = (\sigma_{\uparrow}S_{\uparrow} - \sigma_{\downarrow}S_{\downarrow}) / (\sigma_{\uparrow}S_{\uparrow} + \sigma_{\downarrow}S_{\downarrow})$ is the spin polarization of the Seebeck current and

$$\zeta(\theta) \propto \frac{V_{\uparrow}(\theta)}{J_{\uparrow}(\theta)} \propto \frac{1 - \cos \theta}{1 + \cos \theta} = \tan^2 \frac{\theta}{2}$$

that depends on the ratio of spin accumulation $V_{\uparrow}(\theta)$ and spin current $J_{\uparrow}(\theta)$ at the spacer. Note that since CrX are half metals, their value of $P$ is around 1 across the half-metallic gap while $P'$ can be large when the sign of $S_{\uparrow}$ and $S_{\downarrow}$ are opposite to each other. This $P'$ value can be large when $S_{\uparrow}$ oscillates around zero as shown in
Fig. 5. (a–d) Power factors and (e–f) figures of merit of CrP, CrAs, CrSb, and CrBi, respectively, as a function of chemical potential. In the PF plots, we show the contribution of spin-up states, spin-down states, and their total contribution to the PF values. In the ZT plots, with $T = 500$ K, we show comparison of total $ZT^{(0)}$ [Eq. (6)] and $ZT^{sv}$ that includes the spin-valve effect.

Fig. 3(d). However, the large value of $P'$ also means that the total Seebeck coefficient is small [see Eq. (4)].

Cahaya et al. introduced antiparallel spin configuration ($\theta = \pi$) as shown in Fig. 1(b) that maximizes voltage and temperature gradients [29]. This configuration utilizes a $p$–$n$ junction (a junction with the opposite value of Seebeck coefficient at two ends) and maximizes spin accumulation at its spacer. A nonmagnetic metal that connects $p$- and $n$-types CrX materials acts as a spin accumulator that ensures spin current is minimized. Using the antiparallel configuration, we show spin-valve effect on the figure of merit $ZT^{sv}$ by using $S(\pi)$ in Eq. (7) to Eq. (6). Solid green lines in Figs. 5(e–h) show that $ZT^{(0)}$ can be enhanced by a factor of two with this configuration.

We summarize the maximum $ZT$ ($ZT_{\text{max}}$) values along with their optimum chemical potential for all the CrX monolayers in Fig. 6. At the optimized chemical potential $\mu_{\text{opt}}$ and operating temperature of $T = 500$ K, the $ZT_{\text{max}}$ values ($\approx 0.22, 0.12, 0.09$) with the antiparallel spin-valve setup in CrAs, CrSb, and CrBi improve up to almost twice the original values ($ZT^{(0)} \approx 0.12, 0.08, \text{and } 0.05$) without the spin-valve configuration. Only in CrP, which is the lightest species and less spin-polarized among CrX, the $ZT_{\text{max}}$ value ($\approx 0.34$) without the spin-valve configuration is larger than that ($\approx 0.19$) with the spin-valve one. Optimized $\mu$ occurs at large hole doping around $-1 \text{eV}$ to $-2 \text{eV}$ with only exception for CrBi, whose $ZT_{\text{max}}^{(0)}$ occurs near $\mu = 0$. Note that both $ZT^{(0)}$ and $ZT^{sv}$ have weak temperature dependence because of strong resemblance to the Wiedemann-Franz law.

One may question that the requirement of large doping to obtain the $ZT$ value ($< 0.4$ for the CrX monolayers) in this work is still disappointing for practical interest of using CrX in real TE devices. Nevertheless, we have shown that, by using first-principles calculations with almost the best level of approximation in thermoelectrics theory, the enhancement of $ZT$ due to the half metallicity and spin polarization is truly possible. As for the practical interest, in addition to $ZT$, we can also talk about the PF, which is useful when the heat input (source) is abundant. For example, the PF value of CrBi in this work can reach $0.03 \text{ W/m.K}^2$, which is an excellent value for a 2D material, at chemical potential near zero, thus it does not require large doping. Further design of the metallic 2D magnets to obtain larger $ZT$ at low chemical potential shall be an interesting problem of further studies.
IV. CONCLUSIONS

Using monolayer CrX as a prototype, we have proven that the TE performance of half-metallic 2D ferromagnets can improve due to the spin-dependent TE transport coefficients. The synergistic effects of different spin degrees of freedom are possible through the antiparallel spin-valve configuration, which leads to the ZT enhancement up to almost twice the original ZT values. The origin of the ZT enhancement is that the majority carriers with spin-up states contribute to high electrical conductivity. On the other hand, the minority carriers with spin-down states contribute to a high Seebeck coefficient. The same principle also leads to the exceptional PF in monolayer CrX within 0.02–0.08 W/m.K². This work paves the way toward selecting suitable 2D ferromagnets for TE applications.
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S1. ELECTRONIC BAND STRUCTURE WITHOUT SPIN POLARIZATION

In Figs. S1(a)–(d), we show the electronic band structure for non-spin polarized CrX, calculated by the QUANTUM ESPRESSO package [S1] with the following DFT details. We set a vacuum layer to 30 Å to avoid the interlayer interactions due to the lattice periodicity. We employ the optimized norm-conserving Vanderbilt (ONCV) pseudopotentials [S2, S3] to describe the interaction between electrons and ions. The Perdew-Burke-Ernzerhof (PBE) functional [S4] under generalized gradient approximation (GGA) is used to describe exchange-correlation energy and potential. We sample the Brillouin zone using a dense $32 \times 32 \times 1$ Monkhorst-Pack grid for scf calculation. The plane-wave basis set is used to expand wave functions with cutoff energy of $\sim 820$ eV.

![Electronic band structure for spin-unpolarized CrX](image_url)

FIG. S1. Electronic band structure for spin-unpolarized CrX: (a) CrP, (b) CrAs, (c) CrSb, and (d) CrBi.
S2. PHONON DISPERSION

In Figs. S2(a)–(d), we show the phonon dispersion relations for CrX from the \textit{ph.x} calculations in the Quantum ESPRESSO package with the dynamical matrix integral of $4 \times 4 \times 1$ mesh of \textit{q}-points. We found no negative and no imaginary frequency of phonons for all species of CrX, thus indicating the dynamical stability of the calculated structures. Unlike their electronic structures, phonon band structures of chromium pnictides resemble that of graphene. There are six phonon modes comes from two atoms in a unit cell with three polarization directions. Heterogeneous atoms in a unit cell splits the in-plane optical modes located at the top branches i.e., longitudinal optic and in-plane tangential optic modes. These two modes are degenerate in graphene at \textit{Γ} point. The highest optical branch is, interestingly, flat in CrAs, CrSb, and CrBi. As atomic number increases from CrP to CrBi, phonon bandwidth and sound velocity decrease as expected from harmonic oscillator model. This feature will play roles in controlling thermal conductivity of chromium pnictides.

![Phonon dispersion relations of CrX](image)

FIG. S2. Phonon dispersion relations of spin-polarized CrX: (a) CrP, (b) CrAs, (c) CrSb, and (d) CrBi.

S3. RELAXATION TIME MODEL

We include the electron-phonon scattering rate in the relaxation time, that can be defined as $\tau_{n,k} = \hbar/(2 \text{Im} \sum_{\epsilon,k})$, where $\hbar$ is the reduced Planck constant and $\text{Im} \sum_{\epsilon,k}$ is the imaginary part of the electronic self-energy, as implemented in the EPW code [S5]. We compute the electron energy (and the phonon dispersion) on a relatively coarse $16 \times 16 \times 1$ ($8 \times 8 \times 1$) \textit{k}-point (\textit{q}-point) grid. To obtain a finer result, we fit $1/\tau_{n,k}$ from EPW with an energy-dependent relaxation time: $1/\tau(\epsilon) = \mathcal{C} \cdot \text{DOS}(\epsilon) + 1/\tau_0$, where $\mathcal{C}$ is a DOS-dependent fitting parameter and $\tau_0$ is the relaxation time constant that is chosen to overcome the absence of DOS in the band gap area in the spin-down band. For all CrX monolayers, the fitting parameter is set to $\mathcal{C} = 10^{12}$ eV/s and $\tau_0 = 10^{-13}$ s. The inverse relaxation time as a function of energy for CrX are shown in Figs. S3(a)–(d).

![Inverse relaxation time model](image)

FIG. S3. Inverse relaxation time or scattering rate model as a function of energy for each CrX: (a) CrP, (b) CrAs, (c) CrSb, and (d) CrBi.
S4. THERMOELECTRIC TRANSPORT COEFFICIENTS

In Fig. S4–S6, we plot the thermoelectric transport coefficients as a function of chemical potential of CrAs, CrSb, and CrBi at $T = 500$ K. The thermoelectric properties are calculated using BoltzTraP2 code [S6] within Boltzmann transport equation under the energy-dependent relaxation time approximation.
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FIG. S5. Thermoelectric transport coefficients of CrSb.

FIG. S6. Thermoelectric transport coefficients of CrBi.