A rigorous stochastic theory for spike pattern formation in recurrent neural networks with arbitrary connection topologies
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Abstract

Cortical networks exhibit synchronized activity which often occurs in spontaneous events in the form of spike avalanches. Since synchronization has been causally linked to central aspects of brain function such as selective signal processing and integration of stimulus information, participating in an avalanche is a form of a transient synchrony which temporarily creates neural assemblies and hence might especially be useful for implementing flexible information processing. For understanding how assembly formation supports neural computation, it is therefore essential to establish a comprehensive theory of how network structure and dynamics interact to generate specific avalanche patterns and sequences. Here we derive exact avalanche distributions for a finite network of recurrently coupled spiking neurons with arbitrary non-negative interaction weights, which is made possible by formally mapping the model dynamics to a linear, random dynamical system on the $N$-torus and by exploiting self-similarities inherent in the phase space. We introduce the notion of relative unique ergodicity and show that this property is guaranteed if the system is driven by a time-invariant Bernoulli process. This approach allows us not only to provide closed-form analytical expressions for avalanche size, but also to determine the detailed set(s) of units firing in an avalanche (i.e., the avalanche assembly). The underlying dependence between network structure and dynamics is made transparent by expressing the distribution of avalanche assemblies in terms of the induced graph Laplacian. We explore analytical consequences of this dependence and provide illustrating examples. In summary, our framework provides a major extension of previous analytical work which was restricted to regularly coupled or discrete state networks in the infinite network limit. For systems with a sufficiently homogeneous or translationally invariant coupling topology, we make an explicit link to critical states and the existence of scale-free distributions.

I. INTRODUCTION

An influential concept in neuroscience introduced in 1949 by Hebb [1] proposes that the brain uses distributed neural representations as code for memories and behavior. Transient activation of neural ensembles, i.e. the formation and decay of so-called neural ‘assemblies’, would thus represent cognitive entities. Experimental studies in different species and neural systems have provided strong support for this concept by observing assembly formation on a wide range of spatial and temporal scales, and by linking their dynamics to brain function and behavior. Examples include face processing in macaques and humans [2, 3], attentional networks in visual cortex [4], odor representations in the
olfactory system [5], and vocal control in birdsong [7].

Spike synchronization constitutes a versatile mechanism for assembly formation. It may occur spontaneously on very short time scales and is much more efficient in driving post-synaptic cells than spikes arriving asynchronously [10]. The ability to quickly form or to break up neural ensembles with varying compositions of participating cells supports information processing in different aspects. For instance, synchronization can indicate global dependencies among distributed local information in complex sensory scenes (e.g. [12]), while mutual synchronization between different brain areas can rapidly establish or suppress communication channel for selective information processing in dependence on task demands (e.g. [4, 13, 14]).

For optimally exploiting these functional opportunities, it has been suggested that cortical networks operate close to a critical state [15] in which spontaneous synchronization generates neural avalanches engaging large groups of cells (‘assemblies’) over far distances [20]. Formation of avalanches is fast since it does not require entrainment over a number of oscillation cycles as needed for synchronizing coupled phase oscillators. Indeed investigations of spontaneous synchronization in the brain revealed typical signatures of a dynamics being close to a critical state [21], such as power law distributions of avalanche sizes and durations [24] in combination with the observation of a large dynamical range [27].

However, it is not always size that matters. In a highly structured network like the brain, the specific composition of an activation pattern is of equal importance. It is the topology and efficacy of synaptic connections originating from the presently active neurons which will determine to what destination a signal will propagate, and if it will be enhanced or attenuated. In consequence, network function is defined by the pattern of neural activity only in combination with the microscopic structure of the network. The large reservoir of possible spike patterns in a system near criticality provides a good opportunity for a versatile processing here, but it is unclear how this property can be functionally exploited.

In general, interactions and synergies between a (near)-critical dynamics and the microscopic network structure have barely been addressed by theoretical work and are thus not well understood. Studies on neuronal avalanches commonly assume homogeneous and/or global connectivity, often in the limit of large networks, and focus mainly on determining the critical power-law exponents [28]. Structured networks are usually analyzed by focusing on particular connection schemes with certain fundamental statistical properties, such as small-world networks [30], scale-free networks [32], or branching processes [33], which then allow to compute global characteristics of the avalanche dynamics.
For example, assuming a locally tree-like structure made it possible to analytically investigate robustness of the critical exponents against changes of the network topology. In parallel, there has been progress in formally understanding the structure-function relationship for recurrent networks with more general coupling structures. Using the theoretical framework of excitatory and linearly coupled Hawkes processes, analytical closed-form relations between the network adjacency matrix and equilibrium rates as well as spike count covariances were developed. In contrast to studies relying on global statistical properties of network connectivity, these exact relations hold for arbitrary network topologies and allow to relate specific graph motifs and the spectral distribution of the network to the strength and structure of the resulting correlations. In general, however, the effect of network topology on particular avalanche patterns and spike assemblies has not yet been fully elucidated.

Here we bridge this gap by developing a formal framework which allows to rigorously analyze how particular network topologies shape avalanches and spike patterns in randomly driven networks of non-leaky integrate-and-fire units. For this purpose we employ the framework originally introduced by Eurich, Herrmann, and Ernst (in the following termed EHE model), which has successfully been used to formally study neural avalanches in globally coupled homogeneous networks, i.e. with constant or block constant coupling matrices, and whose basic mathematical properties are well understood. We extend the EHE model to arbitrary positive coupling matrices and derive closed-form expressions for the probabilities of arbitrary cell assemblies becoming transiently active in form of an avalanche. This is possible by means of a suitably defined torus transformations which simplifies the seemingly highly complex spiking dynamics to a random walk on a finite dimensional torus. At the same time, the transform allows us to establish a mathematical link between the avalanche statistics and graph theoretical measures of the EHE network in terms of its adjacency matrix.

The article is structured as follows: First, the basic model and its extension to arbitrary network topologies will be introduced. Second, we will show that the dynamics of the model is equivalent to shifts on the $N$-torus and derive simple expressions for mean activation and spike covariances in the network. Next we will focus on analyzing spike patterns and derive various closed-form expressions for the probabilities of particular avalanche sequences from the corresponding state space volumes. The corresponding mathematical expressions will then be linked to graph-theoretical measures before finally discussing some network examples.
II. MODEL STRUCTURE AND DYNAMICS

We employ a generalization of the Eurich-Herrmann-Ernst (EHE) model, which has been widely used to model neural avalanches [28, 41, 44], and to study avalanche dynamics analytically [40, 42, 43]. The model can be described as a randomly driven network of pulse-coupled non-leaky integrate-and-fire neurons. Each unit \( i \in [N] := \{1, \ldots, N\} \) is characterized by a state \( 0 \leq u_i < U_i \), hence the phase space of the system is given by the \( N \)-dimensional cube \( C := \prod_{i \in [N]} [0, U_i) \). States can be interpreted as membrane potentials with 0 representing the resting potential and \( U_i \) the individual firing threshold for unit \( i \). Units are coupled by the non-negative weight matrix \( W = (w_{ij})_{i,j \in [N]} \), with \( 0 \leq w_{ij} \) specifying the increase of the membrane potential for unit \( i \) upon receipt of a spike from unit \( j \). The coupling matrix \( W \) induces a weighted directed graph \( G(W) \) with vertices \( [N] \), edges \( E(W) := \{(j, i) \in N \times N | w_{ij} > 0\} \) and weights \( (j, i) \mapsto w_{ij} \), see Definition A.4. We refer to the induced subgraph with vertices \( I \subseteq [N] \) as a subnetwork along \( I \) and use \( W_I \) for the corresponding weight matrix with rows and columns restricted to \( I \).

We formulate this model in discrete time, in which external input arrives at each time step to a randomly chosen unit. Avalanches resulting from units crossing their firing threshold occur on a fast timescale and complete before the next unit receives external input (separation of time scales). The external input dynamics is particularly simple: a random unit \( k \) is chosen with probability \( p_k \) and its state \( u_k \) is increased by an amount \( u_0 \in \mathbb{R}_{\geq 0} \). Should this increase push the state of a unit above the firing threshold, an avalanche starts and evolves on a fast timescale. The avalanche dynamics \( \mathcal{F} \) consists of repeatedly resetting the currently supra-threshold units by subtracting \( \text{diag}(U)A(u) \) and distributing internal activation by \( WA(u) \). Here \( A(u) := \delta\{i \in [N] : u_i \geq U_i\} \) describes the supra-threshold units using \( \delta(I) = \sum_{i \in I} e_i \) with \( e_i \) denoting the \( i \)-th unit vector in \( \mathbb{R}^{[N]} \). The avalanche terminates after \( \tau \) steps or generations when all units are below threshold. Note that \( U, A \) and \( u \) are vectors, with \( U_i, A_i \) and \( u_i \) designating their \( i \)-th components. This will be standard notation from here on until mentioned otherwise.

The dynamics \( \mathcal{F} \) is formalized as follows, with \( F \) describing one generation of an avalanche and \( \tau \) defining the termination condition:

\[
\mathcal{F} : \mathbb{R}^{[N]}_{\geq 0} \rightarrow C, \quad u \mapsto F^\tau(u)(u) \tag{1}
\]

with \( F : \mathbb{R}^{[N]}_{\geq 0} \rightarrow \mathbb{R}^{[N]}_{\geq 0}, \quad u \mapsto u - (\text{diag}(U) - W)A(u) \tag{2} \)

and \( \tau : \mathbb{R}^{N}_{\geq 0} \rightarrow \mathbb{N}_0, \quad u \mapsto \min\{n \in \mathbb{N}_0 | F^n(u) \in C\} \tag{3} \)
External input given to unit $k$ and the resulting avalanche dynamics can be formally combined into a single action $T_k$ given by

$$T_k : C \rightarrow C, \ u \mapsto \mathcal{F}(u + u_0 e_k),$$

(4)

which also includes the trivial case that no unit crosses threshold and thus there is no avalanche.

Throughout this study, we impose the condition

$$u_0 + \sum_{j=1}^{N} w_{ij} < U_i \text{ for all } i \in [N],$$

(5)

ensuring that each unit can fire at most once during an avalanche (see Proposition A.1). This condition implies that $\text{diag}(U) - W$ is strictly diagonally dominant, hence its inverse

$$M := (\text{diag}(U) - W)^{-1}$$

exists.

Due to the separation of timescales, it is guaranteed that external input does not arrive during an avalanche, and thus we can track the detailed pattern of an avalanche by index sets listing which units fired at each generation of the avalanche. For this purpose we introduce the avalanche function $a$ which provides a vector of index sets

$$a(k, u) := \{(j \in [N] | (F^{i-1}(u + e_k u_0))_j \geq U_j)\}_{i=1,...,\tau(u + u_0 e_k) \in \mathcal{A}}$$

(7)

as the avalanche started in state $u$ by giving external input to unit $k$, where $\mathcal{A}$ is the set of all avalanches (see Definition E.7). For a particular avalanche $a = (a_n)_{n=1,...,d} \in \mathcal{A}$, the first generation of $a$ always consists of a singleton $a_1 = \{k\}, k \in [N]$, if $a$ is not the empty avalanche $a = ()$. The length of the sequence $a$ will be denoted by $\mathcal{D}(a)$ and called the duration of the avalanche. We call the union $\mathcal{U}_j$ of the generations

$$\mathcal{U}_j(a) := \bigcup_{i=1}^{j} a_i, 1 \leq j \leq \mathcal{D}(a) \text{ and } \mathcal{U}(a) := \mathcal{U}_{\mathcal{D}(a)}(a)$$

(8)
Figure 1. Spreading of an avalanche in an example network with four units (circles). Each unit $i$ has a state $0 \leq u_i < U_i$, with 0 representing the resting state and $U_i$ the firing threshold. States are visualized as bar graphs with $U_i = 1$ for all $i$. Units are coupled by a directed, weighted graph with coupling matrix $W = (w_{ij})_{i,j \in [N]}$ where $w_{ij}$ defines connection strength (non-zero entries shown as arrows). A spike of unit $j$ increases the state of the receiving unit $i$ by the corresponding interaction strength $w_{ij}$ (red bars). White units have not participated in the avalanche yet, and red units are currently active and send spikes to all units connected (arrows marked in red). Incoming weights are restricted in their magnitude such that no unit can be active twice in an avalanche, hence active units become quasi-'refractory' (gray) in the next step. Panels (a) to (c) depict the spreading of the avalanche $a = (\{1\}, \{3, 4\})$, having a size $S(a) = 3$, duration $D(a) = 2$, and an assembly of $\mathcal{A}(a) = \{1, 2, 4\}$. In panel (a), giving external input (light red) to unit 1 pushes its state beyond firing threshold and starts the avalanche. The avalanche terminates in panel (c) since activation from the second generation shown in panel (b) is insufficient to bring any unit above firing threshold.

the avalanche assembly (up to generation $j$) and the sum of cardinalities

$$S(a) := \sum_{i=1}^{D(a)} |a_i| = |\mathcal{A}(a)|$$

its size.

Our goal is to derive the probability distribution of avalanches $a \in \mathcal{A}$ in dependence of the coupling matrix $W$ and external input probabilities $p$. To make this mathematically rigorous, we model the dynamics as a random dynamical system, or more precisely as a skew-product dynamical system $T$:

$$T : \Sigma_N \times C \rightarrow \Sigma_N \times C, \; T(k, u) := (\sigma(k), T_{k_1}(u))$$

Here, $k = (k_1, k_2, \ldots) \in [N]^\mathbb{N} =: \Sigma_N$ is a right-infinite sequence over the alphabet $[N]$ modeling
the sequence of units receiving external inputs, and \( \sigma((k_1, k_2, \ldots)) = (k_2, k_3, \ldots) \) is the left shift operator. In order to turn this model into a random dynamical system, we equip \( \Sigma_N \times C \) with the Borel \( \sigma \)-algebra and a measure \( \mathbb{P} \). To model the randomness of the external input, \( \mathbb{P} \) will be given as a product measure composed of the time invariant Bernoulli measure \( \mathbb{B}_p \) with success probabilities \( p \) on \( \Sigma_N \) and a measure \( \mathbb{P} \) on \( C \). One of our main insights is that if \( u_0 \notin \mathbb{Q} \), there exists a unique choice for \( \mathbb{P} \) such that \( T \) is ergodic with respect to \( \mathbb{P} = \mathbb{B}_p \times \mathbb{P} \) for almost all non-negative coupling matrices, if and only if (Theorem C.4) every unit is reachable by a path via non-zero coupling weights starting from a unit receiving external input (\( p \)-reachability, see definition A.4).

Thus, we will always assume \( p \)-reachability of the coupling network in the following. With the unique ergodic measure \( \mathbb{P} \) and a slight abuse of notation using \( a(k, u) := a(k_1, u) \), the avalanche function \( a \) is a random variable with respect to \( \mathbb{P} \), which allows us to study the avalanche probabilities \( \mathbb{P}(a = a) \) for \( a \in \mathcal{A} \).

In the remainder of this section, we illustrate the dynamics of the extended EHE model from a phase space perspective using the system displayed in Fig. 2. Iterations of the dynamics \( T \) induce a trajectory in phase space \( C \). The trajectory \( u^{(1)} \rightarrow u^{(2)} \rightarrow u^{(3)} \rightarrow u^{(4)} \) is obtained by three iterations of \( T \) starting in \((k, u^{(1)})\) with an external input sequence \( k = (2, 1, 2, \ldots) \). While external input induces state shifts parallel to the axes, the avalanche dynamics \( F \) results in reinjection of points pushed outside of \( C \) by subtracting the thresholds \( U_i \) of the activated units, and by distributing internal activation which induces shifts along column(s) of \( W \). Note that \( a(k_1, u^{(1)}) = () \), denoting the empty avalanche, \( a(k_2, u^{(2)}) = \{1\} \) and \( a(k_3, u^{(3)}) = \{2\} \). It becomes apparent that the actions \( T_k \) are discontinuous transformations, where simple shifts along the axes are followed by the more complicated avalanche dynamics \( F \) if \( u_k + u_0 \geq U_k \).

Note that during an avalanche, the internal, recurrent activation after reset pushes a state out of a region \( \Lambda \), which is indicated in gray shading in Fig. 2. As a consequence, the state density becomes zero in \( \Lambda \) which we will thus designate as the non-inhabited region. The existence of \( \Lambda \) is a general feature of the model, as for all \( p \)-reachable networks there exists an inhabited region \( D \) which depends on \( W \). \( D \) acts as a uniform attractor on the phase space in the sense that for \( \mathbb{B}_p \)-almost all input sequences \( k \) the projection of \( T^n(k, C) \) onto its second component equals \( D \) for all \( n \geq n_0 \in \mathbb{N} \) (see Proposition B.3). In particular, any invariant density of states necessarily vanishes on \( \Lambda := C \setminus D \) and we can therefore proceed by analyzing the system restricted to \( \Sigma_N \times D \) with the associated restricted Borel \( \sigma \)-algebra.

For the simple two-dimensional system in Fig. 2, there are only four possible non-empty avalanches
Figure 2.
(a) State space for a two-dimensional EHE-model. States $u_1$ and $u_2$ span the state space $C$ (unit rectangle) which consists of the inhabited region $D$ (yellow shading), and the non-inhabited region $\Lambda$ (gray shading). Black dots and solid arrows indicate a sample trajectory $u^{(1)}, \ldots, u^{(4)}$ during which external input $u_0$ is provided first to unit #2, then to unit #1 and finally to unit #2 again. The length of the solid arrows is $u_0$. When the trajectory crosses the right or upper boundary of the unit cube (i.e., the firing thresholds $U_1 = 1$ or $U_2 = 1$), a unit spikes and its state is 'reinjected' at the opposite side of $C$ (spike reset). Simultaneously, recurrent activation is distributed to all connected units, corresponding to shifts by columns of $W$ (dashed arrows). Distribution of recurrent input can continue multiple times until no state is above threshold anymore, thus forming multiple generations of avalanches comprising different numbers of units.
(b) Torus transformation for a two-dimensional EHE-model. Left: Copies (bright yellow) of the inhabited region $D$ (dark yellow) tesselate the $u_1$-$u_2$ plane. Equivalent points to $u^{(3)}, u^{(4)}$ in the example trajectory introduced in (a) are labeled with $\tilde{u}^{(3)}, \tilde{u}^{(4)}$ in translated copies of the inhabited region. They are reached by simple shifts $u_0$, while reset and recurrent activation have no effect on the equivalent trajectory (black arrows). The colors of the line segments indicate the avalanche which is triggered when the trajectory crosses the corresponding border. In this example, purple, red, green, and blue designate the avalanches $\{\{1\}\}$, $\{\{2\}\}$, $\{\{1\}, \{2\}\}$, and $\{\{2\}, \{1\}\}$, respectively. The equivalent points lie on a grid spanned by the column vectors of $1 - W$, with one unit cell indicated by the dashed gray lines. The inhabited region is the image of this unit cell under $\mathcal{F}$. Right: Applying the inverse $M = (1 - W)^{-1}$ leads to an equivalent dynamical system on the torus which consists of translations by column vectors of $M$. Points $z^{(i)}$ on the torus are the images of states $u^{(i)}$ in $D$.

$a(k, u)$, namely $\{\{1\}\}$, $\{\{2\}\}$, $\{\{1\}, \{2\}\}$, or $\{\{2\}, \{1\}\}$. These avalanches occur exactly when the state trajectory crosses the lines along the boundary of $C$ colored in purple, red, green, or blue, respectively. Since the unique choice of $P$ for this system is always the uniform distribution supported on the inhabited region $D$ (yellow region), also known as the Lebesque measure on $D$, the probabilities $P(a = a)$ are proportional to the lengths of the respectively colored boundary segments (Theorem C.1).
III. ANALYSIS OF AVALANCHE DISTRIBUTIONS

For ease of notation, we state in the following the main theorems for the special case \( U_i = 1 \) for all \( i \in [N] \) and give references to the general statements and corresponding proofs collected in the appendix.

In this section, we will take a closer look at the intricate dynamics of the skew-product dynamical system \( T \). Most importantly, we will derive a linear transformation of the system which allows to represent the complex avalanche dynamics as simple translation dynamics on the \( N \)-torus. This central idea allows to show relative unique ergodicity of the system and to derive the equilibrium measure on the phase space in dependence of the weight matrix \( W \). Using these new mathematical insights we derive closed form expressions for mean firing rates and their variance in the network. In addition, we derive closed form expressions for the probability that a particular unit \( i \) participates in an avalanche started with unit \( k \); the probability distribution of individual avalanches \( P(a = a) \), and probability distributions of avalanche assemblies \( P(\mathcal{A}(a) = I) \) in closed-form expressions.

A. Equivalence to an ergodic translation dynamics on the \( N \)-torus

For globally connected, homogeneous systems it has been shown that the uniform state density supported on the inhabited region \( D \) is invariant under the dynamics \([28, 41–43]\). However, ergodicity of the skew-product system has only been conjectured \([42, 43]\). Ergodicity is important since it allows to associate (sub)volumes in phase space with the probability to observe particular avalanches. Here, we close this conjecture and extend it to the generalized system in which the units are coupled by an arbitrary non-negative coupling matrix \( W \). More specifically, in Theorem \( [C.1] \) we derive necessary and sufficient conditions for unique ergodicity of the Lebesgue measure on \( D \) relative to a given measure on the shift space \( \Sigma_N \) for a general class of translation dynamics on the standard \( N \)-Torus \( \mathbb{T}^N := \mathbb{R}^N / \mathbb{Z}^N \). By constructing a translation dynamics on \( \mathbb{T}^N \) which is topologically conjugated to the original dynamics \( T \), we use this theory to establish relative unique ergodicity of the Lebesgue measure supported on the inhabited region \( D \) for almost all weight matrices \( W \) with \( p \)-reachable \( G(W) \) as long as \( u_0 \) is irrational (see Theorem \( [C.4] \)).

Here we explain this simplification of the dynamics using the geometric intuition illustrated in Fig. \( [2] \) while referring to the associated proofs for the general case in the appendix. The main idea is the following: Even though the avalanche dynamics is discontinuous (in \( \mathbb{R}^{|N|} \)) due to the resets of the
unit’s states after firing spikes, we can summarize the effect of the dynamics $T_k$ on state vector $u$ by using the assembly $\mathcal{U}$ of the resulting avalanche as

$$T_k(u) = u + u_0 e_k - (1 - W) \delta(\mathcal{U}(a(k, u))),$$

where $I$ denotes the identity matrix. There are no explicit thresholds in this equation, because the spike reset is expressed as a simple subtraction of 1 for every unit becoming active. After $n$ iterations we have

$$u' := \pi_2 T^n(k, u) = \mathcal{F} \left( u + u_0 \sum_{t=1}^{n} e_{k_t} \right) = u + u_0 \sum_{t=1}^{n} e_{k_t} - (1 - W) \mathcal{N}^n(k, u), \quad (11)$$

where $\pi_2$ denotes the projection to the 2nd component and

$$\mathcal{N}^n(k, u) := \sum_{t=0}^{n-1} \delta(\mathcal{U}(a(T^t(k, u))))$$

is the spike count vector which collects how often each unit fired during $n$ steps of the dynamics $T$ starting from the initial state $(k, u)$.

Since $M^{-1} = I - W$ is a diagonally dominant $M$-matrix [15] in virtue of [5], it has full rank and the column vectors induce a new coordinate system on $\mathbb{R}^N$, indicated by the unit cell (dashed parallelogram) in Fig. 2. Effectively, the recurrent dynamics displaces a state $u$ along a linear combination of the column vectors in $W$ with integer coefficients. Expressed in the new coordinates, the system’s state $u'$ after $s$ avalanches, and the external input dynamics $u + u_0 \sum_{t=1}^{s} e_{k_t}$ without recurrent feedback and spike reset are always integer coordinates apart. This can easily be seen by transforming $u'$ in Eq. (11) into the new coordinate system via multiplication by $M$ (Eq. (6)),

$$Mu' = M \left( u + u_0 \sum_{t=1}^{n} e_{k_t} \right) - \mathcal{N}^n(k, u).$$

Geometrically, this property implies that copies of the inhabited region translated by integer coordinates $(1 - W)\mathbb{Z}^N$ tesselate $\mathbb{R}^N$.

Considering all points with a difference of $(1 - W)\mathbb{Z}^N$ as being equivalent induces a topology which is homeomorphic to the topology on the standard $N$-torus (which associates all points with a difference of $\mathbb{Z}^N$). These considerations imply that the dynamics $T$ is equivalent to the dynamics $\hat{T}$ (see
Eq. 41 on $T^N$, with the shifts $u_0e_k$ induced by external input being transformed by the inverse $M = (1 - W)^{-1}$. We prove this equivalence in Theorem B.4.

Fig. 2 illustrates the described equivalence. By transforming the region in the dashed unit cell to $[0, 1)^N$, we map the state trajectory on the left to its equivalent trajectory on the torus on the right.

- In the old coordinate system, shown on the left, the axes are equivalent to the states of single units. The external input is realized by a shift along the axis of the unit receiving the input, while the recurrent input and spike reset are given by a combination of shifts along the columns of $1 - W$.

- In the new coordinate system, the axes are equivalent to the combined effect of recurrent input provided by one unit to all other units. External input is still represented by a shift, but projected onto the new coordinate system via $u_0Me_k$ it is in general no longer parallel to the coordinate axes. However, recurrent input and spike reset are now just mapping the current state to its equivalent point in a different unit cell. On the $N$-torus with its periodic boundary conditions, recurrent input and spike reset thus map to the identical state, hence making the recurrent dynamics much simpler to handle formally.

The transformation onto the $N$-torus is invertible since the inhabited region $D$ is the image of the region enclosed by the dashed lines under $\mathcal{F}$ (see Theorem B.2 and Proposition B.3). With these insights it becomes possible to more easily assess ergodicity by performing the corresponding analysis on the transformed system $T^N$ first, and then to transfer results to the original system $T$. In the following, we briefly state our main insights on ergodicity and refer the reader to the Appendix for the detailed formal treatment.

It turns out that the Lebesgue measure is invariant since every translation $u \rightarrow u + u_0Me_k$ is bijective on $T^N$. In Theorem C.1 we show for a more general class of translation dynamics on $T^N$ that the Lebesgue measure is also the unique ergodic measure of the system, given a stationary probability distribution of the external input. In addition we find that the system $\hat{T}$ is uniquely ergodic relative to the external input statistics $\mathbb{B}_p$ for almost-all coupling matrices $\mathcal{W}(E)$ with the edge set $E$, if and only if $E$ is $p$-reachable (see Theorem C.4).

Since ergodicity is invariant under topological conjugacy, this ensures that also $T$ is ergodic with respect to $\mathbb{P} = \mathbb{B}_P \times \mathbb{P}$ with $\mathbb{P} = \lambda_D$ denoting the normalised Lebesgue measure supported on the inhabited region $D$. 
Let us give an intuition for this remarkable result: Consider the case that only a single unit \( k \in [N] \) receives external input. In this case, the equivalent dynamics on \( \mathbb{T}^{[N]} \) is a simple rotation on the \( N \)-Torus by the vector \( u_0 Me_k \). For this classical dynamical system (see e.g. [16]) ergodicity of the Lebesgue measure requires the components of this vector to be irrational and rationally independent, since otherwise the orbits were not dense in \( \mathbb{T}^{[N]} \). If only the unit \( k \) receives external input, \( p \)-reachability requires that there has to be a directed path from \( k \) to every other unit in \([N]\). This condition alone already ensures that each component of \( Me_k \) is positive. For this case, Theorem C.4 states that if you fix a network topology, e.g. the sparsity pattern of a \( p \)-reachable coupling matrix \( W \), and construct a coupling matrix \( W' \) by choosing random values for the positive entries in \( W \), the entries of \( u_0 M' e_k \) will indeed be irrational and rationally independent almost surely (i.e., with probability one), hence the resulting system is ergodic.

However, almost sure ergodicity does not exclude exceptions, such as can be seen for the much simpler special case of the previously studied homogeneous coupling matrix \( W_{ij} = \alpha/N \) for all \( i, j \in [N] \) with \( \alpha + u_0 < 1 \). It was already noted (see [42, 43] that this system is not ergodic if only a single unit receives external input. In fact, our theory shows that this system is ergodic if all units receive external input (Corollary C.5), but not if two or more units do not receive external input (Corollary C.6).

B. Equilibrium rates, spike covariance and mean avalanche sizes

Topological conjugacy to a simple translation dynamics on the \( N \)-Torus \( \mathbb{T}^{[N]} \) greatly facilitates analysis of the dynamics of the extended EHE system. In this subsection, we will first derive key properties such as equilibrium rates and spike covariances, and subsequently assess spike propagation probabilities, allowing us to finally compute mean avalanche sizes in closed-form expressions.

Let \( Y_0 := \lim_{n \to \infty} \mathbb{E}(N_0^n)/n \in \mathbb{R}^{[N]} \) and \( X_0 := \lim_{n \to \infty} \text{cov}(N_0^n)/n \in \mathbb{R}^{[N \times N]} \) be the stationary firing rates and their covariances in a network of uncoupled EHE-units. The number of external inputs received by each unit after \( n \) steps of the slow external dynamics follows a multinomial distribution with parameters \( n \) and probability vector \( p \). Setting w.l.o.g. the time interval between external inputs to 1, we find \( Y_0 = u_0p \) and \( X_0 = (u_0)^2(\text{diag}(p) - pp^T) \) as the covariance matrix for the spike counts of different units in the limit of long observation times.

The dynamics of \( T \) generating the spike count vector \( N^n \) translates to \( \widehat{T} \) in the sense that its \( i \)-th component \((N^n)_i\) counts how many times its trajectory has been winding around the side \( i \) of the
N-Torus up to time \( n \). We use this fact to obtain the equilibrium firing rates \( Y_W \) and covariances \( X_W \) as linear transformations of the firing rates and spike count covariances of the uncoupled system (see Theorem D.1, Theorem D.2) via

\[
Y_W = MY_0 = (I - W)^{-1}Y_0, \quad X_W = M^TX_0M.
\]

This functional form is similar to the analytical rates and covariances for linearly coupled Hawkes processes, which have been used to study in detail the influence of network topology on population activity of neural networks (e.g. \([37, 39, 47]\)). In the following, we restate the corresponding implications of this functional form for \( Y_W \), which in this model is closely related to the mean avalanche size.

To do so, we study \( W \) as a weight matrix of a directed graph allowing us to give an interpretation of the firing rates in terms of weighted paths. We will further investigate this viewpoint for understanding the probability distributions of avalanches in Section IV A.

We denote by \( G(W) \) the graph induced by the coupling matrix \( W \) with the edge set \( E(W) \), see Definition A.3. Through Taylor expansion \( M \) can be written as a Neumann series \( M = (I - W)^{-1} = \sum_{l=0}^{\infty} W^l \). For the directed graph \( G(W) \), \((W^l)_{ij}\) equals the product of edge weights summed over all paths from unit \( j \) to unit \( i \) with exactly \( l \) edges. Thus one can interpret Eq. (12) for the equilibrium firing rates as summing the influences between units over all possible paths in the network. Moreover, the weighted sum of all paths from node \( k \) to node \( i \) gives the probability that unit \( i \) fires in an avalanche started by unit \( k \) (see Theorem D.1):

\[
P_k(i \in \mathcal{U}(a)) = \frac{M_{ik}}{M_{kk}},
\]

where we use the abbreviation

\[
P_k(A) := P(A|a_1 = \{k\})
\]

for the probability of events \( A \) conditioned on the event that external input to unit \( k \) started an avalanche.

The sum over the equilibrium firing rates \( 1^TY_W \) can be seen as the average number of units firing in each time step, i.e. in each iteration of \( T \), which depends on \( p \) and \( u_0 \) via \( Y_0 = u_0p \). However, when we condition on \( a_1 = \{k\} \), these dependencies vanish and we find a closed form which solely depends
on $M = (1 - W)^{-1}$:

$$E(S(a) \mid S(a) > 0) = \sum_k p_k E(S(a) \mid a_1 = \{k\}),$$

with $E(S(a) \mid a_1 = \{k\}) = \sum_{j \in [N]} P_k(j \in \mathcal{W}(a)) = \frac{\sum_{j \in [N]} M_{jk}}{M_{kk}}$. (15)

The diagonal element $M_{kk}$ in the denominator is equal to the quotient $M_{kk} = |1_{[N]\{k\}} - W_{[N]\{k\}}|/|1 - W|$ which has a geometrical interpretation (see next section) as the quotient of the volumes of the inhabited regions of the $[N] \setminus \{k\}$ system and the full system and is proportional to the probability that unit $k$ starts an avalanche.

Eq. (15) can again be interpreted in terms of the graph $G(W)$: Given that an avalanche is started by the unit $k$, the average size of the avalanche is equal to the weighted sum of all paths in $G(W)$ from $k$ to all units of the graph, normalized by the weighted sum of all paths from $k$ to itself.

Note that the association of expressions containing $M$ to putative paths in the graph $G(W)$ does not have a one-to-one correspondence to the actual dynamics on the network. For instance, $i \rightarrow j \rightarrow i \rightarrow k$ is a path in $G(W)$ and the product $w_{ki}w_{ij}w_{ji}$ is one summand in $(W^3)_{ki}$. However, since we constrained weights in our model via Eq. (5), units only interact via avalanches in which each unit can occur at most once, such that an avalanche $i \rightarrow j \rightarrow i \rightarrow k$ is not possible. We will resolve this apparent conflict between actual dynamics and apparent interpretation of the mathematical expressions in Section IV, where we show that the states of recurrently connected units are correlated.

It turns out that these correlations increase the probability of eliciting a spike in a connected unit beyond the corresponding entry in $W$, hereby compensating for paths existing, but never taken by an avalanche.

C. Geometrical structure and self-similarity of the inhabited region

In the previous subsections we showed results for equilibrium first and second order statistics, which we derived from the conjugacy of the original dynamics $T$ to a simple random walk on $\mathbb{T}^{[N]}$. A deeper look into the statistics of avalanches requires to study the phase space regions on the inhabited region $D$ for which $T_k$ will generate specific avalanches. The self-similar geometrical structure of $D$, which we characterize in this subsection, greatly simplifies the identification of these regions and the computation of their volumes, which will be detailed in the following subsection.
It is convenient to describe regions of interest in phase space as hyperrectangles which are restricted to lower and upper boundaries in the dimensions specified by an index set \( I \subset [N] \), and unrestricted in all other dimensions,

\[
[a_i, b_i)_{i \in I} := \pi_I^{-1}\left(\bigotimes_{i \in I} [a_i, b_i)\right) = \{ u \in C \mid a_i \leq u_i < b_i \text{ for } i \in I \subseteq [N] \},
\]

(16)

where \( \pi_I : \mathbb{R}^{|N|} \supseteq C \rightarrow \mathbb{R}^I \) denotes the restriction to \( C \) of the natural projection onto coordinates in \( I \). Note that relative unique ergodicity of the uniform measure on the \( N \)-torus translates to relative unique ergodicity of \( P = \lambda_D \) with \( \lambda \) being the Lebesgue measure. The geometry of \( D \) is thus closely related to the stochastic properties enforced by \( P \). The \( P \)-volume of a measurable subset \( A \subset C \) is given by the quotient of the \( N \)-dimensional Lebesgue volumes \( \lambda(A \cap D) / \lambda(D) \).

Using the conjugacy to the translation dynamics on \( \mathbb{T}^{|N|} \), the volume \( \lambda(D) \) for the general case of arbitrary firing thresholds \( U \) is given by \( \lambda(D) = |\text{diag}(U) - W| \). The intuition behind this closed-form expression is illustrated in Fig. 2. The inhabited region \( D \) is the image of the white dashed parallelepiped, which represents a unit cell, under \( \mathcal{F} \). Since \( \mathcal{F} \) only induces translation, it is volume-preserving and thus the volume of \( D \) is the volume of the unit cell, which is simply \( |\text{diag}(U) - W| \), i.e. the determinant of the inverse mapping from \( \mathbb{T}^{|N|} \) to \( C \).

The geometrical structure of \( D \) is most apparent when studying its complement in \( C \), which we termed the non-inhabited region \( \Lambda := C \setminus D \). In Theorem E.5 we show that this non-inhabited region is given by a union of cylinder sets \( \Gamma_I = [0, (W \delta(I))_i)_{i \in I} \) (see also definition E.1) for all subsets \( \emptyset \neq I \subseteq [N] \):

\[
\Lambda = \Lambda_{[N]} \text{ with } \Lambda_I := \bigcup_{\emptyset \neq J \subseteq I} \Gamma_J.
\]

(17)

Fig. 3 (a)-(c) illustrates the self-similar geometry of the noninhabited region \( \Lambda \) for one- to three-dimensional systems. In the phase space of the one-dimensional system shown in (a), the inhabited region consists of the interval \( \Lambda_{\{1\}} = \Gamma_{\{1\}} = [0, w_{11}) \). It is intuitively clear that the density of states has to vanish along this region in the one-dimensional system since after unit \( u_1 \) crossed the threshold and is reset, it immediately receives internal activation \( w_{11} \) pushing it above this value. Since external activation only increases states \( u \), the interval \([0, w_{11})\) can not be entered by the dynamics, i.e. \( T_1(C \setminus [0, w_{11}]) \cap [0, w_{11}) = \emptyset \). Similarly, the noninhabited region for the two-dimensional system shown in (b) is the union of the two-dimensional extension of \( \Gamma_{\{1\}} \), the equivalent region \( \Gamma_{\{2\}} \) for unit...
As in the one dimensional system, the regions $\Gamma_{\{1\}}$ and $\Gamma_{\{2\}}$ mark the regions which can not be entered after unit 1 and 2 crossed the threshold, respectively. The additional feature in two dimensions is that both units can also fire together in an avalanche. In this case they receive internal activation from both units and the state after such an avalanche has to be outside of the rectangle $\Gamma_{\{1,2\}} = [0, w_{11} + w_{12}) \times [0, w_{22} + w_{33})$. In general, the upper boundaries of any $\Gamma_I$ along dimensions specified by index set $I$ consist of the total internal activation which units $I$ receive in an avalanche with $\mathcal{W}(a) = I$. In three dimensions, illustrated in subpanel (c), the noninhabited regions consists of the eight different subregions $\Gamma_I, \emptyset \neq I \subseteq [3]$, and due to the recursive construction there is a striking self-similarity in the noninhabited region: The projection of $\Lambda_{[3]}$ to the face $u_3 = 1$ is the two-dimensional $\Lambda_{[2]}$ shown in panel (b) and the projection of $\Lambda_{[2]}$ in to $u_2 = 1$ is the interval $\Lambda_{[1]}$ shown in (a). This self-similarity of $\Lambda$ is used in the following section to identify the phase-space regions where $T_k$ elicits specific avalanches, and to compute the corresponding volumes with respect to the unique relative ergodic measure $\lambda_D$.

Additionally, the self-similarity inherent in $D = C \setminus \Lambda$ allows to evaluate the *cumulative distribution function* of $\mathbf{P}$ in closed form for coordinates $U'$ with $U \geq U' > W1$ componentwise: Since condition (5) is fulfilled for the system with modified firing thresholds $U'$, its inhabited region is given by...
\(D' = [0, U'_i)_{i \in [N]} \setminus \Lambda_{[N]}\). In particular, we have \(D' = [0, U'_i)_{i \in [N]} \cap D\) and thus

\[
P(u_1 < U'_1, \ldots, u_N < U'_N) = \frac{\lambda([0, U'_i)_{i \in [N]} \cap D)}{\lambda(D)} = \frac{|\text{diag}(U') - W|}{|\text{diag}(U) - W|}.
\]

Furthermore, this self-similarity relates the inhabited region \(D\) of the full system to the inhabited region \(D_I := \pi_I(C \setminus \Lambda_I)\) of a lower-dimensional subsystem. The corresponding subsystem is defined by coupling the subset of units in \(I \subseteq [N]\) by the submatrix \(W_I\) obtained by choosing the rows and columns with indices \(I\) from \(W\). If the states of the units \([N] \setminus I\) are constrained to be greater or equal to \((W1)_{[N]\setminus I} \Lambda_{[N]}\) reduces to \(\Lambda_I\) (see Lemma E.2). We denote the \(\mathbb{R}^I\) Lebesgue volume of the inhabited region \(D_I\) for the subsystem on \(I \subseteq [N]\) with firing thresholds \(U'_I\) by (see Corollary E.6) by

\[
\mathcal{V}_I(U') := \lambda_I([0, U'_i)_{i \in I} \setminus \Lambda_I)) = |\text{diag}(U')_I - W_I|
\]

D. Exact avalanche distributions follow from phase space volumes

As for the two-dimensional example in Fig. 2, because of the ergodicity of \(P = \lambda_D\), the probability distribution of the avalanches \(a\) is given by the volumes of the corresponding phase space regions. In this subsection we will identify and evaluate the \(P\)-volume of regions corresponding to certain avalanches as a function of an arbitrary coupling matrix \(W\).

For a detailed avalanche \(a = a(k, u)\), the corresponding phase space region has a simple structure. Along the dimensions specified by its assembly it factorizes into a hyperrectangle \(V_a\) according to the three following conditions:

- The starting unit \(a_1 = \{k\}\) has to be in the interval \([U_k - u_0, U_k)\) for being able to be activated by the external input.

- Similarly, the states of each unit in the \(i\)-th generation of an avalanche have to be sufficiently low such that internal activation received up to generation \(i - 2\) did not bring these units over threshold. At the same time, their states have to be sufficiently high such that the additional internal activation from generation \(i - 1\) succeeds in making the units fire.

- The condition for the states of the units that do not participate in the avalanche is, due to absence of leaks, just that they are sufficiently low such that the total internal activation they
receive in the avalanche does not push them above firing threshold.

Due to the self-similar structure of the inhabited region (see previous section and Appendix, section VII E.1), the subregion corresponding to the avalanche $a$ factorizes into a hyperrectangle along dimensions $\mathcal{U}(a)$ and a lower-dimensional inhabited region along dimensions $[N] \setminus \mathcal{U}(a)$ with upper boundaries reduced by $W\delta(\mathcal{U}(a))$ (see Proposition E.8).

These considerations lead to the probability distribution of avalanches:

$$P_k(a = a) = \frac{V_a \gamma_{[N] \setminus \mathcal{U}(a)}(\text{diag}(U) - W\delta(\mathcal{U}(a)))}{\gamma_{[N] \setminus \{k\}}(\text{diag}(U))} \quad \text{with} \quad V_a := \prod_{j=2}^{D(a)} \prod_{i \in a_j, \ell \in a_{j-1}} w_{i\ell}$$

Equation (19) completely specifies the probability distribution of detailed avalanches. Distributions over avalanche sizes $P_k(S(a))$, avalanche durations $P_k(D(a))$, and avalanche assemblies $P_k(\mathcal{U}(a))$, as well as the probabilities $P_k(i \in \mathcal{U}(a))$ introduced in Eq. (13) all follow from this distribution by summation over the corresponding detailed avalanche probabilities.

However, due to the exponentially increasing number of detailed avalanches $a$ with growing $N$ it is much harder to evaluate and investigate the dependence of these probabilities on the coupling structure: the corresponding sum over detailed avalanches is often difficult to bring into a closed form-expression in terms of the variables of interest, as it is possible for $P_k(i \in \mathcal{U}(a))$.

Nevertheless, we were able to derive a closed-form expression for the avalanche assembly distribution which is given by

$$P_k(\mathcal{U}(a) = I) = \frac{\gamma_{I \setminus \{k\}}(W\delta(I)) \gamma_{[N] \setminus I}(\text{diag}(U) - W\delta(I))}{\gamma_{[N] \setminus \{k\}}(\text{diag}(U))}.$$ (20)

Note that $\gamma_{I \setminus \{k\}}(W\delta(I)) = 0$ if activation from unit $k$ can not spread to all units in $I$. When deriving this expression from Eq. (19), the sum of the $V_a$ over the corresponding avalanches is given in closed form by the single determinant $\gamma_{I \setminus \{k\}}(W\delta(I))$. We give two proofs of this remarkable identity (see Theorem F.4). The first one is a geometric proof that shows that the images of the avalanche regions under the dynamics $T_k$ cluster together and completely fill up the inhabited region along dimensions $\mathcal{U}(a) \setminus \{k\}$ up to the boundaries given by the total internal activation $W\delta(I)$ received by the units during the avalanche. The second, combinatorial proof directly uses the graph theoretical interpretation of the term $\gamma_{I \setminus \{k\}}(W\delta(I))$, which will be established in the next section.
In this section we will interpret the assembly probability distribution in Eq. (20) in the context of graph theory, with the aim to distill the features of network connectivity which makes a given assembly likely to become active in form of an avalanche. To make the connections to graph topology easier to recognize, we will set $U = 1$ in this section.

Intuitively, assembly probability grows with increasing density of connections within the assembly, and increasing sparseness of the connections between the assembly and the rest of the network. The following considerations will allow us to assess which existing edges in the assembly network, i.e. the subnetwork along $\mathcal{U}(a)$, contribute most to its activation probability, and which new edge would be most beneficial for increasing this probability. Such information becomes important when a network needs to be optimized for assembly formation under given biological constraints, such as having to spend energy for formation and strengthening neural connections.

We start by first introducing related graph theoretical concepts, and continue by linking these concepts to the assembly probability distribution in Eq. (20).

Selecting an assembly subnetwork with units $I \subseteq [N]$ describes a directed graph cut in which all outgoing edges from units in $I$ to units in $[N] \setminus I$ are part of the cut set with (vectorized) cut weight $\text{cut}(I) \in \mathbb{R}^{[N] \setminus I}$, $\text{cut}(I) := (W\delta(I))_{[N] \setminus I}$. The weight of the cut set is equivalent to the recurrent input the units in subnetwork $I$ provide to the units outside the subnetwork. Fig. 4(a) illustrates the graph cut between an assembly of five units and the rest of the network.

The cut weight appears directly in Eq. (20) in the term $\mathcal{V}_{[N] \setminus I}(1 - W\delta(I))$ which computes the phase space volume along dimensions $[N] \setminus I$ of the hyperrectangle $[0, 1 - (W\delta(I))_{j \in [N] \setminus I}]$:

$$\mathcal{V}_{[N] \setminus I}(1 - W\delta(I)) = \lambda_{[N] \setminus I}(\{u \in D_{[N] \setminus I} \mid u < U_{[N] \setminus I} - \text{cut}(I)\})$$

This term reveals that at the start of an avalanche, the state of all units that did not participate in it had to have a distance from firing threshold which was at least as big as the cut weight.

**A. Assembly probabilities are proportional to weighted number of spanning trees**

While the probability that units outside of the assembly do not fire is determined by the weight of the graph cut, the probability that the units in the assembly do fire is given by the weighted number
Figure 4. Assembly probabilities relate to spanning trees and resistance distance. (a) Illustration of an avalanche assembly. Dashed red circle represents the graph cut separating the assembly $I = \{1, 2, 3, 4, 5\}$ from the rest of the network (gray units). Dashed edges are in the cut set and contribute to the cut weight. For simplicity, the assembly graph is undirected.
(b) There are four spanning trees rooted at unit 5. They are obtained by deleting one of the edges of the $\{1, 2, 3, 4\}$-cycle.
(c) The three possible ways in which an avalanche starting at unit 5 can spread through the assembly. Numbers associate the avalanche with the set(s) of corresponding spanning trees.
(d) Effective resistances between pairs of units for an electrical network coupled by resistors with unit conductance along the edges of the graph (solid lines). Dashed lines represent edges missing in the assembly network. Numbers at existing edges also indicate the fraction of spanning trees that would be lost upon edge deletion. For example, assembly activation is impossible without edge $(4, 5)$ (blue line). Numbers at non-existing edges indicate the relative number of additional spanning trees emerging when the edge is added to the assembly. For example, adding the edge $(2, 5)$ (red line) would double the assembly probability by doubling the number of spanning trees.
of spanning trees in the assembly subnetwork. A directed graph \( s_k = (V, E') \) will be called an (outgoing) spanning tree of \( G = (V, E) \) rooted at unit \( k \in V \), if \( s_k \) is a subgraph of \( G \) which includes all vertices of \( G \) and has \( |V| - 1 \) edges \( E' \subseteq E \) such that every unit except \( k \) has an in-degree of 1, i.e. there exists a unique path from \( k \) to each unit in \( V \). For every spanning tree \( s \) the product \( \prod_{(j,i) \in E(s)} w_{ij} \) is the weight of \( s \), and for every subset \( S \) of spanning trees we write

\[
\mathcal{w}(S) := \sum_{s \in S} \prod_{(j,i) \in E(s)} w_{ij}.
\]

We further denote the set of all spanning trees rooted at vertex \( k \) by \( S_k \).

Spanning trees are well-studied objects in graph theory and closely connected to the graph Laplacian \( \mathcal{L}(W) = \text{diag}(W) - W \). Note that \( \text{diag}(W) \) contains the weighted in-degrees of each unit on the diagonal. Similar to the adjacency matrix \( W \), the graph Laplacian is a matrix representation of a graph and its spectral properties contain information about the graph connectivity of \( G(W) \) [48]. For example, \( L \) has a trivial eigenvalue 0 corresponding to the eigenvector \( 1 \), while the second smallest eigenvalue is nonzero if and only if the graph is connected.

The product of the eigenvalues, except for the trivial one, is related to the weighted number of spanning trees by Kirchhoff’s Matrix Tree Theorem [49] [50]. Specifically, the weighted sum of spanning trees in the subnetwork along a subset \( I \subseteq [N] \) starting in \( k \in I \) is equal to \( \mathcal{L}^{(k)}(W_I) \), which is the \((k,k)\)-cofactor \( k \in I \) of the graph Laplacian for the induced subgraph \( \mathcal{L}^{(k)}(W_I) := |L(W_I)_{I \setminus \{k\}}| \). This is exactly the term \( \mathcal{V}_{I \setminus \{k\}}(W_\delta(I)) = |\text{diag}(W_\delta(I))_{I \setminus \{k\}} - W_{I \setminus \{k\}}| \) in the numerator of Eq. (20) and thus we have:

\[
\mathcal{V}_{I \setminus \{k\}}(W_\delta(I)) = \mathcal{L}^{(k)}(W_I) = \mathcal{w}(S_k),
\]

where \( S_k \) is the set of spanning trees in the assembly subnetwork, and taken together, we can rephrase Eq. (20) to be proportional to the product of the graph-theoretical terms

\[
\mathbb{P}_k(\mathcal{U}(\mathcal{a}) = I) \propto \mathcal{L}^{(k)}(W_I)\lambda_{[N]\setminus I}(\{u \in D_{[N]\setminus I} \mid u < U_{[N]\setminus I} - \text{cut}(I)\}).
\]

The associated correspondence between assembly probabilities and spanning trees is illustrated in Fig. 4(b) for an assembly rooted at unit \( k = 5 \).

There is a natural correspondence between spanning trees rooted at unit \( k \in I \) of an assembly subgraph with \( I \) as set of vertices, and the number of ways in which an avalanche can spread from \( k \) through the assembly \( I \). This correspondence was formalized for homogeneous networks in [40].
and is extended here to weighted directed graphs: Each avalanche \( a = a(k, u) \) specifies which units fire at which generation of the avalanche. Each generation specifies one level of the spanning tree, hence the units in \( a_j \) are separated from the root by exactly \( j - 1 \) edges. The term \( V_a \) in Eq. (19) has a combinatorial interpretation, since expanding the terms leads to a sum over products of \(|I| - 1\) edge weights, with each product being the total weight of an entire spanning tree rooted at \( k \) which is consistent with the level structure imposed by the detailed avalanche \( a \). This correspondence is illustrated in Fig. 4(c). Taken together, the sum over all terms in \( V_a \) for avalanches \( a = a(k, u) \) with \( \mathcal{U}(a) = I \) is the total, weighted number of spanning trees rooted at \( k \), leading to a combinatorial proof (Appendix, page 68) of Eq. (20).

Interestingly, the weighted number of spanning trees has a strong connection to graph reliability measures [51], yielding that the uniformly most robust graph maximizes the number of weighted spanning trees. Consequently, the probability for joint firing of an avalanche assembly is optimized when the assembly subnetwork is robust under random edge failure. For example, the connectivity of a synfire chain resembles a bipartite graph which, in the undirected version, maximizes the number of spanning trees under the constraint of fixed number of edges and units [51].

B. Effect of links on assembly probability is measured by effective resistance

We showed that the assembly probability is proportional to its weighted number of spanning trees. From this exact mathematical relation we derive a measure of the importance of individual edges in the assembly network as well as the optimal new connection to form in order to maximize the assembly probability.

If a single link is removed from the assembly network, the probability \( \mathbb{P}_k(\mathcal{U}(a) = I) \) is reduced by the weighted number of spanning trees that contain this edge. Similarly, for all new connections between assembly units, the number of additional spanning trees made possible by incorporating this edge into the assembly network increases assembly probability.

For \( j, i \in I \) denote the graph obtained by inserting the (additional) edge \((j, i)\) with weight \( w_{ij} > 0 \) in the weighted graph \( G(W) \), and \( S_k^{(j,i)} \) be the set of all spanning trees rooted at unit \( k \) in the modified graph \( G^{(j,i)} \). Note that \( G^{(j,i)} = G \), if \((j, i) \in E(G)\). With these definitions we can generalize the concept of resistance distance to weighted directed graphs by introducing the matrix of directed
The entries of $\Omega^k$ specify the effect of adding/removing a single edge from the assembly network on the assembly probability $P^W_k(\mathcal{U}(a) = I)$ as follows:

$$P^W_k(\mathcal{U}(a) = I) = (1 \pm \omega \Omega_{ij}^k) P^W_k(\mathcal{U}(a) = I),$$

where $W'$ is the coupling matrix obtained either by *adding* the directed link with strength $\omega$ from unit $j \in I$ to unit $i \in I$ if $w_{ij} = 0$ (plus sign on r.h.s. of equation), or by *removing* the link with strength $\omega = w_{ij}$ (minus sign on r.h.s) from the original coupling matrix $W$.

If the assembly subnetwork is undirected, i.e. $w_{ij} = w_{ji}$ for all $i, j \in I$, $\Omega^k$ becomes independent of $k$ and reduces to the resistance distance ([52, 53]). The matrix entry $\Omega_{ij}$ then corresponds to the effective resistance between units $i$ and $j$ in an equivalent electrical network in which edges represent resistors with conductances given by the edge weights. $\Omega$ can be computed efficiently and has many applications extending far beyond electrical networks, for example for studying commute times in random walks [54, 55].

Fig. 4(d) annotates the effective resistances in the illustrated simple assembly network. While a failure of one of the edges in the circle connecting units 1, 2, 3, 4 would destroy three out of the four assembly spanning trees, all spanning trees rely on existence of the edge between units 4 and 5. The optimal new edge to add to the assembly network in order to maximally increase the probability of the assembly avalanches would be the edge between 2 and 5 with effective resistance $\Omega_{2,5} = 2$, thus tripling the assembly probability.

In the next two subsections, we switch the focus from how network topology influences assembly probabilities to how it induces correlations between membrane potentials of recurrently connected units, and how these correlations affect the *dynamics* (branching) of an ongoing avalanche. These investigations allow to state conditions on the networks on which the EHE-model reduces to a simple percolation process, and to identify its universality class.
C. States of recurrently connected units are stochastically dependent

We showed that the unique ergodic measure $P$ of the system is given by the Lebesgue measure $\lambda_D$ supported on the inhabited region $D$. This not only allowed us to determine phase space volumes that represent certain avalanche probabilities, but can also be used to determine stochastic dependencies between states of different units. For a uniform measure, these dependencies can be deduced entirely from the geometrical structure of the support $D$.

If the uniform measure is supported on a rectangle, i.e. if it factorizes into simple intervals, then the units’ states are statistically independent. However, this is typically not the case for the generalized EHE-model, as can be seen from the structure of the inhabited region displayed in Fig. 2: The interval of possible values for $u_1$ in the inhabited region is smaller if the state $u_2$ is close to its allowed minimum, while the interval gets bigger when the state $u_2$ is near firing threshold. Thus, the geometry of the inhabited region $D$ (or equivalently, the non-inhabited region $\Lambda_{\{N\}}$) reflects a negative correlation between the states $u_1, u_2$, which decreases the probability to find both units in low states, and in turn facilitates that the units fire together in an avalanche.

But exactly which features of the graph topology influence the volume and geometric structure of the inhabited region $D$? It turns out that its volume is completely determined by the eigenvalues of $W$ or – equivalently – by circle motifs occurring in $G(W)$, and by the fact that the inhabited region factorizes along the strongly connected components of $G$. Strongly connected components are subnetworks in which each unit is reachable from each other unit. In more detail, the spectrum of the adjacency matrix $W$ determines the phase space volume of the inhabited region by

$$|D| = |I - W| = \prod_{i=1}^{N} (1 - \lambda_i),$$

where $\lambda_i$ are the eigenvalues of $W$. There is a combinatorial interpretation of $|I - W|$ which allows to identify cycles in $W$ as the relevant feature determining the volume of the inhabited region (see Corollary G.1):

$$|I - W| = \sum_{n=1}^{N} \sum_{\mathcal{L} \in \mathcal{L}_n(W)} (-1)^{\#(\mathcal{L})} \prod(\mathcal{L})$$

where $\mathcal{L}_n(W)$ is the set of all linear directed subgraphs $\mathcal{L}$ of $W$ with $n$ nodes, $\#(\mathcal{L})$ denotes the number of connected components of $\mathcal{L}$, and $\prod(\mathcal{L})$ is the product of all edge weights in $\mathcal{L}$. Note that
each component of a linear directed subgraph is a directed cycle.

There is an important distinction between self-loops and directed cycles connecting at least two units. The effect of self-loops on the inhabited phase space is equivalent to lowering the corresponding firing thresholds (Proposition G.2), whereas a recurrent coupling between more than one unit induces a stochastic dependency between the recurrently connected units (i.e. units in the same strongly connected component) as described previously.

However, only the states of units which are recurrently connected are stochastically dependent in this model. The set of strongly connected components partitions the units in a graph in such a way that the connections between these components form a directed acyclic graph (DAG). In fact, the inhabited region factorizes into a direct product of the inhabited regions along the strongly connected components of $W$ (Theorem G.3). This correspondence between network topology and phase space structure is illustrated in Fig. 5 for different three-unit network motifs.

These considerations show that the inhabited region $D$ is the full cube $C$ if the coupling network is a DAG and that in this case all states are stochastically independent. The conditional branching probability Eq. (13) is particularly easy to interpret in this case: $M_{ik}$ is the finite sum of paths between nodes $k$ and $i$ weighted by the product of their edge weights in the DAG, and $M_{kk} = 1$. Increasing an edge weight in a DAG only increases the numerator in Eq. (13).

However, if there are recurrent connections in the coupling matrix, the number of paths between two nodes is not necessarily finite anymore. Since we have a limit on the recurrent feedback via Eq. (5), avalanches can also not spread along paths with units occurring more than once. In consequence, there is a discrepancy between the interpretation of $M_{ik}$ as a sum over all putative paths in the network, and the much smaller number of paths that can actually be realized by propagating avalanches. This discrepancy is resolved by the denominator $M_{kk}$ which is bigger than one in recurrent networks: Geometrically, $M_{kk}$ is the quotient of the $(N-1)$-dimensional volume of the (hyper-)face $u_k = 1$ of the inhabited region and the $N$-dimensional volume of $D$. As we have shown above, the inhabited region shrinks with increasing recurrent weights and increases correlations in the unit’s states which in turn increases $M_{kk}$. Thus, these correlations lead to an additional increase in the branching probabilities during avalanches which compensates for the lower number of possible paths along which an avalanche can spread in this model.
Figure 5. Relation between phase space structure, graph motifs, and state correlations. The top row shows the phase space structure for weight matrices satisfying the graph motifs depicted in the bottom row (all edge weights are set to 0.2). The boundary between inhabited and non-inhabited region is shaded in gray, with the inhabited region being the complement of the non-inhabited region Λ in the unit cube. (a) complete digraph. The self-similarity of the phase space structure is apparent at the faces of the cube, on which two-dimensional inhabited regions emerge (cf. to Fig. 2). (b) Graph motif without recurrent connections between different units. The inhabited region factors into a product of three intervals (red, blue, and green lines). (c) Strongly connected components are \( \{1, 2\} \) and \( \{3\} \). Correspondingly, the inhabited region decomposes into a direct product of the two-dimensional \( \{1, 2\} \) inhabited region (green area) and an interval along \( u_3 \) (red line). (d) The circle motif connects all units recurrently. Like in (a), the inhabited region does not factorize.

D. Avalanche branching process and relation to directed percolation

In this subsection we investigate how state correlations influence the dynamics during an avalanche i.e. the branching of the avalanche through the network. These considerations allow us to show the EHE-model reduces to a compact directed percolation process on DAGs.

In order to describe the branching process associated to the spreading of an avalanche in the model, we tag the units during the ongoing avalanche as either off, active or refractory. Let \( a = a(k,u) \) with \( \mathbb{P}(a = a) > 0 \). At generation \( 2 \leq j \leq D(a) \), the active units \( a_{j-1} \) are the units that crossed
the threshold in the previous generation. Since recurrent feedback has an upper threshold defined by Eq. (5), all previously active units can not fire again in the ongoing avalanche $\mathcal{U}_{j-2}(a)$ and thus become 'quasi'-refractory from the next generation on. The remaining units $[N] \setminus \mathcal{U}_{j-1}(a)$ are in the off-state until they eventually become active.

The probability that the set of units $a_j$ becomes active in generation $j$ of the avalanche, given the units which fired in previous generations $a_1, \ldots, a_{j-1}$ is given by the following equation (Theorem G.5):

$$
\mathbb{P}(a_j = a_j | a_1 = a_1, \ldots, a_{j-1} = a_{j-1}) = \prod_{k \in a_j} \left( \sum_{\ell \in a_{j-1}} w_{k\ell} \right) \times \frac{\mathcal{Y}_{[N]\setminus\mathcal{U}_{j-2}(a)} (1 - W\delta(\mathcal{U}_{j-1}(a)))}{\mathcal{Y}_{[N]\setminus\mathcal{U}_{j-1}(a)} (1 - W\delta(\mathcal{U}_{j-2}(a)))}.
$$

For the homogeneous EHE-model it was shown [40] that the avalanche size statistics converges in its distribution to the statistics obtained from a Galton-Watson branching process. However, the general branching process described by Eq. (24) is much more involved as it requires the memory of the units triggered in previous avalanche steps, and since updates of individual units $\mathbb{P}(a_j = a_j | a_1 = a_1, \ldots, a_{j-1} = a_{j-1})$ for $a_j \in [N] \setminus \mathcal{U}_{j-1}(a)$ are not statistically independent due to correlations between their states.

If the coupling matrix $W$ represents a DAG, the inhabited region is the complete cube $C$ and the branching equation simplifies to

$$
\mathbb{P}(a_j = a_j | a_1 = a_1, \ldots, a_{j-1} = a_{j-1}) = \left( \sum_{\ell \in a_{j-1}} w_{k\ell} \right) \prod_{k \in [N] \setminus \mathcal{U}_{j-2}(a)} \left( 1 - (W\delta(\mathcal{U}_{j-1}))_k \right) / \prod_{m \in [N] \setminus \mathcal{U}_{j-1}(a)} \left( 1 - (W\delta(\mathcal{U}_{j-2}))_m \right).
$$

In this case, the region of states consistent with the avalanche propagation up to step $j - 1$ of the avalanche is given by a simple hyperrectangle. and the probability that units fire in step $j$ of the avalanche is for each unit $k$ equal to $\sum_{\ell \in a_{j-1}} w_{k\ell} / \left( 1 - (W\delta(\mathcal{U}_{j-2}(a)))_k \right)$. The dependence of the branching probability for step $j$ on the previously active units $\mathcal{U}_{j-2}(a)$ vanishes on networks for which all paths from the starting unit $a_1$ to an arbitrary unit $k$ have the same number of steps. This is the case, for example, if the coupling network is a directed tree or a regular percolation network.
In this case, the branching probability becomes particularly simple:

\[
P(a_j = a_j | a_{j-1} = a_{j-1}) = \prod_{k \in a_j} \left( \sum_{\ell \in a_{j-1}} w_{k\ell} \right) \prod_{k \in [N] \setminus a_j} \left( 1 - \sum_{\ell \in a_{j-1}} w_{k\ell} \right).
\]

This indicates a simple branching process, in which each unit \(k\) fires (transitions to the active state) independently on other units with probability \(\sum_{\ell \in a_{j-1}} w_{k\ell}\). As an example, consider the (infinite) (1+1)D lattice, in which each unit \(v_{t,x}, t \in \mathbb{N}, x \in \mathbb{Z}\) receives input only from its two 'parents' \(v_{t-1,x-1}, v_{t-1,x+1}\) with connection strength \(w\). In this case, the probability that the node \(v_{t,x}\) fires at the current step of the avalanche depends on how many of its parent nodes fired in the previous step of the avalanche. If none/exactly one/both of its parents was active in the previous step of the avalanche, the branching probability is \(0/w/2w\), respectively. This shows that the EHE-model on the (1+1)D lattice is equivalent to the Domany-Kinzel model \([56, 57]\) with \(p_2 = 2p_1\), and thus has its critical point in the limit \(w = 1/2\) in which it displays compact directed percolation, which belongs to the exactly solvable universality class of branching-annihilating random walks \([58\text{, Section 3.2}]\).

V. APPLICATION TO STRUCTURALLY SIMPLE NETWORKS

Our mathematical framework provides a novel gateway for better understanding collective behavior and synchronization statistics in recurrent excitatory networks. To demonstrate its advantage, we apply our framework in this section to structurally simple examples, including a planar network with periodic boundary conditions and distance-limited connectivity. Here we study deviations from mean field behavior in dependence of changes in coupling topology analytically, and show that scaling exponents of the mean avalanche size depend on the maximal coupling distance. The limiting case of all-to-all couplings leads to a homogeneous system without self-weights, for which we derive not only the mean avalanche size but also the avalanche size distribution analytically. In addition we illustrate topology-induced effects on the avalanche size distribution in small networks by rewiring a ring network into a small world network, and by transforming a ring network into a line network by deletion of a single edge. Furthermore, we quantify the effect of an inhomogeneity between intra-network and inter-network coupling weights on the avalanche size distribution of two all-to-all coupled subnetworks.
A. Homogeneous network without self-weights

In this section we derive the analytical avalanche size distribution and the mean firing rate for a homogeneous network without self-weights. We denote the coupling matrix of this network with zeros on the diagonal and otherwise constant entries $\alpha/(N-1)$ by $W^h(\alpha)$. Using our mathematical framework, it is easy to extend the known results for homogeneous networks with self-weights \[28, 40\] to calculate the avalanche size distribution and the mean avalanche size in dependence of $N$ and $\alpha$. For completeness, we also show how our framework reproduces the known expressions for the avalanche size distribution and mean avalanche size of the homogeneous network with self-weights in the appendix, section VII H 1.

Due to the symmetry in the homogeneous network, every assembly of size $n$ has equal probability and thus the avalanche size distribution is obtained from the assembly distribution by counting the number of assemblies of a given size. Let $W^h = ((1 - \delta_{ij})w)_{i,j \in [N]}$ for some $w \geq 0$. Fixing an arbitrary starting unit, there are $\binom{N-1}{n-1}$ possible assemblies of size $n$. Every assembly graph is itself a complete graph. Due to this symmetry, the probability of $S(a) = n$ follows from the probabilities of assemblies with $|I| = n$ units for the special case of homogeneous matrices. We will give closed form expressions for the determinants $\mathcal{V}_{f \setminus \{k\}}(W^h \delta(I))$ and $\mathcal{V}_f(U')$ for general $U' \in \mathbb{R}^{[N]}$, $\emptyset \neq J \subseteq [N]$ occurring in (20). The first term is the $(k,k)$ minor of the assembly subgraph Laplacian which is equal to the number of spanning trees in the assembly subgraph rooted at $k$. By Cayley’s Theorem, which is the special case of the Matrix Tree Theorem for complete graphs, the number of spanning trees in a complete graph with $n$ units is $n^{n-2}$. Each spanning tree consists of $n-1$ edges and is thus weighted by $w^{n-1}$. For the more general $\mathcal{V}_f(U')$ we obtain $\mathcal{V}_f(U') = (U' + w)^{|I| - |I|w(U' + w)^{|I| - 1}}$ by using Proposition G.2 and the corresponding expression (74) for homogeneous matrices with self-loops. Using the parametrisation $w = \frac{\alpha}{N-1}, 0 \leq \alpha < 1$, the avalanche size distribution of nonempty avalanches in the homogeneous network without self-weights is given by:

$$p_h(n) = \mathbb{P}^{W^h}(S(a) = n| S(a) > 0) = \binom{N-1}{n-1} n^{n-2} \left( \frac{\alpha}{N-1} \right)^{n-1} \frac{\left( 1 - \frac{(n-1)\alpha}{N-1} \right) N^{n-1}}{\left( 1 + \frac{\alpha}{N-1} \right)^{N-2} \left( 1 - \frac{(N-2)\alpha}{N-1} \right)} \right)^N$$

Using the Stirling approximations for the factorial $n! \approx \sqrt{2\pi n} \left( \frac{n}{e} \right)^n$ and for the binomial coefficients $\binom{L}{l} \approx \frac{L^l}{l!}$ for $n \gg 1, L \gg l$, we obtain a power law scaling of the avalanche size distribution in the
limit \( N \to \infty, \alpha \uparrow 1 \) with exponent 3/2, which is the expected mean-field limit.

With \( M^h \) given by the expression

\[
M^h_{ij} = \left( (1 - W^h)^{-1} \right)_{ij} = \frac{w + \delta_{ij}(1 - (N - 1)w)}{1 - (N - 2)w - (N - 1)w^2}
\]

and Eq. (15) we obtain the mean avalanche size as

\[
E(W^h(S(a)|S(a) > 0) = \frac{N - 1 + \alpha}{(N - 1) - (N - 2)\alpha}.
\]

For large \( N \), the expected avalanche size is approximated by \( E(W^h(S(a)) \sim 1/(1 - \alpha) \) and scales like a power law with exponent \(-1\) in dependence of \( 1 - \alpha \).

B. Planar network with periodic boundary conditions and translation-invariant distance-limited connectivity

Consider a two-dimensional grid of units with periodic boundary conditions and varying coupling distance \( l \). On the \( L \times L \) periodic grid, an edge exists between each pair of distinct units at positions \((i_1, i_2)\) and \((j_1, j_2)\) if the distance \( \max\{|i_1 - j_1 \mod L|, |i_2 - j_2 \mod L|\} \leq l \). For \( l = 1 \), each unit is connected to its eight neighbors with distance one, while \( l \geq \lceil (L - 1)/2 \rceil \) leads to the fully connected graph, which we have treated in the previous section. For simplicity, we impose a uniform edge weight of \( w = \alpha/((2l + 1)^2 - 1) \), \( \alpha \in [0, 1) \). We denote this connectivity by the coupling matrix \( W^l(\alpha) \).

We will examine the avalanche size distribution and the scaling of the mean avalanche size, for which we obtain a closed-form analytic solution for every \( l \) - in dependence of the coupling distance \( l \).

For \( l < \lceil (L - 1)/2 \rceil \), coupling is not all-to-all anymore. In this case, there is no apparent symmetry between avalanche assemblies of the same size that would simplify computing the avalanche size distribution. Even though we can evaluate each specific assembly probability analytically using Eq. (20), we did not find a closed-form expression for the sum over assemblies of a given size. However, we found a closed-form expression for the mean avalanche size in dependence of \( L \) and the coupling strength \( w = \alpha/((2l + 1)^2 - 1) \).

From shift invariance and periodic boundary conditions, matrix vector multiplication of the \( L^2 \times L^2 \) matrix \( W \) represents a two-dimensional convolution with a rectangular \((2L + 1) \times (2L + 1)\) point
spread function. The eigenvalues of $W$ are thus given by the two-dimensional Fourier transformation of its point spread function and determine the phase space volume through Eq. (23). We denote the eigenvalues of $W^\ell$ by $\lambda_i^{(\ell)}$, $i = 1, \ldots, L^2$.

We will now determine the mean avalanche size given by Eq. (15). To do this, we need to know the diagonal elements of $M^\ell := (1 - W^\ell)$ and the sum of entries in its rows. Note that all entries of $M^\ell$ are positive, since the graph given by $W^\ell$ is connected, and that $M^\ell$ inherits the shift invariance from $W^\ell$. Thus, all diagonal elements $M^\ell_{kk}$ are the same and equal to

$$M^\ell_{kk} = \text{trace}(M^\ell) / N = \sum_{i=1}^{N} \frac{1}{N(1 - \lambda_i^{(\ell)})}.$$ 

The second equation follows since each eigenvalue $\lambda_i^{(\ell)}$ of $W^\ell$ corresponds to an eigenvalue $(1 - \lambda_i^{(\ell)})^{-1}$ of $M^\ell$. The special structure of $M^\ell$ also leads to a closed form for its column-sum norm $\|M^\ell\|_1 := \max_{j \in [N]} \sum_{i=1}^{N} |M^\ell_{ij}|$. It is the inverse of a diagonally dominant M-matrix, which allows to use [59, corollary 4] to find $\|M^\ell\|_1 = (1 - \alpha)^{-1}$.

Taken together, we arrive at a closed form expression for the mean (non-empty) avalanche size

$$E^{W^\ell}(\mathcal{S}(a)|a_1 = \{k\}) = \frac{\|M^\ell\|_1}{M^\ell_{kk}} = \frac{N(1 - \alpha)^{-1}}{\sum_{i=1}^{N}(1 - \lambda_i^{(\ell)})^{-1}} = E^{W^\ell}(\mathcal{S}(a)|\mathcal{S}(a) > 0). \quad (26)$$

Note that eigenvalues $\lambda_i^{(\ell)}$ depend on $\alpha$. Note that Eq. (26) holds for arbitrary non-negative shift-invariant coupling matrixes with $\alpha < 1$ being the sum of incoming edge weights to each unit and $\lambda_i$ the eigenvalues of the corresponding point spread function.

Fig. 6 displays mean avalanche sizes $E^{W^\ell_h(n)}$ for the globally homogeneous network without self-interactions, and mean avalanche sizes $E^{W^\ell_l(n)}$ for networks with limited coupling distance, as functions of $1 - \alpha$ for grid sizes $L = 50, 100, 300$. For $l = 1$, each unit is connected to its 8 nearest neighbors with uniform weight $\alpha/8$, for $l = 2$ it is connected to the 24 neighboring units up to distance 2 with weight $\alpha/24$. While for fixed $l$ the graph remains sparse with strong edge weights, the homogeneous coupling is dense and the edge weights scale like $1/N$. Increasing the coupling distance leads for fixed $L$ to on average larger avalanches for all $\alpha \in (0, 1)$. This is expected due to the greater number of units that are reachable during each step of an avalanche, which lowers the chance for the avalanche to stop. In the limit $\alpha \to 1$, the mean avalanche size reaches the system size $L^2$ regardless of the coupling scheme (homogeneous or distance-limited). While the network topology does not
change the mean avalanche size in the limit $\alpha \to 1$, it affects the scaling exponent. As shown above, the mean avalanche size scales according to $(1 - \alpha)^{-\epsilon}$ with $\epsilon = \epsilon(W^h) = 1$. This scaling exponent grows with shrinking coupling distance, such that $0 < \epsilon(W^{l=1}) < \epsilon(W^{l=2}) < \epsilon(W^h) = 1$. This result is intuitively plausible, since a limited coupling distance imposes topological constraints on the spread of an avalanche. This constraint makes larger avalanches less likely to occur, while smaller avalanches are observed more frequently due to the larger interaction strength between two units with decreasing $l$.

Differences in scaling exponents are also apparent in the critical avalanche size distributions (Fig. 6, inset) which exhibit a power-law characteristics. While the slope for the homogeneous network
approximates the mean field exponent $-3/2$, it becomes less negative with limited coupling distance.

C. Analytical avalanche size distributions in small or structurally simple networks

While our framework provides a closed form expression for the mean avalanche size and for the probability of any avalanche assembly for networks with arbitrary non-negative couplings, the avalanche size distribution has to be obtained by summing over all $2^N$ assemblies in the network (and over at most $N$ choices for the unit starting the avalanche). This is only feasible for small networks with fewer than 20 nodes. However, networks with specific structure may allow a more efficient computation of the avalanche size distributions, for example by exploiting symmetries – like in the homogeneous network, where each assembly of a given size is equally likely to occur – or by taking advantage of sparsity in the network which limits the number of connected assemblies.

In this section, we showcase how the network connectivity changes the avalanche size distributions using example networks which are sufficiently small or structurally simple, using a uniform driving probability $p = (1/N) \cdot 1$. Our considerations are accompanied by the formal treatment detailed in section VII H of the Appendix, which is complemented by some analytical insights for the ring network and Erdős-Rényi networks.

We start with examples of small networks of size $N = 16$, comparing ring networks with $l$-nearest neighbor couplings to a small world network and a homogeneous network. For the $l$-nearest neighbor ring model, each unit is connected to its $l$ neighbors on each side. The homogeneous network is connected all-to-all with equal weights. Fig. 7, panel (a) shows the corresponding avalanche size distributions with the insets illustrating the 2-nearest neighbor ring network and the particular realization of the small world network. To illustrate changes induced by the topology, all coupling matrices were normalized such that the sum of incoming edge weights to each unit is equal to $\alpha = 0.75$. The probabilities for large avalanche sizes increase from the more sparsely coupled ring networks, over the small-world network to the homogeneous network. Since the small world network was generated by randomly rewiring edges with a probability of 0.3 from the $l = 2$ ring network to form a Watts-Strogatz graph [60], this process decreased the mean path length which in turn also facilitated larger avalanches to occur. Note that the avalanche distribution we show is not an average over an ensemble of small-world networks, since our framework allowed to compute it for a particular realization of a small-world topology, which is displayed in the inset.

In general, altering just a single edge can have large effects on the global dynamics and associated
(a) Effect of rewiring edges from ring to small world network. Analytical avalanche size statistics for the \( l \)-nearest neighbor coupled ring networks, a homogeneous network and a small world network. Coupling strengths in all networks are normalized so that each row sum of each matrix is \( \alpha = 0.75 \). The \( l = 2 \) ring network and the chosen realization of the small world network are shown in the inset. Panel (b) shows the effect of removing a single edge from the \( l = 1 \) ring network (illustrated in the inset, removing the red edge turns ring into line network) with \( \alpha = 0.9999 \) and \( N = 1000 \). Whereas the avalanche size distribution for the ring network is bi-modal with a peak for global avalanches, the distribution of the line model is unimodal and decays exponentially for large avalanches. Panel (c) shows the avalanche size distribution for a network consisting of two homogeneous subnetworks of size \( N_s = 100 \) for different levels of inhomogeneity \( \beta/\alpha \) at a constant row sum \( \alpha + \beta = \alpha_c(2N_s) \). Avalanche assemblies of a fixed size differ only in the number of units from each subnetwork. The probability \( p(f) := P (|\mathcal{U}(a)\cap [N_s]|/N_s = f | \mathcal{S}(a) = 97) \) that an assembly of size \( s = 97 \) consists of a certain fraction \( f \) of units in one subnetwork is shown in panel (d).

Figure 7. Avalanche size statistics \( P(s) := \mathbb{P}(\mathcal{S}(a) = s | \mathcal{S}(a) > 0) \) in small or structurally simply networks.
avalanche distributions. This point is illustrated for the extreme case of deleting a single edge from a strongly coupled one-nearest neighbor ring network with $N = 1000$ units in panel (b). Due to the sparsity of this network, assemblies always form connected line segments. This makes it efficient to compute the avalanche size statistics from the assembly probabilities in Eq. (20) for line segments leading to the avalanche size distribution in Eq. (78). The avalanche size distribution of the ring network with $\alpha = 0.9999$ (where $\alpha$ is again the sum of incoming edge weights to each unit) is bi-modal with peaks at around $s = 70$ and at the global avalanche size $s = 1000$. We obtained the line network by deleting a single (undirected) edge from the ring network and without changing any of the remaining coupling weights. The avalanche size distribution of this network is given by Eq. (79). In contrast to the ring network, the avalanche size distribution of the line network is uni-modal and decays exponentially for large avalanche sizes. This effect is due to the restriction on the spreading of an avalanche imposed by the missing edge, and can be understood intuitively: If the avalanche starts at one end of the line, it can only spread in one direction and has to complete $N - 1$ iterations to become a global avalanche. In contrast, an avalanche can always spread into two directions simultaneously in the ring network, and does have to complete about only half of the number of iterations to activate all units.

A formal understanding arises from the observation that there are $N$ spanning trees in the ring network of size $N$, and only one in the corresponding line network. Since removing recurrent connections can only increase the volume of the inhabited region, we immediately deduce from Eq. (20) and Kirchhoff’s matrix tree theorem that the probability of a global avalanche in the ring network of size $N$ is at least $N$ times as high as the probability for the corresponding line network.

In addition to network connectivity, weight inhomogeneities affect the avalanche size distribution. To illustrate this, consider two homogeneous subnetworks of size $N$, which are coupled in an all-to-all fashion with intra-network coupling weight $\alpha/N$ and inter-network coupling weight $\beta/N$. Such a network topology is an ubiquitous structure in the brain, where two strongly coupled local populations or areas interact globally via (potentially) weaker connections. The coupling matrix for this network is a $2 \times 2$ block matrix with blocks of size $N \times N$ and values $\alpha/N$ on the diagonal and $\beta/N$ on the off-diagonal. Note that the row sums of this matrix have a value of $\alpha + \beta$. Due to its regular structure, each avalanche assembly can be characterized just by the number of participating units from each subnetwork. In addition, the determinants in Eq. (65) for this block matrix can be reduced to determinants of $2 \times 2$ matrices. This reduction is detailed in the appendix, section VII H 2. By calculating these determinants, we find the avalanche size distribution of this network as the
expression given in Eq. \((77)\).

Let us discuss some implications of varying the inter-network connection strength \(\beta\) on the avalanche dynamics and assembly formation. With \(\alpha_c(N) := 1 - 1/\sqrt{N}\) we denote the total, critical coupling strength for a homogeneous network of size \(N\) for which it exhibits a power-law avalanche size distribution. For \(\alpha = \beta = \alpha_c(2N)/2\) we obtain a critical homogeneous network of size \(2N\). We now introduce an inhomogeneity into the weight matrix by varying \(\beta/\alpha\), while keeping the row sums constant at \(\alpha + \beta = \alpha_c(2N)\). Fig. 7 panel (c) shows the avalanche size distribution for different values of \(\beta/\alpha\). If \(\beta = 0\), avalanches cannot spread from one subnetwork to the other and the avalanche distribution for the full network with \(2N\) units is just the same as for a homogeneous network of size \(N\) with a supercritical coupling of \(\alpha_c(2N) > \alpha_c(N)\). For non-zero, but weak inter-network coupling weights \(0 < \beta \ll \alpha\), avalanches up to \(s = 2N\) are possible and the avalanche size distributions show an inflexion point at around \(s = N\). However, at still very strong inhomogeneities with \(\beta/\alpha = 0.05\), the avalanche size distribution (dark gray line) quickly becomes very similar to the one of the homogeneous network (black line, \(\alpha = \beta = \alpha_c(2N)\)).

In contrast to the small differences in the size distributions observed for a wide range of \(\beta\) values, weight inhomogeneities have a larger effect on the avalanche assemblies, i.e. how likely an assembly of a given size is composed of a certain fraction of units from a single network. For the avalanche size \(s = 97\), which is where the distributions shown in panel (c) intersect, panel (d) shows this assembly distribution in dependence of the fraction of units from the first subnetwork. For \(\beta/\alpha = 0.005\) (blue line), the most likely composition of an avalanche of size \(s = 97\) is that all participating units stem from either the first or from the second subnetwork. Increasing \(\beta\) shifts the two peaks of the assembly distribution closer together until the distribution becomes unimodal with a single peak at \(0.5\) (green and red lines). The assembly distribution for the homogeneous network \(\alpha = \beta\) is simply a hypergeometric distribution (arising from \(97\) draws out of a population of \(200\) neurons out of which \(100\) are from the first subnetwork) since each assembly has the same probability. In contrast, the shape of the assembly distribution for \(\beta/\alpha = 0.05\) is much wider and is approximately constant from \(0.3\) to \(0.7\), indicating a much higher variability of assembly compositions due to the inhomogeneity in the network.
VI. DISCUSSION

In this study we generalized a well-established model class for neural avalanches \cite{28, 40, 41, 44} to arbitrary network topologies and non-negative connection weights, and performed a thorough analysis of its dynamics.

Mathematical analysis of this neural model has always been a challenge due to the discontinuities of the avalanche dynamics at spiking threshold. Even though remarkable progress has been made \cite{42, 43}, ergodicity of the homogeneous skew-product system remained a conjecture and formal treatment of non-homogeneous coupling topologies and reduced number of units which receive external input was out of reach. We were able to drastically simplify analysis by exploiting an invariance of the fast-scale avalanche dynamics. Formally, our model reduces to a simple translation dynamics with respect to a topology that turns out to the equivalent to the topology of the $N$-torus for general positive coupling matrices $W$, as long as their eigenvalues stay below one. This torus transformation removes the discontinuities of the avalanche dynamics and is the central idea behind our study. This allowed us to show that for almost all coupling matrices, the Lebesgue measure supported on a subset of the phase space $[0,1)^N$ is the unique ergodic measure relative to the given time-invariant Bernoulli drive if and only if all units can be reached by a path starting from a unit receiving external input in the induced graph. In addition, we studied the geometry of the support for the Lebesgue distribution and uncovered its self-similar structure.

Our framework keeps track of avalanches as sequence of index sets specifying which units fired at which avalanche generation. The ergodic measure, along with the self-similar structure of its support, allowed us to derive avalanche distributions analytically by identifying the regions in phase space which lead to specific avalanches. In addition, we found a closed form for the distribution of units involved in avalanches, the assembly distribution. To our knowledge, this approach provides the first detailed investigation of assembly distributions for a recurrent network model with spiking neurons.

For demonstrating the benefits of our approach, we analyzed a structurally simple example for a non-homogeneous coupling topology. Specifically, we considered a shift-invariant uniform connectivity with limited coupling distance on a two-dimensional lattice with periodic boundary conditions (two-dimensional torus). Our framework captures deviations of the scaling exponent of the mean avalanche size from the corresponding mean field value analytically. Furthermore, we assessed the corresponding scaling exponent of the critical avalanche size distributions numerically. These results illustrate changes in scaling exponents in dependence of the coupling topology from a predominantly
local coupling exhibiting coalescence\cite{61} to an all-to-all homogeneous network, where the mean field exponents are attained. Future studies could use our analytical framework to study changes in scaling exponents by other features of the coupling topology like synaptic density and feedback loops which have been shown to change scaling exponents in neuronal cultures \cite{62}.

Implications for ensemble codes. One main result of our analysis is a closed-form expression of the probability that an ensemble of units fires in short temporal succession in form of the assembly of an avalanche. This form of transient synchronization helps to transmit signals in a fast and reliable manner, since it is more efficient in driving postsynaptic cells than spikes arriving asynchronously \cite{10,11}. Functionally, assemblies can be used for establishing whole coding schemes, as recently formalized in a computational system called Assembly Calculus \cite{63}. The generalized EHE model could in this context serve as a physiologically more realistic realization of such a coding scheme.

But most importantly, reoccurring sequences of spike patterns with a particular composition of participating units were indeed observed in experiments \cite{64–71}, indicating a robust formation of assemblies during signal processing.

Having a formal framework is thus essential for interpreting such data, and for understanding how coding with synchronous neural ensembles is enabled by external input and constrained by network connectivity.

Relation to graph theory. One major insight from our analysis is the existence of close links between assembly formation and graph theoretical properties of the synaptic connections, which we will discuss in the following.

We found that the adjacency matrix of an assembly subnetwork determines assembly probabilities as a function of the eigenvalues of the corresponding graph Laplacian. In particular, the probability that external input to unit $k$ starts an avalanche encompassing a given assembly is proportional to the $(k,k)$-cofactor of the graph Laplacian. Via the well-known Matrix Tree Theorem (also known as Kirchhoff’s Theorem, which generalizes Cayley’s Theorem to weighted digraphs) this property is related to the graph theoretical concept of spanning trees, making the assembly probability proportional to the (weighted) number of spanning trees for the assembly network. The spanning trees themselves are directly related to the different pathways individual avalanches can spread through the assembly network.

With respect to network function, the weighted number of spanning trees in a graph can be seen as a measure of robustness. Let us consider the elementary setting of a simple graph with a fixed number of units and edges. If every edge can fail independently with a given probability, a uniformly
most reliable graph has to maximize the number of spanning trees, i.e. be \( \tau \)-optimal \[72\]. In this sense we could extend the Hebbian principle from pairs of neurons to assemblies: What robustly wires together, fires together. Thus our framework provides an explicit objective function for reliable and robust assembly formation. In addition, we analytically determined the impact of single edge failure and the gain of formation of a new edge on assembly probability. For unidirected graphs, the resulting measure turns out to be equivalent to the well-known resistance distance \[52, 53\].

The consequence of these mathematical results for brain function is a general prediction that the Laplacian spectrum would relate more directly to the occurrence of collective synchronous events than the adjacency matrix of the underlying anatomical network. In other words, the strength of a direct connection between neural populations is less indicative for the magnitude of their effective interaction than the sum of all direct and indirect (weighted) pathways between those two units. Interestingly, it was demonstrated just recently that functional brain connectivity is indeed best predicted from the Laplacian of the structural connectivity which was extracted from diffusion tensor imaging data \[73\].

Furthermore, equations for equilibrium rates and their covariances Eq. (12) are consistent to the corresponding results for Hawkes processes \[37\], i.e. (linearly) coupled Poisson processes. For these processes, structure-function relationships have been studied in detail \[37–39\]. Corresponding results, such as which graph motifs most strongly influence equilibrium rates, translate directly to our model.

**Relation to branching and percolation processes.** Neural avalanches are often studied in simplified models with discrete states and a dynamics defined as a branching process on a graph \[29, 33, 74\], thus offering opportunities for a rigorous analytical treatment. In comparison, the dynamics of the EHE model is far more complex. Although we demonstrated that an equivalent branching process for the EHE model can in principle be defined, stochastic dependencies between the membrane potentials of units belonging to the same strongly connected component of the network makes its formal description complicated. On directed acyclic graphs these dependencies disappear, and (only) there do the edge weights represent branching probabilities. In particular, the probability that a unit becomes active will be proportional to the sum of incoming edge weights from currently active units. In addition, we provided a direct relationship to percolation processes by showing that avalanches of the EHE-model for the particular choice of the \((1+1)D\) lattice propagate equivalent to the directed compact percolation process which belongs to the universality class of branching-annihilating random walks \[58\].

**Model generalization.** Models are constructed for capturing the generic behaviour of a real system,
while being ideally as simple as possible to allow for a comprehensive understanding and analysis of the underlying mechanisms. In this sense we believe that our formal framework provides a major advance over previous work. It is still sufficiently simple for a rigorous analysis, but allows studying assembly formation and avalanche dynamics in arbitrary, inhomogeneous networks. This is the generic case for neural systems in the brain, and assuming homogeneity in these situations will lead to misleading results or apply only to small subsystems for which this condition is approximately fulfilled.

For making analytical treatment possible, the extended EHE model retains some simplifying assumptions from the original framework [28]: it does not have leak conductances, there is no "hard" reset after a spike, and it assumes a separation of time scales. In the following, we will consider implications of lifting these assumptions on the mathematical treatment, and discuss how our results can be expected to generalize to physiologically more realistic neural units and networks.

a) Separation of time scales. In order to unambiguously identify the detailed progression of avalanches we assume a separation of time scales in this model, which means that external input only occurs after an ongoing avalanche has terminated. This is a common assumption in avalanche models [28][29][33]. A weakening of this assumption would allow several avalanches to coexist and to merge. It is known from field-theoretical treatment that allowing external drive during avalanches leads to changes in the scaling relation like for example the avalanche size [34]. This phenomenon was recently studied in detail [75] in a model very similar to our framework with the result that size distribution exponents in the critical state decreased with increasing relaxation of the time scale separation.

b) Spike reset and refractory period. In the EHE-model resetting a unit’s state $u$ after emission of a spike is done by simply subtracting the firing threshold. If instead the units were reset to zero as in other integrate-and-fire models, the spike’s impact on the progression of $u$ would no longer be linear. In consequence, the colored boundaries in state space (Fig. 2) would still act as portals, but with an additional absorbing condition. This condition would ensure that the state remains ‘glued’ to the resting state $u = 0$ after transitioning through the boundary, thus effectively dissipating the excess synaptic input delivered in the current generation of an avalanche. It would still be possible to study the system on the torus, however, with the penalty of having a discontinuous dynamics at the boundaries. A ‘hard’ reset would also induce additional state correlations which would need to be countermanded by additional randomness, as e.g. a stochastically varying drive $u_0$, for obtaining a smooth invariant measure which potentially can be treated analytically.
Interestingly, by simultaneously lifting time scale separation and introducing a 'hard' spike reset, the state dynamics will again become closer to the EHE system. Since an avalanche will now be spread over several milliseconds, it is likely that a smaller part of its total synaptic input will arrive when the neuron is just spiking and insensitive to those inputs. In consequence, a smaller fraction of recurrent feedback would be lost.

c) **Leak conductances.** In real neurons leak conductances make the membrane potential decay towards its resting value. Introducing leaks in the EHE model would thus lead to a non-homogeneous invariant measure which increases towards the resting potential. In addition, state trajectories would be able to enter the formerly non-inhabited region and hence violate validity of the torus transformation. However, the resulting effects will be sufficiently small if assuming a strong external drive in comparison to a weak intrinsic leak, such that we can expect our main result in Eq. (20) to still hold approximately.

d) **Inhibitory units.** Similar to the influence of leaks, the inclusion of inhibitory units removes the strictly non-inhabited region in state space and the independence assumption underlying Eq. (20). Inhibition can easily lead to violations of ergodicity. One example is a network of two populations with strong intrinsic excitatory connectivity which are mutually coupled by inhibition. This ubiquitous connection motif could establish a winner-take-all network, in which one of the populations engages in strongly reverberating activity which completely inhibits activation of any unit in the other population. Clearly, extending our framework to networks with inhibition poses the biggest challenge for future studies. However, we believe that in situations with not too strong inhibition on a global scale, reasonable approximations can be made. This could be the case e.g. in normalization schemes where the excitatory drive is on average a little higher than the inhibitory suppression.

**Perspectives.** The main contribution of our study is the extension of an analytical framework for assembly formation in recurrent networks from homogeneous couplings to networks with arbitrary (positive) connectivity, now allowing rigorous treatment of avalanche dynamics in a much larger class of systems than in previous studies. For future research, a logical next step would be to investigate temporal aspects such as the statistics of avalanche duration, correlations between subsequent avalanches, and inter-event statistics and its relation to known brain rhythms such as gamma oscillations. We think that for these aspects, analytical treatment is within reach and could nicely complement our results on assembly formation.

On a more general level, we believe the novel framework introduced here might support a paradigm shift in research on neural criticality. In highly inhomogeneous systems subject to a substantial
and structured external drive, we can not expect to observe the ‘usual’ signatures of criticality even if the system is at the brink of some phase transition or at an optimal point for information processing. However, such a situation is actually the rule, and not the exception when investigating active processing in the brain. Being able to handle these more general situations is the advantage of our theory. In consequence, power laws and criticality played only a secondary role in our study, while instead we focused on detailed assembly formation. Combined with structured inputs from ‘meaningful’ external stimuli [12] we expect our tools in future studies to provide new insights into how avalanche formation and – potentially – criticality serve information processing and brain function.
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VII. APPENDIX

This appendix is organized as follows: The order of the sections in this part is the same as the order in which the topics are treated in the main text. While the main text focuses on the most important results and related intuitions, the appendix provides the corresponding rigorous mathematical treatment and technical details. Although the appendix itself is structured to be self-contained, we advise the dedicated reader to go through the corresponding sections in the main text and the appendix in conjunction.

For convenience of the readers, we first repeat the basic definitions of the generalized EHE model. In section A we then state some general properties of the model and its avalanche dynamics \( \mathcal{F} \) which are important for all subsequent sections.

In section B we show that dynamics of the model is homeomorphic to a simple translation on the \( N \)-dimensional torus \( T^N \) which greatly facilitates any formal treatment, allowing to determine under which exact conditions the system is ergodic (section C), and permitting to compute expected firing rates and spike count covariances explicitly (section D).

Section E develops a description of the self-similar structure of the ‘inhabited region’ \( D \) in the model’s state space. This description and the notion of ergodicity (section C) is a prerequisite for calculating avalanche probabilities in section F, which is followed by section G detailing the relation of the obtained equations to graph theoretical terms.

The final section H exemplifies how this mathematical framework can be used to derive avalanche size statistics for various networks with different topology and regular structure.

Notation and definition summary: We start by briefly summarizing the model and notation of its dynamics Eq. (1)–Eq. (4) in the remainder of this section:

\[
T_k : C \to C, \quad u \mapsto \mathcal{F}(u + u_0 e_k), \tag{27}
\]

with \( \mathcal{F} : \mathbb{R}_{\geq 0}^N \to C, \quad u \mapsto F^{\tau(u)}(u) \tag{28} \)

and \( F : \mathbb{R}_{\geq 0}^N \to \mathbb{R}_{\geq 0}^N, \quad u \mapsto u - (\text{diag}(U) - W)A(u) \tag{29} \)

and \( \tau : \mathbb{R}_{\geq 0}^N \to \mathbb{N}_0, \quad u \mapsto \min \{ n \in \mathbb{N}_0 \mid F^n(u) \in C \} \). \tag{30}

While \( F \) describes one generation of an avalanche, \( \mathcal{F} \) subsumes an entire avalanche with \( \tau \) being its duration. Using these definitions, \( T_k \) describes one iteration of the model upon receiving external
input to unit \( k \) (which might or might not trigger an avalanche).

The connection weights \( w_{ij} \) from matrix \( W \) are subject to the constraints

\[
u_0 + \sum_{j=1}^{N} w_{ij} < U_i \quad \text{for all } i \in [N],
\]

ensuring that each unit can fire at most once during an avalanche (see Proposition \( \text{A.1} \)). It also ensures the existence of

\[
M := \left( \text{diag}(U) - W \right)^{-1}.
\]

The avalanche function \( a \) is defined as

\[
a(k, u) := \left\{ j \in [N] \mid \left( F^{i-1}(u + e_k u_0) \right)_j \geq U_j \right\}_{i=1, ..., \tau(u + u_0 e_k)} \in A.
\]

where \( A \) is the set of all avalanches (see Definition \( \text{E.7} \)). \( a = () \) denotes the empty avalanche.

The length of the sequence \( a \) will be denoted by \( D(a) \) and called the duration of the avalanche. We call the union \( \mathscr{U}_j \) of the generations

\[
\mathscr{U}_j(a) := \bigcup_{i=1}^{D(a)} a_i, \quad 1 \leq j \leq D(a) \quad \text{and} \quad \mathscr{U}(a) := \mathscr{U}_{D(a)}(a)
\]

the avalanche assembly (up to generation \( j \)) and the sum of cardinalities

\[
S(a) := \sum_{i=1}^{D(a)} |a_i| = |\mathscr{U}(a)|
\]

its size.

**A. General properties of the model**

In this section we introduce some common notation and general properties of the model which are used throughout the appendix. We start by showing that the model is well defined, i.e. that the avalanche duration \( \tau(u + u_0 e_k) < \infty \) for all \( u \in C, k \in [N] \). In fact, as long as Eq. (31) holds for the coupling matrix \( W \), each unit can fire at most once during an avalanche. Thus, unions of different
generations \(a_i\) of an avalanche \(a = a(k, u)\) are disjoint i.e. \(\mathcal{U}(a) = \bigcup_{i=1}^{D(a)} a_i\).

**Lemma A.1.** Assuming Eq. (31), for \(u \in C, k \in [N]\), we have that each unit can fire at most once during an avalanche and in particular, its duration \(\tau(u + e_k u_0)\leq N\).

*Proof.* We will give a proof by contradiction. Let \(u \in C, k \in [N]\) be arbitrary and set \(a = a(k, u)\). Let unit \(j\) be part of generations \(r\) and \(s\), \(j \in a_r, j \in a_s\) with \(1 \leq r < s \leq D(a)\) such that the components of \(a_1, ..., s-1\) are pairwise disjoint, i.e., no unit has fired twice in the generations up to \(s - 1\), and unit \(j\) would fire a second time in generation \(s\). It follows that

\[
(F^{s-1}(u + u_0 e_k))_j = \left(u + u_0 e_k - (\text{diag}(U) - W) \sum_{l=1}^{s} A(F^{l-1}(u + u_0 e_k))\right)_j
\]

\[
\leq u_0 + \sum_{l=1}^{N} w_{jl} < U_j,
\]

which contradicts \(A_j(F^{s-1}(u + u_0 e_k)) = 1\). It follows that the index sets are pairwise disjoint and \(\mathcal{U}(a) = \bigcup_{i=1}^{D(a)} a_i\).

Lemma A.1 allows us to write \(T_k\) in a more compact form using \(M^{-1} = \text{diag}(U) - W\):

\[
T_k(u) = u + u_0 e_k - M^{-1}(\mathcal{U}(a(k, u))) (u \in C, k \in [N]).
\] (36)

Thus, \(\mathcal{F}\) projects from \(\mathbb{R}^{|N|}\) back to \(C\) by subtracting integer combinations of columns of \(M^{-1}\). In the next lemma, we introduce some properties of \(\mathcal{F}\):

**Lemma A.2.** For \(u, v \in \mathbb{R}_{\geq 0}^{|N|}\) we have the following properties for \(\mathcal{F}\):

1. \(\mathcal{F}(u) = u - M^{-1}n\) for some \(n \in \mathbb{N}^{|N|}\) if and only if \(u - M^{-1}n \in C\) and for every \(n' \leq n\) (component wise) we have \(u - M^{-1}n' \notin C\);

2. \(\mathcal{F}(\mathcal{F}(u) + v) = \mathcal{F}(u + v)\)

3. \(\mathcal{F}(W 1 + M^{-1}[\mathbb{R}_{\geq 0}^{|N|}]) = \mathcal{F}(W 1 + M^{-1}[0, 1]^{|N|})\), where \(1 = \sum_{k=1}^{N} e_k\).

*Proof.* (1) We show the ‘if’ direction by contradiction:

Let \(n' \leq n\) be such that \(\mathcal{F}(u) = u - M^{-1}n\) and \(u - M^{-1}n' \notin C\). Hence, \(\mathcal{F}(u) + M^{-1}(n - n') = u - M^{-1}n' \notin C\). After \(\ell \leq \tau(u)\) iterations we have \(F^\ell(u) = u - M^{-1}n^{(\ell)}\) with \(n^{(\ell)} := \sum_{k=0}^{\ell-1} A(F^k(u))\).
Since \( n' \leq n \) there exists an iteration \( t \in \mathbb{N} \) and index \( j \in [N] \) such that \( n^{(t)} \leq n' \) but \( n_j^{(t+1)} > n'_j \).

Since \( n'_j = n_j^{(t)} \) and, for \( I \subseteq [N] \), we have \( (M^{-1}\delta(I))_i > 0 \) if and only if \( i \in I \), it follows

\[
(u - M^{-1}n')_j \geq (u - M^{-1}n^{(t)})_j = F^t(u) \geq U_j.
\]

This contradicts \( \mathcal{F}(u) - M^{-1}n' \in C \).

To show the ‘only if’ direction in (1), let us assume that \( x = u - M^{-1}n \in C \) and \( u - M^{-1}n' \notin C \) for all \( n' \leq n \). Then the stopping condition for the fixed point iteration defining \( \mathcal{F}(u) \) is fulfilled for the first time at \( x \), thus \( x = \mathcal{F}(u) \).

(2) Note that \( u = \mathcal{F}(\mathcal{F}(v) + w) = v + w - M^{-1}(n_1 + n_2) \) for some \( n_1, n_2 \in \mathbb{N}^{|N|} \) and \( u + M^{-1}n' \notin C \) for all \( 0 \neq n' \leq n_1 + n_2 \). Thus with (1), we have \( u = \mathcal{F}(v + w) \).

(3) We fix \( z \in [0, 1)^{|N|} \). Then we deduce from (1) that \( \mathcal{F}(W1 + M^{-1}z) = W1 + M^{-1}(z - n) \) and \( W1 + M^{-1}(z - n + n') \notin C \) for all \( 0 \neq n' \leq n \). Now, every \( x \in \mathbb{R}^{|N|} \) can be decomposed into \( x = [x] + z \) with \( z = x - [x] \in [0, 1)^{|N|} \). Since \( \left(W1 + M^{-1}\left(\mathbb{R}_{\geq 0}[^{N}] \setminus [0, 1)^{N}\right)\right) \cap C = \emptyset \) we find \( \mathcal{F}(W1 + M^{-1}z) + M^{-1}n \notin C \) for all \( 0 \neq n \leq n + [x] \), which implies \( \mathcal{F}(W1 + M^{-1}z) = \mathcal{F}(W1 + M^{-1}x) \).

\( \square \)

We will generalize Eq. [36] to multiple steps \( s \) of applying \( T \) in the following Corollary. There we introduce the spike count vector \( \mathcal{N}^s(k, u) \) which collects how often each unit fired (i.e., participated in an avalanche) during \( T^s(k, u) \). This quantity will later be used to determine the equilibrium firing rates and spike count covariances of the model in dependence of the interaction matrix \( W \).

**Corollary A.3.** Let \( \mathcal{N}^s(k, u) \) be the spike count vector after \( s \) applications of \( T \) starting at \( (k, u) \) defined as

\[
\mathcal{N}^s(k, u) := \sum_{t=0}^{s-1} \delta \left( \mathcal{V} \left( a \left( T^t(k, u) \right) \right) \right).
\]  

(37)

For \( k \in [N] \) we have for \( s \in \mathbb{N}_0, k \in \Sigma_N, u \in C \),

\[
\pi_2 T^s(k, u) = u + u_0 \sum_{t=1}^{s} \mathbf{e}_{k_t} - M^{-1} \mathcal{N}^s(k, u) = \mathcal{F} \left( u + u_0 \sum_{t=1}^{s} \mathbf{e}_{k_t} \right).
\]  

(38)
where \( \pi_2 \) denotes the projection onto the second component (here \( C \)).

**Proof.** The claim follows by induction. The starting case \( s = 1 \) is provided by Eq. (36). Now suppose Eq. (38) holds for \( s - 1 \). Then we have

\[
\pi_2 T^s(k, u) = \mathcal{F} \left( u + u_0 e_{k_s} + u_0 \sum_{t=1}^{s-1} e_{k_t} - M^{-1} \mathcal{N}^{s-1}(k, u) \right)
= u + u_0 \sum_{t=1}^{s} e_{k_t} - M^{-1} \mathcal{N}^s(k, u) = \mathcal{F} \left( u + u_0 \sum_{t=1}^{s} e_{k_t} \right)
\]

The following definitions will allow us to link properties of the avalanche dynamics to the coupling structure contained in the weight matrix, and aid us in assessing ergodicity of the system.

**Definition A.4.** (1) For a given coupling matrix \( W \in \mathbb{R}^{[N \times N]} \) we define the directed graph \( G(W) \) with vertices given by the units \( [N] \) and edge set \( E = E(W) \),

\[
G(W) := ([N], E(W)) \text{ where } E(W) := \{(j, i) \in [N] \times [N] \mid w_{ij} > 0\}. \quad (39)
\]

This graph is naturally weighted through \( W \) by assigning \((j, i) \mapsto w_{ij}\).

(2) Further, we define the set of all coupling matrices \( W' \) with the same sparsity pattern as \( W \) to be

\[
W(W) := \{W' = (w'_{ij}) \in \mathbb{R}^{[N \times N]} \mid W' \text{ respects Eq. } (5) \text{ and } w_{ij} = 0 \iff w'_{ij} = 0\}. \quad (40)
\]

(3) For a probability vector \( p \in [0, 1]^{[N]} \) we call the coupling matrix \( W \) (or equivalently the associated graph \( G(W) \) or the set \( W(W) \)) \( p \)-reachable, if and only if for every unit in \( k \in [N] \) there exists a driven unit \( \ell \in L := \{\ell \in [N] \mid p(\ell) > 0\} \) and a path (which can also be the empty path) starting in \( \ell \) along edges in \( E(W) \) terminating in \( k \).

**Lemma A.5.** The coupling matrix \( W \) is \( p \)-reachable if and only if \( M \delta(L) > 0 \) (component wise).

**Proof.** First note that \( M^{-1} = \text{diag}(U) - W \) and by Eq. (5) we have \( \|W\| < \max(U) \). Thus we obtain
with a Neumann series expansion

\[
(\text{diag}(U)^{-1}M^{-1})^{-1} = (\mathbb{1} - \text{diag}(U)^{-1}W)^{-1} = \sum_{k=0}^{\infty} \text{diag}(U)^{-k}W^k,
\]

implying that all entries of \( M \) are non-negative. Since the entry \((W^k)_{i,j}\) is the sum of products of edge weights along all paths of length \( k \) in \( G(W) \) from unit \( j \) to unit \( i \), we conclude that \((M\delta(L))_i > 0\) if and only if there exists a path (which can also be the empty path) in \( G(W) \) from some unit in \( L \) to the unit \( i \).

\[ \square \]

**B. Equivalence to a simple translation dynamics on the \( N \)-torus**

The non-smooth dynamics of spike propagation and membrane potential reset represented by \( \mathcal{F} \) complicates mathematical analysis of the model. However, Eq. (36) shows that the whole effect of the internal dynamics is summarized by a shift along integer coordinates of the columns of \( M^{-1} \). We use this central observation to significantly simplify our dynamical system by restricting its phase space to the *inhabited region* \( D \) which we set to the image of the \( N \)-torus \( \mathbb{T}^N \) under the quotient map \( \theta \) (see Fig. 2: \( D \) is the image of the unit cell marked with a dashed gray outline under \( \mathcal{F} \)). On \( D \), each iteration step \( T_k \) is a bijection and is conjugated via the mapping \( \theta \) to the shift \( z \mapsto z + u_0M\mathbf{e}_k \) on \( \mathbb{T}^N \). This is formalized in Theorem B.2 which establishes topological equivalence between the complex dynamics \( T \) and a much simpler translation \( \hat{T} \) on the \( N \)-Torus.

**Definition B.1.** We define the skew-product dynamical system \( \hat{T} \) on the \( N \)-Torus \( \mathbb{T}^N \) by

\[
\hat{T} : \Sigma_N \times \mathbb{T}^N \rightarrow \Sigma_N \times \mathbb{T}^N, \quad \hat{T}(\mathbf{k}, z) := (\sigma(\mathbf{k}), z + u_0M\mathbf{e}_{k_1}) \ ,
\]

with \( \sigma \) being the left-shift operator and \( k_1 \) designating the first entry of the external input sequence \( \mathbf{k} \).

**Theorem B.2.** We define the inhabited region \( D \) by

\[
D := \theta \left( \mathbb{T}^N \right), \text{ where } \theta : z \mapsto \mathcal{F} \left( W1 + M^{-1}z \right),
\]

where we equip \( D \) with the quotient topology induced by the quotient map \( \theta \) in which way \( \theta \) becomes
a homeomorphism. For every \( k \in [N] \), the map \( T_k \) is a bijection from \( D \) to \( D \) and

\[
T_k \circ \theta(z) = \theta(z + u_0 M e_k)
\]

**Proof.** Since \( \theta \) is a surjective map from \( \mathbb{T}^{[N]} \) to \( D \), we can inherit the \( \mathbb{T}^{[N]} \) topology to the set \( D \) as the quotient topology induced by \( \theta \), i.e. the open sets on \( D \) are the images of open sets on \( \mathbb{T}^{[N]} \) under \( \theta \). In addition, \( \theta \) is injective since \( F(u) \) translates only by integer coordinates of \( M^{-1} \) thus no two \( z_1, z_2 \in \mathbb{T}^{[N]} \) can be mapped to the same point by \( \theta \). This makes \( \theta \) a homeomorphism from \( \mathbb{T}^{[N]} \) to \( D \).

Since \( \theta \) and \( z \mapsto z + u_0 M e_k \) are bijections, we only have to verify Eq. (43) which follows with Lemma A.2 as the following calculation shows:

\[
T_k \circ \theta(z) = F(u_0 e_k + W 1 + M^{-1} z) = F(W 1 + M^{-1}(z + u_0 M e_k)) = \theta(z + u_0 M e_k).
\]

In the following, we will thus restrict \( T \) to \( \Sigma_N \times D \). The name inhabited region for \( D \) stems from the fact that for all starting points \( u \in C \) and almost all input sequences \( k \in \Sigma_N \), the iterated dynamics will eventually map to \( D \), i.e. \( T^n(k, u) \in D \), for all \( n \in \mathbb{N} \) large enough. We show this in the following proposition:

**Proposition B.3.** Let the graph \( G(W) \) be \( p \)-reachable. Then for \( \mathbb{B}_p \)-almost all input sequences \( k \in \Sigma_N \) there exists an iteration number \( n_0 \in \mathbb{N} \) such that \( \pi_2 T^n(k, C) = D \) for all \( n \geq n_0 \).

**Proof.** From Corollary A.3 we have with \( c(u) := M(u - W 1) \)

\[
\pi_2 T^n(k, u) = F(u + u_0 \sum_{t=1}^n e_{k_t}) = F(W 1 + M^{-1} \left( c(u) + u_0 M \sum_{t=1}^n e_{k_t} \right))
\]

Let \( c_{\min} = \inf_{u \in C} c(u) \in \mathbb{R}_{\geq 0}^{[N]} \). Since \( \lim_{n \to \infty} (\sum_{t=1}^n e_{k_t})_i = \infty \) for all \( i \) with \( p_i > 0 \) for almost all \( k \in \sigma_N \) we have \( \lim_{n \to \infty} (M \sum_{t=1}^n e_{k_t})_i = \infty \). Thus there exists an \( n \in \mathbb{N} \) such that \( c_{\min} + u_0 (M \sum_{t=1}^n e_{k_t})_k \geq 0 \) for all \( k \in [N] \) which implies \( \pi_2 T^n(k, C) \subseteq D \) with Lemma A.2 part (3). Since each \( T_k \) is a bijection on \( D \subseteq C \) we also have \( D \subseteq \pi_2 T^n(k, C) \).

\( \square \)
Now we show that on this inhabited region, the system $T$ is topologically conjugated to the system $\hat{T}$ which has the whole $N$-Torus as its phase space.

**Theorem B.4.** The dynamical systems $T$ on $\Sigma_N \times D$ and $\hat{T}$ on $\Sigma_N \times \mathbb{T}^N$ are topologically conjugated via the homeomorphism $\phi := \text{Id} \times \theta$, i.e. $T \circ \phi = \phi \circ \hat{T}$.

**Proof.** Using Theorem B.2, $\theta$ is a homeomorphism from $\mathbb{T}^N$ to $D$ thus $\phi$ is a homeomorphism from $\Sigma_N \times \mathbb{T}^N$ to $\Sigma_N \times D$. Conjugacy follows from

$$T \circ \phi(k, z) = (\sigma(k), T_{k_1}(\theta(z))) = (\sigma(k), \theta(z + u_0 M e_{k_1})) = \phi(k, z) \circ \hat{T}.$$  

\[\square\]

C. Relative unique ergodicity for skew product dynamical systems

1. General case

Ergodicity is useful for directly relating volumes in phase space to probabilities for particular avalanches. In this section we establish unique ergodicity relative to a given shift-invariant probability measure on $\mathbb{T}^N$ for a general class of translation dynamics which includes $\hat{T}$. Since we have shown in the previous section that the simple translation dynamics $\hat{T}$ on $\Sigma_N \times \mathbb{T}^N$ is topologically conjugated to the system $T$, ergodicity of $\hat{T}$ implies ergodicity of $T$. The unique relative ergodic measure will turn out to be a product measure given by the shift-invariant probability measure times the normalised Lebesgue measure on the $N$-torus, which is transported to the normalised Lebesgue measure with support on $D$ for the system $T$.

Specifically, for a continuous function $g : \Sigma_N \to \mathbb{R}^N$ we consider the skew product dynamical system

$$\hat{T}_g : \Sigma_N \times \mathbb{T}^N \to \Sigma_N \times \mathbb{T}^N, (k, z) \mapsto (\sigma(k), g(k) + z).$$

Note that function $g$ in $\hat{T}_g$ describes a more general dynamics than in the EHE system $\hat{T}$ and can depend on more than just the first component of the input sequence $k$. Furthermore, note that every translation on the $N$-torus defines a bijection which leaves the normalised Lebesgue measure $\lambda$ on the $N$-torus invariant.

Let us denote the set of $\hat{T}_g$-invariant Borel probability measures by $\mathcal{M}_{\hat{T}_g}$. For a fixed shift-invariant
probability measure \( \nu \) on \( (\Sigma_N, \mathcal{B}) \) we denote the subset \( \mathcal{M}_{\hat{T}_g} \) of elements with marginal \( \nu \) by \( \mathcal{M}_{\hat{T}_g}(\nu) := \{ \mu \in \mathcal{M}_{\hat{T}_g} : \mu \circ \pi_1^{-1} = \nu \} \). We always have \( \nu \otimes \lambda \in \mathcal{M}_{\hat{T}_g}(\nu) \) and we find, that if \( \nu \otimes \lambda \) is ergodic for \( \hat{T}_g \), if and only if \( \nu \) is ergodic for \( \sigma \) and \( \mathcal{M}_{\hat{T}_g}(\nu) = \{ \nu \otimes \lambda \} \). The ergodicity of \( \nu \) follows from the fact that \( \sigma \) with the invariant measure \( \nu \) is a measure theoretical factor of \( \mathbb{T}^{[N]} \) with respect to invariant measure \( \nu \otimes \lambda \). To infer that \( \mathcal{M}_{\hat{T}_g}(\nu) \) is a singelton, fix some \( \mu \in \mathcal{M}_{\hat{T}_g}(\nu) \). For every \( t \in \mathbb{T}^{[N]} \) the translation \( \tau_t : \Sigma_N \times \mathbb{T}^{[N]} \to \Sigma_N \times \mathbb{T}^{[N]} \), \( (k, x) \mapsto (k, x + t) \) commutes with \( \hat{T}_g \) and hence \( \mu_t := \mu \circ \tau_t^{-1} \), as well as its averaged version \( \bar{\mu} := \int_{\mathbb{T}^{[N]}} \mu_t \, d\lambda(t) \), define again elements of \( \mathcal{M}_{\hat{T}_g}(\nu) \). For every integrable function \( f \) we have

\[
\int f \, d\bar{\mu} = \int_{\mathbb{T}^{[N]}} \int_{\mathbb{T}^{[N]}} f(\mu_t) \, d\mu \, d\lambda(t) = \int_{\mathbb{T}^{[N]}} \int f(k, x + t) \, d\mu \, d\lambda(t)
= \int \int_{\mathbb{T}^{[N]}} f(k, x + t) \, d\lambda(t) \, d\mu(k, x) = \int \int_{\mathbb{T}^{[N]}} f(k, t) \, d\lambda(t) \, d\mu(k, x)
= \int f \, d(\mu \circ \pi_1^{-1} \otimes \lambda) = \int f \, d(\nu \otimes \lambda).
\]

Consequently, \( \bar{\mu} = \nu \otimes \lambda \). Since \( \nu \otimes \lambda \) is assumed to be ergodic and therefore extremal in \( \mathcal{M}_{\hat{T}_g} \), we have that \( \mu_t = \nu \otimes \lambda \) for almost all \( t \in \mathbb{T}^{[N]} \). That is, for almost all \( t \in \mathbb{T}^{[N]} \), \( \mu = \mu_t \circ (\tau_{-t})^{-1} = \nu \otimes \lambda \), uniqueness follows.

For the converse implication, suppose that \( \nu \otimes \lambda \) is not ergodic. Then we find two distinct measures \( \mu_1 \) and \( \mu_2 \) in \( \mathcal{M}_{\hat{T}_g} \) and \( c \in (0, 1) \) such that \( \nu \otimes \lambda = c\mu_1 + (1 - c)\mu_2 \). Then for the first marginal we have \( \nu = (c\mu_1 + (1 - c)\mu_2) \circ \pi_1^{-1} = c\mu_1 \circ \pi_1^{-1} + (1 - c)\mu_2 \circ \pi_1^{-1} \). Then either \( \nu \) is not ergodic, or if \( \nu \) is ergodic, we conclude that \( \nu = \mu_1 \circ \pi_1^{-1} = \mu_2 \circ \pi_1^{-1} \) and thus \( \mu_1 \) and \( \mu_2 \) actually belong to \( \mathcal{M}_{\hat{T}_g}(\nu) \). In this case, \( \mathcal{M}_{\hat{T}_g}(\nu) \) is not a singleton.

This observation gives rise to the following definition: If \( \nu \otimes \lambda \) is ergodic for \( \hat{T}_g \), or equivalently \( \mathcal{M}_{\hat{T}_g}(\nu) = \{ \nu \otimes \lambda \} \) and \( \nu \) is ergodic, we call the random dynamical system uniquely ergodic relative to \( \nu \).

To find necessary and sufficient conditions for unique ergodicity relative to an ergodic measure \( \nu \), we write functions on \( \mathbb{T}^{[N]} \) as Fourier decompositions. This allows us to express shifts induced by external input as simple multiplications (i.e. phase shifts) in Fourier space. In the following all equations involving measurable functions are meant to hold almost everywhere with respect to the relevant measure.

**Theorem C.1.** With the above notation and such that \( \nu \) is ergodic for the base transformation \( \sigma \), we have that \( \hat{T}_g \) is uniquely ergodic relative to \( \nu \) if and only if, for all \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \) there is no
complex-valued measurable function \( R \neq 0 \) on \((\Sigma_N, \mathcal{B})\) such that

\[
R = \exp \left( 2\pi ik^T g \right) \cdot R \circ \sigma.
\] (44)

We note that the ergodicity of \( \nu \) with respect to \( \sigma \) implies that any solution \( R \) of Eq. (44) has constant modulus, and we may therefore assume without loss of generality that \(|R| = 1|.

**Proof.** For the proof we adopt ideas of Furstenberg from [77], where, unlike here, the base transformation is assumed to be uniquely ergodic and the fibers are given by the circle: To prove that our assumption in Eq. (44) implies that \( \nu \otimes \lambda \) is ergodic with respect to \( \hat{T}_g \), fix a square-integrable function \( f \in L^2_{\nu \otimes \lambda} \) with \( f \circ \hat{T}_g = f \). Setting \( \zeta_k(x) := \exp \left( 2\pi ik^T x \right) \), we can write \( f \) as a Fourier series via

\[
f(k, x) = \sum_{k \in \mathbb{Z}^{|N|}} c_k(k) \zeta_k(x) = \sum_{k \in \mathbb{Z}^{|N|}} c_k(\sigma(k)) \exp \left( 2\pi ik^T g(k) \right) \zeta_k(x) = f \circ \hat{T}_g(k, x)
\]

and we deduce \( c_k(k) = c_k(\sigma(k)) \exp \left( 2\pi ik^T g(k) \right) \) for all \( k \in \mathbb{Z}^{|N|} \). If \( c_k = 0 \) for all \( k \neq 0 \) then \( f(k, z) = c_0(k) \) and by the ergodicity of \((\Sigma_N, \mathcal{B}, \sigma, \nu)\) we have that \( c_0 \) is a constant function and so is \( f \). If \( f \) is not constant, then \( c_k \) does not vanish for at least one \( k \in \mathbb{Z}^{|N|} \setminus \{0\} \), by ergodicity of \( \sigma \) and since \( |c_k| = |c_k| \circ \sigma \) we have that \( |c_k| \) equals a positive constant function. Consequently, our assumption is violated for \( R := c_k \). Our condition therefore implies that \( f \) is constant and hence \( \hat{T}_g \) is ergodic with respect to \( \nu \otimes \lambda \).

Conversely, we assume that our condition is not fulfilled. Then for a solution \( R \neq 0 \) of Eq. (44) for some \( k \in \mathbb{Z}^{|N|} \setminus \{0\} \), we have \( R\zeta_k \) is non-constant and \( \hat{T}_g \)-invariant. Hence, \( \nu \otimes \lambda \) is not ergodic with respect to \( \hat{T}_g \).

\( \square \)

2. **Ergodicity in the EHE model**

If the random dynamical systems is given by the EHE model (i. e. \( \hat{T}_g = \hat{T} \)) and the underlying measure in the base is Bernoulli, then our condition in Eq. (44) simplifies as follows.

**Proposition C.2.** If the shift space \( \Sigma_N \) is equipped with the Bernoulli measure \( \nu := \mathbb{B}_p \) with \( L = \{ \ell \in [N] \mid p_\ell > 0 \} \) and \( g(k) := u_0 M e_k \), we have that the condition in Eq. (44) is equivalent to the
condition that for all \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \) there exists an \( \ell \in L \) such that

\[
\exp(2\pi i u_0 k^T M e_\ell) \neq 1.
\]  

(45)

**Proof.** We first show that the condition in Eq. (44) implies the condition of the corollary by contra-
position: If for some \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \) we have \( \exp(2\pi i u_0 k^T M e_\ell) = 1 \) for all \( \ell \in L \), then \( R = 1 \) solves condition (44).

Conversely, suppose that for some \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \), there exists a measurable function \( R \) on \((\Sigma_{[N]}, \mathcal{B})\) with \( |R| = 1 \) such that Eq. (44) holds. Let us set \( f : \ell \mapsto \exp(2\pi i u_0 k^T M e_\ell) \), then we have \( R(\sigma(k)) = f(k_1) R(k) \). Integrating both sides with respect to the Bernoulli measure \( \nu \) gives

\[
\int R \, d\nu = \sum_{\ell \in [N]} f(\ell) p_\ell \int R \, d\nu.
\]

Since \( \int R \, d\nu \neq 0 \) we get \( \sum_{\ell \in [N]} f(\ell) p_\ell = 1 \). By convexity of the unit circle and 1 being an extremal point, this is only possible if \( f(\ell) = 1 \) for all \( \ell \in L \). This shows that Eq. (45) is fulfilled for \( k \).

The following Corollary states a sufficient condition for unique relative ergodicity of the system \( \hat{T} \):

**Corollary C.3.** The system \( \hat{T} \) is uniquely ergodic relative to \( \mathbb{B}_p \) if the components of \( u_0 M \delta(L) \) and \( 1 \) are rationally independent, i.e.\( u_0 k^T M \delta(L) \in \mathbb{Z}^{[N]} \) for \( k \in \mathbb{Z}^{[N]} \) implies \( k = 0 \).

**Proof.** Suppose that ergodicity does not hold for \( \hat{T} \). With Proposition C.2 it follows that there exits \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \) such that \( \exp(2\pi i u_0 k^T M e_\ell) = 1 \) for all \( \ell \in L \). In particular, this implies that

\[
\prod_{\ell \in L} \exp(2\pi i u_0 k^T M e_\ell) = \exp(2\pi i u_0 k^T M \delta(L)) = 1.
\]

However, this contradicts the assumption.

**Theorem C.4.** Assume that \( u_0 \) is irrational. The system \( \hat{T} \) is uniquely ergodic relative to \( \mathbb{B}_p \) for almost all \( W' \in \mathcal{W}(W) \) if and only if \( W \) is \( p \)-reachable.

**Proof.** If \( W \) is not \( p \)-reachable, then \( (M \delta(L))_j = 0 \) for some unit \( j \in [N] \) which implies that \( \exp(2\pi i u_0 k^T M e_\ell) = 1 \) for the mode \( k = e_j \) and all \( \ell \in L \). Thus, \( \hat{T} \) is not uniquely ergodic relative to \( \mathbb{B}_p \) by Proposition C.2 for all \( W' \in \mathcal{W}(W) \).
Now assume that \( W \) is \( p \)-reachable and let \( E := E(W) \) denote its edge set. First, let \( P = \{ \ell \in L \mid (M\delta(L))_\ell - M_{\ell\ell} = 0 \} \) be the set of units which directly receive external input, but have no incoming paths starting from units receiving external input.

For each unit \( m \in P \) and \( \ell \in L \) we have \( e_m^T M e_\ell = e_m^T e_\ell \) so that the \( P \) coordinates of every \( k \in \mathbb{Z}^{[N]} \) not fulfilling the condition in Proposition [C.2] have to be zero, since \( u_0 \notin \mathbb{Q} \).

Unique relative ergodicity of \( \hat{T} \) with respect to \( \mathbb{B}_p \) and \( W' \in \mathcal{W}(W) \) would follow from Corollary [C.3] if for all \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \), \( k|_p = 0 \) and \( c(W') := u_0 M' \delta(L) \) with \( M' := (I - W')^{-1} \) the scalar product \( k^T c(W') \notin \mathbb{Z} \).

We want to show that this property holds almost everywhere with respect to the \( |E| \)-dimensional Lebesgue measure \( \lambda \) on \( \mathcal{W}(W) \) considered as a subset of \( \mathbb{R}^E \). For this we will cover the complement with respect to this property by sets

\[
A_{k,z} = \{ W' \in \mathcal{W}(W) \mid k^T c(W') = z \}
\]

with \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \), \( k|_p = 0 \), \( z \in \mathbb{Z} \) and show that each \( A_{k,z} \) is a \( (|E| - 1) \)-dimensional submanifolds of \( \mathcal{W}(W) \) and thus a null sets with respect to \( \lambda \). Indeed, let

\[
F_k : \mathbb{R}^E \supset \mathcal{W}(W) \to \mathbb{R}, (w'_1, \ldots, w'_{|E|}) \mapsto k^T c(W') ,
\]

where \( W' \in \mathcal{W}(W) \) is uniquely determined by its non-zero entries \( (w'_1, \ldots, w'_{|E|}) \). For each \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \), \( k|_p = 0 \), the function \( F_k \) is continuously differentiable and (by the implicit function theorem) for each \( z \in \mathbb{Z} \) the set \( A_{k,z} \) defines an \( (|E| - 1) \)-dimensional submanifold if \( \nabla F_k(W') \neq 0 \) for every \( W' \in \mathcal{W}(W) \) with \( F_k(W') = z \).

In order to show \( \nabla F_k(W') \neq 0 \), consider the directional derivatives

\[
\partial_{W} c(W') = (d/ds) c(W' + sW) = u_0 M' W M' \delta(L)
\]

in direction of the matrix \( W \) with sparsity pattern dominated by \( W \), i.e. for all \( i, j \in [N] \) we have \( W_{ij} = 0 \) if \( W_{i,j} = 0 \) and we can consider \( W \) as an element of \( \mathbb{R}^E \). If we could show \( \{ \partial_{W} c(W') : W \in \mathbb{R}^E \} = \mathbb{R}^{[N]} \setminus \mathbb{P} \), then, for all \( k \in \mathbb{Z}^{[N]} \setminus \{0\} \), \( k|_p = 0 \), we would clearly have \( \nabla F_k(W') \neq 0 \). To verify the latter equality, we fix an arbitrary \( v \in \mathbb{R}^{[N]} \) with \( v|_p = 0 \) and construct a matrix \( W \) with sparsity pattern dominated by \( W \) such that \( u_0 M' W M' \delta(L) = v \), or equivalently \( W M' \delta(L) = u_0^{-1}(I - W') v =: y \), as follows: For every unit \( i \in [N] \setminus P \) pick exactly one \( j \in [N] \) with \( W_{ij} > 0 \)
and set $W_{i,j} = y_i/(M'\delta(L))_j$, all other entries $W_{i,[N]\{i\}}$ of the $i$-th row are chosen to be zero. In particular, for all $i \in [N] \setminus P$ and $j \in [N]$, we have $W_{i,j} = 0$ if $W_{i,j} = 0$. For the remaining rows indexed by $i \in P$ we set $W_{i,j} = (1 - W')_{i,j}v_j/(u_0M'\delta(L))_j$ for all $j \in [N]$. Since $v_j = 0$ for $j \in P$ we have $W_{i,j} = 0$ for all $j \in [N]$. This choice guarantees that $W$ has a sparsity pattern dominated by $W$ and establishes the desired equality since for $i \in [N] \setminus P$ we have

$$(W'M'\delta(L))_i = \sum_{j \in [N]} W_{i,j}(M'\delta(L))_j = y_i$$

and for $i \in P$

$$(W'M'\delta(L))_i = \sum_{j \in [N]} \frac{(1 - W')_{i,j}v_j}{u_0(M'\delta(L))_j}(M'\delta(L))_j = \sum_{j \in [N]} u_0^{-1}(1 - W')_{i,j}v_j = y_p.$$ 

To conclude, almost sure ergodicity follows by considering a countable cover

$$\lambda\{W' \in \mathcal{W}(W) \mid \exists k \in \mathbb{Z}^{|N|\setminus \{0\}}, \exists z \in \mathbb{Z} : k^Tc(W') = z\} \leq \sum_{k \in \mathbb{Z}^{|N|\setminus \{0\}}} \sum_{z \in \mathbb{Z}} \lambda(A_{k,z}) = 0.$$ 

\[\square\]

### 3. Special case: the homogeneous EHE model

In the following corollaries, we establish two simple conditions to check unique ergodicity for the homogeneous EHE model with constant coupling matrix.

**Corollary C.5.** The homogeneous EHE-Model (i.e. $w_{ij} = w \in \mathbb{R}_{\geq 0}$, $U_i = 1$ for all $i,j = 1, \ldots, N$) is uniquely ergodic relative to the Bernoulli measure $\mathbb{B}(p)$, if $p$ is a strictly positive probability vector and both $u_0, u_0/(1 - Nw) \notin \mathbb{Q}$.

**Proof.** We will use the characterization given in Eq. [45]. Suppose that for $k \in \mathbb{Z}^{|N|}$ we have that $u_0k^TMe_j \in \mathbb{Z}$ for all $j \in [N]$. In particular, we then have $u_0k^T(M(e_j - e_i) \in \mathbb{Z}$. For the homogeneous EHE-Model, the entries of $M$ are given by

$$M = (1 - W)^{-1} = 1 + \frac{1}{1 - Nw}W.$$ 

For all $i, j \in [N]$ we have

$$u_0k^TMe_j = u_0(k_j - k_i) \in \mathbb{Z}.$$
Since \( u_0 \notin \mathbb{Q} \), it follows that \( (k_j - k_i) = 0 \) for all \( i, j \in [N] \) and hence \( k = (\ell, \ldots, \ell)^T \) for some \( \ell \in \mathbb{Z} \). Consequently,

\[
u_0 k^T M e_1 = \frac{u_0 \ell}{1 - N w} \in \mathbb{Z},
\]

implying \( \ell = 0 \). This shows that condition (45) is fulfilled.

**Corollary C.6.** The homogeneous EHE-Model is not uniquely ergodic relatively to \( \mathbb{B}(p) \), if \( p_i = p_j = 0 \) for two distinct indices \( i, j \in [N] \).

**Proof.** Fix \( i, j \in [N] \) with \( i \neq j \), \( p_i = p_j = 0 \) and set \( k := e_i - e_j \). Then we have \( u_0 k^T M e_\ell = 0 \) for every \( \ell \in [N], p_\ell > 0 \). \( \square \)

**D. Expected firing rates and spike count covariances**

In this section we show that the equilibrium firing rates and spike count covariances are linear transformations of the rates and covariances of the external input process. Since the firing rate for unit \( i \) is directly antiproportional to \( U_i \), we suppress this dependency by \( w.l.o.g. \) analyzing the special case \( U = 1 \).

In order to clearly indicate its dependency on the weight matrix, we denote the spike count vector after \( s \) iterations of the EHE dynamics from Eq. (37) as \( \mathcal{N}_W^s \). The results in this section hold for all \( W \) and \( p \) for which the system \( T \) is ergodic and probabilities are evaluated with respect to the uniquely relative ergodic measure \( \mathbb{P} = \mathbb{B}_p \times \mathbb{P} \), with \( \mathbb{P} = \lambda_D \) implicitly depending on \( W \) through the structure of the inhabited region \( D \). The same applies to the matrix \( M = I - W \).

We denote the asymptotic mean firing rates and the \( N \times N \) spike count covariance matrix of the ergodic system with coupling matrix \( W \) by \( Y_W := \lim_{s \to \infty} \mathbb{E} \left( \mathcal{N}_W^s \right) / s \) and \( X_W := \lim_{s \to \infty} \mathbb{E} \left( \mathcal{N}_W^s \right) / s \).

With the choice \( W = 0 \), \( T \) is equivalent to the random walk induced by the external input. In the next two Theorems we calculate \( Y_0, X_0 \) and show that \( Y_W, X_0 \) for a general \( W \neq 0 \) are given by linear transformations of \( Y_0, X_0 \).

**Theorem D.1.** The equilibrium firing rate is a linear transformation of the firing rate of the uncoupled \( (W = 0) \) system.

\[
Y_0 = \lim_{s \to \infty} \frac{\mathbb{E} \left( \mathcal{N}_0^s \right)}{s} = u_0 p, \tag{46}
\]

\[
Y_W = \lim_{s \to \infty} \frac{\mathbb{E} \left( \mathcal{N}_W^s \right)}{s} = MY_0. \tag{47}
\]
The probability that unit $i$ fires given that an avalanche is started by unit $k$ is given by

$$P_k(i \in \mathcal{W}(a)) = \frac{M_{ik}}{M_{kk}}.$$  

(48)

Proof. From Corollary [A.3] we get

$$\mathcal{M}_W^s(k, u) = M \left( u_0 \sum_{t=1}^{s} e_{k,t} - \pi T^s(k, u) \right).$$

by solving Eq. (38) for $\mathcal{M}_W^s$. Let $H(s)(k, u) := [M(u + u_0 \sum_{t=1}^{s} e_{k,t})] - [Mu]$. By compactness of $D$, we have $|\mathcal{M}_W^s(k, u) - H(s)(k, u)| < c$ uniformly for all $k \in \Sigma_N, u \in D, s \in \mathbb{N}$. Thus

$$Y = \lim_{s \to \infty} \frac{E(\mathcal{M}_W^s)}{s} = \lim_{s \to \infty} \frac{E(H(s))}{s}$$

$$= \lim_{s \to \infty} \frac{E([u_0 M \sum_{t=1}^{s} e_{k,t}])}{s} = u_0 M p.$$

Since $M$ is the identity matrix for $W = 0$ (and $U = 1$), this asserts $Y_0 = u_0 p, Y_W = MY_0$. In addition, $N_W(s)$ and $H(s)$ are Birkhoff sums of $f(k, u) = \delta(\mathcal{W}(a(k, u)))$ and $g(k, u) = [M(u + e_{k_1})] - [Mu]$, respectively. By Hopf’s ratio ergodic theorem [78, Thm. 2.4.24] we have $E(f) = E(g)$. The identity $g(u, k)_i = 1$ is equivalent to completing a revolution around direction $i$ of the $N$-Torus $(M(u) \mod 1)_i + (u_0 Me_{k_1})_i \geq 1$. From $M(u) \sim \lambda_{0,1}N$ the probability of $g(u, k)_i = 1$ given $g(u, k)_{k_1} = 1$ is $\frac{M_{ik}}{M_{kk}}$. Since $i \in \mathcal{W}(a(k, u)) \iff \delta(\mathcal{W}(a(k, u)))_i = 1$ and $a(k, u)_1 = \{k\} \iff (k_1 = k \land \delta(\mathcal{W}(a(k, u)))_{k_1} = 1$, we have

$$E(1_{\{i \in \mathcal{W}(a)\} | a_1 = \{k\}}) = \frac{M_{ik}}{M_{kk}} = P_k(i \in \mathcal{W}(a))$$

\[\square\]

Theorem D.2. The asymptotic $N \times N$ spike count covariance matrices are given by

$$X_0 = \lim_{s \to \infty} \frac{\text{cov}(\mathcal{M}_0^s)}{s} = u_0^2(\text{diag}(p) - pp^T)$$

(49)

$$X_W = \lim_{s \to \infty} \frac{\text{cov}(\mathcal{M}_W^s)}{s} = M^T X_0 M.$$  

(50)
Proof. Rearranging Eq. (38) for $\mathcal{M}_W^s$, we have

$$\text{Var}(\mathcal{M}_W^s) = \text{Var} \left( u_0 M \sum_{t=1}^{s} e_{k_t} + z_s \right),$$

where $z_s(k,u) := M(u - \pi_2 T^s(k,u))$. For all $k \in \Sigma_N, u \in D$, $z_s(k,u) < c \in \mathbb{R}$ with $c$ independent of $s$ since $\pi_2 T^s(k,u) \in D \subseteq [0,U_i)_{i \in \mathbb{N}}$. We have

$$\text{Var}(\mathcal{M}_W^s) = \text{Var} \left( u_0 M \sum_{t=1}^{s} e_{k_t} + z_s \right) = u_0^2 M^T \text{Var} \left( \sum_{t=1}^{s} e_{k_t} \right) M + \text{Var}(z_s) + 2 u_0 \text{Cov} \left( M \sum_{t=1}^{s} e_{k_t}, z_s \right)$$

(51)

The term $\sum_{t=1}^{s} e_{k_t}$ is multinomially distributed with success probabilities $p$ and $s$ trials and thus

$$\text{Var} \left( \sum_{t=1}^{s} e_{k_t} \right) = s \left( \text{diag}(p) - pp^T \right).$$

From the boundedness of $z_s$, we have $\text{Var}(z_s) < c_1 \in \mathbb{R}$ independent of $s$, and with the Cauchy-Schwartz inequality we get

$$\text{Cov} \left( M \sum_{t=1}^{s} e_{k_t}, z_s \right) < \sqrt{M^T \text{Var} \left( \sum_{t=1}^{s} e_{k_t} \right) M} = \sqrt{s c_1} \sqrt{M^T (\text{diag}(p) - pp^T) M}.$$

Hence the two last terms in Eq. (51) vanish in the limit $s \to \infty$ and we get

$$\lim_{s \to \infty} \frac{\text{Var}(\mathcal{M}_W^s)}{s} = u_0^2 M^T \left( \text{diag}(p) - pp^T \right) M.$$

E. Geometrical structure and self-similarity of the inhabited region

1. Geometrical description and self-similarity of the noninhabited region

In this section we show that the invariant space $D$ (or more directly its complement) has a self-similar structure which will be used to simplify expressions for avalanche distributions considerably.
We first introduce regions $\Lambda_I$ and show that they have self-similar properties. We will call these regions 'non-inhabited' and justify this term by showing that $\Lambda_{[N]} = C \setminus D$.

**Definition E.1.** Let $\emptyset \neq H \subseteq [N]$ be an index set. Define the non-inhabited region $\Lambda_H$ along dimensions $H$ by

\[
\Gamma_I = \left[ 0, \sum_{j \in I} w_{ij} \right]_{i \in I} \quad (53)
\]

\[
\Lambda_H = \bigcup_{\emptyset \neq I \subseteq H} \Gamma_I. \quad (54)
\]

We proceed to show self-similar properties of $\Lambda$ and relate it to the inhabited region $D$ according to the following steps:

1. Perform a suitable decomposition of the state space $[0, U_i)_{i \in [N]}$ by disjoint hyperrectangles in (55).
2. Write $\Lambda$ as a disjoint union of these lower-dimensional non-inhabited regions in Lemma E.3.
3. Use this result to show that $\Lambda$ is the complement of the inhabited region $D$ in Theorem E.5.

Figure 3 illustrates the geometrical structure of the noninhabited region and its self-similarity for dimensions 1 up to 3.

The following Lemma will be used throughout this section and states that the noninhabited region along dimensions $H_2$ is equal to the lower-dimensional $\Lambda_{H_1 \setminus H_2}$ when intersected with a hyperrectangle which has lower boundaries along dimensions $H_2$ which lie above the corresponding row sums in $W$.

**Lemma E.2.** For $H_1, H_2 \subseteq [N]$ and $a_i, b_i \geq \sum_{j \in H_1} w_{ij}$ for all $i \in H_1 \cap H_2$ we have

\[
\Lambda_{H_1} \cap [a_i, b_i)_{H_2} = \Lambda_{H_1 \setminus H_2} \cap [a_i, b_i)_{H_2}.
\]

**Proof.** Note that by definition $\Lambda_H = \bigcup_{\emptyset \neq I \subseteq H} \Gamma_I$. The result follows if $[a_i, b_j)_{H_2} \cap \Gamma_J = \emptyset$ for all $\emptyset \neq J \subseteq H_1$ such that $J \cap H_2 \neq \emptyset$. We have

\[
[a_i, b_j)_{H_2} \cap \Gamma_J = [a_i, b_j)_{H_2} \cap \left[ 0, \sum_{j \in J} w_{ij} \right]_{i \in J} = \emptyset,
\]
since the intersection along the dimensions \( J \cap H_2 \) is empty due to \( \sum_{j \in J} w_{ij} \leq \sum_{j \in H_1} w_{ij} < a_i \) for \( i \in J \cap H_2 \).

We introduce the following decomposition of the phase space along dimensions \( H \subseteq [N] \) into disjoint hyperrectangles:

\[
[0, U_i]_{i \in H} = \bigcup_{I \subseteq H} \left( \left[ 0, \sum_{j \in H} w_{ij} \right] \cap \left[ \sum_{l \in H} \sum_{k \in H \setminus I} w_{kl}, U_k \right] \right)
\]  
\( (55) \)

Figure 3 panel (d) shows this decomposition for the three-dimensional case \( H = [N] = [3] \). Note that the intersection of the blue region with the noninhabited region is empty. Similarly the enclosed noninhabited region is just a single \( \Gamma_I \) for \( k \in [3] \) in each blue region and the union of \( \Gamma_I \) generating two-dimensional noninhabited regions are enclosed in the red regions. The next Lemma formalizes this self-similar structure of \( \Lambda_H \) for arbitrary subsets \( H \subseteq [N] \).

**Lemma E.3.** For \( \emptyset \neq H \subseteq [N] \) and \( U'_H = (U'_i)_{i \in H}, \sum_{j \in H} w_{ij} < U'_i \leq U_i \) for all \( i \in H \) we have

\[
\Lambda_H \cap [0, U'_i]_{i \in H} = \bigcup_{\emptyset \neq I \subseteq H} \left( \left[ 0, \sum_{j \in H} w_{ij} \right] \cap \left[ \sum_{l \in H} \sum_{k \in H \setminus I} w_{kl}, U'_{k} \right] \right) \cap \Lambda_H \]  
\( (56) \)

**Proof.** With \( (W(H))_H < U'_H \leq U_H \) and the decomposition from Eq. (55) we have

\[
\Lambda_H \cap [0, U'_i]_{i \in H} = \bigcup_{\emptyset \neq I \subseteq H} \left( \left[ 0, \sum_{j \in H} w_{ij} \right] \cap \left[ \sum_{l \in H} \sum_{k \in H \setminus I} w_{kl}, U'_{k} \right] \right) \cap \Lambda_H
\]

Using Lemma E.2 we have \( \left[ \sum_{l \in H} w_{kl}, U'_k \right]_{k \in H \setminus I} \cap \Lambda_H = \left[ \sum_{l \in H} w_{kl}, U'_k \right]_{k \in H \setminus I} \cap \Lambda_I \) and arrive at

\[
\Lambda_H \cap [0, U'_i]_{i \in H} = \bigcup_{\emptyset \neq I \subseteq H} \left( \left[ 0, \sum_{j \in H} w_{ij} \right] \cap \left[ \sum_{l \in H} \sum_{k \in H \setminus I} w_{kl}, U'_{k} \right] \right) \cap \Lambda_H
\]

**Lemma E.3** provides the direct generalization of the corresponding result for homogeneous systems [28, Equation B5] to non-negative weight matrices. This self-similar property of \( \Lambda \) will be used to show that it is the complement of the inhabited region \( D \). In the following Lemma, we give an alternative characterization of \( D \), which is more convenient to establish the relation to \( \Lambda \). The intuition behind this characterization is illustrated in Fig. 3.
Lemma E.4. An equivalent characterization of the inhabited region is given by

\[ D = \{ u \in C \mid u + M^{-1}n \notin C, n \in \{0, 1\}^N \backslash \{0\} \}. \]

Proof. Denote the set on the right hand side by \( A \). Every \( u \in C \) can be written uniquely as \( u = W_1 + M^{-1}c \) since \( M^{-1} = \text{diag}(U) - W \) is bijective. Note that \( U = W_1 + M^{-1}1 \), and if \( c_i \geq 1 \) for some \( i \in [N] \) it follows that \( W_1 + M^{-1}c / \notin C \).

First we show that \( D \subseteq A \). Let \( u = \theta(z) \) be the image of \( z \in T^{[N]} \) in \( D \). Thus we have \( u = \mathcal{F}(W_1 + M^{-1}z) = W_1 + M^{-1}(z - n) \) for some \( n \in \{0, 1\}^N \). Now suppose that there exists an \( n' \in \{0, 1\}^N \) such that \( u + M^{-1}n' \in C \). We will show that this implies \( n' = 0 \). First, \( n' \leq n \) componentwise since \( u + M^{-1}n' = W_1 + M^{-1}(z - n + n') \) and \( (z - n + n')_j \geq 1 \) if \( n'_j > n_j \). However, using Lemma [A.2] \( n' \leq n \) implies \( n' = 0 \).

To show that \( A \subseteq D \) let \( x \in A \) be arbitrary. From the condition on \( A \) there is a unique way to write \( x \) as \( x = W_1 + M^{-1}(n(x) + z(x)) \) for some \( n(x) \in \{0, 1\}^N \) and \( z(x) \in [0, 1)^N \) and for \( x_1, x_2 \in A, x_1 \neq x_2 \) we have \( z(x_1) \neq z(x_2) \). Since \( \mathcal{F} \) only subtracts integer combinations of \( M^{-1} \) columns this implies that \( x = \theta(z(x)) \) and thus \( x \in D \).

\[ \Box \]

Theorem E.5. The inhabited region \( D \) is the complement of \( \Lambda_{[N]} \) in \( C = [0, U_i]_{i \in [N]} \)

\[ D = C \setminus \Lambda_{[N]} \] \hspace{1cm} (57)

Proof. Using Lemma [E.4] the complement of \( D \) in \( C \) is given by

\[ B := C \setminus D = \{ u \in C \mid u + M^{-1}n \in C \text{ for some } 0 \neq n \in \{0, 1\}^N \}. \]

We proceed to show that \( \Lambda_{[N]} = B \).

We start by showing \( B \subseteq \Lambda_{[N]} \). Let \( x \in B \) and \( n \in \{0, 1\}^N \) such that \( \tilde{x} = x + M^{-1}n \in C \). Now considering the coordinates \( i \in I = \{i \in [N] \mid n_i = 1\} \), we find

\[ x_i < U_i - (M^{-1}n_I)_i \leq \sum_{k \in I} w_{ik}, \]

thus we have \( x \in \Gamma_I \subseteq \Lambda_{[N]} \).
To show $\Lambda_{[N]} \subseteq B$ let $x \in \Lambda_{[N]}$ be arbitrary. Using the decomposition into disjoint sets in Lemma E.3 there exists exactly one set $\emptyset \neq I \subseteq [N]$ such that $x_i < \sum_{j \in I} w_{ij}$ for all $i \in I$ and $x_k \geq \sum_{l \in [N]} w_{kl}$ for $k \in [N] \setminus I$.

Set $n_I = \delta(I)$ and consider $\tilde{x} = x + M^{-1}n_I = x + \text{diag}(U)n_I - Wn_I$. From the choice of $I$ we have $\tilde{x}_k = x_k - \sum_{i \in I} w_{ki} \in [0, U_k)$ for all $k \in [N] \setminus I$. For the coordinates $i \in I$, the choice of $I$ assures that $\tilde{x}_i = x_i + U_i - \sum_{j \in I} w_{ij} \in [0, U_i)$. Taken together, we have $\tilde{x} \in C$, thus $x \in B$ which completes the proof.

\begin{corollary}[Volume of inhabited region with upper boundaries $U'$]
Let $0 < U'_i \leq U_i$ such that $\sum_{j \in I} w_{ij} < U'_i$ for $i = 1, \ldots, N$ and let $\pi_I$ be the projection from $\mathbb{R}^{[N]}$ to $\mathbb{R}^I$ and $\lambda_I$ be the Lebesgue measure on $\mathbb{R}^I$. Then,

$$\mathcal{V}_I(U') := \lambda_I (\pi_I ([0, U'_i)_{i \in I} \setminus \Lambda_I)) = |\text{diag}(U'_I) - W_I|$$

\end{corollary}

\begin{proof}
Consider the lower-dimensional subsystem of $T$ defined on the units in $I$, with coupling matrix $W_I$ given by rows and columns in $I$ from $W$, and with firing thresholds given by $U_I$. From $\sum_{j \in I} w_{ij} < U'_i$, this system fulfills condition (5) for some $u_0$. With Theorem E.5, the inhabited region $D_I$ of this subsystem is given by $D_I = \pi_I ([0, U'_i)_{i \in I} \setminus \Lambda_I)$. With Theorem B.2, the inhabited region is the image $\theta (\mathbb{T}^{[N]})$. Since $\mathcal{F}$ only consists of translations it is volume-preserving and we have

$$\lambda_I(D_I) = \lambda_I (\theta (\mathbb{T}^I)) = \lambda_I ((\text{diag} (U'_I) - W_I) \mathbb{T}^I) = |\text{diag}(U'_I) - W_I|$$

\end{proof}

2. Phase-space regions leading to avalanches

In the previous subsections, we have shown unique ergodicity relative to $\mathbb{B}_\rho$ of the normalised Lebesgue measure on the inhabited region $D = C \setminus \Lambda_{[N]}$ and established an understanding of the self-similar geometry of $\Lambda_{[N]}$ as well as their corresponding Lebesgue volumina. These insights allow us now to derive probabilities for specific avalanches by identifying the pre-images of the avalanche function $a(k, u)$, and by calculating their phase space volumes with respect to the ergodic measure $\mathbb{P}$.
Definition E.7. We call a vector \( a = (a_1, \ldots, a_d) \) of non-empty pairwise disjoint subsets \( a_i \subset [N], \ 1 \leq i \leq d \) with \( a_1 = \{ k \} \) an avalanche with duration \( d(\leq N) \) starting in \( k \). The coordinate \( a_j \) will be called generation \( j \) of the avalanche \( a \). The set of all avalanches starting in \( k \in N \) is denoted by \( \mathcal{A}_k \) and we define the set of all avalanches (including the empty avalanche \( () \) by \( \mathcal{A} := \bigcup_{k \in [N]} \mathcal{A}_k \cup \{ () \} \). Since the first generation of an avalanche always contains exactly one element, we use for a particular avalanche \( a \in \mathcal{A}_k \) the notation \( a_1 \) both to denote the singleton set and its only member.

We define the phase space region leading to the avalanche \( a \in \mathcal{A} \) by

\[
R(a) := \{ u \in D \mid a(u, a_1) = a \} \tag{59}
\]

We introduce the shorthand

\[
r^I := W \delta(I) \tag{60}
\]

for the total recurrent activation distributed in an avalanche with assembly \( I \).

Proposition E.8. For \( a \in \mathcal{A}_k \), let \( I_j = \mathcal{U}_j(a) \) for \( j = 1, \ldots, D(a) \) and \( I = \mathcal{U}(a) \). We have

\[
R(a) = [U_{a_1} - u_0, U_{a_1})_1 \cap R_{\mathcal{U}}(a) \cap R_{\mathcal{U}^c}(I) \tag{61}
\]

with

\[
R_{\mathcal{U}}(a) := \bigcap_{j=2}^{D(a)} \left[ U_i - r_i^{I_{j-1}}, U_i - r_i^{I_j} \right]_{i \in a_j}
\]

\[
R_{\mathcal{U}^c}(I) := [0, U_i - r_i^I]_{i \in [N] \setminus I} \setminus \Lambda_{[N] \setminus I}.
\]

Proof. Since \( a_1 = \{ k \} \), it follows that

\[
A(u + u_0 e_k)_k = 1 \iff u_k + u_0 \geq U_k \iff u_k \in [U_k - u_0, U_k).
\]

Using Lemma A.1, the condition that unit \( i \) spikes only in step \( j \) in the avalanche, \( i \in a_j \) reduces to \( A(F^{-1}(u + u_0 e_k)))_i = 1 \), and we have

\[
(F^{-1}(u + u_0 e_k))_i \geq U_i > (F^{-2}(u + u_0 e_k))_i.
\]
This is fulfilled if and only if \( U_i - r_i^j \leq u_i < U_i - r_i^{j-1} \). Similarly, unit \( u_i \) does not fire in the avalanche if and only if \( A(F_i^{-1}(u + u_0e_k))_l = 0 \) for all \( i = 1, \ldots, D(a) \), so \( u_i \in [0, U_i - r_i^j) \). Using Lemma E.2 we have

\[
R(a) = [U_k - u_0, U_k]_k \cap R_{\mathcal{P}}(a) \cap [0, U_i - r_i^j)_i \in [N] \cap \Lambda_{[N]}
          = [U_k - u_0, U_k]_k \cap R_{\mathcal{P}}(a) \cap [0, U_i - r_i^j)_i \in [N] \cap \Lambda_{[N]}
\]

since \( U_i - r_i^j \geq \sum_{l \in [N] \setminus I} w_{il} \) for \( i \in [N] \setminus I \).

F. Avalanche distributions

To arrive at probabilities \( \mathbb{P}(a = a) \), the volumes of the preimage \( R(a) \) has to be normalized by the volume of the region where external input does not result in an avalanche, i.e. the preimages for which \( a(u, a_1) = () \). The following Lemma specifies these regions and the probability of an empty avalanche given external input to unit \( k \in [N] \).

Lemma F.1 (Empty avalanches). The phase space region on which external input to unit \( k \) leads to the empty avalanche is given by

\[
\{ u \in D \mid a(u, k) = () \} = [0, U_j - u_0\delta_{k,j})_{j \in [N] \setminus \Lambda_{[N]\setminus\{k\}}} \text{ ,} \quad (62)
\]

and for the probability of the empty avalanche given external input to unit \( k \) we have

\[
\mathbb{P}(a(u, k_1) = () \mid k_1 = k) = \frac{\mathcal{V}_{[N]}(U - u_0e_k)}{\mathcal{V}_{[N]}(U)} = 1 - \frac{u_0 \mathcal{V}_{[N]\setminus\{k\}}(U)}{\mathcal{V}_{[N]}(U)} \text{ .} \quad (63)
\]

Proof. The empty avalanche results upon external input to unit \( k \) if and only if \( u_k < U_k - u_0 \). Since \( U_k - u_0 > \sum_{l \in [N] \setminus \{k\}} w_{kl} \) we can apply Lemma E.2 to get (62). Eq. (63) follows from Eq. (62) with Eq. (58).

Proposition F.2 (Relation between \( \mathbb{P}(a) \) and \( \mathbb{P}_k(a) \)). For \( a \in A_k, k \in L \) we have

\[
\mathbb{P}_k(a = a) = \frac{\mathbb{P}(a = a \mid k_1 = k) \mathcal{V}_{[N]}(U)}{u_0 \mathcal{V}_{[N]\setminus\{k\}}(U)} = \frac{\mathbb{P}(a = a) \mathcal{V}_{[N]}(U)}{p_k u_0 \mathcal{V}_{[N]\setminus\{k\}}(U)} \text{ .}
\]
Proof. The condition that $a(u, k_1) = a$ is equivalent to $u \in R(a)$ and $k_1 = k$. By definition $P_k(a = a) = P(a = a | a_1 = \{k\})$ and the condition $a_1 = \{k\}$ is equivalent to $a \neq () , k_1 = k$. Thus, we have $P_k(a = a) = \frac{P(a = a | k_1 = k)}{P(a \neq () | k_1 = k)}$ and using Lemma F.1 this results in the first equality

$$P_k(a = a) = \frac{P(a = a | k_1 = k)\mathcal{V}_{[N] \{k\}}(U)}{u_0 \mathcal{V}_{[N] \{k\}}(U)} .$$

The second equality follows from $P(k_1 = k) = p_k$.

Proposition F.2 allows to transform between $P(a = a)$ and $P_k(a = a)$. In the following we will calculate the latter probabilities. Note that they depend neither on $u_0$ nor $p_k$ but only on the coupling matrix $W$.

**Theorem F.3** (Avalanche distributions). The probability distribution for a nonempty avalanche $a \in \mathcal{A}, k \in L, \mathcal{U}(a) = I$ is given by

$$P_k(a = a) = \frac{\mathcal{V}_{[N] \mathcal{U}(a)}(U - r^I)}{\mathcal{V}_{[N] \{k\}}(U)} \prod_{j=2}^D \sum_{i \in a_j, l \in a_j - 1} w_{il}$$

Proof. Using Proposition E.8, the $N$-dimensional Lebesgue volume of $R(a)$ is given by

$$\lambda(R(a)) = \lambda([U_{a_1} - u_0, U_{a_1}], \mathcal{U}(a)) \lambda(R_{\mathcal{U}^c}(I))
= u_0 \mathcal{V}_{[N] \mathcal{U}(a)}(U - r^I) \prod_{j=2}^D \sum_{i \in a_j, l \in a_j - 1} w_{il} ,$$

where Corollary E.6 was used to compute the volume of $R_{\mathcal{U}^c}(I)$.

This leads to $P(a = a | k_1 = k) = \lambda(R(a))/\mathcal{V}_{[N]}(U)$ and with Proposition F.2 to

$$P_k(a = a) = \frac{\mathcal{V}_{[N] \mathcal{U}(a)}(U - r^I)}{\mathcal{V}_{[N] \{k\}}(U)} \prod_{j=2}^D \sum_{i \in a_j, l \in a_j - 1} w_{il}$$

Avalanches $a$ with the same set of participating units $\mathcal{U}(a)$ thus have the same volume along the $[N] \setminus \mathcal{U}(a)$ dimensions. We will derive a closed form expression for the phase space volume of the union of all such avalanches.
Theorem F.4. The $I \setminus \{k\}$ components of the images of all avalanche regions $R(a)$ with avalanche units $U(a) = I$ and started by unit $k$ fill up the inhabited region along dimensions $I \setminus \{k\}$ up to the upper boundaries $r(I) + u_0 \delta(\{k\})$:

$$\bigcup_{a \in A, U(a) = I} T_k(R(a)) = A$$

with:

$$A := [r_k^I, r_k^I + u_0] \cap \left(\left([0, r_i^I]_{i \in I \setminus \{k\}} \setminus \Lambda_{I \setminus \{k\}}\right) \cap \{u \mid (u - r_i^I)_{[N] \setminus I} \in \pi_{[N] \setminus I}(R_{U^c(I)})\}\right),$$

and the distribution of avalanche assemblies started by unit $k$ is given by

$$P_k(U(a) = I) = \frac{\mathcal{Y}_{I \setminus \{k\}}(r_i^I) \mathcal{Y}_{[N] \setminus I}(U - r_i^I)}{\mathcal{Y}_{[N] \setminus I}(U)}. \quad (65)$$

Proof. By injectivity of $T_k$, $T_k(R(a))$ are disjoint for all $a \in A$. First, we show that

$$\bigcup_{a \in A, U(a) = I} T_k(R(a)) \subseteq A.$$

By Eq. (36), $T_k$ induces a shift by $u_0 e_k - M^{-1} \delta(I) = u_0 e_k - \text{diag}(U) \delta(U(a)) + r_i^I$ on all states $u$ in $R(a)$ with $a \in A$. Since $\pi_{\{k\}} R(a) = [U_k - u_0, U_k]$ for all $a \in A$ we have

$$\pi_{\{k\}} T_k(R(a)) = [r_k^I, r_k^I + u_0].$$

The states of all the remaining units which do not participate in the avalanche are just shifted by $r_i^I$, so that for all $\pi_{[N] \setminus I} T(R(a)) = \pi_{[N] \setminus I}(R_{U^c(I)} + r_i^I)$. Finally, the states of all $i \in I \setminus \{k\}$ must be sufficiently close to the threshold such that the recurrent input makes the units fire, $U_i - r_i^I \leq u_i < U_i$, and thus

$$\pi_{I \setminus \{k\}} T_k(R(a)) \in \pi_{I \setminus \{k\}}([0, r_i^I]_{i \in I \setminus \{k\}} \setminus \Lambda_{I \setminus \{k\}}).$$

which completes the proof of $\bigcup_{a \in A, U(a) = I} T_k(R(a)) \subseteq A$.

We continue to show that

$$A \subseteq \bigcup_{a \in A, U(a) = I} T_k(R(a)).$$

Since $A \subset D$ but $u - e_k u_0 \in \Gamma_I \subseteq \Lambda_I$ for $u \in A$ we have $k \in \tilde{I} := U(a(\tilde{u}, k))$, where $\tilde{u} = T_k^{-1}(u)$.

We will show $\tilde{I} = I$ by contradiction.
Suppose that \( \tilde{I} \neq I \), then either \( I \setminus \tilde{I} \) or \( \tilde{I} \setminus I \) has to be nonempty. We proceed by a case distinction:

Let \( j \in I \setminus \tilde{I} \neq \emptyset \) be arbitrary. We have

\[
u_j = \tilde{u}_j + r^\tilde{I}_j < r^I_j \implies \tilde{u}_j < r^\tilde{I} \setminus \tilde{I},
\]

thus \( \tilde{u} \in \Gamma_{\tilde{I}_I} \) and hence \( \tilde{u} \notin D \). This is a contradiction.

Now let \( m \in \tilde{I} \setminus I \neq \emptyset \) be arbitrary. We have

\[
u_m = \tilde{u}_m - U_m + r^\tilde{I} < r^\tilde{I} \setminus I,
\]

which implies that \( (u-r^I)_{\tilde{I} \setminus I} \in \pi_{\tilde{I} \setminus I} \Gamma_{\tilde{I} \setminus I} \) and contradicts \( (u-r^I)_{[N] \setminus I} \in \pi_{[N] \setminus I} R_{\mathcal{L}}(I) \). This completes the proof of

\[
A = \biguplus_{a \in \mathcal{A}_k \setminus \mathcal{L}(a) = I} T_k(R(a)).
\]

With Corollary \[E.6\] we have

\[
\mathbb{P}(\mathcal{W}(a) = I, k_1 = k) = \lambda(A) / \mathcal{Y}_{[N]}(U) = \frac{u_0 \mathcal{Y}_{[N] \setminus I}((U - r^I))}{\mathcal{Y}_{[N]}(U)}
\]

Eq. \[65\] follows with Proposition \[F.2\]

\[\square\]

**G. Relation to graph topology**

1. **Graph properties determine phase space volumes and avalanche probabilities**

In addition to the geometrical proof of Eq. \[65\], we give a combinatorial proof invoking Kirchhoff’s theorem which generalizes the corresponding proof for the homogeneous EHE model \[42\].

**Combinatorial proof of Eq. \[65\]:** From Theorem \[F.3\] we have

\[
\mathbb{P}_k(\mathcal{W}(a) = I) = \sum_{a \in \mathcal{A}_k \setminus \mathcal{L}(a) = I} \mathbb{P}_k(a = a) \tag{66}
\]

\[
= \frac{\mathcal{Y}_{[N] \setminus I}((U - r^I))}{\mathcal{Y}_{[N] \setminus I}(U)} \sum_{a \in \mathcal{A}_k \setminus \mathcal{L}(a) = I} \prod_{j = 2}^{\mathcal{D}(a)} \prod_{i \in a_j, \sum_{k = 1}^{j-1} w_{il}} . \tag{67}
\]
In order to show Eq. (65), we need to show
\[
\sum_{a \in A_k, \mathcal{U}(a)=1} \prod_{j=2}^{D(a)} \prod_{i \in a_j} \sum_{l \in a_{j-1}} w_{il} = \mathcal{U}_I \{ k \} \left( r^I \right).
\]

The right hand side is the \((k, k)\) cofactor of the \(W_I\) graph Laplacian. By Kirchhoff’s Theorem [50], this determinant equals the number of spanning trees rooted at \(k\), weighted by the product of weights along their arcs. There is a natural correspondence between an avalanche \(a = (a_i)_{i=1,...,D(a)}, a_1 = \{k\}, \bigcup_{i=1}^{D(a)} a_i = I\) and spanning trees of the vertices \(I\) rooted at \(k\). For \(j \in I\), \(j \in a_s\) corresponds to vertex \(j\) being separated from the root \(k\) by \(s\) steps. In this way, \(a \in A_k, \mathcal{U}(a) = I\) partition the spanning trees by their level-structure, i.e. which sets of units are separated from the root by the same number of steps. Let \(\mathcal{T}(I, k)\) denote the set of weighted spanning trees in \(I\) rooted at \(k\). What remains to be shown is that
\[
\prod_{j=2}^{D(a)} \prod_{i \in a_j} \sum_{l \in a_{j-1}} w_{il} = \sum_{t \in \mathcal{T}(I, k)} \prod_{(i,j) \in t} w_{ij}.
\]

By expanding the products on the left hand side iteratively, we enumerate all ways to connect elements in level/generation \(j - 1\) with elements in level/generation \(j\) weighted by the corresponding edge weight. Thus, we have
\[
\sum_{a \in A_k, \mathcal{U}(a)=1} \prod_{j=2}^{D(a)} \prod_{i \in a_j} \sum_{l \in a_{j-1}} w_{il} = \sum_{t \in \mathcal{T}(I, k)} \prod_{(i,j) \in t} w_{ij} = \left| \text{diag} \left( \sum_{j \in I} w_{ij} \right) - W_{I \setminus \{k\}} \right|.
\]

Next we expand on the implications of the equations Eq. (64), Eq. (65), and Eq. (58).

**Corollary G.1** (Phase space volume in dependence of loops). Let \(U_i = 1\) for all \(i\). The volume of the inhabited region depends on the set of all linear directed subgraphs \(\mathcal{L}\) of \(W\) weighted by the product of their arc weights. Every component of a linear directed subgraph is a directed cycle. Let \(\mathcal{L}(W)\) be the set of all linear directed subgraphs \(\mathcal{L}\) of \(W\) with \(i\) nodes and \(\#(\mathcal{L})\) be its number of
The product of all arc weights in $\mathcal{L}$ is denoted by $\prod(\mathcal{L})$.

$$\lambda(D) = \mathcal{Y}_N(1) = |1 - W| = 1 + \sum_{i=1}^{N} \sum_{L \in \mathcal{L}(W)} (-1)^{\#(L)} \prod(L)$$  

(68)

Proof. Eq. (68) follows from the combinatorial interpretation of the characteristic polynomial of a weighted digraph $W$ [48][Section 1.4]

$$|\lambda I - W| = \lambda^N + a_1\lambda^{N-1} + \ldots + a_N,$$

(69)

with $a_i = \sum_{L \in \mathcal{L}_i} (-1)^{\#(L)} \prod(L)$.  

Proposition G.2 (Impact of self-loops on the inhabited phase-space volume). Let $W'$ be the coupling matrix equivalent to $W$ without self-loops, $W' = W - \text{diag}(W)$.

$$\mathcal{Y}_W(U, I) = \mathcal{Y}_{W'}(U - \text{diag}(W), I),$$  

(70)

and

$$[0, U_i)_{i \in [N]} \setminus \Lambda^W_{[N]} = \{u + \text{diag}(W) \mid u \in [0, U_i - w_{ii})_{i \in [N]} \setminus \Lambda^{W'}_{[N]}\}$$  

(71)

Proof. The first equation follows immediately from corollary E.6 by

$$\mathcal{Y}_W(U, I) = |\text{diag}(U)_I - W_I| = |\text{diag}(U) - \text{diag}(W)_I - W'_I| = \mathcal{Y}_{W'}(U - \text{diag}(W), I).$$

The second identity follows from the effect of adding diagonal entries to each $\Gamma_I$,

$$\Gamma_I^{W' + \text{diag}(W)} = \left[0, w_{ii} + \sum_{j \in I, j \neq i} w_{ij}\right]_{i \in I}.$$

2. Stochastic dependencies between units

In addition to firing-rate correlations, we can use the geometric structure of the inhabited volume to analyze stochastic dependencies between the states of units in relation to the network topology.
We denote the set of units forming the strongly connected components of the graph with adjacency matrix $W$ by $\text{scc}(W)$.

**Theorem G.3.** For every $H \subseteq [N]$, the inhabited region decomposes into a direct product of inhabited regions along the strongly connected components of the subgraph $H$ with adjacency matrix $W_H$.

$$[0, U_h)_{h \in H} \setminus \Lambda_H = \bigcap_{J \in \text{scc}(W_H)} [0, U_j)_{j \in J} \setminus \Lambda_J.$$  

**Proof.** We denote the right hand side by $A$. $[0, U_h)_{h \in H} \setminus \Lambda_H \subseteq A$ is trivial since

$$\bigcup_{I \in \text{scc}(W_H)} \Lambda_I \subseteq \bigcup_{J \subseteq H} \Gamma_H = \Lambda_H.$$  

To show $A \subseteq [0, U_h)_{h \in H} \setminus \Lambda_H$, it now suffices to show $\mathcal{V}(A) = \mathcal{V}([0, U_h)_{h \in H} \setminus \Lambda_H)$, since the complement of $A$ in $C$ is a union of cylinder sets. We have

$$\mathcal{V}(A) = \prod_{J \in \text{scc}(W_H)} |\text{diag}(U_J) - W_J| = |\text{diag}(U_H) - W_H| = \mathcal{V}([0, U_h)_{h \in H} \setminus \Lambda_H),$$

where the second equality holds since $\text{diag}(U_H) - W_H$ can be reordered to form an upper triangular block matrix with respect to the strongly connected components.

The direct product structure implies stochastic independence between units in different strongly connected components:

**Corollary G.4.** For two index sets $I, J \subseteq [N]$ which do not share a common strongly connected component in the graph with adjacency matrix $W$, the components $u_I = \pi_I u$ and $u_J = \pi_J u$ are stochastically independent with respect to the measure $P$.

**Proof.** We have to show that the multivariate random variables $u_I$ and $u_J$ are independent. The cumulative distribution functions of $u_I$ and $u_J$ are obtained by marginalizations of $P$. Since $P$ is the normalised Lebesgue measure supported on $D$, independence follows if $D$ factorizes into a product of subspaces and no two units $i \in I, j \in J$ share a common subspace. This is ensured by Theorem G.3 if $I$ and $J$ do not share a common strongly connected component in the graph with adjacency matrix $W$.  
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3. Avalanche branching process

In this section, we study how the transition probabilities from step \( i \) to step \( i+1 \) during an avalanche are influenced by network topology.

**Theorem G.5.** Let \( a \in A \) with \( P(a = a) > 0 \) and let \( I_j = \mathcal{V}_j(a) \) for \( j = 1, \ldots, D(a) \) and \( I = \mathcal{V}(a) \). The probability of the generation \( a_j \) of an avalanche for \( 2 \leq j \leq D(a) \) given the previous steps of the avalanche is

\[
\mathbb{P}(a_j = a_j \mid a_1 = a_1, \ldots, a_{j-1} = a_{j-1}) = \prod_{k \in a_j} \left( \sum_{\ell \in a_{j-1}} w_{k\ell} \right) \times \frac{\mathcal{V}_{[N \setminus I_j]}(U - r^{I_j-1})}{\mathcal{V}_{[N \setminus I_j-1]}(U - r^{I_j-2})} \quad (72)
\]

**Proof.** The region of states consistent with \( a_1 = a_1, \ldots, a_{j-1} = a_{j-1} \) is like in Proposition E.8 given by a hyperrectangle along dimensions \( I_{j-1} \), while the remaining coordinates \( O = [N] \setminus I_{j-1} \) are below their firing thresholds:

\[
[U_{a_1} - u_0, U_{a_1})_{a_1} \cap \bigcap_{\ell=2}^{j-1} \left[ U_{i - r_i^{I_{\ell-1}}} - r_i^{I_{\ell-1}}, U_{i - r_i^{I_{\ell}}}ight]_{i \in a_\ell} \cap \left[ 0, U_{i - r_i^{I_{j-1}}} \right]_{i \in O \setminus \Lambda_O}
\]

Specifying which units fire at the next step of the avalanche leads to a smaller consistent region of states, which is the same along the dimensions \( U_{j-1}(a) \) but splits up the region of states along the dimensions \( O \) into

\[
\left[ U_{i - r_i^{I_{j}}}, U_{i - r_i^{I_{j-1}}} \right]_{i \in a_j} \cap \left[ 0, U_{i - r_i^{I_{j-1}}} \right]_{i \in O \setminus a_j \setminus \Lambda_O},
\]

since exactly the units in \( a_j \) cross the firing threshold.

The probability Eq. (72) is thus the quotient of the consistent volumes along dimensions \( O \) which follow by using Corollary E.6. \( \square \)

This branching process needs memory of which units are refractory.

**H. Application to structurally simple networks**

In this section we apply our framework to homogeneous and non-homogeneous networks with regular structures whose symmetries allow to simplify the measures and distributions derived in this paper. In consequence the avalanche size distributions can be given in closed form since assembly probabilities
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of a given size do not depend on the detailed assembly subgraph(s) but only on few global parameters. In this section we set \( U = 1, p = (1/N)1 \) unless otherwise specified.

1. Homogeneous network

The homogeneous network is the classical setting for the EHE-model, which was introduced and analyzed in [28]. In the following we will describe in detail how the known avalanche size distribution and its expected value [79] arise naturally from our framework when the coupling matrix is homogeneous.

Let \( W^\text{hom} = (w_{ij})_{i,j\in[N]}, \) with \( w_{ij} = \frac{\alpha}{N} \) for all \( i,j \in [N] \) and \( \alpha + u_0 < 1 \). We use the shorthand \( P = P W^\text{hom} \) in this subsection.

For the special choice of \( W^\text{hom} \), the inverse \( M^\text{hom} = (1 - W^\text{hom})^{-1} \) is given in closed form by

\[
M^\text{hom} = 1 + \frac{1}{1 - \alpha} W^\text{hom}.
\]

Thus, the probability that unit \( i \) fires in an avalanche started by unit \( k \) is given by Eq. (20)

\[
P_k(i \in \mathcal{U}(\mathcal{A})) = \frac{M^\text{hom}_{ik}}{M^\text{hom}_{kk}} = \frac{\alpha}{N - (N - 1)\alpha}.
\]

The mean firing rate of the homogeneous network is

\[
Y_W = u_0 M^\text{hom} p = \left(1 + \frac{\alpha}{1 - \alpha}\right) \frac{u_0}{N} 1 = \frac{u_0}{N(1 - \alpha)} 1.
\]

The mean nonempty avalanche size is given by Eq. [15]

\[
\mathbb{E}(S(a) | a_1 = \{k\}) = 1 + \sum_{j\in[N]\setminus\{k\}} \frac{M_{jk}}{M_{kk}} = 1 + \frac{(N - 1)\alpha}{N - (N - 1)\alpha} = \frac{N}{N - (N - 1)\alpha} (73)
\]

In order to calculate the avalanche size distributions, we start to simplify the expression for the volume of the inhabited region \( \lambda(D) = \mathcal{V}_{[N]}(\mathcal{I}) = |I - W^\text{hom}|. \) Since \( W^\text{hom} \) has only one nonzero eigenvalue equal to \( \alpha \), Equation Eq. (23) gives \( \lambda(D) = 1 - \alpha \).

The more general expression \( \mathcal{V}(U') \), with constant vector \( U'_i = v \) simplifies similarly to

\[
\mathcal{V}(U') = |\text{diag}(U')_I - W^\text{hom}_I| = |\text{diag}(U')_I| |I - W^\text{hom}_I/v| = v|I| \left(1 - \frac{|I| \alpha}{vN}\right) (74)
\]
With these simplifications, the probability of an empty avalanche (Lemma F.1) is given by

\[ P(a(u, k_1) = () | k_1 = k) = 1 - u_0 \frac{\gamma_{[N]\{k_1\}}(1)}{\gamma_{[N]}(1)} = 1 - u_0 \frac{N - (N - 1)\alpha}{N - N\alpha} = P(a = ()). \]

We will now consider Eq. (65), where \( r^I \) is for this network given by \( r^I = W^\text{hom}\delta(1) = |I|\alpha/N \): 

\[ P_k(\mathcal{U}(a) = I) = \frac{\gamma_{I \setminus \{k\}}(r^I) \gamma_{[N]\{k\}}(1 - r^I)}{\gamma_{[N]\{k\}}(1)}. \]

The first term simplifies to

\[ \gamma_{I \setminus \{k\}}(r^I) = \left( \frac{\alpha}{N} \right)^{|I| - 1} |I|^{-2}, \]

which is the number of spanning trees in a complete graph of \(|I|\) units (Cayley’s formula) weighted by the product of the \(|I| - 1\) edge weights of each spanning tree. The second term and the denominator are given by

\[ \gamma_{[N]\{k\}}(1) = \left( 1 - \frac{(N - 1)\alpha}{N} \right), \]

Thus, \( P_k(\mathcal{U}(a) = I) \) depends in the homogeneous network only on \(|I|\) and is independent of the starting unit \( k \). Putting these results together, the distribution of nonempty avalanches is given by

\[ P(S(a) = n | S(a) > 0) = \sum_{\emptyset \neq I \subseteq N, |I| = n} \sum_{k \in I} P_k(\mathcal{U}(a) = I) \]

\[ = n \binom{N}{n} \left( \frac{\alpha}{N} \right)^{(n-1)} n^{(n-2)} \left( 1 - \frac{n\alpha}{N} \right)^{N-n-1} \frac{1 - \alpha}{N} \left/ \left( 1 - \frac{N-1}{N} \frac{1}{N} \right) \right. \]

\[ = \binom{N}{n} \left( \frac{n\alpha}{N} \right)^{(n-1)} \left( 1 - \frac{n\alpha}{N} \right)^{N-n-1} \frac{1 - \alpha}{N - (N - 1)\alpha} \]

which is equal to [28 equation (8)], using \( \binom{N}{n} = \frac{N}{n} \binom{N-1}{n-1} \), and termed Abelian distribution [79].

For the homogeneous EHE-model it was shown [40] that the avalanche size statistics converges in distribution to the statistics obtained from a Watson-Galton branching process. In this way, the homogeneous EHE-model behaves like a branching process and we may use the branching factor, approximated by the expected number of units in the second step of the avalanche \( E(S(a_2) | a_1 \neq ()) \),
to find the critical coupling $\alpha_c$ at which large (but finite) networks display power-law avalanche size statistics. At this coupling, the branching factor should be one, i.e. one unit causes on average one additional unit to fire in the next step of the avalanche. The expected number of units in the second step of the avalanche can be calculated using Eq. (72) for homogeneous networks to be

$$E(|a_2| \mid a_1 = \{k\}) = \frac{(N - 1)\alpha(N - (N - 2)\alpha)}{N(N - (N - 1)\alpha)} = E(|a_2| \mid a_1 \neq (\))$$

Setting $E(|a_2| \mid a_1 \neq (\)) = 1$ and solving for $\alpha < 1$ we obtain

$$\alpha_c = \frac{N^2 - N\sqrt{N - 1} - N}{N^2 - 3N + 2}$$  \hspace{1cm} (75)

For large $N$, this expression scales like $(1 - N^{-1/2})/N$, consistent with the numerical evidence for the homogeneous EHE-model [28].

The same calculation for the homogeneous coupling matrix without self-weights $W^h$, which was studied in section V and for which $\mathcal{I}_f^{W^{\text{hom}}}(U' + \alpha/N)$ (Proposition G.2), leads to

$$E^{W^h}(|a_2| \mid a_1 = \{k\}) = \frac{(N - 1)\alpha((N - 3)\alpha - N)}{(N - 2)\alpha^2 + N(N - 3)\alpha - N^2} = E^{W^h}(|a_2| \mid a_1 \neq (\))$$

and to the critical coupling strength

$$\alpha_{W^h} = \frac{N^2 - N\sqrt{N - 1} - N}{N^2 - 5N + 5}$$  \hspace{1cm} (76)

2. Coupled homogeneous networks

In this subsection we will generalize the avalanche distribution of the homogeneous network to coupled homogeneous networks. Let $W^{\text{block}} \in \mathbb{R}^{[N \times N]}$ be a $c \times c$ block matrix, with each block being a homogeneous matrix. Let $0 \leq w_{ij}$ be the weight between units belonging to subnetworks (blocks) $i$ and $j$, $0 < i, j \leq c$ and $N_i > 0$ be the total number of units in subnetwork $i$ with $\sum_{i=1}^c N_i = N$. We denote the $c \times c$ matrix with entries $w_{ij}$ by $W^c$ and require $\sum_{j=1}^c w_{ij}N_j + u_0 < 1$ for all $i = 1, \ldots, c$. In this section we will use the shorthand $P = P^{W^{\text{block}}}$ and set $\mathcal{U} = 1$. Due to the block matrix structure, each assembly $I \subseteq [N]$ is characterized by the number of participating units in each subnetwork, which we denote by $\mathbf{n}(I) = (|I \cap \{1, \ldots, N_1\}|, \ldots, |I \cap \{N - N_c + 1, \ldots, N\}|)$. The index set of positive entries in the pattern is given by $\text{pos}(\mathbf{n}) = \{i \in [c] \mid n_i > 0\}$. For coupled homogeneous
networks, avalanche assemblies are described by the vector containing the number of participating units in each subnetwork. Note that the rank of the matrix $W^{\text{block}}$ is the same as the rank of $W^c \text{diag} \mathbf{n}([N])$ and both matrices have the same set of nonzero eigenvalues, thus the volume of the inhabited region can be calculated by an $c \times c$ determinant

$$
\lambda(D) = \mathcal{V}_{[N]}(1) = |\mathbf{1}_N - W^{\text{block}}| = |\mathbf{1}_c - W^c \text{diag} \mathbf{n}([N])|.
$$

For simplification of the assembly probabilities, we need to compute phase space volumes $\mathcal{V}_I(U')$ for block constant vectors $U'$, which we can characterize by a vector $v \in \mathbb{R}^c$ with $U'_{\{1,\ldots,N_1\}} = v_1, \ldots, U'_{\{N-N_c+1,N\}} = v_c$. As for the volume of the inhabited region, we have, assuming $v > 0$ component wise,

$$
\mathcal{V}_I(U') = |\text{diag} U'_I - W^I| = |\text{diag} U'_I| |\mathbf{1}_I - \text{diag}(U'(I))^{-1} W^I| = \prod_{i \in \text{pos}(n(I))} (v_i^c)^{n(I)} |\mathbf{1}_{\text{pos}(n(I))} - W^c_{\text{pos}(n(I))} \text{diag}(n(I))/v_i^c| =: \mathcal{V}^c(v, n(I)).
$$

The assembly distribution is thus given by

$$
P_k(\mathcal{W}(a) = I) = \begin{cases} 0 \text{ if } (W^c \mathbf{n}(I))_j = 0 \text{ for some } j \in c(I) \\ \mathcal{V}^c(W^c \mathbf{n}(I), I \setminus \{k\}) \mathcal{V}^c(\mathbf{1}_c - W^c \mathbf{n}(I))/\mathcal{V}^c(\mathbf{1}_c, [N] \setminus \{k\}) \text{ otherwise} \end{cases}
$$

The condition in the first case is true if and only if the subgraph formed by nodes $I$ is not connected and in this case there are no spanning trees of the assembly network. Calculating phase space volumes with $\mathcal{V}^c$ only needs to evaluate determinants of matrices with at most $c \times c$ dimensions.

If the graph $W^c$ is fully connected, i.e. $W^c > 0$ component wise, the case distinction in the assembly distribution is not needed. In this case, the probability distribution of $P_k(\mathcal{W}(a))$ reduces to the expression reported in [41] equation 7.
3. Two homogeneously coupled subnetworks

As a prototypical example for coupled homogeneous networks we consider two coupled subnetworks with \( N_s \) units each and block coupling matrix \( W^c \) given by

\[
W^c = \frac{1}{N_s} \begin{pmatrix} \alpha & \beta \\ \beta & \alpha \end{pmatrix}
\]

Note that each unit in this network receives internal activation of \( \alpha + \beta \) in a global avalanche. Thus we require \( \alpha + \beta + u_0 < 1 \). Simplifying the avalanche statistics according to the steps above and explicitly calculating the determinants for \( \beta' > 0 \) leads to the following distribution for sizes of non-empty avalanches:

\[
\mathbb{P}^{W^c}(S(a) = n | S(a) > 0) = \frac{\beta}{P_0 N_s^{2N_s - 1}} \sum_{k=0}^{n} \binom{N_s}{k} \binom{N_s}{n-k} \frac{n x_1^k x_2^{n-k} X_1^{l_1-1} X_2^{l_2-1} ((X_1 - \alpha l_1)(X_2 - \alpha l_2) - l_1 l_2 \beta^2)}{\alpha \beta n^2 - (\alpha - \beta)^2 k (k - n)}
\]

(77)

where

\[
\begin{align*}
  x_1 &= k \alpha + (n - k) \beta, \quad x_2 = k \beta + (n - k) \alpha \\
  X_1 &= N_s - x_1, \quad X_2 = N_s - x_2 \\
  l_1 &= N_s - k, \quad l_2 = N_s - n + k \\
  P_0 &= 2N_s - 2\alpha(2N_s - 1) + 2(N_s - 1)(\alpha^2 - \beta^2).
\end{align*}
\]

There is an intuitive explanation for the terms in the simplification: \( k \) indicates the number of units from one subnetwork participating in the avalanche and \( n - k \) the corresponding number of units from the other subnetwork. \( x_1/N_s \) and \( x_2/N_s \) represent the input given to a unit in the subnetworks, while \( X_1/N_s \) and \( X_2/N_s \) denote the upper boundaries for the states of units in the subnetworks not participating in the avalanche. \( l_1 \) and \( l_2 \) are the numbers of silent units in the subnetworks, and \( P_0 \) is a normalization constant.
4. One-dimensional ring and line networks

Efficiently calculating the avalanche size distribution is possible if all avalanche assemblies of a given size (or pattern as in the coupled subnetwork case) have the same distribution or if the number of possible assemblies is restricted by the network. The latter is the case in sparsely coupled network, like one-dimensional ring or line networks.

In the one-dimensional ring network with $N$ units, each unit is connected bidirectionally to its two nearest neighbors with coupling weight $\alpha/2$. Thus, the coupling matrix $W_{\text{ring}}$ is a circulant matrix with just two positive entries $\alpha/2$ in each column. Thus we require $\alpha + u_0 < 1$. This simple form of $W_{\text{ring}}$ allows to specify the volume $\lambda(D)$ of the inhabited region in closed form:

$$\lambda(D) = 1 - \prod_{j=0}^{N-1} (1 - \alpha \cos (2\pi j/N)) .$$

Due to the sparsity of the networks, the connected assemblies are always simple line segments. This can be used to find a formula for the avalanche size distribution in the ring and line networks:

$$\mathbb{P}^{W_{\text{ring}}}(S(a) = n \mid S(a) > 0) = n \left( \frac{\alpha}{2} \right)^{n-1} \frac{v^r(N-n)}{P_0^r} , \quad (78)$$

where $P_0^r$ and $v(n)$ are given by

$$P_0^r = \frac{(1+a)^N - (1-a)^N}{a 2^N}$$

$$v^r(n) = \begin{cases} 
1 & \text{if } n = 0 \\
1 - \alpha & \text{if } 0 < n < 3 \\
\frac{a(1+a)^n - (1-a)^n}{(\alpha+1)2^n} & \text{otherwise}
\end{cases}$$

and $a = \sqrt{1-\alpha^2}$. Note that there are $N$ line segments with size $n < N$ on the ring. For $n = N$, there is only one line segment which is the full ring. However, there are now $N$ possible spanning trees instead of only one spanning tree for each line segment with $n < N$.

The coupling matrix $W_{\text{line}}$ of the line network, which arises from the ring network by deletion of a single (undirected) edge, is a tridiagonal matrix with zeros on the diagonal and $\alpha/2$ on the off diagonals. The avalanche size distribution for the line network has a similar form as for the ring
network, but note that in contrast to the ring network, the factor $\mathcal{Y}_{[N]}(W\delta(I))$ in Eq. (20) depends in the line network on the number of units to the left and to the right of the line segment corresponding to an assembly:

$$\mathbb{P}^{W_{\text{line}}}(S(a) = n \mid S(a) > 0) = \frac{n}{P_0} \left(\frac{\alpha}{2}\right)^{n-1} \sum_{j=0}^{j=N-n} v'(j) v'(N - n - j), \quad (79)$$

where $v'(n)$ and $P_0'$ are given by

$$P_0' = \sum_{j=0}^{j=N-1} \frac{(1 + a)^{j+1} - (1 - a)^{j+1})((1 + a)^{N-j} - (1 - a)^{N-j})}{a^{2N+1}}$$

$$v'(n) = \begin{cases} 1 & \text{if } n = 0 \\ \frac{(1 - \alpha + a)(1 + a)^n + (\alpha + a - 1)(1 - a)^n}{a^{2n+1}} & \text{otherwise} \end{cases}$$

5. Erdős–Rényi network

For random graphs in which edges are independently sampled from a distribution, here exemplified by an (undirected) Erdős–Rényi graph, the expected avalanche size distribution can be well approximated by the expected probability of an assembly of size $n$. In this graph, each undirected edge occurs with probability $p$ and weight $\alpha/N$ independently of all other edges.

In order to compute this expected assembly distribution, the expected values of the assembly Laplacian and of $\mathcal{Y}_I(W\delta(I))$ have to be determined. For an Erdős–Rényi graph with $n$ nodes, connection probability $p$ and weight $\alpha/N$, the expected graph Laplacian is just $(\alpha/N)^{n-1}$ times the expected number of spanning trees in the random graph, which is particularly simple since there are $n^{n-2}$ spanning trees in the complete graph and each of the spanning trees occurs in the random graph with probability $p^{n-1}$. Taken together, we have $\mathbb{E}(\mathcal{Y}_{[k]}(W\delta(I))) = (p\alpha/N)^{n-1} |I||I|^{n-2}$.

The expected determinant in the more general expression $\mathcal{Y}_I(U')$ is more difficult to determine, since the diagonal elements $U'_{ii} - w_{ii}$ have different moments than the off diagonal entries $-w_{ij}$. A consequence of these different statistics is that in the Leibniz formula of the determinant, expected values for cycles in permutations differ depending on the cycle length (since cycles of length one involve a diagonal element, length two cycles the same edge twice, and longer cycles independent edges). Thus, the expected determinant is given by a cycle index of the permutation group $S_n$ for
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which generating functions are known (see [80, Eq. (5.30)]). With these combinatorial results, the expected value of $\mathcal{V}_i(U')$ for independent entries $U'_i$ can be given in terms of Hermite polynomials $H_n$. As an example, we supply the expression for the expected volume of the inhabited region. Implementation of the analytical avalanche distribution using this technique will be made available by the authors upon reasonable request. With $z := (1 + p\alpha/N)/\sqrt{2(\alpha/N)^2(p - p^2)}$ we have

$$E(\lambda(D)) = E(\mathcal{V}_{[N]}(1)) = \left(\frac{\alpha}{N}\sqrt{\frac{p(1-p)}{2}}\right)^N \left(H_N(z) + N\sqrt{\frac{2p}{1-p}}H_{N-1}(z)\right)$$

Note that unlike the expected number of spanning trees, the expected volume of the inhabited region is different than the corresponding volume for the homogeneous matrix with entries $p(\alpha/N)$.
I. List of variables and notation

- $N, [N]$ number of neurons/units, set $\{1, \ldots, N\}$
- $I, J, H$ non-empty subsets of $[N]$
- $X^Y$ set of functions from $Y$ to $X$, e.g. $\mathbb{R}^I$, $\mathbb{T}^N$
- $i, j, k$ indices for units
- $u, z$ states in phase space $u \in C, z \in \mathbb{T}^N$
- $s, t$ iteration indices
- $W, w_{ij}$ coupling matrix, interaction weight from $j$ to $i$
- $U_I, W_I$ restriction of the vector $U$ to the index set $I$ and matrix $W$ to the index set $I \times I$
- $G(W), E(W)$ directed graph and edge set induced by $W$
- $S, S_k$ set of directed (outgoing) spanning trees (rooted at $k$)
- $w(S)$ sum of product of edge weights for all trees in $S$
- $\text{cut}(I)$ weight of directed graph cut $\text{cut}(I) = (W\delta(I))[N]\setminus I$
- $\mathcal{L}(W)$ directed graph Laplacian $W \mathbf{1} - W$
- $\mathcal{L}^{(k)}(W)$ $(k,k)$ cofactor of graph Laplacian
- $\Omega^k$ matrix of generalized effective $k$ resistances, Eq. (22)
- $|\cdot|$ cardinality of sets, determinant of square matrices
- $A, A_k$ set of all avalanches/nonempty avalanches started by unit $k$
- $a, a_i$ avalanche, generation $i$ of an avalanche
- $D(a), S(a)$ avalanche duration, size
- $\mathcal{U}(a), \mathcal{U}_j(a)$ set of units (assembly) in avalanche $a$ (until generation $j$)
- $e_i, \delta(I)$ unit vector in $\mathbb{R}^{|N|}$ in direction $i \sum_{i \in I} e_i$
- $\mathbf{1}, \mathbb{1}$ constant 1-vector $\sum_{i \in [N]} e_i$, identity matrix diag ($\mathbf{1}$)
- $U, U$ firing thresholds $U \in \mathbb{R}^{|N|}, U := \text{diag} U$
- $M$ $M = (\text{diag}(U) - W)^{-1}$; maps from state space to Torus
- $r^I$ vector $W(\delta(I))$ of internal activation during avalanche with assembly $I$
- $C$ phase space $C := \times_{i \in [N]} [0, U_i]$
- $D$ inhabited region $D = C \setminus \Lambda = \Theta(\mathbb{T}^N)$
- $\Lambda$ non-inhabited region, Eq. (17)
- $A$ indicator vector of supra-threshold units $A \in \mathbb{R}^{|N|}$
- $F, \mathcal{F}$ (one generation of) avalanche dynamics
- $T_k$ $T_k(u) = \mathcal{F}(u + e_k u_0)$, maps to new state after external input to unit $k$
- $\Sigma_N$ space of right-infinite (input unit index) sequences $\Sigma_N = [N]^N$
- $B$ Borel $\sigma$-algebra
- $k$ element of $\Sigma_N$, $k = (k_1, k_2, \ldots)$
- $\sigma$ left shift operator on $\Sigma_N$
- $T$ model dynamics formalised as skew product $T(k, u) = T(\sigma(k), T_{k_1}(u))$
- $\mathbb{T}^{|N|}$ $N$-torus
- $\Theta$ quotient map from $N$-torus to inhabited region $D$
- $\hat{T}, \hat{T}_g$ $(g$-extended) equivalent dynamics on $N$-torus
- $p, \mathbb{P}_p$ vector of input probabilities, Bernoulli measure on $\Sigma_N$ with respect to $p$
- $L$ support of $p$ (set of units receiving external input)
- $\lambda, \lambda_D$ Lebesgue measure, normalized Lebesgue measure supported on $D$
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\( \mathbb{P}, \mathbb{E}, \text{cov} \)  
probability, expectation, covariance operator on \((\Sigma_N \times C, \mathcal{B}, \mathbb{P} \times \lambda_D)\)

\( a(k, u) \)  
average avalanche function returning the avalanche upon input to \( k \) from state \( u \)

\( a(k, u) := a(k_1, u) \) for \( k = (k_1, k_2, \ldots) \) (random variable on \((\Sigma_N \times C, \mathcal{B})\))

\( \mathcal{A}^s(k, u) \)  
spike count vector (random variable) after \( s \) iterations from state \((k, u)\)

\( V_I(U') \)  
volume of inhabited region \( V_I(U') = |\text{diag}(U')_I - W_I| \) Eq. (18)

\( \pi_1, \pi_2 \)  
projection to first/second component of input-state space \( \Sigma_N \times C \)

\( \pi_I \)  
natural projection from \( C \) to \( \mathbb{R}^I \)
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