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Abstract

We introduce a divergence measure between data distributions based on operators in reproducing kernel Hilbert spaces defined by kernels. The empirical estimator of the divergence is computed using the eigenvalues of positive definite Gram matrices that are obtained by evaluating the kernel over pairs of data points. The new measure shares similar properties to Jensen-Shannon divergence. Convergence of the proposed estimators follows from concentration results based on the difference between the ordered spectrum of the Gram matrices and the integral operators associated with the population quantities. The proposed measure of divergence avoids the estimation of the probability distribution underlying the data. Numerical experiments involving comparing distributions and applications to sampling unbalanced data for classification show that the proposed divergence can achieve state of the art results.
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1 Introduction

Estimating divergences from empirical data is a problem that finds several applications in machine learning and signal processing. Following previous work [1], we propose an alternative non-parametric measure of divergence with desirable convergence properties that avoids estimating the distribution of the data. Current approaches based on neural networks frame the problem of divergence estimation as a variational problem [2], where the estimator of divergence is obtained by training a neural network to estimate a lower bound. Other approaches [3, 4, 5], including the one proposed here, rely on embedding the distribution in a feature space and treating the estimator of divergence as a statistic in this feature space. A notable example in this line of work is the maximum mean discrepancy (MMD) [4], which represents a distribution as a mean element in a reproducing kernel Hilbert space (RKHS). In particular, when a characteristic kernel is employed [6], MMD is a distance metric between
probability distributions. Here, we propose a divergence measure that is obtained by measuring the dependence between the random variable representing the data point and a random variable labeling the data point’s distribution. In this case, the divergence is minimal when conditioning on the label does not change the sampling distribution. To measure this dependence, we employ a recently proposed information theoretic quantity that behaves similar to mutual information and has convergence guarantees close to MMD. Unlike MMD, the proposed measure makes use of the entire spectrum of an uncentered covariance operator in an RKHS, which has the potential to make the measure more sensitive to differences in distributions. The resulting divergence bear some resemblance with quantum divergences (see for instance [7]). However, the interpretations and the roles of the positive definite matrices are different. The paper is organized as follows. We start by briefly revisiting the relation between Jensen-Shannon divergence and Shannon’s mutual information to motivate the idea of using a measure of mutual information to construct a divergence. Then, we introduce the representation entropy, an information theoretic quantity that has similar properties to Rényi’s entropy to construct a measure of mutual information from which we obtain our proposed measure of divergence. We then discuss a few properties of the proposed divergence as well as some statistical guarantees. Finally, we test the proposed divergence and compare results with state-of-the-art methods.

2 Background

Informally, we can say that two distributions differ if we can determine the originating distribution of a point randomly drawn from either. Consider two random variables $X$ and $L$, where $X \in \mathcal{X}$ is a continuous random variable and $L$ is Bernoulli. Let $p(x|L=0)$ and $p(x|L=1)$ be the two conditional densities. $p(x|L=0) = p(x|L=1), \forall x \in \mathcal{X}$ is equivalent to saying that $X$ and $L$ are statistically independent, and, furthermore, $P(L = l|x) = P(L = l)$, for $l \in \{0, 1\}$. In other words, observing $X = x$ provides no information about the conditional distribution. This idea has been exploited in the context of generative adversarial networks (GANs) [8], where the accuracy of the discriminator is a measure of how different the real and generated data distributions are. We can make this intuition clearer by revisiting a well-known result in information theory that relates the Jensen-Shannon (JS) divergence with Shannon’s mutual information.

The JS divergence is a symmetrized version of the Kullback-Liebler divergence. Its square root is also a distance metric between probability distributions [9]. Let $(\mathcal{X}, \mathcal{B}_\mathcal{X})$ be a measurable space and $P$ and $Q$ be two probability measures defined on it, with $M = \frac{1}{2}P + \frac{1}{2}Q$. The JS divergence is

$$\text{JS}(P || Q) = \frac{1}{2} \int_X \log \left( \frac{dP}{dM} \right) dP + \frac{1}{2} \int_X \log \left( \frac{dQ}{dM} \right) dQ$$  \hspace{1cm} (1)
Alternatively, the JS divergence is the mutual information between a random variable \( Z \) sampled from the mixture of the two distributions, \( Z \sim M \), with a Bernoulli random variable \( L \sim \text{Ber}(\frac{1}{2}) \) indicating which distribution. \( Z|_{L=0} \sim P \), \( Z|_{L=1} \sim Q \). It is straightforward to show that the mutual information \( I(Z; L) = H(Z) - H(Z|L) = H(Z) - \frac{1}{2}[H(Z|L=0) + H(Z|L=1)] = \text{JS}(P \parallel Q) \).

Here, we propose a divergence based on a novel measure of mutual information that we call “representation mutual information”. This measure has similar properties to Shannon’s mutual information, but is based on the more general Rényi entropy instead of Shannon entropy, and can be estimated from data without making strong assumptions about the data distribution.

2.1 Representation Entropy and Mutual Information

The representation entropy, also known as matrix-based entropy, is analogous to Rényi’s \( \alpha \)-order entropy. Let \( \kappa : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0} \) be a positive definite kernel. For a sample \( \{x_i\}_{i=1}^N \subset \mathcal{X} \) of \( N \) objects drawn from an unknown probability distribution \( P \), let \( K \) be an \( N \times N \) normalized Gram matrix with entries \( (K)_{ij} = \frac{\kappa(x_i, x_j)}{\sqrt{\kappa(x_i, x_i) \kappa(x_j, x_j)}} \). The \( \alpha \)-order representation entropy is defined as

\[
S_\alpha(K) = \frac{1}{1-\alpha} \log \left( \operatorname{tr} \left[ \left( \frac{1}{N} K \right)^\alpha \right] \right). \quad (2)
\]

Unlike plug-in estimators that approximate the probability distribution as an intermediate step, representation entropy can be understood as a statistic in a reproducing kernel Hilbert space. Based on the Hadamard product, representation entropy can be extended to joint entropy of two random variables \( X \in \mathcal{X} \) and \( Y \in \mathcal{Y} \) as follows. Let \( \kappa_X \) and \( \kappa_Y \) be kernels defined on \( \mathcal{X} \times \mathcal{X} \) and \( \mathcal{Y} \times \mathcal{Y} \), respectively. For a joint sample \( \{(x_i, y_i)\}_{i=1}^N \), let \( (K_X)_{ij} = \frac{\kappa_X(x_i, x_j)}{\sqrt{\kappa_X(x_i, x_i) \kappa_X(x_j, x_j)}} \) and \( (K_Y)_{ij} = \frac{\kappa_Y(x_i, x_j)}{\sqrt{\kappa_Y(x_i, x_i) \kappa_Y(x_j, x_j)}} \). The representation joint entropy of order \( \alpha \) is defined as:

\[
S_\alpha(K_X, K_Y) = \frac{1}{1-\alpha} \log \left( \operatorname{tr} \left[ \left( \frac{1}{N} K_X \circ K_Y \right)^\alpha \right] \right). \quad (3)
\]

Additionally, it can be shown that \( S_\alpha(K_X, K_Y) \geq S_\alpha(K_X) \) and \( S_\alpha(K_X, K_Y) \leq S_\alpha(K_X) + S_\alpha(K_Y) \). Based on the second inequality, we define the \( \alpha \)-order representation mutual information as

\[
I_\alpha(K_Y; K_X) = S_\alpha(K_X) + S_\alpha(K_Y) - S_\alpha(K_X, K_Y). \quad (4)
\]

3 The Representation Jensen-Rényi Divergence

Here we consider measuring the divergence directly between two samples \( \{x_i\}_{i=1}^N \subset \mathcal{X} \) and \( \{y_i\}_{i=1}^M \subset \mathcal{X} \) in the same space \( \mathcal{X} \). Let \( X = \{x_i\}_{i=1}^N \) and \( Y = \{y_i\}_{i=1}^M \).
The mixture sample \( Z = \{z_i\}_{i=1}^{N+M} \) is defined as \( z_i = x_i \) for \( i \in \{1, \ldots, N\} \) and \( z_i = y_{i-N} \) for \( i \in \{N+1, \ldots, N+M\} \). The variable indicating the origin of each point is \( l_i = 0 \) for \( i \in \{1, \ldots, N\} \) and \( l_i = 1 \) for \( i \in \{N+1, \ldots, N+M\} \). Given the kernel \( \kappa \), and a normalized version \( \tilde{\kappa} \), the mixture Gram matrix is \( (K_Z)_{ij} = \tilde{\kappa}(z_i, z_j) = \kappa(z_i, z_j) \sqrt{\kappa(z_i, z_i) \kappa(z_j, z_j)} \), and the entries of the indicator Gram matrix \( L \) are obtained using the 0-1 kernel as \( (L)_{ij} = \begin{cases} 0 & \text{if } l_i \neq l_j \\ 1 & \text{if } l_i = l_j \end{cases} \). We define the representation Jensen-Rényi divergence (JRD), \( D_\alpha(X \parallel Y) \) in terms of (4) as
\[
D_\alpha(X \parallel Y) = I_\alpha(K_Z; L). 
\]

3.1 Properties of the Representation JRD

Property 1 \( D_\alpha \) is symmetric.
\[
D_\alpha(X \parallel Y) = D_\alpha(Y \parallel X). 
\]

Property 2 For any \( \Pi \) obtained by a permutation of the elements in sample set \( X = \{x_i\}_{i=1}^{N} \),
\[
D_\alpha(X \parallel \Pi) = 0. 
\]

Property 3 \( D_\alpha \) is upper bounded by
\[
D_\alpha(X \parallel Y) \leq \frac{1}{1-\alpha} \log \left[ \left( \frac{N}{N+M} \right)^\alpha + \left( \frac{M}{N+M} \right)^\alpha \right]. 
\]

3.2 Statistical Behavior

Following [1], we introduce the population quantity associated with (5). Let \((X, \mathcal{B}_X)\) be a countably generated measure space. Let \( P \) and \( Q \) be the probability distributions on this space, where \( X \) and \( Y \) are i.i.d. samples from \( P \) and \( Q \), respectively. The labeled points \( \{(z_i, l_i)\}_{i=1}^{N+M} \) are i.i.d. samples from the joint distribution \( P_{ZL} \).

For a normalized kernel \( \tilde{\kappa} \), we define the operator \( G : \mathcal{H} \rightarrow \mathcal{H} \) via the bilinear form:
\[
\langle f, Gg \rangle = \int_X \langle f, \phi(x) \rangle \langle \phi(x), g \rangle dM(x), \quad f, g \in \mathcal{H}, 
\]
where \( M = \frac{1}{2} P + \frac{1}{2} Q \) and \( \phi : \mathcal{X} \rightarrow \mathcal{H} \) is the map to an RKHS induced by \( \tilde{\kappa} \). For the product kernel \( \tilde{\kappa}(x, x') \Delta(l, l') = \langle \phi_\oplus(x, 1), \phi_\oplus(x', 1) \rangle \), we define the operator \( H \) on elements \( f_\oplus, g_\oplus \in \mathcal{H} \otimes \mathcal{J} \), where \( \mathcal{J} \) is the Hilbert space of the embedded indicator variable, as
\[
\langle f_\oplus, Hg_\oplus \rangle = \int_{X \otimes \mathcal{J}} \langle f_\oplus, \phi_\oplus(x, 1) \rangle \langle \phi_\oplus(x, 1), g_\oplus \rangle dP_{ZL}(x, 1). 
\]
Then, for $\alpha > 1$, the population version of (5) is

$$D_\alpha(P_X \parallel P_Y) = \log 2 - \frac{1}{\alpha - 1} \log \frac{\text{tr}(G^\alpha)}{\text{tr}(H^\alpha)}. \quad (11)$$

As shown before [1], with probability $1 - \delta$,

$$\left| \frac{\text{tr}(G^\alpha)}{\text{tr}(H^\alpha)} - \frac{\text{tr}(\hat{G}^\alpha)}{\text{tr}(H^\alpha)} \right| \leq \frac{2\alpha}{\text{tr}(H^\alpha)} \sqrt{\frac{\log 2}{N}}, \quad (12)$$

where $\text{tr}(\hat{G}^\alpha) = \text{tr}\left( \frac{1}{2N} K_Z^\alpha \right)$ and $\text{tr}(\hat{H}^\alpha) = \text{tr}\left( \frac{1}{2N} K_Z \circ L \right)^\alpha$ use the empirical counterparts of $G$ and $H$, assuming equal sample sizes of $N = M$.

$$D_\alpha(X \parallel Y) = \log 2 - \frac{1}{\alpha - 1} \log \frac{\text{tr}(\hat{G}^\alpha)}{\text{tr}(H^\alpha)}. \quad (13)$$

### 3.3 Random Fourier Approximation

The eigendecomposition of a Gram matrix $K$ has $O(N^2)$ memory and $O(N^3)$ time complexities, which become prohibitive for large sample sizes. We use random Fourier features (RFFs) [10] to approximate the kernel evaluations between two data points $x, y$ with an explicit feature mapping $\hat{\phi}$, that is, $\tilde{\kappa}(x, y) = \langle \hat{\phi}(x), \hat{\phi}(y) \rangle \approx \hat{\phi}(x)^\top \hat{\phi}(y)$.

Let $\hat{\Phi}_X \in \mathbb{R}^{N \times D}$ be the matrix containing in the $i$th row the randomized feature mapping of $x_i$. We can approximate the Gram matrix $K_X$ by $\hat{\Phi}_X \hat{\Phi}_X^\top$. Since $\hat{\Phi}_X \hat{\Phi}_Y^\top$ and $\hat{\Phi}_Y \hat{\Phi}_X^\top$ share the same nonzero eigenvalues, for $N \gg D$, we can obtain significant reductions in computation if we use $\hat{\Phi}_Y \hat{\Phi}_X^\top$ to approximate the eigenvalues of $K_X$. To approximate the representation JRD, we also need to consider the joint entropy $S_\alpha(K_Z, L_Z)$. Since $K_Z \circ L_Z$ is block diagonal with $(K_X)_{ij} = \tilde{\kappa}(x_i, x_j)$ on the left upper block, and $(K_Y)_{ij} = \tilde{\kappa}(y_i, y_j)$ on the right lower block, $\lambda \left( \frac{1}{N} K_Z \circ L \right) = \lambda \left( \frac{1}{N} K_X \right) \cup \lambda \left( \frac{1}{N} K_Y \right) \approx \lambda \left( \frac{1}{N} \hat{\Phi}_X^\top \hat{\Phi}_X \right) \cup \lambda \left( \frac{1}{N} \hat{\Phi}_Y^\top \hat{\Phi}_Y \right)$.

### 4 Experiments

#### 4.1 Synthetic Data

To understand how the JRD behaves when detecting differences in distributions, we performed several permutation tests based on the representation divergence between two samples $X \in \mathbb{R}^{N \times d}$ and $Y \in \mathbb{R}^{M \times d}$ with equal sizes $N = M = 250$. In these experiments, we tested the performance of our divergence in terms of the dimensionality $d$ and compared against MMD. The kernel size is set as $\sigma = \sqrt{\frac{1}{2N(2N-1)}} \sum_{i < j} ||z_i - z_j||_2^2$. 500 random permutations were used to generate a surrogate distribution of the statistic under the null hypothesis. 100
Monte Carlo samples were used to calculate the statistical power. In the first experiment, we tested two set of samples drawn from Gaussian distributions as proposed in [4]. Both distributions had unit variance but different means. We tested 20 different Euclidean distances between the means logarithmically spaced from 0.05 to 50, and computed the power for each, averaging the results for a given dimensionality. For the second experiment, both distributions had zero mean and covariance matrices \( \Sigma_X = I, \Sigma_Y = cI \). We tested 20 different values of \( c \) logarithmically spaced from \( 10^{0.01} \) to 10 and averaged together the results for a given dimensionality. We also evaluated the influence of \( \alpha \) in the performance of JRD, namely \( \alpha = 1.01, \alpha = 2, \) and \( \alpha = 5 \). The significance level for all the permutation tests was \( \tau = 0.05 \). The results are shown in Figure 1.

In this example, we can see the influence of the \( \alpha \) parameter. For this example, for \( \alpha = 2 \) both MMD and JRD work similar. In the case of the difference in variances, \( \alpha > 2 \) performs better, highlighting the advantage of using the eigenvalues as opposed to the mean in the RKHS.

### 4.2 Representation JRD-VAE

We tested a modified instance of the InfoVAE [11] that we call JRD-VAE. Similar to the MMD-VAE, the JRD-VAE minimizes a combination of the auto-encoder reconstruction error and the representation JRD between the true prior of the code distribution and the sampled encoding of the data. The encoder network is composed of 2 convolutional layers with 64 and 128 channels followed by 2 fully connected layers with sizes 6272 and 1024. The decoder is a transposed version of the encoding network. For the classification experiments, the dimension of the code space is set to 10. We trained a support vector machine classifier on the codes learned by the JRD-VAE for different values of \( \alpha \). We also trained a MMD-VAE baseline model for reference (see Table [1]). In this case,
Table 1: SVM test accuracy for MNIST trained on the encoding learned by the JRD-VAE with different $\alpha$

| MMD-VAE | JRD 1.0 | JRD 2.0 | JRD 5.0 |
|---------|---------|---------|---------|
| 0.976   | 0.9802  | 0.9763  | 0.9778  |

$\alpha = 1.01$ performs better that the baseline model. For $\alpha = 2$ the algorithms behaves similar to MMD.

4.3 Imbalanced Data Representation

We evaluated the JRD as a subsampling technique to balance skewed datasets in the context of imbalanced data classification. In a two-class imbalanced classification dataset, we define the class with the highest number of samples as the majority class, and the other as the minority class. Let $X_+ \in \mathbb{R}^{N_+ \times d}$ and $X_- \in \mathbb{R}^{N_- \times d}$ denote the data matrices for the majority and minority classes respectively, where $N_+ \gg N_-$. We want to subsample $M = N_-$ instances from the majority class, to prevent biased classification results. We can use the representation JRD to find a subset $\tilde{X}_+ \in \mathbb{R}^{M \times d}$ that minimizes its divergence with the majority class:

$$\tilde{X}_+ = \arg \min_{\tilde{X}_+} D_\alpha(\tilde{X}_+ \| X_+).$$

(14)

A similar objective based on the Cauchy-Schwartz divergence [12] to subsample imbalanced datasets was recently introduced [13]. However, that method requires tuning of one additional parameter and approaches to scale to large datasets were not investigated. In our experiments we use $\alpha = 1.01$ and the Gaussian kernel to compute representation JRD. The kernel bandwidth is set as the median of the Euclidean distance among the majority class samples. We also implemented the JRD subsampling using RFF to approximate the divergence. Specifically, we tested 3 different number of RFFs, $D = 256$, $D = 512$, and $D = 1024$. Finally, to evaluate the subsampling performance in the context of imbalanced data classification, we train a support vector machine (SVM) with Gaussian kernel. To tune the SVM parameters we implement a 5-fold nested cross-validation strategy. The kernel width is searched within the range $[0.01 \sigma_0, 3 \sigma_0]$, where $\sigma_0$ is the median of the Euclidean distance between training samples, and the penalty value is tuned within the logspace range $[0, 3]$. For comparison purposes we measure the classification performance as the area under the ROC curve (AUC).

We assessed the JRD subsampling on 44 imbalanced, two-class datasets from the “Knowledge Extraction based on Evolutionary Learning” (KEEL) repository [14]. The imbalance ratios range from 1.8 to 129. Additionally, we compare the results against six state-of-the-art methods for imbalanced data classification that were tested on this same repository: RUSBoost1 (RUS1) [15, 16], Underbagging4 (UB4) [17, 18], SMOTEBagging4 (SBAG4) [19, 20], Clustering-based
Table 2: Comparison of majority subsampling results. Numbers indicate the Jensen-Rényi divergence wins (and defeats) in terms AUC among the state-of-the-art subsampling methods. The last two rows are the results for a sign-test ($\tau = 0.05$) over all datasets.

|                       | RUS1 | UB4 | SMOTE | CUS-AB | RIUS | CRIUS |
|-----------------------|------|-----|-------|--------|------|-------|
| JRD                   | 35(0) | 34(0) | 33(0) | 21(1) | 14(0) | 3(0) |
| JRD-RFF (256)         | 32(1) | 28(1) | 29(1) | 21(4) | 11(2) | 6(4) |
| JRD-RFF (512)         | 31(1) | 26(1) | 29(0) | 16(3) | 15(2) | 2(5) |
| JRD-RFF (1024)        | 29(1) | 30(0) | 29(0) | 22(3) | 11(1) | 4(4) |
| JRD sign test         | 1    | 1   | 1     | 1      | 1    | 0     |
| p-value               | 1.5e-8 | 1.5e-9 | 1.0e-10 | 4.7e-3 | 7.5e-6 | 9.5e-1 |

undersampling with AdaBoost (CUS-AB) [21], Relevant information sampling (RIUS), and clustered relevant information sampling (CRIUS) [13].

Table 2 reports the results of JRD versus the aforementioned methods across the 44 datasets. JRD outperformed most of the methods, showing superior performance on most of the datasets, although the results were more competitive with the most recent sampling methods. Compared with the regular RIUS, the JRD subsampling seems to have better capability to properly represent the underlying structure of the majority class since it was statistically superior in 14 out of 44 datasets (1-sample $t$-test with a 5% significance level). With respect to CRIUS, our method is slightly better, exhibiting superior classification performance on 3 datasets. Nevertheless, note that CRIUS is an ensemble algorithm which employs several classifiers while our method only uses one. Moreover, it is worth mentioning that in the 44 different datasets tested, our method is almost never statistically inferior than any of the 6 tested methods. Even with small number of RFFs, we can get competitive results compared with the state-of-the-art methods. Table 2 shows the hypothesis test over all the average performances in the entire repository, where we can see that in general JRD subsampling is statistically better than 5 of the 6 algorithms and competitive with the remaining one.

5 Conclusions

We introduced a measure of divergence based on representation entropy. The proposed measure has desirable convergence properties and can be tuned to be more sensitive to the difference in distributions. Several examples show that representation JRD can be better than MMD at detecting discrepancies between distributions. However, such advantages come from selecting the proper $\alpha$ parameter, that controls the influence of the eigenvalues involved in the computation of the JRD. Different example applications highlight the potential use of the proposed divergence for different problems in machine learning ranging from representation learning to correcting data imbalances.
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