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Abstract. In this article, we study hypersurfaces $\Sigma \subset \mathbb{R}^{n+1}$ with constant weighted mean curvature. Recently, Wei-Peng proved a rigidity theorem for CWMC hypersurfaces that generalizes Le-Sesum classification theorem for self-shrinker. More specifically, they showed that a complete CWMC hypersurface with polynomial volume growth, bounded norm of the second fundamental form and that satisfies $|A|^2 H(H - \lambda) \leq H^2/2$ must either be a hyperplane or a generalized cylinder. We generalize this result by removing the bound condition on the norm of the second fundamental form. Moreover, we prove that under some conditions if the reverse inequality holds then the hypersurface must either be a hyperplane or a generalized cylinder. As an application of one of the results proved in this paper, we will obtain another version of the classification theorem obtained by the authors of this article, that is, we show that under some conditions, a complete CWMC hypersurface with $H \geq 0$ must either be a hyperplane or a generalized cylinder.

1. Introduction

In the mean curvature flow theory, one of the main problems is to understand possible singularities that the flow goes through. Self-shrinkers play an important role in this theory since they are singularity models for the flows. These hypersurfaces satisfy the following mean curvature condition

$$H = \frac{\langle x, \nu \rangle}{2}$$

where $H$, $x$ and $\nu$ stand for the mean curvature of $\Sigma$, the position vector in $\mathbb{R}^n$ and the unit normal vector of $\Sigma$, respectively. Another characterization of the self-shrinkers is that they are critical points of the weighted area functional

$$F(\Sigma) = \int_{\Sigma} e^{-\frac{|x|^2}{4}} dv.$$ (1.1)

There is a great interest in studying two-sided smooth hypersurfaces $\Sigma \subset \mathbb{R}^{n+1}$ which are critical points of the functional (1.1) for variations $G : (\varepsilon, \varepsilon) \times \Sigma \to \mathbb{R}^{n+1}$ that preserve enclosed weighted volume. These variations can be represented by functions $u : \Sigma \to \mathbb{R}$ defined by

$$u(x) = \langle \partial_t G(0, x), \nu(x) \rangle$$

such that $\int_{\Sigma} u e^{-\frac{|x|^2}{4}} dv = 0$, where $\nu$ is the normal vector of $\Sigma$. It is well known that these hypersurfaces satisfy the following condition

$$H = \frac{\langle x, \nu \rangle}{2} + \lambda,$$

where $\lambda \in \mathbb{R}$. Such hypersurfaces are known as constant weighted mean curvature hypersurfaces. Throughout this paper, whenever $\Sigma$ satisfies the mean curvature condition above, they will be called CWMC hypersurfaces and $\lambda$ denotes the weighted mean curvature. Self-shrinkers, hyperplanes,
spheres and cylinders are some examples of CWMC hypersurfaces. The study of such hypersurfaces arises in geometry and probability as solutions to the Gaussian isoperimetric problem.

There has been much interest about classification results for CWMC hypersurfaces, for instance [CW18], [MR15], [Sun18], etc. For self-shrinkers, Le and Sesum [LS11] proved a gap theorem showing that if these hypersurfaces satisfy $|A|^2 \leq 1/2$, then they should be generalized cylinders. Cao and Li [CL13] proved a similar result for arbitrary codimension. Later, Guang [Gua18], Cheng, Ogata and Wei [COW16] proved rigidity theorems for CWMC that generalized Le-Sesum theorem. Recently, Wei and Peng proved another generalization for CWMC hypersurfaces. More specifically, they showed the following result.

**Theorem 1.1.** [WP19] Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface with polynomial volume growth. If the norm of the second fundamental form is bounded and

$$|A|^2 H(H - \lambda) \leq \frac{H^2}{2},$$

then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

In this paper, we will prove a similar result without the bound assumption on the norm of the second fundamental form. In fact, we prove the following theorem.

**Theorem 1.2.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If the following properties hold:

(i) $|A|^2 H(H - \lambda) \leq \frac{H^2}{2}$,

(ii) $\frac{1}{k^2} \int_{B^k_{\Sigma}(p) \setminus B_k^\Sigma(p)} |A|^2 e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,

then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

**Remark 1.1.** Notice that if $\Sigma$ has polynomial volume growth, then the condition (ii) is satisfied.

**Remark 1.2.** The polynomial volume growth condition appears in most of the classification theorems and it is needed since there are self-shrinkers that do not satisfy this condition, for instance see [Hal12].

The authors of this paper proved the following classification theorem.

**Theorem 1.3.** [AM20] Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If $\Sigma$ satisfies the following properties:

(i) $H - \lambda \geq 0$,

(ii) $\lambda \left( \text{tr} A^3 (H - \lambda) + \frac{|A|^2}{2} \right) \leq 0$,

(iii) $\frac{1}{k^2} \int_{B^k_{\Sigma}(p) \setminus B_k^\Sigma(p)} |A|^2 e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,

then $\Sigma$ must be either a hyperplane or $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

An application of Theorem 1.2 is another version of the theorem above.

**Theorem 1.4.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If $\Sigma$ satisfies the following properties:

(i) $H \geq 0$,

(ii) $\lambda \left( \text{tr} A^3 (H - \lambda) + \frac{|A|^2}{2} \right) \leq 0$,

(iii) $\frac{1}{k^2} \int_{B^k_{\Sigma}(p) \setminus B_k^\Sigma(p)} |A|^2 e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,

then $\Sigma$ must be either a hyperplane or $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

Finally, our third main result is the following.
Theorem 1.5. Let \( \Sigma \subset \mathbb{R}^{n+1} \) be a complete embedded CWMC hypersurface. If the following conditions are satisfied:

(i) \( |A|^2 (H - \lambda) \geq \frac{H}{2} \),

(ii) \( \frac{1}{k^2} \int_{B^k(p)} B^k(p) e^{-f} \to 0 \), when \( k \to \infty \), for a fixed point \( p \in \Sigma \),

then \( \Sigma \) either is a hyperplane or a generalized cylinder \( S^k_r(0) \times \mathbb{R}^{n-k} \), \( 1 \leq k \leq n \).

Note that for the case \( H \geq 0 \), the condition (i) from Theorem 1.5 is the reverse inequality from the condition (i) in Theorem 1.2.

This work is divided into three sections. In section 2, we recall some notations, basic tools and key formulas for CWMC hypersurfaces. In section 3, we prove the main results of this paper.

2. Preliminaries

In this section, we will establish some notations and recall some definitions and basic results.

Let us denote by \((M^n, g, e^{-f} dv)\) a smooth measure metric space, which is an \( n \)-dimensional Riemannian manifold \((M, g)\) endowed with \( e^{-f} dv \) weighted volume form, where \( f \) is a smooth function over \( M \) and \( dv \) is the volume form induced by the metric \( g \). Throughout this work, whenever we integrate, we will omit \( dv \). We will also denote the connection of \((M, g)\) by \( \nabla \).

Let \( \Sigma \) be a submanifold immersed on \( M \), endowed with the metric \( g \) induced by \( g \). We will denote by \( \nabla, \Delta \) and \( d\sigma \), the connection, Laplacian and volume form, respectively. The second fundamental form of \((\Sigma, g)\) at \( p \in \Sigma \) is defined as

\[ A(X, Y) = (\nabla_X Y) ^\perp, \]

where \( X, Y \in T_p \Sigma \). The mean curvature vector \( H \) of \( \Sigma \) at \( p \) is defined as

\[ H = \text{tr} A. \]

The weighted mean curvature vector of \( \Sigma \) at \( p \) is defined as

\[ H_f = H + (\nabla f)^\perp. \]

If \( \Sigma \) is a hypersurface immersed in \( M^{n+1} \), we will denote by \( h_{ij} = \langle A(e_i, e_j), \nu \rangle \), where \( \{e_i\} \) is an orthonormal basis of \( T_p \Sigma \). The mean curvature of \( \Sigma \) is defined as \( H = -H \nu \) and the weighted mean curvature as \( H_f = -H_f \nu \). Throughout this work, whenever \( \Sigma \subset \mathbb{R}^{n+1} \), we will be considering the smooth measure metric space \((\mathbb{R}^{n+1}, g, e^{-f} dv)\), with \( f = \frac{|x|^2}{4} \). For a hypersurface \( \Sigma \subset \mathbb{R}^{n+1} \) and \( f = |x|^2/4 \), we denote the drifted Laplacian by

\[ \mathcal{L} = \Delta - \frac{1}{2} \langle x, \nabla \rangle. \]

\( \mathcal{L} \) is self-adjoint over \( L^2_f(\Sigma) \). More specifically, we have the following lemma which is a consequence of Stokes’ theorem.

**Lemma 2.1.** Let \( \Sigma \subset \mathbb{R}^{n+1} \) be a smooth hypersurface, \( u \in C^1_0(\Sigma) \) and \( v \in C^2(\Sigma) \). Then

\[ \int_{\Sigma} u \mathcal{L} v e^{-f} = -\int_{\Sigma} (\nabla u, \nabla v) e^{-f}. \]

A hypersurface \( \Sigma \subset \mathbb{R}^{n+1} \) is CWMC hypersurface if

\[ H_f = \lambda \]

where \( \lambda \in \mathbb{R} \). In particular, if \( \lambda = 0 \), \( \Sigma \) is a self-shrinker.

In the next section, we will need the following results:
Lemma 2.2. If $\Sigma \subset \mathbb{R}^{n+1}$ is a CWMC hypersurface then

\begin{align}
\mathcal{L}(H - \lambda) + (H - \lambda)|A|^2 &= \frac{H}{2}, \\
\mathcal{L}|A| + \left( |A|^2 - \frac{1}{2} \right) |A| &= \frac{\nabla A^2 - |\nabla A|^2}{|A|} - \frac{\lambda \text{tr} A^3}{|A|}.
\end{align}

Proof. For a proof, see [Gua18]. \hfill \Box

3. Rigidity theorems

In this section, we will prove the main theorems of this paper, see some consequences and applications.

Proof of Theorem 1.2 Let $\varphi \in C^0_\infty(\Sigma)$, from (2.1) and using hypothesis (i) we have

\[ \int_\Sigma \varphi^2 |\nabla H|^2 e^{-f} = -\int_\Sigma \varphi^2 H \mathcal{L}He^{-f} - \int_\Sigma (\nabla \varphi^2, H\nabla H)e^{-f} \]
\[ = -\int_\Sigma \varphi^2 \left( \frac{H^2}{2} - |A|^2 H - \lambda \right)e^{-f} - 2\int_\Sigma (H \nabla \varphi, \varphi \nabla H)e^{-f} \]
\[ \leq \int_\Sigma \left( 2H^2 |\nabla \varphi|^2 + \frac{1}{2} \varphi^2 |\nabla H|^2 \right) e^{-f}. \]

Therefore,

\[ \frac{1}{2} \int_\Sigma \varphi^2 |\nabla H|^2 e^{-f} \leq 2 \int_\Sigma H^2 |\nabla \varphi|^2 e^{-f}. \]

Choosing a sequence $\varphi_k \in C^\infty_0$ such that $\varphi_k(x) = 1$ for $x \in B_k^\Sigma(p)$, $\varphi_k(x) = 0$ for $x \in \Sigma \setminus B_{2k}^\Sigma(p)$ and $|\nabla \varphi_k| \leq 1/k$, by the monotone convergence theorem and hypothesis (ii), we get

\[ |\nabla H| = 0, \]

which implies that $H$ is constant. If $H = 0$ from equation (2.1), we conclude that $\Sigma$ must be a hyperplane. Otherwise, $|A|^2 = \frac{H^2}{2(H - \lambda)}$ and $|A|$ is also constant. From equation (2.2) it follows that

\[ |\nabla A|^2 = \left( |A|^2 - \frac{1}{2} \right) |A|^2 + \lambda \text{tr} A^3. \]

On the other hand, since the Simon’s equation holds, that is

\[ \frac{1}{2} \Delta |A|^2 = |\nabla A|^2 - \langle A, \text{Hess } H \rangle - H \text{tr} A^3 - |A|^4, \]

it follows that

\[ |\nabla A|^2 = H \text{tr} A^3 + |A|^4. \]

Therefore, combining (3.1) and (3.2), we obtain

\[ \text{tr} A^3 = \frac{|A|^2}{2(\lambda - H)}. \]

From (3.2) and the equation above, we have

\[ |\nabla A|^2 = \frac{H |A|^2}{2(\lambda - H)} + |A|^4 \]

and since $|A|^2 = \frac{H}{2(\lambda - H)}$, we conclude that

\[ |\nabla A|^2 = 0. \]

By Lawson’s theorem, $\Sigma$ must be a generalized cylinder. \hfill \Box
A consequence of Theorem 1.2 is the following.

**Corollary 3.1.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If $\Sigma$ satisfies the following conditions:

(i) $|A|^2 H (H - \lambda) \leq \frac{H^2}{2}$,

(ii) $\frac{1}{k^2} \int_{B_{2k}(p) \setminus B_k(p)} H^2 e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,

then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k_r(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

**Proof.** First, we will see that the condition (i) implies that $\sup_{x \in \Sigma} H < +\infty$. In fact, if $\sup_{x \in \Sigma} H = +\infty$, then there exists a sequence $\{p_j\}_{j \in \mathbb{N}}$ in $\Sigma$ such that $H(p_j) \to +\infty$ when $j \to +\infty$.

Therefore, for $j$ large enough $H(p_j) > 0$ and $\frac{\lambda}{H(p_j)} < 1$. From hypothesis (i), we have

$$|A|^2(p_j) \leq \frac{1}{2} \left( 1 - \frac{\lambda}{H(p_j)} \right)^{-1}.$$ 

Since $\left( 1 - \frac{\lambda}{H(p_j)} \right)^{-1} \to 1$ when $j \to +\infty$, then the left side of the inequality above is bounded which implies that $|A|^2(p_j)$ is bounded. Therefore, $H^2(p_j)$ is also bounded, but this contradicts the assumption that $H(p_j) \to +\infty$.

For a fixed point $p \in \Sigma$, we have

$$\frac{1}{k^2} \int_{B_{2k}(p) \setminus B_k(p)} H^2 e^{-f} \leq \frac{\sup_{x \in \Sigma} H^2}{k^2} \int_{B_{2k}(p) \setminus B_k(p)} e^{-f}$$

and when $k \to \infty$, by the hypothesis (ii) the left side of the inequality goes to zero and by Theorem 1.2, the result follows. \qed

Recently, Cheng-Wei [CW18] proved that a CWMC hypersurface with constant mean curvature must be locally isometric to a generalized cylinder. Using the same argument that was used at the end of the proof of Theorem 1.2, it is possible to conclude the following corollary.

**Corollary 3.2.** If $\Sigma \subset \mathbb{R}^{n+1}$ is a complete embedded CWMC hypersurface with constant mean curvature, then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k_r(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

**Proof.** If $H$ is constant, from equation (2.2) we have

$$\frac{H^2}{2} = |A|^2 H (H - \lambda).$$

The rest of the proof follows as in the proof of Theorem 1.2. \qed

**Remark 3.1.** Using the argument from the proof of Wei-Peng’s theorem [WP19], one can also obtain the same result.

Note that in the proof of Theorem 1.2 one can obtain a condition which implies that $\Sigma$ must be a hyperplane. More specifically, the following holds.

**Corollary 3.3.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If the following properties hold:

(i) $0 \leq H \leq \lambda$,

(ii) $\frac{1}{k^2} \int_{B_{2k}(p) \setminus B_k(p)} H^2 e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,

then $\Sigma$ is a hyperplane.

**Proof.** Since $0 \leq H \leq \lambda$, the following condition holds

$$|A|^2 H (H - \lambda) \leq 0 \leq \frac{H^2}{2}.$$ 

\end{proof}
Moreover, from the proof of Theorem 1.2 and hypothesis (i), we have
\[ 0 = |A|^2H(H - \lambda) - \frac{H^2}{2} \leq -\frac{H^2}{2}, \]
which implies that \( H = 0 \) and \( \Sigma \) must be a hyperplane. \( \square \)

Using the corollary above, it is possible to prove the second main theorem of this paper. Most of the proof of this result is in [AM20], but we will include the entire proof in order to keep this work self-contained.

**Proof of Theorem 1.4** For \( \lambda \leq 0 \), from Lemma 2.2 we have
\[ (3.3) \quad \mathcal{L}(H - \lambda) + |A|^2 - \frac{1}{2}(H - \lambda) = \frac{\lambda |A|^2}{2} \leq 0. \]
Since \( H - \lambda \geq 0 \), by the maximum principle we can conclude that either \( H - \lambda = 0 \) or \( H - \lambda > 0 \). If \( H - \lambda = 0 \), then from (3.3) we conclude that \( \lambda = 0 \), which implies that \( \Sigma \) is a self-shrinker. Moreover, Colding-Minicozzi proved in [CM12] that a self-shrinker such that \( H = 0 \) has to be a hyperplane. If \( \lambda > 0 \) and \( H - \lambda = 0 \) at some point \( p \in \Sigma \), from hypothesis (ii)
\[ 0 \geq \lambda \left( \text{tr} A^3(H - \lambda) + \frac{|A|^2}{2} \right) = \frac{\lambda |A|^2}{2} \]
at \( p \in \Sigma \). This implies that \( |A|(p) = 0 \), but this contradicts the fact that \( H(p) > 0 \). Therefore, for \( \lambda > 0 \), either \( H - \lambda > 0 \) or \( \lambda - H > 0 \). If \( \lambda - H > 0 \), since \( H^2 \leq n|A|^2 \), we have
\[ \frac{1}{k^2} \int_{B_{\epsilon 0}(p) \setminus B_{\epsilon 0}^c(p)} H^2 e^{-f} \leq \frac{n}{k^2} \int_{B_{\epsilon 0}(p) \setminus B_{\epsilon 0}^c(p)} |A|^2. \]
Therefore if \( 0 \leq H < \lambda \), by Corollary 3.3 \( \Sigma \) must be a hyperplane. To conclude the proof, we only need to study the case \( H - \lambda > 0 \).

If \( H - \lambda > 0 \), we will prove that either \( |A| = 0 \) or \( |A| = C(H - \lambda) \), for \( C > 0 \). Consider the functions \( u = H - \lambda \) and \( v = \sqrt{|A|^2 + \epsilon} \). Computing \( \mathcal{L}(u) \) and \( \mathcal{L}(v) \), we get
\[ (3.4) \quad \mathcal{L}u + \left( |A|^2 - \frac{1}{2} \right) u = \frac{\lambda}{2} \]
and
\[ \mathcal{L}v + \left( |A|^2 - \frac{1}{2} \right) v = \frac{\nabla A^2 - |\nabla v|^2}{v} + \left( |A|^2 - \frac{1}{2} \right) \left( \frac{\epsilon}{v} - \frac{\lambda \text{tr} A^3}{v} \right). \]
Since
\[ (3.5) \quad \frac{\nabla A^2 - |\nabla v|^2}{v} \geq 0, \quad \mathcal{L}v + \left( |A|^2 - \frac{1}{2} \right) v \geq -\frac{\epsilon}{2v} - \frac{\lambda \text{tr} A^3}{v}. \]
Let us consider \( w = \frac{u}{v} \). Thus, from (3.4) we get
\[ \mathcal{L}v = w \mathcal{L}u + 2\langle \nabla w, \nabla u \rangle + u \mathcal{L}w \]
\[ = w \left( \frac{\lambda}{2} - |A|^2 + \frac{1}{2} \right) + 2\langle \nabla w, \nabla u \rangle + u \mathcal{L}w. \]
By (3.5), we have
\[ u \mathcal{L}w \geq -\frac{1}{v} \left( \frac{\epsilon}{2} + \lambda \text{tr} A^3 \right) - \frac{\lambda w}{2} - 2\langle \nabla w, \nabla u \rangle. \]
Using hypothesis (ii), it is possible to conclude that
\[ (3.6) \quad \frac{u}{v} \left( \frac{\epsilon}{2} - \lambda \text{tr} A^3 \right) - \frac{u \lambda}{2} \geq -\frac{\epsilon H}{2v}, \]
From the inequality above, we obtain
\[ (3.7) \quad \mathcal{L}w \geq -\frac{\epsilon H}{2vu^2} - 2\langle \nabla w, \nabla \log u \rangle. \]
For a function $\varphi \in C_0^\infty(\Sigma)$, using integration by parts and (3.7), we get

$$\int_{\Sigma} \varphi^2 |\nabla w|^2 e^{-f} = -\int_{\Sigma} \varphi^2 w \Delta w e^{-f} - \int_{\Sigma} 2\varphi w \langle \nabla \varphi, \nabla w \rangle e^{-f} \leq 2 \int_{\Sigma} \varphi^2 w \langle \nabla w, \nabla \log u \rangle e^{-f} + \frac{\varepsilon}{2} \int_{\Sigma} \frac{\varphi^2 w H}{u^2} e^{-f} - \int_{\Sigma} 2\varphi w \langle \nabla \varphi, \nabla w \rangle e^{-f} = 2 \int_{\Sigma} \phi \nabla w, \varphi w \nabla \log u - w \varphi) e^{-f} + \frac{\varepsilon}{2} \int_{\Sigma} \frac{\varphi^2 H}{u^3} e^{-f} \leq \frac{1}{2} \int_{\Sigma} \varphi^2 |\nabla w|^2 e^{-f} + 2 \int_{\Sigma} w^2 |\varphi \nabla \log u - \nabla \varphi|^2 e^{-f} + \frac{\varepsilon}{2} \int_{\Sigma} \frac{\varphi^2 H}{u^3} e^{-f}.$$ 

Therefore,

$$\int_{\Sigma} \varphi^2 |\nabla w|^2 e^{-f} \leq 4 \int_{\Sigma} w^2 |\varphi \nabla \log u - \nabla \varphi|^2 e^{-f} + \varepsilon \int_{\Sigma} \frac{\varphi^2 H}{u^3} e^{-f}.$$ 

Choosing $\varphi = \psi u$, $\psi \in C_0^\infty(\Sigma)$, we have

$$\int_{\Sigma} \psi^2 u^2 |\nabla w|^2 e^{-f} \leq 4 \int_{\Sigma} v^2 |\nabla \psi|^2 e^{-f} + \varepsilon \int_{\Sigma} \psi^2 e^{-f} + \varepsilon \lambda \int_{\Sigma} \frac{\psi^2}{u} e^{-f}.$$ 

For $\lambda \geq 0$, choosing $\varepsilon = 0$ we obtain

$$\int_{\Sigma} \psi^2 u^2 |\nabla w|^2 e^{-f} \leq 4 \int_{\Sigma} v^2 |\nabla \psi|^2 e^{-f}.$$ 

Consider a sequence $\psi_k \in C_0^\infty(\Sigma)$, such that $\psi_k = 1$ in $B_K^C(p)$, $\psi_k = 0$ in $\Sigma \setminus B_{2k}^C(p)$ and $|\nabla \psi_k| \leq 1/k$ for every $k$, we have

$$\int_{\Sigma} \psi_k^2 u^2 |\nabla w|^2 e^{-f} \leq 4 \int_{B_{2k}^C(p) \setminus B_k^C(p)} v^2 |\nabla \psi_k|^2 e^{-f} \leq \frac{4}{k^2} \int_{B_{2k}^C(p) \setminus B_k^C(p)} v^2 e^{-f} = \frac{4}{k^2} \int_{B_{2k}^C(p) \setminus B_k^C(p)} |A|^2 e^{-f}.$$ 

By the monotone convergence theorem and hypothesis (iii), we get

$$\int_{\Sigma} u^2 \left| \nabla \left( \frac{|A|}{H - \lambda} \right) \right|^2 e^{-f} = 0,$$

which implies that $|A| = C(H - \lambda)$, for a constant $C > 0$.

For $\lambda < 0$, we have

$$\int_{\Sigma} \psi^2 u^2 |\nabla w|^2 e^{-f} \leq 4 \int_{\Sigma} v^2 |\nabla \psi|^2 e^{-f} + \varepsilon \int_{\Sigma} \psi^2 e^{-f}.$$ 

As in the other case, consider a sequence $\psi_k \in C_0^\infty(\Sigma)$, such that $\psi_k = 1$ in $B_k^C(p)$, $\psi_k = 0$ in $\Sigma \setminus B_{2k}^C(p)$ and $|\nabla \psi_k| \leq 1/k$ for every $k$, hence we get

$$\int_{\Sigma} \psi_k^2 u^2 |\nabla w|^2 e^{-f} \leq 4 \int_{\Sigma} u^2 |\nabla \psi_k|^2 e^{-f} + \varepsilon \int_{\Sigma} \psi_k^2 e^{-f} \leq \frac{4}{k^2} \int_{B_{2k}^C(p) \setminus B_k^C(p)} |A|^2 e^{-f} + \frac{4\varepsilon}{k^2} \int_{B_{2k}^C(p) \setminus B_k^C(p)} e^{-f} + \varepsilon \int_{B_{2k}^C(p) \setminus B_k^C(p)} e^{-f}.$$ 

Choosing $\varepsilon = \left( k \int_{B_{2k}^C(p)} e^{-f} \right)^{-1}$, we have

$$\int_{\Sigma} \psi_k^2 u^2 |\nabla w|^2 e^{-f} \leq \frac{4}{k^2} \int_{B_{2k}^C(p) \setminus B_k^C(p)} |A|^2 e^{-f} + \frac{4}{k^3} + \frac{1}{k}.$$
Hence, by hypothesis (iii) we obtain
\[ \lim_{k \to \infty} \int_{\Sigma} \psi_k^2 u^2 |\nabla w|^2 e^{-f} = 0. \]

If the set
\[ \mathcal{A} = \{ p \in \Sigma; |A|(p) = 0 \} \]
is not empty, consider \( B = \Sigma \setminus \mathcal{A} \). Since \( B \) is an open set, let \( p \in B \) and \( B^\Sigma_r(p) \subset B \). For \( k \) sufficiently large, \( B^\Sigma_r(p) \subset \text{supp}\psi_k \) and \( \psi_k = 1 \) in \( B^\Sigma_r(p) \). Hence
\[ \lim_{k \to \infty} \int_{B^\Sigma_r(p)} u^2 |\nabla w|^2 e^{-f} = 0. \]

By the dominated convergence theorem, we conclude that \( |A|/(H - \lambda) \) is constant in \( B^\Sigma_r(p) \). Since \( p \) is arbitrary, it is possible to conclude that \( |A|/(H - \lambda) \) is constant in \( B \). Since \( \mathcal{A} \neq \emptyset \), using a continuity argument, we conclude that \( |A| = 0 \). If \( \mathcal{A} = \emptyset \), by the dominated convergence theorem
\[ \int_{\Sigma} u^2 \left| \nabla \left( \frac{|A|}{H - \lambda} \right) \right|^2 e^{-f} = 0, \]
which implies \( |A| = C(H - \lambda) \) for a constant \( C > 0 \). Hence, when \( H - \lambda > 0 \), we conclude that either \( |A| = 0 \) or \( |A| = C(H - \lambda) \) for a constant \( C > 0 \). If \( |A| = 0 \), then \( \Sigma \) is a hyperplane. Otherwise, since \( |A| = C(H - \lambda) \)
\[
\mathcal{L}|A| = \frac{|A|}{H - \lambda} \mathcal{L}(H - \lambda) = \frac{|A|\lambda}{2(H - \lambda)} + \left( \frac{1}{2} - |A|^2 \right) |A|.
\]

On the other hand
\[ \mathcal{L}|A| = \left( \frac{1}{2} - |A|^2 \right) |A| + \frac{|\nabla A|^2 - |\nabla |A||^2}{|A|} - \frac{\lambda \text{tr} A^3}{|A|}. \]

Hence, from the equations above we have
\[ \frac{|\nabla A|^2 - |\nabla |A||^2}{|A|} = \frac{|A|\lambda}{2(H - \lambda)} + \frac{\lambda \text{tr} A^3}{|A|} = \frac{\lambda}{(H - \lambda)|A|} \left( \text{tr} A^3(H - \lambda) + \frac{|A|^2}{2} \right). \]

Using the hypothesis (ii) and the equality above, we conclude that
\[ (3.8) \quad |\nabla |A|| = |\nabla A|. \]

Fixing \( p \in \Sigma \) and \( \{ E_i \}_{1 \leq i \leq n} \) an orthonormal basis for \( T_p \Sigma \), (3.8) implies that for each \( k \) there exists a constant \( C_k \) such that
\[ h_{ijk} = C_k h_{ij} \]
for all \( i, j \). Considering a base such that \( h_{ij} = \lambda_i \delta_{ij} \), by the Codazzi equation, we have
\[ h_{ijk} = 0 \]
unless \( i = j = k \). If \( \lambda_i \neq 0 \) and \( i \neq j \) then
\[ 0 = h_{iij} = C_j \lambda_i. \]

It follows that \( C_j = 0 \). Hence, if the rank of the matrix \( (h_{ij}) \) is at least two at \( p \), then \( \nabla A(p) = 0 \). To show that \( \nabla A = 0 \), let us fix \( q \in \Sigma \) and suppose that \( \lambda_1(q) \) and \( \lambda_2(q) \) are the largest eigenvalues of \( (h_{ij})(q) \). Define the following set
\[ \Lambda = \{ q \in \Sigma; \lambda_1(q) = \lambda_1(p), \lambda_2(q) = \lambda_2(p) \}. \]
Corollary 3.4. an immediate consequence of these theorems is as follows.

\[ \lambda \text{ satisfies the following properties:} \]

(i) \( \lambda \geq 0 \),

(ii) \( \lambda \left( \text{tr} A^3 (H - \lambda) + \frac{|A|^2}{2} \right) \leq 0 \),

(iii) \( \frac{1}{k} \int_{B_{\delta}(p) \setminus B_{\epsilon}(p)} |A|^2 e^{-f} \to 0 \), when \( k \to \infty \), for a fixed point \( p \in \Sigma \), then \( \Sigma \) is either a hyperplane or a generalized cylinder \( S^k(0) \times \mathbb{R}^{n-k} \), \( 1 \leq k \leq n \).

From this equation, \( H \) must be constant. Moreover, from

\[ |\nabla A| = |\nabla |A|| = C|\nabla H| = 0, \]

we conclude that \( \Sigma \) is isoparametric and by Lawson’s result \( \Sigma \) must be \( S^1(0) \times \mathbb{R}^{n-1} \).

\[ \Box \]

Theorem 1.4 is a generalization of Ancari-Miranda theorem, for the case when \( \lambda \geq 0 \). Therefore, an immediate consequence of these theorems is as follows.

Corollary 3.4. Let \( \Sigma^n \subset \mathbb{R}^{n+1} \) be a complete embedded CWMC hypersurface and \( \delta \in \{0,1\} \). If \( \Sigma \) satisfies the following properties:

(i) \( H - \delta \lambda \geq 0 \),

(ii) \( \lambda \left( \text{tr} A^3 (H - \lambda) + \frac{|A|^2}{2} \right) \leq 0 \),

(iii) \( \frac{1}{k} \int_{B_{\delta}(p) \setminus B_{\epsilon}(p)} |A|^2 e^{-f} \to 0 \), when \( k \to \infty \), for a fixed point \( p \in \Sigma \), then \( \Sigma \) is either a hyperplane or a generalized cylinder \( S^k(0) \times \mathbb{R}^{n-k} \), \( 1 \leq k \leq n \).

In the following, we prove Theorem 1.5 which is the third main result of this paper.

**Proof of Theorem 1.5** First, we shall prove that the condition (i) implies that \( \inf_{x \in \Sigma} H > -\infty \). In fact, if \( \inf_{x \in \Sigma} H = -\infty \), then there exists a sequence \( \{p_j\} \in \Sigma \) such that \( H(p_j) \to -\infty \) when \( j \to +\infty \). Therefore, for \( j \) large enough \( H(p_j) < 0 \) and \( \frac{\lambda}{H(p_j)} < 1 \). From hypothesis (i), we have

\[ |A|^2(p_j) \leq \frac{1}{2} \left( 1 - \frac{\lambda}{H(p_j)} \right)^{-1}. \]

Since \( \left( 1 - \frac{\lambda}{H(p_j)} \right)^{-1} \to 1 \) when \( j \to +\infty \), then the left side of the inequality above is bounded which implies that \( |A|^2(p_j) \) is bounded. Therefore, \( H^2(p_j) \) is also bounded, but this contradicts the assumption that \( H(p_j) \to -\infty \).

Since \( \inf_{x \in \Sigma} H > -\infty \), let us fix \( C = \inf_{x \in \Sigma} H \) and from hypothesis (i), we have

\[ \mathcal{L}(H - C) = \frac{H}{2} + (\lambda - H)|A|^2 \leq 0. \]

By the maximum principle either \( H - C > 0 \) or \( H - C = 0 \). If \( H = C \), by Corollary 3.2 \( \Sigma \) is either a hyperplane or a generalized cylinder.

If \( H - C > 0 \), computing \( \Delta \log(H - C) \) we get

\[ \Delta \log(H - C) = \text{div}(\nabla \log(H - C)) = \text{div} \left( \frac{\nabla (H - C)}{H - C} \right) = \frac{1}{H - C} \Delta(H - C) - |\nabla \log(H - C)|^2. \]

Therefore by hypothesis (ii), we obtain

\[ \mathcal{L} \log(H - C) = \frac{1}{H - C} \mathcal{L}(H - C) - |\nabla \log(H - C)|^2 \leq \frac{\lambda - H}{H - C} |A|^2 + \frac{H}{2(H - C)} - |\nabla \log(H - C)|^2 \leq -|\nabla \log(H - C)|^2. \]
Using integration by parts, for $\varphi \in C^\infty_0(\Sigma)$ we have
\[
\int_{\Sigma} \varphi^2 |\nabla \log (H - C)|^2 e^{-f} \leq - \int_{\Sigma} \varphi^2 \mathcal{L} \log (H - C) e^{-f} = \int_{\Sigma} \langle \nabla \log (H - C), \nabla \varphi^2 \rangle e^{-f} = 2 \int_{\Sigma} \langle \varphi \nabla \log (H - C), \nabla \varphi \rangle e^{-f} \leq \int_{\Sigma} \left( \frac{1}{2} \varphi^2 |\nabla \log (H - C)|^2 + 2 |\nabla \varphi|^2 \right) e^{-f}.
\]
Therefore
\[
\frac{1}{2} \int_{\Sigma} \varphi^2 |\nabla \log (H - C)|^2 e^{-f} \leq 2 \int_{\Sigma} |\nabla \varphi|^2 e^{-f}.
\]
By hypothesis (iii), choosing a sequence as before and using the monotone convergence theorem, we conclude that
\[
|\nabla \log (H - C)|^2 = 0
\]
which implies that $H$ is constant, but this contradicts the assumption that $H > \inf_{x \in \Sigma} H$.

An immediate consequence of Theorem 1.5 is the following.

**Corollary 3.5.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface with polynomial volume growth. If
\[
\frac{|A|^2}{2} (H - \lambda) \geq \frac{H}{2}
\]
then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

Another consequence of Theorem 1.5 is as follows.

**Corollary 3.6.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded CWMC hypersurface. If the following conditions are satisfied:
(i) $H \geq 0$,
(ii) $\frac{H}{2} + \lambda |A|^2 \leq 0$,
(iii) $\frac{1}{k^2} \int_{B_{2k}^\Sigma(p) \setminus B_k^\Sigma(p)} e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,
then $\Sigma$ is a hyperplane.

For self-shrinkers, we obtain the following result.

**Corollary 3.7.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded self-shrinker. If the following conditions are satisfied:
(i) $H \geq 0$,
(ii) $\frac{H}{2} + \lambda |A|^2 \leq 0$,
(iii) $\frac{1}{k^2} \int_{B_{2k}^\Sigma(p) \setminus B_k^\Sigma(p)} e^{-f} \to 0$, when $k \to \infty$, for a fixed point $p \in \Sigma$,
then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$.

In [CP15], Cheng and Peng proved that a complete self-shrinker with $\inf H^2 > 0$ and constant norm of the second fundamental form must either be a sphere $S^{n-1}(0)$ or a cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n - 1$. Combining Corollary 3.1 and Corollary 3.7, we prove the following result.

**Corollary 3.8.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a complete embedded self-shrinker. If $H \geq 0$, $|A|$ is constant and
\[
\frac{1}{k^2} \int_{B_{2k}^\Sigma(p) \setminus B_k^\Sigma(p)} e^{-f} \to 0,
\]
when $k \to \infty$, for a fixed point $p \in \Sigma$, then $\Sigma$ is either a hyperplane or a generalized cylinder $S^k(0) \times \mathbb{R}^{n-k}$, $1 \leq k \leq n$. 
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