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Abstract Although there is a strong policy interest in the impacts of climate change corresponding to different degrees of climate change, there is so far little consistent empirical evidence of the relationship between climate forcing and impact. This is because the vast majority of impact assessments use emissions-based scenarios with associated socio-economic assumptions, and it is not feasible to infer impacts at other temperature changes by interpolation. This paper presents an assessment of the global-scale impacts of climate change in 2050.
corresponding to defined increases in global mean temperature, using spatially-explicit impacts models representing impacts in the water resources, river flooding, coastal, agriculture, ecosystem and built environment sectors. Pattern-scaling is used to construct climate scenarios associated with specific changes in global mean surface temperature, and a relationship between temperature and sea level used to construct sea level rise scenarios. Climate scenarios are constructed from 21 climate models to give an indication of the uncertainty between forcing and response. The analysis shows that there is considerable uncertainty in the impacts associated with a given increase in global mean temperature, due largely to uncertainty in the projected regional change in precipitation. This has important policy implications. There is evidence for some sectors of a non-linear relationship between global mean temperature change and impact, due to the changing relative importance of temperature and precipitation change. In the socio-economic sectors considered here, the relationships are reasonably consistent between socio-economic scenarios if impacts are expressed in proportional terms, but there can be large differences in absolute terms. There are a number of caveats with the approach, including the use of pattern-scaling to construct scenarios, the use of one impacts model per sector, and the sensitivity of the shape of the relationships between forcing and response to the definition of the impact indicator.

1 Introduction

There is a very strong policy interest in the impacts of climate change corresponding to different degrees of climate change. The Copenhagen Accord, for example, specifically states the ambition of limiting the increase in global mean temperature to 2 °C above the pre-industrial value, and the Durban Platform introduces a more stringent aspirational target of 1.5 °C. Setting aside for the moment the challenges in defining, agreeing and delivering emissions pathways that achieve these targets, there is currently little systematic evidence on the impacts that would be incurred at different levels of change in global mean temperature. This is largely because the vast majority of impact assessments are concerned with estimating impacts at a particular time under specific emissions and socio-economic scenarios, rather than the impacts associated with a specific change in temperature. Nevertheless, there have been numerous attempts to characterise the relationship between global temperature change and impacts at global and regional scales. The ‘burning embers’ diagram (IPCC 2001; Smith et al. 2009) distinguishes five ‘reasons for concern’ about climate change, and impacts under each with rising global mean temperature are characterised by changes in colour from yellow to red. However, the characterisation of the relationship between global temperature change and impact was based on expert judgement, informed by ‘snapshot’ impact assessments made under different emissions and socio-economic scenarios. The IPCC’s Fourth Assessment Report (IPCC 2007) includes summary diagrams of the global and regional impacts by sector for different amounts of global temperature change, again based on expert judgement. Parry et al. (2001) and Hitz and Smith (2004) both sought to construct relationships between global temperature change and global impact through meta-analyses of existing studies using different emissions scenarios, socio-economic scenarios and time horizons. Piontek et al. (2013) considered impacts related to water, agriculture, ecosystems, and malaria at different levels of global warming but their focus was on multi-sectoral overlaps, rather than the quantification of climate impact functions per se. They observed that 11 % of the global population was subject to severe impacts in at least two of the four impact sectors at 4 °C.

The relationship between global temperature change and impact depends on the spatial and seasonal patterns of change in relevant climate and sea level variables associated with that temperature change, and on the characteristics of the system being impacted. For socio-economic systems, these characteristics change over time so the socio-economic impacts of
a, say, 2 °C rise in temperature will be different in 2050 and 2080. Impacts on vegetation are affected by changes in the concentration of (particularly) CO₂ in the atmosphere, so the relationship between forcing and impact may therefore also be conditional on assumed atmospheric composition. Finally, some systems respond relatively slowly to changes in forcing, so the impacts at 2 °C for example may actually reflect smaller earlier forcings.

This paper presents relationships between change in global mean temperature and global-scale impact in 2050 across a range of sectors. It combines scenarios for change in global sea level and local climate scaled to match a range of specific prescribed changes in global mean temperature with time-dependent socio-economic scenarios. Impacts are estimated using spatially-explicit impacts models and aggregated to the global scale. The presentation here focuses on one time horizon and one socio-economic scenario (SRES A1b), but the paper also assesses the extent to which socio-economic assumptions affect the relationship between forcing and impact. The uncertainty in the relationship between forcing and impact due to uncertainty in the spatial pattern of climate change is represented by constructing climate scenarios from 21 different climate models. It is assumed that CO₂ concentration in 2050 is 532 ppmv (the SRES A1b value). Note that this is close to the RCP8.5 value (540 ppmv).

The analysis presented in this paper complements two other global-scale assessments using the same suite of impacts and climate models. Arnell et al. (2013a) estimated the global and regional impacts under a set of specific (SRES) emissions scenarios (a more traditional approach to impact assessment), and Arnell et al. (2013b) compared the global and regional impacts under ‘business-as-usual’ and idealised emissions policies. Other studies (e.g. Fussel et al. (2003), Kleinen and Petschel-Held (2007) and Gerten et al. (2013)) have used a similar approach to construct response functions, but the analysis in this paper uses a wider range of indicators and (compared with Fussel et al. (2003) and Kleinen and Petschel-Held (2007)) characterises uncertainty using a wider range of climate model patterns.

Relationships between the amount of climate forcing and climate change impact can be used not only to provide high-level indications of the potential impacts of different amounts of climate change, but can also be used in regional and global impact assessments where it is not feasible to run detailed, spatially-explicit impacts models. This can be done by combining response functions with global temperature change as predicted under different emissions scenarios by a simple climate model, or by incorporating response functions into integrated assessment models. Economic integrated assessment models (e.g. Boyer and Nordhaus 2000; Tol 2002; Hope 2006) use relationships between temperature and the impacts of climate change expressed in economic terms. These are typically set as mathematical functions of temperature (for example linear, quadratic or stepped), but the shapes of such functions could be informed by ‘empirical’ relationships based on the application of spatially-explicit impacts models with scenarios representing different amounts of climate change.

2 Methodology and impact indicators

2.1 Introduction

The basic approach involves running spatially-explicit impacts models with climate and sea level scenarios representing a specific prescribed change in global mean temperature and a socio-economic scenario representing conditions at a specific time horizon. The relationship between amount of forcing (i.e. global temperature change) and impact for a given socio-economic scenario and time horizon is constructed by repeating the calculations with climate and sea level scenarios representing different changes in global mean temperature.
The impact indicators are summarised in Table 1, and explained in more detail in Section 2.2. Impacts in 2050 are simulated at a fine spatial resolution (0.5 × 0.5° or by coastal segment, average length 85 km), and indicators are calculated at the regional and global scales. Only global-scale response functions are reported here (but regional results are presented in Supplementary Material). The period 1961–1990 is used to characterise the ‘current’ climate, against which climate changes are compared. For comparative purposes, note that the SRES A1b emissions trajectory produces a range in change in global mean surface temperature in 2050 (relative to 1961–1990) of approximately 1.5–2.4 °C (calculated using a probabilistic version (Lowe et al. 2009) of the MAGICC simple climate model (Meinshausen et al. 2011)), and RCP8.5 produces a change of 1.7–2.9 °C (IPCC 2013).

Climate scenarios representing spatial and seasonal changes in climate variables associated with specific changes in global mean temperature were constructed by pattern-scaling output from 21 climate models (Section 2.3). Sea level scenarios associated with specific temperature changes were constructed by rescaling a transient sea level rise trajectory (Section 2.4). The socio-economic scenarios used are summarised in Section 2.5.

2.2 Impact indicators

The population exposed to change in water stress and the flood-prone population exposed to change in frequency of river flooding are based on 30 years of river flows simulated using the global hydrological model Mac-PDM.09 (Gosling and Arnell 2011; Arnell and Gosling 2013a). A watershed with an average annual runoff less than 1,000 m³/capita/year is assumed to be exposed to water stress (Gosling and Arnell 2013). A change in exposure is assumed to occur where climate change causes the average annual runoff to change (increase or decrease) greater than the standard deviation due to multi-decadal variability, or where average annual runoff either falls below the 1,000 m³/capita/year threshold or rises above it. A similar indicator was used by Gerten et al. (2013). Change in exposure to flood hazard is indexed by the number of flood-prone people living in grid cells where the frequency of the baseline 20-year flood doubles or halves (Arnell and Gosling 2013b); the indicator used by Kleinen and Petschel-Held (2007) is similar in principle, but calculated at the major basin rather than grid cell level.

Table 1 Impact indicators

| Water                          |                     |
|-------------------------------|---------------------|
| Population exposed to a change in water-resources stress |                     |
| Cropland exposed to substantial change in drought frequency |                     |
| River flooding                |                     |
| Flood-prone population exposed to a substantial change in frequency of flooding |                     |
| Coastal                       |                     |
| Change in coastal wetland extent |                     |
| Additional average annual number of people flooded in coastal storms |                     |
| Agriculture                   |                     |
| Cropland exposed to change in crop suitability |                     |
| Infrastructure                |                     |
| Change in regional residential heating energy demands |                     |
| Change in regional residential cooling energy demands |                     |
| Environment                   |                     |
| Proportion of (non-cropland) region with a change in NPP of more than 5 % |                     |
Drought frequency for each cell is estimated by calculating the 12-month standardised precipitation index (SPI: McKee et al. 1993) from the 30-year monthly precipitation time series. A ‘drought’ is defined as a month with an index of less than -1, which occurs 15 % of the time in the 1961–1990 baseline. The impacts of changes in drought frequency are indexed by the area of cropland with either a doubling (>30 %) or a halving (<7.5 %) of drought frequency.

The effects of climate change on suitability for cropping are represented by the areas of cropland with changes in a crop suitability index (Ramankutty et al. 2002) of more than 5 %. The crop suitability index characterises suitability based on climatic (temperature, and the ratio of actual to potential evaporation) and soil (organic carbon content and pH) conditions.

Changes in the number of people flooded in the coastal zone and coastal wetland extent are calculated using the Dynamic Interactive Vulnerability Assessment (DIVA) model (Hinkel and Klein 2009; Vafeidis et al. 2008; Brown et al. 2013), which combines changes in sea level with estimates of vertical land movement to determine local sea level rise and change in the flood frequency curve. It is assumed in this application that the level of coastal protection increases as population and wealth increases in the coastal zone.

Changes in ecosystem characteristics are calculated using the dynamic global vegetation model JULES/IMOGEN (Huntingford et al. 2010). Impacts on terrestrial ecosystems are characterised by the proportion of grid cells in which simulated Net Primary Productivity (NPP) changes by more than 10 %; the calculation is made across grid cells with more than 500 km² of land that is not classified as either cropland or pasture. Ecosystem changes are dependent not only on changes in climate, but also changes in atmospheric CO₂ concentration. It is here assumed that CO₂ concentrations in 2050 are fixed at 532 ppmv (the SRES A1b projection) for all prescribed changes in temperature. In practice, it is unlikely that such levels of CO₂ would be consistent with either very low (< approximately 1 °C) or high (>4 °C) temperature changes. Both Fussel et al. (2003) and Gerten et al. (2013) used different indicators of ecosystem change, and also associated different temperature changes with different CO₂ concentrations.

The impacts of climate change in the built environment are indexed by changes in regional domestic heating and cooling energy requirements, estimated using a simplified version of Isaac and van Vuuren (2009) energy demand model. This projects energy requirements from heating and cooling degree days, together with population, household size and global-scale assumptions about heating and cooling technologies and efficiencies.

None of the indicators explicitly incorporate the effects of adaptation. All therefore can be interpreted as representing exposure to the impact of climate change.

2.3 Climate data and scenarios

Climate scenarios were constructed (Osborn et al., In prep) by pattern-scaling spatial fields of monthly climate variables from 21 of the climate models in the CMIP3 (Coupled Model Intercomparison Project phase 3) set (Meehl et al. 2007a) to represent different prescribed changes in global mean temperature. A central assumption in the pattern-scaling approach is therefore that the relationship between local change in each climate variable and global temperature change is one-directional and (perhaps after transformation) linear. This is reasonable (at least for temperature and precipitation) for moderate amounts of global mean temperature change (Mitchell 2003; Neelin et al. 2006), but may not hold for high temperature changes which may be associated with step changes in climate regime in certain locations. Also, there is some evidence of non-linear relationships between global mean temperature in some tropical regions (Good et al. 2012), and the presence of strong regionally-specific
forcings (e.g. through aerosols) may complicate relationships. The pattern-scaled climate scenarios are therefore to be regarded as indicative only.

All 21 climate models are here assumed equally plausible, but note that they do not represent a set of 21 independent models. Impacts are calculated under all 21 climate models individually. The ensemble mean climate scenario is not used, because averaging model climate projections leads to a loss of signal where projected changes are of different directions, underestimates spatial variability in change, and hides the relationships between different indicators of impact. Also, the distribution of models in model or parameter space is unclear (Knutti et al. 2010). One climate model (HadCM3) is highlighted in the figures presented here in order to illustrate the relationships between indicators and (in the Supplementary Material) impacts in different regions. This model was selected as the indicator simply because it has been used previously in many impact assessments.

The pattern-scaled climate scenarios were interpolated statistically from the native climate model resolution (typically of the order of 3×3°) to 0.5×0.5°, and 30-year time series representing climates corresponding to defined changes in global mean temperature above 1961–1990 were constructed by applying the scenarios to the CRU TS3.1 observed 0.5×0.5° 1961–1990 climatology (Harris et al. 2013). Terrestrial ecosystem impacts are dependent on the history of change in climate over time. Prescribed transient scenarios were constructed by scaling the trajectory of temperature change under A1b emissions to match defined temperature changes (e.g. 2 °C) in 2050. The impacts in 2050 for this indicator therefore represent the cumulative effects experienced by the time temperatures reach the prescribed increase in 2050.

2.4 Sea level scenarios

Sea level scenarios representing different changes in temperature in 2050 were constructed in a different way to the climate scenarios. First, a set of sea level rise trajectories was derived from the trajectory of sea level rise under A1b, scaled to correspond to a range of increases in global mean sea level (by 2050, these ranged between 6 and 48 cm above the 1990 level, compared with the original A1b value of 18 cm). Second, estimates of the change in global mean temperature in 2050 associated with each incremental change in sea level in 2050 were derived using relationships between temperature and sea level constructed for 15 climate models. These relationships were constructed by using the MAGICC 4.2 simple climate model to estimate the thermal expansion component of sea level rise with increasing temperature (with parameters tuned to the 15 different climate models), and estimating the contribution from melting ice sheets and glaciers using the same methodology as applied in Meehl et al. (2007b). The temperatures associated with given sea level rises are shown in Supplementary Figure 1, which also shows the relationships between temperature and sea level rise.

2.5 Socio-economic scenarios

Future population and gross domestic product were taken from the IMAGE v2.3 representation of the A1b, A2 and B2 storylines (van Vuuren et al. 2007). The population living in inland river floodplains was estimated by combining the high-spatial resolution CIESIN GRUMP data set (CIESIN 2004) with 5' flood-prone areas defined in the UN PREVIEW Global Risk Data Platform (preview.grid.unep.ch); it is assumed that the proportion of population living in flood-prone areas within each 0.5×0.5° grid cell or coastal segment does not change over time. Cropland extent was taken from the Ramankutty et al. (2008) global cropland data base, and assumed not to change over time.
3 Results

3.1 Indicators of exposure in the absence of climate change

Table 2 summarises a range of ‘exposure’ measures in 2050, under the A1b socio-economic scenario, assuming that climate and sea level remain at 1961–1990 levels; year 2000 values provide a context for change by 2050. In 2050, global population has increased to around 8.2 billion. Approximately 3 billion people live in watersheds with less than 1,000 m³/capita/year—twice the 2000 value. Around 840 million people live in river floodplains, and around 600 thousand people a year are flooded in coastal floods. This last figure is lower than in 2000, primarily because coastal flood protection standards are assumed to increase over time as population and wealth increases. Heat energy demands vary with population, but because cool energy demands are also a function of wealth, these continue to increase through the 21st century; they increase from 3% of total heating and cooling energy demands in 2000, to 16% in 2050. Coastal wetland extent declines slightly because of regional land movements.

The majority of people already exposed to water resources stress (approximately 74% of the global total in 2000) live in south Asia and China, and these two regions also account in 2000 for around 62% of river flood-prone people and 43% of the people flooded in coastal floods. Most of the rest of the global total of people exposed to river and coastal floods are in south East Asia. The simulated increases in residential heating energy demand are greatest in East Asia (especially China) and south Asia, whilst the largest increases in residential cooling energy demand are simulated in south, south east and East Asia.

3.2 The relationship between forcing and impact in 2050

Figure 1 shows the relationship between climate forcing (global mean temperature increase above the 1961–1990 mean) and global-scale impact in 2050, for the indicators shown in Table 1. The functions are shown separately for the 21 climate models (19 for change in NPP, and 15 for the coastal indicators). Similar functions for regional-scale impacts are presented in Supplementary Figure 2 (and data are available in online supplementary material).

There is considerable uncertainty in the relationship between forcing and impact between the climate models for most indicators, and estimated impacts at any temperature change are therefore uncertain. For example, at 2°C crop suitability declines across between 20 and 60% of cropland, between 10 and 40% of global population sees an increased exposure to water resources stress, and between 5 and 50% of people in river floodplains are exposed to a

| Table 2 | Global-scale exposure measures in the absence of climate change in 2000 and 2050, under an A1 socio-economic scenario |
|---------|-------------------------------------------------------------------------------------------------|
|         | 2000     | 2050     |
| Population (m) | 6,122 | 8,196 |
| Water-stressed population (m) | 1,555 | 3,064 |
| Population exposed to river flooding (m) | 637 | 843 |
| Cropland (k km²) | 14,447 | 14,447 |
| Coastal wetland (k km²) | 858 | 854 |
| Average annual number of people flooded in coastal floods (k/year) | 3,437 | 606 |
| Regional heat energy demand (PJ) | 30,447 | 42,662 |
| Regional cool energy demand (PJ) | 857 | 7,259 |
doubling of flood frequency. This is primarily due to differences in the spatial pattern of change in precipitation between the climate models. There is less uncertainty in the relationship between forcing and energy demands because there is less difference between models in projected patterns of temperature change, although even for projected residential cooling demands there is a range at 2 °C of increases between 40 and 60 %. There is also less uncertainty in coastal impacts; an additional 8–30 million people are flooded each year with a 2 °C rise in temperature. Note that the changes with the indicative HadCM3 pattern are close to the middle of the range for some indicators, but at the extreme of the range for others (it produces the highest increase in cooling energy demands, for example). Also, the HadCM3 functions illustrate relationships between indicators. The HadCM3 pattern, for example, results in relatively low estimates for increased exposure to water resources stress and reductions in flooding, but high estimates for increased exposure to river flooding and apparent reductions in water stress; it has a large decrease in heating demand, and a large increase in cooling demand.

Many of the relationships between forcing and impact on exposure to water resources stress, change in river flood and drought frequency, and change in crop suitability, tend to asymptote towards an apparent limit, with the limit and the point at which the change levels off varying between the climate model patterns. This occurs because these indicators are based on thresholds—for example a ‘significant’ change in runoff or a 5 % change in crop suitability—and once this threshold is crossed it clearly cannot be crossed again. The coastal and energy indicators, in contrast, show change in ‘volume’, and they increase consistently with increase in global mean temperature. The additional numbers of people flooded in coastal floods increases particularly substantially beyond a 2 °C rise in temperature, but the heating and cooling energy demands increase more linearly with temperature.

Fig. 1 Relationship between global temperature increase above 1961–1990 and global-scale impact indicators, under an A1 socio-economic and emissions scenario in 2050. Add 0.3 °C to estimate change in global mean temperature relative to pre-industrial. 1, 2 and 3 °C above 1961–1990 correspond to 1.3, 2.3 and 3.3 °C above pre-industrial. The relationship with the HadCM3 climate model pattern is highlighted.

Climatic Change
For most of the climate model patterns, the proportion of cropland with an increase in suitability increases as temperature increases to approximately 1–2 °C above 1961–1990, but decreases slightly thereafter. This is because in some regions—primarily in high latitude
eastern Europe and Canada—as temperatures increase, the beneficial effects of increased temperature are increasingly offset by the adverse effects of lower ratios of actual to potential evaporation.

The functions relating temperature change in 2050 to change in NPP assume a CO₂ concentration of 532 ppmv. With just a change in CO₂ from 370 ppmv and no change in climate, between 52 and 62 % of the (non-cropped) land area sees an increase in NPP of more than 10 %. An increase in global mean temperature of up to 1 °C tends to lead to a greater area with an increase in NPP, but thereafter the area with increasing NPP begins to fall. The temperature effects are, however, small at the global scale, and the area with an increase in NPP in 2050 is most strongly affected by increasing CO₂ concentrations. In contrast, the area with a decrease in NPP—whilst considerably smaller than the area with an increase—is more sensitive to change in climate.

Regional functions are shown in Supplementary Figure 2. They show considerable regional diversity in the shape of the functions and the amount of uncertainty, and the highlighted HadCM3 functions illustrate relationships between changes in different regions.

3.3 Sensitivity to assumed socio-economic scenario

Figure 2 shows the effect of three different socio-economic assumptions (SRES A1b, A2 and B2) on the relationship between forcing and impacts on exposure to water resources stress and change in river flood frequency, and heating and cooling demands, in 2050.

For both the hydrological measures, the relationships are very insensitive to the assumed socio-economic scenario when impacts are expressed in proportional terms. In absolute terms, the impacts of a given increase in temperature, however, can be very different between socio-economic scenarios.

Changes in residential cooling demands are much more sensitive to socio-economic scenario, and this is largely because the regional distribution of baseline demands is different under the three scenarios considered here. Simulated demands are much higher in south east and east Asia under A1b than the other two scenarios, and are dependent on both population and GDP.

4 Conclusions

This paper has presented global-scale relationships between the amount of climate change, as characterised by global mean temperature, and a series of indicators of climate change impact. Such relationships can be used to quantify previously-qualitative schematics representing the impacts of climate change, can be used directly to rapidly estimate impacts at any specified global mean temperature change, and can inform the shapes of relationships between forcing and impact used in integrated assessment models.

There are a number of caveats with the analysis. The construction of the relationships relies on the use of a simple pattern-scaling approach to produce climate scenarios representing defined changes in global mean temperature; more sophisticated approaches could be developed to account for non-linear responses, regionally-significant forcings and step changes. The analysis here uses only one impacts model per sector. Other impacts models could result in differently-shaped relationships; the effect of impact model uncertainty is currently being explored through the ISI-MIP.
initiative (www.isi-mip.org). Note that the relationships between global mean temperature change and increased exposure to water resources stress here are similar in principle—although slightly different quantitatively—to those presented by Gerten et al. (2013). The relationships presented here assume each of the 21 climate models considered is equally plausible. In some cases, the uncertainty range is very much influenced by a single outlier model—but it is not always the same model that produces an outlier. The range is based on CMIP3 climate models. The CMIP5 climate model ensemble produces a broadly similar range in spatial patterns of change in climate by the end of the 21st century (Knutti and Sedlacek 2013), so it is unlikely that relationships based on CMIP5 models would show substantially different ranges; this has been demonstrated for water stress impacts (Gosling and Arnell 2013). The relationships produced here assume that CO2 concentrations at a given time horizon are known (here following the SRES A1b trajectory and approximating closely RCP8.5). Uncertainty bands could be constructed by using a range of plausible CO2 concentrations at each time period. Finally, the shape of the relationship between forcing and response can be dependent on the precise definition of the impact indicator. Many of the indicators used here are based on the exceedance of thresholds, and these can produce response functions which appear to asymptote.

Recognising these caveats, it is possible to draw a number of conclusions. For most indicators, there is considerable uncertainty (at global and regional scales) in the impacts associated with a defined change in temperature. This is largely due to differences between climate models in the projected spatial pattern of change in precipitation, although there is some uncertainty associated the projected patterns of temperature change. The range between climate models varies between regions, and where models are more consistent in their projections of change the range is obviously lower. A clear implication is that it is currently very difficult to estimate with precision the impacts at any defined change in global mean temperature, and that the estimated range will depend on the ensemble of climate models considered. There is also evidence in some sectors and regions of non-linear responses of impact indicators to changes in global mean temperature. In one of the examples here, parts of the world experience an improvement in crop suitability for modest increases in temperature, but as temperature rises suitability begins to decline.

The ranges in response shown for each indicator are not independent; a future world with a large increase in the area with increased exposure to water resources stress, for example, may not plausibly have a large increase in exposure to river flood hazard. This has two implications. First, if it is possible to produce some global aggregated impact metric across sectors (for example by converting all impacts into dollars), then the range in that metric will not be as large as the sum of all the ranges for the individual impact indicators. Second, if the relationships here are to be used in a probabilistic uncertainty analysis of the impacts of climate change, then it is necessary to take into account the correlation between impact indicators. It is not appropriate to mix and match the highest and lowest impacts for each sector.
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