Discovering Meaningful Pattern of Undergraduate Students Data using Association Rules Mining
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Abstract—Association rules mining is a technique in data mining to discovering a meaningful pattern of data. The main objective of this research is to identify undergraduate students data and to get the profile and insight from the past data. It will have a benefit for improvement in academic activity in the future. This research has two phases. The first phase is preprocessing data, and the second phase is analyzing and measurement data using the Apriori Algorithms. The data preprocessing stage is done by cleaning data from noise and transforming data into the specified parameters. We use four feature/variable data, namely length of study duration, length of thesis duration, and Grade Point Average (GPA), and English proficiency score. The results of this research are variables of English proficiency score, Grade Point Average (GPA), and length of study duration having relations in student data.
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I. INTRODUCTION

This paper proposes an analysis of student data to get identification and to get profile model of student. This article is a continuation of the previous study, and the first author has analyzed the alumni data of a university[1]. Data mining is a technique used to get useful mining data from massive datasets and finding meaningful patterns[2]. Data mining has implemented in broad areas, not only for the education field but also in tourism[3], health[4][5][6], big data[7][8], and so on. Association rules mining (ARM) is a powerful technique in data mining, besides clustering, and classification. Agrawal introduced ARM in 1993[9]. ARM is used to analyze data and to find a pattern from the data. Several fields have implemented the ARM to discover the data, i.e., using an ARM to analyze a virulent form of oxygen[10][11], extract user's TV recommendation for a program recommendation[12], finding time-related in traffic prediction[13][14], network detection from an intruder[15], and frequent traveler in an agro-tourism activity[3], and Early childhood caries (ECC) analysis for risk identification[16].

This article will discuss the implementation of data mining in Education. Students data is complex data. There are many opportunities to mine the data to become new insight for the educator or management. Several researchers have been discussing the implementation of data mining and association rules mining. The evaluation of Student's performance has been done by discovering the knowledge based on the internal assessment and semester examination[17]. This evaluation is to identify the number of students who needed individual concern to reduce failed ration and to take appropriate action for the next semester examination. These performances have a relation with the length of study. The investigation of solutions can help the student to manage their performance[18]. Data mining in education also investigates to extract the hidden knowledge by finding relationships among student learning characteristics and behavior[19]. All of the student's performance analysis will affect the improvement of education quality. By improving the quality of education, every university wants to increase the number of students by determining strategies of promotion[20].

Every university has its way to analyze their student data. But most of the university only use a simple procedure to analyze like finding ratio data or percentage data from student data history. Another problem is university only store the data through traditional information system and database or spreadsheet files. However, these data have not utilized by being analyzed to become meaningful information. This unutilized data is a compelling case because data mining can observer various types of data and information repositories. Then analyze the data uses a few method/algorithm to answer and mine the hidden information to be meaningful information.

We are interested in analyzing this student data to identify correlation among the variable of the length of study duration, length of thesis duration, and Grade Point Average (GPA), and English proficiency score. The aim of this analyzes to find a pattern between this variable. The hypothesis in this research is if student’s data history is affected by the variable length of study duration, length of thesis duration, Grade Point Average (GPA), and English proficiency score, then association rules mining will discover the meaningful data for university management. The results of this association pattern analysis are expected to be useful for the leaders of the study program or faculty as input material in making decisions.

This article organized as follows: In section 2, the author will present the methodology of the research. In part 3, the result of the study will discuss, and in part 4 is the conclusion of this research.
II. METHODOLOGY

A. Data Mining Process

Han [21] stated that the process of finding knowledge in data mining has been done through an iterative sequence in the steps shown in Figure 1:
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Figure 1 shows the knowledge discovery process consists of several steps, including:

1) Data cleaning
   At this stage, data cleaning will be carried out by eliminating data that is noise and inconsistent data.

2) Data integration
   Data integrated if the data source comes from many data sources. To run data cleaning and data integration, this is called the preprocessing stage. The preprocessing stage produces data stored in the data warehouse.

3) Data selection
   At this stage, the variety of relevant data will take for analysis. This data collected from the data warehouse.

4) Data transformation
   At this stage, the data transformed and incorporated it into the appropriate format for the data mining process.

5) Data mining
   A necessary process where intelligent methods are applied to extract data patterns.

6) Pattern evaluation
   This stage is carried out to identify interest patterns that represent knowledge based on exciting actions.

7) Knowledge presentation
   At this stage will visualize with knowledge representation techniques used to present mining knowledge to users.

B. Association Rules Mining

Association rules mining [9] can take from a data set where each example consists of a set of items. The association rule has the form X Y, where X and Y are itemsets, and the interpretation is that if the set X occurs in an example, then the set Y may also occur.

Each association rule is usually associated with two measured statistics from the given data set. The frequency or support of rule X Y denoted fr (X Y), is the number (or alternative relative frequency) of the example in which it occurred. Confidence is a conditional probability which is observed P (X | Y) = fr () / fr (X).

The Apriori Algorithm [22] finds all association rules, between sets X and Y, which exceed the user-defined support and confidence limits. In the association rules mining, unlike most other learning assignments, the result is a set of rules concerning different subsets of feature space.

The association's rules motivated by supermarket basket analysis, but as an independent domain technique, they have found applications in various fields. Mining association rules are part of the frequent itemset field or broader frequent pattern mining.

C. Data Analysis Process

The stages that will be carried out to complete this research as in Figure 2:
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Figure 2 shows the data analysis process in this research:

1) Load data
   Load data, which is to take the initial data from the Spreadsheet.

2) Initial Data
   Initial data, which displays the initial data after loading the data. The initial data is unprocessed data.

3) Data Cleaning
   Perform cleaning student data, which eliminates inconsistent noise and data or irrelevant data. For example, deleting the same data and not relating to the variables needed.

4) Data Selection
   Selecting student data, which is data that is in the database is often not all used, therefore only the appropriate data to be analyzed will take from the database.
5) Data Transformation
Transform student data, i.e., data is changed or combined into a format suitable for processing in data mining.

6) Apriori
Performing an apriori stage, namely the calculation phase of the data by the Apriori algorithm. Until the association rules obtained from student data.

7) Pattern Evaluation
Pattern evaluation, which determines the rules based on calculations from the a priori algorithm process.

III. RESULTS AND DISCUSSIONS
Table 1 is the data collected from a private university. There are 1437 lines of data that have been successfully obtained from the student's period, namely June 16, 2012, to July 23, 2018.

| Row data | Length of thesis duration (Month) | Length of study duration (Year) | Grade Point Average (GPA) | English proficiency score |
|----------|---------------------------------|---------------------------------|--------------------------|--------------------------|
| 1.       | 10.1                            | 3.9                             | 3.8                      | 400                      |
| 2.       | 1.6                             | 6.8                             | 2.7                      | 450                      |
| 3.       | 2.9                             | 3.9                             | 3.7                      | 440                      |
| 4.       | 5.0                             | 3.9                             | 3.6                      | 420                      |
| 5.       | 10.1                            | 3.9                             | 3.8                      | 400                      |
| 1433.    | 3.5                             | 6.8                             | 3.5                      | 410                      |
| 1434.    | 3.5                             | 6.8                             | 3.4                      | 400                      |
| 1435.    | 3.4                             | 4.8                             | 3.0                      | 420                      |
| 1436.    | 3.4                             | 4.8                             | 3.1                      | 420                      |
| 1437.    | 9.9                             | 6.8                             | 2.5                      | 480                      |

Preprocessing steps such as performing data cleaning, data selection, and data transformation have been carried out in the spreadsheet file until the dataset in Table 1 was successfully prepared. Then after the dataset ready to use, the next step is analyzed in programming. This study uses Python programming to implement apriori algorithms in analyzing the data sets used. Table 2 shows the implementation of the program code used for this analysis. Python programming uses the mlxtend library.

TABLE II. ALGORITHMS IN PYTHON PROGRAMMING

| Row Code | English proficiency score |
|----------|---------------------------|
| 1.       | import csv                |
| 2.       | import pandas as pd       |
| 3.       | from mlxtend.preprocessng import TransactionEncoder |
| 4.       | from mlxtend.frequent_patterns import apriori |
| 5.       | from mlxtend.frequent_patterns import association_rules |
| 6.       | dataset = []              |
| 7.       | tag = ['TT', 'TS', 'GPA', 'EP'] |
| 8.       | with open('dataset.csv') as csvDataFile: |
| 9.       | df = pd.DataFrame(csvDataFile) |
| 10.      | for row in csvReader:     |
| 11.      | baris = []                |
| 12.      | z = 0                     |
| 13.      | for i in row:             |
| 14.      | baris.append(tag[z]+str(i)) |
| 15.      | z=z+1                     |
| 16.      | dataset.append(baris)    |
| 17.      | dataset                   |
| 18.      | te = TransactionEncoder() |

Based on the value of min_supp, then the results of the association are determined by determining the value of min_conf. Figure 4 is an experiment to determine the min_conf value of items that appear (frequent itemset). Figure 4 shows the correct amount of min_supp that affects min_conf is a minimum of 1% and 2% support while for a value of min_supp is more than equal to 3% does not produce itemset rules. Figure 4 shows min_sup 1% and 2% still generate the...
rules until value of min\_conf 28% for 1% min\_sup and value of min\_conf 25% for 2% min\_sup.
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**Figure 4.** Experiment result of determination min\_sup and min\_conf

Figure 4 shows the graphic trend looks constant at min\_sup 2% min\_conf value between 1% -11%, which results in 8 rules. So that based on this experiment, the min\_sup and min\_conf that used in this study are 2% support value and 11% confidence value. Based on the predetermined value of min\_sup and min\_conf, the rule results that occur shows in Figure 5.
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**Figure 5.** Rules result using python programming

Based on Figure 5, if we create the rules in a sentence, the following result of rules conclusions like:

1) If English proficiency score is 400, then the GradePoint Average (GPA) is 3.0.
2) If the Grade Point Average (GPA) is 3.0, English proficiency score is worth 400.
3) If English proficiency score is worth 400, then the Grade Point Average (GPA) is 3.1.
4) If the Grade Point Average (GPA) is 3.1, then English proficiency score is worth 400.
5) If the Grade Point Average (GPA) is 3.2, then English proficiency score is worth 400.
6) If English proficiency score is 400, then the Achievement Index is 3.2.
7) If the length of study duration is 4.1 years, then English proficiency score is worth 400.
8) If English proficiency score is worth 400, then the Length of Study is 4.1.

Base on the eight rules, we can evaluate the patterns that when English proficiency score is 400 and the Grade Point Average (GPA) is 3.0, 3.1, and 3.2 have two -ways rules. It means that English proficiency and GPA are mutually reinforcing.

The relation between English proficiency and the Length of Study (and vice versa), also gives a contribution to this result, although only two rules that contain these two related variables. The exciting thing is these eight rules; we can not find the correlation related to the length of the thesis duration. This variable disappears in the eight rules. It means that there is a no significant relationship for the length of the thesis duration in this case.

The eight rules have lift value (confidence level) is above 1,048. It means when the lift value more than 1, we can get the conclusion that the rule is a very strong rule or very confidence rule.

IV. CONCLUSIONS

Based on the result and discussion section, we can get the three-point conclusion of this research are as follows:

1. Variable of English proficiency, Grade Point Average (GPA), and length of study duration is a factor that is strongly related to student data.
2. The optimal value of minimum support and minimum confidence in this study is 2% for min\_sup, and 11% for min\_conf, then it produces eight rules.
3. The lift values of the eight rules are more than 1,048.
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