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There has long been a desire to be able to identify a person on the basis of his or her voice. For many years, judges, lawyers, detectives, and law enforcement agencies have wanted to use forensic voice authentication to investigate a suspect or to confirm a judgment of guilt or innocence [3] [35]. Challenges, realities, and cautions regarding the use of speaker recognition applied to forensic-quality samples are presented.

Identifying a voice using forensic-quality samples is generally a challenging task for automatic, semiautomatic, and human-based methods. The speech samples being compared may be recorded in different situations; e.g., one sample could be a yelling over the telephone, whereas the other might be a whisper in an interview room. A speaker could be disguising his or her voice, ill, or under the influence of drugs, alcohol, or stress in one or more of the samples. The speech samples will most likely contain noise, may be very short, and may not contain enough relevant speech material for comparative purposes. Each of these variables, in addition to the known variability of speech in general, makes reliable discrimination of speakers a complicated and daunting task.

Although the scientific basis of authentication of a person by using his or her voice has been questioned by researchers (e.g., by scientists in 1970 [4], British academic phoneticians in 1983 [5], and the French speech communication community from 1990 to today [6]), there is a perception among the...
general public that it is a straightforward task. As shown in [6], this misunderstanding partially began in 1962 with an article by Kersta, which appeared in Nature [7]. The article introduced the misleading term, voiceprint identification, which is still in vogue in daily newspapers, televised police dramas, and spy films. This term, voiceprint, leads many people to falsely believe that a graphical representation of the voice, via a spectrogram, is just as reliable as the structure of the ridges and minutiae of the fingertips or genetic fingerprints (e.g., DNA) and that it allows for a highly reliable identification of the original speaker. This misconception complicates the work of those in the forensic speaker recognition domain by introducing a false premise that all voices are unique, and discernibly so, under most conditions. Combating this mindset has become an ongoing process [30].

No two speakers are absolutely the same, differing somewhat in anatomy, physiology, and acoustically. Even identical twins can have similar acoustics and differ in their implementation of a single segment in their linguistic system [31].

In forensics, it is not sufficient to state how similar two speakers are, and typicality must also be addressed. To do this, an examiner compares evaluation parameters of the speaker at hand to a larger reference sample of speakers. A measure of typicality helps quantify the strength of the forensic evidence, which is presented in the form of a likelihood ratio of two probabilities. Automatic speaker recognition systems can aid the forensic examiner in estimating the likelihood ratio.

With the developments in automatic speaker recognition over the last decade (e.g., [8] and [9]), there is an increased need to distinguish between its appropriate and inappropriate uses in various forensic voice authentication contexts and to differentiate between common versus forensic speaker recognition applications. In 2003, several scientific institutions reported on the status of the use of automatic speaker recognition technologies in the forensic field [2]. They concluded by sending a clear need-for-caution message, including statements such as, “currently, it is not possible to completely determine whether the similarity between two recordings is due to the speaker or to other factors….,” “caution and judgment must be exercised when applying speaker recognition techniques, whether human or automatic…”, or “at the present time, there is no scientific process that enables one to uniquely characterize a person’s voice or to identify with absolute certainty an individual from his or her voice.”

After these conclusions, the progress observed in the speaker recognition area has been very impressive, as shown in the National Institute of Standards and Technology (NIST) evaluation campaigns [10], [32], [33]. The major advancement was the appearance of new session variability modeling techniques, like the latent factor analysis (FA) or nuisance attribute projection (NAP) [11], [16]. The resulting level of performance encourages the use of automatic speaker recognition techniques in the forensic field. This article aims to comment on this progress and to evaluate if the 2003 need-for-caution message should be changed.

This article presents a summary of the progress made in the automatic speaker recognition field during the last few years and addresses the pertinence of the progress based on error rate criterion. The experimental context of this article, based on the NIST speaker recognition evaluation (SRE) evaluations, is described in the next section. The statistical Gaussian mixture model universal background model (GMM-UBM) approach used in the majority of the state-of-the-art systems is discussed in the following section, and the progress realized during the past years is also detailed. Evaluation of the performance and orientation of the research based on the objective of reducing error rates are presented. Finally, our views for future research and a conclusion with our message of caution are presented.

THE NIST-SRE FRAMEWORK

The NIST-SRE began in 1996. Since then, NIST organized an SRE campaign annually, with few exceptions. The main objective of the NIST-SRE is to provide an integrated framework for scientifically evaluating the approaches and systems in the field of speaker recognition: the participants work on the same corpus and protocols, the same performance criterion, and are time-synchronized by the campaign schedule. The main interest for the participants is the availability of free, large, specifically designed speech corpora that are enlarged or renewed each year. The NIST evaluations are mainly funded by the U.S. Department of Defense, which has a double objective. First, the campaigns are a showcase for the highest-performing speaker recognition techniques and serve as a good place to select the most promising research directions. Second, the sponsor has an important impact on the focus of the research done by all the participants, by proposing new tasks or protocol evolutions. The success of the NIST-SRE is confirmed year after year, as shown both by the growing number of participating sites (more than 40 in 2008) and by the number of NIST-SRE-related scientific publications in major conferences and journals.

NIST-SREs involve a text-independent speaker recognition task, mainly based on telephonic conversational speech. The systems have to answer the question, “did speaker X produce the speech recording Y and to what degree?” In this article, we focus on NIST-SRE core task. All the speech records are extracted from two-speaker telephonic conversations of about 5 min in duration. Only one channel is kept, giving on average 2¼ min of speech per recording.

THE GMM-UBM APPROACH

The GMM-UBM approach is the dominant one in text-independent speaker recognition [13]. This approach is based on a statistical
modeling paradigm, where a hypothesis is modeled by a GMM model:

\[ p(x|\lambda) = \sum_{i=0}^{r-1} \alpha_{i} N(x|\mu_{i}, \Sigma_{i}) \]  

(1)

where \( \alpha_{i} \), \( \mu_{i} \), and \( \Sigma_{i} \) are, respectively, the weights, the mean vectors, and the covariance matrices (generally diagonal) of the mixture components.

During a test, the system has to determine whether the recording \( Y \) was pronounced by a given speaker \( S \). This question is modeled by the likelihood ratio:

\[ \frac{p(y|\lambda_{hyp})}{p(y|\lambda_{neg})} \geq \tau, \]  

(2)

where \( Y \) is the test speech recording, \( \lambda_{hyp} \) is the model of the hypothesis where \( S \) pronounced \( Y \), \( \lambda_{neg} \) corresponds to the model of the negated hypothesis (\( S \) did not pronounce \( Y \)), \( p(y|m) \) is the GMM likelihood function, and \( \tau \) is the decision threshold. The model \( \lambda_{neg} \) is a generic background model, the so-called UBM, and is usually trained during the development phase using a large set of recordings coming from a large set of speakers. The model \( \lambda_{hyp} \) is trained using a speech record obtained from the speaker \( S \). It is generally derived from the UBM by moving only the mean parameters of the UBM, using a Bayesian adaptation function.

**TRACING THE PERFORMANCE EVOLUTION DURING THE PAST YEARS**

In this article, we limit reporting to the period 2004–2008, because the task remained constant during that time and general progress was observed. Our performance report is based on the work done in the Laboratoire Informatique d’Avignon (LIA), Université d’Avignon et des Pays de Vaucluse (different works were realized thanks to several cooperations, mainly with the Swansea University), a global representative of the general evolution of the speaker recognition domain. All the presented systems and approaches are integrated in the freely available open source system ALIZE/SpkDet (ALIZE/Technolangue http://www.technolangue.net/) and MISTRAL/RNTL (http://mistral.univ-avignon.fr/) [14].

The starting point of this performance report is the LIA-04 system. This system, presented by the LIA during the 2004 SRE campaign, obtained state-of-the-art performance for a cepstral GMM-UBM system. It was slightly optimized for the 2006 campaign, mainly at the feature extraction level (for example, by increasing the feature vector dimension to 50), producing a relative decrease of about 10% of the equal error rate (EER). The EER is the point at which the probability of false alarm (false acceptance) is equal to probability of a miss (false rejection). This optimized system will be used as the reference baseline system in this article. The main results presented are issued from [15], where all the configuration details are given.

**THE MIXED GMM AND SVM APPROACH**

The discriminant classifiers based on support vector machines (SVM) were of great interest in the speech field. In speaker recognition, an important evolution was proposed, mainly by [12]. It uses a mixed approach, associating the robustness of the statistical modeling provided by the GMM-UBM paradigm with the discriminant power of the SVMs. This approach, denoted GMM supervector SVM with linear kernel (GSL), uses the GMM-UBM to model the training or testing data. Each recording is summarized by a supervector extracted from the corresponding GMM (obtained from the UBM by the maximum a posteriori procedure), composed by the concatenation of the mean coefficients of all the GMM components. The supervectors are then used as inputs of the SVM classifier (with a linear kernel).

Table 1 shows the performances of such GSL systems compared with GMM-UBM systems (and with the GMM-UBM 2004 system, LIA-04). The relative gain between the GSL system and the baseline (GMM-UBM) is about 18% in terms of EER and about 14% in terms of the minimum detection cost function (minDCF). The minDCF is a value of the detection cost function, which is defined as the weighted sum of the miss and false alarm error probabilities, using an ideal threshold. The parameters of this cost function are the relative costs of detection errors and the a priori probability of the target [36]. (The actual DCF does not assume the use of an ideal threshold.)

**DEALING WITH THE SESSION MISMATCH**

During the last decade, a large part of the effort dedicated to the speaker recognition field concerned the mismatch between the training and testing sessions. This mismatch comes from all the variability factors between two different recordings, except the interspeaker variability: environment, microphone or handset, transmission channel; psychological and pathological state of the speaker, linguistic content, voice aging, etc. The different works proposed in the literature mainly concern the first few factors, because of the influence of the NIST-SRE and its sponsor. Several solutions were proposed to deal with this intersession mismatch (with some important gains) at the acoustic level [17], [18] or the score level [19].

More recently, a new class of approaches was initiated by the works on the FA proposed by [11] for the GMM statistical paradigm and in [20] in the framework of the SVM, with NAP. The
common novelty of both approaches is to directly model the intersession mismatches, rather than to compensate for their effects. This mismatch modeling implies the use of large speech corpora, with, for example, several recordings of a given speaker using several different handsets. In the previous example, the focus is on the variability due to the handset. It is important to notice that, for both FA and NAP, the underlying problem is inside the supervector space, with a large dimension (more than 25,000 in the case of the systems presented in this article). Both approaches are implemented in ALIZE/SpkDet [15], [21].

Table 2 presents the results for the FA-based systems. Results are provided for the GMM-UBM (using the symmetrical variant of FA proposed in [21]) and for the GSL system using classical FA. The improvement using both methods is clearly emphasized with a minDCF and an EER reduced by a factor of about 2 compared with the baseline GMM-UBM reference system.

**LONG DURATION TRAINING**

The amount of speech available for training a speaker model is an important factor in terms of performance. To evaluate the impact of this factor on the performance of a modern speaker recognition system, we present two experiments: one gathered from the unsupervised training NIST-SRE condition and one from the long training condition.

**LOOKING AT ERROR RATES AS A PROGRESS CRITERION**

As we have shown in this article, current speaker recognition systems are able to deal with large and increasing amounts of training data, either to reduce the session mismatch problem or to increase the quality of the targeted speaker models. This has resulted in an impressive level of performance, with an EER of 2.3% for a task that is difficult. The potential for the presented

**LONG DURATION TRAINING**

Table 3 presents the results in terms of EER and minDCF of two experiments using GSL-FA (GMM/SVM with FA) system, where only the training duration is different. Clearly, the use of three times more data for training a speaker model allows a drastic improvement in terms of EER (from 2.96% to 1.04%) as well as for the minDCF (from 1.35 to 0.76).

**VERY LONG DURATION TRAINING**

For several years, the NIST-SRE has included a long-duration training task. More recently, another task named the unsupervised adaptation mode has been proposed, which is a mix between traditional one conversation (1 conv) training and long training. In this task, the system is able to take advantage of the data gathered during use.

Several research teams have proposed various solutions for this unsupervised-training framework [22], [23]. The LIA has developed such an approach named continuous adaptation [24], where the test data are always integrated into the targeted speaker model with a weight based on a confidence measure. This approach was applied to both the GMM-UBM and the GSL systems, with or without the session variability techniques.

In this article, we focus on the oracle mode, where the system knows if a speech segment included in the training set of a given speaker belongs to this speaker. The results of the pure unsupervised mode are also provided for information. It is important to note that the relatively new unsupervised training systems obtain very impressive results on some corpora but show inconsistent results on other corpora. The use of the oracle (supervised) mode eliminates this inconsistency. In this experiment, the number of tests per model speaker and the number of target tests by speaker (useful tests for model adaptation) are variable. On average, there are 3.74 target tests per speaker model for the 264 target speakers, with 90 speaker models having zero target tests. For the remaining speakers, there is an average of 7.07 target tests.

Table 4 proposes a summary of the experimental results using unsupervised training. All the presented systems use FA. This table demonstrates that the amount of training data is a key factor in speaker recognition performance. With the oracle adaptation, the EER is divided by a factor between 2.6 and 2.8 and the minDCF by a factor between 2.9 and 3.2. Compared with the reference baseline system (2006 GMM-UBM system without FA), the gain is significantly larger: the EER decreases from 8.67% for the reference system to 1.62% for the GMM-UBM system with FA and the oracle adaptation mode.
approaches is large, as the EER is about 1.62% with the oracle. Moreover, the session mismatch techniques are recent and should be able to deal with larger corpora, increasing the number of variability factors they are able to model.

With the resulting error rates and additional weighted improvements, it seems legitimate to ask if speaker recognition can be viewed as a solved problem. Indeed, if increasing the amount of available data decreases error rates, is it useful to work on the speaker recognition engine itself? The end part of this section tries to answer this question by looking at the different factors linked to the performance as measured during NIST evaluations.

PERFORMANCE VARIABILITY

Multiple factors affect the performance of automatic speaker recognition systems, some depend on the speakers and others do not, while some factors can be difficult to isolate.

One factor hypothesized to affect performance is voice aging. Figure 1 (from NIST-SRE ‘05 [28], [33]) shows the impact of the elapsed time between recording the enrollment speech and the test speech. For a given, realistic threshold, the miss-probability error increases by a factor of two when the duration between enrollment and test exceeds one month; however, unfortunately, other factors were correlated with elapsed time, such as corpus collection bias (e.g., different proportions of non-English speakers in the two conditions). The hypothesis that factors other than voice aging are implied in the Figure 1 results is also supported by the fact that this very large aging loss was no longer noticed in SRE’06. Moreover, voice aging, and its effect on performance, is an ongoing research topic.

The duration and number of voice samples used in training are additional variables in system performance. In Table 5, we analyze the performance of the same LIA system, the GSL-FA, depending on the training conditions (short training based on one recording or long training based on three recordings) and the test subset (gender and language). All these results are extracted from the LIA NIST-SRE 2008 official participation. Moreover, these results clearly show that a unique error rate does not correctly describe the overall performance of a system.

Doddington et al. analyzed the impact of a set of variability factors on system performance, using NIST-SRE results [26]. In [27], the authors analyzed the results of the LIA GMM-FA
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[FIG1] Effect of time between enrollment and test recordings, NIST-SRE ‘05.

| SHORT2-SHORT3 | SHORT3-CONV |
|---------------|-------------|
| **MALE** | **FEMALE** | **MALE** | **FEMALE** |
| ALL LANGUAGE | 5.95% (3.32) | 8.54% (4.60) | 3.67% (2.48) | 6.58% (3.97) |
| ENGLISH RECORDS | 2.96% (1.35) | 3.54% (1.85) | 1.04% (0.76) | 2.05% (1.23) |
| ENGLISH RECORDS BY NATIVE SPEAKERS | 0.89% (0.31) | 2.14% (1.09) | 2.10% (0.89) | 3.42% (1.85) |

This experiment is done on NIST-SRE’08, English only.
system, inside the NIST-SRE framework. They remark that a few impostor trials are responsible for about half of the system errors. Figure 2 shows two detection error trade-off (DET) curves: one computed using all the NIST protocol tests and the other one when less than 1% of the impostor trials are withdrawn (trials with the top scores are withdrawn). It is more interesting that the authors also show that the main part of this phenomenon is corrected when an inverse scoring is applied on the problematic tests (inverse scoring means that the speaker model is trained on the test file and scored against the enrollment file). This result demonstrates the suitability of the GMM-based approach with careful use of the training material.

ERRORS IN CALIBRATION

Calibration [29], [1] is another significant issue that provokes caution when using automatic speaker recognition systems. Although a system may exhibit a low error rate, as indicated by its DET curve, it may be subject to different levels of variation in the actual score produced. The use of statistically significant similar tests can actually mask this issue. If the researcher has enough data from a single collection method, then the score of an automatic system can be observed and corrected for calibration errors. In some uses of automatic speaker recognition, this process may be appropriate, but in many forensic situations where the collection process is mismatched from enrollment to verification, good calibration may be difficult to achieve.

The speaker recognition community has taken significant steps to mitigate these issues. Compensation in classifier features (e.g., cepstral mean subtraction), model parameters (FA and NAP), and score normalization (T-norm, Z-norm) have all contributed to systems that have more predictable score distributions and, thus, can be calibrated. Significant work still remains, as evidenced by recent NIST evaluations. The cross-microphone task in NIST-SRE 2008 postevaluation showed that good error rates could be achieved, but calibration of systems varied dramatically as different cross-microphone types were examined. For example, for the same calibration technique and system of the Massachusetts Institute of Technology (MIT) Lincoln Laboratory (LL), in one cross-microphone case, a 5% relative error between the minimum and actual DCF was observed; in another case, a 160% change was observed. In both of these cases, the EER was below 2%. This observation demonstrates that calibration across significantly different conditions is still an area of research and affects the practical use of automatic speaker recognition systems.

SPEAKER SPECIFIC INFORMATION: A DOUBT FACTOR

All the previous progress has been based on an underlying hypothesis: error rates are the criterion for evaluating both performance and progress in the speaker recognition field. In [25], the authors tried to show that this is not the only criterion, depending on the targeted scenario. They proposed to artificially transform the voices of the impostors to cheat a speaker recognition system (i.e., after the transformation, the system should recognize an impostor voice as coming from a targeted speaker). As the objective is to cheat a system and not a human expert, the only constraint at the human perception level is that the voice should remain natural. In this case, the transformation is done acoustically, frame by frame, and works only on the filter parameters of the

[FIG2] Influence of a small subset of impostor trials on system performance (NIST-SRE ’06, 1conv-1conv, all trial, female subset, GMM-FA system).
classical source-filter model. The targeted speaker is known by the transformation system from an external (not included in the test protocol) extract of his or her voice and the targeted approach, GMM-UBM here. As the cepstral GMM-UBM system is used by all the methods presented in this article, it is reasonable to generalize the results of this experiment to all these presented systems. The experimental validation done in [25] is presented in Table 6.

This transparent transformation technique introduces a significant factor into the speaker recognition system, as the acceptance rate increases from less than 1% without the transformation to about 50% when the transformation is used.

These results give a new view to the impressive results observed recently in the speaker recognition field: have we really made drastic progress in speaker recognition? If it is possible to transform the voice of an impostor, with inaudible artificial modifications, and disrupt a speaker recognition system to such a great extent, is the information used by the system that user-specific?

This fact does not challenge the interest of the work done in the speaker recognition area. It is clear that significant progress has taken place in the last decade, e.g., in the session mismatch area, which was and remains a key challenge for speaker recognition.

**COMMENTS**

Nevertheless, this experiment, and others, shows that error rates might not be a sufficient criterion for evaluating both performance and progress in the speaker recognition field, even if it is necessary.

The amount of available speech material for both training and testing phases is important for the forensic context, where, quite often, only short pieces of speech are available. This constraint is known to have a large impact on speaker recognition performance. This aspect is not highlighted by NIST-SRE evaluations, even if some tasks on short durations are proposed. In [34], the authors investigate the effect of short durations on a GMM-UBM baseline system and on a GSL-NAP system, using the ALIZE/SpkDet software. They show that the EER of the GMM-UBM increases about a factor if 3 when only the duration of both training and testing speech excerpts is 10 s (the most difficult situation). The authors remark also that the new and very efficient session mismatch normalization techniques (FA and NAP) are very sensitive to the speech duration factor.

**A DIFFERENT APPROACH TO SPEAKER RECOGNITION RESEARCH?**

The aim of this article is to focus on the danger of using error rates as the only criterion for evaluating the state and the potential of speaker recognition research and technology. It is dangerous, both in terms of potential application and research orientation: there are aims other than the performance, as measured currently. This problem is more critical in the forensic field than in the commercial area. Commercial applications usually involve a clear application scenario where the environment and the variability factors are fairly well defined, or, at least, understood. In the forensic field, the environment and factors affecting performance can vary tremendously, relative to the commercial arena.

The evolution of speaker recognition, with a focus on error-rate reduction, progressively concentrates the research community on the engineering area, with less interest in the theoretical and analytical areas, involving phoneticians, for example. Nevertheless, it seems reasonable to develop automatic systems to aid in gaining a deeper understanding of the underlying phenomena. We propose the following solutions, which could extend knowledge in this field:

1) Analyze the performance on the phonetic information present in both the training and testing recordings. This corresponds to an analytical analysis of results, in terms of phonetic or linguistic content, to better understand which information is used by our systems. The use of artificial, well-controlled stimuli could be included in this study, and a comparison between machines and human perception seems very interesting in this case.

2) Work on more controlled data, possibly simulated data. It might be useful to start with a given natural or synthesized voice and to create various stimuli by working on each parameter, one by one (source parameters, filter parameters, prosody, vocalic triangle, formants, etc.). This work could include perceptual studies.

3) Performance evaluation should integrate more variability factors, more heterogeneous factors, and more unknown factors to allow a better generalization of the results. Doing that with real-world recorded data is certainly very costly, but using voice transformation and voice synthesis techniques open more practical solutions. Even if this solution is of great interest, it remains true that the only scientifically strong solution is to increase the size of the evaluation corpora and protocols.

4) The evaluation is currently based on recordings involving hundred of speakers and on thousands of speaker vos.

**IN THE FORENSIC FIELD, THE ENVIRONMENT AND FACTORS AFFECTING PERFORMANCE CAN VARY TREMENDOUSLY, RELATIVE TO THE COMMERCIAL ARENA.**

| TABLE 6 | EFFECT OF ARTIFACT-FREE IMPOSTOR VOICE TRANSFORMATION. |
|---------|---------------------------------------------------------|
| BASELINE SYSTEM | BASELINE SYSTEM + ARTIFICIAL IMPOSTOR VOICE TRANSFORMATION |
| EER (%) | 8.54 | 35.41 |
| minDCF (×100) | 3.58 | 9.41 |
| FALSE ACCEPTANCE (%) | 0.88 | 49.72 |
| FALSE REJECT (%) | 27.45 | 27.45 |

This experiment is done on NIST-SRE’06, 1conv-1conv, all trials, male only.
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5) Although current systems achieve good results, they also show some surprises, like some impostor tests that obtain very high scores (higher than the mean of target speaker tests). The number of such tests is very small, about one hundred for a NIST evaluation, but this number is relative given the small size of the evaluation. Giving higher importance to isolated and unusual results could constitute an easy and interesting way to change the focus of speaker recognition research.

6) As mentioned in the previous point, the current systems work very well, in general, but not in all the operational environments. Our main paradigm is based on statistical modeling and analysis, so it is usually difficult to detect these problems because they are, by nature, rare. An alternative is to work more on the nature of the information present in different recordings, to predict if one recording corresponds or not to the underlying hypothesis linked to a specific speaker recognition approach.

CONCLUSIONS
Looking at the different points highlighted in this article, we affirm that forensic applications of speaker recognition should still be taken under a necessary need for caution. Disseminating this message remains one of the most important responsibilities of speaker recognition researchers.
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