Universal logarithmic correction to Rényi (Shannon) entropy in generic systems of critical quadratic fermions
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The Rényi (Shannon) entropy, i.e. $R_{\alpha}(Sh)$, of the ground state of quantum systems in local bases normally show a volume-law behavior. For a subsystem of quantum chains at critical point there is an extra logarithmic subleading term with a coefficient which is universal. In this paper we study this coefficient for generic time-reversal translational invariant quadratic critical free fermions. These models can be parameterized by a complex function which has zeros on the unit circle. When the zeros on the unit circle do not have degeneracy and there is no zero outside of the unit circle we are able to classify the coefficient of the logarithm. In particular, we numerically calculate the Rényi (Shannon) entropy in configuration basis for wide variety of these models and show that there are two distinct classes. For systems with $U(1)$ symmetry the coefficient is proportional to the central charge, i.e. one half of the number of points that one can linearize the dispersion relation of the system; for all the values of $\alpha$ with transition point at $\alpha = 4$. For systems without this symmetry, when $\alpha > 1$ this coefficient is again proportional to the central charge. However, the coefficient for $\alpha \leq 1$ is a new universal number. Finally, by using the discrete version of Bisognano-Wichmann modular Hamiltonian of the Ising chain we show that these coefficients are universal and dependent on the underlying CFT.

I. INTRODUCTION

In quantum mechanics the outcome of a measurement of an observable is one of the eigenvalues of the observable. Each outcome happens with a particular probability. These probabilities can be used to calculate Rényi (Shannon) entropy which is a representative number for the probability distribution. The number depends on the chosen observable and gives an idea about the distribution of probabilities. For many-body systems there are many possibilities to choose the observable and study its distribution and extract interesting information. In quantum chains one can look to a local observable defined on each site and find the probability of having a particular configuration for the full system in, for example, the ground state. This will lead to a set of probabilities that its size grows linearly with the size of the Hilbert space. In quantum spin chains, when one takes the ground state, the Rényi (Shannon) entropy in $\sigma^{x,y,z}$ basis present some information about the phase transition and the universality class[1–6]. Instead of calculating the Rényi (Shannon) entropy of the full system one can use marginal probabilities and calculate the same quantities for the subsystem. These quantities as their full system counterparts also show a volume law behavior, however, at the phase transition point there is a logarithmic subleading term the coefficient of which shows interesting universal behavior [7–15]. Studies on many different quantum critical spin chains reveal that the coefficient of the logarithm depends on the chosen basis but shows some level of universality in some particular bases dubbed as conformal basis [11]. In these models there are infinite possibilities to choose the local observable and it seems any kind of classification is hopeless. In fermionic systems the situation seems more tractable. The most obvious local observable to take is the number operator. One can write the ground state in configuration basis and look to the probabilities of different configurations. These probabilities are dubbed as formation probabilities and have been studied for subsystems of certain free fermions in depth [13, 16–19]. For results on the full system see [3, 20]. These probabilities have been also investigated in experiments [21].

Time-reversal translational invariant quadratic critical free fermions show interesting phase transitions. Depending on the couplings one can produce critical systems with integer and half integer central charges [22, 24]. They also show interesting topologically protected phases [23, 24]. In addition there are many efficient methods to calculate the formation probabilities for extremely large systems [13, 17]. These methods are also useful to work directly with subsystems embedded in the systems with infinite size. This is very useful to avoid the problem of finite size effect regarding the full system. We notice that since the number of probabilities grows exponentially with the size of the subsystem there is an unavoidable limitation on the size of the subsystem that one can take in numerical calculations. In this paper we make a step in full classification of the coefficient of the logarithmic term in the Rényi (Shannon) entropy of generic time-reversal translational invariant quadratic critical free fermions. We calculate this quantity for various critical models and show that the coefficient is pro-
portional to the number of points that one can linearize
the dispersion relation but the proportionality constant
is very much dependent on the presence (absence) of the
$U(1)$ symmetry. In systems with $U(1)$ symmetry clear
picture emerges for the coefficient of the logarithm with
respect to $\alpha$. However, for systems without this symme-
try the picture is clear just for $\alpha > 1$.

The paper is organized as follows: In Sec. II we first
define the Rényi (Shannon) entropy for the subsystem.
To extract the coefficient of the logarithm we define the
quantity $I_{\alpha}$ for two subsystems of our original subsystem
which was embedded in an infinite system. The setup
used in this paper has not been considered previously.
Most of the previous studies worked with a system which
was periodic finite system and partitioned the system into
two parts\[7, 10, 11\]. In our setup we have a tri-partite
situation.

In Sec. III we introduce the kind of models that we
considered in this study, i.e. time-reversal translational
invariant quadratic critical free fermions. Apart from
their physical appeal these models provide series of different
universality classes. They can be solved exactly and
one can find the desired formation probabilities exactly
and efficiently in the thermodynamic limit. We categorize
these models to two types, those with and without
$U(1)$ symmetry. We also show how one can find the for-
formation probabilities out of the correlation matrices for
these models. A couple of interesting dualities regarding
the correlation matrices of different models will be also
presented in this section.

In Sec. IV we summarize our main results. We make a
few conjectures regarding the coefficient of the logarithm
in the models that we considered. It seems there are
two classes. Those that have $U(1)$ symmetry and models
without manifest $U(1)$ symmetry. In the latter models
we just consider models where the corresponding $f(z)$
function does not have zero outside of the unit circle.

In Sec. V we briefly describe our numerical and fitting
procedure. Then in Sec. VI we present the details of the
models that we considered and provide support for the
results presented in Sec. IV. In Sec. VII we use the
discrete version of Bisognano-Wichmann modular Hamil-
tonian for the Ising chain and show that the results con-
verge rapidly to the exact results. Finally in Sec. VIII we
discuss the results further and then conclude the paper
in Sec. IX.

The paper is accompanied with two appendices. In
the first appendix A we provide the details of the fitting
methods that we have used to extract the coefficient of
the logarithm. In the appendix B we provided the exact
Shannon entropy of the models that we considered for
different sizes.

II. SETUP AND DEFINITIONS

In this section we present the basic definitions and the
setup of the problem. The quantities of interest, Rényi
and Shannon entropies are defined as follows: Consider
the normalized ground state of a quantum chain Hamilton-
ian, i.e. $|g\rangle = \sum_\ell a_\ell |\ell\rangle$, expressed in a particular local
bases $|\ell\rangle = |i_1, i_2, ..., i_N\rangle$, where $N$ is the system size and
$i_1, i_2, ..., i_N$ are the eigenvalues of some local operators
defined on the lattice sites. The Rényi and Shannon en-
tropies of the total system with size $N$ are defined as

\begin{align}
R_{\alpha}(N) &= \frac{1}{1-\alpha} \ln \sum_\ell P^\alpha_\ell, \\
Sh(N) &= -\sum_\ell P_\ell \ln P_\ell,
\end{align}

where $P_\ell = |a_\ell|^2$ is the probability of finding the system
in the particular configuration given by $|\ell\rangle$. These prob-
babilities are dubbed as formation probabilities in \[13\]. In
the above definition $\alpha$ can be any positive real number.
Note that $\alpha \to 1$ gives us just the Shannon entropy.

By considering local bases it is always possible to
decompose the configurations as a combination of the
configurations inside and outside of a subregion $A$ with $|\ell\rangle = |\ell_A\ell_{\bar{A}}\rangle$, where $\ell_A$ and $\ell_{\bar{A}}$ are the sub-configurations
corresponding to $A$ and $A$. Then, one can define the marginal
probabilities as $p_{\ell_A} = \sum_{\ell_{\bar{A}}} P_{\ell_A, \ell_{\bar{A}}}$. Using these probabilities one can now define the Rényi and Shannon
entropies of the subsystem with size $L$ as follows:

\begin{align}
R_{\alpha}(L) &= \frac{1}{1-\alpha} \ln \sum_{\ell_A} p_{\ell_A}^\alpha, \\
Sh(L) &= -\sum_{\ell_A} p_{\ell_A} \ln p_{\ell_A}.
\end{align}

The above two quantities at the critical point normally
behave as

\begin{align}
R_{\alpha}(L) &= a_{\alpha} L + x_{\alpha} \ln L + \mathcal{O}(1), \\
Sh(L) &= a_1 L + x_1 \ln L + \mathcal{O}(1).
\end{align}

The quantities of interest in this paper are $x_{\alpha}$ and $x_1$. To
isolate these quantities one can divide the region $A$ to two
subsystems $B$ and $\bar{B}$ with sizes $L$ and $L - \ell$ respectively,
see Fig 1. Then one can define

\begin{align}
I_{\alpha}(\ell) &= R_{\alpha}(\ell) + R_{\alpha}(L-\ell) - R_{\alpha}(L), \\
I_1(\ell) &= Sh(\ell) + Sh(L-\ell) - Sh(L).
\end{align}

In the rest of paper, we consider the case $\ell = L/2$. Then
we expect

\begin{align}
I_{\alpha}\left(\frac{L}{2}\right) &= x_{\alpha} \ln L + \mathcal{O}(1), \\
I_1\left(\frac{L}{2}\right) &= x_1 \ln L + \mathcal{O}(1).
\end{align}

We calculate the above two quantities for different infinite
size, i.e. $N \to \infty$, critical systems. The advantage of this
setup is that we are free from the finite size effects of the
total system and just bounded with the limitations
coming from the subsystem size itself.
and the sum over $k = H$ reversal symmetry takes the form

variant (periodic) quadratic fermionic chain with time-

interest and then present the formulas that one can use to
calculate the formation probabilities and ultimately the
factors that one can use to

where we have defined $c_r = \frac{1}{2}(1 + \frac{f(e^{ik})}{f(e^{ik})})c_j^\dagger + \frac{1}{2}(1 - \frac{f(e^{ik})}{f(e^{ik})})c_{-k}$,

and the sum over $k$ goes over momenta $k_n = 2\pi n/N$. All
the information about the couplings are in the complex function $f(z)$ which we defined as

$$f(z) := \sum_{m} t_m z^m,$$

where we have

$$A_r = -\frac{t_r + t_{-r}}{2},$$

$$B_r = -\frac{t_r - t_{-r}}{2}.$$
In general one can think about two types of critical systems, those with \( U(1) \) symmetry and those without this symmetry. In this work, we show that the behavior of the \( x_\alpha \) is very much dependent on the presence or absence of \( U(1) \) symmetry. In this work, we show that the behavior of the \( x_\alpha \) is very much dependent on the presence or absence of \( U(1) \) symmetry. Because of that we will study these two cases separately.

1. Models with \( U(1) \) symmetry

In these Hamiltonians we have \( B_r = 0 \). A good examples of these types of Hamiltonians are the ones with the following \( f(z) \) function:

\[
f_z(n) = -(z^n + z^{-n}),
\]

which corresponds to \( U(1) \)-symmetric \( n \)-step hopping fermions. It has the central charge \( c = n \). The \( n = 1 \) is the celebrated simple hopping chain. For half filling case the correlation matrix of the ground state is

\[
G = 2C - I,
\]

where \( G \) is a polynomial without any zeros on the unit circle or origin and \( k_1 < k_2 < ... < k_{N_f} \). Note that since we have Hamiltonians with real couplings, all zeros are either real or come in complex conjugate pairs and all the powers are integers. For simplicity, we just consider \( g(z) = 1 \). At this moment we assume that \( N_0 \) can be positive or negative integer number. In addition \( m_+, m_-, m_j \) are non-negative integer numbers. The correlation matrix of the ground state for this model is shown to be[24]:

\[
G_{nm} = \begin{cases}
\frac{4}{\pi} \frac{1}{2} G_{nm}^{Re} + G_{nm}^{Im} \\
\pi \frac{N_f + M + Q + n - m}{N_0} \\
(2\frac{m_+ + 1}{2})(-1)^{m_+}\!(-1)^M \!+ \!\frac{4}{\pi} \sum_{j=1}^{N_f} (-1)^{j-1} \frac{m_j}{2} k_j \!+ \!\frac{4}{\pi} \sum_{j=1}^{N_f} (-1)^{j-1} \frac{m_j}{2} k_j \!+ \!\frac{4}{\pi} \sum_{j=1}^{N_f} (-1)^{j-1} \frac{m_j}{2} k_j \!+ \!\frac{4}{\pi} \sum_{j=1}^{N_f} (-1)^{j-1} \frac{m_j}{2} k_j \\
\end{cases}
\]

where we have

\[
G = 2C - I,
\]

\[
C_{jk} = \frac{1}{\pi(j-k)} \sum_{m=1}^{n} (-1)^{m+n} \sin \frac{\pi(2m-1)(j-k)}{2n}.
\]

The diagonal elements can be found by taking the limit. In principle, it is possible to consider more complicated models such as \( f_z(\{a_n\}) = \sum_{n} a_n f_z(n) \). The central charge is dependent again on the number of points where one can linearize the dispersion relation and very much dependent on the constants \( a_n \). For example, consider the case \( f_z(\{1, 2\}) = a_1 f_z(1) + a_2 f_z(2) \). For \( |a_1| \geq |a_2| \) we have just two points to linearize the dispersion relation and we expect \( c = 1 \), however, for \( |a_2| > |a_1| \) we have four points to linearize so we expect \( c = 2 \). The \( C \) matrix in this case can be written as

\[
C_{jk}(a_1, a_2) = \frac{1}{\pi(j-k)} (\sin[k_1(j-k)] - \sin[k_2(j-k)]);
\]

where \( k_1^* \geq k_2^* \) are the solutions of the equation \( a_1 \cos[k] + a_2 \cos[2k] = 0 \) in the range \((0, \pi)\). The diagonal elements can again be found by taking the limit.

In this work we will study \( f_z(1), f_z(2) \) and \( f_z(\{1, 2\}) \) with \( \{a_1, a_2\} = \{(1, 1), (1, 2)\} \), and make a general statement about the behavior of \( x_\alpha \).

2. Models without \( U(1) \) symmetry

A fairly general form of \( f(z) \) with zeros on the unit circle can be written as:

\[
f_z(N_0, m_+, m_-, \{m_j\}; \{k_j\}) = z^{N_0} g(z)(z-1)^{m_+}(z+1)^{m_-} \prod_{j=1}^{N_f} (z - e^{ik_j})^{m_j},
\]

where \( g(z) \) is a polynomial without any zeros on the unit circle or origin and \( k_1 < k_2 < ... < k_{N_f} \). Note that since we have Hamiltonians with real couplings, all zeros are either real or come in complex conjugate pairs and all the powers are integers. For simplicity, we just consider \( g(z) = 1 \). At this moment we assume that \( N_0 \) can be positive or negative integer number. In addition \( m_+, m_-, m_j \) are non-negative integer numbers. The correlation matrix of the ground state for this model is shown to be[24]:

\[
G_{nm} = \frac{1}{2\pi} \int_0^{2\pi} \frac{f(e^{ik})}{|f(e^{ik})|} e^{-i(m-n)k} dk.
\]

Remarkably the above integral can be calculated explicitly. The result for \( g(z) = 1 \) can be written with respect to elementary functions as follows:

\[
N_0 + M + Q \neq m - n,
\]

\[
N_0 + M + Q = m - n,
\]
\[
\begin{align*}
G^{R_{nm}} &= (-1)^{\frac{n+m}{2}+1}\left\{ \left( \frac{m+1}{2} \right) - \left( \frac{m-1}{2} \right) (1)^{Q+N_0(-1)^{n+m}} \right\} \\
G^{I_{nm}} &= \sum_{j=1}^{N_c} (-1)^{j-1} \left\{ \frac{m_j}{2} \right\} \sin\left( \frac{\pi m_j}{2} + (N_0 + M + Q + n - m)k_j \right)
\end{align*}
\]
and \( M = \sum_{j=1}^{N_c} m_j \), \( Q = \frac{m+2n}{2} \) and \( \{ X \} \) is defined as follows:
\[
\{ X \} := | X | - || X ||.
\]

Using the above equation we find the following duality

\[
G[f_{z}(N_0, m_+, m_-, \{ m_j \}; \{ k_j \})] = (-1)^{\frac{m+1}{2}}G[f_{z}(N_0 + M[m_+, m_-, \{ m_j \}], h[m_+], h[m_-], \{ h[m_j] \}; \{ k_j \})], \tag{28}
\]

where

\[
M[m_+, m_-, \{ m_j \}] = \left\{ \frac{m_+}{2} \right\} + \left\{ \frac{m_-}{2} \right\} + 2 \sum_{j=1}^{N_c} \left\{ \frac{m_j}{2} \right\}, \tag{29}
\]

and \( h[x] = x - 2[\frac{x}{2}] \). For later use it is also useful to define

\[
H[m_+, m_-, \{ m_j \}] = h[m_+] + h[m_-] + 2 \sum_{j=1}^{N_c} h[m_j]. \tag{30}
\]

To the best of our knowledge the above duality has not been discussed before in the literature. It means that when \( m_+, m_- \), \( \{ m_j \} \) are bigger than one it is possible to absorb them to \( N_0 \) and remain with just one or zero powers for \( m_+, m_- \), \( \{ m_j \} \). The immediate consequence of the above argument is that the even powers are non-critical and do not contribute to the central charge and the contribution of odd numbers is all the same. In other words we have the following theorem for the central charge:

\[
c[N_0, m_+, m_-, \{ m_j \}; \{ k_j \}] = \frac{1}{2} H[m_+, m_-, \{ m_j \}]. \tag{31}
\]

Note that we assume that the models with \( c = 0 \) are non-critical. In other words, all the models with \( m_+, m_-, \{ m_j \} \) even integer numbers are non-critical. From now on without loosing any generality we consider that \( m_+, m_- \), \( \{ m_j \} \) are either zero or one and not all of them are zero. One can also prove another useful duality

\[
G[f_{z}(N_0, m_+, m_-, \{ m_j \}; \{ k_j \})] = -G^T[f_{z}(-N_0 - m_+ - m_- - 2 \sum_{j=1}^{N_c} m_j, m_+, m_-, \{ m_j \}; \{ k_j \})]. \tag{32}
\]

\[\]

IV. SUMMARY OF RESULTS

In this section we will summarize our main results. We first discuss the case of the systems with \( U(1) \) symmetry and then discuss the models without this symmetry.

A. Models with \( U(1) \) symmetry

Our extensive numerical results support the following behavior for the coefficient of the logarithm

\[
x_\alpha = \begin{cases} 
\frac{c}{8} & \alpha \leq 4 \\
\frac{\alpha}{\alpha - \frac{1}{8}} \frac{c}{8} & \alpha > 4.
\end{cases} \tag{33}
\]

The case of \( c = 1 \) in a different geometry has been already discussed in [10]. The presence of the discontinuity at \( \alpha = 4 \) is attributed to the least irrelevant operator in the Luttinger liquid description of the model. As far as \( \alpha < 4 \) it was argued in [10] that this operator is irrelevant and one can get \( x_\alpha = \frac{1}{8} \) by Luttinger model arguments. However, when \( \alpha > 4 \) this operator is relevant and consequently the field gets locked into one of the minima of the potential and just one of the configurations end up
to have the largest contribution. Consequently, we have $x_α = \frac{α}{2(1-α)}$. It seems this picture is more general and valid for generic $f_ε(n)$ models. For $n = 1$ a simple numerical investigation shows that the dominant configurations at $α → ∞$ are $[0,1,0,1,...,0,1]$ and $[1,0,1,0,...,1,0]$ consistent with the half-filling ground state. It is possible to calculate the logarithm of the probability of this configuration exactly and one finds [19] a linear term plus a logarithmic subleading term with coefficient $-\frac{1}{8}$. This result proves the Eq. 33 at $α → ∞$ for $n = 1$. A simple numerical investigation shows that the largest probability for $f_ε(n)$ models is attributed to the $2n$ configurations $|A_n⟩ = |0,0,...01,1,...,0,0,...01,1,...⟩$ and $|A_n⟩ = |1,1,...10,0,...0,1,1,...0,0,...0⟩$, where $r = 0, 1,..., n - 1$. We conjecture that

$$-\ln p(A_n) = a(n)L + \frac{n}{8}\ln L + O(1).$$

(34)

It should be possible to prove the above conjecture using the methods developed in [19], however, we do not attempt to do that in this paper. We note that when the system is not half filling similar picture is still valid but the most relevant configuration can change. For example, for $\frac{r}{s}$ filling in $n = 1$ case the most important configuration is $|A_1(\frac{r}{s})⟩ = |0,0,...01,1,...,0,0,...0⟩$ in which the numerical results show that the logarithm of the probability of this configuration has also a linear term plus logarithmic correction with coefficient $-\frac{1}{8}$, see [13].

Finally we also found that the Eq. 33 is most probably also valid for the models $f_ε\{a_n⟩ = \sum a_n f_ε(n)$.

The numerical results in these cases have strong oscillations and consequently the estimation for $x_α$ is poor. However, the overall behavior of the numerical results is consistent with the Eq. 33.

The coefficient of the logarithm for all the considered models is summarized in the Table I.

B. Models without $U(1)$ symmetry

For models with $N_0 = 0$ our numerical results done on many examples reveal the following behavior

$$x_α = \begin{cases} \frac{b(α)}{8} & α \leq 1 \\ \frac{c}{α-1} & α > 1 \end{cases}$$

(35)

where $b(α) = b(α)H[m_+,m_-,\{m_j\}]$ and $c = \frac{1}{2}H[m_+,m_-,\{m_j\}]$. The coefficient of the logarithm seems to be again increasing based on the number of gapless Majorana fermions that one can define for the model. This is reminiscent of the behavior of entanglement entropy in these systems [22]. However, for $α ≤ 1$ the coefficient is not exactly proportional to the central charge. For $α = 1$ we have $b(1) = 0.480016 ± 0.00005$ and for $0 < α < 1$ the numerical results indicate a complicated but universal behavior, see [10] for the Ising chain. There are also regions where this coefficient is negative. For all these models the most relevant configuration is the configuration without any fermion, i.e. $|E⟩ = |0,0,...,0⟩$ or the one with full of fermions $|E⟩ = |1,1,...,1⟩$. One can understand this by calculating $⟨I|H|I⟩$ for different configurations $I$. An easy calculation shows that $⟨I|H|I⟩ = nA_0$, where $n$ is the number of fermions in the configuration. It is now easy to see that depending on the sign of the $A_0$ just the configuration without any fermion or the one with full of fermions have the lowest energies.

For the subsystem configurations numerical calculations support the above argument. Note that just changing the sign of the $G$ matrix interchanges the probability of the two configurations, however the set of the configurations is intact. We will be rarely concerned with this sign. The corresponding probability is called emptiness formation probability and one can calculate it explicitly using the Fisher-Hartwig formula, see [16] for the $c = \frac{1}{2}$ case. In the most general case we find:

$$-\ln p(E) = a(m_+,m_-,\{m_j\};\{k_j\})L + \frac{c}{8}\ln L + O(1),$$

(36)

where $a(m_+,m_-,\{m_j\};\{k_j\}) = \frac{1}{2π}∫ π_−π lν(1 + f(e^{ik}))$ and again we have $c = \frac{1}{2}H[m_+,m_-,\{m_j\}]$. This proves the Eq. 35 for $α → ∞$. However, as it is argued already for Ising chain in [10] it is not clear why the discontinuity in $x_α$ should start exactly at $α = 1$ in all of these models.

In the Table I we summarize the coefficient of the logarithm for all the models where we did comprehensive numerical checks.

V. NUMERICAL AND FITTING PROCEDURE

In this section we briefly discuss our numerical and fitting procedures. The more comprehensive details are relegated to the Appendix A.

In all of the considered models we first find the $2^L$ number of probabilities using the Eq. (18). The largest size that we considered was $L_{max} = 42$. After collecting all the probabilities we calculate the $I_0$ and find the best estimate of $x_α$ using different fitting procedures. Most importantly our fitting function is

$$I = A_0 + A_1 Log L + A_2 L^{-1} log L + \sum_{i=3}^m A_i L^{i-2}.$$

(37)

However, there are at least two important challenges to overcome. First of all, due to the limitation in the maximum size of $L$ we need to use some extrapolation methods to get a good estimate of $x_α$. The second important hurdle is that $I_0$ for some of the models show strong oscillations. In these cases either one needs to stick to a
particular branch or average the estimated $x_\alpha$ over all the branches. The more sophisticated approach is to use the regularization method. We have tried all of these possibilities and in each case we report the one with the best fit possible. In the Appendix A we also explain in detail our methods to estimate the error bars in each case.

Because of the exponential nature of the calculations and the number of considered models computing all the probabilities required a quite long time, which is particularly notable for larger system sizes. As an example in the case of $L = 42$, it took about 3 days to generate $2^{42}$ formation probabilities using a cluster with 356 computing nodes, where each node had 16 cores. To prevent further damage to the environment in Appendix B we collected the Shannon entropy for the models that we considered so that the motived reader can reproduce the coefficient of the logarithm by her (him) self.

| Models with $U(1)$ symmetry | $f(z)$ | $f_z(1)$ | $f_z(2)$ | $f_z(\{1,1\})$ | $f_z(\{1,2\})$ |
|-----------------------------|--------|---------|---------|----------------|----------------|
| $8x_1$                      | 0.9968 ± 0.0001 | 2.00 ± 0.01 | 1.003 ± 0.003 | 1.84 ± 0.30 |

TABLE I. Coefficient of the logarithm in the Shannon entropy for different models with $U(1)$ symmetry.

| Models without $U(1)$ symmetry | $f(z)$ | $(z - 1)_{\text{BW}}$ | $z^2 - 1$ | $z^3 - 1$ |
|-------------------------------|--------|----------------------|---------|---------|
| $8x_1$                        | 0.48008 ± 0.00002 | 0.48009 ± 0.00003 | 0.9616 ± 0.0001 | 1.4465 ± 0.0008 |

TABLE II. Coefficient of the logarithm in the Shannon entropy for different models without $U(1)$ symmetry.

The coefficient $x_\alpha$ with respect to $\alpha$ is shown again in the Fig 3.

We also considered the models $f_z(\{a_1, a_2\})$ with $(a_1, a_2) \in \{(1,1), (1,2)\}$. The numerical results have strong oscillations especially for the case $(a_1, a_2) = \{(1,2)\}$. In this case for large $\alpha$'s it seems impossible to get a good estimate for the $x_\alpha$ with the sizes up to $L = 42$. However, the general picture is consistent with the Eq. 33. In the Appendix B we just report the results for the Shannon entropy and do not show the details for the other $\alpha$'s.

VI. DETAILS OF THE ANALYSIS

In this section we will provide the details of the models that we considered. We first discuss systems with $U(1)$ symmetry and later we discuss the ones without this symmetry.

A. Models with $U(1)$ symmetry

We first considered the model $f_z(1)$ which is the simple hopping model with half filling. The results for $I_\alpha$ with $\alpha = 1, 6$ are shown in Fig 2. The results for $\alpha > 1$ have oscillations which gets stronger by increasing $\alpha$. To calculate the coefficient of the logarithm in these cases we first calculated the coefficient for each branch using extrapolation method and later we averaged over the two results. The results are shown in the Fig 3 which is compatible with the Eq. 33. We then considered the model $f_z(2)$. The results for $I_\alpha$ with $\alpha = 1, 6$ are shown in Fig 4. There are stronger oscillations in this case. There are four visible branches for $\alpha > 1$. In these cases again we calculated the coefficient for each branch and if needed we also used the regularization method as it is explained in the Appendix A. Finally we averaged over all the branches.

B. Models without $U(1)$ symmetry

In this section we will provide some details regarding the models without $U(1)$ symmetry.

The first example is the famous Ising chain with $f(z) = z - 1$. The results for $I_\alpha$ with $\alpha = 1, 2$ are shown in Fig 5. We do not see any oscillations for any $\alpha$. To calculate the coefficient of the logarithm we used the extrapolation method explained in the Appendix A. The maximum size of the subsystem that we considered was $L_{\text{max}} = 42$. 

![Fig. 2. $I_\alpha$ with respect to $\ln L$ for $f_z(1)$ for two indices $\alpha = 1$ and $\alpha = 6$.](image)
The results for $\alpha \geq 1$ are shown in the Fig 6 which is consistent with the Eq. 35.

It is worth mentioning that we also analyzed the $f(z) = z + 1$ which although has different $G$ matrix the set of formation probabilities are exactly the same as the Ising chain.

The second example is $f(z) = z^2 - 1$ which is a model with central charge $c = 1$. The results for $I_\alpha$ with $\alpha = 1, 2$ are shown in Fig 7. There are small oscillations for $\alpha > 1$ which are just detectable after careful numerical manipulations, see Fig 7 inset. To calculate the coefficient of the logarithm we again separated different branches and used the extrapolation method for each branch and then finally averaged over the two branches. The results for $\alpha \geq 1$ are shown in the Fig 6 which is consistent with the Eq. 35. Note that although the central charge here is an integer number because of lack of $U(1)$ symmetry we end up to a result which resembles the one we obtained for the Ising chain.

We also analyzed other models such as $f(z) = (z - e^{i\theta})(z - e^{-i\theta})$ with different $\theta$’s. They all have $c = 1$ and show similar structure. We realized that when $\theta$ is small or close to $\pi$ the oscillations for $\alpha > 1$ are stronger. The fewest oscillations appear for $\theta = \frac{\pi}{2}$ which have the same set of probabilities as $f(z) = z^2 - 1$.

The third example is $f(z) = z^3 - 1$ which is a model with central charge $c = \frac{4}{3}$. The results for $I_\alpha$ with $\alpha = 1, 2$ are shown in Fig 8. Similar to the previous case we have small oscillations. There are three branches and we followed the same procedure as before to estimate the coefficient of the logarithm. The results for $\alpha \geq 1$ are shown in the Fig 6 which is again consistent with the Eq. 35.

We also considered other models with similar central charge such as $f(z) = (z - 1)(z - e^{i\theta})(z - e^{-i\theta})$ with different $\theta$’s. The result are the same as before. However, we realized that the case $\theta = \frac{2\pi}{3}$ has the fewest
oscillations. When we decrease or increase $\theta$ the oscillations get stronger. Similar phenomena happens also for $f(z) = (z+1)(z-e^{i\theta})(z-e^{-i\theta})$. When the zeros has the largest distance from each other the oscillations are smallest and when two or three of them get closer to each other we have stronger oscillations. This is a numerical observation which we do not have a good explanation.

Apart from the above case we also considered $f(z) = (z-1)(z+1)(z-e^{i\theta})(z-e^{-i\theta})$ with central charge $c = 2$ with again similar conclusions. $f(z) = z^4 - 1$ has the least oscillations. The last model we considered was $f(z) = z^5 - 1$ with the central charge $c = \frac{5}{2}$. The results are consistent with the Eq. 35. In most of the cases where we do not report the results here we considered $L_{max} = 36$. In some cases such as $f(z) = z^5 - 1$ we pushed the results up to $L_{max} = 42$.

In all of the above cases we also studied with the same procedure $I_\alpha$ with $\alpha < 1$. For some $\alpha$’s the coefficient of the logarithm is negative but the numerical results confirm that the behavior of the coefficient is universal and proportional to the number of points where one can linearize the dispersion relation. The results were depicted in Fig 9. Here we considered $L_{max} = 36$. We think the visible discrepancy in the region $\alpha \in (0.6, 1)$ is due to the finite size effect which for unknown reason to us is stronger in this interval.

![Graph](image_url)

**FIG. 7.** $I_\alpha$ with respect to $\ln L$ for $f(z) = z^2 - 1$ for two indices $\alpha = 1$ and $\alpha = 2$. The inset shows there are oscillations with period two.

![Graph](image_url)

**FIG. 8.** $I_\alpha$ with respect to $\ln L$ for $f(z) = z^3 - 1$ for two indices $\alpha = 1$ and $\alpha = 2$. The inset shows there are oscillations with period three.
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**FIG. 9.** The coefficient of the logarithm with respect to $\alpha$ for the three models $f(z) = z-1, f(z) = z^2-1$ and $f(z) = z^3-1$. In all the calculations $L_{max} = 36$.

**VII. ANALYSIS BASED ON BISOGNANO-WICHMANN REDUCED DENSITY MATRIX**

The reduced density matrix (RDM) of a quantum system, $\rho_A$, is fully encoded in the modular (or entanglement) Hamiltonian $H_A$ defined as

$$
\rho_A = \frac{e^{-H_A}}{Z_A}, \quad Z_A = \text{tr}_A e^{-H_A}.
$$

(38)

By construction, the RDM and the modular Hamiltonian have the same eigenvectors, and their eigenvalues are simply related. The modular Hamiltonian plays a key role in quantum field theory [26]. In this context, the modular Hamiltonian of half-space partition is known to be related to the boost operator [27, 28]. Its form in conformal field theory (CFT) is also known explicitly [29, 30]. However, its explicit functional form in lattice models is known only in a few simple cases, see for example [31–36]. It was proposed in Refs. [37, 38] to use the Bisognano-Wichmann (BW) theorem in quantum field theory and its extension in conformal field theory (CFT) to write approximate modular Hamiltonians for lattice models. From the BW modular Hamiltonian one can construct a RDM, which has been dubbed BW RDM. The proposal has been checked extensively [36–41], showing that in many cases the BW modular Hamiltonian can reproduce...
to a good precision the entanglement spectrum, correlation functions and entanglement entropy. In [41] it was shown that this approximation also produces very good approximations of the formation probabilities. For a recent comprehensive review see [42].

Since the BW modular Hamiltonian is a discretization of the quantum field theory itself one might hope that the convergence of many quantities to the actual field theory result might be faster and better. Having this in mind we used the BW of the Ising model [36] to find first the $G_{BW}$ matrix as follows: we first make the following $T$ matrix:

$$ e\left(\begin{array}{cc} M & N \\ -N & -M \end{array}\right) = \left(\begin{array}{cc} T_{11} & T_{12} \\ T_{21} & T_{22} \end{array}\right), $$

(39)

where the $M$ and $N$ are $L \times L$ matrices ($L$ is the size of subsystem) with the following elements:

$$ \frac{1}{\pi} N_{lm} = \lambda(l) \delta_{l+1,m} - \lambda(m) \delta_{l,m+1}, $$

(40)

$$ \frac{1}{\pi} M_{l,m} = \lambda(l) \delta_{l+1,m} + \lambda(m) \delta_{l,m+1} + 2\lambda(l) - \frac{1}{2} \delta_{l,m}, $$

(41)

where $\lambda(n) = n(L-n)$ and $L$ is the size of the subsystem, i.e. $L = 1, 2, 3, \ldots$. Then for $G$ matrix we have

$$ G_{BW} = F - I _{F+1}, $$

(42)

where $F = T_{22}^{-1} + T_{12} T_{22}^{-1}$. One can use the above correlation matrix to produce formation probabilities and consequently the Rényi (Shannon) entropy. To calculate $I_{\alpha}(l)$ one needs to take care of a subtlety. The BW reduced density matrix is not an exact reduced density matrix. That means $t_{BW}\rho_{BW}^A \neq \rho_{BW}^A$. In other words, probabilities coming from $t_{BW}\rho_{BW}^A$ and $\rho_{BW}^A$ are different. We realized that the best results for $I_{\alpha}(l)$ can be derived by using marginal probabilities of $\rho_{BW}^A$. The results for the Rényi entropy is indistinguishable from the exact results when depicted in the Figure so we just report the Shannon entropy in this case in the Appendix B. This is an interesting demonstration of the universality of the coefficient of the logarithm and also the power of the approximate BW modular Hamiltonian.

VIII. DISCUSSION

In this paper we considered an infinite system and calculated the coefficient of the logarithm appearing in the scaling of Rényi (Shannon) entropy of the ground state of critical chains. Instead of working directly in the thermodynamic limit one could take a finite periodic system with size $N$ and calculate $I_{\alpha} = R_{\alpha}(\ell) + R_{\alpha}(N-\ell) - R_{\alpha}(N)$ which ends up to be proportional to $x'_{\alpha} \ln \frac{N}{x} \sin \frac{\pi x}{N}$, see [7, 10, 11]. We expect that in all of our models $x'_{\alpha} = x_{\alpha}$. The same is not true if one takes an open boundary condition as it was already noticed in [10]. This is because the boundary conditions can change the logarithmic sub-leading term drastically. Clear understanding of the coefficient in open quantum spin chains is still lacking. All of the models that we considered in this paper can be mapped to quantum spin chains using Jordan-Wigner transformation. Based on the previous numerical calculations [7, 11] it seems plausible to assume that if one calculates the Rényi (Shannon) entropy in $\sigma^z$ basis the result for the coefficient of the logarithm be the same as what we found in this paper. However, as it was already noticed in [11] this might not be correct for other bases. Finally we should mention that understanding the coefficient of the logarithm for $\alpha \leq 1$ in critical systems without $U(1)$ symmetry appears to be a challenge. For $\alpha = 1$ this coefficient seems almost [7] but not exactly [10] proportional to the central charge. It is an open problem to understand why this is the case.

IX. CONCLUSIONS

Rényi (Shannon) entropy of the ground state of quantum chains shows a volume-law behavior. When the system is critical these quantities for the subsystem show a subleading logarithmic term with a coefficient which is universal up to some extent. In this paper we studied these quantities at the critical point of generic time-reversal translational invariant quadratic critical free fermions. We found that there are two different classes of models. Models with $U(1)$ symmetry show a unified behavior. The coefficient is dependent on the number of points where one can linearize the dispersion relation. The coefficient is constant up to $\alpha = 4$ and then there is a discontinuity and a nice decay in the form $\frac{2}{\alpha-1}$. In the case of systems without $U(1)$ symmetry we have studied models where the corresponding $f(z)$ function has no zero outside of the unit circle. In these models the coefficient of the logarithm is always proportional to the number of points where one can linearize the dispersion relation. There is a discontinuity at $\alpha = 1$ and for $\alpha > 1$ we again have the $\frac{2}{\alpha-1}$ kind of decay. For $\alpha \leq 1$ although the coefficient is still universal the exact $\alpha$ functionality is not known. There are also regions where this coefficient is negative. It would be interesting to generalize the above analysis to models in which $g(z) \neq 1$ and/or $N_0 \neq 0$. Due to numerous possibilities and the existence of strong oscillations in the calculation of the Rényi entropy the complete classification in these cases might not be straightforward. Finally we also studied the same quantities using the approximate BW modular Hamiltonian and confirmed that the produced set of formation probabilities are very close to the exact ones. The derived coefficient of the logarithm was almost indistinguishable from the exact results. The biggest challenge for the future is probably to calculate analytically the $\beta(\alpha)$ for the second class of models to understand the nature of these numbers.
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Appendix A: Details of the fitting procedure

In this section we provide more details regarding fitting procedures that we followed in the main text. Let \( \{(I_j, J_j)\}_{j=1}^n \) be the set of data points, in which we intend to extract the relevant physical quantities, such as the coefficient of the logarithm, as the fitting parameters. The fitting functions of interest in this paper are of a factorized form meaning that it is a direct sum of some fitting (known) functions where the fitting parameters are the corresponding pre-factors. In other words, we have

\[
h(L, \{\theta\}) = \sum_{i=0}^m \theta_i f_i(L), \tag{A1}
\]

where \( m \) is the number of the fitting terms. In the above \( f_i(L), i = 0, ..., m \) are the fitting functions assumed to be a priori known \( (f_0(L) \equiv 1) \) and \( \{\theta\} \) shows the set of the fitting parameters, i.e. \( \{\theta_0, \theta_1, ..., \theta_m\} \).

In particular, \( \theta_0 \) is called the bias. To make connection with the paper, where the fitting formula is \( I = A_0 + A_1 \log L + A_2 L^{-1} \log L + \sum_{i=3}^m A_i / L^{i-2} \), we have \( \theta_0 \equiv A_0, \theta_1 f_1(L) = (A_1 = x_\alpha \log L), \theta_2 f_2(L) = (A_2, L^{-1} \log L), \) and \( \theta_i f_i(L) = (A_i, L^{-(i-2)}) \), \( i = 3, ..., m \). The \( \chi^2 \) method is an efficient approach for estimating the best fitting for a given data set, see for example [43]. One defines the \( \chi^2 \) as follows

\[
\chi^2(\{\theta\}) = \frac{1}{n} \sum_{j=1}^n (I_j - h(L_j, \{\theta\}))^2, \tag{A2}
\]

which should be minimized with respect to all the fitting parameters \( \{\theta\} \) in order to get the best fitting. In our work we mostly worked with another quantity called \( R \) value. It is defined as \( R^2 \equiv 1 - \frac{\chi^2}{\sigma^2} \), where \( \sigma^2 \equiv \frac{1}{n} \sum_{j=1}^n (I_j - \bar{I})^2 \) and \( \bar{I} \equiv \frac{1}{n} \sum_{j} I_j \). The closer this quantity is to one the better the fit is. When the number of fitting parameters are high, one can use the gradient descent method in which one updates the parameters using the equation

\[
\hat{\theta}^{new}_1 = \hat{\theta}^{old}_1 - \eta \frac{\nabla_{\theta_1} \chi(L_j, \{\theta\})}{|\nabla_{\theta_1} \chi(L_j, \{\theta\})|} \delta \theta, \tag{A3}
\]

where \( \delta \theta \) is a discretization parameter, \( \eta \) is the step size and \( \theta \equiv \theta_0, \theta_1, ..., \theta_m \), and \( \nabla_{\theta} \equiv \left( \frac{\partial}{\partial \theta_0}, \frac{\partial}{\partial \theta_1}, ..., \frac{\partial}{\partial \theta_m} \right) \) to get the best fit after reaching to the fixed point of the parameter. It is worth mentioning that one should be careful in taking appropriate number of fitting parameters to avoid the problem of over-fitting. Normally the sign of overfitting in numerical calculations is the huge and strongly fluctuating numbers for the fitting parameters. To avoid this problem, one adds \( \lambda \sum_{i=2}^m \theta_i^2 \) to the \( \chi^2 \), where \( \lambda \) is a very small coefficient which prevents the coefficients to take extremely large values. This method is called the regularization method and was used in this paper when necessary. Note that in this work we did not regularize the \( \theta_0 \) and \( \theta_1 \).

A more compact representation of Eq. A2 can be obtained by casting the equation in a matrix form. Let \( X_{ji} \equiv f_i(L_j) \) be a \((n \times (m + 1))\) matrix, and \( \Theta \equiv (\theta_0, \theta_1, ..., \theta_m)^T \) be a vector with length \( m + 1 \), and \( Y \equiv (Y_1, Y_2, ..., Y_n)^T \) where \( i = 0, 1, ..., n \) enumerates the fitting terms, and \( j = 1, 2, ..., n \) enumerates the data points. Then the regularized \( \chi^2 \) reads

\[
\chi^2(\{\theta\}) = \frac{1}{n} (X\Theta - Y)^T (X\Theta - Y) + \lambda \Theta^T \Gamma \Theta, \tag{A4}
\]

where \( \Gamma \) is a diagonal matrix with zero or one as its diagonal elements. For a fitting parameter that is not going to be regularized, the corresponding diagonal element is zero, and for the other elements, it is one. By minimizing \( \chi^2 \) with respect to all \( \theta \) parameters, we obtain

\[
\Theta = \left( X^T X + \lambda \Gamma \right)^{-1} X^T Y. \tag{A5}
\]

In some cases the matrix \( X^T X \) has small eigenvalues which leads to very large \( \theta \) values when \( \lambda \) is zero. This is the reason for introducing the regularization parameter \( \lambda \).

In our analyses in this paper, we set the diagonal elements of \( \Gamma \) corresponding to the bias and the \( x_\alpha \) to zero. In addition, when overfit takes place, we consider a minimal \( \lambda \) value that removes the over-fit. To obtain an optimal values for \( m \), we first start with \( m = 1 \), and find the fittings. Then we increase \( m \) by one and repeat the fittings, and check the convergence of the fitting parameters. We continue this procedure, comparing the quality of the fittings with the previous stage, up to a stage where the fittings are optimal.

To calculate the fitting parameters in the scaling limit we used two kinds of extrapolation: the uppermost and the lowermost fixed extrapolation (UFE and LFE respectively). Suppose that the range of fitting is \([L_{\min}, L_{\max}]\). Then in the UFE (LFE) method we fix \( L_{\max} (L_{\min}) \) to its maximum (minimum) value and calculate the fitting parameters (especially \( x_\alpha \)) in terms of \( L_{\min} (L_{\max}) \) using the \( R^2 \) method. Our observations show that for all cases the resulting \( x_\alpha (L) \) follow

\[
x_\alpha (L) = x_\alpha^\infty + \frac{a}{L^{b}}. \tag{A6}
\]

where \( x_\alpha^\infty \), \( a \) and \( b \) are some constants obtained by fitting. \( x_\alpha^\infty \) is the extrapolated parameter that we report in this paper. We note that the UFE is not really the usual extrapolation method because the largest size is actually
fixed. However, in most of the cases since the values for the Rényi entropy for small sizes are not very useful we found that the UFE normally gives more stable results than the LFE.

Throughout the paper we face models where the Rényi entropy shows some oscillations. In this cases we subdivide the data points to \( k \) classes where in each class the points are in the same phase of oscillations: \( \left\{ \left( I_1(q), I_2(q) \right) \right\}_{i=1}^{n} \). Then, using the procedure explained above we find the best fits for each class, with the resulting fitting parameters \( \left\{ \left\{ \theta \right\}_p \right\}_{p=0}^{m} \), where \( q \) numerates the classes (totally \( k \) classes). Then, the average parameters are simply defined as

\[
\bar{\theta}_p = \frac{1}{k} \sum_{q=1}^{k} \theta^{(q)}_p , \tag{A7}
\]

for which the corresponding fitting functions are free of oscillations. The mentioned oscillations are stronger in \( U(1) \) symmetric models.

Furthermore, one can define error of estimating coefficients of fitting, using standard deviation method (SD) [44]. We know that for any set of data with linear behavior we have a finite deviations (errors) from Eq. A1. For \( n \) data pairs \( \left\{ I_1, I_2 \right\}, i = 1, \ldots, n \), the underlying relationship between \( I_1 \) and \( I_2 \) including this error term \( \epsilon_i \) can be described as

\[
I(L_j) = A_{-1} + x_{\alpha} \ln L_j + \ldots + \epsilon_j . \tag{A8}
\]

After applying proper fitting method and extracting fitting coefficients we can replace them in Eq. A8 and estimate error \( \epsilon_j = I_j - A_{-1} - x_{\alpha} \ln L_j - \ldots \). Consequently, the error of estimating coefficient \( x_{\alpha} \) can be written as

\[
\epsilon(x_{\alpha}) = \sqrt{\frac{\sum_j \epsilon_j^2}{(n-2)(<z^2>-<z>^2)}}, \tag{A9}
\]

where \( z = \ln L \) and \( <a> = \frac{1}{n} \sum_j a_j \).

There are two sources of error in estimating the thermodynamic limit of fitting parameters, like \( x_{\alpha} \). The first one is the systematic error corresponding to Eq. A6. The second one is the error arising from the numerical errors in estimating the function for each system size. See for example Fig.10, where apart from the systematic error in estimating the final value of \( I \) for large \( L_{\text{max}} \) values, there is an additional error due to the errors for each \( L_{\text{max}} \). In other words, we use the Eq. A6 for three sets of points, the fitting values of \( x_{\alpha} \) coming from Eq. A1 for different sizes and the same numbers plus/minus their error bars for each sizes. More precisely, in Fig.10 although the blue bold circles converge to 0.06001052 with error \( 1.2 \times 10^{-6} \), the upward (downward) triangles converge to 0.06001193 (0.06000933) as a limit of maximum (minimum) estimations. The total error is then the summation of these two error bars. In the example of Fig.10, the total error is \( \pm [0.06001193 - 0.060001052 + 1.2 \times 10^{-6}] \). To summarize here we first calculate the extrapolation value of the green, blue and red points. Then we calculate the difference between the values associated to red and green points with the blue one. Then we pick the maximum value and add it to the error bar of the fitting of the blue points.

**Fig. 10.** Blue points are \( x_{\alpha} \) estimations for each size derived using Eq. A1. Green/Red points are \( x_{\alpha} \) plus/minus the error bar of the blue points. To estimate the error bar for \( x_{\alpha} \), the difference between \( x_{\alpha}^\infty \) associated to the blue, red and green points are used.

### Appendix B: List of Shannon entropies

In this appendix we summarize the Shannon entropy for different sizes for all the models that we considered in this paper.

1. **Shannon entropy of models with \( U(1) \) symmetry**

In this section we provide the exact values of Shannon entropy in the models with \( U(1) \) symmetry. In table III we provided the Shannon entropy for different sizes for the models we considered in the main part of the paper.

2. **Shannon entropy of models without \( U(1) \) symmetry**

In this section we provide the exact values of Shannon entropy in the models without \( U(1) \) symmetry. In table IV we provided the Shannon entropy for different sizes for the models with \( f(z) = \{z - 1, z^2 - 1, z^3 - 1, z^5 - 1, z(z - 1)\} \). Then in the table V first column we provided the Shannon entropy coming from the BW reduced density matrix. In the second column we explicitly write the Shannon entropy for the subsystem derived using the marginal probabilities.
| \( L \) | \( f_z(1) \) | \( f_z(2) \) | \( f_z(1.1) \) | \( f_z(1.2) \) |
|---|---|---|---|---|
| 1 | 0.69314718055994 | 0.69314718055994 | 0.6365146829481 | 0.69221884672917 |
| 2 | 1.30175595358551 | 1.3862943611989 | 1.20713991833245 | 1.3840188518543 |
| 3 | 1.889052473643207 | 1.99400313891575 | 1.75382909171079 | 2.01139383075075 |
| 4 | 2.465729263803832 | 2.6051191671716 | 2.290241046445855 | 2.6399346158892 |
| 5 | 3.03554130502831 | 3.1928069478788 | 2.82016064054523 | 3.25084607202052 |
| 6 | 3.60994114646480 | 3.7790497286416 | 3.3457544378459 | 3.86112826700399 |
| 7 | 4.163929822887889 | 4.3552504740309 | 3.8683043023438 | 4.46578265294401 |
| 8 | 4.72333514587764 | 4.93145853661664 | 4.38865438976192 | 5.07035792051820 |
| 9 | 5.28160174041851 | 5.1027507336644 | 4.405010339997777 | 5.6719739743551 |
| 10 | 5.83843505117108 | 6.07108261005664 | 5.4243364374937 | 6.2702015844070 |
| 11 | 6.39411934070096 | 6.6364825149308 | 5.9403254459927 | 6.86739660849696 |
| 12 | 6.94883095743287 | 7.201882299292957 | 6.4553416818048 | 7.46246447774241 |
| 13 | 7.50279148608873 | 7.76243937534372 | 6.9657565672588 | 8.057699765335 |
| 14 | 8.05592711783444 | 8.3265645775758 | 7.4301404162153 | 8.6503854334950 |
| 15 | 8.6052812099970 | 8.8663334774661 | 7.9960073579124 | 9.2428521610490 |
| 16 | 9.16058694363123 | 9.4667029175474 | 8.50843325729873 | 9.8346719262273 |
| 17 | 9.71218705608899 | 10.0049368660264 | 9.02037209149640 | 10.425680685412 |
| 18 | 10.2633726246811 | 10.5632034802959 | 9.53189899771722 | 11.016268215656 |
| 19 | 10.8141886934818 | 11.2004214816024 | 10.043058231317 | 11.606136264382 |
| 20 | 11.36467155868883 | 11.6768770034229 | 10.5538865626276 | 12.195618677636 |
| 21 | 11.91455358018393 | 12.3298784214122 | 11.0644150816116 | 12.784647900688 |
| 22 | 12.467634811334 | 12.7882386814019 | 11.574671896468 | 13.373292826244 |
| 23 | 13.5638519339168 | 13.8976619118654 | 12.5944598914257 | 14.54949625928 |
| 24 | 14.66290826377343 | 15.0054582972159 | 13.6134084894882 | 15.724854175891 |
| 25 | 15.75962463099596 | 16.118542356559 | 14.631697420975 | 16.898452066857 |
| 26 | 16.8562921237941 | 17.2170436401148 | 15.6492512752802 | 18.0714355315951 |
| 27 | 17.9528910588046 | 18.3211739881711 | 16.666322175571 | 19.243668869454 |
| 28 | 19.0487754831082 | 19.4243746089076 | 17.6829109075352 | 20.415209971075 |
| 29 | 20.1442363964986 | 20.5267452314426 | 18.6990893971895 | 21.5861034172132 |
| 30 | 21.2393191176783 | 21.6283773787716 | 19.7148843898415 | 22.7564395298411 |
| 31 | 22.334608777584 | 22.7923409088999 | 20.730341422332 | 23.926777420356 |
| 32 | 23.4284922110165 | 23.8297075943315 | 21.7454918339490 | 25.0956690763373 |

**Table III.** Shannon entropy for different sizes for various models with \( U(1) \) symmetry.
TABLE IV. Shannon entropy for different sizes for various models without $U(1)$ symmetry.
interaction, Communications in Mathematical Physics 284, 117 (2008), [arXiv:0708.0161].
23 R. Verresen, N. G. Jones, and F. Pollmann, Topology and edge modes in quantum critical chains, Phys. Rev. Lett. 120, 057001 (2018), [arXiv:1709.03508].
24 N. G. Jones, R. Verresen, Asymptotic correlations in gapped and critical topological phases of 1D quantum systems, J Stat Phys 175, 1164–1213v (2019), [arXiv:1805.06904].
25 R. Shankar, Renormalization-group approach to interacting fermions, Rev. Mod. Phys. 66, 129 (1994).
26 E. Witten, APS Medal for Exceptional Achievement in Research: Invited article on entanglement properties of quantum field theory, Rev. Mod. Phys. 90, 045003 (2018), [arXiv:1803.04993].
27 J. J. Bisognano and E. H. Wichmann, On the Duality Condition for a Hermitian Scalar Field, J. Math. Phys. 16, 985–1007 (1975).
28 J. J. Bisognano and E. H. Wichmann, On the Duality Condition for Quantum Fields, J. Math. Phys. 17, 303 (1976).
29 P. D. Hislop and R. Longo, Modular Structure of the Local Algebras Associated With the Free Massless Scalar Field Theory, Commun. Math. Phys. 84, 71 (1982).
30 K. Najafi and M. A. Rajabpour, Entanglement entropy after selective measurements in quantum chains, JHEP 12 (2016) 124, [arXiv:1608.04074].
31 H. Itoyama and H. B. Thacker, Lattice Virasoro algebra and corner transfer matrices in the Baxter eight-vertex model, Phys. Rev. Lett. 58, 1395 (1987).
32 I. Peschel, M. Kaulke and Ő. Legeza, Density-matrix spectra for integrable models, Ann. der Phys. 8, 153–164 (1999), [arXiv:cond-mat/9810174].
33 B. Nienhuys, M. Camposnirri and P. Calabrese, Entanglement, combinatorics and finite-size effects in spin chains, J. Stat. Mech. (2009) P02063, [arXiv:0808.2741].
34 I. Peschel and V. Eisler, Reduced density matrices and entanglement entropy in free lattice models, J. Phys. A 42, 504003 (2009), [arXiv:0906.1663].
35 V. Eisler and I. Peschel, Analytical results for the entanglement Hamiltonian of a free-fermion chain, J. Phys. A 50, 284003 (2017), [arXiv:1703.08126].
36 V. Eisler and I. Peschel, Properties of the entanglement Hamiltonian for finite-free-fermion chains, J. Stat. Mech. (2018) 10401, [arXiv:1805.00078].
37 M. Dalmonte, B. Vermersch and P. Zoller, Quantum Simulation and Spectroscopy of Entanglement Hamiltonians, Nat. Phys. 14, 827 (2018), [arXiv:1707.04455].
38 G. Giudici, T. Mendes-Santos, P. Calabrese and M. Dalmonte, Entanglement Hamiltonians of lattice models via the Bisognano-Wichmann theorem, Phys. Rev. B 98, 134403 (2018), [arXiv:1807.01322].
39 T. Mendes-Santos, G. Giudici, R. Fazio and M. Dalmonte, Measuring von Neumann entanglement entropies without wave functions, New J. Phys. 22, 013044 (2020), [arXiv:1904.07782].
40 T. Mendes-Santos, G. Giudici, M. Dalmonte and M. A. Rajabpour, Entanglement Hamiltonians of quantum critical chains and conformal field theories, Phys. Rev. B 100, 155122 (2019), [arXiv:1906.00471].
41 J. Zhang, P. Calabrese, M. Dalmonte and M. A.

| L | total system | subsystem |
|---|---|---|
| 1 | 0.45920500717509 | – |
| 2 | 0.92205905719285 | 0.47270562810661 |
| 3 | 1.36645218889283 | – |
| 4 | 1.80496685397933 | 0.92510102090855 |
| 5 | 2.24030998571811 | – |
| 6 | 2.67358767640636 | 1.36780423258969 |
| 7 | 3.10542377471024 | – |
| 8 | 3.53618169812639 | 1.80575515259345 |
| 9 | 3.96610437840695 | – |
| 10 | 4.39536048183681 | 2.24082354163218 |
| 11 | 4.82407203544144 | – |
| 12 | 5.2523024242084 | 2.67395633633817 |
| 13 | 5.68020509249127 | – |
| 14 | 6.10775148615426 | 3.1056097398650 |
| 15 | 6.53012918644144 | – |
| 16 | 6.96202612243598 | 3.53639519677199 |
| 17 | 7.38881928804349 | – |
| 18 | 7.81541720297786 | 3.96627477249654 |
| 19 | 8.24184042007064 | – |
| 20 | 8.68610640526907 | 4.3954965444791 |
| 21 | 9.09420720370354 | – |
| 22 | 9.5202245133198 | 4.8241878531053 |
| 23 | 10.3718688393031 | 5.2524281340267 |
| 24 | 11.2231136875357 | 5.6802889174912 |
| 25 | 12.0740172271869 | 6.10782407525548 |
| 26 | 12.9246257180375 | 6.53507617619803 |
| 27 | 13.7749766184651 | 6.96208208951522 |
| 28 | 14.6250100747952 | 7.38886900778397 |
| 29 | 15.4750234355686 | 7.8154616654928 |
| 30 | 16.3247636310014 | 8.24188404760934 |
| 31 | 17.1743476517357 | 8.68614257612601 |

TABLE V. Shannon entropy for different sizes for Ising chain derived using BW reduced density matrix. The third column is the marginal probabilities for the half of the subsystem.

19, 013105 (2020), [arXiv:1909.01270].
20 F. Ares, M. A. Rajabpour, J. Viti, Exact full counting statistics for the staggered magnetization and the domain walls in the XY spin chain, Phys. Rev. E 103, 042107 (2021), [arXiv:2012.14012].
21 F. Ares, M. A. Rajabpour, J. Viti, Scaling of the Formation Probabilities and Universal Boundary Entropies in the Quantum XY Spin Chain, J. Stat. Mech. , 083111 (2020), [arXiv:2004.10606].
22 J. Zhang, G. Pagano, P. W. Hess, A. Kyriianidis, P. Becker, H. Kaplan, A. V. Gorshkov, Z.-X. Gong, C. Monroe, Observation of a many-body dynamical phase transition with a 53-qubit quantum simulator, Nature 551, 601–604 (2017), [arXiv:1708.01044].
23 A. R. Its, F. Mezzadri and M. Y. Mo, Entanglement Entropy in Quantum Spin Chains with Finite Range
Rajabpour, Lattice Bisognano-Wichmann modular Hamiltonian in critical quantum spin chains, SciPost Phys. Core 2, 007 (2020), [arXiv:2003.00315].

42 M. Dalmonte, V. Eisler, M. Falconi, B. Vermersch, Entanglement Hamiltonians: from field theory, to lattice models and experiments, [arXiv:2202.05045].

43 S. Boyd and L. Vandenberghe., Convex Optimization Cambridge, U.K.: Cambridge Univ. Press, (2004).

44 H. Gould, J. Tobochnik, and W. Christian An Introduction to Computer Simulation Methods Applications to Physical System, Addison-Wesley, Reading, Massachusetts, (1996).