Performance evaluation of spatial fuzzy C-means clustering algorithm on GPU for image segmentation
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Abstract
Image processing by segmentation technique is an important phase in medical imaging such as MRI. Its objective is to analyze the different tissues in human body. In research area, Fuzzy set is one of the most successful techniques that guarantees a robust classification. Spatial FCM (SFCM); one of the fuzzy c-means variants; considers spatial information to deal with the noisy images. To reduce this iterative algorithm’s execution time, a hard SIMD architecture has been planted named the Graphical Processing Unit (GPU). In this work, a great contribution has been done to diagnose, confront and implement three different parallel implementations on GPU. A parallel implementations’ extensive study of SFCM entitled PSFCM using 3 × 3 window is presented, and the experiments illustrate a significant decrease in terms of running time of this algorithm known by its high complexity. The experimental results indicate that the parallel version’s execution time is about 9.46 times faster than the sequential implementation on image segmentation. This gain in terms of speed-up is achieved on the Nvidia GeForce GT 740 m GPU.
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1 Introduction
The parallelism is in fact the trending of science, and the computing power that can offer to complex algorithms makes it an obligation not just a choice. The multi-core architecture birth at the processors level was a beginning to deal with such obligations. There are several techniques that rely heavily on multi-core. In [13], the authors suggested an
implementation of k-means [30] clustering algorithm on a parallel machine emulator [54] of the Reconfigurable Mesh Computer (RMC). This parallel implementation takes the SIMD architecture advantage from their proposed platform [54] to reduce its complexity. Otherwise, the open Multi Processing (OpenMP) application programming interface provides an efficient abstraction for implementing parallel algorithms for multi-core processors [9].

Many scholars worked on different technologies to speed up their software applications using regular multi-core CPUs [15, 23]. Other works have operated on the multiprocessors as a CPUs cluster and have implemented some clustering algorithms such as Fuzzy C-means (FCM) [11], Spatial Fuzzy C-means (SFCM) [18] and Gaussian Kernel-based FCM with spatial bias correction [34]. Yet, accelerating applications at the CPU level is still respectable compared to what is required in terms of computing. Therefore, many research fields were benefited from GPU acceleration techniques [10, 14, 22, 39, 40, 44].

In medical imaging field, image segmentation is considered as one of the most important steps to discriminate various body tissues for better diagnosis [21, 25, 31, 32]. However, the segmentation process suffers from many crucial drawbacks keeping it an active research area [24, 33, 46, 52, 55]. One of the difficulties facing segmentation algorithms is time-consuming issue due to an actual medical images’ high density.

To fix the mentioned matters, several clustering algorithms count on the parallel processing for execution time enhancement. Moreover their high computing capabilities Graphics Processing Units (GPU) are more adapted to image processing techniques [20, 29, 35]. Clustering algorithms not only can benefit from the parallel behavior of GPU processors but also can provide interesting performances [2, 6, 7, 49].

The present work deals with the execution time’s reduction, one of the most interesting variants of FCM algorithm that is SFCM [18]. This powerful algorithm demonstrates great results for its performance on image segmentation accuracy compared to FCM algorithm. Nevertheless, it is very time intensive consumer. In this study, the contribution is mainly focused on the SFCM algorithm parallelization strategies on massively parallel architecture (GPU). The key target is to overcome the high complexity’s drawback by reducing the execution time. In fact, the GPU computing performance’s advantage has been taken to implement three parallel versions that successfully hasten the SFCM. As it has already been mentioned that one of these implementations is considered as a direct application inspired from literature after being applied and compared to the two proposed implementations.

This work main contributions are summarized as follow:

– Taking advantage of the GPU massively parallel architecture, where a three parallel implementations comparison of the SFCM algorithm is suggested.
– To validate and illustrate the performance of the proposed parallel implementations, many experiments on different medical images segmentation, were conducted.
– Obtained results in terms of parallel versions’ speed up with respect to the sequential one shows an acceleration up to 9.46 times on the Nvidia GeForce GT 740 m GPU.
The remaining of the paper is structured as follows: In Section 2, some related works’ review. Section 3 briefly presents the SFCM algorithm sequential implementation. Section 4 Details the three studied parallel implementations of the SFCM algorithm. Section 5 presents the experimental results. Finally, the paper conclusion in Section 6.

2 Review of some related work

Currently, many lightweight threads in a GPU encourage on properly designed parallel algorithms for a performance relatively faster than sequential implementation. In addition, Compute Unified Device Architecture (CUDA) programming environment provides an exceptional foundation for programmers to efficiently use NVIDIA(R) GPUs [41]. For instance, many image and signal processing applications, and heuristic optimization method such as (Smith-Waterman algorithm, genetic quantum algorithm, simulated annealing, particle swarm and the solution of differential equation) are few examples that have been implemented successfully using CUDA [4, 12, 37, 53].

Many image segmentation techniques try to discharge their computations to GPU hardware. Researchers in [26, 38] performed a level set medical image segmentation on GPU using efficiently CUDA programming environment. They have lowered significantly the execution time from about 8 s to less than 0.5 s for the level set method.

In [36], the authors implemented a deformable image registration algorithm on GPU. They applied this algorithm to segment the right ventricular in cardiac MRI images. The speedup improvements achieved were around 19 times faster over the sequential implementation.

Authors in [50] recommended a parallel nearest neighbor partitioning (NNP) method to accelerate NNP. In their method, blocks and threads are used to evaluate potential neural networks and to perform parallel subtasks. The speedup reached by PNNP is about 70 times faster than the NNP.

In [47], the authors proposed a parallel centerline extraction algorithm on GPU that withdraw tabular structures such as blood vessels from different medical imaging modalities. The results demonstrate that the method can extract airways and vessels in 3–5 s on a modern GPU.

Nitin Satpute et al. [42] proposed parallel seeded region growing for vessel segmentation using CT liver images. The gradient based fast parallel SRG (seeded region growing) for 2D vessel segmentation has reached an acceleration of 1.9 times faster compared to the state-of-the-art.

The earliest implementation of supervised algorithms is k-means on the Graphic Processor Unit (GPU) which was proposed in [27]. Many scholars accurately address K-means as general purpose clustering algorithm [51]. According to the previous literature, the first popular K-mean GPU implementation is suggested and described in [17].

One of the alternate powerful unsupervised classification technique is the fuzzy c-means algorithm [11] as several parallel implementations of this algorithm on GPUs have been proposed [2, 7, 8].
Cecilia et al. [16] proposed three different data clustering algorithms which are k-means, Fuzzy minimals (FM) and Fuzzy C-means (FCM). They applied their algorithms to IOT technology for immediate data analysis. The authors executed the algorithms on GPU peripheral and HPC (High performance Computing) cloud platforms suitable for cloud implementation. They obtained an acceleration factor of 11x for GPU over CPU, they also obtained a power saving of up to 150% for GPU and HPC devices compared to sequential execution.

The article published in [48] presents different steps to improve the conventional FCM algorithm’s performance in CPU. The suggested method provided equal segmentation accuracy compared with the existing methods but minimizes the segmentation time considerably up to seven times and iterations’ average number, after that they have compared their method’s performance to a GPU based implementation of FCM.

Author in [43] parallelized fuzzy c-mean for Brain tumor segmentation using FLAIR MRI sequences. The used method’s efficiency shows an acceleration of 17.6 times over the sequential implementation.

Li et al. [28] presented a modified version of FCM algorithm to improve the membership matrix calculation and the class centers updating. Their algorithm’s upgrade version was executed on GPU hardware using CUDA environment to reduce the execution time and to rise the visual including the segmentation efficiency. In their experiments, they used different images of different data sizes on a GTX 260 GPU and Intel Core 2 CPU. The authors achieved at least 10 times speed up improvements over the sequential FCM implementation.

In [5] authors have parallelized brFCM; a faster version of the standard FCM. They have compared their implementation to sequential brFCM and standard FCM, and they also have got a speedup of 2.24 and 23.42 times simultaneously. The GPUs used for their experiments are Tesla M2070 and Tesla K20m.

In [4], a parallel DFC algorithm was implemented and analyzed in GPU using two methods, the first one is called thread-based and the second one is called block-based. They have also used openMP to parallelize the DFC on fMRI data. As a result, a speedup ranging from 18.5 to 157 times on GPU and 7.7 times with openMP have been obtained respectively.

Otherwise, in [1, 3], the authors have proposed a bias field’s parallel implementation on GPU architecture for three different devices. They have reached a speedup of 52 times on GTX 580, 21 times on GTX 760 and 12 times on GT 740 m for big data on windows ×32 operating system. They have as well characterized a relevant way of their implementation’s behavior on the three different device cards for small, medium and large data size respectively.

### 3 Sequential version of the spatial fuzzy C-means algorithm

Applied in image segmentation, the SFCM fuzzy clustering algorithm [18] assigns image pixels to each class or category by using fuzzy memberships in addition to the neighbor’s effect. Let $X (x_1, x_2, ..., x_N)$ refers an image with $N$ pixels to be partitioned into $c$ clusters, where $x_i$ represents the grayscale feature. The algorithm is an iterative optimization that minimizes the cost function $J$ defined by Eq. 1:
\[ J = \sum_{j=1}^{N} \sum_{i=1}^{C} u_{ij}^m \|x_j - C_i\|^2 \]  

Where:

- \( C_i \) is the centroid of cluster \( i \);
- \( N \) is the number of pixels.
- \( m \) is a fuzzy weighting exponent.
- \( \|x_j - C_i\|^2 \) is a square of Euclidean distance between \( i \)th centroid \( C_i \) and \( j \)th data point \( x_j \).
- \( u_{ij} \) is the degree of membership of the pixel \( x_j \) for the cluster \( C_i \).
- \( C \) is the number of clusters that should respect the condition: \( 2 \leq c < N \).

The previous membership matrix \( u \) is given by the Eq. 2:

\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ik}}{d_{ij}} \right)^{2/(m-1)}} \]  

Where:

- \( u_{ij} \in [0, 1], \forall i, j \)
- \( \sum_{i=1}^{c} u_{ij} = 1, \forall j = 1, \ldots, N \)
- \( 0 < \sum_{j=1}^{N} u_{ij} < N, \forall i = 1, \ldots, C \)

The authors have included the neighborhood effect since the pixels are highly correlated. In other words, these neighboring pixels have similar feature’s values and the probability they belong to the same cluster is great.

To exploit the spatial information, a spatial function is defined as:

\[ h_{ij} = \sum_{k \in NB(x_j)} u_{ik} \]  

Where \( NB(x_j) \) represents a square window centered on pixel \( x_j \) in the spatial domain. A 3 × 3 windows were used throughout this work. The spatial function \( h_{ij} \) represents the probability where pixel \( x_j \) belongs to \( i \)th cluster. The spatial function of a pixel for a cluster is large if most of its neighborhood belongs to the same clusters. The spatial function is incorporated into new membership function as follows:

\[ u_{ij} = \frac{u_{ij}^p h_{ij}^q}{\sum_{k=1}^{c} u_{ik}^p h_{kj}^q} \]  

\( p \) and \( q \) are parameters to control the relative importance of both functions \( u \) and \( h \).

To update the centroids vector, the following function has been used:

\[ V_i = \frac{\sum_{j=1}^{N} u_{ij}^m x_j}{\sum_{j=1}^{N} u_{ij}^m} \]
The Algorithm 1 represents the sequential implementation’s different steps.

Algorithm 1 Sequential SFCM
1: Choose the cluster centers randomly
2: Initialize the objective function
3: Initialize the Membership functions
4: Repeat
5: Update the membership function using equation (2)
6: Update the spatial function using equation (3)
7: Update the new membership function using equation (4)
8: Update the cluster centers vectors using equation (5)
9: Calculate the objective function $J_{(N+1)}$ using equation (1)
10: Until $|J_{n+1} - J_n| < \varepsilon$

4 Parallel implementation of the SFCM algorithm

In this section, the algorithm’s different implementations will be introduced. Indeed, 3 hybrid methods are being studied, one of which is an application inspired by the literature and adopted [5, 45].

One of the major problems that increases the execution time of fuzzy C-mean and its variants is the power’s calculation. To overcome this crisis, the scalar product can be used so that the algorithm will only deal with special cases. As far as this paper is concerned, floating power has been used instead of double power since it is considered faster and produces the same results. This allows us to process the algorithm in a general way whatever the parameter $m$ ($\forall m \in \mathbb{R}$ and $m > 1$).

4.1 SFCM_PV1

In this first version, an advantage of the graphics processor’s power was taken to minimize the data transfer cost between CPU and GPU. This implementation’s steps are arranged as follows

1- Initialize the input data such as image, initial centroids, $m$, $p$, and $q$ parameters and membership matrices at CPU-level. Then, transfer the image to the GPU.
2- The second step intends to invoke the first Kernel which permits to calculate the membership matrix at the GPU level. As it is obvious, the calculation of the latter coincides perfectly with the GPU architecture, allowing it to well perform at this level.
3- The second Kernel consists in calculating the spatial function simultaneously for each pixel, then using this function to calculate the new membership matrix which also seems, in turn, very suitable to be calculated on the GPU.
4- For the Objective function $J = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^{m} \|x_j - C_i\|$, the term $u_{ij}^{m} \|x_j - C_i\|$ was calculated in parallel where each thread calculates the term by iterating on the clusters. Whereas the final summation, a predefined function of the CUBLAS library was used to retrieve it at the CPU level. The same applies for the centroids’ updating of $V_i = \frac{\sum_{j=1}^{N} u_{ij}^{m} x_j}{\sum_{j=1}^{N} u_{ij}^{m}}$ each.
thread calculates the term $u_{ij}^m x_j$, the term $u_{ij}^m$ and keeps it on a 1D vector. While for the summation, the same function was applied as the one used at the objective function’s level so as the function returns the vector’s summation value corresponding to the centroid. Finally, the division is carried out at CPU level.

Indeed, this algorithm has already been parallelized on the GPU in [2]. Moreover, since the pixels at the edges do not have a neighborhood window eliminating them was thoughtful. In this work, the pixels at the edges were taken into consideration so that each one has the characteristics of the closest pixel (Fig. 1). In addition to that, the execution mode previously used was debug mode, which is not as well performing as the release mode (visual studio). Small loops were used for more performance. Figure 1 explains the approach used in the 3 implementations.

To reduce the data transfer’s latency between CPU and GPU, a pinned memory was replaced by a pageable memory to slightly reduce the third implementation execution time. This led to a decrease between 0.5 s and 1 s since it requires a huge amount of data transfer. The speedup improved by 1 degree.
The Algorithm 2 represents the first parallel implementation’s different steps.

Algorithm 2 Parallel SFCM_PV1
1: Choose the cluster centers randomly
2: Initialize the objective function
3: Initialize the Membership functions
4: Transfer the image to GPU
5: Repeat
6: Transfer clusters to GPU constant memory
7: Update the membership function using equation (2) on GPU
8: Update the spatial function using equation (3) on GPU
9: Update the new membership function using equation (4) on GPU
10: Update the cluster centers vectors using equation (5) on GPU except the division is done on CPU
11: Calculate the objective function $J_{(N+1)}$ using equation (1) on GPU
12: Until $\|J_{n+1} - J_n\| < \varepsilon$ on CPU

4.2 SFCM_PV2

The second implementation follows the same previous reasoning except that at the 4th point, the vectors of Eqs. (1 and 5) have been transferred to the CPU to calculate their summation. The objective here is to exploit the CPU performance at this level to update the objective function and the new centroids.

The algorithm 3 represents the second parallel implementation’s different steps.

Algorithm 3 Parallel SFCM_PV2
1: Choose the cluster centers randomly
2: Initialize the objective function
3: Initialize the Membership functions
4: Transfer the image to GPU
5: Repeat
6: Transfer clusters to GPU constant memory
7: Update the membership function using equation (2) on GPU
8: Update the spatial function using equation (3) on GPU
9: Update the new membership function using equation (4) on GPU
10: Compute the cluster centers numerator and denominator on GPU without summation
11: Calculate the objective function $J_{(N+1)}$ using equation (1) without computing summation on GPU
12: Transfer the step 10 and 11 vectors to CPU
13: Update cluster centers on CPU
14: Update the objective function on CPU
15: Until $\|J_{n+1} - J_n\| < \varepsilon$ on CPU
4.3 SFCM_PV3

The third implementation has been widely used in literature [5, 45]. So, it was applied to this algorithm. The idea behind this version is:

1- Calculate the U membership matrix on the GPU
2- Calculate the spatial function and the new membership matrix $U'$ on the GPU and then transfer it to the CPU since the summation performs better at the CPU level, as does the objective function, which is calculated at the CPU level.

The Algorithm 4 represents the third parallel implementation’s different steps.

Algorithm 4 Parallel SFCM_PV3

1: Choose the cluster centers randomly
2: Initialize the objective function
3: Initialize the Membership functions
4: Transfer the image to GPU
5: Repeat
6: Transfer clusters to GPU constant memory
7: Update the membership function using equation (2) on GPU
8: Update the spatial function using equation (3) on GPU
9: Update the new membership function using equation (4) on GPU
10: Transfer the new membership to CPU.
11: Update the cluster centers vectors using equation (5) on CPU
12: Update the objective function $J_{(N+1)}$ using equation (1) on CPU
13: Until $\|J_{n+1} - J_n\| < \epsilon$ on CPU

5 Results and discussion

5.1 Experiment setup

Algorithms were implemented using Microsoft Visual Studio 2017 program and CUDA 9.2 libraries (https://developer.nvidia.com/cuda-92-download-archive). Sequential FCM algorithm is programmed using C language. Speed-up results were carried out on: Intel(R) Core(TM) i5-3230M 4 cores 2.6 GHz CPU and Nvidia GeForce GT 740 m GPU.

5.2 Image database

To validate the parallel implementations versus sequential ones, an extensive experiment was carried out on the four parallel versions of the clustering algorithm on different images with different densities, and where 16 medical images from a wide database were used. All these images are segmented into 5 clusters (Fig. 2).
5.3 Some GPU implementation specifications

In order to get an optimized implementation, GPU programming has many challenges to attain high performance improvements over the sequential one [19, 41].

The first challenge is the usage management of the memory’s different types on GPU. In fact, transferring data from the CPU side to the GPU and vice versa causes important delays. To overcome this issue, data transactions between CPU and GPU must be tracked and any useless transaction should be eliminated.

The second main challenge is the optimal GPU utilization. The threads’ best number run in single block of memory is 256 threads per block as shown Table 1. This value is used for our parallel implementations.

Fig. 2 Different Medical images used for experiments

| Image Name                      | Dimensions        |
|---------------------------------|-------------------|
| Cardiac-1                       | 1024x1024         |
| Brain-3                         | 1024x1024         |
| Brain-1                         | 1024x1024         |
| Breast-1                        | 1024x1024         |
| Breast-2                        | 1024x1024         |
| Brain-2                         | 1024x1296         |
| Brain-4                         | 946x1203          |
| Brain-5                         | 1024x1300         |
| Prostate-1                      | 1024x1024         |
| Tuberculosis                    | 1024x991          |
| Viral-Pneumo                    | 1133x1024         |
| COVID-19                        | 1024x1024         |
| Norm-X-Ray                      | 1024x840          |
| Prostate-2                      | 1024x1024         |
| Breast-3                        | 1024x806          |
| Cardiac-2                       | 1024x1024         |
5.4 Notation

The expression (6) is employed to calculate the speedup achieved by our parallel implementation’s versions over the sequential ones.

\[
\text{Speedup} = \frac{\text{Sequential Execution Time}}{\text{Parallel Execution Time}} \quad (6)
\]

5.5 Implementations performances of SFCM based implementations on MRI images

For the performance experiment different MRI images of different body organs were used such as brain, mammography, prostate and cardiac.

5.5.1 Execution time results

From Figs. 3, 4, 5 and 6 it shows the execution time evolution according to the algorithms implemented on the GPU and CPU cards respectively. The experimental tests were spread

| Thread per Block/ | 1.0  | 1.1  | 1.2  | 1.3  | 2.0  | 2.1  | 3.0  |
|------------------|------|------|------|------|------|------|------|
| Compute Capability | 64   | 67   | 50   | 50   | 33   | 33   | 50   |
|                  | 96   | 100  | 75   | 75   | 50   | 50   | 75   |
|                  | 128  | 100  | 100  | 100  | 67   | 67   | 100  |
|                  | 192  | 100  | 100  | 94   | 94   | 100  | 94   |
|                  | 256  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | 384  | 100  | 100  | 75   | 75   | 100  | 94   |
|                  | 512  | 67   | 67   | 100  | 100  | 100  | 94   |
|                  | 768  | N/A  | N/A  | N/A  | N/A  | 100  | 75   |
|                  | 1024 | N/A  | N/A  | N/A  | N/A  | 67   | 100  |

**Fig. 3** Execution time comparison between different implementations for Brain-5
over 4 different MRI brain images to prove and validate the parallel implementations’ performance’s credibility.

These results demonstrate that SFCM_PV1 is better performing among the three parallel algorithms and the sequential algorithm tested on the four different images. The minimum execution time achieved for SFCM_PV1, SFCM_PV2 and SFCM_PV3 is about 2.32 s, 2.5 s and 4.01 s respectively for the Brain-2 image (Fig. 4).

Figure 7 displays a summary histogram showing the run-time comparison’s results for different implementations and different images used above.

The results that come out obviously show how the three parallel implementations are better than the sequential ones. In addition, the two parallel implementations SFCM_PV1 and SFCM_PV2 are more efficient than SFCM_PV3 for all experimental test images.
To summarize the execution times’ overall results for the different images used, the table below (Table 2) has been drawn up. It summarizes the experimental validation’s measurements on different images and methods evaluated in seconds.

In order to broaden the test images’ base, the measurements have been extended to other medical images such as: Breast-1, Breast-2, Cardiac and Prostate. In fact, for Breast-1, the sequential execution time is around 54.52 s. This is considerably reduced to 6.13 s, 7.24 and 11.17 with our parallel implementations SFCM_PV1, SFCM_PV2 and SFCM-PV3 respectively.

Note that SFCM-PV1 implementation always proves its superiority over other parallel and obviously sequential implementations.

![Fig. 6](image1.png) Execution time comparison between different implementations for Brain-3

![Fig. 7](image2.png) Execution time comparison between different implementations and different images
5.5.2 Speedups results

The Fig. 8 represents the speed ups’ results achieved for the three parallel implementations validated on different medical images. It is apparent that the SFCM_PV1 algorithm performs better than the other two. Its speed up reaches about 9.5 for the Brain-3 image.

5.5.3 Image segmentation validation using SFCM_PV1

To validate the accuracy performance, experiments were conducted. Figure 9 represents a set of tests on the image segmentation quality based on parallel approaches. For this purpose, four

| Images/Implementations     | Sequential(s) | SFCM_PV1(s) | SFCM_PV2(s) | SFCM_PV3(s) |
|----------------------------|---------------|-------------|-------------|-------------|
| Brain-1                    | 50.45         | 6.15        | 7.24        | 11.16       |
| Brain-2                    | 19.51         | 2.32        | 2.50        | 4.01        |
| Brain-3                    | 64.83         | 6.85        | 8.23        | 13.21       |
| Brain-4                    | 47.25         | 5.23        | 6.24        | 9.89        |
| Brain-5                    | 99.34         | 10.68       | 13.21       | 20.72       |
| Breast-1                   | 54.52         | 6.13        | 7.24        | 11.17       |
| Breast-2                   | 45.17         | 5.07        | 5.90        | 9.46        |
| Breast-3                   | 37.41         | 4.5         | 5.08        | 7.84        |
| Cardiac-1                  | 49.02         | 5.59        | 6.49        | 10.04       |
| Prostate-1                 | 72.52         | 8.32        | 9.99        | 16.15       |
| Tuberculosis               | 27.79         | 3.30        | 3.57        | 5.82        |
| Norm-X-Ray                 | 55.69         | 6.50        | 7.33        | 12.25       |
| Viral- Pneumo              | 32.94         | 3.73        | 4.18        | 7.35        |
| COVID-19                   | 66.08         | 7.43        | 8.58        | 14.83       |
| Prostate-2                 | 95.26         | 10.45       | 12.14       | 20.7        |
| Cardiac-2                  | 47.96         | 5.45        | 6.14        | 10.33       |

Fig. 8 Speedups times’ comparison between different implementations and different medical images
different images were used with different noise types. The first two Bain-front and Bain-side images are brought from the Brain web database\footnote{http://brainweb.bic.mni.mcgill.ca/brainweb/} with a noise level up to 9%.

The third image is subject to Gaussian white noise, while the fourth image is subject to salt noise. The obtained results prove the segmentation’s quality of the proposed implementation has the same original algorithm robustness. In addition, a contribution of another noise types, namely salt and paper noise and Gaussian noise. The results found prove that the power and the performance of the implementations are very satisfactory regarding noise and processing speed.

\begin{figure}[h]
\begin{center}
\includegraphics[width=\textwidth]{fig9.png}
\end{center}
\caption{Experiment results of segmentation comparison between FCM algorithm and SFCM_PV1 with different parameters and different noise}
\end{figure}
Figure 10 shows the experimental results of the image segmentation used above to evaluate the performance of the implemented parallel algorithm SFCM_PV1.

6 Conclusion

The SFCM algorithm’s study for the noisy image’s segmentation has revealed the power and the robustness of this classification method independently of the noise type. Furthermore, the parallelization success on a massively parallel architecture especially for large images is
another asset of the studied algorithm. Fact, thanks to the parallel implementations’ experiments going from a few dozen seconds to a few seconds was an accomplishment. This significant reduction in execution time is translated into a consistent acceleration of approximately 9.42 times compared to sequential execution.
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