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Abstract—Affine phase retrieval refers to the process of recovering a signal from intensity measurements, with some entries known in advance. In this paper, we demonstrate that a natural least squares formulation for affine phase retrieval is strongly convex on the complete space under certain mild conditions, given that the measurement vectors are complex Gaussian random vectors and that the number of measurements is \( m \geq O(d \log d) \), where \( d \) is the dimension of the signals. Based on the result, we prove that the simple gradient descent method for the affine phase retrieval converges linearly to the target solution with high probability from an arbitrary initial point. These results highlight a fundamental difference between affine phase retrieval and classical phase retrieval, where the least squares formulations for classical phase retrieval are non-convex.

Index Terms—Phase retrieval, strong convexity, linear convergence.

I. INTRODUCTION

A. Problem Setup

The problem of recovering \( x \) from the intensity-only measurements

\[
y_j = |\langle a_j, x \rangle + b_j|^2, \quad j = 1, \ldots, m
\]

is termed as affine phase retrieval. Here, \( x \in \mathbb{C}^d \) is an arbitrary unknown vector, \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \) are known sampling vectors, \( b := (b_1, \ldots, b_m) \in \mathbb{C}^m \) is the bias vector and \( y_j \in \mathbb{R}, j = 1, \ldots, m \) are observed measurements. The affine phase retrieval is of significant importance to a number of fields, such as holography [3], [18], [25], [27], [37] and Fourier phase retrieval problem [4], [5], [30], where a “reference” is situated or a part of signal is a priori known before capturing the intensity-only measurements. It has been shown theoretically that \( m \geq 4d - 1 \) generic measurements are sufficient to recover all the signals \( x \) exactly [16], [21].

A natural approach to recover the signal \( x \) is to solve the following program:

\[
\min_{z \in \mathbb{C}^d} f(z) := \frac{1}{2m} \sum_{j=1}^{m} \left( |\langle a_j, z \rangle + b_j|^2 - y_j \right)^2. \tag{I.1}
\]

If all \( b_j \) are zeros, then the optimization problem in (I.1) simplifies to:

\[
\min_{z \in \mathbb{C}^d} g(z) := \frac{1}{2m} \sum_{j=1}^{m} \left( |\langle a_j, z \rangle|^2 - y_j \right)^2, \tag{I.2}
\]

which is the intensity-based model [8], [31], [38] for solving classical phase retrieval. Due to the non-convex nature of \( g \), gradient based algorithms for solving (I.2) heavily rely on carefully-designed initialization [8], [35], [38] or require \( g \) to have a benign geometric landscape [6], [7], [31]. In this paper, our primary focus lies on the program (I.1), and we are particularly interested in exploring the following questions:

- How does the bias vector \( b \) influence the overall geometric structure of the function \( f \)?
- Is it feasible to efficiently solve the program (I.1) using the straightforward gradient descent method? Is it possible to determine the rate of convergence?

B. Related Work

1) Phase Retrieval: The classical phase retrieval problem aims to recover a signal \( x \in \mathbb{C}^d \) from the intensity-only measurements

\[
y_j = |\langle a_j, x \rangle|^2, \quad j = 1, \ldots, m. \tag{I.3}
\]

It arises in various disciplines and has been investigated recently due to its wide range of practical applications in fields of physical sciences and engineering, such as X-ray crystallography [19], [29], microscopy [28], astronomy [14], optics and acoustics [2], [34] etc, where the detector can record only the diffracted intensity while losing the phase information.

Note that \( |\langle a_j, x \rangle|^2 = |\langle a_j, e^{i\theta}x \rangle|^2 \) for any \( \theta \in \mathbb{R} \). Therefore the recovery of \( x \) is up to a global phase for classical phase retrieval. It was shown that \( m \geq 4d - 4 \) generic measurements suffice to recover \( x \) for the complex case [13], [17], [36] and \( m \geq 2d - 1 \) are sufficient for the real case [2]. From an algorithmic perspective, some efficient gradient descent methods have been proposed to solve the classical phase retrieval problem based on some natural least squares formulations. Due to the
Mathematically, when a known reference signal with a known structure is included in the diffraction pattern, Nobel Prize in Physics in 1971. In holographic optics, a reference signal with a known structure is included in the diffraction pattern alongside the signal of interest [3], [18], [25]. Mathematically, when a known reference \( \mathbf{x}' \in \mathbb{C}^k \) is situated to the object \( \mathbf{x} \in \mathbb{C}^d \), it gives \( \hat{\mathbf{x}} := \begin{pmatrix} \hat{\mathbf{x}}_1 \\ \hat{\mathbf{x}}_2 \end{pmatrix} \in \mathbb{C}^{d+k} \). The intensity measurements that we obtain is

\[
y_j = |\langle \mathbf{a}_j, \hat{\mathbf{x}} \rangle|^2 = |\langle \mathbf{a}_j, \mathbf{x} \rangle + \langle \mathbf{a}_j', \mathbf{x}' \rangle|^2 = |\langle \mathbf{a}_j, \mathbf{x} \rangle + b_j|^2, \quad j = 1, \ldots, m.
\]

Here, \( \hat{\mathbf{a}}_j := \begin{pmatrix} \mathbf{a}_j \\ \mathbf{a}_j' \end{pmatrix} \in \mathbb{C}^{d+k} \) are the sensing vectors and \( b_j := \langle \mathbf{a}_j', \mathbf{x}' \rangle \) are known. The recovery of \( \mathbf{x} \in \mathbb{C}^d \) from the measurements \( y_j \) is dubbed as affine phase retrieval. Unlike the classical phase retrieval where one can only recover \( \mathbf{x} \) up to a unimodular constant, it is possible to recover the true signals \( \mathbf{x} \) exactly for the affine phase retrieval problem. The theoretical foundations of affine phase retrieval have been extensively explored in the seminal work [16], wherein they rigorously establish the injective properties and stability results. Notably, the authors of [16] demonstrate that the minimum number of measurements required for affine phase retrieval is \( m = 3d \), while a sufficient condition for exact recovery of all signals is achieved with \( m \geq 4d - 1 \) generic measurements. In [1], an algorithm is presented for solving the affine phase retrieval problem based on the Amplitude model. The algorithm utilizes an alternating minimization method with spectral initialization. In the case where the measurements \( \mathbf{a}_j \) correspond to the Fourier transform, various recovery algorithms, such as referenced deconvolution method [3] and unrolled network method [23], have been proposed to solve the affine phase retrieval problem for a specific subclass of the bias vector \( \mathbf{b} \), wherein \( b_j := \langle \mathbf{a}_j', \mathbf{x}' \rangle \) is defined with respect to a known reference signal \( \mathbf{x}' \in \mathbb{C}^k \) satisfying \( k \geq d \).

### C. Motivation

In the context of the classical phase retrieval where we aim to recover a signal \( \mathbf{x} \in \mathbb{C}^d \) from the intensity-only measurements

\[
y_j := |\langle \mathbf{a}_j, \mathbf{x} \rangle|^2, \quad j = 1, \ldots, m. \tag{I.4}
\]

Solving this nonlinear system of equations presents a formidable challenge due to its inherently combinatorial nature. A commonly used optimization for recovering \( \mathbf{x} \) from (I.4) is the following intensity-based model [8], [11], [38]:

\[
\min_{\mathbf{z} \in \mathbb{C}^d} g(\mathbf{z}) := \frac{1}{2m} \sum_{j=1}^{m} \left( |\langle \mathbf{a}_j, \mathbf{z} \rangle|^2 - y_j \right)^2. \tag{I.5}
\]

Sun, Qu and Wright study the global geometry structure of the loss function and show \( g \) does not have any spurious local minima under \( m = O(d \log^3 d) \) complex Gaussian random measurements [31]. With this benign geometric landscape in place, the authors of [31] develop a trust-region method to find a global solution of \( g \) with random initialization.

This paper focuses on the problem of affine phase retrieval, which aims to recover the signal \( \mathbf{x} \in \mathbb{C}^d \) from \( y_j = |\langle \mathbf{a}_j, \mathbf{x} \rangle + b_j|^2, \quad j = 1, \ldots, m \). Intuitively, the incorporation of prior information of \( \mathbf{b} \) instills the expectation that the recovery of \( \mathbf{x} \in \mathbb{C}^d \) by solving

\[
\min_{\mathbf{z} \in \mathbb{C}^d} f(\mathbf{z}) := \frac{1}{2m} \sum_{j=1}^{m} \left( |\langle \mathbf{a}_j, \mathbf{z} \rangle + b_j|^2 - y_j \right)^2, \tag{I.6}
\]

becomes more manageable or less challenging. Recall that when all \( b_j \) are zeros, the loss function \( f(\mathbf{z}) \) possesses an infinite number of minimizers of the form \( \mathbf{x}e^{i\theta} \) for any \( \theta \in \mathbb{R} \). However, for \( m \geq O(d) \) generic measurements \( \{\langle \mathbf{a}_j, b_j \rangle\}_{j=1}^{m} \), the target signal \( \mathbf{x} \) is the only minimizer of \( f(\mathbf{z}) \). As a consequence of the continuity of \( f \) with respect to \( \mathbf{b} \), the presence of spurious local minima is expected when the magnitude of \( \mathbf{b} \) is small. Consequently, two intriguing questions arise: Do spurious local minima persist when the magnitude of \( \mathbf{b} \) is large? Can the program (I.6) be efficiently solved by using the simple gradient descent method?

### D. Our Contributions

We analyze the global geometry structure of the loss function \( f \) presented in equation (I.6), and show that under mild conditions on the bias vector \( \mathbf{b} \), and given that \( m \geq O(d \log d) \), the function \( f \) exhibits strong convexity on the entire space. Furthermore, we demonstrate that the simple gradient descent method converges linearly to the global solution, regardless of the initial point chosen. This is summarized below.

**Theorem 1.1 (Informal):** Assume that \( \mathbf{x} \in \mathbb{C}^d \) is a fixed vector. Assume that the vector \( \mathbf{b} \in \mathbb{C}^m \) satisfies \( \|\mathbf{b}\|_2 \geq c_0 \sqrt{m} \|\mathbf{x}\|_2 \), \( \sum_{j=1}^{m} |b_j|^4 \leq c_1 m \|\mathbf{x}\|_4^4 \) and \( \|\mathbf{b}\|_\infty \leq c_2 \sqrt{\log m} \|\mathbf{x}\|_2 \) for some constants \( c_1 \geq c_0 \geq (3/4)^2 \) and \( c_2 > 0 \). Suppose that \( \mathbf{a}_j \in \mathbb{C}^d, j = 1, \ldots, m \), are i.i.d. complex Gaussian random vectors with \( m \geq C d \log d \). Then with high probability the function \( f \) given in (I.6) is strongly convex on the entire space \( \mathbb{C}^d \). Moreover, the Wirtinger flow method with a fixed step size converges linearly to the global solution, from an arbitrary initialization which lies in the complex ball with radius \( R_0 := 2 \left( \frac{1}{m} \sum_{j=1}^{m} y_j - \frac{\|\mathbf{b}\|_2^2}{m} \right)^{1/2} \).

Here, \( C > 0 \) is a constant depending only on \( c_0, c_1 \) and \( c_2 \).

**Remark 1.2:** Our result requires that the bias vector \( \mathbf{b} \in \mathbb{C}^m \) satisfies the conditions \( \|\mathbf{b}\|_2 \geq c_0 \sqrt{m} \|\mathbf{x}\|_2 \), \( \sum_{j=1}^{m} |b_j|^4 \leq c_1 m \|\mathbf{x}\|_4^4 \) and \( \|\mathbf{b}\|_\infty \leq c_2 \sqrt{\log m} \|\mathbf{x}\|_2 \) for some constants.
In fields of the physical sciences such as holography, these conditions are widely accepted and considered to be valid. To illustrate this, in holographic optics, the bias vector $b$ has the form $b_j := (a'_j, x')$, where $x' \in \mathbb{C}^d$ is known a reference and $a'_j \in \mathbb{C}^d$, $j = 1, \ldots, m$, are measurement vectors. Assume that $a'_j \in \mathbb{C}^d$ are generated independently according to the standard Gaussian distribution, if the “energy” of the reference $x'$ and the true signal $x$ are of comparable magnitudes, i.e., $\|x'|_2 \approx \|x\|_2$, then the vector $b$ satisfies those conditions with high probability.

Remark 1.3: Our result asserts that the loss function of affine phase retrieval has excellent geometric landscape, namely, it possesses the strong convexity property over the entire space $\mathbb{C}^d$. As a result, the gradient descent method is likely to succeed from any starting point. However, it is worth noting that the Lipschitz constant of the gradient tends to infinity as $\|x\|_2 \to \infty$. Therefore, solving the program (I.6) by the commonly used gradient descent method, it is advisable to choose a sufficiently small step size. In order to provide a succinct estimate of the necessary step size for convergence, and to establish an explicit rate of convergence, it is necessary for the initial point to be situated within the complex ball of radius $R_0$. It is worth emphasizing that a similar technique has also been employed in the work presented in [31].

E. Notations and Definitions

We say a vector $a \in \mathbb{C}^d$ is a complex Gaussian random vector if $a \sim 1/\sqrt{2} \cdot \mathcal{N}(0, I_d) + i \sqrt{2} \cdot \mathcal{N}(0, I_d)$. We set $S_{\mathbb{C}^d}^{-1} := \{ z \in \mathbb{C}^d : \| z \|_2 = 1 \}$. For a complex number $b$ we use $b_R$ and $b_i$ to denote the real and imaginary part of $b$, respectively. For any $A, B \in \mathbb{R}$, we use $A \leq B$ to denote $A \leq C_0 B$ where $C_0 \in \mathbb{R}_+^*$ is an absolute constant. The notion $\geq$ can be defined similarly. We use the notations $\| \cdot \|_2$ and $\| \cdot \|_*$ to denote the operator norm and nuclear norm of a matrix, respectively.

For any real-valued function $f(z) : \mathbb{C}^d \to \mathbb{R}$, if $f$ is differentiable as a function of $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$, where $x := z_R, y := z_I$, then the Wirtinger gradient and the Hessian matrix are well-defined. We refer the reader to papers [8], [31] for a more detailed account of Wirtinger calculus.

Definition 1.4: A real-valued function $f : \mathbb{C}^d \to \mathbb{R}$ is called strongly convex with a constant $c_0 > 0$ if

$$
\begin{align*}
\left( \begin{array}{c}
v \\
v \end{array} \right)^* \nabla^2 f(z) \left( \begin{array}{c}
v \\
v \end{array} \right) & \geq c_0 \| v \|_2^2, & \text{for all } z, v \in \mathbb{C}^d.
\end{align*}
$$

Here, $\nabla^2 f(z)$ is the Hessian matrix of $f$ in Wirtinger calculus.

Remark 1.5: For a differentiable function $h : \mathbb{R}^d \to \mathbb{R}$, the standard definition of strongly convex with constant $c_0 > 0$ is

$$
\begin{align*}
h(u) & \geq h(w) + \nabla h(w)^T (u - w) + \frac{c_0}{2} \| u - w \|_2^2 \quad (1.7)
\end{align*}
$$

for all $u, w \in \mathbb{R}^d$.

Here, the $\nabla h$ is the standard gradient of the function $h$. In fact, after performing some tedious calculations, we can demonstrate that Definition 1.4 is equivalent to equation (1.7).

For the loss function $f$ defined in (1.1), direct calculation gives the Wirtinger gradient

$$
\nabla f(z) = \frac{1}{m} \sum_{j=1}^m \left[ (a_j^* z + b_j)^2 - |y_j|^2 \right] \left( \begin{array}{c}
a_j^* \bar{z} + b_j \end{array} \right) \bar{a}_j \quad (1.8)
$$

and the Hessian matrix

$$
\nabla^2 f(z) = \frac{1}{m} \sum_{j=1}^m \left[ \begin{array}{cc}
|a_j|^2 z + b_j^2 & a_j^* a_j \\
a_j^* a_j & 2a_j^* z + b_j \end{array} \right] \quad (1.9)
$$

F. Organization

The paper is organized as follows. In Section II, we demonstrate that the loss function (1.1) is strongly convex. Building upon this characterization, in Section III, we establish that the Wirtinger flow algorithm is linearly convergent from any initial point. In Section IV, we present a series of numerical experiments to investigate the empirical performance of our algorithm. In Section V, we provide a brief discussion of future research directions. Appendix contains the technical lemmas required in our analysis.

II. THE STRONG CONVEXITY OF THE OBJECTIVE FUNCTION

In this section we demonstrate that the loss function $f$ given in (1.1) is strongly convex on the entire space. The intuition is as follows: Given that $a_j$ are complex Gaussian random vectors, it becomes straightforward to verify that the Hessian matrix is positive definite in expectation, under some mild conditions on $b$. To derive non-asymptotic results, we truncate the terms involving third and fourth powers of Gaussian random variables into two parts. The first part is well-behaved, while the second part is heavy-tailed. However, we are able to bound the heavy-tailed part by utilizing another nonnegative term, where its deviation below the expectation is bounded. By exploiting this technique, we can prove the subsequent result:

Theorem II.1: Assume that $x \in \mathbb{C}^d$ is an arbitrary fixed vector and the vector $b \in \mathbb{C}^m$ satisfies $\| b \|_2 \geq c_0 \sqrt{m} \| x \|_2$, $\sum_{j=1}^m |b_j|^4 \leq c_1 m \| x \|_2^4$ and $\| b \|_\infty \leq c_2 \sqrt{\log m} \| x \|_2$ for some constants $c_2 > 0$ and $c_1 \geq c_0 \geq (110/49)^2 \approx 5.04$. Suppose that $a_j \in \mathbb{C}^d, j = 1, \ldots, m$, are i.i.d. complex Gaussian random vectors and $y_j = |a_j, x| + b_j^2$, $j = 1, \ldots, m$. If $m \geq C d \log d$ then with probability at least $1 - c_m m^{-1} - 18 \exp(-c_d d) - c_e \exp(-c_r m/\log m)$ the Hessian matrix of $f$ given in (1.9) obeys

$$
\left( \begin{array}{c}
v \\
v \end{array} \right)^* \nabla^2 f(z) \left( \begin{array}{c}
v \\
v \end{array} \right) \geq \left( 1.9c_0^2 - 4.4 \right) \| x \|_2^2
$$

for all $v \in S_{\mathbb{C}^d}^{-1}, z \in \mathbb{C}^d$. Here, $C, c_1, c_2, c_3$ and $c_4$ are positive constants depending only on $c_0, c_1$ and $c_2$.

Proof: Without loss of generality, we assume that $\| x \|_2 = 1$. For any unit vector $v \in \mathbb{C}^d$, let $u := \left( \begin{array}{c}
v \\
v \end{array} \right) \in \mathbb{C}^{2d}$.
It then follows from (1.9) that

\[ u^* \nabla^2 f(z)u = \frac{2}{m} \sum_{j=1}^{m} (2|a_j^*z + bj|^2 - |a_j^*x + bj|^2) |a_j^*v|^2 \]

\[ + \frac{2}{m} \sum_{j=1}^{m} ((a_j^*z + bj)^2(v^*a_j)^2) \]

\[ = \frac{2}{m} \sum_{j=1}^{m} |a_j^*z + bj|^2 |a_j^*v|^2 - \frac{2}{m} \sum_{j=1}^{m} |a_j^*x + bj|^2 |a_j^*v|^2 \]

\[ + \frac{4}{m} \sum_{j=1}^{m} ((a_j^*z + bj)(v^*a_j))^2 \]

\[ = \frac{2}{m} \sum_{j=1}^{m} ( |a_j^*z|^2 |a_j^*v|^2 - |a_j^*x|^2 |a_j^*v|^2 + 2(v^*a_j^*a_j^*z)^2 \]

\[ + \frac{4}{m} \sum_{j=1}^{m} ((b_j^*a_j^*z)|a_j^*v|^2 - (b_j^*a_j^*x)|a_j^*v|^2 \]

\[ + \frac{4}{m} \sum_{j=1}^{m} ((b_j^*(a_j^*v)|a_j^*v|^2) \]

\[ \cdot (v^*a_j^*a_j^*z) \]  

(II.1)

Here, the second equality follows from the fact that \(|z|^2 + (z^2) = 2(z^2)|^2\) for any \(z \in \mathbb{C}\). For convenience, we set

\[ A(z, v) := \frac{1}{m} \sum_{j=1}^{m} |a_j^*z|^2 |a_j^*v|^2. \]

We claim that if \(m \geq c(e)d \log d\) then with probability at least \(1 - c_1 \exp(-c_2(m/\log m) - c_3(m^{-1} - 18 \exp(-c_4d))\), it holds that

\[ \frac{1}{2} u^* \nabla^2 f(z)u \geq A(z, v) - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \sqrt{A(z, v)} \]

\[ + (1 - \epsilon) \cdot \frac{\|b\|_2^2}{m} - |x^*v|^2 - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \|z\|^2 \]

\[ - 2\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) - 2\epsilon - (1 + \epsilon). \]  

(II.2)

Here, \(\epsilon\) is any constant in \((0, 1)\), \(c_1, c_2, c_4\) are positive universal constants, \(c_3(\epsilon)\) and \(c_3(\epsilon)\) are positive constants depending only on \(\epsilon\). Set

\[ \mathcal{R} := \{ (z, v) \in \mathbb{C}^d \times \mathbb{S}^{d-1} : A(z, v) \geq 1 \} . \]

To give a lower bound for \(u^* \nabla^2 f(z)u\), we divide the space \(\mathbb{C}^d \times \mathbb{S}^{d-1}\) into two regimes: \((z, v) \in \mathcal{R}\) and \((z, v) \notin \mathcal{R}\).

**Regime 1:** If \((z, v) \in \mathcal{R}\) then we have

\[ (A(z, v))^2 \leq A(z, v) . \]  

(III.3)

By Lemma A.2, we obtain that when \(m \geq c(e)d \log d\), with probability at least \(1 - c' \exp(-c''(\epsilon)m)\), it holds

\[ A(z, v) \geq (1 - \epsilon) \left( \|z\|^2 + |z^*v|^2 \right) \]

for all \(z \in \mathbb{C}^d\), \(v \in \mathbb{S}^{d-1} \).  

(II.4)

Note that \(\|b\|_2 \geq c_0 \sqrt{m}\) and \(\|b\|_2 \leq \sqrt{\frac{1}{m} \sum_{j=1}^{m} |b_j|^4} \leq C_1 \sqrt{m}\) for a universal constant \(C_1 \geq 1\). Putting (II.3) and (II.4) into (II.2) and taking \(\epsilon := \frac{1}{60(c_1 + 1)}\), we obtain that, when \(m \geq c(e)d \log d\), with probability at least \(1 - c_9 m^{-1} - c_6 \exp(-c_8 m/\log m) - 18 \exp(-c_6 d)\), it holds that

\[ \frac{1}{2} u^* \nabla^2 f(z)u \]

\[ \geq \left( 1 - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \right) \left( 1 - \epsilon \right) \left( \|z\|^2 + |z^*v|^2 \right) \]

\[ + 5 \left( 1 - \epsilon \right) \cdot \frac{\|b\|_2^2}{m} - \left( 1 + \epsilon \right) \cdot \|x^*v|^2 - 2\epsilon \]

\[ - 2\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \|z\|^2 \]

\[ \geq 0.88 \|z\|^2 + 0.1\|z\|^2 + 0.98 \cdot \frac{\|b\|_2^2}{m} - 2.1 \]

\[ \geq 0.98 c_0^2 - 2.2, \]

where the last inequality follows from the fact that \(0.88 \epsilon^2 - 0.1\epsilon + 0.1 > 0\) for any \(\epsilon \geq 0\). Here, \(c_9, c_6, c_8\) and \(c_4\) are positive universal constants.

**Regime 2:** If \((z, v) \notin \mathcal{R}\) then we have

\[ A(z, v) < 1. \]

Similarly, taking \(\epsilon := \frac{1}{60(c_1 + 1)}\) in (II.2), we obtain that

\[ \frac{1}{2} u^* \nabla^2 f(z)u \]

\[ \geq A(z, v) - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \left( 1 - \epsilon \right) \cdot \frac{\|b\|_2^2}{m} - \left( 1 + \epsilon \right) \cdot \|x^*v|^2 - 2\epsilon \]

\[ - 2\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) - 6\epsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \|z\|^2 \]

\[ \geq 0.98 c_0^2 - 2.2. \]

Here, the second inequality follows from (II.4) and the fact that \(|x^*v| \leq 1\). Combining the results above, we arrive at the conclusion.

It remain to prove (II.2). According to Lemma A.1, when \(m \geq c(e)d \log d\), with probability at least \(1 - c_5 \epsilon^{-2} m^{-1} - c_9 \exp(-c_7 \epsilon^2 m/\log m)\), it holds that

\[ \frac{1}{m} \sum_{j=1}^{m} (a_j^*x|^2|a_j^*v|^2 - v^* \left( \frac{1}{m} \sum_{j=1}^{m} a_j^*x|^2|a_j^*v|^2 \right) \]

\[ \leq 1 + \epsilon + |x^*v|^2 \]

for all \(v \in \mathbb{S}^{d-1}\), where we use the fact that \(\|z\|_2 = 1\) in the inequality. Here, \(\epsilon\) is any constant in \((0, 1)\), \(c_5, c_6\) and \(c_7\) are positive universal constants. From Lemma A.2, we obtain that the following holds with probability at least \(1 - c' \exp(-c''(\epsilon)m)\)

\[ \frac{1}{m} \sum_{j=1}^{m} (v^* a_j^* a_j^*z)^2 \geq 1 - \frac{\epsilon}{2} \left( \|z\|^2 + 3(z^*v)_{\mathbb{R}} - (z^*v)_3 \right) \]

\[ \geq 1 - \frac{\epsilon}{2} \left( \|z\|^2 - |z^*v|^2 \right) \]

for all \(z \in \mathbb{C}^d\), \(v \in \mathbb{S}^{d-1}\).
provided \( m \geq c(e) d \log d \). Here, \( c', c'' \) are positive universal constants and \( c''(e) \) is a constant depending only on \( e \). Recall that \( \| x \|_2 = 1 \), \( \sum_{j=1}^{m} |b_j|^4 \leq m \) and \( \| b \|_\infty \leq \sqrt{\log m} \). It follows from Lemma A.6 that, for \( m \geq c(e) d \log m \), with probability at least \( 1 - 6 \exp(-c_1 d) - 6 \exp(-c''(e) m / \log m) \), it holds

\[
\left| \frac{1}{m} \sum_{j=1}^{m} \langle \overline{b}_j(a_j^* z) \rangle_{\mathbb{R}} |a_j^* v|^2 \right| \leq \epsilon \left( \frac{\| b \|_2}{\sqrt{m}} + 1 \right) \left( \| z \|_2 + (A(z,v))^\frac{3}{2} \right)
\]

for all \( z \in \mathbb{C}^d \), \( v \in \mathbb{S}^{d-1}_C \). Here, \( c_4 > 0 \) is a universal constant. Applying Lemma A.8, the following holds with probability at least \( 1 - 6 \exp(-c_7 \epsilon^2 m / \log m) - 6 \exp(-c_3 d) \):

\[
\frac{1}{m} \sum_{j=1}^{m} \left( \overline{b}_j(a_j^* v)^2 \right)_{\mathbb{R}} \frac{1 - \epsilon}{2} \epsilon \left( \frac{\| b \|_2}{\sqrt{m}} - \epsilon \right)
\]

for all \( v \in \mathbb{S}^{d-1}_C \), provided \( m \geq C' \epsilon^{-2} \log(1/\epsilon) d \log m \), where \( C' > 0 \) is a universal constant. Recognize that \( \| b \|_2 \leq \sqrt{m} \). It can be deduced from Lemma A.7 that when \( m \geq C' \epsilon^{-2} d \log m \), the following holds with probability at least \( 1 - c_5 \epsilon^{-2} m^{-1} - 2 \exp(-c_7 \epsilon^{-2} m / \log m) \):

\[
\left| \frac{1}{m} \sum_{j=1}^{m} \langle \overline{b}_j(a_j^* x) \rangle_{\mathbb{R}} |a_j^* v|^2 \right| \leq \epsilon \left( \frac{\| b \|_2}{\sqrt{m}} + 1 \right)
\]

for all \( v \in \mathbb{S}^{d-1}_C \). Substituting the results above into (II.1), we obtain (II.2). 

### III. Optimization by Wirtinger Gradient Descent

Due to the strong convexity of \( f \), we can solve program (I.1) using the vanilla Wirtinger gradient descent algorithm, which is given by:

\[
z_{k+1} = z_k - \mu \nabla f(z_k).
\]

(III.1)

Here, with abuse of notation, we set

\[
\nabla f(z) := \frac{1}{m} \sum_{j=1}^{m} \left( (a_j^* z + b_j)^2 - y_j \right) (a_j^* z + b_j) a_j \in \mathbb{C}^d.
\]

(III.2)

This is because the second part of equation (I.8) is the conjugate of the first, and thus, only the first \( d \) entries are kept in equation (II.2).

Note that the Lipschitz constant of the gradient tends to infinity as \( \| x \|_2 \to \infty \). Therefore, when solving the program (I.1) by the update rule (III.1), it is essential to select a sufficiently small step size \( \mu \). For the sake of analysis, we will assume the initialization \( x_0 \) is an arbitrary point over \( \mathbb{B}_C^d(R_0) \) for some radius \( R_0 \). Therefore, an upper bound for \( \| x \|_2 \) becomes necessary, as presented below.

**Lemma III.1**: Assume that \( x \in \mathbb{C}^d \) is an arbitrary fixed vector and \( b = (b_1, \ldots, b_m)^T \in \mathbb{C}^m \) is a vector satisfying \( \| b \|_2 \leq \sqrt{m} \). Suppose \( y_j = a_j^* x + b_j^2, j = 1, \ldots, m \) where \( a_j \in \mathbb{C}^d \) are i.i.d complex Gaussian random vectors. Then, with probability at least \( 1 - 4 \exp(-cm) \), the following holds

\[
R_0 / 3 \leq \| x \|_2 \leq R_0.
\]

Here, \( R_0 := \sqrt{2\left( \frac{1}{m} \sum_{j=1}^{m} y_j - \| b \|_2^2 / m \right)^{1/2}} / \epsilon > 0 \) is a universal constant.

**Proof**: See Appendix.

Based on Lemma III.1, we have the following algorithm:

Next, we will prove that Algorithm 1 converges linearly to the target solution \( x \). To this end, we need to provide the Lipschitz constant of the gradient \( \nabla f(z) \), as shown below.

**Lemma III.2 (Local Smoothness Property)**: Suppose that \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), are i.i.d complex Gaussian random vectors. Let \( S_R := \{ z \in \mathbb{C}^d : \| z \|_2 \leq R \} \) be a bounded region where \( R \) is any positive constant. If \( m \geq C d \) then with probability at least \( 1 - 4 \exp(-cm) - c_8 m^{-d} \), the gradient \( \nabla f(z) \) given in (I.8) is Lipschitz continuous over \( S_R \), i.e.,

\[
\| \nabla f(z) - \nabla f(z') \|_2 \leq C_R \| z - z' \|_2 \quad \text{for all} \quad z, z' \in S_R,
\]

where

\[
C_R = 6 \sqrt{2} \left( 2 Rd \log m + \| b \|_\infty \sqrt{d \log m} \right) \left( R + \frac{\| b \|_2}{\sqrt{m}} \right) + 8 \sqrt{2} \left( 2 d \log m (R^2 + \| z \|_2^2 + \| b \|_\infty^2) \right).
\]

Here, \( C, c \) and \( c_8 \) are positive universal constants.

**Proof**: See Appendix.

Based on strongly convex and local smoothness properties as stated in Theorem II.1 and Lemma III.2 respectively, we are ready to present the convergence property of Algorithm 1.

**Theorem III.3**: Assume that \( x \in \mathbb{C}^d \) is an arbitrary fixed vector. Assume that the vector \( b \in \mathbb{C}^m \) satisfies \( \| b \|_2 \geq c_0 \sqrt{m} \| x \|_2 \), \( \sum_{j=1}^{m} \| b_j \|^4 \leq c_0 m \| x \|_2^4 \) and \( \| b \|_\infty \leq c_2 \sqrt{\log m} \| x \|_2 \) for some constants \( c_2 > 0 \) and \( c_1 \geq c_6 \geq (4.4/1.96)^2 \). Suppose that \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \),
are i.i.d complex Gaussian random vectors and $y_j = [\langle a_j, x \rangle + b_j]$, $j = 1, \ldots, m$. If $m \geq Cd \log d$ then with probability at least $1 - c_d m^{-1} - c_b \exp(-c_d m/\log m) - 26 \exp(-c_d d)$, the iteration $z_k$ given by Algorithm 1 with a fixed step size $\mu \leq c_3/(d \log m \|x\|_2^2)$ obeys

$$\|z_k - x\|_2^2 \leq 16(1 - \rho)^k \|x\|_2^2,$$

where $\rho = \mu(1.96c_0^2 - 4.4) < 1$. Here, $C, c_0, c_b, c_c, c_d, c_3$ are positive constants depending only on $c_0, c_1, c_2, c_3$.

Proof: Set $\mathcal{R} := \{z \in \mathbb{C}^d : \|z\|_2 \leq 5\|x\|_2\}$. Lemma III.2 implies that, with probability at least $1 - 4 \exp(-cm) - c_4 m^{-d}$, the Wirtinger gradient $\nabla f(z)$ given in (I.8) is Lipschitz continuous over $\mathcal{R}$, namely,

$$\|\nabla f(z) - \nabla f(z')\|_2 \leq L_{\mathcal{R}} \|z - z'\|_2 \quad \forall z, z' \in \mathcal{R}, \quad (III.3)$$

where $L_{\mathcal{R}} := C_1 d \log m \|x\|_2^2$ for a constant $C_1 > 0$ depending only on $c_1$ and $c_2$. Here, we use $|b|_2 \leq \sqrt{\sqrt{m} \sum_{j=1}^m |b_j|^4} \leq \sqrt{c_1 \sqrt{m}} \|x\|_2$ which follows from $\sum_{j=1}^m |b_j|^4 \leq c_1 m \|x\|_2^2$ and the Cauchy-Schwarz inequality. We next claim that, with probability at least $1 - 4 \exp(-cm) - c_4 m^{-d}$, it holds that

$$lf(z') \leq f(z) + 2(\nabla f(z), z' - z)_{\mathbb{R}} + \frac{\sqrt{2} L_{\mathcal{R}}}{2} \|z' - z\|_2^2$$

for all $z', z \in \mathcal{R}$. \quad (III.4)

Here, $\nabla f(z)$ is given in (III.2). Theorem II.1 implies that the loss function $f(z)$ is strongly convex with probability at least $1 - c_0 m^{-1} - c_b \exp(-c_d m/\log m) - 18 \exp(-c_d d)$. Hence, we have

$$f(x) \geq f(z) + 2(\nabla f(z), x - z)_{\mathbb{R}} + \frac{\beta}{2} \|z - x\|_2^2$$

for all $z \in \mathbb{C}^d$, \quad (III.5)

where $\beta := 1.96c_0^2 - 4.4$ (see Remark I.5 for detail).

Based on (III.4) and (III.5), we can prove the conclusion recursively. Indeed, since the initial point $z_0 \in \mathbb{B}_{R_0}^d(R_0)$, we have $\|z_0\|_2 \leq R_0$. According to Lemma III.1, we obtain that, with probability at least $1 - 4 \exp(-cm)$, it holds that $\|x\|_2 \leq R_0 \leq 3\|x\|_2$, which implies $z_0, x \in \mathcal{R}$. Next, if $z_k \in \mathcal{R}$ then

$$\|z_{k+1} - x\|_2^2 \leq \|z_k - x - \mu \nabla f(z_k)\|_2^2$$

$$\leq (1 - \frac{\beta}{2}) \|z_k - x\|_2^2 - \mu(f(z_k) - f(x)) + \mu^2 \|\nabla f(z_k)\|_2^2$$

$$\leq (1 - \frac{\beta}{2}) \|z_k - x\|_2^2 - \mu(f(z_k) - f(x)) + \mu \|\nabla f(z_k)\|_2^2$$

$$\leq (1 - \frac{\beta}{2}) \|z_k - x\|_2^2 - \frac{2 \mu^2 L_{\mathcal{R}}}{4 - \sqrt{2}} (f(z_k) - f(x))$$

$$\leq (1 - \frac{\beta}{2}) \|z_k - x\|_2^2 - \frac{2 \mu^2 L_{\mathcal{R}}}{4 - \sqrt{2}} (f(z_k) - f(x))$$

$$\leq (1 - \frac{\beta}{2}) \|z_k - x\|_2^2,$$

where $\beta := 1.96c_0^2 - 4.4$. The proof is complete.

IV. NUMERICAL SIMULATIONS

In this section, we demonstrate experimentally that the loss function $f$ given in (I.1) is well structured even when the number of measurements $m = O(d)$. A. Recovery of 1D Signals

In our numerical experiments, the target vector $x \in \mathbb{C}^d$ and the measurement vectors $a_j, j = 1, \ldots, m$ are generated independently according to the standard complex Gaussian distribution or coded diffraction patterns (CDP) model. For the CDP model, we use masks of octonary patterns as in [8]. The bias vector $b \sim \mathcal{N}(0, \lambda \|x\|_2^2 a_j)$, where $\lambda = 0, 1, \ldots, 4$. At iteration $k$, the step size is $\mu(k) = \min(1 - \exp(-k/330), 0.2 \exp(-0.75k))$. We shall emphasize that, when $\lambda = 0$, our algorithm reduces to the Wirtinger Flow method [8] with random initialization for solving the classical phase retrieval problem.

Example IV.1: In this example, we investigate the empirical success rate of Algorithm 1 versus the number of measurements. We set $d = 1000$. For the complex Gaussian case, we set the maximum number of iterations $T = 2500$, and vary provided the step size $\mu \leq (4 - \sqrt{2})/(2L_{\mathcal{R}})$, where the first inequality follows from (III.5) and the second inequality follows from the fact of

$$f(z_k) - f(x) \geq \frac{4 - \sqrt{2}}{2L_{\mathcal{R}}} \|\nabla f(z_k)\|_2^2.$$
Fig. 1. The empirical success rate for different \( m/d \) based on 100 random trails. (a) Success rate for complex Gaussian case, (b) success rate for CDP case.

\( m \) within the range \([3d, 8d]\). For the CDP case, we set the maximum number of iterations \( T = 3000 \) and set the number of masks \( m/d = L \) from 2 to 8. The initial point \( z_0 \) is chosen uniformly from the complex ball \( \mathbb{B}_C^d(R_0) \), where \( R_0 \) is defined in Lemma III.1. For each \( m \), we run 100 times trials to calculate the success rate. Here, we define a trial as successful if the algorithm can produce a vector \( z_T \) satisfying \( \|z_T - x\|/\|x\| \leq 10^{-5} \) for \( \lambda \neq 0 \). The results are plotted in Fig. 1. We observe that the recovery performance improves with an increase in the value of \( \lambda \). Notably, Algorithm 1 achieves a 100% success rate when the number of measurements \( m \geq 4.5d \) and \( \lambda = 1, \ldots, 4 \). This suggests that having at least \( O(d) \) samples may be sufficient to ensure that the strong convexity property holds.

**Example IV.2:** In this example, we test the convergence rate of Algorithm 1 for the complex Gaussian case. We set the values of \( d \) and \( m \) to be 1000 and 5\( d \) respectively. To demonstrate its robustness, we consider both the noiseless and the noisy data models. In the noisy data model, we set \( y_j = |\langle a_j, x \rangle + b_j|^2 + \eta_j \), where the noise \( \eta_j \sim \mathcal{N}(0, 0.01^2) \). The results are presented in Fig. 2, which confirms the linear convergence of Algorithm 1.

**B. Recovery of Natural Image**

We next test the performance of Algorithm 1 on recovering a natural image from masked Fourier intensity measurements. The image is the Milky Way Galaxy with resolution 1080 × 1920. The colored image has RGB channels. We use \( L = 20 \) random octanary patterns to obtain the Fourier intensity measurements for each R/G/B channel as in [8]. At iteration \( k \), the step size is \( \mu(k) = \min(1 - \exp(-k/330), 0.4 \exp(-0.75\lambda)) \). Table I lists the averaged time elapsed and the number of iterations needed to achieve the relative error \( 10^{-5} \) and \( 10^{-10} \) over the three RGB channels. We can see that Algorithm 1 with \( \lambda = 1, \ldots, 3 \) outperform WF method in both iterations and the computational time cost.

**V. DISCUSSION**

In this paper, we provide the characterization of a natural least squares formulation (I.1) for affine phase retrieval. Particularly, we show the loss function \( f \) given in (I.1) is strongly convex on the entire space \( \mathbb{C}^d \). This benign geometric structure allows the simple gradient descent algorithm to reconstruct the target signals with a linear convergence rate.
TABLE I
TIME ELAPSED AND NUMBER OF ITERATIONS AMONG ALGORITHMS ON RECOVERY OF GALAXY IMAGE

| Algorithm | The Milky Way Galaxy | 10⁻² | 10⁻¹₀ |
|-----------|----------------------|------|-------|
|           | # Iters | Time(s) | # Iters | Time(s) |
| WF        | 212     | 183.5   | 286   | 231.6   |
| λ = 1     | 77      | 69.6    | 162   | 132.9   |
| λ = 2     | 81      | 72.2    | 171   | 159.1   |
| λ = 3     | 83      | 76.6    | 184   | 171.8   |

There are some interesting problems for future research. Firstly, Theorem II.1 establishes that \( m \geq d \log d \) samples are required for guaranteeing strong convexity. However, based on our numerical experiments, we conjecture that \( m \geq d \) samples might be sufficient to ensure this property. It would be fascinating to investigate whether this gap can be closed. Secondly, in this paper, we mainly focus on analyzing the global strong convexity property of intensity-based empirical loss. An alternative is to consider the amplitude-based loss. Due to the presence of the bias vector \( b \) and the non-differentiability of the amplitude-based loss, analyzing the global strong convexity property becomes a challenging task. Thirdly, our current analysis is limited to Gaussian random vectors as measurement vectors. Some numerical evidence have shown that affine phase retrieval from CDP settings or from masked Fourier intensity measurements works well if we start from a random initialization. Therefore, it would be of practical interest to extend the result in this paper to these types of measurement vectors. Exploring the behavior of the function \( f \) under different measurement vector distributions could provide valuable insights and broaden the applicability of the results.

APPENDIX A
PRELIMINARIES AND SUPPORTING LEMMAS

Lemma A.1 [31, Lemma 21]: Let \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), be i.i.d complex Gaussian random vectors. Suppose that \( x \in \mathbb{C}^d \) is a fixed vector. For any \( \epsilon \in (0, 1) \) the following holds with probability at least \( 1 - c_\epsilon \epsilon^{-2} m^{-1} - c_\epsilon \exp(-c_\epsilon \epsilon^2 m/ \log m) \):

\[
\left\| \frac{1}{m} \sum_{j=1}^{m} a_j^* x^2 a_j^* - (x^* x^2 I) \right\| \leq \epsilon \|x\|^2
\]

provided \( m \geq C(\epsilon) d \log d \). Here \( C(\epsilon) \) is a constant depending on \( \epsilon, c_\epsilon, c_\epsilon \) and \( c_\epsilon \) are positive absolute constants.

Lemma A.2 [31, Lemma 22]: Let \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), be i.i.d complex Gaussian random vectors. For any \( \epsilon \in (0, 1) \) it hold with probability at least \( 1 - c_\epsilon \epsilon^{-d} - c_\epsilon \exp(-c_\epsilon (\epsilon m)) \):

\[
\frac{1}{m} \sum_{j=1}^{m} a_j^* z^2 a_j^* v^2 \geq (1 - \epsilon) \left( \|v\|^2 \|z\|^2 + |v^* z|^2 \right)
\]

\[
\frac{1}{m} \sum_{j=1}^{m} \left( (a_j^* z)(v^* a_j) \right)^2 \geq (1 - \epsilon) \left( \frac{1}{2} \|z\|^2 \|v\|^2 + \frac{1}{4} (\Re(z^* v))^2 - \frac{1}{2} (\Im(z^* v))^2 \right)
\]

for all \( z, v \in \mathbb{C}^d \), provided \( m \geq C(\epsilon) d \log d \). Here \( C(\epsilon) \) and \( c(\epsilon) \) are constants depending on \( \epsilon \) and \( c, c' \) are positive absolute constants.

Lemma A.3 [22, Lemma 3.3]: Let \( \eta \in \mathbb{R}^m \) be a fixed vector. Suppose that \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), are i.i.d complex Gaussian random vectors. Then with probability at least \( 1 - 2 \exp(-c_0 d) \) it holds

\[
\left\| \sum_{j=1}^{m} n_j (a_j a_j^* - I) \right\|_2 \leq C \left( \sqrt{d} \|\eta\|_2 + d \|\eta\|_\infty \right).
\]

Here, \( C, c_0 \geq 0 \) are universal constants.

Lemma A.4: Assume that \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), are i.i.d complex Gaussian random vectors. If \( m \geq O(d) \) then with probability at least \( 1 - 3 \exp(-c m) \) it holds

\[
\frac{1}{m} \sum_{j=1}^{m} |a_j^* z + b_j|^2 - |a_j^* w + b_j|^2 
\leq \left( \frac{1}{2} \left( \|z\|_2 + \|w\|_2 + 2\|b\|_m \right) \right) \|z - w\|_2
\]

for all \( z, w \in \mathbb{C}^d \) and \( b = (b_1, \ldots, b_m)^T \in \mathbb{C}^m \). Here, \( c \) is a positive absolute constants.

Proof: A simple calculation shows that

\[
\frac{1}{m} \sum_{j=1}^{m} |a_j^* z + b_j|^2 - |a_j^* w + b_j|^2 
\leq \left( \frac{1}{2} \left( \|z\|_2 + \|w\|_2 + 2\|b\|_m \right) \right) \|z - w\|_2
\]

for all \( z, w \in \mathbb{C}^d \). Here, \( \| \| \) denotes the nuclear norm.

For the second term, we have

\[
\frac{1}{m} \sum_{j=1}^{m} |a_j^* (z - w)|^2 \leq \frac{3}{2} \|z^* - w^*\|_2
\]

\[
\leq \frac{3}{2} \|z^* - w^*\|_2
\]

for all \( z, w \in \mathbb{C}^d \). Here, \( \| \| \) denotes the nuclear norm.

In order to establish the global strong convexity of the loss function, not just the local strong convexity around the true signal \( x \) as demonstrated in references employing spectral initialization, we need to establish an upper bound for the quantity \( \frac{1}{m} \sum_{j=1}^{m} (b_j (a_j^* z))_{\mathbb{R}} |a_j^* v|^2 \) for all \( z \in \mathbb{C}^d, v \in \mathbb{S}^{d-1} \). It is
worth noting that $E \left( \tilde{b}_j(a_j^* z) \right)^2 | a_j^* v|^2 = 0$. For the purpose of the proof, we aim to show that the upper bound should be close to zero. However, due to the involvement of third powers of Gaussian random variables, the heavy-tailed behavior prevents it from uniformly concentrating around its expectation with only $d \log d$ samples. Establishing a suitable uniform upper bound for the quantity, which involves the third and fourth powers of Gaussian random variables, while simultaneously avoiding excessive increase in sampling complexity, poses a significant challenge in the field of statistics. To address this issue, we divide this quantity into the following three parts:

$$
\left| \frac{1}{m} \sum_{j=1}^{m} \left( \tilde{b}_j(a_j^* z) \right) R | a_j^* v|^2 \right|
\leq \left| \frac{1}{m} \sum_{j=1}^{m} b_j R(a_j^* z) |a_j^* v|^2 \phi\left(\frac{|a_j^* v|}{\beta}\right) \right|
+ \left| \frac{1}{m} \sum_{j=1}^{m} b_j R(a_j^* z) |a_j^* v|^2 \phi\left(\frac{|a_j^* v|}{\beta}\right) \right|
+ \frac{1}{m} \sum_{j=1}^{m} |b_j||a_j^* v||a_j^* v|^2 \{ |a_j^* v| \geq \beta \},
$$

where the first and second parts are well-behaved, while the third part still exhibits heavy-tailed behavior. Let $J_{\beta} = \{ j \in [m] : |a_j^* v| \geq \beta \}$. Intuitively, if we take $\beta$ to be a large constant, then with high probability $|J_{\beta}|/m \leq c_0 m$ holds uniformly over $v \in S_{d-1}^+$, where $c_0$ is a small positive constant. Roughly speaking, the third term can be upper bounded as follows:

$$
\frac{1}{m} \sum_{j=1}^{m} |b_j||a_j^* z||a_j^* v|^2 \{ |a_j^* v| \geq \beta \} \leq c_1 \left( \frac{1}{m} \sum_{j=1}^{m} |a_j^* z|^2 |a_j^* v|^2 \right)
$$

for a sufficient small constant $c_1 > 0$. Although we cannot provide a uniform upper bound for the term $\frac{1}{m} \sum_{j=1}^{m} |a_j^* z|^2 |a_j^* v|^2$, the influence can be well controlled under sufficiently small $c_1$, and it is enough for our proof. In what follows, the explicit expression of $c_1$ is given in Lemma A.5. Based on this lemma, the uniform upper bound of $\frac{1}{m} \sum_{j=1}^{m} \left( \tilde{b}_j(a_j^* z) \right) R |a_j^* v|^2$ is given in Lemma A.6.

Lemma A.5: Suppose that $\beta \geq 1$ is fixed constant. Assume $a_j \in \mathbb{C}^d, j = 1, \ldots, m$, are i.i.d. complex Gaussian random vectors and $b \in \mathbb{C}^m$ obeys $\sum_{j=1}^{m} |b_j|^4 \leq m$ and $\|b\|_{\infty} \leq \sqrt{\log m}$. For any $\epsilon \in (0, 1)$, if $m > C \epsilon^{-2} \log(1/\epsilon) \log m$ then with probability at least $1 - 2 \exp(-c_0^2 d/\log m) - 2 \exp(-c'' \epsilon d)$ it holds that

$$
\frac{1}{m} \sum_{j=1}^{m} |b_j||a_j^* v|^2 \{ |a_j^* v| \geq \beta \} \leq \left( 2 \beta e^{-0.49 \beta^2} + \epsilon \right) \frac{\|b\|_{\infty}^2}{m} + \epsilon
$$

for all $v \in S_{d-1}^+$. Here, $C, c_0, c'' > 0$ are universal constants.

Proof: We introduce an auxiliary Lipschitz function:

$$
\chi(t) = \begin{cases} t, & \text{if } t \geq \beta^2; \\
\frac{1}{\delta} t - \left( \frac{1}{\delta} - 1 \right) \beta^2, & \text{if } (1 - \delta) \beta^2 \leq t \leq \beta^2; \\
0, & \text{otherwise.}
\end{cases}
$$

Here $\delta \in (0, 1)$ is a constant which will be chosen later. Then

$$
\frac{1}{m} \sum_{j=1}^{m} |b_j||a_j^* v|^2 \{ |a_j^* v| \geq \beta \} \leq \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|a_j^* v|^2). \quad (A.1)
$$

For any fixed $v_0 \in S_{d-1}^+$, the terms $\chi(|a_j^* v_0|^2)$ are independent sub-exponential random variables. According to Bernstein’s inequality, for any fixed $t \geq 0$, it holds that

$$
P \left\{ \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|a_j^* v_0|^2) - \frac{|b|^2}{m} E \left( \chi(|a_j^* v_0|^2) \right) \right\} \leq 2 \exp \left( -c_1 \epsilon^2 m/\log m \right), \quad (A.2)
$$

where $c > 0$ is a universal constant. Recall that $\sum_{j=1}^{m} |b_j|^4 \leq m$ and $\|b\|_{\infty}^2 \leq \log m$. For any $0 < \epsilon < 1$, taking $t := \epsilon/2$ in (A.2), we obtain that with probability at least $1 - 2 \exp(-c_1 \epsilon^2 m/\log m)$ it holds

$$
\frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|a_j^* v_0|^2) \leq \frac{|b|^2}{m} E \left( \chi(|a_j^* v_0|^2) \right) + \epsilon. \quad (A.3)
$$

where $c_1 > 0$ is a universal constant.

We next show that (A.3) holds for all $v \in S_{d-1}^+$. Suppose that $\mathcal{N}$ is a $\epsilon_0$-net over $S_{d-1}^+$ with $\# \mathcal{N} \leq (1 + \frac{1}{\epsilon_0})^2$. Then for any $v \in S_{d-1}^+$, there exists a $v_0 \in \mathcal{N}$ such that $\|v - v_0\|_2 \leq \epsilon_0$. Note that $\chi(t)$ is a Lipschitz function with Lipschitz constant $1/\delta$. We obtain that if $m \geq C_1 d \log m$ for a universal constant $C_1 > 0$ then

$$
\frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|a_j^* v|^2) - \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|a_j^* v_0|^2)
\leq \frac{1}{m \delta} \sum_{j=1}^{m} |b_j|^2(|a_j^* v| + |a_j^* v_0|) \left| a_j^*(v - v_0) \right|
\leq \frac{1}{\delta} \left( \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 |a_j^* v|^2 + \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 |a_j^* v_0|^2 \right)
\cdot \left( \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 \chi(|v - v_0|^2) \right)
\leq \frac{1}{\delta} \left( \frac{\|b\|_{\infty}^2}{m} + \frac{1}{m} \sum_{j=1}^{m} |b_j|^4 + \frac{d \|b\|_{\infty}^2}{m} \right) \epsilon_0
\leq \frac{1}{\delta} \left( \frac{\|b\|_{\infty}^2}{m} + 1 \right) \epsilon_0. \quad (A.4)
$$

Here, the inequality (a) follows from Lemma A.3 which says that, with probability at least $1 - 2 \exp(-c_3 d)$, it holds that

$$
\sum_{j=1}^{m} |b_j|^2 |a_j^* w|^2 \leq \epsilon \sum_{j=1}^{m} |b_j|^2 a_j a_j^* w
\leq \epsilon \left( \|b\|_{\infty}^2 + \sqrt{d} \sum_{j=1}^{m} |b_j|^4 + d \|b\|_{\infty}^2 \right) \|w\|_2^2
$$

for all $w \in \mathbb{C}^d$, where $c_3 > 0$ is a universal constant. Here, we use the fact that $\sum_{j=1}^{m} |b_j|^4 \leq m$ and $\|b\|_{\infty} \leq \log m$. Choosing
\( \varepsilon_0 := c_3\varepsilon \delta \) in (A.4) for some universal constant \( c_3 > 0 \) and taking the union bound over \( \mathcal{N} \), we obtain that
\[
\frac{1}{m} \sum_{j=1}^{m} |b_j| \chi(\langle a_j^* v \rangle^2) \leq \frac{\|b\|_2^2}{m} \cdot (\mathbb{E}(\chi(\langle a_j^* v \rangle^2)) + \varepsilon)
\]  
(A.5)
holds for all \( v \in S_{d-1}^{c_\ell} \) with probability at least \( 1 - 2 \exp(-c_\ell^2m/\log m) - 2 \exp(-c_2d) \) provided \( m \geq C' \varepsilon^{-2}\log(\varepsilon^{-1}d^{-1}) \) \( m \log m \), where \( C', c_\ell > 0 \) are universal constants.

We next turn to \( \mathbb{E}(\chi(\langle a_j^* v \rangle^2)) \) in (A.5). A simple calculation shows that for any \( \gamma > 0 \) it holds
\[
\mathbb{E}(\langle a_j^* v \rangle^2 | \langle a_j^* v \rangle \geq \gamma) \leq \frac{\gamma + 1}{\sqrt{\pi}} e^{-\gamma^2/2}. 
\]  
(A.6)
Note that \( \mathbb{E}(\chi(\langle a_j^* v \rangle^2)) \leq \mathbb{E}(\langle a_j^* v \rangle^2 | \langle a_j^* v \rangle \geq (1-\delta)^2 \gamma \). Set \( \delta := 0.01 \) and \( \gamma := (1-\delta)^2 \gamma \). It then follows from (A.1), (A.5) and (A.6) that with probability at least \( 1 - 2 \exp(-c_\ell^2m/\log m) - 2 \exp(-c_2d) \), it holds
\[
\frac{1}{m} \sum_{j=1}^{m} |b_j|^2 |\langle a_j^* v \rangle | |\langle a_j^* v \rangle | \geq \beta \leq (2\beta e^{-0.49\beta^2} + \varepsilon) \cdot \frac{\|b\|_2^2}{m} + \varepsilon
\]  
for all \( v \in S_{d-1}^{c_\ell} \), provided \( m \geq C e^{-2}\log(1/\varepsilon) / \log m \). Here, \( C > 0 \) is a universal constant. We complete the proof. \( \square \)

**Lemma A.6**: Suppose that \( a_j \in \mathbb{C}^d, j = 1, \ldots, m \), are i.i.d. complex Gaussian random vectors. Assume that \( a_0 \in \mathbb{C}^m \) is a vector obeying \( \sum_{j=1}^{m} |b_j|^4 \leq m \) and \( \|b\|_\infty \leq \sqrt{\log m} \).

For any \( \varepsilon \in (0, 1) \), if \( m \geq c(\varepsilon)d\log m \) then the following holds with probability at least \( 1 - 6 \exp(-c(\varepsilon)m/\log m) - 6 \exp(-c'\varepsilon)d) \):
\[
\left| \frac{1}{m} \sum_{j=1}^{m} \left( b_j(a_j^* z) \right) \cdot |a_j^* v| \right|^2 
\leq \varepsilon \left( \frac{\|b\|_2^2}{m} + 1 \right) \left( 1 + \left( \frac{1}{m} \sum_{j=1}^{m} |a_j^* z|^2 |a_j^* v|^2 \right)^{\frac{1}{2}} \right)
\]  

for all \( z, v \in S_{d-1}^{c_\ell} \), where \( c'' \) is a positive universal constant and \( c(\varepsilon), c'(\varepsilon) \) are positive constants depending only on \( \varepsilon \).

**Proof**: Suppose that \( \phi \in C_c^\infty(\mathbb{R}) \) is a Lipschitz continuous function satisfying \( 0 \leq \phi(x) \leq 1 \) for all \( x \in \mathbb{R} \). We furthermore require \( \phi(x) = 1 \) for \( |x| \leq 1 \) and \( \phi(x) = 0 \) for \( |x| \geq 2 \). For any \( \beta > 0 \), we have
\[
\left| \frac{1}{m} \sum_{j=1}^{m} \left( b_j(a_j^* z) \right) \cdot |a_j^* v| \right|^2 
\leq \frac{1}{m} \sum_{j=1}^{m} b_j \phi \left( \frac{a_j^* v}{\beta} \right) \|a_j^* v\|_2^2 
\leq \frac{1}{m} \sum_{j=1}^{m} b_j \phi \left( \frac{a_j^* v}{\beta} \right) \|\nabla\phi(\frac{a_j^* v}{\beta})\|_2 \|a_j^* v\|_2 
\leq \frac{1}{m} \sum_{j=1}^{m} b_j |\nabla\phi(\frac{a_j^* v}{\beta})| \|a_j^* v\|_2 
\leq 2 \left( \frac{\|b\|_2^2}{m} + 1 \right) \beta^2 \delta,
\]  
(A.7)
We claim that for any \( \varepsilon \in (0, 1) \) there exists a sufficiently large \( \beta > 1 \) such that if \( m \geq c(\varepsilon)d\log m \) then, with probability at least \( 1 - 6 \exp(-c(\varepsilon)m/\log m) - 6 \exp(c'\varepsilon d) \), it holds
\[
T_1 \leq \frac{\varepsilon}{2} \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right), \quad T_2 \leq \frac{\varepsilon}{2} \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right), \quad (A.8)
\]
\[
r \leq \varepsilon \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \left( \frac{1}{m} \sum_{j=1}^{m} |a_j^* z|^2 |a_j^* v|^2 \right)^{\frac{1}{2}} \quad (A.9)
\]
for all \( z, v \in S_{d-1}^{c_\ell} \). Here \( c(\varepsilon), c'(\varepsilon) \) are constants depending on \( \varepsilon \) and \( c''(\varepsilon) \) is a positive universal constant. Combining (A.7), (A.8) and (A.9), we arrive at the conclusion.

It remains to prove the claims (A.8) and (A.9). We first present an upper bound for \( T_1 \). For any fixed \( z_0, v_0 \in S_{d-1}^{c_\ell} \), due to the cut-off \( \phi \left( \frac{|a_j^* v|}{\beta} \right) \), the terms \( (a_j^* z_0)\langle a_j^* v \rangle^2 \phi \left( \frac{|a_j^* v_0|}{\beta} \right) \) are centered, independent sub-gaussian random variables with the sub-gaussian norm \( O(\beta^2) \). According to Hoeffding’s inequality, we obtain that the following holds with probability at least \( 1 - 2 \exp(-c\beta^2 |d| m) \):
\[
\left| \frac{1}{m} \sum_{j=1}^{m} b_j \langle a_j^* z_0 \rangle |a_j^* v_0|^2 \phi \left( \frac{|a_j^* v_0|}{\beta} \right) \right| \leq \frac{\|b\|_2^2}{4\sqrt{m}}, \quad (A.10)
\]
where \( c > 0 \) is a universal constant. We next show that (A.10) holds for all unit vectors \( z, v \in S_{d-1}^{c_\ell} \). Assume that \( \mathcal{N} \) is a \( \delta \)-net of the unit complex sphere in \( S_{d-1}^{c_\ell} \) and hence the covering number \#\( \mathcal{N} \) \( \leq (1 + \frac{2}{\delta})^{2d} \). For any \( z, v \in S_{d-1}^{c_\ell} \), there exists a \( (z_0, v_0) \in \mathcal{N} \times \mathcal{N} \) such that \( \|z - z_0\|_2 \leq \delta \) and \( \|v - v_0\|_2 \leq \delta \). Noting \( f(\tau) := \tau^2 \phi(\tau/\beta) \) is a bounded function with Lipschitz constant \( O(\beta) \), we obtain that
\[
\left| \frac{1}{m} \sum_{j=1}^{m} b_j \langle a_j^* z_0 \rangle |a_j^* v_0|^2 \phi \left( \frac{|a_j^* v_0|}{\beta} \right) \right| 
\leq \frac{1}{m} \sum_{j=1}^{m} b_j \langle a_j^* z_0 \rangle |a_j^* v_0|^2 \phi \left( \frac{|a_j^* v_0|}{\beta} \right) 
\leq \frac{\beta^2}{m} \left| \sum_{j=1}^{m} b_j |a_j^* v_0|^2 \right| 
\leq \frac{\beta^2}{m} \left| \sum_{j=1}^{m} b_j |a_j^* v_0|^2 \right| 
\leq 2 \left( \frac{\|b\|_2^2}{\sqrt{m}} + 1 \right) \beta^2 \delta,
\]  
where the fourth inequality follows from Lemma A.3 which says, with probability at least \( 1 - 2 \exp(-c_1d) \) for a universal
constant $c_1 > 0$, the following holds

$$\sum_{j=1}^{m} |b_j| |a_j^*| \leq \left( \sum_{j=1}^{m} |b_j| + \sqrt{d} \|b\|_2 + d \|b\|_\infty \right) \|w\|_2^2 \leq \left( \sqrt{m} \|b\|_2 + m \right) \|w\|_2^2 \quad \text{for all } w \in \mathbb{C}^d.$$ 

Choosing $\delta = c_2 \epsilon / \beta^2$ for some universal constant $c_2 > 0$ and taking the union bound, we obtain that

$$T_1 = \frac{1}{m} \sum_{j=1}^{m} b_j R(a_j^* z) \big| a_j^* v \big|^2 \phi \left( \frac{\big| a_j^* v \big|}{\beta} \right)$$

$$\leq \left( \frac{\|b\|_2}{\sqrt{m}} + 1 \right) \frac{\epsilon}{2} \quad \text{for all } z, v \in \mathbb{S}^{d-1}_{\mathbb{C}}$$

holds with probability at least $1 - 2 \exp(-c_3 \epsilon^2 \beta^{-2} m) - 2 \exp(-c_1 d)$ provided $m \geq C \cdot (\beta / \epsilon)^2 \log(\beta / \epsilon) d \log m$. Here, $C$ and $c_3$ are positive universal constants. Using the similar argument as above, we obtain that the following holds with probability at least $1 - 2 \exp(-c_1 \epsilon^2 \beta^{-2} m) - 2 \exp(-c_1 d)$:

$$T_2 = \frac{1}{m} \sum_{j=1}^{m} b_j R(a_j^* z) \big| a_j^* v \big|^2 \phi \left( \frac{\big| a_j^* v \big|}{\beta} \right)$$

$$\leq \left( \frac{\|b\|_2}{\sqrt{m}} + 1 \right) \frac{\epsilon}{2} \quad \text{for all } z, v \in \mathbb{S}^{d-1}_{\mathbb{C}}$$

provided $m \geq C \cdot (\beta / \epsilon)^2 \log(\beta / \epsilon) d \log m$. Finally, we turn to prove the claim $(A.9)$. Applying Cauchy-Schwarz inequality, we obtain

$$\frac{1}{m} \sum_{j=1}^{m} |b_j| |a_j^* z| |a_j^* v|^2 \chi \{ |a_j^* v| \geq \beta \}$$

$$\leq \left( \frac{1}{m} \sum_{j=1}^{m} |a_j^* z|^2 |a_j^* v|^2 \right) \left( \frac{1}{m} \sum_{j=1}^{m} |b_j|^2 |a_j^* v|^2 \chi \{ |a_j^* v| \geq \beta \} \right).$$

(A.11)

According to Lemma A.5, we obtain that if $m \geq C_1 \epsilon^{-4} \log(1 / \epsilon^2) d \log m$ then, with probability at least $1 - 2 \exp(-c_4 \epsilon^4 m / \log m) - 2 \exp(-c_5 d)$, the following holds

$$\frac{1}{m} \sum_{j=1}^{m} |b_j|^2 |a_j^* v|^2 \chi \{ |a_j^* v| \geq \beta \} \leq \frac{2 \beta \epsilon^{-0.49 \beta^2 + \epsilon^2 / m}}{2} \frac{\|b\|_2^2}{m} + \frac{\epsilon^2}{2}$$

$$\leq \left( \frac{\|b\|_2}{\sqrt{m}} + 1 \right) \frac{\epsilon}{2} \leq \left( \frac{\|b\|_2}{\sqrt{m}} + 1 \right)^2 \frac{\epsilon}{2} \quad \text{for all } v \in \mathbb{S}^{d-1}_{\mathbb{C}},$$

(A.12)

for all $v \in \mathbb{S}^{d-1}_{\mathbb{C}}$, where $C_1, c_4$ and $c_5$ are positive universal constants. Here, in the second inequality we take $\beta$ to be sufficiently large (depending only on $\epsilon$). Combining (A.11) and (A.12), we arrive at (A.9).

For the sake of completeness, the following lemma provides an upper bound on the spectral norm of

$$\frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j^* x) \big) a_j a_j^*.$$ 

This estimate is commonly employed for a finite sequence of Gaussian random variables, with the only difference being the coefficients $b_j$ instead of the constant 1 in previous results.

**Lemma A.7:** Suppose $a_j \in \mathbb{C}^d$, $j = 1, \ldots, m$, are i.i.d. complex Gaussian random vectors. Assume that $z \in \mathbb{C}^d$ is a fixed vector and $b \in \mathbb{C}^m$ satisfies $|b_j|^2 \leq m$ and $\|b\|_\infty \leq \sqrt{\log m}$. For any $\epsilon \in (0, 1)$, if $m \geq C_1 \epsilon^{-2} \log m$ then, with probability at least $1 - 2 \exp(-c_2 \epsilon^2 m / \log m) - c_1 \epsilon^{-2} m^{-1}$, it holds that

$$\left\| \frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j^* x) \big) a_j a_j^* \right\|_2 \leq \epsilon \left( \frac{\|b\|_2}{\sqrt{m}} + 1 \right) \|x\|_2.$$

Here, $C_1, c_2$ and $c_3$ are positive universal constants.

**Proof:** Assume that $N$ is a $1/4$-net of the complex unit sphere $\mathbb{S}^{d-1}_{\mathbb{C}}$ with the cardinality $\#N \leq \delta^{2d}$. According to [33, Lemma 4.4.3], we have

$$\left\| \frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j^* x) \big) a_j a_j^* \right\|_2 \leq 2 \max_{w \in N} \frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j^* x) \big) a_j a_j^* |w|_2.$$

Without loss of generality, we assume $x = e_1$. Then

$$\frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j^* x) \big) a_j a_j^* |w|_2$$

$$= \frac{1}{m} |v_1|^2 \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2$$

$$= \frac{1}{m} \frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2$$

where $a_j, v \in \mathbb{C}^{d-1}$ are generated by deleting the first entry of the vector $a_j$ and $v$, respectively. For the first term, a simple calculation shows that

$$\text{Var} \left( \big( \bar{b}_j a_j \big) \right) \leq 3 |b_j|^2.$$

It then follows from Chebyshev’s inequality that

$$\mathbb{P} \left( \left| \frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2 \right| \geq t \right) \leq \frac{3 |b_j|^2}{m^2 t^2}. \quad (A.13)$$

For any $0 < \epsilon < 1$, taking $t := \epsilon \|b\|_2 / \sqrt{m}$ in (A.13), we obtain that with probability at least $1 - 3 \epsilon^2 m^{-1}$ it holds

$$\frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2 \leq \epsilon \|b\|_2 / \sqrt{m}.$$

For the second term $\frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2$, note that

$$\frac{1}{m} \sum_{j=1}^{m} \big( \bar{b}_j(a_j) \big) a_j |w|_2$$

$$= \frac{1}{m} \sum_{j=1}^{m} b_j R(a_j, \Re \{ |a_j^* v| \}^2 - \frac{1}{m} \sum_{j=1}^{m} b_j \Re \{ a_j, \Re \{ |a_j^* v| \}^2 \}.$$

For any fixed $\tilde{v}_0 \in \mathbb{C}^{d-1}$, the terms $|a_j^* \tilde{v}_0|^2 - \|\tilde{v}_0\|_2^2$ are centered subexponential random variables with the maximal subexponential norm $K := O(\|\tilde{v}_0\|_2^2)$. Furthermore, $|a_j^* \tilde{v}_0|^2$ are
independent with $a_{j,1}$. Bernstein’s inequality gives

$$
\Pr\left( \frac{1}{m} \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \left( \left| \tilde{a}_{j} \tilde{v} \right|^2 - \left\| \tilde{v} \right\|^2 \right) \geq t \left\| \tilde{v} \right\|^2 \right) \\
\leq 2 \exp\left( -c \min \left( \frac{m^2 t^2}{\sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \left\| \tilde{v} \right\|^2}, \max_{j \in [m]} \left\| b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \right\| \right) \right),
$$

where $c > 0$ is a universal constant. Taking $t := \epsilon / 2$, together with the union bound over $\mathcal{N}$, we obtain that

$$
\Pr\left( \frac{1}{m} \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \left( \left| \tilde{a}_{j} \tilde{v} \right|^2 - \left\| v \right\|^2 \right) \geq \frac{\epsilon}{2} \left\| v \right\|^2 \right) \\
\leq 2 \exp\left( -4c \min \left( \frac{m^2 t^2}{\sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \left\| v \right\|^2}, \max_{j \in [m]} \left\| b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \right\| \right) + 5d \right),
$$

(A.14)

for all $v \in \mathcal{N}$. By Chebyshev’s inequality, we obtain that the following holds with probability at least $1 - \epsilon^{-2} m^{-1}$

$$
\left\| \frac{1}{m} \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \right\|^2 \leq \frac{c \left\| b_{\mathbb{R}} \right\| \left\| v \right\|^2}{\sqrt{m}}.
$$

(A.15)

Similarly, the Chebyshev’s inequality implies

$$
\Pr\left( \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} - \frac{1}{2} \left\| b_{\mathbb{R}} \right\|^2 \geq m \right) \leq \sum_{j=1}^{m} |b_j|^4 \leq m
$$

(A.16)

provided $\sum_{j=1}^{m} |b_j|^4 \lesssim m$. Moreover, a union bound gives

$$
\max_{1 \leq j \leq m} |a_{j,1}| \leq \sqrt{10 \log m}
$$

(A.17)

with probability at least $1 - m^{-2}$. Putting (A.15), (A.16) and (A.17) into (A.14), we obtain that, with probability at least $1 - 2 \exp(-c_1 \epsilon^2 m / \log m) - c_2 \epsilon^{-2} m^{-1} - m^{-2}$, it holds

$$
\left\| \frac{1}{m} \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \tilde{a}_{j} \tilde{v} \right\|^2 \leq \left( \frac{\left\| b_{\mathbb{R}} \right\|}{\sqrt{m}} + \frac{\epsilon}{2} \right) \left\| \tilde{v} \right\|^2
$$

provided $\left\| b \right\| \leq \sqrt{m} \sum_{j=1}^{m} |b_j|^4 \lesssim \sqrt{m}$, $\left\| b \right\|_{\infty} \lesssim \sqrt{\log m}$ and $m \geq C_1 \epsilon^{-2} d \log m$. Here, $C_1, c_1$ and $c_2$ are positive universal constants. Using the same argument as above, we obtain

$$
\left\| \frac{1}{m} \sum_{j=1}^{m} b_{j,\mathbb{R}} a_{j,1,\mathbb{R}} \tilde{a}_{j} \tilde{v} \right\|^2 \leq \left( \frac{\left\| b_{\mathbb{R}} \right\|}{\sqrt{m}} + \frac{\epsilon}{2} \right) \left\| \tilde{v} \right\|^2
$$

for all $v \in \mathcal{N}$.

Combining the above estimators, we have that

$$
\frac{1}{m} \sum_{j=1}^{m} \left( \tilde{b}_j \left( \tilde{a}_j^* \tilde{x} \right) \right)_{\mathbb{R}} \left| \tilde{a}_j^* v \right|^2 \leq \left( \frac{\left\| b_{\mathbb{R}} \right\|}{\sqrt{m}} + 1 \right) \left\| v \right\|^2
$$

for all $v \in \mathcal{N}$ holds with probability at least $1 - 2 \exp(-c_2' \epsilon^2 m / \log m) - c'' \epsilon^{-2} m^{-1}$, provided $m \geq C_2 \epsilon^{-2} d \log m$. Here, $c_2' > 0$ and $c'' > 0$ are universal constants. This completes the proof.

Lemma A.8: Suppose that $a_j \in \mathbb{C}^d$, $j = 1, \ldots, m$, are i.i.d. complex Gaussian random vectors. Assume that $b \in \mathbb{C}^m$ which satisfies $\sum_{j=1}^{m} |b_j|^4 \lesssim m$ and $\left\| b \right\|_{\infty} \leq \sqrt{\log m}$. For any $\epsilon \in (0, 1)$, if $m \geq C'' \epsilon^{-2} \log(1/\epsilon) / \log m$ then, with probability at least $1 - 6 \exp(-c'' \epsilon^2 m / \log m) - 6 \exp(-c'' d)$, it holds that

$$
\frac{1}{m} \sum_{j=1}^{m} \left( \tilde{b}_j \left( \tilde{a}_j^* v \right) \right)^2 \geq \frac{1 - \epsilon}{2} \frac{\left\| b \right\|^2}{m} - \epsilon
$$

for all $v \in \mathcal{S}_C^{-1}$.

Here, $C'', c', c'' > 0$ are universal constants.

Proof: A simple calculation shows that

$$
\left( \tilde{b}_j \left( \tilde{a}_j^* v \right) \right)^2 = b_j^2 \left( a_j^* v \right)^2 + b_j^2 \left( a_j^* v \right)_\mathbb{R} + 2 b_j v_j \left( a_j^* v \right)_\mathbb{R} \left( a_j^* v \right)_\mathbb{C}
$$

(A.18)

We first give a lower bound for the first term $\frac{1}{m} \sum_{j=1}^{m} b_j^2 \left( a_j^* v \right)^2 _\mathbb{R}$. Note that $E \left( \tilde{a}_j^* v \right)^2 = 1 / 2$. For any fixed $v_0 \in \mathcal{S}_C^{-1}$, by Bernstein’s inequality, we have

$$
\Pr\left( \frac{1}{m} \sum_{j=1}^{m} b_j^2 \left( a_j^* v_0 \right)^2 _\mathbb{R} \geq \frac{\left\| b_{\mathbb{R}} \right\|^2}{2m} \right) \geq \frac{\epsilon}{6}
$$

(A.19)

provided $m \geq C'' \epsilon^{-2} \log(1/\epsilon) / \log m$, where $C''$ and $c'$ are universal positive constants.

Similarly, for the second and third terms of (A.18), when $m \geq C'' \epsilon^{-2} \log(1/\epsilon) / \log m$, with probability at least $1 - 2 \exp(-c'' \epsilon^2 m / \log m) - 2 \exp(-c'' d)$, the followings hold:

$$
\rho \sum_{j=1}^{m} b_j \left( a_j^* v \right)_\mathbb{R} \left( a_j^* v \right) \mathbb{R} \geq \frac{3 - \epsilon}{6} \frac{\left\| b_{\mathbb{R}} \right\|^2}{m} - \epsilon
$$

(A.20)

provided $m \geq C'' \epsilon^{-2} \log(1/\epsilon) / \log m$, where $C''$ and $c'$ are universal positive constants.

Similarly, for the second and third terms of (A.18), when $m \geq C'' \epsilon^{-2} \log(1/\epsilon) / \log m$, with probability at least $1 - 2 \exp(-c'' \epsilon^2 m / \log m) - 2 \exp(-c'' d)$, the followings hold:

$$
\rho \sum_{j=1}^{m} b_j \left( a_j^* v \right)_\mathbb{R} \left( a_j^* v \right) \mathbb{R} \geq \frac{3 - \epsilon}{6} \frac{\left\| b_{\mathbb{R}} \right\|^2}{m} - \epsilon
$$

(A.21)

and

$$
\rho \sum_{j=1}^{m} b_j \left( a_j^* v \right)_\mathbb{R} \left( a_j^* v \right) \mathbb{R} \leq \frac{\epsilon}{3} \left( \frac{\left\| b_{\mathbb{R}} \right\|^2}{m} + 1 \right).
$$

(A.22)

Combining (A.21), (A.22) and (A.20), we complete the proof.

The purpose of the following lemma is to address the quantity that incorporates the third powers of Gaussian random vectors.
variables. The proof follows a similar approach as that of Lemma A.6, and thus, we omit the detailed proof here.

Lemma A.9: Suppose that $a_j \in \mathbb{C}^d, j = 1, \ldots, m$, are i.i.d. complex Gaussian random vectors. Assume that $b \in \mathbb{C}^m$ is a vector obeying $\sum_{j=1}^{m}|b_j|^4 \leq m$ and $\|b\|_\infty \leq \sqrt{\log m}$. For any $\epsilon \in (0, 1)$, if $m \geq c(\epsilon)d^2\log m$ then the following holds with probability at least $1 - 6\exp(-c'(\epsilon)m/\log m) - 6\exp(-c''d)$:

$$
\left| \frac{1}{m} \sum_{j=1}^{m} (b_j(a_j^*v)^\Re (v^*a_ja_j^*z)^\Re) \right| \\
\leq \epsilon \left( \left\| \frac{\|b\|_2}{\sqrt{m}} + 1 \right\| + \left( \frac{1}{m} \sum_{j=1}^{m} |a_j^*z|^2 |a_j^*v|^2 \right)^{\frac{1}{2}} \right)
$$

for all $z, v \in \mathbb{S}^{d-1}_-$, where $c''$ is a positive universal constant and $c(\epsilon), c'(\epsilon)$ are positive constants depending only on $\epsilon$.

APPENDIX B

PROOFS OF TECHNICAL RESULTS IN SECTION III

Proof of Lemma III.1: A simple calculation shows that

$$
\frac{1}{m} \sum_{j=1}^{m} |a_j^*x + b_j|^2 = \frac{1}{m} \sum_{j=1}^{m} |a_j^*x|^2 + \frac{2}{m} \sum_{j=1}^{m} (b_j(a_j^*x))_{\Re} + \frac{\|b\|^2}{m}.
$$

We first consider the term $\frac{1}{m} \sum_{j=1}^{m} |a_j^*x|^2$. We use Bernstein’s inequality to obtain that

$$(1 - \epsilon)\|x\|_2^2 \leq \frac{1}{m} \sum_{j=1}^{m} |a_j^*x|^2 \leq (1 + \epsilon)\|x\|_2^2$$

for any $0 < \epsilon \leq 1$, holds with probability at least $1 - 2\exp(-c_1\epsilon^2m)$. Here, $c_1 > 0$ is a universal constant. For the second term, noting that

$$
\frac{1}{m} \sum_{j=1}^{m} (b_j(a_j^*x))_{\Re} = \frac{1}{m} \sum_{j=1}^{m} b_j, a_j(a_j^*x)_{\Re} + \frac{1}{m} \sum_{j=1}^{m} b_j, a_j^*a_j x_{\Re}.
$$

we use Hoeffding’s inequality to obtain that

$$
\left| \frac{1}{m} \sum_{j=1}^{m} b_j, a_j(a_j^*x)_{\Re} \right| \leq \frac{\epsilon \|b\|_2}{\sqrt{m}} \|x\|_2,
$$

and

$$
\left| \frac{1}{m} \sum_{j=1}^{m} b_j, a_j^*a_j x_{\Re} \right| \leq \frac{\epsilon \|b\|_2}{\sqrt{m}} \|x\|_2
$$

hold with probability at least $1 - 2\exp(-c_2\epsilon^2m)$, where $c_2 > 0$ is a universal constant.

Recall that $\|b\|_2 \leq c_3\sqrt{m}\|x\|_2$ for a universal constant $c_3 > 0$. Collecting the above results, we obtain that, with probability at least $1 - 4\exp(-c_4\epsilon^2m)$, the following holds

$$(1 - c_0\epsilon)\|x\|_2^2 \leq \frac{1}{m} \sum_{j=1}^{m} |a_j^*x + b_j|^2 - \frac{\|b\|^2}{m} \leq (1 + c_0\epsilon)\|x\|_2^2$$

for a universal constant $c_0 := 2\sqrt{2}c_3 + 1$. Here, $c_4 > 0$ is a universal constant. Taking $\epsilon := \frac{\epsilon}{4c_0}$ we obtain that the following holds with probability at least $1 - 4\exp(-cm)$:

$$
\frac{1}{4} \|x\|_2^2 \leq \frac{1}{m} \sum_{j=1}^{m} y_j - \frac{\|b\|^2}{m} \leq \frac{7}{4} \|x\|_2^2,
$$

where $c > 0$ is a universal constant, which implies

$$
\frac{1}{3} R_0 \leq \|x\|_2 \leq R_0,
$$

where $R_0 := 2 \left( \frac{1}{m} \sum_{j=1}^{m} y_j - \frac{\|b\|^2}{m} \right)^{1/2}$. This completes the proof.

$\square$

Proof of Lemma III.2: For any $z, z' \in S_R$, we have

$$
\|\nabla f(z) - \nabla f(z')\|_2
$$

$$
= \sqrt{2} \frac{1}{m} \left| \sum_{j=1}^{m} (a_j^*z + b_j - y_j)(a_j^*z + b_j - y_j) a_j \right|
$$

$$
- \sum_{j=1}^{m} (a_j^*z' + b_j - y_j)(a_j^*z' + b_j - y_j) a_j \right|
$$

$$
\leq \sqrt{2} \left| \frac{1}{m} \sum_{j=1}^{m} (a_j^*z + b_j - a_j^*z' - b_j) a_j a_j^*z' \right|
$$

$$
+ \sqrt{2} \left| \frac{1}{m} \sum_{j=1}^{m} (a_j^*z + b_j - a_j^*z' - b_j) b_j a_j \right|
$$

$$
+ \sqrt{2} \left| \frac{1}{m} \sum_{j=1}^{m} (a_j^*z + b_j - a_j^*z' - b_j) b_j a_j \right|
$$

$$
+ \sqrt{2} \left| \frac{1}{m} \sum_{j=1}^{m} (a_j^*z + b_j - a_j^*z' - b_j) b_j a_j \right|
$$

. (B.1)

Since $a_j \in \mathbb{C}^d$ are complex Gaussian random vectors, with probability at least $1 - c_m^{-d}$, the following holds

$$
\max_{1 \leq j \leq m} \|a_j\|_2 \leq 2\sqrt{d \log m},
$$

where $c_m > 0$ is a universal constant. Lemma A.4 implies that when $m \geq Cd$ for a universal constant $C > 0$, with probability at least $1 - 3\exp(-cm)$, it holds that

$$
\frac{1}{m} \sum_{j=1}^{m} |a_j^*z + b_j|^2 - |a_j^*z' + b_j|^2 |
$$

$$
\leq 3 \left( R + \frac{\|b\|_2}{\sqrt{m}} \right) \|z - z'\|_2$$

for all $z, z' \in S_R$,

where $c > 0$ is a universal constant. Combining the above two estimators, we obtain that the following holds with probability
provided $m \geq Cd$. Here, we use the fact that $\|z\|_2 \leq R$ due to $z' \in S_R$. Using the same argument as above, we obtain that
\[
\left\| \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z + b_j|^2 - |a_j^* z'| + j b_j \right) a_j \right\|_2 \\
\leq \left\| \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z + b_j|^2 - |a_j^* z'| + j b_j \right) a_j \right\|_2 \\
\leq 12 \cdot d \cdot \log m \cdot R \cdot \left( R + \frac{\|b\|_2}{\sqrt{m}} \right) \|z - z'\|_2, \quad (B.2)
\]
Noting that $\|\frac{1}{m} \sum_{j=1}^m a_j a_j^*\|_2 \leq 2$ holds with probability at least $1 - \exp(-cm)$, we obtain that
\[
\left\| \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z + b_j|^2 - |a_j^* z'| + j b_j \right) a_j \right\|_2 \\
\leq \left\| \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z + b_j|^2 - |a_j^* z'| + j b_j \right) a_j \right\|_2 \\
\leq \left( \max_{1 \leq j \leq m} \left\| \frac{1}{\sqrt{m}} \right\|_2 \right) \left\| \frac{1}{m} \sum_{j=1}^m a_j a_j^* \right\|_2 \|z - z'\|_2 \leq 4 \left( 4R^2d \log m + \|b\|_\infty \right) \|z - z'\|_2. \quad (B.4)
\]
Here, we use the inequality $|a_j^* z + b_j|^2 \leq 2(|a_j^* z|^2 + |b_j|^2)$ for any $j$. Similarly,
\[
\left\| \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z + b_j|^2 - |a_j^* z'| + j b_j \right) a_j \right\|_2 \\
\leq 4 \left( 4R^2d \log m + \|b\|_\infty \right) \|z - z'\|_2. \quad (B.5)
\]
Substituting (B.2), (B.3), (B.4) and (B.5) into (B.1), we obtain that when $m \geq Cd$, with probability at least $1 - 4 \exp(-cm)$ $- cm^{-d}$, it holds that
\[
\|\nabla f(z) - \nabla f(z')\|_2 \leq C_R \|z - z'\|_2 \quad \text{for all} \quad z, z' \in S_R,
\]
where
\[
C_R = 6\sqrt{2} \left( 2Rd \log m + \|b\|_\infty \sqrt{d \log m} \right) \left( R + \frac{\|b\|_2}{\sqrt{m}} \right) \] \[+ 8\sqrt{2} \left( 2d \log m (R^2 + \|x\|_2^2 + \|b\|_\infty^2) \right).
\]
This completes the proof. \hfill \Box
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