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Abstract: In the current meso cutting technology industry, the demand for more advanced, accurate and cheaper devices capable of creating a wide range surfaces and geometries is rising. To fulfill this demand, an alternative single point cutting device with 6 degrees of freedom (6DOF) was developed. Its main advantage compared to milling has been the need for simpler cutting tools that require an easier development. To obtain accurate and precise geometries, the tool tip must be monitored to compensate its position and make the proper corrections on the computer numerical control (CNC). For this, a stereo vision system was carried out as a different approach to the modern available technologies in the industry. In this paper, the artificial intelligence technologies required for implementing such vision system are explored and discussed. The vision system was compared with commercial measurement software Dino Capture, and a dedicated metrological microscope system TESA V-200GL. Experimental analysis were carried out and results were measured in terms of accuracy. The proposed vision system yielded an error equal to ±3 µm in the measurement.
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1. Introduction

When it comes to the meso cutting machining industry, milling is the preferred choice due to its wide study and exploration [1]. It is used from the manufacturing of biochips [2] to fuel cell plates [3]. However, the high operating costs and the limitations in the tool geometries and dimensions, add additional manufacturing challenges [4]. Current studies on the topic explore the improvement of the models [5], the evaluation of the surface roughness of the tool or pieces [6], and the proper selection of optimal parameters [7].

Based on cutting process modelling [8,9], a new single point cutting model has been developed. To take full advantage of this model, a 6 degrees of freedom (6DOF) machine capable of tangentially aligning the tool to the velocity path, as illustrated in Figure 1, has been developed. This system has proved to be an acceptable substitute of milling due to the competitive geometries and shapes that is able to reproduce.
One of the key components studied in the current works is to monitor the tool in order to establish when it should be replaced to keep good quality standards in the machined pieces. Some are based on indirect measurements, which model the wear of the tool by measuring other variables such as cutting forces [10], vibrations [11] and electrode’s profile [12]. Whereas other works measure the wear resistance of various tool structural parameters [13]. Other works are based on direct measures, which means that they measure the wear of the tool without using intermediate variables. New approaches use machine vision to estimate the tool wear, mainly from bottom view images of the milling tool [14–16]. They proved to be able to successfully locate the workpiece references [17], along with the cutting edges of the employed tools [18,19].

In contrast to tool wear monitoring, fewer amount of works in the bulk of literature focus on the correct localization of the tool tip. One of the requirements to achieve an accurate geometry of the machined pieces is to provide a good monitoring system of the device. It should be able to precisely find the tool tip. The tool tip location is measured on the axis that orientates the tool along the path. Usually, this is a relative measure to the center of the C axis when the rotation is produced on the Z axis. Most of the computer numerical control (CNC) systems, such as FAGOR 8070 used in this paper, calculate the distance with respect to the central axis. Frequently, due to the nature of the manufacturing processes and the tool wear, the tool tip is not aligned to the central axis. Therefore, a correction of the distance estimation needs to be considered in order to produce reliable measures. Pérez et al. [20] used cutting forces to estimate the tip localization. Xuewei et al. [21] made use of the tool deflections to correct the tip path, whereas Singh and Dvivedi [22], and Yu et al. [23] used machine vision techniques with the same purpose.

To locate the tool tip on the 6DOF device, different technologies were analyzed, each varying in accuracy and costs. Given the dimensional restrictions of the device, and the required budget, the system must be compact, modular and low cost. With this in mind, a vision system implemented in a Personal Computer (PC) was preferred [24]. The flexibility, low costs and expandability are desired characteristics of such systems to obtain the pursued results.

2. Description of the 6DOF Single-Edge Machining Device

For the proposed single-edge cutting process, it is crucial to obtain a user-friendly system with high precision. For this, a 6DOF device was designed and developed, able to fully position a single-edged tool in translations and rotations [25]. Figure 2 illustrates the configuration of the 6DOF hybrid single-edge cutting device. A parallel mechanism constituted of three parallel-revolute-spherical configuration (3PRS) is used to position the tool head in the desired orientation and with a XY-Stage.
compensates for the parasitic movements of the tool, a C axis rotates the tool on its longitudinal axis to maintain the orientation of the cutting edge at the same time as maximizing the working space. Then, the axes controlled by the CNC Fagor 8070© are \( Z1, Z2, Z3, X, Y, C \). The machine tool has a force measuring system in the 3PRS tool head made up of 4 KISTLER triaxial sensors and in the XY-Stage a KISTLER 9256C1 dynamometer. All these elements in conjunction with a stereo vision system monitor the cutting process. The information obtained from the vision system is crucial to make the proper corrections on the CNC code.

**Figure 3.** (A) Axis of the hybrid mechanism; (B) reference frames in the 6DOF machine tool.

*Inverse Kinematics of the 6DOF Machine Tool*

To analyze the inverse kinematics of the 6DOF machine tool three different frames are defined. One on the base \( R_b \left( x_1, y_1, z_1 \right) \), other in the XY-Stage \( R_w \left( x_2, y_2, z_2 \right) \) and finally, in the cutting tool tip end \( R_w \left( x_3, y_3, z_3 \right) \) as is shown in Figure 3. The goal of these calculations is to define the position of the tool-tip \( P = \left[ P_x, P_y, P_z, \alpha, \beta, \gamma \right] \) at every time during the machining process (Figure 1).

Since the mechanism has two main devices, a parallel mechanism and a XY-Stage, it is necessary to relate their movements using a rotation matrix, \( R = R_{z1z2y1} = R_{y1}(\beta)R_{x1}(\alpha)R_{z1}(\gamma) \) \[26\]. The XY-Stage is a serial mechanism, then its movement is directly related to the actuation in X and Y axes. On the other hand, the parallel mechanism does not actuate directly over their 3DOF. The actuation is performed on the \( Z1, Z2 \) and \( Z3 \) axes (Figure 4) and results in two rotations and one translation \[27\]. Finally, the C
axis must rotate to positioning the cutting tool tip in the trajectory and to compensate the rotational parasitic motion of the 3PRS mechanism. All computations are realized relative to the fixed frame in the granite base.

Figure 4. Kinematic parameters of the 3PRS+XY+C hybrid machine tool.

The Euler angles $\alpha$ and $\beta$ are the rotational DOFs that relates the frame $R_{ct}$ to $R_b$ in the axes $x$ and $y$. These movements induce a rotational parasitic motion $\gamma_b$ in $z$ axis which is defined by Equation (1) and two additional parasitic motions in $x$ (Equations (2)) and $y$ (Equation (3)), corresponding to the translation of the tool tip position $o_3$ [28]. Where, $c(\cdot)$ and $s(\cdot)$ correspond to the $\cos(\cdot)$ and $\sin(\cdot)$. The $Z_1$, $Z_2$ and $Z_3$ actuators to the input positions $a$, $b$ and $P_z$ of the $P$ cutting path are expressed by Equation (4) [29]:

$$\gamma_b = \arctan\left(\frac{sb \beta}{ca + c\beta}\right)$$  \hspace{1cm} (1)

$$o_{3x} = l(c b \beta - s a \beta c \gamma) - h c a \beta$$  \hspace{1cm} (2)

$$o_{3y} = \frac{1}{2}\left(-\sqrt{3}c a \gamma + c a \gamma - \sqrt{3}c b \beta c \gamma + \sqrt{3}s a \beta c \gamma - c b \gamma - s a \beta c \gamma\right) + h s \alpha$$  \hspace{1cm} (3)

$$Z_i = H - S_{i_z} - \sqrt{R_{i_z}^2 - \left[(R_{i_z} - S_{i_z})^2 - (R_{i_y} - S_{i_y})^2\right]} \quad i = 1, 2, 3$$  \hspace{1cm} (4)

where $S_i = [S_{i_x} \ S_{i_y} \ S_{i_z}]$ and $R_i = [R_{i_x} \ R_{i_y} \ R_{i_z}]$ are the positions vectors of the spherical and rotational joints respectively in the general reference frame $R_b$. The geometrical parameters to the device are shown in Table 1.
The mode shapes of the parallel mechanism are that characterizes the main vertical, horizontal and rotational motions. The rotation of the $C$ axis considering the rotational parasitic motion $\gamma_b$ and the positioning of the cutting tool to the angle $\gamma$ is obtained from Equation (5). Thus, the movements of the driven axes of the machine tool $X$ and $Y$ considering the translational parasitic motion and the positioning of the cutting tool in $P_1$, and $P_2$ are obtained by Equations (6) and (7). $Z_1$, $Z_2$, $Z_3$ and $C$ are expressed by Equations (4) and (5).

$$C = \gamma - \gamma_b$$

$$X = P_x + O_{3x}$$

$$Y = P_y + O_{3y}$$

To define the actual position of the cutting edge, it is necessary to measure the deviation of the tool tip in the $R_{Ci}$ frame relative to the $z_3$ axis. The measured values that allows to correct the tool-tip position are $\Delta x$, $\Delta y$ and $\Delta \theta$ which correspond with the offset in $x_3$, $y_3$ and the angular position around $z_3$ respectively.

Thus, the machine tool has the following mechanical specifications: Each linear axis, $X$, $Y$, $Z_1$, $Z_2$ and $Z_3$ has a maximum feed of 10,000 mm/min and the C axis has maximum velocity of 120 rpm. The maximum reachable Euler angles of the tool head $\alpha$ and $\beta$ are $\pm 30^\circ$, the travels of the $X$ and $Y$ axis are 100 mm and for $Z_1$, $Z_2$ and $Z_3$ are 190 mm. The stiffness of the device has an anisotropic behaviour because given the nature of the parallel mechanism, the minimum stiffnesses are $1.1 \times 10^4$ N/mm for $X$ and $Y$ axis and $6.2 \times 10^4$ N/mm. The maximum stiffnesses are $1.41 \times 10^4$ N/mm for $X$ and $Y$ axis and $6.7 \times 10^4$ N/mm. The maximum workpiece size depends of the cutting tool length with an average workpiece size of $80 \times 80 \times 100$ mm, within this space it is possible to fully reach the full potential of the orientation and positioning of the tool. The mode shapes of the parallel mechanism are 15 between 16 and 61 Hz [30] that characterizes the main vertical, horizontal and rotational motions.

A set of preliminary tests were performed in order to evaluate the precision of the machine. The device, made of parts, worked correctly. Very different geometries were obtained, and the integration of the ISO code in CAD/CAM environments by means of the FAGOR CNC controller alleviated the translation of the CAD drawings into machining paths. Figure 5 presents some examples of the machined pieces after performing preliminary geometric tests.
3. Stereo Vision System

3.1. Materials

The hardware for the stereo vision system was selected based on the principles of such configurations [31]. A stereo camera configuration was chosen as an array of two DinoLite AM7515MZT cameras with an optical zoom of 273×, a resolution of 5 Megapixels and a 1.3 ratio. The lenses of these cameras were designed for measuring purposes and are able to obtain clear un-deformed images. DinoCapture is software that comes with the cameras and is able to measure geometries in images after a manual procedure. Our own vision system was designed by means of the vision toolbox of Matlab. The dimensions of the device allow configuring a diverse range of arrangements of the cameras depending on the geometries that need to be machined and the accessories used. The cameras need to be placed in a perpendicular position, one in the plane XZ and the other in the plane YZ. Figure 6 illustrates the designed CAD vision system and the real vision system that was implemented on the device. As a highlight, the design of the vision system is modular, which allows making different arrangements of the elements in the device. Integrated LEDs are provided with the cameras, which are used for illumination purposes. Nevertheless, if the conditions of the machining or the materials of the pieces need a different illumination, other light sources can be added to the device due to its modularity.

![Figure 6. Configuration of the vision system, the cameras are placed in a perpendicular position aligned to X and Y axis, (A) 3D CAD model of the designed stereo vision system on the machine; (B) real stereo vision system set up on the machine.](image)

3.2. Schema of the Stereo Vision System

The stereo vision system was mounted on the device as an accessory, it is integrated on the 6DOF tool head and can be removed or expanded depending on the process. The image processing and the computations of the vision system for tool tip localization and path correction were calculated using Matlab on a PC. Once the computations are made, the information is sent to the FAGOR 8070 CNC controller, and with the delta obtained from the offset of the tool tip, a correction is calculated and applied to the tool path. This process is repeated so the stereo vision system is able to track the tool tip, then the bed can be moved away. Figure 7 shows an illustration about the image capturing of the tool tip, get the position of the tool tip, compute the error and correct it and displace the tool properly. Figure 8 shows the general flow diagram of the stereo vision system, which consists of 4 basic stages, program Inputs, image treatment, tool edge and tip localization, and calculations. The program inputs stage consists on gathering data such as the tool diameter and the images captured by the cameras. The image treatment stage transforms the captured images to graphic processing unit (GPU) arrays to take advantage of the 3D acceleration card of the PC, then the images histogram is normalized and turned into gray scale images, a Gaussian filter is applied and then turned into negative images (color inverted), isolated pixels are filled, and the images are turned into binary arrays. On the tool edge and tip localization stage the algorithm scans both sides of the tool to find its edges (using a technique based on canny edge detection), a calculation is made to draw and extend the central axis of the tool,
with this data the algorithm scans for a convergence on the tool tip, the obtained coordinates are stored. The final calculation stage consists of the use of the data obtained in previous stages to calculate the relation of millimeters per pixel and by orthogonal projection of the coordinates of the tool tip the distance of the tool tip relative to the axis of tool is obtained, then the data is presented on the PC monitor overlaid on the original images obtained by the cameras.

![Figure 7. Schema of the image capturing process and the tool path corrections.](image)

3.2.1. Image Acquisition

The acquired color pictures were captured at a resolution of 1280 × 960 pixels, following a dual camera arrangement based on stereo vision systems [32]. A schematic of the estimation of the tool tip using the stereo vision system is shown in Figure 9. Such systems are very practical for precisely finding the location of a point in a three-dimensional space using a triangulation calculation, after an appropriate calibration of the cameras, which is critical [33]. The location of the tool tip was computed in this way. The diameter and axis of the tool were considered as reference point for both cameras. This affects directly the accuracy of the vision system.

![Figure 8. Basic flow diagram of the stereo vision method.](image)
appropriate calibration of the cameras, which is critical [33]. The location of the tool tip was computed in this way. The diameter and axis of the tool were considered as reference point for both cameras. This affects directly the accuracy of the vision system.

![Illustration of the computation of the tool tip using stereo vision.](image)

**Figure 9.** Illustration of the computation of the tool tip using stereo vision.

### 3.2.2. Tool Localization

Both cameras take an image of the tool on the planes XZ and YX (which represents the $x_3z_3$ and $y_3z_3$ of the machine), the images must be properly processed to obtain the information that is required. An intelligent processing of the visual information based on vision sensors system is applied. Matlab image processing toolbox was chosen due to the variety of image processing methods implemented and the flexibility of its programming language when creating new algorithms [34]. The selection of these techniques will have a great impact on the accuracy of the obtained dimensions [35]. The images are preprocessed by first converting them into grayscale and then normalizing them to stretch the contrast of the images. This reduces the errors that can be produced by the light source (in this case the integrated LEDs of the DinoLite cameras), which have a direct effect on the segmentation of the image. A poor segmentation will result in a bad identification of the object, that is, the cutting tool. Finally, the image is color inverted, black to white and vice versa.

Then, the inverse image is thresholded [36] and converted into a binary image in which a logical one indicates a pixel that belongs to the tool whereas a logical zero indicates otherwise. The tool body is metallic and cylindrical, which can cause reflections on the tool surface. This issue may lead to defaults in the binarizing process, and thus, on the tool tip localization. In this case, isolated black pixels that actually belonged to the tool were found. Gaussian filters and filling tools were used to alleviate this undesired effect. Even though the reflections vary from images and poses, the conceived algorithm became robust against reflections.

### 3.2.3. Alignment of the Tool with Respect to the Cameras

Once the tool is located, the next step is to localize the central axis of the tool body. The two long edges of the tool body are found and defined with two segments or vectors. Then, the parallel vector placed in the middle position of the two is geometrically interpolated. Extra guide lines are calculated to ease the alignment of the camera in relation to the pose of the tool body, as shown in Figure 10. Special mechanical supports were designed so the guide lines are also aligned to the device, and with this, two Regions of Interest (ROI) are defined [37], the tool body and the tool tip.

The two edges of the tool body and the real dimension in millimeters of the tool diameter are used to estimate the pixels per millimeter ratio. The parallel mid-segment is lengthened to a straight line to better visualize the central axis of the tool body. The tool tip localization will focus on the area surrounding the automatically located mid-line of the tool body.
Figure 10. Two examples of the tool alignment process. (A) Images without processing, showing a good alignment and a bad alignment; (B) image processed also in both cases, the cyan segments represent the two edges of the tool body. The dark blue line represents the lengthen parallel mid-segment. In addition, the red lines represent the extra guide lines.

3.2.4. Tool Tip Localization

The first step of the tool tip localization consists of acquiring the tool diameter as an input variable. The algorithm is designed to find the tool body. Again, as the device only admits cylindrical tool body shapes, this will be the reference point for the subsequent calculations.

Once the tool body is identified, the next step is the localization of the tool tip. The tool tip can be considered as a corner in image processing. Harris and Stephens [38] algorithm was used to find the tool tip. This method combines corner and edge detectors based on the local auto-correlation function, and it is applied to the binary image. Figure 11 shows different snapshots of different stages of the image processing and tool tip localization.

Figure 11. Different stages of the image processing: (A) the original image is captured; (B) histogram normalization, gray scaling and Gaussian filter is applied; (C) inverse image is obtained; (D) cleaning of the image and object detection; (E) edge localization; (F) tool alignment and calculations to find the tool tip.

Once the tool tip is located, the coordinates of the tool tip position are kept in two different variables, one for each camera. These coordinates on the image are measured in pixels. Then, the coordinates of the tool tip are projected on the reference mid-line. Therefore, the distance between the tool tip and the central axis of the tool body can be measured in pixels. Finally, the pixel measurements are transformed into millimeters using the previously obtained ratio.
3.2.5. Path Correction

By default, the configuration of the machine tool considers as initial position of the tool tip on the origin of a coordinate system $R_{ct}$. However, given the variety of the single edge tool geometries, the real position of the tool tip is not aligned to this reference frame, as shown in Figure 12, and can vary significantly.

![Figure 12. Example of a tool tip with offset relative to the reference frame of the device ($\Delta x$, $\Delta y$).](image)

To make the proper corrections on each of the axis of the device it is necessary to measure the relative deviation to the tool planes $R_{ct}$ in an initial position on the $C$ axis. These values are determined as $\Delta x$, $\Delta y$ and $\Delta \theta$, Equation (8), and are represented in Figure 13. To keep the cutting edge tangent to the trajectory $P$ during the cutting process, it is necessary to correct the displacements generated by the movement of the tool tip when the $C$ axis rotates according to Equations (11) and (12). These displacements correspond to the movements of a circle of radius $r_\Delta$, the real position of the cutting edge $\phi$, where $\gamma$ is the sum of the angular parasitic motion of the 3PRS mechanism and the actuation of the $C$ axis, Equation (9).

\[
\Delta \theta = \text{atan} \left( \frac{\Delta x}{\Delta y} \right). 
\tag{8}
\]

\[
\phi = \frac{\pi}{2} + \Delta \theta + \gamma
\tag{9}
\]

\[
r_\Delta = \sqrt{\Delta x^2 + \Delta y^2}
\tag{10}
\]

\[
\delta_{xT} = r_\Delta \cos(\phi)
\tag{11}
\]

\[
\delta_{yT} = r_\Delta \sin(\phi)
\tag{12}
\]

![Figure 13. Tool path and tool rotation schematic.](image)
Applying the rotation matrix $R = R_{z_{1}}R_{y_{1}} = R_{y_{1}}(\beta)R_{x_{1}}(\alpha)R_{z_{1}}(\gamma)$ a relation between the orientation of the tool and the general coordinate reference system is obtained [39], and with it the values of the correction on the work planes of the device $x_{3}y_{3}z_{3}$, Equation (13).

$$
\begin{bmatrix}
\delta_x \\
\delta_y \\
\delta_z
\end{bmatrix}
= R
\begin{bmatrix}
\delta_{x_{r}} \\
\delta_{y_{r}} \\
0
\end{bmatrix}
R_{b}
$$

(13)

As a final step, the obtained values act as a correction of the theoretical values from the programmed toolpath for each of the axis of the device [28] with Equations (14)–(16). Where $X_{p}$, $Y_{p}$ and $Z_{i_{p}}$ are the actuations when $\Delta_{x}$ and $\Delta_{y}$ are 0 mm from Equations (4), (6) and (7).

$$
X_{p} = X + \delta_{x}
$$

(14)

$$
Y_{p} = Y + \delta_{y}
$$

(15)

$$
Z_{i_{p}} = Z_{i} + \delta_{z}
$$

(16)

4. Results

In this section, the validation of the vision system performance and its efficiency is presented. For this, the results yielded with the proposed system are related with two different measuring systems: TESA V-200GL and DinoCapture.

TESA V-200GL is a dedicated metrological microscope system. This system provides the coordinates with respect to the central axis of the tool body. The displacement in $x$ axis relative to the measuring system indicates the distance to the tool tip, $YZ = 3.016$ mm and $XZ = 0.017$ mm. These measurements are the base line to compare the capabilities of the vision system.

Forty-five images per tool plane, $YZ$ and $XZ$ which represent in the machine the $y_{3}z_{3}$ and $x_{3}z_{3}$ planes, were taken. The proposed method was used to automatically obtain the tool tip measures with respect to the central axis of the tool body. The same measurement was obtained with DinoCapture, the software included with the cameras. Two examples of such comparisons are shown in Figure 14.

![Figure 14](https://via.placeholder.com/150)

**Figure 14.** Measure of the tool tip with respect to the central axis of the tool body on the coordinated system $x_{3}y_{3}z_{3}$. (A) The image shows the results achieved with the proposed stereo vision system; (B) the image shows the results achieved by DinoCapture software.

The designed stereo vision system obtained $y_{3}z_{3} = 3.0169$ mm and $x_{3}z_{3} = 0.0146$ mm, while the DinoCapture software achieved $y_{3}z_{3} = 3.013$ mm and $x_{3}z_{3} = 0.015$ mm. Thus, both systems obtained similar results. Mind that the results achieved with the TESAV-200GL were considered as the base line. The differences between the base line measurement and the measurement from the vision system are
The forces and momentums of the process are obtained, as shown in Figure 16. A linear cutting path using the measured tool and a depth of cut of 0.04 mm is made. The forces and momentums of the process are obtained, as shown in Figure 16.

Since any deviation of the tool tip will give as a result a variation on forces and momentums on the tool head of the device, four triaxial sensors have been used on the tool head to make an indirect validation. A linear cutting path using the measured tool and a depth of cut of 0.04 mm is made. The forces and momentums of the process are obtained, as shown in Figure 16.

| Image | y₂3 | x₂3 | Image | y₂3 | x₂3 | Image | y₂3 | x₂3 |
|-------|-----|-----|-------|-----|-----|-------|-----|-----|
| 1     | 0.0010 | -0.0008 | 16     | -0.0013 | 0.0028 | 31     | 0.0019 | 0.0024 |
| 2     | -0.0007 | 0.0001 | 17     | 0.0002 | 0.0006 | 32     | 0.0005 | 0.0005 |
| 3     | -0.0011 | -0.0016 | 18     | -0.0016 | 0.0020 | 33     | -0.0015 | -0.0013 |
| 4     | -0.0009 | 0.0001 | 19     | -0.0005 | 0.0024 | 34     | 0.0001 | -0.0014 |
| 5     | 0.0014 | 0.0029 | 20     | 0.0001 | 0.0020 | 35     | -0.0012 | 0.0016 |
| 6     | 0.0003 | 0.0024 | 21     | -0.0011 | 0.0023 | 36     | -0.0007 | 0.0020 |
| 7     | 0.0026 | -0.0013 | 22     | -0.0014 | 0.0021 | 37     | 0.0001 | 0.0002 |
| 8     | 0.0024 | 0.0006 | 23     | -0.0019 | 0.0028 | 38     | 0.0018 | -0.0020 |
| 9     | 0.0023 | -0.0012 | 24     | 0.0030 | -0.0002 | 39     | -0.0003 | 0.0009 |
| 10    | -0.0004 | 0.0020 | 25     | -0.0013 | 0.0016 | 40     | 0.0026 | 0.0020 |
| 11    | 0.0005 | 0.0002 | 26     | -0.0001 | 0.0003 | 41     | -0.0001 | -0.0017 |
| 12    | 0.0021 | -0.0001 | 27     | -0.0019 | -0.0005 | 42     | -0.0003 | 0.0026 |
| 13    | 0.0005 | 0.0028 | 28     | 0.0004 | 0.0005 | 43     | -0.0006 | 0.0025 |
| 14    | 0.0023 | -0.0001 | 29     | 0.0006 | 0.0003 | 44     | -0.0015 | 0.0023 |
| 15    | 0.0027 | 0.0012 | 30     | -0.0010 | 0.0008 | 45     | -0.0019 | 0.0022 |

The range of error for the proposed stereo vision system and the DinoCapture software was around ±3 µm. However, DinoCapture software has a great drawback with respect to the proposed system, it needs to be manually calibrated through point and click maneuvers, whereas the proposed system is fully automatic.

Figure 15 shows box plots for the measurements of the images captured by the vision system, and it is noticeable that the results were achieved with high confidence rate. The error is produced by lighting conditions, in this case, the integrated camera LEDs (4000 lumens in the tool tip area).

![Figure 15. Boxplot of the vision system measurements, YZ camera and XZ Camera.](image-url)
This calculation is compared with the mean value obtained from the momentum sensors. Sensors compared with the ones programmed. Different radii, using both, the tool correction and without it. The obtained paths are measured and compared with the mean values of the forces captured by the sensors. Using the position of the tool tip in a vector \( \mathbf{R} = [-0.015, 3.013, -60] \) mm and using the mean values of the forces captured by the sensors \( \mathbf{F} = [-3.97, -6.00, 5.92] \) N, the corresponding momentum \( \mathbf{M} = \mathbf{R} \times \mathbf{F} \) is calculated \( \mathbf{M} = [-0.3422, 0.2383, 0.0121] \) Nm. This calculation is compared with the mean value obtained from the momentum sensors \( \mathbf{M} = [-0.3278, 0.2241, 0.0113] \) Nm. As it can be seen, this is a good indication of the reliability of the stereo vision system for tool tip localization and proves that the device correctly operates with reliable accuracy. To validate the tool path correction, two paths are programmed and tested in the CNC, as shown in Figure 17. The paths consist of a circle of different radius and a spline with two different radii, using both, the tool correction and without it. The obtained paths are measured and compared with the ones programmed.

![Figure 16](image1.png)

**Figure 16.** (a) Forces in the cutting process of the linear path \( (F_c = F_{y1}, F_f = F_{x3}, F_t = F_{z3}) \); (b) momentums of the linear path.

Using the position of the tool tip in a vector \( \mathbf{R} = [-0.015, 3.013, -60] \) mm and using the mean values of the forces captured by the sensors \( \mathbf{F} = [-3.97, -6.00, 5.92] \) N, the corresponding momentum \( \mathbf{M} = \mathbf{R} \times \mathbf{F} \) is calculated \( \mathbf{M} = [-0.3422, 0.2383, 0.0121] \) Nm. This calculation is compared with the mean value obtained from the momentum sensors \( \mathbf{M} = [-0.3278, 0.2241, 0.0113] \) Nm. As it can be seen, this is a good indication of the reliability of the stereo vision system for tool tip localization and proves that the device correctly operates with reliable accuracy. To validate the tool path correction, two paths are programmed and tested in the CNC, as shown in Figure 17. The paths consist of a circle of different radius and a spline with two different radii, using both, the tool correction and without it. The obtained paths are measured and compared with the ones programmed.

![Figure 17](image2.png)

**Figure 17.** Test paths, (a) Spline path using the correction calculations; (b) circular path using the correction calculations; (c) spline path without the correction calculations; (d) circular path without correction calculations.
The tool tip is obtained with the vision system, a $\Delta z = 0.0188$ mm and a $\Delta r = 1.2361$ mm are obtained. Using this data, a spline is programmed with an arch radius of 3 mm followed by a 2.5 mm radius arch, the path is machined on a test workpiece of Aluminium 7075-T6 and using a tungsten single-edge cutting tool in an orthogonal configuration. The path without correction (Figure 18A) shows a clear deviation in the target measure of both arches. It can also be noticed a defect where the two arches link, this is due to the interpolation of the CNC to match the desired path. However, since the tip of the tool is not aligned with its central axis, the tool tip cuts along a non-desired place. The path with the correction enabled (Figure 18B) has a high accuracy following the programmed path, and it does not have the defect observed on the path without correction. The programs for the cutting paths of Figure 18 are shown in Appendix A.1.

![Figure 18](image1.png)

**Figure 18.** Comparison of the paths obtained, (A) spline path without correction; (B) spline path with the correction.

The circular paths show a similar behavior, the error between the programmed path and the real one is notorious. In Figure 19, a circular path of 0.5 mm of radius is programmed, circle A uses the correction of the tool tip, circle B uses no correction. Whereas the programmed path is the same, overlaid with a blue dashed line in Figure 17, the error of positioning given the default point of reference of the axis of the tool creates an offset on dimensions and positioning. The programs for the cutting paths of Figure 19 are shown in Appendix A.2.

![Figure 19](image2.png)

**Figure 19.** Comparison of the obtained circular paths, (A) circular path with correction; (B) circular path without correction.
5. Discussion

In this work, a stereo vision system was designed and programmed to precisely localize the tool tip and reliably estimate the path corrections for a 6DOF single point machining device. Experimental results proved that the proposed system fulfills the accuracy range of both standard software to measure geometries provided by market cameras, DinoCapture, and dedicated metrological microscope systems, TESA V-200GL. Vision systems based on artificial intelligence are becoming a crucial application to monitor, inspect and control machines and systems in the industry. Many applications benefit from machine vision systems, which recently became low-cost and provide fast computational capacities [40]. Vision systems in micro and meso machining processes faces a promising future, the creation of both sensors and lenses capable of delivering a clear undeformed image is essential to achieve precise and accurate measurements and results. In future works, other light sources will be evaluated; given the reflective nature of metals, the contour of the tool can be affected if the light conditions are inadequate [41].

6. Conclusions

The proposed stereo vision system is an effective strategy for the localization of the tool tip in the machining processes. The error was delimited in a range of $\pm 3\ \mu m$, which is comparable to commercial software and dedicated metrological microscope systems but makes up a completely automatic solution. The integrated LEDs on the cameras were used as light sources to illuminate the metallic tool. Even though results were satisfactory, other light sources can be studied in future works. Also, in future works, reference images of the tool bodies can be taken and the calculation of measurements can be tested by means of a cascade algorithm. The implementation in a 6DOF single-edge cutting machine was a success, showing that the tool tip path correction is viable in such paths. The system can create accurate cutting paths, which leads to more reliable cutting geometries.

Author Contributions: Conceptualization, L.L.-E. and A.V.; Methodology, L.L.-E. and M.F.-P.; Software, L.L.-E. and L.S.-G.; Validation, M.F.-P. and L.L.-E.; Formal Analysis, M.F.-P. and L.L.-E.; Investigation, L.S.-G., L.F.-R. and L.L.-E.; Resources, A.V. and H.P.; Data Curation, L.L.-E. and L.S.-G.; Writing-Original Draft Preparation, L.S.-G., M.F.-P. and L.L.-E.; Writing-Review & Editing, L.F.-R. and L.S.-G.; Visualization, L.F.-R. and L.L.-E.; Supervision, H.P. and A.V.; Project Administration, H.P. and A.V.; Funding Acquisition, A.V. and H.P.

Funding: This research was funded by the Spanish Ministry of Economy, Industry and Competitiveness grants number DPI2016-79960-C3-1-P and DPI2016-79960-C3-2-P, by the National Council on Science and Technology (CONACyT) grant number CVU-482229 (México), and by SENESCYT grant number No 223-2012 (Ecuador).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Appendix A.1. ISO Programs for the Cutting Paths of Figure 17

Appendix A.1.1. ISO Program without Tool Tip Correction

V.A. ORGT[2].X = −71.676
V.A. ORGT[2].Y = 21.309
V.A. ORGT[2].Z1 = −140.630
V.A. ORGT[2].Z2 = −140.630
V.A. ORGT[2].Z3 = −140.630
V.A. ORGT[2].C = 80
G55
P1 = 0
G01 X0 Y0 Z1 = 0 Z2 = 0 Z3 = 0 C0 F100 (PRIORITY 1 BEGIN)
$\text{WHILE } P1 \leq 44$

$P1 = P1 + 11$

G17 G71 G94

G02 X3 Y3 I3 J0 C90

G02 X6 Y0 I0 J3 C180

G03 X8.5 Y-3 I-3 J0 C90

G03 X11 Y0 I-2 J2 C180

G158 XP1

$\text{ENDWHILE}$

G01 Z1 = 1 Z2 = 1 Z3 = 1 F50

G01 X-55 F500

G54

G158

M3

A.1.2. ISO Program with Tool Tip Correction

$\text{V.A.ORGT}[2].X = -71.676$

N220 G01 X-0.300 Y-1.027 C21.0

N3320 G01 X10.378 Y1.330 C29.0

N230 G01 X-0.305 Y-1.078 C22.0

N3330 G01 X10.424 Y1.294 C28.0

N240 G01 X-0.309 Y-1.129 C23.0

N3340 G01 X10.470 Y1.257 C27.0

N250 G01 X-0.312 Y-1.180 C24.0

N3350 G01 X10.514 Y1.219 C26.0

N260 G01 X-0.314 Y-1.232 C25.0

N3360 G01 X10.558 Y1.181 C25.0

N270 G01 X-0.315 Y-1.283 C26.0

N3370 G01 X10.602 Y1.141 C24.0

N280 G01 X-0.315 Y-1.334 C27.0

N3380 G01 X10.644 Y1.101 C23.0

N290 G01 X-0.315 Y-1.385 C28.0

N3390 G01 X10.686 Y1.060 C22.0

G55

N300 G01 X-0.313 Y-1.436 C29.0

N3400 G01 X10.728 Y1.019 C21.0

P1 = 0

N310 G01 X-0.311 Y-1.488 C30.0

N3410 G01 X10.768 Y0.976 C20.0

N320 G01 X-0.308 Y-1.539 C31.0

N3420 G01 X10.808 Y0.933 C19.0

G01 X0 Y0 Z1 = 0 Z2 = 0 Z3 = 0 C0

N330 G01 X-0.303 Y-1.590 C32.0

N3340 G01 X10.847 Y0.890 C18.0

F100 (PRIORITY 1 BEGIN)

N340 G01 X-0.298 Y-1.641 C33.0

N3440 G01 X10.885 Y0.845 C17.0

N350 G01 X-0.292 Y-1.692 C34.0

N3450 G01 X10.923 Y0.800 C16.0

$\text{WHILE } P1 \leq 44$

N360 G01 X-0.285 Y-1.743 C35.0

N3460 G01 X10.959 Y0.755 C15.0

N370 G01 X-0.278 Y-1.793 C36.0

N3470 G01 X10.995 Y0.708 C14.0

N380 G01 X-0.269 Y-1.844 C37.0

N3480 G01 X11.030 Y0.661 C13.0

N390 G01 X-0.260 Y-1.894 C38.0

N3490 G01 X11.064 Y0.614 C12.0

G17 G71 G94

N400 G01 X-0.249 Y-1.944 C39.0

N3500 G01 X11.098 Y0.566 C11.0

N410 G01 X-0.238 Y-1.994 C40.0

N3510 G01 X11.130 Y0.517 C10.0

N10 G01 X-0.000 Y0.000 C0.000

F1000

N420 G01 X-0.226 Y-2.044 C41.0

N3520 G01 X11.162 Y0.468 C9.00

N430 G01 X-0.213 Y-2.094 C42.0

N3530 G01 X11.193 Y0.418 C8.00

N440 G01 X-0.199 Y-2.143 C43.0

N3540 G01 X11.223 Y0.368 C7.00

N450 G01 X-0.184 Y-2.192 C44.0

N3550 G01 X11.252 Y0.317 C6.00

N460 G01 X-0.169 Y-2.241 C45.0

N3560 G01 X11.280 Y0.265 C5.00

N470 G01 X-0.152 Y-2.289 C46.0

N3570 G01 X11.307 Y0.214 C4.00

N480 G01 X-0.135 Y-2.338 C47.0

N3580 G01 X11.334 Y0.161 C3.00

N490 G01 X-0.117 Y-2.386 C48.0

N3590 G01 X11.359 Y0.109 C2.00

N500 G01 X-0.098 Y-2.433 C49.0

N3600 G01 X11.384 Y0.055 C1.00
Appendix A.2. ISO Programs for the Cutting Paths of Figure 18

Appendix A.2.1. ISO Program without Tool Tip Correction

V.A.ORGT[2].X = 51  
V.A.ORGT[2].Y = 33  
V.A.ORGT[2].Z1 = −140.630  
V.A.ORGT[2].Z2 = −140.630  
V.A.ORGT[2].Z3 = −140.630  
V.A.ORGT[2].C = 80  
G55  
G01 X0 Y0 Z1 = 0 Z2 = 0 Z3 = 0 C0 F100 (PRIORITY 1 BEGIN)  
G17 G71 G94  
G100 G01 X-0.175 Y-0.426 C9.00  
N510 G01 X-0.078 Y-2.480 C50.0  
N3610 G01 X11.407 Y0.002 C0.00  
G158 XP1  
$ENDWHILE  
G01 X-0.231 Y-0.875 C18.0 N3290 G01 X10.237 Y1.434 C32.0 M30

Appendix A.2.2. ISO Program without Tool Tip Correction

V.A.ORGT[2].X = 53  
V.A.ORGT[2].Y = 33  
V.A.ORGT[2].Z1 = −140.630  
V.A.ORGT[2].Z2 = −140.630  
V.A.ORGT[2].Z3 = −140.630  
V.A.ORGT[2].C = 80  
G55  
G01 X0 Y0 Z1 = 0 Z2 = 0 Z3 = 0 C0 F100 (PRIORITY 1 BEGIN)  
G17 G71 G94  
G100 G01 X-0.175 Y-0.426 C9.00  
N510 G01 X-0.078 Y-2.480 C50.0  
N3610 G01 X11.407 Y0.002 C0.00  
G158 XP1  
$ENDWHILE  
G01 X-0.231 Y-0.875 C18.0 N3290 G01 X10.237 Y1.434 C32.0 M30
N20 G01 X-0.017 Y-0.014 C1.000
N30 G01 X-0.034 Y-0.029 C2.000
N40 G01 X-0.051 Y-0.044 C3.000
N50 G01 X-0.067 Y-0.059 C4.000
N60 G01 X-0.083 Y-0.075 C5.000
N70 G01 X-0.099 Y-0.096 C6.000
N80 G01 X-0.115 Y-0.106 C7.000
N90 G01 X-0.130 Y-0.123 C8.000
N100 G01 X-0.145 Y-0.139 C9.000
N110 G01 X-0.160 Y-0.156 C10.0
N120 G01 X-0.174 Y-0.173 C11.0
N130 G01 X-0.188 Y-0.191 C12.0
N140 G01 X-0.202 Y-0.208 C13.0
N150 G01 X-0.216 Y-0.226 C14.0
N160 G01 X-0.229 Y-0.244 C15.0
N170 G01 X-0.242 Y-0.262 C16.0
N180 G01 X-0.254 Y-0.281 C17.0
N190 G01 X-0.266 Y-0.300 C18.0
N200 G01 X-0.278 Y-0.319 C19.0
N210 G01 X-0.290 Y-0.335 C20.0
N220 G01 X-0.301 Y-0.357 C21.0
N230 G01 X-0.312 Y-0.377 C22.0
N240 G01 X-0.323 Y-0.396 C23.0
N250 G01 X-0.333 Y-0.416 C24.0
N260 G01 X-0.343 Y-0.436 C25.0
N270 G01 X-0.352 Y-0.457 C26.0
N280 G01 X-0.361 Y-0.477 C27.0
N290 G01 X-0.370 Y-0.498 C28.0
N300 G01 X-0.379 Y-0.518 C29.0

---

References

1. Sun, Z.; To, S.; Zhang, S.; Zhang, G. Theoretical and experimental investigation into non-uniformity of surface generation in micro-milling. *Int. J. Mech. Sci.* 2018, 140, 313–324. [CrossRef]
2. Yun, D.J.; Seo, T., II; Park, D.S. Fabrication of Biochips with Micro Fluidic Channels by Micro End-Milling and Powder Blasting. *Sensors* 2008, 8, 1308–1320. [CrossRef] [PubMed]
3. Jang, H.S.; Park, D.S. Microfabrication of Microchannels for Fuel Cell Plates. *Sensors* 2010, 10, 167–175. [CrossRef] [PubMed]
4. Zhang, L.; Du, J.; Zhuang, X.; Wang, Z.; Pei, J. Geometric prediction of conic tool in micro-EDM milling with fix-length compensation using simulation. *Int. J. Mach. Tools Manuf.* 2015, 89, 86–94. [CrossRef]
5. Chen, W.; Xie, W.; Huo, D.; Yang, K. A novel 3D surface generation model for micro milling based on homogeneous matrix transformation and dynamic regenerative effect. *Int. J. Mech. Sci.* 2018, 144, 146–157. [CrossRef]
6. Romoli, L. Flattening of surface roughness in ultrashort pulsed laser micro-milling, *Precis. Eng.* 2018, 51, 331–337. [CrossRef]
7. Fe, I.L.; Beruvides, G.; Quiza, R.; Haber, R.; Rivas, M. Automatic selection of optimal parameters based on simple soft computing methods. A case study on micro-milling processes. *IEEE Trans. Ind. Inform.* 2018. [CrossRef]
8. Yuan, Y.; Jing, X.; Ehmann, K.F.; Cao, J.; Li, H.; Zhang, D. Modeling of cutting forces in micro end-milling. *J. Manuf. Process.* 2018, 31, 844–858. [CrossRef]
9. López-Estrada, I.; Fajardo-Pruna, M.; Sánchez-González, L.; Pérez, H.; Vizán, A. Design and Implementation of a Vision System on an Innovative Single Point Micro-machining Device for Tool Tip Localization. In Proceedings of the International Joint Conference SOCO’17-CISIS’17-ICEUTE’17, León, Spain, 6–8 September 2017; pp. 219–228, ISBN 978-3-319-67179-6.
10. Orra, K.; Choudhury, S.K. Mechanistic modelling for predicting cutting forces in machining considering effect of tool nose radius on chip formation and tool wear land. *Int. J. Mech. Sci.* 2018, 142–143, 255–268. [CrossRef]

11. Chung, T.-K.; Yeh, P.-C.; Lee, H.; Lin, C.-M.; Tseng, C.-Y.; Lo, W.-T.; Wang, C.-M.; Wang, W.-C.; Tu, C.-J.; Tasi, P.-Y.; et al. An Attachable Electromagnetic Energy Harvester Driven Wireless Sensing System Demonstrating Milling-Processes and Cutter-Wear/Breakage-Condition Monitoring. *Sensors* 2016, 16, 269. [CrossRef] [PubMed]

12. Richard, J.; Giandomenico, N. Electrode Profile Prediction and Wear Compensation in EDM-Milling and Micro-EDM-Milling. *Procedia CIRP* 2018, 68, 819–824. [CrossRef]

13. Bai, J.; Bai, Q.; Tong, Z. Experimental and multiscale numerical investigation of wear mechanism and cutting performance of polycrystalline diamond tools in micro-end milling of titanium alloy Ti-6Al-4V. *Int. J. Refract. Met. Hard Mater.* 2018, 74, 40–51. [CrossRef]

14. Zhu, K.; Yu, X. The monitoring of micro milling tool wear conditions by wear area estimation. *Mech. Syst. Signal Process.* 2017, 93, 80–91. [CrossRef]

15. Szydłowski, M.; Powałka, B.; Matuszak, M.; Kochmański, P. Machine vision micro-milling tool wear inspection by image reconstruction and light reflectance. *Precis. Eng.* 2016, 44, 236–244. [CrossRef]

16. Dai, Y.; Zhu, K. A machine vision system for micro-milling tool condition monitoring. *Precis. Eng.* 2018, 52, 183–191. [CrossRef]

17. Chioiu, R.V.; Kwon, Y.; Tseng, T.-L.; Mauk, M. Experimental Study of High Speed CNC Machining Quality by Noncontact Surface Roughness Measurement. *Int. J. Mech. Eng. Robot. Res.* 2015, 4, 282–286. [CrossRef]

18. Pfeifer, T.; Sack, D.; Orth, A.; Stemmer, M.R.; Roloff, M. Measuring flank tool wear on cutting tools with machine vision—A case solution. In Proceedings of the IEEE Conference on Mechatronics and Machine Vision in Practice, Chiang Mai, Thailand, 10–12 September 2002; pp. 169–175.

19. Fernández-Robles, L.; Azzopardi, G.; Alegre, E.; Petkov, N. Machine-vision-based identification of broken inserts in edge profile milling heads. *Robot. Comput. Integr. Manuf.* 2017, 44, 276–283. [CrossRef]

20. Pérez, H.; Vizán, A.; Hernandez, J.C.; Guzmán, M. Estimation of cutting forces in micromilling through the determination of specific cutting pressures. *J. Mater. Process. Technol.* 2007, 190, 18–22. [CrossRef]

21. Zhang, X.; Yu, T.; Wang, W. Prediction of cutting forces and instantaneous tool deflection in micro end milling by considering tool run-out. *Int. J. Mech. Sci.* 2018, 136, 124–133. [CrossRef]

22. Singh, T.; Dwivedi, A. On performance evaluation of textured tools during micro-channeling with ECDM. *Int. J. Mach. Tools Manuf.* 2018, 123, 315–322. [CrossRef] [PubMed]

23. Malamas, E.N.; Petrakis, E.G.; Zervakis, M.; Petit, L.; Legat, J.-D. A survey on industrial vision systems, applications and tools. *Image Vis. Comput.* 2003, 21, 171–188. [CrossRef]

24. Fajardo-Pruna, M.; Márquez, J.; Rubio, M.; Vizán, A. Análisis Cinemático Inverso para un Mecanismo Paralelo 3—PRS. In Proceedings of the COLIM 2014 Memorias, Cuenca, Ecuador, 25–27 November 2014; pp. 824–829, ISBN 978-9978-10-201-5.

25. Lai, Y.L.; Liao, C.C.; Chao, Z.G. Inverse kinematics for a novel hybrid parallel–serial five-axis machine tool. *Robot. Comput. Integr. Manuf.* 2018, 50, 63–79. [CrossRef]

26. Zhao, Y.; Qiu, K.; Wang, S.; Zhang, Z. Inverse kinematics and rigid-body dynamics for a three rotational degrees of freedom parallel manipulator. *Robot. Comput. Integr. Manuf.* 2015, 31, 40–50. [CrossRef]

27. Li, Q.; Chen, Z.; Chen, Q.; Wu, C.; Hu, X. Parasitic motion comparison of 3-PRS parallel mechanism with different limb arrangements. *Robot. Comput. Integr. Manuf.* 2011, 27, 389–396. [CrossRef]

28. Fan, K.C.; Wang, H.; Zhao, J.W.; Chang, T.H. Sensitivity analysis of the 3-PRS parallel kinematic spindle platform of a serial-parallel machine tool. *Int. J. Mach. Tools Manuf.* 2003, 43, 1561–1569. [CrossRef]

29. Shiau, T.-N.; Tsai, Y.-J.; Tsai, M.-S. Nonlinear dynamic analysis of a parallel mechanism with consideration of joint effects. *Mech. Mach. Theory* 2008, 43, 491–505. [CrossRef]

30. Hornberg, A. *Handbook of Machine Vision*; Wiley-VCH: Hoboken, NJ, USA, 2006; ISBN 978-3-527-40584-8.

31. Chaumette, F.; Hutchinson, S. Visual servo control. I. Basic approaches. *IEEE Robot. Autom. Mag.* 2006, 13, 82–90. [CrossRef]

32. Caprile, B.; Torre, V. Using vanishing points for camera calibration. *Int. J. Comput. Vis.* 1990, 4, 127–139. [CrossRef]
34. Qidwai, U.; Chen, C.H. Digital Image Processing: An Algorithmic Approach with MATLAB; Chapman & Hall/CRC: Boca Raton, FL, USA, 2017; ISBN 978-1-138-11518-7.

35. Huang, K.-Y.; Ye, Y.-T. A Novel Machine Vision System for the Inspection of Micro-Spray Nozzle. Sensors 2015, 15, 15326–15338. [CrossRef] [PubMed]

36. Otsu, N. A Threshold Selection Method from Gray-Level Histograms. IEEE Trans. Syst. Man Cybern. 1979, 9, 62–66. [CrossRef]

37. Yazdi, L.; Prabuwono, A.S.; Golkar, E. Feature extraction algorithm for fill level and cap inspection in bottling machine. In Proceedings of the 2011 International Conference on Pattern Analysis and Intelligence Robotics, Kuala Lumpur, Malaysia, 28–29 June 2011; Volume 1, pp. 47–52.

38. Harris, C.; Stephens, M. A combined corner and edge detector. In Proceedings of the Fourth Alvey Vision Conference, Manchester, UK, 31 August–2 September 1988; pp. 147–151.

39. Tsai, M.-S.; Yuan, W.-H. Inverse dynamics analysis for a 3-PRS parallel mechanism based on a special decomposition of the reaction forces. Mech. Mach. Theory 2010, 45, 1491–1508. [CrossRef]

40. Rokunuzzaman, M.; Jayasuriya, H.P.W. Development of a low cost machine vision system for sorting of tomatoes. Agric. Eng. Int. CIGR J. 2013, 15, 173–180.

41. Elango, V.; Karunamoorthy, L. Effect of lighting conditions in the study of surface roughness by machine vision—An experimental design approach. Int. J. Adv. Manuf. Technol. 2008, 37, 92–103. [CrossRef]