We use Floquet formalism to study fluctuations in periodically modulated continuous quantum thermal machines. We present a generic theory for such machines, followed by specific examples of sinusoidal, optimal, and circular modulations respectively. The thermodynamic uncertainty relations (TUR) hold for all modulations considered. Interestingly, in the case of sinusoidal modulation, the TUR ratio assumes a minimum at the heat engine to refrigerator transition point, while the Chopped Random Basis (CRAB) optimization protocol allows us to keep the ratio small for a wide range of modulation frequencies. Furthermore, our numerical analysis suggests that TUR can show signatures of heat engine to refrigerator transition, for more generic modulation schemes. We also study bounds in fluctuations in the efficiencies of such machines; our results indicate that fluctuations in efficiencies are bounded from above for a refrigerator, and from below for an engine. Overall, this study emphasizes the crucial role played by different modulation schemes in designing practical quantum thermal machines.

I. INTRODUCTION

The necessity of establishing a coherent framework of thermodynamics within the realm of quantum mechanics motivated the field of Quantum Thermodynamics [1–3]. Such a framework would lead to a deeper understanding of the energetics in the quantum regime, which is crucial in the era of miniaturization of technologies. Moreover, along with the average thermodynamic quantities of interest, the fluctuations about the mean values are necessary for determining the quality of output of such miniature technologies.

In this regard, fluctuation theorems [4–7] are a remarkable achievement, providing exact mathematical expressions for arbitrary out of equilibrium scenario. Beyond that, recently it has been shown that for out-of-equilibrium systems, there is always a trade-off between the precision and the cost, which is broadly known as the Thermodynamic Uncertainty Relations (TUR) [8–14]. Since its first analytical proof for time-continuous classical Markov jump process on a discrete set of states [10], it was subsequently proven for Langevin dynamics with continuous variables [15–17]. In the meantime, a plethora of works have been carried out to broaden the regime of its applicability, to include quantum systems. Beyond the standard framework, where the system relaxes to a unique time-independent steady state and the dynamics is time reversal symmetric [18], the original TUR [8, 10] may not hold, thus requiring more general bounds. Specifically, for discrete-time Markov chains [19–21], time dependent driving [20, 22–31], underdamped Langevin equation [31–34], ballistic transport in the presence of magnetic field [27, 35], with measurement and feedback control [36], and arbitrary initial states [37], modified TUR have been put forward. Extensions to the quantum scenario [38–45] are relatively less explored. In fact, additional complexity that arises due to the genuine quantum features, such as quantum coherence [39, 46–52] can potentially give rise to violation of the original TUR.

Interestingly, discovery of TUR have further provided a deep understanding in analysing the thermodynamics of precision for a thermal machine. Along with the power and efficiency to quantify the quality of an engine, the fluctuation around the power output enters into the trade-off relation. This was first shown for steady state classical heat engine connected simultaneously to two baths [13]. Following this work, generalizations have been put forward in both classical and quantum scenarios. For instance, quantum thermoelectric junctions [39, 46], autonomous quantum thermal machines [48, 52], periodic quantum thermal machines [52–55] and information driven engines [36] have been studied.

In this paper, we first study a periodically driven continuous quantum thermal machine [56] where the working fluid consists of a minimal two-level system that can work both as an engine and a refrigerator. Employing the techniques of counting field statistics [4] and the Floquet formalism [57–60], we provide analytic expressions for the currents and fluctuations. Very recently, a novel quantification of fluctuations has been introduced for heat engines [61–63], defined as the ratio of fluctuation of output work and fluctuation of heat input from the hot bath. Analogous definition has also been provided for refrigerator [62, 63] defined as the ratio of the fluctuation of heat extracted from cold bath and fluctuation of input work. It was shown that such a quantity is bounded from both below and above for continuous autonomous
thermal machines [62]. We study the same quantity in the present context. We focus on cases where the qubit is driven by sinusoidal, optimal, and circular modulations. First demonstrating the validity of TUR for each scenario, we interestingly find that for such non-autonomous machines, while performing as an engine (refrigerator), the lower (upper) bound is always satisfied whereas open questions remain about the existence of the upper (lower) bound.

To illustrate further on TUR, in contrast to sinusoidal modulation, the optimized protocol obtained via Chopped Random Basis (CRAB) method allows for reduced TUR ratio for the input (heat current from the hot bath in the engine regime and power in the refrigerator regime) for a wide range of modulation frequencies, whereas the same may not be always true in the case of the output (power output in the engine regime and heat current extracted from the cold bath in the refrigerator regime). Furthermore, for such more generic modulation schemes, we observe that the TUR can show signatures of heat engine to refrigerator transition. Finally, we focus on circular modulation with secular approximation [64, 65]. Combined with the Floquet analysis, we find that the evolution of the diagonal and the off-diagonal elements of the system density matrix are decoupled, leading to Pauli type master equation for the diagonal entries. Consequently, TUR is obeyed for heat currents in this model. In absence of secular approximation, [64, 65] evolution of diagonal and off-diagonal elements of the density matrix may not decouple, thereby leaving a possibility of violating the original TUR.

This paper is organized as follows. In Sec. II, we introduce the techniques of counting field statistics to calculate the currents and fluctuations in periodically driven open quantum systems. In Sec. III, we introduce the model of a minimal continuous quantum thermal machine; we derive the corresponding generalized master equation in Sec. IIIA, and discuss the generating function and moments of heat currents and power in Sec. IIIB. In Sec. IIIC we present the results for sinusoidal driving. We introduce the CRAB optimization protocol in Sec. IIID1, and present the optimization results in Sec. IIID2. Section IIIE deals with circular modulation. Finally, in Sec. IV, we provide a summary of our main results. We provide certain technical details in the appendices.

II. COUNTING FIELD STATISTICS FOR DRIVEN OPEN QUANTUM SYSTEMS

We write the total Hamiltonian for the system and the baths as

\[ H(t) = H_S(t) + H_B + H_{SB} = H_0(t) + H_{SB}, \]

where, \( H_B = H_h + H_c \) and, \( H_{SB} = H_{sh} + H_{sc} = \mathcal{S} \otimes B_h + \mathcal{S} \otimes B_c. \) We are considering the situation where the two baths are continuously connected to the system.

Here \( H_h (H_c) \) denotes the Hamiltonian of the hot (cold) bath; the operators \( \mathcal{S} \) and \( B_j \) act on the system and the \( j(=h,c) \)th bath, respectively. We choose the initial state as a product state i.e., \( \rho(0) = \rho_S(0) \otimes \rho_B, \) where \( \rho_B = \rho_h \otimes \rho_c \) and the reservoirs are prepared in thermal states with respective Hamiltonians \( H_h, H_c \) and inverse temperatures \( \beta_h, \beta_c, \) respectively. The measured observables are the Hamiltonians \( H_h, H_c. \) To get the probability distribution of this measurement, we introduce counting field \( \chi_j (j = h, c) \) to each reservoir. We introduce \( \chi \equiv \{\chi_h, \chi_c\} \) to denote collectively both the counting variables. The generating function corresponding to the two-point measurement statistics is given by

\[ G(\chi, t) = \text{Tr}_SB[\rho(\chi, t)], \]

where \( \text{Tr}_{SB} \) denotes tracing over both the bath and the system degrees of freedom. The modified density matrix \( \rho(\chi, t) \) is given as,

\[ \rho(\chi, t) = U(\chi, t)\rho(0)U^\dagger(-\chi, t), \]

with,

\[ U(\chi, t) = e^{-i(\chi_h H_h + \chi_c H_c)/2}U(t)e^{i(\chi_h H_h + \chi_c H_c)/2} \]

being the counting field dressed evolution operator. Here \( U(t) \) is the unitary evolution operator generated by the total Hamiltonian \( H(t). \) Defining, \( \rho_S(\chi, t) = \text{Tr}_B[\rho(\chi, t)], \) we get,

\[ G(\chi, t) = \text{Tr}[\rho_S(\chi, t)]. \]

The generating function allows us to evaluate the statistics of energy transferred between system and each reservoir:

\[ \langle \Delta E^n_j \rangle = \frac{\partial^n}{\partial \chi_j^n} G(\chi, t) \big|_{\chi = 0} , \]

which in turns results in the mean current given by,

\[ \langle J_j(t) \rangle = \frac{d}{dt}\langle \Delta E_j \rangle = -i \frac{d}{dt} \frac{\partial}{\partial \chi_j} G(\chi, t) \big|_{\chi = 0} . \]

As per our convention, positive (negative) sign implies current is entering (leaving) the system.

We now proceed to study the dynamics of \( \rho(\chi, t). \) Following Eq. (3), the evolution of this modified density matrix is given as [4],

\[ \partial_t \rho(\chi, t) = -i[H(\chi, t)\rho(\chi, t) - \rho(\chi, t)H(-\chi, t)], \]

where, \( H(\chi, t) = e^{-i(\chi_h H_h + \chi_c H_c)/2}H(t)e^{i(\chi_h H_h + \chi_c H_c)/2}. \)

In the interaction picture one gets (the operators are labelled by tilde)

\[ \tilde{\rho}(\chi, t) = U_0 \rho(\chi, t) U_0^\dagger, \]

where \( U_0 \) is the unitary operator generated by the Hamiltonian \( H_0(t) = H_S(t) + H_B; \) the interaction picture Hamiltonian is given by

\[ \tilde{H}_I(\chi, t) = U_0 H_{SB}(\chi, t) U_0^\dagger = \tilde{S}(t) \otimes (\tilde{B}_h(\chi_h, t) + \tilde{B}_c(\chi_c, t)) \]
In the interaction picture, the equation of motion (8) now becomes
\[ \partial_t \tilde{\rho}(\chi, t) = -i [\tilde{H}_I(\chi, t) \tilde{\rho}(\chi, t) - \tilde{\rho}(\chi, t) \tilde{H}_I(-\chi, t)], \]
Next, considering the weak coupling assumption and performing the standard Born-Markov approximation, we arrive at the following master equation
\[ \partial_t \tilde{\rho}_S(\chi, t) = -\int_0^\infty d\tau \text{Tr}_B[\tilde{H}_I(\chi, t) \tilde{H}_I(-\chi, t - \tau) \tilde{\rho}_S(\chi, t) \rho_B] 
- \tilde{H}_I(\chi, t) \tilde{\rho}_S(\chi, t) \rho_B \tilde{H}_I(-\chi, t - \tau) 
- \tilde{H}_I(-\chi, t - \tau) \tilde{\rho}_S(\chi, t) \rho_B \tilde{H}_I(-\chi, t) 
+ \tilde{\rho}_S(\chi, t) \rho_B \tilde{H}_I(-\chi, t - \tau) \tilde{H}_I(-\chi, t)], \]
where we have used \( \text{Tr}_B[\tilde{H}_I(\chi, t) \rho_B] = 0 \) [66]. The first term on the r.h.s of Eq. (12) can be written as
\[ \sum_{j=h,c} \int_0^\infty d\tau \tilde{S}(t) \tilde{S}(t - \tau) \tilde{\rho}_S(\chi, t) \Phi_j(\tau), \]
where we have \( \text{Tr}_B[\tilde{B}_j(\chi, t_1) \tilde{B}_j(\eta, t_2) \rho_B] = \text{Tr}_B[\tilde{B}_j(\chi_j - \eta, t_1 - t_2) \tilde{B}_j(\rho_B) \rho_B] = \Phi_j(\chi_j - \eta, t_1 - t_2) \), and \( \Phi_j(0, t) = \Phi_j(t) \). Similarly, evaluating the other terms, we finally have
\[ \partial_t \tilde{\rho}_S(\chi, t) = -\sum_{j=h,c} \int_0^\infty d\tau \tilde{S}(t) \tilde{S}(t - \tau) \tilde{\rho}_S(\chi, t) \Phi_j(\tau) 
- \tilde{S}(t) \tilde{\rho}_S(\chi, t) \tilde{S}(t - \tau) \Phi_j(-2\chi, -\tau) 
- \tilde{S}(t - \tau) \tilde{\rho}_S(\chi, t) \tilde{S}(t) \Phi_j(-2\chi, \tau) 
+ \tilde{\rho}_S(\chi, t) \tilde{S}(t - \tau) \tilde{S}(t) \Phi_j(-\tau). \]
Equation (14) is the generalized master equation for a generic quantum system in presence of arbitrary modulation, the solution of which will provide the required generating function. For later convenience, we introduce the Fourier transform of the correlation functions,
\[ \Phi_j(-2\chi, \tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dv e^{-i\nu(\chi + \tau)} G_j(\nu). \]

III. A MINIMAL CONTINUOUS QUANTUM THERMAL MACHINE

In this section, we focus on the specific case of a thermal machine modelled by a minimal (two-level system) working medium in presence of periodic modulation [56], such that we have
\[ H_S(t) = H_S(t + T); \quad H_S(t) = \frac{1}{2} \omega(t) \sigma_z, \]
with period \( T = 2\pi/\Delta \). Additionally, we consider \( S = \sigma_x \). One can represent \( \tilde{S}(t) = \sigma_x(t) = U_S^\dagger(t) \sigma_x U_S(t) \) in the Floquet basis as [67]
\[ \sigma_x(t) = \sum_{\eta \in \mathbb{Z}} (\eta(q) e^{-i(\omega_0 + q\Delta)t}) \sigma^- + \eta^\ast(q) e^{i(\omega_0 + q\Delta)t}) \sigma^+, \]
\[ \eta(q) = \frac{1}{T} \int_0^T \exp \left( i \int_0^t (\omega(s) - \omega_0) ds \right) e^{-iq\Delta t} dt. \]
To justify the above equation we refer to the Floquet theory discussed in detail in Appendix A.
We note that the resonance condition \( \Delta = \omega_0 = \frac{1}{T} \int_0^T dt \omega(t) \) may result in effective squeezing, as reported in Ref. [68]. Furthermore, experimental constraints may impose a limitation on the maximum frequencies of modulation in any setup. Consequently, in this study we restrict ourselves to low-frequency modulation only, given by \( \Delta < \omega_0 \).

A. Generalized quantum master equation with counting fields

With the above expansion of \( \tilde{\sigma}_x(t) \) (see Eq. (17)), we perform a secular approximation for Eq. (14); neglecting the terms with \( q \neq q' \), the first term of the expression Eq. (14) becomes
\[ \frac{1}{2} \sum_{q,j} |\eta(q)|^2 (G_j(-\omega_0 - q\Delta)) \sigma^- \sigma^+ \tilde{\rho}_S(\chi, t) \]
\[ + G_j(\omega_0 + q\Delta) \sigma^+ \sigma^- \tilde{\rho}_S(\chi, t), \]
where \( j = \{h, c\} \). In the above we have neglected the Cauchy principal value and used,
\[ \int_0^{\infty} d\tau e^{i\tau(y - x)} = \pi \delta(y - x). \]
Following similar steps and writing for both hot and cold baths, we finally obtain,
\[ \partial_t \tilde{\rho}_S(\chi, t) = \sum_{q,j=\{h,c\}} \mathcal{L}_j^\dagger(\chi, t) [\tilde{\rho}_S(\chi, t)] = \sum_{q,j=\{h,c\}} P_q \left( G_j(\omega_0 + q\Delta)[2e^{-i(\omega_0 + q\Delta)\chi} \sigma^- \tilde{\rho}_S(\chi, t) \sigma^+] \right. \]
\[ \left. - \sigma^+ \sigma^- \tilde{\rho}_S(\chi, t) - \tilde{\rho}_S(\chi, t) \sigma^+ \sigma^- \right) + G_j(\omega_0 - q\Delta)[2e^{-i(\omega_0 + q\Delta)\chi} \sigma^+ \tilde{\rho}_S(\chi, t) \sigma^-] \]
\[ \left. - \sigma^+ \sigma^- \tilde{\rho}_S(\chi, t) - \tilde{\rho}_S(\chi, t) \sigma^+ \sigma^- \right), \]
where \( P_q = |\eta(q)|^2 \) is the weight of the \( q \)-th Floquet mode. For \( \chi = 0 \), we get back the original master equation without the counting field \( \chi \) [4]. We note that here for simplicity we have assumed \( \omega_0 + q\Delta \) is positive for all the significant Floquet modes, which can be the case for modulations with \( P_q \to 0 \) for large \( |q| \). A more general case with positive as well as negative \( \omega_0 + q\Delta \) is discussed in Appendix C.

B. Generating function, mean currents and fluctuations

With the above generalized master equation (20) in hand, we now compute the mean and fluctuations of the heat currents and the output power. Importantly, for the
master equation in Eq. (20), the evolution of the diagonal and off-diagonal elements are decoupled. As a result, it is enough to consider only the evolution of the diagonal entries of \( \hat{\rho}_S(\chi, t) \), where we have noted that the generating function is given by the trace of \( \hat{\rho}_S(\chi, t) \) (see Eq. (5)). In the energy eigenbasis, the time evolution of the diagonal entries \( \hat{\rho}_{00}(\chi, t) \) and \( \hat{\rho}_{11}(\chi, t) \) can be expressed as

\[
\begin{pmatrix}
(\hat{\rho}_{00}(\chi, t)) \\
(\hat{\rho}_{11}(\chi, t))
\end{pmatrix} = \mathcal{L}(\chi) \begin{pmatrix}
(\hat{\rho}_{00}(\chi, t)) \\
(\hat{\rho}_{11}(\chi, t))
\end{pmatrix},
\]

where the elements of the matrix

\[
\mathcal{L}(\chi) = \begin{bmatrix}
l_{00} & l_{01}^s \\
l_{10}^s & l_{11}
\end{bmatrix}
\]

are

\[
\begin{align*}
l_{00} &= -\sum_{q, j} P_q G_j(\omega_0 + q\Delta) \\
l_{01}^s &= \sum_{q, j} P_q G_j(-\omega_0 - q\Delta) e^{i(\omega_0 + q\Delta)\chi_j} \\
l_{10}^s &= \sum_{q, j} P_q G_j(\omega_0 + q\Delta) e^{-i(\omega_0 + q\Delta)\chi_j} \\
l_{11} &= -\sum_{q, j} P_q G_j(-\omega_0 - q\Delta)
\end{align*}
\]

We use the moment generating function Eq. (5) to define the cumulant generating function as,

\[
\mathcal{C}(\chi, t) = \log \mathcal{G} = \log \text{Tr}[\hat{\rho}_S(\chi, t)],
\]

which directly gives us the mean, variance and the higher order cumulants. The steady state is reached in the limit of long times, when the cumulant generating function is dominated by the eigenvalue \( \lambda(\chi) \) of \( \mathcal{L}(\chi) \) with the largest real part. Therefore one can write [69],

\[
\lim_{t \to \infty} \mathcal{C}(\chi, t) \approx \lambda(\chi)t,
\]

where,

\[
\lambda(\chi) = \frac{1}{2} \left( l_{00} + l_{11} \right) + \frac{1}{2} \sqrt{\left( l_{00} + l_{11} \right)^2 - 4 \left( l_{00} l_{11} - l_{01} l_{10} \right)}.
\]

This in turn results in the mean current in the steady state to be given by,

\[
\langle J \rangle = \lim_{t \to \infty} \frac{d}{dt} \left. \frac{\partial}{\partial(\chi_j)} \mathcal{C}(\chi, t) \right|_{\chi=0} = \frac{\partial \lambda(\chi)}{\partial(\chi_j)} \bigg|_{\chi=0},
\]

\[
= \sum_q \frac{P_q(\omega_0 + q\Delta)}{w + 1} G_j(\omega_0 + q\Delta)[e^{-\beta_j(\omega_0 + q\Delta)} - w].
\]

Here, \( w \) is the ratio of the diagonal entries of \( \hat{\rho}_S(0) \) in the steady state, evaluated setting \( \chi = 0 \) in the Eq. (21) and can be obtained straightforwardly as,

\[
p_1^s \equiv w = \frac{\sum_{q, j} P_q G_j(\omega_0 + q\Delta)e^{-\beta_j(\omega_0 + q\Delta)}}{\sum_{q, j} P_q G_j(\omega_0 + q\Delta)} = \frac{l_{11}}{l_{00}}.
\]

To arrive at this expression we have used the Kubo-Martin-Schwinger (KMS) boundary condition [70],

\[
G_j(-\omega_0 - q\Delta) = e^{-\beta_j(\omega_0 + q\Delta)} G_j(\omega_0 + q\Delta).
\]

Similarly, the current fluctuation is given as,

\[
\text{var}(J) = \lim_{t \to \infty} \frac{d}{dt} \left. \frac{\partial^2}{\partial(\chi_j)^2} \mathcal{C}(\chi, t) \right|_{\chi=0} = \frac{\partial^2 \lambda(\chi)}{\partial(\chi_j)^2} \bigg|_{\chi=0},
\]

which upon simplification leads to the following expression:

\[
\begin{align*}
\text{var}(J_j) &= \sum_q \frac{P_q(\omega_0 + q\Delta)^2}{w + 1} G_j(\omega_0 + q\Delta)[e^{-\beta_j(\omega_0 + q\Delta)} + w] - \frac{2(J_j)^2}{\sum_{q, j} P_q G_j(\omega_0 + q\Delta)[e^{-\beta_j(\omega_0 + q\Delta)} + 1]} \\
&\quad - \frac{2}{\sum_{q, j} P_q G_j(\omega_0 + q\Delta)[e^{-\beta_j(\omega_0 + q\Delta)} + 1]} \left[ \sum_{q', q''} P_{q'} P_{q''} e^{-\beta_j(\omega_0 + q\Delta)}(\omega_0 + q\Delta)(\omega_0 + q'\Delta)G_j(\omega_0 + q''\Delta)G_j(\omega_0 + q''\Delta) \right].
\end{align*}
\]

One can use the above results to evaluate the average entropy production rate

\[
\langle \dot{S} \rangle = -\beta_h \langle J_h \rangle - \beta_c \langle J_c \rangle,
\]

and average output power

\[
\langle P \rangle = -\langle J_h \rangle - \langle J_c \rangle.
\]
and fluctuations (variance) in power

\[ \text{var}(P) = \text{var}(J_h) + \text{var}(J_c) + 2 \text{Cov}(J_h, J_c). \]  

Here the covariance term is given by \( \text{Cov}(J_h, J_c) = \langle J_h J_c \rangle - \langle J_h \rangle \langle J_c \rangle \), where,

\[ \langle J_h J_c \rangle = \left. \frac{\partial^2 \lambda(x)}{\partial \delta(x) \partial \delta(x)} \right|_{x=0} = \frac{1}{\omega_0 + \delta_1} \left( \frac{\partial^2 \lambda(x)}{\partial \delta(x)} \right) \left( \frac{\partial^2 \lambda(x)}{\partial \delta(x)} \right) \left|_{x=0} \right. - \frac{2}{\omega_0 + \delta_1} \langle J_h \rangle \langle J_c \rangle; \]

\[ \left( \frac{\partial^2 \lambda(x)}{\partial \delta(x)} \right) \left( \frac{\partial^2 \lambda(x)}{\partial \delta(x)} \right) \left|_{x=0} \right. = - \sum_{q', q''} P_{q'} P_{q''} e^{-\beta \delta_1 (\omega_0 + q' \Delta)} (\omega_0 + q' \Delta) G_h (\omega_0 + q' \Delta) G_c (\omega_0 + q'' \Delta) \]

\[ - \sum_{q', q''} P_{q'} P_{q''} e^{-\beta \delta_1 (\omega_0 + q'' \Delta)} (\omega_0 + q'' \Delta) G_h (\omega_0 + q' \Delta) G_c (\omega_0 + q'' \Delta). \]

Next, we demonstrate the validity of TUR for the heat currents and power for the specific examples of sinusoidal and circular modulations. In addition, we also study the bounds on the ratio of fluctuations for the currents.

C. Sinusoidal modulation

In this section we focus on the specific case of sinusoidal modulation:

\[ \omega(t) = \omega_0 + \lambda \Delta \sin(\Delta t), \]  

Here we assume a weak modulation, quantified by \( 0 \leq \lambda \leq 1 \). This assumption allows us to consider only the harmonics \( q = 0, \pm 1 \), with,

\[ P_0 \approx 1 - \frac{\lambda^2}{2}, \quad P_{\pm 1} \approx \frac{\lambda^2}{4}, \]  

with the higher order harmonics \( P_q \approx 0 \) for \(|q| > 1\) in the limit of small \( \lambda \). Additionally, we consider the bath spectral functions such that

\[ G_c (\omega) \approx 0 \quad \text{for} \quad \omega \geq \omega_0, \quad G_h (\omega) \approx 0 \quad \text{for} \quad \omega \leq \omega_0. \]  

The above choice of spectral functions in Eq. (42) allows us to implement spectral separation of the baths, which is crucial for the operation of the quantum thermal machine as a heat engine or a refrigerator [56, 71]. One can use Eqs. (30) - (39) and Eq. (41) to arrive at the mean heat currents, power and their fluctuations (see Appendix B).

With the above setup, one can show that there exists a critical modulation frequency \( \Delta \equiv \Delta_{cr} = \omega_0 (T_h - T_c) / (T_h + T_c) \), such that the machine works as a heat engine (\( \langle J_h \rangle > 0, \langle J_c \rangle < 0, \langle P \rangle < 0 \)) for \( \Delta < \Delta_{cr} \) and as a refrigerator (\( \langle J_h \rangle < 0, \langle J_c \rangle > 0, \langle P \rangle > 0 \)) for \( \Delta > \Delta_{cr} \). The power output vanishes while the efficiency approaches the Carnot limit for \( \Delta \to \Delta_{cr} \) [56].

We now focus on fluctuations in the operation of the thermal machine described above. To this end, we choose Lorentzian forms for the spectral functions of heat baths described by

\[ G_h (\omega \geq 0) = \gamma_0 \Gamma^2 \Theta (\omega - \omega_0 - \epsilon) \]

\[ \frac{\omega - \omega_0 - \delta_1^2 + \Gamma^2}{\omega - \omega_0 - \delta_1^2 + \Gamma^2}; \]

\[ G_c (\omega \geq 0) = \gamma_0 \Gamma^2 \Theta (\omega - \omega_0 - \epsilon) \]

\[ \frac{\omega - \omega_0 - \delta_1^2 + \Gamma^2}{\omega - \omega_0 - \delta_1^2 + \Gamma^2}; \]

\[ G_j (\omega < 0) = G_j (\omega \geq 0) e^{-\beta \omega}; \quad j = \{h, c\} \]  

where \( j = h, c \) or \( P \), for \( J = J_h, J_c \) and \( P \) respectively. For the quantum thermal machine discussed here, the occupation probabilities \( p_0 = \rho_{00} \) and \( p_1 = \rho_{11} \) of the energy eigenstates of \( H_S \) follow a Pauli-type master equation with time-independent coefficients, as shown in Eq. (21) (setting \( \chi = 0 \)). Consequently, one can expect that with the KMS condition, the conventional TUR relation,

\[ \mathcal{R}_j \geq 2 \]  

is satisfied [14, 18, 50, 73]. We validate the above inequality (45) numerically, as shown in Fig. 1: here we display the TUR ratio for hot and power currents as a function of \( \Delta \). For both cases, the TUR ratio is always lower bounded by the value 2. Note that, for \( \Delta < \Delta_{cr} \), the machine works as an engine and for \( \Delta > \Delta_{cr} \) the machine works as a refrigerator. As \( \Delta \) approaches \( \Delta_{cr} \), the TUR value tends to saturate to 2 as at this crossover.
whereas sinusoidal modulation. Here, $\omega_0 = 30$, $\beta_h = 0.005$, $\beta_c = 0.01$, $\lambda = 0.02$, $\Gamma = 0.2$, $\delta = 3$, and $\gamma_0 = 1$. Critical modulation frequency $\Delta_c = 10$, separating the heat engine and the refrigerator regimes are denoted by the vertical black dashed line. The red horizontal dashed line represents the value of the TUR ratio’s lower limit (2). The TUR value saturates to the lower limit at the critical frequency $\Delta_c$. Inset: We plot the difference between the TUR ratio for the power $P$ and the heat current $J_h$, as a function of $\Delta$.

Figure 1. Scatter plot of $\eta_C^2 - \eta_{eng}^{(2)}$ in the engine regime, for sinusoidal modulation. We have considered $10^5$ sets of values for $\omega_0$, $\beta_h$, $\beta_c$, and $\Delta$ in the range $(0, 10)$, with the constraints $\beta_h < \beta_c$, and $\Delta < \Delta_c$. For the values of $\Delta$ along the $x$-axis, we plot the corresponding values of $\eta_C^2 - \eta_{eng}^{(2)}$ along the $y$-axis. Here, $\lambda = 0.02$, $\Gamma = 0.2$, $\delta = 3$, and $\gamma_0 = 1$.

Ref. [62], we define the following quantities:

$$\eta_{eng}^{(2)} = \frac{\text{var}(P)}{\text{var}(J_h)} \quad \text{for engine;}$$

$$\eta_{ref}^{(2)} = \frac{\text{var}(J_c)}{\text{var}(\bar{P})} \quad \text{for refrigerator.}$$

Based on Onsager’s reciprocity relations in the linear response regime for autonomous continuous machines, it was recently shown that $\eta^{(2)}$ is bounded from both above as well as below, as [62]

$$\langle \eta \rangle_{eng}^2 \leq \eta_{eng}^{(2)} \leq \eta_C^2 \quad \text{for engine;}$$

$$\langle \eta \rangle_{ref}^2 \leq \eta_{ref}^{(2)} \leq \left(1 - \frac{\eta_C}{\eta_R}\right)^2 \eta_R^2 \quad \text{for refrigerator.}$$

Here $\langle \eta \rangle_{eng}$ and $\langle \eta \rangle_{ref}$ denote the efficiency of the engine and the coefficient of performance for the refrigerator, respectively. $\eta_C = 1 - \frac{\Delta C}{\delta}$ is the Carnot efficiency. Knowledge about such bounds in the present context is crucial for designing optimal non-autonomous continuous quantum thermal machines beyond linear response. We therefore now assess the validity of these bounds for our periodically driven continuous quantum thermal machine setup. Following the above expressions in Eq. (46) and Eq. (47) for relative fluctuations in the engine regime, we arrive at the following relations:

$$\eta_{eng}^{(2)} = \frac{\text{var}(P)}{\text{var}(J_h)} > \frac{\langle P \rangle^2}{\langle J_h \rangle^2} = \langle \eta \rangle_{eng}^2,$$

therefore implying that the lower bound gets respected. Note that, as in this case, the equality in the lower bound is never achieved in the engine regime $\Delta < \omega_0$. Next, in
and the upper bound for refrigerator always remains ro-
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Figure 3. Plot of $\eta_{\text{ref}}^{(2)}$ with $\Delta$, for sinusoidal modulation. Here, $\omega_0 = 30$, $\beta_h = 0.005$, $\beta_c = 0.01$, $\lambda = 0.02$, $\Gamma = 0.2$, $\delta = 3$, and $\gamma_0 = 1$. Critical modulation frequency $\Delta_{cr} = 10$. The horizontal red dashed line represents $\eta_{h}^{2} = 1$. Inset: We plot $\eta_{\text{ref}}^{(2)}$ with $\Delta$ for the same parameter values. The red dashed horizontal line represents $\eta_{c}^{2} = 0.25$.

the refrigerator regime, we interestingly find,

$$\eta_{\text{ref}}^{(2)} = \frac{\text{var}(J_c)}{\text{var}(P)} < \frac{\langle J_c \rangle^2}{\langle P \rangle^2} = \frac{\langle \eta \rangle_{\text{ref}}^2}{\langle \eta \rangle_{h}^2},$$

(53)

thus signifying the violation of the lower bound but always validating the upper bound. Note that, interestingly, for finite-time discrete quantum Otto cycle, a setup that is in stark contrast to the present situation, similar observations were pointed out [63].

For the upper bound in the engine regime, we provide a scatter plot and observe the validity of the corresponding bound. In Fig. 2, we plot the difference between $\eta_{c}^{2}$ and $\eta_{\text{eng}}^{(2)}$ with $\Delta$ for $10^5$ randomly generated set of parameters within the range $(0, 10)$, satisfying the constraints $\beta_h < \beta_c$ and $\Delta < \Delta_{cr}$, for each point. From the figure it is evident that the difference is always positive, implying the validity of the upper bound in the engine regime. For the refrigerator regime, we have already argued in Eq. (53) that the upper bound is respected. It saturates in the limit when the entropy production rate vanishes. As illustrated in Fig. 3, the upper bound saturates for both engine and refrigerator case in the limit of zero power which corresponds to $\Delta \to \Delta_{cr}$. We emphasize that the above results are specific to sinusoidal modulation. In Sec. III D we show that in case of more generic modulation schemes, the lower bound for engine, and the upper bound for refrigerator always remains robust.

D. TUR minimization through optimal control

1. CRAB Optimization Protocol

The sinusoidal modulation discussed above does not guarantee optimal operation. We, therefore now focus on the CRAB optimization protocol [74–76], aimed at minimizing the TUR ratio for heat currents and power. The CRAB optimization scheme has proven to be highly successful in several theoretical [77, 78], as well as experimental [79, 80] works, and can be modeled as a generic periodic modulation of $\omega(t)$ expressed as a truncated Fourier series:

$$\omega(t) = \omega_0 + \frac{\mu}{2NR(t)} \sum_{n=1}^{N} \left[ a_n \cos \left( \frac{2\pi nt}{T} \right) \right. \left. + b_n \sin \left( \frac{2\pi nt}{T} \right) \right],$$

(54)

where the Hamiltonian is given by Eq. (16). Here the positive integer $N$ denotes the total number of frequencies considered, while $T$ is the time period of modulation. The function $R(t) \to \infty$ for $t = 0$ and $t = T$, while $R(t) = 1$ for intermediate times, such that $\omega(t) = \omega_0$ at the beginning and end of a cycle. We numerically optimize the Fourier coefficients $-1 \leq a_n \leq 1$, $-1 \leq b_n \leq 1$, so as to optimize a relevant cost function, subject to certain constraints, such as the strength of control $\mu$.

In the present case, we perform the above optimization protocol in order to minimize the TUR ratio $R_J$, as defined in Eq. (44), for various currents and power (see also Appendix C). For the optimization, we choose the same spectral function as done for the sinusoidal case [Eq. (43)].

2. Optimization and Result

For any modulation frequency $\Delta = 2\pi/T$, we numerically optimize the coefficients $\{a_n, b_n\} n = 1, 2, 3, \ldots, N$ in order to minimize the TUR ratio for $J_h$ ($R_h$, see Fig. 4(a)), $J_c$ ($R_c$, see Fig. 4(b)) and $P$ ($R_P$, see Fig. 4(c)) for that $\Delta$. We consider a cutoff $N = 10$. The optimal set of coefficients $\{a_n, b_n\}$ defines the periodic modulation with the corresponding $\Delta$. As seen in Fig. 4(a), Fig. 4(b), and Fig. 4(c) the TUR ratio $R_j \geq 2$ for all $\Delta$, for $j = h, c$, and $P$. Furthermore, we note that in the case of the sinusoidal modulation, the TUR ratio was minimal at the crossover point where all the currents were zero (see Fig. 3). However the numerical optimization scheme suggests one can use the CRAB protocol to get a small TUR ratio ($R_j \to 2^+$) for $J_h$ and $J_c$ at non-zero output power for a wide range of modulation frequencies $\Delta$ in the heat engine regime ($\langle J_h \rangle > 0$, $\langle J_c \rangle < 0$, $\langle P \rangle < 0$), thus highlighting the advantage of performing CRAB optimization. Moreover, it is interesting to observe in Fig. 4(a) that in the heat engine regime ($0 < \Delta \leq 4$), the TUR ratio for the input i.e., $R_h$ can be reduced to small values and can saturate the TUR bound through optimal control, whereas the same may not be always true in case of the output heat current $J_c$ in the refrigerator regime $\Delta \gtrsim 4$, as shown by $R_c$ in Fig. 4(c). This may be attributed to small values of $\langle J_c \rangle$ in the refrigerator regime (cf. inset of Fig.
Figure 4. Plot showing the TUR ratio (a) $R_h$ for the hot current $J_h$, (b) $R_c$ for the cold current $J_c$ and (c) $R_p$ for the output power $P$, as a function of $\Delta$, for the CRAB modulation Eq. (54). As expected, $R_j$ is bounded from below by $R_j = 2$ for all values of $\Delta$, for $j = h, c$, and $P$. The insets show the variation of the mean energy currents $\langle J_h \rangle$, $\langle J_c \rangle$ and the mean power $\langle P \rangle$ as functions of $\Delta$. As seen in (a) and (b), through CRAB optimization, one can have $R_{h,c} \to 2$ at non-zero output power, for a wide range of $\Delta$. The parameters are fixed as $\omega_0 = 30$, $\beta_h = 0.005$, $\beta_c = 0.01$, $\Gamma = 0.2$, $\delta = 3$, $\gamma_0 = 1$, $\mu = 1$, and $N = 10$.

Figure 5. Plot of $\eta^2_{\text{ref}}$, $\eta^{(2)}_{\text{ref}}$, and $\eta^2_R$ with $\Delta$ in the refrigerator regime. In Fig. 5(a), for any $\Delta$, we have considered the pulse used in Fig. 4(a), aimed at minimizing $R_h$ for that particular $\Delta$. Similarly, in Fig. 5(b) and Fig. 5(c) we have considered the pulse used in Fig. 4(b) and Fig. 4(c), respectively. The insets show the plots for of $\eta^{(2)}_{\text{eng}}$, $\langle \eta \rangle^2_{\text{eng}}$, and $\eta^2_C$ with $\Delta$ in the heat engine regime. We observe that in all cases the lower bound for the engine i.e., $\eta^{(2)}_{\text{eng}} \geq \langle \eta \rangle^2$ and the upper bound for the refrigerator i.e., $\eta^2_{\text{ref}} \leq \eta^2_R$ always remain valid.

Interestingly, in the engine regime, a completely opposite trend is observed for the bounds. We observe that the lower bound i.e., $\eta^{(2)}_{\text{eng}} \geq \langle \eta \rangle^2$ always remains valid, as was also the case for sinusoidal driving (see Eq. (52)); in contrast, now the upper bound gets violated for this optimal driving scenario. In summary, in all the cases we observe the validity of the lower bound for the engine and the upper bound for the refrigerator. This is in stark contrast to autonomous quantum thermal machines, where the upper and lower bounds for fluctuations have been shown to hold in the linear response regime [62, 63]. On the other hand, the absence of linear response and the presence of external periodic modulation invalidates those bounds in the present context. These results indicate crucial differences in the nature of the fluctuations for currents in
the engine and the refrigerator regimes, as well as in non-autonomous continuous thermal machines in comparison to their autonomous counterparts. Furthermore, they emphasize the importance of rigorous studies regarding bounds of fluctuations in generic quantum thermal machines.

### E. Circular modulation

We next consider circular modulation, given by:

\[ H_S(t) = \frac{\omega_0}{2}\sigma_z + g(\sigma^- e^{i\Omega t} + \sigma^+ e^{-i\Omega t}). \]  

(55)

In contrast to the sinusoidal and the CRAB modulations discussed above, here \([H_S(t), H_S(t')]\) may not commute for \(t \neq t'\). This non-commutative property of the system Hamiltonian can lead to quantum friction, thereby changing the qualitative nature of the thermal machine [81]. Consequently, such modulation (55) can play an important role in understanding the role of fluctuations in continuous minimal quantum thermal machines. Moreover, as we show below, the model considered here results in the realization of a heat accelerator, thereby allowing us to extend our analysis to periodically modulated continuous thermal machines operating beyond the heat engine or refrigerator regimes [82].

One can refer to the Floquet analysis in Appendix A and Appendix D to arrive at the following generalized master equation [65, 83], starting from Eq. (14),

\[
\dot{\rho}_{\alpha\beta} = -\sum_{j=h,c} \int_0^\infty d\tau \Phi_j(\tau) \sum_{m,n,l,l'} \epsilon^{(e_{m,-e_{m}})l} e^{(e_{m,-e_{m}})(t-\tau)} e^{i\Omega t} e^{i\Omega(t-\tau)} S^d_{am} S^l_{mn} \rho_{\alpha\beta} \\
+ \sum_{j=h,c} \int_0^\infty d\tau \Phi_j(-2\chi, \tau) \sum_{m,n,l,l'} \epsilon^{(e_{m,-e_{m}})l} e^{(e_{m,-e_{m}})(t-\tau)} e^{i\Omega t} e^{i\Omega(t-\tau)} S^l_{am} S^l_{\beta\alpha} \rho_{mn} \\
+ \sum_{j=h,c} \int_0^\infty d\tau \Phi_j(-2\chi, \tau) \sum_{m,n,l,l'} \epsilon^{(e_{m,-e_{m}})l} e^{(e_{m,-e_{m}})(t-\tau)} e^{i\Omega t} e^{i\Omega(t-\tau)} S^l_{mn} S^l_{\beta\alpha} \rho_{\alpha\beta} \\
- \sum_{j=h,c} \int_0^\infty d\tau \Phi_j(-\tau) \sum_{m,n,l,l'} \epsilon^{(e_{m,-e_{m}})l} e^{(e_{m,-e_{m}})(t-\tau)} e^{i\Omega t} e^{i\Omega(t-\tau)} S^l_{mn} S^l_{\beta\alpha} \rho_{\alpha\beta}. 
\]  

(56)

where, \(\epsilon_{\alpha}\)'s are the eigen values of the Floquet Hamiltonian \(H_F\), and all the indices are integers (Appendix A). We here perform the secular approximations for the above master equation; we neglect the fast oscillating terms of the form \(e^{i\Omega t}\) (for \(l \neq 0\)). Additionally, we also neglect the terms of the form \(e^{(e_{m,-e_{m}})l}\) (for \(\alpha \neq \beta\) [64, 65]. As a result of the secular approximation, evolution of diagonal and off-diagonal terms of the above master equation get decoupled, and we get a conventional Pauli rate equation with the diagonal entries containing time-independent transition rates. We therefore have,

\[
\begin{pmatrix}
\dot{\rho}_{00}(\chi, t) \\
\dot{\rho}_{11}(\chi, t)
\end{pmatrix} = \begin{pmatrix}
\check{\rho}_{00}(\chi, t) \\
\check{\rho}_{11}(\chi, t)
\end{pmatrix},
\]  

(57)

where,

\[
\begin{align*}
I_{10}^X &= |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) e^{-i(\Omega t)} \chi_j \\
&+ |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) e^{-i(\Omega t)} \chi_j \\
&+ |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) e^{-i(\Omega t)} \chi_j \\
&+ |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) e^{-i(\Omega t)} \chi_j \\
&- |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) - |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) \\
&- |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) - |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) \\
&- |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) - |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) \\
&- |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) - |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R) \\
&- |S_{112}|^2 \sum_{j=h,c} G_j(\Omega - \Omega_R) - |S_{211}|^2 \sum_{j=h,c} G_j(\Omega + \Omega_R). 
\end{align*}
\]  

(58)

As before, we are interested in the long time limit and computing the steady-state currents and fluctuations. We once again use the properties of the cumulant generating function (Eq. (28), Eq. (30) and Eq. (34)) to calculate the mean and variance of the heat currents and the power and check the validity of the inequality (45).
Here we consider a Lorentzian bath spectrum for both the hot bath and the cold bath as following

\[ G_j(\omega) = \frac{\gamma_0 \Gamma^2}{(\delta - \omega)^2 + \Gamma^2}, \quad (62) \]

\[ G_j(-\omega) = G_j(\omega)e^{-\beta_0 \omega}, \quad j = \{h, c\} \]

(63)

where the parameters are defined after Eq. (43); \( G_h(\omega) \) and \( G_c(\omega) \) assume maxima at \( \omega = \delta \). As shown in the inset of Fig. 6, the machine always works as a heat accelerator for all values of \( \Omega \). To get any useful thermodynamic function one needs to consider more complex system and going beyond Born-Markov approximation [84]. As we don’t get any useful work from this machine, we are not interested in the fluctuations of power and all the precision bounds introduced in the previous section. Instead, we solely focus on the TUR ratio for hot and cold heat currents. As shown in Fig. 6, the machine always works as a heat accelerator for all values of \( \Omega \).

IV. CONCLUSION

In this paper, we discuss periodically driven continuous heat machines from the Floquet perspective. Employing the counting field statistics approach, we compute the steady-state heat currents and the associated fluctuations for generic periodically driven continuous thermal machines with the two-level systems as a working medium. We have exemplified our theory using the specific cases of sinusoidal, CRAB optimized and circular modulations. We have analyzed different precision bounds and trade-offs with these fluctuations; specifically, we find that TUR is satisfied for the machines considered here. One can operate the sinusoidally modulated thermal machine as a heat engine, or a refrigerator, depending on the frequency of modulation, thus motivating us to study the fluctuations in this model in greater detail. Interestingly, our analysis shows that the noise-to-signal ratio for the heat currents from the hot and the cold baths are equal in case of sinusoidal modulation. Moreover, one can define a parameter to quantify the fluctuations in efficiency, which appears to be bounded from both above and below in the heat engine regime, while the existence of an equivalent lower bound is not clear in the case of the refrigerator regime. Interestingly, similar phenomena was observed recently for a discrete stroke heat machine as well [63].

We have used CRAB optimization protocol to minimize TUR and study the bounds in the fluctuations of efficiency. As expected, the TUR is always bounded from below by two. Interestingly, numerical analysis suggests that (i) in the heat engine regime, one can use optimal control to operate the thermal machine with minimum TUR (= 2) for the heat currents, at non-zero power output; (ii) one can reduce the TUR ratio for the input (heat current absorbed from the hot bath in the engine regime and power in the refrigerator regime) to small values through optimal control, whereas the same may not be always true in case of the output (power output in the engine regime and heat current extracted from the cold bath in the refrigerator regime) (see Fig. 4); (iii) the lower (upper) bound for the fluctuations in efficiency is always satisfied in the heat engine (refrigerator) regime (see Eq. (51) and Fig. 5).

Finally, we have used circular modulation to show that the TUR ratio is satisfied in the case of a continuously driven heat accelerator as well.

The results presented in this work highlight the importance of optimal control to study fundamental bounds in the performance of quantum machines, and for designing high-performing quantum devices.

We note that violation of the TUR bound Eq. (45) has been reported in similar models described by phenomenological master equation and in presence of coherent dynamics [39, 46, 48–51]. Consequently, the validity of the TUR bound in absence of secular approximation is an interesting open question, which we plan to address in future works. The validity/existence of
the bounds for fluctuations in broad classes of quantum machines is also an interesting open question.
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Appendix A: Floquet theory

In this section we assume a periodically modulated Hamiltonian $H_S(t)$ with time period $T$, i.e., $H_S(t) = H_S(t + T)$ where, $T = \frac{2\pi}{\omega}$. Solution of Schrödinger equation with this Hamiltonian reads as,

$$|\psi(t)\rangle = U(t, t_0)|\psi(t_0)\rangle,$$

(A1)

where $U(t, t_0) = T e^{-i \int_{t_0}^{t} H(\tau) d\tau}$. Owing to the periodicity of the Hamiltonian $H(t)$, one can show that [57–60],

$$U(t_0 + nT, t_0) = [U(t_0 + T, t_0)]^n$$

(A2)

The unitary Floquet propagator $U(t_0 + T, t_0)$ can be written as

$$U(t_0 + T, t_0) = e^{-iH_F t_0 T},$$

(A3)

where $H_F$ is called the Floquet Hamiltonian [71]. Clearly, $H_F[t_0]$ depends on our choice of $t_0$. Consequently, to avoid confusion we choose $t_0 = 0$, and write $U(T) = e^{-iH_F T}$.

The next quantity we are interested in is the unitary propagator for arbitrary time $t$. One can show that, $U(t, 0) \equiv U(t) = P(t)e^{-iH_F t}$, where, $P(t + T) = P(t) = U(t)e^{iH_F t}$.

$P(t)$ is called the kick operator. Denoting the complete set of eigenvectors for $U(T)$ by $\{|\phi_j\rangle\}$, one can write

$$U(T)|\phi_j\rangle = e^{-i\epsilon_j T}|\phi_j\rangle \Rightarrow H_F = \sum_j \epsilon_j |\phi_j\rangle \langle \phi_j|.$$

(A5)

Further,

$$U(t)|\phi_j\rangle = P(t)e^{-iH_F t}|\phi_j\rangle = e^{-i\epsilon_j t}|\phi_j(t)\rangle,$$

(A6)

where, $|\phi_j(t)\rangle = P(t)|\phi_j\rangle$, with $|\phi_j(t + T)\rangle = |\phi_j(t)\rangle$. Any initial state can be written as the linear combination of the Floquet modes $|\phi_j\rangle$,

$$|\psi(t_0)\rangle = \sum_j c_j |\phi_j\rangle,$$

(A7)

Clearly, $|\psi(t)\rangle = \sum_j c_j e^{-i\epsilon_j t} |\phi_j(t)\rangle$ is a solution of Schrödinger equation. One can express $U(t)$ and $P(t)$ as,

$$U(t) = \sum_j e^{-i\epsilon_j t} |\phi_j(t)\rangle \langle \phi_j|, \quad P(t) = \sum_j |\phi_j(t)\rangle \langle \phi_j|.$$

(A8)

To evaluate the term $\tilde{S}(t) = U_S^\dagger(t)SU_S(t)$ in Eq. (13), we proceed as following,

$$\tilde{S}(t) = \sum_{j,k} e^{i(e_k - e_j)t} |\phi_k(t)\rangle S |\phi_j(t)\rangle \langle \phi_k| \langle \phi_j|,$$

$$= \sum_{j,k,\alpha} e^{i(e_k - e_j)t} e^{i\alpha t} s_{kj}^\alpha |\phi_k\rangle \langle \phi_j|$$

(A9)
where,

$$S_{kj}^l = \left[ \frac{1}{T} \int_0^T dt \langle \phi_k(t) | S | \phi_j(t) \rangle e^{-i\omega t} \right], \quad (A10)$$

are the Fourier components of the periodic function $\langle \phi_k(t) | S | \phi_j(t) \rangle$. Now, for the Hamiltonian in Eq. (16), $H_F = \frac{1}{2} \omega_0 \sigma_z$, and $P(t) = \frac{1}{2} \lambda \Delta \sin(\Delta t) \sigma_z$. This implies $|\psi_1 \rangle$ and $|\psi_2 \rangle$ are $|0 \rangle$ and $|1 \rangle$ respectively, where, $\sigma_z |0 \rangle = |0 \rangle$, and $\sigma_z |1 \rangle = |1 \rangle$. Hence,

$$e^{-iH_F t} = e^{i\omega_0 t}/2 |0 \rangle \langle 0 | + e^{-i\omega_0 t}/2 |1 \rangle \langle 1 |. \quad (A11)$$

Using this, we can write,

$$\tilde{\sigma}_x(t) = e^{-i\omega_0 t}(0)P(t)\sigma_x P(t)|0 \rangle \langle 0 | + e^{-i\omega_0 t}(1)P(t)\sigma_x P(t)|1 \rangle \langle 1 | \quad (A12)$$

Putting $P(t) = \sum_j | \phi_j(t) \rangle \langle \phi_j |$, one can see that this equation is exactly same as Eq. (A9). Now, from the Fourier components of the terms $\langle i | P(t)\sigma_x P(t) | j \rangle$ and noting that $|0 \rangle \langle 1 | = \sigma^ - = \frac{1}{2}(\sigma_x - i\sigma_y)$ and $|1 \rangle \langle 0 | = \sigma^ + = \frac{1}{2}(\sigma_x + i\sigma_y)$, we recover the Eq. (17), where,

$$\eta(q) = \left[ \frac{1}{T} \int_0^T dt \langle 0 | P(t)\sigma_x P(t) | 1 \rangle e^{-i\eta \Delta t} \right], \quad (A13)$$

are the Fourier components.

**Appendix B: Expressions for mean currents and fluctuations under sinusoidal modulation**

In this section, we provide expressions for the mean currents and the associated fluctuations for the sinusoidal driving case. From Eq. (30), we get,

$$\langle J_h \rangle = -\frac{\lambda^2}{4} (\omega_0 + \Delta) G_h(\omega_0 + \Delta) G_c(\omega_0 - \Delta) \left( e^{-\beta_h(\omega_0 - \Delta)} - e^{-\beta_h(\omega_0 + \Delta)} \right)$$

$$\langle J_c \rangle = -\frac{\lambda^2}{4} (\omega_0 - \Delta) G_h(\omega_0 + \Delta) G_c(\omega_0 - \Delta) \left( e^{-\beta_h(\omega_0 - \Delta)} - e^{-\beta_h(\omega_0 + \Delta)} \right) \quad (B1)$$

It can be easily seen from the above expressions that at $\Delta = \Delta_\pi$, both these currents and as a result the power also vanishes [56]. Next, we provide expressions for the variance starting from Eq. (34), given by,

$$\text{var}(J_h) = \frac{\lambda^2}{4} (\omega_0 + \Delta)^2 G_h(\omega_0 + \Delta) \left[ 2e^{-\beta_h(\omega_0 + \Delta)} G_h(\omega_0 + \Delta) + G_c(\omega_0 - \Delta) \left( e^{-\beta_h(\omega_0 - \Delta)} + e^{-\beta_h(\omega_0 + \Delta)} \right) \right]$$

$$- \frac{\lambda^2}{2} \left[ \frac{G_h(\omega_0 + \Delta) \left( 1 + e^{-\beta_h(\omega_0 + \Delta)} \right) + G_c(\omega_0 - \Delta) \left( 1 + e^{-\beta_h(\omega_0 - \Delta)} \right)}{G_h(\omega_0 + \Delta) \left( 1 + e^{-\beta_h(\omega_0 + \Delta)} \right) + G_c(\omega_0 - \Delta) \left( 1 + e^{-\beta_h(\omega_0 - \Delta)} \right)} \right],$$

$$\text{var}(J_c) = \frac{\lambda^2}{4} (\omega_0 - \Delta)^2 G_c(\omega_0 - \Delta) \left[ 2e^{-\beta_h(\omega_0 - \Delta)} G_h(\omega_0 + \Delta) + G_c(\omega_0 - \Delta) \left( e^{-\beta_h(\omega_0 - \Delta)} + e^{-\beta_h(\omega_0 + \Delta)} \right) \right]$$

$$- \frac{\lambda^2}{2} \left[ \frac{G_h(\omega_0 + \Delta) \left( 1 + e^{-\beta_h(\omega_0 + \Delta)} \right) + G_c(\omega_0 - \Delta) \left( 1 + e^{-\beta_h(\omega_0 - \Delta)} \right)}{G_h(\omega_0 + \Delta) \left( 1 + e^{-\beta_h(\omega_0 + \Delta)} \right) + G_c(\omega_0 - \Delta) \left( 1 + e^{-\beta_h(\omega_0 - \Delta)} \right)} \right]. \quad (B2)$$

Covariance term is given by $\langle J_h J_c \rangle - \langle J_h \rangle \langle J_c \rangle$, where,

$$\langle J_h J_c \rangle = -\frac{\lambda^2}{4} \left[ (\omega_0 + \Delta)(\omega_0 - \Delta) G_h(\omega_0 + \Delta) G_c(\omega_0 - \Delta) \left( e^{-\beta_h(\omega_0 + \Delta)} + e^{-\beta_h(\omega_0 - \Delta)} \right) + 32/\lambda^4 \langle J_h \rangle \langle J_c \rangle \right] \quad (B3)$$
Appendix C: Mean current and fluctuations for CRAB modulation

In this section, we focus on the mean currents and fluctuations for the generic periodic modulation used for CRAB optimization in Sec. IID (see the supplementary of [85]). We note that in contrast to sinusoidal modulation (see Eqs. (40) and (41)), in case of CRAB modulation one can have multiple Floquet modes with significant weights $P_q$. This can in turn result in negative $\omega_q = \omega_0 + q\Delta$ for large $|q|$. We can rewrite Eq.(30) as follows,

$$\langle J_j \rangle = \lim_{t \to \infty} \frac{d}{dt} \frac{\partial}{\partial (i\chi_j)} C(\chi, t) \bigg|_{\chi=0} = \frac{\partial \lambda(\chi)}{\partial (i\chi_j)} \bigg|_{\chi=0},$$

$$= \sum_q^+ P_q (\omega_0 + q\Delta) G_j(\omega_0 + q\Delta) \left[ e^{-\beta_j(\omega_0 + q\Delta)} - w' \right]$$

$$+ \sum_q^- P_q (|\omega_0 + q\Delta|) e^{-\beta_j(|\omega_0 + q\Delta|)} \left[ e^{-\beta_j(|\omega_0 + q\Delta|)} - w' \right].$$

(C1)

Here, $\sum_q^+ (\sum_q^-)$ denotes summation over integer $q$ such that $\omega_q \geq 0(\omega_q < 0)$, $\omega_q = \omega_0 + q\Delta$, while, $w'$ is the ratio of the diagonal entries of $\tilde{\rho}_G(0, t)$ in the steady state, and can be obtained straightforwardly as

$$\frac{\rho_{11}^{ss}}{\rho_{22}^{ss}} = w' = \frac{\sum_{q,j}^+ P_q G_j(\omega_0 + q\Delta) e^{-\beta_j(\omega_0 + q\Delta)}}{\sum_{q,j}^+ P_q G_j(\omega_0 + q\Delta) + \sum_{q,j}^- P_q G_j(|\omega_0 + q\Delta|) e^{-\beta_j(|\omega_0 + q\Delta|)}} = \frac{l_{11}}{l_{00}}.$$  

(C2)

To arrive at this expression we have used the KMS boundary condition,

$$G_j(-\omega_0 - q\Delta) = e^{-\beta_j(\omega_0 + q\Delta)} G_j(\omega_0 + q\Delta); \text{ for } \omega_q \geq 0.$$  

(C3)

Similarly, the variation is given as,

$$\text{var}(J_j) = \lim_{t \to \infty} \frac{d^2}{dt^2} \frac{\partial^2}{\partial (i\chi_j)^2} C(\chi, t) \bigg|_{\chi=0} = \frac{\partial^2 \lambda(\chi)}{\partial (i\chi_j)^2} \bigg|_{\chi=0},$$

(C4)

which upon simplification leads to the following expression:

$$\text{var}(J_j) = \sum_q^+ P_q (\omega_0 + q\Delta)^2 G_j(\omega_0 + q\Delta) \left[ e^{-\beta_j(\omega_0 + q\Delta)} + w' \right]$$

$$+ \sum_q^- P_q (\omega_0 + q\Delta)^2 G_j(|\omega_0 + q\Delta|) e^{-\beta_j(|\omega_0 + q\Delta|)} \left[ e^{-\beta_j(|\omega_0 + q\Delta|)} + w' \right]$$

$$- \sum_{q,j}^+ P_q G_j(\omega_0 + q\Delta) \left[ e^{-\beta_j(\omega_0 + q\Delta)} + 1 \right] + \sum_{q,j}^- P_q G_j(|\omega_0 + q\Delta|) e^{-\beta_j(|\omega_0 + q\Delta|)} \left[ e^{-\beta_j(|\omega_0 + q\Delta|)} + 1 \right]$$

$$- \frac{2\langle J_j \rangle^2}{\sum_{q,j}^+ P_q G_j(\omega_0 + q\Delta) \left[ e^{-\beta_j(\omega_0 + q\Delta)} + 1 \right] + \sum_{q,j}^- P_q G_j(|\omega_0 + q\Delta|) e^{-\beta_j(|\omega_0 + q\Delta|)} \left[ e^{-\beta_j(|\omega_0 + q\Delta|)} + 1 \right]}$$

$$\times \left[ \sum_{q',q''}^+ P_{q'} P_{q''} e^{-\beta_j(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta) G_j(\omega_0 + q'\Delta) G_j(\omega_0 + q''\Delta) \right]$$

$$+ \sum_{q',q''}^- P_{q'} P_{q''} e^{-\beta_j(\omega_0 + q'\Delta)} (\omega_0 + q''\Delta) G_j(\omega_0 + q'\Delta) G_j(|\omega_0 + q''\Delta|) e^{-\beta_j(|\omega_0 + q''\Delta|)}$$

$$+ \sum_{q',q''}^+ P_{q'} P_{q''} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta) G_j(\omega_0 + q'\Delta) G_j(\omega_0 + q''\Delta) e^{-\beta_j(|\omega_0 + q'\Delta|)}$$

$$+ \sum_{q',q''}^- P_{q'} P_{q''} e^{-\beta_j(|\omega_0 + q''\Delta|)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta) G_j(|\omega_0 + q'\Delta|) G_j(|\omega_0 + q''\Delta|).$$

(C5)
Following the previous discussion, we calculate the Floquet eigenmodes and eigen-energies by the eigenvalue decomposition of the covariance term is given by \( \text{Cov}(J_h, J_c) = \langle J_h J_c \rangle - \langle J_h \rangle \langle J_c \rangle \), where,

\[
\langle J_h J_c \rangle = \left. \frac{\partial^2 \lambda(\chi)}{\partial (i\chi_c) \partial (i\chi_h)} \right|_{\chi = 0} = \frac{1}{l_{00} + l_{11}} \left( \frac{\partial \gamma_{10}}{\partial (i\chi_c)} + \frac{\partial \gamma_{10}}{\partial (i\chi_h)} \right) \left|_{\chi = 0} - \frac{2}{l_{00} + l_{11}} \langle J_h \rangle \langle J_c \rangle; \right.
\]

\[
\left( \frac{\partial \gamma_{10}}{\partial (i\chi_c)} + \frac{\partial \gamma_{10}}{\partial (i\chi_h)} \right) \left|_{\chi = 0} = - \sum_{q', q''} P_{q''} P_{q''} e^{-i\beta_h(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta)G_h(\omega_0 + q'\Delta)G_c(\omega_0 + q''\Delta)
- \sum_{q', q''} P_{q''} P_{q''} e^{-i\beta_h(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta)G_h(\omega_0 + q'\Delta)G_c(\omega_0 + q''\Delta)
- \sum_{q', q''} P_{q''} P_{q''} e^{-i\beta_h(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta)G_h(\omega_0 + q'\Delta)G_c(\omega_0 + q''\Delta)
- \sum_{q', q''} P_{q''} P_{q''} e^{-i\beta_h(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta)G_h(\omega_0 + q'\Delta)G_c(\omega_0 + q''\Delta)
+ \sum_{q', q''} P_{q''} P_{q''} e^{-i\beta_h(\omega_0 + q'\Delta)} (\omega_0 + q'\Delta)(\omega_0 + q''\Delta)G_h(\omega_0 + q'\Delta)G_c(\omega_0 + q''\Delta). \quad (C6)
\]

### Appendix D: Floquet analysis for circular modulation

Here we summarise the Floquet analysis for the circular driving case. In this case, the Floquet Hamiltonian and the kick operators are given as,

\[
H_F = \left( \frac{\omega_0 - \Omega}{2} \right) \sigma_z + g \sigma_x - \frac{\Omega}{2} \mathbb{1}, \quad (D1)
\]

\[
P(t) = e^{-i\Delta t (\sigma_z + \mathbb{1})}. \quad (D2)
\]

Following the previous discussion, we calculate the Floquet eigenmodes and eigen-energies by the eigenvalue decomposition of \( H_F \): \( \sum_{j=1}^{2} \epsilon_j \langle \phi_j \rangle \langle \phi_j \rangle \).

\[
\epsilon_1 = \frac{1}{2} (-\Omega - \Omega_R), \quad \text{and} \quad \epsilon_2 = \frac{1}{2} (-\Omega + \Omega_R), \quad (D3)
\]

where, \( \Delta = \omega_0 - \Omega \), and \( \Omega_R = \sqrt{\Delta^2 + 4q^2} \). Now the corresponding eigenvectors are given by,

\[
|\phi_1 \rangle = \cos \theta |0 \rangle - \sin \theta |1 \rangle, \quad |\phi_2 \rangle = \sin \theta |0 \rangle + \cos \theta |1 \rangle, \quad (D4)
\]

where, \( \sigma_z |0 \rangle = - |0 \rangle \), \( \sigma_z |1 \rangle = |1 \rangle \), and \( \tan 2\theta = \frac{\Delta}{\Omega_R} \). As, \( |\phi_j (t) \rangle = P(t) |\phi_j \rangle \), we get,

\[
|\phi_1 (t) \rangle = \cos \theta |0 \rangle - e^{-i\Delta t} \sin \theta |1 \rangle, \quad (D5)
\]

\[
|\phi_2 (t) \rangle = \sin \theta |0 \rangle + e^{-i\Delta t} \cos \theta |1 \rangle \quad (D6)
\]
With above relations we calculate $S_{kj}^0$.

$$S_{kj}^0 = 0, \quad S_{11}^1 = S_{11}^{-1} = -\frac{\sin 2\theta}{2}, \quad S_{22}^{-1} = S_{22} = \frac{\sin 2\theta}{2},$$

$$S_{12} = \frac{1}{2}(\cos 2\theta - 1), \quad S_{12}^{-1} = \frac{1}{2}(\cos 2\theta + 1),$$

$$S_{21} = \frac{1}{2}(\cos 2\theta + 1), \quad S_{21}^{-1} = \frac{1}{2}(\cos 2\theta - 1)$$

(D7)

Fourier coefficients other than $\alpha = \pm 1$ are zero.
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