Dispersion Interactions between Neutral Atoms and the Quantum Electrodynamical Vacuum
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Abstract: Dispersion interactions are long-range interactions between neutral ground-state atoms or molecules, or polarizable bodies in general, due to their common interaction with the quantum electromagnetic field. They arise from the exchange of virtual photons between the atoms, and, in the case of three or more atoms, are not additive. In this review, after having introduced the relevant coupling schemes and effective Hamiltonians, as well as properties of the vacuum fluctuations, we outline the main properties of dispersion interactions, both in the nonretarded (van der Waals) and retarded (Casimir–Polder) regime. We then discuss their deep relation with the existence of the vacuum fluctuations of the electromagnetic field and vacuum energy. We describe some transparent physical models of two- and three-body dispersion interactions, based on dressed vacuum field energy densities and spatial field correlations, which stress their deep connection with vacuum fluctuations and vacuum energy. These models give a clear insight of the physical origin of dispersion interactions, and also provide useful computational tools for their evaluation. We show that this aspect is particularly relevant in more complicated situations, for example when macroscopic boundaries are present. We also review recent results on dispersion interactions for atoms moving with noninertial motions and the strict relation with the Unruh effect, and on resonance interactions between entangled identical atoms in uniformly accelerated motion.
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1. Introduction

Van der Waals and Casimir–Polder dispersion interactions are long-range interactions between two or more neutral atoms or molecules in the vacuum space, arising from their common interaction with the quantum electromagnetic field [1–3]. A related effect is the atom–surface Casimir–Polder force between a neutral atom and a conducting or dielectric surface [4]. A complete description of such interactions requires a quantum description of both matter and radiation. These forces are non additive, that is, the interaction between three on more atoms is not simply the sum of pairwise interactions; non-additive terms are present, involving coordinates of all atoms [5–7]. Nonadditive contributions are usually small for dilute systems, but they can become relevant for dense systems [8,9]. In this paper, we review some properties of two- and three-body dispersion interactions between neutral atoms, both in the nonretarded (van der Waals) and in the retarded (Casimir–Polder) regime, and recent advances in this subject. We will give a particular emphasis on physical models stressing their relation with the zero-point fluctuations of the electromagnetic radiation field and vacuum energy. We will also briefly review some recent results for atoms in an excited state and when a boundary condition such as a conducting plane boundary is present, as well as dispersion and resonance interactions for atoms in noninertial motion. All of these results show that zero-point field fluctuations, and their
change consequent to the presence of macroscopic magnetodielectric bodies or to a noninertial motion, can be probed through dispersion forces on atoms or, in general, polarizable bodies. This review mainly deals with two- and three-body dispersion interactions between atoms, in several physical situations, and their physical origin in terms of the zero-point fluctuations of the electromagnetic field; other relevant aspects of dispersion interactions, for example the effect of magnetodielectric bodies on these interactions in the framework of macroscopic quantum electrodynamics, have been reviewed in [10,11].

This review is organized as follows. In Section 2, we introduce the minimal and multipolar atom-field coupling schemes, which will be used to calculate the dispersion interactions. In Section 3, we derive effective Hamiltonians that allow considerable simplification of the calculations, in particular for three- and many-body dispersion interactions, or in the presence of macroscopic boundaries. Section 4 is dedicated to a brief discussion of the vacuum fluctuations, and vacuum energy densities, of the quantum electromagnetic field. Section 5 deals with the two-body van der Waals and Casimir–Polder dispersion interactions, while Section 6 is dedicated to three-body forces. In Section 7, two- and three-body dispersion interactions are discussed in detail, in relation to physical models of dispersion forces based on dressed vacuum field energy densities, and on bare and dressed vacuum field spatial correlations. In Section 8, these results will be extended to the case in which a reflecting boundary is present. Finally, in Section 9, dispersion and resonance interactions between atoms in noninertial motion are discussed, as well as recent proposals to exploit these interactions as an indirect signature of the Unruh effect. Section 10 is devoted to our final remarks.

2. Atom-Field Interaction Hamiltonian: Minimal and Multipolar Coupling

In nonrelativistic quantum electrodynamics, the (transverse) vector potential field operator, using Gauss units, is given by [12,13]

\[
A(r, t) = \sum_{k, \lambda} \sqrt{\frac{2\pi\hbar c^2}{\omega_k V}} \hat{\epsilon}_{\lambda}(k) \left( a_{k\lambda}(t) e^{ikr} + a_{k\lambda}^+(t) e^{-ikr} \right),
\]

where we have used the Coulomb gauge, \( \nabla \cdot A(r, t) = 0 \), the polarization unit vectors \( \hat{\epsilon}_{\lambda} \) (\( \lambda = 1, 2 \)) are assumed real, \( \omega_k = ck \) in the vacuum space, \( V \) is the quantization volume, and \( a_{k\lambda} \) and \( a_{k\lambda}^+ \) are respectively annihilation and creation operators satisfying the usual bosonic commutation rules. Due to the Coulomb gauge condition \( \nabla \cdot A = 0 \), we have \( k \cdot \hat{\epsilon}_{\lambda} = 0 \) for all \( k \). The transverse electric field and the magnetic field are given by

\[
\begin{align*}
E_\perp(r, t) &= -\frac{1}{c} A(r, t) = i \sum_{k, \lambda} \sqrt{\frac{2\pi\hbar c^2}{\omega_k V}} \hat{\epsilon}_{\lambda}(k) \left( a_{k\lambda}(t) e^{ikr} - a_{k\lambda}^+(t) e^{-ikr} \right), \\
B(r, t) &= \nabla \times A(r, t) = i \sum_{k, \lambda} \sqrt{\frac{2\pi\hbar c^2}{\omega_k V}} k \times \hat{\epsilon}_{\lambda}(k) \left( a_{k\lambda}(t) e^{ikr} - a_{k\lambda}^+(t) e^{-ikr} \right),
\end{align*}
\]

where the subscript \( \perp \) indicates the transverse part. The vacuum state is defined by \( a_{k\lambda} | \{ 0_{k\lambda} \} \rangle = 0 \), for all \( (k\lambda) \). In the presence of boundaries or macroscopic bodies, appropriate boundary conditions must be set on the field operators, and the dispersion relation can change too (in a photonic crystal, for example). The vacuum state is thus strongly dependent on the presence of microscopic or macroscopic matter.

The Hamiltonian of the free field is

\[
H_F = \frac{1}{8\pi} \int_V \mathcal{d}^3r \left[ E_\perp^2(r) + B^2(r) \right] = \sum_{k, \lambda} \hbar \omega_k \left( a_{k\lambda}^+ a_{k\lambda} + \frac{1}{2} \right).
\]

In the presence of neutral atoms, the total Hamiltonian is the sum of three terms, \( H_F, H_{\text{atoms}} \) and \( H_I \), respectively the field, atomic and interaction Hamiltonians. In order to obtain the full Hamiltonian.
and discuss different matter–radiation coupling schemes, we start with the Lagrangian formalism in the Coulomb gauge. The generalized coordinates are the coordinates $r_\xi$ of the charged particles (the subscript $\xi$ indicates the particles present), the vector potential $\mathbf{A}(r, t)$ and the scalar potential $\phi(r, t)$. In the Coulomb gauge, only the vector potential is second-quantized, while the scalar potential is described as a classical function. The Helmholtz theorem allows a unique separation, with given boundary conditions at infinity, of the electric field $\mathbf{E}(r, t)$ in a transverse (solenoidal) part $\mathbf{E}_\perp(r, t)$, with $\nabla \cdot \mathbf{E}(r, t) = 0$, and a longitudinal (irrotational) part $\mathbf{E}_\parallel(r, t)$, with $\nabla \times \mathbf{E}_\parallel(r, t) = 0$,

$$\mathbf{E}(r, t) = \mathbf{E}_\perp(r, t) + \mathbf{E}_\parallel(r, t); \quad \mathbf{E}_\parallel(r, t) = -\nabla \phi(r, t); \quad \mathbf{E}_\perp(r, t) = -\frac{1}{c} \mathbf{A}(r, t). \quad (5)$$

The magnetic field is completely transverse, due to the Maxwell’s equation $\nabla \cdot \mathbf{B}(r, t) = 0$.

For point particles with electric charge $q_\xi$, position $r_\xi$ and mass $m_\xi$, we define the charge and current densities

$$\rho(r, t) = \sum_\xi q_\xi \delta(\mathbf{r} - \mathbf{r}_\xi); \quad \mathbf{j}(r, t) = \sum_\xi q_\xi \mathbf{v}_\xi \delta(\mathbf{r} - \mathbf{r}_\xi). \quad (6)$$

The current density can be separated in its transverse and longitudinal parts, $\mathbf{j}(r, t) = \mathbf{j}_\perp(r, t) + \mathbf{j}_\parallel(r, t)$.

The Lagrangian of the coupled system is [13–15]

$$L_{\text{min}}^{\text{min}}(\mathbf{r}_\xi, \mathbf{A}, \phi) = \int d^3r L_{\text{min}}^{\text{min}}(r) = \sum_\xi \frac{1}{2} m_\xi \mathbf{v}_\xi^2 + \frac{1}{8 \pi} \int d^3r \left( \frac{1}{c^2} \mathbf{A}^2(r) - (\nabla \times \mathbf{A}(r))^2 \right)$$

$$+ \frac{1}{8 \pi} \int d^3r \left| \nabla \phi(r) \right|^2 - \int d^3r \rho(r) \phi(r) + \frac{1}{c} \int d^3r \mathbf{j}_\parallel(r) \cdot \mathbf{A}(r), \quad (7)$$

where $L_{\text{min}}^{\text{min}}(r)$ indicates the Lagrangian density. The last two terms in the second line of Equation (7) give the matter-field interaction. This Lagrangian yields the correct Maxwell-Lorentz equations of motion. It defines the so-called minimal coupling scheme. The momenta conjugate to $r_\xi$ and $\mathbf{A}(r)$ are

$$p_{\xi}^{\text{min}} = \frac{\partial L_{\text{min}}^{\text{min}}}{\partial \mathbf{v}_\xi} = m_\xi \mathbf{v}_\xi + \frac{q_\xi}{c} \mathbf{A}(r_\xi), \quad \Pi_{\text{min}}^{\text{min}}(r) = \frac{\partial L_{\text{min}}^{\text{min}}}{\partial \mathbf{A}} = -\frac{1}{4\pi c^2} \mathbf{A}(r) = -\frac{1}{4\pi c} \mathbf{E}_\perp(r), \quad (8)$$

while the momentum conjugate to the scalar potential $\phi(r, t)$ vanishes.

We can now obtain the Hamiltonian of the interacting system in the Coulomb gauge

$$H_{\text{min}}^{\text{min}}(\mathbf{r}_\xi, \mathbf{A}, p_{\xi}^{\text{min}}, \Pi_{\text{min}}^{\text{min}}) = \sum_\xi p_{\xi}^{\text{min}} \cdot \mathbf{v}_\xi + \int d^3r \Pi_{\text{min}}^{\text{min}}(r) \cdot \mathbf{A}(r) - L_{\text{min}}^{\text{min}}$$

$$= \sum_\xi \frac{1}{2m_\xi} \left( p_{\xi}^{\text{min}} - \frac{q_\xi}{c} \mathbf{A}(r_\xi) \right)^2 + \frac{1}{8 \pi} \int d^3r \left( \left(4\pi c^2(\Pi_{\text{min}}^{\text{min}}(r))^2 + (\nabla \times \mathbf{A}(r))^2 \right) + \int d^3r \left| \nabla \phi(r) \right|^2 \right). \quad (9)$$

The last term includes all electrostatic (longitudinal) interactions: in the case of neutral atoms, they are the interactions between the atomic nucleus and the electrons of the same atom, eventually included in the Hamiltonians of the single atoms, as well as electrostatic (dipole–dipole, for example) interactions between different atoms, yielding nonretarded London–van der Waals forces [15,16]. Thus, in the minimal coupling scheme, electromagnetic interactions between atoms are mediated by both longitudinal and transverse fields.

In the case of two neutral one-electron atoms, $A$ and $B$, respectively located at the fixed positions $\mathbf{r}_A$ and $\mathbf{r}_B$, and within dipole approximation, Equation (9), using Equation (8), assumes the following form [13,15]:

$$H_{\text{min}}^{\text{min}} = H_{A}^{\text{min}} + H_{B}^{\text{min}} + H_{F}^{\text{min}} + H_{I}^{\text{min}} + H_{I}^{dd}, \quad (10)$$
where $H_{\text{A}}^{\text{min}}$ and $H_{\text{B}}^{\text{min}}$ are respectively the Hamiltonian of atoms A and B, $H_{\text{F}}^{\text{min}}$ is the free transverse field Hamiltonian

$$H_{\text{F}}^{\text{min}} = \frac{1}{8\pi} \int d^3r \left( E_\perp^2(r) + B^2(r) \right),$$

and $H_{\text{I}}^{\text{min}}$ and $H_{\text{I}}^{\text{dd}}$ are, respectively, the interaction terms of the two atoms with the transverse field and the electrostatic dipole–dipole interaction between the atoms. They are given by

$$H_{\text{I}}^{\text{min}} = \sum_{\xi=A,B} \left( \frac{e}{mc} p_\xi \cdot A(r_\xi) + \frac{e^2}{2mc^2} A^2(r_\xi) \right),$$

$$H_{\text{I}}^{\text{dd}} = \frac{1}{R^3} \left( \mu_A \cdot \mu_B - 3(\mu_A \cdot \hat{R})(\mu_B \cdot \hat{R}) \right),$$

where $-e$ is the electron charge, $\mu_A = -er_A$ and $\mu_B = -er_B$ are respectively the dipole moment operators of atoms A and B, and $R$ is the distance between the two atoms. Extension to more-electrons atoms, and to the case of three or more atoms, is straightforward.

A different and useful form of the matter–radiation interaction can be obtained by exploiting gauge invariance; it is the so-called multipolar coupling scheme, and it is more convenient than the minimal-coupling one in evaluating radiation-mediated interactions between neutral atoms [14,17–20]. The advantage of the multipolar coupling scheme is that the interaction is expressed in terms of the transverse displacement field, and not the vector potential, and that the electrostatic interaction between the atoms is embedded in the coupling with the transverse fields. This in general allows considerable simplification of the calculations and a clear physical picture. The passage from the minimal to the multipolar coupling scheme can be obtained in two different, and equivalent, ways: by adding a total time-derivative to the Lagrangian or through a unitary transformation on the Hamiltonian [14,17–19,21–23]. In view of the relevance to dispersion interactions, we will now briefly outline this procedure, within dipole approximation.

We first introduce the atomic polarisation operator, in electric dipole approximation, assuming that the (multi-electron) atoms are well separated, i.e., their distance is much larger that the Bohr’s radius, the longitudinal field of the bound charges in the atoms can be expressed as

$$E_\parallel(r) = -\nabla \phi(r) = -4\pi P_\parallel(r),$$

where $P_\parallel(r)$ is the longitudinal part of the polarization operator, $P(r) = P_\perp(r) + P_\parallel(r)$. In addition, in the electric dipole approximation,

$$j(r,t) = \hat{P}(r,t).$$

The new Lagrangian, where a total time-derivative has been added to (7), is given by

$$L^{\text{mult}} = \int d^3r L^{\text{mult}}(r) = L^{\text{min}} - \frac{1}{\xi} \frac{d}{dt} \int d^3r P(r) \cdot A(r),$$

$$= \sum_\xi \frac{1}{2} m_\xi r_\xi^2 + \frac{1}{8\pi} \int d^3r \left( \frac{1}{\xi} A^2(r) - (\nabla \times A(r))^2 \right) + \frac{1}{8\pi} \int d^3r |\nabla \phi(r)|^2 - \int d^3r \phi(r) \phi(r) - \frac{1}{\xi} \int d^3r P_\perp(r) \cdot A(r),$$

where $L^{\text{mult}}(r)$ is the new Lagrangian density, and we have used Equations (9) and (15). The subscript $\xi$ identifies the (point-like) atoms located at position $r_\xi$. The new conjugate momenta are
\[ \mathbf{P}^{\text{mult}}_i = \frac{\partial L^{\text{mult}}}{\partial \dot{r}^i} = m_i \dot{r}^i, \]

\[ \Pi^{\text{mult}}(\mathbf{r}) = \frac{\partial L^{\text{mult}}}{\partial \dot{A}} = \frac{1}{4\pi\varepsilon_0} \dot{\mathbf{A}}(\mathbf{r}) - \frac{1}{\varepsilon_0} \mathbf{P}_\perp(\mathbf{r}) = -\frac{1}{4\pi\varepsilon_0} \mathbf{D}_\perp(\mathbf{r}), \quad (18) \]

where \( \mathbf{D}_\perp(\mathbf{r}) \) is the transverse part of the electric displacement field \( \mathbf{D}(\mathbf{r}) = \mathbf{E}(\mathbf{r}) + 4\pi \mathbf{P}(\mathbf{r}) \). Comparison of (18) with (8) shows that the momenta conjugate to the generalized coordinates, on which canonical commutation relations are imposed in the quantization procedure, are different in the two coupling schemes. In the multipolar coupling, the momentum conjugate to the vector potential has a contribution from the atomic polarization vector.

From the Lagrangian (17), and using (18), we obtain the Hamiltonian in the multipolar scheme within the dipole approximation,

\[ H^{\text{mult}}(t, \mathbf{P}^{\text{mult}}_i, \mathbf{A}, \Pi^{\text{mult}}) = \sum_i \mathbf{P}^{\text{mult}}_i \cdot \dot{r}_i + \int d^3r \Pi^{\text{mult}}(\mathbf{r}) \cdot \mathbf{A}(\mathbf{r}) - L^{\text{mult}} \]

\[ = \sum_i \left( \frac{1}{2m_i} \sum_k (\mathbf{P}^{\text{mult}}_k)^2 + V_i \right) + \frac{1}{8\pi} \int d^3r \left( \mathbf{D}^2_\perp(r) + (\nabla \times \mathbf{A}(r))^2 \right) \]

\[ - \sum_i \mathbf{u}_i \cdot \mathbf{D}_\perp(\mathbf{r}_i) + 2\pi \sum_i \int d^3r | \mathbf{P}_\perp(\mathbf{r}) |^2, \quad (19) \]

where \( V_i \) contains the electrostatic nucleus–electrons interaction of each atom. The term containing the integral of \( \mathbf{D}^2_\perp(r) \) (the squared transverse polarization vector of atom \( i \)) contributes only to single-atom self-interactions, and does not contribute to the interatomic interactions we will deal with in the next sections. Using the Hamiltonian (19), all interatomic interactions are mediated by the transverse field only, without electrostatic interatomic terms.

The passage from the minimal to the multipolar coupling scheme can be equivalently accomplished through a unitary transformation, the so-called Power–Zienau–Woolley transformation, given by [14,15,17–19,21,24]

\[ S = \exp \left( \frac{i}{\hbar} \int d^3r \mathbf{P}_\perp(\mathbf{r}) \cdot \mathbf{A}(\mathbf{r}) \right). \quad (20) \]

The action of this transformation on the transverse electric field operator is

\[ S^{-1} \mathbf{E}_\perp(\mathbf{r}) S = \mathbf{E}_\perp(\mathbf{r}) + 4\pi \mathbf{P}_\perp(\mathbf{r}) = \mathbf{D}_\perp(\mathbf{r}), \quad (21) \]

where the equal-time commutator between the transverse electric field and the vector potential has been used

\[ [A_i(\mathbf{r}, t), E_{\perp j}(\mathbf{r}', t)] = -4\pi ic \delta^{ij}_\parallel \delta_{\parallel} \mathbf{r} - \mathbf{r}', \quad (22) \]

which can be obtained from the expressions (1) and (2) of the field operators, and where \( \delta^{ij}_\parallel(\mathbf{r}) \) is the transverse Dirac delta function. Transverse and longitudinal Dirac delta functions, which allow for extracting the transverse and longitudinal parts of a vector field, are defined as

\[ \delta^{ij}_\parallel(\mathbf{r}) = \frac{1}{(2\pi)^3} \int d^3k \delta^{ij}_{\parallel}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}}, \]

\[ \delta^{ij}_\parallel(\mathbf{r}) = \frac{1}{(2\pi)^3} \int d^3k \left( \delta^{ij}_{\parallel} - \hat{k}_i \hat{k}_j \right) e^{i\mathbf{k} \cdot \mathbf{r}}. \quad (23) \]

In addition,

\[ \delta_{\parallel}(\mathbf{r}) = \delta^{ij}_\parallel(\mathbf{r}) + \delta_{\parallel}^{ij}(\mathbf{r}). \quad (24) \]

When comparing the expressions of the minimal coupling Hamiltonian (9) with the multipolar coupling Hamiltonian (19), some important considerations are in order. As already mentioned,
in the multipolar scheme, the momentum field conjugate to the vector potential, the transverse
displacement field, is different than that in the minimal coupling scheme (i.e., the transverse electric
field). When these Hamiltonians are quantized, the photons in the two schemes are thus different
objects. In addition, in the multipolar scheme, the transverse displacement field and the magnetic field
appear in the multipolar field Hamiltonian, while the minimal free-field Hamiltonian is expressed in
terms of the transverse electric field and the magnetic field. Finally, only the transverse displacement
field appears in the interaction Hamiltonian, as shown in Equation (19); no electrostatic interactions
are present in the interaction term, contrarily to minimal coupling case (10). When the multipolar
Hamiltonian is used, all interactions among atoms are mediated by the quantized transverse fields
only, and this makes the multipolar coupling scheme much more convenient for calculating dispersion
and resonance interactions between atoms. Another important advantage of the multipolar scheme
is that the transverse displacement field $D_\perp(r)$ is fully retarded, contrarily to the transverse electric
field $E_\perp(r)$, that, as it is well known, contains a non-retarded part [18,25]. This is also evident from the
fact that

$$D_\perp(r) = E_\perp(r) + 4\pi P_\perp(r) = E_\perp(r) + 4\pi P(r) - 4\pi P_\parallel(r) = E_\perp(r) + E_\parallel(r) + 4\pi P(r)$$

where we have used Equation (15). Taking into account Equation (14), at points $r$ different from the
positions $r_\ell$ of the (point-like) atoms, we have

$$D_\perp(r) = E(r) \quad (r \neq r_\ell). \quad (26)$$

In other words, the transverse displacement field in all points of space but the atomic positions
coincides with the total (transverse plus longitudinal) electric field, which is a retarded field. This is
particularly relevant when issues related to field propagation and causality are considered [25–27].

### 3. Effective Hamiltonians

Dispersion interactions between two atoms (van der Waals and Casimir–Polder) are effects
starting at fourth order in the radiation-matter coupling, and three-body dispersion interactions start
at sixth-order [24,28–31]. Application of fourth- or higher-order perturbation theory yields a large
number of diagrams, and considerable amount of calculations. It is therefore desirable obtaining
an effective Hamiltonian that could simplify calculations, reducing the number of diagrams. In this
section, we introduce an effective Hamiltonian, with an interaction term quadratic in the atom-field
coupling (i.e., the electric charge), which thus allows to halve the perturbative order necessary to
evaluate dispersion interactions. For instance, it allows for evaluating the two-body dispersion
potential through a second-order calculation and the non-additive three-body potential through a
third-order calculation, in the case of ground-state atoms or molecules. This effective Hamiltonian is
expressed in terms of the dynamical polarizability of the atoms.

We start with the multipolar Hamiltonian (19), considering for simplicity only one atom $(A)$,
and neglecting the term quadratic in the atomic transverse polarization vector, which does not play any
role for the considerations that follow. Our Hamiltonian is thus $H = H_A + H_F - \mu_A \cdot D_\perp(r_A)$, where
$r_A$ is the position of the atom. We now perform the following transformation on the Hamiltonian

$$H_{\text{new}} = e^{iQ}He^{-iQ} = H_A + H_F - \mu_A \cdot D_\perp(r) + i[Q, H_A + H_F] - \frac{1}{2}[Q, [Q, H_A + H_F]]$$

where we have used the Baker–Hausdorff relation, and the operator $Q$ is chosen in such a way to
eliminate the term linear in the coupling, that is,
\[ i[Q, H_A + H_F] = \mu_A \cdot D_{\perp}(r_A). \] (28)

This condition allows for obtaining the generic matrix elements of \( Q \) between atom+field states, except on the energy shell where they are undefined. Substitution of (28) into (27) finally yields an effective Hamiltonian that is quadratic in the electric charge because the linear terms have been eliminated by the transformation. For ground-state atoms with random orientations, the effective Hamiltonian has an interaction term of the following form [32,33]

\[
H_{\text{int}} = -\frac{1}{2} \sum_{k\lambda} \alpha_A(k) D_{\perp}(k\lambda, r_A) \cdot D_{\perp}(r_A),
\] (29)

where \( D_{\perp}(k\lambda, r) \) are the Fourier components of the transverse displacement field, \( D_{\perp}(r) = \sum_{k\lambda} D_{\perp}(k\lambda, r) \), and

\[
\alpha_A(k) = \frac{2}{3} \sum_m \frac{E_{mg} |\mu_A^{mg}|^2}{E_{mg}^2 - \hbar^2 c^2 k^2}.
\] (30)

is the dynamical polarizability of the isotropic atom. In Equation (30), \( g \) indicates the ground state of the atom with energy \( E_g \), \( m \) a generic atomic state with energy \( E_m \). In addition, \( E_{mg} = E_m - E_g \), and \( \mu_A^{mg} \) are matrix elements of the dipole moment operator between states \( m \) and \( g \).

The effective Hamiltonian (29) has a clear classical-type interpretation: any \((k\lambda)\) component of the field induces a dipole moment in the atom with Fourier components determined by its dynamical polarizability \( \alpha_A(k) \) at the frequency \( c k \) (linear response); this induced dipole moment, then, interacts with the field at the atom’s position (the factor 1/2 in (29) appears because it is an interaction energy between induced, and not permanent, dipoles).

If all relevant field modes have a frequency \( \omega_k = c k \) much smaller than the relevant atomic transition frequencies, that is, \( c k \ll E_{mg}/\hbar \) in (29), after taking into account the expression (30), we can replace the dynamical polarizability with the static one, \( \alpha_A = \alpha_A(0) \), obtaining the so-called Craig–Power effective Hamiltonian [34]

\[
H_{\text{int}} = -\frac{1}{2} \alpha_A D_{\perp}^2(r_A).
\] (31)

The effective Hamiltonian (31) is valid whenever only low-frequency field modes are relevant, for example in the case of dispersion interactions between ground-state atoms in the far zone (retarded Casimir–Polder regime). In the case of two or more atoms, the effective interaction term in the Hamiltonian is simply the sum of those relative to the single atoms [32]. An important point for some following considerations in this review is that Equation (31) shows that, taking also into account (26), the interaction energy with a polarizable body, in the appropriate limits, involves the total electric field. This is true when the effective interaction term can be represented by its static polarizability, that is, when all relevant field modes have frequencies lower than relevant atomic transition frequencies, allowing us to probe the electric field energy density \( E^2(r)/8\pi \), through the far-zone retarded Casimir–Polder interaction energy. A similar consideration holds for the magnetic energy density too. This will be an essential point for our following discussion in Section 7.1 on the relation between retarded Casimir–Polder interactions and vacuum field energies and fluctuations.

4. Vacuum Fluctuations

A striking consequence of the quantum theory of the electromagnetic field is the existence of zero-point field fluctuations. In the ground state of the field, where the number of photons is zero, the electric and magnetic field have quantum fluctuations around their average value zero [2]. This means that

\[
\langle \{0_{k\lambda}\} | E^2_{\perp}(r, t) | \{0_{k\lambda}\} \rangle \neq 0; \quad \langle 0 | B^2(r, t) | \{0_{k\lambda}\} \rangle \neq 0,
\] (32)
while $\langle \{0_{k\lambda}\} \mid E_{\pm}(r, t) \mid \{0_{k\lambda}\} \rangle = \langle \{0_{k\lambda}\} \mid B(r, t) \mid \{0_{k\lambda}\} \rangle = 0$, where $\{0_{k\lambda}\}$ indicates the vacuum state of the field. Field fluctuations are directly related to the field energy density, of course. In addition, we have

$$\langle \{0_{k\lambda}\} \mid \int d^3r \left[ E_{\pm}^2(r) + B^2(r) \right] \mid \{0_{k\lambda}\} \rangle = \sum_{k\lambda} \frac{1}{2} \hbar \omega_k. \quad (33)$$

Electric and magnetic zero-point fluctuations are a direct consequence of the non-commutativity, at equal time, of specific components of the transverse electric and magnetic field operators, given by

$$[E_{\pm m}(r, t), B_n(r', t)] = -4\pi i\hbar \epsilon_{mnl} \frac{\partial}{\partial r} \delta(r - r'), \quad (34)$$

where $\epsilon_{mnl}$ is the totally antisymmetric symbol, and the Einstein convention of repeated symbols has been used. Equation (34) can be directly obtained from the expressions (2) and (3) of the field operators.

The strength of these fluctuations, and the related field energy densities, depends on the contributions of all field modes, and thus it depends on the presence of boundary conditions, magnetodielectric bodies or matter in general. Zero-point field fluctuations are infinite and, in the unbounded space, spatially uniform. In deriving the specific expressions of (32), a sum over all allowed field modes is involved and, as mentioned, the allowed modes and the dispersion relation depend on the presence of boundaries, for example metallic or magnetodielectric bodies or even single atoms or molecules, or a structured environment. Although vacuum fluctuations diverge, their difference for two different configurations of the boundaries is usually finite, and this leads to the Casimir effect, which is a tiny force between two neutral macroscopic bodies (two parallel conducting plates, in the original formulation of the effect), which has no classical analogue [2,35]. In other words, the zero-point energy is boundary-conditions-dependent, and can be varied by changing the boundary conditions. The presence of atoms or molecules also changes the vacuum electric and magnetic energy density, and we will see in the next sections that this is deeply related to van der Waals and Casimir–Polder forces between neutral atoms, or between atoms and macroscopic objects. This point gives clear insights on the physical origin of such forces of a pure quantum origin.

Another relevant property of zero-point field fluctuations, strictly related to Casimir–Polder interactions, is their spatial correlation. Using expression (2) of the transverse electric field operator, the equal-time spatial correlation function for the $(k\lambda)$ component of the free transverse electric field is

$$\langle \{0_{k\lambda}\} \mid E_{\pm i}(k\lambda, r', t)E_{\pm j}(k\lambda', r'', t) \mid \{0_{k\lambda}\} \rangle = \frac{2\pi \hbar c}{V} \langle \hat{e}_{k\lambda} \rangle_i \langle \hat{e}_{k\lambda'} \rangle_j \epsilon^{ikr} \delta_{k\lambda i} \delta_{k\lambda' j}, \quad (35)$$

where $r = r' - r''$ and the subscripts $i, j$ indicate Cartesian components. The equal-time spatial correlation of the electric field is [26]

$$\langle \{0_{k\lambda}\} \mid E_{\pm i}(r', t)E_{\pm j}(r'', t) \mid \{0_{k\lambda}\} \rangle = \frac{\hbar c}{4\pi^2} \int_0^\infty dk \int d\Omega \left( \delta_{ij} - \hat{k}_i \hat{k}_j \right) e^{ikr}$$

$$= -\frac{\hbar c}{4\pi^2} \left( \delta_{ij} \nabla^2 - \nabla_i \nabla_j \right) i \int_0^\infty dk \int d\Omega e^{ikr} = -\frac{4\hbar c}{\pi} \left( \delta_{ij} - 2\delta_i \delta_j \right) \frac{1}{r^4}, \quad (36)$$

where the differential operators in (36) act on $r$, and the sum over polarizations has been carried out by using

$$\sum_{\lambda} \langle \hat{e}_{k\lambda} \rangle_i \langle \hat{e}_{k\lambda} \rangle_j = \delta_{ij} - \hat{k}_i \hat{k}_j, \quad (37)$$

and we have also used $\int d\Omega e^{ikr} = 4\pi \sin(kr)/(kr)$. Equation (36) shows that vacuum fluctuations of the electric field have an equal-time spatial correlation scaling with the distance as $r^{-4}$; as we will discuss in more detail later on, this implies that vacuum fluctuations are able to induce and correlate dipole moments in distant atoms, and this eventually leads to their Casimir–Polder interaction energy [36].

Field fluctuations and vacuum energy densities can be modified by the presence of matter—for example, a metallic or dielectric boundary (they also change in the presence of single atoms or
molecules, as we will discuss in Section 7). In such cases, they depend on the position, contrarily to the unbounded-space case, where they are uniform in space.

In the case of perfectly conducting boundaries, appropriate boundary conditions must be set on the field operators at the boundaries’ surface, and the electric and magnetic free field operators assume the form [2,37]

\[
E_\perp(r) = \sum_{k\lambda} E_\perp(k\lambda, r) = i \sum_{k\lambda} \sqrt{\frac{2\pi \hbar \omega}{V}} f(k\lambda, r) \left( a_{k\lambda} - a_{k\lambda}^\dagger \right),
\]

\[
B(r) = \sum_{k\lambda} B(k\lambda, r) = i \sum_{k\lambda} \sqrt{\frac{2\pi \hbar c^2}{\omega k}} \nabla \times f(k\lambda, r) \left( a_{k\lambda} - a_{k\lambda}^\dagger \right),
\]

where \(f(k\lambda, r)\) are mode functions, assumed real, which take into account the boundaries present. For an infinite perfectly conducting plate located in the plane \(z = 0\), renormalized electric and magnetic energy densities (that is after subtraction of the densities found in the unbounded space) are

\[
\frac{1}{8\pi} \langle \{0_{k\lambda}\} | E^2(z) | \{0_{k\lambda}\} \rangle_{\text{ren}} = \frac{1}{8\pi} \langle \{0_{k\lambda}\} | E^2(z) | \{0_{k\lambda}\} \rangle_{\text{plate}} - \frac{1}{8\pi} \langle \{0_{k\lambda}\} | E^2(z) | \{0_{k\lambda}\} \rangle_{\text{vac}}
\]

\[
= \frac{3hc}{32\pi^2z^4},
\]

\[
\frac{1}{8\pi} \langle \{0_{k\lambda}\} | B^2(z) | \{0_{k\lambda}\} \rangle_{\text{ren}} = \frac{1}{8\pi} \langle \{0_{k\lambda}\} | B^2(z) | \{0_{k\lambda}\} \rangle_{\text{plate}} - \frac{1}{8\pi} \langle \{0_{k\lambda}\} | B^2(z) | \{0_{k\lambda}\} \rangle_{\text{vac}}
\]

\[
= -\frac{3hc}{32\pi^2z^4},
\]

where \(z\) is the distance from the plate [38]. Equations (40) and (41) show that the presence of the (perfectly conducting) boundary decreases the electric zero-point energy density in all space, while it increases the magnetic one. In Section 7.1, we will show that something similar occurs in the space around an electric dipolar source of the electromagnetic field. In the expressions above, the renormalized field energy densities diverges at the surface of the conducting plate, \(z = 0\). This is due to the unrealistic assumption of a perfectly conducting boundary with a fixed position in space; it has been shown that these divergences can be cured by assuming a fluctuating position of the plate [38], or introducing an appropriate cut-off to simulate a non-ideal metal boundary [39,40], thus allowing to investigate the structure of field fluctuations in the very vicinity of the boundary [39]. Field fluctuations near a conducting boundary that is allowed to move, with its translational degrees of freedom treated quantum mechanically and thus, with quantum fluctuations of its position, have been recently considered for both the scalar and the electromagnetic field, also in relation with the surface divergences of energy densities and field fluctuations [41–43].

In the next sections, we will discuss how vacuum energy densities, and their space dependence in the presence of matter are strictly related to van der Waals and Casimir–Polder interactions between atoms and to the atom–surface Casimir–Polder interaction. These considerations will allow us to get a clear physical interpretation of such pure quantum interactions, as well as useful tools to evaluate them in different situations.

5. The Van Der Waals and Casimir–Polder Dispersion Interaction between Two Neutral Ground-State Atoms

Let us consider two ground-state neutral atoms, A and B, located at \(r_A\) and \(r_B\) respectively, and be \(r = r_B - r_A\) their distance. We assume that the atoms are in the vacuum space at zero temperature, and at a distance such that there is no overlap between their electronic wavefunctions. We describe their interaction with the quantum electromagnetic field in the multipolar coupling scheme. From Equation (19), the Hamiltonian of the system in the multipolar coupling scheme is
where $H_A$ and $H_B$ are respectively the Hamiltonians of atoms A and B, and $E(r)$ indicates the transverse displacement field operator (coinciding, outside the atoms, with the electric field operator, as shown by Equation (26)), and we have disregarded the term proportional to $P_z^2(r)$, which does not affect interatomic interaction energies. The unperturbed ground state is $|g_A g_B, \{0_{kA}\}\rangle$, where $g_A$ and $g_B$ respectively indicate the ground state of atoms A and B, and $|\{0_{kA}\}\rangle$ is the photon vacuum state. This state is not an eigenstate of the total Hamiltonian $H$, due to the matter–radiation interaction Hamiltonian. Thus, there is an energy shift of the bare ground state due to the interaction Hamiltonian. Evaluating this energy shift by perturbation theory, it is easily found that the second-order energy shift gives only individual single-atom shifts (the Lamb shift, after mass renormalization), not depending on the distance between the atoms. The first term yielding an interatomic-distance-dependent contribution is at fourth order in the matter–radiation coupling. It is given by

$$
\Delta E_4 = -\sum_{I,II,III} \frac{\langle g_A g_B, \{0_{kA}\} | H_I | III \rangle \langle III | H_{II} | II \rangle \langle II | H_I | I \rangle \langle I | H_I | g_A g_B, \{0_{kA}\}\rangle}{(E_I - E_g)(E_{II} - E_g)(E_{III} - E_g)}
+ \sum_{I,III} \frac{|\langle g_A g_B, \{0_{kA}\} | H_{II} | I \rangle|^2 |\langle g_A g_B, \{0_{kA}\} | H_I | I \rangle|^2}{(E_I - E_g)^2(E_{II} - E_g)},
$$

where $I$, $II$ and $III$ indicate atoms-field intermediate states with energies $E_I$, $E_{II}$ and $E_{III}$ (with the exclusion, in the sums, of the unperturbed state), respectively; $E_g$ is the energy of the unperturbed ground state. The second term in (43) does not contribute to the potential energy, while the first one gives twelve relevant diagrams, each representing an exchange of two virtual photons between the atoms. Using the Hamiltonian (42) and the expression (2) of the electric field, the following expression of the interaction energy between the two atoms is found from (43) [15,24]

$$
\Delta E = -\sum_{ps} \sum_{k,k'} \frac{2\pi \hbar c k 2\pi \hbar c k'}{V} \langle \epsilon_{k\ell} \rangle \langle \epsilon_{k\ell'} \rangle \langle \epsilon_{k'\ell'} \rangle \langle \epsilon_{k'\ell} \rangle m_{\ell A} m_{\ell B} s_{\ell A} s_{\ell B} \delta(k+k') r
\times \frac{4(k_{pg} + k_{sg} + k)}{R^3} \frac{(1 - \frac{1}{k+k'})}{k+k'},
$$

where $p$, $s$ indicate generic atomic states, $r = r_B - r_A$ is the distance between the two atoms, $\hbar c k_{pg} = E_p - E_g$, and $i, j, \ell, m$ are Cartesian components (the Einstein convention of repeated indices has been used).

After taking the continuum limit $\sum_k \to (V/(2\pi)^3) \int d\Omega$, next steps in the calculation are the polarization sum, done using (37), and angular integration.

We define the function

$$
G_{ij}(k, r) = \frac{1}{k^3} \left( \delta_{ij} \nabla^2 - \nabla_i \nabla_j \right) \frac{e^{ikr}}{r}
= \left[ (\delta_{ij} - \hat{r}_i \hat{r}_j) \frac{1}{kr} + (\delta_{ij} - 3\hat{r}_i \hat{r}_j) \left( \frac{i}{k r^2} - \frac{1}{k r^3} \right) \right] e^{ikr},
$$

where $H = H_0 + H_I$,

\begin{align*}
H_0 &= H_A + H_B + H_F, \\
H_I &= -\mu_A \cdot E(r_A) - \mu_B \cdot E(r_B),
\end{align*}

(42)
where the differential operators act on the variable \( r \), whose real and imaginary parts are

\[
\Re \{ G_{ij}(k, r) \} = -V_{ij}(k, r) = \frac{1}{k^3} \left( \delta_{ij} \nabla^2 - \nabla_i \nabla_j \right) \frac{\cos(kr)}{r} = \left( \delta_{ij} - \hat{r}_i \hat{r}_j \right) \frac{\cos(kr)}{kr} - \left( \delta_{ij} - 3\hat{r}_i \hat{r}_j \right) \left( \frac{\sin(kr)}{k^2 r^2} + \frac{\cos(kr)}{k^3 r^3} \right),
\]

\[
\Im \{ G_{ij}(k, r) \} = \frac{1}{k^3} \left( \delta_{ij} \nabla^2 - \nabla_i \nabla_j \right) \frac{\sin(kr)}{r} = \frac{1}{4\pi} \int d\Omega \left( \delta_{ij} - \hat{k}_i \hat{k}_j \right) e^{ikr}.
\]

Using the relations above, after lengthy algebraic calculations, Equation (44) yields

\[
\Delta E = -\frac{2\pi}{\hbar c} \sum_{ps} \frac{1}{k_p k_s} \int_0^\infty dk k^3 \left( \frac{k_p + k_s + k}{k_p k_s + k} \right)^4 \Re \{ G_{lm}(k, r) \} \Im \{ G_{ij}(k, r) \}.
\]

With further algebraic manipulation, after averaging over the orientations of the atomic dipoles, Equation (48) can be cast in the following form, in terms of the atoms’ dynamical polarizability (30) evaluated at the imaginary wavenumber \( k = i\omega \) [15,24,30,44]

\[
\Delta E = -\frac{\hbar c}{\pi} \int_0^\infty du \alpha_A(\omega) \alpha_B(\omega) e^{-2\alpha} \left( \frac{1}{u^2 r^2} + \frac{2}{u^4 r^4} + \frac{5}{u^6 r^6} + \frac{6}{u^8 r^8} + \frac{3}{u^{10} r^{10}} \right).
\]

This expression is valid for any interatomic separation \( r \) outside the region of wavefunctions overlap, and it depends on the relevant atomic transition wavelengths from the ground state, \( \lambda_{rg} = 2\pi k_{rg}^{-1} \), included in the atoms’ polarizability. Two limiting cases of (49) are particularly relevant, \( r \ll \lambda_{rg} \) (near zone), and \( r \gg \lambda_{rg} \) (far zone).

In the near zone, Equation (49) yields

\[
\delta E_{\text{near}} = -\sum_{ps} \frac{|\mu_A^p|^2 |\mu_B^s|^2}{E_p + E_s} \frac{1}{r^6},
\]

which coincides with the London–van der Waals dispersion interaction scaling as \( r^{-6} \) [16,45], as obtained in the minimal coupling scheme including electrostatic interactions only, i.e., neglecting contributions from the (quantum) transverse fields. For this reason, this potential is usually called the nonretarded London–van der Waals potential energy.

In the far zone, Equation (49) yields

\[
\delta E_{\text{far}} = \frac{23\hbar c}{4\pi} \alpha_A \alpha_B \frac{1}{r^7},
\]

where \( \alpha_A(0) = \alpha_B(0) \) is the static polarizability of the atoms [1,46]. Equation (51) shows that the dispersion energy asymptotically scales with the distance as \( r^{-7} \), thus faster than the London potential (50). This is usually called the retarded or Casimir–Polder regime of the dispersion interaction energy, where retardation effects due to the transverse fields, that is, quantum electrodynamical effects, change the distance dependence of the potential energy from \( r^{-6} \) to \( r^{-7} \), at a distance between the atoms given by the transition wavelength from the ground state to the main excited states. It should be noted that the calculation to obtain the expression (49) can be simplified by using the effective Hamiltonian introduced in Section 3 [32,34,47]. The existence of an asymptotic behaviour of the dispersion interaction falling more rapidly than the London \( r^{-6} \) dependence, was inferred for a long time from the analysis of some macroscopic properties of colloid solutions [48]. In addition, the onset of
the Casimir–Polder retarded regime has been recently related to the bond length of a diatomic helium molecule [49]. Furthermore, the nonretarded interaction between two single isolated Rydberg atoms, at a distance of a few nanometers each other, has been recently measured through the measurement of the single-atom Rabi frequency [50].

We just mention that new features in the distance-dependence of the dispersion energy between ground-state atoms appear if the atoms are in a thermal bath at finite temperature. In such a case, a new length scale, related to the temperature \( T \), exists, the thermal length

\[
\rho_{\text{therm}} = \frac{\hbar c}{2 \pi k_B T},
\]

where \( k_B \) is the Boltzmann constant. This defines a very long-distance regime, \( r \gg \rho_{\text{therm}} \), where the interaction energy is approximately proportional to \( T \) and scales with the distance as \( r^{-6} \) [51–54]. This thermal regime, usually at a much larger distance than that of the onset of the retarded regime (far zone), has the same distance-dependence of the nonretarded one.

If one (or both) atoms are in an excited state, the long-distance behaviour of the Casimir–Polder potential is different compared to that of ground-state atoms, asymptotically scaling as \( r^{-2} \), due to the possibility of exchange of real photons between the atoms [29,55]. From a mathematical point of view, this is a consequence of the presence of a resonant pole in the energy shift. Up to very recently, a long-standing dispute in the literature has been concerned with whether a spatially oscillating modulation in the interaction energy exists or not: different results (with or without space oscillations), both mathematically correct but physically different, are obtained according to how the resonant pole is circumvented in the frequency integral. Recent results, also based on a time-dependent approach, have given a strong indication that the distance dependence of the force is monotonic, without spatial oscillations [56–60]. Dispersion interactions, between atoms involving higher-order multipoles [61–63], or chiral molecules [64–66], have been also investigated in the recent literature.

6. The Three-Body Casimir–Polder Interaction

Let us consider the case of three atoms, \( A \), \( B \) and \( C \), respectively located at \( r_A \), \( r_B \) and \( r_C \); their distances are \( \alpha = |r_C - r_B| \), \( \beta = |r_C - r_A| \), \( \gamma = |r_B - r_A| \), as shown in Figure 1.

The Hamiltonian of the system, in the multipolar coupling scheme, is

\[
H = H_A + H_B + H_C + H_F - \mu_A \cdot E(r_A) - \mu_B \cdot E(r_B) - \mu_C \cdot E(r_C),
\]

(52)

with a clear meaning of the various terms. The bare ground state is \( \{|g_A, g_B, g_C, \{0_{\text{KL}}\}\rangle\) that, not being an eigenstate of the total Hamiltonian \( H \), has an energy shift due to the atoms–field interaction. If this energy shift is evaluated up to sixth order in the interaction, considering only terms depending on the atomic coordinates, and neglecting single-atom energy shifts that do not contribute to interatomic energies, we find

\[
\Delta E = \Delta E(A, B) + \Delta E(B, C) + \Delta E(A, C) + \Delta E_3(A, B, C),
\]

(53)

where the first three terms are two-body interaction energies, depending on the coordinates of two atoms only, while \( \Delta_3(A, B, C) \) is a sixth-order non-additive (three-body) contribution containing coordinates and physical parameters of all the three atoms [6,24]. For ground-state atoms, the three-body term can be expressed in terms of the dynamical polarizabilities of the three atoms or molecules, or polarizable bodies in general.

The effective Hamiltonian (29), introduced in Section 3, is particularly convenient for the calculation of the three-body interaction between three neutral ground-state atoms, allowing a third-order calculation in place of a sixth-order one, with a considerable reduction of the number of diagrams involved. In our case, the effective Hamiltonian is
\[ H = H_A + H_B + H_C + H_F + H_I, \]
\[ H_I = -\frac{1}{2} \sum_{k\lambda} c_A(k) \mathbf{E}(k\lambda, \mathbf{r}_A) \cdot \mathbf{E}(\mathbf{r}_A) - \frac{1}{2} \sum_{k\lambda} c_B(k) \mathbf{E}(k\lambda, \mathbf{r}_B) \cdot \mathbf{E}(\mathbf{r}_B) \]
\[ -\frac{1}{2} \sum_{k\lambda} c_C(k) \mathbf{E}(k\lambda, \mathbf{r}_C) \cdot \mathbf{E}(\mathbf{r}_C), \]  
\[ (54) \]

where \( c_i(k), \) with \( i = A, B, C, \) is the dynamical polarizability of the atoms. Because our effective Hamiltonian is quadratic in the coupling, a third-order perturbation theory allows us to obtain the non-additive term. The general expression of the third-order energy shift is

\[ \Delta E_3 = -\sum_{IJ} \frac{\langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid I \rangle \langle I \mid H_I \mid J \rangle \langle J \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle}{(E_I - E_J)(E_J - E_K)} 
\]
\[ + \sum_{J} \frac{\langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle \langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid J \rangle \langle J \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle}{(E_I - E_J)^2}, \]  
\[ (55) \]

where \( I \) and \( II \) are intermediate atoms-field states, different from the unperturbed state.

\[ \begin{align*}
H & = H_A + H_B + H_C + H_F + H_I, \\
H_I & = -\frac{1}{2} \sum_{k\lambda} c_A(k) \mathbf{E}(k\lambda, \mathbf{r}_A) \cdot \mathbf{E}(\mathbf{r}_A) - \frac{1}{2} \sum_{k\lambda} c_B(k) \mathbf{E}(k\lambda, \mathbf{r}_B) \cdot \mathbf{E}(\mathbf{r}_B) \\
& \quad -\frac{1}{2} \sum_{k\lambda} c_C(k) \mathbf{E}(k\lambda, \mathbf{r}_C) \cdot \mathbf{E}(\mathbf{r}_C),
\end{align*} \]

\[ (54) \]

where \( c_i(k), \) with \( i = A, B, C, \) is the dynamical polarizability of the atoms. Because our effective Hamiltonian is quadratic in the coupling, a third-order perturbation theory allows us to obtain the non-additive term. The general expression of the third-order energy shift is

\[ \Delta E_3 = -\sum_{IJ} \frac{\langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid I \rangle \langle I \mid H_I \mid J \rangle \langle J \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle}{(E_I - E_J)(E_J - E_K)} 
\]
\[ + \sum_{J} \frac{\langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle \langle g_A g_B g_C, 0_{\lambda k} \mid H_I \mid J \rangle \langle J \mid H_I \mid g_A g_B g_C, 0_{\lambda k} \rangle}{(E_I - E_J)^2}, \]  
\[ (55) \]

where \( I \) and \( II \) are intermediate atoms-field states, different from the unperturbed state.

**Figure 1.** Geometrical configuration of the three atoms A, B and C.

Application of (55) with the interaction Hamiltonian \( H_I \) given by (54), keeping only terms containing the coordinates of all atoms, after some algebraic calculations, yields [32]

\[ \Delta E_3(A, B, C) = -\frac{\hbar c}{\pi} F_{\alpha} F_{\beta} F_{\gamma} \int_0^\infty du a_A(\mathbf{u}) a_B(\mathbf{u}) a_C(\mathbf{u}) e^{-u(\alpha + \beta + \gamma)}, \]  
\[ (56) \]

where, in order to shorten notations, we have defined the differential operator

\[ F_{mn}^r = \left( -\delta_{mn} \nabla^2 + \nabla_m \nabla_n \right)^r \]  
\[ (57) \]
the superscript indicates the space variable upon which the differential operators act). The expression (56), here obtained by a simpler third-order perturbative approach using the effective Hamiltonian (54), coincides with the standard sixth-order result obtained from the multipolar Hamiltonian [6].

In the far zone (retarded regime), only low-frequency field modes give a relevant contributions, and we can replace the dynamical polarizabilities with the static ones. The integral over \( u \) is then straightforward, and we get

\[
\Delta E_3(A, B, C) \simeq -\frac{\hbar c}{\pi} a_A a_B a_C f_{ij} f_{ij} f_{ij} \frac{1}{a^2 \beta (\alpha + \beta + \gamma)},
\]

(58)

where \( a_i \) \((i = A, B, C)\) are the atomic static polarizabilities.

In the specific case of three atoms in the far zone of each other, with an equilateral triangle configuration of side \( r \) \((\alpha = \beta = \gamma = r)\), Equation (58) gives [67]

\[
\Delta_3(A, B, C) \simeq \frac{24 \cdot 79}{3^3} \frac{\hbar c a_A a_B a_C}{\pi r^{10}}.
\]

(59)

In the same geometrical configuration, Equation (56) gives the nonretarded result (near zone) scaling as \( r^{-9} \) [5]. The \( r^{-10} \) and \( r^{-9} \) distance scaling of the three-body-component should be compared with the \( r^{-7} \) and \( r^{-6} \) scaling of the two-body component, respectively in the far and near zone. While the two-body interaction is always attractive, the three-body component can be attractive or repulsive according to the geometrical configuration of the three atoms [67]. Three-body interactions between molecules involving higher-order multipoles have been also considered in the literature [68–70].

7. Two- and Three-Body Dispersion Interactions as a Consequence of Vacuum Field Fluctuations

An important point when dealing with van der Waals and Casimir–Polder dispersion interactions is the formulation of physical models aiming to explaining their origin, stressing quantum aspects, and giving physical insights of the processes involved. This is important from two points of view: they allow for understanding what the basic origin of these interactions is, highlighting quantum and classical aspects; they can provide useful computational methods to simplify their evaluation, in particular in more complicated situations such as many-body interactions, or when boundary conditions are present, as well as when the atoms are in a noninertial motion.

In this section, we describe physical models for dispersion interactions based on the existence and properties of vacuum field fluctuations. These models clearly show how van der Waals and Casimir–Polder interactions between atoms, and polarizable bodies in general, in different conditions, can be attributed to the existence of the zero-point energy and vacuum fluctuations, specifically their change due to the presence of matter, and/or their spatial correlations. At the end of this review, we will briefly address the fundamental and conceptually subtle question if all this proves the real existence of vacuum fluctuations. In fact, although the results discussed in the following give strong support to the real existence of the zero-point energy, they are not a definitive confirmation of its existence because all of these effects can in principle be obtained also from considerations based on source fields, without reference to vacuum fluctuations [2,71,72].

We now introduce and apply two different models, based on the properties of vacuum field fluctuations and dressed vacuum field fluctuations, to obtain on a physically transparent basis the two- and three-body dispersion interactions between polarizable bodies, even in the presence of a boundary such as a reflecting mirror. The first method is based on vacuum field energy densities, and the second on vacuum field spatial correlations. These models give physical insights on the origin of the ubiquitous dispersion interactions, and also provide useful tools to calculate them in more complicated situations, which we will apply in Section 8 when a reflecting mirror close to the atoms is present.
7.1. Dressed Field Energy Densities

Let us consider two or more atoms, or in general polarizable bodies, in the unbounded space, at zero temperature, interacting with the quantum electromagnetic field in the vacuum state. The bare ground state \( |g_0\rangle \), consisting of the ground state of the atoms and the vacuum state of the field, is not an eigenstate of the total Hamiltonian. The presence of matter perturbs the field [73], due to continuous emission and absorption of virtual photons [74,75], yielding the dressed ground state \( |\tilde{g}\rangle \) of the system. In such a state, the atoms are dressed by the virtual photons emitted and reabsorbed by them. The presence of this cloud of virtual photons determines a change of the fluctuations of the electric and magnetic field around the atoms or, equivalently, of the electric and magnetic energy densities; the renormalized energy densities (that is, after subtraction of the spatially uniform bare field energy densities, present even in absence of the atom) are given by

\[
\langle g | \mathcal{H}_{\text{el}}(\mathbf{r}) | \tilde{g}\rangle_{\text{ren}} = \frac{1}{8\pi} \langle g | \mathbf{E}^2(\mathbf{r}) | g \rangle - \frac{1}{8\pi} \langle \tilde{g} | \mathbf{E}^2(\mathbf{r}) | g \rangle, \tag{60}
\]

\[
\langle g | \mathcal{H}_{\text{mag}}(\mathbf{r}) | \tilde{g}\rangle_{\text{ren}} = \frac{1}{8\pi} \langle g | \mathbf{B}^2(\mathbf{r}) | g \rangle - \frac{1}{8\pi} \langle g | \mathbf{B}^2(\mathbf{r}) | \tilde{g} \rangle, \tag{61}
\]

where \( |g\rangle \) and \( |\tilde{g}\rangle \) are respectively the bare and the dressed ground state of the system.

Let us first consider just one ground-state atom, \( A \), located at \( \mathbf{r}_A = 0 \). The dressed ground state can be obtained by perturbation theory; it is convenient to use the multipolar coupling Hamiltonian obtained in Section 2, or the effective Hamiltonian (29), because in such a case we will get the transverse displacement field that, according to (26), coincides with the total (longitudinal plus transverse) electric field \( \mathbf{E}(\mathbf{r}) \) for \( \mathbf{r} \neq 0 \) (this is an essential point because it is the total electric field, and not just its transverse part, which is involved in the interaction with the other atoms). Thus, the energy density we will obtain is that associated with the total electric field and to the magnetic field. Applying first-order perturbation theory to the effective Hamiltonian (29), the dressed ground state at first order in the polarizability, that is, at second order in the electric charge, is

\[
|\tilde{g}\rangle = |g_A(0)\rangle - \frac{\pi}{V} \sum_{k,k',\lambda} \alpha_A(k) \hat{e}_{k\lambda} \cdot \hat{e}_{k'\lambda'} \frac{k'k}{k+k'} |g_A,1_{k\lambda}1_{k'\lambda'}\rangle, \tag{62}
\]

showing admixture with two virtual photons. We now evaluate the average value of the electric and magnetic energy density over the state (62). At first order in \( \alpha_A(k) \), we get [76]

\[
\langle \tilde{g} | \mathcal{H}_{\text{el}}(\mathbf{r}) | \tilde{g}\rangle_{\text{ren}} = \frac{\hbar c}{4\pi^2} \int_0^{\infty} dk \int_0^{\infty} dk' \alpha_A(k) \frac{k^3k'^3}{k+k'} \left[ j_0(kr)j_0(k'r) - \frac{1}{k'r} j_0(kr)j_1(k'r) - \frac{1}{k'r} j_0(k'r)j_1(kr) + \frac{3}{k'^2} j_1(kr)j_1(k'r) \right], \tag{63}
\]

\[
\langle \tilde{g} | \mathcal{H}_{\text{mag}}(\mathbf{r}) | \tilde{g}\rangle_{\text{ren}} = - \frac{\hbar c}{2\pi^2} \int_0^{\infty} dk \int_0^{\infty} dk' \alpha_A(k) \frac{k^3k'^3}{k+k'} j_1(kr)j_1(k'r), \tag{64}
\]

where \( j_n(x) \) are spherical Bessel functions [77]. The integrals over \( k \) and \( k' \) in (63) and (64) can be decoupled by using the relation \( (k+k')^{-1} = \int_0^{\infty} d\eta \exp(-k+k') \eta \). Explicit evaluation of (63) and (64) yields a positive value for the renormalized electric electric energy density, and a negative value for the magnetic one. This means that the presence of an electric dipolar source increases the electric vacuum energy density, while it decreases the magnetic vacuum energy density, with respect to their value in the absence of the source (an analogous consideration holds for the field fluctuations, of course). This is a microscopic analogue of what happens in the case of the plane conducting boundary discussed in Section 4, as Equations (40) and (41) show.

Two limiting cases of (63) and (64) are particularly relevant, according to the distance \( r \) from the atom in comparison with a relevant atomic transition wavelength \( \lambda_0 \) from the ground state, similarly to the dispersion energy between two ground-state atoms. In the far zone, \( r \gg \lambda_0 \), it is easy to show
that only small-frequency field modes significantly contribute to the $k, k'$ integrals in Equations (63) and (64), and we can approximate the (electric) dynamic polarizability with the static electric one, $\alpha_A(0) = a^E_A$. We thus obtain

$$
\langle \tilde{g} \mid H_{el}(r) \mid \tilde{g} \rangle_{\text{ren}} \simeq \frac{23\hbar c a^E_A}{(4\pi)^2} \frac{1}{r^7}; \quad \langle \tilde{g} \mid H_{mag}(r) \mid \tilde{g} \rangle_{\text{ren}} \simeq -\frac{7\hbar c a^E_A}{(4\pi)^2} \frac{1}{r^7}.
$$

(65)

In the near zone, $r \ll \lambda_0$, we find that the renormalized electric energy density scales as $1/r^6$, and the magnetic one as $1/r^5$ [78,79]. In this limit, the electric energy density is essentially due to the electrostatic (longitudinal) field, as an explicit calculation in the minimal coupling scheme, where longitudinal and transverse contributions are separated (see Section 2), shows [78].

The results above clearly point out how the presence of a field source, a dipolar atom in our case, changes zero-point energy densities and field fluctuations in the space around it, and, more in general, that matter can influence the properties of the quantum vacuum. This is the microscopic analogue of the change of the vacuum energy densities due to a boundary discussed in Section 4, or in the two-plate case of the Casimir effect [35]; the essential difference is that in the present case, matter is described through its Hamiltonian, with its internal degrees of freedom, while in the case of macroscopic boundaries its presence is introduced by a (classical) boundary condition on the field operators.

In the far zone, the change of the zero-point energy due to the presence of atom A can be probed through a second atom, B, considered a polarizable body with static electric polarizability $a^E_B$ and located at $r_B$. Its interaction energy with field fluctuations can be written as $\Delta E = -\frac{1}{2} a^E_B (E^2(r_B))/2$, as indicated by the existence of an effective Hamiltonian of the form (31); this is also supported by the classical expression of the interaction energy of an electric field with an induced electric dipole moment. Similarly, in the far zone, the magnetic energy density can be probed through a magnetically polarizable body with static magnetic polarizability $a^M_B$. We stress that this is rigorously valid only in the far zone because, in the near zone, where the contribution of high-frequency photons is relevant [78], the test atom B responds differently to each Fourier component of the field, according to its dynamical polarizability $a_B(k)$ (see Equation (29)). The distance-dependent part of the interaction energy is then

$$
\Delta E^{EE}(r) = -\frac{1}{2} a^E_B \langle \tilde{g} \mid E^2(r_B) \mid \tilde{g} \rangle_{\text{ren}} = -\frac{23\hbar c}{4\pi} a^E_A a^E_B \frac{1}{r^7},
$$

(66)

$$
\Delta E^{EM}(r) = -\frac{1}{2} a^M_B \langle \tilde{g} \mid B^2(r_B) \mid \tilde{g} \rangle_{\text{ren}} = \frac{7\hbar c}{4\pi} a^E_A a^M_B \frac{1}{r^7},
$$

(67)

where $r$ is the distance between the two atoms, and the subscript ren indicates that spatially uniform bare terms have been subtracted. These expressions coincide with the dispersion interaction energy in the far-zone as obtained by a fourth-order perturbative calculation, as discussed in Section 5 (see, for example, [78,80]); from the signs of (66) and (67), it should be noted that the electric-electric dispersion force is attractive (because the presence of the electric dipolar atom decreases the electric energy density), and the electric-magnetic dispersion force is repulsive (because the presence of the electric dipolar atom increases the magnetic energy density).

This approach shows the strict relation between (renormalized) electric and magnetic vacuum energy densities and the far-zone dispersion interaction energy; moreover, it allows considerable simplification of the calculations, that in this way is split in two independent steps: evaluation of the renormalized energy densities of the field first, and then the evaluation of their interaction with the other electrically or magnetically polarizable body. This finding, besides giving a sharp insight on the origin of the retarded dispersion interaction, can be particularly useful in more complicated cases such as many-body dispersion interactions, or in the presence of boundary conditions (see Section 8).

Let us now consider the dispersion interaction between three ground-state atoms, A, B and C, respectively located at positions $r_A$, $r_B$ and $r_C$. We concentrate on the three-body component of their interaction, discussed in Section 6. We will show that, analogously to the case of the two-body
potential, the physical origin of the retarded (far zone) three-body component can be clearly attributed to vacuum fluctuations and field energy densities, as modified by the presence of the atoms [81]. The Hamiltonian of our system is given by (54); because we are limiting our considerations to the far zone only, the interaction term can be more simply expressed in terms of the Craig–Power effective Hamiltonian (31); thus, we have

$$ H_I = -\frac{1}{2} \sum_{i=A,B,C} a_i E^2(r_i) \quad (68) $$

(this expression can be straightforwardly obtained from (54) by replacing the dynamical polarizabilities with the corresponding static ones). The first step is to obtain the dressed ground state of the pair of atoms A and B. This quantity contains a term proportional to the atomic polarizability of the three atoms, i.e.,

$$ \langle \tilde{g}_{AB} | \sum_{\lambda=\alpha,\beta,\gamma} \left( \hat{e}_{k\lambda} \cdot \hat{e}_{k'\lambda'} \right) \sqrt{\omega_k \omega_{k'}} e^{-i(k+k') \cdot r_i} | g_{AB}, k\lambda k'\lambda' \rangle + (A \rightarrow B) $$

$$ \times e^{-i(k+k'\prime) \cdot r_A} e^{-i(k-k') \cdot r_A} | g_{AB}, k\lambda k'\lambda' \rangle + (r_A \leftrightarrow r_B) \quad (69) $$

We now evaluate the average value of the electric field fluctuations at the position $r_C$ of atom C on the dressed state (69), which is the quantity $\langle \tilde{g}_{AB} | E^2(r_C) | g_{AB} \rangle$. After multiplying times $-\alpha_C/2$, it gives the interaction energy of atom C with the (renormalized) field fluctuations generated by atoms A and B. This quantity contains a term proportional to the atomic polarizability of the three atoms, yielding the three-body component of the dispersion interaction. After lengthy algebraic calculations, we finally obtain

$$ -\frac{1}{2} \alpha_C \langle \tilde{g}_{AB} | E^2(r_C) | g_{AB} \rangle = -\frac{\hbar c}{\pi} \tilde{A}_{AB} \alpha_\beta \gamma F_{\beta}^\beta F_{\gamma}^\gamma \frac{1}{\alpha \beta \gamma (\alpha + \beta + \gamma)} \quad (70) $$

where the distances $\alpha$, $\beta$, and $\gamma$ have been defined in Section 6, and the superscripts indicate the variables the differential operators act on. Two analogous expressions are obtained by exchanging the role of the atoms. The total interaction energy is then obtained by averaging these three (equal) contributions: the same expression obtained by a direct application of perturbation theory, given by (56), is thus obtained [81]. This shows that the three-body component of the retarded dispersion interaction between three atoms (far zone, Casimir–Polder regime) at sixth order in the electron charge, can be directly and more easily obtained as the interaction energy of one atom with the renormalized electric field fluctuations generated by the other two atoms, that, at the fourth order in the charge, show a sort of interference effect. In other words, at the fourth order, the fluctuations in the presence of two atoms are not simply the sum of those due to the individual atoms [82]. This approach, similarly to the two-body case previously analyzed, has two remarkable features: firstly, it gives a physically transparent insight on the origin of three-body dispersion interactions, particularly significant in the retarded regime; secondly, it allows a considerable simplification of the calculation, which is separated in two successive steps: evaluation of the renormalized field energy density due to the presence of the “source” atoms A and B, and successive interaction of them with the third atom (C).

The approach outlined in this section can be directly applied also to the retarded Casimir–Polder interaction between an atom and a perfectly reflecting wall. Renormalized electric vacuum fluctuations are given by (40) and (41). If an electrically polarizable body A, such as an atom or a molecule, is placed...
at a distance \( z \) from the conducting wall at \( z = 0 \), the second-order interaction energy in the far zone is given by

\[
\Delta E_{\text{atom-wall}}(z) = -\frac{1}{2} a_A \langle \{0_{k\lambda}\} | E^2(z) | \{0_{k\lambda}\} \rangle = -\frac{3he^2}{8\pi\alpha_A} \frac{1}{z^4}.
\]

where \( a_A \) is the electric static polarizability of the atom. In a quasi-static approach (as that we are assuming for the dispersion force between atoms, too), the Casimir–Polder force on the atom is given by

\[
F_{\text{atom-wall}}(z) = -\frac{d}{dz} \langle \Delta E_{\text{atom-wall}}(z) \rangle = -\frac{3he^2}{2\pi\alpha_A} \frac{1}{z^4},
\]

where the minus sign implies that the force is attractive [1, 83–85]. Similar considerations allow us to evaluate the far-zone magnetic interaction, starting from (41). Nonperturbative methods to evaluate the atom-wall Casimir–Polder interaction, based on Bogoliubov-type transformations and modelling the atoms as harmonic oscillators, have been also proposed in the recent literature [86, 87].

### 7.2. Vacuum Field Correlations

A different approach showing the deep relation between dispersion interactions and zero-point field fluctuations involves the spatial correlation function of vacuum fluctuations, which, in the unbounded vacuum space is given by (35), for a single field mode, and by (36) for the field operator. Let us assume considering two isotropic ground-state atoms or molecules, A and B, respectively located at \( r_A \) and \( r_B \). Zero-point fluctuations induce instantaneous dipole moments in the two atoms according to

\[
\mu^{\text{ind}}_{ij}(k\lambda) = \alpha_i(k) E_i(k\lambda, r_i),
\]

where \( \mu^{\text{ind}}_{ij}(k\lambda) \) is the Fourier component of the \( i \) cartesian component of the induced dipole moment \( \mu_i \) of atom \( \ell = A, B \), and \( \alpha_i(k) \) is the isotropic dynamical polarizability of atom \( \ell \). Because, according to (35), vacuum fluctuations are space-correlated, the induced dipole moments in atoms A and B will be correlated too. Their dipole–dipole interaction then yields an energy shift given by [36]

\[
\Delta E = \sum_{k\lambda\ell} \langle \mu^{\text{ind}}_{A\ell}(k\lambda) \mu^{\text{ind}}_{B\ell}(k\lambda) \rangle V_{ij}(k, r = r_B - r_A),
\]

where \( V_{ij}(k, r) \) is the potential tensor for oscillating dipoles at frequency \( ck \), whose expression is given by (46) [88, 89]. Substitution of (73) into (74) yields

\[
\Delta E = \sum_{k\lambda} a_A(k) a_B(k) \langle \{0_{k\lambda}\} | E_i(k\lambda, r_A) E_i(k\lambda, r_B) | \{0_{k\lambda}\} \rangle V_{ij}(k, r),
\]

where \( r = r_B - r_A \) is the distance between the two atoms. In (75), the vacuum spatial correlation for the electric field explicitly appears. After some algebraic calculation involving polarization sum and angular integration, evaluation of (75) gives, both in the nonretarded and retarded regime, the result (49) of Section 5, as obtained by a fourth-order perturbation theory, or by a second-order perturbation theory if the effective Hamiltonian (29) is used [36, 90].

In this approach, the origin of dispersion interaction is evident from a physical point of view: vacuum fluctuations, being spatially correlated, induce correlated dipole moments in the two atoms, which then interact with each other through a (classical) oscillating dipolar term. In this approach, the only quantum aspect of the electromagnetic field is the existence of the spatially correlated vacuum fluctuations. All other aspects involved are just classical ones. The interaction between the two induced dipoles, expressed by \( V_{ij}(k, r) \), has, in fact, an essentially classical origin. The \( r^{-7} \) behaviour in the retarded Casimir–Polder regime (far zone) can be now easily understood: the spatial field correlation function behaves as \( r^{-4} \), as Equation (36) shows, and thus the correlation function of the induced dipole moments has the same space dependence. By taking into account that the (classical) interaction energy between the induced dipoles depends as \( r^{-3} \) from \( r \), the \( r^{-7} \) far-zone interaction energy is
We assume the symmetric expression
\[ H_{\text{int}}^A = -\mu_A \cdot E(r_A). \] (76)

The second-order dressed ground state of atom A (as atoms B and C were absent) is
\[ |\tilde{g}_A\rangle = N |g_A(0_{k\lambda})\rangle - \frac{1}{\hbar c} \sum_{m_k} \frac{\langle m_k, k\lambda | H_{\text{int}}^A | g_A, 0_{k\lambda}\rangle}{k + k_{mg}} m_k, k\lambda \rangle + \frac{1}{(\hbar c)^2} \sum_{mn_k} \sum_{k^\prime k^\prime_k} \frac{\langle n_k, m_k k\lambda, k'k'_{k} | H_{\text{int}}^A | m_k, k\lambda \rangle \langle m_k, k\lambda | H_{\text{int}}^A | g_A, 0_{k\lambda}\rangle}{(k + k_{mg})(k + k' + k_{mg})} n_k, m_k k\lambda, k'k'_{k} \rangle, \] (77)
where \( N \) is a normalization factor, \( \hbar c k_{mg} = E_m - E_g \), and \( m, n \) are basis states of atom A. This state has virtual admixtures with one- and two-photon states, which, in the space around atom A, modify vacuum fluctuations, specifically their spatial correlations. We can now evaluate the average value of the electric-field correlation function on the dressed ground state (77), at the positions \( r_B \) and \( r_C \) of atoms B and C, respectively. It can be expressed in the form
\[ \langle g_A | E_i(k\lambda, r_B)E_j(k'\lambda', r_C) | g_A \rangle = \langle E_i(k\lambda, r_B)E_j(k'\lambda', r_C) \rangle_0 + \langle E_i(k\lambda, r_B)E_j(k'\lambda', r_C) \rangle_{g^*}. \] (78)

The first term on the right-hand-side of (78) is the same of the bare vacuum, as given by Equation (35), and it is independent from the position of atom A; thus, it does not contribute to the three-body interaction, and we disregard it. The second term is the second-order correction to the field correlation due to the presence of the ground-state atom A, and contains correlation between different modes of the field; its explicit expression is [92]
\[ \langle E_i(k\lambda, r_B)E_j(k'\lambda', r_C) \rangle_{g^*} = \frac{4\pi^2 k k'}{V^2} \sum_m \langle \mu_A^{g^m} \cdot \hat{e}_{k\lambda} \rangle \langle \mu_A^{m^g} \cdot \hat{e}_{k'\lambda'} \rangle \langle \hat{e}_{k\lambda} \rangle \langle \hat{e}_{k'\lambda'} \rangle \frac{1}{k + k_{mg}} + \frac{1}{k' + k_{mg}} + \text{c.c.} \]. (79)

After some algebraic manipulation, this expression can be also cast in terms of the dynamic polarizability of atom A.

The dressed correlated vacuum field induces and correlates dipole moments in atoms B and C according to (73), and this gives an interaction energy between B and C that, for the part depending from the presence of A (see Equation (79)), is
\[ \Delta E_{\text{BC}} = \sum_{k\lambda k'\lambda'} \alpha_B(k)\alpha_C(k') \langle E_i(k\lambda, r_B)E_j(k'\lambda', r_C) \rangle_{g^*} V_{ij}(k_B, k'R_C), \] (80)
where \( V_{ij}(k_B, k'R_C) \) is an appropriate generalization, to the present case of dipoles oscillating at frequencies \( ck \) and \( ck' \), of the potential tensor previously introduced for the two-body potential. We assume the symmetric expression...
\[ V_{ij}(k \mathbf{r}_B, k' \mathbf{r}_C) = \frac{1}{2} \left( V_{ij}(k, \mathbf{r}_B) + V_{ij}(k', \mathbf{r}_C) \right). \]  

(81)

The quantity \( \Delta E_{BC} \) in (80) is the interaction between B and C in the presence of A. If we symmetrize on the role of the three atoms, after some algebraic calculations, we obtain the correct expression of the three-body potential energy in the far zone,

\[
\Delta E_{ABC} = \frac{2}{3} \left( \Delta E_{AB} + \Delta E_{BC} + \Delta E_{AC} \right)
\]

\[
= -\frac{\hbar c}{\pi} \alpha_{A} \alpha_{B} \alpha_{C} F_{ij}^a F_{ij}^b \frac{1}{\alpha \beta \gamma (\alpha + \beta + \gamma)},
\]

(82)

where the distances \( \alpha, \beta \) and \( \gamma \) between the atoms have been defined in Section 6 (see also Figure 1). This expression coincides with the interaction energy \( \Delta E_3(A, B, C) \) of Equation (58), originally obtained through a sixth-order perturbative calculation based on the multipolar Hamiltonian [6], or a third-order calculation using the effective Hamiltonian (29) [32]. This gives a new physical picture of the three-body interaction: it originates from the interaction of two atoms (B and C), whose dipole moments have been induced and correlated by the spatially correlated electric field fluctuations, as modified \( \text{(dressed)} \) by atom A.

The physical picture of the three-body dispersion interaction for ground-state atoms outlined above, based on dressed vacuum field correlations, can be extended to atoms in excited states too, both in static and dynamical (time-dependent) situations. Let us consider one excited atom (A), approximated as a two-level system with frequency \( \omega_0 = c k_0 \), and two ground-state atoms (B and C), interacting with the quantum electromagnetic field in the vacuum state. We proceed similarly to the case of three ground-state atoms, taking the atom A as a sort of source atom; firstly, we evaluate its dressed state, and then the dressed spatial correlation on this state of the electric field at the position of the other two atoms. We use the multipolar coupling Hamiltonian (we cannot use the effective Hamiltonian (29) for the excited atom A because it is not valid on the energy shell, and we are now dealing with an excited state). The main difference, with respect to the previous case of a ground-state atom, is that a pole at \( c k_0 \) is now present in the frequency integration, and this yields an extra (resonant) term in the correlation function. After some algebra, we obtain [94]

\[
\langle E_i(k \lambda, \mathbf{r}_B) E_j(k' \lambda', \mathbf{r}_C) \rangle_A^{\text{es}} = \left( \frac{2 k_0 \mu_{\mu}^{A} \mu_{\mu}^{A}}{\pi} \right) F_{ij}^a F_{ij}^b \frac{1}{\beta \gamma} \int_{0}^{\infty} du \frac{e^{-u(\beta+\gamma)}}{k_0^2 + u^2} \cos(k_0(\gamma - \beta)),
\]

(83)

where the bare term, independent of the position of atom A, has been disregarded because it does not contribute to the three-body interaction (it only contributes to the two-body components, as previously shown in this section). In the first term of (83), we recognize the quantity \(-2 k_0 \mu_{\mu}^{A} \mu_{\mu}^{A} / (\hbar c k_0^2 + u^2)\) = \( \alpha_{A}^{\text{es}}(iu) \) as the dynamical polarizability for the excited state of the two-level atom A, evaluated at imaginary frequencies. It is easy to see that this term is the same of the ground-state case (see Equation (79)), except for the presence of the excited-state polarizability of atom A. The second term is new, and originates from the presence of a resonant pole at \( k = k_0 \) in the integration over \( k \); it contains contributions from only the frequency \( c k_0 \). With a procedure analogue to that leading to (82) for ground-state atoms, including appropriate symmetrization over the atoms, for the three-body interaction energy of one excited- and two ground-state atoms, we finally obtain [94],

\[
\delta E_{ABC}^{\text{es}} = \left( \frac{2 k_0 \mu_{\mu}^{A} \mu_{\mu}^{A}}{\beta \gamma} \right) F_{ij}^a F_{ij}^b \frac{1}{\alpha \beta \gamma} \int_{0}^{\infty} du \frac{e^{-u(\beta+\gamma)}}{k_0^2 + u^2} \cos(k_0(\gamma - \beta + \alpha)) + \cos(k_0(\beta - \gamma - \alpha))
\]

\[
-\frac{\hbar c}{\pi} \alpha_{A}^{\text{es}}(iu) \alpha_{B}(iu) \alpha_{C}(iu) e^{-u(\alpha + \beta + \gamma)}.
\]

(84)
The second term in (84) has the same structure of the ground-state three-body dispersion energy discussed previously, except for the presence of the excited-state polarizability of atom A in place of the ground-state polarizability. The first term is a new one, arising from the resonant photon exchange, characterized by a different scaling with the distance and by the presence of space oscillations with frequency \( c k_0 \), the transition frequency of the excited two-level atom [94–96]. Although this result, analogously to (82), can be also obtained by a perturbative approach, the derivation outlined in this section gives a clear and transparent physical insight of the three-body interaction as due to the modification of zero-point field correlations due to the presence of one atom, or in general a polarizable body. It should be noted that, in the present case of one excited atom, we have neglected its spontaneous decay, and thus are assuming that the times considered are shorter than its decay time. The method used can be usefully extended also to dynamical (i.e., time-dependent) situations, in order to investigate dynamical many-body dispersion (van der Waals and Casimir–Polder) interactions between atoms [97–99], as well as dynamical atom–surface interactions [100–106], for example during the dynamical dressing of one atom starting from a nonequilibrium situation.

8. Casimir–Polder Forces between Atoms Nearby Macroscopic Boundaries

In this section, we show that the methods discussed in the previous section, based on the properties of the quantum electrodynamical vacuum, can be extended to dispersion interactions between atoms or molecules in the presence of a macroscopic body, specifically an infinite plate of a perfectly reflecting material. This is relevant because it shows that dispersion interactions can be manipulated (enhanced or inhibited) through the environment—for example, a cavity [37] or a metallic waveguide [107,108], similarly also to other radiative processes such as, for example, the radiative energy transfer [109,110].

We consider two neutral atoms, A and B, in the vacuum space at zero temperature, near a perfectly conducting infinite plate located at \( z = 0 \); \( r_A \) and \( r_B \) are respectively the positions of atoms A and B. We have already seen in Section 4 that the presence of the plate changes vacuum fluctuations; mathematically, this is due to the necessity of setting appropriate boundary conditions on the field operators at the plate surface. Due to the deep relation of dispersion interactions to field fluctuations, shown in Section 7, we must expect that also the van der Waals and Casimir–Polder force (and any other radiation-mediated interaction) will change due to the plate [7,43]. A fourth-order perturbative calculation has been done in Ref. [37], using the multipolar coupling Hamiltonian with the appropriate mode functions of the field in the presence of the infinite reflecting plate; in the far zone, the result is

\[
\Delta E_r(r, r) = \frac{-23hc}{4\pi\alpha_A\alpha_B} \frac{1}{r^3} + \frac{23hc}{4\pi\alpha_A\alpha_B} \frac{1}{r^7} + \frac{8hc}{\pi} \frac{\alpha_A\alpha_B}{r^3(r + \bar{r})^3} \times \left[ r^4 \sin^2 \theta + 5r^3 \bar{r} \sin^2 \bar{\theta} + r^2 \bar{r}^2 (6 + \sin^2 \theta + \sin^2 \bar{\theta}) + 5r\bar{r}^3 \sin^2 \bar{\theta} + \bar{r}^4 \sin^2 \bar{\theta} \right],
\]  

(85)

where \( r = r_B - r_A \) is the distance between the atoms, \( \bar{r} = r_B - \sigma r_A \) is the distance of atom B from the image of atom A (at point \( \sigma r_A \)) with respect to the plate, having defined the reflection matrix \( \sigma = \text{diag}(1, 1, -1) \); \( \bar{\theta} \) and \( \bar{\theta} \) are, respectively, the angles of \( \bar{r} \) and \( r \) with respect to the normal to the plate. The geometrical configuration is illustrated in Figure 2. This well-known expression shows that the retarded Casimir–Polder potential between the two atoms consists of three terms: the potential between A and B, scaling as \( r^{-7} \), as in absence of the plate; the potential between an atom and the reflected image of the other atom, scaling as \( \bar{r}^{-7} \); a term involving both distances \( r \) and \( \bar{r} \).

We now show that the potential (85) can also be obtained in a simpler way through the same methods used in Section 7 for atoms in the unbounded space, based on dressed energy densities and vacuum field correlations, stressing new physical insights on the origin of this potential.
Figure 2. Two atoms, A and B, nearby a reflecting plane boundary at \( z = 0 \).

We use the effective Hamiltonian (29) with the electric field operator given by (38), using the appropriate mode functions \( f(k, \lambda, r) \) for a single infinite perfectly reflecting wall \([2,12,37]\). The outline of the calculation is the same as in the case of atoms in free space (see Section 7.1): we evaluate the renormalized dressed electric energy density due to one atom (A), and then its interaction energy with the other atom (B). The dressed ground state of atom A, as if atom B were absent, is given by

\[
| \tilde{g}_A \rangle = | g_A, \{0_{k\lambda} \} \rangle - \pi \sum_{k'_{\lambda'}} \alpha_A(k) \sqrt{kk'} \left( \frac{k'}{k} \right) f(k, \lambda, r_A) \cdot f(k', \lambda', r_A) | g_A, 1_{k_{\lambda}} 1_{k'_{\lambda'}} \rangle.
\]

(86)

We now evaluate the average value of the effective interaction Hamiltonian relative to atom B on this state, disregarding bare terms that do not depend on the atomic distances, which is \([47]\)

\[
\Delta E_{AB} = -\frac{1}{2} \sum_{k_{\lambda} k'_{\lambda'}} \alpha_B(k) \langle \tilde{g}_A | E(k, \lambda, r_B) \cdot E(k', \lambda', r_B) | \tilde{g}_A \rangle.
\]

(87)

Using the expression (38) of the electric field operator with the appropriate mode functions \( f(k, \lambda, r) \) relative to the reflecting plate, polarization sum in (87) yields

\[
\sum_A f_i(k, \lambda, r_A) f_j(k, \lambda, r_B) = \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right) e^{ik \cdot (r_A - r_B)} - \sigma_{\ell i} \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right) e^{ik \cdot (r_A - \sigma r_B)}.
\]

(88)

where \( i, j, \ell \) are Cartesian components, and \( \sigma \) is the reflection matrix defined above. A comparison with (37) immediately shows an extra term due to the reflecting plate. Explicit evaluation of (87) in the far zone \( (a_{A,B}(k) \approx a_{A,B}) \), using (88), after some algebra finally yields the correct result (85), originally obtained in Ref. [37] from a fourth-order calculation. The present approach, besides stressing the role of (dressed) vacuum fluctuations and their modification due to the plate, has allowed to obtain the same result through a simpler first-order calculation with the effective Hamiltonian given in Equation (29) [47].
In addition, the method based on vacuum spatial correlations of the electric field operator, outlined in Section 7.2, can be extended to the case when boundaries are present. Following the approach used in Section 7.2, we need to evaluate the following quantity

\[
\Delta E_{AB}(r, \bar{r}) = \sum_{k, \lambda} \langle \{0_{k\lambda}\} | E_i(k, \lambda, r_A) E_j(k, \lambda, r_B) | \{0_{k\lambda}\} \rangle V_{ij}(k, r, \bar{r}),
\]

(89)

where \( | \{0_{k\lambda}\} \rangle \) is the vacuum state of the field when the plate is present, and \( V_{ij}(k, r, \bar{r}) \) is the potential tensor giving the interaction energy for oscillating (induced) dipoles. In the present case, however, the expression of \( V_{ij}(k, r, \bar{r}) \) differs from (46), valid for dipoles in the free space, because of the effect of the image dipoles. We thus take

\[
V_{ij}(k, r, \bar{r}) = V_{ij}(k, r) - \sigma_i \ell V_{\ell j}(k, \bar{r}),
\]

(90)

where the second term takes into account the image dipole, reflected on the plate. Substitution of the appropriate spatial field correlation function (obtained using (88)) and (90) into (89), after algebraic calculations, finally yields the correct expression (85) for the retarded dispersion for two atoms nearby the conducting plate \[47\]. This finding indicates that the method based on field correlations can be directly extended to the case when boundary conditions are present, provided the appropriate field correlation function is used and the images dipole(s) are included in the classical potential tensor.

It can be shown that this method is valid also for evaluating the dispersion interaction with boundary conditions and at a finite temperature \[111\]. All this is relevant because these methods can provide very useful computational tools to evaluate dispersion interactions in complicated geometries, also allowing the possibility to change and manipulate radiation-mediated interactions between atoms or molecules through the environment. This is still more striking for the resonance interaction, where the exchange of real photons is also present \[43,112,113\].

In the system considered above, we have assumed that the boundary is a perfectly reflecting one. This is an idealised situation, of course, because any real dielectric or metal material is characterised by specific magnetodielectric properties. For example, a real metal can be described with the plasma or the Drude-Lorentz model \[114,115\]. In the plasma model, the metal is transparent for frequencies above its plasma frequency \( \omega_p \), and this can affect renormalized vacuum fluctuations and the dispersion interaction energy between atoms nearby the boundary. It is expected that in general the corrections to vacuum fluctuations can be relevant only for short distances from the boundary \[39\], and the same is also expected for atom–surface and atom–atom interactions, similarly to the Casimir effect for dielectrics, as obtained through the Lifshits formula \[116,117\]. Indeed, the van der Waals interaction between an atom and a metallic plasma surface has been calculated, showing relevant corrections due to the finite plasma frequency in the short distance regime \[118\]. In addition, the dispersion interaction between a ground-state atom and a dielectric surface, and between two atoms nearby a dielectric surface, have been evaluated in terms of the dielectric constant of the surface at imaginary frequencies, using the theory of electrical images \[119\]. In the case of the atom–atom interaction, a strong dependence (suppression or enhancement) of the interaction on the geometry of the two atoms with respect to the surface has been found using the linear response theory \[120\]; enhanced dispersion interaction between two atoms in a dielectric slab between two different dielectric media has also been found \[121\]. The effect of real boundaries on atom–surface and atom–atom dispersion interactions can be conveniently included through appropriate body-assisted quantization of the electromagnetic field, based on the Green’s functions technique \[28,29,122–126\]. In this approach, medium-assisted bosonic operators for the field are introduced, which take into account all magnetodielectric (dispersive and dissipative) properties of the linear macroscopic boundaries through their frequency-dependent complex electric permittivity and magnetic permeability; then, expressions of dispersion interactions for atoms or molecules nearby a generic linear environment can be obtained \[10,11,28,124\], as well as expressions of the intermolecular energy transfer \[127\].
9. Casimir–Polder and Resonance Interactions between Uniformly Accelerated Atoms

The results reviewed in the previous sections have shown the deep relation between renormalized vacuum energy densities, and zero-point field fluctuations, with dispersion interactions, in particular in the retarded Casimir–Polder regime. All these results and effects have been obtained for atoms and boundaries at rest. New phenomena appear when they are set in motion. In the case of a uniformly accelerated motion, the well-known Fulling–Davies–Unruh effect predicts that the accelerated observer perceives vacuum fluctuations as a thermal bath with the Unruh temperature \( T_U = \hbar a / 2\pi c k_B \), where \( a \) is its proper acceleration and \( k_B \) is the Boltzmann constant [2,128–131]. This effect leads, for example, to a change of the Lamb shift for atoms in uniformly accelerated motion [132,133], as well as to spontaneous excitation of an accelerating atom due to its interaction with the Unruh thermal quanta [134–136]. For a boundary moving with a nonuniform acceleration (a single oscillating reflecting plate, or a metal cavity with an oscillating wall, for example), the dynamical Casimir effect occurs, consisting of the emission of pairs of real photons from the vacuum [137,138]. Theoretical analysis of the dynamical Casimir effect involves quantization of the scalar or electromagnetic field with a moving boundary [137,139,140]. Analogous effects related to Casimir energies occur in the case of a metallic cavity with a movable wall, whose mechanical degrees of freedom are described quantum-mechanically, and thus subject to quantum fluctuations of its position [41–43,141,142]. Another relevant effect involving atoms in motion, extensively investigated in the literature, is the quantum friction of an atom moving at uniform speed parallel to a surface [29,143–146]. An important question that can be asked, and that we shall address in this section, is what is the effect of a noninertial motion in the vacuum space of two or more atoms on their dispersion interaction. We should expect a change of the dispersion interaction between the atoms because of their accelerated motion; in fact, they perceive a different vacuum, equivalent to a thermal bath, and in view of the temperature dependence of the dispersion interactions, mentioned in Section 5, their interaction energy should change. However, the Unruh effect is a very tiny effect, and an acceleration of the order of \( 10^{20} \) m/s\(^2\) is necessary to get a Unruh temperature around 1 K. Spontaneous excitation of a uniformly accelerated atom has been predicted [134], as well as changes of the Lamb shift of atomic levels and of the atom–surface Casimir–Polder force [133,147,148]. Although some experimental setups to detect the Unruh effect have been proposed [149], this effect has not been observed yet (a related effect, the Hawking radiation has been recently observed in analogue systems, specifically in an acoustical black hole [150]). The change of dispersion interactions due to a uniformly accelerated motion of the atoms, if observed, could provide a signature of the Unruh effect [151].

For the sake of simplicity, we consider two two-level atoms of frequency \( \omega_0 \), separated by a distance \( z \), and interacting with the massless relativistic scalar field. For atoms at rest and at zero temperature, the scalar Casimir–Polder interaction at zero temperature behaves as \( z^{-2} \) in the near zone \( (z \ll c/\omega_0) \), and as \( z^{-3} \) in the far zone \( (z \gg c/\omega_0) \). At a finite temperature \( T \), after defining the thermal length \( \rho_{\text{therm}} = \hbar c / (2\pi k_B T) \) and assuming \( z \gg c/\omega_0 \), the interaction for \( z \ll \rho_{\text{therm}} \) has the same behaviour as at zero temperature, with a subleading thermal correction proportional to \( T^2 / z \), both in the near and in the far zone. At very large distances, \( z \gg \rho_{\text{therm}} \), the interaction energy is proportional to \( T / z^2 \), thus scaling with the distance as in the near zone at zero temperature (this should also be compared to the case of atoms interacting with the electromagnetic field at a finite temperature, mentioned in Section 5). We note that the scaling with the distance \( z \) is different compared with the cases considered in the previous sections because we are now considering the scalar rather than the electromagnetic field.

We describe the two identical atoms, A and B, as two-level systems of frequency \( \omega_0 \), using in the Dicke formalism [152]. They interact with the relativistic massless scalar field \( \phi(x) \), and move in the vacuum space with the same constant proper acceleration \( a \) along the direction \( x \), perpendicular to their distance (along \( z \), so that their separation is constant.
The Hamiltonian of this system, in the comoving frame, which is the system in which the atoms are instantaneously at rest, is

\[
H = \hbar \omega_0 S^A_\tau + \hbar \omega_0 S^B_\tau + \sum_k h\omega_k a_k^\dagger a_k \frac{dt}{d\tau} + \lambda S^A_\tau (\tau) \phi [x_A(\tau)] + \lambda S^B_\tau (\tau) \phi [x_B(\tau)],
\]

where \( S_i (i = x, y, z) \) are pseudospin operators, \( \tau \) is the proper time, shared by both atoms in our hypothesis, \( \lambda \) is a coupling constant, and \( x_{A(B)}(\tau) \) are the atomic trajectories

\[
t_A(\tau) = \frac{c}{a} \sinh (\frac{a \tau}{c}), \quad x_A(\tau) = \frac{c^2}{a} \cosh (\frac{a \tau}{c}); \quad y_A(\tau) = 0; \quad z_A(\tau) = z_A,
\]

\[
t_B(\tau) = \frac{c}{a} \sinh (\frac{a \tau}{c}), \quad x_B(\tau) = \frac{c^2}{a} \cosh (\frac{a \tau}{c}); \quad y_B(\tau) = 0; \quad z_A(\tau) = z_A + z,
\]

with \( \tau_A = \tau_B = \tau \) the common proper time of the atoms, and \( z \) the (constant) distance between them [153,154]. The massless scalar field operator is

\[
\phi (r, t) = \sum_k \sqrt{\frac{\hbar}{2V\omega_k}} \left[ a_k e^{i(kr - \omega_k t)} + a_k^\dagger e^{-i(kr - \omega_k t)} \right],
\]

with the dispersion relation \( \omega_k = c | k |. \) The Casimir–Polder energy is the distance-dependent energy shift due to the atoms-field interaction, and it is a fourth-order effect in the coupling constant \( \lambda. \) The calculation of the relevant part of the energy shift can be done using a method, originally introduced by Dupont-Roc et al. to separate vacuum fluctuations and radiation reaction contributions to second-order radiative shifts [155,156], even in accelerated frames [157,158], and recently generalized to fourth-order processes [159,160]. We find that a new distance scale, related to the acceleration, \( z_a = c^2 / a, \) appears. For \( z \ll z_a, \) the dispersion interaction for atoms with the same uniform acceleration \( a \) is the same as that for atoms at rest in a thermal bath with the Unruh temperature \( T_U = \hbar a / 2\pi c k_B. \) In this regime, our extended system of two atoms exhibits the Unruh equivalence between acceleration and temperature, similarly to a point-like detector. However, for larger distances, \( z \gg z_a, \) we have

\[
\Delta E_{\text{accel}} \sim -\frac{\lambda^4}{512\pi^4 \hbar c \omega_0^2 \kappa^2} \frac{1}{z^4}.
\]

In this regime, the interaction energy decays with the distance faster than in the near and far zone, showing lack of the equivalence between acceleration and temperature [159]. In addition, the dispersion interaction between accelerating atoms has qualitative features, specifically its distance dependence, different from those of inertial atoms; measure of the dispersion force between atoms subjected to a uniform acceleration could thus give an indirect signature of the Unruh effect.

The non-thermal behaviour of acceleration at large distances is obtained also for the resonant interaction energy between two identical accelerating atoms, one excited and the other in the ground state, prepared in an entangled symmetric or antisymmetric Bell-type state

\[
| \phi_\pm \rangle = \frac{1}{\sqrt{2}} \left( | e_A g_B, \{0_{k\lambda} \} \rangle \pm g_A e_B, \{0_{k\lambda} \} \rangle \right),
\]

where \( e_{A(B)} \) and \( g_{A(B)} \) respectively represent the excited and the ground state of the atoms. In this case, a resonance interaction energy between the two correlated atom exists, due to the exchange of one real or virtual photon between them.

We consider two identical two-level atoms, \( A \) and \( B, \) with frequency \( \omega_0 = c k_0, \) and interacting with the electromagnetic field through the multipolar coupling Hamiltonian. \( \mu \) is the dipole moment operator. In the unbounded space, at zero temperature, the resonance interaction energy for atoms
at rest, obtained by evaluating the second-order energy shift due to the interaction Hamiltonian (42), is given by

\[
\Delta E_{\pm}^{\text{res}} = \pm \mu_{A(B)}^{\ell q} \left[ \left( \delta_{ij} - \frac{3\delta_i \delta_j}{k_0 r^2} \right) (\cos(k_0 r) + k_0 r \sin(k_0 r)) \right] \left( \delta_{ij} - \delta_i \delta_j \right) k_0 r^2 \cos(k_0 r) \right] \frac{1}{r^3}, \tag{96}
\]

where the + or − sign respectively refers to the symmetric or antisymmetric state in (95), \( r \) is the distance between the atoms, and \( \mu_{A(B)}^{\ell q} \) is the matrix element of \( \mu_{A(B)} \), between the excited and the ground state, assumed real. In the near zone \( (k_0 r \ll 1) \), the interaction energy (96) scales as \( r^{-3} \), while in the far zone \( (k_0 r \gg 1) \) it scales as \( r^{-1} \) with space oscillations [15,112].

We now assume that the two atoms are moving with a uniform proper acceleration along \( x \), and that their distance is along \( z \), so that it is constant in time; their trajectory is given by Equation (92). The Hamiltonian, similarly to Equation (91) of the scalar field case, within dipole approximation and in the comoving frame, is

\[
H = H_A + H_B + \sum_{k \lambda} \hbar \omega_k \hat{a}_{k \lambda}^\dagger \hat{a}_{k \lambda} \frac{dt}{d\tau} - \mu_A(\tau) \cdot \mathbf{E}(x_A(\tau)) - \mu_B(\tau) \cdot \mathbf{E}(x_B(\tau)), \tag{97}
\]

where \( H_{A(B)} \) is the Hamiltonian of atom A (B), and \( \mu_{A(B)} \) is their dipole moment operator.

After lengthy algebraic calculations, for \( z \gg z_0 = c^2/a \), the following expression for the resonant interaction energy between the two accelerating atoms, in the comoving frame, is obtained

\[
\Delta E_{\pm}^{\text{accel}} \simeq \pm \mu_{A(B)}^{\ell q} \frac{1}{2z^3} \left\{ \left( \delta_{\ell m} - q_\ell q_m - 2n_\ell n_m \right) \left[ \frac{2\omega_0 z}{c} \sin \left( \frac{2\omega_0 c}{a} \log \left( \frac{az}{c^2} \right) \right) \right] 
\right. \\

\left. - \frac{\omega_0}{c} \left( \frac{2z^2}{za} \cos \left( \frac{2\omega_0 c}{a} \log \left( \frac{az}{c^2} \right) \right) \right) + q_\ell q_m \left( \frac{8z^2}{az} \cos \left( \frac{2\omega_0 c}{a} \log \left( \frac{az}{c^2} \right) \right) \right) \right\}, \tag{98}
\]

where \( \ell, m \) are Cartesian components, \( \mathbf{n} = (0,0,1) \) is a unit vector along \( z \) (the direction of the distance between the atoms), \( \mathbf{q} = (1,0,0) \) is a unit vector along \( x \) (the direction of the acceleration), and \( \pm \) refers to the symmetric or antisymmetric superposition in (95) [161]. Comparison of (98) with (96) shows that the acceleration of the atoms can significantly change the distance-dependence of the resonance interaction, with respect to inertial atoms. For atoms at rest, Equation (96) gives a far-zone dependence as \( z^{-1} \), while for accelerating atoms Equation (98) asymptotically gives a more rapid decrease of the interaction with the distance: \( z^{-2} \) if the two dipoles are along \( z \) or \( y \), and \( z^{-4} \) for dipole oriented along the direction of the acceleration, \( x \). This change in the dependence of the interaction energy from the interatomic distance is a signature of the noninertial motion of the atoms, and ultimately related to the Unruh effect (even if, in this case, the change of the interaction energy is not equivalent to that due to a thermal field). Moreover, Equation (98) shows striking features of the accelerated-atoms case with respect to the orientation of the atomic dipole moments. For example, if the two dipoles are orthogonal to each other, with one along \( z \) and the other in the plane \( (x,y) \), the interaction energy vanishes for inertial atoms, as immediately follows from (96); on the other hand, Equation (98) shows that it is different from zero when \( a \neq 0 \). In such a case, the resonance interaction is a unique signature of the accelerated motion of the atoms [161]. Similar results are also found in the coaccelerated frame [162], and for atoms nearby a reflecting boundary [163]. Finally, we wish to mention that very recently the Casimir–Polder and resonance interactions between atoms has been also investigated in the case of a curved-spacetime background [164–166].
10. Conclusions

In this review, we have discussed recent developments on radiation-mediated interactions between atoms or molecules, in the framework of nonrelativistic quantum electrodynamics. Major emphasis has been on stressing the role of zero-point field fluctuations and (dressed) vacuum field energy densities and spatial correlations. This has allowed us to give a transparent physical interpretation of dispersion (van der Waals and Casimir–Polder) and resonance interactions, as well as useful computational tools for their evaluation, even in more complicated situations, for example in the presence of boundaries or for uniformly accelerating atoms. We have shown that dispersion interactions can be seen as a direct consequence of the existence of vacuum fluctuations, with features directly related to their physical properties. We have also discussed how dispersion and resonance interactions could provide an experimental setup to get an indirect evidence of the Unruh effect, also testing the Unruh acceleration-temperature equivalence.

A fundamental final question arises: are van der Waals and Casimir–Polder dispersion interactions a definitive proof of the real existence of vacuum fluctuations and zero-point energy? In the author’s opinion, the answer is yes and no. As clearly shown by all physical systems and situations discussed in this review, the results here reviewed are certainly fully consistent with the existence of vacuum fluctuations. Assuming the existence of vacuum fluctuations of the electromagnetic field, as predicted by nonrelativistic quantum electrodynamics, we can derive these observable phenomena, using clear and transparent physical models. However, the same results can be also obtained in a different way, that is, from source fields, without invoking vacuum fluctuations [71]. A similar consideration applies to the Lamb shift, for example [2]. This approach is based on the solution of the Heisenberg equations of motion for the field operators, which contains a free (vacuum) term and a source term, the latter depending on the presence of matter, while the former is related to the vacuum field. Using a specific ordering, specifically the normal ordering, between field and atomic operators (while the atomic operators commute with the full field operators, in general they do not commute with the single parts of field operators related to vacuum and source terms [167,168]); it is possible to show that only the radiation reaction term contributes to dispersion interactions when this ordering of operators is chosen [71,169]. Thus, it seems that a deep dichotomy between vacuum fluctuations and source fields exists in nature. As pointed out and stressed by P.W. Milonni, the two physical models and interpretations of several radiative processes, in terms of vacuum fluctuations or source fields (radiation reaction), should be considered as the two sides of a coin [72]. In conclusion, we just wish to mention that, probably, a definitive and unambiguous confirmation of the existence of the zero-point energy (density) can be obtained only from its gravitational effects, it being a component of the energy-momentum tensor, and thus a source term for the gravitational field [170–172]. The essential point is that Casimir and Casimir–Polder forces are always related to differences of vacuum energies for different configurations of the system; necessarily, this involves the presence of matter and thus of both vacuum and source fields. On the contrary, gravitational effects are related to the absolute value of the vacuum energy density [173]. In any case, as we have pointed out above, dispersion interactions between atoms, also in the presence of macroscopic bodies or for accelerated systems, are observable physical effects fully consistent with the real existence of the zero-point energy of the quantum electromagnetic theory, even if they cannot be considered as a definitive proof of the existence of the vacuum energy.
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