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Abstract. In this paper, a method for finding outliers is proposed for communication data. By extracting the social and spatial information as the eigenvalues from the user's call list. We use clustering method to aggregate users with the same attributes, and then analyze the clusters to find outliers. We use the real communication data of a communication company as the data set, and the experimental results show that our method can quickly and accurately find the abnormal communication user.

1. Introduction
With the rapid development of Internet technology and computer science, many of our daily behaviors will be stored in data way. With the continuous growth of data, the research on the hidden characteristics of these data has become a hot topic at present. With the continuous improvement of data mining, outlier detection as an important area of data mining has also been valued. Outliers are also called anomaly points, which are obviously different from most data in a set of data sets. \cite{1} The outlier is different from the noise. It has no commendatory or derogatory meaning, but it has many important meanings behind it. The analysis of abnormal points can bring a lot of application to people's work and life. \cite{2}

Outlier detection has been widely used in many fields. E.M.Knorr and R.T.NG find the star players of the whole game by analyzing the competition data of the International Ice Hockey League players. K.Yamanishi and J.Takeuchi \cite{3} first applied outlier detection to market analysis in the financial field. At the same time, the research of anomaly detection has also become the main object of data analysis in the fields of network intrusion detection, disease diagnosis, emergency detection and spatiotemporal data anomaly, and its value is becoming more and more indispensable \cite{4-9}.

In this paper, a clustering method is proposed to find the outlier communication data. By using social and spatial information as the eigenvalues, we distinguish normal users and abnormal users. The experimental results show that our method can quickly and accurately find the outliers.

The rest of this paper is organized as follows. Section 2 introduce the model of the outlier mining based on social and spatial information. Section 3 shows the result of our model and compares with other methods to prove the efficiency and accuracy of our method. Finally, section 4 concludes this paper.

2. Model And Algorithm
2.1 Social relationship feature selection
The social relationship of the user can be distinguished according to the age distribution and number of the contacts. Through the network library of python, we can get the following social relationships of users from different ages.
According to the above picture, a 40-50 year old person has a much greater frequency of communication than a 10-20 year old, and the age range of the 40-50 year old user with a close contact is also different with the 10-20 year old. We define user set \( U = \{ u_1, u_2, \ldots, u_n \} \) where \( n = |U| \). So we can define user’s social relationship eigenvalue \( V_{ui} \) as follows:

\[
V_{ui} = [c_{0i}, c_{1i}, \ldots, c_{9i}]
\]

(1)

Where \( C_{ki} (k \in [0,9]) \) presents the frequency of user \( u_i \) make phone call to different age. The frequency of communication between users on age group \( K \) is as follows:

\[
C_{ki} = \frac{N_{ki}}{\sum_{k=0}^{9} N_{ki}}
\]

(2)

Where \( N_{ki} \) is user \( u_i \) make phone call to the users in age group \( k \). Then we can get all the users eigenvalue as follows:

\[
V = \begin{bmatrix}
V_{u_1} \\
V_{u_2} \\
\vdots \\
V_{u_n}
\end{bmatrix} = \begin{bmatrix}
c_{0u_1} & c_{1u_1} & \cdots & c_{9u_1} \\
c_{0u_2} & c_{1u_2} & \cdots & c_{9u_2} \\
\vdots & \vdots & \ddots & \vdots \\
c_{0u_n} & c_{1u_n} & \cdots & c_{9u_n}
\end{bmatrix}
\]

(3)

2.2 Spatial features selection

In a period of time, the spatial information of a class of users will follow certain rules. In this paper, the base station connected by the user for a period of time is approximated as the spatial information of the user, and the user’s trajectory is generated by integrating all the users’ spatial information in a period of time.

---

Algorithm 1 Grid clustering

Start form a level

For each cell at this level, we compute the query related attribute values.

From the computed attribute values and constraints, we mark each cell as relevant or not. (The unrelated cell is no longer considered, the next lower level processing only checks the remaining related units).

If this layer is bottom, turn (6), otherwise turn (5).

We move from the hierarchical structure to the next level, according to step 2.

The query results are satisfied and go to step 8, otherwise go to step 7.

Restore data to related cells for further processing to obtain satisfactory results, and move to step (8).

End
In previous research, we use DBSCAN to cluster our base station information to cluster [10], and use it as the basis of user geographic location information. When the density of spatial clustering is not uniform or the difference of the cluster spacing is very large, the parameter MinPts and Eps are difficult to select, and the quality of clustering is not good. Therefore, in this paper, we use grid clustering to do a more detailed division of spatial information. The algorithm is as follows.

2.3 Data Process
In order to make the eigenvalues smoother, we use linear functions to standardize data as follows:

\[ y = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

Where \( x \) presents standardized data, \( x_{\text{max}} \) presents the maximum value of the data, \( x_{\text{min}} \) presents the minimum value of the data, \( y \) is the value after data standardization.

The eigenvalue attribute is a high dimensional matrix. If there are few social activities between users, the matrix will be sparse, which may affect the accuracy of clustering results. In this paper, based on the data reduction, the high dimension eigenvalue is projected to the two-dimensional feature space without losing the key attributes of the user to ensure the analysis of the data. At the same time, the data reduction will reduce the computational complexity of the distance between objects and improve the clustering speed.

2.4 Algorithm
The main step of outliers mining based on social and spatial information are shown in the following figure:

![Figure 3: Algorithm of outliers mining based on social and spatial information](image)

3. Result
3.1 Analysis of experimental results
In this paper, we use a user's monthly data from a communication company as the original data set of the experiment. After extracting the user's social and spatial attributes as the user's eigenvalue, we
cluster the data with KMEANS, with the parameter K=15. After the clustering results are obtained, we reverse query the age of the user in each cluster. The distribution results are shown as follows.

**Figure 4:** Age distribution in cluster 9

**Figure 5:** Age distribution in cluster 2

**Figure 6:** Age distribution in cluster 11

**Figure 7:** Age distribution in cluster 12

**Figure 8:** User scatter graph in abnormal cluster

**Figure 9:** User scatter graph in cluster 9

In fig 4, 5, 6, the proportion of users of the same age group is very large. By querying users within these clusters, we find that user in the same cluster have the similar social behavior, so we can think that these clusters represent a social feature of a class of users in a class of age groups. Fig 7 presents
the age distribution in an abnormal class of clusters, it can be seen that the proportion of users with zero age in this cluster is very large, and there are some other age groups in the cluster.

According to fig 5 and 7, we extract the distribution of the exception class cluster and the class cluster 9 such as fig 8 and 9. The red point in the graph is user with the age attribute of zero, and the blue point is the user with normal age attribute. By contrast, it is found that the users with normal age attributes in fig 8 have common characteristics with the abnormal users of zero age, so the social relationships of the users in these ages are abnormal and are the anomaly points to be detected.

3.2 Comparison result
In this paper, we use recall and precision to verify the accuracy of outlier mining algorithm. which are given as follow:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{5}
\]
\[
\text{Recall} = \frac{TP}{TP + FN} \tag{6}
\]

TP represents the number of abnormal users judged correctly in the test. FN represents the number of abnormal users in the test being judged to be the normal point in the test. FP represents the number of normal users in the test as the number of abnormal points, and TN is judged to be the number of different users in the test.

According to the above formula, we compare the following table of three evaluation indexes using KMEANS based on social relationships (KS), using KMEANS based social and spatial location (KSS), and using DBSCAN based on social and spatial location (DSS) as follows.

| Experiment result | Recall  | Precision |
|-------------------|---------|-----------|
| KS                | 22.64%  | 92.45%    |
| KSS               | 98.53%  | 96.18%    |
| DSS               | 37.73%  | 83.33%    |

4. Conclusions
In this paper, we propose an outliers mining method based on social and spatial information. The method increases the sample space by increasing the dimension of the feature matrix of the data set, so that the object can be accurately divided in the clustering process. By using the user's one week call record as the data set, we model the two dimensions of the user's social and spatial information, and use the KMEANS method to cluster the data. After clustering, the user composition of each cluster is analyzed, and the abnormal class clusters are found according to the user with zero age and the final outliers are determined. By comparing with different method, we prove that the algorithm is feasible to judge the outlier under the condition of sufficient data. The experimental results show that we can not only get the outliers in the dataset, but also judge the significance behind these outliers. It can also be used to determine the characteristics of a group of people in the data set to determine the missing attributes of the outliers, and to complete a precise personalized service for the user.
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