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ABSTRACT

Bundle recommendation aims to recommend a bundle of related items to users, which can satisfy the users’ various needs with one-stop convenience. Recent methods usually take advantage of both user-bundle and user-item interactions information to obtain informative representations for users and bundles, corresponding to bundle view and item view, respectively. However, they either use a unified view without differentiation or loosely combine the predictions of two separate views, while the crucial cooperative association between the two views’ representations is overlooked.

In this work, we propose to model the cooperative association between the two different views through cross-view contrastive learning. By encouraging the alignment of the two separately learned views, each view can distill complementary information from the other view, achieving mutual enhancement. Moreover, by enlarging the dispersion of different users/bundles, the self-discrimination of representations is enhanced. Extensive experiments on three public datasets demonstrate that our method outperforms SOTA and justifies our hypothesis. Codes and datasets are available at https://github.com/mysbupt/CrossCBR.
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1 INTRODUCTION

Bundle recommendation aims to recommend a set of items related with the same theme to users. In a variety of online applications, such as music platforms and fashion shopping sites, serving bundles instead of individual items can boost the users’ experience in a one-stop manner. More importantly, platforms taking bundles as the marketing strategy can increase sales revenue and attract customers fond of bundle discounts. Consequently, both the users and platforms would prefer bundles (e.g., music playlist and fashion outfit) instead of single items (e.g., single song and piece-of-clothing). Therefore, developing effective bundle recommender systems is attracting a surge of interest in both academia and industry.

Scrutinizing prior studies on bundle recommendation [2, 3, 5, 9, 26], we can systematize the sources of user preferences as two views:
(1) bundle view, which depicts user preferences through the user-bundle interactions and can be reorganized as an U-B graph; and (2) item view, which delineates user behaviors and bundle knowledge at the granularity of items—i.e., user-item interactions in the form of an U-I graph and bundle-item affiliation in the form of a B-I graph, respectively. These two views allow us to understand user interests and construct the recommender models from different perspectives. However, there exist clear discrepancies between these two views which have not been modeled in prior studies. Consider the running example on the top part of Figure 1, where $u_1$ is the target user who has interacted with bundle $b_1$ and individual items $i_1$, $i_2$, and $i_3$ before, and the historical bundle $b_1$ consists of items $i_1$ and $i_2$. By taking the bundle view solely, a recommender model is highly likely to route $b_2$ to $u_1$, if the behavioral similarity between users $u_1$ and $u_2$ is well captured. On the other hand, by taking the item view, a recommender model is prone to yield $b_2$ and $b_3$, as the interested item of $u_1$, since $b_2$ holds items (i.e., $i_3$) shared with the historical bundle $b_1$ and $b_3$ contains items (i.e., $i_5$) individually preferred by $u_1$. Clearly, the bundle view emphasizes the behavioral similarity among users, while the item view highlights the content relatedness among bundles and users’ item-level preference. Hence they are complementary but different, and the cooperation of these two views is the key to accurate bundle recommendation.

However, the cooperative association between these two views has been loosely modeled or even overlooked in existing works [2, 3, 5, 9]. One research line like BundleNet [9] blindly merges the two views into a unified tripartite graph and employs graph neural networks (GNNs) to aggregate the neighboring information into representations of users and bundles. However, such representations fail to differentiate the behavioral similarity among users and content relatedness among bundles from these two views, thus obscuring their cooperation. Another line, such as BGCN [3], first performs representation learning and preference prediction upon the views individually, and then fuses these two view-specific predictions. While this loose modeling of the two views performs better than the first line, it only considers the cooperative signal at the level of predictions, rather than directly plugging such signal into the representations optimized for recommendation. Hence, no mutual enhancement of the two views is guaranteed to be captured. Considering the limitations of the two lines, we believe that it is crucial to properly model the cooperative association and encourage the mutual enhancement across the bundle and item views.

Towards this end, we propose a Cross-view Contrastive Learning for Bundle Recommendation (CrossCBR) which captures the cooperative association by cross-view contrastive learning and mutually enhances the view-aware representations. The basic idea is to treat the bundle and item views as two distinct but correlated viewpoints of user-bundle preferences, and apply contrastive learning on these viewpoints to encapsulate their agreements into representations of users and bundles. Specifically, upon the U-B graph, we build a LightGCN [14] as the backbone to obtain the bundle-view representations of users and bundles; analogously, upon the U-I graph, we employ another LightGCN to generate the item-view representations of users and items, and aggregate the representations of compositional items as the bundle representation based on the B-I graph. We jointly employ the BPR [25] and contrastive loss [13] to optimize these representations. Benefiting from the cross-view contrastive learning, CrossCBR outperforms the state-of-the-art (SOTA) baselines by a large margin on three datasets.

To demystify the working mechanism behind CrossCBR, we further investigate the alignment-dispersion characteristics of the learned representations. Encouraging the cross-view alignment enables the view-aware representations to learn from each other and achieve mutual enhancement; meanwhile, enlarging the cross-view dispersion between different users/bundles is excel at enhancing the representations’ discriminative power. Such a powerful representation learning comes with minimal space complexity and low time complexity. Our main contributions are as follows:

- To the best of our knowledge, we are among the first to formulate the cross-view cooperative association in bundle recommendation, providing a new research line worthy of further exploration.
- We propose a simple yet effective bundle recommender, CrossCBR, to model the cooperative association between two views via cross-view contrastive learning.
- Our model outperforms SOTA baselines by a large margin on three public datasets, while requires largely reduced training time. We also demonstrate how the idea of CrossCBR can be generalized to a broader scope of tasks.

2 METHODOLOGY

In this section, we first formulate the task of bundle recommendation and the present our CrossCBR, as shown in Figure 2. The in-depth discussion of the working mechanism and analysis of computational complexity for CrossCBR are followed.

2.1 Problem Formulation

Given a set of users $\mathcal{U} = \{u_1, u_2, \cdots, u_M\}$, a set of bundles $\mathcal{B} = \{b_1, b_2, \cdots, b_N\}$, and a set of items $\mathcal{I} = \{i_1, i_2, \cdots, i_O\}$, where $M$, $N$, and $O$ are the number of users, bundles, and items, respectively. The user-bundle interactions, user-item interactions, and bundle-item affiliations are denoted as $X_{MK_N} = \{x_{ub} | u \in \mathcal{U}, b \in \mathcal{B}\}$, $Y_{MXO} = \{y_{ui} | u \in \mathcal{U}, i \in \mathcal{I}\}$, and $Z_{NKO} = \{z_{bi} | b \in \mathcal{B}, i \in \mathcal{I}\}$, respectively. $x_{ub}$, $y_{ui}$, $z_{bi} \in \{0, 1\}$, where 1 represents an interaction between the user-bundle or user-item pair, or the item belongs to a certain bundle. Note that since we deduplicate the historical bundle and item interactions for each user, each element of $X$ and $Y$ is a binary value rather than an integer. In addition, $X$ and $Y$ are separately generated, where users are allowed to directly interact with both bundles and individual items. Therefore, $X$ and $Y$ contain different information, which heuristically enables the cooperative effect between the two different views. The goal of bundle recommendation task is to learn a model from the historical $\{X, Y, O\}$ and predict the unseen user-bundle interactions in $X$.

2.2 Learning of Two Views’ Representations

For the first component of CrossCBR, we aim to learn the representations from the two views: bundle and item view. Despite the effectiveness of two views’ representation learning module of BGCN [3], its partial designs of graph construction and graph learning are useless or even harmful [14], especially under the circumstance of utilizing the contrastive learning. Here we devise our simpler yet more effective representation learning approach.
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2.2.1 Bundle-view Representation Learning. In order to learn the user and bundle representations from the bundle view, we first construct a user-bundle bipartite graph, i.e., U-B graph, based on the user-bundle interaction matrix $X$. We then employ the prevailing GNN-based recommendation framework LightGCN [14] to learn the representations of both user and bundle. Specifically, we conduct information propagation over the U-B graph, and the $k$-th layer’s information propagation is denoted as:

$$
\begin{align}
B(k) & = \sum_{b \in N_b} \frac{1}{\sqrt{|N_u||N_b|}} B(k-1), \\
B(k) & = \sum_{u \in N_u} \frac{1}{\sqrt{|N_u||N_b|}} B(k-1),
\end{align}
$$

(1)

where $e^u_b(k), e^b_u(k) \in \mathbb{R}^d$ are the $k$-th layer’s information propagated to user $u$ and bundle $b$; $d$ is the embedding dimensionality; the superscript $B$ indicates the bundle view; $e^B_u$ and $e^B_b$ are randomly initialized at the beginning of the training; $N_u$ and $N_b$ are the neighbors of the user $u$ and bundle $b$ in the U-B graph.

We follow LightGCN to remove the self-connections from the U-B graph and the nonlinear transformation from the information propagation function. We will empirically demonstrate that such simplifications, which BGCN does not take into account, are truly helpful for better performance (cf. Section 3.3). More importantly, we do not incorporate the bundle-bundle connections, which are introduced by BGCN and calculated from the degree of overlapped items between the two bundles. The reason lies in the fact that bundle-bundle overlap information can be distilled from the item view through the cross-view contrastive learning (cf. Section 2.3.2). Meanwhile, the removal of extra bundle-bundle connections can further reduce the computational costs during the graph learning.

We concatenate all $K$ layers’ embedding to combine the information received from neighbors of different depths. The final bundle-view representations $e^B_u$ and $e^B_b$ are denoted as:

$$
\begin{align}
e^B_u & = \sum_{k=0}^{K} e^B_u, \\
e^B_b & = \sum_{k=0}^{K} e^B_b.
\end{align}
$$

(2)

2.2.2 Item-view Representation Learning. In order to learn the user and bundle representations from the item view, we first build two bipartite graphs, i.e., U-I and B-I graph, according to the user-item interactions $Y$ and bundle-item affiliations $Z$, respectively. Similar to the U-B graph learning, we learn user and item representations using LightGCN. The obtained user representations are the item-view user representations, and the item-view bundle representations are obtained by performing average pooling over the item-view item representations guided by the B-I graph. Specifically, the information propagation over the U-I graph is defined as:

$$
\begin{align}
e^I_u & = \sum_{i \in N_u} \frac{1}{\sqrt{|N_u||N_i|}} e^I_i(k-1), \\
e^I_i & = \sum_{u \in N_u} \frac{1}{\sqrt{|N_u||N_i|}} e^I_u(k-1),
\end{align}
$$

(3)

where $e^I_u(k), e^I_i(k) \in \mathbb{R}^d$ are the $k$-th layer’s information propagated to user $u$ and item $i$, respectively; the superscript $I$ refers to the item view; $e^{I(0)}_u$ is randomly initialized; $N_u$ and $N_i$ are the neighbors of the user $u$ and item $i$ in the U-I graph. We follow BGCN and share the parameters of $e^{I(0)}_u$ with $e^B_u^{(0)}$, which empirically does not affect the performance but largely reduces the number of parameters. Meanwhile, such initial layer’s parameters sharing between two views is too weak even impossible to capture the cross-view cooperative association (cf. CrossCBR-CL in Section 3.3). Similar to U-B graph, we also remove the self-connections from the U-I graph and nonlinear feature transformation from the information propagation function. And a layer aggregation operation is adopted after $K$ layers of information propagation, formulated as follows:

$$
\begin{align}
e^{I*}_u & = \sum_{k=0}^{K} e^{I(k)}_u, \\
e^{I*}_i & = \sum_{k=0}^{K} e^{I(k)}_i,
\end{align}
$$

(4)

where $e^{I*}_u$ and $e^{I*}_i$ are the item-view user and item representations, respectively. Based on the item-view item representation and the B-I graph, we can obtain the item-view bundle representations $e^I_b$. **Figure 2:** The overall framework of CrossCBR consists of two parts: (1) representation learning for the two views of users and bundles and (2) the joint optimization of the BPR loss $\mathcal{L}^{BPR}$ and contrastive loss $\mathcal{L}^{C}$. 

- **Representation Learning:** Cross-view feature learning for users, items, and bundles.
- **Joint Optimization:** Joint optimization of BPR loss and contrastive loss.
We devise the critical component to model the cross-view cooperative association via contrastive learning. We first present the data augmentation methods, followed by the contrastive loss.

2.3.1 Data Augmentation. The main idea of self-supervised contrastive learning is to encourage the representation affinity among various views of the same object, while at the same time enlarge the representation dispersion of different objects [27]. In practice, if multiple views naturally exist for each object, e.g., images taken from different angles, or the bundle and item view in bundle recommendation, the contrastive loss can be directly applied. On the other hand, in many scenarios, multiple views are not available, and data augmentation is leveraged to generate multiple views from the original data [6, 11, 30]. Proper data augmentation not only releases the multi-view data constraint for applying contrastive learning, but also may improve the robustness to counter potential noise. Therefore, while keeping the original preservation (no augmentation) as the default setting, we also introduce two simple data augmentation methods: graph- and embedding-based augmentations.

Graph-based Augmentation. The main purpose of graph-based augmentation is to generate augmented data by revising the graph structure [30]. We adopt a simple random augmentation method of edge dropout (ED), which randomly removes a certain proportion (dropout ratio $\rho$) of edges from the original graph. The rationale behind edge dropout lies in that the core local structure of the graph is preserved. Therefore, the robustness of learned representations may be enhanced to counter certain noise.

Embedding-based Augmentation. Different from the graph-based augmentation, which can be applied only to graph data, embedding-based augmentations are more general and suitable for any deep representation learning based methods [11]. The major idea is to vary the learned representation embeddings regardless of how the embeddings are obtained. We employ message dropout (MD), which randomly masks some elements of the propagated embeddings with a certain dropout ratio $\rho$ during the graph learning.

Original Preservation. We name the approach without any data augmentation as original preservation (OP), where no randomness is introduced and only the original representations are preserved. Since the two views in bundle recommendation are obtained from different sources of data, their representations are distinctive sufficiently to work well.

To avoid the abuse of notations, after the data augmentation, we still use the same notations of $e^s_{u,b}, e^s_{b}, e^f_{u,b}, e^f_{b}$ to denote the embeddings for the bundle-view user, bundle-view bundle, item-view user, and item-view bundle, respectively.

2.3.2 Cross-view Contrastive Loss. We leverage the cross-view contrastive loss to optimize two-view representations. As the motivations illustrate in Figure 1, each view captures a distinctive aspect of user’s preference, and the two views have to work cooperatively to maximize the overall modeling capacity. To model the cross-view cooperative association, we employ the cross-view contrastive loss (we leave other potential modeling solutions for future work). We adopt the popular InfoNCE [13] loss built upon the cross-view representations of users and bundles, respectively. More precisely, the contrastive loss is able to simultaneously encourage the alignment of the same user/bundle from different views and enforce the separation of different users/bundles. The equations are as follows:

$$L^C_U = \frac{1}{|U|} \sum_{u \in U} -\log \frac{\exp(s(e^s_{u,b}, e^s_{u,b}^*)/\tau)}{\sum_{e \in U} \exp(s(e^s_{u,b}, e^s_{u,b}^*)/\tau)},$$

$$L^C_B = \frac{1}{|B|} \sum_{b \in B} -\log \frac{\exp(s(e^s_{b}, e^s_{b}^*)/\tau)}{\sum_{e \in B} \exp(s(e^s_{b}, e^s_{b}^*)/\tau)},$$

where $L^C_U$ and $L^C_B$ denote the cross-view contrastive losses for users and bundles, respectively; $s(\cdot, \cdot)$ is the cosine similarity function; $\tau$ is a hyper-parameter known as the temperature. We follow SGL [30] to perform in-batch negative sampling to construct the negative pairs. By averaging the two cross-view contrastive losses, we obtain the final contrastive loss $L^C$:

$$L^C = \frac{1}{2} (L^C_U + L^C_B).$$

2.4 Prediction and Optimization. To obtain the final prediction for recommendation, we first utilize the inner-product to calculate the item-view and bundle-view predictions, and additively combine them for the final prediction.

$$y^*_u,b = e^u \tau^* e^b + e^u \tau^* e^f_{u,b}$$

The conventional Bayesian Personalized Ranking (BPR) loss [25] is used as the main loss.

$$L^{BPR} = \sum_{(u,b,b') \in Q} -\log \sigma(y^*_u,b - y^*_u,b'),$$

where $Q = \{(u,b,b')|u \in U, b,b' \in B, x_{ub} = 1, x_{ubb'} = 0\}$, $\sigma(\cdot)$ is the sigmoid function. We achieve the final loss $L$ by weighted combing the BPR loss $L^{BPR}$, the contrastive loss $L^C$, and the L2 regularization term $||\Theta||^2_2$:

$$L = L^{BPR} + \lambda_1 L^C + \lambda_2 ||\Theta||^2_2,$$

where $\lambda_1$ and $\lambda_2$ are the hyperparameters to balance the three terms, and $\Theta = \{E^B_U, E^B_B, E^f_U\}$ are all of the model parameters.

2.5 Model Discussion. Integrating the cross-view contrastive loss into BPR loss can provide an additional regularization for representation learning [37]. Such
The time complexity of graph learning is
view contrastive loss can enhance the discriminative capability of
time complexity of calculating the contrastive loss during training
removal of self-connections and bundle-bundle connections). The

BGCN is $T$ epochs, $d$ is the number of all edges in U-B and U-I graphs,
the two views’ graph learning and the cross-view contrastive loss.
of the feature transformation matrices.

Let’s take a pair of users $u_1$ and $u_2$ as an example, shown in Figure 3.
The direct effect of the contrastive loss is to pull close the pairs $(e^{u_1}_{u_1}, e^{u_1}_{u_1})$ and $(e^{u_2}_{u_2}, e^{u_2}_{u_2})$ while push apart the pairs $(e^{u_1}_{u_2}, e^{u_2}_{u_2})$ and $(e^{u_2}_{u_1}, e^{u_1}_{u_2})$. Consequently, as an indirect effect, the distance between the representations of $u_1$ and $u_2$ in the same view (i.e., $(e^{u_1}_{u_1}, e^{u_1}_{u_1})$ and $(e^{u_2}_{u_2}, e^{u_2}_{u_2})$) are also enlarged. Therefore, our proposed cross-view contrastive loss can enhance the discriminative capability of representations in both ego-view and cross-view, resulting in better bundle recommendation quality. To be noted, solely enlarging the cross-view dispersion without encouraging the cross-view alignment cannot achieve the effect of ego-view dispersion, thus cannot enhance the self-discrimination of the representations. We will justify this effect by analyzing the alignment-dispersion characteristics of representations in Section 3.4.2.

### 2.6 Complexity Analysis

In terms of space complexity, the parameters of CrossCBR are minimal and only include three sets of embeddings: $E^{B(0)}_U$, $E^{B(0)}_B$, and $E^{I(0)}_I$. Therefore, the space complexity of CrossCBR is $O((M + N + O)d)$. Our model is more concise than BGCN due to the removal of the feature transformation matrices.

In terms of time complexity, the main computational cost lies in the two views’ graph learning and the cross-view contrastive loss. Note we just focus on the main setting of original preservation. The time complexity of graph learning is $O(|E|Kd s|E|T)$, where $|E|$ is the number of all edges in U-B and U-I graphs, $K$ is the number of propagation layers, $d$ is the embedding size, $s$ is the number of epochs, $T$ is the batch size. For comparison, the time complexity of BGCN is $O((|E|d + |V|d^2)K|E|T)$, where $|V|$ is the number of nodes in U-B and U-I graphs. And the time complexity of graph learning part in CrossCBR is smaller than that of BGCN due to the removal of the feature transformation layers and smaller $|E|$ (due to the removal of self-connections and bundle-bundle connections). The time complexity of calculating the contrastive loss during training is $O(2d(|E| + T^2))$. Even though the matrix multiplication of contrastive loss has cubic complexity ($O(dT^2)$), the time used in practice is very limited due to the acceleration of both hardware GPU and the optimized libraries, justified by the experiments in Section 3.5.2. To be noted, the inference of CrossCBR has the identical time complexity with that of BGCN.

### 3 EXPERIMENTS

To evaluate our proposed approach, we conduct experiments on three public datasets: Youshu, NetEase, and iFashion. In particular, we aim to answer the following research questions:

- **RQ1:** Can CrossCBR outperform the SOTA baseline models?
- **RQ2:** Are all the key components effective w.r.t. performance?
- **RQ3:** Whether the cross-view contrastive learning works as expected, i.e., achieving cross-view mutual enhancement and alignment and dispersion in the representation space?
- **RQ4:** What about the hyper-parameter sensitivity and training efficiency of the model?

#### 3.1 Experimental Settings

We follow the previous works [3, 9] to adopt the two established bundle recommendation datasets: Youshu [5] for book list recommendation and NetEase [2] for music playlist recommendation. In addition, we introduce another online fashion outfit recommendation dataset iFashion [8], where the outfit consists of individual fashion items is treated as bundle. We follow the outfit recommendation setting [20] to preprocess the iFashion dataset by the 20-core fashion items is treated as bundle. We follow the outfit recommendation setting [20] to preprocess the iFashion dataset by the 20-core

| Dataset | #U | #I | #B | #U-I | #U-B | #Avg.I/B |
|---------|----|----|----|------|------|----------|
| Youshu  | 8,039 | 32,770 | 4,771 | 138,515 | 51,377 | 37.03     |
| NetEase | 18,528 | 123,628 | 22,864 | 1,128,065 | 302,303 | 77.80     |
| iFashion | 53,897 | 42,563 | 27,694 | 2,290,645 | 1,679,708 | 3.86     |

### Table 1: Dataset Statistics.

The *MFBPR* [25]: Matrix Factorization optimized with the Bayesian Personalized Ranking (BPR) loss; (2) *LightGCN* [14]: a GNN- and CF-based recommendation model, which utilizes a light-version graph learning kernel; and (3) *SGL* [30]: it enhances the LightGCN model with contrastive graph learning and achieves SOTA performance.
The Bundle-specific Recommendation Models are designed for bundle recommendation and utilize all the user-bundle interactions, user-item interactions, and bundle-item affiliation data. We consider the following models: (1) DAM [5]: it uses an attention mechanism to learn bundle representations over the affiliated items and employs multi-task learning to optimize both user-item and user-bundle interactions; (2) BundleNet [9]: it builds a user-bundle-item tripartite graph, leverages GCN to learn the representations, and applies multi-task learning; and (3) BGCN [3, 4]: it decomposes the user-bundle-item relations into two separate views, builds two graphs (i.e., bundle-view graph and item-view graph), uses GCN to learn representations, makes prediction by summing the two views’ predictions, and achieves SOTA performance. There are also some earlier works (e.g., [2]) that have been turned to be inferior to the methods listed above, and we do not consider them.

3.1.2 Hyper-parameter Settings. For all methods, the embedding size is set as 64, Xavier normal initialization [12] is adopted, the models are optimized using Adam optimizer [17] with the learning rate 0.001, and the batch size is set as 2048. For our method, we tune the hyper-parameters $K, \lambda_1, \lambda_2, \tau,$ and $p$ with the ranges of $\{1, 2, 3\}$, $\{0.01, 0.04, 0.1, 0.5, 1\}$, $\{10^{-6}, 10^{-5}, 10^{-4}\}$, $\{0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5\}$, and $\{0.01, 0.1, 0.2, 0.5\}$. For graph augmentation, we follow SGL to drop edges by every epoch. For baseline methods, we adopt the results of MF-BPR, DAM, and BGCN on Youshu and NetEase datasets based on those reported in [3], since their settings are the same with ours. We implement all the other baselines by ourselves. All the models are trained using Pytorch 1.9.0, NVIDIA Titan-XP and Titan-V GPUs.

3.2 Performance Comparison (RQ1) We first compare the overall recommendation performance of CrossCBR with both user-item recommendation baselines and bundle-specific recommendation baselines on three datasets, as shown in Table 2. The best performing methods are bold, while the strongest baselines are underlined. %Improv. measures the relative improvements of CrossCBR over the strongest baselines. We observe that:

- In terms of the general user-item recommendation models, LightGCN consistently outperforms MF-BPR, indicating the GNN-based method especially the LightGCN graph learning module is effective in modeling the user-bundle CF signals. SGL further improves the performance of LightGCN, demonstrating the great power of contrastive loss on the user-bundle bipartite graph. Surprisingly, SGL is the strongest baseline, which is even better than the strongest bundle-specific method (BGCN), implying the effectiveness of graph contrastive learning in recommendation. Our proposed CrossCBR performs better than SGL by a large margin, showing that the item view truly provides additional useful information and can enhance the discriminative power of the model.

To further evaluate the key innovative components of CrossCBR, we conduct a list of ablation studies as shown in Table 3, where the %Improv. quantifies the relative improvement of CrossCBR over the SOTA bundle-specific model BGCN.

3.3.1 Effectiveness of Cross-view Contrastive Learning. To evaluate whether the cross-view contrastive learning contributes to the performance, we remove the contrastive loss $L_C$ in Equation (8) during training, named CrossCBR-CL. CrossCBR-CL inevitably shows a severe performance decline compared with CrossCBR, justifying

### Table 2: The overall performance comparison, where Rec is short of Recall. Note that the improvement achieved by CrossCBR is significant ($p$-value $< 0.05$).

| Model      | Youshu  | NetEase | iFashion |
|------------|---------|---------|----------|
|            | Rec@20  | NDCG@20 | Rec@40  | NDCG@40 | Rec@20  | NDCG@20 | Rec@40  | NDCG@40 |
| MF-BPR     | 0.1959  | 0.1177  | 0.2735  | 0.1320  | 0.0355  | 0.0181  | 0.0600  | 0.0246  | 0.0753  | 0.0842  | 0.1162  | 0.0687  |
| LightGCN   | 0.2286  | 0.1344  | 0.3190  | 0.1592  | 0.0496  | 0.0254  | 0.0795  | 0.0334  | 0.0837  | 0.0612  | 0.1284  | 0.0770  |
| SGL        | 0.2568  | 0.1527  | 0.3337  | 0.1790  | 0.0687  | 0.0368  | 0.1058  | 0.0467  | 0.0933  | 0.0690  | 0.1389  | 0.0851  |
| DAM        | 0.2082  | 0.1198  | 0.2890  | 0.1418  | 0.0411  | 0.0210  | 0.0690  | 0.0281  | 0.0629  | 0.0456  | 0.0995  | 0.0579  |
| BundleNet  | 0.1895  | 0.1125  | 0.2675  | 0.1335  | 0.0391  | 0.0201  | 0.0661  | 0.0271  | 0.0626  | 0.0447  | 0.0986  | 0.0574  |
| BGCN       | 0.2347  | 0.1345  | 0.3248  | 0.1593  | 0.0491  | 0.0258  | 0.0829  | 0.0346  | 0.0733  | 0.0531  | 0.1128  | 0.0671  |
| CrossCBR   | 0.2813  | 0.1668  | 0.3785  | 0.1938  | 0.0842  | 0.0457  | 0.1264  | 0.0369  | 0.1173  | 0.0895  | 0.1699  | 0.1080  |
| %Improv.   | 9.57    | 9.26    | 7.02    | 8.28    | 22.57   | 24.33   | 19.48   | 21.96   | 25.76   | 26.93   | 22.33   | 26.85   |

### Table 3: Ablation study of the key components of CrossCBR.

| Model       | Youshu  | NetEase | iFashion |
|-------------|---------|---------|----------|
|             | Rec@20  | NDCG@20 | Rec@40  | NDCG@40 |
| BGCN        | 0.0941  | 0.0258  | 0.0733   | 0.0551  |
| CrossCBR-CL | 0.0608  | 0.0320  | 0.0852   | 0.0626  |
| CrossCBR_A  | 0.0602  | 0.0314  | 0.0864   | 0.0474  |
| CrossCBR_D  | 0.0410  | 0.0208  | 0.0568   | 0.0402  |
| CrossCBR_OP | 0.0831  | 0.0452  | 0.1167   | 0.0891  |
| CrossCBR_ED | 0.0842  | 0.0457  | 0.1176   | 0.0891  |
| CrossCBR_MD | 0.0828  | 0.0457  | 0.1173   | 0.0895  |
| CrossCBR_SC | 0.0831  | 0.0455  | 0.1146   | 0.0873  |
| CrossCBR_BB | 0.0828  | 0.0444  | 0.1163   | 0.0887  |
| CrossCBR   | 0.0842  | 0.0457  | 0.1173   | 0.0895  |
| %Improv.    | 71.43   | 77.29   | 52.50    | 64.54   |
the crucial role of modelling cross-view information. Surprisingly, CrossCBR-CL still significantly outperforms BGCN. We ascribe its success to utilizing the LightGCN kernel, which has been proved to be more effective than the typical GCN kernel used by BGCN [14]. To further identify the characteristics of alignment and dispersion, we implement CrossCBR_A that only enlarges the cross-view alignment (using the negative cross-view cosine similarity to replace the contrastive loss), and CrossCBR_D that only encourages the cross-view dispersion (setting the cosine similarity in numerator of the contrastive loss as static 1). The results in Table 3 demonstrates that the alignment and dispersion collaboratively contribute to the performance, while only modeling either of them can degrade the performance. Especially when only enlarging the cross-view dispersion (CrossCBR_D), the model can hardly benefit from it or even collapse, justifying our discussion in Section 2.5.

3.3.2 Effectiveness of Data Augmentations. We try various settings of data augmentations during the representation learning of the two views. CrossCBR_OP corresponds to original preservation (i.e., no augmentation), CrossCBR_ED represents Edge Dropout of the graph-based augmentation method, and CrossCBR_MD refers to Message Dropout of the embedding-based augmentation method. The results in Table 3 demonstrate that the differences among the three data augmentation settings for CrossCBR are negligible compared with the performance gain over baselines. This phenomenon indicates that the distinction within the original data of the two views provides sufficient variance for the cross-view contrastive learning, while the variance introduced by random data augmentation is insignificant. More advanced and effective data augmentation methods can be explored in the future.

3.3.3 The Impact of Simplification of Graph Structure. CrossCBR simplifies the graph structure of BGCN by removing self-connections (SC) in the U-B and U-I graphs and the bundle-bundle (BB) connections in the U-B graph. To justify that these removals do not affect the performance, we specifically add SC and BB connections to our graph construction and obtain CrossCBR+SC and CrossCBR+BB, respectively. The results of both CrossCBR+SC and CrossCBR+BB indicate that both SC and BB contribute little or even none to Cross-CBR. The reasons are two-fold. First, in terms of SC, the LightGCN kernel has no feature transformation and activation layers, resulting in the SC a simple summation of the node itself (layer 0), which adds no additional information. Second, for the BB connections, they are obtained by calculating the overlap degree of the two bundles according to the B-I graph. However, the BB overlap information can be distilled from the item view to the bundle view representations through the alignment effect of the cross-view contrastive loss.

3.4 Model Study (RQ3)

In this section, we conduct experiments to study: (1) whether the two views are mutually enhanced by the cross-view contrastive loss? and (2) whether the cross-view alignment and dispersion happen as we expected in the representation space?

3.4.1 Mutual Enhancement Effect. To directly justify whether the cross-view contrastive learning can achieve cross-view mutual enhancement, we present the performance which is calculated solely based on ego-view predictions, i.e., the bundle-view prediction uses $y_{u,b}^* = e_u^r \cdot \epsilon_b^r$, the item-view prediction uses $y_{i,b}^* = e_i^r \cdot \epsilon_b^r$, and the both-view prediction is identical with Equation 9. The results in Figure 4 indicate that using contrastive loss significantly improves the recommendation performance on all the three types of predictions. Interestingly, the bundle view prediction performs much better than that of the item view (even slightly better than the both-view prediction in NetEase), demonstrating that the bundle view plays a more significant role in bundle recommendation. This also helps explain why SGL, which is solely based on the user-bundle interactions, can outperform a list of bundle-specific methods.

3.4.2 Cross-View Alignment and Dispersion Analysis. We analyze the cross-view alignment and dispersion characteristics of the representations regularized by the cross-view contrastive learning. Inspired by the alignment-uniformity analysis [11, 27], we adopt a simplified version to portray the cross-view alignment and dispersion of the representations. In particular, we just calculate the average cross-view cosine similarity of the users (bundles) as the indication of alignment. Similarly, the average cosine similarity between different users (bundles) of the same view (either item or bundle view) is the indication of the dispersion. Several interesting findings can be derived from the results shown in Table 4. First, the cross-view alignment metrics of both user and bundle representations ($A^C_U$ and $A^C_B$) significantly increase after applying the contrastive loss, justifying that the cross-view contrastive loss can effectively pull the two views close to each other. Therefore, each view can distill cooperative information from the other and they are mutually enhanced. Second, the dispersion of the user representations of both ego-views ($D^B_U$ and $D^I_U$) significantly reduces after applying the contrastive loss, verifying that the cross-view contrastive loss can improve the discrimination of the users in the ego-view (cf. Section 2.5). Third, the dispersion of the bundle representations ($D^B_B$ and $D^I_B$) does not consistently reduce like that of
Graph-based and Bundle Recommendation. Graph-based model has dominated the CF-based recommendation methods due to its superior capability in modeling the higher order interactions between users and items, especially the recent graph neural network-based methods [7, 14, 28, 35]. Wang et al. propose NGCF [28] to build a bipartite graph based on the user-item interaction matrix and employ graph convolutional network as the graph learning module. Following NGCF, He et al. propose to remove some redundant modules (e.g., nonlinear feature transformation and activation function layers) from the NGCF model and significantly improve the performance, resulting in the LightGCN [14] model. LightGCN has achieved great performance in various recommendation tasks [10], and our model is also base on this backbone.

Bundle recommendation aims to solve a special scenario of recommendation, i.e., the recommended object is a bundle of items that related with a certain theme. Initial works just ignore the affiliated items of the bundle and just use an id to represent a bundle [26]. Following works recognize the importance of affiliated items and develop various models to capture the additional user-item interaction and bundle-item affiliation relations, such as EFM [2] and DAM [5]. With the proliferation of GNN-based recommendation models, Deng et al. propose BundleNet [9] and Chang et al. propose BGCN [3, 4]. However, BundleNet mixup the three types of relations among user, bundle, and item, while BGCN decompose the users’ preference into item view and bundle view. The two-view representations effectively capture the two types of preferences, resulting in better performance. Our work is based on this two-view modeling framework, and we further emphasize the significance of the cooperative association modeling between the two views. Some related topics, such as set, basket, or package recommendation [16, 18, 24] and bundle generation [1, 4], are different with our scenario in either the recommended object (a loosely/arbitrary co-occurred set/basket/package vs a pre-defined bundle of items related with a theme) or the task (generation of bundle from items vs recommending pre-defined bundles).

Contrastive Learning in Recommendation. Recently, contrastive learning regains popularity and achieves great success in computer vision [6, 15, 23], natural language processing [11, 22], and graph learning [19, 31]. The community of recommender systems also seizes this trend and adapts contrastive learning into various recommendation tasks, such as general CF-based recommendation tasks [30, 38, 40], sequential and session recommendation [21, 32–34, 39], multimedia and social recommendation [29, 36], etc. The key of introducing contrastive learning into recommender systems lies in proper construction of contrastive pairs. One branch of current approaches are based on various data augmentations to create more views from the original data. For example, SGL [3] adopts various graph augmentation methods (e.g., degree dropout or random walk), and CL4SRec [34] and CoSeRec [21] apply different sequence augmentation methods (e.g., insertion, deletion, and reordering etc.). Another branch of methods aim at mining multiple views that exist in the data. For example, COTREC [32] builds two views (i.e., an item view and a session view) to learn the session representations from two sources of data (i.e., item transition graph of a session and session-session similarity graph), and apply contrastive learning based on the two views. CLCRec [29] treats different modalities and the user/item as different views to build contrastive pairs. In

Table 5: The statistics of one-epoch training time (seconds) for CrossCBR and baselines on different devices, where the “Cr” is short of “CrossCBR”.

| Device  | Dataset | BGCN | Cr-CL | Cr_OP | Cr+SC | Cr+BB |
|---------|---------|------|-------|-------|-------|-------|
| Titan XP| NetEase | 32.05| 6.80  | 7.04  | 7.27  | 28.02 |
|         | iFashion| 63.47| 46.05 | 46.74 | 47.61 | 56.42 |
| Titan V | NetEase | 20.76| 4.67  | 5.09  | 5.48  | 18.59 |
|         | iFashion| 38.76| 29.48 | 30.02 | 30.31 | 35.01 |

user’s. It may because that the B-I graph directly determines the dispersion of item-view bundle representations via the pooling (cf. Equation 5), which is distilled to the bundle view.

3.5 Hyper-parameter and Computational Efficiency Analysis (RQ4)

3.5.1 Hyper-parameter Analysis. As shown in Figure 5, CrossCBR is sensitive to the temperature \( \tau \), and deviating from the best setting degrades the performance remarkably. To test how the batch size affects the performance, we gradually increase the batch size from 128 to 8192, and the performance first grows quickly and later reaches a plateau as shown in Figure 5. We keep our default batch size as 2048, since it is widely adopted by the baselines’ original implementation and performs sufficiently well in CrossCBR.

3.5.2 Computational Efficiency. To evaluate the computational efficiency of our model, we compare the one-epoch training time among the variants of our model and BGCN. We record ten consecutive training epochs and average them to obtain the one-epoch training time, as shown in Table 5. First of all, Cr_OP is significantly more efficient than BGCN, demonstrating the efficiency of CrossCBR. Second, we compare Cr_OP with several variants to further explicitly attribute the efficiency boost. In particular, Cr-CL is significantly more efficient than BGCN, demonstrating the efficiency of our model, we compare the one-epoch training time among the variants of our model and BGCN. We record ten consecutive training epochs and average them to obtain the one-epoch training time, as shown in Table 5. First of all, Cr_OP is significantly more efficient than BGCN, demonstrating the efficiency of CrossCBR. Second, we compare Cr_OP with several variants to further explicitly attribute the efficiency boost. In particular, Cr-CL is significantly more efficient than BGCN, demonstrating the efficiency of CrossCBR.
this work, we unify both types of methods: build two views from different data sources and apply data augmentations.

5 CONCLUSION AND FUTURE WORK

In this work, we applied the cross-view contrastive learning to model the cross-view cooperative association in bundle recommendation. We introduced the cross-view contrastive learning to regularize the cross-view representations and proposed a simple, efficient, yet effective method CrossCBR, which significantly enhanced the SOTA performance of bundle recommendation on three public datasets. Various ablation and model studies demystified the working mechanism behind such huge performance leap.

Even though CrossCBR has achieved great performance, the study of contrastive learning on bundle or even general recommendation is still in its infancy, and several directions are promising in the future. First, model-based data augmentations, which can introduce both hard negative and diverse positive samples, should be helpful for further performance improvements. Second, more potential approaches are to be explored for modeling the cross-view cooperative association. Third, the cross-view contrastive learning paradigm is easy to be generalized to other similar tasks, as long as two distinctive views exit.
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