Discovery of simple pattern-forming mechanisms in the development of settlements through data-driven model identification
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Abstract: The rapid increase of population and settlement structures in the Global South during recent decades motivates the development of suitable models to describe their formation and evolution. This is usually achieved by developing detailed and complex models. In this work, we suggest that the development of settlements can be described by simple pattern-forming mechanisms. We provide a theoretical motivation for this hypothesis and select suitable spatio-temporal datasets of three regions of the Global South. We then investigate the dynamics of selected population density datasets using the data-driven white-box approach SINDy and provide explicit models directly from measured data. Even though at present this approach does not detect simple pattern-forming mechanisms in settlement development, we find the data resolution to be the limiting factor through a sensitivity study of SINDy applied to pattern-formation processes. Overall, the study provides a theoretical framework for the analysis of large-scale geodetic/ecological systems, which poses a promising view on studying complex urban systems and motivates further improvements in optimization approaches and data collection.

I. INTRODUCTION

The fraction of population living in urban or settlement structures has grown exponentially over the last several decades, especially in the Global South [1, 2]. This trend poses one of the main challenges in our world [3] as the rising population in such structures is in need of vital infrastructure while [4] simultaneously affecting (mostly negative) climatic developments [5, 6]. Consequently, there is an urgent need to understand underlying processes of urbanization and anticipate the emergence of these structures.

We know from the field of urban studies that urbanization and development of settlement structures depends on several mechanisms based on repulsion and attraction [7, 8]. Such interactions can lead to three major settlement distributions (see Fig. 1) of which the existence has been confirmed in recent settlement pattern studies of different regions in the Global South, in which regular distributions are dominating [9–13].

To understand the emergence of these interactions, different modeling approaches were developed. For example, urban development can be modeled by agent- or cellular-automata-based approaches [14, 15] which include detailed interactions at the level of individuals. Despite their accuracy in specific cases, such models have several drawbacks. They lack generalization, require large and detailed datasets to be fit on and become computationally expensive. Therefore, we suggest the application of pattern-forming mechanisms which not only include the described interaction mechanisms, e.g. reaction-diffusion models [16], but are simple and directly interpretable models that despite their simplicity are able to produce highly complex patterns and dynamics [17].

Furthermore, the existence of regularly-patterned distributions in settlements, and in other spatial systems, is seen as an indicator for the existence of instability-driven pattern-forming mechanisms [18]. A similar concept of linking spatial distributions with specific driving mechanisms has been successfully applied in the field of plant and animal ecology for decades [19, 20]. In the context of urban structures, Pelz et al. [21] have developed a theoretical framework describing the formation of informal settlements (so-called slums) in the Global South. Further, this framework was extended to describe the morphogenesis of urban systems in the United States as a reaction-diffusion system in [22].

In this work we intend to expand these ideas to rural settlements and investigate if it is possible to find sim-
ple pattern-forming mechanisms describing their emergence. To this end, we apply the system-identification approach called "Sparse Identification of Nonlinear Dynamics" (SINDy) [24] on spatio-temporal data from satellite images of selected regions of the Global South.

The structure of the work is as follows. We first motivate why simple pattern-forming mechanisms are able to capture and describe key mechanisms for the emergence of settlement structures. We do this using the example of a reaction-diffusion model which is able to create Turing patterns. We link physical aspects of the model in the context of actual socioeconomic behavior, as was done by Pelz et al. [22] (see Section II A). Here, we additionally prove that the postulated behavior can be seen in actual population density patterns. Afterwards, we introduce the datasets used for this investigation and their selection based on spatial regularity (see Section II B and II D). Following this, we briefly introduce SINDy and its extension for partial differential equations (called PDE-FIND [25]) and how the Akaike Information Criterion (AIC) is applied for model evaluation (see Section II C). In Section III, we present and evaluate identified model equations. Additionally, we analyze the dependence of the SINDy identification method in low-data limits using the example of a simple pattern-forming mechanism. Finally, in Section IV we summarize and discuss our findings and answer the question to what extent simple mechanisms can be identified from spatio-temporal data sets of the Global South and what has to be done to fully answer this question.

II. METHODS AND DATA

A. Interpretation of pattern-forming mechanisms in the context of settlements

As we postulate that simple mechanisms are responsible for the emergence of settlement structures, we start by motivating an exemplary interpretation of a reaction-diffusion mechanism for the emergence of rural settlements following the example of Pelz et al. [22].

We divide our system into interacting agents: a population living in the rural settlements and a supply potential of agricultural space within a domain of size $A$. The population density at a spatial point $x$, $t$ is given by $u(x,t)$ and the corresponding supply potential by $v(x,t)$. The increase rates $N_u$ and $N_v$ have three complementary contributions: (i) birth or death of the population or the cultivation or sealing of agricultural space within a domain of size $A$, (ii) migration to and from other cities outside of $A$ leading to a decrease or increase in supply potential and (iii) migration to areas with higher supply potential over the boundary $C$ of $A$ where a settlement exists or is created. Here, contributions (i) and (ii) can be considered as long-distance effects, while (iii) is a short-distance effect.

If we formulate the balance equations for the respective agents, applying Gauss’ theorem and providing the suitable transformations, we can achieve the well-known structure of the reaction-diffusion model (see also Appendix B):

$$u_t = \Delta u + Rf(u,v)$$
$$v_t = D\Delta v + Rg(u,v),$$

with $D, R$ being the diffusion and reaction coefficients alongside the respective reaction terms $f, g$. After conducting a linear stability analysis, we see that the dynamical behavior of the system is described by the signs of the Jacobi matrix of the reaction terms evaluated at the steady state, which are in the case of an instability as follows,

$$J = \begin{pmatrix} f_u & f_v \\ g_u & g_v \end{pmatrix} = \begin{pmatrix} + & + \\ - & - \end{pmatrix}.$$ (2)

Following the model formulation we can therefore interpret the entries of the Jacobian in the following way:

- $f_u|_0 > 0$, people attract other people: The population $u$ increases due to self-reproduction of $u$ in an environment of sufficient sustenance.
- $f_v|_0 > 0$, supply attracts people: The amount of available agricultural area $v$ attracts people, increasing the population $u$ of the settlement.
- $g_u|_0 < 0$, people inhibit supply: The higher the population $u$, the less agricultural area $v$ is available, especially due to the limitation by the agricultural needs of surrounding settlements. This is the case until the maximum amount of agricultural area is used and does not suffice to supply the population of a settlement, leading to a decrease of population $u$.
- $g_v|_0 < 0$, supply inhibits additional supply: Due to limited resources, the supply production decreases, when agricultural efficiency plateaus.

In this situation a feedback loop is established between the size of a settlement or population and the size of required agricultural space surrounding as settlement or supply potential of a settlement, resulting in an instability.

This means that when analyzing the linear stability including diffusion, a stable and equally dispersed population and supply potential densities become unstable when following condition is met (see Appendix C):

$$f_u|_0 > -\frac{g_v|_0}{D}.$$ (3)

This is the case when the attraction of people to $A$ dominates the inhibition of supply potential due to the emergence of settlements. If the domain size $A$ and diffusion coefficient $D$ of the system are sufficiently large, different settlements can emerge that constantly compete against
each other over the supply potential, eventually leading to a regular distribution of settlements.

In our case, we interpret \( u, v \) as space or area occupied by population or agriculturally used space, which are not infinite and complementary. When we assume for \( \hat{U} \) and \( \hat{V} \) to be the maximum concentrations that can exist in one spatial point \( x \), this results in a maximum concentration \( \hat{u} + \hat{v} \). Hence, \( u \) and \( v \) can be transformed into each other: \( u = (\hat{U} + \hat{V}) - v \). Through this, we can apply the reaction-diffusion approach to our satellite data, where \( u \) is the population density and \( v \) the lack of it. Furthermore, the reaction-diffusion equation in Eq. [4] can be rewritten into a one-component, two-dimensional equation,

\[
\begin{align*}
    u_t(x, y, t) &= \hat{D} \Delta u(x, y, t) + R\hat{f}(u(x, y, t)), \\
    \text{with} \quad &\hat{D} = \frac{D + 1}{2}, \\
    \text{and} \quad &\hat{f} = \frac{1}{2} [f(u(x, y, t)) + g(u(x, y, t))].
\end{align*}
\]

This form of equation will be the basis for the term library in the later SINDy analysis. Additionally, as there are other one-component and two-dimensional equations, e.g. the Swift-Hohenberg [26] or Allen-Cahn [27, 28] equations, which can create patterns driven by instability, we extend the library by derivatives up to the fourth order resulting in a library shown in Tab. 1.

Additionally to this theoretical motivation for using pattern-forming mechanisms in the development of settlements, we can also observe the described dynamical behavior of populations (here of population density patterns from Worldpop) as shown in Fig. 2. Here, we show behavior like local migration through attraction of bigger settlements (e.g. between 2003 and 2008), invasion or occupation of available agricultural space (e.g. between 2008 and 2013) and local migration induced by competition of settlements over available space leading to changes in settlement patterns (e.g. between 2013 and 2018).

**B. Data processing and selection**

We selected three representative regions of emerging countries in the Global South for our investigation – the Punjab Region in India, the Nile delta in Egypt and the Kano State region in Nigeria (see Table 1). The regions have been chosen as they lie in countries which can be considered representative of the Global South: all countries have had steady population as well as steady economic growth over the last 20 years [1].

Despite and because of the great cultural differences, all three societies are in transition from agricultural countries to more industrialized nations. Furthermore, these regions have been the subject of aforementioned studies on spatial distributions of settlements [9][11] and are characterized by regularity on different spatial scales. This is of high importance for the subsequent steps in which we select sub-regions (here called regions of interest (ROI)) that show a regular distribution.

For the selection of the ROIs, we use the Global Artificial Impervious Area (GAIA) [30, 31] dataset, as it combines the currently best time (34 yearly time points between 1984 and 2018) and spatial resolution (30 m in East-West and North-South spatial resolution at the equator per pixel; for a comprehensive overview of spatio-temporal satellite datasets, see [32]). The GAIA dataset depicts areas that have been built-up in the form of a

| TABLE 1. Terms included in the library for the one-component, two-dimensional equation sorted by combinations of \( u \) and its derivatives. |
|---|
| Terms |
| Combinations | 1, \( u, u^2 \), \( u^n \) |
| Derivatives | \( u_x, u_y, u_{xx}, u_{xy}, u_{yy}, u_{xxy}, u_{yy}, u_{y}, u_{xxx}, u_{xxy}, u_{yyy}, u_{xxy}, u_{yy} \) |

FIG. 2. Example of multiple effects found in spatio-temporal data sets of population densities (with \( u_{max} \) being the maximum population density in the excerpt) which are described by the exemplary interpretation of RD equations. Effects are shown here in excerpt of spatio-temporally resolved population density data set Worldpop [29] which is introduced in Section 1. (Here an excerpt from the Punjab region in India). The observable behaviors are internal migration into existing settlements, invasion of not occupied agricultural space or local migration triggered by competition over available agricultural space.
FIG. 3. Exemplary workflow for the data selection of region of interest: i) We first select a region of the Global South, which is known to depict regular settlement structures. ii) Data acquisition of built-up structures in the GAIA data set of the Punjab. iii) Analysis of the GAIA data set with ANN and sliding window set up. The contour plots are made for the Punjab with a sliding window size of 15 km × 15 km. The ANN varies between 0 (clustered distribution) to 2.14 (regular distribution) with 1 being a random distribution. Three regular regions are being selected. iv) Extraction of ROIs from the GAIA and WorldPop datasets in the example of ROI 2 of India (Density shown on a logarithmic scale).

In contrast to the ROI selection process, we refrained from using the GAIA data set for the model identification as there is a discrepancy considering the patterns that are created by simple pattern-forming mechanisms. Most mechanisms describe concentration distributions of different (chemical or other) species and do not create discrete patterns. Therefore, we use a temporal data set of spatial population distribution provided by WorldPop. Currently this data set is the best available population density spatio-temporal data set with a spatial resolution of 100 m in East-West and North-South direction at the equator over 20 yearly time points.

To select the ROIs, we first performed an analysis of the ANN index in all three regions over time and with different sliding window sizes. For the ANN calculation we used the yearly data points of GAIA between 2000 and 2018 which overlap the WorldPop data set. Here, we select window sizes between 5 km over 5 km and 50 km over 50 km in region excerpts extending over 200 km in North-South and West-East direction. Second, following this method we create contour plots for all regions, window sizes and four selected years, which can be found in our Gitlab repository (https://gitlab.kuleuven.be/gelenslab/publications/settlements.git).

Resulting from this, we set the window size to 15 km and select three ROIs per region that show the highest ANN, meaning a regular settlement distribution (see Fig. III B iii). Lastly, with these selections, the ROIs have been extracted from the WorldPop data set for yearly data points between 2000 and 2020 (see Fig. III B iv).

The reason for this sequence of steps in order to select ROIs and moving from the built-up to the concentration distribution data lies in the data structure and the ANN analysis. The ANN index is calculated by evaluation of point distributions, where each point in the region represents an individual settlement. In order to generate these points individual settlements have to be distinguished, which is easily possible with a discrete signal but not with a continuous population distribution as provided by WorldPop. Indeed, WorldPop distributes population quantities in administrative regions and therefore the population concentration per pixel, which is never equal to 0 [29] and requires a sophisticated cluster algorithm in order to determine settlement centers which has

| Region           | Attributes                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Punjab, India    | northwest India, border region with Pakistan, agricultural region called Granary of India |
| Nile delta, Egypt| north Egypt, densely populated, fast growing agricultural region             |
| Kano State, Nigeria | north Nigeria, border region to Niger, agricultural region in one of the fastest growing economies |
C. Model identification

The method we use in order to identify underlying mechanisms in the datasets is SINDy [24]. This approach has been increasingly applied in many fields, mainly in fluid mechanics. However, it has, to our knowledge, never been used for studying large scale, geo-sociological questions.

The main idea behind this method, is the assumption that dynamic systems can be described through either ordinary, or in our case partial differential equations (PDE- FIND) [25], with sparse structure in the following form:

\[ u_t = N(u(x,t), u_x, u_y, ..., x, \xi) \]  

(5)

The temporal change of \( u, u_t \), is a function of the variable \( u \) itself, its spatial derivatives and a set of coefficients \( \xi \). Differential equations of this form can be linearly combined:

\[ u_t = \xi_1 + \xi_2 u + \xi_3 u^2 + \xi_4 u_x + \xi_5 u_{xx} + ... \]  

(6)

This equation can be rewritten as a row vector containing all combinations and derivatives of the quantity, called the term library and a coefficient vector \( \xi \) containing all coefficients:

\[ u_t = \begin{pmatrix} 1 & u & u^2 & u_x & u_{xx} & \ldots \end{pmatrix} \xi. \]  

(7)

The values of each term in the library can be calculated from a single shot at a given point in time. If this system is extended to all available time points, a linear system of equations with the unknown parameter vector \( \xi \) and the term library matrix \( \Theta \) is formed:

\[ \begin{pmatrix} u_t \end{pmatrix} = \begin{pmatrix} 1 & u & u^2 & u_x & u_{xx} & \ldots \end{pmatrix} \begin{pmatrix} \xi \end{pmatrix} = \Theta \xi \]  

(8)

This system poses an over-determined optimization problem for values of \( \xi \) and can be solved using regression algorithms (for more detailed information on regression algorithms for SINDy, see [36]). In contrast to the original work on PDE-FIND [25], we apply a sparsity promoting algorithm with the SR3 algorithm developed by [37];

\[ \min_{\xi, w} \frac{1}{2} \| u_t - \Theta \xi \|^2 + \lambda \| w \|_1 + \frac{\alpha}{2} \| w - \xi \|^2 \]  

(9)

with \( \lambda = \frac{l^2}{2\alpha} \)

Here, two hyper-parameters of the optimization have to be set: the threshold \( l \) and the parameter of the optimization \( \alpha \) and the resulting penalizing parameter \( \lambda \) of the regularization.

D. Model selection with the Akaike Information Criterion

Following the model identification, we analyze the discovered models with the Akaike Information Criterion (AIC). The AIC is a measure of parsimony [38]. It compares the goodness of fit of a given model to the ground truth and weighs it with the model’s complexity aiming on maximizing the information provided by the simplest-as-possible model. For our analysis, we apply the corrected formulation for finite sample sizes of the AIC (AICc) proposed by Mangan et al. [39]:

\[ \text{AIC}_c = \text{AIC} + \frac{2(k + 1)(k + 2)}{m - k - 2} \]  

(10)

The AIC is described by the likelihood function of average error over time and space \( \epsilon \) as follows:

\[ \text{AIC} = m \ln(\epsilon/m) + 2k \]  

with \( \epsilon = \frac{\sum_{i=1}^{m} y_i - N(x_i, \xi)}{m} \)  

and \( m = m_t + m_s \)

The AIC depends on the amount of observations \( m \) (time points \( m_t \) and size of region \( m_s = XY \)) and the number \( k \) of terms describing the complexity of an identified model. With this we can determine the most parsimonious model among all models and study its properties. In order to compare the models, we further normalize the AIC by the minimal value of the respective analysis AIC_{min}. Here, following Mangan et al. [39] a model that has an AIC_c − AIC_{min} < 2 has strong support and with an AIC_c − AIC_{min} < 8 weak support for being the correct model. Hereafter, we always refer to the corrected AIC_c when the AIC is mentioned.

E. Data and Code Availability

All calculations, simulations and graphs are done in Python. For SINDy, we use the package PySINDy [40, 41] and for simulations, we developed a simple forward-Euler solver. All algorithms are available in our Gitlab repository [https://gitlab.kuleuven.be/gelenslab/publications/settlements.git].

III. RESULTS

We scan sets of thresholds from \( l = 10^{-6} \) to \( l = 10^2 \) and optimization hyper-parameter \( \alpha = 10^{-3} \) to \( \alpha = 10^3 \) for our investigation. The SR3 algorithm is applied with a tolerance of \( 10^{-2} \) and 200 iterations (For details see [37]).

From the parameter scan, we determine for which combinations of \( l \) and \( \alpha \) the identified models provide an
FIG. 4. Parameter sweep of the all ROIs and regions for set of threshold \( l \) and optimization parameter \( \alpha \). (i) The analysis of the ROIs shows different combinations of parameters where the AIC falls beneath 2 for the respective ROI. As we search for a regionally valid solution, we select only unique solutions at combinations of \( l, \alpha \) where the AIC < 2 for all ROIs overlap. The selected unique equations and their respective optimization parameter sets where they were found first are shown. Red border markers depict the best identified models of each ROI. We see that the AIC provides the best equations with the lowest error and complexity (except for ROI 2, from which we show later through analysis of contributions (Section III A) that only the production terms are significant) (ii) The respective error and complexity of the found equations are depicted. The red bordered markers show the best model for each ROI in each region following the AIC. (iii) The identified coefficients \( \xi \) (as in Eq. (8)) are shown for each equation. All identified models contain most of the derivatives (diffusive terms) with large coefficient values. If found the coefficient values of the reaction terms are multiple magnitudes smaller than of the diffusive terms.
AIC < 2. In order to pre-select possible solutions, we only evaluate equations with this AIC at overlapping parameter pairs of $l$ and $\alpha$. The reason for this is, that if the dynamics in the whole region follow the same rules (or dynamical behavior), all best identified models should have the same mechanistic form. Therefore, in Fig. 4 we show for which sets of $(l, \alpha)$ the low-AIC regions of each ROI overlap (in yellow).

Following this, we selected unique model equations at their lowest parameter values for $l$ and $\alpha$ respectively. The parameter combinations for unique solutions of each ROIs are shown in Fig. 4i. These unique solutions are further compared with the use of the AIC, where we also depict the error and the complexity of the found equations in Fig. 4ii. The optimal selected equations are highlighted by markers with red borders and the values of coefficients are shown in Fig. 4iii.

A. The discovered models are dominated by production

The results of the analysis show that when applying SINDy, the identified models are not sparse and do not represent any known simple pattern-forming mechanism. The assigned coefficients vary in multiple order of magnitude, between $10^{-3}$ for some production terms up to $10^6$ for some higher order derivatives of the diffusive terms.

This selection is logical, as the values of higher order derivatives are small compared to production terms and therefore need a high coefficient to provide significant contribution to the overall dynamics. However, when trying to determine a sparse model in a low-data limit (low temporal and spatial resolution, small size of temporal samples), the optimization algorithm overestimates the importance of some higher order derivatives. Therefore, we need to investigate the actual contribution of each term to the overall dynamics of a model. For this, we calculated the contribution as the mean value of each term at a set time point in the calculation (we arbitrarily chose $t = 10$), which is multiplied with the respective coefficient,

$$c_i = \left| \frac{\sum_{x=0}^{X} \sum_{y=0}^{Y} \theta_{ij}(x, y, t)}{XY} \xi_j \right| \quad \text{with} \quad t, i = 10 \quad (12)$$

The contribution of each term and for all equations is shown in Fig. 5i. From this we see that even though the coefficients of derivative terms were multiple orders of magnitude larger than the production terms, their contribution is negligible and lies between order of $10^{-17}$ and $10^{-21}$. (ii) The domination of production terms can be also seen in the comparison between the found models and the actual data set. This leads to an increase of concentration in the whole region, but no pattern formation. Despite being trained on the data set, the models are not able to reproduce the training data (Here ROI 2, India).
vation is general: all models do not capture the actual dynamics (the results for the respective ROIs can be found in our repository).

C. Spatio-temporal resolution strongly influences model recovery

As can be seen from the above analysis, the identification of pattern-forming mechanisms in satellite imagery data has not lead to the identification of a clear mechanism or a model known from literature. We suspect that this lack of identification results from the low spatio-temporal resolution of our data. From other works, it is known, that the model derivation with SINDy depends on the amount of available temporal points and the size of the time step $dt [37, 42]$. The time step of WorldPop is limited to one snapshot per year, which can lead to a faulty parameter estimation. We derive, that this has also to be true for spatial points, even though to our knowledge the limits of SINDy in low-data limits, meaning low spatial and temporal resolution have not been investigated in depth. We therefore decided to conduct a brief study on this topic using an equation of the form suggested in Eq. (4).

We chose the aforementioned Allen-Cahn (AC) equation [27, 35], which is the non-mass conserved version of the Cahn-Hilliard equation [28], a simple and well-studied one-component model for pattern formation,

$$u_t(x, y, t) = \alpha \Delta u + \beta u + \gamma u^2 - u^3 \tag{13}$$

It can be interpreted in the notation of Eq. (4) as follows:

$$\bar{D} \Delta u(x, y, t) = \alpha \Delta u,$$

$$R \bar{f}(u(x, y, t)) = \beta u + \gamma u^2 - u^3. \tag{14}$$

With this set of parameters and the initial condition $u_{init}(x, y, t = 0) \sim N(0, 0.01)$, Eq. (13) creates coarsening labyrinth patterns shown in Fig. 6i/ii. For the evaluation with SINDy, we rewrite the equation as a combination of terms from Tab. 1

$$u_t = \xi_1 u + \xi_2 u^2 + \xi_3 u^3 + \xi_6 u_{xx} + \xi_7 u_{yy} \tag{15}$$

and the other parameters are equal to 0. The evaluation of the dataset with a spatial resolution of $dx, dy = 0.39$ $(256 \times 256)$ and temporal resolution of 1250 frames or $dt = 0.08$ leads to the following discovered equation:

$$u_t = \xi_1 u + \xi_2 u^2 + \xi_3 u^3 + \xi_6 u_{xx} + \xi_7 u_{yy} \tag{16}$$

The recovered equation has the exact form as the initial Allen-Cahn equation in Eq. (13), with a maximum error of 3% in the coefficients.

Next, we subsampled the data temporally and spatially, in order to identify the limits of the SINDy approach. We decreased the amount of temporal samples from 1250 ($dt = 0.08$) in 26 steps to 10 samples ($dt = 10$). Simultaneously, the amount of spatial samples was reduced from 65536 spatial points (256 $\times$ 256 points) in 18 steps to 100 spatial points (656 $\times$ 656 points) in 18 steps. The recovered equation has the exact form as the initial Allen-Cahn equation in Eq. (13), with a maximum error of 3% in the coefficients.

The recovered equation has the exact form as the initial Allen-Cahn equation in Eq. (13), with a maximum error of 3% in the coefficients.

Next, we subsampled the data temporally and spatially, in order to identify the limits of the SINDy approach. We decreased the amount of temporal samples from 1250 ($dt = 0.08$) in 26 steps to 10 samples ($dt = 10$). Simultaneously, the amount of spatial samples was reduced from 65536 spatial points (256 $\times$ 256 points) in 18 steps to 100 spatial points (656 $\times$ 656 points) in 18 steps. The recovered equation has the exact form as the initial Allen-Cahn equation in Eq. (13), with a maximum error of 3% in the coefficients.

Next, we subsampled the data temporally and spatially, in order to identify the limits of the SINDy approach. We decreased the amount of temporal samples from 1250 ($dt = 0.08$) in 26 steps to 10 samples ($dt = 10$). Simultaneously, the amount of spatial samples was reduced from 65536 spatial points (256 $\times$ 256 points) in 18 steps to 100 spatial points (656 $\times$ 656 points) in 18 steps. The recovered equation has the exact form as the initial Allen-Cahn equation in Eq. (13), with a maximum error of 3% in the coefficients.
steps to 196 spatial points (14 × 14 points). We then compared the identified model to the original dynamical model, determining if the actual mechanism (coefficients are correct) or the mechanistic form of the model (coefficients are not, but terms are correct) was detected.

The results of the sensitivity study can be seen in Fig. 6. As expected, the SINDy algorithm is highly sensitive to spatial and temporal resolutions. Only for high spatial and temporal resolutions of above 45796 spatial points (214 × 214) and \( dt = 2 \) (50 frames) we are able to correctly recover the equation of the underlying dynamics. For lower resolution, we are still able to recover the mechanistic form of the equations. The results of our sensitivity study fit well with the structure of models identified with the SINDy analysis. When decreasing the resolution, the optimization algorithm includes and overestimates higher order derivatives.

Such models are not able to capture the dynamics of a system accurately, which we show in Fig. 6(i). Here, we simulated three cases from the sensitivity analysis (see Fig. 6). For the row labeled "O", we show the original time series of the system. In row "1", we show the case of high-temporal/low-spatial resolution, while in row "2" we explore the case of high-temporal/low-spatial resolution. Finally, in row "3", we show the case of insufficient resolution, and note that this resolution is still better than the satellite dataset we used. For cases 1 and 2, where the actual mechanistic form is still correct, we see that the overall dynamics of the system can be still recovered (when compared to the provided dataset). The reduction of spatial resolution leads to coefficients smaller than those in the original equation, which slows down the dynamics while still preserving the behavior. The reduction of temporal points has no significant influence on the recovery of the dynamics, as the decrease of coefficient values is not as stark as for the reduction of spatial resolution. For case 3, we find that when evaluating the equation on the initial time interval of \( t = [0, 100] \), the identification of the dynamical system is severely obstructed, while also recovering a non-sparse solution with the SINDy algorithm. This becomes even more challenging when considering noisy and even more sparsely sampled experimental data.

D. Successful recovery requires sufficient observation time capturing dynamical changes

Aside of the influence of spatial and temporal resolution, we also explore the influence of the observation time on the identification of underlying dynamics. This is motivated by the fact that we only observe relatively slow changes of settlement structures over 20 years using the WorldPop dataset. To examine how the observation time influences model discovery, we again turn to the Allen-Cahn dynamics for which we analyzed the role of temporal and spatial discretization in model identification, see Fig. 6. Here, we fix the time discretization \( (dt = 0.16) \), which allowed for a successful identification of the equation in Fig. 6, but progressively reduced the observation time (or equivalently, the fraction of time frames included) of the time series used in the SINDy optimization. We start with all time points \( t = [1, 100] \) (626 images or fraction of 1) until \( t = [99, 100] \) (6 images or fraction of ca. 0.01).

The results of this analysis are shown in Fig. 7. When reducing the observation time, thus capturing less dynamical changes, below a fraction of images of \( \approx 75\% \) it is no longer possible to identify the correct underlying dynamics anymore. In the case of our settlement dataset, it is thus plausible that the observed changes in population density are inadequate for proper model identification due to the low temporal resolution and the short observation time compared to the relevant time scales over which settlements develop.

IV. DISCUSSION AND CONCLUSION

The goal of this work was to not only theoretically describe the possible role of simple pattern-forming mechanisms in the development of urban structures, as has been done before by [22, 23], but to provide an as unbiased as possible approach to identify such models directly from data. In order to do this, we extended the ideas of [22], motivating and providing a new theoretical point of view on pattern-forming mechanisms in rural, agriculturally dominated settlement structures. We argued that together with features of regularity (as suggested by [9, 18, 19]), pattern-forming mechanisms should and can be considered responsible for the emergence of settlement structures. This extension can be a starting point in crit-
ically evaluating urban modeling approaches that strive for more complexity over generalization.

Furthermore, we analyzed the occurrence of regularity in settlement structures of selected regions of the Global South (i.e., India, Egypt, and Nigeria). Using these data, we selected regions of interest (ROIs) in the spatio-temporal dataset WorldPop of population density distributions.

We then introduced the SINDy method together with the AIC, allowing us to derive and investigate spatio-temporal models for the dynamics of population density patterns. We are, to our knowledge, the first to attempt model identification for large scale geodetic dynamical system directly from satellite data. Even though data-driven white and gray box methods like SINDy have become very popular in recent years, there are not widely applied for model identification from actual experimental data in general, especially not on geodetic or ecological systems.

We decided to evaluate the role of each term by calculating its relative contribution to the dynamics, which neither sparse nor represented known pattern-forming mechanisms from literature. The assigned coefficients differed in multiple orders of magnitude between production terms ($10^{-3}$) and diffusion terms ($10^9$).

Here two aspects play a major role for our analysis. First, we recovered models that were not sparse and contained terms that despite having large coefficients did not significantly contribute to the dynamics. As a result, we have to change the target of optimization from solely evaluating the coefficients to targeting the actual contribution of terms, which e.g. is estimated by [43]. Additionally, the configuration of our SINDy approach did not include any time or space dependency of parameters, as suggested by [44], which could pose a significant disadvantage to capture important dynamical behavior of settlement systems in the Global South. We decided to evaluate the role of each term by calculating its relative contribution to the dynamics, which showed that the dynamics are dominated by the production terms and cannot be understood as pattern-forming mechanisms, while also not being able to satisfactorily capture the dynamics of the training data.

The second aspect considers the quality of data, which we used for our investigation. We suggested that the used dataset had too low spatial and temporal resolution, and accordingly carried out a sensitivity study of SINDy towards low-data limits. We showed that SINDy (here PDE-FIND) is sensitive to spatial and temporal resolution, and the currently available population density datasets such as WorldPop do not provide sufficient resolution to conclusively answer our research question. Here, we considered to improve the quality by interpolating the data to more spatial and temporal points, but quickly discarded it, as applying a regression-based algorithm to this artificial data would uncover the introduced interpolation, but not the actual dynamics. Additionally, we found that the observation time of the dynamical system has a strong influence on the recovery of underlying dynamics using the SINDy algorithm as the time series need to be sufficiently long compared to the relevant temporal time scales of the system dynamics. Hence, we need to closely follow the rapid improvements in data acquisition with satellite imagery, which would provide us with sufficiently good data, in which case our work provides a ready-to-use framework. Additionally, the structure of the data should be adjusted. As mentioned before, the current WorldPop dataset does not allow for uninhabited areas with a population density of 0. Here, WorldPop itself is currently working on providing an improved dataset, where population densities and built-up areas are mapped. At the moment of publication this dataset only contains a single time point but, when extended, it will provide new opportunities to study our question.

In conclusion, we set a starting point towards the evaluation and identification of the role of simple pattern-forming mechanisms in the development of settlement structures. So far, the efforts were unfruitful to provide model equations in the form of such mechanisms. However, we provided a theoretical motivation and created a framework to answer this research question conclusively when higher resolution data becomes available.
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Appendix A: Region Information

Here we attach the geographical data of the regions used to demonstrate the workflow of our method, see Table I. The coordinates are given in decimal degrees in reference system WGS84.
The long-distance effects are a product of the reaction–diffusion eigenvalue problem with the eigenvalue stability analysis around the linearized state of Eq. (1). As done in [22] and following [35] we perform a linear stability analysis with the perturbation ansatz $\delta \hat{u} = \mathcal{R} [\delta \hat{u} \exp(\sigma t + ikx)]$ or vice-versa with $v$, we derive an eigenvalue problem with the eigenvalue $\sigma$, the Kronecker delta $\delta$, $\mathbf{u} = (u, v)$, the Jacobian $\mathbf{J}(f, g)$ and $\mathbf{D} = 0$:

$$ (\sigma \delta - \mathbf{J}(f, g)) \delta \hat{u} = 0, \quad (C1) $$

$$ \sigma^2 - \mathbf{J}(f, g) \mathbf{I} \sigma + \det(\mathbf{J}(f, g)) = 0. \quad (C2) $$

Solving the eigenvalue problem results in two conditions for the Jacobian $\mathbf{J}(f, g)$,

$$ \mathbf{J} = \begin{pmatrix} f_u |_0 & f_v |_0 \\ g_u |_0 & g_v |_0 \end{pmatrix}, \quad (C3) $$

that lead to instability,

$$ f_u |_0 + g_v |_0 < 0, \quad (C4) $$

$$ \det(\mathbf{J}(f, g)) = g_u |_0 f_u |_0 - g_u |_0 f_v |_0 > 0. \quad (C5) $$

As described in [22] the only reasonable formulation of the Jacobian is:

$$ \mathbf{J} = \begin{pmatrix} + & + \\ - & - \end{pmatrix}. \quad (C6) $$

Other forms where the column-wise signs are the same result in concentrations spatially in phase and the form with row-wise same signs only the shown can be suitably used as shown in Section II.A

As Turing patterns can arise due to diffusion, we as well study the short-distance effects. We can reformulate diffusion as a product of specific energy $k_B T$, with the Boltzmann constant $k_B$ and temperature $T$, and the mobility $\mu$. At constant $T$, the ratio $D = \mu_v / \mu_u$ results in,

$$ \mathbf{B} := \mathbf{J}(f, g) - D \mathbf{k} \quad \text{with} \quad \mathbf{D} = \begin{pmatrix} 1 & 0 \\ 0 & D \end{pmatrix} \quad (C7) $$

and allows to rewrite the eigenvalue problem in Eq. (C1) to:

$$ (\sigma \delta - \mathbf{B}(f, g)) \delta \hat{u} = 0. \quad (C8) $$

This results again in two conditions for the Jacobian,

$$ (f_u |_0 + g_v |_0 - k^2(1 + D) < 0, \quad (C9) $$

$$ \det(\mathbf{B}) = (f_u |_0 - k^2)(g_v |_0 - k^2) - g_u |_0 f_v |_0 > 0. \quad (C10) $$

Turing instability is achieved when the condition Eq. (C10) is violated, resulting in the necessary condition for the diffusion induced instability:

$$ D f_u |_0 + g_v |_0 > 0 \quad \rightarrow \quad f_u |_0 > -\frac{g_v |_0}{D} \quad (C11) $$

| Region | West | South | East | North |
|--------|------|-------|------|-------|
| India  | 75.3855 | 28.8265 | 77.4804 | 30.6380 |
| ROI 1  | 76.0086 | 29.4155 | 75.8528 | 29.5319 |
| ROI 2  | 76.7096 | 29.7066 | 76.5538 | 29.8230 |
| ROI 3  | 77.2547 | 30.2305 | 77.0990 | 30.3469 |
| Egypt  | 29.8650 | 29.9671 | 32.1010 | 31.8803 |
| ROI 1  | 30.3377 | 30.7896 | 30.1804 | 30.9044 |
| ROI 2  | 31.1260 | 30.6174 | 30.9686 | 30.7322 |
| ROI 3  | 31.5200 | 31.2488 | 31.3627 | 31.3636 |
| Nigeria | 7.3774  | 11.1881 | 9.3336  | 10.1556 |
| ROI 1  | 8.2020  | 11.9172 | 8.0646  | 12.0492 |
| ROI 2  | 8.2708  | 12.5114 | 8.1333  | 12.6434 |
| ROI 3  | 8.9580  | 12.1152 | 8.8205  | 12.2473 |

**Appendix B: Formulation of reaction-diffusion equations**

With the definitions from Section II.A we formulate balance equations for the respective agents $u, v$:

$$ \dot{N}_u = \frac{\partial}{\partial t} \int_A u \, dA = \int_A \dot{U} R f(u, v) - \oint_C \mathbf{J}_u \cdot \mathbf{n} \, dC, $$

$$ \dot{N}_v = \frac{\partial}{\partial t} \int_A v \, dA = \int_A \dot{V} R g(u, v) - \oint_C \mathbf{J}_v \cdot \mathbf{n} \, dC. \quad (B1) $$

The long-distance effect are a product of the reaction terms $f(u, v)$ or $g(u, v)$ and the reaction rates $\dot{U} R, \dot{V} R$. Here, $u := u / \bar{U}$ and $v := v / \bar{V}$ are dimensionless by division with reference desities $\bar{U}, \bar{V}$.

Similarly to [22], the short-distance effects are also driven by a density gradient which can be modeled with Fick’s first law. By applying Gauss’ theorem, we get the two reaction diffusion equations:

$$ \dot{u} = \dot{U} R f(u, v) + D_u \Delta u, \quad v = \dot{V} R g(u, v) + D_v \Delta v. \quad (B2) $$

With the additional dimensionless transformations $t := Rt$, $\mathbf{x} = \mathbf{x} \sqrt{R / D_u}$, $D := D_v / D_u$ we derive the dimensionless standard form of reaction-diffusion equations:

$$ \dot{u} = \Delta u + R f(u, v) \quad v = \Delta v + R g(u, v) \quad (B3) $$

**Appendix C: Linear stability analysis**

As done in [22] and following [35] we perform a linear stability analysis around the linearized state of Eq. (1) with $u = U + \delta u, v = V + \delta v$ with the homogenous solutions $U, V$. With the the perturbation ansatz $\delta u = \mathcal{R} [\delta \hat{u} \exp(\sigma t + ikx)]$ or vice-versa with $v$, we derive an eigenvalue problem with the eigenvalue $\sigma$, the Kronecker delta $\delta$, $\mathbf{u} = (u, v)$, the Jacobian $\mathbf{J}(f, g)$ and $\mathbf{D} = 0$:

$$ (\sigma \delta - \mathbf{J}(f, g)) \delta \hat{u} = 0, \quad (C1) $$

$$ \sigma^2 - \mathbf{J}(f, g) \mathbf{I} \sigma + \det(\mathbf{J}(f, g)) = 0. \quad (C2) $$

TABLE III. Coordinates of the regions of interest.

| ROI | West | South | East | North |
|-----|------|-------|------|-------|
| 1   | 8.2020 | 11.9172 | 8.0646 | 12.0492 |
| 2   | 8.2708 | 12.5114 | 8.1333 | 12.6434 |
| 3   | 8.9580 | 12.1152 | 8.8205 | 12.2473 |
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