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Abstract
In Part II of this work we construct crystallized polyiamonds with $h$ holes for every $h \geq 1$, that is polyiamonds which use the fewest possible tiles necessary to enclose $h$ holes. Furthermore, we prove that crystallized polyiamonds satisfy a set of structural conditions, and for every $h \geq 3$ there are multiple distinct crystallized polyiamonds with $h$ holes.

1 Introduction

Here and throughout, we assume that the reader is familiar with Part I [2] and only briefly recall some important statements and definitions. We denote the number of tiles and the number of holes in a polyiamond $A$ by $|A|$ and $h(A)$, respectively, and define the sequences,

$$h_k = 3 \binom{k}{2} = \frac{3}{2} k^2 - \frac{3}{2} k, \quad n_k = \frac{9}{2} k^2 + \frac{3}{2} k - 2; \quad (1)$$

and

$$g_\triangle(h) := \min_{h(A) = h} |A|, \quad f_\triangle(n) := \min_{|A| = n} h(A). \quad (2)$$

Given these sequences, our main result gives a full determination of the values of $g_\triangle(h)$, expanding on Theorem 1.1 from Part I, which states that $g_\triangle(h_k) = n_k$ for $k \geq 2$. As a corollary this also determines all values of $f_\triangle(n)$. 
**Theorem 1.1.** The first three values of $g_\triangle$ are $g_\triangle(1) = 9$, $g_\triangle(2) = 14$, and $g_\triangle(3) = 19$. Then for $h_k \leq h \leq h_{k+1}$ for a fixed $k \geq 2$,

$$g_\triangle(h) = 3h + 3k + 1 + \left\lceil \frac{2h^2}{k} \right\rceil.$$  \hspace{1em} (3)

It is straightforward to check that equation (3) yields that $g_\triangle(h_k) = n_k$. And for $h \geq 3$ the values of $g_\triangle(h)$ increase incrementally by either three or four, the latter only at $h$ such that $\lceil 2h/k \rceil$ jumps by 1. The definitions in (2) can be reformulated to state that $f_\triangle(n) = \max\{h : g_\triangle(h) \leq n\}$, and thus Theorem 1.1 completely determines $f_\triangle(n)$.

**Theorem 1.2.** For all $n \geq 1$, $f_\triangle(n) = h$ where $g_\triangle(h) \leq n < g_\triangle(h + 1)$.

As a direct result of the property that $g_\triangle(h+1) - g_\triangle(h) \geq 1$, we see that $f_\triangle(n+1) - f_\triangle(n) \leq 1$. While this follows incidentally here, it is not at all trivial. It may well be, *a priori*, that adding a single tile to an optimal configuration allows for rearrangements which produce several new holes at once. A direct geometric proof that this cannot happen in polyiamonds can be obtained via similar methods to those used in [1] with polyominoes, in which the tiles are unit squares instead of triangles.

**Definition 1.1.** A polyiamond $A$ is crystallized if $g_\triangle(h(A)) = |A|$.

The spiral polyiamonds $\text{Spir}_k$ constructed in Part I [2] are crystallized, for example. A natural question to ask is whether crystallized polyiamonds are unique. In almost all cases, the answer is no. However, as was shown for $\text{Spir}_k$, their structure is rather concisely determined for all $h$.

**Theorem 1.3.** For every positive integer $h \geq 3$ there exists at least two distinct crystallized polyiamonds with $h$ holes.

**Theorem 1.4.** A polyiamond $A$ is crystallized if and only if the dual graph of $A$ is a tree, the outer perimeter of $A$ coincides with that of a shape of minimum perimeter for $|A| + h(A)$ many tiles, and every hole in $A$ has an area of 1.
Figure 2: Crystallized polyiamonds in the sequence \( \{T_h\}_{h \geq 1} \).
The area of a hole is defined here to be the number of tiles required to fill it. In proving these results, we iteratively construct a sequence of crystallized polyiamonds \( \{T_h\}_{h \geq 1} \) with \( h(T_h) = h \), which satisfy the structural conditions of Theorem 1.4 and are distinct from \( \text{Spir}_k \). The first three in this sequence are depicted in Figure 1 in Part 1 [2], and for 9, 18, 30, and 315 holes in Figure 2.

We remind the reader of some further technical notation defined in Part I [2]. The polyiamond \( \text{Hex}_k \) refers to the regular hexagon of sidelength \( k \), and the \( k \)-th hexagonal layer is \( L_k = \text{Hex}_k - \text{Hex}_{k-1} \). The number of interior edges of a polyiamond \( A \) is \( b(A) \), the number of edges bounding holes is \( p_h(A) \), and the number of remaining edges on the outer perimeter is \( p_{\text{out}}(A) \). The shape created by placing \( n \) tiles in a hexagonal spiral gives the minimum perimeter for a polyiamond with \( n \) tiles, \( p_{\text{min}}(n) \).

2 Proof of Theorem 1.1

2.1 Constructing Crystallized Polyiamonds

Starting with the central configuration \( T_3 \), we construct the remainder of the sequence by successively adding one of the three building blocks \( \mathcal{A}, \mathcal{B}, \text{ and } \mathcal{C} \) shown in Figure 3 with appropriate rotations, clockwise around the center.

![Figure 3: A, B, and C blocks used to build crystallized polyiamonds.](image)

In the \((k+1)\)-th layer, either \( \mathcal{A} \) or \( \mathcal{B} \) is used to turn each of the 6 corners, and \( \mathcal{C} \) is used to extend along the current side of \( \text{Hex}_k \) being covered. The following rules indicate when to use each block, as depicted in Figure 4:

- Use \( \mathcal{A} \) when only one edge of the current side of \( \text{Hex}_k \) remains uncovered. \( \mathcal{A} \) is always placed with its isolated tile adjacent to the open edge of the previous block (\( T_{11} \) in Figure 4).

- Use \( \mathcal{B} \) when the previous block finishes by covering the last edge of a side. \( \mathcal{B} \) is placed with one of the two tile edges on its long side on the open edge of the previous block, extending along the next side of \( \text{Hex}_k \) (\( T_{13} \) in Figure 4).
Figure 4: From $T_{10}$ to $T_{13}$, first $A$ is added, then $C$, and then $B$.

- Use $C$ if at least two edges of the current side of $\text{Hex}_k$ remain uncovered. Like $A$, $C$ is always placed with its isolated tile adjacent to the open edge of the previous block ($T_{12}$ in Figure 4).

Using $C$ adds three tiles and one hole, while $A$ and $B$ each add a fourth tile. In the $(k+1)$-th layer, $A$ and $B$ will occur at multiples of $k/2$ when $k$ is even, and if $k$ is odd they alternate at intervals of $(k-1)/2$ and $(k+1)/2$. To make this precise, enumerate the holes in the $(k+1)$-th hexagonal layer with consecutive indices starting with 1, and let $w_k(l)$ denote the index of the $l$-th $A$ or $B$ in this layer.

**Lemma 2.1.** For fixed $k \geq 2$ and $l \in \{1,2,3,4,5,6\}$,

$$w_k(l) = 1 + \left\lfloor (l-1) \frac{k}{2} \right\rfloor .$$

**Proof.** We prove this assuming that the first block in each layer is $A$, which we use induction to establish. Starting with $T_3$ from Figure 1 where $k = 2$, the block needed to turn the corner is $A$. Then for fixed $k \geq 3$ assume the first block in the $(k+1)$-th layer is $A$, and thus $w_k(1) = 1$.

This initial $A$ covers the first two of the $k$ boundary edges on this side of $\text{Hex}_k$, one of which actually bounds the hole that $A$ creates. Any further $A$’s used in this layer, however, will only cover one boundary edge on the next side. Meanwhile, $B$ and $C$ always cover two boundary edges, with $B$’s first edge adjacent to the previous block, and thus in the interior of $L_{k+1}$ instead of bordering $\text{Hex}_k$. These characterizations are all evident in Figure 4 where $T_{10}$ is also constructed from $T_9$ (Figure 2) by adding the initial $A$ for the fourth layer.

Following this first $A$, there are then $\lfloor (k-2)/2 \rfloor$ many $C$’s. If $k$ is odd there is an open edge remaining and this is followed by $A$, and if $k$ is even it is followed by $B$. Thus

$$w_k(2) = 1 + \left\lfloor \frac{k-2}{2} \right\rfloor + 1 = 1 + \left\lfloor \frac{k}{2} \right\rfloor .$$
On the next side, if $k$ is odd there is only one edge covered by $A$, and then $(k - 1)/2$ many $C$’s perfectly covering the boundary on this side, followed by $B$. Then for $k$ odd, $\lfloor k/2 \rfloor = (k - 1)/2$, and

$$w_k(3) = 1 + \left\lfloor \frac{k}{2} \right\rfloor + (k - 1)/2 + 1;$$

$$= 1 + (k - 1)/2 + (k - 1)/2 + 1;$$

$$= 1 + k.$$  

If $k$ is even, then $B$ covers the first two edges, and $(k - 2)/2$ many $C$’s are placed, perfectly covering the boundary of this side, and thus followed again by $B$. Then for $k$ even, $\lfloor k/2 \rfloor = k/2$, and

$$w_k(3) = 1 + \left\lfloor \frac{k}{2} \right\rfloor + (k - 2)/2 + 1;$$

$$= 1 + \frac{k}{2} + \frac{k}{2};$$

$$= 1 + k.$$  

The next side starts with $B$ in both cases, which covers two edges of the new side. This is precisely what the initial $A$ on the first side did, and so the above increments repeat and prove the formula for $w_k(4)$ and $w_k(5)$. Then the pattern of the first side repeats for the fifth side, proving $w_k(6)$, and it only remains to show that the next layer must also begin with $A$.

Observe that the sixth side in $L_{k+1}$ follows the same pattern as the second side, and so this side of Hex$_k$ is perfectly covered by the succession of $C$’s. However, as this last side transitions into $L_{k+2}$, there is also an edge from the initial $A$ in $L_{k+1}$ which needs to be covered, as depicted in Figure 5. Therefore the next block, which is the first of $L_{k+2}$, must be $A$, and hence by induction

Figure 5: $T_{18}$ shown with its $L_4$ layer perfectly covering Hex$_3$ at left, and the uncovered edge of the initial $A$ in $L_4$ on the sixth side at right.
every layer starts with \( A \) and the equation holds for all \( k \geq 2 \). ■

**Lemma 2.2.** \( |T_{h_k}| = n_k \).

**Proof.** We prove this by induction. For the base case \( k = 2 \), we have \( h_2 = 3 \) and \( |T_3| = 19 = n_2 \) (Figure 1). For fixed \( k \geq 3 \), assume that \( |T_{h_k}| = n_k \).

In building the \( (k+1) \)-th layer, we add \( |L_{k+1}| = 12k + 6 \) tiles and holes combined, starting with the last two tiles in \( L_k \) and ending right before the last two in \( L_{k+1} \). In the construction, we add \( x + 6 \) holes and \( 3(x + 6) + 6 \) tiles, where \( x \) is the number of \( C \) blocks. Hence \( 4(x + 6) + 6 = 12k + 6 \), so this adds \( x + 6 = 3k \) holes and \( 3(3k) + 6 = 9k + 6 \) tiles. It is straightforward to check that \( h_k + 3k = h_{k+1} \), and that \( n_k + 9k + 6 = n_{k+1} \).

Thus \( |T_{h_{k+1}}| = n_{k+1} \), and by induction the statement holds for all \( k \geq 2 \). ■

When the \( h \)-th hole is in the \( (k+1) \)-th layer, there are \( h - h_k \) blocks in this layer, and we keep track of the extra tiles added by the \( A \) and \( B \) blocks by counting \( \lceil (h - h_k)/(k/2) \rceil \). Consider that

\[
w_k(l) - 1 = \left\lfloor (l - 1) \frac{k}{2} \right\rfloor \leq (l - 1) \frac{k}{2} \Rightarrow \frac{w_k(l) - 1}{k^2} \leq l - 1.
\]

So for \( h - h_k < w_k(l) \), \( \lceil (h - h_k)/(k/2) \rceil \leq l - 1 \). And

\[
w_k(l) = 1 + \left\lfloor (l - 1) \frac{k}{2} \right\rfloor \geq \frac{1}{2} + (l - 1) \frac{k}{2} \Rightarrow \frac{w_k(l)}{k} \geq \frac{1}{k} + l - 1.
\]

Hence for \( h - h_k \geq w_k(l) \), \( \lceil (h - h_k)/(k/2) \rceil \geq l \). Thus

\[
w_k(l) \leq h - h_k < w_k(l + 1) \Rightarrow \lceil (h - h_k)/(k/2) \rceil = l.
\]

For such an \( h \), three tiles are added for each of the \( h - h_k \) holes, plus an extra 1 for each of the \( l \) corner blocks that have been placed. Then for \( h \geq 3 \), \( |T_h| \) is given by the piecewise function defined on the intervals \( 3\left(\frac{k}{2}\right) \leq h \leq 3\left(\frac{k+1}{2}\right) \) by

\[
|T_h| = n_k + 3(h - h_k) + \left\lceil \frac{h - h_k}{k/2} \right\rceil
\]

\[
= n_k + 3\left( h - \left(\frac{3}{2}k^2 - \frac{3}{2}k\right) \right) + \left\lceil \frac{2(\frac{3}{2}k(k - 1))}{k} \right\rceil
\]

\[
= 3h + 3k + 1 + \left\lceil \frac{2h}{k} \right\rceil.
\]

(4)
2.2 Crystallization of $T_h$

We recall the function $M(n,h)$ from Part I, defined to be

$$M(n,h) = \frac{n + 2 - p_{\text{min}}(n+h)}{3}. \quad (5)$$

By partitioning the edges of a polyiamond $A$ into exterior edges, interior edges, and hole-bounding edges, it was shown (Lemma 2.2 in [2]) that

$$M(|A|, h(A)) \geq h(A).$$

By the monotonicity in $n$ of $M(n,h)$ (Lemma 2.3 [2]), this gives a lower bound on $g_{\triangle}(h)$. We then complete the proof of Theorem 1.1 by proving Lemmas 2.3 and 2.4, showing that equality holds in this equation with $A = T_h$, and that $|T_h|$ is minimal.

The following are easily verified by plugging into equation (5), and along with $T_1$, $T_2$, and $T_3$ in Figure 1 are a proof that $g_{\triangle}(1) = 9$, $g_{\triangle}(2) = 14$, and $g_{\triangle}(3) = 19$:

$$M(9, 1) = 1, \quad M(14, 2) = 2, \quad M(19, 3) = 3,$$

$$M(8, 1) = \frac{1}{3}, \quad M(13, 2) = \frac{4}{3}, \quad M(18, 3) = \frac{7}{3}.$$

Lemma 2.3. $M(|T_h|, h) = h$.

Proof. The first three cases are shown above. We then prove this by induction, from the base case $M(19, 3) = 3$. Assume that $M(|T_{h-1}|, h-1) = h-1$ for some $h > 3$. Then

$$3(h-1) = |T_{h-1}| + 2 - p_{\text{min}}(|T_{h-1}| + h - 1)$$

$$\Rightarrow \quad 3h = (|T_{h-1}| + 3) + 2 - p_{\text{min}}(|T_{h-1}| + h - 1). \quad (6)$$

It was noted in [2] that $p_{\text{min}}(n+1) = p_{\text{min}}(n) - 1$ if the $(n+1)$-th space in a continuous hexagonal spiral of triangles is pointing outward, and $p_{\text{min}}(n+1) = p_{\text{min}}(n) + 1$ if it is pointing inwards (see Figure 13 in [4]). Thus when adding one of the $A$, $B$, and $C$ blocks, the increments in $p_{\text{min}}$ as the individual tiles are added one at a time are

$$A : +1, -1, +1, +1, -1; \quad B : +1, +1, -1, +1, -1;$$

$$C : +1, -1, +1, -1, -1. \quad (7)$$
Hence when an $A$ or $B$ block is used, then $|T_h| = |T_{h-1}| + 4$ and 

$$p_{\min}(|T_h| + h) = p_{\min}(|T_{h-1}| + h - 1) + 1.$$ 

Thus equation (6) gives 

$$3h = (|T_{h-1}| + 3) + 2 - (p_{\min}(|T_h| + h) - 1)$$

$$= (|T_{h-1}| + 4) + 2 - p_{\min}(|T_h| + h)$$

$$= |T_h| + 2 - p_{\min}(|T_h| + h).$$

And if a $C$ block is used, then $|T_h| = |T_{h-1}| + 3$ and 

$$p_{\min}(|T_h| + h) = p_{\min}(|T_{h-1}| + h - 1).$$

So equation (6) gives 

$$3h = (|T_{h-1}| + 3) + 2 - p_{\min}(|T_h| + h)$$

$$= |T_h| + 2 - p_{\min}(|T_h| + h).$$

Equations (8) and (9) are equivalent to $M(|T_h|, h) = h$, and hence this holds for all $h$ by induction. 

Lemma 2.4. $M(|T_h| - 1, h) < h$. 

Proof. Noting that each of the $A$, $B$, and $C$ blocks end with an outward facing tile, by [7] we have that 

$$p_{\min}(|T_h| + h) = p_{\min}(|T_h| - 1 + h) - 1.$$ 

Applying this equality and Lemma [2.3] we have that 

$$M(|T_h| - 1, h) = \frac{|T_h| - 1 + 2 - p_{\min}(|T_h| - 1 + h)}{3}$$

$$= \frac{|T_h| + 1 - p_{\min}(|T_h| + h) - 1}{3}$$

$$= \frac{|T_h| - p_{\min}(|T_h| + h)}{3}$$

$$= h - \frac{2}{3}.$$ 

$\blacksquare$
Proof of Theorem 1.1. By Corollary 2.2.1 in Part I [2], if there exists a polyiamond with \(n\) tiles and \(h\) holes where \(M(n, h) = h\) and \(M(n - 1, h) < h\), then \(g_{\Delta}(h) = n\). Therefore Theorem 1.1 follows from Lemmas 2.3 and 2.4 and equation (4).

Thus for every \(h \geq 1\), the polyiamond \(T_h\) is crystallized. The properties encoded in \(M(n, h)\) are then used to establish Theorem 1.4.

Proof of Theorem 1.4. Let \(A\) be a polyiamond with \(|A| = n\) and \(h(A) = h\). If these three conditions are satisfied, then \(b(A) = n - 1\), \(p_{\text{out}}(A) = p_{\text{min}}(n + h)\), \(p_h(A) = 3h\), and it is straightforward that \(M(n, h) = h\). Suppose instead that \(n = |T_h|\) and \(A\) is crystallized. Then as a corollary of Theorem 1.1 and Lemma 2.3 \(M(|A|, h(A)) = h(A)\). Thus \(3h = 3n - 2b_{\text{min}}(n) - p_{\text{min}}(n + h)\).

Each of the \(A\), \(B\), and \(C\) pieces ends with an outward facing tile. Thus by Lemma 2.1 in Part I [2], the values \(n + h\) for \(n = |T_h|\) give thresholds for \(p_{\text{min}}\) such that for any \(j \geq 1\), we have \(p_{\text{min}}(n + h) \leq p_{\text{min}}(n + h + j)\). Now suppose \(A\) has at least one hole with an area of at least 2. Then for some \(j \geq 0\),

\[
p_{\text{out}}(A) \geq p_{\text{min}}(n + h + j) \geq p_{\text{min}}(n + h).
\]

The extra area also increases the hole perimeter, so \(p_h(A) > 3h\) and thus

\[
3n - 2b(A) - p_{\text{out}}(A) > 3n - 2b_{\text{min}}(n) - p_{\text{min}}(n + h),
\]

\[
\implies b_{\text{min}}(n) > b(A).
\]

But this is a contradiction since \(|A| = n\), and thus every hole has an area of one.

If the dual graph of \(A\) is not a tree, then it contains at least \(n\) edges and \(b(A) \geq n > n - 1 = b_{\text{min}}(n)\). If \(A\) does not achieve the minimum outer perimeter, then because every hole has an area of 1, \(p_{\text{out}}(A) > p_{\text{min}}(n + h)\). In either case,

\[
3h = p_h(A) < 3n - 2b_{\text{min}}(n) - p_{\text{min}}(n + h),
\]

which is again a contradiction.

Finally we address the issue of uniqueness, showing that for large enough \(h\) the central configuration of \(T_h\) can be swapped with some \(Spir_k\).

Proof of Theorem 1.3. For \(3 \leq h \leq 8\), examples of distinct crystallized polyiamonds are given in Figure 6. For \(h \geq 9\), observe that \(T_{hK}\) has the same outer perimeter as \(Spir_k\), and its central configuration is always \(Spir_2\). Hence for \(h \geq h_K\), the central configuration of \(T_h\) can be swapped out with \(Spir_k\) for any \(3 \leq k \leq K\) to create distinct crystallized polyiamonds (see Figure 7).
Figure 6: Crystallized polyiamonds for $3 \leq h \leq 8$.

**Definition 2.1.** For $h \geq h_k$, let $T_h \ast \text{Spir}_k$ denote the polyiamond in which $T_h$ exchanges its central configuration for $\text{Spir}_k$. If $h = h_k$, then $T_h \ast \text{Spir}_k = \text{Spir}_k$.

Figure 7: The center of $T_{45}$ is exchanged with $\text{Spir}_4$.

**Corollary 2.4.1.** For $k \geq 3$ and $h \geq h_k$, there are at least $k - 1$ distinct crystallized polyiamonds with $h$ holes, given by the set

$$\{T_h\} \cup \{T_h \ast \text{Spir}_l : 3 \leq l \leq k\}.$$  

This set is depicted in full for $h = h_7 = 63$ in Figure 8 and in Figure 9 we take $T_{315}$ from Figure 2d and form $T_{315} \ast \text{Spir}_8$.  
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Figure 8: Six distinct crystallized polyiamonds with 63 holes.
3 Concluding Remarks

In this paper we have completely solved the problem of finding $g_\triangle(h)$ for all $h \geq 1$, the minimum number of triangles needed for constructing a polyiamond with $h$ holes. This immediately determines the values of $f_\triangle(n)$ as well, the maximum number of holes that can be enclosed by $n$ tiles. Along with this, we examined several structural conditions of polyiamonds, such as having a dual graph which is a tree, having only holes with an area of 1, and having minimal outer perimeter. We refer to polyiamonds satisfying this trio of conditions as being efficiently structured, and have shown here that this is in fact equivalent to the property of being crystallized. This, however, is not the case for polyominoes, where being efficiently structured was recently shown to be a stronger condition [3].

In a more general setting, we can ask these extremal geometrical and topological questions for higher dimensional simplicial complexes, and also consider the effect of changing the dimension of the ambient space.

Figure 9: $T_{315} \ast Spir_8$
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