Uncertainty estimation by committee models for molecular dynamics and thermodynamic averages
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Machine learning models have emerged as a very effective strategy to sidestep time-consuming electronic-structure calculations, and obtain an estimate of the energy and properties of an atomistic system – enabling simulations of greater size, time scale and complexity, without sacrificing the accuracy of first-principles calculations. Given the interpolative nature of these models, the accuracy of predictions depends on the position in phase space, and it is crucial to obtain an estimate of the error that derives from the finite number of reference structures included during the model training. Committee models that combine information from multiple training exercises – performed for instance using different reference data – use the spread of their predictions to obtain reliable estimates of the uncertainty of a single-point calculation, such as a lattice energy. Such uncertainty quantification is particularly useful in the context of molecular dynamics simulations. Here we discuss how it can be used, together with a baseline energy model, or a more robust although less accurate interatomic potential, to obtain more resilient simulations and to support active-learning strategies. Furthermore, we introduce an on-the-fly reweighing scheme that makes it possible to estimate the uncertainty in the thermodynamic averages extracted from long trajectories, incorporating both the error in the single-point predictions of the properties and the error due to the distortion of the sampling probability. We present examples covering different types of structural and thermodynamic properties, and systems as diverse as water and liquid gallium.

I. INTRODUCTION

Machine learning (ML) potentials have emerged over the last decade[1–3] as a very effective tool to improve the accuracy-speed trade-off in atomistic simulations, allowing a quantum-level description of interatomic interactions at a small fraction of the typical computational cost of ab-initio calculations. The combination of ML potentials and traditional atomistic simulations techniques, such as molecular dynamics, has made it possible to address difficult scientific problems in chemistry[4–7] and materials science.[8–10] The possibility of predicting properties beyond the potential energy – from NMR chemical shieldings[11–14] to the electron density[15–18] – points to a bright future in which first-principles quality predictions of atomistic properties can be coupled with large-scale simulations[19] and thorough sampling of quantum statistics and dynamics.[20–22]

As ML models become ubiquitous in atomistic simulations, the question naturally arises of how much one can trust the predictions of a purely inductive, data-driven approach when using it on systems that are not part of the training set. This question is particularly pressing because the regression techniques that underlie ML models are inherently interpolative, and their ability to make predictions on new systems hinges on the possibility of decomposing the target property into a sum of atom-centred contributions. Thus, a ML prediction is only reliable if all the local environments that appear in the system of interest are properly represented in the training set. It is therefore crucial to obtain an estimate of the error and uncertainty that derive from the finite number of reference structures, and many methodological frameworks have been proposed that yield a measure of the uncertainty in the prediction of a machine learning model.[23] Within Bayesian schemes, such as Gaussian process regression, the uncertainty quantification is naturally encoded in the regression algorithm – although computing the error is substantially more demanding than evaluating the prediction.[24] Sub-sampling approaches constitute an alternative. The uncertainty is estimated on the basis of the spread of the predictions of an ensemble (committee) of independently trained ML models, e.g. by subsampling of the full training dataset.[25–29] These uncertainty quantification schemes provide qualitative information on the reliability of the ML predictions, and are widely used in the context of online and offline active learning, to identify regions of configuration space that need to be added to the training set.[30–35] When appropriately calibrated,[36] committee models can further provide a quantitative assessment of the uncertainty in the prediction of an ML
model, which can be readily propagated to estimate the error in properties that are obtained indirectly from the ML predictions such as vibrational spectra.

In this paper we consider how to best exploit the availability of a calibrated committee model in the context of molecular dynamics simulations, and more generally in the evaluation of thermodynamic observables. First, we show how to construct a weighted baseline ML scheme, in which the uncertainty is used to ensure that whenever the simulation enters an extrapolative regime, the potential falls back to a reliable (if not very accurate) baseline. Second, we use the committee model to estimate the ML uncertainty associated with static thermodynamic averages from MD trajectories computed using a single potential. Specifically, we introduce an on-the-fly reweighting technique, which takes into account both i) the ML uncertainty on single-configuration calculations for a given observable over a significant sample of configurations, and ii) the distortion of the sampling probability, due to the model-dependent Boltzmann factor entering the statistical averages. We showcase applications of these methods to several different classes of materials science and chemical systems, ranging from polypeptides, to solutions, to liquid metals, and to both structural and functional properties.

II. THEORY

A. Committee model and single-point uncertainty estimation

We start our discussion with a brief description of uncertainty estimation based on a calibrated committee of sub-sampled models. In a nutshell, the full training set of $N$ input-observation pairs $(A, y_{\text{ref}}(A))$ is sub-sampled (without replacement) into $M$ training subsets of size $N_s < N$. $M$ models are then trained independently on this ensemble of resampled data sets, inducing a fully non-parametric estimate of the distribution $P(y|A)$ of the prediction $y$, given an input $A$. The moments of such distribution can be readily computed, so that, for instance, the first (mean value) and second (variance) moments are

$$\bar{y}(A) = \frac{1}{M} \sum_{i=1}^{M} y^{(i)}(A)$$  \hspace{1cm} (1)

$$\sigma^2(A) = \frac{1}{M-1} \sum_{i=1}^{M} \left| y^{(i)}(A) - \bar{y}(A) \right|^2.$$ \hspace{1cm} (2)

Here, $y^{(i)}(A)$ is the prediction of the $i$--th model, while the mean value $\bar{y}(A)$ will be dubbed in the following as the committee prediction. The advantage of this machinery is that the ensemble $\{y^{(i)}(A)\}_{i=1,...,M}$ of model predictions provides an immediate estimate of the single-point uncertainty $\sigma^2(A)$, since it fully characterises the error statistics.

The reduced size $N_s$ of the set of input-observation pairs on which the sub-sampled models are trained implies that the conditional probability distribution $P(y_{\text{ref}}(A)|A)$ may deviate from the ideal Gaussian behaviour. We assume that such deviation only affects the width of the distribution, which may be too broad or (usually) too narrow, an effect that can also be seen as a consequence of the fact that training points cannot be considered to be independent identically distributed samples. We incorporate this deviation through a linear re-scaling factor $\alpha$ of the width $\sigma$ of the distribution. We further assume that $\alpha$ is independent of $A$, and that any two true values $y_{\text{ref}}(A)$ and $y_{\text{ref}}(A')$ are uncorrelated if $A \neq A'$, so that the predictive distribution has the following form:

$$P(y_{\text{ref}}|\{A\}, \alpha) = \prod_{A} \frac{1}{\sqrt{2\pi\alpha^2\sigma^2(A)}} \exp \left[ -\frac{|y_{\text{ref}}(A) - \bar{y}(A)|^2}{2\alpha^2\sigma^2(A)} \right].$$  \hspace{1cm} (3)

The parameter $\alpha$ is then fixed by maximizing the log-likelihood of this distribution,

$$LL(\alpha) = \frac{1}{N_{\text{val}}} \sum_{A \in \text{val}} \log P(y_{\text{ref}}(A)|A, \alpha)$$ \hspace{1cm} (4)

over a set of $N_{\text{val}}$ validation configurations, giving the optimal

$$\alpha^2 \equiv \frac{1}{N_{\text{val}}} \sum_{A \in \text{val}} \frac{|y_{\text{ref}}(A) - \bar{y}(A)|^2}{\sigma^2(A)}.$$ \hspace{1cm} (5)

In practice, the explicit construction of a validation set can be avoided by means of a scheme where the validation points still belong to the training set, yet they are absent from a given number of sub-sampled models, as discussed in depth in Ref. Note that Eq. (5) is a biased estimator when the number of committee members $M$ is small. In Appendix A we discuss the issue in more detail, and show that the bias can be corrected by computing

$$\alpha^2 \equiv -\frac{1}{M} + \frac{M-3}{M-1} \frac{1}{N_{\text{val}}} \sum_{A \in \text{val}} \frac{|y_{\text{ref}}(A) - \bar{y}(A)|^2}{\sigma^2(A)}. \hspace{1cm} (6)$$

We apply this expression in the numerical demonstrations in Section III but assume the asymptotic $M \rightarrow \infty$ limit in the rest of the formal derivations.

The determination of the optimal $\alpha$ also allows us to properly re-scale the predictions of the models to be consistent with Eqs. (1) and (2) and the optimized distribution:

$$y^{(i)}(A) \leftarrow \bar{y}(A) + \alpha |y^{(i)}(A) - \bar{y}(A)|.$$ \hspace{1cm} (7)

The committee prediction $\bar{y}$ is invariant under rescaling, and the spread of the predictions is adjusted according to $\sigma \leftarrow \alpha \sigma$. The rescaled predictions can be used to compute arbitrarily-complicated non-linear functions of $y$, and the mean and spread of the transformed predictions are indicative of the distribution of the target quantities. In what follows, we always assume that the committee predictions have been subject to this calibration procedure.
B. Using errors for robust sampling and active learning

Let us consider the following baselined model

\[ V^{(i)}(A) = V_b(A) + V_\delta^{(i)}(A) \]  

(8)

where the training of the \(i\)-th model potential \(V_\delta^{(i)}(A)\) is on the (set of) differences between a target, say DFT-accurate, potential \(\{V_{\text{ref}}(A)\}\) and a baseline potential \(\{V_b(A)\}\). Splitting a potential in a cheap-to-compute but inaccurate, and an accurate-but-expensive parts has been part of the molecular dynamics toolkit for a long time and has proven very effective in the context of machine-learning models. Let us define, as in Eqs. (1) and (2), the committee average of the correction potentials

\[ \bar{V}_\delta(A) = \frac{1}{M} \sum_{i=1}^M V_\delta^{(i)}(A), \]  

(9)

the full committee potential

\[ \bar{V}(A) = V_b(A) + \bar{V}_\delta(A), \]  

(10)

and its uncertainty

\[ \sigma^2(A) = \frac{1}{M-1} \sum_{i=1}^M |V_\delta^{(i)} - \bar{V}_\delta(A)|^2. \]  

(11)

This uncertainty estimate can be used as an indication of the reliability of the ML model, and incorporated in an active-learning framework during a molecular dynamics simulation, whenever the trajectory enters a region in which the ML model exhibits an extrapolative behavior, the uncertainty \(\sigma\) increases, and one can gather new configurations for an improved model. Unfortunately, trajectories entering an extrapolative region often become unstable very quickly, leading to sampling of unphysical configurations or the complete failure of the simulation. Crucially, when using a baseline potential, one can stabilize the simulation by dynamically switching to using only \(V_b\). This automatic fall-back mechanism can be realized by performing MD using the weighted-baseline potential

\[ U(A) = \left[ \frac{1}{\sigma_b^2} + \frac{1}{\sigma^2(A)} \right]^{-1} \left[ \frac{1}{\sigma_b^2} V_b(A) + \frac{1}{\sigma^2(A)} \bar{V}(A) \right] \]  

\[ = V_b(A) + \frac{\sigma_b^2}{\sigma_b^2 + \sigma^2(A)} \bar{V}_\delta(A), \]  

(12)

where the baseline uncertainty \(\sigma_b\) is estimated as the variance of the difference between baseline and reference

\[ \sigma_b^2 = \frac{1}{N-1} \left[ \sum_A \left| V_b(A) - V_{\text{ref}}(A) \right|^2 \right. \]  

\[ - \frac{1}{N} \left( \sum_A V_b(A) - V_{\text{ref}}(A) \right)^2 \] \]  

(13)

the sum running on the full training set, and \(V_{\text{ref}}(A)\) being the target energy for configuration \(A\). This definition explicitly takes into account the fact that the baseline and reference will often differ by a huge constant. Eq. (12) corresponds to the weighted sum of the baseline potential \(V_b(A)\) and the full committee potential \(\bar{V}(A)\), consistent with a minimization of the combined error. The forces (and higher derivatives) can be defined straightforwardly, paying attention to the \(A\)-dependence of \(\sigma^2(A)\) when the derivatives of \(U(A)\) are taken. Note also that in many cases – including Behler-Parrinello neural networks and SOAP-GAP models – the ML energy is computed as a sum of atom-centred contributions

\[ \bar{V}_\delta(A) = \sum_{k \in A} \bar{V}_\delta(A_k), \]  

(14)

where \(A_k\) indicates the environment centred on the \(k\)-th atom in structure \(A\). Thus, it is possible to compute uncertainty estimates at the level of individual atomic contributions, and evaluate Eq. (12) as

\[ U(A) = V_b(A) + \sum_{k \in A} \frac{\sigma_b^2}{\sigma_b^2 + \sigma^2(A_k)} \bar{V}_\delta(A_k). \]  

(15)

This expression can be used even if the baseline does not entail a natural atom-centred decomposition, although in such a case one needs to re-define \(\sigma_b\) so that it corresponds to the estimated error per atom. This can be beneficial when the error is not spread equally across the system, e.g. when an unexpected chemical reaction occurs in an otherwise homogeneous system.

By monitoring the weight of the ML correction one can determine whether the simulation remains largely in the low-uncertainty region, or whether it enters the extrapolative regime too frequently, requiring further training. Finally, it is worth mentioning that a similar strategy could be used to combine multiple ML potentials with different levels of accuracy, for instance one based on short-range/two-body interactions, that is more resilient but inaccurate, and one based on a long-range and high-body-order parameterization, which is likely to be more accurate, but requires large amounts of data for training, and is therefore more likely to enter high-uncertainty regions.

C. On-the-fly uncertainty of thermodynamic averages

The machinery discussed so far paves the way for reliable estimates of the uncertainty of single-point calculations, i.e. of the value an observable quantity assumes when evaluated at a specific point in phase-space. It also allows computing the uncertainty of predictions averaged over several samples, assuming that the only source of error is that associated with the ML model of the target property. However, the uncertainty in predictions from a committee of potentials also propagates to thermodynamic averages of target properties. Computing the
mean of an observable $a$ over a trajectory sampling e.g. the mean potential $\bar{V}$ from a committee of $M$ potential models (PMs) $V^{(i)}$ yields

$$\bar{a} \equiv \langle a \rangle_{\bar{V}} = \frac{1}{M^j} \sum_{j=1}^{M'} a^{(j)} / \sqrt{\sum_{j=1}^{M'} a^{(j)}},$$

(16)

where $a^{(j)}$ indicates the member of a committee of $M'$ observable models (OMs), and $\langle a \rangle_{\bar{V}}$ the mean of an observable over the ensemble defined by the potential $V$.

When computing thermodynamic averages, one should therefore also include the uncertainty in the ensemble of configurations. A naive (but very time-consuming) way to estimate the full uncertainty relies on running $M$ simulations, each driven by the (re-scaled) force field of a specific PM, and computing the averages $\langle a^{(j)} \rangle_{V^{(i)}}$ of the target observable $a^{(j)}$ for each OM, and finally the average

$$\bar{a} \equiv \frac{1}{MM'} \sum_{i=1}^{M} \sum_{j=1}^{M'} \langle a^{(j)} \rangle_{V^{(i)}}$$

(17)

and variance over both OMs and PMs. While trivially parallelizable, this strategy is inconvenient, as it prevents exploiting the considerable computational savings that can be achieved by computing multiple committee members over the same atomic configuration.

The need for different trajectories can be avoided by employing an on-the-fly re-weighting strategy. For a canonical distribution at temperature $T = 1/(\beta k_B)$,

$$\langle a^{(j)} \rangle_{V^{(i)}} \equiv \frac{1}{Z^{(i)}} \int a^{(j)}(q)e^{-\beta V^{(i)}(q)} dq,$$

(18)

where $q = (q_1, \ldots, q_{N_p})$ is the set of positions of the $N_p$ particles,

$$Z^{(i)} \equiv \int e^{-\beta V^{(i)}(q)} dq$$

(19)

is the configurational partition function and $V^{(i)}(q)$ is the potential energy of the $i$-th model. By introducing the weights

$$w^{(i)}(q) \equiv e^{-\beta[V^{(i)}(q) - \bar{V}(q)]},$$

(20)

where $\bar{V}$ is the mean committee potential energy, we find

$$\langle a^{(j)} \rangle_{V^{(i)}} = \frac{\int w^{(i)}(q)a^{(j)}(q)e^{-\beta \bar{V}(q)} dq}{\int w^{(i)}(q)e^{-\beta \bar{V}(q)} dq}$$

(21)

or, in shorthand notation,

$$\langle a^{(j)} \rangle_{V^{(i)}} = \frac{\langle w^{(i)}a^{(j)} \rangle_{\bar{V}}}{\langle w^{(i)} \rangle_{\bar{V}}},$$

(22)

This means that, under the ergodic hypothesis, the re-weighting technique allows us to run a single trajectory driven by the force field of the committee, and yet to obtain estimates for the averages as computed via the different models. Thus, it is possible to compute the full uncertainty, including both the error on the OMs and the PMs, by using the reweighting formula to evaluate

$$\tilde{\sigma}^2 \equiv \frac{1}{MM' - 1} \sum_{i=1}^{M} \sum_{j=1}^{M'} \left| \langle a^{(j)} \rangle_{V^{(i)}} - \bar{a} \right|^2$$

(23)

This reweighting approach has further important implications to molecular dynamics simulations: for instance, in on-the-fly learning it is customary to correct (re-train) the ML force-field from time to time along a molecular dynamics simulation so to include new configurations in the training set, an operation which can introduce systematic errors on the estimation of canonical averages, due to the different potential-energy fields along the trajectory. By simply storing the model-dependent potential energies along the simulation alongside the corresponding configurations, one can at any time compute a set of weights based on the most recent value of the potential, to obtain averages that use the entire trajectory and yet are consistent with the most accurate model available.

Equation (22) is in principle exact. However, from a computational standpoint, the efficiency in sampling the probability measure of the $i$-th model through reweighting in general lower than what it would be by direct sampling as in Eq. (18), with an error growing exponentially with the variance of $h^{(i)} \equiv -\ln w^{(i)} = \beta(V^{(i)} - \bar{V})$, that inevitably grows with system size. Given that we are already interested in computing an estimate of the uncertainty, we can use an approximate (but statistically more stable) expression introduced in Ref. [50] based on a cumulant expansion. Assuming that $a^{(j)}$ and $h^{(i)}$ are correlated Gaussian variates with means $\langle a^{(j)} \rangle_{\bar{V}}$ and 0, and covariance $\langle a^{(j)}h^{(i)} \rangle_{\bar{V}}$ (all with respect to the committee phase-space probability measure), we have

$$\langle a^{(j)} \rangle_{V^{(i)}} \approx \langle a^{(j)} \rangle_{\bar{V}} - \beta \langle a^{(j)}(V^{(i)} - \bar{V}) \rangle_{\bar{V}}.$$
FIG. 1. Hydrogen-hydrogen radial pair correlation function in water. (Top) pair distribution function computed for a simulation driven by the committee average; (middle) deviations, from the plot in the top panel, of the pair distribution functions extracted from $M = 4$ independent trajectories (one for each NNP, displayed in different colours); (bottom) comparison between the result from an independent trajectory driven by NNP 3 (orange), and the pair correlation obtained from the committee-driven trajectory by direct re-weighting, Eq. (24) and the cumulant expansion approximation (CEA), Eq. (24).

(purple); and within the cumulant expansion approximation (CEA), Eq. (24) (dark green). The match between the three curves shows that the re-weighting procedure, both in its exact form and using the CEA, is capable of reproducing the result obtained from an independent trajectory generated by a specific NNP without the need of explicitly running it.

For this example, which entails a relatively small simulation cell and low discrepancy between the committee average and the individual NNPs, there is no substantial difference between the exact and CEA reweighing. We recommend using the CEA over the direct estimator, not only because of its improved stability and statistical efficiency, but also because the linearized form emphasizes the different sources of error associated with the single-trajectory average, and has several desirable formal implications. First, using the CEA the mean over the trajectories is consistent with the average computed over the trajectory driven by $\tilde{V}$ – whereas in general Eq. (17) would yield a different value from Eq. (16): 

$$\tilde{a} \approx \bar{a} + \beta \frac{1}{M} \sum_i (\tilde{a}(V(i) - \tilde{V})) = \bar{a}. \quad (25)$$

Second, one sees that 

$$\sigma^2 \approx \frac{M(M' - 1)}{MM' - 1} \sigma_a^2 + \frac{M'(M - 1)}{MM' - 1} \sigma_V^2 \approx \sigma_a^2 + \sigma_V^2 \quad (26)$$

where 

$$\sigma_a^2 = \frac{1}{M' - 1} \sum_{j=1}^{M'} \left( \langle a^{(j)} \rangle_V - \bar{a} \right)^2 \quad (27)$$

indicates the uncertainty arising from the OMs, and 

$$\sigma_V^2 \equiv \frac{1}{M'} \sum_{j=1}^{M'} \sigma_{V}^{2(j)} , \quad \sigma_{V}^{2(j)} = \frac{1}{M - 1} \sum_{i=1}^{M} \left( \langle a^{(j)} \rangle_{V(i)} - \frac{1}{M} \sum_{i=1}^{M} \langle a^{(j)} \rangle_{V(i)} \right)^2 \quad (28)$$

indicates the uncertainty that arises due to the sampling of the different PMs.

III. APPLICATIONS

The different steps involved in the use of a calibrated committee model in the context of molecular dynamics and sampling are summarized in the graphical workflow of Fig. 2 after the construction of a suitable database on which reference values (say of energies and forces) are computed, the database is randomly sub-sampled into $M$ smaller training sets on which a committee of $M$ ML models are trained. Depending on the specific physical system/quantity analyzed we adopt two alternative but equally correct approaches to construct a validation set, in order to calibrate the uncertainty of the committee and estimate the re-scaling factor $\alpha$. The first strategy consists in extracting $N_{val}$ decorrelated configurations from short committee MD trajectories, calculating forces and energies with the reference method, and employing these as the validation set. In the second strategy, instead, the ensemble of $N_{val}$ validation structures was gathered by selecting, in the original training database, those structures that do not appear in at least $n$ of the training subset. Following the $\alpha$ calibration step, MD simulation are driven by the committee model. The weighted-baseline numerical integration of the equations of motion is based on Eq. (12), which reduces to a non-baselined model by setting $V_b = 0$. During the MD simulation driven by the

\[ g(r) = \frac{N}{\pi} \int_0^\infty \text{d}k k \sin(kr) \rho(r) \text{d}r \approx \frac{N}{\pi} \sum_{i<j} \frac{1}{r_{ij}} \sin(r_{ij}) \rho(r_{ij}) \frac{\text{d}r_{ij}}{r_{ij}} \]

where $N$ is the number of atoms, $g(r)$ is the pair correlation function, $\rho(r)$ is the radial distribution function, and $r_{ij}$ is the distance between particles $i$ and $j$. The sum is over all pairs of particles. The integral is approximated by a sum, where the interval of integration is divided into small intervals of width $\Delta r$. The pair correlation function is then approximated by 

$$g(r) \approx \frac{N}{\pi} \sum_{i<j} \frac{1}{r_{ij}} \sin(r_{ij}) \rho(r_{ij}) \frac{\text{d}r_{ij}}{r_{ij}}$$

This approximation is known as the spherical harmonic approximation. It is exact in the limit of an infinite number of intervals and zero interval width. In practice, the number of intervals and the interval width are chosen to ensure that the approximation is sufficiently accurate.
committee model, all the (re-scaled) model-dependent quantities of interest are stored for a significant set of (uncorrelated) configurations, eventually leading to re-weighting and, therefore, to uncertainty estimation of the chosen thermodynamic averages. Any configuration encountered along the trajectory that is associated with an error higher than a set threshold can be used to improve the reference database, in an offline (or online) active learning scheme.

In the next subsections we describe how we applied this routine to weighted baseline integration (Sec. III A), as well as to compute thermodynamic average and the related ML uncertainty for different observables in different physico-chemical environments (Secs. III B, III C, III D). All the simulations are run with the molecular dynamics engine i-PI interfaced with the massively parallel molecular dynamics code LAMMPS with the n2p2 plugin to evaluate the neural network potentials.

### A. Weighted baseline integration

We begin by performing and analyzing a 120 ps temperature replica-exchange molecular dynamics (REMD) simulation of the Phe-Gly-Phe tripeptide, using the weighted baseline method. The i-PI energy and force engine is used to simulate 12 Langevin-thermostatted replicas with temperatures between 300 K and 2440 K using a time-step of 0.5 fs. Baseline density-functional-based tight binding energies and forces are evaluated using the DFTB+ package and the DFTB3/30B parametrisation with a D3BJ dispersion correction (3OB+D3BJ). An ensemble of \( M = 4 \) Behler-Parrinello artificial neural networks (NN) is then used to promote this baseline to a first-principles density-functional-theory (DFT) level of theory. The DFT calculations are performed using the GAMESS-US code and the PBE density functional with a dDsC dispersion correction and the def2-TZVP basis set. The NNs are trained in to reproduce the differences between the DFTB+ baseline and the target DFT energies and forces. The NNs differ only in the initialisation of the NN weights and the internal cross-validation splits of the reference data into 90% training and 10% test data. The reference data underlying the NNs is constructed by farthest-point sampling configurations from 1.5 ns long REMD simulations of 26 aminoacids, each composed of 16 Langevin-thermostatted replicas with logarithmically-spaced temperatures between 300 K and 1000 K. The resultant set of configurations is enriched with 3,380 geometry-optimised dimers from the BioFragment Database. Note that the aminoacids are simulated at less than half the maximum temperature, at which the tripeptide is simulated. The uncertainties associated with the ensemble predictions are estimated using the scheme of Ref. using a scaling correction of \( \alpha = 1.0 \), computed on the tripeptide validation data. The uncertainty of the ML model is used, together with a baseline uncertainty of DFTB+ \( \sigma_b = 7 \times 10^{-3} \text{meV/atom} \), estimated according to Eq. (13), to build a weighted baseline model following Eq. (12).
FIG. 3. A visualization of the results of the replica-exchange MD simulation of the Phe-Gly-Phe tripeptide, using a weighted-baseline scheme. Central scatter-plot: a set of 2,000 atomic configurations collected from all replicas is classified according to the first two principal components of their SOAP features (x and y axes), and the replica temperature (z axis, in logarithmic scale). The SOAP representation employs a cut-off radius of 4 Å, a basis of \( n = 6 \) radial and \( l = 4 \) angular functions, and a Gaussian width of 0.3 Å. Each point corresponds to one configuration, colour-coded according to the weight of the ML correction to the baseline potential, see Eq. (12). Examples of typical configurations that are representative of the different temperatures and ML correction weights are displayed in the panels surrounding the scatter plot.

The results of the REMD simulation of the Phe-Gly-Phe tripeptide are portrayed in Fig. 3. The central scatter-plot shows 2,000 atomic configurations, drawn at constant stride from all REMD target ensemble temperatures. The configurations are classified according to the first two principal components (x and y axes), obtained from a principal component analysis (PCA) of their SOAP features, and temperature (z axis). Each configuration \( A \) is coloured according to the weight \( w(A) = \sigma^2_b / (\sigma^2_b + \sigma^2(A)) \) of the ML correction applied to the baseline potential during the simulation (see Eq. (12)). Examples of configurations with very low (0 ≤ \( w \) ≤ 0.2), modest (0.3 ≤ \( w \) ≤ 0.5), and large weights (0.6 ≤ \( w \) ≤ 1) are grouped at the top, bottom and left of the scatter plot, respectively. The figure shows that at low temperature the simulation samples exclusively different conformations of the polypeptide chain, that are well-represented in the training set and that are therefore associated with low ML uncertainty and high values of \( w(A) \). At temperatures above \( 500 \), the polypeptide starts decomposing, releasing first CO\(_2\) and, at temperatures above \( 1000 \)K, NH\(_3\), H\(_2\)O, as well as larger fragments. None of these highly energetic reactions are represented in the training set, which is reflected in the sharp decrease of the weight. Upon entering the extrapolative regime, the NN correction to the baseline, \( \bar{V}_\delta \), is suppressed by the vanishing weight \( w \), thereby ensuring numerical stability of the simulation subject to the baseline potential.

A quantitative analysis of weight distributions is shown in Fig. 4. Higher temperatures are displayed in warmer
FIG. 4. Weights for the ML correction in the weighted-baseline scheme for the Phe-Gly-Phe tripeptide discussed in the text. In the left panels the weights $w$ are displayed at different temperatures for a segment of the REMD trajectory. The rightmost panel shows the log-histogram of the occurrences of the weights at different temperatures.

colours. The left panels show the weights $w$ along a small segment of the REMD trajectory. These values are collected in the rightmost histogram which displays, in semi-log scale, the distribution $p(w)$ of weights at different temperatures. We see that at intermediate $T$, an “island” at $w \approx 0.4$ – or a peak in $p(w \approx 0.4)$ – emerges, which corresponds to the tripeptide dissociation and the release of a CO$_2$ molecule. At even larger temperatures the probability $p(w = 0)$ grows, while the peak at $w \approx 0.4$ is levelled out by the increase in the number of low-$w$ snapshots and the $p(1)$ decreases by more than an order of magnitude due to the persistence of the extrapolative regime at $T \gg 1000$ K. This simulation provides a compelling example of how a weighted baseline scheme allows exploring all parts of configuration space without incurring in unphysical behaviour and instability due to extrapolations of the NNs – which typically occur within the first 100 ps of a similar REMD simulation using a non-weighted baseline correction. Quite obviously, the configurations collected in the extrapolative regime do not reach the level of accuracy of the high-end electronic structure method, but only that afforded by the baseline potential. Nonetheless, simulations based on this scheme can be used whenever extrapolation occurs only over brief stretches of the trajectory, or when (as it is often the case) one is only interested in the low-temperature portion of a REMD simulation, with the high temperature replicas used only to accelerate sampling. Furthermore, one can store configurations characterised by a large $\sigma(A)$ in order to add them to the training database, which simplifies greatly the implementation of online and offline active learning schemes.

B. Pair distribution function

The radial distribution function represents a simple and insightful structural observable to test the method developed in Sec. II to estimate the uncertainty on thermodynamic averages. Computationally, $g(r)$ is usually determined $i$) by sampling a significant number of atomic configurations from a thermodynamic ensemble; $ii$) by computing the minimum image separations $r_i - r_j$ of all the atomic pairs, for each sampled configuration, and $iii$) by sorting these separations into a histogram $h$ whose bins extend in the interval $[r, r + \delta r]$. When the reweighting procedure is considered point $i$) is performed by running a MD trajectory driven by the committee model alone, and the model-dependent phase-space sampling is accounted by the weights, Eq. (20). Notice that the calculation of the radial distribution function $g^{(i)}(r)$ of the $i$-th member of the ML committee depends on $i$ through the weights alone, i.e. through the calibrated potential
A committee of $M = 4$ NNP models was trained via the n2p2 code over a dataset of 1593 64-molecule bulk liquid water structure whose total energy and the full set of interatomic-force components were computed at the revPBE0-D3 level with CP2K. The atomic environments are described within a cutoff radius of 12.0 a.u. using the symmetry function sets for H atoms (27 functions) and O atoms (30 functions), as selected in Ref. [69]. The hydrogen and oxygen atomic NNs consist of two hidden layers with 20 nodes each. We refer to Ref. [70] for further details on the training set.

We run an NVT MD trajectory, driven by the committee, at $T = 300$ K for 2 ns on a system of 64 water molecules inside an equilibrated cubic box of side 23.86 Å. We obtain an unbiased estimate for the correction factor $\alpha = 2.1$, using the expression in Appendix A. Note that without applying the correction for the estimator bias, would lead to substantial over-estimation of the correction factor, in this case $\alpha = 3.75$. Figure 5 displays the hydrogen-hydrogen (left) and oxygen-oxygen (middle) pair distribution function $g(r)$. The ML uncertainty, computed as in Eq. (28), is shown as a shaded area. The error on position and height of the first peak is minuscule, while slightly larger uncertainty is predicted on the longer-range features for the O–O correlations. This analysis demonstrates, with a simple post-processing of a single trajectory, that the accuracy of the NNP is sufficient to describe quantitatively the $g(r)$ – a useful verification of the reliability of the model.

2. Methanesulphonic acid in phenol

As a second example, we consider the solvation of methanesulfonic acid (CH$_3$SO$_2$OH) in phenol (C$_6$H$_5$O), a system that was studied in Ref. [7] because of its relevance to the synthesis of commodity chemicals such as hydroquinone and catechol, in which methanesulfonic acid acts as a catalyst for the reaction between H$_2$O$_2$ and phenol. We use an ensemble of $M = 5$ neural network (NN) machine learning potentials to simulate one acid molecule dissolved in 20 phenol molecules at $T = 363$ K. The technical details and the resulting potentials are identical to those presented in Ref. [7]. Note that in the original publication the calibration factor was estimated to be $\alpha = 5.8$. Using the unbiased estimator introduced here, Eq. (6), yields a corrected value of $\alpha = 4.08$.

An understanding of the solvation of CH$_3$SO$_2$OH by phenol is a necessary preliminary step towards rationalizing the regio-selectivity of this acid in the catalytic hydroxylation of phenol to form catechol or hydroquinone. Methanesulfonic acid acts both as a hydrogen bond acceptor through its sulfonil oxygen atoms, and as a donor through the methanesulfonic hydroxy group. The strength and population of hydrogen bonds can be inferred by a quantitative analysis of the pair correlation function $g(r)$ between the protonated O in the hydroxy group of methanesulfonic acid (CH$_3$SO$_2$OH) and the O atom in phenol (C$_6$H$_5$O). We compute the pair correlation function from 16 independent MD simulation runs for a total of about 1.6 ns. A thorough discussion of the MD integration set up and the related technical details can be found in Ref. [7].

The uncertainty in the $g(r)$ obtained by a CEA reweighing of the committee members, as in Eq. (28), is considerably larger than what observed for the case of water (right panel of Fig. 5), together with its uncertainty calculated as in Eq. (28) (shaded area). This can be ascribed in part to the slightly larger test error computed for the ML potential (which is unsurprising given the considerably more complex composition), but also in part to poorer statistics due to the presence of just a single acid molecule in the simulation cell. The statistical uncertainty on the committee $g(r)$ obtained via a block analysis is indeed comparable to the one due estimated by the committee reweighing. Similar to what we observe for the O–O $g(r)$ in water, the uncertainty is not constant, but is largest at the minimum between the first and second coordination shell. The fact that the first coordination shell is affected.
we show how on-the-fly reweighing can straightforwardly
volves performing a biased simulation in which the system
energy difference between hexagonal ice and liquid water,
1. Melting point of water
We begin by demonstrating the calculation of the free
energy difference between hexagonal ice and liquid water,
\( \Delta \mu = \mu^h - \mu^l \), at 8 different temperatures, using the
interface pinning (IP) technique.12 The basic idea of IP in-
volves performing a biased simulation in which the system
is forced to retain a solid-liquid interface whose position
fluctuates around an average value. This is practically
achieved by including an additional pinning potential
\[
W(A) = \frac{\kappa}{2} (Q(A) - a)^2 
\]
where \( Q(A) \) is an order parameter which identifies the
phase of the system (local Q6, defined as in Ref.1234), \( \kappa \)
is a spring constant dictating the amplitude of interface
fluctuations, and \( a \) is the reference value for the collective
variable (usually taken as the value of \( Q \) at which half
the system is in the solid phase). At a temperature \( T \),
the chemical potential difference is given by
\[
\Delta \mu(T) = -\kappa \langle (Q)' - a \rangle 
\]
where \( \langle \cdot \rangle' \) indicates \( NP_z\kappa T\)-ensemble averages with
the additional term \( W \) defined in Eq. (29). In the present
work, simulations are driven by the same committee
of \( M = 4 \) NNP models discussed in Sec. III B 1, using
PLUMED74 to constrain the order parameter to the target
value \( a = 165 \). A total of 336 water molecules are
simulated in a supercell with an elongated side to allow
probing the coexistence of the two phases, separated
by the planar interface; in particular we employed an
orthorhombic supercell of size 15.93 × 13.79 × 52.47 Å3.
We compute the value of \( \Delta \mu(T) \) at different temperatures,
and perform a linear fit from which we determine the melting temperature \( T_m \) as the intercept with the ab-
scissa, \( \Delta \mu(T_m) = 0 \). We also obtain the entropy of melting
per molecule, \( \Delta s_m = \frac{\partial \Delta \mu}{\partial T} \bigg|_{T_m} \), as the slope of the fit, and
the latent heat of melting per molecule \( \Delta h_m = T_m \Delta s_m \).
As shown in the top panel of Fig. 6, even though the individual points are somewhat scattered due to statistical
errors, it is possible to determine a clear linear trend
resulting in \( T_m = 290 \) K, \( \Delta s_m = 0.16 \) meV/K/molecule,
and \( \Delta h_m = 46 \) meV/molecule. It should be noted that
these values deviate from those that have been computed
with a similarly trained potential75 due to the presence of substantial finite-size effects in the present simulations,
which are only meant to demonstrate the application of this uncertainty quantification approach, and not to
provide size and sampling-converged values of the averages.

In order to estimate the uncertainty due to the MLPs,
we combine Eq. (30) with the CEA, to compute the model-
dependent chemical potential differences \( \Delta \mu^{(i)} \) using
\[
\langle Q \rangle^{(i)}_V = \langle Q \rangle^*_V - \beta \langle (Q(V^{(i)} - V)^\star) \rangle^*_V. 
\]
In line with the uncertainty propagation framework developed in Sec. 11 we compute four different fits, one for each
model, and from them four different melting temperatures
\( T_m^{(i)} \), indicated by the coloured crosses in the lower panel
of Fig. 6. By taking the average and standard deviation
of the model-dependent \( T_m^{(i)} \), as well as the associated
\( \Delta s_m^{(i)} \) and \( \Delta h_m^{(i)} \), we can determine the mean values and
the ML uncertainty intervals, namely \( T_m = 290 \pm 5 \) K,
\( \Delta s_m = 0.16 \pm 0.01 \) meV/K/molecule, and \( \Delta h_m = 46 \pm 3 \)
meV/molecule. Note that, in view of the linear nature of the CEA, the values of the molar entropy and latent heat of melting computed from the mean of the committee estimates match exactly those computed directly from the committee estimates. In principle, the two estimates $T_m$ and $T_m$ differ, even if in this case they are equal within the confidence interval. Whenever a non-linear procedure is involved in the calculation of the property of interest, results may change based on the way the committee estimates are combined. Comparing different approaches is then a useful check to assess the robustness of the error estimation.

2. Deprotonation of methanesulfonic acid

We use the committee model discussed in Sec. [1111312] and the same metadynamics protocol described in Ref. [7] to compute the free energy profile for the deprotonation of CH$_3$SO$_2$OH in phenol, a key quantity to rationalize the activity of methanesulfonic acid in catalyzing the hydroxylation of phenol. We define the free energy as a function of the coordination, $s^O$, of the oxygen atoms in the acid with respect to the hydrogen atoms in the system. The free energy at $s^O$ is by definition $kT$ times the negative of the logarithm of the population fraction $p(s^O)$ of the configurations with a given $s^O$.

To obtain an unbiased estimate of $p(s^O)$ from a trajectory with a time-dependent bias $v(t)$, we weight configurations by $u(A(t)) = e^{\beta (\epsilon(t) - c(t))}$, where the time-dependent offset $c(t)$ is computed using the Iterative Trajectory Reweighting (ITRE) algorithm. The population fraction for the committee, $\bar{p}(s^O)$, is computed as the ITRE-reweighted normalized histogram of the occurrences of configurations $A$ with a given $s^O(A)$:

$$\bar{p}(s) = \langle \delta(s^O(A) - s)u(A) \rangle_\beta$$

where the average is over the metadynamics trajectory, and $\delta(s^O(A) - s)$ selects structures with a prescribed value of the coordination number. In turn, the model-dependent population can be readily obtained, through the CEA, as

$$p^{(i)}(s) = \bar{p}(s) - \Delta p^{(i)}(s)$$

$$\Delta p^{(i)}(s) = \beta \left( \delta(s^O(A) - s) u(A) \left(V^{(i)}(A) - \bar{V}(A)\right)\right)_\beta.$$  

Finally, the uncertainty in the population, $\Delta p$, is obtained as the standard deviation of $\Delta p^{(i)}$ over the $M$ models, as in Eq. (28). The symmetric uncertainty on the population results in a confidence range on the free energy which is asymmetric about $-kT \log(\bar{p})$, spanning values from $-kT \log(\bar{p} + \Delta p)$ to $-kT \log(\bar{p} - \Delta p)$.

As shown in Fig. 7, the uncertainty between the models is very small around the minimum corresponding to the neutral state of the acid, but grows substantially in the deprotonated state – which is consistent with the qualitative observation made in Ref. [7] of the increase in the uncertainty on the NNP predictions for dissociated configurations, that are less represented in the training set. Interpreting the configurations with $s^O \approx 0.5$ as the deprotonated state, the free energy cost for the dissociation of CH$_3$SO$_2$OH in phenol can be estimated to be $20 \pm 2$ kJ/mol. Even though in this specific instance other errors, e.g., those due to finite-size effects and reference energetics, are likely to be comparable with that obtained from the spread of the committee members, the substantial uncertainty computed by on-the-flight reweighting underscores the importance of error estimation when using machine learning models.

D. Finite-temperature density of states

As a last example, that we use to highlight the interplay between sampling and model uncertainties, we consider the finite-temperature density of states (DOS) of gallium in its metallic liquid phase. The sampling of configurations is performed through MD simulations driven by a committee of $M = 4$ NNPs, based on the potential introduced in Ref. [26]. We consider a system of 384 Ga atoms in the NVT ensemble, sampled at a temperature $T = 1800$ K using a combination of a generalized Langevin[77] and stochastic velocity rescaling thermostats[28] as implemented in i-PI. We employ a timestep of 4 fs to integrate the equations of motion for a total of 400 ps. The DOS model is based on the framework developed in Ref. [16] which we briefly summarise. For a given configuration $A$, the DOS is defined as

$$\text{DOS}(E, A) = \frac{2}{N_b N_k} \sum_n \sum_k \delta(E - E_n(k, A)),$$

where $E_n(k)$ is the energy for the (doubly-degenerate) $n$-th band and wavevector $k$. The DOS is normalized to the

FIG. 7. Projection of the free energy along the proton transfer reaction $s^O$ for a system of one methanesulfonic acid molecule dissolved in 20 phenol molecules. $s^O \approx 1$ indicates the neutral state, while $s^O < 1$ a deprotonated state of the acid. The shaded area represents the ML uncertainty obtained from Eq. (26).
number of electronic states, \( N_s N_k \), where \( N_s \) and \( N_k \) are the number of bands and \( k \)-points considered, respectively. We adopt a ML approach based on a local-environments decomposition to learn \( \text{DOS}(E, A) \)

\[
\text{DOS}^{(j)}(E, A) = \sum_{k \in A} \text{LDOS}^{(j)}(E, A_k), \quad j = 1, \ldots, M',
\]

starting from reference DFT calculations for the \( \text{DOS}_{\text{ref}}(E, A) \), obtained as the convolution of the Kohn-Sham eigenvalues \( E_{\text{ref}, n}(k) \) with a Gaussian smearing of width 0.5 eV.\(^{29}\) In order to estimate a ML uncertainty for the DOS of a given structure \( A \), we train a committee of observable models (OM, see Sec. II). The training set for each of OM is represented by 300 random structures extracted from a total of 394 Ga training configurations, including both solid and liquid structures. The featurization is done via SOAP kernel with \( n = 12, l = 9, g_s = 0.5, r_c = 6 \AA, c = 1, m = 5, r_0 = 6.0 \) (the parameters follow the notation in Ref. \(^{46}\)). Given the small train set size, and that committee predictions for sparse kernel models add negligible overhead on top of a single prediction, we use a large committee with \( M' = 64 \) members. The reference DFT calculations are performed at the level of the PBE functional\(^{29}\) via the QUANTUM ESPRESSO code\(^{80,81}\) with a Monkhorst-Pack \( k \)-point grid that ensures a density of at least 6.5 \( k \)-points \( \AA \). In order to compare DOS belonging to the different structures of the training set, we align the DOS at the Fermi level. The latter, \( E_F(A, T) \), is defined as the solution of the charge-neutrality constraint \( N_e = \sum_E f(E, E_F, T)\text{DOS}(E, A) \), where \( f(E, E_F, T) \) is the Fermi-Dirac distribution and \( N_e = 2 \) due to spin degeneracy. According to Eqs. (26), (27), and (28), the total ML uncertainty \( \sigma \) on \( \langle \text{DOS}(E) \rangle_T \) derives from both the uncertainty on individual DOS predictions, \( \sigma_a \), and the uncertainty on the phase space sampling associated with the committee of MLPs driving the dynamics, \( \sigma_V \).

The results of these calculations are displayed in Fig. 8, in the upper panel the average \( \langle \text{DOS}(E) \rangle_T \) is reported together with its total ML uncertainty, \( \sigma \), as computed by in Eq. (26). In the lower panel we show the individual contributions of the uncertainty on the property, \( \sigma_a \), and that on the total error, \( \sigma_V \), to the total \( \sigma \). Even though the absolute error on the DOS is small, the ML uncertainty, which is dominated by \( \sigma_a \) is larger than the statistical error due to finite sampling. Even though in this case the error on the OM is dominant, \( \sigma_V \) is sizeable. It would be relatively easy to reduce \( \sigma_a \) by increasing the training of the DOS model. In general, the coupling between the potential energy and the observable property cannot be neglected.

IV. CONCLUSIONS

This work demonstrates how calibrated committee models can be employed in the framework of molecular dynamics simulations to account for the uncertainty stemming from the finite number of reference structures employed in the training of the model. First we develop a an uncertainty-weighted baselined ML potential scheme, that achieves robust sampling by using the error estimator to interpolate smoothly between a reference baseline potential (e.g., a semempirical electronic structure method, such as DFTB) and a ML correction that promotes it to a higher level of theory. Whenever the ML correction enters an extrapolative regime, the potential reverts to the less accurate but more robust reference, guaranteeing stable trajectories, and simplifying greatly the practical implementation of ML potentials for all cases in which a reasonable baseline potential is available. This scheme has an obvious, straightforward application to online/offline active learning. Even though we demonstrate this strategy for the overall potential, a local implementation in terms of individual atomic contributions is possible even when the baseline does not offer a natural atom-centered decomposition. This would be particularly beneficial whenever the ML error is not equally distributed among the atoms of the system, affecting instead a rather small number of atoms, e.g., those involved into a chemical reaction.

We also employ committee models to obtain a quantitative estimate of the machine learning uncertainty of static thermodynamic averages of physical observables, by taking into account both the ML uncertainty on single-configuration calculations, and the distortion of the sampling probability due to the Boltzmann factor entering.
canonical averages. We circumvent the poor computational efficiency of statistical reweighing using a cumulant expansion approximation (CEA), consisting in a linearized version of the reweighed average which proves to be statistically more stable. This ML uncertainty propagation scheme proves to be applicable to several physical observables and condensed-phase systems, ranging from the pair distribution function and free-energy calculations on liquid water and methanesulfonic acid in phenol, to the finite-temperature electronic density of states of liquid gallium.

Depending on the application and the target property, the uncertainty that can be ascribed to the ML-driven sampling, or to the ML property models, can be substantial. A scheme such as the one we propose here, that allows to achieve uncertainty quantification with an affordable computational cost, should be applied across the board to all simulation based on data-driven schemes.
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Appendix A: Unbiased estimation of the calibration constant

For a finite value of the number of models $M$, Eq. (5) is a biased estimator of the true scaling factor $\alpha$. To see this, and to derive a correction for this bias, let us consider the test value $y_n$ as extracted from a normal distribution whose true standard deviation is scaled by a factor $\alpha_{tr}$ with respect to the distribution of the committee models $y^{(i)}(A)$ (we assume the same distribution $\forall i$). Nonetheless, by assuming that the reference value $y_n$ and the committee predictions $y^{(i)}(A)$ are uncorrelated, and that the mean values of $y_{ref}(A)$ and $y^{(i)}(A)$ coincide (without loss of generality, we can set them equal to zero), we can write

$$\alpha_M^2 = \lim_{N_{val} \to \infty} \frac{1}{N_{val}} \sum_{A \in \text{val}} \frac{(y_{ref}(A) - \bar{y}(A))^2}{\sigma^2(A)} = \frac{\alpha_{tr}^2}{\sigma_M^2} + \beta_M^2,$$

(A1)

where

$$\frac{1}{\sigma_M^2} \equiv \mathbb{E}[\sigma^2] \mathbb{E} \left[ \frac{1}{\sigma^2} \right]$$

(A2)

and

$$\beta_M^2 = \mathbb{E} \left[ \frac{\bar{y}^2}{\sigma^2} \right] = \mathbb{E} \left[ \bar{y}^2 \right] \mathbb{E} \left[ \frac{1}{\sigma^2} \right] = \frac{1}{M\sigma_M^2},$$

(A3)

where the factorization in the second step is justified by the independence of the sample mean and the sample variance, an application of Basu’s theorem. The expectation values are taken on a $N_{val} \to \infty$ number of validation points, for each of which there is one $\sigma$ and one $\bar{y}$, obtained by averaging over the $M$ members of the committee. The values $\sigma_M$ and $\beta_M$ only depend on $M$ and are independent of the standard deviation of the original normal distribution. We therefore computed them for a standard normal distribution, by noticing that the $M$–sample variance is distributed, up to a factor $M - 1$, according to a chi-square distribution of $M - 1$ degrees of freedom, i.e. $(M - 1)\chi^2 \sim \chi^2_{M-1}$. Therefore

$$\mathbb{E} \left[ \frac{1}{\chi^2} \right] = \int_0^\infty \frac{M - 1}{x^2} \frac{x^{M - 3}}{2^{M/2} \Gamma(M/2)} dx = \frac{M - 1}{M - 3}.$$

(A4)

From this expression it is evident that at least four models are needed to achieve a meaningful estimate of $\alpha$, and that using only 4 models would lead to an overestimation of the renormalization constant by a factor of about 2. We checked these results numerically by extracting points from a standard normal distribution and comparing the sampled to the expected $\alpha_M$, obtained from Eq. (A1), and Eqs. (A3) and (A4). By inverting Eq. (A1), an unbiased estimate of the calibration constant is readily obtained as

$$\alpha^2 = \frac{M - 3}{M - 1} \alpha_M^2 - \frac{1}{M}.\tag{A5}$$

where $\alpha_M^2$ in Eq. (5).

Figure 9 displays, for the case of water (see Sec. IIIIB1), the violin plot of the biased (green) and unbiased (blue) distributions for the calibration constant $\alpha$, as a function of the number of models in the committee, $M$. The sample distributions were generated by sampling $M$ model out of a fix maximum number of trained models, $M_{\text{max}} = 16$ in all the $\binom{M_{\text{max}}}{M}$ possible ways for a given $M$. The bullets indicate the sample means. As expected, for small $M$, the biased estimator largely overestimates the unbiased value, slowly approaching the asymptotic value for $M \to \infty$. The estimator in Eq. (A5), instead, is already within 10% of the asymptotic value for $M = 4$. 


Two important remarks should be made: first, Eq. (A5) is only unbiased when the distribution of the predictions is Gaussian, which is usually only approximately true. Second, this correction yields a calibration factor that would provide unbiased estimates of the uncertainty in the committee predictions, but that when using the committee members in a non-linear combination to propagate uncertainty, similar biases may appear, and it is recommended, whenever possible, to increase M to at least 6 members.
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