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Abstract. The paper discusses the problems of troubleshooting in onboard computing and control systems. Herewith the approaches based on the methods of functional and test diagnostics are analyzed. Both approaches involve the introduction of redundancy, which in fact is a dynamic software model of the systems being diagnosed. In the case of functional diagnostics, a full-fledged model is used that forms the basis for diagnostic observers; in the case of test diagnostics, it is a simplified event model.

Introduction

The problems of diagnosis occupy a significant place in the process of designing onboard computing of integration navigation complex and control systems [1, 2]. It is known that these problems are closely related to ensuring fault tolerance, and, therefore, the reliability of the object. The paper deals with the problems of troubleshooting taking into account the features of the presented class of systems, including: high dimensionality of a system, parallel and asynchronous nature of calculations, uncertainties in object description models, the multiplicity of failure reasons (hardware, software, and errors in the organization of calculations).

Solving the problems of technical systems diagnostics is carried out using functional and test diagnostic techniques [3]. The paper analyzes the approaches that correspond to both techniques and are based on the synthesis of the system model, which is the introduced redundancy and belongs to the diagnostic tools.

Thus, the paper proposes an algorithm for synthesizing functional diagnostics tools on the basis of a bank of interval observers to solve the problem of searching for hardware faults in onboard control systems. We also propose an algorithm for synthesizing test diagnostics tools based on a parallel event model approach to solve the problem of detecting failures associated with violations in addressing intermodule exchanges in onboard distributed computing systems.

1. Functional diagnosis of systems in the presence of model parameter uncertainties

Below we examine the case of functional diagnostics, and the presentation focuses on the use of so-called state observers. The control system components are assumed to be the objects of diagnostics. In the scientific literature, much attention is paid to the problem of state observers constructing [4-7], first of all, as an integral part of any control system that solves the problem of evaluating the object's state vector. Then, based on this consideration, the necessary control is formed. The purpose of the observers discussed below is different, namely, troubleshooting in the control system hardware, but the problems facing the developer in both cases have much in common. The most acute among them is the problem of adequacy of the used model of the system under diagnosis or a control object in the case of solving
the control problem. Unfortunately, in most cases, the system model is not fully known to the developer, which significantly complicates the solution of diagnostics and evaluation tasks. One of the well-known approaches to overcoming this problem is the use of interval observers [8-10]. Further discussion is devoted to the development of diagnostic tools based on a Bank of interval observers in order to improve the efficiency of solving the problem of troubleshooting in dynamic systems.

1.1. Problem statement
Suppose that there is a continuous, linear, stationary dynamic system with one input and output, which can be described by a system of equations:

\[
\dot{x}(t) = Fx(t) + d(t) \\
y(t) = Hx(t) + v(t),
\]

(1)

where \( x(t) \) – state vector, \( F \) – dynamics matrix, \( d(t) \) – vector of disturbances, \( y(t) \) – output signal, \( H \) – output matrix, \( v(t) \) – measurement noise. A gyro stabilized platform, an autopilot, an engine, etc., can be considered as an example of such a dynamic system.

Even if the vectors \( d(t) \) and \( v(t) \) are not defined, they have guaranteed intervals of values for \( d(t) \leq \bar{d}(t) \leq \underline{d}(t) \) and \( |v(t)| \leq V \) for \( \forall t \geq 0 \), in addition, the initial conditions \( x(0) \) are unknown and belong to the guaranteed interval \( \underline{x}_0 \leq x(0) \leq \bar{x}_0 \) for \( \forall t \geq 0 \).

Basing on these assumptions, it is required to synthesize the bank of Luenberger observers for the system (1), as well as the bank of interval observers \( \{O_i\}_{i=1}^{N} \) , and compare the efficiency of solving the problem of fault search in both cases.

1.2. Synthesis of observers
When synthesizing the Luenberger observer [4] for system (1), the components \( d(t) \), \( v(t) \) are ignored. Thus, the observer is defined using the system of equations:

\[
\dot{\hat{x}}(t) = (F - LH)\hat{x}(t) + Ly(t) \\
\hat{y}(t) = H\hat{x}(t)
\]

(2)

where \( \hat{x}(t) \) is the estimate of the state vector, \( \hat{y}(t) \) – is the output signal of the observer, and \( L \) – is the feedback gain matrix for discrepancy. The matrix of the observer's dynamics \( (F - LH) \) is selected in such a way that the observer (2) is stable.

The interval observer is prescribed by a system of differential equations, taking into account the restrictions imposed on the disturbing effect and measurement noise:

\[
\dot{\underline{x}}(t) = (F - LH)\underline{x}(t) + Ly(t) - [L][E]V + \underline{d}(t) \\
\dot{\bar{x}}(t) = (F - LH)\bar{x}(t) + Ly(t) + [L][E]V + \bar{d}(t),
\]

(3)

where \( \underline{x}(t) \), \( \bar{x}(t) \) – the estimate of the lower and upper bounds of the state vector, \( E \) – the unit matrix, and \( [\underline{d}(t), \bar{d}(t)] \) and \( [-V, V] \) – the intervals for perturbation and measurement noise, respectively. The matrix of observer dynamics \( (F - LH) \) for ensuring the stability of the observer and fulfilling the condition:

\[
\underline{x}(t) \leq x(t) \leq \bar{x}(t),
\]

must satisfy the Hurwitz criterion and the Metzler criterion [8].

1.3. Decision-making function
To solve the problem of troubleshooting, we use the algorithm proposed in [13], the main feature of which is the assumption that there is no clear boundary between the functional and non-functional technical states (TS) of the system. Note that in some cases, the algorithm should be used in conjunction with the bank of interacting observers, which can increase the sensitivity to small faults.

Let us clarify the fuzzy technical state of an object by parameter $\Theta$ as a linguistic variable characterized, for example, by two terms (fuzzy sets) - a functional vehicle and a non-functional vehicle, which are described by the corresponding membership functions $\mu_i^0$ and $\mu_i^1$. The value domains of the determining parameter $\Theta$ that correspond to the object's functional and non-functional vehicle intersect and are described by the corresponding membership functions with parameters "a" and "b". As a result, for any value of the determining parameter $\Theta = \Theta_i$, the technical state of the object can be correlated with either a fuzzy set of functional states or a fuzzy set of non-functional states. Note that in the present paper, consideration is limited to the use of trapezoidal membership functions:

$$
\mu_i^0 = \begin{cases} 
1, & 0 \leq \Theta_i \leq a \\
\frac{b - \Theta_i}{b - a}, & a \leq \Theta_i \leq b \\
0, & b < \Theta_i
\end{cases},
\quad
\mu_i^1 = \begin{cases} 
0, & 0 \leq \Theta_i \leq a \\
\frac{\Theta_i - a}{b - a}, & a \leq \Theta_i \leq b \\
1, & b < \Theta_i
\end{cases}.
$$

The rule of fault decision making is based on the notion of the confidence coefficient $K_i^*$ of the $i$ th technical state introduced below. It requires that the confidence coefficient $K_i^*$ should reach a specified level $A$ for a technical state with the dominant value of this coefficient; i.e. the following condition should be satisfied:

$$
K_i^* = \max_i \{ K_i \} \geq A.
$$

Let us clarify the procedure of calculation of confidence coefficients. It is based on residuals $\{ \nu_i \}_{i=0}^{N}$ that determine the technical state of the dynamic system. Residuals are formed when comparing the outputs of the system with the outputs of observers. It is assumed that the residual $\nu_i$ formed in a result of comparison of the system outputs with the $i$ th observer, can be represented by a linguistic variable, for example, with two terms - "small" and "large", for which the membership functions $\mu_{i,0}$ and $\mu_{i,1}$, $i = 0, N$, are defined.

In order to obtain confidence coefficients $\{ K_i \}_{i=0}^{N}$, first, we determine the characteristics called the generalized membership degrees $\{ \mu_i \}_{i=0}^{N}$ of the technical state of the diagnosed system to each of the possible fuzzy technical states. These characteristics generalize the information about the technical state of the system with respect to all observers and are formed based on sets of values $\{ \nu_i \}_{i=0}^{N}$. The value of the generalized membership degree $\bar{\mu}_i$ is formed in accordance with the following expression:

$$
\bar{\mu}_i = \mu_{i,0} \prod_{j=0}^{N} \mu_{i,1}.
$$
Indeed, the observer adequate to the technical state of the system forms a small residual, whereas the others form large residuals. For now, we do not consider situations including equivalent or poorly distinguishable faults.

Then the confidence coefficient $K_j$ for each technical state is calculated in accordance with the rule of weighting coefficients by determining the contribution of the generalized membership degree $\tilde{\mu}_i$ to the sum of these degrees for all states:

$$K_j = \frac{\tilde{\mu}_i}{\sum_{j=0}^{N} \tilde{\mu}_j}.$$  \hspace{1cm} (4)

1.4. Modelling

As an example, consider the dynamic model of a DC motor, which is described by a system of second-order differential equations:

$$J \ddot{\theta} + b \dot{\theta} = K_e i + d_1(t)$$
$$L \frac{di}{dt} + Ri = V - K_t \dot{\theta} + d_2(t),$$

where $\theta$ – angle of the rotor rotation, $i$ – current strength, $J$ – generalized moment of inertia of the rotor, $b$ – viscous friction coefficient, $K_e$ – coefficient of back EMF, $L$ – inductance, $R$ – electrical resistance, $V$ – input voltage, $K_t$ – motor torque coefficient. In our case, $K = K_e = K_t$, since they are equivalent in SI units. To demonstrate the effectiveness of the proposed solutions based on the bank of interval observers (3), we will compare their performance with solutions based on the use of the bank of classical Luenberger observers (2). Periodic jump-like increase of $R$ parameter was modeled as a fault. Fig. 1 shows the graphs of confidence coefficients (4) that determine the technical state of the system using the bank and Luenberger observers (figure 1a) and interval observers (figure 1b) at the maximum level of external disturbance.

As a result, after a series of experiments with different values of the fault level and the disturbance effect level $d_1(t)$ and $d_2(t)$, the probability estimate was obtained for misidentification of the
technical state of the system, which showed that the use of the bank of interval observers, especially in
the case of “great” faults, correctly determines the technical state with an error less than 5%, whereas in
the case of using the bank of Luenberger observers the diagnostics tools work with an error exceeding
30%.

2. Test diagnostics of systems using a parallel model
The object of diagnostics for further consideration is an arbitrary onboard distributed real-time
computing system (RTC), represented by a set of functionally related software modules. For RVS, the
development of diagnostic tools (DT) is a rather complex problem due to high dimensionality of the
system and multiplicity of causes of violations. Not only hardware faults can be the source of violations,
but also errors in organization of calculations and in the programs used, made by developers. Within the
framework of test diagnostics, one of the possible approaches to mathematical description of the
considered class of systems is the use of a so-called parallel model [14, 15]. The model is embedded in
the system software, executed in parallel with the main functional algorithms, and is intended for test
diagnostics of violations in addressing exchanges between the system's program modules (PM). An
approach based on finite-state-machine models is also known [16, 17]. However, in this case, the
asymptotic complexity of the system test construction algorithm, which determines the relation between
its execution time increase and the model dimension, is characterized by the exponential dependence on
the model dimension. In the case of using a parallel model, the developer chooses the algorithms for
processing test sequences in each PM, and does so in such a way as to simplify both the algorithm for
constructing the test and the test itself, namely, he selects a linear model that allows using algorithms
for constructing the tests with asymptotic complexity characterized by the polynomial dependence on
the model dimension. Reducing the complexity of the used algorithms for constructing the tests becomes
especially important in the case of RTC.

Let’s illustrate the procedure for constructing the structure of a parallel model on a simple example
(figure 2a). Here we can see the system defined by the graph of intermodule links. The system
implements three functionally related PM: PM₁, PM₂ and PM₃ which can be located either on different
processors of the system or on the same one. Each PM generates the output data ( y₁, y₂ and y₃,
respectively) based on the input data ( μ₁, μ₂ and y₃ – for PM₂, y₁, and y₂ – for PM₃). The input data are received
and processed in real time with a certain specified period. In the system, all input streams of a particular PM
are arguments of the function it implements, which are necessary for its calculation.

Figure 2b shows the system together with the parallel model and the DT. It is worth noting that the
model is the introduced redundancy for the system and is represented by diagnostic algorithms: π₁, π₂,
and π₃. Diagnostic tools are implemented as a separate program module, highlighted with a dashed
line, and consist of a test generator (GT), a reference response generator (GRR), and a comparator (K).
The test data μ₁' and μ₂' generated by the DT complement the input data for the new PM₁', and PM₂',
also highlighted by the dashed line and resulting from combining the original PM with diagnostic
algorithms. Thus, each PMₐ is via exchange channels receives information that is processed by
standard algorithms. As an example of a standard algorithm we can use processing of a stream of digital
data from an array of sensors or solving of the orientation and navigation problems by integrated
complexes [16–18], which are generally nonlinear. In parallel with this (hence the name of the model),
test data are processed by diagnostic algorithms reacting to the information reception/output events.
Since the mechanism of real yₐ and test yₐ data exchange in the system is common, the analysis
of test results serves as a basis for the conclusion about whether there are any faults in the addressing of
exchanges between the PMs or not. Note that distortions of real data in the exchange process while
saving the graph of information links are not included in this class of violations being considered.
Thus, the process of parallel model synthesis consists in constructing diagnostic algorithms for processing the test sequences. Further discussion is devoted to the development of diagnostic tools, in particular, algorithms for constructing tests for a parallel model in order to detect a class of faults caused by violations in the addressing the intermodule exchanges.

2.1. Statement of the problem

One of the possible variants of the parallel model is a model with independent chains [19]. In this case, at the first stage, the model structure is formed, which is a set of computational paths (routes) that cover all edges of the graph of intermodule links of the initial system. At the same time, we understand the computational path as a sequence of triggered PM connecting a certain input to the output. Then each of the obtained paths is compared to the circuit \( l_j = \{v_i\}_{i=1}^{n_j} \) of such number of dynamic links \( v_i \), through how many PM this path passes; \( n_j \) – the total number of links in the \( j \)th chain. Thus, the model structure is a set of independent chains \( \{l_j\}_{j=1}^{m} \), where \( m \) is the total number of independent chains in the model. Figure 3a shows the dynamic links \( v_{i,j} \), where \( i \) is the link number in the chain, \( j \) is the chain number. At the second stage of model construction, the type of dynamic links is determined. Here we take into account that the desired dynamic model of the system is used further for designing the tests and that the procedure for designing tests is simplified if the system model is, first, linear, and second, controllable and observable [5]. From here, we can formulate a requirement for dynamic links – they must be linear, i.e.

\[
x'_{i,j}(k+1) = f_{i,j}x'_{i,j}(k) + g_{i,j}u'_{i,j}(k), \quad y'_{i,j}(k) = h_{i,j}x'_{i,j}(k), \quad i = \overline{1,n_j}, \quad j = \overline{1,m}, \quad (5)
\]
where \( \mathbf{x}'_{i,j}(k) \in \mathbb{F}^n \), \( \mathbf{u}'_{i,j}(k) \in \mathbb{F}^q \), \( \mathbf{y}'_{i,j}(k) \in \mathbb{F}^p \) – vectors of state, input and output, respectively, for the \( i \)-th level model of the \( j \)-th chain in the Galois field \( \mathbb{F} \); \( n \) – state vector dimension; \( q \) – input vector dimension; \( P \) – output vector dimension, \( f_{i,j} \in \mathbb{F}^{n \times q} \), \( g_{i,j} \in \mathbb{F}^{p \times q} \), \( h_{i,j} \in \mathbb{F}^{p \times p} \) matrixes of dynamics, input and output, respectively. In addition, the links must provide observability and controllability of the system model.

The dynamic description of a chain consisting of links is obtained by the following rules. The state vector \( \mathbf{x}'_i(k) \) of the chain is formed from the state vectors of the links \( \mathbf{x}'_{i,j}(k) \) included in it. Let us assume that only one exchange takes place in the system at any time, then the information transfer between PM and DT can be described using block matrices \( \mathbf{F}_j(k) \), \( \mathbf{G}_j(k) \), \( \mathbf{H}_j(k) \), made up of the dynamics matrices, input and output of the links described by the model (5). In practice, this assumption is not fulfilled, however, as shown in [3, 20, 21], this is not an obstacle to using such models in the tests designing. For ease of description, let us relate each sequence of matrices at an interval, equal to the period, with its own sequence of indices, obtained from the set \{1, 2, ..., \} \( \mathbb{F} \) as a result of cyclic shift. For example, for \( N=3 \) we get a set consisting of three sequences of indices \( \Gamma = \{1, 2, 3; 2, 3, 1; 3, 1, 2\} \).

Let us denote an element of the set \( \Gamma \) as \( \gamma_s \). Then

\[
\mathbf{x}'_i(k+1) = \mathbf{F}_j(\gamma_s(k))\mathbf{x}'_i(k) + \mathbf{G}_j(\gamma_s(k))\mathbf{u}'_i(k), \quad \mathbf{y}'_i(k) = \mathbf{H}_j(\gamma_s(k))\mathbf{x}'_i(k), \quad k = 1, N, \quad (6)
\]

where \( \mathbf{u}'_i(k) \) is the vector of input actions of the chain, \( \mathbf{y}'_i(k) \) is the vector of the output response of the chain, \( N \) – the number of exchanges during the system operation period. Thus, the chain model is described using a periodically non-stationary linear dynamic system.

In terms of model (6), the class of violations under consideration is defined as all possible distortions of the matrices of this model. Basing on these assumptions, we need to design a test that is an input action for the model that detects the specified class of faults.

2.2. Test designing algorithm for a parallel model with independent chains

The verification test for the chain model (6) consists of \( N \) fragments:

\[
\mathbf{U}^{\text{frg}} = \mathbf{U}_{\gamma_1} \mathbf{U}_{\gamma_2} \ldots \mathbf{U}_{\gamma_N},
\]

each of them includes two inherent parts:

\[
\mathbf{U}_{1\gamma_s} = \mathbf{u}_{1,\gamma_s}^* \mathbf{0}^N \mathbf{u}_{2,\gamma_s}^* \mathbf{0}^N \ldots \mathbf{u}_{n,\gamma_s}^* \mathbf{0}^N, \quad \mathbf{U}_{2\gamma_s} = \mathbf{u}_{1,\gamma_s}^* \mathbf{0}^N \mathbf{u}_{2,\gamma_s}^* \mathbf{0}^N \ldots \mathbf{u}_{m,\gamma_s}^* \mathbf{0}^N.
\]

In all the fragments of \( \mathbf{U}_{1\gamma_s} \), the system goes through the states of a certain selected basis \( \mathbf{X} = \{\mathbf{x}_r\}_{r=1}^n \) in the state space for a sequence of matrix indices \( \gamma_s \). For each state \( \mathbf{x}_r \), the fragment contains a homing sequence \( \{\mathbf{u}_{r,\gamma_s}^*\}_{r=1}^m \) of a length that is a multiple of \( N \) and a free motion interval for the sequence of matrix indices \( \gamma_s \), when a sequence of \( nN \) zero vectors is fed to the model input, denoted as \( \mathbf{0}^{nN} \). Due to the fact that the lengths of the homing sequences are multiples of \( N \), the system passes through all the intervals of free motion with the sequence of matrices \( \gamma_s \). In all the fragments of \( \mathbf{U}_{2\gamma_s} \), vectors \( \{\mathbf{u}_{r,\gamma_s}\}_{r=1}^m \) belonging to a certain basis of the space of input vectors are sequentially fed to the model.
input. After each vector, the model is in free motion on \( nN \) cycles with a sequence of matrix indexes \( \gamma_s \).

Further, when designing the test the following well-known fact is used: for any chain described by model (6) and having during the operation period only one session of information reception from the diagnostic tool, described for a sequence \( \gamma_s \) of indices by matrices \( F(\gamma_s(N)), G(\gamma_s(N)), H(\gamma_s(N)) \), and one session of information delivery to diagnostic tools described by the matrices \( F(\gamma_s(N-1)), G(\gamma_s(N-1)), H(\gamma_s(N-1)) \), there exists a stationary system:

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k), \\
    y(k) &= Cx(k),
\end{align*}
\]

where

\[
A = F_p(\gamma_s) = \prod_{i=1}^{N} F(\gamma_s(N-i+1)), \quad B = G(\gamma_s(N)), \quad C = H(\gamma_s(N-1))F^{-1}(\gamma_s(N-1))F^{-1}(\gamma_s(N))A = H(\gamma_s(N-1))A,
\]

which, for any input sequence, generates output sequences that coincide with the output sequences of the chain on \( \gamma_s \), here \( N \) – periods of the chain model (6).

It is known [14] that the test \( U' \) for the stationary model (7) consists of two fragments \( U'_1 \) and \( U'_2 \). At the same time it is also a test for a periodically non-stationary model of the chain (6), but it is characterized by a significantly shorter length than \( U^{ns} \), and a guaranteed list of detectable faults that matches the corresponding list for \( U' \).

2.3. Example of test designing

Let's design a test for a model of a chain consisting of two links (figure 3a). Let us denote a sequence of matrix indices, at which the transition from a non-stationary representation of the model (6) to a stationary one (7) is possible, as \( \gamma_i \in \Gamma \). A special feature of this sequence of sessions is location of the output and input sessions at the end of the period.

![Figure 3](image-url)

**Figure 3.** Chain consisting of two links (a), distortion in the session of data reception from the DT (b).

Let us calculate the matrices \( A, B, C \), for the model (7). In this case, the matrix \( A \) is defined as a product of dynamics matrices of all sessions on a period with the sequence of matrices \( \gamma_1 \):
\[ A = F(\gamma(3))F(\gamma(2))F(\gamma(1)) = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{bmatrix}. \]

For the matrix we have \( B = G(\gamma(3)) \), and for the matrix \( C \)

\[ C = H(\gamma(2))A = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{bmatrix}. \]

The controllability matrix is calculated as:

\[ P = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. \]

Let's design a test for the generated model \( U^s = U^s_1U^s_2 \). To start, let's form a basis in the state space:

\[ x_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad x_2 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad x_3 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad x_4 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}. \]

Let's construct the first part \( U^s_1 \), of the test, which contains the homing sequences for these states, using the expression from [3]. In this case, for the first homing sequence, we have:

\[ u^*_1 = P^*[x_T(n) \oplus A^n x(0)] = \begin{bmatrix} u^*_{1,2} \\ u^*_{1,1} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 & 0 & 0 & 0 \\ 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}. \]

Here, the symbol \( \oplus \) denotes the sum in the binary field (modulo sum of 2), \( u^*_{1,k} \) – homing sequence at the \( k \)-th step of the first homing sequence \( u^*_1 \). The test fragment following \( u^*_1 \) is a sequence of vectors containing zeros (free motion), which brings the model to a certain final state \( x_1 \). Next we design homing sequence \( u^*_2 \) to bring the model from this state to the second state of basis \( x_2 \), and so on.

Let's design the second fragment \( U^s_2 \) of the test. Form test vectors

\[ u_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad u_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \]

Each of them is followed by a sequence of zero vectors (free movement).
Let's illustrate the detecting ability of the designed test. Let the distortion be represented as the case when in the session of data reception from DT the test information comes not only to the first \( v_{1,1} \), but also to the second \( v_{1,2} \) link (Fig. 3b), which corresponds to the following distortion (highlighted in underline) in the matrices of the sharing session \( F(\gamma (3)) \) and \( G(\gamma (3)) \):

\[
\tilde{F}(\gamma (3)) = \begin{bmatrix} f_{1,1} & 0 \\ 0 & f_{2,1} \end{bmatrix}, \quad \tilde{G}(\gamma (3)) = \begin{bmatrix} g_{1,1} \\ g_{2,1} \end{bmatrix}.
\]

This distortion will be detected when the first part of the test is applied to the circuit input, transferring the model from the initial state to the first state from the basis \( x_1 \). This fact follows from Table 1, which shows the initial fragment of the input test sequence, the corresponding output reference sequence, and the actual response of the faulty system to this fragment.

### Table 1. Fragment of test, reference sequence and system response.

| Test sequence | Reference sequence | Response in the presence of a fault in the circuit |
|---------------|--------------------|--------------------------------------------------|
| 0 1 0 0       | 0 0 1 1            | 0 1 1 1                                          |
| 0 0 0 0       | 0 0 0 0            | 0 0 0 0                                          |

**Conclusion**

The paper discusses possible approaches to troubleshooting in onboard computing and control systems. Both functional and test diagnostics techniques are considered.

As a part of the first technique, it is proposed to use banks of interval observers. Using a specific example, we compare the effectiveness of solving the fault search problem based on the bank of Luenberger observers, as well as the bank of interval observers. The simulation results showed that the use of the interval observer bank, especially in the case of "great" faults, correctly determines the technical state with an error of less than 5%, whereas in the case of using the Luenberger observer bank, the diagnostic tools work with an error of more than 30%.

The second approach considers the process of synthesizing a parallel diagnostic model of an onboard computer system. The procedure for synthesizing the test for a model has been developed, which detects all sorts of violations in addressing intermodule exchanges, leading to non-equivalent distortions of the matrices of this model. The example demonstrates detectability of the test.
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