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Abstract: This paper presents an OpenCL-based software framework which we have developed for a heterogeneous multicore architecture on Zynq-7000 SoC. In this work, the heterogeneous architecture is designed with two hard-macro Cortex-A9 cores and two soft-macro MicroBlaze cores. A major advantage of our OpenCL framework is that it can execute OpenCL kernel programs in three ways. Experiments show the usefulness of the OpenCL framework.

Keywords: heterogeneous multicore, OpenCL, FPGA, hard core, soft core, Zynq-7000 SoC

1. Introduction

Many of recent FPGA devices, such as Xilinx Zynq-7000 series, are pre-equipped with multiple CPU cores as hard-macros. Such devices are often called programmable systems-on-chip (PSoCs). In many cases of embedded system design with PSoCs, most functionalities are implemented in software running on the hard-cores, while some computationally-expensive functionalities are implemented in hardware accelerators on the FPGA fabric of PSoCs. Another design alternative for performance improvement with PSoCs is to develop heterogeneous multicores by implementing soft-cores (such as Xilinx MicroBlaze and Intel Nios-II) on the FPGA fabric in addition to the pre-equipped hard-cores.

The goal of this work is development of a parallel computing software framework for heterogeneous multicores on FPGAs. In this work, we have developed an OpenCL-based software framework for a heterogeneous multicore architecture on Xilinx Zynq SoCs. The contribution of this work is that our OpenCL framework supports three methods for load balancing on the heterogeneous cores. To our knowledge, this is the first study which develops an OpenCL-based software framework for heterogeneous multicore architecture on Zynq SoCs.

2. Preliminaries

2.1 Zynq-7000 SoC

A Zynq-7000 SoC consists of two parts, i.e., Processing System (PS) and Programmable Logic (PL). The PS part is implemented as hard-macros and includes dual Cortex-A9 cores and a set of peripherals. The PL part is an FPGA fabric. Application software and OS run on PS, and customized logics are implemented and executed on PL.

In this work, we use Digilent’s ZYBO board, which is equipped with Zynq XC7Z010.

2.2 OpenCL

OpenCL is a standardized software framework for heterogeneous parallel-computing systems. OpenCL assumes two kinds of processing elements, i.e., host and device. A device consists of multiple compute units (CUs). In case of GPGPU, the host core corresponds to a main CPU, while the CUs correspond to GPU cores. An OpenCL program consists of two kinds of program fragments, i.e., a host program running on a host core and kernel functions running on device cores. A kernel function is typically executed on device cores in a data-parallel manner. The data is partitioned into a number of small pieces, called work-items. The device cores execute the same kernel function on different work-items.

3. The Heterogeneous Multicore Architecture

We have designed a heterogeneous multicore architecture which has totally four CPU cores by implementing dual MicroBlaze soft-cores in PL in addition to dual Cortex-A9 hard-cores in PS. The overall block diagram of our architecture is shown in the right side of Fig. 1. The host in Fig. 1 includes dual Cortex-A9
cores, and the device consists of dual MicroBlaze cores which are connected to an AXI4 bus.

As shown in the left side of Fig. 1, the host contains dual Cortex-A9 hard-cores. A Cortex-A9 core has an L1 cache and two Cortex-A9 cores share an L2 cache. The L1 cache is composed of an instruction cache (32 KB) and a data cache (32 KB). The size of the L2 cache is 512 KB. Programs and data for the host are stored in a host memory implemented by off-chip DDR3 DRAM. The size of the DRAM is 512 MB.

As shown in the left side of Fig. 1, there are two Compute Units (CUs) in the device. A CU is composed of a soft-macro MicroBlaze core, an L1 cache and a local memory. The L1 cache is comprised of an instruction cache (32 KB) and a data cache (32 KB). The size of a local memory is 32 KB.

The on-chip global memory is accessible by both Cortex-A9 and MicroBlaze cores. The global memory is used for communication between the host and the device. The size of the global memory is 32 KB.

4. The OpenCL-based Software Framework

We have ported PetaLinux on the host of our heterogeneous multicore architecture. The Linux is booted from SD card on the FPGA board. Also, we have developed an OpenCL-based framework. We have significantly modified and extended the RuCL framework [1], [2] in order to fully utilize the parallelism of our heterogeneous architecture. Specifically, our new OpenCL-based framework supports three methods to execute OpenCL programs. Programmers can select one of the three methods at the compilation stage.

As explained in Section 2.2, an OpenCL program is composed of a host program and kernel programs. In our framework, the host program runs on the host part of the architecture. The kernel programs are executed in either of the three ways, which are named Only MicroBlaze, Only Cortex and Cortex MicroBlaze.

4.1 The Only MicroBlaze Method

With the Only MicroBlaze method, kernel programs run on two CUs (MicroBlaze cores), and work-items are statically distributed to the two CUs. In our system, Linux is not running on the CUs. Instead, our in-house runtime software is linked to the OpenCL kernel code. The runtime software receives activation signals from the host program, executes the kernel programs, and sends completion signals to the host. Communication and synchronization between the host and CUs are performed through the off-chip DRAM.

Conceptually, the Only MicroBlaze method is similar to popular OpenCL frameworks for GPGPU in the sense that kernel programs are executed on CUs only and are not executed on the host CPUs.

4.2 The Only Cortex Method

With the Only Cortex method, both a host program and kernel programs are executed on the host (i.e., dual Cortex-A9 cores). CUs do not execute any kernel program. The pthread library is used to execute the kernel programs in parallel on the host. Since our architecture has two Cortex-A9 cores, our OpenCL framework creates two kernel threads. Work-items are statically allocated to the two threads.

4.3 The Cortex MicroBlaze Method

With the Cortex MicroBlaze method, both the host and the CUs run kernel programs. Work-items are dynamically allocated to two Cortex-A9 cores and two MicroBlaze cores.

5. Preliminary Experiments

In order to evaluate the usefulness of our OpenCL framework, we have conducted experiments using two OpenCL benchmark programs. The benchmark programs are Black-Scholes and Gaussian from the BEMAP benchmark suite developed in industry [3]. We ran the Black-Scholes and Gaussian with three configurations of kernel execution and measured execution times. The experiments are conducted on an actual FPGA board, i.e., Digilent’s ZYBO board. The heterogeneous multicore architecture presented in Section 3 is implemented on the board, where the Cortex-A9 hard-cores and MicroBlaze soft-cores operate at 650 MHz and 100 MHz, respectively. Through the experiments, we have confirmed that our OpenCL framework with the three execution methods works correctly for the benchmark programs.
on the actual FPGA board.

The execution time of Black-Scholes is shown in Fig. 3(a). This graph shows that Cortex_MicroBlaze is the fastest and Only_MicroBlaze is the slowest. The result indicates that load balancing between the host and the device is nicely done with the Cortex_MicroBlaze method.

The execution time of Gaussian is shown in Fig. 3(b). The graph shows that Only_Cortex is the fastest and Only_MicroBlaze is the slowest. In this program, Cortex_MicroBlaze is slower than Only_Cortex. This is because of the communication overhead between the host and the device. The communication overhead is larger than the benefit of the parallel execution on both the host and the device.

6. Related Work

Kondo et al. developed a 128-core NoC architecture and implemented it on 16 FPGA boards [4]. Mori developed and implemented a 16-core NoC architecture on an FPGA [5]. Takenae et al. developed a bus-based 32-core architecture on an FPGA [6]. Their manycore architectures are homogeneous in a sense that the cores have the same instruction set. They implemented their architectures on FPGA without hard-macro CPU cores.

Past studies on heterogeneous multi/manycore architectures on FPGA with pre-equipped hard-cores include Refs. [7], [8] and [9]. However, Refs. [7] and [8] focus on hardware architectures and do not describe software frameworks. In Ref. [9], the authors developed a software framework based on SysML and Java.

This paper is an extended version of our previous work in Refs. [1] and [2]. In Ref. [1], we developed a lightweight OpenCL framework, named RuCL, for homogeneous multicore processors for embedded systems, and tested RuCL on Altera’s Cyclone V SoC device which embeds two Cortex-A9 cores as hard macros. Although the device has FPGA fabrics, we did not use the FPGA part in Ref. [1]. In essence, the work in Ref. [1] corresponds to the Only_Cortex method of this paper. In Ref. [2], we designed and implemented a heterogeneous multicore architecture on Cyclone V SoC. We implemented four Nios-2 soft-cores on the FPGA part of the device, and connected them with the Cortex-A9 hard-cores. Then, we extended the RuCL framework for the heterogeneous multicore. With the extended RuCL, OpenCL kernels are executed on both Cortex-9 and Nios-2 cores for dynamic load-balancing. The work in Ref. [2] corresponds to the Cortex_MicroBlaze method of this paper. In this paper, we have further extended the RuCL framework in such a way that OpenCL kernels are executed on the soft-cores only, i.e., the Only_MicroBlaze method. Furthermore, we have integrated the three execution methods into the single RuCL framework so that users can choose the kernel execution method out of the three at compilation time.

7. Conclusions

In this work, we have developed an OpenCL framework for a heterogeneous multicore architecture on Zynq-7000 SoC, and confirmed the usefulness of our OpenCL framework using two OpenCL benchmark programs. In future, we plan to evaluate our system with further benchmark programs. Considering the results, we will improve our system in the both aspects of hardware and software.
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