Abstract

Recently, Image-to-Image Translation (IIT) has achieved great progress in image style transfer and semantic context manipulation for images. However, existing approaches require exhaustively labelling training data, which is labor demanding, difficult to scale up, and hard to adapt to a new domain. To overcome such a key limitation, we propose Sparsely Grouped Generative Adversarial Networks (SG-GAN) as a novel approach that can translate images in sparsely grouped datasets where only a few train samples are labelled. Using a one-input multi-output architecture, SG-GAN is well-suited for tackling multi-task learning and sparsely grouped learning tasks. The new model is able to translate images among multiple groups using only a single trained model. To experimentally validate the advantages of the new model, we apply the proposed method to tackle a series of attribute manipulation tasks for facial images as a case study. Experimental results show that SG-GAN can achieve comparable results with state-of-the-art methods on adequately labelled datasets while attaining a superior image translation quality on sparsely grouped datasets.

1. Introduction

Image-to-Image Translation (IIT) aims to learn the mapping from a source image to a target image. Unlike traditional style-transfer methods, recent methods leverage Generative Adversarial Networks for learning the end-to-end mapping, e.g., [5]. Supported by the adversarial loss, the discriminator can learn a similarity measure optimized for a specific task rather than using a hand-engineering one, which enables the method to easily adapt to multiple tasks, such as translating color images to edge maps, grayscale images to color images, and labels to street scenes.

Previous IIT methods can be categorized into two broad classes, including methods that learn from paired training data and methods that learn from grouped training data. The first class of methods that learn from paired data require that each source image in a training set is explicitly associated with a corresponding target image. To collect such training data requires non-trivial labelling efforts, in particular when the data set is sizable. To alleviate this burden in gathering paired training data, the second class of methods that learn from grouped training data are introduced. These methods permit a training dataset to be organized in a way where a group of source images are associated with another group of target images without the need to specify the one-to-one correspondence between the two groups of images, which nevertheless needs human efforts in organizing training data (Left in Fig. 1).

Another limitation of existing image translation approaches is their degraded performance when training data from multiple groups are not balanced. For instance, the age attribute in CelebA [27] is not balanced, where images of younger people are much more than images of older individuals. In terms of unbalanced attributes, the majority group is referred to as MA; while the minority group is referred to as MI. Most of the previous works will suffer this problem [3, 20]. To overcome the problem, a method called ResidualGAN [38] is introduced, which undersamples the MA group to achieve the balance between MA and MI groups before the training step. This undersampling process can easily lose valuable information, whose performance can become particularly problematic when the minority group has a very small size.

To alleviate these problems, we propose a novel sparsely grouped learning method, where only a few of the training
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Figure 1: A sparsely grouped dataset consists of a most portion of mixed data and a few quantity of group-labelled data. Here, grouped training dataset consists of two groups, one for black hair with \( c = 0 \) and another for blond hair with \( c = 1 \).

dataset is grouped while the remaining unlabelled data (i.e. mixed data) as shown in Fig. 1 is used for unsupervised learning to improve the performance of classification and stabilize the training of the adversarial network. Therefore, our method is actually semi-supervised learning. The sparsely grouped learning will work well for unbalanced data in IIT task, as unused data can be fully utilized for unsupervised learning after following up undersampling procedure to balance MA group and MI group. To the best of our knowledge, no previous image translation architecture can be directly applied to learn from sparsely grouped datasets as an off-the-shelf tool. To address the gap, we propose a one-input multiple-output network, called Sparsely Grouped Generative Adversarial Networks(SG-GAN), for learning to translate a diverse set of image attributes among multiple groups.

Overall, the main contributions include:

- We propose SG-GAN, a novel generative adversarial network for tackling image-to-image translation tasks by learning mapping among multiple groups in a sparsely grouped dataset where only a few portion of data points are associated with their group-labels while the group affiliation for the most of data points remains unknown.

- The proposed SG-GAN can generate comparable facial attribute translation results using much fewer group-labelled samples than peer methods; SG-GAN also outperforms state-of-the-art methods for facial attribute manipulation working with severely unbalanced dataset.

- We further introduce an adapted residual image learning component into the proposed SG-GAN to improve the degree of translation for the targeted image attribute involved in a translation process while preserving other visual attributes unrelated to the translational goal in the generation results.

2. Related Work

Generative Adversarial Networks: In addition to the variational autoencoder(VAE) [19] and PixelCNN [42], Generative Adversarial Networks(GAN) [9] provides a more powerful framework for generating sharp and realistic images [36, 48, 32]. Recently, [16] proposed a new training methodology for GAN to progressively train the generator and discriminator. Their method can generate highly realistic facial images of \( 1024^2 \) pixels. With its rapid development and optimization, GAN has been applied to many fields, for example, image in-painting [34, 13], image super-resolution [21], style transfer [22, 50], video prediction [29, 33, 24] and object detection [43].

Researchers have developed a rich collection of techniques to improve both the training stability and diversity of images generated by GAN. To attain more stable training, objective functions of GAN are carefully designed. For example, LS-GAN [28] adopts a least squared loss function in its discriminator to solve the vanishing gradient problem. The Wasserstein GAN(WGAN) proposed in [1] uses the Wasserstein distance instead of the Jensen-Shannon distance to form its objective function, which achieves a more stable training process. For the latter aim, [37] proposed a method to facilitate the convergence of a GAN by adopting virtual batch normalization to replace batch normalization [14].

Image-to-Image translation(IIT): The essence of IIT is to learn the mapping between pairs or groups of images while preserving image characteristics irrelevant to the current translation task. The prior work of IIT using conditional GAN [15] has attained impressive results. Their method applies a supervised learning-based approach onto pairs of IIT images in the training phase, which incurs a major limitation for large-scale application and migration into new domains and tasks. To overcome the aforementioned limitation, a collection of IIT methods based on learning from group-labelled training data was proposed, e.g., [47, 25, 8], [51, 17], [38, 7, 26], to reduce the ground truth group-label acquisition efforts for training data preparation.

In addition to directly learning the mapping from one or multiple source images to one or multiple corresponding target images, another thread of active research endeavors is to conduct disentangled representation learning, the result of which can then be leveraged for facial attribution manipulation in images [20, 6, 29, 45]. Recently, StarGAN [3] is proposed, which utilizes a GAN-based architecture to learn a series of mappings from a common group of source images to multiple groups of target images using a
Figure 2: The multi-task learning architecture of SG-GAN. $G$ is a one-input, multi-output network that performs multiple attributes manipulation (e.g., gender(male/female), hair color(black/blond)). Adapted residual image learning just concatenates input $x$ into the middle feature maps of decode network as the input of the next convolution layer. Note that $D$ will be a semi-supervised classifier when trained in the sparsely grouped dataset.

Facial Attribute Manipulation: Facial attribute manipulation is a special IIT task, which aims at modifying the semantic content of a facial image according to a specified attribute value. [20] proposed a novel model, called VAE/GAN, for facial attribute manipulation but acquires labelled data to compute the visual attribute vectors after training. Another model called Adversarially Learned Inference [6] is based on conditional GAN, which must be embedded with binary attributes when trained for the image semantic translation task. [49] proposed a model called ST-GAN, which can be trained on a mixed dataset to establish relationships between latent codes and generated samples for semantic information discovery. Even though the design approach of their method is inspiring, the quality of its IIT result yet needs to be further improved.

Recently, GAN-based residual image learning has been applied to facial attribute manipulation, the method of which is referred to as ResidualGAN [38]. ResidualGAN attains satisfactory IIT results. In comparison, the proposed SG-GAN can obtain multiple facial attribute manipulation effects using only a single trained model, which also produces more visually realistic IIT results.

Semi-Supervised Learning using GAN: A substantial amount of efforts have been dedicated to conducting semi-supervised learning using GAN, e.g., [37][40][46][31]. For example, the method introduced in [4] improves the performance of semi-supervised image classification in several benchmark datasets. For these semi-supervised GAN models, discriminator $D$ will receive three different sources of data in its training process: real labelled images for supervised learning, real unlabelled images and fake images for unsupervised learning.

3. Methods

3.1. Generative Adversarial Networks

Goodfellow [9] proposes a GAN that consists of one generative model $G$ and another discriminator model $D$. Its training process can be treated as a minimax game in which $D$ learns to distinguish between real samples and generated samples and at the same time $G$ tries to learn to generate samples $G(z)$ from the random noise $z$ to match the distribution of real samples $x$ and fool $D$. The objective function of GAN is given as follows:

$$
\min_{G} \max_{D} \ell(D, G) = \mathbb{E}_x[\log D(x)] + \mathbb{E}_z[\log(1 - D(G(z)))]
$$

3.2. SG-GAN

One-Input Multiple-Output Architecture for Multi-task Learning: Unlike the vanilla GAN model [9], which directly learns the mapping from a noise vector $z$ to images $x$, the $G$ in IIT task learns the mapping from an input image $x$ to an output image $\tilde{x}$, which can be regarded as an “autoencoder” [12].

The previous methods have two corresponding generator networks with input images from different groups [3][51].
Figure 3: The reconstruction learning process in SG-GAN ($m = 2$).

However, such architecture with two generators can not work well in the sparsely grouped dataset where most data are mixed while only a few of data is group-labelled. It is hard to learn a good mapping from a source group to a target group using few group-labelled samples. Recently, StarGAN [3] uses a single generator network for manipulating multiple attributes. It is difficult to train their model on a sparsely grouped dataset because of the lack of original domain labels to assess the reconstruction loss.

As illustrated in Fig. 2, we propose a one-input multi-output architecture as generator $G$, which can use an unlabelled data point $x$ as the input and maps it to all existing groups. It is obvious that both labelled and unlabelled images can be used as input to $G$. The discriminator $D$ is a multi-task learning network, which performs adversarial-learning and classified-learning with multiple facial attributes. The final output of $G$ is $\hat{x}^j, 0 \leq i < m, 0 \leq j < n$, where $m$ is the range of every attribute value and $n$ is the number of facial attributes. Except for adversarial learning, the $D$ network can be regarded as multiple classifiers with outputting $n$ logit vectors where every vector with $m$-dim is used as input to a softmax function. The output dimensions of $G$ and $D$ will increase as the number of facial attributes participating in the manipulation grows.

**Sparsely Grouped Learning:** We construct a discriminative network for classification and to distinguish generated samples $\hat{x}$ and real samples $x$. The $D$ for classified-learning need to classify input samples by the attribute value and build the objective function for every attribute. Given the real image $x$ with the original group $c_j$ for the $j$-th facial attribute. The objective function for $D$ for this attribute is the softmax loss:

$$\ell_{d,cls} = \mathbb{E}_{x,c_j}[-\log(D(c_j|x))], \quad (2)$$

where $D(c_j|x)$ is the softmax probability over this group-label $c_j$. In the same way, the generated samples $\hat{x}$ with the target group $\hat{c}_j$. The softmax objective function for training $G$ is:

$$\ell_{g,cls} = \mathbb{E}_{\hat{x},\hat{c}_j}[-\log(D(\hat{c}_j|\hat{x}))] \quad (3)$$

Different from the previous GAN model, SG-GAN would output multiple generated samples $\hat{x}^j_i, i = 0, 1, ..., m - 1$ for the $j$-th facial attribute. The min-max adversarial loss for generator $G$ and discriminator $D$ with this facial attribute is:

$$\ell_{adv} = \mathbb{E}_x[\log D(x)] + \sum_{i=0}^{m-1} \mathbb{E}_{\hat{x}^j_i}[\log(1 - D(\hat{x}^j_i))] \quad (4)$$

Noted that the $D$ trained with grouped data carries both loss terms $\ell_{d,cls}$ and $\ell_{adv}$ in its objective function, while the network trained with mixed data only computes a single loss term $\ell_{adv}$ in its objective function.

**Adapted Residual Image Learning:** The residual image learning that was proposed by [38] aims to improve the effectiveness of facial attribute manipulation and make the modest modification of the attribute-specific facial area while keeping irrelevant content unchanged. However, this model with the residual image learning, which sums the natural images and outputs of network linearly is hard to generate very realistic images, especially based on the vanilla GAN loss [9]. Through experiments, we found that learned residual images tend to be sparse when using very powerful GAN loss terms [10].

To alleviate these problems, we improve the previous residual image learning method from two aspects. One is to use the concatenation of the feature maps and input $x$ instead of their sums, the other is that we add the new convolution layer to refine the input as the final translation result. As shown in Fig. 2 we name this novel method as adapted residual image learning and adapt it to our architecture.

**Reconstruction Loss:** By minimizing the adversarial and classification losses, $G$ is trained to generate images that are realistic and classified into the correct target group. However, minimizing these losses does not guarantee that translated images preserve the identity and background content of the input image. To alleviate this problem, the previous methods apply a cycle consistency loss [51, 3] to the generator. This loss does not adapt to our architecture. As shown in Fig. 3 we propose a reconstruction loss for the generator, defined as:

$$\ell_{rec} = \|G(G(x)^0) - G(x)^i\|_1 + \|G(G(x)^i) - G(x)^0\|_1, \quad (5)$$

where $G(x)^i$ means the $i$-th output of the $G$. $G$ uses $x$ as input to obtain the translation result $\hat{x}^0$ and $\hat{x}^1$. Then, these results will also be new input to obtain new translation result $\hat{x}^1$ and $\hat{x}^0$ of corresponding groups. We adapt this $L_1$ norm as the loss to make $\hat{x}^0$ and $\hat{x}^1$, $\hat{x}^0$ and $\hat{x}^1$ as close as possible. Besides keeping the content of images fixed for image translation among different groups, our reconstruction loss could also keep the content fixed for images translation between the same group.

**Overall Objective Function:** The objective functions will be different for the mixed data and grouped data, as
Figure 4: Facial attribute translation results on CelebA test dataset. The first and second rows show facial attributes manipulation results of the baseline methods, i.e. ResidualGAN and StarGAN; the third row shows results of the proposed model in the condition that all data is grouped; the results are shown in the last two rows when using 5000 and 500 images for every value of the attribute as the grouped data, respectively. G: gender; S: smile; H: hair color.

\[ \ell_{d,cls} \] is just for the grouped data with group-labels. Finally, the full objective functions for the specific facial attribute to optimize \( D \) is shown as:

\[
\ell_D = \begin{cases} 
\ell_{d,cls} - \ell_{adv} & \text{Grouped,} \\
-\ell_{adv} & \text{Mixed.}
\end{cases}
\]

(6)

For \( G \), the objective function with this facial attribute is:

\[
\ell_G = \ell_{g,cls} + \ell_{adv} + \alpha \ell_{rec},
\]

(7)

where \( \alpha \) is a hyper-parameter for reconstruction loss. We use \( \alpha = 10 \) in all our experiments.

4. Implementation

Network Architecture: Our architecture is similar to previous IIT methods, which have shown impressive results for style transfer and semantic manipulation. Our generator \( G \) contains convolution layers with the stride size of two for encoding, some residual blocks for expanding the receptive field, transposed convolution layers for decoding. We use instance normalization \cite{41} for the generator but no normalization for the discriminator. Note that \text{tanh} activation function is used for output of the generator. More details about network architecture are shown in the Appendix 7.1.

Training Details: We apply new technique from Wasserstein GAN with gradient penalty (WGAN-GP) \cite{10} to stabilize training process and generate high quality images. We replace Eq. 4 with the new objective function of WGAN-GP defined as:

\[
\ell_{adv} = \mathbb{E}_x [D(x)] - \sum_{i=0}^{m-1} (\mathbb{E}_{x_i[D(\tilde{x}_i)]) - \lambda \mathbb{E}(t_i^j))},
\]

(8)

where \( t_i^j \) is a gradient penalty variable for training \( D \) and more details can be found in \cite{10}. \( \lambda \) is 10 for all our experiments.

We use the Adam \cite{18} with \( \beta_1 = 0.5 \) and \( \beta_2 = 0.999 \). The size of the training batch is set to 8 for our experiments. Similar to WGAN-GP \cite{10}, the generator is updated once after every five updates performed over the discriminator. Our all models are trained with the learning rate of 0.0001 for the first 10000 iterations and the learning rate will be linearly decayed to 0 over the next 10000 iterations.

Coping with Unbalanced Dataset: SG-GAN starts with an undersampling procedure to balance the majority and minority groups. However, rather than discarding data through an undersampling process by existing methods, the proposed method uses a follow-up semi-supervised learning procedure where unsampled data elements are observed
as unlabelled records during a learning process. In this way, all dataset elements are effectively utilized for model training, without overlooking informational clues carried by any one of them.

5. Experiments

We examine our proposed model, SG-GAN, on a sparsely grouped face dataset. In this section, we firstly compare SG-GAN against recent methods on facial attribute manipulation tasks via both qualitative and quantitative evaluation. Next, we analyze the problems of image translation for previous works, demonstrate results that SG-GAN can achieve more realistic and apparent translation results in the unbalanced data. Lastly, we conduct an ablation study and compare the proposed method against several reduced variants to show the effectiveness of the adapted residual image learning component in the method.

5.1. Baseline Models

For multiple facial attributes manipulation, StarGAN has achieved state-of-the-art results compared with DIAT, ICGAN, and CycleGAN. Therefore, we compare the proposed model against StarGAN.

We also adopt ResidualGAN as a baseline, which performs attribute transfer with the residual image learning. Both StarGAN and ResidualGAN belong to Grouped methods, in which they acquire group-labelled training data. More importantly, ResidualGAN acquires an equal number of images between the MI group and the MA group for the highly unbalanced attribute during its training process. Unlike ResidualGAN, StarGAN only uses group-labelled data, in which it does not adopt specific measures for coping with unbalanced training data. It is worth noting that for multi-attribute manipulation tasks, we must train ResidualGAN many times. In this comparative study, we implement ResidualGAN on our own and use the official code of StarGAN.

5.2. Dataset

The CelebFaces Attribute Dataset (CelebA) contains 202,599 face images with large pose variations and background clutter. We cropped and scaled each image to 128 x 128 pixels. 5000 images are randomly selected as the test dataset with the remaining images used as the training dataset. In our experiments, we would select and divide the facial attributes into balanced parts, e.g., gender, hair color (black and blond hair), smile and unbalanced parts, e.g., pale skin. For balanced attributes, we train a model for every unbalanced attribute.

5.3. Baseline Comparison

In this section, we provide comparison results with the baseline methods in balanced attributes transfer tasks and use some metrics to evaluate the translation results from multiple perspectives.

Qualitative evaluation: Fig. 4 shows facial attribute manipulation results generated by SG-GAN for three sparsely grouped datasets, which respectively have 500 samples, 5000 samples for every value in the attribute, and the full dataset group-labelled. To distinguish these models, we denote them as SG-GAN(500), SG-GAN(5000), SG-GAN(All) respectively. As shown in the 3rd to the 5th rows of Fig. 4, the quality of translation results does not noticeably decline when the number of group-labelled attributes is reduced.

In comparison with ResidualGAN, our method attains a higher visual quality of translation results. One important reason is that ResidualGAN uses the vanilla GAN loss which may not provide the stable gradient in its training process. Another is that training a model to perform a fixed translation is prone to overfit 3. The proposed model uses

---

3 Please see https://github.com/yunjey/StarGAN
ing the WGAN-GP loss term does not suffer from the same problem when applied to translate multiple image attributes.

Furthermore, compared to StarGAN, the proposed model demonstrates its superior advantage in keeping the unrelated content fixed, for example, image background. It can be interpreted that the adapted residual image learning component as adopted by the proposed model can effectively help the information translation process and chooses a good initial point for its training process.

**Quantitative Evaluation Protocol:** Through qualitative evaluation, the advantages of the proposed method in attaining a high image translation quality and preserving other visual attributes unrelated for the translation task are further demonstrated.

To assess quantitatively the sample quality and degree of translation, we compute the classification accuracy using the ResNet-18 [1], which is the same evaluation network used in StarGAN [3]. We notice that the classification accuracy of translation results concerning the targeted attributes does not consider the preservation of unrelated image attributes in a translation process. Therefore, we not only compute accuracy on targeted attributes but also other unrelated facial attributes to explore whether there is any side effect of accidentally modifying visual attributes unrelated in a translation process. Here we select three attributes: gender, smile and hair color in this experiment.

Additionally, to show the ability keeping the consistency of irrelevant content, for example, image background, we use MS-SSIM [44] to measure the similarity in image background between the translation results and input samples. A higher MS-SSIM value corresponds to a higher similarity between images in human perception. For specifically, we crop the top-left corner from both translation results and input samples as the background region.

**Quantitative evaluation:** As shown in the first column of Table 1, we give the classification accuracy of attribute gender on translation results of attribute gender, which indicates SG-GAN achieves an acceptable degree of translation.

The accuracies of other attributes, smile and hair color, on this translation results are shown in the second and third columns. In the case of attribute smile, SG-GAN(ALL) achieves the accuracy of 86.87, higher than both baseline models. For hair color, our model and baseline models have the similar accuracy. It indicates that our model and StarGAN have some advantages in generated images with respect to the maintenance of identity in general. Additionally, our model is more capable to keep background fixed, e.g. 72 for SG-GAN(ALL), 70 for SG-GAN(500), 64 for StarGAN and 63 for ResidualGAN, showing in the last column. More importantly is that SG-GAN(500) and SG-GAN(5000) obtains closed scores compared with SG-GAN(ALL) in most of cases. Table 2 reports scores on translating hair color as the targeted attribute, which produces the similar conclusion.

### 5.4. Translation experiments on unbalanced attributes

In this subsection, we will show the translation results on unbalanced attributes (i.e. pale skin). As shown in Fig. 5, our method and baseline methods give out translation results for attribute pale skin on the training dataset with the different number of the MI group. Concerning the pale skin attribute on the CelebA dataset, the numbers of positive and negative labels in the training dataset are 8494 and 189106 respectively.

For ResidualGAN, requiring the same number of MI group and MA group, its translation results lack quality and visibility, worse and worse with the decrease in the number of MI group. Obviously, ResidualGAN could not generate realistic samples when just using 10 images for single group (1-th row of Fig. 5).

StarGAN does not require the balance between the number of images between the MA group and MI group. As shown in the 2-th row of Fig. 5, StarGAN achieves excessive translation results from MA group to MI group of pale skin, but not obvious translation conversely. As shown in Fig. 6 the reason of this phenomenon is that StarGAN

| Attribute | Gender | Smile | Hair Color | Background |
|-----------|--------|-------|------------|------------|
| ResidualGAN | 95.49  | 85.80 | 95.90      | 63         |
| StarGAN   | 96.23  | 85.99 | 99.63      | 64         |
| SG-GAN(ALL) | 99.03  | 86.87 | 97.99      | 72         |
| SG-GAN(500) | 93.79  | 87.34 | 98.42      | 71         |
| SG-GAN(5000) | 93.36  | 84.87 | 97.90      | 70         |

| Attribute | Gender | Smile | Hair Color | Background |
|-----------|--------|-------|------------|------------|
| CelebA    | 99.00  | 90.22 | 99.53      | 100        |

**Table 2:** Classification accuracy [%] of attribute hair color translation results for different models.

| Attribute | Gender | Smile | Hair Color | Background |
|-----------|--------|-------|------------|------------|
| ResidualGAN | 83.15  | 86.07 | 93.41      | 18         |
| StarGAN   | 99.43  | 88.26 | 99.53      | 63         |
| SG-GAN(ALL) | 91.38  | 87.42 | 98.99      | 73         |
| SG-GAN(500) | 89.58  | 87.36 | 95.72      | 72         |
| SG-GAN(5000) | 89.11  | 88.68 | 88.91      | 69         |

| Attribute | Gender | Smile | Hair Color | Background |
|-----------|--------|-------|------------|------------|
| CelebA    | 99.00  | 90.22 | 99.53      | 100        |

**Table 1:** Classification accuracy [%] of attribute gender transfer results for different models.

![Figure 6: Probability of correct classification for the samples shown in Figure 5 in different models. As shown in the left, it is obvious that StarGAN would mistake the sample from MI group as MA group when the unbalance between MI and MA group is very serious.](image-url)
does not have fine classifier after training on the unbalanced dataset and mistakes the samples of MI group for MA group. StarGAN is based on conditional GAN [30] and it requires the group-label of the target domain c when images translate from the source domain to the target domain. However, the translation results from the MI group to the MA group could not be obvious when G of StarGAN thinks some samples from the MI group have the same domain with the MA group. The more obvious translation results have been shown in Fig. 5 (See 5th column) when StarGAN has been trained in the balanced dataset, which contains 8494 images from MA group and 8494 images from MI group.

Similar to ResidualGAN, SG-GAN requires the balance between MI group and MA group. But the difference is that SG-GAN, which works well on sparsely grouped datasets, can make full use of unlabelled data to stabilize the training of networks. When the MI group is very small, SG-GAN still generates very high-quality samples. Compared with StarGAN, SG-GAN can be trained to obtain a fine classifier. As shown in the 3rd row of Fig. 5, SG-GAN could achieve high-quality results and very obvious translation effect, whether it is translating the attribute of pale skin from the MI group to MA group or in the reverse direction. We notice that image translation results of SG-GAN are also satisfactory when the number of MI group are very small, e.g. having only 10 data points in our experiments.

Because of requiring the multi-attribute group-labels as the target domains, StarGAN would suffer the serious problem that the manipulation results for the single attribute is easy to be affected by other attributes, especially when trained on the unbalanced attribute. As shown in Fig. 7(a), the attribute pale skin affects the manipulation results of other attributes. When trained on the same dataset, however, SG-GAN does not suffer from this problem. As mentioned above, it is hard for StarGAN to be trained on the sparsely grouped dataset, because of the lack of original domain labels to assess the reconstruction loss. As shown in Fig. 7(b), StarGAN without the reconstruction loss could not obtain the high-visual quality translation results when trained on the sparsely grouped dataset. These comparison results show the superiority of our architecture.

### 5.5. Ablation Study

In this section, we validate the effectiveness of the adapted residual image learning component in the proposed method by comparing translation results generated by SG-GAN with several of its variants. As shown in Fig. 8 without residual image learning, SG-GAN can only generate low-quality images that appear blurry and fail to preserve visual characteristics uninvolved in the translation task. In comparison with the original residual image learning method [38], the adapted residual image learning component improves the degree of images translation. For the original residual learning, the summation between the real images and the network output would be the final translation result. However, the learned residual image tends to be-

| Method                        | Gender | Smile | Hair Color |
|-------------------------------|--------|-------|------------|
| Residual Image Learning       | 18.77  | 23.67 | 21.35      |
| Adapted Residual Image Learning | 93.26  | 82.67 | 88.91      |
come sparse and the output becomes close to the input when the adversarial loss has sufficient capacity. The proposed method solves this by concatenating the real images and the feature maps of network $D$ instead of summing them up linearly. As shown in the Table 3, the quantitative evaluation validates the effectiveness of this design.

6. Conclusion

We have proposed a new model, i.e., SG-GAN, to perform multiple facial attributes manipulation with one-input multi-output architecture, which is well suited for tackling multi-task learning and sparsely grouped learning tasks. Tightly coupled with this learning architecture, an adaptive residual image learning paradigm has been shown to enhance the performance of the new method in image translation. As consistently demonstrated results reported in the paper, the proposed method is able to attain comparable image translation results as multiple state-of-the-art peer methods while having access to significantly fewer training group-labels. Moreover, the experiments show that SG-GAN is able to consistently achieve more apparent translation results over the dataset for unbalanced attributes. It is interesting and valuable to apply SG-GAN for more IIT tasks, for example, age progression and regression of facial image.
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7. Appendix

7.1. Network Architecture

The network architecture of SG-GAN are shown in Table 4 and Table 5. Because SG-GAN is a multi-task learning framework, it can manipulate multiple attributes at the same time, we only choose an attribute to show the architecture. Here are some notations should be noted. $n_c$: channel of results. $n_t$: range of value for the attribute. $h$: height of input images. $w$: width of input images. $C$: channels of images. $K$: size of the kernel. $S$: size of the stride. $P$: padding method. $D$: the scale of resize.

| Part    | Input Shape | Operation                           | Output Shape |
|---------|-------------|-------------------------------------|--------------|
| encoder | ($h, w, n_c$) | CONV-(C64, K7×7, S1×1, Psame), ReLU, Instance Normal | ($h, w, 64$) |
|         | ($h, w, 64$) | CONV-(C128, K4×4, S2×2, Psame), ReLU, Instance Normal | ($\frac{h}{2}, \frac{w}{2}, 128$) |
|         | ($\frac{h}{2}, \frac{w}{2}, 128$) | CONV-(C256, K4×4, S2×2, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
| bottleneck | ($\frac{h}{4}, \frac{w}{4}, 256$) | Residual Block: CONV-(C256,K3×3, S1×1, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 256$) | Residual Block: CONV-(C256,K3×3, S1×1, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 256$) | Residual Block: CONV-(C256,K3×3, S1×1, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 256$) | Residual Block: CONV-(C256,K3×3, S1×1, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 256$) | Residual Block: CONV-(C256,K3×3, S1×1, Psame), ReLU, Instance Normal | ($\frac{h}{4}, \frac{w}{4}, 256$) |
| decoder | ($\frac{h}{4}, \frac{w}{4}, 256$) | DECONV-(C128,K4×4, S2×2, Psame), ReLU, Instance Normal | ($\frac{h}{2}, \frac{w}{2}, 128$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 256$) | DECONV-(C64,K4×4, S2×2, Psame), ReLU, Instance Normal | ($h, w, 64$) |
|         | ($h, w, 64$) | CONCAT | ($h, w, 64 + 3$) |
|         | ($h, w, 64 + 3$) | CONV-(C(n_c),K7×7, S1×1, Psame) | ($h, w, n_c$) |

Table 4: Generator architecture

| Part    | Input Shape | Operation                           | output         |
|---------|-------------|-------------------------------------|----------------|
| discriminator | ($h, w, n_c$) | CONV-(C64, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{2}, \frac{w}{2}, 64$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 64$) | CONV-(C128, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{4}, \frac{w}{4}, 128$) |
|         | ($\frac{h}{4}, \frac{w}{4}, 128$) | CONV-(C256, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{4}, \frac{w}{4}, 256$) |
|         | ($\frac{h}{2}, \frac{w}{2}, 256$) | CONV-(C512, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{4}, \frac{w}{4}, 512$) |
|         | ($\frac{h}{16}, \frac{w}{16}, 512$) | CONV-(C512, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{32}, \frac{w}{32}, 512$) |
|         | ($\frac{h}{32}, \frac{w}{32}, 512$) | CONV-(C1024, K5×5, S2×2, Psame), Leaky ReLU | ($\frac{h}{64}, \frac{w}{64}, 1024$) |
| $D_{cls}$ | ($\frac{h}{64}, \frac{w}{64}, 1024$) | CONV-(C(n_c), K2×2, S1×1, Psame), Leaky ReLU | ($\frac{h}{128}, \frac{w}{128}, n_c$) |
| $D_{adv}$ | ($\frac{h}{64}, \frac{w}{64}, 1024$) | CONV-(1, K3×3, S1×1, Psame) | ($\frac{h}{64}, \frac{w}{64}, 1$) |

Table 5: Discriminator architecture
7.2. Additional Qualitative Results

Figure 9: Single and multiple attribute translation results on CelebA using method SG-GAN(ALL).
| Input | Gender | Smile | Hair Color | Lipstick | G+S | G+H | S+H |
|-------|--------|-------|------------|----------|-----|-----|-----|

Figure 10: Single and multiple attribute translation results on CelebA using method SG-GAN(500).