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Abstract: The weather derivatives market as an instrument of effective weather risk management is still not flexible enough for many industries. The water supply and sewerage industry is sensitive primarily to heavy rainfalls and periods of high and low temperatures: days with heavy rainfall may cause a hydraulic overload of the sewerage systems; on hot days, the water demand increases significantly; on frost days, the risk of water pipe failure grows. The work aimed to summarise methods of weather risk management and propose indices that will help to protect the interests of the water supply and sewerage industry in Poland. Three indices were proposed: a daily precipitation index, frost day index, and hot day index. The frequency of reaching these indices in Poland was verified with the use of meteorological data from 1970–2019, for 19 locations. The non-parametric Mann-Kendall test was used to determine the climate change impact on the exceedance frequency of the proposed indicators. The results showed that the indexes were exceeded in the past once every 6 years, on average. The hot day index was exceeded the least often, but it was the only one with a clear (growing) trend observed.
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1. Introduction

Risk is present in all areas of human activity. We can distinguish between social risk, which is a consequence of human activity, and natural risk, which results from undesirable acts of nature [1,2]. A special type of natural risk is the weather risk, related to the exposure of the company activity to fluctuations of weather factors: temperature, precipitation, wind force, etc. [3,4]. According to the Weather Risk Management Association (WRMA) [5], nearly 60% of all industries are directly or indirectly dependent on weather conditions. The most frequently mentioned industries directly dependent on the weather conditions are energy [6,7], construction [8,9], tourism [10], agriculture [11], transport [12–14], retail [15,16], and municipal enterprises [17]. In this case, the risk relates to production or production capacity losses occurring as a result of weather phenomena [18,19]. The consequence of the weather risk may be, the decreasing value of water production, for instance. The resulting decreasing supply may cause water prices to change (the increase in the price of 1 m³ of water). Price changes are secondary in reference to the primary effects of weather phenomena. Weather factors cause substitutive effects. For example, the lack of precipitation reduces the production of renewable energy (hydropower plants) [20], but sunny weather increases the production of the energy generated by photovoltaic cells [21]. High air temperatures increase the demand for electricity due to the general use of air conditioners [22,23].

Research related to the weather risk are important, especially with regards to progressive climate changes [15]. The increase in average temperatures leads to the rise in the frequency of anomalies and severe weather phenomena that force adaptation measures to be taken respectively to the changes [24,25]. In the literature, this topic is widely analysed,
also in relation to the socio-economic effects of global warming, i.a. in the works [26,27]. In Poland, summer periods are constantly getting closer to the Mediterranean climate. Hot weather is the cause of the reduced production in hydropower (due to droughts) and wind power plants (due to the lack of wind). Increasingly occurring severe storms are a threat to the electric power transmission infrastructure. Low water levels in rivers and reservoirs and high water temperatures cause difficulties in the cooling processes of classic power plants. Consequently, the risk of a summer blackout in Poland (uncontrolled power outage) is increasing. This phenomenon took place on a large scale in April 2008 in Szczecin [15]. In August 2015, Poland was close to a blackout, i.e., an uncontrolled power outage within a large area. The crisis situation was managed due to the import of electric power. It is estimated that an 8 h blackout would cause losses worth 2.6 billion zlotys [28]. The losses related to floods cannot be underestimated either; for instance, the flood of 2010 resulted in losses worth 12 billion zlotys. Farmers also notice the negative effects of the weather; according to the data from 2018, there were approx. 130,000 crop insurance agreements against damage caused by hail [28].

The knowledge of the changeability of atmospheric conditions in the analysed area is necessary in order to assess the risk of their occurrence. The course of atmospheric phenomena in the preliminary analyses can be described with the use of the normal probability density distribution. Special attention should be paid to the so-called long tails, which play a significant role in statistics [29]. In many cases, rarely occurring events occupy a larger area under the curve (long tail), and thus concisely dominate in terms of population.

Counteracting weather effects is incredibly difficult, but avoiding them is impossible; it complicates the attempts to counteract the weather risk [3]. It has become of major importance to identify appropriate instruments that will allow reducing this type of risk. Hurricane Katrina, which hit the United States, was a milestone for insurance companies and their approach to the weather risk. There has been a risk of non-insurability of certain losses in regions particularly exposed to severe weather events [15].

Derivative weather instruments, also known as weather derivatives, have become the instruments that enable effective management of the weather risk; they allow for the transferring of the risk outside of the enterprise [30,31]. These are bilateral forward contracts, settled on the basis of weather conditions, such as temperature indices, precipitation, and wind speed. This agreement specifies the payment terms between the parties concluding the transaction, depending on the occurrence of specific weather events during the contract time [1]. As the derivatives market is relatively young, it is still not flexible enough. Many industries or enterprises have not yet assessed their exposure to the weather risk, not to mention developed a policy to protect against this type of risk [31].

The main purpose of the thesis is to summarise the knowledge about the weather risk analysis and assessment so that municipal enterprises can effectively start managing the weather risk. The importance of the discussed matter is associated with the concept of sustainable development in terms of climate change. The thesis presents methods of weather risk management and proposes new weather indices for water supply and sewerage systems as entities that are equally sensitive to weather conditions.

2. Weather Risk

In order to better understand the problems related to weather risk management, two types of weather risk—due to the impact on the environment—should be distinguished: catastrophic and non-catastrophic [6,19]. The catastrophic risk is a danger related to the occurrence of severe weather phenomena (including floods, hurricanes, and torrential rains), which have a low probability of occurrence. Nonetheless, they cause significant financial losses. The non-catastrophic weather risk is associated with deviations from ‘normal’ weather conditions. Such phenomena have an impact on the operations of the company, but they do not pose a threat to life or property [32].
The terms ‘natural disaster’ and ‘natural catastrophe’ are defined separately in Polish legislation and are related to the catastrophic risk. The basic legal act defining the essential concepts associated with the catastrophic risk is the Act of 2002 on the State of Natural Disaster [33]. According to this Act, a natural catastrophe is “an event related to the act of nature, in particular lightning discharge, seismic tremors, strong winds, intense precipitation, prolonged exposure to extreme temperatures, landslides, fires, droughts, floods, ice phenomena on rivers and the sea, lakes and water reservoirs, mass occurrence of pests, plant or animal diseases, infectious human diseases, or the action of another element.” A natural disaster is “a natural catastrophe or a technical failure, the effects of which endanger the life or health of a great number of people, large-sized property, large areas of environment, and assistance and protection can be effectively undertaken only through extraordinary measures in cooperation between various authorities and institutions, and specialised services and formations operating under the uniform leadership.” The subject of the catastrophic risk is also discussed in the Act of 2007 on Crisis Management [34], which defines additional terms such as a ‘crisis situation’ or ‘hazard and risk maps’. Apart from the two beforementioned acts and the Constitution of the Republic of Poland [35], the group of the most significant legal acts concerning catastrophes and the catastrophic risk includes [36]: the Act on the State of Emergency [37], the Act on Compensation for Property Losses Resulting from the Restriction of Human and Civil Rights during the State of Emergency [38], the Act on the Safety of Mass Events [39], the Water Law [40], the Decree on Provisions for Fighting Natural Disasters [41], the Fire Protection Act [42], the State Medical Rescue Act [43], and the Environmental Protection Law [44]. In addition to the aforementioned acts, there are also many executive orders, such as the Regulation of the Council of Ministers on Detailed Rules for the Participation of Subunits and Units of the Armed Forces of the Republic of Poland in Preventing or Removing the Consequences of the Natural Disaster [45].

The non-catastrophic weather risk describes the exposure to financial profits or losses as a result of the variability of weather conditions that do not lead to natural catastrophes [1,46]. The scale of deviations of weather conditions from their average, normal state is not as significant as in the case of catastrophic phenomena. Usually, in the literature, the term ‘weather risk’ is equated with the non-catastrophic weather risk [19].

Due to the category of occurring weather events, geophysical (earthquakes, volcanic activity, and tsunamis), meteorological (storms), hydrological (floods and landslides), and climatological (extreme temperatures, droughts, and forest fires) risks can be distinguished [47]. It is worth noting that different economic entities are sensitive to different weather factors. For example, the energy sector is sensitive to temperature changes, while the activity of hydropower plants is affected by precipitation levels [46]. Hence, basic categories of weather risk depend on the type of atmospheric phenomenon. There are risks of [19]: air temperature, rainfall, snowfall, wind speed, and humidity.

The specific features of the weather risk result from the analysis of the nature of atmospheric phenomena. The main features are [19,48,49]:

- Lack of cash instruments that would protect entities against the weather risk effects;
- Local character of risk, which limits weather phenomena to a specific geographical territory;
- Seasonality, which is the variability of weather phenomena over time (seasonal nature of the phenomena related to, i.a. the seasons of the year);
- Occurrence of the so-called fat tails phenomena with a low probability of occurrence are associated with high losses;
- Difficulty in transferring atmospheric phenomena to financial markets;
- Difficulty in local forecasting and determining the effects of atmospheric phenomena (various nature of changes, continuous or precipitous); they require the use of different derivatives (futures for continuous options and binary options for precipitous ones);
- Extensive monitoring infrastructure is required to measure weather phenomena;
- No correlation with other risk categories of operating a business.
In the past, many companies did not consider weather risk management, but only tried their best to handle the negative consequences of unfavourable weather. Systematic weather risk management is becoming a necessity, resulting from the trend of climate changes [6]. Natural catastrophes, occurring more frequently, require increasing the effectiveness of risk management. The effectiveness of actions in this area is determined by reliable knowledge about the risk, not the intuitive information or ideas about it.

In response to the growing danger of natural catastrophes, the member states of the UN concluded the international Sendai Framework agreement in 2015 [50]. The main objective of the agreement is to increase safety related to the hazard of weather phenomena in the next 15 years (the agreement covers the period 2015–2030) [51]. The agreement itemises four priority areas of action:

- Understanding the risk connected with natural disasters;
- Increasing readiness to manage the risk of catastrophes;
- Investing in methods of action aimed at reducing the risk in the future (including early warning systems, protection of production assets, and increasing the security and functionality of critical infrastructure);
- Increasing catastrophe preparedness for a faster response to these phenomena.

Actions taken under the Sendai agreement are to be in line with the 2030 Agenda and the Sustainable Development Goals (SDGs) [52]. In Poland, the body coordinating the 2015–2030 action program on limiting the risk of natural catastrophes is the Government Centre for Security.

In Poland, activities are conducted in order to manage the risk of catastrophes. One of these activities is running the Agricultural Drought Monitoring System in Poland (ADMS) by the Institute of Soil Science and Plants Cultivation–National Research Institute (ISSPC-NRI) on behalf of the Ministry of Agriculture and Rural Development. Its task is to indicate areas for which crop losses related to droughts have been recorded [53]. The IT System of the Country Protection (ITSCP) is aimed at the systemic protection of the society, economy, and the environment against extraordinary dangers, especially floods. The project is implemented by the Institute of Meteorology and Water Management (IMWM) in cooperation with the Head Office of Geodesy and Cartography, the National Water Management Authority, and the Institute of Communication [54]. The Ministry of Environment developed urban plans for adaptation to climate changes in 44 Polish cities (44MPA). The project aimed to assess the sensitivity of climate changes, in order to plan adaptation measures adequate to the identified threats, in 44 cities with over 100,000 inhabitants which, in turn, constitute approximately 30% of the whole Polish population [55]. This is particularly important when we realise that public and private property is condensed mainly in cities. Moreover, in recent years, there has been a noticeable increase in the number of people living in Polish cities (for instance, this percentage was 40% in 1950 and 62% in 2010, while the forecast for 2050 is equal to 71% of the Polish population). Three urban agglomerations are of the greatest exposure in terms of the natural catastrophe: Warsaw, Kraków, and the Tri-City [28]. Raising the issue of risk management in Poland, it is also worth mentioning the Alert of the Government Centre for Security (GCS; pol. RCB), which is the system of notifying the population of the country about hazards. The GCS receives information about potential threats from ministries, services, offices, and central institutions (the Institute of Meteorology and Water Management) of Polish provinces. The alert is sent via SMS from all mobile network operators.

Weather risk management in the context of protection against catastrophic effects has been known for years. Available risk management strategies can be divided into four groups of actions, regardless of the type of the weather risk. These are: avoidance and reduction (physical methods), and risk retention and transfer (financial methods) [15]. The avoidance strategy concerns evading all risk-related activities, especially in relation to natural catastrophes. A company using this strategy discontinues selling or manufacturing in bad weather areas. This goal is mainly achieved by including threats in spatial development plans [6]. Risk reduction is the use of methods that decrease the probability of
risk occurrence and minimise damage when the risk occurs. This happens, i.a. through
the use of resistant construction solutions of various types of buildings. For example, in
relation to the flood risk, it is the construction of retention basins and flood embankments
(an attempt to control nature). Moreover, early warning and crisis management systems
are being developed [47]. Risk retention requires covering any losses through using own
funds. If it is a deliberate action, it requires the creation of an appropriate financial reserve
in order to cover the losses. If it results from a lack of knowledge, it leads to bankruptcy
or even professional or criminal liability. The risk transfer consists in its transmission
to a specialised entity, which is an insurance company. The insurer usually retransfers
the risk to the reinsurers. In the USA, it is possible to transfer the catastrophic risk to
capital markets. The selection of the appropriate strategy (or their combination) should
be preceded by risk identification (identification of hazards, their potential impact, and
probability of occurrence) [15].

Instruments intended to protect economic sectors against weather risk can be divided
into two main groups that are used depending on the type of risk: insurance and derivatives.
Insurance is an adequate solution in the event of extreme weather events [1]. They offer
long-term protection to enterprises. 129 insurance companies from 29 countries cooperate
with each other by co-financing the weather risk research and integrating the weather risk
into the investors’ decision-making process [47].

The tasks of insurers in the risk management system include [28]:

• Collecting loss data resources to understand and identify risks, and their financial
  implications;
• Rewarding for activities contributing to the risk reduction, i.e., reduction of financial
  losses, where skillful risk management results in lower insurance premiums;
• Controlling losses and providing financial assistance in an effective manner;
• Supporting the resource recovery after extreme events.

The tasks of the state administration related to risk management include [28]:

• Creating and sharing maps of natural catastrophes;
• Conducting an appropriate spatial development policy;
• Adapting construction standards to new hazards and strengthening the role of con-
  struction supervision;
• Prevention and education.

Events with a relatively high probability of occurrence, generating high losses, can be
insured through public–private partnerships. Cooperation may consist in prevention, i.e.,
reducing the probability of the occurrence of an extreme event, and mitigation, limiting the
effects of an event after its occurrence [28].

Long-term solutions proposed by insurers are often insufficient for companies in many
industries that are exposed to even short-term fluctuations in weather conditions; any devi-
ation from the average can reduce profits. Financial solutions that most effectively protect
against the non-catastrophic weather risk are derivative weather instruments (derivatives).

The creation of derivatives is associated with the demonopolisation of the energy
sector in the USA. Competition, associated with it, has generated weather risk management
processes. In 1996, the first contract was signed between Enron and Koch Energy. The
weather agreement concerned the protection against low temperatures [16,56]. The first
contracts were concluded on the basis of individual arrangements between the entities on
the over-the-counter (OTC) market. However, in 1999, standardised weather derivatives
were introduced to exchange trading by the Chicago Mercantile Exchange (CME) [18,31].
Currently, the OTC market and CME are developing highly dynamically [48]. On the CME,
weather contracts are issued by 11 European cities: Amsterdam, Barcelona, Berlin, Essen,
London, Madrid, Oslo, Paris, Prague, Rome, and Stockholm [57].

Derivatives differ from insurance in many aspects. The purpose of insurance is to
protect against phenomena with a low probability of occurrence that cause high losses
and are associated with incredibly high risk. Weather insurance requires documenting
the loss suffered and enabling the compensation in the form of a one-time payment, often without an appropriate proportion to the losses incurred. Derivatives, in turn, protect against relatively low risk, i.e., against events with a high probability of occurrence that cause low losses. Contrary to insurance, the compensation payment is made in proportion to the scale of the adverse event each time when the value of the weather index exceeds the assumed base value [1].

The value of weather derivatives is strictly dependent on the value of defined weather factors [16]. Depending on the weather factor influencing the company revenues, the following types of weather futures contracts can be distinguished on the market nowadays [19]: temperature-dependent contracts, rainfall contracts, snowfall contracts, frost contracts, and hurricane contracts. The most numerous group (over 85% of weather derivatives) consists of those based on temperature indices. There are three basic types of indices of this sort [16]:

- HDD temperature index (heating degree days), which is the heating season index, and CDD (cooling degree days), which is the summer season index (one of the first temperature indices, still the most popular, mainly in the USA);
- Minimum, maximum, or average temperature level in a particular period (dominating the European market);
- Number of critical days on which the temperature level was exceeded.

Derivative groups based on non-temperature indices are also important in terms of reducing the weather risk. The most numerous group of non-temperature indices consists of rainfall and snowfall indices. The existing instruments based on the rainfall index are among the youngest on the financial market; therefore, there is relatively little information in the literature on these derivatives [58]. These indices are currently constructed as the monthly average amount of precipitation in terms of 10 American cities. According to past contracts, each inch of rain (1 index point) is usually worth USD 500 [19,58,59]. Rainfall contracts are available in two variants. The first one, based on a monthly index, consists of selecting one month from the period from March to October. The second option, based on a seasonal index, allows the selection of two to eight consecutive months from the same period (May–October) [58]. The greatest interest in rainfall contracts is shown by public utility companies, organisers of sports events, outdoor concerts, and theme parks [19].

Frost contracts are based on the number of frost days occurring in the period from the first Monday in November to the last Friday in March. The contract was designed for the Dutch construction market; however, it is listed on the CME market. A frost day is considered to be a day in which at least one of three conditions are met: the temperature at 7.00 a.m. is lower than or equal to \(-3.5^\circ C\); the temperature at 10.00 a.m. is below or equal to \(-1.5^\circ C\); the temperature measurements for 7.00 a.m. and 10.00 a.m. are lower than \(-0.5^\circ C\) [19].

An option listed on the CME may be an example of the hurricane contract. It is to ensure the possibility of protection for entities that have already used instruments securing against the catastrophic risk (e.g., insurance) where a particular region has been hit by a hurricane again. This type of contract differs from the others because it is associated with a catastrophic phenomenon [19].

Currently, different types of weather derivatives are available [60,61]:

- Futures contracts;
- Forward contracts;
- Weather options (cap, floor, or collar [16]);
- Swaps.

Futures contracts are standard form agreements (with specific conditions) creating an obligation to exchange a certain amount of the underlying instrument at a predetermined price and a given date. They are settled in cash [18].

Forward contracts are non-standard agreements concluded on non-regulated markets. It is associated with the risk of failure to fulfill the contract by one of the parties [60].
Agreements of this type oblige one party to deliver and the other party to receive a fixed quantity of the underlying instrument at a specified price and within a given period [18].

Weather options are instruments that exist in both stock exchange and over-the-counter markets [16]. Contracts of this type give the purchaser the right, not the obligation, to buy (call option) or to sell (put option) a specified quantity of the underlying instrument at a fixed price on a given date [18]. Often used options are cap variants, with an upper limit level (used when the index exceeds a fixed value), and floor variants, with a lower limit level (used when the index is below a given value). If both strategies are used simultaneously, this combination is called the collar strategy. This option is characterised by the lack of payment when the index values are within a certain range; one side benefits when the index rises above the top of the range, and the other side benefits when the index falls below the bottom of the range.

The last group consists of swap contracts. They involve an exchange between the parties on agreed terms of future payments; the two parties share the risk. One party earns when the weather index exceeds a certain value, while the other party earns when the index drops below this level. The finances of the parties stabilise when there are changes in weather conditions [18].

Each weather transaction should be developed with the use of the following parameters [2,31]:

- Type of the contract;
- Contract period (i.e., the start and end date of its validity);
- Base index (index structure representing one or more weather variables, which is the basis for the financial settlement of the contract);
- Primary and backup weather station (source of data necessary to calculate the desired weather index);
- Payout function (an instrument and monetary value of the index point).

Weather forecasting is crucial for both the supply and demand on the derivatives market [30]. Brokers use forecasts to make adjustments to the price of the instrument. In turn, customers (business entities) use forecasts to make decisions. Among the meteorological forecasts, seven categories can be distinguished, depending on the time horizon for which they are formulated [60]. These are the forecasts [62]: current (with the time horizon ≤ 2 h), one-day (12–24 h), short-term (24–72 h), medium-term (3–14 days), seasonal (1–3 months), long-term (6 months–2 years), and multiannual (over 2 years).

A defined weather index enables the valuation of the insurance value. Therefore, any analysis of the weather risk in an enterprise requires a large meteorological database. The problem of the quality, availability, and cost of weather data differs from country to country, which is important from the point of view of the underlying risk (usually lower in OTC weather derivatives compared to the stock market). In this context, the availability of reliable historical meteorological data of a given region remains one of the most important barriers to the wider use of weather derivatives [15]. In the case of Polish conditions, obtaining meteorological data is occasionally problematic due to the high cost of acquiring such data [60]. The development of the weather derivatives market determines the development of technologies and information used in weather stations, which will allow for the continuous transmitting of the meteorological data [63].

Currently, in Poland, the only company that conducts weather transactions is Consus SA, whose headquarter is located in Toruń, and whose regional offices are located in Łódź, Katowice, and Szczecin. Its specialty is the sale of derivatives in Poland and Europe. As the only entity in Poland, it belongs to the Weather Risk Management Association (WRMA) [63].

Derivative weather instruments can be a good tool for securing the income of economic entities such as waterworks and sewerage companies. To illustrate how a weather derivative works, it is best to refer to the temperature index. When the municipal waterworks company is not able to supply the amount of water required by the demand on hot days (the wells do not guarantee the indispensable capacity), the water supply
restrictions cause financial losses. A waterworks company may conclude an agreement for a specified period (e.g., from June to September) for each day when the temperature exceeds a given level (e.g., 25 °C). As a result, the company will obtain compensation in the form of the agreed amount and earn income despite the excessively high temperature in a given period. The contract can be extended with possible compensation to farmers for restrictions or the lack of water supply. For waterworks and sewerage companies to be able to effectively protect themselves against the weather risk, creating models of the valuation of weather instruments, as well as the indication of weather indices adequate for this industry, becomes a matter of priority.

3. Environmental Factors Affecting Water Supply and Sewage Systems Operation

World literature increasingly discusses often the failure rate of water and sewage systems, the causes of which are related to both intrinsic factors (age of pipes [64,65], material [66,67], material defects, errors in the process of building or designing the network [68]), environmental factors (e.g., soil freezing around pipes [69] or climatic and ground conditions, including climate change [70–73]), and operational factors (internal water pressure and previous failures) [74].

Increased water main breaks are experienced in colder seasons [75,76]. Opinions on the causes of this phenomenon are divided. Some observers claim that failures occur when there are sudden and prolonged changes in water and air temperatures, which are typically in late fall to early winter and late winter to early spring periods. Others associate the failure rate of the network with the water temperature, not the air temperature, while still others claim that it is the temperature difference between the water in the pipe and the ground that has the greatest impact on the occurrence of damage to water pipes [64]. Rajani and Tesfamariam [77] observed an increased failure rate of water supply networks in the case of large temperature differences between the water in the conduit (1–2 °C) and the adjacent ground 10–12 °C).

Research on the impact of temperature on piping failures has been conducted for years. The study [64] mentions, inter alia, research by Walski and Pelliccio [78], who connected pipe damage to air temperature and the age of pipes using the regression model:

\[ N(t, T) = N(t_0)e^{At}e^{BT} \]  

where \( t \) is the age of the pipe, \( N(t_0) \) is the breaks per pipe length at the year of installation, \( T \) is the average air temperature in the coldest month, and \( A, B \) are constants.

In the UK, the most reliable weather variable turned out to be frosty days; an increase in the number of damage occurrences by 4 to 10% was observed with each additional frost day during the month [73]. Similarly, in [75], the freezing index turned out to be the most adequate indicator in relation to the failure rate of water supply networks.

In the study [64], the impact of temperature changes on the pipe cracking rate was analysed. It was found that variables based on temperature, such as the average air temperature, maximum increase and decrease in air temperature, as well as the rate of its increase and decrease over a certain time (number of days), significantly affect the network’s failure rate. Interestingly, a decrease in the intensity of the air temperature change and a decrease in the water freezing index lead to an increase in predicted breaks.

In the study [79], based on a failure rate analysis of the water supply system located in the south-eastern part of the Polish river Wisloka, it has been proved that the failure rate is influenced by seasonal conditions, and the increased failure rate is noted in the winter months, which is related to the low temperature; that is, the freezing of ground around the pipes or the repeated freezing of water in the line. Increased failure rates were observed for February, August, September, and December. A high failure rate in the summer months may be caused by frequent earthworks carried out during this period [79]. Similar results were obtained by Pietrucha-Urbaniak [80], who observed an increased failure frequency of the water supply network in the area of Krosno (Poland) in autumn and winter.
Newport [81] found in his research in the UK that pipe failures coincide with the presence of cumulative degrees of frost in winter. This is due to frost penetration resulting in increased earth loads, but also occurring more frequently during very dry periods in the summer, when soil shrinkage leads to increased shear stress exerted on the pipe. The seasonal occurrence of failures in municipal networks is also confirmed by other studies [71,76,82,83].

The publication [73] investigates a correlation between weather parameters (air temperature, drought, and wind) and the failure of pipes in water networks in the Netherlands. The temperature has the greatest impact on pipe damage, followed by periods of drought, while wind has not been found to affect pipe failure. The increased failure rate on hot days may be due to a lowering of the groundwater level, which leads to additional external loads on the conduit due to the subsidence or shrinkage of the soil (bending stress results in a loss of support under the conduit). This is particularly characteristic of expansive soils, and the effects are visible mainly in pipes made of rigid materials (e.g., cast iron), less frequently in flexible pipes (e.g., PVC-U) [71]. Another disadvantage is the increased water intake from the mains in hot weather, which results in greater internal loads on the pipe (due to increased pressure and/or water flow velocity). Further, during hot periods, the soil temperature may rise, causing thermal stresses (due to temperature differences between the soil and the water inside the pipe).

It is worth adding that prolonged dry periods in the summer season also affect the failure frequency of pipes in the winter season. Long-term dry weather leads to soil with a low latent heat capacity, which results in deeper frost penetration into the soil during winter [83,84]. Data on groundwater levels are usually not available. Thus, instead of the soil moisture index, the cumulative rain deficit [73,74], or the antecedent precipitation index (API) [71,73] is used. Studies have shown that the greater the API during hot days (i.e., the greater the soil moisture), the lower the risk of pipe failure [71].

The topic of failure rates in gravity sewage systems was also discussed, incl. in the study [85], which tested the corrosivity in concrete channels. The formula [86] is used to estimate the corrosivity coefficient in gravity systems, in which one of the parameters is temperature:

$$ Z = \frac{BOD_5}{P/h} \left( \frac{P}{h} \right)^{0.5} \left( 35.314Q \right)^{0.33} 1.07^{T-20} $$

(2)

where $BOD_5$ is the biological oxygen demand during 5 days (g m$^{-3}$ of O$_2$), $P$ is the wetted pipe wall perimeter (m), $B$ is the pipe width at sewage surface (m), $T$ is the temperature ($^\circ$C), $s$ is the slope (m m$^{-1}$), and $Q$ is the flow (m$^3$ s$^{-1}$).

A compendium criteria, [87] developed at the Institute of Meteorology and Water Management–National Research Institute (IMWM-NRI), for issuing warnings against heavy rainfall, among others, have been described for services involved in crisis management. A 3-level scale has been proposed: from 30 to 50 mm in 24 h (risk level 1), from 50 to 90 mm in 24 h (risk level 2), and over 90 mm (risk level 3).

In the first case (rainfall from 30 to 50 mm), local flooding and flooding of lower set areas and interiors occur, and there are difficulties in pedestrian and road traffic. In the second case (rainfall from 50 to 90 mm), there is surface flooding of lower set areas and interiors, and the first major damage to infrastructure equipment. In the third case (rainfall over 90 mm), storm drains and sewer pipe cross-sections do not manage to collect the excessive amounts of water, streets become channels of “rainfall rivers”, and catastrophic damage to infrastructure may occur.

The studies on the failure frequency of water supply and sewage networks presented in the aforementioned publications indicate that among the weather factors influencing the failure frequency, the most important are the temperature and the amount of precipitation. Although the influence of water or ground temperature on the networks’ failure rate is indicated, the fact is that these data are difficult to access, hence a much better solution in the case of using weather derivatives for the water and sewage industry is to link the risk
of failure with the temperature of the outside air, especially as many studies have shown that air temperature data are usually sufficient to predict water supply interruptions from water supply networks [64].

4. Materials and Methods

The water supply and sewerage industry is sensitive primarily to heavy rainfalls and periods of high and low temperatures. During days with a high rainfall intensity, the phenomenon of the hydraulic overload of the rainwater drainage system occurs and may cause sewer flooding, resulting in flooding streets and basements, land flooding, or stormwater discharges in the case of combined sewerage [88]. On hot days, the water demand increases significantly (over the capacity of water intakes), and on frost days, the risk of failure of water pipes grows [89–91]. Therefore, based on a review of the literature regarding the failure rate of water networks, and more specifically the weather factors affecting the networks’ failure rate, and further taking into account the meteorological conditions of the majority of Poland, the following weather indices are proposed for the water and sewerage industry (excluding mountain areas):

- Daily precipitation index (for rainwater and combined sewerage systems) if the daily precipitation exceeds 50 mm;
- Frost day index (for water supply systems) if the average temperature is lower than $-15 \, ^\circ C$ for the next 5 days;
- Hot day index (for tap water consumption) if the average temperature is higher than $25 \, ^\circ C$ for the next 5 days.

Determining the threshold values for the above-mentioned indicators is difficult due to the multitude of factors influencing the occurrence of failures, related not only to weather conditions but also to the technical condition of the network, its age, or material. Factors influencing the failure rate of water supply and sewage systems are presented in Section 3 of the paper. Threshold values proposed in this study have been defined for Polish climatic conditions, taking into account the results of the failure frequency analyses of water supply and sewage systems presented in the literature.

For the daily precipitation index, the criteria for issuing a warning against heavy rainfall in Poland [87] were taken into account. In particular, the lower limit of the rainfall amount for risk level 2 was adopted as a threshold value, with the daily precipitation exceeding 50 mm, where surface flooding of lower set areas and interiors and the first major damage to infrastructure equipment occur.

For the frost day index, the assumption was taken into account that cold periods may result in thermal stresses caused by temperature differences between the soil and water in the pipe or freezing and melting of moisture in the ground surrounding the pipe. For such a situation to occur, the air temperature must remain below 0 $^\circ C$ for a longer time. The studies presented in [73] revealed that at a temperature of $-10 \, ^\circ C$, the frequency of failure is much higher than for the temperature of $-5 \, ^\circ C$. With regards to this, the average temperature lower than $-15 \, ^\circ C$ for the next 5 days was adopted as the frost day index.

For the hot day index, the assumption was taken into account that hot periods may result in thermal stresses caused by temperature differences between the soil and water in the pipe or thermal expansion of the pipe in a longitudinal direction. Furthermore, the water demand is higher in periods of high temperature, and, as a result, larger differences in internal pressure over the day and night might occur [73]. At the same time, it is often assumed that the comfortable temperature range for people is from 17 to 24 $^\circ C$. With regards to this, the average temperature higher than 25 $^\circ C$ for the next 5 days was adopted as the hot day index.

These proposed indices should be verified in terms of the frequency of reaching them in Poland. For this purpose, the meteorological data from 19 stations of the Institute of Meteorology and Water Management—National Research Institute (IMWM-NRI) from years 1970–2019 (50 years of observation) were derived. The data derive from meteorological stations located in Białystok, Gdańsk, Gorzów Wielkopolski, Katowice, Kielce, Kosza-
lin, Kraków, Lublin, Łódź, Olsztyn, Opole, Poznań, Rzeszów, Suwałki, Szczecin, Toruń, Warsaw, Wrocław, and Zielona Góra (Figure 1).

![Location of measuring stations.](image)

Additionally, taking into account the observed climate change [92], the direction of changes in the occurrence frequency of the proposed weather indices should be determined. This research employs the non-parametric M–K test for detecting trends in hydrological time-series, widely applied in hydrological studies [93–95]. This test uses rank correlation statistics to answer the question as to whether the values measured in the time series present a statistically significant increasing or decreasing trend. The M–K test analyses the sign of the difference between successive elements of the time series, where each new value is compared to all previously measured values [96,97]. Changes (increases or decreases) are considered statistically significant at a level above 95%.

5. Results

5.1. Daily Precipitation Index

Intense rainfall occurs in Poland especially during the summer months between June and August. Figure 2 shows maximum daily fall amounts recorded between 1970 and 2019 on each of the meteorological stations analysed in the paper, in the form of a heat map.

Despite the precipitations being highly variable in space and time, the year 1989 can be singled out, in which the average of the maximum daily precipitation amounts is the lowest, being 28.6 mm, and the daily precipitation index (50 mm) was reached only in one of the 19 analysed cities: Kraków (50.9 mm). In 1971, 1973, and 1986, the daily precipitation index was reached at none of the analysed locations. The highest average of the maximum daily precipitation amounts was recorded in 2010, being no fewer than 47.3 mm, and the daily precipitation index was reached at eight locations (in Białystok, Gdańsk, Katowice, Kraków, Opole, Rzeszów, Suwałki, and Wrocław). In 1970, the daily precipitation index was reached at nine locations, with the average of all of the 19 cities being 45.3 mm.

The absolute maximum daily precipitation, which was no fewer than 155.2 mm, was recorded in Kielce in 2001, whereas the minimum one (of the maximum ones) was only 12.3 mm and was recorded in Poznań in 1992. In the case of each of the analysed locations, there were years during which the precipitations exceeded the daily precipitation index proposed. Such precipitations occurred most frequently in Katowice, Koszalin, and Kraków at 16 times each (for 50 years of observations), whereas they occurred the least frequently in Szczecin (5 times) and Gorzów Wlkp., Poznań, and Warsaw (6 times each). In none of the analysed locations were any statistically significant trend of change recorded in the maximum in a year of daily precipitation amounts (at the level of statistical significance of 95%). The calculation results are juxtaposed in Table 1.
Figure 2. Maximum daily precipitation (H, mm) recorded between 1970 and 2019.

Table 1. Analysis of the daily precipitations between 1970 and 2019.

| City            | Maximum Precipitation Amounts | Trend | Number of Days with Precipitation above 50 mm |
|-----------------|--------------------------------|-------|---------------------------------------------|
|                 | Min, mm | Mean, mm | Max, mm | Yes/No | Slope, mm/Decade | |
| Białystok       | 16.4     | 37.7     | 90.6     | No     | -                | 12 |
| Gdańsk          | 17.4     | 36.9     | 118.0    | No     | -                | 8  |
| Gorzów Wlkp     | 17.6     | 35.8     | 77.4     | No     | -                | 6  |
| Katowice        | 19.2     | 42.0     | 81.6     | No     | -                | 16 |
| Kielce          | 17.0     | 38.8     | 155.2    | No     | -                | 9  |
| Koszalin        | 21.1     | 45.2     | 101.3    | No     | -                | 16 |
| Kraków          | 17.8     | 40.8     | 87.4     | No     | -                | 16 |
| Lublin          | 16.4     | 37.7     | 90.0     | No     | -                | 7  |
| Łódź            | 14.2     | 36.2     | 99.8     | No     | -                | 8  |
| Olsztyn         | 18.4     | 37.9     | 98.9     | No     | -                | 8  |
| Opole           | 20.0     | 39.9     | 99.0     | No     | -                | 10 |
| Poznań          | 12.3     | 34.4     | 85.7     | No     | -                | 6  |
| Rzeszów         | 14.0     | 37.8     | 65.2     | No     | -                | 12 |
| Suwałki         | 15.1     | 35.6     | 66.8     | No     | -                | 8  |
| Szczecin        | 14.4     | 33.0     | 74.3     | No     | -                | 5  |
| Toruń           | 17.0     | 36.8     | 101.6    | No     | -                | 8  |
| Warszawa        | 17.0     | 35.3     | 75.8     | No     | -                | 6  |
| Wrocław        | 17.2     | 39.5     | 74.4     | No     | -                | 11 |
| Zielona Góra    | 14.7     | 37.2     | 89.0     | No     | -                | 8  |

Out of the analysed localities, it is Szczecin (33.0 mm) that is distinguished by the lowest average of the maximum daily precipitation amounts, and Koszalin (45.2 mm) is distinguished by the highest one. A set of the maximum daily precipitation amounts in those cities between 1970 and 2019 is shown in Figure 3.

Figure 3. A set of the maximum daily precipitation amounts in Szczecin and Koszalin between 1970 and 2019.
5.2. Frost Day Index

Frosty days occur in Poland especially during the winter months between December and February, and Poland’s cold pole (not counting mountainous terrain) is the Suwałki region. Figure 4 shows minimum five-day temperatures recorded between 1970 and 2019 on each of the meteorological stations analysed in the paper, in the form of a heat map.

![Figure 4. Minimum five-day temperatures ($t_{\text{min}}$, °C) recorded between 1970 and 2019.](image)

In contrast with the maximum daily precipitations, a similarity can be seen between the stations in the individual years in the case of the minimum five-day temperatures. The year 1987 can be singled out, in which the average of the minimum five-day temperatures is the lowest at $-19.9$ °C, and the frost day index ($-15$ °C) was reached at each of the analysed localities. The highest average minimum five-day temperatures were recorded in 2015 ($-4.6$ °C), and the frost day index was reached in none of the analysed locations (which was also the case in 1973–1975, 1977, 1980–1984, 1988–1990, 1992–1994, 1998–2002, 2004–2005, 2007–2008, 2013, 2015, and 2018–2019).

The minimum five-day temperature (a five-day average) of only $-23.2$ °C was recorded in Suwałki in 1987, whereas the maximum one (of the minimum ones), which was no fewer than $-1.4$ °C, was recorded in Gdańsk in 1989. In the case of each of the analysed locations, there were years during which the five-day temperature fell below the frosty day index being proposed. Such temperatures occurred the most frequently in Suwałki (28 times) and Białystok (19 times), whereas they occurred the least frequently in Koszalin, Szczecin, and Zielona Góra (2 times each). For none of the analysed locations were any statistically significant trend of change recorded in the minimum five-day temperatures (at the level of statistical significance of 95%). The calculation results are juxtaposed in Table 2.

Table 2. Analysis of the minimum five-day temperatures between 1970 and 2019.

| City          | Minimum 5-Day Temperatures | Trend | Frequency of Occurrence of 5-Day Temperatures below $-15$ °C |
|---------------|-----------------------------|-------|-------------------------------------------------------------|
|               | Min, °C | Mean, °C | Max, °C | Yes/No | Slope, °C/Decade |                                    |
| Białystok     | -22.7   | -13.3    | -5.6   | No      | -               | 19                                |
| Gdańsk        | -16.9   | -8.8     | -1.4   | No      | -               | 4                                 |
| Gorzów Wlkp. | -17.8   | -8.7     | -2.1   | No      | -               | 3                                 |
| Katowice      | -18.6   | -10.3    | -4.4   | No      | -               | 8                                 |
| Kielce        | -20.8   | -11.5    | -5.9   | No      | -               | 10                                |
| Koszalin      | -15.2   | -7.7     | -1.9   | No      | -               | 2                                 |
| Kraków        | -20.3   | -11.1    | -5.2   | No      | -               | 10                                |
| Lublin        | -21.0   | -12.0    | -5.8   | No      | -               | 14                                |
| Łódź          | -20.7   | -10.6    | -4.8   | No      | -               | 11                                |
| Olsztyn       | -22.3   | -12.0    | -3.9   | No      | -               | 16                                |
| Opole         | -19.0   | -9.4     | -1.5   | No      | -               | 7                                 |
Out of the analysed localities, it is Koszalin (−7.7 °C) that is distinguished by the highest average of the minimum five-day temperatures, and Suwałki (−14.2 °C) that is distinguished by the lowest one. A set of the minimum five-day temperatures in those cities between 1970 and 2019 is shown in Figure 5.

5.3. Hot Day Index

Hot days, like the maximum precipitations, occur in Poland especially during the summer months between June and August. Figure 6 shows maximum five-day temperatures recorded between 1970 and 2019 on each of the meteorological stations analysed in the paper, in the form of a heat map.

Figure 5. A set of the minimum five-day temperatures in Koszalin and Suwałki between 1970 and 2019.

Figure 6. Maximum five-day temperatures ($t_{\text{max}}$, °C) recorded between 1970 and 2019.
As in the case of the minimum five-day temperatures, a similarity can be seen between the stations in the individual years in the case of the maximum five-day temperatures. The year 1994 can be singled out, in which the average of the maximum five-day temperatures is the highest at no fewer than 26.7 °C, and the hot day index (25 °C) was reached at each of the analysed localities, except for Rzeszów. The lowest average of the maximum five-day temperatures was recorded in 1980 (20.3 °C), and the hot day index was reached at none of the analysed locations (which was also the case in 1970, 1973–1981, 1983–1991, 1993, 1995–2001, 2003–2004, 2008–2009, 2011, and 2016).

The maximum five-day temperature (a five-day average) of no fewer than 29.5 °C was recorded in Zielona Góra in 1994, whereas the minimum one (of the minimum ones) of 17.9 °C was recorded in Suwałki in 1987. In the case of each of the analysed locations, there were years during which the five-day temperature exceeded the hot day index being proposed. Such temperatures occurred most frequently in Opole, Warszawa, and Zielona Góra (13 times each), whereas they occurred the least frequently in Białystok, Gdańsk, and Suwałki (1 time each). It should, however, be noted that a statistically significant trend (at the level of statistical significance of 95%) in the maximum five-day temperatures was recorded in the case of as many as 17 of the 19 analysed locations. The calculation results are juxtaposed in Table 3.

Table 3. Analysis of the maximum five-day temperatures between 1970 and 2019.

| City               | Minimum 5-Day Temperatures | Trend | Frequency of Occurrence of 5-Day Temperatures above 25 °C |
|--------------------|-----------------------------|-------|----------------------------------------------------------|
|                    | Min, °C                     | Mean, °C | Max, °C | Yes/No | Slope, °C/Decade |                                      |
| Białystok          | 18.5                        | 22.0    | 25.2    | yes    | 0.50             | 1                                    |
| Gdańsk             | 18.5                        | 21.4    | 25.1    | yes    | 0.39             | 1                                    |
| Gorzów Wlkp.      | 20.2                        | 23.6    | 28.6    | yes    | 0.41             | 10                                   |
| Katowice           | 20.6                        | 23.0    | 26.5    | yes    | 0.61             | 7                                    |
| Kielce             | 19.3                        | 22.6    | 25.7    | yes    | 0.58             | 3                                    |
| Koszalin           | 19.4                        | 21.9    | 26.3    | yes    | 0.33             | 2                                    |
| Kraków             | 19.9                        | 22.9    | 26.5    | yes    | 0.78             | 7                                    |
| Lublin             | 19.7                        | 22.6    | 26.1    | yes    | 0.67             | 4                                    |
| Łódź               | 19.7                        | 23.4    | 28.3    | yes    | 0.48             | 7                                    |
| Olsztyn            | 19.1                        | 22.4    | 26.1    | yes    | 0.42             | 3                                    |
| Opole              | 21.3                        | 23.7    | 27.7    | yes    | 0.48             | 13                                   |
| Poznań             | 20.2                        | 23.7    | 26.9    | yes    | 0.45             | 11                                   |
| Rzeszów            | 20.4                        | 22.9    | 26.3    | yes    | 0.78             | 7                                    |
| Suwałki            | 17.9                        | 21.8    | 26.0    | yes    | 0.57             | 1                                    |
| Szczecin           | 19.9                        | 22.8    | 27.7    | no     | -                | 3                                    |
| Toruń              | 20.3                        | 23.5    | 27.8    | yes    | 0.41             | 9                                    |
| Warszawa           | 20.2                        | 23.5    | 27.6    | yes    | 0.63             | 13                                   |
| Wrocław            | 21.0                        | 23.3    | 27.7    | yes    | 0.63             | 8                                    |
| Zielona Góra       | 20.6                        | 24.0    | 29.5    | no     | -                | 13                                   |

Out of the analysed localities, it is Gdańsk (21.4 °C) that is distinguished by the lowest average of the maximum five-day temperatures, and Zielona Góra (24.0 °C) that is distinguished by the highest one. Meanwhile, in Kraków and Rzeszów, the largest increase in the maximum five-day temperatures was recorded, at a level of increase of no fewer than 0.78 °C a decade. A set of the maximum five-day temperatures in Gdańsk, Zielona Góra, Kraków, and Rzeszów between 1970 and 2019 is shown in Figure 7.
6. Discussion

In the case of the daily precipitation index (daily precipitation exceeding 50 mm), it was exceeded in the years 1970–2019 in each of 19 analysed cities, at an average of 9.5 times per 50 years, least frequently in Szczecin (5 times), Gorzów Wielkopolski, Poznań, and Warszawa (6 times each), and most frequently in Katowice, Koszalin, and Kraków (16 times each). In the case of the frost day index (5-days with temperature below −15 °C), it was also exceeded in each of the 19 analysed cities, at an average of 9.7 times in 50 years, least frequently in Koszalin, Szczecin, and Zielona Góra (2 times each), and most frequently in Suwałki (28 times) and Białystok (19 times). In the case of the hot day index (5-days temperature above 25 °C), it was also exceeded in each of the 19 analysed cities at an average of 6.5 times in 50 years, least frequently in Białystok, Gdańsk, and Suwałki (1 time each), and most frequently in Opole, Warszawa, and Zielona Góra (13 times each). The number of cases where individual weather indices were achieved in the analysed cities in the years 1970–2019 is shown in Figure 8.

The proposed weather indexes for the water supply and sewage industry were exceeded in the past once every 6 years, on average. Obviously, due to local conditions, in some cities (Suwałki or Białystok) the frost day index was achieved much more often and the hot day index less frequently. Particular attention should be paid to the hot day index. On the one hand, they are relatively the rarest, but on the other hand, there was a clear growing trend in 17 out of 19 analysed cities. Taking into account global warming, it should be expected that the five-day temperature above 25 °C will be reached more and more often, which is clearly shown in Figures 6 and 7. The hot day index was achieved in

---

**Figure 7.** A set of the maximum five-day temperatures in Gdańsk, Zielona Góra, Kraków, and Rzeszów between 1970 and 2019.
the first two decades of the 21st century much more often than in the last three decades of the 20th century (interestingly, climate warming does not affect the frequency of reaching the frost day index). Providing water supplies on hot days (usually characterised by an increased water demand) will be one of the biggest challenges for the water supply and sewage industry in Poland.

The results of the research indicate that, in Poland, the impact of climate change on the frequency of reaching the hot day index is noticeable, while no statistically significant change trends have been recorded for the frequency of reaching the frost day index. As these results have a national scale, it is worth comparing them with studies conducted in the worldwide literature on the climate change influence on the number of hot and frost days. Globally, an increase in the number of hot days and a decrease in the number of frost days are predicted, which is consistent with climate model projections [98]. The decrease in the number of frost days is associated with an increase in nighttime temperature, especially in winter and spring, as well as an increase in the minimum air temperature due to climate change and the effect of the urban heat island.

However, regional studies show some variation in results. The upward trends of hot days occurrence have been shown in most studies, among others for the area of Switzerland [98], Turkey [99], and Spain [100], while there are countries for which no statistically significant trend of changes was recorded, incl. for New Zealand [101], or even a slight downward trend in the number of hot days, as in China [102]. There were also mixed results in the case of frost days. In New Zealand [101], China [102], and Turkey [103] the results showed a decrease in the number of frost days (despite some local differences existing in trends). The results of studies conducted in north Iran showed an upward trend line in the western parts of the study area, while they showed a downward trend line in the eastern parts [104]. On the other hand, for the Kansas area, no statistically significant trend of changes was demonstrated [105]. It should be noted that in the studies presented in the literature it was emphasised that there was a variation in the results for individual measuring stations.

The development of the weather instruments market, due to memberships in the European Union, will probably develop dynamically in Poland as well. The weather risk becomes an incredibly significant category for many companies; however, the weather has always influenced the functioning of enterprises.

The water supply and sewerage industry in Poland is sensitive primarily to heavy rainfalls and periods of high and low temperatures. During periods with the high rainfall intensity, the phenomenon of the hydraulic overload of the rainwater drainage system

![Figure 8. Number of cases with individual weather indices achieved in the years 1970–2019. Index I, daily precipitation index; Index II, frost day index; Index III, hot day index.](image)
occurs. On hot days, the water demand increases significantly, and on frost days, the risk of failure of water pipes grows. The thesis proposes three weather indices that will help to protect the interests of the water supply and sewerage industry in Poland.

It should be noted that the presented threshold values of weather indices must be determined individually for specific climatic conditions. Hence, these thresholds should be established after analysing the weather conditions in the analysed area and adapted to them. The indicators adopted in the study are based on analyses of both temperature and precipitation over several decades. The presented indices are preliminary, being a proposal for the yet undeveloped weather derivatives market in Poland, and the authors are open to a substantive discussion on this matter.

7. Conclusions

The paper summarises the current state of knowledge about weather risk management and proposes new weather indices for municipal companies as entities that are sensitive to weather conditions. The daily precipitation index, frost day index, and hot day index were proposed for the water and sewerage industry and verified in terms of the frequency of reaching them with the use of weather data from 1970–2019, from 19 meteorological stations across Poland. The non-parametric Mann-Kendall test was used to determine the climate change impact on the exceedance frequency of proposed indicators.

The results of this study showed that the proposed indices were exceeded in the years 1970–2019 in each of 19 analysed cities at an average of once every 6 years (the daily precipitation index, 9.5 times; the frost day index, 9.7 times; and the hot day index, 6.5 times in 50 years). The hot day index is relatively the rarest, but a clear growing trend in 17 out of 19 analysed cities was observed. The hot day index was achieved in the first two decades of the 21st century much more often than in the last three decades of the 20th century and is expected to be reached even more often in the future due to global warming. Climate change does not affect the frequency of reaching the frost day index, which is an interesting conclusion from the study.

The indicators adopted in the study were proposed based on local rainfall and temperature data, so they are appropriate for Polish weather conditions. A key challenge in the determination of weather indices is meteorological data analysis from a long period (several decades) for the analysed area and adapting the threshold values to the local climatic conditions. More studies need to be undertaken on the weather derivatives and weather indices, especially in the case of global warming, for a local, regional, and global scale.
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