Abstract—The Gray-Wyner network subject to a fidelity criterion is studied. Upper and lower bounds for the trade-offs between the private sum-rate and the common rate are obtained for arbitrary sources subject to mean-squared error distortion. The bounds meet exactly, leading to the computation of the rate region, when the source is jointly Gaussian. They meet partially when the sources are modeled via an additive Gaussian “channel”. The bounds are inspired from the Shannon bounds on the rate-distortion problem.
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I. INTRODUCTION

Source coding in information theory establishes the limits of data compression. Various network source coding problems have been studied, most notably the problem of Slepian and Wolf [1] and the problem of Gray and Wyner [2]. The latter is a broadcast situation composed of an encoder, which encodes the correlated sources, \((X, Y)\), into a common message and two private messages and two decoders that want to recover the respective source (either \(X\) or \(Y\)), based on the common message and respective private message received. Both in the lossless and lossy case, Gray and Wyner fully characterized the rate regions in [2], up to the optimization over an auxiliary random variable. For jointly Gaussian sources, the rate region is partially computed in [3], [4] and later on the rate region is computed exactly in [5]. For any other sources the rate region remains unknown. Other related work include [6]–[9]. In the present paper:

- We provide upper and lower bounds for the private sum-rate versus the common rate of the lossy Gray-Wyner network under mean-squared error distortion for any arbitrary source, akin to the bounds established by Shannon for rate distortion problem.
- As a special case when the source is jointly Gaussian the upper and lower bounds meet exactly.
- We further improve upper bounds for a class of sources referred to as additive Gaussian “channel” sources, leading to a partial computation of the private sum-rate versus the common rate region of the lossy Gray-Wyner network.

A. Organization

In Section II, we describe the problem of the lossy Gray-Wyner network. In Section III, we briefly review the Shannon bounds for the rate-distortion problem and further extend the bounds for the conditional rate-distortion problem. In Section IV, we state the main results of the paper, that is the upper and the lower bound for the private sum-rate versus the common rate region of the lossy Gray-Wyner network, in a similar fashion as the Shannon bounds for the rate-distortion problem. In Section V, when the sources are jointly Gaussian as a special case of our main result we compute the rate region of the lossy Gray-Wyner network. In Section VI, for additive Gaussian “channel” sources, we partially compute the rate region of the lossy Gray-Wyner network.

II. PROBLEM STATEMENT

Let the correlated source \((X, Y)\) have a joint distribution that take values in \(\mathcal{X} \times \mathcal{Y}\). Let \(S_c, S_x\) and \(S_y\) be messages represented by \(nR_c\), \(nR_x\) and \(nR_y\) bits. We use a block code of length \(n\) and the encoder/decoder system is given by

\[
(S_c, S_x, S_y) = f_\varepsilon(X^n, Y^n),
\]

where \(f_\varepsilon(.)\) is the encoding function, \(X^n \in \mathcal{X}^n\) and \(Y^n \in \mathcal{Y}^n\) and

\[
\hat{X}^n = f_{D_x}(S_c, S_x), \quad \hat{Y}^n = f_{D_y}(S_c, S_y),
\]

where \(f_{D_x}(.)\), \(f_{D_y}(.)\) are the decoding function, \(\hat{X}^n \in \hat{\mathcal{X}}^n\) and \(\hat{Y}^n \in \hat{\mathcal{Y}}^n\). The system has an error rate of \((P_{e_x}, P_{e_y})\), where

\[
P_{e_x} = \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{n} d_x(X_k, \hat{X}_k) \right], P_{e_y} = \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{n} d_y(Y_k, \hat{Y}_k) \right].
\]

Let the event \(\mathcal{E}_r\) be

\[
\mathcal{E}_r = \{ \Delta_x < P_{e_x} \} \cup \{ \Delta_y < P_{e_y} \}. \tag{4}
\]
A rate triple \((R_c, R_x, R_y)\) is said to be \((\Delta_x, \Delta_y)\)-achievable if, for any specified positive error probability \(P_e\) and sufficiently large \(n\), there are encoding and decoding functions that satisfy \(\Pr\{\mathcal{E}_n\} \leq P_e\). The closure of the set of achievable \((R_c, R_x, R_y)\) is called \(\mathcal{R}(\Delta_x, \Delta_y)\).

The main result of [2, Theorem 6-8], says that the rate region is given by the closure of the union of the regions

\[
\mathcal{R}(\Delta_x, \Delta_y) = \{(R_c, R_x, R_y) : R_c \geq I(X, Y; W), \quad R_x \geq R_{X|W}(\Delta_x), \quad R_y \geq R_{Y|W}(\Delta_y)\},
\]

where the union is over all probability distributions \(p(w, x, y)\) with marginals \(p(x, y)\) and here \(R_{X|W}\) and \(R_{Y|W}\) are conditional rate-distortion function [10].

Instead of considering the triple \((R_c, R_x, R_y)\) we focus on the common rate versus sum of private rates tradeoff \((R_c, R_x + R_y)\) for symmetric distortion \(\Delta = \Delta_x = \Delta_y\), that motivates the following object

\[
R_c(R_p) = \inf_{W:R_{X|W}(\Delta) + R_{Y|W}(\Delta) \leq R_p} I(X, Y; W).
\]

### III. Shannon Bounds on the Rate-Distortion

The bounds on the rate-distortion function are

\[
\frac{1}{2} \log^+ \frac{N(X)}{\Delta} \leq R_X(\Delta) \leq \frac{1}{2} \log^+ \frac{\text{Var}(X)}{\Delta},
\]

where \(N(X) := \frac{1}{2\pi e} e^{2h(X)}\) and the rate distortion function is defined as \(R_X(\Delta) := \inf_{X \in [0, \Delta]} I(X; \hat{X})\). We extend the result for conditional random variables as follows:

**Lemma 1.** The bounds on the conditional rate-distortion function are

\[
\frac{1}{2} \log^+ \frac{N(X|Y)}{\Delta} \leq R_{X|Y}(\Delta) \leq \frac{1}{2} \log^+ \frac{\mathbb{E}[\text{Var}(X|Y)]}{\Delta},
\]

where \(N(X|Y) := \frac{1}{2\pi e} e^{2h(X|Y)}\) and the rate distortion function is defined as \(R_{X|Y}(\Delta) := \inf_{X \in [0, \Delta]} I(X; \hat{X}|Y)\).

Proof is given in Appendix A. To the best of our knowledge, the upper bound we derived on conditional rate distortion problem do not appear in the literature.

### IV. Main Result

**Theorem 2.** Let \((X, Y)\) be an arbitrary source with unit variance. Let the distortion \(d_x(.)\) and \(d_y(.)\) be mean-squared error measure. Then,

\[
\frac{1}{2} \log^+ \frac{N^2(X, Y)}{(1 - \rho)(2\Delta e^{R_p} + \rho - 1)} \leq R_c(R_p)
\]

\[
\leq \frac{1}{2} \log^+ \frac{1 - \rho^2}{(1 - \rho)(2\Delta e^{R_p} + \rho - 1)}
\]

for \(1 - \rho \leq \Delta e^{R_p} \leq 1\) and

\[
\frac{1}{2} \log^+ \frac{N^2(X, Y)}{\Delta^2 e^{2R_p}} \leq R_c(R_p) \leq \frac{1}{2} \log^+ \frac{1 - \rho^2}{\Delta^2 e^{2R_p}}
\]

for \(\Delta e^{R_p} \leq 1 - \rho\), where \(N(X, Y)\) denotes the entropy power of the pair \((X, Y)\), \(N(X, Y) := \frac{1}{2\pi e} e^{h(X, Y)}\).

Proof is given in Appendix B and C. **Remark 1.** For sources \(X\) and \(Y\) of variance \(\sigma^2\), it suffices to replace \(\Delta\) with \(\Delta/\sigma^2\), and the entropy power is still computed as if variances were unity.

**Remark 2.** Note that \(N(X, Y) \leq \sqrt{1 - \rho^2}\), with equality if and only if the pair \((X, Y)\) is jointly Gaussian.

### V. Jointly Gaussian Source

When \((X, Y)\) is jointly Gaussian where the variance of \(X\) and \(Y\) is one and the correlation coefficient is \(\rho\), then \(N(X, Y) = \sqrt{1 - \rho^2}\), thus the upper and the lower bound in Theorem 2 meet with equality, thus we recover the result in [5, Theorem 1] and [11, Theorem 1].

**Corollary 3 (Theorem 1 in [5]).** Let \((X, Y)\) be jointly Gaussian with correlation coefficient \(\rho\) and unit variance. Let the distortion \(d_x(.)\) and \(d_y(.)\) be mean-squared error measure then,

\[
R_c(R_p) = \frac{1}{2} \log^+ \frac{1 - \rho^2}{(1 - \rho)(2\Delta e^{R_p} + \rho - 1)}
\]

for \(1 - \rho \leq \Delta e^{R_p} \leq 1\) and

\[
R_c(R_p) = \frac{1}{2} \log^+ \frac{1 - \rho^2}{\Delta^2 e^{2R_p}}
\]

for \(\Delta e^{R_p} \leq 1 - \rho\).

### VI. Additive Gaussian “Channel” Source

Let us consider the lossy Gray-Wyner network where the source is modeled as follows

\[
X = \theta + Z_x, \\
Y = \theta + Z_y,
\]

where \(X\) and \(Y\) have variance one and correlation coefficient \(\rho\) that is mean zero and variance \(\sigma^2\leq 1\), is independent of \((Z_x, Z_y) \sim \mathcal{N}(0, K_{z_x, z_y})\) and

\[
K_{z_x, z_y} = \begin{pmatrix} 1 - \sigma^2 & \rho - \sigma^2 \\ \rho - \sigma^2 & 1 - \sigma^2 \end{pmatrix}.
\]

Refer to Remark 1 for sources \(X\) and \(Y\) with variance different than one.

**Theorem 4.** For the additive Gaussian source \((X, Y)\) described in (14), we compute the exact trade-offs between the private sum-rate and the common rate

\[
R_c(R_p) = \frac{1}{2} \log^+ \frac{N^2(X, Y)}{(1 - \rho)(2\Delta e^{R_p} + \rho - 1)},
\]

for \(1 - \rho \leq \Delta e^{R_p} \leq 1 - \sigma^2\) and

\[
R_c(R_p) = \frac{1}{2} \log^+ \frac{N^2(X, Y)}{\Delta^2 e^{2R_p}},
\]

for \(\Delta e^{R_p} \leq 1 - \rho\).

Proof is given in Appendix D. In Figure 2, we plot schematically the sum of private rates \(R_p\) versus the common rate \(R_c\).
In [12], for the model in (14), they computed Wyner’s common information
\[ C(X; Y) = \log \frac{N(X, Y)}{1 - \rho}, \tag{18} \]
where Wyner’s common information is defined as \( C(X; Y) := \inf_{W: X \rightarrow W \rightarrow Y} I(X; Y; W) \). The computation of Wyner’s common information corresponds to the rate pair
\[ (R_c, R_p) = \left( \log \frac{N(X, Y)}{1 - \rho}, \log \frac{1 - \rho}{\Delta} \right), \tag{19} \]
that is shown in Figure 2.
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**Fig. 2.** Private sum-rate versus common rate for lossy Gray-Wyner network when source \((X, Y)\) is modeled in (14) as additive Gaussian “channels”.

**APPENDIX A**

**PROOF OF LEMMA 1**

The lower bound is derived below
\[ R_{X|W}(\Delta) \geq R_{X}(\Delta) - I(X; W) \tag{20} \]
\[ \geq \frac{1}{2} \log \frac{N(X)}{\Delta} - I(X; W) \tag{21} \]
\[ = \frac{1}{2} \log \frac{N(X|W)}{\Delta} \tag{22} \]
where (20) is a consequence of [13, Theorem 3.1], (21) follows from the Shannon’s lower bound on rate-distortion and (22) follows from the definition of the entropy power and conditional entropy power.

To derive the upper bound, we start by constructing \( \hat{X} \) and we firstly will show that
\[ R_{X|W}(\Delta) \leq \frac{1}{2} \log \frac{\text{Var}(X|W)}{\Delta}, \tag{23} \]
where \( \Delta = \mathbb{E}[\Delta_{w}] \). For simplicity, we consider \( W \) to be discrete. Let \( Z \) be independent of \( X \) and \( X \) be independent of \( Z \); (34) follows from the property \( h(\alpha X) = \log |\alpha| + h(X); \) (35) follows from \( h(X + Z) \leq \frac{1}{2} \log (2\pi e \text{Var}(X + Z)); \) (36) follows from independence of \( X \) and \( Z \); (37) follows from (24). To finalize the proof we need to solve the distortion allocation problem in (23).

Let us assume \( W \) has an alphabet size \(|W| = n\). Without loss of optimality we can assume \( Z \) to be zero mean and let us construct \( \hat{X} \) and the optimal solution is \( \Delta_{w} = \gamma \) for \( i = 1, \ldots, n \). If condition is met, we stop and the optimal solution is \( \Delta_{w} = \gamma \) for \( i = 1, \ldots, n \). If condition is not met, we compute
\[ \gamma = \frac{\Delta - p(w_{i}) \text{Var}(X|W = w_{i})}{1 - p(w_{i})}, \tag{38} \]
and check if \( \gamma \leq \text{Var}(X|W = w_i) \) for \( i = 2, \ldots, n \).

If condition is met, we stop and the optimal solution is \( \Delta_{w_i} = \text{Var}(X|W = w_i) \) and \( \Delta_{w_i} = \gamma \) for \( i = 2, \ldots, n \).

If condition is not met, we compute

\[
\gamma = \frac{\Delta - \sum_{i=1}^{k+1} p(w_i) \text{Var}(X|W = w_i)}{1 - \sum_{i=1}^{k+1} p(w_i)},
\]

We repeat this procedure until it stops. Let us assume that the procedure stops for

\[
\gamma = \frac{\Delta - \sum_{i=1}^{k} p(w_i) \text{Var}(X|W = w_i)}{1 - \sum_{i=1}^{k} p(w_i)},
\]

which means that \( \gamma \leq \text{Var}(X|W = w_i) \) for \( i = k + 1, \ldots, n \).

Thus the optimal solution is

\[
\Delta_{w_i} = \text{Var}(X|W = w_i) \quad \text{for} \quad i = 1, \ldots, k \quad \text{and} \quad \Delta_{w_i} = \gamma \quad \text{for} \quad i = k + 1, \ldots, n.
\]

Let us denote with

\[
x := \sum_{i=1}^{k} p(w_i) \text{Var}(X|W = w_i),
\]

\[
y := \sum_{i=k+1}^{n} p(w_i) \text{Var}(X|W = w_i).
\]

Thus, \( x = \sum_{i=1}^{k} p(w_i) \) and \( y \geq \sum_{i=k+1}^{n} p(w_i) \) which follows from the optimal solution \( \text{Var}(X|W = w_i) \leq \cdots \leq \text{Var}(X|W = w_k) \leq \gamma \leq \text{Var}(X|W = w_{k+1}) \leq \cdots \leq \text{Var}(X|W = w_n) \). For simplicity let us denote with \( \alpha_x := \sum_{i=1}^{k} p(w_i) \) and \( \alpha_y := \sum_{i=k+1}^{n} p(w_i) \). Note that \( \alpha_x + \alpha_y = 1 \). We further upper bound (23) as follows

\[
\mathbb{E} \left[ \frac{1}{2} \log^+ \frac{\text{Var}(X|W)}{\Delta W} \right] = \sum_{i=k+1}^{n} \frac{p(w_i)}{2} \log \frac{\text{Var}(X|W = w_i)}{\gamma} (43)
\]

\[
\leq \frac{1}{2} \log \left( \sum_{i=1}^{k} p(w_i) + \sum_{i=k+1}^{n} p(w_i) \frac{\text{Var}(X|W = w_i)}{\gamma} \right) (45)
\]

\[
= \frac{1}{2} \log \left( \frac{x + y}{x + \alpha_y} \right) (46)
\]

\[
= \frac{1}{2} \log \left[ \frac{1}{2} \right] \frac{\gamma}{\Delta W} \right], (48)
\]

where (44) follows from the optimal solution \( \Delta_{w_i} = \text{Var}(X|W = w_i) \) for \( i = 1, \ldots, k \) and \( \Delta_{w_i} = \gamma \) for \( i = k + 1, \ldots, n \) as explained above; (45) follows from Jensen’s inequality; (46) follows from definition of \( x \) and \( y \) in (41) and (42); (47) follows by rearranging \( \alpha_x + y \leq \frac{x + \alpha_y}{x + \alpha_y} \) into \( (x - \alpha_x)y \leq 0 \) which holds for \( x \leq \alpha_x \) and \( y \geq \alpha_y \) and (48) follows from plugging back \( x \) and \( y \). The argument extends for \( W \) is a continuous random variable.

**APPENDIX B**

**Proof of Theorem 2 Lower Bound**

Let us start from \( R_c(R_p) \) that we defined in (7),

\[
R_c(R_p) = \inf_{W : R_{X|W}(\Delta) + R_{Y|W}(\Delta) \leq R_p} I(X, Y; W) (49)
\]

\[
\geq \inf_{W : \frac{1}{N} \log \frac{N(X|W)}{\Delta} + \frac{1}{N} \log \frac{N(Y|W)}{\Delta} \leq R_p} I(X, Y; W) (50)
\]

\[
\geq \inf_{W} I(X, Y; W) + \frac{\nu}{2} \log \frac{N(X|W)}{\Delta} + \nu \left( \log \frac{N(Y|W)}{\Delta} - R_p \right) (51)
\]

\[
= h(X, Y) - \nu R_p - \nu \log (2\pi e \Delta) (52)
\]

\[
\geq h(X, Y) - \nu R_p - \nu \log (2\pi e \Delta) + \nu \min_{0 \leq \nu \leq 1} \left\{ \frac{1}{\nu} \right\} (53)
\]

\[
= \frac{1}{2} \log (2\pi e)^2 N^2(X, Y) - \nu R_p - \nu \log (2\pi e \Delta) + \nu \log (2\pi e)^2 - \frac{1}{2} \log (2\pi e)^2 \frac{(1 - \rho)^2}{2\nu - 1} (54)
\]

\[
\geq \frac{1}{2} \log (2\pi e)^2 N^2(X, Y) - \nu R_p - \nu \log (2\pi e \Delta) + \nu \log (2\pi e)^2 - \frac{1}{2} \log (2\pi e)^2 \frac{(1 - \rho)^2}{2\nu - 1} (55)
\]

where (50) follows from relaxing the constraint by Lemma 1; (51) follows from weak duality for \( \nu \geq 0 \); (52) follows from the definition of conditional entropy power; (53) follows from [5, Theorem 8] where \( \frac{1}{\nu} < \nu \leq 1 \); (54) follows from [5, Lemma 13] for \( \nu \geq \frac{1}{1 + \rho} \); and (55) follows from maximizing

\[
\ell(\nu) := \frac{1}{2} \log (2\pi e)^2 N^2(X, Y) - \nu R_p - \nu \log (2\pi e \Delta) + \nu \log (2\pi e)^2 - \frac{1}{2} \log (2\pi e)^2 \frac{(1 - \rho)^2}{2\nu - 1}, (56)
\]

for \( 1 \geq \nu \geq \frac{1}{1 + \rho} \), or in other words we need to solve

\[
\max_{1 \geq \nu \geq \frac{1}{1 + \rho}} \ell(\nu). \quad \text{Note that the function } \ell \text{ is concave since}
\]

\[
\frac{\partial^2 \ell}{\partial \nu^2} = -\frac{1}{\nu(2\nu - 1)} < 0, (57)
\]

and by studying the monotonicity

\[
\frac{\partial \ell}{\partial \nu} = \log (2\pi e)^2 \frac{(1 - \rho)^2}{2\nu - 1} (58)
\]

its maximal value occurs when the derivative vanishes, that is, when \( \nu_* = \frac{\Delta R_p}{2\Delta e^{2R_p - 1 + \rho}} \). Substituting for the optimal \( \nu_* \) we get

\[
R_c(R_p) \geq \ell \left( \frac{\Delta R_p}{2\Delta e^{2R_p - 1 + \rho}} \right) (59)
\]

\[
= \frac{1}{2} \log^+ \frac{N^2(X, Y)}{(1 - \rho)(2\Delta e^{2R_p - 1 + \rho})}, (60)
\]
for $1 \geq \nu_* \geq \frac{1}{1+\rho}$, which means the expression is valid for $1 - \rho \leq \Delta e^{R_p} \leq 1$. The other case is $\Delta e^{R_p} \leq 1 - \rho$. In this case note that $\nu(1-\rho) \geq \nu \Delta e^{R_p} \geq (2\nu-1)\Delta e^{R_p}$ for $\nu \leq 1$. This implies $\frac{(1-\rho)}{(2\nu-1)\Delta e^{R_p}} \geq 1$, thus we have $\frac{\partial R}{\partial \nu} \geq 0$. Since the function is concave and increasing the maximum is attained at $\nu_* = 1$, thus

$$R_c(R_p) \geq \ell(1) = \frac{1}{2} \log \left( \frac{N^2(X, Y)}{\Delta^2 e^{2R_p}} \right), \quad (61)$$

where the expression is valid for $\Delta e^{R_p} \leq 1 - \rho$. The exact formula is derived assuming unit-variance sources.

**APPENDIX C**

**PROOF OF THEOREM 2** UPPER BOUND

**A. W is a random vector of size one**

We managed to show in Lemma 1 that $R_{X|W}(\Delta) \leq \frac{1}{2} \log \frac{\mathbb{E}[\text{Var}(X|W)]}{\Delta}$ and in order to satisfy the constraint in (7) we need to finally show that $\mathbb{E}[\text{Var}(X|W)] \leq \Delta e^{R_p}$. We construct $W$ as

$$W = \alpha(X + Y) + N, \quad (62)$$

where $N$ is independent of $(X, Y)$ and $N \sim \mathcal{N}(0, \frac{2\Delta e^{R_p} + \rho - 1}{1+\rho})$ and we choose $\alpha = \sqrt{1 - \Delta e^{R_p}}$, thus

$$\mathbb{E}[\text{Var}(X|W)] = \text{Var}(X) - \mathbb{E}[\text{Var}(X|W)] = \mathbb{E}[X^2] - \mathbb{E}^2[\mathbb{E}[X|W]], \quad (63)$$

$$\leq \mathbb{E}[X^2] - \mathbb{E}[W] \mathbb{E}[W] = \mathbb{E}[X^2] - \mathbb{E}[W^2] = \mathbb{E}[W^2] \mathbb{E}[W^2] \quad (64)$$

where (65) follows from Cauchy–Schwarz inequality and (67) follows from $\mathbb{E}[XW] = \sqrt{1 - \Delta e^{R_p}}$. Thus,

$$R_c(R_p) \leq I(X, Y; W) = h(W) - h(N) \leq \frac{1}{2} \log \frac{\text{Var}(W)}{\text{Var}(N)} = \frac{1}{2} \log \frac{1 + \rho}{2\Delta e^{R_p} + \rho - 1}, \quad (70)$$

where, (69) follows from $h(W) \leq \frac{1}{2} \log (2\pi e \text{Var}(W))$ and (70) follows from $\text{Var}(W) = 1$ and $\text{Var}(N) = \frac{2\Delta e^{R_p} + \rho - 1}{1+\rho}$. Note that (70) corresponds to the upper bound in (10). A similar argument is used for the upper bound in (11) where $W$ is a random vector of size two and we will skip the proof due to lack of space.

**APPENDIX D**

**PROOF OF THEOREM 4**

We compute $R_c(R_p)$ defined in (7), by improving the upper bounds in Theorem 2. The lower bounds are the same as (11) with the same validity region and (10) that is valid for $1 - \rho \leq \Delta e^{R_p} \leq 1 - \sigma^2$. The upper bound of (16) is derived below.

**A. Upper bound of (16) - $W$ is random vector of size one**

The pair $(Z_x, Z_y)$ is jointly Gaussian that can be written as

$$Z_X = \sqrt{\alpha} V + N_X, \quad (71)$$

$$Z_Y = \sqrt{\alpha} V + N_Y, \quad (72)$$

where $V \sim \mathcal{N}(0, 1)$ is independent of the pair $(N_X, N_y)$,

$$0 \leq \alpha \leq \rho - \sigma^2, \quad (73)$$

and

$$K_{(N_X, N_y)} = \begin{pmatrix} 1 - \sigma^2 & -\alpha \\ -\alpha & \rho - \sigma^2 \end{pmatrix}. \quad (74)$$

Let $W = \theta + \sqrt{\alpha} V$, thus

$$X = W + N_X, \quad (75)$$

$$Y = W + N_Y, \quad (76)$$

where $W$ is independent of the pair $(N_X, N_y)$. Then we find that

$$R_{X|W}(\Delta) + R_{Y|W}(\Delta) = \frac{1}{2} \log \frac{\mathbb{E}[\text{Var}(X|W)\mathbb{E}[\text{Var}(Y|W)]}{\Delta^2} \quad (77)$$

$$= \frac{1}{2} \log \frac{(\mathbb{E}[\text{Var}(X) - \mathbb{E}[\text{Var}(X|W)])(\mathbb{E}[\text{Var}(Y) - \mathbb{E}[\text{Var}(Y|W)])}{\Delta^2} \quad (78)$$

$$= \log \frac{1 - \sigma^2 - \alpha}{\Delta} = R_p, \quad (79)$$

where (77) follows because $X|W = w$ and $Y|W = w$ are Gaussian with same variance for any instance $w$, (78) follows from the law of total variance and (79) follows from $\mathbb{E}[X|W] = W$ and $\text{Var}(W) = \sigma^2 + \alpha$. Thus by using (79) in (73), the validity region is $1 - \sigma^2 \geq \Delta e^{R_p} \geq 1 - \rho$. Let us now compute the upper bound, that is

$$R_c(R_p) \leq I(X, Y; W) = h(X, Y) - h(N_X, N_y) \quad (80)$$

$$= \frac{1}{2} \log \frac{N^2(X, Y)}{(1-\rho)(2\Delta e^{R_p} + \rho - 1)}, \quad (81)$$

that corresponds to Equation (16). A similar argument is used for Equation (17) where $W$ is a random vector of size two and we will skip the proof due to lack of space.
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