Abstract—In recent years, machine-learning (ML) research methods have received increasing attention in the tokamak community. The conventional database (i.e., MDSplus for tokamak) of experimental data has been designed for small group consumption and is mainly aimed at simultaneous visualization of a small amount of data. The ML data access patterns fundamentally differ from traditional data access patterns. The typical MDSplus database is increasingly showing its limitations. We developed a new data management system suitable for tokamak ML research based on experimental advanced superconducting tokamak (EAST) data. The data management system is based on MongoDB and hierarchical data format version 5 (HDF5). Currently, the entire data management has more than 3000 channels of data. The system can provide highly reliable concurrent access. The system includes error correction, MDSplus original data conversion, and high-performance sequence data output. Furthermore, some valuable functions are implemented to accelerate ML model training of fusion, such as a bucketing generator, the concatenating buffer, and distributed sequence generation. This data management system is more suitable for fusion ML model research and development than MDSplus, but it cannot replace the MDSplus database. The MDSplus database is still the backend for EAST tokamak data acquisition and storage.
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I. INTRODUCTION

Experimental data-driven machine-learning (ML) approaches have been successfully applied to solve various problems in the tokamak community. These problems include data-driven physical models [1], [2], [3], [4], [5], disruption prediction [6], [7], [8], [9], magnetic field control [10], surrogate model [11], [12], [13], [14], [15], [16], experimental data analysis [17], [18], [19], [20], discharge modeling [21], [22], experimental workflow optimization [22], [23], [24], [25], and magnetic field reconstruction [26]. Generally, the data access mode for ML workflows fundamentally differs from the conventional access mode for magnetic fusion experiments or simulation studies. The conventional database (i.e., MDSplus) of Magnetic Confinement Fusion (MCF) has been designed for a small group in the control room, and its primary purpose is to visualize small amounts of data simultaneously [28]. In significant contrast, ML data access modes are driven by algorithms that read and use large amounts of data. Furthermore, data cleaning, normalization, and generation are critical components of successful fusion ML research. These fusion ML research key problems are outlined in the report of the workshop on advancing fusion with machine learning [29]. In particular, the report supports a new fusion data platform intended for ML research. The platform development includes a more suitable data management system design for fusion ML research and development.

The current common tokamak database, MDSplus, does not meet the needs of the tokamak community for ML research. The data-driven ML approaches require large amounts of data and have to process long sequences with different lengths of inputs, whereas typical simulation approaches [30], [31] do not require such sizable experimental data inputs. Specifically, in the fusion recurrent neural network (FRNN) [6], one of the most famous disruption prediction works, 8959 shots were used, which would be unimaginable in the typical simulation code development. Except for the requirements of large amounts of data, fusion ML research requires high input–output (I/O) data read/write, MapReduce [32] meta-data calculation, data alignment, data conversion, sequence partitioning, error correction, sequence concatenating, and distributed operation support. MapReduce is a programming model and an associated implementation for processing big datasets with a parallel, distributed algorithm on a cluster. These operations are not supported by the existing MDSplus database of tokamak [33].

To meet the new requirements of the experimental data-driven fusion ML research, we propose a new data management system that combines MongoDB and HDF5 [34] files and develops some backend engines more suitable for tokamak fusion ML research. MDSplus is suitable for data retrieval and preprocessing, while the entry of MongoDB is limited to 64 MB. The hierarchical data format version 5

1MDSplus is a set of software tools for data acquisition and storage and a methodology for management of complex scientific data [27].
Fig. 1. Data management system architecture. The architecture is divided into three parts: the HDF5 format low-level original data (blue boxes), the metadata managed using MongoDB (yellow box), and the high-level data operation engines (light green boxes).

(HDF5) is designed to store and organize large amounts of data, and it is also suitable for high I/O data access since HDF5 files are file-level data management. The file-level data management features also cause HDF5 files are hard to retrieve and preprocess. We design a hybrid database that combines the advantages of MongoDB and HDF5.

The rest of this article consists of four parts. Section II details the data management system design, including low-level data organization and high-level operation engines. Section III shows the performance comparison between the conventional MDSplus database and this work. Finally, a brief discussion and conclusion are given in Section IV.

II. SYSTEM DESIGN

A. Architecture

The system is designed based on a combination of MongoDB and HDF5. The data management system is divided into three parts: the low-level original data management, the metadata management, and the operational engines. Fig. 1 shows our data management system workflow. The yellow box is metadata management, the blue boxes are low-level original data, and the light green boxes are data operational engines. The main operations are listed as follows.

1) The MDSplus tree data is converted shot-by-shot to HDF5 files.
2) Correct the original HDF5 files with the error correction engine.
3) MongoDB contains metadata about the HDF5 files, such as their location, node statistical properties, and so on.
4) The single process is used to read an HDF5 file.
5) Parallel processing is called by bucketing generator, concatenating buffer, and calculating the global metadata.
6) Set bucketing generator (explained further in Section II-C) boundaries.
7) Get aligned sequences from the bucketing generator.
8) Set concatenating buffer time step δ.
9) Get concatenated sequences from the buffer.

B. Database Design

The MDSplus database is designed as a tree structure to store the complex tokamak experimental data. The MDSplus database is unsuitable for fusion ML data accessing and processing. However, recently, experimental data-driven ML research in tokamaks is becoming increasingly popular, and these methods need high robustness, parallelism, and high I/O support of the database or the data management system and also require the database to have the ability to compute global metadata in the distributed MapReduce way.

Our architecture is designed based on MongoDB and HDF5 to meet the new requirements of fusion ML research on tokamaks. MongoDB is a source-available cross-platform document-oriented database program. Classified as a NoSQL database\(^2\) program, MongoDB uses JSON-like\(^3\) documents with optional schemas and supports high I/O. MongoDB also with the ability for high-performance data accessing. Although MongoDB has lots of advantages, on the one hand, even with the latest MongoDB, the maximum entry size is only 64 MB. One tokamak experiment usually produces over 1 GB of data. On the other hand, if each entry had a considerable size, the retrieval performance and robustness would be bad. We use HDF5 files saved as low-level source data storage to solve this problem. The HDF5 is an open-source file format that supports large, complex, heterogeneous data. HDF5 uses a “file directory” structure that allows users to organize data within the file in many different structured ways, as you might do with files on your computer. The HDF5 format also allows for metadata embedding, making it self-describing. The HDF5 is robust and supports high I/O since it is only a file stored on disk, not a server layer required. Our approach is a hybrid architecture of MongoDB and HDF5. The approach uses MongoDB as the data indexing layer and stores metadata in the MongoDB database. As shown in Table I, the metadata includes the discharge duration time, every signal mean, variance, existence flag, correction flag, and so on. The statistical summary is used for data filtering, and the correction flag is used to mark whether the corresponding HDF5 node is corrected. The original MDSplus data is converted and saved on original HDF5 files on the cluster disk.

\(^2\)The NoSQL (aka “not only structured query language”) database is a nontabular database and stores data differently than relational tables.

\(^3\)JSON is an open standard file format that uses readable text to store data objects consisting of attribute-value pairs and arrays.

C. Engine Design

We have developed some operation engines for this data management operation because this hybrid data management system is not easy to operate directly. The engines have six main components: Single data-obtaining process, parallel data processing, bucketing generator, concatenating buffer, error correction, and data conversion. The single data-obtaining process is used to read a shot of data from the hybrid data management system, and the different signals data will be aligned with an identical time axis. Users define the time axis start and end, and the default value “start” is equal to zero, and “end” is equal to the discharge end time. The parallel data-obtaining process calls the single data-obtaining process to get multiple shots of data. The bucketing generator sets some parameters that fit the entire discharge research sequence generation of fusion ML research and caches some data in memory to solve the different speeds from data generation and ML model training. Concatenating buffer concatenates sequences from different shots to generate the aligned subsequences. The error correction is used to check for the invalid value (NaN) and infinity value (Inf) read from the original data. In this step, if the input data has NaN or Inf will be replaced by a linear interpolation value and 3\(\times\)10\(^{32}\) (it is not the maximum value of the float 32 type, but it is large enough; and, it can still be calculated without overflowing), respectively. If the node is corrected, the corrected flag will be set as true. The data conversion is used to convert the raw MDSplus data to HDF5 files.

The mini-batching gradient descent [35], [36] is a general technique that helps enhance graphics processing unit (GPU) performance [37] and accelerates the training convergence of ML models. The loss gradients are computed for several examples in parallel and then averaged. The ML model training of the tokamak’s experimental data is difficult to use the mini-batching since the tokamak experiment is all time sequences and has different sequence lengths because of the different duration of each tokamak experiment. For the ML approach to work efficiently, the ML model training for forward and backward passes of each gradient computation must be equal for all the examples computed in parallel. This is not possible if different training examples have different lengths. Therefore, there are three options for ML model training of experimental data of tokamaks: 1) using time-slicing techniques, ML models input time slices instead of sequences; 2) time sequence
padding techniques, padding sequences with specific values to the same length; and 3) time sequence concatenating. Option 1 is straightforward to implement, so the present work does not give the corresponding interface. A method called “bucket generator” was developed in the engine to satisfy the requirements of Option 2. For Option 3, we developed an approach based on a sequence concatenating buffer to meet this requirement.

D. Bucketing Generator Design

Tokamak experiment durations vary from experiment to experiment and generate sequences of different lengths. A mini-batch must train on data of the same length, and the short sequences are padded. Therefore, if the sequences are shuffled, a mini-batch could have wildly different maximum and minimum sequence lengths and be action on a lot of padded data. This increases training time and memory usage.

Bucketing is a partitioning algorithm that is used to speed up the training time of a long sequence dataset. We assume there is a set of sequence \( S = \{s_1, s_2, \ldots, s_n\} \) is our train set. \( l_i = |s_i| \) is the length of sequence \( s_i \). And we use a mini-batch approach to train an ML model for that train set. Each GPU processes a mini-batch sequence in a synchronized parallel manner, so a mini-batch \( I_{\text{batch}} = \{s_1, s_2, \ldots, s_k\} \) cost time is proportional to \( O(\max_{i\in1,\ldots,k} l_i) \). Therefore, the processing time of the entire train set is expressed as

\[
T(S) = O\left(\frac{n}{k} \times \max_{i\in1,\ldots,k} l_i\right).
\]

If the sequences of the train set were shuffled randomly before mini-batch generation, mini-batch’s minimum and maximum sequence lengths would be very different. As a result, the GPU would do useless work for processing the meaningless padding tails of shorter sequences. Additionally, the long sequences with a bit bigger batch size would reach the GPU memory capacity limit. Specifically, using the same mini-batch size for long-sequences input as for short sequences input takes up more GPU memory than expected. We develop a customized bucketing generator backend to optimize the batch training to overcome this flaw and reduce training time.

The entire sequence dataset is partitioned into \( B \) buckets by the lengths, where each bucket contains data with a similar sequence length. Let \( S_i = \{s_{j_1}, s_{j_2}, \ldots, s_{j_k}\} \). For every bucket, we perform the mini-batch training with different batch sizes. The processing time of the whole set is expressed as

\[
T(S) = \sum_{i=1}^{B} O(T(S_i)).
\]

The sequences within every bucket are shuffled randomly. And then, the sequences are generated batch sequences batch by batch. To train batchwise with a batch size \( M \), we need \( M \) independent shot discharge sequences of the same bucket to feed to the GPU. Zeros pad the different length discharge sequences to the same length. We do this by using \( M \) processes to read sequence data in parallel. The \( M \) sequences are fed to a buffer first to solve the problem of GPU and central processing unit (CPU) speed mismatch since data from HDF5 files are read through a CPU.

E. Concatenating Buffer Design

Another way to handle variable-length time sequence data is concatenating, which is also supported by our data management system engine. Fig. 2 shows the concatenating buffer design. In Fig. 2, a concatenating buffer to output \( M \) equal length sequences to feed to the ML model. The sequences come from different shots. First, we need to set a time step \( \delta \) before using the concatenating buffer. \( \delta \) is the minimum time-dependent length. For example, the time-dependent length in disruption research is always set to \( \sim 0.1 \) s [6]. In the buffer, shot sequences are cut into multiples of \( \delta \) chunks at the beginning. Whenever a shot finishes processing (e.g., the blue shot in Fig. 2), a new shot (red) is loaded. The chunks that are successive in the shot must also be successively generated mini-batches such that the ML model’s internal state can be passed correctly. In the concatenating buffer, shot data is not read all at once but is read asynchronously by calling the data reading engine. In practice, there is a data maintenance process that ensures that there is always enough data in the buffer. The concatenating buffer can be regarded as a window that moves through the discharge sequence group. The buffer allows the training of shots of different lengths in batches.

The concatenating buffer data input and the bucketing generator data input are suitable for different ML model training. For example, suppose the entire tokamak discharge modeling is the target of ML research [22]. In that case, the bucketing method is a good choice. A concatenating buffer is a general option if the ML model is to study local time dependencies (like disruption prediction). On the other hand, if the ML model does not require time-dependent, then the easily slicing approach is more common.

F. Data Conversion and Error Correction

The dataset is selected from the experimental advanced superconducting tokamak (EAST) tokamak MDSplus database original data. Since the MDSplus database cannot support high I/O data accessing, we developed a data conversion engine...
TABLE II
COMPARISON OF OUR HYBRID DATA MANAGEMENT AND MDSplus

| Function                    | MDSplus | Our hybrid data management system |
|-----------------------------|---------|-----------------------------------|
| Demonstrative reading time  | ~4289 s | ~167 s                           |
| Bucketing support           | False   | True                              |
| Concatenating support       | False   | True                              |
| High I/O concurrency        | False   | True                              |
| ML Algorithm Support        | Normal  | Good                              |
| Visualization support       | True    | False                             |
| Number of plug-ins          | Many    | None                              |
| Diagnostic raw data interface| True    | False                             |

(see Fig. 1) to convert MDSplus original data to HDF5 files shot-by-shot directly, and one shot is one HDF5 file. And then, we use the error correction engine to correct the original HDF5 files to get corrected HDF5 files. The high-level engine operates corrected HDF5 files by default (changeable), but we also provide application programming interfaces (APIs) to support custom data error correction or to set it to not correct.

III. PERFORMANCE ANALYSIS

In this section, we compare in detail the performance of our system with the convention database in tokamaks. We compare the bucketing with conventional shuffling and do not compare the concatenating buffer. The concatenating buffer is a solution-suit tool for specific machine learning model training and does not have a counterpart in the conventional fusion database.

A. Comparing Hybrid Data Management and MDSplus

Highly concurrent data accessing directly through the server in EAST’s real MDSplus database are difficult to achieve. With so many people working on the EAST’s MDSplus database, we cannot perform high-risk operations on it. So, we built a simple MDSplus database for data reading efficiency comparison. The demonstrative database contains 100 signal data from the EAST original shot in the range #74000–76000. We compared the time to read 100 signal data in the shot range #74000–76000 from MDSplus and our data management system. The simple MDSplus and our system were deployed in the same cluster to minimize interference from different environments. Although our model has high concurrency support, we used four processes in both systems for data reading in this test since the MDSplus does not have high concurrency. This means that the data access to our system is faster than reported. The results are contained in Table II. We also listed some common function comparisons in ML, simulation, and experimental research in Table II.

Table II shows that our model has an advantage in ML-related operational support. MDSplus, on the other hand, has the advantage of supporting mainly traditional simulation studies, and it can be directly interfaced with fusion diagnostic systems, which is something our system cannot do at the moment. Our data management is good for fusion ML research but cannot substitute the MDSplus database.

B. Bucketing Performance

We tested the ML model’s training time in 300 shots sampled from the EAST 2020-2020 campaigns. Fig. 3 compares the bucketing approach and the entire dataset shuffling approach. In this example, we trained a simple single-layer long short-term memory (LSTM) neural network with the same learning rate, optimizer, weights initializer, bias initializer, loss function, and so on. The input parameters come from the experiment data-driven discharge modeling [22], and the output parameter is stored energy $W_{mhd}$. The bucketing is more efficient than conventional random shuffling in the ML model training. The blue line of Fig. 3 is random shuffling and this approach converges more slowly than the bucketing. We provide a bucketing backend engine that is able to speed up the training of the ML model.

IV. DISCUSSION AND CONCLUSION

As the fusion community is increasing interest in data-driven ML research, the traditional MDSplus database is increasingly showing its limitations in ML research. To fully harness the transformative potential that ML might provide in many fusion energy-related fields, these flaws must be remedied. The idea of fused data platforms (FDP) [29] for ML research is gaining more and more attention. In the present work, a new data management system suitable for fusion ML model research and development of EAST tokamak has been designed and developed to primarily achieve the idea. The system not only accommodates algorithm-driven, high I/O tokamak data access, but also provides a series of advanced interfaces for more efficient ML data generation. The system has the following main functions: data conversion from MDSplus original data, error correction, concatenating buffer sequence generation, bucketing sequence generation, and data statistics. All functions have been developed and have been tested on real fusion ML work about the last closed magnetic surface reconstruction [26].

In future work, the error correction engine will be upgraded by analyzing each tokamak diagnosis and will process the
values exceeding the corresponding diagnostic limitation. An automatic data cleaning will be developed to automatically filter out outlier experiments and error experiments. Furthermore, we intend to focus on building a platform to provide an integrated environment for ML and data exploration studies supported by a common interface. Finally, we will test our system on several tokamak databases and develop compatible visualization tools to accelerate data-driven ML research in the fusion community.
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