Analytical and numerical modeling of the process for cluster emergence of objects in a random environment
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Abstract. The task solution for probing a certain area by a swarm of objects randomly distributed is considered. This requires studying of statistical features for clusters emergence from swarm objects uniformly distributed in order to find such a concentration of the objects in the sensing area in which the number of random clusters will be maximal. Corresponding analytical dependencies have been obtained.

1. Introduction

One of the most rapidly developing areas of robotics today is the group robotics of mobile objects (or swarm robotics) \cite{1, 2, 3, 4, 5, 6}. The swarm robotics is a system of interconnected robots – in comparison with a conventional single robot having a number of advantages, the most significant of which are:

- high speed and range of such a system due to distribution of the swarm throughout the service area;
- high probability for accomplishing the assigned task due to possibility for redistribution of targets and replacement of the failed robot with another from the swarm;
- variety of options for achieving the system objectives by redistributing roles between the swarm objects;
- simplicity of the tasks solved by each robot while interacting with a lot of the same swarm objects allows solving rather complicated computational tasks.

Many tasks of robotics for mobile objects come to the percolation theory tasks in particular to the search for optimal concentration of objects to realize two-phase operations \cite{7, 8, 9, 10}.

The classical percolation theory considers a matrix with random filling as a model of a random operating environment in a direct geometric interpretation \cite{11, 12, 13, 14, 15, 16}. In this square matrix with the number of lines, the \( L \) random cell part is "black" conducting the liquid or gas flow, transport or information flow, and the remaining cells are "white" not conducting the flow. While increasing the concentration (probability of appearance) of black cells, some of them randomly begin to touch one another with edges, which may be interpreted as formation of close interaction, and merge. The "black" cells touching the edges form random conducting clusters that form and increase together with increase in concentration of "black" cells \cite{11, 17}.

In the classical percolation theory \cite{11, 15, 16, 17, 18}, concentration of "black" cells \( p_{\text{th}} \) is sought – the threshold of stochastic percolation, at which a through random route is formed on the "black" cells through the entire matrix in the intended direction – the stochastic percolation cluster. However, the stochastic percolation cluster has a loose structure, many "dead branches" and is clearly redundant for purposes of solving many practical tasks.

While implementing programmable percolation \cite{7, 8, 9, 10} in the first phase, a stochastic base is created from randomly distributed objects at values of their concentration much lower than the
threshold of stochastic percolation, and in the second phase, a percolation route is built by virtue of the introduction (installation) of additional objects at available intercluster intervals. In this case, concentration of the stochastic base is chosen in such a way that the total costs for a two-phase operation are minimal.

The specific dependence of the average number of clusters detected as a result of numerical statistical modeling on the concentration with the maximum value at the concentration in the area is0.25 physically explainable: With further increase in concentration, the clusters increase and begin to combine actively while their number decreases.

Since the concentration of the objects, at which the number of the clusters has a maximum, is important for the mentioned cost-effective two-phase operations in a number of applied tasks, analytical determination for exact value of this statistical phenomenon for cluster formation on matrices with random filling is needed.

2. Task statement
Swarm robotics is considered. Each robot can interact with a neighboring one in the process of solving some element of the global problem. The maximum number of clusters in the swarm of the objects allows them to be easily switched and combined to solve tasks jointly at the right place of the service area. This place can be assigned efficiently [7, 8, 9, 10, 19].

Let us consider the following task. At what concentration (probability for location of the object in the cell) of the objects on the percolation matrix with the number of cells will the number of the clusters be maximal? For the swarm its size $S = Np_{\text{max}}$, being $N$ the number of cells of percolation matrix ($N = l_1 l_2$), $p_{\text{max}}$ – the concentration at which the number of the clusters is maximal.

In order to answer this question, let us introduce a special function $M(p)$ that will consider the dependence of the average number of clusters on concentration $p$.

3. An analytical task solution for finding the maximum number of the swarm clusters
Let us consider a cluster consisting of one element. Such cluster can exist only if one percolation matrix cell appears black with probability, and the adjacent ones are white [11, 17] to ensure independence of the cluster and to keep it from merging during "planting" on the matrix (creating a stochastic base [7, 8, 9, 10, 11]). In other words, the similar cluster can be represented as follows: $p(1 - p)^4$. For a cluster of two cells, similar reasoning will "return" the following form: $p^2(1 - p)^6$. A cluster of three cells will have the form $p^3(1 - p)^7, or p^3(1 - p)^8$, because it can be either in the form of a "corner" (the number of empty neighbors is 7), or a "line" (the number of empty neighbors is 8). Continuing to increase the number of cells in the cluster, we inductively obtain that for a certain number of cells, the cluster form will be appeared as follows [11, 17]:

$$p^s(1 - p)^t$$

being $p$ – concentration, $s$ – number of the cells which the cluster consists of, $t$ – required number of empty (white) cells around the cluster.

Let us consider the possible structures, types and number of clusters that arise on the matrix with random filling. A cluster of two cells can be either a vertical "line" or a horizontal one. A cluster of three cells in the form of a "corner" on the matrix can be located in four positions, the case with the cluster of three cells in the form of a "line" is analogous to a cluster of two cells. In other words, the average number of the clusters of three cells is an expression of the form $4p^3(1 - p)^7 + 2p^3(1 - p)^8$[17]. Developing these arguments (presented in the work of Y.Y. Taraskevich [17]), we obtain a formula for the average number of clusters on the matrix of infinite size:

$$\sum_{t=t_{\text{min}}}^{t_{\text{max}}} g_{st} h^s(1 - p)^t$$

being $t_{\text{min}}$ – the minimum number of empty neighboring cells, $t_{\text{max}}$ – the maximum number of empty neighboring cells, $g_{st}$ – the number of different clusters that can be obtained from the cells and empty neighboring cells.
\[ t_{\text{min}} = \left\lceil 4\sqrt{s} \right\rceil \quad (3) \]

\[ t_{\text{max}} = 2s + 2 \quad (4) \]

As the number of cells increases, the geometric length and/or width of the cluster will approach the matrix length and/or width, respectively. Someday, a moment will come when one of these parameters coincides. Then the subsequent increase in the number of the clusters for the length and/or width will not be possible on the area matrix \((N = l_1 l_2)\), in other words, must be limited by parameter \(g_{st}\).

Then the average number of clusters from these elements on the matrix with the number of cells \(N\) will be:

\[ \sum_{t=t_{\text{min}}}^{t_{\text{max}}} g_{st} np^s (1-p)^t \quad (5) \]

Total number of clusters on the matrix with the number of cells \(N\):

\[ M(p) = \sum_{s=1}^{s=N} \sum_{t=t_{\text{min}}}^{t_{\text{max}}} g_{st} np^s (1-p)^t \quad (6) \]

being \(M(p)\) – required function of the average number of clusters.

Then concentration of the maximum number of clusters is the concentration at which the maximum value of the function appears \(M(p)\).

Let us assume the function \(M(p)\) in the following form:

\[ M(p) = \sum_{s=1}^{s=N} M_s(p) \quad (7) \]

In view of the large number of coefficients \(M_s(p)\) and absence of an analytic expression for the parameter \(g_{stN}\) (this parameter can only be determined by searching all possible clusters with fixed parameters \(s\) and \(t\), which is a complicated computational task), we try to approximate this function by another one, easier to study.

Also, because of the knowledge of the limited number of parameters, if \(g_{stN}\) is of interest to investigate the ratios of the coefficients \(M_s(p)\) relative to each other. To do this, let us fix any \(p\) from 0 to 1, for example \(p = p^*\), and look at the behavior of the sums \(M_s(p)\), namely: try to determine which\(s\) contributes the most to the resulting sum \(M(p)\).

The result is that \(M_{s=k}(p) > M_{s=k+1}(p)\) and in \(M(p)\), just the first few components make major contribution. The appearance of the components \(M_s(p)\) is shown in Figure 1.

It is also easy to determine that \(\int_0^1 M_{s=k}(p)dp > \int_0^1 M_{s=k+1}(p)dp\). For this, we calculate for each \(pM_{s=k}(p)\) and we \(M_{s=k+1}(p)\) sum them obtaining integrals of \(M_{s=k}(p)\) and \(M_{s=k+1}(p)\) integrals in the Lebesgue form [20, 21].

\[ \forall p \quad M_{s=k}(p) > M_{s=k+1}(p) \Rightarrow \sum_{i=p_{\text{min}}}^{p_{\text{max}}} M_{s=k}(p) > \sum_{i=p_{\text{min}}}^{p_{\text{max}}} M_{s=k+1}(p) \Rightarrow \int_0^1 M_{s=k}(p)dp \geq \int_0^1 M_{s=k+1}(p)dp \quad (8) \]

Having counted the first six integrals, we note that at \(s = 6\) \(\int_0^1 M_{s=6}(p)dp = o(p)\) i.e. is a small quantity and does not make a significant contribution to \(M(p)\).
Figure 1. Appearance of functions $M_s(p)$: schedule 1 – $M_{s=1}(p)$, schedule 2 – $M_{s=2}(p)$, schedule 3 – $M_{s=3}(p)$, schedule 4 – $M_{s=4}(p)$, schedule 5 – $M_{s=5}(p)$.

Then:

$$M(p) \approx \sum_{s=1}^{5} \sum_{t=t_{\text{min}}^{s}}^{t_{\text{max}}^{s}} g_{stN} p^s (1-p)^t$$

(9)

Such expression is well approximated by the modified function, the Rayleigh distribution density [22] (Figure 2).

Figure 2. Approximation of the function by the $M(p)$ modified Rayleigh distribution density function. Schedule 1 is the modified Rayleigh distribution density function, schedule 2 is the function $M(p)$, schedule 3 is the function $M(p)$ obtained in the course of the mathematical experiment.

Analyzing the schedules in Figure 2, we note that the maximum points on the schedules coincide, and the maxima are just at the concentration 0.26.

Schedule 1 on this figure is the Rayleigh distribution density function modified by introducing the parameter $C$ expressed as follows:

$$f(p, C, \sigma) = C \frac{p}{\sigma^2} e^{-\frac{p^2}{2\sigma^2}}$$

(10)

being $\sigma$ – Rayleigh function parameter, $p$ – concentration of the objects – probability for availability of the object in the cell, $C$ – normalization coefficient modifying the Rayleigh function and numerically equal to the definite integral of $M(p)$:
\[ C \approx \int_{0}^{1} M(p) \, dp \]  

(11)

being \( p \) – concentration, \( M(p) = \sum_{s=1}^{N} \sum_{t=t_{\text{min}}}^{t_{\text{max}}} g_{stN} p^s (1 - p)^t \).

Investigation of the functions \( f(p, C, \sigma) \) and \( M(p) \) has shown that the points of their maxima coincide and are equal \( p_{\text{max}} = 0.26 \). In other words, at this concentration, the maximum number of clusters on the percolation matrix is observed, which means that the number of local tasks solved by a swarm of size \( S = N p_{\text{max}} \), and hence also of robot clusters will also be maximal.

4. Statistical modeling for formation of clusters from swarm objects

An extensive mathematical experiment has been conducted to study formation of clusters from swarm objects with their uniform distribution ("planting") along the matrix. The experiment has been carried out as follows: The objects with different concentrations have been planted on many percolation matrices (Figure 3).

![Figure 3. Example of the planted percolation matrices of different concentrations (0.25; 0.4).](image)

Further, by the Hoshen-Kopelman algorithm [23, 24], the clusters, the number of which has been considered and normalized depending on the matrix size, have been distinguished (the experiment has been carried out for matrices of size \( 50 \times 50, 100 \times 100 \) and \( 200 \times 200 \)). The result, normalized for the matrix area, is shown in Figure 4 [7, 8, 9, 10, 19].

The result obtained has been approximated by the method of least squares with 200 points modified by the Rayleigh function \( f(p, C, \sigma) \) (Figure 2) with respect to the parameters \( C \) and \( \sigma \). The normal equations for the least squares method are as follows:

\[
\begin{align*}
C &= -\sum_{i=1}^{200} y_i \left( p_i \frac{p_i^2}{\sigma^2} \right) - \frac{1}{\sigma^2} \sum_{i=1}^{200} y_i \left( p_i \frac{p_i^2}{\sigma^2} \right) \\
&\quad + \frac{1}{\sigma^2} \sum_{i=1}^{200} y_i \left( p_i \frac{p_i^2}{\sigma^2} \right) \\
&\quad + \frac{1}{\sigma^2} \sum_{i=1}^{200} y_i \left( p_i \frac{p_i^2}{\sigma^2} \right)
\end{align*}
\]  

(12)

being \( y_i \) – the data obtained in the course of the mathematical experiment \( p_i \) – concentration, \( C \) – normalizing factor, \( \sigma \) – Rayleigh law parameter. From the second equation, \( \sigma \) can be determined by the numerical procedure.

The values of the parameters \( C \) and \( \sigma \) obtained as a result of approximation of the function \( M(p) \) by the normalized Rayleigh function \( f(p, C, \sigma) \) are equal, respectively, 0.0496 and 0.26 that coincides with the value of the definite integral of the function \( M(p) \) for the first five components and the value of the number of degrees of freedom for the function \( f(p, C, \sigma) \).
In other words, the results of statistical modeling, mathematical analytical modeling and their approximation by the modified Rayleigh distribution function have coincided with satisfactory accuracy.

**Figure 4.** Outcome of the statistical analysis.

5. Conclusions

As a result of the work done, the following may be concluded:

1. The maximum number of clusters in the swarm of the objects allows them to be easily switched and combined to solve tasks jointly at the right place of the service area. This place can be assigned efficiently \([7, 8, 9, 10, 19]\). The concentration of the swarm objects on the service area surface, at which the number of robot clusters is maximal, is equal to \(p_{\text{max}} = 0.26\).

2. The concentration value obtained by analytical modeling is confirmed by statistical mathematical modeling. The swarm size is expressed as \(S = Np_{\text{max}}\), being \(N\) – the number of the cells in the percolation matrix \((N = l_1l_2)\), \(S\) – the swarm size, \(p_{\text{max}}\) – concentration.

3. The obtained form of the curve is well approximated by the modified Rayleigh function \(f(p, C, \sigma) = C \frac{p}{\sigma^2} e^{-\frac{p^2}{2\sigma^2}}\).
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