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Abstract

We study a mixed heat and Schrödinger Ginzburg-Landau evolution equation on a bounded two-dimensional domain with an electric current applied on the boundary and a pinning potential term. This is meant to model a superconductor subjected to an applied electric current and electromagnetic field and containing impurities. Such a current is expected to set the vortices in motion, while the pinning term drives them toward minima of the pinning potential and “pins” them there. We derive the limiting dynamics of a finite number of vortices in the limit of a large Ginzburg-Landau parameter, or $\varepsilon \to 0$, when the intensity of the electric current and applied magnetic field on the boundary scale like $|\log \varepsilon|$. We show that the limiting velocity of the vortices is the sum of a Lorentz force, due to the current, and a pinning force. We state an analogous result for a model Ginzburg-Landau equation without magnetic field but with forcing terms. Our proof provides a unified approach to various proofs of dynamics of Ginzburg-Landau vortices.
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1 Introduction

1.1 The model

In this paper we study the dynamics of vortices in a superconductor with applied magnetic field and electric current in addition to possible pinning effects, under the following mixed heat plus Schrödinger (or complex) flow in a bounded two-dimensional domain:

\[
\begin{align*}
\left(\alpha + i \beta |\log \varepsilon|\right)(\partial_t u + i\Phi u) &= \Delta_A u + \frac{u}{\varepsilon^2}(b - |u|^2) \quad \text{in } \Omega \\
\sigma(\partial_t A + \nabla \Phi) &= \nabla^\perp h + (iu, \nabla_A u) \quad \text{in } \Omega \\
h &= H_{ex} \quad \text{on } \partial \Omega \\
\nabla_A u \cdot \nu &= iu J_{ex} \cdot \nu \quad \text{on } \partial \Omega.
\end{align*}
\]  

(1.1)
Here Ω is the bounded two-dimensional domain representing the region occupied by the superconducting sample. The unknown functions are the triple \((u, A, \Phi)\), where \(u : \Omega \to \mathbb{C}\) is the “order parameter,” \(A : \Omega \to \mathbb{R}^2\) is a vector potential of the magnetic field, itself given by \(h := \text{curl} A\), and \(\Phi : \Omega \to \mathbb{R}\) is the scalar potential associated to the electric field, itself given by \(E := -(\partial_t A + \nabla \Phi)\). This is a gauge theory, i.e. \((u, A, \Phi)\) are only known up to gauge-transformations of the form \(u \mapsto ue^{i\xi}, A \mapsto A + \nabla \xi, \Phi \mapsto \Phi - \partial_t \xi\) where \(\xi\) is smooth. The covariant gradient \(\nabla_A\) denotes \(\nabla - iA\). For a vector \(X \in \mathbb{R}^2\) we write \(X^\perp = (-X_2, X_1)\), and for the perpendicular gradient we write \(\nabla^\perp h = (\nabla h)^\perp\). Also, \((\cdot, \cdot)\) denotes the scalar product in \(\mathbb{C}\) defined by \((a, b) = \mathcal{R}(a)\mathcal{R}(b) + \mathcal{I}(a)\mathcal{I}(b)\), and \((a, X)\) for \(a \in \mathbb{C}\) and \(X \in \mathbb{C}^2\) stands for the vector in \(\mathbb{R}^2\) with components \((a, X_1)\) and \((a, X_2)\).

The function \(b(x)\) is interpreted as a pinning potential. We assume that \(b : \bar{\Omega} \to \mathbb{R}\) is a smooth function satisfying

\[
0 < \inf_{x \in \Omega} b(x) \leq b(x) \leq \sup_{x \in \Omega} b(x) < \infty. \tag{1.2}
\]

The situation without pinning corresponds to the case \(b \equiv 1\).

Let us explain the meaning of the various parameters in the equation. We assume \(\alpha > 0, \sigma > 0, \) and \(\beta \in \mathbb{R}\). When \(\beta = 0\) and \(b \equiv 1\), these equations are the Gorkov-Eliashberg system (see \([\text{GE}]\)), which are the standard gauge-invariant heat flow version of the Ginzburg-Landau equation. The case \(\alpha = 0, \beta > 0\) would correspond to a pure gauge-invariant Schrödinger flow. Here, for the sake of generality, we consider \(\alpha > 0\) and \(\beta\) real, which corresponds to a mixed flow or “complex Ginzburg-Landau,” also commonly considered in the modeling of superconductivity \([\text{Do}, \text{KIK}]\).

The parameter \(\varepsilon > 0\) is a small parameter, equal to the inverse of \(\kappa\), the “Ginzburg-Landau parameter” in superconductivity, which is a material constant defined as the ratio between two characteristic length scales. We will be interested in the asymptotic limit \(\varepsilon \to 0\), corresponding to “extreme type-II superconductors.” The parameter \(\sigma\) is called the conductivity. Note that the parameters \(\alpha, \beta, \sigma\) as well as the function \(b(x)\) are assumed to be independent of \(\varepsilon\).

The boundary conditions are what make this equation quite specific: they are meant to account for an applied normal current, as well as an applied magnetic field. To account for an incoming flow of normal current, the applied (or exterior) field \(H_{ex}\) has to be inhomogeneous on the boundary. Then the incoming current \(I_{ex}\) is given by the static Maxwell equation

\[
\nabla^\perp H_{ex} = -I_{ex}. \tag{1.3}
\]

These vector fields are defined a priori in the whole \(\Omega^c\) (complement of \(\Omega\)), but only the data of \(H_{ex}\) on the boundary is needed in the equation. The data only provide the information of \(I_{ex} \cdot \nu\), which is relevant as the normal component of current. The vector field \(J_{ex}\) has the same nature as an incoming current; it can serve to model an applied voltage or surface charges. For a discussion of these choices of boundary conditions, we refer to Tice \([\text{T1}]\), where they were introduced and justified. Note that the more common situation of the equation with applied magnetic field of intensity \(h_{ex}\) on the boundary but no “applied current” can be retrieved by setting \(H_{ex} = h_{ex}\) (spatially constant) on \(\partial \Omega\) (then \(I_{ex} = 0\) and \(J_{ex} = 0\)). To simplify the dependence on \(\varepsilon\) we make the structural assumptions that

\[
H_{ex} = |\log \varepsilon| H, \text{ and } J_{ex} = |\log \varepsilon| J \tag{1.4}
\]
for $H, J$ smooth from $\partial \Omega$ to $\mathbb{R}, \mathbb{R}^2$ respectively. In [13] the case where $J_{ex} = J$ and $H_{ex} = H$ are independent of $\varepsilon$ was treated. Some larger applied fields and currents were also treated, but the arguments could not be extended to fields as strong as the $|\log \varepsilon|$ scale that we consider here. As a result of the presence of these boundary conditions, the dynamics are no longer dissipative (or even conservative), i.e. the energy of the system can increase in time. We have also added the presence of the pinning weight $b$ and the mixed flow, which were not considered in [13]. This adds more generality, but is also quite relevant for the modeling. To explain this let us mention more details of the physics.

Superconductors are particular alloys that lose their resistivity when below a critical temperature, allowing for permanent supercurrents that circulate without loss of energy. However, in the presence of applied fields or currents, point vortices may appear: these can be seen as the zeros of the order parameter, which all carry an integer topological charge called degree. As $\varepsilon \to 0$ the vortices become point-like.

When a current is applied, it flows through the superconductor, inducing a Lorentz force that makes the vortices move, which in turn disrupts the flow of the permanent supercurrents. This is an important problem in practical applications, where a steady flow of supercurrent is essential. To counter this effect, a common technique is to introduce impurities in the material, which create “pinning sites” that pin down the vortices and prevent them from moving, at least when the pinning is strong enough relative to current. The impurities are modeled by the nonconstant function $b(x)$, with the effect being that vortices are attracted to the local minima of $b$. One then wishes to understand at which point the current-induced Lorentz force is strong enough to unpin the vortices and set them in motion; such a current is known as the “critical current” in the physics literature. For a deeper discussion of pinning and critical currents, and of the physics in general, we refer to [13, CE, CH, BFGLV] and the references therein.

As we shall explain in Section 1.4, the analysis we develop here can also be applied to treat the simpler model equation, which we call “Ginzburg-Landau with forcing,” given by

\[
(\alpha + i |\log \varepsilon| \beta) \partial_t u_\varepsilon = \Delta u_\varepsilon + \frac{u_\varepsilon}{\varepsilon^2} (1 - |u_\varepsilon|^2) + \nabla h \cdot \nabla u_\varepsilon + 2i |\log \varepsilon| Z \cdot \nabla u_\varepsilon + f_\varepsilon u_\varepsilon \quad (1.5)
\]

with, say, homogeneous Neumann or Dirichlet boundary condition. Here we will assume that $Z, h,$ and $f_\varepsilon$ are given smooth functions from $\Omega$ into $\mathbb{R}^2, \mathbb{R},$ and $\mathbb{R}$, respectively (note that despite the slightly confusing notation, $Z$ and $h$ have nothing to do with the currents or magnetic fields of (1.1)). In fact, the first step for studying (1.1) is to make a change of unknown functions that “removes” the boundary condition while transforming the equation into one similar to (1.5).

We note that the well-posedness of the Cauchy problem for (1.1) as well as (1.5) can easily be shown by adapting the arguments of [13].

1.2 Previous work

There have been numerous works on the dynamics of a finite number of vortices in various flows for Ginzburg-Landau. Each time the goal is to derive the limiting law, as $\varepsilon \to 0$, for motion of the $n$ vortex points, i.e. a system of $n$ coupled ODEs, at least before the first time of collision of the vortices under that law.
The first results of this type were those of Lin [Li1] and Jerrard-Soner [JS] for the heat flow of Ginzburg-Landau without magnetic field (i.e. no gauge $A$, $\Phi$):

$$\partial_t u = \Delta u + \frac{u}{\varepsilon^2}(1 - |u|^2),$$

(1.6)

and with fixed Dirichlet boundary condition, then Jerrard-Colliander [JC] treated the corresponding Schrödinger dynamics. This required the well-preparedness assumption $E_\varepsilon(u) \leq \pi n |\log \varepsilon| + O(1)$ (resp. $\pi n |\log \varepsilon| + o(1)$ for Schrödinger) where $E_\varepsilon$ is the Ginzburg-Landau energy without magnetic field and $n$ is the initial number of vortices, all of which have degree $\pm 1$. After accelerating time by the factor $|\log \varepsilon|$, the limiting dynamical law of vortices as $\varepsilon \to 0$ under the heat flow (1.6) is

$$\dot{a}_i = -\nabla_i W(a_1, \ldots, a_n)$$

(1.7)

(respectively $\dot{a}_i^\perp = -\nabla_i W(a_1, \ldots, a_n)$ in the Schrödinger case and without accelerating time) where $W$ is a function of interaction between the vortices called the “renormalized energy,” introduced in [BBH]. The case of the heat flow for the gauged equations with spatially homogeneous applied magnetic field was treated by Spirin in [Sp] for small fields and Sandier-Serfaty [SS2] for larger fields. This corresponds to setting $b \equiv 1$, $\beta = 0$, $H_{ex} = h_{ex}$ and $J_{ex} = 0$ in (1.1) above and scaling $h_{ex}$ with $\varepsilon$. Complex flows started to attract attention recently: the dynamics were derived for the Ginzburg-Landau equation without magnetic field by Miot [Mi] in the case of the whole plane, and Kurzke-Melcher-Moser-Spirn [KMMS] in a bounded domain, and for the gauged equation by Kurzke-Spirn in [KS].

In the case of pinning, the only complete, rigorous results are due to Lin [Li2], who derived the vortex dynamics without gauge and with a different model of pinning than we consider. Indeed, [Li2] derives the vortex dynamics from the equation

$$\partial_t u = \frac{1}{b} \text{div}(b \nabla u) + \frac{u(1 - |u|^2)}{\varepsilon^2},$$

(1.8)

For our specific pinning model there are no complete rigorous results, only partial results by Jian-Song [JiSo] in the case without gauge. They correctly guess the limiting dynamical law, and they show that if any vortices persist, then they must concentrate their energy near the vortex paths, which provides evidence of pinning. However, they do not prove that the original vortices actually persist in time or that no new vortices nucleate, and without this information we do not see how they can fully derive the vortex motion law. These papers were preceded by formal results by Chapman-Richardson [CR] on the motion law of a vortex line in three dimensions for the full magnetic model.

There are only a few results available in the mathematics literature for the problem with applied current, and none consider the effect of pinning. The case $I_{ex} \neq 0$ and $J_{ex} = 0$ was studied in [CH, Du1, Du2, DG], where numerical and formal asymptotic results established evidence of current-induced Lorentz forcing in the vortex dynamics. A stability analysis of the normal state ($u = 0$) in a model with applied current and mixed Dirichlet-Neumann boundary conditions was performed in [Al]. For a 1-D model of a superconducting wire with applied current, the existence of time-periodic solutions was studied in [RSZ]. The rigorous study of the vortex dynamics with boundary current (either $I_{ex}$ and $J_{ex}$) was completed for the first time in [Ti].
Our study here also provides a relatively simple and unified approach to several of the situations mentioned above, combining several ingredients (pinning, applied current and field, mixed flow). We will present the method of proof in Section 1.4.

All the studies mentioned above make some “well-preparedness” assumption, i.e. assume that the initial energy is not larger than \( \pi n |\log \varepsilon| \) (in some weaker or stronger form) where \( n \) is the initial number of vortices. The resulting dynamical laws remain valid only for as long as the vortices do not collide or exit the domain. A much subtler analysis is required to lift these assumptions and extend the dynamics past collision times. This has been done only in the case of the heat flow without gauge in the series of papers [BOS1, BOS2] for dynamics in \( \mathbb{R}^2 \) and [Se1, Se2] for a bounded domain. In the present paper we will not attempt such an analysis.

### 1.3 Main result and interpretation

Before stating the main result we need to introduce various auxiliary functions with respect to which we make our change of unknown functions. Let \( \phi_0 \) be the solution to

\[
\begin{aligned}
-\sigma \Delta \phi_0 + \alpha b \phi_0 &= 0 & \text{in } \Omega \\
\nabla \phi_0 \cdot \nu &= \sigma^{-1}(b J - I) \cdot \nu & \text{on } \partial \Omega.
\end{aligned}
\]

Note that \( \phi_0 \) exists, is unique, and is smooth. Also, \( -I \cdot \nu = -\nabla H \cdot \tau \), for \( \tau = \nu^\perp \) the unit tangent on \( \partial \Omega \). We will work in a fixed gauge in which \( \Phi_\varepsilon = |\log \varepsilon| \phi_0 \).

Define \( h_0 : \Omega \to \mathbb{R} \) to be the solution to the PDE

\[
\begin{aligned}
- \text{div} \left( \frac{\nabla h_0}{b} \right) + h_0 &= -\sigma \nabla^\perp \frac{1}{b} \cdot \nabla \phi_0 & \text{in } \Omega \\
h_0 &= H & \text{on } \partial \Omega.
\end{aligned}
\]

Again, \( h_0 \) exists, is unique, and is smooth. Define \( \xi_0 : \Omega \to \mathbb{R} \) to be the solution to the PDE

\[
\begin{aligned}
\Delta \xi_0 &= h_0 & \text{in } \Omega \\
\xi_0 &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]

Then we define \( X_0 : \Omega \to \mathbb{R}^2 \) via

\[
X_0 = \nabla^\perp \xi_0,
\]

which implies that

\[
\begin{aligned}
\text{curl } X_0 &= h_0, & \text{div } X_0 &= 0 & \text{in } \Omega \\
X_0 \cdot \nu &= 0, & \text{curl } X_0 &= H & \text{on } \partial \Omega.
\end{aligned}
\]

Finally, define \( \psi_0 : \Omega \to \mathbb{R} \) to be the solution to the PDE

\[
\begin{aligned}
\Delta \psi_0 &= \text{div} \left( \frac{\sigma \nabla \phi_0 - \nabla^\perp h_0}{b} \right) & \text{in } \Omega \\
\nabla \psi_0 \cdot \nu &= J \cdot \nu & \text{on } \partial \Omega.
\end{aligned}
\]

The PDE is well-posed because it satisfies the necessary compatibility condition (see (2.5) for a more precise statement). The functions \( \psi_0 \) and \( X_0 \) are chosen in this way so that
\[ \sigma \nabla \phi_0 - \nabla \perp \text{curl} X_0 = b(\nabla \psi_0 - X_0) \] (see Lemma 2.3 for proof). Note that all these functions depend only on the parameters of the problem \((b, \alpha, \beta, \sigma, J, H)\) and on the domain \(\Omega\), but not on \(\varepsilon\). The 0 index is used to emphasize this fact.

We transform the equations by making the change of unknown functions

\[ v_\varepsilon = \frac{u_\varepsilon}{\sqrt{b}} e^{-i \log \varepsilon |\psi_0|} \quad B_\varepsilon = A_\varepsilon - |\log \varepsilon| X_0. \] (1.15)

The energy of \((v, B)\) is defined by

\[ F_\varepsilon(v, B) = \frac{1}{2} \int_\Omega b|\nabla_\varepsilon B|^2 + \frac{b^2}{2\varepsilon^2} (1 - |v|^2)^2 + |\text{curl} B|^2. \] (1.16)

However, the energy conditions are better phrased on the modified energy, which we will see only differs from \(F_\varepsilon(v, B)\) by a term that is \(o(1)\):

\[
\begin{align*}
\tilde{F}_\varepsilon(v, B) &:= \int_\Omega \frac{1}{2} \left( b|\nabla_\varepsilon B|^2 + \frac{b^2}{2\varepsilon^2} (1 - |v|^2)^2 + |\text{curl} B|^2 \right) \\
&+ \int_\Omega \frac{(|v|^2 - 1)}{2} b|\log \varepsilon|^2 |\nabla \psi_0 - X_0|^2 - \sqrt{b} \Delta \sqrt{b} - \beta |\log \varepsilon|^2 b\phi_0 + \int_{\partial \Omega} \frac{(|v|^2 - 1)}{4} \nabla b \cdot \nu.
\end{align*}
\] (1.17)

Finally, we need to introduce the vorticity measure, or Jacobian, of the configuration. Following for example [SS1], let us introduce the “space-time Jacobian” of a configuration \((v, B)\) by setting

\[ J = d((iv, \partial_t v) dt + (iv, d_B v) + B) \] (1.18)

in the language of differential forms, where \(d_B\) denotes \(d_{\text{space}} + iB\) with \(B\) regarded as a one-form, \(d_{\text{space}}\) is the exterior derivative with respect to the spatial variables only, and \(d\) is the full space-time exterior derivative. Writing \(J = V_1 dx_1 \wedge dt + V_2 dx_2 \wedge dt + \mu dx_1 \wedge dx_2\), we identify the spatial Jacobian (or vorticity)

\[ \mu(v, B) = \text{curl} ((iv, \nabla_\varepsilon B v) + B) \] (1.19)

and the velocity vector field \(V = (V_1, V_2)\)

\[ V(v, B) = \nabla (iv, \partial_t v) + \partial_t (iv, \nabla_\varepsilon B v) - \partial_t B. \] (1.20)

Since \(d \circ d = 0\) it holds that \(d J = 0\), which implies the continuity equation

\[ \partial_t \mu + \text{curl} V = 0. \] (1.21)

The vorticity \(\mu\) and the velocity vector field \(V\) are typically measures concentrated at the vortices. For example, if \(\mu(t) = 2\pi \delta_{\gamma(t)}\), then \(V(t) = 2\pi \dot{\gamma}(t) \delta_{\gamma(t)}\), which shows that in reality \(V\) encodes the perpendicular to the actual velocity of the vortex.

We say that the solution is well-prepared if

\[
\begin{align*}
\mu(v_\varepsilon, B_\varepsilon)(0) &\to 2\pi \sum_{i=1}^n d_i \delta_{\gamma_i} \text{ for } d_i = \pm 1, \\
\frac{1}{|\log \varepsilon|} \tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(0) &\to \sum_{i=1}^n \pi b(a_i^0) + o(1).
\end{align*}
\] (1.22)
where the $a^0_i$ are distinct points. It is known since [BBH] that each vortex carries an energy of at least $\pi |\log \varepsilon|$. With pinning this easily translates into the following estimate: if

$$
\mu(u_\varepsilon, A_\varepsilon) \to 2\pi \sum_{i=1}^n d_i \delta_{a_i} \text{ with } d_i = \pm 1 \text{ and } a_i \in \Omega \text{ distinct points, then
}
$$

$$
\tilde{F}_\varepsilon(u_\varepsilon, A_\varepsilon) \geq \pi \sum_{i=1}^n b(a_i) |\log \varepsilon| + o(|\log \varepsilon|). \tag{1.23}
$$

We will refer to this as the “standard $\Gamma$-convergence result,” but we will not prove it. It can be easily shown by adapting results in the literature (see for example [ASS]). Because of the lower bound (1.23) it is essential that we assume (1.2) so that the minimal energetic cost of a vortex is $\pi (\inf b) |\log \varepsilon| > C |\log \varepsilon|$, which is not $o(|\log \varepsilon|)$. Without this assumption, our techniques would be unable to control the number of vortices.

Notice that the well-preparedness conditions (1.22) amount to requiring equality in (1.23). This form of well-preparedness is relatively weak in comparison to those commonly found in the literature, which usually require bounds by $\pi n |\log \varepsilon| + O(1)$. Again, it is easy to adapt results in the literature to show that, given any set of $n$ distinct points $a_i \in \Omega$, initial data satisfying (1.22) can be constructed.

Our main result on (1.1) is

**Theorem 1.1.** Let $(u_\varepsilon, A_\varepsilon, \Phi_\varepsilon)$ be solutions to (1.1) and choose the gauge $\Phi_\varepsilon = |\log \varepsilon| \phi_0$. Assume the initial data for the solutions are well-prepared in the sense that (1.22) holds, where $(v, B)$ is given by (1.15). Then there exists a time $T_* > 0$ and $n$ continuously differentiable functions $a_i : [0, T_*) \to \Omega$ such that the initial vortices move along the trajectories $a_i$ (i.e. $\mu(v_\varepsilon, B_\varepsilon)(t) \to \mu(t) = 2\pi \sum_i d_i \delta_{a_i(t)}$) and

$$
\begin{align*}
\alpha \dot{a}_i + d_i \beta \dot{a}_i^\perp &= -2d_i \left( \nabla^\perp \psi_0(a_i) - X_0^\perp(a_i) \right) - \nabla \log b(a_i) \\
\dot{a}_i(0) &= a^0_i. \tag{1.24}
\end{align*}
$$

Moreover, $T_*$ is the smaller of the first collision time and domain exit time of vortices under this law. In addition, for all $t \in [0, T_*)$ we have

$$
\lim_{\varepsilon \to 0} \frac{\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(t)}{|\log \varepsilon|} = \pi \sum_{i=1}^n b(a_i(t)). \tag{1.25}
$$

**Remark 1.2.**

1. The last relation shows that even though the energy of the system can increase, no significant excess energy is created.

2. According to Lemma 2.3 and equation (1.13), the dynamical law (1.24) may be rewritten as

$$
\alpha \dot{a}_i + d_i \beta \dot{a}_i^\perp = -2d_i \left( \frac{\sigma \nabla^\perp \phi_0(a_i) + \nabla h_0(a_i)}{b(a_i)} \right) - \nabla \log b(a_i). \tag{1.26}
$$

This form highlights the fact that the first term on the right may be separated into electric and magnetic parts since $\phi_0$ is the electric potential (our gauge is $\Phi_\varepsilon = |\log \varepsilon| \phi_0$) and $h_0$ is related to the external magnetic field via the boundary condition in (1.10).
3. Our analysis may be modified in a straightforward way to handle the case of pinning with some smaller parameter regimes: the case of complex multiplier of the form \((\alpha + i\beta_\varepsilon)\) with \(\beta_\varepsilon = O(|\log \varepsilon|)\), and the case of fields \(J_{ex} = J_{ex}h\) and \(H_{ex} = h_{ex}H\) with \(J_{ex} = O(|\log \varepsilon|)\) and \(h_{ex} = O(|\log \varepsilon|)\). When one of \(\beta_\varepsilon, h_{ex}, J_{ex}\) is smaller, i.e. of order \(O(|\log \varepsilon|)\), the resulting dynamics are the same as those derived in Theorem 1.7 by setting \(\beta = 0, H = 0, J = 0\), respectively. In particular, when \(h_{ex}\) and \(J_{ex}\) are both \(O(|\log \varepsilon|)\) but \(\beta_\varepsilon = \beta |\log \varepsilon|\), we get

\[
\alpha \dot{a}_i + d_i \beta \dot{a}_i^{\perp} = -\nabla \log b(a_i). \tag{1.27}
\]

In the dynamical law we identify \(-\nabla \log b(a_i)\) as the pinning force, which is identical to that conjectured in [LR, JiSo] and essentially the same as that found with a different pinning model in [Li2]. The other term, \(-2d_i (\nabla^\perp \psi_0(a_i) - X_0^\perp(a_i)) := -2d_i Z^\perp(a_i)\), may be identified as the current-induced Lorentz force. Setting \(b \equiv 1, \beta = 0\), and employing the definitions (1.9) and (1.10) in the form of the dynamical law (1.26) shows that \(Z\) is the same as the current-induced force identified in [Ti]. If in addition \(H_{ex} = h_{ex}\) and \(J = 0\), then \(Z\) is the same as in [SS2]. It is a simple matter to rewrite (1.24) as

\[
\dot{a}_i = \frac{\alpha}{\alpha^2 + \beta^2} (-2d_i Z^\perp(a_i) - \nabla \log b(a_i)) - \frac{\beta}{\alpha^2 + \beta^2} (2Z(a_i) - d_i \nabla^\perp \log b(a_i)), \tag{1.28}
\]

which reveals an interesting feature of the dynamics: one part of the forcing depends on the degree (pushing \(d = \pm 1\) vortices in opposite directions), and one part does not (pushing all vortices in the same direction).

From (1.27) it is clear that at least one of \(J_{ex}\) and \(h_{ex}\) must be of the order \(O(|\log \varepsilon|)\) in order for anything other than pinning to drive the dynamics. In this way we identify the order of the critical current as \(O(|\log \varepsilon|)\). A more precise identification of the critical current is somewhat more delicate since it relies on the exact form of the applied currents, \(J\) and \(I\). One possible way to make this identification is to further assume that \(J = \lambda J_0\) and \(I = \lambda I_0\) for some fixed \(J_0, I_0\) with \(\lambda \in (0, \infty)\). The dynamical law (1.24) is then rewritten as

\[
\alpha \dot{a}_i + d_i \beta \dot{a}_i^{\perp} = -2d_i \lambda (\nabla^\perp \psi_0(a_i) - X_0^\perp(a_i)) - \nabla \log b(a_i), \tag{1.29}
\]

where \(\psi_0\) and \(X_0\) are determined by replacing \(J, I\) with \(J_0, I_0\) in the PDEs (1.9)–(1.14). We can then define the critical current to be \(\lambda_0 |\log \varepsilon|\), where

\[
\lambda_0 := \inf\{\lambda > 0 | \text{no solution to (1.29) remains confined near the local minima of } b\}. \tag{1.30}
\]

Clearly, \(\lambda_0\) depends on \(J_0, I_0, b,\) and is difficult to compute explicitly because of (1.9)–(1.14) unless \(J_0, I_0, b,\) and \(\Omega\) have some simple forms.

In the regime we have chosen, where the applied field and currents have strength \(|\log \varepsilon|\), all the forcing terms in the dynamical law (1.24) have equivalent strength, and the interaction between the vortices (the renormalized energy found in all the works above) is negligible compared to them. Hence, in contrast to the dynamics derived for weak (i.e. \(O(1)\)) fields in [Ti], the inter-vortex interaction disappears for strong fields. Also, these forces are strong enough to make the vortices move at finite speed, without the need to accelerate time. In a way this makes the analysis simpler as we shall discuss below.
1.4 Method of the proof and case of the Ginzburg-Landau equation without magnetic field

As in [Ti], the first step is to transform the equation via the change of unknown functions (1.15). The function $\psi_0$ and the vector-field $X_0$ are in fact chosen in such a way that the applied field and current disappear from the boundary condition, but appear as additional terms in the right-hand of the PDEs. Note also that here the pinning has the effect of penalizing $b - |u_\varepsilon|^2$, so with this change we expect $|v_\varepsilon|$ to be close to 1. For the sake of simplicity, and to extract the relevant ideas, we now present a sketch of our proof in the case $A_\varepsilon \equiv 0$, $\Phi_\varepsilon \equiv 0$, i.e. for the equation without gauge, which can also have an interest in itself. The change of unknown function essentially transforms the equation (1.1) for $u_\varepsilon$ into an equation for $v_\varepsilon$ of the form (1.5) (for a more accurate equation, see Lemma 2.4) with homogeneous Neumann boundary condition, for some vector field $Z(x)$, some function $h(x)$ (in fact $h = \log b$), independent of $\varepsilon$, and some function $f_\varepsilon(x)$ which may depend on $\varepsilon$ but blows up much slower than, say, $1/\varepsilon$ (this is not the optimal condition). The question is then to understand the effect of the forcing terms $\nabla h \cdot \nabla u_\varepsilon$ and $2i |\log \varepsilon| Z \cdot \nabla u_\varepsilon$ in this simple “forced” Ginzburg-Landau equation and to show the $f_\varepsilon u_\varepsilon$ term has no influence.

In this simpler setting the vorticity $\mu(u)$ and velocity $V(u)$ can be recomputed from (1.19)–(1.20) as

$$\mu(u) = \text{curl}(iu, \nabla u) = 2(i\partial_1 u, \partial_2 u)$$

and

$$V(u) = \nabla (iu, \partial_t u) - \partial_t (iu, \nabla u) = 2(\partial_t u, i\nabla u).$$

For simplicity we will denote $\mu_\varepsilon$ for $\mu(u_\varepsilon)$ and $V_\varepsilon$ for $V(u_\varepsilon)$.

The classical starting point to obtain the limiting dynamical law is to look at the evolution of the local energy density

$$e_\varepsilon(u) = \frac{1}{2}|
abla u|^2 + \frac{(1 - |u|^2)}{4\varepsilon^2},$$

use the stress-energy tensor, and try to take the limit. However, here it is much more convenient to use a weighted energy density

$$\tilde{e}_\varepsilon(u_\varepsilon) = e^h \left( e_\varepsilon(u) + \frac{1 - |u|^2}{2} f_\varepsilon \right).$$

Since $e^h$ appears frequently, we set $b = e^h$ so that $h = \log b$, which is consistent with our notation for pinning.

An easy computation gives that for any function $u_\varepsilon$,

$$\partial_t e_\varepsilon(u_\varepsilon) = \text{div}(\partial_t u_\varepsilon, \nabla u_\varepsilon) - \left( \partial_t u_\varepsilon, \Delta u_\varepsilon + \frac{u_\varepsilon}{\varepsilon^2}(1 - |u_\varepsilon|^2) \right).$$

If $u_\varepsilon$ is a solution to (1.5), we then have

$$\partial_t e_\varepsilon(u_\varepsilon) = \text{div}(\partial_t u_\varepsilon, \nabla u_\varepsilon) - \alpha |\partial_t u_\varepsilon|^2 + (\partial_t u_\varepsilon, \nabla u_\varepsilon \cdot \nabla h) + |\log \varepsilon| (\partial_t u_\varepsilon, 2Z \cdot i\nabla u_\varepsilon) + f_\varepsilon(u_\varepsilon, \partial_t u_\varepsilon).$$
The last term in the right-hand side can be recognized as

$$\frac{d}{dt} \left( \frac{|u_\varepsilon|^2 - 1}{2} f_\varepsilon \right)$$

(1.37)

and the one before last as $|\log \varepsilon| V_\varepsilon \cdot Z$. We then deduce that

$$\partial_t \tilde{e}_\varepsilon(u_\varepsilon) = \text{div} \left( b(\partial_t u_\varepsilon, \nabla u_\varepsilon) \right) - \alpha b |\partial_t u_\varepsilon|^2 + |\log \varepsilon| b V_\varepsilon \cdot Z.$$  

(1.38)

We next define the weighted stress-energy tensor associated to $u_\varepsilon$ by

$$T_\varepsilon = b \left( \nabla u_\varepsilon \otimes \nabla u_\varepsilon - \left( e_\varepsilon(u_\varepsilon) + \frac{1 - |u_\varepsilon|^2}{2} f_\varepsilon \right) I_{2 \times 2} \right),$$

(1.39)

and a computation yields

$$\text{div} T_\varepsilon = b \left( \Delta u_\varepsilon + \frac{u_\varepsilon}{\varepsilon^2} (1 - |u_\varepsilon|^2) + \nabla h \cdot \nabla u_\varepsilon + f_\varepsilon u_\varepsilon, \nabla u_\varepsilon \right) - \tilde{e}_\varepsilon(u_\varepsilon) \nabla h + b \nabla f_\varepsilon \frac{|u_\varepsilon|^2 - 1}{2}.$$  

(1.40)

Note that $T_\varepsilon$ is a symmetric $2 \times 2$ tensor, so $\text{div} T_\varepsilon$ denotes the vector whose coordinates are the divergence of the rows of $T_\varepsilon$. If $u_\varepsilon$ is a solution to (1.5) we deduce

$$\text{div} T_\varepsilon = b \alpha (\partial_t u_\varepsilon, \nabla u_\varepsilon) + b \beta |\log \varepsilon| (i \partial_t u_\varepsilon, \nabla u_\varepsilon) - |\log \varepsilon| b(2iZ \cdot \nabla u_\varepsilon, \nabla u_\varepsilon) - \tilde{e}_\varepsilon(u_\varepsilon) \nabla h$$

$$+ b \nabla f_\varepsilon \frac{|u_\varepsilon|^2 - 1}{2}$$

$$= b \alpha (\partial_t u_\varepsilon, \nabla u_\varepsilon) - \frac{1}{2} \beta |\log \varepsilon| bV_\varepsilon - bZ^\perp \mu_\varepsilon - \tilde{e}_\varepsilon(u_\varepsilon) \nabla h + b \nabla f_\varepsilon \frac{|u_\varepsilon|^2 - 1}{2}$$

(1.41)

where we used (1.31). The limiting law is then derived from the two relations (1.38) and (1.41), which can be combined to get

$$\partial_t \tilde{e}_\varepsilon(u_\varepsilon) = \frac{1}{\alpha} \text{div} \text{div} T_\varepsilon + \frac{\beta}{2 \alpha} |\log \varepsilon| \text{div} (bV_\varepsilon) + \frac{|\log \varepsilon|}{\alpha} \text{div} (bZ^\perp \mu_\varepsilon) + \frac{1}{\alpha} \text{div} (\tilde{e}_\varepsilon(u_\varepsilon) \nabla h)$$

$$- \text{div} \left( \frac{b}{\alpha} \nabla f_\varepsilon \frac{|u_\varepsilon|^2 - 1}{2} \right) - \alpha b |\partial_t u_\varepsilon|^2 + |\log \varepsilon| b V_\varepsilon \cdot Z.$$  

(1.42)

To be able to take limits in these relations, a priori bounds on all terms, in particular energy bounds are needed. In typical situations (heat or mixed flows) the total energy $\int e_\varepsilon(u_\varepsilon)$ or $\int \tilde{e}_\varepsilon(u_\varepsilon)$ decreases in time, but this is not the case here because of the presence of the forcing terms which can bring in energy (this is observable in (1.38)). However the “product estimate” of [SS1] provides control of $V$: it tells us that

$$\frac{1}{2} \left| \int_{t_1}^{t_2} \int_\Omega V \cdot X \right| \leq \liminf_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \left( \int_{t_1}^{t_2} \int_\Omega |\nabla u_\varepsilon \cdot X|^2 \int_{t_1}^{t_2} \int_\Omega |\partial_t u_\varepsilon|^2 \right)^{1/2}$$

(1.43)

for any smooth vector field $X$, where $V$ is the limit of $V_\varepsilon$ as $\varepsilon \to 0$. This estimate, inserted in (1.38), gives control of the growth of the energy as in (11). While in the timescale of [11] the
estimate shows the energy increases by at most a constant in (small) finite time, here we only get that it increases by at most $\eta |\log \varepsilon|$ in the (small) time interval $[0, T_*]$. This is due to the strength of the forcing terms (now in $|\log \varepsilon|$ instead of constant) and pinning terms, and it is a significant difference: while the $\eta$ can be taken small enough ($< \pi \inf b$) so that no additional vortex can appear, there can still be an energy of the same order as the vortex energy floating around. The usual proofs of dynamics mentioned above $[\text{Li1}, \text{Li2}, \text{JS}, \text{Sp}, \text{Ti}, \text{Mi}, \text{KMMS}]$ use the fact that from a priori bounds, the energy density $\frac{1}{|\log \varepsilon|} \varepsilon_\varepsilon(u_\varepsilon)$ can only concentrate at the vortex locations and converges in the sense of measures to $\pi \sum a_i(t)$ where the $a_i(t)$ are the vortex centers. Here we cannot use this and have to accept the possibility of another term in the limiting energy measure, which is not necessarily concentrated at points, and with which we work until we eventually can prove it is zero by a Gronwall argument. So we denote $\nu(t)$ the limit in the sense of measures of the energy density $\frac{1}{|\log \varepsilon|} \varepsilon_\varepsilon(u_\varepsilon(t));$ all we know (from the $\Gamma$ convergence result (1.23)) is that if there are $n$ limiting vortices located at $a_i(t)$ then

$$\nu(t) \geq \pi \sum_{i=1}^n b(a_i(t)). \quad (1.44)$$

Returning now to the discussion of taking limits in (1.38) and (1.41), we note that in situations where there is bounded order forcing or no forcing, time must be accelerated for vortex motion, and one takes the limit of $\frac{\partial_t \varepsilon_\varepsilon(u_\varepsilon)}{|\log \varepsilon|}$ on the one hand, and equates it with that of $\text{div} T_\varepsilon$ on the other hand. The stress-energy tensor $T_\varepsilon$ itself is not bounded as $\varepsilon \to 0$, so it does not have a true limit. However, $\text{div} T_\varepsilon$ has a limit in “finite parts” (see [SS3] Chap. 13 for this viewpoint) and one can show it is equal to the gradient of the “renormalized energy” of $[\text{BBH}]$. This is the main force driving the dynamics (possibly supplemented with the forcing of $Z$) in the dynamics derived in [Ti]. It is in particular this computation in finite parts that makes the proofs $[\text{Li1}, \text{Li2}, \text{JS}, \text{Sp}, \text{Ti}, \text{Mi}, \text{KMMS}]$ delicate.

Our present situation is somewhat easier in that sense. Because of the strong forcing, no rescaling in time is necessary, and in (1.38) and (1.41) it suffices to pass to the limit in $\frac{1}{|\log \varepsilon|} \varepsilon_\varepsilon(u_\varepsilon)$ and $\frac{1}{|\log \varepsilon|} \text{div} T_\varepsilon$ simultaneously. Now $\frac{T_\varepsilon}{|\log \varepsilon|}$ is easily seen to be bounded since $T_\varepsilon$ is bounded by the energy density, so it immediately has a weak limit, $T$. The terms in $|u_\varepsilon|^2 - 1$ go to zero in the limit by the energy control and the assumption $\|f_\varepsilon\|_{C^1} \leq \frac{1}{\varepsilon}$. The other terms in (1.38) and (1.41) all have limits when normalized by $|\log \varepsilon|$, thanks to the energy bound and the compactness results on $\mu_\varepsilon$ and $V_\varepsilon$ provided, for example, by [SS1]. In particular $\mu_\varepsilon \to \mu = 2\pi \sum_{i=1}^n d_i \delta a_i(t)$ while $V_\varepsilon \to V = 2\pi \sum_{i=1}^n d_i \delta a_i(t)$ where the $a_i(t)$ are the (continuous) vortex trajectories, and where the number of vortices and their degrees remain constant on $[0, T_*]$. We may then assume, up to extraction, that

$$\frac{T_\varepsilon}{|\log \varepsilon|} \to T, \quad \frac{\text{div} T_\varepsilon}{|\log \varepsilon|} \to \text{div} T, \quad \frac{b(\partial_t u_\varepsilon, \nabla u_\varepsilon)}{|\log \varepsilon|} \to p, \quad \text{and} \quad \frac{\alpha b|\partial_t u_\varepsilon|^2}{|\log \varepsilon|} \to \zeta \quad (1.45)$$

in the weak sense of measures in $\Omega \times [0, T_*]$. Dividing by $|\log \varepsilon|$ in (1.38) and (1.41) and taking the limit as $\varepsilon \to 0$, we thus find

$$\partial_t \nu = \text{div} p - \zeta + bV \cdot Z \quad (1.46)$$

and

$$\text{div} T = \alpha p - \frac{1}{2} \beta bV - b|Z|^2 - \nu \nabla h. \quad (1.47)$$
The next ingredient is to perform a Lebesgue decomposition of the various measures with respect to the vorticity measure \( \mu = 2\pi \sum_{i=1}^{n} d_i \delta_{a_i(t)} dt \). This yields
\[
\nu = \nu_0(t) dt + \sum_{i=1}^{n} \nu_i(t) \delta_{a_i(t)} dt, \quad T = T_0 + \sum_{i=1}^{n} T_i(t) \delta_{a_i(t)} dt,
\]
\[
\mathrm{div} \ T = S_0 + \sum_{i=1}^{n} S_i(t) \delta_{a_i(t)} dt, \quad p = p_0 + \sum_{i=1}^{n} p_i(t) \delta_{a_i(t)} dt, \quad \text{and (1.48)}
\]
\[
\zeta = \zeta_0 + \sum_{i=1}^{n} \zeta_i(t) \delta_{a_i(t)} dt,
\]
where \( \nu_i(t), T_i(t), S_i(t), p_i(t), \zeta_i(t) \) are functions of time and \( \nu_0(t) dt, T_0, S_0, p_0, \zeta_0 \) are singular with respect to \( \mu \). These quantities are interrelated by (1.46) and (1.47), and indeed from the decomposition (1.47) we have that
\[
S_0 = \alpha p_0 - \nu_0 \nabla h \quad \text{and} \quad S_i = \alpha p_i - \beta \pi b(a_i) d_i \dot{a}_i^\perp - 2\pi b(a_i) d_i Z(a_i) - \nu_i \nabla h(a_i). \quad (1.49)
\]

The latter equation in principle gives the velocity of the vortices, hence the dynamical law; however, in our situation we only know from (1.44) that \( \nu_i \geq \pi b(a_i) \), but we do not know the precise values of \( \nu_i \), nor do we know \( p_i \) or \( S_i \).

To determine \( p_i \) we appeal to the equation (1.46). If we formally plug the decompositions (1.48) into (1.46) and throw away all but the concentrated parts, we find that
\[
\frac{\partial}{\partial t} \left( \sum_{i=1}^{n} \nu_i \delta_{a_i} \right) = \mathrm{div} \left( \sum_{i=1}^{n} p_i \delta_{a_i} \right) - \sum_{i=1}^{n} \zeta_i \delta_{a_i} + 2\pi \sum_{i=1}^{n} b(a_i) d_i \dot{a}_i^\perp \cdot Z(a_i) \delta_{a_i}. \quad (1.50)
\]

We then observe that
\[
\frac{\partial}{\partial t} \left( \sum_{i=1}^{n} \nu_i \delta_{a_i} \right) = - \mathrm{div} \left( \sum_{i=1}^{n} \nu_i \dot{a}_i \delta_{a_i} \right) + \sum_{i=1}^{n} \partial_t \nu_i \delta_{a_i} \quad (1.51)
\]
in the sense of distributions. Using this in (1.50) and equating the terms that are divergences of Dirac deltas, we find that
\[
p_i = -\nu_i \dot{a}_i \quad \text{for} \quad i = 1, \ldots, n. \quad (1.52)
\]
This formal calculation can be made rigorous by integrating (1.46) against an appropriately chosen test function with support that moves with the vortices, and indeed we can prove that (1.52) actually holds.

We can also determine that \( T_i = 0 \) for each \( i = 1, \ldots, n \). If we use the decompositions (1.48) in (1.47), then we see that
\[
\mathrm{div} \ T_0 + \sum_{i=1}^{n} \mathrm{div} (T_i \delta_{a_i}) = S_0 + \sum_{i=1}^{n} S_i \delta_{a_i}. \quad (1.53)
\]
Testing this against appropriately chosen vector fields then allows us to deduce that \( T_i = 0 \) for \( i = 1, \ldots, n \).
The next step is to prove that \( \nu_t = \pi b(a_i), \nu_0 = 0, \) and \( \zeta_0 = 0 \) by a Gronwall argument, the key to which is a pair of estimates for \( \zeta \) and \( S_i \). The first estimate,

\[
\int_0^t \sum_{i=1}^n \zeta_i \geq \int_0^t \alpha \pi^2 \sum_{i=1}^n b^2(a_i) \frac{|\dot{a}_i|^2}{\nu_i}, \tag{1.54}
\]

is a simple corollary of the product estimate (1.43). The second estimate,

\[
\int_0^t \sum_{i=1}^n S_i \cdot \dot{a}_i \leq \frac{1}{2} \int_0^t \int_\Omega \zeta_0 + \int_0^t C \left( 1 + \sum_{i=1}^n |\dot{a}_i|^2 \right) \int_\Omega \nu_0, \tag{1.55}
\]

may be derived by relating the pairings \( \text{div} T \cdot \Xi \) and \( T : D\Xi \) (here \( A : B = \sum_{lk} A_{lk} B_{lk} \)) through the divergence theorem and using an appropriate test vector field \( \Xi \). We integrate the relation (1.46) over \( \Omega \) and between time 0 and \( t \) to find

\[
\int_\Omega \nu(t) - \int_\Omega \nu(0) + \int_0^t \int_\Omega \zeta = \int_0^t \sum_{i=1}^n 2\pi b(a_i) Z(a_i) \cdot \dot{a}_i^2. \tag{1.56}
\]

Into this equation we insert (1.49), (1.52), (1.54), the well-preparedness assumption (implying \( \nu(0) = \pi \sum_{i=1}^n b(a_i(0)) \)), and the relation \( \pi \sum_{i=1}^n b(a_i(t)) = \pi \sum_{i=1}^n b(a_i(0)) + \int_0^t \pi \sum_{i=1}^n \nabla b \cdot \dot{a}_i; \) after rearranging a little we are led to

\[
\int_\Omega \nu_0(t) + \sum_{i=1}^n (\nu_i(t) - \pi b(a_i(t))) + \int_0^t \int_\Omega \zeta \leq \frac{1}{2} \int_0^t \int_\Omega |\dot{a}_i|^2 \left( \nu_i - \frac{\pi b^2(a_i)}{\nu_i} \right) \nonumber
\]

\[
+ \int_0^t \sum_{i=1}^n (\dot{a}_i \cdot \nabla h(a_i))(\nu_i - \pi b(a_i)) + \int_0^t \sum_{i=1}^n S_i \cdot \dot{a}_i. \tag{1.57}
\]

Using the fact that \( \nu_i \geq \pi b(a_i) \) in conjunction with (1.55), we find that

\[
\int_\Omega \nu_0(t) + \sum_{i=1}^n (\nu_i(t) - \pi b(a_i(t))) + \frac{1}{2} \int_0^t \int_\Omega \zeta \leq \int_0^t C \left( 1 + \sum_{i=1}^n |\dot{a}_i|^2 \right) \left[ \sum_{i=1}^n (\nu_i - \pi b(a_i)) + \int_\Omega \nu_0 \right]. \tag{1.58}
\]

A simple application of Gronwall’s lemma, using the fact that \( a_i \in H^1 \), then allows us to conclude that \( \zeta_0 = 0 \) and \( \nu(t) = \pi b(a_i(t)), \nu_0(t) = 0 \) for all time, i.e. we find a posteriori that no significant excess energy develops and that \( \zeta \) only concentrates.

In the final step, we use the fact that \( \nu_0 = 0 \) and \( \zeta_0 = 0 \) to show that \( T_0 = 0 \) and \( S_0 = 0 \). We can then return to (1.48) to compare

\[
0 = \text{div} \left( T_0 + \sum_{i=1}^n T_i(t) \delta_{a_i(t)} dt \right) = \text{div} T = S_0 + \sum_{i=1}^n S_i(t) \delta_{a_i(t)} dt = \sum_{i=1}^n S_i(t) \delta_{a_i(t)} dt. \tag{1.59}
\]
Hence $S_i = 0$ a.e. for all $i = 1, \ldots, n$. Since we now know $\nu_i$, $p_i$, and $S_i$, we may return to (1.49) to deduce the dynamical law

$$\alpha \dot{a}_i + d_i \beta \dot{a}_i = -2d_i Z^+(a_i) - \nabla h(a_i).$$

(1.60)

We find that in the original equation (1.5) the forcing term $\nabla h \cdot \nabla u_\varepsilon$ translates into a force $-\nabla h(a_i) = -\nabla \log b(a_i)$ acting on each vortex and pushing it toward the local minima of $b$, while the forcing term $2|\log \varepsilon| Z \cdot \nabla u_\varepsilon$ translates into a Lorentz-type force $-2d_i Z^+(a_i)$. We can write this result as

**Theorem 1.3.** Let $u_\varepsilon$ be a solution to (1.5) where $Z(x)$ is a smooth vector field, $h(x)$ a smooth function and $f_\varepsilon(x)$ a function satisfying $\|f_\varepsilon\|_{C^1} \leq \frac{1}{\varepsilon}$ and assume the well-preparedness condition

$$\begin{cases}
\mu(u_\varepsilon)(0) \to 2\pi \sum_{i=1}^n d_i \delta_{a_i(0)} \text{ for } d_i = \pm 1,
\int_{\Omega} \tilde{e}_\varepsilon(u_\varepsilon)(0) = \pi \sum_{i=1}^n e^h(a_i)|\log \varepsilon| + o(|\log \varepsilon|),
\end{cases}$$

(1.61)

where the $a_i(0) \in \Omega$ are distinct points. Then there exist $n$ continuously differentiable functions $a_i : [0, T_*) \to \Omega$ such that the vortices move along the trajectories $a_i$ (i.e. $\mu(t) = 2\pi \sum_i d_i \delta_{a_i(t)}$) solving

$$\alpha \dot{a}_i + d_i \beta \dot{a}_i = -2d_i Z^+(a_i) - \nabla h(a_i).$$

(1.62)

Moreover, $T_*$ is the smallest of the first collision time and the first exit time of vortices under this law.

Note that a simple adaptation of this allows for the treatment of the case of the Ginzburg-Landau equation with pinning

$$(\alpha + i\beta |\log \varepsilon|) \partial_t u_\varepsilon = \Delta u_\varepsilon + \frac{u_\varepsilon}{\varepsilon^2} (b - |u_\varepsilon|^2),$$

(1.63)

where $\min b > 0$, since the change of unknown function $v_\varepsilon = \frac{u_\varepsilon}{\sqrt{b}}$ transforms it into

$$(\alpha + i\beta |\log \varepsilon|) \partial_t v_\varepsilon = \Delta v_\varepsilon + \frac{b v_\varepsilon}{\varepsilon^2} (1 - |v_\varepsilon|^2) + \nabla \log b \cdot \nabla v_\varepsilon + v_\varepsilon \frac{\Delta \sqrt{b}}{\sqrt{b}}$$

(1.64)

and yields the dynamical law

$$\alpha \dot{a}_i + d_i \beta \dot{a}_i = -\nabla \log b(a_i),$$

(1.65)

which is identical to (1.27).

In more usual settings of order 1 forcing terms and logarithmic time rescaling, the method of proof above can also be applied, modulo the computation of the limit of $\text{div } T_\varepsilon$ in finite parts, and it thus gives a unified approach to derive the dynamical law for the heat flow, mixed heat plus Schrödinger flow, with or without pinning, with or without an “applied current” type forcing term. It avoids having to choose “clever” test-functions, as done in particular for mixed flows, and allows for the possibility of excess-energy developing in time.

We note that in our analysis it is crucial that the currents or forcing terms are of strength $|\log \varepsilon|$, but again this scaling is particularly relevant since it is precisely that for which the
pinning force and the electromagnetic forces are of the same order. The case of stronger currents raises new difficulties and is still an open question.

The paper is organized as follows. In Section 2 we present the change of functions and choice of auxiliary functions which allow to transform the equation (1.1) into one resembling (1.5). Section 3 contains various estimates controlling $1 - |v_\varepsilon|$ and $B_\varepsilon$ that ensure their compactness; it can be skipped in a first reading. In Section 4 we employ the method of [Ti] to show that, while the energy does not decrease, it cannot increase too quickly. Sections 5 and 6 contain the core of the proof of Theorem 1.1; it is there that we derive the convergence results and dynamical law, roughly following the method outlined in Section 1.4.

2 Reformulating the equations

In this section we give details on the change of functions that serve to transform the equations. The idea follows [Ti], but the pinning term complicates the choice of functions.

2.1 Equations

Studying the triple $(u_\varepsilon, A_\varepsilon, \Phi_\varepsilon)$ is not convenient because of the pinning and boundary terms. We reformulate the equations to remove the appearance of the applied fields from the boundary conditions.

Lemma 2.1. Suppose $\psi : \Omega \rightarrow \mathbb{R}$ and $X : \Omega \rightarrow \mathbb{R}^2$ are both smooth and satisfy the boundary conditions

$$
\begin{align*}
\text{curl } X &= H \quad \text{on } \partial \Omega \\
X \cdot \nu &= 0 \quad \text{on } \partial \Omega \\
\nabla \psi \cdot \nu &= J \cdot \nu \quad \text{on } \partial \Omega.
\end{align*}
$$

(2.1)

Let $v_\varepsilon = u_\varepsilon e^{-i|\log \varepsilon|\psi}/\sqrt{b}$ and $B_\varepsilon = A_\varepsilon - |\log \varepsilon| X$. Write $Z = \nabla \psi - X$ and $Z_\varepsilon = |\log \varepsilon| (\nabla \psi - X)$. Then $(v_\varepsilon, B_\varepsilon, \Phi_\varepsilon)$ solve

$$(\alpha + i|\log \varepsilon| \beta)(\partial_t v_\varepsilon + i\Phi_\varepsilon v_\varepsilon) = \Delta B_\varepsilon v_\varepsilon + \frac{b v_\varepsilon}{\varepsilon^2} (1 - |v_\varepsilon|^2) + \nabla \log b \cdot \nabla B_\varepsilon v_\varepsilon + 2iZ_\varepsilon \cdot \nabla B_\varepsilon v_\varepsilon

+ iv_\varepsilon \frac{\text{div}(bZ_\varepsilon)}{b} + v_\varepsilon \left( \frac{\Delta \sqrt{b}}{\sqrt{b}} - |Z_\varepsilon|^2 \right),$$

(2.2)

$$
\sigma \left( \partial_t B_\varepsilon + \nabla \Phi_\varepsilon \right) = \nabla^\perp \text{curl } B_\varepsilon + b(iv_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + |\log \varepsilon| \nabla^\perp \text{curl } X + |v_\varepsilon|^2 bZ_\varepsilon
$$

(2.3)

in $\Omega$, along with the boundary conditions

$$
\begin{align*}
\text{curl } B_\varepsilon &= 0 \quad \text{on } \partial \Omega \\
\nabla B_\varepsilon v_\varepsilon \cdot \nu &= -\frac{1}{2} v \nabla \log b \cdot \nu \quad \text{on } \partial \Omega.
\end{align*}
$$

(2.4)

Proof. The PDEs (2.2) and (2.3) follow directly from the equations (1.1) and the definitions of $v_\varepsilon, B_\varepsilon$. The boundary conditions (2.4) follow from (2.1) and the boundary conditions in (1.1).
2.2 Choice of subtracted fields

We now seek to find a choice for $\psi$ and $X$ to use in Lemma 2.1 that leads to some optimal cancellation in the PDEs (2.2)–(2.3). To this end, we first fix a gauge. Define $\phi_0 : \Omega \to \mathbb{R}$ to be the solution to (1.9). Note that $\phi_0$ exists, is unique, and is smooth. We now fix a gauge in which $\Phi_\varepsilon = |\log \varepsilon| \phi_0$.

**Lemma 2.2.** It is possible to change gauges so that $\Phi_\varepsilon = |\log \varepsilon| \phi_0$ and so that $B_\varepsilon(0)$ satisfies the Coulomb gauge, i.e. $\text{div} B_\varepsilon(0) = 0$ and $B_\varepsilon(0) \cdot \nu = 0$ on $\partial \Omega$.

**Proof.** The result is identical to that of Lemma 2.4 in [Ti].

With this choice of gauge, we now choose the $\psi$ and $X$ to work with. Define $h_0 : \Omega \to \mathbb{R}$ to be the solution to (1.10). Again, $h_0$ exists, is unique, and is smooth. Define $\xi_0 : \Omega \to \mathbb{R}$ to be the solution to (1.11). Then we define $X_0 : \Omega \to \mathbb{R}^2$ via (1.12), which implies (1.13).

Finally, define $\psi_0 : \Omega \to \mathbb{R}$ to be the solution to (1.14). This PDE is well-posed since (1.3), (1.9), and (1.10) imply that

$$\int_\Omega \text{div} \left( \frac{\sigma \nabla \phi_0 - \nabla \perp h_0}{b} \right) = \int_{\partial \Omega} \frac{\sigma \nabla \phi_0 - \nabla \perp h_0}{b} \cdot \nu = \int_{\partial \Omega} \frac{(bJ - I) \cdot \nu + I \cdot \nu}{b} = \int_{\partial \Omega} J \cdot \nu. \quad (2.5)$$

The reason for defining $\psi_0$ and $X_0$ in this manner is seen in the following lemma.

**Lemma 2.3.** Let $\phi_0$, $h_0$, $X_0$, and $\psi_0$ be as defined in (1.9)–(1.14). Then

$$\sigma \nabla \phi_0 - \nabla \perp \text{curl} X_0 = b(\nabla \psi_0 - X_0). \quad (2.6)$$

**Proof.** Since $\text{div} X_0 = 0$, the definition of $\psi_0$ (1.14) implies that

$$\text{div}(\nabla \psi_0 - X_0) = \text{div} \left( \frac{\sigma \nabla \phi_0 - \nabla \perp h_0}{b} \right), \quad (2.7)$$

so that by Poincaré’s lemma,

$$\nabla \psi_0 - X_0 = \frac{\sigma \nabla \phi_0 - \nabla \perp h_0}{b} + \nabla \perp \chi \quad (2.8)$$

for some $\chi : \Omega \to \mathbb{R}$. Taking the curl of equation (2.8) yields

$$\Delta \chi = -h_0 - \sigma \nabla \perp \frac{1}{b} \cdot \nabla \phi_0 + \text{div} \left( \frac{\nabla h_0}{b} \right) = 0 \quad (2.9)$$

since $h_0$ satisfies (1.10). Taking the dot product of (2.8) with the boundary normal yields

$$- \partial_\tau \chi = \nabla \perp \chi \cdot \nu = J \cdot \nu - \frac{(bJ - I) + I}{b} \cdot \nu = 0, \quad (2.10)$$

where $\tau = \nu \perp$ is the boundary tangent. This implies that $\chi$ is a constant on the boundary, and then inside, and so the result follows since $\text{curl} X_0 = h_0$. \qed
This property leads to a nice cancellation in the equations of Lemma 2.1 which allows to obtain an equation (2.13) of the form (1.5) (in a gauged version).

**Lemma 2.4.** Let \( \psi_0, X_0 \) be as in (1.14) and (1.12) and suppose \((u_\varepsilon, A_\varepsilon)\) are solutions to (1.1) in the \( \Phi_\varepsilon = |\log \varepsilon| \phi_0 \) gauge. Define \( Z_\varepsilon = |\log \varepsilon| Z \) for

\[
Z := \nabla \psi_0 - X_0
\]

and also define

\[
f_\varepsilon = \frac{\Delta \sqrt{b}}{\sqrt{b}} - |Z_\varepsilon|^2 + \beta |\log \varepsilon|^2 \phi_0.
\]

Then \( v_\varepsilon = u_\varepsilon e^{-i |\log \varepsilon| \psi_0 / \sqrt{b}} \) and \( B_\varepsilon = A_\varepsilon - |\log \varepsilon| X_0 \) solve

\[
(\alpha + i |\log \varepsilon| \beta) \partial_t v_\varepsilon = \Delta_{B_\varepsilon} v_\varepsilon + \frac{b v_\varepsilon}{\varepsilon^2} (1 - |v_\varepsilon|^2) + \nabla \log b \cdot \nabla_{B_\varepsilon} v_\varepsilon + 2 i Z_\varepsilon \cdot \nabla_{B_\varepsilon} v_\varepsilon + v_\varepsilon f_\varepsilon,
\]

\[
\sigma \partial_t B_\varepsilon = \nabla \perp h'_\varepsilon + b(\imath v_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) + (|v_\varepsilon|^2 - 1) b Z_\varepsilon
\]

in \( \Omega \), along with the boundary conditions

\[
\begin{cases}
  h'_\varepsilon = 0 & \text{on } \partial\Omega \\
  \nabla_{B_\varepsilon} v_\varepsilon \cdot \nu = -\frac{1}{2} v_\varepsilon \nabla \log b \cdot \nu & \text{on } \partial\Omega.
\end{cases}
\]

Here we have written \( h'_\varepsilon = \text{curl} B_\varepsilon \).

**Proof.** We apply Lemma 2.1 with \( f = \psi_0 \) and \( X = X_0 \). According to Lemma 2.3

\[
\text{div}(b(\nabla \psi_0 - X_0)) = \sigma \Delta \phi_0 = \alpha b \phi_0.
\]

Replacing \( \Phi_\varepsilon \) by \( |\log \varepsilon| \phi_0 \), this yields the cancellation of all the terms multiplying \( \imath v_\varepsilon \) in the equation (2.2), which gives (2.13). A similar application of Lemma 2.3 gives (2.14).

**Remark 2.5.** The vector field \( Z \) defined in Lemma 2.4 is smooth and \( \|Z\|_{C^2(\Omega)} < \infty \). This follows immediately from its definition and the smoothness of the solutions to (1.9)–(1.14).

## 3 A priori estimates and compactness

We introduce the pinned free-energy density

\[
g_\varepsilon(u, A) := \frac{1}{2} \left( b |\nabla_A u|^2 + \frac{b^2}{2\varepsilon^2} (1 - |u|^2)^2 + |\text{curl } A|^2 \right),
\]

and the free energy

\[
F_\varepsilon(u, A) = \int_{\Omega} g_\varepsilon(u, A).
\]

We are interested in proving a priori estimates and compactness on the magnetic field \( B_\varepsilon \). The choices of gauge and \( \psi_0, X_0 \) give rise to nice properties for it. Some difficulty goes into controlling the terms in \( |v_\varepsilon| \) since the maximum principle does not hold for this mixed flow equation, and as such it is not guaranteed that \( |v_\varepsilon| \leq 1 \).
Lemma 3.1. Let \((v_\varepsilon, B_\varepsilon)\) solve (2.13) - (2.15) in the \(\Phi_\varepsilon = |\log \varepsilon| \phi_0\) gauge. Then the vector field \(B_\varepsilon\) satisfies

\[
\sigma \partial_t \text{div} B_\varepsilon = \alpha b(i v_\varepsilon, \partial_t v_\varepsilon) + \alpha |\log \varepsilon| (|v_\varepsilon|^2 - 1) b \phi_0 + |\log \varepsilon| \partial_t \left( \frac{\beta b(|v_\varepsilon|^2 - 1)}{2} \right)
\]

(3.3)
in \(\Omega\), and

\[
\sigma \partial_t B_\varepsilon \cdot \nu = |\log \varepsilon| (|v_\varepsilon|^2 - 1) J \cdot \nu
\]
on \(\partial \Omega\). Consequently, for \(1 < p < 2\) and \(q = 2p/(2 - p)\)

\[
\sigma \| \text{div} B_\varepsilon(t) \|_{L^p} \leq \alpha \int_0^t \left( |\sqrt{b} \partial_t v_\varepsilon(s)| \right)_{L^2} \left( |\sqrt{b}| \right)_{L^q} + \left( |\sqrt{b}| \right)_{L^\infty} \left( 1 - |v_\varepsilon|^2 \right) \left( L^q \right) ds + \alpha |\log \varepsilon| \int_0^t \left( \| b \phi_0 \|_{L^q} \right) \left( (|v_\varepsilon(s)|^2 - 1) \right) \left( L^2 \right) ds
\]

(3.4)

\[
+ |\log \varepsilon| \frac{|\beta| \| b \|_{L^\infty}}{2} \left( 1 - |v_\varepsilon(t)|^2 \right) \left( L^p \right) + \left( 1 - |v_\varepsilon(0)|^2 \right) \left( L^p \right)
\]

(3.5)

and

\[
\sigma \| B_\varepsilon(t) \cdot \nu \|_{L^p(\partial \Omega)} \leq \int_0^t |\log \varepsilon| \left( J \cdot \nu \right)_{L^\infty(\partial \Omega)} \left( (|v_\varepsilon(s)|^2 - 1) \right) \left( L^p(\partial \Omega) \right) ds.
\]

(3.6)

Proof. The equation in (2.14) reads

\[
\sigma \partial_t B_\varepsilon = \nabla^\perp h_\varepsilon' + b(i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + (|v_\varepsilon|^2 - 1) b Z_\varepsilon.
\]

(3.7)

Taking the dot product of this equation with the boundary normal \(\nu\) and applying the boundary conditions \(h_\varepsilon' = 0\) and \(\nabla B_\varepsilon v_\varepsilon \cdot \nu = -\frac{1}{2} v_\varepsilon \nabla \log b \cdot \nu\) on \(\partial \Omega\) (2.15) yields

\[
\sigma \partial_t B_\varepsilon \cdot \nu = \nabla^\perp h_\varepsilon' \cdot \nu + b(i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon \cdot \nu) + (|v_\varepsilon|^2 - 1) |\log \varepsilon| (\nabla \psi_0 - X_0) \cdot \nu
\]

(3.8)

\[
= (|v_\varepsilon|^2 - 1) |\log \varepsilon| J \cdot \nu,
\]

which is (3.4). Taking the divergence of (3.7) and employing Lemma 2.3 we find that

\[
\sigma \partial_t \text{div} B_\varepsilon + ab |\log \varepsilon| \phi_0 = \text{div}(b(i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + |v_\varepsilon|^2 b Z_\varepsilon).
\]

(3.9)

On the other hand, taking \((i v_\varepsilon, \cdot)\) with (2.13) yields the equality

\[
\alpha(i v_\varepsilon, \partial_t v_\varepsilon) + \beta |\log \varepsilon| (v_\varepsilon, \partial_t v_\varepsilon) = (i v_\varepsilon, \Delta B_\varepsilon v_\varepsilon + \nabla \log b \cdot \nabla B_\varepsilon v_\varepsilon + 2 i Z_\varepsilon \cdot \nabla B_\varepsilon v_\varepsilon)
\]

(3.10)

\[
= \text{div}(i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + (i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) \cdot \nabla \log b + \nabla |v_\varepsilon|^2 \cdot Z_\varepsilon
\]

so that (again using Lemma 2.3)

\[
\alpha(i v_\varepsilon, \partial_t v_\varepsilon) + \beta |\log \varepsilon| b \partial_t (|v_\varepsilon|^2 - 1) + ab |\log \varepsilon| |v_\varepsilon|^2 \phi_0 = \text{div}(b(i v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + |v_\varepsilon|^2 b Z_\varepsilon).
\]

(3.11)

Equating (3.9) and (3.11) gives (3.3).
Recall that by Lemma 2.2 at time $t = 0$ the vector field $B_{\varepsilon}(0)$ satisfies $\text{div} B_{\varepsilon}(0) = 0$ and $B_{\varepsilon}(0) \cdot \nu = 0$. The estimate (3.6) then follows directly from integrating (3.4) in time from 0 to $t$. For (3.5) we first integrate (3.3) in time and then apply the Hölder inequality $\|\phi \psi\|_{L^p} \leq \|\phi\|_{L^r} \|\psi\|_{L^q}$ for $q = 2p/(2 - p)$ to bound

$$b(v_\varepsilon, \partial_t v_\varepsilon)_{L^p} \leq \|b \|v_\varepsilon\|_{L^p} \|\partial_t v_\varepsilon\|_{L^p} \leq \left\|\sqrt{b} \partial_t v_\varepsilon(s)\right\|_{L^2} \left(\left\|\sqrt{b}\right\|_{L^q} + \left\|\sqrt{b}\right\|_{L^\infty} \|1 - |v_\varepsilon|^2\|_{L^q}\right)$$

(3.12)

and

$$\|b \phi_0 (|v_\varepsilon(s)|^2 - 1)\|_{L^p} \leq \|b \phi_0\|_{L^q} \|(|v_\varepsilon(s)|^2 - 1)\|_{L^2}.$$  

(3.13)

We will use this result with the following. Recall $F_{\varepsilon}$ is defined in (3.2).

**Lemma 3.2.** For any $(v_\varepsilon, B_{\varepsilon})$ (not necessarily solutions) it holds that for $2 < q < \infty$

$$\|1 - |v_\varepsilon|\|_{L^q} \leq C \varepsilon^{2/q} \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}$$

and

$$\|1 - |v_\varepsilon|\|_{L^q(\partial \Omega)} \leq C \varepsilon^{1/q} \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}$$

(3.14)

for some universal constant $C > 0$.

**Proof.** Write $\rho = |v_\varepsilon|$. By rewriting $v_\varepsilon = \rho w_\varepsilon$ and remembering that $0 < \inf b \leq 1$, we find that

$$\frac{1}{2} \int_\Omega |\nabla \rho|^2 + \frac{(1 - \rho^2)^2}{2 \varepsilon^2} \leq \frac{1}{2} \int_\Omega |\nabla \rho|^2 + \rho^2 |\nabla B_{\varepsilon} w_\varepsilon|^2 + \frac{(1 - \rho^2)^2}{2 \varepsilon^2} \leq CF_{\varepsilon}(v_\varepsilon, B_{\varepsilon}).$$

(3.15)

Notice that since $\rho \geq 0$ we may bound $(1 - \rho^2) \leq (1 - \rho^2)^2$, so that

$$\|1 - \rho\|_{L^2} \leq C \varepsilon \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}$$

and

$$\|1 - \rho\|_{H^1} \leq C \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}.$$  

(3.16)

Interpolating between these bounds yields

$$\|1 - \rho\|_{H^s} \leq \|1 - \rho\|_{L^2}^{1-s} \|1 - \rho\|_{H^1}^s \leq C \varepsilon^{1-s} \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}$$

(3.17)

for any $s \in (0, 1)$. When $s \in (1/2, 1)$ trace theory then gives

$$\|1 - \rho\|_{H^{s-1/2}(\partial \Omega)} \leq C \|1 - \rho\|_{H^s(\Omega)} \leq C \varepsilon^{1-s} \sqrt{F_{\varepsilon}(v_\varepsilon, B_{\varepsilon})}.$$  

(3.18)

Then the bounds (3.14) follow from (3.17) and (3.18) by using the embedding $H^r \hookrightarrow L^q$ for $q = 2n/(n - 2r)$ first with $r = s$ and $n = 2$ and then with $r = s - 1/2$ and $n = 1$.

We will need the following inequality in order to derive some compactness results for $B_{\varepsilon}$.

**Proposition 3.3.** For $1 < p < 2$ and $\delta > 0$ sufficiently small there exists a constant $C > 0$ so that

$$\|A\|_{W^{1/p - \delta, p}} \leq C \left(\|\text{div} A\|_{L^p} + \|\text{curl} A\|_{L^p} + \|A \cdot \nu\|_{L^p(\partial \Omega)}\right)$$

(3.19)

for all $A \in W^{1,p}(\Omega; \mathbb{R}^2)$. Moreover,

$$\|A\|_{L^q} \leq C \left(\|\text{div} A\|_{L^p} + \|\text{curl} A\|_{L^p} + \|A \cdot \nu\|_{L^p(\partial \Omega)}\right)$$

(3.20)

for $q = 2p/(1 + \delta p)$. 
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Proof. We employ the Hodge decomposition \( A = \nabla \phi + \nabla^\perp \psi \) for \( \phi \) the solution to

\[
\begin{cases}
\Delta \phi = \text{div} A & \text{in } \Omega \\
\nabla \phi \cdot \nu = A \cdot \nu & \text{on } \partial \Omega
\end{cases}
\]  
(3.21)

and \( \psi \) the solution to

\[
\begin{cases}
\Delta \psi = \text{curl} A & \text{in } \Omega \\
\psi = 0 & \text{on } \partial \Omega.
\end{cases}
\]  
(3.22)

The usual elliptic theory [LM] provides the existence such solutions satisfying the estimates

\[
\| \psi \|_{W^{2,p}} \leq C \| \text{curl} A \|_{L^p}
\]  
(3.23)

and

\[
\| \phi \|_{W^{1+1/p-\delta,p}} \leq C \left( \| \text{div} A \|_{L^p} + \| A \cdot \nu \|_{L^p(\partial \Omega)} \right)
\]  
(3.24)

for any \( \delta > 0 \) sufficiently small.

Then

\[
\| A \|_{W^{1/p-\delta,p}} \leq \| \nabla^\perp \psi \|_{W^{1/p-\delta,p}} + \| \nabla \phi \|_{W^{1/p-\delta,p}} \leq \| \psi \|_{W^{2,p}} + \| \phi \|_{W^{1+1/p-\delta,p}}
\]  
(3.25)

which together with (3.23) and (3.24) implies (3.19). The bound (3.20) follows from (3.19) and the embedding \( W^{1/p-\delta,p} \hookrightarrow L^q \) for

\[
\frac{1}{q} = \frac{1}{p} - \frac{1/p - \delta}{n} \quad \text{with } n = 2.
\]  
(3.26)

We now turn to some a priori bounds on \( 1 - |v_\varepsilon| \) and \( B_\varepsilon \).

Proposition 3.4. Let \((v_\varepsilon, B_\varepsilon)\) solve (2.13) – (2.15). Suppose that

\[
\sup_{0 \leq s \leq t} F_\varepsilon(v_\varepsilon, B_\varepsilon)(s) + \int_0^t \int_\Omega \alpha b |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 \leq K |\log \varepsilon|.
\]  
(3.27)

Then the following hold.

1. For any \( 2 < r < \infty \) there exists a constant \( C \) depending on \( K \) such that

\[
\sup_{0 \leq s \leq t} \| 1 - |v_\varepsilon(s)| \|_{L^r} \leq C \varepsilon^{2/r} \sqrt{|\log \varepsilon|} \quad \text{and} \quad \sup_{0 \leq s \leq t} \| 1 - |v_\varepsilon(s)| \|_{L^r(\partial \Omega)} \leq C \varepsilon^{1/r} \sqrt{|\log \varepsilon|}.
\]  
(3.28)

2. For any \( 1 < p < 2 \) and \( \delta > 0 \) sufficiently small there exists a constant \( C > 0 \) depending on \( K \) so that

\[
\sup_{0 \leq s \leq t} \| B_\varepsilon \|_{W^{1/p-\delta,p}} \leq C \sqrt{|\log \varepsilon|} (1 + t |\log \varepsilon| \varepsilon^{1/q})
\]  
(3.29)

for \( q = 2p/(1 + \delta p) \).
3. For any $2 < q < 4$ there exists a constant $C > 0$ depending on $K$ so that

$$
\sup_{0 \leq s \leq t} \|B_\varepsilon(s)\|_{L^q} \leq C \sqrt{|\log \varepsilon| (1 + t |\log \varepsilon| \varepsilon^{1/q})}.
$$

(3.30)

4. There exists a constant $C > 0$ depending on $K$ so that

$$
\int_\Omega |v_\varepsilon(t)|^2 |B_\varepsilon(t)|^2 \leq C |\log \varepsilon| (1 + t^2 |\log \varepsilon|^2 \sqrt{\varepsilon}).
$$

(3.31)

**Proof.** To begin, we note that Lemma 3.2 and (3.27) imply that

$$
\|1 - |v_\varepsilon|\|_{L^r(\Omega)} \leq C_\varepsilon^{2/r} \sqrt{|\log \varepsilon|}
$$

and

$$
\|1 - |v_\varepsilon|\|_{L^r(\partial\Omega)} \leq C_\varepsilon^{1/r} \sqrt{|\log \varepsilon|}
$$

(3.32)

for all $r > 2$, which yields (3.28).

To prove the second item, we let $1 < p < 2$ and $\delta > 0$ be sufficiently small. According to Proposition 3.3 we may bound

$$
\|B_\varepsilon\|_{W^{1/p-\delta,p}} \leq C \left(\|\text{div} B_\varepsilon\|_{L^p} + \|\text{curl} B_\varepsilon\|_{L^p} + \|B_\varepsilon \cdot \nu\|_{L^p(\partial\Omega)}\right).
$$

(3.33)

We will estimate each term on the right hand side of this inequality using Lemma 3.1 with the bounds (3.27) and (3.32). The bounds (3.6) and (3.32) together with Hölder’s inequality provide the estimate

$$
\sigma \|B_\varepsilon(t) \cdot \nu\|_{L^p(\partial\Omega)} \leq C t |\log \varepsilon|^{3/2} \varepsilon^{1/q}
$$

(3.34)

for $q = 2p/(1 + \delta p)$. Similarly, (3.5) gives

$$
\sigma \|\text{div} B_\varepsilon(t)\|_{L^p} \leq C \left(\int_0^t \left\|\sqrt{\partial_\nu v_\varepsilon}\right\|_{L^2}^{1/2} \right)^{1/2} + C t |\log \varepsilon|^{3/2} \varepsilon^{2/q} + C |\log \varepsilon|^{3/2} \varepsilon^{2/q} \leq C |\log \varepsilon|^{3/2} \varepsilon^{2/q} (1 + t).
$$

(3.35)

Finally, the energy bound (3.27) and Hölder imply that for $p < 2$,

$$
\|\text{curl} B_\varepsilon(t)\|_{L^p} \leq C \|\text{curl} B_\varepsilon(t)\|_{L^2} \leq C \sqrt{|\log \varepsilon|}.
$$

(3.36)

We may then combine estimates (3.34), (3.35), and (3.36) with (3.33) to deduce (3.29).

For the third item we now fix $q \in (2, 4)$ and choose $1 < p < 2$ and $\delta > 0$ so that $q = 2p/(1 + \delta p)$ and $1/p - \delta > 0$. Then (3.30) follows from (3.29) and the embedding $W^{1/p-\delta,p}(\Omega) \hookrightarrow L^q(\Omega)$.

Now for the fourth item we utilize (3.32) with $r = 2q/(q - 2) > 2$ to bound

$$
\|v_\varepsilon(t)\|_{L^r} \leq \|B_\varepsilon(t)\|_{L^q} \|B_\varepsilon(t)\|_{L^q} \leq C \sqrt{|\log \varepsilon| (1 + t |\log \varepsilon| \varepsilon^{1/q})}.
$$

(3.37)

Squaring this inequality and applying Cauchy’s inequality on the right side then gives

$$
\|v_\varepsilon(t)\|_{L^2}^2 \leq C |\log \varepsilon| (1 + t^2 |\log \varepsilon|^2 \varepsilon^{2/q}) \leq C |\log \varepsilon| (1 + t^2 |\log \varepsilon|^2 \sqrt{\varepsilon}),
$$

(3.38)

where in the last inequality we have used the fact that $2 < q < 4$ implies $2/q > 1/2$. This is (3.31).
We now parlay these bounds into convergence results. We begin by recalling a Lemma on compactness in space-time, due to Simon [Si].

**Lemma 3.5.** Suppose $X, Y, Z$ are Banach spaces such that $X \subset \subset Y \hookrightarrow Z$ and
\[ \|x\|_Y \leq C \|x\|_{X}^{1-\theta} \|x\|_{Z}^{\theta} \]
for some $\theta \in (0, 1)$. Let $1 < p_1, p_2 \leq \infty$. Then each set bounded both in $L^{p_1}([0, T]; X)$ and in $W^{1, p_2}([0, T]; Z)$ is pre-compact in $L^p([0, T]; Y)$ for all $p \leq p_1/(1-\theta)$.

With this lemma in hand we can deduce a pair of convergence results.

**Proposition 3.6.** Let $(v_\varepsilon, B_\varepsilon)$ solve (2.13) – (2.15). Suppose that
\[ \sup_{0 \leq t \leq T_*} F_\varepsilon(v_\varepsilon, B_\varepsilon)(s) + \int_0^{T_*} \int_{\Omega} ab |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 \leq K |\log \varepsilon| \]  
for some fixed $T_* > 0$. Fix $2 < r < 4$. Then up to the extraction of a subsequence
\[ \frac{B_\varepsilon}{\sqrt{|\log \varepsilon|}} \to B_* \text{ in } L^2((0, T_*); L^r(\Omega)). \]  
Moreover,
\[ \frac{\text{curl} \ B_\varepsilon}{\sqrt{|\log \varepsilon|}} \to \text{curl} \ B_* \text{ in } L^2(\Omega \times (0, T_*)), \]
and
\[ \int_0^{T_*} \int_{\Omega} \frac{\text{curl} \ B_\varepsilon \partial_t B_\varepsilon^\perp}{|\log \varepsilon|} \to \int_0^{T_*} \int_{\Omega} \text{curl} \ B_* \partial_t B_*^\perp. \]

**Proof.** We will derive these convergence results by applying Lemma 3.5. As such we must first verify its hypotheses. We begin with the convergence of $\frac{B_\varepsilon}{\sqrt{|\log \varepsilon|}}$. According to (3.29) of Proposition 3.4
\[ \sup_{0 \leq t \leq T_*} \|B_\varepsilon(t)\|_{W^{1/p-\delta, p}} \leq C. \]

On the other hand, the energy bound (3.39) implies that
\[ \int_0^{T_*} \|\partial_t B_\varepsilon(t)\|_{L^2}^2 dt \leq C. \]
Hence the collection $\{B_\varepsilon\}$ is uniformly bounded in
\[ L^\infty((0, T_*); W^{1/p-\delta, p}(\Omega)) \cap H^1((0, T_*); L^2(\Omega)). \]

According to the interpolation result of Theorem 4.3.1/1 of [Tr], there exists a constant $C > 0$ so that
\[ \|B_\varepsilon\|_{W^{s, q}} \leq C \|B_\varepsilon\|_{W^{1/p-\delta, p}}^{1-\theta} \|B_\varepsilon\|_{L^2}^{\theta} \]
for any $\theta \in (0, 1)$, where
\[ s = (1 - \theta) \left(\frac{1}{p} - \delta\right) \quad \text{and} \quad \frac{1}{q} = \frac{1 - \theta}{p} + \frac{\theta}{2}. \]
We chain this inequality together with the embedding
\[ W^{s,q}(\Omega) \hookrightarrow L^r(\Omega) \text{ for } \frac{1}{r} = \frac{1}{q} - \frac{s}{2} \text{ with } s > 0 \] (3.48)
to get
\[ \| \bar{B}_\varepsilon \|_{L^r} \leq C \| \bar{B}_\varepsilon \|_{W^{1/p-\delta,p}_r}^{1-\theta} \| \bar{B}_\varepsilon \|_{L^2}^\theta \] (3.49)
for
\[ \frac{1}{r} = \frac{1 - \theta}{p} + \frac{\theta}{2} - \frac{1 - \theta}{2} \left( \frac{1}{p} - \delta \right). \] (3.50)
By choosing \( 1 < p < 2, \delta > 0 \) small enough, and \( \theta \in (0,1) \) we can achieve any \( r \in (2,4) \) in (3.50). So, for any \( r \in (2,4) \) we can apply Lemma 3.5 with \( X = W^{1/p-\delta,p}(\Omega), Y = L^r(\Omega) \), and \( Z = L^2(\Omega) \) to get (3.40).

We now turn to the convergence of \( \zeta_\varepsilon := \text{curl} \bar{B}_\varepsilon/\sqrt{\log \varepsilon} \). Because of (2.14) we may write
\[ \nabla \perp \zeta_\varepsilon = \sigma \partial_t \bar{B}_\varepsilon - \frac{b (iv_{\varepsilon}, \nabla B_{\varepsilon}v_{\varepsilon})}{\sqrt{\log \varepsilon}} - (|v_{\varepsilon}|^2 - 1) \frac{bZ_{\varepsilon}}{\sqrt{\log \varepsilon}}. \] (3.51)
This equation, the energy bound (3.39), Hölder’s inequality, and (3.28) then allow us to bound, for \( 1 < p < 2 \)
\[ \int_0^{T_*} \| \nabla \zeta_\varepsilon \|_{L^p}^2 \leq C \int_0^{T_*} \left( \| \partial_t \bar{B}_\varepsilon \|_{L^2}^2 + \frac{\| \nabla B_{\varepsilon}v_{\varepsilon} \|_{L^2}^2}{\| \log \varepsilon \|} + 1 \right) \leq C(1 + T_*). \] (3.52)
Similarly, the bound (3.39) and Hölder give, for \( 1 < p < 2 \),
\[ \int_0^{T_*} \| \zeta_\varepsilon \|_{L^p}^2 \leq C \int_0^{T_*} \frac{F_\varepsilon(v_{\varepsilon}, B_{\varepsilon})}{\| \log \varepsilon \|} \leq CT_* \] (3.53)
We will estimate \( \partial_t \zeta_\varepsilon \) spatially in \( H^{-1}(\Omega) = (H^1_0(\Omega))^* \). Let \( \psi \in L^2((0,T_*); H^1_0(\Omega)) \). Then since \( \zeta_\varepsilon = \text{curl} \bar{B}_\varepsilon \) we may estimate
\[ \int_0^{T_*} \int_\Omega \psi \partial_t \zeta_\varepsilon = \int_0^{T_*} \int_\Omega -\nabla \perp \psi \cdot \partial_t \bar{B}_\varepsilon \leq \left( \int_0^{T_*} \| \partial_t \bar{B}_\varepsilon \|_{L^2}^2 \right)^{1/2} \left( \int_0^{T_*} \| \psi \|_{H^1}^2 \right)^{1/2}, \] (3.54)
which implies, with (3.44), upon taking the supremum over all such \( \psi \), that
\[ \int_0^{T_*} \| \partial_t \zeta_\varepsilon \|_{H^{-1}}^2 \leq \int_0^{T_*} \| \partial_t \bar{B}_\varepsilon \|_{L^2}^2 \leq C. \] (3.55)
Hence, from (3.52), (3.53), and (3.55) we see that for any \( 1 < p < 2 \), the collection \( \{ \zeta_\varepsilon \} \) is uniformly bounded in
\[ L^2((0,T_*); W^{1,p}(\Omega)) \cap H^1((0,T_*); H^{-1}(\Omega)). \] (3.56)
To apply Lemma 3.5 we fix \( 1 < p < 2 \) and apply Theorems 4.3.1/1 and 4.8.2 of [Tr] to see that
\[ \| \zeta_\varepsilon \|_{W^{s,q}} \leq C \| \zeta_\varepsilon \|_{W^{1,p}}^{1-\theta} \| \zeta_\varepsilon \|_{H^{-1}}^\theta \] (3.57)
for \( \theta \in (0, 1) \),
\[
s = 1 - 2\theta, \quad \text{and} \quad \frac{1}{q} = \frac{1 - \theta}{p} + \frac{\theta}{2}.
\]
(3.58)

If we choose \( \theta = (2p - 2)/(3p - 2) \in (0, 1/2) \), then \( s > 0 \) and we may use the embedding (3.48) with \( r = 2 \) to bound
\[
\| \zeta_\varepsilon \|_{L^2} \leq C \| \zeta_\varepsilon \|^{1-\theta}_{W^{1,p}} \| \zeta_\varepsilon \|^{\theta}_{H^{-1}}.
\]
(3.59)

Hence Lemma 3.5 is applicable with \( X = W^{1,p}(\Omega) \), \( Y = L^2(\Omega) \), and \( Z = H^{-1}(\Omega) \), and it provides the convergence (3.41). The convergence of (3.42) is a consequence of (3.41) and the weak-L^2(\Omega \times (0, T)) compactness of \( \partial_t B_\varepsilon/\sqrt{|\log \varepsilon|} \) that follows from the energy bound (3.39).

4 Energy analysis

In this section we examine the evolution of the energy and show that it cannot increase too quickly in time. We first have the following formula for the evolution of the energy density (3.1).

**Lemma 4.1.** For any pair \((u, A)\) (not necessarily solutions) it holds that
\[
\partial_t g_\varepsilon(u, A) = b \text{div}(\partial_t u, \nabla_A u) + \text{curl(curl}(A(\partial_t A))
- (\partial_t u, b \Delta_A u + \frac{b^2 u}{\varepsilon^2} (1 - |u|^2)) - (\partial_t A) \cdot (\nabla \cdot \text{curl} A + b(iu, \nabla_A u)).
\]
(4.1)

**Proof.** The result follows from a direct calculation and the commutator identities
\[
\nabla_A \partial_t u - \partial_t \nabla_A u = iu \partial_t A
\]
(4.2)
and
\[
(\partial_2 - iA_2)(\partial_1 - iA_1)u - (\partial_1 - iA_1)(\partial_2 - iA_2)u = iu \text{curl} A.
\]
(4.3)

When we apply this to our solutions \((v_\varepsilon, B_\varepsilon)\) in the \( \Phi_\varepsilon = |\log \varepsilon| \phi_0 \) gauge we are led (as seen in Section 1.4) to consider a modification of the free energy density given by
\[
\tilde{g}_\varepsilon(u, A) := g_\varepsilon(u, A) + \frac{(1 - |u|^2)}{2} b f_\varepsilon,
\]
(4.4)
where \( f_\varepsilon \) is as defined in Lemma 2.4. The evolution of the integral of this energy density involves a surface energy term, so we are led to define
\[
\tilde{F}_\varepsilon(u, A) := \int_\Omega \tilde{g}_\varepsilon(u, A) + \int_{\partial \Omega} \frac{(|u|^2 - 1)}{4} \nabla b \cdot \nu.
\]
(4.5)
Lemma 4.2. Let \((v_\varepsilon, B_\varepsilon)\) be solutions to (2.13)–(2.15) in the \(\Phi_\varepsilon = |\log \varepsilon| \phi_0\) gauge. Then

\[
\partial_t \tilde{g}_\varepsilon(v_\varepsilon, B_\varepsilon) = \text{div} \left( b(\partial_t v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) \right) + \text{curl}(h'_\varepsilon \partial_t B_\varepsilon) - ab |\partial_t v_\varepsilon|^2 - \sigma |\partial_t B_\varepsilon|^2 + bZ_\varepsilon \cdot V(v_\varepsilon, B_\varepsilon). \quad (4.6)
\]

In particular, this implies that

\[
\partial_t \tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + \int_\Omega ab |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 = \int_\Omega bZ_\varepsilon \cdot V(v_\varepsilon, B_\varepsilon). \quad (4.7)
\]

Proof. We plug the equations of Lemma 2.4 into Lemma 4.1 to find

\[
\partial_t g_\varepsilon(v_\varepsilon, B_\varepsilon) = b \text{div}(\partial_t v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) + \text{curl} \left( \text{curl} B_\varepsilon(\partial_t B_\varepsilon) \right) - (\partial_t v_\varepsilon, (\alpha + i |\log \varepsilon| \beta)b \partial_t v_\varepsilon - \nabla b \cdot \nabla B_\varepsilon v_\varepsilon - 2ibZ_\varepsilon \cdot \nabla B_\varepsilon v_\varepsilon) - (\partial_t B_\varepsilon) \cdot (\sigma \partial_t B_\varepsilon - (|v_\varepsilon|^2 - 1)bZ_\varepsilon) + (\partial_t v_\varepsilon, v_\varepsilon)bf_\varepsilon. \quad (4.8)
\]

The equation (4.6) follows from an expansion of these terms and the equality (see Lemma 2.12 of [13])

\[
(\partial_t v_\varepsilon, 2i \nabla B_\varepsilon v_\varepsilon) = V(v_\varepsilon, B_\varepsilon) + (1 - |v_\varepsilon|^2)\partial_t B_\varepsilon. \quad (4.9)
\]

The equation (4.7) follows from integrating (4.6) over \(\Omega\) and applying the divergence theorem and the boundary conditions (2.15) to get

\[
\int_\Omega \text{div} \left( b(\partial_t v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) \right) + \text{curl}(h'_\varepsilon \partial_t B_\varepsilon) = \int_{\partial\Omega} b(\partial_t v_\varepsilon, -\frac{1}{2}v_\varepsilon \nabla \log b \cdot \nu) = -\partial_t \int_{\partial\Omega} \frac{(|v_\varepsilon|^2 - 1)}{4} \nabla b \cdot \nu. \quad (4.10)
\]

Since our modified energy \(\tilde{F}_\varepsilon\) is not positive definite, we must prove a result that controls \(F_\varepsilon\) in terms of \(\tilde{F}_\varepsilon\) and a negligible error. This is the content of the next lemma.

Lemma 4.3. For \(\varepsilon\) sufficiently small we have the estimate

\[
F_\varepsilon(v_\varepsilon, B_\varepsilon) \leq (1 + C\varepsilon^{1/4}) \tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + C\varepsilon^{1/4} \quad (4.11)
\]

for a constant \(C > 0\).

Proof. Write \(\chi := \nabla b \cdot \nu\). We apply Cauchy’s inequality to find

\[
\left| \int_\Omega \frac{b(|v_\varepsilon|^2 - 1)f_\varepsilon}{2} \right| \leq \frac{1}{2} \int_\Omega \frac{b^2(|v_\varepsilon|^2 - 1)^2}{4\varepsilon} + \frac{\varepsilon}{2} \int_\Omega |f_\varepsilon|^2 \leq \frac{\varepsilon}{2} F_\varepsilon(v_\varepsilon, B_\varepsilon) + \frac{\varepsilon}{2} \int_\Omega |f_\varepsilon|^2 \leq \frac{\varepsilon}{2} F_\varepsilon(v_\varepsilon, B_\varepsilon) + C\varepsilon |\log \varepsilon|^4. \quad (4.12)
\]
For the boundary term we estimate with Hölder
\[
\left| \int_{\partial \Omega} \frac{(|v_\varepsilon|^2 - 1)\chi}{4} \right| \leq \| |v_\varepsilon|^2 - 1 \|_{L^2(\partial \Omega)} \| \chi \|_{L^{4/3}(\partial \Omega)} .
\] (4.13)

By Lemma 3.2 we know that
\[
\| |v_\varepsilon| - 1 \|_{L^q(\partial \Omega)} \leq C \varepsilon^{1/q} \sqrt{\mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon)}
\] (4.14)
for any 2 < q < \infty. We may then rewrite
\[
1 - |v_\varepsilon|^2 = -(1 - |v_\varepsilon|)^2 + 2(1 - |v_\varepsilon|)
\] (4.15)
in order to bound
\[
\| |v_\varepsilon|^2 - 1 \|_{L^4(\partial \Omega)} \leq C \left( \| |v_\varepsilon| - 1 \|_{L^2(\partial \Omega)}^2 + \| |v_\varepsilon| - 1 \|_{L^4(\partial \Omega)} \right)
\leq C \varepsilon^{1/4} \left( \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + \sqrt{\mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon)} \right). \] (4.16)

We then combine (4.13) and (4.16) and again use Cauchy to get the estimate
\[
\left| \int_{\partial \Omega} \frac{(|v_\varepsilon|^2 - 1)\chi}{4} \right| \leq C \varepsilon^{1/4} \left( \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + 1 \right). \] (4.17)

Now from (4.12) and (4.17) we know that
\[
\mathcal{F}_\varepsilon^\varepsilon(v_\varepsilon, B_\varepsilon) = \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + \int_{\Omega} \frac{b(1 - |v_\varepsilon|^2)}{2} f_\varepsilon + \int_{\partial \Omega} \frac{(|v_\varepsilon|^2 - 1)\chi}{4}
\geq \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) - \varepsilon \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) - C \varepsilon |\log \varepsilon|^2 - C \varepsilon^{1/4} (\mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) + 1)
\geq (1 - C \varepsilon^{1/4}) \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon) - C \varepsilon^{1/4} \] (4.18)
when \varepsilon is sufficiently small. This yields the desired inequality.

\[ \square \]

As we mentioned, the control of the energy growth comes from the product estimate from [SSI], which we now state in our context.

**Proposition 4.4.** Let \( (v_\varepsilon, B_\varepsilon) \) solve (2.13) - (2.15) and suppose that
\[
\sup_{0 \leq t \leq T_*} \mathcal{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(s) + \int_0^{T_*} \int_{\Omega} \alpha b |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 \leq C |\log \varepsilon| \] (4.19)
for some fixed \( T_* > 0 \). Then the following hold, up to extraction of a subsequence.

1. There exist \( \mu \in L^\infty([0, T_*]; \mathcal{M}(\Omega)) \) and \( V \in L^2([0, T_*]; (\mathcal{M}(\Omega))^2) \) such that \( \partial_t \mu + \text{curl} V = 0 \) and \( \mu(v_\varepsilon, B_\varepsilon) \to \mu, \ V(v_\varepsilon, B_\varepsilon) \to V \) as \( \varepsilon \to 0 \) in \( C^{0,1}(\Omega \times [0, T_*])^* \).

Here we have written \( \mathcal{M}(\Omega) = (C^0(\Omega))^* \) for the space of bounded Radon measures.
2. For any \([t_1, t_2] \subseteq [0, T_*]\), any \(Y \in C^0(\Omega \times [t_1, t_2]; \mathbb{R}^2)\), \(\psi \in C^0(\Omega \times [t_1, t_2])\), we have the bound
\[
\frac{1}{2} \left| \int_{t_1}^{t_2} \int_{\Omega} V \cdot \psi Y \right| \leq \liminf_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \left( \int_{t_1}^{t_2} \int_{\Omega} |\nabla_{B_\varepsilon} v_\varepsilon \cdot Y|^2 \int_{t_1}^{t_2} \int_{\Omega} |\psi \partial_t v_\varepsilon|^2 \right)^{1/2}. \tag{4.20}
\]

3. The mapping \(t \mapsto \langle \mu(t), \xi \rangle\) is in \(H^1([0, T_*])\) for any \(\xi \in C^1_c(\Omega)\), and in particular
\[
|\langle \mu(t_2), \xi \rangle - \langle \mu(t_1), \xi \rangle| \leq C \sqrt{t_2 - t_1} \liminf_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \left( \int_{t_1}^{t_2} \int_{\Omega} |\partial_t v_\varepsilon|^2 \right)^{1/2}. \tag{4.21}
\]

for any \([t_1, t_2] \subseteq [0, T]\).

**Proof.** To begin we note that
\[
|\nabla v_\varepsilon| \leq |\nabla_{B_\varepsilon} v_\varepsilon| + |v_\varepsilon| |B_\varepsilon| \tag{4.22}
\]
so that \((3.31)\) of Proposition \((3.3)\) and \((4.19)\), combined with the fact that \(b\) is bounded below by a constant independent of \(\varepsilon\), imply that
\[
\sup_{0 \leq t \leq T_*} \int_{\Omega} \frac{|\nabla v_\varepsilon(t)|^2}{2} + \frac{(1 - |v_\varepsilon(t)|^2)^2}{4\varepsilon^2} + \int_0^{T_*} \int_{\Omega} |\partial_t v_\varepsilon|^2 \leq C |\log \varepsilon|. \tag{4.23}
\]

This means that Theorem 3 of \([SS1]\) is applicable and provides the results of item 1 for \(V(v_\varepsilon, 0)\) and \(\mu(v_\varepsilon, 0)\). However, the definitions of \(\mu, V (\text{(1.19)}\) and \(\text{(1.20)})\) imply that
\[
\mu(v_\varepsilon, B_\varepsilon) - \mu(v_\varepsilon, 0) = \text{curl } ((1 - |v_\varepsilon|^2) B_\varepsilon) \tag{4.24}
\]
and
\[
V(v_\varepsilon, B_\varepsilon) - V(v_\varepsilon, 0) = \partial_t ((1 - |v_\varepsilon|^2) B_\varepsilon). \tag{4.25}
\]
The bounds on \(F_\varepsilon\) and on \(B_\varepsilon (3.30)\) imply that \(V(v_\varepsilon, B_\varepsilon) - V(v_\varepsilon, 0) \to 0\) and \(\mu(v_\varepsilon, 0) - \mu(v_\varepsilon, B_\varepsilon) \to 0\) in the dual of \(W^{1,\infty}\) and hence in \((C^{0,1})^*\), so the results in item 1 hold as stated.

For item 2 we note that Theorem 3 of \([SS1]\) also yields the estimate
\[
\frac{1}{2} \left| \int_{t_1}^{t_2} \int_{\Omega} V \cdot \psi Y \right| \leq \left( \int_{\Omega \times [t_1, t_2]} \nu_Y \right)^{1/2} \left( \int_{\Omega \times [t_1, t_2]} \nu_\psi \right)^{1/2}. \tag{4.26}
\]
where \(\nu_Y\) and \(\nu_\psi\) are the defect measures of \(L^2(\Omega \times [0, T_*])\) convergence of
\[
\frac{|\nabla v_\varepsilon \cdot Y|}{\sqrt{|\log \varepsilon|}} \text{ and } \frac{|\psi \partial_t v_\varepsilon|}{\sqrt{|\log \varepsilon|}}, \tag{4.27}
\]
respectively. However,
\[
|\nabla_{B_\varepsilon} v_\varepsilon \cdot Y|^2 = |\nabla v_\varepsilon \cdot Y|^2 - 2(\text{i}v_\varepsilon, \nabla v_\varepsilon) \cdot Y(B_\varepsilon \cdot Y) + |v_\varepsilon|^2 |B_\varepsilon \cdot Y|^2, \tag{4.28}
\]
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so the convergence results in Proposition 3.6 and the bounds (3.28) of Proposition 3.4 guarantee that the defect measure of $L^2(\Omega \times [0, T_\ast])$ convergence of

$$
\frac{|\nabla_B v_\varepsilon \cdot Y|}{\sqrt{|\log \varepsilon|}}
$$

(4.29)

coincides with $\nu_Y$. Then (4.20) follows from (4.26) since

$$
\left( \int_{[t_1, t_2]} \nu_Y \right)^{1/2} \left( \int_{[t_1, t_2]} \nu_\psi \right)^{1/2} \leq \liminf_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \left( \int_{t_1}^{t_2} \int_\Omega |\nabla_B v_\varepsilon \cdot Y|^2 \int_{t_1}^{t_2} \int_\Omega |\psi \partial_t v_\varepsilon|^2 \right)^{1/2}. 
$$

(4.30)

Item 3 follows easily from item 2 as in Theorem 3 of [SS1].

We then deduce the control on the energy growth, following the same method as in [Ti].

**Theorem 4.5.** Let $(v_\varepsilon, B_\varepsilon)$ be solutions to (2.13)–(2.15) in the $\Phi_\varepsilon = |\log \varepsilon| \phi_0$ gauge. Suppose that the initial data $(v_\varepsilon(0), B_\varepsilon(0))$ are well-prepared in the sense of (1.22). Fix $C_0 > 0$. Then there exists a constant $T_0 = T_0(C_0) > 0$ such that, as $\varepsilon \to 0$,

$$
\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(t) < \tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(0) + C_0 |\log \varepsilon| \text{ for all } t \in [0, T_0]
$$

(4.31)

and

$$
\int_0^{T_0} \int_\Omega ab |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 < C_0 |\log \varepsilon|.
$$

(4.32)

**Proof.** The proof is essentially the same as Theorem 2.16 of [Ti], so we will present only a sketch of the idea. For full details see [Ti]. For any $t \geq 0$, consider the two conditions

$$
\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(s) < \tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(0) + C_0 |\log \varepsilon| \text{ for all } s \in [0, t]
$$

(4.33)

and

$$
\int_0^t \int_\Omega ab |\partial_t v_\varepsilon|^2 + \sigma |\partial_t B_\varepsilon|^2 < C_0 |\log \varepsilon|.
$$

(4.34)

Define

$$
\gamma_\varepsilon := \sup\{t \geq 0 \mid \text{ conditions (4.33) and (4.34) hold}\}.
$$

(4.35)

The smoothness of $(v_\varepsilon, B_\varepsilon)$ and the well-preparedness of the initial data guarantee the existence of a time $t_\varepsilon > 0$ (depending on $\varepsilon$ and $C_0$) such that both conditions hold for $t_\varepsilon$. Hence $\gamma_\varepsilon > 0$ for each $\varepsilon$. We show that actually $\gamma_\varepsilon \geq T_0$ for some $T_0 > 0$ as $\varepsilon \to 0$, thereby proving the theorem. Suppose, by way of contradiction, that

$$
\liminf_{\varepsilon \to 0} \gamma_\varepsilon = 0.
$$

(4.36)

We may suppose, up to extraction of a subsequence, that $\gamma_\varepsilon \to 0$ as $\varepsilon \to 0$.
Rescale in time at scale $\gamma_\varepsilon$ by defining $w_\varepsilon(x,t) = v_\varepsilon(x, \gamma_\varepsilon t)$ and $C_\varepsilon(x,t) = B_\varepsilon(x, \gamma_\varepsilon t)$. By the definition of $\gamma_\varepsilon$, the inequalities
\[
\tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(t) \leq \tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(0) + C_0 |\log \varepsilon| \text{ for all } t \in [0,1] \tag{4.37}
\]
and
\[
\frac{1}{\gamma_\varepsilon} \int_0^1 \int_\Omega \alpha b |\partial_t w_\varepsilon|^2 + \sigma |\partial_t C_\varepsilon|^2 \leq C_0 |\log \varepsilon|. \tag{4.38}
\]
both hold, but at time $t = 1$ one of the inequalities must be an equality since $w_\varepsilon$ and $C_\varepsilon$ are smooth. However, these inequalities and Lemma 4.3 provide a bound for $F_\varepsilon(w_\varepsilon, C_\varepsilon)$, which in turn allows us to apply Proposition 4.4 to deduce, since $\gamma_\varepsilon \to 0$, that $V(w_\varepsilon, C_\varepsilon) \to 0$ and $\mu(w_\varepsilon, B_\varepsilon) \to \mu(0)$. This information and Lemma 4.2, rescaled in time at scale $\gamma_\varepsilon$, then show that neither inequality (4.37) nor (4.38) could be an equality at $t = 1$, a contradiction. Indeed from $V(w_\varepsilon, C_\varepsilon) \to 0$ and (4.7) properly scaled in time we deduce
\[
\tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(1) \leq \tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(0) + o(|\log \varepsilon|), \tag{4.39}
\]
so there cannot be equality in (4.37). On the other hand since the limiting vortices do not move (from $V = 0$) by the $\Gamma$-convergence lower bound (1.23) we must have
\[
\tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(1) \geq \pi \sum b(a_i(0)) |\log \varepsilon| + o(|\log \varepsilon|) = \tilde{F}_\varepsilon(w_\varepsilon, C_\varepsilon)(0) + o(|\log \varepsilon|). \tag{4.40}
\]
Combining with (4.7) again we deduce
\[
\frac{1}{\gamma_\varepsilon} \int_0^1 \int_\Omega \alpha b |\partial_t w_\varepsilon|^2 + \sigma |\partial_t C_\varepsilon|^2 = o(|\log \varepsilon|), \tag{4.41}
\]
and hence (4.38) cannot be an equality either.

We now improve the comparison between $F_\varepsilon$ and $\tilde{F}_\varepsilon$ from the result of Theorem 4.5.

**Corollary 4.6.** Suppose the hypotheses of Theorem 4.5. Then as $\varepsilon \to 0$,
\[
F_\varepsilon(v_\varepsilon, B_\varepsilon)(t) < F_\varepsilon(v_\varepsilon, B_\varepsilon)(0) + C_0 |\log \varepsilon| + o(\varepsilon^{1/8}) \text{ for all } t \in [0, T_0]. \tag{4.42}
\]

**Proof.** This is a direct consequence of Lemma 4.3, the well-preparedness and the bound on $\tilde{F}_\varepsilon$ provided by Theorem 4.5.

\[\square\]

## 5 Convergence results

From here on we assume the various assumptions made in the introduction, in particular (1.22), so that there are $n$ initial vortices of degrees $\pm 1$. We now fix $C_0 > 0$ so that
\[
C_0 < \pi \left( \inf_{x \in \Omega} b(x) \right) \tag{5.1}
\]
and apply Theorem 4.5 to get $T_0 > 0$ so that the conclusions of the theorem hold on the interval $[0, T_0]$. Then Corollary 4.6 provides an estimate for $F_\varepsilon(v_\varepsilon, B_\varepsilon)$ for all $t \in [0, T_0]$.
5.1 Vortex trajectories

Our first result allows us to define the $n$ vortex paths in the time interval $[0, T_0]$.

Lemma 5.1. Let

$$
\gamma_0 = \min \{|a_i(0) - a_j(0)| \mid i \neq j\} \cup \{\text{dist}(a_i(0), \partial \Omega)\}. \tag{5.2}
$$

Fix $0 < \gamma_* < \gamma_0$. Then there exists a $T_* = T_*(\gamma_*, C_0)$ with $T_* \in (0, T_0]$ so that

1. The space-time Jacobian $(\mu(v, B), V(v, B)) \to (\mu, V)$ in $(C^{0,1}(\Omega \times [0, T_0]))^*$.

2. There exist functions $a_i \in H^1([0, T_*]; \Omega)$, $i = 1, \ldots, n$, so that for all $t \in [0, T_*]$

$$
\min \{|a_i(t) - a_j(t)| \mid i \neq j\} \cup \{\text{dist}(a_i(t), \partial \Omega)\} \geq \gamma_*, \tag{5.3}
$$

$$
\mu(t) = 2\pi \sum_{i=1}^{n} d_i(0) \delta_{a_i(t)}, \text{ and } V(t) = 2\pi \sum_{i=1}^{n} d_i(0) \dot{a}_i^2(t) \delta_{a_i(t)}. \tag{5.4}
$$

Proof. The bounds provided by Theorem 4.5 and Corollary 4.6 allow us to apply Proposition 4.4 to deduce the first item. The second item would be standard if $b = 1$ since then the quantization of the energy would prevent the nucleation of new vortices. However, when $b \neq 1$ the energy is not quantized and so we must look for another structure to prove the result.

We first recall that by the third item of Proposition 4.4, the mapping $t \mapsto \langle \psi, \mu(t) \rangle$ is $H^1$ (and hence continuous) for any fixed $\psi \in C^\infty(\Omega)$. Fix $0 < \delta < \pi(\inf b) - C_0$. By the smoothness of $b$, there exists $\eta > 0$ so that

$$
|b(x) - b(a_i(0))| \leq \delta/(n\pi) \text{ for all } x \in \bigcup_{i=1}^{n} B(a_i(0), \eta). \tag{5.5}
$$

Standard “Jacobian estimates” (see [JS2] or Chapter 6 of [SS3]) combined with the energy upper bound and the lower bound on $b$, give the quantized structure of the measure $\mu(t)$, i.e.

$$
\mu(t) = 2\pi \sum_{i=1}^{n(t)} d_i(t) \delta_{a_i(t)} \tag{5.6}
$$

for $|d_i(t)| \geq 1$. Moreover, the $\Gamma$–convergence lower bound (123), when combined with (4.12), shows that

$$
\pi \sum_{i=1}^{n(t)} |d_i(t)| b(a_i(t)) \leq \pi \sum_{i=1}^{n} b(a_i(0)) + C_0. \tag{5.7}
$$

Let $\gamma_1 = \min\{(\gamma_0 - \gamma_*)/2, \eta\}$. For $i = 1, \ldots, n$ let $\psi_i \in C^\infty(\Omega)$ be a function supported in $B(a_i(0), \gamma_1)$ so that $\psi_i(x) = 1$ for $x \in B(a_i(0), \gamma_1/2)$. Since $t \mapsto \langle \psi_i, \mu(t) \rangle$ is continuous and $\langle \psi_i, \mu(0) \rangle = 2\pi d_i(0)$, we see that for $t \leq T_*$ with $T_*$ sufficiently small at least one of the points $a_j(t), j = 1, \ldots, n(t)$ must be contained in the ball $B(a_i(0), \gamma_1/2)$. Up to relabeling the indices, we may assume that $a_i(t) \in B(a_i(0), \gamma_1/2)$ for $i = 1, \ldots, n$. This implies that
\[ n(t) \geq n \text{ for } t \leq T_*. \] Now suppose by way of contradiction that \( n(t) > n \) for some \( t < T_* \). Since \( a_i(t) \in B(a_i(0), \eta) \) for \( i = 1, \ldots, n \), the bound (5.8) implies that
\[ \pi \left| \sum_{i=1}^{n} b(a_i(t)) - b(a_i(0)) \right| \leq \delta. \tag{5.8} \]

Plugging this into (5.7), we deduce the bound
\[ C_0 + \delta \geq \pi \sum_{i=n+1}^{n(t)} |d_i(t)| b(a_i(t)) \geq (n(t) - n)\pi(\inf b). \tag{5.9} \]

The choice of \( \delta \) and \( C_0 \) then implies that \( n(t) - n < 1 \), hence \( n(t) = n \) for \( 0 \leq t \leq T_* \). The structure of \( V \) follows from the structure of \( \mu \) and the equation \( \partial_t \mu + \text{curl} V = 0 \).

Returning to the continuity of \( t \mapsto \langle \psi, \mu(t) \rangle \), we find that \( d_i(t) = d_i(0) \) for \( i = 1, \ldots, n \). Since \( a_i(t) \in B(a_i(0), \gamma_1/2) \), we know that
\[ \min\{|a_i(t) - a_j(t)| \mid i \neq j\} \cup \{\text{dist}(a_i(t), \partial\Omega)\} \geq \gamma_* \tag{5.10} \]

Finally, to see that \( a_i \in H^1([0, T_*]; \Omega) \) we use the fact that the mapping \( t \mapsto \langle \psi, \mu(t) \rangle \) is in \( H^1 \) for the functions
\[ \psi(x) = (x \cdot e)\psi_i(x), i = 1, \ldots, n \tag{5.11} \]
for any unit vector \( e \in \mathbb{R}^2 \).

**Remark 5.2.** Since the degree of the \( i^{th} \) vortex does not change for any time in \([0, T_*] \), we may consolidate notation and write only \( d_i \) in place of \( d_i(0) \).

### 5.2 Normalized energy density

We can now show that up to the extraction of a single subsequence, the modified energy density converges for all \( t \in [0, T_*] \).

**Proposition 5.3.** There exists a subsequence so that
\[ \tilde{g}_\varepsilon(v_\varepsilon, B_\varepsilon)(t) \frac{1}{|\log \varepsilon|} \preceq \nu(t) \tag{5.12} \]
weakly-* in \((C^1(\Omega))^*\) for all \( t \in [0, T_*] \). For each \( t \in [0, T_*] \), \( \nu(t) \) is a measure, and \( \nu \in L^\infty([0, T_*]; \mathcal{M}(\Omega)) \), where \( \mathcal{M}(\Omega) \) is the space of Radon measures on \( \Omega \). Finally,
\[ \tilde{g}_\varepsilon(v_\varepsilon, B_\varepsilon) \frac{1}{|\log \varepsilon|} \rightarrow \nu(t)dt \tag{5.13} \]
weakly in the sense of measures on \( \Omega \times [0, T_*] \).

**Proof.** The proof of (5.12) is the same as Proposition 4.4 of [11]. The fact that \( \nu(t) \) is a measure, the inclusion \( \nu \in L^\infty([0, T_*]; \mathcal{M}(\Omega)) \), and the weak convergence (5.13) all follow easily from the energy bound of Corollary [4.6] and weak compactness of measures in \( \Omega \). \( \square \)
Since we do not have precise control of the energy evolution yet, we cannot derive the exact structure of the measure \( \nu \). We can however, provide a lower bound that follows directly from (1.23).

Lemma 5.4. It holds that

\[
\nu(t) \geq \frac{b}{2} |\mu(t)|. 
\]  

(5.14)

5.3 Stress-energy tensor, etc

We define the stress-energy tensor associated to \((v_{\varepsilon}, B_{\varepsilon})\) by

\[
T_{\varepsilon} = b\nabla_{\varepsilon} v_{\varepsilon} \otimes \nabla_{\varepsilon} v_{\varepsilon} - I_{2 \times 2}\left(\frac{b}{2} \left|\nabla_{\varepsilon} v_{\varepsilon}\right|^2 + \frac{b^2}{4\varepsilon^2} \left(1 - |v_{\varepsilon}|^2\right)^2 - \frac{1}{2} |\text{curl} B_{\varepsilon}|^2 \right) + I_{2 \times 2}\left(\frac{|v_{\varepsilon}|^2 - 1}{2} (bf_{\varepsilon})\right). 
\]  

(5.15)

Note that

\[
T_{\varepsilon} = b\nabla_{\varepsilon} v_{\varepsilon} \otimes \nabla_{\varepsilon} v_{\varepsilon} - I_{2 \times 2}\left(\tilde{g}_{\varepsilon}(v_{\varepsilon}, B_{\varepsilon}) - |\text{curl} B_{\varepsilon}|^2\right). 
\]  

(5.16)

The next result provides for the convergence of the (normalized) stress-energy tensor along with a couple other quantities.

Lemma 5.5. Let \( T_{\varepsilon} \) be given by (5.15). Then up to the extraction of a subsequence, as \( \varepsilon \to 0 \) we have

\[
\frac{T_{\varepsilon}}{|\log \varepsilon|} \to T, 
\]

(5.17)

\[
\frac{b(\partial_t v_{\varepsilon}, \nabla_{\varepsilon} v_{\varepsilon})}{|\log \varepsilon|} \to p, 
\]

(5.18)

and

\[
\frac{\alpha b |\partial_t v_{\varepsilon}|^2}{|\log \varepsilon|} + \frac{\sigma |\partial_t B_{\varepsilon}|^2}{|\log \varepsilon|} \to \zeta 
\]

(5.19)

in the weak sense of measures on \( \Omega \times [0, T^\ast] \).

Proof. All the terms defining \( T_{\varepsilon} \) are seen to be controlled by the energy density \( \tilde{g}_{\varepsilon} \). Therefore, Cauchy’s inequality and the energy bounds of Theorem 4.5 and Corollary 4.6 show that

\[
\int_0^{T^\ast} \int_{\Omega} \frac{|T_{\varepsilon}|}{|\log \varepsilon|} + \frac{b(\partial_t v_{\varepsilon}, \nabla_{\varepsilon} v_{\varepsilon})}{|\log \varepsilon|} + \alpha \frac{b |\partial_t v_{\varepsilon}|^2}{|\log \varepsilon|} + \sigma \frac{|\partial_t B_{\varepsilon}|^2}{|\log \varepsilon|} \leq C. 
\]  

(5.20)

Compactness in the sense of measures follows directly from these bounds.

If we knew more information about the evolution of the modified energy \( \tilde{F}_{\varepsilon} \), we could say more about the structure of the limiting measures \( T, p, \) and \( \zeta \). Instead we will resort to a Lebesgue decomposition of all the measures with respect to the vorticity measure \( \mu \), which we recall is equal to \( 2\pi \sum_{i=1}^n d_i \delta_{a_i(t)}dt \).
Lemma 5.6. We can decompose

\[ \nu = \nu_0(t)dt + \sum_{i=1}^{n} \nu_i(t)\delta_{a_i(t)}dt, \quad T = T_0 + \sum_{i=1}^{n} T_i(t)\delta_{a_i(t)}dt, \]  

(5.21)

\[ \zeta = \zeta_0 + \sum_{i=1}^{n} \zeta_i(t)\delta_{a_i(t)}dt, \quad \text{and} \quad p = p_0 + \sum_{i=1}^{n} p_i(t)\delta_{a_i(t)}dt, \]  

(5.22)

where \( T_0, \zeta_0, \) and \(|p_0|\) are mutually singular with \( \mu \) as measures on \( \Omega \times [0, T_*] \) and \( \nu_0(t) \) is mutually singular with \( \mu(t) \) as measures on \( \Omega \) for a.e. \( t \in [0, T_*] \). We have

\[ \nu_0 \in L^\infty([0, T_*]; \mathcal{M}(\Omega)), \]  

(5.23)

where \( \mathcal{M}(\Omega) \) is the space of Radon measures on \( \Omega \). For \( i = 1, \ldots, n \) we also have that

\[ \nu_i \in L^\infty([0, T_*]; \mathbb{R}). \]  

(5.24)

Finally, we have that \( \nu_0, \zeta_0, \zeta_i(t) \geq 0 \), and the quantities \( \nu_i(t) \) obey the bounds \( \pi n \|b\|_{L^\infty} + C_0 \) for \( i = 1, \ldots, n \), where \( C_0 > 0 \) is the constant chosen at the beginning of Section 5.

Proof. We perform a Lebesgue decomposition of the measures \( \nu, T, \zeta \), and \( p \) with respect to \( \mu \) in order to write

\[ \nu = \nu_0 + \nu_\mu, \quad T = T_0 + T_\mu, \quad \zeta = \zeta_0 + \zeta_\mu, \quad \text{and} \quad p = p_0 + p_\mu, \]  

(5.25)

where \( \nu_0, |T_0|, \zeta_0, \) and \(|p_0|\) are mutually singular with \( \mu \) as measures on \( \Omega \times [0, T_*] \) and \( \nu_\mu, T_\mu, \zeta_\mu, \) and \( p_\mu \) are absolutely continuous with respect to \( \mu \). According to Lemma 5.1, we may write \( \mu = 2\pi \sum_{i=1}^{n} d_\mu \delta_{a_i(t)}dt \), so that \( \mu \) is supported along the curves \( \{(a_i(t), t) \mid t \in [0, T_*]\} \), which are parameterized by \( H^1 \) functions. This allows us to further decompose

\[ \nu_\mu = \sum_{i=1}^{n} \nu_i(t)\delta_{a_i(t)}dt, \quad T_\mu = \sum_{i=1}^{n} T_i(t)\delta_{a_i(t)}dt, \]  

(5.26)

and

\[ \zeta_\mu = \sum_{i=1}^{n} \zeta_i(t)\delta_{a_i(t)}dt, \quad p_\mu = \sum_{i=1}^{n} p_i(t)\delta_{a_i(t)}dt, \]  

(5.27)

where \( \nu_i, T_i, \zeta_i, p_i \) are the Radon-Nikodym derivatives of \( \nu_\mu, T_\mu, \zeta_\mu, p_\mu \) along the curve \( \{(a_i(t), t) \mid t \in [0, T]\} \). The decompositions (5.25) and (5.27) imply (5.22) and the \( T \) decomposition in (5.21).

To finish the \( \nu \) decomposition in (5.21) we must extract more structure from \( \nu_0 \). Proposition 5.3 implies \( \nu = \nu(t)dt \), where the mapping \( t \mapsto \nu(t) \) is in \( L^\infty([0, T_*]; \mathcal{M}(\Omega)) \). Using this and the above decomposition, we know that \( \nu_0 \in L^\infty([0, T_*]; \mathcal{M}(\Omega)) \) and \( \nu_i \in L^\infty([0, T_*]; \mathbb{R}) \) for \( i = 1, \ldots, n \). This implies the decomposition of \( \nu \) in (5.21) as well as the \( \nu \) inclusions in (5.23) and (5.24).

The bounds \( \nu_0(t), \zeta_0(t), \zeta_i(t) \geq 0 \) are trivial. The lower bounds \( \nu_i(t) \geq \pi b(a_i(t)) \) for \( i = 1, \ldots, n \) follow from Lemma 5.4. The upper bounds \( \nu_i(t) \leq \pi n \|b\|_{L^\infty} + C_0 \) for \( i = 1, \ldots, n \) follow from the energy upper bounds of Corollary 4.6 and the well-preparedness assumption (1.22).
We now prove some estimates of $|p_0|$, $|T_0|$, and $|\sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp|$ in terms of $\zeta_0$ and $\nu_0$.

**Lemma 5.7.** It holds that

$$|T_0| \leq C\nu_0(t)dt. \tag{5.28}$$

Let $\eta \in C^0([0, T_\varepsilon]; \mathbb{R})$ satisfy $\eta(t) > 0$ for all $t \in [0, T_\varepsilon]$. Then we may estimate

$$|p_0| \leq \eta \frac{\zeta_0}{2\alpha} + \frac{\nu_0(t)dt}{\eta} \tag{5.29}$$
as well as

$$|\sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp| \leq \eta \frac{\zeta_0}{2} + \frac{\sigma \nu_0(t)dt}{\eta}. \tag{5.30}$$

**Proof.** From (5.16) we see that

$$\eta \zeta_0 \nu = \zeta_0 \nu \leq C\tilde{g}_\varepsilon(v_\varepsilon, B_\varepsilon)/|\log \varepsilon|,$$

and passing to the limit reveals that $|T| \leq C\nu$. The decomposition of $T$ provided by Lemma 5.6 implies that $|T| = |T_0| + \sum_{i=1}^n |T_i(t)| \delta_{a_i(t)}dt$, with $|T_0|$ mutually singular with $\mu$, and hence also with $\sum_{i=1}^n |T_i(t)| \delta_{a_i(t)}dt$ and $\sum_{i=1}^n \nu_i(t)\delta_{a_i(t)}dt$. The estimate (5.28) then follows.

Now let $\eta \in C^0([0, T_\varepsilon]; \mathbb{R})$ satisfy $\eta(t) > 0$. The Cauchy-Schwarz inequality allows us to bound

$$\frac{|b(\partial_\varepsilon v_\varepsilon, \nabla B_\varepsilon v_\varepsilon)|}{|\log \varepsilon|} \leq \eta \frac{b |\partial_\varepsilon v_\varepsilon|^2}{2 |\log \varepsilon|} + \frac{1}{\eta} \frac{b |\nabla B_\varepsilon v_\varepsilon|^2}{2 |\log \varepsilon|}. \tag{5.31}$$

Passing to the limit, we find that

$$|p| \leq \eta \frac{\zeta_0}{2\alpha} + \frac{\nu}{\eta}. \tag{5.32}$$

The bound (5.29) follows from this, the decompositions of $\zeta$ and $\nu$ provided by Lemma 5.6 and the fact that $|p| = |p_0| + \sum_{i=1}^n |p_i| \delta_{a_i}$ with $|p_0|$ mutually singular with $\sum_{i=1}^n \zeta_i \delta_{a_i}$ and $\sum_{i=1}^n \nu_i \delta_{a_i}$.

Similarly, we may bound

$$\frac{|\sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp|}{|\log \varepsilon|} \leq \eta \frac{\sigma |\partial_\varepsilon B_\varepsilon|^2}{2 |\log \varepsilon|} + \frac{\sigma |\text{curl } B_\varepsilon|^2}{\eta} \tag{5.33}$$
which implies, upon passing to the limit, that as measures

$$|\sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp| \leq \frac{\eta \zeta_0}{2} + \frac{\sigma \nu}{\eta}. \tag{5.34}$$

Then (5.30) follows from the decompositions of Lemma 5.6 and (5.32) of Proposition 3.6 which implies that $|\sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp|$ is mutually singular with $\mu$. \hfill \Box

We now compute the divergence of $T_\varepsilon$ and relate its limit as $\varepsilon \to 0$ to the Lebesgue decomposition of $p, \nu, T$.

**Lemma 5.8.** The stress-energy tensor satisfies

$$\text{div } T_\varepsilon = ab(\partial_\varepsilon v_\varepsilon, \nabla B_\varepsilon v_\varepsilon) - \sigma \text{curl } B_\varepsilon\partial_\varepsilon B_\varepsilon^\perp - \frac{\beta |\log \varepsilon| b}{2} V(v_\varepsilon, B_\varepsilon) - \mu(v_\varepsilon, B_\varepsilon) bZ_\varepsilon^\perp$$

$$- \left( \tilde{g}_\varepsilon(v_\varepsilon, B_\varepsilon) - \frac{\text{tr}(T_\varepsilon)}{2} \right) \nabla \log b + \frac{(|v_\varepsilon|^2 - 1)}{2} [\beta |\log \varepsilon| b \partial_\varepsilon B_\varepsilon + b \nabla f_\varepsilon - f_\varepsilon \nabla b]. \tag{5.35}$$
Dividing by \(|\log \varepsilon|\) and passing to the limit \(\varepsilon \to 0\), we have that
\[
\text{div } T = \alpha p - \frac{\beta b}{2} V - \mu b Z^\perp - \left(\nu - \frac{\text{tr}(T)}{2}\right) \nabla \log b - \sigma \text{curl } B_s \partial_t B_s^\perp ,
\]

where \(B_s\) is the vector field given by Proposition 3.6. We have the decomposition
\[
\text{div } T = S_0 + \sum_{i=1}^n S_i(t) \delta_{a_i(t)} dt ,
\]

where
\[
S_0 = \alpha p_0 - \left(\nu_0 - \frac{\text{tr}(T_0)}{2}\right) \nabla \log b - \sigma \text{curl } B_s \partial_t B_s^\perp
\]

with \(|S_0|\) mutually singular with \(\mu\), and
\[
S_i = \alpha p_i - \beta \pi d_i b(a_i) \dot{a}_i^\perp - 2\pi d_i b(a_i) Z^\perp(a_i) - \left(\nu_i - \frac{\text{tr}(T_i)}{2}\right) \nabla \log b(a_i).
\]

**Proof.** A direct calculation reveals that
\[
\text{div } T = (b \Delta_{B_\varepsilon} v_\varepsilon + b^2 v_\varepsilon \varepsilon^{-2}(1 - |v_\varepsilon|^2) + \nabla_{B_\varepsilon} v_\varepsilon \cdot \nabla b, \nabla_{B_\varepsilon} v_\varepsilon) - h'_\varepsilon(b iv_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) + \nabla^\perp h'_\varepsilon)^\perp \\
- \nabla \left[\frac{|\nabla_{B_\varepsilon} v_\varepsilon|^2}{2} - \nabla^2 b \frac{(1 - |v_\varepsilon|^2)^2}{4\varepsilon^2} + \nabla \left(\frac{|v_\varepsilon|^2 - 1}{2}\right) \right] b f_\varepsilon + \frac{|v_\varepsilon|^2 - 1}{2}(f_\varepsilon \nabla b + b \nabla f_\varepsilon).
\]

By plugging in the equations (2.13)–(2.14) and using (4.9) we may rewrite
\[
(b \Delta_{B_\varepsilon} v_\varepsilon + b^2 v_\varepsilon \varepsilon^{-2}(1 - |v_\varepsilon|^2) + \nabla_{B_\varepsilon} v_\varepsilon \cdot \nabla b, \nabla_{B_\varepsilon} v_\varepsilon) - h'_\varepsilon(b iv_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) + \nabla^\perp h'_\varepsilon)^\perp \\
= \alpha b(\partial_t v_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) - \beta |\log \varepsilon| \frac{b}{2} V(v_\varepsilon, B_\varepsilon) - \sigma h'_\varepsilon \partial_t B^\perp_\varepsilon - \mu(v_\varepsilon, B_\varepsilon) b Z^\perp_\varepsilon \\
- \beta |\log \varepsilon| \frac{\partial_t B^\perp_\varepsilon}{2}(1 - |v_\varepsilon|^2) - \nabla \left(\frac{|v_\varepsilon|^2 - 1}{2}\right) (bf_\varepsilon),
\]

where we have employed the identities
\[
(-2i \nabla_{B_\varepsilon} v_\varepsilon \cdot b Z_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) = 2(\partial_t^B v_\varepsilon, i \partial_t^B v_\varepsilon) b Z^\perp_\varepsilon
\]

and
\[
(|v_\varepsilon|^2 - 1) h'_\varepsilon + 2(\partial_t^B v_\varepsilon, i \partial_t^B v_\varepsilon) = -\text{curl}(iv_\varepsilon, \nabla_{B_\varepsilon} v_\varepsilon) - h'_\varepsilon = -\mu(v_\varepsilon, B_\varepsilon)
\]

to identify the \(-\mu(v_\varepsilon, B_\varepsilon) b Z^\perp_\varepsilon\) term in (5.41). From (5.15) we may calculate
\[
\text{tr}(T_\varepsilon) = -b^2 \frac{(1 - |v_\varepsilon|^2)^2}{2\varepsilon^2} + |h'_\varepsilon|^2 + (|v_\varepsilon|^2 - 1) bf_\varepsilon,
\]
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which implies
\[ -\nabla b \frac{|\nabla B|}{2} \cdot \nabla b \left( 1 + |v_\varepsilon|^2 \right) = -g_\varepsilon (v_\varepsilon, B_\varepsilon) \nabla \log b \]
\[ + \nabla \log b \left( -b^2 \frac{(1 - |v_\varepsilon|^2)^2}{4\varepsilon^2} + \frac{|h'|^2}{2} \right) = \nabla \log b \left( -\tilde{g}_\varepsilon (v_\varepsilon, B_\varepsilon) + \frac{\text{tr}(T_\varepsilon)}{2} - (|v_\varepsilon|^2 - 1)b_\varepsilon \right) \]
\[ = \nabla \log b \left( -\tilde{g}_\varepsilon (v_\varepsilon, B_\varepsilon) + \frac{\text{tr}(T_\varepsilon)}{2} \right) - (|v_\varepsilon|^2 - 1)f_\varepsilon \nabla b. \] (5.45)

Combining (5.40)–(5.41) with (5.45) then yields (5.35). Equation (5.36) follows by dividing (5.35) by \(|\log \varepsilon|^2(1 - |v_\varepsilon|^2)|\) and passing to the limit \(\varepsilon \to 0\), using the fact that \(|\log \varepsilon|^2(1 - |v_\varepsilon|^2)|\) → 0 (by the upper bound on the energy) as well as Lemma 5.5 and Proposition 3.6 to identify the structure of the limit. The decomposition (5.37) with \(S_0\) given by (5.38) and \(S_i\) given by (5.39) follows by decomposing the terms on the right side of (5.36) according to Lemmas 5.1 and 5.6, noting that (3.42) of Proposition 3.6 implies that \(\sigma \text{ curl } B_\varepsilon \partial_t B_\varepsilon^\perp\) is absolutely continuous with respect to Lebesgue measure on \(\Omega \times [0, T_*]\), and hence mutually singular with \(\mu\).

Now we show that \(|S_0|\) can be controlled in terms of \(\nu_0(t)dt\) and \(\zeta_0\).

**Lemma 5.9.** Let \(S_0\) be as in Lemma 5.8. For any \(\eta \in C^0([0, T_*]; \mathbb{R})\) satisfying \(\eta(t) > 0\), we have the estimate
\[ |S_0| \leq \eta \zeta_0 + \left( C + \frac{\alpha + \sigma}{\eta} \right) \nu_0(t)dt. \] (5.46)

**Proof.** Using the definition of \(S_0\) from Lemma 5.8 along with estimates of Lemma 5.7, we may bound
\[ |S_0| \leq \alpha |p_0| + (\nu_0 + |T_0|) \nabla \log b + |\sigma \text{ curl } B_\varepsilon \partial_t B_\varepsilon^\perp| \]
\[ \leq \frac{\eta \zeta_0}{2} + \frac{\alpha \nu_0}{\eta} + C \nu_0 + \frac{\eta \zeta_0}{2} + \frac{\sigma \nu_0}{\eta} = \eta \zeta_0 + \left( C + \frac{\alpha + \sigma}{\eta} \right) \nu_0, \] (5.47)
which is (5.46). Here we have used the fact that \(b\) is smooth and bounded below, which is guaranteed by (1.2).

## 6 Dynamics

We now use the convergence results of the last section to derive the dynamics of the vortices. We begin with a result that allows us to relate \(p_i\) to the vortex velocity, \(\dot{a}_i\). This result does not constitute the full dynamical law for \(a_i\) since we do not yet know the value of \(p_i\) or \(\nu_i\).

**Proposition 6.1.** For \(i = 1, \ldots, n\), it holds that
\[ p_i(t) = -\nu_i(t) \dot{a}_i(t) \] (6.1)
for a.e. \(t \in [0, T_*]\).
Proof. Fix $0 < \eta < \gamma_*$ (with $\gamma_*$ given by Lemma 5.1) and a smooth vector field $Y : [0, T_*] \to \mathbb{R}^2$. Let $\phi$ be a smooth function with support in $B(0, 1) \times [0, T_*]$ so that $\nabla \phi(0, t) = Y(t)$ for all $t \in [0, T_*]$. Fix $i \in \{1, \ldots, n\}$ and let $a_i^\gamma : [0, T_*] \to \Omega$ be a smooth mollification of the path $a_i(t)$, with $\gamma > 0$ the mollification parameter. Define $\psi_i(x, t) = \eta \phi((x - a_i^\gamma(t))/\eta, t)$ and $\psi(x, t) = \eta \phi((x - a_i(t))/\eta, t)$.

Then the energy evolution equation (4.6) implies that

$$\int_\Omega \psi_\gamma \tilde{g}_\varepsilon(T_*) + \int_{\partial \Omega} \psi_\gamma (|v_\varepsilon(T_*)|^2 - 1) \nabla b \cdot \nu - \int_\Omega \psi_\gamma \tilde{g}_\varepsilon(0) - \int_{\partial \Omega} \psi_\gamma (|v_\varepsilon(0)|^2 - 1) \nabla b \cdot \nu$$

$$+ \int_0^{T_*} \int_\Omega \psi_\gamma \left( \frac{b |\partial_t v_\varepsilon|^2}{|\log \varepsilon|} + \sigma \frac{|\partial_t B_\varepsilon|^2}{|\log \varepsilon|} \right) = \int_0^{T_*} \int_\Omega -\nabla \psi_\gamma \cdot \frac{b(\partial_t v_\varepsilon, \nabla B_\varepsilon, v_\varepsilon) + h(\partial_t B_\varepsilon)}{\log \varepsilon}$$

$$+ \int_0^{T_*} \int_\Omega \psi_\gamma V(v_\varepsilon, B_\varepsilon) \cdot bZ + \int_0^{T_*} \int_\Omega \psi_\gamma \frac{\tilde{g}_\varepsilon}{\log \varepsilon}. \quad (6.2)$$

We may pass to the limit $\varepsilon \to 0$ in the last equation by using Propositions 3.4, 3.6 and 5.3 along with Lemmas 5.1, 5.3 to get

$$\int_\Omega \psi_\gamma \nu(T_*) - \int_\Omega \psi_\gamma \nu(0) + \int_0^{T_*} \int_\Omega \psi_\gamma \zeta = \int_0^{T_*} \int_\Omega -\nabla \psi_\gamma \cdot (p + \text{curl } B_\varepsilon \partial_t B_\varepsilon^\perp)$$

$$+ \int_0^{T_*} \int_\Omega \psi_\gamma V \cdot Z + \int_0^{T_*} \int_\Omega \partial_t \psi_\gamma \nu. \quad (6.3)$$

Now, $\partial_t \psi_\gamma(x, t) = \eta \partial_t \phi((x - a_i^\gamma(t))/\eta, t) - \dot{a}_i^\gamma \cdot \nabla \phi((x - a_i^\gamma(t))/\eta, t)$. Letting $\gamma \to 0$, using the boundedness of all of the measures involved given by Lemma 5.6 and employing dominated convergence, we deduce that

$$\int_\Omega \psi_\gamma \nu(T_*) - \int_\Omega \psi_\gamma \nu(0) + \int_0^{T_*} \int_\Omega \psi_\gamma \zeta = \int_0^{T_*} \int_\Omega -\nabla \psi \cdot (p + \text{curl } B_\varepsilon \partial_t B_\varepsilon^\perp)$$

$$+ \int_0^{T_*} \int_\Omega \psi V \cdot Z + \int_0^{T_*} \int_\Omega (\eta \partial_t \phi((x - a_i(t))/\eta, t) - \dot{a}_i(t) \cdot \nabla \phi((x - a_i(t))/\eta, t)) \nu. \quad (6.4)$$

Note that here $\dot{a}_i$ is the time derivative of $a_i \in H^1([0, T_*])$ hence is an $L^2([0, T_*]; \mathbb{R}^2)$ function, while $\nu$ is $L^\infty([0, T_*]; \mathcal{M}(\Omega))$. Hence the product $\dot{a}_i \nu$ makes sense as an element of $L^2([0, T_*]; \mathbb{R}^2 \otimes \mathcal{M}(\Omega))$.

Recall that $\|\psi\|_{L^\infty} + \|\partial_t \psi\|_{L^\infty} \leq C\eta$ and that the support of $\psi$ lies in a $\eta$–neighborhood of the path $a_i(t)$. Passing to the limit $\eta \to 0$ reveals that

$$\int_\Omega \psi_\gamma \nu(T_*) - \int_\Omega \psi_\gamma \nu(0) + \int_0^{T_*} \int_\Omega \psi_\gamma \zeta \to 0 \quad (6.5)$$

and

$$\int_0^{T_*} \int_\Omega \psi V \cdot Z + \eta \partial_t \phi((x - a_i(t))/\eta, t) \nu \to 0. \quad (6.6)$$

Since $\nabla \psi$ is supported in $B(0, \eta)$ and $\|\nabla \psi\|_{L^\infty} \leq C < \infty$, we also have that

$$\int_0^{T_*} \int_\Omega -\nabla \psi \cdot \text{curl } B_\varepsilon \partial_t B_\varepsilon^\perp \to 0. \quad (6.7)$$
We may then pass to the limit $\eta \to 0$ in (6.4) and utilize Lemma 5.6 and the fact that $\nabla \phi(0, t) = \nabla \psi(a_i(t), t) = Y(t)$ to deduce that
\[
0 = \int_0^{T_i} Y \cdot (p_i + \nu_i \dot{a}_i). \tag{6.8}
\]
This result holds for any choice of $Y \in C^\infty([0, T_*]; \mathbb{R}^2)$, which implies that
\[
p_i = -\nu_i \dot{a}_i \tag{6.9}
\]
for a.e. $t \in [0, T_*]$. This is the desired result.

\[\square\]

Now we can use a similar argument to show that $T_i(t) = 0$ for a.e. $t \in [0, T_*]$.

**Proposition 6.2.** For a.e. $t \in [0, T_*]$ and $i = 1, \ldots, n$ it holds that $T_i(t) = 0$.

**Proof.** Let $\psi \in C^\infty_c(\mathbb{R}^2; \mathbb{R})$ be such that $\text{supp}(\psi) \subset B(0, \gamma_*)$, where $\gamma_*$ is given by Lemma 5.1 and so that $\psi(x) = 1$ on $B(0, \gamma_*/2)$. Let $K_i \in C^0([0, T_*]; \mathbb{R}^{2 \times 2})$ for $i = 1, \ldots, n$. Define the vector field
\[
\Xi(x, t) = \eta \sum_{i=1}^n K_i(t) \cdot \frac{(x - a_i(t))}{\eta} \psi \left( \frac{x - a_i(t)}{\eta} \right). \tag{6.10}
\]
Since Lemma 5.1 says that $a_i \in H^1 \hookrightarrow C^{0,1/2}$, we have that $\Xi \in C^0(\Omega \times [0, T_*]; \mathbb{R}^2)$ and $D\Xi \in C^0(\Omega \times [0, T_*]; \mathbb{R}^{2 \times 2})$. Note that, unlike in Proposition 6.1, we do not need continuity of $\partial_\nu \Xi$, so we do not have to use a smoothing of the vortex paths.

According to the divergence theorem, we have
\[
\int_0^{T_*} \int_0^T -\frac{T_\epsilon}{\log \epsilon} : D\Xi = \int_0^{T_*} \int_0^T \text{div} T_\epsilon \cdot \Xi. \tag{6.11}
\]
By the above continuity results, we may pass to the limit in (6.11) and employ the decompositions of $T$ and $\text{div} T$, given respectively by Lemmas 5.6 and 5.8 to see that
\[
-\int_0^{T_*} \int_0^T T_0 : D\Xi = \int_0^{T_*} \sum_{i=1}^n T_i(t) : D\Xi(a_i(t), t)
= \int_0^{T_*} \int_\Omega S_0 \cdot \Xi + \int_0^{T_*} \sum_{i=1}^n S_i(t) \cdot \Xi(a_i(t), t). \tag{6.12}
\]
By construction $\Xi(a_i(t), t) = 0$ and $D\Xi(a_i(t), t) = K_i(t)$, so (6.12) becomes
\[
\int_0^{T_*} \sum_{i=1}^n T_i(t) : K_i(t) = -\int_0^{T_*} \int_\Omega T_0 : D\Xi + S_0 \cdot \Xi. \tag{6.13}
\]

The vector field $\Xi$ satisfies $\|\Xi\|_{L^\infty(\Omega \times [0, T_*])} \leq C\eta$. This implies that
\[
\left| \int_0^{T_*} \int_\Omega S_0 \cdot \Xi \right| \leq C\eta \int_0^{T_*} \int_\Omega |S_0| \to 0 \text{ as } \eta \to 0 \tag{6.14}
\]
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Lemma 6.3. Let \( i = 1 \) since \( |C| > 0 \).

Proof. The result of Proposition 6.1, when combined with the definition of \( ∥T∥ \) in Lemma 5.8 and the vanishing of Lemma 5.6 implies that \( ν \) has finite mass. Also, since \( T_0 \) is singular with respect to \( µ \) and \( DΞ \) satisfies \( ∥DΞ∥_{L∞(Ω×[0,T_1])} ≤ C \) and \( \text{supp}(DΞ(\cdot,t)) \subset \bigcup_{i=1}^n B(a_i(t), \eta) \), we have that

\[
- \int_0^{T_0} \int_Ω T_0 : DΞ → 0 \quad \text{as} \quad η → 0. \tag{6.15}
\]

Hence, taking the limit \( η → 0 \) in (6.13), we find that

\[
\int_0^{T_0} \sum_{i=1}^n T_i(t) : K_i(t) = 0. \tag{6.16}
\]

Since the \( K_i \) were arbitrary, we immediately deduce that \( T_i(t) = 0 \) for a.e. \( t ∈ [0,T_*] \). \qed

Now we can deduce some estimates for \( S_i \), as defined in Lemma 5.8.

Lemma 6.3. Let \( S_i, i = 1, \ldots, n \) be as in Lemmas 5.8. Then \( S_i ∈ L^2([0,T_*]; \mathbb{R}^2) \) for each \( i = 1, \ldots, n \). Moreover, if \( Y_i ∈ L^2([0,T_*]; \mathbb{R}^2) \) for each \( i = 1, \ldots, n \), then for any \( t ∈ [0,T_*] \) we have the estimate

\[
\int_0^t \sum_{i=1}^n S_i \cdot Y_i \leq \frac{1}{2} \int_0^t \int_Ω \zeta_0 + \int_0^t C \left( 1 + \sum_{i=1}^n |Y_i|^2 \right) \int_Ω ν_0 \tag{6.17}
\]

for some \( C > 0 \).

Proof. The result of Proposition 6.1 when combined with the definition of \( S_i \) given by (5.39) in Lemma 5.8 and the vanishing of \( T_i \) given by Proposition 6.2 implies that

\[
S_i = -\alpha ν_i \dot{a}_i - βπd_i b(a_i) \dot{a}_i - 2πd_i b(a_i) Z_1^+(a_i) - ν_i \nabla \log b(a_i). \tag{6.18}
\]

Lemma 5.6 implies that \( ν_i ∈ L^∞([0,T_*]) \), Remark 2.3 shows that \( Z \) is bounded, and assumption (1.2) provides the boundedness of \( b \) and \( \nabla \log b \); then since we know from Lemma 5.1 that \( a_i ∈ L^2([0,T_*]; \mathbb{R}^2) \), we find that \( S_i ∈ L^2([0,T_*]; \mathbb{R}^2) \).

We now turn to the proof of (6.17), assuming initially that \( Y_i ∈ C_0^0([0,T_*]; \mathbb{R}^2) \) for each \( i = 1, \ldots, n \). Let \( ψ ∈ C_c^∞(\mathbb{R}^2; \mathbb{R}) \) be such that \( \text{supp}(ψ) ∈ B(0,γ_s) \), where \( γ_s \) is given by Lemma 5.1 and so that \( ψ(x) = 1 \) on \( B(0,γ_s/2) \). Define the vector field

\[
Ξ(x,t) = \sum_{i=1}^n Y_i(t)ψ(x-a_i(t)). \tag{6.19}
\]

For each fixed \( t \) we have \( \text{supp}(Ξ(\cdot,t)) ⊂ \bigcup_{i=1}^n B(a_i(t),γ_s) \), and the choice of \( γ_s \) implies that \( a_i(t) \notin B(a_j(t),γ_s) \) for \( i \neq j \). Since \( a_i ∈ C^{0,1/2} \) by Lemma 5.1 we know that \( Ξ ∈ C^0(Ω × [0,T_*]; \mathbb{R}^2) \) and \( DΞ ∈ C^0(Ω × [0,T_*]; \mathbb{R}^{2×2}) \). If we define the continuous function

\[
M(t) := \sum_{i=1}^n |Y_i(t)|^2, \tag{6.20}
\]

then for each \( t ∈ [0,T_*] \) we may bound

\[
||Ξ(\cdot,t)||_{C^1(Ω)} ≤ C_s \sqrt{M(t)} \tag{6.21}
\]
for a constant $C_*$ depending on $\gamma_*$ and $n$ but not on $t$. For $t \in [0, T_*]$ we may argue as in (6.11)–(6.12) of Proposition 6.2, replacing the temporal integration interval $[0, T_*]$ with $[0, t]$ to find that

$$- \int_t^0 \int_\Omega T_0 : D\Xi - \int_t^0 \sum_{i=1}^n T_i : D\Xi(a_i) = \int_t^0 \int_\Omega S_0 : \Xi + \int_t^0 \sum_{i=1}^n S_i : \Xi(a_i). \quad (6.22)$$

We have $\Xi(a_i(r), r) = Y_i$ and $D\Xi(a_i(r), r) = 0$ for $i = 1, \ldots, n$ and $r \in [0, t]$, so (6.22) becomes

$$\int_t^0 \sum_{i=1}^n S_i \cdot Y_i = - \int_t^0 \int_\Omega T_0 : D\Xi + S_0 \cdot \Xi. \quad (6.23)$$

But by (6.21) we may estimate

$$- \int_t^0 \int_\Omega T_0 : D\Xi + S_0 \cdot \Xi \leq \int_t^0 \int_\Omega \|\Xi(\cdot, r)\|_{C^1(\Omega)} (|T_0| + |S_0|) \leq C_* \int_t^0 \int_\Omega \sqrt{M} (|T_0| + |S_0|). \quad (6.24)$$

Now we set $\eta \in C^0$ according to

$$\eta(s) = \frac{1}{2C_* (1 + \sqrt{M(s)})} \quad (6.25)$$

with $C_*$ the constant on the right side of (6.21); this choice implies that

$$\eta C_* \sqrt{M} \leq \frac{1}{2}, \quad (6.26)$$

and

$$C_* \sqrt{M} \left( C + \frac{\alpha + \sigma}{\eta} \right) = C_* \sqrt{M} \left( C + 2C_*(\alpha + \sigma)(1 + \sqrt{M(s)}) \right) \leq C(1 + M), \quad (6.27)$$

where we have used Cauchy’s inequality, and in the last bound $C$ depends on $C_*$. We use this $\eta$ in Lemma 5.9 to bound

$$C_* \sqrt{M} |S_0| \leq \eta C_* \sqrt{M} \zeta_0 + C_* \sqrt{M} \left( C + \frac{\alpha + \sigma}{\eta} \right) \nu_0(s) ds \leq \frac{\zeta_0}{2} + C(1 + M(s)) \nu_0(s) ds. \quad (6.28)$$

On the other hand, (5.28) of Lemma 5.7 and Cauchy’s inequality imply that

$$C_* \sqrt{M} |T_0| \leq C(1 + M(s)) \nu_0(s) ds. \quad (6.29)$$

Now we use (6.28)–(6.29) in (6.23)–(6.24) to deduce that

$$\int_t^0 \sum_{i=1}^n Y_i \cdot S_i \leq \frac{1}{2} \int_t^0 \int_\Omega \zeta_0 + \int_t^0 \left( C(1 + M(s)) \int_\Omega \nu_0(s) \right) ds. \quad (6.30)$$

Notice that the right side of (6.30) is finite since $\nu_0 \in L^\infty([0, T_*]; M(\Omega))$ and $\zeta_0$ has finite mass. The bound (6.30) proves (6.17) in the case that $Y_i \in C^0$. If instead $Y_i \in L^2$, then we
let $Y_i^\lambda \in C^\infty$ be a smooth mollification of $Y_i$ so that $Y_i^\lambda \to Y_i$ in $L^2$, and we apply (6.30) to $Y_i^\lambda$ to get

$$
\int_0^t \sum_{i=1}^n Y_i^\lambda \cdot S_i \leq \frac{1}{2} \int_0^t \int_\Omega \zeta_0 + \int_0^t \left[ C \left( 1 + \sum_{i=1}^n |Y_i^\lambda(s)|^2 \right) \int_\Omega \nu_0(s) \right] ds. \tag{6.31}
$$

Then since $Y_i^\lambda \to Y_i$ in $L^2$ and $S_i \in L^2$, we may send $\lambda \to 0$ on the left side of (6.31); since $\nu_0 \in L^\infty([0,T_\ast]; M(\Omega))$, we may use dominated convergence to pass to the limit $\lambda \to 0$ on the right of (6.31). Taking these limits then yields (6.17).

Next we give a result comparing the measure $\zeta$ to $\nu$ through the use of the “product estimate.”

**Proposition 6.4.** It holds that

$$
\int_0^{T_\ast} \sum_{i=1}^n \zeta_i \geq \int_0^{T_\ast} \alpha \pi^2 \sum_{i=1}^n b^2(a_i) |\dot{a}_i|^2 / \nu_i. \tag{6.32}
$$

**Proof.** Proposition 4.4 states that

$$
\text{Then since Proposition 6.2 says that } T_i = 0, \text{ we know that}
$$

$$
\int_0^{T_\ast} \int_\Omega \frac{b V \cdot \psi Y}{2} \leq \liminf_{\varepsilon \to 0} \left( \int_0^{T_\ast} \int_\Omega \frac{b |\nabla B_i v_\varepsilon \cdot Y|^2}{|\log \varepsilon|} \right)^{1/2} \left( \int_0^{T_\ast} \int_\Omega \frac{b |\psi \partial_t v_\varepsilon|^2}{|\log \varepsilon|} \right)^{1/2}. \tag{6.33}
$$

for any $Y \in C^0(\Omega \times [0,T_\ast]; \mathbb{R}^2)$ and $\psi \in C^0(\Omega \times [0,T_\ast])$. Note that from (5.16) we may compute that

$$
b |\nabla B_i v_\varepsilon \cdot Y|^2 = T_\varepsilon : Y \otimes Y + \tilde{g}_\varepsilon |Y|^2 - |\text{curl } B_i|^2 |Y|^2, \tag{6.34}
$$

from which we deduce, using the structure of $V$ given in Lemma 5.1 and the limits given by Lemma 5.5, that

$$
\left| \int_0^{T_\ast} \sum_{i=1}^n \pi d_i b(a_i) \dot{a}_i^\perp \cdot Y(a_i) \right| \leq \left( \int_0^{T_\ast} \int_\Omega |Y|^2 + T : Y \otimes Y \right)^{1/2} \left( \int_0^{T_\ast} \int_\Omega \frac{\psi^2 \zeta}{\alpha} \right)^{1/2}. \tag{6.35}
$$

We may apply this result with $\{Y_j, \psi_j\}_{j \in \mathbb{N}}$ a sequence supported in a $\gamma_*/j$ neighborhood (with $\gamma_* > 0$ given by Lemma 5.1) of each of the paths $a_i$ so that

$$
Y_j(a_i) \to \pi d_i b(a_i) \frac{\dot{a}_i^\perp}{\nu_i} \text{ and } \psi_j(a_i) \to 1 \text{ as } j \to \infty. \tag{6.36}
$$

Then since Proposition 6.2 says that $T_i = 0$, we know that

$$
\int_0^{T_\ast} \int_\Omega |Y_j|^2 + T : Y_j \otimes Y_j \to \pi^2 \int_0^{T_\ast} \sum_{i=1}^n b^2(a_i) |\dot{a}_i|^2 / \nu_i \text{ as } j \to \infty. \tag{6.37}
$$

Also, as $j \to \infty$,

$$
\int_0^{T_\ast} \sum_{i=1}^n \pi d_i b(a_i) \dot{a}_i^\perp \cdot Y_j(a_i) ds \to \pi^2 \int_0^{T_\ast} \sum_{i=1}^n b^2(a_i) |\dot{a}_i|^2 / \nu_i, \tag{6.38}
$$
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and
\[
\int_0^{T_*} \int_\Omega \frac{\psi_i^2 \zeta}{\alpha} \, dz \to \frac{1}{\alpha} \int_0^{T_*} \sum_{i=1}^n \zeta_i.
\] (6.39)

The result follows by passing to the limit \( j \to \infty \) with these \( Y_j, \psi_j \) in (6.35).

With this and the previous lemma, we can identify \( \nu \) and find that the energy does not actually increase by \( O(\log \varepsilon) \).

**Proposition 6.5.** We have
\[
\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(t) \leq \pi \sum_{i=1}^n b(a_i(t)) |\log \varepsilon| + o(\log \varepsilon) \text{ for all } t \in [0, T_*].
\] (6.40)

Moreover, \( \zeta_0 = 0 \) and for \( t \in [0, T_*] \) we have \( \nu_0(t) = 0 \) and
\[
\nu_i(t) = \pi b(a_i(t)) \text{ for each } i = 1, \ldots, n.
\] (6.41)

**Proof.** Integrating the energy evolution equation (4.17) in time between 0 and \( t \leq T_* \) yields
\[
\frac{\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(t)}{|\log \varepsilon|} - \frac{\tilde{F}_\varepsilon(v_\varepsilon, B_\varepsilon)(0)}{|\log \varepsilon|} + \int_0^t \int_\Omega \frac{\alpha b |\partial_\nu v_\varepsilon|^2 + \sigma |\partial_\nu B_\varepsilon|^2}{|\log \varepsilon|} = \int_0^t \int_\Omega V(v_\varepsilon, B_\varepsilon) \cdot bZ. \quad (6.42)
\]
Passing to the limit \( \varepsilon \to 0 \) and using Proposition 6.4 and the well-preparedness assumption (1.22) shows that
\[
\int_\Omega \nu(t) - \sum_{i=1}^n \pi b(a_i(0)) + \int_0^t \alpha \pi^2 \sum_{i=1}^n b^2(a_i) \frac{|\dot{a}_i|^2}{\nu_i} + \int_0^t \int_\Omega \zeta_0 \leq \int_0^t \sum_{i=1}^n 2\pi d_i b(a_i) Z(a_i) \cdot \dot{a}_i. \quad (6.43)
\]
Since \( a_i \in H^1([0, T_*]; \Omega) \) and \( b \) is smooth, we have that \( b \circ a_i \in H^1([0, T_*]; \mathbb{R}) \) and hence is absolutely continuous on \([0, T_*]\) (cf. Theorems 4.2.2/1 and 4.9.1/1 of [ECQ]); this implies that
\[
-\sum_{i=1}^n \pi b(a_i(0)) = -\sum_{i=1}^n \pi b(a_i(t)) + \int_0^t \sum_{i=1}^n \pi \nabla b(a_i) \cdot \dot{a}_i. \quad (6.44)
\]
By taking the dot product of (5.39) of Lemma 5.8 with \( \dot{a}_i \), employing Proposition 6.1 for \( \rho_i = -\nu_i \dot{a}_i \), and setting \( T_i = 0 \) with the help of Proposition 6.2, we find that
\[
2\pi d_i b(a_i) Z(a_i) \cdot \dot{a}_i = -2\pi d_i b(a_i) Z^\perp(a_i) \cdot \dot{a}_i
\]
(6.45)
\[
= \dot{a}_i \cdot \left[ \alpha \nu_i \dot{a}_i + \nu_i \nabla \log b(a_i) + \beta \pi d_i b(a_i) \dot{a}_i^\perp + S_i \right]
\]
\[
= \alpha \nu_i |\dot{a}_i|^2 + \nu_i \dot{a}_i \cdot \nabla \log b(a_i) + \dot{a}_i \cdot S_i.
\]
Plugging (6.44) and (6.45) into (6.43) and using the fact that \( \nu(t) = \nu_0(t) + \sum \nu_i(t) \delta_{a_i(t)} \), we find after rearranging that
\[
\int_\Omega \nu_0(t) + \sum_{i=1}^n (\nu_i(t) - \pi b(a_i(t))) + \int_0^t \int_\Omega \zeta_0 \leq \alpha \int_0^t \sum_{i=1}^n |\dot{a}_i|^2 \left( \nu_i - \frac{\pi^2 b^2(a_i)}{\nu_i} \right)
\]
\[
+ \int_0^t \sum_{i=1}^n (\dot{a}_i \cdot \nabla \log b(a_i)) (\nu_i - \pi b(a_i)) + \int_0^t \sum_{i=1}^n \dot{a}_i \cdot S_i. \quad (6.46)
\]
Define the function $M(t) = \sum_{i=1}^{n} |\dot{a}_i(t)|^2$. We now want to estimate the three temporal integrals on the right of (6.46) in terms of $1 + M(t)$. For the first term, we use Lemma 5.6 to see that $\pi b(a_i) \leq \nu_i(t)$, which allows us bound

$$\nu_i - \frac{\pi^2 b^2(a_i)}{\nu_i} = (\nu_i - \pi b(a_i)) \frac{\nu_i + \pi b(a_i)}{\nu_i} \leq 2(\nu_i - \pi b(a_i)).$$

(6.47)

Hence

$$\alpha \int_0^t \sum_{i=1}^{n} |\dot{a}_i|^2 \left( \nu_i - \frac{\pi^2 b^2(a_i)}{\nu_i} \right) \leq 2\alpha \int_0^t M \sum_{i=1}^{n} (\nu_i - \pi b(a_i)).$$

(6.48)

For the second term we use Cauchy’s inequality for $|\dot{a}_i \cdot \nabla \log b(a_i)| \leq C(\|\nabla \log b\|_{L^\infty} + M) \leq C(1 + M)$, which holds for each $i = 1, \ldots, n$ with $C$ independent of time because $b$ is smooth and bounded below by (1.2). This yields the bound

$$\int_0^t \sum_{i=1}^{n} (\dot{a}_i \cdot \nabla \log b(a_i))(\nu_i - \pi b(a_i)) \leq \int_0^t C(1 + M) \sum_{i=1}^{n} (\nu_i - \pi b(a_i)).$$

(6.49)

To estimate the third term we will use Proposition 6.3 with $Y_i = \dot{a}_i \in L^2([0, T_*]; \mathbb{R}^2)$ to deduce the bound

$$\int_0^t \sum_{i=1}^{n} \dot{a}_i \cdot S_i \leq \frac{1}{2} \int_0^t \int_{\Omega} \zeta_0 + \int_0^t C(1 + M) \int_{\Omega} \nu_0.$$

(6.50)

Now we sum the estimates (6.48), (6.49), and (6.50) and replace in (6.46) to find that

$$\int_{\Omega} \nu_0(t) + \sum_{i=1}^{n} (\nu_i(t) - \pi b(a_i(t))) + \frac{1}{2} \int_0^t \int_{\Omega} \zeta_0 \leq \int_0^t C(1 + M) \left[ \int_{\Omega} \nu_0 + \sum_{i=1}^{n} (\nu_i - \pi b(a_i)) \right].$$

(6.51)

We may view this as the differential inequality

$$\mathcal{F}(t) + \mathcal{G}(t) \leq \int_0^t \mathcal{Q}(s) \mathcal{F}(s) ds$$

(6.52)

with

$$\mathcal{F}(t) = \int_{\Omega} \nu_0(t) + \sum_{i=1}^{n} (\nu_i(t) - \pi b(a_i(t))) \geq 0,$$

(6.53)

$$\mathcal{G}(t) = \frac{1}{2} \int_0^t \int_{\Omega} \zeta_0 \geq 0, \text{ and } \mathcal{Q}(t) = C(1 + M(t)) \geq 0.$$ 

(6.54)

Note that since $a_i \in H^1([0, T_*]; \Omega)$, we have that $M$ and $\mathcal{Q}$ are in $L^1([0, T_*])$. We may then use Gronwall’s inequality on (6.52) to see that

$$\int_0^t \mathcal{Q}(s) \mathcal{F}(s) ds \leq \left( \int_0^0 \mathcal{Q}(s) \mathcal{F}(s) ds \right) \exp \left( \int_0^t \mathcal{Q}(s) ds \right) = 0,$$

(6.55)
and hence that
\[ F(t) + G(t) \leq 0. \]  
(6.56)

Since \( F, G \geq 0 \), we immediately see that
\[ \nu_0(t) = 0 \text{ and } \sum_{i=1}^{n} (\nu_i(t) - \pi b(a_i(t))) = 0 \text{ for all } t \in [0, T_*], \]  
(6.57)

the latter of which implies that \( \nu_i(t) = \pi b(a_i(t)) \) for \( i = 1, \ldots, n \) since \( \nu_i(t) \geq \pi b(a_i(t)) \). The estimate \( (6.40) \) follows from \( (6.57) \) and the definition of \( \nu \). We may also deduce from \( (6.56) \) that \( \zeta_0 = 0 \).

Corollary 6.6. We have that \( T_0 = 0, S_0 = 0, p_0 = 0, \) and \( \sigma \text{ curl } B_* \partial_t B_*^\perp = 0 \).

Proof. Since \( \nu_0(t)dt \) and \( \zeta_0 \) vanish, we find that other terms vanish as well.

Proposition 6.7. The vortex trajectories satisfy \( a_i \in C^1([0, T_*]; \Omega) \) for \( i = 1, \ldots, n \). Moreover, they obey the dynamical law
\[ \alpha \dot{a_i} + d_i \beta \dot{a_i}^\perp = -2d_i (\nabla \cdot \phi_0(a_i) - X_0^\perp(a_i)) - \nabla \log b(a_i) \]
\[ = -2d_i (\nabla \cdot \phi_0(a_i) + \nabla \xi_0(a_i)) - \nabla \log b(a_i) \]
\[ = -2d_i \left( \sigma \nabla \cdot \phi_0(a_i) + \nabla h_0(a_i) \right) - \nabla \log b(a_i). \]  
(6.58)

Proof. According to Lemma 5.8 and Corollary 6.6 we have that
\[ \text{div } T = S_0 + \sum_{i=1}^{n} S_i(t) \delta_{a_i(t)} dt = \sum_{i=1}^{n} S_i(t) \delta_{a_i(t)} dt. \]  
(6.59)

On the other hand, Lemma 5.6, Proposition 6.2, and Corollary 6.6 imply that
\[ \text{div } T = \text{div } \left( T_0 + \sum_{i=1}^{n} T_i(t) \delta_{a_i(t)} dt \right) = 0. \]  
(6.60)

Equating these two, we find that
\[ \sum_{i=1}^{n} S_i(t) \delta_{a_i(t)} dt = 0, \]  
(6.61)
and hence $S_i = 0$ for a.e. $t \in [0, T^*_i]$. We use $S_i = 0$ in the equation for $S_i$ given in (5.39) of Lemma 5.8 and then we substitute in the values of $p_i$ and $\nu_i$ given in Propositions 6.1 and 6.5 to deduce that for a.e. $t \in [0, T^*_i]$,

$$a \ddot{a}_i + d_i \beta \dot{a}^\perp_i = -2d_i Z^\perp(a_i) - \nabla \log b(a_i).$$  \hfill (6.62)

We may solve (6.62) for $\dot{a}_i$ to see that (1.28) holds. According to Remark 2.5, the vector field $Z$ is smooth and bounded, while (1.2) implies that $\nabla \log(b)$ is smooth and bounded; then since $a_i \in C^{0,1/2}$, the right side of (1.28) is a continuous function of $t$ in $[0, T^*_i]$. Plugging (1.28) into the equation

$$a_i(t) = a_i(0) + \int_0^t \dot{a}_i(s)ds,$$  \hfill (6.63)

which follows from the absolute continuity of $a_i$ (again, cf. Theorem 4.9.1/1 of [EG]), we see that $a_i(t) - a_i(0)$ is the integral of a continuous function and is thus classically differentiable. Moreover, (1.28) implies that $\|\dot{a}_i\|_{L^\infty} \leq C$ so that $a_i \in C^1([0, T^*_i]; \Omega)$.

The first equation in (6.58) follows from (6.62) by using $Z = \nabla \psi_0 - X_0$, which is the definition of $Z$ given in Lemma 2.4. The second equality in (6.58) follows from the definition of $X_0$ (1.12) and equation (1.13). The third follows from Lemma 2.3.

Although we have only worked on the interval $[0, T^*_i]$, the dynamics can be extended until a collision occurs. Indeed, Proposition 6.3 says that

$$\tilde{F}_\varepsilon(v_\varepsilon; B_\varepsilon)(T^*_i) \leq \pi \sum_{i=1}^n b(a_i(T^*_i)) |\log \varepsilon| + o(|\log \varepsilon|).$$  \hfill (6.64)

We can then run all of the above analysis again, starting from time $t = T^*_i$. The only obstacle to running this iteration forever is the possibility of a vortex collision or a vortex exiting the domain. Hence the maximal time of validity of the theorem is the first occurrence of such a collision or an exit under the law (1.24). Theorem 1.1 is proved.

The proof of Theorem 1.3 can be obtained following the same steps (things are actually made simpler by the absence of the gauge $B$) according to the sketch given in Section 1.4. Details are left to the reader.
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