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Abstract
In this paper we study to what extend some properties of the classical
linear Volterra operators could be transferred to the nonlinear Volterra-
Choquet operators, obtained by replacing the classical linear integral with
respect to the Lebesgue measure, by the nonlinear Choquet integral with
respect to a nonadditive set function. Compactness, Lipschitz and cyclic-
ity properties are studied.
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1 Introduction

Inspired by the electrostatic capacity, G. Choquet has introduced in [5] (see also
[6]) a concept of integral with respect to a non-additive set function which, in
the case when the underlying set function is a $\sigma$-additive measure, coincides
with the Lebesgue integral.

Choquet integral is proved to be a powerful and useful tool in decision making
under risk and uncertainty, finance, economics, insurance, pattern recognition,
etc (see, e.g., [37] and [38] as well as the references therein).

Many new interesting results were obtained as analogs in the framework of
Choquet integral of certain known results for the Lebesgue integral. In this
sense, we can mention here, for example, the contributions to function spaces
theory in [4], to potential theory in [1], to approximation theory in [13]-[17] and
to integral equations theory in [18], [19].
Now, for \( 1 \leq p < +\infty \) denoting \( L^p[0,1] = \{ f : [0,1] \to \mathbb{R}; (L) \int_0^1 |f(x)|^p dx < +\infty \} \), where the \((L)\) integral is that with respect to the Lebesgue measure, it is well-known that the classical Volterra linear operator introduced in 1896, is defined usually on \( L^2[0,1] \) by
\[
O(f)(x) = (L) \int_0^x f(t) dt, \quad x \in [0,1].
\]
Volterra operator has been studied and continues to be studied by many authors. The norm of Volterra operator is \( 2/\pi \) (see the book [21], Problem 149). The Halmos’ book also contains several nice results related with Volterra operator. The asymptotic behaviour of the norm \( ||V^n|| \) is described in [30]. An interesting fact about the Volterra operator is the determination of its invariant subspace lattice (see [7], Chapter 4 and [3], [9], [10], [23] and [32]). Compactness and cyclicity properties were studied in, e.g., [31], [20], [27], [28]. Very recent papers on various other aspects of the Volterra operator are, e.g., [29], [24], [2], [12], [26], to mention only a few. Note that there is also a huge literature dealing with the Volterra operator in complex setting, but this aspect is out of the discussions in the present paper.

Let \( \mathcal{C} \) be a \( \sigma \)-algebra of subsets in \([0,1]\) and \( \mu : \mathcal{C} \to [0, +\infty] \) be a monotone set function, i.e. satisfying \( \mu(\emptyset) = 0 \) and \( \mu(A) \leq \mu(B) \) for all \( A, B \in \mathcal{C} \), with \( A \subset B \).

The goal of the present paper is to study the possibilities of extension of the properties of classical Volterra linear operator, to the so-called Volterra-Choquet operator obtained by replacing the classical linear integral by the nonlinear Choquet integral, that is defined by
\[
V(f)(x) = (C) \int_0^x f(t) d\mu(t),
\]
where \( \mu \) is a set function not necessarily additive.

The plan of the paper goes as follows. Section 2 contains preliminaries on the Choquet integral and Section 3 presents a few general preliminaries on compactness of nonlinear operators. In Section 4 we prove some compactness properties while in Section 5 we obtain some Lipschitz properties, for the Volterra-Choquet operators. Section 6 presents cyclicity properties for a Volterra-Choquet operator with respect to a particular distorted Lebesgue measure.

## 2 Preliminaries on Choquet integral

Some known concepts and results concerning the Choquet integral can be summarized by the following.

**Definition 2.1.** Suppose \( \Omega \neq \emptyset \) and let \( \mathcal{C} \) be a \( \sigma \)-algebra of subsets in \( \Omega \).

(i) (see, e.g., [37], p. 63) The set function \( \mu : \mathcal{C} \to [0, +\infty] \) is called a monotone set function (or capacity) if \( \mu(\emptyset) = 0 \) and \( \mu(A) \leq \mu(B) \) for all \( A, B \in \mathcal{C} \), with \( A \subset B \). Also, \( \mu \) is called submodular if
\[
\mu(A \cup B) + \mu(A \cap B) \leq \mu(A) + \mu(B), \quad \text{for all } A, B \in \mathcal{C}.
\]
\(\mu\) is called bounded if \(\mu(\Omega) < +\infty\) and normalized if \(\mu(\Omega) = 1\).

(ii) (see, e.g., [37], p. 233, or [5]) If \(\mu\) is a monotone set function on \(C\) and if \(f: \Omega \to \mathbb{R}\) is \(C\)-measurable (that is, for any Borel subset \(B \subset \mathbb{R}\) it follows \(f^{-1}(B) \in C\)), then for any \(A \in C\), the concept of Choquet integral is defined by

\[
(C) \int_A f \, d\mu = \int_0^{+\infty} \mu \left( F_\beta(f) \cap A \right) d\beta + \int_{-\infty}^0 \left[ \mu \left( F_\beta(f) \cap A \right) - \mu(A) \right] d\beta,
\]

where we used the notation \(F_\beta(f) = \{\omega \in \Omega; f(\omega) \geq \beta\}\). Notice that if \(f \geq 0\) on \(A\), then in the above formula we get \(\int_{-\infty}^0 = 0\).

The function \(f\) will be called Choquet integrable on \(A\) if \((C) \int_A f \, d\mu \in \mathbb{R}\).

(iii) (see, e.g., [37], p. 40) We say that the set function \(\mu: C \to [0, +\infty]\) is continuous from below, if for any sequence \(A_k \in C\), \(A_k \subset A_{k+1}\), for all \(k = 1, 2, \ldots\), we have \(\lim_{k \to \infty} \mu(A_k) = \mu(A)\), where \(A = \bigcup_{k=1}^{\infty} A_k\).

Also, we say that \(\mu\) is continuous from above, if for any sequence \(A_k \in C\), \(A_{k+1} \subset A_k\), for all \(k = 1, 2, \ldots\), we have \(\lim_{k \to \infty} \mu(A_k) = \mu(A)\), where \(A = \bigcap_{k=1}^{\infty} A_k\).

In what follows, we list some known properties of the Choquet integral.

**Remark 2.2.** If \(\mu: C \to [0, +\infty]\) is a monotone set function, then the following properties hold:

(i) For all \(a \geq 0\) we have \((C) \int_A af \, d\mu = a \cdot (C) \int_A f \, d\mu\) (if \(f \geq 0\) then see, e.g., [37], Theorem 11.2, (5), p. 228 and if \(f\) is of arbitrary sign, then see, e.g., [8], p. 64, Proposition 5.1, (ii)).

(ii) In general (that is if \(\mu\) is only monotone), the Choquet integral is not linear, i.e. \((C) \int_A (f + g) \, d\mu \neq (C) \int_A f \, d\mu + (C) \int_A g \, d\mu\).

In particular, for all \(c \in \mathbb{R}\) and \(f\) of arbitrary sign, we have (see, e.g., [37], pp. 232-233, or [8], p. 65) \((C) \int_A (f + c) \, d\mu = (C) \int_A f \, d\mu + c \cdot \mu(A)\).

If \(\mu\) is submodular too, then for all \(f, g\) of arbitrary sign and lower bounded, the property of subadditivity holds (see, e.g., [8], p. 75, Theorem 6.3)

\[
(C) \int_A (f + g) \, d\mu \leq (C) \int_A f \, d\mu + (C) \int_A g \, d\mu.
\]

However, in particular, the comonotonic additivity holds, that is if \(\mu\) is a monotone set function and \(f, g\) are \(C\)-measurable and comonotone on \(A\) (that is \((f(\omega) - f(\omega')) \cdot (g(\omega) - g(\omega')) \geq 0\), for all \(\omega, \omega' \in A\)), then by, e.g., Proposition 5.1, (vi), p. 65 in [8], we have

\[
(C) \int_A (f + g) \, d\mu = (C) \int_A f \, d\mu + (C) \int_A g \, d\mu.
\]

(iii) If \(f \leq g\) on \(A\) then \((C) \int_A f \, d\mu \leq (C) \int_A g \, d\mu\) (see, e.g., [37], p. 228, Theorem 11.2, (3) if \(f, g \geq 0\) and p. 232 if \(f, g\) are of arbitrary sign).

(iv) Let \(f \geq 0\). If \(A \subset B\) then \((C) \int_A f \, d\mu \leq (C) \int_B f \, d\mu\). In addition, if \(\mu\) is finitely subadditive (that is, \(\mu(\bigcup_{k=1}^{n} A_k) \leq \sum_{k=1}^{n} \mu(A_k)\), for all \(n \in \mathbb{N}\), then

\[
(C) \int_{A \cup B} f \, d\mu \leq (C) \int_A f \, d\mu + (C) \int_B f \, d\mu.
\]
(v) It is immediate that \( (C) \int_A 1 \cdot d\mu(t) = \mu(A) \).
(vi) The formula \( \mu(A) = \gamma(m(A)) \), where \( \gamma : [0, m(\Omega)] \to \mathbb{R} \) is an increasing and concave function, with \( \gamma(0) = 0 \) and \( m \) is a bounded measure (or bounded but only finitely additive) on a \( \sigma \)-algebra on \( \Omega \) (that is, \( m(\emptyset) = 0 \) and \( m \) is countably additive), gives simple examples of monotone and submodular set functions (see, e.g., [3], pp. 16-17). Such set functions \( \mu \) are also called distortion of countably additive measures (or distorted measures).

If \( \Omega = [a, b] \), then for the Lebesgue (or any Borel) measure \( m \) on \([a, b]\), \( \mu(A) = \gamma(m(A)) \) give simple examples of bounded, monotone and submodular set functions on \([a, b]\).

In addition, if we suppose that \( \gamma \) is continuous at 0 and at \( m([a, b]) \), then by the continuity of \( \gamma \) on the whole interval \([0, m([a, b])]\) and from the continuity from below of any Borel measure, it easily follows that the corresponding distorted measure also is continuous from below.

For simple examples, we can take \( \gamma(t) = t^p \) with \( 0 < p < 1 \), \( \gamma(t) = 1 - e^{-t} \), \( \gamma(t) = \ln(1 + t) \) for \( t \geq 0 \) and \( \gamma(t) = \sin(t/2) \) for \( t \in [0, \pi] \).

Now, let us consider that in the above definition of a distorted Lebesgue measure, \( \mu(A) = \gamma(m(A)) \), in addition \( \gamma \) is considered strictly increasing and differentiable. In this case, if \( f \) is nonnegative, nondecreasing and continuous, then (see, e.g., [34], Theorem I)

\[
(C) \int_0^x f(s) d\mu(s) = \int_0^x \gamma'(x-s) f(s) ds,
\]

while if \( f \) is nonnegative, nonincreasing and continuous, then (see, e.g., [34], Theorem A.1)

\[
(C) \int_0^x f(s) d\mu(s) = \int_0^x \gamma'(s) f(s) ds.
\]

(vii) If \( \mu \) is a countably additive bounded measure, then the Choquet integral \( (C) \int_A f d\mu \) reduces to the usual Lebesgue type integral (see, e.g., [8], p. 62, or [37], p. 226).

(viii) Let \( \mathcal{C} \) be a \( \sigma \)-algebra of subsets in \([0, 1]\) and \( \mu : \mathcal{C} \to [0, +\infty] \) be a monotone set function. The analogs of the Lebesgue spaces in the context of capacities can be introduced for \( 1 \leq p < +\infty \) via the formulas

\[
\mathcal{L}_{p,\mu}([0, 1]) = \{ f : [0, 1] \to \mathbb{R}; f \text{ is } \mathcal{C} \text{- measurable and } (C) \int_0^1 |f(t)|^p d\mu(t) < +\infty \}.
\]

When \( \mu \) is a subadditive capacity (in particular, when \( \mu \) is submodular), the functionals \( \| \cdot \|_{\mathcal{L}_{p,\mu}} \) given by

\[
\| f \|_{\mathcal{L}_{p,\mu}} = \left( (C) \int_{\Omega} |f(t)|^p d\mu(t) \right)^{1/p}
\]

satisfy the triangle inequality too (see, e.g. Theorem 2, p. 5 in [4] or Proposition 9.4, p. 109 in [8] or Theorems 3.5 and 3.7 in [36] or the comments in the proof of Theorem 3.4, Step 3 in [15].
Denoting
\[ N_p = \{ f \in L_{p,\mu}([0,1]); \left( (C) \int_0^1 |f(t)|^p d\mu(t) \right)^{1/p} = 0 \}, \]
if \( \mu \) is a submodular capacity, then the functionals \( \| \cdot \|_{L_{p,\mu}([0,1])} \), given by
\[ \|f\|_{L_{p,\mu}([0,1])} = \left( (C) \int_0^1 |f(t)|^p d\mu(t) \right)^{1/p} \]
satisfy the axioms of a norm on the quotient space \( L_{p,\mu}([0,1]) = L_{p,\mu}([0,1])/N_p \) (see \cite{8}, p. 107, Corollary 9.2 and pp. 107-108). Here
\[ \mathcal{L}(\mu), \] given by the formula
\[ \mu^*(\Omega) = \sum_{i=1}^{\infty} \mu(\Omega_i) \]
in addition, \( \mu \) is continuous from below, then \( L_{p,\mu}([0,1]) \) is a Banach space (see \cite{8}, pp. 11-12, Proposition 9.5) and \( \mu \in N_p \) if and only if \( \mu = 0 \), \( \mu \)-a.e., meaning that there exists \( N \) with \( \mu^*(N) = 0 \), such that \( \mu(\omega) = 0 \), for all \( \omega \in \Omega \setminus N \) (see \cite{8}, p. 107, Corollary 9.2 and pp. 107-108). Here \( \mu^* \) is the outer measure attached to \( \mu \), given by the formula \( \mu^*(A) = \inf\{\mu(B); A \subset B, B \in \mathcal{C}\} \).
Also, denote
\[ L_{p,\mu}^+(0,1) = \{ f : [0,1] \to \mathbb{R}; f \text{ is } \mathcal{C}\text{-measurable and } (C) \int_0^1 |f(t)|^p d\mu(t) < +\infty \}. \]

### 3 Preliminaries on nonlinear compact operators

In this section we present a few well-known concepts and general results on compactness of nonlinear operators which we need for the next sections.

**Definition 3.1.** Let \( A : X \to Y \) be a nonlinear operator between two metric spaces. We recall that \( A \) is said to be compact if it is continuous on \( X \) and for any bounded \( M \subset X \), \( A(M) \) is relatively compact in \( Y \) (that is the closure \( \overline{A(M)} \) is compact in \( Y \)). Recall here that a set \( M \subset X \) is called bounded in the metric space \( (X, \rho) \) if \( \text{diam}(M) = \sup\{\rho(x,y); x, y \in M\} < +\infty \).

**Remark 3.2** If \( X \) and \( Y \) are two normed spaces over \( \mathbb{R} \) and \( A \) is positive homogeneous, then it is easy to see that \( A \) is compact if and only if it is continuous and \( \overline{A[B_r]} \) is relatively compact in \( Y \), where \( B_r = \{ x \in X; \|x\| \leq r \} \). Indeed, let \( M \subset X \) be bounded, that is there exists \( r > 0 \), such that \( M \subset B_r \). It is immediate that \( \overline{A[M]} \subset \overline{A[B_r]} = rA[B_1] \). Since \( rA[B_1] \) is compact, it is clear that the closed set \( \overline{A[M]} \) is compact.

We also recall that a fundamental result in the study of the algebra of continuous functions on a compact Hausdorff space is the well-known Arzelà-Ascoli theorem, which can be stated as follows.

**Theorem 3.3.** (\cite{11}, IV.6.7.) Let \( X \) be a compact Hausdorff space and denote
\[ C(X; \mathbb{R}) = \{ f : X \to \mathbb{R}; f \text{ is continuous on } X \}. \]
Then a subset \( F \) of \( C(X; \mathbb{R}) \) is relatively compact in the topology induced by the uniform norm, if and only if it is equicontinuous and pointwise bounded. Here pointwise bounded means that for any \( x \in X \) we have \( \sup\{|f(x)|; f \in F\} < \infty \).
4 Compactness of the Volterra-Choquet operators

This section contains some important properties of compactness for the Volterra-Choquet operators.

In this sense, firstly we need the following.

**Theorem 4.1.** Let $\mu$ be a monotone, submodular and continuous from below set function on all Borelian subsets in $[0, 1]$ (or all the Lebesgue measurable subsets in $[0, 1]$), $1 < p < +\infty$ and $1/p + 1/q = 1$. Then, for all $x, y \in [0, 1]$ with $x \leq y$, and $f \in L^+_{p,\mu}([0, 1])$, the Volterra Choquet operator $V(f)(x) = (C)\int_{[0,x]} f(t)d\mu(t)$ has the property

$$|V(f)(x) - V(f)(y)| \leq \|f\|_{L^p_{p,\mu}([0,1])} \cdot \mu([x,y])^{1/q}.$$

**Proof.** Indeed, without loss of generality, we may suppose that $x < y$. The submodularity of $\mu$ evidently implies the finitely subadditivity. Since $[0, y] = [0, x] \cup [x, y]$, by Remark 2.2, (iv), we obtain $V(f)(y) \leq V(f)(x) + (C)\int_{[x, y]} f(t)d\mu(t)$, which by applying the Hölder’s inequality too ((see Remark 2.2, (viii)) e.g., implies

$$0 \leq V(f)(y) - V(f)(x) \leq (C)\int_{[x, y]} f(t)d\mu(t) = (C)\int_{[x, y]} f(t) \cdot 1 \cdot d\mu(t)$$

$$\leq \|f\|_{L^p_{p,\mu}([0,1])} \cdot \left((C)\int_{[x, y]} 1 \cdot d\mu(t)\right)^{1/q} = \|f\|_{L^p_{p,\mu}([0,1])} \cdot \mu([x, y])^{1/q}.$$

If $y \leq x$, then in the statement we obtain a similar inequality, by replacing $\mu([x, y])$ with $\mu([y, x])$, which proves the theorem.

**Corollary 4.2.** Suppose that $\mu$ is a distorted Lebesgue measure, that is $\mu(A) = \gamma(m(A))$, where $m$ is the Lebesgue measure and $\gamma : [0, 1] \to \mathbb{R}$ is non-decreasing, concave, continuous on $[0, 1]$ and $\gamma(0) = 0$. For $1 < p < +\infty$, denote $B_{p,\mu, 1} = \{f \in L^+_{p,\mu}([0, 1]) : \|f\|_{L^p_{p,\mu}([0,1])} \leq 1\}$. Then, $V(B^+_{p,\mu, 1})$ is an equicontinuous and uniformly bounded set of continuous functions defined on $[0, 1]$.

**Proof.** Since by Remark 2.2, (vi), any distorted Lebesgue set function is submodular and continuous from below (in fact, from above too), by Theorem 4.1, we obtain

$$|V(f)(x) - V(f)(y)| \leq \gamma(|x - y|)^{1/q}, \text{ for all } x, y \in [0, 1] \text{ and } f \in B^+_{p,\mu, 1}([0, 1]).$$

Let $\varepsilon > 0$ be fixed. By the continuity of $\gamma$, there exists a $\delta > 0$ (depending on course only on $\varepsilon$ and $\gamma$ and indepenedent of $f$), such that $\gamma(|x - y|)^{1/q} < \varepsilon$, for all $|x - y| < \delta$. This immediately implies the equicontinuity of the set of continuous functions $V(B^+_{p,\mu, 1})$.

Also, choosing $y = 0$ in the above inequality, we obtain

$$|V(f)(x)| \leq \gamma(x)^{1/q} \leq \gamma(1)^{1/q}, \text{ for all } x \in [0, 1], f \in B^+_{p,\mu, 1},$$
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which proves that $V(B_{p,\mu,1}^+)$ is uniformly bounded. \hfill \Box

By using Definition 3.1, we can state the following.

**Corollary 4.3.** Under the hypothesis of Corollary 4.2, the Volterra-Choquet operator $V : L^+_{p,\mu}([0,1]) \rightarrow C_+([0,1]) \subset C([0,1])$ is a nonlinear compact operator.

Here $L^+_{p,\mu}([0,1])$ is endowed with the metric generated by the $L_{p,\mu}$-norm in Remark 2.2, (viii) and $C_+([0,1])$ denotes the space of all nonnegative real-valued continuous functions on $[0,1]$, which is a metric space endowed with the metric generated by the uniform norm.

**Proof.** By Arzelà-Ascoli result in Theorem 3.3 and by Corollary 4.2, it follows that $V(B_{p,\mu,1}^+)$ is compact.

Let $M \subset L^+_{p,\mu}([0,1])$ be bounded, that is $d = diam(M) < +\infty$. For a fixed $x_0 \in M$ and an arbitrary $x \in M$, we get

$$\|x\|_{L_{p,\mu}([0,1])} - \|x_0\|_{L_{p,\mu}([0,1])} \leq \|x - x_0\|_{L_{p,\mu}([0,1])} \leq d,$$

which immediately implies $\|x\|_{L_{p,\mu}([0,1])} \leq \|x_0\|_{L_{p,\mu}([0,1])} + d$, that is

$$M \subset B_{p,\mu,\|x_0\|_{L_{p,\mu}([0,1])} + d} = (\|x_0\|_{L_{p,\mu}([0,1])} + d)B_{p,\mu,1}^+.$$

Applying $V$ and taking into account that by Remark 2.2, (i), $V$ is positive homogeneous, we get $V(M) \subset ([\|x_0\|_{L_{p,\mu}([0,1])} + d)V(B_{p,\mu,1}^+)$, which implies $V(M) \subset ([\|x_0\|_{L_{p,\mu}([0,1])} + d)V(B_{p,\mu,1}^+)$.

Now, since in a metric space any closed subset of a compact set also is compact, it implies that $V(M)$ is compact.

It remains to prove the continuity of the operator $V : L^+_{p,\mu}([0,1]) \rightarrow C_+([0,1])$. For this purpose, let $f, g \in L_{p,\mu}([0,1])$ (in fact, not necessarily nonnegative). From Hölder’s inequality it is immediate that $L^+_{p,\mu}([0,1]) \subset L^+_{p,\mu}([0,1])$. Since according to Remark 2.2, (ii), the Choquet integral is subadditive, by $f(s) \leq g(s) + |f(s) - g(s)|$, for all $s \in [0,1]$, it follows that

$$V(f)(t) \leq \left(\int_0^t g(s)d\mu(s) + \int_0^t |f(s) - g(s)|d\mu(s)\right).$$

This implies $V(f)(t) \leq V(g)(t) + V(|f - g|)(t)$, for all $t \in [0,1]$.

Also, by $g(s) \leq f(s) + |g(s) - f(s)|$, for all $s \in [0,1]$, by similar reasoning we obtain $V(g)(t) \leq V(f)(t) + V(|f - g|)(t)$, for all $t \in [0,1]$, which combined with the above inequality, leads to the inequality valid for all $t \in [0,1]$

$$|V(f)(t) - V(g)(t)| \leq V(|f - g|)(t) \leq (\int_0^1 |f(s) - g(s)| \cdot d\mu(s)).$$

Passing to supremum after $t \in [0,1]$ in the left hand-side and then, applying the Hölder’s inequality to the right-hand side, we easily arrive to

$$\|V(f) - V(g)\|_{C([0,1])} \leq \mu([0,1])^{1/q} \cdot \|f - g\|_{L_{p,\mu}([0,1])},$$

from which easily follows the continuity of $V$. 
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Concluding, by Definition 3.1 all the above mean the compactness of $V : L_{p,µ}^+(0, 1) \to C_+[0, 1]$. \hfill \Box

**Remark 4.4.** In the case of $p = 1$, Corollary 4.3 does not hold in general. Indeed, it is known that even in the very particular case when $γ(t) = t$ (that is when $µ$ one reduces to the classical Lebesgue measure), the equicontinuity fails.

### 5 Lipschitz type properties and compactness

In this section, firstly we prove Lipschitz properties of the nonlinear Volterra-Chouquet operator $V$, on the whole spaces $C[0, 1]$ and $L_{p,µ}((0, 1])$ with $1 \leq p < +∞$.

**Theorem 5.1.** Let $µ$ be a monotone, submodular and continuous from below and from above set function on the class of all Borelian (or alternatively, on the class of all Lebesgue measurable) subsets of $[0, 1]$.

(i) If $f ∈ L_{1,µ}([0, 1])$ then $V(f) ∈ L_{1,µ}([0, 1])$ and for all $f, g ∈ L_{1,µ}([0, 1])$ we have

$$
\|V(f) − V(g)\|_{L_{1,µ}([0, 1])} ≤ \mu([0, 1]) \cdot \|f - g\|_{L_{1,µ}([0, 1])}.
$$

(ii) If $f ∈ C[0, 1]$ then $V(f) ∈ C[0, 1]$ and for all $f, g ∈ C[0, 1]$ we have

$$
\|V(f) − V(g)\|_{C[0, 1]} ≤ \mu([0, 1]) \cdot \|f - g\|_{C[0, 1]}.
$$

where $\| \cdot \|_{C[0, 1]}$ denotes the uniform norm on $C[0, 1]$.

(iii) Let $1 < p < +∞$. If $f ∈ L_{p,µ}((0, 1])$ then $V(f) ∈ L_{p,µ}((0, 1])$ and for all $f, g ∈ L_{p,µ}((0, 1])$ we have

$$
\|V(f) − V(g)\|_{L_{p,µ}((0, 1])} ≤ \mu([0, 1]) \cdot \|f - g\|_{L_{p,µ}((0, 1])}.
$$

**Proof.** (i) Firstly, we need to show that if $f ∈ L_{1,µ}([0, 1])$, then $V(f) ∈ L_{1,µ}([0, 1])$. In the case when $γ(t) ≥ 0$, the proof is simple, because $V(f)(x) = (C)\int_0^xf(t)dµ(t)$ is evidently a nondecreasing function on $[0, 1]$. Therefore, $V(f)(x)$ is a Borel (Lebesgue) measurable function.

Suppose now that $f$ is bounded and has negative values too, that is there exist $M’ < 0$ and $M > 0$, such that $M’ ≤ f(t) ≤ M$, $t ∈ [0, 1]$. By Definition 2.1, (ii), we have

\[
V(f)(x) = \int_0^{+∞} \mu(\{t ∈ [0, x]; f(t) ≥ α\})dα + \int_{-∞}^0 [\mu(\{t ∈ [0, x]; f(t) ≥ α\}) − \mu([0, x])]dα
\]

\[
= \int_0^M \mu(\{t ∈ [0, x]; f(t) ≥ α\})dα + \int_{M'}^0 [\mu(\{t ∈ [0, x]; f(t) ≥ α\}) − \mu([0, x])]dα
\]

\[
= \int_0^M \mu(\{t ∈ [0, x]; f(t) ≥ α\})dα + \int_{M'}^0 \mu(\{t ∈ [0, x]; f(t) ≥ α\})dα + M'\mu([0, x]).
\] (3)
Therefore, $V(f)(x)$ is the sum of two nondecreasing functions with a nonincreasing one, all of them being Borel (Lebesgue) measurable, implying that $V(f)(x)$ is Borel (Lebesgue) measurable too.

Suppose now that $f$ is unbounded and has negative values too. By the above formula, we can write $V(f)(x) = F(x) + G(x)$, with

$$F(x) = \int_0^{+\infty} \mu(\{t \in [0, x]; f(t) \geq \alpha\}) d\alpha,$$

$$G(x) = \int_{-\infty}^{0} [\mu(\{t \in [0, x]; f(t) \geq \alpha\}) - \mu([0, x])] d\alpha$$

$$= \lim_{n \to +\infty} \int_{-n}^{0} [\mu(\{t \in [0, x]; f(t) \geq \alpha\}) - \mu([0, x])] d\alpha.$$

Evidently $F(x)$ is nondecreasing and therefore Borel (Lebesgue) measurable. Then, since for each $n \in \mathbb{N}$,

$$\int_{-n}^{0} [\mu(\{t \in [0, x]; f(t) \geq \alpha\}) - \mu([0, x])] d\alpha$$

$$= \int_{-n}^{0} \mu(\{t \in [0, x]; f(t) \geq \alpha\}) d\alpha - n\mu([0, x])$$

is Borel (Lebesgue) measurable as a difference of two measurable functions, it follows that $G(x)$ is Borel (Lebesgue) measurable as a pointwise limit of Borel (Lebesgue) measurable functions.

Concluding, in this case too we have that $V(f)(x)$ is Borel (Lebesgue) measurable.

Then, we have

$$(C) \int_0^1 |V(f)(x)| \, d\mu(x) = (C) \int_0^1 \left| \left( C \int_0^x f(t) \, d\mu(t) \right) \right| \, d\mu(x)$$

$$\leq (C) \int_0^1 \left[ \left( C \int_0^1 |f(t)| \, d\mu(t) \right) \right] \, d\mu(x) = \|f\|_{L_{1,\mu}([0,1])} \cdot (C) \int_0^1 \, d\mu(x)$$

$$= \mu([0, 1]) \cdot \|f\|_{L_{1,\mu}([0,1])} < +\infty.$$
Also, by \( g(s) \leq f(s) + |g(s) - f(s)| \), for all \( s \in [0, 1] \), by similar reasoning we obtain \( V(g)(t) \leq V(f)(t) + V(|f-g|)(t) \), for all \( t \in [0, 1] \). Combining these two inequalities, it is immediate that for all \( t \in [0, 1] \) we have

\[
|V(f)(t) - V(g)(t)| \leq V(|f-g|)(t) \leq (C) \int_0^1 |f(s) - g(s)|d\mu(s) = \|f-g\|_{L_1,\mu([0,1])}.
\]  

(4)

Applying the Choquet integral, we obtain

\[
\|V(f) - V(g)\|_{L_1,\mu([0,1])} \leq \mu([0, 1]) \cdot \|f - g\|_{L_1,\mu([0,1])}.
\]

(ii) Firstly, we need to show that if \( f \in C[0, 1] \) then \( V(f) \in C[0, 1] \). In the case when \( f \geq 0 \), the proof is as follows.

Let \( x_n, x \in [0, 1] \) with \( x_n \to x \). Denoting \( A_n(x, \alpha) = \{s \in [0, x_n]; f(s) \geq \alpha\} \), \( A(x, \alpha) = \{s \in [0, x]; f(s) \geq \alpha\} \) and \( M = \sup\{|f(x)|; x \in [0, 1]\} \), by the Definition 2.1, (ii) of the Choquet integral (for positive functions), we easily get

\[
|V(f)(x_n) - V(f)(x)| = \left| \int_0^M \mu(\{s \in [0, x_n]; f(s) \geq \alpha\})d\alpha - \int_0^M \mu(\{s \in [0, x]; f(s) \geq \alpha\})d\alpha \right| 
\]
\[
= \left| \int_0^M \mu(A_n(x, \alpha))d\alpha - \int_0^M \mu(A(x, \alpha))d\alpha \right|. 
\]

According to, e.g., [33], p. 211, Exercise 5.5.21, it suffices to consider that \( x_n \not\to x \) and that \( x_n \not\to x \).

If \( x_n \not\to x \), then since \( A_n(x, \alpha) \subset A_n+1(x, \alpha) \subset A(x, \alpha) \subset [0, 1] \), for all \( n \in \mathbb{N} \) and \( \alpha \in [0, M] \), it follows \( \mu(A_n(x, \alpha)) \leq \mu([0, 1]) \), for all \( n \in \mathbb{N}, \alpha \in [0, M] \) and by the continuity from below of \( \mu \) we get \( \lim_{n \to \infty} \mu(A_n(x, \alpha)) = \mu(A(x, \alpha)) \), for all \( \alpha \in [0, M] \). Passing then to limit under the integrals (which can be considered of Lebesgue type), we immediately obtain \( \lim_{n \to \infty} |V(f)(x_n) - V(f)(x)| = 0 \).

If \( x_n \not\to x \), then since \( A(x, \alpha) \subset A_{n+1}(x, \alpha) \subset A_n(x, \alpha) \subset [0, 1] \), for all \( n \in \mathbb{N}, \alpha \in [0, M] \), it follows \( \mu(A_n(x, \alpha)) \leq \mu([0, 1]) \), for all \( n \in \mathbb{N}, \alpha \in [0, M] \) and by the continuity from above of \( \mu \) we get \( \lim_{n \to \infty} \mu(A_n(x, \alpha)) = \mu(A(x, \alpha)) \), for all \( \alpha \in [0, M] \). Again, passing to limit under the integrals, we immediately obtain \( \lim_{n \to \infty} |V(f)(x_n) - V(f)(x)| = 0 \).

In conclusion, in this case \( V(f) \in C[0, 1] \).

Now, if \( f \in C[0, 1] \) has negative values too, there exist \( M' < 0 \) and \( M > 0 \), such that \( M' \leq f(t) \leq M \), for all \( t \in [0, 1] \). Then, by Definition 2.1, (ii) and by [32], we get

\[
V(f)(x) = \int_0^M \mu(\{t \in [0, x]; f(t) \geq \alpha\})d\alpha + \int_0^0 \mu(\{t \in [0, x]; f(t) \geq \alpha\})d\alpha + M' \cdot \mu([0, x]).
\]

Now, taking \( x_n \to x \) and reasoning for each of the three terms on the right-hand side above as we reasoned in the case when \( f \geq 0 \), we easily obtain that \( V(f) \in C[0, 1] \) in this case too.
The Lipschitz inequality, follows immediately by passing to supremum after $t \in [0,1]$ in formula (1).

(iii) Let $f \in L_{p,\mu}([0,1])$ with $1 < p < +\infty$. Since from H"older’s inequality we get $L_{p,\mu}([0,1]) \subset L_{1,\mu}([0,1])$, reasoning as at the point (i), it follows that $V(f)(x)$ is Borel (Lebesgue) measurable.

By (1) and using the H"older’s inequality (see Remark 2.2, (viii)), it follows

$$|V(f)(t) - V(g)(t)| \leq \int_0^1 |f(s) - g(s)| \cdot 1 \cdot d\mu(s) \leq \left( (C) \int_0^1 |f(s) - g(s)|^p d\mu(s) \right)^{1/p} \cdot \mu([0,1])^{1/q}.$$

Taking to the power $p$ both members of the above inequality, applying the Choquet integral on $[0,1]$ with respect to $t$ and then taking to the power $1/p$, we obtain

$$\|V(f) - V(g)\|_{L_{p,\mu}([0,1])} \leq \mu([0,1])^{1/p} \cdot \mu([0,1])^{1/q} \cdot \|f - g\|_{L_{p,\mu}([0,1])} = \mu([0,1]) \cdot \|f - g\|_{L_{p,\mu}([0,1])},$$

which ends the proof of the theorem.

\[ \square \]

**Remark 5.2.** Any distorted Lebesgue measure (defined as in Remark 2.2, (vi)) satisfies the hypothesis in Theorem 5.1.

**Remark 5.3.** By Theorem 5.1, (i) and (iii), for the norm of $V$ given by

$$\|V\|_{L_{p,\mu}([0,1])} = \sup \left\{ \frac{\|V(f) - V(g)\|_{L_{p,\mu}([0,1])}}{\|f - g\|_{L_{p,\mu}([0,1])}} : f, g \in L_{p,\mu}([0,1]), f \neq g \right\}$$

we have $\|V\|_{L_{p,\mu}([0,1])} \leq \mu([0,1]), 1 \leq p < +\infty$.

As an application of Theorem 5.1, (ii), the following compactness property holds.

**Corollary 5.4.** Suppose that $\mu$ is a distorted Lebesgue measure, that is $\mu(A) = \gamma(m(A))$, where $m$ is the Lebesgue measure, $\gamma : [0,1] \to \mathbb{R}$ is non-decreasing, concave, continuous on $[0,1]$ and $\gamma(0) = 0$. Then, the Volterra-Choquet operator $V : C[0,1] \to C[0,1]$ defined by $V(f)(x) = (C) \int_0^x f(t)d\mu(t)$ is a nonlinear compact operator.

**Proof.** By Theorem 5.1, (ii), we have $V : C[0,1] \to C[0,1]$ and obviously that the Lipschitz property implies the continuity of $V$.

Let $B_{\mu,1} = \{ f \in C[0,1] : \|f\|_{C[0,1]} \leq 1 \}$. If we prove that $V(B_{\mu,1})$ is equicontinuous and pointwise bounded in $C[0,1]$, then since by Remark 2.2, (i) $V$ is positive homogeneous, applying Remark 3.2 and Theorem 3.3, we will immediately obtain that $V$ is compact.

Indeed, firstly for $f \in B_{\mu,1}$ we get

$$|V(f)(x)| = |(C) \int_{[0,x]} f(t)d\mu(t)| \leq \|f\|_{C[0,1]} \cdot \gamma(m([0,1])) = \gamma(1), \text{ for all } x \in [0,1]$$
which implies \( \|V(f)\|_{C[0,1]} \leq \gamma(1) \), for all \( f \in B_{\mu,1} \). This means that \( V(B_{\mu,1}) \) is uniformly bounded (more than pointwise bounded).

Now, applying (3) for \( M' = -1, M = +1 \), for all \( f \in B_{\mu,1} \) and \( x \in [0,1] \), we get

\[
V(f)(x) = \int_0^1 \mu(\{t \in [0,x]; f(t) \geq \alpha\})d\alpha + \int_{-1}^0 \mu(\{t \in [0,x]; f(t) \geq \alpha\})d\alpha - \mu([0,x]).
\]

Let \( x_n \to x \). We easily get

\[
|V(f)(x_n) - V(f)(x)| \leq \int_0^1 |\mu(\{t \in [0,x_n]; f(t) \geq \alpha\}) - \mu(\{t \in [0,x]; f(t) \geq \alpha\})|d\alpha
\]

\[
+ \int_{-1}^0 |\mu(\{t \in [0,x_n]; f(t) \geq \alpha\}) - \mu(\{t \in [0,x]; f(t) \geq \alpha\})|d\alpha
\]

\[
+ |\mu([0,x_n]) - \mu([0,x])|.
\]

Firstly, suppose that \( x_n \searrow x \). Since \([0,x_n] = [0,x) \cup [x_n,x]\) and \( \mu \) submodular implies that \( \mu \) is subadditive, we obtain

\[
0 \leq \mu(\{t \in [0,x_n]; f(t) \geq \alpha\}) - \mu(\{t \in [0,x]; f(t) \geq \alpha\})
\]

\[
\leq \mu(\{t \in [x,x_n]; f(t) \geq \alpha\}) \leq \mu([x,x_n]),
\]

which immediately implies

\[
|V(f)(x_n) - V(f)(x)| \leq 3\mu([x,x_n]).
\]

The continuity of \( \mu \) from above, immediately implies that \( \lim_{n \to \infty} |V(f)(x_n) - V(f)(x)| = 0 \), independent of \( f \).

If \( x_n \nearrow x \) we write \([0,x] = [0,x_n] \cup [x_n,x]\) and by analogous reasonings (since \( \mu \) is continuous from below too) we get

\[
|V(f)(x_n) - V(f)(x)| \leq 3\mu([x_n,x]).
\]

Concluding, \( V(B_{\mu,1}) \) is equicontinuous and therefore Corollary 5.4 is proved. □

6 Cyclicity

Firstly recall the following known concepts.

**Definition 6.1.** Let \((X, \| \cdot \|)\) be a Banach space on \( K = \mathbb{R} \) (the real line) or \( \mathbb{C} \) (the complex plane).

(i) The (not necessarily linear) continuous operator \( T : X \to X \) is called cyclic, if there exists \( x \in X \) such that the linear span of \( Orb(T, x) \) is dense in \( X \). Here \( Orb(T, x) = \{x, T(x), T^2(x), ..., T^n(x), ...\} \).
(ii) $T$ is called hypercyclic, if there exists $x \in X$, such that the orbit $\text{Orb}(T, x)$ is dense in $X$. Of course, if $X$ supports such an operator, then $X$ must be separable.

(iii) $T$ is called supercyclic if there exists $x \in X$ such that the set $\mathcal{M}(x) = \{ \lambda y; y \in \text{Orb}(T, x); \lambda \in K \}$ is dense in $X$.

In the classical case, it is well-known that the Volterra operator $O$ given by (1) and the identity plus Volterra operator, $I + O$, are cyclic operators on $L^2[0, 1]$, but they cannot be supercyclic and hypercyclic, see, e.g., [27] and [20].

In what follows, we deal with cyclic type properties of the Volterra-Choquet operators with respect to a particular distorted Lebesgue measure. The problem of cyclic properties in the most general case remains open.

**Theorem 6.2.** Suppose that $\mu$ is the distorted Lebesgue measure given by $\mu(A) = \gamma(m(A))$, where $m$ is the Lebesgue measure, $\gamma : [0, 1] \to \mathbb{R}$ is $\gamma(x) = 1 - e^{-x}$ and that $f_0(x) = 1$, for all $x \in [0, 1]$. Then, for the Volterra-Choquet operator $V$ with respect to $\mu$, we have

$$\text{Orb}(V, f_0) = \left\{ 1, \left\{ 1 - e^{-x} \sum_{k=0}^{n-1} \frac{x^k}{k!}, n = 1, 2, \ldots \right\} \right\}.$$ 

**Proof.** Firstly, by direct calculation we get

$$V(f_0)(x) = \int_0^\infty \mu(\{s \in [0, x]; 1 \geq \alpha \})d\alpha = \int_0^1 \mu(\{s \in [0, x]; 1 \geq \alpha \})d\alpha$$

$$= \mu([0, x]) = \gamma(m([0, x])) = \gamma(x) = 1 - e^{-x}.$$ 

But, according to Proposition 1 in [34], see also Remark 2.2, (vi), (since $\gamma(x)$ is strictly increasing) and nonnegative, it follows

$$V^2(f_0)(x) = (C) \int_0^x V(f_0)(s)d\mu(s) = \int_0^x \gamma'(x-s)\gamma(s)ds$$

$$= \int_0^x e^{-(x-s)}(1 - e^{-s})ds = 1 - e^{-x} - xe^{-x} = V(f_0)(x) - xe^{-x} := g_1(x).$$

Since $g_1$ is strictly increasing and nonnegative on $[0, 1]$ ($g_1(0) = 0$), again by Proposition 1 in [34], it follows

$$V^3(f_0)(x) = \int_0^x \gamma'(x-s)V^2(f_0)(s)ds = \int_0^x e^{-(x-s)}[1 - e^{-s} - se^{-s}]ds$$

$$= e^{-x} \int_0^x (e^{s} - 1 - s)ds = e^{-x}(e^x - 1 - x - \frac{x^2}{2}) = 1 - e^{-x} - xe^{-x} - e^{-x} \cdot \frac{x^2}{2}$$

$$= V^2(f_0)(x) - e^{-x} \cdot \frac{x^2}{2} := g_2(x).$$
Since $g_2$ is strictly increasing and nonnegative on $[0,1]$, we get

$$V^4(f_0)(x) = \int_0^x \gamma'(x-s)V^3(f_0)(s)ds = \int_0^x e^{-(x-s)}[V^2(f_0)(s) - e^{-s} \cdot \frac{s^2}{2}]ds$$

$$= \int_0^x e^{-(x-s)}V^2(f_0)(s)ds - e^{-x} \int_0^x \frac{s^2}{2}ds = V^2(f_0)(x) - e^{-x} \cdot \frac{x^2}{2} - e^{-x} \cdot \frac{x^3}{3!}$$

$$= V^3(f_0)(x) - e^{-x} \cdot \frac{x^3}{3!}.$$  

Continuing this kind of reasoning, we easily arrive at the general recurrence formula

$$V^n(f_0)(x) = V^{n-1}(f_0)(x) - e^{-x} \cdot \frac{x^{n-1}}{(n-1)!},$$

for all $n \geq 2$, which proves the theorem. □

**Corollary 6.3.** Let $V$ be the Volterra-Choquet operator with respect to the distorted Lebesgue measure $\mu$ in Theorem 6.2.

(i) As mapping $V : C[0,1] \rightarrow C[0,1]$, $V$ is a cyclic operator, with respect to the density induced by the uniform norm;

(ii) Also, as mapping $V : L_{p,\mu}([0,1]) \rightarrow L_{p,\mu}([0,1])$, $1 \leq p < +\infty$, $V$ is a cyclic operator with respect to the density induced by the $\| \cdot \|_{L_{p,\mu}([0,1])}$-norm.

**Proof.** (i) By Theorem 6.2, it is immediate that span $\text{Orb}(V, f_0)$ contains the countable subset given by $\{1, e^{-x} \cdot \frac{x^n}{n!}, n = 0, 1, 2, ..., \}$, whose linear span is evidently dense in $C[0,1]$ due to the Weierstrass approximation theorem by uniformly convergent sequences of polynomials.

(ii) It suffices to show that the set of polynomials is dense in $L_{p,\mu}([0,1])$ with respect to the norm $\| \cdot \|_{L_{p,\mu}([0,1])}$. Indeed, since $\gamma'(0) < +\infty$, by Remark 3.3 and Corollary 3.4 in [15], for the Bernstein-Durrmeyer-Choquet polynomials denoted by $D_{n,\mu}(f)(x)$ one has

$$\|D_{n,\mu}(f) - f\|_{L_{p,\mu}([0,1])} \leq c_0 K(f; 1/\sqrt{n})_{L_{p,\mu}},$$

where $C'_1([0,1])$ denotes the the space of all differentiable, nonnegative functions with $g'$ bounded on $[0,1]$ and $K(f; t)_{L_{p,\mu}} = \inf_{g \in C'_1([0,1])} \{\|f - g\|_{L_{p,\mu}([0,1])} + t\|g'\|_{C([0,1])}\}$. According to Remark 3.3 in [15], it will suffices to prove that $\lim_{t \rightarrow 0} K(f; t)_{L_{p,\mu}} = 0$, for all $f \geq 0$. Indeed, by e.g., [22], there exist a sequence of non negative polynomials $(P_n)_{n \in \mathbb{N}}$, such that $\|f - P_n\|_p \rightarrow 0$ as $n \rightarrow \infty$. For arbitrary $\varepsilon > 0$, let $P_m$ be such $\|f - P_m\|_p < \varepsilon/2$. Then for all $t \in (0, \varepsilon/(2\|P_m\|_\infty))$, we get

$$K(f; t)_p \leq \|f - P_m\|_p + t\|P'_m\|_\infty < \varepsilon/2 + \varepsilon/2 = \varepsilon,$$

which proves our assertion. □

**Remark 6.4.** Using similar calculations with those in the proof of Theorem 6.2, we easily obtain that the operator $U = I + V$ satisfies the cyclicity properties in Corollary 6.3.
Remark 6.5. The question that the Volterra-Choquet operator $V$ in Theorem 6.2 is, or is not, hypercyclic or supercyclic remains unsettled. We observe that for $f_0 = 1$, neither $\text{Orb}(V, f_0)$ and nor $\mathcal{M}(f_0)$ are not dense in $C[0, 1]$.

Declaration of interest: None.
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