On stably finiteness for $C^*$-algebras of exponential solvable Lie groups

Ingrid Beltiţă · Daniel Beltiţă

Received: 24 September 2021 / Accepted: 2 March 2023 / Published online: 29 March 2023
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2023

Abstract
We study the link between stably finiteness and stably projectionless-ness for $C^*$-algebras of solvable Lie groups. We show that these two properties are equivalent if the dimension of the group is not divisible by 4; otherwise, they are not necessarily equivalent. To provide examples proving the last assertion, we study exponential solvable Lie groups that have nonempty finite open sets in their unitary dual.
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1 Introduction

Finite approximation properties of Lie group $C^*$-algebras, particularly quasidiagonality and AF-embeddability, have recently been investigated in [4] and [5], relating them to special topological properties of the their corresponding Lie algebras, and of primitive ideal spaces. The study of the stably finiteness for larger classes of $C^*$-algebras of solvable Lie groups, which we initiate in this paper, requires new techniques that take into account their real structure (cf. [27]), as explained below.

For every separable exact $C^*$-algebra $A$, the lack of nonempty quasi-compact open subsets of the primitive ideal space $\text{Prim}(A)$ ensures that $A$ is AF-embeddable, that is, $A$ is isomorphic to a closed subalgebra of an AF-algebra. The converse also holds if $A$ is traceless (cf. [14, Cor. B-C]), and for other $C^*$-algebras as well. For instance, if $G$ is a generalized $ax+b$-group, then $C^*(G)$ is not traceless. Nevertheless, $C^*(G)$ is AF-embeddable if and only if $\text{Prim}(G)$ has no nonempty quasi-compact open subsets. (See [17] and Example 3.3 below.) Here and
throughout this paper, we denote \( \text{Prim}(G) := \text{Prim}(\mathcal{C}^*(G)) \) for any locally compact group \( G \), and a topological space is called quasi-compact if all its open covers have finite subcovers, without requiring any separation property.

The questions addressed in the present paper concern the relation between existence of nonempty quasi-compact open subsets of \( \text{Prim}(G) \), stably finiteness or even AF-embeddability of \( \mathcal{C}^*(G) \) for solvable Lie groups \( G \), and properties of their corresponding Lie algebras.

The new examples we study here are exponential solvable Lie groups, and our most detailed results apply to that class of groups, for two main reasons: Firstly, for all simply connected solvable Lie groups with polynomial growth, we have proved in [5] that there exist no nonempty quasi-compact open subsets in the primitive ideal spaces of their \( \mathcal{C}^*- \) algebras. Secondly, there exist large classes of exponential solvable Lie groups \( G \) for which \( \text{Prim}(G) \) has finite (hence quasi-compact) open subsets or, more generally, the stabilized \( \mathcal{C}^*- \) algebra \( K \otimes \mathcal{C}^*(G) \) contains non-zero projections, that is, \( \mathcal{C}^*(G) \) is not stably projectionless. See for instance [17, 19], or Sect. 4 below.

Our main results for solvable Lie groups \( G \) could be summarized as follows:

1. If \( \dim G \in 4\mathbb{Z} + 2 \) or \( \dim G \in 2\mathbb{Z} + 1 \) then \( \mathcal{C}^*(G) \) is stably finite if and only if it is stably projectionless (Theorem 3.1).
2. If \( \dim G \in 4\mathbb{Z} \), we prove by examples of exponential solvable Lie groups that both situations can appear: if \( \text{Prim}(G) \) has finite open subsets, then \( \mathcal{C}^*(G) \) could be either AF-embeddable, or not even stably finite (Proposition 4.4 and Theorem 4.12). Our examples seem to point to an interesting phenomenon that deserves to be investigated in the future. Specifically, we construct families of Lie algebras \( g_t \) whose structure constants depend continuously on a parameter \( t \in T \), and the set \( \{ t \in T \mid \mathcal{C}^*(G_t) \text{ is stably finite} \} \) is closed in the parameter space \( T \) in each single example we have considered.

We also take the first steps towards describing the exponential solvable Lie groups \( G \) whose nilradical is 1-codimensional and for which \( \mathcal{C}^*(G) \) is AF-embeddable while \( \text{Prim}(G) \) contains finite open subsets (Corollary 3.11).

The methods we use for obtaining some of these results owe much to the deep work [30] on AF-embeddings of \( \mathcal{C}^*- \) algebra extensions. In addition, we have used the way the “real” structures of group \( \mathcal{C}^*- \) algebras (in the sense of [18] and [27]) are encoded in the K-theory, and also the propagation of stably finiteness of the group \( \mathcal{C}^*- \) algebras through suitable deformations of the structure constants of the Lie algebras.

In more detail, this paper has the following contents. In Sect. 2 we obtain some technical results that involve the link between stably finiteness and existence of projections. We also investigate the interaction between “real” structures of \( \mathcal{C}^*- \) algebras and Rieffel’s construction of Connes’ Thom isomorphism (Proposition 2.14) with an application to solvable Lie groups (Corollary 2.16). Then we establish that the continuous deformations preserve stably finiteness for certain continuous fields of \( \mathcal{C}^*- \) algebras (Proposition 2.18), and establish a condition for the failure of stably finiteness in terms of open points of the primitive ideal space (Proposition 2.23).

Section 3 begins with our main stably-finiteness result on solvable Lie groups whose dimension is not divisible by 4 (Theorem 3.1). We then turn to groups whose nilradical is 1-codimensional. These groups are basically determined by a derivation of a nilpotent Lie algebra \( D \in \text{Der}(n) \) and the main task is to describe the stably finiteness or AF-embeddability properties of the \( \mathcal{C}^*- \) algebra of the corresponding group \( N \rtimes_D \mathbb{R} \) in terms of the spectrum of \( D \). In this connection, the technique of continuous fields allows us to establish a necessary condition for stably finiteness in terms of the spectrum or the involved derivation
(Theorem 3.5). We then obtain a technical result that explains the greater complexity of the behaviour of the groups whose dimension is divisible by 4 (Theorem 3.10), and then we draw a key consequence that is effective by way of decreasing the dimensions in the study of the specific examples (Corollary 3.11).

Finally, in Sect. 4, we use the techniques of Sects. 2 and 3 in order to study the $C^*$-algebras of some specific exponential solvable Lie groups. We focus on groups whose nilradical is 1-dimensional and 2-step nilpotent since this is the simplest class of groups after the generalized $ax + b$-groups (Example 3.3). Our most complete results are obtained in the case when the nilradical is a Heisenberg group (Proposition 4.4) or is a central extension of the free 6-dimensional 2-step nilpotent Lie group (Theorem 4.12), when we characterize the group $C^*$-algebra properties in terms of the spectral data of the derivation involved in the construction. In particular, when the Heisenberg group has dimension $4k + 3$, there are situations when there exists an open point in the unitary dual of $H_n \ltimes \mathbb{R}$, but its $C^*$-algebra is AF-embeddable. We also discuss a class of Heisenberg-like groups associated to finite-dimensional real division algebras (Theorem 4.14). These last examples show, in particular, that the necessary condition for stably finiteness is not sufficient, that is, the lack of stably finiteness is not preserved by continuous deformations.

**General notation**

We denote the Lie groups by upper case Roman letters and their Lie algebras by the corresponding lower case Gothic letters. By a solvable/nilpotent Lie group we always understand a connected simply connected solvable/nilpotent Lie group. An exponential Lie group is a Lie group $G$ whose exponential map $\exp_G: g \to G$ is bijective. All exponential Lie groups are solvable. See for instance [1] for more details. For any Lie algebra $g$ with its linear dual space $g^*$ we denote by $\langle \cdot, \cdot \rangle: g^* \times g \to \mathbb{R}$ the corresponding duality pairing. The coadjoint isotropy subalgebra at any $\xi \in g^*$ is $g(\xi) := \{X \in g \mid (\forall Y \in g)(\langle \xi, [X, Y] \rangle = 0)\}$.

**2 $K$-theoretic tools, stably finiteness, and AF-embeddability**

This section contains technical results that play a key role in the next sections.

**2.1 Notation related to the construction of $K$-groups**

We start by reminding notions and notation needed in our paper. Throughout this paper we use the notation from [11, 29].

For any $C^*$-algebra $A$ its unitization is $\tilde{A} := \mathbb{C}1 + A$. Also, for any integers $m, n \geq 1$ we denote by $M_{m,n}(A) \subseteq M_{m,n}(\tilde{A})$ the $m \times n$ matrix spaces with entries in $A$ and $\tilde{A}$, respectively, and for $m = n$ we write as usually $M_n(A) \subseteq M_n(\tilde{A})$ for the corresponding matrix $C^*$-algebras. Moreover, $1_n \in M_n(\tilde{A})$ the identity matrix and $0_n \in M_n(A)$ is the zero matrix.

We denote $\mathfrak{P}(A) := \{p \in A \mid p = p^2 = p^*\}$ and $\mathfrak{P}_n(A) := \mathfrak{P}(M_n(A))$ for any $n \geq 1$. The disjoint union

$$\mathfrak{P}_\infty(A) := \bigsqcup_{n \geq 1} \mathfrak{P}_n(A)$$
has the natural structure of a graded (noncommutative) semigroup with its operation $\oplus$ defined by
\[
P_n(A) \times P_m(A) \to P_{n+m}(A), \quad (p, q) \mapsto p \oplus q := \begin{pmatrix} p & 0 \\ 0 & q \end{pmatrix}
\]
for all $m, n \geq 1$. The Cartesian projection $s: \widetilde{A} \to \mathbb{C}I(\subseteq \widetilde{A})$ is extended to $s: M_n(\widetilde{A}) \to M_n(\widetilde{A})$, $(a_{ij})_{i,j} \mapsto (s(a_{ij}))_{i,j}$, for any $n \geq 1$. We recall the equivalence relation $\sim_0$ on $\mathbb{P}_\infty(\widetilde{A})$ defined in the following way: If $p \in \mathbb{P}_m(\widetilde{A})$ and $q \in \mathbb{P}_n(\widetilde{A})$, then $p \sim_0 q$ if and only if there exists $v \in M_{m,n}(\widetilde{A})$ with $v^*v = p$ and $vv^* = q$. There is a natural additive map $\mathbb{P}_\infty(\widetilde{A}) \to K_0(\widetilde{A})$, $p \mapsto [p]_0$. Then, with the above notation, we have
\[
K_0(A) = \{[p]_0 - [s(p)]_0 \mid p \in \mathbb{P}_\infty(\widetilde{A})\} \subseteq \{[p]_0 - [q]_0 \mid p, q \in \mathbb{P}_\infty(\widetilde{A})\} = K_0(\widetilde{A})
\]
We also define $K_0(A)^{+} := \{[p]_0 \mid p \in \mathbb{P}_\infty(\widetilde{A})\} \subseteq K_0(A)$ and, when we wish to emphasize the $C^*$-algebra $A$, we write $[p]_{0,A} := [p]_0 \in K_0(A)$ for $p \in \mathbb{P}_\infty(\widetilde{A})$.

For any $C^*$-algebra $B$ and any $*$-morphism $\varphi: A \to B$ there is a group morphism $K_0(\varphi): K_0(A) \to K_0(B)$, $[p]_{0,A} \mapsto [\varphi(p)]_0 - [s(\varphi(p))]_0$.

We denote $\mathcal{U}(\widetilde{A}) := \{u \in \widetilde{A} \mid u^*u = uu^* = 1\}$ and $\mathcal{U}_n(\widetilde{A}) := \mathcal{U}(M_n(\widetilde{A}))$ for every $n \geq 1$, which is the basic ingredient in the construction of the group $K_1(A) = K_1(\widetilde{A})$.

### 2.2 A K-theoretic condition for stably finiteness

The next proposition is a partial generalization of [30, Lemma 1.5] and [29, Prop. 5.1.5(iii)], and it is one of the main tools in this paper.

**Proposition 2.1** For every $C^*$-algebra $A$ the following assertions are equivalent:

(i) There exists $p \in \mathbb{P}_\infty(A) \setminus \{0\}$ with $[p]_0 = 0 \in K_0(A)$.

(ii) There exist $r \geq 1$ and $v \in M_r(A)$ with $vv^* = 1_r \neq v^*v$.

(iii) The $C^*$-algebra $A$ is not stably finite.

**Proof** (i)$\Rightarrow$(ii): There is $k \geq 1$ with $p \in \mathbb{P}_k(A)$, hence $s(p) = 0_k$. Then, by [29, 4.2.2(ii)], there exists $m \geq 1$ with $\begin{pmatrix} p & 0 \\ 0 & 1_m \end{pmatrix} \sim \begin{pmatrix} 0_k & 0 \\ 0 & 1_1 \end{pmatrix}$ in $\mathbb{P}_{k+m}(\widetilde{A})$. Furthermore, by [29, 2.2.8(i)], we obtain $\begin{pmatrix} p & 0 \\ 0 & 1_m \end{pmatrix} \sim u \begin{pmatrix} 0_k & 0 \\ 0 & 1_m \end{pmatrix}$ in $\mathbb{P}_{2(k+m)}(\widetilde{A})$. That is, there exists $w \in \mathcal{U}_{2(k+m)}(\widetilde{A})$ with
\[
\begin{pmatrix} p & 0 \\ 0 & 1_m \end{pmatrix} = w \begin{pmatrix} 0_k & 0 \\ 0 & 1_m \end{pmatrix} w^* \in \mathbb{P}_{2(k+m)}(\widetilde{A}).
\]

Now, defining
\[
v := w \begin{pmatrix} 0_k & 0 \\ 0 & 1_m \end{pmatrix} + \begin{pmatrix} 1_k - p & 0 \\ 0 & 0 \end{pmatrix} \in M_{2(k+m)}(\widetilde{A})
\]
we obtain

\[\square\]
\[ vv^* = w \begin{pmatrix} 0_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} w^* + \begin{pmatrix} 1_k - p & 0_m \\ 0 & 1_{k+m} \end{pmatrix} = \begin{pmatrix} 1_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} \]

and

\[ v^* v = \begin{pmatrix} 0_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} w^* w \begin{pmatrix} 0_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} + \begin{pmatrix} 0_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} w^* \begin{pmatrix} 1_k - p & 0_m \\ 0 & 1_{k+m} \end{pmatrix} + \begin{pmatrix} 1_k - p & 0_m \\ 0 & 1_{k+m} \end{pmatrix} \]

\[ = \begin{pmatrix} 0_k & 0 \\ 1_m & 0_{k+m} \end{pmatrix} + 0_{2(k+m)} = \begin{pmatrix} 1_k - p & 0 \\ 0 & 1_{k+m} \end{pmatrix} \]

\( \neq 0_{2(k+m)}. \)

(ii)⇒(i): For \( r \geq 1 \) and \( v \in M_r(\tilde{A}) \) with \( vv^* = 1_r \neq v^* v \) we define \( p := 1_r - v^* v \in \mathfrak{P}_r(\tilde{A}) \setminus \{0_r\}. \) Since \( vv^* = 1_r \), we obtain \( 1_r = s(vv^*) = s(v)s(v)^* \) in \( M_r(\mathbb{C}1) \), hence \( s(v)^*s(v) = 1_r. \) This implies \( s(p) = 1_r - s(v^* v) = 1_r - s(v)^*s(v) = 0_r. \) It follows that \( p \in \mathfrak{P}_r(\tilde{A}). \) Moreover, \( p + v^* v = vv^* \) and \( pv^* v = 0_r \) hence, by [29, 3.1.7(iv)], \( [p]_0 + [v^* v]_0 = [vv^*]_0 \) in \( K_0(\tilde{A}). \) Here \( v^* v \sim v v^* \), hence \( [v^* v]_0 = [vv^*]_0 \) in \( K_0(\tilde{A}), \) and we then obtain \( [p]_0 = 0 \in K_0(\tilde{A}). \)

(ii)⇒(iii): This is just the definition of stably finite C*-algebras.

We now obtain the following slight improvement of [30, Lemma 1.5].

**Corollary 2.2** If \( A \) is a C*-algebra with a closed two-sided ideal \( \mathcal{J} \) and the corresponding inclusion map \( \psi : \mathcal{J} \hookrightarrow A \), then the following assertions hold:

(i) If \( A \) is stably finite then \( K_0(\mathcal{J})^+ \cap \text{Ker} \ K_0(\psi) = \{0\} \) and \( \mathcal{J} \) is stably finite.

(ii) If \( K_0(\mathcal{J})^+ \cap \text{Ker} \ K_0(\psi) = \{0\} \) and both \( \mathcal{J} \) and \( A/\mathcal{J} \) are stably finite, then \( A \) is stably finite.

(iii) If \( 0 \to \mathcal{J} \to A \to A/\mathcal{J} \to 0 \) is a split exact sequence and both \( \mathcal{J} \) and \( A/\mathcal{J} \) are stably finite, then \( A \) is stably finite.

**Proof**

(i) If \( x \in K_0(\mathcal{J})^+ \cap \text{Ker} \ K_0(\psi) \) then there exist \( k \geq 1 \) and \( p \in \mathfrak{P}_k(\mathcal{J}) \) with \( x = [p]_0,_{\mathcal{J}} \) and \( 0 = (K_0(\psi))(x) = (K_0(\psi))(\{p\}_0,_{\mathcal{J}}) = \{p\}_0,_{A} \in K_0(\tilde{A}). \) Since \( A \) is stably finite, it then follows by Proposition 2.1 that \( p = 0_k \in M_k(\tilde{A}), \) hence \( x = 0 \in K_0(\mathcal{J}). \) In addition, stably finiteness of \( A \) directly implies that its subalgebra \( \mathcal{J} \) is stably finite.

(ii) This follows directly from [30, Lemma 1.5], but we give here a proof using Proposition 2.1. Let \( \psi : A \to A/\mathcal{J} \) be the quotient map. If \( p \in \mathfrak{P}_\infty(\tilde{A}) \) with \( [p]_0,_{A} = 0, \) then
0 = (K_0(\psi))([p]_\mathcal{A}) = [\psi(p)]_0,\mathcal{A}/\mathcal{J}. \text{ Since } \mathcal{A}/\mathcal{J} \text{ is stably finite, it then follows by Proposition 2.1 that } \psi(p) = 0 \in \mathcal{P}_\infty(\mathcal{A}/\mathcal{J}), \text{ that is, } p \in \mathcal{P}_\infty(\mathcal{J}). \text{ Then, denoting } x := [p]_0,\mathcal{J} \in K_0(\mathcal{J})^+, \text{ we have } (K_0(\psi))(x) = [p]_0,\mathcal{A} = 0, \text{ hence } x \in K_0(\mathcal{J})^+ \cap \ker K_0(\varphi) = \{0\}. 
Now, since \mathcal{J} \text{ is stably finite, we obtain } p = 0_k \in \mathcal{M}_k(\mathcal{J}) \text{ by Proposition 2.1 again, hence } p = 0_k \in \mathcal{M}_k(\mathcal{A}). \text{ Therefore a new application of Proposition 2.1 shows that } \mathcal{A} \text{ is stably finite.}

(iii) We have \ker K_0(\varphi) = \{0\} \text{ by the splitness hypothesis, hence Assertion (ii) applies.} \square

The following simple facts were already noted in [14, proof of Cor. D], but we prove them here for completeness.

**Corollary 2.3** Let \( \mathcal{A} \) be a \( C^* \)-algebra.

(i) If \( \mathcal{A} \) is stably projectionless, then it is stably finite. Moreover, a \( C^* \)-algebra \( \mathcal{A} \) with \( K_0(\mathcal{A}) = \{0\} \) is stably finite if and only if it is stably projectionless.

(ii) If \( \text{Prim}(\mathcal{A}) \) has no nonempty quasi-compact open subset, then \( \mathcal{A} \) is stably projectionless.

(iii) If \( \text{Prim}(\mathcal{A}) \) has no nonempty quasi-compact open subsets, then \( \mathcal{A} \) is stably finite.

**Proof** Assertion (i) is a direct consequence of Proposition 2.1 ((i) \iff (iii)).

(ii) If \( \mathcal{A} \) is not stably projectionless, there exist \( k \geq 1 \) and \( p \in \mathcal{P}_k(\mathcal{A}) \backslash \{0\} \), hence there exists a nonempty quasi-compact open subset of \( \mathcal{M}_k(\mathcal{A}) \). (See for instance the proof of [5, Ex. 4.8((vii)\Rightarrow(iv)].) Since \( \mathcal{M}_k(\mathcal{A}) = \mathcal{M}_k(\mathbb{C}) \otimes \mathcal{A} \), it follows that \( \mathcal{M}_k(\mathcal{A}) \) is homeomorphic to \( \hat{\mathcal{A}} \), by [23, Th. B.45(b)]. Therefore \( \hat{\mathcal{A}} \) has a nonempty quasi-compact open subset. Moreover, the canonical mapping \( \hat{\mathcal{A}} \to \text{Prim}(\mathcal{A}), \{\pi\} \mapsto \ker \pi \), is continuous and open, hence it maps any nonempty quasi-compact open subset of \( \hat{\mathcal{A}} \) onto a nonempty quasi-compact open subset of \( \text{Prim}(\mathcal{A}) \). It follows that \( \text{Prim}(\mathcal{A}) \) has a nonempty quasi-compact open subset, which is a contradiction with the hypothesis.

Assertion (iii) follows immediately from (i) and (ii). \square

**Remark 2.4** In the special case of separable exact \( C^* \)-algebras, Corollary 2.3 (iii) is a weak version of [14, Cor. B], which gives AF-embeddability rather than just stable finiteness.

### 2.3 Action of “real” structures on \( K \)-groups

The following terminology goes back to G.G. Kasparov [18].

**Definition 2.5** A “real” structure of a \( C^* \)-algebra \( \mathcal{A} \) is an antilinear mapping \( \tau : \mathcal{A} \to \mathcal{A} \), satisfying \( \tau(ab) = \tau(a)\tau(b), \tau(a^*) = \tau(a)^*, \) and \( \tau(\tau(a)) = a \) for all \( a, b \in \mathcal{A} \). A “real” \( C^* \)-algebra is a \( C^* \)-\( \hat{\mathcal{A}} \)-algebra with a fixed “real” structure \( \tau \). We denote \( \bar{a} := \tau(a) \) for all \( a \in \mathcal{A} \) when no confusion arise.

A “real” ideal of \( \mathcal{A} \) is a closed two-sided ideal \( \mathcal{J} \subseteq \mathcal{A} \) that is invariant to the “real” structure of \( \mathcal{A} \). In this case \( \mathcal{J} \) is a “real” \( C^* \)-algebra with respect to the “real” structure \( \tau|_{\mathcal{J}} : \mathcal{J} \to \mathcal{J} \).

Let \( \mathcal{A}, \mathcal{B} \) be \( C^* \)-algebras with “real” structures \( \tau_\mathcal{A} \) and \( \tau_\mathcal{B} \), respectively. A “real” morphism is a *-morphism \( \psi : \mathcal{A} \to \mathcal{B} \) satisfying \( \psi(\tau_\mathcal{A}(a)) = \tau_\mathcal{B}(\psi(a)) \) for all \( a \in \mathcal{A} \).

For every \( n \geq 1 \) the matrix algebra \( \mathcal{M}_n(\mathbb{C}) \) has a canonical “real” structure; if \( \mathcal{A} \) is a “real” \( C^* \)-algebra then the \( C^* \)-algebra \( \mathcal{M}_n(\mathcal{A}) = \mathcal{M}_n(\mathbb{C}) \otimes \mathcal{A} \) has a canonical “real” structure \((a_{ij}) \mapsto (\bar{a}_{ij}) \). Moreover \( \hat{\mathcal{A}} \) has a canonical “real” structure given by \( \bar{a} + \overline{z}1 = \bar{a} + \overline{z}1 \) for every \( a \in \mathcal{A} \) and \( z \in \mathbb{C} \).
If \( u, v \in U_\infty(\widetilde{A}) \) then \( \bar{u}, \bar{v} \in U_\infty(\widetilde{A}) \) and \( \bar{u} \oplus \bar{v} = \bar{u} \oplus \bar{v} \in U_\infty(\widetilde{A}) \), and
\[
u \sim_1 v \iff \bar{u} \sim_1 \bar{v}.
\]

(See [29, 8.1.1].) Therefore we obtain a well-defined group homomorphism
\[
K_1(\widetilde{A}) \to K_1(\widetilde{A}), \quad [u]_1 \mapsto [\bar{u}]_1
\]
which is actually an isomorphism and is equal to its own inverse.

If \( p, q \in \mathcal{P}_\infty(\widetilde{A}) \) then \( \bar{p}, \bar{q} \in \mathcal{P}_\infty(\widetilde{A}) \) and \( \bar{p} \oplus \bar{q} = \bar{p} \oplus \bar{q} \in U_\infty(\widetilde{A}) \),
\[
p \sim_0 q \iff \bar{p} \sim_0 \bar{q}
\]
and \( s(\bar{p}) = s(p) \). We then obtain a well-defined semigroup homomorphism
\[
\mathcal{D}(\widetilde{A}) \to \mathcal{D}(\widetilde{A}), \quad [p]_\mathcal{D} \mapsto [\bar{p}]_\mathcal{D} := [\bar{p}]_\mathcal{D}
\]
which is actually an isomorphism and is equal to its own inverse. This further gives rise to a group isomorphism
\[
K_0(\widetilde{A}) = G(\mathcal{D}(\widetilde{A})) \to G(\mathcal{D}(\widetilde{A})) = K_0(\widetilde{A}), \quad [p]_0 \mapsto [\bar{p}]_0 := [\bar{p}]_0
\]
which is equal to its own inverse, and satisfies
\[
[s(\bar{p})]_0 = [s(p)]_0 \text{ for all } p \in \mathcal{P}_\infty(\widetilde{A}).
\]

If \( \psi : A \to B \) is a “real” morphism of “real” \( C^* \)-algebras, then its corresponding group morphism \( K_j(\widetilde{\psi}) : K_j(\widetilde{A}) \to K_j(\widetilde{B}) \) satisfies \( K_j(\widetilde{\psi})(x) = K_j(\widetilde{\psi})(x) \) for all \( x \in K_j(\widetilde{A}) \) and \( j = 0, 1 \).

In particular, for \( j = 0, B = \{0\} \), and \( \psi = 0 \), it follows that the subgroup \( K_0(A) = \text{Ker}(K_0(\widetilde{\psi})) \) is invariant to the automorphism \( x \mapsto \bar{x} \) of \( K_0(\widetilde{A}) \).

**Lemma 2.6** Let \( \psi : A \to B \) be a “real” surjective morphism of “real” \( C^* \)-algebras. Denote \( J := \text{Ker} \psi \), regarded as a “real” ideal of \( A \) with its corresponding inclusion map \( \varphi : J \hookrightarrow A \), and consider the six-term exact sequence
\[
\begin{array}{cccc}
K_0(J) & \xrightarrow{K_0(\psi)} & K_0(A) & \xrightarrow{K_0(\psi)} & K_0(B) \\
\delta_1 & & \delta_0 & & \\
K_1(B) & \xleftarrow{K_1(\psi)} & K_1(A) & \xleftarrow{K_1(\psi)} & K_1(J)
\end{array}
\]
(2.1)

Then we have

(i) \( \delta_0(x) = -\delta_0(x) \) for all \( x \in K_0(B) \);

(ii) \( \delta_1(y) = \delta_1(y) \) for all \( y \in K_1(B) \).

**Proof**

(i) For arbitrary \( x \in K_0(B) \) there exist \( n \geq 1 \) and \( p \in \mathcal{P}_n(\widetilde{B}) \) with \( x = [p]_0 - [s(p)]_0 \).

There also exist \( a = a^* \in M_n(\widetilde{A}) \) and \( u \in \mathcal{U}_n(\widetilde{J}) \) with
\[
\widetilde{\psi}(a) = p \text{ and } \widetilde{\varphi}(u) = \exp(2\pi ia) \in \mathcal{U}_n(\widetilde{A}),
\]
and \( \delta_0(x) = -[u]_1 \) by [29, 12.2.2(ii)]. Furthermore \( \bar{x} = [\bar{p}]_0 - [s(\bar{p})]_0 \) and \( \bar{a} = \bar{a}^* \in M_n(\widetilde{A}) \) satisfies \( \widetilde{\psi}(\bar{a}) = \widetilde{\psi}(\bar{a}) = \bar{p} \). On the other hand, \( \widetilde{\varphi}(\bar{a}^*) = \widetilde{\varphi}(\bar{a}) = \exp(2\pi i\bar{a}) \), hence, since \( [u^*]_1 = -[u]_1 \) by [29, 8.1.3], we obtain
\[
\delta_0(x) = -[\bar{u}]_1 = [\bar{u}]_1 = [u]_1 = -\delta_0(x).
\]
(ii) For arbitrary \( y \in K_1(B) = K_1(\tilde{B}) \) there exist \( n \geq 1 \) and \( u \in \mathcal{U}_n(\tilde{B}) \) with \( y = [u]_1 \). There also exist \( v \in \mathcal{U}_{2n}(\tilde{A}) \) and \( p \in \mathcal{P}_{2n}(\tilde{J}) \) with
\[
\tilde{\psi}(v) = \begin{pmatrix} u & 0 \\ 0 & u^* \end{pmatrix} \quad \text{and} \quad \tilde{\varphi}(p) = v \left( \begin{array}{cc} 1_n & 0 \\ 0 & 0_n \end{array} \right) v^*,
\]
and we have \( \delta_1(y) = [p]_0 - [s(p)]_0 \) by [29, 9.1.4]. Furthermore \( \overline{y} = [\overline{u}]_1 \) and \( \overline{u} \in \mathcal{U}_n(\tilde{B}) \), \( \overline{v} \in \mathcal{U}_{2n}(\tilde{A}) \), \( \overline{p} \in \mathcal{P}_{2n}(\tilde{J}) \) satisfy
\[
\tilde{\psi}(\overline{v}) = \tilde{\psi}(p) = \left( \begin{array}{cc} \overline{u} & 0 \\ 0 & 0 \end{array} \right) \quad \text{and} \quad \tilde{\varphi}(\overline{p}) = \tilde{\varphi}(p) = v \left( \begin{array}{cc} 1_n & 0 \\ 0 & 0_n \end{array} \right) v^*,
\]
hence
\[
\delta_1(\overline{y}) = [\overline{p}]_0 - [s(\overline{p})]_0 = [\overline{p}]_0 = \delta_1(y).
\]
This completes the proof. \( \square \)

**Remark 2.7** For any locally compact group \( G \) we regard its \( \ast \)-algebra \( C^*(G) \) as a “real” \( \ast \)-algebra with its canonical “real” structure given by \( \overline{f}(x) := f(x) \) for every \( f \in C_\ast(G) \hookrightarrow C^*(G) \). See for instance [27, §3.2].

**Lemma 2.8** We have \( \overline{[u]}_1 = [u]_1 \in K_1(C^*(\mathbb{R})) \simeq \mathbb{Z} \) for all \( u \in \mathcal{U}_\infty(C^*(\mathbb{R})) \).

**Proof** We use the well-known \( \ast \)-isomorphism given by the Fourier transform
\[
F : C^*(\mathbb{R}) \rightarrow C_0(\mathbb{R}), \quad (F(f))(i\xi) = \int_{\mathbb{R}} e^{-i\xi x} f(x) dx \text{ if } f \in C_\ast(\mathbb{R}),
\]
where we regard \( C_0(\mathbb{R}) \) as a commutative \( \ast \)-algebra with its pointwise operations and with the sup-norm, and “real” structure \( \tau_0 : C_0(\mathbb{R}) \rightarrow C_0(\mathbb{R}) \), \( (\tau_0(g))(z) = \overline{g(z)} \) for all \( g \in C_0(\mathbb{R}) \) and \( z \in \mathbb{C} \). We have
\[
F(f)(z) = \overline{F(f)(\overline{z})} \text{ for all } z \in \mathbb{C} \text{ and } f \in C(\mathbb{R})
\]
hence \( F \) is a “real” isomorphism of “real” \( \ast \)-algebras. Consider the Cayley homeomorphism
\[
\kappa : i\mathbb{R} \rightarrow \mathbb{T} \setminus \{-1\}, \quad \kappa(i\xi) = \frac{i\xi + 1}{-i\xi + 1}
\]
with its inverse \( \kappa^{-1}(w) = \frac{w - 1}{w + 1} \) for all \( w \in \mathbb{T} \setminus \{-1\} \); then
\[
\kappa(z) = \kappa(\overline{z}) \text{ for all } z \in i\mathbb{R}.
\]
Therefore, the Cayley transform gives a “real” isomorphism from the unitization of the “real” \( \ast \)-algebra \( C_0(i\mathbb{R}) \) onto \( C(\mathbb{T}) \), when \( C(\mathbb{T}) \) is endowed with the “real” structure \( (\tau(h))(w) = \overline{h(\overline{w})} \) for all \( h \in C(\mathbb{T}) \) and \( w \in \mathbb{T} \).

For the above reasons it suffices to prove that the action of the “real” structure \( \tau \) on \( K_1(C(\mathbb{T})) \) is the identity map. To this end, we recall that, if we denote \( u := id_{\mathbb{T}} \in C(\mathbb{T}, \mathbb{T}) = \mathcal{U}_1(C(\mathbb{T})) \), then the mapping
\[
\mathbb{Z} \rightarrow K_1(C(\mathbb{T})), \quad m \mapsto m[u]_1
\]
is a group isomorphism, hence for every \( y = [w]_1 \in K_1(C(\mathbb{T})) \) there is a unique \( m \in \mathbb{Z} \) such that \( y = m[u]_1 \). On the other hand, it is clear that \( \tau(u) = u \), hence \( [\tau(w)]_1 = m[u]_1 \in K_1(C(\mathbb{T})) \), that is, \( \overline{y} = y \) in \( K_1(C(\mathbb{T})) \). This shows that the action of \( \tau \) on \( K_1(C(\mathbb{T})) \) is the identity map. \( \square \)
Definition 2.9 A “real” $C^*$-dynamical system is a $C^*$-dynamical system $(\mathcal{A}, T, \alpha)$, where $\mathcal{A}$ is a “real” $C^*$-algebra, $T$ is a locally compact group, and $\alpha : T \to \text{Aut}\mathcal{A}$, $t \mapsto \alpha_t$, satisfies $\alpha_t(\overline{a}) = \overline{\alpha_t(a)}$ for all $t \in T$ and $a \in \mathcal{A}$.

Lemma 2.10 For every “real” $C^*$-dynamical system $(\mathcal{A}, T, \alpha)$ its corresponding crossed product $\mathcal{A} \rtimes_{\alpha} T$ has a unique “real” structure satisfying $\overline{f(t)} := \overline{f(t)}$ for all $t \in T$ and $f \in \mathcal{C}_c(T, \mathcal{A})$.

Proof Uniqueness follows from the fact that $\mathcal{C}_c(T, \mathcal{A})$ is dense in $\mathcal{A} \rtimes_{\alpha} T$.

To prove the existence, we first note that the antilinear mapping $f \mapsto \overline{f}$ defined as in the statement on $\mathcal{C}_c(T, \mathcal{A})$ preserves the multiplication and the involution. In fact, we recall that

$$\overline{(f \ast g)(t)} = \int_T f(r)\alpha_r(g(r^{-1}t))dr$$

hence $\overline{f \ast g} = \overline{f} \ast \overline{g}$ and $\overline{f^*} = \overline{f}$ for all $f, g \in \mathcal{C}_c(T, \mathcal{A})$.

It remains to show that $f \mapsto \overline{f}$ is isometric with respect to the $C^*$-norm on $\mathcal{C}_c(T, \mathcal{A})$. To this end let $(\pi, U)$ be a covariant representation of $(\mathcal{A}, T, \alpha)$ on a complex Hilbert space $\mathcal{H}$, that is, $\pi(\alpha_t(a)) = U_t \pi(a) U_t^* \in \mathcal{B}(\mathcal{H})$ for all $t \in T$ and $a \in \mathcal{A}$. For any fixed antilinear involutive isometry $\mathcal{C} : \mathcal{H} \to \mathcal{H}$ we define $\overline{\pi} : \mathcal{A} \to \mathcal{B}(\mathcal{H})$, $\overline{\pi}(a) := \mathcal{C} \pi(\overline{a}) \mathcal{C}$, and $\overline{U} : T \to \mathcal{B}(\mathcal{H})$, $\overline{U}_t := \mathcal{C} U_t \mathcal{C}$. Then it is straightforward to check that $(\overline{\pi}, \overline{U})$ is again a covariant representation of $(\mathcal{A}, T, \alpha)$ on the complex Hilbert space $\mathcal{H}$, and moreover for every $f \in \mathcal{C}_c(T, \mathcal{A})$ we have

$$\overline{((\pi \times U)(f))} = \int_T \pi(\overline{f(t)})U_t dt = \int_T \pi(\overline{f(t)})U_t dt = \int_T C\pi(f(t))C U_t dt = C \left( \int_T \pi(f(t)) U_t dt \right) C = C \left( \left( \overline{\pi} \times \overline{U} \right)(f) \right) C.$$

This shows that for every covariant representation $(\pi, U)$ there exists a covariant representation $(\overline{\pi}, \overline{U})$ with $\|((\pi \times U)(f))\| = \|((\overline{\pi} \times \overline{U})(f))\|$. Then, by the definition of the $C^*$-norm on $\mathcal{C}_c(T, \mathcal{A})$, we obtain $\|f\| = \|\overline{f}\|$ in $\mathcal{A} \rtimes_{\alpha} T$. This finishes the proof. \hfill $\square$

Remark 2.11 Let $(A, T, \alpha)$ and $(B, T, \beta)$ be “real” $C^*$-dynamical systems and $\psi : A \to B$ is an equivariant “real” morphism, then the corresponding $*$-morphism $\psi \times t : A \times_{\alpha} T \to B \times_{\beta} T$ satisfying $((\psi \times t)(f))(t) = \psi(f(t))$ for all $t \in T$ and $f \in \mathcal{C}_c(T, A)$ is a “real” morphism.

We now study the interaction between “real” structures and some constructions from [24].

Definition 2.12 Let $(\mathcal{A}, \mathbb{R}, \alpha)$ be a “real” $C^*$-dynamical system. We consider the $C^*$-algebra $\mathcal{C}_0 := \mathcal{C}_0(\mathbb{R} \cup \{+\infty\}, \mathcal{A})$ with its $*$-morphism $ev_{+\infty} : \mathcal{C}_0(A) \to A$, $f \mapsto f(+\infty)$ and the ideal $\mathcal{S}_A := \ker (ev_{+\infty}) \simeq \mathcal{C}_0(\mathbb{R}, A)$. Then $\mathcal{C}_0$ is a “real” $C^*$-algebra with its “real” structure defined by $\overline{f}(t) := \overline{f(t)}$ for all $t \in \mathbb{R} \cup \{+\infty\}$ and $f \in \mathcal{C}_0$. Moreover $\mathcal{S}_A$ is a “real” ideal, $ev_{+\infty}$ is a “real” morphism, and we have the short exact sequence

$$0 \to \mathcal{S}_A \hookrightarrow \mathcal{C}_0 \overset{ev_{+\infty}}{\to} A \to 0.$$

If we define

$$\tau \otimes \alpha : \mathbb{R} \to \text{Aut}(\mathcal{C}_0), \quad ((\tau \otimes \alpha)(f))(t) := \alpha_t(f(t - r))$$

then $(\mathcal{C}_0, \tau \otimes \alpha, \mathbb{R})$ is a “real” $C^*$-dynamical system and $ev_{+\infty}$ intertwines the actions of $\mathbb{R}$ on $\mathcal{C}_0$ and $A$ via $\tau \otimes \alpha$ and $\alpha$, respectively. In particular the “real” ideal $\mathcal{S}_A$ is invariant.
to $\tau \otimes \alpha$. We further obtain the short exact sequence

$$0 \rightarrow S \cdot A \times \tau \otimes \alpha \mathbb{R} \hookrightarrow C \cdot A \times \tau \otimes \alpha \mathbb{R} \xrightarrow{\psi} A \times \alpha \mathbb{R} \rightarrow 0 \tag{2.2}$$

called the Wiener-Hopf extension for $A \times \alpha \mathbb{R}$, where $\psi := \text{ev}_{+\infty} \times \iota$ is a “real” morphism. (See Remark 2.11.)

**Remark 2.13** In the special case $A = \mathbb{C}$ we get the “real” $C^*$-dynamical system $(S, \tau, \mathbb{R})$ with $S := SC = C_0(\mathbb{R})$ and $\tau: \mathbb{R} \rightarrow \text{Aut}(S)$, $(\tau_f, f)(t) := f(t - r)$. If the regular representation of the group $\mathbb{R}$ is again denoted by $\tau: \mathbb{R} \rightarrow L^2(\mathbb{R})$, $(\tau, \xi)(t) := \xi(t - r)$, and we define $M: S \rightarrow B(L^2(\mathbb{R}))$, $M(f)\xi = f\xi$ for all $f \in S$ and $\xi \in L^2(\mathbb{R})$, then we obtain a covariant representation $(M, \tau)$ of the $C^*$-dynamical system $(S, \tau, \mathbb{R})$ whose integrated representation gives a $*$-isomorphism

$$M \times \tau: S \times \tau \mathbb{R} \rightarrow \mathcal{K}(L^2(\mathbb{R})). \tag{2.3}$$

See [31, Th. 4.24]. If $h \in C_c(\mathbb{R})$ and $f \in S$, then the function $h(\cdot)f$ (that is, $r \mapsto h(r)f$) belongs to $C_c(\mathbb{R}, S) \subseteq S \times \tau \mathbb{R}$ and we have

$$(M \times \tau)(h(\cdot)f) = \int_{\mathbb{R}} M(h(r)f)\tau(r)dr = M(f) \int_{\mathbb{R}} h(r)\tau(r)dt$$

hence

$$((M \times \tau)(h(\cdot)f))\xi = f \cdot (h * \xi) \text{ for } \xi \in L^2(\mathbb{R})$$

The $*$-isomorphism (2.3) is a “real” isomorphism. Here we regard $\mathcal{K}(L^2(\mathbb{R}))$ as a “real” $C^*$-algebra with its “real” structure given by $\overline{T} := CT C$ for all $T \in \mathcal{K}(L^2(\mathbb{R}))$, where $C: L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$, $C(\xi) := \overline{\xi}$; thus, if $T \in \mathcal{K}(L^2(\mathbb{R}))$ is an integral operator defined by an integral kernel $K_T: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$, then $\overline{T}$ is the integral operator defined by the integral kernel $\overline{K_T}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$, where $\overline{K_T}(t, r) := \overline{K_T(t, r)}$ for all $t, r \in \mathbb{R}$.

**Proposition 2.14** For every “real” $C^*$-dynamical system $(A, \mathbb{R}, \alpha)$ there exist group isomorphisms

$$\Theta_0: K_0(A \times \alpha \mathbb{R}) \rightarrow K_1(A),$$
$$\Theta_1: K_1(A \times \alpha \mathbb{R}) \rightarrow K_0(A),$$

satisfying

$$\Theta_0(\overline{x}) = -\overline{\Theta_0(x)} \text{ for all } x \in K_0(A \times \alpha \mathbb{R}),$$
$$\Theta_1(\overline{x}) = \overline{\Theta_1(x)} \text{ for all } x \in K_1(A \times \alpha \mathbb{R}).$$

**Proof** As proved in [24], we have $K_0(C \cdot A \times \tau \otimes \alpha \mathbb{R}) = \{0\}$ and $K_1(C \cdot A \times \tau \otimes \alpha \mathbb{R}) = \{0\}$. Therefore, in the six-term exact sequence (2.1) corresponding to the Wiener-Hopf extension (2.2), the vertical arrows

$$\delta_0: K_0(A \times \alpha \mathbb{R}) \rightarrow K_1(S \cdot A \times \tau \otimes \alpha \mathbb{R}),$$
$$\delta_1: K_1(A \times \alpha \mathbb{R}) \rightarrow K_0(S \cdot A \times \tau \otimes \alpha \mathbb{R}),$$

are group isomorphisms.

On the other hand, $(S \cdot A, \tau \otimes \iota, \mathbb{R})$ is a “real” $C^*$-dynamical system and we have the $*$-isomorphism

$$\gamma: S \cdot A \times \tau \otimes \alpha \mathbb{R} \rightarrow S \cdot A \times \tau \otimes \iota \mathbb{R} \tag{2.4}$$
where \( \gamma(f) \in C_c(\mathbb{R}, S\mathcal{A}) \subseteq S\mathcal{A} \rtimes_{\tau \otimes t} \mathbb{R} \) is given by \( (\gamma(f))(r)(t) = \alpha_{-1}(f(r))(t) \), \( r, t \in \mathbb{R} \), for every \( f \in C_c(\mathbb{R}, S\mathcal{A}) \subseteq S\mathcal{A} \rtimes_{\tau \otimes \alpha} \mathbb{R} \). (See [24, page 147].) Then \( \gamma \) is a “real” isomorphism.

Moreover, by [31, Lemma 2.75], we have a \(*\)-isomorphism
\[
\eta: S\mathcal{A} \rtimes_{\tau \otimes t} \mathbb{R} \rightarrow (S\mathcal{A} \rtimes_{\tau} \mathbb{R}) \otimes \mathcal{A}
\]
satisfying \( \eta(h(\cdot) f \otimes a) = (h(\cdot) f) \otimes a \) for all \( h \in C_c(\mathbb{R}), f \in C_c(\mathbb{R}) \subseteq S \), and \( a \in \mathcal{A} \), where we regard \( h(\cdot) f \) as an element of \( C_c(\mathbb{R}, S) \) as in Remark 2.13. Taking into account the \(*\)-isomorphism \( M \rtimes \tau \) from (2.3), we further obtain the \(*\)-isomorphism
\[
k := ((M \rtimes \tau) \otimes \text{id}_\mathcal{A}) \circ \eta: S\mathcal{A} \rtimes_{\tau \otimes t} \mathbb{R} \rightarrow \mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A}
\]  
(2.5)
satisfying \( k(h(\cdot) f \otimes a) = ((M \rtimes \tau)(h(\cdot) f)) \otimes a \) for all \( h \in C_c(\mathbb{R}), f \in C_c(\mathbb{R}) \subseteq S \), and \( a \in \mathcal{A} \). In particular, this shows that \( \mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A} \) has the structure of a “real” \( C^* \)-algebra satisfying \( \overline{T \otimes a} = \overline{T} \otimes \overline{a} \) for all \( T \in \mathcal{K}(L^2(\mathbb{R})) \) (cf. the end of Remark 2.13) and \( a \in \mathcal{A} \). Then the above \(*\)-isomorphism \( k \) is a “real” \(*\)-isomorphism.

Using (2.4) and (2.5), we now obtain the “real” isomorphism
\[
k \circ \gamma: S\mathcal{A} \rtimes_{\tau \otimes \alpha} \mathbb{R} \rightarrow \mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A}.
\]

This in turn gives the group isomorphisms
\[
K_j(k \circ \gamma): K_j(S\mathcal{A} \rtimes_{\tau \otimes \alpha} \mathbb{R}) \rightarrow K_j(\mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A})
\]
satisfying \( K_j(k(\kappa \circ \gamma))(x) = K_j(\kappa \circ \gamma)(x) \) for all \( x \in K_j(S\mathcal{A} \rtimes_{\tau \otimes \alpha} \mathbb{R}) \) and \( j = 0, 1 \).

Finally, we select any \( \xi_0 \in L^2(\mathbb{R}) \) with \( \overline{\xi_0} = \xi_0 \) and \( \|\xi_0\| = 1 \) and we consider its corresponding rank-one projection \( p_0 := (\cdot | \xi_0)\xi_0 \in \mathcal{K}(L^2(\mathbb{R})) \), so that \( \overline{p_0} = p_0 \) in the “real” \( C^* \)-algebra \( \mathcal{K}(L^2(\mathbb{R})) \). Then the mapping
\[
\mu_{p_0}: \mathcal{A} \rightarrow \mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A}, \quad a \mapsto p_0 \otimes a
\]
is a “real” morphism hence the group morphism
\[
K_j(\mu_{p_0}): K_j(\mathcal{A}) \rightarrow K_j(\mathcal{K}(L^2(\mathbb{R})) \otimes \mathcal{A})
\]
satisfies \( K_j(\mu_{p_0})(y) = K_j(\mu_{p_0})(y) \) for all \( y \in K_j(\mathcal{A}) \) and \( j = 0, 1 \). On the other hand, \( K_j(\mu_{p_0}) \) is actually a group isomorphism for \( j = 0, 1 \). (See [29, 6.4.1 and 8.2.8].) Consequently we obtain the group isomorphisms
\[
\Theta_0 := K_1(\mu_{p_0})^{-1} \circ K_1(k \circ \gamma) \circ \delta_0: K_0(\mathcal{A} \rtimes_{\alpha} \mathbb{R}) \rightarrow K_1(\mathcal{A})
\]
and
\[
\Theta_1 := K_0(\mu_{p_0})^{-1} \circ K_0(k \circ \gamma) \circ \delta_1: K_1(\mathcal{A} \rtimes_{\alpha} \mathbb{R}) \rightarrow K_0(\mathcal{A}).
\]

Lemma 2.6 ensures that \( \Theta_1 \) and \( \Theta_2 \) have the required properties. \( \square \)

**Corollary 2.15** Let \( N \) be a locally compact group and \( \alpha: \mathbb{R} \rightarrow \text{Aut}(N) \) be a continuous action of \( \mathbb{R} \) by automorphisms of \( N \). Then there exist group isomorphisms
\[
\Theta_0: K_0(C^*(N \rtimes_{\alpha} \mathbb{R})) \rightarrow K_1(C^*(N)),
\]
\[
\Theta_1: K_1(C^*(N \rtimes_{\alpha} \mathbb{R})) \rightarrow K_0(C^*(N))
\]
satisfying
\[
\Theta_0(x) = -\Theta_0(x) \text{ for all } x \in K_0(C^*(N \rtimes_{\alpha} \mathbb{R})),
\]
\[ \Theta_1(x) = \overline{\Theta_1(x)} \text{ for all } x \in K_1(C^*(N \rtimes \alpha \mathbb{R})). \]

**Proof** There exists a group morphism \( \beta : \mathbb{R} \to \text{Aut}(C^*(N)) \) for which \( (C^*(N), \mathbb{R}, \beta) \) is a “real” \( C^* \)-dynamical system, and the natural inclusion map

\[ C_c(\mathbb{R}, C_c(N)) \hookrightarrow C_c(N \times \mathbb{R}) \]

extends to a \( * \)-isomorphism \( \gamma : C^*(N) \rtimes \beta \mathbb{R} \to C^*(N \rtimes \alpha \mathbb{R}) \), by [31, Prop. 3.11]. The above inclusion map intertwines the operation of taking the complex-conjugates of the functions on \( \mathbb{R} \), \( N \), and \( N \times \mathbb{R} \), hence \( \gamma \) is a “real” isomorphism. Then \( K_j(\gamma) : K_j(C^*(N) \rtimes \beta \mathbb{R}) \to K_j(C^*(N \rtimes \alpha \mathbb{R})) \) is a group isomorphism satisfying \( K_j(\gamma)(x) = \overline{K_j(\gamma)(x)} \) for all \( x \in K_j(C^*(N) \rtimes \beta \mathbb{R}) \) and \( j = 0, 1 \). Now the assertion follows by an application of Proposition 2.14.

**Corollary 2.16** Let \( G \) be a solvable Lie group and denote \( n := \dim G \). Then the following assertion hold:

(i) If \( n \in 2\mathbb{Z} \) then \( K_1(C^*(G)) = \{0\}, K_0(C^*(G)) \simeq \mathbb{Z} \), and for every \( x \in K_0(C^*(G)) \) we have

\[ \overline{x} = \begin{cases} x & \text{if } n \in 4\mathbb{Z}, \\ -x & \text{if } n \in 4\mathbb{Z} + 2. \end{cases} \]

(ii) If \( n \in 2\mathbb{Z} + 1 \) then \( K_0(C^*(G)) = \{0\}, K_1(C^*(G)) \simeq \mathbb{Z} \), and for every \( x \in K_1(C^*(G)) \) we have

\[ \overline{x} = \begin{cases} x & \text{if } n \in 4\mathbb{Z} + 1, \\ -x & \text{if } n \in 4\mathbb{Z} + 3. \end{cases} \]

**Proof** The group isomorphisms from the statement are well known. (See [10, Sect. V, Cor. 7].) To prove the assertions on \( \overline{x} \) we recall that, since \( G \) is a solvable Lie group, there exists a Lie group isomorphism \( G \simeq G_1 \times \mathbb{R} \) for a suitable solvable Lie group \( G_1 \). Now the conclusion follows by induction, using Corollary 2.15 and Lemma 2.8.

### 2.4 Continuous fields of \( C^* \)-algebras

The following lemma is implicitly used in the proof of [13, Thm. 3.1].

**Lemma 2.17** Let \( ((A_t)_{t \in S}, \Theta) \) be a continuous field of \( C^* \)-algebras over the locally compact space \( S \). Assume that for a \( t_0 \in S \) there is a projection \( p_0 \in \Psi(A_{t_0}) \setminus \{0\} \). Then there is an open neighbourhood \( V_0 \) of \( t_0 \) in \( S \) and a section \( \theta_0 \in \Theta|_{V_0} \) such that \( \theta_0(t_0) = p_0 \) and \( \theta_0(t) \in \Psi(A_t) \setminus \{0\} \) for every \( t \in V_0 \).

**Proof** For \( \delta \in (0, 1/2) \), define

\[ U = \{ z \in \mathbb{C} \mid |z| < \delta \} \cup \{ z \in \mathbb{C} \mid |z - 1| < \delta \}. \]

Then \( \text{Sp}'_{A_{t_0}}(p_0) = \{0, 1\} \subset U \). (Here \( \text{Sp}'_{A}(a) \) denotes the spectrum of \( a \) in the non-necessarily unital \( C^* \)-algebra \( A \); see [11, 1.1.6].) Then, by [11, 20.1.10], there exists \( x_1 \in \Theta \) such that \( x_1(t_0) = p_0 \). Define \( x_2 = \frac{1}{2}(x_1 + x_1^*) \); then \( x_2 \in \Theta, \ x_2 = x_1^* \) and \( x_2(t_0) = p_0 \). It follows by [11, 10.3.6] that there is an open neighbourhood \( V_0 \) of \( t_0 \) in \( S \) such that \( \text{Sp}'_{A_t}(x_2(t)) \subset U \) for every \( t \in V_0 \). Hence, if \( f \in C(\mathbb{C}) \) is such that \( f(t) = 1 \) for
t \in \{ z \in \mathbb{C} \mid |z - 1| < \delta \} and f(t) = 0 for t \in \{ z \in \mathbb{C} \mid |z| < \delta \}, then f(x(z)) \in \mathfrak{P}(A_t).

By [11, 10.3.3], \( \theta_0 = f(x_2) \in \Theta. \) Since the function \( \|\theta_0(t)\| \) is continuous on \( V_0 \) and \( \|\theta_0(t)\| \in (0, 1) \), it follows that \( \|\theta_0(t)\| = \|\theta_0(t_0)\| = 1 \) for every \( t \in V_0. \) We have thus obtained that \( \theta_0(t) \in \mathfrak{P}(A_t) \setminus \{0\} \) for every \( t \in V_0, \theta_0(t_0) = p_0, \) hence \( \theta_0 \) satisfies all the conditions in the statement.

\( \square \)

**Proposition 2.18** Let \( (A_t)_{t \in [0,1]}, \Theta \) be a continuous field of \( C^* \)-algebras, trivial away from 0 (that is, trivial on \( (0,1] \)). If \( A_t \) is stably finite for \( t \in (0,1] \), then \( A_0 \) is stably finite.

**Proof** Assume that \( A_0 \) is not stably finite. Then by Proposition 2.1 (i) it follows that there is \( k \geq 1 \) and \( p_0 \in \mathfrak{P}(M_k(A_0)) \setminus \{0_k\} \) such that \( [p_0] = 0 \in K_0(A). \) Since \( (M_k(A_t))_{t \in [0,1]} \) is a continuous field of \( C^* \)-algebras, trivial away from 0 (see [13, Thm. 2.4]), we may assume that \( k = 1. \) By Lemma 2.17 and since \( (A_t)_{t \in [0,1]} \) is trivial away from 0, there is \( \theta_0 \in \Theta \) such that \( \theta_0(0) = p_0 \) and \( \theta_0(t) \in \mathfrak{P}(A_t) \setminus \{0\} \) for every \( t \in (0,1]. \) It follows by [13, Thm. 3.1 and its proof] that there is a group homomorphism \( \varphi : K_0(A_0) \to K_0(A_t) \) such that \( \varphi([p_0]) = [\theta_0(1)]. \) Since we have assumed that \( [p_0] = 0, \) we get that for \( \theta_0(1) \in \mathfrak{P}(A_1) \setminus \{0\} \) we have \( [\theta_0(1)] = 0, \) thus by Proposition 2.1 (i), \( A_1 \) is not stably finite. This is a contradiction; thus \( A_0 \) must be stably finite.

\( \square \)

### 2.5 On open points in the primitive ideal spectrum

**Proposition 2.19** Let \( A \) be a separable \( C^* \)-algebra. If \( \pi_0 : A \to \mathcal{B}(H_0) \) is a \( * \)-representation with its kernel \( P_0 := \ker \pi_0 \subseteq A \) and \( \mathcal{K}(H_0) \subseteq \pi_0(A) \neq \{0\}, \) then the following conditions are equivalent:

(i) \( \{P_0\} \) is an open subset of \( \text{Prim}(A). \)

(ii) There exists a closed two-sided ideal \( J_0 \subseteq A \) for which \( \pi_0|_{J_0} : J_0 \to \mathcal{K}(H_0) \) is a \( * \)-isomorphism.

If these conditions are satisfied, then

\[
J_0 = \bigcap_{P \in \text{Prim}(A) \setminus \{P_0\}} P
\]

and moreover \( J_0 \) is a minimal closed two-sided ideal of \( A \) with \( P_0 \cap J_0 = \{0\}. \)

**Proof** The hypothesis \( \mathcal{K}(H_0) \subseteq \pi_0(A) \neq \{0\} \) implies that the \( * \)-representation \( \pi_0 \) is irreducible and \( H_0 \neq \{0\}. \) Then, since \( A \) is separable, the Hilbert space \( H_0 \) is separable, too. We will show that both conditions in the statement are equivalent to the following:

(iii) There exists a closed two-sided ideal \( J_0 \subseteq A \) such that

\[
\text{Prim}(A) = \{P_0\} \cup \{P \in \text{Prim}(A) \mid J_0 \subseteq P\}.
\]

(i) \( \iff \) (i): This and (2.6) follow by the definition of the topology of \( \text{Prim}(A). \) (See [11, 3.1.1].)

(iii) \( \implies \) (ii): The hypothesis (2.7) implies \( J_0 \not\subseteq P_0 = \ker \pi_0, \) that is, \( \pi_0|_{J_0} \neq 0. \) Moreover, for every irreducible \( * \)-representation \( \pi : A \to \mathcal{B}(H) \) we have

\[
\pi|_{J_0} \neq 0 \iff J_0 \not\subseteq \ker \pi \quad (2.7)\quad \ker \pi = P_0 \iff \{\pi\} = \pi_0 \in \hat{A}
\]

where the last equivalence follows by [11, Cor. 4.1.10] since \( \mathcal{K}(H_0) \subseteq \pi_0(A). \) Then, by [11, Prop. 2.10.4], \( J_0 \) consists of only one point, namely \( J_0 = \{[\pi_0]|_{J_0}\}. \) Since \( A \) is separable it
follows that $\mathcal{J}_0$ is separable, too. Then $\mathcal{J}_0$ is *-isomorphic to the $C^*$-algebra of all compact operators on a separable complex Hilbert space by [11, 4.7.3]. Now, since $\pi_0|_{\mathcal{J}_0} \neq 0$ and $\pi_0$ is an irreducible representation of $A$, hence $\pi_0|_{\mathcal{J}_0}: \mathcal{J}_0 \to \mathcal{B}(\mathcal{H}_0)$ is an irreducible representation, it follows that $\pi_0|_{\mathcal{J}_0}: \mathcal{J}_0 \to \mathcal{K}(\mathcal{H}_0)$ is a *-isomorphism. (See [11, Cor. 4.1.5].) Hence (iii) holds true with $\mathcal{J}_1 := \mathcal{J}_0$.

(ii) $\implies$ (iii): The hypothesis (ii) implies $\widehat{\mathcal{J}_0} = \{[\pi_0|_{\mathcal{J}_0}]\}$. Then, for every irreducible *-representation $\pi: A \to \mathcal{B}(\mathcal{H}_0)$, we have either $\pi|_{\mathcal{J}_0} = 0$ or $[\pi|_{\mathcal{J}_0}] = [\pi_0|_{\mathcal{J}_0}] \in \widehat{\mathcal{J}_1}$. That is, either $\mathcal{J}_1 \subseteq \text{Ker} \pi$ or $[\pi] = [\pi_0] \in \widehat{A}$ by [11, Prop. 2.10.4]. Thus $\text{Prim}(A) = \{\text{Ker} \pi_0 \cup \{P \in \text{Prim}(A) \mid \mathcal{J}_1 \subseteq P\}\}$, hence (ii) holds true.

Finally, if (i)–(iii) hold true, then $\mathcal{J}_0$ is *-isomorphic to $\mathcal{K}(\mathcal{H}_0)$, hence $\mathcal{J}_0$ is a simple $C^*$-algebra, and then it is also a minimal ideal of $A$ with $\mathcal{P}_0 \cap \mathcal{J}_0 = \{0\}$. □

**Remark 2.20** In Proposition 2.19 we have the short exact sequence

$$0 \to \mathcal{P}_0 \hookrightarrow \pi_0^{-1}(\mathcal{K}(\mathcal{H}_0)) \xrightarrow{\pi_0} \mathcal{K}(\mathcal{H}_0) \to 0$$

and this extension is trivial in the sense that $\pi_0|_{\pi_0^{-1}(\mathcal{K}(\mathcal{H}_0))}$ has a right inverse, namely $\pi_0|_{\mathcal{J}_0}^{-1}: \mathcal{K}(\mathcal{H}_0) \to \mathcal{J}_0$ given by Proposition 2.19(iii). This also shows the direct sum decomposition of ideals $\pi_0^{-1}(\mathcal{K}(\mathcal{H}_0)) = \mathcal{P}_0 + \mathcal{J}_0$.

**Remark 2.21** The hypothesis $\mathcal{K}(\mathcal{H}_0) \subseteq \pi_0(A)$ in Proposition 2.19 is superfluous if $A = C^*(G)$ for an exponential Lie group $G$. In fact, let $\pi_0: G \to \mathcal{B}(\mathcal{H}_0)$ be an irreducible unitary representation with its corresponding irreducible *-representation $\pi_0: A \to \mathcal{B}(\mathcal{H}_0)$ with $\mathcal{P}_0 := \text{Ker} \pi \subseteq A$. Since $G$ is type I, we have $\mathcal{K}(\mathcal{H}_0) \subseteq \pi_0(A)$, and on the other hand $\{\mathcal{P}_0\}$ is an open subset of $\text{Prim}(A)$ if and only if the unitary representation $\pi_0$ is square integrable, by [26, Prop. 2.3 and 2.14] and [16, Cor. 2]. Moreover the irreducible unitary representation $\pi_0$ is square integrable if and only if its corresponding coadjoint orbit is open in $g^*$ by [26, Thm. 3.5]. This provides an alternative argument for the fact that the Kirillov-Bernat correspondence gives a bijection between the open points of Prim($G$) and the open coadjoint orbits of $G$, without using the more difficult and deep fact that the Kirillov-Bernat map is actually a homeomorphism.

**Corollary 2.22** Let $A$ be a $C^*$-algebra and, for $k = 1, \ldots, n$, let $\pi_k: A \to \mathcal{B}(\mathcal{H}_j)$ be a *-representation satisfying the hypotheses of Proposition 2.19, with its corresponding ideal $\mathcal{J}_k \subseteq A$ for which $\pi_k|_{\mathcal{J}_k}: \mathcal{J}_k \to \mathcal{K}(\mathcal{H}_k)$ is a *-isomorphism, and $\mathcal{P}_k := \text{Ker} \pi_k$. Then the following assertions hold:

(i) We have $\mathcal{J}_{k_1} = \mathcal{J}_{k_2}$ if and only if $\mathcal{P}_{k_1} = \mathcal{P}_{k_2}$.

(ii) If we assume $\mathcal{P}_{k_1} \neq \mathcal{P}_{k_2}$ for $k_1 \neq k_2$, then

$$\mathcal{J} := \mathcal{J}_1 + \cdots + \mathcal{J}_n$$

is a direct sum of ideals of $A$ \hfill (2.8)

and

$$\text{Prim}(A) = \{\mathcal{P}_1\} \cup \cdots \cup \{\mathcal{P}_n\} \cup \{P \in \text{Prim}(A) \mid \mathcal{J} \subseteq P\}.$$

(2.9)

**Proof** (i) We have $\text{Prim}(A) \setminus \{\mathcal{P}_k\} = \{P \in \text{Prim}(A) \mid \mathcal{J}_k \subseteq P\}$ by (2.7), hence $\mathcal{J}_{k_1} = \mathcal{J}_{k_2}$ implies $\mathcal{P}_{k_1} = \mathcal{P}_{k_2}$. Conversely, by (2.6), $\mathcal{P}_{k_1} = \mathcal{P}_{k_2}$ implies $\mathcal{J}_{k_1} = \mathcal{J}_{k_2}$.

(ii) If $k_1 \neq k_2$, then $\mathcal{P}_{k_1} \neq \mathcal{P}_{k_2}$ by hypothesis, hence $\mathcal{J}_{k_1} \neq \mathcal{J}_{k_2}$ by (i). Since both $\mathcal{J}_{k_1}$ and $\mathcal{J}_{k_2}$ are distinct minimal ideals of $A$ and $\mathcal{J}_{k_1}\mathcal{J}_{k_2} \subseteq \mathcal{J}_{k_1} \cap \mathcal{J}_{k_2}$, we obtain $\mathcal{J}_{k_1}\mathcal{J}_{k_2} = \mathcal{J}_{k_1} \cap \mathcal{J}_{k_2} = \{0\}$, and then (2.8) is straightforward.
We now prove (2.9). In fact, by (2.7), we have \( \text{Prim}(A) \setminus \{P_k\} = \{P \in \text{Prim}(A) \mid J_k \subseteq P\} \) for \( k = 1, \ldots, n \), hence
\[
\text{Prim}(A) \setminus \{P_1, \ldots, P_n\} = \bigcap_{k=1}^n \text{Prim}(A) \setminus \{P_k\} = \bigcap_{k=1}^n \{P \in \text{Prim}(A) \mid J_k \subseteq P\} = \{P \in \text{Prim}(A) \mid J_1 + \cdots + J_n \subseteq P\}.
\]
This finishes the proof. \( \square \)

The next result is needed in the proof of Corollary 3.11.

**Proposition 2.23** Assume the setting of Proposition 2.19 and, additionally, that

(i) \( A \) is a “real” \( C^* \)-algebra;

(ii) \( P_0 \cap \bar{P}_0 = \{0\} \);

(iii) if \( p \in J_0 \) is a minimal projection, then \( K_0(A) = \{n[p]_0 \mid n \in \mathbb{Z}\} \);

(iv) \( \Psi(A) \setminus (J_0 + \bar{J}_0) \neq \emptyset \).

Then \( A \) is not stably finite.

**Proof** We define \( \bar{\pi}_0 : A \rightarrow B(H_0), \bar{\pi}_0(a) := C\pi_0(\overline{a})C \), for a fixed antilinear involutive isometry \( C : \mathcal{H} \rightarrow \mathcal{H} \). Then \( \bar{\pi}_0 \) is an irreducible \( * \)-representation with \( \text{Ker} \bar{\pi}_0 = \overline{P}_0 \) and \( \{P_0\} \) is an open subset of \( \text{Prim}(A) \). Moreover, using (2.6), one can show that \( J_{\bar{\pi}_0} = J_0 \), where \( J_{\bar{\pi}_0} \) is the minimal ideal of \( A \) that is given by Proposition 2.19 for the representation \( \bar{\pi}_0 \). By Remark 2.20, we then obtain
\[
\bar{\pi}_0^{-1}(K(\mathcal{H}_0)) = J_{\bar{\pi}_0} + \text{Ker} \bar{\pi}_0 = J_0 + \text{Ker} \pi_0 = \pi_0^{-1}(K(\mathcal{H}_0)).
\]
Since \( P_0 \cap \bar{P}_0 = \{0\} \) by hypothesis, we may use Corollary 2.22 for the representations \( \pi_0 \) and \( \bar{\pi}_0 \), and we thus obtain \( J_0 \cdot J_0 = \{0\} \).

Now let us denote \( J := J_0 + \bar{J}_0 \) and select any \( q \in \Psi(A) \setminus J \). We show that
\[
\dim(\pi_0(q)\mathcal{H}) = \infty \quad \text{and} \quad \dim(\bar{\pi}_0(q)\mathcal{H}) = \infty.
\]

In fact, since \( \pi_0(q), \bar{\pi}_0(q) \in B(\mathcal{H}_0) \) are projections, it suffices to show that \( \pi_0(q) \notin K(\mathcal{H}_0) \), and this will imply \( \bar{\pi}_0(q) \notin K(\mathcal{H}_0) \) by (2.10). We argue by contradiction: Assuming \( \pi_0(q) \in K(\mathcal{H}_0) \), we obtain \( \bar{\pi}_0(q) \in K(\mathcal{H}_0) \) by (2.10) and then, by Proposition 2.19 there exist uniquely determined projections \( p_0 \in \Psi(J_0) \) and \( r_0 \in \Psi(\bar{J}_0) \) with \( \pi_0(p_0) = \pi_0(q) \) and \( \bar{\pi}_0(r_0) = \pi_0(q) \). Since \( P_0 \neq \bar{P}_0 \) by the hypothesis (ii), we have \( J_0 \subseteq P_0 \) and \( \bar{J}_0 \subseteq P_0 \) by (2.7) in Proposition 2.19, and we then obtain \( \pi_0(p_0 + r_0) = \pi_0(q) \). The hypothesis \( P_0 \cap \bar{P}_0 = \{0\} \) then implies \( q = p_0 + r_0 \in J_0 + \bar{J}_0 = J \), which is a contradiction with the way \( q \) was selected. Thus (2.11) is proved.

Now, if \( p \in J_0 \) is a minimal projection, it follows by the hypothesis that there exists \( n \in \mathbb{Z} \) with \( [q]_0 = n[p]_0 \in K_0(A) \). There are three possible cases:

Case 1: \( n = 0 \). Then \( [q]_0 = 0 \in K_0(A) \), and Proposition 2.1 shows that \( A \) is not stably finite.

Case 2: \( n < 0 \). Then, denoting \( k := \lvert n \rvert \), we have
\[
0 = [q]_0 + k[p]_0 = [q \oplus p \oplus \cdots \oplus p]_0^{k \text{ times}}
\]
hence, since \( q \oplus p \oplus \cdots \oplus p \in M_{k+1}(A) \setminus \{0\} \), Proposition 2.1 again shows that \( A \) is not stably finite.
Case 3: \( n > 0 \). In this case, by (2.11), there exists \( \tilde{p}_1 \in \mathcal{P}(\mathcal{H}_0) \) with \( \tilde{p}_1 \leq \pi(q) \) and \( \dim(\tilde{p}_1(\mathcal{H})) = n \). By Proposition 2.19, there exists a unique \( p_1 \in \mathcal{P}(\mathcal{J}_0) \) with \( \pi_0(p_1) = \tilde{p}_1 \). We already noted above that \( \mathcal{J}_0 \subseteq \mathcal{P}_0 = \text{Ker } \pi_0 \), hence \( \pi_0(p_1) = 0 \), and then

\[
(\pi_0 + \pi_0)(p_1) = \pi_0(p_1) + 0 = \tilde{p}_1 + 0 \leq \pi_0(q) + \pi_0(q) = (\pi_0 + \pi_0)(q).
\]

As above, the hypothesis hypothesis \( \mathcal{P}_0 \cap \bar{\mathcal{P}_0} = \{0\} \) then implies \( \pi_1 \leq q \), hence \( \pi_1 - p_1 = 0 \). Now, by [29, 3.1.7(iv)], we obtain

\[
[q]_0 = [p_1]_0 + [q - p_1]_0 \in K_0(A) \subseteq K_0(\tilde{A}). \tag{2.12}
\]

On the other hand, since \( \dim(\tilde{p}_1(\mathcal{H})) = n \) and \( \pi_0(\mathcal{J}_0) \to \mathcal{H}_0 \) is a *-isomorphism, we obtain \( [p_1]_0 = n[p_0] \) in \( K_0(\mathcal{J}_0) \). Denoting by \( \varphi: \mathcal{J}_0 \to A \) the inclusion map, it then follows that \( K_0(\varphi)([p_1]_0) \) is a \( \mathcal{J}_0 \)-isomorphism, we obtain \( [q - p_1]_0 = 0 \in K_0(A) \). On the other hand, \( q - p_1 \neq 0 \) since \( p_1 \in \mathcal{J}_0 \subseteq \mathcal{J} \), while \( q \in \mathcal{P}(\mathcal{J}) \). We may thus apply Proposition 2.1 to obtain that \( \mathcal{A} \) is not stably finite. \( \square \)

### 3 C*-algebras of exponential Lie groups with open coadjoint orbits

This section contains some of our results on the relation between the quasi-compact open subsets in the primitive ideal space of the C*-algebra of a solvable Lie group and the finite approximation properties of that C*-algebra (Corollaries 3.2 and 3.11). These results mostly concern the exponential Lie groups that admit open coadjoint orbits. However we start with some results on general solvable Lie groups.

#### 3.1 Solvable Lie groups of dimension \( \not\equiv 4 \mathbb{Z} \)

**Theorem 3.1** Let \( G \) be a solvable Lie group with \( \dim G \not\equiv 4 \mathbb{Z} \). Then \( C^*(G) \) is stably finite if and only if it is stably projectionless.

**Proof** The fact that if \( C^*(G) \) is stably projectionless then it is stably finite follows from Corollary 2.3 (i).

For the reverse implication assume first that \( \dim G \) is odd. Recall from Corollary 2.16 that \( K_1(C^*(G)) = K_i(\mathbb{R}^{\dim G}) \), \( i = 0, 1 \). Hence, if \( \dim G \) is odd, we have \( K_0(C^*(G)) = \{0\} \).

Then the statement is a direct consequence of Lemma 2.3.

It remains to analyze the case when \( \dim G \equiv 4 \mathbb{Z} + 2 \). We prove that if \( C^*(G) \) is not stably projectionless then it is not stably finite. Let \( 0 \neq p \in \mathcal{P}_k(C^*(G)) \). Then \( [p]_0 + [\overline{p}]_0 = [p]_0 + [\overline{p}]_0 = 0 \) by Corollary 2.16(i). If \( p = \overline{p} \) it follows that \( [p]_0 = 0 \), hence \( C^*(G) \) is not stably finite, by Proposition 2.1. If \( p \neq \overline{p} \), define \( q := p + \overline{p} = \text{diag}(p, \overline{p}) \in \mathcal{P}_{2k}(C^*(G)) \setminus \{0\} \). Then \( [q]_0 = [p]_0 + [\overline{p}]_0 = 0 \) as above by Corollary 2.16(i), hence, again by Proposition 2.1, \( C^*(G) \) is not stably finite. \( \square \)

**Corollary 3.2** Let \( G \) be an exponential solvable Lie group with \( \dim G \equiv 4 \mathbb{Z} + 2 \). If \( G \) has open coadjoint orbits, then \( C^*(G) \) is not stably finite.

**Proof** For an exponential Lie group \( G \), an open coadjoint orbit corresponds to an open point \( [\pi] \in \hat{G} \simeq \text{Prim}(G) \). (See Remark 2.21.) Moreover, since \( G \) is separable and type I, \( \pi \) is square integrable and \( \pi(C^*(G)) \) contains the compact operators, by [16, Cor. 1 and 2] and [26, Prop. 2.3]. Then by Proposition 2.19 there is a minimal ideal \( \mathcal{J}_0 \subseteq C^*(G) \) such that
\( \mathcal{J}_0 \cong \mathcal{K}(\mathcal{H}_0) \) for a Hilbert space \( \mathcal{H}_0 \). Hence there exists \( p \in \mathcal{J}_0, 0 \neq p = p^* = p^2 \). The corollary now follows from Theorem 3.1.

### 3.2 Groups of the form \( N \rtimes \mathbb{R} \).

We are going to see that the above result of Theorem 3.1 fails to be true for groups of dimension of the form \( 4k, k \in \mathbb{N} \). To show this, to give a simple necessary condition for stably finiteness, and to study a little bit further the case \( \dim G \leq 4 \mathbb{Z} + 2 \), we restrict ourselves to the the groups of the form \( G = N \rtimes \mathbb{R} \), where \( N \) is a nilpotent Lie group.

But first we consider the case of groups \( G = N \rtimes \mathbb{R} \) where \( N \) is abelian, that is, the case of the generalized \( ax + b \)-groups, where there is a quite clean relation between quasi-compact open sets and finite approximation properties.

#### 3.2.1 The case of the generalized \( ax + b \) groups

Most of the following example is already known (see [17], [4, Th. 2.15], and [5, Ex. 4.8]).

**Example 3.3** (generalized \( ax + b \)-groups) Let \( \mathcal{V} \) be a finite-dimensional real vector space, \( D \in \text{End}(\mathcal{V}) \), and \( G_D := \mathcal{V} \rtimes_{\alpha_D} \mathbb{R} \) their corresponding semidirect product, called generalized \( ax + b \)-group. We recall from [4, §2] the notation \( \alpha_D : \mathbb{R} \to \text{End}(\mathcal{V}), \alpha_D(t) := e^{tD} \), so the group operation in \( G_D \) is given by \( (v_1, t_1) \cdot (v_2, t_2) = (v_1 + e^{t_1D}v_2, t_1 + t_2) \) for all \( v_1, v_2 \in \mathcal{V} \) and \( t_1, t_2 \in \mathbb{R} \).

Then we claim that the following assertions are equivalent:

(i) Either \( \text{Re} z > 0 \) for every \( z \in \sigma(D) \) or \( \text{Re} z < 0 \) for every \( z \in \sigma(D) \).

(ii) The \( \mathcal{C}^* \)-algebra \( \mathcal{C}^*(G_D) \) is not quasidiagonal.

(iii) The \( \mathcal{C}^* \)-algebra \( \mathcal{C}^*(G_D) \) is not AF-embeddable.

(iv) There exists a nonempty quasi-compact open subset of \( \hat{\mathcal{G}}_D \).

(v) There exists a nonempty quasi-compact open subset of \( \text{Prim}(G_D) \).

(vi) The set \( \hat{\mathcal{G}}_D \setminus \text{Hom}(G_D, \mathbb{T}) \) is a nonempty quasi-compact open subset of \( \hat{\mathcal{G}}_D \).

(vii) There exist nonzero self-adjoint idempotent elements of \( \mathcal{C}^*(G_D) \).

(viii) The \( \mathcal{C}^* \)-algebra \( \mathcal{C}^*(G_D) \) is not stably finite.

**Proof of claim** Assertions (i) – (vii) are equivalent by [5, Ex. 4.8]. A more general version of the implication (iii) \( \Longrightarrow \) (i) is given in Corollary 4.3 below.

The implication (viii) \( \Longrightarrow \) (ii) is clear.

It remains to prove (i) \( \Longrightarrow \) (viii). Assume that the condition in (i) holds. If

\[
\alpha^* : \mathcal{C}_0(\mathcal{V}^*) \rtimes \mathbb{R} \to \mathcal{C}_0(\mathcal{V}^*), \quad \alpha^*(f, t) = f \circ e^{tD^*},
\]

then \( \mathcal{C}^*(G_D) \cong \mathcal{C}_0(\mathcal{V}^*) \rtimes_{\alpha^*} \mathbb{R} \).

Let \( \mathcal{V}^* \) be the one-point compactification of \( \mathcal{V}^* \) and extend \( \alpha^* \) to \( \mathcal{V}^* \) by \( \alpha^*_\infty = \infty \) for every \( t \in \mathbb{R} \). Then it follows from [4, Prop. 2.14] and [21, Prop. 4.6] that the \( \mathcal{C}^* \)-algebra \( \mathcal{C}_0(\mathcal{V}^*) \rtimes \mathbb{R} \) is not stably finite whenever (i) is true.

We now use the same argument as in [4, Lemma 2.10]: The split exact sequence \( 0 \to \mathcal{C}_0(\mathcal{V}^*) \to \mathcal{C}(\mathcal{V}^*) \to \mathbb{C}1 \to 0 \) leads to the split exact sequence

\[
0 \to \mathcal{C}_0(\mathcal{V}^*) \rtimes \mathbb{R} \to \mathcal{C}(\mathcal{V}^*) \rtimes \mathbb{R} \to \mathcal{C}^*(\mathbb{R}) \to 0.
\]

Then if we assume that \( \mathcal{C}_0(\mathcal{V}^*) \rtimes \mathbb{R} \) is stably finite, since the \( \mathcal{C}^* \)-algebra \( \mathcal{C}^*(\mathbb{R}) \) is stably finite, it follows by Corollary 2.2(iii)

that \( \mathcal{C}(\mathcal{V}^*) \rtimes \mathbb{R} \) is stably finite. This is a contradiction, hence \( \mathcal{C}_0(\mathcal{V}^*) \rtimes \mathbb{R} \) is not stably finite. \( \square \)
3.2.2 Application of continuous fields of nilpotent Lie groups

Let $(n, [\cdot, \cdot])$ be a nilpotent Lie algebra and let $\varphi : (0, 1] \to \text{GL}(n)$, $h \mapsto \varphi_h$ be a continuous map. Assume the following conditions hold:

(1) $\varphi_1 = \text{id}$,

(2) the limit $[x, y]_0 := \lim_{h \to 0}[x, y]_h$ exists for every $x, y \in n$,

where we use the bilinear map $[\cdot, \cdot]_h : n \times n \to \mathbb{R}$ defined by

$$[x, y]_h := \varphi_h^{-1}([\varphi_h(x), \varphi_h(y)])$$

(3.1)

for every $h \in (0, 1]$.

**Remark 3.4**

(i) For all $h \in [0, 1]$, $[\cdot, \cdot]_h$ is a nilpotent Lie bracket on the vector space underlying $n$, and we denote by $*_h$ the corresponding Baker-Campbell-Hausdorff multiplication, and the corresponding connected and simply connected Lie group by $N_h = (n, *_h)$.

(ii) For every $h \in (0, 1]$, $\varphi_h : (n, [\cdot, \cdot]_h) \to (n, [\cdot, \cdot])$ is a Lie algebra isomorphism.

(iii) For every $h \in (0, 1]$ we have

$$\text{ad}_h x = \varphi_h^{-1} \circ \text{ad}(\varphi_h(x)) \circ \varphi_h$$

where

$$\text{ad} x : n \to n, \quad (\text{ad} x)(y) = [x, y] = [x, y]_1,$$

$$\text{ad}_h x : n \to n, \quad (\text{ad}_h x)(y) = [x, y]_h.$$ 

We consider the map

$$m : [0, 1] \times n \times n \to n, \quad m(h, x, y) = (h, x *_h y).$$

(3.2)

Then $m$ is continuous, by the assumptions above. Consider the groupoid with equal source and target maps

$$T := [0, 1] \times n \xrightarrow{p} S := [0, 1], \quad p(h, x) = x,$$

$$(h, x) \cdot (h, y) := (h, m_h(x, y)) = (h, x *_h y) \text{ for all } (h, x), (h, y) \in T_h := p^{-1}(h).$$

Hence $p$ is a group bundle (depending on the map $\varphi$) with Haar system given by the Lebesgue measure. If follows by [3, Lemma 3.3] that $C^*(T)$ is a $C(S)$ -algebra that is $C(S)$ -linearly $*$-isomorphic to the algebra of sections of an upper semi-continuous $C^*$-bundle over $S$ whose fibre over any $s \in S$ is $C^*(T_h) \simeq C^*(N_h)$.

**Theorem 3.5** For a nilpotent Lie algebra and $D \in \text{Der}(n)$, define the semi-direct product $G := N \rtimes_{\alpha_D} \mathbb{R}$. If there exists $\epsilon \in [-1, 1]$ such that $\epsilon \text{Re } z > 0$ for all $z \in \sigma(D)$, then $C^*(G)$ is not stably finite.

**Proof** Let $\mathcal{V}$ be the underlying real vector space of the Lie algebra $n$, and denote $G_0 := \mathcal{V} \rtimes_{\alpha_D} \mathbb{R}$. If we proved that

$$C^*(G) \text{ stably finite } \Rightarrow C^*(G_0) \text{ stably finite},$$

(3.3)

then the statement follows from Example 3.3.

Thus, it remains to prove (3.3).
For every $h \in [0, 1]$, let $\varphi : [0, 1] \to \operatorname{GL}(n)$ be the map $\varphi_h(x) = hx$, for every $x \in n$. Consider the deformed nilpotent Lie algebra $n_h = (\mathcal{V}, h[\cdot, \cdot]_n)$ and the corresponding nilpotent Lie group $(N_h, \ast_h)$, as above. Then $N_1 = N$ and $N_0 = \mathcal{Y}$. We define $G_h := N_h \ltimes_{\alpha^h} \mathbb{R}$, with the multiplication $(x, t) \cdot_h (y, s) = (x \ast_h e^t y, t + s)$. Then $\mathcal{G} := \bigsqcup_{h \in [0, 1]} G_h$ is a smooth bundle of Lie groups over $[0, 1]$. It follows by [3, §3] that $C^*(\mathcal{G}) = \bigsqcup_{h \in [0, 1]} C^*(G_h)$ is an upper semi-continuous bundle of $C^*$-algebras.

On the other hand, the action $\alpha_D : \mathbb{R} \to \operatorname{Aut}(N_h)$ is independent of $h \in [0, 1]$, and thus we may choose the Haar measure on $G_h$ to be independent of $h$ as well. Hence, by [25, Def. 3.3, Thm. 3.5], $(C^*(G_h))_{h \in [0, 1]}$ is a continuous field of $C^*$-algebras, which is clearly trivial away from 0. The result then follows by Proposition 2.18.

### 3.2.3 Exponential Lie groups with exact symplectic Lie algebras and nilradicals of codimension 1

**Definition 3.6** A solvable Lie algebra $\mathfrak{g}$ is said to be **exact symplectic** if there is $\xi_0 \in \mathfrak{g}^*$ with $\mathfrak{g}(\xi_0) = \{0\}$. Equivalently, if $G$ is a solvable Lie group whose Lie algebra is $\mathfrak{g}$, then the coadjoint orbit of $\xi_0$ is an open subset of $\mathfrak{g}^*$.

The reason for this terminology is that any Lie group $G$ as above admits a left-invariant exact symplectic form. (They are elsewhere called as Frobenius Lie groups).

**Lemma 3.7** Let $\mathfrak{g}$ be a solvable Lie algebra with its nilradical $\mathfrak{n}$ with $\dim(\mathfrak{g}/\mathfrak{n}) = 1$. Let $\mathfrak{z}$ be the centre of $\mathfrak{n}$. Let $G$ be a connected simply connected Lie group with its Lie algebra $\mathfrak{g}$ and $N \subseteq G$ be the connected subgroup corresponding to the subalgebra $\mathfrak{n} \subseteq \mathfrak{g}$. Then the following assertions are equivalent:

(i) $\mathfrak{g}$ is exact symplectic.

(ii) $\mathfrak{z}$ is exact symplectic and has two open coadjoint orbits.

(iii) There is at least an open point in $\widehat{\mathfrak{g}}$.

(vi) There are two open points in $\widehat{\mathfrak{g}}$.

(v) $[\mathfrak{g}, \mathfrak{z}] \neq \{0\}$, dim $\mathfrak{z} = 1$ and the nilpotent Lie group $N = \exp \mathfrak{n}$ has generic flat coadjoint orbits (or equivalently, there is $\ell \in \mathfrak{n}^*$ such that $\mathfrak{n}(\ell) = \mathfrak{z}$).

**Proof** The equivalences (iii) $\iff$ (vi) $\iff$ (v) follows from [19, Thm. 4.5].

The implication (ii) $\Rightarrow$ (i) is trivial. It remains to prove (i) $\Rightarrow$ (v) $\Rightarrow$ (ii). For every $\xi \in \mathfrak{g}^*$ we denote by $O_{\xi} \subseteq \mathfrak{g}^*$ its corresponding coadjoint orbit.

(v) $\Rightarrow$ (ii): We prove by contradiction the following assertion:

If $\xi \in \mathfrak{g}^*$ and $\mathfrak{n}(\xi|_n) = \mathfrak{z}$ then $\mathfrak{g}(\xi) = \{0\}$. (3.4)

Hence let us assume $\mathfrak{g}(\xi) \neq \{0\}$ and let us denote $\ell := \xi|_n \in \mathfrak{n}^*$. The hypothesis (v) implies that that $\dim \mathfrak{n}$ is an odd integer and $\dim \mathfrak{g}$ is an even integer. Since $\dim O_{\xi} = \dim \mathfrak{g}/\mathfrak{g}(\xi)$ and this is an even integer, it follows that $\dim \mathfrak{g}(\xi)$ is also an even integer, hence $\dim \mathfrak{g}(\xi) \geq 2$. Then $\dim \mathfrak{n} + \dim \mathfrak{g}(\xi) > \dim \mathfrak{g}$, hence $\mathfrak{n} \cap \mathfrak{g}(\xi) \neq \{0\}$. On the other hand,

$$\mathfrak{n} \cap \mathfrak{g}(\xi) = \{X \in \mathfrak{n} \mid [\xi, [\mathfrak{g}, \mathfrak{g}]] = \{0\}\} \subseteq \mathfrak{n}(\xi|_n) = \mathfrak{n}(\ell) = \mathfrak{z}$$

hence, since dim $\mathfrak{z} = 1$, we obtain $\mathfrak{n} \cap \mathfrak{g}(\xi) = \mathfrak{z}$. In particular $\mathfrak{z} \subseteq \mathfrak{g}(\xi)$.

Now, selecting any $Y \in \mathfrak{g} \setminus \mathfrak{n}$, the centre $\mathfrak{z} \subseteq \mathfrak{n}$ is invariant to the derivation $(\operatorname{ad}_n Y)|_n \in \operatorname{Der}(\mathfrak{n})$. It then follows that $[Y, \mathfrak{z}]_0 \in \mathfrak{z}$ for any $\mathfrak{z}_0 \in \mathfrak{z} \setminus \{0\}$. Since $\mathfrak{g} = \mathfrak{n} + \mathbb{R}Y$ and

$\mathfrak{z} \subseteq \mathfrak{g}(\xi)$.
The set $g^*_\text{gen}$ is the union of the open coadjoint orbits of $g$, which are connected and mutually disjoint, hence are also relatively closed in $g^*_\text{gen}$. Thus the open coadjoint orbits are the connected components of $g^*_\text{gen}$. On the other hand, by (3.4), we have $g^*_\text{gen} = \{\xi \in g^* \mid \xi|_j \in j^* \setminus \{0\}\} = g^* \setminus j^\perp$

since for any $\ell \in n^*$ the equality $n(\ell) = j$ is equivalent to $\ell|_j \in j^* \setminus \{0\}$, by the hypothesis on $n$ and $j$. Thus $g^*_\text{gen}$ is the complement of a hyperplane in $g^*$, and then $g^*_\text{gen}$ is the union of two open half-spaces in $g^*$. The above remarks then show that these open half-spaces are just the open coadjoint orbits of $g^*$, hence there are two such orbits.

(i)⇒(v): Fix $\xi_0 \in g^*$ with $g(\xi_0) = \{0\}$, which exists by hypothesis. Assume that $[g, j] = \{0\}$; then $j \subseteq g(\xi_0)$, and $\dim j \geq 1$ since $n$ is nilpotent. Thus $\dim g(\xi_0) \geq 1$ and this is a contradiction with (i), therefore $[g, j] \neq \{0\}$.

For $\xi_0 \in g^*$ as above, define the bilinear functional $B_{\xi_0}: g \times g \to \mathbb{R}, \quad B_{\xi_0}(X, Y) = \langle \xi_0, [X, Y] \rangle$.

We have that $j \subseteq n \perp_{B_{\xi_0}}$, therefore $\dim n \perp_{B_{\xi_0}} \geq 1$. If there exists $Y_0 \in n \perp_{B_{\xi_0}} \setminus n$ then, since $\dim (g/n) = 1$, $g = n + \mathbb{R}Y_0$. On the other hand, $Y_0 \perp_{B_{\xi_0}} n$, hence $Y_0 \perp_{B_{\xi_0}} j$, while $n \perp_{B_{\xi_0}} j$; it follows that $g \perp_{B_{\xi_0}} j$. Since $j \neq \{0\}$ this is a contradiction with the fact that $B_{\xi_0}$ is symplectic. Thus $n \perp_{B_{\xi_0}} \subseteq n$. For arbitrary $X \in g \setminus n$, $\dim (X \perp_{B_{\xi_0}}) = \dim g - 1$. Hence if $\dim (n \perp_{B_{\xi_0}}) \geq 2$, then $[0] \neq X \perp_{B_{\xi_0}} \cap n \perp_{B_{\xi_0}} = (\mathbb{R}X + n) \perp_{B_{\xi_0}} = g \perp_{B_{\xi_0}}$, which is again a contradiction. It follows that $\dim (n \perp_{B_{\xi_0}}) = 1$, hence $n(\xi_0|_n) = j$ and $\dim j = 1$, and we are done. \hfill $\Box$

The Lie groups $G$ in Definition 3.6 are not necessarily exponential groups. See for instance [3, §6]. In the special case of exponential Lie groups we obtain the following result.

**Corollary 3.8** Let $G$ be an exponential Lie group with its Lie algebra $g$ and nilradical $n$ with $\dim (g/n) = 1$. Then the following assertions are equivalent.

(i) There is an open point in Prim($G$).

(ii) $g$ is exact symplectic.

(iii)  

- There is a continuous action $\alpha: \mathbb{R} \to \text{Aut}N$ such that $G = N \rtimes_{\alpha} \mathbb{R}$ and $\alpha$ acts non-trivially on the centre $Z$ of $N$.
- The nilpotent Lie group $N$ has generic flat coadjoint orbits and its centre is 1-dimensional.

**Proof** The assertion is a consequence of Lemma 3.7 and Remark 2.21. \hfill $\Box$
3.2.4 More on exact symplectic groups $G = N \rtimes \mathbb{R}$

Let $N$ be a nilpotent Lie group and $Z$ the centre of $N$. We assume $\dim Z = 1$ and we define the ideal

$$I := \bigcap_{\sigma \in \hat{N}/Z} \ker C^*(N)(\sigma) \subseteq C^*(N).$$

If $\Psi : C^*(N) \to C^*(N/Z)$ is the surjective morphism given by

$$(\Psi(f))(xZ) = \int_Z f(xz)dz,$$

then, by [2, Prop. 8.C.8], we have the short exact sequence

$$0 \longrightarrow I \longrightarrow C^*(N) \longrightarrow \Psi C^*(N/Z) \longrightarrow 0. \quad (3.5)$$

Now assume that the group $N$ has generic flat coadjoint orbits, and denote $\dim N = 2d + 1$, $d \in \mathbb{N}$. Let $\alpha : \mathbb{R} \to \text{Aut}(N)$ be a continuous action that acts non-trivially on $Z$, that is, $\alpha_t|_Z \neq \text{id}_Z$ for some, hence all, $t \in \mathbb{R}\{0\}$. Then there is $\tau_0 \in \mathbb{R}\{0\}$ such that $d\alpha_t|_Z = e^{\tau_0 t}\text{id}_Z$.

Fix $X_0 \in Z \setminus \{0\}$ and let $\pi_1 : N \to B(L^2(\mathbb{R}^d))$ be the unitary irreducible representation such that

$$\pi_1(\exp_N(sX_0)) = e^{is\text{id}_{L^2(\mathbb{R}^d)}}.$$

Then

$$(\pi_1 \circ \alpha_t)(\exp_N(sX_0)) = \pi_1(\exp_N(se^{\tau_0 t}X_0)) = e^{is e^{\tau_0 t} \text{id}_{L^2(\mathbb{R}^d)}}. \quad (3.6)$$

Let $C : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ be the usual complex conjugation $v \mapsto \overline{v}$. For every $t \in \mathbb{R}$ define

$$\pi_t : N \to B(L^2(\mathbb{R}^d)), \quad \pi_t := \begin{cases} \pi_1 \circ \alpha_{\log t} & \text{if } t > 0, \\ C \pi_{-t} C & \text{if } t < 0. \end{cases} \quad (3.7)$$

Then (3.8) and (3.6) give

$$\pi_t(\exp_N(sX_0)) = \begin{cases} e^{is t \text{id}_{L^2(\mathbb{R}^d)}} & \text{if } t > 0, \\ e^{-is t \text{id}_{L^2(\mathbb{R}^d)}} & \text{if } t < 0. \end{cases}$$

Hence the map

$$\mathbb{R}^\times \to \hat{N} \setminus \hat{N}/Z, \quad t \mapsto [\pi_t]$$

is a homeomorphism.

We have thus obtained that there is a $\ast$-isomorphism

$$\Phi : I \to C_0(\mathbb{R}^\times, K(L^2(\mathbb{R}^d))), \quad a \mapsto (s \mapsto \pi_s(a) = \Phi(a)(s)) \quad (3.8)$$

that satisfies

$$(\Phi(\overline{a}))(t) = \pi_t(\overline{a}) = C \pi_t(a) C = C \pi_{-t}(a) C, \quad \text{for all } t \in \mathbb{R}^\times. \quad (3.9)$$

(Compare with the proof of Lemma 2.10.)
Denote
\[ I_\pm := I \cap \bigcap_{t > 0} \ker C^*(N)_{\tau_{\tau t}}, \]
which are ideals of \( I \). Then by (3.8), (3.9) we get
\[ \mathcal{I} = I_+ + I_-, \]
\[ \mathcal{I}_+ = I_-, \]
\[ \alpha_t(I_\pm) = I_\pm, \text{ for all } t \in \mathbb{R}. \]

**Lemma 3.9** With the notation and in the conditions above,
\[ I_+ \rtimes_\alpha \mathbb{R} \cong \mathcal{K}(L^2(\mathbb{R}^d)) \otimes \mathcal{K}(L^2(\mathbb{R}^d)). \]

**Proof** The restriction of \( \Phi \) to \( I_+ \) gives a \( \ast \)-isomorphism
\[ \Phi|_{I_+} : I_+ \xrightarrow{\sim} C_0(\mathbb{R}_+^\times, \mathcal{K}(L^2(\mathbb{R}^d))). \]

By (3.9) and (3.7), for every \( t \in \mathbb{R} \) and \( s > 0 \) we have
\[ \Phi(\alpha_t(a))(s) = \pi_s(\alpha_t(a)) = (\pi_1 \circ \alpha_{\log s})(\alpha_t(a)) = \pi_1(\alpha_{\log(se^t)}(a)) = \pi_{se^t}(a) \]
\[ = \Phi(a)(se^t). \]

On the other hand, if we define \( \rho : \mathbb{R}_+^\times \times C_0(\mathbb{R}_+^\times) \rightarrow C_0(\mathbb{R}_+^\times), (\rho_t(f))(s) = f(st), \) then
\[ C_0(\mathbb{R}_+^\times) \rtimes_\rho \mathbb{R}_+^\times \cong \mathcal{K}(L^2(\mathbb{R}_+^\times)). \]

Then the assertion in the statement follows from the commutative diagram
\[ \begin{array}{ccc}
\mathbb{R} \times I_+ & \xrightarrow{\alpha} & I_+ \\
\exp \times \Phi \downarrow & & \Phi \\
\mathbb{R}_+^\times \times (C_0(\mathbb{R}_+^\times) \otimes \mathcal{K}(L^2(\mathbb{R}^d))) & \xrightarrow{\rho \otimes \text{id}_{\mathcal{K}}} & C_0(\mathbb{R}_+^\times) \otimes \mathcal{K}(L^2(\mathbb{R}^d))
\end{array} \]
and (3.12).

Denote
\[ \mathcal{J} := I_+ \rtimes_\alpha \mathbb{R}. \]

Then \( \mathcal{J} \) is an elementary \( \mathbb{C}^* \)-algebra, by Lemma 3.9.

**Theorem 3.10** Let \( G \) be a solvable Lie group with exact symplectic Lie algebra \( \mathfrak{g} \) of dimension \( 2d + 2 \). Assume that the nilradical \( N \) of \( G \) is of codimension 1, and let \( Z \) be the centre of \( N \).

(i) There is an ideal \( \mathcal{J} \) of \( C^*(G) \) such that \( \mathcal{J} \cong \mathcal{K}(L^2(\mathbb{R}^d)) \otimes \mathcal{K}(L^2(\mathbb{R}^d)) \) and there is the following short exact sequence
\[ 0 \rightarrow \mathcal{J} \xrightarrow{i} C^*(G) \xrightarrow{\psi} C^*(G/Z) \rightarrow 0 \]

(ii) \( K_0(\mathcal{J} + \mathcal{J})^+ \cap \ker K_0(i) = \{0\} \) if and only if \( \dim(G) \in 4\mathbb{Z} \).
Proof} By Lemma 3.7, we have that \( \dim Z = 1, \mathfrak{g}/n \simeq \mathbb{R} \), the continuous action \( \alpha: \mathbb{R} \to \text{Aut}(N) \) is non-trivial on the centre \( Z \) of \( N \) and \( G = N \times \mathbb{R} \).

It follows from (3.5) that we have the short exact sequence

\[
0 \longrightarrow \mathcal{I} \times \mathbb{R} \overset{\iota}{\longrightarrow} C^*(N \times \mathbb{R}) \longrightarrow C^*((N/Z) \times \mathbb{R}) \longrightarrow 0,
\]

where \( \iota \) is the inclusion map. Then Assertion (i) is a consequence of (3.13), (3.10), (3.11) and of Lemma 3.9, using the Lie group isomorphism \((N \times \mathbb{R})/Z \simeq (N/Z) \times \mathbb{R} \).

(ii) First note that, \( \dim G = \dim(N \times \mathbb{R}) = 2d + 2 \), hence either \( \dim G \in 4\mathbb{Z} + 2 \) or \( \dim G \in 4\mathbb{Z} \). Then in the six-term exact sequence corresponding to (3.14)

\[
\begin{array}{cccccc}
K_0(\mathcal{J} + \mathcal{J}) & \overset{K_0(\iota)}{\longrightarrow} & K_0(C^*(N \times \mathbb{R})) & \overset{K_0(\psi)}{\longrightarrow} & K_0(C^*((N/Z) \times \mathbb{R})) & \\
\downarrow & & \downarrow K_1(\psi) & & \downarrow K_1(\iota) & \\
K_1(C^*((N/Z) \times \mathbb{R})) & \overset{K_1(\psi)}{\longleftarrow} & K_1(C^*(N \times \mathbb{R})) & \overset{K_1(\iota)}{\longleftarrow} & K_1(\mathcal{J} + \mathcal{J}) &
\end{array}
\]

we have

\[
K_0(C^*((N/Z) \times \mathbb{R})) = K_1(\mathcal{J} + \mathcal{J}) = K_1(C^*(N \times \mathbb{R})) = \{0\}
\]

and

\[
K_0(\mathcal{J} + \mathcal{J}) \simeq \mathbb{Z} \times \mathbb{Z}, \quad K_0(C^*(N \times \mathbb{R})) \simeq K_1(C^*((N/Z) \times \mathbb{R})) \simeq \mathbb{Z}.
\]

More specifically, there is an isomorphism

\[
\chi: K_0(\mathcal{J}) \times K_0(\overline{\mathcal{J}}) \cong K_0(\overline{\mathcal{J}} + \mathcal{J}),
\]

such that \( p \) is a minimal projection in \( \mathcal{J} \), we have

\[
K_0(\mathcal{J}) \times K_0(\overline{\mathcal{J}}) = \{m[p]_0, \mathcal{J}, n[\overline{p}]_0, \overline{\mathcal{J}} \mid m, n \in \mathbb{Z} \} \simeq \mathbb{Z} \times \mathbb{Z},
\]

and \( \chi(m[p]_0, \mathcal{J}, n[\overline{p}]_0, \overline{\mathcal{J}}) = [mp + n\overline{p}]_0, \mathcal{J}, \overline{\mathcal{J}} \) if \( m, n \in \{0, 1\} \). Thus

\[
(K_0(\iota) \circ \chi)(m[p]_0, \mathcal{J}, n[\overline{p}]_0, \overline{\mathcal{J}}) = m[p]_0 + n[\overline{p}]_0 \text{ for all } m, n \in \mathbb{Z}.
\]

(3.15)

Case 1: \( \dim(N \times \mathbb{R}) \in 4\mathbb{Z} + 2 \).

In this case \( [p]_0 = -[\overline{p}]_0 \), hence

\[
[p + \overline{p}]_0, \mathcal{J}, \overline{\mathcal{J}} \in (K_0(\mathcal{J} + \overline{\mathcal{J}})^+ \cap \ker K_0(\iota)) \setminus \{0\}.
\]

Case 2: \( \dim(N \times \mathbb{R}) \in 4\mathbb{Z} \).

In this case \( [p]_0 = [\overline{p}]_0 \), hence the morphism \( K_0(\iota) \circ \chi : \mathbb{Z} \times \mathbb{Z} \to K_0(C^*(N \times \mathbb{R})) \simeq \mathbb{Z} \), is given by

\[
(K_0(\iota) \circ \chi)(m[p]_0, \mathcal{J}, n[\overline{p}]_0, \overline{\mathcal{J}}) = (m + n)[p]_0.
\]

Thus \( K_0(\mathcal{J} + \overline{\mathcal{J}})^+ \cap \ker K_0(\iota) = \{0\} \), and this finishes the proof. \( \square \)

**Corollary 3.11** Let \( G \) be a solvable Lie group with exact symplectic Lie algebra \( \mathfrak{g} \). Assume that the nilradical \( N \) of \( G \) is of codimension 1 and let \( Z \) is the centre of \( N \). Then the following assertions hold true:

(i) \( C^*(G) \) is stably finite if and only if \( C^*(G/Z) \) is.

(ii) \( C^*(G) \) is AF-embeddable if \( C^*(G/Z) \) is.
Proof By Lemma 3.7 it is enough to prove the corollary for groups of the form $G = N \rtimes \mathbb{R}$ and $G/\mathbb{Z} = (N/\mathbb{Z}) \times \mathbb{R}$ such that the nilradical $N$ of $G$ and the action of $\mathbb{R}$ by automorphisms of $N$ satisfies hypotheses of Theorem 3.10.

(i) “⇐” The assertion follows from Theorem 3.10 and [30, Lemma 1.5].

“⇒” Assume that $C^*((N/\mathbb{Z}) \rtimes \mathbb{R})$ is not stably finite. Then, by Proposition 2.1, there exists a projection $0 \neq q_0 \in P(M_k \otimes C^*((N/\mathbb{Z}) \rtimes \mathbb{R}))$. (Note that $\dim((N/\mathbb{Z}) \rtimes \mathbb{R})$ is odd, so that $K_0(C^*((N/\mathbb{Z}) \rtimes \mathbb{R})) = 0$; hence $[q_0]$, $C^*((N/\mathbb{Z}) \rtimes \mathbb{R}) = 0$ anyway.) Then, by [9, Thm. 1], there exists $0 \neq q \in P(M_k \otimes C^*(N \rtimes \mathbb{R}))$ with $(1 \otimes \psi)(q) = q_0$; hence in particular, $q \notin M_k \otimes (\mathcal{J} \oplus \mathcal{J})$. The result then follows from Proposition 2.23.

(ii) Use Theorem 3.10(i), the above Assertion (i), and [30, Thm. 1.15].

4 Examples

In this final section we illustrate the results from Sect. 3, effectively using them for establishing existence or lack of various finite approximation properties for the $C^*$-algebras of several concrete solvable Lie groups. For instance, we study exponential solvable Lie groups that have exactly two open coadjoint orbits, and whose nilradical is either a Heisenberg group (Proposition 4.4), or the free 2-step nilpotent Lie group with 3 generators (Theorem 4.12), or a Heisenberg-like group associated to a finite-dimensional real division algebra (Theorem 4.14).

4.1 Some semidirect products

In Lemma 4.1 and Proposition 4.2 below we use some notation related to quasi-orbits of group actions (see [5, §2.1]). For any group action $\Gamma \times X \to X$ on the topological space $X$, we denote by

$$(X/\Gamma)^\approx := \{ \overline{\Gamma x} | x \in X \}$$

the set of all orbit closures, regarded as a topological subspace of the space $\text{Cl}(X)$ of all closed subsets of $X$, endowed with the upper topology. The map $X \to (X/\Gamma)^\approx$, $x \mapsto \overline{\Gamma x}$, is called the quasi-orbit map.

Lemma 4.1 Let $V$ be a finite-dimensional real vector space and $T \in \text{End}(V)$ with $\sigma(T) \cap i\mathbb{R} \subseteq \{0\}$, for which there exist $w_1, w_2 \in \sigma(T)$ with $\text{Re} w_1 \leq 0 \leq \text{Re} w_2$. If we define the abelian group $\exp(\mathbb{R}T) := \{ e^{st} | s \in \mathbb{R} \} \subseteq \text{End}(V)$ with its natural action on $V$, then there exists a continuous open mapping $\Psi : (V/\exp(\mathbb{R}T))^\approx \to \mathbb{R}$.

Proof Case 1: $0 \in \sigma(T)$, that is, $\text{Ker} T \neq \{0\}$.

Then, using the Jordan decomposition, we can obtain a linear subspace $V_0 \subseteq V$ with $T(V) \subseteq V_0$. In particular $T(V_0) \subseteq V_0$, and this implies that the group $\exp(\mathbb{R}T)$ naturally acts on $V/V_0$, and the quotient map $q : V \to V/V_0$ is $\exp(\mathbb{R}T)$-equivariant. We then obtain the commutative diagram

$$
\begin{array}{ccc}
V & \xrightarrow{q} & V/V_0 \\
\downarrow & & \downarrow \\
(V/\exp(\mathbb{R}T))^\approx & \xrightarrow{q^\approx} & ((V/V_0)/\exp(\mathbb{R}T))^\approx
\end{array}
$$

\(\bigcirc\) Springer
whose vertical arrows are quasi-orbit maps, hence they are continuous and open. (See for instance [5, Lemma 2.3].) Since \( q \) is also continuous and open, it then directly follows that \( q^\approx \) is continuous and open.

Recalling that \( T(V) \subseteq V_0 \), the action of \( \exp(RT) \) on \( V/V_0 \) is trivial, hence the right-most arrow in the above diagram is actually a homeomorphism and the composition of its inverse with \( q^\approx \) is a continuous open map

\[
\Psi_1 : (V/\exp(RT))^\approx \rightarrow V/V_0.
\]

The real vector space \( V/V_0 \) is different from \( \{0\} \), hence there exists a non-zero linear functional \( \xi : V/V_0 \rightarrow R \), and then the mapping \( \Psi := \xi \circ \Psi_1 \) has the required properties.

**Case 2:** \( 0 \notin \sigma(T) \).

Since \( \sigma(T) \cap iR \subseteq \{0\} \), we then have the direct sum decomposition \( V = V_+ + V_- \), where \( V_\pm \) is the direct sum of the real generalized eigenspaces corresponding to all \( w \in \sigma(T) \) with \( \pm \Re w > 0 \). (See [4, Sect. 2].) Denoting \( n_\pm := \dim V_\pm \), we obtain \( n_-n_+ \neq 0 \) by hypothesis.

Let \( n := n_+ + n_- = \dim V \) and define

\[
T_0 := \begin{pmatrix} 1_{n_+} & 0 \\ 0 & -1_{n_-} \end{pmatrix} \in M_n(R).
\]

It follows by [4, Lemma 2.1] that there exists a homeomorphism \( \Theta : V \rightarrow R^n \) satisfying \( \Theta \circ e^{sT} = e^{sT_0} \circ \Theta \) for all \( s \in R \), hence we obtain a homeomorphism

\[
\Theta^\approx : (V/\exp(RT))^\approx \rightarrow (R^n/\exp(RT_0))^\approx.
\]

Now define the injective linear map

\[
p : R^n = R^{n_+} \times R^{n_-} \rightarrow R^2, \quad ((x_1, \ldots, x_{n_+}), (y_1, \ldots, y_{n_-})) \mapsto (x_1, y_1)
\]

(which makes sense since \( n_-n_+ \neq 0 \)) and let

\[
S := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in M_2(R).
\]

We have \( p \circ T_0 = S \circ p \) and \( p \) is continuous and open, hence we obtain a continuous open mapping

\[
p^\approx : (R^n/\exp(RT_0))^\approx \rightarrow (R^2/\exp(RS))^\approx.
\]

Furthermore, we note that the mapping

\[
\varphi : R^2 \rightarrow R, \quad \varphi(x, y) := xy
\]

is continuous and open, since its restriction to \( R^2 \setminus \{(0, 0)\} \) is actually a submersion while \( \varphi((-a, a)^2) = (-a^2, a^2) \) for all \( a \in (0, \infty) \). On the other hand, we have \( \varphi \circ e^{tS} = \varphi \) for all \( t \in R \), hence there exists a commutative diagram

\[
\begin{array}{c}
\mathbb{R}^2 \\
\downarrow \varphi \\
(\mathbb{R}^2/\exp(RS))^\approx
\end{array}
\]

whose vertical arrow is a quasi-orbit map, hence is continuous and open, and this directly implies that \( \varphi^\approx \) is continuous and open as well. Finally, the composition

\[
\Psi := \varphi^\approx \circ p^\approx \circ \Theta^\approx : (V/\exp(RT))^\approx \rightarrow R
\]
Proposition 4.2. Let \( n \) be a nilpotent Lie algebra with its center \( z \), and \( D \in \text{Der}(n) \) satisfying the conditions

\[
\sigma(D) \cap i\mathbb{R} \subseteq \{0\}
\]

and

\[
\text{there exist } w_1, w_2 \in \sigma(D|_z) \text{ with } \text{Re } w_1 \leq 0 \leq \text{Re } w_2.
\]

If \( G \) is a simply connected Lie group with its Lie algebra \( g := n \times \mathbb{R} D \), then \( G \) is an exponential solvable Lie group and there exists a continuous open mapping \( \Phi : \text{Prim}(G) \to \mathbb{R} \).

Proof. The hypothesis (4.1) ensures that \( G \) is an exponential solvable Lie group.

Step 1: If \( 0 \in \sigma(D|_z) \), then \( 0 \not\in \text{Ker}(D|_z) = z \cap \text{Ker} D \). On the other hand, it is easily seen that \( z \cap \text{Ker} D \) is contained in the center of \( g \), hence it follows that the center \( Z_G \) of the exponential solvable Lie group \( G \) satisfies \( k := \dim Z_G \geq 1 \), and then the assertion follows at once using the (continuous open) restriction mapping \( \text{Res}^G_{Z_G} : \text{Prim}(G) \to Z_G \) given by \([5, \text{Lemma } 2.11]\) along with the fact that \( Z_G \) is homeomorphic to \( \mathbb{R}^k \).

Hence we may assume \( 0 \not\in \sigma(D|_z) \) from now on, without any loss of generality.

Step 2: Let \( A := \{ e^{t\mathbf{D}} | t \in \mathbb{R} \} \hookrightarrow \text{Aut}(n) = \text{Aut}(N) \), where \( N := (n, \cdot) \) is the simply connected Lie group associated with \( n \). We regard \( A \) as an abelian Lie group that is isomorphic to \((\mathbb{R}, +)\) since \( D \neq 0 \) by Step 1. (See also (4.1).) Also let \( Z = (3, \cdot) = (3, +) \), the center of \( N \).

We have the semidirect product of Lie groups \( G = N \rtimes A \), hence \( C^*(G) = C^*(N) \rtimes A \), which carries a natural dual action \( \widehat{A} \times C^*(G) \to C^*(G) \). We then obtain the composition of continuous open maps

\[
\Phi_1 : \text{Prim}(G) \to (\text{Prim}(G)/\widehat{A})^\approx \simeq (\text{Prim}(N)/A)^\approx \to (\widehat{Z}/A)^\approx,
\]

where the left-most map is the quasi-orbit map corresponding to the natural action \( \widehat{A} \times \text{Prim}(G) \to \text{Prim}(G) \), the middle homeomorphism is given by \([15, \text{Cor. } 2.5]\), while the right-most map is obtained as in the proof of \([5, \text{Prop. } 4.7]\) using the fact that the restriction mapping \( R^N : \text{Prim}(N) \to \widehat{Z} \) is not only continuous and open by \([5, \text{Lemma } 2.11]\), but also \( \text{Aut}(N) \)-equivariant.

Step 3: The canonical homeomorphism \( E : z^* \to \widehat{Z}, \xi \mapsto e^{i\xi} \), intertwines the group actions

\[
\mathbb{R} \times z^* \to z^*, \quad (t, \xi) \mapsto \xi \circ e^{t\mathbf{D}}
\]

and

\[
\mathbb{R} \times \widehat{Z} \to \widehat{Z}, \quad (t, \chi) \mapsto \chi \circ e^{t\mathbf{D}|_z}
\]

hence we obtain the homeomorphism

\[
E^\approx : (z^*/\mathbb{R})^\approx \to (\widehat{Z}/\mathbb{R})^\approx.
\]

On the other hand, the hypothesis (4.2) shows that we may use Lemma 4.1 for \( T := (D|_z)^* \in \text{End}(z^*) \) to obtain a continuous open mapping \( \Psi : (\widehat{Z}/\mathbb{R})^\approx \to \mathbb{R} \), and then the mapping \( \Phi_2 := \Psi \circ (E^\approx)^{-1} : (\widehat{Z}/\mathbb{R})^\approx \to \mathbb{R} \) is continuous and open. Finally, using the mapping \( \Phi_1 \) from Step 2, we obtain the continuous open mapping \( \Phi := \Phi_2 \circ \Phi_1 : \text{Prim}(G) \to \mathbb{R} \), as required. \( \square \)
Corollary 4.3  In Proposition 4.2, the topological space Prim(G) contains no nonempty quasi-compact open subsets, and the C*-algebra C*(G) is AF-embeddable.

Proof  Any nonempty quasi-compact open subset of Prim(G) would be mapped via $\Phi$ onto a nonempty compact open subset of $\mathbb{R}$, but there are no such subsets of the connected noncompact space $\mathbb{R}$. Moreover, $C^*(G)$ is nuclear since $G$ is an amenable group. One can then use [14, Cor. B] to see that $C^*(G)$ is AF-embeddable.

4.2 The semidirect product $H_n \rtimes \mathbb{R}$

We now give the simplest example of exponential solvable Lie group whose primitive ideal space has finite open subsets and whose C*-algebra is nevertheless AF-embeddable. (See (v) in Proposition 4.4.)

Let $H_n$ be the $(2n + 1)$-dimensional Heisenberg group with its Lie algebra $\mathfrak{h} := \mathfrak{h}_n = \text{span} \{Z, Y_1, \ldots, Y_n, X_1, \ldots, X_n\}$, where

$$[Y_j, X_j] = Z$$

for $j = 1, \ldots, n$. Denote by $\mathfrak{z} := \mathbb{R}Z$ the centre of $\mathfrak{h}_n$. For any $D \in \text{Der}(\mathfrak{h}_n)$ there exists $d_\mathfrak{z} \in \mathbb{R}$ with $D|_{\mathfrak{z}} = d_\mathfrak{z} \text{id}_{\mathfrak{z}}$, hence there exists an operator

$$\tilde{D} : \mathfrak{h}_n/\mathfrak{z} \to \mathfrak{h}_n/\mathfrak{z}, \ V + \mathfrak{z} \mapsto D(V) + \mathfrak{z}.$$ 

We also define $\alpha_D : \mathbb{R} \to \text{Aut}(H_n)$, $t \mapsto \exp(tD)$.

Proposition 4.4  Let $D \in \text{Der}(\mathfrak{h}_n)$ be such that $\sigma(D) \cap i\mathbb{R} \subseteq \{0\}$, and let $G_{n,D} := H_n \rtimes_{\alpha_D} \mathbb{R}$ be the corresponding semidirect product. Then we have

(i) If $d_\mathfrak{z} = 0$ then $C^*(G_{n,D})$ is AF-embeddable for every $n \geq 1$ and there is no nonempty quasi-compact open subset of Prim($G_{n,D}$).
(ii) If $d_\mathfrak{z} \neq 0$, then there are two open points in Prim($G_{n,D}$), for every $n \geq 1$.
(iii) If $d_\mathfrak{z} \neq 0$ and there exists $\epsilon \in [-1, 1]$ such that $\epsilon \text{Re} z > 0$ for all $z \in \sigma(\tilde{D})$, then $C^*(G_{n,D})$ is not stably finite for every $n \geq 1$.
(iv) If $d_\mathfrak{z} \neq 0$ and $n \in 2\mathbb{Z}$, then $C^*(G_{n,D})$ is not stably finite.
(v) If $d_\mathfrak{z} \neq 0$, $n \in 2\mathbb{Z} + 1$, and there are $z_1, z_2 \in \sigma(\tilde{D})$ with $\text{Re} z_1 \leq 0 \leq \text{Re} z_2$, then $C^*(G_{n,D})$ is AF-embeddable.

Proof  Assertion (i) follows from Corollary 4.3, (ii) from Lemma 3.7, while (iii) is a consequence of Corollary 3.11(i) and Example 3.3. Assertion (iv) follows from (ii) along with Corollary 3.2, while (v) can be obtained using Corollary 3.11(ii) and Example 3.3.

4.3 Two more classes of examples

We start with a lemma that is essentially a by-product of [30]. We prove it here for completeness, as we do not have a reference for this very result, and it is needed for Example 4.12, via Lemma 4.8. We denote by $\mathcal{N}$ the class of separable nuclear C*-algebras to which the universal coefficient theorem applies. (See for instance [28].) The class $\mathcal{N}$ contains the C*-algebras of all simply connected solvable Lie groups, since they are obtained by iterated crossed products by actions of the group $\mathbb{R}$, starting from the 1-dimensional C*-algebra.

Lemma 4.5  Let $0 \to \mathcal{I} \to A \to A/\mathcal{I} \to 0$ be an exact sequence of C*-algebras satisfying the following conditions:

\[ \text{Lemma 4.5} \]
(i) The $C^*$-algebra $A/I$ belongs to the class $\mathcal{N}$.
(ii) The $C^*$-algebras $I$ and $A/I$ are AF-embeddable.
(iii) The index map $\delta_1 : K_1(A/I) \to K_0(I)$ vanishes.

Then the $C^*$-algebra $A$ is AF-embeddable.

Proof Step 1 (reducing to essential ideals): By \cite[Lemma 1.12]{30} and its proof we obtain a $C^*$-algebra $A'$ that fits in a commutative diagram

\[ I \xrightarrow{\delta_1} A \xrightarrow{i} A/I \]
\[ I \otimes K \xrightarrow{\delta_1} A' \xrightarrow{i} A/I \]

where $I \otimes K$ embeds as an essential ideal of $A'$, the first two vertical arrows give rise to group isomorphisms $K_n(I) \cong K_n(I \otimes K)$ ($\cong K_n(I)$) and $K_n(A) \cong K_n(A')$, while the right-most vertical arrow is an automorphism of $A/I$. It then follows by the hypothesis (iii) along with the naturality of the index map (cf. \cite[Prop. 9.1.5]{29}) that the index map $\delta_1 : K_1(A/I) \to K_0(I \otimes K)$ of the bottom horizontal line in the above diagram vanishes.

Step 2 (reducing to AF ideals): Since $I$ is AF-embeddable, it follows that $I \otimes K$ is AF-embeddable, hence there exists an embedding $I \otimes K \hookrightarrow \tilde{J}$, where $\tilde{J}$ is an AF-algebra. Let $J$ be the hereditary sub-$C^*$-algebra of $\tilde{J}$ generated by $I \otimes K$. Since $\tilde{J}$ is an AF-algebra, it then follows by \cite[Th. 3.1]{12} that $J$ is an AF-algebra. On the other hand $J = \{ bcb | 0 \leq b \in I \otimes K, \ c \in \tilde{J} \}$ by \cite[Cor. II.5.3.9]{7}, which directly implies that every approximate unit of $I \otimes K$ is an approximate unit for $J$, too. That is, the embedding $I \otimes K \hookrightarrow J$ is approximately unital in the sense of \cite[Def. 1.10]{30}. Therefore we may use \cite[Rem. 1.11]{30} to obtain a commutative diagram

\[ I \otimes K \xrightarrow{\delta_1} A' \xrightarrow{i} A/I \]
\[ J \xrightarrow{\delta_1} A' + J \xrightarrow{i} A/I \]

where the right-most vertical arrow is an automorphism of $A/I$. Since the index map $\delta_1 : K_1(A/I) \to K_0(I \otimes K)$ of the upper line vanishes by Step 1, it then follows by the naturality of the index map that the index map $\delta_1 : K_1(A/I) \to K_0(J)$ of the bottom horizontal line in the above diagram vanishes as well. Now, since we have seen above that $J$ is an AF-algebra, it follows by \cite[Lemma 1.13]{30} applied to the short exact sequence $0 \to J \to A' + J \to A/I \to 0$ that $A' + J$ is AF-embeddable. (The $C^*$-algebra $A' + J$ belongs to the class $\mathcal{N}$ by the two-out-of-three property of that class mentioned in \cite[V.1.5.4]{7}, so all the hypotheses of \cite[Lemma 1.13]{30} are satisfied as stated.)

Step 3: The above Steps 1–2 give the embeddings $A \hookrightarrow A' \hookrightarrow A' + J$ along with the fact that $A' + J$ is AF-embeddable, hence $A$ is AF-embeddable as well. \qed

Lemma 4.6 Let $n$ be a nilpotent Lie algebra with its centre $\zeta$, and assume that $D \in \text{Der}(n)$. If there exists $\xi \in n^* \setminus \zeta^\perp$ with $\xi \circ (\exp D) \in \mathcal{O}_\zeta$, then $\sigma(D|_\zeta) \cap 2\pi i \mathbb{Z} \neq \emptyset$.

Proof By hypothesis, there exists $X \in g$ with $\xi \circ (\exp D) = \xi \circ \exp(\text{ad}_g X) \in g^*$. This implies $\xi \circ (\exp D)|_\zeta = \xi \circ \exp(\text{ad}_g X)|_\zeta \in \zeta^*$. For every $Y \in \zeta$ we have $\exp(\text{ad}_g X)Y = Y$ and on the other hand, since $D$ is a derivation, $D(\zeta) \subseteq \zeta$. Therefore $\xi \circ \exp(D|_\zeta) = \xi|_\zeta$. Since $\xi \in n^* \setminus \zeta^\perp$, that is, $\xi|_\zeta \neq 0$, we then obtain $1 \in \text{spec}(\exp(D|_\zeta))$. Therefore, by the spectral mapping theorem, there exists $w \in \sigma(D|_\zeta)$ with $\exp w = 1$, that is, $w \in 2\pi i \mathbb{Z}$. \qed
Lemma 4.7 Let $n$ be a nilpotent Lie algebra with its centre $\mathfrak{z}$, and $X := (n^*/\mathfrak{z}^+)/N$ endowed with its quotient topology. Then for arbitrary $D \in \text{Der}(n)$ the map

$$\alpha : X \times \mathbb{R} \to X, \quad (O_\xi, t) \mapsto \alpha_t(O_\xi) := (\exp(tD))^*(O_\xi) = O_{\xi \circ \exp(tD)},$$

is well defined and is a continuous group action. Moreover,

(i) if $\sigma(D|_\mathfrak{z}) \cap i\mathbb{R} = \emptyset$, then the group action $\alpha$ is free;

(ii) if $X$ is Hausdorff and there exists $\epsilon \in \{-1, 1\}$ such that $\epsilon \text{Re} \ z > 0$ for every $z \in \sigma(D|_\mathfrak{z})$, the action $\alpha$ is proper.

Proof In order to check the equality

$$(\exp(tD))^*(O_\xi) = O_{\xi \circ \exp(tD)} \quad (4.3)$$

we use that for every $Y \in n$ and every $\gamma \in \text{Aut}(n)$ one has $\gamma \circ \exp(\text{ad}_n Y) \circ \gamma^{-1} = \exp(\text{ad}_n \gamma(Y))$. Therefore, for $\gamma := \exp(tD)^{-1}$,

$$\xi \circ \exp(\text{ad}_n Y) \circ \gamma^{-1} = \xi \circ \gamma^{-1} \circ \exp(\text{ad}_n \gamma(Y)) \in O_{\xi \circ \gamma^{-1}}.$$ 

Since the mapping $\gamma : n \to n$ is bijective, we then directly obtain (4.3).

It is clear that $\alpha$ is a group action of the abelian group $(\mathbb{R}, +)$, and its continuity follows by the commutative diagram

$$
\begin{array}{ccc}
(n^* \setminus \mathfrak{z}^+) \times \mathbb{R} & \xrightarrow{\exp(tD)} & n^* \setminus \mathfrak{z}^+ \\
q \times \text{id}_\mathfrak{z} & \downarrow & \downarrow q \\
X \times \mathbb{R} & \xrightarrow{\alpha} & X
\end{array}
$$

where $q : n^* \setminus \mathfrak{z}^+ \to X, q(\xi) := O_\xi$ is the quotient map defined by the coadjoint action of $N$, while the upper horizontal arrow is defined by $(\xi, t) \mapsto \xi \circ \exp(tD)$ and is clearly continuous.

(i) Assume that the group action $\alpha$ is not free, that is, there exist $t \in \mathbb{R}^*$ and $\xi \in n^*/\mathfrak{z}^+$ with $\alpha_t(O_\xi) = O_\xi$. By (4.3), we then have $O_{\xi \circ \exp(tD)} = O_{\xi}$, that is, $\xi \circ \exp(tD) \in O_{\xi}$. Then Lemma 4.6 shows that $\sigma(D|_\mathfrak{z}) \cap 2\pi i\mathbb{Z} \neq \emptyset$, in particular $\sigma(D|_\mathfrak{z}) \cap i\mathbb{R} \neq \emptyset$.

(ii) $X$ is a locally compact Hausdorff space.

Without losing the generality we assume that $\text{Re} \ z > 0$ for every $z \in \sigma(D|_\mathfrak{z})$. Let $\xi, \eta \in n^*/\mathfrak{z}^+$, $((\xi_j)_{j \geq 1})$ be a sequence in $n^*/\mathfrak{z}^+$, and $((t_j)_{j \geq 1})$ be a sequence in $\mathbb{R}$ such that $O_{\xi_j} \to O_\xi$ and $\alpha_{t_j}(O_{\xi_j}) \to O_\eta$ in $X$.

Assume that $((t_j)_{j \geq 1})$ has no limit points, hence it is not bounded. It follows that there is a subsequence $((t_{j_k})_{k \geq 1})$ such that $t_{j_k} \to +\infty$ or $t_{j_k} \to -\infty$. Since $O_{\xi_j} \to O_\xi$ in $X$, there is $\xi_{j_k}' \in O_{\xi_j}$ such that $\xi_{j_k}' \to \xi$, thus $\xi_{j_k}'|_{\mathfrak{z}} = \xi_j|_{\mathfrak{z}} \to \xi|_{\mathfrak{z}}$. Similarly, since $\alpha_{t_{j_k}}(O_{\xi_j}) = O_{\xi_{j_k} \circ e^{t_{j_k}D}|_{\mathfrak{z}}} \to O_\eta$ in $X$, it follows that $\xi_{j_k} \circ e^{t_{j_k}D}|_{\mathfrak{z}} \to \eta|_{\mathfrak{z}}$. Assume that $t_{j_k} \to -\infty$. Then $\xi_{j_k} \circ e^{t_{j_k}D}|_{\mathfrak{z}} \to 0$ and we get that $\eta|_{\mathfrak{z}} = 0$. This is not possible since $\eta \in n^*/\mathfrak{z}^+$. If $t_{j_k} \to +\infty$, then $\xi_{j_k} \circ e^{t_{j_k}D}|_{\mathfrak{z}} \to +\infty$. This is again impossible since $\xi_{j_k} \circ e^{t_{j_k}D}|_{\mathfrak{z}} \to \eta|_{\mathfrak{z}}$. Therefore the sequence $((t_j)_{j \geq 1})$ must have a limit point, hence the action $\alpha$ is proper. (See [31, Lemma 3.42].) \qed

For Lemma 4.8 below, we recall that if $V$ is a finite-dimensional real vector space and $T \in \text{End}(V)$, then $T$ is called diagonalizable if the complexified space $V_{\mathbb{C}} := \mathbb{C} \otimes \mathbb{R} V$ has a basis consisting of eigenvectors of $T_{\mathbb{C}} := \text{id}_{\mathbb{C}} \otimes T \in \text{End}_{\mathbb{C}}(V_{\mathbb{C}})$, that is, one has the
The non-trivial coadjoint orbits of $H$ have the same dimension $d$, that is, there is $d \in \mathbb{C}$ such that $\lambda \in \mathbb{C}$ and then, by (4.4),
\[
\lambda \in \mathbb{C}
\]
and thus $T|\mathcal{Y} \in \text{End}(\mathcal{Y})$ is diagonalizable. Moreover, selecting any $\mathbb{C}$-linear subspace $\mathcal{X}_\lambda \subseteq \mathcal{V}_\mathbb{C}(\mathcal{Y})$ with $\mathcal{V}_\mathbb{C}(\lambda) = \mathcal{X}_\lambda + (\mathcal{V}_\mathbb{C} \cap \mathcal{V}_\mathbb{C}(\mathcal{Y}))$ for every $\lambda \in \sigma(T)$, and defining $\mathcal{X} := \bigoplus_{\lambda \in \sigma(T)} \mathcal{X}_\lambda$, we obtain a $\mathbb{C}$-linear subspace $\mathcal{X} \subseteq \mathcal{V}_\mathbb{C}$ that is invariant to $T_{\mathcal{C}}$ and satisfies $\mathcal{V}_\mathbb{C} = \mathcal{X} \cup \mathcal{V}_\mathbb{C}$. Moreover, defining $\tilde{T} \in \text{End}(\mathcal{V}/\mathcal{Y})$, $\nu + \mathcal{Y} \mapsto T\nu + \mathcal{Y}$, we have $\mathbb{C}$-linear isomorphisms $(\mathcal{V}/\mathcal{Y})_{\mathbb{C}} \simeq \mathcal{V}_\mathbb{C}/\mathcal{V}_\mathbb{C} \simeq \mathcal{X}$ that intertwine the operators $T_{\mathcal{C}} \in \text{End}_{\mathbb{C}}((\mathcal{V}/\mathcal{Y})_{\mathbb{C}})$ and $T_{\mathcal{C}|\mathcal{X}} \in \text{End}_{\mathbb{C}}(\mathcal{X})$, hence
\[
\sigma(\tilde{T}) = \sigma(T_{\mathcal{C}}) = \sigma(T_{\mathcal{C}|\mathcal{X}}).
\]

**Lemma 4.8** Let $H$ be a nilpotent Lie group with its Lie algebra $\mathfrak{h}$ and $\mathfrak{z}$ the centre of $\mathfrak{h}$. Assume the following conditions hold:

(i) $[\mathfrak{h}, \mathfrak{h}] = \mathfrak{z}$ and $\dim(\mathfrak{h}/\mathfrak{z}) \in 2\mathbb{Z} + 1$.

(ii) The non-trivial coadjoint orbits of $H$ have the same dimension $d$, that is, there is $d \in 2\mathbb{Z}$ such that
\[
\mathfrak{h}^*/H = (\mathfrak{h}^*/H)_d \cup [\mathfrak{h}, \mathfrak{h}]^\perp.
\]

Here $(\mathfrak{h}^*/H)_d$ denotes the space of coadjoint orbits of $H$ of $d$.

If $D \in \text{Der}(\mathfrak{h})$ is diagonalizable, satisfies $\sigma(D) \cap i\mathbb{R} \subseteq \{0\}$, and there exist $z_1, z_2 \in \sigma(D)$ with $(\text{Re} z_1)(\text{Re} z_2) \leq 0$, then $C^*(H \rtimes_D \mathbb{R})$ is AF-embeddable.

**Proof** Assume first that there are $z_1, z_2 \in \sigma(D|\mathfrak{z})$ such that $(\text{Re} z_1)(\text{Re} z_2) \leq 0$. Then $C^*(H \rtimes_D \mathbb{R})$ is AF-embeddable, by Proposition 4.2, and this proves the lemma in this case.

Next assume that $\epsilon \in \{-1, 1\}$ such that
\[
\sigma(D|\mathfrak{z}) \subseteq \epsilon(0, \infty) + i\mathbb{R}.
\]
Define $\tilde{D} \in \text{Der}(\mathfrak{h}/\mathfrak{z})$, $X + \mathfrak{z} \mapsto D(X) + \mathfrak{z}$. We claim that
\[
\sigma(D|\mathfrak{z}) \subseteq \{z + w \mid z, w \in \sigma(\tilde{D})\}.
\]
For proving (4.7), we use the remarks preceding the statement of the present lemma with $\mathcal{V} := \mathfrak{h}$, $\mathcal{Y} := \mathfrak{z}$, and $T := D$. We obtain $\mathcal{V}_\mathbb{C} = \mathcal{X} + \mathcal{Z}_\mathbb{C}$ hence the hypothesis $\mathfrak{z} = [\mathfrak{h}, \mathfrak{h}] = \mathfrak{z}$ implies $\mathcal{Z}_\mathbb{C} = [\mathcal{V}_\mathbb{C}, \mathcal{V}_\mathbb{C}] = [\mathcal{X}, \mathcal{X}]$. Since $D_{\mathcal{C}} \in \text{End}_{\mathbb{C}}(\mathcal{V}_\mathbb{C})$ is a derivation of the complex Lie algebra $\mathcal{V}_\mathbb{C}$, for any $\lambda_1, \lambda_2 \in \sigma(D)$ we have $[\mathcal{V}_\mathbb{C}(\lambda_1), \mathcal{V}_\mathbb{C}(\lambda_2)] \subseteq \mathcal{V}_\mathbb{C}(\lambda_1 + \lambda_2)$. Since $\mathcal{X} = \bigoplus_{\lambda \in \sigma(D_{\mathcal{C}|\mathcal{X}})} \mathcal{X}_\lambda$ and $\mathcal{Z}_\mathbb{C} = [\mathcal{X}, \mathcal{X}]$, we then obtain
\[
\mathcal{Z}_\mathbb{C} \subseteq \bigoplus_{\lambda_1, \lambda_1 \in \sigma(D_{\mathcal{C}|\mathcal{X}})} \mathcal{V}_\mathbb{C}(\lambda_1 + \lambda_2)
\]
and then, by (4.4),
\[
\mathcal{Z}_\mathbb{C} = \bigoplus_{\lambda_1, \lambda_1 \in \sigma(D_{\mathcal{C}|\mathcal{X}})} \mathcal{Z}_\mathbb{C} \cap \mathcal{V}_\mathbb{C}(\lambda_1 + \lambda_2).
\]
Now, since $\sigma(\tilde{D}) = \sigma(D_{\mathbb{C}}|_{\mathcal{X}})$ by (4.5), we directly obtain (4.7).

Then (4.6) and (4.7) imply that there exist

$$z_1, z_2 \in \sigma(\tilde{D}) \quad \text{such that} \quad \text{Re} \, z_1 \leq 0 \leq \text{Re} \, z_2.$$  

(4.8)

Then there is a short exact sequence

$$0 \rightarrow \mathcal{I} \rightarrow C^*(H) \rightarrow C^*(H/Z) \rightarrow 0,$$

where $\tilde{\mathcal{I}} = (\mathfrak{h}^*/H)_d$ and $Z = \exp_H \mathfrak{z}$ is the centre of $H$. Since $\mathfrak{h}$ is two step nilpotent, hence it has only flat orbits, it follows from [6, Lemma 6.8] that $\mathcal{I}$ has continuous trace hence $\tilde{\mathcal{I}}$ is Hausdorff. Since $C^*(H/Z)$ is invariant under automorphisms of $H$, $\mathcal{I}$ is $\text{Aut}(H)$ invariant as well. We thus obtain the short exact sequence

$$0 \rightarrow \mathcal{I} \times \mathbb{R} \rightarrow C^*(H \rtimes_{\alpha_D} \mathbb{R}) \rightarrow C^*((H/Z) \rtimes_{\tilde{\alpha}} \mathbb{R}) \rightarrow 0.$$  

(4.9)

Here, we have that $\sigma(D_{\mathfrak{I}}) \cap \mathbb{R} = \emptyset$ by (4.6), hence, by Lemma 4.7, the continuous action $\alpha_D : \mathbb{R} \times \tilde{\mathcal{I}} \rightarrow \tilde{\mathcal{I}}$ is free and proper. Thus $\mathcal{I} \times_D \mathbb{R}$ has continuous trace by [22, Th. 1.1(3)], hence it is AF-embeddable by [30, Lemma 2.6]. It then follows from condition (4.8) and Example 3.3 that $C^*((H/Z) \rtimes_{\tilde{\alpha}} \mathbb{R})$ is AF-embeddable as well, since the group $H/Z$ is abelian.

Since $\text{dim}(\mathfrak{h}/\mathfrak{z}) \in 2\mathbb{Z} + 1$, then $K_1(C^*((H/Z) \rtimes_{\tilde{\alpha}} \mathbb{R})) = K_0(C^*(H/Z)) = \{0\}$, hence the index map corresponding to the $C^*$-algebra extension (4.9) vanishes. Therefore, by Lemma 4.5, $C^*(H \rtimes_{\alpha_D} \mathbb{R})$ is AF-embeddable.

\[\Box\]

**Remark 4.9** In Lemma 4.8, if the hypothesis $\text{dim}(\mathfrak{h}/\mathfrak{z}) \in 2\mathbb{Z} + 1$ is dropped, then the index map corresponding to (4.9) may not vanish, and $C^*(H \rtimes_{\alpha_D} \mathbb{R})$ may not be AF-embeddable, or even stably finite, as we will see in Theorem 4.14 below.

**Remark 4.10** Let $\mathfrak{h}$ be a finite-dimensional real Lie algebra with a symplectic structure $\omega : \mathfrak{h} \times \mathfrak{h} \rightarrow \mathbb{R}$, and define the corresponding central extension $n := \mathfrak{h} +_\omega \mathbb{R}$ with its Lie bracket $[(X_1, t_1), (X_2, t_2)] := (\{X_1, X_2\}, \omega(X_1, X_2))$ for all $X_1, X_2 \in \mathfrak{h}$ and $t_1, t_2 \in \mathbb{R}$. For any $D_0 \in \text{Der}(\mathfrak{h})$ and $a_0 \in \mathbb{R}$ we define the linear map $D : n \rightarrow n$, $D(X, t) := (D_0X, a_0t)$. Then $D \in \text{Der}(n)$ if and only if

$$\omega(D_0X_1, X_2) + \omega(X_1, D_0X_2) = a_0\omega(X_1, X_2) \quad \text{for all} \quad X_1, X_2 \in \mathfrak{h}.$$  

**Lemma 4.11** Let $\mathfrak{h}$ be the real Lie algebra with a basis $X_1, X_2, X_3, Y_1, Y_2, Y_3$ satisfying the commutation relations $[X_1, X_2] = Y_3, [X_2, X_3] = Y_1, [X_3, X_1] = Y_2$.

(i) The centre of $\mathfrak{h}$ is $\mathfrak{z} := \text{span} \{Y_1, Y_2, Y_3\}$ and $\text{dim} \mathfrak{O}_\xi = 2$ for all $\xi \in \mathfrak{h}^*/\mathfrak{z}^\perp$.

(ii) For any $a_1, a_2, a_3 \in \mathbb{R}$ there exists a unique skew-symmetric bilinear functional $\omega : \mathfrak{h} \times \mathfrak{h} \rightarrow \mathbb{R}$ with $\omega(X, Y) = \delta_{jk}a_j \omega(X_j, X_k) = \omega(Y_j, Y_k) = 0$ for all $j, k \in \{1, 2, 3\}$. Moreover, $\omega$ is a symplectic structure of the Lie algebra $\mathfrak{h}$ if and only if

$$a_1 + a_2 + a_3 = 0 \quad \text{and} \quad a_1a_2a_3 \neq 0.$$  

(4.10)

(iii) For any matrix $B = (b_{jk})_{1 \leq j, k \leq 3} \in M_3(\mathbb{R})$ there exists a unique derivation $D_B \in \text{Der}(\mathfrak{h})$ satisfying $D_BX_j = \sum_{k=1}^3 b_{jk}X_k$ for $j = 1, 2, 3$. If $a_1, a_2, a_3 \in \mathbb{R}$ satisfy (4.10) and $\omega$ is their corresponding symplectic structure of $\mathfrak{h}$ as in (ii) above, then there exists $D \in \text{Der}(\mathfrak{h} +_\omega \mathbb{R})$ with $D|_\mathfrak{h} = D_B$ if and only if

$$b_{ij}(a_i - a_j) = 0 \quad \text{for all} \quad j, k \in \{1, 2, 3\}$$  

(4.11)

and if this is the case then $D(0, 1) = (0, \text{Tr} \, B) \in \mathfrak{h} +_\omega \mathbb{R}$. 

\[\square\]
Proof (i) This is well known.

(ii) It is straightforward to check that $\omega$ is a 2-cocycle if and only if $a_1 + a_2 + a_3 = 0$, and on the other hand $\omega$ is non-degenerate if and only if $a_1 a_2 a_3 \neq 0$. Therefore, $\omega$ is a symplectic structure of the Lie algebra $\mathfrak{h}$ if and only if (4.10) is satisfied.

(iii) In order to obtain a derivation $D_B : \mathfrak{h} \to \mathfrak{h}$ we define $D_B Y_j := [D_B X_r, X_s]$ if $Y_j = [X_r, X_s]$. A straightforward computation then leads to the formula

$$D_B Y_j = - \sum_{k \neq j} b_{kj} Y_k + \left( \sum_{k \neq j} b_{kk} \right) Y_j \text{ for } j = 1, 2, 3,$$

which further implies

$$\omega(D_B X_1, Y_j) + \omega(X_1, D_B Y_j) = \begin{cases} (\text{Tr } B) a_j = (\text{Tr } B) \omega(X_1, Y_j) & \text{if } i = j, \\ b_{ij} (a_i - a_j) & \text{if } i \neq j. \end{cases}$$

Since $\omega(X_i, Y_j) = 0$ if $i \neq j$, the assertion then follows by Remark 4.10. \hfill $\square$

**Theorem 4.12** Let $\mathfrak{h}$ be the real Lie algebra with a basis $X_1, X_2, X_3, Y_1, Y_2, Y_3$ satisfying the commutation relations

$$[X_1, X_2] = Y_3, \quad [X_2, X_3] = Y_1, \quad [X_3, X_1] = Y_2.$$

For any $a_1, a_2, a_3 \in \mathbb{R}$ with $a_1 + a_2 + a_3 = 0 \neq a_1 a_2 a_3$, let $\omega : \mathfrak{h} \times \mathfrak{h} \to \mathbb{R}$ be the symplectic form satisfying $\omega(X_j, Y_k) = \delta_{jk} a_j$, $\omega(X_j, X_k) = \omega(Y_j, Y_k) = 0$ for all $j, k \in \{1, 2, 3\}$, and define the corresponding central extension

$$\mathfrak{n} := \mathfrak{h} + \omega \mathbb{R}.$$

For any $b_1, b_2, b_3 \in \mathbb{R}$ with $b_1 + b_2 + b_3 \neq 0$, let $D \in \text{Der}(\mathfrak{n})$ be the unique derivation with $DX_j = b_j X_j$ for $j = 1, 2, 3$. If we denote by $N \rtimes_D \mathbb{R}$ the 8-dimensional exponential solvable Lie group whose Lie algebra is $\mathfrak{n} \rtimes \mathbb{R}$, then the following assertions are equivalent:

1. $C^*(N \rtimes_D \mathbb{R})$ is not AF-embeddable.
2. $C^*(N \rtimes_D \mathbb{R})$ is not stably finite.
3. There exists $\epsilon \in \{\pm 1\}$ with $\epsilon z > 0$ for every $z \in \sigma(D)$.
4. There exists $\epsilon \in \{\pm 1\}$ with $\epsilon b_j > 0$ for $j = 1, 2, 3$.

Proof The existence and uniqueness of the symplectic form $\omega$ and the derivation $D$ as in the statement follow by Lemma 4.11.

The last two assertions in the statement are clearly equivalent since

$$\sigma(D) = \{b_j \mid j = 1, 2, 3\} \cup \left\{ \sum_{k \neq j} b_k \mid j = 1, 2, 3 \right\} \cup \{b_1 + b_2 + b_3\}$$

by Lemma 4.11(iii) and (4.12). This also shows that $\sigma(D) \subseteq \mathbb{R}$, hence $N \rtimes \mathbb{R}$ is an exponential (actually, a completely solvable) Lie algebra.

If there exists $\epsilon \in \{\pm 1\}$ with $\epsilon z > 0$ for every $z \in \sigma(D)$, then $C^*(N \rtimes_D \mathbb{R})$ is not stably finite by Theorem 3.5.

Conversely, assume that there exists no $\epsilon \in \{\pm 1\}$ with $\epsilon b_j > 0$ for $j = 1, 2, 3$. Then, denoting $D_B := D|_{\mathfrak{h}} \in \text{Der}(\mathfrak{h})$ as in Lemma 4.11, we have

$$\sigma(D_B) = \{b_j \mid j = 1, 2, 3\} \cup \left\{ \sum_{k \neq j} b_k \mid j = 1, 2, 3 \right\}$$
hence $\sigma(D_B) \cap i\mathbb{R} \subseteq \{0\}$ and there exist $z_1, z_2 \in \sigma(D_B)$ with $(\text{Re } z_1)(\text{Re } z_2) \leq 0$. Therefore $C^*(H \rtimes_D \mathbb{R})$ is AF-embeddable by Lemma 4.8 along with Lemma 4.11(i). Now, since $\dim(N \rtimes_D \mathbb{R}) = 8 \in 4\mathbb{Z}$, Corollary 3.11(ii) implies that $C^*(N \rtimes_D \mathbb{R})$ is AF-embeddable, and this finishes the proof. \hfill $\square$

For Lemma 4.13 and Theorem 4.14 below, we recall that a finite-dimensional real division algebra is a finite-dimensional real vector space $\mathbb{K}$ endowed with a bilinear map $\mathbb{K} \times \mathbb{K} \to \mathbb{K}$, $(v, w) \mapsto vw$, whose corresponding linear mappings $v \mapsto vw$ and $w \mapsto vu$ are injective (hence bijective) for all $v_0, w_0 \in \mathbb{K} \setminus \{0\}$. If this is the case, then $\dim_{\mathbb{R}} \mathbb{K} \in \{1, 2, 4, 8\}$ by [8, Cor. 1], and these values of $\dim_{\mathbb{R}} \mathbb{K}$ are realized for instance if $\mathbb{K}$ is the real field $\mathbb{R}$, the complex field $\mathbb{C}$, the quaternion field $\mathbb{H}$, and the octonion (non-associative) algebra $\mathbb{O}$, respectively.

Let $\mathbb{K}$ be a finite-dimensional real division algebra and define

$$\omega: (\mathbb{K}^n \times \mathbb{K}^n) \times (\mathbb{K}^n \times \mathbb{K}^n) \to \mathbb{K},$$

$$\omega((v_1, w_1), (v_2, w_2)) := \sum_{k=1}^n (v_{1k} w_{2k} - v_{2k} w_{1k})$$

for $v_j = (v_{j1}, \ldots, v_{jn})$, $w_j = (w_{j1}, \ldots, w_{jn}) \in \mathbb{K}^n$, $j = 1, 2$. It is clear that $\omega((v_1, w_1), (v_2, w_2)) = -\omega((v_2, w_2), (v_1, w_1))$, hence we may define the real 2-step nilpotent Lie algebra

$$\mathfrak{n}_\mathbb{K} := \mathbb{K}^n \times \mathbb{K}^n \times \mathbb{K}$$

with its Lie bracket $[(v_1, w_1, z_1), (v_2, w_2, z_2)] := ([0, 0, \omega((v_1, w_1), (v_2, w_2))]).$ Let $H_\mathbb{K} = (\mathfrak{n}_\mathbb{K}, \cdot)$ be the nilpotent Lie group whose Lie algebra is $\mathfrak{n}_\mathbb{K}$.

**Lemma 4.13** Let $\mathbb{K}$ be a finite-dimensional real division algebra, and define $\mathfrak{z} := \{0\} \times \{0\} \times \mathbb{K} \subseteq \mathfrak{n}_\mathbb{K}$. Then the following assertions hold:

(i) We have $[\mathfrak{h}_\mathbb{K}, \mathfrak{n}_\mathbb{K}] = \mathfrak{z}$ and $\mathfrak{z}$ is the centre of $\mathfrak{h}$.

(ii) For every $\xi \in \mathfrak{n}_\mathbb{K} \setminus [\mathfrak{h}_\mathbb{K}, \mathfrak{n}_\mathbb{K}]$, we have $\mathfrak{h}_\mathbb{K} \llbracket \xi \rrbracket = \mathfrak{z}$ and $\dim \mathfrak{h}_\mathbb{K} = 2n$, $\dim \mathfrak{n}_\mathbb{K} = 2n \dim \mathfrak{h}_\mathbb{K}$.

(iii) The mapping $r_\mathfrak{z}: (\mathfrak{n}_\mathbb{K} \setminus \mathfrak{z})/H_\mathbb{K} \to \mathfrak{z} \setminus \{0\}$, $O_\mathfrak{z} \mapsto \xi |_\mathfrak{z}$ is a well-defined homeomorphism.

(iv) If $a = (a_1, \ldots, a_n), b = (b_1, \ldots, b_n) \in \mathbb{R}^n, c \in \mathbb{R}$, and $D: \mathfrak{n}_\mathbb{K} \to H_\mathbb{K}$ is the $\mathbb{R}$-linear mapping defined by

$$D(v, w, z) := ((a_1 v_1, \ldots, a_n v_n), (b_1 w_1, \ldots, b_n w_n), cz),$$

then $D \in \text{Der}(\mathfrak{n}_\mathbb{K})$ if and only if $a_k + b_k c$ for $k = 1, \ldots, n$.

**Proof** (i) It is clear that $[\mathfrak{h}_\mathbb{K}, \mathfrak{n}_\mathbb{K}] = \mathfrak{z}$ and $[\mathfrak{n}_\mathbb{K}, \mathfrak{z}] = \{0\}$. In order to prove that $\mathfrak{z}$ is actually equal to the centre of $\mathfrak{h}_\mathbb{K}$, let us assume that there exists $x_0 := (v_0, w_0, z) \in \mathfrak{h}_\mathbb{K} \setminus \mathfrak{z}$ with $[x_0, \mathfrak{h}_\mathbb{K}] = \{0\}$ and $v_0 = (v_{01}, \ldots, v_{0n}), w_0 = (w_{01}, \ldots, w_{0n}) \in \mathbb{K}^n$. Since $x_0 \notin \mathfrak{z}$, there exists $j \in \{1, \ldots, n\}$ such that $x_0 j \in \mathbb{K} \setminus \{0\}$ or $v_{0j} \notin \mathbb{K} \setminus \{0\}$. If for instance $v_{0j} \nequiv 0$, then we define $x := (v, w, 0) \in \mathfrak{h}$ where $v = 0 \in \mathbb{K}^n$ and $w = (w_1, \ldots, w_n) \in \mathbb{K}^n$ is given by $w_k = 0$ if $k \in \{1, \ldots, n\} \setminus \{j\}$ and $w_j = v_{0j} \in \mathbb{K}$, and we obtain $[x_0, x] = (0, 0, v_{0j} v_{0j}) \in \mathfrak{h} \setminus \{0\}$, which is a contradiction with the assumption $[x_0, \mathfrak{h}] = \{0\}$. The case $w_j \in \mathbb{K} \setminus \{0\}$ can be discussed similarly.

(ii) We have $\mathfrak{h}_\mathbb{K} \llbracket \xi \rrbracket = \{x \in \mathfrak{h} \mid [x, \mathfrak{h}_\mathbb{K}] \subseteq \text{Ker} \xi \}$, so the inclusion $\mathfrak{z} \subseteq \mathfrak{h}_\mathbb{K} \llbracket \xi \rrbracket$ follows by (i). For the converse inclusion, assume there exists $x_0 := (v_0, w_0, z) \in \mathfrak{h}_\mathbb{K} \llbracket \xi \rrbracket \setminus \mathfrak{z}$. Since $x_0 \notin \mathfrak{z}$, there exists $j \in \{1, \ldots, n\}$ with $v_{0j} \notin \mathbb{K} \setminus \{0\}$ or $w_{0j} \notin \mathbb{K} \setminus \{0\}$. If for instance
$v_{0j} \neq 0$, then for any $y = (v, w, 0) \in \mathfrak{h}$ with $v \in \mathbb{K}^n$ and $w = (w_1, \ldots, w_n) \in \mathbb{K}^n$ with $w_k = 0$ if $k \in \{1, \ldots, n\} \setminus \{j\}$ we have $[x_0, x_j] = (0, 0, v_{0j} w_j)$. Here $w_j \in \mathbb{K}$ is arbitrary and $v_{0j} \in \mathbb{K} \setminus \{0\}$ hence, since $\mathbb{K}$ is a division algebra, it follows that $\mathfrak{z} \subseteq \{x_0, \mathfrak{h}_x\}$. On the other hand, we have by assumption $x_0 \in \mathfrak{h}_{K}(\xi)$, hence $[\mathfrak{h}_{K}, \mathfrak{h}_x] = \mathfrak{z} \subseteq [x, \mathfrak{h}_{K}] \subseteq \text{Ker } \xi$, a contradiction with the hypothesis $\xi \in \mathfrak{h}_{K}^* \setminus \{[\mathfrak{h}_{K}, \mathfrak{h}_x]\}$. The second assertion follows by the general equality $\dim O_\xi = \dim (\mathfrak{h}_{K}/\mathfrak{h}_x(\xi))$.

(iii) For every $\xi \in \mathfrak{h}_{K}^* \setminus \{[\mathfrak{h}_{K}, \mathfrak{h}_x]\}$ we have $O_\xi = \xi + \mathfrak{z}^\perp$ by (iii) hence the mapping $r_3$ is well-defined and bijective. Moreover, if we define $r : \mathfrak{h}_{K}^* \setminus \mathfrak{z}^\perp \to \mathfrak{z}^* \setminus \{0\}$, $\xi \mapsto \xi|_3$, and $q : \mathfrak{h}_{K}^* \setminus \mathfrak{z}^\perp \to (\mathfrak{h}_{K}^* \setminus \mathfrak{z}^\perp)/H_3$, $\xi \mapsto O_\xi$, then $r_3 \circ q = r$ and, since $r$ is a continuous open mapping and $q$ is a quotient mapping, it follows that $r_3$ is continuous and open.

(iv) This assertion is straightforward.

\textbf{Theorem 4.14} Let $\mathbb{K}$ be a finite-dimensional real division algebra. Assume $a = (a_1, \ldots, a_n)$, $b = (b_1, \ldots, b_n) \in \mathbb{R}^n$, and $c \in \mathbb{R}$, are such that $a_k + b_k = c \neq 0$ for $k = 1, \ldots, n$, and let $D \in \text{Der}(\mathfrak{h}_{\mathbb{K}})$ be the $\mathbb{R}$-linear mapping defined by $D(v, w, z) := ((a_1 v_1, \ldots, a_n v_n), (b_1 w_1, \ldots, b_n w_n), c z)$. If $H_{\mathbb{K}} \rtimes_{D} \mathbb{R}$ is the simply connected Lie group whose Lie algebra is $\mathfrak{h}_{\mathbb{K}} \times \mathbb{R}D$, then $\mathfrak{N}(C^*(H_{\mathbb{K}} \rtimes_{D} \mathbb{R})) \neq \{0\}$. If moreover $\mathbb{K} \neq \mathbb{R}$, then $C^*(H_{\mathbb{K}} \rtimes_{D} \mathbb{R})$ is not stably finite.

\textbf{Proof} Since $H_{\mathbb{K}}$ is a nilpotent Lie group, we may use Kirillov’s homeomorphism $\widehat{H_{\mathbb{K}}} \simeq \mathfrak{h}_{\mathbb{K}}^*/H_{\mathbb{K}}$ along with (iii) to obtain a short exact sequence

$$0 \to I \hookrightarrow C^*(H_{\mathbb{K}}) \to C^*(H_{\mathbb{K}}/Z) \to 0$$

where one has $*$-isomorphisms $I \simeq C_0(\mathfrak{z}^* \setminus \{0\}) \otimes \mathbb{K}(\mathcal{H}_0)$ for some separable infinite-dimensional complex Hilbert space $\mathcal{H}_0$ and $C^*(H_{\mathbb{K}}/Z) \simeq C_0(\mathfrak{z}^*)$. The derivation $D$ gives rise to a group action $\alpha : (\mathfrak{h}_{\mathbb{K}}^*/H_{\mathbb{K}}) \times \mathbb{R} \to (\mathfrak{h}_{\mathbb{K}}^*/H_{\mathbb{K}}, (O_\xi, t) \mapsto O_{\xi e^{tc}}D$. If we fix any real scalar product on $\mathfrak{z}$ and we denote by $S_{\mathfrak{z}}^*$ its corresponding unit sphere, then we have the homeomorphism

$$S_{\mathfrak{z}}^* \times \mathbb{R} \to \mathfrak{z}^* \setminus \{0\}, \quad (\eta, t) \mapsto e^{tc} \eta$$

since $c \in \mathbb{R} \setminus \{0\}$, which gives a $*$-isomorphism $C_0(\mathfrak{z}^* \setminus \{0\}) \simeq C(S_{\mathfrak{z}}^*) \otimes C(\mathbb{R})$. We then obtain $*$-isomorphisms

$$I \rtimes_{\alpha} \mathbb{R} \simeq (C_0(\mathfrak{z}^* \setminus \{0\}) \otimes \mathbb{K}(\mathcal{H}_0)) \rtimes_{\alpha} \mathbb{R} \simeq C(S_{\mathfrak{z}}^*) \otimes (C_0(\mathbb{R}) \rtimes_{c} \mathbb{R}) \otimes \mathbb{K}(\mathcal{H}_0) \simeq C(S_{\mathfrak{z}}^*) \otimes \mathbb{K}(\mathcal{L}^2(\mathbb{R})) \otimes \mathbb{K}(\mathcal{H}_0) \simeq C(S_{\mathfrak{z}}^*) \otimes \mathbb{K}(\mathcal{H}_0).$$

The above crossed product $C_0(\mathbb{R}) \rtimes_{c} \mathbb{R}$ is defined via the group action

$$C_0(\mathbb{R}) \times \mathbb{R} \to C_0(\mathbb{R}), \quad (\varphi, t) \mapsto \varphi_{t}, \text{ where } \varphi_{t} := \varphi(se^{tc}),$$

hence one has a $*$-isomorphism $C_0(\mathbb{R}) \rtimes_{c} \mathbb{R} \simeq \mathbb{K}(\mathcal{L}^2(\mathbb{R}))$ since $c \in \mathbb{R} \setminus \{0\}$. The above $*$-isomorphisms show that $\mathfrak{N}(I \rtimes_{\alpha} \mathbb{R}) \neq \{0\}$. Since $I \rtimes_{\alpha} \mathbb{R}$ is an ideal of $C^*(H_{\mathbb{K}}) \rtimes_{c} \mathbb{R}$, and $C_0(H_{\mathbb{K}}) \rtimes_{c} \mathbb{R} \simeq C^*(H_{\mathbb{K}} \times_{c} \mathbb{R})$, we obtain $\mathfrak{N}(C^*(H_{\mathbb{K}} \rtimes_{D} \mathbb{R})) \neq \{0\}$.

If moreover $\mathbb{K} \neq \mathbb{R}$, then $\dim_{\mathbb{R}} \mathbb{K} \in 2\mathbb{Z}$, hence $\dim(H_{\mathbb{K}} \rtimes_{D} \mathbb{R}) \in 2\mathbb{Z} + 1$, and it follows that $C^*(H_{\mathbb{K}} \rtimes_{D} \mathbb{R})$ is not stably finite by Theorem 3.1.
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