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The PHENIX experiment has measured the suppression of semi-inclusive single high transverse momentum $\pi^0$'s in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The present understanding of this suppression is in terms of energy-loss of the parent (fragmenting) parton in a dense color-charged medium. We have performed a quantitative comparison between various parton energy-loss models and our experimental data. The statistical point-to-point uncorrelated as well as correlated systematic uncertainties are taken into account in the comparison. We detail this methodology and the resulting constraint on the model parameters, such as the initial color-charge density $dN^q/dy$, the medium transport coefficient $\langle q \rangle$, or the initial energy-loss parameter $\epsilon_0$. We find that high transverse momentum $\pi^0$ suppression in Au+Au collisions has sufficient precision to constrain these model dependent parameters at the $\pm 20$--25% (one standard deviation) level. These constraints include only the experimental uncertainties, and further studies are needed to compute the corresponding theoretical uncertainties.

PACS numbers: 25.75.Dw

I. INTRODUCTION

Heavy ion collisions at very high energy are of interest due to the formation of a novel partonic medium approximately the size of a large nucleus, but with an energy density exceeding that of normal nuclei by considerably more than an order of magnitude. At such high energy densities, it is believed that quarks and gluons are no longer confined in hadrons, but may be constituents of a quark-gluon plasma with characteristics of a near-perfect fluid (for a detailed review see [1]). Experiments at the Relativistic Heavy Ion Collider (RHIC) have already demonstrated that a very hot and dense, strongly interacting medium is created in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV [2]. The goal is now to quantitatively determine the properties of this medium.

Important properties of the medium include the density of color-charges as well as the exchange of transverse momentum between parton probes and the medium. In rare events, in addition to the creation of the medium, there can also be a hard scattering (high-$Q^2$ process) between the colliding partons that, at leading order, sends two high-energy quark or gluon partons in opposite transverse directions. These high-energy partons can be utilized to probe both the color-charge density of the medium and the coupling strength between the parton and the medium. There are various calculational frameworks for modeling these interactions (for a detailed review see [2]).

In this paper, we consider four specific calculations of parton energy-loss (discussed below): the Parton Quenching Model (PQM) [3], the Gyulassy-Levai-Vitev (GLV) model [4], the Wicks-Horowitz-Djordjevic-Gyulassy (WHDG) model [5], and the Zhang-Owens-Wang-Wang (ZOWW) model [6]. We detail a quantitative method of assessing the sensitivity of the latest measurements to the input parameters of these models that characterize the initial parton density or medium transport coefficients.

II. EXPERIMENTAL RESULTS

During the 2004 data-taking period at the Relativistic Heavy Ion Collider, the PHENIX experiment recorded an integrated luminosity of 0.24 nb$^{-1}$ in $\sqrt{s_{NN}}=200$ GeV Au+Au collisions, which extends the measurement of $\pi^0$ to much higher $p_T$ than previous data sets allowed. The results and further details of this measurement are given in [3]. A brief description is given below.

The PHENIX experiment measures $\pi^0$'s via the two-photon decay mode with two types of highly segmented ($\Delta\eta \times \Delta\phi \approx 0.01 \times 0.01$) electromagnetic calorimeters (EMCal) located at the radial distance of approximately 5 m from the vertex [8]. One is a lead scintillator sampling calorimeter (PbSc), which covers the geometrical acceptance of $|\eta| < 0.35$ and $\Delta\phi = 3/4\pi$. The other is a lead glass Cerenkov calorimeter (PbGl), whose geometrical coverage is $|\eta| < 0.35$ and $\Delta\phi = \pi/4$. The energy resolution of the PbSc and PbGl calorimeters as determined from test beam measurements are given by $8.1%/\sqrt{E(\text{GeV})} \oplus 2.1\%$ and $5.9%/\sqrt{E(\text{GeV})} \oplus 0.8\%$, respectively. The energy calibration of the EMCal modules is based upon the measured position of the $\pi^0$ mass peak, the deposited energy of minimum ionizing particles which traverse the calorimeter, and the ratio of energy to momentum which is expected to be about 1 for electrons identified by the Ring-Imaging Cerenkov detector. The systematic uncertainty on the energy scale is $\sim 1\%$, which corresponds to $\sim 7$--12% uncertainty on the invariant $\pi^0$ yield over the $p_T$ range of the measurement.
Neutral pions were reconstructed in their $\pi^0 \rightarrow \gamma\gamma$ decay channel. Photon candidates are identified by applying particle identification cuts based mainly on the shower shape. The invariant mass for all photon-pair combinations within one event that satisfy cuts on the energy asymmetry $|E_{\gamma_1} - E_{\gamma_2}|/(E_{\gamma_1} + E_{\gamma_2}) < 0.8$ were calculated in bins of $p_T$. The combinatorial background is determined by combining into pairs uncorrelated photons from different events with similar centrality, reaction plane, and vertex location.

The raw $\pi^0$ yield was obtained by integrating the mass peak region of the invariant mass distribution after subtracting the combinatorial background. The raw spectra are corrected for the detector response (energy resolution), the reconstruction efficiency, and occupancy effects (e.g., overlapping clusters). These corrections are made by embedding simulated single $\pi^0$s from a full GEANT simulation of the PHENIX detector into real events, and analyzing the embedded $\pi^0$ events with the same analysis cuts as used with real events.

After computing the invariant yields in Au+Au collisions \emph{[9]}, the medium effects are quantified using the nuclear modification factor ($R_{AA}$). $R_{AA}$ is the ratio between the measured yield and the expected yield for point-like processes scaled from the p+p result, and is defined as:

$$ R_{AA}(p_T) = \frac{(1/N_{AA}^{evt})d^2N_{AA}^{\pi^0}/dp_Tdy}{\langle T_{AA}\rangle d^2\sigma_{NN}^{\pi^0}/dp_Tdy} , $$  \quad (1) 

where $\langle T_{AA}\rangle$ is the average Glauber nuclear overlap function for the Au+Au centrality bin under consideration

$$ \langle T_{AA}\rangle \equiv \int T_{AA}(b) db \int (1 - e^{-\sigma_{coll}^{inel} T_{AA}(b)}) db = \langle N^{\sigma_{coll}^{inel}}_{coll}/\sigma_{NN}^{inel} \rangle , $$  \quad (2) 

where $\langle N^{\sigma_{coll}^{inel}}_{coll} \rangle$ is the average number of inelastic nucleon-nucleon collisions for the Au+Au centrality bin under consideration calculated with inelastic nucleon-nucleon cross section $\sigma_{NN}^{inel}$.

The measured nuclear modification factors for 0-5% central Au+Au reactions at $\sqrt{s_{NN}} = 200$ GeV are shown in Fig. 1 and tabulated in Table 1 with statistical and systematic uncertainties. The systematic uncertainties fall into three categories. We denote Type A uncertainties as systematic uncertainties which are uncorrelated from point-to-point. Type A systematic uncertainties are added in quadrature with statistical uncertainties and are shown as uncertainty bars. Partially correlated point-to-point systematic uncertainties are broken into a 100% correlated component, referred to as Type B, and the above mentioned Type A. The Type B uncertainties are shown as gray boxes. The sources of type B uncertainties are discussed in detail in \emph{[9]}, and are dominated by energy scale uncertainties and are shown as uncertainty bars. Partially correlated point-to-point systematic uncertainties are broken into a 100% correlated component, referred to as Type B, and the above mentioned Type A. The Type B uncertainties are shown as gray boxes. The sources of type B uncertainties are discussed in detail in \emph{[9]}, and are dominated by energy scale uncertainties, but also have contributions from photon shower merging at the highest $p_T$ (\approx 15 − 20 GeV/c). There are also global systematic uncertainties, referred to as type C uncertainties, that are globally correlated systematic uncertainties (i.e., where all data points move by the same multiplicative factor). The type C uncertainties are ±12% and derive from uncertainties in the calculated nuclear thickness function and from the p+p absolute normalization.

### III. THEORETICAL CALCULATIONS

The Parton Quenching Model (PQM) \emph{[4]} encodes the dissipative properties of the system in terms of a single transport-coefficient, often referred to as $\hat{q}$, obtained as the product of the parton-medium cross-section times the color-charge density. The average $\hat{q}$ quantifies the average squared transverse momentum transferred from the medium to the parton per mean free path. The PQM model is a Monte Carlo program constructed using the quenching weights from BDMPS \emph{[10, 11]}. BDMPS is a perturbative calculation explicitly including only coherent radiative energy-loss for the parton via gluon bremsstrahlung. The PQM model incorporates a realistic transverse collision geometry, though with a static medium. It is also notable that the PQM model does not include initial state multiple scattering or modified nuclear parton distribution functions (PDFs).

The Gyulassy-Levi-Vitev (GLV) \emph{[2]} model is a formalism developed to calculate in-medium gluon bremsstrahlung. An analytic expression is derived for the single gluon emission spectrum to all orders in opacity, assuming an infrared cut-off given by the plasmon
frequency. Thus, within this framework, one can extract
the local color-charge density. The color-charge density
is written simply as \( dN^q / dy \), assuming a completely gluonic medium, or an equivalent \( dN^{q,g} / dy \) for a mixture
of quarks and gluons. In [12], using a realistic transverse
collision geometry, the authors calculate a priori, without
energy-loss, the single fixed geometrical average path
length from the production point to the medium edge,
\( \langle L \rangle_{\text{prod}} \), and use it to calculate the parton energy-loss in
a Bjorken expanding medium [13]. The calculation also incorporates initial state multiple scattering effects and
modified nuclear PDF’s.

The Wicks-Horowitz-Djordjevic-Gyulassy (WHDG) model utilizes the generalized GLV formalism [14] for
radiative energy-loss described above. In addition, their
calculation includes a convolution of radiative energy-loss
and collisional energy-loss mechanisms. A realistic transverse
collision geometry with a Bjorken time expansion is utilized, and then a full distribution of parton paths through the medium is calculated. The WHDG model does not yet include initial state multiple scattering or modified PDF’s.

The Zhang-Owens-Wang-Wang (ZOWW) calculations incorporate a next-to-leading order perturbative QCD parton model with modified jet fragmentation functions. The calculation explicitly includes only radiative energy-loss. A hard-sphere transverse collision geometry with a one dimensional expanding medium is utilized. The calculation also incorporates initial state multiple scattering effects and modified nuclear PDF’s.

The top left panel of Fig. 2 shows a comparison of the experimental data with calculated results using the PQM energy-loss model (as described in [6]) corresponding to different \( \langle \hat q \rangle \) values [16]. Note that only a subset of all the calculations corresponding to different \( \langle \hat q \rangle \) values are shown in the figure for clarity. The upper right panel shows the \( \pi^0 \) suppression factor predicted at \( p_T = 20 \text{ GeV/c} \) from the PQM model as a function of the \( \langle \hat q \rangle \) value. One can see that as the \( \langle \hat q \rangle \) increases, the additional suppression becomes smaller (i.e. saturates). This saturation effect was noted in [14], and interpreted as a result of the dominance of preferential surface emission.

The other panels of Fig. 2 show similar comparisons of the experimental data with calculated results utilizing the GLV numerical calculation framework (as described in [12]) corresponding to different \( dN^q / dy \) values [17]; the WHDG calculational framework (as described in [6]) corresponding to different \( dN^{q,g} / dy \) values [18]; and the ZOWW calculational framework (as detailed in [7]) corresponding to different \( c_0 \) values [19]. Note that all calculations are shown only for \( p_T > 5 \text{ GeV/c} \) as that is where the calculations are considered applicable.

In Fig. 3 the same \( \pi^0 \) suppression factor predicted
FIG. 2: (Color online) Left panels show $\pi^0 R_{AA}$ for 0-5% Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV and predictions from PQM [4], GLV [12], WHDG [6], and ZOWW [7] models with (from top to bottom) $\langle \hat{q} \rangle$ values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5, 101.4 GeV$^2$/fm; $dN/dy$ values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; $dN/dy$ values of 500, 800, 1100, 1400, 1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and $\epsilon_0$ values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the best fit cases of (top) $\langle \hat{q} \rangle = 13.2$, (upper middle) $dN/dy = 1400$, (lower middle) $dN/dy = 1400$, and (bottom) $\epsilon_0 = 1.88$ GeV/fm. Right panels show $R_{AA}$ at $p_T = 20$ GeV/c.
at $p_T=20$ GeV/$c$ from the PQM model as a function of the $\langle \hat{q} \rangle$ value is shown, but in this case with a log-x and log-y scale. The $R_{AA} \approx 0.75/\sqrt{\langle \hat{q} \rangle}$ with $\langle \hat{q} \rangle$ in units of GeV$^2$/fm over the range $5 < \langle \hat{q} \rangle < 100$. This means that over this range for a given fractional change in $\langle \hat{q} \rangle$ there is always the same fractional change in $R_{AA}$ (i.e. $\Delta \langle \hat{q} \rangle/\langle \hat{q} \rangle \approx 2.0 \cdot \Delta R_{AA}/R_{AA}$).

IV. COMBINED RESULTS

The task is now to detail how the experimental uncertainties (statistical and systematic) constrain the model parameters that are reflected in the suppression factors. As described previously, the uncertainties of the measured points are separated into Type A ($p_T$-uncorrelated, statistical $\oplus$ systematic, $\sigma_i$), Type B ($p_T$-correlated, $\sigma_b$, boxes on Fig. 1), Type C (normalization, uniform fractional shift for all points, $\sigma_c$), where the $\sigma$’s represent the standard deviations of the assumed Gaussian distributed uncertainties. With the predicted theory value $\mu_i(p)$ for each data point calculated for different values of the input parameter $p$, we perform a least-squares fit to the theory by finding the values of $p$, $\epsilon_b$, $\epsilon_c$ that minimize:

$$
\chi^2(\epsilon_b, \epsilon_c, p) = \left[ \sum_{i=1}^{n} \frac{(y_i + \epsilon_b \sigma_{b_i} + \epsilon_c \sigma_{c_i} - \mu_i(p))^2}{\sigma_i^2} \right] + \epsilon_b^2 + \epsilon_c^2
$$

(3)

where $\epsilon_b$ and $\epsilon_c$ are the fractions of the type B and C systematic uncertainties that all points are displaced together and where $\sigma_i = \sigma(y_i + \epsilon_b \sigma_{b_i} + \epsilon_c \sigma_{c_i})/y_i$ is the point-to-point random uncertainty scaled by the multiplicative shift in $y_i$ such that the fractional uncertainty is unchanged under systematic shifts, which is true for the present measurement. For clarity of presentation, the derivation of Eq. 3 (above) is given in Appendix A.

For any fixed values of $\epsilon_b$, $\epsilon_c$, Eq. 3 follows the $\chi^2$ distribution with $n + 2$ degrees of freedom, for testing the theoretical predictions $\mu_i(p)$, because it is the sum of $n + 2$ Gaussian distributed random variables. The best fit, $\chi^2_{\min}$, the minimum of $\chi^2(\epsilon_b, \epsilon_c, p)$ by variation of $\epsilon_b, \epsilon_c$, and $p$, is found by standard methods (for example using a MINUIT type minimization algorithm) and should follow the $\chi^2$ distribution with $n - 1$ degrees of freedom. The correlated uncertainties of the best fit parameters are estimated in the Gaussian approximation by $\chi^2_{\epsilon_b, \epsilon_c, p} = \chi^2_{\min} + N^2$ for $N$ standard deviation ($\sigma$) uncertainties.

The present experimental type B uncertainties have point-to-point correlations whose exact correlation matrix is difficult to evaluate precisely. Thus, we consider two limiting correlation cases. The first is where the type B uncertainties are 100% correlated, i.e. all points move in the same direction by the same fraction of their respective type B uncertainty. The second is where the type B uncertainties are correlated such that the low $p_T$ and high $p_T$ points may shift with opposite sign (and linearly scaled in between), thus tilting the $R_{AA}$ either upward or downward as a function of $p_T$. The minimum $\chi^2$ of the two cases is used for each constraint.

We take as a first example the resulting theory predictions from the PQM model. For each calculation characterized by the $\langle \hat{q} \rangle$, we calculate $\chi^2$. We determine this value by varying $\epsilon_b$ and $\epsilon_c$ (the systematic offsets) until we obtain the minimum $\chi^2$. These values are shown in Fig. 4 in the top panel. One can see that the overall lowest $\chi^2$ value corresponds to $\langle \hat{q} \rangle \approx 13$ GeV$^2$/fm.

We then calculate the p-value for the $\chi^2$ (the minimum of Eq. 3), where the p-value is defined as:

$$
p-value = \int_{\chi^2}^{\infty} \chi^2_{\min}(z)dz
$$

(4)
where $\chi^2_{(n_d)}$ is the chi-square distribution with the appropriate number of degrees of freedom, $n_d$ [20]. This calculation is valid since the goodness-of-fit statistic $\hat{\chi}^2$ follows a standard $\chi^2$ distribution. Note that $p$-value is the probability, under the assumption that the hypothesis is correct, of randomly obtaining data with a worse fit to the hypothesis than the experimental data under test [20]. These $p$-value's are shown in the middle panel of Fig. [4].

We find the overall minimum (or best) $\hat{\chi}^2$, and then compute which $\langle \hat{q} \rangle$ scenarios are one and two standard deviations away from this minimum. The PQM transport coefficient $\langle \hat{q} \rangle$ is constrained by the experimental data as $13.2^{+2.1}_{-3.2}$ and $13.3^{+3.2}_{-5.2}$ GeV$^2$/fm at the one and two standard deviation levels, respectively. The two standard deviation constraints correspond to the 95% confidence intervals. We note that this range of large $\langle \hat{q} \rangle$ values is currently under intense theoretical debate (see for example [21]). Thus, the quoted $\langle \hat{q} \rangle$ constraint is for the model-dependent parameter of the specific PQM implementation, and relating this parameter to the fundamental value of the mean transverse momentum squared exchange per unit length traversed may substantially lower the value.

We apply the identical procedure to the GLV, WHDG, and ZOWW calculations and show those results in Figs. [5] and [7]. For the GLV calculations this results in a constraint of $dN^g/dy = 1400^{+270}_{-150}$ and $-510^{+510}_{-290}$ at the one and two standard deviation levels, respectively. Constraints for the WHDG model are $dN^g/dy = 1400^{+375}_{-200}$ and $-600^{+600}_{-540}$ at the one and two standard deviation levels, respectively. Constraints for the ZOWW model are $\epsilon_0 = 1.9^{+0.2}_{-0.3}$ and $-0.7^{+0.7}_{-0.6}$ at the one and two standard deviation levels, respectively. All of these constraint results are summarized in Table [1].

For each of the above fits, there is a best fit value of $\epsilon_0$ and $\epsilon_c$ corresponding to the parameters in Eq. [5]. For completeness, these values are for PQM, GLV, WHDG, and ZOWW, $\epsilon_0 = 0.6$ and $\epsilon_c = -0.3$, $\epsilon_b = 0.7$ and $\epsilon_c = -0.0$, $\epsilon_b = 2.1$ and $\epsilon_c = -1.5$, and $\epsilon_b = 1.1$ and $\epsilon_c = -0.6$, respectively. All of the models considered here have a steeper $p_T$-dependence of $R_{AA}$ than the experimental data. Thus, the best fit is obtained within the type B uncertainties by tilting the $R_{AA}$.

It is notable that although there is a well defined overall minimum in the modified $\hat{\chi}^2$ for all four models, the maximum $p$-value in each case is different. In the PQM, GLV, and ZOWW models the maximum $p$-value's are ap-

FIG. 4: (Color online) The statistical analysis results from the comparison of the PQM model with the $\pi^+ R_{AA}(p_T)$ experimental data. The top panel shows the modified $\hat{\chi}^2$ for different values of the PQM $\langle \hat{q} \rangle$. The middle panel shows the computed $p$-value directly from the modified $\hat{\chi}^2$ as shown above. The bottom panel shows the number of standard deviations ($\sigma$) away from the minimum (best) $\langle \hat{q} \rangle$ parameter value for the PQM model calculations.

FIG. 5: (Color online) The statistical analysis results from the comparison of the GLV model with the $\pi^+ R_{AA}(p_T)$ experimental data. The top panel shows the modified $\hat{\chi}^2$ for different values of the GLV $dN^g/dy$. The middle panel shows the computed $p$-value directly from the modified $\hat{\chi}^2$ as shown above. The bottom panel shows the number of standard deviations ($\sigma$) away from the minimum (best) $dN^g/dy$ parameter value for the GLV model calculations.
approximately 9.0%, 5.5% and 7.8%, respectively. However, in the WHDG model the maximum p-value is substantially smaller at 1.3%. This is due to the fact that the WHDG model has a steeper $p_T$-dependence of the nuclear modification factor $R_{AA}$ (regardless of parameter input) than the other models, and also steeper than the experimental data points.

The identical best value of $dN^0/dy$ for the GLV and WHDG calculations is interesting, since the inclusion of important collisional energy-loss in WHDG leads to the naive expectation that a smaller color-charge density would be needed for a similar suppression. However, the different treatments of the distribution of paths through the medium may be compensating for this effect. Further theoretical studies are needed to disentangle the physics implications of the shape differences and the similar best $dN^0/dy$ from GLV and WHDG. For all the models considered, the relevant parameter constraint is approximately a $\pm 20 - 25\%$ uncertainty at the one standard deviation level.

It is also interesting to inquire what simple linear fit function best describes the experimental data for $p_T > 5$ GeV/$c$. The identical procedure to that described above is applied to the function $R_{AA}(p_T) = b + m \cdot p_T$ to determine the best values for the two parameters. The best fit line and the envelope of lines with one standard deviation uncertainties are shown in Fig. 8. The results including all types of uncertainties are $b$(intercept) = $168^{+0.033}_{-0.032}$ and $m$(slope) = $0.0017^{+0.0035}_{-0.0039}$ ($c$/GeV). The uncertainties on these parameters are correlated as shown by the one, two, and three standard deviation contours in Fig. 9.

Thus the data are consistent with a completely flat $p_T$-dependence of $R_{AA}$ for $p_T > 5$ GeV/$c$ (i.e. $m = 0$) within one standard deviation uncertainties. The maximum p-value for this simple linear function fit is 11.6%.

The p-value’s for all models considered are less than 12%. It is notable that the five highest $p_T$ points ($p_T > 9.5$ GeV/$c$), contribute over 70% to the total $\chi^2$. As a check on the influence of these points on the extracted parameter values, we have repeated the above procedure to the restricted range $5 < p_T < 9.5$ GeV/$c$. We find the following new constraints: PQM model $\langle q \rangle = 13.2^{+1.5}_{-4.2}$ GeV/fm; GLV model $dN^0/dy = 1400^{+200}_{-210}$; WHDG model $dN^0/dy = 1000^{+300}_{-170}$; ZOWW model $\epsilon_0 = 1.5^{+0.5}_{-0.2}$ GeV/fm; simple linear fit $b$(intercept) = $0.170^{+0.034}_{-0.034}$ and $m$(slope) = $0.0013^{+0.0047}_{-0.0051}$ ($c$/GeV). We
find that the resulting new constraints are within the one standard deviation uncertainties of those quoted for the full $p_T$ range. However, with the restricted range, the p-value's increase to 55%, 36%, 17%, 62%, and 75% for the PQM model, GLV model, WHDG model, ZOWW model, and the simple linear fit, respectively. Improvements in the data for $p_T > 9.5$ GeV/c expected from future measurements will be crucial in determining whether any of the models discussed provide a statistically valid description of the data over the full range $5 \leq p_T \leq 20$ GeV/c.

V. SUMMARY AND CONCLUSIONS

In this paper, we have compared model predictions of parton energy-loss with experimental data of semi-inclusive single high transverse momentum $\pi^0$ suppression in central Au+Au reactions at $\sqrt{s_{NN}}=200$ GeV. In the comparison, statistical and systematic uncertainties were taken into account. We have obtained experimental constraints on model parameters of the color-charge density of the medium or its transport coefficient. These values indicate a large medium density. It is crucial to note that the quoted constraints on these parameters do not include any systematic uncertainties in the models, but rather give the limits assuming a “perfect theory” with one unknown parameter, for example the color-charge density, constrained by the measurements including the experimental statistical and systematic uncertainties. Additional theoretical systematic uncertainties from the time evolution, energy-loss approximations, and calculation details need further investigation.
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APPENDIX A: CONSTRAINT FORMALISM

In the case of only point-to-point uncorrelated uncertainties (statistical and/or systematic), if one assumes they are Gaussian distributed and characterized by $\sigma$, the root-mean square (RMS), calculating the best-parameter fit is straightforward via a log-likelihood or least squares-$\chi^2$ method [20].

The likelihood function $L$ is defined as the a priori probability of a given outcome. Let $y_1, y_2, \ldots, y_n$ be $n$ samples from a population with normalized probability density function $f(y, \vec{p})$ where $\vec{p}$ represents a vector of $k$ parameters. For instance $y_i$ could represent a measurement of a cross section at transverse momentum $(p_T)_i$, where the probability density of the measurement is Gaussian distributed about the expectation value $\mu = \langle y \rangle$:

$$f(y, \vec{p}) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left(-\frac{(y - \mu)^2}{2\sigma^2}\right)$$

(A1)

If the samples are independent, then the likelihood function is:

$$L = \prod_i f(y_i, \vec{p}) = \frac{1}{\sigma_1\sigma_2\ldots\sigma_n} \frac{1}{\sqrt{2\pi}} \exp \left[-\frac{1}{2} \sum_{i=1}^n \frac{(y_i - \mu_i(\vec{p}))^2}{\sigma_i^2}\right]$$

(A2)

However, if the samples are correlated, for example via correlated systematic uncertainties, then the full covariance matrix must be used

$$V_{ij} = \langle (y_i - \mu_i(\vec{p}))(y_j - \mu_j(\vec{p})) \rangle$$

(A3)

Then the likelihood function takes the more general form:

$$L = \frac{1}{\sqrt{|V|}} \frac{1}{\sqrt{2\pi}} \exp \left[-\frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \frac{(y_i - \mu_i(\vec{p}))V_{ij}^{-1}(y_j - \mu_j(\vec{p}))}{\sigma_i^2}\right]$$

(A4)

where $|V|$ is the determinant of the covariance matrix $V$. Note that Eq. (A4) reduces to Eq. (A2) if the correlations vanish so that the covariances are zero and $V_{ij}$ is diagonal

$$V_{ij} = \langle (y_i - \mu_i(\vec{p}))(y_j - \mu_j(\vec{p})) \rangle = \delta_{ij} \langle (y_i - \mu_i(\vec{p}))^2 \rangle = \delta_{ij}\sigma_i^2$$

(A5)

Since Gaussian probability distributions are inevitable (as a consequence of the Central Limit Theorem) and since there is also an important theorem regarding likelihood ratios for composite hypotheses, it is convenient to use the logarithm of the likelihood

$$-2\ln L = \ln |V| + n \log 2\pi + \sum_{i=1}^n \sum_{j=1}^n \frac{(y_i - \mu_i(\vec{p}))V_{ij}^{-1}(y_j - \mu_j(\vec{p}))}{\sigma_i^2}$$

(A6)
We separate the uncertainties into four classes: type A) point-to-point uncorrelated systematic uncertainties; type B) correlated systematic uncertainties, for which the point-to-point correlation is 100% by construction, since the uncorrelated part has been separated out and included in uncertainty A); type C) overall systematic uncertainties by which all the points move by the same fraction (i.e., normalization uncertainties); and type D) statistical. Categories A and D are simply added in quadrature (i.e., normalization uncertainties); and type D) statistical uncertainty could be used. For instance, if ±|σ_b| had represented full extent systematic uncertainties, with equal probability for any ∆z_b, then the c_b^2/2 term and associated normalization constant 1/σ_b√2π would be absent from Eq. [A13].

Then we use the likelihood ratio test to establish the validity or the confidence interval of the theoretical predictions μ_i(\bar{p}). One can use the modified log likelihood

\[ -2 \ln L = \left( \sum_{i=1}^{n} \frac{(y_i + \epsilon_b \sigma_{b, i} + \epsilon_c y_i \sigma_c - \mu_i(\bar{p}))^2}{\sigma_i^2} \right) + c_b^2 + c_c^2 = \chi^2(\epsilon_b, \epsilon_c, \bar{p}) \]  

(A15)
because we will eventually take the ratio of the likelihood of a given set of parameters $\tilde{p}$ to the maximum likelihood when all the parameters $\epsilon_b, \epsilon_c$ and $\tilde{p}$ are varied (the minimum value of Eq. A15) so that the terms preceding the exponential in Eq. A14 cancel because they are not varied. Eq. A15 follows the $\chi^2$-distribution with $n + 2$ degrees of freedom because it is the sum of $n + 2$ independent Gaussian distributed random variables (i.e. in statistical terminology $\chi^2(\epsilon_b, \epsilon_c, \tilde{p})$ is $\chi^2_{(n+2)}$). This establishes Eq. A15 as the $\chi^2$-distributed quantity that we use for least squares fit to the theoretical predictions including the systematic uncertainties. Note that Eq. A15 agrees with Eq. 8 in [24] in the discussion of fits with correlated systematics. The specific procedure is described in the next paragraph.

First ‘fit the theory’ to the data by minimizing Eq. A15 by varying all the parameters to find $\hat{\epsilon}_b$, $\hat{\epsilon}_c$, $\tilde{p}$, the values of the parameters which give the overall minimum $\chi^2_{\text{min}}$. If the $\chi^2_{\text{min}}$ for this fit is acceptable for the $n + 2 - (m + 2) = n - m$ degrees of freedom, where $m$ are the number of parameters in $\tilde{p}$, then the theory is not rejected at this level. A confidence interval is then found for testing any other set of $k$ parameters constrained to specific values, $\tilde{p}_0$, by again finding the minimum of Eq. A15 for the $k$ fixed values of $\tilde{p}_0$, by letting all the other parameters including $\epsilon_b$ and $\epsilon_c$ vary. For constant values of $\sigma_i$, and large values of $n$, the “likelihood ratio” $-2 \ln [\mathcal{L}(\tilde{p}_0)/\mathcal{L}(\tilde{p})] = -2 [\ln \mathcal{L}(\tilde{p}_0) - \ln \mathcal{L}(\tilde{p})]$, i.e. $\chi^2(\tilde{p}_0) - \chi^2_{\text{min}}$ is $\chi^2$-distributed with $k$ degrees of freedom, from which the confidence interval on the parameters can be evaluated. However, in general, the uncertainty on the parameters is estimated in the Gaussian approximation by $\chi^2(\tilde{p}_0) = \chi^2_{\text{min}} + N^2$ for $N$ standard deviation uncertainties (for example using a MINUIT type fitting algorithm).

For the present data, the statistical and random systematic uncertainties are such that the shift in the measurement $y_i$ due to the correlated systematic uncertainties preserves the fractional uncertainty. In this case the maximum likelihood and least squares methods no longer coincide and we use a least squares fit of Eq. A16 instead of Eq. A15 to estimate the best fit parameters:

$$\chi^2 = \left( \sum_{i=1}^{n} \frac{(y_i + \epsilon_b \sigma_{b_i} + \epsilon_c y_i \sigma_{c_i} - \mu_i (\tilde{p}))^2}{\sigma_i^2} \right) + \epsilon_b^2 + \epsilon_c^2$$

(A16)

where $\sigma_i$ is the uncertainty scaled by the multiplicative shift in $y_i$ such that the fractional uncertainty is unchanged under shifts

$$\sigma_i = \sigma_i \left( \frac{y_i + \epsilon_b \sigma_{b_i} + \epsilon_c y_i \sigma_{c_i}}{y_i} \right)$$

(A17)