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Abstract. This paper is concerned with traveling waves to a time-periodic bistable Lotka–Volterra competition system with nonlocal dispersal. We first establish the existence, uniqueness and stability of traveling wave solutions for this system. By utilizing comparison principle and the stability property, the relationship among the bistable wave speed, the asymptotic propagation speeds of the associated monotone subsystems and the speed of upper/lower solutions is obtained. Explicit sufficient conditions for positive and negative bistable wave speeds are derived. Our explicit results are derived by constructing particular and novel upper/lower solutions with specific asymptotical behaviors, which can be seen as case studies applicable to further investigations and improvements. Finally, the theoretical results are corroborated under weak conditions by direct simulations of the underlying time-periodic system with nonlocal dispersal. The combined impact of competition, dispersal and seasonality on the invasion direction has shed new light on the modelings and analysis of population competition and species invasion in heterogeneous media.
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1. Introduction

In this paper we are concerned with traveling wave solutions to the following nonlocal dispersal system

\[
\begin{align*}
\frac{du}{dt} &= d_1(t) [J_1 * u - u] + u(r_1(t) - a_1(t)u - b_1(t)v), \\
\frac{dv}{dt} &= d_2(t) [J_2 * v - v] + v(r_2(t) - a_2(t)u - b_2(t)v),
\end{align*}
\]

where \( u = u(x, t) \) and \( v = v(x, t) \) stand for the densities of two competitive species at position \( x \) at time \( t \); the functions \( d_i(t) \) are the dispersal coefficients, \( r_i(t) \) are the net birth rates or resource strength, \( r_1(t)/a_1(t) \) and \( r_2(t)/b_2(t) \) are called the carrying capacities, \( b_1(t)/r_1(t) \) and \( a_2(t)/r_2(t) \) are the competition coefficients, \( J_i \) represent the kernel functions, \( i = 1, 2 \). The convolution \( J_i * \omega(x, t) \) means

\[
J_i * \omega(x, t) = \int_{\mathbb{R}} J_i(x - y) \omega(y, t) \, dy
\]

for any continuous function \( \omega(x, t) \). Moreover, we assume that all the coefficients are continuous positive T-periodic functions and satisfy the bistable nonlinearity

\[
\begin{align*}
\int_0^T a_1(t)p(t) - b_1(t)q(t) \, dt < 0, & \quad \int_0^T b_2(t)q(t) - a_2(t)p(t) \, dt < 0,
\end{align*}
\]
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where

\[
\begin{align*}
p(t) &= \frac{\int_0^t r_1(s)ds}{p_0 e^{\int_0^t r_1(s)ds}} + 1, \\
q(t) &= \frac{\int_0^t r_2(s)ds}{q_0 e^{\int_0^t r_2(s)ds}} + 1,
\end{align*}
\]

\[0 < \frac{T}{T} \int_0^T r_1(s)ds - 1 > 0, \quad \frac{T}{T} \int_0^T r_2(s)ds - 1 > 0.
\] (1.3)

Competition among species is an eternal topic in nature. In recent years, Lotka–Volterra type systems with nonlocal dispersal have been frequently applied to describe dynamic interactions between two competing species, see e.g., [5,9,14,17,27,32–34]. Among them, Yu and Yuan in [32] established the existence of traveling wave solutions to a nonlocal dispersal competitive–cooperative system by using the Schauder’s fixed-point theorem and a cross-iteration technique. Li and Lin [17] proved the existence of traveling wave solutions to a nonlocal dispersal competitive–cooperative system by using the monotone semiflow theory. When all the coefficients are constant, the system in (1.1) becomes

\[
\begin{align*}
\frac{u_t}{v_t} = d_1 [J_1 * u - u] + u(r_1 - a_1 u - b_1 v), \\
\frac{v_t}{v_t} = d_2 [J_2 * v - v] + v(r_2 - a_2 u - b_2 v),
\end{align*}
\]

\[x \in \mathbb{R}, \ t > 0,
\] (1.4)

which has been studied in [9,33]. Zhang, Ma and Li in [33] showed that the bistable traveling waves with nonzero speed are strictly monotone.

Fang and Zhao [9] showed that the minimal wave speed must be the spreading speed, when monostable-nonlinearity is assumed. In [23], Ma, Yue and Ou studied the speed sign of traveling waves in bistable nonlinearity. Dynamics for related diffusive Lotka-Volterra competitive models have been extensively studied in [1–3,7,10–13,15,16,18,21,22,24,25,29–31,35] in various media.

In this paper, we further study traveling wave solutions of Lotka–Volterra competition model (1.1) when periodicity is coupled with nonlocal dispersal. Throughout this paper, we will use the notation

\[\bar{f} = \frac{1}{T} \int_0^T f(t) dt\]

to denote the average value of a function on the interval \([0,T]\) and always assume the following:

\(A1\) \(J_i\) is nonnegative and Lebesgue measurable for each \(i\);

\(A2\) For any \(\lambda \in \mathbb{R}\), \(\int_{\mathbb{R}} J_i(x)e^{-\lambda x} dx < \infty\);

\(A3\) \(\int_{\mathbb{R}} J_i(x) dx = 1\).

Under the condition (1.2), the corresponding kinetic system of (1.1)

\[
\begin{align*}
\frac{u_t}{v_t} &= u(r_1(t) - a_1(t)u - b_1(t)v), \\
\frac{v_t}{v_t} &= v(r_2(t) - a_2(t)u - b_2(t)v)
\end{align*}
\]

(1.5)

has three nonnegative \(T\)-period solutions \((0,0), (p(t),0), (0,q(t))\) and at least one coexistence solution \((u^*(t),v^*(t))\), where \(p(t)\) and \(q(t)\) are explicitly given by (1.3) and satisfy \(0 < u^*(t) < p(t), 0 < v^*(t) < q(t)\) for all \(t \in \mathbb{R}^+\); it further follows that the two semitrivial periodic solutions \((p(t),0)\) and \((0,q(t))\)
are stable, and \((0,0)\) is unstable. The uniqueness and the linear unstability of the coexistence solution \((u^*, v^*)\) are assured by a stronger condition than \((1.2)\)

\[
\mathcal{F}_1 < \min_{0 \leq t \leq T} \left( \frac{b_1(t)}{b_2(t)} \right), \quad \mathcal{F}_2 < \min_{0 \leq t \leq T} \left( \frac{a_2(t)}{a_1(t)} \right) \mathcal{F}_1.
\]

A detailed argument of the above results can be found in [4].

To study the time-periodic traveling wave of \((1.1)\) connecting \((0, q(t))\) to \((p(t), 0)\), we set

\[
\phi(x, t) = \frac{u(x, t)}{p(t)} \quad \text{and} \quad \psi(x, t) = \frac{q(t) - v(x, t)}{q(t)},
\]

which leads to a cooperative system of the form

\[
\begin{align*}
\phi_t &= a_1(t) \left( \int_{\mathbb{R}} J_1(y) \phi(x-y, t) dy - \phi \right) + \phi \left[ a_1(t) p(t) (1 - \phi) - b_1(t) q(t) (1 - \psi) \right], \\
\psi_t &= a_2(t) \left( \int_{\mathbb{R}} J_2(y) \psi(x-y, t) dy - \psi \right) + (1 - \psi) \left[ a_2(t) p(t) \phi - b_2(t) q(t) \psi \right],
\end{align*}
\]

\[(1.7)\]

where

\[
\phi_0 = \frac{u(x, 0)}{p(0)} \quad \text{and} \quad \psi_0 = \frac{q(0) - v(x, 0)}{q(0)}
\]

are nonnegative real functions.

Under this setting, the trivial solution \((0, 0)\) of the system \((1.1)\) becomes \(\alpha_1 = (0, 1)\), while the other three solutions \((p(t), 0)\), \((0, q(t))\) and \((u^*, v^*)\) becomes \(\beta = (1, 1)\), \(\mathbf{0} = (0, 0)\) and a positive solution \((\phi(t), \psi(t))\), respectively. Therefore, studying the traveling wave connecting \((0, q(t))\) to \((p(t), 0)\) is equivalent to the study of the traveling wave of \((1.7)\) connecting \(\mathbf{0} = (0, 0)\) to \(\beta = (1, 1)\). Here a traveling wave solution of \((1.7)\) is a translation invariant solution of the form

\[
\phi(x, t) = \Phi(z, t), \quad \psi(x, t) = \Psi(z, t), \quad z = x + ct,
\]

\[(1.8)\]

where \(c\) is the bistable wave speed. Thus, \((\Phi(z, t), \Psi(z, t))\) must satisfy the following wave profile system

\[
\begin{align*}
\Phi_t &= d_1(t) \left( \int_{\mathbb{R}} J_1(y) \Phi(z-y, t) dy - \Phi \right) - c\Phi_z + \Phi \left[ a_1(t) p(t) (1 - \Phi) - b_1(t) q(t) (1 - \Psi) \right], \\
\Psi_t &= d_2(t) \left( \int_{\mathbb{R}} J_2(y) \Psi(z-y, t) dy - \Psi \right) - c\Psi_z + (1 - \Psi) \left[ a_2(t) p(t) \Phi - b_2(t) q(t) \Psi \right],
\end{align*}
\]

\[(1.9)\]

with the asymptotic conditions

\[
(\Phi, \Psi)(-\infty, t) = (0, 0), \quad (\Phi, \Psi)(\infty, t) = (1, 1).
\]

\[(1.10)\]

For convenience, we set \(\omega(x, t; \omega_0) = (\phi(x, t; \omega_0), \psi(x, t; \omega_0))\) with \(\omega_0 = (\phi_0, \psi_0)\) and \(\Gamma(x+ct, t) = (\Phi(x+ct, t), \Psi(x+ct, t))\). Moreover, let

\[
f_1(\phi, \psi, t) = \phi \left[ a_1(t) p(t) (1 - \phi) - b_1(t) q(t) (1 - \psi) \right]
\]

\[(1.11)\]

and

\[
f_2(\phi, \psi, t) = (1 - \psi) \left[ a_2(t) p(t) \phi - b_2(t) q(t) \psi \right].
\]

\[(1.12)\]
Thus we can rewrite (1.7) into
\[
\begin{cases}
\phi_t = d_1(t) \left( \int \frac{J_1(y)}{\chi} (\phi(x-y,t)) dy - \phi \right) + f_1(\phi, \psi, t), \\
\psi_t = d_2(t) \left( \int \frac{J_2(y)}{\chi} (\psi(x-y,t)) dy - \psi \right) + f_2(\phi, \psi, t), \\
(\phi(x,0), \psi(x,0)) = (\phi_0, \psi_0)(x).
\end{cases}
\]

Nonlocal dispersal is different from the classical local diffusion, for example, the solution map cannot smooth the initial data, and it also yields challenges in the compactness of solutions as well as in the study of eigenvalue problems. When time-periodicity is incorporated, the eigenvalue problem in a periodic functional space for the solution semiflow needs to be particularly considered. Therefore, compared with our recent work in [23], many new difficulties have arisen. In this paper, we first establish the existence, uniqueness, monotonicity and stability of the traveling waves. Since the sign of wave speed determines which species will win the competition (or which species will die out), more interestingly and importantly, we will study how to obtain criteria to determine the speed sign of the wave. Our results provide possible deep understandings on the combined impact of competition, dispersal and seasonality on the invasion in heterogeneous media. Compared to [23], novel results on the criterion of the wave speed sign are obtained by developing the skill of construction of upper/lower solutions. This new technique can establish the speed sign of the system when the kernel functions are either symmetrical or asymmetrical.

**Remark 1.1.** It is easy to check that condition (1.2) is weaker than (1.6). In what follows, we will prove the existence of a bistable traveling wave solution under (1.6). However, condition (1.2) is enough for us to prove the uniqueness of the bistable traveling wave solution. We conjecture that condition (1.2) can guarantee the existence of a bistable traveling wave solution.

**Remark 1.2.** Here the traveling wave $\phi(x, t) = \Phi(z, t), \psi(x, t) = \Psi(z, t), z = x + ct$ is a special solution of the PDE system (1.7). As a solution, it means that $\frac{\partial \phi}{\partial t} = \frac{\partial \Phi(z+ct, t)}{\partial t}, \frac{\partial \psi}{\partial t} = \frac{\partial \Psi(z+ct, t)}{\partial t}$ must exist. In (1.9), we should understand them as $\Phi_t + c\Phi_z = \frac{\partial \Phi(z+ct, t)}{\partial t}$ and $\Psi_t + c\Psi_z = \frac{\partial \Psi(z+ct, t)}{\partial t}$ so that the wave profile system is well-defined. For this wave, we can further show that $\Phi$ and $\Psi$ are monotone in $z$ (see Theorem 2.1) so that their left and right partial derivatives in $z$ always exist, although the solution map lacks regularity. Therefore, the left and right limits $\Phi(t, z_-), \Phi(t, z_+), \Psi(t, z_-), \Psi(t, z_+)$ must exist. If the solution is not in $C^1$, we understand (1.9) in left or right limit of $z$.

The paper is organized as follows. In Sect. 2, we prove the existence, monotonicity, uniqueness, and stability of the time-periodic traveling wave. In Sect. 3, we establish the value range of the bistable wave speed, which indicates the relationship among the bistable wave speed, the spreading speeds of monostable subsystems, and the speed of upper/lower solutions. In Sect. 4, by constructing upper/lower solutions, we derive explicit conditions to get the positive and negative wave speeds. Examples and numerical simulations are presented in Sect. 5. Section 6 is conclusion and discussion.

2. The bistable traveling wave

2.1. Preliminaries

**Notation.** We suppose that $\chi$ is an ordered Banach space with a norm $\|\cdot\|_\chi$ and its positive cone $\chi^+$ is well defined. Assume that $\text{Int}(\chi^+)$ is not empty. For any $\xi, \varsigma \in \chi$, we say $\xi \geq \varsigma$ if $\xi - \varsigma \in \chi^+$, $\xi > \varsigma$ if
ξ ≥ ς but ξ ≠ ς, and ξ ≈ ς if ξ − ς ∈ \text{Int}(χ^+) . A subset of χ is called totally unordered provided that no two elements are ordered. Let
\[
\mathcal{C} = \{ u \in C(\mathbb{R}, \chi) | u \text{ is a nondecreasing function} \}
\]
and equip \mathcal{C} with a compact open topology. For any \( \rho, \varphi \in \mathcal{C} \), we define
\[
\rho \succ \varphi \quad \text{if} \quad \rho(x) \geq \varphi(x) \quad \text{for all} \quad x \in \mathbb{R}.
\]
Similarly, we define \( \rho \prec \varphi \) if \( \rho \geq \varphi \) but \( \rho \neq \varphi \), and \( \rho \preceq \varphi \) if \( \rho(x) \geq \varphi(x) \) for all \( x \in \mathbb{R} \). Let \( \chi_\sigma = \{ \gamma \in \chi : o \leq \gamma \leq \sigma \} \) and \( \chi_\sigma = \{ \varphi \in \mathcal{C} : o \leq \varphi \leq \sigma \} \) for any \( \sigma, \chi \) with \( \sigma > o \), where \( o \) is the zero element in \( \chi \) or \( \mathcal{C} \).

Assume that \( \beta \in \text{Int}(\chi^+) \) and \( Q \) maps \( \mathcal{C}_\beta \) to \( \mathcal{C}_\beta \). Let \( E \) be the set of all fixed points of \( Q \) restricted to \( \chi_\beta \). Suppose that \( o \) and \( \beta \) are in \( E \). Define a translation operator \( T_y \) on \( \mathcal{C} \) for any \( y \in \mathbb{R} \) by \( T_y[\phi](x) = \phi(x - y), \forall x \in \mathbb{R}, \phi \in \mathcal{C} \). Based on the idea in [4,8,9], we give the assumptions on the map \( Q \).

(H1) (Translation invariance) \( T_y \circ Q[\phi] = Q \circ T_y[\phi], \forall \phi \in \mathcal{C}_\beta, y \in \mathbb{R} \).
(H2) (Continuity) \( Q : \mathcal{C}_\beta \rightarrow \mathcal{C}_\beta \) is continuous in the sense that if \( \phi_n \rightarrow \phi \) in \( \mathcal{C}_\beta \), then \( Q[\phi_n](x) \rightarrow Q[\phi](x) \) in \( \chi_\beta \) for almost all \( x \in \mathbb{R} \).
(H3) (Monotonicity) \( Q \) is order-preserving in the sense that \( Q[\phi] \geq Q[\psi] \) whenever \( \phi \geq \psi \) in \( \mathcal{C}_\beta \).
(H4) (Weak-compactness) For any fixed \( x \in \mathbb{R} \), the set \( Q[\mathcal{C}_\beta] \) is precompact in \( \chi_\beta \).
(H5) (Bistability) Two fixed points \( o \) and \( \beta \) are strongly stable from above and below, respectively. For the map \( Q : \chi_\beta \rightarrow \chi_\beta \), the equilibria set \( E \{ o, \beta \} \) is totally unordered. The definition of strong stability is seen in [4,8].
(H6) (Counter-propagation) For \( \alpha_i \in E \{ o, \beta \}, c^*(\alpha_i, \beta) + c^*_+(0, \alpha_i) > 0, i = 1, 2 \), where \( c^*(\alpha_i, \beta) \) and \( c^*_+(0, \alpha_i) \) are recalled in [4,8,19,20].

Definition 2.1. A family of mappings \( \{ Q_t \}_{t \in \mathbb{R}^+} \) is called a \( T \)-periodic semiflow on space \( \mathcal{C} \) provided that it has the following properties:
(i) \( Q_0[\phi] = \phi, \forall \phi \in \mathcal{C} \).
(ii) \( Q_{t+T}[\phi] = Q_t \circ Q_T[\phi] \) for all \( t \geq 0, \phi \in \mathcal{C} \).
(iii) \( Q_{t_n}[\phi_n](x) \rightarrow Q_t[\phi](x) \) in \( \chi_\beta \) for almost all \( x \in \mathbb{R} \) whenever \( t_n \rightarrow t \) and \( \phi_n \rightarrow \phi \) in \( \mathcal{C}_\beta \).

Moreover, the mapping \( Q_T \) is called the Poincaré map associated with this periodic semiflow.

Definition 2.2. (see [8] Definition 3.3) \( \Gamma(x + ct, t) \) is said to be a time-periodic traveling wave of the semiflow \( \{ Q_t \}_{t \in \mathbb{R}^+} \) with speed \( c \), if \( Q_t[\Gamma(x, 0)](x) = \Gamma(x + ct, t), \Gamma(x, t + \omega) = \Gamma(x, t) \) for all \( x \in \mathbb{R} \) and \( t \in \mathbb{R}^+ \).

Lemma 2.1. (see [8] Theorem 5.4) Let \( \beta(t) \) be a strongly positive periodic fixed point of \( \{ Q_t \}_{t \geq 0} \) restricted to \( \chi_\beta \) with \( Q_t[\beta(0)] = \beta(t) \) and assume that \( \{ Q_t \}_{t \geq 0} \) is a \( T \)-periodic semiflow on \( \mathcal{C}_{\beta(0)} \). Further, assume that the Poincaré map \( Q_T \) satisfies (H1)-(H6) with \( \beta = \beta(0) \). Then there exist \( c \in \mathbb{R} \) and \( \phi(x, t) \) with \( \phi(-\infty, t) = 0 \) and \( \phi(+\infty, t) = \beta(t) \) such that \( Q_t[\phi](x) = \phi(x + ct, t) \) for all \( (x, t) \in \mathbb{R} \times \mathbb{R}^+ \). Furthermore, \( \phi(x, t) \in \mathcal{C}_{\beta(t)} \) is nondecreasing in \( x \) and is \( T \)-periodic in \( t \).

To discuss the dynamical behaviors of the semiflow generated by system (1.7), we first introduce the definition of upper and lower solutions to the wave profile system in (1.9). An upper solution/lower solution of (1.7) can be defined similarly.

Definition 2.3. A pair of bounded function \( (\Phi(z, t), \Psi(z, t)) \) on \( \mathbb{R} \times [0, T] \) is called an upper solution (a lower solution) of (1.9) if \( (\Phi(z, t), \Psi(z, t)) \) is continuous in \( (z, t) \in \mathbb{R} \times [0, T] \), and satisfy
\[
\left\{ \begin{array}{l}
\Phi_t \geq (\leq) \ d_1(t) \ [J_1 \ast \Phi(z, t) - \Phi(z, t)] - c\Phi_z + \Phi[a_1(t) p(t)(1 - \Phi) - b_1(t) q(t)(1 - \Psi)], \\
\Psi_t \geq (\leq) \ d_2(t) \ [J_1 \ast \Psi(z, t) - \Psi(z, t)] - c\Psi_z + (1 - \Psi)(a_2(t) p(t) \Phi - b_2(t) q(t) \Psi)
\end{array} \right.
\]
for all \( (z, t) \in \mathbb{R} \times (0, T) \).
2.2. Existence and monotonicity

Let $\chi = \mathbb{R}^2$. Let $P_t(t)$ be the solution semigroup of the linear nonlocal dispersal equation $u_t = d_i(t)(J \ast u - u)$ as below:

$$P_i(t)[\phi](x) = e^{-\int_0^t d_i(\tau) d\tau} \left[ a_0 + a_1 \int_0^t d_i(\tau) d\tau + a_2 \int_0^t \int_0^\tau d_i(\tau) d_1(s) ds d\tau + \cdots \right](x), \quad i = 1, 2,$$

where $a_0(\phi) = \phi$ and $a_m(\phi) = J_i \ast a_{m-1}(\phi), \forall m \geq 1$. At this point, define

$$P(t) = \begin{pmatrix} P_1(t) & 0 \\ 0 & P_2(t) \end{pmatrix}, \quad f(\omega, t) = \begin{pmatrix} f_1(\phi, \psi, t) \\ f_2(\phi, \psi, t) \end{pmatrix}.$$

Then the solution of system (1.7) (or (1.13)) can be represented in an integral form

$$\omega(x, t; \omega_0) = P(t)[\omega_0](x) + \int_0^t P(t - s)[f(\omega(\cdot, s), s)](x) ds, \quad x \in \mathbb{R}, \ t \geq 0. \quad (2.1)$$

By this, we define a family of operators $Q_t$ associated with system (1.7) by

$$Q_t(\omega_0) = \omega(x, t; \omega_0), \quad \forall x \in \mathbb{R}, \ t \geq 0. \quad (2.2)$$

It is easy to show that $Q_t(\omega_0)$ is a $T$-periodic semiflow. However, the existence of a bistable traveling wave is usually difficult to prove. Here we use the theory of monotone dynamical systems developed in [8] to deal with it. Hence a further condition on the symmetry of the kernel functions is required so that the counter-propagation (H6) is satisfied for the Poincaré map $Q_T$ associated with (2.2), i.e.,

$$Q_T(\omega_0) = \omega(x, T; \omega_0) = P(T)[\omega_0](x) + \int_0^T P(T - s)[f(\omega(\cdot, s), s)](x) ds, \ x \in \mathbb{R}, \ \omega_0 \in C_\beta.$$

**Theorem 2.1.** Assume that $J_i(x) = J_i(-x), i = 1, 2$ and (1.6) holds. Then there exist a constant $c \in \mathbb{R}$ and a $T$-periodic nondecreasing (in $z$) traveling wave profile $\Gamma(z, t) = (\Phi(z, t), \Psi(z, t))$ to (1.9)–(1.10), where $z = x + ct$, $\Gamma(z, t + T) = \Gamma(z, t)$. Moreover, $\frac{\partial}{\partial z} \Phi_\pm(z, t) > 0$ and $\frac{\partial}{\partial z} \Psi_\pm(z, t) > 0$ for $z \in \mathbb{R}$ and $t \in \mathbb{N}_+$. Here, for the symbol $\pm$, we mean the left and right derivatives at $z$.

**Proof.** We can easily verify that $Q_T$ satisfies assumptions (H1)–(H5). If (H6) is true for $Q_T$, then Lemma 2.1 guarantees the first statement in the theorem. In the following, we prove that $Q_T$ satisfies (H6), that is,

$$c^+_{i}(\alpha_i, \beta) + c^+_{i}(0, \alpha_i) > 0, i = 1, 2, \quad (2.3)$$

where $c^+_{i}(\alpha_i, \beta)$ is called the leftward spreading speed of $Q_T$ in the phase space $C_{[\alpha_i, \beta]}$, and $c^+_{i}(0, \alpha_i)$ is called the rightward spreading speed of $Q_T$ in the phase space $C_{[0, \alpha_i]}$ (see (2.3) in [4] or (2.8) in [8]).

Here we only prove inequality (2.3) for the case of $i = 1$, i.e., $\alpha_1 = (0, 1)$, since the other case ($i = 2$) can be similarly handled as in [4] with the assumption of (1.6). Suppose that $(\Phi(x + ct, t), \Psi(x + ct, t))$ is a traveling wave solution of (1.7) connecting $\alpha_1$ to $\beta$. Then $(\phi(x, t), \psi(x, t))$ solves

$$\begin{cases}
\phi_t = d_1(t) \left( \int_{\mathbb{R}} J_1(y) \phi(x - y, t) dy - \phi(x, t) \right) + a_1(t)p(t)\phi(1 - \phi), \\
\psi_t = 0
\end{cases} \quad (2.4)$$
with the initial data \((\phi, \psi)(x, 0) = (\Phi, \Psi)(x, 0)\). Linearizing (2.4) at \(\alpha_1 = (0, 1)\), we have
\[
\begin{align*}
\phi_t &= d_1(t) \left( \int J_1(y) \phi(x - y, t) dy - \phi(x, t) \right) + a_1(t) p(t) \phi, \\
\psi_t &= 0.
\end{align*}
\] (2.5)

Let the solution of (2.5) be of the form \((\eta_1(t), \eta_2(t))e^{\mu x}\). Then \((\eta_1(t), \eta_2(t))\) satisfies the \(\mu\)-parameterized linear system
\[
\begin{align*}
\eta_1'(t) &= \left( d_1(t) \int J_1(y) e^{-\mu y} dy - d_1(t) + a_1(t)p(t) \right) \eta_1(t), \\
\eta_2'(t) &= 0, \\
\eta_i(0) &= \eta_i(T), i = 1, 2.
\end{align*}
\] (2.6)

Then solving (2.6) for \(\eta_1(t)\) and \(\eta_2(t)\), we have
\[
\eta_1(t) = \eta_1(0)e^{\int_0^t d_1(s) \left( \int J_1(y) e^{-\mu y} dy - 1 \right) + a_1(s)p(s) ds}, \quad \eta_2(t) = \eta_2(0).
\]

Hence the \(T\)-periodic semiflow associated with system (2.6) is
\[
\begin{pmatrix}
\int_0^T \int J_1(y) e^{-\mu y} dy - 1 + a_1(t)p(t) dt & 0 \\
0 & 1
\end{pmatrix}.
\]

By this, the principal eigenvalue of (2.4) is
\[
\gamma_1(\mu) = \int_0^T d_1(t) \left( \int J_1(y) e^{-\mu y} dy - 1 \right) + a_1(t)p(t) dt.
\]

Furthermore, by the reference [20], we have
\[
c^*_+(\alpha_1, \beta) = \frac{1}{T} \inf_{0 < \mu < \infty} \frac{\gamma_1(\mu)}{\mu}. \tag{2.7}
\]

The condition \(J_1(x) = J_1(-x)\) implies that it is positive. On the other hand, assume that \((\Phi(x + ct, t), \Psi(x + ct, t))\) is a traveling wave solution of (1.7) connecting 0 to \(\alpha_1\). Then, by (1.7), it is obvious that \((\phi(x, t), \psi(x, t))\) satisfies
\[
\begin{align*}
\phi_t &= 0, \\
\psi_t &= d_2(t) \left( \int J_2(y) \psi(x - y, t) dy - \psi(x, t) \right) - b_2(t)q(t) \psi(1 - \psi)
\end{align*}
\] (2.8)

with the initial data \((\phi, \psi)(x, 0) = (\Phi, \Psi)(x, 0)\).

Repeating the above process, we obtain
\[
c^*_+(0, \alpha_1) = \frac{1}{T} \inf_{0 < \mu < \infty} \frac{\gamma_2(\mu)}{\mu} > 0, \tag{2.9}
\]

where
\[
\gamma_2(\mu) = \int_0^T d_2(t) \left( \int J_2(y) e^{\mu y} dy - 1 \right) + b_2(t)q(t) dt.
\]

By (2.9) and (2.9), we get that (H6) is true.

Next, we verify the second statement in the theorem. By Lemma 2.1, it follows that
\[
\frac{\partial}{\partial z} \Phi(z, t) \geq 0 \quad \text{and} \quad \frac{\partial}{\partial z} \Psi(z, t) \geq 0
\]
for $z \in \mathbb{R}$ and $t \in \mathbb{R}^+$ if the derivatives exist. If they do not exist, here we mean the left and right derivatives. We need only to prove that the equal sign does not appear. Suppose that there exist $z_0, t_0 \in \mathbb{R}$ such that $\frac{\partial}{\partial z} \Phi(z_0, t_0) = 0$. By the periodic property of the wave functions, it would give $\frac{\partial}{\partial z} \Phi(z_0, t_0 + nT) = 0$ for any positive integer $n$. We can assume that $t_0 = 0$ and $z_0 = x_0 + ct_0 = x_0$ for some $x_0$. Therefore, we can re-write (1.13), with initial wavefront profile, as

$$
\begin{align*}
\phi_t &= d_1(t) \left( \int J_1(y) \phi(x - y, t) dy - \phi \right) - \beta_1 \phi + \tilde{f}_1(\phi, \psi, t), \\
\psi_t &= d_2(t) \left( \int J_2(y) \psi(x - y, t) dy - \psi \right) - \beta_2 \psi + \tilde{f}_2(\phi, \psi, t), \\
(\phi(x, 0), \psi(x, 0)) &= (\Phi(x, 0), \Psi(x, 0))
\end{align*}
$$

(2.10)

Here $\tilde{f}_1 = f_1 + \beta_1 \phi, \tilde{f}_2 = f_2 + \beta_2 \psi$ with a proper choice of $\beta_1$ and $\beta_2$ so that both $\tilde{f}_1$ and $\tilde{f}_2$ are monotone in $\phi$ and $\psi$. Taking derivative (left or right derivative if its derivative doesn’t exist) with respect to $x$ at both sides of each equation in (2.10) gives

$$
\begin{align*}
(\phi_x)_t &= d_1(t) \left( \int J_1(y) \phi_x(x - y, t) dy - \phi_x \right) - \beta_1 \phi_x + \tilde{f}_1 \phi_x + \tilde{f}_1 \psi_x, \\
(\psi_x)_t &= d_2(t) \left( \int J_2(y) \psi_x(x - y, t) dy - \psi_x \right) - \beta_2 \psi_x + \tilde{f}_2 \phi_x + \tilde{f}_2 \psi_x, \\
(\phi(x, 0), \psi(x, 0)) &= (\Phi_x(x, 0), \Psi_x(x, 0)),
\end{align*}
$$

(2.11)

where $f_{iy}$ represents the partial derivative of $g_i$ with respective to $y$. Let $\tilde{P}_1(t)$ be the solution semigroup of the linear nonlocal dispersal equation $u_t = d_i(t)[(J * u) - u] - \beta_i u$. As in (2.1), we get from (2.11)

$$
\phi_x(x, t) = \tilde{P}_1(t)[\Phi_x(x, 0)](x) + \int_0^t \tilde{P}_1(t - s)[\tilde{f}_1 \phi_x + \tilde{f}_1 \psi_x] ds \geq \tilde{P}_1(t)[\Phi_x(x, 0)](x).
$$

(2.12)

Recall that the support of $J_1(x)$ contains at least an interval with the length larger than zero, and then this makes $\tilde{P}_1(t)[\Phi_x(x, 0)](x)$ positive for $x = x_0$ when time $t$ is large, say $nT$ for large $n$. This is a contradiction. Thus the supposition is false, and the proof is complete.

\[ \Box \]

**Remark 2.1.** When the wave speed $c$ is not zero, it can be proved that $\frac{\partial}{\partial z} \Phi(z, t)$ and $\frac{\partial}{\partial z} \Psi(z, t)$ are continuous functions in $(z, t)$. However, the smooth property is not clear to us when $c = 0$.

### 2.3. Uniqueness

The following comparison principle can be proved by properly modifying the argument of Lemma 3.2 in [28]. Hence the proof is omitted here.

**Lemma 2.2.** Suppose that $(\phi^-, \psi^-)(x, t)$ and $(\phi^+, \psi^+)(x, t)$ in $C_{\beta}$ are a bounded lower solution and a bounded upper solution of (1.7) on $\mathbb{R} \times [0, T)$. Then we have

(i) if $\phi^-(x, 0) \leq \phi^+(x, 0)$ and $\psi^-(x, 0) \leq \psi^+(x, 0)$ for $x \in \mathbb{R}$, then

$$
\phi^-(x, t) \leq \phi^+(x, t), \quad \psi^-(x, t) \leq \psi^+(x, t), \quad (x, t) \in \mathbb{R} \times [0, \infty).
$$

(2.13)
(ii) if $\phi^-(x,0) \leq \phi_0 \leq \phi^+(x,0)$ and $\psi^-(x,0) \leq \psi_0 \leq \psi^+(x,0)$ for $x \in \mathbb{R}$, where $(\phi_0, \psi_0) = w_0$ is the initial data of (1.7) then
\[
\begin{align*}
\phi^-(x,t) &\leq \phi(x,t;w_0) \leq \phi^+(x,t), \\
\psi^-(x,t) &\leq \psi(x,t;w_0) \leq \psi^+(x,t), \\
(x,t) &\in \mathbb{R} \times [0,\infty).
\end{align*}
\] (2.14)

To proceed, we need the following lemma.

**Lemma 2.3.** Assume that (1.2) holds. There exist two positive pairs $(\lambda_0, (p_1^-(t), p_2^-(t)))$ and $(\lambda_1, (p_1^+(t), p_2^+(t)))$ solving the following problems of eigenvalue inequalities
\[
\begin{align*}
\frac{dp_1^-(t)}{dt} &\geq [a_1(t)p(t) - b_1(t)q(t) + \lambda_0]p_1^-(t), \\
\frac{dp_2^-(t)}{dt} &\geq a_2(t)p(t)p_1^-(t) + [\lambda_0 - b_2(t)q(t)]p_2^-(t), \\
p_1^-(t + T) &= p_1^-(t), \quad p_2^-(t + T) = p_2^-(t)
\end{align*}
\] (2.15)

and
\[
\begin{align*}
\frac{dp_1^+(t)}{dt} &\geq [\lambda_1 - a_1(t)p(t)]p_1^+(t) + b_1(t)q(t)p_2^+(t), \\
\frac{dp_2^+(t)}{dt} &\geq [\lambda_1 + b_2(t)q(t) - a_2(t)p(t)]p_2^+(t), \\
p_1^+(t + T) &= p_1^+(t), \quad p_2^+(t + T) = p_2^+(t),
\end{align*}
\] (2.16)

respectively.

**Proof.** Take two real numbers $\lambda_0$ and $\lambda_1$ satisfying
\[0 < \lambda_0 < \min\{\frac{b_1q - a_1p}{b_2q}, \quad 0 < \lambda_1 < \min\{\frac{a_2p - b_2q}{a_1p}\}.\]

Then define four functions $p_i^-, p_i^+, i = 1, 2$ by
\[
\begin{align*}
p_i^-(t) &= \exp \left( \int_0^t a_1(\tau)p(\tau) - b_1(\tau)q(\tau) \, d\tau + \frac{b_1q - a_1p}{b_2q} \right), \\
p_i^+(t) &= (c_0(t) + p_i^-(0)) \exp \left( - \int_0^t b_2(\tau)q(\tau) \, d\tau + \lambda_0 t \right),
\end{align*}
\]

where
\[
\begin{align*}
p_1^-(0) &= 1, \\
p_2^-(0) &= \int_0^T \frac{a_2(t)p(t)p_1^-(t)\exp \left( \int_0^t b_2(\tau)q(\tau) \, d\tau - \lambda_0 t \right)}{\exp \left( \int_0^t b_2(t)q(t) \, dt - \lambda_0 T \right) - 1} \, dt, \\
c_0(t) &= \int_0^t a_2(s)p(s)p_1^-(s)\exp \left( \int_0^s b_2(\tau)q(\tau) \, d\tau - \lambda_0 s \right) \, ds.
\end{align*}
\]

and
\[
\begin{align*}
p_i^+(t) &= (c_1(t) + p_i^+(0)) \exp \left( - \int_0^t a_1(\tau)p(\tau) \, d\tau + \lambda_1 t \right), \\
p_2^+(t) &= \exp \left( \int_0^t (b_2(\tau)q(\tau) - a_2(t)p(\tau)) \, d\tau + \frac{a_2p - b_2q}{a_1p} t \right).
\end{align*}
\]
Then it is easy to check that (2.15) and (2.16) are true.

We next apply the eigenvalues \( \lambda_0, \lambda_1 \) and eigenfunctions \((p_1^- (t), p_2^- (t))\) and \((p_1^+ (t), p_2^+ (t))\) to construct upper and lower solutions of the system (1.7).

**Lemma 2.4.** Assume that (1.2) holds and there exists \((c, \Phi(z, t), \Psi(z, t))\) as a traveling wave solution of (1.7). Then there exist positive constants \( \delta_0, \sigma_1, \rho, \) real numbers \( \kappa^\pm \in \mathbb{R} \) and positive and bounded functions \( p_1(x, t), p_2(x, t) \) such that, for any \( \delta \in (0, \delta_0) \), the functions \((\phi^+, \psi^+) (x, t)\) and \((\phi^-, \psi^-) (x, t)\) defined by

\[
\begin{align*}
\phi^\pm(x, t) &= \Phi\left(x + ct + \kappa^\pm \pm \sigma_1 \delta (1 - e^{-\rho t}), t \right) \pm \delta p_1\left(x + ct + \kappa^\pm \pm \sigma_1 \delta (1 - e^{-\rho t}), t \right) e^{-\rho t}, \\
\psi^\pm(x, t) &= \Psi\left(x + ct + \kappa^\pm \pm \sigma_1 \delta (1 - e^{-\rho t}), t \right) \pm \delta p_2\left(x + ct + \kappa^\pm \pm \sigma_1 \delta (1 - e^{-\rho t}), t \right) e^{-\rho t},
\end{align*}
\]

are upper-lower solutions of (1.7) for \((x, t) \in \mathbb{R} \times (0, \infty)\).

**Proof.** We first give several notations by

\[
\begin{align*}
\lambda &= \min \{ \lambda_0, \lambda_1 \}, \\
&= \max \left\{ \max_{t \in [0, T]} d_1(t), \max_{t \in [0, T]} d_2(t) \right\}, \\
C_0 &= \max \left\{ \max_{t \in [0, T]} \left| \frac{d}{dt} p_1^+(t) \right|, \max_{t \in [0, T]} \left| \frac{d}{dt} p_1^-(t) \right|, \max_{t \in [0, T]} \left| \frac{d}{dt} p_2^+(t) \right|, \max_{t \in [0, T]} \left| \frac{d}{dt} p_2^-(t) \right| \right\}, \\
C_1 &= \max \left\{ \max_{t \in [0, T]} (a_1(t)p(t) + 2b_1(t)q(t)), \max_{t \in [0, T]} (a_2(t)p(t) + 2b_2(t)q(t)) \right\}, \\
C_2 &= \max \left\{ \max_{t \in [0, T]} p_1^+(t), \max_{t \in [0, T]} p_1^-(t), \max_{t \in [0, T]} p_2^+(t), \max_{t \in [0, T]} p_2^-(t) \right\}, \\
C_3 &= \min \left\{ \min_{t \in [0, T]} p_1^+(t), \min_{t \in [0, T]} p_1^-(t), \min_{t \in [0, T]} p_2^+(t), \min_{t \in [0, T]} p_2^-(t) \right\}.
\end{align*}
\]

For any given positive constant \( \rho \), it follows from (A3) that there exists a large positive constant \( M_0 \) such that

\[
\int_{|y| > M_0} J_i(y) dy < \frac{C_3}{dC_2} \rho, \quad i = 1, 2.
\]

Define a continuous function \( \zeta(x) \) by

\[
\zeta(x) = \begin{cases} 
0, & x < -M_1, \\
1, & x > M_1,
\end{cases}
\]

where \( M_1 \) is a large positive constant and \( 0 \leq \zeta'(x) \leq 1 \) for \( x \in \mathbb{R} \).
Let
\[ \varepsilon_0 := \min \left\{ \frac{1}{2}, \frac{C_3 \lambda}{3C_1(C_2 + C_3)} \right\}, \tag{2.20} \]
where \( \lambda \) is defined in (2.18). It then follows from (1.10) that there exists a large positive constant \( M := M(\varepsilon_0) \geq M_0 + M_1 \) such that
\[ 0 < \Phi(z, t) \leq \varepsilon_0, \quad 0 < \Psi(z, t) \leq \varepsilon_0, \quad \text{if } z < -M; \]
\[ 1 - \varepsilon_0 \leq \Phi(z, t) \leq 1, \quad 1 - \varepsilon_0 \leq \Psi(z, t) \leq 1, \quad \text{if } z > M. \tag{2.21} \]

Then, furthermore, we define
\[ C_4 = \min \left\{ \sup_{x \in [-M, M], t \in [0, T]} \frac{\partial}{\partial x} \Phi(\xi^+, t), \sup_{x \in [-M, M], t \in [0, T]} \frac{\partial}{\partial \xi^+} \Psi(\xi^+, t) \right\}, \tag{2.22} \]
\[ \delta_0 = \min \left\{ \frac{\lambda}{3C_1C_2}, \frac{1}{C_2}, \frac{C_4}{2C_2} \right\}, \tag{2.23} \]
and two functions \( p_1(x, t) \) and \( p_2(x, t) \) by
\[ p_1(x, t) = \zeta(x) p_1^+(t) + (1 - \zeta(x)) p_1^-(t), \quad p_2(x, t) = \zeta(x) p_2^+(t) + (1 - \zeta(x)) p_2^-(t). \]

We now let
\[ \xi^\pm(x, t) = x + ct + \kappa^\pm \pm \sigma_1 \delta(1 - e^{-\rho t}), \]
then (2.17) can be rewritten as
\[ \phi^\pm(x, t) = \Phi(\xi^\pm, t) \pm \delta p_1(\xi^\pm, t)e^{-\rho t} \quad \text{and} \quad \psi^\pm(x, t) = \Psi(\xi^\pm, t) \pm \delta p_2(\xi^\pm, t)e^{-\rho t}. \tag{2.24} \]

We only show that \((\phi^+(x, t), \psi^+(x, t))\) in (2.24) is an upper solution of system (1.7). The proof of the lower solution is similar and is omitted here.

Substituting \( \phi^+ \) into the first equation of system (1.7) gives
\[ d_1(t) [d_1 * \phi^+(x, t) - \phi^+(x, t)] - \phi^+_t + \phi^+[a_1(t)p(t)(1 - \phi^+) - b_1(t)q(t)(1 - \psi^+)] \]
\[ = d_1(t) \int J_1(y) \left[ \Phi(\xi^+ - y, t) - \Phi(\xi^+, t) \right] dy \]
\[ + \delta e^{-\rho t} d_1(t) \int J_1(y) \left[ p_1(\xi^+ - y, t) - p_1(\xi^+, t) \right] dy \]
\[ - \left[ \sigma_1 \rho \delta e^{-\rho t} \Phi_{\xi^+} + c \Phi_{\xi^+} + \Phi_1 + \frac{\partial p_1(\xi^+, t)}{\partial \xi^+} (c + \sigma_1 \rho \delta e^{-\rho t}) \delta e^{-\rho t} + \frac{\partial p_1(\xi^+, t)}{\partial t} \delta e^{-\rho t} - \rho p_1(\xi^+, t) \delta e^{-\rho t} \right] \]
\[ + \Phi \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \psi) \right] + \delta p_1(\xi^+, t) e^{-\rho t} \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \psi) \right] \]
\[ - \delta e^{-\rho t} \left( \Phi + \delta e^{-\rho t} p_1(\xi^+, t) \right) \left[ a_1(t)p(t)p_1(\xi^+, t) - b_1(t)q(t)p_2(\xi^+, t) \right] \]
\[ = \delta e^{-\rho t} d_1(t) \int J_1(y) \left[ p_1(\xi^+ - y, t) - p_1(\xi^+, t) \right] dy \]
\[ + \delta e^{-\rho t} \left[ -\sigma_1 \rho \Phi_{\xi^+} - \frac{\partial p_1(\xi^+, t)}{\partial \xi^+} (c + \sigma_1 \rho \delta e^{-\rho t}) \frac{\partial p_1(\xi^+, t)}{\partial t} + \rho p_1(\xi^+, t) \right] \]
\[ + \delta p_1(\xi^+, t) e^{-\rho t} \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \psi) \right] - \delta e^{-\rho t} \Phi \left[ a_1(t)p(t)p_1(\xi^+, t) - b_1(t)q(t)p_2(\xi^+, t) \right] \]
\[ - (\delta e^{-\rho t})^2 p_1(\xi^+, t) \left[ a_1(t)p(t)p_1(\xi^+, t) - b_1(t)q(t)p_2(\xi^+, t) \right] \]
\[ \overset{\text{def}}{=} I_1(\xi^+, t) + I_2(\xi^+, t) + I_3(\xi^+, t), \]
where the last equality holds by using
\[
\frac{d}{dt} \left( \int_{\mathbb{R}} J_1(y) \Phi(\xi^+ - y, t) dy - \Phi \right) - c\Phi_{\xi^+} - \Phi_1 + \Phi [a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi)] = 0;
\] (2.25)

and
\[
I_1(\xi^+, t) = \delta e^{-\rho t} d_1(t) \int_{\mathbb{R}} J_1(y) \left[ p_1(\xi^+ - y, t) - p_1(\xi^+, t) \right] dy
\]
\[
= \delta e^{-\rho t} d_1(t) \left( p_1^+(t) - p_1^-(t) \right) \int_{\mathbb{R}} J_1(y) \left[ \zeta(\xi^+ - y) - \zeta(\xi^+) \right] dy,
\]
\[
I_2(\xi^+, t) = \delta e^{-\rho t} \left[ -\sigma_1 \rho \Phi_{\xi^+} - \frac{\partial p_1(\xi^+, t)}{\partial \xi^+} (c + \sigma_1 \delta \rho e^{-\rho t}) - \frac{\partial p_1(\xi^+, t)}{\partial t} + \rho p_1(\xi^+, t) \right],
\]
\[
I_3(\xi^+, t) = \delta e^{-\rho t} p_1(\xi^+, t) \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi) \right]
\]
\[
- \delta e^{-\rho t} \Phi \left[ a_1(t)p(t)p_1(\xi^+, t) - b_1(t)q(t)p_2(\xi^+, t) \right]
\]
\[
- (\delta e^{-\rho t})^2 p_1(\xi^+, t) \left[ a_1(t)p(t)p_1(\xi^+, t) - b_1(t)q(t)p_2(\xi^+, t) \right].
\] (2.26)

We next consider three separate cases:

(i) \( \xi^+(x, t) < -M \);

(ii) \( |\xi^+(x, t)| \leq M \);

(iii) \( \xi^+(x, t) > M \).

**Case (i)** According to the definition of the function \( \zeta(x) \), we have
\[
\zeta(\xi^+) = 0, \quad p_1(\xi^+, t) = p_1^-(t), \quad \text{and} \quad p_2(\xi^+, t) = p_2^-(t).
\]

In addition, if \( |y| \leq M_0 \), then
\[
\zeta(\xi^+ - y) = 0, \quad p_1(\xi^+ - y, t) = p_1^-(t), \quad \text{and} \quad p_2(\xi^+ - y, t) = p_2^-(t).
\]

It follows from (2.19) and the definition of \( d, C_2 \) and \( C_3 \) that
\[
I_1(\xi^+, t) = \delta e^{-\rho t} d_1(t) \left( p_1^+(t) - p_1^-(t) \right) \int_{|y| > M_0} J_1(y) \left[ \zeta(\xi^+ - y) - \zeta(\xi^+) \right] dy
\]
\[
\leq \delta e^{-\rho t} d_1(t) \left| p_1^+(t) - p_1^-(t) \right| \int_{|y| > M_0} J_1(y) dy
\]
\[
< \delta e^{-\rho t} d_1(t) \left| p_1^+(t) - p_1^-(t) \right| \frac{C_3}{dC_2} \rho
\]
\[
\leq \delta e^{-\rho t} C_3 \rho.
\] (2.27)
Using Theorem 2.1 and Lemma 2.3 yields

\[
I_2(\xi^+, t) = -\delta e^{-\rho t} \left[ \sigma_1 \rho \Phi_{\xi^+} + \frac{dp^-_1(t)}{dt} - \rho p^-_1(t) \right]
\]

\[
\leq -\delta e^{-\rho t} \left[ \sigma_1 \rho \Phi_{\xi^+} + (a_1(t)p(t) - b_1(t)q(t) + \lambda_0)p^-_1(t) - \rho p^-_1(t) \right]
\]

\[
\leq -\delta e^{-\rho t} p^-_1(t) \left[ a_1(t)p(t) - b_1(t)q(t) + \lambda_0 - \rho \right].
\]

By (2.20) and the definition of \( M \), we have

\[
I_3(\xi^+, t) = \delta e^{-\rho t} p^-_1(t) \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi) \right]
\]

\[
- \delta e^{-\rho t} \Phi \left[ a_1(t)p(t)p^-_1(t) - b_1(t)q(t)p^-_2(t) \right]
\]

\[
- (\delta e^{-\rho t})^2 p^-_1(t) \left[ a_1(t)p(t)p^-_1(t) - b_1(t)q(t)p^-_2(t) \right]
\]

\[
\leq \delta e^{-\rho t} p^-_1(t) \left[ a_1(t)p(t) - b_1(t)q(t)(1 - \varepsilon_0) \right] + \delta e^{-\rho t} b_1(t)q(t)p^-_2(t) \left[ \varepsilon_0 + \delta p^-_1(t) \right]
\]

\[
= \delta e^{-\rho t} p^-_1(t) \left\{ a_1(t)p(t) - b_1(t)q(t) + \varepsilon_0 b_1(t)q(t) \left[ 1 + \frac{p^-_2(t)}{p^-_1(t)} \right] + \delta b_1(t)q(t)p^-_2(t) \right\}.
\]

Note that \( \delta \in (0, \delta_0] \), by the definition of \( \varepsilon_0 \) and \( \delta_0 \), let \( \rho \leq \frac{\lambda}{6} \), and then it follows that

\[
I_1(\xi^+, t) + I_2(\xi^+, t) + I_3(\xi^+, t)
\]

\[
< \delta e^{-\rho t} \left[ C_3 \rho - (a_1(t)p(t) - b_1(t)q(t) + \lambda_0 - \rho)p^-_1(t) \right]
\]

\[
+ \delta e^{-\rho t} p^-_1(t) \left\{ a_1(t)p(t) - b_1(t)q(t) + \varepsilon_0 b_1(t)q(t) \left[ 1 + \frac{p^-_2(t)}{p^-_1(t)} \right] + \delta b_1(t)q(t)p^-_2(t) \right\}
\]

\[
\leq \delta e^{-\rho t} p^-_1(t) \left( \frac{C_3}{p^-_1(t)} + 1 \right) \rho - \lambda_0 + \varepsilon_0 C_1 \left( 1 + \frac{C_2}{C_3} \right) + \delta C_1 C_2
\]

\[
\leq \delta e^{-\rho t} p^-_1(t) \left( 2\rho - \lambda_0 + \frac{2\lambda}{3} \right) \leq 0.
\]
Similarly, for the second equation in system (1.7), we have

\[
\begin{align*}
&d_2(t)[J_2 \ast \psi^+(x, t) - \psi^+(x, t)] = \psi^+_1 + (1 - \psi^+) \left[ a_2(t)p(t) \phi^+ - b_2(t)q(t) \psi^+ \right] \\
= &\delta e^{-\rho t}d_2(t)(p_2^+(t) - p_2^-(t)) \int_{|y| > M_0} J_2(y)[\zeta(\xi^+ - y) - \zeta(\xi^+)]dy \\
- &\delta e^{-\rho t} \left[ \sigma_1 \rho \Psi_{\xi^+} + \frac{dp_2^-(t)}{dt} - \rho p_2^-(t) \right] + \delta e^{-\rho t} \left[ a_2(t)p(t)p_1^-(t) - b_2(t)q(t)p_2^-(t) \right](1 - \Psi) \\
- &\delta e^{-\rho t}p_2^-(t) \left[ a_2(t)p(t)\Phi - b_2(t)q(t)\Psi \right] - (\delta e^{-\rho t})^2p_2^-(t) \left[ a_2(t)p(t)p_1^-(t) - b_2(t)q(t)p_2^-(t) \right] \\
< &\delta e^{-\rho t}d_2(t)(p_2^+(t) - p_2^-(t)) \int_{|y| > M_0} J_2(y)[\zeta(\xi^+ - y) - \zeta(\xi^+)]dy \\
- &\delta e^{-\rho t} \left[ a_2(t)p(t)p_1^+(t) - (\lambda_0 - b_2(t)q(t))p_2^-(t) - \rho p_2^-(t) \right] \\
+ &\delta e^{-\rho t} \left[ a_2(t)p(t)p_1^-(t) - b_2(t)q(t)p_2^-(t)(1 - \varepsilon_0) \right] + \delta e^{-\rho t}p_2^-(t)b_2(t)q(t) \left[ \varepsilon_0 + \delta e^{-\rho t}p_2^-(t) \right] \\
\leq &\delta e^{-\rho t}p_2^-(t) \left[ \left( \frac{C_3}{p_2(t)} + 1 \right) \rho - \lambda_0 + \varepsilon_0 C_1 \left( 1 + \frac{C_2}{C_3} \right) + \delta C_1 C_2 \right] \\
\leq &\delta e^{-\rho t}p_2^-(t) \left( 2\rho - \lambda_0 + \frac{2\lambda}{3} \right) \leq 0.
\end{align*}
\]

**Case(ii)** By the definition of $C_0$ and $C_2$, we have

\[
\left| \frac{\partial p_1(\xi^+, t)}{\partial t} \right| = \left( \zeta(\xi^+ - y) \frac{d}{dt}p_1^+(t) + (1 - \zeta(\xi^+)) \frac{d}{dt}p_1^-(t) \right) \leq C_0,
\]

\[
\left| \frac{\partial p_2(\xi^+, t)}{\partial t} \right| = \left( \zeta(\xi^+ - y) \frac{d}{dt}p_2^+(t) + (1 - \zeta(\xi^+)) \frac{d}{dt}p_2^-(t) \right) \leq C_0,
\]

\[
\left| \frac{\partial p_1(\xi^+, t)}{\partial \xi^+} \right| = \zeta'(\xi^+) |p_1^+(t) - p_1^-(t)| \leq |p_1^+(t) - p_1^-(t)| \leq C_2,
\]

\[
\left| \frac{\partial p_2(\xi^+, t)}{\partial \xi^+} \right| = \zeta'(\xi^+) |p_2^+(t) - p_2^-(t)| \leq |p_2^+(t) - p_2^-(t)| \leq C_2,
\]

\[
p_1(\xi^+, t) = \zeta(\xi^+)p_1^+(t) + (1 - \zeta(\xi^+))p_1^-(t) \leq C_2,
\]

\[
p_2(\xi^+, t) = \zeta(\xi^+)p_2^+(t) + (1 - \zeta(\xi^+))p_2^-(t) \leq C_2.
\]
We now give the estimates of $I_1, I_2$ and $I_3$ in terms of $\delta, C_0, C_1, C_2$ and $C_4$.

\[
I_1(\xi^+, t) = \delta e^{-\rho \int_0^y} \left[ J_1(y) \left[ \zeta(\xi^+ - y) - \zeta(\xi^+) \right] \right] dy
\]

\[
\leq \delta e^{-\rho \int_0^y} \left[ \left| p_1^+ (t) - p_1^- (t) \right| \right] \leq \delta e^{-\rho \int_0^y} d C_2,
\]

\[
I_2(\xi^+, t) = \delta e^{-\rho \int_0^y} \left[ -\sigma_1 \rho \Phi_\xi - \frac{\partial p_1(\xi^+, t)}{\partial \xi} (c + \sigma_1 \rho e^{-\rho t}) - \frac{\partial p_1(\xi^+, t)}{\partial t} + \rho p_1(\xi^+, t) \right]
\]

\[
\leq \delta e^{-\rho \int_0^y} \left[ -\sigma_1 \rho C_4 + C_2 (|c| + \sigma_1 \rho) + C_0 + \rho C_2 \right]
\]

\[
\leq \delta e^{-\rho \int_0^y} \left[ -\frac{1}{2} \sigma_1 \rho C_4 + C_0 + (|c| + \rho) C_2 \right],
\]

\[
(2.31)
\]

Thus, if $\sigma_1$ is chosen as

\[
\sigma_1 \geq \frac{2C_0 + 2C_2 (d + |c| + \rho + C_1)}{C_4 \rho},
\]

then we have

\[
I_1(\xi^+, t) + I_2(\xi^+, t) + I_3(\xi^+, t) < \delta e^{-\rho \int_0^y} \left[ d C_2 - \frac{1}{2} \sigma_1 \rho C_4 + C_0 + (|c| + \rho) C_2 + C_1 C_2 \right] \leq 0.
\]

Likewise, it can be verified that

\[
d_2(t) \left[ J_2 \ast \psi^+(x, t) - \psi^+(x, t) \right] - \psi^+_t + (1 - \psi^+) \left[ a_2(t) p(t) \phi^+ - b_2(t) q(t) \psi^+ \right]
\]

\[
= \delta e^{-\rho \int_0^y} \left[ p_2^+ (t) - p_2^- (t) \right] \int_0^y J_2(y) \left[ \zeta(\xi^+ - y) - \zeta(\xi^+) \right] dy
\]

\[
+ \delta e^{-\rho \int_0^y} \left[ -\sigma_1 \rho \Psi_\xi - \frac{\partial p_2(\xi^+, t)}{\partial \xi} (c + \sigma_1 \rho e^{-\rho t}) - \frac{\partial p_2(\xi^+, t)}{\partial t} + \rho p_2(\xi^+, t) \right]
\]

\[
+ \delta e^{-\rho \int_0^y} \left[ b_2(t) q(t) p_1(\xi^+, t) - b_2(t) q(t) p_2(\xi^+, t) \right] \left( (1 - \psi) - p_2(\xi^+, t) \left( a_2(t) p(t) \Phi - b_2(t) q(t) \Psi \right) \right]
\]

\[
- \delta e^{-\rho \int_0^y} \left[ d C_2 - \frac{1}{2} \sigma_1 \rho C_4 + C_0 + (|c| + \rho) C_2 + C_1 C_2 \right] \leq 0.
\]

Case(iii) can be dealt with as Case(i). Hence $(\phi^+, \psi^+)$ is an upper solution of system (1.7). Then the proof is complete. \hfill \Box

**Remark 2.2.** System (1.7) is monotone only in the phase space

\[
\mathbb{W} = \{ (\phi, \psi) | \phi, \psi \in \mathcal{C}, \phi \geq 0 \text{ and } \psi \leq 1 \}.
\]

When $\phi^- \notin \mathbb{W}$ or $\psi^+ \notin \mathbb{W}$, we can use their truncations $\hat{\phi}^- = \max\{0, \phi^-\}$ and $\hat{\psi}^+ = \min\{1, \psi^+\}$ to replace $\phi^-$ and $\psi^+$, respectively, so that the comparison principle in Lemma 2.2 still works for the upper and lower solutions in Lemma 2.4.
We are in a position now to state and prove the uniqueness of the bistable time-periodic traveling wave if it exists.

**Theorem 2.2.** Assume that (1.2) holds. Then there exists at most one (up to translation) bistable time-periodic traveling wave solution to (1.9)–(1.10).

**Proof.** We first prove the uniqueness of the bistable wave speed by contradiction and assume that (1.9)–(1.10) has two solutions \((\Phi, \Psi)(x + ct, t)\) and \((\Phi_1, \Psi_1)(x + c_1 t, t)\) with speeds \(c\) and \(c_1\). By Lemma 2.4 and the comparison principle, we have

\[
\Phi(x + ct + \kappa^- - \sigma_1 \delta(1 - e^{-\rho t}), t) - Ce^{-\rho t}/2 = \phi^-(x, t) \leq \Phi_1(x + c_1 t, t)
\]

for some \(\kappa^- \in \mathbb{R}\) and \(C > 0\) since (2.32) is true at \(t = 0\). It follows from the above formulas that \(c \leq c_1\). Otherwise, assume that \(\Phi_1(\eta, t) < 1\) for some fixed value \(\eta\) and \(t \in (0, \infty)\). If \(c > c_1\), then on the line \(x + c_1 t = \eta\) we have

\[
\Phi_1(\eta, t) = \Phi_1(x + c_1 t, t) \geq \phi^-(x, t) = \Phi(\eta + (c - c_1) t + \kappa^- - \sigma_1 \delta(1 - e^{-\rho t}), t) - Ce^{-\rho t}/2.
\]

It turns out that \(\Phi_1(\eta, t) \geq 1\) as \(t\) is sufficiently large. This is a contradiction. By using the same idea we can also prove \(c \geq c_1\). Therefore, we have \(c = c_1\).

Now from (2.32) by letting \(t \to \infty\), we get

\[
\Phi(\eta + \kappa^- - \sigma_1 \delta, t) \leq \Phi_1(\eta, t).
\]

Similarly we can get

\[
\Phi_1(\eta, t) \leq \Phi(\eta + \kappa^+ + \sigma_1 \delta, t).
\]

As such, we can easily follow the idea in [6] (see Step 2 on page 133) to prove that the wave profile is unique up to translation. \(\square\)

### 2.4. Stability

This subsection is devoted to discussing the Liapunov stability of the bistable \(T\)-periodic traveling wave solution of system (1.7).

**Theorem 2.3.** Assume that (1.2) holds and there exists \(\Gamma(z, t) = (\Phi(z, t), \Psi(z, t)), z = x + ct\) as the bistable \(T\)-periodic traveling wave profile of system (1.7) connecting \(\alpha\) and \(\beta\). Suppose that \(\omega(x, t) = (\phi(x, t), \psi(x, t))\) is the solution of system (1.7) with the initial data \(\omega_0 = (\phi_0, \psi_0)\) satisfying \((0, 0) \leq \omega_0 \leq (1, 1)\). Then the traveling wave \(\Gamma(z, t)\) is stable in the sense that for arbitrary small \(\epsilon > 0\) there is a constant \(\delta^*\), such that

\[
\|\omega(x, t) - \Gamma(z, t)\| < \epsilon, \ (x, t) \in \mathbb{R} \times \mathbb{R}^+
\]

as long as \(\omega_0\) satisfies

\[
\|\omega_0(x) - \Gamma(x, 0)\| < \delta^*, \ x \in \mathbb{R}.
\]

**Proof.** Let \(\delta\) be defined in Lemma 2.4 with \(\kappa^\pm = 0\), \(\delta_m = \min \{\inf_{x \in \mathbb{R}} \{p_1(x, 0)\}, \inf_{x \in \mathbb{R}} \{p_2(x, 0)\}\}\) and \(\delta^* = \delta m\). Then condition (2.34) means that

\[
\Phi(x, 0) - \delta p_1(x, 0) \leq \phi_0 \leq \delta p_1(x, 0) + \Phi(x, 0), \ x \in \mathbb{R}
\]

and

\[
\Psi(x, 0) - \delta p_2(x, 0) \leq \psi_0 \leq \delta p_2(x, 0) + \Psi(x, 0), \ x \in \mathbb{R}.
\]
By this and (2.24), we have
\[ \phi^-(x,0) \leq \phi_0(x) \leq \phi^+(x,0), \quad \psi^-(x,0) \leq \psi_0(x) \leq \psi^+(x,0), \quad x \in \mathbb{R}. \]

Then lemma 2.2 implies that
\[ \phi^-(x,t) \leq \phi(x,t) \leq \phi^+(x,t), \quad \psi^-(x,t) \leq \psi(x,t) \leq \psi^+(x,t), \quad x \in \mathbb{R}, \quad t \in [0,1) \]
where \((\phi^\pm(x,t),\psi^\pm(x,t))\) are defined in lemma 2.4. Thus we have
\[ |\phi^\pm(z,t) - \Phi(z,t)| \]
\[ \leq |p_1(z \pm \sigma_1 \delta(1 - e^{-\rho t}), t) e^{-\rho t}| + |\Phi(z \pm \sigma_1 \delta(1 - e^{-\rho t}), t) - \Phi(z,t)| \]
\[ \leq \delta |p_1(z \pm \sigma_1 \delta(1 - e^{-\rho t}), t) |e^{-\rho t} + \sigma_1 \delta| \frac{\partial}{\partial z} \Phi(z \pm \theta \sigma_1 \delta(1 - e^{-\rho t}), t) |(1 - e^{-\rho t}) \]
\[ \leq \chi \delta, \]
where \(\theta \in (0,1)\) and \(\chi > 0\) does not depend on \(\delta\). Likewise, it is easy to check that
\[ |\psi^\pm(x,t) - \Psi(z,t)| \leq \chi \delta. \]
By (2.35) and further taking \(\delta < \frac{\epsilon}{\sqrt{2} \chi}\), i.e., \(\delta^* < \delta_m \frac{\epsilon}{\sqrt{2} \chi}\), after a simple computation, we get
\[ \|\omega(x,t) - \Gamma(z,t)\| \leq \sqrt{2} \chi \delta < \epsilon. \]
The proof is complete. \(\Box\)

3. The value interval of the bistable wave speed

In this section, we focus on the estimation of value interval and the determinacy of sign of the bistable wave speed. We will assume that only (1.2) (instead of (1.6)) holds in the following sections.

**Theorem 3.1.** Assume that there exists a bistable \(T\)-periodic traveling wave profile of system (1.7) connecting \(\mathbf{o}\) and \(\beta\). Let \(c\) be the bistable wave speed. Then we have
\[ -c^+_i(0,\alpha_i) \leq c \leq c^+_i(\alpha_i, \beta), \quad i = 1, 2. \]

Particularly, for \(i = 1\) we have
\[ \frac{1}{T} \inf_{0 < \mu < \infty} \frac{\gamma_1(\mu)}{\mu} \leq c \leq \frac{1}{T} \inf_{0 < \mu < \infty} \frac{\gamma_2(\mu)}{\mu}, \]
(3.2)
where
\[ \gamma_1(\mu) = \int_0^T d_1(t) \left( \int_{\mathbb{R}} J_1(y,t) e^{-\mu y} dy - 1 \right) + a_1(t)p(t) dt \]
and
\[ \gamma_2(\mu) = \int_0^T d_2(t) \left( \int_{\mathbb{R}} J_2(y,t) e^{\mu y} dy - 1 \right) + b_2(t)q(t) dt. \]

**Proof.** We shall prove \(c \leq c^+_i(\alpha_i, \beta)\). The remainder of (3.1) can be proved by means of a similar method.

Let \((\Phi_1, \Psi_1)(z,t)\) be the \(T\)-periodic monostable traveling wave profile of (1.9) satisfying
\[ (\Phi_1, \Psi_1)(-\infty, t) = \alpha_1, \quad (\Phi_1, \Psi_1)(\infty, t) = \beta \]
with the wave speed $c^+_{\alpha_1, \beta}$. Then, $(\Phi_1, \Psi_1)(x + c^+_{\alpha_1, \beta}t, t)$ is an exact solution of (1.7) with the initial data as $(\Phi_1, \Psi_1)(x, 0)$. To proceed, we give another initial functions $(\phi, \psi)(x, 0)$ of (1.7), which is continuous, nondecreasing and satisfies

$$\phi(x, 0) = \psi(x, 0) = \begin{cases} 0, & x < -L, \\ 1 - \tau, & x > L, \end{cases} \quad (3.3)$$

for some $L > 0$ and $\tau \in (0, 1)$ such that (2.34) in Theorem 2.3 holds. It is possible (by shift if necessary) to assume that

$$\Phi_1(x, 0) \geq \phi(x, 0) \text{ and } \Psi_1(x, 0) \geq \psi(x, 0), \quad x \in \mathbb{R}.$$ 

By applying the comparison principle, we then obtain

$$(\Phi_1, \Psi_1)(x + c^+_{\alpha_1, \beta}t, t) \geq (\phi, \psi)(x, t), \quad (x, t) \in \mathbb{R} \times \mathbb{R}^+.$$ \quad (3.4)

By Theorem 2.3, we know that $(\phi, \psi)(x, t)$ is sufficiently close to the $T$-periodic bistable traveling wave profile $\Gamma(z, t) = (\Phi, \Psi)(z, t)$ with $z = x + ct$. Then it follows that

$$\Phi_1(x + c^+_{\alpha_1, \beta}t, t) \geq \phi(x, t) \geq \Phi(x + ct, t) - \epsilon,$$ \quad (3.5)

for any $\epsilon > 0$. Let $\Phi_1(\xi, t) < 1$ for the fixed points $(\xi, t), t > 0$. By (3.5), on the line $\xi = x + c^+_{\alpha_1, \beta}t$, if $c > c^+_{\alpha_1, \beta}$, then we have

$$\Phi_1(\xi, t) \geq \Phi(\xi + (c - c^+_{\alpha_1, \beta})t, t) - \epsilon \to 1 - \epsilon \text{ as } t \to \infty.$$ 

This is a contradiction since $\epsilon$ is arbitrary small. Thus $c \leq c^+_{\alpha_1, \beta}$.

The inequality in (3.2) is a straightforward consequence of (3.1) together with the proof process of Theorem 2.1. Then the proof is complete. \qed

We now establish the relationship between the bistable wave speed and the wave speeds of upper/lower solutions of (1.9). The proofs of the following two theorems can be proceeded in the same way as in Theorem 3.1 and are omitted here.

**Theorem 3.2.** Assume that (1.9) has a nonnegative upper solution $(\Phi(z, t), \Psi(z, t))$ with speed $\bar{c}$, nondecreasing in $z$, $T$-periodic in $t$, and satisfying

$$(\Phi, \Psi)(-\infty, t) < (1, 1), \quad (\Phi, \Psi)(\infty, t) \geq (1, 1).$$

Then the speed $c$ of the bistable $T$-periodic traveling wave of (1.9) satisfies

$$c \leq \bar{c}. \quad (3.6)$$

In particular, if $\bar{c} < 0$, then the bistable wave speed $c$ is negative.

**Theorem 3.3.** Suppose that (1.9) has a nonnegative lower solution $(\Phi(z, t), \Psi(z, t))$ with speed $\underline{c}$, nondecreasing in $z$, $T$-periodic in $t$ and satisfying

$$(\Phi, \Psi)(-\infty, t) = (0, 0) < (\Phi, \Psi)(\infty, t) \leq (1, 1).$$

Then the speed $c$ of the bistable $T$-periodic traveling wave of (1.9) satisfies

$$c \geq \underline{c}. \quad (3.7)$$

In particular, if $\underline{c} > 0$, then the bistable wave speed $c$ is positive.

Therefore, based on these two theorems, we could find explicit conditions for determining the sign of the bistable wave speed by seeking the formulas of upper/lower solutions of (1.9).
4. Result on the propagation direction

In this section, we shall give some explicit criteria to determine the sign of the bistable wave speed, which implies the propagation direction of the bistable traveling wave. To this end, we first discuss the characteristic equation of the bistable traveling wave of system (1.9)–(1.10) near the equilibrium points $o$ and $\beta$, which will be used to precisely construct upper solutions and lower solutions of (1.9).

4.1. Eigenvalue problem near $o$ and $\beta$

Linearizing system (1.9) at $o$ yields

\[
\begin{aligned}
&d_1(t) \left( \int_{\mathbb{R}} J_1(y)\Phi(z-y)dy - \Phi \right) - c\Phi_t - \Phi_t + \Phi[a_1(t)p(t) - b_1(t)q(t)] = 0, \\
&d_2(t) \left( \int_{\mathbb{R}} J_2(y)\Psi(z-y)dy - \Psi \right) - c\Psi_t - \Psi_t + a_2(t)p(t)\Phi - b_2(t)q(t)\Psi = 0.
\end{aligned}
\] (4.1)

Let $(\Phi(z,t), \Psi(z,t)) = (\varphi_1(t)e^{\mu z}, \nu_1(t)e^{\mu z})$ solve (4.1). Then this leads to an eigenvalue problem

\[
\begin{aligned}
&\varphi'_1(t) = \left[ d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{-\mu y}dy - 1 \right) - c\mu + a_1(t)p(t) - b_1(t)q(t) \right] \varphi_1(t), \\
&\nu'_1(t) = \left[ d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{-\mu y}dy - 1 \right) - c\mu - b_2(t)q(t) \right] \nu_1(t) + a_2(t)p(t)\varphi_1(t), \\
&\varphi_1(t) = \varphi_1(t+T), \quad \nu_1(t) = \nu_1(t+T).
\end{aligned}
\] (4.2)

By the first equation in (4.2), we have

\[
I_1(\mu, c) := \int_0^T \left\{ d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{-\mu y}dy - 1 \right) - c\mu + a_1(t)p(t) - b_1(t)q(t) \right\} dt = 0. \tag{4.3}
\]

It is easy to check that $\frac{\partial^2 I_1}{\partial \mu^2}(\mu, c) \geq 0$ and $I_1(0, c) < 0$, where (1.2) is used. Then $I_1(\mu, c) = 0$ has only one positive root denoted by $\mu_1$ or $\mu_1(c)$. If we let $\nu_1(t) = \rho_1(t)\varphi_1(t)$, then the second equation in (4.2) is changed into

\[
\rho'_1(t) - \left( g_1(\mu, t) - \frac{\varphi'_1(t)}{\varphi_1(t)} \right) \rho_1(t) = a_2(t)p(t), \tag{4.4}
\]

where

\[
g_1(\mu, t) = d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{-\mu y}dy - 1 \right) - c\mu - b_2(t)q(t). \tag{4.5}
\]

Hence the linearized system has a solution such that

\[
(\Phi, \Psi)(z, t) \sim (\varphi_1(t), \rho_1(t)\varphi_1(t))e^{\mu_1 z} \text{ as } z \to -\infty. \tag{4.6}
\]

However, let $(\Phi(z, t), \Psi(z, t)) = (\varphi_1(t)e^{\mu_1 z}, \nu_1(t)e^{\mu_2 z} + \rho_1(t)\varphi_1(t)e^{\mu_1 z})$ solve (4.1), where $\mu_2$ or $\mu_2(c)$ is another positive eigenvalue of (4.2) with $\mu_1 \neq \mu_2$. Then we have that $\rho_1(t)$ still satisfies (4.4) and $\mu_2$ solves the following equation

\[
h_1(\mu, c) := \int_0^T \left\{ d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{-\mu y}dy - 1 \right) - c\mu - b_2(t)q(t) \right\} dt = 0. \tag{4.7}
\]
Thus we have a solution with
\[(\Phi, \Psi)(z, t) \sim (\varphi_1(t)e^{\mu_1z}, \nu_1(t)e^{\mu_2z} + \rho_1(t)\varphi_1(t)e^{\mu_1z}) \text{ as } z \to -\infty.\] (4.8)

Next linearizing system (1.9) around the equilibrium \(\beta\), we have
\[
\begin{cases}
d_1(t) \left( \int_{\mathbb{R}} J_1(y)\Phi(z - y, t)\mathrm{d}y - \Phi \right) - c\Phi_z - \Phi_t - a_1(t)p(t)\Phi + b_1(t)q(t)\Psi = 0, \\
d_2(t) \left( \int_{\mathbb{R}} J_2(y)\Psi(z - y, t)\mathrm{d}y - \Psi \right) - c\Psi_z - \Psi_t + [b_2(t)q(t) - a_2(t)p(t)]\Psi = 0.
\end{cases}
\] (4.9)

Let (4.9) have solutions in the form of \((\Phi(z, t), \Psi(z, t)) = (\varphi_2(t)e^{-\mu z}, \nu_2(t)e^{-\mu z})\). Then the eigenvalue problem associated with it is
\[
\begin{cases}
\nu_2'(t) = \left[ d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{\mu y}\mathrm{d}y - 1 \right) + c\mu + b_2(t)q(t) - a_2(t)p(t) \right] \nu_2(t), \\
\varphi_2'(t) = \left[ d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{\mu y}\mathrm{d}y - 1 \right) + c\mu - a_1(t)p(t) \right] \varphi_2(t) + b_1(t)q(t)\nu_2(t), \\
\varphi_2(t) = \varphi_2(t + T), \quad \nu_2(t) = \nu_2(t + T).
\end{cases}
\] (4.10)

Integrating the first equation over the interval \([0, T]\) produces
\[
I_2(\mu, c) := \int_0^T \left\{ d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{\mu y}\mathrm{d}y - 1 \right) + c\mu + b_2(t)q(t) - a_2(t)p(t) \right\} \mathrm{d}t = 0.\] (4.11)

By a simple computation, we have \(\frac{\partial I_2}{\partial \mu^2}(\mu, c) \geq 0\). Furthermore, (1.2) implies \(I_2(0, c) < 0\). Hence (4.11) has only one positive root denoted by \(\mu_4\) or \(\mu_4(c)\). If assume \(\varphi_2(t) = \rho_2(t)\nu_2(t)\), then the second equation in (4.10) yields
\[
\rho_2'(t) - \left( g_2(\mu, t) - \frac{\nu_2'(t)}{\nu_2(t)} \right) \rho_2(t) = b_1(t)q(t),\] (4.12)

where
\[
g_2(\mu, t) = d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{\mu y}\mathrm{d}y - 1 \right) + c\mu - a_1(t)p(t).\] (4.13)

This means that the solution of system (1.9) may have a behavior
\[(\Phi, \Psi)(z, t) \sim (1, 1) - (\rho_2(t)\nu_2(t), \nu_2(t))e^{-\mu_4z} \text{ as } z \to \infty.\] (4.14)

However, we suppose that \((\Phi(z, t), \Psi(z, t)) = (\varphi_2(t)e^{-\mu_3z} + \rho_2(t)\nu_2(t)e^{-\mu_4z}, \nu_2(t)e^{-\mu_4z})\) is a solution of (4.10), where \(\mu_3\) or \(\mu_3(c)\) is another positive eigenvalue of (4.10) and \(\mu_3 \neq \mu_4\). Then it is easy to verify that \(\rho_2\) still solves (4.12) and \(\mu_3\) satisfies
\[
h_2(\mu, c) := \int_0^T \left\{ d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{\mu y}\mathrm{d}y - 1 \right) + c\mu - a_1(t)p(t) \right\} \mathrm{d}t = 0.\] (4.15)

Then the asymptotical behavior of the bistable traveling wave to system (1.9) near \(\beta\) may become
\[(\Phi, \Psi)(z, t) \sim (1 - \varphi_2(t)e^{-\mu_3z} - \rho_2(t)\nu_2(t)e^{-\mu_4z}, 1 - \nu_2(t)e^{-\mu_4z}) \text{ as } z \to \infty.\] (4.16)

The positivity of \(\varphi_1(t)\) and \(\nu_2(t)\) is easy to verify, which shall be used to construct upper/lower solutions of (1.9).
4.2. Explicit condition for propagation direction

According to the results in the last subsection and Theorems 3.2 and 3.3, under condition (1.2), we shall derive explicit conditions for determining the sign of the bistable wave speed by constructing upper/lower solutions. By (1.8), it is well-known that the bistable traveling wave with positive (negative) speed propagates to the left (right). We begin with introducing two functions

\[ Y_1(\mu(c), t) = d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{\mu(c)y}dy - 1 \right) - d_2(t) \left( \int_{\mathbb{R}} J_2(y)e^{\mu(c)y}dy - 1 \right) \]  

(4.17)

and

\[ Y_2(\mu(c), t) = -d_1(t) \int_{0}^{\infty} J_1(y)(1 + e^{\mu(c)y})(e^{\frac{1}{2}\mu(c)y} - e^{-\frac{1}{2}\mu(c)y})^2dy. \]  

(4.18)

**Theorem 4.1.** Assume that the T-periodic coefficients \( d_i(t), a_i(t), b_i(t) (i = 1, 2) \) satisfy

\[ 0 < \frac{Y_1(\mu_1(0), t) + a_1(t)p(t) - b_1(t)q(t) + b_2(t)q(t)}{a_2(t)p(t)} < \frac{a_1(t)p(t) + Y_2(\mu_1(0), t)}{a_1(t)p(t)}, \quad t \in [0, T], \]  

(4.19)

where \( p(t), q(t) \) are defined in (1.3) and \( \mu_1(0) \) solves

\[ I_1(\mu_1(0), 0) := \int_{0}^{T} \left\{ d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{-\mu_1(0)y}dy - 1 \right) + a_1(t)p(t) - b_1(t)q(t) \right\} dt = 0. \]  

(4.20)

Then the bistable wave speed of system (1.9) is positive.

**Proof.** By (4.19) and \( Y_2(\mu_1(0), t) < 0 \), there exists a real number \( k_1 \) satisfying

\[ \frac{Y_1(\mu_1(0), t) + a_1(t)p(t) - b_1(t)q(t) + b_2(t)q(t)}{a_2(t)p(t)} < k_1 < \frac{a_1(t)p(t) + Y_2(\mu_1(0), t)}{a_1(t)p(t)} < 1. \]  

(4.21)

Define a pair of functions \((\Phi, \Psi)\) by

\[ \Phi(z, t) = \frac{k_1 \varphi_1(t)}{\varphi_1(t) + e^{-\mu_1(z)}}; \quad \Psi(z, t) = \frac{1}{k_1} \Phi \]  

(4.22)

with speed \( c > 0 \). If \((\Phi, \Psi)\) can be proved to be a lower solution of (1.9), then Theorem 3.3 implies the desired result.

Indeed, substituting \((\Phi, \Psi)\) into (1.9), from the first equation it follows that

\[ d_1(t) \left( \int_{\mathbb{R}} J_1(y)\Phi(z - y, t)dy - \Phi \right) - \epsilon \Phi_z - \Phi_t + \Phi [a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi)] \]

\[ = \Phi(1 - \Phi) \left\{ \frac{d_1(t) \left( \int_{\mathbb{R}} J_1(y)\Phi(z - y, t)dy - \Phi \right)}{\Phi(1 - \Phi)} - \epsilon \mu_1(z) - \frac{\varphi_1(t)}{\varphi_1(t)} + H_1(z, t) \right\} \]

\[ \overset{\text{def}}{=} \Lambda_1, \]
where

\[ H_1(z,t) = \frac{a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \frac{\Phi}{k_1})}{1 - \frac{\Phi}{k_1}}. \]

Now applying the first equation in (4.2), we have

\[ \Lambda_1 = \frac{\Phi^2}{k_1} (1 - \frac{\Phi}{k_1}) \left\{ \frac{d_1(t) \int_{\mathbb{R}} J_1(y) \left( \Phi(z - y,t) - \Phi - (e^{-\mu_1(z)y} - 1)\Phi(1 - \frac{\Phi}{k_1}) \right) dy}{\Phi^2(1 - \frac{\Phi}{k_1})} \right\} \]

\[ + \frac{a_1(t)p(t)(1 - k_1)}{1 - \frac{\Phi}{k_1}} \right\} \]

\[ = \frac{\Phi^2}{k_1} (1 - \frac{\Phi}{k_1}) \left\{ d_1(t) \int_{\mathbb{R}} J_1(y) S(\mu_1(z),z,y,t)(2 - e^{\mu_1(z)y} - e^{-\mu_1(z)y})dy + \frac{a_1(t)p(t)(1 - k_1)}{1 - \frac{\Phi}{k_1}} \right\}, \]

where \( S(\mu_1(z),z,y,t) = \frac{\varphi_1(t)e^{\mu_1(z)y} + 1}{\varphi_1(t)e^{\mu_1(z)y} + e^{\mu_1(z)y}} \). It is easy to verify

\[ \begin{cases} 
  e^{-\mu_1(z)y} < S(\mu_1(z),z,y,t) < 1 & \text{for } y \geq 0, \\
  1 < S(\mu_1(z),z,y,t) < e^{-\mu_1(z)y} & \text{for } y \leq 0, 
\end{cases} \quad (z,t) \in \mathbb{R} \times \mathbb{R}_+. \tag{4.23} \]

By this, the first equation in (4.2) and (4.21), we have

\[ \Lambda_1 \geq \frac{\Phi^2}{k_1}(1 - \frac{\Phi}{k_1}) [Y_2(\mu_1(z),t) + a_1(t)p(t) - a_1(t)p(t)k_1] \]

\[ \rightarrow \frac{\Phi^2}{k_1}(1 - \frac{\Phi}{k_1}) [Y_2(\mu_1(0),t) + a_1(t)p(t) - a_1(t)p(t)k_1] > 0 \text{ as } z \rightarrow 0^+. \tag{4.24} \]

For the second equation in (1.9), by (4.23) and (4.21), we have

\[ d_2(t) \left( \int_{\mathbb{R}} J_2(y) \Psi(z - y,t) dy - \Psi \right) - c\Psi - \Psi + (1 - \Psi) [a_2(t)p(t)\Phi - b_2(t)q(t)\Psi] \]

\[ = \frac{\Phi}{k_1}(1 - \frac{\Phi}{k_1}) \left\{ d_2(t) \int_{\mathbb{R}} J_2(y) S(\mu_1(z),z,y,t)(1 - e^{\mu_1(z)y})dy - c\mu_1(z) - \frac{\varphi_1'(t)}{\varphi_1(t)} \right\} \]

\[ + a_2(t)p(t)k_1 - b_2(t)q(t) \]

\[ > \frac{\Phi}{k_1}(1 - \frac{\Phi}{k_1}) \left\{ \int_{\mathbb{R}} J_2(y)(1 - e^{\mu_1(z)y})dy - c\mu_1(z) - \frac{\varphi_1'(t)}{\varphi_1(t)} + a_2(t)p(t)k_1 - b_2(t)q(t) \right\} \]

\[ = \frac{\Phi}{k_1}(1 - \frac{\Phi}{k_1}) \left\{ \int_{\mathbb{R}} J_2(y)(1 - e^{\mu_1(z)y})dy - d_1(t) \left( \int_{\mathbb{R}} J_1(y)e^{-\mu_1(z)y}dy - 1 \right) \right\} \]

\[ - a_1(t)p(t) + b_1(t)q(t) - b_2(t)q(t) + a_2(t)p(t)k_1 \]
Thus, by (4.24) and (4.25), as \( \varepsilon \) is sufficiently close to 0, \((\Phi, \Psi)\) is a lower solution of (1.9), and the proof is complete. \( \square \)

In order to obtain conditions for the negative wave speed, we next construct an explicit upper solution which possesses two piecewise continuous components.

**Theorem 4.2.** Let

\[
F_i (\mu_4(c), s_0, t) = d_i(t) \int_{\mathbb{R}} J_i(y) \left( 2 + \frac{(1 - s_0)(1 - e^{\mu_4(c)y})}{s_0 + (1 - s_0)e^{\mu_4(c)y}} \right) (1 - e^{\mu_4(c)y})dy, i = 1, 2,
\]

where \( s_0 \in (0, 1) \) is a constant. Suppose that there exists \( s_0 \) such that the T-periodic coefficients \( d_i(t), a_i(t), b_i(t) \) \((i = 1, 2)\) satisfy

\[
\max \left\{ \frac{a_2(t)p(t)}{b_2(t)q(t)} + \frac{d_2(t)}{2s_0b_2(t)q(t)}, \Theta_1(s_0, t), \Theta_2(s_0, t) \right\} < \frac{1}{s_0} - \frac{d_1(t)(1 - s_0)}{2s_0^2b_1(t)q(t)} - \frac{a_1(t)p(t)(1 - s_0)}{s_0b_1(t)q(t)}, \quad t \in [0, T],
\]

where

\[
\Theta_1(s_0, t) = \frac{F_1(\mu_4(0), s_0, t) + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)}}{F_1(\mu_4(0), s_0, t) + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} + \frac{d_1(t)}{2}} > 1,
\]

\[
\Theta_2(s_0, t) = \frac{F_2(\mu_4(0), s_0, t) - Y_1(\mu_4(0), t) + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)}}{F_2(\mu_4(0), s_0, t) - Y_1(\mu_4(0), t) + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} + \frac{d_2(t)}{2}} > 1,
\]

and \( p(t), q(t), Y_1(\mu_4(0)) \) and \( \rho_2(t) \) are defined in (1.3), (4.17) and (4.12), respectively, and \( \mu_4(0) \) solves

\[
I_2(\mu_4(0), 0) := \int_0^T \left\{ d_2(t) \left( \int_{\mathbb{R}} J_2(y) e^{\mu_4(0)y}dy - 1 \right) + b_2(t)q(t) - a_2(t)p(t) \right\} dt = 0.
\]

Then the bistable wave speed of system (1.9) is negative.

**Proof.** By (4.27), we can take a constant \( k_2 \) such that

\[
\max \left\{ \frac{a_2(t)p(t)}{b_2(t)q(t)} + \frac{d_2(t)}{2s_0b_2(t)q(t)}, \Theta_1(s_0, t), \Theta_2(s_0, t) \right\} < k_2 < \frac{1}{s_0} - \frac{d_1(t)(1 - s_0)}{2s_0^2b_1(t)q(t)} - \frac{a_1(t)p(t)(1 - s_0)}{s_0b_1(t)q(t)}, \quad t \in [0, T].
\]

Now define a pair of continuous and nondecreasing functions by

\[
\Phi(z, t) = \left\{ \begin{array}{ll}
    s_0, & z < z_1(t), \\
    \varphi_2(t), & \varphi_2(t) + e^{-\mu_4(c)\varepsilon}, z \geq \varphi_2(t), \end{array} \right.
\]

\[
\Psi(z, t) = \left\{ \begin{array}{ll}
    k_2\Phi, & z \leq z_2(t), \\
    1, & z > z_2(t), \end{array} \right.
\]

with \( \varepsilon < 0, \Phi(z_1(t), t) = s_0 \) and \( k_2\Phi(z_2(t), t) = 1 \). Obviously, \( z_1(t) < z_2(t) \).
For \( z \geq z_1(t) \), it is easy to check that
\[
\Phi_t = \frac{\varphi_2(t)}{\varphi_2(t)} \Phi(1 - \Phi), \quad \Psi_z = \mu_4(r) \Phi(1 - \Phi).
\] (4.32)

If we prove that \((\Phi, \Psi)\) is an upper solution of system (1.9), then the desired result follows. To this end, we substitute \((\Phi, \Psi)\) into (1.9). When \( z < z_1(t) \), by using the first equation of (4.2) and (4.31), from the first equation in (1.9) we have
\[
d_1(t) \left( \int_{\mathbb{R}} J_1(y) \Phi(z - y, t) \, dy - \Phi(z, t) \right) - c \Phi_z - \Phi_t + \Phi \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi) \right]
\]
and from the second equation in (1.9) it follows that
\[
d_2(t) \left( \int_{\mathbb{R}} J_2(y) \Psi(z - y, t) \, dy - \Psi(z, t) \right) - c \Psi_z - \Psi_t + (1 - \Psi) \left[ a_2(t)p(t)\Phi - b_2(t)q(t)\Psi \right]
\]
\[
= b_1(t)q(t)s_0 \left[ k_2s_0 - \left( 1 - \frac{d_1(t)(1 - s_0)}{2s_0b_1(t)q(t)} - \frac{a_1(t)p(t)(1 - s_0)}{b_1(t)q(t)} \right) \right] \leq 0,
\]
and from the second equation in (1.9) it follows that
\[
d_2(t) \left( \int_{\mathbb{R}} J_2(y) \Psi(z - y, t) \, dy - \Psi(z, t) \right) - c \Psi_z - \Psi_t + (1 - \Psi) \left[ a_2(t)p(t)\Phi - b_2(t)q(t)\Psi \right]
\]
\[
= \left( 1 - k_2s_0 \right)s_0 \int_{\mathbb{R}} J_2(y) q(t) \left[ \frac{a_2(t)p(t)}{b_2(t)q(t)} + \frac{d_2(t)}{2s_0b_2(t)q(t)} - k_2 \right] \leq 0.
\]

To proceed, we first estimate the nonlocal terms in system (1.9). When \( z \geq z_1(t) \), by direct computation, we have
\[
\int_{\mathbb{R}} J_1(y) \Phi(z - y, t) \, dy - \Phi(z, t)
\]
\[
= \int_{-\infty}^{-z_1(t)} J_1(y) \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(r)(z - y)}} \, dy + \int_{z_1(t)}^{+\infty} J_1(y) s_0 \, dy - \Phi(z, t)
\]
\[
= \int_{\mathbb{R}} J_1(y) \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(r)(z - y)}} \, dy + \int_{z_1(t)}^{+\infty} J_1(y) \left( s_0 - \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(r)(z - y)}} \right) \, dy - \Phi(z, t)
\] (4.33)
\[
\leq \int_{\mathbb{R}} J_1(y) \left( \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(r)(z - y)}} - \Phi(z, t) \right) \, dy + \int_{0}^{+\infty} J_1(y) s_0 \, dy
\]
\[
= \int_{\mathbb{R}} J_1(y) \left( \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(r)(z - y)}} - \Phi(z, t) \right) \, dy + \frac{1}{2} s_0.
\]

Similarly, if \( z_1(t) \leq z \leq z_2(t) \), then
\[
\int_{\mathbb{R}} J_2(y) \Psi(z - y, t) \, dy - \Psi(z, t)
\]
\[ \begin{align*}
&= \int_{-\infty}^{z-z_2(t)} J_2(y) dy + \int_{z-z_1(t)}^{z-z_1(t)} J_2(y) \frac{k_2 \varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(\tau)(z-y)}} dy + \int_{z-z_1(t)}^{+\infty} J_2(y) k_2 s_0 dy - \overline{\Psi}(z, t) \\
&\leq k_2 \int_{\mathbb{R}} J_2(y) \left( \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(\tau)(z-y)}} \right) dy + k_2 \int_{z-z_1(t)}^{+\infty} J_2(y) \left( s_0 - \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(\tau)(z-y)}} \right) dy - \overline{\Psi}(z, t) \\
&= k_2 \int_{\mathbb{R}} J_2(y) \left( \frac{\varphi_2(t)}{\varphi_2(t) + e^{-\mu_4(\tau)(z-y)}} - \overline{\Phi}(z, t) \right) dy + k_2 \int_{0}^{+\infty} J_2(y) s_0 dy.
\end{align*} \]

We further give the estimates of \( S(\mu_4(\tau), z, y, t) \) for \( z \in [z_1(t), z_2(t)] \) and \( t > 0 \) by

\[ \left\{ \begin{array}{ll}
1 + \frac{1 - e^{\mu_4(\tau)y}}{\varphi_2(t) e^{\mu_4(\tau)z_1(t)} + e^{\mu_4(\tau)y}} \leq S(\mu_4(\tau), z, y, t) \leq 1 + \frac{1 - e^{\mu_4(\tau)y}}{\varphi_2(t) e^{\mu_4(\tau)z_2(t)} + e^{\mu_4(\tau)y}} & \text{for } y > 0, \\
1 + \frac{1 - e^{\mu_4(\tau)y}}{\varphi_2(t) e^{\mu_4(\tau)z_1(t)} + e^{\mu_4(\tau)y}} \leq S(\mu_4(\tau), z, y, t) \leq 1 + \frac{1 - e^{\mu_4(\tau)y}}{\varphi_2(t) e^{\mu_4(\tau)z_2(t)} + e^{\mu_4(\tau)y}} & \text{for } y < 0.
\end{array} \] (4.35)

Thus, for \( z \in [z_1(t), z_2(t)] \), by (4.33) and (4.35), from the first equation in (1.9) we have

\[ d_1(t) \left( \int_{\mathbb{R}} J_1(y) \Phi(z-y, t) dy - \overline{\Phi} \right) - \overline{\varphi} \Phi_z - \Phi_t + \Phi \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t)(1 - \Psi) \right] \]

\[ = \Phi(1 - \Phi) \left\{ \frac{d_1(t)}{\Phi(1 - \Phi)} \left( \int_{\mathbb{R}} J_1(y) \overline{\Phi}(z-y, t) dy - \overline{\Phi} \right) - \Phi \left[ a_1(t)p(t)(1 - \Phi) - b_1(t)q(t) \frac{1 - \Psi}{1 - \Phi} \right] \right\} \]

\[ \leq \Phi(1 - \Phi) \left\{ d_1(t) \int_{\mathbb{R}} J_1(y) S(\mu_4(\tau), z, y, t)(1 - e^{\mu_4(\tau)y}) dy + \frac{d_1(t) s_0}{2 \Phi(z(t), t)(1 - \Phi(z(t), t))} \right\} \]

\[ - \Phi \left[ a_1(t)p(t) - b_1(t)q(t) \frac{1 - \Psi}{1 - \Phi} \right] \]

\[ \leq \Phi(1 - \Phi) \left\{ d_1(t) \int_{\mathbb{R}} J_1(y) \left( S(\mu_4(\tau), z, y, t) + 1 \right)(1 - e^{\mu_4(\tau)y}) dy + \frac{d_1(t) s_0}{2 \Phi(z_1(t), t)(1 - \Phi(z_2(t), t))} \right\} \]

\[ - 2 \Phi \left[ a_1(t)p(t) - b_1(t)q(t) \frac{1 - \Psi}{\rho_2(t)} \right] \]}

\[ \rightarrow \Phi(1 - \Phi) \left\{ - \left( \frac{d_1(t)}{2} + F_1(\mu_4(0), s_0, t) + 2 a_1(t)p(t) - b_1(t)q(t) \frac{1}{\rho_2(t)} \right) \left( \Theta_1(s_0, t) - k_2 \right) \right\} < 0 \]

and for the second equation in (1.9), by (4.34) and (4.35), we obtain

\[ d_2(t) \left( \int_{\mathbb{R}} J_2(y) \overline{\Psi}(z-y, t) dy - \overline{\Psi} \right) - \overline{\varphi} \overline{\Psi}_z - \left( 1 - \overline{\Psi} \right) \left[ a_2(t)p(t)\overline{\Psi} - b_2(t)q(t)\overline{\Psi} \right] \]
\[
\begin{align*}
= d_2(t) & \left( \int J_2(y)k_2\overline{\Phi}(z - y,t)dy - k_2\overline{\Phi} \right) - \varepsilon k_2\overline{\Phi}_z - k_2\overline{\Phi}_t + \overline{\Phi}(1 - k_2\overline{\Phi}) [a_2(t)p(t) - b_2(t)q(t)k_2] \\
\leq k_2\overline{\Phi}(1 - \overline{\Phi}) & \left\{ \frac{d_2(t) \left( \int J_2(y)\overline{\Phi}(z - y,t)dy - \overline{\Phi} \right)}{k_2\overline{\Phi}(1 - \overline{\Phi})} - \varepsilon\mu_4(\overline{\tau}) - \frac{\varphi'_2(t)}{\varphi_2(t)} \right\} \\
\leq k_2\overline{\Phi}(1 - \overline{\Phi}) & \left\{ d_2(t) \int J_2(y)S(\mu_4(\overline{\tau}), z, y, t)(1 - \epsilon \mu_4(\overline{\tau})y)dy + \frac{d_2(t)s_0}{2\Phi(z(t), t)(1 - \Phi(z(t), t))} \\
& + d_1(t) \int J_1(y)(1 - \epsilon \mu_4(\overline{\tau})y)dy - 2\epsilon\mu_4(\overline{\tau}) + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \\
\leq k_2\overline{\Phi}(1 - \overline{\Phi}) & \left\{ d_2(t) \int J_2(y)S(\mu_4(\overline{\tau}), z, y, t)(1 - \epsilon \mu_4(\overline{\tau})y)dy + \frac{d_2(t)s_0}{2\Phi(z_1(t), t)(1 - \Phi(z_2(t), t))} \\
& + d_1(t) \int J_1(y)(1 - \epsilon \mu_4(\overline{\tau})y)dy - 2\epsilon\mu_4(\overline{\tau}) + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \\
\rightarrow k_2\overline{\Phi}(1 - \overline{\Phi}) & \left\{ F_2(\mu_4(0), s_0, t) - Y_1(\mu_4(0), t) + \frac{d_2(t)}{2(1 - \frac{1}{k_2})} + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \quad \text{as } \overline{\tau} \rightarrow 0^- \\
= \frac{k_2\overline{\Phi}(1 - \overline{\Phi})}{k_2 - 1} & \left\{ \left( \frac{d_2(t)}{2} + F_2(\mu_4(0), s_0, t) - Y_1(\mu_4(0), t) + a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right)(k_2 - \Theta_2(s_0, t)) \right\} < 0,
\end{align*}
\]
where \( F_i(\mu_4(\overline{\tau}), s_0, t), i = 1, 2, \) is defined in (4.26).

For \( z > z_2(t), \) we have \( \overline{\Psi} = 1. \) Then from the first equation in (1.9) it follows that

\[
\begin{align*}
& d_1(t) \left( \int J_1(y)\overline{\Phi}(z - y,t)dy - \overline{\Phi} \right) - \varepsilon\overline{\Phi}_z - \overline{\Phi}_t + \overline{\Phi} [a_1(t)p(t)(1 - \overline{\Phi}) - b_1(t)q(t)(1 - \overline{\Phi})] \\
= \overline{\Phi}(1 - \overline{\Phi}) & \left\{ \frac{d_1(t) \left( \int J_1(y)\overline{\Phi}(z - y,t)dy - \overline{\Phi} \right)}{\overline{\Phi}(1 - \overline{\Phi})} - \varepsilon\mu_4(\overline{\tau}) - \frac{\varphi'_2(t)}{\varphi_2(t)} + a_1(t)p(t) \right\} \\
\leq \overline{\Phi}(1 - \overline{\Phi}) & \left\{ d_1(t) \int J_1(y)S(\mu_4(\overline{\tau}), z, y, t) + 1)(1 - \epsilon \mu_4(\overline{\tau})y)dy + \frac{d_1(t)}{2(1 - \frac{1}{k_2})} \\
& - 2\epsilon\mu_4 + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \\
\leq \overline{\Phi}(1 - \overline{\Phi}) & \left\{ d_1(t) \int J_1(y)(S(\mu_4(\overline{\tau}), z_2(t), y, t) + 1)(1 - \epsilon \mu_4(\overline{\tau})y)dy + \frac{d_1(t)}{2(1 - \frac{1}{k_2})} \\
& - 2\epsilon\mu_4 + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \\
\rightarrow \overline{\Phi}(1 - \overline{\Phi}) & \left\{ F_1(\mu_4(0), s_0, t) + \frac{d_1(t)}{2(1 - \frac{1}{k_2})} + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right\} \quad \text{as } \overline{\tau} \rightarrow 0^- \\
= \frac{\overline{\Phi}(1 - \overline{\Phi})}{k_2 - 1} & \left\{ - \left( \frac{d_1(t)}{2} + F_1(\mu_4(0), s_0, t) + 2a_1(t)p(t) - \frac{b_1(t)q(t)}{\rho_2(t)} \right)(\Theta_1(s_0, t) - k_2) \right\} < 0
\end{align*}
\]
and the second equation in (1.9) becomes

\[
d_2(t) \left( \int J_2(y) \bar{\Psi}(z-y,t)dy \right) - c \bar{\Psi}_z - \bar{\Psi}_t + (1 - \bar{\Psi}) \left[ a_2(t)p(t)\bar{\Psi} - b_2(t)q(t)\bar{\Psi} \right] = 0.
\]

Hence \((\bar{\Psi}, \bar{\Psi})\) is an upper solution of (1.9) as \(c\) is sufficiently close to 0. The proof is complete. \(\square\)

The two theorems in this section imply that the more competitive species will win in the competition. To be specific, when the competition coefficient \(a_2(t)\) of species \(u\) becomes larger, the condition (4.19) in the Theorem 4.1 is more easily satisfied, so that the bistable wave speed is positive, which means that species \(u\) will win the competition. Similarly, the larger the competition coefficient \(b_1(t)\) of the species \(v\) is, the easier the condition (4.27) in Theorem 4.2 is to meet, such that the bistable wave speed is negative, i.e., the species \(v\) will win.

### 5. Examples and simulations

In this section we present two examples to demonstrate the results of Theorems 4.1 and 4.2 when the condition (1.2) is satisfied, but the condition (1.6) is not.

Theorem 4.1 indicates that the condition (4.19) can guarantee that the bistable wave speed is positive, that is, the bistable traveling wave connecting \((0, q(t))\) to \((p(t), 0)\) propagates to the left, which means the stable state \((p(t), 0)\) wins the competition, and thus the species \(u\) will tend to the periodic state \(p(t)\) and the species \(v\) will tend to be extinct as time increases.

Theorem 4.2 shows that if there exists a constant \(s_0\) such that (4.27) are satisfied, the bistable wave speed is negative. Therefore, with the increase of the time, the species \(u\) will become extinct and the species \(v\) will approach the periodic state \(q(t)\).

In the two examples, the kernel functions \(J_i, i = 1, 2\) are taken as

\[
J_1(y) = J_2(y) = \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}}, \quad -\infty < y < +\infty.
\]

It is easy to verify that \(J_i, i = 1, 2\) satisfy (A1)–(A3). The simulation is to directly integrate the full system (1.1) with the initial data

\[
u(x, 0) = \frac{p_0}{1 + e^{-x}}, \quad v(x, 0) = \frac{q_0}{1 + e^x},
\]

where \(p_0\) and \(q_0\) are defined in (1.3).

In Example 1, the coefficient functions are taken as

\[
d_1(t) = 10, \quad r_1(t) = 3.5, \quad a_1(t) = 3 \sin(2t) + 5, \quad b_1(t) = 3 \sin(2t) + 10;
\]

\[
d_2(t) = 15, \quad r_2(t) = 3, \quad a_2(t) = 3 \cos(2t) + 15, \quad b_2(t) = 3 \cos(2t) + 8.
\]

Then it is easy to check that (1.2)(not (1.6)) and the condition (4.19) in Theorem 4.1 are satisfied. The propagation behavior of the \(\pi\)-periodic bistable traveling wave is displayed in Fig. 1.

In Example 2, the coefficient functions are chosen as

\[
d_1(t) = 0.8, \quad r_1(t) = 1.5, \quad a_1(t) = 0.1 \sin(2t) + 0.40, \quad b_1(t) = 0.3 \sin(2t) + 0.8;
\]

\[
d_2(t) = 0.2, \quad r_2(t) = 1.8, \quad a_2(t) = 0.3 \cos(2t) + 0.78, \quad b_2(t) = 0.1 \cos(2t) + 0.2.
\]

If we take \(s_0 = 0.2\), then we can verify that (1.2) (not (1.6)), and the condition (4.27) in Theorem 4.2 holds. The dynamical behavior of the \(\pi\)-periodic bistable traveling wave is displayed in Fig. 2.
6. Conclusion and discussion

In this work, we have studied the Lotka–Volterra type of competition model with nonlocal dispersal and time periodicity. By applying the theory of monotone dynamical systems, we prove the existence and monotonicity of the bistable $T$-periodic traveling wave solution. The uniqueness, Lyapunov stability, the value range of the wave speed and the general conditions for sign determinacy have been established mainly by means of the comparison principle (the upper and lower solution method). Based on these generic results and the characteristics of the bistable waves, we derive explicit conditions for the speed sign, i.e., Theorems 4.1 and 4.2 guarantee the positive and negative wave speeds, respectively. Moreover, numerical simulations demonstrate our theoretical results even only under the bistable condition (1.2) weaker than (1.6), which reveal the effects of dispersal rate, competition strength, growth rate, seasonality and carrying capacity on the propagation direction of the bistable traveling wave. It should be pointed out that the monotonicity of the wave speed in terms of the function $b_1(t)$ and $a_2(t)$ can be easily shown by way of comparison principle. However, it is challenging to give a complete classification of the speed sign in terms of all parameters. As such, we are particularly interested in obtaining analytic and easy-to-apply formulas for determining the speed sign. Our explicit results are derived by
constructing upper/lower solutions with the asymptotical behavior (4.6) which can be seen as case studies, shedding light on further studies and improvement. We expect that different explicit conditions could be obtained by finding different formulas of upper/lower solutions with the asymptotical behaviors similar to (4.8), (4.14) and (4.16), respectively. The exponential stability of the bistable traveling wave of the system (1.1) has been presented in [26]. In addition, the condition (1.6) is required only for the existence of traveling waves, while the weaker condition (1.2) (i.e., the bistable condition) is sufficient for other results. Hence we presume that the existence result developed in [8] (i.e., Lemma 2.1) could be improved.
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