Abstract

Numerical methods for approximately solving partial differential equations (PDE) are at the core of scientific computing. Often, this requires high-resolution or adaptive discretization grids to capture relevant spatio-temporal features in the PDE solution, e.g., in applications like turbulence, combustion, and shock propagation. Numerical approximation also requires knowing the PDE in order to construct problem-specific discretizations. Systematically deriving such solution-adaptive discrete operators, however, is a current challenge. Here we present STENCIL-NET, an artificial neural network architecture for data-driven learning of problem- and resolution-specific local discretizations of nonlinear PDEs. STENCIL-NET achieves numerically stable discretization of the operators in an unknown nonlinear PDE by spatially and temporally adaptive parametric pooling on regular Cartesian grids, and by incorporating knowledge about discrete time integration. Knowing the actual PDE is not necessary, as solution data is sufficient to train the network to learn the discrete operators. A once-trained STENCIL-NET model can be used to predict solutions of the PDE on larger spatial domains and for longer times than it was trained for, hence addressing the problem of PDE-constrained extrapolation from data. To support this claim, we present numerical experiments on long-term forecasting of chaotic PDE solutions on coarse spatio-temporal grids. We also quantify the speed-up achieved by substituting base-line numerical methods with equation-free STENCIL-NET predictions on coarser grids with little compromise on accuracy.

1 Introduction

Mathematical modeling of spatio-temporal systems as Partial Differential Equations (PDEs) has been invaluable in gaining mechanistic insight from real-world dynamical processes. This has been further fueled by rapid advancements in numerical methods and parallel computing, enabling the study of increasingly complex systems in real-world geometries. Numerical methods like finite-difference (FD), finite-volume (FV), and finite-element (FE) methods are routinely used to approximate the solutions of PDEs on computational grids or meshes (Patankar [2018], Moin [2010]). Such mesh/grid-based methods rely on interpolating (in some basis) the PDE solution on discrete points (Moin [2010]). This often requires high-resolution or adaptive-resolution grids with problem-specific discrete operators in order to accurately and stably represent small scales and high frequencies in the PDE solution, as illustrated in Fig. [1]
Figure 1: Numerical solutions of advection of a sharp pulse using different discretization schemes. The advection velocity is $c = 2$ in the advection equation $u_t + cu_x = 0$. All solutions are visualized at time $t = 3$ s.

Popular numerical schemes, such as Total Variation Diminishing (TVD), Essentially Non-Oscillatory (ENO), and Weighted Essentially Non-Oscillatory (WENO) methods use solution-adaptive nonlinear stencil weights in order to provide stable numerical solutions (Osher et al. [2004], Shu [1998]). Increasing the accuracy in such schemes, however, requires drastically higher-resolution spatial grids, incurring a large computational cost especially in three-dimensional simulations.

Indeed, the computational cost for numerically solving advection-dominated problems (like turbulence, combustion, or shock propagation) using WENO schemes scales at least with $\Delta x^{-4}$, where $\Delta x$ is the spatial grid resolution. For this reason, and despite advancements in numerical algorithms and computer hardware, simulations of PDEs are yet to reach the speeds required for real-time applications. This is particularly important for optimization analysis applications, like uncertainty quantification and Bayesian inverse inference, which require repeated computation of forward solutions of PDEs (Bijl et al. [2013], Mishra [2018]) for different coefficients, benefiting from solution-specific discretization schemes at runtime. Therefore, there has been much recent interest in using modern machine-learning methods as predictive surrogate models for fast and accurate discretized PDE solution. They achieve speed-up by substituting compute-intensive parts of numerical solvers (Tompson et al. [2017]) or by projecting the data to reduced representations using autoencoders for latent time integration (Kim et al. [2019]). Alternatively, model-free methods based on Recurrent Neural Networks (RNNs) (Pathak et al. [2017], Patankar [2018], Vlachas et al. [2018]) have shown unprecedented success in forecasting chaotic spatio-temporal dynamics. All these approaches, however, depend on knowing the actual PDE beforehand or on projection to a latent representation tailored to a specific domain size and geometry of the problem.

Here, we present an approach that does not require knowing the PDE and is purely data-driven. We present the STENCIL-NET architecture for data-driven, solution-adaptive discretization of unknown nonlinear PDEs. STENCIL-NET uses a “Network In Network” (NIN) (Lin et al. [2013]) architecture to learn high-level discretization features from local input patches with reduced data requirements. The NIN network works by sliding a Multi-Layer Perceptron (MLP) over the input patches to perform cascaded cross-channel parametric pooling that enables learning complex solution features. We also draw formal connections between WENO-like solution-adaptive numerical schemes, rational functions, and MLPs in order to theoretically defend our architecture choice.

2 Background and related work

Recently, there has been a surge of interest in using machine learning for discovery, prediction, and control of dynamical systems. Methods based on sparse-regression techniques have been proposed to learn symbolic ODEs/PDEs directly from limited amount of noise-free synthetic (Brunton et al. [2016], Rudy et al. [2017]), or noisy experimental data (Maddu et al. [2019]). In the data-rich regime, Physics Informed Neural Networks (PINN) have gained popularity for both discovery and approximate solution of PDEs (Raissi et al. [2017]). PINNs use knowledge from physics in order to provide structural regularization to deep neural networks, and they use automatic differentiation to reconstruct the differential operators in the ODE/PDE models. Such physics-informed machine learning models have also been extended to reconstructing hidden latent variables (Raissi et al. [2020]) and to separating noise from signal using time-stepping constraints (Raissi et al. [2018], Rudy et al. [2019]). Similarly, Convolutional Neural Networks (CNN) have been used for model discovery by learning discrete differential operators from data via sum-of-filter constraints on the filter weights (Long et al. [2017], 2019).

Solution-adaptive discretizations of known nonlinear PDEs have been achieved using MLPs that learn problem-specific optimal parameters for classical numerical schemes on coarser grids (Mishra [2018]).
The resulting consistent discretization on coarser grids can then be used to accelerate numerical simulations. Recent work on solution- and resolution-specific discretization of nonlinear PDEs has shown CNN filters that are able to generalize to larger spatial solution domains than what they have been trained on [Bar-Sinai et al. 2019]. However, an over-complete set of CNN filters was used, which renders learning high-level discretization features computationally expensive and data-demanding. In all previous works, the underlying PDE and the associated discrete numerical fluxes for learning accurate solution-specific discretizations had to be known beforehand.

3 Differential operators and convolutions

PDEs are among the most common mathematical models for spatio-temporal dynamical processes. They have found extensive applications ranging from modeling ocean currents (Higdon [2006]), to combustion kinetics (Veynante and Vervisch [2002]), to building predictive models of cell and tissue mechanics during growth and development (Prost et al. [2015]). In general, the spatio-temporal evolution of a state variable \( u \in \mathbb{R}^d \) is given by a PDE of the form

\[
\alpha_1 \frac{\partial u(x,t)}{\partial t} + \alpha_2 \frac{\partial^2 u(x,t)}{\partial t^2} = \mathcal{N} \left( \Xi, u, \partial_x u, \partial_x f(u), \partial_{xx} u, \partial_{xxx} u, u^2, \ldots \right),
\]

where \( \mathcal{N} \) is the nonlinear function that models the dynamics of a process, \( \Xi \) is the set of PDE coefficients (e.g., diffusion constants or viscosities), and \( f(u) \) are the flux terms, e.g., \( f(u) = u^2, f(u) = cu \). For the time derivative, we only consider the binary and mutually exclusive case, i.e., \( (\alpha_1 = 0, \alpha_2 = 1) \) or \( (\alpha_1 = 1, \alpha_2 = 0) \).

There exists no one general method for numerically solving nonlinear PDEs. The most common methods like FD, FV, and FE work by discretizing the spatio-temporal domain by computational nodes called grid or mesh points, followed by solving the so-discretized right-hand side \( \mathcal{N}(\cdot) \) with appropriate initial and/or boundary conditions. Here, we are only concerned with symmetric stencil configurations on uniformly spaced Cartesian grids. For clarity of presentation, we also derive our ideas in 1D, although they also work in higher dimensions.

3.1 Fixed-stencil approximations of differential operators

The \( l^{th} \) spatial derivative at location \( x_i \) on a grid with spacing \( \Delta x \) can be approximated with convergence order \( r \) using linear convolutions:

\[
\frac{\partial^l u}{\partial x^l} \bigg|_{x=x_i} = \sum_{x_j \in S_m(x_i)} \xi_j u_j + O(\Delta x^r),
\]

where \( u_j = u(x_j) \). The \( \xi_j \) are the stencil weights that can be determined by local polynomial interpolation (Fornberg [1988], Shu [1998]). The stencil is \( S_m(x_i) = \{ x_{i-m}, x_{i-m+1}, \ldots, x_i, \ldots, x_{i+m-1}, x_{i+m} \} \) with size \( |S_m(x_i)| = 2m + 1 \). For a spatial domain of size \( L \), the spacing is \( \Delta x = L/N_x \), where \( N_x \) is the number of grid points discretizing space. The following proposition from [Schrader et al. 2010], [Long et al. 2017] defines the discrete moment conditions that need be fulfilled in order to obtain an \( O(\Delta x^r) \) accurate differentiation scheme.

**Proposition 3.1.1 (Discrete moment conditions).** For an \( r^{th} \) order approximation of the \( l^{th} \) derivative at point \( x_i \), the stencil needs to satisfy the following moment conditions:

\[
\sum_{x_j \in S_m(x_i)} \xi_j (\Delta x_j)^k = \begin{cases} 0 & 0 \leq k \leq l + r - 1, k \neq l \\ (-1)^k k! & k = l \\ \infty & \text{otherwise}, \end{cases}
\]

where \( k, l, r \in \mathbb{Z}_0^+ \) and \( \Delta x_j = (x_i - x_j) \). A stencil fulfilling these conditions must have size \( |S_m| \geq |l + r - 1| \).

**Proposition 3.1.2 (Nonlinear convolutions).** Nonlinear terms of order 2, including product of derivatives (e.g. \( u u_x, u^2, u_x u_{xx} \)) can be approximated by nonlinear convolution. For \( l_1, l_2, r_1, r_2 \in \mathbb{Z}_0^+ \), we can write:

\[
\left( \frac{\partial^{l_1} u}{\partial x^{l_1}} \right) \left( \frac{\partial^{l_2} u}{\partial x^{l_2}} \right) \bigg|_{x=x_i} = \sum_{x_j \in S_m} \sum_{x_k \in S_m} \xi_{jk} u_j u_k + O(\Delta x^{r_1 + r_2}),
\]
such that the stencil size \( |S_m| \geq |l_1 + r_1 - 1| \) and \( |S_m| \geq |l_2 + r_2 - 1| \) following proposition 3.1.1. Eq. (3) is a convolution with a Volterra-based quadratic form, as described by Zoumpoulis et al. [2017].

The linear convolutions in Eq. (2) and the non-linear convolutions in Eq. (3) are based on local polynomial interpolation. They are thus useful to discretize smooth solutions arising in problems like reaction-diffusion, fluid flow at low Reynolds numbers, and elliptic PDEs. But they fail to discretize nonlinear flux terms arising, e.g., in problems like advection-dominated flows, Euler equations, multi-phase flows, level-set, and Hamilton Jacobi equations (Osher et al. [2004]). This is because higher-order interpolation near discontinuities leads to oscillations that do not decay when refining the grid, a fact known as “Gibbs phenomenon”. Moreover, fixed-stencil weights computed from moment conditions can fail to capture the direction of information flow (“upwinding”), leading to non-causal and hence unstable discretizations (Courant et al. [1952], Patankar [2018]). The latter can be relaxed by biasing the stencil along the direction of information flow or by constructing numerical fluxes with smooth flux-splitting methods like Godunov and Lax-Friedrichs schemes. To counter the issue of spurious Gibbs oscillations, artificial viscosity (Sod [1985]) can be added at the expense of solution accuracy. Alternatively, solution-adaptive stencils with ENO (Essentially Non-Oscillatory) and WENO (Weighted ENO) weights are available (Shu [1998]).

3.2 Motivation for solution-adaptive stencils: ENO/WENO approximations

The ENO/WENO method for discretely approximating a continuous function \( f \) at a point \( x_{i \pm 1/2} \) can be written as a linear convolution:

\[
\hat{f}_{i \pm 1/2} = \sum_{x_j \in S_m(x_i)} \nu_j^\pm f(x_j) + O(\Delta x^r),
\]

where \( \hat{f}_{i \pm 1/2} = f(x_i \pm \Delta x/2) \), and the function value and coefficient on the stencils, given by \( f_m = \{ f(x_j) : x_j \in S_m(x_i) \} \) and \( \nu(x_j) \), respectively. The stencils \( S_m(x_i) \), as illustrated in Fig. 2, are \( S_m(x_i) = S_m(x_i) \setminus x_{i \pm m} \). However, unlike the fixed-stencil convolutions in Eqs. (2) and (3), the coefficients (\( \nu \)) in ENO/WENO approximations are computed based on local smoothness indicators on smaller sub-stencils, which in turn depend on the functions values, leading to locally solution-adaptive weights (Proposition 3.2.1). This allows accurate function reconstruction even if the function \( f \) is not smooth.

Proposition 3.2.1 (A rational function approximates solution-adaptive discretizations). The solution-adaptive WENO approximation of a function \( f \) at points \( x_{i \pm 1/2} \) generates stencil weights \( \nu \)
that are rational functions G in the stencil values \( \mathbf{r}_m(x_i) \), i.e.,

\[
\nu_j^\pm = G(f_m(x_i)) = \frac{p(f_m^\pm(x_i))}{q(f_m^\pm(x_i))}, \text{ where } f_m^\pm(x_i) = \{f(x_j) : x_j \in S_m^\pm(x_i)\}. \tag{5}
\]

Here, \( p : \mathbb{R}^{2m+1} \rightarrow \mathbb{R}, q : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \) are polynomials of degree \( \geq 1 \). Numerical corrections are usually applied to prevent the denominator polynomial \( q \) from going to zero (Osher et al. [2004]). The degree of the rational function \( G(\cdot) \) is the maximum of the degrees of its numerator and denominator polynomials, and the denominator polynomial is always strictly positive. (Proof in Appendix A).

**Corollary 3.2.1 (A rational function approximates solution-adaptive derivative discretizations).** From Proposition 3.2.1 for the WENO-approximated function \( f \), it follows that its symmetric difference

\[
\frac{\partial f}{\partial x} \bigg|_{x=x_i} = \frac{\hat{f}_{i+1/2} - \hat{f}_{i-1/2}}{\Delta x} + O(\Delta x^r)
\]

is also a rational function in the stencil values \( \mathbf{r}_m(x_i) \) (Shu [1998]).

In finite-difference methods, the function \( f \) is a polynomial flux, i.e., \( f(u) = c_1 u^2 + c_2 u \), whereas in finite-volume methods, the function \( f \) is the cell average \( \bar{u} = \frac{1}{\Delta x} \int u(x_\pm \Delta x/2) u(\xi) \mathrm{d}\xi \).

**Corollary 3.2.2 (Rational functions approximate solution-adaptive PDE discretizations).** From Proposition 3.1.2 and Corollary 3.2.1, a WENO-like local solution-adaptive discretization of any term in the continuous PDE right-hand side \( N(\cdot) \) can be approximated by a rational function in the stencil values \( u_m(x_i) \), up to any desired order of accuracy \( r \) on a grid with resolution \( \Delta x \), even if the solution \( u \) admits discontinuities:

\[
N = N_d(u_m(x_i), \Xi) + O(\Delta x^r), \text{ where } u_m(x_i) = \{u(x_j) : x_j \in S_m(x_i)\}, \tag{7}
\]

where \( N_d(\cdot) \) is a rational function and also the discrete approximation to the right-hand side of the PDE. The discretization is usually problem specific, hence the dependence on PDE coefficients \( \Xi \).

### 4 Connecting MLP convolutional (mlpconv) layers, rational functions, and solution-adaptive PDE operators

In CNN architectures, the \( k^{th} \) feature map channel for a 1D input patch is computed as \( f^k = \sigma(\mathbf{w}^k x_i + b_i) \), where \( i \) is the pixel index, \( x_i \) is the input patch centered at location \( i \), and \( \omega \) is the filter moved across the input patch. The computation performed by a single mlpconv layer is:

\[
y_q^k = \sigma(W^q x + b_q), \ldots, y_q^r = \sigma(W^r y_q^{r-1} + b_r), \tag{8}
\]

where \( \theta = \{W_q, b_q\}_{q=1,2,\ldots,n} \) are the trainable weights and biases, respectively, and \( \sigma \) is the (nonlinear) activation function. The mlpconv layer can thus be seen as cascaded cross-channel parametric pooling on a normal convolutional channel (Lin et al. [2013]), which allows complex and learnable interactions across channels for better abstraction of the input data. An important property of MLPs, which we exploit in this work, is their effectiveness in approximating rational functions, and vice-versa (Telgarsky [2017]), as stated in the following proposition.

**Proposition 4.0.1 (MLPs \( \epsilon \)-approximate rational functions — Telgarsky [2017])** For polynomials \( p : [0,1]^d \rightarrow [-1,+1] \) and \( q : [0,1]^d \rightarrow [2^{-k},1] \) of degree \( \leq r \), each with \( \leq s \) monomials, there exists a fully connected Rectified Linear Unit (ReLU) network \( f : [0,1]^d \rightarrow \mathbb{R} \) such that

\[
\sup_{x \in [0,1]^d} \left| f(x) - \frac{p(x)}{q(x)} \right| \leq \epsilon, \tag{9}
\]

for \( \epsilon \in (0,1] \). The reverse of the above statement is also true (see proof in Telgarsky [2017] (3.1)).
This enables MLPs to generate features that mimic WENO-like solution-adaptive discretizations of PDEs. The rational-function nature of WENO schemes originates from the need to compute reciprocals of smoothness indicators (see Appendix A). This requires that any surrogate model of solution-adaptive discretizations also approximates division (reciprocal) operations. It is clear from Eqs. (2) and (3) that the class of polynomials (i.e., nonlinear convolutions) cannot approximate division operation. Thus, methods based on multiplication of filters (Long et al. [2019]) are not solution-adaptive. Interestingly, Telgarsky [2017] also showed that both rational functions and MLPs produce higher-fidelity approximations to reciprocal operations, absolute value functions, and “switch statements” than polynomials. We illustrate this behavior by comparing the polynomial, rational, and MLP fits to the spike function in Fig. 4. The rational and MLP approximations both closely follow the curve, whereas the polynomial class fails to capture the “switch statement” or the division operations that are quintessential for resolving sharp functions. This also explains the results, shown in Fig. 1, where WENO and STENCIL-NET (MLP-based) methods readily resolve discontinuities in the solution of advection equation. Remarkably, STENCIL-NET can advect sharp features on 4× coarser grids than the WENO scheme (Fig 1D).

Based on Corollary (3.2.2) and Proposition (4.0.1), we posit that WENO-like solution-adaptive discretization of PDE operators can be adequately achieved via parametric pooling with mlpconv layers. By sliding an MLP over the reconstructed input state-variable vector \( \mathbf{U}_n \) (see Fig. 3), we can map the input on the local stencil patch to complex discretization features.

**Corollary 4.0.1 (STENCIL-NET MLP \( \epsilon \)-approximates solution-adaptive PDE discretization).**

A direct consequence of Corollary (3.2.2) and Proposition (4.0.1) is that a fully connected ReLU network with stencil values \( u_m(x_i) \) as input can approximate the discrete nonlinear function \( N_d(\cdot) \) at point \( x_i \), even if the solution \( u \) admits discontinuities across the stencil:

\[
\left| \hat{N}_\theta \left( u_m(x_i), \Xi \right) - N_d \left( u_m(x_i), \Xi \right) \right| \leq \epsilon. \tag{10}
\]

Here, \( \hat{N}_\theta : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \) and \( \epsilon \in (0, 1] \).

The grid spacing \( \Delta x \) is an implicit input to the network, given that sampling happens on a grid with spacing \( \Delta x \). Thus, the learned STENCIL-NET parameterizations are specific to a given grid resolution \( \Delta x \).

### 5 Numerical experiments

We apply STENCIL-NET to learn solution-adaptive discretizations of nonlinear PDEs. For all problems discussed here, we use a single mlpconv unit with 3 hidden layers, each with 64 nodes and Exponential Linear Unit (ELU) nonlinearity. The input to the network is the solution \( u_m \) on the stencil with \( m = 3 \) in all examples. The schematic of the network architecture is shown in Fig. 3. Details regarding model training are discussed in Appendix C.1, and detailed descriptions of the mathematical models and numerical methods used to generate the data presented in the Appendix B.

In the following sections, we present numerical experiments that demonstrate three distinct applications of STENCIL-NET based on learning local solution-adaptive discretization.

#### 5.1 STENCIL-NET: A fast and accurate predictive surrogate

The forced Burgers’ equation with a nonlinear forcing term can produce rich and sharply varying solutions. The forcing term also introduces randomness that can help explore the solution manifold.
This presents an ideal challenge for testing STENCIL-NET’s discretization capabilities. We train STENCIL-NET on fifth-order WENO solutions of the forced Burgers’ equation at different spatial resolutions $\Delta x_c = (C \Delta x)$, where $C$ is the sub-sampling factor, and $\Delta x$ the resolution of the fine-grid solution (Fig. 5). More details on the test case are in Appendix B.

In Fig. 5, we show a comparison between fifth-order accurate WENO solution on a fine grid ($\Delta x = L/N_x, N_x = 256$) with domain length $L = 2\pi$ and the corresponding STENCIL-NET predictions on coarsened grids with $\Delta x_c = C \Delta x$, for sub-sampling factors $C = \{2, 4, 8\}$. STENCIL-NET produces stable solutions on coarser spatio-temporal grids for longer times with little compromise on accuracy. In contrast to Kim et al. [2019], which uses all volumetric time frames as input to the network, STENCIL-NET exploits parametric pooling on local stencil patches, which enables extrapolation to larger spatial domains and longer times with negligible loss in accuracy (Fig. 7A,B). More details on accuracy and convergence are presented in Appendix D.

In Fig. 6, we show performance metrics quantifying the speed-up achieved by STENCIL-NET predictions over the base-line WENO solvers on large domains $L = 64\pi$ discretized with $N_x = 8192$ grid points. The speed-up for STENCIL-NET is mainly due to two factors: 1) Reducing the number of grid points by a factor of at least $C^{d+2}$, where $d$ is the spatial dimension; 2) Substituting low compute-to-memory operations (classical numerics) with dense matrix multiplication reaching near-peak performance on both CPU and GPU architectures (Jouppi et al. [2017], Zhuang et al. [2020]). We find speed-ups between $25 \ldots 150 \times$ on GPUs and $2 \ldots 14 \times$ on CPUs for different sub-sampling factors shown in Fig. 6A. The base-line numerical solver was a fully vectorized WENO solver for Burgers’ equation. We also quantify the overhead per grid point (Fig. 6B) from substituting WENO operators with the forward-pass evaluation (Eq. 8) of the mlpconv layer. All GPU runtime estimates were measured on Nvidia GeForce GTX 1080 accelerator. Under the fair assumption of a linear relation between computational overhead and dimension $d$, we argue that the potential speed-up from STENCIL-NET coarse-graining increases exponentially with the problem’s spatial dimension. We provide an estimate of the achievable speed-up in Appendix E.

5.2 STENCIL-NET: An autonomous predictor of chaotic dynamics

Figure 7: STENCIL-NET solution on larger spatial domains for longer times (A): STENCIL-NET predictions on $4 \times$ coarser grid. (B): Comparison between WENO evaluation of the discrete operator $N_d$ and mlpconv layer output $\hat{N}_0$ at 21s and 150s (dashed lines in A). The STENCIL-NET was only trained on the solution in the domain marked by the solid rectangle in A.

Figure 8: Equation-free prediction of chaotic spatio-temporal dynamics: STENCIL-NET run as autonomous system for predicting long-term chaotic dynamics on a $4 \times$ coarsened grid.
Nonlinear dynamical systems, like the Kuramoto-Sivashinsky (KS) model, can describe chaotic spatio-temporal dynamics. The KS equation exhibits varying levels of chaos depending on the bifurcation parameter \( L \) (domain size) of the system (Vlachas et al. [2018]). Given their sensitivity to numerical errors, KS equations are usually solved using spectral methods.

However, recent data-driven models using Recurrent Neural Networks (RNNs) (Patankar [2018], Vlachas et al. [2018, 2020]) have shown success in predicting chaotic systems. This is mainly because RNNs are able to capture long-term temporal correlations and implicitly identify the required embedding for forecasting.

We challenge these results using STENCIL-NET for long-term stable prediction of chaotic dynamics. The training data are from spectral solutions of the KS equation for domain size \( L = 64 \) (see Appendix B). In Fig. 8, we show STENCIL-NET predictions on \( 4 \times \) coarser grid with different initial condition and for longer time runs (\( 8 \times \)) than available during training. We find that STENCIL-NET on \( 4 \times \) coarser grid accurately captures the long-term spectral statistics of the nonlinear dynamical system (Fig. 9, left) and produces an accurate estimate of the maximum Lyapunov exponent (Fig. 9, right).

### 5.3 STENCIL-NET: A de-noising method

The discrete time-stepping constraints force any STENCIL-NET prediction to follow a smooth time trajectory. This property can be exploited for filtering true dynamics from noise. We demonstrate this de-noising capability using numerical solution data for the Korteweg-de Vries (KdV) equation with artificial additive noise (details in Appendix B). From the noisy data, STENCIL-NET is able to learn an accurate and consistent discretization of the KdV equation, enabling it to decompose dynamics and noise. Moreover, the network is able to quantitatively reconstruct point-wise estimates of the noise (Fig. 10C) as well as the noise distribution (Fig. 10D) without any physics prior or model of the noise distribution. The detailed description of the optimization formulation for de-noising can be found in Appendix C.1.

![De-noising Dynamical Data](image)

### 6 Conclusion

We have presented the STENCIL-NET architecture for data-driven learning of solution-adaptive discretizations of nonlinear PDEs. STENCIL-NET uses patch-wise parametric pooling and discrete time integration constraints to learn coarse-grained numerical predictions directly from spatio-temporal data, without knowledge of the underlying symbolic PDE. We have shown that STENCIL-NET can be used as fast and accurate predictive surrogate for accelerating numerical simulations, for model-free forecasting of chaotic dynamics, and for measurement de-noising. The design of the STENCIL-NET architecture rests on a formal connection between MLPs, rational functions, and solution-adaptive discretization schemes for PDEs, which we have presented here.
Future generalizations of STENCIL-NET include an extension to 2D and 3D problems, multi-resolution numerical schemes, and mesh-free particle methods. We hope that the present results provide motivation for future works and for including STENCIL-NET into existing simulations frameworks.

**Broader Impact**

Often in science and engineering, measurement data from a dynamical processes in space and time are available, but a first-principles mathematical model is either difficult to formulate or too simplistic to realistically capture the data. Numerical simulation methods can then not be used to predict system behavior. This problem is particularly prevalent in areas such as biology, medicine, environmental science, economy, and finance.

STENCIL-NET fills this niche by providing a purely data-driven, equation-free way of learning predictive computable models of complex nonlinear space-time dynamics. It can be used to produce rapid coarse-grained predictions beyond the space and time horizon it was trained for, even for chaotic dynamics, and for accurate de-noising of measurement data. Beyond the applications shown here, we anticipate the fast and accurate STENCIL-NET predictions to be useful in areas including real-time computational steering, computer graphics, phase-space exploration, uncertainty quantification, and computer vision.
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A WENO approximation as a rational function

ENO and WENO schemes are among the most popular schemes for piecewise smooth solution approximation across discontinuities. The key idea behind these schemes is to use a nonlinear adaptive procedure to choose the locally smoothest stencil, where discontinuities are avoided to result in smooth and essentially non-oscillatory solutions.

The WENO approximation of order $(2r - 1)$ is a weighted sum of the $r$-th order fixed-stencil approximations from $r$ candidate stencils, shown in Fig. A.1. This allows to reconstruct the function values $f$ at intermediate point locations, i.e.

$$f_{i+1/2} = \hat{f}_{i+1/2} + O(\Delta x^{2r-1}) = \sum_{k=0}^{r-1} \omega_k g(f_{i+k-r+1}, \ldots, f_{i+k}) + O(\Delta x^{2r-1}),$$

(11)

with the weights $\omega_k$ computed in a solution-adaptive fashion. The index $k$ runs through all candidate stencils used for WENO approximation (see Fig. A.1). The function $g$ is the linear map from the function values on the local stencil $S_m^k$ to the point of reconstruction:

$$g(f_{i+k-r+1}, \ldots, f_{i+k}) = \hat{f}_{i+1/2} = \sum_{l=0}^{r-1} c_{k,l} f_{i+k-r+1+l}.$$  

(12)

The candidate stencil width is chosen such that $|S_m^k| = 2m + 1 = r$. The constant coefficients $c_{k,l}$ can be computed from the Lagrange interpolation polynomial $p_k(x)$ over the $k$-th candidate stencil. This leads to an $r$-th order approximation of the function $f$ using a single candidate stencil $S_m^k$ at the point $x_{i+1/2}$, thus:

$$f_{i+1/2} = \hat{f}_{i+1/2} + O(\Delta x^r) = p_k(x_{i+1/2}) + O(\Delta x^r).$$  

(13)

The usual template for the weights $\omega_k$ to achieve the essentially non-oscillatory property is:

$$\omega_k = \frac{\alpha_k}{\alpha_0 + \cdots + \alpha_{r-1}}, \quad \alpha_k = \frac{C_k}{(\varepsilon + IS_k)^p},$$

where $IS_k$ is the smoothness indicator of the candidate stencil $S^k$, and $p$ is any positive integer. The coefficients $C_k$ are the optimal weights pre-computed in smooth regions. For more details on refer to [Shu 1998]. Combining the above relations, we can write the expanded form of the adaptive weights $\omega_k$ as,

$$\omega_k = \frac{C_k \prod_{l=0}^{r-1} \prod_{q \neq k} (\varepsilon + IS_q)^p}{\sum_{l=0}^{r-1} C_{k} \prod_{q=0}^{r-1} \prod_{q \neq k} (\varepsilon + IS_q)^p}. $$

(14)

**Definition A.0.1 (Smoothness indicators).** For each candidate stencil $S_m^k(x_i)$ we can construct a polynomial $p_k$ of degree $2m$ interpolating the stencil values $f_m$. The smoothness indicator of the candidate stencil $S_m^k$ is then defined as:

$$IS_k = \sum_{l=0}^{2m} (\Delta x)^{2l-1} \int_{x_{i-1/2}}^{x_{i+1/2}} \left( \frac{\partial^l p_k}{\partial x^l} \right)^2 dx.$$  

(15)

The term $(\Delta x)^{2l-1}$ removes the $\Delta x$-dependence. The right-hand side of Eq. (15) is the sum of the $L^2$ norms of all derivatives of the polynomial $p_k$ interpolating over the stencil $S_m^k$. Using Eqs. (12) and (13) we can formulate the following proposition:

**Proposition A.0.1 (Discrete smoothness indicators are polynomials in the stencil values).** From definition A.0.1 and proposition 5.1.2 we readily observe that

$$IS_k = h \left( \ell_m^k(x_i) \right),$$

where $h: \mathbb{R}^{2m+1} \rightarrow \mathbb{R}$ is a polynomial of order 2 in stencil values. The order 2 is the direct consequence from using the $L^2$ norm in the definition for smoothness indicator.

**Corollary A.0.1 (The weights $\omega_k$ are rational functions in the stencil values).** For a positive real number $\varepsilon > 0$, positive integer power $p$, and $C_k \in \mathbb{R}^+$, the weights $\omega_k$ in Eq. (14) are rational functions in the stencil.
values \( f_m(x_i) \) following proposition \[ A.0.1 \] i.e.,
\[
\omega_k = \frac{C_k \prod_{l=0}^{r-1} (\varepsilon + IS_l)^p}{\sum_{l=0}^{r-1} C_l \prod_{q=0}^{r-1} (\varepsilon + IS_q)^p} 
\]
\[
= \frac{g_1(x_i)}{g_2(x_i)} \quad \text{where} \quad f(x_i) = \{ f(x_j) : x_j \in \bigcup_{k=0}^{r-1} S_m^k \}. 
\]  
Here, \( g_1 : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \), \( g_2 : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \) are both multi-variate polynomials of maximum degree \( 2p(r-1) \). The denominator polynomial \( g_2 \) will always be strictly positive due to the numerical corrections from \( \varepsilon > 0 \).

**Corollary A.0.2 (WENO approximation with weights \( \omega_k \) is rational function in the stencil values).** For linear map \( g(\cdot) \) in Eq.\[ 12 \], the WENO reconstruction of the function \( f \) at intermediate point \( x_{i+\frac{1}{2}} \) is also a rational function in stencil values following corollary \[ A.0.1 \].
\[
\hat{f}_{i+\frac{1}{2}} = \sum_{k=0}^{r-1} \omega_k g(f_{i+k-r+1}, \ldots, f_{i+k}) = \frac{p_1(f(x_i))}{p_2(f(x_i))}, \quad \text{where} \quad f(x_i) = \{ f(x_j) : x_j \in \bigcup_{k=0}^{r-1} S_m^k \}. 
\]
Here, \( p_1 : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \), \( p_2 : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \) are multi-variate polynomials of maximum degree \( 2pr - 1 \) and \( 2p(r-1) \), respectively.

**NOTE:** For the ease of analysis and presentation, we do not account for flux-splitting that helps with automatic up-winding in the above formulations. However, we note that the above analysis holds true for any smooth global flux splitting methods.

### B Benchmark problems and training data generation

We present the mathematical models used for the test cases and detail the procedure of data generation.

#### B.1 Forced Burgers’ case

The forced Burgers’ equation in 1D is given by the PDE:
\[
\frac{\partial u}{\partial t} + \frac{\partial(u^2)}{\partial x} = D \frac{\partial^2 u}{\partial x^2} + f(x,t) 
\]
for the unknown function \( u(x,t) \) with diffusion constant \( D = 0.02 \). Here, we use the forcing term
\[
f(x,t) = \sum_{i=1}^{N} A_i \sin(\omega_i t + 2\pi i x / L + \phi_i) 
\]
with each parameter drawn independently and uniformly at random from its respective range: \( A = [-0.1, 0.1] \), \( \omega = [-0.4, 0.4] \), \( \phi = [0, 2\pi] \), and \( N = 20 \). The domain size \( L \) is set to \( 2\pi \) (i.e., \( x \in [0, 2\pi] \)) with periodic boundary conditions, and \( l = \{2, 3, 4, 5\} \). We use a smooth initial condition \( u(x,0) = \exp((-x - 3)^2) \).

We generate the simulation data using finite differences on \( N_h = 256 \) evenly spaced grid points with fifth-order WENO discretization of the convection term. Time integration is performed using a third-order Runge-Kutta method with time-step size \( \Delta t \) chosen as large as possible according to the CFL condition.

For larger domains we adjust the range of \( l \) to preserve the wavenumber range. E.g., for \( L = 8\pi \) we use \( l = \{8, 9, \ldots, 40\} \). We use the same spatial resolution \( \Delta x \) for all domain sizes, i.e., the total number of grid points \( N_h \) is adjusted proportionally to domain size.

**Training data conditions**

For training we use a coarse-graining factor \( C = \{2, 4, 8\} \) in space. We sub-sample the data by removing intermediate points in order to achieve the correct coarse-graining factor \( C \). For example, for \( C = 2 \), we only keep spatial grid points with even indices. During training, time integration is done with a step size that satisfies the CFL-condition, i.e., \( \Delta t \leq (\Delta x)^2 / D \), where \( \Delta x = C \Delta \tau \) and \( \Delta \tau \) are the coarse spatial and time resolutions, respectively. The training domain in time is chosen until time 40.

#### B.2 Kuramoto-Sivashinsky (KS) case

The Kuramoto-Sivashinsky (KS) equation for an unknown function \( u(x,t) \) in 1D is given by the PDE:
\[
\frac{\partial u}{\partial t} + \frac{\partial(u^2)}{\partial x} + D \frac{\partial^2 u}{\partial x^2} + \frac{\partial^4 u}{\partial x^4} = 0. 
\]
We use the initial condition
\[ u(x, t = 0) = \sum_{i=1}^{N} A_i \sin(2\pi l_i x/L + \phi_i). \]  
(23)

Each parameter is drawn independently and uniformly at random from its respective range: \( A = [-0.5, 0.5], \phi = [0, 2\pi] \) for \( l \in \{1, 2, 3\} \). We use a spectral method to numerically solve the KS equation using the CHEBFUN (Driscoll et al. [2014]) package with periodic boundary conditions. Time integration is performed using a fourth-order stiff time-stepping scheme with step-size \( \Delta t = 0.05 \).

**Training data conditions**
For the results presented in section 5.2, we use a coarse-graining factor of \( C = 4 \) in space, i.e., \( N_c = 64 \), and we train STENCIL-NET on data up to \( 50 \) time. The time-step size is chosen as large as possible to satisfy the CFL condition.

**B.3 Korteweg-de Vries (KdV) case**
The Korteweg-de Vries (KdV) equation for an unknown function \( u(x, t) \) is given by the PDE
\[ \frac{\partial u}{\partial t} + \frac{\partial(u^2)}{\partial x} + \delta \frac{\partial^3 u}{\partial x^3} = 0, \]  
(24)
where we use \( \delta = 0.0025 \). We again use a spectral method to numerically solve the KdV equation using the CHEBFUN (Driscoll et al. [2014]) package. The domain is \( x \in [-1, 1] \) with periodic boundary conditions, and the initial condition is \( u(x, 0) = \cos(\pi x) \).

The spectral solution is represented on \( N_x = 256 \) equally spaced grid points discretizing the spatial domain.

**Noise addition details**
We corrupt a solution vector \( U \in \mathbb{R}^N \) with additive Gaussian noise as:
\[ V = U + \eta, \]  
(25)
with \( \eta = \sigma \cdot N(0, \text{std}^2(U)) \), \( N(m, V) \) is the standard normal distribution with mean \( m \) and variance \( V \), and \( \text{std}(U) \) is the empirical standard deviation of the solution \( U \). The parameter \( \sigma \) is the magnitude of the noise.

**Training data conditions**
For the de-noising experiment presented in section 5.3, the value of \( \sigma \) is set to 0.3. The spectral solution is sub-sampled with \( C = 8 \) in space and the time-step size \( \Delta t = 0.02 \) during training. We use a third-order TVD Runge-Kutta method for time integration during optimization.

**C Optimization formulation**

**C.1 Space and time discretization of PDEs**
The continuous PDE in Eq. 1 is discretized in space and time. Following the discretization methods presented in Eqs. 2 and 4, we compactly formulate the spatially discretized version of the PDE as the system of ODEs
\[ \frac{\partial u_i}{\partial t} = \mathcal{N}_d(u_m(x_i), \Xi, \Delta x) + \mathcal{O}(\Delta x^{r_1}), \quad i = 1, \ldots, N_x, \]  
(26)
where \( u_i = u(x_i) \), \( u_m(x_i) = \{ u(x_j) : x_j \in S_m(x_i) \} \), \( \Delta x \) the grid resolution of the spatial discretization, and \( \mathcal{N}_d : \mathbb{R}^{2m+1} \rightarrow \mathbb{R} \) is the nonlinear discrete approximation of the continuous nonlinear right-hand side operator \( \mathcal{N}(-) \). The discrete approximation converges to the continuous operator with spatial convergence rate \( r_1 \) as \( \Delta x \rightarrow 0 \). Popular examples of spatial discretization methods include finite-difference, finite-volume, and finite-element methods. For simplicity of illustration, we only consider the case \( \alpha_1 = 1, \alpha_2 = 0 \); the other case is analogous.

Neglecting the approximation error and integrating Eq. 26 on both sides over one time step \( \Delta t \) yields a discrete map from \( u(x_i, t) \) to \( u(x_i, t + \Delta t) \) as:
\[ u_i^{n+1} = u_i^n + \int_t^{t+\Delta t} \mathcal{N}_d(u_m^n(x_i), \Xi, \Delta x) d\tau \]  
(27)
where \( u_i^{n+1} = u(x_i, t + \Delta t), u_i^n = u(x_i, t) \), and \( u_m^n(x_i) = \{ u(x_j, t) : x_j \in S_m(x_i) \} \). Approximating the integral on the right-hand side of this map by quadrature, we find
\[ u_i^{n+1} = T_d\left( u_i^n, \mathcal{N}_d(u_m^n(x_i), \Xi, \Delta x), \Delta t \right) + \mathcal{O}(\Delta t^{r_2}), \quad n = 0, \ldots, N_t - 1, \]  
(28)
where \( N_t \) is the total number of time steps. Here, \( T_d \) is the explicit discrete time integrator with time-step size \( \Delta t \). Due to approximation of the integral by quadrature, the discrete time integrator converges to the continuous-time map with \textit{temporal convergence rate} \( r_2 \) as \( \Delta t \to 0 \). Popular examples of explicit time-integration schemes include forward Euler, Runge-Kutta, and TVD Runge-Kutta methods. In this work, we only consider Runge-Kutta-type methods and their TVD variants as described by [Shu, 1998].

Based on Corollary 4.0.1 we can effectively approximate the discrete nonlinear function \( \mathcal{N}_d(\cdot) \) with MLPs, which leads to:

\[
\hat{u}_i^{n+1} = T_d \left( \hat{u}_i^n, \mathcal{N}_d(\hat{u}_m^n(x_i), \Xi), \Delta t \right),
\]

where \( \mathcal{N}_d : \mathbb{R}^{2m+1} \to \mathbb{R} \) are the local nonlinear mlpconv layer rules parameterized with weights \( \theta \).

On the assumption of point-wise corruption of the solution \( u \) with i.i.d. noise \( \eta \), i.e., \( v_i^n = u_i^n + \eta_i^n \), the above Eq. (29) can be extended for mapping the measurements from \( v_i^n \) to \( v_i^{n+k} \), as:

\[
v_i^{n+k} = T_d^{k} \left( v_i^n - \eta_i^n, \mathcal{N}_d(v_m^n(x_i) - \hat{u}_m^n(x_i), \Xi), \Delta t \right) + \hat{\eta}_i^{n+k},
\]

where \( v_m^n(x_i) = \{ v(x_j, t) : x_j \in S_m(x_i) \} \) are the noisy measurement data and \( \hat{u}_m^n(x_i) = \{ \hat{u}(x_j, t) : x_j \in S_m(x_i) \} \) the noise estimates on the stencil \( S_m \) centered at point \( x_i \) at time \( t \). The superscript \( k \) in \( T_d^{k} \) denotes that the map integrates \( k \) time steps into the future.

C.2 Loss function and training

From the Eq. (30) we formulate a loss function for learning the local nonlinear discretization rules \( \mathcal{N}_d \):

\[
\mathcal{L}_{MSE} = \sum_{n=1}^{N_x} \sum_{i=1}^{N_x} \sum_{k=-q}^{q} \gamma_k \left\| v_i^{n+k} - \left( T_d^{k} \left( v_i^n - \eta_i^n, \mathcal{N}_d(v_m^n(x_i) - \hat{u}_m^n(x_i), \Xi), \Delta t \right) + \hat{\eta}_i^{n+k} \right) \right\|^2_2
\]

The point-wise noise estimates \( \hat{\eta}_i \) are modeled as latent quantities, which is the reason why STENCIL-NET can decompose dynamics from noise. The scalar \( \gamma \) are decaying weights that account for the accumulating prediction error [Rudy et al., 2019]. The positive integer \( q \) is the number of Runge-Kutta integration steps considered during optimization, which we refer to as the \textit{training time horizon}. We penalize the noise estimates \( \hat{\mathcal{N}} \) in order to prevent learning the trivial solution associated with the minimization problem given by Eq. (31). We also impose penalty on the weights of the network \( W \) in order to prevent over-fitting. The total loss is then given by

\[
\text{Loss} = \mathcal{L}_{MSE} + \lambda_\mathcal{N} \| \hat{\mathcal{N}} \|^2_F + \lambda_wd \sum_{i=1}^{l} \| W_i \|^2_F,
\]

where \( l \) is the number of network layers, \( \hat{\mathcal{N}} \in \mathbb{R}^{N_x \times N_l} \) is the matrix of point-wise noise estimates, and \( \| \cdot \|^2_F \) is the Frobenius norm of a matrix.

We use grid search through hyper-parameter space in order to identify values of the penalty parameters. We find the choice \( \lambda_\mathcal{N} = 10^{-5} \) and \( \lambda_wd = 10^{-8} \) to work well for all problems considered in this work. Alternatively, methods like drop-out, early-stopping criteria, and Jacobi regularization can be used to counter the over-fitting problem. Training is done using an Adam optimizer [Kingma and Ba, 2014] with learning rate \( lr = 0.001 \). For the activation we prefer the Exponential Linear Unit (ELU) for its smooth function interpolation abilities. One could readily use ReLU, Leaky-ReLU, tanh or adaptive activation functions with learnable hyper-parameters, however, we choose ELU for its superior empirical performance for our class of problems.

\textbf{code availability:} We provide STENCIL-NET implementation in PyTorch with in-built finite-difference solvers and WENO module for reproducing the simulation data from forced Burgers’ problem. We also include the spectral solution used for training in the KS and KdV problems. We provide jupyter notebook demos with pre-trained models for reproducing some results from the main text. To preserve the anonymity of the submission we provide our codes as additional files in the supplementary material.
D  Additional results on accuracy and the choice of hyper-parameters

We present detailed results on the accuracy of STENCIL-NET. We use the mean square error (MSE) metric to present the convergence of STENCIL-NET solutions:

\[
\text{MSE} = \frac{1}{N_t N_x} \sum_{n=1}^{N_t} \sum_{i=1}^{N_x} \| \hat{u}_n^i - u(x_i, t) \|_2^2.
\]

Here, \( \hat{u} \) is the STENCIL-NET prediction and \( u(x_i, t) \) the true solution value at grid point \( x_i \) and time \( t = n\Delta t \).

STENCIL-NET relies on mapping the solution on local patches to rich discretization features. This allows STENCIL-NET to resolve spatio-temporal features that contain steep gradients and discontinuities as shown in Fig. D.1. The learned local nonlinear discretization rules can then be used to generalize for parameters and domain-sizes beyond the training conditions. This is illustrated in Fig. D.2 where a STENCIL-NET model that has been trained on a small training domain can generalize well to longer times and to equations containing different forcing terms \( f(x, t) \) in Eq. 21.

In Fig. D.3A,B, we show the effect of the choice of MLP architectures and of the weight regularization parameter \( \lambda_{wd} \) for different training time horizons \( q \). We quantify the generalization power of STENCIL-NET in Fig. D.3C for predictions of varying resolutions and for different lengths of the space and time domains.

Figure D.1: Comparison between STENCIL-NET (4-fold coarsened) and fifth-order WENO for forced Burgers': (A) Comparison between the STENCIL-NET prediction and WENO solution over the entire domain at time \( t = 40 \). (B) Comparison between the corresponding nonlinear discrete operators (PDE RHS) computed by STENCIL-NET (\( \mathcal{N}_\theta \)) and by the WENO scheme (\( \mathcal{N}_\phi \)) at time \( t = 40 \).

Figure D.2: STENCIL-NET prediction for different forcing terms of forced Burgers’ without re-training. Each row corresponds to a forced Burgers’ solution with different forcing term parameters (see Eq. 21). STENCIL-NET was trained only once using data from the forcing term in the top row (training domain marked by dashed box). The left plots show the fifth-order WENO solutions for the different forcing terms, the right plots are the STENCIL-NET prediction on \( 4 \times \) coarser grids without additional training.
Figure D.3: **Architecture choice, choice of $\lambda_{wd}$, and generalization power:** All the models are trained on the spatio-temporal data contained in the dashed box in Fig. 5 of the main text. The training box encompasses the entire spatial domain of length $L = 2\pi$ and a time duration of $T = 40$. (A) STENCIL-NET prediction accuracy for different choices of MLP architectures. Each data point corresponds to the average MSE accumulated over all the stable seed configurations. (B) Effect of the weights regularization parameter $\lambda_{wd}$ on the prediction accuracy for different numbers of Runge-Kutta integration steps $q$ during optimization. The plots in B were produced with a 3-layer, 64-nodes MLP architecture, which showed the best performance in A. (C) Generalization power to larger domains: Case 1: STENCIL-NET MSE for predictions on space and time domains of the same extent as the training box. Case 2: STENCIL-NET prediction MSE on the same domain length ($L = 2\pi$) but for $4\times$ longer time duration than the training box, i.e., $L = 2\pi, T = 160$. Case 3: STENCIL-NET prediction MSE for $16\times$ larger spatial domain but the same time duration as the training box, i.e., $L = 32\pi, T = 40$. Case 3: STENCIL-NET prediction MSE for $16\times$ larger spatial domain and $4\times$ longer time duration than the training box, i.e., $L = 32\pi, T = 160$. We use the best model specific to the resolution (sub-sample factor) with the smallest prediction error to produce each data point in the plot.

The spatio-temporal dynamics of the chaotic KS system is shown in Fig. D.4. In contrary to the forced Burgers’ case, the STENCIL-NET predictions on a $4\times$ coarser grid start to diverge from the true spectral solution (see bottom row of Fig. D.4). This is due to the chaotic behavior of the KS system for space domain lengths $L > 22$, which causes any small prediction error to grow exponentially at a rate proportional to the maximum Lyapunov exponent of the system. Despite this fundamental unpredictability of the actual solution, is able to correctly estimate the value of the maximum Lyapunov exponent and the spectral statistics of the KS system (see Fig. 9 in the main text). This is evidence that the equation-free STENCIL-NET model has correctly learned the intrinsic ergodic properties of the system that has generated the data.

For the de-noising case, we report in Fig. D.5 the effect of the noise-penalty parameter $\lambda_{n}$ for varying noise levels. We also report for each case the dependence on the training time horizon $q$. This empirical evidence suggests that the choice of $q$ can be used to trade off between stability and accuracy of the prediction.
**Figure D.4:** Equation-free prediction of chaotic spatio-temporal KS dynamics: (Top) Spectral solution of the KS equation on domain $L = 64$. (Middle) STENCIL-NET prediction on a $4 \times$ coarser grid. (Bottom) Point-wise absolute error between the spectral and STENCIL-NET solutions.

**Figure D.5:** Effect of the noise-penalty $\lambda_n$ on de-noising: We show the STENCIL-NET prediction MSE for different noise penalty $\lambda_n$ and training time horizon $q$. The data was corrupted by additive Gaussian noise with $\sigma = 0.1$, 0.3, 0.5 (from left to right).

### E Estimation of the reduction in computational elements and the computational speed-up

We derive an estimate for the speed-up achieved by replacing a numerical solver with STENCIL-NET on a $C$-times coarser grid. For the sake of argument, we only consider problems that contain a diffusion term in the PDE model. For those, the time-step size $\Delta t$ of an explicit time integrator is bounded by the CFL condition.

$$\Delta t \leq \frac{(\Delta x)^2}{2D}.$$  

Such a CFL condition also exists for other, non-diffusive problems, but it may take a different form. The estimation below should then be adjusted accordingly.

In any case, the number of computational grid points per dimension is inversely proportional to the resolution, i.e., $N_x \propto 1/\Delta x$. This implies that the total number of computational elements (i.e., grid points or particles) or degrees of freedom (DOF) needed by a numerical scheme in $d$ dimensions is

$$\text{DOF} = \frac{K}{(\Delta x)^d \cdot \Delta t},$$

where $K$ is a positive constant that depends on the domain size $L$ and the total time $T$ the simulation is run for. Coarse-graining the spatial-domain by a factor of $C > 1$ leads to $\Delta x_c = C \Delta x$. According to the CFL condition, this allows taking larger time steps $\Delta t_c = C^2 \Delta t$ and therefore reduces the number of degrees of
freedom to:

$$\text{DOF}_c = \frac{K}{(C\Delta x)^d \cdot (C^2 \Delta t)} = \text{DOF} \cdot \frac{C^d + 2}{C^{d+2}}.$$  \hspace{1cm} (33)

Thus, coarse-graining using methods like STENCIL-NET can lead to a drastic reduction in computational elements, with little compromise on accuracy and cost per time-step. For example, being able to coarse-grain by a factor of $C = 8$ in a 3D simulation would reduce the DOF 32,768-fold. These analysis also hold true for the Euler systems which have no diffusion term, however, the number of degrees of freedom now become,

$$\text{DOF}_c = \frac{K}{(C\Delta x)^d \cdot (C^2 \Delta t)} = \text{DOF} \cdot \frac{C^d + 1}{C^{d+1}}.$$  \hspace{1cm}

This allow us to readily employ STENCIL-NET for speeding the solution of Euler like systems and level-set formulations.

Let $t_n$ and $t_s$ be the computational time required for each DOF in a numerical method and in STENCIL-NET, respectively. Then from Eq. (33), the solution-time speed-up achieved by STENCIL-NET substitution is

$$\kappa = \left( \frac{t_s}{t_n} \right) \frac{C^d + 2}{C^{d+2}}.$$  \hspace{1cm}

The ratio $(t_n/t_s)$ is the computational overhead of STENCIL-NET. As shown in Fig. 6 of the main text, this ratio is between 1 and 2 on GPUs, and between 14 and 20 on CPUs. This, for example, leads to speed-ups $\kappa = 16384 \ldots 32768$ on the GPU or $\kappa = 1638 \ldots 2340$ on the CPU for an 8-fold coarse-grained simulation in 3D. Given that real-time applications, for example in virtual reality, require frame rates of about 60 Hz, this implies that even a sequential CPU implementation of STENCIL-NET should be able to achieve real-time performance for PDE simulations that would normally require about 30 seconds per time step of computer time. This is well within the range of practical applications.