Accretion of a relativistic, collisionless kinetic gas into a Schwarzschild black hole
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Abstract
We provide a systematic study for the accretion of a collisionless, relativistic kinetic gas into a nonrotating black hole. To this end, we first solve the relativistic Liouville equation on a Schwarzschild background spacetime. The most general solution for the distribution function is given in terms of appropriate symplectic coordinates on the cotangent bundle, and the associated observables, including the particle current density and stress energy-momentum tensor, are determined. Next, we explore the case where the flow is steady-state and spherically symmetric. Assuming that in the asymptotic region the gas is described by an equilibrium distribution function, we determine the relevant parameters of the accretion flow as a function of the particle density and the temperature of the gas at infinity. In particular, we find that in the low temperature limit the tangential pressure at the horizon is about an order of magnitude larger than the radial one, showing explicitly that a collisionless gas, despite exerting kinetic pressure, behaves very differently than an isotropic perfect fluid, and providing a partial explanation for the known fact that the accretion rate is much lower than in the hydrodynamic case of Bondi–Michel accretion. Finally, we establish the asymptotic stability of the steady-state spherical flows by proving pointwise convergence results which show that a large class of (possibly nonstationary and nonspherical) initial conditions for the distribution function lead to solutions of the Liouville equation which relax in time to a steady-state, spherically symmetric configuration.
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1. Introduction

The relativistic kinetic theory of gases started over 100 years ago with papers by Jüttner [1, 2] who generalized the well-known Maxwell–Boltzmann distribution function to the special relativistic case. Over the years, the theory was further developed and cast into the context of general relativity, see for example [3–6]. By now, the formal structure of the theory is well understood, and manifestly covariant formulations based on the tangent bundle associated with the spacetime manifold have been given which exploit their natural metric and symplectic structures, see for instance [7–12] and references therein.

Recently, there has been a growing interest in applications of the theory, both from a mathematical and an astrophysical point of view. From the point of view of mathematical relativity, there has been a lot of activity in studying the qualitative properties of the solutions of the Einstein–Liouville system\(^1\) of equations, describing a self-gravitating collisionless gas, see [13] for a recent review on this topic. These studies include the analysis of the well posedness of the Cauchy problem and the existence of global in time solutions and their asymptotic properties with applications to the nonlinear stability of Minkowski spacetime [14–17] and the future stability of the Universe [18–20]. Other works analyze the complete gravitational collapse of a collisionless kinetic gas (see for instance [21–23] and [24] and references therein for numerical work on critical collapse), which constitutes a more general model than the simple dust collapse one which, as is well-known, leads to the formation of naked shell-focusing singularities [25–27]. Further mathematical results establish the existence of static, spherically symmetric solutions [28–30] (see [31] for related numerical work) or axisymmetric solutions which are either static or stationary (see [32, 33] for recent work and [34] for a related numerical study). A further interesting, more difficult problem is the stability analysis of these solutions. For a numerical investigation in spherical symmetry, see [35]. For work on the relativistic Boltzmann equation including the collision term, see for instance [36–38].

Regarding applications towards astrophysics, the relativistic kinetic theory of gases is playing an increasingly important role in view of recent and near-future observations of supermassive black holes in the center of galaxies, like the ones in the Milky Way and M87, at scales smaller than their gravitational radius [39]. These observations often require specific models for describing the matter and plasma surrounding such black holes, and clearly a fully consistent description should be based on a general relativistic formulation. Other astrophysical applications of the relativistic kinetic theory include the description of a distribution of stars around a supermassive black hole (see [40, 41] for standard references based on the Newtonian approximation and [42] for a relativistic treatment based on \(N\)-body simulations) and the modeling of dark matter (see, for instance [43]). The relativistic Boltzmann equation also plays an important role in the modeling of the early Universe [44]; see also [45, 46] for related recent analytic work.

Although none of these astrophysical applications will be directly addressed in the present work (only a simpler astrophysical example will be discussed in section 5), they serve as a motivation for a thorough mathematical investigation for the propagation of a relativistic kinetic gas on a curved spacetime geometry. In this work, we initiate such a systematic study for the case in which the spacetime is generated by an isolated black hole. More specifically, we work under the assumption that the gas is sufficiently diluted for its self-gravity to be neglected. Assuming that no other matter sources are present and that the accretion rate is

\(^1\) In this article, we denote by the ‘Liouville equation’ the collisionless Boltzmann equation, which is also known as the ‘Vlasov equation’ in the literature.
small enough such that the black hole can be considered to be stationary, the no-hair theo-
rems [47] imply that the spacetime geometry belongs to the two-parameter family of Kerr
solutions, which are characterized by their mass and angular momentum. For simplicity, we
further assume that the rotation of the black hole can be neglected, in which case the back-
ground spacetime reduces to the Schwarzschild geometry. Finally, we work on the hypothesis
that collisions between the gas particles can be neglected. Therefore, the gas in our model
is described by a one-particle distribution function satisfying the relativistic Liouville equa-
tion on a Schwarzschild background. A study towards more realistic models relaxing some of
these assumptions will be provided in future work.

The main results presented in this article are the following: (i) we derive the most general
collisionless distribution function on a Schwarzschild background. This derivation is based on
the theory of integrable Hamiltonian systems and parallels the earlier presentation in [12] for
the Kerr background. However, in contrast to the result derived in [12], here we also compute
the spacetime observables (namely, the current density and the stress energy-momentum ten-
sor). Furthermore, in this work the distribution function and the observables are expressed in
terms of horizon-penetrating coordinates which facilitates their interpretation on the horizon.
We emphasize that although the spacetime metric is static and spherically symmetric, our
solutions for the distribution function and the corresponding observables do not necessarily
posses any symmetries (in particular they could be time-dependent and nonspherical). (ii) As
a specific example of astrophysical interest, we specialize our result to the case where the dis-
tribution function is static and spherically symmetric and we provide explicit expressions for
the observables assuming that in the asymptotic region the distribution function is described
by an equilibrium distribution function. Next, we apply these results to the spherical accretion
problem and compute the accretion and compression rates of the gas. Finally, in the low-
temperature limit, we compare our results to previous calculations based on the Newtonian
approximation [48, 49] and find agreement. By computing the radial and tangential pressures
at the horizon, we also shed light on the reason for which the accretion rate is much lower
than in the corresponding Bondi–Michel accretion models [50–52] in the hydrodynamic case.
(iii) Finally, we study the nonlinear stability of the static, spherically symmetric solutions
described in (ii). To this end, we consider initial data for the distribution function on a hyper-
surface in phase space of constant time \( t \) which is not necessarily spherically symmetric, but
converges (in an appropriate sense) to a function \( f_\infty(E) \) depending only on the energy \( E \)
of the gas particles in the asymptotic region \( r \to \infty \). Further assuming that this initial distribution
function is uniformly bounded by an equilibrium distribution function and only populates
unbounded trajectories, we analyze the behavior of the observables along the world lines of
future-directed timelike observers reaching timelike infinity. Assuming that these observers
have a constant asymptotic, purely radial velocity, we prove that the components of the par-
ticle current density and stress energy-momentum tensor with respect to a Fermi-propagated
frame converge pointwise to those computed from \( f_\infty(E) \), thus establishing the stability of the
static, spherically symmetric solution belonging to \( f_\infty(E) \). In particular, the observables decay
pointwise to zero if \( f_\infty = 0 \), meaning that in this case the gas disperses completely.

The remainder of this article is organized as follows. In section 2 we provide a brief review
of the geometrical structures that are relevant for the formulation of relativistic kinetic theory
in this work. Contrary to many previous works in the literature which are based on the tangent
bundle \( TM \), in this article we find it more convenient to formulate the theory on the cotangent
bundle \( T^*M \) associated with the spacetime manifold \((M, g)\) since it is more naturally adapted to
the Hamiltonian formalism on which this work is based. Our review includes a discussion of
the symplectic form and the Liouville vector field on \( T^*M \) and the properties of the complete
lift $\tilde{\xi}$ of a Killing vector field $\xi$ on $(M, g)$. These notions from classical Hamiltonian mechanics are key for the construction of the new symplectic coordinates $(Q^\mu, P_\mu, \mu = 0, 1, 2, 3)$, which are required for the explicit representation formula of the distribution function.

Next, in section 3, we analyze in detail the structure of the invariant submanifolds of $T^*M$ which are determined by the constants of motion. An important part of our analysis is the restriction of the phase space to unbounded trajectories emanating from the asymptotic region which are relevant for the accretion process. Exploiting the fact that the geodesic motion in the Schwarzschild spacetime constitutes an integrable Hamiltonian system, we derive the most general solution of the Liouville equation on a Schwarzschild background in horizon-penetrating coordinates. In general, this solution depends on the seven phase space variables $(Q^1, Q^2, Q^3, P_\mu)$, hence, it does not need to be stationary nor spherically symmetric. However, a time-independent and spherical distribution function is obtained after requiring the distribution function to be invariant with respect to the complete lifts of the Killing vector fields of the Schwarzschild spacetime. In this case, the distribution function depends only on the mass, energy and total angular momentum of the particle.

Next, in section 4 we specify the observables on the spacetime manifold $M$ which, at each $x \in M$, are obtained from a fibre integral of the distribution function over the canonical momentum $p \in T^*_xM$. Besides giving results which are applicable to the general solution of the Liouville equation, we also specialize these expressions to the case where the distribution function depends only on the energy $E$ of the gas particles, in which case the fibre integrals simplify considerably. Furthermore, we compare the structure of the observables to those belonging to an isotropic, perfect fluid.

In section 5 we apply our results to the accretion problem. First, we focus on the spherical, steady-state case in which all the gas particles have the same rest mass. Further, we assume that the gas is in thermodynamic equilibrium at temperature $T$ at infinity, implying that the distribution function is proportional to $e^{-E/k_B}$, with $k_B$ Boltzmann’s constant. We compute the particle and energy fluxes $j_n$ and $\varepsilon_j$, respectively, and also the particle density $n_\infty$, energy density $\varepsilon_\infty$ and pressure $p_\infty$ at infinity which, as a consequence of our assumptions, obey the ideal gas equation. Next, we calculate the radial and tangential kinetic pressure of the gas, $p_{\text{rad}}$ and $p_{\text{tan}}$, and the particle and energy densities $n_H$ and $\varepsilon_H$ on the horizon. In particular, we note that in the low temperature limit the tangential pressure is almost ten times larger than the radial one, implying that the gas does not behave as an isotropic perfect fluid at the horizon, although it does so in the asymptotic region. The fact that the tangential pressure becomes more important as the horizon is approached fits well with the known fact that the accretion rate for a collisionless gas is much lower than in the hydrodynamic case.

Second, in section 5 we present a study for the stability of the steady-state, spherical accretion flow. In order to achieve this, it is necessary to relax the symmetry assumptions on the distribution function, and our only essential hypothesis is that the distribution function is bounded by an equilibrium distribution function and that it converges to some functions $f_{\pm \infty}(E)$ of the energy $E$ when $r \to \infty$ along the initial time slice $t = 0$ in phase space, where the $\pm$ sign refers to the sign of the radial velocity of the particles at infinity. Using Lebesgue’s dominated convergence theorem, we compute the asymptotic behavior of the components of the observables with respect to a Fermi-propagated frame along the world lines of timelike observers. For static observers, we prove that the observables converge pointwise to the corresponding static and spherical observables associated with the asymptotic function $f_{-\infty}(E)$. For outgoing timelike observers with asymptotically constant, purely radial velocity, we show that the observables also converge to those describing a stationary and spherically symmetric gas; however, in this case the result depends on both $f_{-\infty}(E)$ and $f_{+\infty}(E)$. For the physically most
relevant case $f_{-\infty} = f_{+\infty}$ in which the asymptotic distribution function does not discriminate between in- and outgoing particle, our result implies the asymptotic stability of the steady-state, spherical accretion flow.

Finally, conclusions and an outlook on future work are given in section 6. Technical details, calculations and proofs of certain auxiliary results are given in appendices.

With the exception of some results given in section 5.1 regarding the steady-state, spherical accretion configurations, throughout this work we use geometrized units where the gravitational constant and speed of light are set equal to one. $(\mathcal{M}, g)$ denotes a smooth, four-dimensional Lorentzian manifold where we adopt the signature convention $(-, +, +, +)$ for the metric. We denote by $\mathcal{X}(\mathcal{M})$ the class of smooth vector fields on the differentiable manifold $\mathcal{M}$. For $X \in \mathcal{X}(\mathcal{M})$ the symbols $i_X$ and $\xi_X$ denote, respectively, the inner product and Lie derivative with respect to $X$.

2. Relativistic kinetic theory on the cotangent bundle

The purpose of this section is to provide a brief review for the formal structure of relativistic kinetic theory and to fix the notation used in this article. For more detailed reviews we refer the reader to the early work by Ehlers [8] and to the more recent work in [10, 12] and references therein.

2.1. Relativistic phase space

Kinetic theory is based on the assumption that the ensemble-averaged properties of the gas can be described by a one-particle distribution function $f$. Accordingly, $f : \Gamma \to \mathbb{R}$ is a nonnegative function on the one-particle phase space $\Gamma$ (the $\langle q, p \rangle$-space at each fixed time). In the relativistic case, $\Gamma$ is a subset of the cotangent bundle associated with the spacetime manifold $\mathcal{M}$ which consists of points of the form $(x, p)$, where $x \in \mathcal{M}$ is spacetime event, and $p \in T^*_x \mathcal{M}$ is a co-vector at this event, representing the canonical momentum of the gas particle at $x$. Instead of working on the cotangent bundle, one usually formulates kinetic theory on the tangent bundle $T \mathcal{M}$, where $p \in T \mathcal{M}$ is a tangent vector at $x$, representing the physical momentum of the particle. Since the present article is strongly based on the Hamiltonian formulation, the choice of the cotangent bundle is more natural. However, we stress that both formulations are equivalent because of the existence of the spacetime metric $g$ which provides a natural isomorphism between $T \mathcal{M}$ and $T^* \mathcal{M}$.

We recall:

**Lemma 1.** Let $\mathcal{M}$ be a $n$-dimensional differentiable manifold (orientable or not). Then, $T^* \mathcal{M}$ is a $2n$-dimensional differentiable and orientable manifold.

**Proof.** The proof is standard (see, for example [12, 53] for the tangent bundle case). Given local coordinates $(x^\mu)$ on $\mathcal{M}$ one defines corresponding adapted local coordinates $(x^\mu, p_\mu)$ on $T^* \mathcal{M}$ by expanding each $p \in T^*_x \mathcal{M}$ in the form $p = p_\mu dx^\mu$. Taking an atlas of local coordinate charts on $\mathcal{M}$ one obtains a corresponding atlas on $T^* \mathcal{M}$, and it is simple to verify that all the transition maps are differentiable and have unit determinant, implying that the transition maps are volume and orientation-preserving. As we will see shortly, this property stems from the fact that the adapted local coordinates $(x^\mu, p_\mu)$ are symplectic coordinates. \qed
For the following, we assume that spacetime \((M, g)\) is time-oriented and that all gas particles have positive mass. In this case, the one-particle phase space is the following submanifold of \(T^*M\):

\[
\Gamma := \{(x, p) \in T^*M : p \text{ future-directed timelike} \}.
\]

If one further assumes that all the gas particles have the same positive rest mass \(m > 0\), one obtains instead the mass shell

\[
\Gamma_m := \{(x, p) \in T^*M : g_{\gamma}^{-1}(p, p) = -m^2, \ p \text{ future-directed} \}.
\]

For generality, in this article we mostly work on \(\Gamma\) although in some applications towards the end we consider a simple gas, that is, a kinetic gas composed of identical particles of the same positive rest mass in which case we restrict ourselves to \(\Gamma_m\).

2.2. Symplectic structure and Liouville vector field

The cotangent space \(T^*M\) admits a natural symplectic structure which can be described as follows. First, the Poincaré (or canonical) one-form on \(T^*M\) is introduced, which is defined by

\[
\Theta_{\pi}(X) := p(d\pi_{\pi}(X)), \quad X \in \alpha(T^*M),
\]

where here \(\pi : T^*M \to M, (x, p) \mapsto x\) is the natural projection map and \(d\pi_{\pi}(T^*M) \to T_xM\) its differential at \((x, p)\). In adapted local coordinates,

\[
\Theta_{\pi}(x, p) = p_\mu dx^\mu.
\]

Its exterior differential

\[
\Omega := d\Theta = dp_\mu \wedge dx^\mu
\]

is seen to define a symplectic structure on \(T^*M\), that is, a closed, non-degenerated two-form on \(T^*M\). This symplectic structure allows one to assign to any function \(H\) on \(T^*M\) a unique vector field \(X_H \in \mathcal{X}(T^*M)\) called the associated Hamiltonian vector field which is defined by

\[
\Omega = -i_{X_H} = \Omega_{\gamma}(\cdot, X_H).
\]

In adapted local coordinates \((x^\mu, p_\mu)\) one has

\[
X_H = \frac{\partial H}{\partial p_\mu} \frac{\partial}{\partial x^\mu} - \frac{\partial H}{\partial x^\mu} \frac{\partial}{\partial p_\mu},
\]

and the integral curves \(\gamma(\lambda)\) of \(X_H\) are described by Hamilton’s equations

\[
\frac{dx^\mu}{d\lambda}(\gamma(\lambda)) = \frac{\partial H}{\partial p_\mu}(\gamma(\lambda)), \quad \frac{dp_\mu}{d\lambda}(\gamma(\lambda)) = -\frac{\partial H}{\partial x^\mu}(\gamma(\lambda)).
\]

The Poisson bracket between two smooth functions \(F, G : T^*M \to \mathbb{R}\) on the cotangent bundle is defined as

\[
\{F, G\} := \Omega_{\gamma}(X_F, X_G) = -dF(X_G) = dG(X_F).
\]

\[2\]We define \(p \in T^*M\) to be future-directed timelike if the corresponding tangent vector \(g_{\gamma}^{-1}(p, \cdot) \in T^*M\) is future-directed timelike.
In particular when \( G = H \) is the Hamiltonian of the system, it follows that \( \{ F, H \} = 0 \) if and only if \( F \) is constant along the Hamiltonian flow, which is the case if and only if \( H \) is invariant under the canonical flow generated by \( F \). For later use we also note the identity

\[
[X_F, X_G] = X_{\{F,G\}}.
\]  

(6)

Of particular interest to this article is the free-particle Hamiltonian

\[
H(x, p) := \frac{1}{2} g_{\mu\nu}(x) p_\mu p_\nu;
\]

the associated Hamiltonian vector field \( L := X_H \) is called the \textit{Liouville vector field}, and in adapted local coordinates it reads

\[
L = \frac{\partial}{\partial x^\mu} p_\mu - \frac{1}{2} \Gamma^\mu_{\nu\rho} \frac{\partial}{\partial x^\nu} \frac{\partial}{\partial p_\rho}.
\]

The corresponding integral curves, when projected onto \((M, g)\), describe spacetime geodesics. For a given positive mass \( m > 0 \), the Liouville vector field \( L \) at each point \( (x, p) \in \Gamma_m \) of the mass shell \( \Gamma_m \) is nonvanishing and tangent to \( \Gamma_m \). Therefore, when restricted to the relativistic phase space \( \Gamma \) the Liouville vector field does not have any critical points, and the projections of the integral curves of \( L \) describe future-directed timelike geodesics of \((M, g)\).

The \textit{Liouville equation}, which describes the evolution of a collisionless distribution function \( f : \Gamma \to \mathbb{R} \) is

\[
L[f] = 0.
\]

(7)

In the next section, we find the most general solution of this equation for the case where \((M, g)\) describes the geometry of a Schwarzschild black hole. This will be achieved by introducing new symplectic coordinates on \( \Gamma \) which trivialize the Liouville vector field \( L \).

### 2.3. Complete lifts of vector fields

Suppose \( \xi \in \mathfrak{X}(M) \) is a vector field on spacetime generating a one-parameter group of diffeomorphism \( \varphi^\lambda : M \to M \). We may lift \( \varphi^\lambda \) to a corresponding group \( \hat{\varphi}^\lambda : T^*M \to T^*M \) on the cotangent bundle by defining

\[
\hat{\varphi}^\lambda(x, p) := (\varphi^\lambda(x), (d\varphi^\lambda_\mu)_\nu^{-1}(p)), \quad (x, p) \in T^*M,
\]

where \( d\varphi^\lambda : T_x M \to T_{\varphi^\lambda(x)} M \) denotes the differential of the map \( \varphi^\lambda \) at \( x \) and \( (d\varphi^\lambda_\mu)_\nu^{-1} : T^*_{\varphi^\lambda(x)} M \to T^*_x M \) its adjoint. It is simple to verify that \( \hat{\varphi}^0 \) is the identity map on \( T^*M \) and that \( \hat{\varphi}^\lambda \circ \hat{\varphi}^\mu = \hat{\varphi}^{\lambda+\mu} \) for all \( \lambda, \mu \in \mathbb{R} \), and thus \( \hat{\varphi}^\lambda \) defines a one-parameter group of diffeomorphism, as claimed. The \textit{complete lift} of \( \xi \) is defined as

\[
\hat{\xi}_{(x,p)} := \frac{d}{d\lambda}_{|\lambda=0} \hat{\varphi}^\lambda(x, p), \quad (x, p) \in T^*M.
\]

Of course, the same definition applies to a vector field \( \xi \in \mathfrak{X}(M) \) which only generates a local one-parameter group of diffeomorphism, and hence the complete lift can be introduced in the same way for any \( \xi \in \mathfrak{X}(M) \).

\(^3\) See for instance page 217 in [54].
In adapted local coordinates one finds the following explicit expression:

\begin{equation}
\hat{\xi}_{(x,p)} = \xi^\mu(x) \frac{\partial}{\partial x^\mu} \bigg|_{(x,p)} - p_\alpha \frac{\partial \xi^\alpha}{\partial x^\mu}(x) \frac{\partial}{\partial p_\mu} \bigg|_{(x,p)}, \quad \xi_i = \xi^\mu(x) \frac{\partial}{\partial x^\mu} |_i.
\end{equation}

The most important properties of the complete lift are summarized in the following proposition. See proposition 5 and lemmas 9 and 10 in [12] and lemma C.9 in [16] for similar statements on the tangent bundle.

**Proposition 1.**

(i) The complete lift preserves the Lie-brackets, that is $[\hat{\xi}, \hat{\eta}] = \hat{\zeta}$ with $\zeta = [\xi, \eta]$ for all $\xi, \eta \in \mathcal{X}(M)$.

(ii) If $\xi \in \mathcal{X}(M)$, then $\hat{\xi}$ is the infinitesimal generator of a symplectic flow on $T^*M$, that is, $\hat{\xi} \Omega_t = 0$. Moreover,

$$\hat{\xi} = X_F, \quad F := \Theta(\hat{\xi}) = p(\xi),$$

which shows that this flow is generated by the function $F = p(\xi)$.

(iii) Let $\xi \in \mathcal{X}(M)$ and $m > 0$. Then, $\hat{\xi}$ is tangent to the mass shell $\Gamma_m$ at each point $(x, p) \in \Gamma_m$ if and only if $\xi$ is a Killing vector field of $(M, g)$.

**Remarks.**

1. Unlike the tangent bundle formulation (see proposition 5 in [12]), in the cotangent bundle formulation the vector field $\xi$ is not required to be a Killing vector field in order for $\hat{\xi}$ to generate a symplectic flow.

2. If $\xi \in \mathcal{X}(M)$ is a Killing vector field of $(M, g)$, the properties (ii) and (iii) of the proposition imply that

$$\{ F, H \} = dH(X_F) = dH(\hat{\xi}) = \hat{\xi}_* H = 0,$$

and thus $F$ is conserved along the Liouville flow. In this case it follows that the Hamiltonian vector fields $X_F = \hat{\xi}$ and $X_H = L$ associated with $F$ and $H$ commute, see equation (6):

$$[\hat{\xi}, L] = 0.$$

**Proof of proposition 1.** Property (i) can be verified by a straightforward calculation using equation (8). As for (ii) and (iii) we first calculate

$$i_{\xi} \Omega_t = i_{\xi} (dp_\mu \wedge dx^\mu) = dp_\mu (\xi) dx^\mu - dx^\mu (\xi) dp_\mu.$$

Using the coordinate expression (8) for $\hat{\xi}$ we obtain

$$i_{\xi} \Omega_t = -p_\alpha \frac{\partial \xi^\alpha}{\partial x^\mu} dx^\mu - \xi^\mu dp_\mu = -d(p_\alpha \xi^\alpha) = -dF,$$

which shows (ii). In particular, the fact that $d\Omega_t = 0$ implies

$$\hat{\xi}_* \Omega_t = (di_{\xi} + i_{\xi} d) \Omega_t = -d(dF) = 0.$$
Finally, we note that since $\Gamma_m$ is a level surface of the free-particle Hamiltonian $H$, $\dot{\xi}$ is tangent to $\Gamma_m$ if and only if $\dot{\xi}H = dH(\dot{\xi}) = 0$ at each $(x, p) \in \Gamma_m$. On the other hand, the definition of the Liouville vector field and (ii) imply that

$$dH(\dot{\xi}) = i_{\dot{\xi}}\Omega_x(L) = -p_\alpha \frac{\partial \xi^\alpha}{\partial x^\mu} \eta^\mu_\beta p_\beta + \xi^\mu \frac{1}{2} p_\alpha p_\beta \frac{\partial g^{\alpha\beta}}{\partial x^\mu} = \frac{1}{2} p_\alpha p_\beta (\xi g^{\alpha\beta}).$$

Hence, if $\xi$ is a Killing vector field of $(M, g)$ then $dH(\dot{\xi}) = 0$ and $\dot{\xi}$ is tangent to $\Gamma_m$. Conversely, if $dH(\dot{\xi}) = 0$ at each point $(x, p) \in \Gamma_m$ then, for any $x \in M$ it follows that $p_\alpha p_\beta (\xi g^{\alpha\beta}) = 0$ for all future-directed timelike covectors $p \in T^*_x M$ normalized such that $g_{\alpha\beta}(p, p) = -m^2$, which implies that $\xi g^{\alpha\beta}(x) = 0$, and thus that $\xi$ is a Killing vector field on $(M, g)$.

As an example which will turn out to be relevant for the next section, consider a spherically symmetric, four-dimensional spacetime $(M, g)$. In terms of standard spherical coordinates, the infinitesimal generators $\xi_1, \xi_2, \xi_3$ of the action of the rotation group $SO(3)$ on $M$ can be represented in the following way:

$$\xi_1 + i\xi_2 = e^{i\phi} \left( \frac{\partial}{\partial \theta} - \cot \theta \frac{\partial}{\partial \varphi} \right),$$

$$\xi_3 = \frac{\partial}{\partial \varphi}. \tag{9}$$

They satisfy the commutation relations $[\xi_1, \xi_3] = -\xi_2$ (and cyclic permutations of 123) and are tangent to the invariant two-spheres (the orbits of the rotation group). The associated conserved quantities are

$$\ell_1 + i\ell_2 := p(\xi_1 + i\xi_2) = e^{i\varphi}(i p_\theta - \cot \theta p_\varphi), \tag{11}$$

$$\ell_3 := p(\xi_3) = p_\varphi, \tag{12}$$

and consequently, the total angular momentum

$$\ell := \sqrt{\ell_1^2 + \ell_2^2 + \ell_3^2} = \sqrt{(p_\theta)^2 + \frac{(p_\varphi)^2}{\sin^2 \theta}}.$$ 

is also conserved along the Liouville flow. The complete lifts of the vector fields $\xi_a$ on $T^*M$ are given by

$$\hat{\xi}_1 + i\hat{\xi}_2 = e^{i\varphi} \left[ \frac{\partial}{\partial \theta} - \cot \theta \frac{\partial}{\partial \varphi} - \frac{p_\varphi}{\sin^2 \theta} \frac{\partial}{\partial p_\theta} + (p_\theta + i \cot \theta p_\varphi) \frac{\partial}{\partial p_\varphi} \right], \tag{13}$$

$$\hat{\xi}_3 = \frac{\partial}{\partial \varphi}. \tag{14}$$

They satisfy the same commutation relations as the $\xi_a$’s; however, now the three vector fields $\hat{\xi}_1, \hat{\xi}_2, \hat{\xi}_3$ are pointwise linearly independent, which means that the orbits of $SO(3)$ in $T^*M$ are three-dimensional submanifolds (as opposed to the orbits in $M$ which are two-dimensional). Therefore, a function on $T^*M$ which is invariant with respect to $SO(3)$ is subject to three independent constraints, whereas a $SO(3)$-invariant function on $M$ is only subject to two.
Finally, note that since $dt(L^2) = 2(\ell_d d\ell_1 + \ell_d d\ell_2 + \ell_d d\ell_3)$ the Hamiltonian vector field associated with the square of the total angular momentum is

$$X_{L^2} = 2(\ell_d \hat{\xi}_1 + \ell_d \hat{\xi}_2 + \ell_d \hat{\xi}_3).$$

### 3. General solution of the Liouville equation on a Schwarzschild background

In this section, we discuss the most general solution of the Liouville equation (7) describing the accretion into a Schwarzschild black hole. This is achieved using standard techniques from the classical theory of integrable systems, see for example [54].

#### 3.1. Horizon-penetrating coordinates

In standard coordinates $(\bar{t}, r, \theta, \varphi)$ the Schwarzschild metric describing a black hole of mass $M_H > 0$ is given by

$$g = -N(r) dt^2 + \frac{dr^2}{N(r)} + r^2(d\theta^2 + \sin^2 \theta d\varphi^2), \quad N(r) := 1 - \frac{2M_H}{r}.$$  

Since in this work we shall be interested in computing the observables associated with the kinetic gas in the exterior region $r > 2M_H$ as well as on the future horizon, for what follows we work in regular coordinates $(t, r, \vartheta, \varphi)$. Here, the new time coordinate $t$ is defined by

$$t = \bar{t} + \int^r \left[ \frac{1}{N(r)} - \eta(r) \right] dr,$$

with a smooth function $\eta : (0, \infty) \to \mathbb{R}$. In terms of the new coordinates, the metric takes the form

$$g = -Nd \bar{t}^2 + 2(1 - N\eta) d\bar{t} dr + \eta(2 - N\eta) dr^2 + r^2(d\theta^2 + \sin^2 \theta d\varphi^2),$$

and there are no coordinate singularities for $r > 0$ except at the poles $\vartheta = 0, \pi$. Here, the function $\eta$ reflects the freedom in choosing the foliation of the Schwarzschild spacetime which is regular at the future horizon. When $\eta = 0$ the surfaces of constant time $t$ are incoming null surfaces and the corresponding coordinates $(t, r, \vartheta, \varphi)$ are called (ingoing) Eddington-Finkelstein coordinates (see for instance [55]). When $\eta(2 - N\eta) > 0$ the constant time surfaces are spacelike. Some interesting choices which have been considered in the literature are:

- Painlevé–Gullstrand coordinates (see for example [56]): $\eta = [1 + \sqrt{1 - N}]^{-1}$.
- Analytic trumpet slices that were recently proposed in [57]:

$$\eta(r) = \frac{r^2}{r - R_0} - \frac{1}{r - R_0 + \sqrt{2(M_H - R_0)r + R_0^2}}, \quad r > R_0,$$

with $R_0$ a free parameter satisfying $0 < R_0 \leq M_H$. In this case the function $\eta$ is only defined on the interval $(R_0, \infty)$, but otherwise it satisfies all the required properties mentioned above. Replacing $r$ with the new radial coordinate $\rho = r - R_0$ (denoted by $r$ in [57]) leads to spatially homogenous coordinates.

---

These coordinate singularities can be removed by replacing $(r, \vartheta, \varphi)$ with Cartesian-like coordinates $(x, y, z) = r(\cos \varphi \sin \vartheta, \sin \varphi \sin \vartheta, \cos \vartheta)$. 

---
For the calculations below, we shall focus on the simple case \( \eta = 1 \), in which the inverse metric reads
\[
g^{-1} = \left( 1 + \frac{2M_\text{H}}{r} \right) \frac{\partial}{\partial t} \otimes \frac{\partial}{\partial t} + \frac{4M_\text{H}}{r} \frac{\partial}{\partial t} \otimes \frac{\partial}{\partial r} + \left( 1 - \frac{2M_\text{H}}{r} \right) \frac{\partial}{\partial r} \otimes \frac{\partial}{\partial r} + \frac{1}{r^2 \sin^2 \varphi} \frac{\partial}{\partial \varphi} \otimes \frac{\partial}{\partial \varphi}, \tag{15} \]

where \( \otimes \) denotes the symmetrized tensor product.

From now on, we consider the region \( \mathcal{M} \) of the (extended) Schwarzschild manifold which is covered by the horizon-penetrating coordinates \((t,r)\) with \( t \in \mathbb{R} \) and \( r > 0 \).

### 3.2. Hamiltonian flow, conserved quantities and invariant submanifolds

The free-particle Hamiltonian computed from the inverse metric (15) is
\[
H(x,p) = \frac{1}{2} \left[ -\left( 1 + \frac{2M_\text{H}}{r} \right) p_t^2 + \frac{4M_\text{H}}{r} p_t p_r + \left( 1 - \frac{2M_\text{H}}{r} \right) p_r^2 + \frac{1}{r^2} \left( p_\varphi^2 + \frac{p_\varphi^2}{\sin^2 \varphi} \right) \right]. \tag{16} \]

Since the underlying spacetime is stationary and spherically symmetric, the following quantities are conserved along the particle trajectories:

- \( m = \sqrt{-2H} \) (rest mass),
- \( E = -p_t \) (energy),
- \( \ell_z = p_\varphi \) (azimuthal angular momentum),
- \( \ell = \sqrt{p_\varphi^2 + \frac{p_\varphi^2}{\sin^2 \varphi}} \) (total angular momentum). \tag{20}

Accordingly, we introduce the smooth functions \( F_0, F_1, F_2, F_3 : T^* \mathcal{M} \to \mathbb{R} \) on the cotangent bundle defined by\(^5\)
\[
F_0(x,p) := -H(x,p), \quad F_1(x,p) := -p_t, \quad F_2(x,p) := p_\varphi, \quad F_3(x,p) := p_\varphi^2 + \frac{p_\varphi^2}{\sin^2 \varphi}. \tag{21} \]

It is not difficult to verify that these quantities Poisson-commute with each other:
\[
\{F_\alpha, F_\beta\} = 0, \quad \alpha, \beta = 0, 1, 2, 3. \tag{21} \]

For the following, we consider for each given value of \((m, E, \ell_z, \ell)\) the (possibly empty) subset
\[
\Gamma_{m,E,\ell_z,\ell} := \left\{ (x,p) \in \Gamma : F_0(x,p) = -m^2, F_1(x,p) = E, F_2(x,p) = \ell_z, F_3(x,p) = \ell \right\}. \tag{21} \]

\(^5\) With respect to Cartesian-like coordinates, one can rewrite \( p_\varphi = x p_y - y p_x \) and \( \ell^2 = (x,y,z) \wedge (p_x,p_y,p_z)^2 \) with \( \wedge \) denoting the vector product, which shows that these quantities are indeed smooth functions on \( T^* \mathcal{M} \).
of the one-particle phase space $\Gamma$. By construction, these sets are invariant under the Hamiltonian flow. The main result of this section is the following:

**Proposition 2.** Suppose that $E > m > 0$ and that $|\ell| < \ell$. In addition, suppose that the condition $\ell = \ell(E)$ holds (see below for the definition of $\ell(E)$). Then, $\Gamma_{m,E,\ell} \subset \Gamma$ is a smooth, four-dimensional submanifold of $\Gamma$ which is invariant with respect to the Hamiltonian flows associated with $F_0, F_1, F_2$ and $F_3$. It consists of three connected components, each of which has the topology $\mathbb{R}^2 \times S^1 \times S^1$.

Furthermore, the restriction of the Poincaré one-form $\Theta$ defined in equation (2) on $\Gamma_{m,E,\ell}$ is closed.

In order to prove the proposition, we separate the adapted local coordinates $(x^\mu, p_\mu)$ into the conjugate pairs $(t, p_t), (\varphi, p_\varphi), (\theta, p_\theta), (r, p_r)$ and notice that $\Gamma_{m,E,\ell}$ consists of those points of $\Gamma$ for which these pairs fulfill the following restrictions:

\[
(t, p_t) : p_t = -E,
\]

\[
(\varphi, p_\varphi) : p_\varphi = \ell,
\]

\[
(\theta, p_\theta) : p_\theta^2 + \frac{\ell^2}{\sin^2 \theta} = \ell^2,
\]

\[
(r, p_r) : \left(1 - \frac{2M\mu}{r}\right)p_r^2 - \frac{4M\mu}{r}Ep_r - \left(1 + \frac{2M\mu}{r}\right)E^2 + m^2 + \frac{\ell^2}{r^2} = 0.
\]

From these conditions it is clear that the time coordinate $t$ and the azimuthal angle $\varphi$ are free, whereas for $0 < |\ell| < \ell$ the pair $(\theta, p_\theta)$ is confined to a closed curve in the $(\theta, p_\theta)$-plane which winds around the equilibrium point $(\theta, p_\theta) = (\pi/2, 0)$, see figure 16.

The exceptional cases $\ell = 0$ and $\ell = \pm \ell$ correspond, respectively, to motion confined in a plane which contains the $z$ axis and to motion in the equatorial plane, see lemma 2 below for more information on these cases. Since they give rise to zero measure sets in the phase space, we will not consider these particular cases further.
Next, let us analyze the set in the \((r, p_r)\)-plane described by equation (25) in more detail. Multiplying both sides of equation (25) by \(N(r) = 1 - 2M_H/r\) and assuming that \(N(r) \neq 0\) we can rewrite this equation as
\[
\left[ 1 - \frac{2M_H}{r} \right] p_r - \frac{2M_H}{r} E = V_{m,\ell}(r) = E^2, \tag{26}
\]
with the effective potential
\[
V_{m,\ell}(r) = \left( 1 - \frac{2M_H}{r} \right) \left( m^2 + \frac{\ell^2}{r^2} \right). \tag{27}
\]

By Hamilton’s equations the particle’s radial velocity is
\[
\frac{dr}{d\lambda} = \frac{\partial H}{\partial p_r} = \left( 1 - \frac{2M_H}{r} \right) p_r + \frac{2M_H}{r} \frac{p_r}{E},
\]
so as long as \(N(r) \neq 0\) the set defined by equation (25) is equivalent to \(r^2 + V_{m,\ell}(r) = E^2\), and the sign of the expression inside the square parenthesis in equation (26) determines whether the particle is incoming or outgoing. In the \((r, p_r)\)-plane, equation (25) can be written as
\[
p_r = p_{r,\pm}(r) := \frac{\pm E}{N(r)} \left( E^2 - V_{m,\ell}(r) \right), \tag{28}
\]
where the ± sign corresponds to the one of \(\dot{r}\).

The properties of the set in the \((r, p_r)\) plane described by equation (25) thus depend on the shape of the effective potential and the value of \(E\). Since we are only interested in particle trajectories that emanate from the asymptotic region \(r \rightarrow \infty\), and since the linear momentum \(p\) of the particle is restricted to be future-directed, we assume \(E > m > 0\) in what follows. For a given \(E > m\), denote by \(\ell_c(E)\) the value of \(\ell\) for which \(V_{m,\ell}\) has a centrifugal barrier whose maximum is equal to \(E^2\); see appendix A for details and explicit expressions. We distinguish between the following two cases:

(I) **Absorbed particles** \(0 < \ell < \ell_c(E)\). In this case, the trajectories describe incoming particles from infinity which are absorbed by the black hole (negative values of \(\dot{r}\) or particles which emanate from the white hole and escape to infinity (positive values of \(\dot{r}\)). There are also other trajectories which take place entirely inside the black hole (see figure 2) and will not be considered further. For the purpose of the present article, we focus on the first kind of trajectories which consist of open lines in the \((r, p_r)\)-plane.

(II) **Scattered particles** \(\ell > \ell_c(E)\). This corresponds to trajectories which are incoming from infinity, but in contrast to the previous case they carry enough angular momentum to be reflected at the potential barrier and so they escape again to infinity. There are also two further open lines corresponding to particles that are emitted from the white hole and reabsorbed by the black hole, or particle trajectories taking place entirely inside the black hole (see figure 2) that will not be considered further for our purposes.

To conclude the proof of proposition 2, we show in the next lemma that the differentials \(dF_6, dF_7, dF_8\), and \(dF_9\) are linearly independent at each point of \(\Gamma_{m,\ell_0,\ell}\), implying that \(\Gamma_{m,\ell_0,\ell}\) is a four-dimensional submanifold of \(\Gamma\) with linearly independent tangent vector fields \(X_{F_6}, X_{F_7}, X_{F_8}\), and \(X_{F_9}\). Since \(\Omega_\ell (X_{F_6}, X_{F_7}) = \{F_6, F_7\} = 0\) it then follows that the restriction of \(\Omega_\ell = d\Theta\) to \(\Gamma_{m,\ell_0,\ell}\) vanishes.
**Lemma 2.** Let $E, m > 0$. The differentials $dF_0$, $dF_1$, $dF_2$ and $dF_3$ are linearly independent from each other unless one of the following two cases occur:

(a) Motion confined to the equatorial plane: $|\ell| = \ell$,

(b) Circular trajectories:

$$V_m(\ell) = E^2, \quad \frac{d}{dr} V_m(\ell) = 0.$$

**Proof.** We first note that $dF_1 = -dp_\theta = 0, dF_2 = dp_\phi = 0$. Next, we compute\(^7\)

$$dF_3 = 2 \left( p_\phi dp_\theta - \frac{\ell^2}{\sin^2 \vartheta} \cot \vartheta \, d\vartheta + \ell \frac{dF_2}{\sin^2 \vartheta} \right),$$

from which we see that $dF_2$ and $dF_3$ are linearly independent from each other unless $p_\theta = 0$ and $\vartheta = \pi/2$, which corresponds to case (a). Finally, computing

$$dF_0 = \left[ 1 + \frac{2M_H}{r} \right] E + \frac{2M_H}{r} p_\phi \right] dF_1 - \left[ \left( 1 - \frac{2M_H}{r} \right) p_\varphi - \frac{2M_H}{r} E \right] dp_\varphi - \frac{1}{2r^2} dF_3$$

$$- \left[ \frac{M_H}{r} (E + p_\phi)^2 - \frac{\ell^2}{r^2} \right] \frac{dr}{r}$$

\(^7\)Note that $\sin \vartheta \neq 0$ as long as $\ell \neq 0$. When $\ell = 0$ we can use Cartesian coordinates at the poles to show that $dF_3$ is linearly independent of $dF_2$.
we see that $dF_0$ is linearly independent from $dF_1$, $dF_2$ and $dF_3$ unless

$$\left(1 - \frac{2M_H}{r}\right)p_r - \frac{2M_H}{r}E = 0, \quad \frac{M_H}{r}(E + p_r)^2 - \frac{\ell^2}{r^2} = 0.$$ 

A short calculation reveals that these conditions are equivalent to (b). \hfill \Box

**Remarks.**

1. In the following, we restrict ourselves to the subset $\Gamma_{\text{accr}}$ of the relativistic one-particle phase space $\Gamma$ which consists of the union of those invariant submanifolds $\Gamma_{m,E,\ell,t}$ corresponding to the cases (I) and (II) discussed above. This is the relevant submanifold describing the accretion of a collisionless kinetic gas into a Schwarzschild black hole.

2. Note that the subset $\Gamma_{\text{accr}}$ does not include the bounded trajectories, which are contained in those invariant submanifolds $\Gamma_{m,E,\ell,t}$ for which $\sqrt{8/9} < E/m < 1$ and $\ell(E) < \ell_{\text{inf}}(E)$, see appendix A. In this case, $\Gamma_{m,E,\ell,t}$ have topology $\mathbb{R} \times S^1 \times S^1$. This case will be considered in separate work [58].

3. The subset $\Gamma_{\text{accr}}$ does not include those particle trajectories that emanate from the white hole either, since they are not relevant for the accretion of a collisionless gas.

In the next section, we shall construct new symplectic coordinates $(Q^\mu, P_\mu)$ on $\Gamma_{\text{accr}}$ which are adapted to the invariant submanifolds $\Gamma_{m,E,\ell,t}$ and which trivialize the Liouville vector field $L$.

### 3.3. New symplectic coordinates adapted to the invariant submanifolds

Following [54] we construct new symplectic local coordinates $(Q^\mu, P_\mu)$ on $\Gamma_{\text{accr}}$ from the generating function

$$S(x; m, E, \ell, \ell) := \int_\gamma \Theta,$$  

where $\Theta$ is the Poincaré one-form defined in equation (2) and the line integral is performed over a curve $\gamma_x$ which is confined to the invariant submanifold $\Gamma_{m,E,\ell,t}$; see figure 3. This curve $\gamma_x$ connects a fixed reference point $(x_0, p_0) \in \Gamma_{m,E,\ell,t}$ to a point in the intersection between $\Gamma_{m,E,\ell,t}$ and the fibre $\pi^{-1}(x)$ over $x \in M$. We choose the reference point $(x_0, p_0)$ as the one parametrized by $(t, p_t) = (0, -E)$, $(\varphi, p_\varphi) = (0, \ell_x)$, $(\theta, p_\theta) = (\pi/2, \sqrt{\ell^2 - \ell_2})$ and $(r, p_r) = (r_0, p_{r-}(r_0))$, where the function $p_{r-}(r)$ is defined in equation (28) and $r_0 = 2M_H$ in case (I) and $r_0$ corresponds to the turning point in case (II).

Since the restriction of $\Theta$ to $\Gamma_{m,E,\ell,t}$ is closed, the value of $S(x; m, E, \ell, \ell)$ is independent of deformations of the curve $\gamma_x$ within $\Gamma_{m,E,\ell,t}$ which leave its endpoints fixed. On the other hand, the value of $S(x; m, E, \ell, \ell)$ does depend on how many times and in which direction the curve $\gamma_x$ winds around the two cycles $S^1$ of $\Gamma_{m,E,\ell,t}$. To analyze this dependency in more detail and in order to obtain a more explicit expression for the generating function we recall that in adapted local coordinates the Poincaré one-form reads $\Theta = p_\varphi d\varphi$. Consequently,

$$S(x; m, E, \ell, \ell) = -Et + \ell_x \varphi + \int_{r_0}^r p_r dr + \int_{\pi/2}^\beta p_\theta d\theta.$$ 

Here, it is important to notice that the last two integrals should be interpreted as line integrals. The first integral is a line integral along the projection $\gamma_{(t,p_t)}$ of the curve $\gamma_\ell$ onto the
terms, while the second integral is a line integral (oriented clockwise) along the projection \( \gamma \) of \( \gamma_p \) onto the \((x, p)\)-plane, see figure 1.

It is clear that \( S \) changes by the additive constant \( 2\pi \ell_z \) under a full revolution \( \varphi \to \varphi + 2\pi \) about the \( z \)-axis. Likewise, under a full clockwise revolution along the curve \( \gamma_{\vartheta, p_\vartheta} \), \( S \) increases by\(^8\)

\[
\Delta S = 4 \int_{\pi/2}^{\vartheta_{\text{max}}} \left( \ell^2 - \frac{\ell_z^2}{\sin^2 \vartheta} \right) \, d\vartheta = 2\pi(\ell - |\ell_z|),
\]

where \( \vartheta_{\text{max}}(\ell_z, \ell) > \pi/2 \) is the angle corresponding to the turning point, such that \( \sin \vartheta_{\text{max}}(\ell_z, \ell) = \ell_z/\ell \). It follows from these observations that the quantities \( \ell_z \) and \( \ell - |\ell_z| \) are action variables \([54]\).

The function \( S \) defined in equation (29) generates new symplectic coordinates \((Q^\mu, P_\mu)\) as follows: the coordinates \( P_\mu \) are defined by the conserved quantities:

\[
P_0 := \sqrt{2F_0} = \sqrt{-2H},
\]

\[
P_1 := F_1 = -p_z,
\]

\[
P_2 := F_2 = p_\vartheta,
\]

\(^8\)The same integral appears in the discussion of the Kepler problem, see for instance section 10.8 in [59].
\[ P_3 := \sqrt{F_3} = \sqrt{P_0^2 + \frac{p_\varphi^2}{\sin^2 \vartheta}}, \]  

such that each invariant set \( \Gamma_{m,E,\ell,\ell} \) is parametrized simply by \( P_0 = m, P_1 = E, P_2 = \ell, \) and \( P_3 = \ell. \) The corresponding \( Q \) variables are defined by \( Q^\mu = \partial S / \partial P_\mu \), that is

\[
Q^0 := \frac{\partial S}{\partial m} = -m \int_{(m,p)} \frac{dr}{N p_\varphi - \frac{2M_\mu}{r} E},
\]

\[
Q^1 := \frac{\partial S}{\partial E} = -t + \int_{(m,p)} \frac{2M_\mu}{r} P_\varphi + \left(1 + \frac{2M_\mu}{r}\right) E \frac{dr}{N p_\varphi - \frac{2M_\mu}{r} E},
\]

\[
Q^2 := \frac{\partial S}{\partial \ell_\varphi} = \varphi - \ell \int_{(m,p)} \frac{d\vartheta}{P_0 \sin^2 \vartheta},
\]

\[
Q^3 := \frac{\partial S}{\partial \ell} = -\ell \int_{(m,p)} \frac{dr}{r^2 (N p_\varphi - \frac{2M_\mu}{r} E)} + \ell \int_{(m,p)} \frac{d\vartheta}{P_0}.
\]

In deriving these equations, we have used the differentials of the relations (24) and (25). As before, the integrals should be interpreted as line integrals in the \( (r, p_r) \)-plane and \( (\varphi, p_\varphi) \)-plane, respectively, where the curves connect the reference point to the given points \( (r, p_r) \) and \( (\varphi, p_\varphi) \) along the projections of the invariant submanifold \( \Gamma_{m,E,\ell,\ell} \) onto these planes.

Given \( (x, p) \in \Gamma_{\text{accr}} \), the invariant submanifold is determined by the parameters \( m := P_0(x, p), E := P_1(x, p), \ell := P_2(x, p) \) and \( \ell := P_3(x, p). \) Note that by virtue of equations (24) and (25), we have

\[
N p_\varphi - \frac{2M_\mu}{r} E = \pm \sqrt{E^2 - V_m(\ell)r}, \quad p_\theta = \pm \sqrt{\ell^2 - \frac{\ell^2}{\sin^2 \vartheta}},
\]

where the correct choice for the sign depends on which part of the curve one is integrating over.

By construction, the function \( S \) satisfies

\[
\frac{\partial S}{\partial x^\mu}(x; m, E, \ell, \ell) = p_\mu,
\]

with \( p = \left. p_\mu dx^\mu \right|_\gamma \) such that \( P_0(x, p) = m, P_1(x, p) = E, P_2(x, p) = \ell, \) and \( P_3(x, p) = \ell. \) Since

\[
\Omega = dp_\mu \wedge dx^\mu = \frac{\partial^2 S}{\partial P_\mu \partial x^\mu} dp_\ell \wedge dx^\ell = \frac{\partial Q^\mu}{\partial x^\mu} dp_\ell \wedge dx^\ell = dp_\ell \wedge dQ^\ell,
\]

the coordinates \( (Q^\mu, P_\ell) \) are new symplectic coordinates on \( \Gamma_{\text{accr}}. \) Note that the new momenta \( P_\ell \) parametrize the invariant four-dimensional submanifolds \( \Gamma_{m,E,\ell,\ell} \) while the \( Q^\mu \)'s define local coordinates on \( \Gamma_{m,E,\ell,\ell}, \) with \( Q^2 \) and \( Q^3 \) changing by integer multiples of \( 2\pi \) under revolutions about the azimuthal angle \( \varphi \) or about the curve \( \gamma_{(\varphi, p)} \). Therefore, \( Q^2 \) and \( Q^3 \) can be regarded as angle variables parametrizing the two cycles \( S^1 \) in \( \Gamma_{m,E,\ell,\ell} \cong \mathbb{R}^2 \times S^1 \times S^1. \)
3.4. Most general collisionless distribution function describing accretion

Since in the new symplectic local coordinates \((Q^\mu, P_\mu)\) the one-particle Hamiltonian is 
\[ H = -P^2/2, \]
the associated Hamiltonian vector field acquires the simple form
\[ X_H = \frac{\partial H}{\partial P_\mu} \frac{\partial}{\partial Q^\mu} - \frac{\partial H}{\partial Q^\mu} \frac{\partial}{\partial P_\mu} = -P_\mu \frac{\partial}{\partial Q^\mu}. \]

Therefore, the Liouville equation (7) in these coordinates reads,
\[ \frac{\partial f}{\partial Q^\mu} = 0, \]
and the most general solution of the Liouville equation can be expressed in closed form,
\[ f(x, p) = \mathcal{F}(Q^1, Q^2, Q^3, P_b, P_1, P_2, P_3), \]
where \(\mathcal{F}\) is an arbitrary function of its argument which is 2\(\pi\)-periodic in \(Q^2\) and \(Q^3\).

Note that so far, no symmetry assumptions have been made on the distribution function; our construction only relies on the symmetries of the underlying spacetime manifold \((M, g)\) and the fact that the geodesic motion on this manifold is described by an integrable Hamiltonian system. If required, the invariance of \(f\) with respect to the symmetry group of \((M, g)\) (or subgroups thereof) can be imposed using the complete lift introduced in section 2.3. The isometry group of the Schwarzschild manifold \((M, g)\) is generated by the Killing vector fields \(k := \frac{\partial}{\partial r}\)
and the vector fields \(\xi_a, a = 1, 2, 3\), defined in equations (9) and (10). The complete lifts of these generators are given by
\[ \hat{k} = \frac{\partial}{\partial t}, \]
and the vector fields \(\hat{\xi}_a, a = 1, 2, 3\), defined in equations (13) and (14). In terms of the new symplectic coordinates \((Q^\mu, P_\mu)\) one finds
\[ \hat{k} = -\frac{\partial}{\partial Q^1}, \quad \hat{\xi}_1 + i\hat{\xi}_2 = e^{i\theta}(\hat{n}_1 + i\hat{n}_2), \quad \hat{\xi}_3 = \frac{\partial}{\partial Q^3}, \]
where
\[ \hat{n}_1 = P_2 \left[ \frac{\partial}{\partial P_2} + \ell \int_{\gamma(0, \phi)} \frac{d\phi}{P_\phi^2 \sin^2 \phi} \left( \ell \frac{\partial}{\partial Q^3} - \ell \frac{\partial}{\partial Q^2} \right) \right] - \cot \phi \frac{\partial}{\partial Q^2}, \]
\[ \hat{n}_2 = \ell \cot \phi \left[ \frac{\partial}{\partial P_2} + \ell \int_{\gamma(0, \phi)} \frac{d\phi}{P_\phi^2 \sin^2 \phi} \left( \ell \frac{\partial}{\partial Q^3} - \ell \frac{\partial}{\partial Q^2} \right) \right] - \frac{\ell}{P_\phi} \frac{\partial}{\partial Q^2} + \frac{\ell}{P_\phi} \frac{\partial}{\partial Q^3}. \]

Note also that the Hamiltonian vector field \(X_{\ell}\) associated with the total angular momentum \(\ell = P_3\) is
\[ X_{\ell} = \frac{\partial}{\partial Q^3}. \]

From these observations it follows immediately that the distribution function is spherically symmetric (that is, invariant with respect to the flows generated by the lifted generators \(\hat{\xi}_a, a = 1, 2, 3\) if and only if \(\mathcal{F}\) is independent of \(Q^2, Q^3\), and \(P_2\).

We summarize the main results of this section in the following theorem.
**Theorem 1.** On the invariant submanifold $\Gamma_{\text{accr}}\subset \Gamma$ of phase space, the most general collisionless distribution function is given by equation (38), where the function $F$ is $2\pi$-periodic in the angle variables $Q^2$ and $Q^3$, and the action-angle-like variables $(Q^\mu, P^\mu)$ are defined in equations (30)–(37).

Further, the distribution function is stationary if and only if $F$ is independent of $Q^1$, axisymmetric if and only if $F$ is independent of $Q^2$, and spherically symmetric if and only if $F$ is independent of $Q^2$, $Q^3$ and $P_2$.

**Remarks.**

1. It follows from the theorem that a stationary and spherically symmetric collisionless distribution function on $\Gamma_{\text{accr}}$ only depends on the conserved quantities $m$, $E$ and $\ell$. This result is closely related to Jeans’ theorem in the Newtonian case, which states that a stationary, spherically symmetric solution of the Poisson-Liouville system is described by a distribution function depending only on $E$ and $\ell$ (see [60] for a precise formulation). However, it has been shown that the generalization of Jeans’ theorem to the general relativistic case is false in general [29, 61]. The reason that in our setting a stationary and spherically symmetric distribution function must nevertheless be a function of only $(m, E, \ell)$ is due to the fact that we work on a fixed Schwarzschild background (neglecting the self-gravity of the gas) and to our restriction to the subset $\Gamma_{\text{accr}}$ of phase space.

2. Unlike the spherically symmetric case, it is in general not true that a stationary, collisionless distribution function depends only on the conserved quantities arising from the spacetime symmetries. For instance, a stationary axisymmetric distribution function may depend on $Q^3$ apart from the quantities $m$, $E$, $\ell$ and $\ell_z$.

4. **Particle current density and stress energy-momentum tensor**

In this section, we analyze the relevant observables of a relativistic, collisionless kinetic gas on the Schwarzschild spacetime $(M, g)$. These observables are the particle current density and the stress energy-momentum tensor, and they are defined invariantly as follows:

$$I_\mu(X) := \int_{\pi^1(x)} p(X) f(x, p) d\text{vol}_1(p), \quad T_{\mu\nu}(X, Y) := \int_{\pi^1(x)} p(X)p(Y) f(x, p) d\text{vol}_1(p), \quad X, Y \in TM.$$  

(39)

where here $\pi^1(x) = \{(x, p) : p \in T^*xM \simeq T^*_xM$ is the fibre over $x$ and

$$d\text{vol}_1(p) := \sqrt{-\det(g^{\mu\nu}(x))} \, dp$$

is the invariant volume element on $\pi^1(x)$ induced by the inverse metric $g^{-1}_x$. Using local adapted coordinates $(x^\mu, p_\nu)$ one can rewrite these quantities as

$$I_\mu(x) = \int_{\pi^1(x)} p_\nu f(x, p) d\text{vol}_1(p), \quad T_{\mu\nu}(x) = \int_{\pi^1(x)} p_\mu p_\nu f(x, p) d\text{vol}_1(p).$$  

(40)

It can be shown that by virtue of the Liouville equation (7) these quantities are divergence-free. In the next section, we express these quantities more explicitly in terms of dimensionless quantities. The resulting expressions will be used in the next section in order to discuss physical applications regarding the accretion problem.
4.1. Explicit expressions for the observables

In order to simplify the computation of the fibre integrals, it is convenient to re-express the new symplectic variables \((\dot{\mu}, \pi_{\mu})\) in terms of dimensionless quantities. For this purpose, we write \[
\tau = M_{\mu} \tau, \quad r = M_{\mu} \xi, \quad p_r = m \pi_{\xi}, \quad p_{\phi} = M_{\mu} m \pi_{\phi},
\]
and
\[
E = m \epsilon, \quad \ell = M_{\mu} m \lambda, \quad \ell_z = M_{\mu} m \lambda_z,
\]
with the new quantities \(\tau, \xi, \pi_{\xi}, \pi_{\phi}, \epsilon, \lambda, \lambda_z\) being dimensionless. The relevant \(Q\) variables are
\[
Q^1 = M_{\mu} m [G_{\epsilon, \lambda}(\xi, \pi_{\xi}) - \tau],
\]
and
\[
Q^2 = \varphi - \lambda \int_{\eta, \epsilon, \pi_{\phi}} \frac{d\varphi}{\pi_{\phi} \sin^2 \vartheta},
\]
\[
Q^3 = -\lambda \int_{\eta, \epsilon, \pi_{\phi}} \frac{d\xi}{\xi^2 \left[\left(1 - \frac{2}{\lambda_z}\right) \pi_{\xi} \mp \frac{2}{\lambda_z} \epsilon\right]} + \lambda \int_{\eta, \epsilon, \pi_{\phi}} \frac{d\varphi}{\pi_{\phi}}.
\]

Here, we have introduced the function
\[
G_{\epsilon, \lambda}(\xi, \pi_{\xi}) := \int_{\eta, \epsilon, \pi_{\phi}} \frac{d\xi}{\xi^2 \left[\left(1 - \frac{2}{\lambda_z}\right) \pi_{\xi} \mp \frac{2}{\lambda_z} \epsilon\right]},
\]
where the curve \(\gamma_{\epsilon, \lambda}(\xi, \pi_{\xi})\) connects a reference point to the given point \((\xi, \pi_{\xi})\) along the set determined by
\[
\left(1 - \frac{2}{\lambda_z}\right) \pi_{\xi}^2 + \frac{4}{\lambda_z} \pi_{\xi} \pi_{\phi} = \left(1 + \frac{2}{\lambda_z}\right) \pi_{\phi}^2 + 1 + \frac{\lambda^2}{\xi^2} = 0,
\]
or, equivalently,
\[
\pi_{\xi} = \pi_{\xi \pm}(\xi) := \frac{2 \pi_{\phi} \pm \sqrt{\pi_{\phi}^2 - U_\lambda(\xi)}}{1 - \frac{2}{\lambda_z}} = \frac{1 + \frac{\lambda^2}{\xi^2}}{\xi^2 \pm \sqrt{\pi_{\phi}^2 - U_\lambda(\xi)}},
\]
where the dimensionless effective potential is given by
\[
U_\lambda(\xi) := \left(1 - \frac{2}{\lambda_z}\right) \left(1 + \frac{\lambda^2}{\xi^2}\right).
\]

As explained in the previous section, in case (I) we choose the reference point to lie on the horizon, \((2, \pi_{\xi}, \pi_{\phi})\), while in case (II) we choose the reference point to be the turning point \((\xi_0, \pi_{\xi}, \pi_{\phi})\), where \(U_\lambda(\xi_0) = \epsilon^2\). The curve \(\gamma_{\epsilon, \lambda}(\xi_0)\) appearing in the definitions of \(Q^2\) and \(Q^3\) connects the reference point \((\varphi = \pi/2, \pi_{\phi} = \sqrt{\lambda^2 - \lambda_z^2})\) to the given point \((\varphi, \pi_{\phi})\) clockwise along the set given by
\[
\frac{\lambda_{\phi}^2}{\sin^2 \vartheta} = \lambda^2.
\]
As already mentioned previously, $Q^2$ and $Q^3$ increase by $2\pi$ along a full revolution along this curve, so these quantities are angle variables. For the applications in the next section the following result on the behavior of the function $G_{\epsilon,\lambda}$ which determines the range of the variable $Q^1$ is important.

**Lemma 3.** Let $\epsilon > 1$ and $\lambda \geq 0$, $\lambda \neq \lambda_0(\epsilon)$ be fixed, and denote by $\mathcal{C}$ the curve in the $(\xi, \pi_0)$-plane determined by equation (45). Then, the function $G_{\epsilon,\lambda} : \mathcal{C} \to \mathbb{R}$ defined in equation (44) is smooth and takes the following values:

(a) If $0 \leq \lambda < \lambda_0(\epsilon)$, corresponding to case (I) of absorbed particles, $G_{\epsilon,\lambda}$ increases monotonously from $-\infty$ to $0$ as one moves along the curve $\mathcal{C}$ from $\xi = \infty$ to $\xi = 2$.

(b) If $\lambda > \lambda_0(\epsilon)$, corresponding to case (II) of the scattered particles, $G_{\epsilon,\lambda}$ increases monotonously from $-\infty$ to $+\infty$ as one moves clockwise along the curve $\mathcal{C}$, see figure 4.

**Proof.** We rewrite equation (44) as

$$G_{\epsilon,\lambda}(\xi, \pi_0) = \int_{\xi(\pi_0)}^{\xi} i_{\epsilon,\pi_0}^* \omega,$$

with the one-form $\omega$ on the $(\xi, \pi_0)$-plane given by

$$\omega(\xi, \pi_0) = \frac{\frac{2}{\xi} \pi_0 + \left(1 + \frac{2}{\xi}\right) \epsilon}{\left(1 - \frac{2}{\xi}\right) \pi_0 - \frac{2}{\xi} \epsilon} d\xi,$$

Figure 4. The curve $\mathcal{C}$ for the three different cases. Black curve: case (I). Red curve: case (II). Blue curve: the separatrix corresponding to the limit between the two cases.
and where $\iota_C : C \subset \mathbb{R}^2 \to \mathbb{R}^2$ denotes the inclusion map. The one-form $\omega$ is well-defined and smooth except at points where the denominator $\nu := (1 - 2/\xi)\pi_\xi - 2\varepsilon/\xi$ vanishes.

In case (I), $\pi_\xi$ is given by the expression in equation (46) corresponding to the minus sign $(\pi_\xi - \varepsilon\lambda)$ along $C$, and thus,

$$
G_{c,\lambda}(\xi, \pi_\xi) = \int_2^\xi f_-(x)dx,
$$

$$
f_-(\xi) = -\frac{1}{\sqrt{\varepsilon^2 - U_\lambda(\xi)}} \frac{\varepsilon^2 \left(1 + \frac{2}{\xi}\right) + \frac{4}{\xi^2} \left(1 + \frac{\varepsilon^2}{\xi^2}\right)}{\varepsilon + \frac{2}{\xi} \sqrt{\varepsilon^2 - U_\lambda(\xi)}}.
$$

Here, the function $f_- : [2, \infty) \to \mathbb{R}$ is well-defined, smooth and negative. Further, since $f_-(\xi) \to -\varepsilon/\sqrt{\varepsilon^2 - 1}$ as $\xi \to +\infty$, statement (a) follows.

In case (II), the denominator vanishes at the turning point $\xi = \xi_0$ of $C$. Away from the turning point,

$$
\iota_\phi^* \omega = \begin{cases} 
   f_-(\xi)d\xi, & v < 0, \\
   f_+(\xi)d\xi, & v > 0,
\end{cases}
$$

$$
f_{\pm}(\xi) = \frac{2}{\xi} \sqrt{\varepsilon^2 - U_\lambda(\xi)} \pm \varepsilon \left(1 - \frac{2}{\xi}\right) \sqrt{\varepsilon^2 - U_\lambda(\xi)},
$$

which is regular for $\xi \neq \xi_0$. To analyze the behavior in the vicinity of the turning point, we use the new coordinates $(\xi, v)$, in terms of which the curve $C$ is parametrized by $v^2 + U_\lambda(\xi) = \varepsilon^2$, so that $2v dv = -U_\lambda'(\xi)d\xi$ along $C$. Hence,

$$
\iota_\phi^* \omega = \frac{1}{1 - \frac{2}{\xi}} \left(\frac{2v}{\xi} + \varepsilon\right) \frac{d\xi}{v} = \frac{-2}{1 - \frac{2}{\xi}} \left(\frac{2v}{\xi} + \varepsilon\right) \frac{dv}{U_\lambda'(\xi)},
$$

which is manifestly regular near the turning point, since $U_\lambda'(\xi_0) = 0$. Because $f_-(\xi) < 0 < f_+(\xi)$ for all $\xi > \xi_0$ and $f_+(\xi) \to \pm \varepsilon/\sqrt{\varepsilon^2 - 1}$ as $\xi \to +\infty$, statement (b) follows.

\begin{flushright}
\Box
\end{flushright}

\textbf{Remarks.}

1. Since $Q^1 = M_{\mu m}[G_{c,\lambda}(\xi, \pi_\xi) - \tau]$ is constant along the particle trajectories, the function $G_{c,\lambda}$ describes the evolution of the dimensionless time coordinate $\tau$ along the trajectories. Observe that in the limit case $\lambda = \lambda_\xi(\varepsilon)$ (corresponding to the blue curve in figure 4) the saddle point $(\xi_0, \pi_\xi(\xi_0))$ is approached in infinite time, since in this case $U_\lambda'(\xi_0) = 0$.

2. As a consequence of lemma 3 the variable $Q^1$ is always negative for $\tau \geq 0$ in case (I). In contrast to this, in case (II), the two terms $G_{c,\lambda}(\xi, \pi_\xi)$ and $-\tau$ compete against each such that $Q^1$ can be positive or negative. This competition will be important later, when analyzing the asymptotic behavior of the flow as $\tau \to \infty$.

After these remarks concerning the properties of $Q^1$, we return to the computation of the observables. In order to compute them, we find it convenient to introduce an angle $\chi$ such that

$$
\pi_\theta = \lambda \cos \chi,
$$

$$
\frac{\lambda}{\sin \theta} = \lambda \sin \chi.
$$

In terms of the dimensionless quantities, the volume element is
We split the fibre integral into two parts, corresponding to cases (I) and (II) introduced in the previous section. In both cases, the fibre integrals defining the observables range over \( m \in (0, \infty) \) and \( \chi \in (0, 2\pi) \). The ranges for \( \epsilon \) and \( \lambda \) are as follows:

(I) In this case \( \epsilon \in (1, \infty) \) and \( \lambda \in (0, \lambda_c(\epsilon)) \), where \( \lambda_c(\epsilon) \) is the critical angular momentum below which the particles fall into the black hole. Here, one has to choose the solution \( \pi_-(\xi) \) in equation (46) which, from the second expression in that equation, is seen to be regular on the horizon \( \xi = 2 \).

(II) In this case the ranges for \( \epsilon \) and \( \lambda \) are more complicated since they are restricted by several conditions, some of which depend on the position \( \xi \) of the fibre. First, we need \( \lambda > \lambda_c(\epsilon) \) in order for the particle to be reflected at the centrifugal barrier. Next, since we are only considering particles that are incoming from infinity and reflected (as opposed to those that are coming from the white hole region and scattered at the potential before falling into the black hole), we need to ensure that \( \xi \) is larger than the location of the maximum of the effective potential, \( \xi_{\text{max}}(\lambda) \). Finally, \( \xi \) needs to lie in the allowed region where \( U_\lambda(\xi) \leq \epsilon^2 \).

The precise bounds on \( \epsilon \) and \( \lambda \) which fulfill these conditions are given in the next lemma.

Note that in this case both solutions \( \pi_{\pm}(\xi) \) and \( \pi_-(\xi) \) in equation (46) have to be taken into account and summed over when computing the fibre integral.

**Lemma 4.** Let \( \xi > 2 \) and \( \epsilon > 1 \), and define

\[
\epsilon_{\text{min}}(\xi) := \begin{cases} 
\infty, & \xi \leq 3, \\
\sqrt{\left(1 - \frac{2}{\xi}\right)\left(1 + \frac{1}{\xi - 3}\right)}, & 3 < \xi < 4, \\
1, & \xi \geq 4.
\end{cases}
\]

\[
\lambda_{\text{max}}(\epsilon, \xi) := \xi \sqrt{\frac{\epsilon^2}{1 - \frac{2}{\xi}} - 1},
\]

Then, the ranges corresponding to case (II) are:

\[
\epsilon > \epsilon_{\text{min}}(\xi), \quad \lambda_{\text{c}}(\epsilon) < \lambda < \lambda_{\text{max}}(\epsilon, \xi).
\]

**Proof.** First, we note that \( U_{\lambda_{\text{max}}}(\xi) = \epsilon^2 \), hence the condition \( \lambda < \lambda_{\text{max}} \) is equivalent to \( U_\lambda(\xi) < \epsilon^2 \). Therefore, the inequalities \( \lambda_{\text{c}}(\epsilon) < \lambda < \lambda_{\text{max}}(\epsilon, \xi) \) are necessary for case (II).

In order to justify the first condition \( \epsilon > \epsilon_{\text{min}}(\xi) \) we first note that since \( \xi_{\text{max}}(\lambda) \) decreases monotonically from 6 to 3 as \( \lambda^2 \) increases from 12 to \( \infty \) (see appendix A), the condition \( \xi > \xi_{\text{max}}(\lambda) \) is never satisfied for \( \xi \leq 3 \). Hence, in this case the integration region is empty. When \( 3 < \xi \leq 6 \) the condition \( \xi > \xi_{\text{max}}(\lambda) \) is equivalent to \( \lambda > \xi/\sqrt{\xi - 3} \), which in turn implies

\[
\epsilon^2 \geq U_\lambda(\xi) > \left(1 - \frac{2}{\xi}\right)\left(1 + \frac{1}{\xi - 3}\right).
\]

For \( 3 < \xi \leq 4 \) the right-hand side is equal to \( \epsilon_{\text{min}}(\xi)^2 \), for \( 4 < \xi \leq 6 \) the right-hand side is smaller than 1. But since \( \epsilon > 1 \) it follows that \( \epsilon > \epsilon_{\text{min}}(\xi) \).
Conversely, if \( \varepsilon > \varepsilon_{\text{min}}(\xi) \) and \( \lambda > \lambda_c(\varepsilon) \), then the monotonicity of \( \lambda_c \) and a short calculation reveal that

\[
\lambda^2 > \lambda_c(\varepsilon)^2 > \lambda_c(\varepsilon_{\text{min}}(\xi))^2 = \begin{cases} 
\frac{\xi^2}{\xi - 3}, & 3 < \xi \leq 4, \\
16, & 4 < \xi < 6,
\end{cases}
\]

which implies \( \lambda > \xi/\sqrt{\xi - 3} \) in both cases, and hence \( \xi > \xi_{\text{max}}(\lambda) \).

Finally, when \( \xi \geq 6 \), the condition \( \xi > \xi_{\text{max}}(\xi) \) is automatically satisfied and the only bounds are \( \varepsilon > 1 \) and \( \lambda_c(\varepsilon) < \lambda < \lambda_{\text{max}}(\varepsilon, \xi) \).

After these remarks we are ready to compute the observables. A fibre integral of the form

\[
I(x) := \int_{\pi^{-1}(x)} f(x,p) \text{dvol}(p)
\]

is written as

\[
I(x) = I^{(\text{abs})}(x) + I^{(\text{scat})}(x),
\]

with the contribution from the absorbed particles

\[
I^{(\text{abs})}(x) = \frac{1}{\xi^2} \int_{\pi^{-1}(x)} \int_{0}^{2\pi} \int_{0}^{\pi} \mathcal{F}(G_{\lambda}(\xi, \pi_c) - \tau, Q^2, Q^3, \varepsilon, \lambda, \sin \chi \sin \vartheta, \lambda) \left|_{\pi=\pi_c(\xi)} \right| \lambda \text{d}\lambda \text{d}\chi \text{d}\varepsilon,
\]

and the one from the scattered particles

\[
I^{(\text{scat})}(x) = \frac{1}{\xi^2} \int_{\pi^{-1}(x)} \int_{0}^{2\pi} \int_{0}^{\pi} \mathcal{F}(G_{\lambda}(\xi, \pi_c) - \tau, Q^2, Q^3, \varepsilon, \lambda, \sin \chi \sin \vartheta, \lambda) \left|_{\pi=\pi_c(\xi)} \right| \lambda \text{d}\lambda \text{d}\chi \text{d}\varepsilon,
\]

where in the expressions for \( Q^2 \) and \( Q^3 \) one should substitute \( \lambda_c = \lambda \sin \vartheta \sin \chi \) and \( \pi_c = \lambda \cos \chi \).

Here we have introduced the mass momenta of the distribution function, defined by

\[
\mathcal{F}_n(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) := \int_{0}^{\infty} m^n \mathcal{F}(MPmG, Q^2, Q^3, m, m\varepsilon, MPm\lambda, MPm\lambda) \text{d}m, \quad n = 0, 1, 2, 3, \ldots
\]

General expressions for the current density and stress energy-momentum tensor can be computed similarly, taking into account that \( p = -m\varepsilon \), \( p_r = m\pi_c \), \( p_\vartheta = MPm\lambda \cos \chi \), \( p_\varepsilon = MPm\lambda \sin \chi \sin \vartheta \). Since the momentum \( p \) is proportional to \( m \), the current density depends on \( \mathcal{F}_4 \) and the stress energy-momentum tensor on \( \mathcal{F}_5 \). The fact that the observables only depend on the mass momenta \( \mathcal{F}_n \) of the distribution function is due to the weak equivalence principle.

### 4.2. Observables in the spherically symmetric case

In the spherically symmetric case, the \( \mathcal{F}_n \) are independent of \( Q^2, Q^3 \) and \( \lambda_c \), and we obtain the following expressions for the observables associated with the absorbed particles:

\[
\mathcal{F}_n^{(\text{abs})}(\tau, \xi) = \int_{\pi^{-1}(x)} \int_{0}^{\pi} \mathcal{F}(G_{\lambda}(\xi, \pi_c(\xi)) - \tau, \varepsilon, \lambda) \left|_{\pi=\pi_c(\xi)} \right| \lambda \text{d}\lambda \text{d}\varepsilon, \quad a = \tau, r,
\]
\[ T^{(ab)}_{\tau\phi}(\tau, \xi) = \frac{2\pi^2}{\xi^2} \int_0^\infty \int_0^{\lambda_\tau(\xi)} \mu_\tau u_\mu \mathcal{F}_\tau(G_{\tau, \lambda}(\xi, \pi_\tau(\xi)) - \tau, \epsilon, \lambda) \frac{\lambda d\lambda d\epsilon}{\sqrt{\epsilon^2 - U_\lambda(\xi)}}, \quad a, b = \tau, r. \] (55)

\[ T^{(ab)}_{\phi\phi}(\tau, \xi) = M^2 n^2 \frac{\pi}{\xi^2} \int_0^\infty \int_0^{\lambda_\phi(\xi)} \lambda^2 F_{\phi}(G_{\phi, \lambda}(\xi, \pi_{\phi}(\xi)) - \tau, \epsilon, \lambda) \frac{\lambda d\lambda d\epsilon}{\sqrt{\epsilon^2 - U_\lambda(\xi)}}, \] (56)

with \( T^{(ab)}_{\phi\phi} = \sin^2 \theta T^{(ab)}_{\phi\phi} \) and the remaining components of \( T^{(ab)}_{\mu\nu} \) and \( T^{(ab)}_{\mu\nu} \) being zero. Here we have introduced the shorthand notation \((u_{\tau, \pm}, u_{r, \pm}) = (-\epsilon, \pm \pi_{\pm}(\xi))\) and for simplicity we have removed the entries \( Q^2, Q^1 \) and \( \lambda_z \) from \( F_n \). The nonvanishing components of the scattering part are

\[ J^{(scat)}_{\tau\tau}(\tau, \xi) = \frac{2\pi^2}{\xi^2} \int_{\epsilon_{scat}(\xi)}^\infty \int_{\lambda_\tau(\xi)}^{\lambda_{scat}(\epsilon, \xi)} \sum_{\pm} [u_{\alpha, \pm} u_{\beta, \pm} F_{\tau}(G_{\tau, \lambda}(\xi, \pi_{\tau}(\xi)) - \tau, \epsilon, \lambda)] \frac{\lambda d\lambda d\epsilon}{\sqrt{\epsilon^2 - U_\lambda(\xi)}}, \] (57)

\[ T^{(scat)}_{\tau\phi}(\tau, \xi) = \frac{2\pi^2}{\xi^2} \int_{\epsilon_{scat}(\xi)}^\infty \int_{\lambda_\tau(\xi)}^{\lambda_{scat}(\epsilon, \xi)} \lambda^2 \sum_{\pm} [F_{\phi}(G_{\phi, \lambda}(\xi, \pi_{\phi}(\xi)) - \tau, \epsilon, \lambda)] \frac{\lambda d\lambda d\epsilon}{\sqrt{\epsilon^2 - U_\lambda(\xi)}}, \] (58)

\[ T^{(scat)}_{\phi\phi}(\tau, \xi) = M^2 n^2 \frac{\pi}{\xi^2} \int_{\epsilon_{scat}(\xi)}^\infty \int_{\lambda_\phi(\xi)}^{\lambda_{scat}(\epsilon, \xi)} \lambda^2 \sum_{\pm} [F_{\phi}(G_{\phi, \lambda}(\xi, \pi_{\phi}(\xi)) - \tau, \epsilon, \lambda)] \frac{\lambda d\lambda d\epsilon}{\sqrt{\epsilon^2 - U_\lambda(\xi)}}, \] (59)

and \( T^{(scat)}_{\phi\phi} = \sin^2 \theta T^{(scat)}_{\phi\phi} \), with \( \sum_{\pm} \) indicating the sum over the contributions from the two signs in \( \pi_{\pm} \).

### 4.3. Example of a simple, steady-state, spherically symmetric isotropic gas

As an explicit example, we consider a steady-state, spherically symmetric, collisionless gas consisting of identical particles of rest mass \( m > 0 \). Furthermore, we assume that in the asymptotic region the gas is isotropic. These assumptions imply that the distribution function must have the form

\[ f(x, \epsilon) = \delta(P(x, \epsilon) - m f_\infty(\epsilon))|_{x=P(x,\epsilon)/im}, \] (60)

with \( f_\infty : (1, \infty) \rightarrow \mathbb{R} \) a smooth, non-negative function which is bounded and decays sufficiently fast at infinity (see below). The associated mass momenta are

\[ F_0(G, Q^2, Q^1, \epsilon, \lambda, \lambda) = m^n f_\infty(\epsilon), \quad n = 0, 1, 2, 3, \ldots \]

Since the \( F_n \) only depend on the energy variable \( \epsilon \), the integrals over the total angular momentum \( \lambda \) can be computed explicitly in equations (54)–(59). Using the integral identities in appendix B, we obtain

\[ \left( J^{(ab)} - J^{(ab)} \right)(\xi) = \frac{2\pi m^d}{\xi^2} \int_0^\infty \frac{\lambda_\tau(\epsilon)^2}{\sqrt{\epsilon^2 - U_\lambda(\xi)} + \sqrt{\epsilon^2 - U_\lambda(\xi)}} \left( v^\tau \right) f_\infty(\epsilon) d\epsilon, \] (61)
\[
\begin{align*}
(T^r_\tau, T^r_\tau)^{\text{(d)}(\tau)}(\xi) &= \frac{2\pi m^2}{\xi^2} \int_1^\infty \frac{\lambda_\varphi(e)^2}{\sqrt{\varepsilon^2 - U_\varphi(\xi)} + \sqrt{\varepsilon^2 - U_\chi(\xi)}} \left( v^{\prime}_\tau v^{\prime}_\tau + \frac{2}{\xi} \right) f_\varphi(e) \, de, \\
(T^\theta_\phi)^{\text{d}(\phi)}(\xi) &= \frac{\pi m^5}{3\xi^4} \int_1^\infty \lambda_\varphi(e)^4 \frac{2\sqrt{\varepsilon^2 - U_\varphi(\xi)} + \sqrt{\varepsilon^2 - U_\chi(\xi)}}{\left(\sqrt{\varepsilon^2 - U_\varphi(\xi)} + \sqrt{\varepsilon^2 - U_\chi(\xi)}\right)^2} f_\varphi(e) \, de,
\end{align*}
\]

where we have introduced the shorthand notation \(U_\varphi(\xi) := U_{\lambda_\varphi}(\xi)\), defined the quantity
\[W := -\frac{1}{4} \left( \frac{1}{\varepsilon + \sqrt{\varepsilon^2 - U_\varphi(\xi)}} - \frac{1 + \lambda_\varphi(e)^2}{\varepsilon + \sqrt{\varepsilon^2 - U_\chi(\xi)}} \right)^2 + \frac{\lambda_\varphi(e)^4}{3\xi^4 \left(\sqrt{\varepsilon^2 - U_\varphi(\xi)} + \sqrt{\varepsilon^2 - U_\chi(\xi)}\right)^2},\]

and the two-vector
\[
\begin{pmatrix}
  v' \\
  \nu'
\end{pmatrix} = \begin{pmatrix}
  \varepsilon + \frac{1}{\xi} & \frac{1}{\xi} \\
  \frac{1}{\varepsilon + \sqrt{\varepsilon^2 - U_\varphi(\xi)}} & \frac{1}{\sqrt{\varepsilon^2 - U_\chi(\xi)}}
\end{pmatrix} + \frac{1 + \lambda_\varphi(e)^2}{\varepsilon + \sqrt{\varepsilon^2 - U_\chi(\xi)}}.
\]

with corresponding co-vector
\[
\begin{pmatrix}
  \nu' \\
  v'
\end{pmatrix} = \begin{pmatrix}
  -\varepsilon & \frac{1}{\xi} \\
  -\frac{1}{\varepsilon + \sqrt{\varepsilon^2 - U_\varphi(\xi)}} & \frac{1}{\sqrt{\varepsilon^2 - U_\chi(\xi)}}
\end{pmatrix} + \frac{1 + \lambda_\varphi(e)^2}{\varepsilon + \sqrt{\varepsilon^2 - U_\chi(\xi)}}.
\]

For the terms corresponding to the scattered particles, we find
\[
\begin{align*}
(T^r_\tau)^{(\text{scat})}(\xi) &= \frac{4\pi m^4}{(1 - 2 \xi)} \int_{\tau_{\text{-scat}}}^{\infty} \left( \frac{1}{0} \right)^2 \sqrt{\varepsilon^2 - U_\varphi(\xi)} f_{\varphi(e)}(\xi) \, d\xi, \\
(T^r_\tau)^{(\text{scat})}(\xi) &= \frac{4\pi m^5}{(1 - 2 \xi)^2} \int_{\tau_{\text{scat}}}^{\infty} \left( \frac{2}{3\xi} \right)^{\frac{1}{2}} \sqrt{\varepsilon^2 - U_\varphi(\xi)} f_{\varphi(e)}(\xi) \, d\xi,
\end{align*}
\]

\[
(T^\theta_\phi)^{(\text{scat})}(\xi) = \frac{2\pi m^5}{(1 - 2 \xi)^2} \int_{\tau_{\text{scat}}}^{\infty} \left[ \left(1 - \frac{2}{3\xi}\right) \frac{\lambda_\varphi(e)^2}{\xi^2} + \frac{2}{3} (\varepsilon^2 - U_\chi(\xi)) \right] \sqrt{\varepsilon^2 - U_\varphi(\xi)} f_{\varphi(e)}(\xi) \, d\xi.
\]
Physical applications of these results will be discussed in the next section; for the moment, we just like to emphasize that the expressions \( \mu J_{\text{abs}} \) and \( \mu \nu T_{\text{abs}} \) are manifestly regular on the horizon \( \xi = 2 \), while the contributions \( \mu J_{\text{scat}} \) and \( \mu \nu T_{\text{scat}} \) for the scattered particles vanish inside the photon sphere, that is, for \( \xi < 3 \) (see the definition of \( \epsilon_{\text{min}}(\xi) \) in equation (50)).

The integrals in equations (61)–(66) are well-defined as long as the function \( f_{\infty}(\xi) \) decays sufficiently fast as \( \xi \to \infty \). For example, this is the case for exponential decay, i.e. if there are constants \( \alpha, \beta > 0 \) such that

\[
0 \leq f_{\infty}(\xi) \leq \alpha e^{-\beta \xi}, \quad \xi \geq 1.
\]

4.4. Comparison with the perfect fluid case

We conclude this section with a comparison between the properties of the observables of a collisionless gas with those of an isotropic perfect fluid. In the latter case, the particle current density and the stress energy-momentum tensor are given by

\[
J^\mu = nu^\mu, \quad T^\nu_\nu = \rho u^\nu u_\nu + p(u^\mu u_\mu + \delta^\mu_\nu), \quad (67)
\]

with \( n, \rho, p \) and \( u^\mu \) the particle density, energy density, pressure and four-velocity of the fluid, respectively. The conditions that characterize the observables (67) can be formulated as follows.

(i) \( J^\mu = nu^\mu \) is a timelike eigenvector of \( T^\nu_\nu \), that is \( T^\nu_\nu u^\nu = -\rho u^\mu \). An important consequence of this property is that the stress energy-momentum tensor can be diagonalized:

\[
T^\nu_\nu = \rho e_0^\mu e_{0\nu} + p_1 e_1^\mu e_{1\nu} + p_2 e_2^\mu e_{2\nu} + p_3 e_3^\mu e_{3\nu}, \quad (68)
\]

with \( e_0 = u \) and \( e_1, e_2, e_3 \) an orthonormal frame perpendicular to \( u \). In this case, \( p_1, p_2 \) and \( p_3 \) are called the principle pressures. In the spherically symmetric case, \( e_1 \) can be chosen in the radial direction, and then \( p_1 = p_{\text{rad}} \) describes the radial pressure and \( p_2 = p_3 = p_{\text{tan}} \) the tangential one.

(ii) The principal pressures are equal to each other.

In order to compare the properties of the kinetic gas to those of the perfect fluid, let us analyze these conditions for the spherically symmetric accretion case described in the previous section. First, regarding the scattering part given in equations (64)–(66) we observe that the current density is proportional to the Killing vector field \( k = \frac{\partial}{\partial \tau} \). Furthermore, it is seen from equation (65) that \( k \) is also an eigenvector of \( T^\nu_\nu(\text{scat}) \), such that condition (i) is satisfied. To verify the second condition, we introduce the orthonormal frame

\[
e_0 = \frac{M_H}{\sqrt{1 - \frac{2}{\xi}}} \frac{\partial}{\partial \tau}, \quad (69)
\]

\[
e_1 = \frac{M_H}{\sqrt{1 - \frac{2}{\xi}}} \left[ \frac{2}{\xi} \frac{\partial}{\partial \tau} + \left( 1 - \frac{2}{\xi} \right) \frac{\partial}{\partial \xi} \right], \quad (70)
\]

\[
e_2 = \frac{M_H}{\xi} \frac{\partial}{\partial \theta}, \quad (71)
\]
\[ e_3 = \frac{M_H}{\xi \sin \vartheta} \frac{\partial}{\partial \varphi} \]  

such that \( e_0 \) is parallel to \( J_{\text{scat}} \). It is simple to verify that this frame diagonalizes \( T^{(\text{loc})}_{\mu \nu} \), and the associated principle pressures are

\[
p^{(\text{scat})}_{\text{rad}} = \frac{4\pi m^5}{(1 - 2 \xi)^2} \int_{\text{rad}}^{\infty} \frac{1}{3} (e^2 - U_\xi(\xi))^{3/2} f_{\infty}(e) \, de, 
\]

\[
p^{(\text{scat})}_{\text{tan}} = p^{(\text{scat})}_{\text{rad}} + \frac{2\pi m^5}{1 - 2 \xi} \int_{\text{rad}}^{\infty} \frac{\lambda_\xi(e)^2}{\xi^2} (e^2 - U_\xi(\xi))^{1/2} f_{\infty}(e) \, de. 
\]

We see that in general, \( p^{(\text{scat})}_{\text{tan}} \) is larger than \( p^{(\text{scat})}_{\text{rad}} \), so that the principal pressures are different from each other. In the asymptotic limit \( \xi \to \infty \) this difference converges to zero and the gas is fluid-like. For later purposes, we also note that the triad frame \{\( e_1, e_2, e_3 \)\} is Fermi-transported along the Killing observers, such that it defines a non-rotating frame for these observers.

Regarding the contributions from the absorbed particles described by equations (61)–(63), in general not even the first condition (i) is satisfied, as we will see in an explicit example in the next section. Further, in general \( J^{(\text{abs})} \) does not point in the same direction as \( J_{\text{scat}} \). These comments should make clear that the observables belonging to a kinetic gas have a much richer structure than those belonging to a perfect fluid.

5. Applications to the accretion problem

In this section, we apply our results to the accretion of a relativistic, collisionless kinetic gas into a Schwarzschild black hole. We discuss two important results. The first one, discussed in section 5.1, provides the most general steady-state, spherically symmetric accretion solution for a collisionless gas which, at infinity, is given by an equilibrium configuration with some given temperature. From this we compute the relevant physical quantities, like the accretion and compression rates as well as the particle and energy densities and the principle pressures in the asymptotic region and on the horizon.

The second result, discussed in section 5.2, considers dynamical nonlinear perturbations of the spherical, steady-state configurations which arises from rather general (possibly non-spherical) initial data for the distribution function. In particular, we derive an asymptotic stability result implying the stability of the spherically symmetric, steady-state configurations.

5.1. Spherically symmetric, steady-state configurations with given temperature at infinity

Here, we consider the physical scenario in which gas particles are accreted from a reservoir of identical massive and spinless particles at spatial infinity. Like in section 4.3, we assume that the gas is steady-state, spherically symmetric and collisionless. Additionally, we suppose that the reservoir is isotropic and that some physical process in the past drove it to thermodynamic equilibrium. Therefore, we can characterize the state of the gas at infinity by an equilibrium distribution function with given temperature \( T > 0 \). However, we emphasize that it does not make sense to associate a local temperature to the gas, since we neglect collisions between the gas particles so that at finite radius one does not expect to gas to be in local thermodynamic equilibrium. Hence, \( T \) should be regarded as an asymptotic parameter only.
As a consequence of our assumptions, the distribution function has the form

$$f(x, p) = \alpha \delta(P_0(x, p) - m)e^{-\beta}\Big|_{E=P(x, p)},$$

with $\alpha > 0$ a normalization constant, $m > 0$ the mass of the gas particles and $\beta = (k_B T)^{-1} > 0$ the inverse temperature. The particle current density and stress energy-momentum tensor are given by the expressions in equations (61)–(66) with the function $f_\infty(\epsilon)$ replaced with $\alpha e^{-m\epsilon}$.

In the following, we discuss the physical content of these results.

First, we note that using the inverse metric (15) we can easily compute the particle and energy fluxes through a sphere of constant areal radius $r$:

$$j_\nu := 4\pi r^2 J^\nu = -4\pi^2 \alpha M^2 m^4 \int_1^\infty \lambda_\epsilon(\epsilon)^2 e^{-\epsilon\zeta} d\epsilon,$$

$$j_\nu := -4\pi r^2 T^\nu = -4\pi^2 \alpha M^2 m^5 \int_1^\infty \epsilon \lambda_\epsilon(\epsilon)^2 e^{-\epsilon\zeta} d\epsilon,$$

where we recall that $\lambda_\epsilon(\epsilon)$ is the critical angular momentum calculated in appendix A. Here and in the following, the dimensionless parameter $\zeta$ is defined by

$$\zeta := m\beta = \frac{mc^2}{k_B T},$$

where for convenience we have reintroduced the speed of light $c$. For typical astrophysical applications this quantity is very large, since the thermal energy is much smaller than the rest energy of the particles. For gas accreted from the interstellar medium, for instance, $\zeta$ is of the order $10^9$ [49].

As expected from the conservation laws $\nabla \cdot J^\mu = 0$ and $\nabla \cdot (\mathbf{T}^\mu, k^\mu) = 0$ the flux quantities $j_\nu$ and $\dot{J}_\nu$ are constant. Note that only the absorbed particles contribute to these fluxes; the contributions from the in- and outgoing particles that are scattered at the potential equal out, such that $(J^\nu)_{\text{scat}} = (\dot{J}_\nu)_{\text{scat}} = 0$.

Next, we analyze the observables in the asymptotic region $\xi \to \infty$. In this case, it is only the scattered particles that yield a nonvanishing contribution, and due to our assumptions on the distribution function, the gas in this region behaves as an isotropic, special relativistic perfect fluid [1, 5]. Indeed, taking the limit $\xi \to \infty$ in equations (64)–(66) and noticing that $J^\mu$ and $\mathbf{T}^\mu$ can be expressed in terms of the modified Bessel functions of the second kind:

$$K_l(z) = \int_0^\infty e^{-z \cosh \psi} \cosh(\psi) d\psi = \frac{z^l}{1 \cdot 3 \cdots (2l - 1)} \int_0^\infty e^{-z \cosh \psi} \sinh^{2l} \psi d\psi, \quad z > 0, \quad l = 1, 2, 3, \ldots$$

9 As we discuss in [62] the distribution function defined by equation (75) does not describe a local equilibrium state at finite radius, though it does so at infinity.

10 The coordinate-invariant definition of these quantities is $j_\nu = 4\pi r^2 dr(J^\nu)$ and $\dot{J}_\nu = -4\pi r^2 dr(T^\nu, k^\nu)$, where $r$ is the areal radius, $J^\nu = \mathbf{J}^\nu\partial_\nu$ the current density vector and $T^\nu, k^\nu\partial_\nu$ the contraction of the stress energy-momentum tensor with the Killing vector field $k$. 

...
as
\[ n_\infty(z) = 4\pi \alpha m^4 \frac{K_0(z)}{z}, \tag{78} \]
\[ \varepsilon_\infty(z) = 4\pi \alpha m^5 \left[ \frac{K_1(z)}{z} + \frac{3}{2} \frac{K_2(z)}{z^2} \right], \quad p_\infty(z) = 4\pi \alpha m^5 \frac{K_2(z)}{z^2}, \tag{79} \]
and the ideal gas equation \( p_\infty = k_B T n_\infty \) is satisfied.

At the horizon, \( (J^\mu)_{(\text{kin})} \) and \( (T_{\mu\nu})_{(\text{kin})} \) vanish, and thus we only have the contributions from the absorbed particles. The particle and energy densities \( n_H \) and \( \rho_H \) and the radial and tangential pressures \( p_{\text{rad}} \) and \( p_{\text{tan}} \) are determined by \( \rho_H \) and the decomposition (68) which, for a kinetic gas, is guaranteed to exist [10, 63]. Evaluating the expressions in equations (61)–(63) at \( \xi = 2 \) and noting that \( U_0(2) = 0 \) one finds
\[ \left( \frac{J^\mu}{J^\nu} \right)_{\xi=2} = 4 \pi \alpha m^4 \int_1^\infty \frac{\lambda_\varepsilon(e)^2}{\varepsilon} \left( \frac{v^\nu v^\nu}{v^\mu v^\mu} \right) e^{-\varepsilon d\varepsilon}, \tag{80} \]
\[ \left( \frac{T^\mu_{\text{rad}}}{T^\mu_{\text{tan}}} \right)_{\xi=2} = \frac{1}{4} \pi \alpha m^5 \int_1^\infty \frac{\lambda_\varepsilon(e)^4}{\varepsilon} \left( \frac{v^\nu v^\nu}{v^\mu v^\mu} + W \right) e^{-\varepsilon d\varepsilon}, \quad W = \frac{1}{3 \varepsilon^4} \left( \frac{\lambda_\varepsilon(e)}{4} \right)^4, \tag{81} \]
with
\[ \left( v^\nu \right) = \frac{1}{2} \left( 1 + \frac{\lambda_\varepsilon(e)^2}{8} \right), \quad \left( v^\mu \right) = -\varepsilon \left( 1 - \frac{1}{2 \varepsilon^2} \left( 1 + \frac{\lambda_\varepsilon(e)^2}{8} \right) \right). \]

These are still rather complicated expressions. To obtain simpler expressions which are easier to interpret, we take the limit \( z \to \infty \) (remember that for typical astrophysical applications \( z \) is very large) and obtain (see appendix C for details)
\[ \frac{\rho_H}{n_H} = \frac{mc^2}{2 \sqrt{3}} \left( 3 + \sqrt{3} \right) \approx 1.79 mc^2, \tag{83} \]
\[ \frac{p_{\text{rad}}}{n_H} = \frac{mc^2}{2 \sqrt{3}} \left( -3 + \sqrt{3} \right) \approx 0.0619 mc^2, \tag{84} \]
\[ \frac{p_{\text{tan}}}{n_H} = \frac{mc^2}{\sqrt{3}} \approx 0.577 mc^2. \tag{85} \]

We note that the tangential pressure is almost an order of magnitude larger than the radial one, showing that the collisionless kinetic gas behaves very differently than an isotropic perfect fluid near the horizon. This difference is probably due to the fact that most gas particles have nonvanishing angular momenta and do not collide. Moreover, the four-velocity and timelike eigenvector \( e_0 \) of \( (T^\mu_{\nu}) \) are
\[ u_H = \frac{1}{\sqrt{3}} \left[ \frac{5}{2} \frac{\partial}{\partial \tau} - \frac{1}{2} \frac{\partial}{\partial r} \right], \quad e_0 = \left( \frac{31}{3} \right)^{-1/3} \left[ \left( 1 + \frac{1}{2} \sqrt{\frac{31}{3}} \right) \frac{\partial}{\partial \tau} - \frac{\partial}{\partial r} \right]. \]  

(86)

Although the value of \( 1 + \sqrt{31/3}/2 \approx 2.61 \) is quite close to 5/2, this calculation shows that \( u \) and \( e_0 \) are not parallel, and thus condition (i) in section 4.4 for the observables to be fluid-like is violated.

Finally, we compute the mass accretion rate \( \dot{M} := m_H \dot{\rho} \) and compression ratio \( n_H/n_\infty \) of the gas. For large \( z \) we find (see appendix C)

\[
\lim_{z \to \infty} \frac{1}{\sqrt{2 \pi}} \frac{M}{n_\infty} = -4mc^2 r_H^2, \quad \lim_{z \to \infty} \frac{1}{\sqrt{2 \pi}} \frac{n_H}{n_\infty} = \frac{\sqrt{3}}{\pi}.
\]

(87)

where \( r_H = 2GM_H/c^2 \) is the Schwarzschild radius of the black hole. Therefore, both the accretion rate and the compression ratio scale like \( z^{1/2} \) for large values of \( z \), and hence they are smaller by a factor of \( z \) compared to the corresponding quantities in the Michel model [48, 49, 51, 52], describing the spherical steady-state accretion of a polytropic perfect fluid.

A more detailed analysis regarding the behavior and physical properties of the observables of the spherical steady-state model as a function of radius and the asymptotic temperature is given in [62].

5.2. Stability of the flow

The main goal of this section is to study the stability of the spherical, steady-state accretion flows discussed in the previous section. To this end, we consider time-dependent, possibly nonspherical and nonlinear perturbations of the distribution function arising from fairly general initial data on the initial time slice \( \tau = 0 \). According to the results in the previous sections, such initial data can be parametrized by two functions \( F_i^{(\text{abs})}(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) \) and \( F_i^{(\text{scat})}(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) \) of the six variables \( G, Q^2, Q^3, \varepsilon, \lambda, \lambda \), see equations (41)–(43) for the definitions of \( G, Q^2, Q^3 \) as functions of \((x,p)\).\(^{11}\)

Here, we recall that the range of these variables is:

\[
R^{(\text{abs})} := \{(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) \in \mathbb{R}^6 : -\infty < G \leq 0, 1 < \varepsilon < \infty, |\lambda_2| < \lambda, 0 \leq \lambda < \lambda_4(\varepsilon)\}
\]

and

\[
R^{(\text{scat})} := \{(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) \in \mathbb{R}^6 : -\infty < G \leq \infty, 1 < \varepsilon < \infty, |\lambda_2| < \lambda, \lambda > \lambda_4(\varepsilon)\},
\]

respectively. Therefore, \( F_i^{(\text{abs})} : R^{(\text{abs})} \to \mathbb{R} \) and \( F_i^{(\text{scat})} : R^{(\text{scat})} \to \mathbb{R} \) are non-negative functions which, in addition, are 2π-periodic in \( Q^2 \) and \( Q^3 \).

The solution generated by this data is:

\[
f(x,p) = \begin{cases} 
F_i^{(\text{abs})}(G_{\varepsilon,\lambda}(\xi, \pi_2) - \tau, Q^2, Q^3, \varepsilon, \lambda, \lambda), & \text{if } \lambda < \lambda_4(\varepsilon), \\
F_i^{(\text{scat})}(G_{\varepsilon,\lambda}(\xi, \pi_2) - \tau, Q^2, Q^3, \varepsilon, \lambda, \lambda), & \text{if } \lambda > \lambda_4(\varepsilon),
\end{cases}
\]

(88)

where the function \( G_{\varepsilon,\lambda}(\xi, \pi_2) \) is given in equation (44). Note that the solution is stationary if and only if the functions \( F_i^{(\text{abs})} \) and \( F_i^{(\text{scat})} \) are independent of \( G \). The observables are given

\(^{11}\) For simplicity, we assume that all the gas particles have the same positive rest mass \( m > 0 \). For solutions describing particles with different masses, one simply replaces the distribution function with the appropriate mass momenta, see equation (53).
by fibre integrals over this distribution function, as explained and worked out in the previous section. Here, we analyze the asymptotic behavior of these observables along certain future-directed timelike curves.

We assume that the initial functions \( F_{i \text{abs}} \) and \( F_{i \text{scat}} \) satisfy the following conditions:

(i) There exists a function \( f_{\infty} : (1, \infty) \to \mathbb{R} \) such that

\[
\lim_{G \to \infty} F_{i \text{abs}}(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) = f_{\infty}(\varepsilon)
\]

for all \( (G, Q^2, Q^3, \varepsilon, \lambda, \lambda) \in \mathcal{P}^{(\text{abs,scat})} \).

(ii) There exists a function \( f_{\infty} : (1, \infty) \to \mathbb{R} \) such that in the limits \( G \to \pm \infty \) the function \( F_{i \text{scat}} \) converges uniformly in \((Q^2, Q^3, \lambda, \lambda)\) to the functions \( f_{\pm \infty} \):

\[
\lim_{G \to -\infty} \sup_{Q^2, Q^3 \in [0, \infty]} |F_{i \text{scat}}(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) - f_{-\infty}(\varepsilon)| = 0,
\]

\[
\lim_{G \to +\infty} \sup_{Q^2, Q^3 \in [0, \infty]} |F_{i \text{scat}}(G, Q^2, Q^3, \varepsilon, \lambda, \lambda) - f_{+\infty}(\varepsilon)| = 0,
\]

for all \( \varepsilon > 1 \).

Condition (i) guarantees the existence of the fibre integrals defining the particle current density \( \mu J \) and the stress energy-momentum tensor \( \mu \nu T \), as follows from the analysis in the last section. Conditions (ii) and (iii) imply that in the asymptotic region \( \xi \to \infty \), where \( G \to \pm \infty \), the initial distribution function converges to distribution functions \( f_{\pm \infty} \) which only depend on the energy \( \varepsilon \). Here, the plus (minus) signs refer to particles which, at \( \tau = 0 \), have positive (negative) radial velocity. For an equilibrium distribution function which does not discriminate between infalling and outgoing particles, one chooses \( f_{\pm \infty} = f_{\mp \infty} \), but for generality we shall not necessarily impose this condition.

In the following, we analyze the behavior of the observables \( J_\alpha \) and \( T_{\mu \nu} \) associated with the solution (88) of the Liouville equation. These observables are given by integrals of the form given in equations (51) and (52). The main results of this section are described in the following two theorems.

**Theorem 2.** Consider the solution \( f : \Gamma_{\text{accr}} \to \mathbb{R} \) of the Liouville equation belonging to initial data satisfying the conditions (i),(ii), and (iii) above. Then, along the world line of a future-directed static observer \( \gamma(t) \),

\[
\lim_{t \to \infty} J_\alpha(\gamma(t)) = J_\alpha[f_{-\infty}^\gamma], \quad \lim_{t \to \infty} T_{\alpha \beta}(\gamma(t)) = T_{\alpha \beta}[f_{-\infty}^\gamma],
\]

for all \( \varepsilon > 1 \).
\[ J_\alpha [f_{-\infty}] = J_{\alpha}^{(\text{obs})} + J_{\alpha}^{(\text{scat})} \quad \text{and} \quad T_{\alpha\beta} [f_{-\infty}] = T_{\alpha\beta}^{(\text{obs})} + T_{\alpha\beta}^{(\text{scat})} \] are the corresponding quantities for a steady-state, spherical configurations as in equations (61)–(66) with \( f_{-\infty} \) replaced with \( f_{-\infty} \).

**Theorem 3.** Consider the solution \( f : \Gamma_{\text{accer}} \to \mathbb{R} \) of the Liouville equation belonging to initial data satisfying the conditions (i), (ii), and (iii) above. Let \( \gamma(t) \) be the world line of a future-directed timelike observer with constant asymptotic radial velocity with respect to static observers,

\[ v_{\text{obs},\infty} := \lim_{t \to -\infty} \frac{dr}{dt}(t) = \lim_{\tau \to -\infty} \frac{d\tau}{d\tau}(\tau) \]

satisfying \( 0 < v_{\text{obs},\infty} < 1 \) meaning that at large times, the observer moves away from the black hole with constant radial velocity.

Then, with respect to the static frame \( \{e_0, e_1, e_2, e_3\} \) defined in equations (69)–(72), we have

\[ \lim_{\tau \to -\infty} \left( \begin{array}{c} \gamma_0 \\ \gamma_1 \\ \gamma_2 \\ \gamma_3 \end{array} \right) \gamma(t) = 4\pi m^2 \int_1^\infty \left( \begin{array}{c} 1 \sqrt{\varepsilon^2 - 1} f_{-\infty}(\varepsilon) d\varepsilon + \pi m^4 \int_1^{\varepsilon_{\text{obs},\infty}} \frac{2\varepsilon [\sqrt{\varepsilon^2 - 1} - a(\varepsilon)]}{\varepsilon^2 - 1 - a(\varepsilon)^2} \Delta f_{-\infty}(\varepsilon) d\varepsilon, \right. \]

(92)

\[ \lim_{\tau \to -\infty} \begin{vmatrix} \gamma_0 \\ \gamma_1 \\ \gamma_2 \\ \gamma_3 \end{vmatrix} \gamma(t) = 4\pi m^2 \int_1^\infty \begin{vmatrix} -\varepsilon^2 & 0 \\ 0 & -\frac{1}{3}(\varepsilon^2 - 1) \end{vmatrix} \sqrt{\varepsilon^2 - 1} f_{-\infty}(\varepsilon) d\varepsilon 
\quad + \pi m^4 \int_1^{\varepsilon_{\text{obs},\infty}} \frac{2\varepsilon [a(\varepsilon) - \sqrt{\varepsilon^2 - 1}]}{\varepsilon [\varepsilon^2 - 1 - a(\varepsilon)^2]} \left[ 2 \frac{a(\varepsilon)^2}{\varepsilon^2 - 1 - a(\varepsilon)^2} - \frac{2}{3} (a(\varepsilon)^2 - (\varepsilon^2 - 1)^{1/2}) \right] \Delta f_{-\infty}(\varepsilon) d\varepsilon, \]

(93)

\[ \lim_{t \to -\infty} T^2 \dot{\gamma}(t) = \lim_{t \to -\infty} T^3 \dot{\gamma}(t) = \frac{4\pi m^3}{3} \int_1^\infty (\varepsilon^2 - 1)^{3/2} f_{-\infty}(\varepsilon) d\varepsilon 
\quad + \pi m^5 \int_1^{\varepsilon_{\text{obs},\infty}} [a(\varepsilon) - \sqrt{\varepsilon^2 - 1}][a(\varepsilon) + 2\sqrt{\varepsilon^2 - 1}] \Delta f_{-\infty}(\varepsilon) d\varepsilon, \quad (94) \]

where \( \varepsilon_{\text{obs},\infty} := (1 - v_{\text{obs},\infty}^2)^{-1/2} \), \( a(\varepsilon) := (\varepsilon^2 - 1)/2(v_{\text{obs},\infty}) \), and where we have defined the difference

\[ \Delta f_{-\infty} := f_{-\infty} - f_{-\infty}. \]

The limits of the remaining components vanish.

**Remarks.**

1. Therefore, in the limit \( t \to -\infty \), the tetrad components of the observables \( J_\alpha \) and \( T_{\alpha\beta} \) converge pointwise to the sum of two expressions, the first one being independent of the observer’s radial velocity and thus identical to the ones obtained from spherically symmetric stationary accretion with boundary condition \( f_{-\infty}(\varepsilon) \). The other expression depends on the observer’s asymptotic radial velocity and the difference \( \Delta f_{-\infty} \) between the in- and outgoing distribution functions at infinity. For the particular case where
\( f_{+\infty} = f_{-\infty} \) this second expression vanishes, and the pointwise limit of the observables \( J_\alpha \) and \( T_{\alpha\beta} \) is independent of the observer.

2. From the moving observer’s point of view, it makes sense to ask how the results given in theorem 3 change if instead of the static frame \( \{e_0, e_1, e_2, e_3\} \) defined in equations (69)–(72), a non-rotating (Fermi-propagated) frame \( \{\tilde{e}_0, \tilde{e}_1, \tilde{e}_2, \tilde{e}_3\} \) along the observer is considered.

The relation between the two frames is given by a Lorentz transformation of the form

\[
\Lambda(t) = \Lambda(t)^{\delta \alpha} e_\alpha(t), \quad \Lambda(t)^{\delta \alpha} = [\Lambda_{\text{boost}}(t)]^{\delta \alpha} \Lambda_{\text{boost}}(t)_{\beta \gamma}^{\beta \gamma},
\]

where \( \Lambda_{\text{boost}}(t) \) is an appropriate rotation and \( \Lambda_{\text{boost}}(t) \) a boost such that\( u = [\Lambda_{\text{boost}}(t)]^{\delta}_\alpha \varphi(t) \) is the observer’s four-velocity. Under such a transformation, the tetrad components of the observables change according to

\[
J_\alpha = e_\alpha^0 \tilde{J}_3, \quad T^{\alpha \beta} = e_\alpha^\beta \tilde{T}_{\gamma \beta},
\]

where \( e_\alpha^\beta \) denotes the components of the inverse transposed of the matrix \( \Lambda \). Hence, the limits of \( \tilde{J}_3 \) and \( \tilde{T}_{\gamma \beta} \) as \( t \to \infty \) exist if and only if \( \Lambda(t)^{\alpha \beta} \) has a well-defined limit for \( t \to \infty \). This will be the case, for example, if the observer has an asymptotic constant velocity in the radial direction, in which case

\[
\lim_{t \to \infty} (\Lambda_{\text{boost}}(t)^{\alpha \beta}) = \begin{pmatrix}
\varepsilon_{\text{obs}, \infty} & 0 & 0 \\
0 & \varepsilon_{\text{obs}, \infty} & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

3. The proofs of our stability theorems require the understanding of two key issues. The first one is the behavior of the distribution function \( f(x,p) \) for large values of \( \tau \). This involves analyzing the function \( G_{\varepsilon, \lambda}(\xi, \pi) = \tau \) along the world line of the observer, where \( G_{\varepsilon, \lambda}(\xi, \pi) \) is given by the line integral in equation (44). For static observers this issue is trivial since \( G_{\varepsilon, \lambda}(\xi, \pi) \) is constant in \( \xi, \pi \) (for fixed values of the energy \( \varepsilon \) and angular momentum \( \lambda \)). However, for moving observers the two terms \( G_{\varepsilon, \lambda}(\xi, \pi) \) and \( \tau \) compete against each other, and thus this issue requires a detailed analysis.

The second issue is about the validity of passing the limit \( \tau \to \infty \) under the integrals over the momentum \( p \). In order to handle this issue, we use Lebesgue’s dominated convergence theorem\(^{12}\). This issue is also much more delicate for moving observers than for static ones, since in the former case the fibre and the volume form on it are not fixed, so that it is more difficult to find a uniform bound.

**Proof of theorem 2.** In the static case, the function \( G_{\varepsilon, \lambda}(\xi, \pi) \) is constant along the world line of the observer (for each fixed values of the energy \( \varepsilon \) and the angular momentum \( \lambda \)). Therefore, it follows from our assumptions that

\[
\lim_{\tau \to \infty} F^{(\text{abs, scat})}_{\varepsilon, \lambda}(G_{\varepsilon, \lambda}(\xi, \pi) = \tau, Q^2, Q^3, \varepsilon, \lambda) = f_{-\infty}(\varepsilon)
\]

for any values of \( \xi > 2, \varepsilon > 1, Q^2, Q^3 \in [0, 2\pi] \), and \( |\lambda| < \lambda \) and \( \pi_{\xi} \) given by one of the two expressions \( \pi_{\xi}(\xi) \) defined in equation (46).

\(^{12}\) See, for instance [64].
The observables \( J_\alpha \) and \( T_{\alpha\beta} \) are given by expressions of the same form as defined in equations (51) and (52) with the additional weights \( p_\alpha \) and \( p_\alpha^p \), respectively. With respect to the non-rotating frame \( \{ e_0, e_1, e_2, e_3 \} \) defined in equations (69)–(72), the components of the momentum are:

\[
p_0 = \frac{-m\varepsilon}{\sqrt{1 - \xi^2}},
\]

\[
p_1 = \frac{m}{\sqrt{1 - \xi^2}} \left[ -\frac{2\varepsilon}{\xi} + \left( 1 - \frac{2}{\xi} \right) \pi \right],
\]

\[
p_2 = \frac{m\pi_0}{\xi} = \frac{m\lambda}{\xi} \cos \chi,
\]

\[
p_3 = \frac{m\lambda}{\xi} \sin \vartheta = \frac{m\lambda}{\xi} \sin \chi.
\]

From these expressions and equation (46) it follows the existence of positive constants \( c_1 \) and \( c_2 \) (depending on \( \xi > 2 \)) such that

\[
|p_\alpha| \leq m [c_1 \varepsilon + c_2 \lambda]
\]

for all \( \alpha = 0, 1, 2, 3 \). Therefore, the integrands in \( J_\alpha \) and \( T_{\alpha\beta} \) are bounded by the functions

\[
H_\ell(\varepsilon, \lambda) := \alpha m^{3+\ell}(c_1 \varepsilon + c_2 \lambda)^s e^{-\beta \varepsilon} \frac{\lambda}{\xi^2 \varepsilon^2 - U_\ell(\xi)}
\]

with \( s = 1 \) and \( s = 2 \) for \( J_\alpha \) and \( T_{\alpha\beta} \), respectively. These functions are Lebesgue-integrable on the desired ranges, for

\[
\int_1^\infty \int_0^{2\pi} \int_0^{\lambda(\varepsilon)} H_\ell(\varepsilon, \lambda) d\lambda d\chi d\vartheta \leq 2\pi \alpha m^{3+\ell} \int_1^\infty \int_0^{\lambda(\varepsilon)} \frac{\lambda d\lambda}{\xi^2 \varepsilon^2 - U_\ell(\xi)} (c_1 \varepsilon + c_2 \lambda(\varepsilon))^s e^{-\beta \varepsilon} d\varepsilon.
\]

According to appendix B the integral over \( \lambda \) gives

\[
\frac{1}{1 - \frac{2}{\xi}} \left[ \sqrt{\varepsilon^2 - U_0(\xi)} - \sqrt{\varepsilon^2 - U_\ell(\xi)} \right] \leq c_3 \varepsilon.
\]

Since \( \lambda(\varepsilon) \leq c_4 \varepsilon \) (see appendix A), it follows that \( H_\ell \) is integrable over the range corresponding to case (I). A similar argument shows that \( H_\ell \) is also integrable over the range associated with the scattered particles (case (II)).

Now we can use Lebesgue’s dominated convergence theorem in order to pass the limit below the integral, and we conclude that \( J_\alpha \) and \( T_{\alpha\beta} \) converge to the corresponding stationary expressions computed in section 4.3 with \( f_\infty \) replaced with \( f_{-\infty} \).
Proof of theorem 3. As mentioned before, the proof for moving observers is more complicated than in the static case due to two issues. The first issue is that $G_{\xi,\lambda}(\xi, \pi_{c+})$ is not constant anymore, since the assumption implies that $\xi \to \infty$ along the observer’s world line. Hence, depending on the values of the constants $\varepsilon$ and $\lambda$ the expression

$$G_{\xi,\lambda}(\xi, \pi_{c+}) \to \tau$$

might converge to $-\infty$ or $\infty$ along the world line of the observer (see lemma 3). The second issue is the fact that the fibre and the volume element change in time. As a consequence, the measure (see equation (49))

$$\frac{\lambda d\lambda d\varepsilon d\chi}{\xi^2 \sqrt{\varepsilon^2 - U_{\lambda}(\xi)}}$$

appearing in the definition of the observables is not constant anymore, and the application of Lebesgue’s theorem would require finding a uniform ($\xi$-independent) Lebesgue-integrable upper bound for the integrand. To bypass this problem, we change the integration variable $\lambda$ to the new variable

$$v := \sqrt{\varepsilon^2 - U_{\lambda}(\xi)},$$

which represents the radial velocity of the particles. In terms of this new variable,

$$\frac{\lambda d\lambda d\varepsilon d\chi}{\xi^2 \sqrt{\varepsilon^2 - U_{\lambda}(\xi)}} = \frac{d\varepsilon d\chi}{1 - \frac{2}{\xi}},$$

so the measure becomes trivial, up to the factor $1 - 2\xi$ which converges to 1 along the observer’s world line. The expressions for the current density have the form (see (51) and (52))\(^{13}\)

$$J^\text{abs}_e(x) = \frac{m^3}{1 - \frac{2}{\xi}} \int_0^{2\pi} \int_0^{\infty} p_{b+} F^{(\text{abs})}_{\xi,\lambda}(\xi, \pi_{c+}(\xi)) \left(\int_0^{\phi_{\text{scat}}(\xi)} (v) d\varepsilon d\chi\right),$$

$$J^\text{scat}_e(x) = \frac{m^3}{1 - \frac{2}{\xi}} \int_0^{2\pi} \int_0^{\infty} \left[p_{b+} F^{(\text{scat})}_{\xi,\lambda}(\xi, \pi_{c+}(\xi)) + p_{b-} F^{(\text{scat})}_{\xi,\lambda}(\xi, \pi_{c+}(\xi))\right] \left(\int_0^{\phi_{\text{scat}}(\xi)} (v) d\varepsilon d\chi\right),$$

where we have abbreviated $F^{(\text{abs})}_{\xi,\lambda} := F^{(\text{abs})}_{\xi,\lambda}(G_{\xi,\lambda}(\xi, \pi_{c+}(\xi)) - \tau, Q^2, Q^3, \varepsilon, \lambda \sin \chi \sin \vartheta, \lambda)$ and $F^{(\text{scat})}_{\xi,\lambda} := F^{(\text{scat})}_{\xi,\lambda}(G_{\xi,\lambda}(\xi, \pi_{c+}(\xi)) - \tau, Q^2, Q^3, \varepsilon, \lambda, \lambda \sin \chi \sin \vartheta)$, where we have defined $\phi_{\text{scat}}(\xi) := \sqrt{\varepsilon^2 - U_{\lambda,\xi}(\xi)}$, and where $\lambda$ should be substituted by the expression

$$\lambda(v, \xi) := \xi \sqrt{\frac{\varepsilon^2 - v^2}{1 - \frac{2}{\xi}} - 1}. \quad (99)$$

\(^{13}\) Note that the lower limit $\varepsilon_{\text{min}}(\xi)$ in the $\varepsilon$-integral in $J^\text{scat}_e$ can be replaced by 1 since $\xi \to \infty$. 
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Finally, in order to work on a fixed integration domain, we have introduced the indicator function \( I_{(a,b)} \) with respect to the interval \((a,b)\), which is defined by:

\[
I_{(a,b)}(v) = \begin{cases} 
1 & \text{if } v \in (a,b), \\
0 & \text{if } v \notin (a,b).
\end{cases}
\]

According to the hypothesis, both integrands are bounded by a constant times

\[
|p_\xi|e^{-\beta \varepsilon} I_{(0,\varepsilon)}(v).
\]

Here, the components of the momentum, \( p_\xi \), with respect to the static frame defined in equations (69)–(72) can be bounded using the explicit expressions given in equations (95)–(98), where we notice that (see equation (99))

\[
|\lambda_{\xi}| \leq c_5 \varepsilon
\]

and

\[
|\pi_{\xi}| = \left| \frac{\varepsilon_{\xi} \pm \nu}{1 - \frac{\varepsilon_{\xi}}{\xi}} \right| \leq c_6 \varepsilon + c_7 \nu
\]

for some positive constants \( c_5, c_6 \) and \( c_7 \) which are independent of \( \varepsilon, \nu \) and \( \xi \). Consequently, both integrands are bounded by a constant times

\[
\varepsilon e^{-\beta \varepsilon} I_{(0,\varepsilon)}(v),
\]

which is integrable. Therefore, we can apply Lebesgue’s dominated convergence theorem and pass the limit \( \lim_{\tau \to \infty} \) below the integral. In the following, we analyze these limits.

Let us start with the contribution from the absorbed particles, \( J_{\text{abs}}(\xi) \). In this case, both endpoints of the interval \((\nu(\varepsilon, \xi), \sqrt{\varepsilon^2 - 1 + \frac{\varepsilon}{\xi}})\) converge to \( \sqrt{\varepsilon^2 - 1} \) when \( \xi \to \infty \). Consequently, in the limit \( \xi \to \infty \), the integrand converges pointwise to zero almost everywhere and hence

\[
\lim_{\tau \to \infty} J_{\text{abs}}(\xi(\tau)) = 0.
\]

Next, we analyze the limit of the integrand of \( J_{\text{scat}}(\xi, \nu) \). For this, we first notice that \( \nu(\varepsilon, \xi) \to \sqrt{\varepsilon^2 - 1} \) as \( \xi \to \infty \), and hence

\[
\lim_{\tau \to \infty} I_{(0,\varepsilon(\xi, \nu))}(v) = \begin{cases} 
1 & \text{if } 0 < v < \sqrt{\varepsilon^2 - 1}, \\
0 & \text{if } v > \sqrt{\varepsilon^2 - 1}.
\end{cases}
\]

Therefore, the limit is zero in the region \( v > \sqrt{\varepsilon^2 - 1} \) (see figure 5). Consequently, in what follows, we may focus our attention on the complementary region \( v^2 < \varepsilon^2 - 1 \). The next step consists in determining the limit values of \( J_{\text{scat}}(\xi, \nu) \). For this, we need to understand the limit

\[
\lim_{\tau \to \infty} \left[ G_{\nu(\xi(\tau)), \varepsilon}(\xi(\tau), \pi_{\xi}(\tau)) - \tau \right], \quad \pi_{\xi}(\tau) := \pi_{\xi}^0(\xi(\tau)).
\]
The result is given in the following

**Lemma 5 (see figure 5).** Let \( \varepsilon > 1 \) and \( 0 < v < \sqrt{\varepsilon^2 - 1} \). Then,

\[
\lim_{\tau \to \infty} \left[ G_{\varepsilon, \lambda_0, \lambda_0}(\xi(\tau), \pi_+)(\tau) - \tau \right] = -\infty,
\]

\[
\lim_{\tau \to \infty} \left[ G_{\varepsilon, \lambda_0, \lambda_0}(\xi(\tau), \pi_{\pm})(\tau) - \tau \right] = \begin{cases} 
-\infty & \text{if } v < a(\varepsilon), \\
+\infty & \text{if } v > a(\varepsilon), 
\end{cases}
\]

where we recall that \( a(\varepsilon) = (\varepsilon^2 - 1)\sqrt{\varepsilon_{\text{obs}}^2 + \infty}. \)

**Proof.** We defer the proof of this technical lemma to appendix D.

With the help of lemma 5 it is now straightforward to complete the computation of the asymptotic limit of \( F_{\delta}^{\text{scat}}(\gamma) \) along the observer’s path. Using assumption (iii) of the theorem we obtain

\[
\lim_{\tau \to \infty} F_{\delta}^{\text{scat}}(\gamma) = m^3 \int_0^{2\pi} \int_0^\infty \int_0^{\varepsilon - 1} \left\{ \lim_{\tau \to \infty} p_\pm f_{\pm}(\varepsilon) + \lim_{\tau \to \infty} p_\pm [f_{\pm}(\varepsilon) + \Delta f_{\delta}(\varepsilon)1_{(0,1)}(\varepsilon)] \right\} \text{d}\varepsilon \text{d}\chi,
\]

where we recall that \( \Delta f_{\delta} := f_{\delta, -}\infty - f_{\delta, -}\infty \). The limits of the components of the momentum can be obtained using equations (95)–(99):

\[
\lim_{\tau \to \infty} p_{0\pm} = -m\varepsilon, \quad \lim_{\tau \to \infty} p_{1\pm} = \pm mv, \quad \lim_{\tau \to \infty} p_{2\pm} = m \cos \chi \sqrt{\varepsilon^2 - v^2 - 1}, \quad \lim_{\tau \to \infty} p_{3\pm} = m \sin \chi \sqrt{\varepsilon^2 - v^2 - 1}.
\]
From this, it is simple to obtain the result given in equation (92). The proof for the convergence of the stress energy-momentum tensor proceeds in a similar way.

6. Conclusions

In this work, we have considered a relativistic, collisionless kinetic gas propagating on the curved spacetime describing a Schwarzschild black hole. First, we provided a brief review for the formal structure of the theory needed in this article, including the symplectic structure, the Hamiltonian formulation of the Liouville vector field, and the lift of Killing vector fields on the cotangent bundle associated with the spacetime manifold. Next, using standard tools from the theory of Hamiltonian mechanics, we derived the most general distribution function describing the accretion of a collisionless gas into a Schwarzschild black hole (see theorem 1).

Unlike the previous derivation in [12] where the same problem was solved in the Kerr case, here we directly exploited the integrability of the Hamiltonian system and defined the generating function leading to the new symplectic coordinates in which the Liouville vector field is trivialized through an integral over the Poincaré one-form. Furthermore, we provided explicit expressions for the relevant physical observables on the spacetime manifold, including the particle current density and the stress energy-momentum tensor.

After these general remarks on the structure of the general solution of the Liouville equation on a Schwarzschild background, we turned our attention to applications for the accretion problem. We started with the simple case in which the gas flow is assumed to be spherically symmetric and steady-state, and showed that these assumptions yield a one-particle distribution function which depends only on the mass \( m \), the energy \( E \) and the total angular momentum \( \ell \) of the particle. The value of \( \ell \) plays an important role in distinguishing those particles that fall into the black hole from those that are reflected at the centrifugal barrier. As we exhibited, the former particles contribute to the accretion rate but not to the particle density \( n_\infty \) at infinity, while the reflected particles yield a positive \( n_\infty \) but do not contribute to the accretion rate. Next, we provided an explicit example in which the distribution function describes a gas in thermodynamic equilibrium at some temperature \( T \) at infinity, and computed the observables as a function of the inverse temperature \( \beta = \frac{1}{k_B T} \). In the low temperature limit \( \beta \to \infty \) we verified that our results coincide with those in [48, 49] for the accretion rate that were obtained based on Newtonian calculations. Additionally, we computed the energy density and radial and tangential pressures \( p_{rad} \) and \( p_{tan} \) at the horizon for \( \beta \to \infty \) and showed that \( p_{tan} \) is almost an order of magnitude larger than \( p_{rad} \). This provides a partial explanation for the fact that the accretion is much less intense than in the Bondi–Michel case of a perfect, polytropic fluid case where \( p_{tan} \approx p_{rad} \).

In the final part of this work, we studied the nonlinear stability of the steady-state, spherically symmetric accretion flows. To this end, we specified initial conditions for the distribution function on a constant time slice satisfying the following properties: first, the initial distribution function \( F_i \) is non-negative and bounded from above by an equilibrium distribution function. Second, in the asymptotic region \( F_i \) converges (in a suitable sense) to a function \( f_{\infty}(E) \) depending only on the energy of the particles. Under these assumptions, we proved that outside of the horizon the observables, including the current density and the stress energy-momentum tensor, converge pointwise to the corresponding observables associated with the stationary, spherical flow described by \( f_{\infty}(E) \) along the world lines of static observers (see theorem 2). Similar results hold for the convergence along the world lines of timelike, nonstatic observers with asymptotic constant and positive radial velocity (see theorem 3). This proves an
asymptotic stability result for the steady, spherical flows of collisionless matter. We emphasize that the initial data is not required to be spherically symmetric for our result to hold. Of course, the physical explanation for this result is that almost all the gas particles either disperse or fall into the black hole, so that after infinite time only those particles emanating from the reservoir in the asymptotic region with distribution $f_{\infty}(E)$ are ’seen’ by the observer.

There are several important questions that have been left unanswered in this work and we would like to conclude this article by mentioning some of these points. First, although our stability result shows that (under the hypotheses made in this article) the kinetic gas relaxes in time to a stationary spherical configuration, a physically relevant problem is to determine the time scale associated with this relaxation process. Here, the distribution of the gas particles moving on or near the trajectories corresponding to the critical value of the angular momentum $\ell_c(E)$ (i.e. the value of $\ell$ below which the particle falls into the black hole and above which the particle is scattered at the potential barrier) should play a critical role. Indeed, a ’fine-tuned’ distribution of particles whose angular momenta is precisely $\ell = \ell_c(E)$ will not decay in time since the particles take an infinite time to reach the unstable equilibrium point, corresponding to the unstable circular orbit. Of course, this example does not contradict our stability result since the corresponding distribution function $f$ has the form of a Dirac-delta-distribution in momentum space; hence it does not satisfy our assumptions. However, an interesting question is to consider a smooth distribution function (satisfying our assumptions) which is strongly peaked about the critical value $\ell = \ell_c(E)$. The instability of the equilibrium point implies that the peak will disperse in time, and it is precisely this dispersion process that should be responsible for the decay and dictate its rate.

Next, we emphasize that we have restricted ourselves to the invariant submanifold $\Gamma_{\text{accr}}$ of the relativistic phase space corresponding to unbounded trajectories. Thus, the results derived so far in this article apply to distribution functions which have their support in the region of phase space corresponding to such unbounded trajectories. Due to the linearity of the Liouville equation, the complementary case of bounded trajectories can be analyzed separately; hence, as long as the self-gravity and collisions between the gas particles can be neglected, our main results will not be influenced by the contributions from the bounded trajectories. In particular, these contributions affect neither the accretion rate nor the expressions for the particle and energy densities and pressures at the horizon or at infinity, and hence our results for the accretion and compression rates persist. Likewise, our stability results in theorems 2 and 3 will not be altered if a contribution due to gas particles moving on bounded trajectories is added, as long as the observables $I_{\alpha}$ and $T_{\alpha\beta}$ in these theorems are restricted to the contributions from the unbounded trajectories. However, an interesting question is whether or not the full observables including the contributions from gas particles on bounded orbits still relax to a stationary configuration along the world lines of static observers. This question is much more difficult to answer since in this case the gas particles do not disperse.

Finally, it should be interesting to explore the situation where collisions are taken into account and see how they affect the accretion rate. The analysis of this case is much more demanding than the one considered in the present article, since it requires solving the relativistic Boltzmann equation including the collision term on the curved Schwarzschild background geometry. Furthermore, in the collisional case, it is not possible to analyze the different cases (absorbed versus scattered versus bounded trajectories) separately since collisions might mix trajectories of different types. Nevertheless, it is our hope that the new symplectic coordinates introduced in this article should simplify the analysis since they trivialize the transport part of the Boltzmann equation. We hope to address some of these issues in future work.
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Appendix A. Properties of the effective potential

In this appendix, we briefly discuss the qualitative properties of the effective potential \( V_{m,E} \), defined in equation (27) describing the geodesics in the Schwarzschild spacetime. Since this is discussed in standard textbooks on general relativity (see for example [65]) here we focus on the properties needed for the analysis in this article.

In terms of dimensionless variables, we have
\[
\ell \xi = \frac{\lambda}{r} \xi \xi - \frac{2}{\xi^2} \xi^2 - \frac{2 \lambda^2}{\xi^3}, \quad \xi = \frac{r}{M_\bullet}.
\]

For \( \lambda^2 < 12 \) the function \( U_\lambda : [2, \infty) \to \mathbb{R} \) is a strictly monotonically increasing function from 0 to 1. When \( \lambda^2 > 12 \) this function has a local maximum (describing the potential barrier), which is given by
\[
\xi_{\text{max}} = \frac{\lambda^2}{2} \left[ 1 - \sqrt{1 - \frac{12}{\lambda^2}} \right], \quad U_\lambda(\xi_{\text{max}}) = \frac{8}{9} + \frac{\lambda^2 - 12}{9 \xi_{\text{max}}}, \quad (A.2)
\]
and a local minimum (describing a potential well) given by
\[
\xi_{\text{min}} = \frac{\lambda^2}{2} \left[ 1 + \sqrt{1 - \frac{12}{\lambda^2}} \right], \quad U_\lambda(\xi_{\text{min}}) = \frac{8}{9} + \frac{\lambda^2 - 12}{9 \xi_{\text{min}}}, \quad (A.3)
\]
see figure A1. As \( \lambda^2 \) grows from 12 to \( \infty \), \( \xi_{\text{max}} \) decreases monotonically from 6 to 3 (the radius of the photon sphere) while \( \xi_{\text{min}} \) increases monotonically from 6 (the innermost stable circular orbit) to \( \infty \). Accordingly, \( U_\lambda(\xi_{\text{max}}) \) grows monotonically from \( 8/9 \) to \( \infty \) while \( U_\lambda(\xi_{\text{min}}) \) grows monotonically from \( 8/9 \) to 1.

Given \( \varepsilon > \sqrt{8/9} \), the critical value \( \lambda_\varepsilon(\varepsilon) = \sqrt{12} \) for the total angular momentum for which the maximum of the potential barrier is exactly equal to \( \varepsilon^2 \) is given by
\[
\lambda_\varepsilon(\varepsilon)^2 = \frac{12}{1 - 4\alpha - 8\alpha^2 + 8\alpha \sqrt{\alpha^2 + \alpha}} \quad \alpha := \frac{9}{8} \varepsilon^2 - 1 > 0.
\]

As \( \varepsilon \) increases from \( \sqrt{8/9} \) to \( \sqrt{12} \), \( \lambda_\varepsilon(\varepsilon) \) increases monotonically from \( \sqrt{12} \) to \( \infty \). For large \( \alpha \) we have \( \lambda_\varepsilon(\varepsilon)^2 = 24\alpha[1 + O(\alpha^{-1})] \). For the particular value \( \varepsilon = 1 \), corresponding to the case of particles with vanishing radial velocity at infinity, we have \( \lambda_\varepsilon(1) = 4 \) and the maximum is located at \( \xi_{\text{max}} = 4 \).

Likewise, given \( \varepsilon \in (\sqrt{8/9}, 1) \), there is an upper bound for the angular momentum \( \lambda_{\text{ub}}(\varepsilon) \) corresponding to the case where the minimum of the potential well is equal to \( \varepsilon^2 \), which is given by
\[
\lambda_{\text{ub}}(\varepsilon)^2 = \frac{12}{1 - 4\alpha - 8\alpha^2 - 8\alpha \sqrt{\alpha^2 + \alpha}}.
\]
As $\varepsilon$ increases from $\sqrt{8/9}$ to 1, $\lambda_{ub}(\varepsilon)$ increases monotonically from $\sqrt{12}$ to $\infty$.

With these observations we can classify the orbits in the following way. For $\sqrt{8/9} < \varepsilon < 1$ the particles are scattered at the effective potential and fall into the black hole when $\lambda < \lambda_{c}(\varepsilon)$, while the orbits are bounded when $\lambda_{c}(\varepsilon) < \lambda < \lambda_{ub}(\varepsilon)$. For $\varepsilon > 1$ the particles are falling into the black hole when $\lambda < \lambda_{c}(\varepsilon)$ while they are scattered at the potential when $\lambda > \lambda_{c}(\varepsilon)$.

Appendix B. Some useful integral identities

In this appendix, we summarize some of the integral identities used in the derivation of equations (61)–(66). Introducing the shorthand notation $s_{1,2} := \sqrt{\varepsilon^{2} - U_{\lambda}(\xi)}$ we have, for any $0 \leq \lambda_{1} < \lambda_{2} \leq \lambda_{\text{max}}$,

$$\int_{\lambda_{1}}^{\lambda_{2}} \frac{\lambda d\lambda}{\sqrt{\varepsilon^{2} - U_{\lambda}(\xi)}} = -\xi^{2} \frac{1}{1 - \frac{2}{\xi}} (s_{2} - s_{1}) = \frac{\lambda_{2}^{2} - \lambda_{1}^{2}}{s_{1} + s_{2}},$$

$$\int_{\lambda_{1}}^{\lambda_{2}} \frac{\lambda d\lambda}{\sqrt{\varepsilon^{2} - U_{\lambda}(\xi)}} = \frac{\lambda_{2}^{2} - \lambda_{1}^{2}}{1 - \frac{2}{\xi}} \left[ \frac{2\varepsilon}{\xi} \frac{1}{s_{1} + s_{2}} \pm \frac{1}{2} \right],$$

$$\int_{\lambda_{1}}^{\lambda_{2}} \frac{\lambda d\lambda}{\sqrt{\varepsilon^{2} - U_{\lambda}(\xi)}} = \frac{\lambda_{2}^{2} - \lambda_{1}^{2}}{s_{1} + s_{2}} \left[ \frac{2\varepsilon}{\xi} \frac{1}{1 - \frac{2}{\xi}} \pm \frac{1}{2} \right] + \frac{1}{3} \left( \frac{s_{2} - s_{1}}{1 - \frac{2}{\xi}} \right)^{2},$$

$$\int_{\lambda_{1}}^{\lambda_{2}} \frac{\lambda^{2} d\lambda}{\sqrt{\varepsilon^{2} - U_{\lambda}(\xi)}} = \frac{1}{3} \frac{\lambda_{2}^{2} - \lambda_{1}^{2}}{(s_{1} + s_{2})^{2}} \left[ \lambda_{1}^{2}(s_{1} + 2s_{2}) + \lambda_{2}^{2}(s_{2} + 2s_{1}) \right].$$
For the particular in which $\pi_\xi = \pi_\xi(\xi)$, the second and third identities can also be rewritten as
\[
\int_{\lambda_0}^{\lambda_\infty} \pi_\xi(\xi) \frac{\lambda d\lambda}{\sqrt{e^2 - U_\xi(\xi)}} = -\frac{\lambda_3^2 - \lambda_1^2}{s_1 + s_2} \left[ \varepsilon - \frac{1 + \frac{\lambda_1^2}{s_1}}{\varepsilon + s_1} - \frac{1 + \frac{\lambda_3^2}{s_2}}{\varepsilon + s_2} \right],
\]
\[
\int_{\lambda_0}^{\lambda_\infty} \pi_\xi^2(\xi) \frac{\lambda d\lambda}{\sqrt{e^2 - U_\xi(\xi)}} = \frac{\lambda_3^2 - \lambda_1^2}{s_1 + s_2} \left[ \varepsilon - \frac{1 + \frac{\lambda_1^2}{s_1}}{\varepsilon + s_1} \right] \left( \varepsilon - \frac{1 + \frac{\lambda_3^2}{s_2}}{\varepsilon + s_2} \right) + \frac{1}{3\xi^4} \left( \frac{\lambda_3^2 - \lambda_1^2}{s_1 + s_2} \right)^2,
\]
which shows that the corresponding expressions are regular on the horizon $\xi = 2$.

**Appendix C. Explicit expressions in the low temperature limit**

In this appendix, we provide some details about the calculations required for understanding the low temperature limit $z = m\beta \to \infty$ in section 5.1. We start with the computation of the ratio between the mass accretion rate and the energy density at infinity, that is,
\[
\frac{\dot{M}}{n_\infty} = \frac{m_j}{n_\infty}.
\]
Using equations (76) and (78) for the particle density at infinity, which we rewrite as
\[
n_\infty = 4\pi \sqrt{m_0} \int_1^{\infty} e^{-\varepsilon^2} \sqrt{\varepsilon^2 - 1} \varepsilon d\varepsilon,
\]
we obtain
\[
\frac{m_j}{n_\infty} = -\pi m M_H^2 \int_1^{\infty} e^{-\varepsilon^2} \sqrt{\varepsilon^2 - 1} \varepsilon d\varepsilon = -\pi m M_H^2 \int_0^{\infty} e^{-x^2} \sqrt{2} x \left( 1 + \frac{x^2}{\varepsilon} \right) dx,
\]
where we have applied the variable substitution $\varepsilon \mapsto x = \varepsilon (\varepsilon - 1)$ in the last step. Dividing both sides of the equation by $\sqrt{\varepsilon}$, taking the limit $z \to \infty$ and recalling that $\lambda_\varepsilon(1) = 4$ we obtain
\[
\lim_{z \to \infty} \frac{1}{\sqrt{\varepsilon}} \frac{\dot{M}}{n_\infty} = -16\pi m M_H^2 \int_0^{\infty} e^{-x^2} dx = -16\sqrt{2\pi} m M_H^2.
\]
Next, to determine the particle density at the horizon, we use a similar computation to find from equation (80),
\[
\lim_{z \to \infty} \frac{1}{\sqrt{\varepsilon}} \frac{J^\nu}{n_\infty} = \frac{5}{\sqrt{2\pi}}, \quad \lim_{z \to \infty} \frac{1}{\sqrt{\varepsilon}} \frac{J^\nu}{n_\infty} = -\frac{\sqrt{2}}{\sqrt{\pi}}.
\]
Using $n_H = \sqrt{-\frac{g^{\mu\nu} J^\mu J^\nu}{\xi^2}}$ we find
\[
\lim_{z \to \infty} \frac{1}{\sqrt{\varepsilon}} \frac{n_H}{n_\infty} = \sqrt{\frac{6}{\pi}}. \quad (C.1)
\]
Finally, in order to compute the energy density and principle pressures at the horizon, we rewrite equation (81) in the form

\[ T^\tau_\tau = -A - B, \quad T^\rho_\rho = -A + H, \quad T^\phi_\phi = A - B, \quad T^\phi_\rho = T^\rho_\phi = D, \]

with

\[
A = \frac{1}{4} \pi \alpha m^2 \int_1^{\infty} \lambda_\varepsilon(\varepsilon)^2 \varepsilon e^{-\varepsilon^2} d\varepsilon, \quad (C.2)
\]

\[
B = \frac{1}{4} \pi \alpha m^2 \int_1^{\infty} \frac{\lambda_\varepsilon(\varepsilon)^2}{2\varepsilon} \left(1 + \frac{\lambda_\varepsilon^2(\varepsilon)}{8}\right) e^{-\varepsilon^2} d\varepsilon, \quad (C.3)
\]

\[
H = \frac{1}{4} \pi \alpha m^2 \int_1^{\infty} \frac{\lambda_\varepsilon(\varepsilon)^2}{4\varepsilon^3} \left(1 + \frac{\lambda_\varepsilon^2(\varepsilon)}{4} + \frac{\lambda_\varepsilon^4(\varepsilon)}{48}\right) e^{-\varepsilon^2} d\varepsilon, \quad (C.4)
\]

\[
D = \frac{1}{64} \pi m \int_1^{\infty} \frac{\lambda_\varepsilon(\varepsilon)^4}{\varepsilon} e^{-\varepsilon^2} d\varepsilon. \quad (C.5)
\]

In terms of these quantities, the eigenvalues of the matrix \( T^\rho_\rho \) are

\[ \lambda_{\pm} = -B \pm \sqrt{AH}, \quad D. \]

Dividing the expressions for \( A, B, H \) and \( D \) by \( \sqrt{\pi} n_\infty \) and taking the limit \( z \to 0 \) we obtain

\[
\lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} A = \lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} D = \frac{7}{2 m}, \quad \lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} B = \frac{3}{\sqrt{2\pi}} m,
\]

\[
\lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} H = \frac{31}{12} \sqrt{\frac{2}{\pi}} m,
\]

from which

\[
\lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \rho_{\mu} = \lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \frac{-\lambda_-}{n_\infty} = \frac{1}{\sqrt{2\pi}} \left(3 + \sqrt{\frac{31}{3}}\right) m,
\]

\[
\lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \rho_{\text{vis}} = \lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \frac{\lambda_+}{n_\infty} = \frac{1}{\sqrt{2\pi}} \left(-3 + \sqrt{\frac{31}{3}}\right) m,
\]

\[
\lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \rho_{\text{am}} = \lim_{z \to \infty} \frac{1}{\sqrt{\pi} n_\infty} \frac{D}{n_\infty} = \frac{7}{2 \sqrt{\pi}} m.
\]

Together with equation (C.1) this yields the results given in equations (83)–(85).

**Appendix D. Proof of lemma 5**

To prove lemma 5 we need to determine the limits

\[
\lim_{\tau \to \infty} \left[ G_{\xi, \lambda_\varepsilon(\varepsilon)}(\xi(\tau), \pi_{\xi}(\tau)) - \tau \right]
\]
for fixed $0 < v < \sqrt{\varepsilon^2 - 1}$, where the function $G_{v, \lambda} : \mathbb{C} \to \mathbb{R}$ is defined in lemma 3, and where $\lambda(v, \xi)$ is defined in equation (99). For the lower sign, $\pi_- (\tau)$, the limit is $-\infty$ since in this case $G_{v, \lambda(x, \xi)} (\xi(\tau), \pi_-(\tau)) \leq 0$. This proves the first statement of the lemma.

The other case is more delicate since here $G_{v, \lambda(x, \xi)} (\xi(\tau), \pi_+(\tau))$ is positive and thus this term may dominate $-\tau$ as $\tau \to \infty$. To analyze this case we write

$$G_{v, \lambda(x, \xi)} (\xi(\tau), \pi_+(\tau)) = \tau \left[ \frac{\xi(\tau)}{\tau} \int_{\xi_0}^{\xi(\tau)} \frac{2\sqrt{\varepsilon^2 - U_0(x)} + \varepsilon}{(1 - \frac{2}{x})\sqrt{\varepsilon^2 - U_0(x)} \, dx - 1} \right]_{\lambda = \lambda(v, \xi)}$$

(D.1)

with $\xi_0$ the radius of the turning point, where $\sqrt{\varepsilon^2 - U_0(\xi_0)}$ vanishes. In order to understand the behavior of the integral in equation (D.1) for large $\tau$, it is convenient to change the integration variable $x$ to the new variable $\tilde{v} := \sqrt{\varepsilon^2 - U_0(\xi)}$ which ranges from 0 to $v$. More precisely, we consider for fixed $\xi = \xi(\tau) > \xi_0$ and $\lambda = \lambda(v, \xi)$ the auxiliary function

$$H_\lambda : (\xi_0, \xi_{\min}) \to (0, \sqrt{\varepsilon^2 - U_0(\xi_{\min})})$$

$$x \mapsto \sqrt{\varepsilon^2 - U_0(x)} ,$$

where $\xi_{\min}$ is the location of the minimum of the effective potential $U_0$, see equation (A.3) in appendix A. Since by definition of $\xi_0$ and $\xi_{\min}$ the function $H_\lambda$ is monotonously increasing, it is invertible. Its derivative is

$$\frac{dH_\lambda(x)}{dx} = -\frac{1}{2H_\lambda(x)} \frac{dU_0(x)}{dx} > 0 , \quad \xi_0 < x < \xi_{\min} .$$

In order to use the variable substitution $\tilde{v} := H_\lambda(x)$ in the integral on the right-hand side of equation (D.1) we need to make sure that $\xi = \xi(\tau)$ lies in the required interval $(\xi_0, \xi_{\min})$. In order to see that this condition is satisfied for large enough $\xi$, recall equation (A.3) which shows that for large values of $\lambda$ we have $\xi_{\min} = \xi_{\min}(\lambda) \approx \lambda^2$. Furthermore, it follows immediately from equation (99) that

$$\lim_{\xi \to \infty} \frac{\lambda(v, \xi)}{\xi} = \sqrt{\varepsilon^2 - v^2 - 1} . \quad \text{(D.2)}$$

Hence,

$$\lim_{\xi \to \infty} \frac{\xi_{\min}(\lambda(v, \xi))}{\xi^2} = \lim_{\xi \to \infty} \frac{\lambda(v, \xi)^2}{\xi^2} \frac{\xi_{\min}(\lambda(v, \xi))}{\lambda(v, \xi)^2} = \varepsilon^2 - v^2 - 1 > 0 ,$$

which guarantees that for large enough $\xi$ we have $\xi < \xi_{\min}$. Therefore, for such large $\xi$ the variable substitution $\tilde{v} := H_\lambda(x)$ is allowed and we can write

$$\frac{1}{\xi} \int_{\xi_0}^{\xi} \frac{2\sqrt{\varepsilon^2 - U_0(x)} + \varepsilon}{(1 - \frac{2}{x})\sqrt{\varepsilon^2 - U_0(x)} \, dx} \bigg|_{\lambda = \lambda(v, \xi)} = -\frac{2}{\xi} \int_0^v \frac{\frac{2}{x} + \varepsilon}{(1 - \frac{2}{x})\frac{dH_\lambda(x)}{dx}} \bigg|_{\lambda = \lambda(v, \xi)} \, d\tilde{v} \quad \text{(D.3)}$$
In order to compute the required limit for $\xi \to \infty$ we use:

**Lemma 6.** Let $\varepsilon > 1$ and $0 < v < \sqrt{\varepsilon^2 - 1}$. Then,

$$
\lim_{\lambda \to \infty} \frac{H^{-1}_\lambda(\nu)}{\lambda} = \frac{1}{\sqrt{\varepsilon^2 - \nu^2} - 1}
$$

(D.4)

for all $0 \leq \bar{\nu} \leq v$.

**Proof.** Set $x := H^{-1}_\lambda(\nu)$. By definition, $x > \xi_0 > 3$, and hence

$$
\varepsilon^2 - \bar{\nu}^2 = U_0(x) = \left(1 - \frac{2}{x}\right)\left(1 + \frac{\lambda^2}{x^2}\right) \geq \frac{1}{3}\left(1 + \frac{\lambda^2}{x^2}\right)
$$

This implies that $\lambda x$ is bounded as $\lambda \to \infty$, which in turn implies that $x \to \infty$ as $\lambda \to \infty$. Consequently,

$$
\lim_{\lambda \to \infty} \frac{\lambda^2}{x^2} = \lim_{\lambda \to \infty} \frac{\varepsilon^2 - \bar{\nu}^2}{1 - \frac{2}{x}} = 1 = \varepsilon^2 - \bar{\nu}^2 - 1
$$

which proves the lemma.

With the help of the limits given in equations (D.2) and (D.4) we find

$$
\lim_{\xi \to \infty} \frac{dU_\xi}{dx}(x)\bigg|_{x = H^{-1}(0), \lambda = \lambda(v, \xi)} = \lim_{\xi \to \infty} \frac{\xi}{\lambda(v, \xi)} \left[-2\frac{\lambda^3}{x^3} + 2\frac{\lambda}{x^2} + 6\frac{\lambda^3}{x^4}\right]_{x = H^{-1}(0), \lambda = \lambda(v, \xi)} = -2\frac{(\varepsilon^2 - \bar{\nu}^2 - 1)^{3/2}}{(\varepsilon^2 - \bar{\nu}^2 - 1)^{1/2}}.
$$

Hence, it follows from equation (D.3) that

$$
\lim_{\xi \to \infty} \frac{1}{\xi} \int_{\xi_0}^{\xi} \frac{2\sqrt{\varepsilon^2 - U_\lambda(x) + \varepsilon}}{(1 - \frac{2}{x})\sqrt{\varepsilon^2 - U_\lambda(x)}} dx \bigg|_{\lambda = \lambda(v, \xi)} = \varepsilon \int_0^v \frac{(\varepsilon^2 - \nu^2 - 1)^{1/2}}{(\varepsilon^2 - \bar{\nu}^2 - 1)^{1/2}} d\bar{\nu} = \frac{\varepsilon - \frac{\nu}{\varepsilon^2 - 1}}{\varepsilon^2 - 1}.
$$

Therefore, using equation (D.1) we obtain

$$
\lim_{\tau \to \infty} \frac{1}{\tau} \int_{\xi_{\text{obs}}}^{\xi_{\text{obs}}(\xi(\tau), \tau_{\text{obs}}(\tau))} \xi(\tau) \frac{1}{\tau} \int_{\xi_0}^{\xi(\tau)} \frac{2\sqrt{\varepsilon^2 - U_\lambda(x) + \varepsilon}}{(1 - \frac{2}{x})\sqrt{\varepsilon^2 - U_\lambda(x)}} dx - 1 \bigg|_{\lambda = \lambda_0(\xi)} = \frac{\nu}{a(\varepsilon) - 1} - 1 = \frac{\nu}{a(\varepsilon)} - 1
$$

for all $0 < \nu < \sqrt{\varepsilon^2 - 1}$. This implies the second statement of lemma 5.

**References**

[1] Jüttner F 1911 Maxwell’s law of speed distribution in the theory of relativity Ann. Phys. 34 856–82
[2] Jüttner F 1911 The dynamics of an inert gas in the theory of relativity Ann. Phys. 35 145–61
[3] Synge J L 1934 The energy tensor of a continuous medium Trans. R. Soc. Can. 28 127–71
[4] Tauber G E and Weinberg J W 1961 Internal state of a gravitating gas Phys. Rev. 122 1342–65
[5] Israel W 1963 Relativistic kinetic theory of a simple gas J. Math. Phys. 4 1163–81
[6] Cercignani C and Kremer G M 2002 The Relativistic Boltzmann Equation and Applications (Basel: Birkhäuser)
[7] Lindquist R W 1966 Relativistic transport theory Ann. Phys., NY 37 487–518
[8] Ehlers J 1971 General relativity and kinetic theory General Relativity and Cosmology ed R K Sachs (New York: Acedemic) pp 1–70
[9] Ehlers J 1973 Survey of general relativity theory Relativity, Astrophysics and Cosmology ed W J Israel (Dordrecht: D. Reidel) pp 1–125
[10] Sarbach O and Zannias T 2013 Relativistic kinetic theory: an introduction AIP Conf. Proc. 1548 134–55
[11] Sarbach O and Zannias T 2014 Tangent bundle formulation of a charged gas AIP Conf. Proc. 1577 192–207
[12] Sarbach O and Zannias T 2014 The geometry of the tangent bundle and the relativistic kinetic theory of gases Class. Quantum Grav. 31 085013
[13] Andrässon H 2011 The Einstein–Vlasov system/kinetic theory Living Rev. Relativ. 14 4
[14] Rein G and Rendall A D 1992 Global existence of solutions of the spherically symmetric Vlasov–Einstein system with small initial data Commun. Math. Phys. 150 561–83
[15] Dafermos M 2006 A note on the collapse of small data self-gravitating massless collisionless matter J. Hypermedia Diff. Equ. 3 589
[16] Fajman D, Joudioux J and Smulevici J 2015 A vector field method for relativistic transport equations with applications (arXiv:1510.04939)
[17] Taylor M 2016 The global nonlinear stability of Minkowski space for the massless Einstein–Vlasov system (arXiv:1602.02611)
[18] Ringström H 2013 On the Topology and Future Stability of the Universe (Oxford: Oxford University Press)
[19] Andrässon H and Ringström H 2016 Proof of the cosmic no-hair conjecture in the T3-Gowdy symmetric Einstein–Vlasov setting J. Eur. Math. Soc. 18 1565–650
[20] Fajman D 2016 Future asymptotic behavior of three-dimensional spacetimes with massive particles Class. Quantum Grav. 33 11LT01
[21] Rendall A D and Velazquez J J L 2011 A class of dust-like self-similar solutions of the massless Einstein–Vlasov system Ann. Henri Poincaré 12 919–64
[22] Andrässon H 2012 Black hole formation from a complete regular past for collisionless matter Ann. Henri Poincaré 13 1511–36
[23] Andrässon H 2014 On gravitational collapse and cosmic censorship for collisionless matter Int. J. Geom. Meth. Mod. Phys. 11 1460002
[24] Akbarian A and Choptuik M W 2014 Critical collapse in the spherically-symmetric Einstein–Vlasov model Phys. Rev. D 90 104023
[25] Eardley D M and Smarr L 1979 Time functions in numerical relativity: marginally bound dust collapse Phys. Rev. D 19 2239–59
[26] Christodoulo D 1984 Violation of cosmic censorship in the gravitational collapse of a dust cloud Commun. Math. Phys. 93 171–95
[27] Ortiz N and Sarbach O 2011 Conformal diagrams for the gravitational collapse of a spherical dust cloud Class. Quantum Grav. 28 235001
[28] Rein G 1994 Static solutions of the spherically symmetric Vlasov–Einstein system Math. Proc. Camb. Phil. Soc. 115 559–70
[29] Andrässon H and Rein G 2007 On the steady states of the spherically symmetric Einstein–Vlasov system Class. Quantum Grav. 24 1809–32
[30] Andrässon H, Fajman D and Thaller M 2015 Static solutions to the Einstein–Vlasov system with non-vanishing cosmological constant SIAM J. Math. Anal. 47 2657–88
[31] Andrässon H, Eklund M and Rein G 2009 A numerical investigation of the steady states of the spherically symmetric Einstein–Vlasov–Maxwell system Class. Quantum Grav. 26 145003
[32] Andrässon H, Kunze M and Rein G 2011 Existence of axially symmetric static solutions of the Einstein–Vlasov system Commun. Math. Phys. 308 23–47
[33] Andrässon H, Kunze M and Rein G 2014 Rotating, stationary, axially symmetric spacetimes with collisionless matter Commun. Math. Phys. 329 787–808
[34] Ames E, Andrässon H and Logg A 2016 On axisymmetric and stationary solutions of the self-gravitating Vlasov system Class. Quantum Grav. 33 155008
[35] Andréasson H and Rein G 2006 A numerical investigation of the stability of steady states and critical phenomena for the spherically symmetric Einstein–Vlasov system Class. Quantum Grav. 23 3659–78
[36] Bancel D and Choquet-Bruhat Y 1973 Existence, uniqueness, and local stability for the Einstein–Maxwell–Boltzmann system Commun. Math. Phys. 33 83–96
[37] Noundjeu P, Noutchegueme N and Rendall A D 2004 Existence of initial data satisfying the constraints for the spherically symmetric Einstein–Vlasov–Maxwell system J. Math. Phys. 45 668–76
[38] Lee H and Rendall A D 2013 The spatially homogeneous relativistic Boltzmann equation Commun. PDE 38 2238–62
[39] Peebles P J E 1972 Star distribution near a collapsed object Astrophys. J. 178 371–5
[40] Bahcall J N and Wolf R A 1976 Star distribution around a massive black hole in a globular cluster Astrophys. J. 209 214–32
[41] Shapiro S L and Teukolsky S A 1986 Relativistic stellar dynamics on the computer. IV—Collapse of a star cluster to a black hole Astrophys. J. 307 575–92
[42] Colombi S, Sousbie T, Peirani S, Plum G and Suto Y 2015 Vlasov versus N-body: the Hénon sphere Mon. Not. R. Astron. Soc. 450 3724–41
[43] Ma C P and Bertschinger E 1995 Cosmological perturbation theory in the synchronous and conformal Newtonian gauges Astrophys. J. 455 7–25
[44] Bazow D, Denicol G, Heinz U, Martinez M and Noronha J 2016 Analytic solution of the Boltzmann equation in an expanding system Phys. Rev. Lett. 116 022301
[45] Bazow D, Denicol G, Heinz U, Martinez M and Noronha J 2016 Nonlinear dynamics from the relativistic Boltzmann equation in the Friedmann–Lemaître–Robertson–Walker spacetime Phys. Rev. D 94 125006
[46] Chruściel P T, Costa J L and Heusler M 2012 Stationary black holes: uniqueness and beyond Living Rev. Relativ. 15 7
[47] Shapiro S L and Teukolsky S A 1983 Black Holes, White Dwarfs and Neutron Stars (New York: Wiley)
[48] Bondi H 1952 On spherically symmetrical accretion Mon. Not. R. Astron. Soc. 112 195–204
[49] Michel F C 1972 Accretion of matter by condensed objects Astrophys. Space Sci. 15 153–60
[50] Chaverra E and Sarbach O 2015 Radial accretion flows on static, spherically symmetric black holes Class. Quantum Grav. 32 155006
[51] do Carmo M P 1992 Riemannian Geometry (Boston: Birkhäuser)
[52] Arnold V I 1989 Mathematical Methods of Classical Mechanics (New York: Springer)
[53] Misner C W, Thorne K S and Wheeler J A 1973 Gravitation (San Francisco, CA: W. H. Freeman)
[54] Faraoni V 2015 Cosmological and Black Hole Apparent Horizons (Cham: Springer)
[55] Dennison K A and Baumgarte T W 2014 A simple family of analytical trumpet slices of the Schwarzschild spacetime Class. Quantum Grav. 31 17001
[56] Rioscico P, Sarbach O and Zannias T in preparation
[57] Goldstein H, Poole C and Safko J 2002 Classical Mechanics (San Francisco, CA: Addison-Wesley)
[58] Batt J, Faltenbacher W and Horst E 1986 Stationary spherically symmetric models in stellar dynamics E. Arch. Ratton. Mech. Anal. 93 159–83
[59] Schaeffer J 1999 A class of counterexamples to Jeans’ theorem for the Vlasov–Einstein system J. Commun. Math. Phys. 204 313–27
[60] Rioscico P and Sarbach O 2017 Spherical steady-state accretion of a relativistic collisionless gas into a Schwarzschild black hole (arXiv:1701.07104)
[61] Synge J L 1956 Relativity: the Special Theory (Amsterdam: Elsevier)
[62] Royden H L 1989 Real Analysis (New York: Macmillan)
[63] Straumann N 2013 General Relativity (Berlin: Springer)