Impact of ROI Size on the Accuracy of Noise Measurement in CT on Computational and ACR Phantoms
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ABSTRACT

Background: The effect of region of interest (ROI) size variation on producing accurate noise levels is not yet studied.

Objective: This study aimed to evaluate the influence of ROI sizes on the accuracy of noise measurement in computed tomography (CT) by using images of a computational and American College of Radiology (ACR) phantoms.

Material and Methods: In this experimental study, two phantoms were used, including computational and ACR phantoms. A computational phantom was developed by using Matlab R215a software (Mathworks Inc., Natick, MA Natick, MA) with a homogeneously +100 Hounsfield Unit (HU) value and an added-Gaussian noise with various levels of 5, 10, 25, 50, 75, and 100 HU. The ACR phantom was scanned with a Philips MX-16 slice CT scanner in different slice thicknesses of 1.5, 3, 5, and 7 mm to obtain noise variation. Noise measurement was conducted at the center of the phantom images and four locations close to the edge of the phantom images using different ROI sizes from 3×3 to 41×41 pixels, with an increased size of 2×2 pixels.

Results: The use of a minimum ROI size of 21×21 pixels shows noise in the range of ±5% ground truth noise. The measured noise increases above the ±5% range if the used ROI is smaller than 21×21 pixels.

Conclusion: A minimum acceptable ROI size is required to maintain the accuracy of noise measurement with a size of 21×21 pixels.

Introduction

Noise is considered a key factor in evaluating the performance of computed tomography (CT) image quality [1-3]. In addition to noise, other effective factors on the image quality are spatial resolution [4-6] and low-contrast detectability (LCD) [7]. Smaller image noise leads to better image quality [8]. Recent studies have reported that noise affects the accuracies of image spatial resolution and LCD measurements [9-12].

Noise sources are classified into three main categories: image generation process, system limitation, and quantum noise [13]. Several input
parameters affecting the quantum noise are tube current, tube voltage, scan speed, slice thickness, pitch, and filter thickness [13, 14]. Noise as a result of system limitation is considered a form of electronic noise on the detector, the data acquisition system, and scattered radiation [15]. Noise in the image processing is derived from the reconstruction of the algorithm and its parameters, and calibration effectiveness [16-18].

The noise level is generally characterized by the standard deviation (SD) of pixel values in a region of interest (ROI) placed in a homogeneous region [19-21]. For quality control (QC), noise is usually measured on a standardized homogeneous phantom, such as the American College of Radiology (ACR) CT accreditation phantom [22], Catphan phantom [23], and others [24]. However, noise characterization by using its image SD can only determine the amount of noise level, not the type of noise or image texture. The noise power spectrum (NPS) is used to determine the image texture [25-27]. To the best of our knowledge, the effect of the ROI size variation on producing accurate noise level is not yet studied. A specific ROI size in CT image is required to avoid the fluctuations in pixel’s Hounsfield unit (HU) values due to the quantum noise effect. Too small ROI size cannot capture all HU fluctuation in the ROI that represents the general image noise. On the contrary, too large the ROI size may capture the fluctuation in pixel values due to factors other than noise, such as the beam hardening phenomenon. The American Association of Physicists in Medicine (AAPM) has reported that ROI size to calculate noise must be at least around 1 cm² [28]. While recently, in 2019, the AAPM reported that the ROI size used to calculate noise is cultivated at around 1% of the image size [29]. Therefore, the evaluation of ROI size in calculating noise is important. This study aimed to evaluate the effect of different ROI sizes on measuring noise at different noise levels by using a computational phantom with ground truth of noises and images of ACR phantom.

**Material and Methods**

In this experimental study, two phantoms were used, such as computational and ACR phantoms.

a. **Computational phantom**

Figure 1a shows the design of the computational phantom constructed using Matlab software with a pixel size of 512×512 in a circular-shaped and a pixel value of +100 HU. The phantom was surrounded by an air background with a value of -1000 HU. The computational phantom, \( P(x, y) \), was blended with a point spread function, \( PSF(x, y) \), which has the SD value of 1 pixel to imitate the real image from the CT system. The blurring process was conducted by convoluting the phantom image with a point spread function (PSF) [30]. The degradation of the image spatial resolution, \( I(x, y) \), was modeled by the equation (1, 2) as follows:

\[
I(x, y) = \frac{1}{k} \left[ P(x, y) \otimes PSF(x, y) \right]
\]

(1)

Image normalization due to the convolution process was accomplished by dividing the image with \( k \).

\[
k = \sum \sum PSF(x, y)
\]

(2)

Figure 1b presents the degradation result of the phantom image by PSF, i.e. the boundary of the object is not as sharp as the original image of the phantom (Figure 1a). After that, the Gaussian noises were added to the phantom with specific SD, \( N(x, y) \) [31], which this Gaussian noise standard deviation was called the ground truth noise. In this study, the added Gaussian noise varies with the SD of 5, 10, 25, 50, 75, and 100 HU. A histogram curve evaluation was conducted to ensure the generation of Gaussian noise at different noise levels. Therefore, a relatively wide ROI of 320×320 pixels, containing 102,400 pixels (Figure 1d)
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b. ACR phantom

The real CT images of the ACR phantom (Gammex Inc., USA) were utilized to evaluate the impact of different ROI sizes on the noise. The ACR phantom consisted of four independent modules to check several parameters of the image separately. For this study, only one module was used, i.e. the distance module. The distance module consisted of a uniform water material (approximately 0 HU) with two very small cube’s radiopaque steel balls (called BeeBee (BB)) of ~0.28 mm each. The uniform water was usually used to assess the accuracy of CT number of water, CT number uniformity, noise, and noise uniformity, and two BBs were usually used to access distance accuracy and modulation transfer function (MTF). The phantom was scanned with a Philips MX-16 slice CT scanner. The phantom was scanned with different slice thicknesses of 1.5, 3, 5, and 7 mm to obtain noise variation. Other acquisition parameters were tabulated in Table 1. Images of the distance module scanned with different slice thicknesses were depicted in Figure 2.

c. Noise measurement

The noise was computed at five different ROI locations in the phantoms. The first ROI was located at the center and four were located close to the edge of the phantoms as shown in Figure 3. The center ROI position was located at x, y position of 256, 256, respectively, and the other four ROIs were located on the

---

**Figure 1**: The design of a computational phantom: (a) the phantom has a circle shape with a pixel value of +100 Hounsfield unit (HU) and a pixel number of 512 × 512. (b) The quality of phantom images was degraded by using a point spread function (PSF) to decrease the image spatial resolution. (c) The phantom image quality was then degraded again by adding Gaussian noises. (d) For the given Gaussian noise, a square homogeneous area of 320 × 320 pixels is created to perform a histogram curve evaluation of the pixel’s values.
right (x, y of 384, 256, respectively), below (x, y of 256, 384, respectively), on the left (x, y of 128, 256, respectively), and top (x, y of 256, 128, respectively) of the phantom. From these five ROIs, the average noise value was acquired, and the SD of noise was calculated. The SD of the pixel value in the ROI placed in a homogeneous area was calculated by the equation (3, 4):

$$\sigma = \sqrt{\frac{\sum_{i,j=ROI} (I_{i,j} - \bar{I})^2}{N}}$$  \hspace{1cm} (3)$$

with

$$\bar{I} = \frac{1}{N_{i,j=ROI}} \sum_{i,j=ROI} I_{i,j}$$  \hspace{1cm} (4)$$

where N was n×n, which was the number of pixels in ROI. In this study, the size of the ROI was varied from 3×3 to 41×41 pixels with a 2×2 pixels increment as shown in Figure 3.

**Results**

**a. Computational phantom**

The histogram evaluation showed that the noise in the computational phantom image

| Acquisition parameter      | Value              |
|----------------------------|--------------------|
| Tube voltage               | 120 kV             |
| Tube current               | 300 mA             |
| Revolution time            | 1 s                |
| Mode                       | Helical            |
| Pitch                      | 0.6713             |
| Reconstruction type        | Filtered-back Projection (FBP) |
| Reconstruction diameter    | 22.2 cm            |
| Gantry tilt                | 0 degree           |
| Slice thicknesses          | 1.5, 3, 5, and 7 cm |

Table 1: Acquisition parameters of computed tomography (CT) scanner to find the images of the American College of Radiology (ACR) phantom.

---

**Figure 2**: Images of the American College of Radiology (ACR) phantom scanned with various slice thicknesses of (a) 1.5 mm, (b) 3 mm, (c) 5 mm, and (d) 7 mm.
is randomly Gaussian noise with its center (highest frequency) at +100 HU as shown in Figure 4. The x-axis of the histogram is the pixel value, and the y-axis is the frequency of occurrence of pixel values. The number of bins on the x-axis is 50. In Figure 4, the given noise level determines the width of the histogram. Given noise of 5 HU, the SD of the histogram curve is around 5 HU (Figure 4a).

The noise measurements at different ROI sizes are shown in Figure 5; these solid red line shows the value of the given ground truth noise level, and the red dashed line on the graph represents the noise range of ±5% of the ground truth. The use of a smaller ROI size gives less accurate noise measurement with a higher noise SD while using a larger ROI size, more accurate noise measurement, proved by lower noise SD, is produced as close as the given ground truth values. A conservative minimum ROI size of 21×21 pixels produces an acceptable noise measurement close to the given ground truth noise with its SD in the range of ±5% from all ground truth values. While by measuring noise using ROI sizes smaller than 21×21 pixels, the measured noises had SD greater than the ±5% noise variation from its ground-truth value reflecting a misleading noise result.

b. ACR phantom

The noise measurements from the ACR phantom images at different ROI sizes for four-slice thicknesses are shown in Figure 6. The noises decrease with the increase of slice thickness, and the noise levels are 8.25, 5, 39, 4.64, and 3.34 HU for slice thicknesses of 1.5, 3, 5, and 7 cm, respectively. The red dashed line on the graph of Figure 6 represents the range of ±5% of the average three noises at

Figure 3: The location of five regions of interest (ROIs) in the phantom. The ROIs have a square size and varied from 3 × 3 to 41 × 41 pixels with examples of (a) 5 × 5 pixels, (b) 15 × 15 pixels, (c) 25 × 25 pixels, and (d) 35 × 35 pixels.
ROI sizes of 37, 39, and 41 pixels. As previously, the use of a small ROI size gives less accurate noise measurement, while using a larger ROI size, more accurate noise measurement is obtained. As previously, a minimum ROI size of 21×21 pixels produces a stable noise in the range of ±5%.

Discussion

This study aimed to evaluate the effect of different ROI sizes on measuring noise and investigate the effect at the different noise levels. Two phantoms were utilized, such as computational phantom and the ACR phantom. Several levels of Gaussian noises were applied to the computational phantom, including 5, 10, 25, 50, 75, and 100 HU with its noise distribution obtained by a histogram curve evaluation [32]. Comparing a measured noise with a ground truth noise is a very difficult task in real CT images due to the inability to acquire the ground-truth value. Therefore, many studies on noise evaluation generally only performed the noise pattern, for example, in the relationship between dose and noise [33], in the relationship between tube current type and noise [12], or the relationship between filter type and noise [12,34]. In this study, a computational homogeneous phantom was made by adding a known Gaussian noise in the phantom to acquire a ground truth noise.

In a specific task, an evaluation of noise accuracy using computational phantom images was more objective than using real images due to several reasons as follows: (a) the homogeneity of the object could be guaranteed,
Figure 5: Relationships between measured noises with the sizes of the region of interest (ROI) on some ground truth noises, (a) 5 Hounsfield unit (HU), (b) 10 HU, (c) 25 HU, (d) 50 HU, (e) 75 HU, and (f) 100 HU. The dashed line is the range of ±5% of the ground truth.

Figure 6: Relationships between measured noises and the sizes of the region of interests (ROIs) on images of American College of Radiology (ACR) phantom for various slice thicknesses, (a) 1.5 mm, (b) 3 mm, (c) 5 mm, and (d) 7 mm. The dashed line is the range of ±5% of the average three noises at ROI sizes of 37, 39, and 41 pixels.
resulting in differing from the physical phantom, which a small inhomogeneity sometimes remains in the so call as a homogeneous phantom, (b) the noise homogeneity is easier to control compared to real images, influenced by many factors, such as beam hardening and artifact, and (c) the magnitude and type of noise can be easily determined and changed as desired [31]. However, the real images of the ACR phantom are evaluated to ensure the dependency between ROI size and noise, in addition to the computational phantom images.

Based on the results, the size of ROI strongly influenced the measured noise with a recommendation of using a minimum ROI size of 21×21 pixels to obtain similar noise values as its ground truth. This study only evaluated the noise level up to 100 HU in favor of being widely used in clinical practices [19, 21, 35]. Noise fluctuation using ROI sizes below 21×21 pixels happens because of a too-small ROI size, which cannot capture the random events of the pixel values. Therefore, ROI sizes below 21×21 pixels produce an inaccurate noise result greater than ±5% noise variation from its ground truth value.

These findings confirmed that the recommendation from AAPM, i.e. the ROI size must be at least 1% of the image area [29], is robust enough to detect noise. Since the CT clinical images generally have pixels of 512×512, 1% of that number of pixels are around 2,621 or about 51×51 pixels, which is much larger than 21×21 pixels.

However, noise measurements with a minimum ROI size of 21×21 pixels produce accurate measurable noises, noise characterization by using SD value only indicates the level of noise without any explanation of the type of noise and image texture. Therefore, accompanying the analysis with histogram curve evaluation and noise power spectrum (NPS) is used to find the type of noise and its image texture, respectively [25,26]. Besides, noise measurement by using its SD is only valid for a uniform noise. Whereas at present, most noise in modern CT images is non-uniform due to the use of an iterative reconstruction method [36] or non-linear filters [37]. It is known that denoising can occur aggressively in homogeneous regions and less aggressively in heterogeneous regions, such as a bilateral filter [38], or non-local mean filter [39]. However, until now, noise characterization for non-uniform noise is still under development. Some metrics for characterizing non-uniform noise are the noise non-uniformity index [29] and the noise inhomogeneity index (η) [29].

Conclusion

The ROI size was evaluated for accurate noise measurement using homogeneous computational and ACR phantoms. The Gaussian noise with various noise levels of 5, 10, 25, 50, 75, and 100 HU were added to the homogeneous computational phantom. The ACR phantom was scanned with different slice thicknesses of 1.5, 3, 5, and 7 mm to obtain noise variation. The noises were then measured using ROIs with various sizes from 3×3 up to 41×41 pixels. A minimum ROI size is required to maintain the accuracy of noise measurement. A minimum ROI size of 21×21 pixels is needed to obtain similar noise levels as its ground truth. These results were obtained using either computational phantom or using phantom ACR for various noise levels.
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