Entanglement entropy scaling in solid-state spin arrays via capacitance measurements
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Solid-state spin arrays are being engineered in varied systems, including gated coupled quantum dots and interacting dopants in semiconductor structures. Beyond quantum computation, these arrays are useful integrated analog simulators for many-body models. As entanglement between individual spins is extremely short ranged in these models, one has to measure the entanglement entropy of a block in order to truly verify their many-body entangled nature. Remarkably, the characteristic scaling of entanglement entropy, predicted by conformal field theory, has never been measured. Here we show that with as few as two replicas of a spin array, and capacitive double-dot singlet-triplet measurements on neighboring spin pairs, the above scaling of the entanglement entropy can be verified. This opens up the controlled simulation of quantum field theories, as we exemplify with uniform chains and Kondo-type impurity models, in engineered solid-state systems. Our procedure remains effective even in the presence of typical imperfections of realistic quantum devices and can be used for thermometry, and to bound entanglement and discord in mixed many-body states.

Introduction.— More than two decades of active research in quantum information processing has promoted various quantum technologies, which are believed to result in a new industrial revolution [1]. One of the major goals, which dates back to Feynmann [2], is to simulate complex interacting quantum systems, which are intractable with classical computers, with an engineered and controllable quantum device, the so-called quantum simulator [3]. Unlike general-purpose quantum computers, which are supposed to be programmable to achieve different tasks, quantum simulators are designed for a specific goal, which make them easier to realize. Indeed, so far cold atoms [4] and ions [5] have been used for successfully simulating certain tasks. Nevertheless, solid state based quantum simulator is still highly in demand due to the fact that: i) they provide more versatile types of interaction and stronger couplings compared to cold atoms and ions; ii) the quest towards miniaturization in electronics has reached the quantum level, making solid state quantum devices feasible [6].

Much theoretical researches have been conducted to understand the highly entangled structures appearing in the ground state of quantum many-body systems [7]. For a given bipartition A and B of the whole system, which is assumed to be in the pure state \(\rho_{AB} = |\psi_{AB}\rangle \langle \psi_{AB}|\), the entanglement entropy is quantified by \(S_\alpha(\rho_{AB}) = S_\alpha(\rho_{AB})\), where \(\rho_A = Tr_B \rho_{AB}\) and \(S_\alpha\) is the Renyi entropy, defined as

\[
S_\alpha(\rho) = \frac{1}{1-\alpha} \log \text{Tr}[\rho^\alpha],
\]

for different values of \(\alpha\). When \(\alpha \to 1\) the Renyi entropy reduces to the von Neumann entropy \(S_1(\rho) = -\text{Tr}[\rho \log \rho]\). The importance of the entanglement entropy is twofold: i) it quantifies the entanglement between A and B; ii) the discovery of its area law dependence in non-critical systems has immensely contributed to the development of efficient approximation techniques [8] for describing many-body systems. On the other hand, in critical one-dimensional systems with open boundary conditions, conformal field theory analysis shows that there is a logarithmic correction, as

\[
S_\alpha(x) = \frac{c}{12} \left(1 + \frac{1}{\alpha}\right) \log \left[\frac{2N}{\pi} \sin \left(\frac{\pi x}{N}\right)\right] + \kappa_\alpha
\]

where \(x\) is the size of the contiguous block A starting at one end of system, and \(N\) is the total size. When \(N \gg x \gg 1\) the usual scaling \(S_\alpha \propto \log x\) is obtained. This formula is very general and the central charge \(c\) only depends on the universality class of the model, while the constants \(\kappa\) are model dependent [9,11].

In spite of the extensive theoretical literature on entanglement entropy, its experimental measurement is a big challenge. For itinerant bosonic particles it has been proposed [12,13], and recently realized [14], to use beam splitter operations or discrete Fourier transform to measure \(S_\alpha\). Alternatively measuring entropy through quantum shot noise has been proposed [15,16], but not yet realized. On the other hand, in non-itinerant spin systems, the situation become even more difficult and the only proposal so far is to use spin-dependent switches [17], which are difficult to build.

Here we put forward a proposal for measuring \(S_\alpha\) in a spin system without demanding time-dependent particle delocalization or spin-dependent switches. While our setup can be realized in different physical systems, we target it to solid state
systems, such as gated quantum dot chains \[18, 24\] or dopant arrays \[6, 25, 27\]. Our procedure is based on well-established singlet-triplet measurements, which are now routinely performed either via charge detection \[28\] or capacitive radio-frequency reflectometry \[29, 32\].

**Measuring entanglement entropy.**—Our goal is to measure \(S_\alpha\) for arbitrarily integer values of \(\alpha \geq 2\). For simplicity we explain the procedure for \(\alpha = 2\) and then generalize it for higher values. Inspired by previous alternative proposals \[12, 13, 17, 33, 34\] we make use of two copies of a spin array in the state \(\rho_1 \otimes \rho_2\) (ideally for perfect copies \(\rho_1 = \rho_2\)). Each copy is identically divided into two complementary blocks: \(A_1\) and \(B_1\) for the first copy, and \(A_2\) and \(B_2\) for the second one (see Fig. 1). Let \(x\) be the number of spins in \(A_1\) (and \(A_2\)). We define the multi-spin swap operator acting on \(A_1\) and \(A_2\) as

\[
P_{12}^A = \bigotimes_{\ell = 1}^x \text{SWAP}(\ell_A, \ell_A),
\]

where \(\text{SWAP}(\ell_A, \ell_A)\) swaps the two spins at the \(\ell\)-th sites in \(A_1\) and \(A_2\). Since all the operators \(\text{SWAP}(\ell_A, \ell_A)\) are commuting it is simple to show that

\[
(P_{12}^A)_{12} = \text{Tr}[P_{12}^A(\rho_1 \otimes \rho_2)_{12}] = \text{Tr}[\rho_A \rho_A] = \text{Tr}[\rho_A^2]
\]

(4)

where the last equality holds if the two copies are identical, namely \(\rho_A = \rho_A\). Therefore, Eq. (4) implies that \(S_2 = -\log(P_{12}^A)_{12}\) can be obtained via a sequential measurement of pairwise swap operators acting on the different spins of \(A_1\) and \(A_2\), as shown in Fig. 1.

The above procedure can be generalized to higher integer values of \(\alpha\) by considering \(\alpha\) copies of the spin array in the state \(\rho_1^\alpha = \bigotimes_{\ell = 1}^\alpha \rho_\ell\) (where ideally all the \(\rho_\ell\)'s are equal). Remarkably sequential measurements of multi-spin swap operators acting on neighboring copies \(a\) and \(a+1\), namely \(P_{12}^\alpha\)'s within each array, is sufficient to measure the Renyi entropy. This is simple, but not trivial as better explained in the Appendix A, because some \(P_{12}^\alpha\)'s for different \(a\) are non-commuting. However, we show that the simple sequential measurement, exemplified also in Fig. 1, corresponds to the measurement of the operator \(P_{12}^\alpha\) which is recursively defined by the formula

\[
P_{12}^A = \frac{P_{12}^A_{a,a-1}P_{a-1,a}^A + P_{12}^A_{a-1,a}P_{a,a-1}^A}{2}.
\]

(5)

For example for \(a=3\) this reduces to \(P_{12}^A = (P_{12}^A P_{12}^A + P_{12}^A P_{12}^A)/2\) and \((P_{12}^A)_{12} = \text{Tr}[\rho_1 \rho_1 P_{12}^A + \text{Tr}[\rho_1 \rho_1 P_{12}^A]]/2\), so that for perfect copies \((P_{12}^A)_{12} = \text{Tr}[\rho_1^2]\). In general using Eq. (1) we have \(S_\alpha(\rho_\alpha) = (1-\alpha)^{-1} \log(P_{12}^A)_{12}\). We stress that \(P_{12}^A\) is ultimately written in terms nearest neighbor multi-spin swap operators \(P_{a,a+1}^\alpha\). This makes the procedure scalable in the lab as one has to first measure \(P_{12}^A\) then \(P_{23}^A\) and so forth till \(P_{a,a+1}^\alpha\).

**Solid state spin chains.**—When exactly one electron is trapped in each quantum dot, the interactions between confined electrons in quantum dot arrays is restricted to the spin sector, and is described by the Heisenberg Hamiltonian

\[
H = \sum_{k=1}^{N-1} J_k \sigma_k \cdot \sigma_{k+1},
\]

(6)

where \(J_k\) is the exchange coupling between neighboring sites and \(\sigma_k = (\sigma^x_k, \sigma^y_k, \sigma^z_k)\) is the vector of Pauli operators acting on site \(k\). The couplings \(J_k\) can be locally tuned by appropriately changing the local gate voltages. The system can be initialized into its ground state either by cooling, when temperatures is below its energy gap, or using an adiabatic-type evolution \[35\] when temperature is higher.

Singlet-triplet measurements on two electrons trapped in adjacent quantum dots is now a well-established technique for spin measurements in solid state physics \[28, 30, 32, 36\]. In a quantum mechanical language the singlet-triplet measurements on a pair of electrons in dots \(a\) and \(b\) correspond to projective measurements of the swap operator, as one can show

\[
\text{SWAP}(a, b) = \sum_{\mu = \pm} |\mu\rangle_{(a)} \langle \mu|_{(b)} = \frac{1 + \sigma_a \cdot \sigma_b}{2},
\]

(7)

\(\langle s = (|a_\uparrow b_\uparrow \rangle - |a_\downarrow b_\downarrow \rangle)/\sqrt{2}\) is the singlet state, and \(|t_+\rangle = |a_\uparrow b_\uparrow\rangle, |t_0\rangle = (|a_\uparrow b_\downarrow\rangle + |a_\downarrow b_\uparrow\rangle)/\sqrt{2}, |t_-\rangle = |a_\downarrow b_\downarrow\rangle\) are the triplet states. The outcome of this measurement is either \(t_+\), for triplet outcomes, and \(-1\) for the singlet one.

By comparing Eqs. (7) and (5) it is now clear that, for any given bipartition, we can use a sequence of singlet-triplet measurements to obtain the outcome of the operators \(P_{1,\alpha}^A\) and thus compute all the Renyi entropies \(S_\alpha\) for all integer \(\alpha \geq 2\). As described before, and shown also in Fig. 1, the total number of singlet-triplet measurements to be performed for a single outcome is \(x_\alpha\) where \(x\) is the number of spins in subsystem \(A\). To measure \(P_{1,\alpha}^A\) we first switch off the \(J_k\)'s within each array, and then lower the barriers between pairs of spins in two different arrays to perform the singlet-triplet measurements.

A recently developed multiplexer structure \[37\] containing two parallel arrays of quantum dots is a promising setup, which can be adapted for measuring \(S_2\) with our proposed mechanism. Motivated by this operating device, and for the sake of simplicity, in the rest of the paper we focus on \(\alpha = 2\). Numerical results are obtained with either Density Matrix Renormalization Group (DMRG) or exact diagonalization for short chains.

**Application 1: conformal field theory in the lab.**—We first present how field theory predictions, given in Eq. (2), can be verified for a uniform chain where \(J_2 = J\), for all \(k\)'s. In the thermodynamic limit \(N \rightarrow \infty\) it is known that the central charge

$\chi = \ln 2$.
is \( c = 1 \). In Fig. 2(a) we plot the Renyi entropy \( S_2 \) as a function of \( \log \left( \frac{N}{\xi_1} \sin \left( \frac{\alpha}{N} \right) \right) \) in a chain of length \( N = 60 \). For open boundary conditions, finite size effects are known to give rise to an alternating behaviour of \( S_2(x) = S_2^{(U)} + (-1)^x S_2^{(A)} \). Using the methodology of Ref. [38] we extract the uniform part \( S_2^{(U)} \), which is dominant for \( N \to \infty \) and follows the scaling of \( 2 \). In Fig. 2(a) we also plot \( S_2^{(U)} \) in red colors, showing perfect linear scaling. From the slope of this line we can extract the central charge \( c \), which asymptotically approaches its thermodynamic limit value, \( c = 1 \). This can be seen in Fig. 2(b) where we also plot the fitting function \( c = 1 - 0.7536 N^{0.2418} \).

Such slow convergence is due to finite-size corrections to the thermodynamic limit value, \( c = 1 \). This can be seen in Fig. 2(b) where we also plot the fitting function \( c = 1 - 0.7536 N^{0.2418} \). Such slow convergence is due to finite-size corrections to the field theory predictions [39], which here, for simplicity, we have absorbed into the definition of \( c \).

**Application 2: impurity entanglement entropy.**—Introducing one or more impurities in the system can change its behaviour dramatically. A paradigmatic example is the single-impurity Kondo model [40] in which a single impurity in a gapless system creates a length scale \( \xi \), known as Kondo length. The scaling features of Kondo physics can be captured by a spin chain emulation of this model [38]. This is described by Eq. (6) where \( J_1 = J' \) while all other couplings remain uniform \( J_k = J \) (for \( k \geq 2 \)). Moreover, the length scale is determined by \( J' \) as \( \xi \propto e^{g/J} \) for some constant \( g \). The presence of the impurity modifies the scaling of the Eq. (7) when \( \xi < \xi \). In order to capture the impurity contribution of the entanglement entropy we extend the ansatz of Ref. [38] for \( S_1 \) to generic \( S_\alpha \) and define the impurity entanglement entropy as

\[
S_\alpha^{(imp)}(x, N, \xi) = S_\alpha^{(U)}(x, N, \xi) - S_\alpha^{(U)}(x-1, N-1),
\]

where \( S_\alpha^{(U)}(x, N, \xi) \) is the Renyi entropy of a block of size \( x \) in a chain of length \( N \) and impurity coupling \( J' \), which determines \( \xi \), while \( S_\alpha^{(U)}(x-1, N-1) \) represents the bulk contribution of the uniform chain when the impurity is removed.

In Fig. 3(a) we plot the \( S_2(x, N, \xi) \) and its uniform part \( S_2^{(U)} \) in a chain of length \( N = 60 \). The bulk contribution of the uniform chain, i.e. \( S_2(x-1, N-1) \), and its uniform part \( S_2^{(U)}(x-1, N-1) \) are plotted in Fig. 3(b). The qualitative difference between Fig. 3(a) and Fig. 3(b) is due to the different parities (i.e. even and odd) of the chains.

The emergence of the length scale implies that \( S_2^{(imp)}(x, N, \xi) \) is only a function of the ratios \( S_2^{(imp)}(x/N, N/\xi) \). To verify this scaling we fix \( N/\xi \) and plot \( S_2^{(imp)} \) as a function of \( x/N \) for different lengths \( N \). To keep \( N/\xi \) fixed \( J' \) has to be tuned according to Ref. [41]. The results are shown in Fig. 3(c) where, as predicted, the curves of different chains collapse on each other. Although the data collapse becomes better by increasing the system size, Fig. 3(c) shows that the scaling predictions can be captured even in relatively small chains.

**Application 3: entanglement spectrum.**—For any pure state \( \rho_{\beta \alpha} \), the eigenvalues of \( \rho_{\beta \alpha} \) are called entanglement spectrum [42], whose analysis is important to characterize quantum phase transitions [43][44]. The eigenvalues of \( \rho_{\beta \alpha} \) are the roots of \( q(J) = \det(\mathbb{1} - \rho_{\beta \alpha}) \), which can be written as \( q(J) = \sum g_k J^k \).

According to Ref. [45] the coefficients \( g_k \) can be obtained algorithmically from \( \text{Tr}[\rho_{\alpha \alpha}^k] \) for \( \alpha = 1, \ldots, k \). Since these traces can be measured with our procedure one can build \( q(J) \) and hence obtain the full entanglement spectrum. Clearly, given a maximum number of copies \( \alpha_{\max} \), one can find the entanglement spectrum for block sizes as large as \( x = \log_2 \alpha_{\max} \).

**Application 4: thermometry via purity measurement.**—One of the biggest challenges in solid-state experiments is to measure the true temperature of electrons, as it is normally higher than the temperature of the refrigerator. Remarkably, our scheme enables also to measure the electronic temperature via singlet-triplet measurements, assuming that the system is in a thermal state \( \rho_T = e^{-\beta H}/Z \). Our approach is based on three distinctive features of engineered solid state structures: i) the exchange integral \( J \) can be varied; ii) the purity \( P(\beta, J) = \text{Tr}[\rho_T^3] = e^{-S_2(3)} \) can be measured with our scheme by

![FIG. 3. (color online) (a) The Renyi entropy \( S_2(x, N, \xi) \) and its uniform part \( S_2^{(U)} \) in a chain of length \( N=60 \). (b) The bulk Renyi entropy \( S_2(x-1, N-1) \) and its uniform part \( S_2^{(U)}(x-1, N-1) \) in a homogeneous chain of 59 sites without impurity. (c) Data collapse for different chains when \( J' \) is tuned to keep \( N/\xi = 2 \).](https://example.com/fig3.png)
taking two copies and \( x=N \); iii) computing the energy expectation \( E(\beta, J) = \text{Tr}[H\rho_\delta] \) is reduced to singlet-triplet measurements on neighboring sites of one of the arrays, thanks to Eqs. (7) and (9). A simple calculation reveals that

\[
\frac{\partial E(\beta, J)}{\partial J} = 2(E(\beta, J) - E(\beta, 2J))P(\beta, J).
\]

Aside from \( \beta \) all the quantities in the above equality can be measured either directly (namely \( P(\beta, J) \) and \( E(\beta, J) \)) or through the variation of \( J \) (namely \( \frac{\partial E(\beta, J)}{\partial J} \) and \( E(\beta, 2J) \)). In summary, thanks to the above equality, using different singlet-triplet measurements with different values of \( J \) it is possible to infer \( \beta \) and thus the temperature.

**Application 5: bounding entanglement and discord in mixed states.**—The Rényi entropy of a block \( A \) is a measure of entanglement between \( A \) and \( B \) only if \( \rho_{AB} \) is a pure state. However, we show that it is still possible to bound the amount of entanglement and discord also for mixed states by measuring both \( S_\alpha(\rho_\delta) \) and \( S_\alpha(\rho_{AB}) \). The distillable entanglement \( E_D \), an operational entanglement measure, satisfies the **hashing inequality** \( E_D \geq \text{max}_{\alpha=\lambda,\beta} E(\alpha,J) \). Similarity, for the quantum discord \( D(A|B) \), which is an asymmetric measure of quantum correlations between \( A \) and \( B \) \( \text{Max}_{\alpha=\lambda,\beta} I_1(\alpha,J) \), it is known that \( D(A|B) \geq I_1(A) \) and similarly \( D(B|A) \geq I_1(B) \). The von Neumann entropy \( S_1 \) can be extrapolated from \( S_\alpha \) for different integers \( \alpha \geq 2 \), which can be measured with our scheme. However, we show that \( I_1 \) can also be bounded by directly measuring \( S_2(\rho_\delta) \) and \( S_2(\rho_{AB}) \), which require only two replicas. Indeed, since \( S_2(\rho) \leq S_1(\rho) = f(S_2(\rho)) \), where \( f \) is given in Ref. [50], we obtain \( I_1(X) \geq I_2(X) \) where \( I_2(X) = S_2(\rho_X) - f(S_2(\rho_{AB})) \). For either \( X = A, B, I_2(X) \) thus provides a measureable lower bound to entanglement and discord.

**Imperfections.**—Realistic experimental imperfections may introduce errors, e.g., by making the different copies non-identical. Our protocol provides \( \text{Tr}[\rho_\delta \rho_A] \), as given in Eq. (1), which may deviate from the ideal case \( \text{Tr}[\rho_\delta^2] \). Indeed, imperfect fabrication may result in random couplings \( J_k^{(i)} \rightarrow J_k(1+\epsilon_k^{(i)}) \), where \( j \) is the index of different copies and \( \epsilon_k^{(i)} \) is a random number uniformly distributed between \([−\delta, +\delta]\). In Fig. 4(a) we calculate the average \( \mathbb{E}[S_2(\rho_{AB}^{(i)})] \) over 1000 random sets of couplings for different block sizes \( x \), normalized with respect to its value at \( \delta = 0 \). As the figure shows the average entropy increases by increasing \( \delta \). Moreover, up to \( \delta = 10\% \) the outcomes are almost indistinguishable from the error-free case.

**Conclusions.**—We propose a scheme to experimentally measure the entanglement between blocks in engineered solid state quantum devices. Our procedure is based on singlet-triplet measurements which are routinely performed in quantum dot systems. All the Renyi entanglement entropies \( S_\alpha \) for integer \( \alpha \geq 2 \) can be measured via \( \alpha \) replicas of the system. Although for uniform chains the convergence of the central charge is slow, the logarithmic scaling predictions can already be verified with reasonably small system sizes (\( \leq 60 \)). Moreover, in the Kondo impurity model we found that the impurity contribution in the Renyi entropy satisfies a universal scaling law. Despite the fact this law has been obtained in the thermodynamic limit, remarkably it can be observed for chains as small as \( N \geq 30 \). In addition, our scheme enables the measurement of the purity of the whole system, which allows one to measure the true temperature of electrons in a thermal state. Our procedure remains effective even in the presence of typical imperfections due to imperfect fabrication and hyperfine interactions. Although our scheme has been targeted to quantum dot arrays, the same protocol can also be realized in other systems, such as dopants in silicon [26].
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Appendix A: Renyi entropies of arbitrary orders via singlet-triplet measurements

Singlet-triplet (ST) projective measurements can be described by the pair of projection operators \( \Pi_\pm = |\Phi\rangle \langle \Phi | \), \( \Pi_\mp = \frac{1}{\sqrt{2}} (|\Phi\rangle \langle \Phi | - |\Psi\rangle \langle \Psi |) \) where \( |\Phi\rangle = \frac{1}{\sqrt{2}} (|11\rangle + |00\rangle) \) is the singlet state, and \( |\Psi\rangle = \frac{1}{\sqrt{2}} (|11\rangle - |00\rangle) \) are the triplet states. To relate this measurement with the estimation of the entropy it is convenient to define the swap operator \( \text{SWAP} \) which is related to the ST-measurement via \( \text{SWAP} = (I + \pm \text{SWAP})/2 \). Note that the SWAP operator can be also written in terms of the Heisenberg spin exchange number of spins in spin swap between the spins in

\[ \sum_{m=1}^{\alpha} \langle \sigma_m, \sigma_m \rangle \]

Indeed, the first projective measurement will result in an out-

\[ \langle \sigma_m, \sigma_m \rangle \]

a series of multiple singlet-triplet measurements between dif-

\[ \langle \sigma_m, \sigma_m \rangle \]

ferent cycles have the

\[ \langle \sigma_m, \sigma_m \rangle \]

as shown before also \( P_{12} \) has eigenvalues \( \pm 1 \). We first per-

\[ \langle \sigma_m, \sigma_m \rangle \]

form a sequential set of ST-measurements on copies \( (1, 2) \),

\[ \langle \sigma_m, \sigma_m \rangle \]

with outcome \( \beta_1 \) and then do the same measurement on copies \( (2, 3) \), with outcome \( \beta_2 \). We introduce the notation \( P_{12}^{(a)} \circ P_{12}^{(b)} \) to describe this process. After the first measurement, the (non-

\[ \langle \sigma_m, \sigma_m \rangle \]

normalized) state of the system will be \( \Pi_{12}^{(a)} \rho \Pi_{12}^{(b)} \), where \( \rho = \rho_1 \otimes \rho_2 \otimes \rho_3 \), while after the two sets of measurements it is \( \Pi_{12}^{(a)} \Pi_{12}^{(b)} \Pi_{12}^{(c)} \). Therefore,

\[ \langle P_{12}^{(a)} \circ P_{12}^{(b)} \rangle = \sum_{\beta_1 \beta_2} \sum_{\beta_1 \beta_2} \beta_1 \beta_2 \text{Tr} \left[ \Pi_{12}^{(a)} \Pi_{12}^{(b)} \Pi_{12}^{(c)} \right] \]

where we used multiple times the fact that \( \Pi_{12}^{(a)} = (I \pm P_{12}^{(a)})/2 \) and, in the last equation, that \( P_{12}^{(a)} \) and \( P_{12}^{(b)} \) are permutation operators, and \( (123), (132) \) different cycles. The above equation shows that, because of the non-commutative nature of \( P_{12}^{(a)} \) and \( P_{12}^{(b)} \), the sequential process described in Fig. 1 ends up in the measurement of a combination of different permutation operators.

We now generalize the above argument for higher values of \( \alpha \). We apply sequential ST-measurements on neighbouring copies, using the notation \( P_{12}^{(a)} \circ P_{12}^{(b)} \circ \cdots \circ P_{12}^{(a-1)} \), meaning that we first perform \( P_{12}^{(a)} \) and so forth. As already seen for \( \alpha = 2 \), the reason for this notation is that, as we show, \( P_{12}^{(a)} \circ P_{12}^{(b)} \circ \cdots \circ P_{12}^{(a-1)} = (I \pm P_{12}^{(a)} \cdots P_{12}^{(a-1)})/2 \). Indeed, after the first measurement of \( P_{12}^{(a)} \), with outcome \( \beta_1 = \pm \), the (non-normalized) state is \( \Pi_{12}^{(a)} \rho \Pi_{12}^{(b)} \). At later stages one performs sequentially the other measurements \( P_{ij} \), getting the outcomes \( \beta_j \). Taking the averages one then finds that

\[ \langle P_{12}^{(a)} \circ \cdots \circ P_{12}^{(a)} \rangle = \text{Tr} \left[ P_{12}^{(a)} \cdots P_{12}^{(a)} \Pi_{12}^{(a)} \rho \right] \]

where \( P_{ij} = \sum_{\ell} \beta_j \Pi_{ij}^{(a)} \Pi_{ij}^{(a)} \). Using the cyclic property of the trace and the identity \( \text{Tr}(P_{ij}) = \text{Tr}(P_{ij} \cdots P_{ij}) = [P_{ij} \cdots P_{ij}]_{/2} \) multiple times (where \( a \neq j, h \neq j \) and so forth), one finds that \( \langle P_{12}^{(a)} \circ \cdots \circ P_{12}^{(a)} \rangle = 2^{a-2} \sum c \langle P_{c}^{(a)} \rangle \) where \( c \) are 2\( \alpha-2 \) different cycles, namely cyclic permutations of the elements 1, ..., \( \alpha \). For instance, for \( \alpha = 3 \) one has \( c = (123), (132) \). From the above expression it turns out that, if the copies are perfect, then the different cycles have the same expectation value \( \langle P_{c}^{(a)} \rangle = \text{Tr} \rho \) and therefore

\[ S_{\alpha} = \frac{1}{1-\alpha} \log \langle P_{12}^{(a)} \circ \cdots \circ P_{12}^{(a)} \rangle \].

(A2)
FIG. 5. (a) Average purity \( E[\text{Tr}[\rho_{A}^{\alpha} \rho_{A}^{\beta}]] \) and (b) average Renyi entropy \( E[\log \text{Tr}[\rho_{A}^{\alpha} \rho_{A}^{\beta}]] \) as a function of the noise strength \( \delta \), calculated with our strategy (where \( i \neq j \) and each copy feels a different noise) and with the standard procedure (where \( i=j \)). In all cases \( N=10, x=5 \).

On the other hand, if the different copies are not exactly equal, then there may be an extra error (see the numerical examples in the main text). In Eq. (A2) each \( P_{A}^{i,j} \) requires \( x \) ST-measurements (\( x \) being the number of spins in \( A_{i} \)), so the total number of ST-measurements for a single outcome is \( x\sigma \).

Appendix B: Imperfections

We compare the role of the imperfections in our protocol and in the standard one in Fig. 5. We consider the noise model discussed in the main text where the couplings \( J_{k} \) are different over the different copies, namely \( J_{k}^{(j)}=J_{k}(1+\epsilon_{k}^{(j)}) \) where \( j \) refers to the index of the copies. The errors \( \epsilon_{k}^{(j)} \) are independent identically distributed according to a uniform distribution with zero mean and variance \( \delta \). For simplicity we consider only \( \alpha=2 \). In Fig. 5(a) we show that the average purity estimated with our strategy, i.e. \( E[\text{Tr}[\rho_{A}^{\alpha} \rho_{A}^{\beta}]] \), is smaller than the one evaluated with the standard procedure on each chain, i.e. \( E[\text{Tr}[\rho_{A}^{\alpha}]] \) and \( E[\text{Tr}[\rho_{A}^{\beta}]] \). On the other hand, since the Renyi entropy is minus the logarithm of the purity, the average Renyi entropy displays the opposite behavior, as shown in Fig. 5(b). This can be explained with the following argument. When \( \epsilon_{k}^{(j)} \ll 1 \) we can expand the states \( \rho_{A_{i}} \) in series of \( \epsilon_{k}^{(j)} \) and write

\[
\rho_{A_{i}} = \rho_{A} + \sum_{k} \epsilon_{k}^{(j)} \rho_{k}^{(j)} + \sum_{k,l} \epsilon_{k}^{(j)} \epsilon_{l}^{(j)} \rho_{k,l}^{(j)}, \quad (B1)
\]

where \( \rho_{k}^{(j)} \) and \( \rho_{k,l}^{(j)} \) are the first order and second-order expansion, which are independent on the index \( j \). Therefore,

\[
E[\text{Tr}[\rho_{A}^{\alpha} \rho_{A}^{\beta}]] \approx \text{Tr}[\rho_{A}^{\alpha} + 2\delta^{2} \sum_{k} \rho_{k}^{(2)} \rho_{A}^{\beta}], \quad (B2)
\]

while

\[
E[\text{Tr}[\rho_{A}^{\alpha}]] = E[\text{Tr}[\rho_{A}^{\alpha}]] \approx \text{Tr}[\rho_{A}^{\alpha}] + \delta^{2} \sum_{k} \left(2 \text{Tr}[\rho_{k}^{(2)} \rho_{A}^{\alpha}] + \text{Tr}[\rho_{k}^{(2)}] \right). \quad (B3)
\]

The results of Fig. 5 show that the quantity \( E[\text{Tr}[\rho_{A}^{\alpha} \rho_{A}^{\beta}]] \) is negative and lowers the average purity. On the other hand, \( E[\text{Tr}[\rho_{A}^{\alpha}]] \) is clearly positive, being the trace of the square of an operator. The latter term then partially removes the effect of the negative one and makes \( \text{Tr}[\rho_{A}^{\alpha}] \approx \text{Tr}[\rho_{A}^{\beta}] \). On the other hand, independent copies are slightly more affected by the uncorrelated noise and \( \text{Tr}[\rho_{A}^{\alpha}] \approx \text{Tr}[\rho_{A}^{\beta}] \). The error is nonetheless small, since it is smaller than 10% even for 50% of randomness.

Appendix C: Monte Carlo simulation of random fields

As explained in the main text, hyperfine interactions with the nuclear spins result in the couplings \( \sum_{i} B_{k} \cdot \sigma \). The random effective fields \( B_{k} \) are assumed to be constant after each different ST-measurement required to get a single outcome. However, to get the necessary statistics to estimate \( \langle \mathbf{A} \rangle \) one has to repeat the experiment many times. Since each time the system is re-initialized, the corresponding random fields may be different. To study this kind of imperfections we perform the following Monte Carlo simulation

1. We generate the random fields \( B_{k}^{(c)} \) for different \( \alpha=x,y,z \), different sites \( k=1,\ldots,N \) and different copies \( c=1,\ldots,\alpha \) independently according to a Gaussian distribution, with zero mean and variance \( \sigma \).

2. We calculate, with exact numerical diagonalization, the quantum mechanical probability

\[
p = \sum_{\prod_{j} B_{j} \approx +1} \text{Tr} \left[ \prod_{j} \rho_{j}^{(c)} \prod_{l} \Pi_{l}^{(c)} \right],
\]


to get the outcome +1. In the above equation \( \rho=\rho_{1} \otimes \cdots \otimes \rho_{\alpha} \) where \( \rho_{j} \) is the ground state of the \( j \)-th copy with the random fields. In general therefore \( \rho_{i} \neq \rho_{j} \).

3. We generate a random number \( q \) in \([0,1]\). If \( q<p \) we say that the outcome of the sequence of projective measurements is +1, otherwise it is −1.

4. We repeat the steps 1, 2, 3 \( T \) times to estimate \( \langle \mathbf{P}_{(a-1,\alpha)} \cdots \mathbf{P}_{(12)} \rangle \), and then calculate \( S_{a} \).

5. We repeat the steps 1, 2, 3, 4 \( K \) times to calculate the average \( E[S_{a}] \) and the variance.

In the following figures we show the outcome of this procedure for \( N=10, x=1,\ldots,N/2 \) as a function of \( \sigma \), when \( K=T=100 \). The red lines correspond to the exact numerical calculation of \( S_{a} \) when \( \sigma=0 \).
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