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Abstract

This paper investigates a new spectrum sharing setting between unmanned aerial vehicle (UAV) and terrestrial wireless communication system, in which a cognitive/secondary UAV transmitter communicates with a ground secondary receiver (SR), in the presence of a number of primary terrestrial communication links that operate over the same frequency band. We exploit the UAV’s mobility in three-dimensional (3D) space to improve the cognitive communication performance while controlling the co-channel interference at the primary receivers (PRs). First, we consider the quasi-stationary UAV scenario, in which the UAV is positioned at a static position during the communication period of interest. In this case, we jointly optimize the UAV’s 3D position and power control to maximize the SR’s achievable rate, subject to the UAV’s altitude and transmit power constraints, and a set of interference temperature (IT) constraints at the PRs to protect their communications. Next, we consider the mobile UAV scenario, in which the UAV is dispatched to fly from an initial location to a final location within a given task period. We propose an efficient algorithm to maximize the SR’s average achievable rate over this period by jointly optimizing the UAV’s 3D trajectory and power control, subject to the additional UAV’s maximum flying speed as well as initial/final location constraints. Finally, numerical results are provided to validate the performance of the proposed designs under different setups, as compared to benchmark schemes. It is shown that in the quasi-stationary scenario the UAV should be positioned at its minimum altitude, while in the mobile scenario the UAV should adjust its altitude along with horizontal trajectory, to maximize the SR’s achievable rate under both scenarios.
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I. INTRODUCTION

With continuous technology advancement and cost reduction, unmanned aerial vehicles (UAVs) or drones have been more widely used in various applications, such as cargo delivery, aerial photography, surveillance, search and rescue, etc [2]. It is projected by Federal Aviation Administration (FAA) [3] that there will be around seven million UAVs in the United States only in 2020. With the explosively increasing number of UAVs, how to integrate them into future wireless networks to enable their bidirectional communications with the ground users/pilots has become a critical task to be tackled. On one hand, for emergency situations (e.g., after natural disaster) and temporary hotspots (e.g., stadium during a football match), UAVs can be employed as aerial wireless communication platforms (e.g., relays or base stations (BSs)) to provide data access, enhance coverage, and improve communication rates for ground users [4], [5]. On the other hand, for UAVs in various missions (e.g., cargo delivery), it is crucial to enable them as aerial mobile users to access existing wireless networks (e.g., cellular networks), in order to support not only secure, reliable, and low-latency remote command and control, but also high-capacity mission-related data transmission [6]–[8]. Therefore, UAV-assisted terrestrial communications [4] and network-connected UAV communications [7] have become two widely investigated paradigms for integrating UAVs into future wireless communication networks.

UAV communications are different from conventional terrestrial wireless communications in the following two main aspects. First, UAVs normally have strong line-of-sight (LoS) links with ground nodes, thus offering better channel conditions than terrestrial fading channels and even making it possible to predict channel state information (CSI) and hence communication performances at different UAV’s three-dimensional (3D) locations based on the ground nodes’ location information. Second, UAVs have fully controllable mobility in 3D, by exploiting which UAVs can adjust their altitude and horizontal location over time to optimize their communication performances with ground nodes.

In the literature, there are generally two lines of research that exploit the UAV mobility for communication performance optimization, namely the quasi-stationary UAV with 3D positioning optimization and the mobile UAV with 3D trajectory optimization, respectively. For the quasi-stationary scenario, the UAV is positioned at a static location over the communication period of
interest. This may practically correspond to a UAV communication platform that is connected by a cable/wire with a ground control platform (see, e.g., “flying cell-on-wings (COWs)” of AT&T [9] and “Air Masts” of Everything-Everywhere (EE: the UK’s largest mobile network operator) [10]). Substantial research efforts have been devoted to this research paradigm. For example, the works [11] and [12] optimized the UAV-BS’s altitude to maximize the coverage probability on the ground and minimize the system outage probability, respectively; while [13] and [14] optimized the UAV-BS’s 3D location to maximize the number of served ground users. Furthermore, [15] and [16] optimized multiple UAV-BSs’ locations to minimize the number of required UAV-BSs to cover a given area. In [17], the downlink coverage probability for a reference ground user was analyzed in the presence of multiple UAV-BSs. In addition, [18] investigated the optimal positioning of a UAV-relay to maximize the end-to-end throughput from a source to a destination by using a new LoS map based approach.

On the other hand, under the mobile UAV scenario, prior works have designed the UAV trajectory (i.e., 3D locations over time) jointly with communication scheduling and resource allocation for performance optimization. For example, when the UAV is employed as a mobile relay, the authors in [4] and [19] optimized the UAV-relay’s trajectory to maximize the end-to-end throughput and minimize the system outage probability, respectively. When UAVs are employed as cellular BSs, the authors in [5], [20]–[23] optimized the UAVs’ trajectories to maximize the achievable rates under different setups such as broadcast channel [5], [20], multicast channel [21], [22], and interference channel [23]. Furthermore, the UAV trajectory design was also investigated for other applications when the UAV is employed as an access point (AP) for wireless power transfer [24], wireless powered communication [25], and mobile edge computing [26]. In addition, when UAVs act as cellular users that perform tasks in a long range, the works [7] and [8] studied the UAV users’ trajectory design to minimize the mission completion time, subject to various communication connectivity constraints with ground BSs. In [27], an interference-aware path planning design was proposed for multiple UAV users, which aimed to achieve an optimal trade-off between energy efficiency, latency and interference caused by the UAVs to the ground network.

Despite the above research progress, existing works have mostly assumed that the UAV communications are operated over dedicated frequency bands. Nevertheless, due to the scarcity of wireless spectrum, it is practically difficult to allocate dedicated spectrum to new UAV communications. To address this challenge and motivated by the technique advancement of spectrum sharing in cognitive radio (CR) [28], a viable solution is to allow UAVs to operate as
cognitive or secondary communication nodes to access the spectrum that is originally allocated to existing (primary) terrestrial wireless communication networks (see, e.g., [29]). For instance, in the UAV-assisted terrestrial communication (or network-connected UAV communication) as shown in Fig. 1(a) (Fig. 1(b)), the UAV-BS (UAV user) can communicate with its associated ground user (ground BS) in the downlink (uplink), by using the same frequency bands that are allocated to the nearby cells. However, this also induces a new interference issue to be tackled [6], [30]–[32]. In particular, the UAV-to-ground communication may cause severe interference to primary receivers (PRs) (e.g., ground users and BSs in the nearby cells shown in Fig. 1(a) and Fig. 1(b), respectively), due to the UAV-to-ground LoS dominated channels. As a result, how to maximize the UAV communication throughput while effectively mitigating the air-to-ground (A2G) co-channel interference to the primary communication system is an important and yet challenging problem that calls for innovative solutions. It is worth noting that there have been some initial studies on A2G interference mitigation for network-connected UAV in the literature [33]–[35], which, however, only considered the case of a static UAV user. By leveraging the UAV’s controllable mobility, in this paper, we propose a new approach to tackle this problem, which jointly optimizes the UAV’s 3D positioning or trajectory (for the quasi-stationary and mobile UAV scenarios, respectively) and CR-based interference-aware transmit power control to achieve the maximum throughput of UAV-to-ground secondary communication, while controlling the interference to existing primary ground receivers below a tolerable level.

For the purpose of exposition, this paper considers a spectrum sharing system where a cognitive/secondary UAV transmitter communicates with a ground secondary receiver (SR), in the presence of a number of primary terrestrial communication links that operate over the same frequency band. Under this setup, we adopt the interference temperature (IT) technique in CR
to protect the primary communications, so that the received power at each PR cannot exceed a prescribed IT threshold. The main results of this paper are summarized as follows.

- First, we consider the quasi-stationary UAV scenario, in which the UAV is positioned at an optimized position that is fixed during the communication period of interest. We jointly optimize the UAV’s 3D position and transmit power to maximize the SR’s achievable rate, subject to the UAV’s flight altitude and transmit power constraints, and a set of IT constraints at the PRs. The joint 3D positioning and power optimization problem is non-convex and difficult to be optimally solved in general. To tackle this challenge, we first prove that the UAV should be positioned at the lowest altitude at the optimality. Building upon this, we further use the semi-definite relaxation (SDR) technique to obtain the UAV’s optimal horizontal location and transmit power.

- Next, we consider the mobile UAV scenario, in which the UAV is dispatched to fly from an initial location to a final location during a particular task period. We maximize the SR’s average achievable rate over this period by jointly optimizing the UAV’s 3D trajectory and transmit power over time, subject to the UAV’s maximum flying speed, altitude, and transmit power constraints, as well as the PRs’ IT constraints. Due to the time-dependent UAV trajectory variables, this problem is more involved and thus more difficult to be solved as compared to that in the quasi-stationary scenario. To tackle this problem, we propose an efficient algorithm that ensures a locally optimal solution by applying the technique of successive convex approximation (SCA).

- Finally, numerical results are presented to validate the performance of our proposed cognitive UAV communication designs, as compared to other benchmark schemes, for both the quasi-stationary and mobile scenarios. Specifically, it is shown that in the mobile scenario, the UAV needs to adaptively adjust its altitude together with horizontal location over time to balance the trade-off between maximizing the SR’s rate versus minimizing the interference with PRs. This is in a sharp contrast to the quasi-stationary scenario, where it is shown that the UAV should always be positioned at its lowest altitude at the optimality.

The remainder of this paper is organized as follows. Section II introduces the system model of the cognitive UAV communication system and formulates the optimization problems of our interest. Section III presents the optimal solution to the joint 3D positioning and power control problem in the quasi-stationary UAV scenario. Section IV proposes an efficient algorithm to obtain a locally optimal solution to the joint 3D trajectory and power optimization problem in the mobile UAV scenario. Section V provides numerical results to demonstrate the efficacy of
our proposed designs versus benchmark schemes. Finally, Section VI concludes this paper.

**Notations:** In this paper, scalars are denoted by italic letters, vectors and matrices are denoted by bold-face lower-case and upper-case letters, respectively. $\mathbb{R}^{x \times y}$ denotes the space of $x \times y$ real-valued matrices. For a square matrix $M$, $\text{Tr}(M)$, $\text{det}(M)$, and $\text{rank}(M)$ represent its trace, determinant, and rank, respectively, while $M \succeq 0$ ($M \preceq 0$) means that $M$ is positive (negative) semi-definite. $I$ and $0$ denote an identity matrix and an all-zero matrix with proper dimensions, respectively. For a vector $a$, $\|a\|$ represents its Euclidean norm, $a^T$ denotes its transpose, and $\text{diag}(a)$ denotes a diagonal matrix whose diagonal elements are specified by $a$. For a time-dependent function $x(t)$, $\dot{x}(t)$ denotes its first derivative with respect to time $t$. The notation $\log_2(\cdot)$ denotes the logarithm function with base 2, and $e$ denotes the natural constant.

## II. System Model

As shown in Fig. 1, we consider a new spectrum sharing scenario for UAV communications, where a cognitive/secondary UAV transmitter communicates with a ground SR, in the presence of a set of $K \geq 1$ primary users that operate over the same frequency band. Let $\mathcal{K} \triangleq \{1, \ldots, K\}$ denote the set of ground PRs. We focus on the cognitive UAV communication over a particular mission period, denoted by $\mathcal{T} = [0, T]$, with duration $T > 0$ in second (s). Without loss of generality, we consider a 3D coordinate system with the SR located at the origin $(0, 0, 0)$ and each PR $k \in \mathcal{K}$ at a fixed location $(x_k, y_k, 0)$, where $\mathbf{w}_k = (x_k, y_k) \in \mathbb{R}^{2 \times 1}$ denotes the horizontal location of PR $k$. It is assumed that the UAV perfectly knows the locations of the ground SR and PRs a-priori to facilitate the joint maneuver and power control design. In the following, we consider the 3D positioning optimization and 3D trajectory optimization (jointly with power control) for quasi-stationary and mobile UAV scenarios, respectively.

### A. Quasi-Stationary UAV Scenario

First, we consider the quasi-stationary UAV scenario, in which the UAV is positioned at a fixed location $(x, y, z)$ (to be optimized later) over the communication period $T$. For notational convenience, let $\mathbf{q} = (x, y)$ and $z$ denote the UAV’s horizontal location and altitude, respectively. Accordingly, the distances from the UAV to the SR and each PR $k \in \mathcal{K}$ are given by $d(\mathbf{q}, z) = \sqrt{z^2 + \|\mathbf{q}\|^2}$ and $d_k(\mathbf{q}, z) = \sqrt{z^2 + \|\mathbf{q} - \mathbf{w}_k\|^2}$, respectively. Furthermore, let $H_{\text{min}} > 0$ and $H_{\text{max}} > 0$ denote the minimum and maximum flight altitudes of the UAV, respectively. Then we have $H_{\text{min}} \leq z \leq H_{\text{max}}$. 
In practice, A2G wireless channels are normally dominated by the LoS link. Similarly as in prior works [4], [5], [37], we consider the free-space path-loss model for the wireless channels from the UAV to the SR and the PRs. As a result, the channel power gains from the UAV to the SR and each PR \( k \in \mathcal{K} \) are respectively expressed as

\[
\begin{align*}
    h(q, z) &= \beta_0 d^{-2}(q, z) = \frac{\beta_0}{z^2 + \|q\|^2}, \\
    g_k(q, z) &= \beta_0 d^{-2}_k(q, z) = \frac{\beta_0}{z^2 + \|q - w_k\|^2},
\end{align*}
\]

where \( \beta_0 \) denotes the channel power gain at the reference distance of \( d_0 = 1 \) m. Accordingly, by letting \( p \geq 0 \) denote the transmit power of the UAV, the maximum achievable rate from the UAV to the SR in bits/second/Hertz (bps/Hz) is given by

\[
R(p, q, z) = \log_2 \left( 1 + \frac{h(q, z)p}{\sigma^2} \right) = \log_2 \left( 1 + \frac{\eta_0 p}{z^2 + \|q\|^2} \right), \tag{1}
\]

where \( \sigma^2 \) denotes the noise power at the SR receiver, and \( \eta_0 \triangleq \frac{\beta_0}{\sigma^2} \) denotes the reference signal-to-noise ratio (SNR). Note that \( \sigma^2 \) also includes the ground interference from primary transmitters (PTs). Let \( P > 0 \) denote the maximum transmit power at the UAV. We thus have \( 0 \leq p \leq P \).

Under spectrum sharing, the secondary UAV communication introduces A2G co-channel interference to the ground PRs, and the resultant interference power at each PR \( k \in \mathcal{K} \) is given by

\[
Q_k(p, q, z) = g_k(q, z)p = \frac{\beta_0 p}{z^2 + \|q - w_k\|^2}.
\]

In order to protect the primary communications, we apply the IT technique that is widely adopted in the CR literature (see, e.g., [36]), such that the received interference power \( Q_k(p, q, z) \) at each PR \( k \) cannot exceed a maximum threshold, denoted by \( \Gamma \geq 0 \). We thus have \( \beta_0 p / (z^2 + \|q - w_k\|^2) \leq \Gamma, \forall k \in \mathcal{K} \). Note that in order to satisfy such IT constraints, the cognitive UAV transmitter needs to know the CSI with the SR and that with the PRs. Under our considered setup with LoS channels, such information can be easily obtained by acquiring these nodes’ locations.

In the quasi-stationary UAV scenario, our objective is to maximize the SR’s achievable rate (i.e., \( R(p, q, z) \)), by jointly optimizing the UAV’s 3D positioning location \( q \) and \( z \), and transmit
power $p$. The problem is formulated as

$$\max_{p,q,z} \log_2 \left(1 + \frac{\eta_0 p}{z^2 + \|q\|^2}\right)$$

s.t. $H_{\text{min}} \leq z \leq H_{\text{max}}$  \hspace{1cm} (2)

$$0 \leq p \leq P$$  \hspace{1cm} (3)

$$\frac{\beta_0 p}{z^2 + \|q - w_k\|^2} \leq \Gamma, \; \forall k \in K.$$  \hspace{1cm} (4)

Due to the monotonic increasing property of the $\log_2(\cdot)$ function, the above problem is equivalent to maximizing the SR’s received SNR, i.e.,

$$(P1): \max_{p,q,z} \frac{p}{z^2 + \|q\|^2}$$

s.t. (2)–(4),

where the constant $\eta_0$ is omitted at the objective function without loss of optimality. Note that problem (P1) is non-convex, as the objective function is non-concave and the constraints in (4) are non-convex. Therefore, this problem is generally difficult to be solved optimally. We will tackle this problem in Section III.

B. Mobile UAV Scenario

Next, we consider the mobile UAV scenario, in which the UAV flies freely in the 3D space during the mission period $T$, subject to pre-determined initial and final locations. Suppose that the UAV has a time-varying 3D location $(\hat{x}(t), \hat{y}(t), \hat{z}(t))$ at time instant $t \in T$, where $\hat{q}(t) = (\hat{x}(t), \hat{y}(t))$ denotes the horizontal UAV location, and $\hat{z}(t)$ denotes the flight altitude. Specifically, the UAV’s initial and final horizontal locations are given as $\hat{q}_I = (x_I, y_I)$ and $\hat{q}_F = (x_F, y_F)$, and the corresponding altitudes are $\hat{z}_I$ and $\hat{z}_F$, respectively. It is assumed that the initial and final altitudes correspond to the UAV’s minimum altitude, i.e., $\hat{z}_I = \hat{z}_F = H_{\text{min}}$. Let $\hat{V}_H$, $\hat{V}_A$ and $\hat{V}_D$ denote the UAV’s maximum horizontal speed, vertical ascending speed, and vertical descending speed in meters/second (m/s), respectively (e.g., $\hat{V}_H = 26$ m/s, $\hat{V}_A = 6$ m/s, and $\hat{V}_D = 4$ m/s for DJI’s Inspire 2 drones [38]). Then we obtain the UAV’s flying speed constraints as $\sqrt{\dot{x}^2(t) + \dot{y}^2(t)} \leq \hat{V}_H, -\hat{V}_D \leq \dot{z}(t) \leq \hat{V}_A, \forall t \in T$. Notice that in this case, the minimum required time duration for the UAV to fly from the initial location to the final location is $T_{\text{min}} \triangleq \|\hat{q}_F - \hat{q}_I\}/\hat{V}_H$. Therefore, we must have $T \geq T_{\text{min}}$ in order for the UAV trajectory design to be feasible. For ease of exposition, we discretize the communication period $T$ into $N$ time slots each with equal duration $\delta_t = T/N$, where $N$ is chosen to be sufficiently large such that the
UAV location can be assumed to be approximately constant within each time slot. Accordingly, let $q[n] = (x[n], y[n])$ and $z[n]$ denote the UAV’s horizontal location and altitude at time slot $n \in \mathcal{N} \triangleq \{1, \ldots, N\}$. Define $V_H = \hat{V}_H \delta_t$, $V_A = \hat{V}_A \delta_t$, and $V_D = \hat{V}_D \delta_t$. As a result, we have the following constraints on the UAV trajectory:

\[
\|q[n] - q[n-1]\| \leq V_H, \forall n \in \mathcal{N}\setminus\{1\},
\]

\[
-V_D \leq z[n] - z[n-1] \leq V_A, \forall n \in \mathcal{N}\setminus\{1\},
\]

\[
q[1] = \hat{q}_I, \ q[N] = \hat{q}_F, \ z[1] = H_{\min}, \ z[N] = H_{\min}.
\]

Furthermore, let $p[n]$ denote the transmit power of the UAV at time slot $n$, where $0 \leq p[n] \leq P$, $\forall n \in \mathcal{N}$. Accordingly, the achievable rate from the UAV to the SR in bps/Hz in this slot is expressed as $R(p[n], q[n], z[n])$ in (1). In addition, at each time slot $n \in \mathcal{N}$, the UAV’s resultant interference power at each PR $k$ cannot exceed the IT threshold $\Gamma$, i.e.,

\[
\frac{\beta_0 p[n]}{z^2[n] + \|q[n] - w_k\|^2} \leq \Gamma, \ \forall n \in \mathcal{N}, k \in \mathcal{K}.
\]

Our objective is to maximize the SR’s average achievable rate (i.e., $\frac{1}{N} \sum_{n=1}^{N} R(p[n], q[n], z[n])$) by optimizing the UAV’s time-varying 3D locations (or trajectory) $\{q[n], z[n]\}$, and the transmit power allocation $\{p[n]\}$. Therefore, the problem of our interest is formulated as

\[
(P2): \max_{\{p[n], q[n], z[n]\}} \frac{1}{N} \sum_{n=1}^{N} \log_2 \left(1 + \frac{\eta_0 p[n]}{z^2[n] + \|q[n]\|^2}\right)
\]

\[
s.t. \quad \|q[n] - q[n-1]\| \leq V_H, \forall n \in \mathcal{N}\setminus\{1\} \quad (5)
\]

\[-V_D \leq z[n] - z[n-1] \leq V_A, \forall n \in \mathcal{N}\setminus\{1\} \quad (6)
\]

\[
q[1] = \hat{q}_I, \ q[N] = \hat{q}_F, \ z[1] = H_{\min}, \ z[N] = H_{\min} \quad (7)
\]

\[
H_{\min} \leq z[n] \leq H_{\max}, \ \forall n \in \mathcal{N} \quad (8)
\]

\[
0 \leq p[n] \leq P, \ \forall n \in \mathcal{N} \quad (9)
\]

\[
\frac{\beta_0 p[n]}{z^2[n] + \|q[n] - w_k\|^2} \leq \Gamma, \ \forall n \in \mathcal{N}, k \in \mathcal{K}. \quad (10)
\]

Here, (5) denotes the UAV’s maximum horizontal speed constraints, (6) denotes its maximum vertical ascending and descending speed constraints, (7) specifies the constraints on its initial and final locations, (8) denotes its flight altitude constraints, (9) denotes its maximum transmit power constraint, and (10) denotes the PRs’ IT constraints. Note that problem (P2) is non-convex, which is even more difficult to be solved than (P1) due to the involvement of time-varying optimization variables. We will propose an efficient algorithm to solve (P2) sub-optimally in Section IV.
III. JOINT 3D POSITIONING AND TRANSMIT POWER OPTIMIZATION IN QUASI-STATIONARY UAV SCENARIO

In this section, we derive the solution to the joint 3D positioning and transmit power optimization problem (P1) in the quasi-stationary UAV scenario. In the following, we first consider a simplified problem of (P1) with UAV’s horizontal location being given to draw some useful insights. Next, we derive the UAV’s optimal altitude for (P1) and then apply the SDR technique to obtain the UAV’s optimal horizontal location and transmit power solution to (P1). Finally, we consider a special case of (P1) with only $K = 1$ PR, for which the closed-form optimal solution is obtained to draw further insights.

A. Simplified Problem Given UAV’s Horizontal Location

First, in order to gain design insights, we consider a simplified case when the UAV’s horizontal location $q$ is given a-priori. In this case, the original problem (P1) is simplified as

$$(P3): \max_{p,z} \frac{p}{z^2 + \|q\|^2}$$

s.t. \( \frac{\beta_0 p}{z^2 + \|q - w_{\tilde{k}(q)}\|^2} \leq \Gamma, \ \forall k \in K \) \hspace{1cm} (11)

Let $\tilde{k}(q) = \arg\min_{k \in K} \|q - w_k\|$ denote the PR that is closest to the UAV in the horizontal direction. Then it is evident that the IT constraints for the $K$ PRs in (11) are satisfied as long as that for the $\tilde{k}(q)$-th PR is ensured. Notice that if $\tilde{k}(q)$ is not unique, i.e., the UAV has the same shortest distance with two or more PRs, then we can simply choose any one of these PRs as $\tilde{k}(q)$ without loss of optimality. Accordingly, the IT constraints in (11) can be reduced to

$$\frac{\beta_0 p}{z^2 + \|q - w_{\tilde{k}(q)}\|^2} \leq \Gamma. \hspace{1cm} (12)$$

Then, we have the following proposition.

**Proposition 3.1**: The optimal solution to (P3), denoted by $z^*(q)$ and $p^*(q)$, is given as follows.

- **Case 1**: If $\|q - w_{\tilde{k}(q)}\| < \|q\|$ (i.e., the UAV is closer to PR $\tilde{k}(q)$ than the SR), then the optimal altitude is $z^*(q) = \min(H_{\max}, \max(\frac{\beta_0 p}{\Gamma} - \|q - w_{\tilde{k}(q)}\|^2, H_{\min}))$, and the optimal transmit power is $p^*(q) = \min(\frac{\Gamma}{\beta_0}(H_{\max}^2 + \|q - w_{\tilde{k}(q)}\|^2), P)$.

- **Case 2**: If $\|q - w_{\tilde{k}(q)}\| > \|q\|$ (i.e., the UAV is closer to the SR than PR $\tilde{k}(q)$), then the optimal altitude is $z^*(q) = H_{\min}$, and the optimal transmit power is $p^*(q) = \min(\frac{\Gamma}{\beta_0}(H_{\min}^2 + \|q - w_{\tilde{k}(q)}\|^2), P)$.
• **Case 3:** If \( \| q - w_{\hat{k}(q)} \| = \| q \| \) (i.e., the UAV has the same distance with the SR and PR \( \hat{k}(q) \)), then the optimal altitude \( z^*(q) \) is non-unique and can be chosen as any value between \( H_{\text{min}} \) and \( \min(H_{\text{max}}, \max(\sqrt{\frac{2\rho P}{\Gamma}}, H_{\text{min}})) \). In this case, the optimal transmit power is \( p^*(q) = \min(\frac{\Gamma}{2\rho}(z^*(q) + \| q - w_{\hat{k}(q)} \|^2), P) \).

**Proof:** See Appendix A.

---

**B. Proposed Solution to (P1)**

Next, we consider the original problem (P1), for which we use \( q^*, z^* \), and \( p^* \) to denote the optimal solution. We first present the following lemma.

**Lemma 3.1:** At the optimal solution to (P1), the UAV must be positioned no closer to any of the PRs than the SR, i.e., \( \| q^* - w_k \| \geq \| q^* \|, \forall k \in K. \)

**Proof:** See Appendix B.

Then, we have the following proposition for the optimal UAV’s altitude.

**Proposition 3.2:** \( z^* = H_{\text{min}} \) is optimal for problem (P1), i.e., it is optimal to position the UAV at its lowest altitude.

**Proof:** Given UAV’s horizontal location \( q \) as \( q^* \), the optimal altitude solution \( z^*(q^*) \) to problem (P3) is identical to \( z^* \) to problem (P1). It follows from Lemma 3.1 that \( \| q^* \| \leq \| q^* - w_{\hat{k}(q^*)} \| \) must hold. By using this fact together with Cases 2 and 3 in Proposition 3.1, we have \( z^*(q^*) = H_{\text{min}} \). As a result, it follows that \( z^* = z^*(q^*) = H_{\text{min}} \). This proposition is thus proved.

**Remark 3.1:** It is interesting to compare Proposition 3.2 versus Proposition 3.1. It is observed from Proposition 3.2 that when the UAV’s horizontal location is at the optimal point, the UAV should accordingly stay at its lowest altitude. This is in a sharp contrast to Proposition 3.1, which shows that if the UAV’s horizontal location is fixed at any given point, then it is generally necessary for the UAV to adaptively adjust its altitude depending on its horizontal distances with the SR and the PRs, in order to maximize the SR’s achievable rate subject to the PRs’ IT constraints. In particular, when the UAV’s horizontal location is closer to any PR than the SR, Proposition 3.1 shows that the UAV may need to ascend to a higher altitude to achieve the best cognitive communication rate. This implies that if the UAV has to fly over an area with

\[ \sum_{k \in K} |q - w_k| \geq \| q \| \]

1Lemma 3.1 essentially reduces the set that contains the optimal horizontal location \( q^* \) from \( \mathbb{R}^{2 \times 1} \) to a smaller convex set, which is the intersection of \( K \) half-spaces each specified by the inequality \( \| q^* - w_k \| \geq \| q^* \| \) for PR \( k \). However, how to search \( q^* \) in this convex set is still challenging as shown next.
distributed PRs (e.g., for certain long-range tasks), then adjusting its flight altitude (together with horizontal location) becomes crucial for achieving the maximum cognitive UAV communication rate, especially when the UAV has to visit certain locations closer to some PRs than the SR during the flight. This result will be exploited for the 3D trajectory design in the mobile UAV scenario later.

Next, it remains for us to find the optimal solution of $p$ and $q$ to problem (P1). By substituting $z = z^* = \sqrt{H_{\text{min}}}$ and introducing an auxiliary value $\tau$, problem (P1) is re-expressed as

$$\text{(P4):} \quad \max_{\tau, p, q} \tau$$

s.t. $\|q\|^2 \leq \frac{p}{\tau} - \sqrt{H_{\text{min}}^2}$ \hspace{1cm} (13)

$\|q - w_k\|^2 \geq \frac{\beta_0 p}{\Gamma} - \sqrt{H_{\text{min}}^2}, \quad \forall k \in \mathcal{K}$ \hspace{1cm} (14)

$0 \leq p \leq P.$ \hspace{1cm} (15)

However, problem (P4) is still non-convex\(^2\), as constraint (13) is non-convex due to the coupling between $p$ and $\tau$, and the constraints in (14) are non-convex quadratic constraints.

First, we deal with the non-convex quadratic constraints in (14) by using the SDR technique. Towards this end, we first equivalently recast (P4) as the following problem (P4.1) with homogeneous quadratic terms by introducing an auxiliary variable $\theta$.

$$\text{(P4.1):} \quad \max_{\tau, p, q, \theta} \tau$$

s.t. $(q, \theta)^T A(q, \theta) \leq \frac{p}{\tau} - \sqrt{H_{\text{min}}^2}$ \hspace{1cm} (16)

$(q, \theta)^T B_k(q, \theta) \geq \frac{\beta_0 p}{\Gamma} - \sqrt{H_{\text{min}}^2}, \quad \forall k \in \mathcal{K}$ \hspace{1cm} (17)

$\theta^2 = 1$ \hspace{1cm} (18)

where $A \triangleq \text{diag}((1, 1, 0)) \in \mathbb{R}^{3 \times 3}$ and $B_k \triangleq \begin{bmatrix} I & -w_k^T \\ -w_k & \|w_k\|^2 \end{bmatrix} \in \mathbb{R}^{3 \times 3}, \quad \forall k \in \mathcal{K}$.

\(^2\)Notice that given $q$, (P4) is a linear programming (LP) over $\tau$ and $p$, thus can be optimally solved; nevertheless, the key challenge here is to jointly optimize all variables, which renders (P4) a non-convex problem.
Then, by introducing $s = (q, \theta) \in \mathbb{R}^{3 \times 1}$ and $S = ss^T \in \mathbb{R}^{3 \times 3}$, with $S \succeq 0$ and rank$(S) \leq 1$, problem (P4.1) is further reformulated as

\[
(P4.2): \max_{\tau, p, S} \tau
\]

s.t. \(\text{Tr}(AS) \leq \frac{p}{\tau} - H_2^{\min}\) \hspace{1cm} (19)
\[
\text{Tr}(B_kS) \geq \frac{\beta_0 p}{\Gamma} - H_2^{\min}, \quad \forall k \in K \quad \text{(20)}
\]
\[
\text{Tr}(CS) = 1 \quad \text{(21)}
\]
\[
\text{rank}(S) \leq 1 \quad \text{(22)}
\]
\[
S \succeq 0 \quad \text{(23)}
\]

(15).

where \(C \triangleq \text{diag}((0, 0, 1))\). Notice that the rank constraint in (22) is non-convex. To address this issue, we relax problem (P4.2) by dropping this rank constraint, and denote the relaxed problem of (P4.2) as (P4.3).

Next, we consider problem (P4.3). Although constraint (19) is non-convex due to the coupling between \(p\) and \(\tau\), problem (P4.3) can be solved by equivalently solving the following feasibility problems (P4.4.\(\tau\)) under any given \(\tau \geq 0\), together with a bisection search over \(\tau\).

\[
(P4.4.\tau): \text{Find } p, S
\]

s.t. (15), (19), (20), (21), and (23).

In particular, suppose that the optimal solution of \(\tau\) to (P4.3) is denoted by \(\tau^*\). Then, under any given \(\tau \geq 0\), if problem (P4.4.\(\tau\)) is feasible, then we have \(\tau \leq \tau^*\); otherwise, we have \(\tau > \tau^*\). Therefore, we can solve (P4.3) by using the bisection search over \(\tau \geq 0\), and checking the feasibility of problem (P4.4.\(\tau\)) under any given \(\tau \geq 0\). Notice that under any given \(\tau \geq 0\), problem (P4.4.\(\tau\)) is a semi-definite program (SDP) that is convex, and thus can be optimally solved by using standard convex optimization techniques, such as the interior point method [39]. With the obtained \(\tau^*\), suppose that the corresponding feasible/optimal solution to problem (P4.4.\(\tau\)) is \(p^*(\tau)\) and \(S^*(\tau)\). Accordingly, they are also the optimal solution to problem (P4.3), denoted by \(p^*\) and \(S^*\).

Now, it still remains to construct the optimal solution to (P4.2), or equivalently (P4.1) and (P4). In particular, if rank$(S^*) \leq 1$, then the SDR is tight. In this case, the solution of \(p^*\) and \(S^*\) are also the optimal solution to (P4.2). By performing the eigenvalue decomposition
(EVD) for \( S^* \), we can obtain the optimal solution \( s^* = (q^*, \theta^*) \) to (P4.1) and (P4) as the dominant eigenvector of \( S^* \). Accordingly, \( p^* \) is also the optimal solution of \( p \) to (P4.1) and (P4). However, if \( \text{rank}(S^*) > 1 \), then we need to construct a rank-one solution of \( S \) to (P4.2) via additional processing such as the Gaussian randomization procedure that is widely adopted in the SDR literature (see, e.g., [40]). Fortunately, in our simulations with randomly generated PRs’ locations, the optimal solution of \( S^* \) to problem (P4.3) is always rank-one. Therefore, the Gaussian randomization procedure is not required in general. More specifically, we can rigorously prove that the optimal solution of \( S^* \) to (P4.3) is rank-one in the following special case.

**Proposition 3.3:** When the \( K \) PRs are located at the same side of the SR (e.g., \( x_k \geq 0 \), \( \forall k \in \mathcal{K} \), and there exists at least one PR \( \bar{k} \in \mathcal{K} \) with \( x_{\bar{k}} > 0 \))\(^3\), it follows that the optimal solution \( S^* \) to (P4.3) is always rank-one.

**Proof:** See Appendix C.

Therefore, the solution to (P4) is finally obtained as \( p^* \) and \( q^* \). By combining them together with \( z^* = H_{\min} \), problem (P1) is solved.

**C. Special Case with \( K = 1 \) PR**

In this subsection, we consider the special case of (P1) with \( K = 1 \) PR and derive the closed-form optimal solution to gain additional insights. In this case, by substituting \( z = z^* = H_{\min} \), problem (P1) is simplified as

\[
(P5): \max_{p, q} \frac{p}{H_{\min}^2 + \|q\|^2} \quad \text{s.t.} \quad \frac{\beta_0 p}{H_{\min}^2 + \|q - w_1\|^2} \leq \Gamma \tag{24}
\]

For (P5), we first have the following lemma.

**Lemma 3.2:** Under any feasible \( p \), the optimal solution of \( q \) to problem (P5) is given by \( q = -a \frac{w_1}{\|w_1\|} \), where \( a \geq 0 \) denotes the horizontal distance between the UAV and the SR.

**Proof:** See Appendix D.

From Lemma 3.2, it is evident that at the optimality, the UAV should be positioned above a point at the PR’s opposite direction along the line connecting the SR and the PR, in order to

\(^3\)Other cases when the \( K \) PRs are located at the same side of the SR include: a. \( x_k \leq 0 \), \( \forall k \in \mathcal{K} \), and there exists at least one PR \( \bar{k} \in \mathcal{K} \) with \( x_{\bar{k}} < 0 \); b. \( y_k \geq 0 \), \( \forall k \in \mathcal{K} \), and there exists at least one PR \( \bar{k} \in \mathcal{K} \) with \( y_{\bar{k}} > 0 \); and c. \( y_k \leq 0 \), \( \forall k \in \mathcal{K} \), and there exists at least one PR \( \bar{k} \in \mathcal{K} \) with \( y_{\bar{k}} < 0 \).
minimize the interference to the PR. By substituting \( q = -a \frac{w_1}{\|w_1\|} \), problem (P5) is re-expressed as

\[
(P5.1): \quad \max_{p,a \geq 0} p \frac{H_{2\min}^2 + a^2}{\frac{\beta_0 p}{H_{2\min}^2 + (a + \|w_1\|)^2} \leq \Gamma}
\]

(25)

For convenience, we define \( p_1 \triangleq \frac{\Gamma}{\beta_0} (\|w_1\|^2 + H_{2\min}^2) \), which denotes the UAV’s maximally allowable power for the IT constraint (24) to be feasible, when the UAV is located exactly above the SR at \((0,0,H_{2\min})\). Then, we have the following proposition.

**Proposition 3.4:** The optimal solution of \( p \) to problem (P5.1) is given by \( p^* = \min(P, \tilde{p}^*) \), where

\[
\tilde{p}^* \triangleq \frac{\Gamma}{\beta_0} \left( \frac{\|w_1\| + \sqrt{\|w_1\|^2 + 4H_{2\min}^2}}{4} + H_{2\min}^2 \right)^2.
\]

(26)

Accordingly, the optimal solution of \( a \) to problem (P5.1) is given as

\[
a^* = \begin{cases} 
\tilde{a}^* & \text{if } P > \tilde{p}^*, \\
\sqrt{\frac{3\beta_0 P}{4} - \|w_1\|^2} - H_{2\min}^2 - \|w_1\| & \text{if } p_1 \leq P \leq \tilde{p}^*, \\
0 & \text{if } P < p_1.
\end{cases}
\]

(27)

**Proof:** See Appendix E. □

By combining Proposition 3.4 and Lemma 3.2, the optimal solution to problem (P5) is finally obtained as \( p^* \) and \( q^* = -a^* \frac{w_1}{\|w_1\|} \).

Proposition 3.4 provides interesting insights on the optimal horizontal location and transmit power solution to problem (P5). Firstly, when the maximum transmit power \( P \) is sufficiently large, the UAV should transmit at an optimized power \( \tilde{p}^* \) in (26) and be positioned at an optimized horizontal location with distance \( \tilde{a}^* \) given in (27) from the SR. Notice that \( \tilde{a}^* \) is only dependent on \( \|w_1\| \) and \( H_{2\min} \) but irrelevant to \( P \); as \( H_{2\min} \) increases and/or \( \|w_1\| \) decreases, \( \tilde{a}^* \) becomes larger and thus the UAV needs to be positioned further away from the SR for maximizing the SR’s achievable rate subject to the IT constraint. Furthermore, when \( P \) becomes smaller with \( P \leq \tilde{p}^* \), the UAV should transmit at the full power \( P \) and be positioned at a horizontal location closer to the SR. In addition, if \( P \) becomes sufficiently small with \( P < p_1 \), then the UAV should be positioned exactly above the SR and transmit with full power \( P \).
IV. JOINT 3D TRAJECTORY AND TRANSMIT POWER OPTIMIZATION IN MOBILE UAV SCENARIO

In this section, we consider the joint UAV 3D trajectory and transmit power optimization problem (P2) in the mobile UAV scenario. To tackle this problem, we use the SCA technique to obtain a locally optimal solution.

To facilitate the implementation of SCA, we first obtain the optimal transmit power levels under any given feasible UAV trajectory \( \{q[n], z[n]\} \), for which the problem is expressed as

\[
(P6): \max_{\{p[n]\}} \frac{1}{N} \sum_{n=1}^{N} \log_2 \left( 1 + \frac{\eta_0 p[n]}{z^2[n] + \|q[n]\|^2} \right)
\]

s.t. \( 0 \leq p[n] \leq P, \forall n \in \mathcal{N} \) \hspace{1cm} (28)

\[
\frac{\beta_0 p[n]}{z^2[n] + \|q[n]\|^2} \leq \Gamma, \forall n \in \mathcal{N}, k \in \mathcal{K}.
\]

(29)

It is easy to show that problem (P6) can be decomposed into the following \( N \) subproblems each for one slot \( n \in \mathcal{N} \), for which the coefficient \( 1/N \) is ignored for brevity.

\[
(P6.1.n): \max_{p[n] \geq 0} \log_2 \left( 1 + \frac{\eta_0 p[n]}{z^2[n] + \|q[n]\|^2} \right)
\]

s.t. \( p[n] \leq \min \left( P, \min_{k \in \mathcal{K}} \frac{\Gamma}{\beta_0} (z^2[n] + \|q[n] - w_k\|^2) \right) \) \hspace{1cm} (30)

It is evident that the optimality of problem (P6.1.n) is attained when constraint (30) is tight. Therefore, we have the optimal solution to (P6.1.n)’s and (P6) as

\[
p[n] = \min \left( P, \min_{k \in \mathcal{K}} \frac{\Gamma}{\beta_0} (z^2[n] + \|q[n] - w_k\|^2) \right), \forall n \in \mathcal{N}.
\]

(31)

By substituting (31) into the objective function of (P2), problem (P2) is reformulated as

\[
(P7): \max_{\{q[n], z[n]\}} \frac{1}{N} \sum_{n=1}^{N} \log_2 \left( 1 + \frac{\min \left( P, \min_{k \in \mathcal{K}} \frac{\Gamma}{\beta_0} (z^2[n] + \|q[n] - w_k\|^2) \right)}{z^2[n] + \|q[n]\|^2} \right)
\]

s.t. \( \|q[n] - q[n-1]\| \leq V_H, \forall n \in \mathcal{N}\backslash\{1\} \) \hspace{1cm} (32)

\[-V_D \delta_t \leq z[n] - z[n-1] \leq V_A, \forall n \in \mathcal{N}\backslash\{1\} \]

(33)

\[q[1] = \hat{q}_I, q[N] = \hat{q}_F, z[1] = H_{min}, z[N] = H_{min} \]

(34)

\[H_{min} \leq z[n] \leq H_{max}, \forall n \in \mathcal{N}. \]

(35)
Next, to solve problem (P7), we introduce two sets of auxiliary variables \( \{\alpha_1[n]\}_{n=1}^N \) and \( \{\alpha_2[n]\}_{n=1}^N \), and define \( \tilde{R}(\alpha_1[n], \alpha_2[n]) = \log_2(1 + \eta_0\alpha_1[n]/\alpha_2[n]). \) Accordingly, we reformulate problem (P7) as

\[
(P7.1): \max_{\{q[n], z[n], \alpha_1[n], \alpha_2[n]\}} \frac{1}{N} \sum_{n=1}^{N} \tilde{R}(\alpha_1[n], \alpha_2[n])
\]

\[
\text{s.t. } 0 \leq \alpha_1[n] \leq P, \ \forall n \in \mathcal{N}
\]

\[
\alpha_1[n] \leq \frac{\Gamma}{\beta_0} (z^2[n] + \|q[n] - w_k\|^2), \ \forall n \in \mathcal{N}, \ k \in \mathcal{K} \tag{37}
\]

\[
\|q[n]\|^2 + z^2[n] \leq \alpha_2[n], \ \forall n \in \mathcal{N} \tag{38}
\]

(32)–(35).

Notice that problem (P7.1) is still non-convex, as the objective function is non-concave and the constraints in (37) are non-convex. To tackle this problem, we adopt the SCA technique to obtain a locally optimal solution to (P7.1) in an iterative manner. The key idea of SCA is that given a local point at each iteration, we approximate the non-concave objective function (or non-convex constraints) into a concave objective function (or convex constraints), in order to obtain an approximated convex optimization problem. By iteratively solving a sequence of approximated convex problems, we can obtain an efficient solution to the original non-convex optimization problem (P7.1).

Specifically, suppose that \( \{q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n]\} \) corresponds to the local point at the \( j \)-th iteration with \( j \geq 1 \), where \( \{q^{(0)}[n], z^{(0)}[n], \alpha_1^{(0)}[n], \alpha_2^{(0)}[n]\} \) corresponds to the initial point. In the following, we explain how to approximate the objective function of (P7.1) and the constraints in (37), respectively. First, we rewrite the objective function of (P7.1) as

\[
\tilde{R}(\alpha_1[n], \alpha_2[n]) = \log_2(\alpha_2[n] + \eta_0\alpha_1[n]) - \log_2(\alpha_2[n]). \tag{39}
\]

Note that the objective function in (39) is still non-concave, as \( -\log_2(\alpha_2[n]) \) is non-concave. However, \( -\log_2(\alpha_2[n]) \) is convex with respect to \( \{\alpha_2[n]\} \). Notice that any convex function is globally lower-bounded by its first-order Taylor expansion at any point [39]. Therefore, with given local point \( \{\alpha_2^{(j)}[n]\} \) in the \( j \)-th iteration, \( j \geq 0 \), it follows that

\[
\tilde{R}(\alpha_1[n], \alpha_2[n]) \geq \tilde{R}^\text{lb}(\alpha_1[n], \alpha_2[n]), \tag{40}
\]

where

\[
\tilde{R}^\text{lb}(\alpha_1[n], \alpha_2[n]) \triangleq \log_2(\alpha_2[n] + \eta_0\alpha_1[n]) - \log_2(\alpha_2^{(j)}[n]) - \frac{(\alpha_2[n] - \alpha_2^{(j)}[n]) \log_2(e)}{\alpha_2^{(j)}[n]}. \tag{41}
\]
Next, we consider the non-convex constraints in (37). Since \( \|q[n] - w_k\|^2 + z^2[n] \) is a convex function with respect to \( \{q[n], z[n]\} \), we have the following inequalities by applying the first-order Taylor expansion at any given point \( \{q^{(j)}[n], z^{(j)}[n]\} \):

\[
\begin{align*}
\|q[n] - w_k\|^2 + z^2[n] & \geq \|q^{(j)}[n] - w_k\|^2 + z^{(j)2}[n] \\
& + 2 \left(q^{(j)}[n] - w_k\right)^T (q[n] - q^{(j)}[n]) + 2z^{(j)}[n] (z[n] - z^{(j)}[n]), \quad \forall n \in N, \; k \in K.
\end{align*}
\]

By replacing \( \|q[n] - w_k\|^2 + z^2[n] \) in (37) as the right-hand-side (RHS) of (42), we approximate (37) as the following convex constraints:

\[
\alpha_1[n] \leq \frac{\Gamma}{\beta_0}(\|q^{(j)}[n] - w_k\|^2 + z^{(j)2}[n])
+ 2(q^{(j)}[n] - w_k)^T (q[n] - q^{(j)}[n]) + 2z^{(j)}[n] (z[n] - z^{(j)}[n]), \quad \forall n \in N, \; k \in K.
\]

To summarize, by replacing \( \hat{R} (\alpha_1[n], \alpha_2[n]) \) in the objective function as \( \hat{R}^{lb} (\alpha_1[n], \alpha_2[n]) \) in (41), and replacing the constraints in (37) as those in (43), problem (P7.1) is approximated as the following convex optimization problem (P7.2) at any local point \( \{q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n]\} \), which can be solved via standard convex optimization techniques such as the interior point method [39], with the optimal solution denoted as \( \{q^{(j)*}[n], \{z^{(j)*}[n], \{\alpha_1^{(j)*}[n]\} \) and \( \{\alpha_2^{(j)*}[n]\} \).

\[
(P7.2): \max_{\{q[n], z[n], \alpha_1[n], \alpha_2[n]\}} \frac{1}{N} \sum_{n=1}^{N} \hat{R}^{lb}(\alpha_1[n], \alpha_2[n])
\text{s.t.} \quad (32), \quad (33), \quad (34), \quad (35), \quad (36), \quad (38), \text{ and } (43).
\]

With the convex optimization problem (P7.2) at hand, we can obtain an efficient iterative algorithm to solve (P7.1), explained as follows. In the \( j \)-th iteration, the algorithm solves the convex optimization problem (P7.2) at the local point \( \{q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n]\} \), where \( \{q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n]\} \) corresponds to the optimal solution to (P7.2) obtained in the \((j - 1)\)-th iteration, i.e., \( q^{(j)}[n] = q^{(j-1)*}[n], \; z^{(j)}[n] = z^{(j-1)*}[n], \; \alpha_1^{(j)}[n] = \alpha_1^{(j-1)*}[n], \) and \( \alpha_2^{(j)}[n] = \alpha_2^{(j-1)*}[n], \) \( \forall n \in N \). We summarize this algorithm in Table I as Algorithm 1. Denote the obtained solution to (P7) as \( \{q^*[n], z^*[n]\} \). By substituting \( q^*[n] \) and \( z^*[n] \) into (31), we have the corresponding transmit power as \( p^*[n] = \min(P, \min_{k \in K} \frac{1}{\beta_0} (z^2[n] + \|q^*[n] - w_k\|^2)), \forall n \in N \). By combining \( \{p^*[n]\}, \{q^*[n]\}, \text{ and } \{z^*[n]\} \), the solution to (P2) by SCA is finally obtained.

Similarly as in [23], it can be shown that in Algorithm 1, after each iteration \( j \), the objective function of (P7.2) achieved by \( \{q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n]\} \) is monotonically non-decreasing. As the optimal value of problem (P7.1) is upper-bounded, it is evident that Algorithm 1 can converge to a locally optimal solution to problem (P7.1) (and accordingly (P2)).
TABLE I
ALGORITHM 1 FOR SOLVING PROBLEM (P7.1)

| a) Initialization: Set the initial UAV trajectory as \( q^{(0)}[n], z^{(0)}[n] \) for all \( n \in \mathcal{N} \), and \( j = 0 \).
| b) Repeat:
  1) Solve problem (P7.2) to obtain the optimal solution as \( q^{(j)}[n], z^{(j)}[n], \alpha_1^{(j)}[n], \alpha_2^{(j)}[n] \) for all \( n \in \mathcal{N} \).
  2) Update the trajectory as \( q^{(j+1)}[n] = q^{(j)}[n], z^{(j+1)}[n] = z^{(j)}[n], \alpha_1^{(j+1)}[n] = \alpha_1^{(j)}[n], \alpha_2^{(j+1)}[n] = \alpha_2^{(j)}[n], \) for all \( n \in \mathcal{N} \).
  3) Update \( j = j + 1 \).
| c) Until the objective value of (P7.2) converges within a given accuracy or a maximum number of iterations is reached.

Remark 4.1: In order to efficiently employ Algorithm 1 for solving (P7.2) and accordingly (P2), we need to properly design an initial UAV trajectory before iteration. Notice that the optimal positioning location \( (q^*, z^*) \) to (P1) obtained in Section III is quite efficient for maximizing the SR’s communication rate while controlling the interference at the PRs. Therefore, we intuitively design a fly-hover-fly (FHF) trajectory, in which the UAV first flies straightly towards \( (q^*, z^*) \), then hovers at this point for a certain time duration, and finally flies straightly towards the final location. To maximize the hovering duration, the UAV flies at the maximum horizontal speed \( \hat{V}_H \) during the flight. Accordingly, we have the flight duration as \( T_{fly} = \| \hat{q}_I - q^* \| / \hat{V}_H + \| \hat{q}_F - q^* \| / \hat{V}_H \), and the hovering duration as \( T - T_{fly} \). Notice that the FHF trajectory is only applicable when the mission duration \( T \) is no smaller than \( T_{fly} \). When \( T < T_{fly} \), we instead use the straight flight as the initial UAV trajectory, in which the UAV flies directly from the initial location to the final location at a constant (horizontal) speed \( \hat{V} = \| \hat{q}_F - \hat{q}_I \| / T \).

V. NUMERICAL RESULTS

In this section, we present numerical results to validate the performance of our proposed joint design of UAV’s maneuver and transmit power. Unless otherwise stated, we set the noise power at the SR (including the background interference and noise) as \( \sigma^2 = -80 \text{ dBm} \), the reference channel power gain as \( \beta_0 = -30 \text{ dB} \), and the UAV’s minimum and maximum flight altitudes as \( H_{min} = 170 \text{ m} \) and \( H_{max} = 220 \text{ m} \), respectively.

A. Quasi-Stationary UAV Scenario

In this subsection, we evaluate the performance of our proposed optimal solution to (P1) for the quasi-stationary UAV scenario, as compared to the following two benchmark schemes.
• **Power optimization only:** The UAV is positioned exactly above the SR with the lowest altitude, i.e., \((q, z) = (0, 0, H_{\text{min}})\). In this case, analogous to (31), the UAV’s optimal transmit power is obtained as 
\[
\bar{p}^* = \min(P, \min_{k \in K} \Gamma_0 \frac{r_k^2 (w_k^2 + H_{\text{min}}^2)}{P}).
\]

• **Positioning optimization only:** The UAV optimizes its positioning location \((q, z)\) with the maximum transmit power \(P\) used, i.e., \(p = P\). This corresponds to solving problem (P1) under given \(p = P\), for which the optimal solution can be obtained by applying the SDR technique, which is similar as in Section III-B.

First, we consider the case with \(K = 1\) PR with the PR located at \((x_1, 0, 0)\) with \(x_1 \geq 0\). Fig. 2 shows the SR’s achievable rate versus the distance \(x_1\) from the SR to the PR with \(\Gamma = -80\) dBm and \(P = 23\) dBm. It is observed that as the distance \(x_1\) from the SR to the PR increases, the achievable rate by all schemes increases. This is due to the fact that when the PR is away from the SR, the IT constraint at the PR becomes less stringent. It is also observed that when the PR is located very close to the SR (i.e., \(x_1 \to 0\)), the performance gap between the proposed design and the two benchmark schemes is negligible. This is because in this case, the SR’s received signal power is fundamentally limited by the PR’s IT constraint, thus leading to the comparable performance for the three schemes. By contrast, as the distance \(x_1\) increases, the performance gap between the proposed and benchmark schemes is observed to be enlarged.

Fig. 3 shows the SR’s achievable rate versus the IT threshold \(\Gamma\) with \(w_1 = (100 \text{ m}, 0 \text{ m})\) and \(P = 23\) dBm. It is observed that when \(\Gamma\) is sufficiently large (e.g., \(\Gamma \geq -53\) dBm), all schemes achieve the same rate performance. This is because in this case, the transmit power constraint dominates the IT constraints, and thus the three schemes become equivalent. However, when \(\Gamma\) becomes smaller (e.g., \(\Gamma < -53\) dBm), our proposed design is observed to outperform the two benchmark schemes. In particular, when \(\Gamma\) is sufficiently small (e.g., \(\Gamma = -80\) dBm), the SR’s achievable rate by our proposed design is approximately 20% more than that by the scheme with power optimization only, and 40% more than that by the scheme with positioning optimization only (as also shown in Fig. 2 more clearly).

Next, we consider the setup with \(K = 3\) PRs as shown in Fig. 4. Based on Proposition 3.2, the UAV should always be positioned at the lowest altitude with \(z^* = H_{\text{min}} = 170\) m. Therefore, for simplicity, only the optimized horizontal locations are shown in Fig. 4. It is observed that when the UAV’s maximum transmit power \(P\) increases and/or the IT threshold \(\Gamma\) decreases, the UAV needs to move further away from the SR and PRs, so as to meet the interference constraints at the PRs. Fig. 5 shows the SR’s achievable rate versus the IT threshold \(\Gamma\) with \(P = 23\) dBm. Similar observations can be made as in Fig. 3, where the performance gains over
the two benchmark schemes are more significant with smaller values of $\Gamma$.

B. Mobile UAV Scenario

In this subsection, we evaluate the performance of our proposed solution to (P2) under the mobile UAV scenario. Unless otherwise stated, we assume that there are $K = 10$ ground PRs distributed in a 2D area of $2 \times 2$ km$^2$, as shown in Fig. 6. The speed limits for the UAV are set according to DJI’s Inspire 2 drones [38], i.e., $\hat{V}_H = 26$ m/s, $\hat{V}_A = 6$ m/s and $\hat{V}_D = 4$ m/s. The UAV’s initial and final locations are set as $(-950$ m, 1000 m, 100 m) and $(1000$ m, $-1000$ m, 100 m), respectively. In this case, the UAV’s minimum flight duration is $T_{\text{min}} = 107$ s.

Figs. 6 and 7 show the UAV’s horizontal locations and flight altitudes over time by the proposed design, under different values of $P$ and $\Gamma$ with the communication duration set as $T = 200$ s. Figs. 8 and 9 show the corresponding UAV’s flying speeds and the optimized transmit powers.
over time, respectively. It is observed that when $\Gamma = -50 \text{ dBm}$ and $P = 20 \text{ dBm}$, the UAV flies simply following its initial FHF trajectory, along which the UAV always stays at the minimum altitude and transmits with the full power $P$. However, when $\Gamma$ decreases and $P$ increases in the case of $\Gamma = -70 \text{ dBm}$ and $P = 23 \text{ dBm}$, the UAV trajectory is observed to deviate from the initial FHF trajectory. In particular, when the UAV approaches PRs 1–4 and PRs 7–10 (at time instants $t = 18 \text{ s}$, $t = 48 \text{ s}$, $t = 152 \text{ s}$, $t = 162 \text{ s}$, $t = 178 \text{ s}$ and $t = 190 \text{ s}$, respectively), it increases the flight altitude and reduces transmit power, in order to meet the IT constraint at the nearest PR. Notice that this observation is also consistent with Proposition 3.1 and Remark 3.1, which reveals that the UAV should increase its altitude to maximize the cognitive communication rate when it moves closer to some PRs than the SR. Furthermore, it is observed that the UAV hovers above a point closer to the SR than all PRs at the lowest altitude for a certain period of time to take advantage of the favorable communication channel with the SR for enhancing the SR’s achievable rate. This is consistent with Proposition 3.2.

Finally, Fig. 10 shows the SR’s average achievable rate by the proposed design with $\Gamma = \text{...}
−80 dBm and $P = 23$ dBm, as compared to the following two benchmark schemes.

- **Joint 2D trajectory and power optimization:** The UAV jointly optimizes its 2D trajectory \{\mathbf{q}[n]\} and transmit power \{p[n]\}, where the flight altitude is fixed as its minimum flight altitude. This corresponds to solving problem (P2) under given $z[n] = H_{\text{min}}, \forall n \in \mathcal{N}$.

- **Power optimization with proposed initial trajectory:** The UAV sets its trajectory as the proposed initial trajectory, as given in Remark 4.1. Under this trajectory, the UAV optimizes its power allocation based on (31).

From Fig. 10, it is observed that as the flight duration $T$ increases, the average achievable rate by all the three schemes increase. This is due to the fact that for all cases with adaptive trajectory design, the UAV in general stays longer close to the SR when $T$ increases, leading to a better channel condition on average and thus a higher average achievable rate. It is also observed that the proposed joint 3D trajectory and power optimization outperforms its 2D counterpart. This is because in the proposed design, the UAV can adjust its altitude more freely to control the co-channel interference, especially when the UAV is close to the PRs. This is consistent with our observations in Remark 3.1 and validates the importance of 3D trajectory design with altitude control.

**VI. Conclusion**

This paper studied a new spectrum sharing scenario for UAV-to-ground communications, where a cognitive/secondary UAV transmitter communicates with a ground SR, in the presence of co-channel primary terrestrial wireless communication links. We exploited the UAV’s 3D mobility to improve the cognitive communication rate performance under two scenarios of *quasi-stationary* and *mobile* UAVs, respectively. For both scenarios, we proposed efficient algorithms to obtain high-quality solutions to the joint UAV maneuver and power control optimization problems. It
was shown via simulations that the proposed designs with joint 3D positioning/trajectory and power control optimization significantly outperform benchmark schemes without such a joint design or with only 2D optimization. This work is an initial attempt to investigate cognitive UAV communications, and can be extended in various ways, e.g., considering more complex A2G channel models such as probabilistic LoS or Rician fading [2], as well as more general system settings with multiple UAVs and/or SRs.

APPENDIX

A. Proof of Proposition 3.1

First, we recast constraint (12) as \( p \leq \frac{\Gamma}{\beta_0}(z^2 + \| q - w_k(q) \|^2) \). Obviously, at least one of the constraints (3) and (12) must be tight at the optimality of (P3). Notice that \( \frac{\Gamma}{\beta_0}(H^2_{\text{min}} + \| q - w_k(q) \|^2) \leq \frac{\Gamma}{\beta_0}(z^2 + \| q - w_k(q) \|^2) \leq \frac{\Gamma}{\beta_0}(H^2_{\text{max}} + \| q - w_k(q) \|^2) \) due to \( H_{\text{min}} \leq z \leq H_{\text{max}} \). Based on this, we consider the following three cases to obtain the optimal solution to (P3).

If \( P > \frac{\Gamma}{\beta_0}(H^2_{\text{max}} + \| q - w_k(q) \|^2) \), then only constraint (12) is tight at the optimality of (P3), and thus we have

\[
p(q) = \frac{\Gamma}{\beta_0}(z^2 + \| q - w_k(q) \|^2).
\] (44)

The corresponding objective value of (P3) is expressed as

\[
f(z) = \frac{\Gamma}{\beta_0} \frac{\| q - w_k(q) \|^2 + z^2}{\| q \|^2 + z^2}.
\] (45)

Then, we consider the following three cases to obtain the maximum value of \( f(z) \).

- In Case 1 (i.e., \( \| q - w_k(q) \| < \| q \| \)), it can be verified that \( f(z) \) monotonically increases with \( z \in [H_{\text{min}}, H_{\text{max}}] \), and thus we have \( z^*(q) = H_{\text{max}} \). By substituting this into (44), we have

\[
p^*(q) = \frac{\Gamma}{\beta_0}(\| q - w_k(q) \|^2 + H^2_{\text{max}}).
\]

- In Case 2 (i.e., \( \| q \| < \| q - w_k(q) \| \)), it can be verified that \( f(z) \) monotonically decreases with \( z \in [H_{\text{min}}, H_{\text{max}}] \), and thus we have \( z^*(q) = H_{\text{min}} \). By substituting this into (44), we have

\[
p^*(q) = \frac{\Gamma}{\beta_0}(\| q - w_k(q) \|^2 + H^2_{\text{min}}).
\]

- In Case 3 (i.e., \( \| q \| = \| q - w_k(q) \| \)), we have \( f(z) = \Gamma / \beta_0 \), which is regardless of the UAV’s flight altitude \( z \). Thus, the optimal flight altitude \( z^*(q) \) can be an arbitrary value within the interval \( [H_{\text{min}}, H_{\text{max}}] \). By substituting this into (44), we have

\[
p^*(q) = \frac{\Gamma}{\beta_0}(z^2(q) + \| q - w_k(q) \|^2).
\]

If \( P < \frac{\Gamma}{\beta_0}(H^2_{\text{min}} + \| q - w_k(q) \|^2) \), then only the power constraint (3) is tight at the optimality of (P3). Thus, the UAV can be deployed at the lowest altitude and transmits at the maximum power to maximize the received power at the SR, i.e., \( p^*(q) = P \) and \( z^*(q) = H_{\text{min}} \).
Finally, if $\frac{\Gamma}{\beta_0}(\|q - w_{k(q)}\|^2 + H_{\min}^2) < P < \frac{\Gamma}{\beta_0}(\|q - w_{k(q)}\|^2 + H_{\max}^2)$, it follows that constraint (12) must be tight at the optimality of (P3), since otherwise we can decrease the UAV’s altitude and/or increase the UAV’s transmit power to increase the SR’s achievable rate, without violating the PR’s IT constraint. Therefore, we still have $p(q)$ in (44) and $f(z)$ in (45). By substituting (44) into the power constraint (3), we have $z \leq \sqrt{\frac{\beta_0 P}{4} - \|q - w_{k(q)}\|^2}$. With $\frac{\Gamma}{\beta_0}(\|q - w_{k(q)}\|^2 + H_{\min}^2) < P < \frac{\Gamma}{\beta_0}(\|q - w_{k(q)}\|^2 + H_{\max}^2)$, it follows that $H_{\min} < \sqrt{\frac{\beta_0 P}{4} - \|q - w_{k(q)}\|^2} < H_{\max}$. Thus, we can obtain $H_{\min} \leq z \leq \sqrt{\frac{\beta_0 P}{4} - \|q - w_{k(q)}\|^2}$. Next, by checking the monotonicity of $f(z)$ (similarly as the case with $P > \frac{\Gamma}{\beta_0}(H_{\max}^2 + \|q - w_{k(q)}\|^2)$), we can obtain the following results:

- In Case 1 (i.e., $\|q - w_{k(q)}\| < \|q\|$), $z^*(q) = \sqrt{\frac{\beta_0 P}{4} - \|q - w_{k(q)}\|^2}$ and $p^*(q) = P$.
- In Case 2 (i.e., $\|q\| < \|q - w_{k(q)}\|$), $z^*(q) = H_{\min}$ and $p^*(q) = \frac{\Gamma}{\beta_0}(\|q - w_{k(q)}\|^2 + H_{\min}^2)$.
- In Case 3 (i.e., $\|q\| = \|q - w_{k(q)}\|$), $z^*(q)$ is an arbitrary value within the interval $[H_{\min}, \sqrt{\frac{\beta_0 P}{4} - \|q - w_{k(q)}\|^2}]$, and $p^*(q) = \frac{\Gamma}{\beta_0}(z^{*2}(q) + \|q - w_{k(q)}\|^2)$.

By combining all the results above and with some manipulation, this proposition is proved.

**B. Proof of Lemma 3.1**

First, we define $p_1 \triangleq \frac{\Gamma}{\beta_0}(\min_{k \in K}\|w_k\|^2 + H_{\min}^2)$, which denotes the UAV’s maximally allowable power for IT constraints (4) to be feasible, in the case when the UAV is located exactly above the SR at $(0, 0, H_{\min})$. Notice that if the UAV’s maximum transmit power $P$ is sufficiently low with $P \leq p_1$, the UAV can be positioned above the SR at the lowest altitude. Then Lemma 3.1 holds accordingly. As a result, it only remains to consider the case with $P > p_1$, for which we can prove Lemma 3.1 by contradiction. Specifically, suppose that, at the optimal solution, the UAV is positioned closer to a PR $k \in K$ than the SR with $\|q^* - w_k\| < \|q^*\|$, $\forall k \in K$. By combining constraints (3) and (12), we have $p^* \leq \min(P, \frac{\Gamma}{\beta_0}(\|q^* - w_k\|^2 + z^2))$, $\forall k \in K$, and the corresponding objective value of (P1) can be obtained as $\xi_1 \leq \frac{\min(P, \frac{\Gamma}{\beta_0}(\|q^* - w_k\|^2 + z^2))}{\|q^*\|^2 + z^2} \leq \frac{\Gamma}{\beta_0} \|q^* - w_k\|^2 + z^2 \leq \frac{\Gamma}{\beta_0} \|q^*\|^2 + z^2 \triangleq \xi_2$, $\forall k \in K$.

Due to $\|q^* - w_k\| < \|q^*\|$, $\forall k \in K$, it follows that $\xi_1 \leq \xi_2 < \frac{\Gamma}{\beta_0}$. Next, it is easy to verify that $(q, z, p) = (0, H_{\min}, p_1)$ is a feasible solution to (P1) (i.e., the UAV hovers right above the SR at the lowest altitude). The corresponding objective value of (P1) can be obtained as $\xi_3 = \frac{\Gamma}{\beta_0} \min_{k \in K}\|w_k\|^2 + H_{\min}^2$. It is evident that $\xi_3 > \frac{\Gamma}{\beta_0} > \xi_2 \geq \xi_1$, which contradicts the optimality of $q^*$. Therefore, this lemma is proved.
C. Proof of Proposition 3.3

Suppose that the optimal solution to problem (P4.3) is denoted by $p^*$, $\tau^*$, and $S^*$. Then we construct the following problem:

$$(P4.5): \max_{E,S} E$$

s.t. $\text{Tr}(B_kS) \geq E, \ \forall k \in \mathcal{K} \tag{46}$$

$$\text{Tr}(AS) \leq \frac{p^*}{\tau^*} - H^2_{\text{min}} \tag{47}$$

$$\text{Tr}(CS) = 1 \tag{48}$$

$$S \succeq 0. \tag{49}$$

It is evident that problem (P4.5) and problem (P4.3) have the same optimal solution of $S$. Therefore, $S^*$ is also optimal for (P4.5). Hence, to prove this proposition, we only need to show that when the $K$ PRs are located at the same side of the SR, we have $\text{rank}(S^*) = 1$ for problem (P4.5). Notice that (P4.5) is a convex SDP and satisfies the Slater’s condition. Therefore, strong duality holds between problem (P4.5) and its dual problem.

Let $\gamma_k \geq 0, \ \forall k \in \mathcal{K}$, $\lambda \geq 0$, and $\mu$ denote the dual variables associated with the constraints in (46), (47), and (48), respectively. Then the Lagrangian of (P4.5) is expressed as

$$L(E, S, \lambda, \{\gamma_k\}, \mu, G) = \left(1 - \sum_{k \in \mathcal{K}} \gamma_k\right) E - \lambda \left(H^2_{\text{min}} - \frac{p^*}{\tau^*}\right) + \mu + \text{Tr}(GS), \tag{50}$$

where $G = -\lambda A - \mu C + \sum_{k \in \mathcal{K}} \gamma_k B_k$. Accordingly, the dual problem of (P4.5) is given by

$$(D4.5) \min_{\lambda \geq 0, \{\gamma_k \geq 0\}, \mu} - \lambda \left(H^2_{\text{min}} - \frac{p^*}{\tau^*}\right) + \mu,$$

s.t. $G \succeq 0 \tag{51}$

$$\sum_{k \in \mathcal{K}} \gamma_k = 1. \tag{52}$$

Denote the optimal solution of (D4.5) as $\lambda^*, \gamma_k^*, \forall k \in \mathcal{K}$, and $\mu^*$. Accordingly, the resultant $G^*$ can be explicitly expressed as

$$G^* = \begin{bmatrix}
\sum_{k \in \mathcal{K}} \gamma_k^* - \lambda^* & 0 & -\sum_{k \in \mathcal{K}} \gamma_k^* x_k \\
0 & \sum_{k \in \mathcal{K}} \gamma_k^* - \lambda^* & -\sum_{k \in \mathcal{K}} \gamma_k^* y_k \\
-\sum_{k \in \mathcal{K}} \gamma_k^* x_k & -\sum_{k \in \mathcal{K}} \gamma_k^* y_k & -\mu^* + \sum_{k \in \mathcal{K}} (\gamma_k^*(x_k^2 + y_k^2))
\end{bmatrix}. \tag{53}$$

Then the optimal solution to (P4.5) and (D4.5) should satisfy the complementary slackness condition $\text{Tr}(G^* S^*) = 0$, or equivalently, $G^* S^* = 0$. Therefore, in order to show $\text{rank}(S^*) \leq 1$, we only need to show that $\text{rank}(G^*) \geq 2$. 

Towards this end, in the following we show that \( \sum_{k \in K} \gamma_k^* - \lambda^* \neq 0 \) must hold by contradiction. Suppose that \( \sum_{k \in K} \gamma_k^* - \lambda^* = 0 \). Then we have

\[
G^* = \begin{bmatrix}
0 & 0 & -\sum_{k \in K} \gamma_k^* x_k \\
0 & 0 & -\sum_{k \in K} \gamma_k^* y_k \\
-\sum_{k \in K} \gamma_k^* x_k & -\sum_{k \in K} \gamma_k^* y_k & -\mu^* + \sum_{k \in K} (\gamma_k^* (x_k^2 + y_k^2))
\end{bmatrix}.
\]

Denote by \( d \) an eigenvalue of the matrix \( G^* \). Then, we have \( \det(G^* - dI) = 0 \), which leads to

\[
d (-d^2 + \beta d + \alpha) = 0,
\]

(53)

where \( \alpha = (\sum_{k \in K} \gamma_k^* x_k)^2 + (\sum_{k \in K} \gamma_k^* y_k)^2 \), and \( \beta = -\mu^* + \sum_{k \in K} (\gamma_k^* (x_k^2 + y_k^2)) \). Due to the fact that \( \gamma_k^* \geq 0 \), \( \forall k \in K \), \( \sum_{k \in K} \gamma_k^* = 1 \), and all PRs are located at the same side of the SR (e.g., \( x_k \geq 0 \), \( \forall k \in K \), and there exists at least one PR \( \bar{k} \in K \) with \( x_{\bar{k}} > 0 \), among the four possible cases), we have \( \alpha > 0 \). Therefore, there must exist a positive root to equation (53), i.e., the matrix \( G^* \) has a positive eigenvalue. This contradicts \( G \preceq 0 \) in (51). Hence, \( \sum_{k \in K} \gamma_k^* - \lambda^* \) must be non-zero.

With \( \sum_{k \in K} \gamma_k^* - \lambda^* \neq 0 \), it is easy to show that \( \text{rank}(G^*) \geq 2 \) via some simple elementary transformation. Based on \( G^* S^* = 0 \), it thus follows that \( \text{rank}(S^*) \leq 1 \). Therefore, Proposition 3.3 is proved.

### D. Proof of Lemma 3.2

Without loss of generality, we denote \( q = a\hat{q} \) with \( a \geq 0 \) and \( \|\hat{q}\| = 1 \). Accordingly, problem (P5) can be re-expressed as

\[
\begin{align*}
\text{(P5.2):} & \quad \max_{p, q, a \geq 0} \frac{p}{H_{\min}^2 + a^2} \\
& \text{s.t.} \quad \frac{\beta_0 p}{H_{\min}^2 + \|a\hat{q} - w_1\|^2} \leq \Gamma \\
& \quad \|\hat{q}\| = 1
\end{align*}
\]

(54)

(3).

Under any given feasible \( p \), optimizing \( a \) and \( \hat{q} \) in (P5.2) is equivalent to solving the following problem:

\[
\begin{align*}
\text{(P5.3):} & \quad \min_{q, a \geq 0} a \\
& \text{s.t.} \quad \|a\hat{q} - w_1\|^2 \geq \frac{\beta_0 p}{\Gamma} - H_{\min}^2 \\
& \quad \|\hat{q}\| = 1.
\end{align*}
\]

(55)

(56)
On one hand, if \( \sqrt{\frac{3p_p}{\Gamma} - H_{\text{min}}^2} \leq \|w_1\| \), then it is easy to verify that \( a = 0 \) is the optimal solution to (P5.3). Thus, Lemma 3.2 directly follows. On the other hand, if \( \sqrt{\frac{3p_p}{\Gamma} - H_{\text{min}}^2} > \|w_1\| \), then \( a = 0 \) becomes infeasible and constraint (55) should be tight. In this case, constraint (55) can be rewritten as \( a^2 \|\hat{q} - w_1/a\|^2 = \beta_0 p/\Gamma - H_{\text{min}}^2 \). As a consequence, \( a \) is minimized only when \( \hat{q} \) is chosen such that \( \|\hat{q} - w_1/a\| \) is maximized. As a result, \( \hat{q} = -\frac{w_1}{\|w_1\|} \) must hold. By substituting \( \hat{q} = -\frac{w_1}{\|w_1\|} \) into \( q = a\hat{q} \), we have \( q = -a \frac{w_1}{\|w_1\|} \) with \( a > 0 \). By combining the two cases, Lemma 3.2 is proved.

**E. Proof of Proposition 3.4**

First, we consider a relaxed problem of (P5.1) with the maximum transmit power constraint \( p \leq P \) ignored, denoted as (P5.4). It is evident that with the optimal solution to (P5.4), the IT constraint (25) must be tight, and thus we have

\[
\tilde{p} = \frac{\Gamma}{\beta_0} \left( (a + \|w_1\|)^2 + H_{\text{min}}^2 \right).
\]

By substituting the above into the objective function of (P5.4), it can be recast as \( \phi(a) = ((a + \|w_1\|)^2 + H_{\text{min}}^2)/(a^2 + H_{\text{min}}^2) \). By checking the first-order derivative of \( \phi(a) \) with respect to \( a \), the optimal \( a \) can be obtained as \( \tilde{a}^* \), as given in (27). By substituting this into (57), we have \( \tilde{p}^* \) given in (26).

Next, we consider the original problem (P5.1) with the maximum transmit power constraint \( p \leq P \) considered. We prove this proposition by considering the following three cases, respectively.

If \( P > \tilde{p}^* \), the optimal solution to problem (P5.4) is also feasible to problem (P5.1). As the objective value of (P5.4) serves as an upper bound on that of (P5.1), it follows that such a solution is also optimal to (P5.1).

If \( p \leq P \leq \tilde{p}^* \), the IT constraint (25) must be tight at the optimality, since otherwise we can always move the UAV closer to the SR and/or increase the UAV’s transmit power to increase the SR’s achievable rate, without violating the PR’s IT constraint satisfied. Therefore, we have \( p^* = P \) and \( a^* = 0 \) in this case.

If \( P < p_1 \), it is evident that the UAV should hover exactly above the SR at the minimum altitude and transmit at the maximum power to maximize the received power at the SR, with the PR’s IT constraint satisfied. Therefore, we have \( p^* = P \) and \( a^* = 0 \) in this case.

If \( p_1 \leq P \leq \tilde{p}^* \), the IT constraint (25) must be tight at the optimality, since otherwise we can always move the UAV closer to the SR and/or increase the UAV’s transmit power to increase the SR’s achievable rate, without violating the PR’s IT constraint. Therefore, we have \( p = \tilde{p} \) in (57), or equivalently, \( a = \sqrt{\beta_0 p/\Gamma - H_{\text{min}}^2} - \|w_1\| \). Given this, the objective function of (P5.1) can be recast as \( \hat{\phi}(p) = p/(\beta_0 p/\Gamma + \|w_1\|^2 - 2\|w_1\|\sqrt{\beta_0 p/\Gamma - H_{\text{min}}^2}) \). It is
easy to verify that $\hat{\phi}(p)$ monotonically increases with $p \in [0, P]$. Thus, we have $p^* = P$ and $a^* = \sqrt{\beta_0 P / \Gamma - H^2_{\min} - \|w_1\|}$.

By combining the above three cases, Proposition 3.4 is proved.
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