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Abstract. The q-weighted CUSUM and their corresponding estimator are well-known statistics for change-point detection and estimation. They have the difficulty that the performance is highly dependent on the location of the change. An adaptive estimator with data-driven weights is presented to overcome this problem, and it is shown that the corresponding adaptive change-point tests are valid.

1. Introduction

Change-point analysis focuses on detection of structural breaks within the observations. For i.i.d. observations with at most one change (AMOC) in mean (Csörgő and Horváth [1997, section 2.1], Antoch et al. [1995]), in location (Csörgő and Horváth [1997, section 2.2], Hušková [1996]) or in the variance (Gombay et al. [1996]) test statistics and estimators were analysed and applied in many fields, from monitoring of industrial production or intensive-care patients to change detection in climate research or financial market states. More recently, those tests and estimators have been generalized to more complex models, e.g. to long-term dependent times series (Krämer et al. [2001], Dehling et al. [2013], Horváth and Kokoszka [1997]) or functional time series (overview is given in Horváth and Kokoszka [2012]). While change-point tests have been analysed for a wide range of models, the literature for change-point estimators is, however, comparatively scarce.

It is well-known that the quality of estimators and tests depend on the location of the changes where, in particular, change-points close to the boundaries of the observation period may be hard to detect resp. difficult to estimate. As a potential remedy for this problem, in the context of the common CUSUM test, corresponding to (2) below with $\gamma = 0$, more general q-weighted CUSUM-type statistics have been proposed and analysed (for an overview see Csörgő and Horváth [1997]). This results in classes of corresponding estimators which perform well for various change-point locations. However, for choosing the right estimator, the unknown location would have to be known. In this paper, we propose and investigate a data-driven method for choosing the weights. We show that the estimator resulting from maximizing the adaptively weighted CUSUM statistic is consistent and has the right rate of convergence (Corollary 3.2). We illustrate with some simulations that this data-driven estimate shows a good performance independently from the location of the
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change-point in contrast to the standard estimator using fixed weights. We expect the adaptively weighted CUSUM tests to also show a more uniform behaviour regarding power. Analysing the performance of tests and estimators under the alternative [20] investigated causes for non-monotonic power. The nuisance variance is one possible reason and self-normalized change-point tests are analysed by 
[21] and [22]. Those statistics have pivotal limit distribution under the no change hypothesis and monotone power under the alternative. This means that the power increases for increasing magnitude. Considering a fixed magnitude of the change, the power, however, differs for different change-point locations and may be quite bad, e.g. for the common CUSUM test if the change happens early or late. To the best knowledge of the author, a change-point test and estimator performing uniformly (w.r.t. to the location of the change) best is not given so far. Our long-term goal is to derive a test statistic for which the empirical power is independent on the location of the change.

The next section gives a brief description of the test statistics and estimators considered here. Section 3 focuses on the plug-in estimator and its properties, and some theory for the corresponding change-point estimators and tests are also considered. Section 4 contains a simulation study showing that the data-driven weighted change-point estimator exhibits the desired behaviour.

2. THE WEIGHTED CUSUM STATISTIC

To illustrate our approach, we focus on the at most one change in mean model with i.i.d. observations, i.e.

\[ X_i = \begin{cases} 
\mu + \varepsilon_i, & 1 \leq i \leq m, \\
\mu + \delta_n + \varepsilon_i, & m < i \leq n,
\end{cases} \]

where \( m \) denotes the unknown change-point, \( \delta_n \) the unknown size of the change and \( \varepsilon_i \) are the centred residuals with unknown finite second moment. The change-point \( m \) is given as \( m = \lfloor \tau n \rfloor \) with \( \tau \in (0, 1) \), i.e. for \( \tau = 1 \) there is no change (H\(_0\)) and for \( \tau \in (0, 1) \) there is a change (H\(_1\)). The size of the change, \( \delta_n \), is assumed to fulfil that \( \delta_n^2 \neq 0 \) is non-increasing and \( n\delta_n^2 \rightarrow \infty \). Following [23] who gave a detailed analysis of this well known model, we consider the CUSUM-type statistic

\[ T_n(\gamma) = \max_{1 \leq k < n} w_\gamma(k/n)S_n(k), \quad \text{where} \quad S_n(k) = \frac{1}{\sqrt{n}} \left| \sum_{i=1}^{k} (X_i - \hat{\theta}) \right| \]

with \( w_\gamma(s) = (s(1-s))^{-\gamma}, \gamma \in [0,1/2] \), and the corresponding change-point estimator

\[ \hat{m}_\gamma = \arg \max_{1 \leq k < n} w_\gamma(k/n)S_n(k). \]

Based on well-known results, we derive a plug-in estimator \( \hat{\gamma} \) for \( \gamma \) and show asymptotic results for the change-point test and estimator.
Observe, the rescaled change-point estimator $\hat{\tau} = \hat{m}_\gamma / n$ only depends on the estimate $\hat{m}_\gamma$. Point estimates $\hat{m}_\gamma$ have been studied for a variety of complex change-point problems and regularity conditions are known (see Kirch and Kamgaing [2015] or Schwaar [2016]).

3. Plug-in technique

The performance, i.e. the power of the test based on statistic (2) or the mean-squared error of the corresponding estimator, depends on the location of the change. To illustrate this effect, Figure 1 shows the critical line which the standard CUSUM statistic $S_n(k)$ has to cross for detecting a change-point. This shows, for early changes a test statistic with $\gamma$ close to 0.5 is more sensitive. On the other hand, the standard CUSUM test ($\gamma = 0$) is particularly sensitive in the case of a change in the middle.
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**Figure 1.** This Graphic shows the critical function for $\alpha = 0.95$ ($c_\alpha = 1.358$ for $\gamma = 0$, for $\gamma \in (0, 1/2)$ the $c_\alpha$ are simulated by the adaptive Monte Carlo method).

Based on the asymptotic distribution of the change-point estimator the weighted CUSUM is preferable (compare Figure 2). While this is the asymptotic behaviour for finite observations the change-point estimator behaves analogously to the change-point test. A well known criteria for comparing estimators is the mean squared error. Here a comparison of the finite distribution, using the estimated density, and the MSE of the change-point estimators gives much more insides (see appendix A). We observe that for a change in the middle the estimator based on the standard CUSUM statistic is preferable to the weighted CUSUM. For early (or late) changes it is the other way around.
We are interested in deriving an estimator and in the long run a test performing independently of the location. Additionally the test statistic should have an asymptotic distribution allowing for analytic calculation of quantiles. To achieve this goal, we use a plug-in technique for replacing $\gamma$ with an estimator.

### 3.1. Weight Estimator

Note, under $H_0$ an analytic formula for quantiles of the asymptotic distribution is known if $\gamma = 0$. Under $H_1$ the plug-in estimator should be close to 0.5 in case of early or late changes, and 0 in the case of a change in the middle. Since, the asymptotic distribution of the weighted CUSUM based change-point estimator under $H_0$ is

\begin{equation}
\hat{\tau} := \frac{\hat{m}_1}{n} \xrightarrow{d} \xi
\end{equation}

with $P(\xi = 0) = P(\xi = 1) = \frac{1}{2}$ (Theorem 1.6.1 in Csörgő and Horváth [1997]), we use this estimator for deriving the plug-in estimator. As we know, under $H_1$ (i.e. $\tau \in (0, 1)$) it holds

\begin{equation}
\hat{\tau} - \tau = o_P(1),
\end{equation}

the following estimator is used

\begin{equation}
\hat{\gamma} = g(\hat{\tau}),
\end{equation}

with a function $g : [0, 1] \rightarrow [0, 0.5]$ fulfilling suitable regularity conditions.
Theorem 3.1. For $g : [0, 1] \rightarrow [0, 0.5]$ a Lipschitz-continuous function and $\hat{\tau}$ as in [4], i.e. $\hat{\tau} \in [0, 1]$. Then

a) under $H_0$ and for $g(0) = g(1) = 0$, we have

$$\max_{1 \leq k < n} |w_{g(\hat{\tau})}(k/n) - 1| = o_P(1).$$

b) under $H_1$ and for $\delta_n^{-2}n^{-1} \log(n) \rightarrow 0$, we have

$$\max_{1 \leq k < n} \left| \frac{w_{g(\hat{\tau})}(k/n)}{w_{g(\tau)}(k/n)} - 1 \right| = o_P(1).$$

Proof:

a) From $w_\gamma(k/n) \geq 1$ for all $k = 1, \ldots, n-1$ and $\gamma \in [0, \infty)$, it follows

$$\max_{1 \leq k < n} |w_{g(\hat{\tau})}(k/n) - 1| = \max_{1 \leq k < n} (w_{g(\hat{\tau})}(k/n)) - 1 = \left( \frac{1}{n} \left( 1 - \frac{1}{n} \right) \right)^{-g(\hat{\tau})} - 1.$$

If and only if $g(\hat{\tau})(\log(n) + \log(\frac{n}{n-1})) = o_P(1)$, we have $(\frac{1}{n} (1 - \frac{1}{n}))^{-g(\hat{\tau})} - 1 = o_P(1)$. From [4] and the Lipschitz-property, it follows

$$P \left( g(\hat{\tau}) \log(n) < \epsilon \right) \geq P \left( \hat{\tau} < \frac{\epsilon'}{\log(n)}, \frac{1}{2} \right) + P \left( 1 - \hat{\tau} < \frac{\epsilon'}{\log(n)}, 1 - \frac{1}{2} \right)$$

with $\epsilon' = \epsilon/C$ and $C$ the Lipschitz constant. Analog to the proof of [Csörgő and Horváth 1997 Theorem 1.6.1] we have for $n$ large enough,

$$P \left( \frac{\epsilon}{\log(n)} < \hat{\tau} < \frac{1}{2} \right) + P \left( 1 - \hat{\tau} < \frac{\epsilon}{\log(n)} \right) \rightarrow 1.$$

This yields

$$P(\hat{\tau} \log(n) < \epsilon) \rightarrow 1$$

for all $\epsilon > 0$.

b) We know from [Antoch et al. 1995] that $\hat{\tau} - \tau = O_P(\delta_n^{-2}n^{-1})$, if

$$\delta_n \rightarrow 0, \quad \delta_n^{-1}n^{-\frac{1}{2}}(\log \log n)^{\frac{1}{2}} \rightarrow 0.$$

It follows that $g(\hat{\tau}) - g(\tau) = O_P(\delta_n^{-2}n^{-1})$ and so

$$|g(\tau) - g(\hat{\tau})| \log(n) + \log(\frac{n}{n-1}) = o_P(1).$$

This implies directly

$$\left| \left( \frac{1}{n} \left( 1 - \frac{1}{n} \right) \right)^{g(\tau) - g(\hat{\tau})} - 1 \right| = o_P(1),$$

and the assertion follows from an argument analogously to (7).
3.2. **Change-point technique.** We consider the $w$-weighted CUSUM-type statistic (2) and the corresponding change-point estimator (3). In Kirch and Kangaing [2015] and Schwaar [2016, section 3.4 and 4.4] regularity conditions are given for this type of change-point test and estimator. Note that

$$w_{g(\hat{\tau})}(k/n) \frac{1}{\sqrt{n}} \left| \sum_{i=1}^{k} (X_i - \hat{\theta}) \right| = (1 + o_P(1))w_{g(\gamma)}(k/n) \frac{1}{\sqrt{n}} \left| \sum_{i=1}^{k} (X_i - \hat{\theta}) \right|,$$

directly implies the following Corollary by standard arguments based on Slutsky’s Lemma. Consider the change-point test (2), then Theorem 3.1.a) yields the following result.

**Corollary 3.1.**

* a) Under $H_0$ and $g : [0, 1] \to [0, 0.5]$ being Lipschitz continuous with $g(0) = g(1) = 0$, we have

$$T_n(g(\hat{\tau})) - T_n(0) = o_P(1).$$

* b) Under $H_1$, $g : [0, 1] \to [0, 0.5]$ Lipschitz continuous and $\delta_n^{-2}n^{-1}\log(n) \to 0$, we have

$$T_n(g(\hat{\tau})) \xrightarrow{P} \infty.$$

Observe, in Corollary 3.1 a) the quantile of the Kolmogorov distribution is given and therefore known.

An other approach would be to use the plug-in estimator also for the quantile, instead of making use of the well known asymptotic distribution. Equivalent to Corollary 3.1 a) it follows $|q_{1-\alpha}(g(\hat{\tau})) - q_{1-\alpha}(g(\gamma))| = o_P(1)$, where $q_{1-\alpha}(g(\gamma))$ denotes the $1 - \alpha$ quantile of the asymptotic distribution of the test statistic with weight function $w_{g(\gamma)}$. In application, these quantiles need to be calculated with Monte-Carlo simulation. The standard Monte-Carlo simulation of the quantiles for weight function with $g(\hat{\tau})$ close to 0.5 takes is not pratical as it takes way to much time. Therefore, a current research topic is finding a applicable simulation method for those weight functions.

For the change-point estimator (3), we conclude analogously.

**Corollary 3.2.** Under the conditions of Theorem 3.1.b) it follows that the estimator having a data-driven weight function is still a consistent estimator and the convergence rate does not change compared to a fixed weight function.

Notize, it is clear that the results hold true for all $w_\gamma$ weighted CUSUM-type statistics where the corresponding $w_{1/2}$-weighted change-point estimator fulfils (1), (5) and $P(\hat{m}_{1/2}/n < \epsilon/\log(n)) \to 1$ for all $\epsilon > 0$.

4. **Simulation study**

4.1. **Change-point estimator.** For the simulation study, we choose four different functions $g$ fulfilling the regularity conditions. We consider 4 different types of continuous functions $g$ on $[0, 0.5]$, fulfilling

$$\begin{align*}
\text{early/late changes:} & \quad \gamma \approx 0.5, \\
\text{change in the middle:} & \quad \gamma = 0.
\end{align*}$$

(8)
As Benchmark we include the cases \( g(x) \equiv 0 \) and \( g(x) \equiv 1/2 \) and therefore consider the following change-point estimator:

\[
\begin{align*}
\text{i)} & \quad g(x) = 0, \\
\text{ii)} & \quad g(x) = |x - 0.5|, \\
\text{iii)} & \quad g(x) = 0.5 - 2x(1 - x), \\
\text{iv)} & \quad g(x) = 0.5 - \sqrt{x(1 - x)}, \\
\text{v)} & \quad g(x) = 0.5 - 2^7(x(1 - x))^4 \\
\text{vi)} & \quad g(x) = \frac{1}{2}
\end{align*}
\]

Figure 3 shows those functions.

To analyse the performance of the change-point estimator we consider the mean squared error of the rescaled change-point estimator and the density function. We consider four different distributions in the simulation study: standard normal \( \mathcal{N}(0, 1) \), exponential \( \text{Exp}(1) \), poisson \( \text{Poi}(1) \) and uniform \( U[0, 1] \). Here we present the results for the standard normal distribution. The corresponding results for the other distributions are comparable and given in the appendix B. The size of the underlying change is chosen within the range of \( \delta \in [0.3, 1.1] \). We get the following results.

Figure 4 shows the empirical mean squared error of the change-point estimator for an early change. We used \( M = 10^5 \) samples of length \( N = 50 \) with change at \( \tau = 0.15 \) and \( \tau = 0.5 \).

In the case of an early change, the estimator based on the standard CUSUM statistic (i) overestimates the time point especially for small changes, while the estimator based on the usual weighted CUSUM (vi) gives mostly good estimations. We also observe, in some cases the weighted CUSUM (vi) gives estimation on the contrary position of the interval \([0, 1]\), like the true value is at \( \tau = 0.1 \) then in some cases we get the estimations arround 0.9. The proposed data-driven weighted change-point estimator instead finds a balance between the behaviour of those both statistics. While for the early change (Figure 4) the functions iv) or iii) are preferable to v),
in the case of a change in the middle $v$) would give better results than $iv$) and $iii$).

The discussed results are representative for the behaviour of the plug-in change-point estimator. For further simulation results see Appendix B. In conclusion, the performance is better for the data-driven change-point estimator using $g(x) = 0.5 - \sqrt{x(1-x)}$. The question whether this is the optimal choice of the function $g$ is still open for future research.
Figure 5. empirical MSE \((M = 10^5\) repetitions\) of the plug-in change-point estimator for i.i. \(N(0, 1)\)-distributed observations with change of size \(d = 0.4\) at \(\tau = 0.15\) (A) and (C) or \(\tau = 0.5\) (B) and (D)

5. Conclusion and discussion

This publication deals with \(q\)-weighted CUSUM statistic and proposes a data-driven weighted CUSUM statistic. Therefore, we provide theoretical results for the data-driven weight function using the plug-in method. For Change-point estimator we considered different functions for the data-driven weight. Those balance between the CUSUM and weighted CUSUM. The simulation study shows advantage for small sample sizes and/or small size of change. We proposed a data-driven weight
function which shows the best balance. Still open is the proof of an uniformly best estimator and is a current research topic.
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Appendix A. Cusum vs Weighted Cusum

Figure 6. Rescaled density of Cusum and weighted Cusum change-point estimator based on $M = 10^5$ simulations of $N$ i.i. $\mathcal{N}(0, 1)$-distributed random variables with change of size $d = 0.4$ at $\tau$. 

(a) $N = 50, \tau = 0.15$

(b) $N = 50, \tau = 0.5$

(c) $N = 250, \tau = 0.15$

(d) $N = 250, \tau = 0.5$
Figure 7. MSE for Cusum and weighted Cusum change-point estimator based on $M = 10^5$ simulations of $N$ i.i. $\mathcal{N}(0, 1)$-distributed random variables with change of size $d = 0.4$ at $\tau$. 

(A) $\tau = 0.15$  

(B) $\tau = 0.5$
Figure 8. Rescaled density of Cusum and weighted Cusum change-point estimator based on $M = 10^5$ simulations of $N$ i.i. $Exp(1)$-distributed random variables with change of size $d = 0.4$ at $\tau$. 

(a) $N = 50$, $\tau = 0.15$

(b) $N = 50$, $\tau = 0.5$

(c) $N = 250$, $\tau = 0.15$

(d) $N = 250$, $\tau = 0.5$
Figure 9. MSE for Cusum and weighted Cusum change-point estimator based on $M = 10^5$ simulations of $N$ i.i. $\text{Exp}(1)$-distributed and $\mathcal{N}(0,1)$-distributed random variables with change of size $d = 0.4$ at $\tau$. 

(a) $\tau = 0.15$  

(b) $\tau = 0.5$
Appendix B. data-driven weighted Cusum

Figure 10. empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i. $Exp(1)$-distributed observations with change of size $d = 0.4$ at $\tau = 0.15$ (A) and (C) or $\tau = 0.5$ (B) and (D)
Figure 11. Empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i. Exp(1)-distributed observations with change of size $d$ at $\tau = 0.15$ (A) or $\tau = 0.5$ (B).
Figure 12. Empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i. $Poi(1)$-distributed observations with change of size $d = 0.4$ at $\tau = 0.15$ (A) and (C) or $\tau = 0.5$ (B) and (D)
Figure 13. empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i. $Poi([0,1])$-distributed observations with change of size $d$ at $\tau = 0.15$ (A) or $\tau = 0.5$ (B)
Figure 14. empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i. $U([0,1])$-distributed observations with change of size $d = 0.7$ at $\tau = 0.15$ (A) and (C) or $\tau = 0.5$ (B) and (D)
Figure 15. Empirical MSE ($M = 10^5$ repetitions) of the plug-in change-point estimator for i.i.d. $U([0,1])$-distributed observations with change of size $d$ at $\tau = 0.15$ (A) or $\tau = 0.5$ (B)