Large-scale non-convex optimization problems are expensive to solve due to computational and memory costs. To reduce the costs, first-order (computationally efficient) and asynchronous-parallel (memory efficient) algorithms are necessary to minimize non-convex functions in machine learning. However, asynchronous-first-order methods applied within non-convex settings run into two difficulties: (i) parallelization delays, which affect convergence by disrupting the monotonicity of first-order methods, and (ii) sub-optimal saddle points where the gradient is zero. To solve these two difficulties, we propose an asynchronous-coordinate-gradient-descent algorithm shown to converge to local minima with a bounded delay. Our algorithm overcomes parallelization-delay issues by using a carefully constructed Hamiltonian function. We prove that our designed kinetic-energy term, incorporated within the Hamiltonian, allows our algorithm to decrease monotonically per iteration. Next, our algorithm steers iterates clear of saddle points by utilizing a perturbation sub-routine. Similar to other state-of-the-art (SOTA) algorithms, we achieve a poly-logarithmic convergence rate with respect to dimension. Unlike other SOTA algorithms, which are synchronous, our work is the first to study how parallelization delays affect the convergence rate of asynchronous first-order algorithms. We prove that our algorithm outperforms synchronous counterparts under large parallelization delays, with convergence depending sublinearly with respect to delays. To our knowledge, this is the first local optima convergence result of a first-order asynchronous algorithm for non-convex settings.
all local optima are close in value to the global minimum. Therefore, convergence to local optima is a sufficient solution for these problems (Choromanska et al., 2015). However, convergence to saddle points, or first-order stationary points in general, is insufficient. Saddle points may produce sub-optimal solutions to a given optimization problem, such as training a deep neural network (Dauphin et al., 2014).

Asynchronous-first-order methods applied within non-convex settings run into two difficulties: (i) parallelization delays, which slow down convergence (Hannah & Yin, 2018; Peng et al., 2019), and (ii) sub-optimal saddle points where the gradient is zero. In this paper, we present a first-order asynchronous coordinate gradient descent (ACGD) algorithm that overcomes these issues, and efficiently minimizes a high-dimensional non-convex objective function in the parallel computing setting. Our algorithm overcomes delay issues by reformulating a non-convex function into a Hamiltonian, restoring the monotonicity of gradient methods lost in the presence of parallelization delays. Furthermore, our algorithm avoids saddle points in a modified version of (Jin et al., 2017a): adding a carefully generated perturbation to the current iterate when the Hamiltonian does not sufficiently decrease to escape from potential saddle points. We prove later on that this generated perturbation, coupled with subsequent updates of the algorithm, dislodges iterates from a saddle point with high probability and sufficiently decreases the Hamiltonian.

Summary of Contributions. To the best of our knowledge, this is the first local optima convergence result regarding a first-order asynchronous gradient based algorithm for non-convex settings with bounded parallelization delays. Our main technical contributions are summarized below:

(1) Propose the first ACGD algorithm that converges $\epsilon$-close to second-order stationary points (properly defined in Section 3) with high probability;
(2) Construct a novel Hamiltonian to restore monotonicity of ACGD under bounded delays;
(3) Determine how convergence is affected by bounded delays (in a sub-linear manner);
(4) Theoretically prove that the convergence of our algorithm is faster than synchronous counterparts under large parallelization delays.

2 RELATED WORK

Convergence of First-order Algorithms. Previously, it was believed that only second-order optimization methods would converge to second-order stationary points (such as cubic regularization or trust region algorithms). These algorithms are typically more computationally expensive (Gratton, 2006; Nesterov & Polyak, 2006) than recent, and more efficient, lower-order methods capable of converging to second-order stationary points (Ge et al., 2015; Levy, 2016). In these works, stochastic gradient descent is shown to converge to second-order stationary points, but with a high-degree polynomial dependence on the dimension. This result was improved in the work of Jin et al. (Jin et al., 2017a;b; 2019). In (Jin et al., 2017a; 2019), perturbed stochastic and regular gradient descent converge to second-order stationary points poly-logarithmically with respect to dimension. Impressively, this mirrors the convergence rate to first-order stationary points (disregarding logarithmic factors). Our work matches this result, also relying poly-logarithmically on dimension.

Other simple first-order procedures that efficiently find an escaping direction from saddle points include NEON, within Xu et al. (2017) and Allen-Zhu & Li (2017). The work of Xu et al. (2017) is inspired by the perturbed gradient method proposed in Jin et al. (2017a) and its connection with the power method for computing the largest eigenvector of a matrix starting from a random noise vector. In Allen-Zhu & Li (2017), negative-curvature-search subroutines are converted into first-order processes. Our algorithm is complementary of this line of work, as one could combine these careful estimations of negative curvature into our algorithm. The focus of our paper, rather than designing sophisticated procedures to improve the rate of escaping from saddle points, is to provide a simple algorithm that is resilient to delayed gradients.

Convergence of Coordinate-Gradient-Descent Algorithms. First mentioned by (Powell, 1973), coordinate gradient descent (CGD) has convergence difficulties in non-convex settings. Powell’s finding that cyclic CGD fails to converge to a stationary point illustrates that a general convergence result for non-convex functions cannot be expected. However, Powell also mentions that the cyclic behavior of CGD is unstable with respect to small perturbations. To solve this issue, our paper follows (Sun et al., 2017) in using inexact line searches to lead to convergence of CGD. Other methods and assumptions for attaining convergence results are discussed in (Wright, 2015). These include
assuming unique minimizers along any coordinate direction (Bertsekas, 1997) and using functions with Kurdyka-Łojasiewicz (KL) properties (Attouch et al., 2010; Xu & Yin, 2017).

**Convergence of Asynchronous Algorithms.** This paper follows the theory behind asynchronous coordinate gradient descent. A major portion of the theory, on asynchronous algorithms, has been built from (Arjevani et al., 2020; Cole & Tao, 2018; Liu & Wright, 2015; Liu et al., 2014). The relationship between iterate delays and the convergence of asynchronous gradient methods is examined in (Arjevani et al., 2020). It is shown in (Arjevani et al., 2020) that for convex quadratic functions, standard gradient descent methods have at most a linear dependence on delays. However, stochastic delayed gradient descent is found to have a smaller dependence on the delay. In (Liu et al., 2014), the convergence properties of an asynchronous-stochastic-coordinate-descent algorithm is nailed down for a convex function. Similar work is applied in (Liu & Wright, 2015), with convergence results for an asynchronous-stochastic-proximal-coordinate-descent algorithm. This paper utilizes an improved complexity compared to similar asynchronous algorithms. Convergence analysis of asynchronous block coordinate descent in (Liu & Wright, 2015; Liu et al., 2014) relied upon the independence assumption as well as bounded delays. Our work also incorporates the use of bounded delays, however without the need of the independence assumption. The work in (Cole & Tao, 2018) uses a similar asynchronous, but accelerated, stochastic-coordinate-descent algorithm. While we do not incorporate acceleration, our work provides an even further speed up in convergence for convex functions than in (Liu & Wright, 2015; Liu et al., 2014).

The work of (Cole & Tao, 2018; Liu & Wright, 2015; Liu et al., 2014) led to expanding research about asynchronous-coordinate-descent convergence within non-convex settings. In more closely related research to ours, the convergence properties of asynchronous coordinate descent in non-convex settings has been studied in (Sun et al., 2017; Cannelli et al., 2016). Within the important work of (Sun et al., 2017), asynchronous-coordinate-descent convergence results are determined for bounded, stochastic unbounded, and deterministic unbounded delays. These results are provided for both convex and non-convex functions. Furthermore, within (Sun et al., 2017) it is shown that there is sufficient descent for bounded delays by using a Lyapunov function for a non-convex function. As stated above, (Sun et al., 2017) proved that asynchronous coordinate gradient descent converges to stationary points for L-gradient Lipschitz non-convex functions (defined below). Our work utilizes the sufficient descent and Lyapunov function improvements found in (Sun et al., 2017). This paper dives deeper, and determines the relationship between bounded delays and convergence.

### 3 Problem Formulation

**Notation.** We use \( \| \cdot \|_2 \) to denote the \( \ell_2 \)-norm for vectors. We use \( \lambda_{\text{min}}(\cdot) \) to denote the smallest eigenvalue of a matrix. For a function \( f : \mathbb{R}^d \to \mathbb{R} \), the terms \( \nabla f(\cdot) \) and \( \nabla^2 f(\cdot) \) denote its gradient and Hessian respectively. We denote the global minimum of \( f \) as \( f^* \), and \( \Delta_f \) to be the difference between the function value at an initial solution \( x^0 \) and the global minimum, i.e., \( \Delta_f := f(x^0) - f^* \).

We use the notation \( O(\cdot) \) to hide absolute constants, and notation \( \tilde{O}(\cdot) \) to hide absolute constants and log factors. Finally, we let \( B_d(r) \) denote the \( d \)-dimensional ball centered at \( x \) with radius \( r \).

**Problem Setting.** We solve an unconstrained, high dimension \( d \), non-convex optimization

\[
\min_{x \in \mathbb{R}^d} f(x). \quad (1)
\]

**Assumption 1.** The objective function \( f(x) \) is L-gradient Lipschitz, \( \rho \)-Hessian Lipschitz, \((\phi, \gamma, \zeta)\)-strict-saddle, and has a bounded minimum value \( f^* \).

**Definition 1.** A differentiable function \( f(x) \) is L-smooth (or L-gradient Lipschitz) if:
\[
\forall x_1, x_2, \| \nabla f(x_1) - \nabla f(x_2) \| \leq L \| x_1 - x_2 \|
\]

**Definition 2.** A twice-differentiable function \( f(x) \) is \( \rho \)-Hessian Lipschitz if:
\[
\forall x_1, x_2, \| \nabla^2 f(x_1) - \nabla^2 f(x_2) \| \leq \rho \| x_1 - x_2 \|
\]

**Definition 3.** A function \( f(x) \) is \((\phi, \gamma, \epsilon)\)-strict-saddle if, for any \( x \), at least one of the following holds:
\[
\| \nabla f(x) \| \geq \phi, \quad \lambda_{\text{min}}(\nabla^2 f(x)) \leq -\gamma, \quad x \text{ is } \epsilon\text{-close to } x^* - \text{ the set of local minima}
\]

**Definition 4.** For a \( \rho \)-Hessian Lipschitz function \( f(x) \), we say that \( x \) is a second-order stationary point if:
\[
\| \nabla f(x) \| = 0, \text{ and } \lambda_{\text{min}}(\nabla^2 f(x)) \geq 0
\]
We also say $x$ is an $\epsilon$-second-order stationary point if:

$$||\nabla f(x)|| \leq \epsilon, \text{ and } \lambda_{\min}(\nabla^2 f(x)) \geq -\sqrt{\rho}$$

**Definition 5.** One calls $x$ a saddle point if $x$ is a first-order stationary point but not a local minimum. For a twice-differentiable function $f(\cdot)$, we say a saddle point $x$ is strict (or non-degenerate) if:

$$\lambda_{\min}(\nabla^2 f(x)) < 0$$

In many applications, such as dictionary learning, tensor decomposition, and matrix sensing, the objective function $f$ induces saddle points that are all strict (Sun et al., 2017; Bhojanapalli et al., 2016; Ge et al., 2016; 2015).

**ACGD Setting.** We seek to solve Equation (1) in an asynchronous coordinate gradient descent (ACGD) manner which efficiently solves high-dimensional problems by utilizing parallel computing without the costly synchronization bottlenecks. ACGD differs from synchronous coordinate gradient descent (which is equivalent to parallel gradient descent), and regular gradient descent. While synchronous coordinate gradient descent can obtain a speed-up in convergence compared to the simpler regular gradient descent, its setting is more complex and comes with added difficulties: communication involved between the parameter server and workers within the parallel setting causes potential parallelization delays and subsequent convergence slow-downs. ACGD seeks to solve these issues that arise in synchronous coordinate gradient descent, and thus takes into account parallelization delays found within the parallel setting. Therefore, ACGD tackles the most difficult setting of the three: parallel gradient descent in the presence of parallelization delays.

Within the ACGD setting, there are $W$ workers, managed by a central parameter server, solving Equation (1) in parallel without synchronization. The parameter server assigns each worker $i$ a coordinate block $b_i$ to update, where $\bigcup_{i=1}^{W} b_i = \{x_1, x_2, \ldots, x_d\} = x \in \mathbb{R}^d$. The ACGD process proceeds as follows:

1. **Worker** $i$ fetches the current up-to-date global iterate $x^j$ from the parameter server, where $j$ indicates the current global iteration number that the parameter server monitors.
2. Worker $i$ then begins computing the gradient $\nabla b_i f(x^j)$ corresponding to its coordinate block $b_i$.
3. Once worker $i$ finishes, it sends its block of gradient values $\nabla b_i f(x^j)$ back to the server.
4. The server receives the block gradient from worker $i$, yet the global iteration $j$ has been updated since worker $i$ previously fetched the most up-to-date iterate in (1). As other workers have been updating the global iterate simultaneously, the once up-to-date iterate that worker $i$ received in (1) has now decayed to become out-of-date after completion of (3). To reflect this, the block gradient the server receives from worker $i$ is denoted as $\nabla b_i f(\hat{x}_i^j)$, since $j$ has been updated to a different value (where $\hat{x}_i^j$ indicates the out-of-date iterate for worker $i$ as will be defined in Equation (3)). The parameter server uses $\nabla b_i f(\hat{x}_i^j)$ to update the coordinates of the global iterate corresponding to $b_i$ with a step size $\eta$:

$$x_{bi}^j \leftarrow x_{bi}^j - \eta \nabla b_i f(\hat{x}_i^j)$$

and the global iteration number increments $j \leftarrow j + 1$.
5. The entire updated global iterate $x^j$ is sent back just to worker $i$ so it can repeat steps (2)-(4).

**Algorithm 1** SW-ACGD($x, f, \eta, b$): Single-Worker ACGD

1. **Input:** current iterate $x$, function $f$, step size $\eta$, assigned coordinate block $b$
2. $u \leftarrow 0 = \theta^d$
3. $u_b \leftarrow -\eta \nabla_b f(x)$
4. **Output:** $u$

**Asynchronous Updates and Bounded Delays.** As mentioned in the ACGD process above, the global iteration number $j$ is updated when one of the workers $i \in \{1, \ldots, W\}$ sends back its block of gradients to the parameter server. In step (4) above, the global iteration number $j$ may have been updated, i.e., the values of $j$ in step (1) and step (4) may be different, since the parameter server may have received updates from other workers between the time worker $i$ fetches the current global iterate and the time worker $i$ sends back updates. Equation (2) uses $\hat{x}_i^j$ rather than $x^j$ when computing the gradient. This is where ACGD differs from gradient descent and synchronized block coordinate...
gradient descent. In the asynchronous parallel setting, workers are able to compute their block of gradients, send them to the parameter server, and receive an updated global iterate without waiting for other slower workers. Therefore, slower workers will be left computing the gradient of iterates that are out of date compared to the global iterate. Delays arise from these slow workers or workers with expensive blocks to update (blocks with many non-zero entries compared to others). The term \( \hat{x}_i \) denotes this out-of-date iterate for worker \( i \), and is defined as:

\[
\hat{x}_i := \left( x_1^{D_i(1)}, \ldots, x_i^{D_i(W)} \right).
\]

(3)

As one can see above, \( \hat{x}_i \) is split up into \( W \) blocks, a block corresponding to each worker. The term \( D_i(p) \in \mathbb{Z}^+ \) is defined as the number of iterations elapsed since worker \( p \) communicated its first coordinate update to the parameter server throughout the duration worker \( i \) is performing its current update. Thus, \( D_i(p) \) denotes the delay at the \( p \)-th coordinate block for worker \( i \). The maximum bounded delay \( \tau \), a user input, is an upper bound on all worker delays:

\[
\max_{1 \leq p \leq W} \{ D_i(p) \} \leq \tau, \quad \forall i.
\]

In Equation (3), \( \hat{x}_i \) has no delay term on the \( i \)-th block as only worker \( i \) updates the \( i \)-th block.

It is important to note that ACGD experiences zero delay if \( \tau = W - 1 \). First, it is impossible for \( \tau \) to be smaller than \( W - 1 \). With \( W \) workers, updating each coordinate block of the solution would take a minimum of \( W \) global iterations. In this perfect scenario, which only occurs if the blocks are updated in a cyclic manner with no randomness, the final coordinate block waiting to be updated would have waited \( W - 1 \) iterations. Thus, the zero-delay scenario occurs when \( \tau = W - 1 \).

The ACGD algorithm we propose applies to both zero-delayed (\( \tau = W - 1 \)) and delayed settings (\( \tau > W - 1 \)). Thus, we allow \( \tau \geq W - 1 \). In practice, and in our analysis, we set \( \tau \geq 1 \) as we assume multiple parallel workers exist. If \( W = 1 \), the asynchronous parallel setting trivially reduces to the sequential gradient descent setting. Furthermore, if \( W = 1 \), our ACGD algorithm reduces to the perturbed gradient descent algorithm from (Jin et al., 2017a).

4 Hamiltonian: A Modified Objective Function for Monotonic Descent

Bounded delays arise from the setting of ACGD, as detailed in Section 3, and adversely affect convergence analysis of ACGD algorithms. Namely, under parallelization delays, the objective function ceases to decrease monotonically. Even with a small enough step-size, ACGD is not guaranteed to be monotonically decreasing. This leads to difficulty in convergence analysis. One key technical contribution from our paper is proposing a Hamiltonian (sum of potential energy and kinetic energy) (Jin et al., 2017b; Sun et al., 2017), which has a monotonic property, to guarantee convergence of ACGD.
Construction of the Discrete Hamiltonian. We show below that a discrete Hamiltonian can be created to ensure monotonicity of Equation (2), the discretized version of ACGD. Similar to the work of Sun et al. (2017), we utilize a Lyapunov function to model the discrete version of ACGD. Let the bounded delays be \( \tau \geq 1, \tau \in \mathbb{Z}^+ \). We now define the discrete Hamiltonian as the following:

**Definition 6 (Discrete Hamiltonian).** The Hamiltonian, with a bounded delay \( \tau \geq 1 \), is defined in the discrete case as

\[
E(x^j) = E_j := f(x^j) + \frac{L}{2\sqrt{\tau}} \sum_{i=j-\tau}^{j-1} (i-(j-\tau)+1)||x^{i+1} - x^i||^2_2. \tag{4}
\]

As one can see above in Definition 6, the Hamiltonian’s potential energy is denoted as the true objective function value \( f(x^j) \). Thus, when minimizing the Hamiltonian, we are still minimizing \( f \).

Guaranteeing Discrete Hamiltonian Monotonicity. To guarantee monotonicity of the discrete Hamiltonian, it must be shown that each subsequent iterate of the Hamiltonian decreases in value. The first step in guaranteeing monotonicity is bounding the difference between consecutive iterates of the Hamiltonian below, and proving that this lower bound is greater than zero for all iterates. Lemma 1 provides a result about this lower bound, and is crucial to our Main Theorem.

**Lemma 1 (Guaranteed Discrete Hamiltonian Decrease).** Under Assumption 1, let the sequence \( \{x^j\}_{j \geq 0} \) be generated by ACGD with delays bounded by \( \tau \geq 1 \). There exists \( \beta > 0 \) such that choosing the step size \( \eta \leq \frac{1}{2\sqrt{\tau^2 + \tau}} \) results in

\[
E_j - E_{j+1} \geq L\left(\frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2}\right)||x^{j+1} - x^j||^2_2 > 0. \tag{5}
\]

**Remark.** (1) The discrete Hamiltonian is guaranteed to monotonically decrease with a small step-size. (2) Similarly, the step-size is inversely proportional to the bounded delay, meaning descent slows with a large delay. (3) The discrete Hamiltonian decreases proportionally to the difference between consecutive iterates, and therefore converges to an optimal solution along with our iterates. (4) Step-size for sufficient descent mirrors the optimal step-size in analysis of gradient descent convergence to first-order stationary points \( O(1/L) \) (Nesterov, 1998).

The parameter \( \beta \) determines the degree of how sub-linear the convergence of our proposed algorithm depends upon the maximum delay bound \( \tau \). The hyperparameters \( \iota \geq 3 \) and \( \chi \geq 1 \) are defined below in Appendix A. Calculating \( \beta \) is shown in Equation (10) within Appendix A (a simple optimization problem with a closed-form solution). For small values of \( \tau, \beta \) assumes a value close to \( 1/2 \). Thus, for small bounded delay values, the step-size \( \eta \) exactly matches up with (Nesterov, 1998) \( O(1/L) \). As bounded delays grow, the value of \( \beta \) decreases at a slow rate. Even for large value bounded delays \( (\tau > 100) \), \( \beta \) remains large \( (\beta > 1/9) \). Thus, our algorithm achieves a significant sub-linear convergence result regardless of the size of the bounded delays.

**Corollary 2.** With the step-size specified in Lemma 1, one finds: \( E_j - E_{j+1} \geq \frac{3}{8}L||x^{j+1} - x^j||^2_2. \)

**Remark.** For a small step size, the Hamiltonian decreases in proportion to only the difference in iterates and the gradient-Lipschitz, with no dependence on the bounded delays.

5 SADDLE-ESCAPING ACGD: OVERVIEW AND CONVERGENCE RESULTS

In this section, we present an overview of our algorithm, entitled Saddle-Escaping ACGD (SE-ACGD), and its efficient convergence to \( \epsilon \)-second-order stationary points (defined in Section 3).

**Saddle-Escaping ACGD Process.** The SE-ACGD algorithm works via the following steps:

1. Begin with an initial iterate \( x^0 \) and Hamiltonian \( E_0 \).
2. Perform the ACGD process for at most \( \tau + 1 \) iterations, outputting \( E_{1g}, x_{1g} \) (Algorithm 3).
3. Repeat step (2) until the difference between the starting and ending Hamiltonians is small.
4. Store the outputted Hamiltonian \( E_s \) and iterate \( x^s \) (an \( \epsilon \)-first-order stationary point) from step (3).
5. Perturb \( x^s \) and run \( T \) iterations of the ACGD process, outputting \( E_p, x^p \) (Algorithm 4).
6. Check if the Hamiltonian difference \( E_s - E_p \) is small.
7. If small, \( x^s \) is returned (it is an \( \epsilon \)-second-order stationary point) and if not, steps (2)-(6) are repeated starting from \( x^p \) (a saddle point is escaped).
We define the difference in Hamiltonians to be small if it is smaller than a specified function threshold $\mathcal{F}$. This threshold is a hyperparameter, defined in Appendix A, which is our barometer to ensure that the Hamiltonian is decreasing towards the optimal value. Below, we present the algorithmic layout of SE-ACGD. Within SE-ACGD, two sub-routines are utilized. The first, LG-ACGD, descends along large gradient regions (step (2)) and is introduced later in Algorithm 3. The second, P-ACGD, descends along saddle point regions (step (5)) and is introduced later in Algorithm 4.

Algorithm 2 SE-ACGD($x^0$, $f$, $\tau$, $L$, $\eta$, $r$, $T$, $\mathcal{F}$): Saddle-Escaping ACGD

1: **Input:** initial iterate $x^0$, function $f$, bounded delay $\tau$, gradient Lipschitz $L$, *step size $\eta$, *perturbation radius $r$, *perturbation steps $T$, *Hamiltonian threshold $\mathcal{F}$
2: $E_0 \leftarrow f(x^0)$, $j \leftarrow 0$
3: for $s = 1, 2, 3, \ldots$ do
4: $x^{j+\tau+1}$, $E_{j+\tau+1} \leftarrow$ LG-ACGD($x^j$, $f$, $\eta$, $\tau$, $L$)
5: $j \leftarrow j + \tau + 1$
6: if $(E_{j-1} - E_j) < \mathcal{F}$ then
7: $x^{j+T}$, $E_{j+T} \leftarrow$ P-ACGD($x^j$, $f$, $\eta$, $\tau$, $r$, $T$, $L$)
8: if $(E_j - E_{j+T}) < \mathcal{F}$ then
9: STOP: $x^j$ is an $\epsilon$-Second-Order Stationary Point
10: end if
11: $j \leftarrow j + T$
12: end if
13: end for
14: **Output:** $x^j$
15: * This hyperparameter is computed as in Appendix A

**Convergence Result and Comparison.** Below, we detail the convergence rate of SE-ACGD. First, we mention how iteration complexities can vary in parallel settings. In parallel settings, updates from each worker must be accounted for in the iteration complexity. Due to bounded delays, convergence results of synchronous algorithms include a linear term $\tau$ since all workers wait for the slowest worker at each round. Thus, the convergence result of parallel synchronous GD is $O(\frac{L}{\tau} \Delta_f \sqrt{\rho_0})$.

**Theorem 3 (Main Convergence Theorem).** Let the function $f$ satisfy Assumption 1. For any $\delta > 0$ and $\epsilon \leq \frac{L}{\rho}$, there exists a step size $\eta$ satisfying Lemma 1 such that Algorithm 2 will output an $\epsilon$-second-order stationary point, with probability $1 - \delta$, in the following number of iterations:

$$O\left(\frac{L^2 \Delta_f \tau \delta^{-2\beta}}{\epsilon^2 \delta^{0.5}} \log_2^{4}(\frac{d \tau L \Delta_f}{\delta \epsilon})\right).$$

(6)

**Remark.** (1) Our ACGD algorithm obtains a faster convergence rate to $\epsilon$-second-order stationary points than existing parallel algorithms when $L/\tau^{2\beta} \sqrt{\rho_0} \leq 1$. This occurs when $\tau$ is large, which happens when (i) there is a very slow worker and/or (ii) there are many workers (since $\tau \geq W - 1$). Our theoretical result makes sense intuitively: asynchronous algorithms are used in practice when (i) there are slow or unresponsive workers and/or (ii) numerous workers are needed to solve a large-scale problem. (2) The convergence to $\epsilon$-second-order stationary points with an asynchronous process depends sub-linearly on the bounded delay $\tau$. This is an important first step in analyzing how bounded delays affect the iteration complexity for asynchronous algorithms in the non-convex setting.

Our work is the first to prove the following intuition to be correct: asynchronous algorithms perform better than synchronous algorithms, under large delays, when converging to local minima in non-convex settings. The sub-linear convergence dependence with respect to the maximum bounded delay is an improvement over the synchronous baseline. When delays are small (small $\tau$), they do not affect convergence. This occurs, since small values of $\tau$ push $\beta$ to equal 1/2. Finally, our algorithm does not match the rate on $\epsilon$ compared with Jin et al. (2017b) since no acceleration is used. This is left for future work.

**Proof Sketch.** To prove convergence to $\epsilon$-second-order stationary points, we prove that our SE-ACGD algorithm descends along regions with a large gradient and regions that are close to, or located at, a saddle point. Once both regions have been descended, the set of local optima has been reached.
We prove that in large-gradient regions, where $||\nabla f(x^j)||_2^2 > \epsilon$, our algorithm sufficiently decreases the Hamiltonian, our modified objective function, by a sufficient amount $\mathcal{F}$ (a hyperparameter). Likewise, we prove that in saddle-point regions, $||\nabla f(x^j)||_2^2 \leq \epsilon$ and $\lambda_{\min}(\nabla^2 f(x^j)) < -\sqrt{\mathcal{F}}$, our algorithm decreases the Hamiltonian by $\mathcal{F}$ with a high probability. Proving sufficient descent along saddle-point regions is complicated, necessitating a bound on the volume of the stuck region around saddle points (the space where points perturbed from a saddle point remain stuck at it after a certain number of ACGD iterations). This is discussed in Section 6 and in full detail within Appendix C.

6 Saddle-Escaping ACGD: Algorithm and Attaining Convergence

In this section, we demonstrate how our SE-ACGD algorithm is constructed to ensure convergence to local optima, $\epsilon$-second-order stationary points, in non-convex settings.

To begin, we remind the reader that the given objective function $f$ is assumed to be strict-saddle. If a function is strict-saddle, the landscape of the function can be split up into three regions. The first is a large-gradient region, the second is a region containing a notable negative eigenvalue of the Hessian (near a saddle point), and the third is a region close to a local minimum, or second-order stationary point. Our algorithm converges to a region $\epsilon$-close to a second-order stationary point by sufficiently descending along both large-gradient and saddle-point regions.

Descending Along Large-Gradient Regions. Descent along large-gradient regions, occurring in step (2) of the SE-ACGD process detailed in Section 5, is accomplished by the sub-algorithm titled Large-Gradient ACGD (LG-ACGD), displayed in Algorithm 3.

Algorithm 3 LG-ACGD($x^j, j, f, \eta, \tau, L$): Large-Gradient ACGD

1: Input: current iterate $x^j$, global iteration $j$, function $f$, step size $\eta$, bounded delay $\tau$, gradient Lipschitz $L$
2: for $s = 1, \ldots, \tau + 1$ do
3: $x^{j+1} \leftarrow x^j + \text{SW-ACGD}(x^j, f, \eta, b_i)$ \hspace{1cm} In Parallel 
4: $j \leftarrow j + 1$
5: end for
6: $E_j = f(x^j) + \frac{L}{2 \sqrt{\tau}} \sum_{k=j+\tau}^{j-1} (k - j + \tau + 1)||x^{k+1} - x^k||_2^2$
7: Output: $x^j, E_j$

Within LG-ACGD, the ACGD process is run in parallel by calling SW-ACGD for each worker $i$. This parallel process is cumulatively performed for $\tau + 1$ iterations. The reason for $\tau + 1$ iterations, is that all coordinate blocks will be updated within the window of $\tau + 1$ iterations due to the bounded delays assumption. Once guaranteed that each coordinate block $b_i$ will be updated within $\tau + 1$ iterations, we can prove sufficient descent along large-gradient regions.

Theorem 4 (Large Gradient Scenario). Let function $f$ satisfy Assumption 1, $\eta$ satisfy Lemma 1, and let $\tau \geq 1$. If $||\nabla f(x^j)||_2^2 \leq \epsilon$, then by running Algorithm 3 we have: $E_{j+\tau} - E_{j+1} > \mathcal{F}$.

The result of Theorem 4 solidifies the relationship between the sufficient decrease of the Hamiltonian and the bounded delays from the asynchronous process. When the gradient is large, only after $\tau + 1$ updates from asynchronous workers will the Hamiltonian decrease by a specified threshold $\mathcal{F}$. Thus, Theorem 4 reiterates that for the Hamiltonian to sufficiently decrease, all asynchronous workers must finish computing their gradient blocks. The proofs of Theorem 4 is detailed in Appendix C.1.

Descending Along Saddle-Point Regions. Descent along saddle point regions, step (5) of the SE-ACGD process detailed in Section 5, is performed by the sub-algorithm titled Perturbed ACGD (P-ACGD), shown in Algorithm 4.

The P-ACGD algorithm is designed to escape saddle points. Called after multiple rounds of LG-ACGD, P-ACGD is utilized once an iterate $x^j$ is proven to be outside of the large-gradient region. The algorithm begins by generating a perturbed iterate $y^0$, which is uniformly selected from a $d$-dimensional ball with radius $\eta r$ centered at $x^j$. Finally, the ACGD process is run in parallel by
1. If $\|\nabla x\|$ within the large-gradient region (the Hamiltonian does not sufficiently decrease). Once this occurs, will lead back to, and remain stuck at, the saddle point. Conversely, the escaping region refers to the volume of the stuck region, and we prove with high probability that $x$ escapes a saddle point, and decreases the Hamiltonian by a small constant multiplied by the radius of the perturbation ball. This width is used to bound the fact, the width of the stuck region in the direction of the minimum eigenvalue is proven to be bounded by a small constant multiplied by the radius of the perturbation ball. This perturbation ball is centered at $x^0$, which is the iterates of ACGD starting from $x$. There are two regions within this perturbation ball: a stuck region and an escaping region. The stuck region is quite small compared to the rest of the perturbation ball (Jin et al., 2017a;b). In Parallel

Algorithm 4 P-ACGD($x^j$, $f$, $\eta$, $\tau$, $r$, $T$, $L$): Perturbed ACGD

1: Input: current iterate $x^j$, function $f$, step size $\eta$, bounded delay $\tau$, perturbation radius $r$, perturbation steps $T$, gradient Lipschitz $L$
2: $\xi \leftarrow$ uniformly $\sim B_{x^j}(r)$
3: $y^0 \leftarrow x^j + \xi$, $t \leftarrow 0$
4: while $t < T$ do
5: $y^{j+1} \leftarrow y^j + \text{SW-ACGD}(y^j, f, \eta, b_i)$ \{ In Parallel \}
6: \begin{align*}
   y^t \leftarrow y^j + \text{SW-ACGD}(y^j, f, \eta, b_i)
   & \text{For Any Block } b_i
\end{align*}
7: end while
8: $E_T = f(y^T) + \frac{L}{2\sqrt{\tau}} \sum_{k=T-\tau}^{T-1} (k - T + \tau + 1) ||y^{k+1} - y^k||^2$
9: $x^{j+1} \leftarrow y^T$, $E_{j+1} \leftarrow E_T$
10: Output: $x^{j+1}, E_{j+1}$

Outputting An $\epsilon$-Second-Order Stationary Point. To summarize, our SE-ACGD algorithm works as follows. First, LG-ACGD is run on the initial iterate $x^0$ until the outputted iterate $x^s$ is no longer within the large-gradient region (the Hamiltonian does not sufficiently decrease). Once this occurs, P-ACGD is run on $x^s$, where $x^s$ is perturbed and undergoes $T$ iterations of ACGD, producing an output $x^p$. If, after $T$ iterations, the subsequent Hamiltonian sufficiently decreases, then $x^s$ was previously contained in the saddle-point region. By Theorem 5, the output $x^p$ of P-ACGD is not contained in the saddle-point region (and thus has escaped the saddle point located at $x^s$). However, if, after $T$ iterations, the subsequent Hamiltonian does not sufficiently decrease, then $x^s$ is not contained in the saddle-point region. Thus, $x^s$ is not located in either the large-gradient or the saddle-point regions. Since the objective function is strict-saddle, it follows that $x^s$ is an $\epsilon$-second-order stationary point. Thus, SE-ACGD finds a local optimum.

Theorem 5 (Saddle Point Scenario). Let function $f$ satisfy Assumption 1 and let $\eta$ satisfy Lemma 1. If $\|\nabla f(x^j)\|_2 \leq \epsilon$ and $\lambda_{\min}(\nabla^2 f(x^j)) < -\sqrt{\eta}$, then $x^0$ is located at a saddle point. Let $y^0 = x^0 + \xi$, where $\xi$ comes from the uniform distribution over ball with radius $\eta r$, and $\{y^j\}_{j=0}^T$ are the iterates of ACGD starting from $y^0$ with $T \geq \frac{\log_2(\epsilon x^2 x^2)}{\eta \sqrt{\tau}}$. Let $x^{j+1} = y^T$. Then, with at least probability $1 - \gamma$, running Algorithm 4 once results in: $E_{j+1} > F$.

Proof Sketch. This proof is inspired by the geometry of saddle points (Jin et al., 2017a;b). Let the point $x_s$ satisfy the conditions of Theorem 5 (a saddle point). To escape the saddle, one perturbs $x_s$. Adding a perturbation ($x_p = x_s + \xi$) results in $x_p$ being generated from a uniform distribution over a perturbation ball. This perturbation ball is centered at $x_s$ with a radius of $\eta r$.

There are two regions within this perturbation ball: a stuck region and an escaping region. The stuck region refers to the region within the perturbation ball where running $T$ iterations of ACGD on $x_p$ will lead back to, and remain stuck at, the saddle point. Conversely, the escaping region refers to the region where running $T$ iterations of ACGD on $x_p$ will escape the saddle point.

The stuck region is quite small compared to the rest of the perturbation ball (Jin et al., 2017a;b). In fact, the width of the stuck region in the direction of the minimum eigenvalue is proven to be bounded by a small constant multiplied by the radius of the perturbation ball. This width is used to bound the volume of the stuck region, and we prove with high probability that $x_p$ is unlikely to fall within the stuck region. Our work builds from this geometric technique, and the full proof of Theorem 5 is in the appendix.

It is proven below that after $T$ iterations, the carefully generated perturbed iterate will have a high probability of escaping a saddle point. Therefore, the output of P-ACGD will be an iterate that escapes the saddle point, and decreases the Hamiltonian by $\mathcal{F}$, or an iterate that remains at a stationary point — an $\epsilon$-second-order stationary point.

The output $x$ of P-ACGD is not contained in the saddle-point region (and thus has escaped the saddle point located at $x^s$). However, if, after $T$ iterations, the subsequent Hamiltonian does not sufficiently decrease, then $x^s$ is not contained in the saddle-point region. Thus, $x^s$ is not located in either the large-gradient or the saddle-point regions. Since the objective function is strict-saddle, it follows that $x^s$ is an $\epsilon$-second-order stationary point. Thus, SE-ACGD finds a local optimum.
Figure 2: Saddle-Escaping ACGD Schematic. Starting on the left, SE-ACGD calls LG-ACGD to find a stationary point \( x^s \). Once found, P-ACGD is called to perturb and dislodge \( x^s \) in case it is a saddle point. These sub-routines are powered by parallel workers performing ACGD and communicating with the server (SW-ACGD). If \( x^s \) is a saddle point, the output \( x^p \) of P-ACGD sufficiently reduces the Hamiltonian and the process restarts. If not, \( x^s \) is an \( \epsilon \)-second-order stationary point.

7 Experiments

Below, we test SE-ACGD against other baseline first-order algorithms (serial gradient descent and parallel perturbed gradient descent) to analyze its performance in the following criteria:

1. Effectiveness at escaping saddle points.
2. Performance under parallelization delays.
3. Parallel speed-up and scalability.

The problem we seek to minimize is the following function:

\[
f(x) := \tilde{f}(\frac{2}{d} \sum_{i=1}^{d/2} x_i, \frac{2}{d} \sum_{j=d/2+1}^{d} x_j), \quad \tilde{f}(r, s) := d\left[(r-1)^4 - (r-1)^2 + (s+1)^2\right]. \tag{7}
\]

The equation above has a saddle point located at \((r, s) = (1, -1)\) with a function value of 0. Furthermore, there exist two equal local optima located at \((r, s) = (1 + \frac{\sqrt{2}}{2}, -1) = (1 - \frac{\sqrt{2}}{2}, -1)\). These local optima have a minimum function value of \(-d/4\). Below, we showcase how SE-ACGD reaches the local optima quick and efficiently.

7.1 Saddle Point Evasion

Our first additional experiment analyzes how well SE-ACGD escapes saddle points compared to its peer algorithms. Furthermore, we investigate whether SE-ACGD is effective at escaping saddle points in high dimensions.

As one can see in Figure 3, SE-ACGD reaches the local optimum value of \(-d/4\) for all dimensions. In comparison, regular gradient descent (the green line) gets stuck at the saddle point with an objective value of 0. Like SE-ACGD, perturbed gradient descent also manages to escape the saddle point and reach the local optimum.

Compared to parallel perturbed gradient descent, SE-ACGD manages to reach the local optimum faster even with no delay. This is an impressive feat, as comparing the two perturbed algorithms under no delay is to SE-ACGD’s disadvantage: SE-ACGD performs best when there are parallelization delays (shown in 7.2). The superiority of SE-ACGD remains even as the dimensionality increases, showcasing the effectiveness of SE-ACGD at solving large-scale optimization problems.
7.2 Parallelization Delays

In this experiment, we showcase how effective SE-ACGD performs under parallelization delays compared to synchronous algorithms. We perform this experiment at a large dimension, \( d = 1 \text{ million} \), to simulate a large-scale problem. To simulate an environment with parallelization delays, we inject an artificial delay at each iteration. This artificial parallelization delay is added to one worker for each iteration, forcing the worker to sit idle during the duration of this delay. We generate the delay...
randomly each iteration from an exponential distribution with the rate parameter $\lambda$ equal to the inverse of an inputted expected delay. Within this experiment, we show how convergence time is effected as the expected delay is increased.

One can see in Figure 4 that the convergence time does indeed increase as the expected delay is increased. However, this increase is much more dramatic for the synchronous algorithms than SE-ACGD. While SE-ACGD and parallel perturbed gradient descent converge in a similar manner under no delay (Figure 4a), SE-ACGD leaps ahead of parallel perturbed gradient descent when the expected delay becomes $5\times 2$ (Figure 4d).

These experimental results backup our claim about the effectiveness of SE-ACGD when experiencing parallelization delays. Since SE-ACGD is already faster than other synchronous algorithms under no delay (see 7.1), and under delays it is no surprise that it vastly outperforms synchronous algorithms. The results showcase that SE-ACGD is a more robust algorithm than its synchronous counterparts: it outperforms under ideal conditions and widens the gap under adverse conditions.

7.3 Scalability

Our final experiment is to show how SE-ACGD scales when varying the number of workers. We again perform a large-scale test, with $d = 1$ million. Below we showcase how all parallel algorithms converge when using differing numbers of workers.

As expected, the parallel algorithms begin to leave behind the serial gradient descent algorithm as the number of workers increase. Thus, SE-ACGD performs better and scales with more workers. In future work, we aim to scale up the number of workers even further on a cluster of CPUs. This will provide a greater reduction in the run-time of SE-ACGD on large-scale problems.

7.4 Computational Devices

We ran all experiments locally on an Apple M1 Max Macbook Pro. SE-ACGD is built in Python and its workers communicates with one another via Open MPI, using MPI4Py (python bindings for MPI).
8 CONCLUSION

In this paper, we present a first-order asynchronous coordinate gradient descent algorithm which efficiently minimizes non-convex functions. To the best of our knowledge, this is the first local optima convergence result for first-order asynchronous algorithm in non-convex settings. We achieve this with only minor dependence on dimension, similar to (Jin et al., 2017a;b). Furthermore, we establish a relationship between bounded delays and convergence to second-order stationary points. Our work proves that asynchronous algorithms perform better than synchronous algorithms under large delays.
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Appendix: Escaping From Saddle Points Using Asynchronous Coordinate Gradient Descent

A Parameters and Inequalities

The user-inputted parameters are \( \epsilon, \tau, L, \rho, \delta, d, x_0, W, \mu \) and \( f^* \). Let \( \Delta_f = f(x_0) - f^* \). Note that \( d, W, \) and \( \mu \) are all greater than or equal to 1. The first set of hyper-parameters are defined as:

\[
\sigma = \max \left\{ \frac{1280\sqrt{\Delta_f}L\tau}{\sqrt{\pi^2\delta}}, \frac{8}{\sqrt{\pi^2\delta}} \right\}, \quad \epsilon = \mu \cdot \log_2(\sigma), \quad \chi = \max \left\{1, \frac{\sqrt{\pi\epsilon}}{L\tau} \right\}.
\]  
(8)

Within our algorithm, the learning rate \( \eta \) is defined as

\[
\eta = \frac{1}{2L\tau^{1/2 - \beta} \epsilon \chi}.
\]  
(9)

The parameter \( \beta > 0 \) above is selected to be the largest possible value

\[
\max \left\{ \beta \mid \frac{15}{8} \tau^{1/2 - \beta} - \sqrt{\tau} - \frac{1}{2} \geq 0, \beta \leq 1/2 \right\}.
\]  
(10)

Finally, the remainder of our hyper-parameters are presented below

\[
\begin{align*}
\phi &= \frac{5\epsilon}{2L\tau^{1/2 - \beta} \epsilon \chi}, \\
F &= L\left(1 - \frac{\epsilon}{\eta L} - \sqrt{\tau} - \frac{1}{2}\right) \epsilon^2 \chi^2,
\end{align*}
\]  
(11)

\[
\begin{align*}
\gamma &= \frac{\delta F}{\Delta_f}, \\
T &= \frac{\log_2(\sigma^2 \chi^2)}{\eta \sqrt{\beta}}, \\
r_0 &= \frac{r_0}{2\sqrt{d}}, \\
M &= \eta \epsilon.
\end{align*}
\]

Before getting to the proofs, we mention that our analysis uses the following standard inequalities.

For any \( x_1, x_2, \ldots, x_N \in \mathbb{R}^N \) and \( \epsilon > 0 \), it holds that

\[
\langle x_1, x_2 \rangle \leq \|x_1\|_2 \cdot \|x_2\|_2 \leq \frac{\epsilon}{2\sqrt{d}} \|x_1\|_2^2 + \frac{1}{2\epsilon} \|x_2\|_2^2.
\]  
(12)

We also use the following inequality

\[
\log_2(\sigma^2 \chi^2) \leq \epsilon \chi \log_2(\sigma) = \epsilon \chi \left( \frac{1}{\mu} \right) = \frac{\epsilon^2 \chi}{\mu}.
\]  
(13)

From \( \eta \leq \frac{1}{2L\tau^{1/2 - \beta} \epsilon \chi} \). Equation (10), and \( \epsilon \geq 3 \), we see:

\[
\left( \frac{\epsilon}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) \geq 2\tau^{1/2 - \beta} \epsilon \chi - \sqrt{\tau} - \frac{1}{2} \geq \frac{1}{8} \tau^{1/2 - \beta} \epsilon \chi \geq \frac{3}{8}
\]  
(14)

Finally, using all the parameters and inequalities above we find:

\[
\begin{align*}
\frac{4\phi}{\eta r_0} &= \frac{10\epsilon}{r_0} = \frac{20\epsilon}{\sqrt{\pi^2\delta}} = \frac{20\sqrt{\pi}\Delta_f}{\sqrt{\pi^2\delta} L F} = \frac{20\sqrt{\pi}\Delta_f}{\left(1 - \sqrt{\tau} - \frac{1}{2}\right) \sqrt{\pi} \eta L \epsilon \chi}, \\
&= \frac{160\sqrt{\pi}\Delta_f (\tau^{1/2 - \beta} \chi^2 \chi)}{\left(\tau^{1/2 - \beta} \epsilon \chi\right) \sqrt{\pi^2\delta}} \leq \frac{1280\sqrt{\pi}\Delta_f \left(\tau^{1/2 - \beta} \chi^2 \chi\right)}{\left(\tau^{1/2 - \beta} \epsilon \chi\right) \sqrt{\pi^2\delta}} \leq \sigma \epsilon^2 \chi^2.
\end{align*}
\]  
(15)

B Detailed Proof of Guaranteed Descent for Hamiltonian

Below we provide the full proof of Lemma 1, which proves that with a small enough step size the discrete Hamiltonian can become monotonically decreasing.

**Lemma 1 (Guaranteed Discrete Hamiltonian Decrease).** Under Assumption 1, let the sequence \( \{x^j\}_{j \geq 0} \) be generated by ACGD with delays bounded by \( \tau \geq 1 \). There exists \( \beta > 0 \) such that choosing the step size \( \eta \leq \frac{1}{2L\tau^{1/2 - \beta} \epsilon \chi} \) results in: \( E_j - E_{j+1} \geq L\left(\frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2}\right) \|x^{j+1} - x^j\|_2^2 > 0 \).

**Proof.** (Lemma 1):

The asynchronous coordinate gradient descent update rule for updating block \( i \) and non-updating blocks \( e \) is reprinted below:

\[
x_i^{j+1} = x_i^j - \eta \nabla_i f(x_i^j), \quad x_e^{j+1} = x_e^j
\]  
(16)

Let \( \Delta_i^j \) be defined as the difference between consecutive iterates and \( \Delta_i^j \) as:

\[
\Delta_i^j := x_i^{j+1} - x_i^j, \quad \Delta_i^j := \begin{cases} x_i^{j+1} - x_i^j, & \text{for block } i \\ 0, & \text{for non-updating blocks } e 
\end{cases}
\]  
(17)
Therefore, by Equations (16) and (17), we get the following relationships:
\[
\Delta^i = -\eta \nabla f(x^i), \quad \Delta^i_e = \begin{cases} -\eta \nabla f(x^i), & \text{for block } i \\ 0, & \text{for non-updating blocks } e \end{cases} \tag{18}
\]
Using Equation (18), we see that:
\[
-\langle \Delta^i, \nabla f(x^i) \rangle = -\langle \Delta^i, \nabla f(x^i) \rangle = \frac{1}{\eta} ||\Delta^i||_2^2 \rightarrow -\frac{1}{\eta} ||\Delta^i||_2^2 \tag{19}
\]
From the definition of the Lyapunov function (Definition 6), we have:
\[
E_j - E_{j+1} = f(x^j) - f(x^{j+1}) + \frac{L}{2\sqrt{\tau}} \sum_{i=j}^{j-1} ||\Delta^i||_2^2 - \frac{L\sqrt{\tau}}{2} \tag{30}
\]
\[
E_j - E_{j+1} = f(x^j) - f(x^{j+1}) + \frac{L}{2\sqrt{\tau}} \sum_{i=j}^{j-1} ||\Delta^i||_2^2 - \frac{L\sqrt{\tau}}{2} \tag{31}
\]
\[
E_j - E_{j+1} = f(x^j) - f(x^{j+1}) + \frac{L}{2\sqrt{\tau}} \sum_{i=j}^{j-1} ||\Delta^i||_2^2 - \frac{L\sqrt{\tau}}{2} \tag{32}
\]
Since \( f \) is \( L \)-smooth, we have:
\[
f(x^{j+1}) \leq f(x^j) + \langle \nabla f(x^j), \Delta^j \rangle + \frac{L}{2} ||\Delta^j||_2^2 \tag{22}
\]
Using Equations (19) and (22), we get the following inequality:
\[
f(x^{j+1}) \leq f(x^j) + \langle \nabla f(x^j), \Delta^j \rangle + \frac{L}{2} ||\Delta^j||_2^2 - \frac{1}{\eta} ||\Delta^j||_2^2 \tag{23}
\]
\[
f(x^j) + \langle \Delta^j, \nabla f(x^j) \rangle - \langle \Delta^j, \nabla f(x^j) \rangle + \left( \frac{L}{2} - \frac{1}{\eta} \right) ||\Delta^j||_2^2 \tag{24}
\]
Manipulating the inequality above by using Equation (12) (by substituting \( L\sqrt{\tau} \) for \( \epsilon \)), we get the result:
\[
f(x^{j+1}) \leq f(x^j) + \frac{L\sqrt{\tau}}{2} ||\Delta^j||_2^2 + \frac{1}{2L\sqrt{\tau}} ||\nabla f(x^j) - \nabla f(x^j)\rangle + \left( \frac{L}{2} - \frac{1}{\eta} \right) ||\Delta^j||_2^2 \tag{26}
\]
Once again, by \( L \)-smooth properties, this yields:
\[
f(x^{j+1}) \leq f(x^j) + \frac{L^2}{2L\sqrt{\tau}} ||x^j - \hat{x}^j||_2^2 + \left( \frac{L}{2} - \frac{1}{\eta} \right) ||\Delta^j||_2^2 \tag{27}
\]
\[
f(x^j) + \frac{L}{2\sqrt{\tau}} ||x^j - \hat{x}^j||_2^2 + \left( \frac{L}{2} - \frac{1}{\eta} \right) ||\Delta^j||_2^2 \tag{28}
\]
From the definition of bounded delays and the triangle inequality, we know the following result:
\[
||x^j - \hat{x}^j||_2 \leq \sum_{i=j}^{j-1} ||x^{i+1} - x^i||_2 = \sum_{i=j}^{j-1} ||\Delta^i||_2 \tag{29}
\]
Using Equation (29), we find:
\[
f(x^{j+1}) \leq f(x^j) + \frac{L}{2\sqrt{\tau}} \sum_{i=j}^{j-1} ||\Delta^i||_2^2 + \left( \frac{L}{2} - \frac{1}{\eta} \right) ||\Delta^j||_2^2 \tag{30}
\]
This is rearranged to yield:
\[
f(x^j) - f(x^{j+1}) + \frac{L}{2\sqrt{\tau}} \sum_{i=j}^{j-1} ||\Delta^i||_2^2 \geq \left( \frac{1}{\eta} - \frac{L}{2} - \frac{L\sqrt{\tau}}{2} \right) ||\Delta^j||_2^2 \tag{31}
\]
Combining Equation (21) with Equation (31) leads to the desired result:
\[
E_j - E_{j+1} \geq \frac{1}{\eta L} \left( \frac{1}{\eta} - \frac{L}{2} - \frac{L\sqrt{\tau}}{2} \right) ||\Delta^j||_2^2 \tag{32}
\]
\[
E_j - E_{j+1} \geq \left( \frac{1}{\eta} - \frac{L}{2} - \frac{L\sqrt{\tau}}{2} \right) ||\Delta^j||_2^2 \tag{33}
\]
This is formally presented as:
\[
E_j - E_{j+1} \geq L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) ||x^{j+1} - x^j||_2^2 \tag{34}
\]
The step size is selected as \( \eta \leq \frac{1}{2L\sqrt{\tau} + \frac{1}{\eta L}} \) within this Lemma for a specific value \( \beta > 0 \). Applying the inequality for \( \eta \) within Equation (34) results in:
\[
E_j - E_{j+1} \geq L \left( 2\tau^{1/2 - \beta} - \sqrt{\tau} - \frac{1}{2} \right) ||x^{j+1} - x^j||_2^2 \tag{35}
\]
Utilizing Equation (14), one can see that Equation (35) is always decreasing:
\[ E_j - E_{j+1} \geq \frac{3}{8} L ||x^{j+1} - x^j||_2^2 > 0 \]  
(36)
As one can see, if \( \beta = 0 \), then we have:
\[ E_j - E_{j+1} > L(2\tau^{1/2} - \sqrt{\tau} - \frac{1}{2})||x^{j+1} - x^j||_2^2 \geq \frac{1}{2} L ||x^{j+1} - x^j||_2^2 > 0 \]  
(37)

C DETAILED PROOF OF MAIN THEOREM

In this section, we prove our main result piece by piece. We begin by proving that our algorithm sufficiently descends along large gradient and large momentum regions. Then we present the more complex proofs of sufficiently decreasing along saddle point regions. Once we have the proof of sufficient descent along all regions, we include the proof of escaping from a saddle point with a high probability. Once this is all demonstrated, we can finally prove our main theorem.

C.1 PROOF OF SUFFICIENT DESCENT ALONG LARGE-GRADIENT REGION

Below we present the result of Theorem 4. This theorem proves that our ACGD algorithm makes sufficient progress within the large-gradient region scenario.

Theorem 4 (Large Gradient Scenario). Let function \( f \) satisfy Assumption 1, \( \eta \) satisfy Lemma 1, and let \( \tau \geq 1 \). If \( \|\nabla f(x^j)\|_2 > \epsilon \), then by running Algorithm 3 we have: \( E_{j-\tau} - E_{j+1} > \mathcal{F} \).

Proof. (of Theorem 4):

From the results of Lemma 1, we also know that choosing a step size \( \eta \leq \frac{1}{2L+\tau^{1/2}-\epsilon x} \) results in:
\[ E_j - E_{j+1} \geq (\frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2})L||x^j - x^{j+1}||_2^2 \]  
By L-smoothness of \( f \),
\[ L||x^j - x^i||_2 \geq ||\nabla f(x^j) - \nabla f(x^i)||_2 \geq ||\nabla f(x^j)||_2 - ||\nabla f(x^i)||_2 \]  
(38)

This results in:
\[ L||x^j - x^i||_2 + ||\nabla f(x^i)||_2 \geq ||\nabla f(x^j)||_2 \]  
(39)

From the update rule in the paper (Equation (2)), we know that \( x^{j+1} = x^i - \eta \nabla_i f(x^i) \). Rearranging this equation and taking the norm yields:
\[ ||\nabla f(x^i)||_2 = \frac{1}{\eta} ||x^j - x^{j+1}||_2 \]  
(40)

Finally, from the delay of the gradient information and the triangle equation (Equation (29)):
\[ \sum_{k=j-\tau}^{j-1} ||x^k - x^{k+1}||_2 \geq ||x^j - x^i||_2 \]  
(41)

One can expand the sum over the delays as:
\[ \sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2 = \sum_{k=j-\tau}^{j-1} ||x^k - x^{k+1}||_2 + ||x^j - x^{j+1}||_2 \]  
(42)

From Equations (40), (41), and (42) we create the following inequality:
\[ L \frac{\eta L}{||\nabla f(x^i)||_2} \sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2 \geq \frac{L||x^j - x^{j+1}||_2}{\eta L} + \frac{L||x^j - x^{j+1}||_2}{\eta L} \]  
(43)

From defining \( \eta \leq \frac{1}{2L+\tau^{1/2}-\epsilon x} \), we see that \( \eta L \leq \frac{1}{2\tau^{1/2}-\epsilon x} \). As \( \tau, \epsilon, \chi \geq 1 \), this leads to \( \eta L \leq \frac{1}{2} < 1 \) as from the definition of \( \beta, 1/2 - \beta \geq 0 \) for \( \tau > 1 \). From this result, the inequality above can be simplified to:
\[ \frac{L||x^j - x^{j+1}||_2}{\eta L} + ||\nabla f(x^i)||_2 \geq L||x^j - x^i||_2 + ||\nabla f(x^i)||_2 \]  
(44)

Now, using Equation (39), the inequality above transforms into:
\[ \frac{||x^j - x^i||_2}{\eta} + ||\nabla f(x^i)||_2 \geq L||x^j - x^i||_2 + ||\nabla f(x^i)||_2 \geq ||\nabla f(x^i)||_2 \]  
(45)
Finally we have reached the desired inequality:

$$\sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2 \geq \eta ||\nabla f(x^j)||_2$$

(46)

Squaring both sides leads to:

$$\left( \sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2 \right)^2 \geq \eta^2 ||\nabla f(x^j)||_2^2$$

(47)

Using Cauchy-Schwarz Inequality we have:

$$\sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2^2 \geq \left( \sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2 \right)^2 \geq \eta^2 ||\nabla f(x^j)||_2^2$$

(48)

Using the initial assumption that $$||\nabla f(x^j)||_2 > \epsilon$$ we find the desired inequality:

$$\sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2^2 \geq \eta^2 \epsilon^2$$

(49)

Now, to finish the proof, we will utilize the assumptions from Lemma 1. For $$k = j - \tau, \ldots, j$$ we obtain that:

$$\sum_{k=j-\tau}^{j} E_k - E_{k+1} \geq \sum_{k=j-\tau}^{j} \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) L ||x^k - x^{k+1}||_2^2$$

(50)

Moving the constants outside of the sum yields:

$$\sum_{k=j-\tau}^{j} E_k - E_{k+1} \geq \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) L \sum_{k=j-\tau}^{j} ||x^k - x^{k+1}||_2^2$$

(51)

Equations (49) and (51) are used to get to the following inequality:

$$\sum_{k=j-\tau}^{j} E_k - E_{k+1} > \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) L \eta^2 \epsilon^2$$

(52)

This is simplified down to become:

$$E_{j-\tau} - E_{j+1} > \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) L \eta^2 \epsilon^2 = \mathcal{F}$$

(53)

C.2 PROOF OF SUFFICIENT DESCENT ALONG THE SADDLE-POINT REGION

The direction of the minimum eigenvalue at a strict saddle points towards the descent direction, away from the saddle point. At some length along this direction, an iterate can escape from a saddle point. Our goal is to bound this length.

We begin by proving what was stated informally above: at some length along the direction of the minimum eigenvalue an iterate can escape from a saddle point. This is summarized in the following Theorem.

**Lemma 6.** Under the conditions of Theorem 5, let $$e_1$$ be the smallest eigendirection of $$\nabla^2 f(x^j)$$. Consider two sequences $$\{u^t\}_{t=0}^{T}$$ and $$\{w^t\}_{t=0}^{T}$$, both with $$T \geq \frac{\log_2(\sigma_1^2 \epsilon^2)}{\eta \sqrt{\pi}}$$. Let these sequences be the iterates of ACGD starting from $$u^0$$ and $$w^0$$. We define $$u^0 = \tilde{x} + \xi$$ and $$w^0 = u^0 + \eta r e_1$$ ($$\tilde{x}$$ is the saddle point). The perturbation, $$\xi$$, comes from a uniform distribution over the ball with radius $$\eta r$$ centered at $$\tilde{x}$$. Then for $$r_0 \in \left[ \frac{\sqrt{\pi} \epsilon}{2 \sqrt{\eta}}, r \right]$$, we have: $$\min \{ E(u^T) - E(u^0), E(w^T) - E(u^0) \} < -4 \mathcal{F}$$.

Intuitively, Lemma 6 claims the following. Let $$u^0$$ be a point perturbed from a saddle point $$x_p$$ ($$u^0$$ is equivalent to $$x_p$$ in the proof sketch at the end of Section 5). Now define the point $$w^0$$ to be a specified distance away from $$u^0$$ in the direction of the minimum eigenvalue ($$w^0 = u^0 + \eta r_0 e_1$$).

Let each starting point, $$u^0$$ and $$w^0$$, undergo ACGD for a specified number of iterations $$T$$, generating sequences $$\{u^t\}_{t=0}^{T}$$ and $$\{w^t\}_{t=0}^{T}$$. Lemma 6 states that one of these two sequences will sufficiently decrease the Hamiltonian, and thus escape the saddle point.
Proof Sketch. In order to prove Lemma 6, we state the Localized-or-Improved property:

1. (Localized) We first show if ACGD from \( u^0 \) does not decrease the energy function enough, then all iterates must lie within a small ball around \( u^0 \).

2. (Improved) If ACGD starting from a point \( u^0 \) is stuck in a small ball around a saddle point, then ACGD from \( u^0 \) will decrease the energy function enough.

The Localized-or-Improved property is derived through the following two Lemmas.

**Lemma 7 (Localized).** Under the conditions of Lemma 6, if \( E(u^T) - E(u^0) \geq -4\mathcal{F} \), then for all \( 1 \leq t \leq T \): \( \|u^t - x\|_2 \leq \phi \).

**Lemma 8 (Improved).** Under the conditions of Lemma 6, there exists a constant \( \kappa > 0 \) such that, if for all \( 1 \leq t \leq T \), \( \|u^t - x\|_2 \leq \phi \), then: \( E(u^T) - E(u^0) < -4\mathcal{F} \).

The first, Lemma 7, maintains that any instance of the objective function not decreasing by a sufficient amount implies that the iterates of ACGD all fall within a ball around the saddle point. This is the Localized portion of the property.

The second, Lemma 8, states that if one sequence is stuck in a small ball around the saddle point, changing its starting point by \( \eta r_0 \) along the minimum eigenvalue direction will sufficiently decrease the objective function. These two Lemmas are the important pieces needed to prove Lemma 6, and in turn finally prove Theorem 5.

C.2.1 Proof of Localized-or-Improved Property

The Localized-or-Improved property is proved below in Lemma 7 (Localized) and Lemma 8 (Improved). After proving both of these Lemmas, they can subsequently be used to prove Lemma 6 that a specified perturbation at a saddle point will sufficiently decrease the Hamiltonian with high probability.

**Lemma 7 (Localized).** Under the conditions of Lemma 6, if \( E(u^T) - E(u^0) \geq -4\mathcal{F} \), then for all \( 1 \leq t \leq T \): \( \|u^t - x\|_2 \leq \phi \).

**Proof.** (of Lemma 7):

We are given that \( E(u^T) - E(u^0) \geq -4\mathcal{F} \), which is equivalent to \( 4\mathcal{F} \geq E(u^0) - E(u^T) \). Due to the monotonicity of \( E \), \( 1 \leq t \leq T \), the triangle inequality, and \( \eta \leq \frac{1}{2Lr_{\tau_1/2-\beta_1L}} \), we have:

\[
4\mathcal{F} \geq E(u^0) - E(u^T) \geq \sum_{j=0}^{t-1} E(u^j) - E(u^{j+1}) \tag{54}
\]

\[
\geq \sum_{j=0}^{t-1} L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) ||u^j - u^{j+1}||_2^2 \geq L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) ||u^t - u^0||_2^2 \tag{55}
\]

Rearranging the inequality above yields:

\[
\sqrt{\frac{4\mathcal{F}}{L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right)}} \geq ||u^t - u^0||_2 \tag{56}
\]

By definition of the perturbation ball, we have \( \eta r \geq ||u^0 - x||_2 \). Now, we see that:

\[
||u^t - x||_2 = ||u^t - u^0 + u^0 - x||_2 \leq ||u^t - u^0||_2 + ||u^0 - x||_2 \leq \sqrt{L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) + \eta r} \tag{57}
\]

Using the definitions of \( \mathcal{F} \), \( r \), \( \eta \), and \( \phi \) gets to the desired result:

\[
\sqrt{\frac{4\mathcal{F}}{L \left( \frac{1}{\eta L} - \sqrt{\tau} - \frac{1}{2} \right) + \eta r}} = 2\sqrt{\eta r^2} + \eta r = 2\eta \epsilon + \eta r = \eta (2\epsilon + r) \tag{58}
\]

\[
\leq \frac{1}{2L\tau^{1/2-\beta_1L}} \frac{(2\epsilon + r)}{2L\tau^{1/2-\beta_1L}} = \frac{\epsilon}{2L\tau^{1/2-\beta_1L}} \leq \frac{5\epsilon}{4L\tau^{1/2-\beta_1L}} = \phi \tag{59}
\]

The final inequality above is found as \( \eta L \leq \frac{1}{2} \). Thus the desired result is derived:

\[
||u^t - x||_2 \leq \phi \tag{60}
\]

\( \square \)

**Lemma 8 (Improved).** Under the conditions of Lemma 6, there exists a constant \( \kappa > 0 \) such that, if for all \( 1 \leq t \leq T \), \( ||u^t - x||_2 \leq \phi \), then: \( E(u^T) - E(u^0) < -4\mathcal{F} \).
Proof. (Lemma 8):

Proof by Contradiction

Without loss of generality, let $\tilde{x} = 0$ be the origin. The Hessian $H$ is then defined as

$$H = \nabla^2 f(\tilde{x}) = \nabla^2 f(0)$$

(61)

In Lemma 7, it is assumed that $4\mathcal{F} \geq E(u^0) - E(u^T)$. Now, we will assume that there are two sequences, $\{u^t\}_{t=0}^T$ and $\{w^t\}_{t=0}^T$ (iterates of ACD from $w^0$ and $w^0$), that by Lemma 7 for all $1 \leq t \leq T$ both satisfy:

$$||u^t - \tilde{x}||_2 \leq \phi, \; ||w^t - \tilde{x}||_2 \leq \phi$$

(62)

By the triangle equation, Equation (29), we have:

$$||\dot{u}^t - u^t|| \leq \sum_{k=t-\tau}^{t-1} ||u^k - u^{k+1}|| \leq \sqrt{\frac{1}{L(\frac{1}{\eta L} - \sqrt{T - \frac{1}{2}})}}$$

(63)

By Lemma 1, as the step size $\eta \leq \frac{1}{2L(T - \frac{1}{2})}$, we find that

$$\sqrt{\sum_{k=t-\tau}^{t-1} ||u^k - u^{k+1}||^2} \leq \frac{1}{L(\frac{1}{\eta L} - \sqrt{T - \frac{1}{2}})} \sum_{k=t-\tau}^{t-1} (E(u^k) - E(u^{k+1})) \leq \frac{E(u^0) - E(u^T)}{L(\frac{1}{\eta L} - \sqrt{T - \frac{1}{2}})}$$

(64)

From the initial assumption ($4\mathcal{F} > E(x^0) - E(x^T)$), the definition of $\mathcal{F}$, and the definition of $\phi$, this leads to:

$$\sqrt{E(u^0) - E(u^T)} \leq \frac{4\mathcal{F}}{L(\frac{1}{\eta L} - \sqrt{T - \frac{1}{2}})} = \frac{2\sqrt{\epsilon^2 \eta^2}}{L(1/\eta L - \sqrt{T - 1/2})} \leq \frac{\epsilon}{L^{1/2 - \beta / 5} \phi} \leq \frac{4}{5} \phi$$

(65)

Therefore, we have the following result:

$$||\dot{u}^t - u^t|| \leq \frac{4}{5} \phi, \; ||\dot{w}^t - w^t|| \leq \frac{4}{5} \phi$$

(66)

Define $v^t = w^t - u^t$ and $\dot{v}^t = \dot{w}^t - \dot{u}^t$. Also, let $v^0 = \eta \tau v_1$ as the initial distance between $u$ and $w$.

Now, we can bound the following values:

$$||v^t|| \leq ||u^t - u^t|| \leq ||(u^t - \tilde{x}) - (u^t - \tilde{x})|| \leq ||u^t - \tilde{x}|| + ||u^t - \tilde{x}|| \leq 2\phi$$

(67)

$$||\dot{v}^t - v^t|| \leq ||\dot{w}^t - u^t - w^t + u^t|| \leq ||(\dot{w}^t - w^t) - (\dot{u}^t - u^t)|| \leq 2\phi$$

(68)

Seeing that both equations are bounded above by $\phi$, we can find a value $\kappa > 0$ such that:

$$||\dot{v}^t - v^t|| \leq \kappa ||v^t||$$

(70)

Consider the update equation for $v^t$:

$$v^{t+1} = vi^t + \eta \nabla_i f(\dot{u}_i^t) = vi^t + \eta \nabla_i f(\dot{u}_i^t + \dot{v}_i^t)$$

(71)

$$v^{t+1} = vi^t + \eta \nabla_i f(\dot{u}_i^t) + vi^t - \eta \nabla_i f(\dot{u}_i^t + \dot{v}_i^t)$$

(72)

$$v^{t+1} = vi^t + \eta \nabla_i f(\dot{u}_i^t) - \eta \nabla_i f(\dot{u}_i^t + \dot{v}_i^t)$$

(73)

$$v^{t+1} = vi^t + \eta \nabla_i f(\dot{u}_i^t) - \eta \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) - \eta \nabla_i f(\dot{u}_i^t + \dot{v}_i^t)$$

(74)

$$v^{t+1} = vi^t + \eta \left( \int_0^1 \nabla_i f(\dot{u}_i^t + \theta \dot{v}_i^t) d\theta \right) - \eta \left[ \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) - \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) \right]$$

(75)

$$v^{t+1} = vi^t + \eta \left( \int_0^1 \nabla_i f(\dot{u}_i^t + \theta \dot{v}_i^t) d\theta \right) - \eta \left[ \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) - \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) \right]$$

(76)

$$v^{t+1} = vi^t + \eta \left( \int_0^1 \nabla_i f(\dot{u}_i^t + \theta \dot{v}_i^t) d\theta \right) - \eta \left[ \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) - \nabla_i f(\dot{u}_i^t + \dot{v}_i^t) \right]$$

(77)

The terms $\Delta_t$, $\zeta_t$, and $\sigma_t$ are defined as:

$$\Delta_t = \int_0^1 \nabla_i f(\dot{u}_i^t + \theta \dot{v}_i^t) d\theta - H$$

(79)

$$\zeta_t = \int_0^1 \nabla_i f(\dot{u}_i^t + \dot{v}_i^t + \theta (\dot{v}_i^t - \dot{v}_i^t)) d\theta$$

(80)

$$\sigma_t = -\eta [\Delta_t v^t + \zeta_t (\dot{v}_i^t - \dot{v}_i^t)]$$

(81)
The update equation for \( v^{t+1} \) can now be rewritten using these terms as:

\[
v^{t+1} = (I - \eta H)^{t+1} v^0 - \eta \sum_{m=0}^{t} (I - \eta H)^{t-m} \sigma_m
\]  

(82)

Define the following terms \( p(t+1) \) and \( q(t+1) \) to get:

\[
p(t+1) = (I - \eta H)^{t+1} v^0, \quad q(t+1) = \eta \sum_{m=0}^{t} (I - \eta H)^{t-m} \sigma_m
\]  

(83)

\[
v^{t+1} = p(t+1) - q(t+1)
\]  

(84)

By Hessian Lipschitz and Equations (79) and (80) we have the following:

\[
||\Delta_i||_2 = ||\int_{0}^{1} \nabla \nabla_i f(\hat{u}_i^t + \theta v^t) d\theta - H||_2
\]  

(85)

\[
= ||\int_{0}^{1} \nabla^2 f(\hat{u}_i^t + \theta v^t) d\theta - \int_{0}^{1} \nabla \nabla_e f(\hat{u}_i^t + \theta v^t) d\theta - H||_2
\]  

(86)

\[
\leq \rho ||\hat{u}_i^t + v^t - \hat{x}||_2 + ||\int_{0}^{1} \nabla \nabla_e f(\hat{u}_i^t + \theta v^t) d\theta||_2
\]  

(87)

\[
\leq \rho ||\hat{u}_i^t + v^t - \hat{x}||_2 + ||\int_{0}^{1} \nabla^2 f(\hat{u}_i^t + \theta v^t) d\theta||_2
\]  

(88)

\[
\leq \rho ||\hat{u}_i^t + v^t - \hat{x}||_2 + \rho ||\hat{u}_i^t + v^t - \hat{x}||_2 = 2 \rho ||\hat{u}_i^t + v^t - \hat{x}||_2
\]  

(89)

\[
\leq 2 \rho (||\hat{u}_i^t - \hat{x}||_2 + ||v^t||_2) \leq 2 \rho (||\hat{u}_i^t - u^t||_2 + ||u^t - \hat{x}||_2 + ||v^t||_2)
\]  

(90)

\[
\leq 2 \rho \left( \frac{4}{5} \phi + 2 \phi \right) = \frac{38}{5} \rho \phi
\]  

(91)

\[
||\zeta_i||_2 = ||\int_{0}^{1} \nabla \nabla_i f(\hat{u}_i^t + v^t + \theta (\hat{v}_i^t - v^t)) d\theta||_2
\]  

(92)

\[
\leq ||\int_{0}^{1} \nabla^2 f(\hat{u}_i^t + v^t + \theta (\hat{v}_i^t - v^t)) d\theta - \int_{0}^{1} \nabla \nabla_e f(\hat{u}_i^t + v^t + \theta (\hat{v}_i^t - v^t)) d\theta||_2
\]  

(93)

\[
\leq 2 ||\int_{0}^{1} \nabla^2 f(\hat{u}_i^t + v^t + \theta (\hat{v}_i^t - v^t)) d\theta||_2 \leq 2 \rho ||\hat{u}_i^t + \hat{v}_i^t||_2 = 2 \rho ||\hat{u}_i^t||_2
\]  

(94)

\[
= 2 \rho ||\hat{u}_i^t - w^t + w^t - \hat{x} + \hat{x}||_2 \leq 2 \rho (||\hat{u}_i^t - w^t||_2 + ||w^t - \hat{x}||_2 + ||\hat{x}||_2)
\]  

(95)

\[
\leq 2 \rho \left( \frac{4}{5} \phi + 2 \phi \right) = \frac{18}{5} \rho \phi
\]  

(96)

Now use induction to show that the term \( q(t) \) is always small compared to the leading term \( p(t) \). That is, we wish to show:

\[
||q(t)||_2 \leq \frac{||p(t)||_2}{2}, \quad \forall t \in T
\]  

(97)

For the base case \( t = 0 \) this is true as \( ||q(0)||_2 = 0 \leq \frac{1}{2} ||v^0||_2 = \frac{1}{2} ||p(0)||_2 \). Now suppose that the induction claim is true up to \( t \) (\( 0 \leq m \leq t \)). We now see the following:

\[
||v^m||_2 = ||p(m) - q(m)||_2 \leq ||p(m)||_2 + ||q(m)||_2 \leq \frac{3}{2} ||p(m)||_2 = \frac{3}{2} (1 + \eta \sqrt{\rho \epsilon})^m \eta r_0
\]  

(98)

\[
||\hat{v}_i^m - v^m||_2 \leq \kappa ||v^m||_2 \leq \frac{3 \kappa}{2} (1 + \eta \sqrt{\rho \epsilon})^m \eta r_0
\]  

(99)

Now we prove for the case \( t + 1 \leq T \). We start by bounding the norm of \( \sigma_i \) using Equation (81) as:

\[
||\sigma_i||_2 = ||-\eta |\Delta_m v^m + \zeta m (\hat{v}_i^m - v^m)||_2 \leq \eta (||\Delta_m v^m||_2 + ||\zeta m (\hat{v}_i^m - v^m)||_2)
\]  

(100)

\[
\leq \eta (||\Delta_m||_2 ||v^m||_2 + ||\zeta m||_2 ||\hat{v}_i^m - v^m||_2)
\]  

(101)

\[
\leq \eta \left( \frac{57}{15} \rho \phi (1 + \eta \sqrt{\rho \epsilon})^m \eta r_0 + \frac{27 \kappa}{5} \rho \phi (1 + \eta \sqrt{\rho \epsilon})^m \eta r_0 \right)
\]  

(102)

\[
= \frac{27 \kappa + \frac{57}{15} \rho \phi (1 + \eta \sqrt{\rho \epsilon})^m \eta r_0
\]  

(103)

The upper bound of \( q(t+1) \) is determined using the norm of \( \sigma_i \) as:

\[
||q(t+1)||_2 = \eta \sum_{m=0}^{t} (I - \eta H)^{t-m} \sigma_m ||_2 \leq \eta \sum_{m=0}^{t} (I - \eta H)^{t-m} ||_2 ||\sigma_m||_2
\]  

(104)
Assume the non-trivial case in which the sequence \( \eta T \leq \frac{1}{2} \). Then for \( w \in S \), we have:

\[
\begin{align*}
\frac{27}{2} (\frac{57}{27} + \kappa) \eta^2 \rho \phi (1 + \eta \sqrt{\rho \epsilon})^m \eta r \leq \frac{27}{2} \left( \frac{57}{27} + \kappa \right) \eta^2 \rho \phi (1 + \eta \sqrt{\rho \epsilon})^4 r \eta r_0.
\end{align*}
\]

The last inequality above follows from the definition of \( T, \phi, \eta, \) and \( \mathcal{F} \):

\[
\begin{align*}
\frac{27}{2} (\frac{57}{27} + \kappa) \eta^2 \rho \phi T &= \frac{57}{2} (\frac{1}{2} + \kappa) \eta^2 \rho \phi T \left( \frac{5 \epsilon}{4 L^2 \tau^{1/2 - \beta} \log (\sigma^2 \chi^2)} \right) \\
&= \frac{27}{4} \left( \frac{57}{27} + \kappa \right) \eta \sqrt{\rho \epsilon} \left( \frac{\log (\sigma^2 \chi^2)}{2 L^2 \tau^{1/2 - \beta} \log (\sigma^2 \chi^2)} \right) \\
&\leq \sqrt{\rho \epsilon} (\frac{27}{2} (\frac{57}{27} + \kappa)) \leq \frac{27 (\frac{57}{27} + \kappa)}{2 L^2 \tau^{1/2 - \beta} \log (\sigma^2 \chi^2)} = \frac{1}{2}.
\end{align*}
\]

The inequality in Equation (111) holds by Equation (13) in Appendix A. The last line follows by picking a large enough constant \( \mu \) for the inequality to hold. This finishes the inductive proof showing that \( \|q(t)\|_2 \leq \frac{\|p(t)\|_2}{\mu} \), for all \( t \in T \). Using this result, we take the norm \( \|v^T\|_2 \) and see the following:

\[
\begin{align*}
\|v^T\|_2 &= \|p(T) - q(T)\|_2 \geq \|p(T)\|_2 - \|q(T)\|_2 \geq \frac{1}{2} \|p(T)\|_2 = \frac{1}{2} (1 + \eta \sqrt{\rho \epsilon}) T \eta r_0.
\end{align*}
\]

The last line follows from the inequality \((1 + x)^2 > 2ax \) for \( x > 0 \) and \( a \in (0, 1) \). As \( \eta \leq \frac{1}{2 L^2 \tau^{1/2 - \beta} \log (\sigma^2 \chi^2)} \), we see that \( \eta \sqrt{\rho \epsilon} \leq \frac{1}{2 L^2 \tau^{1/2 - \beta} \log (\sigma^2 \chi^2)} \leq \frac{1}{2} \) and thus is contained within the interval \((0,1)\).

Since \( T = \log (\sigma^2 \chi^2) \), and using Equation (15), we find the desired contradiction:

\[
\begin{align*}
\|v^T\|_2 &> 2 \eta \sqrt{\rho \epsilon} (\frac{\eta r_0}{2}) = (\sigma^2 \chi^2) (\frac{\eta r_0}{2}) \geq (\frac{4 \phi}{\eta r_0}) (\frac{\eta r_0}{2}) = 2 \phi.
\end{align*}
\]

\[
\square
\]

C.2.2 Proof of Bounded Stuck Region

Finally, using the proof of the Localized-or-Improved property, one can prove Lemma 6:

Lemma 6. Under the conditions of Theorem 5, let \( \epsilon_1 \) be the smallest eigendirection of \( \nabla^2 f(x) \).

Consider two sequences \( \{u^i\}^{\infty}_{i=0} \) and \( \{w^i\}^{\infty}_{i=0} \), with \( T \geq \frac{\log (\sigma^2 \chi^2)}{\eta \sqrt{\rho \epsilon}} \). Let these sequences be the iterates of ACGD starting from \( u^0 \) and \( w^0 \). Define \( u^0 = \tilde{x} + \xi \) and \( w^0 = u^0 + \eta r_0 \epsilon_1 \) (\( \tilde{x} \) is the saddle point). The perturbation, \( \xi \), comes from a uniform distribution over the ball with radius \( \eta r \) centered at \( \tilde{x} \). Then for \( r_0 \in [\frac{\sqrt{\rho \epsilon} \sqrt{m}}{2 \sqrt{\rho \epsilon}}, r] \), we have:

\[
\min \{ E(u^T) - E(u^0), E(w^T) - E(w^0) \} < -4 \mathcal{F}.
\]

Proof. (Lemma 6):

Assume the non-trivial case in which the sequence \( \{u^i\}^{\infty}_{i=0} \) (iterates of asynchronous coordinate gradient descent starting at \( u^0 \)) is stuck at a saddle point, and thus \( E(u^T) - E(u^0) \geq -4 \mathcal{F} \). Then, by Lemma 8, we know that the sequence \( \{w^i\}^{\infty}_{i=0} \) (iterates of asynchronous coordinate gradient descent starting at \( w^0 = u^0 + \eta r_0 \epsilon_1 \)) will escape the saddle point. Therefore, we would have that \( E(w^T) - E(w^0) < -4 \mathcal{F} \). It directly follows that:

\[
\min \{ E(u^T) - E(u^0), E(w^T) - E(w^0) \} < -4 \mathcal{F}.
\]

\[
\square
\]
C.2.3 Proof of Sufficient Descent at Saddle Point With High Probability

Below, in Theorem 5, we prove that with probability $1 - \gamma$, our ACGD algorithm will sufficiently decrease the Hamiltonian when perturbing a point stuck at a saddle point.

**Theorem 5 (Saddle Point Scenario).** Let function $f$ satisfy Assumption 1 and let $\eta$ satisfy Lemma 1. If $\|\nabla f(x^j)\|_2 \leq \epsilon$ and $\lambda_{\min}(\nabla^2 f(x^j)) < -\sqrt{\epsilon}$, then $x^j$ is located at a saddle point. Let $y^0 = x^j + \xi$, where $\xi$ comes from the uniform distribution over ball with radius $\eta r$, and $\{y^t\}_{t=0}^T$ are the iterates of ACGD starting from $y^0$ with $T \geq \frac{\log(\frac{4\delta}{\epsilon})}{\eta r \sqrt{2\epsilon}}$. Let $x^{j+1} = y^T$. Then, with at least probability $1 - \gamma$, running Algorithm 4 once results in: $E_j - E_{j+1} > \mathcal{F}$.

**Proof.** (Theorem 5):

Denote $\tilde{x}$ as an iterate stuck at a saddle point. By selecting $\eta \leq \frac{1}{2L + r \sqrt{d - n} \sqrt{\delta}}$, we know from Equation (14) that $\frac{1}{\eta L} - \sqrt{T - \frac{1}{2}} \geq \frac{3}{8}$ and thus $\mathcal{F} \geq \frac{3L \eta^2 \epsilon^2}{8}$. By applying Lemma 6, we know if $\tilde{x}$ is stuck at a saddle point then $\tilde{x}$ can be perturbed in a manner $(y^0 = \tilde{x} + \eta\eta_0 e_1)$ such that the perturbed point $y^0$ is guaranteed not to be stuck ($E(y^T) - E(y^0) < -4\mathcal{F}$) after $T$ iterations of ACGD. At worst case, adding a perturbation $\xi$ will increase the function value ($L$-smooth properties, small gradient, definition of $r$, definition of $\eta$, and $\xi \leq \eta r$) by:

$$f(y^0) - f(\tilde{x}) \leq \eta \eta_0^2 \epsilon^2 + \frac{L^2 \eta^2 \epsilon^2}{2} = \epsilon^2 \eta^2 L + \frac{L^2 \eta^2 \epsilon^2}{2} < \epsilon^2 \eta^2 L + \frac{L^2 \eta^2 \epsilon^2}{8}$$

(117)

$$f(y^0) - f(\tilde{x}) < \frac{8}{3} \mathcal{F} + \frac{1}{3} \mathcal{F} = 3\mathcal{F}$$

(118)

Thus we have a desired result that:

$$E(y^0) - E(\tilde{x}) = f(y^0) - f(\tilde{x}) < 3\mathcal{F}$$

(119)

The $d$-dimensional perturbation ball centered at $x$ with radius $\eta r$ is denoted as $B^{(d)}_x(\eta r)$. In Lemma 8 it is defined that $w^0 = u^0 + \eta r e_1$. Since $r_0 \geq \frac{\gamma \eta \sqrt{d}}{2\sqrt{d}}$, for any two points along the $e_1$ direction that are at least $\frac{\gamma \eta \sqrt{d}}{2\sqrt{d}}$ away from each other, we now know one must not be in the stuck region $R_{\text{stuck}}$. Therefore, the stuck region can be bounded. If there is a point $\tilde{u} \in R_{\text{stuck}}$ along $e_1$, then the stuck interval around $\tilde{u}$ must be of length $\frac{\gamma \eta \sqrt{d}}{2\sqrt{d}}$. This is the thickness of $R_{\text{stuck}}$ along the $e_1$ direction. Using calculus, this can be turned into an upper bound on the volume of the stuck region.

As shown in Jin et al. (2017a), denote $I_{\text{stuck}}(\cdot)$ to be the indicator function of being in $R_{\text{stuck}}$ and $x = (x^{(1)}, \tilde{x})$ where $x^{(1)}$ is in the $e_1$ direction and $\tilde{x}$ is the remaining $d - 1$ dimensional vector. The volume of $R_{\text{stuck}}$ is determined as:

$$\text{Vol}(R_{\text{stuck}}) = \int_{B^{(d)}_x(\eta r)} dx \cdot I_{\text{stuck}}(x)$$

(120)

$$= \int_{B^{(d-1)}_{\tilde{x}}(\eta r)} d\tilde{x} \int_{x^{(1)} - \sqrt{\eta \gamma \sqrt{d}} ||\tilde{x} - \tilde{u}||^2}^{x^{(1)} - \sqrt{\eta \gamma \sqrt{d}} ||\tilde{x} - \tilde{u}||^2} d\tilde{x}^{(1)} \cdot I_{\text{stuck}}(x)$$

(121)

Since we know that $r_0 \geq \frac{\gamma r \sqrt{d}}{2\sqrt{d}}$,

$$\text{Vol}(R_{\text{stuck}}) \leq \int_{B^{(d-1)}_{\tilde{x}}(\eta r)} d\tilde{x} \cdot \left( \frac{2\eta \gamma \sqrt{\pi}}{2\sqrt{d}} \right) = \text{Vol}(B^{(d-1)}_{\tilde{x}}(\eta r)) \left( \frac{\eta \gamma \sqrt{\pi}}{\sqrt{d}} \right)$$

(122)

The volume ratio of the stuck region can now be computed as:

$$\frac{\text{Vol}(R_{\text{stuck}})}{\text{Vol}(B^{(d)}_x(\eta r))} \leq \frac{\text{Vol}(B^{(d-1)}_{\tilde{x}}(\eta r)) \left( \frac{\eta \gamma \sqrt{\pi}}{\sqrt{d}} \right)}{\text{Vol}(B^{(d)}_{\tilde{x}}(\eta r))}$$

(123)

The volume of a $d$ dimensional ball of radius $r$ is given as:

$$V_d(r) = \frac{\pi^\frac{d}{2}}{\Gamma(\frac{d}{2} + 1)} r^d$$

(124)
Therefore, the ratio of volumes can be simplified to

\[
\frac{Vol(R_{\text{stuck}})}{Vol(B_x^{(d)}(\eta r))} \leq \frac{\left(\frac{\eta r \sqrt{\pi}}{\sqrt{d}}\right) \Gamma\left(\frac{d}{2} + 1\right)}{\Gamma\left(\frac{d}{2} + 1\right)} \frac{\left(\frac{\eta r \sqrt{\pi}}{\sqrt{d}}\right)^d}{\eta r \sqrt{\pi} \Gamma\left(\frac{d}{2} + 1\right)}
\]

Therefore we see that

\[
\frac{Vol(R_{\text{stuck}})}{Vol(B_x^{(d)}(\eta r))} \leq \frac{\eta r \sqrt{\pi} \Gamma\left(\frac{d}{2} + 1\right)}{\Gamma\left(\frac{d}{2} + 1\right)}
\]

By property of the gamma function, \(\Gamma\left(\frac{x+1}{2}\right) \leq \sqrt{x} \frac{1}{2}\). This is used to simplify the inequality above to become:

\[
\frac{Vol(R_{\text{stuck}})}{Vol(B_x^{(d)}(\eta r))} \leq \left(\frac{\gamma}{\sqrt{d}}\right) \frac{d}{2} + 1 \leq \left(\frac{\gamma}{\sqrt{d}}\right) \sqrt{d} = \gamma
\]

Therefore we see that

\[
\frac{Vol(R_{\text{stuck}})}{Vol(B_x^{(d)}(\eta r))} \leq \gamma
\]

This result shows that if \(x\) is originally stuck at a saddle point, then the added perturbation results in \(y^0 \notin R_{\text{stuck}}\) with a probability of \(1 - \gamma\). In this case, we have (by Equation (120) and Lemma 6):

\[
E_{j+1} - E_j = E(y^T) - E(x^*) = E(y^T) - E(y^0) + E(y^0) - E(x) < -4F + 3F = -F
\]

The saddle point \(x^*\) is equivalent to the stuck iterate \(x\), and the output of the perturbation algorithm \(y^T\) is equivalent to \(x^{j+1}\). This leads to our desired result, that with a probability of \(1 - \gamma\) we have:

\[
E_j - E_{j+1} > F
\]

C.2.4 Proof of Main Theorem

Finally, we present the proof of our main theorem below. This theorem states that with high probability \(1 - \delta\), our ACGD efficiently escapes from saddle points and converges to \(\epsilon\)-second-order stationary points. Furthermore, in our main theorem, Theorem 3, we prove the convergence rate described in our work above.

**Theorem 3 (Main Theorem).** Let the function \(f\) satisfy Assumption 1. For any \(\delta > 0\) and \(\epsilon \leq \frac{L^2}{F}\), there exists a step size \(\eta\) satisfying Lemma 1 such that Algorithm 2 will output an \(\epsilon\)-second-order stationary point, with probability \(1 - \delta\), in the following number of iterations:

\[
O\left(\frac{L^2 \Delta f^{\frac{1-2\beta}{1+\beta}}}{\epsilon^{2.5} \rho^{0.5}} \log^3\left(\frac{d \tau L \Delta f}{\delta \epsilon}\right)\right)
\]

**Proof.** (of Theorem 3):

The maximum number of iterations of the algorithm (if every point is a saddle point) is defined as:

\[
T_{\text{max}} = \frac{T \Delta f}{\delta F}
\]

This worst case scenario takes \(\frac{T(f(x_0) - f^*)}{F}\) iterations. Therefore, this is on the order of:

\[
T(f(x_0) - f^*) = \frac{\log_2(\sigma \sqrt{\chi^2})}{\eta \sqrt{\chi^2}} (f(x_0) - f^*)
\]

\[
= \frac{L^2 \sigma \sqrt{\chi^2}}{\eta \sqrt{\chi^2}} L \left(\frac{1}{\sqrt{\chi^2}} - \sqrt{\chi - \frac{\chi^2}{2}}\right)
\]

\[
= \frac{\log_2(\sigma \sqrt{\chi^2}) \Delta f}{\eta \sqrt{\chi^2}} L \left(\frac{1}{\sqrt{\chi^2}} - \sqrt{\chi - \frac{\chi^2}{2}}\right)
\]

\[
= \frac{8(\sigma \sqrt{\chi}) \Delta f}{\eta \sqrt{\chi^2}} L \left(\frac{1}{\sqrt{\chi^2}} - \sqrt{\chi - \frac{\chi^2}{2}}\right)
\]

\[
= O\left(\frac{L^2 \sigma^{1-2\beta}}{\epsilon^{2.5} \rho^{0.5}} \log^3\left(\frac{d \tau L \Delta f}{\delta \epsilon}\right)\right)
\]

\[
= O\left(\frac{L^2 \Delta f^{\frac{1-2\beta}{1+\beta}}}{\epsilon^{2.5} \rho^{0.5}} \log^3\left(\frac{d \tau L \Delta f}{\delta \epsilon}\right)\right)
\]

From Theorem 5, the probability that the saddle point escapes during one run of the perturbation algorithm (with \(T\) iterations) is \(1 - \gamma\). In the worst case scenario described above, the perturbation
algorithm would be run $\frac{\Delta f}{\mathcal{F}}$ times. Therefore, the probability of failure for the entire algorithm is described as $(1 - \gamma)^{\frac{\Delta f}{\mathcal{F}}}$. Since $0 \leq \gamma \leq 1$ (it is a probability) and $\frac{\Delta f}{\mathcal{F}} \geq 1$ (there must be at least one run of Algorithm 2), one can see that the following inequality holds:

$$
(1 - \gamma)^{\frac{\Delta f}{\mathcal{F}}} \geq 1 - \frac{\Delta f}{\mathcal{F}} \gamma
$$

(137)

Now, to complete the proof, one must show that $1 - \frac{\Delta f}{\mathcal{F}} \gamma \geq 1 - \delta$. Using the definition of $\gamma$, this simplifies to:

$$
\delta \geq \frac{\Delta f}{\mathcal{F}} \gamma = \frac{\Delta f}{\mathcal{F}} \frac{\delta \mathcal{F}}{\Delta f} = \delta
$$

(138)