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Abstract—As an entirely-new paradigm to design the communication systems, deep learning (DL), an approach that the machine learns the desired wireless function, has received much attention recently. In order to fully realize the benefit of DL-aided wireless system, we need to collect a large number of training samples. Unfortunately, collecting massive samples in the real environments is very challenging since it requires significant signal transmission overhead. In this paper, we propose a new type of data acquisition framework for DL-aided wireless systems. In our work, generative adversarial network (GAN) is used to generate samples approximating the real samples. To reduce the amount of training samples required for the wireless data generation, we train GAN with the help of the meta learning. From numerical experiments, we show that the DL model trained by the GAN generated samples performs close to that trained by the real samples.

Index Terms—Data collection, deep learning, wireless communication.

I. INTRODUCTION

In recent years, we have witnessed the emergence of artificial intelligence (AI)-based services such as driverless cars, smart factories, remote surgery, and drone-based delivery [1], [2]. Communication mechanisms associated with these emerging applications and services are way different from traditional wireless systems in terms of latency, energy efficiency, reliability, and connection density. As the wireless systems are becoming more complicated, it is very difficult to come up with a simple yet tractable mathematical model and algorithm. As an entirely-new paradigm to handle future wireless systems, deep learning (DL), an approach that the machine learns the desired function without human intervention, has received much attention recently [3], [4], [5], [6], [7].

Since the DL-based systems are data-driven in nature, to fully enjoy the benefit of DL-aided wireless system, sufficient training dataset is indispensable. Unfortunately, collecting a large number of training samples in real-world wireless system is very difficult since it requires significant transmission overhead in terms of time, bandwidth, and power consumption. For example, when one tries to collect one million received samples in 5G NR systems, it will take more than 15 minutes ($10^6$ symbols × 0.1 frame/symbol × 10 ms/frame). To deal with the problem, one can use samples obtained by the mathematical channel model (e.g., extended pedestrian A (EPA) channel or extended vehicular A (EVA) channel model) [8]. Since the synthetic data can be generated using a simple computer programming, time and effort to collect huge training dataset can be greatly saved. However, as the wireless channels are non-static in most cases and wireless environments are changing fast, a model mismatch caused by the variation of fading/noise-interference distribution and input statistics is unavoidable. In such case, DL-based algorithm trained with a synthetic dataset would leave a considerable performance gap from the system using real data, resulting in a degradation of bit error rate (BER) and block error rate (BLER) performance.

An aim of this paper is to propose a new type of data acquisition framework for DL-aided wireless systems. The key idea of the proposed strategy, dubbed as deep wireless data collection (D-WiDaC), is to acquire a massive number of real-like wireless samples using a generative adversarial network (GAN). In short, GAN is a DL model that generates samples approximating the input dataset [9]. When GAN is trained properly, generated samples will be similar to the real samples, meaning that there is no fundamental difference between the GAN output and real samples. Since the GAN training still requires a large amount of training samples, we exploit a meta learning, special training technique to quickly learn a task using a small number of samples [10]. Since GAN pre-trained by the meta learning can exploit the common features in various wireless environments, it requires far smaller number of samples than that required by the vanilla (original) GAN.

From the simulations on the DL-based channel estimation in mmWave systems, we verify that the performance gap between the DL model trained by real channel dataset and that trained by D-WiDaC dataset is negligible. Also, we demonstrate that the DL model trained by the D-WiDaC samples achieves more than 3dB gain over that trained by the GAN-generated samples in terms of mean squared error (MSE).

The main contributions of this paper are as follows:

- We design the CGAN-based DL architecture from which one can generate multiple wireless datasets associated with distinct characteristics (e.g., geometric condition, data traffic). In doing so, we greatly save the time and effort to obtain the real-like samples for various wireless systems.
- We design the two-stage CGAN training strategy consisting of the meta learning and fine-tuning. In the meta learning phase, common features in multiple wireless datasets are learned, and thus the role of the fine-tuning stage is to learn a few distinct features in the target environment. Since the fine-tuning requires a small number of samples, we can greatly reduce the CGAN training overhead.
- We numerically show the validity of the proposed scheme in various communication scenarios. In each scenario, we confirm that D-WiDaC saves more than 90% of the samples to train the DL-based channel estimator.

The rest of this paper is organized as follows. In Section II, we discuss GAN and the proposed D-WiDaC technique. In Section III, we present the detailed methodologies to implement D-WiDaC to wireless applications. In Section IV, we present the numerical results of the proposed method and conclude the paper in Section V.
II. D-WiDaC FOR WIRELESS DATA COLLECTION

In this section, we present the proposed D-WiDaC technique. We first discuss the basics of GAN and then explain the D-WiDaC architecture and the meta learning-based training strategy.

A. Basics of Generative Adversarial Network

The main ingredients of GAN are a pair of DNNs called generator $G$ and the discriminator $D$. The generator $G$ tries to produce the real-like data samples and the discriminator $D$ tries to distinguish real (authentic) and fake data samples. To be specific, $G$ is trained to generate real-like data $G(z)$ from the random noise vector $z$ and $D$ is trained to distinguish whether the generator output $G(z)$ is real or fake (see Fig. 1). In order to accomplish the mission, a min-max loss function, expressed as the cross-entropy 1 between the distribution of generator output $G(z)$ and that of the real data $x$, is used [9]:

$$\min_G \max_D \mathbb{E}_x[\log(D(x))] + \mathbb{E}_z[\log(1 - D(G(z)))]$$

where $D(x)$ is the discriminator output which corresponds to the probability of $x$ being real (non-fake). In the training process, parameters of $G$ are updated while those of $D$ are fixed and vice versa. When the training is finished properly, the generator output $G(z)$ is fairly reliable so that the discriminator cannot judge whether the generator output is real or fake (i.e., $D(G(z)) \approx 0.5$). This means that we can safely use the generator output for the training purpose.

B. D-WiDaC Architecture

The key idea of D-WiDaC is to collect real-like wireless samples using GAN. When collecting samples, we need to make sure that GAN generates wireless samples of interest since otherwise GAN might generate samples irrelevant to the desired wireless environment. To do so, we use a special type of GAN, called conditional GAN (CGAN). The distinct feature of CGAN over the vanilla GAN is to use an additional input on top of the random noise, called condition $c$. In essence, the condition $c$ is an indicator (e.g., one-hot vector $[0 \ 1\ 0 \ \cdots \ 0]$ or a scalar value) that points out the type of samples we want to generate. In the proposed D-WiDaC, we design the condition such that it properly designates the target wireless environment. For example, if we want to collect samples for the second channel among 5 distinct channels, we set $c = [0\ 1\ 0\ 0\ 0]$. To be specific, let $x^{(i)}$ and $D_i = [x^{(i,1)}, \ldots, x^{(i,N)}] (i = 1, \ldots, M)$ be a real sample and the set of real samples of $i$-th dataset, respectively. Also, let $L_{D_i}$ and $\psi_{D_i}$ be the loss function of CGAN and the condition

1The cross-entropy between $x$ and $\hat{x}$ is defined as $H(x, \hat{x}) = -x \log(\hat{x}) - (1 - x) \log(1 - \hat{x})$. space.
Algorithm 1: Training Process of D-WiDaC.

**Input:** Wireless data \( \{ D_i \}_{i=1}^{M+1} \), condition \( \{ c_i \}_{i=1}^{M+1} \), learning rates \( \alpha, \beta, \) and \( \gamma \).

1. randomly initialize GAN parameters \( \theta \).
2. **while** meta learning **do**
3. **for** \( i \leftarrow 1 \) to \( M \) **do**
4. Sample batch data \( x^{(i)} \) from \( D_i \).
5. Evaluate \( \nabla_{\theta} \mathcal{L}_{D_i} \), using \( x^{(i)}, c_i \), and CGAN loss \( \mathcal{L}_{D_i} \) in (3).
6. Compute adapted parameters with gradient descent: \( \psi_{D_i} = \theta - \alpha \nabla_{\theta} \mathcal{L}_{D_i} (\theta) \).
7. Sample batch data for meta-update \( x^{(i)} \) from \( D_i \).
8. **end for**
9. Update \( \theta = \theta - \beta \nabla_{\theta} \mathcal{L}_{D_{M+1}} (\psi_{D_i}) \) using \( x^{(i)}, c_i \), and CGAN loss \( \mathcal{L}_{D_{M+1}} \) in (3).
10. **end while**
11. **while** parameter updated **do**
12. Sample batch data \( x^{(M+1)} \) from \( D_{M+1} \).
13. Evaluate \( \nabla_{\theta} \mathcal{L}_{D_{M+1}} \), using \( x^{(M+1)}, c_{M+1} \), and CGAN loss \( \mathcal{L}_{D_{M+1}} \) in (3).
14. Compute adapted parameters with gradient descent: \( \theta = \theta - \gamma \nabla_{\theta} \mathcal{L}_{D_{M+1}} (\theta) \).
15. **end while**

the CGAN parameters \( \theta \) learn the common features in the \( M \) datasets \( \{ D_i \}_{i=1}^{M+1} \). Then, in the fine-tuning phase, we use \( \theta \) as an initialization point of D-WiDaC. Since all we need in the fine-tuning is to learn the distinct features of \( D_{M+1} \) unextracted from the meta learning, we can greatly reduce the overhead to collect \( D_{M+1} \) samples.

To show the effectiveness of the meta learning in the proposed D-WiDaC, we briefly explain the following analytic argument. In [12], it has been shown that the gap between the losses for datasets \( \{ D_i \}_{i=1}^{M+1} \) and a new dataset \( D_{M+1} \) is bounded after the meta learning. To be specific, the gap between the losses \( \mathcal{L}_{D_{M+1}} (\theta^*) \) and \( \frac{1}{M} \sum_{i=1}^{M} \mathcal{L}_{D_i} (\theta^*) \) is smaller than the total variation distance \( f(D_{M+1}, \{ D_i \}_{i=1}^{M+1}) \) which measures the difference between two distributions \( P(D_{M+1}) \) and \( P(\{ D_i \}_{i=1}^{M+1}) \):

\[
| \mathcal{L}_{D_{M+1}} (\theta^*) - \frac{1}{M} \sum_{i=1}^{M} \mathcal{L}_{D_i} (\theta^*) | \leq f(D_{M+1}, \{ D_i \}_{i=1}^{M+1}),
\]

where \( \theta^* \) is the optimal parameters minimizing \( \frac{1}{M} \sum_{i=1}^{M} \mathcal{L}_{D_i} (\theta^*) \).

In many communication scenarios, distributions of the wireless datasets are more or less similar since the key characteristics of the wireless channels remain unchanged except for a few distinct ones. In our context, this directly implies that the parameters \( \theta^* \) obtained via meta learning would be very close to the optimal CGAN parameter for \( D_{M+1} \). Thus, by using the meta-trained CGAN parameters \( \theta^* \) as an initialization parameters, we can accelerate CGAN training in the newly observed wireless environment.

D. D-WiDaC Implementation Example

In this subsection, we explain the wireless channel sample generation using the proposed D-WiDaC technique.

As an example, we consider a narrowband geometric channel model with MISO system where the numbers of transmit antennas and receive antenna are \( N_t \) and \( 1 \), respectively. In this setup, the propagation channel model \( h \in \mathbb{C}^{N_t \times 1} \) between the transmitter and receiver can be expressed as:

\[
h = \sqrt{\frac{N_t}{L}} \sum_{l=1}^{L} \rho_l a(\theta_l),
\]

where \( \rho_l, C, f, R, \theta_l, a, \) and \( L \) are the complex gain, distance-dependent path loss, power gain, center frequency, distance, azimuth angle of departure (AoD), transmit array response vector associated with the \( l \)-th propagation path, and the number of paths, respectively.

When we try to generate the channel samples without the channel information described in (7)–(9), we apply D-WiDaC as follows. Let \( D_1, D_2, \) and \( D_3 \) be the channel dataset at the central frequency \( f = 0.9, 3.5, 28, \) and 60 GHz. As an input of the generator \( G \), we use the concatenation of the random noise vector \( z \) and condition \( c \). We assume that sufficient number of real samples for \( f = 0.9, 3.5, \) and 60 GHz channels are available but not for \( f = 28 \) GHz channel.

In the meta learning phase, we use \( \{ c_1, D_1 \}, \{ c_2, D_2 \}, \) and \( \{ c_4, D_4 \} \) to extract the common features such as the number of dominant paths, AoD distribution, and transmit array response. When the meta learning is finished, we perform the fine-tuning of D-WiDaC parameters using \( \{ c_1, D_1 \} \) to generate the channels corresponding to \( f = 28 \) GHz. Since the mission of D-WiDaC in this parameter update phase is to learn the unique features of 28 GHz channel, we can train the network with small number of training samples.

III. Simulation Results

In order to observe the validity of the proposed data acquisition strategy, we evaluate the MSE performance of the DL-based channel estimator trained by the samples generated by D-WiDaC. Specifically, to investigate the efficacy of D-WiDaC, we use two different types of benchmark datasets: model-based channel samples and real measured channel samples. As a model-based channel dataset, we exploit the samples generated from (7). As a measured channel dataset, we employ the sofennull dataset obtained by massive MIMO systems at indoor environments.

In Fig. 3(a), we investigate the MSE performance of DL-based channel estimator trained by three different training datasets: 1) dataset obtained from (7) (we call it genie dataset), 2) dataset generated from conventional CGAN (without meta learning), and 3) dataset generated from D-WiDaC. For the meta learning of D-WiDaC, we exploit 80000 samples corresponding to 28, 37, 41, and 60 GHz channel (\( M = 4 \)). Also, we use 800 samples of 39 GHz channel for the training of conventional CGAN and the D-WiDaC fine-tuning. For the training of the DL-based channel estimation at 39 GHz, we use 200000 samples for all techniques under test.

As shown in Fig. 3(a), the MSE performances of the DL models trained by the benchmark dataset and D-WiDaC dataset are more or less similar since D-WiDaC trained by using various channel dataset can well extract the common channel features. In fact, D-WiDaC can significantly reduce the number of real samples for the DL model.

\( ^2 \) We simply let the antenna array of the transmitter be the uniform linear array (ULA).

\( ^3 \) As a DL-based channel estimator, we use fully-connected network consisting of 5 hidden layers, each of which has 256 hidden units. Also, in the training process, we simply use the channel MSE as a loss function.
Fig. 3. MSE performance of the DL-based channel estimator using three distinct datasets: genie dataset, generated dataset from conventional CGAN and D-WiDaC. (a) Model-based channel samples. We use 10,000 samples of 39 GHz channel for testing. (b) Real measured (softnull) dataset. We use 2,500 samples of 5 ft channel for testing. (c) IRS-aided system [13] channel samples. We use 10,000 samples for four different BS to IRS link distances: 5, 10, 15, and 20 m.

Training (in our case, \(\frac{200,000 - 800}{200,000} = 99.6\%\) reduction of 39 GHz channel samples) as long as multiple wireless datasets having common features are available. Whereas, the DL model trained by the conventional CGAN-based samples performs poor (around 3 dB loss at MSE=10^{-2}) since the number of training samples is not sufficient enough to train the generator \(G\) and discriminator \(D\) of CGAN.

We next evaluate the performance of D-WiDaC for the real channel samples [14]. In this test, we use the samples characterized by distinct propagation distances (3, 4, 5, 6, and 7 ft). For the meta learning of D-WiDaC, we use 2,600 samples corresponding to 3, 4, 6, and 7 ft channel \((M=4)\). Also, we use 1,000 samples of 5 ft channel for the training of conventional CGAN and the D-WiDaC fine-tuning. In the training of the DL-based channel estimator, we use 10,000 samples of 5 ft channel.

In Fig. 3(b), we test the MSE performances of the DL-based channel estimator trained by three different datasets: softnull dataset, dataset generated from the CGAN, and the proposed D-WiDaC. We observe that the channel estimation performance of the D-WiDaC-based approach is slightly worse than that using the real samples (e.g., 1.7 dB loss at MSE=10^{-2}). Whereas, the performance gap of the CGAN-based approach and the case using real samples is large (more than 6 dB at MSE=10^{-2}) since this approach does not have a mechanism to exploit the common features of diverse wireless environments.

To validate the effectiveness of D-WiDaC in the complex wireless systems, we plot the MSE performance of the DL-based intelligent reflecting surface (IRS) channel estimation (see Fig. 3(c)). In Fig. 3(c), we observe that the performance of the DL-based channel estimator using D-WiDaC samples is close to that of the DL model trained by the benchmark dataset. From this result, we see that the proposed D-WiDaC can also reduce the data collection overhead required for the RIS channel measurement campaign.

In Fig. 4(a), we evaluate the training and validation errors of D-WiDaC. To quantify the training error, we measure the generator and discriminator losses for the training dataset. From the experiments, we observe that the training loss of D-WiDaC converges after 130,000 iterations. During the training, we also measure the discriminator loss using the validation dataset. We see that the validation loss converges without suffering from overfitting since the meta learning provides sufficient amount of multiple datasets.

To see if D-WiDaC properly generates the samples for the target environment, we measure the path gain of the model-based channel samples on various center frequencies including \(f = 28, 37, 41,\) and
8. $T = M_{ON}$ for $39 \text{GHz}$ channel data samples

R F C Proc. IEEE Int. Conf. Commun. $28 \text{GHz}$ channel data is 0.98 after $c = CD$ OR THE $= RF$ WE that can describe these various features and $G$ a few training samples. This directly means that $C D$ OR samples obtained from the meta learning only. This directly means that $R$ that of samples from the fine-tuned model is closer to the path gain of $C D$ OR.

In Table I, we verify the data generation overhead of the D-WiDaC. For comparison, we measure the number of floating point operations (flops) of D-WiDaC and conventional data generation techniques including 1) SMOTE, 2) MSMOTE, and 3) INOS. Specifically, we measure the number of flops required to generate one channel sample. As shown in Table I, the number of flops of the proposed D-WiDaC is smaller than conventional data generation techniques. Since the D-WiDaC only uses a few steps of simple multiplications and additions, the data generation overhead is far smaller than the conventional techniques requiring complicated sorting before the data generation.

In Table II, we summarize the path gain of the generated samples to show the efficacy of the fine-tuning process. To be specific, we measure the average path gains of the $f = 39 \text{GHz}$ channel data samples generated (with and without fine-tuning). We observe that the path gain of samples from the fine-tuned model is closer to the path gain of samples obtained from the meta learning only. This directly means that the fine-tuning process enhances the data generation performance with a few training samples.

IV. Conclusion

In this paper, we proposed a new type of wireless data acquisition framework for the DL-aided wireless systems. The key idea behind the proposed D-WiDaC technique is to exploit CGAN and meta learning to reduce the training sample overhead. We demonstrated from the numerical evaluations that the proposed scheme is effective in generating the realistic wireless data and reducing the number of real samples over the vanilla CGAN training. There are many wireless datasets that slightly differ in some characteristics (e.g., center frequency, propagation distance, level of interference, and Doppler frequency). If we properly design the condition $e$ that can describe these various features and perform meta learning, the problem caused by the lack of samples will be greatly alleviated. We expect that our meta learning-based approach will be more effective in the 6G era where the datasets generated from similar but distinct wireless environments will be sufficient. For the test code of wireless examples discussed in this paper, check out http://islab.snu.ac.kr/publication.

### Table I

| Technique | FLOPs |
|-----------|-------|
| D-WiDaC   | 143,896 |
| SMOTE     | 7,288,540 |
| MSMOTE    | 161,035,040 |
| INOS      | 204,132,150 |

### Table II

| Dataset Type                  | Average path gain |
|-------------------------------|-------------------|
| Benchmark dataset             | 0.561             |
| Fine-tuned dataset            | 0.583             |
| Meta learned dataset          | 0.644             |

60 GHz (see Fig. 4(b)). We observe that the path gain of the D-WiDaC channels converges to that of the model-based channels for all center frequencies $f = 28, 37, 41,$ and $60 \text{GHz}$ as the training iteration increases. For example, path gain of $f = 28 \text{GHz}$ channel data is 0.98 after 100,000 iterations, which is almost the same as that of the benchmark.

In Table I, we verify the data generation overhead of the D-WiDaC. For comparison, we measure the number of floating point operations (flops) of D-WiDaC and conventional data generation techniques including 1) SMOTE, 2) MSMOTE, and 3) INOS. Specifically, we measure the number of flops required to generate one channel sample. As shown in Table I, the number of flops of the proposed D-WiDaC is smaller than conventional data generation techniques. Since the D-WiDaC only uses a few steps of simple multiplications and additions, the data generation overhead is far smaller than the conventional techniques requiring complicated sorting before the data generation.

In Table II, we summarize the path gain of the generated samples to show the efficacy of the fine-tuning process. To be specific, we measure the average path gains of the $f = 39 \text{GHz}$ channel data samples generated (with and without fine-tuning). We observe that the path gain of samples from the fine-tuned model is closer to the path gain of samples obtained from the meta learning only. This directly means that the fine-tuning process enhances the data generation performance with a few training samples.

### IV. Conclusion

In this paper, we proposed a new type of wireless data acquisition framework for the DL-aided wireless systems. The key idea behind the proposed D-WiDaC technique is to exploit CGAN and meta learning to reduce the training sample overhead. We demonstrated from the numerical evaluations that the proposed scheme is effective in generating the realistic wireless data and reducing the number of real samples over the vanilla CGAN training. There are many wireless datasets that slightly differ in some characteristics (e.g., center frequency, propagation distance, level of interference, and Doppler frequency). If we properly design the condition $e$ that can describe these various features and perform meta learning, the problem caused by the lack of samples will be greatly alleviated. We expect that our meta learning-based approach will be more effective in the 6G era where the datasets generated from similar but distinct wireless environments will be sufficient. For the test code of wireless examples discussed in this paper, check out http://islab.snu.ac.kr/publication.
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