The mutual interaction between Population III stars and self-annihilating dark matter

The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters

| Citation       | Stacy, Athena, Andreas H. Pawlik, Volker Bromm, and Abraham Loeb. 2014. “The Mutual Interaction between Population III Stars and Self-Annihilating Dark Matter.” Monthly Notices of the Royal Astronomical Society 441 (1): 822–36. https://doi.org/10.1093/mnras/stu621. |
|----------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Citable link   | http://nrs.harvard.edu/urn-3:HUL.InstRepos:41412136                                                                                                                                                                                                                                                                                                                                                       |
| Terms of Use   | This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA                                                                                                                                                           |
The mutual interaction between Population III stars and self-annihilating dark matter

Athena Stacy, Andreas H. Pawlik, Volker Bromm and Abraham Loeb

1 University of California, Berkeley, CA 94720, USA
2 NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA
3 Max-Planck-Institut für Astrophysik, Karl-Schwarzschild-Str. 1, D-85741 Garching, Germany
4 Department of Astronomy and Texas Cosmology Center, University of Texas, Austin, TX 78712, USA
5 Astronomy Department, Harvard University, 60 Garden Street, Cambridge, MA 02138, USA

Accepted 2014 March 28. Received 2014 March 12; in original form 2013 December 7

ABSTRACT
We use cosmological simulations of high-redshift minihaloes to investigate the effect of dark matter annihilation (DMA) on the collapse of primordial gas. We numerically investigate the evolution of the gas as it assembles in a Population III stellar disc. We find that when DMA effects are neglected, the disc undergoes multiple fragmentation events beginning at $\sim 500$ yr after the appearance of the first protostar. On the other hand, DMA heating and ionization of the gas speeds the initial collapse of gas to protostellar densities and also affects the stability of the developing disc against fragmentation, depending on the DM distribution. We compare the evolution when we model the DM density with an analytical DM profile which remains centrally peaked, and when we simulate the DM profile using $N$-body particles (the ‘live’ DM halo). When utilizing the analytical DM profile, DMA suppresses disc fragmentation for $\sim 3500$ yr after the first protostar forms, in agreement with earlier work. However, when using a ‘live’ DM halo, the central DM density peak is gradually flattened due to the mutual interaction between the DM and the rotating gaseous disc, reducing the effects of DMA on the gas, and enabling secondary protostars of mass $\sim 1 M_\odot$ to be formed within $\sim 900$ yr. These simulations demonstrate that DMA is ineffective in suppressing gas collapse and subsequent fragmentation, rendering the formation of long-lived dark stars unlikely. However, DMA effects may still be significant in the early collapse and disc formation phase of primordial gas evolution.
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1 INTRODUCTION

The first stars, formed out of metal-free gas and also known as Population III (Pop III), initially emerged at $z \gtrsim 20$ within the centre of dark matter-dominated minihaloes of mass $\sim 10^6 M_\odot$ (e.g. Haiman, Thoul & Loeb 1996; Tegmark et al. 1997; Yoshida et al. 2003; Loeb & Furlanetto 2010). It is believed that those Pop III stars of sufficient mass then emitted the first reionizing photons, while a fraction of Pop III stars began the metal-enrichment of the intergalactic medium upon their supernova deaths (e.g. Barkana & Loeb 2001; Bromm & Larson 2004; Ciardi & Ferrara 2005; Glover 2005; Bromm et al. 2009; Loeb 2010). Early numerical work implied that the first stars formed in isolation and reached very high masses ($\gtrsim 100 M_\odot$; e.g. Abel, Bryan & Norman 2002; Bromm, Coppi & Larson 2002; Bromm & Loeb 2004; Yoshida, Omukai & Hernquist 2008). However, more recent simulations have shown that primordial gas undergoes multiple fragmentation, forming binary and multiple systems (e.g. Clark, Glover & Klessen 2008; Turk, Abel & O’Shea 2009; Stacy, Greif & Bromm 2010; Clark et al. 2011a,b; Greif et al. 2011, 2012; Bromm 2013). Simulations which include modelling of feedback from the growing protostar have furthermore shown that ionizing radiation will dissipate away the accretion disc once the star has reached $\sim 40 M_\odot$ (e.g. Hosokawa et al. 2011; Stacy, Greif & Bromm 2012b). Though these star formation processes go on within minihaloes whose mass is composed of nearly 10 times more dark matter (DM) than baryons, this picture of Pop III stars does not account for the influence of DM beyond providing a gravitational well for the initial collapse of primordial gas.

However, the nature of the DM particle remains unknown. One intriguing possibility is that DM is made up of weakly interacting massive particles (WIMPs, see Bertone, Hooper & Silk 2005, for a review). If this is the case, then Pop III star formation may...
significantly differ from the above description. This is because WIMPs are self-annihilating, and such DM annihilation (DMA) releases a cascade of photons that will potentially alter the thermal and chemical state of the primordial gas if the DM density and annihilation rate are sufficiently large. DMA may first become significant during the initial collapse of gas within a minihalo. This is due to the growing density of DM in the centre of the minihalo as it responds to the increasing potential well of the gas, generally termed ‘gravitational contraction’. DMA may subsequently influence the characteristics of the resulting protostars as well as the evolution of the protostellar disc. For instance, several studies (e.g. Freese et al. 2008b; Spolyar, Freese & Gondolo 2008; Natarajan, Tan & O’Shea 2009) find that gravitational contraction leads to sufficient DM annihilation to halt the collapse of the primordial cloud before hydrogen is ignited in its centre, leading instead to the formation of what has been termed a ‘dark star’, a giant (~1 au) star powered by DM annihilation instead of nuclear burning.

Because of the extended nature of these objects, their effective temperatures are too low to emit ionizing radiation. The DM supply to a dark star may continue through gravitational accretion, and depending on how long this process is sustained, the lack of protostellar feedback may allow for a prolonged period of gas inflow before the dark star phase ends. Afterwards the star begins contraction to the main sequence (MS), and radiative feedback shuts off mass inflow on to the star (e.g. Spolyar et al. 2009). Iocco et al. (2008) find that the dark star phase is short-lived, only \( \sim 10^4 \) yr, though they did not follow the gradual accretion of gas on to the stars over time. More detailed one-dimensional work (Ripamonti et al. 2010) even finds that gravitational accretion of DM during the initial cloud contraction does not halt or significantly alter the initial gas collapse up to densities of \( \gtrsim 10^{14} \text{ cm}^{-3} \). They interpret this to mean a dark star does not form, though Gondolo et al. (2013) point out that dark star formation actually occurs at higher densities of \( \sim 10^{17} \text{ cm}^{-3} \) which Ripamonti et al. (2010) do not resolve.

At later stages, Pop III protostars can nevertheless continue gathering DM through continued gravitational accretion as the protostar’s mass and potential well grows. Even a contracted MS star may gain DM particles through ‘scattering accretion’, a process in which a WIMP scatters off the gas of the star, loses kinetic energy in the scattering event(s), and sinks to the centre of the star (e.g. Freese, Spolyar & Aguirre 2008a; Iocco 2008). If the scattering cross-section between WIMPs and baryons is large enough, and the resulting capture rate of DM by Pop III stars sufficiently high, this would prolong the lifetimes of Pop III stars. This is because hydrogen will burn at a reduced rate while DM annihilation helps to support the star. Recent work by Sivertsson & Gondolo (2011), however, find that this phase of scattering accretion will be very short-lived, \( \lesssim 10^3 \) yr, much shorter than the lifetime of the star.

Most recently, the smoothed particle hydrodynamics (SPH) simulations of Stacy et al. (2012a) included both gaseous (SPH) and N-body particles to resolve the three-dimensional evolution of both primordial gas and DM on scales as small as \( \sim 50 \) au. This study found that gravitational interaction between the DM and the fragmenting protostellar disc causes the DM densities to rapidly decline. This drives the DM density below the threshold necessary for DMA rates to significantly influence the gas, indicating that DMA effects will not have long-lasting effects on primordial disc evolution. However, the Stacy et al. (2012a) simulations did not include DMA rates in following the chemothermal evolution of the gas, and they did not resolve the inner disc on scales of \( \lesssim 50 \) au.

Smith et al. (2012) addressed the effects of DMA by performing three-dimensional SPH simulations which followed the collapse of primordial gas in minihaloes. In agreement with Ripamonti et al. (2010), they found that DMA does not halt gas collapse to near-stellar densities. Their work furthermore indicated that, following the formation of the first protostar, DMA modifies the evolution of the star-forming disc by stabilizing it against fragmentation. Instead of a multiple system which undergoes protostellar mergers and ejections, any fragmentation leads to at most a wide binary. Smith et al. (2012) thus called into question the above-mentioned studies which found that primordial discs will typically form several protostellar fragments. The stabilization of the disc may even prolong the effects of DMA, as a smooth disc may not disrupt the central DM densities as quickly a stellar multiple system. However, in Smith et al. (2012) the DM profile was static. The DM density was determined with an analytic prescription dependent upon distance from the gas density peak, and the peak of the DM density profile was fixed to align with the position of the first-formed protostar. Their one-dimensional spherically symmetric DM profile was therefore unable to follow the gravitational interaction between the gas and the DM.

In this work, we avoid the approximations discussed above. We perform simulations which include both DMA heating and ionization of the gas, as well as the mutual gravitational interaction between the gas and the DM. We resolve both gas and DM down to scales of \( \sim 5 \) au, and include a prescription for DMA rates based upon the local DM density. Our simulations therefore provide the most physically realistic representation of Pop III star formation under the influence of DMA. As in Smith et al. (2012) and Ripamonti et al. (2010), we find that DMA does not halt gas collapse up to near protostellar densities. We next employ the sink particle method to examine the mutual evolution of the primordial disc and central DM density. However, we do not address the question of whether the equilibrium object that forms on sub-sink scales is a ‘dark star’ or normal protostar, leaving this for future studies. In Section 2, we discuss our numerical methodology, while in Section 3 we discuss our handling of DM. We present our results in Section 4 and conclude in Section 5.

2 NUMERICAL METHODOLOGY

2.1 Initial setup

We carry out our investigation using GADGET-2, a widely tested three-dimensional N-body and SPH code (Springel 2005). We begin with a 140 \( h^{-1} \) kpc (comoving) box containing 128\(^3\) SPH gas particles and 128\(^3\) DM particles. The simulation is initialized at \( z = 100 \). Positions and velocities are assigned to the particles in accordance with a \( \Lambda \) cold dark matter cosmology with \( \Omega_\Lambda = 0.7, \Omega_M = 0.3, \Omega_b = 0.04, \sigma_8 = 0.9, \) and \( h = 0.7 \). The gas and DM evolution is followed until the first minihalo forms and its central gas density reaches \( 10^4 \text{ cm}^{-3} \).

In the second step, the simulation is performed at higher resolution, starting again at \( z = 100 \). We increase the resolution using a hierarchical zoom-in procedure (e.g. Navarro & White 1994; Tormen, Bouchet & White 1997; Gao et al. 2005) in which four nested refinement boxes are placed within the cosmological box. The refinement boxes are centred on the site where the minihalo will eventually form, as determined by the original unrefined simulation. The four refinement levels have lengths of 40, 35, 30, and 20 \( h^{-1} \) kpc (comoving), so that the most highly refined level encompasses all the mass that will later be incorporated into the minihalo. Within each refinement level, each particle from the lower level is replaced with eight ‘child’ particles, so that in the most refined region the parent particle is replaced by 4096 child particles. The most refined...
SPH particles have mass $m_{\text{SPH}} = 5 \times 10^{-3} M_{\odot}$, and the resolution mass of the refined simulation is $M_{\text{res}} \simeq 1.5 N_{\text{neigh}} m_{\text{SPH}} \lesssim 0.3 M_{\odot}$, where $N_{\text{neigh}} \approx 40$ is the typical number of particles in the SPH smoothing kernel (e.g. Bate & Burkert 1997).

### 2.2 Cut-out technique

To increase the computational efficiency of the simulation, once the gas has reached number densities of $10^{15} \text{cm}^{-3}$ we employ a 'cut-out' technique in which we remove all gas and DM outside the 10 pc cube that is centred on the densest gas particle. At this stage, the central star-forming gas is gravitationally bound and under minimal influence from the mass of the outer minihalo and more distant regions of the cosmological box. The total mass of the cut-out is $3500 M_{\odot}$, and the minimum density is $\sim 10^2 \text{cm}^{-3}$.

The gas at the cut-out edge has a free-fall time of $\sim 10^7 \text{yr}$ and will undergo little evolution over the next $\sim 10,000 \text{yr}$ followed in the simulation. We note that this cut-out technique causes the propagation of a rarefaction wave which originates from the cut-out edge due to the vacuum boundary condition. However, this wave will only travel a distance of $c_s t$, where $c_s$ is the gas sound speed ($\sim 2 \text{km s}^{-1}$), and the time $t$ is 10,000 yr. This corresponds to a negligible distance of $\sim 10^{-2} \text{pc}$ (2000 au) from the cut-out edge, three orders of magnitude smaller than the 10 pc box size.

### 2.3 Particle splitting

At the same time that we cut out the central 10 pc of the cosmological box, we further increase the mass resolution so that collapse to densities of $10^{16} \text{cm}^{-3}$ can be properly followed. We thus replace each SPH particle with eight child particles, each of which is placed randomly within the smoothing kernel of the parent particle. The mass of the parent particle is then evenly divided amongst the child particles. Each of these particles inherits the same chemical abundances, velocity, and entropy as the parent particle (see, e.g. Bromm & Loeb 2003; Clark et al. 2011a). This ensures conservation of mass, internal energy, and linear momentum, but not of the centre of mass. Each SPH particle in the new cut-out simulation has a mass of $m_{\text{SPH}} = 6 \times 10^{-4} M_{\odot}$, and the new resolution mass is $M_{\text{res}} \simeq 0.03 M_{\odot}$. $M_{\text{res}}$ is close to the mass of the pressure-supported atomic core ($10^{-2} M_{\odot}$) which develops once the opacity limit is reached (Yoshida et al. 2008), defining the point at which the protostar has first formed.

### 2.4 Chemistry, heating, and cooling

We utilize the same chemistry and thermal network as described in detail by Greif et al. (2009) and used in Stacy et al. (2012a). In short, the code follows the abundance evolution of $H$, $H^+$, $H^-$, $H_2$, $H_2^+$, $He$, $He^+$, $He^{++}$, and $e^-$, as well as the three deuterium species $D$, $D^+$, and HD. All relevant cooling mechanisms, including $H_2$ collisions with $H$ and $He$ as well as other $H_2$ molecule, are modelled in our thermal network. The thermal network also includes cooling through $H_2$ collisions with protons and electrons, $H$ and $He$ collisional excitation and ionization, recombination, bremsstrahlung, and inverse Compton scattering.

We must also account for further $H_2$ processes to properly model gas evolution to high densities. This includes three-body $H_2$ formation and the concomitant $H_3$ formation heating, which becomes important at $n \gtrsim 10^6 \text{cm}^{-3}$, where $n$ refers to the total number density for all species. The three-body $H_2$ formation rate is uncertain. Previously published values vary by nearly an order of magnitude, such that employing a different rate coefficient in a simulation may yield significant variation in the gas properties at these high densities (Turk et al. 2011). We note this caveat, and we use the rate presented in Palli, Salpeter & Stahler (1983) because it is intermediate among the range of suggested values.

When $n \gtrsim 10^6 \text{cm}^{-3}$, cooling through $H_2$ to-vibrational lines becomes less effective as these lines grow optically thick. We model this effect by multiplying the $H_2$ line cooling rate by an escape probability factor:

$$\beta_{\text{esc}} = \beta_{\text{esc}}(\tau_{H_2}) = \frac{1 - e^{-\tau_{H_2}}}{\tau_{H_2}}$$

(Clark et al. 2011a), where $\tau_{H_2}$ is determined using the Sobolev approximation (see also Yoshida et al. 2006; Greif et al. 2011; Hirano & Yoshida 2013 for further details).

The most important new process utilized in the thermal network was $H_2$ collision-induced emission (CIE) cooling, in which an $H_2$–$H_2$ collision (or less importantly an $H_2$–$H$ or $H_2$–$He$ collision) briefly creates a 'supermolecule' with a non-zero electric dipole field and a high probability of emitting a photon (Ripamonti & Abel 2004). CIE cooling becomes significant at densities of $n \gtrsim 10^{14} \text{cm}^{-3}$ (Fromhold 1994), at which point it is more effective than $H_2$ line cooling. Similar to the above-mentioned handling of $H_2$ line opacity, the reduction of the CIE cooling rate due to the effects of continuum opacity is approximated through the following prescription (Ripamonti et al. 2002; Ripamonti & Abel 2004):

$$A_{\text{CIE, thick}} = A_{\text{CIE, thin}} \min \left[ \beta_{\text{esc}}(\tau_{\text{CIE}}), 1 \right],$$

where $A_{\text{CIE, thin}}$ is the CIE cooling rate in the optically thin limit, and $A_{\text{CIE, thick}}$ is the rate in optically thick conditions. Unlike the optically thick $H_2$ line cooling, however, the optical depth is estimated with a fitting formula instead of the Sobolev approximation:

$$\tau_{\text{CIE}} = \left( \frac{r_{H_2}}{7 \times 10^{15} \text{cm}^{-3}} \right)^{2.8}.$$  

When including DMA heating and ionization (Section 3.1), we found an unphysically large cooling rate due to conversion of ortho-$H_2$ to para-$H_2$ in the $J = 0 \rightarrow 1$ transition. This is because we made the usual assumption of a constant ortho–para ratio of 3:1 (Glover & Abel 2008). The cooling/heating rate $\Lambda_{\text{OP}}$ is given by

$$\Lambda_{\text{OP}} = R_{\text{OP}} n_{\text{H}} n_{\text{H}_2} \left[ 9.0 \exp \left( \frac{170.5K}{T} \right) x_\text{p} - x_\text{p} \right]$$

(Glover & Abel 2008), where $R_{\text{OP}} = 4.76 \times 10^{-24} \text{erg cm}^{-3} \text{s}^{-1}$, $n_{\text{H}}$ and $n_{\text{H}_2}$ are the densities of ionized hydrogen and molecular hydrogen, and $x_\text{p}$ and $x_\text{p}$ are the fractions of $H_2$ that are in the para and ortho states, respectively. $\Lambda_{\text{OP}}$ is given in units of energy per time per volume. $\Lambda_{\text{OP}}$ does not dominate the cooling and heating of the gas in the canonical case without DMA, when the $n_{\text{H}}$–$n_{\text{H}_2}$ factor remains low. However, with DMA effects the above estimate for $\Lambda_{\text{OP}}$ becomes several orders of magnitude larger and causes the high-density ($n \gtrsim 10^6 \text{cm}^{-3}$) gas to cool to nearly the CMB floor. This is due the great enhancement of the $H_2$ and $e^-$ fraction through DMA effects.

In most cases assuming a 3:1 ortho–para ratio gives a very close approximation to self-consistently calculating the ratio from $H_2$ level populations (Glover & Abel 2008), but this does not hold when including DMA effects. For an improved approximation, in all cases we set $\Lambda_{\text{OP}} = 0$ after gas reached densities greater than $10^6 \text{cm}^{-3}$. This is more physically correct given that the ortho–para ratio should be in equilibrium at the densities we consider, while $\Lambda_{\text{OP}}$ will be active only in cases of non-equilibrium. As discussed in
Glover & Abel (2008), in the case of thermodynamic equilibrium, ortho- to para-H$_2$ conversions will balance with the para- to ortho-H$_2$ conversions such that there will be no net effect on temperature. This equilibrium will be reached especially quickly under the enhanced H$^+$ fractions under DMA effects (see equation 24 of Glover & Abel 2008). For instance, note that at densities of $n = 10^{19}$ cm$^{-3}$ and H$^+$ fractions of $10^{-5}$, the ortho–para ratio will reach equilibrium in $\gtrsim 3 \times 10^{3}$ yr, much more quickly than the H$_2$ formation time of $\sim 10$ 000 yr or the dynamical time of $\sim 1000$ yr. Thus, when including DMA effects, removing the $\Lambda_{\text{OP}}$ term is necessary for the gas to reproduce the thermal evolution seen in Smith et al. (2012) and to avoid cooling to the CMB. As will be seen in Section 3, this is in contrast to the no-DMA case in which inclusion or removal of $\Lambda_{\text{OP}}$ has little effect on the thermal and chemical evolution of the gas, such that either way the evolution remains very similar to results found in other simulations.

2.5 Sink particle method

To become a sink, an SPH particle must reach a number density of $n_{\text{max}} = 10^{16}$ cm$^{-3}$, and gas within its smoothing length must have a negative velocity divergence. The sink then grows in mass by accreting surrounding particles within its inner accretion radius $r_{\text{acc}}$. We set $r_{\text{acc}}$ equal to several times the baryonic resolution length of the simulation such that $r_{\text{acc}} = 6 L_{\text{res}} \simeq 6$ au, where

$$L_{\text{res}} \simeq \left( \frac{M_{\text{res}}}{\rho_{\text{max}}} \right)^{1/3}.$$  \hspace{1cm} (5)

The sink accretes gas particles within $r_{\text{acc}}$ unless they are rotationally supported against infall onto the sink. This is determined by checking that the particle satisfies $j_{\text{spin}} < j_{\text{cent}}$, where $j_{\text{spin}} = v_{\text{rot}}d$ is the angular momentum of the gas particle, $j_{\text{cent}} = \sqrt{GM_{\text{sink}}r_{\text{acc}}}$ is the angular momentum required for centrifugal support, and $v_{\text{rot}}$ and $d$ are the rotational velocity and distance of the particle relative to the sink. SPH particles that satisfy these criteria are removed from the simulation, and their mass is added to that of the sink. In practice, we have found that including the angular momentum criterion does not significantly affect the sink accretion rates by more than a few per cent (Stacy et al. 2010; Stacy, Bromm & Loeb 2011). Most particles that come within $d < r_{\text{acc}}$ have highly circular orbits with $j_{\text{spin}} < j_{\text{cent}}$, while only particles with elliptical orbits that pass the distance criterion will fail the angular momentum criterion.

SPH particles that approach inside an inner accretion radius of $r_{\text{acc, in}} = (1/2)r_{\text{acc}} \simeq 3$ au are always accreted by the sink, regardless of their angular momentum. This prevents motion of particles that come close to a sink from being dominated by numerical $N$-body effects, since in physical reality the hydrodynamic forces of unresolved gas and discs on these scales will counter purely gravitational effects. When the sink first forms, it immediately accretes most of the particles within its smoothing length, so its initial mass is a few times the resolution mass of the simulation, $M_{\text{res}} \simeq 3 \times 10^{-2}$ M$_\odot$. Its position and velocity are set to the mass-weighted average of that of the accreted particles. These same accretion criteria also determine whether two sinks may merge. However, no sink mergers occur in the cases we present here.

After accretion of a new gas particle, the sink’s position and velocity are updated to the mass-weighted average of the sink and the accreted particle or secondary sink. The sink is given a constant density of $10^{16}$ cm$^{-3}$ and temperature of 2000 K, the typical temperature for gas at this density. The sink thus exerts a pressure on the surrounding particles. This prevents the formation of an artificial pressure vacuum around its accretion radius (see Bate, Bonnell & Price 1995; Bromm et al. 2002; Martel, Evans & Shapiro 2006).

Our handling of sinks is very similar to that of Smith et al. (2012). They employed the same $n_{\text{max}}$ criterion for sink formation, though they also imposed additional criteria that within the initial sink radius gravitational energy dominates over thermal and rotational energy, while the total energy of the particles must be negative. They used similar $r_{\text{acc}}$ and $r_{\text{acc, in}}$ radii of 6 and 4 au. Their further requirement that accreted SPH particles be gravitationally bound to the sink is equivalent to our angular momentum criterion. As will be seen in Section 3, the small differences in our sink prescriptions did not lead to significantly different results in comparable cases.

3 DM PRESCRIPTION

3.1 DM rates

We compute the contribution of DMA energy to the thermal and chemical evolution of the halo gas using the prescription described in Smith et al. (2012). We briefly outline their method below. We first assume the standard DMA cross-section of $(\sigma v) = 3 \times 10^{-26}$ cm$^3$ s$^{-1}$ (e.g. Spolyar et al. 2008). This is the canonical cross-section derived from the ‘thermal freeze-out’ scenario, and it is largely independent of the DM particle mass $m$, (Jungman, Kamionkowski & Griest 1996), though observational upper limits generally allow for a larger $(\sigma v)$ given a greater $m$, (e.g. Ando & Komatsu 2013). For a DM density $\rho_i$ and mass $m_i$, the DM number density is $n_i = \rho_i/m_i$. From this, we can determine the number of DMA interactions per unit volume per unit time:

$$\dot{n}_{\text{DMA}} = \frac{1}{2}n_i^2(\sigma v).$$  \hspace{1cm} (6)

As in Smith et al. (2012), we use the results of Valdés & Ferrara (2008) and set

$$f_h = 1 - 0.874 \left(1 - x_e^{0.4052}\right)$$

and

$$f_i = 0.384 \left(1 - x_e^{0.542}\right)^{1.1952},$$

where $x_e$ is the electron abundance fraction, $f_h$ is the fraction of DMA energy deposited into heat, and $f_i$ is the fraction that contributes to ionizations and dissociations. Finally, we take the DMA heating rate per unit volume per unit time to be

$$\Gamma_{\text{DMA}} = 2 f_h \dot{n}_{\text{DMA}} \left(1 - e^{-\tau_i}\right) f_i m_i c^2,$$

where $\tau_i$ is the optical depth of the gas to annihilation products, and $f_h = 2/3$ is the fraction of the total DMA energy that affects the gas, while the remaining 1/3 escapes as neutrinos. Similarly, a portion of the injected DMA energy contributes to ionization and dissociation of the gas. This occurs at a rate per unit volume of

$$Q_{\text{DMA}} = 2 f_h \dot{n}_{\text{DMA}} \left(1 - e^{-\tau_i}\right) f_i m_i c^2/\epsilon_i,$$

where $\epsilon_i$ is the threshold energy for the relevant ionization or dissociation reaction. Ionization rates are applied to H, D, He, and He$^+$, and dissociation rates are applied to H$_2$, HD, and H$_2^+$. For each of our simulations which include DMA effects, we take a fiducial value of $m_e = 100$ GeV/c$^2$.

As in Smith et al. (2012), we estimate $\tau_i$, based on the gas particle’s distance $r$ from the central gas density peak and the size of the...
central DM core $r_c$, which varies as the baryonic and DM density profiles evolve (see the following section):

$$
\tau_\epsilon = \kappa \Sigma (r) = \begin{cases} 
\kappa \rho(r)(2r_c - r) & r \leq r_c, \\
\kappa \rho(r) r & r > r_c,
\end{cases}
$$

(11)

where we employ a constant gas opacity of $\kappa = 0.01 \text{ cm}^2 \text{ g}^{-1}$. This formulation for optical depth makes the simplifying assumption that the gas density is constant within the DM core and declines as $\rho \propto r^{-2}$ at larger radii.

3.2 DM density profiles

3.2.1 Analytic profiles

The main input into the DMA heating and ionization rates is the DM density $\rho_\epsilon$. In our simulation ‘DMA-A1’, we employ the same $\rho_\epsilon$ profile as used in Smith et al. (2012; see also references therein). The density at the edge of the core is

$$
\rho_c \approx 5n_c \frac{\text{GeV}}{c^2} \text{ cm}^{-3},
$$

(12)

where $n_c$ is the peak gas number density within the core, such that $n_c$ evolves as the gas condenses and eventually reaches a maximum of $10^{16} \text{ cm}^{-3}$. At distances beyond the core ($r > r_c$), the DM density declines as

$$
\rho_\epsilon = 5 \times 10^4 \left( \frac{r}{\text{ 1 pc}} \right)^{-1.8} \frac{\text{GeV}}{c^2} \text{ cm}^{-3},
$$

(13)

From the above two equations, we may define the core radius as

$$
r_c = 16.7 \left( \frac{n_c}{10^{14} \text{ cm}^{-3}} \right)^{-0.81/1.8} \text{ au}.
$$

(14)

When the gas reaches the maximum of $n_c = 10^{16} \text{ cm}^{-3}$, we have $r_c = 2 \text{ au}$ and $\rho_c = 5 \times 10^{15} \left( \text{GeV}/c^2 \right) \text{ cm}^{-3}$. At small distances $r < r_c$, the density varies as

$$
\rho_\epsilon = \rho_c \left( \frac{r}{r_c} \right)^{-0.5}.
$$

(15)

In addition to the Smith et al. (2012) profile, we also compare with a slightly modified $r^{-2}$ DM density profile in a separate simulation, ‘DMA-A2’. In this case, the DM density declines as

$$
\rho_\epsilon = 6000 \left( \frac{r}{\text{ 1 pc}} \right)^{-2} \frac{\text{GeV}}{c^2} \text{ cm}^{-3}
$$

(16)

for $r > r_c$, but keeps a constant density within the DM core at distances $r < r_c$:

$$
\rho_\epsilon = \rho_c = 6000 \left( \frac{r_c}{\text{ 1 pc}} \right)^{-2} \frac{\text{GeV}}{c^2} \text{ cm}^{-3}.
$$

(17)

Equations (16) and (17) are normalized to enclose the same DM mass as found within the central 10 pc of the original cosmological simulation. We determined this normalization when the gas reached a maximum density of $10^{16} \text{ cm}^{-3}$, which corresponds to $r_c = 2 \text{ au}$ and $\rho_c = 6 \times 10^{15} \left( \text{GeV}/c^2 \right) \text{ cm}^{-3}$. Note the similarity in normalization between the DMA-A1 and DMA-A2 profiles on small scales.

As will be further shown in Section 4.3, the equation (16) profile is somewhat steeper than the DM profile from our original cosmological simulation on large scales, where the DM density roughly goes as $\rho_\epsilon \propto r^{-1}$. We are thus assuming adiabatic contraction of the DM is more effective on small scales that were unresolved in the cosmological simulation.

We run case DMA-A2 until the first sink forms, and then follow the simulation for $\sim 10,000$ yr of sink accretion. During the accretion stage the DM profile is kept centred upon the most massive sink.

3.2.2 N-body particle profile

We next take the simulation output of DMA-A2 at the time just prior to the formation of the first sink, and we use this as the initial state for a final simulation which includes a ‘live’ DM halo, ‘DMA-L2’. For the ‘DMA-L2’ case, instead of using an analytic $\rho_\epsilon$ profile we add 256$^3$ DM particles, arranged such that they have the density profile of equations (16) and (17) when $r_c = 2 \text{ au}$ and $\rho_c = 6 \times 10^{15} \left( \text{GeV}/c^2 \right) \text{ cm}^{-3}$. The DM distribution is thus the same as that of DMA-A2 when the DM and gas reaches maximum density. Each DM particle has a mass of $m_{DM} = 3.8 \times 10^{-4} \text{ M}_\odot$, and hence, the total DM mass within our cut-out box is identical to the total DM mass within the central 10 pc cube of the original cosmological simulation ($6300 \text{ M}_\odot$). In addition, $m_{DM}$ matches the value of $m_{\text{Sph}}$ to within a few tens of percent. The low values of $m_{DM}$ and gravitational softening length (3 au) allow us to study how the DM and gas interact on similarly small scales.

As in Stacy et al. (2012a), we produce the DM density profiles beginning from an initial uniform-density field. This field was generated by placing particles at glass-like positions, which was achieved by allowing randomly placed particles to evolve under an artificial negative gravitational force until a quasi-equilibrium configuration was reached (White 1996). This method avoids small-scale fluctuations in the relative distances between particles, and it is an improvement upon a Monte Carlo sampling of the density field, which would be subject to such Poisson noise.

The particles of uniform density $\rho_\epsilon$ can then be transformed to a power-law density profile $\tilde{\rho} \propto \tilde{r}^{-n}$ through the coordinate transformation $(r, \theta, \phi) \rightarrow (\tilde{r}, \tilde{\theta}, \tilde{\phi})$. The new coordinates will satisfy

$$
\tilde{\rho}(\tilde{r}) \tilde{r}^2 \sin \tilde{\theta} \, d\tilde{r} \, d\tilde{\theta} \, d\tilde{\phi} = \rho_\epsilon r^2 \sin \theta \, dr \, d\theta \, d\phi,
$$

(18)

from which we can derive the relation

$$
\tilde{r} \propto r^{3/(3-n)} \quad \text{for} \quad 0 \leq n < 3.
$$

(19)

In this way, we thus acquire the desired $n = 2$ profile for the live DM halo.

Similarly to the SPH particles, the $N$-body particles are given an adaptive gravitational softening length identical to their ‘smoothing length’, a length which is calculated in the same way for both the SPH and $N$-body particles. We furthermore imposed a minimum softening length of 3 au for the DM, the same length as the inner sink accretion radius. In the DMA-L2 run, the DMA heating and ionization rates for gas particles with $n > 10^{15} \text{ cm}^{-3}$ were calculated based upon the $\rho_\epsilon$ value for the most nearby DM particle. Rates for gas particles with $n < 10^{15} \text{ cm}^{-3}$ were instead determined using equation (16) to reduce the numerical cost of searching for nearby DM neighbours.

3.3 Velocity initialization

The ‘live’ DM halo (DMA-L2) case furthermore requires an initial velocity to be assigned to each DM particle. We do this in the same way as described in Stacy et al. (2012a). Given a spherically symmetric density profile, an isotropic distribution function (DF) for the DM particles can be generated using Eddington’s formula.
(Binney & Tremaine 2008, their equation 4.46):

$$f(\mathcal{E}) = \frac{1}{\sqrt{8\pi}^2} \left[ \int_{0}^{\mathcal{E}} \frac{d\Psi}{\sqrt{\mathcal{E} - \Psi}} \frac{d^2\rho}{\Psi d\Psi^2} + \frac{1}{\sqrt{\mathcal{E}}} \left( \frac{d\rho}{d\Psi} \right)_{\Psi=0} \right], \quad (20)$$

where \( f(\mathcal{E}) \) is the DF in units of mass per phase space volume, e.g. \( g \text{ cm}^{-3} \text{ (cm s}^{-1})^{-3} \), and \( \Psi \) is the relative potential, which can be set to the negative of the gravitational potential as measured from the edge of the system. \( \rho \) is the mass density of the system at the given \( \Psi \), and \( \mathcal{E} \) is the relative energy of DM per unit mass. If \( \Psi \) and the relative energy \( \mathcal{E} \) are known for a particle, then its velocity \( v \) is given by

$$v = \sqrt{2(\Psi - \mathcal{E})}. \quad (21)$$

We assume the input \( \rho \) profile is cut off at an outer radius of 10 pc. We also assume the profile flattens to a uniform-density core in the central 1 au, well inside the extent of the sink particles. To assign velocities to each particle, we first divided the DM profile into 3000 radial bins, centred upon the densest particle. We then calculated the relative potential \( \Psi \) at each bin. Each particle was assigned the value for \( \Psi \) corresponding to its bin, and a value for its relative energy \( \mathcal{E} \) was randomly drawn from the DF. The amplitude of the velocity \( v \) was then found using equation (21). In the appendix of Stacy et al. (2012a), we provide more details about randomly drawing a value of \( \mathcal{E} \) from the distribution function \( f(\mathcal{E}) \).

To determine the velocity component along each Cartesian axis \( (v_x, v_y, \text{ and } v_z) \), we next picked two angles at random, \( \theta \) and \( \phi \) (e.g. Widrow 2000). Given two random numbers \( p \) and \( q \) ranging between 0 and 1, we set \( \theta = \cos^{-1}(1 - 2p) \) and \( \phi = 2\pi q \). We used these angles to map each particle in velocity space, where

$$v_x = v \sin\theta \cos\phi, \quad v_y = v \sin\theta \sin\phi, \quad \text{and} \quad v_z = v \cos\theta.$$  

We emphasize here that the resulting velocity distribution yields a stable DM profile. Before combining the DM particles with the gas, we evolve the DM-only profile for 10 000 yr to ensure that it undergoes minimal change (figures in Section 4.3). It is this evolved profile that is used in simulation ‘DMA-L2’. As will be further discussed in Section 4.3, it is only after interaction between the gas and DM that the DM density and velocity profile undergo substantial evolution.

### 4 RESULTS

In this section, we first discuss the effects of DMA on the initial gas collapse and compare with Smith et al. (2012; Section 4.1). After that, we investigate how DMA affects the subsequent gaseous disc evolution, comparing the influence of the analytic and live DM profiles (Section 4.2). Finally, we discuss the DM evolution in the case of the live DM profile (Section 4.3).

#### 4.1 Initial collapse to stellar densities

Our set of simulations is summarized in Table 1. ‘Live’ profiles refer to runs in which the DM structure was followed with N-body particles. ‘Analytic’ profiles refer to those in which a spherically symmetric DM density profile was assumed as described in Section 3.2.

The gas velocity profiles in our various cases are compared in Fig. 1, as determined just before the formation of the first sink particle. We measured the rotational and radial velocities of each gas particle with respect to the centre-of-mass of the densest gas particle with the mass of a gas particle ranging from \( \rho_1 \) and \( v_1 \). The rotation velocities \( v_\text{rot} \) and radial velocity \( v_\text{rad} \) within each logarithmically spaced radial bin is then taken as the mass-weighted average of the individual particle velocities within each bin. In a similar fashion, we measure the turbulent Mach number \( M_\text{turb} \) over the same range of radial bins according to the following:

$$M_\text{turb}^2 = \frac{\sum_i m_i}{M} (v_i - v_\text{rot} - v_\text{rad})^2,$$

where \( c \) is the sound speed of the radial bin, \( m_i \) is the mass of a particle contributing to the bin, and \( M \) is the total mass of a gas particle contributing to the bin.

When including DMA effects (DMA-A1 and DMA-A2, middle and right panels of Fig. 1), the radial infall rates are similar to the no-DMA case but slightly greater at distances beyond 1000 au. Rotational motion of the gas as it approaches stellar densities is more noticeably enhanced under DMA, while turbulent motion is greater at distances beyond 1000 au. In good agreement with Smith et al. (2012), we also find an increase in sound speed in the inner 1000 au but a decrease beyond 1000 au. Within the central few thousand au, the enclosed mass \( M_{\text{enc}} \) is greater in the DMA cases (Fig. 2), consistent with the moderately enhanced \( |v_\text{rad}| \) at scales \( >1000 \) au. As is visible in Fig. 3, this coincides with a more massive, extended, and flattened disc structure at this time.

As already described in detail in Smith et al. (2012), the DMA effects lead to a very different chemothermal evolution at densities above \( \sim 10^5 \) cm\(^{-3}\). We compare the no-DMA, DMA-A1, and DMA-A2 runs in Fig. 4. As expected, DMA-A1 and DMA-A2 are very similar since they use similar DM density profiles. At low densities, the gas in the DMA runs has lower temperatures than in the no-DMA case due to enhanced \( H_2 \) cooling rates. The DMA-A1 and DMA-A2 runs undergo rapid \( H_2 \) formation at a density of \( \sim 10^5 \) cm\(^{-3}\), which is two orders of magnitude lower than the similar upturn in \( H_2 \) fraction seen in the no-DMA case. This is made possible by the enhanced electron abundance at these densities, which is in turn due to DMA-induced ionizations. However, at densities of \( \sim 10^6 \) cm\(^{-3}\) the temperature undergoes a rapid increase and surpasses that of the no-DMA case. This coincides with the density at which the DMA-affected gas becomes fully molecular, when the combination of DMA and \( H_2 \) formation heating surpasses \( H_2 \) line cooling just sufficiently to heat the gas (see detailed discussion in section 4.2 of Smith et al. 2012).

Within the corresponding central few thousand au, there is additionally a slight enhancement in gas density for cases with DMA as compared with the no-DMA simulation, similar to the density enhancement at radii between \( \sim 100 \) and 1000 au discussed in Smith et al. (2012). This is also in accordance with the greater enclosed mass seen in these same regions (Fig. 2). We finally note that both runs that include DMA effects show a dip in \( H_2 \) fraction between densities of \( 10^{12} \) and \( 10^{13} \) cm\(^{-3}\) from \( H_2 \) collisional dissociation. This is due to the increased temperatures at these densities resulting from DMA-induced heating. At the same time, \( H_2 \)
Figure 1. Gas velocity profiles of the simulations at the point just prior to sink formation, when the maximum density has reached $10^{16}\text{ cm}^{-3}$. Left: No DMA effect. Center: DMA effects for Smith et al. profile (DMA-A1). Right: DMA effects for $r^{-2}$ profile (DMA-A2). Solid lines: the magnitude of the radial velocity $|v_{rad}|$. The sign of $v_{rad}$ is negative and gas is inflowing. Dashed lines: rotational velocity $v_{rot}$. Dash–dotted lines: sound speed. Blue dotted lines: turbulent Mach number $M_{turb}$, which follows the scaling shown on the right-hand $y$-axis. When DMA effects are included, the inflow within the central 10 000 au exhibits slightly greater radial velocities at $r > 1000$ au as well as enhanced turbulence and rotational motion. In agreement with Smith et al. (2012), the sound speed in the central 1000 au is larger when compared with the no-DM case but somewhat smaller beyond 1000 au.

Figure 2. Enclosed mass $M_{\text{enc}}$ with respect to radius for three cases: no-DMA (solid line), DMA-A1 (dotted line), and DMA-A2 (dashed line). In each case, profiles are measured just before initial sink formation, and the distance $r$ is measured with respect to the densest gas particle. The effects of DMA lead to greater $M_{\text{enc}}$ within the central few thousand au.

collisional dissociation and destruction of H$_2$ through charge transfer with H$^+$ allow the gas to remain at a steady temperature of $\sim 2000$ K (see section 4.2 and fig. 5 of Smith et al. 2012).

4.2 Sink accretion and disc fragmentation

Once the first sink particles have formed, we continue the no-DMA run as well as the DMA-A2 run, where the DM peak of the analytical profile is centred on the most massive sink at all times. At this point, we also use the gas properties of DMA-A2 to initialize the DMA-L2 simulation in which we add the ‘live’ DM profile. We see a considerable divergence in the sink accretion histories (Figs 5 and 6). This divergence originally stems from the differences in the initial gas collapse, in which DMA leads to increased H$_2$ cooling for densities less than $\sim 10^9$ cm$^{-3}$. The lower temperatures allow DMA-affected gas to more quickly reach densities $10^9$ cm$^{-3}$, which more than compensates for the slow-down in collapse once the DMA-affected gas surpasses this density threshold and undergoes rapid heating. This causes the gas in the DMA runs to form the first sink $\sim 3 \times 10^5$ yr earlier, similar to Smith et al. (2012) who found that collapse occurred $\sim 10^5$ yr earlier. A more massive and rapidly accreting disc with more pronounced spiral structure results (Fig. 7).

4.2.1 No-DMA and DMA-A2 cases

In the no-DMA case, a second sink forms 600 yr after the first. The secondary sinks are formed at 100 and 200 au from the most massive sink (Fig. 6). Note that the most massive sink is the first-formed sink in most cases, but in the no-DMA case the first-formed sink is ejected from the disc at $\sim 2000$ yr, causing its mass growth to level off. Distances in this case are thus measured from the second-formed sink, which grows to become the largest. A total of three sinks forms in the no-DMA run, combining to only 7 M$_\odot$, while each individual sink reaches $\sim 2$ M$_\odot$.

In contrast, in the DMA-A2 case secondary fragmentation is suppressed until 3500 yr after the initial sink formation, though by the end of the DMA-A2 run four sinks have formed. The last sink to form in DMA-A2 can be seen as the distant clump in the bottom panels of Fig. 7. The formation of the fourth sink at a larger distance of 600 au indicates that fragmentation in the outer spiral arms of the disc in DMA-A2 is still possible. This is similar to what Smith et al. (2012) describe in their ‘H2’ simulation. The first sink of DMA-A2 grows at a much higher rate than that of no-DMA (Fig. 5). This is partially because for the first 3500 yr no secondary fragment has formed yet, and the gas that would have accreted on to secondary sinks is instead available to flow on to the solitary first sink. However, even the combined sink mass for the no-DMA case is below that of DMA-A2 at all times. Since the DMA-A2 sinks are growing from a more massive disc, their total sink mass reaches values twice as large (14 M$_\odot$).

The variation in fragmentation and accretion rate can be understood by examining the disc properties in each case (Fig. 8). A rough estimate for whether a disc is unstable to fragmentation is
Interaction between Pop III stars and DM

Figure 3. Gas densities in the central 1000 au. Top and bottom rows show the same regions but oriented along orthogonal planes. Left: no DMA effects (no-DMA). Center: DMA effects for analytic halo with Smith et al. (2012) profile (DMA-A1). Right: DMA effects for analytic halo with $r^{-2}$ profile (DMA-A2). Note that DMA leads to more flattened and extended discy structures on these small scales.

Changes in either disc surface density or sound speed can thus alter $\dot{M}_{\text{disc}}$. Taking the total final sink masses and total accretion times directly from the simulations, the average sink accretion rates are $\sim 2 \times 10^{-3}$ and $8 \times 10^{-4}$ $M_\odot$ yr$^{-1}$ in the DMA-A2 and no-DMA cases, respectively. Both the warmer temperature (i.e. greater sound speed) and higher density in the DMA-A2 case serve to enhance the disc and sink accretion rates, though more of the variation in $\dot{M}_{\text{disc}}$ is driven in particular by the difference in temperature, which is over twice as high in the DMA-A2 case within the central 100 au. The central temperatures translate to $c_s \approx 3.8$ and 2.2 km s$^{-1}$ in the DMA-A2 and no-DMA cases, respectively, thus accounting for the majority of the factor of two difference in $\dot{M}_{\text{disc}}$.

4.2.2 DMA-L2 case

The DMA-L2 case has identical gas properties to DMA-A2 at the point of initial sink formation, but the accretion history diverges after only a few hundred years. Its overall rate of sink growth over the first 3000 yr is less than that of DMA-A2, but slightly greater than that of no-DMA. A second sink forms 900 yr after the first, at a distance of 200 au from the main sink. The DMA-L2 case thus does not exhibit the same significant delay of fragmentation as seen in DMA-A2. It is instead more similar to the no-DMA case. Even when accounting for DMA-induced heating and ionization, we thus find that relatively close fragments may still form within $\sim 1000$ yr. The plateau in the growth of the initial sink between 500 and 2500 yr is similar to what may be expected from ‘fragmentation-induced starvation’ (Peters et al. 2010), where the two secondary sinks intercept mass that would otherwise accrete on to the main sink. At the same time, the interaction of the disc with the live DM particles causes the dense gas to be much more spread out and diffuse than in the other two cases (Figs 7 and 9).

given by the Toomre fragmentation criterion:

$$Q = \frac{c_s \kappa}{\pi G \Sigma} < 1.$$ (23)

where $\kappa$ is the epicyclic frequency, which we set equal to the angular velocity, as appropriate for Keplerian rotation. $\Sigma$ is the disc surface density, which we estimate as $\Sigma \sim M_{\text{enc}}(r_i)/[4\pi(r_i^2 - r_{i-1}^2)]$. $M_{\text{enc}}(r_i)$ is the total mass within a cylindrical shell whose inner and outer surfaces span from $r_{i-1}$ to $r_i$ in the $x$–$y$ plane. The $x$–$y$ plane of each shell is oriented perpendicular to the rotational axis of the disc and centred upon the densest gas particle. To exclude gas at arbitrarily large heights along the shell’s $z$-axis, the enclosed mass of each cylindrical shell includes only gas with density greater than half of the average density within the corresponding spherical shell of radius $r_i$. The central densities of DMA-A2 are in general slightly higher than those of the no-DMA case (top row of Fig. 8). However, the higher temperature and sound speed of the DMA-A2 case serve to stabilize the disc, just sufficiently countering the effect of the enhanced density.

We here further examine how DMA effects yield an increased sink accretion rate. The rate at which gas flows through the disc onto the sinks may be estimated as

$$\dot{M}_{\text{disc}} = 3\pi \nu \Sigma.$$ (24)

where $\nu$ is estimated based upon the prescription introduced by Shakura & Sunyaev (1973).

$$\nu = \alpha_{SS} H_p c_s.$$ (25)

Here, $H_p$ is the pressure scaleheight of the disc, and $\alpha_{SS}$ is a dimensionless parameter ranging between $\sim 10^{-2}$ and 1, depending on the nature of angular momentum transport in the disc. From this, we may roughly estimate that

$$\dot{M}_{\text{disc}} \propto c_s \Sigma.$$ (26)
Figure 4. Thermal and chemical structure of the gas in the case of the analytic DM halo DMA-A2, shown at the point of initial sink formation ($t = 0$). For comparison, the dashed line shows case DMA-A1, which utilized the DM density profile of Smith et al. (2012). Note the similarity in chemothermal evolution for both of the analytic DM profiles. The dotted line shows the case without DMA effects (no-DMA), which is very similar to previous results found by other authors (e.g. Clark et al 2011b). Note that $f_{H_2} = 0.5$ corresponds to fully molecular gas.

Figure 5. Growth of the sinks over time, as measured from the moment of initial sink formation. Left: sink mass within halo with no DMA effects. Center: analytic halo with $r^{-2}$ profile (DMA-A2). Right: live halo with evolving profile (DMA-L2). The different black line styles represent the various sinks, while the red lines represent the total sink mass within the given simulation. In the DMA-A2 and DMA-L2 runs, DMA effects result in more rapid gas collapse and an earlier formation time for the first sink by $\sim 10^5$ yr. However, DMA leads to a delay in the appearance of secondary sinks with respect to the formation time of the first sink, though in the DMA-L2 case it only slightly delays secondary fragmentation DMA additionally yields enhanced sink accretion rates. In the DMA-L2 case, a total of four sinks form within the first 2000 yr, and the three secondary sinks are scattered out to large distances of several thousand au (right-hand panel of Fig. 6). The total sink mass undergoes a rapid increase as two additional sinks form at $\sim 3000$ yr, similar to the increase seen in DMA-A2. This up-tick is more pronounced, however, since the first-formed sink accretes much more rapidly after this point as well. This is due to the formation of further secondaries which redistribute the angular momentum in the disc and thereby allow more mass to fall into the main sink. By the end of the simulation, the total sink mass in
Figure 6. Distance of secondary sinks from the most massive sink over time. Left: no-DMA simulation. Center: DMA-A2 simulation. Right: DMA-L2 simulation. The most massive sink is usually the first-formed sink. However, in the no-DMA run the second-formed sink becomes the most massive while the first-formed sink is ejected from the system, so in this case distances are measured from the second-formed sink. The no-DMA run forms a total of three sinks. The DMA-A2 run forms four sinks, while the DMA-L2 run has seven sinks by the end of the simulation.

Figure 7. Top panels: morphology of gas density 2500 yr after sink formation. Images are centred upon the centre-of-mass of the sinks and gas with $n > 10^{13}$ cm$^{-3}$. The panels are 1000 au across. Asterisks represent the most massive sink, plus symbols depict the second-most massive sink, and diamonds represent all other sinks. Top left: no-DMA case. Note that the first-formed sink does not appear because it has been ejected from the disc as a result of a three-body interaction and is $\sim 200$ au beyond the region shown here. Top middle: DMA-A2 simulation. The DMA-A2 run has a more massive disc with more pronounced spiral structure, and at this point fragmentation has still been suppressed due to DMA heating. Top right: DMA-L2 simulation. Like the no-DMA case, the gas has undergone multiple instances of fragmentation at this point. Bottom panels: same as top row, but at 5000 yr after initial sink formation. The DMA-A2 run still has a more massive disc and pronounced spiral structure, but has formed multiple secondary sinks by this time.

the DMA-L2 case is $\sim 16$ M$_\odot$. This translates to an overall average sink accretion rate of $\sim 3 \times 10^{-3}$ M$_\odot$ yr$^{-1}$, slightly more than that found in DMA-A2.

In the DMA-L2 simulation, the early-time ($t_{\text{acc}} < 3000$ yr) accretion rate and the time-scale at which secondary fragmentation occurs thus fall in between the other two cases. This follows expectation, as the DMA-L2 case begins with the same temperature enhancement as seen in DMA-A2, which initially serves to suppress fragmentation and enhance $\dot{M}_{\text{disc}}$. Then, as the central DM densities decline due to the motions of the gas (see following section), these high central temperatures are not maintained. The addition of gravitational interaction with the DM profile, however, leads to greater amounts of density perturbation in the gas. This in turn leads to the formation of a larger number of protostellar fragments than found in the other cases.

4.2.3 Effect of accretion luminosity

We do not include a heating term to account for the radiative feedback from the protostars. This was due to the uncertainty in how
possible DM accretion on to the protostars would affect their luminosity and radial evolution. If a sink contains a ‘dark star’, then the star may have a radius of the order of 100 R⊙. If it is instead a 5 M⊙ MS star, then it will have a radius of ~1 R⊙. Note that the MS radius is a lower limit, while a normal 5 M⊙ protostar more likely has a radius closer to ~10 R⊙ (see, e.g. discussion of primordial stellar evolution in Hosokawa, Yorke & Omukai 2010).

Typical masses and accretion rates found in our simulation are approximately 5 M⊙ and 10⁻³ M⊙ yr⁻¹. The corresponding accretion luminosity \( L_{\text{acc}} \) would then range from

\[
L_{\text{acc}} = \frac{G M_* \dot{M}}{R_*} \approx 10^3 - 10^5 L_\odot,
\]

where \( M_* \), \( \dot{M} \), and \( R_* \) are the mass, accretion rate, and radius of the star. As described in Smith et al. (2011), the resulting accretion luminosity heating rate can be estimated as

\[
\Gamma_{\text{acc}} = \frac{\rho \kappa_P L_{\text{acc}}}{4 \pi r^2} \text{ erg cm}^{-3} \text{ s}^{-1},
\]

where \( \rho \) is the gas density, \( \kappa_P \) is the Planck mean opacity, and \( r \) is the distance of the gas from the emitting star.

While we omit \( t_{\text{acc}} \) for simplicity, we may estimate its effect relative to DMA-induced heating. At a radius of 100 au, \( \rho \sim 10^{-13} \text{ g cm}^{-3} \) and \( \kappa_P \sim 10^{-6} \text{ cm}^2 \text{ g}^{-1} \) (see Mayer & Duschl 2005). This yields \( \Gamma_{\text{acc}} = 10^{-14} - 10^{-12} \text{ erg cm}^{-3} \text{ s}^{-1} \). In comparison, the DMA heating rate for the DM profile taken from Smith et al. (2012, DMA-A1 case) is \( 10^{-10} \text{ erg cm}^{-3} \text{ s}^{-1} \). For the stars in our simulation, this estimate shows that we can generally expect DMA heating to dominate over accretion luminosity heating while the DM profile maintains high central densities. When the central DM density declines in the DMA-L2 run, however, \( \Gamma_{\text{acc}} \) may again become dominant, and the fragmentation seen at later times may be overestimated. This similarly applies to our no-DMA run.

Indeed, our DMA runs exhibit a greater amount of fragmentation than found in Smith et al. (2012), whose simulations did account for protostellar accretion radiation. They follow the accretion for \( \gtrsim 5000 \text{ yr} \), similar to the time-scale of our runs. In their ‘H1’ and ‘H2’ runs, they found no secondary fragmentation and only a single secondary sink, respectively. In our particular case, accretion heating would have been a smaller effect due to the lower sink growth rates in our protostellar system. While their sinks grow to \( \gtrsim 10 \text{ M}_\odot \) by the end of their runs, in our DMA-A2 run the largest sink is only 5 M⊙ when the second sink forms, and is ~8 M⊙ at the end of the simulation. This likely explains the greater number of sinks formed in our DMA-A2 run as compared with Smith et al. (2012). However, they point out that their model assumed normal Pop III protostars instead of dark stars of lower effective temperature, thus giving an upper limit to the effect of accretion luminosity. For these analytical DM profiles, the true level of fragmentation is likely somewhere in between their results and what we find in DMA-A2. It is still
the case that at late times, while fragmentation may be suppressed by protostellar feedback effects, it will not be suppressed through DM-induced heating and ionization.

4.3 Evolution of DM profiles

Fig. 10 illustrates the gradual evolution of the central DM density in the DMA-L2 run, where at 1500 yr the central \( \sim 400 \) au has decreased in density. The DMA-L2 run has an enclosed gas mass of \( \sim 5M_\odot \) and \( 20M_\odot \) at distances of 100 and 1000 au. For gas undergoing roughly Keplerian rotation around the main sink, where

\[
\nu_{\text{Kep}} \sim \sqrt{\frac{GM_{\text{enc, gas}}}{r}},
\]

the typical rotation times are

\[
t_{\text{rot}} = \sqrt{\frac{r^3}{G M_{\text{enc, gas}}(r)}},
\]

where \( M_{\text{enc, gas}}(r) \) is the enclosed gas mass at distance \( r \) from the sink. At distances of 100 and 1000 au, this corresponds to \( t_{\text{rot}} \sim 100 \) and 1000 yr, respectively, with the time-scales for the density decline seen in DMA-L2. This lends evidence that the rotational motion of the disc is indeed the cause of the decline in the central DM profile.

In addition, we compare the gas kinetic energy with the DM gravitational energy:

\[
K_{\text{gas}}(r) \sim \frac{1}{2} M_{\text{enc, gas}}(r) \nu_{\text{Kep}}^2(r),
\]

where \( \nu_{\text{Kep}}(r) \) is the Keplerian velocity at the given radius \( r \), and

\[
U_{\text{DM}}(r) \sim \frac{G M_{\text{enc, DM}}^2(r)}{r},
\]

For \( r = 1000 \) au, \( M_{\text{enc, gas}} \sim 20M_\odot \) and \( \nu_{\text{Kep}} \sim 4 \) km s\(^{-1}\), so \( K_{\text{gas}} \sim 3 \times 10^{45} \) erg. In comparison, \( M_{\text{enc, DM}} \sim 5M_\odot \) and \( U_{\text{DM}} \sim 4 \times 10^{44} \) erg, almost one order of magnitude below the kinetic energy of the gas. The gas motion is thus sufficiently energetic to disperse the DM.

We further support our claim that the DM profile evolution is not due to numerical effects, but to the physical effect of the gravitational interaction between the clumpy baryon and DM components, confirming that the DM profile remains stable in the absence of gas. We verified this through a test simulation in which we evolved the gas-free live DM halo for 1000 yr, finding minimal change in the density and velocity profiles (Figs 10 and 11; see also section 3.1 in Stacy et al. 2012a). In contrast, once the gaseous disc begins to act on the DM, the density and velocity profiles rapidly evolve, particularly in the central regions. Thus, despite the limited mass resolution of the DM particles within our simulation, spurious effects from DM–DM two-body scattering does not significantly affect the DM profiles. In the related study of Stacy et al. (2012a), which also followed the evolution of DM ‘live’ profiles under the influence of a gaseous disc, a range of softening lengths from 5 to 50 au was employed. This study found a similar flattening of the central DM profile over equivalent time-scales under this range of resolution lengths, confirming that this effect is not resolution dependent.

The time-scale for two-body relaxation for a system of \( N \) bodies with mass \( m \) can be estimated as

\[
t_{\text{rel}} \sim t_c 0.1 N/\ln N,
\]

where \( t_c \) is the crossing time (Binney & Tremaine 2008). If we consider the central 1000 au,
The speed at which the DM cusp is transformed will vary depending on the particular DM profile as well as the properties of the central gas. Our DM profile was initialized to have an enclosed mass that was consistent with the original cosmological simulation (blue dotted line in Fig. 10). Adiabatic contraction around these two later-forming sinks has formed two DM density peaks with \( \rho_c \sim 10^{14} \text{ GeV}/\text{cm}^3 \). However, with sufficient time these peaks are also likely to decline, and the majority of the sinks are in a DM medium with densities lower than this.

The speed at which the DM cusp is transformed will vary depending on the particular DM profile as well as the properties of the central gas. Our DM profile was initialized to have an enclosed mass that was consistent with the original cosmological simulation (blue dotted line in Fig. 10). Adiabatic contraction around these two later-forming sinks has formed two DM density peaks with \( \rho_c \sim 10^{14} \text{ GeV}/\text{cm}^3 \). However, with sufficient time these peaks are also likely to decline, and the majority of the sinks are in a DM medium with densities lower than this.

The speed at which the DM cusp is transformed will vary depending on the particular DM profile as well as the properties of the central gas. Our DM profile was initialized to have an enclosed mass that was consistent with the original cosmological simulation (blue dotted line in Fig. 10). Adiabatic contraction around these two later-forming sinks has formed two DM density peaks with \( \rho_c \sim 10^{14} \text{ GeV}/\text{cm}^3 \). However, with sufficient time these peaks are also likely to decline, and the majority of the sinks are in a DM medium with densities lower than this.

The speed at which the DM cusp is transformed will vary depending on the particular DM profile as well as the properties of the central gas. Our DM profile was initialized to have an enclosed mass that was consistent with the original cosmological simulation (blue dotted line in Fig. 10). Adiabatic contraction around these two later-forming sinks has formed two DM density peaks with \( \rho_c \sim 10^{14} \text{ GeV}/\text{cm}^3 \). However, with sufficient time these peaks are also likely to decline, and the majority of the sinks are in a DM medium with densities lower than this.
the formation and evolution of DM profiles on small scales and the discrepancies between analytic DM models, numerical simulations, and observations (e.g. the well-known ‘cusp versus core’ problem; Moore 1994; Burkert 1995; de Blok, McGaugh & Rubin 2001; Gentile et al. 2005; Spekkens, Giovanelli & Haynes 2005; Battaglia et al. 2008). Even for a minihalo which undergoes more efficient DM adiabatic contraction than that found in our simulation, however, the dispersal of the central DM will most likely be delayed but not prevented. As gas continues to condense towards the centre of the minihalo, sufficient kinetic energy will inevitably build up to transform the DM cusp to a core. Future simulations will cover a wider range of possible DM profiles.

5 SUMMARY AND CONCLUSIONS

We have performed a series of simulations to explore the effect of DMA-induced ionization and heating on the formation of Pop III stellar systems. Our study included the first simulation to model both DMA heating and ionization rates as well as the gravitational interaction between the primordial gas and DM. In agreement with Smith et al. (2012), who used a static DM profile and ignored the mutual interaction of DM and gas, we find an enhanced H$_2$ abundance and more rapid cooling as the gas collapses to densities of 10$^8$ cm$^{-3}$, caused by the DMA-induced ionization which increases the fractional abundance of electrons that may catalyse H$_2$ formation. At densities greater than 10$^8$ cm$^{-3}$, DMA-induced heating leads to warmer gas temperatures which stabilize the accretion disc. The formation of secondary protostellar fragments is thus delayed by ~3000 yr when we employ a non-evolving analytical DM density profile. In addition, the total stellar system accretes at a more rapid rate under the effects of DMA. Due to our omission of the effects of protostellar heating from accretion luminosity, the suppression of fragmentation was not as strong as in Smith et al. (2012).

We find that these DMA effects are mitigated when we represent the DM with highly resolved N-body particles, allowing us to follow the evolution of the DM density profile due to gravitational interaction with the gas. The central DM density is gradually reduced as the motion of the gas scatters the DM to increasingly large distances from the peak. At the same time, the formation of secondary protostellar fragments is delayed by only a few hundred years. The overall sink accretion rate is more rapid than when DMA effects are ignored, but similar to the accretion rate found when using an analytic DM profile. Surprisingly, the number of secondary protostars formed was highest in this ‘live’ DM simulation. Along with the influence of DM through DMA-induced heating and ionization, the mutual gravitational interaction between the DM and gas caused the gas disc to be more diffuse and extended than when using an analytic DM profile. This leads to enhanced levels of perturbation in the disc and the formation of six secondary protostars, as compared to two and three secondaries in the case of no DM or an analytic DM profile.

As pointed out in Smith et al. (2012) and also discussed in Gondolo et al. (2013), neither our simulations nor those of Smith et al. (2012) follow the gas collapse to protostellar densities. To determine whether an equilibrium dark star forms, the gas collapse must be followed to higher densities of 10$^{17}$ cm$^{-3}$. Gondolo et al. (2013) argue that such a dark star may indeed still form within the unresolved sinks of Smith et al. (2012), and that the DMA suppression of fragmentation may allow the peaked DM profile to remain undisturbed. However, our DMA-L2 case shows that a live DM profile will not maintain the necessary high central densities, even when accounting for the stabilizing effects of DMA on the gas (Fig. 10). The strong interaction between not only the DM and sinks, but also between the DM and gas, is a strong implication that even the motion of a disc around a single star will affect the DM density profile in similar ways to what we have presented here. Therefore, DMA likely did not have long-term effects on the fragmentation of primordial gas and the degree of multiplicity among Pop III stars. Dark stars, as initially envisioned, may thus not have existed, since the required high DM densities did not persist for sufficiently long times, as shown here. However, within plausible WIMP scenarios, DMA annihilation heating would nevertheless be important in modifying the thermodynamics of primordial gas, at least for part of its evolution. The corresponding heating and ionization terms should therefore be included in more complete numerical work. Future simulations, which include DMA effects as well as processes such as protostellar feedback and magnetic fields, will continue to add clarity to our understanding of Pop III stars.
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