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Abstract—We investigate the property for an input-output system to map unimodal inputs to unimodal outputs. As a first step, we analyse this property for linear time-invariant (LTI) systems, static nonlinearities, and interconnections of those. In particular, we show how unimodality is closely related to the concepts of positivity, monotonicity, and total positivity.
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I. INTRODUCTION

System analysis via the concept of positivity has gained considerable popularity in the recent years [11, 23, 29-31]. From a modelling viewpoint, the value of devoting a special treatment to dynamical models that manipulate positive variables (states, inputs, or outputs) was recognised early by Luenberger [20], as this situation frequently arises in networks, economics, biology, transport, etc. From an analysis viewpoint, the increasing use of convexity analysis in system theory led a number of authors to revisit the classical linear-quadratic theory of linear-time invariant (LTI) systems in the presence of positive constraints. Positivity was shown to be a source of numerical tractability and simplicity even in the standard context of Lyapunov analysis [23], optimal control design [9, 31], or system gain computation [11]. It is surprising that such properties have only started to gain widespread interest. Positivity concepts have also proven useful beyond LTI systems. Positivity is central to consensus and distributed system analysis, which involves linear time-varying models [28]. It is also central to the theory of monotone systems [3, 17] and to the recent development of differential positivity analysis [13, 21].

The present paper focuses on the input-output (or external) concept of positivity: a system is called (externally) positive if it maps positive inputs to positive outputs. For linear systems, this property is equivalent to (external) monotonicity: input signals with a time-derivative that has no sign variation are mapped to output signals with the same property. In a similar spirit, we aim at characterizing systems that map unimodal inputs to unimodal outputs: input signals with a time-derivative that has at most one sign variation are mapped to output signals with the same property. We call such systems strongly unimodal because a well-known result in probability theory: strongly unimodal densities are precisely those that map unimodal densities to unimodal densities by convolution [18].

While strong unimodality has been extensively studied in statistics and interpolation theory, it does not seem to have received much attention in system theory. Our motivation is that it is nevertheless a natural property to expect in the context of mean-field models. Classical examples include amplifier modelling in electronics, conductance modelling in neurophysiology, or reaction rate modelling in biochemistry. In first approximation, it is natural in all those examples to expect that a unimodal input is mapped to a unimodal output (see e.g. [27] for details). This motivation makes direct contact with the questions that have motivated the development of total positivity theory in interpolation theory and in statistics [7, 19, 26]. Starting with the early work of Schoenberg [25], the entire theory has been motivated by a characterization of maps with variation-diminishing properties. We believe that such properties could play an important role as well in system analysis of models grounded in mean-field principles.

As a first step towards a more general theory, the main focus of the present paper is the simple class of LTI systems. Our main result is to show that strong unimodality of a LTI state-space model can be studied as the external positivity of a compound LTI state-space model. This methodology is central to the theory of total positivity: properties of unimodal systems are studied via the properties of a compound externally positive system. As an elementary application, we single out the main difference between positive and unimodal LTI systems: externally positive systems have one dominant real pole, whereas unimodal systems have two dominant real poles. Using properties of log-concave functions, we derive a number of properties for the interconnections of LTI unimodal systems and monotone functions. While elementary, those preliminary results suggest a strong potential of total positivity theory in system analysis.

The remainder of the paper is organized as follows. After some preliminaries in Section II, the theory of external positive systems is briefly reviewed in Section III. Then Section IV introduces the analog concept of strong unimodality. Our preliminary results are presented in Section V. Section VI introduces elementary interconnection properties of unimodal systems. The papers ends with concluding remarks in Section VII. Proofs are given in the appendix.
Fig. 1: A positive LTI system maps monotone inputs to monotone outputs. A strongly unimodal LTI system maps unimodal inputs to unimodal outputs.

II. PRELIMINARIES

A. Notations

For real valued matrices \( X = (x_{ij}) \in \mathbb{R}^{n \times m} \), including vectors \( x = (x_i) \in \mathbb{R}^n \), we use the following notation. \( X \) is called nonnegative, \( X \in \mathbb{R}^{n \times m}_{\geq 0} \), if all its entries \( x_{ij} \) are nonnegative. If \( X \in \mathbb{R}^{n \times n} \), then \( \sigma(X) = \{ \lambda_1(X), \ldots, \lambda_n(X) \} \) denotes its spectrum, where we order the eigenvalues by descending real part, i.e., \( \lambda_1(X) \) is the eigenvalue with the largest real part, counting multiplicity. In case that the real part of two eigenvalues is equal, we subsort them by the largest imaginary part. In case that the real part of some eigenvalues is equal, we subsort them by ascending imaginary part. In case that the real part of some eigenvalues is equal, we subsort them by ascending modulus. Further, \( X \) is said to be positive semidefinite, \( X \succeq 0 \), if \( X = X^T \) and \( \sigma(X) \subset \mathbb{R}_{\geq 0} \). Analogously, we define positive and positive definite matrices, \( X \in \mathbb{R}_{>0}^L \) and \( X > 0 \), respectively. Letting \( I_n \) denote the identity matrix in \( \mathbb{R}^{n \times n} \), the Kronecker sum of two matrices \( X \in \mathbb{R}^{n \times n} \) and \( Y \in \mathbb{R}^{m \times m} \) is given by \( X \oplus Y := (X \otimes I_m) + (I_n \otimes Y) \), where \( \otimes \) stands for the Kronecker product.

For a real valued function \( g : \mathbb{R} \to \mathbb{R} \cup \{-\infty\} \), we say that it is concave if \( g(\lambda x + (1 - \lambda)y) \geq \lambda g(x) + (1 - \lambda)g(y) \) for all \( 0 \leq \lambda \leq 1 \). The set of all concave functions will be denoted by \( \mathcal{S} \), the set of all nonnegative functions is given by \( \mathcal{S}_{\geq 0} := \{ g : \mathbb{R} \to \mathbb{R}_{\geq 0} \} \). Further, the set of all integrable functions will be denoted by \( L_1 \). Then, the convolution of two real-valued functions \( g \) and \( u \) is defined as \( (g * u)(t) = \int_{\mathbb{R}} f(t - \tau)g(\tau)d\tau \) and for \( \mathcal{S} \subset \mathbb{R} \), the (1-0) indicator function is defined as

\[
\mathbb{I}_S(x) = \begin{cases} 
1 & x \in S \\
0 & x \notin S 
\end{cases}
\]

Finally, we define \( \dot{g} := \frac{d}{dt}g, \ddot{g} = \frac{d^2}{dt^2}g, \ldots \) to be the first, second and third derivative of a real valued function \( g \).

B. State-space realizations

A LTI state-space model

\[
\begin{align*}
\dot{x} &= Ax + bu \\
y &= cx
\end{align*}
\]  

where \( A \in \mathbb{R}^{n \times n}, b, c^T \in \mathbb{R}^n \) defines a unique causal LTI system with impulse response \( g(t) = \gamma_c e^{At}b \mathbb{I}_{[0,\infty)} \). The triple \((A, b, c)\) is called a realization of this impulse response. Further, we also refer to \((A, b, c)\) as an LTI system and mean (1). The following proposition is crucial for the derivation of our results.

**Proposition 1** (Impulse response product [8]). For \( A_1 \in \mathbb{R}^{n_1 \times n_1}, b_1, c_1^T \in \mathbb{R}^{n_1} \), \( A_2 \in \mathbb{R}^{n_2 \times n_2} \) and \( b_2, c_2^T \in \mathbb{R}^{n_2} \), let \( g_1(t) = c_1 e^{A_1 t} b_1 \mathbb{I}_{[0,\infty)} \) and \( g_2(t) = c_2 e^{A_2 t} b_2 \mathbb{I}_{[0,\infty)} \). Then \( g_1(t)g_2(t) \mathbb{I}_{[0,\infty)} = c e^{A_1 \otimes A_2} b \mathbb{I}_{[0,\infty)} \), where

\[
\begin{align*}
\bar{A} &= A_1 \oplus A_2, \\
\bar{b} &= b_1 \oplus b_2, \\
\bar{c} &= c_1 \otimes c_2.
\end{align*}
\]

For the ease of exposition, we only consider causal LTI systems in the remainder of this paper, that is, we assume \( g(t) = \mathbb{I}_{[0,\infty)} g(t) \).

III. EXTERNALLY POSITIVE LTI SYSTEMS

Next we review the concept of external positivity.

**Definition 1** (External positivity). An LTI system with impulse response \( g \mathbb{I}_{[0,\infty)} \) is called externally positive if

\[
\forall u \in \mathcal{S}_{\geq 0} : g * u \in \mathcal{S}_{\geq 0}
\]

The set of all externally positive system defines a convex cone. It is closed under parallel as well as serial interconnection. We review two classical equivalent definitions of external positivity.

**Lemma 1** ([10, 22]). An LTI system is externally positive if and only if its impulse response is nonnegative.

**Lemma 2.** An LTI system with impulse response \( g \) is externally positive if and only if for all monotonically increasing \( u \in \mathcal{S}_{\geq 0} \) it holds that \( y = g * u \in \mathcal{S}_{\geq 0} \) is monotonically increasing.

For completeness, a proof of Lemma 2 is given in Appendix A.1. We also recall the following important consequence of positivity.

**Proposition 2.** If \((A, b, c)\) is an externally positive LTI system, then \( \lambda_1(A) \in \mathbb{R} \).

This proposition links external positivity to the internal positivity property of mapping a cone to a cone in the state-space. Perron-Frobenius theory shows that matrices that contract a cone also have a dominant eigenvalue and an eigenvector in the interior of the cone [20].

Verifying external positivity is hard. Nevertheless, there exist several sufficient tests [1, 2, 15, 16]. The following test from [15] is particularly tractable.

**Proposition 3** (Sufficient test for external positivity). Let \((A, b, c)\) be an LTI system and assume that there exists \( Q = Q^T \in \mathbb{R}^{n \times n} \) and \( \gamma \in \mathbb{R} \) such that

\[
\begin{align*}
A^T Q + QA + 2\gamma Q &\leq 0 \\
b^T Qb &\leq 0 \\
Q + c^T c &> 0 \\
eb &\geq 0 \\
\lambda_{n-1}(Q) &> 0 > \lambda_n(Q)
\end{align*}
\]

Then \((A, b, c)\) is externally positive, i.e., \( \forall t \geq 0 : ce^{At}b \geq 0 \).
IV. STRONGLY UNIMODAL LTI SYSTEMS

In the following, we introduce the class of strongly unimodal LTI systems.

**Definition 2 (Unimodality).** A function \( g : \mathbb{R} \rightarrow \mathbb{R} \) is called unimodal if one of the following equivalent conditions hold:
1) \( g \) has a unique local maximum, i.e. there exists a mode \( m \in \mathbb{R} \) such that \( f \) is monotonically increasing on \((-\infty, m]\) and monotonically decreasing on \([m, +\infty)\).
2) \( g \) is quasi-concave, i.e.,
\[
g(\lambda x + (1 - \lambda) y) \geq \min\{g(x), g(y)\}
\]
for all \( x, y \) and \( \lambda \in [0, 1] \).

The set of all unimodal functions is denoted by \( S_{uc} \).

**Definition 3 (Strong unimodality).** An LTI system with impulse response \( g \) is called strongly unimodal if \( g \in S_{uc} \).

The impulse response of a strongly unimodal LTI system is certainly unimodal (approximate the Dirac impulse with the unimodal Dirac sequence, \( \delta(t) = \frac{1}{\sqrt{\pi \varepsilon^2}} e^{-\frac{t^2}{\varepsilon^2}} \) for \( \varepsilon > 0 \) and apply the definition). However, unimodality of the impulse response is not sufficient. This observation was first made by Ibragimov [18], who introduced the terminology of strong unimodality in the context of probability distributions.

**Definition 4 (Log-concavity).** \( g \in S_{\geq_0} \) is called log-concave if for all \( x, y \in \mathbb{R} \) and \( \lambda \in [0, 1] \):
\[
g(\lambda x + (1 - \lambda) y) \geq g(x)^\lambda g(y)^{1-\lambda}.
\]
Equivalently, \( g \) is log-concave if and only if \( g(x) = e^{\phi(x)} \) for some \( \phi \in S_{c} \), i.e., \( \log(g) \in S_{c} \). The set of all log-concave functions is denoted by \( S_{logc} \).

**Proposition 5.** A causal LTI system with impulse response \( g \in L_1 \) is strongly unimodal if and only if \( g1_{[0,\infty)} \in S_{\geq_0} \).

With this proposition, one immediately verifies that any externally positive first-order system is also strongly unimodal. One also obtains the following test for second-order systems.

**Corollary 1.** Let \( g \) be the impulse response of a causal stable LTI second-order system. Then the system is strongly unimodal if and only if \( g \in S_{\geq_0} \):
\[
\dot{g}(0)^2 - g(0)\dot{g}(0) \geq 0.
\]

A proof to Corollary 1 is provided in Appendix A.2.

**Example 1.** (Mass-spring-damper system). Strong unimodality prevents oscillations in the step response of a system. As an illustration, the classical mass-spring-damper system with external force \( u \) (see Fig. 2), is modelled by the differential equation
\[
\ddot{x} + \frac{\beta}{m}\dot{x} + \frac{k}{m}x = u
\]
where \( x \) stands for the displacement of the mass and \( m, k, \beta > 0 \) denote the mass, spring and damping coefficients, respectively. Letting, \( p := \sqrt{\beta^2 - 4k} \), the (causal) impulse response \( g \) of this system is
\[
g(t) = \frac{m}{p} \left( e^{-\frac{p x + i\beta \pi}{2}} - e^{-\frac{(p + i\beta) x}{2}} \right).
\]

In the overdamped case, \( p \geq 0 \), it follows that \( g \in S_{\geq_0} \). Further, since \( \dot{g}(0)^2 - g(0)\dot{g}(0) = 1 \), Corollary 1 implies that the system is also strongly unimodal. An example output for a unimodal input can be found in Fig. 3. Thus, strong unimodality requires the mass-spring-damper system to be overdamped. This will be made even clearer in Theorem 2.

V. STATE-SPACE CHARACTERIZATION OF STRONG UNIMODALITY

In this section, we present our main results on strongly unimodal systems. Our first result shows that strong unimodality of a state-space model is equivalent to external positivity of a compound state-space model.
Theorem 1 (State-space characterization). Let \((A, b, c)\) be the realization of a causal impulse response \(g(t) = ce^{At}1_{[0,\infty)}(t)\). Then \(\ddot{g}(t) - g(t)\dot{g}(t)\) is the impulse response of the state-space model \((\bar{A}, \bar{b}, \bar{c})\), where
\[
\bar{A} = A \oplus A, \quad \bar{b} = Ab \otimes Ab - b \otimes A^2b, \quad \bar{c} = c \otimes c, \quad (7)
\]
i.e., \((A, b, c)\) is strongly unimodal if and only if \((A, b, c)\) and \((\bar{A}, \bar{b}, \bar{c})\) are externally positive systems.

A minimal realization \((\bar{A}, \bar{b}, \bar{c})\) of \((A, b, c)\) has the following poles:
\[
\sigma(\bar{A}) \subset \{\lambda_i(A) + \lambda_j(A) : j > i\}. \quad (8)
\]
Further, if \((A, b, c)\) is minimal, then equality holds in \((8)\).

Theorem 1 is proven in Appendix A.3. Note that a tractable, sufficient test for external positivity of \((A, b, c)\) and \((\bar{A}, \bar{b}, \bar{c})\) is given in Proposition 3.

Next we present a key property of strongly unimodal LTI systems.

Theorem 2 (Dominant poles). If \((A, b, c)\) is the minimal realization of a strongly unimodal LTI system, then it has two dominant real poles, that is, \(\lambda_1(A) \in \mathbb{R}\) and \(\lambda_2(A) \in \mathbb{R}\). This property illustrates how much strong unimodality restricts positivity: externally positive systems require one dominant real pole, whereas strongly unimodal systems have two dominant real poles. The property also provides a mathematical justification for our damping interpretation in Example 1 for unimodal LTI systems of arbitrary order. In particular, if the system is of order three, then the three poles are necessarily real.

Example 2. Consider the mass-spring-damper system \((5)\) in series with an integrator. The dynamics are described by
\[
\ddot{x} + \frac{\beta}{m} \dot{x} + \frac{k}{m} \dot{x} = u \quad (9)
\]
and the impulse response \(g\) is
\[
g(t) = \frac{m}{p} \int_0^t \left( e^{-\frac{(\beta+p)t}{2}} - e^{-\frac{(\beta+p)\tau}{2}} \right) d\tau. \quad (10)
\]
In the underdamped case, \(p < 0\), the integrand undergoes a harmonic damped oscillation with an initial positive displacement (spring extension), which is why the system is externally positive. However, due to the negative displacement phases of the integrand (spring contraction), \(g\) inherits those oscillations, and is therefore not unimodal. As we noticed earlier, unimodality of the impulse response is necessary for a system to be strongly unimodal. This fact is also visualized by the example input Fig. 3a with corresponding output Fig. 3b.

VI. LINEAR AND NON-LINEAR INTERCONNECTIONS

What makes positivity and unimodality properties attractive is that they are not restricted to linear models. Here we illustrate some interconnection properties that involve LTI models and static nonlinearities. We first recall the following two results.

Lemma 4 (Closedness [4]). Log-concave functions are closed under convolution and multiplication.

In particular, products of log-concave impulse responses lead to strongly unimodal LTI systems.

Lemma 5 (Composition [4]). If \(g \in \mathcal{S}_qc\) and \(f : \mathbb{R} \to \mathbb{R}\) is monotonically increasing, then the composition \(f \circ g \in \mathcal{S}_qc\).

By adopting the definition of strongly unimodal LTI systems in Definition 3, Lemmas 4 and 5 provide us with the following interconnection properties.

Proposition 6 (Interconnections). Serial interconnections of strongly unimodal LTI systems and static monotonically increasing non-linearities are strongly unimodal.

Example 3 (Firing rate model of a neuron). An example of such non-linear systems is the serial interconnection of neurons Fig. 4, where the output firing rate \(v\) of each neuron...
is modeled by [6]

\[ \tau \dot{I}_s = -I_s + wu \]
\[ v = F(I_s) \]

where \( u \) is an input rate, \( \tau, w > 0 \) are rate and weight coefficients, \( I_s \) is the synaptic current and \( F \) is a static non-linear activation function, e.g., the sigmoid function

\[ F(x) = \frac{1}{1 + e^{-x}}. \]

By our interconnection rules, the serial interconnection of such systems is strongly unimodal.

A contrario, the next result shows that parallel interconnections of strongly unimodal LTI systems are not necessarily strongly unimodal. This is in contrast to positive systems.

**Lemma 6.** Let \( g(t) = \sum_{i=1}^{n} b_i e^{-\alpha_i t} \) with \( b_i, \alpha_i > 0 \) and \( n \geq 2 \) be such that \( \alpha_i \neq \alpha_{i+1} \) for all \( i \). Then,

\[ \forall t \geq 0 : g(t)^2 - g(t) \dot{g}(t) < 0. \]

Therefore, \( g \in L_{[0,\infty)} \in S_{\geq 0} \setminus S_{\logc} \) which implies that strongly unimodal LTI systems are not closed under parallel interconnection.

The following result shows that the difference of two positive systems can be strongly unimodal.

**Lemma 7.** Let \( g = \sum_{i=1}^{n} b_i e^{-\alpha_i t} - \sum_{i=2}^{n} b_i e^{-\alpha_i t} \) with \( b_i, \alpha_i > 0 \) and \( n \geq 1 \) be such that

\[ \forall j \geq 2 : 2(\alpha_1 - \alpha_j)^2 \geq \max_{i}(\alpha_i - \alpha_j)^2 \]  

(11)

Then, \( g \in L_{[0,\infty)} \in S_{\geq 0} \) if and only if \( g \in L_{[0,\infty)} \in S_{\logc} \).

**Remark 1.** By Lemmas 6 and 7, we can see that while the sum of two first order strongly unimodal LTI systems is not strongly unimodal, the difference preserve strong unimodality if it is externally positive.

Finally note that Lemma 4 also gives the following stronger result for log-concave inputs.

**Proposition 7.** Let \( g \) be the impulse response to a strongly unimodal LTI system. Then,

\[ \forall u \in S_{\logc} : g \ast u \in S_{\logc}. \]

**VII. CONCLUDING REMARKS**

This paper has introduced the class of strongly unimodal systems, which is characterized by preserving unimodularity from input to output. Our main result is that unimodularity of a state-space model is equivalent to positivity of a compound state-space model (Theorem 1). We have also shown that unimodular systems are a subclass of externally positive systems. As a main property, they have two dominant real poles rather than one.

In future work, we would like to generalize our results with the theory of total positivity [14, 19]. We anticipate that systems with a fixed number of dominant real poles can be studied via the external positivity of a compound system. This paves the way for novel system analysis tools to characterize input-output properties via the important variation diminishing concept: inputs with a certain number of variations are mapped to outputs with the same (or less) number of variations. The theory of total positivity suggests that this analysis framework is general, with plausible extensions to discrete LTI systems, linear time-space-invariant (LTSI) models, linear time-varying linear systems, and nonlinear systems.
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A. Proofs

1) Proof to Lemma 2:

Proof. We want to show that \( \hat{y} : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \). By [12],

\[
\frac{d}{dt} \hat{y}(t) = g(0)u(t) + \int_0^t ce^{A(t-\tau)}b\hat{u}(\tau)d\tau,
\]

where the monotonicity of \( u \) implies that \( \hat{u}(s) \) exist almost everywhere on \([0, t] \). Hence, since \( \hat{u}, u \in \mathcal{S}_{\geq 0} \), applying Lemma 1 proves our claim.

2) Proof to Corollary 1:

Proof. By Lemma 1, it follows that \( g(t) = \beta_1e^{\lambda_1t} + \beta_2e^{\lambda_2t} \), \( \lambda_1, \lambda_2 > 0 \) and \( \beta_1, \beta_2 \in \mathbb{R} \). Then,

\[
\dot{g}(t)^2 - g(t)\ddot{g}(t) = -\beta_1\beta_2\lambda_1\lambda_2e^{-(\lambda_1+\alpha_2)(\lambda_1 - \lambda_2)^2}.
\]

3) Proof to Theorem 1:

Proof. The first part is an application of Proposition 1 and the fact that \( \frac{d}{dt} g(t) = cA^kb^Tb \). In order to prove the second part, let \( T \in \mathbb{C}^{n \times n} \) be such that \( J = T^{-1}AT \) is the complex Jordan form of \( A \). Then, with \( \bar{b} := T^{-1}b \) and \( \hat{c} := cT \),

\[
\frac{d}{dt} g(t) = e^{A\bar{b}}(\bar{b}b^TA^T)e^{(\lambda_1(A)+\lambda_2(A))t} = \hat{c}K(t)\hat{J}^T\hat{c}^T.
\]

with \( K(t) := e^{\lambda_1 t} \hat{J}^T(\bar{b}b^T - \bar{b}b^TA) e^{\lambda_2 t} \). Since \( K(t) = -K(t)^T \) and \( \hat{J} \) in Jordan form, we conclude that \( \frac{d}{dt} g(t) \) only depends on exponentials of the form \( e^{(\lambda_1(A)+\lambda_2(A))t} \) with \( j > i \). Hence, (8) follows by \( \sigma(\hat{A}) \subset \langle A \rangle \).

To see the last claim notice that if \( (\hat{J}, \hat{b}, \hat{c}) \) is minimal, then the controllability of \( (\hat{J}, \hat{b}) \) implies that \( K_{ij}(t) \neq 0 \) for \( i \neq j \). Thus, \( \frac{d}{dt} g(t) \) does not depend on \( e^{(\lambda_1(A)+\lambda_2(A))t} \) for some \( i > j \). The last claim is then a trivial consequence.

4) Proof to Theorem 2:

Proof. The fact that \( \lambda_1(A) \in \mathbb{R} \) is inherited from the external positivity (see Lemma 1). Further, with the notation of Theorem 1, it follows that \( \lambda_1(\hat{A}) = \lambda_1(A) + \lambda_2(A) \), which by Lemma 1 has to be real. The last claim is then a trivial consequence.

5) Proof to Lemma 6:

Proof. Obviously, \( g_{\lfloor[0, \infty)\rfloor} \) is nonnegative as the sum of nonnegative functions. Further, for all \( t \geq 0 \)

\[
\dot{g}(t)^2 - g(t)\ddot{g}(t) = \sum_{i=1}^{n} \sum_{j=1}^{n} b_ib_j e^{-(\alpha_i + \alpha_j)t}(\alpha_i\alpha_j - \alpha_i^2) < 0
\]
Therefore, by Lemma 3, \( g \) is not log-concave, which by Proposition 5 implies that the parallel interconnection of first order log-concave systems is not log-concave.

6) **Proof to Lemma 7:**

**Proof.** We only need to show the case with \( g \mathbb{1}_{[0, \infty)} \in \mathcal{S}_{\geq 0} \).

Then for \( t \geq 0 \)

\[
\dot{g}(t)^2 - g(t)\ddot{g}(t) \\
= \sum_{j=1}^{n} b_1 b_j e^{-(\alpha_1 + \alpha_j)t}(\alpha_1 - \alpha_j)^2 \\
- \frac{1}{2} \sum_{i=2}^{n} \sum_{j=2}^{n} b_i b_j e^{-(\alpha_i + \alpha_j)t}(\alpha_i - \alpha_j)^2 \\
\geq \sum_{i=2}^{n} b_i \sum_{j=2}^{n} b_j e^{-(\alpha_1 + \alpha_j)t}(\alpha_1 - \alpha_j)^2 \\
- \frac{1}{2} \sum_{i=2}^{n} \sum_{j=2}^{n} b_i b_j e^{-(\alpha_i + \alpha_j)t}(\alpha_i - \alpha_j)^2 \geq 0 \\
\geq \sum_{i=2}^{n} b_i \sum_{j=2}^{n} b_j e^{-(\alpha_1 + \alpha_j)t}\left((\alpha_1 - \alpha_j)^2 - \frac{1}{2}(\alpha_i - \alpha_j)^2\right) \\
\geq 0,
\]

where the last inequality follows by (11) and the other inequalities are a consequence of \( g \mathbb{1}_{[0, \infty)} \in \mathcal{S}_{\geq 0} \), which implies that \( b_1 \geq \sum_{i=2}^{n} b_i \) and \( \alpha_1 \leq \alpha_i \) for all \( i \).