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Abstract

In classical analysis, Lebesgue first proved that \( \mathbb{R} \) has the property that each Riemann integrable function from \([a, b]\) into \( \mathbb{R} \) is continuous almost everywhere. This property is named as the Lebesgue property. Though the Lebesgue property may be breakdown in many infinite dimensional spaces including Banach or quasi Banach spaces, to determine spaces having this property is still an interesting problem. In this paper, we study Riemann integration for vector-value functions in metrizable vector spaces and prove the fundamental theorems of calculus and primitives for continuous functions. Further we discovery that \( \mathbb{R}^\omega \), the countable infinite product of \( \mathbb{R} \) with itself equipped with the product topology, is a metrizable vector space having the Lebesgue property and prove that \( l^p(1 < p \leq +\infty) \), as subspaces of \( \mathbb{R}^\omega \), possess the Lebesgue property although they are Banach spaces having no such property.
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1. Introduction

The study on Riemann integration of functions mapping a closed interval into a Banach space was first studied by Graves \cite{3}. We refer the readers to bibliographies \cite{1, 2, 4, 10} for more details on Riemann integration. One interesting problem concerning the Riemann integration is to determine spaces having the Lebesgue property; i.e., every Riemann integrable function is continuous almost everywhere. In 1970s, Nemirovski, Ochan and Re jouani
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Definition 2.2. Let \( [a, b] \) be a closed interval. A partition of \([a, b]\) is a finite set of points \( \{t_i : 0 \leq i \leq N\} \) that satisfy \( a = t_0 < t_1 < \cdots < t_{N-1} < t_N = b \). A tagged partition of \([a, b]\) is a partition \( \{t_i : 0 \leq i \leq N\} \) of \([a, b]\) together with a set of points \( \{s_i : 1 \leq i \leq N\} \) satisfying \( s_i \in [t_{i-1}, t_i] \) for each \( i \).

Let \( \Delta = \{(s_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) be a tagged partition of \([a, b]\). The points \( \{t_i : 0 \leq i \leq N\} \) are said to be the points of the partition, the intervals \( \{[t_{i-1}, t_i] : 1 \leq i \leq N\} \) are said to be the intervals of the partition and the points \( \{t_i : 0 \leq i \leq N\} \) are said to be the tags of the partition. Denote \( |\Delta| := \max_{1 \leq i \leq N}(t_i - t_{i-1}) \).

Let \( \Delta_1 \) and \( \Delta_2 \) be tagged partitions of \([a, b]\). The tagged partition \( \Delta_1 \) is a refinement of the tagged partition \( \Delta_2 \) if the points of \( \Delta_2 \) form a subset of the points of \( \Delta_1 \). In this case, we say that \( \Delta_1 \) refines \( \Delta_2 \).

Definition 2.1. Let \( [a, b] \) be a closed interval. A partition of \([a, b]\) is a finite set of points \( \{t_i : 0 \leq i \leq N\} \) that satisfy \( a = t_0 < t_1 < \cdots < t_{N-1} < t_N = b \). A tagged partition of \([a, b]\) is a partition \( \{t_i : 0 \leq i \leq N\} \) of \([a, b]\) together with a set of points \( \{s_i : 1 \leq i \leq N\} \) satisfying \( s_i \in [t_{i-1}, t_i] \) for each \( i \).

Let \( \Delta = \{(s_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) be a tagged partition of \([a, b]\). The points \( \{t_i : 0 \leq i \leq N\} \) are said to be the points of the partition, the intervals \( \{[t_{i-1}, t_i] : 1 \leq i \leq N\} \) are said to be the intervals of the partition and the points \( \{t_i : 0 \leq i \leq N\} \) are said to be the tags of the partition. Denote \( |\Delta| := \max_{1 \leq i \leq N}(t_i - t_{i-1}) \).

Let \( \Delta_1 \) and \( \Delta_2 \) be tagged partitions of \([a, b]\). The tagged partition \( \Delta_1 \) is a refinement of the tagged partition \( \Delta_2 \) if the points of \( \Delta_2 \) form a subset of the points of \( \Delta_1 \). In this case, we say that \( \Delta_1 \) refines \( \Delta_2 \).

Definition 2.2. Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) and \( f : [a, b] \to X \). The function \( f \) is said to be Riemann integrable on \([a, b]\) if there exists a vector \( \bar{x} \in X \) with the following property: for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that
whenever \( \Delta = \{(s_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) is a tagged partition of \([a, b]\) with \(|\Delta| < \delta\), one has

\[
d(f(\Delta), \bar{x}) < \varepsilon,
\]

where

\[
f(\Delta) := \sum_{i=1}^{N} (t_i - t_{i-1}) f(s_i).
\]

In this case, we say that \( \bar{x} \) is the Riemann integral of \( f \) on \([a, b]\) and it is denoted as

\[
\bar{x} = \int_{a}^{b} f(t)dt.
\]

**Definition 2.3.** Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) and \( \varphi : [a, b] \rightarrow X \). The function \( \varphi \) is said to be differentiable at \( t \in [a, b] \) if there exists a vector \( x_t \in X \) such that

\[
d(0, \varphi(t + s) - \varphi(t) - sx_t) = o(s).
\]

We denote it by \( \varphi'(t) = x_t \).

It is not hard to verify that a function Riemann integrable must be bounded. We first obtain a characterization for Riemann integration via the following proposition. We give its proof for the sake of completeness.

**Proposition 2.1.** Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) such that

\[
d(\lambda x, \lambda y) \leq \lambda d(x, y) \quad \lambda \in [0, 1) \quad \forall x, y \in X.
\]

Let \( f : [a, b] \rightarrow X \) be a function. Then \( f \) is Riemann integration if and only if there exists a vector \( \bar{x} \in X \) with the following property: for any \( \varepsilon > 0 \) there exists a partition \( \Delta_\varepsilon \) such that \( d(f(\Delta), \bar{x}) < \varepsilon \) whenever \( \Delta = \{(s_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) is a tagged partition of \([a, b]\) that refines \( \Delta_\varepsilon \).

**Proof.** The necessity part follows from the Riemann integration in Definition 2.2.

The sufficiency part. Let \( \bar{x} \in X \) satisfy the corresponding property. Then one can check \( f \) is bounded and let \( L > 0 \) be a bound for the range of \( f \) on \([a, b]\). Let \( \varepsilon > 0 \) and take a partition \( \Delta_\varepsilon = \{t_i : 0 \leq i \leq N\} \) of \([a, b]\) such that

\[
d(f(\Delta), \bar{x}) < \frac{\varepsilon}{2}
\]

whenever \( \Delta \) is a tagged partition of \([a, b]\) that refines \( \Delta_\varepsilon \).

Choose \( \delta := \min\{\frac{\varepsilon}{3N}, 1\} \) and take any tagged partition \( \Delta \) of \([a, b]\) with \(|\Delta| < \delta\). We next prove that

\[
d(f(\Delta), \bar{x}) < \varepsilon.
\]

Put points of \( \Delta \) and \( \Delta_\varepsilon \) together and yield a new partition \( \Delta_1 \). We take the tags of \( \Delta_1 \) as follows:

1° the tag of each interval of \( \Delta_1 \) that coincides with an interval of \( \Delta \) is the same as the tag of \( \Delta \);
the tags of $\Delta_1$ for the remaining intervals can be taken arbitrarily.

Without loss of generality, we can assume that $\{[c_k, d_k] : 1 \leq k \leq K\}$ are the intervals of $\Delta$ that contain points of $\Delta_\varepsilon$, saying $\{u^k_i : 1 \leq i \leq n_k - 1\} \subset (c_k, d_k)$. Then $K \leq N$ and

$$c_k = u^k_0 < u^k_1 < \cdots < u^k_{n_k - 1} < u^k_{n_k} = d_k.$$  \hspace{1cm} (2.7)

Suppose that $s_k$ is the tag of $\Delta$ for $[c_k, d_k]$ and $v^k_i$ is the tag of $\Delta_1$ for $[u^k_{i-1}, u^k_i]$ for each $i$. Then by (2.7), one has

$$f(\Delta) - f(\Delta_1) = \sum_{k=1}^{K} \left( (d_k - c_k)f(s_k) - \sum_{i=1}^{n_k} (u^k_i - u^k_{i-1})f(v^k_i) \right)$$

$$= \sum_{k=1}^{K} \sum_{i=1}^{n_k} (u^k_i - u^k_{i-1})(f(s_k) - f(v^k_i)).$$

This and (2.4) imply that

$$d(f(\Delta), f(\Delta_1)) \leq \sum_{k=1}^{K} \sum_{i=1}^{n_k} d((u^k_i - u^k_{i-1})f(s_k), (u^k_i - u^k_{i-1})f(v^k_i))$$

$$\leq \sum_{k=1}^{K} \sum_{i=1}^{n_k} (u^k_i - u^k_{i-1})d(f(s_k), f(v^k_i))$$

$$\leq 2L \sum_{k=1}^{K} (d_k - c_k)$$

$$\leq 2LN\delta$$

$$< \varepsilon$$

as $L$ is the bound for the range of $f$ on $[a, b]$. Since $\Delta_1$ refines $\Delta_\varepsilon$, it follows from (2.5) that

$$d(f(\Delta), \bar{x}) \leq d(f(\Delta), f(\Delta_1)) + d(f(\Delta_1), \bar{x}) < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$  \hspace{1cm}

This means that (2.6) holds. The proof is complete. \hfill \Box

The following proposition presents several equivalent criteria for Riemann integration whose proof follows from the Riemann integration in Definition 2.2 and Proposition 2.1.

**Proposition 2.2.** Let $X$ be a vector space equipped with a complete and invariant metric $d$ such that (2.4) holds and $f : [a, b] \to X$ be a function. Then the following statements are equivalent:

(i) The function $f$ is Riemann integrable on $[a, b]$;
(ii) for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( d(f(\Delta_1), f(\Delta_2)) < \varepsilon \) for all tagged partition \( \Delta_1 \) and \( \Delta_2 \) of \([a, b]\) satisfying \( \max\{|\Delta_1|, |\Delta_2|\} < \delta \);

(iii) for any \( \varepsilon > 0 \) there exists a partition \( \Delta_{\varepsilon} \) such that \( d(f(\Delta_1), f(\Delta_2)) < \varepsilon \) for all tagged partition \( \Delta_1 \) and \( \Delta_2 \) of \([a, b]\) that refine \( \Delta_{\varepsilon} \);

(iv) for any \( \varepsilon > 0 \) there exists a partition \( \Delta_{\varepsilon} \) such that \( d(f(\Delta_1), f(\Delta_2)) < \varepsilon \) for all tagged partition \( \Delta_1 \) and \( \Delta_2 \) of \([a, b]\) that have the same points as \( \Delta_{\varepsilon} \).

Proof. (iv) \( \Rightarrow \) (iii): Let \( \varepsilon > 0 \). Then there exists a partition \( \Delta_{\varepsilon} = \{t_i : 1 \leq i \leq N\} \) such that \( d(f(\Delta_1), f(\Delta_2)) < \frac{\varepsilon}{2} \) for all tagged partition \( \Delta_1 \) and \( \Delta_2 \) of \([a, b]\) that have the same points as \( \Delta_{\varepsilon} \). Let \( \Delta_0 := \{(t_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) be the tagged partition of \([a, b]\). For each \( i \), let \( A_i := \{(t_i - t_{i-1})f(t) : t \in [t_{i-1}, t_i]\} \) and \( A := \sum_{i=1}^{N} A_i \). We claim that

\[
d(0, x) < \frac{\varepsilon}{2}, \quad \forall x \in \text{co}(A - A). \tag{2.8}
\]

Indeed, let \( x \in \text{co}(A - A) \). Then there exist \( \lambda_j \in [0, 1] \) and \( y_j, z_j \in A, j = 1, \cdots, m \) such that

\[
\sum_{j=1}^{m} \lambda_j = 1 \quad \text{and} \quad x = \sum_{j=1}^{m} \lambda_j(y_j - z_j).
\]

By virtue of (2.4), one can yield that

\[
d(0, x) = d(0, \sum_{j=1}^{m} \lambda_j(y_j - z_j)) = d(\sum_{j=1}^{m} \lambda_j y_j, \sum_{j=1}^{m} \lambda_j z_j)) \\
\leq d\left(\sum_{j=1}^{m} \lambda_j y_j, \lambda_1 z_1 \right) + d\left(\lambda_1 z_1, \sum_{j=2}^{m} \lambda_j y_j, \sum_{j=2}^{m} \lambda_j z_j\right) \\
= d(\lambda_1 y_1, \lambda_1 z_1) + d\left(\sum_{j=2}^{m} \lambda_j y_j, \sum_{j=2}^{m} \lambda_j z_j\right) \\
\leq \lambda_1 d(y_1, z_1) + d\left(\sum_{j=2}^{m} \lambda_j y_j, \sum_{j=2}^{m} \lambda_j z_j\right) \\
\leq \sum_{j=1}^{m} \lambda_j d(y_j, z_j) < \sum_{j=1}^{m} \lambda_j \frac{\varepsilon}{2} = \frac{\varepsilon}{2}.
\]

Let \( \Delta := \{(u_k, [u_{k-1}, u_k]) : 1 \leq k \leq K\} \) be a tagged partition of \([a, b]\) that refines \( \Delta_{\varepsilon} \). Then for each \( i \), we can assume that \( u_{n_i} = t_i \) and consequently

\[
t_{i-1} = u_{n_{i-1}} < u_{n_{i-1}+1} < \cdots < u_{n_i-1} < u_{n_i} = t_i
\]
and

\[
\begin{align*}
    f(\Delta_0) - f(\Delta) &= \sum_{i=1}^{N} \left( (t_i - t_{i-1}) f(t_i) - \sum_{k=n_i+1}^{n_i} (u_k - u_{k-1}) f(v_k) \right) \\
    &= \sum_{i=1}^{N} \sum_{k=n_i+1}^{n_i} \frac{u_k - u_{k-1}}{t_i - t_{i-1}} ((t_i - t_{i-1}) f(t_i) - (t_i - t_{i-1}) f(v_k)) \\
    &\in \sum_{i=1}^{N} \text{co}(A_i - A_i) \subset \text{co}(A - A).
\end{align*}
\]

This and (2.8) imply that

\[
    d(f(\Delta_0), f(\Delta)) = d(f(\Delta_0) - f(\Delta), 0) < \frac{\varepsilon}{2}.
\]

Hence for any tagged partition \( \Delta_1 \) and \( \Delta_2 \) of \([a, b]\) that refine \( \Delta_\varepsilon \), one has

\[
    d(f(\Delta_1), f(\Delta_2)) \leq d(f(\Delta_1), f(\Delta_0)) + d(f(\Delta_0), f(\Delta_2)) < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

This means that (iii) holds. The proof is complete. \( \square \)

**Remark 2.1.** For the case that \( X \) is a Banach space, the metric can be given by the norm and this metric is complete and invariant and (2.4) is satisfied. Then Propositions 2.1 and 2.2 are valid and reduce to [2, Theorem 3] and [2, Theorem 5], respectively. \( \square \)

The following proposition provides a sufficient condition for Riemann integration in metrizable vector spaces.

**Proposition 2.3.** Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) such that (2.4) holds and \( f : [a, b] \to X \) be a function. Suppose that

\[
    \sup d\left(0, \sum_{i} (f(d_i) - f(c_i)) \right) < \frac{\varepsilon}{2} 
\]

is finite where the supremum is taken over all finite collections \( \{[c_i, d_i]\} \) of nonoverlapping intervals in \([a, b]\). Then \( f \) is Riemann integrable on \([a, b]\).

**Proof.** Let \( \varepsilon \in (0, 1) \). Suppose that \( L > 0 \) is the bound of supremum in (2.9) taken over all finite collections of nonoverlapping intervals in \([a, b]\). Take \( N \in \mathbb{N} \) such that \( \frac{L}{N}(b-a) < \varepsilon \) and let \( \Delta_\varepsilon := \{ t_i = a + \frac{L}{N}(b-a) : 0 \leq i \leq N \} \) be a partition of \([a, b]\). Suppose that \( \Delta_1 := \{ (u_i, [t_{i-1}, t_i]) : 1 \leq i \leq N \} \) and \( \Delta_2 := \{ (v_i, [t_{i-1}, t_i]) : 1 \leq i \leq N \} \) are two tagged partition of \([a, b]\). Then partitions \( \Delta_1 \) and \( \Delta_2 \) have the same points as \( \Delta_\varepsilon \) and

\[
    f(\Delta_1) - f(\Delta_2) = \sum_{i=1}^{N} (t_i - t_{i-1})(f(u_i) - f(v_i)) = \frac{b-a}{N} \sum_{i=1}^{N} (f(u_i) - f(v_i)).
\]
Thus

\[ d(f(\Delta_1), f(\Delta_2)) = d(0, f(\Delta_1) - f(\Delta_2)) \leq \frac{b - a}{N} d\left(0, \sum_{i=1}^{N} (f(u_i) - f(v_i))\right) \]

\[ \leq \frac{L}{N} (b - a) < \varepsilon. \]

Then Proposition 2.1(iv) implies that \( f \) is Riemann integration on \([a, b]\). The proof is complete. \(\square\)

The following theorem shows the existence of primitives on Riemann integration in metrizable vector spaces.

**Theorem 2.1.** Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) such that (2.4) holds and \( f : [a, b] \to X \) be Riemann integrable on \([a, b]\). Define \( F(t) := \int_a^t f(s) ds \) for any \( t \in [a, b] \). Then for any \( t \) at which \( f \) is continuous, \( F \) is differentiable and \( F'(t) = f(t) \).

**Proof.** Let \( t \in [a, b] \) be such that \( f \) is continuous at \( t \) and \( \varepsilon > 0 \). Then there exists \( r > 0 \) such that

\[ d(f(t + s), f(t)) < \frac{\varepsilon}{2}, \quad \forall s \in (-r, r). \quad (2.10) \]

Suppose that \( s \in \mathbb{R} \) with \( |s| < r \). Without loss of generality, we can assume that \( s > 0 \). Then there exists \( \delta > 0 \) such that for any tagged partitions \( \Delta_1 \) of \([a, t + s]\) and \( \Delta_2 \) of \([a, t]\) with \( \max\{|\Delta_1|, |\Delta_2|\} < \delta \), one has

\[ d(F(t + s), f(\Delta_1)) < \frac{s}{4}\varepsilon \quad \text{and} \quad d(F(t), f(\Delta_2)) < \frac{s}{4}\varepsilon. \quad (2.11) \]

Choose \( N, K \in \mathbb{N} \) such that \( \frac{\varepsilon}{N} < \delta \) and \( \frac{s}{K} < \delta \). Let \( \Delta_1 := \{(t_i, [t_{i-1}, t_i]) : 1 \leq i \leq N\} \) be a tagged partition of \([a, t]\) with \( t_i := a + \frac{i}{N}(t-a) \) \((i = 0, 1, \ldots, N)\) and \( \Delta_2 := \{(s_i, [s_{i-1}, s_i]) : 1 \leq k \leq K\} \) be a tagged partition of \([t, t+s]\) with \( s_k := t + \frac{k}{K}s(k = 0, 1, \ldots, K) \). Then \( \Delta := \Delta_1 \cup \Delta_2 \) is a tagged partition of \([a, t+s]\) and \( |\Delta| < \delta \). By virtue of (2.4), (2.10) and (2.11), one has

\[ d(0, F(t + s) - F(t) - sf(t)) \]

\[ = d\left(0, F(t + s) - f(\Delta_2) + f(\Delta_1) - F(t) + \sum_{k=1}^{K} (s_k - s_{k-1})(f(s_k) - f(t))\right) \]

\[ \leq d(0, F(t + s) - f(\Delta_2)) + d(0, f(\Delta_1) - F(t)) + d\left(0, \sum_{k=1}^{K} (s_k - s_{k-1})(f(s_k) - f(t))\right) \]

\[ \leq \frac{s}{4}\varepsilon + \frac{s}{4}\varepsilon + \frac{s}{K}\varepsilon d(0, f(s_k) - f(t)) \]

\[ < \frac{s}{2}\varepsilon + \sum_{k=1}^{K} \frac{s}{K}\varepsilon = \varepsilon s. \]
This means that
\[ d(0, F(t + s) - F(t) - sf(t)) = o(s) \]
and consequently \( F'(t) = f(t) \). The proof is complete.

The following result provides the theorem of calculus on Riemann integration in metrizable vector spaces.

**Theorem 2.2.** Let \( X \) be a vector space equipped with a complete and invariant metric \( d \) such that (2.4) holds and \( F : [a, b] \to X \) be differentiable on \([a, b] \). If \( F' \) is continuous on \([a, b] \), then
\[
\int_a^\tau F'(s)ds = F(\tau) - F(a), \quad \forall \tau \in [a, b]. \tag{2.12}
\]

**Proof.** Let \( \tau \in [a, b] \) and \( \varepsilon > 0 \). Noting that \( F' \) is continuous on \([a, b] \), it follows that \( \int_a^\tau F'(s)ds \) exists and it is denoted by \( x_\tau \). Then there exists \( \delta > 0 \) such that
\[
d(0, x_\tau - F'(\Delta)) < \frac{\varepsilon}{2} \tag{2.13}
\]
holds for any tagged partition \( \Delta \) of \([a, \tau] \) with \( |\Delta| < \delta \).

Let \( t \in [a, \tau] \). By the definition of \( F'(t) \), there exists \( r_t \in (0, \delta) \) such that
\[
d(0, F(t + s) - F(t) - sF'(t)) < \frac{|s|}{2(b - a)} \varepsilon, \quad \forall s \in (-r_t, r_t). \tag{2.14}
\]
Since \([a, b] \) is compact, there exist \( t_1, \ldots, t_m \in [a, b] \) such that
\[
[a, b] \subset \bigcup_{i=1}^m (t_i - \frac{1}{2}r_{t_i}, t_i + \frac{1}{2}r_{t_i}). \tag{2.15}
\]
Without loss of generality, we can assume that \( a < t_1 < \cdots < t_m < \tau \). By (2.15), we can choose
\[
u_i \in (t_i, t_i + \frac{1}{2}r_{t_i}) \cap (t_i - \frac{1}{2}r_{t_i}, t_{i+1}), i = 1, \ldots, m - 1 \tag{2.16}
\]
and \( u_0 := a, u_m := \tau \). Let \( \Delta_m := \{ (t_i, [u_{i-1}, u_i]) : 1 \leq i \leq m \} \). Then \( \Delta_m \) is the tagged partition of \([a, \tau] \) with \( |\Delta_m| < \delta \) as \( u_i - u_{i-1} = u_i - t_i + t_i - u_{i-1} < r_{t_i} < \delta \) for any \( i \). Note that
\[
(u_i - u_{i-1})F'(t_i) - F(u_i) + F(u_{i-1}) = (u_i - t_i)F'(t_i) - F(u_i) + F(t_i) + (t_i - u_{i-1})F'(t_i) - F(t_i) + F(u_{i-1}).
\]
By virtue of (2.14) and (2.16), one has
\[
d(0, F'(t_i)(u_i - u_{i-1}) - F(u_i) + F(u_{i-1})) \leq d(0, (u_i - t_i)F'(t_i) - F(u_i) + F(t_i)) + d(0, (t_i - u_{i-1})F'(t_i) - F(t_i) + F(u_{i-1})) < \frac{\varepsilon}{2(b - a)}(u_i - t_i) + \frac{\varepsilon}{2(b - a)}(t_i - u_{i-1}) = \frac{\varepsilon}{2(b - a)}(u_i - u_{i-1}).
\]
Note that
\[ x_\tau - (F(\tau) - F(a)) = x_\tau - F'(\Delta_m) + F' (\Delta_m) - (F(\tau) - F(a)) \]
\[ = x_\tau - F'(\Delta_m) + \sum_{i=1}^{m} ((u_i - u_{i-1}) F'(t_i) - F(u_i) + F(u_{i-1})). \]
Therefore
\[ d(0, x_\tau - (F(\tau) - F(a))) \]
\[ \leq d(0, x_\tau - F'(\Delta_m)) + \sum_{i=1}^{m} d(0, (u_i - u_{i-1}) F'(t_i) - F(u_i) + F(u_{i-1})) \]
\[ < \frac{\varepsilon}{2} + \sum_{i=1}^{m} \frac{\varepsilon}{2(b-a)} (u_i - u_{i-1}) \]
\[ < \varepsilon. \]
By taking the limit as \( \varepsilon \to 0^+ \), one can yield \( d(0, x_\tau - (F(\tau) - F(a))) = 0 \) and thus \( x_\tau = F(\tau) - F(a). \) This means that (2.12) holds. The proof is complete.

\[ \square \]

3. Main Results

In this section, we study the relationship between continuity and Riemann integrability of a function in metrizable vector spaces. As main results, we prove that \( l^1(\Gamma) \) (\( \Gamma \) uncountable) and \( \mathbb{R}^\omega \) equipped with product topology are metrizable vector spaces having the Lebesgue property (see Definition 3.2). For convenience to study Riemann integrability and continuity of functions, we introduce some notations.

Let \( X \) be a vector space with a complete and invariant metric \( d \) and \( f : [a, b] \to X. \) For any closed subinterval \( I \) in \([a, b]\), denote by
\[ \omega(f, I) := \sup \{ d(f(u), f(v)) : u, v \in I \}. \]
the oscillation of \( f \) on the interval \( I. \) For each partition \( \Delta = \{ t_i : 0 \leq i \leq N \} \) of \([a, b]\), let
\[ \omega(f, \Delta) := \sum_{i=1}^{N} \omega(f, [t_{i-1}, t_i])(t_i - t_{i-1}). \]
For each \( t \in (a, b) \), denote by
\[ \omega(f, t) := \lim_{\delta \to 0^+} \omega(f, [t - \delta, t + \delta]). \]
the oscillation of \( f \) at \( t \) and let
\[ \omega(f, a) := \lim_{\delta \to 0^+} \omega(f, [a, a + \delta]) \text{ and } \omega(f, b) := \lim_{\delta \to 0^+} \omega(f, [b - \delta, b]). \]
It is easy to verify that \( f \) is continuous at \( t \in [a, b] \) if and only if \( \omega(f, t) = 0 \), and the set \( \{ t \in [a, b] : \omega(f, t) \geq r \} \) is closed for any \( r \in \mathbb{R}. \)
Definition 3.1. Let $X$ be a vector space equipped with a complete and invariant metric $d$ and $f : [a, b] \to X$ be a function. The function is said to be Darboux integrable if for any $\varepsilon > 0$ there exists a partition $\Delta_\varepsilon$ of $[a, b]$ such that $\omega(f, \Delta) < \varepsilon$ whenever $\Delta$ is a partition of $[a, b]$ that refines $\Delta_\varepsilon$.

The following proposition is on the continuity almost everywhere of functions in metric vector spaces. The proof is inspired by that of [2, Theorem 18] and we present it in detail for the sake of completeness.

Proposition 3.1. Let $X$ be a vector space equipped with a complete and invariant metric $d$ and $f : [a, b] \to X$ be a function. Then $f$ is Darboux integrable if and only if $f$ is bounded and continuous almost everywhere on $[a, b]$.

Proof. The necessity part. It is easy to verify that $f$ is bounded. For each $r > 0$, let $E_r := \{ t \in [a, b] : \omega(f, t) \geq r \}$ and let

$$E := \{ t \in [a, b] : \omega(f, t) > 0 \}.$$ (3.1)

Then $E = \bigcup_{r>0} E_r$. To complete the proof of the necessity part, we only need to show that $m(E) = 0$.

Suppose on the contrary that $m(E) > 0$. Then there exists $r > 0$ such that $m(E_r) > 0$ as $E = \bigcup_{r>0} E_r$. Let $\Delta$ be any partition of $[a, b]$ and $\Delta_1$ be a partition of $[a, b]$ refining $\Delta$. Denote by $\{I_j : 1 \leq j \leq p\}$ the all closed intervals of $\Delta_1$ such that $I_j \cap E_r \neq \emptyset$. Then

$$m(E_r) = m\left(\bigcup_{j=1}^p (I_j \cap E_r)\right) \leq \sum_{j=1}^p m(I_j \cap E_r) \leq \sum_{j=1}^p m(I_j).$$

This implies that

$$\omega(f, \Delta_1) \geq \sum_{j=1}^p \omega(f, I_j)m(I_j) \geq r \sum_{j=1}^p m(I_j) \geq rm(E_r) > 0,$$

which is a contradiction to the Darboux integrability of $f$.

The sufficiency part. Let $L > 0$ be a bound for $f$ and $\varepsilon > 0$. Choose $N \in \mathbb{N}$ such that $\frac{b-a}{N} < \frac{\varepsilon}{2}$. Let

$$E_N := \left\{ t \in [a, b] : \omega(f, t) \geq \frac{1}{N} \right\}.$$ (3.2)

Then $m(E_N) = 0$ as $f$ is continuous almost everywhere on $[a, b]$. Since $E_N \subset [a, b]$ is closed and bounded, it follows that there exist finite open intervals, saying $\{(c_i, d_i) : 1 \leq i \leq p\}$, in $[a, b]$ such that

$$d_i < c_{i+1}, i = 1, \cdots, p-1, \quad E_N \subset \bigcup_{i=1}^p (c_i, d_i) \quad \text{and} \quad \sum_{i=1}^p (d_i - c_i) < \frac{\varepsilon}{4L}.$$ (3.2)
Let $\Delta_1^\varepsilon := \{[c_i, d_i] : 1 \leq i \leq p\}$.

Let $[u, v]$ be an interval in $[a, b]$ contiguous to the intervals of $\Delta_1^\varepsilon$ such that $[u, v] \cap E_N = \emptyset$. Then for any $t \in [u, v]$, there exists $\delta_t > 0$ such that $\omega(f, [t - \delta_t, t + \delta_t]) < \frac{1}{N}$. This implies that the collection $\{(t - \delta_t, t + \delta_t) : t \in [u, v]\}$ is an open cover of $[u, v]$ and thus there exists a finite subcover. Choose endpoints of the intervals from the finite subcover that belong to $(u, v)$ together with $u$ and $v$ form a partition of $[u, v]$. Do this process for all intervals in $[a, b]$ contiguous to the intervals of $\Delta_1^\varepsilon$ that do not intersect $E_N$. Denote by $\Delta_2^\varepsilon$ all of these intervals. Then the intervals of $\Delta_1^\varepsilon$ and $\Delta_2^\varepsilon$ form a partition of $[a, b]$ and it is denoted by $\Delta_\varepsilon$.

Now let $\Delta$ be a partition of $[a, b]$ that refines $\Delta_\varepsilon$. Let $\Delta_1^\varepsilon$ and $\Delta_2^\varepsilon$ be the intervals of $\Delta_\varepsilon$ that are entirely contained within intervals of $\Delta_1^\varepsilon$ and $\Delta_2^\varepsilon$, respectively. Then by (3.2), one has

$$\omega(f, \Delta) = \sum_{I \in \Delta_1^\varepsilon} \omega(f, I)m(I) + \sum_{I \in \Delta_2^\varepsilon} \omega(f, I)m(I)$$

$$\leq 2L \cdot \frac{\varepsilon}{4L} + \frac{1}{N}(b - a)$$

$$< \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$

This means that $f$ is Darboux integrable on $[a, b]$. The proof is complete. \(\square\)

The following corollary follows from Propositions 2.2 and 3.1.

**Corollary 3.1.** Let $X$ be a vector space equipped with a complete and invariant metric $d$ such that (2.4) holds and $f : [a, b] \rightarrow X$ be a function. If $f$ is continuous almost everywhere on $[a, b]$, then $f$ is Riemann integrable on $[a, b]$.

From Corollary 3.1, it is an interesting problem to determine metrizable vector spaces in which every Riemann integrable function is continuous almost everywhere. This is equivalent to determine spaces with the property that Riemann integrability of functions is equivalent to Darboux integrability. This property is known as the Lebesgue property since Lebesgue first proved that $\mathbb{R}$ has such property. In the context of metrizable vector space, we consider the following definition.

**Definition 3.2.** Let $X$ be a vector space with a complete and invariant metric $d$. We say that $X$ has the Lebesgue property if for every Riemann integrable function $f : [a, b] \rightarrow X$ is continuous almost everywhere on $[a, b]$.

The following proposition is a useful tool in determining whether a space has the Lebesgue property. The proof is easy to obtain and thus it is omitted.

**Proposition 3.2.** Let $X$ be a vector space with a complete and invariant metric $d$ and $Y$ be a subspace of $X$.

(i) If $X$ has the Lebesgue property, then $Y$ has the Lebesgue property.

(ii) If $Y$ does not have the Lebesgue property, then $X$ does not have the Lebesgue property.
In the context of Banach spaces, Lebesgue first proved that $\mathbb{R}$ has the property in Definition 3.2. By arguing in each coordinate, every finite Euclidean space has the Lebesgue property. The following two examples show that $l^p(1 \leq p \leq +\infty)$ do not have the Lebesgue property.

**Example 3.1.** Let $p \in (1, +\infty)$ and $\{r_n\}$ be all rational numbers in $[0, 1]$. Define $f : [0, 1] \to l^p$ as $f(t) = 0$ if $t$ is irrational and $f(t) = e_n$ if $t = r_n$. Then $f$ is Riemann integrable on $[0, 1]$ since it is of outside bounded on $[0, 1]$ (see [2, Definition 6 and Theorem 9]). However, it is clear that $f$ is not continuous at all irrational numbers and thus not continuous almost everywhere on $[0, 1]$. Furthermore, this conclusion on $f$ shows that $c_0$ does not have the Lebesgue property. □

**Example 3.2.** Let $f : [0, 1] \to l^\infty$ be defined as $f(t) := (c_k(t))_{k=1}^\infty \in l^\infty$ for any

$$t = \sum_{k=1}^{\infty} \frac{c_k(t)}{2^k} \in [0, 1]$$

where each of the digits $c_k(t)$ is 0 or 1. Then one can verify that $f$ is Riemann integrable on $[0, 1]$ by Proposition 2.2. However, $f$ is not continuous at any $t \in [0, 1]$. Hence $l^\infty$ does not have the Lebesgue property. □

Further, da Rocha [10] proved that infinite dimensional and uniformly convex Banach spaces do not have the Lebesgue property and consequently neither do infinite dimensional Hilbert spaces and $L^p[a, b](1 \leq p \leq +\infty)$. Therefore, to seek spaces with the Lebesgue property is a natural and interesting problem. It is known that Nemirovski, Ochan and Rejouani [7] and da Rocha [10] proved that the space $l^1$ has the Lebesgue property, and da Rocha [10] further proved that the Tsirelson space has the Lebesgue property. In this section, we further prove that $l^1(\Gamma)(\Gamma$ uncountable) also possesses the Lebesgue property. We first recall the definition of $l^1(\Gamma)(\Gamma$ uncountable).

Let $\Gamma$ be an uncountable index set. The space $l^1(\Gamma)$ consists of all elements that vanish at all but a countable number of members of $\Gamma$ and are absolutely summable; that is,

$$x = (x_\alpha)_{\alpha \in \Gamma} \Leftrightarrow \{\alpha \in \Gamma : x_\alpha \neq 0\} \text{ is countable and } \sum_{\alpha \in \Gamma} |x_\alpha| < +\infty.$$ 

Let $\|x\| := \sum_{\alpha \in \Gamma} |x_\alpha|$ for any $x = (x_\alpha)_{\alpha \in \Gamma} \in l^1(\Gamma)$. It is easy to verify that $l^1(\Gamma)$ is a Banach space and consequently a metrizable vector space.

**Remark 3.1.** The Banach space $l^1(\Gamma)(\Gamma$ uncountable) is different from $l^1$, since $l^1$ is separable but $l^1(\Gamma)$ is not; and from [8, Example 1.4], the norm in $l^1$ is Gâteaux differentiable at those points $x = (x_n)$ for which $x_n \neq 0$ for all $n$; while the norm in $l^1(\Gamma)$ is not Gâteaux differentiable at any point. □

**Theorem 3.1.** The space $l^1(\Gamma)$ has the Lebesgue property.
Proof. Suppose that \( f : [a, b] \to l^1(\Gamma) \) be a Riemann integrable function. Then the range of \( f \) is a bounded subset of \( l^1(\Gamma) \). For each \( \alpha \in \Gamma \), denote by \( \pi_\alpha(x) := x_\alpha \) the projection mapping on \( l^1(\Gamma) \).

Suppose on the contrary that \( f \) is not continuous almost everywhere on \([a, b]\). We next show that \( f \) is not Riemann integrable, which is a contradiction.

Let \( E := \{ t \in [a, b] : \omega(f, t) > 0 \} \).

Then \( E \) has positive measure and thus there exists \( r > 0 \) such that \( m(E_r) > 0 \) where \( E_r := \{ t \in [a, b] : \omega(f, t) \geq r \} \).

(3.3)

(Otherwise, \( m(E_r) = 0 \) for all \( r > 0 \) and consequently \( E \) has measure zero as \( E = \bigcup_{n=1}^{\infty} E_{\frac{1}{n}} \), which is a contradiction).

Let \( \varepsilon_0 := \frac{rm(E_r)}{8} > 0 \) and \( \delta > 0 \) be arbitrarily given. Choose \( N \in \mathbb{N} \) such that \( \frac{1}{N} < \delta \) and let

\[ \Delta_N := \left\{ \frac{i}{N} : 0 \leq i \leq N \right\} \]

be a partition of \([0, 1]\). Denote by \( \{[c_k, d_k] : 1 \leq k \leq p\} \) the all intervals in \( \Delta_N \) satisfying \( m([c_k, d_k] \cap E_r) > 0 \). Then

\[ m(E_r) = m\left( \bigcup_{k=1}^{p} [c_k, d_k] \cap E_r \right) \leq \sum_{k=1}^{p} m([c_k, d_k]) = \frac{p}{N}. \]  

(3.4)

For each \( \alpha \in \Gamma \), let \( G_\alpha \) be the set of all discontinuous points of \( \pi_\alpha \circ f \) on \([0, 1]\). If \( m(G_\alpha) > 0 \) for some \( \alpha \in \Gamma \), then \( \pi_\alpha \circ f \) is not Riemann integrable as \( \mathbb{R} \) has the Lebesgue property and consequently \( f \) is not Riemann integrable. We next consider the case that \( m(G_\alpha) = 0 \) for all \( \alpha \in \Gamma \).

Let \( \Gamma_0 \subset \Gamma \) be a countable subset and \( I_0 = \emptyset \). Then \( G_0 := \bigcup_{\alpha \in \Gamma_0} G_\alpha \) has measure zero. Note that \( m([c_1, d_1] \cap E_r) > 0 \) and then we can take \( u_1 \in (E_r \setminus G_0) \cap (c_1, d_1) \) such that \( \omega(f, u_1) \geq r \). Thus there exists \( v_1 \in (c_1, d_1) \) such that

\[ \| f(u_1) - f(v_1) \| \geq \frac{r}{2}. \]

Let \( x^1 := f(u_1) - f(v_1) = (x^1_\alpha)_{\alpha \in \Gamma} \). Then there exists \( \Gamma_1 \subset \Gamma \) countable such that

\[ x^1_\alpha = 0, \forall \alpha \in \Gamma \setminus \Gamma_1. \]  

(3.5)

Take a finite index subset \( I_1 \subset \Gamma_1 \) such that

\[ \sum_{\alpha \in \Gamma_1 \setminus I_1} |x^1_\alpha| < \frac{\varepsilon_0}{2}. \]  

(3.6)
Let $G_1 := \bigcup_{\alpha \in \Gamma_0 \cup \Gamma_1} G_\alpha$. Then $m(G_1) = 0$ and thus we can choose $u_2 \in (E_r \setminus G_1) \cap (c_2, d_2)$ such that $\omega(f, u_2) \geq r$. Since $\pi_\alpha \circ f$ is continuous at $u_2$ for each $\alpha \in \Gamma_0 \cup \Gamma_1$, then there exists $v_2 \in (c_2, d_2)$ such that
\[
\|f(u_2) - f(v_2)\| \geq \frac{r}{2} \quad \text{and} \quad \sum_{\alpha \in I_1} |\pi_\alpha \circ f(v_2) - \pi_\alpha \circ f(u_2)| < \frac{\varepsilon_0}{2^1}.
\] (3.7)

Let $x^2 := f(u_2) - f(v_2) = (x^2_\alpha)_{\alpha \in \Gamma}$. Then there exists $\Gamma_2 \subset \Gamma$ countable such that
\[
x^2_\alpha = 0, \forall \alpha \in \Gamma \setminus \Gamma_2.
\] (3.8)

Take a finite index subset $I_2 \subset \Gamma_2$ such that
\[
\sum_{\alpha \in \Gamma_2 \setminus I_2} |x^2_\alpha| < \frac{\varepsilon_0}{2^2}.
\]

Let $G_2 := \bigcup_{i=0}^2 \bigcup_{\alpha \in \Gamma_i} G_\alpha$. Then $m(G_2) = 0$ and thus we can choose $u_3 \in (E_r \setminus G_2) \cap (c_3, d_3)$ such that $\omega(f, u_3) \geq r$. Since $\pi_\alpha \circ f$ is continuous at $u_3$ for each $\alpha \in \bigcup_{i=0}^2 \Gamma_i$, then there exists $v_3 \in (c_3, d_3)$ such that
\[
\|f(u_3) - f(v_3)\| \geq \frac{r}{2} \quad \text{and} \quad \sum_{\alpha \in I_1 \cup I_2} |\pi_\alpha \circ f(v_3) - \pi_\alpha \circ f(u_3)| < \frac{\varepsilon_0}{2^2}.
\]

Let $x^3 := f(u_3) - f(v_3) = (x^3_\alpha)_{\alpha \in \Gamma}$. We continue this process for $p$ steps and get sequences $\{G_k, \Gamma_k, I_k, u_k, v_k, x^k : 1 \leq k \leq p\}$ in $[0, 1] \times \Gamma \times \Gamma \times (E_r \setminus G_k) \cap (c_k, d_k) \times (c_k, d_k) \times l^1(\Gamma)$ such that
\[
\Gamma_k \subset \Gamma \text{ countable, } I_k \subset \Gamma_k \text{ finite, } G_k := \bigcup_{i=0}^k \bigcup_{\alpha \in \Gamma_i} G_\alpha \text{ with } m(G_k) = 0,
\] (3.9)

\[
\omega(f, u_k) \geq r, x^k = f(u_k) - f(v_k) = (x^k_\alpha)_{\alpha \in \Gamma} \text{ with } \sum_{\alpha \in \Gamma_k \setminus I_k} |x^k_\alpha| < \frac{\varepsilon_0}{2^k}
\] (3.10)

and
\[
\|f(u_k) - f(v_k)\| \geq \frac{r}{2} \quad \text{and} \quad \sum_{i=1}^k \sum_{\alpha \in I_i} |\pi_\alpha \circ f(v_k) - \pi_\alpha \circ f(u_k)| < \frac{\varepsilon_0}{2^k}.
\] (3.11)

For each $k : 1 \leq k \leq p$, let
\[
y^k := \sum_{\alpha \in I_k \setminus \bigcup_{i=1}^{k-1} I_i} x^k_\alpha e^\alpha.
\]
where $e^\alpha$ is a vector in $l^1(\Gamma)$ satisfying $\pi_\beta(e^\alpha) = 1$ if $\beta = \alpha$ and $\pi_\beta(e^\alpha) = 0$ if $\beta \neq \alpha$. By (3.10) and (3.11), one has

$$
\|x^k - y^k\| = \sum_{i=1}^{k-1} \sum_{\alpha \in I_i} |x^k_\alpha| + \sum_{\alpha \in \Gamma \setminus I_k} |x^k_\alpha| < \frac{\varepsilon_0}{2^{k-1}} \quad (3.12)
$$

and

$$
\|y^k\| = \|x^k\| - \|x^k - y^k\| \geq \frac{r}{2} - \frac{\varepsilon_0}{2^{k-1}}. \quad (3.13)
$$

This implies that

$$
\left\| \sum_{k=1}^{p} x^k \right\| \geq \left\| \sum_{k=1}^{p} y^k \right\| - \left\| \sum_{k=1}^{p} (y^k - x^k) \right\|
= \sum_{k=1}^{p} \|y^k\| - \sum_{k=1}^{p} \|y^k - x^k\|
\geq \sum_{k=1}^{p} \|y^k\| - \sum_{k=1}^{p} \|y^k - x^k\|
\geq \sum_{k=1}^{p} \left( \frac{r}{2} - \frac{\varepsilon_0}{2^{k-1}} \right) - \sum_{k=1}^{p} \frac{\varepsilon_0}{2^{k-1}}
\geq \frac{pr}{2} - 2\varepsilon_0.
$$

Let $\Delta_1$ and $\Delta_2$ be two partitions of $[0, 1]$ that have the same points as $\Delta_N$. The tags of $\Delta_1$ and $\Delta_2$ are $u_k$ and $v_k$ respectively in the intervals $[c_k, d_k]$ for $1 \leq k \leq p$ and the tags of $\Delta_1$ and $\Delta_2$ are the same in the remaining intervals. By virtue of (3.4), one has

$$
\|f(\Delta_1) - f(\Delta_2)\| = \left\| \sum_{k=1}^{p} \frac{1}{N} x^k \right\| \geq \frac{pr}{2N} - \frac{2}{N}\varepsilon_0 \geq \frac{rm(E_r)}{2} - \frac{rm(E_r)}{4} = \frac{rm(E_r)}{4} > 0.
$$

By virtue of Proposition 2.2, one can yield that $f$ is not Riemann integrable. The proof is complete. \(\square\)

As one of main results in this paper, we discovery a metrizable vector space that has the Lebesgue property as said in Definition 3.2.

Let $\mathbb{R}^\omega$ be the countably infinite product of $\mathbb{R}$ with itself; that is,

$$
\mathbb{R}^\omega := \prod_{i \in \mathbb{N}} X_i \quad (3.14)
$$

where $X_i = \mathbb{R}$ for each $i$. Let $\mathbb{R}^\omega$ be equipped with the product topology that is denoted by $\tau_\pi$. Then the product space $(\mathbb{R}^\omega, \tau_\pi)$ is a vector space. Further, let $d : \mathbb{R}^\omega \times \mathbb{R}^\omega \rightarrow \mathbb{R}$ be defined as

$$
d(x, y) := \sup_{i \geq 1} \frac{\min\{|x_i - y_i|, 1\}}{i} \quad \forall x = (x_i)_{i \in \mathbb{N}}, y = (y_i)_{i \in \mathbb{N}} \in \mathbb{R}^\omega. \quad (3.15)
$$
It is easy to verify that \( d \) in (3.15) is a complete and variant metric and by [5, Theorem 20.5], the metric \( d \) on \( \mathbb{R}^\omega \) is compatible with the product topology \( T_\pi \). As one main result of this paper, we prove that \((\mathbb{R}^\omega, d)\) has the Lebesgue property. Before this, we need the following lemma.

**Lemma 3.1.** Let \( d \) be given as (3.15) and \( f : [a, b] \to (\mathbb{R}^\omega, d) \). Then \( f \) is continuous if and only if \( \pi_i \circ f : [a, b] \to \mathbb{R} \) is continuous for each \( i \), where \( \pi_j : \mathbb{R}^\omega \to X_j = \mathbb{R} \) is the projection mapping associate with the index \( j \); that is \( \pi_j((x_i)_{i \in \mathbb{N}}) = x_j \).

**Proof.** Note that the projection mapping \( \pi_i \) is continuous and thus the necessity part holds. The sufficiency part. Let \( t \in [a, b] \) and \( \varepsilon > 0 \). Choose \( N \in \mathbb{N} \) such that

\[
\sum_{i=N+1}^{\infty} \frac{1}{2^i} < \frac{\varepsilon}{2}.
\]  

(3.16)

Since \( \pi_i \circ f : [a, b] \to \mathbb{R} \) is continuous for each \( i \), then there exists \( \delta > 0 \) such that

\[
\frac{|\pi_i(f(s)) - \pi_i(f(t))|}{2^i} < \frac{\varepsilon}{2N} \quad \forall s \in (t - \delta, t + \delta) \quad \text{and} \quad \forall i = 1, \cdots, N. \tag{3.17}
\]

Then for any \( s \in (t - \delta, t + \delta) \), it follows from (3.16) and (3.17) that

\[
d(f(s), f(t)) = \sum_{i=1}^{\infty} \min\{\frac{|\pi_i(f(s)) - \pi_i(f(t))|}{2^i}, 1\} \\
\leq \sum_{i=1}^{N} \frac{|\pi_i(f(s)) - \pi_i(f(t))|}{2^i} + \sum_{i=N+1}^{\infty} \frac{1}{2^i} \\
< \sum_{i=1}^{N} \frac{\varepsilon}{2N} + \frac{\varepsilon}{2} = \varepsilon.
\]

Hence \( f \) is continuous at \( t \). The proof is complete. \( \square \)

**Theorem 3.2.** The space \( \mathbb{R}^\omega \) equipped with the product topology \( T_\pi \) has the Lebesgue property.

**Proof.** Let \( f : [a, b] \to \mathbb{R}^\omega \) be a Riemann integrable function. Then one can verify that \( \pi_i \circ f : [a, b] \to \mathbb{R} \) is Riemann integrable for each \( i \). Since \( \mathbb{R} \) has the Lebesgue property, then for each \( i \), one has that \( \pi_i \circ f \) is continuous almost everywhere on \([a, b]\) and

\[
E_i := \{t \in [a, b] : \pi_i \circ f \text{ is discontinuous at } t\}
\]

has measure zero. Let \( E := \bigcup_{i=1}^{\infty} E_i \). Then the measure of \( E \) is zero and it follows from Lemma 3.1 that the set with all continuous points \( f \) in \([a, b]\) is \([a, b]\setminus E\). This implies that \( f \) is continuous almost everywhere on \([a, b]\) and consequently \( \mathbb{R}^\omega \) equipped with the product topology \( T_\pi \) has the Lebesgue property. The proof is complete. \( \square \)

The following corollary follows from Proposition 3.2 and Theorem 3.2.
Corollary 3.2. Let $d$ be defined as in (3.15). Then $l^p(1 \leq p \leq +\infty)$, as subspaces of $(\mathbb{R}^\omega, d)$, have the Lebesgue property.

Remark 3.2. It is known from Examples 3.1 and 3.2 that $l^p(1 \leq p \leq +\infty)$ are Banach spaces having no Lebesgue property. However, as said in Corollary 3.2, these spaces equipped with subspace topology of $(\mathbb{R}^\omega, d)$ possess the Lebesgue property.

4. Conclusions

This paper is devoted to the study of Riemann integration and the Lebesgue property in the framework of metrizable vector spaces. Many of the real-valued results concerning the Riemann integration are still valid and we discovery that $\mathbb{R}^\omega$ equipped with product topology has the Lebesgue property. This enable us to consider the issue of Riemann integration and the Lebesgue property in the general topological vector spaces. Such issue may be more difficult and challenging. For example, let $\mathbb{R}^\omega$ in (3.14) be equipped with box topology $T_B$ (different from product topology $T_\pi$) and one can consider the Riemann integration of functions as Definition 2.2 via box topology. Consider a function $f : [a, b] \to (\mathbb{R}^\omega, T_B)$ defined by $f(t) := (t, \ldots, t, \ldots)$ for any $t \in [a, b]$. It is not hard to verify that $f$ is Riemann integrable with respect to the box topology whereas $f$ is not continuous on $[a, b]$. This means that the Lebesgue property of $\mathbb{R}^\omega$ may not remain valid in the sense of box topology.
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