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Abstract—The goal of this paper is to provide a method, which is able to find categories of traffic scenarios automatically. The architecture consists of three main components: A microscopic traffic simulation, a clustering technique and a classification technique for the operational phase. The developed simulation tool models each vehicle separately, while maintaining the dependencies between each other. The clustering approach consists of a modified unsupervised Random Forest algorithm to find a data adaptive similarity measure between all scenarios. As part of this, the path proximity, a novel technique to determine a similarity based on the Random Forest algorithm is presented. In the second part of the clustering, the similarities are used to define a set of clusters. In the third part, a Random Forest classifier is trained using the defined clusters for the operational phase. A thresholding technique is described to ensure a certain confidence level for the class assignment. The method is applied for highway scenarios. The results show that the proposed method is an excellent approach to automatically categorize traffic scenarios, which is particularly relevant for testing autonomous vehicle functionality.

I. INTRODUCTION

In recent work the scenario based approach is seen as one promising way to test automated vehicle functions [1]. A kilometer based approach is not feasible for testing and validating functions for automated driving, which have to master all conditions within a given specification. That would take billions of kilometers to complete [2], [3], [4]. Functions, which are currently under development, show clearly the need for a relevance evaluation to limit the test expenditure [5]. The test effort must be justified based on an analysis of the relevance of scenarios. Therefore, one must know which categories of scenarios appear on the road. Looking at scenarios microscopically, there is an infinite number of scenarios. A somewhat higher visual range shows that they nevertheless follow certain patterns and can be assigned to categories with a high degree of similarity. Testing representatives from each category ensures a broad scope, while minimizing the effort in the validation process.

The main contribution of this paper is to describe a process of how to learn categories/clusters of traffic scenarios in an unsupervised way, given only the data. The methods presented in this work are separated into three main parts. The first element is a microscopic traffic simulation tool, which allows an accurate modeling of the vehicle motion and interaction between traffic participants.

The second part is the extended (Modified) Unsupervised Random Forest (xMURF) used to determine a data adaptive similarity measure. The xMURF is an extension of the MURF method presented in [6]. As a part of the xMURF, a novel similarity measure, based on the Random Forest (RF) is introduced, called path proximity. The difference to the normal RF proximity is that, given a datapoint the whole path through each tree of the RF is considered instead of just the terminal leaf. The similarities between the scenarios achieved this way are visualized as a reordered proximity matrix. One defines clusters/categories based on this visualization.

As third and last part, the clusters are used to train a RF classifier. This way, new traffic scenarios can be assigned to a category. A special assignment rule is used, such that scenarios only get assigned to a cluster if they exceed a certain confidence threshold. The architecture is examined by using a data set of highway scenarios realized by the simulation tool.

In summary, the work presents a method which enables one to investigate relations between traffic scenarios. It also enables one to define groups of scenarios, such that categories are created, which are used to classify new scenarios. Moreover, also other research fields can benefit from this work, since the presented xMURF is not limited to traffic scenario data.

The paper is organized as follows. Section II depicts related work. Section III describes the architecture of the proposed method. The key components of the simulation are described in Section IV. Next, a definition of a scenario and a description of the extracted features is given in Section IV. Section V explains the xMURF method. The enhancements to its predecessor version [6] are discussed as well. The classification of new scenarios is explained in Section VI. In Section VII some demonstrational results of the xMURF method based on the simulation data are presented. Finally, this work is concluded in Section VIII.

II. RELATED WORK

This section depicts a selection of related work for both adjacent topics, the validation of automated vehicles and the clustering method. In [7], a summary of the challenges of autonomous vehicles and proposals to deal with them is given. A method to accelerate the validation process is proposed in [3]. The research initiative PEGASUS [1] examines the validation for automated vehicles from various aspects and aims to provide widely accepted standards. In [8], [9] two measures for risk assessment are proposed to
capture relevant traffic scenarios. Both publications describe methods to find trigger points to recognize relevant scenarios, while this work is focused on finding categories within the set of recognized scenarios. Trigger points are used in this work to define the length of a scenario as described in Section IV.

The RF for classification and regression is presented in [10], while unsupervised usage is described in succeeding work [11]. In [12], a classification for car-cyclist scenarios is presented. It is important to mention, that the classes are predefined in [12]. An application of the unsupervised RF is presented in [13]. In [14], a tree based clustering technique is shown, which was a starting point for the MURF algorithm [6]. The related work on clustering differs by the techniques to generate noise data (see Section V) and the way how the clusters are defined. Additionally, this paper proposes the path proximity to determine a similarity measure.

III. ARCHITECTURE

In this section an overview of the overall architecture is given. The main steps are depicted in Fig. 1. To begin with, a data set has to be collected. Therefore, a simulation tool has been developed which generates traffic flow. The road is modeled as a highway with two or three lanes. The number of vehicles, as well as their behavior, is varied over many simulation loops. One element in varying the traffic situations is the induction of randomness to the simulation parameters. After each loop, an algorithm checks for interesting scenarios. Within the time line of a scenario, relevant features are extracted. The features are aligned into a vector \( x \in \mathbb{R}^Q \) and used as the input for the xMURF. This intermediate step compresses the relevant information from the time series data. The feature vectors from all scenarios are then processed by the xMURF algorithm. The learning process is determined by the selected features and the given data set \( D \).

The proposed method makes usage of the path a datapoint is following in each tree in the RF. Comparing the paths between two datapoints delivers the necessary similarity measure. The output of the xMURF is a similarity matrix with similarity values between all pairs of scenarios. This matrix is then rearranged by means of hierarchical clustering and represented as a graphic, where each pixel is colored according to its similarity value. As similar scenarios are located nearby and share a similar color, clusters get visible. Based on the visualization, clusters can be identified and labeled.

After assigning labels to each cluster, the class of each scenario can be stated. Taking again the input feature vectors with their new assigned label, one receives the data set \( D_c \).

The input data \( x \) is now assigned to a class \( y_c \), so that

\[
D_c = \{(x_1, y_1), \ldots, (x_{M_c}, y_{M_c})\},
\]

with \( M_c \) being the number of datapoints classified. Given \( D_c \), now a supervised RF classifier is trained.

In the operational phase, a new datapoint is only assigned to a class, if a class adaptive threshold is exceeded. The threshold is computed based on the out-of-bag (OOB) method [15]. If a datapoint gets not assigned nor clustered, that indicates, that not enough examples are collected to form a category of similar traffic scenarios for the given setup.

IV. DATA GENERATION

This section describes the procedure of data generation to demonstrate the proposed method. It is divided into three parts: first the traffic simulation, followed by a definition for scenarios and finally a discussion about the chosen features.

A. Traffic simulation

In order to generate traffic flow data on a microscopic level, a simulation tool has been developed. In the previous work [6], SUMO [16] was used and is replaced now for the following reasons. SUMO is optimized to simulate traffic flow for a large number of vehicles, while in this work the focus is put on more accurate vehicle models and controllers. Generally, SUMO generated traffic follows strictly accident free models, while for this work the vehicle properties are selected in such a fashion, that also highly critical constellations appear. This can rather be observed on roads than keeping guaranteed safe gaps.

Some main ideas of the simulation are described in the following. First, all participants react to the other vehicles if their safeness is affected. Every vehicle is in charge of the gap ahead on its own lane. The main goal is an accident free drive, while striving for the maximum allowed velocity. Vehicles are allowed to overtake from both, the left and right handed side. Overtaking from the right side is permitted in some countries on highways in dense traffic situations with velocities lower than 60 km/h. However, this can also be observed at higher velocities. In the simulation, the target velocity is changed over time and chosen from a normal distribution \( v \sim \mathcal{N}(18 \text{ m/s}, 4 \text{ m/s}) \). The mean value is selected lower than permitted speed limits, which is supposed to emphasize a dense traffic situation to further increase the chance of capturing relevant scenarios.

The behavior setting includes the eagerness for higher accelerations and velocities, a risk profile which affects the accepted gaps and a politeness factor to cooperate with others during lane change maneuvers. The behavior setting changes during the simulation. As an example, a vehicle prevented from changing lanes caused by nearby vehicles on the target lane, might accept a smaller gap after some waiting time. Including such behavior models was inspired by [16] and associated work. Depending on the vehicles settings, collisions might occur.

One possibility to increase the variety of traffic scenarios generated, is the induction of randomness. Therefore, variables describing the vehicles abilities and its behavior, are shuffled on a random basis within defined boundaries. As an example, the maximum acceleration and jerk are limited...
based on real vehicle measurements. Next, a highway with \( n_t \in \{2, 3\} \) number of lanes is generated. A random number of vehicles \((n_v)\) within the range of

\[
n_1 + 1 \leq n_v \leq n_t n_{vpl},
\]

where \( n_{vpl} \) is the maximum number of vehicles per lane, are placed on the road. As vehicles perform lane changes and overtake others, the unique index of each vehicle must be tracked for each time step \( t_s \). These indices are stored in a three dimensional array \( A \in \mathbb{N}^{n_t \times n_{vpl} \times n_v} \). For modeling the lane change behavior several models are available, e.g. [17]. The four motivations for lane-changing are described in [18]. Nevertheless, the motivation for a lane change in this simulation is mainly determined on a random basis. The purpose is not to model an ideal vehicle and traffic flow behavior. Lane changes are not always based on rational effectiveness. Additionally, wrong decisions can be made due to incomplete perception regarding both, humans and autonomous vehicles. As all vehicles aim towards an accident free travel, the lane changing vehicle checks for some empty space, while the accepted gap is set according to its risk and patience level. If the gap decreases below a threshold during the lane change, the vehicle aborts its maneuver.

The longitudinal goals, which cause the acceleration at a certain time step, are determined by a leader vehicle. This behavior model is called the car-following model. Contrary to accident-free implementations, the distances in this simulation fall below an optimal safe gap to achieve a more natural approaching behavior and in order to generate critical scenarios. The maximum deceleration for a following vehicle, given optimal conditions with \( a_x \approx -1 \) g, is reached to eliminate the relative velocity at a distance close to zero. The leader vehicle acceleration is determined by the target velocity \( v_{x,1} \). Additionally, the inter-leader gap \( d_{il} \) in driving direction is bounded to \( d_{il,\text{max}} \) and overrules the target velocity, in order to keep all vehicles within a certain region and ensure dense traffic with a limited number of vehicles. The acceleration profiles are specified according to the Gompertz function

\[
a_{x,f}(d_{il}) = a_m e^{-be^{-c d_{il}}},
\]

\[
a_{x,1}(v_{x,1}, d_{il}) = \begin{cases} a_m e^{-be^{-c v_{x,1}}} & d_{il} > d_{il,\text{max}} \\ a_m e^{-be^{-c v_{x,1}}} & \text{else} \end{cases},
\]

where the variable \( a_x \) applies to the actual longitudinal acceleration. The three Gompertz function variables are \( a_m, b \) and \( c \), where \( a_m \) applies to the maximum acceleration ability and \( b \) and \( c \) are shuffled. The index \( f \) indicates the following vehicle, \( \text{I} \) the leader vehicle, \( \text{IL} \) the inter-leader vehicle relation and \( \text{FL} \) the follower leader vehicle relationship. The Gompertz function implies a simplified model for the mass inertia at the beginning of the acceleration, followed by a linear increase and the limited torque or braking capacity towards the maximum acceleration or deceleration, respectively. Furthermore, a reaction time is added for each vehicle.

The lateral dynamics are governed by the combination of a one-track model (OT) and a controller that steers the vehicle to the middle of its current lane, or towards the middle of the neighboring lane in case of a lane change. First, the future pose of the vehicle is predicted for a velocity dependent look-ahead time using the current velocity and steering angle during the prediction horizon. An orientation error and distance error are computed by comparing the predicted pose with the desired one. These two quantities and a velocity dependent weight are used by a P-controller to output the steering angle. Larger distance errors favour steering the vehicle towards the desired lane, and smaller distance errors favour correcting the vehicle orientation. Finally, the OT calculates the updated state variables, which allows modeling the driving dynamics appropriately up to a lateral acceleration of \( a_y \approx 0.4 \) g [19]. This is sufficient for the simulated lateral maneuvers.

B. Scenario Definition

A traffic scenario can be defined in different ways. A literature review and a proposal of a scenario definition in the sense of context modeling is given in [20]. Still, up to now there is no widely accepted, unified definition available. For this work, the general understanding of a scenario is a sequence of connected events. It implies the entities and their state transitions over time. The entities with dynamically changing states are the ego-vehicle \( \text{ego} \) and the surrounding vehicles \( t_g \) in this work. The \( t_g \) are evaluated based on the relevance for the \( \text{ego} \). All vehicles have their own dynamic model, the state is updated each time step. The scenery, i.e. the static objects, is limited to the highway road with its number of lanes and its meta data, which is here the permitted velocity. Hence, the environment model of the scenario is described in an object-based form. All relevant objects in the vicinity of the \( \text{ego} \) are tracked and evaluated over time. An alternative form would be the grid-based form, which discretizes the static environment into cells of equal size. The existence of objects is indicated by the occupancy of the cells in the stationary raster map [4].

The starting point of a scenario for this work is set if a criticality measure is exceeded and ends whenever the value falls below the threshold again. Hence, the scenario contains an arbitrary number of entities and maneuvers in an arbitrary period of time.

Plenty of options to choose a criticality measure can be utilized, for example [8], [9]. In [21] several measures are compared, including the common Time-To-Collision (TTC) and Time-Headway (THW). The THW is calculated by the relative distance over the \( \text{ego} \) velocity. The TTC is introduced as the relative distance divided by the relative velocity, which is difficult to estimate for humans. The paper [22] analyzes THW and TTC more detailed: The THW determines the car-following strategies of drivers and the magnitude of the THW influences their stress level. Because of its intuitiveness and its reflection of the stress level for drivers or passengers in automated vehicles, the THW is chosen here.

In this work, the recording of a scenario begins far beyond criticality. It is rather an undercutting a comfort zone, which is set to \( \text{THW} \leq 1.0 \) s. As a constraint, the scenario is
withdrawn if \( \text{THW}_{\text{min}} > 0.8 \text{s} \) to retrieve scenarios with some inter-vehicle dynamics, where \( \text{THW}_{\text{min}} \) corresponds to the minimum THW in the scenario. The goal is to record the evolving situation from a normal state to its maximum criticality and the recording is continued until the scenario resolves and reaches either a comfortable state again or ends in a collision. In order to be able to better judge the numbers, following the administrative rule of thumb for German highways would yield a \( \text{THW} \approx 1.8 \text{s} \). Approaching the leader vehicle closer than \( \text{THW} \leq 0.9 \text{s} \) is punishable because of violating a safe distance [23].

C. Feature generation

The features are derived from both, time and space considerations of the scenario. They all share some relevance to the ego and can be recorded by state of the art vehicles. It is assumed, that the data source is exclusively the ego sensors and no presence of V2X communication. The goal is to find a set of features, which gives an appropriate balance to capture the environment in 360 degrees over time, while still being compact for fast computation. Some features are discussed in this section, the complete set is available under [24].

As mentioned before, the existence of a scenario is defined by its criticality magnitude, which results in arbitrary time spans. Therefore, the features which are related to the time dimension, are set up on three time instances: At the beginning and the end of a scenario and at the critical changepoint, which is here defined by \( \text{THW}_{\text{min}} \). Other features observe changes over time. As an example, the actual distance to the leader vehicle is compared to the desired distance over time by utilizing the dynamic time warping function, which compares the shapes of two curves. A high discrepancy between both curves indicates high dynamics between both vehicles and thus criticality.

The area around the ego is divided into six zones. It is assumed, that the maximum number of vehicles, which influence the ego directly and vice versa, is limited to six. This proposition is depicted in Fig. 2, where the red vehicle represents the ego. The six surrounding vehicles determine its moving options in longitudinal and lateral direction. As a consequence, the relative distance to all of those vehicles is important and added to the feature set. The desired relative distances act as simplified forms of safety zones, which are schemed by the green boxes in Fig. 2. The safety zones determine the egos options to plan its trajectory and prevents the vehicles from contact. The main attention while defining features, however, is focused on the interaction with the leader vehicle.

Other features are defined according to the semantics of the road, which are in a simplified highway case the number of lanes. Features indicating a lane change of the ego, as well as changes of a \( \text{tg} \), which result in a cut-in maneuver from the ego perspective are captured. Also the lane index of the ego is taken into account: it emphasizes, if the ego had the chance to escape the threatening situation by performing a lane change onto the left or right side. In total a set of 47 features are selected to be fed in the clustering process. The

V. CLUSTERING

The aim of this work is to find scenario categories in an unlabeled data set. For this purpose, the clusters are defined manually by examining a sorted proximity matrix \( P_o \) visually. The unsorted proximity matrix \( P \) itself is generated based on the xMURF algorithm, which is presented in this section.

A. The Extended Unsupervised Random Forest

In the previous work [6], a modification of the RF algorithm [10] for unsupervised usage is shown, called MURF. The MURF algorithm is based on the Unsupervised RF (URF) [11], [13]. The aim of the URF is to provide a data adaptive similarity measure in terms of the RF proximity. In [6] also the graphical interpretation of the resorted proximity matrix is explained, where the resorting is realized through hierarchical clustering. In this paper, some extensions to this technique are shown.

The URF is used to generate a data adaptive similarity measure. In order to perform unsupervised learning with a RF, a noise data set \( S \) is generated based upon the given data set \( D \). The RF is trained to solve the classification task, where it has to be distinguished between the given data set \( D \), labeled as one class, and the generated noise data set \( S \), labeled as a different class. This way, the trees have to fit their leaves to the given data set \( D \). Extracting the RF proximity for the given data set leads to a data adaptive similarity measure. In the MURF algorithm proposed in [6], the noise data is not generated, instead it is assumed in each split. The used distribution to calculate the necessary number of noise datapoints is based on a uniform distribution.

On the one hand side, the MURF algorithm enables one to adjust the granularity of the proximity measure by adjusting the impurity level, which is used as the pruning criterion. On the other hand side, the results are very sensitive to the choice of this hyperparameter, leading to a tedious tuning process. Since the RF proximity just examines the terminal leaves, the pruning has a large influence on the resulting similarity measure.
In this paper two important extensions of the MURF algorithm are introduced. Both are summarized in the algorithm called xMURF. First, the pruning impurity parameter is removed by extracting the similarity out of the datapoints’ paths through the trees instead of only taking the terminal leaves into account. Therefore, the path proximity is introduced in this paper. In xMURF the complete information regarding the similarity provided by the RF is captured, which makes the process robust. Second, the dependency on the uniform distribution in MURF, used to calculate the splits, is optimized. In the xMURF algorithm the used distribution at each split is randomly chosen from a set of predefined probability density functions.

The proximity matrix $P$ generated by the xMURF algorithm is reordered by hierarchical clustering, following the explanations in [6], [25]. For this purpose, one has to extract the leaf order of the dendogram, which represents the hierarchical clustering. Then, the matrix $P$ is resorted corresponding to the leaf order of the dendogram, such that the similarity between the neighbors gets higher. If necessary, an optimal leaf ordering algorithm can be applied to refine the sorting further.

The reordered matrix $P_o$ is then examined graphically, in order to identify clusters as well as inter-cluster relationships. Some general rules for the interpretation are also explained in [6] and more detailed in [25]. Clusters will appear as bright squares (high similarity) along the diagonal of the proximity matrix. An example is depicted in Fig. 4.

B. Path Proximity

This work introduces a novel proximity measure for the RF algorithm. The proximity measure takes into account the full paths of the datapoints through the trees instead of just using the terminal leaves. In [26] an alternative proximity measure for the RF was introduced, where the distance between two terminal leaves is examined.

Let a RF consist of $B$ trees $T$, where the $b$th tree $T_b$ is constructed based on the bagged data set $D_b$. Then a tree $T_b$ consists of $N_b$ nodes $t_{n,b}$. A path of a datapoint through a tree can be defined by a set including all nodes the datapoint passed. This leads to the path formulation as

$$ T_{i,b} = \{ t_{1,b}, t_{n_{i2},b}, \ldots, t_{N_i,b} \}, $$

where $i$ is an index, representing the $i$th data point $x_i$. The node $t_{1,b}$ is the root node of the $b$th tree $T_b$ and hence the first node on the path of the $i$th datapoint. The node $t_{n_{i2},b}$ is the second node on the path, where $n_{i2}$ represents the node number $n$ the datapoint has passed. The last node on the path of the $i$th data point in the $b$th tree is $t_{N_i,b}$.

In order to compare the paths of two datapoints $i$ and $j$ through the $b$th tree, the corresponding sets $T_{i,b}$ and $T_{j,b}$ need to be compared. In this work, the Jaccard Index [27]

$$ P_{ij}(b) = \frac{|T_{i,b} \cap T_{j,b}|}{|T_{i,b} \cup T_{j,b}|} $$

is used for this purpose. It holds that $P_{ij}(b) \in (0, 1]$, since at least the root node is present in both sets. This way, a similarity measure, given the two datapoints $i$ and $j$, based on the $b$th tree is defined. In Fig. 3 an example tree with two arbitrary paths is shown. The mutual path of both datapoints is marked in ochre, where the single paths are shown in green and red. Interpreting Eq. (7) based on Fig. 3 leads to

$$ P_{ij} = \frac{1}{B} \sum_{b=1}^{B} \frac{|T_{i,b} \cap T_{j,b}|}{|T_{i,b}| + |T_{j,b}| - |T_{i,b} \cap T_{j,b}|} $$

If two datapoints have the same paths in all trees the proximity will be one. Contrary, if they only share the root node, the $i$th and $j$th datapoints have a similarity of 0.4. A value of 1 indicates, that both datapoints are identical or very similar according to the given tree.

By averaging over all $B$ values $P_{ij}(b)$ in a forest, one achieves the RF path proximity

$$ P_{ij} = \frac{1}{B} \sum_{b=1}^{B} \frac{|T_{i,b} \cap T_{j,b}|}{|T_{i,b}| + |T_{j,b}| - |T_{i,b} \cap T_{j,b}|} $$

As already mentioned, the path proximity removes the highly sensible impurity pruning parameter from the MURF algorithm. Fully grown, instead of pruned trees can be used, since they lead to a more meaningful similarity measure.

C. Ensemble Noise

In this work, a random selection of noise distribution at each split is performed, called ensemble noise. During the construction of the xMURF, the used distributions are chosen randomly from a collection of predefined distributions.

The estimated Gini impurity for the node $t$ in an arbitrary tree is defined as

$$ r(t) = \sum_{c=1}^{C} \frac{M_c(t)}{M(t)} \left( 1 - \frac{M_c(t)}{M(t)} \right) $$

where $C$ is the number of classes (2 for the xMURF) and $M_c(t)$ the number of datapoints in node $t$, which belong to class $c$. Based on the Gini impurity, the Gini gain $\Delta R$
resulting by splitting $t$ into the child nodes $t_L$ (left) and $t_R$ (right) is defined by
\[
\Delta R(t, t_L, t_R) = r(t) - \frac{M(t_L)}{M(t)} r(t_L) - \frac{M(t_R)}{M(t)} r(t_R). \tag{10}
\]
The optimal split is given if $\Delta R(t, t_L, t_R)$ is maximal. Hence, the number of datapoints of each class in each node $(t, t_L$ and $t_R)$ is required. The number of original datapoints $M(t)$ of the bagged data set $D_b$ belonging to the $b$th tree in the $n$th node $t_{n,b}$ of this tree, as well as in the possible child nodes can simply be counted. The number of noise datapoints in the same node needs to be estimated for a given split value $\tilde{t}_q$. Let $z_q$ be the standardized value of $\tau_q$ (see Eq. (13)). Then, the number of noise datapoints for the left and right child nodes of a given node $t_{n,b}$ is calculated as
\[
M_{S,1,n,b}(z_q) = M_{D_b}(t_{n,b}) P(Z_q \leq z_q) \quad \text{and} \quad M_{S,2,n,b}(z_q) = M_{D_b}(t_{n,b}) - M_{S,1,n,b}(z_q), \tag{11}
\]
where $\tilde{t}_q$ stands for the $q$th dimension of the vector whose features are chosen randomly in each node when constructing the trees in a RF. The number of features that are used at each split of each tree in the RF is $Q \in \mathbb{N}$, with $Q = \lfloor \sqrt{Q} \rfloor$. The values $M_{S,1,n,b}$ and $M_{S,2,n,b}$ denote the number of corresponding noise points in the left and right child node of $t_{n,b}$, given that the split $\tau_q$ is chosen, since $z_q$ is the standardized value of $\tau_q$. $P(Z_q \leq z_q)$ is the value of the cumulative density function at the standardized threshold $z_q$. The standardized threshold $z_q$ in the $q$th RF dimension is determined with
\[
z_q = \frac{\tau_q - \mu_q}{\sigma_q}, \tag{13}
\]
\[
\mu_q = \frac{\max \{X_{t_{n,b}}\}_{\tilde{t}_q} + \min \{X_{t_{n,b}}\}_{\tilde{t}_q}}{2}, \tag{14}
\]
\[
\sigma_q = \frac{\max \{X_{t_{n,b}}\}_{\tilde{t}_q} - \min \{X_{t_{n,b}}\}_{\tilde{t}_q}}{6}, \tag{15}
\]
where $\max \{X_{t_{n,b}}\}_{\tilde{t}_q}$ and $\min \{X_{t_{n,b}}\}_{\tilde{t}_q}$ yield the maximum or minimum value of the subspace $X_{t_{n,b}}$ in the dimension specified by $\tilde{t}_q$. The interval of a node covers $\pm 3\sigma_q$.

The first distribution used is the uniform distribution, where its cdf is given by
\[
P_u(Z_q \leq z_q) = \frac{1}{6} z_q + \frac{1}{2}. \tag{16}
\]
The standard normal distribution is the second used distribution and is approximated through [28]
\[
P_n(Z_q \leq z_q) = \frac{1}{1 + e^{-\sqrt{\pi}(\beta_1 z_q^2 + \beta_2 z_q^2 + \beta_3 z_q)}}. \tag{17}
\]
where $\beta_1 = -0.0004406$, $\beta_2 = 0.04181198$ and $\beta_3 = 0.9$ holds. Third, a bimodal distribution is used, which is build as the sum of two shifted standard normal distributions $P_n$ with
\[
P_b(Z_q \leq z_q) = P_n(Z_q - 3 \leq z_q - 3) + P_n(Z_q + 3 \leq z_q + 3). \tag{18}
\]

The randomly selected noise distributions at each split relax the dependency of the proximity measure to one specific distribution. Clearly, it is also possible to add other distributions to the assortment.

\section{VI. CLASSIFICATION}

This section describes, how the clustering results can be used for the operational phase, where new datapoints are compared to the known clusters. Once the $\text{xMURF}$ is trained with a data set $D$ and the clusters are selected, they get assigned with a label resulting in a data set $D_c$ from Eq. (1). Then a RF classifier is trained with $D_c$.

A class adaptive threshold is calculated as follows. The OOB method is used to determine $\kappa_i$, which is the proportion of the votes for the correct class for the $i$th datapoint. The class adaptive threshold $\bar{\kappa}_c$ is computed as the average value of all $\kappa_i$ belonging to the class $c$.

Next, the trained RF is used to predict the class assignment for a datapoint $x_{t,new}$ from a new data set $D_{new}$. The proportion of the votes of all trees for the winning class $c$ is compared to the class adaptive threshold $\bar{\kappa}_c$. If the value is below the threshold $\bar{\kappa}_c$, the assignment is withdrawn.

The threshold $\bar{\kappa}_c$ is dependent to the choice of clusters. Using an adjustable ratio of $\bar{\kappa}_c$, enables one to select an appropriate class assignment threshold, such that it fits to the given requirements. The ratio can be used to loosen or increase the strictness for the decision of assigning or withdrawing new datapoints to a class.

Setting the threshold equally for all clusters, the assignment rate would be favored towards clearly separable clusters.

\section{VII. RESULTS}

This section discusses results of the proposed architecture using an example data set $D_1$ with $M = 5131$ generated scenarios. The scenarios can be divided into three main types: The ego approaching its leader vehicle while following its lane (type A), the ego performing a lane change and violating the safety zone after the lane change (type L) and a cut-in maneuver performed by a $tq$ causing the violation (type C). A combination of type B and C also appears in some clusters. The $\text{xMURF}$ was trained with $B = 300$ trees. The symmetric proximity matrix $P_i$ of number $M \times M$ is depicted in Fig. 4, where yellow pixels indicate a high similarity, dark blue pixels a low similarity. Each pixel contains the value of the similarity measure of two compared scenarios. A zoom-in view on the graphic reveals, that bigger dominant cluster contain smaller clusters. For demonstration purposes in total 100 clusters were manually chosen. The clustered scenarios can be downloaded and plotted in Matlab [24]. The question how many clusters to choose is a problem specific one and therefore has to be adjusted to the requirements. The clusters can be selected by the following criteria: the minimum number of datapoints within a cluster, the minimum similarity value within that cluster, the homogeneity within that cluster and the deviation of the inter-cluster similarity in the local region around that cluster. The inter-cluster similarity is indicated by the brightness of the pixels outside the clusters. The next sub-section will give examples on some clusters.
Fig. 4: The resulting proximity matrix of data set $D_1$, where yellow pixels indicate a high similarity. Clusters are represented as bright squares along the diagonal. Inter-cluster similarities are depicted as bright areas outside the clusters.

A. Scenario cluster examples

This section discusses examples of clusters, that result by applying the presented method. The example scenarios are depicted in Fig. 5. The figure depicts in total 6 scenarios, each one is a representative of its cluster. Note, that a $tg$ (gray) is only shown in case it is located on the neighboring lane of the $ego$ (red). The first row depicts two scenarios of type approach (type A). In Fig. 5-A$_1$, the $ego$ approaches the leader vehicle with a high relative velocity and brakes hard. This is a typical example for the A type scenarios, where the relative velocity and distance were estimated inappropriately by the $ego$. Fig. 5-A$_2$ depicts a similar scenario, yet the consequences of such a scenario differs: first, the rear $tg$ on the same lane as the $ego$ does get affected and has to brake, which might emerge to a critical situation in a second phase. Second, the $ego$ does not have the chance to change the lane without risking a subsequent critical situation, as it would be enclosed by two other $tg$. That could cause a scenario as depicted in the below sub-figure L$_2$. The second row depicts two lane change scenarios. In Fig. 5-L$_1$ the decision of $ego$ does not affect its environment. Contrary, in Fig. 5-L$_2$ it causes the rear vehicle on the middle lane to brake, while the rear vehicle on the left lane starts accelerating due to the new given empty space, which closes the neighboring space on the left lane for the $ego$ vehicle. The last row shows two cut-in maneuvers. Fig. 5-C$_1$ depicts a typical cut-in maneuver. Due to a relatively high distance to the new leader (the cut-in performing $tg$ in the very front), the $ego$ is only affected slightly and brakes decently, illustrated by a slightly transparent red arrow. In Fig. 5-C$_2$ the cut-in performing $tg$ brakes, forcing the $ego$ to perform a hard braking maneuver, which in consequence forces the rear vehicle to react as well. A risk mitigating lane change maneuver of the $ego$ is limited to the left side and would influence the rear vehicle on the middle lane.

Summarizing the above, all three scenarios in the left column show typical scenarios chosen out of the resulting automatically generated clusters for demonstration purposes of each type. The risk level during those scenarios is rather low and the $ego$ could theoretically perform a lane change to further mitigate the risk level it is exposed to. Also, its behavior does not directly influence its surrounding vehicles. On the right side, the same scenario types are depicted. Still, the $ego$ has less options for risk mitigating actions and its decisions influence the surrounding vehicles. These examples demonstrate, that dividing scenarios into categories has to include all relevant entities and scenery features, which results in a large variety of categories. Obviously, discussing the scenarios on this abstracted level, the risk and the influence of the $ego$ decision is correlated to the traffic density, which is consistent with the observations on real highways. The important aspect is, that these structures can be identified in an unsupervised, data adaptive way by means of a very compact scenario description. The data set is provided to the xMURF algorithm without any other additional information or pre-defined rules. The set of clusters available at [24] show many more constellations. The clusters differ in the number of vehicles, but also in other aspects as the velocity, accelerations and the general vehicle behavior described in Section IV-A.
B. Scenario classification

To demonstrate how the selected clusters can be used to classify new scenarios, a new data set $D_2$ is generated and processed as described in Section VI. In Table I the assignment rates for different ratios of $\bar{\kappa}_c$, given the data set $D_2$, are depicted. Reducing the ratio leads to more datapoints being assigned, since the class membership criterion is less strict. The ratio of $\bar{\kappa}_c$ can be considered as an hyperparameter to adjust the required confidence measure of belonging to the class.

The classified scenarios of $D_2$ can be compared with those from $D_1$ by using the provided plot function, or by analyzing the data sets. The data sets are available at [24].

TABLE I: Assigned scenarios of validation the data set $D_2$

| Ratio of $\bar{\kappa}_c$ | Assigned Scenarios |
|-------------------------|-------------------|
| 1.00                    | 54%               |
| 0.75                    | 55%               |
| 0.50                    | 81%               |
| 0.25                    | 98%               |

VIII. CONCLUSIONS

The presented paper proposes an architecture to cluster traffic scenarios in an unsupervised way. The xMURF reveals the structure of the data and enables one to find similar scenarios and groups them in clusters. Compared to the previously presented work, this version is improved by introducing a path proximity and the ensemble noise method. The method was examined with traffic simulation data. The main principles of the simulation and generation of the data is described in this paper. Additionally, the scenarios are available under [24]. Finally, an approach to classify new scenarios based on a class dependent threshold, which takes the initial clustering process into account, is presented.

The proposed architecture can also be applied for other purposes, where one is interested in finding patterns of complex data sets and the output is not known beforehand.
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