Fractal Properties of Biophysical Models of Pericellular Brushes Can Be Used to Differentiate Between Cancerous and Normal Cervical Epithelial Cells
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ABSTRACT

Fractal behavior is found on the topographies of pericellular brushes on the surfaces of model healthy and cancerous cells, using dissipative particle dynamics models and simulations. The influence of brush composition, chain stiffness and solvent quality on the fractal dimension is studied in detail. Since fractal dimension alone cannot guarantee that the brushes possess fractal properties, their lacunarity was obtained also, which is a measure of the space filling capability of fractal objects. Soft polydisperse brushes are found to have larger fractal dimension than soft monodisperse ones, under poor solvent conditions, in agreement with recent experiments on dried cancerous and healthy human cervical epithelial cells. Additionally, we find that image resolution is critical for the accurate assessment of differences between images from different cells. The images of the brushes on healthy model cells are found to be more textured than those of brushes on model cancerous cells, as indicated by the larger lacunarity of the former. These findings are helpful to distinguish monofractal behavior from multifractality, which has been found to be useful to discriminate between immortal, cancerous and normal cells in recent experiments.
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INTRODUCTION

The fractal concept introduced by Mandelbrot [1] is commonly invoked in the description of biological systems, where the repetition of patterns at different scales is frequent. In physiology, fractality has been used for decades [2, 3] in the analysis of complex patterns that can be found in neuronal and cardiac activity [4-7], arterial and blood vessel networks [8-11] and bronchial trees [12, 13], for example. Much of the physio – pathological research related to the fractal analysis of images has focused on correlating the fractal dimension (FD) of the structures or patterns present in such images with the health of cells. Among the extensive research in this field, there are works that relate the value of the FD to the presence of cancer [14-22]; studies carried out at the macro- and micro-scale for samples of colon [16], breast [17, 18], skin [19], cervical cells [20, 21], and even white blood cells [22] establish a difference between the FD of cancerous and normal tissues. From these results, it has been possible to distinguish healthy cells from cancerous cells [16, 17, 20, 22], define a relation with tumor growth [18, 23], trace the progression towards cancer [21] and measure its invasiveness [24].

In the context of the current understanding of the molecular mechanisms of cancer, medical imaging remains one of the most commonly used routes toward diagnosis. The implementation of fractal analysis for medical imaging has the potential of becoming a strong tool to yield precise diagnosis. The FD of an image can be estimated using several methods, such as box – counting, correlation, and Fourier analysis, among others [25]. Atomic force microscopy (AFM) has been widely used in cancer research to characterize mechanical properties that can discriminate between cancerous and normal cells [26-28]. Recently, it has been applied to the generation of topography and adhesion maps of individual cervical epithelial cells, wherein the FD of such images is calculated by Fourier analysis [20, 21]. The results show that the FD of cancerous cells tends to be higher than
that of their healthy counterparts, with the differences likely due to the topographical
features arising from the molecular brushes on the cell's surface. These brush – like
structures coating the cell's surface are composed of complex macromolecules
(microvilli, microtubules, microridges) tethered to the cell membrane, and results
obtained with AFM show that their mechanical response can be measured separately from
that of the cell's surface [26]. Furthermore, these experiments reveal that the brush on
normal cervical cells (NCC) is made up of an approximately monodispersed array of
chains, while cancerous cervical cells (CCC) are covered by a brush with at least two
characteristic lengths. It is also argued that the grafting density on NCC brushes is lower
than that on CCC brushes [26]. However, previous studies did not address aspects such
as brush stiffness/softness, which is hypothesized to matter as cancer progresses [27], or
the physicochemical environment of the cells, an important aspect to investigate since
most experiments are carried out in vitro. Also, it is crucial to determine to what extent
are the fractal properties of brushes dependent on image resolution, so that a confidence
margin can be established when assessing distinctions between cancerous and normal
cells.

MODELS AND METHODS

Here we report predictions of geometric properties of brushes that help distinguish
between model NCC and CCC using numerical simulations. The models are solved using
the dissipative particle dynamics (DPD) method [29, 30]. The CCC brush model is a tri-
modal brush made up of end-grafted bead – spring linear chains of three different
values of the polymerization degree: 294 short, 82 medium-sized and 33 large chains made of
\( N_1 = 5, N_2 = 30 \) and \( N_3 = 42 \) DPD beads, with grafting densities of \( \Gamma_1 = 1.74 \, \text{nm}^{-2}, \)
\( \Gamma_2 = 0.49 \, \text{nm}^{-2} \) and \( \Gamma_3 = 0.20 \, \text{nm}^{-2} \), respectively. The NCC brush model is a
monodispersed brush made up of 130 chains of \( N = 27 \) beads and a grafting density of
\[ \Gamma = 0.78 \text{ nm}^{-2} \]. Brush models with these characteristics have been used previously [31] to reproduce accurately the mechanical response of brushes on human epithelial cervical cells under the AFM probe [26]. The novelty of the models introduced here is an added force between consecutive bonds, which controls the persistence length of the chains. By varying this three – body force one can control the local rigidity of the chains to define soft and stiff brushes. The motivation for considering brushes with different stiffness comes from tests carried out on mammary epithelial cells, where Young's modulus for cells at different tumorigenic phases is found to be lower as cancer progresses [27]. It is argued that the stiffness of the cells depends on their microenvironment. Here, the environment change is modeled as the change of the brush – solvent interactions, hence our brushes are modeled under good and bad solvent conditions. To complete the model, the brushes are confined by an explicitly curved surface made of DPD beads, to mimic their interaction with a nanosized AFM probe. Full details are provided in the Supplementary Information (SI).

Polymer brushes are created from polymer chains at relatively high grafting density; polymer chains are made up of linear sequences of monomeric beads, joined by freely rotating, harmonic springs:

\[ \mathbf{F}_S = -k_s(r_{ij} - r_0)\hat{r}_{ij}, \]

(1)

where \( k_s \) is the spring constant, and \( r_0 \) is the equilibrium position [32]. To model the chain’s stiffness or softness, a three – body force acting between three consecutive beads is added [33]:

\[ F_A = k_\theta \sin(\theta_{ijk} - \theta_0), \]

(2)
where $k_\theta$ is the constant for the angular forces, [34, 35]. The relative distance between adjacent beads and the unit vector joining them are represented by the symbols $r_{ij}$ and $\hat{r}_{ij}$, respectively. The equilibrium angle is $\theta_0 = 180^\circ$ and $\theta_{ijk}$ is the angle between two adjacent bonds, respectively. Appropriate values for the parameters in Eqs. (1) and (2) are chosen that prevent bond–crossing; for the Hookean spring the value $k_s = 100 \, k_B T / r_c^2$ [35] is used for all the chains in each system. For the angular force, two values of the constant $k_\theta$ are used to model the rigidity of the chains, namely $k_\theta = 10 \, k_B T / r_c$ for soft chains and $k_\theta = 100 \, k_B T / r_c$ for stiff chains. The systems are confined by two parallel surfaces perpendicular to the $z$–direction. The cell’s surface ($z = 0$), is modeled by an effective, linearly decaying force given by:

$$F_{\text{wall}} = \begin{cases} a_{iw} (1 - z_{iw} / z_c) \hat{z} & z_{iw} \leq z_c \\ 0 & z_{iw} > z_c \end{cases},$$

with a cutoff length $z_c$ and $z_{iw}$ being the distance between the $i$-th particle and the surface, $\hat{z}$ is their unit vector, and $a_{iw}$ is the maximum intensity of the force [7 AGG 36]. On the opposite side of the simulation box is placed the surface of the AFM probe, which is a semi sphere made up of DPD particles frozen in space and curvature radius equal to $R = 0.8 \, L_x$. The non-bonding conservative DPD force is:

$$F_{ij} = \begin{cases} a_{ij} (1 - r_{ij} / r_c) \hat{r}_{ij} & r_{ij} \leq r_c \\ 0 & r_{ij} > r_c \end{cases},$$

where $a_{ij}$ is the repulsion parameter between beads $i$ and $j$ and $r_c$ is the cutoff distance, set to $r_c = 1$. The former depends on the coarse–graining degree (the number of water molecules grouped into a DPD particle); for a coarse–graining degree equal to three, $a_{ii} = 78.0 \, k_B T / r_c$, where $k_B$ is Boltzmann’s constant, and $T$ is the absolute temperature.
Table I shows the values of the interaction parameter for the various pairs of particles.

Full additional details can be found in the SI.

**Table 1.** Interaction parameters $a_{ij}$ of the conservative force DPD and the force of the implicit surface representing the cell surface. $k_BT$ and $r_c$ are expressed in reduced DPD units and represent energy and length, respectively. Bead species are: S = solvent, H = chain’s head, T = chain’s tail, P = AFM probe and C = cell’s surface.

| $a_{ij}[k_BT/r_c]$ | S   | H     | T    | P    | C    |
|---------------------|-----|-------|------|------|------|
| i                   |     |       |      |      |      |
| S       | 78  | 79.3(85) | 79.3(85) | 140  | 100  |
| H       | 79.3(85) | 78    | 78   | 140  | 60   |
| T       | 79.3(85) | 78    | 78   | 140  | 100  |
| P       | 140 | 140   | 140  | 78   | 0^*  |
| C       | 100 | 60    | 100  | 0^*  | 0**  |

*Since the distance is larger than the cutoff radius. **Because the cell’s surface is implicit.

The FD is calculated by Fourier analysis, following the procedure used to process images of human cervical epithelial cells [20, 21]. The procedure requires the calculation of the two-dimensional Fast Fourier Transform of the image as follows:

$$F(u, v) = \frac{\sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} z(x,y) \exp\left[-i2\pi \frac{ux}{N_x} + \frac{vy}{N_y}\right]}{N_xN_y},$$

(5)

where $z(x, y)$ is the height of the brush at the pixel $(x, y)$, and $N_x$ and $N_y$ are the number of pixels in the $x$ and $y$ directions, respectively. Then, the magnitude of $F(u, v)$ is transformed into polar coordinates and averaged over the angle:

$$A(Q) = 1/\pi \int_{0}^{\pi} F(Q\cos\varphi, Q\sin\varphi) d\varphi.$$ 

(6)

$Q$ is the inverse of the lateral size $L$ of the geometrical features on the image. Linear behavior of $A(Q)$ on log-log scale ($A(Q) \sim Q^b$) is a signature of fractality. We extracted images with $L_x = L_y = 14 \ nm$, which leads to $Q_{\min} \approx 0.071 \ nm^{-1}$. The FD, $\alpha$, as suggested by Dokukin et al. [20], is defined as $\alpha = 2 - b$, so that for flat surfaces $b = 0$ ($\alpha = 2$), while $b = -1$ ($\alpha = 3$) for infinitely rough surfaces, as limiting cases.
RESULTS AND DISCUSSION

The very concept of fractality implies that it is possible to find self-similar structural features on images upon magnifications on any scale. However, in practice, finding structures that are invariant over large orders of magnification is impossible; this empirical fact restricts the scale ranges where fractality can be observed. In image processing such ranges are generally restricted by the resolution of the image, since the search for patterns on scales smaller than the size of a pixel becomes meaningless. We calculate the FD for each image generated from DPD simulations at four resolutions: 1024×1024, 512×512, 256×256 and 128×128 pixels \((N_x \times N_y)\). Figure 1 shows some representative examples of height images of the brushes, at a resolution of 1024×1024 pixels; in the SI we describe the procedure followed to generate the images.
FIG. 1. Height images of the tri- and monodisperse brushes (cancer and normal cell brushes, respectively) under good solvent conditions (panels a, b, e and f), and under bad solvent condition (panels c, d, g and h). The resolution of the images is 1024×1024 pixels. The images are taken from the top of the simulation box and show the height in gray scale on the XY – plane, or frontal view. The beads are the monomers that make up the polymeric chains.

The FD obtained at different resolution for soft brushes is presented in Fig. 2(a), where it is noted that the FD of the polydisperse (CCC) brushes is higher than that of the monodisperse (NCC) brushes. These results are in agreement with recent experiments on cancer cells showing higher FD than their normal counterparts [20, 22], where the difference in the FD between CCC and NCC brushes becomes more significant when they are immersed in a bad solvent. Our predictions for soft brushes yield values of the FD in the range $2.2 < \alpha < 2.8$, in very good quantitative agreement with the work of Dokukin et al. [20], who find $2 < \alpha < 2.6$. The FD is restricted by the Euclidian dimensions of the systems [1]. For $\alpha = 2$, the brush should form an ideal flat surface while for $\alpha = 3$ all the chains that make up the brush should be fully stretched along the direction normal to the cell’s surface and distributed over it in such a way that maximizes roughness.

As shown in Fig. 2(a), the FD of soft brushes on CCCs under good solvent conditions (Fig. 1(a)) is higher than that of the brush under bad solvent conditions (Fig. 1(c)); the same trend is observed for soft brushes on NCCs (Figs. 1(b) and 1(d)). From their respective height images in Fig. 1, one notices how the brushes in bad solvent tend to collapse towards the surface of the cell, yielding lower roughness. The fact that the FD of the CCC brushes is higher than that of the NCC brushes becomes more noticeable under bad solvent conditions because in good solvent the chains are distributed more homogeneously over the space between the cell surface and the tip of the AFM (as seen
in Figs. 1(a) and 1(b)). By contrast, in poor solvent the end-grafted chains form mushroom-like structures and are displaced towards the walls of the system (in this case, the surface of the cell and the tip of the AFM) due to the relatively higher repulsive interactions between the solvent and the brush (see Figs. 1(c) and 1(d)).

The FD predicted for stiff brushes, in Fig. 2(b), displays contrasting trends with those for soft brushes (Fig. 2(a)). Under good solvent conditions, solid symbols in Fig. 2(b), the FD of stiff brushes on CCCs and NCCs is practically the same (2.6 ≤ α ≤ 2.65), with small variations due to image resolution. This is the result of the three – body, angular interactions on stiff brushes dominating over the brush structure (monodispersed or polydispersed), see Figs. 1(e) and 1(f). Under good solvent conditions the non – bonding conservative DPD interactions between chains and solvent are smaller by definition than the angular interactions along the chains (see the SI), leading to images that are insensitive to the polymerization degree, as shown in Figs. 1(e) – 1(f). Consequently, the FD extracted from those images and shown by the solid symbols in Fig. 2(b) is insensitive to the monodispersity or lack thereof of the brushes, as is approximately the averaged FD for soft CCC and NCC brushes in good solvent, shown in Fig. 2(a). For stiff brushes under bad solvent conditions the FD of the polydispersed (CCC, Fig. 1(g)) brushes is once again larger than the FD of the monodispersed (NCC, Fig. 1(h)) brushes, as the open symbols in Fig. 2(b) show.
FIG. 2. (Color online) Fractal dimension of the height images (see Fig. 1) for soft (a) and stiff (b) brush models at different image quality. The error bars represent the standard error.

The results presented in Fig. 2 show that there exists a correlation between the standard error in the calculation of the FD and the image quality, and that the error is minimized as the resolution of the image is improved. This occurs because higher quality images
display more features, which yield a broader range in which linear behavior (for $A(Q) \sim Q^b$ on log–log scale, see Eq. (6)) can be obtained from the features of the imaging. However, one can in principle obtain a FD from the image of an object which may not be fractal. Therefore, one needs additional tools to prove unequivocally the hypothesis that the structure of the brushes on the surface of cells can be used as a marker for diagnosis of their health condition. For that purpose, we have calculated the lacunarity of the brushes under both solvent conditions. Lacunarity ($\lambda$) is a concept introduced also by Mandelbrot [1] as a measure of the distribution of gaps or holes on an image. It gauges how much a geometric object departs from translational invariance or homogeneity [37]. For example, low lacunar objects are homogeneous and translationally invariant because they have gaps of about the same size or none at all, while high lacunar objects are heterogeneous and translationally covariant because of their wide distribution of gap sizes [38]. It is an additionally important variable to study because objects with the same FD can have very different lacunarity values [1], which provides additional information about the geometric properties of the objects. Lacunarity $\lambda(\varepsilon)$ is defined as the mean – square deviation of the variation of mass distribution probability $Q(M, \varepsilon)$ divided by its square mean:

$$\lambda(\varepsilon) = \frac{\sum_{M} M^2 Q(M, \varepsilon)}{[\sum_{M} M Q(M, \varepsilon)]^2},$$  \hspace{1cm} (7)$$

where $\varepsilon$ is the box size and $M$ is the mass of the pixels or the mass of the grayscale image [39]. It is the pixels’ mass density of an image, $\lambda(\varepsilon) = M(\varepsilon)/V(\varepsilon)$, hence if fractal geometry is present, then $M \sim \varepsilon^{FD}$, and the volume goes as $V \sim \varepsilon^{ED}$, where $ED$ is the Euclidean dimension. Therefore, fractality appears if a linear fit is obtained on a log $\lambda$ vs log $\varepsilon$ curve, with slope $m = FD - ED$. In Fig. 3, we report the values of the lacunarity of the images of CCC and NCC brush models at resolution of $1024 \times 1024$ pixels; full details
can be found in the SI. It is to be remarked that this study of lacunarity should be considered as a proof of concept which could be implemented even in experimental images of pericellular brushes obtained through the AFM technique, as is shown in Fig. 4. A common feature found in both soft and stiff brushes (Fig. 3) is that the lacunarity of monodisperse brushes (NCC), at a given box size, under poor solvent conditions is larger than it is for all other cases, particularly for polydisperse brushes (CCC). For soft brushes in good solvent, see the solid symbols in Fig. 3(a), the differences between their lacunarities, whether they are mono- or polydisperse, are minimal. This is also apparent from the comparison of holes distributions in Figs. 1(a) and 1(b); when mono- and polydisperse brushes are soft and under good solvent they are equally lacunar. If they are stiff, Fig. 3(b) shows that brush composition and solvent quality affect strongly their lacunarity. Since lacunarity is a measure of the lack of translational invariance, our results show that monodisperse brushes on normal cells in bad solvent have more “gappiness” and are therefore less translationally and rotationally invariant than their polydisperse counterparts. This is a consequence of their different grafting densities, which may in turn be a consequence of the mechanisms that give rise to cell malignancy [40].
FIG. 3. (Color online) Lacunarity, $\lambda$, of images of soft (a) and stiff (b) brushes at resolution of $1024 \times 1024$ pixels, shown in Fig. 1, as a function of box size, $\varepsilon$. The solid lines indicate fractal behavior. The software Image J [41] was used to obtain $\lambda$; full technical details are found in the SI.

Notice in Fig. 3 that the lacunarity of brushes under good solvent conditions cannot be approximated by a single linear fit, as two or more lines would be needed. This aspect
indicates that the images of those brushes, in particular those on NCC, are not simply fractal and can only be considered as multifractal, in agreement with conclusions derived from experiments [20, 42].

FIG. 4. (Color online) Lacunarity, $\lambda$, of images of brushes on cancerous and healthy human epithelial cells at resolution of 1024×1024 pixels, taken from experiments (reference [20] for Fig.4(a) and reference [21] for Fig. 4(b)), as a function of box size, $\varepsilon$. The solid lines indicate fractal behavior. The software Image J [41] was used to obtain $\lambda$;
full technical details are found in the SI. The legends report the fractal dimension obtained from the linear fit to the lacunarity, for each case.

In Figs. 4(a) and 4(b) there is a comparison of the lacunarity obtained from our analysis of images of brushes, taken from human cancerous and normal cervical epithelial cells using AFM [20, 21]. From the linear fits of the lacunarity one can obtain the brushes’ FD, confirming that for brushes on cancerous cells FD is larger than that for brushes on normal cells, yielding differences of at least 10 % between cancerous and normal cells, in agreement with the difference reported in experiments [20, 21]. The calculation of \( \lambda \) provides additional information that complements what one learns from the FD, because it helps discern from different types of patterns. Also, it yields size – dependent information, as opposed to single – value properties, such as the FD [43]. Additionally, analysis based on \( \alpha \) and \( \lambda \) has been found to be more sensitive in detecting apoptosis than cytometric assays [44]. We find in particular that soft brushes on normal cells (Fig. 1(c)) have larger \( \lambda \) than soft brushes on cancer cells (Fig. 1(d)) under bad solvent conditions because, as those figures show, the image of the brush on a normal cell presents more gappiness than the image of the brush on a cancer cell, even though their FD have the opposite trend. Fractal dimension gauges the complexity of the brush (the more inhomogeneous the brush, the larger the FD) while \( \lambda \) tracks the lack of rotational and translational invariance. Taken in conjunction, those two parameters (\( \alpha \) and \( \lambda \)) can render a more robust diagnosis based on image analysis. For example, for images taken on fixed and freeze dried cells [20], where the environment acts as a bad solvent on the brushes, the analysis reported here can help to distinguish clearly cancer cells from normal ones because the difference between their FD can be up to 20 % (see empty symbols in Fig.2, and [20, 22]) but the difference in their \( \lambda \) values at a given box size can be about 40 % larger (see Fig. 3(a)) or more (see solid squares, Fig. 4(b)).
CONCLUSIONS

In conclusion, the FD of soft, polydisperse brushes is distinguishably larger than the FD of soft monodisperse ones, under poor solvent conditions. This is confirmed by the calculation of the lacunarity, which adds useful information about the homogeneity or lack thereof of the surfaces with brushes. Image resolution is found to be a key variable to improve the detection of fractal geometry. Lastly, soft brushes respond more noticeably to inhomogeneity induced by polydispersity than stiff ones, while good solvent quality tends to “wash out” the differences of fractal properties between poly – and monodisperse brushes. These conclusions are expected to be useful for other applications of polymer brushes, such as those in stimuli – responsive materials in solvents of varying quality [45].
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COMPUTATIONAL DETAILS

The dissipative particle dynamics (DPD) model [1, 2] is used to design and simulate pericellular brushes models. In addition to the elemental forces required to model a fluid in DPD, additional conservative forces are required to model brushes on cervical cells and the confinement of the systems.

For the design of the chains that make up the brushes we use the bead – spring model with two bonding forces that represent the interactions between two and three consecutive beads of the chains. The first one is a two – body harmonic force that joins adjacent beads (eq. (S1)) [3]. The other is a three – body sinusoidal force acting between three consecutive beads to provide rigidity to the chains (eq. (S2)) [4]:

\[
F_s = -k_s (r_{ij} - r_0) \hat{r}_{ij}, \quad (\text{S1})
\]

\[
F_A = k_\theta \sin(\theta_{ijk} - \theta_0), \quad (\text{S2})
\]

where \( k_s \) and \( k_\theta \) are the constants for the Hookean and angular forces, respectively; \( r_0 = 1/\sqrt{3}\rho \approx 0.7 r_c \) is the equilibrium distance between two adjacent beads when the global density is equal to three [5, 6]. The symbols \( r_{ij} \) and \( \hat{r}_{ij} \) are the relative distance and the unit vector between two consecutive beads, respectively; the relaxation angle is \( \theta_0 = 180^\circ \) and \( \theta_{ijk} \) is the angle between two adjacent bonds, respectively. We use \( k_s = 100 k_B T/r_c^2 \) [6] for all the chains in each system, and two values for the angular force constant \( k_\theta \) to modify the rigidity of the chains, namely \( k_\theta = 10 k_B T/r_c \) for soft chains and \( k_\theta = 100 k_B T/r_c \) for stiff chains. These values of the constants preclude bond crossing between chains. In Fig. S1, we show a schematic representation of the systems designed and solved in this work.

†Corresponding author. Electronic mail: agama@alumni.stanford.edu
Fig. S1. Schematic overview of the models of pericellular brushes confined by an AFM probe used here. The solvent is omitted for clarity.

The systems are confined by two surfaces in the $z$–direction of the systems. The cell’s surface, located at $z = 0$, is modeled through an effective square surface, wherein the interaction with the beads of the systems is given by:

$$F_{\text{wall}} = \begin{cases} a_{iw} \left(1 - z_{iw}/z_c\right) \hat{z} & z_{iw} \leq z_c \\ 0 & z_{iw} > z_c \end{cases},$$

(S3)

which is a linearly decaying force with a cutoff length $z_c$; $z_{iw}$ is the distance between the $i$-th bead and the implicit surface, $\hat{z}$ is their unit vector, and $a_{iw}$ is the maximum intensity of the force [7]. The surface of the AFM probe is included explicitly, i.e., with DPD particles; the curvature radius of the surface is $R = 0.8 L_x$ and is located at $z = L_z = 26 r_c$.

The quality of the solvent is varied to investigate the behavior of the brushes immersed in good and bad solvent conditions [8]. This is done by varying the interaction parameters for the conservative force DPD, which is more repulsive the larger the value of the parameter $a_{ij}$. The non-bonding conservative DPD force is:

$$F_{ij}^C = \begin{cases} a_{ij} \left(1 - r_{ij}/r_c\right) \hat{r}_{ij} & r_{ij} \leq r_c \\ 0 & r_{ij} > r_c \end{cases},$$

(S4)

where $r_{ij} = r_i - r_j$, $r_{ij} = |r_{ij}|$ and $\hat{r}_{ij} = r_{ij}/r_{ij}$ are the relative position between particles $i$ and $j$ vector, its magnitude and its unit vector, respectively, and $a_{ij}$ is the repulsion parameter between two beads of different species. The latter depends on the coarse-graining degree, i.e., on the number of water molecules grouped into a DPD particle. For a coarse-graining degree equal to three, the interaction between the same bead species becomes $a_{ij} = 78.0 k_B T/r_c$, where $k_B$ is Boltzmann's constant, $T$ is the absolute temperature of the system and $r_c$ is the cutoff radius, which is the reduced unit of the length in the DPD model and is commonly set to $r_c = 1$.

Table S1 lists the interaction parameters of the force representing the implicit cell surface (eq. (S3)) and the conservative force DPD (eq. (S4)), for each species of DPD particles.
**Table S1.** Interaction parameters $a_{ij}$ of the conservative force DPD and the force of the implicit surface representing the cell surface. $k_BT$ and $r_c$ are expressed in reduced DPD units and represent energy and length, respectively. Bead species are: S = solvent, H = chain’s head, T = chain’s tail, P = AFM probe and C = cell’s surface.

| $a_{ij}$ [$k_B T / r_c$] | S     | H     | T     | P     | C     |
|--------------------------|-------|-------|-------|-------|-------|
| i                        |       |       |       |       |       |
| S                        | 78    | 79.3(85) | 79.3(85) | 140   | 100   |
| H                        | 79.3(85) | 78    | 78    | 140   | 60    |
| T                        | 79.3(85) | 78    | 78    | 140   | 100   |
| P                        | 140   | 140   | 140   | 78    | 0**   |
| C                        | 100   | 60    | 100   | 0*    | 0**   |

*Since the distance is larger than the cutoff radius. **Because the cell’s surface is implicit.

The dimensions of the simulation box are $L_x = L_y = 20 \, r_c$ and $L_z = 26 \, r_c$, where the value of $L_z$ is chosen so as to maintain a fixed distance $d = 10 \, r_c$ between the cell surface and the tip surface of the AFM probe. All the simulations are carried out in two phases. The first one is the thermalization phase, which ends after 5 blocks of $10^4$ DPD time steps each, with $\Delta t = 0.01 \, \tau$, which is sufficient for the system to reach thermal equilibrium. The second is the production phase, which consist of 20 blocks of $10^4$ DPD time steps of $\Delta t = 0.03 \, \tau$, during which data are collected to obtain the average of the reported properties.

The reduced units used in this work are based on the coarse – graining ($N_m$) equal to three and a global density ($\rho^*$) equal to three, i.e., the total number of DPD particles divided by the available volume of the system. Length is reduced with the cutoff radius $r_c = 6.46 \, \text{Å}$ [9]; the interaction parameters $a_{ij}$ and $a_{iw}$ are expressed in the reduced unit of force $k_BT / r_c = 1$; the latter parameters can change with temperature [10]. The time is reduced with $\tau = (m r_c^2 / k_B T)^{1/2} \approx 3 \, \text{ps}$, where $m \approx 9 \times 10^{-23} \, \text{g}$ is the mass of a water DPD particle with $N_m = 3$. Newton's second law of motion is integrated discreetly to solve the forces through a modified velocity Verlet algorithm [11, 12]. Periodic boundary conditions are used on the $x$– and $y$– directions of the simulation box since the system is confined in the $z$– direction.

**RESOLUTION OF IMAGES**

In this work, we use images at four different resolution values to determine which one is the best for the calculation of the fractal dimension (FD), considering that high – quality images require more sophisticated equipment and methodologies. The procedure followed to define the quality of the images is laid out below.
Step 1: The matrix of heights of the frame of the system on which we will work is extracted; in this case, the lateral size of the images is given in reduced DPD units, such that $L_x = L_y = 20 \, r_c$.

Step 2: As the beads of the system technically are represented by points in space, the matrix of heights of the system is given by points on the $xy$–plane, where the intensity represents the height at which the bead is located. Thus, when the quality of the image $N_x \times N_y$ is chosen, one needs to save the positions $(p_x, p_y)$ in units of $r_c$ of each bead and convert that position to pixel coordinates $(x, y)$. Figure S2 shows a simple sketch of the process previously described.

![Figure S2](image)

**Fig. S2.** Process used to assign coordinates for the points (beads) on the pixel map, where $L_x$ and $L_y$ are the lateral size of the system in units of $r_c$, while $N_x = N_y \in \mathbb{Z} > 0$, are the number of pixels in their respective directions.

The magnitude of one pixel in units of $r_c$ is given by

$$1 \text{ pixel} = \frac{L_x}{N_x} = \frac{L_y}{N_y}, \quad (S5)$$

where $L_x = L_y$ are given in units of $r_c$. For consistency, we choose values of $N_x = N_y$, which are the number of pixels in their respective directions. Hence, if the position for a point (bead) on the $xy$– plane is given by $(p_x, p_y)$, the location of such point (bead) on the pixel map is given by $(x = p_x \times \frac{N_x}{L_x}, \ y = p_y \times \frac{N_y}{L_y})$, rounding it up to the nearest positive integer to the right.

Step 3: Now that each point (bead) in the system has coordinates corresponding to the pixel map, one can “shape” every point. Since it is known that $r_c$ is the size of a DPD particle, its size in pixels can be found knowing that $1r_c = N_x/L_x$ pixles; then, we fill the pixels with the value of the height given by

$$h(r) = z(x, y) + [r_c^2 - r^2]^{1/2}, \quad (S6)$$

where $z(x, y)$ is the value of the height for the pixel $(x, y)$. Figure S3 shows a schematic representation of equation (S6).
Fig. S3. Schematic representation of the height as a function of the distance $r$, with $r \in [0, r_c]$. (a) A sketch of the occupancy of a simple bead on the pixel map (b), where the intensity of the filled pixels represents the magnitude of the height.

In Fig. S4, we show the images at the four different resolutions for soft brushes covering a cancerous cell under bad solvent conditions, following the procedure just outlined.
Fig. S4. Images of soft brushes on cancerous cell models under bad solvent conditions, at different resolution: 128×128, 256×256, 512×512 and 1024×1024, panels from (a) through (d), respectively. White (maximum intensity) represents the highest value of the brush height, while black (minimum intensity) represents the cell’s surface height (h = 0).

CALCULATION OF THE FRACTAL DIMENSION \( \alpha \)

The FD is calculated from the 2 – dimensional Fast Fourier Transformed (FFT) images of the brushes. Figure S5 shows an example of the FFT image used in this work with their respective curve \( A(Q) \) in log – log scale, where the slope \( b \) of the fitting curve \( \log(y) = b \log(Q) + \log(a) \) is used to find the FD (\( \alpha \)) of the image through equation \( \alpha = 2 - b \). The fitting was done in a range of \( Q \) values within the range of the inverse size of the coarse – graining degree. This procedure is performed for all the images at their different resolutions (128×128, 256×256, 512×512 and 1024×1024 pixels).
A(Q) = -0.687Q - 3.723

(b)
(d) Data Fit

\[ A(Q) = -0.639Q - 3.793 \]

(e)

(f) Data Fit

\[ A(Q) = -0.620Q - 3.87107 \]
**Fig. S5.** Images of the 2–dimensional FFT for soft brushes of model cancerous cells under bad solvent conditions with image quality of 128×128, 256×256, 512×512 and 1024×1024 pixels, panels (a), (c), (e) and (g), respectively. Panels (b), (d), (f) and (h) are their corresponding curves obtained from eq. 2 in the main article.

**CALCULATION OF THE LACUNARITY λ**

Lacunarity was calculated with the plugin FracLac for ImageJ [13, 14], using the Differential Box Counting algorithm (DBC) [15]. This algorithm consists of placing a gliding-box of size $\varepsilon$ at a corner of an image window of size $W\times W$, where $\varepsilon < W$. Then, in the $\varepsilon \times \varepsilon$ gliding-box, a column made of $\varepsilon \times \varepsilon \times \varepsilon$ cubes is stacked to cover the maximum pixel value, where the minimum and maximum pixel values within the column are inside the cubes $u$ and $v$, respectively. Hence, the relative height of the column is given by [16, 17]

$$ I(i,j,\varepsilon) = v - u + 1 , \quad (S7) $$

where $i$ and $j$ refer to pixel number of the image window. Once the gliding-box slides over the $W\times W$ section the mass of the grayscale image will be:

$$ M(\varepsilon) = \sum_{i,j} I(i,j,\varepsilon) , \quad (S8) $$
thus, the lacunarity $\lambda$ can be obtained using eq. (3) in the main manuscript. In Fig. S6, we show an illustration of the main idea behind the DBC algorithm.

**Fig. S6.** Illustration of the DBC algorithm. In this example, for the 4×4 gliding box $u = 1$ and $v = 4$, therefore, $l = 4 - 1 + 1 = 4$.

We use a power series to scale the box size $\varepsilon$, with the base equal to 2 and exponent equal to 1; therefore, the minimum box size is 2x2 pixels. The maximum box size chosen was the size of the entire image. Since the resolution of the images is given by powers of 2, the maximum box size will depend on it. We also extract the FD of the images from these calculations, using the slope $m$ of the curve $\log \lambda(\varepsilon)$ vs $\log \varepsilon$, such that $m = D_f - D_e$, where $D_f$ is the FD and $D_e$ is the euclidean dimension [18]. Figure S7 shows the FD of the brushes images at the different resolutions, obtained from the lacunarity. Although the values of the FD obtained from the lacunarity curves differ from those obtained from the Fourier analysis, it is found that the trends are consistent with each other inasmuch as the CCC brushes images exhibit higher FD than the NCC brushes images and poor solvent condition enhance the fractality of the systems.
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