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Abstract—Setting up robot environments to quickly test newly developed algorithms is still a difficult and time consuming process. This presents a significant hurdle to researchers interested in performing real-world robotic experiments. RobotIO is a python library designed to solve this problem. It focuses on providing common, simple, and well structured python interfaces for robots, grippers, and cameras, etc. These are provided with implementations of these interfaces for common hardware. This enables code using RobotIO to be portable across different robot setups. In terms of architecture, RobotIO is designed to be compatible with OpenAI gym environments, as well as ROS; examples of both of these are provided. The library comes together with a number of helpful tools, such as camera calibration scripts and episode recording functionality that further support algorithm development.

I. INTRODUCTION

Recently there have been rapid developments in robotics, machine learning, and computer vision. This has led to an increase in interest in the field and an increased motivation to conduct real-world robotic experiments. However, setting up such an environment remains a challenging task, especially for researchers who do not come from a robotics background. Despite a large amount of work being performed in simulation, real robotic experiments remain an important test of any algorithm’s practical viability. To enable researchers to achieve this goal we present the RobotIO library, which is designed to let new developers hit the ground running and to get new algorithms working on a robot as quickly as possible. The library provides hardware independent interfaces allowing for portable code to be developed and to be shared between robots and labs.

The library focuses on providing simple, and well structured interfaces for controlling robots. RobotIO focuses on co-bots that are commonly used for research, such as the Kuka iiwa, the Universal-Robots UR3, and the Franka-Emika Panda. In addition, interface code for common cameras, such as the Intel RealSense or the Microsoft Kinect are provided.

This document aims to describe the problems addressed by the RobotIO library so that potential users can evaluate if it is a good fit for their tasks. The modular structure of the library also allows it to be extended easily to new setups, this document will also explain the library’s design choices in order to help developers interested in extending it for their purposes.
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Fig. 1: RobotIO provides shared interface classes to quickly interface between robots and input devices. This allows for the quick setup of real-world robot experiments.

II. BACKGROUND

Robotic systems feature software stacks with various modules solving specific functions. To provide a better overview of this field we will summarize some of the common functionality here.

Robot Controllers: When controlling a robot one wants to have an interface that gives as fine grained control as necessary and is as abstract as possible. In order to be easily usable, robots are normally shipped with programming functionality. Historically this has been through vendor-specific domain languages, recently this has shifted to robots being provided with control APIs in real programming languages such as Java [1], C++ [2], and Python, with current robotics research settling on Python as the most common language used for development. Robot controllers typically allow inputting joint angles or Cartesian poses that a robot should move to. If a controller API in a common language is not provided by the manufacturer, these are often programmed by researchers and available online [3].

The PyRobot [4] project aims to provide a simple, easy-to-use Python interface, similar to our work. However, this work is focused on the locobot platform and has not been extended to multiple robots.

Motion Libraries: Typically, there are a number of standard goals that users have for their robots, such as moving to a desired end-effector pose from a starting pose. Motion libraries generate trajectories for these types of goals while enforcing some additional constraints such as straight-line Cartesian motion, low accelerations, and jerks. In addition, these libraries typically include an execution component that executes the planned trajectories, while closely monitoring the state of the execution. Examples of these include Re-
flexxes [5] and frankx [6]. Notably, these libraries do not address the problem of avoiding obstacles. They are solely concerned with generating primitive motions with desirable dynamic properties.

**Planning Libraries:** In many cases, robots operate in more cluttered environments. In such environments, a motion generator is prone to generating motions that are in collision. Motion planning libraries are thus concerned with generating trajectories to satisfy a given goal, while, given a model of the environment’s geometry, avoiding contact with the surroundings. The most well-known example is MoveIt [7], built on OMPL [8], [9] and robowflex [10] as a simplification. Alternatives are KOMO [11], [12], and Traj-Opt [13]. Both are less feature-complete than MoveIt but offer more options in terms of goals and constraints for the motion.

**Robot Simulators:** Simulation is an important part of robot algorithm development. Among the most common ones are OpenRAVE [14], Gazebo [15] the standard simulation tool of the ROS ecosystem, PyBullet [16] a lightweight physics solver with generation tools for sensor data, and Mujoco [17] a physics solver similar to PyBullet in its feature-set, but with the additional ability of contact differentiability. The latter has become an interesting feature for back-propagation in deep machine learning models, and as such, has become a desired feature for the next generation of simulators such as Brax [18]. However, so far a new standard simulator has not emerged. In addition to the open-source simulators, there are also some proprietary options, usually offering much more realistic renderings of camera data, easing the transfer to the real world. Notable are Unity3d’s efforts to create a simulation ecosystem for robotics [19], and Nvidia’s ISAAC simulation environment [20], boasting both their physics solver and raytracing-enabled real-time rendering.

**Simulated Robot Environments:** While RobotIO focuses on enabling real-world robot experiments, for completeness we briefly include a summary of simulated robot environments. OpenAI gym [21] and DeepMind Control-Suite [22] provide test environments for continuous control, especially for RL algorithms. More realistic simulated environments include [23], [24] these combine realistic 3D environments with navigation and manipulation tasks.

**Robotics Frameworks:** Robotics frameworks seek to provide an environment and tools for the complete development of robotic applications. While there are less well-known ones such as Microsoft Robotic Studio [25], and Rock [26], the Robot Operating System (ROS) [27] is the de facto standard framework in robotics today. It provides an ecosystem of different modules that can be tied together by a multi-device communication protocol. Additionally, it ships with simulation, visualization tools and debugging tools for analyzing the communication of different modules. A large number of packages for robotics problems, such as control, path-planning, or image processing, are available in ROS. While RobotIO does provide some of the functionality provided by these packages, we do want to stress that it is not meant to rival the ROS ecosystem. Instead, we see RobotIO as a complementary library into which ROS modules can easily be integrated, as shown in (ref Franka interface), avoiding the need for inexperienced users to interface with all the different components of a typical ROS system manually.

III. THE ROBOTIO LIBRARY

RobotIO is designed as a toolbox, which enables easy access to both robots and common sensors so that anyone can use these physical devices in their experiments. As a more structured approach to robotic experiments, RobotIO also provides a gym-like environment, which makes use of only a few functions for stepping and resetting the setup. Instantiating a setup in this way allows easy passing of actions to the robot, often without having to consider the complexity of the underlying setup. Individual components of RobotIO can be run independently, with examples of this usually given in the relevant class files.

A. Architecture Overview

The architecture of the RobotIO library is described in Figure 2. We start by briefly summarizing the main modules that environments are composed of, these are described in more detail in the following sections.

**InputDevice/Algorithm:** At the top level of the control stack the input for the environment is generated. This can come from a human input device, such as a keyboard or 3D mouse, or from code, such as an ML policy. The latter usually consumes environment states as inputs in order to compute current actions.

**Environment:** RobotIO is designed to provide simple gym-like environments, which make use of only a few functions for stepping and resetting the setup. Instantiating a setup in this way allows easy passing of actions to the robot, often without having to consider the complexity of the underlying setup.

**Robots:** The robot interface handles the control of a single robot arm. The purpose of this class is to translate actions into robot motion, by calling robot controller code.

B. Motion Control Actions

Having interchangeable environments and robots requires having standardized actions. Default gym design has vector actions, with the meaning of the action information specified as part of the environment. As it can be useful to use different action types during one session we have instead chosen dictionary actions that contain the meaning of the action explicitly. Other system parameters, such as the TCP position are part of the configuration.

The most common action type is Cartesian position control. In RobotIO these are encoded as follows.

```
action = {motion=((x,y,z),(x,y,z,w),g),
          ref=abs/rel,
          path=ptp/lin,
          blocking=True/False}
```

1 As robot controller could have multiple interpretations, for this document we use it to refer to the code that takes actions and moves the robot.
Gripper actions, \( g \), are discretized by default \( g \in (-1, 1) \) for closing and opening respectively, we have found this to work well in practice. Following standard robotics practice, all action sizes are given in meters, this also applies to simulation shape sizes.

C. Input Devices

Common challenges in robotics are checking the environment, and, especially in robotic learning, collecting demonstrations. Typically, this is quite cumbersome, as collecting data from external input devices is not a standard feature of Python. With RobotIO we provide simple implementations to a number of common input devices such as keyboards, 3D mice, and even VR controllers. These implementations communicate asynchronously with the respective device and the retrieved input can then be read and processed by the main application. This allows users to easily control their robots manually in order to explore their environment, check safety margins and the general response of the robot’s control, and collect the aforementioned demonstration trajectories as input for learning algorithms.

While all the different interfaces are easy to use, we do feel it necessary to point out that their control spaces are not identical: Keyboards and 3D mice output relative actions, while VR controllers can give absolute positions. When using absolute positions additional filtering to guarantee safe operation, especially as VR controllers can accidentally be occluded during operation.

In the background, RobotIO uses PyBullet’s VR interface to connects to the devices which connects to SteamVR. This means that it is possible to connect to any mainstream VR headset, be it a Valve Index, HTC Vive, or one of the Oculus devices.

```python
input = KeyboardInput(**cfg)
while True:
    action = input.get_action()
    robot.move_cart_pos(action)
```

D. Robots

The robot takes input actions and moves the robot and instigates the motion of the robot by accessing the software interface provided by the robot. In the initial release of RobotIO we provide code for the following robots: Kuka iiwa, Universal Robots, and Franka-Emika Panda. This functionality relies on the robot software provided by the vendors or makes use of open-source third-party libraries that wrap these. Writing interfaces for new robots should be easy if these already have decent APIs. The panda_frankx class provides an example of wrapping a C++ interface with Cython. Some notes on system requirements of robot interfaces are given in Table I.

In addition, RobotIO provides a ROS implementation of its robot interface, which wraps any implementation of the robot interface in a ROS node and adds the functionality of automatically publishing status information to the ROS network.

```python
robot = RobotClass(**cfg)
robot.move_to_neutral()
robot.move_cart_pos(action)
robot_state = robot.get_state()
```

E. Grippers

Most robots do not come with integrated grippers, for this reason, an interface to grippers is also required. The gripper interface is usually contained within the robot. In this initial release, RobotIO provides gripper interfaces for the Weiss/Schunk WSG-50 gripper as well as the Weiss Griplink system, which has been tested using the CRG-30 gripper. The interface to the Franka-Emika gripper is handled through the panda_frankx library.

```python
gripper = GripperClass(**cfg)
gripper.move_to(action)
gripper_state = gripper.get_state()
```

F. Cameras

Another common task, especially for researchers in computer vision, is the integration of cameras into their pipeline. Outside of the ROS-context, this can be a very cumbersome and time consuming problem. Thus, RobotIO provides a simple camera interface and a multi-threaded wrapper that fetches the most recent data from cameras implemented under this interface. The camera interface also requires the implementation of common utility functions such as
Fig. 3: Examples of robot setups that have been used together with RobotIO. Left: Setup for opening a door using a KUKA iiwa used in [28]; Middle: Pick and place using a Franka-Emika Panda [29]; Right: UR-3 robot operated through RobotIO.

projecting and de-projecting points, generating camera and projection matrices, and computing point clouds.

Under this interface, RobotIO has currently implemented connections for two cameras which are very common in robotics research: The Intel RealSense and the Microsoft Azure.

In today’s robotics research it has become standard practice to use more than one camera in a robotic system, i.e. typically a static camera observes the scene while a wrist-mounted camera observes the interactions of the gripper in greater detail. To manage multiple cameras, RobotIO provides a camera manager also handles additional tasks such as calibration, serialization, and depth normalization. The camera calibration functionality is able to perform end-of-arm camera calibration, as well as base-to-camera calibration, by employing an AprilTag marker detection system [30], [31].

cam = CameraClass(**cfg)
rgb, depth = cam.get_image()

G. Tactile Sensors

In recent years, high-resolution tactile sensors [32], [33], [34] have become more popular in robotic manipulation research, as they are able to retrieve shape information and very small forces in a given grasp, which enables high-fidelity manipulation. Aligned with this trend, RobotIO also provides an interface to one of them: The low-cost digit tactile sensor [33]. Much like in the case of the cameras, the implementation allows for synchronous and asynchronous access.

H. Trajectory Collection Tools

A number of often-needed tools are also provided. The first of these is a data recorder which saves environment steps to disk. The initial release contains two different data loaders, a simple recorder with minimal functionality as well as a VR recorder which includes helpful functions to be able to control episode saving with VR controls. In addition to this recorder, a PlaybackEnv class is provided which de-serializes recordings and emulates the interface of a live environment. This avoids code duplication which would occur when reading state information from observation dictionaries.

I. Safety, Workspaces, and Motion Controllers

Personal safety is a major concern when working with robotic systems, especially when code is being developed. When testing code it is strongly advised to do this with low maximum velocities which can be configured in the robot controller configurations.

In addition to this, RobotIO provides workspaces that automatically clip the range of motions that a robot can navigate to. Currently, these are limited to axis-aligned boxes in the frame of the robot’s base.

To ensure greater safety in human operations, RobotIO ships with an action-filtering class called RelActionControl. This class turns relative actions into absolute ones, while also limiting exerted forces, and preventing high jerks, accelerations, or dangerous contortions.

J. Simulated Environments

While the RobotIO library primarily focuses on interface specification for hardware, having simulations that are compatible with RobotIO is very helpful for research and development. While these are not integrated into the library, we would like to point to the CALVIN [35] environment which focuses on learning from play data that can be collected in simulation and the real world using VR input devices.

K. Software Engineering

The following section contains some notes regarding the implementation of RobotIO in order to explain some of the design choices.

RobotIO is implemented in python a language commonly used for robotics, machine learning, and computer vision research. This allows interfacing with these kinds of software with minimal effort. As hardware interfaces will often require complex software libraries to be installed the installation of RobotIO makes use of conditional dependencies to allow selecting those modules required for a certain machine. A more detailed description is given in Appendix VI-A.

Programming robots is difficult and doing so with concurrency doubly so. By default RobotIO is designed to

2please note that the ur-rite controller does not make use of the maximum velocity parameter that can be specified when executing servo motions.

3CALVIN environment: https://github.com/mees/calvin
be used synchronously. Internally however, for several high latency task concurrency is used below the surface to speed up processes, an example of this is the ThreadedCamera class. Beyond this robot motion can be controlled asynchronously by setting the blocking keyword to False in actions. Finally, async versions of several functions are provided on an experimental basis.

The use of a configuration management system such as hydra [36] is a good match for robotics software, as seen in [4]. This allows keeping a structured overview over a large number of configuration parameters, makes it easy to compose configurations over sub-configurations, and also allows easy logging of the run-time configuration for better reproducibility of experiments.

Additional notes regarding convention on coordinate systems and the representation of geometric calculations are provided in Appendix VI-B.

L. Tuning Control

Controlling a robot arm by streaming incremental actions is more complex than planning entire trajectories. For incremental actions the frequency and distances given as input must match the settings of the controller, otherwise the motion can be too slow or even jittery. These problems can be addressed by adjusting the control parameters of the underlying robot controller which can be found in the robot interface classes. We have tried to set sensible default values but would like to point out that these should be adjusted in necessary.

IV. Example Use-Cases

Over the course of its development RobotIO has been used and tested on a number of different robot setups that have been used for papers in several different areas of robotics, including reinforcement learning [37], [38], manipulation [39], [40], learning from language and play [29], [35], [41], physics prediction [28], as well as visual servoing [42], [43]. Examples of this can be seen in Figure 3.

V. Discussion

We present RobotIO, a library for fast testing of real-world robot software. It provides common interfaces for robots allowing portable code to be written and programs to be tested on new setups with minimal adjustment.

We hope that sharing this work will allow more researchers to conduct real-world robot experiments, to spend less time on setting up robot systems, and more time developing new algorithms. We welcome additional contributions to extend RobotIO.
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VI. Appendix

A. Optional Modules

As hardware interfaces will often require installing complex software libraries, RobotIO makes use of conditional dependencies to allow selecting only those modules required for a certain machine. A list of these modules, together with some of their requirements is provided in Table I.

| module            | pip install | kernel module | rt kernel |
|-------------------|-------------|---------------|-----------|
| ur_dte            | ✓           |               |           |
| panda_frankx      |             |               | ✓         |
| panda_ros         |             |               | ✓         |
| iiwa              |             | ✓             |           |
| realsec           |             |               |           |
| realsese          |             |               |           |
| iiwa              |             |               |           |
| kinect            |             |               |           |

TABLE I: A list of system requirements. pip install indicates if installation is possible using only pip, kernel modules indicate if the module requires installing kernel modules, and rt kernel indicates if the module requires running on a real-time kernel.

B. Conventions for Coordinate Systems and Units

Adhering to conventions as in the use of coordinate systems and units is important to ensure the compatibility and maintainability of code. For this project, we have specified the following conventions.

1) Use a right-handed coordinate system
2) Multiply transformations from the left $T_2 \times T_1$
3) Use the quaternion order $(x, y, z, w)$. This is the convention used by bullet and scipy. Many parts of the code will detect quaternions from the numpy-quaternion package and convert these.
4) The camera coordinate system on image: +x is right, +y is down, and +z is far.
5) The TCP coordinate system should be: +x is right, +y is down, and +z is far.
6) All distances and sizes should be in meters.
