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ABSTRACT
This paper aims to improve machine learning fairness on multiple sensitive attributes. Machine learning fairness has attracted increasing attention since machine learning software is increasingly used for high-stakes and high-risk decisions. Most existing solutions for machine learning fairness either target only one sensitive attribute (e.g., sex) at a time, or have magic parameters to tune, or have expensive computational overhead. To overcome these challenges, we propose FairBalance to balance the group distribution of training data across every sensitive attribute before training the machine learning models. Our results show that, under the assumption of unbiased ground truth labels, at low computational overhead, FairBalance can significantly reduce fairness metrics (AOD, EOD, and SPD) on every sensitive attribute with high performance, if any damage to the prediction performance. In addition, FairBalance is a pre-processing technique which balances the class distribution in the training data. With FairBalance, predictions will no longer favor the majority class, thus achieving a higher $F_1$ score on the minority class. FairBalance and FairBalanceClass also outperform other state-of-the-art bias mitigation algorithms in terms of prediction performance and fairness metrics.

This research will benefit society by providing a simple yet effective approach to improve fairness of machine learning software on data with multiple sensitive attributes. Our results also validate the hypothesis that, on datasets with unbiased ground truth labels, ethical biases in the learned models largely attribute to the training data having (1) difference in group size and (2) difference in class distribution within each group.

To facilitate reuse, reproduction, and validation of this work, our scripts and data are available at https://anonymous.4open.science/r/FairBalance-1E44 under an open-source Apache license (v2.0).

CCS CONCEPTS
- Computing methodologies → Machine learning.  
- Software and its engineering → Software creation and management.
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1 INTRODUCTION
With machine learning and artificial intelligence software increasingly being used to make decisions that affect people’s lives, much concern has been raised on the fairness in machine learning. Studies have shown that, sometimes the machine learning software behaves in a biased manner that gives undue advantages to a specific group of people (where those groups are determined by sex, race, etc.). Such bias in the machine learning software can have serious consequences in deciding whether a patient gets released from hospital [20, 26], which loan applications are approved [23], which citizens get bail or sentenced to jail [1], who get admitted/hired by universities/companies [13].

Many research has been done trying to mitigate the ethical bias in the machine learning software. However, most existing solutions for machine learning fairness either target only one sensitive attribute (e.g., sex) at a time. For example, on a dataset with two sensitive attributes sex and race, most existing approaches can learn a fair model on sex or a fair model on race, but cannot learn a model which is unbiased on both sex and race [5, 17, 29]. This hinders the application of bias mitigation algorithms since a fair machine learning model cannot be biased on any sensitive attribute.

Some in-processing bias mitigation algorithms can tackle multiple sensitive attributes at the same time by optimizing for both prediction performance and fairness metrics [21]. However, such in-processing bias mitigation algorithms are usually very expensive. Magic parameters also need to be decided beforehand to trade off between prediction performance and fairness metrics. Another recent work from Chakraborty et al. [7] also works with multiple sensitive attributes. This work utilizes an oversampling technique along with a data selection technique to preprocess the data for learning a fairer model. Unfortunately, this approach has expensive computational overhead as well.

In this paper, we propose a simple yet effective algorithm, FairBalance, to learn a fairer machine learning model on every sensitive attribute. FairBalance is a pre-processing technique which balances the training data across every sensitive group so that:

1. Training data in each group have the same total weight.
2. Class distributions are the same across all groups.

Here, each group is a possible combination of different values from each sensitive attribute. The hypothesis behind is:

On datasets with unbiased ground truth labels, ethical biases in the learned models largely attribute to the training data having (1) difference in group size and (2) difference in class distribution within each group.

For example, (1) in a certain dataset if the majority of the data belong to a certain gender, the cost for misclassifying data points of the majority gender would be much higher than that of the minority gender, the machine learning model trained on this dataset will be inclined to underfit on data points of the minority gender; (2) in a certain dataset if the majority of a certain gender would be more successful than the other, the machine learning model trained on this dataset will be inclined to believe these falsehoods.

In addition to improving fairness, FairBalanceClass, a variant of FairBalance, also balances the class distribution. This can be very
useful when we care about the model’s prediction performance (e.g. precision, recall, and $F_1$ score) on a minority class.

To validate our hypothesis and the effectiveness of FairBalance, we explore and answer the following research questions with experiments on three commonly used datasets with multiple sensitive attributes and class labels derived from truth:

**RQ1:** Can FairBalance mitigate machine learning bias against multiple sensitive attributes with low computational overhead? Tested on three widely-used machine learning fairness datasets each with two sensitive attributes, five commonly applied machine learning classifiers trained on the FairBalance preprocessed training data had reduced bias on every sensitive attribute while maintaining similar prediction performances with $O(n)$ computational overhead.

**RQ2:** Can FairBalance balance class distributions (FairBalance-Class) as well? With the same experiment setup as RQ1, FairBalance-Class achieved higher $F_1$ score on the minority class while reducing bias on every sensitive attribute. This suggests that class balancing is effective in FairBalance-Class.

**RQ3:** How does FairBalance perform compared to the existing state-of-the-art bias mitigation algorithms? With the same experiment setup as RQ1, the performance of FairBalance was compared against other state-of-the-art bias mitigation algorithms. As shown in Table 1 (and discussed in Section 5), FairBalance is the only known algorithm that improves fairness on multiple sensitive attributes without damaging prediction performance and does not require hyperparameter tuning and is compatible with different classifiers and has far lower computational overhead than other algorithms.

**RQ4:** Are (1) difference in group size and (2) difference in class distribution within each group the main reasons for machine learning bias when class labels are unbiased? In Section 4, we compared the bias mitigation performance of (0) no data balancing with (1) only balancing the class distributions within each group and (2) balancing both group sizes and class distributions within each group. With results in Section 5, we confirmed that when class labels are unbiased, (2) difference in class distribution within each group is the most important reason for machine learning bias, and (1) difference in group size also contributes to it. Therefore, our hypothesis is valid and these two are the main reasons causing machine learning bias when class labels are unbiased.

Overall, the significance of this paper include:

- On datasets with unbiased class labels and multiple sensitive attributes, we show that the proposed approach FairBalance significantly outperformed other state-of-the-art algorithms in terms of reducing ethical bias while maintaining prediction performance. FairBalance can be considered as a standard procedure for training machine learning software on datasets with unbiased class labels and multiple sensitive attributes, given its advantage in performance, low computational overhead ($O(n)$), easy-to-use, and compatibility to most existing machine learning algorithms.
- RQ4 validated our hypothesis: on datasets with unbiased ground truth labels, ethical biases in the learned models largely attribute to the training data having (1) difference in group size and (2) difference in class distribution within each group. This provides our software engineering community with a better understanding of the causes of ethical bias in machine learning software.

Following the open science policy of ICSE, to facilitate reuse, reproduction, and validation of this work, our scripts and data are available at https://anonymous.4open.science/r/FairBalance-1E44 under an open-source Apache license (v2.0).

The rest of this paper is structured as follows: Section 2 provides the background and related work of this paper. Section 3 introduces our proposed algorithm FairBalance and its variant FairBalance-Class in details. To explore and answer the four research questions, Section 4 presents the experiment setups while Section 5 shows the experiment results. Followed by discussion of limitations and threats to validity in Section 6 and conclusion in Section 7.

## 2 BACKGROUND AND RELATED WORK

### 2.1 Scope of This Work

There are two major reasons causing the learned machine learning model to be biased towards certain sensitive groups:

(1) **Biased labels.** Labels in the training data can sometimes be biased already and the model trained on those labels will inherit their bias. This can usually happen in datasets with human over samples (e.g. predicting whether an HR will hire an applicant).

(2) **Biased learning process.** Even on labels derived from truth (so that the labels can be 100% fair), machine learning algorithms can sometimes learn a biased model. Some work, e.g. Chakraborty et al. [8], focuses on removing the biased labels but this direction is not in the scope of this paper. This paper focuses on reducing bias in the learning process. We do not question the fairness of labels in our datasets. As a result, we select datasets with labels derived from truth (e.g. whether a person has income higher than 50K). This paper also assumes that all the sensitive attributes are known.

Machine learning researchers have defined several different metrics for assessing whether a trained machine learning model has ethical bias. Among these metrics, FairBalance aims to reduce the difference in the treatments each individual from different groups received from the learned model. Such difference in treatments represent group fairness and are measured by the following three fairness metrics [2]:

- **Statistical Parity Difference (SPD):** Difference of probability of being assigned to the positive predicted class (PR) for unprivileged and privileged groups (1).

  \[
  SPD = PR_U - PR_P
  \]

- **Equal Opportunity Difference (EOD):** Difference of True Positive Rates (TPR) for unprivileged and privileged groups (2).

  \[
  EOD = TPR_U - TPR_P
  \]

- **Average Odds Difference (AOD):** Average of difference in False Positive Rates (FPR) and True Positive Rates (TPR) for unprivileged and privileged groups (3).

  \[
  AOD = \left(\frac{(FPR_U - FPR_P)}{2} + \frac{(TPR_U - TPR_P)}{2}\right) \times 0.5
  \]

Where Table 2 and (4) shows the calculation of PR, TPR, and FPR.
Table 1: Comparisons between the proposed approach FairBalance and other state-of-the-art bias mitigation approaches.

| Treatment                  | Reduce bias on single sensitive attribute | Little damage to predictive performance | Reduce bias on multiple sensitive attributes | No hyper-parameters for trade-offs | Low computational overhead | Compatible with different classifiers |
|----------------------------|-------------------------------------------|----------------------------------------|---------------------------------------------|-----------------------------------|---------------------------|--------------------------------------|
| FairBalance                | ✓                                         | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |
| Fair-SMOTE [7]             | ✓                                         | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |
| FERMI [21]                 | ✓                                         | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |
| Reweighing [17]            | ✓                                         | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |
| Adversarial Debiasing [29] | ✓                                         | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |
| Reject Option Classification [18] | ✓                     | ✓                                      | ✓                                           | ✓                                 | ✓                         | ✓                                    |

Table 2: Combined Confusion Matrix for Privileged (P) and Unprivileged (U) Groups.

|                | Privileged | Unprivileged |
|----------------|------------|--------------|
|                | Predicted No | Predicted Yes | Predicted No | Predicted Yes |
| Actual No      | TP<sub>P</sub> | FP<sub>P</sub> | TN<sub>U</sub> | FP<sub>U</sub> |
| Actual Yes     | FN<sub>P</sub> | TP<sub>P</sub> | FN<sub>U</sub> | TP<sub>U</sub> |

\[
PR = \frac{(TP + FP)}{(TP + FP + TN + FN)} \\
TPR = \frac{TP}{(TP + FN)} \\
FPR = \frac{FP}{(FP + TN)}
\]

2.2 Related Work

Prior work in the same scope can be classified into three types depending on the approach applied to remove ethical bias:

Pre-processing algorithms. In this approach, training data is pre-processed in such a way that discrimination or bias is reduced before training the model. Kamiran and Calders [17] proposed reweighing method which generates weights for the training examples in each (group, label) combination differently to achieve fairness. Feldman et al. [14] designed disparate impact remover which edits feature values to increase group fairness while preserving ranking-ordering within groups. Calmon et al. [4] proposed an optimized pre-processing method which learns a probabilistic transformation that edits the labels and features with individual distortion and group fairness. Another pre-processing technique, learning fair representations, finds a latent representation which encodes the data well but obscures information about sensitive attributes [28].

In-processing algorithms. This approach adjusts the way a machine learning model is trained to reduce the bias. Zhang et al. [29] proposed Adversarial debiasing method which learns a classifier to increase accuracy and simultaneously reduce an adversary’s ability to determine the sensitive attribute from the predictions. This leads to generation of fair classifier because the predictions cannot carry any group discrimination information that the adversary can exploit. Céli et al. [6] designed a meta algorithm to take the fairness metric as part of the input and return a classifier optimized with respect to that fairness metric. Kamishima et al. [19] developed Prejudice Remover technique which adds a discrimination-aware regularization term to the learning objective of the classifier. Most recently, Lowy et al. [21] measured fairness violation using exponential Rényi mutual information (ERMI) and designed FERMI, an in-processing algorithm, to reduce ERMI and prediction errors with stochastic optimization. Lowy et al. [21] showed that FERMI outperforms the other state-of-the-art in-processing bias mitigation algorithms on datasets with multiple sensitive attributes.

Post-processing algorithms. This approach adjusts the prediction threshold after the model is trained to reduce specific fairness metrics. Kamiran et al. [18] proposed Reject option classification which gives favorable outcomes to unprivileged groups and unfavorable outcomes to privileged groups within a confidence band around the decision boundary with the highest uncertainty. Equalized odds post-processing is a technique which particularly concentrate on the Equal Opportunity Difference (EOD) metric [16, 24].

To demonstrate the effectiveness of our proposed approach, FairBalance will be compared against the following selected state-of-the-art bias mitigation algorithms:

Reweighing [17] focuses on binary classification problem with one sensitive attribute. It assigns different weights to the training data as follows:

\[
W(s, c) = \frac{|X(s)| \times |X(c)|}{|X(s, c)| \times |X|},
\]

where \( s \in \{b, w\} \) is the value of the sensitive attribute and \( c \in \{\text{Yes, No}\} \) is the value of the binary class label.

Fair-SMOTE [7] first utilizes synthetic minority over-sampling technique (SMOTE) [11] to generate synthetic training data points. The training data is divided into subgroups based on class and the sensitive attributes. If class and the sensitive attributes are both binary, there will be \( 2^2 = 4 \) subgroups (Favorable & Privileged, Favorable & Unprivileged, Unfavorable & Privileged, Unfavorable & Unprivileged). Initially, these subgroups are of unequal sizes. Fair-SMOTE synthetically generates new data points for all the subgroups except the subgroup having the maximum number of data points. As a result, all subgroups become of equal size (same with the maximum one). Note that, in this way, class balancing is also performed. Fair-SMOTE then applies Fair Situation Testing—a logistic regression model is trained and then all the data points are predicted by it. After that, the sensitive attribute value for every data point is flipped (e.g., male to female, white to non-white) and tested again to validate whether model prediction changes or not. If the result changes, that particular data point fails the situation testing and will be removed from the training data.
Adversarial Debiasing [29] first trains a predictor to accomplish the task of predicting C given X. The output layer of the predictor is then used as an input to another network called the adversary which attempts to predict the value of the sensitive attribute S. Same to a typical GAN [15], the objective is to optimize the weights in the predictor so that (1) the error of predicting C given X is minimized and (2) the best performance for the adversary predicting S given the output of the predictor is also minimized. A tunable hyperparameter is utilized to tradeoff between (1) and (2). This algorithm is not compatible with other classifiers since it specifies its model structure as GAN.

Reject Option Classification [18] hypothesized that discriminatory decisions are often made close to the decision boundary because of the decision maker’s bias. First, a base classifier is trained to predict C given X. Then, a critical region is formed based on the prediction probability of the base classifier: \( P(x|c) > 0.5 \), where \( 0.5 < \theta < 1 \). For those data points in this critical region, predictions will be generated according to the values of the sensitive attribute, instead of the prediction probabilities: prediction = Yes if \( S = b \) (the deprived group); prediction = No if \( S = w \) (the favored group). The parameter \( \theta \) is optimized with tunable hyperparameters to tradeoff between prediction performance and fairness.

FERMI [21] balances fairness and accuracy with a tunable hyperparameter \( \lambda \) by learning the following objective function with stochastic gradient descent:

\[
\min_{\theta} E_{X,C,S}(L(X,C;\theta)) + \lambda D_{\text{R}}(\hat{C}_\theta(X);S), \tag{5}
\]

where \( \hat{C}_\theta(X) \) is the output of the learned model, \( D_{\text{R}}(\hat{C}_\theta(X);S) \) measures the Exponential Rényi Mutual Information (ERMI), and \( E_{X,C,S}(L(X,C;\theta)) \) measures the prediction errors. This algorithm is not compatible with other classifiers since it specifies a logistic regression classifier with additional objectives of ERMI.

3 FAIRBALANCE

The intuition behind FairBalance is that, a machine learning model will be most likely biased if the training data violates either of the following two balance criteria:

(1) Training data in each group have the same total weight.

(2) Class distributions are the same across all groups.

Here, a group \( g \in G \) is a set of data points sharing the same combination of sensitive attributes. For example, all the data points with sex=male and race=white form one group.

Given that most machine learning algorithms learn to minimize a loss function of misclassification errors, we can analyze the following two violation examples:

(1) Difference in group sizes:

\[ |X(g_1)| < |X(g_2)|. \]

The cost for misclassifying data points in \( g_1 \) will be lower than that in \( g_2 \) since data points in \( g_1 \) appear less frequently. As a result, the learned model will tend to predict more accurately on data points in \( g_2 \) than \( g_1 \). This problem can be resolved by assigning higher weight on misclassification errors for \( g_1 \).

(2) Difference in class distributions within each group:

\[ |X(g_1,T)|/|X(g_1,F)| < |X(g_2,T)|/|X(g_2,F)|. \]

The learned model will tend to predict more as negatives (resulting in fewer false positives but more false negatives) in \( g_1 \) than in \( g_2 \), since positive examples appear less frequently in \( g_1 \). This also leads to large SPD, AOD, and EOD. This problem can be resolved by adding higher weight on the positive data points in \( g_1 \) and negative data points in \( g_2 \).

As shown in (6), FairBalance assigns different weights to data from different groups to satisfy the above two criteria. FairBalance is different from Reweighting since Reweighting does not guarantee the first criterion—training data in each group \( g \) have the same total weight. To validate the importance of this first criterion, in Section 5 we will also compare FairBalance with Reweighing-Multiple in (7), an extended version of Reweighting on multiple sensitive attributes.

\[
W(g,c) = \frac{|X(c)|}{|X(g,c)|}, \quad \forall g \in G, c \in C. \tag{6}
\]

\[
W(g,c) = \frac{|X(g)| \times |X(c)|}{|X(g,c)| \times |X|}, \quad \forall g \in G, c \in C. \tag{7}
\]

In addition to balancing the data for fairness, it is sometimes as important to balance the classes in the training data. This is especially true when we care about the prediction performance on the minority class. As Yan et al. [27] stressed, machine learning bias may increase after class balancing, due to the process being oblivious of the inherent properties of the datasets. To resolve the class imbalance problem, we propose FairBalanceClass, which is a variant of FairBalance. FairBalanceClass balances the training data for both fairness and class balance, as shown in (8).

\[
W(g,c) = \frac{1}{|X(g,c)|}, \quad \forall g \in G, c \in C. \tag{8}
\]

Algorithm 1 shows the pseudo code for the proposed FairBalance (class_balance = False) and FairBalanceClass (class_balance = True) algorithms. Figure 1 demonstrates how FairBalance and FairBalanceClass assign weights on an example dataset. Note that, given its simplicity, the computational overhead for FairBalance is low—\( O(n) \). Although Figure 1 shows an example binary classification problem with two sensitive attributes, FairBalance can be applied to multi-class classification problems with multiple sensitive attributes according to Algorithm 1. FairBalance is also compatible with different classifiers since it only preprocesses the training data.

4 EXPERIMENTS

In this section, we present the experiment setups for answering the four research questions.

4.1 Datasets

For this study, we selected commonly used datasets in machine learning fairness to conduct our experiments. Starting with datasets seen in recent high-profile papers [7–9, 21], we selected those with multiple sensitive attributes. This leads to the selection of the three datasets shown in Table 3. All three datasets have unbiased ground truth class labels derived from truth, not human decisions, as shown in Table 3.

Following the same pre-processing procedures in Calmon et al. [5] and IBM AIF360 [2], some features, such as “juv_fel_count”
Figure 1: Demonstration of FairBalance. In this example, gender and race are the sensitive attributes, T and F are the two possible values of the dependent variable.

in Compas dataset, are dropped while some other features, such as “education-num” in Adult Census Income dataset, are discretized. This makes the number of features different before and after preprocessing as shown in Table 3.

Analysis of the datasets: Figure 2 shows the number of data points in different groups for the three datasets. As we can see, the group sizes are very different in every dataset. Figure 3 clearly shows that for all three datasets, the class distributions within each group are different. Therefore, all three datasets have the two potential problems we identified for machine learning ethical bias in Section 3. We expect that after applying FairBalance, these two problems will be fixed and thus leading to fairer machine learning predictions.

4.2 Experiment Design
We conducted two separate experiments to answer the four research questions. For each experiment, the following process was repeated for 50 times to enable statistical analysis (described in the next subsection).

Our first experiment answers RQ1 and RQ2 by comparing FairBalance and its class balancing variant FairBalanceClass against no bias mitigation (None). In this experiment, each dataset is randomly split into 70% training data and 30% test data every time. Standard scaler is then applied to normalize both training and test data based on the training data. The three different treatments are applied to the normalized training data:

- **None**: No transformation of the training data.
- **FairBalance**: Assign different weights to data points belonging to different groups to reach the same total weight for each group, as shown in (6) and Algorithm 1.
- **FairBalanceClass**: Assign different weights to data points belonging to different groups and classes to reach the same total weight for each group and class, as shown in (8) and Algorithm 1.

After applying different treatments, five classical classification algorithms are applied to learn from the preprocessed training data and then collect their performances on the test data. The five classification algorithms are:

- **LR**: Logistic Regression Classifier implemented with scikit-learn.
- **SVM**: Linear Support Vector Machine Classifier implemented with scikit-learn.
- **DT**: Decision Tree Classifier implemented with scikit-learn.
- **RF**: Random Forest Classifier implemented with scikit-learn.
- **NB**: Gaussian Naive Bayes Classifier from scikit-learn.

The second experiment answers RQ3 by comparing FairBalance and FairBalanceClass against five selected state-of-the-art bias mitigation algorithms. In this experiment, each dataset is randomly split into 70% training data and 30% test data every time. Standard scaler is then applied to normalize both training and test data based on the training data. Logistic regression classifier is applied as the base classifier (when the treatment does not specify a classifier). This process was repeated for 10 times for Reject Option Classification due to a memory leak problem in AIF360 [2]. The five baseline bias mitigation algorithms have been introduced in Section 2.2:

- **Reweighing** [17]: The most commonly applied pre-processing bias mitigation algorithm implemented with AIF360 under Apache License 2.0.
- **Fair-SMOTE** [7]: The latest open source pre-processing bias mitigation algorithm implemented at https://github.com/joymallyac/Fair-SMOTE under Apache License 2.0.
- **Adversarial Debiasing** [29]: An in-processing bias mitigation algorithm implemented with AIF360.
- **Reject Option Classification** [18]: A post-processing bias mitigation algorithm implemented with AIF360.
- **FERMI**: The most state-of-the-art in-processing bias mitigation algorithm which is able to mitigate bias on multiple sensitive attributes simultaneously.

1. https://scikit-learn.org
2. https://github.com/Trusted-AI/AIF360
3. https://github.com/optimization-for-data-driven-science/FERMI
Table 3: Description of the datasets used for the experiment.

| Dataset          | #Rows | #Features Before Pre-processing | #Features After Pre-processing | Sensitive Attributes Privileged | Sensitive Attributes Unprivileged | Class Labels Minority (Target) | Class Labels Majority |
|------------------|-------|---------------------------------|--------------------------------|---------------------------------|-----------------------------------|---------------------------------|-----------------------|
| Adult Census Income | 48,842 | 14                              | 18                             | Sex-Male Race-White            | Sex-Female Race-Non-White        | Income > 50K                  | Income ≤ 50K          |
| Compas           | 7,214 | 28                              | 10                             | Sex-Female Race-Caucasian      | Sex-Male Race-Not Caucasian      | Reoffended                    | Did not Reoffend       |
| German Credit    | 1,000 | 20                              | 11                             | Sex-Male                       | Sex-Female                       | Bad Credit                    | Good Credit           |

Figure 2: Group distribution in absolute values. Group sizes are very different in all three datasets.

Figure 3: Group distribution in percentage. Class distributions within each group are very different in all three datasets.

Here, Reweighing, Adversial Debiasing, and Reject Option Classification are selected due to their popularity in each category and the fact that they have already been implemented in IBM AIF360 [2]. Fair-SMOTE is selected since it is a similar pre-processing algorithm and is proposed in a recent high-profile paper [7] in software engineering. FERMI [21] is selected since it is the most state-of-the-art in-processing to handle multiple sensitive attributes.

Since most of the above bias mitigation algorithms (except for FERMI) are designed for data with single sensitive attribute, we also include the following variants of Reweighing and Fair-SMOTE:

- **Reweighing-Multiple**: Reweighing only works for single sensitive attribute when proposed [17]. However, it is easy to extend it to multiple sensitive attributes, as described in (7). Compared to FairBalance, this algorithm only balances class distributions within each group, does not balance the group sizes. Therefore, comparing the performance of Reweighing-Multiple with None will show the effectiveness of balancing class distributions within each group. Comparing the performance of Reweighing-Multiple with FairBalance will show the effectiveness of balancing the group sizes. RQ4 can thus be answered with these comparisons.

- **Fair-SMOTE-Multiple**: an extended version of Fair-SMOTE to data with multiple sensitive attributes [7]. This will be the first time Fair-SMOTE-Multiple being thoroughly tested on datasets with multiple sensitive attributes.

RQ4 will be answered by comparing Reweighing-Multiple (fixing only the second balance criterion) with FairBalance (fixing both balance criteria) and None (fixing none of the balance criteria).

### 4.3 Evaluation

The three machine learning fairness metrics (AOD, EOD, and SPD) described in Section 2.1 are applied to evaluate how bias each treatment is on every sensitive attribute. In the meantime, accuracy is applied to evaluate the overall prediction performance and $F_1$ score is applied to evaluate the prediction performance on the minority class:

\[
\text{Accuracy} = (TP + TN) / (TP + TN + FP + FN) \\
\text{Precision} = TP / (TP + FP) \\
\text{Recall} = TPR = TP / (TP + FN) \\
F_1 = 2 \times \text{Precision} \times \text{Recall} / (\text{Precision} + \text{Recall})
\]

Here for the $F_1$ score, the minority class is treated as the target class “Yes” in the confusion matrix.
Each treatment is evaluated multiple times during experiments as described in the previous subsection. Medians (50th percentile) and IQRs (75th percentile - 25th percentile) are collected for each performance metric since the resulting metrics do not follow a normal distribution. In addition, a nonparametric null-hypothesis significance testing (Mann–Whitney U test [22]) and a nonparametric effect size testing (Cliff’s delta [12]) are applied to check if one treatment performs significantly better than another in terms of a specific metric. A set of observations is considered to be significantly different from another set if and only if the null-hypothesis is rejected in the Mann–Whitney U test and the effect size in Cliff’s delta is medium or large.

Similar to the Scott-Knott test [25], rankings are also calculated to compare different treatments with nonparametric performance results. For each metric, the treatments are first sorted by their median values in that metric. Then, each pair of treatments are compared with the Mann–Whitney U test and Cliff’s delta to decide whether they should belong to the same rank. The pseudo code for the ranking algorithm (assuming lower the better for the metric) is shown in Algorithm 2 in the Appendix.

### Algorithm 2: Nonparametric ranking.

**Input**: \(T\), performances to rank, a list of list.

**Output**: \(R\), rankings of the each treatment (row) in \(T\).

1. \(\text{medians} = []\)
2. \(\text{for} \ t \in T \ \text{do}\)
3. \(\text{medians}.\text{append}(<\text{median}(t)>))\)
4. \(\text{asc} = \text{argsort}(<\text{medians}>))\)
5. \(\text{base} = T[\text{asc}[0]]\)
6. \(\text{rank} = 0\)
7. \(R = []\)
8. \(R[\text{asc}[0]] = 0\)
9. \(\text{for} \ i = 1, i = m, i++ \ \text{do}\)
10. \(\text{if} \ \text{MannWhitneyU}(T[\text{asc}[i]], \text{base}) < 0.05 \ \&\ \text{CliffsDelta}(T[\text{asc}[i]], \text{base}) > 0.33 \ \text{then}\)
11. \(\text{rank} = \text{rank} + 1\)
12. \(\text{base} = T[\text{asc}[i]]\)
13. \(R[\text{asc}[i]] = \text{rank}\)
14. \(\text{return} \ R\)

## 5 RESULTS

In this section, we present the experimental results following the setups in Section 4.

### RQ1. Can FairBalance mitigate machine learning bias against multiple sensitive attributes with low computational overhead?

Table 4 shows the results of the first experiment. Comparing the performance of FairBalance with None, we observe:

- \(F_1\) score of FairBalance is usually comparable to that of None, except for the german dataset. Accuracy of FairBalance is significantly worse than None in 8 out of 15 settings (with medium or large effect size). When comparing the median values of accuracy, FairBalance is only slightly worse than None (1-2%). This amount of decrease in Accuracy is as expected after applying a bias mitigation algorithm [7, 17, 21].
- In every setting, the fairness metrics (AOD, EOD, and SPD) for every sensitive attributes are significantly reduced after applying FairBalance. This also indicates that FairBalance is compatible with all the base classifiers under test.
- The computational overhead for FairBalance is around 1 second on compas dataset, 10 seconds on adult dataset, and <1 second on german dataset. Given the size of datasets in Table 3, this observation is consistent with the analysis that the computational cost for FairBalance is \(O(n)\).

The above three observations suggest that:

**Answer to RQ1**: FairBalance can reduce bias on every sensitive attribute while maintaining similar prediction performances with very low computational overhead—\(O(n)\) and good compatibility to different classifiers.

### RQ2. Can FairBalance balance class distributions (FairBalance-Class) as well?

Comparing the performance of FairBalanceClass with None and FairBalance, we observe:

- \(F_1\) score of FairBalanceClass is significantly higher than that of None and FairBalance in every setting (except for NB). Accuracy of FairBalanceClass is significantly lower than that of FairBalance, which is as expected. This suggests that class balancing in FairBalanceClass is effective in trading accuracy for higher \(F_1\) score on the minority class.
- In every setting, the fairness metrics (AOD, EOD, and SPD) for every sensitive attributes are significantly reduced (compared to None) after applying FairBalanceClass.

The above two observations suggest that:

**Answer to RQ2**: FairBalanceClass can reduce bias on every sensitive attribute while increasing the prediction performance on the minority class (when data is imbalanced).

### RQ3. How does FairBalance perform compared to the existing state-of-the-art bias mitigation algorithms?

As described in Section 4, some of the baseline bias mitigation algorithms only work with single sensitive attribute. We split the experimental results into two tables. Table 5 shows the results of FairBalance and other bias mitigation algorithms focusing on single sensitive attribute. From this table, we observe:

- Overall, FairBalance and FairBalanceClass are the best treatments according to the total ranks. This is because that the other treatments often perform poorly in terms of metrics on the non-target attribute. For example, Reweighing: race has very low AOD, EOD, and SPD on race but high AOD, EOD, and SPD on sex.
- Runtime of FairBalance and FairBalanceClass is orders of magnitude lower than the other treatments except for Reweighing. Runtime of Reweighing is a bit lower than is the proposed method but they are at the same order of magnitude (\(O(n)\)).
- The median results of each fairness metric from FairBalance and FairBalanceClass are all below 0.10 on all three datasets. This
Table 4: Comparisons of performances before and after FairBalance. Each dataset has two sensitive attributes. The second sensitive attribute is “Age” for the German dataset and “Race” for the other two. Medians (IQRs) are reported for 50 repeats. Colored cells represent whether they are significantly better than the chosen baseline (None) with effect size of small, medium, or large, or significantly worse than the chosen baseline (None) with effect size of small, medium, or large.

| Base Classifier | Dataset | Treatment | F1 | Accuracy | Runtime (sec) | AOD | EOD | SPD | AOD | EOD | SPD |
|-----------------|---------|-----------|----|----------|---------------|-----|-----|-----|-----|-----|-----|
| RF              | compas  | None      | 60 (1) | 67 (1)  | 1 (0)         | 16 (3) | 20 (5) | 19 (2) | 16 (2) | 20 (5) | 17 (2) |
|                 |         | FairBalance | 60 (1) | 66 (1)  | 2 (0)         | 3 (4) | 4 (7) | 6 (4) | 6 (7) | 9 (8) | 9 (7) |
|                 |         | FairBalanceClass | 62 (1) | 65 (0)  | 2 (0) | -2 (5) | -3 (5) | 1 (5) | -2 (5) | 0 (5) | 0 (4) |
|                 | compas  | None      | 48 (1) | 80 (0)  | 10 (0)        | -28 (1) | -45 (1) | -21 (0) | -11 (1) | -17 (3) | -10 (0) |
|                 |         | FairBalance | 50 (0) | 78 (0)  | 23 (0)        | 0 (1) | 0 (3) | -6 (0) | 0 (1) | 1 (3) | -4 (1) |
|                 |         | FairBalanceClass | 55 (0) | 73 (1)  | 22 (1)        | 0 (4) | -1 (5) | -8 (4) | -2 (2) | -1 (5) | -6 (2) |
|                 | compas  | None      | 21 (6) | 70 (3)  | 0 (0)         | 16 (9) | 25 (14) | 12 (8) | 38 (19) | 48 (17) | 36 (20) |
|                 |         | FairBalance | 2 (6)  | 70 (3)  | 0 (0)         | 0 (1) | 0 (5) | 0 (1) | 0 (1) | 0 (2) | 0 (1) |
|                 |         | FairBalanceClass | 50 (4) | 59 (3)  | 0 (0)         | 2 (6) | 4 (13) | 4 (7) | 6 (13) | 4 (14) | 11 (14) |
|                 | adult   | None      | 60 (1) | 66 (1)  | 0 (0)         | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
|                 |         | FairBalance | 60 (2) | 66 (1)  | 2 (0)         | 4 (5) | 4 (5) | 8 (5) | 7 (8) | 9 (7) | 10 (9) |
|                 |         | FairBalanceClass | 62 (1) | 65 (1)  | 2 (0)         | 0 (5) | 0 (6) | 3 (5) | -2 (4) | 0 (4) | 0 (4) |
| SVM             | adult   | None      | 48 (0) | 80 (0)  | 13 (1)        | -27 (0) | -45 (0) | -20 (0) | -10 (1) | -16 (3) | -9 (0) |
|                 |         | FairBalance | 49 (8) | 79 (0)  | 24 (0)        | -7 (8) | -12 (13) | -10 (6) | 0 (4) | 2 (6) | -3 (3) |
|                 |         | FairBalanceClass | 54 (0) | 73 (2)  | 24 (1)        | 0 (5) | 0 (6) | -7 (5) | -1 (2) | 0 (4) | -6 (2) |
|                 | adult   | None      | 16 (15) | 70 (2)  | 0 (0)        | 12 (14) | 20 (25) | 11 (12) | 26 (39) | 34 (48) | 24 (38) |
|                 |         | FairBalance | 0 (13) | 70 (2)  | 0 (0)         | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (1) | 0 (0) |
|                 |         | FairBalanceClass | 49 (4) | 60 (3)  | 0 (0)         | 4 (7) | 5 (10) | 4 (8) | 7 (7) | 3 (11) | 12 (7) |
| DT              | adult   | None      | 49 (2) | 80 (0)  | 8 (0)         | -28 (2) | -46 (3) | -21 (2) | -10 (2) | -17 (4) | -10 (1) |
|                 |         | FairBalance | 42 (1) | 78 (0)  | 19 (0)        | 8 (2) | 13 (5) | 0 (0) | 0 (0) | 0 (1) | -2 (1) |
|                 |         | FairBalanceClass | 53 (0) | 71 (0)  | 19 (0)        | 1 (5) | 0 (5) | -5 (4) | 4 (5) | 6 (6) | -1 (6) |
| RF              | adult   | None      | 48 (1) | 80 (0)  | 106 (1)       | -28 (1) | -45 (1) | -21 (0) | -10 (1) | -16 (3) | -9 (0) |
|                 |         | FairBalance | 42 (1) | 78 (0)  | 118 (2)       | 8 (1) | 13 (8) | 0 (0) | 0 (0) | 2 (4) | -2 (1) |
|                 |         | FairBalanceClass | 54 (0) | 71 (0)  | 117 (1)       | 0 (5) | 0 (5) | -6 (4) | 2 (5) | 4 (6) | -4 (4) |
| SVM             | adult   | None      | 25 (5) | 70 (2)  | 10 (0)        | 18 (8) | 27 (13) | 16 (7) | 36 (9) | 49 (11) | 33 (10) |
|                 |         | FairBalance | 20 (11) | 69 (2)  | 10 (0)        | 13 (17) | 17 (26) | 11 (16) | 27 (23) | 36 (37) | 26 (22) |
|                 |         | FairBalanceClass | 50 (3) | 59 (3)  | 10 (0)        | 5 (18) | 7 (10) | 7 (10) | -5 (17) | -6 (15) | -3 (14) |
| NB              | adult   | None      | 64 (1) | 66 (1)  | 0 (0)         | 35 (2) | 39 (4) | 38 (2) | 23 (3) | 27 (5) | 25 (3) |
|                 |         | FairBalance | 62 (1) | 64 (1)  | 2 (0)         | 9 (2) | 7 (4) | 13 (2) | 12 (2) | 14 (2) | 14 (2) |
|                 |         | FairBalanceClass | 62 (1) | 64 (1)  | 2 (0)         | 8 (2) | 8 (4) | 12 (3) | 13 (3) | 14 (4) | 15 (3) |
|                 | german  | None      | 48 (5) | 62 (3)  | 0 (0)         | 17 (14) | 22 (18) | 19 (11) | 26 (16) | 24 (18) | 29 (14) |
|                 |         | FairBalance | 47 (4) | 61 (3)  | 0 (0)         | 7 (11) | 9 (13) | 8 (8) | 12 (7) | 12 (16) | 15 (5) |
|                 |         | FairBalanceClass | 51 (4) | 60 (3)  | 0 (0)         | 4 (6) | 5 (12) | 5 (6) | 8 (8) | 7 (9) | 12 (8) |

suggests that applying either FairBalance or FairBalanceClass with logistic regression classifier can reduce the machine learning bias to a very low level. The above observations show that it is very necessary to mitigate machine learning bias on multiple sensitive attributes simultaneously. For this reason, FairBalance is a better choice than the other baseline treatments on data with multiple sensitive attributes.

Next, we compare FairBalance against baseline treatments which are able to mitigate machine learning bias on multiple sensitive attributes simultaneously. From Table 6, we observe:
Table 5: Comparisons between FairBalance and baseline mitigation algorithms focusing on single sensitive attribute.

| Dataset  | Treatment | Sex | FairSMOTE | FairBalanceClass | Fair-SMOTE-Multiple | FairBalance | Logistic regression classifier | Total Rank | Runtime (sec) |
|----------|-----------|-----|------------|------------------|---------------------|-------------|--------------------------------|------------|---------------|
| compas   | Reweighing | sex | R1: 60 (1) | R0: 66 (0)       | R6: 24 (1)          | R6: 5954 (242)|                                | R1: 1 (0) | 14            |
|          |           | race| R1: 61 (1) | R1: 7 (5)        | R2: 11 (6)          | R1: 9 (5)    |                                | R6: 10 (0) | 11            |
|          | Fair-SMOTE| sex | R0: 61 (2) | R3: 19 (4)       | R3: 22 (5)          | R3: 22 (3)   |                                | R0: 10 (1) |               |
|          |           | race| R0: 62 (1) | R1: -5 (7)       | R1: -3 (7)          | R0: -1 (7)   |                                | R5: 5 (10) |               |
|          | Adversial Debiasing | sex | R1: 61 (2) | R2: 20 (6)       | R3: 21 (9)          | R3: 23 (4)   |                                | R6: 0 (6) |               |
|          |           | race| R1: 60 (2) | R1: 19 (4)       | R3: 19 (10)         | R2: 17 (8)   |                                | R1: 11 (8) |               |
|          | Reject Option Classification | sex | R0: 62 (2) | R0: -2 (9)       | R0: -2 (15)         | R0: 0 (7)    |                                | R3: 5 (10) |               |
|          |           | race| R0: 62 (2) | R0: 11 (9)       | R0: 11 (8)          | R0: 11 (8)   |                                | R1: 2 (14) |               |
|          | FairBalanceClass |          | R1: 60 (2) | R1: 4 (5)        | R1: 5 (6)          | R1: 8 (5)    |                                | R3: 3 (10) |               |
|          |           |      | R1: 61 (1) | R0: -1 (5)       | R0: -1 (5)          | R0: 2 (5)    |                                | R3: 0 (5) |               |
|          |           |      | R1: 65 (1) | R0: 0 (15)       | R0: 0 (15)          | R0: -1 (3)   |                                | R1: 2 (0) |               |
| adult    | Reweighing | sex | R5: 49 (0) | R2: 78 (0)       | R0: 0 (1)           | R0: 0 (3)    |                                | R8: 10 (0) | 16            |
|          |           | race| R6: 49 (1) | R2: 78 (0)       | R0: 0 (1)           | R0: 0 (3)    |                                | R0: 0 (7) |               |
|          | Fair-SMOTE | sex | R2: 54 (0) | R6: 69 (2)       | R0: -1 (1)          | R0: -2 (1)   |                                | R0: 0 (7) |               |
|          |           | race| R4: 57 (0) | R0: -32 (1)      | R1: -32 (1)         | R3: -9 (1)   |                                | R0: 0 (7) |               |
|          | Adversial Debiasing | sex | R4: 50 (0) | R1: 79 (0)       | R1: -3 (2)          | R0: -5 (4)   |                                | R3: 8 (4) |               |
|          |           | race| R6: 48 (1) | R0: -29 (0)      | R2: -46 (1)         | R4: -22 (0)  |                                | R0: 0 (4) |               |
|          | Reject Option Classification | sex | R3: 53 (0) | R6: 70 (1)       | R1: 4 (4)           | R0: 0 (4)    |                                | R3: -14 (5) |               |
|          |           | race| R1: 57 (0) | R5: 71 (0)       | R4: -34 (0)         | R1: -57 (2)  |                                | R1: 2 (2) |               |
|          | FairBalanceClass |          | R4: 50 (1) | R2: 78 (0)       | R0: 0 (7)          | R0: 0 (12)   |                                | R3: 8 (4) |               |
|          |           |      | R2: 54 (1) | R3: 73 (1)       | R0: 0 (5)           | R0: -2 (5)   |                                | R1: -1 (2) |               |
| german   | Reweighing | sex | R3: 12 (12)| R0: 69 (3)       | R1: 0 (11)          | R1: 0 (14)   |                                | R2: 20 (4) | 13            |
|          |           | age | R4: 4 (6) | R0: 69 (2)       | R1: 1 (5)           | R1: 2 (4)    |                                | R1: 1 (3) |               |
|          | Fair-SMOTE | sex | R0: 50 (5)| R1: 62 (2)       | R1: 2 (9)           | R1: 0 (13)   |                                | R2: 4 (8) |               |
|          |           | age | R1: 50 (5)| R1: 60 (3)       | R1: 2 (6)           | R1: 4 (12)   |                                | R2: 14 (11)|               |
|          | Adversial Debiasing | sex | R2: 28 (19)| R0: 68 (8)       | R3: 13 (80)         | R3: 22 (107) |                                | R3: 11 (66)|               |
|          |           | race| R2: 35 (14)| R1: 63 (34)      | R3: 13 (80)         | R3: 22 (107) |                                | R2: 21 (35)|               |
|          | Reject Option Classification | sex | R0: 53 (4)| R1: 60 (2)       | R1: 3 (6)           | R0: 10 (0)   |                                | R2: 5 (6) |               |
|          |           | race| R1: 49 (4)| R1: 58 (4)       | R2: 6 (9)           | R1: 5 (8)    |                                | R2: 1 (6) |               |
|          | FairBalanceClass |          | R4: 4 (7) | R0: 70 (2)       | R0: 0 (4)          | R0: 0 (2)    |                                | R0: 8 (2) |               |
|          |           |      | R1: 50 (4)| R1: 59 (3)       | R1: 1 (7)           | R1: 0 (10)   |                                | R2: 2 (7) |               |

- On the german dataset, only Fair-SMOTE-Multiple and Fair-BalanceClass, the two treatment with class balancing, achieved acceptable F1 scores. The other treatments all have close to 0 F1 scores on the minority class. This suggests that the learned model predicted (almost) every data point as the majority class. Therefore, although Fair-SMOTE-Multiple and Fair-BalanceClass have the worst total ranks, they are the best and the only acceptable treatments on the german dataset. This also suggests that class balancing is very important on datasets with severe class imbalance.
- On compas and german datasets, FairBalanceClass performed similarly with Fair-SMOTE-Multiple. However, Fair-BalanceClass outperformed Fair-SMOTE-Multiple in the adult dataset.
- FairBalanceClass outperformed FERMI on all three datasets.
- FairBalanceClass outperformed Reweighing-Multiple on compas and german datasets. On the adult datasets, these two treatments achieved the same total ranks.
- FairBalance outperformed Reweighing-Multiple on compas and adult datasets. On the german datasets, these two treatments achieved the same total ranks.
- FairBalanceClass outperformed FairBalance on compas and german datasets while FairBalance outperformed FairBalanceClass on the adult dataset.
- FairBalance and FairBalanceClass have the shortest runtime on every dataset.

From the above observations, FairBalanceClass outperformed all other treatments except for FairBalance. Overall, we would recommend using FairBalanceClass to avoid critical failures such as the result of FairBalance on the german dataset.

Answer to RQ3: FairBalanceClass outperformed the existing state-of-the-art bias mitigation algorithms. It is recommended to apply FairBalanceClass to mitigate bias and balance the classes on datasets with multiple sensitive attributes and unbalanced labels.


6.2 Threats to validity

Sampling Bias - We have used three datasets in this work. We could find only these three datasets that have more than one sensitive attribute. We have experimented with five different classification models. Conclusions may change a bit if other datasets and models are used.

Evaluation Bias - We used the three most popular fairness metrics in this study. Prior works [10, 16, 19] only used one or two metrics although IBM AI4360 contains more than 50 metrics. In future, we will explore more evaluation criteria.

Conclusion Validity - One assumption of evaluating our experiments is that the test data is unbiased. Prior fairness studies also made similar assumption [3, 7]. This assumption is true for the three datasets we used since their class labels were derived from truth. On other datasets with human decisions as class labels, this assumption may fail and we will need other ways to make sure the test data is unbiased.

External Validity - This work focuses on classification problems which are very common in AI software. We are currently working on extending it to regression models. The scope of this work also limits it generalizability to problems with unknown sensitive attributes and potentially biased class labels.

7 CONCLUSION

This paper proposes FairBalance, a pre-processing technique with low computational overhead for mitigating machine learning bias on multiple sensitive attributes. Our results show that, within the scope of this paper, FairBalance can significantly reduce machine learning bias while maintaining the prediction performance. Also,
its class balancing variant FairBalanceClass consistently outperforms other state-of-the-art bias mitigation algorithms on datasets with multiple sensitive attributes. Note that the scope of this paper also limits the usage of FairBalance and FairBalanceClass—it cannot reduce the bias inherited from biased training labels. Our results also validated the hypothesis that on datasets with unbiased ground truth labels, ethical biases in the learned models largely attribute to the training data having (1) difference in group size and (2) difference in class distribution within each group.

To sum up, the best practice suggested in this paper is to apply FairBalance when the dataset has unbiased labels and multiple known sensitive attributes, and to apply FairBalanceClass if the classes imbalanced as well.
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