Latent Gaussian process with composite likelihoods for data-driven disease stratification
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Abstract

Data-driven techniques for identifying disease subtypes using medical records can greatly benefit the management of patients’ health and unravel the underpinnings of diseases. Clinical patient records are typically collected from disparate sources and result in high-dimensional data comprising of multiple likelihoods with noisy and missing values. Probabilistic methods capable of analysing large-scale patient records have a central role in biomedical research and are expected to become even more important when data-driven personalised medicine will be established in clinical practise. In this work we propose an unsupervised, generative model that can identify clustering among patients in a latent space while making use of all available data (i.e. in a heterogeneous data setting with noisy and missing values). We make use of the Gaussian process latent variable models (GPLVM) and deep neural networks to create a non-linear dimensionality reduction technique for heterogeneous data. The effectiveness of our model is demonstrated on clinical data of Parkinson’s disease patients treated at the HUS Helsinki University Hospital. We demonstrate sub-groups from the heterogeneous patient data, evaluate the robustness of the findings, and interpret cluster characteristics.

1 Introduction

Personalised medicine focuses on clinical and biological characteristics of a person to optimise prediction, prevention, and treatment of diseases based on individual traits (Achenbach et al., 2004; Harvey et al., 2012). Diseases, such as diabetes or Parkinson’s disease, manifest heterogeneous clinical symptoms that may largely vary between patients. With these diseases, for example, two or more subtypes have been identified with differing course, prognosis and genetic associations between the subtypes (Ahlqvist et al., 2018; Kalia and Lang, 2015). Thus, patient stratification based on a rich dataset of clinical and biological variables with proper statistical modelling has the potential to provide insights into the underlying disease mechanism, diagnosis and therapy.

In data-driven patient stratification, cluster analysis has a vital role. For example, Ahlqvist et al. (2018) selected a few variables in a diabetes cohort and utilised k-means and hierarchical clustering techniques to find subgroups of patients that show similar characteristics within the clusters. Different progression patterns and risks of diabetic complications were found between the clusters.

Figure 1: An overview of our unsupervised, generative model for disease stratification.
Another approach to achieve disease stratification is to obtain a low-dimensional representation which reveals some latent structure in the data. For originally high-dimensional data, a low-dimensional representation is also useful for visualisation purposes. Real-world patient records comprise of heterogeneous, high-dimensional data from several disparate sources. In a statistical setting, these disparate observation spaces can be represented by different likelihoods and may correspond to disease codes, procedures, laboratory measurements, medications, etc.

In this study, we aim to identify disease subtypes utilising heterogeneous patient records comprising of multiple likelihoods as well as noisy and missing data by embedding high-dimensional observations or feature vectors into a low-dimensional space while capturing the similarity between the observations. We show that incorporating all the covariates through the use of a composite likelihood constitutes a rigorous statistical model and yields promising results. Our method is summarised in Fig. 1.

Principle component analysis (PCA) is one of the most popular techniques for dimensionality reduction. The probabilistic reformulation of PCA, probabilistic principal component analysis, proposed by Tipping and Bishop (1999) incorporates a probabilistic model and arrives at a linear projection after the maximisation of the likelihood. Gaussian process (GP) models can powerfully perform tasks such as classification and regression and are popular algorithms in machine learning (Rasmussen, 2004). Lawrence (2004) reinterpreted PCA as a GP mapping from the latent space to the data space and proposed a generalisation by using a prior that allows for non-linear processes. This is called the Gaussian process latent variable model (GPLVM). In short, the GPLVM attempts to learn a smooth mapping from the latent space to the data space.

To accurately capture the latent manifold structure of the data, it is important for a dimensionality reduction algorithm to balance between preserving the distance between nearby data points and ensuring that data points that are distant in the data space are not nearby in the latent space (dissimilarity). However, the GPLVM algorithm only guarantees the latter and does not have any constraint that ensures the former. Lawrence and Quinonero-Candela (2006) discusses this issue in detail and introduces the idea of incorporating a local-distance preserving constraint thereby formulating a back-constrained GPLVM. We impose this constraint using recognition models (or neural networks) which introduces a mapping from data space to latent space (Bui and Turner, 2015). The recognition models also allows for the introduction of efficient mini-batching to the optimisation of the GPLVM. To summarise, we have two models: the recognition model that preserves local distances and the probabilistic GPLVM model that preserves the dissimilarities.

GPLVMs are targeted towards homogeneous datasets (i.e. data from a single observation space or likelihood). This poses a significant challenge in our setting where different data items can have different likelihoods. Shon et al. (2006) proposed a generalisation of the GPLVM model that can handle multiple observation spaces (albeit with Gaussian likelihoods) where the observation spaces are linked by a lower dimensional latent variable space. This was extended by Ek et al. (2007) for three-dimensional human pose estimation by incorporating constraints to the latent space. We build upon the idea of obtaining a shared latent space or a common low-dimensional latent representation using a shared GPLVM as proposed in Ek et al. (2007). In particular, we extend the idea of shared GPLVM to support multiple likelihoods. Here, the use of non-Gaussian likelihoods introduces intractability into the inference. Titsias and Lawrence (2010) introduced variational inference to the GPLVM assuming the standard Gaussian noise model. However, this model cannot be extended to multiple likelihoods due to the lack of an analytical solution for the optimal variational distribution. We overcome this by using a sampling-based variational inference with numerical integration by Gauss-Hermite quadrature.

Variational inference seeks to approximate the true posterior distribution by minimising the Kullback-Leibler divergence between the true posterior and a surrogate distribution. It can be seen as transforming a complex inference problem into a high-dimensional optimisation problem (Jordan et al., 1999; Wainwright et al., 2008). Hoffman et al. (2013) improved the efficiency of variational inference by proposing an algorithm called stochastic variational inference that incorporated stochastic optimisation into variational inference. To overcome the intractability in our setting, we make use of a variant of stochastic variational inference, called sampling-based variational inference (Rezende et al., 2014; Kingma and Welling, 2013; Titsias and Lázaro-Gredilla, 2014), and combine that with numerical quadrature. The faster convergence achieved by using mini-batching with the recognition models compensates for the sampling overheads. The introduction of the recognition models brings our method closer to the variational autoencoder. Autoencoders try to learn a latent representation using a neural network to encode the data from the data space to a low-dimensional latent space (encoder) and a separate neural network to decode the data from the
Consider a generative model for a dataset $\mathbf{Y} = (\mathbf{y}_1, \ldots, \mathbf{y}_N)^T$ with $N$ observations (or patients in our case) and $D$ variables of possibly different observation spaces (or as in our case, patient records from several disparate sources). The dataset can be represented by a set of output functions $\mathcal{Y} = \{y_d(\mathbf{x}_n)\}_{d=1}^D$, where $\mathbf{x}_n \in \mathbb{R}^Q$ is the $Q$ dimensional latent space representation for the $n^{th}$ observation $\forall n = 1, \ldots, N$. Every observation (row) in $\mathbf{Y}$ can be represented by a $Q$ dimensional $\mathbf{x}$, and collectively $\mathbf{Y}$ can be represented by $\mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_N)^T \in \mathbb{R}^{N \times Q}$. The traditional GPLVM model considers the case where $y_d(\mathbf{x})$ is Gaussian distributed (Lawrence, 2004). Wu et al. (2017) and Gal et al. (2015) have proposed modifications to the GPLVM for Poisson and categorical data, respectively. Similarly, in the supervised learning setting, Moreno-Muñoz et al. (2018) proposed an extension of the multi-output Gaussian process regression that can handle heterogeneous outputs. In this paper, we propose a shared GPLVM (Ek et al., 2007) approach for which data items in $\mathbf{Y}$ may be differently distributed following Gaussian, binary, beta, Poisson or categorical distributions. We assume that the likelihood for the $d^{th}$ variable, $y_d(x_n)$, is specified by a set of parameters $\vartheta_d(\mathbf{x}_n) = \{\vartheta_{d,1}(\mathbf{x}_n), \ldots, \vartheta_{d,P_d}(\mathbf{x}_n)\} \in \psi^d$, where $P_d$ is the number of parameters that define the distribution and $\psi$ is a generic domain for the parameters.

To complete the generative model, we assign a Gaussian distribution prior with standard deviation $\sigma^2$ for the latent variables $\mathbf{x}_n = (x_{n,1}, \ldots, x_{n,Q})^T$. The model can be described by the following equations:

$$ x_{n,q} \overset{iid}{\sim} \mathcal{N}(0, \sigma^2_x) \quad (1) $$

$$ F_{d,p} \overset{iid}{\sim} \mathcal{G}\mathcal{P}(0, k_d(\cdot)) \quad (2) $$

$$ f_{n,d,p} = F_{d,p}(\mathbf{x}_n) \quad (3) $$

$$ \vartheta_{d,p}(\mathbf{x}_n) = \phi_{d,p}(f_{n,d,p}) \quad (4) $$

$$ y_{n,d} \sim p(\cdot|\vartheta_d(\mathbf{x}_n)), \quad (5) $$

where $n \in \{1, \ldots, N\}$, $q \in \{1, \ldots, Q\}$, $d \in \{1, \ldots, D\}$, $p \in \{1, \ldots, P_d\}$, $k_d(\cdot)$ is the GP kernel function, and $\sigma^2_x$ is the variance of the noise added to the latent space representation.
Latent GP for disease stratification

Figure 3: Plate diagram of the model. $N$, $D$ and $P$ corresponds to the number of observations, variables and parameters respectively. The shaded circle refers to an observed variable and the un-shaded circles corresponds to un-observed variables.

$p(|\theta_d(x)|)$ denotes a generic likelihood function for the $d^{th}$ variable. Our model uses the automatic relevance determination radial basis function as the kernel function.

To make the notation concrete, let us consider a case where each observation is comprised of two likelihoods and $D = 4$. Let the first two variables be Gaussian distributed and the last two correspond to count data which we assume to follow a Poisson distribution. In other words, $Y = \{y_1(x), y_2(x), y_3(x), y_4(x)\}$ where $y_1(x)$ and $y_2(x)$ are Gaussian distributed and $y_3(x)$ and $y_4(x)$ are Poisson distributed. We can say that $y_1(x)$ is modelled by two sets of parameters $(P_1 = 2)$, $\vartheta_1(x) = [\vartheta_{1,1}(x) \vartheta_{1,2}(x)]$ corresponding to the mean and variance, which are functions of $x$ respectively. We can re-write this as $\vartheta_1(x) = [\varphi_{1,1}(\mathcal{F}_{1,1}(x)) \varphi_{1,2}(\mathcal{F}_{1,2}(x))]$ where $\varphi_{1,1}(\cdot)$ would be the identity function and $\varphi_{1,2}(\cdot)$ could be the exponential function to ensure that variance takes strictly positive values. Likewise, $y_2(x)$ would have a similar formulation. On the other hand, $y_3(x)$ and $y_4(x)$ would be modelled by the Poisson distribution which uses a single parameter $(P_3 = 1)$ corresponding to the event rate (also written as $\lambda$). The outputs of $y_3(x)$ and $y_4(x)$ correspond to count variables that can take values, $y_3(x)$, $y_4(x) \in \mathbb{N} \cup \{0\}$. Considering just $y_3(x)$ for now, we can say that it is modelled by $\vartheta_3 = \vartheta_{3,1}(x) = \phi_{3,1}(\mathcal{F}_{3,1}(x))$. The rate parameter is restricted to positive real numbers, hence $\phi_{3,1}(\cdot)$ can be modelled by the exponential function that maps $\exp : \mathbb{R} \to (0, \infty)$. Likewise, $y_4(x)$ would have a similar formulation.

For our model, we assume that the outputs are conditionally independent given the vector of parameters denoted by $\vartheta(x) = [\vartheta_1(x), \vartheta_2(x), \vartheta_3(x), \ldots, \vartheta_D(x)]$. Hence, the composite likelihood can be defined as

$$p(y(x)|\vartheta(x)) = p(y(x)|f(x)) = \prod_{d=1}^{D} p(y_d(x)|\vartheta_d(x)),$$

where $f$ contains realisations of all the GPs from Eq. (3). Previous works assume that all the variables are from the same observation space. In other words, a homogeneous dataset was represented by a single likelihood. We generalise the GPLVM model to $D \geq 1$ with possibly different likelihoods, thereby allowing it to create low-dimensional representations of heterogeneous datasets (or data from different observation spaces) that are represented by several different likelihoods while capturing the similarities between the observations.

2.1 Likelihood models

We consider the cases of Gaussian, binomial, beta, Poisson and categorical distributions in our analysis. Our model can be easily extended to other distributions as well.

2.1.1 Gaussian distribution

For the Gaussian distribution, the distribution is specified by two parameters: mean and variance. The mean for each data point is obtained from the GPs, while the variance is a shared parameter that is optimised (and constrained to a positive value) to minimise the computational overhead. For the $d^{th}$ measured variable this can be written as $\vartheta_d = [\vartheta_{d,1}(x)]$ where $\vartheta_{d,1}(x)$ is the mean. Therefore, the mean is given by $\vartheta_{d,1}(x) = \phi_{d,1}(\mathcal{F}_{d,1}(x))$ where we choose $\phi_{d,1}(\cdot)$ to be the identity function.

2.1.2 Binomial distribution

A binomial distributions is specified by two parameters: number of trials and probability of success in each trial. In our case, for each data point the number of trials is 1. Hence, this can be considered as a Bernoulli trial. We can write $\vartheta_{d,1}(x)$ as the probability of success for the $d^{th}$ variable such that $\vartheta_d = [\vartheta_{d,1}(x)]$. The probability of success would be given by $\vartheta_{d,1}(x) = \phi_{d,1}(\mathcal{F}_{d,1}(x))$ where we choose $\phi_{d,1}(\cdot)$ to be the sigmoid function (or softmax if considering success and failure separately).

2.1.3 Beta distribution

We re-parameterise the beta distribution in terms of mean, $\mu$. Therefore, the two positive shape parameters ($\alpha$ and $\beta$) can be written as:

$$\alpha = \nu \mu \quad \text{and} \quad \beta = \nu (1 - \mu),$$

where $\nu$ is the inverse dispersion parameter which is a shared parameter that is optimised (and constrained to a positive value). Similar to the previous distributions, $\mu$ for each data point is given by $\vartheta_{d,1}(x) = \phi_{d,1}(\mathcal{F}_{d,1}(x))$ where we choose $\phi_{d,1}(\cdot)$ to
be the CDF of the standard normal distribution (i.e. \( \phi_{d,1}(\mathcal{F}_{d,1}(x)) = \Phi(\mathcal{F}_{d,1}(x)) \)).

### 2.1.4 Poisson distribution

The Poisson distribution is specified by a single positive parameter known as the rate parameter \( \lambda \). Similar to the previous distributions, \( \lambda \) for each data point is given by \( \phi_{d,1}(\mathcal{F}_{d,1}(x)) = \phi_{d,1}(\mathcal{P}_{d,1}(x)) \) where we choose \( \phi_{d,1}(\cdot) \) to be the exponential function.

### 2.1.5 Categorical distribution

For the categorical distribution, we make use of a formulation similar to Gal et al. (2015) which is a generalisation of the binomial distribution. In this case, the GPs produce the weights for each of the categories. We then make use of the \textit{softmax} function to get probabilities for the categories in the range of \([0, 1] \). Assume all categorical variables to have the same cardinality, \( K \). Hence, \( P_d = K \). For the \( d \)th variable of the \( n \)th entry, we can write \( \mathcal{F}_{n,d} = \{ f_{n,d,1}, f_{n,d,2}, ..., f_{n,d,K} \} \).

Following a similar notation to Gal et al. (2015), we can write \( y_{n,d} \sim \text{softmax}(\mathcal{F}_{n,d}) \), where

\[
\text{softmax}(y_{n,d} = k; \mathcal{F}_{n,d}) = \text{categorical}\left( \frac{\exp(f_{n,d,k})}{\sum_{k'=1}^{K} \exp(f_{n,d,k'})} \right),
\]

and categorical corresponds to the categorical distribution (or generalised Bernoulli distribution).

### 2.2 Auxiliary variables

The computational complexity of the Gaussian process models is reduced by the introduction of auxiliary variables or inducing inputs (Titsias, 2009). We consider a set of \( M \) inducing inputs, \( Z = (z_1, \ldots, z_M)^T \in \mathbb{R}^{M \times D} \) that lie in the \( Q \) dimensional latent space. Their corresponding outputs in the input space would be \( U = (u_1, \ldots, u_D) \in \mathbb{R}^{M \times D} \). According to Quinonero-Candela and Rasmussen (2005), the auxiliary variables act as a support for the covariance function of the GP thereby allowing it to be evaluated on these points instead of the entire dataset. Hence, we can perform approximate inference in a time complexity of \( \mathcal{O}(M^2N) \) instead of \( \mathcal{O}(N^3) \) by evaluating the covariance function of the GP on the auxiliary variables instead of the entire dataset. Continuing the model description, we can write \( u_{m,d} = \mathcal{F}_{d,\mathcal{P}}(z_m) \). Moreover, the joint distribution of \((f_d, u_d)\) is a multi-variate Gaussian distribution \( \mathcal{N}(0, K_d([X, Z], [X, Z])) \).

Further marginalising the inducing outputs leads to a joint distribution of the form \( f_d \sim \mathcal{N}(0, K_d([X, X])), \forall d \) such that \( f_d \in \mathbb{R}^{N \times P_d \times 1} \) (note that, except for the categorical distribution, \( P_d = 1 \)). Hence, the marginal likelihood of the data remains unchanged by the introduction of the auxiliary variables.

### 2.3 Variational inference

In our model, the marginal log-likelihood is intractable due to the presence of an arbitrary number of non-Gaussian likelihoods. Hence, we make use of variational inference to compute a lower bound of the log-likelihood (ELBO). We consider a mean field approximation for the latent points \( q(X) \) and a joint Gaussian distribution for \( q(U) \)

\[
q(U) = \prod_{d=1}^{D} N(u_d | \mu_d, \Sigma_d) \tag{6}
\]

\[
q(X) = \prod_{n=1}^{N} \prod_{q=1}^{Q} N(x_{n,q} | m_{n,i}, s_{n,q}^2). \tag{7}
\]

Following Titsias and Lawrence (2010) and Gal et al. (2015), we obtain the ELBO (represented as \( \mathcal{L} \)) by applying Jensen’s inequality with a variational distribution of the latent variables (full derivation can be found in the Supplement),

\[
\log p(Y) = \log \int p(X)p(U)p(F|X, U) p(Y|F) dX dF dU \\
\geq -KL(q(X)||p(X)) - KL(q(U)||p(U)) \\
+ \sum_{d=1}^{D} \int q(X)q(u_d)p(f_d|X, u_d) \log p(y_d|f_d) dX dF dU \tag{8}
\]

We further marginalise \( u_d \) in the posterior distribution of \( f_d \) to obtain,

\[
q(f_d|X) = \int p(f_d|X, u_d)q(u_d) du_d \\
= \mathcal{N}(f_d | K_{NM}K_{MM}^{-1}\mu_d, K_{NN} + K_{NM}K_{MM}^{-1}(\Sigma_d - K_{MM}K_{MM}^{-1}K_{NM}^{T}) \tag{9}
\]

where \( \mu_d \) and \( \Sigma_d \) are the variational parameters and \( K_{NM} \) is the cross-covariance matrix computed over \( Z \) and \( X \). Similarly, \( K_{MM} \) as well as \( K_{NN} \) are the kernel matrices computed on \( Z \) and \( X \) respectively. Using Eq. (9), we can write Eq. (8) as:

\[
\mathcal{L} = -KL(X - KL_U) \\
+ \sum_{d=1}^{D} \int q(X)q(f_d|X) \log p(y_d|f_d) dX dF dU. \tag{10}
\]
To solve the integral over $X$, we make use of Monte Carlo integration by drawing samples, $X_i$, from $q(X)$. Hence from Eq. (10), we can write the lower bound $\mathcal{L}$ as:

$$
\mathcal{L} \approx -KL_X - KL_U + \frac{1}{N_x} \sum_{i=1}^{N_x} \sum_{d=1}^{D} \mathbb{E}_{q(f_d|X_i)}[\log p(y_d|f_d)],
$$

(11)

where $N_x$ corresponds to the number of samples drawn.

### 2.4 Numerical quadrature

The variational expectation over the log-likelihood, $\log p(y_d|f_d)$ in Eq. (11) is intractable. We solve this by making use of the Gauss-Hermite quadrature (Liu and Pierce, 1994). Hence, we follow a sampling-based approach (Kingma and Welling, 2013; Titsias and Lázaro-Gredilla, 2014; Rezende et al., 2014; Hensman et al., 2015) to compute the lower bound $\mathcal{L}$ as well as its derivatives with Gauss-Hermite quadrature. Concretely, we transform the random variables to be sampled using the re-parameterisation trick introduced in Kingma and Welling (2013). The transformation for (vectorised) $X$ is as follows:

$$
X_i = m + s e_i^{(x)}, \quad e_i^{(x)} \sim \mathcal{N}(0, I_{N \cdot q}),
$$

where $m$ and $s$ contain the variational parameters from Eq. (6). For the quadrature approximation of the expectation with respect to the GPLVM mapping, $f_d$ (where $f_d \in \mathbb{R}^{N \cdot D}$) can be transformed as

$$
f_d^{(j)} = a_d + b_d t_j,
$$

where $t_j$ is the $j^{th}$ zero of the $J^{th}$ order Hermite polynomial as specified by the Gauss-Hermite quadrature and $a_d$ as well as $b_d$ are specified from Eq. (9):

$$
a_d = K_{NM} K_{MM}^{-1} \mu_d
$$

$$
b_d = \sqrt{\text{diag}(K_d)}
$$

$$
K_d = K_{NN} + K_{NM} K_{MM}^{-1} (\Sigma_d - K_{MM}) K_{MM}^{-1} K_{NM}^T.
$$

where diag($\cdot$) forms a diagonal matrix by setting all non-diagonal elements to zero and $\sqrt{\cdot}$ is element-wise (for diagonal elements).

Hence, we can approximate the expectation for the log-likelihood as a sum of $N \cdot P_d$ one-dimensional numerical quadratures,

$$
\mathbb{E}_{q(f_d|X)}[\log p(y_d|f_d)] \approx \sum_{n=1}^{N} \sum_{j=1}^{J} \sum_{p=1}^{P_d} w_j q(f_d^{(j)}|X) \log p(y_n,d|f_d^{(j)}),
$$

(12)

where $f_d^{(j)}$ indexes the $N \cdot P_d$ elements of $f_d$, and in our case, we take $J = 3$ making Eq. (12) a 3-point Gauss-Hermite quadrature and $w_j$ are the suitably corresponding weights.

### 2.5 Variational recognition models

In the standard GPLVM model, there is no constraint that prevents two points which are close in data space to be embedded far apart in latent space (Lawrence and Quiñonero-Candela, 2006). Moreover, the use of minibatch-based stochastic variational inference can be impractical for modest size datasets as achieving convergence can take a long time. This is because only the local parameters for a minibatch in each iteration are updated and the optimal $q(X)$ found for the other data points is ignored (Bui and Turner, 2015). We borrow ideas from (Bui and Turner, 2015; Lawrence and Quiñonero-Candela, 2006; Rezende et al., 2014) and parameterise the mean and covariance of the variational distribution over $q(X)$ using neural network based recognition models. Concretely, the mean and covariance of $q(x_n)$ are obtained as the output of two feed-forward, multi-layer perceptrons whose weights are trained by stochastic optimisation

$$
q(x_n|y_n) = \mathcal{N}(x_n|\mu_\omega(y_n), \Sigma_\omega(y_n)^T \Sigma_\omega^{-1}(y_n)),
$$

where $\mathcal{M}$ is the mean, $R$ is the cholesky factor of the covariance and $\omega_1$ and $\omega_2$ are the network weights. Therefore, $\mu_n = \mathcal{M}_\omega(y_n)$ and $\Sigma_n = \Sigma_\omega(y_n)^T \Sigma_\omega^{-1}(y_n)$. By parameterising the distribution over the latent variables by a mapping from the observations, we are introducing a constraint that encourages observations that are close in the data space to be close in the latent representation. Moreover, the use of this formulation allows for the efficient use of minibatching, thereby efficient stochastic optimisation. Specifically, the deep neural network weights, $\omega_1$ and $\omega_2$ act as global parameters that enable parameter sharing. Also, updating these parameters with respect to a data point in a minibatch also affects the latent representation of other data points. The gradients of these back-constraint parameters are obtained using the standard back-propagation algorithm. The choice of weight initialisation for the deep neural networks can affect the training of the weights (Sutskever et al., 2013). We make use of the weight initialisation described in Glorot and Bengio (2010) for both the networks.

### 2.6 Variational lower bound and stochastic optimisation

The lower bound (ELBO) that needs to be optimised is valid across the data observations and hence, can be
written as

\[
L = -\sum_{n=1}^{N} \sum_{q=1}^{Q} \text{KL}(q(x_{n,q})||p(x_{n,q})) \\
- \sum_{d=1}^{D} \text{KL}(q(u_{d})||p(u_{d})) \\
+ \frac{1}{N_x} \sum_{i=1}^{N_x} \sum_{d=1}^{D} \sum_{n=1}^{N} \sum_{j=1}^{J} \sum_{p=1}^{P_d} w_j q(f_{n,d,p}^{(j)}|X_i) \\
\cdot \log p(y_{n,d}^{(j)}|f_{n,d,p}^{(j)}).
\]

It is possible that the resulting latent embeddings may not be centred about the origin even after the model seems sufficiently optimised. This can be observed in some of the visualisations of the latent embeddings. Origin-centred latent embeddings can be achieved by leveraging the idea of introducing a hyper-parameter that balances the latent channel capacity and independence constraints with reconstruction accuracy as described in Higgins et al. (2017). In this paper, we shall call this hyper-parameter as \( \eta \) (see Supplement for more information).

We can make use of a suitable stochastic optimisation technique to minimise the ELBO. The parameters we need to optimise include the recognition model weights \( \omega_1 \) and \( \omega_2 \), variational parameters \( \mathbf{Z}, \mu_d, \Sigma_d \) and the hyper-parameters for the GP. The optimisation is done using the Adam optimiser (Kingma and Ba, 2014). Adam is also an adaptive learning rate method that maintains an exponentially decaying average of past gradients as well as past squared gradients. Our method allows the computation of derivatives using automatic differentiation. We make use of Theano (Theano Development Team, 2016) for the inference implementation and use the code released with (Gal et al., 2015) as a template for our implementation.\(^1\)

3 Experiment

We demonstrated our extended GPLVM model by clustering heterogeneous clinical data. The data comprised of demographic information, diagnostic disease classifications, and clinical laboratory tests of patients having Parkinson’s disease treated in the HUS Helsinki University Hospital, Finland. The demographic information consisted of the patient’s sex and the age when the disease was first diagnosed. This was modelled with binomial and Gaussian likelihoods, respectively. The diagnostic information comprised of International Classification of Disease codes (ICD-10) at the categorical level (first three characters) obtained during a five-year follow-up period beginning at six months prior to the first Parkinson’s diagnosis. The disease codes were one-hot encoded into feature vectors and modelled with binomial likelihood. Laboratory measurements from blood (B), erythrocytes (E), plasma (P) or fasting plasma (fP), serum (S), urea (U), and leukocytes (L) (see Figs. 7, 8) were included into feature vectors as the median over the follow-up period. Notably, the laboratory data contained missing values. Variables expressing concentrations and percentages were modelled with Gaussian and beta likelihoods, respectively. Hence, our dataset comprised of approximately 2600 patients with 51-dimensional feature vectors consisting of 20 binomial, 20 Gaussian and 11 beta distributed variables. Also, 10% of the patients were held-out as test data.

First, we assessed the optimal latent dimensionality using the dataset. Fig. 4(a) demonstrates the predicted log-likelihood with test data for different latent dimensionalities. The algorithm was executed seven times per dimensionality and the prediction was done using the model having the largest ELBO over 1000 iterations. Fig. 4(b) shows the ELBO trajectory for the model with \( Q = 8 \).

Then, we clustered the patient data in the latent space. Based on Fig. 4(a), we selected the model with the highest predictive log-likelihood and made use of the Bayesian Gaussian mixture model to estimate the optimal number of clusters and the cluster membership of each sample (implemented in scikit-learn library (Pedregosa et al., 2011)). The maximum number of clusters was set to 10 and the result with the highest lower bound on the Gaussian mixture model evidence out of 20 initialisations was selected. The final number of clusters was chosen by the algorithm and we excluded clusters containing less than 5% of patients which were subsequently marked as outliers.

\(^1\)The software implementation will be made available upon publication.
Figure 5: Analysis of the resulting clusters: (a) number of patients in each cluster, and (b) consensus indices, where confidence thresholds indicate Bonferroni corrected 95% percentiles under the null model of no clustering.

(Fig. 5(a)). The resulting clustering was used as a reference in the next step of the analysis.

We performed a robustness analysis for the clustering. Building on the consensus clustering introduced by (Monti et al., 2003), we randomly sub-sampled 50% of the training data, ran the algorithm and applied Gaussian mixture clustering with a fixed number of clusters (previously obtained optimal value). The routine was replicated 91 times. Selecting pairs of two clustering replications, we constructed a \((N \times N)\) consensus matrix, where \(N\) is the original number of training samples, and where each element \(i, j\) in the matrix represents the (normalised) number of times the two samples occur in the same cluster.

In contrast to matrix reordering and visualisation in (Monti et al., 2003), the previously obtained reference clustering was used for defining the cluster membership of each entry in the consensus matrix. This allowed the computation of the cluster-specific consensus index as the average of the entries (Fig. 5(b)). Moreover, we assessed the consensus indices under a null hypothesis using a permutation test. Here, the cluster membership of samples were randomly re-ordered and consensus indices were computed accordingly. We defined confidence thresholds by computing the 95th percentile over 1000 replications (with Bonferroni correction over clusters). The obtained clusterings for some runs in a two dimensional latent space are visualised in Fig. 3.

Finally, we evaluated the differences in cluster characteristics. We computed logarithmic odds-ratio separately for each binomial variable between the values of samples belonging to a specific cluster and the rest of the data. For other variables, t-statistic was applied. Thus, negative values indicate less frequent occurrence (or smaller values) than the rest of the data, and vice versa. For example, Figs. 7 and 8 indicate that cluster #3 characteristically includes younger people who also have a lower frequency (or smaller value) of diagnoses than the rest of the patients in other clusters. In clusters #1 and #2, age is not a determining factor, but the clusters often show opposite characteristics both in prevalence of diagnoses and in laboratory measurements. Altogether, these results demonstrate the feasibility of our approach in finding patient subsets in data-driven manner.
From Suppl. Fig. 2, we can observe the relative decrease in the Euclidean distance as the hyper-parameter $\eta$ increases. This shows that incorporating a weight on $\text{KL}_{X}$ (i.e. $\eta > 1$) results in latent embeddings that are generally centred around the origin with results that are qualitatively consistent with Eq. (11) (i.e. $\eta = 1$).

4 Discussion and Conclusions

This work proposes a generative model that is targeted to clinical datasets that comprise of heterogeneous, high-dimensional data from several disparate sources. We extend the Gaussian process latent variable model (GPLVM) to produce low-dimensional embeddings of heterogeneous datasets while preserving the similarities between the observations by learning a shared latent representation. In this work, we adapt the inference framework proposed in (Titsias and Lawrence, 2010) and back-constrain the latent space using recognition models. We demonstrate the effectiveness of our model on clinical data of Parkinson’s disease patients from the HUS Helsinki University Hospital. Our approach identifies sub-groups from the heterogeneous patient data and we also demonstrate the robustness of the findings. The differences in characteristics among the identified clusters were also evaluated using standard statistical tests. This work ties together many existing models and techniques in the field of generative modelling and demonstrates its effectiveness on clinical data.

We believe that there are many avenues for future research in generative modelling for clinical and biological data. Active learning techniques to incorporate expert knowledge to guide the overall clustering procedure may be of significant interest to clinicians. We also seek to improve our model through better estimation of missing values as sparsity is a significant problem in clinical and biological datasets. Another avenue of future research may be the incorporation of more expressive posterior distributions in the variational inference through the application of flow-based models.
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Latent Gaussian process with composite likelihoods for data-driven disease stratification

Supplement

1 Derivation of the evidence lower bound (ELBO)

To obtain the ELBO, we can first write the log-likelihood as,

$$
\log p(Y) = \log \int p(X)p(U)p(F|X,U)p(Y|F)dXdFdU.
$$

Multiplying and dividing by $q(X,F,U)$, we can re-write the log-likelihood as,

$$
\log p(Y) = \log \int \frac{q(X,F,U)}{q(X,F,U)} p(X)p(U)p(F|X,U)p(Y|F)dXdFdU. \quad (1)
$$

The variational approximation to the posterior distribution, $q(X,F,U)$, can be factorised as follows:

$$
q(X,F,U) = q(X)q(U)p(F|X,U). \quad (2)
$$

Substituting into Eq. (1), we get:

$$
\log p(Y) = \log \int q(X)q(U)p(F|X,U)
\frac{p(X)p(U)p(F|X,U)p(Y|F)}{q(X)q(U)p(F|X,U)}dXdFdU. \quad (3)
$$

Jensen’s inequality relates the value of a concave (or convex) function of an integral to the integral of the concave (or convex) function [Jensen et al., 1906]. Assume $\varphi$ is a concave function and $X$ is a random variable. By the Jensen’s inequality for a concave function, we can write:

$$
\varphi(\mathbb{E}[X]) \geq \mathbb{E}[\varphi(X)]. \quad (4)
$$

In our model, we have $\varphi = \log$. Substituting this in Eq. (4) and for a random variable $X$, we have:

$$
\log(\mathbb{E}[X]) \geq \mathbb{E}[\log(X)]. \quad (5)
$$
We can now apply the Jensen’s inequality from Eq. (5) to Eq. (3):

\[
\log p(Y) \geq \int q(X)p(U)p(F|X, U) \cdot \log \frac{p(X)p(U)p(F|X, U)p(Y|F)}{q(X)p(U)p(F|X, U)} dX dF dU. 
\] (6)

The Kullback-Leibler divergence \cite{Kullback1951} between \(q(X)\) and \(p(X)\) as well as between \(q(U)\) and \(p(U)\) can be written as

\[
\text{KL}(q(X)||p(X)) = \int q(X) \log \frac{q(X)}{p(X)} dX, \\
\text{KL}(q(U)||p(U)) = \int q(U) \log \frac{q(U)}{p(U)} dX.
\]

Substituting the KL divergences in Eq. (6) and unwrapping the remaining terms along the dimension \(d\) (i.e. the dimension of the data space) from their vectorised form, we get:

\[
\log p(Y) \geq -\text{KL}(q(X)||p(X)) - \text{KL}(q(U)||p(U)) + \sum_{d=1}^{D} \int q(X)q(u_d)p(f_d|X, u_d) \cdot \log p(y_d|f_d) dX dF dU = \mathcal{L}. 
\] (7)

2 Origin-centred latent representations

In this paper, we demonstrated that using \(\eta > 1\) results in embeddings that are more centred about the origin but with qualitatively consistent results (i.e. qualitatively consistent with the hyper-parameter \(\eta = 1\)). From Eq. (11) in the main paper, we can write the lower bound \(\mathcal{L}\) with our suggested modification as follows:

\[
\mathcal{L} \approx -\eta \text{KL}(q(X)||p(X)) - \text{KL}(q(U)||p(U)) + \frac{1}{N_x} \sum_{i=1}^{N_x} \sum_{d=1}^{D} \mathbb{E}_{q(f_d|X, i)}[\log p(y_d|f_d)], 
\] (8)

where \(\eta\) is the new hyper-parameter. If \(\eta = 1\), we get the same equation as Eq. (11) in the main paper.

To obtain a centred embedding, the hyper-parameter \(\eta\) must be tuned. We have also observed that as the value of \(\eta\) begins to increase to larger values, the clustering structure begins to disappear as the KL term associated with \(X\) (i.e. \(\text{KL}(X)\) in Eq. (8)) begins to dominate and the optimisation tries to move the latent points closer to zero while making them appear to be a sample from the
standard normal distribution.

Hence, we can infer that incorporating a weight on $KL_X$ (i.e. $\eta > 1$) results in latent embeddings that are generally centred around the origin with results that are qualitatively consistent with Eq. (11) in the main paper (i.e. $\eta = 1$).

3 Supplementary figures

Figure 1: Box plot for the assessment of optimal latent dimensionality

Figure 2: Demonstration of the effect of $\eta$ using $Q = 8$ with 5 runs each. This is generated from the average Euclidean distance of the latent embeddings from the origin for each run.
References

Jensen, J. L. W. V. et al. (1906). Sur les fonctions convexes et les inégalités entre les valeurs moyennes. *Acta mathematica*, 30, 175–193.

Kullback, S. and Leibler, R. A. (1951). On information and sufficiency. *The annals of mathematical statistics*, 22(1), 79–86.