FURTHER INSIGHTS INTO THE MYSTERIES OF THE VALUES OF ZETA FUNCTIONS AT INTEGERS
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Abstract. We present a remarkably simple and surprisingly natural interpretation of the values of zeta functions at negative integers and zero. Namely we are able to relate these values to areas related to partial sums of powers. We apply these results to further interpretations of values of \( \mathcal{L} \)-functions at negative integers. We hint in a very brief way at some expected connections of this work with other current efforts to understand the mysteries of the values of zeta functions at integers.

To the memory of Goro Shimura with gratitude and admiration

1. Introduction

Ever since Euler made stunning discoveries connecting some values of zeta functions with powers of \( \pi \), there has been a tremendous effort of mathematicians to comprehend well the “true reasons behind these connections” and to further extend these results to other values and other zeta functions. This work belongs to one of the most dramatic and exciting parts of mathematics and some parts of theoretical physics. Some extraordinary progress, conjectures, and various deep concepts have been obtained. Yet, the air of tremendous mystery, excitement, and strong desire to make further progress has never been altered nor slowed down.

Let us begin with two very naive questions which a child might ask:

1. How many natural numbers are there?
2. What is the sum of all natural numbers?

The obvious answers to both questions namely: “infinity” are correct but they lack a certain depth, subtlety, and connections with combinatorial properties of natural numbers. L. Euler was able to offer some more subtle and more interesting answers:

1. \( 1 + 1 + 1 + \cdots = -\frac{1}{2} \)
2. \( 1 + 2 + 3 + \cdots = -\frac{1}{12} \).

One has to be cautious when handling these beautiful Euler’s equalities in a formal way. As we shall see below that equalities can be explained in a subtle way as values of Riemann’s zeta function. However, in order to do it properly, the Riemann zeta function defined below as a convergent series for complex values \( s = \sigma + it \) for \( \sigma > 1 \) has to be analytically extended to the entire complex plane except when \( s = 1 \). Therefore one can not formally handle the equalities (1) and (2) in the usual manner. 
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way as when we consider just finite sums. For example if we just add formally both equalities we
shall obtain equality:
\[ 2 + 3 + 4 + \cdots = -\frac{7}{12}. \]
However if we just subtract from the equation (2) the number one we obtain
\[ 2 + 3 + 4 + \cdots = -\frac{13}{12} \]
which would contradict the first equality.
Therefore below we consider rigorous proper modern interpretation of Euler’s equalities using
values of Riemann zeta function.
We now write the above-mentioned equalities of Euler using the values of the Riemann zeta
function as:
\begin{align*}
(1) \quad \zeta(0) &= -\frac{1}{2}, \\
(2) \quad \zeta(-1) &= -\frac{1}{12}.
\end{align*}
In fact, S. Ramanujan rediscovered these statements and for example formula (2) appeared in
exactly the same form in Ramanujan’s letter to G. Hardy addressed in 16 January, 1913 (see [11,
page 351]).
Recall that the Riemann zeta function \( \zeta(s) \) with \( s = \sigma + it \) is the analytical continuation of the function
\[ f(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}, \]
with \( \sigma > 1 \) to the whole complex plane except when \( s = 1 \) where \( \zeta(s) \) has a simple pole (see
[40]). Euler’s answers are deep and the assigned numbers as a summation of these divergent series
have various interesting interpretations. For interested readers, we just refer to some articles and
surveys related to these topics (see for examples [14], [18], [22], [25], [26], [29], [32]).
In paper [30], Mináč raised and answered the following naive question:

**Question 1.1.** Suppose \( a \in \mathbb{N} \) or \( a = 0 \). Are there any connections between the values \( \zeta(-a) \) and
the partial sums
\[ S_a(M) = \sum_{n=1}^{M-1} n^a. \]
Here \( S_a(M) \) is considered as a polynomial in \( M \).
The answer is the fact on page 1 in [30]
\[ \zeta(-a) = \int_0^1 S_a(x)dx. \]
Hence it is observed that
\[ \zeta(0) = \int_0^1 (x-1)dx = -\frac{1}{2}. \]
Thus \( \zeta(0) \) is equal to \((-1)\) times the area of the right triangle with acute angles 45\(^\circ\) and legs of
length 1. This is because the graph of \( x - 1 \) over the interval \([0, 1]\) has the shape of a right triangle
when taken together with the x-axis and y-axis (see the displayed Figure 1 below).
Similarly \( \zeta(-1) \) is \((-1)\) time area of the red region in figure 2 below.
\[ \zeta(-1) = \int_0^1 \frac{x(x-1)}{2} dx = -\frac{1}{12}. \]
Observe also that
\[ \zeta(-2) = \int_0^1 \frac{x(x-1)(2x-1)}{6} \, dx = 0. \]

This fact also has a geometrical meaning as if
\[ f(x) := \frac{x(x-1)(2x-1)}{6}, \]

then
\[ f(1-x) = -\frac{x(x-1)(2x-1)}{6} = -f(x). \]
In fact, the graph displayed function of \( f(x) \) in the interval \([0, 1]\) in figure 3, the red region bounded by the horizontal axis \( x \in [0, \frac{1}{2}] \) and \( f(x) \), the blue region bounded by the horizontal axis \( x \in [\frac{1}{2}, 1] \) and \( f(x) \) show that in the evaluation of the integral \( \int_0^1 f(x) \, dx \), the two areas considered with proper signs will cancel each other.

![Graph of \( \frac{x(x-1)(2x-1)}{6} \) over \([0, 1]\)](image)

**Figure 3.** Graph of \( \frac{x(x-1)(2x-1)}{6} \) with \( x \in [0, 1] \)

In fact, in general for all \( a \in \mathbb{N} \)

\[
\int_0^1 S_a(x) \, dx = \int_0^1 \frac{B_{a+1}(x) - B_a(x)}{a+1} \, dx,
\]

where \( B_{a+1}(x) \) is the \((a+1)\)-th Bernoulli polynomial (see [33, Section 2, Chapter 1]). Hence if \( a = 2n \) and \( n \in \mathbb{N} \), we see that

\[
B_{2n+1} = B_{2n+1}(1) = B_{2n+1}(0) = B_{2n+1} \left( \frac{1}{2} \right) = 0.
\]

From the general property

\[
B_m(1-x) = (-1)^m B_m(x),
\]

we see immediately in general, in the evaluation

\[
\zeta(-2n) = \int_0^1 \frac{B_{2n+1}(x) - B_{2n+1}}{2n+1} \, dx,
\]

we obtain the cancellation of two signed areas as in the special case with \( \zeta(-2) \). Hence we see a nice geometric explanation \( \zeta(-2n) = 0 \) for all \( n \in \mathbb{N} \).

Because \( B_{2n}(x) - B_{2n} \) does not change sign between 0 and 1 (see [33, Section 3, Chapter 1]), we also see that all values \( \zeta(-1), \zeta(-3), \zeta(-5), \ldots \) are in fact signed areas of regions by the horizontal axis \( x \in [0, 1] \) and functions \( \frac{B_2(x) - B_2}{2}, \frac{B_4(x) - B_4}{4}, \frac{B_6(x) - B_6}{6}, \ldots \). These values are also equal to \( -\frac{B_2}{2}, -\frac{B_4}{4}, -\frac{B_6}{6}, \ldots \) where \( B_2, B_4, B_6, \ldots \) are just Bernoulli numbers whose signs alternate.

Interested readers are encouraged to also see articles [39], [17]. This paper is meant as the first paper of a series of papers related to special values of \( L \)-functions. It is beyond the scope of this paper to provide a comprehensive historical overview of the study of the special values of \( L \)-functions and their arithmetic significance. Therefore, we merely point out several highlights of these investigations which also motivate our investigations. Some of these investigations are
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rather sophisticated and they involve the most advanced topics of current number theory. We hope that our elementary point of view and possibly unexpected direct connections with partial sums and signed areas will bring additional insight and inspiration to understand special values of $L$-functions. We also hope to find a bridge between these elementary and more sophisticated studies of $L$-functions in the subsequent papers.

One of the strongest motivations for studying special values of $L$-functions is the class number formula for residue of the Dedekind zeta function $\zeta_K(s)$ of an algebraic number field $K$ expressed via basic invariants of $K$ like the regulator $R_K$, the class number $h_K$, the number of roots of unity $\omega_K$ contained in $K$, discriminant $D_K$, the number of real places $r_1$, and the number of complex places $r_2$. This remarkable formula has the following form

$$\lim_{s \to 1} (s-1)\zeta_K(s) = \frac{2^{r_1} \cdot (2\pi)^{r_2} \cdot R_K \cdot h_K}{w_K \cdot \sqrt{|D_K|}}.$$  

See for example [9, Chapter 5, Section 2.1]. This formula provides a bridge between the algebraic and the analytic world.

Observe in particular that $\zeta(s) = \zeta_\mathbb{Q}(s)$. Because $\lim_{s \to 1} (s-1)\zeta(s) = 1$ we see that the class number formula in view of $r_1 = 1, r_2 = 0, \omega_\mathbb{Q} = 2, |D_\mathbb{Q}| = 1$ amounts to $h_\mathbb{Q} = 1$ and we recover the unique factorization of integers into products of primes. In fact, these strong immediate connections between arithmetic and analysis were already used and exploited by Euler.

In the subsequent work of H. Poincaré, L. Mordell, E. Artin, H. Hasse, A. Weil and others, these ideas have been generalized to higher dimensional objects beginning with elliptic curves and studies of their related $L$-functions. These generalizations not only enriched and empowered number theory and its reach but they also provided a new broad perspective on the original investigations of L. Euler on special values of various $L$-functions. Using early computer experimentation, and beautiful elementary heuristic arguments, B. Birch and P. Swinnerton-Dyer proposed their remarkable conjecture relating the rank of a given elliptic curve $E$ over $\mathbb{Q}$ with the Taylor expansion of $L(E,s)$ at $s = 1$. We refer readers to more details of the Birch and Swinnerton-Dyer conjecture and its various refinements and developments to a beautiful short exposition of A. Wiles in [42]. There readers will also find important further references which include work of A. Beilinson, S. Bloch, G. Faltings, J. Tate, and others. Here we only want to point out that S. Bloch, A. Beilinson, and P. Deligne were able to relate $L$-functions attached to various algebraic varieties with motivic cohomology. However, their work predicts $L$-values only up to an undetermined rational factor. On the other hand, L. Euler found values of $\zeta(2n)$ for each $n \in \mathbb{N}$

$$\zeta(2n) = (-1)^{n+1} \frac{(2\pi)^{2n}}{2(2n)!} B_{2n}.$$ 

This formula has a considerable significance because it not only highlights the important transcendental factor $\pi^{2n}$ but also the very important rational factor of great arithmetic and combinatorial significance. In fact, Euler was able to essentially determine his “real version of functional equation” of later Riemann’s complex valued zeta functions (see [27] and [41]).

Applying his consideration, Euler was thus able to relate values of $\zeta(2n)$ with values $\zeta(1-2n)$ we considered above. In agreement with Euler considerations, S. Bloch and K. Kato were able to propose their well-known conjecture on special values of $L$-functions (see [7], [13], [19], [21], [22], [23], [24], [29], [31], [32], [38], [43], [44], [45]). Namely S. Bloch and K. Kato proposed a beautiful insightful formula for these corresponding $L$-functions using suitably Tamagawa measure. The details are beyond the scope of this paper and we just refer readers to [7] and subsequent papers.
For us an important motivation for this project where this paper is our first contribution is that these special values of $L$-functions are related to certain volumes and that they have a deep arithmetic and combinatorial meaning.

We have been further influenced by the remarkable Elkies’s paper [15] and related papers [3], [4], [6], [20], [36], and [37] as well as other papers where the elegant and clever calculations of related polytopes is used together with very interesting combinatorial interpretation of some related numbers is used to provide quite stunning insight into some special values of $L$-functions and zeta values in general.

We now discuss very shortly the outline of our paper. In section 2 we provide they key generalizations of some results mentioned in the Introduction from Riemann zeta values to Hurwitz zeta values. In section 3, we apply these results to get a similar insight into some values of $L$-functions at negative integers. In section 4, we further generalize our considerations to study values of twisted $L$-functions. Finally, in section 5 we consider a special case of zeta functions namely $L(s, \chi_4)$. This is somewhat complementary insight to inspiring results in [15]. We conclude our paper with Appendix A containing some specific examples, formulas, graphs, tables as well as some further considerations and comments on a specific literature.

2. Hurwitz zeta function

The Hurwitz zeta function is defined for complex arguments $s$ with $\text{Re}(s) > 1$ and real $a$ with $0 < a \leq 1$ by

$$\zeta(s, a) = \sum_{n=0}^{\infty} \frac{1}{(n + a)^s}.$$ 

This series is absolutely convergent for the given values of $s$ and $a$ and can be extended to a meromorphic function defined for all $s \neq 1$. The Riemann zeta function $\zeta(s) = \zeta(s, 1)$.

The Bernoulli polynomials $B_n(x)$ and Bernoulli numbers $B_n$ are defined as

$$\frac{t e^t - 1}{e^t - 1} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!}$$

and

$$B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_k x^{n-k}.$$ 

For every $n \geq 1$, the Bernoulli polynomial $B_n(x)$ satisfies the difference equation

$$B_n(x + 1) - B_n(x) = n x^{n-1}.$$ 

In particular $B_n(1) = B_n(0)$. We also have

$$B_n'(x) = n B_{n-1}(x).$$ 

Bernoulli numbers can be defined recursively by

$$B_0 = 1, B_1 = -\frac{1}{2}, B_n = \sum_{k=0}^{n} \binom{n}{k} B_k, n \geq 2.$$ 

Theorem 2.1. (See [2, Theorem 12.13]) For every integer $n \geq 0$, we have

$$\zeta(-n, a) = -\frac{B_{n+1}(a)}{n + 1}.$$
For any \( a \in (0, 1], \ n \in \mathbb{N} \) we define \( S_{n,a}(x) \) to be the unique polynomial such that for every integer \( M \geq 2 \) one has
\[
S_{n,a}(M) = \sum_{k=0}^{M-2} (k + a)^n.
\]
We also set \( S_n(x) = S_{n,1}(x) \), so that \( S_n(x) \) is the unique polynomial satisfying that
\[
S_n(M) = \sum_{k=1}^{M-1} k^n, \quad \text{for every positive integer } M.
\]
Existence of these polynomials follows from Proposition 2.2 below. The uniqueness is clear because no two distinct polynomials with complex coefficients can have the same values at infinitely many arguments. Observe that our polynomials \( S_{n,a}(x) \) has rational coefficients.

**Proposition 2.2.**
\[
S_{n,a}(x) = B_{n+1}(x + a - 1) - B_{n+1}(a) - B_{n+1}(a).
\]

**Proof.** For every integer \( M \geq 2 \), one has
\[
S_{n,a}(M) = \sum_{k=0}^{M-2} (k + a)^n
= \sum_{k=0}^{M-2} B_{n+1}(k + a + 1) - B_{n+1}(k + a)
= \frac{B_{n+1}(M + a - 1) - B_{n+1}(a)}{n+1}.
\]

We have the following theorem which generalizes the fact on [30, page 459].

**Theorem 2.3.**
\[
\int_{1-a}^{2-a} S_{n,a}(x) \, dx = \zeta(-n,a).
\]
We will give three different proofs for this theorem. First, let us explain our first proof using the relation between \( S_{n,a}(x) \) and Bernoulli polynomials.

**First proof of Theorem 2.3.** One has
\[
\int_{1-a}^{2-a} S_{n,a}(x) \, dx = \int_{1-a}^{2-a} B_{n+1}(x + a - 1) - B_{n+1}(a) \, dx
= \frac{1}{n+1} \left[ B_{n+2}(x + a - 1) - B_{n+2}(0) \right]_{1-a}^{2-a}
= \frac{B_{n+2}(1) - B_{n+2}(0) - B_{n+1}(a)}{(n+1)(n+2)}
= \zeta(-n,a).
\]

We provide another proof using the relation between values of the Hurwitz zeta functions and values of the classical zeta function.
By definition when \( n = 0 \), \( S_{0, a}(x) = x - 1 \). In this case, the above proposition is true because
\[
\int_{1-a}^{2-a} (x-1) \, dx = \frac{1}{2} - a = \zeta(0, a).
\]
From now on, we assume \( n > 0 \). We recall the following proposition which expresses the Hurwitz zeta functions in terms of the Riemann zeta function.

**Proposition 2.4** (See [26], Theorem 2.2). For \( 0 < a \leq 1 \), we have
\[
\zeta(s, a) = \frac{1}{a^s} + \sum_{k=0}^{\infty} \frac{(-1)^k \Gamma(s + k)}{\Gamma(s) k!} a^k \zeta(s + k).
\]

**Second proof of Theorem 2.3.** We recall that \( \zeta(s) \) has a simple pole at \( s = 1 \) with residue 1 and \( \Gamma(s) \) has a simple pole at \( -m \) for \( m \in \mathbb{N} \) with residue \( \frac{(-1)^m}{m!} \). By plugging in \( s = -n \) and using the above formula and these two facts, we have the following relations
\[
\zeta(-n, a) = a^n - \frac{a^{n+1}}{n+1} + \sum_{k=0}^{n} \binom{n}{k} a^k \zeta(k - n). \tag{2.1}
\]

Let us consider the sum
\[
S_{n, a}(M) = \sum_{m=0}^{M-2} (a + m)^n
\]
\[
= \sum_{m=0}^{M-2} \left( \sum_{k=0}^{n} \binom{n}{k} a^k m^{n-k} \right)
\]
\[
= \sum_{k=0}^{n} \binom{n}{k} a^k \left( \sum_{m=0}^{M-2} m^{n-k} \right)
\]
\[
= a^m S_0(x) + \sum_{k=0}^{n-1} \binom{n}{k} a^k S_{n-k}(M - 1).
\]

Since this is true for all \( M \in \mathbb{N} \), we conclude that
\[
S_{n, a}(x) = a^n S_0(x) + \sum_{k=0}^{n-1} \binom{n}{k} a^k S_{n-k}(x - 1). \tag{2.2}
\]

By integrating both sides from \( 1 - a \) to \( 2 - a \) we get
\[
\int_{1-a}^{2-a} S_{n, a}(x) \, dx = a^n \int_{1-a}^{2-a} S_0(x) + \sum_{k=0}^{n-1} \binom{n}{k} a^k \int_{1-a}^{2-a} S_{n-k}(x - 1) \, dx. \tag{2.3}
\]
To compute the right hand side, we need the following lemma.

**Lemma 2.5.** For \( k \geq 1 \), we have
\[
\int_{1-a}^{2-a} S_k(x - 1) \, dx = \frac{(-a)^{k+1}}{k+1} + \zeta(-k).
\]

**Proof.** First, we recall that
\[
S_k(x) = \frac{B_{k+1}(x) - B_{k+1}(1)}{k+1}.
\]
Therefore, we have
\[
\int_{1-a}^{2-a} S_n(x-1)dx = \int_{1-a}^{1-a} S_n(x)dx \\
= \int_{1-a}^{1-a} \frac{B_{k+1}(x) - B_{k+1}(1)}{k+1} \\
= \frac{(-a)^{k+1}}{k+1} - \frac{B_{k+1}(1)}{k+1} \\
= \frac{(-a)^{k+1}}{k+1} + \zeta(-k).
\]

Here we use the fact that \(\zeta(-k) = -\frac{B_{k+1}(1)}{k+1}\). □

Note that when \(k = 0\), the above statement is not true. Instead, we have
\[
\int_{1-a}^{2-a} S_0(x)dx = \zeta(0,a) = \frac{1}{2} - a = \zeta(0) + (1-a).
\]

By Lemma 2.5 and the above remark, equation 2.3 becomes
\[
\int_{1-a}^{2-a} S_{n,a}(x)dx = a^n(\zeta(0) + (1-a)) + \sum_{k=0}^{n-1} \binom{n}{k} a^k \left( \frac{(-a)^{n-k+1}}{n-k+1} + \zeta(n-k) \right) \\
= a^n(1-a) + \sum_{k=0}^{n} \binom{n}{k} a^k(1-n) + \frac{a^{n+1}}{n+1} \sum_{k=0}^{n-1} (-1)^{n-k+1} \binom{n+1}{k}.
\]

Note that
\[
\sum_{k=0}^{n+1} (-1)^{n-k+1} \binom{n+1}{k} = (1-1)^{n+1} = 0.
\]

Therefore
\[
\sum_{k=0}^{n-1} (-1)^{n-k+1} \binom{n+1}{k} = -(n+1) + 1 = n.
\]

Consequently, we have
\[
\int_{1-a}^{2-a} S_{n,a}(x)dx = a^n(1-a) + \frac{a^{n+1}}{n+1} + \sum_{k=0}^{n} \binom{n}{k} a^k \zeta(k-n) \\
= a^n - \frac{a^{n+1}}{n+1} + \sum_{k=0}^{n} \binom{n}{k} a^k \zeta(k-n).
\]

Compare this equation and equation 2.1, we conclude that
\[
\zeta(-n,a) = \int_{1-a}^{2-a} S_{n,a}(x)dx.
\] □

Finally, we provide another proof without using the Bernoulli polynomials. Instead, we use the relation between values of the Hurwitz zeta functions to prove this theorem. Note that our approach is very close to the second approach discussed in \[30\].
Third proof of Theorem 2.3. For each $n \geq 1$ we have
\[
\frac{1}{(n+a-1)^{s-1}} - \frac{1}{(n+a)^{s-1}} = \frac{1}{(n+a)^s} \left( \frac{1}{n+a} - \frac{1}{n+a} - (s-1) - 1 \right)
\]
\[
= \frac{1}{(n+a)^{s-1}} \left( \frac{s-1}{(n+a)} + \frac{(s-1)s}{2!} \frac{1}{(n+a)^2} + \cdots \right)
\]
\[
= \sum_{k=0}^{\infty} \frac{\Gamma(s+k)}{\Gamma(s-1)(k+1)!} \frac{1}{(a+n)^{s+k}}.
\]
Summing over all $n$ we have
\[
\frac{1}{a^{s-1}} = \sum_{n=1}^{\infty} \left[ \sum_{k=0}^{\infty} \frac{\Gamma(s+k)}{\Gamma(s-1)(k+1)!} \frac{1}{(a+n)^{s+k}} \right].
\]
\[
= \sum_{k=0}^{\infty} \frac{\Gamma(s+k)}{\Gamma(s-1)(k+1)!} \left[ \sum_{n=1}^{\infty} \frac{1}{(a+n)^{s+k}} \right]
\]
\[
= \sum_{k=0}^{\infty} \frac{\Gamma(s+k)}{\Gamma(s-1)(k+1)!} \left( \zeta(s+k, a) - \frac{1}{a^{s+k}} \right).
\]
We remark that $\zeta(s, a)$ is a meromorphic function with the only simple pole at $s = 1$. Furthermore, the residue at $s = 1$ is 1. Furthermore, for each $m \in \mathbb{N}$, $\Gamma(s)$ has simple pole at $-m$ with residue $(-1)^m / m!$. By plugging in $s = -n$ and using these two facts, we have the following
\[
a^{n+1} = \sum_{k=0}^{n} (-1)^{k+1} \binom{n+1}{k+1} (\zeta(k-n, a) - a^{n-k}) + \frac{(-1)^{n+1}}{n+2}.
\]
(2.4)

Next, we show that the integrals $\int_{1-a}^{2-a} S_{n,a}(x)dx$ satisfy a similar relation. To do so, we use the following collapsing sum
\[
(M+a-2)^{n+1} = a^{n+1} + \sum_{k=1}^{M-2} [(k+a)^{n+1} - (k+a-1)^{n+1}]
\]
\[
= a^{n+1} + \sum_{k=1}^{M-2} \left[ \sum_{m=1}^{n+1} \binom{n+1}{m} (-1)^{m+1} (k+a)^{n+1-m} \right]
\]
\[
= a^{n+1} + \sum_{m=1}^{n+1} \binom{n+1}{m} (-1)^{m+1} \sum_{k=1}^{M-2} (k+a)^{n-m+1}
\]
\[
= a^{n+1} + \sum_{m=1}^{n+1} (-1)^{m+1} \binom{n+1}{m} (S_{n-m+1} - a^{n-m+1})
\]
\[
= a^{n+1} + \sum_{k=0}^{n} (-1)^{k} \binom{n+1}{k+1} (S_{n-k} - a^{n-k}).
\]
The last equality is obtained by substituting $m = k+1$.

By integrating both sides of this equation, we have
\[
\int_{1-a}^{2-a} (x+a-2)^{n+1}dx = a^{n+1} + \sum_{k=0}^{n} (-1)^{k} \binom{n+1}{k+1} \left( \int_{1-a}^{2-a} S_{n-k}(x)dx - a^{n-k} \right).
\]
(2.5)
We have
\[ \int_{1-a}^{2-a} (x + a - 2)^{n+1} dx = \int_{-1}^{0} x^{n+1} dx = \frac{(-1)^{n+1}}{n+2}. \]

Therefore, equation 2.5 can be written as
\[ a^{n+1} = \sum_{k=0}^{n} (-1)^{k+1} \binom{n+1}{k+1} \left( \int_{1-a}^{2-a} S_{n-k}(x) dx - a^{n-k} \right) + \frac{(-1)^{n+1}}{n+2}. \quad (2.6) \]

We know that \( \int_{1-a}^{2-a} S_{0,a}(x) dx = \frac{1}{2} - a = \zeta(0, a) \). By equations 2.4 and 2.6, we can conclude that
\[ \int_{1-a}^{2-a} S_{a,n}(x) dx = \zeta(-n, a). \]

□

As a corollary of Theorem 2.3, one obtains
\[ \zeta(-n) = \zeta(-n, 1) = \int_{0}^{1} S_{n,1}(x) dx = \int_{0}^{1} S_{n}(x) dx. \]

Let us provide some concrete examples for Theorem 2.3.

**Examples 2.6.** Let \( 0 < a \leq 1 \). Then we have
\[ S_{0,a}(x) = x - 1. \]
\[ S_{1,a}(x) = \sum_{k=0}^{x-2} (a + k) = \frac{(2a + x - 2)(x - 1)}{2}. \]

Inductively, we can compute \( S_{n,a}(M) \) using the recursive relation 2.2
\[ S_{n,a}(x) = a^n S_{0}(x) + \sum_{k=0}^{n-1} \binom{n}{k} a^k S_{n-k}(x-1). \]

For example, for \( n = 2 \) we have
\[ S_{2,a}(x) = \sum_{k=0}^{x-2} (a + k)^2 = (x - 1)a^2 + a(x - 2)(x - 1) + \frac{(x - 2)(x - 1)(2x - 3)}{6}. \]

For \( n = 3 \) we have
\[ S_{3,a}(x) = a^3(x - 1) + 3a^2 \frac{(x - 1)(x - 2)}{2} + 3a \frac{(x - 2)(x - 1)(2x - 3)}{6} + \frac{(x - 1)(x - 2)^2}{4}. \]

**Examples 2.7.** Let us consider the special case when \( a = \frac{1}{2} \). In this case, the Hurwitz zeta function is given by
\[ \zeta(s, \frac{1}{2}) = \sum_{n=0}^{\infty} \frac{1}{(n + \frac{1}{2})^s} = 2^s \sum_{n=0}^{\infty} \frac{1}{(2n + 1)^s}. \]

By the above calculations, we have
\[ S_{0,1/2}(x) = x - 1, \]
and
\[ S_{1,1/2}(x) = \frac{(x - 1)^2}{2}. \]

By Theorem 2.3, we have
\[ \zeta(0, \frac{1}{2}) = \int_{1/2}^{1} (1 - x) dx = 0. \]
We also have
\[
\zeta(1, \frac{1}{2}) = \int_0^1 \frac{1}{2} \frac{(x-1)^2}{2} dx = \frac{1}{24}.
\]

**Corollary 2.8.** If \( n = 2k + 1 \) is an odd positive integer, then
\[
\zeta(-2k-1) = (-1)^{k+1}(area),
\]
here (area) is the area of a region bounded by the x-axis and the graph of the function \( \frac{B_{2k+2}(x) - B_{2k+2}}{2k + 2} \) on the interval \([0, 1]\).

**Proof.** One has
\[
\zeta(-2k-1) = \int_0^1 S_{2k+1}(x) dx = \int_0^1 \frac{B_{2k+2}(x) - B_{2k+2}}{2k + 2} dx.
\]
On the other hand,
\[
\zeta(-2k-1) = -\frac{B_{2k+2}}{2k + 2} = (-1)^{k+1} \frac{(-1)^k B_{2k+2}}{2k + 2}.
\]
Hence
\[
\frac{(-1)^k B_{2k+2}}{2k + 2} = (-1)^{k+1} \zeta(-2k-1) = \int_0^1 (-1)^{k+1} \frac{B_{2k+2}(x) - B_{2k+2}}{2k + 2} dx.
\]
By \[33\] Page 8, \( B_{2k+2}(x) - B_{2k+2} \) does not change sign between 0 and 1 and \( (-1)^k B_{2k+2} > 0 \). Therefore \( \phi_k(x) := (-1)^{k+1} (B_{2k+2}(x) - B_{2k+2})/(2k + 2) > 0 \) on \((0, 1)\). Hence \( \int_0^1 \phi_k(x) dx \) is the area of the region bounded by the x-axis and the graph of \( \phi_k(x) \) on the interval \([0, 1]\), and
\[
\zeta(-2k-1) = (-1)^{k+1} \int_0^1 \phi_k(x) dx = (-1)^{k+1}(area). \]

**Proposition 2.9.**
\[
S_n(x) + (-1)^n S_n(1 - x) = 0.
\]

**Proof.** We first observe that \( S_n(x+1) - S_n(x) = x^n \) and \( S_n(1) = S_n(0) = 0 \). Now let us consider the polynomial
\[
p_n(x) = S_n(x) + (-1)^n S_n(1 - x).
\]
We have
\[
p_n(x + 1) - p_n(x) = [S_n(x+1) - S_n(x)] - (-1)^n[S_n(1-x) - S_n(1-x)]
\]
\[
= x^n - (-1)^n(-x^n)
\]
\[
= 0.
\]
Hence \( p_n(x) \) must be a constant. Therefore
\[
p_n(x) = S_n(0) + (-1)^n S_n(1) = 0. \]

**Proposition 2.10.** Suppose \( n \) is an even positive integer. Then
\[
\zeta(-n) = \int_0^1 S_n(x) dx = 0
\]
and
\[
\int_0^{1/2} S_n(x) dx = \frac{(2^{-n-1} - 2)}{(n+1)(n+2)} B_{n+2}.
\]
Proof. Since $n$ is even, $S_n(x) + S_n(1-x) = 0$. Hence

$$\zeta(-n) = \int_0^1 S_n(x) dx = \int_0^{1/2} S_n(x) dx + \int_{1/2}^1 S_n(x) dx$$

$$= \int_0^{1/2} S_n(x) dx - \int_{1/2}^0 S_n(1-x) dx$$

$$= \int_0^{1/2} S_n(x) dx + \int_0^{1/2} S_n(1-x) dx$$

$$= 0.$$ 

For the second statement, one has

$$\int_0^{1/2} S_n(x) dx = \int_0^{1/2} B_{n+1}(x) - B_{n+1} \frac{dx}{n+1}$$

$$= \frac{1}{n+1} B_{n+2}(x) \bigg|_0^{1/2}$$

$$= \frac{B_{n+2}(1/2) - B_{n+2}(0)}{(n+1)(n+2)}$$

$$= \frac{(2^{-n-1} - 2)}{(n+1)(n+2)} B_{n+2},$$

here we have used the formula that $B_k(1/2) = (2^{1-k} - 1)B_k$ for every $k \geq 0$. $\square$

3. Special values of $L$-functions

Suppose $\chi$ is a Dirichlet character of conductor $k$. The $L$-function attached to $\chi$ is defined by

$$L(s, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}, \quad \text{Re}(s) > 1.$$ 

The function $L(s, \chi)$ can be continued analytically to the whole complex plane, except for a simple pole at $s = 1$ when $\chi = 1$. One has

$$L(s, \chi) = \sum_{r=1}^{k} \chi(r) k^{-s} \zeta(s, \frac{r}{k}).$$

We define

$$S_{n,\chi}(x) = k^n \sum_{r=1}^{k} \chi(r) S_{n, r/k}(x + 1 - r/k).$$

**Lemma 3.1.** If $\chi$ is nontrivial then $S_{n, \chi}(x) = -\frac{B_{n+1, \chi}}{n+1}$. 

Proof. One has

\[ S_{n,\chi}(x) = k^n \sum_{r=1}^k \chi(r) S_{n,r/k}(x + 1 - r/k) \]

\[ = k^n \sum_{r=1}^k \chi(r) \frac{B_{n+1}(x) - B_{n+1}(r/k)}{n + 1} \]

\[ = k^n \sum_{r=1}^k \chi(r) \frac{B_{n+1}(x)}{n + 1} - k^n \sum_{r=1}^k \chi(r) \frac{B_{n+1}(r/k)}{n + 1} = -\frac{B_{n+1,\chi}}{n + 1}, \]

here we used the formula that \( B_{n+1,\chi} = k^n \sum_{r=1}^k \chi(r) B_{n+1}(r/k) \) and that for non-trivial \( \chi \), \( \sum_{r=1}^k \chi(r) = 0. \)

\[ \Box \]

**Corollary 3.2.**

\[ L(-n, \chi) = \int_0^1 S_{n,\chi}(x) dx = -\frac{B_{n+1,\chi}}{n + 1}. \]

Proof. We have

\[ L(-n, \chi) = k^n \sum_{r=1}^k \chi(r) \zeta(-n, r/k) \]

\[ = k^n \sum_{r=1}^k \chi(r) \int_{1-r/k}^{2-r/k} S_{n,r/k}(x) dx \]

\[ = k^n \sum_{r=1}^k \chi(r) \int_0^1 S_{n,r/k}(x + 1 - r/k) dx \]

\[ = \int_0^1 k^n \sum_{r=1}^k \chi(r) S_{n,r/k}(x + 1 - r/k) dx \]

\[ = \int_0^1 S_{n,\chi}(x) dx. \]

Recall that \( \chi \) is a Dirichlet character of conductor \( k \). We define \( P_{n,\chi}(x) \) to be the unique polynomial such that for every integer \( M \geq 1 \) one has

\[ P_{n,\chi}(M) = \sum_{r=1}^M \chi(r) r^n. \]

**Lemma 3.3.**

\[ P_{n,\chi}(x) = \frac{B_{n+1,\chi}(xk) - B_{n+1,\chi}}{n + 1}. \]

Proof. For every integer \( M \geq 2 \), one has

\[ P_{n,\chi}(M) = \sum_{r=0}^M \chi(r) r^n = \frac{B_{n+1,\chi}(Mk) - B_{n+1,\chi}}{n + 1}. \]

Recall that character \( \chi \) is said to be even (respectively, odd) if \( \chi(-1) = \chi(-1) \) (respectively, \( \chi(-1) = -\chi(1) \)).
Lemma 3.4. Suppose either \( \chi \) is even and \( n \) even or \( \chi \) is odd and \( n \) is odd. Then \( B_{n, \chi}(k/2) = B_{n, \chi}(-k/2) \).

Proof. For any \( x \), one has
\[ B_{n, \chi}(x + k) - B_{n, \chi}(x) = n \sum_{r=1}^{k} \chi(r)(r + x)^{n-1}. \]
By substituting \( x = -k/2 \), one obtains
\[ B_{n, \chi}(k/2) - B_{n, \chi}(-k/2) = n \sum_{r=1}^{k} \chi(r)(r - k/2)^{n-1}. \]
We treat the case that \( \chi \) is even and \( n \) is even. The other case can be treated similarly. Since \( \chi \) is even and \( n \) is even, for each \( r \) coprime to \( k \), one has
\[ \chi(r)(r - k/2)^{n-1} + \chi(k - r)(k/2 - r)^{n-1} = \chi(r)(r - k/2)^{n-1} + \chi(-r)(k/2 - r)^{n-1} \]
\[ = (\chi(r) - \chi(-r))(r - k/2)^{n-1} = 0. \]
Thus
\[ B_{n, \chi}(k/2) - B_{n, \chi}(-k/2) = n \sum_{r=1}^{k} \chi(r)(r - k/2)^{n-1} = 0. \]
□

Proposition 3.5. Suppose either \( \chi \) is even and \( n \) even or \( \chi \) is odd and \( n \) is odd. We have
\[ \int_{-1/2}^{1/2} P_{n, \chi}(x) \, dx = L(-n, \chi). \]

Proof. One has
\[ \int_{-1/2}^{1/2} P_{n, \chi}(x) \, dx = \int_{-1/2}^{1/2} \frac{B_{n+1, \chi}(xk) - B_{n+1, \chi}}{n + 1} \, dx \]
\[ = \int_{-k/2}^{k/2} \frac{B_{n+1, \chi}(y)dy}{k(n + 1)} - \frac{B_{n+1, \chi}}{n + 1} \]
\[ = \frac{1}{k(n + 1)} \left[ \frac{B_{n+2, \chi}(y)}{n + 2} \right]_{-k/2}^{k/2} - \frac{B_{n+1, \chi}}{n + 1} \]
\[ = \frac{B_{n+2, \chi}(k/2) - B_{n+2, \chi}(-k/2)}{k(n + 1)(n + 2)} - \frac{B_{n+1, \chi}}{n + 1} \]
\[ = L(-n, \chi). \]
□

4. Special values of twisted \( L \)-functions

Suppose \( \chi \) is a Dirichlet character of conductor \( k \). For each \( 0 < a \leq 1 \), the \( L \)-function attached to \( \chi \) is defined by
\[ L(s, a, \chi) = \sum_{n=0}^{\infty} \frac{\chi(n + 1)}{(n + a)^s}, \quad \text{Re}(s) > 1. \]

Note that when \( a = 1 \), this definition agrees with the classical \( L \)-function associated with \( \chi \).
We have
\[ L(s,a,\chi) = \sum_{n=0}^{\infty} \frac{\chi(n+1)}{(n+a)^s} \]
\[ = \sum_{r=0}^{k-1} \left( \sum_{n=r(k)}^{\infty} \frac{\chi(n+1)}{(n+a)^s} \right) \]
\[ = \sum_{r=0}^{k-1} \left( \sum_{n=0}^{\infty} \frac{\chi(mk+r+1)}{(mk+r+a)^s} \right) \]
\[ = \sum_{r=0}^{k-1} \chi(r+1) k^{-s} \left( \sum_{m=0}^{\infty} \frac{1}{(m+\frac{r+a}{k})^s} \right) \]
\[ = \sum_{r=0}^{k-1} \chi(r) k^{-s} \zeta(s, \frac{r+a}{k}) \]
\[ = \sum_{r=1}^{k} \chi(r) k^{-s} \zeta(s, \frac{r+a-1}{k}). \]

From this expression, we can see that the function \( L(s,a,\chi) \) can be continued analytically to the whole complex plane, except for a simple pole at \( s = 1 \) when \( \chi = 1 \). We define
\[ S_{n,a,\chi}(x) = k^{n} \sum_{r=1}^{k} \chi(r) S_{n,\frac{r+a-1}{k}}(x+1 - \frac{r+a-1}{k}). \]

We also define the following modified generalized Bernoulli polynomials \( \tilde{B}_{n,\chi}(x) \)
\[ \tilde{B}_{n,\chi}(x) = B_{n,\chi}(x-1), \]
where \( B_{n,\chi}(x) \) is the generalized Bernoulli polynomial defined in [13, Equation 1.2.7]. Our justification for this modified definition is that when \( \chi \) is the trivial character, we have \( \tilde{B}_{n,\chi}(x) = B_{n}(x) \). We have the following lemma.

**Lemma 4.1.** If \( \chi \) is nontrivial then \( S_{n,a,\chi}(x) = -\frac{\tilde{B}_{n+1,\chi}(a)}{n+1} \).

**Proof.** One has
\[ S_{n,a,\chi}(x) = k^{n} \sum_{r=1}^{k} \chi(r) S_{n,\frac{r+a-1}{k}}(x+1 - \frac{r+a-1}{k}) \]
\[ = k^{n} \sum_{r=1}^{k} \chi(r) \frac{B_{n+1}(x) - B_{n+1}(\frac{r+a-1}{k})}{n+1} \]
\[ = k^{n} \sum_{r=1}^{k} \chi(r) \frac{B_{n+1}(x)}{n+1} - k^{n} \sum_{r=1}^{k} \chi(r) \frac{B_{n+1}(\frac{r+a-1}{k})}{n+1} = -\frac{\tilde{B}_{n+1,\chi}(a)}{n+1}, \]
here we used the formula that \( \tilde{B}_{n+1,\chi}(a) = k^{n} \sum_{r=1}^{k} \chi(r) B_{n+1}(\frac{r+a-1}{k}) \) (see [13 Equation 1.2.14]). \( \square \)

**Corollary 4.2.** Let \( \chi \) be a non-trivial primitive Dirichlet character. We have
\[ L(-n,a,\chi) = \int_{0}^{1} S_{n,\chi}(x) dx = -\frac{\tilde{B}_{n+1,\chi}(a)}{n+1}. \]
Proof. We have

\[
L(-n, a, \chi) = k^n \sum_{r=1}^{k} \chi(r) \zeta(-n, \frac{r + a - 1}{k})
\]

\[
= k^n \sum_{r=1}^{k} \chi(r) \int_{1-r/a-1/k}^{1} S_{n, r/a-1/k}(x) dx
\]

\[
= k^n \sum_{r=1}^{k} \chi(r) \int_{0}^{1} S_{n, r/a-1/k}(x + 1 - \frac{r + a - 1}{k}) dx
\]

\[
= \int_{0}^{1} k^n \sum_{r=1}^{k} \chi(r) S_{n, r/a-1/k}(x + 1 - \frac{r + a - 1}{k}) dx
\]

\[
= \int_{0}^{1} S_{n, \chi, a}(x) dx.
\]

5. The zeta function \(L(s, \chi_4)\)

In this section, we use the studies in the previous sections to study the zeta function \(L(s, \chi_4)\) where \(\chi_4\) is the quadratic character of conductor 4 given by

\[
\chi_4(m) = \begin{cases} 
0 & \text{if } 2 \mid m \\
1 & \text{if } m \equiv 1 \pmod{4} \\
-1 & \text{if } m \equiv 3 \pmod{4}.
\end{cases}
\]

5.1. The first integral representation of \(L(-n, \chi_4)\). By Corollary 3.2, we have

\[
L(-2n, \chi_4) = -\frac{B_{2n+1, \chi_4}}{2n+1} = -\frac{4^n}{2n+1} \left( B_{2n+1} \left( \frac{1}{4} \right) - B_{2n+1} \left( \frac{3}{4} \right) \right).
\]

By [33 page 7, formula (2.8)], we have \(B_n(x) = (-1)^n B_n(1-x)\), we have

\[
B_{2n+1} \left( \frac{3}{4} \right) = -B_{2n+1} \left( \frac{1}{4} \right).
\]

Therefore, we have

\[
L(-2n, \chi_4) = -\frac{4^{2n+1} B_{2n+1} \left( \frac{1}{4} \right)}{2(2n+1)}.
\]

By Theorem 2.1, we know that

\[
\zeta(-2n, \frac{1}{4}) = -\frac{B_{2n+1} \left( \frac{1}{4} \right)}{2n+1}.
\]

Combining these two facts we have

\[
L(-2n, \chi_4) = \frac{4^{2n+1}}{2} \zeta(-2n, \frac{1}{4}).
\]

By Theorem 2.3, we have the following

Proposition 5.1. Let \(n\) be a positive integer. Then

1. If \(n\) is odd then \(L(-n, \chi_4) = 0\).
2. If \(n\) is even then

\[
L(-n, \chi_4) = \frac{4^{n+1}}{2} \int_{0}^{1} S_{n, \chi_4}(x) dx.
\]
Examples 5.2. Let us give a concrete example for Proposition 5.1. By Example 2.6, we have
\[ S_{2,\chi}(x) = \frac{1}{16}(x-1) + \frac{1}{4}(x-1)(x-2) + \frac{(x-1)(x-2)(2x-3)}{6}. \]
Therefore, by the above proposition we have
\[ L(-2,\chi_4) = \frac{4^3}{2} \int_{\frac{1}{2}}^{\chi} \left[ \frac{1}{16}(x-1) + \frac{1}{4}(x-1)(x-2) + \frac{(x-1)(x-2)(2x-3)}{6} \right] dx = -\frac{1}{2}. \]

5.2. The second integral representation of \( L(-n,\chi_4) \). In this subsection, we provide another integral representation for \( L(-n,\chi_4) \). Our presentation here is strongly influenced by [34]. First, let us recall the Lerch zeta function and its special values studied in [34].

\[ \zeta(s,a,\gamma) = \sum_{n=0}^{\infty} \frac{\gamma^n}{(n+a)^s}, \]
where \( 0 < a \in \mathbb{R} \) and \( 0 < |\gamma| \leq 1 \). When \( \gamma = \exp(-2\pi i\alpha) \) with \( \alpha \in \mathbb{R}\setminus\mathbb{Z} \), we have the following theorem.

Theorem 5.3. [34, Theorem 0.2] For \( 0 < k \in \mathbb{Z}, \Re(a) > 0 \), the value \( \zeta(1-k,a,\gamma) \) is given by
\[ \zeta(1-k,a,\gamma) = E_{c,k-1}(a)/(1+c^{-1}), \]
where \( c = \gamma^{-1} \) and \( E_{c,k-1}(t) \) is the Euler polynomial defined by [34, Equation 0.3].

When \( c = 1 \) (equivalently \( \gamma = -1 \)), \( E_{1,n}(t) \) is the classical Euler polynomial of degree \( n \). Here are some important properties of Euler polynomials that we will use later on (see [35, Page 25]).

\[ E_{c,n} = 2^n E_{c,n} \left( \frac{1}{2} \right). \] (5.1)
\[ \frac{d}{dt}E_{c,n}(t) = nE_{c,n-1}(t) \quad (n > 0). \] (5.2)
\[ E_{c,n}(t+1) + cE_{c,n}(t) = (1+c)t^n. \] (5.3)

We have the following identity
\[ L(s,\chi_4) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)^s} = \frac{1}{2^s} \sum_{n=0}^{\infty} \frac{(-1)^n}{(n+\frac{1}{2})^s} = 2^{-s}\zeta(s, \frac{1}{2} - 1). \] (5.4)

By Theorem 5.2 we have
\[ \zeta(-n, \frac{1}{2}, -1) = \frac{E_{1,n}(\frac{1}{2})}{2}. \]

By equation 5.4 we deduce that
\[ L(-n,\chi_4) = \frac{2^nE_{1,n}(\frac{1}{2})}{2} = \frac{E_{1,n}}{2}. \]

Let us now give an integral representation of \( L(-n,\chi_4) \). From equation 5.3 we can see that
\[ E_{1,n}(t+2) - E_{1,n}(t) = 2((t+1)^n - t^n). \]

In particular, \( E_{1,n}(2) - E_{1,n}(0) = 2 \) for all \( n \). By equation 5.2 we have
\[ \int_0^2 E_{1,n}(x) dx = \left[ \frac{E_{1,n+1}(x)}{n+1} \right]_0^2 = \frac{E_{1,n+1}(2) - E_{n+1}(0)}{n+1} = \frac{2}{n+1}. \]
Consequently, we have
\[-\frac{1}{4} \int_0^2 (E_{1,n}(x) - E_{1,n} - \frac{1}{n+1})dx = \frac{E_{1,n}}{2} - \frac{1}{4} \left[ \int_0^2 E_{1,n}(x)dx - \frac{2}{n+1} \right] = \frac{E_{1,n}}{2} = L(-n, \chi_4).\]

In summary, we have just proved the following

**Proposition 5.4.** For all \( n \geq 0 \) we have
\[L(-n, \chi_4) = -\frac{1}{4} \int_0^2 (E_{1,n}(x) - E_{1,n} - \frac{1}{n+1})dx.\]

**APPENDIX A. SOME FORMULAS AND FIGURES**

In this appendix, we provide the formulas of \( S_n(x) \) for small \( n \) and their graphs on the interval \([0,1]\). First, we have the following formulas for \( S_n(x) \) with \( 1 \leq n \leq 6 \).

\[S_1(x) = \frac{(x-1)x}{2}, S_2(x) = \frac{(x-1)x(2x-1)}{6},\]

\[S_3(x) = \frac{(x-1)^2}{4}, S_4(x) = \frac{1}{6}(x^6 - 3x^5 + \frac{5}{2}x^4 - \frac{1}{2}x^2),\]

\[S_5(x) = \frac{1}{6}(x^6 - 3x^5 + \frac{5}{2}x^4 - \frac{1}{2}x^2), S_6 = \frac{1}{6}(x^6 - 3x^5 + \frac{7}{2}x^4 - \frac{7}{6}x^3 + \frac{1}{6}x).\]

We plot the graphs of \( S_n(x) \) for \( n \in \{1,3,5\} \).

![Graphs of S_n(x) over [0,1] for n=1,3,5](image)

Here are the graphs of \( S_n(x) \) for \( n \in \{2,4,6\} \).
Finally, we plot the region bounded by \( S_n(x) \) and \( y = 0 \) over \([0, \frac{1}{2}]\).

Next, we compute certain generalized Bernoulli numbers \( B_{n,\chi} \) where \( \chi \) is a quadratic character of conductor \( p \). Concretely, this is the character given by Legendre symbol \( \chi(a) = \left( \frac{a}{p} \right) \), \( a \in \mathbb{Z} \). First, we provide a table of \( B_{n,\chi} \) for \( p \leq 11 \).

| \( n \) | \( B_n \) | \( B_{n,\chi_3} \) | \( B_{n,\chi_4} \) | \( B_{n,\chi_5} \) | \( B_{n,\chi_7} \) | \( B_{n,\chi_{11}} \) |
|-------|---------|----------------|----------------|----------------|----------------|----------------|
| 0     | 1       | 0              | 0              | 0              | 0              | 0              |
| 1     | -1/2    | -1/3           | -1/2           | 0              | -1             | -1             |
| 2     | 1/6     | 0              | 0              | 4/5            | 0              | 0              |
| 3     | 0       | 2/3            | 3/2            | 0              | 48/7           | 18             |
| 4     | -1/30   | 0              | 0              | -8             | 0              | 0              |
| 5     | 0       | -10/3          | -25/2          | 0              | -160           | -12750/11      |
| 6     | 1/42    | 0              | 0              | 804/5          | 0              | 0              |
| 7     | 0       | 98/3           | 427/2          | 0              | 8176           | 152082         |
| 8     | -1/30   | 0              | 0              | -5776          | 0              | 0              |
| 9     | 0       | -1618/3        | -12465/2       | 0              | -5086656/7     | -33743250      |
| 10    | 5/66    | 0              | 0              | 1651004/5      | 0              | 0              |
| 11    | 0       | 40634/3        | 555731/2       | 0              | 99070928       | 11392546506    |
| 12    | -691/2730 | 0            | 0              | -27622104      | 0              | 0              |
Next, we provide a table of $B_{n,\chi}$ for $13 \leq p \leq 23$.

| $n$ | $B_{n,\chi_{13}}$ | $B_{n,\chi_{17}}$ | $B_{n,\chi_{19}}$ | $B_{n,\chi_{23}}$ |
|-----|------------------|------------------|------------------|------------------|
| 0   | 0                | 0                | 0                | 0                |
| 1   | 0                | 0                | -1               | -3               |
| 2   | 4                | 8                | 0                | 0                |
| 3   | 0                | 0                | 66               | 144              |
| 4   | -232             | -656             | 0                | 0                |
| 5   | 0                | 0                | -13450           | -34080           |
| 6   | 401556/13        | 138984           | 0                | 0                |
| 7   | 0                | 0                | 5303074          | 18665136         |
| 8   | -7482704         | -958428704/17    | 0                | 0                |
| 9   | 0                | 0                | -66751985430/19  | -17895000384     |
| 10  | 2890943420       | 37040430040      | 0                | 0                |
| 11  | 0                | 0                | 3539203405562    | 605747775717744/23 |
| 12  | -1634752049016   | -35766492971568  | 0                | 0                |

While working on these numerical data, we observed that in our examples, it is always the case that $v_p(B_{p-1,\chi}) = -1$. Using the work of Ernvall (see [16]), we are able to prove a more general statement.

**Remark A.1.** After finding a direct proof and searching further the literature, we also found Carlitz’s result (see [11, Theorem 3]) that implies the above observation. The announcement of results in [11] is in [10]. Observe however that there is a misprint in Theorem 1, line 4 in [10]. The relevant part of [11, Theorem 3] states in our special case where values of character are just 1 or $-1$ the following: “Let $g$ be a primitive root mod $p$. If the conductor $f$ of the primitive character mod $f$ is a prime number $p > 2$, then $B_{n,\chi}$ is integer unless $p$ and $1 - \chi(g)^n$ are not coprime in which case ...” This statement does imply that $v_p(B_{p-1,\chi}) = -1$ and also the more general version of our Proposition A.1. In this case (see [11, Theorem 3] for the relevant notations) $\nu = 0$ and using that $g$ is a primitive root mod $p$ we see that that $\gcd(p, 1 - \chi(g)^n) = \gcd(p, 1 + g^n) > 1$ iff $n \equiv \frac{p-1}{2} \pmod{(p-1)}$, and therefore we have that $pB_{p-1,\chi} \equiv -1 \pmod{p}$. For the reader’s convenience here we provide a direct short proof of this very interesting statement.

**Proposition A.2.** Let $\chi$ be a quadratic character of conductor $p$ where $p$ is an odd prime number and $n \geq 0$. Then

1. If $n \not\equiv \frac{p-1}{2} \pmod{(p-1)}$ then $B_{n,\chi} \in \mathbb{Z}$.
2. If $n \equiv \frac{p-1}{2} \pmod{(p-1)}$ then $B_{n,\chi} = \frac{a}{p}$ where $a \in \mathbb{Z}$ and $a \equiv -1 \pmod{p}$.

**Proof.** By [16, Theorem 1.2], we know that if $n \not\equiv \delta_{\chi} \pmod{2}$ then $B_{n,\chi} = 0$. Furthermore, we remark that for all odd primes $p$

$$\frac{p-1}{2} \equiv \delta_{\chi} \pmod{2}.$$

Therefore, it is is sufficient to prove this proposition when $n \equiv \delta_{\chi} \pmod{2}$.

By [16, Theorem 1.4], we know that $pB_{n,\chi}$ is $p$-integral. Additionally, by [16, Theorem 1.5], $B_{n,\chi}$ is $q$-integral for all primes $q \neq p$. Combining these two facts, we can conclude that $pB_{n,\chi} \in \mathbb{Z}$ for all $n \geq 0$. Furthermore, by [16, Theorem 1.6], we know that

$$p^2B_{n,\chi} \equiv \sum_{a=1}^{p^2} \chi(a)a^n \pmod{p^2}.$$
We have the following congruences modulo $p^2$:
\[
\sum_{a=1}^{p^2} \chi(a) a^n = \sum_{a=1}^{p} \left( \sum_{k=0}^{p-1} \chi(kp + a)(kp + a)^n \right) = \sum_{a=1}^{p} \chi(a) \sum_{k=0}^{p-1} (a^n + n(kp)a^{n-1}) = \sum_{a=1}^{p} \chi(a) \left( pa^n + npa^{n-1} \sum_{k=1}^{p-1} k \right) = p \sum_{a=1}^{p} \chi(a) a^n + \frac{np^2(p-1)}{2} \sum_{a=1}^{p} \chi(a)a^{n-1} = p \sum_{a=1}^{p} \chi(a) a^n \quad (\text{mod } p^2).
\]

The second congruence comes from the expansion of $(a+kp)^n$ leaving out terms which are divisible by $p^2$. The last congruence comes from the identity
\[
\sum_{k=1}^{p-1} k = \frac{p(p-1)}{2}.
\]

We have the following well-known simple lemma.

**Lemma A.3.** Let $r$ be a natural number. Then
\[
\sum_{a=1}^{p} a^r = \begin{cases} 0 & \text{if } p - 1 \nmid r \\ -1 & \text{if } p - 1 | r \end{cases}.
\]

Using this lemma and the fact that $\chi(a) \equiv a^{p-1} (\text{mod } p)$ we have the following congruences modulo $p$
\[
\sum_{a=1}^{p} \chi(a) a^n \equiv \sum_{a=1}^{p} a^n + \frac{np}{p-1} \equiv \begin{cases} -1 & \text{if } n \equiv \frac{p-1}{2} \pmod{(p-1)} \\ 0 & \text{else} \end{cases}.
\]

Consequently, we have the following congruences modulo $p^2$
\[
p^2 B_{n,\chi} \equiv \begin{cases} -p & \text{if } n \equiv \frac{p-1}{2} \pmod{(p-1)} \\ 0 & \text{else} \end{cases}.
\]

Combining this congruence and the fact that $pB_{n,\chi} \in \mathbb{Z}$, the proposition follows easily. \qed
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