FLOWS BETWEEN PARALLEL PLATES: ANALYTICAL SOLUTIONS OF REGULARIZED 13-MOMENT EQUATIONS FOR INVERSE-POWER-LAW MODELS
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Abstract. We study the structure of stationary channel flows predicted by the regularized 13-moment equations. Compared with the previous work [28], we focus on gases whose molecules satisfy the general inverse power law. The analytical solutions are obtained for the semi-linear equations, and the structures of Couette, Fourier, and Poiseuille flows are solved by coupling the general solutions with newly derived boundary conditions. The results show excellent agreement with the reference solution in the slip-flow regime. Our results also show that the R13 equations derived from inverse power law models can have better accuracy than the R13 equations of Maxwell molecules with altered viscosity.

1. Introduction

Microflows play important roles in the simulations of microelectromechanical systems. To accurately describe the fluid states inside the tiny devices, the gases have to be treated as rarefied gases in modelling and simulations, since the mean free path for the gases may appear to be comparative to the size of the devices. For early slip flows, the gas can still be considered to be relatively dense, so that the classical Navier-Stokes equations, one of the classical models in continuum mechanics, are still applicable in the simulations [16]. The rarefaction effects due to the gas-wall interaction, such as velocity slip and temperature jump, can be captured by high-order boundary conditions [14]. However, some other phenomena, such as heat transfer from cold to hot [1], cannot be described by Navier-Stokes equations, and thus finer models are required in the simulations.

Compared with continuum mechanics, gas kinetic theory is able to provide much more accurate description for the states of rarefied gases. One of the fundamental models in the gas kinetic theory is the Boltzmann equation [6]. However, the simulation of the Boltzmann equation is highly resource-demanding due to its high dimensionality [15, 10]. In particular, for slip flows and early transitional flows, instead of using the Boltzmann equation, one may expect that applying some extension of Navier-Stokes equations is already sufficient to provide solutions with adequate accuracy. Approaches to deriving such models include Chapman-Enskog expansion [8, 11] and the moment method [13]. In the recent years, significant progress on moment methods has been made by the researchers [20, 4, 12, 17, 5]. In this work, we focus on one of the moment methods initially derived in [23], and is now known as regularized 13-moment (R13) equations.

The R13 equations were initially derived for Maxwell molecules, which are a special type of molecules whose mutual force is always repulsive with magnitude inversely proportional to the fifth power of their distance. For this case, the model, theory and numerical methods of R13 equations have been well developed: the derivation of the equations is simplified in [22]; the boundary conditions are formulated in [35, 25]; the H-theorems for linear and nonlinear equations are established in [26, 37]; and its numerical solver has been studied in [13, 9, 29]. Meanwhile, the analytical solutions of linear/semi-linear R13 equations have been found for problems with simple geometry [28, 27, 36, 19], and it has also been applied to a number of benchmark problems such as shock structure [31, 32] and cavity flows [18]. These works have shown the reliability of the R13 equations in describing slip and early transitional flows. Recently, the R13 equations have been generalized to non-Maxwell gases. In [24], the linear R13 equations for the hard-sphere model is formulated. In [7], the authors derived nonlinear R13 equations based on the Boltzmann equation with linearized collision operator for all inverse power law models, and the models have been validated in [7] using the shock structure problem which does not require boundary conditions.
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The nonlinear R13 equations for general inverse-power-law models have a highly complicated collision term containing more than one hundred terms, which is inconvenient in practical applications. One possible scenario for simpler applications is the linear regime such as slow microflows, so that we can apply linear/semi-linear R13 equations, whose expressions are much neater. For microflow applications, boundary conditions have to be formulated. In this work, we will provide the general procedure to derive boundary conditions and simplify both R13 equations and the boundary conditions by semi-linearization about a global equilibrium state, so that for one-dimensional channel flows, we may find the analytical solutions. These solutions will then be compared with the DSMC (direct simulation of Monte Carlo) solutions [3] to show the validity of R13 equations and the boundary conditions. The difference between different gas models can also be observed by these analytical results. Besides, we will also compare our results with the results of R13 equations for Maxwell molecules with a modified viscosity coefficient, which have been used in some literature to approximate the dynamics for non-Maxwell gases [35, 38, 27, 31, 33].

The rest of this paper is arranged as follows. In Section 2, we state the problem settings and formulate the semi-linear R13 equations together with the boundary conditions. The analytical solutions to these equations are provided in Section 3. The solutions are applied to three types of benchmark problems, and the results are shown in Section 4 with comparisons to DSMC solutions. The semi-linearization of the equations and the derivation of the boundary conditions are detailed in Section 5. Finally, we give some concluding remarks in Section 6.

2. R13 equations for flows between parallel plates

We are concerned about the steady-state flows between two infinitely large parallel plates (see Figure 1). The distance of the two plates is \( L \), and both plates are perpendicular to the \( x_2 \)-axis. The temperatures of the left and right walls are assumed to be \( \theta^l_W \) and \( \theta^r_W \), respectively. Both walls can move inside their own plane, and we choose the reference frame and the coordinates such that both velocities are parallel to the \( x_1 \)-axis. Under such settings, all the moments are functions of \( x_2 \) only, and the 13 moments can be reduced to eight variables including:

- Equilibrium variables including density \( \rho \), temperature \( \theta \), and the velocity component parallel to the plates \( v_1 \);
- Components of the stress tensor including the parallel stress \( \sigma_{11} \), normal stress \( \sigma_{22} \) and the shear stress \( \sigma_{12} \);
- Heat fluxes including the parallel heat flux \( q_1 \) and the normal heat flux \( q_2 \).

![Figure 1](image-url) Figure 1. In the Couette flow, the walls of the channel are moving. In the Fourier flow, two parallel walls have different temperatures. In the Poiseuille flow, there exists a body force \( G_1 \).
The governing equations of these quantities are derived based on the nonlinear R13 equations derived in \[7\]. Here we focus mainly on the linear regime where the speed of flow is low. After nondimensionalization, dimension reduction and semi-linearization, eight equations are obtained. The first three of them come from the conservation laws of momentum and energy:

\[
\frac{d\sigma_{12}}{dx_2} = G_1, \tag{1}
\]

\[
\frac{d\theta}{dx_2} + \frac{d\rho}{dx_2} + d\sigma_{22} = 0, \tag{2}
\]

\[
\frac{dq_z}{dx_2} + \sigma_{12} \frac{dv_1}{dx_2} = 0. \tag{3}
\]

Here the underlined term highlights the nonlinearity we preserve during the semi-linearization of the equations, and such notation is adopted in all other equations in this section. As for the diagonal of the stress tensor \(\sigma_{ij}\), we have \(\sigma_{11} + \sigma_{22} + \sigma_{33} = 0\), and therefore only two of them need to be considered. Here we choose to consider the equations of \(\sigma_{11}\) and \(\sigma_{22}\). The equations of the stress tensor are related to the collision dynamics between gas molecules. Here we assume that the force between two molecules \(F\) is determined by their distance \(r\). More specifically, we consider only the inverse-power-law model, for which \(F = k r^{-\eta}\) with \(k\) and \(\eta\) being positive constants. After nondimensionalization, the constant \(\kappa\) will be integrated into the Knudsen number \(K_n\). Then the equations for \(\sigma_{11}\) and \(\sigma_{22}\) can be written as

\[
\frac{\alpha_{1,1}^{(\eta)}}{K_n} \sigma_{11} + \frac{\alpha_{1,2}^{(\eta)}}{K_n} \frac{dq_z}{dx_2} + \frac{\alpha_{1,3}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{1,4}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{1,5}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{1,6}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{1,7}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{1,8}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{1,9}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{1,10}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{1,11}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} = 0, \tag{4}
\]

\[
\frac{\alpha_{2,1}^{(\eta)}}{K_n} \sigma_{22} + \frac{\alpha_{2,2}^{(\eta)}}{K_n} \frac{dq_z}{dx_2} + \frac{\alpha_{2,3}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{2,4}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{2,5}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{2,6}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{2,7}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{2,8}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{2,9}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{2,10}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{2,11}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} = 0. \tag{5}
\]

Here all the coefficients \(\alpha_{i,j}^{(\eta)}\) are constants dependent on the value of \(\eta\), and their values for several collision models are given in Appendix A. When \(\eta = 5\), the specific inverse-power-law model is known as the model for Maxwell molecules, whose equations have been derived in [28]. Compared with the equations in [28], the boxed terms in the above two equations are additional for general \(\eta\). One can see from Table 1 that the coefficients in the boxes all equal zero when \(\eta = 5\).

The equation of the only nonzero shear stress component \(\sigma_{12}\) does not include nonlinear terms:

\[
\frac{\alpha_{1,1}^{(\eta)}}{K_n} \sigma_{12} + \frac{\alpha_{2,1}^{(\eta)}}{K_n} \frac{dq_z}{dx_2} + \frac{\alpha_{2,2}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{2,3}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{2,4}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{2,5}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{2,6}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} + \frac{\alpha_{2,7}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{2,8}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{2,9}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{2,10}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} = 0, \tag{6}
\]

and no boxes appear in the above equations, meaning that the general form of this equation is the same as Maxwell molecules. At last, the remaining two equations in the system are from the balance laws of the heat fluxes:

\[
\frac{\alpha_{4,1}^{(\eta)}}{K_n} q_1 + \frac{\alpha_{4,2}^{(\eta)}}{K_n} \frac{d\sigma_{12}}{dx_2} + \frac{\alpha_{4,3}^{(\eta)}}{K_n} \frac{d\sigma_{22}}{dx_2} + \frac{\alpha_{4,4}^{(\eta)}}{K_n} \frac{d^2q_1}{dx_2^2} + \frac{\alpha_{4,5}^{(\eta)}}{K_n} \frac{d^2\theta}{dx_2^2} = 0, \tag{7}
\]

\[
\frac{\alpha_{5,1}^{(\eta)}}{K_n} q_2 + \frac{\alpha_{5,2}^{(\eta)}}{K_n} \frac{d\sigma_{12}}{dx_2} + \frac{\alpha_{5,3}^{(\eta)}}{K_n} \frac{d\sigma_{22}}{dx_2} + \frac{\alpha_{5,4}^{(\eta)}}{K_n} \frac{d^2q_2}{dx_2^2} + \frac{\alpha_{5,5}^{(\eta)}}{K_n} \frac{d^2\theta}{dx_2^2} + \frac{\alpha_{5,6}^{(\eta)}}{K_n} \frac{d\rho}{dx_2} + \frac{\alpha_{5,7}^{(\eta)}}{K_n} \frac{dq_1}{dx_2} + \frac{\alpha_{5,8}^{(\eta)}}{K_n} \frac{dv_1}{dx_2} + \frac{\alpha_{5,9}^{(\eta)}}{K_n} \frac{d\theta}{dx_2} = 0. \tag{8}
\]

The solution to the above equations can be determined only with boundary conditions. The boundary conditions are formulated based on the model proposed by Maxwell, where the velocity distribution of the
reflected particles is the linear combination of specular reflection and diffusive reflection. Consider the left solid wall and assume that the proportion of diffusive reflection is $\chi^l \in [0, 1]$. The following two boundary conditions are extensions of second-order slip boundary conditions for Navier-Stokes equations:

$$ q_2 = -\frac{\chi^l}{2 - \chi^l} \left( \beta_{1,1}^{(n)}(\theta - \theta_W) + \beta_{1,2}^{(n)}{\sigma}_{22} + \beta_{1,3}^{(n)}{K_0} \frac{d{q_2}}{dx_2} + \beta_{1,4}^{(n)}(v_1 - v_W^l)^2 + \beta_{1,5}^{(n)}{K_0}{\sigma}_{12} \frac{dv_1}{dx_2} \right), $$

$$ {\sigma}_{12} = -\frac{\chi^l}{2 - \chi^l} \left( \beta_{4,1}^{(n)}q_1 + \beta_{4,2}^{(n)}(v_1 - v_W^l) + \beta_{4,4}^{(n)}{K_0}{\sigma}_{12} \right). $$

Additional boundary conditions come from higher-order moments of the distribution function:

$$ \beta_{2,1}^{(n)}{K_0}q_1 \frac{dv_1}{dx_2} + \beta_{2,2}^{(n)}{K_0} \frac{d{\sigma}_{22}}{dx_2} = -\frac{\chi^l}{2 - \chi^l} \left( \beta_{2,3}^{(n)}(\theta - \theta_W) + \beta_{2,4}^{(n)}{\sigma}_{22} + \beta_{2,5}^{(n)}{K_0} \frac{d{q_2}}{dx_2} + \beta_{2,6}^{(n)}(v_1 - v_W^l)^2 + \beta_{2,7}^{(n)}{K_0}{\sigma}_{12} \frac{dv_1}{dx_2} \right), $$

$$ \beta_{5,1}^{(n)}{K_0}q_1 \frac{dv_1}{dx_2} + \beta_{5,2}^{(n)}{K_0} \left( 2 \frac{d{\sigma}_{11}}{dx_2} + \frac{d{\sigma}_{22}}{dx_2} \right) = -\frac{\chi^l}{2 - \chi^l} \left( \beta_{5,3}^{(n)}(v_1 - v_W^l)^2 + \beta_{5,4}^{(n)}(2{\sigma}_{11} + {\sigma}_{22}) + \beta_{5,5}^{(n)}{K_0}{\sigma}_{12} \frac{dv_1}{dx_2} \right). $$

The coefficients $\beta_{i,j}^{(n)}$ for different $\eta$ are given in the Appendix A. For boundary conditions on the right solid wall, we just need to make the following replacement:

$$ q_2 \rightarrow -q_2, \quad {\sigma}_{12} \rightarrow -{\sigma}_{12}, \quad x_2 \rightarrow -x_2, \quad \chi^l \rightarrow \chi^r, \quad \theta_W \rightarrow \theta_W^r, \quad v_W \rightarrow v_W^r. $$

Thus we have in total ten boundary conditions on both walls. To fully determine the solution, we need to specify the average mass. Here we set the range of $x_2$ to be $[-1/2, 1/2]$ (so that $L = 1$) and fix the total mass to be

$$ \int_{-1/2}^{1/2} \rho(x_2) \, dx_2 = 0. $$

Details on the derivation of these equations and the boundary conditions will be discussed in Section 5. Here we first consider the solutions to these equations.

### 3. Analytical Solutions to Semi-linear R13 Equations

The semi-linear R13 equations (1)–(3) should be solved following a proper ordering. Straightforwardly, one may obtain the shear stress $\sigma_{12}$ by solving the equation (1):

$$ \sigma_{12} = G_1 x_2 + C_1, \tag{15} $$

where $C_1$ denotes the constant to be determined by the boundary conditions (similar notations for such constants are used later without further declaration). Now combining equations (1), (7), and plugging in the above expression for $\sigma_{12}$, we solve the heat flux $q_1$ as well as the the velocity $v_1$ as

$$ q_1 = \gamma_{1,1}^{(n)}G_1{K_0} + A_1, \tag{16} $$

$$ v_1 = \gamma_{2,1}^{(n)} \left( \frac{G_1}{K_0} x_2^2 + 2 \frac{C_1}{K_0} x_2 \right) - \gamma_{2,2}^{(n)} A_1 + C_4, \tag{17} $$

where

$$ A_1 = C_2 e^{\frac{\gamma_{3,1}^{(n)}}{K_0} x_2} + C_3 e^{\frac{\gamma_{4,1}^{(n)}}{K_0} x_2}, \tag{18} $$

and the corresponding values of coefficients $\gamma_{i,j}^{(n)}$ and $\delta_{k}^{(n)}$ for different $\eta$ are listed in Table 3. At this point, we may insert the formulas for $\sigma_{12}$ and $v_1$ into equation (3) to get the normal heat flux

$$ q_2 = -\frac{2}{3} \gamma_{2,1}^{(n)} \left( \frac{G_1^2}{K_0} x_2^3 + 3 \frac{G_1 C_1}{K_0} x_2^2 + 3 \frac{C_1^2}{K_0} x_2 \right) + C_5 + \gamma_{2,2}^{(n)} \left( \sigma_{12} A_1 - \frac{G_1}{\delta_{1}^{(n)}} D \right), \tag{19} $$
with
\[ D = C_2 e^{\frac{\delta_1(n)}{Kn_0} x_2} - C_3 e^{-\frac{\delta_1(n)}{Kn_0} x_2}. \] (20)

The terms \( A_1 \) and \( D \) contribute to the Knudsen layers in the velocity and the normal heat flux. The constant \( \delta_1(n) \) gives the thickness of the Knudsen layer, which depends on the gas model. Note that for Maxwell molecules, the thickness of the Knudsen layer is solely determined by the equation (7), while for other gases, the boxed term in (7) coming form collision of molecules couples the parallel heat flux with the parallel velocity, so that the balance law for the shear stress also plays a role in determining the thickness of the boundary layer.

Next, we solve the normal stress \( \sigma_{22} \), temperature \( \theta \), and mass density \( \rho \) together using equations (2), (5), and (6). In specific, we first write \( \rho \) in terms of \( \theta \) and \( \sigma_{22} \) according to the equation (2):
\[ \rho = C_9 - \theta - \sigma_{22} \] (21)

and then combine and solve the two equations (2) and (6) based on the above formula together with the expressions for \( v_1, q_1, q_2, \) and \( \sigma_{12} \) obtained by previous calculation to arrive at
\[ \sigma_{22} = \gamma_{3,4} G_1^2 Kn_0^2 + \gamma_{3,3} C_4 C_3 + \gamma_{3,4} G_1 Kn_0 A_1 + \gamma_{3,5} \sigma_{12} D + \gamma_{3,6} B + A_2, \] (22)
\[ \theta = \gamma_{4,1} G_1 Kn_0 (G_1 x_2^2 + 4C_3 x_2^3) + \left( \gamma_{4,2} C_1^2 G_1 (\frac{C_1}{Kn_0}) x_2^2 + \left( 2\gamma_{4,4} G_1 C_1 + \gamma_{4,4} \frac{C_5}{Kn_0} \right) x_2 + C_8 + \gamma_{4,5} G_1 Kn_0 A_1 + \gamma_{4,6} \sigma_{12} D + \gamma_{4,7} B + \gamma_{4,8} A_2, \right. \] (23)
where
\[ A_2 = C_6 e^{\frac{\delta_1(n)}{Kn_0} x_2} + C_7 e^{-\frac{\delta_1(n)}{Kn_0} x_2}, \quad B = C_2 e^{2\frac{\delta_1(n)}{Kn_0} x_2} + C_3 e^{-2\frac{\delta_1(n)}{Kn_0} x_2}. \] (24)

The mass density then can be solved following the condition (13). Regardless of boundary terms, the temperature \( \theta \) is a quartic function of \( x_2 \). Such a structure agrees with the analysis for the BGK model studied in [30], where \( G_1 \) is considered as a small parameter. Our result corresponds to the solution in [30] expanded up to \( O(G_1^2) \), and some boundary effect can also be captured by our solution.

Finally, we solve the parallel stress \( \sigma_{11} \) using the equation (4) upon knowing all other quantities:
\[ \sigma_{11} = \gamma_{5,1} G_1^2 Kn_0^2 + \gamma_{5,2} \sigma_{12} + \gamma_{5,3} C_2 C_3 + \gamma_{5,4} G_1 Kn_0 A_1 + \gamma_{5,5} \sigma_{12} D + \gamma_{5,6} B + \gamma_{5,7} A_2 + A_3, \] (25)
where
\[ A_3 = C_10 e^{\frac{\delta_1(n)}{Kn_0} x_2} + C_{11} e^{-\frac{\delta_1(n)}{Kn_0} x_2}. \] (26)

The solution shows that when \( G = 0 \), besides boundary layers, \( \sigma_{11} \) is a constant in the bulk; when \( G \) is a constant, \( \sigma_{11} \) is quadratic in the bulk. Note that the bulk solutions of \( \sigma_{11} \) and \( \sigma_{22} \) cannot be predicted by Navier-Stokes-Fourier equations.

The above exact solutions will be considered under three different settings, which are:
- Couette flow, which represents the case with moving plates;
- Fourier flow, which represents the case with a temperature difference of both walls;
- Force-drive Poiseuille flow, which represents the case with a body force.

The settings of these three cases will be detailed in the following subsections.

3.1. **Couette flow**. The Couette flow refers to the case where \( G_1 = 0 \) and \( \theta_W^b = \theta_W^a \), and we choose the frame of reference such that \( v_W^b = -v_W^a \). Due to such symmetry, the stationary Couette flow satisfies the properties \( v_1(x_2) = -v_1(-x_2) \) and \( q_1(x_2) = -q_1(-x_2) \), resulting in \( C_3 = 0 \) and \( C_2 + C_3 = 0 \). Therefore, the general solutions for the velocity \( v_1 \), shear stress \( \sigma_{12} \), and heat flux \( q_1 \) reduce to
\[ v_1 = 2\gamma_{2,1} C_1 \frac{C_1}{Kn_0} x_2 - 2\gamma_{2,2} C_2 \sinh \left( \frac{\delta_1(n)}{Kn_0} x_2 \right), \quad \sigma_{12} = C_1, \quad q_1 = 2C_2 \sinh \left( \frac{\delta_1(n)}{Kn_0} x_2 \right). \] (27)
As for the temperature, the Couette flow has the symmetry $\theta(x_2) = \theta(-x_2)$, which gives $C_5 = 0$ and $C_6 = C_7$. Consequently, we have

$$\theta = \gamma_{4,3} \frac{C_1}{Kn_0} x_2^2 + C_8 + 2\gamma_{4,7} C_1 C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) + 2\gamma_{4,7} C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right),$$

$$\sigma_{22} = \gamma_{3,2} C_2 - \gamma_{3,3} C_2 + 2\gamma_{4,3} C_1 C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) + 2\gamma_{3,6} C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) + 2C_6 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right),$$

$$q_2 = -2\gamma_{2,1} \frac{C_1}{Kn_0} x_2^2 + 2\gamma_{2,2} C_1 \sinh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right).$$

(28)

3.2. Fourier flow. For the Fourier flow, we again have $G_1 = 0$. Meanwhile we assume that the plates are stationary so that $v_W = v^W = 0$. The flow structure is generated by the temperature difference between walls. Here we assume that $\theta^W < \theta_W$. In this scenario, the parallel velocity vanishes: $v_1 = 0$, which gives $C_1 = C_2 = C_3 = C_4 = 0$. As a result,

$$v_1 = 0, \quad \sigma_{12} = 0, \quad q_1 = 0.$$  

(29)

Meanwhile, the normal stress has the symmetry $\sigma_{22}(x_2) = -\sigma_{22}(-x_2)$, yielding that $C_6 + C_7 = 0$. Thus we have

$$\theta = \gamma_{4,4} \frac{C_5}{Kn_0} x_2^2 + C_8 + 2\gamma_{4,8} C_6 \sinh \left( \frac{\delta_{2}^{(n)}}{Kn_0} x_2 \right),$$

$$\sigma_{22} = 2C_6 \sinh \left( \frac{\delta_{2}^{(n)}}{Kn_0} x_2 \right), \quad q_2 = C_5.$$  

(30)

3.3. Force-driven Poiseuille flow. This is the case where $\theta^W = \theta_W$ and $v_W = v^W = 0$, while the body force $G_1$ is nonzero. For the Poiseuille flow, both the temperature and velocity are symmetric, i.e., $\theta(x_2) = \theta(-x_2)$ and $v_1(x_2) = v_1(-x_2)$. Therefore, we have $C_2 = C_3, C_6 = C_7, \text{ and } C_1 = C_5 = 0$, which eventually lead to the solution

$$v_1 = \gamma_{2,1} \frac{G_1}{Kn_0} x_2^2 - 2\gamma_{2,2} C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) + C_4, \quad \sigma_{12} = G_1 x_2, \quad q_1 = \gamma_{1,1} G_1 Kn_0 + 2C_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right),$$

$$\theta = \gamma_{4,4} \frac{G_1}{Kn_0} x_2^2 + \gamma_{4,2} G_1 x_2 + C_8 + 2\gamma_{4,5} C_2 G_1 Kn_0 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) +$$

$$+ 2\gamma_{4,5} C_2 G_1 x_2 \sinh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right),$$

$$\sigma_{22} = \gamma_{3,1} G_1^2 Kn_0 + \gamma_{3,2} G_2 x_2^2 + \gamma_{3,3} C_2 + 2\gamma_{3,6} C_2 G_1 Kn_0 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) +$$

$$+ 2\gamma_{3,6} C_2 G_1 x_2 \sinh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right),$$

$$q_2 = 2 \sum_{n=1}^{\infty} \frac{G_1^2}{Kn_0} x_2^2 + 2\gamma_{2,2} C_2 \left[ G_1 x_2 \cosh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) - G_1 Kn_0 \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \sinh \left( \frac{\delta_{1}^{(n)}}{Kn_0} x_2 \right) \right].$$  

(31)

4. Results

The results of the above analytical solutions are illustrated and compared to DSMC simulations in this section. For Couette and Fourier flows, the DSMC solutions are obtained with Bird’s code [3], where the molecular mass and the average density of the gas are set to $m = 6.63 \times 10^{-26}$ kg and $\rho_0 = 9.282 \times 10^{-6}$ kg m$^{-3}$, respectively. At the reference temperature $T_0 = 273.15$ K, the mean free path can be fixed as $\lambda_0 = \ldots$
9.2456 \times 10^{-3} \text{ m}. \text{ Thus the distance between two plates is given by } L = \lambda_0 / \text{Kn}, \text{ where Kn is the Knudsen number. Given the viscosity index } \omega, \text{ the viscosity coefficient } \mu_0 \text{ can be then obtained from (34). To match our solutions with the DSMC results, the same } \mu_0 \text{ is employed in the semi-linear R13 equations instead of (37). In more detail, the parameter Kn}_0 \text{ in previous sections is related to the Knudsen number Kn and the viscosity index } \omega \text{ by } \text{Kn}_0 = \frac{15 \text{Kn}}{2 \sqrt{(5 - 2\omega)(7 - 2\omega)}}. \text{ As for force-driven Poiseuille flow, the dimensionless DSMC results are obtained for a hard sphere gas from [39]. In addition, both plates are assumed to be completely diffusive, that is, the accommodation coefficients are } \chi^i = \chi^j = 1.\text{ 4.1. Couette flow. For the Couette flow, we consider the case that the plates move with } v_R^W = -v_I^W = 47.60998 \text{ m s}^{-1} \text{ (the corresponding dimensionless wall velocities are } \pm 0.2) \text{ at the reference temperature } T_0.\text{ We first investigate the solutions of the semi-linear R13 equations for various } \eta \text{ from Maxwell molecules (} \eta = 5) \text{ to hard sphere molecules (} \eta = \infty) \text{ at } \text{Kn} = 0.05, 0.1, \text{ and } 0.5. \text{ The dimensionless results for } \eta = 5, 7, 10, 17, \text{ and } \infty \text{ are respectively shown in Figures 2}^{(6)} \text{ where each solution is compared to the DSMC result with the same viscosity index } \omega, \text{ determine by } \eta \text{ via (37), that is, } \omega = 1.0, 0.83, 0.72, 0.625, \text{ and } 0.5 \text{ for } \eta = 5, 7, 10, 17, \text{ and } \infty, \text{ respectively. As can be seen, all profiles are in good agreement with the DSMC results for small Knudsen numbers. For larger Knudsen number such as } \text{Kn} = 0.5, \text{ some deviations away from the DSMC results are observed. The main reason might be that the rarefaction effects in such a case are too strong to be sufficiently described by the semi-linear R13 equations. Consequently, the higher-order moments should be taken into account in such a situation. Nevertheless, the profiles of velocity } v_1, \text{ temperature } \theta, \text{ shear stress } \sigma_{12}, \text{ and heat flux } q_1 \text{ and } q_2 \text{ are still predicted qualitatively correctly even for } \text{Kn} = 0.5.\text{ In [28], the semi-linear R13 equations for Maxwell molecules are used to simulate the gas with viscosity index } \omega \neq 1.0. \text{ To this end, the coefficients of the equations including } \alpha_{2}^{(\eta)} \text{ and } \beta_{2}^{(\eta)} \text{ remain the same as those for } \eta = 5, \text{ while the viscosity index } \omega, \text{ which determines the value of } \text{Kn}_0 \text{, is adjusted according to the simulated gas. In other words, } \eta \text{ and } \omega \text{ are viewed as two independent parameters, i.e., } \omega \neq \frac{1}{4} + \frac{2}{\pi - 1}, \text{ in the simulation. We would now like to study the difference between such a strategy and our solution of the “genuine” R13 equations for the general inverse power law models. In our test, we fix } \omega \text{ to be 0.5, and consider the solutions of R13 equations for } \eta = 5, 7, 10, 17, \text{ and } \infty. \text{ The solutions are compared with the DSMC solutions with viscosity index } \omega = 0.5.\text{ For a number of quantities, the results for different } \eta \text{ are very close to each other. To avoid massive plots, we only provide profiles for the heat flux } q_1, \text{ which is the moment that shows the most significant difference. The dimensionless plots for } \text{Kn} = 0.05, 0.1, \text{ and } 0.5 \text{ are presented in Figure 7 where the DSMC results with } \omega = 0.5 \text{ are provided for comparison. The disagreement between different models is especially obvious near the boundaries, where the R13 equations for Maxwell molecules predict heat flux about 1.8 times as large as the DSMC result, while the R13 equations for hard-sphere molecules can provide satisfactory accuracy. This phenomenon is mainly due to the variation of the coefficient } C_2 \text{ in (27), which can be determined from the linear system of } C_1 \text{ and } C_2 \text{ by inserting (27) into (10) and (12). It is found that with the fixed viscosity index } C_2 \text{ decreases as } \eta \text{ increases. In particular, } C_2 \text{ for } \eta = \infty \text{ is reduced by more than a half compared with the value of } C_2 \text{ for } \eta = 5. \text{ Noting that the DSMC code is implemented for variable-hard-sphere gas and } \omega = 0.5 \text{ corresponds to the hard sphere molecules (} \eta = \infty) \text{ exactly from (37), we expect that the semi-linear R13 solutions with } \eta = \infty \text{ gives the best results in comparison to the DSMC results. Indeed, it is observed from Figure 7 that the profiles of } q_1 \text{ become closer to the DSMC solutions as } \eta \text{ increases from 5 to } \infty \text{ for the given three Knudsen numbers. This experiment confirms the advantage of using R13 equations derived from the Boltzmann equation with original collision terms.}\text{ 4.2. Fourier flow. For the Fourier flow, the gas is driven solely by the difference of wall temperatures. In our simulations, the wall temperatures are set as } T_W^I = T_0 \text{ and } T_W^R = 1.2 T_0, \text{ i.e., the corresponding dimensionless wall temperatures are } \theta_R^W = 1 \text{ and } \theta_I^W = 1.2 \text{ respectively.}\text{ For this example, we first repeat the experiment that fixes the viscosity index } \omega \text{ and compares the solutions of R13 equation for different } \eta. \text{ Again we choose } \omega = 0.5 \text{ and } \eta = 5, 7, 10, 17, \text{ and } \infty, \text{ but the Knudsen numbers are selected as } \text{Kn} = 0.01, 0.05, \text{ and } 0.1. \text{ Due to the simplicity of the flow structure, the solutions for different models are quite close to each other. Here in Figure 8 we plot the dimensionless profiles for } q_2 \text{ as well as the DSMC results for the hard-sphere model. It is observed that compared with the model for Maxwell molecules, the hard-sphere R13 equations reduce the error of } q_2 \text{ by a half for } \text{Kn} = 0.05 \text{ or two thirds for } \text{Kn} = 0.1. \text{ This again implies that for } \eta \text{ close to 5, we can use the R13 equations for Maxwell products.}
gases, which have a much simpler form, to approximate the dynamics for the inverse power law gases, while when \( \eta \) is large, such approximation may lead to significant modelling errors.

Then, with the viscosity index determined by \( \eta \) via (37), i.e., \( \omega = \frac{1}{2} + \frac{\eta}{\eta} \), we compare the semi-linear R13 solutions for \( \eta = 5, 10, \) and \( \infty \) with the DSMC solutions obtained with the corresponding \( \omega \) in Figure 9-11, respectively. It is observed that the profiles are in good agreement with the DSMC solutions, although some deviations can be found for the normal stress \( \sigma_{22} \) near the boundaries. In the boundary layer, the nonlinear effects are stronger, so that the semi-linear R13 equations may fail to predict the solutions accurately.
R13 SOLUTIONS FOR FLOWS BETWEEN PARALLEL PLATES
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Figure 4. Couette flow of the semi-linear R13 equations for \( \eta = 10 \). The dimensionless semi-linear R13 solutions for \( Kn = 0.05, 0.1, \) and 0.5 are plotted in black solid line, blue dashed-dotted line, and red dotted line, respectively. The corresponding DSMC solutions are marked by circle, triangle, and diamond.

Figure 5. Couette flow of the semi-linear R13 equations for \( \eta = 17 \). The dimensionless semi-linear R13 solutions for \( Kn = 0.05, 0.1, \) and 0.5 are plotted in black solid line, blue dashed-dotted line, and red dotted line, respectively. The corresponding DSMC solutions are marked by circle, triangle, and diamond.

4.3. Force-driven Poiseuille flow. This example studies the effect of the body force. Both plates in the force-driven Poiseuille flow are stationary, i.e., \( \nu_W = \nu_W^r = 0 \), and we consider the case where the dimensionless wall temperatures and body force are set to be \( \theta_W = \theta_W^r = 1 \) and \( G_1 = 0.2555 \) respectively.

First, the results of the semi-linear R13 equations for \( \eta = 5, 7, 10, 17, \) and \( \infty \) with the same viscosity index \( \omega = 0.5 \) are compared to the DSMC results at \( Kn = 0.1 \). The results for the velocity \( \nu_1 \) and the heat flux \( q_1 \) are shown in Figure [12] for a careful comparison. It can be observed that the deviations away from the DSMC results are reduced remarkably as \( \eta \) increases especially for heat flux \( q_1 \). Again, the semi-linear R13 equations of hard sphere gas (\( \eta = \infty \)) give the solutions in best agreement with the DSMC results as
expected. Furthermore, the behavior of $q_1$ in terms of $\eta$ in the bulk is mainly affected by the coefficient $\gamma^{(\eta)}_{1,1}$, which increases as $\eta$ increases. While near the boundaries, the different solutions of $q_1$ for different $\eta$ are mainly due to the large variation of the coefficient $C_2$, which can be solved from the linear system of $C_2$. 

Figure 6. Couette flow of the semi-linear R13 equations for $\eta = \infty$ (hard sphere molecules). The dimensionless semi-linear R13 solutions for $Kn = 0.05$, $0.1$, and $0.5$ are plotted in black solid line, blue dashed-dotted line, and red dotted line, respectively. The corresponding DSMC solutions are marked by circle, triangle, and diamond.

Figure 7. Dimensionless heat flux $q_1$ for Couette flow with $\omega = 0.5$. The semi-linear R13 solutions are plotted in gray dashed line, green dashed-dotted line, blue dotted line, red dashed line, and black solid line for $\eta = 5, 7, 10, 17,$ and $\infty$, respectively. The DSMC solutions are marked by circle.

Figure 8. Dimensionless heat flux $q_2$ for Fourier flow with $\omega = 0.5$. The semi-linear R13 solutions are plotted in gray dashed line, green dashed-dotted line, blue dotted line, red dashed line, and black solid line for $\eta = 5, 7, 10, 17,$ and $\infty$, respectively. The DSMC solutions are marked by circle.
and $C_4$ by inserting the analytical expression of $v_1$, $\sigma_{12}$, and $q_1$ into (11) and (12). Again, it is found that with the fixed viscosity index, $C_2$ decreases as $\eta$ increases, and the value of $C_2$ for $\eta = \infty$ is almost a half of its value for $\eta = 5$.

Figure 13 shows more details of the solutions obtained by the semi-linear R13 equations with $\eta = \infty$ at $Kn = 0.1, 0.2, 0.5,$ and $1.0$. The reference DSMC solutions at $Kn = 0.1$ are also presented for comparison. As can be seen, the profiles of our solutions are generally consistent with the DSMC results. The R13 equations predict lower temperature in the bulk, but the relative error is only within 0.5%. The most significant error appears in the normal stress $\sigma_{22}$, especially for the flow near the boundary. The reason is likely to be the lack of higher-order moments in the system. As the Knudsen number increases, the general trends of the solutions agree with the results in [28]. In particular, for the temperature, the curve no longer bends down near the boundary for high Knudsen number. This can also be observed from the expression of the
temperature (31). The quartic coefficient $\gamma_{41} G_1^2 / K_n^2$ is negative, which contributes to the concaveness of the profile. When $K_n$ gets larger, the contribution of this term becomes smaller. When $K_n$ is sufficiently large, the concaveness will be transcended by the convex quadratic term $\gamma_{42} G_1^2 x_1^2$, resulting in the reversion near the boundary.

![Figure 12](image-url)

**Figure 12.** Dimensionless profiles of velocity $v_1$ and heat flux $q_1$ for force-driven Poiseuille flow with $G_1 = 0.2555$ at $K_n = 0.1$. Comparison between the semi-linear R13 equations for $\eta = 5$ (gray dashed line), 7 (green dashed-dotted line), 10 (blue dotted line), 17 (red dashed line), and $\infty$ (black solid line) with the same $\omega = 0.5$ and the DSMC results (circles) are presented.
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**Figure 13.** Dimensionless profiles of force-driven Poiseuille flow with $G_1 = 0.2555$. The results of the semi-linear R13 equations with $\eta = \infty$ for $K_n = 0.1$ (black solid line), 0.2 (blue dashed-dotted line), 0.5 (gray dotted line), and 1.0 (red dashed line), as well as the DSMC results (circles) for $K_n = 0.1$ are presented.

5. Semi-linearization of R13 equations and derivation of boundary conditions

We now return to the derivation of the semi-linear R13 equations. In general, our semi-linearization agrees with the semi-linearization of the R13 equations for Maxwell molecules introduced in (28), and the boundary conditions are derived based on Maxwell's boundary condition for the Boltzmann equation. To begin with, we first review the general idea of the derivation in (7), whose intermediate steps will be useful for the formulation of boundary conditions.
5.1. Review of the derivation of R13 equations. For general inverse-power-law models, the R13 equations are derived in [1]. For the convenience of our further discussion, we would first like to review the general idea of the derivation of the R13 equations. The derivation is based on the Boltzmann equation with linearized collision operator:

\[ \frac{\partial f}{\partial t} + \nabla_x \cdot (\xi f) = \mathcal{L}[f], \]

where \( f(x, \xi, t) \) denotes the distribution function of the gas molecules at time \( t \), position \( x \in \mathbb{R}^3 \), and the variable \( \xi \in \mathbb{R}^3 \) stands for the velocity of the gas molecules. The right-hand side \( \mathcal{L}[f] \) is the Boltzmann collision operator linearized about the local Maxwellian \( \mathcal{M}(x, \xi, t) \), which is defined by

\[ \mathcal{M}(x, \xi, t) = \frac{\rho(x, t)}{m(2\pi\theta(x, t))^{3/2}} \exp \left( -\frac{|\xi - \nu(x, t)|^2}{2\pi\theta(x, t)} \right), \]

where \( m \) denotes the mass of a single gas molecule. The derivation of the R13 equations is based on the method of “order of magnitude” developed in [21, 22]. In [1], such a method is applied to the following series expansion of \( f(x, \xi, t) \):

\[ f(x, \xi, t) = \sum_{l=0}^{+\infty} \sum_{m=-l}^{l} \sum_{n=0}^{+\infty} f_{lmn}(x, t) \psi_{lmn}(x, \xi, t), \]

where \( \psi_{lmn}(x, \xi, t) \) are orthogonal basis functions with the form

\[ \psi_{lmn}(x, \xi, t) = [\theta(x, t)]^{-n} \cdot P_{lmn} \frac{\xi - \nu(x, t)}{\sqrt{\theta(x, t)}} \cdot \frac{1}{m(2\pi\theta(x, t))^{3/2}} \exp \left( -\frac{|\xi - \nu(x, t)|^2}{2\pi\theta(x, t)} \right), \]

and \( p_{lmn} \) are orthogonal polynomials satisfying

\[ \int_{\mathbb{R}^3} p_{l,m,n}^*(c)p_{l,m,n}(c) \cdot \frac{1}{(2\pi)^{3/2}} \exp \left( -\frac{|c|^2}{2} \right) \, dc = \delta_{l1}\delta_{m1}\delta_{n1}. \]

Here \( p_{l,m,n}^* \) means the complex conjugate of the function \( p_{l,m,n} \). Note that the basis functions are chosen to be complex for easier formulation of the moment equations, and the basis functions satisfy \( \psi_{lmn}^* = (-1)^m \psi_{l,-m,n} \), so that in order to ensure that \( f(x, \xi, t) \) is real, the coefficients \( f_{lmn} \) must satisfy \( f_{lmn}^* = (-1)^m f_{l,-m,n} \).

Among the coefficients in the expansion expansion (32), the coefficients \( f_{001} \) and \( f_{1m0} \) for \( m = -1, 0, 1 \) are always zero so that \( \nu \) and \( \theta \) correspond exactly to the velocity and the temperature, respectively. The first coefficient \( f_{000} \) equals the density \( \rho \), and other variables in the R13 equations are related to the coefficients in [23] by

\[ \begin{align*}
\sigma_{11} &= \sqrt{2} \text{Re}(f_{220}) - f_{200}/\sqrt{3}, \quad \sigma_{12} = -\sqrt{2} \text{Im}(f_{220}), \quad \sigma_{13} = -\sqrt{2} \text{Re}(f_{210}), \\
\sigma_{22} &= -\sqrt{2} \text{Re}(f_{220}) - f_{200}/\sqrt{3}, \quad \sigma_{23} = \sqrt{2} \text{Im}(f_{210}), \quad \sigma_{33} = 2f_{200}/\sqrt{3}, \\
q_1 &= \sqrt{3} \text{Re}(f_{111}), \quad q_2 = -\sqrt{3} \text{Im}(f_{111}), \quad q_3 = -\sqrt{5}/2 f_{101}.
\end{align*} \]

Therefore it is sufficient to derive the equations for the above coefficients. Further derivation is based on the assumption that large temporal and spatial scales are considered, so that it makes sense to replace \( t \) by \( t/\epsilon \) and \( x \) by \( x/\epsilon \), and consider the asymptotic expansion

\[ f_{lmn} = f_{lmn}^{(0)} + \epsilon f_{lmn}^{(1)} + \epsilon^2 f_{lmn}^{(2)} + \epsilon^3 f_{lmn}^{(3)} + \cdots. \]

Based on the idea of Chapman-Enskog expansion, it can be derived that

- \( f_{lmn}^{(0)} = 0 \) if \( (l, m, n) \neq (0, 0, 0) \).
- \( f_{lmn}^{(1)} = 0 \) if \( l \geq 3 \) or \( l = 0 \).
- For \( k \geq 2 \), \( f_{lmn}^{(k)} = 0 \) if \( l \geq 2k + 1 \).
- \( f_{1m1}^{(1)} = \tilde{A}_1 n \theta^{n-1} f_{1m1}^{(1)} \) and \( f_{2m2}^{(1)} = \tilde{A}_2 n \theta^2 f_{2m2}^{(1)} \), where \( \tilde{A}_1 \) and \( \tilde{A}_2 \) are constants.

The above properties show that \( f_{1m1} - \tilde{A}_1 n \theta^{n-1} f_{1m1} \) and \( f_{2m2} - \tilde{A}_2 n \theta^2 f_{2m2} \) are both \( O(\epsilon^2) \) quantities. Therefore we can rewrite the asymptotic expansion of \( f_{1m1} \) and \( f_{2m2} \) as

\[ f_{1m1} = \tilde{A}_1 n \theta^{n-1} f_{1m1} + \epsilon^2 \tilde{f}_{1m1}^{(2)} + \epsilon^3 \tilde{f}_{1m1}^{(3)} + \cdots, \quad f_{2m2} = \tilde{A}_2 n \theta^2 f_{2m2} + \epsilon^2 \tilde{f}_{2m2}^{(2)} + \epsilon^3 \tilde{f}_{2m2}^{(3)} + \cdots. \]
Note that \( j^{(l)}_{lmn} \) is defined only for \( l = 1, 2 \) and \( k \geq 2 \), and their definitions are different from \( f^{(l)}_{lmn} \) by

\[
j^{(l)}_{lmn} = f^{(l)}_{lmn} - \tilde{A}_{1n} \theta^{n-1} f^{(1)}_{l1m}, \quad j^{(2)}_{2mn} = f^{(2)}_{2mn} - \tilde{A}_{2n} \theta^n f^{(2)}_{2mn0}.
\]

For consistency, when \( l = 0 \) or \( l \geq 3 \), we define \( j^{(l)}_{lmn} = f^{(l)}_{lmn} \).

Based on the new expansions \([3]\), we can further apply asymptotic analysis to find expressions for \( j^{(2)}_{lmn} \) and \( \tilde{j}^{(3)}_{lmn} \), which can all be represented by \( \rho, v, \theta, f^{(1)}_{l1m}, \) and \( f^{(2)}_{2mn0} \). The detailed derivation is highly technical and we refer the readers to \([7]\) for more details. In general, the second-order terms \( j^{(2)}_{lmn} \) include first-order derivatives, and the third-order terms include second-order derivatives. Finally, the R13 equations are obtained by the following steps:

- Approximate the distribution function by

\[
f(x, \xi, t) = M(x, \xi, t) + \sum_{m=-1}^{+\infty} \sum_{n=1}^{+\infty} \tilde{A}_{1n} f^{(1)}_{l1m}(x, \xi, t) + \sum_{m=-2}^{+\infty} \sum_{n=0}^{+\infty} \tilde{A}_{2n} f^{(2)}_{2m0}(x, \xi, t)
+ \sum_{l=0}^{4} \sum_{m=-1}^{+\infty} c^2 f^{(2)}_{lmn}(x, t) \psi_{lmn}(x, \xi, t) + \sum_{l=0}^{6} \sum_{m=-1}^{+\infty} c^3 f^{(3)}_{lmn}(x, t) \psi_{lmn}(x, \xi, t).
\]

(35)

In our computation, we cut off the series by discarding all coefficients with \( l + 2n > 20 \) so that only finite terms are included.

- Insert this distribution function into the scaled Boltzmann equation \( \partial_t f + \xi \cdot \nabla_x f = \epsilon^{-1} L[f] \), and drop the \( c^3 \) terms on the left-hand side.

- Take the thirteen moments of the resulting equation by multiplying it by the following quantities and then taking the integral over \( \xi \):

\[
1, \quad \xi_j, \quad (\xi_i - v_i)(\xi_j - v_j), \quad \frac{1}{2} |\xi - v|^2 (\xi_j - v_j), \quad i, j = 1, 2, 3.
\]

In the resulting 13 equations, convert the coefficients to the variables \( \sigma_{ij} \) and \( q_j \) according to \([33]\).

The final R13 equations contain at most second-order derivatives, which come from \( \tilde{j}^{(3)}_{lmn} \) terms in the collision part, and \( j^{(2)}_{lmn} \) terms in the advection part.

By such procedure, a complete set of three-dimensional nonlinear R13 equations can be derived. Due to the massive calculations, all the steps are carried out using computer algebra systems. We refer the readers to the supplementary materials of \([7]\). The resulting equations are highly involved, which need to be simplified to obtain the equations in Section 2.

### 5.2. Nondimensionalization, dimension reduction, and semi-linearization of R13 equations.

The simplification of the equations includes nondimensionalization, dimension reduction, and semi-linearization. Note that all the steps will be carried out using Mathematica, and below we only sketch the general idea of these operations without providing the lengthy equations in the intermediate steps.

We first carry out the nondimensionalization. Let \( \rho_0 \) be the average density and \( T_0 \) be the reference temperature. The dimensionless variables are defined by

\[
\hat{\rho} = \frac{\rho}{\rho_0}, \quad \hat{v} = \frac{v}{\sqrt{k_B T_0/m}}, \quad \hat{\theta} = \frac{\theta}{k_B T_0/m}, \quad \hat{\sigma}_{ij} = \frac{\sigma_{ij}}{\rho_0 k_B T_0/m}, \quad \hat{q}_j = \frac{q_j}{\rho_0 (k_B T_0/m)^{3/2}},
\]

where \( k_B \) is the Boltzmann constant. Let \( L \) be the distance (with dimension) between two parallel plates. Then the dimensionless spatial and time variables are given by

\[
\hat{x} = x/L, \quad \hat{t} = t \sqrt{k_B T_0/m}.
\]

In order to define the Knudsen number, we consider the approximation of the inverse-power-law model with the variable-hard-sphere model \([3]\), whose basic idea is to model the gas molecules as hard spheres with diameter proportional to the inverse power of the relative velocity. For variable-hard-sphere gases, the equilibrium mean free path at density \( \rho_0 \) and temperature \( T_0 \) is

\[
\lambda_0 = \frac{2}{15}(5 - 2\omega)(7 - 2\omega) \left( \frac{m}{2\pi k_B T_0} \right)^{1/2} \frac{\mu_0}{\rho_0},
\]

(36)
where $\omega$ is the viscosity index and $\mu_0$ is the viscosity coefficient at density $\rho_0$ and temperature $T_0$. Since the variable-hard-sphere gas is considered as an approximation of the inverse-power-law gas, we choose $\omega$ and $\mu_0$ to be the same as those for the inverse-power-law gas:

$$\mu_0 = \frac{5 m (k_B T_0)/(\langle m \rangle \pi)^{1/2} (2 k_B T / \kappa)^{1/2}}{8 A_2(\eta) \Gamma [4 - 2 / (\eta - 1)]}, \quad \omega = \frac{1}{2} + \frac{2}{\eta - 1},$$

where $A_2(\eta)$ is a dimensionless constant depending on $\eta$. Some values of $A_2(\cdot)$ are given by (up to 4 significant figures)

$$A_2(5) = 0.4362, \quad A_2(7) = 0.3568, \quad A_2(10) = 0.3235, \quad A_4(17) = 0.3079, \quad A_2(\pm \infty) = 0.3333.$$ Inserting (37) into (36), the reference mean free path $\lambda_0$ can be calculated, and the Knudsen number is then accordingly defined by $Kn = \lambda_0 / L$. The reciprocal of the Knudsen number will appear as the coefficient of the dimensionless collision terms.

To study the steady-state flows between two parallel plates, we can first remove the time derivative in the differential equations. According to our choice of the coordinate system, the $\hat{x}_2$-axis is perpendicular to the plates, so that $\hat{v}_2 = 0$ due to mass conservation. By further assuming that the plates move only along the $\hat{x}_1$-axis, we can further reduce the dimensionality by imposing the symmetry $f(\xi_1, \xi_2, \xi_3) = f(\xi_1, \xi_2, -\xi_3)$ to the distribution function, so that all the moments that is odd in $\xi_3$ vanish. More precisely, we have

$$\hat{v}_3 = \bar{q}_3 = \hat{\sigma}_{13} = \hat{\sigma}_{23} = 0.$$ Moreover, all the derivatives with respect to $\hat{x}_1$ and $\hat{x}_3$ can be taken away from the equations since the flow is homogeneous on every plane parallel to the plates. Thus, what remains is a system of eight ordinary differential equations. These equations are still fully nonlinear whose exact solution cannot be obtained.

The final equations given in Section 2 are obtained by semi-linearization. As mentioned before, the semi-linearization generally follows the work [28], where it is assumed that the flow is close to a global equilibrium state:

$$\hat{\rho} = 1 + \varepsilon \hat{\rho}, \quad \hat{v}_1 = \varepsilon \hat{v}_1, \quad \hat{\theta} = 1 + \varepsilon \hat{\theta}, \quad \hat{\sigma}_{ij} = \varepsilon \hat{\sigma}_{ij}, \quad \hat{q}_j = \varepsilon \hat{q}_j.$$ Plugging these equations into the eight dimensionless R13 equations and dropping all terms of order $O(\varepsilon^2)$ or higher, we can obtain the linear R13 moment equations. Note that in the linear R13 equations, the moments $\bar{q}_1, \bar{\sigma}_{12}$ and $\bar{v}_1$ are completely decoupled from other five equations. This can be observed by removing all the underlined terms from (11)–(13), and in the result one can see that the equations (14), (8), and (7) contain only $v_1, \sigma_{12}$ and $q_1$, while the remaining five equations only include the remaining five variables. In order to preserve the coupling of all quantities, we follow [28] to consider semi-linear R13 equations, where we preserve $O(\varepsilon^2)$ terms including the product of any two of the following terms or their derivatives:

$$\bar{q}_1, \quad \bar{\sigma}_{12}, \quad \frac{d\bar{v}_1}{d\hat{x}_2}.$$ Finally, by removing all the accents, the semi-linear R13 equations in Section 2 can be obtained.

### 5.3. Derivation of wall boundary conditions

The derivation of wall boundary conditions follows the same workflow as the derivation of semi-linear R13 equations. We first derive the boundary conditions for the nonlinear R13 equations. The boundary conditions are formulated based on the Maxwell boundary condition for the Boltzmann equation. As an example, we consider the boundary condition on the left solid wall, whose outer unit normal is $(0, -1, 0)^T$. On this wall, the Maxwell boundary condition can be formulated as

$$f(x_L, \xi, t) = \chi \frac{\rho L}{m (2 \pi \theta_L)^{3/2}} \exp \left( -\frac{\|\xi - v_L\|^2}{2 \theta_L} \right) + (1 - \chi) f(x_L, \xi^*, t), \quad \text{if } \xi_2 > 0,$$

where the parameters are interpreted as follows:

- $\theta_L$: the temperature of the left wall;
- $v_L = (v_{L, 0}, 0, 0)^T$: the velocity of the left wall;
- $\xi^* = (\xi_1, -\xi_2, \xi_3)^T$: the reflected velocity;
- $\chi$: the accommodation coefficient indicating the proportion of diffusive reflection;
- $\rho L$: the density of reflected particles defined by

$$\int_{\mathbb{R}^3} \xi_2 f(x_L, \xi, t) \, d\xi = 0,$$
which means the mass flux on the boundary is zero.

Note that the boundary condition (43) is given only for the velocities pointing into the domain.

To derive boundary conditions for moment equations, we take moments for Maxwell’s boundary condition:

\[ \int_{\xi_2 > 0} P(\xi) f(x_L, \xi, t) \, d\xi = \frac{\lambda_{PL}}{m(2\pi\theta_L)^{3/2}} \int_{\xi_2 > 0} P(\xi) \exp \left( -\frac{|\xi - v_L|^2}{2\theta_L} \right) \, d\xi + (1 - \chi) \int_{\xi_2 > 0} P(\xi) f(x_L, \xi^*, t) \, d\xi, \]

where \( P(\xi) \) is a polynomial of \( \xi \). Note that the moments are taken only on the half space with \( \xi_2 > 0 \) since the boundary condition only applies to such velocities. Follow Grad’s work [13], in order to guarantee the continuity of the boundary conditions with respect to the accommodation coefficient \( \chi \), we include only odd moments, i.e., \( P(\xi) = P(\xi^*) \), into the boundary conditions. More precisely, we choose \( P(\xi) \) to be the following polynomials:

\[ \text{Im} p_{111} \left( \frac{\xi - v(x_L, t)}{\sqrt{\theta(x_L, t)}} \right), \quad \text{Im} p_{220} \left( \frac{\xi - v(x_L, t)}{\sqrt{\theta(x_L, t)}} \right), \]

\[ \text{Im} p_{221} \left( \frac{\xi - v(x_L, t)}{\sqrt{\theta(x_L, t)}} \right), \quad \text{Im} p_{310} \left( \frac{\xi - v(x_L, t)}{\sqrt{\theta(x_L, t)}} \right), \quad \text{Im} p_{330} \left( \frac{\xi - v(x_L, t)}{\sqrt{\theta(x_L, t)}} \right). \]

Similar to the derivation of the R13 equations, we insert \( \text{Im} p_{330} \) into the boundary condition (43), drop all \( O(\epsilon)^3 \) terms, and then take the above moments as in (40). Note that this is equivalent to first removing the \( O(\epsilon)^3 \) terms in (43), and then inserting the result into (40). The above procedure provides us five boundary conditions on the left solid wall. The five boundary conditions on the right solid wall can be similarly derived.

Note that the derivation of boundary conditions is slightly different from the approach used in [28, 65]. In these works, the boundary conditions are derived based on the 26-moment expansion of the distribution function:

\[ f(x, \xi, t) = \mathcal{M}(x, \xi, t) + \sum_{m=-1}^{1} \tilde{A}_{11} f_{1m1} \psi_{1m1}(x, \xi, t) \]

\[ + \sum_{m=-2}^{2} \sum_{n=0}^{1} \tilde{A}_{2n} f_{2m0} \psi_{2m0}(x, \xi, t) + \epsilon^2 f_{002}^{(2)}(x, t) \psi_{002}(x, \xi, t) + \sum_{m=-3}^{3} \epsilon^2 f_{3m0}^{(2)}(x, t) \psi_{3m0}(x, \xi, t), \]

while in our work, more coefficients are included. For Maxwell molecules (\( \eta = 5 \)), these two approaches are equivalent since these 26 moments have fully covered the second-order contributions. However, for other gas molecules, if the above ansatz is used, although the general form of the boundary conditions given in [27, 28] does not change, the values of the coefficients will differ slightly from the “complete” boundary conditions derived using [65] without \( O(\epsilon)^3 \) terms. Such a difference is given for the hard-sphere gas (\( \eta = \infty \)) in the appendix (see Table 4).

The boundary conditions will also be simplified through nondimensionalization, dimension reduction, and semi-linearization. The general steps are similar to Section 5.2 and the details are omitted.

6. Conclusion

This work is an extension of [28] to a broader range of gas molecules. Based on the R13 equations for general inverse power law models derived in [7], we study its performance for channel flows including wall velocities, temperature differences, and body forces. The equations are semi-linearized to avoid complicated expressions, and the analytical solutions to these equations can be obtained for flows between parallel plates. By comparing these solutions with the DSMC results, it is demonstrated that the R13 equations can accurately capture a number of rarefied effects including velocity slip, temperature jump, and Knudsen layers. It has also been illustrated that the “genuine” R13 equations derived from general inverse power law models have better accuracy than the R13 equations for Maxwell molecules with a modified viscosity coefficient, especially for non-equilibrium quantities such as heat fluxes.

The results of the analytical study is encouraging. It inspires us to carry out numerical study for more complicated cases including multidimensional settings and complex geometry, as will be considered in our future works.
Appendix A. Tables of Coefficients

In this appendix, we list the values of coefficient $\alpha_{i,j}^{(q)}$, $\beta_{i,j}^{(q)}$, $\gamma_{i,j}^{(q)}$ and $\delta_{i,j}^{(q)}$ appearing in Section 2. These values are tabulated in Tables 1, 2 and 3 for $q = 5, 7, 10, 17, \infty$. All numbers are given with five significant figures. In Table 4, we compare the coefficients in the boundary conditions derived using the complete ansatz (35) and the simplified ansatz (41).

| $\eta$ | $\alpha_{1,1}^{(q)}$ | $\alpha_{1,2}^{(q)}$ | $\alpha_{1,3}^{(q)}$ | $\alpha_{1,4}^{(q)}$ | $\alpha_{1,5}^{(q)}$ | $\alpha_{1,6}^{(q)}$ | $\alpha_{1,7}^{(q)}$ | $\alpha_{1,8}^{(q)}$ | $\alpha_{1,9}^{(q)}$ | $\alpha_{1,10}^{(q)}$ |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 5     | -1                  | -1                  | -0.5                | 0                   | 0                   | 1                   | $-\frac{1}{5}$       | $-\frac{1}{5}$       | $-\frac{1}{5}$       | $-\frac{1}{5}$       |
| 7     | -0.99545            | 0.23683             | -1.3085             | 0.31951             | 0.0097118           | -0.040474           | -0.00087038         | 0.35007             | 0.64398             | -0.27363            |
| 10    | -0.98726            | 0.21696             | -1.2922             | 0.25135             | 0.014075            | -0.067022           | -0.0024798          | 0.30261             | 0.63365             | -0.28014            |
| 17    | -0.97669            | 0.19951             | -1.2780             | 0.19253             | 0.016503            | -0.091995           | -0.0046493          | 0.26251             | 0.62764             | -0.28723            |
| $\infty$ | -0.95794            | 0.17684             | -1.2596             | 0.11594             | 0.017613            | -0.12494            | -0.0086566          | 0.21335             | 0.62411             | -0.29863            |

| $\eta$ | $\alpha_{2,1}^{(q)}$ | $\alpha_{2,2}^{(q)}$ | $\alpha_{2,3}^{(q)}$ | $\alpha_{3,4}^{(q)}$ | $\alpha_{3,5}^{(q)}$ | $\alpha_{3,6}^{(q)}$ |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 5     | -0.5                | -1                  | -0.5                | -0.5                | -0.5                | -0.5                |
| 7     | -0.93366            | 0.69154             | -0.25070            | 0.012323            | -0.26914            | 1.1912              |
| 10    | -0.43933            | 0.70783             | -0.20678            | 0.021515            | -0.23788            | 1.1939              |
| 17    | -0.39902            | 0.72202             | -0.16899            | 0.030451            | -0.21165            | 1.2021              |
| $\infty$ | -0.35368            | 0.74037             | -0.11982            | 0.043582            | -0.17841            | 1.2214              |

| $\eta$ | $\alpha_{4,1}^{(q)}$ | $\alpha_{4,2}^{(q)}$ | $\alpha_{4,3}^{(q)}$ | $\alpha_{5,4}^{(q)}$ | $\alpha_{5,5}^{(q)}$ | $\alpha_{5,6}^{(q)}$ |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 5     | -1                  | -1                  | -0.5                | -0.5                | -0.5                | -0.5                |
| 7     | -0.66280            | -0.86755            | 1.1449              | 0.059935            | -         | -         |
| 10    | -0.65589            | -0.77893            | 1.1173              | 0.099193            | -         | -         |
| 17    | -0.64696            | -0.70066            | 1.0987              | 0.13375             | -         | -         |
| $\infty$ | -0.63148            | -0.59824            | 1.0823              | 0.17941             | -         | -         |

| $\eta$ | $\alpha_{6,1}^{(q)}$ | $\alpha_{6,2}^{(q)}$ | $\alpha_{6,3}^{(q)}$ | $\alpha_{7,4}^{(q)}$ | $\alpha_{7,5}^{(q)}$ | $\alpha_{7,6}^{(q)}$ |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 5     | -1                  | -1                  | -0.5                | -0.5                | -0.5                | -0.5                |
| 7     | 3.3289              | 2.3144              | -2.4923             | -0.32671            | 0.99878             | 3.3758              |
| 10    | 3.1847              | 2.1752              | -2.4784             | -0.27840            | 0.99651             | 3.2399              |
| 17    | 3.0799              | 2.0716              | -2.4602             | -0.23619            | 0.99349             | 3.1440              |
| $\infty$ | 2.9722              | 1.9609              | -2.4278             | -0.18158            | 0.98799             | 3.0503              |

Table 1. The value of coefficient $\alpha_{i,j}^{(q)}$.
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| BC from [55]   | 0.15253          | 0.44007          | 0.071993         | −0.33173         | 0.15079          | 0.078659         | −                 | −                 | −                 | −                 | −                 | −                 |
| $\eta = \infty$| $\beta^{(n)}_{5,1}$ | $\beta^{(n)}_{5,2}$ | $\beta^{(n)}_{5,3}$ | $\beta^{(n)}_{5,4}$ | $\beta^{(n)}_{5,5}$ | $\beta^{(n)}_{5,6}$ | $\beta^{(n)}_{5,7}$ | $\beta^{(n)}_{5,8}$ | $\beta^{(n)}_{5,9}$ | $\beta^{(n)}_{5,10}$ | $\beta^{(n)}_{5,11}$ | $\beta^{(n)}_{5,12}$ |
| BC from [41]   | 0.16707          | 0.79788          | −0.44720         | −                 | −                 | −                 | −                 | −                 | −                 | −                 | −                 | −                 |
| BC from [55]   | 0.15958          | 0.79788          | −0.41623         | −                 | −                 | −                 | −                 | −                 | −                 | −                 | −                 | −                 |
| $\eta = \infty$| $\beta^{(n)}_{6,1}$ | $\beta^{(n)}_{6,2}$ | $\beta^{(n)}_{6,3}$ | $\beta^{(n)}_{6,4}$ | $\beta^{(n)}_{6,5}$ | $\beta^{(n)}_{6,6}$ | $\beta^{(n)}_{6,7}$ | $\beta^{(n)}_{6,8}$ | $\beta^{(n)}_{6,9}$ | $\beta^{(n)}_{6,10}$ | $\beta^{(n)}_{6,11}$ | $\beta^{(n)}_{6,12}$ |
| BC from [41]   | 0.13603          | 0.23054          | 0.28209          | −0.26480         | 0.35049         | −                 | −                 | −                 | −                 | −                 | −                 | −                 |
| BC from [55]   | 0.13603          | 0.23054          | 0.28209          | −0.26583         | 0.065526        | −                 | −                 | −                 | −                 | −                 | −                 | −                 |

Table 4. Comparison of coefficients $\beta^{(n)}_{i,j}$ for boundary conditions of the hard-sphere gas derived using the complete ansatz [55] and the 26-moment ansatz [41].