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Abstract

Due to unconscious consumption of natural water resources and climate change, a water crisis is expected in the upcoming years. At this point, it is necessary to know the water levels in the dams and develop strategies for water-saving applications in the coming periods. This study aimed to propose the artificial neural network models for forecasting the water in the dams that provide usable water for the future. For this reason, long short-term memory (LSTM) networks that are a type of recurrent neural networks are employed to make future forecasts. The daily dam occupancy rate data between 2005 and 2021 for Istanbul is used to train the LSTM network. Then, the developed models are used to forecast over the next 30 days. The data are used in ARIMA to model the daily dam occupancy time series, for a fair comparison. The forecast values gained by the proposed LSTM network are compared with the traditional methods using RMSE and MAPE for all the forecast horizons. The results show that the LSTM-based forecast model always has a better accuracy rate than the ARIMA.
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1. Introduction

The rate of usable water in the world is rapidly decreasing due to unconscious consumption of natural water resources and climate change [1]. It is estimated that this water demand will increase further in the coming years, and as a result of this increasing demand, a water crisis is expected in the coming years. It should even be mentioned that water resources are an important input that directly affects the living standards and economic structure.

The annual amount of available water per capita in Turkey is around 1,350 m³; however, this number is estimated to be 1,000 m³ with a growing population in the future [2]. It is unlikely to increase the amount of usable water economically. There is a way it would come to mind, which is to get fresh water from seawater, but this way is quite costly. Therefore, it is strategically important for countries to use the available water resources effectively and sustainably. Since the 1980s, it is on the water sector reform agenda in Turkey and has turned in some presentative applications [3]. However, the first national policy for the efficient use of natural water resources in Turkey is expressed in the Sixth Development Plan [4]. In order to encourage the sustainable use of existing water resources throughout the country and determine water needs and form effective policies, it is very essential to determine and monitor the existing water reserves, as well as make estimates and plans for the coming years.

Istanbul is the most populated city in the country and its water consumption rate is quite high, depending on the development and population. In Istanbul, which has gone through a low rainy period, 77% of the dams supplying water to the city are empty, and there is a significant increase in water consumption compared to the previous year due to the coronavirus [5].

1.1. Related studies

In the related literature, dam occupancy rates have been generally used within the scope of predicting and preventing floods. For example, [6] proposed an automated system for monitoring the water level in reservoirs to prevent the bursting of dams and dams. By developing software and hardware for this system, the authorities have been provided with the opportunity to monitor instantly. Shibuo et al. [7] performed real-time flood prediction for dam operations and the performance of their proposed procedure was evaluated for three typhoons on Honshu Island in Japan.

Bocchiola and Rosso [8] applied real-time flood prediction for the case study of the St. Giustina dam in Italy. Simaityte et al. [9] focused on extreme floods over 200 years in the Kaunas dam water level control during the flood period and developed a risk-based control approach. Pidal et al. [10] proposed a process that allows hydrological estimates of the inflow of reservoirs in the mountainous regions of Spain to support the establishment of dam’s shelters during periods of floods. Along with these studies, Leitão and Castilho [11] simulated the heat transfer and boundary conditions required to obtain a representative behaviour at the first filling of the dam and identified the main issues related to structural and geotechnical modelling. Salawy et al. [12] examined Aswan high dam reservoir operation under the influence of different climate change scenarios.

Cheng et al. [13] conducted a sensitivity analysis that included factors such as land resource use, water occupancy of the city, reservoir sediment accumulation, reservoir temperature structure and water reservoir structure identified as environmental impact factors for the Songyuan Water Dam in China. Guo et al. [14] simulated the deformation properties of the rockfill dam to investigate and predict the effects of the change in water level upstream of the rockfill dam on the deformation properties of the dam. In this paper,
we firstly apply long short-term memory (LSTM) networks to forecast the dam occupancy rate by considering the sustainable consumption of usable water.

1.2. Purpose of the study

At this point, it is necessary to estimate the water levels in the dams feeding Istanbul and develop strategies for water-saving applications in the coming periods. In this study, we have made the forecast of the water in the dams that provide usable water to Istanbul for future periods. For this reason, the LSTM method is utilised to forecast the daily dam occupancy rate.

2. Materials and Method

This section explains the models and methods that were used for the experiment.

2.1. Artificial neural networks (ANNs)

ANNs are systems consisting of interconnected processing elements with different weights, inspired by the structure of nerve cells in the human brain. ANNs are artificially designed network systems inspired by the structure of neural networks in the brain. These networks are a system consisting of simple processor elements (neurons) and parallel connections (synapses) between each other to use and store the knowledge gained through experience later. Haykin [15] defined the ANNs as follows: it is a processor with a natural tendency to store and use experience-based information. The ANNs are similar to the human brain in two respects: the information is obtained by a network through a learning process and the so-called synaptic weight between the nerve cells is used to store information [15]. The structure of an ANN is shown in Figure 1.

![Figure 1. Example of an ANN structure](image)

The ANNs have the capability to learn ‘by example’. Here, a set of input and output variables is presented to set the rules that regularise the relationship between variables [16]. ANNs are widely used for many applications and studies because of their certain special advantages. Some of these advantages are listed as [16–23]: self-learning ability, storing information, handle with incomplete information, adaptability, real-time operation, fault tolerance ability, parallel processing capability, multiple task ability, easy implementation and low cost.
2.2. Recurrent neural networks (RNNs)

ANNs can be either feedback (recurrent) networks or feed-forward networks. RNNs are a special case of neural networks and one of the feed-forward network types. RNNs have memory, parameter sharing and tour integrity features and can learn non-linear properties of arrays with high efficiency. RNNs contain a self-connecting hidden layer and the connections between nodes form a directed graph along a temporal sequence. The basic logic in RNNs is to make predictions using sequential information. RNNs use previous steps to predict the next step RNN method has memory. While the RNNs make predictions for time step \( x \) in the future, it advances step by step by estimating all the intermediate time steps up to that time from the data from the past periods; then, it performs the prediction for time step \( x \) using intermediate time steps. RNNs are affected by all the information learned before while making predictions. This situation can lead to information pollution in RNNs.

2.3. Long short-term memory

The LSTM deep learning algorithm is known as a RNN introduced by Hochreiter and Schmidhuber [24] to eliminate the disadvantages of the RNN architecture [25]. LSTM can also be expressed as a memory-added RNN to evaluate whether the information is useful [26]. With these features, the LSTM network is effective in capturing long-term relationships between temporally separated data points in sequential data [27]. LSTM is recommended for sequential or time series problems as it can learn long-term dependencies with its memory transitive mechanism. The LSTM model is arranged as a chain structure [28]. However, the repeating module has a different structure. Instead of a single neural network like a standard RNN, it has four interactive layers with a unique communication method. A typical LSTM network consists of memory blocks called cells. Cell states are transferred to the next cell. The cell state is the main data flow chain that allows the data to proceed without change.

LSTM performs exceptionally in learning high-level temporal patterns with time series data, and prediction accuracy increases as the number of information increases in LSTM [29]. In the LSTM network, the data is divided into training and test data, and the network is expected to learn both long-term and short-term properties of the training data.

The memory cell of the LSTM model consists of three non-linear gate units, an input gate (Eq. 1), forget gate (Eq. 2), an output gate (Eq. 4) and memory cells (Eq. 3) [30]. The forget gate and output activation function are the most critical components of the LSTM block structure. Removing any of these significantly reduces LSTM performance. The processing functions of the gates and cells of the neural network are given below.

\[
\begin{align*}
    i_t &= \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \\
    f_t &= \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h\_{t-1} + b_c) \\
    o_t &= \sigma(W_{xo}x_t + W_{ho}h_t + W_{co}c_t + b_o) \\
    h_t &= o_t \odot h(c_t)
\end{align*}
\]
where \( i, o, f, c, W \) represent the input gate, exit gate, forget gate, cell activation vector and weight matrix, respectively. The definition of a sigmoid function \( \sigma(x) \) is shown in Equation 6.

\[
\sigma(x) = \frac{1}{1+e^{-x}}
\]  

(6)

3. Results

In this study, the daily dam occupancy rate data between 2005 and 2021 for İstanbul is used to train the LSTM network. Figure 2 shows the daily dam occupancy rate for İstanbul for the last 15 years [31].
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Figure 2. The daily dam occupancy rate data

The LSTM is implemented in Python by using the Keras library with the TensorFlow backend. The number of epochs is determined as 100 in the LSTM structure. 80% of the time series data is used to train the network and 20% of the data is used to test the network. Additionally, to achieve better performance the lag is analysed between 7 and 14. Besides, different numbers for LSTM units are tested. The results of the LSTM models are presented in Table 1.

| LAG | LSTM units | RMSE   | MAPE   | LAG | LSTM units | RMSE   | MAPE   |
|-----|------------|--------|--------|-----|------------|--------|--------|
| 7   | 32         | 0.906  | 1.266  | 11  | 32         | 0.490  | 0.499  |
| 7   | 64         | 0.704  | 0.877  | 11  | 64         | 1.064  | 1.361  |
| 7   | 128        | 0.434  | 0.386  | 11  | 128        | 0.653  | 1.022  |
| 7   | 256        | 2.635  | 3.664  | 11  | 256        | 0.510  | 0.696  |
| 7   | 512        | 0.586  | 0.658  | 11  | 512        | 1.655  | 2.598  |
| 8   | 32         | 0.387  | 0.325  | 12  | 32         | 0.620  | 1.036  |
| 8   | 64         | 0.384  | 0.325  | 12  | 64         | 0.402  | 0.317  |
| 8   | 128        | 0.439  | 0.561  | 12  | 128        | 0.450  | 0.476  |
| 8   | 256        | 0.466  | 0.650  | 12  | 256        | 0.381  | 0.289  |
| 8   | 512        | 0.509  | 0.573  | 12  | 512        | 1.279  | 2.077  |
| 9   | 32         | 0.411  | 0.339  | 13  | 32         | 0.569  | 0.895  |
| 9   | 64         | 0.472  | 0.528  | 13  | 64         | 0.414  | 0.448  |
| 9   | 128        | 0.411  | 0.348  | 13  | 128        | 0.385  | 0.303  |
| 9   | 256        | 0.455  | 0.529  | 13  | 256        | 0.659  | 0.655  |
| 9   | 512        | 0.466  | 0.601  | 13  | 512        | 2.284  | 3.698  |
| 10  | 32         | 0.565  | 0.725  | 14  | 32         | 0.515  | 0.590  |
| 10  | 64         | 0.436  | 0.363  | 14  | 64         | 1.146  | 1.823  |
| 10  | 128        | 0.400  | 0.296  | 14  | 128        | 0.703  | 1.046  |
| 10  | 256        | 0.424  | 0.459  | 14  | 256        | 1.180  | 1.619  |
Different error measures are used in this study to evaluate the accuracy of the proposed methodology from a variety of perspectives [32]. One of the most popular error measurements, MSE, can be calculated as follows [33]:

\[
\text{RMSE} = \sqrt{\frac{1}{m}\sum_{j=1}^{m}(y_j - \hat{y}_j)^2}
\]  

(7)

MAPE is another one of the most common measures used to determine estimation accuracy [34] (due to its features such as scale independence and interpretability [35], [36]. MAPE is calculated as [37]:

\[
\text{MAPE} = \frac{1}{m}\sum_{j=1}^{m}\left|\frac{y_j - \hat{y}_j}{y_j}\right|
\]

(8)

In this paper, we adopted RMSE and MAPE to determine the performance of our proposed model. The best performance is determined as 12 lags with 256 LSTM units for both RMSE and MAPE. After the best structure was determined, the network was trained using this structure. Figure 3 shows the training and test results obtained.

Figure 3. The training and test results of LSTM

Then, the network is then simulated and forecasts are made for the next 30 days. Figure 4 shows the forecasted values for 30 days.

Figure 4. Forecasted values for the next 30 days
With the increase in the consumption of limited resources in the world and the effect of global warming, the occupancy levels in the dams are decreasing. Especially the changes in precipitation patterns and temperature averages affect the amount of water in the dams significantly. With this forecasting methodology, we proposed a model in which the water level in the dams can be predicted by making future predictions. In this study, as seen in the graph shown in Figure 3, it is forecasted that the water level will decrease for the following months. Thus, managers should take necessary precautions.

### 3.1. Comparative analysis with ARIMA

ARIMA is one of the most used techniques for parametric univariate time series modelling. ARIMA models are applied to non-stationary series but converted to stationary by difference-taking. ARIMA makes a strong assumption that future data values are linearly dependent on current and past data values, similar to other linear methods [38]. In this way, ARIMA gives high accuracy results in stationary time series forecasting. The ARIMA method uses autoregressive (AR) and moving average (MA) models. AR includes lagged terms and MA includes lagged terms on the residuals or noise [39]. ARIMA is used the stationary time series data with no missing values. So, time series data can be modelled as stationary or can be transformed to stationary by differencing. Whether the series is stationary is tested with the Dickey–Fuller statistics [40]. Thus, the ‘I’ (Integrated) letter in ARIMA means that the first-order difference is applied to transform time series into stationery. The general representation of the models is ARIMA \((p, d, q)\). Here, \(p\) and \(q\) are the degrees AR model and MA model, respectively, and \(d\) is the degree of difference. The equation to represent the ARIMA model for the time sequence \(Y_t\) is given in Equation 9. \(\epsilon_t\) is a normal random variable white noise sequence with zero mean and variance \(\sigma^2\) and \(B\) is the backshift operator whose effect on the \(Y_t\) can be represented as: \(B^dY_t = Y_{t-d}\).

\[
\phi_p(B)(1-B)^dY_t = \theta_q(B)\epsilon_t
\]

(9)

Different models are tested to achieve a better forecasting performance. The results of the ARIMA are presented in Table 2.

| \(p\) | \(q\) | RMSE | \(p\) | \(q\) | RMSE |
|------|------|------|------|------|------|
| 0    | 0    | 0.532| 3    | 0    | 0.423|
| 0    | 1    | 0.449| 3    | 1    | 0.414|
| 0    | 2    | 0.436| 3    | 2    | 0.414|
| 0    | 3    | 0.432| 3    | 3    | 0.414|
| 0    | 4    | 0.429| 3    | 4    | 0.414|
| 0    | 5    | 0.428| 3    | 5    | 0.414|
| 1    | 0    | 0.427| 4    | 0    | 0.421|
| 1    | 1    | 0.427| 4    | 1    | 0.414|
| 1    | 2    | 0.416| 4    | 2    | 0.414|
| 1    | 3    | 0.414| 4    | 3    | 0.414|
| 1    | 4    | 0.414| 4    | 4    | 0.414|
| 1    | 5    | 0.414| 4    | 5    | 0.414|
| 2    | 0    | 0.427| 5    | 0    | 0.420|
| 2    | 1    | 0.416| 5    | 1    | 0.414|
| 2    | 2    | 0.414| 5    | 2    | 0.414|
| 2    | 3    | 0.414| 5    | 3    | 0.414|
| 2    | 4    | 0.411| 5    | 4    | 0.414|
| 2    | 5    | 0.414| 5    | 5    | 0.413|
The best results with respect to MSE are determined as the (2, 1, 4) model. The best model is determined with a 0.411 RMSE value. The best LSTM network is determined with 0.381 as mentioned before. So, LSTM shows better forecasting performance than ARIMA.

4. Discussion

This study aimed to estimate the dam occupancy rate by using the LSTM method. For this purpose, the occupancy rates of the dams in Istanbul are discussed. A time series LSTM model is developed and trained using data on daily occupancy rates between 2005 and 2021. Different LSTM models have been developed to obtain higher forecasting performance. With the help of the best model determined, the next 30 days are estimated with a 0.381 RMSE error. The obtained results were compared with ARIMA on the same dataset. As a result, it was seen that the LSTM method was more successful than ARIMA in estimating daily dam occupancy.

In parallel with the increase in the world population, the water need is also increasing. Due to the fact that the main source of water is precipitation and these precipitations are not regular, and especially as a result of events such as climate change, the decrease in precipitation amounts can put countries in a very hard situation [41]. Therefore, it is very important to determine the dam occupancy rates and to make predictions for the future.

5. Conclusion

In conclusion, sustainable water consumption should be ensured all over the world. In this period, where water resources are decreasing and the importance of precipitation is increasing, studies on rainwater storage (rain harvesting) and active use will provide a more sustainable approach to eliminate the problems in water need. Effective and sustainable use of water resources should be ensured by determining the pressure on water resources with domestic and industrial water use analysis. Finally, even in cases where the dam occupancy rate is 100%, the awareness of the efficient and sparing use of water should continue.

In the future study of the proposed LSTM model, the data set will be expanded and replicated with the obtained data. With the increase in the number of data, the model will be retested and the increase in the success rate will be monitored. In addition, the proposed model will be compared with different time-series estimation methods.

References

[1] A. Bagdadi, “Sustainable tourism activities in green star hotels: A research in Europe,” *Columella*, J. Agricult. Environ. Sc., vol. 8, no. 2, pp. 11–16, Dec. 2021.
[2] Türkiye’nin Su Politikasi/T.C. Dışişleri Bakanlığı.
[3] A. Kibaroğlu, V. Sümer, Ö. Kaplan, and İ. Sağsen, “Türkiye’nin su kaynakları politikasına kapsamlı bir bakış: Avrupa birliğişi Çerçeve direktifi ve ispanya örneklerin bazıı”
[4] O. N. Birinci, B. Ve, B. Yönetimi, D. Bağkanlığı, K. Bakanlığı, and Y. Bedelsizdir, “Kalkınma planı yönetim hizmetleri genel müdürlüğü su kaynakları yönetimi ve güvenliği,” 2019.
[5] A. Uğurlu. (2020). KMO: İstanbul Susuzluk Tehlikesi İle Karşı Karşıya. [Online]. Available: https://www.kmo.org.tr/genel/bizden_detay.php?kod=5553&tipi=0&sube=0
[6] T. Mazakov, S. Jomartova, G. Ziyatbekova, and M. Aliasgar, “Automated system for monitoring the threat of waterworks breakout,” *J. Theor. Appl. Inf. Technol.*, vol. 98, no. 15, pp. 3176–3189, 2020.
[7] Y. Shibuo et al., “Implementation of real-time flood prediction and its application to dam operations by data integration analysis system,” *J. Disaster Res.*, vol. 11, no. 6, pp. 1052–1061, Dec. 2016.
[8] D. Bocchiola and R. Rosso, “Real-time flood forecasting at dams: A case study in Italy,” *Int. J. Hydro-power Dams*, vol. 13, no. 1, pp. 92–99, 2009.
[9] J. Simaityte, J. Augitis, and E. Uspuras, “Water level control at Kaunas dam during flood period,” in *Proc. Eur. Saf. Rel. Conf., Risk, Rel. Soc. Saf. (ESREL)*, vol. 2, 2007, pp. 977–984.
[10] I. M. Pidal, J. A. H. Martín, J. M. Alonso-Muñoyerro, and E. S. Pérez, “Real-time data and flood forecasting in Tagus basin. A case study: Rosarito and El Burguillo reservoirs from 8th to 12th March 2018,” *Water*, vol. 12, no. 4, p. 1004, 2020.
[11] N. S. Leitão and E. Castilho, “Numerical modelling of the thermo-mechanical behavior of concrete arch dams during the first filling of the reservoir,” in *Proc. Int. Conf. Numer. Modelling Eng.*, in Lecture Notes in Civil Engineering, vol. 20. Springer, 2019, pp. 238–253.
[12] M. A. E. Salawy, T. A. Elghohary, A. M. A. Mobasher, and M. M. A. El Aziz, “Impact of climate change on reservoir operation policies—The case of Aswan high dam reservoir,” *Int. J. Civil Eng. Technol.*, vol. 7, no. 2, pp. 107–116, 2016.
[13] B. Cheng, H. Yin, F. Kong, and Y. Li, “Sensitivity analyses of environmental impact factors for Songyuan backwater dam, Jilin Province, China,” *Nature Environ. Pollut. Technol.*, vol. 13, no. 3, pp. 505–510, 2014.
[14] J. Guo, H. Zhao, S. Li, and K. Zhou, “Influences of change of water level on upstream of rockfill dam on dam deformation characteristics,” *Shuilí Xuebao/J. Hydraulic Eng.*, vol. 46, pp. 291–295, Jun. 2015.
[15] S. Haykin, *Neural Networks: A Comprehensive Foundation*, 1st ed. Upper Saddle River, NJ, USA: Prentice-Hall, 1994.
[16] M. E. López, E. R. Rene, Z. Boger, M. C. Veiga, and C. Kennes, “Modelling the removal of volatile pollutants under transient conditions in a two-stage bioreactor using artificial neural networks,” *J. Hazardous Mater.*, vol. 324, pp. 100–109, Feb. 2017.
[17] L. Ekonomou, “Greek long-term energy consumption prediction using artificial neural networks,” *Energy*, vol. 35, no. 2, pp. 512–517, Feb. 2010.
[18] A. F. Guneri and A. T. Gumus, “The usage of artificial neural networks for finite capacity planning,” *Int. J. Ind. Eng. Theory Appl. Pract.*, vol. 15, no. 1, pp. 16–25, 2008.
[19] T. Kashiwao, K. Nakayama, S. Ando, K. Ikeda, M. Lee, and A. Bahadori, “A neural network-based local rainfall prediction system using meteorological data on the internet: A case study using data from the Japan meteorological agency,” *Appl. Soft Comput.*, vol. 56, pp. 317–330, Jul. 2017.
[20] M. Madhiaresan and S. N. Deepa, “Comparative analysis on hidden neurons estimation in multi-layer perceptron neural networks for wind speed forecasting,” *Artif. Intell. Rev.*, vol. 48, no. 4, pp. 449–471, Dec. 2017.
[21] S. Mahdevari, K. Shahriar, M. Sharifzadeh, and D. D. Tannant, “Stability prediction of gate roadways in longwall mining using artificial neural networks,” *Neural Comput. Appl.*, vol. 28, no. 11, pp. 3537–3555, Nov. 2017.
[22] A. Rahimi, “Short-term prediction of NO₂ and NOₓ concentrations using multilayer perceptron neural network: A case study of Tabriz, Iran,” *Ecol. Processes*, vol. 6, no. 1, pp. 1–9, Dec. 2017.
[23] H. You *et al.*, “Comparison of ANN (MLP), ANFIS, SVM, and RF models for the online classification of heating value of burning municipal solid waste in circulating fluidized bed incinerators,” *Waste Manage.*, vol. 68, pp. 186–197, Oct. 2017.
[24] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” *Neural Comput.*, vol. 9, no. 8, pp. 1735–1780, 1997.
[25] V. K. Sudarshan, M. Brabrand, T. M. Range, and U. K. Wiil, “Performance evaluation of emergency department patient arrivals forecasting models by including meteorological and calendar information: A comparative study,” *Comput. Biol. Med.*, vol. 135, Aug. 2021, Art. no. 104541.
[26] L. Farsi, S. Siuly, E. Kabir, and H. Wang, “Classification of alcoholic EEG signals using a deep learning method,” *IEEE Sensors J.*, vol. 21, no. 3, pp. 3552–3560, Feb. 2021.
[27] M. Castangia, A. Aliberti, L. Bottaccioli, E. Macii, and E. Patti, “A compound of feature selection techniques to improve solar radiation forecasting,” Expert Syst. Appl., vol. 178, Sep. 2021, Art. no. 114979.
[28] Z. Li, H. Guo, A. V. Barenjii, W. M. Wang, Y. Guan, and G. Q. Huang, “A sustainable production capability evaluation mechanism based on blockchain, LSTM, analytic hierarchy process for supply chain network,” Int. J. Prod. Res., vol. 58, no. 24, pp. 7399–7419, Dec. 2020.
[29] H. Y. Kim and C. H. Won, “Forecasting the volatility of stock price index: A hybrid model integrating LSTM with multiple GARCH-type models,” Expert Syst. Appl., vol. 103, pp. 25–37, Aug. 2018.
[30] R. Gao et al., “Distanced LSTM: Time-distanced gates in long short-term memory models for lung cancer detection,” in Proc. Int. Workshop Mach. Learn. Med. Imag. Cham, Switzerland: Springer, Oct. 2019, pp. 310–318.
[31] İSKİ. Baraj Doluluk Oranları. Accessed: Aug. 7, 2021. [Online]. Available: https://www.iski.istanbul/web/tr/TR/baraj-doluluk
[32] Ö. F. Ertuğrul and M. E. Tağluk, “Forecasting financial indicators by generalized behavioral learning method,” Soft Comput., vol. 22, no. 24, pp. 8259–8272, Dec. 2018.
[33] Ö. F. Ertuğrul, H. Tekin, and R. Tekin, “A novel regression method in forecasting short-term grid electricity load in buildings that were connected to the smart grid,” Electr. Eng., vol. 103, no. 1, pp. 717–728, Feb. 2021.
[34] F. Cosentino et al., “On the role of material properties in ascending thoracic aortic aneurysms,” Comput. Biol. Med., vol. 109, pp. 70–78, Jun. 2019.
[35] R. Byrne, “Beyond traditional time-series: Using demand sensing to improve forecasts in volatile times,” J. Bus. Forecasting, vol. 31, no. 2, p. 13, 2012.
[36] S. Kim and H. Kim, “A new metric of absolute percentage error for intermittent demand forecasts,” Int. J. Forecasting, vol. 32, no. 3, pp. 669–679, Jul. 2016.
[37] Ö. F. Ertuğrul and Ş. Altun, “Determining optimal artificial neural network training method in predicting the performance and emission parameters of a biodiesel-fueled diesel generator,” Int. J. Automot. Eng. Technol., vol. 7, no. 1, pp. 7–17, Apr. 2018.
[38] V. Ş. Ediger and S. Akar, “ARIMA forecasting of primary energy demand by fuel in Turkey,” Energy Policy, vol. 35, no. 3, pp. 1701–1708, 2007.
[39] M. Milenković, L. Švadlenka, V. Melichar, N. Bojović, and Z. Avramović, “SARIMA modelling approach for railway passenger flow forecasting,” Transport, vol. 33, no. 5, pp. 1113–1120, 2018.
[40] D. Kwiatkowski, P. C. B. Phillips, P. Schmidt, and Y. Shin, “Testing the null hypothesis of stationarity against the alternative of a unit root,” J. Econ., vol. 54, nos. 1–3, pp. 159–178, Oct. 1992.
[41] J. Schilling, E. Hertig, Y. Tramblay, and J. Scheffran, “Climate change vulnerability, water resources and social implications in North Africa,” Regional Environ. Change, vol. 20, no. 1, pp. 1–12, Mar. 2020.