Breakup dynamics in primary jet atomization using mesh- and interface-refined Cahn-Hilliard Navier-Stokes
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We present a technique to perform interface-resolved simulations of complex breakup dynamics in two-phase flows using the Cahn-Hilliard Navier-Stokes equations. The method dynamically decreases the interface thickness parameter in relevant regions and simultaneously increases local mesh resolution, preventing numerical artifacts. We perform a detailed numerical simulation of pulsed jet atomization that shows a complex cascade of break-up mechanisms involving sheet rupture and filament formation. To understand the effect of refinement on the breakup, we analyze the droplet size distribution. The proposed approach opens up resolved simulations for various multiphase flow phenomena.

INTRODUCTION

A fluid jet injected into a lighter-density fluid (like air) exhibits a rich tapestry of flow physics, including the rupture of fluid films into filaments, the breakup of filaments into droplets, and a cascade of droplet breakup and coalescence. Understanding this jet atomization process can transform how we interact with, design, and control a wide array of natural and engineered systems, for example, combustion, printing, coating, and spraying operations.

Jet atomization – the dynamics of generation of microdroplets from a compact fluid core via the breakup of unstable liquid sheets and filaments [1, 2] – has proved notoriously challenging to understand, primarily due to the presence of a wide range of spatial scales [3]. For instance, if we consider the liquid jet diameter $D_j$, atomization produces fluid sheets that break up into filaments. These thin sheets and long filaments have one (sheets) or two (filaments) of their characteristic dimensions 100× smaller than $D_j$. The subsequent breakup of the filaments produces droplets as much as 1000× smaller than $D_j$. The ensuing 3D structures span nine orders of magnitude in volume and must be resolved accurately to capture the droplet distribution dynamics. Computationally resolving the spatio-temporal dynamics of these multi-scale structures calls for approaches that accurately track the fluid-air interface.

In diffuse interface simulations of multi-phase flow, the atomically thin fluid-air interface is replaced with an interface having a much larger and constant thickness, $\epsilon$, for computational efficacy. As long as the relevant length scales are larger than $\epsilon$, such approaches work [4]. However, in phenomena like jet atomization, thin filaments and droplets have characteristic dimensions that become comparable to $\epsilon$; thus, the standard approach produces spurious artifacts like mass loss and non-physical breakup (see Fig. 1(a), and supplementary video of Fig. 1(a)). While one could choose a very small $\epsilon$, the associated computational cost makes this infeasible. In this paper, our first modeling advance is to replace a constant interface thickness model with a locally adaptive interface thickness. This ensures that the (local) interface thickness, $\epsilon$, is always smaller than the local length scales of interest (see Fig. 1(b)), thus allowing interface tracking approaches to reliably capture multi-scale features in a computationally efficient manner. Note that automatically identifying the local regions of interest where $\epsilon$ has to be adapted is itself non-trivial. We leverage concepts from image processing (see Fig. 2) to build an efficient approach to do so, which constitutes our second modeling advance. While the first modeling advance is specific to diffuse interface approaches, the second modeling advance...
applies to all interface capturing methods, including sharp interface approaches. We briefly discuss the current challenges of both sharp and diffuse interface approaches next and how the current work (as illustrated in Fig. 1) resolves these challenges.

Sharp interface approaches have been very successful for high-fidelity simulations of turbulent multiphase flows, including atomization [5–10]. However – as in the case of the diffuse interface approaches – when the interfacial features (droplets/filaments) are comparable to the grid size, the numerical breakup is observed as the method tries to conserve volume; this effect is also known as numerical surface tension [3]. Active research continues towards methods – for example, interface reconstruction [11, 12], moment-of-fluid [13], manifold death [14] – that resolve this issue. These methods, however, remain computationally complex because the interface quality is determined purely by the mesh resolution.

Diffuse interface approaches consider a computationally smeared out fluid-fluid interface with thickness $\epsilon$. By keeping $\epsilon$ relatively large, computable results can be produced under coarser mesh resolutions. These methods also avoid any interface reconstruction process, provide a thermodynamically consistent way to handle surface tension [15], and are endowed with desirable numerical properties like smoothness and energy stability. However, when interfacial features have a comparable length scale to $\epsilon$, diffuse interface methods also suffer from artificial breakup and mass loss. We leverage that diffuse interface approaches allow us to disentangle the interface thickness, $\epsilon$, from the mesh resolution. When the interfacial feature length scales, $r$ become comparable to the numerical interface thickness ($\epsilon/r \sim O(1)$), we locally reduce $\epsilon$. Subsequently, a more refined mesh resolution is needed only locally to accurately capture this interface with lower $\epsilon$. This is especially appealing over current approaches of decreasing $\epsilon/r$ everywhere, which are prohibitively expensive even with adaptive mesh refinement.

Note that the ability to efficiently identify regions of interest for subsequent local refinement is readily applicable to both sharp and diffuse interface approaches, potentially improving a large array of interface-capturing methods. This technique – implemented into our massively parallel, adaptive mesh refined, multi-phase flow framework and described in detail in a companion methods paper [16] (see also SI) – allows us to perform one of the most detailed simulations of primary jet atomization at 64× the previous best possible resolution [10]. Specifically, we use a thermodynamically consistent diffuse interface method that uses Cahn-Hilliard Navier-Stokes (CHNS) as detailed in [17].

IDENTIFICATION OF REGIONS OF INTEREST

We describe the algorithm (see Fig. 2) for identifying regions such as filaments and small droplets where $\epsilon/r$ can become $\sim O(1)$. Consider a two-fluid system. The two fluid phases are described by a phase field variable $\phi$, which varies continuously in $[-1,1]$, with -1 and 1 corresponding to the pure phases; see panel (a) of Fig. 2. The central thin part in the figure is a region of interest. We perform a sequence of efficient image processing steps to identify this region. We first threshold the continuous field, $\phi$ into a binary field, $\phi_b$ (see panel (b) in Fig. 2). We then perform a predetermined number of morphological erosion steps (see panel (c) Fig. 2) on the binary image $^{2}$ to get $\phi_{b,e}$ (see panel (d) Fig. 2).

We could subtract $\phi_{b,e}$ from the original binary $\phi_b$ to find the filament region, but the erosion steps also remove parts of the bigger structure. To recover the part of the bigger structure without recovering the small feature, we perform a predetermined number of morphological dilation steps $^{3}$ on the eroded binary $\phi_{b,e}$ to get the dilated binary $\phi_{b,d}$ (panel (e) in Fig. 2). We perform slightly more dilation steps than erosion steps to completely recover the larger structure (see panel (f) Fig. 2). Finally, we subtract $\phi_{b}$ from $\phi_{b,d}$ to get a binary field with non-zero values in the regions representing the small features of interest (see panel (g) of Fig. 2).

We choose such a computational graphics-based approach for several reasons: (a) computational complexity: all steps detailed above can be performed using algorithms exhibiting $O(N)$ complexity, where $N$ is the total number of cells in the mesh, (b) parallel scalability: these algorithms can be implemented to scale efficiently on a large number of processors. We refer readers to the companion method papers [16] for a detailed discussion of parallel deployment on octree meshes, (c) algorithmic alignment: these algorithms (re)use the data structures and communication constructs present in our existing, optimized codebase [17, 18]. We note that other approaches, for instance, connected component analysis, can also be applied. But these come at a higher computational cost, specifically in a distributed setting, and our experiments indicated that they could not identify all features of interest (like long thin filaments attached to larger structures).

To demonstrate the capability of the identification algorithm, we choose a popular problem of a drop in swirling flow, which is often used to test interface methods, especially under resolution constraints [19–21]. A circle with radius 0.15, centered at (0.5, 0.75) is placed inside a unit box (origin at bottom left corner) and undergoes advection in a swirling velocity field given by the stream function $\psi(x,y,t) = \frac{1}{\pi} \sin^2(\pi x) \sin^2(\pi y)$. We set $\epsilon$ to 0.0025. The circle advects and deforms to form concentric thin filaments. With increasing time, the thickness of the filament becomes comparable to the interface thickness, and we see breakup and coarsening for CHNS, Fig. 1(a). In sharp interface methods like VOF, as the filament grows thinner, they break into droplets under limited mesh resolution, thus showing a “numerical” surface

$^{1}$ $\phi \geq 0.8 = 1$ and $\phi \leq 0.8 = 0$ with each cell being either 1 or 0

$^{2}$ One erosion step converts cells with a value of 1 to 0 if at least one of the neighbors of the cell its neighbor is 0

$^{3}$ The dilatation step involves converting the cell value from 0 to 1 if at least one of its neighbors is 1.
FIG. 2. Flow chart describing the algorithm for detecting thin/small interface features. (a) Start with the continuous field \( \phi \); (b) Threshold to produce a binary image; (c) An illustration of one step of erosion, the top image shows a sample binary with white cells equal to 1, black cells equal to the value of 0. Gray dots in the middle picture shows cells identified (with at least one neighbor of 0) to be converted to 0. The bottom picture shows binary after cells with Gray dots turned to 0; (d) Binary after 15 steps of erosion on \( \phi_b \); (e) An illustration of one step of dilation, the top image shows a sample eroded binary. Gray dots in the middle picture shows cells identified (with at least one neighbor 1) to be converted to 1. The bottom picture shows binary after cells with Gray dots turned to 1; (f) Binary after 20 steps of dilation on \( \phi_{b,d} \); (g) Binary after original \( \phi_b \) is subtracted from \( \phi_{b,d} \) which shows the identified small filament region.

We deploy this approach on the challenging problem of pulsed primary jet atomization from Pairetti et al. [10] with high Reynolds numbers (\( Re_{gas} = 25000 \), \( Re_{liquid} = 5800 \)) \(^4\). A liquid jet with the properties of diesel is pulsed into a large box filled with air. The max inlet velocity, \( U_i \) is 100 m/s with the diameter of the injection \( D_i = 100 \mu m \). All simulation parameters and boundary conditions are identical to those in [10] and are detailed in the supplementary material. Analysis by Pairetti et al. [10] revealed that mesh resolution significantly affects breakup statistics. They showed that even using the finest mesh refinement level of 13 – corresponding to the cell size of \( 30D_i / 2^{13} = 0.36 \mu m \) – still produces structures of the same order as the mesh.

Here, our approach allows us to reach a mesh refinement of 15, corresponding to a finest cell size of \( 30D_i / 2^{15} = 0.0915 \mu m \). We believe this to be one of the finest resolution simulations of primary jet atomization. Our simulation spanned 120000 timesteps reaching 6.3 \( \mu s \), and required over 200,000 node hours on the supercomputer, TACC Frontera \(^5\).

The dynamics are characterized by two length scales, Kolmogorov and Hinze. The Kolmogorov length scales represent the size of the smallest turbulent structures (in both liquid \( \eta_l \) and air \( \eta_g \), and the Hinze scale \( \xi \) represent the size of the biggest drop that does not suffer breakup by turbulent fluctuations \(^6\). Here, \( \eta_l = 0.131 \mu m , \eta_g = 0.078 \mu m \), and \( \xi = 9.71 \mu m \). To achieve DNS resolution, the mesh size \( h \leq 2 \min (\eta_l, \eta_g) \). We achieve DNS resolution near the dynamically refined interface. The fine resolution near the interface resolves the fine-scale shear instabilities near the interface, which impact breakup mechanisms.

We start with a non-dimensional interface thickness \( \epsilon_1 = 0.001 \). Using the algorithm in Fig. 2, we locally decrease the

---

\(^4\) \( Re_{liquid} = \rho_{liquid} U_i D_i / \mu_{liquid}, Re_{gas} = \rho_{gas} U_i D_i / \mu_{gas}, W e_{gas} = \rho_{gas} U_i^2 D_i / \sigma = 430, \) and \( W e_{gas} = \rho_{liquid} U_i^2 D_i / \sigma = 11600 \)

\(^5\) We estimate that without dynamic \( \epsilon \), using level 15 everywhere on the interface would result in a 20x more expensive simulation[16]

\(^6\) \( \eta_l = D_i / Re_{l,0}^{3/4}, \eta_g = D_i / Re_{g,0}^{3/4}, \epsilon = v_{gas} / \eta_{gas}, \xi = 0.75 (\sigma_{gas})^{1/5} (\epsilon / Re) ^{3/5} \)
interface thickness to $\varepsilon_2 = 0.00075$. The refinement in these regions changes from level 13 to level 15. Figure 3 shows the mesh overlaid on the diffuse interface on a zoomed-in view of a mid-\(z\) slice near the top of the jet. Notice that our algorithm detects small droplets and sheets and imposes a smaller $\varepsilon$ in these thin regions, with a finer resolution (level 15) only in these regions. Such a selected decrease in $\varepsilon$ allows us to prevent numerical breakup and Ostwald ripening. As seen in Figure 3, we impose an extended region of refinement near the interface \(^7\). Thus, any droplet formed with a length scale less than the Hinze length does not break up further through turbulent fluctuations.

This strategy allows tracking both droplets as well as thin sheets and filaments. We discovered that (see Figure 4 and accompanying video) sheets are formed as early as 1.68\,\mu s. This is in contrast to lower resolution studies that report sheet formation around 5\,\mu s [10]. As the jet evolves, we notice a cascade of sheet ruptures near the jet’s tip, forming filaments (see Fig. 4). This destabilization and rupture is typically via the Kelvin-Helmholtz instability. This rupture can be seen in the blue bounding boxes in Figure 4(right). To our best knowledge, this is the first time that such rupture dynamics have been computationally captured. The filaments then fragment to form droplets through the Rayleigh-Plateau instability. Representative filament fragmentation events are indicated with red bounding boxes in Figure 4(bottom). Capturing this cascade of breakup phenomena is necessary for correctly computing the breakup statistics.

We construct breakup statistics by computing the ensuing structures’ representative length scale (\(d\)). We compute the volume \((V_q)\) of each connected components, and then calculate \(d = (6V_q/\pi)^{1/3}\). Breakup statistics are constructed at the final time of our simulation, 6.3\,\mu s. Figure 5 shows this size distribution of droplets, along with a best-fit log-normal distribution. We point out several observations:

- The mean value of the histogram is much larger than the interface thickness (indicated by the black vertical line). Additionally, most of the histogram is smaller than the Hinze scale $\xi$; therefore, the bulk of the distribution consists of droplets that will not further break up due to turbulence. The log-normal fit to droplet distribution has also been observed in other jet atomization simulations (see [7, 10]). The distribution suggests that all the features in the distribution are well resolved.

- The histogram is to the right of the interface thickness. This indicates that all the resolved drops are larger than the interface thickness. Furthermore, drops smaller than the interface thickness are not resolved by the method and do not pollute the statistics. In the accompanying movie, we observe that droplets with sizes around the order of the interface thickness get absorbed into nearby larger structures due to the coarsening nature of the Cahn-Hilliard equation, which is why we do not see tails in the droplet size distribution near the interface thickness. One could resolve these smaller droplets by deploying a multi-level interface thickness refinement. That is, the interface thickness can be recursively refined to capture smaller and smaller droplets.

\(^7\) either level 13 if $\varepsilon = 0.001$ or level 15 if the $\varepsilon = 0.00075$. 

---

**FIG. 3.** A snapshot of the mesh overlay on the zoomed-in 2D plane view of the diffuse interface at the mid-\(z\) plane.
FIG. 4. Isocontour of diffuse interface parameter showing the liquid-air interface at 6.2 µs. We present two zoomed-in views of the jet, one focusing on sheet rupture on the right and the second focusing on filament breakup below. Examples of sheet ruptures are marked with blue rectangles, and examples of filament breakup are marked with red ellipses. Please see supplementary information for a full animation of the evolution of the jet.

FIG. 5. Droplet statistics in jet atomization at 6.21 µs: A histogram of the number of droplets for a range of logarithms of the length scales (in µm) representing the droplets. We fit the Log-normal PDF with a mean of 10^{0.3} and a standard variation of 10^{0.28} shown with the red curve. The black vertical line shows the thinnest interface thickness used $e_2 = 4h$, where $h$ is the size of the smallest mesh element. The blue vertical line represents the Hinze scale $\xi$, and the black vertical line represents the diffuse interface thickness $e_2$.

- We notice no pile-up of droplets with a length scale smaller than the interface thickness. This indicates that no artificial droplets result from numerical breakup due to low mesh resolution, unlike other state-of-the-art volume-of-fluid simulations.

The source code and associated datasets of the simulation are publicly available. We anticipate this to produce lively discussions and analysis of the data. We continue to analyze the hydrodynamical conditions of sheet rupture and plan to deploy another level of interface refinement to capture smaller droplets. A follow-up paper will present an additional analysis of the hydrodynamic conditions of different breakup events and the turbulent statistics of the flow. While the computational approach has been used to model an important canonical multi-flow physics problem, this approach has wide applicability to other fluid mechanics phenomena, like low Reynolds number ligament breakup.
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I. GOVERNING EQUATIONS

Consider a domain Ω with two immiscible fluids with ρ+ (η+) and ρ− (η−) as the specific density (viscosity). Let φ be the smooth phase field that varies between +1 to −1 with +1 or −1 corresponding to either pure phase. Then the non-dimensional mixture density ρ(φ) and the non-dimensional mixture viscosity η(φ) defined as,

\[ \rho(\phi) = \alpha \phi + \beta, \quad \text{where} \quad \alpha = \frac{\rho_+ - \rho_-}{2\rho_+} \quad \text{and} \quad \beta = \frac{\rho_+ + \rho_-}{2\rho_+}, \]  

(1)

\[ \eta(\phi) = \gamma \phi + \xi, \quad \text{where} \quad \gamma = \frac{\eta_+ - \eta_-}{2\eta_+} \quad \text{and} \quad \xi = \frac{\eta_+ + \eta_-}{2\eta_+}. \]  

(2)

Note that our non-dimensional form uses the specific density/viscosity of fluid 1 (+) as the non-dimensionalizing quantity.

Let \( \mathbf{v} \) be the volume averaged mixture velocity, \( p \) the volume averaged pressure, and \( \mu \) be the chemical potential. Then the thermodynamically consistent Cahn-Hilliard Navier-Stokes equations [1] in their non-dimensional form are as follows:

Momentum Eqns:

\[ \frac{\partial (\rho(\phi)v_i)}{\partial t} + \frac{\partial (\rho(\phi)v_j v_i)}{\partial x_j} + \frac{1}{Pe} \frac{\partial (J_i v_i)}{\partial x_j} + \frac{Cn}{We} \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \frac{\partial \phi}{\partial x_j} \right) \]  

\[ + \frac{1}{We} \frac{\partial p}{\partial x_i} - \frac{1}{Re} \frac{\partial}{\partial x_j} \left( \eta(\phi) \frac{\partial v_i}{\partial x_j} \right) = \frac{\rho(\phi)\hat{g}_i}{Fr} = 0, \]  

(3)

Solenoidality:

\[ \frac{\partial v_i}{\partial x_i} = 0, \]  

(4)

Continuity:

\[ \frac{\partial \rho(\phi)}{\partial t} + \frac{\partial (\rho(\phi)v_i)}{\partial x_i} + \frac{1}{Pe} \frac{\partial J_i}{\partial x_i} = 0, \]  

(5)

Cahn-Hilliard Eqn:

\[ \frac{\partial \phi}{\partial t} + \frac{\partial (v_i \phi)}{\partial x_i} - \frac{1}{Pe Cn} \frac{\partial}{\partial x_i} \left( m(\phi) \frac{\partial \mu}{\partial x_i} \right) = 0, \]  

(6)

Chemical Potential:

\[ \mu = \psi'(\phi) - Cn^2 \frac{\partial}{\partial x_i} \left( \frac{\partial \phi}{\partial x_i} \right). \]  

(7)

\( \hat{g} \) is a unit vector defined as \((0, -1, 0)\) denoting the direction of gravity. We use the polynomial form of the free energy density \( \psi(\phi(x)) \) defined as follows:

\[ \psi(\phi) = \frac{1}{4} (\phi^2 - 1)^2 \quad \text{with} \quad \psi'(\phi) = \phi^3 - \phi. \]  

(8)

We choose \( u_r \) and \( L_r \) to be the reference velocity and length, \( m_r \) is the reference mobility, \( \sigma \) is the scaling interfacial tension, \( \nu_r = \eta_+ / \rho_+ \), \( \epsilon \) is the interface thickness, \( g \) is gravitational acceleration. Then the non-dimensional parameters are as follows:

Peclet, \( Pe = \frac{u_r L_r}{m_r \sigma} \); Reynolds, \( Re = \frac{u_r L_r}{\nu_r} \); Weber, \( We = \frac{\rho \sigma \nu_r^2 L_r}{\mu} \); Cahn, \( Cn = \frac{\epsilon}{L_r} \); and Froude, \( Fr = \frac{u_r^2}{gL_r} \), with \( u_r \) and \( L_r \) denoting the reference velocity and length, respectively. Note that the \( Cn \) number is the non-dimensional interface thickness in the method. We use scaling relation suggested by [2] of \( 1/Pe = 3Cn^2 \) to calculated appropriate \( Pe \) for a chosen \( Cn[3] \).

* Corresponding authors
The system of equations Eq. (3) – Eq. (6) has a dissipative law given by:

\[
\frac{dE_{\text{tot}}}{dt} = -\frac{1}{Re} \int_\Omega \frac{\eta(\phi)}{2} \|\nabla v\|^2 \, dx - \frac{Cn}{We} \int_\Omega m(\phi) \|\nabla \mu\|^2 \, dx,
\]

where the total energy is

\[
E_{\text{tot}}(v, \phi, t) = \int_\Omega \frac{1}{2} \rho(\phi) \|v\|^2 \, dx + \frac{1}{CnWe} \int_\Omega \left( \psi(\phi) + \frac{Cn^2}{2} \|\nabla \phi\|^2 + \frac{1}{Fr} \rho(\phi) \right) \, dx.
\]

The norms used in the above expression are the Euclidean vector norm and the Frobenius matrix norm:

\[
\|v\|^2 := \sum_i |v_i|^2 \quad \text{and} \quad \|\nabla v\|^2 := \sum_i \sum_j \left| \frac{\partial v_i}{\partial x_j} \right|^2.
\]

This energy functional does not consider energy fluxes into/out of the boundaries. This scenario is representative of closed systems, systems with neutral contact line dynamics, or boundary conditions that do not contribute to energy. The dissipation law represents the underlying thermodynamic consistency of the Eq. (3) – Eq. (6) (CH-NS) system.

For the jet simulation we choose a degenerate mobility \( m(\phi) = 1 - \phi^2 \geq 0 \). The choice of degenerate mobility allows for better-bound preservation of the phase-field \( \phi \) and minimizes coarsening from Cahn-Hilliard.

II. NUMERICAL METHOD

We use a semi-implicit, projection-based finite element framework for solving the CHNS system. We use a block iterative hybrid method. We use a projection-based semi-implicit time discretization for the Navier-Stokes equation and a fully-implicit time discretization for the Cahn-Hilliard equation. We use a conforming continuous Galerkin (cG) finite element method in space equipped with a residual-based Variational Multiscale (RBVMS) formulation. The residual-based VMS formulation stabilizes pressure and allows LES-type modeling for coarse mesh resolutions. Pressure is decoupled using a projection step, which results in two linear positive semi-definite systems for velocity and pressure. We deploy this approach on a massively parallel numerical implementation using parallel octree-based adaptive meshes. The overall approach allows using relatively large time steps with much faster time-to-solve than similar fully-implicit methods. The details of the numerical method and its testing and validation for canonical cases are given in [4].

III. DETAILS OF THE DROP IN SWIRLING FLOW CASE

The case presented in Figure 4 is a popular test case in the two-phase flow literature proposed by Bell et al. [5]. A non-dimensional domain of \( 1 \times 1 \) is selected with a drop of the radius of 0.15 located initially at \((0.5, 0.75)\). This circle in this test is deformed with a solenoidal field with a stream function \( \psi = (1/\pi) \sin(\pi x) \sin^2(\pi y) \). The advection by the velocity field causes the drop to evolve into a thin filament that spirals toward the center of the vortex \((0.5, 0.5)\). The evolution of thin filaments is very useful for testing the methods for the numerical breakup.

For the case of presented in Fig 1(a) we use a constant mobility \( m(\phi) = 1.0 \). A non-dimensional thickness of \( Cn = 0.0025 \). We use a base mesh refinement of level 5 \((1/2^5)\) with a finer refinement near the interface of level 9 \((1/2^9)\). For the case in Fig1(b), we use a dynamically reduced non-dimensional interface thickness where the \( Cn \) number is reduced from 0.0025 to 0.001 with an associated refinement of level 9 \((1/2^9)\) and \((1/2^{12})\) respectively. We use a degenerate mobility \( m(\phi) = 1 - \phi^2 \geq 0 \) for the dynamic \( Cn \) case. Fig. 1 shows the time evolution of the two cases (Fig. 1 in the manuscript compares a one-time snapshot for this case). Notice the local decrease in the interface thickness. This local decrease prevents filament breakup, as seen in Fig. 1(b). In contrast, the case with a constant interface thickness in Fig. 1(a) undergoes numerical breakup and coarsening from Cahn-Hilliard.

IV. DETECTION OF DROPS

In the manuscript in Figure 2, we demonstrate the computational technique of detecting a thin filament with a 2D example. Another type of small feature that needs to be detected in atomization simulation is small droplets so that the interface thickness of these drops can be locally decreased. In Fig. 2, we demonstrate the algorithm working to detect a small droplet with a 2D example.
FIG. 1. Time evolution of the cases in Fig 1 in the manuscript.

FIG. 2. Flow chart describing the algorithm for detecting small droplets. (a) Start with the continuous field \( \phi \); (b) Threshold to produce a binary image; (c) Binary after steps of erosion on \( \phi_b \); (d) Binary after steps of dilation on \( \phi_{b,d} \); (e) Binary after original \( \phi_b \) is subtracted from \( \phi_{b,d} \) which shows the identified small drop.

V. TIME EVOLUTION OF PRIMARY JET ATOMIZATION

In Fig. 3, we show snapshots of the jet atomization with the full jet in the view. This is to show the evolution of the jet from Figure 4 of the manuscript. Figure 4 shows the time evolution of sheet ruptures zoomed in the area shown in Figure 4 of the manuscript. Note that in Fig. 4, we see multiple sheet rupture events in a short period from 5.9605 to 6.1525 \( \mu \)s.
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