MIXED APPROXIMATION OF NONLINEAR ACOUSTIC EQUATIONS: WELL-POSEDNESS AND A PRIORI ERROR ANALYSIS
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Abstract. Accurate simulation of nonlinear acoustic waves is essential for the continued development of a wide range of (high-intensity) focused ultrasound applications. This article explores mixed finite element formulations of classical strongly damped quasilinear models of ultrasonic wave propagation; the Kuznetsov and Westervelt equations. Such formulations allow simultaneous retrieval of the acoustic particle velocity and either the pressure or acoustic velocity potential, thus characterizing the entire ultrasonic field at once. Using non-standard energy analysis and a fixed-point technique, we establish sufficient conditions for the well-posedness, stability, and optimal a priori errors in the energy norm for the semi-discrete equations. For the Westervelt equation, we also determine the conditions under which the error bounds can be made uniform with respect to the involved strong dissipation parameter. A byproduct of this analysis is the convergence rate for the inviscid (undamped) Westervelt equation in mixed form. Additionally, we discuss convergence in the $L^q(\Omega)$ norm for the involved scalar quantities, where $q$ depends on the spatial dimension. Finally, computer experiments for the Raviart–Thomas (RT) and Brezzi–Douglas–Marini (BDM) elements are performed to confirm the theoretical findings.

1. Introduction

In various ultrasound applications, characterizing the whole acoustic field accurately (that is, the scalar pressure or potential fields as well as the velocity) is of particular importance as it allows precise computing of different quantities of interest, such as the acoustic intensity. With this motivation in mind, the purpose of this article is to investigate mixed-finite-element approximations for a family of strongly damped acoustic wave models that describe ultrasound propagation, the most general of which is the Kuznetsov equation.

The Kuznetsov equation [31] is a popular model of nonlinear sound propagation through fluids that accounts for thermoviscous dissipation and general nonlinearities of quadratic type. In the mathematical literature, it is commonly stated as

\[(1 + 2k\psi_t)\psi_{tt} - c^2\Delta\psi - b\Delta\psi_t + 2\sigma\nabla\psi \cdot \nabla\psi_t = 0,\]
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where $\psi$ is the acoustic velocity potential. The constant $c$ denotes the speed of sound and $b$ the sound diffusivity. The constant $k \in \mathbb{R}$ is a function of the coefficient of nonlinearity of the medium $\beta_a$ and the propagation speed. Although $\sigma = 1$ for the Kuznetsov equation, we generalize it to $\sigma \in \mathbb{R}$ in this work, so that a particular choice of $(k, \sigma)$ will allow us to retrieve the Westervelt equation [47] ($\sigma = 0$) and the linear strongly damped equation ($k = \sigma = 0$) as well. We refer the reader to the books [18, 28] for more physical background on the Kuznetsov equation and other models of nonlinear acoustics.

Since $v = \nabla \psi$ is the acoustic particle velocity, we can rewrite (1.1) in a potential-velocity form, adding a general source term $f$, and couple it with homogeneous Dirichlet boundary conditions as well as initial conditions, to arrive at

\[
\begin{cases}
(1 + 2k\psi_t)\psi_{tt} - c^2 \nabla \cdot v - b \nabla \cdot v_t + 2\sigma v \cdot v_t = f \quad \text{in } \Omega \times (0, T), \\
v = \nabla \psi, \\
\psi|_{\partial \Omega} = 0, \quad \psi(0) = \psi_0, \quad \psi_t(0) = \psi_1.
\end{cases}
\]

(1.2)

Approximating $(\psi(t), v(t))$ amounts to solving (1.2) in a finite-dimensional subspace $\Psi_h \times V_h$ of $L^2(\Omega) \times H(\text{div}; \Omega)$ for $t \in [0, T]$, where $h > 0$ is a spatial discretization parameter. We aim to provide convergence rates for some of the most popular approximation spaces for $H(\text{div}; \Omega)$; see e.g., [7–9, 13, 38, 39, 43].

In mixed finite element formulations, the acoustic particle velocity and either acoustic velocity potential or acoustic pressure (corresponding in elastodynamics to stress and displacement/velocity, respectively) are approximated at the same time, resulting in a higher order of accuracy in the approximation of velocity [14]. This property is particularly useful for applications where the gradient of the acoustic field is of importance, such as enforcing absorbing conditions [45] or gradient-based shape optimization of focused ultrasound devices [26, 35].

Moreover, the mixed finite element approach allows us to characterize the whole acoustic field at once as well as compute acoustic intensity accurately. This is relevant for, among others, ultrasound-induced heating of biological tissue as a result of acoustic absorption. In such models, the acoustic energy flux (acoustic intensity) acts as a source term for the temperature equation; see, e.g., [46].

The error estimates of spatial approximations using continuous and discontinuous Galerkin elements are available for the damped Westervelt equation ($b > 0, \sigma = 0$); see [4, 10]. A discontinuous Galerkin coupling for nonlinear elasto-acoustics based on the damped Kuznetsov equation ($b > 0, \sigma \neq 0$) has been analyzed in [37]. However, to the best of our knowledge, this is the first work on the rigorous analysis of mixed formulations for classical models of nonlinear acoustics. We note that mixed finite element methods have been extensively studied in the context of linear wave equations; see [14, 17, 21, 30, 34, 42] and the references contained therein. For the a priori analysis of a strongly damped linear wave equation in mixed form, we refer to [11]. Some work exists also on convergence of the approximations of nonlinear wave equations; see [11]. However, due to specific nonlinear terms $(1 + 2k\psi_t)\psi_{tt}$ and $\nabla \psi \cdot \nabla \psi_t$ present in the Kuznetsov equation, our analysis differs from the aforementioned references and is of
particular relevance for simulation of high-intensity focused ultrasound. The low regularity of the mixed FEM space (ψ approximated in $L^2(\Omega) \not\subset L^\infty(\Omega)$) will require the use of inverse estimates to ensure the positiveness of $(1+2k\psi_{ht})$ and thus the non-degeneracy of the semi-discrete model, in combination with suitable smallness assumptions on the exact solution and the discretization parameter.

The damping parameter $b$ is relatively small in practice and can become negligible in certain media; see [28, Ch. 5]. Motivated by this, we additionally provide a uniform-in-$b$ error analysis of the mixed approximation of the Westervelt equation ($\sigma = 0$). In particular, we establish sufficient conditions under which the hidden constant in the derived bounds does not degenerate as $b \to 0^+$. Nonlinear acoustic equations are notoriously harder to treat in such a uniform manner. In the continuous setting, they require the use of energy functionals of higher order compared to the non-uniform analysis; see [23, 25]. In a finite-dimensional setting, one cannot expect to have access to such energies due to, in general, low global spatial regularity of the numerical solution. Instead, we will exploit the time-differentiated semi-discrete version of the first equation in (1.2). Concerning related results, to our knowledge, this is the first result dealing with the uniform mixed approximation of the Westervelt equation. The finite element estimates for the Westervelt equation in case $b = 0$ and in standard (non-mixed) form follow as a particular case of the results in [19, 33].

Our theoretical approach relies on non-standard energy estimates for a linearized and non-degenerate problem presented in Section 3, followed by a fixed-point argument in Section 4, where we show that the previously established estimates hold provided a combination of smallness of discretization step and of exact solution norm is satisfied. In Section 5, we present the stability and error results relating to the inviscid Westervelt equation. We point out that one of the crucial elements of the analysis is the choice of the approximate initial data; in particular, they should be chosen as mixed projections of the exact data; see (3.9) below for details. The main theoretical results are contained in Theorems 4.1 and 5.1. In Section 6, we provide the readers with numerical examples to illustrate some of the established theoretical bounds. In Appendix ??, we discuss how the developed theoretical framework extends to the pressure-velocity formulations of these models.

2. Theoretical preliminaries

In this section, we introduce the necessary theoretical tools to be used in the numerical analysis. We conduct the analysis of mixed-formulation (1.1) under the following assumptions on the constant medium parameters:

$$c > 0, \quad b > 0, \quad k, \sigma \in \mathbb{R}.$$

The presence of the sound diffusivity ($b > 0$) and thus the strong damping $-b\nabla \cdot v_t$ contributes to the parabolic-like character of the Kuznetsov equation (see, e.g., [24, 36] for its analysis), and is essential for the validity of the estimates in Sections 3 and 4 (see condition (3.5) below). However, in Section 5, we establish sufficient conditions under which the convergence analysis can be made uniform in $b$ for a simplified setting where $\sigma = 0$. 
2.1. Discretization spaces. We assume that \( \Omega \subset \mathbb{R}^d \) is a polygonal convex domain, where \( d \in \{2, 3\} \), so that it can be discretized exactly. Let \( T_h \) be a regular family of partitions of \( \Omega \), which satisfy the quasi-uniformity condition. Using partition-compatible spaces of approximation (see e.g. [5, Ch. 2]), we construct a collection of finite dimensional subspaces \( \Psi_h \times V_h \) of \( L^2(\Omega) \times H(\text{div}; \Omega) \) of order \( p \geq 1 \) (\( M_p \) in the notation of [5]) satisfying
\[
\nabla \cdot (V_h) \subseteq \Psi_h.
\]

To \( \Psi_h \times V_h \), we associate a positive parameter \( h \) representing the discretization parameter of \( T_h \). Note that due to the inclusion condition above, the space \( \Psi_h \) contains non-smooth functions. Therefore, one should be careful when choosing the interpolation operator on this space. We will make this choice explicit later in the analysis.

For a final time \( T > 0 \) and \( f \in L^2(0, T; L^2(\Omega)) \), the approximate problem studied in this work is then given by
\[
\begin{align*}
((1 + 2k_t)\psi_{htt}, \phi_h)_{L^2} - c^2(\nabla \cdot (v_h + \frac{1}{c^2}v_{ht}), \phi_h)_{L^2} \\
+ 2\sigma(v_h \cdot v_{ht}, \phi_h)_{L^2} = (f, \phi_h)_{L^2},
\end{align*}
\]
for all \( (\phi_h, w_h) \in \Psi_h \times V_h \) a.e. in \((0, T)\), supplemented with approximate initial conditions
\[
(\psi_h, \psi_{ht})|_{t=0} = (\psi_{0h}, \psi_{1h}) \in \Psi_h \times \Psi_h,
\]
which will be set through the mixed projection of exact conditions; see (2.2) and (3.9) below for details.

2.2. Properties of the interpolation and projection operators. In the upcoming analysis, we will rely on the properties of the interpolation and projection operators, which we recall here. Let \( I_h \) be the interpolation operator in \( V_h \) (as defined in [5, Section 2.5]) and let \( \pi_h \) be the \( L^2 \)-projection operator on \( \nabla \cdot (V_h) \subseteq \Psi_h \). For the upcoming theory we need the following properties to hold:
\[
\nabla \cdot (I_h v) = \pi_h \nabla \cdot (v),
\]
and there exists a generic constant \( C \) independent of \( h \) such that
\[
\|v - I_h v\|_{L^2} \leq C h^m \|v\|_{H^m},
\]
\[
\|\nabla \cdot (v - I_h v)\|_{L^2} \leq C h^s \|\nabla \cdot v\|_{H^s},
\]
where \( 1 \leq m \leq p + 1 \) and \( 0 \leq s \leq p^* \). These hold for \( p^* = p + 1 \) in the case of Raviart–Thomas (RT), and Brezzi–Douglas–Fortin–Marini (BDFM) elements, and for \( p^* = p \) in the case of Brezzi–Douglas–Marini (BDM) and Brezzi–Douglas–Durán–Fortin (BDDF) elements; see e.g. [5, 12] for the construction and properties of such elements.

Following [22, 41], we introduce the mixed projections \((\tilde{P}_h \psi, \tilde{P}_h v) \in \Psi_h \times V_h \) of \((\psi, v) \in L^2(\Omega) \times H(\text{div}; \Omega) \) as follows:
\[
\begin{align*}
(\nabla \cdot (v - \tilde{P}_h v), \phi_h)_{L^2} &= 0, \quad \forall \phi_h \in \Psi_h, \\
(v - \tilde{P}_h v, w_h) + (\psi - \tilde{P}_h \psi, \nabla \cdot w_h)_{L^2} &= 0, \quad \forall w_h \in V_h.
\end{align*}
\]
We next state a useful lemma for the analysis as it deals with the recurring second equation of the mixed problems (including the mixed projection).
Lemma 2.1. Let $1 \leq q \leq \infty$. There exist constants $C_q > 0$ and $C > 0$, independent of $h$, such that if $\phi_h \in \Psi_h$ and $w \in L^2(\Omega)^d$ satisfy

$$(w, w_h) + (\phi_h, \nabla \cdot w_h) = 0, \quad \forall w_h \in V_h,$$

then

$$\|\phi_h\|_{L^q} \leq C_q \|w\|_{L^2} \quad \text{for} \quad \begin{cases} 1 \leq q \leq 6 & \text{if } d = 3, \\ 1 \leq q < \infty & \text{if } d = 2. \end{cases}$$

For $d = 2$, we additionally have

$$\|\phi_h\|_{L^\infty} \leq C \log \frac{1}{h} \|w\|_{L^2}.$$

Proof. The proof is similar to that given in [22, Lemma 1.2], where, instead of [22, 1.4 c)], we rely on the bound

$$\|I_h v\|_{L^2} \leq \|v\|_{W^{1,s}},$$

with $s \geq \frac{2d}{d+2}$. Thus the maximal $L^q$ regularity obtained is given by $q = \frac{s}{s-1}$, such that for $d = 3$ we obtain $1 \leq q \leq 6$. For $d = 2$, the same result as in [22] holds. \qed

With the following result, we generalize the mixed projection estimates given in [22, Theorem 1.1] to the different elements considered in this work.

Lemma 2.2. Let $\psi \in H^{r+1}(\Omega)$ and $\nabla \psi = v$ a.e. in $\Omega$. Then the mixed projection of $(\psi, v)$ satisfies the following bounds a.e. in time:

$$\begin{aligned}
\|\psi - \tilde{P}_h \psi\|_{L^2} &\leq Ch^r \|\psi\|_{H^{r}}, \quad 2 \leq r \leq p^*, \\
\|v - \tilde{P}_h v\|_{L^2} &\leq Ch^r \|\psi\|_{H^{r+1}}, \quad 1 \leq r \leq p + 1.
\end{aligned}$$

(2.3)

$$\|\psi - \tilde{P}_h \psi\|_{L^q} \leq Ch^r \|\psi\|_{H^{r+1}}, \quad 1 \leq r \leq p + 1, \quad \begin{cases} 1 \leq q \leq 6 & \text{if } d = 3, \\ 1 \leq q < \infty & \text{if } d = 2. \end{cases}$$

For $d = 2$, we additionally have that

$$\|\psi - \tilde{P}_h \psi\|_{L^\infty} \leq Ch^r \log \frac{1}{h} \|\psi\|_{H^{r+1}}, \quad 1 \leq r \leq p + 1.$$

Proof. The bounds are obtained by applying the same reasoning as in [22, Theorem 1.1] with the properties of the interpolant $I_h$ and $L^2$ projection $\pi_h$ given above, and Lemma 2.1 \qed

Notation. We shall frequently use the notation $x \lesssim y$ which stands for $x \leq Cy$, where $C$ is a generic constant that depends on the reference domain $\Omega$ and, possibly, the time $t$, but not on the discretization parameter. To simplify the notation we will omit the time interval when writing norms covering the whole open segment $(0, T)$, for example, $\| \cdot \|_{L^p(0, T; H^r)}^2$ denotes the norm on $L^p(0, T; H^r)$.
3. **A priori Analysis of a Linearized Problem**

Our approach in the analysis is based on combining *a priori* bounds for a linearized problem with a fixed-point approach. To this end, we first consider a nondegenerate linearization of (2.1) by introducing variable coefficients \( \alpha_h \) and \( \beta_h \). The problem is to find \((\psi_h, v_h) : [0, T] \to \Psi_h \times V_h\), such that

\[
\begin{aligned}
&\left\langle (1 + 2k\alpha_h(x, t))\psi_{h,t t}, \phi_h \right\rangle_{L^2} - c^2(\nabla \cdot (v_h + b^2\psi_{h,t}), \phi_h)_{L^2} \\
&\quad + 2\sigma(\beta_h(x, t) \cdot v_{h t}, \phi_h)_{L^2} = (f, \phi_h)_{L^2}, \\
&\left\langle (v_h, w_h)_{L^2} + (\psi_h, \nabla \cdot w_h)_{L^2} = 0, \right.
\end{aligned}
\]

for all \((\phi_h, w_h) \in \Psi_h \times V_h\) a.e. in time, supplemented by approximate initial conditions (2.1a).

**Remark 1.** Note that adjoint problems for nonlinear acoustic equations (e.g., in the context of PDE-constrained optimization problems) are of the form of (3.1); see [23], for example. Thus, the numerical analysis of the above linearized problem can also be informative about the discretization error of adjoint-based optimization problems.

**Assumption K1.** We assume that the coefficient \( \alpha_h \) is non-degenerate; that is, there exist \( \overline{\alpha}, \overline{\sigma} > 0 \), independent of \( h \), such that

\[
0 < 1 - 2|k|\alpha \leq 1 + 2k\alpha_h(x, t) \leq 1 + 2|k|\alpha, \quad (x, t) \in \Omega \times (0, T).
\]

Similarly, we assume that there exists \( \overline{\beta} > 0 \), independent of \( h \), such that

\[
\|\beta_h\|_{L^\infty(\Omega)} \leq \overline{\beta}.
\]

Introducing bases of \( \Psi_h \) and \( V_h \), the semi-discrete problem can be written in the matrix form:

\[
M(t)\Psi_t - c^2BV - bBV_t + 2\sigma L(t)V_t = F(t),
\]

\[
DV + B^T\Psi = 0,
\]

with \( \Psi(0) \) and \( \Psi_t(0) \) given. The matrix \( M = M(t) \) is positive definite on account of the non-degeneracy assumption of the coefficient \( \alpha_h \), and so we can rewrite the first equation as

\[
\Psi_t - c^2M(t)^{-1}BV - bM(t)^{-1}BV_t + 2\sigma M(t)^{-1}L(t)V_t = M(t)^{-1}F(t).
\]

Thus, after eliminating \( V \), we have a system of second-order linear ODEs with the coefficients and right-hand side in \( L^2(0, T) \) which can be reduced to an ODE system of first order. Thus for \( f \in L^2(0, T; L^2(\Omega)) \), from [11 Theorem 1.8] and via a bootstrap argument, we infer that there exists a unique \((\psi_h, v_h) \in H^2(0, T; \Psi_h) \times H^2(0, T; V_h)\) which solves the linearized semi-discrete problem.

**Energy functionals.** To formulate the stability result, we introduce the total potential-velocity energy of system (1.2) at time \( t \in [0, T] \) as

\[
E[\psi, v](t) = E_\psi(t) + E_v(t),
\]

where the potential component is

\[
E_\psi(t) = \|\psi(t)\|_{L^2}^2 + \|\psi_t(t)\|_{L^2}^2 + \int_0^t \|\psi_{tt}(s)\|_{L^2}^2 \, ds
\]
summarized as follows:

\[ E_v(t) = \|v(t)\|_{L^2}^2 + \|v_t(t)\|_{L^2}^2. \]

For the stability analysis we need to access the energy at \( t = 0 \). While this can be done in a straightforward way for \( E_v(0) \), evaluating \( E_v(0) \) requires an additional step. That is, we need to evaluate the initial values \( v(0) = v_0 \) and \( v_t(0) = v_1 \). Given \((\psi_0, \psi_1)\), this can be done using the weak form of the second equation of (1.2)

\[ (v_i, w)_{L^2} + (\psi_i, \nabla \cdot w)_{L^2} = 0 \]

for all \( w \in H(\text{div}; \Omega) \) and for \( i = 1, 2 \). In particular, \( v_i = \nabla \psi_i \) a.e. provided \( \psi_i \) is smooth enough.

Similarly, given \((\psi_{0h}, \psi_{1h})\), the values \( v_h(0) = v_{0h} \) and \( v_{ht}(0) = v_{1h} \) are found by solving

\[ (v_{ih}, w_h) + (\psi_{ih}, \nabla \cdot w_h)_{L^2} = 0 \]

for all \( w_h \in V_h \), where \( i = 1, 2 \). With this, we can fully define the initial discrete energy \( E[\psi_h, v_h](0) \). In what follows, we show that (3.1) is stable in the energy norm under Assumption K1.

**Proposition 3.1.** Let \( b > 0 \) and let Assumptions K1 hold. Given \( f \in L^2(0, T; L^2) \), the solution \((\psi_h, v_h)\) of (3.1) satisfies the following stability bound:

\[ E[\psi_h, v_h](t) \leq E[\psi_h, v_h](0) + \|f(s)\|_{L^2(0, t; L^2)}^2, \quad t \geq 0. \]

**Remark 2.** The proof of Proposition 3.1 relies on Gronwall’s inequality. Subsequently the hidden constant is exponential in time. In the context of nonlinear ultrasound, this is acceptable as the lifespan of such waves is relatively short. In other applications such as viscoelasticity or if the problem is purely linear with variable coefficients, one can derive time-independent energy bounds on the error provided \( \alpha_h \) and \( \beta_h \) are small enough in suitable norms. We also note that the hidden constant in (3.4) tends to \(+\infty\) as \( b \to 0^+ \). Uniform discretization in \( b \) is discussed in Section 5.

**Proof.** The proof is based on a non-standard energy analysis. The strategy can be summarized as follows:

\[ \mathbf{I} \cdot (\psi_{ht} + \gamma \psi_{htt}) + (\Pi_t + \gamma \Pi_{ht}) \cdot c^2(v_h + \frac{b}{c^2} v_{ht}); \]

that is, we multiply the first equation in (3.1) by \( \psi_{ht} + \gamma \psi_{htt} \), the time-differentiated second equation by \( c^2(v_h + \frac{b}{c^2} v_{ht}) \), and the twice time-differentiated second equation by \( \gamma c^2(v_h + \frac{b}{c^2} v_{ht}) \) with \( \gamma > 0 \). This approach at first results in the following system:

\[
\begin{cases}
((1 + 2k \alpha_h(x, t)) \psi_{htt}, \psi_{ht} + \gamma \psi_{htt})_{L^2} - c^2(\nabla \cdot (v_h + \frac{b}{c^2} v_{ht}), \psi_{ht} + \gamma \psi_{htt})_{L^2} \\
\quad + 2\sigma(\beta_h(x, t) \cdot v_{ht}, \psi_{ht} + \gamma \psi_{htt})_{L^2} = (f, \psi_{ht} + \gamma \psi_{htt})_{L^2}, \\
(v_{ht}, c^2(v_h + \frac{b}{c^2} v_{ht}))_{L^2} + c^2(\psi_{ht}, \nabla \cdot (v_h + \frac{b}{c^2} v_{ht}))_{L^2} = 0, \\
\gamma (v_{htt}, c^2(v_h + \frac{b}{c^2} v_{ht}))_{L^2} + c^2(\psi_{htt}, \nabla \cdot (v_h + \frac{b}{c^2} v_{ht}))_{L^2} = 0.
\end{cases}
\]

Summing up these equations and noting that the \( \nabla \cdot \) terms cancel out then leads to

\[
((1 + 2k \alpha_h(x, t)) \psi_{htt}, \psi_{ht} + \gamma \psi_{htt})_{L^2} + 2\sigma(\beta_h(x, t) \cdot v_{ht}, \psi_{ht} + \gamma \psi_{htt})_{L^2} \\
+ (v_{ht} + \gamma v_{htt}, c^2(v_h + \frac{b}{c^2} v_{ht}))_{L^2} = (f, \psi_{ht} + \gamma \psi_{htt})_{L^2}.
\]
Choosing $\gamma = b/c^2$, so as to write the term
\[
(v_{ht} + \gamma v_{htt}, c^2(v_h + \frac{b}{c^2} v_{ht}))_{L^2} = \frac{c^2}{2} \frac{d}{dt} \|v_h + \frac{b}{c^2} v_{ht}\|_{L^2}^2
\]
\[
= \frac{c^2}{2} \frac{d}{dt} \|v_h\|_{L^2}^2 + \frac{b^2}{2c^2} \frac{d}{dt} \|v_{ht}\|_{L^2}^2 + \frac{b}{c^2} (v_h, v_{ht})_{L^2},
\]
thus eliminating the need to estimate the product $(v_h, v_{ht})_{L^2}$, we arrive at the following energy identity:
\[
\frac{b}{c^2} \sqrt{1 + 2k\alpha \psi_{htt} \|\|_{L^2}^2} + \frac{1}{2} \frac{d}{dt} \|\psi_{htt}\|_{L^2}^2 + \frac{c^2}{2} \frac{d}{dt} \|v_h\|_{L^2}^2 + \frac{b^2}{2c^2} \frac{d}{dt} \|v_{ht}\|_{L^2}^2
\]
\[
= -2k(\alpha h\psi_{htt}, \psi_{ht})_{L^2} - 2\sigma(\beta_h(x, t) \cdot v_{ht}, \psi_h + \frac{b}{c^2} \psi_{htt})_{L^2} - \frac{b}{c^2} (v_h, v_{ht})_{L^2}
\]
\[
+ (f, \psi_h + \frac{b}{c^2} \psi_{htt})_{L^2}.
\]
Recalling Assumption [K1], we can estimate the right-hand-side terms, for some arbitrary $\varepsilon > 0$, as follows:
\[
-2k(\alpha h\psi_{htt}, \psi_{ht})_{L^2} \leq \frac{k^2\alpha^2}{\varepsilon} \|\psi_{htt}\|_{L^2}^2 + \varepsilon \|\psi_{htt}\|_{L^2}^2,
\]
and
\[
-2\sigma(\beta_h(x, t) \cdot v_{ht}, \psi_h + \frac{b}{c^2} \psi_{htt})_{L^2} \leq 2|\sigma|\beta \|v_{htt}\|_{L^2} \left( \|\psi_{htt}\|_{L^2}^2 + \frac{b}{c^2} \|\psi_{htt}\|_{L^2}^2 \right)
\]
\[
\leq \sigma^2\beta^2 \|v_{htt}\|_{L^2}^2 \left( 1 + \frac{b^2}{4\varepsilon c^4} \right) + \|\psi_{htt}\|_{L^2}^2 + \varepsilon \|\psi_{htt}\|_{L^2}^2.
\]
Similarly, we estimate
\[
(f, \psi_h + \frac{b}{c^2} \psi_{htt})_{L^2} \leq \|f\|_{L^2} \left( \|\psi_{htt}\|_{L^2}^2 + \frac{b}{c^2} \|\psi_{htt}\|_{L^2}^2 \right)
\]
\[
\leq \|f\|_{L^2}^2 \left( \frac{1}{4} + \frac{b^2}{4\varepsilon c^4} \right) + \|\psi_{htt}\|_{L^2}^2 + \varepsilon \|\psi_{htt}\|_{L^2}^2.
\]
Finally, because we intend to integrate over time, we estimate
\[
- b \int_0^t \frac{d}{dt} (v_h(s), v_{ht}(s))_{L^2} \, ds = -b \left[ (v_h(t), v_{ht}(t))_{L^2} - (v_h(0), v_{ht}(0))_{L^2} \right]
\]
\[
\leq b\|v_h(t)\|_{L^2} \|v_{ht}(t)\|_{L^2} + b\|v_h(0)\|_{L^2} \|v_{ht}(0)\|_{L^2}
\]
\[
\leq \frac{b^2}{4\varepsilon} \|v_h(t)\|_{L^2}^2 + \varepsilon \|v_{ht}(t)\|_{L^2}^2 + \frac{b^2}{2\varepsilon} \|v_h(0)\|_{L^2}^2 + \varepsilon \|v_{ht}(0)\|_{L^2}^2,
\]
which on account of
\[
\|v_h(t)\|_{L^2} = \|\int_0^t v_{ht}(s) \, ds + v_h(0)\|_{L^2} \leq \sqrt{t} \left( \int_0^t \|v_{ht}(s)\|_{L^2}^2 \, ds \right)^{1/2} + \|v_h(0)\|_{L^2},
\]
Integrating in time on \((0, t)\) yields
\[
- b \int_0^t \frac{d}{dt} (\mathbf{v}_h(s), \mathbf{v}_{ht}(s))_{L^2} \, ds \leq \frac{b^2}{2\varepsilon} t \int_0^t \|\mathbf{v}_{ht}(s)\|_{L^2}^2 \, ds + \varepsilon \|\mathbf{v}_{ht}(t)\|_{L^2}^2 + \frac{b^2}{\varepsilon} \|\mathbf{v}_h(0)\|_{L^2}^2 + \varepsilon \|\mathbf{v}_{ht}(0)\|_{L^2}^2.
\]

Integrating in time on \((0, t)\), for some \(0 < t < T\), we obtain the following inequality:
\[
\left( \frac{b}{c^2} (1 - 2|k|\alpha) - 3\varepsilon \right) \int_0^t \|\psi_{ht}(s)\|_{L^2}^2 \, ds + \frac{1}{\varepsilon} \|\psi_{ht}(t)\|_{L^2}^2 + \frac{\varepsilon}{2} \|\psi(t)\|_{L^2}^2 + \varepsilon \|\psi(0)\|_{L^2}^2 \leq \left( \frac{k^2 \alpha^2}{\varepsilon} + 2 \right) \int_0^t \|\psi_{ht}(s)\|_{L^2}^2 \, ds + \frac{\varepsilon}{2} \|\psi_{ht}(t)\|_{L^2}^2 
+ \left( \frac{1}{4} + \frac{b^2}{4\varepsilon c^4} \right) \int_0^t \|f(s)\|_{L^2}^2 \, ds + \frac{1}{\varepsilon} \|\psi_{ht}(0)\|_{L^2}^2 + \frac{c^2}{2} \|\psi_{ht}(0)\|_{L^2}^2 + \varepsilon \|\psi(0)\|_{L^2}^2.
\]

Setting
\[
0 < \varepsilon < \min\left( \frac{b}{3c^2} (1 - 2|k|\alpha), \frac{b^2}{2c^2} \right),
\]
using Gronwall’s inequality, and then using
\[
\|\psi_h(t)\|_{L^2} \leq \sqrt{t} \left( \int_0^t \|\psi_{ht}(s)\|_{L^2}^2 \, ds \right)^{1/2} + \|\psi_h(0)\|_{L^2}
\]
yields the desired estimate. \(\square\)

We next perform the error analysis for the semi-discrete linearized problem in a general setting, which allows for the coefficients to be approximations of the exact ones. To this end, we assume the exact solution of \((1.1)\) to be smooth enough in the following sense. Given \(r \in \{2, \ldots, p^*\}\), we assume that \(\psi\) belongs to
\[
X_{r+1} = \{ \psi \in L^\infty(0, T; H^r_0(\Omega) \cap H^{r+1}(\Omega)) \mid \psi_t \in L^\infty(0, T; H^r_0(\Omega) \cap H^{r+1}(\Omega)), \psi_{tt} \in L^2(0, T; H^r_0(\Omega) \cap H^r(\Omega)) \}.
\]

We denote by \(\| \cdot \|_{X_{r+1}}\) the norm associated to this space. With this assumed regularity of \(\psi\), formulations \((1.1)\) and \((1.2)\) are equivalent when supplemented by the same initial and boundary data. For \(r = 2\), the global well-posedness of the Dirichlet initial boundary-value problem in \(X_{r+1}\) for the Kuznetsov equation with \(f = 0\) follows by the analysis in \([36]\), under the assumption of sufficiently smooth and small data. Higher-order regularity follows by \([29]\) under stronger regularity and smallness assumptions on the initial conditions and higher-order compatibility of the initial and boundary data.
Thus (3.7), projection defined in (2.2), we split the error as follows: see (3.2) and (3.3) for the way to set approximate initial data. By employing the mixed projection defined in (2.2), we immediately have 

$$
\|\psi_1(t) - \alpha_h(t)\|_{L^2} \leq C_s h^r \|\psi\|_{X_{r+1}},
$$

$$
\|v(t) - \beta_h(t)\|_{L^2} \leq C_s h^r \|\psi\|_{X_{r+1}},
$$

for all $t \in [0, T]$, where $C_s > 0$ does not depend on $h$.

We note that the error $(e_\psi, e_v) := (\psi - \psi_h, v - v_h)$ satisfies

$$
\begin{align*}
((1 + 2k\alpha_h(x, t))e_{\psi tt}, \phi_h)_{L^2} + 2k((\psi_t - \alpha_h)\psi_{tt}, \phi)_{L^2} & - c^2(\nabla \cdot (e_v + \frac{b}{c} e_{vt}), \phi_h)_{L^2} \\
+ 2\sigma(b_h(x, t) \cdot e_{vt}, \phi_h)_{L^2} & + 2\sigma((v - \beta_h) \cdot v_t, \phi_h)_{L^2} = 0,
\end{align*}
$$

for all $(\phi_h, w_h) \in \Psi_h \times V_h$ a.e. in time with

\[
\begin{align*}
(e_\psi, e_v)(0) &= (\psi_0 - \psi_{0h}, v_0 - v_{0h}), \\
(e_\psi, e_v)(t) &= (\psi_t - \psi_{1h}, v_t - v_{1h});
\end{align*}
\]

see (3.2) and (3.3) for the way to set approximate initial data. By employing the mixed projection defined in (2.2), we split the error as follows:

$$
\begin{align*}
e_\psi &= \psi - \psi_h = (\psi - \hat{P}_h \psi) + (\hat{P}_h \psi - \psi_h) := \tilde{e}_\psi + \tilde{e}_\psi h, \\
e_v &= (v - \hat{P}_h v) + (\hat{P}_h v - v_h) := \tilde{e}_v + \tilde{e}_v h.
\end{align*}
$$

Thus $(\tilde{e}_\psi h, \tilde{e}_v h)$ can be seen as the solution to

$$
\begin{align*}
((1 + 2k\alpha_h(x, t))\tilde{e}_{\psi tt}, \phi_h)_{L^2} & - c^2(\nabla \cdot (\tilde{e}_v h + \frac{b}{c^2} \tilde{e}_{vtt}), \phi_h)_{L^2} \\
+ 2\sigma(b_h(x, t) \cdot \tilde{e}_{vtt}, \phi_h)_{L^2} & + 2\sigma((v - \beta_h) \cdot v_t, \phi_h)_{L^2} = 0,
\end{align*}
$$

\[
\begin{align*}
(\tilde{e}_v h, w_h)_{L^2} + (\tilde{e}_\psi h, \nabla \cdot w_h)_{L^2} &= 0.
\end{align*}
\]

Equivalently,

$$
\begin{align*}
((1 + 2k\alpha_h(x, t))\tilde{e}_{\psi tt}, \phi_h)_{L^2} & - c^2(\nabla \cdot (\tilde{e}_v h + \frac{b}{c} \tilde{e}_{vtt}), \phi_h)_{L^2} \\
+ 2\sigma(b_h(x, t) \cdot \tilde{e}_{vtt}, \phi_h)_{L^2} &= (\tilde{f}, \phi_h)_{L^2},
\end{align*}
$$

\[
\begin{align*}
(\tilde{e}_v h, w_h)_{L^2} + (\tilde{e}_\psi h, \nabla \cdot w_h)_{L^2} &= 0
\end{align*}
\]

with the right-hand side given by

$$
\tilde{f} = -(1 + 2k\alpha_h)\tilde{e}_{\psi tt} - 2k(\psi_t - \alpha_h)\psi_{tt} - 2\sigma\beta_h(x, t) \cdot \tilde{e}_{vt} - 2\sigma(v - \beta_h) \cdot v_t.
$$

By the stability result of Proposition 3.1, we immediately have

$$
E[\tilde{e}_\psi h, \tilde{e}_v h](t) \leq E[\tilde{e}_\psi h, \tilde{e}_v h](0) + \int_0^t \|\tilde{f}(s)\|^2_{L^2} ds, \quad t \geq 0,
$$

which allows us to state the following error estimate for the linearized problem.
Proposition 3.2. Let \( b > 0 \). Let \( 2 \leq r \leq p^* \), and Assumptions \([K1]\) and \([K2]\) hold. Furthermore, let \( \psi \in X_{r+1} \) be the solution of the exact problem \((1.1)\) with a sufficiently smooth source term \( f \), and coupled with homogeneous Dirichlet data and suitable initial conditions \((\psi(0), \psi_t(0)) = (\psi_0, \psi_1)\) and let \( v = \nabla \psi \). Let the approximate initial conditions of \((2.1)\) be set through the mixed projection

\[
(\psi_{0h}, v_{0h}) = (\tilde{P}_h \psi_0, \tilde{P}_h v_0), \\
(\psi_{1h}, v_{1h}) = (\tilde{P}_h \psi_1, \tilde{P}_h v_1),
\]

where \( v_0 \) and \( v_1 \) are obtained through \((3.2)\). Then the solution \((\psi_h, v_h)\) of \((3.1)\) satisfies the following bound:

\[
\| \psi(t) - \psi_h(t) \|_2^2 + \| \psi_t(t) - \psi_{ht}(t) \|_2^2 + \int_0^t \| \psi_{tt}(s) - \psi_{htt}(s) \|_2^2 \, ds \\
+ \| v(t) - v_h(t) \|_2^2 + \| v_t(t) - v_{ht}(t) \|_2^2 \lesssim h^{2r} \| \psi \|_{X_{r+1}}^2
\]

for \( t \in [0, T] \), where the hidden constant has the following form:

\[
C_{lin} = C(T) \left( 1 + C_2^2 \left( k^2 \| \psi_t \|_{L^2(0,T;L^\infty)}^2 + \sigma^2 \| v_t \|_{L^2(0,T;L^\infty)}^2 \right) \right).
\]

Remark 3 (Equivalence of semi-discrete formulations). The choice of approximate initial data \((3.9)\) aligns with the choice made for the stability analysis and in the preceding discussion. Indeed, subtracting the second equation of the mixed projection:

\[
\begin{align*}
(\nabla \cdot (v_i - v_{ih}), \phi_h)_{L^2} &= 0, \quad \forall \phi_h \in \Psi_h, \\
(v_i - v_{ih}, w_h) + (\psi_i - \psi_{ih}, \nabla \cdot w_h)_{L^2} &= 0, \quad \forall w_h \in V_h,
\end{align*}
\]

from \((3.2)\) yields \((3.3)\) for \( i = 1, 2 \).

Proof. With our choice of the approximate initial data, we know that

\[
\tilde{e}_{\psi h}(0) = \tilde{P}_h \psi(0) - \psi_h(0) = 0, \quad \tilde{e}_{\psi_{ht}}(0) = \tilde{P}_h \psi_t(0) - \psi_{ht}(0) = 0.
\]

Furthermore, by choosing \( w_h = \tilde{e}_{v h}(0) \) in

\[
(\tilde{e}_{v h}, w_h)_{L^2} + (\tilde{e}_{\psi h}, \nabla \cdot w_h)_{L^2} = 0, \quad t \in [0, T],
\]

and proceeding similarly in the time-differentiated equation, we have

\[
\tilde{e}_{v h}(0) = \tilde{P}_h v(0) - v_h(0) = 0, \quad \tilde{e}_{v_{ht}}(0) = \tilde{P}_h v_t(0) - v_{ht}(0) = 0.
\]

Therefore,

\[
E[\tilde{e}_{\psi h}, \tilde{e}_{v h}](0) = 0
\]

and the bound \((3.8)\) reduces to

\[
E[\tilde{e}_{\psi h}, \tilde{e}_{v h}](t) \lesssim \int_0^t \| \tilde{f}(s) \|_{L^2}^2 \, ds, \quad t \geq 0.
\]

We can estimate \( \tilde{f} \) by relying on Hölder’s inequality

\[
\| \tilde{f} \|_{L^2(0,T;L^2)} \leq \left( 1 + 2|k|\alpha \right) \| \tilde{e}_{\psi_{t}} \|_{L^2(0,T;L^2)} + 2|k| \| \psi_t - \alpha_h \|_{L^\infty(0,T;L^2)} \| \tilde{P}_h \psi_t \|_{L^2(0,T;L^\infty)} \\
+ 2|\sigma| \| \tilde{e}_{v_{t}} \|_{L^2(0,T;L^2)} + 2|\sigma| \| \psi - \beta_h \|_{L^\infty(0,T;L^2)} \| v_t \|_{L^2(0,T;L^\infty)} \\
\lesssim h^r \| \psi \|_{X_{r+1}} + |k| C_r h^r \| \psi \|_{X_{r+1}} \| \psi_t \|_{L^2(0,T;L^\infty)} + C_r h^r \| \psi \|_{X_{r+1}} \| v_t \|_{L^2(0,T;L^\infty)},
\]

with
Furthermore, let the approximate initial data 
\[ (\psi_0^h, \psi_1^h) \in \Psi_h \times \Psi_h, \]
be chosen as in Proposition 3.2. Theorem 4.1.

Let \( \alpha_h = \psi_{ht}^* \) and \( \beta_h = v_h^* \). 

Recall that the solution space \( X_{r+1} \) for the exact potential is defined in (3.6).

**Theorem 4.1.** Let \( b > 0 \). Let \( 2 \leq r \leq p^* \) and let \( \psi \in X_{r+1} \) be the solution of the exact problem (1.1) with a sufficiently smooth source term \( f \), and coupled with homogeneous Dirichlet data and suitable initial conditions \( (\psi(0), \psi_t(0)) = (\psi_0, \psi_1) \) and let \( v = \nabla \psi \).

Furthermore, let the approximate initial data \( (\psi_0^h, \psi_1^h) \) be chosen as in Proposition 3.2. Then there exist

\[ \exists h = \bar{h}(\|\psi\|_{X_{r+1}}) < 1 \quad \text{and} \quad M = M(k, \sigma, T) > 0, \]

such that for \( 0 < h < \bar{h} \) and

\[ \sup_{t \in (0, T)} \|v(t)\|_{L^\infty}^2 + \sup_{t \in (0, T)} \|\psi_t(t)\|_{L^\infty}^2 + \int_0^T (\|\psi_{tt}(s)\|_{L^\infty}^2 + \|v_t(s)\|_{L^\infty}^2) \, ds \leq M, \]

there is a unique \( (\psi_h, v_h) \in B_K \), which solves (2.1).
Before going into the proof, we will need to define an appropriate interpolation operator on $\Psi_h$. Notice that due to the condition $p^* \geq 2$, the space $\Psi_h$ contains the nodal interpolants, which we denote hereafter by $I_h$. These are suitable, since the quantities concerned ($\psi, \psi_t, \psi_{tt}$) are in $H^r(\Omega)$ with $r \geq 2$ and we can thus rely on the embedding $H^r(\Omega) \hookrightarrow C(\Omega)$; see [10] Theorem 12.

Proof. To be able to employ Banach’s fixed-point theorem on $\mathcal{F}$, we first check that the assumptions of Proposition 3.1 hold. Using the properties of the interpolation operator, we find that

$$
\|\alpha_h\|_{L^\infty(L^\infty)} \leq \|\psi_h^* - I_h \psi_t\|_{L^\infty(L^\infty)} + \|I_h \psi_t\|_{L^\infty(L^\infty)}
$$

$$
\leq \frac{1}{h^{d/2}} \|\psi_h^* - I_h \psi_t\|_{L^\infty(L^2)} + \|I_h \psi_t\|_{L^\infty(L^\infty)}
$$

$$
\leq \frac{1}{h^{d/2}} \|\psi_h^* - \psi_t\|_{L^\infty(L^2)} + \frac{1}{h^{d/2}} \|\psi_t - I_h \psi_t\|_{L^\infty(L^2)} + \|I_h \psi_t\|_{L^\infty(L^\infty)}.
$$

Thus, since $(\psi_h^*, v_h^*) \in \mathcal{B}_K$, we can guarantee that

$$
(4.2) \quad \alpha = \bar{\alpha} = C \left( (1 + C_{nl})h^{-d/2}\|\psi\|_{X_{r+1}} + M^{1/2} \right) \in (0, 1)
$$

for sufficiently small $M$ and $\overline{h}$, with $C$ being independent of $h$ and $M$. We can also guarantee uniform boundedness of $\beta_h$ since

$$
\|\beta_h\|_{L^\infty(L^\infty)} \leq \|v_h^* - I_h v\|_{L^\infty(L^\infty)} + \|I_h v\|_{L^\infty(L^\infty)}
$$

$$
\leq \frac{1}{h^{d/2}} \|v_h^* - I_h v\|_{L^\infty(L^2)} + \|I_h v\|_{L^\infty(L^\infty)}.
$$

Thus, the set $\mathcal{B}_K$ is non-empty as the solution of the linear problem belongs to it, provided

$$
(4.3) \quad \sup_{t \in (0,T)} E[\psi - \psi_h, v - v_h](t) \leq C_{nl}^2 h^{2r}\|\psi\|^2_{X_{r+1}},
$$

which holds as long as

$$
C(T) \left( 1 + C_{nl}^2 (k^2\|\psi_h\|^2_{L^2(0,T;L^\infty)} + \sigma^2\|v_t\|^2_{L^2(0,T;L^\infty)}) \right) \leq C(T) (1 + C_{nl}^2 (k^2M + \sigma^2M)) \leq C_{nl}^2.
$$

This can be ensured by choosing

$$
C_{nl}^2 \geq \frac{1}{C(T) - k^2M - \sigma^2M}
$$

with $M$ small enough so that the denominator is positive. The mapping $\mathcal{F}$ is then well-defined and, on account of estimate (4.3), $\mathcal{F}(\mathcal{B}_K) \subset \mathcal{B}_K$.

We next prove strict contractivity of $\mathcal{F}$. Let $(\psi_h^{*(1)}, v_h^{*(1)}), (\psi_h^{*(2)}, v_h^{*(2)}) \in \mathcal{B}_K$. Denote

$$(\psi_h^{(1)}, v_h^{(1)}) = \mathcal{F}(\psi_h^{*(1)}, v_h^{*(1)}), \quad (\psi_h^{(2)}, v_h^{(2)}) = \mathcal{F}(\psi_h^{*(2)}, v_h^{*(2)}),$$

and the differences

$$
\overline{\psi}_h = \psi_h^{*(1)} - \psi_h^{*(2)}, \quad \overline{v}_h = v_h^{*(1)} - v_h^{*(2)},
$$

$$
\overline{\psi}_h = \psi_h^{(1)} - \psi_h^{(2)}, \quad \overline{v}_h = v_h^{(1)} - v_h^{(2)}.
$$

$$
\overline{\psi}_h = \psi_h^{*(1)} - \psi_h^{*(2)}, \quad \overline{v}_h = v_h^{*(1)} - v_h^{*(2)},
$$

$$
\overline{\psi}_h = \psi_h^{(1)} - \psi_h^{(2)}, \quad \overline{v}_h = v_h^{(1)} - v_h^{(2)}.
$$
Then \((\overline{\psi}_h, \overline{v}_h)\) solves the problem
\[
\begin{align*}
&\left\{ \\
&\left( 1 + 2k\psi^{(1)}_{ht}\right) \overline{\psi}_{htt}, \phi_h \right)_{L^2} - c^2 \left( \nabla \cdot (\overline{v}_h + \frac{h}{c^2} \overline{v}_{ht}), \phi_h \right)_{L^2} \\
&\quad + 2\sigma (\psi^{(1)}_h) \cdot \overline{v}_{ht}, \phi_h \right)_{L^2} = (\bar{f}, \phi)_{L^2},
\end{align*}
\]
for all \((\phi_h, w) \in \Psi_h \times V_h\), with the right-hand side
\[
(4.4) \quad \bar{f} = -2k\overline{\psi}_h^{(2)} - 2\sigma \overline{v}_h^{(2)},
\]
and zero initial data. The stability analysis yields
\[
E[\overline{\psi}_h, \overline{v}_h](t) \lesssim \int_0^t \|\bar{f}(s)\|_{L^2}^2 \, ds, \quad t \geq 0.
\]
We can then estimate \(\bar{f}\) as follows:
\[
\int_0^t \|\bar{f}\|_{L^2}^2 \, dt \leq 2|k|\|\psi^{(2)}_{ht}\|_{L^2(L^\infty)}\|\overline{\psi}_h^{(2)}\|_{L^\infty(L^2)} + 2|\sigma|\|\psi^{(2)}_{ht}\|_{L^2(L^\infty)}\|\overline{v}_h^{(2)}\|_{L^\infty(L^2)}
\]
from which we infer
\[
\int_0^t \|\bar{f}\|_{L^2}^2 \, dt \leq 4 \left( |k| \int_0^t \|\psi^{(2)}_{htt}\|_{L^\infty}^2 \, dt + |\sigma| \int_0^t \|\psi^{(2)}_{ht}\|_{L^\infty}^2 \, dt \right) \sup_{\tau \in (0, t)} E[\overline{\psi}_h^{(2)}, \overline{v}_h^{(2)}](\tau).
\]
We can estimate the terms within the brackets uniformly with respect to \(h\). Indeed using the following uniform bounds:
\[
\|\psi^{(2)}_{htt}\|_{L^2(L^\infty)} \lesssim \overline{h}^{-d/2} \|\psi^{(2)}_{htt}\|_{L^2(L^2)} + \|I_h \psi_{tt}\|_{L^2(L^\infty)}
\]
\[
\lesssim \overline{h}^{-d/2} \|\psi^{(2)}_{htt}\|_{L^2(L^2)} + \overline{h}^{-d/2} \|\psi_{tt} - I_h \psi_{tt}\|_{L^2(L^2)} + \|I_h \psi_{tt}\|_{L^2(L^2)}
\]
\[
\lesssim \overline{h}^{-d/2} \|\psi\|_{X_{r+1}} + M^{1/2},
\]
and
\[
\|\psi^{(2)}_{ht}\|_{L^2(L^\infty)} \lesssim \overline{h}^{-d/2} \|\psi^{(2)}_{ht}\|_{L^2(L^2)} + \|I_h \psi_t\|_{L^2(L^\infty)}
\]
\[
\lesssim \overline{h}^{-d/2} \|\psi\|_{X_{r+1}} + M^{1/2},
\]
we obtain strict contractivity by additionally reducing \(M > 0\) and \(\overline{h} > 0\). \(\square\)

We note that the smallness condition \([4.1]\) on the potential can be guaranteed via the Sobolev embedding through the smallness of its \(\|\cdot\|_{X_{r+1}}\) norm, which in turn can be ensured through sufficiently small data in a suitable topology; see \([22, 39]\) for the well-posedness analysis. However, it might be possible to impose the smallness in a lower-order topology than that dictated by the solution space by using a suitable interpolation inequality (such as Agmon’s inequality \([2, \text{Ch. 13}]\) instead of an embedding in the course of the well-posedness analysis. For such approaches in the analysis of nonlinear acoustic equations, see \([6, 25]\). Thus \([4.1]\) may be a more realistic theoretical constraint than imposing smallness of \(\|\psi\|_{X_{r+1}}\), as the exact ultrasound data is in practice often smooth but not necessarily small in higher-order norms; see, e.g., \([28, 40]\).
4.1. A priori $L^q$ error estimates for the Kuznetsov equation. In this section, following the general approach of [31], we derive error estimates in the $L^q(\Omega)$ norm for the involved scalar quantities, where $q$ depends on the spatial dimension. If we restrict ourselves to a domain in $\mathbb{R}^2$, then we also have an a priori error estimate in the maximum error norm.

**Theorem 4.2.** Let the assumptions of Theorem 4.1 hold and let $(\psi_h, v_h) \in B_K$ be the unique couple which solves (2.1). Then the following estimate holds for all $t \in [0,T]$:

$$
\left\| \psi(t) - \psi_h(t) \right\|_{L^q} + \left\| \psi_t(t) - \psi_{ht}(t) \right\|_{L^q} \lesssim h^r \left\| \psi \right\|_{X^{r+1}}
$$

(4.5)

If $d = 2$, then

$$
\left\| \psi(t) - \psi_h(t) \right\|_{L^\infty} + \left\| \psi_t(t) - \psi_{ht}(t) \right\|_{L^\infty} \lesssim h^r \log \frac{1}{h} \left\| \psi \right\|_{X^{r+1}}.
$$

(4.6)

**Proof.** Let $\psi$ be the solution of the Kuznetsov equation (1.2) coupled with appropriate boundary and initial conditions and let $v = \nabla^2 \psi$. We again use the splitting of the error (3.7), where $(\psi_h, v_h)$ solves the approximate nonlinear problem. Then $(\tilde{\psi}_h, \tilde{v}_h)$ satisfies

$$
\begin{cases}
((1 + 2k\psi_h)\tilde{\psi}_h + b\delta \tilde{e}_{\psi h t}, \phi_h)_L^2 - c^2(\nabla \cdot (\tilde{e}_{\psi h} + \frac{b}{c} \tilde{e}_{\psi h t}), \phi_h)_L^2 \\
= -((1 + 2k\psi_h)\tilde{\psi}_h + b\delta \tilde{e}_{\psi h t}, \phi_h)_L^2 + 2k(\tilde{e}_{\psi t} \psi_{t t}, \phi_h)_L^2 + 2\sigma(\tilde{e}_v \cdot \tilde{v}_t, \phi_h)_L^2 \\
+ 2\sigma(\tilde{v}_h \cdot \tilde{e}_v, \phi_h)_L^2,
\end{cases}
$$

(4.7)

for appropriate ranges of $q$ (as given in the statement of the theorem). Further, using approximation properties (2.3) of the mixed projection, we can estimate

$$
\left\| \tilde{e}_v(t) \right\|_{L^2} \lesssim \left\| \psi(t) \right\|_{H^{r+1}},
$$

while

$$
\left\| \tilde{e}_{\psi h}(t) \right\|_{L^2} \leq \sqrt{E[\tilde{e}_{\psi h}, \tilde{e}_{\psi h}]}(t) \leq C^{1/2}h^r \left\| \psi \right\|_{X^{r+1}}.
$$

We can reason the same way to additionally estimate $\left\| \psi_{t t}(t) \right\|_{L^q}$ and arrive at bound (4.5). The proof of (4.6) follows along similar lines, so we omit the details here. □

**Remark 4** (Analysis of the strongly damped Westervelt equation in mixed form). By setting $\sigma = 0$ and adjusting the coefficient $k$, from Theorems 4.1 and 4.2 we directly obtain a priori estimates for the damped Westervelt equation in potential-velocity form:

$$
\begin{align*}
(1 + 2k\psi_t)\psi_{t t} - c^2 \nabla \cdot v - b \nabla \cdot v_t &= f, \\
v &= \nabla \psi,
\end{align*}
$$

(4.8)
with $\tilde{k} = k + 1/c^2$. Results for the strongly damped linear wave equation follow by additionally setting $\tilde{k} = 0$.

5. Uniform discretization of the Westervelt equation in mixed form

The bounds established above are not robust with respect to the sound diffusivity $b$; that is, the hidden constant tends to $+\infty$ as $b \to 0^+$. In this section, we investigate the conditions under which the $L^2$ bounds can be made robust with respect to $b$ in the case of the Westervelt equation ($\sigma = 0$):

$$
\begin{align*}
(1 + 2\tilde{k}\psi_t)\psi_{tt} - c^2 \nabla \cdot \mathbf{v} - b \nabla \cdot \mathbf{v}_t &= f, \\
\mathbf{v} &= \nabla \psi.
\end{align*}
$$

We refer to [25] for the uniform well-posedness analysis of the damped Westervelt equation for sufficiently smooth and small data and short enough final time. Analogously to before, the linearized semi-discrete problem is to find $((\psi_h, \mathbf{v}_h) : [0,T] \mapsto \Psi_h \times V_h, \phi)$, such that

$$
\begin{align*}
((1 + 2\tilde{k}\alpha_h(x,t))\psi_{htt}, \phi_h)_{L^2} - (c^2 \nabla \cdot \mathbf{v}_h + b \nabla \cdot \mathbf{v}_{ht}, \phi_h)_{L^2} &= (f, \phi_h)_{L^2}, \\
(\mathbf{v}_h, \mathbf{w}_h)_{L^2} + (\psi_h, \nabla \cdot \mathbf{w}_h)_{L^2} &= 0,
\end{align*}
$$

for all $(\phi_h, \mathbf{w}_h) \in \Psi_h \times V_h$ a.e. in time, supplemented by approximate initial conditions (2.1a). Provided Assumption [K1] on $\alpha_h$ holds and $f \in L^2(0,T;L^2)$, the solution $(\psi_h, \mathbf{v}_h)$ of the above linearized problem can be shown to satisfy the following estimate for all $t \in [0,T]$

$$
E_{W}^{low}[\psi_h, v_h](t) := \|\psi_h(t)\|_{L^2}^2 + \|\psi_{ht}(t)\|_{L^2}^2 + \|\mathbf{v}_h(t)\|_{L^2}^2 + b \int_0^t \|\mathbf{v}_{ht}(s)\|_{L^2}^2 \, ds
\lesssim E_{W}^{low}[\psi_h, v_h](0) + \int_0^t \|f(s)\|_{L^2}^2 \, ds.
$$

where the hidden constant does not depend on $b$. This estimate is obtained in a straightforward way using the testing

$$
\begin{align*}
((1 + 2\tilde{k}\alpha_h(x,t))\psi_{htt}, \psi_{ht})_{L^2} - (c^2 \nabla \cdot \mathbf{v}_h + b \nabla \cdot \mathbf{v}_{ht}, \psi_{ht})_{L^2} &= (f_t, \psi_{ht})_{L^2}, \\
(\mathbf{v}_{ht}, c^2 \mathbf{v}_h + b \mathbf{v}_{ht})_{L^2} + (\psi_{htt}, \nabla \cdot (c^2 \mathbf{v}_h + b \mathbf{v}_{ht}))_{L^2} &= 0.
\end{align*}
$$

However, (5.2) would not allow us to infer a stability bound for the nonlinear problem as we need to be able to control $\psi_{htt}$ in the fixed-point argument (similarly to the needed bound on $\psi_{tt}$ for the damped Kuznetsov equation). To this end, the idea in the uniform analysis is to consider the time-differentiated first equation in (5.1) and the twice time-differentiated second equation with the following testing strategy:

$$
\begin{align*}
((1 + 2\tilde{k}\alpha_h(x,t))\psi_{httt}, \psi_{htt})_{L^2} - (c^2 \nabla \cdot \mathbf{v}_{ht} + b \nabla \cdot \mathbf{v}_{htt}, \psi_{htt})_{L^2} &= (f_t, \psi_{htt})_{L^2} - 2\tilde{k}(\alpha_{ht}\psi_{htt}, \psi_{htt})_{L^2}, \\
(\mathbf{v}_{httt}, c^2 \mathbf{v}_{ht} + b \mathbf{v}_{htt})_{L^2} + (\psi_{httt}, \nabla \cdot (c^2 \mathbf{v}_{ht} + b \mathbf{v}_{htt}))_{L^2} &= 0.
\end{align*}
$$
This strategy requires the following stronger assumptions on the involved coefficient and source term.

**Assumption W1.** We assume that the coefficient $\alpha_h \in H^1(0, T; \Psi_h)$ is non-degenerate; that is, there exist $\underline{\alpha}, \overline{\alpha} > 0$, independent of $h$, such that

$$0 < 1 - 2|\overline{k}| \underline{\alpha} \leq 1 + 2|\overline{k}| \alpha_h(x, t) \leq 1 + 2|\overline{k}| \overline{\alpha}, \quad (x, t) \in \Omega \times (0, T).$$

Furthermore, there exists $\tilde{\alpha} > 0$, independent of $h$, such that

$$\|\alpha_h\|_{L^2(L^\infty)} \leq \tilde{\alpha}.$$

Additionally, we assume that $f \in W^{1,1}(0, T; L^2(\Omega))$.

Under these assumptions, there exists a unique $(\psi_h, \mathbf{v}_h) \in W^{3,1}(0, T; \Psi_h) \times W^{3,1}(0, T; \mathbf{V}_h)$ which solves the linearized semi-discrete problem. The stability estimate is then given by

$$E_W[\psi_h, \mathbf{v}_h](t) := \|\psi_h(t)\|_{L^2}^2 + \|\psi_{ht}(t)\|_{L^2}^2 + \|\mathbf{v}_h(t)\|_{L^2}^2 + \|\psi_{htt}(t)\|_{L^2}^2 + \|\mathbf{v}_{ht}(t)\|_{L^2}^2$$

$$+ b \int_0^t \|\mathbf{v}_h(s)\|_{L^2}^2 \, ds + b \int_0^t \|\mathbf{v}_{ht}(s)\|_{L^2}^2 \, ds \lesssim E_W[\psi_h, \mathbf{v}_h](0) + \|f(t)\|_{L^1(0, t; L^2)}^2 + \|f_t\|_{L^1(0, t; L^2)}^2,$$

where the hidden constant does not depend on $b$. To evaluate the energy at initial time we use (3.3) to compute $\mathbf{v}_h(0)$ and $\psi_{ht}(0)$. Additionally thanks to the smoothness in time of $\psi_h, \mathbf{v}_h$, and $\alpha_h$ we can estimate:

$$\|\psi_{ht}(0)\|_{L^2}^2 \lesssim c^2 \|\nabla \cdot \left( \mathbf{v}_h(0) + \frac{b}{c^2} \psi_{ht}(0) \right) \|_{L^2}^2 + \|f(0)\|_{L^2}^2,$$

where the hidden constant does not depend on $b$. Observe that for our choice of the approximate initial data

$$\begin{align*}
(\psi_{0h}, \mathbf{v}_{0h}) &= (\tilde{P}_h \psi_0, \tilde{P}_h \mathbf{v}_0), \\
(\psi_{1h}, \mathbf{v}_{1h}) &= (\tilde{P}_h \psi_1, \tilde{P}_h \mathbf{v}_1),
\end{align*}$$

we have

$$\|\nabla \cdot \left( \mathbf{v}_h(0) + \frac{b}{c^2} \psi_{ht}(0) \right) \|_{L^2} \leq \|\nabla \cdot \left( \mathbf{v}(0) + \frac{b}{c^2} \mathbf{v}_t(0) \right) \|_{L^2}.$$
Assumption W2. For a given integer $r \in \{2, \ldots, p^*\}$, we assume that the coefficients $\alpha_h$ its time-derivative $\alpha_{tt}$ approximate $\psi_t$ and $\psi_{tt}$, respectively, up to the following accuracy:

\[
\|\psi_t - \alpha_h\|_{L^\infty(0,T;L^2)} \leq C_h h^r \|\psi\|_{X^{r+1}},
\]

\[
\|\psi_{tt} - \alpha_{tt}\|_{L^2(0,T;L^2)} \leq C_h h^r \|\psi\|_{X^{r+1}},
\]

for all $t \in [0, T)$, where $C_h > 0$ does not depend on $h$ or $b$.

Unlike before, in the present error analysis we need to establish error bounds not only on the approximate initial data, but also the second time derivative of $\psi_h$ at $t = 0$. This is the subject of the following lemma. It is useful to note that $X^{r+1} \hookrightarrow C^2([0,T]; H^r(\Omega))$.

Lemma 5.1. Let $r \in \{2, \ldots, p^*\}$. With the choice of initial conditions made in (5.5), we have

\[
\|\psi_jh - \psi_j\|_{L^2} \lesssim h^r \|\psi\|_{H^r} \quad \text{for } j = 0, 1.
\]

Moreover,

\[
\|\psi_{tt}(0) - \psi_{tt}(0)\|_{L^2} \lesssim h^r \|\psi\|_{X^{r+1}}.
\]

Proof. The bound (5.4) is a direct result of the properties of the mixed projection; see Lemma 2.2. To establish (5.5), notice that due to the established regularities, the exact and approximate equations have to hold pointwise in time. In particular, at time zero

\[
((1 + 2\tilde{k}\alpha_h(x,0))(\psi_{ht}(0) - \psi_{tt}(0)), \phi_h)_{L^2}
\]

\[- (c^2 \nabla \cdot (v_h(0) - v(0)) + b\nabla \cdot (\psi_{ht}(0) - \psi_t(0)), \phi_h)_{L^2} = 2k((\psi_t(0) - \alpha_h(x,0))\psi_{tt}(0), \phi_h),
\]

for all $\phi_h \in \Psi_h$. Note that due to the choice of initial data and to the definition of the mixed projection, we have

\[
c^2 \nabla \cdot (v_h(0) - v(0)) + b\nabla \cdot (\psi_{ht}(0) - \psi_t(0)) = c^2 \nabla \cdot (\tilde{P}_h v_0 - v_0) + b\nabla \cdot (\tilde{P}_h v_1 - v_1) = 0.
\]

It then follows, by injecting $\tilde{P}_h \psi_{tt}(0)$, that

\[
((1 + 2\tilde{k}\alpha_h(x,0))(\psi_{ht}(0) - \tilde{P}_h \psi_{tt}(0)), \phi_h)_{L^2} =
\]

\[
((1 + 2\tilde{k}\alpha_h(x,0))(\psi_t(0) - \tilde{P}_h \psi_{tt}(0)), \phi_h)_{L^2} + 2k((\psi_t(0) - \alpha_h(x,0))\psi_{tt}(0), \phi_h).
\]

Testing with $\phi_h = (\psi_{ht}(0) - \tilde{P}_h \psi_{tt}(0)) \in \Psi_h$ yields the following inequality:

\[
\|\psi_{ht}(0) - \tilde{P}_h \psi_{tt}(0)\|_{L^2} \lesssim \|\psi_t(0) - \tilde{P}_h \psi_{tt}(0)\|_{L^2} + \|\psi_t(0) - \alpha_h(x,0)\|_{L^2}.
\]

We can then use Assumption W2 and the properties of the mixed projection on $\psi_{tt}(0)$ to conclude the proof. \hfill \Box

Subsequently, we can also state a uniform error estimate for the linearized problem.

Proposition 5.1. $b \in [0, \bar{b})$ for some $\bar{b} > 0$. Let $2 \leq r \leq p^*$ and Assumptions W1 and W2 hold. Furthermore, let $\psi \in X_{r+1}$ be the solution of the exact problem (1.1) with a sufficiently smooth source term $f$, and coupled with homogeneous Dirichlet data and suitable initial conditions $(\psi(0), \psi_t(0)) = (\psi_0, \psi_1)$ and let $v = \nabla \psi$. Let the approximate initial conditions of (2.1) be set by (5.3). Then the solution $(\psi_h, \psi_h)$ of (3.1) satisfies the following bound:

\[
E_W[\psi - \psi_h, v - \psi_h](t) \lesssim h^{2r} \|\psi\|^2_{X^{r+1}}
\]
for $t \in [0, T]$, where the hidden constant is independent of $b$ and $h$, and has the following form:

$$C_{\text{lin}} = C(T) \left(1 + C_2^2 h^2(\|\psi_t\|_{L^2(0,T;L^\infty)}^2 + \|\psi_{tt}\|_{L^2(0,T;L^\infty)}^2)\right).$$

**Proof.** Retracing the steps in the proof of Proposition 3.2, we arrive at

$$E_W[\tilde{e}_{\psi_h}, \tilde{e}_{v_h}](t) \lesssim E_W[\tilde{e}_{\psi_h}, \tilde{e}_{v_h}](0) + \|\tilde{f}\|^2_{L^2(0,T;L^2)} + \|\tilde{f}_t\|^2_{L^2(0,T;L^2)},$$

where we can uniformly bound the initial energy

$$E_W[\tilde{e}_{\psi_h}, \tilde{e}_{v_h}](0) = \|\psi_{htt}(0) - \tilde{P}_h\psi_{ttt}(0)\|_{L^2} \lesssim h^{2r}\|\psi\|^2_{X}\,$$

thanks to Lemma [5.1]. On the other hand, the modified source term is now given by

$$\tilde{f} = -(1 + 2\tilde{k}\alpha_h)\tilde{e}_{\psi_{ttt}} - 2\tilde{k}\alpha_h\tilde{e}_{\psi_{tt}} - 2\tilde{k}(\psi_t - \alpha_h)\psi_{tt},$$

and its time derivative by

$$\tilde{f}_t = -(1 + 2\tilde{k}\alpha_h)\tilde{e}_{\psi_{tttt}} - 2\tilde{k}\alpha_h\tilde{e}_{\psi_{ttt}} - 2\tilde{k}(\psi_t - \alpha_h)\psi_{ttt} - 2\tilde{k}(\psi_t - \alpha_{ht})\psi_{tt}.$$

Then we have using Assumption [W2]

$$\|\tilde{f}\|^2_{L^2(0,T;L^2)} \leq (1 + 2|\tilde{k}|)\|\tilde{e}_{\psi_{ttt}}\|_{L^2(0,T;L^2)}^2 + 2|\tilde{k}|\|\psi_t - \alpha_h\|_{L^\infty(0,T;L^2)}\|\psi_{tt}\|_{L^2(0,T;L^\infty)}$$

$$\lesssim h^r\|\psi\|_{X} + |\tilde{k}|C_h\|\psi\|_{X} + \|\psi_{tt}\|_{L^2(0,T;L^\infty)},$$

which yields [5.6].

Given $r \in \{2, \ldots, p^*\} and approximate initial data $(\psi_{0h}, \psi_{1h}) \in \Psi_h \times \Psi_h$, we introduce the ball

$$B_W = \left\{(\psi_h^*, v_h^*) \in C^2([0, T]; \Psi_h) \times H^2(0, T; V_h) : (\psi_h^*, \psi_{ht}, v_h^*, \psi_{ht})|_{t=0} = (\psi_{0h}, \psi_{1h}, v_{0h}, v_{1h}), \sup_{t \in (0, T)} E_W[\psi - \psi_h^*, v - v_h^*](t) \leq C^2 h^{2r}\|\psi\|^2_{X}\right\},$$

and proceed to prove a unique solvability of the nonlinear semi-discrete problem in $B_W$.

**Theorem 5.1.** $b \in [0, \tilde{b})$. Let $2 \leq r \leq p^*$ and let $\psi \in \bar{X}_{r+1}$ be the solution of the exact problem [1.1] with a sufficiently smooth source term $f$, and coupled with homogeneous Dirichlet data and suitable initial conditions $(\psi(0), \psi_t(0)) = (\psi_0, \psi_1)$ and let $v = \nabla \psi$. Furthermore, let the approximate initial data $(\psi_{0h}, \psi_{1h})$ be chosen as in Proposition 3.2.

Then there exist

$$\bar{h} = \bar{h}((\psi)_{X_{r+1}}) < 1 \quad \text{and} \quad M = M(\tilde{k}, \sigma, T) > 0,$$

such that for $0 < h < \bar{h}$ and

$$\sup_{t \in (0, T)} \|\psi_{tt}(t)\|_{L^\infty} + \sup_{t \in (0, T)} \|\psi_t(t)\|_{L^\infty} \leq M,$$

there is a unique $(\psi_h, v_h) \in B_W$, which solves [5.1] supplemented by approximate initial conditions [2.1a]. The constant $\tilde{C}_{nl} > 0$ in [5.7] is independent of $h$ and $b.$
Proof. The proof is similar to that of Theorem 4.1 based on the Banach fixed-point theorem. The main difference is that we cannot obtain contractivity of the mapping
\[ F : B_W \ni (\psi, v_h) \mapsto (\psi, v_h), \]
in the \( E_W \) norm as the right-hand side of the difference equation (analogous to (4.4))
\[ \tilde{f} = -2k\psi_h^{(2)} \]
is not uniformly bounded in \( W^{1,1}(0, T; \Psi_h) \).

We have instead strict contractivity in the lower topology norm \( E_{\text{low}} \) by the lower energy estimate (5.2). Note that \( B_W \) is closed with respect to the lower topology \( E_{\text{low}} \). Indeed, take a convergent sequence, \( \phi_n \rightarrow \phi \) in \( B_W \). By virtue of the Banach–Alaoglu theorem, \( B_W \) (a ball centered around the continuous solution \( \psi, v \)) is weakly-* compact in \( E_W \). Therefore, \( \phi_n \) has a weakly-* convergent subsequence \( \phi^n \rightarrow \phi \) with respect to \( E_W \). Finally, due to uniqueness of limits, we have \( \phi^n = \phi \in B_W \), which yields the desired result. \( \square \)

Note that the previous uniform analysis does not extend in a straightforward manner to the mixed Kuznetsov equation. The main reason is when \( \sigma \neq 0 \) the time-differentiation of the first equation in (3.1) introduces the term \( (\beta_h(x,t) \cdot v_{htt}, \phi_h)_{L^2} \).
Thus, either \( \|v_{htt}(t)\|_{L^2}^2 \) or \( \int_0^t \|v_{htt}\|_{L^2}^2 \) have to be incorporated in the semi-discrete energy of the system and a new testing strategy needs to be devised. This question is left for future work.

Remark 5 (On the polynomial degree). Theorems 4.1 and 5.1 impose a lower bound condition on \( p^* \), namely that \( p^* \geq 2 \). Note that the lower bound on \( p^* \) has two origins. The first one comes from Lemma 2.2. Here one can readily show, by retracing the proof of [22, Theorem 1.1], that \( \|\psi - \tilde{P}_h\psi\|_{L^2} \leq C h^r \|\psi\|_{H_r+1}, \quad 1 \leq r \leq p^*, \)
under a higher regularity assumption on \( \psi \) but where the minimal polynomial order is reduced. The second source of constraint is the need to control the term \( h^r-d/2 \|\psi\|_{X_{r+1}} \) in the course of the proof of Theorem 4.1 (see, e.g., (4.2)). This could alternatively be resolved using the sharper inverse estimate \( h^r-d/2+1 \left( \log \frac{1}{\eta} \right)^{3-d} \|\psi\|_{X_{r+1}} \) combined with the \( L^3 \) error bounds established in Theorem 4.2.

6. Numerical experiments

We next illustrate some of the established convergence rates for the mixed formulations with numerical experiments. To this end, we use the automated finite element software FEniCS [3, 32] to implement a mixed-finite-element solver for the damped Kuznetsov equation and verify the predicted convergence rates. The codes used for simulating the problems described below are made available at https://github.com/m-meliani/mFEM_Kuznetsov.

Although beyond the scope of this paper, we expect the rigorous analysis of the fully discrete problem to use similar techniques to those presented previously; a linearized problem could be studied inspired by the analysis provided in [43] Chapter 8 (for e.g.,
An experiment with known exact solution. We manufacture the solution on a unit square as follows:

\[ \psi(t, x, y) = A \sin(\omega t) \sin(lt) \sin(lt), \]

for constants \( A = 10^{-2}, \omega = 6\pi, \) and \( l = \pi. \) Moreover, we fix the model parameters to be \( c = 100, b = 6 \times 10^{-9}, \sigma = 1, \) and \( k = 0.5. \)

Given a time step \( \Delta t, \) we integrate \( \psi_h \) in time using a predictor-corrector Newmark scheme \([28]\). We recall that the Newmark scheme is second-order accurate for \( \gamma = 0.5 \) and unconditionally stable for \( \beta = 0.25; \) see \([20, \text{Sec. 9.1.1}]\). We pick these values for our test. On the other hand, \( v_h \) is integrated through an implicit Euler scheme.

We show here the results for RT\(_1\) and BDM\(_3\) elements, for which the analysis above predicts a convergence rate of 2 and 3 respectively. In Figure 1 we plot the error versus discretization step \( h \) in a logarithmic scale. The slope of the graph indicates then the order of convergence.

For RT\(_k\) elements, the numerical experiment matches the theoretical findings. Numerical experiments with BDM\(_k\) elements hint at a higher order of convergence for the vector variable \( v. \) Although this is not completely surprising in light of the higher accuracy of \( \|v_h - I_h v\|_{L^2} \) and of the results established for “unperturbed problems” in \([5, \text{Theorem 5.2.5}]\), this result indicates that the approximation theory can be optimized for the gradient of the ultrasound field in the case of BDM elements.

An experiment with unknown solution. We next test our results in the case where nonlinear steepening of the wave front is apparent. To this end, we solve the Kuznetsov equation \([2.1]\) on a 2D square domain, see Figure 2. The following values are chosen as...
parameters and source term of the problem

\[ b = 6e - 9, \quad c = 1500, \quad k = 15, \quad \sigma = 1, \]
\[ f = \frac{400}{\sqrt{3} \cdot 10^{-2}} \exp(-5 \cdot 10^4 t) \exp \left( -\frac{(x-0.5)^2 + (y-0.5)^2}{18 \cdot 10^{-4}} \right). \]

In this way a source term centered around \((x, y) = (0.5, 0.5)\) and quickly decaying in time creates a wave that travels spherically away from the center. Note that the value of \(k\) is much larger than what would generally be expected of usual propagation media. However, in the present setting the wave energy is quickly diluted due to the spherical propagation of the wave leading to a quick attenuation of the peak. A higher value of \(k\) is then chosen so that the wave exhibits visible steepening.

To deal with the steepening of the wave we use the Newmark scheme with parameters \(\gamma = 0.85\) and \(\beta = 0.45\) for the time integration of \(\psi_h\). The velocity \(v_h\) is, as before, integrated through an implicit Euler scheme.

We show in Figure 2 a comparison between the nonlinear (color gradient) and the damped linear solution (pink) which we calculated by setting \(k = \sigma = 0\). We can easily see the steepening appearing at the wave front.

\[ \text{(a) Profile of } \dot{\psi} \text{ at } t_1 \quad \text{(b) Profile of } \dot{\psi} \text{ at } t_2 \]

**Figure 2.** Comparison of linear (pink) and Kuznetsov (color gradient) solutions along the line \(x = 0.5\) at two different time stamps \((t_2 > t_1)\)

In this case we do not have access to the exact solution so we cannot directly compute the norms of the errors \(\psi - \psi_h\) and \(v - v_h\). However we can compute the solution on a finer grid and use that as a reference solution to compute the error. In our case we chose the finer grid to have 128 elements in each spatial direction. We show again the graph of error versus discretization step \(h\) in Figure 3.
Figure 3. Convergence rates for RT\(_2\) and BDM\(_2\)-element approximations of a problem with unknown exact solution

Similarly to the problem with known solution, the numerical experiments for RT\(_k\) element match the theoretical findings. Numerical experiments with BDM\(_k\) elements again hint at a higher order of convergence for the vector variable \(\mathbf{v}\) than proven.

7. Conclusion

In this work, we have performed the well-posedness and \textit{a priori} error analysis of the semi-discrete Kuznetsov equation in mixed form, which allows us to characterize the full acoustic field accurately at once. In particular, we have studied both potential-velocity and pressure-velocity forms and established convergence estimates for a broad family of mixed finite elements, including the popular RT and BDM elements. Additionally, we have provided a uniform-in-\(b\) error analysis of the mixed approximation of the Westervelt equation (\(\sigma = 0\)) and established sufficient conditions under which the hidden constant in the derived bounds does not degenerate as \(b \to 0^+\). We have demonstrated our findings through numerical experiments which reinforced our results and even out-performed them in the case of BDM approximations of the acoustic particle velocity.
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