TOPICAL REVIEW

Water distribution at solid/liquid interfaces visualized by frequency modulation atomic force microscopy

Takeshi Fukuma¹,²

¹ Frontier Science Organization, Kanazawa University, Kakuma-machi, Kanazawa 920-1192, Japan
² PRESTO, Japan Science and Technology Agency, Honcho 4-1-9, Kawaguchi 332-0012, Japan

E-mail: fukuma@staff.kanazawa-u.ac.jp

Received 16 March 2010
Accepted for publication 3 June 2010
Published 8 September 2010

Abstract

Interfacial phenomena at solid/water interfaces play an important role in a wide range of industrial technologies and biological processes. However, it has been a great challenge to directly probe the molecular-scale behavior of water at solid/water interfaces. Recently, there have been tremendous advancements in frequency modulation in liquid atomic force microscopy (FM-AFM), enabling its operation in liquids with atomic resolution. The high spatial and force resolutions of FM-AFM have enabled the visualization of one-dimensional (1D) profiles of the hydration force, two-dimensional (2D) images of hydration layers and three-dimensional (3D) images of the water distribution at solid/water interfaces. Here I present an overview of the recent advances in FM-AFM instrumentation and its applications to the study of solid/water interfaces.
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1. Introduction

At solid/liquid interfaces, atoms and molecules constituting the solid surface interact with solvent or solute molecules, leading to the formation of molecular complexes or a non-uniform distribution of the mobile molecules. Such interfacial phenomena are important in various scientific and industrial fields such as electrochemistry, tribology, fluid mechanics and life science. Among the various interfacial phenomena, those at solid/water interfaces are of particular importance owing to their strong relevance to the human life. For example, the human body mostly consists of an aqueous solution, in which various biomolecules interact with water or other molecules at the interfaces between molecules and the physiological solution. Such interactions play an important role in biological processes.

At a solid/water interface, the influence of the solid surface on the properties of adjacent water molecules typically extends to a distance equivalent to a few water layers. As the size of a water molecule is approximately 0.2 nm, studies of solid/water interfaces are focused on physical phenomena at an interfacial space with a thickness of less than 1 nm and hence require subnanometer resolution.

So far, spectroscopic techniques such as x-ray reflectivity [1] and neutron diffraction [2] have been used for satisfying this requirement. These methods make it possible to measure the density profile of water molecules at a solid/water interface with molecular-scale resolution. Thus, they have been widely used as a powerful tool in studies of solid/water interfaces. However, the lateral resolution of such spectroscopic methods is low, typically on the order of micrometer. This problem is particularly serious in...
studies of solid/water interfaces having a non-uniform lateral distribution, such as a biological membrane consisting of a complex mixture of various biomolecules.

Atomic force microscopy (AFM) [3] is a measurement technique having a subnanometer spatial resolution in both the vertical and lateral directions. In this method, a cantilever with a sharp tip at its end is used as a force sensor. The radius of the tip is typically smaller than 10 nm. The tip is positioned near the sample surface to detect the interaction force acting on the tip \( F_t \). At solid/liquid interface, the tip interacts with surrounding solvent molecules and with the solid surface. Thus, the distribution of \( F_t \) measured at the solid/liquid interface shows a strong correlation with the distribution of solvent molecules.

To perform such a measurement at a solid/water interface, a piconewton force has to be detected with subnanometer spatial resolution which can be achieved by frequency modulation AFM (FM-AFM) [5]. Although the method has traditionally been used in ultrahigh-vacuum environments, recent advances in FM-AFM [6] have enabled its operation in a liquid with subnanometer resolution [7, 8].

In FM-AFM, the cantilever is mechanically oscillated at its resonance frequency \( f_0 \). As the tip approaches a surface, \( F_t \) induces a shift of the cantilever resonance frequency \( \Delta f \). The shift is recorded for either measuring \( F_t \) or controlling the vertical tip position with respect to the surface. To visualize water distribution at a solid/water interface, \( \Delta f \) values are recorded while the tip is scanned in an interfacial space. By scanning the tip in the vertical \( Z \)-direction, an \( F_t \) versus distance curve (force curve) is recorded as shown in figure 1(a). Such one-dimensional scanning force microscopy (1D-SFM) has been used for visualizing water distribution in the vertical direction. By scanning a tip in the \( XY \) direction, i.e., parallel to the surface, a force image (constant-height mode) or a height image (constant-force mode) is obtained as shown in figure 1(b). Such two-dimensional scanning force microscopy (2D-SFM) is used for visualizing the lateral water distribution. These capabilities have been demonstrated by visualizing hydration layers formed at an interface between a model biological membrane and an aqueous solution [9].

Although the results obtained by 1D- and 2D-SFM provide valuable information that cannot be obtained by conventional techniques, they provide only a fraction of the information contained in a three-dimensional (3D) interfacial space. To resolve this issue, the author and his co-workers have recently developed a method referred to as three-dimensional scanning force microscopy (3D-SFM) [4]. In this method, the tip is scanned both in the \( Z \) and \( XY \) directions (figure 1(c)). Once a 3D force field is obtained, any 1D force profile or 2D force image can be extracted from it. In this way, water distribution at a solid/water interface can be investigated more efficiently and accurately than performing 1D- and 2D-SFM experiments. This advantage of 3D-SFM has been demonstrated by applying it to a mica/water interface, where 3D distributions of adsorbed water molecules and a hydration layer were visualized in a 3D force image with the atomic-scale resolution [4].

In this article, I overview the basic operation modes of FM-AFM, the development of FM-AFM instruments for liquid-environment operation and FM-AFM applications to solid/water interfaces.

2. Principles of FM-AFM

2.1. Force detection

Figure 2(a) shows a schematic of an FM-AFM setup. In FM-AFM, a microfabricated cantilever with a sharp tip at its end is used as a force sensor. The cantilever is mechanically oscillated at its resonance frequency \( f_0 \) using...
a piezoactuator. The cantilever vibration is detected by the optical beam deflection (OBD) method.

In the OBD method [10], a focused laser beam irradiates the backside of the cantilever and the reflected beam is detected using a position-sensitive photodetector (PSPD). A two- or four-element Si p-i-n photodiode is typically used as the PSPD, and hereafter a two-element photodiode is assumed. The photoinduced currents from the photodiode elements are fed into a preamplifier. There, current-to-voltage (IV) converters convert the currents to the voltages. The two voltage signals from the IV converters are fed into a differential amplifier, which outputs the difference between the two input signals.

Before the tip approaches the surface, the position of the PSPD is adjusted so that the laser spot on the PSPD is located at the boundary between the two photodiode elements. Changes in the vertical position of the tip ($z$) displace the cantilever, and thus the laser beam is reflected from the cantilever backside to the PSPD. The boundary between the two photodiode elements is located at the boundary between the two photodiode elements. The photoinduced current is detected using a position-sensitive photodetector (PSPD). A two- or four-element Si p-i-n photodiode is typically used.

In 2D-SFM, the tip is fixed laterally and scanned in the $Z$-direction as shown in figure 1(a). The $Z$ scan is performed by applying a triangular wave to the $Z$ scanner. During the approach and retraction, values of $\Delta f$ are recorded. The measured values are plotted as a function of $z$ to obtain a $\Delta f$ versus distance curve.

The obtained $\Delta f$ versus distance curve can be converted to a quantitative $F_z$ versus distance curve using the following equation [12].

$$F_z(z) = \frac{2k}{f_0} \int_0^\infty \left( 1 + \frac{a^{1/2}}{8\pi(q - z)} \right) \Delta f(q) \frac{d(q)}{d\Delta f} dq,$$

This equation is valid for an arbitrary oscillation amplitude and has been widely used. However, it has a few important limitations [13]. The $\Delta f$ versus distance curve must include a $Z$ distance range with no variations of $\Delta f$. Namely, the $\Delta f$ curve must be taken from a sufficiently large $Z$ distance to avoid the effect of the solid surface. Another limitation is that $F_z$ must be a unique function of the absolute $Z$ position of the tip. Note that the ‘absolute position’ is not equal to the averaged $Z$ position but includes the displacement due to cantilever oscillation. For example, if a bond is created and broken at different $Z$ positions (which occurs in adhesion measurements, unfolding force measurements and ligand–receptor interaction measurements), then the values of $F_z$ in the approach and retraction processes are different, and hence the force conversion formula does not give a correct value. These limitations should be taken into account when the equation is used for force conversion.

### 2.2. 1D-SFM

In 1D-SFM, the tip is fixed laterally and scanned in the $Z$-direction as shown in figure 1(a). The $Z$ scan is performed by applying a triangular wave to the $Z$ scanner. During the approach and retraction, values of $\Delta f$ are recorded. The measured values are plotted as a function of $z$ to obtain a $\Delta f$ versus distance curve.

The obtained $\Delta f$ versus distance curve can be converted to a quantitative $F_z$ versus distance curve using the following equation [12].

$$F_z(z) = \frac{2k}{f_0} \int_0^\infty \left( 1 + \frac{a^{1/2}}{8\pi(q - z)} \right) \Delta f(q) \frac{d(q)}{d\Delta f} dq,$$

This equation is valid for an arbitrary oscillation amplitude and has been widely used. However, it has a few important limitations [13]. The $\Delta f$ versus distance curve must include a $Z$ distance range with no variations of $\Delta f$. Namely, the $\Delta f$ curve must be taken from a sufficiently large $Z$ distance to avoid the effect of the solid surface. Another limitation is that $F_z$ must be a unique function of the absolute $Z$ position of the tip. Note that the ‘absolute position’ is not equal to the averaged $Z$ position but includes the displacement due to cantilever oscillation. For example, if a bond is created and broken at different $Z$ positions (which occurs in adhesion measurements, unfolding force measurements and ligand–receptor interaction measurements), then the values of $F_z$ in the approach and retraction processes are different, and hence the force conversion formula does not give a correct value. These limitations should be taken into account when the equation is used for force conversion.
Note that the image obtained by 2D-SFM does not necessarily represent the true surface corrugations. Strictly speaking, the image shows a constant-$\Delta f$ surface. If $\Delta f$ versus distance curves measured at any $XY$ position show a similar profile, then this difference is negligible. For nanoscale 2D-SFM imaging, a major difference originates from any inhomogeneity in surface properties, and for atomic-scale 2D-SFM imaging it originates from any inhomogeneity in the properties of underlying atoms or molecules. Therefore, an accurate interpretation of atomic-scale contrasts in a 2D-SFM image generally requires a detailed comparison with the results of a theoretical simulation.

Another problem is that a 2D-SFM image cannot be directly converted to a quantitative force image. By taking a force curve at an arbitrary $XY$ position and converting it to a quantitative force curve, one can estimate the force corresponding to $\Delta f_{\text{sp}}$. However, this method is valid only when one can assume that the force versus distance curves measured at any $XY$ position show a similar profile. If this assumption is not satisfied, a $\Delta f$ versus distance curve should be collected at every $XY$ position and converted to a quantitative force curve. This is possible by obtaining a 3D $\Delta f$ image by 3D-SFM as described below.

2.4. 3D-SFM

In 3D-SFM, a tip is scanned in both the $Z$ and $XY$ directions to measure $F_1$ in the whole 3D interfacial space (figure 1(c)). The major difference between the setups for 2D- and 3D-SFM is the use of a $Z$ modulation signal ($z_m$) in 3D-SFM as shown in figure 2(a); $z_t$ is modulated with a sine wave faster than the bandwidth of the $Z$ feedback control while the tip is laterally scanned. During the scan, $\Delta f$ is recorded in real time with respect to the 3D tip positions while the average tip height ($z_0$) is regulated to maintain a constant average value of $\Delta f$. As the tip motion induced by the $Z$ modulation is faster than the bandwidth of the $Z$ feedback control, the $Z$ modulation induces repeated cycles of the tip approach and retraction. The variations of $\Delta f$ induced by the $Z$ scan are recorded in real time to produce a pair of $\Delta f$ versus distance curves for approach and retraction in each cycle. A 3D $\Delta f$ image is constructed from either approaching or retracting $Z$ profiles at each $XY$ position. A quantitative 3D force image is obtained by applying the force conversion formula (equation (3)) to the individual $Z$ profiles constituting the 3D $\Delta f$ image. Although there are no limitations on the amplitude of $z_m$, it is typically set to less than a few nanometers, which corresponds to a typical value for the vertical extent of the interfacial space.

Previously reported 3D imaging techniques using SFM were developed on the basis of 1D spectroscopy [14] or 2D constant-height imaging [15–17], and hence have no tip–sample distance regulation during the measurement. In addition, owing to the complex tip motion, measurement by these techniques takes hours or even days. Therefore, it has been difficult to use these techniques in a liquid at room temperature without the tip crashing or image distortion caused by tip drift. In contrast, 3D-SFM is based on 2D constant-$\Delta f$ imaging, and hence has $Z$ feedback control during the tip scan. In addition, the simple motion of the tip dramatically reduces the measurement time, allowing this technique to even be applied to liquids.

3. Instrumentation of FM-AFM

The FM-AFM setup consists of various components as shown in figure 2(a). Although most of them are commonly used in all operating environments, special requirements are imposed on the design of the cantilever excitation mechanism and the cantilever deflection sensor for operation in a liquid. The rest of this section describes these special requirements and the proposed design concepts.

3.1. Spurious-free cantilever excitation

3.1.1. Requirements of stability and accuracy. In FM-AFM, the cantilever is mechanically oscillated at its resonance frequency using a self-oscillation circuit. The self-oscillation circuit acts as a feedback circuit, which controls the cantilever excitation frequency so that $\phi$ is maintained at $-90^\circ$. This feedback control is based on the assumption that $\phi$ monotonically decreases with increasing $f$ as shown in figure 2(b). Thus, a strong distortion of the phase curve can hinder stable self-oscillation. In addition, if the slope of the phase curve deviates from the true cantilever characteristics, the relationship between $\Delta f$ and $F_1$ also deviates from equations (2) and (3), hindering quantitative force measurements by FM-AFM. Therefore, stable and accurate force measurements by FM-AFM require a spurious-free cantilever excitation mechanism to allow the measurement of an ideal phase versus frequency curve.

The excitation of the cantilever is typically performed by applying an ac voltage to a piezoactuator placed close to the cantilever (piezoelectric excitation [18]). In this method, the acoustic wave generated by the piezoactuator is transmitted to all the components mechanically coupled with the piezoactuator. If any mechanical resonance around $f_0$ exists in the transmission path of the acoustic wave, the vibration of such a spurious resonance is excited. While this vibration itself may affect the deflection signal and give rise to a distortion in the phase curve, it also induces the phase delay of the acoustic wave transmitted to the cantilever. Consequently, the transfer function of the acoustic wave from the piezoactuator to the cantilever is influenced by spurious resonances, leading to a distortion in the phase curve.

The ideal phase versus frequency curve is given by

$$\phi(f) = \tan^{-1}\left\{\frac{1}{Q(f/f_0 - f_0/f)}\right\}. \quad (4)$$

Assuming $\Delta f \ll f_0$ and $\phi \approx -90^\circ$ the slope of the phase curve is given by

$$\frac{\partial \phi}{\partial f} = -\frac{2Q}{f_0}. \quad (5)$$

This equation shows that the slope is approximately proportional to the quality factor $Q$. Thus, the high $Q$ factor in
3.1.2. Magnetic excitation. In the case of magnetic excitation [19], the cantilever is coated with a magnetic thin film or a magnetic bead is attached on the backside of the cantilever. An ac magnetic field is generated with a coil placed below the sample or above the cantilever. Owing to the ac magnetic field, an ac magnetic force is applied directly to the cantilever. In this way, ideal amplitude and phase versus frequency curves are obtained even in a liquid.

Several issues must be taken into account in magnetic excitation. To attach a magnetic bead, the cantilever must be relatively large, which may limit the range of cantilevers compatible with this method. The attachment of a magnetic bead increases the mass of the cantilever and thus decreases its resonance frequency. The impedance of a coil increases with increasing driving frequency. Thus, it becomes more difficult to drive the cantilever as the cantilever resonance frequency increases. When the magnetic film is coated by sputtering, the tip apex is often covered with a thin magnetic film. This increases the tip radius, leading to low spatial resolution or instability. The magnetic materials are not necessarily passive to the liquid used in AFM experiments and hence may dissolve and contaminate the sample.

3.1.3. Photothermal excitation. In the case of photothermal excitation [20], the cantilever is coated with a thin film of gold. A laser beam with a power modulated at the cantilever driving frequency \( f \) irradiates the backside of the cantilever and induces thermal expansion of the gold film and cantilever body. Owing to the difference in their thermal expansion coefficients, a mechanical stress is generated at the film/cantilever interface, which gives rise to a driving force synchronized with the laser power modulation. In this way, the cantilever is directly driven by the laser beam.

Figure 3 shows the frequency dependences of the amplitude and phase measured by photothermal excitation in water [21]. The PSD of the cantilever deflection signal measured without cantilever excitation (\( n_{\text{ph}} \)) is also shown in figure 3(a). This PSD spectrum corresponds to the cantilever vibration induced by the thermal energy, which is given by [5]

\[
 n_{\text{ph}} = \frac{2k_B T}{\pi f_0 Q} \left[ 1 - (f/f_0)^2 \right] + \frac{1}{[f/(f_0 Q)]^2},
\]

where \( k_B \) and \( T \) denote Boltzmann’s constant and absolute temperature, respectively. By fitting the PSD spectrum with this equation, the correct values of \( Q \) and \( f_0 \) are deduced. Using these values and equation (4), an ideal phase curve is obtained as indicated by a dotted line in figure 3(b). The amplitude and phase curves obtained by photothermal excitation show good agreement with the ideal cantilever characteristics described by equations (6) and (4), respectively. This ensures stable and accurate force measurements in liquids by FM-AFM.

Figure 3. Frequency dependences of (a) amplitude and (b) phase measured by photothermal excitation in water [21]. The power spectral density (PSD) spectrum of the deflection signal measured without cantilever excitation is superposed on the amplitude curve obtained using the driven cantilever in (a). The values of \( Q \) and \( f_0 \) obtained by fitting the thermal PSD spectrum with equation (6) are 8.7 and 157.079 kHz, respectively. The dotted line in (b) is calculated using these parameters and equation (4) while the solid line shows experimental values. (Reproduced with permission from [21] © 2009 American Institute of Physics.)
There are several practical issues in photothermal excitation. The cantilever must be coated with a thin film of gold. Although gold is chemically inert, a thin Cr film is often used as an adhesion layer, which may dissolve in some solutions and contaminate the sample. As an alternative to Cr, Ti may be used to improve the chemical resistivity. If the gold film is deposited by sputtering, the tip apex is likely to be covered with gold. The deposited gold increases the tip radius and hence reduces the spatial resolution. Coating an Au/Ti thin film by electron beam deposition in high vacuum may be a solution to this problem.

Another issue is the influence of the laser beam. Laser irradiation, particularly in the UV range, can modify the sample. An infrared (IR) laser beam is less likely to modify the sample, but is mostly reflected by gold owing to the high reflectivity of gold in the near IR-range. Thus, a relatively high power is used, which may heat the cantilever, sample or solution. To avoid heating, it is important to reduce the laser power during the laser alignment to the cantilever backside. In addition, the laser spot should be smaller than the cantilever.

**3.1.4. Improved piezoelectric excitation.** In spite of the distortions in the amplitude and phase curves, piezoelectric excitation has been the most widely used method even for liquid-environment AFM. This is mainly due to its simplicity and wide applicability. The method requires no modifications to the cantilever and is hence compatible with all commercially available cantilevers. Thus, there has been strong demand for improving the performance of piezoelectric excitation.

Because spurious resonances are induced by an acoustic wave in piezoelectric excitation, considerable efforts have been made to control its propagation from the piezoactuator to the cantilever. For example, Degertekin et al proposed the use of an ultrasonic wave [22, 23]. Owing to the short wavelength of an ultrasonic wave, its propagation path can be controlled using a Fresnel lens. By modulating the amplitude of the ultrasonic wave, the cantilever can be driven at an arbitrary frequency. Carrasco et al presented a cantilever holder design with an acoustic absorber [24]. There, a piezoactuator is placed close to the cantilever and an acoustic absorber is placed in the propagation path from the piezoactuator to the other mechanical components to prevent the excitation of spurious resonances.

In contrast to these ideas, the author and his co-workers recently presented a different design concept [25]. Instead of an acoustic wave, the cantilever is driven using the elastic deformation of a flexure hinge (flexure drive mechanism). Figure 4 shows the two-dimensional distribution of vibration amplitude in a simplified model of a flexure hinge made of (a) SS316 and (b) PEEK simulated with the finite element method. Also shown are the frequency dependences of the amplitude and phase obtained in water using the cantilever holder with the holder body made of SS316 (c) and (e) and PEEK (d) and (f). The cantilever was driven by an excitation signal with an amplitude of 50, 100 or 150 mV. Note that the measured phase curves in (e) and (f) appear as a single curve owing to their weak dependence on the excitation amplitude. (Reproduced with permission from [25] © 2009 American Institute of Physics.)

The distinctive advantage of this design is that the amplitude and phase characteristics are improved without deteriorating the advantages of the piezoactuator, i.e. simplicity and usability. The method does not require any special devices such as a coil, an additional laser diode, an ultrasonic transducer or a Fresnel lens. In addition, the piezoactuator is completely isolated from the liquid, which eliminates the need for coating the piezoactuator with an insulting material.

The amplitude response obtained by the flexure drive mechanism shows a clean peak at the true resonance frequency of the cantilever estimated from the thermal vibration spectrum. In contrast, the phase curve deviates from the ideal response. This is due to the additional frequency-dependent phase delay caused by the finite response time of the elastic deformation. However, the important difference between the phase curves in figures 4(e) and (f) is the linearity. If the erroneous phase delay induced by the driving mechanism of the cantilever or a spurious resonance has a linear frequency dependence, there is a way to recover the force value.

From the slope of the measured phase curve, an apparent $Q$ factor ($Q_a$) is obtained with equation (5). The apparent
Figure 5. Phase versus frequency curves \((k = 40, Q = 10, f_0 = 150\text{kHz})\). (a) True cantilever response calculated with equation (4). (b) Apparent cantilever response \((Q_a = 20)\) with an artificial phase delay calculated with equation (7). The dotted and solid lines respectively show phase curves with and without an external force gradient of \(2\text{N m}^{-1}\).

The phase curve measured around the resonance frequency is given by

\[
\phi_a(f) \equiv -\frac{2Q_a}{f_0}(f - f_0) = \phi(f) - \frac{2\Delta Q}{f_0}(f - f_0),
\]

where \(\Delta Q\) is the difference between the apparent and true \(Q\) factors (i.e. \(\Delta Q \equiv Q_a - Q\)). The first term of the right-hand side of this equation changes with \(F\), while the second term is independent of \(F\). Thus, the measured \(\Delta f\) does not match the value expected from equation (2). Figure 5 shows the true and apparent phase curves obtained with and without an external force gradient. Because of the erroneous phase delay, the phase curve in figure 5(b) shows a smaller frequency shift than that in figure 5(a).

The true \(\Delta f\) value can be recovered by multiplying by a correction factor \(\chi_f\), given by

\[
\chi_f = \frac{Q_a}{Q}.
\]

In the example shown in figure 5(b), \(\chi_f = 2\). In fact, the frequency shift at the \(-90^\circ\) phase shift in figure 5(a) is twice as large as the value in figure 5(b).

Note that the erroneous phase delay may not be constant. If the phase delay is partially caused by a spurious resonance induced by an acoustic wave transmitted through the liquid, it can change upon evaporation of the liquid. Thus, the apparent phase slope should be measured immediately before or after the measurement. Another limitation is that \(f_0\) must be lower than the resonance frequency of the flexure hinge. In the design presented in [25], the resonance frequency of the flexure hinge is a few hundred kilohertz, which is larger than typical values for \(f_0\) in a liquid. However, if a cantilever with a high \(f_0\) becomes available in the future, it may limit the range of cantilevers compatible with this excitation method.

3.2. Low-noise cantilever deflection sensor

3.2.1. Requirements for atomic resolution. The recent progress of liquid-environment FM-AFM was triggered by the development of a low-noise OBD sensor in 2005 [6].

Before this development, the deflection noise density arising from the cantilever deflection sensor \((n_{z_B})\) was typically \(100–1000\text{fm} \sqrt{\text{Hz}}^{-1}\). This noise level was reduced to \(40\text{fm} \sqrt{\text{Hz}}^{-1}\) in liquid in 2005. The performance of the OBD sensor was further improved to give \(n_{z_B}\) values of \(7.3\text{fm} \sqrt{\text{Hz}}^{-1}\) in 2006 [26] and \(4.7\text{fm} \sqrt{\text{Hz}}^{-1}\) in 2009 [21].

The development of the low-noise cantilever deflection sensor in 2005 had a strong impact on the AFM research field [6]. However, this was not necessarily because of the difficulty of the development itself. It was unexpected that the reduction of deflection sensor noise would result in such a large improvement in the FM-AFM performance. At that time, it was often postulated that the FM-AFM performance in liquid would be limited by the low \(Q\) factor of the cantilever. However, it has not been proven theoretically or experimentally that the noise from the instruments is small enough to achieve the optimal performance limited only by the \(Q\) factor.

The author carried out detailed noise analyses of all the components in the FM-AFM setup, compared the results with theoretical expectations and finally found that \(n_{z_B}\) was too large to achieve the optimal FM-AFM performance in liquid. To understand the necessity of the low-noise cantilever deflection sensor, the necessity of a stiff cantilever and small oscillation amplitude should also be understood. Here I explain the necessity of these three factors for achieving true atomic resolution with FM-AFM in liquid.

The performance of FM-AFM is ultimately limited by the deflection noise arising from the thermal vibration of the cantilever. The PSD spectrum of the thermal vibration is given by equation (6). To achieve this optimal performance, \(n_{z_B}\) must be reduced to a value less than \(n_{z_B}\). The noise components which influence the FM-AFM performance lie in the frequency range from \(f_0 - B\) to \(f_0 + B\), where \(B\) is the bandwidth of the measurement. The bandwidth \(B\) is typically within \(1\text{kHz}\), which is smaller than the peak width of the PSD spectrum of the thermal vibration of the cantilever in liquid. Therefore, the condition \(n_{z_B} < n_{z_B}(f_0)\) from equation (6), the peak value for \(n_{z_B}\) is given by

\[
n_{z_B}(f_0) = \frac{2k_B T Q}{\pi f_0 k_s}.
\]
For a typical soft cantilever with \( k = 0.1 \text{ N m}^{-1} \), \( f_0 = 5 \text{ kHz} \) and \( Q = 1.5 \), the peak value is \( n_{\Delta g}(f_0) = 2800 \text{ fm} \sqrt{\text{Hz}}^{-1} \), which is larger than the \( n_{\Delta g} \) values for a conventional deflection sensor. For a typical stiff cantilever with \( k = 30 \text{ N m}^{-1} \), \( f_0 = 130 \text{ kHz} \) and \( Q = 8 \), the peak value is \( n_{\Delta g}(f_0) = 74 \text{ fm} \sqrt{\text{Hz}}^{-1} \), which is smaller than the \( n_{\Delta g} \) values for a conventional deflection sensor. Therefore, a low-noise cantilever deflection sensor is necessary to achieve the optimal performance in liquid with a stiff cantilever.

A stiff cantilever is required for two major reasons. Firstly, a soft cantilever has a large thermal vibration amplitude, which limits the precision in the control of the vertical tip position. The root-mean-square (RMS) amplitude of the cantilever thermal vibration \( \langle z_{th} \rangle \) is given by

\[
\langle z_{th} \rangle = \sqrt{\frac{k_B T}{k}}.
\]

(10)

For cantilevers with \( k = 0.04 \) and \( 40 \text{ N m}^{-1} \), \( \langle z_{th} \rangle = 100 \) and 10 pm, respectively. The height of atomic-scale corrugations in FM-AFM images ranges from 10 to 100 pm. Thus, the use of a stiff cantilever is necessary to achieve true atomic resolution. Note that it is possible to control the vertical position of the cantilever base with a precision better than 10 pm, even with a soft cantilever. However, as the cantilever itself shows uncontrolled vibration with an amplitude larger than 100 pm, it is impossible to regulate the position of the tip apex atom with atomic-scale precision.

Another reason for using a stiff cantilever is the stability. In an aqueous environment, long-range attractive forces such as van der Waals and electrostatic forces are mostly screened by water. However, owing to the short-range attractive forces caused by the hydration layers and hydrophobic interactions, their gradient often exceeds the spring constant \( k \) of the cantilever, leading to an adhesion event known as "jump-to-contact". To avoid such an instability, \( k \) has to be large enough to satisfy the following condition

\[
k > \frac{|\partial F_{\text{ad}}|}{|\partial z_{\text{tip}}|}.
\]

(11)

For static-mode AFM, this is the absolute condition that must be satisfied to avoid instability. In contrast, there is an alternative solution in dynamic-mode AFM, which is the use of a large oscillation amplitude \( A \). The restoring force of the cantilever at the tip position closest to the surface increases in proportion to \( A \). If \( A \) is large enough to provide a restoring force larger than the adhesion force \( F_{\text{ad}} \), the tip can be detached from the surface. This condition is given by

\[
k A > F_{\text{ad}}.
\]

(12)

However, the use of a large amplitude reduces the sensitivity to short-range forces and increases the sensitivity to long-range forces, leading to a low spatial resolution. In addition, Giessibl et al reported that the optimal amplitude for providing the best signal-to-noise ratio (SNR) in force detection roughly corresponds to the decay length of the force component [27]. For obtaining an atomic-scale resolution, short-range force components having a decay length of a few angstroms have to be detected. Therefore, the optimal amplitude for obtaining an atomic resolution is a few angstroms. To avoid tip instability at a small oscillation amplitude, it is necessary to use a stiff cantilever.

In summary, to achieve true atomic resolution, the tip has to be controlled with atomic-scale precision. This requires a stiff cantilever oscillating with a small amplitude. To achieve the theoretically limited noise performance in FM-AFM under these conditions, a low-noise cantilever deflection sensor is necessary.

The use of a quartz-based force sensor known as a ‘qPlus sensor’ [28] may become an alternative in the future. The sensor has a higher \( k \) value (typically \( 1800 \text{ N m}^{-1} \)) and hence a smaller thermal vibration than a typical cantilever. In addition, its \( Q \) factor in liquid is expected to be much higher than usual due to the large mass. At present, owing to the low \( f_0 \) (typically 20–30 kHz) and the high \( k \) values, the force sensitivity obtained with this sensor is not likely to exceed the value obtained with a typical cantilever in liquid, which may limit the overall performance of FM-AFM. However, this demerit may be overcome in the future by enhancing \( f_0 \).

3.2.2. Low-noise OBD sensor. Among the various types of deflection sensors proposed so far, the OBD sensor has been used the most widely owing to its simple setup and easy optical beam alignment. The principle of the OBD method is explained in section 2.1.

Major noise sources in the OBD method include the Johnson noise from the transimpedance resistor in the \( JV \) converter, the shot noise from the PSPD and the optical feedback and interference noises induced by the laser beam. Although the ultimate limit of the performance is given by the shot noise, the optical feedback and interference noises are predominant in most OBD sensors, particularly in the case of liquid-environment AFM.

Such optical noises are greatly suppressed by modulating the laser power at a frequency from 300 to 500 MHz. The radio frequency (RF) modulation alters the laser emission from the single mode to the multimode. As the optical feedback noise arises from the competition between the different laser modes, the multimode laser operation greatly reduces mode hopping and hence the optical feedback noise.

The optical interference noise arises from the interference at the PSPD surface between the laser beam reflected at the backside of the cantilever and the laser beam reflected or scattered at the glass/air or glass/liquid interface (figure 7(a)). Such interference takes place if the coherence length of the laser beam \( (\ell_{\text{ch}}) \) is longer than the difference between the optical paths of these two laser beams \( (\Delta \ell) \). To prevent this interference, \( \ell_{\text{ch}} \) is reduced by RF modulation and \( \Delta \ell \) is increased by placing an optical window relatively far from the cantilever backside (figure 7(b)). With these improvements, the laser noise is reduced to a value smaller than the noise from the PSPD shot noise.

The performance of the OBD sensor is ultimately limited by the PSPD shot noise. The PSD spectrum of the deflection
noise arising from the PSPD shot noise \( n_{zp} \) is given by [26]

\[
n_{zp} = \frac{a_0 \ell_c}{6 \chi n_m \ell_l} \sqrt{\frac{2e}{\eta P_0}},
\]

where \( a_0, \chi, \ell_l, e, \eta, \alpha, \ell_c \) and \( n_m \) are the diameter of the collimated laser beam, the correction factor for a Gaussian laser beam profile, the focal length of the focusing lens, the elementary charge, the efficiency of light-to-current conversion at the PSPD, the efficiency of optical transmission from the focusing lens to the PSPD, the cantilever length and the refractive index of the environment, respectively.

To obtain the shot-noise-limited performance described by equation (13), the PSPD must exhibit an ideal performance, which requires the application of a reverse bias voltage \( (V_r) \) to the PSPD [21]. \( V_r \) is often used for improving the time response of a photodiode. However, it is not widely known that the application of \( V_r \) is also helpful for increasing the sensitivity \( (S_r) \) and decreasing the voltage noise \( (n_v) \) as shown in figure 8(a). As a result, \( n_v \) decreases with increasing \( V_r \) as shown in figure 8(b).

With these improvements, it has become possible to achieve the shot-noise-limited performance even in liquid. Now that the shot noise limit has been achieved, equation (13) gives a direct guideline for the design of low-noise OBD sensors. The major difficulty in the design at this stage is the trade-off between the applicable range of the cantilever dimensions and the noise performance. Among the parameters in equation (13), \( a_0 \) and \( \ell_l \) are closely related to this issue (figure 9). A larger \( a_0 \) or a shorter \( \ell_l \) results in a smaller laser spot and allows the use of a smaller cantilever. However, this results in a larger \( n_{zp} \) as expected from equation (13).

One of the possible solutions to this problem is to make the focusing lens replaceable. To implement this idea, the author and his co-workers employed a replaceable objective lens system [21, 26]. As objective lenses of the same series have the same parfocal length, one objective lens can be easily replaced with another without changing the vertical position of the objective lens. A high-magnification lens is used for a small cantilever while a low-magnification lens is used for a...
long cantilever. In this way, it is possible to design an OBD sensor that gives the optimal noise performance determined only by the $Q$ factor in liquid.

4. Applications of FM-AFM

4.1. Historical background

The $Q$ factor of the cantilever resonance is much higher in vacuum than in air. The high $Q$ factor in vacuum gives a high SNR in force measurements by dynamic-mode AFM. To take advantage of this benefit, FM-AFM was invented in 1991 to operate dynamic-mode AFM in vacuum [5]. Owing to this historical background, most researchers found no benefits or had no interest in using FM-AFM in liquid, where the $Q$ factor is much smaller than that in air.

In addition, the stable operation of FM-AFM in liquid was expected to be very difficult. FM-AFM requires self-oscillation of the cantilever using the slope in the phase versus distance curve. As the slope changes in proportion to the $Q$ factor (equation (5)), it was expected that stable self-oscillation would be very difficult in liquid.

At this stage, the only clear advantage of using FM-AFM in liquid seemed to be the capability of quantitative and independent measurements of conservative and dissipative forces. In FM-AFM, the cantilever is oscillated at its resonance frequency, where conservative and dissipative forces independently contribute to $\Delta f$ and an increase of $A_{\text{exc}}$, respectively. In 2000, Jarvis et al. started pursuing this possibility. Through the magnetic excitation of the cantilever and the use of a carbon nanotube tip, they obtained $\Delta f$ and $A_{\text{exc}}$ versus distance curves at the interface between highly oriented pyrolytic graphite (HOPG) and octamethylcyclotetrasiloxane (OMCTS) [29]. While the obtained $\Delta f$ curve showed a monotonic increase, the $A_{\text{exc}}$ curve was oscillatory, indicating the structuring of the OMCTS molecules confined between the tip and the HOPG surface.

That pioneering work showed the capability of FM-AFM to visualize the force profile related to the structuring of solvent molecules. Such solvation force measurements had already been demonstrated by static-mode AFM [30]. However, a force curve obtained by static-mode AFM is discontinuous and fails to represent the true continuous oscillatory profile. A short-range attractive force with a large gradient is induced by the structuring of the solvent molecules, leading to jump-to-contact (equation (11)). As a result, 1D-SFM spectroscopy in static-mode AFM cannot visualize the true force profile in the whole tip-sample distance range. In contrast, the $A_{\text{exc}}$ curve obtained by FM-AFM showed a continuous oscillatory profile owing to the high stiffness of the cantilever.

The major problem of liquid-environment FM-AFM at this stage was the stability. As the frequency detectors and self-oscillation controllers used for operating FM-AFM were not available, researchers had to develop them in the lab. Because of the instabilities, it was very difficult to scan the tip laterally while maintaining the tip–sample distance based on the $\Delta f$ signal. Thus, Jarvis et al. had to use an $A_{\text{exc}}$ signal for the feedback in 2D-SFM imaging [29].

In the meantime, sophisticated frequency detectors using analog [31] and digital [32] PLL circuits were being developed primarily for operation in vacuum. In particular, Dürig et al. proposed the use of the output signal of the voltage-controlled oscillator (VCO) in the PLL circuit as the cantilever excitation signal [31]. In the setup, the PLL works as a band-pass filter with the center frequency tuned to the cantilever resonance. Although this does not necessarily improve the ultimate noise performance of FM-AFM, it helps improve the stability of the FM-AFM operation, especially in liquid where the $Q$ factor is very low.

In 2001, Jarvis et al. recorded $\Delta f$ and $A_{\text{exc}}$ curves showing oscillatory profiles at the interface between a self-assembled monolayer and OMCTS [33]. They used a custom-built PLL circuit based on the design presented by Dürig et al. [31]. In 2001, Kobayashi et al. obtained a 2D-SFM image of an Au(111) surface using tip-sample distance control based on the $\Delta f$ signal [34] in their custom-built analogue PLL circuit [35]. In 2003, Okajima et al. also developed a custom-built self-oscillation circuit and an analog PLL circuit to operate FM-AFM in liquid; they compared the amplitude and frequency curves measured at a solid/liquid interface [36]. Using the same system, Sekiguchi et al. obtained FM-AFM images of protein assemblies on mica in liquid; they controlled the tip–sample distance using the $\Delta f$ signal [37]. Although at that stage the FM-AFM images obtained in liquid could not show any clear advantages over those obtained by other operation modes, such as contact mode and amplitude modulation (AM) mode, these studies demonstrated the possibility of FM-AFM operation in liquid in both 1D- and 2D-SFM modes.

In addition to the development of instruments, the theoretical understanding of FM-AFM also advanced in the same period. To obtain a quantitative force profile, an experimental $\Delta f$ versus distance curve must be converted to an $F_t$ versus distance curve. Thus, considerable effort was devoted to understanding the relationship between $\Delta f$ and $F_t$. In 2001, Giessibl presented an intuitive formula showing the relationship between $\Delta f$ and $F_t$ as described by equation (2) [11]. He also presented a simple method for converting $\Delta f$ data to $F_t$ data, where a conversion matrix is first calculated and then multiplied by the $\Delta f$ values [11]. In 2004, Sader and Jarvis presented a simple analytic formula for force conversion (equation (3)) by mathematically solving the inverse problem starting from equation (2) [12].

Owing to the development of sophisticated PLL circuits dedicated to FM-AFM operation and a simple analytic formula for force conversion, it became possible to obtain a quantitative force versus distance dependence even at a solid/liquid interface. Uchihashi et al. reported a force versus distance curve obtained in water showing an oscillatory profile with the average peak spacing corresponding to the size of a water molecule [38]. Higgins et al. presented a force curve showing unbinding events of ligand and receptor molecules [39]. They also obtained force curves showing an oscillatory profile on a lipid bilayer formed on mica in buffer solution [40].
At this stage, the main problem in the application of FM-AFM was the SNR of the force measurement. The experimental $\Delta f$ versus distance curves showed large noise compared with the variation of $\Delta f$ corresponding to the oscillatory peaks. In addition, in the force conversion formula (equation (2)), $\Delta f$ data is differentiated, which further reduces the SNR. To analyze the oscillatory behavior of the peaks, the $\Delta f$ data was heavily averaged before differentiation and the statistical parameters estimated from a number of averaged force curves were analyzed. Eventually, it was difficult to ensure the accuracy and reliability of the measurement. This problem was particularly serious for a solid/water interface, where the peak spacing of the oscillatory profile (typically 0.2–0.3 nm) is much shorter than that measured at a HOPG/OMCTS interface (typically 0.7–0.8 nm). The low SNR was an even more serious problem in 2D-SFM imaging. In 2D-SFM, the noise in the $\Delta f$ signal hinders stable control of the tip–sample distance. Thus, stable 2D-SFM imaging is much more difficult than stable 1D-SFM force measurements.

The operating conditions for obtaining the optimal SNR in force measurements by FM-AFM had been discussed at an earlier stage, for operation in vacuum. In 1999, Giessibl et al showed that the optimal SNR is obtained with an oscillation amplitude on the order of the decay length of the interaction force [27]. In 2000, Giessibl also pointed out the necessity of using a stiff cantilever for preventing jump-to-contact when operating FM-AFM at a small oscillation amplitude [28]. Giessibl et al demonstrated the capability of imaging subatomic-scale structures by oscillating a relatively stiff quartz sensor ($k = 1800 \text{ N m}^{-1}$) with a small amplitude ($A = 0.8 \text{ nm}$) [41]. Although the origin of the subatomic-scale contrasts was disputed, the results clearly demonstrated the benefit of using a small oscillation amplitude.

For applications in vacuum, the main benefit of using a small amplitude is not the improved SNR but the enhanced sensitivity to the short-range interaction force. By oscillating the cantilever with a smaller oscillation amplitude, the tip apex can interact with the surface atom for a longer time, resulting in higher sensitivity to the short-range interaction force and lower sensitivity to the long-range interaction force. As $\Delta f$ is measured with a finite detection limit, the ratio between the contributions from the short- and long-range forces is crucial in determining the spatial resolution of FM-AFM.

At this stage, there was another important trend toward pursuing imaging with the true atomic and molecular resolution in moderate vacuum or under ambient conditions, which was triggered by several factors. Firstly, there was increasing social demand for applying advanced nanotechnology to the development of industrial material technologies. This required the operation of FM-AFM in air or liquid. Secondly, there was increasing academic interest in the minimum $Q$ factor that allows true atomic-resolution imaging. Finally, the number of FM-AFM users was not increasing rapidly, in spite of the major advances in its performance and the impressive results demonstrated in vacuum. One of the major reasons for this was the lack of a manageable FM-AFM apparatus with true atomic resolution on the market. In this respect, even the development of moderate-vacuum FM-AFM apparatus for operation in a low-$Q$ environment. In 2002, Kobayashi et al obtained FM-AFM images showing rows of copper phthalocyanine molecules in air [34]. In 2004, Sasahara et al recorded FM-AFM images of atomic chains on a TiO$_2$ surface in N$_2$ atmosphere [42]. These results suggested that the performance of FM-AFM in ambient conditions at that stage was sufficient for resolving molecular rows but not individual atoms. These results would have been promising if the performance of FM-AFM was limited by the noise from the instruments. In contrary, if it was limited by the $Q$ factor of the environment, these results would have been negative. To clarify this point, the author carried out a detailed noise analysis of FM-AFM instruments and found that the noise from the cantilever deflection sensor can limit the performance of FM-AFM [6]. In 2005, with the developed low-noise cantilever deflection sensor, the author obtained molecularly resolved FM-AFM images of an alkanethiol self-assembled monolayer and a polyydiacetylene single crystal in air and in moderate vacuum [43].

After this achievement, the author continued to pursue atomic-resolution imaging with an even lower $Q$ factor, namely, in liquid. At that time, the benefit of using a small oscillation amplitude was becoming accepted and it was natural to examine the performance resulting from small-amplitude oscillation in liquid. For oscillating the cantilever with a small amplitude in vacuum, Giessibl proposed the use of a quartz sensor with stiffness as high as 1800 N m$^{-1}$ to reduce instabilities [28, 41]. However, in an aqueous environment, van der Waals and electrostatic forces are mostly screened by water. Hence, the cantilever stiffness required to reduce the instabilities (equation (11)) should be much lower than that for operation in vacuum—this should partially compensate the disadvantage arising from the low $Q$ factor in liquid. Based on this idea, the author used a cantilever with a spring constant of 40 N m$^{-1}$. From equation (10), this spring constant gives a thermal vibration amplitude of approximately 10 pm, which is just sufficient for obtaining true atomic- and molecular-resolution images.

In 2005, using a cantilever with a spring constant of 40 N m$^{-1}$ and an oscillation amplitude of less than 1 nm with the low-noise cantilever deflection sensor [6], the author obtained molecularly resolved images of a polymer crystal [7] and atomically resolved images of mica [8] in water (figure 10). Although this development was carried out mainly for high-resolution 2D-SFM imaging, the improved stability and force sensitivity also solved the main problems in 1D-SFM experiments. The author and his co-workers obtained low-noise force versus distance curves with piconeutron sensitivity at the mica/water interface [8]. Owing to the low-noise cantilever deflection sensor, stable...
self-oscillation with an oscillation amplitude smaller than the size of a water molecule was realized. This condition turned out to be essential for the accurate measurement of an oscillatory force profile presented by hydration layers.

This progress of FM-AFM performance in liquid triggered subsequent FM-AFM applications in biology and electrochemistry using a low-noise cantilever deflection sensor. The author and his co-workers presented molecular-resolution images of lipid bilayers [40], hydration layers [9], lipid-ion networks [44], amyloid fibrils [45], bacteriorhodopsins [46] and GroELs [46] in liquid. The enhancement of FM-AFM performance with a low-noise cantilever deflection sensor was soon confirmed by other research groups. Hoogenboom et al presented an atomic-scale image of mica obtained in water and molecular-resolution images of bacteriorhodopsins in buffer solution [47] using a low-noise interferometer [48]. Kawakatsu and co-workers also obtained an atomic-scale images of mica in water [49] using a low-noise Doppler interferometer [50].

Among these applications, the imaging of hydration layers [9] and lipid-ion networks [44] are of particular importance. These results showed that FM-AFM is capable of visualizing not only the structure of a solid surface but also the distribution of mobile molecules and ions interacting with the surface. This idea stimulated the author to develop 3D-SFM for visualizing the complete 3D force field at a solid/water interface [4]. The rest of this section gives an overview of these key applications.

4.2. 1D- and 2D-SFM at lipid/water interface

Water molecules in the vicinity of a biological membrane play an important role in various biological processes. The water molecules interact with the biomolecules constituting the membrane, forming an inhomogeneous distribution at the membrane/water interface. Such hydration layers present energy barriers to approaching solvated ions and proteins. This affects important biological processes such as membrane transport, protein trafficking, signal transduction, membrane fusion and aggregation processes.

The force originating from the water distribution at a membrane/water interface has been intensively studied by various methods owing to its importance in biological processes. It is well known that the physiological environment is very crowded. The distance between opposing biological membranes is often on the order of several water molecules. In such a confined space, water molecules behave differently than in the bulk, and therefore the forces acting between the opposing membranes cannot be predicted by Deryagin–Landau–Verwey–Overbeek (DLVO) theory. The inter-membrane interactions are also important in biological processes where membrane–membrane, vesicle–vesicle and vesicle–membrane interactions are involved.

The force acting between two opposing membranes has been measured by surface force apparatus (SFA) [51] and the osmotic stress method [52–54]. The results obtained by both methods indicated that the force increases exponentially with decreasing distance between membranes below 1 nm. Because of the agreement of the decay length with the size of a water molecule, the force was attributed to the interaction mediated through the hydration layers formed on the membrane surface.

However, it was unclear whether the force actually originated from the intrinsic hydration layers at the lipid/water interface. Furthermore, even the existence of hydration layers has also been questioned. For one reason, it was proposed that the repulsive force originates from the steric repulsion between lipid molecules [55, 56]. In the proposed model, lipid molecules show large fluctuation in the vertical direction, which hinder the formation of a stable hydration layer. The protrusion of individual molecules caused by thermal fluctuations results in a repulsive force that monotonically increases with decreasing distance between the membranes.

It is well known that the force acting between two opposing flat surfaces (e.g. mica) shows an oscillatory dependence on the distance between them owing to the layering of the confined water molecules [57]. Thus, the monotonic variation of the force between the two opposing membranes was considered as evidence for the nonexistence of hydration layers.

One of the major difficulties in such investigations was the lack of a method to visualize the water distribution at the solid/water interface with molecular-scale spatial resolution. In the osmotic stress method and SFA measurements, the local force profiles were averaged over a micrometer-scale area. It was therefore difficult to determine the molecular-scale origin of the measured force profile. Molecular dynamics simulations suggested the existence of local hydration shells around individual lipid molecules [58]. Such local oscillatory
force profiles may be smeared out by global averaging due to the undulation and roughness of the soft lipid membrane.

1D-SFM is an ideal tool for investigating local interaction forces. As the apex of an AFM tip has a nanoscale cross section, the force acting on the tip during its approach to a membrane surface should be similar to the local forces that biomolecules experience when they approach the membrane surface (figure 11(b)).

Figure 11(c) shows a $\Delta f$ versus distance curve measured on a dipalmitoylphosphatidylcholine (DPPC) bilayer in PBS solution [9]. Using equation (3), the $\Delta f$ curve was converted to a quantitative force curve as shown in figure 11(d). The force curve has an oscillatory profile with two peaks. The distance between the peaks is 0.25 nm, which roughly corresponds to the size of a water molecule. This suggests that the oscillatory force profile originates from the hydration layers formed on the DPPC bilayer.

The previously reported force curves obtained by SFA and the osmotic stress method showed a monotonic increase with distance [51–54], whereas 1D-SFM (figure 11(d)) revealed an oscillatory profile. The latter result supported the model where hydration layers locally exist on a lipid bilayer and their oscillatory force profiles are smeared out when they are averaged over a micrometer-scale area.

The $\Delta f$ curve in figure 11(c) shows almost no influence from the long-range interaction force. The contribution from the long-range force strongly depends on the conditions of the tip, sample and especially the solution. In particular, the increase of the salt content in the solution tends to suppress the long-range interaction owing to the reduction of the Debye length. The fluctuations of the molecules constituting the surface are considered to increase the long-range interaction force. In this experiment, the solution contained approximately 150 mM NaCl and the DPPC molecules were in the stable gel phase. Under these experimental conditions, the effect of the long-range interaction force on the observed $\Delta f$ curve should be small.

In 2D-SFM, the feedback control of the vertical tip position is based on the assumption that $\Delta f$ increases as the tip approaches the surface. Thus, the oscillatory force profile at a solid/liquid interface results in the existence of multiple feedback positions as indicated by the arrows (i)–(iii) in figure 11(c). During the scan, the tip may jump between these feedback positions even if the set point for feedback regulation is unchanged. An example of such 2D-SFM imaging is shown in figure 12.
In the 2D-SFM image (figure 12), the tip is scanned from the lowest terrace (terrace 1), which corresponds to the surface of the DPPC bilayer. The image shows molecular-scale corrugations corresponding to individual head groups. During the scan, the tip jumped from terrace 1 to terrace 2. The height of the jump was 0.23 nm. This value corresponds to the size of a water molecule, suggesting that terrace 2 corresponds to the interface between the primary and secondary hydration layers. In the image, molecular-scale corrugations are still visible. This means that the primary hydration layer has a nonuniform lateral distribution that reflects molecular-scale surface corrugations.

The tip also jumped from terrace 2 to terrace 3 during the scan. The height of the jump was 0.78 nm, which also agrees with the size of a water molecule. Thus, terrace 3 should correspond to the boundary between the secondary hydration layer and the bulk water. The molecular-scale corrugations are still visible in this image although the corrugation height is very small. This result indicates that the molecular-scale corrugations of the membrane surface can influence the water distribution even in the secondary hydration layer.

The results obtained by 1D- and 2D-SFM consistently suggest the existence of stable hydration layers undisturbed by the thermal fluctuations of lipid molecules. These hydration layers extend laterally beyond the nanometer scale. Although the water distribution may be different under other conditions (e.g. ion contents, temperature and molecular species), these results demonstrated that FM-AFM can provide direct molecular-scale information that cannot be obtained by conventional techniques.

4.3. 3D-SFM at mica/water interface

It is possible to analyze the 3D water distribution from the results obtained by 1D- and 2D-SFM. However, such an analysis is often inefficient and/or inaccurate. For example, in the imaging of hydration layers described above, the jumps between the feedback positions cannot be manually controlled. In fact, the two sequential jumps between the feedback positions observed in the image shown in figure 12 occurred by chance. The author recorded more than a hundred 2D-SFM images, analyzed them and selected one of the few images showing sequential jumps. Even for a simple system such as a lipid bilayer, the experiment and analysis were inefficient. Thus, it is not practical to apply this methodology to more complicated systems consisting of various biomolecules.

To resolve this issue, we have developed 3D-SFM, which is capable of visualizing the 3D force field at a solid/liquid interface. Any 1D force profile or 2D force image can be extracted from the 3D force image. The process of extraction and analysis effectively replaces the experiment and analysis in conventional 1D- and 2D-SFM. As the first application of the developed 3D-SFM, the author and his co-workers investigated the mica/water interface, which highlights the benefits of 3D-SFM.

Muscovite mica is known as a prototype of clay minerals and hence is important in fundamental research on clay swelling in geology [60–62] and cloud seeding in ecology [63, 64]. Furthermore, cleaved mica presents an atomically flat surface as shown in figure 13. Thus, the mica/water interface has been widely used as a platform for studies on nanofluidics in engineering and physics [65], lubrication in tribology, and molecular adsorption and diffusion in biology and chemistry. The water distribution at the mica/water interface has been extensively studied by various techniques [1, 66–71]; however, an atomic model of the interface has not been established owing to difficulties in visualizing the distribution of individual water molecules at the solid/liquid interface.

The author and his co-workers obtained a 3D-SFM image of the mica/water interface as shown in figure 14. Owing to the simple motion of the tip in 3D-SFM, the whole 3D image was recorded with atomic-scale resolution within only 53 s. This capability of fast imaging is essential to avoid image distortions induced by nonlinear tip drift. Even at this imaging speed, we could not eliminate linear drift. Thus, we applied linear drift compensation to the 3D image in figure 14 and its cross sections, which are presented in figures 15 and 16, respectively.

Once the complete 3D force field is obtained, it is possible to extract any 1D profile or 2D cross section. An XY-averaged force curve was obtained by plotting the force values averaged over an XY cross section at each zi.
with the size of a water molecule. Owing to this agreement and previous studies on mica/water interfaces [8, 72], the peak was attributed to the interaction with a hydration layer.

From the XY cross sections at different \( z_t \) (figures 15(b)–(e)), a continuous \( z_t \) dependence of the XY force is obtained. The XY cross section in figure 15(b) does not show any contrast variations. This means that the water molecules have a uniform lateral distribution in the hydration layer. As the tip approaches the surface, the XY cross section shows an atomic-scale contrast (figures 15(c)–(e)), reflecting the short-range interaction between the front atoms of the tip and those of the mica surface. With a further decrease of \( z_t \), the hexagonally arranged force peaks found in figure 15(d) changed to pairs of smaller peaks (figure 15(e)).

The periodic pairs of force peaks found in figure 15(e) appear to be uniform, which leads to the question of whether the contrast represents the structure of the mica surface or that of the tip apex [41]. However, a similar contrast is reproduced in the 2D-SFM image obtained with a different tip as shown in figure 15(f). The image shows the irregular variation in the height of individual atoms, suggesting that the contrast is unlikely to be due to a tip artifact. By comparing the image of figure 15(f) and the atomic-scale model of mica (figure 13(b)), we attributed the pairs of force peaks to the repulsive forces between the two adjacent Si atoms, as indicated by the model overlaid on the image of figure 15(f).

Both the 3D- and 2D-SFM images show an atomic-scale contrast with mirror symmetry. This is an important finding because a cleaved mica surface is often postulated to have sixfold symmetry. Strictly speaking, this is inaccurate. The atomic-scale model derived from x-ray diffraction data [59] shows that a cleaved mica surface does not have a sixfold but mirror symmetry as shown in figure 13(b). However, this feature found in the SFM images is more evident than expected from the atomic-scale model. This is because two of the six oxygen atoms constituting the hexagonal ring, which are indicated by arrows in figure 15(f), are imaged with a brighter contrast than the other four atoms. Such a difference from the atomic-scale model obtained with a bulk crystal suggests surface relaxation at the mica/water interface.

Another feature found in the SFM images is an enhanced contrast at the center of the cavity surrounded by a hexagonal ring. The overlaid model shown in figure 15(f) shows that the XY position of the enhanced contrast agrees with that of an OH group located at the bottom of the cavity. Even for an atomically flat surface such as mica, there are atomic-scale height corrugations. They complicate the analysis of the correlation between the atomic-scale structure and the force distribution obtained from a 2D-SFM image, which has no vertical extent. Such an analysis on the vertical distribution of water becomes possible by extracting a vertical cross section from a 3D-SFM image as shown in figure 16(a). In the left half of the XZ cross section is shown with a low contrast to visualize the localized force distribution above an OH group, whereas the right half has a high contrast to accentuate the layer-like force distribution over the entire surface. The latter distribution corresponds to the repulsive peak indicated by the arrow in figure 15(a).
By extracting individual Z profiles constituting the XZ cross section, site-specific force curves were obtained as shown in figure 16(b). The Z profiles show strong site dependence, particularly when \( z_i < 0.2 \text{ nm} \). Profile 1 shows a large attractive force owing to the absence of an underlying atom. Profile 2 has a relatively broad repulsive peak owing to the localized force distribution above an OH group. In contrast, profile 3 has a shallow and broad attractive peak due to the competition between the attractive van der Waals or hydration force and a repulsive interaction force between the tip and the Si atom. This means that the repulsive-force component measured on the Si site starts to increase at a higher \( z_i \) than it does on the OH site, reflecting their height difference.

In spite of the similar Z positions of Si and oxygen atoms, profiles 3 and 4 exhibit markedly different features. Profile 4 does not present a repulsive-force branch but an almost constant force for the Z distance range of \( z_i = 0 \) to \( -0.15 \text{ nm} \). At a cleaved mica surface, a Si atom is strongly supported by four tetrahedrally arranged chemical bonds, whereas an oxygen atom is supported by only two chemical bonds, giving it greater flexibility. Therefore, the repulsive force between an oxygen atom and the approaching tip may be strong enough to displace oxygen, accounting for the constant-force regime observed in profile 4.

Profile 2 shows a relatively broad repulsive peak owing to the localized force distribution above an OH group. To analyze the peak profile, 48 Z profiles measured on OH sites were extracted from the 3D-SFM image and averaged to obtain the smoothed curve of figure 16(c). The averaged curve was fitted with an exponential function to obtain a long-range background component indicated by the dotted line in figure 16(c). This long-range component was subtracted from the averaged force profile to obtain the peak profile shown in figure 16(d). The peak presents a broad profile with a plateau, which appears as a double peak. We fitted the peak profile with the two Gaussians indicated by dotted lines in figure 16(d). The smaller peak at \( z_i = 0.237 \text{ nm} \) (peak a) has a width of 0.103 nm and the major peak at \( z_i = 0.331 \text{ nm} \) (peak b) has a width of 0.258 nm.

So far, some of the previous studies of the mica/water interface have supported the existence of ‘ice-like’ water [66–68] whereas others have suggested a more disordered ‘liquid-like’ water structure [69, 70]. Recently, x-ray reflectometry [1] and Monte Carlo simulation [71] results have consistently suggested the existence of adsorbed water molecules presenting localized water distribution above the OH groups in addition to a laterally distributed hydration layer. The water density profiles obtained in these previous studies revealed that the Z distance between the peaks corresponding to the hydration layer and the adsorbed water molecules is 0.12 nm. This value approximately agrees with the peak distance (0.094 nm) measured in figure 16(d), which suggests that the enhanced contrast measured on the OH sites should represent the localized distribution of adsorbed water molecules. Therefore, the results obtained in this study support the model proposed by Cheng et al [1], where the adsorbed and laterally distributed water molecules coexist at the interface. The coexistence of water molecules having a long relaxation time (adsorbed water) and laterally distributed disordered water molecules (2D hydration layer) may reconcile the two ideas of ice-like and liquid-like water molecules at the mica/water interface.

Comparing the 3D-SFM investigation of the mica/water interface with the 1D- and 2D-SFM studies of the lipid/water interface, one can clearly understand the benefits of having a complete 3D force field. For the 1D force profiles shown in figure 11, the XY position is not known except that the curve was measured on the DPPC bilayer. Theoretically, it is possible to obtain a 2D-SFM image and take a force curve at a specific XY position. Indeed, this method has often been used for imaging in vacuum. However, in liquid-environment experiments, nonlinear tip drift often exists due to the swelling of the cantilever holder, the tip holder and the substrate. Evaporation of the liquid can also induce nonlinear drift. The nonlinear drift prevents the accurate control of the XY position with atomic-scale precision. In contrast, the 1D profiles shown in figure 16(b) were extracted from the 3D-SFM image so that the XY position of the Z profile is well defined with atomic-scale precision.

Another benefit of 3D-SFM is the improved efficiency. The 2D height image shown in figure 12 was obtained by analyzing more than a hundred images, whereas the 2D force images shown in figure 15 were obtained by extracting cross sections from the 3D-SFM image. More importantly, in 2D-SFM there are Z positions where tip-sample distance control does not work (e.g. (i) and (iii) indicated in figure 15(a)). Thus, 2D-SFM can provide only limited information on the 3D interfacial space. In 3D-SFM, the Z position for the extraction of an XY cross section can be accurately and arbitrarily determined as demonstrated in figure 15. These features provide enhanced efficiency and accuracy in the investigation of solid/water interfaces.

5. Summary and future prospects

The force sensitivity and spatial resolution of FM-AFM in liquid have remarkably advanced in the last decade, enabling the visualization of 1D profiles of the hydration force, 2D images of hydration layers and 3D distributions of water molecules. At present, FM-AFM studies on solid/liquid interfaces are rather limited in number. However, considering the large number of scientific fields and industrial technologies related to solid/liquid interfaces, I am convinced that the number of FM-AFM applications in this area will grow rapidly in the near future.

Important issues must be solved to continue this progress. First of all, the operation speed of FM-AFM is often insufficient for its operation in liquid. The author has imaged various samples by liquid-environment FM-AFM, and in most cases this problem was evident. For example, in the imaging of an isolated biomolecular system weakly bound to a solid surface (e.g. amyloid fibrils [45]), it was very difficult to avoid removing the molecules from the surface by the tip crash. One solution is to use a soft cantilever; however, this results in a low spatial resolution. A better solution to this problem
is to increase the speed of tip-sample distance regulation. Another example is the imaging of a heterogeneous surface consisting of a complex mixture of various molecules (e.g. multicomponent lipid bilayers [25]). Owing to the complexity, it is often very difficult to understand the whole picture of the surface from the combination of low-resolution images of a large area and high-resolution images of a small area. Ideally, a high-resolution image of a large area should be obtained, but this requires either a long imaging time or fast operation speed. The former solution is not always applicable. For example, in many biological applications, the solution contains various molecules, which inevitably adhere to the cantilever. Chemical modification of the cantilever surface may be effective but only in some cases. Thus, the enhancement of the operation speed should be a more fundamental solution to this problem. In addition, at a solid/liquid interface, the structures, positions and distributions of molecules and ions are often changing during the measurement (e.g. lipid-ion networks [44]). The visualization of such dynamic events also requires faster imaging.

Secondly, further improvement of the force sensitivity is necessary for imaging surface properties by FM-AFM. For example, there has been a trend toward combining FM-AFM with Kelvin probe force microscopy to visualize the surface potential distribution at solid/liquid interfaces. Such a surface measurement often requires higher force sensitivity than that required for topographic imaging. The present FM-AFM instrument has a force sensitivity only as high as that required for topographic imaging. Therefore, improvement of the force sensitivity will be essential for expanding the capability of liquid-environment FM-AFM.
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