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Abstract: In this paper, a new truncated distribution, which is called the truncated Ishita (TI) distribution, is proposed. Some statistical properties including moments, survival, and hazard functions, are discussed. Moreover, the maximum likelihood estimation is constructed for estimating the parameters of the TI distribution. Finally, an application based on real data is conducted to illustrate the usefulness of the proposed distribution.
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1. Introduction

Lifetime data modeling is studied extensively by several researchers for different lifetime distributions with unbounded support, such as exponential, gamma, and Lindley distributions with the probability density function (pdf) as follows (see [1, 2]), respectively

\[ g_1(x; \theta) = \theta e^{-\theta x}, \]
\[ g_2(x; \alpha, \theta) = \frac{\theta^\alpha}{\Gamma(\alpha)} x^{\alpha - 1} e^{-\theta x}, \]
\[ g_3(x; \theta) = \frac{\theta^2}{\theta + 1} (1 + x) e^{-\theta x}, \]
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unbounded support. These are mainly based on some modifications and generalizations of distribution. However, in practice, some lifetime data when using these distributions are not suitable due to their shapes, nature of hazard rate functions, and mean residual life, amongst others. However, the finite mixture distribution is available as it is a flexible and powerful probabilistic modeling tool for univariate and multivariate data, which is widely acknowledged in the area which involves the statistical modeling of data, [3].

One mixture distribution, Ishita distribution is proposed by [4], which is the modeling to analysis lifetime data in biomedical science and engineering. The condition under which Ishita distribution is over-dispersed and under-dispersed.

Moreover, data analysis is undertaken in various fields, including engineering, medicine, finance, and demographics, where such types of truncated data arise in practical statistics. It is used in cases where the ability to record exists, or even when occurrences are limited to values that lie above or below a given threshold or within a specified range. Truncated distributions are quite effective in using data analysis, [5, 6]. In 1994, [7] introduced the truncated normal distribution. This distribution has wide applications in Statistics and Econometrics. For example, it is used to model the probabilities of binary outcomes in the probit model and to fit censored data in the Tobit model. The truncated distribution is a probability distribution, which is derived from a normal random variable by bounding it from either below or above (or both) [6]. Many researchers have therefore been attracted to the problems of analyzing such truncated data encountered in various disciplines and have proposed truncated versions of the distributions, i.e., truncated Pareto [8], truncated Birnbaum-Saunders [9], truncated Weibull [10], truncated two-parameter Lindley [11], and truncated Power Lomax [12].

The rest of the paper has been organized into the following sections. In the preliminary method is introduced. Next, a new truncated version of Ishita distribution is proposed. Some statistical properties, the method for the parameters estimating of proposed distribution are illustrated. Moreover, the application of the proposed distribution is discussed. Finally, some conclusions are presented.
2. Preliminary Methods

2.1. The Ishita distribution

The Ishita distribution is proposed by [4], which is a mixture distribution between the exponential distribution with scale parameter $\theta > 0$ and the gamma distribution with the shape parameter $\alpha = 3$ and scale parameter $\theta$ with the mixing proportion of $p = \frac{\theta^3}{\theta^3 + 2}$. Let $X$ be a random variable which is distributed the Ishita distribution, then the pdf and cumulative density function (cdf) of $X$ are

$$g(x; \theta) = pg_1(x; \theta) + (1-p)g_2(x; \theta) = \frac{\theta^3}{\theta^3 + 2}(\theta + x^2)e^{-\theta x}, \quad (4)$$

$$G(x; \theta) = 1 - \left(1 + \frac{\theta x(\theta x + 2)}{\theta^3 + 2}\right)e^{-\theta x}, \quad x > 0, \theta > 0, \quad (5)$$

respectively. The $r$th moment about origin of the Ishita distribution is given by

$$\mu'_r = \frac{r! \left[\theta^3 + (r+1)(r+2)\right]}{\theta^r(\theta^3 + 2)}, \quad r = 1, 2, 3, \ldots. \quad (6)$$

2.2. The truncated version of distribution

Suppose $X$ be a random variable that is distributed according to some pdf $g(x; \Omega)$, and cdf, $G(x; \Omega)$, which $\Omega$ is a parameter vector of $X$. Let $X$ lies within the interval $[a, b]$ where $-\infty < a \leq x \leq b < \infty$, then the conditional on $a \leq x \leq b$ is distributed the truncated distribution. We have the pdf of truncated distribution [6] as

$$f(x; \Omega) = g(x|a \leq x \leq b; \Omega) = \frac{g(x; \Omega)}{G(b; \Omega) - G(a; \Omega)}, \quad (7)$$

where $f(x; \Omega) = g(x; \Omega)$ for all $a \leq x \leq b$ and $f(x; \Omega) = 0$ everywhere else. Notice that $f(x; \Omega)$, in fact, $f(x; \Omega)$ is a pdf of $X$ on interval $[a, b]$:

$$f(x; \Omega) = \int_a^b f(x; \Omega)dx = \frac{1}{G(b; \Omega) - G(a; \Omega)} \int_a^b g(x; \Omega)dx$$

$$= \frac{1}{G(b; \Omega) - G(a; \Omega)} G(b; \Omega) - G(a; \Omega) = 1, \quad (8)$$

and $f(x; \Omega) = 0$ everywhere else. The cdf of truncated distribution is given by

$$F(x; \Omega) = \int_a^x f(x; \Omega)dx = \frac{G(x; \Omega) - G(a; \Omega)}{G(b; \Omega) - G(a; \Omega)}, \quad (9)$$
3. Results

3.1. A new truncated distribution

This section, a new truncated distribution, namely, the truncated Ishita (TI) distribution, is proposed. From the pdf and cdf of Ishita distribution in (4) and (5), respectively, and the pdf and cdf of truncated version in (7) and (9), we have the definition of proposed distribution as follows.

**Definition 1.** Let $X$ be a random variable which is distributed the TI distribution with scale parameters of $a, b$ and $\theta$, will be denoted $X \sim TI(\theta, a, b)$. The pdf and cdf of $X$ are respectively:

$$f(x; \theta, a, b) = \frac{\theta^3(\theta + x^2)(\theta^3 + 2)^{-1}e^{-\theta x}}{(1 + \frac{\theta a(\theta a + 2)}{\theta^3 + 2})e^{-\theta a} - (1 + \frac{\theta b(\theta b + 2)}{\theta^3 + 2})e^{-\theta b}},$$

$$F(x; \theta, a, b) = \frac{(1 + \frac{\theta a(\theta a + 2)}{\theta^3 + 2})e^{-\theta a} - (1 + \frac{\theta x(\theta x + 2)}{\theta^3 + 2})e^{-\theta x}}{(1 + \frac{\theta a(\theta a + 2)}{\theta^3 + 2})e^{-\theta a} - (1 + \frac{\theta b(\theta b + 2)}{\theta^3 + 2})e^{-\theta b}},$$

where $-\infty < a \leq x \leq b < \infty$ and $\theta > 0$.

Some plots of the function in (10) and (11) are illustrated in Figure 1.

3.2. Characteristic properties

3.2.1. Moments

The $r$th moment about origin of TI distribution is defined as in Definition 2.

**Definition 2.** Let $X \sim TI(\theta, a, b)$, then the $r$th moment about origin of TI distribution is

$$\mu'_{[r]} = \frac{r! [\theta^3 + (r + 1)(r + 2)]}{\theta^r(\theta^3 + 2) \left[ \left(1 + \frac{\theta a(\theta a + 2)}{\theta^3 + 2}\right) - \left(1 + \frac{\theta b(\theta b + 2)}{\theta^3 + 2}\right) \right]};$$

where $r = 1, 2, 3, \ldots$, and $\theta > 0$.

From (12), $\mu'_{[r]} = E(X^r)$, we obtained the mean and variance of TI distri-
bution, i.e., respectively,

\[
E(X) = \frac{\theta^3 + 6}{\theta(\theta^3 + 2)} \left[ \left( 1 + \frac{\theta_a(\theta_a + 2)}{\theta^3 + 2} \right) e^{-\theta_a} - \left( 1 + \frac{\theta_b(\theta_b + 2)}{\theta^3 + 2} \right) e^{-\theta_b} \right],
\]

\[
V(X) = \frac{2(\theta^3 + 12)}{\theta^2(\theta^3 + 2)^2} \left[ \left( 1 + \frac{\theta_a(\theta_a + 2)}{\theta^3 + 2} \right) e^{-\theta_a} - \left( 1 + \frac{\theta_b(\theta_b + 2)}{\theta^3 + 2} \right) e^{-\theta_b} \right]^2 \times \left\{ 2(\theta^3 + 12)(\theta^3 + 2) \left[ \left( 1 + \frac{\theta_a(\theta_a + 2)}{\theta^3 + 2} \right) e^{-\theta_a} - \left( 1 + \frac{\theta_b(\theta_b + 2)}{\theta^3 + 2} \right) e^{-\theta_b} \right] - \left( \theta^3 + 6 \right)^2 \right\}. \quad (13)
\]

### 3.2.2. Survival and hazard functions

The survival function, \( S(x) \), is the probability that a subject survives longer than time \( x \). Suppose \( X \) is a lifetime random variable representing the time until a specified event of interest is occurred, then the survival function of \( X \) is defined as \( S(x) = 1 - F(x) \). From Eq.11, the survival function of TI distribution is

\[
S(x; \theta, a, b) = 1 - \left( 1 + \frac{\theta_a(\theta_a + 2)}{\theta^3 + 2} \right) e^{-\theta_a} - \left( 1 + \frac{\theta_b(\theta_b + 2)}{\theta^3 + 2} \right) e^{-\theta_b}.
\]

Consequently, the ratio of pdf and survival function, is given by \( h(x) = f(x)/S(x) \), which is called the hazard function. From the pdf in (10) and the survival function in (14), we have

\[
h(x; \theta, a, b) = \frac{\theta^3(\theta + x^2)}{(1 + \frac{\theta x(x + 2)}{\theta^3 + 2}) e^{-\theta x}} - \left( 1 + \frac{\theta b(\theta b + 2)}{\theta^3 + 2} \right) e^{-\theta_b}.
\]

### 3.3. Maximum likelihood estimation

Let \( X_1, X_2, \ldots, X_n \) be a random sample sized \( n \) from TI(\( \theta, a, b \)). Then the log likelihood function is given by

\[
\log L = \prod_{i=1}^{n} \log f(x_i; \theta, a, b)
= 3n \log(\theta) + \sum_{i=1}^{n} \log(\theta + x_i^2) - \theta \sum_{i=1}^{n} x_i - n \log(\theta^3 + 2)
\]
Figure 1: Some plots of pdf and cdf of $X$ for $X \sim \text{TI}(\theta, a, b)$ and specified the values of $\theta$, $a$ and $b$. 
\[- \log \left( (1 + \frac{\theta a(\theta a + 2)}{\theta^3 + 2}) e^{-\theta a} - (1 + \frac{\theta b(\theta b + 2)}{\theta^3 + 2}) e^{-\theta b} \right).\]

For \( \hat{a} = \min(x) \) and \( \hat{b} = \max(x) \), the maximum likelihood estimated value of parameter \( \theta \) is obtained by \( \hat{\theta} = \frac{\partial \log L}{\partial \theta} = 0 \), which the expression is not in closed form. This work is introduced the numerical optimization with \texttt{nlm} function of \texttt{stat} package [13, 14] in R [15] that to estimate the parameters of TI distribution.

### 3.3.1. R code for MLE of TI parameters

```r
library(stats)
logTI<-function(x,t){
  theta<-t[1]; a<-min(x); b<-max(x)
  prob<-((theta^3)/(theta^3+2)*(theta+x^2)*exp(-theta*x))
  /((1+(theta*a*(theta*a+2))/(theta^3+2))*exp(-theta*a)
  -(1+(theta*b*(theta*b+2))/(theta^3+2))*exp(-theta*b))
  lpdf1<-log(prob)
  loglike<--sum(lpdf1)
  return(loglike)
}
out<-nlm(logTI,x=x,c(0.01))
```

### 3.4. Application study

The goodness of fit of TI distribution has been done on several lifetime data sets. In this section, we present the goodness of fit of proposed distribution using maximum likelihood estimate of the parameter on two data sets and the fit has been compared with Ishita, exponential, and Lindley distributions. The real data set, the strength data of glass of the aircraft window [16] is considered as follows: 18.83, 20.80, 21.657, 23.03, 23.23, 24.05, 24.321, 25.50, 25.52, 25.80, 26.69, 26.77, 26.78, 27.05, 27.67, 29.90, 31.11, 33.20, 33.73, 33.89, 34.76, 35.75, 35.91, 36.98, 37.08, 37.09, 39.58, 44.045, 45.29, 45.381.

The distribution selection is carried out that is using the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), which are given respectively as follows: \( \text{AIC} = -2 \log L + 2k \) and \( \text{BIC} = -2 \log L + k \log(n) \), where \( \log L \) denotes the log-likelihood function evaluated at the maximum likelihood estimates of the parameters, \( k \) is the parameter number of any distributions, and \( n \) is the sample size. In addition, we used Kolmogorov-Smirnov (K-S) test, \( \text{K-S} = \sup_x |F_n(x) - F_0(x)| \) where \( F_n(x) \) and \( F_0(x) \) are the empirical distribu-
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Figure 2: Plots among histogram of the strength data of the glass of the aircraft window and the theoretical pdf of distributions.

For testing the goodness of fit test (minimum of K-S values) in this data set, the observations about strength data of glass of the aircraft window is distributed as close to the TI distribution, which it has \( \hat{\theta} = 0.0883, \hat{a} = 18.83 \), and \( \hat{b} = 45.381 \), greater than the Ishita, Lindley, and exponential distributions, respectively. Moreover, the proposed distribution has the minimum value of AIC and BIC when it compares the other distributions.

Table 1: Maximum likelihood estimates of the parameter in each distributions for glass of the aircraft window.

| Distributions | TI   | Ishita | Exponential | Lindley |
|---------------|------|--------|-------------|---------|
| \( \hat{\theta} \) | 0.0883 | 0.0974 | 0.0325 | 0.0630 |
| \(-2 \log L\) | 115.9686 | 154.4796 | 274.5288 | 253.9884 |
| AIC           | 117.9686 | 156.4796 | 276.5288 | 255.9884 |
| BIC           | 119.4025 | 157.9136 | 277.9628 | 257.4224 |
| K-S           | 0.1115 | 0.2984 | 0.4586 | 0.3655 |
4. Conclusion

This paper is proposed a truncated version of Ishita distribution, which is called the truncated Ishita (TI) distribution. The probability functions, i.e., the probability density function, cumulative density function, moments, survival function, and hazard function, are introduced. The unknown parameter of TI distribution is estimated by using the maximum likelihood estimation, and R code to estimate the parameter is presented. Finally, the proposed distribution has been fitted with the real data to illustrate the usefulness of distribution, and it compares among the other distribution, i.e., Ishita, exponential, Lindley distributions.
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