STRONG ASYMPTOTICS FOR BERGMAN POLYNOMIALS
OVER DOMAINS WITH CORNERS

NIKOS STYLIANOPOULOS

Abstract. Let $G$ be a bounded simply-connected domain in the complex plane $\mathbb{C}$, whose boundary $\Gamma := \partial G$ is a Jordan curve, and let $\{p_n\}_{n=0}^{\infty}$ denote the sequence of Bergman polynomials of $G$. This is defined as the sequence
$$p_n(z) = \lambda_n z^n + \cdots, \quad \lambda_n > 0, \quad n = 0, 1, 2, \ldots,$$
of polynomials that are orthonormal with respect to the inner product
$$\langle f, g \rangle := \int_G f(z)\overline{g(z)}dA(z),$$where $dA$ stands for the area measure.

The aim of the paper is to establish the strong asymptotics for $p_n$ and $\lambda_n$, $n \in \mathbb{N}$, under the assumption that $\Gamma$ is piecewise analytic. This complements an investigation started in 1923 by T. Carleman, who derived the strong asymptotics for domains with analytic boundaries and carried over by P.K. Suetin in the 1960’s, who established them for domains with smooth boundaries.

1. Introduction and main results

Let $G$ be a bounded simply-connected domain in the complex plane $\mathbb{C}$, whose boundary $\Gamma := \partial G$ is a Jordan curve and let $\{p_n\}_{n=0}^{\infty}$ denote the sequence of Bergman polynomials of $G$. This is defined as the sequence of polynomials
$$p_n(z) = \lambda_n z^n + \cdots, \quad \lambda_n > 0, \quad n = 0, 1, 2, \ldots,$$(1.1)that are orthonormal with respect to the inner product
$$\langle f, g \rangle := \int_G f(z)\overline{g(z)}dA(z),$$where $dA$ stands for the area measure. (As usual, we set $\|f\|_{L^2(G)} := \langle f, f \rangle^{1/2}$.)

Let $\Omega := \mathbb{C}\setminus \overline{G}$ denote the complement of $\overline{G}$ and let $\Phi$ denote the conformal map $\Omega \to \Delta := \{w : |w| > 1\}$, normalized so that near infinity
$$\Phi(z) = \gamma z + \gamma_0 + \frac{\gamma_1}{z} + \frac{\gamma_2}{z^2} + \cdots, \quad \gamma > 0.$$(1.2)
Finally, let $\Psi := \Phi^{-1} : \Delta \to \Omega$ denote the inverse conformal map. Then,
\[
\Psi(w) = bw + b_0 + \frac{b_1}{w} + \frac{b_2}{w^2} + \cdots, \quad |w| > 1,
\]
(1.3)
where $b = 1/\gamma$ gives the (logarithmic) capacity $\text{cap}(\Gamma)$ of $\Gamma$.

The main purpose of the paper is to establish the strong asymptotics of the leading coefficients \{\lambda_n\}_{n \in \mathbb{N}} and the Bergman polynomials \{p_n\}_{n \in \mathbb{N}}, in $\Omega$, for non-smooth boundary $\Gamma$. We do this under the assumption that $\Gamma$ is piecewise analytic without cusps, i.e., without zero or $2\pi$ angles. Thus, we allow $\Gamma$ to have corners. In this sense, our results complement an investigation started by T. Carleman [6] in 1923, who derived the strong asymptotics under the assumption that $\Gamma$ is analytic, and was carried over by P.K. Suetin [31] in the 1960’s, who verified them for smooth $\Gamma$. As it turns out, the techniques employed in both [6] and [31] are tied to the specific properties that characterize the mapping functions $\Phi$ and $\Psi$ when $\Gamma$ is analytic, or smooth, and therefore they are not suitable to treat domains with corner. To overcome this, we develop what we believe to be a novel approach. This approach involves, in particular, new techniques from the theory of quasiconformal mapping and a new sharp estimate concerning the growth of polynomials outside domains with corners.

Our main results are the following three theorems.

**Theorem 1.1.** Assume that the boundary $\Gamma$ of $G$ is piecewise analytic without cusps. Then, for any $n \in \mathbb{N},$
\[
\frac{n+1}{\pi} \gamma^{2(n+1)} \lambda_n^2 = 1 - \alpha_n,
\]
(1.4)
where
\[
0 \leq \alpha_n \leq c_1(\Gamma) \frac{1}{n},
\]
(1.5)

**Theorem 1.2.** Under the assumptions of Theorem 1.1 for any $n \in \mathbb{N},$
\[
p_n(z) = \sqrt{\frac{n+1}{\pi}} \Phi^n(z) \Phi'(z) \{1 + A_n(z)\}, \quad z \in \Omega,
\]
(1.6)
where
\[
|A_n(z)| \leq \frac{c_2(\Gamma)}{\text{dist}(z, \Gamma) |\Phi'(z)|} \left( \frac{1}{\sqrt{n}} + c_2(\Gamma) \frac{1}{n} \right).
\]
(1.7)

Above and in the sequel we use $c(\Gamma), c_1(\Gamma), c_2(\Gamma)$, e.t.c., to denote non-negative constants that depend only on $\Gamma$. We also use $\text{dist}(z, B)$ to denote the (Euclidian) distance of $z$ from a set $B$ and call the quantities $\alpha_n$ and $A_n(z)$, defined by (1.4) and (1.6), as the strong asymptotic errors associated with $\lambda_n$ and $p_n(z)$, respectively.

From (1.7) and the well-known distortion property of conformal mappings
\[
\text{dist}(\Phi(z), \partial \Omega) \leq 4 \text{dist}(z, \Gamma) |\Phi'(z)|, \quad z \in \Omega,
\]
(1.8)
see e.g. [3, p. 23], we arrive at another estimate of \( A_n(z) \), which does not involve the derivative of \( \Phi \):

\[
|A_n(z)| \leq \frac{c_3(\Gamma)}{\Phi(z)} - 1 \frac{1}{\sqrt{n}} + c_2(\Gamma) \frac{1}{n}, \quad z \in \Omega.
\] (1.9)

A partial answer regarding the sharpness of the exponent 1 of \( n \) in (1.5) is provided by the next theorem. This theorem is established under the assumption that \( \Gamma \) belongs to a broader class of Jordan curves than the one appearing in Theorem 1.1, namely the class of quasiconformal curves. We recall that a Jordan curve \( \Gamma \) is quasiconformal if there is a constant \( M \) such that,

\[
\text{diam}\Gamma(z, \zeta) \leq M|z - \zeta|, \text{ for all } z, \zeta \in \Gamma,
\]

where \( \Gamma(z, \zeta) \) is the arc (of smaller diameter) of \( \Gamma \) between \( z \) and \( \zeta \). In connection with the assumptions of Theorem 1.1 we also recall that a piecewise analytic Jordan curve is quasiconformal if and only if has no cusps. The assumption that \( \Gamma \) is quasiconformal ensures the existence of a \( K \)-quasiconformal reflection \( y(z) \), for some \( K \geq 1 \), characterized by the properties (A1)–(A4) in Section 5.1. All our estimates derived under this assumption are given in terms of the constant

\[
k := \frac{(K - 1)}{(K + 1)},
\] (1.10)

which in the sequel we refer to as a reflection factor of \( \Gamma \). We note that \( 0 \leq k < 1 \), with \( k = 0 \) if \( \Gamma \) is a circle.

In the next theorem we require that \( \Gamma \) is quasiconformal and rectifiable. (Note that there are examples of non-rectifiable quasiconformal curves. However, any quasiconformal curve has zero area.) Our result shows that the strong asymptotic error \( \alpha_n \) cannot decay faster than \((n + 1)|b_{n+1}|^2\), where \( b_{n+1} \) is the coefficient of \( 1/w^{n+1} \) in the Laurent series expansion (1.3) of \( \Psi(w) \).

**Theorem 1.3.** Assume that \( \Gamma \) is quasiconformal and rectifiable. Then, for any \( n \in \mathbb{N} \),

\[
\alpha_n \geq \frac{\pi (1 - k^2)}{A(G)} (n + 1) |b_{n+1}|^2,
\] (1.11)

where \( A(G) \) denotes the area of \( G \) and \( k \) is a reflection factor of \( \Gamma \).

Theorem 1.3 provides, in addition, a link between the problems of estimating the error in the strong asymptotics for \( \lambda_n \) and that of estimating coefficients in the well-known class \( \Sigma \), of functions analytic and univalent in \( \Delta \setminus \infty \), having a Laurent series expansion of the form (1.3) with \( b = 1 \). This latter is one of the best-studied problems in Geometric Function Theory.

In view of Theorem 1.3 to show that the estimate (1.5) is sharp, it is sufficient to find an example where \( b_n \geq c_4/n \), for some large \( n \). This is tricky, because if the Faber operator of \( G \) is bounded, as it would be when \( \Gamma \) is, for instance, piecewise analytic (even with cusps), then \( b_n \leq c_5/n, \) for
any $n \in \mathbb{N}$, see [13]. Here, we offer two examples supporting the hypothesis that $O(1/n)$ in (1.5) cannot be improved.

The first example is based on a Jordan curve constructed by Clunie in [7], for which the sequence $\{n \beta_n\}_{n \in \mathbb{N}}$ is unbounded. More precisely, for some $\varepsilon > 0$ and some subsequence $\mathcal{N}$ of $\mathbb{N}$,

$$n |\beta_n| \geq n^\varepsilon, \quad n \in \mathcal{N}. \quad (1.12)$$

It was shown by Gaier in [13, § 4.2] that Clunie’s curve is, eventually, quasiconformal.

The second example is generated by the function $\Psi(w) = w + \frac{1}{nw}$. For any $n \geq 2$, this $\Psi$ maps $\Delta$ conformally onto the exterior of a $(n+1)$-cusped hypocycloid $Y_{n+1}$, which is a piecewise analytic Jordan curve with all interior angles equal to zero, and thus not a quasiconformal curve. Nevertheless, for each $n \geq 2$, $Y_{n+1}$ provides an example where $\beta_n = 1/n$.

To support further the sharpness claim we add that there is strong numerical evidence suggesting $\alpha_n \asymp 1/n$, $n \in \mathbb{N}$, whenever $\Gamma$ has corners. Based on such evidence, we have conjectured the strong asymptotics for non-smooth domains in [4, pp. 520–521].

The first ever result regarding the strong asymptotics of $\{\lambda_n\}_{n \in \mathbb{N}}$ and $\{p_n\}_{n \in \mathbb{N}}$ was derived by Carleman in [6], for domains bounded by analytic Jordan curves. In this case the conformal map $\Phi$ has an analytic and one-to-one continuation across $\Gamma$ inside $G$.

**Theorem** (Carleman [6]). Let $L_R$ to denote the level curve $\{z : |\Phi(z)| = R\}$ and assume that $\rho < 1$ is the smallest index for which $\Phi$ is conformal in the exterior of $L_\rho$. Then, for any $n \in \mathbb{N}$,

$$0 \leq \alpha_n \leq c_6(\Gamma) \rho^{2n} \quad (1.13)$$

and

$$|A_n(z)| \leq c_7(\Gamma) \sqrt{n} \rho^n, \quad z \in \overline{\Omega}. \quad (1.14)$$

The next major step in removing the analyticity assumption on $\Gamma$ was taken by P.K. Suetin in the 1960’s. For his results, Suetin requires that the boundary curve $\Gamma$ belongs to a smoothness class $C(p, \alpha)$. This means that $\Gamma$ is defined by $z = g(s)$, where $s$ denotes arclength, with $g^{(p)} \in \text{Lip}_\alpha$, for some $p \in \mathbb{N}$ and $0 < \alpha < 1$. In this case both $\Phi$ and $\Psi := \Phi^{-1}$ are $p$ times continuously differentiable in $\overline{\Omega} \setminus \{\infty\}$ and $\overline{\Delta} \setminus \{\infty\}$ respectively, with $\Phi^{(p)}$ and $\Psi^{(p)} \in \text{Lip}_\alpha$. A typical result goes as follows:

**Theorem** (Suetin [31], Thms 1.1 & 1.2). Assume that $\Gamma \in C(p+1, \alpha)$, with $p + \alpha > 1/2$. Then, for any $n \in \mathbb{N}$,

$$0 \leq \alpha_n \leq c_8(\Gamma) \frac{1}{n^{2(p+\alpha)}} \quad (1.15)$$

and

$$|A_n(z)| \leq c_9(\Gamma) \log \frac{n}{n^{p+\alpha}}, \quad z \in \overline{\Omega}. \quad (1.16)$$
Remark 1.1. The results of Carleman and Suetin given above, in conjunction with Theorem 1.3, yield at once estimates for the decay of the coefficients $b_n$, depending on the degree of analyticity or smoothness of $\Gamma$. For example, under the assumptions of Suetin, for any $n \in \mathbb{N}$,

$$|b_n| \leq c_{10}(\Gamma) \frac{1}{n^{p+\alpha+\frac{1}{2}}}.$$ 

Strong asymptotics for $\lambda_n$ and $p_n$ were also derived by E.R. Johnston in his Ph.D. thesis [16]. These asymptotics, however, were established under analytic assumptions on certain functions related with the conformal maps $\Phi$ and $\Psi$ (as compared to the geometric assumptions on $\Gamma$, in the theorems of Carleman and Suetin) and they do not provide the order of decay of the associated errors. An account of Johnston’s results can be found in [26].

Apart from the above, we cite the following representative works about strong asymptotics for complex orthogonal polynomials generated by measures supported on 2-dimensional subsets of $\mathbb{C}$: (a) Szegő’s book [32, Ch. XVI], for orthogonal polynomials with respect to the arclength measure (the so-called Szegő polynomials) on analytic Jordan curves; (b) Suetin’s paper [30], for weighted Szegő polynomials on smooth Jordan curves; (c) Widom’s paper [34] for weighted Szegő polynomials on systems of smooth Jordan curves and smooth Jordan arcs; (d) the recent paper [15], for Bergman polynomials on systems of smooth Jordan domains. This list is by no means complete. Nevertheless, we haven’t been able to trace in the literature a single result establishing strong asymptotics for orthogonal polynomials defined by measures supported on non-smooth domains, curves or arcs. In this connection, we note that the well-known approach that combines the Riemann-Hilbert reformulation of orthogonal polynomials of Fokas, Its and Kitaev [10, 11], with the method of steepest descent, introduced by Deift and Zhou [8], cannot be possibly applied to treat Bergman polynomials. This is so, because this approach produces, invariably, orthogonal polynomials that satisfy a finite-term recurrence relation and this is not the case with the Bergman polynomials, as Theorem 4.3 below shows.

By contrast, strong asymptotics for orthogonal polynomials on the real line, is a well-studied subject. From the vast bibliography available, we cite the recent breakthrough paper of Lubinsky [22], on universality limits for kernel polynomials.

The paper is organized as follows: In Section 2 we study the properties of Faber polynomials and state a number of results that yield immediately the proofs of the three main theorems. The main result of Section 3 is a sharp estimate that relates the growth of a polynomial in $\Omega$ to its $L^2$-norm in $G$. This estimate is essential for establishing Theorem 1.2. Section 4 contains a variety of applications of Theorems 1.1 and 1.2. Finally, in Section 5 we present the proofs of various statements in Sections 2 and 3.
2. Faber polynomials and proofs of the main results

The Faber polynomials \( \{F_n\}_{n=0}^\infty \) of \( G \) are defined as the polynomial part of the expansion of \( \Phi^n(z) \), \( n = 0, 1, \ldots \), near infinity. Therefore, from (1.2),

\[
\Phi^n(z) = F_n(z) - E_n(z), \quad z \in \Omega, \quad (2.1)
\]

where

\[
F_n(z) = \gamma^n z^n + \cdots, \quad (2.2)
\]
is the Faber polynomial of degree \( n \) and

\[
E_n(z) = c_1^{(n)} z + c_2^{(n)} z^2 + c_3^{(n)} z^3 + \cdots, \quad (2.3)
\]
is the singular part of \( \Phi^n(z) \). According to the asymptotics established by Carleman, the Bergman polynomial \( p_n(z) \) is related to \( \Phi^n(z) \Phi'(z) \). Consequently, we consider the polynomial part of \( \Phi^n(z) \Phi'(z) \), rather than that of \( \Phi^n(z) \), and we denote the resulting series by \( \{G_n\}_{n=0}^\infty \). \( G_n \) is the so-called Faber polynomial of the 2nd kind (of degree \( n \)) and satisfies

\[
\Phi^n(z) \Phi'(z) = G_n(z) - H_n(z), \quad z \in \Omega, \quad (2.4)
\]
with

\[
G_n(z) = \gamma^{n+1} z^n + \cdots, \quad (2.5)
\]
and

\[
H_n(z) = \frac{d_2^{(n)}}{z^2} + \frac{d_3^{(n)}}{z^3} + \frac{d_4^{(n)}}{z^4} + \cdots. \quad (2.6)
\]

It follows immediately from (2.1) and (2.4) that

\[
G_n(z) = \frac{F_{n+1}'(z)}{n+1} \quad \text{and} \quad H_n(z) = \frac{E_{n+1}'(z)}{n+1}. \quad (2.7)
\]

**Remark 2.1.** If \( \Gamma \) is rectifiable, then \( \Phi' \) belongs to the Smirnov class \( E^1(\Omega \setminus \{\infty\}) \). In addition, both \( \Phi' \) and \( \Psi' \) have non-tangential limits almost everywhere on \( \Gamma \) and \( \partial D \), respectively, and they are integrable with respect to the arclength measure; see e.g., [9 Ch. 10], [24 §6.3] or [17].

Assume now that the boundary \( \Gamma \) is rectifiable. For such boundary, Cauchy’s integral formula yields the following representations for the Faber polynomials and their associated singular parts:

\[
F_n(z) = \frac{1}{2\pi i} \int_\Gamma \frac{\Phi^n(\zeta)}{\zeta - z} d\zeta, \quad z \in G, \quad (2.8)
\]

\[
E_n(z) = \frac{1}{2\pi i} \int_\Gamma \frac{\Phi^n(\zeta)}{\zeta - z} d\zeta, \quad z \in \Omega, \quad (2.9)
\]

\[
G_n(z) = \frac{1}{2\pi i} \int_\Gamma \frac{\Phi^n(\zeta) \Phi'(\zeta)}{\zeta - z} d\zeta, \quad z \in G, \quad (2.10)
\]

and

\[
H_n(z) = \frac{1}{2\pi i} \int_\Gamma \frac{\Phi^n(\zeta) \Phi'(\zeta)}{\zeta - z} d\zeta, \quad z \in \Omega. \quad (2.11)
\]
Next, we single out three identities, valid for every \( m, n \in \mathbb{N} \), which we are going to use in the sequel:

\[
\int_{\Gamma} H_m(z) \Phi^{n+1}(z) \, dz = \int_{\Gamma} \Phi^m(z) \Phi'(z) \overline{E_{n+1}(z)} \, dz = 0, \tag{2.12}
\]

and

\[
\frac{1}{2\pi i} \int_{\Gamma} \Phi^m(z) \Phi'(z) \overline{\Phi^{n+1}(z)} \, dz = \delta_{m,n}, \tag{2.13}
\]

where \( \delta_{m,n} \) denotes Kronecker’s delta function. These identities can be verified easily by using a standard argument: Replace in the integrals \( \Gamma \) by some level line \( L_R = \{ z : |\Phi(z)| = R \} \), with \( R > 1 \). Next, make the change of variable \( w = \Phi(z) \), use the Laurent series expansion (1.3) for \( \Psi(w) \), apply the residue theorem and, finally, let \( R \to 1 \). For the first integral in (2.12) use, in addition, the fact that \( H_m(z) \) has a double zero at infinity.

With the help of \( G_n \) we define what turns out to be a central factor in our investigation:

\[
q_{n-1} := G_n - \gamma_n^{n+1} \frac{1}{\lambda_n} p_n, \quad n \in \mathbb{N}. \tag{2.14}
\]

This is a polynomial of degree at most \( n - 1 \), but it can be identical to zero, as the special case when \( G \) is a disk shows. By noting the relation

\[
p_n(z) = \frac{\lambda_n}{\gamma_{n+1}} \Phi^n(z) \Phi'(z) \left\{ 1 + \frac{H_n(z)}{\Phi^n(z) \Phi'(z)} - \frac{q_{n-1}(z)}{\Phi^n(z) \Phi'(z)} \right\}, \tag{2.15}
\]

which follows at once from (2.4) and (2.14) and is valid for any \( z \in \Omega \) (since \( \Phi'(z) \neq 0 \)), it is not surprising that we formulate our asymptotic results in terms of the following two sequences of nonnegative numbers:

\[
\beta_n := \frac{n + 1}{\pi} \|q_{n-1}\|_{L^2(G)}^2, \quad n \in \mathbb{N}, \tag{2.16}
\]

and

\[
\varepsilon_n := \frac{n + 1}{\pi} \int_{\Omega} |H_n(z)|^2 dA(z), \quad n \in \mathbb{N}. \tag{2.17}
\]

(Recall that \( H_n(z) = O(1/|z|^2) \), as \( z \to \infty \), hence the integral in (2.17) is finite for every \( n \).)

The proof of Theorems 1.1 and 1.2 amounts, eventually, to establishing the order of decay of the two sequences \( \{\beta_n\}_{n \in \mathbb{N}} \) and \( \{\varepsilon_n\}_{n \in \mathbb{N}} \). To this end, the following representation of \( \beta_n \) as a line integral will be helpful:

\[
\beta_n = \frac{1}{2\pi i} \int_{\Gamma} q_{n-1}(z) \overline{E_{n+1}(z)} \, dz. \tag{2.18}
\]

To derive (2.18), we use the orthogonality property of \( p_n \), the relations (2.3)–(2.7) and Green’s formula to conclude, in steps,

\[
\|q_{n-1}\|_{L^2(G)}^2 = \langle q_{n-1}, G_n - \gamma_n^{n+1} \frac{1}{\lambda_n} p_n \rangle = \langle q_{n-1}, G_n \rangle
\]

\[
= \int_G q_{n-1}(z) G_n(z) \, dA(z) = \frac{1}{n+1} \int_G q_{n-1}(z) \overline{F_{n+1}(z)} \, dA(z)
\]
\[ \frac{n+1}{\pi} \|q_{n-1}\|_{L^2(G)}^2 = \frac{1}{2\pi i} \int_{\Gamma} q_{n-1}(z) \overline{E_{n+1}(z)} \, dz + \frac{1}{2\pi i} \int_{\Gamma} q_{n-1}(z) \overline{\Phi_{n+1}(z)} \, dz \]

and the result then follows because the last integral vanishes, as it is easily seen by replacing \( \Phi_{n+1}(z) \) by \( 1/\Phi_{n+1}(z) \) and applying the residue theorem.

Using the fact that \( E_{n+1} \) is analytic in \( \Omega \), including \( \infty \), we obtain from (2.17) with the help of Green’s formula in the unbounded domain \( \Omega \) (hence the minus sign) a line integral representation for \( \varepsilon_n \) as well:

\[ \varepsilon_n = -\frac{1}{2\pi i} \int_{\Gamma} H_n(z) \overline{E_{n+1}(z)} \, dz. \] (2.19)

It turns out that the strong asymptotic error for the leading coefficient \( \lambda_n \) is quite simply the sum of \( \beta_n \) and \( \varepsilon_n \). (This, actually, explains the presence of the fractional term in the definition of \( \beta_n \) and \( \varepsilon_n \).)

**Lemma 2.1.** Assume that the boundary \( \Gamma \) of \( G \) is rectifiable. Then, for any \( n \in \mathbb{N} \),

\[ \frac{n+1}{\pi} \gamma^{2(n+1)} \frac{\lambda_n^2}{\pi^2} = 1 - (\beta_n + \varepsilon_n). \] (2.20)

**Proof.** By applying Green’s formula to \( \|G_n\|^2_{L^2(G)} \) and using (2.12), (2.13) and (2.19), it is not difficult to verify that,

\[ \|G_n\|^2_{L^2(G)} = \frac{\pi}{n+1} (1 - \varepsilon_n), \quad n \in \mathbb{N}. \] (2.21)

This relation was established in [16, p. 66] (for slightly different normalized Faber polynomials), and was reported in [26, p. 297]. It was also used in [31, pp. 12–13].

With (2.21) at hand, the result (2.20) emerges from (2.16), because

\[ \|G_n\|^2_{L^2(G)} = \|q_{n-1}\|^2_{L^2(G)} \frac{\gamma^{2(n+1)}}{\lambda_n} + \|q_{n-1}\|^2_{L^2(G)}, \] (2.22)

where we made use of Pythagoras’ theorem for the norm \( \| \cdot \|_{L^2(G)} \) and of the fact that \( p_n \) is the orthonormal polynomial of degree \( n \).

The proof of Theorem 1.1 will be an immediately consequence of Lemma 2.1 and the following two theorems.

**Theorem 2.1.** Assume that \( \Gamma \) is quasiconformal and rectifiable. Then, for any \( n \in \mathbb{N} \),

\[ 0 \leq \beta_n \leq \frac{k^2}{1 - k^2} \varepsilon_n, \] (2.23)

where \( k \) is a reflection factor of \( \Gamma \).
Note that $\beta_n$, $\varepsilon_n$ and $k$ vanish simultaneously if $\Gamma$ is a circle.

The next theorem is established for $\Gamma$ piecewise analytic without cusps. This means that $\Gamma$ consists of a finite number of analytic arcs, say $N$, that meet at corner points $z_j$, $j = 1, \ldots, N$, where they form exterior angles $\omega_j \pi$, with $0 < \omega_j < 2$.

**Theorem 2.2.** Assume that $\Gamma$ is piecewise analytic without cusps. Then, for any $n \in \mathbb{N}$,
\[ 0 \leq \varepsilon_n \leq c_1(\Gamma) \frac{1}{n}, \tag{2.24} \]
where $c_1(\Gamma)$ depends on $\Gamma$ only.

It is interesting to note the universality aspect in the estimate (2.24), in the sense that the geometry of $\Gamma$, as it is measured by the values of the angles $\omega_j \pi$, does not influence the way that $\varepsilon_n$ tends to zero. This is certainly out of the ordinary in approximation theoretical results involving domains with corners, and it can be contributed to the fact that the effect of $\omega_j$'s “cancels out” in the representation (2.11) of $H_n(z)$; cf., for instance, equation (5.9) below.

**Proof of Theorem 1.1.** The assumption of the theorem implies that $\Gamma$ is quasiconformal and rectifiable. Hence, as it was noted above, the result (1.5) follows by combining Lemma 2.1 with Theorems 2.1 and 2.2. \[\square\]

The proofs of Theorems 2.1 and 2.2 are given in Sections 5.1 and 5.2 respectively. Here we single out a simple consequence of the two estimates (2.23) and (2.24):

**Corollary 2.1.** Assume that $\Gamma$ is piecewise analytic without cusps. Then, for any $n \in \mathbb{N}$,
\[ \|q_{n-1}\|_{L^2(G)} \leq c_2(\Gamma) \frac{1}{n}, \tag{2.25} \]
where $c_2(\Gamma)$ depends on $\Gamma$ only.

The relation (2.15) shows that in order to derive the strong asymptotics for $p_n(z)$ in $\Omega$, we need suitable estimates for $q_{n-1}(z)$ and $H_n(z)$, $z \in \Omega$. For $q_{n-1}(z)$ this is provided by Lemma 3.1 below. Regarding $H_n(z)$, it follows easily from the representation (2.11) and Remark 2.1 that, for $\Gamma$ rectifiable,
\[ |H_n(z)| \leq \frac{c_3(\Gamma)}{\text{dist}(z, \Gamma)}, \quad z \in \Omega. \]

This is sufficient to yield $A_n(z) = O(1/n)$, for $z$ in $\Omega$. However, for the more explicit estimate (1.7) we need the following theorem, whose proof is given in Section 5.2.

**Theorem 2.3.** Assume that $\Gamma$ is piecewise analytic without cusps. Then, for any $n \in \mathbb{N}$,
\[ |H_n(z)| \leq \frac{c_4(\Gamma)}{\text{dist}(z, \Gamma)} \frac{1}{n}, \quad z \in \Omega, \tag{2.26} \]
where $c_4(\Gamma)$ depends on $\Gamma$ only.
Proof of Theorem 1.2. From Lemma 3.1 (with $P \equiv q_{n-1}$) and Corollary 2.1 we have

$$|q_{n-1}(z)| \leq \frac{c_5(\Gamma)}{\text{dist}(z, \Gamma)} \frac{1}{\sqrt{n}} |\Phi(z)|^{n}, \quad z \in \Omega. \quad (2.27)$$

The result then follows easily from (2.15) and (2.26), because Theorem 1.1 implies that

$$\frac{\lambda_n}{\gamma^{n+1}} = \sqrt{\frac{n+1}{\pi}} (1 + \xi_n), \quad n \in \mathbb{N}, \quad (2.28)$$

where

$$0 \leq \xi_n \leq c_6(\Gamma) \frac{1}{n}. \quad \square$$

The last result of this section provides a lower bound for $\varepsilon_n$ and yields immediately Theorem 1.3. Its own proof is given in Section 5.1.

Lemma 2.2. Assume that $\Gamma$ is quasiconformal. Then, for any $n \in \mathbb{N}$,

$$\varepsilon_n \geq \frac{\pi}{A(G)} \frac{1 - k^2}{(n+1)} |b_{n+1}|^2, \quad (2.29)$$

where $A(G)$ denotes the area of $G$ and $k$ is a reflection factor of $\Gamma$.

Proof of Theorem 1.3. From Lemma 2.1 it follows that

$$\alpha_n = \beta_n + \varepsilon_n.$$ 

Thus, (1.11) is a straight consequence of Lemma 2.2. \quad \square

3. POLYNOMIAL ESTIMATES

In the proof of Theorem 1.2 we required an estimate for the growth of the polynomial $q_{n-1}$ in $\Omega$, in terms of its $L^2$-norm in $G$. This is the purpose of the next lemma, where we use $P_n$ to denote the space of the polynomials of degree up to $n$.

Lemma 3.1. Assume that $\Gamma$ is quasiconformal and rectifiable. Then, for any $P \in P_n$,

$$|P(z)| \leq \frac{1}{\text{dist}(z, \Gamma) \sqrt{1 - k^2}} \sqrt{\frac{n+1}{\pi}} \|P\|_{L^2(G)} |\Phi(z)|^{n+1}, \quad z \in \Omega, \quad (3.1)$$

where $k$ is a reflection factor of $\Gamma$.

Regarding sharpness of the inequality (3.1), we note that the order $1/2$ of $n$ cannot be improved, as the strong asymptotics of Section 4 show. Also, the constant term is asymptotically optimal for $z \to \infty$, as the case $P(z) = z^n$, with $G = \mathbb{D}$ (hence $k = 0$) shows.

Lemma 3.1 should be compared with the following well-known result that gives the growth of a polynomial in terms of its uniform norm on $\overline{G}$, denoted here by $\|P\|_{\overline{G}}$: 
Lemma (Bernstein-Walsh). For any \( P \in \mathbb{P}_n \),

\[
|P(z)| \leq \|P\|_{G} |\Phi_z(n)|^{n}, \quad z \in \Omega. \tag{3.2}
\]

We note that the inequality (3.2) is valid under more general assumption for \( G \); cf. e.g. [28, p. 153]. We also note the following norm comparison result, which was derived by Suetin in [31, p. 38] under the assumption \( \Gamma \) is smooth:

\[
\|P\|_{G} \leq c(\Gamma) (n + 1) \|P\|_{L^2(G)}. \tag{3.3}
\]

To stress the importance of Lemma 3.1 for our work here, we observe that the combination of (3.2) with (3.3) yields an estimate for the growth of \( P \) in \( \Omega \) which is \( O(n) \), rather than \( O(\sqrt{n}) \), and this is just not adequate for establishing the strong asymptotics for \( p_n \), even for \( \Gamma \) smooth; see for details the proof of Theorem 1.2.

We turn, now, our attention to the decay of \( p_n(z) \) in \( G \), for \( \Gamma \) piecewise analytic, and present results for \( z \in B \), where \( B \) is a compact subset of \( G \). (Below we use \( c_j(\Gamma, B) \) to denote constants that depend only on \( \Gamma \) and \( B \)). Before that, we note an estimate for the decay of the derivative of the Faber polynomials:

\[
|F'_{n+1}(z)| \leq c_1(\Gamma, B) \frac{1}{n^{\omega}}, \quad z \in B, \tag{3.4}
\]

where \( \omega \pi \) is the smallest exterior angle of \( \Gamma \); see [14, p. 223]. This, in view of (2.7), gives immediately,

\[
|G_n(z)| \leq c_2(\Gamma, B) \frac{1}{n^{\omega+1}}, \quad z \in B. \tag{3.5}
\]

This latter inequality leads to an estimate of the decay of \( p_n \) on \( B \). Indeed, from [12, Lem. 1, p. 4] we have,

\[
|q_{n-1}(z)| \leq \frac{\|q_{n-1}\|_{L^2(G)}}{\sqrt{\pi \text{dist}(z, \Gamma)}}, \quad z \in G,
\]

and this in conjunction with (2.11), (2.25), (2.28) and (3.5) leads to following:

Lemma 3.2. Assume that \( \Gamma \) is piecewise analytic without cusps. Then, for any \( n \in \mathbb{N} \),

\[
|p_n(z)| \leq c_3(\Gamma, B) \frac{1}{n^{1/2}}, \quad z \in B. \tag{3.6}
\]

The result of Lemma 3.2 should be combined with an estimate derived in [23, p. 530]. That is, for any \( n \in \mathbb{N} \),

\[
|p_n(z)| \leq c_4(\Gamma, B) \frac{1}{n^{s}}, \quad z \in B, \tag{3.7}
\]

where \( s := \min_{1 \leq j \leq N} \{\omega_j/(2 - \omega_j)\} \). In particular, if \( \omega_j < 2/3 \), for some \( j \), then (3.6) is better than (3.7).

Regarding sharpness of the exponent of \( n \) in (3.6), we emphasize the following result of [23, p. 531]: If not all interior angles of \( \Gamma \) are of the form \( \pi/m \), \( m \in \mathbb{N} \), and if we disregard in the definition of \( s \) angles of this form,
should there exists, then for any \( \epsilon > 0 \), there is a subsequence \( \mathcal{N}_\epsilon \subset \mathbb{N} \), such that for any \( n \in \mathcal{N}_\epsilon \),
\[
|p_n(z)| \geq c_5(\Gamma, B) \frac{1}{n^{s+1/2+\epsilon}}, \quad z \in B. \]

4. Applications

Strong asymptotics for orthogonal polynomials with respect to measures supported on the real line play a central role in the development of the theory of orthogonal polynomials in \( \mathbb{R} \). This we expect to be the case for Bergman polynomials also. Accordingly, in this section we show how Theorems 1.1 and 1.2 can be used in order to refine: (a) two classical result on the distribution of zeros and the weak asymptotics of \( \{p_n\}_{n \in \mathbb{N}} \); (b) two recent results on recurrence relations and the algebraicity of solutions of the Dirichlet problem.

4.1. Zeros of the Bergman polynomials. A well-known result of Fejér asserts that all the zeros of \( \{p_n\}_{n \in \mathbb{N}} \), are contained on the convex hull \( \text{Co}(\overline{G}) \) of \( \overline{G} \). This was refined by Saff [27] to the interior of \( \text{Co}(\overline{G}) \). To the above it should be added a result of Widom [33] to the effect that, on any closed subset \( B \) of \( \Omega \cap \text{Co}(\overline{G}) \) and for any \( n \in \mathbb{N} \), the number of zeros of \( p_n \) on \( B \) is bounded independently of \( n \). This of course, doesn’t preclude the possibility that, if \( B \neq \emptyset \), \( p_n \) has a zero on \( B \), for every \( n \in \mathbb{N} \). Our result, which is a simple consequence of Theorem 1.2, shows that, under an additional assumption on \( \partial G \), the zeros of the sequence \( \{p_n\}_{n \in \mathbb{N}} \) cannot be accumulated in \( \Omega \).

**Theorem 4.1.** Assume that \( \Gamma \) is piecewise analytic without cusps. Then, for any closed set \( B \subset \Omega \), there exists \( n_0 \in \mathbb{N} \), such that for \( n \geq n_0 \), \( p_n \) has no zeros on \( B \).

4.2. Weak asymptotics. The next theorem shows how an important result of Stahl and Totik [29, Thm 3.2.1(ii)], regarding the \( n \)-th root behavior of \( \{p_n\}_{n \in \mathbb{N}} \) in \( \Omega \), can be made more precise, under an additional assumption on the boundary. Its proof follows easily after utilizing Theorem 4.1 into [28, Thm III.4.7].

**Theorem 4.2.** Assume that \( \Gamma \) is piecewise analytic without cusps. Then,
\[
\lim_{n \to \infty} |p_n(z)|^{1/n} = |\Phi(z)|, \quad z \in \Omega.
\]

For an account on the weak asymptotics for Bergman polynomials defined by more general sets we refer to [15, Prop. 3.1].

4.3. Ratio asymptotics. Here, we derive the ratio asymptotics as a straight consequence of Theorems 1.1 and 1.2. Thus, we are obliged to assume that \( \Gamma \) is piecewise analytic without cusps. However, we believe that the result of the next two corollaries remains valid under much weaker assumptions on \( \Gamma \).
Corollary 4.1. Assume that $\Gamma$ is piecewise analytic without cusps. Then, for any $n \in \mathbb{N}$,
\[
\sqrt{\frac{n+1}{n+2} \lambda_{n+1}} = \gamma + \varsigma_n,
\]
where
\[
|\varsigma_n| \leq c_1(\Gamma) \frac{1}{n}.
\]
(4.1)

Since $\text{cap}(\Gamma) = 1/\gamma$, (4.1) provides the means for computing approximations to the capacity of $\Gamma$, by using only the leading coefficients of the Bergman polynomials.

Corollary 4.2. Under the assumptions of Corollary 4.1 for any $z \in \Omega$ and sufficiently large $n \in \mathbb{N}$,
\[
\sqrt{\frac{n+1}{n+2} p_{n+1}(z)} = \Phi(z) \{1 + B_n(z)\},
\]
where
\[
|B_n(z)| \leq \frac{c_2(\Gamma)}{\text{dist}(z,\Gamma)|\Phi'(z)|} \frac{1}{\sqrt{n}} + c_2(\Gamma) \frac{1}{n}.
\]
(4.4)

Corollary 4.2 suggests a simple numerical method for computing approximations to the conformal map $\Phi(z)$, for $z \in \Omega$. This is quite appealing, in the sense that the Bergman polynomials alone suffice to provide approximations to both interior (via the well-known Bergman kernel method) and exterior conformal mapping associated with the same Jordan curve.

4.4. Finite recurrence relations and Dirichlet problems.

Definition 4.1. We say that the polynomials $\{p_n\}_{n=0}^\infty$ satisfy an $(M+1)$-term recurrence relation, if for any $n \geq M-1$,
\[
z p_n(z) = a_{n+1,n} p_{n+1}(z) + a_{n,n} p_n(z) + \cdots + a_{n-M+1,n} p_{n-M+1}(z).
\]

A direct application of the ratio asymptotics for $\{p_n\}_{n \in \mathbb{N}}$, given by Corollary 4.2, leads to the next two theorems. These refine, respectively, Theorems 2.2 and 2.1 of [19], in the sense that they weaken the $C^2$-smoothness assumption on $\Gamma$. For their proof, it is sufficient to note that: (a) the two theorems are equivalent to each other and (b) the reason for assuming that $\Gamma$ is $C^2$-smooth in Theorem 2.2 of [19] was to ensure the ratio asymptotics of the Bergman polynomials; see [19] §4 Rem. (i).

Theorem 4.3. Assume that $\Gamma$ is piecewise analytic without cusps. If the Bergman polynomials $\{p_n\}_{n=0}^\infty$ satisfy an $(M+1)$-term recurrence relation, with some $M \geq 2$, then $M = 2$ and $\Gamma$ is an ellipse.

Theorem 4.4. Let $G$ be a bounded simply-connected domain with Jordan boundary $\Gamma$, which is piecewise analytic without cusps. Assume that there
exists a positive integer $M := M(G)$ with the property that the Dirichlet problem
\[
\begin{aligned}
\Delta u &= 0 \quad \text{in } G, \\
u &= \overbar{z}^m z^n \quad \text{on } \Gamma,
\end{aligned}
\]
(4.5)
has a polynomial solution of degree $\leq m(M-1) + n$ in $z$ and of degree $\leq n(M-1) + m$ in $\overbar{z}$, for all positive integers $m$ and $n$. Then $\Gamma$ is an ellipse and $M = 2$.

Theorem 4.4 confirms a special case of the so-called Khavinson and Shapiro conjecture; see [18] for results reporting on the recent progress in this direction. We note that the equivalence between the two properties “the Bergman polynomials of $G$ satisfy a finite-term recurrence relation” and “any Dirichlet problem in $G$, with polynomial data, possesses a polynomial solution” was first established in [25].

5. Proofs

5.1. Quasiconformal boundary. Assume that $\Gamma$ is a quasiconformal curve. Our arguments in this subsection are based on the use of a $K$-quasiconformal reflection $y : \overbar{\mathbb{C}} \rightarrow \mathbb{C}$ defined, for some $K \geq 1$, by $\Gamma$ and a fixed point $a$ in $G$. The existence of such a reflection was established by Ahlfors in [1]. Below, we collect together some well-known properties of $y(z)$ which are important for our work and we refer to the two monographs [21] and [2, pp. 17–27, 108–109], for a concise account of basic results in quasiconformal mapping theory:

*Properties of quasiconformal reflection.*

(A1) $\overbar{y}$ is a $K$-quasiconformal mapping;

(A2) $y(z)$ is continuously differentiable in $\mathbb{C} \setminus \{\Gamma \cup \{a\}\}$;

(A3) $y(\Gamma) = \Omega$, $y(\overbar{\Omega}) = G$, $y(a) = \infty$ and $y(\infty) = a$;

(A4) $y(z) = z$, for every $z \in \Gamma$ and $y(y(z)) = z$, for all $z \in \mathbb{C}$.

From the property (A1) it follows that $y$ is a sense-reversing homeomorphism of $\overbar{\mathbb{C}}$ onto $\mathbb{C}$, satisfying almost everywhere in $\mathbb{C}$ that
\[
\left| \frac{y_z}{y_{\overbar{z}}} \right| = \left| \frac{\overbar{y}_{\overbar{z}}}{y_z} \right| \leq k = \frac{K - 1}{K + 1} < 1,
\]
(5.1)
where $y_z$ and $y_{\overbar{z}}$ denote the formal (complex) derivatives of $y$ with respect to $z$ and $\overbar{z}$ and $k$ is a reflection factor of $\Gamma$ with respect to $y$. Furthermore, it follows that $y(z)$ has $L^2$-derivatives in $\mathbb{C}$, in the sense that $y(z)$ is absolutely continuous on lines in $\mathbb{C}$ and belongs to the Sobolev space $W^{1,2}_{\text{loc}}$. Clearly, from (5.1), almost everywhere in $\mathbb{C}$,
\[
|y_{\overbar{z}}|^2 \leq \frac{-1}{1 - k^2} J(y(z)) \quad \text{and} \quad |y_z|^2 \leq \frac{-k^2}{1 - k^2} J(y(z)),
\]
(5.2)
where $J(y(z)) := |y_z|^2 - |y_\overline{z}|^2 \ (<0)$ is the Jacobian of the transformation $y : \mathbb{C} \to \mathbb{C}$. These two inequalities yield immediately, in view of 
(A3), that
$$
\int_{\Omega} |y_\overline{z}|^2 \, dA(z) \leq \frac{1}{1-k^2} A(G) \quad \text{and} \quad \int_{\Omega} |y_z|^2 \, dA(z) \leq \frac{k^2}{1-k^2} A(G). \quad (5.3)
$$

Proof of Theorem 2.1. From the properties of the quasiconformal reflection 
(A1)–(A4), in conjunction with the expansion (2.3), we see that $E_{n+1}(z)$ defines a continuous extension of $E_{n+1}(z)$ onto $G$, which has $L^2$-derivatives. Since $y(z) = z$, for $z \in \Gamma$, (2.18) can be written as
$$
\beta_n = \frac{1}{2\pi i} \int_{\Gamma} q_{n-1}(z) \left( E_{n+1} \circ y \right)(z) \, dz.
$$
Hence, by using Green’s formula we obtain,
$$
\beta_n = \frac{1}{\pi} \int_{G} \left[ q_{n-1}(z) \left( E_{n+1} \circ y \right)(z) \right]_w \, dA(z)
= \frac{1}{\pi} \int_{G} q_{n-1}(z) \left( E_{n+1} \circ y \right)(z) \, dA(z).
$$
Our task now is to find a suitable upper bound for the area integral above. For this, we use the Cauchy-Schwarz inequality and (5.2) to obtain
$$
\beta_n \leq \frac{1}{\pi} \left\| q_{n-1} \right\|_{L^2(G)} \left[ \frac{-k^2}{1-k^2} \int_{G} \left| E_{n+1}(y(z)) \right|^2 \, dA(z) \right]^{1/2}
= \frac{1}{\pi} \left\| q_{n-1} \right\|_{L^2(G)} \left[ \frac{k^2}{1-k^2} \int_{G} \left| E_{n+1}(z) \right|^2 \, dA(z) \right]^{1/2}
= \frac{n+1}{\pi} \left\| q_{n-1} \right\|_{L^2(G)} \left[ \frac{k^2}{1-k^2} \int_{G} \left| H_n(z) \right|^2 \, dA(z) \right]^{1/2},
$$
where we made use of $y(\Omega) = G$ and (2.7). The result (2.23) then follows from the definition of $\beta_n$ and $\varepsilon_n$ in (2.16) and (2.17). \hfill \Box

Proof of Lemma 2.2. The application of the residue theorem to the integral of $\Phi^{n+1}(z)$ over $L_R$, for some sufficiently large $R$, followed by the change of variable $z = \Psi(w)$, in conjunction with the expansions (2.3) and (1.3), shows that, for any $n \in \mathbb{N}$,
$$
c_1^{(n+1)} = (n+1)b_{n+1}.
$$
This, in view of (2.3) and (2.7) shows that near infinity,
$$
H_n(z) = -\frac{b_{n+1}}{z^2} + \frac{d_3^{(n+1)}}{z^3} + \cdots,
$$
and the application of [5, Thm 8, §6] (see also [2, Lem. 2.4.2]) leads to the expression
$$
b_{n+1} = \frac{1}{\pi} \int_{\Omega} H_n(z) y_\bar{z} \, dA(z). \quad (5.4)$$
Once more, the Cauchy-Schwarz inequality, followed by the first inequality in (5.3), yields
\[
\left| \int_{\Omega} H_n(z) y_n dA(z) \right| \leq \left[ \int_{\Omega} |H_n(z)|^2 dA(z) \right]^{1/2} \left[ \int_{\Omega} |y_n|^2 dA(z) \right]^{1/2}
\]
\[
\leq \left[ \int_{\Omega} |H_n(z)|^2 dA(z) \right]^{1/2} \left[ \frac{1}{1 - k^2} A(G) \right]^{1/2},
\]
and the required result emerges from (5.4) and the definition of \( \varepsilon_n \).

**Proof of Lemma 5.2.** Let \( P \in \mathbb{P}_n \) and fix \( z \in \Omega \). Then, the function \( P/\Phi^{n+1} \) is analytic in \( \Omega \), continuous on \( \Gamma = \partial \Omega \) and vanishes at \( \infty \). Hence, from Cauchy’s formula and the identity property (A4) of \( y(z) \) we have,
\[
P(z) = -\frac{1}{2\pi i} \int_{\Gamma} \frac{g(\zeta) d\zeta}{\Phi^{n+1}(\zeta)} = -\frac{1}{2\pi i} \int_{\Gamma} \frac{g(\zeta) d\zeta}{(\Phi^{n+1} \circ y)(\zeta)},
\]
where \( g(\zeta) := P(\zeta)/(\zeta - z) \). Now, the function \( 1/\Phi^{n+1} \circ y \) is continuous on \( \overline{G} \), and has \( L^2 \)-derivatives in \( G \). Hence, Green’s formula yields
\[
P(z) = \frac{n + 1}{\pi} \int_{\Omega} \frac{g(\zeta)}{(\Phi^{n+2} \circ y)(\zeta)} y_\nu dA(\zeta), \tag{5.5}
\]
where we made use of the fact that \( g \) is analytic on \( \overline{G} \). Next, using (5.2) we have:
\[
\int_{\Omega} \frac{\left| \Phi'(y(\zeta)) \right|^2 |y\nu|^2}{(\Phi^{n+2} \circ y)(\zeta)} dA(\zeta) \leq \frac{-1}{1 - k^2} \int_{\Omega} \frac{\left| \Phi'(y(\zeta)) \right|^2 |J(y(\zeta))|^2}{|\Phi^{n+2} \circ y(\zeta)|^2} dA(\zeta)
\]
\[
= \frac{1}{1 - k^2} \int_{\Omega} \frac{\left| \Phi'(t) \right|^2}{|\Phi^{n+2}(t)|^2} dA(t)
\]
\[
= \frac{1}{1 - k^2} \int_{\Delta} \frac{dA(w)}{|w^{n+2}|^2} = \frac{1}{1 - k^2} \frac{\pi}{(n + 1)}, \tag{5.6}
\]
Obviously,
\[
\int_{\Omega} |g(\zeta)|^2 dA(\zeta) \leq \frac{||P||_{L^2(G)}^2}{(\text{dist}(z, \Gamma))^2},
\]
and the result (3.1) follows from the application of the Cauchy-Schwarz inequality to the integral in (5.5).

**5.2. Piecewise analytic boundary.** We recall our assumption that \( \Gamma \) consists of \( N \) analytic arcs, that meet at corner points \( z_j, j = 1, \ldots, N \), where they form exterior angles \( \omega_j \pi \), with \( 0 < \omega_j < 2 \).

The basic idea underlying the work in this subsection is simple. Extend, using Schwarz reflection, \( \Phi \) across each arc of \( \Gamma \) inside \( G \), so that this extension is conformal in the exterior of a piecewise analytic Jordan curve \( \Gamma' \), which shares with \( \Gamma \) the same corners \( z_j \) and otherwise lies in \( G \). \( \Gamma' \) can
be chosen so that $\Phi$ is analytic on $\Gamma'$, apart from the corners $z_j$. (Hence, the four representations (2.8)–(2.11) remains valid if $\Gamma$ is deformed to $\Gamma'$.) Next, divide $\Gamma'$ into two parts: a part $l$ containing arcs emanating from the corners $z_j$, and a part $\tau$, containing the remainder of $\Gamma'$, so that there exists a compact set $B := B(\Gamma)$ of $G$ which includes $\tau$. When $\zeta \in \tau$, $\Phi(\zeta)^n$ decays geometrically to zero, i.e. $|\Phi(\zeta)|^n = O(\rho^n)$, for some $\rho := \rho(B) < 1$, and therefore its contribution is negligible, when compared with the contribution of $\Phi(\zeta)^n$, for $\zeta \in l$. To make things more precise, we assume (as we may) that $l$ is formed by linear segments, and we number those two meeting at $z_j$ by $l_i^j$, $i = 1, 2$; see Figure 1.

In the sequel, we make extensive use of the following four inequalities:

**Remark 5.1.** For any $\zeta \in l_i^j$ we have:

(i) $|\Phi(\zeta) - \Phi(z_j)| \geq c|\zeta - z_j|^{1/\omega_j}$;
(ii) $|\Phi'(\zeta)| \leq c|\zeta - z_j|^{1/\omega_j - 1}$;
(iii) $|\Phi(\zeta)| \leq 1 - c|\zeta - z_j|^{1/\omega_j}$;
(iv) $\text{dist}(\zeta, \Gamma) \geq c|\zeta - z_j|$.

(Above and in the remainder of the paper, we use the symbol $c$ generically in order to denote positive constants, possibly different ones, that depend on $\Gamma$ only.)
The inequalities (i) and (ii) emerge from Lehman’s asymptotic expansions of conformal mappings near an analytic corner \cite{20}. The third inequality follows from (i), because reflection preserves angles. Finally, (iv) is a simple fact of conformal mapping geometry.

Proof of Theorem 2.3. The proof goes along similar lines as those taken in \cite{14} for establishing an estimate for $F_n(z)$ of the form \eqref{3.4}, with one significant difference: Here, $z$ lies in $\Omega$, instead of $G$, and thus can tend to $\Gamma$ without need altering the curve $\Gamma'$. As a consequence, the set $B$ defined above, does not depend on $z$, and thus $\text{dist}(z, \tau) \geq \text{dist}(z, B) > \text{dist}(\Gamma, B) = c(\Gamma)$.

The details are as follows: From the discussion above we see that, for $z \in \Omega,

\begin{align*}
H_n(z) &= \frac{1}{2\pi i} \int_{\Gamma'} \frac{\Phi^n(\zeta)\Phi'(\zeta)}{\zeta - z} d\zeta \\
&= \frac{1}{2\pi i} \sum_j \int_{l_{1j} \cup l_{2j}} \frac{\Phi^n(\zeta)\Phi'(\zeta)}{\zeta - z} d\zeta + \frac{1}{2\pi i} \int_{\tau} \frac{\Phi^n(\zeta)\Phi'(\zeta)}{\zeta - z} d\zeta \\
&= \frac{1}{2\pi i} \sum_j \int_{l_{1j} \cup l_{2j}} \frac{\Phi^n(\zeta)\Phi'(\zeta)}{\zeta - z} d\zeta + O(\rho^n), \tag{5.7}
\end{align*}

for some $\rho < 1$, independent of $z$. Hence, we only need to estimate the integral

$$I_j := \int_{l_j} \frac{\Phi^n(\zeta)\Phi'(\zeta)}{\zeta - z} d\zeta.$$ 

Let $s$ denote the arclength on $l_j$ measured from $z_j$. Then, Remark 5.1 yields the following two inequalities. For any $\zeta \in l_j, \quad |\Phi(\zeta)| \leq 1 - cs^{1/\omega_j} < \exp(-cs^{1/\omega_j}) \quad \text{and} \quad |\Phi'(\zeta)| \leq cs^{1/\omega_j-1}. \tag{5.8}

Since $1/\omega_j > 1/2$, these imply

$$|I_j| \leq \frac{c}{\text{dist}(z, \Gamma)} \int_0^\infty e^{-cs^{1/\omega_j}} s^{1/\omega_j-1} ds = \frac{c\omega_j}{\text{dist}(z, \Gamma)} \frac{1}{n}, \tag{5.9}
$$

and the required estimate follows from (5.7). \qed

The next result is needed in establishing Theorem 2.2.

Lemma 5.1. With $\omega \in (0, 2]$ and $k \in \mathbb{N}$, set $\delta := k^{-\omega}$ and let

$$I(\omega, k) := \int_0^\delta \left[ \int_r^\infty e^{-ks^{1/\omega}} s^{1/\omega-2} ds \right]^2 r \, dr. \tag{5.10}
$$

Then,

$$I(\omega, k) \leq \frac{c}{k^2}. \tag{5.11}
$$

(In the statement and proof of Lemma 5.1, the positive constants $c$ depend on $\omega$ only.)
Proof. We consider separately the four complementary cases: (I) \( \omega = 1 \); (II) \( 0 < \omega < 1 \); (III) \( \omega = 2 \); (IV) \( 1 < \omega < 2 \).

Case (I). Note,
\[
I(1, k) = \int_0^\delta \left[ \int_r^\infty \frac{e^{-ks}}{s} ds \right]^2 r dr = \int_0^\delta E_1^2(kr) r dr,
\]
where \( E_1(x) \) denotes the exponential integral \( E_1(x) := \int_x^\infty t^{-1} e^{-t} dt \), with \( x > 0 \). Using the formula \( \int_0^\infty E_1^2(t) dt = 2 \log 2 \), we thus have
\[
I(1, k) \leq \delta \int_0^\delta E_1^2(kr) dr \leq \frac{\delta}{k} \int_0^\infty E_1^2(t) dt = \frac{c}{k^2}.
\]

Case (II). Now \( 1/\omega > 1 \). Consequently, for \( r > 0 \),
\[
\int_r^\infty e^{-ks^{1/\omega} s^{1-2/\omega}} ds \leq \int_0^\infty e^{-ks^{1/\omega} s^{1-2/\omega}} ds = \omega \Gamma(1 - \omega) k^{\omega - 1},
\]
where \( \Gamma(x) := \int_0^\infty t^{x-1} e^{-t} dt \) denotes the Gamma function with argument \( x > 0 \). This yields
\[
I(\omega, k) \leq \frac{\delta^2}{k^2(1-\omega)} = \frac{c}{k^2}.
\]

Case (III). We note first the formula, valid for \( r > 0 \),
\[
\int_r^\infty e^{-ks^{1/2} s^{-3/2}} ds = 2 \left( e^{-kr^{1/2} - k E_1(k r^{1/2})} \right).
\]
Therefore,
\[
I(2, k) < c \int_0^\infty e^{-2kr^{1/2}} dr + c k^2 \int_0^\infty E_1^2(kr^{1/2}) r dr = \frac{c}{k^2} + k^2 \frac{c}{k^4} = \frac{c}{k^2}.
\]

Case (IV). The result for \( 1 < \omega < 2 \) can be established as a special of \( \omega = 1 \) and \( \omega = 2 \). To see this, let \( h(\omega, s) := e^{-ks^{1/\omega} s^{1-2/\omega}} \) and split the integral from \( r \) to \( \infty \) in (5.10) into three parts:
\[
\int_r^\infty h(\omega, s) ds = \int_0^\delta h(\omega, s) ds + \int_\delta^1 h(\omega, s) ds + \int_1^\infty h(\omega, s) ds.
\]
Next, observe that if \( s \in (0, \delta) \cup (1, \infty) \), then \( h(\omega, s) \) is an increasing function of \( \omega \), hence \( h(\omega, s) \leq h(2, s) \). At the other hand, when \( s \in (\delta, 1) \), then \( h(\omega, s) \) is a decreasing function of \( \omega \), thus \( h(\omega, s) \leq h(1, s) \). These give,
\[
\int_r^\infty h(\omega, s) ds \leq \int_r^\infty e^{-ks^{1/2} s^{-3/2}} ds + \int_r^\infty \frac{e^{-ks}}{s} ds,
\]
and the result (5.11) follows easily by means of the estimates given Cases (I) and (III). \( \square \)
Proof of Theorem 2.2. We choose positive quantities 
\[ \delta_j = \delta_{n,j} := c n^{-\omega_j}, \quad j = 1, \ldots, N, \] (5.13) 
where \( c \) is small enough so that any two of the \( N \) domains \( \Omega^1_j := \{ z \in \Omega : |z - z_j| < \delta_j \} \), are disjoint from each other. Next, we split \( \Omega \) into two parts \( \Omega_1 \) and \( \Omega_2 \), where \( \Omega_1 := \cup_j \Omega^1_j \); see Figure 1.

Using the partition of \( \Omega \) into \( \Omega_1 \) and \( \Omega_2 \), and in view of (2.7), we can express \( \varepsilon_n \) as the sum 
\[ \varepsilon_n = \frac{n+1}{\pi} \int_{\Omega_1} |H_n(z)|^2 dA(z) + \frac{1}{\pi(n+1)} \int_{\Omega_2} |E'_{n+1}(z)|^2 dA(z) \]
\[ =: J_1(n) + J_2(n). \] (5.14)

Our task now is to show that both \( J_1(n) \) and \( J_2(n) \) are \( O(1/n) \).

Estimating \( J_1(n) \). Note that 
\[ T_j(n) := \int_{\Omega^1_j} |H_n(z)|^2 dA(z), \quad j = 1, \ldots, N. \]

With \( z \in \Omega^1_j \), set \( r := |z - z_j| \) and observe that, in view of Remark 5.1 (iv), \( |\zeta - z| \sim s + r \), if \( \zeta \in l^1_j \cup l^2_j \), while \( |\zeta - z| \geq c \), if \( \zeta \in l^1_k \cup l^2_k \), with \( k \neq j \), where, as above, \( s \) denote the arclength on \( l^j_i \) measured from \( z_j \).

Consequently, since \( \Omega^1_j \subset \{ z : |z - z_j| < \delta_j \} \), we have from (5.7) and (5.8):

\[ T_j(n) \leq c \int_{\delta_j}^{\infty} \left( \int_{0}^{\infty} e^{-c n s^{1/\omega_j} s^{1/\omega_j-1}} ds + \sum_{k \neq j} \int_{0}^{\infty} e^{-c n s^{1/\omega_k} s^{1/\omega_k-1}} ds \right)^2 r dr \]
\[ \leq c \int_{0}^{\delta_j} \left( \int_{0}^{\infty} e^{-c n s^{1/\omega_j} s^{1/\omega_j-1}} ds \right)^2 r dr + \frac{c}{n} \int_{0}^{\delta_j} r dr \]
\[ \leq c \int_{0}^{\delta_j} \left( \int_{0}^{r} e^{-c n s^{1/\omega_j} s^{1/\omega_j-1}} ds \right)^2 r dr + \frac{c}{n} \int_{0}^{\delta_j} r dr \]
\[ + c \int_{\delta_j}^{\infty} \left( \int_{r}^{\infty} e^{-c n s^{1/\omega_j} s^{1/\omega_j-2}} ds \right)^2 r dr + \frac{c}{n} \int_{\delta_j}^{\infty} r dr. \]

Now, we use the estimate 
\[ \int_{0}^{r} e^{-c n s^{1/\omega_j} s^{1/\omega_j-1}} ds \leq \frac{c}{n} (1 - e^{-c n r^{1/\omega_j}}) < c r^{1/\omega_j}, \]
and employ Lemma 5.1 to conclude that \( T_j(n) \leq c/n^2 \), which yields the required inequality 
\[ J_1(n) \leq \frac{c}{n}. \] (5.15)
Estimating $I_2(n)$. By using Cauchy’s integral formula for the derivative of $E_{n+1}$ and arguing as in the proof of Theorem 2.3 we have for $z \in \Omega$,

$$E_{n+1}'(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{\Phi^{n+1}(\zeta)}{(\zeta - z)^2} d\zeta = \frac{1}{2\pi i} \sum_j \int_{l_j^1 \cup l_j^2} \frac{\Phi^{n+1}(\zeta)}{(\zeta - z)^2} d\zeta + O(\rho^n), \quad (5.16)$$

for some $\rho < 1$, independent of $z$.

Now, when $z \in \Omega_2$ and $\zeta \in l_j^1 \cup l_j^2$, $j = 1, \ldots, N$, the triangle inequality and Remark 5.1 (iv) imply $|\zeta - z| \geq c|z - z_j|$. Therefore, by using (5.8) and working as above we have,

$$\left| \int_{l_j^1} \frac{\Phi^{n+1}(\zeta)}{(\zeta - z)^2} d\zeta \right| \leq \frac{c}{|z - z_j|^2} \int_0^{\infty} e^{-c|z - z_j|/\omega_j} ds = \frac{c \Gamma(\omega_j)}{|z - z_j|^2} \frac{1}{n^{\omega_j}}.$$

This, in conjunction with (5.16), leads to

$$\int_{\Omega_2} |E_{n+1}'(z)|^2 dA(z) \leq c \sum_j \frac{1}{n^{2\omega_j}} \int_{\Omega_2} \frac{dA(z)}{|z - z_j|^4}.$$

Furthermore, since $\Omega_2 \subset \{ z : |z - z_j| \geq \delta_j \}$, we have from (5.13),

$$\int_{\Omega_2} |E_{n+1}'(z)|^2 dA(z) \leq c \sum_j \frac{1}{n^{2\omega_j}} \int_{|z - z_j| > \delta_j} \frac{dA(z)}{|z - z_j|^4} = c \sum_j \frac{1}{n^{2\omega_j} \delta_j^4} = c,$$

and this yields the required estimate

$$I_2(n) \leq \frac{c}{n}, \quad (5.17)$$

We end, by remarking that any choice for $\delta_j$, other that (5.13), will result to weaker estimates for $\varepsilon_n$, as a comparison of (5.12) with (5.17) shows.

References

[1] L. V. Ahlfors, Quasiconformal reflections, Acta Math. 109 (1963), 291–301.
[2] V. V. Andrievskii, I. V. Beli, and V. K. Dzjadyk, Conformal invariants in constructive theory of functions of complex variable, Advanced Series in Mathematical Science and Engineering, vol. 1, World Federation Publishers Company, Atlanta, GA, 1995.
[3] V. V. Andrievskii and H.-P. Blatt, Discrepancy of signed measures and polynomial approximation, Springer Monographs in Mathematics, Springer-Verlag, New York, 2002.
[4] L. Baratchart, A. Martínez-Finkelshtein, D. Jimenez, D. S. Lubinsky, H. N. Mhaskar, I. Pritsker, M. Putinar, N. Stylianopoulos, V. Totik, P. Varju, and Y. Xu, Open problems in constructive function theory, Electron. Trans. Numer. Anal. 25 (2006), 511–525 (electronic).
[5] V. I. Belyi, Conformal mappings and approximation of analytic functions in domains with quasiconformal boundary, Math. USSR Sb. 31 (1977), 289–317.
[6] T. Carleman, Über die Approximation analytischer Funktionen durch lineare Aggregate von vorgegebenen Potenzen, Ark. Mat., Astr. Fys. 17 (1923), no. 9, 215–244.
[7] J. Clunie, On schlicht functions, Ann. of Math. (2) 69 (1959), 511–519.
[8] P. Deift and X. Zhou, A steepest descent method for oscillatory Riemann-Hilbert problems. Asymptotics for the MKdV equation, Ann. of Math. (2) 137 (1993), no. 2, 295–368.
[9] P. L. Duren, Theory of $H^p$ spaces, Pure and Applied Mathematics, Vol. 38, Academic Press, New York, 1970.
[10] A. S. Fokas, A. R. Its, and A. V. Kitaev, Discrete Painlevé equations and their appearance in quantum gravity, Comm. Math. Phys. 142 (1991), no. 2, 313–344.
[11] ———, The isomonodromy approach to matrix models in 2D quantum gravity, Comm. Math. Phys. 147 (1992), no. 2, 395–430.
[12] D. Gaier, Lectures on complex approximation, Birkhäuser Boston Inc., Boston, MA, 1987.
[13] ———, The Faber operator and its boundedness, J. Approx. Theory 101 (1999), no. 2, 265–277.
[14] ———, On the decrease of Faber polynomials in domains with piecewise analytic boundary, Analysis (Munich) 21 (2001), no. 2, 219–229.
[15] B. Gustafsson, M. Putinar, E. Saff, and N. Stylianopoulos, Bergman polynomials on an archipelago: Estimates, zeros and shape reconstruction, Advances in Math. 222 (2009), 1405–1460.
[16] E. R. Johnston, A study in polynomial approximation in the complex domain, Ph.D. thesis, University of Minnesota, March 1954.
[17] D. Khavinson, Remarks concerning boundary properties of analytic functions of $E_p$-classes, Indiana Univ. Math. J. 31 (1982), no. 6, 779–787.
[18] D. Khavinson and E. Lundberg, The search for singularities of solutions to the Dirichlet problem: recent developments, preprint: http://shell.cas.usf.edu/~dkhavins/publications.html.
[19] D. Khavinson and N. Stylianopoulos, Recurrence relations for orthogonal polynomials and algebraicity of solutions of the Dirichlet problem, Around the Research of Vladimir Maz’ya II, International Mathematical Series, vol. 12, Springer, (in press), pp. 219–228.
[20] R. S. Lehman, Development of the mapping function at an analytic corner, Pacific J. Math. 7 (1957), 1437–1449.
[21] O. Lehto and K. I. Virtanen, Quasiconformal mappings in the plane, second ed., Springer-Verlag, New York, 1973.
[22] D. S. Lubinsky, A new approach to universality limits involving orthogonal polynomials, Ann. of Math. (2), (in press).
[23] V. V. Maymeskul, E. B. Saff, and N. S. Stylianopoulos, $L^2$-approximations of power and logarithmic functions with applications to numerical conformal mapping, Numer. Math. 91 (2002), no. 3, 503–542.
[24] Ch. Pommerenke, Boundary behaviour of conformal maps, Fundamental Principles of Mathematical Sciences, vol. 299, Springer-Verlag, Berlin, 1992.
[25] M. Putinar and N. Stylianopoulos, Finite-term relations for planar orthogonal polynomials, Complex Anal. Oper. Theory 1 (2007), no. 3, 447–456.
[26] P. C. Rosenbloom and S. E. Warschawski, Approximation by polynomials, Lectures on functions of a complex variable, The University of Michigan Press, Ann Arbor, 1955, pp. 287–302.
[27] E. B. Saff, Orthogonal polynomials from a complex perspective, Orthogonal polynomials (Columbus, OH, 1989), Kluwer Acad. Publ., Dordrecht, 1990, pp. 363–393.
[28] E. B. Saff and V. Totik, *Logarithmic potentials with external fields*, Springer-Verlag, Berlin, 1997.
[29] H. Stahl and V. Totik, *General orthogonal polynomials*, Cambridge University Press, Cambridge, 1992.
[30] P. K. Suetin, *Fundamental properties of polynomials orthogonal on a contour*, Uspehi Mat. Nauk 21 (1966), no. 2 (128), 41–88.
[31] , *Polynomials orthogonal over a region and Bieberbach polynomials*, American Mathematical Society, Providence, R.I., 1974.
[32] G. Szegő, *Orthogonal polynomials*, fourth ed., American Mathematical Society, Providence, R.I., 1975, American Mathematical Society, Colloquium Publications, Vol. XXIII.
[33] H. Widom, *Polynomials associated with measures in the complex plane*, J. Math. Mech. 16 (1967), 997–1013.
[34] , *Extremal polynomials associated with a system of curves in the complex plane*, Advances in Math. 3 (1969), 127–232 (1969).

Department of Mathematics and Statistics, University of Cyprus, P.O. Box 20537, 1678 Nicosia, Cyprus

*E-mail address:* nikos@ucy.ac.cy

*URL:* http://ucy.ac.cy/~nikos