Singularity of maps of several variables and a problem of Mycielski concerning prevalent homeomorphisms
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Abstract. S. Banach pointed out that the graph of the generic (in the sense of Baire category) element of Homeo([0, 1]) has length 2. J. Mycielski asked if the measure theoretic dual holds, i.e., if the graph of all but Haar null many (in the sense of Christensen) elements of Homeo([0, 1]) have length 2. We answer this question in the affirmative.

We call $f \in \text{Homeo}([0, 1]^d)$ singular if it takes a suitable set of full measure to a nullset, and strongly singular if it is almost everywhere differentiable with singular derivative matrix. Since the graph of $f \in \text{Homeo}([0, 1])$ has length 2 iff $f$ is singular iff $f$ is strongly singular, the following results are the higher dimensional analogues of Banach’s observation and our solution to Mycielski’s problem.

We show that for $d \geq 2$ the graph of the generic element of Homeo([0, 1]^d) has infinite $d$-dimensional Hausdorff measure, contrasting the above result of Banach. The measure theoretic dual remains open, but we show that the set of elements of Homeo([0, 1]^d) with infinite $d$-dimensional Hausdorff measure is not Haar null. We show that for $d \geq 2$ the generic element of Homeo([0, 1]^d) is singular but not strongly singular. We also show that for $d \geq 2$ almost every element of Homeo([0, 1]^d) is singular, but the set of strongly singular elements form a so called Haar ambivalent set (neither Haar null, nor co-Haar null).

Finally, in order to clarify the situation, we investigate the various possible definitions of singularity for maps of several variables, and explore the connections between them.
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1. Introduction

Let \( \text{Homeo}(\[0,1]\)) \) denote the group of homeomorphisms of the \( d \)-dimensional cube \([0,1]^d\), and let us equip this group with the maximum metric. It is well known that this is a Polish group [17, 9.B.8], i.e., a completely metrizable separable topological group, hence we can apply Baire category arguments. (Note that the maximum metric itself is not complete, but instead the topology it generates is completely metrizable.)

According to J. Mycielski [25], the following interesting but easy fact is due to S. Banach.

**Fact 1.1 (S. Banach).** The graph of the generic (in the sense of Baire category) element of \( \text{Homeo}(\[0,1]\)) \) is of length 2.

Length here can be considered as the arclength of the planar curve \( x \mapsto (x, f(x)) \), but it is well known that for injective continuous curves arclength of a curve is the same as the 1-dimensional Hausdorff measure of the range of the curve, i.e., in this case \( \mathcal{H}^1(\text{graph}(f)) \). (See the next section for the definitions.)

Mycielski [25] raised the question if the measure theoretic dual of Fact 1.1 holds. However, since \( \text{Homeo}(\[0,1]\)) \) carries no natural invariant measure, first we need to clarify what he meant by almost every homeomorphism. The following notion was introduced by J. P. R. Christensen [7].

**Definition 1.2 (J. P. R. Christensen).** A subset \( X \) of a Polish group \( G \) is \textit{Haar null} if there exists a Borel probability measure \( \mu \) and a Borel set \( B \) containing \( X \) such that \( \mu(gBh) = 0 \) for every \( g, h \in G \). The complement of a Haar null set is called \textit{prevalent}.

Christensen proved that Haar null sets form a proper \( \sigma \)-ideal which coincides with the family of sets of Haar measure zero if \( G \) is locally compact. This notion turned out to be very useful in various branches of mathematics, see e.g. the survey paper [10].

Now we are able to formulate Mycielski’s question [25].

**Question 1.3 (J. Mycielski).** What is the length of the graph of the prevalent element of \( \text{Homeo}(\[0,1]\)) \)?

One of the goals of the present paper is to answer this question.

**Corollary 6.1.** The graph of the prevalent \( f \in \text{Homeo}(\[0,1]\)) \) is of length 2.
It turns out that this result is closely related to the following notions.

**Definition 1.4.** We say that \( f \in \text{Homeo}([0,1]^d) \) is singular if there exists a Borel set \( F \subseteq [0,1]^d \) such that \( \lambda^d(F) = 1 \) and \( \lambda^d(f(F)) = 0 \), and strongly singular if \( f \) is differentiable at \( x \) and \( \det f'(x) = 0 \) for almost every \( x \in [0,1]^d \).

In Theorem 3.7 below we will prove that the graph of \( f \in \text{Homeo}([0,1]) \) has length 2 iff \( f \) is singular iff \( f \) is strongly singular. Therefore the following problems are all natural generalizations of Banach’s observation and Mycielski’s problem.

**Question 1.5.** Let \( d \geq 2 \) be an integer. What is the \( d \)-dimensional Hausdorff measure of the graph of the generic/prevalent element of \( \text{Homeo}([0,1]^d) \)?

**Question 1.6.** Let \( d \geq 2 \) be an integer. Is the generic/prevalent element of \( \text{Homeo}([0,1]^d) \) singular?

**Question 1.7.** Let \( d \geq 2 \) be an integer. Is the generic/prevalent element of \( \text{Homeo}([0,1]^d) \) strongly singular?

In Theorem 6.2 we will answer Question 1.5 in the generic case by showing that for \( d \geq 2 \) the graph of the generic element of \( \text{Homeo}([0,1]^d) \) has infinite \( d \)-dimensional Hausdorff measure, contrasting the above result of Banach. The prevalent case remains open, but we show in Theorem 6.3 the partial result that the set of elements of \( \text{Homeo}([0,1]^d) \) with infinite \( d \)-dimensional Hausdorff measure is not Haar null. We also answer the remaining two questions in Sections 4 and 5. We show that for \( d \geq 2 \) the generic element of \( \text{Homeo}([0,1]^d) \) is singular but not strongly singular, and also that for \( d \geq 2 \) the prevalent element of \( \text{Homeo}([0,1]^d) \) is singular, but the set of strongly singular elements form a so called Haar ambivalent set (neither Haar null, nor prevalent).

Moreover, in Section 3 in order to clarify the situation, we investigate the various possible definitions of singularity for maps of several variables, and explore the connections between them.

Finally, in the Appendix we prove an approximation result communicated to us by J. Luukkainen stating that the set of somewhere smooth homeomorphisms is dense in \( \text{Homeo}([0,1]^d) \). These types of problems are really delicate, dimension 4 is particularly difficult, since for example there exists a homeomorphism \( f \) of \( (0,1)^4 \) into \( \mathbb{R}^4 \) that cannot be uniformly approximated even by bi-Lipschitz homeomorphisms, let alone smooth ones [9, page 183]. Moreover, J. Luukkainen [20] pointed out to us that we can even find such an \( f \in \text{Homeo}([0,1]^4) \).

We note here that several problems we consider in this paper have well-known analogues for continuous maps instead of homeomorphisms. For example it is classical that the generic \( f \in C([0,1]^d,\mathbb{R}^d) \) is nowhere differentiable, (the case of \( d = 1 \) dates back to Banach [4], for the general case see e.g. Claim 3.6), hence not strongly singular, but singular (see Theorem 3.2). The prevalent \( f \in C([0,1],\mathbb{R}) \) is nowhere differentiable [16], hence not strongly singular, and also not singular, since quite the opposite holds, namely, the occupation measure \( \lambda \circ f^{-1} \) is absolutely continuous [3, Theorem 4.2]. It will be shown in Theorem 3.2 that \( f \) is singular iff the
occupation measure is a singular measure.) But it should be noted that the case of homeomorphisms is very different and much more difficult. First, as we have just mentioned above, the problem of approximating homeomorphism with more regular homeomorphisms is very subtle. Second, Homeo([0, 1]^d) is not commutative, and the theory of Haar null sets is notoriously complex for non-abelian groups (the group structure on C([0, 1]^d, \mathbb{R}^d) is pointwise addition, hence commutative).

As our final remark, we mention that there is a completely different approach to define random homeomorphisms, see Graf, Mauldin, and Williams [15].

2. Preliminaries and notations

Let G be a Polish group. A set A \subseteq G is called compact catcher if for every compact set K \subseteq G there exist g, h \in G such that gKh \subseteq A. The following fact is well known, see e.g. [10, Lemma 6.6.1].

Fact 2.1. If A is compact catcher then it is not Haar null.

We use \lambda^d to denote the d-dimensional Lebesgue measure on \mathbb{R}^d, and we simply write \lambda instead of \lambda^1. Let |·| stand for the Euclidean norm on \mathbb{R}^d. Let B(x, r) and U(x, r) denote the closed and open balls of radius r around x, respectively. We say that K \subseteq \mathbb{R}^d is a Cantor set if it is perfect and totally disconnected. For a set A let diam A, ∂A, and int A stand for the diameter, the boundary, and the interior of A, respectively. For a sequence of sets \{A_n\}_{n \geq 1} let

\[ \liminf_n A_n = \bigcap_{n=1}^{\infty} \bigcap_{k=n}^{\infty} A_k \quad \text{and} \quad \limsup_n A_n = \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_k. \]

Let Homeo([0, 1]^d) denote the group of homeomorphisms of the d-dimensional cube [0, 1]^d (under composition, as the group operation), and let us equip this group with the maximum metric. It is well known that this is a Polish group [17, 9.B.8], i.e., a completely metrizable separable topological group. Note that the maximum metric itself is not complete, but instead the topology it generates can also be generated by the complete metric \rho(f, g) = \|f - g\| + \|f^{-1} - g^{-1}\|, where \|·\| denotes the maximum norm. We will also often work with the Polish space of continuous functions f : [0, 1]^d \to \mathbb{R}^d endowed with the maximum metric as well. Let B(f, r) denote the closed ball of radius r around f with respect to the maximum metric.

We use \mathcal{B}(X) to denote the Borel sets of a topological space X and \mathcal{P}(X) to denote the space of the Borel probability measures on a separable metrizable space X. The classical result [17, Theorem 17.19] states that \mathcal{P}(X) is also a separable metrizable space when equipped with the weak topology.

For A \subseteq \mathbb{R}^d and s \geq 0 we define s-dimensional Hausdorff measure as

\[ \mathcal{H}^s(A) = \lim_{\delta \downarrow 0} \mathcal{H}^s_\delta(A), \]

\[ \mathcal{H}^s_\delta(A) = \inf \left\{ \sum_{i=1}^{\infty} (\text{diam } A_i)^s : A \subseteq \bigcup_{i=1}^{\infty} A_i, \forall i \text{ diam } A_i \leq \delta \right\}. \]
The length of a curve \( \gamma : [0, 1] \to \mathbb{R}^d \) is defined as
\[
\text{length}(\gamma) = \sup \left\{ \sum_{i=1}^{n} |\gamma(x_i) - \gamma(x_{i-1})| : n \in \mathbb{N}^+, \ 0 = x_0 < \cdots < x_n = 1 \right\}.
\]

The length of the graph of a function \( f : [0, 1] \to [0, 1] \) is defined as
\[
\text{length}(\text{graph}(f)) = \text{length}(\gamma),
\]
where \( \gamma : [0, 1] \to [0, 1]^2 \) is defined as \( \gamma(x) = (x, f(x)) \). Since \( \gamma \) is one-to-one, the following well-known fact follows e.g. from [6, Theorem 2.6.2].

**Fact 2.2.** For each continuous function \( f : [0, 1] \to [0, 1] \) we have
\[
\text{length}(\text{graph}(f)) = \mathcal{H}^1(\text{graph}(f)).
\]

Let \( X \) be a completely metrizable topological space. A subset of \( X \) is somewhere dense if it is dense in a non-empty open set, otherwise it is called nowhere dense. We say that \( M \subseteq X \) is meager if it is a countable union of nowhere dense sets, and a set is called co-meager if its complement is meager. It is not difficult to show that a set is co-meager iff it contains a dense \( G_\delta \) set. We say that the generic element \( x \in X \) has property \( P \) if \( \{ x \in X : x \text{ has property } P \} \) is co-meager. See e.g. [17] for more on these concepts.

Let \( H \subseteq \mathbb{R}^d \) and \( f : H \to \mathbb{R}^d \). Assume that \( x_0 \in H \) and \( x_0 \) is a limit point of \( H \). We call \( f \) differentiable at \( x_0 \) if there is a \( d \times d \) matrix \( L \) such that
\[
\lim_{x \to x_0, x \in H} \frac{|f(x) - f(x_0) - L(x - x_0)|}{|x - x_0|} = 0.
\]
(2.1)

The above matrix \( L \) is not necessarily unique. We say that \( f \) is not differentiable at \( x_0 \) if there exists no \( L \) satisfying (2.1). Actually, we will always prove in this case the stronger property that
\[
\limsup_{x \to x_0, x \in H} \frac{|f(x) - f(x_0)|}{|x - x_0|} = \infty.
\]

Note that if \( f \) is differentiable at \( x_0 \) and either \( H = [0, 1]^d \) or \( x_0 \) is a Lebesgue density point of \( H \) then there is a unique \( L \) satisfying (2.1), in which case we define \( f'(x_0) = L \).

### 3. Versions of singularity

In this section we explore the connections between the various possible definitions of singularity of maps. The special cases when the map is one-to-one, or differentiable almost everywhere, or \( d = 1 \) are also examined.

**Definition 3.1.** Let \( d \geq 1 \), \( H \subseteq \mathbb{R}^d \) Borel, and \( f : H \to \mathbb{R}^d \) be Borel measurable. We say that \( f \) is strongly singular if \( f \) is differentiable at \( x \) and \( \det f'(x) = 0 \) for almost every \( x \in H \), and \( f \) is singular if there exists a Borel set \( F \subseteq H \) such that \( \lambda^d(H \setminus F) = 0 \) and \( \lambda^d(f(F)) = 0 \).

**Theorem 3.2.** Let \( d \geq 1 \), \( H \subseteq \mathbb{R}^d \) be Borel, and \( f : H \to \mathbb{R}^d \) be Borel measurable. Consider the following properties of \( f \):
Then $1 \Rightarrow 2 \Rightarrow 3 \iff 4 \iff 5$. If $f$ is one-to-one then $2 \Rightarrow 3$. If $f$ is differentiable at almost every $x \in H$ then $5 \Rightarrow 1$, therefore $1 \Rightarrow 2 \iff 4 \iff 5$. For each $d \geq 1$ the generic continuous map $f : [0, 1]^d \to \mathbb{R}^d$ witnesses $3 \not\Rightarrow 2$. For each $d \geq 1$ and Cantor set $K \subseteq \mathbb{R}^d$ with $\lambda^d(K) > 0$ the generic continuous map $f : K \to \mathbb{R}^d$ is one-to-one and witnesses $2 \not\Rightarrow 1$.

**Proof.** We first show the directions $1 \Rightarrow 2$, $2 \Rightarrow 5$, $3 \iff 4$, $4 \iff 5$, $2 \iff 3$ if $f$ is one-to-one. $1 \Rightarrow 1$ if $f$ is differentiable at almost every $x \in H$, and then construct the counterexamples.

$1 \Rightarrow 2$: Assume that $f'$ exists at $x \in H$ and let $R = \sup \{|f'(y)| : |y| \leq 1\}$.

For $\varepsilon > 0$ fixed, let $r_0 > 0$ be small enough so that

$$|f(y) - f(x) - f'(x)(y - x)| \leq \varepsilon |y - x|$$

for all $y \in B(x, r_0) \cap H$. Since $f'(x) = 0$, the set $\{f'(y) : y \in \mathbb{R}^d\}$ is contained in a $(d - 1)$-dimensional hyperplane. Hence $f(B(x, r) \cap H)$ is contained in the $\varepsilon r$-neighborhood of a $(d - 1)$-dimensional ball of radius $R r$ for any $r < r_0$. Using the formula for the volume of the $d$-dimensional ball, $\lambda^d(B(0, r)) = C_d r^d$, it follows that

$$\frac{\lambda^d(f(B(x, r) \cap H))}{\lambda^d(B(x, r))} \leq \frac{C_d ((R + \varepsilon) r)^{d-1} 2 \varepsilon r}{C_d r^d} \leq c_x \varepsilon$$

for all $r < r_0$, where $c_x$ does not depend on $r$, $r_0$ or $\varepsilon$. Therefore the lim sup in question is indeed 0.

$2 \Rightarrow 5$: Let

$$F = \left\{ x \in H : \limsup_{r \downarrow 0} \frac{\lambda^d(f(B(x, r) \cap H))}{\lambda^d(B(x, r))} = 0 \right\}.$$

Using $2$, $\lambda^d(H \setminus F) = 0$. To show that $\lambda^d(f(F)) = 0$, we use the $5r$-covering Theorem [21] Theorem 2.1. By partitioning $F$ into countably many pieces, without loss of generality, it is enough to show that $\lambda^d(f(F')) = 0$, where $F' = F \cap [0, 1]^d$.

For a fixed $\varepsilon > 0$, let

$$B = \left\{ B(x, r) : x \in F', r \leq 1, \text{ and } \frac{\lambda^d(\text{f}(B(x, 5r) \cap H))}{\lambda^d(B(x, 5r))} \leq \varepsilon \right\}.$$

Clearly, $F' \subseteq \bigcup B$. The $5r$-covering theorem implies that there is a countable family $B' \subseteq B$ consisting of pairwise disjoint balls such that $5B' \setminus \bigcup\{5B : B \in B'\}$ covers $\bigcup B$, where $5B = B(x, 5r)$ for a ball $B = B(x, r)$. Then

$$\lambda^d(f(F')) \leq \lambda^d(f(5B')) \leq 5^d \lambda^d \left( \bigcup B' \right) \leq \varepsilon 5^d 3^d;$$
where we used the disjointness of the balls in $B'$ and the fact that $\bigcup B' \subseteq [-1, 2]^d$. It follows that $\lambda^d(F') = 0$, finishing the proof.

\[ \text{Claim 3.3.} \]

There is an $F_\sigma$ set $F \subseteq [0, 1]^d$ with $\lambda^d(F) = 1$ such that the generic continuous function $f \in C([0, 1]^d, \mathbb{R}^d)$ satisfies $\lambda^d(f(F)) = 0$.
Proof. Take a union of Cantor sets \( F = \bigcup_{i=1}^{\infty} C_i \subseteq [0, 1]^d \) such that \( \lambda^d(F) = 1 \). Fix \( i, n \in \mathbb{N}^+ \) arbitrarily. It is enough to prove that

\[
\mathcal{F}_{i,n} = \{ f \in C([0, 1]^d, \mathbb{R}^d) : \lambda^d(f(C_i)) < 1/n \}
\]

is dense open, since then \( \bigcap_{n=1}^{\infty} \bigcap_{n=1}^{\infty} \mathcal{F}_{i,n} \) gives our desired co-meager set. The set \( \mathcal{F}_{i,n} \) is clearly open by the outer regularity of Lebesgue measure, so it suffices to check that it is dense. Let \( g \in C([0, 1]^d, \mathbb{R}^d) \) and \( \varepsilon > 0 \) be given, we need to find \( f \in \mathcal{F}_{i,n} \cap B(g, \varepsilon) \). By the uniform continuity of \( g \) there exists \( \delta > 0 \) such that \( |g(x) - g(y)| < \varepsilon \) whenever \( |x - y| \leq \delta \). As \( C_i \) is totally disconnected, there is a finite family of pairwise disjoint open sets \( \{U_1, \ldots, U_k\} \) such that \( \text{diam}(U_j) < \delta \) for all \( 1 \leq j \leq k \) and \( C_i \subseteq \bigcup_{j=1}^{k} U_j \). We can define \( f \in B(g, \varepsilon) \) such that \( f|_{C_i \cap U_j} \) is constant for all \( 1 \leq j \leq k \). Indeed, it is enough that \( f|_{C_i} \in B(g|_{C_i}, \varepsilon) \), then Tietze Extension Theorem guarantees the existence of a continuous extension \( f \in B(g, \varepsilon) \). Clearly \( f \in \mathcal{F}_{i,n} \), and the proof is complete. \( \square \)

Now we prove that the generic continuous map \( f : [0, 1]^d \to \mathbb{R}^d \) does not satisfy \([2] \). Moreover, we prove the following more general claim. First we need a known fact.

**Fact 3.4.** Assume that \( 0 < \alpha < \beta < \infty \) and \( B = B(0, \beta) \) is a closed ball in \( \mathbb{R}^d \). Let \( f : B \to \mathbb{R}^d \) be a continuous map such that \( f \in B(\text{id}, \alpha) \). Then \( B(0, \beta - \alpha) \subseteq f(B) \).

**Proof.** Let \( y_0 \in B(0, \beta - \alpha) \) be arbitrary, it is enough to show \( y_0 \in f(B) \). Set \( g(x) = x - f(x) + y_0 \), then \( g \) maps \( B \) into itself. By Brouwer Fixed Point Theorem \([14] \) Proposition 4.4] there is a point \( x_0 \in B \) such that \( g(x_0) = x_0 \), so \( f(x_0) = y_0 \). \( \square \)

**Claim 3.5.** For the generic continuous \( f \in C([0, 1]^d, \mathbb{R}^d) \) for any \( x \in [0, 1]^d \),

\[
\limsup_{r \to 0} \frac{\lambda^d(f(B(x, r) \cap [0, 1]^d))}{\lambda^d(B(x, r))} = \infty.
\]

**Proof.** For the sake of simplicity we denote \( f(B(x, r) \cap [0, 1]^d)) \) by \( f(B(x, r)) \). Fix \( n \in \mathbb{N}^+ \), it is enough to show that

\[
\mathcal{F}_n = \{ f \in C([0, 1]^d, \mathbb{R}^d) : \forall x \in [0, 1]^d \exists y \in [0, 1]^d \exists r < 1/n \text{ such that } B(y, nr) \subseteq f(B(x, r)) \}
\]

contains a dense open set, since then \( \bigcap_{n=1}^{\infty} \mathcal{F}_n \) will give our desired co-meager set. Assume that \( g \in C([0, 1]^d, \mathbb{R}^d) \) and \( \varepsilon > 0 \) are given, we will find \( f \in B(g, 2\varepsilon) \) such that \( B(f, \theta) \subseteq \mathcal{F}_n \) for some \( \theta > 0 \). By the uniform continuity of \( g \) we can choose a positive \( \delta < \varepsilon/(6n) \) such that \( |g(x) - g(y)| \leq \varepsilon \) whenever \( |x - y| \leq \delta \). Let \( \{x_1, \ldots, x_k\} \) be points in \( [0, 1]^d \) such that \( \{B(x_i, \delta)\}_{1 \leq i \leq k} \) are pairwise disjoint and \( \bigcup_{i=1}^{k} B(x_i, 2\delta) = [0, 1]^d \). We show that there is a continuous map \( f \in B(g, 2\varepsilon) \) such that for all \( 1 \leq i \leq k \) and \( x \in B(x_i, \delta) \) we have \( f(x) = g(x_i) + 6n(x - x_i) \). Let \( C = \bigcup_{i=1}^{k} B(x_i, \delta) \), by Tietze Extension Theorem it is enough to prove that \( f|_C \in B(g|_C, 2\varepsilon) \). Indeed, for all \( i \) and \( x \in B(x_i, \delta) \) we have

\[
|f(x) - g(x)| \leq |g(x) - g(x_i)| + 6n|x - x_i| \leq \varepsilon + 6n\delta < 2\varepsilon.
\]
Let \( \theta = 3n\delta \). Finally, we need to show that \( B(f, \theta) \subseteq \mathcal{F}_n \). Let \( r = 3\delta \) and fix arbitrary \( x \in [0, 1]^d \) and \( h \in B(f, \theta) \). Choose \( i \in \{1, \ldots, k\} \) such that \( x \in B(x_i, 2\delta) \). Then \( B(x_i, \delta) \subseteq B(x, 3\delta) = B(x, r) \). Composing \( f \) with a homothety of ratio \( \frac{1}{6n} \) and applying Fact 3.4 to it with \( \beta = \delta \) and \( \alpha = \frac{\delta}{2} \) yields \( B(g(x_i), 3n\delta) \subseteq h(B(x_i, \delta)) \). Thus \( y = g(x_i) \) satisfies

\[
B(y, nr) = B(g(x_i), 3n\delta) \subseteq h(B(x_i, \delta)) \subseteq h(B(x, r)).
\]

Therefore \( h \in \mathcal{F}_n \), and the proof is complete. \( \square \)

(2) \( \nRightarrow \) (1): Let \( K \subseteq \mathbb{R}^d \) be a Cantor set with \( \lambda^d(K) > 0 \). Consider the generic continuous map \( f \in C(K, \mathbb{R}^d) \). Then we have \( \lambda^d(f(K)) = 0 \), for the well-known argument see the proof of Claim 3.3, so \( f \) automatically satisfies (2). As \( K \) is totally disconnected, it is widely known that the generic \( f \in C(K, \mathbb{R}^d) \) is one-to-one, see e.g. [2] Lemma 2.6. Hence \( f \) is a homeomorphism from \( K \) to \( f(K) \). Therefore, it is enough to prove that the generic \( f \in C(K, \mathbb{R}^d) \) is nowhere differentiable. We prove the following more general statement.

Claim 3.6. Let \( (K, \rho) \) be a compact, perfect metric space. Then for the generic continuous map \( f \in C(K, \mathbb{R}^d) \) for all \( x \in K \) we have

\[
(3.1) \quad \limsup_{y \to x} \frac{|f(x) - f(y)|}{\rho(x, y)} = \infty.
\]

Proof. For all \( k, n \in \mathbb{N}^+ \) let

\[
\mathcal{F}_{k,n} = \{ f : \exists m \geq n \text{ such that } \text{diam } f(B(x, 1/m)) > k/m \text{ for all } x \in K \}.
\]

Clearly the functions in \( \bigcap_{k=1}^{\infty} \bigcap_{n=1}^{\infty} \mathcal{F}_{k,n} \) satisfy (3.1), so it is enough to prove that the \( \mathcal{F}_{k,n} \) are dense open sets.

Fix \( k, n \in \mathbb{N}^+ \). First we prove that \( \mathcal{F}_{k,n} \) is open. Assume that \( f_i \in \mathcal{F}_{k,n} \) and \( f_i \to f \) uniformly as \( i \to \infty \), we need to prove that \( f \in \mathcal{F}_{k,n} \). Fix \( m \geq n \) arbitrarily. Then there exist \( x_{i,m} \in K \) for all \( i \in \mathbb{N}^+ \) such that \( \text{diam } f_i(B(x_{i,m}, 1/m)) \leq k/m \).

As \( K \) is compact, by choosing a subsequence we may assume that \( x_{i,m} \to x_m \) as \( i \to \infty \). Then clearly \( \text{diam } f(B(x_m, 1/m)) \leq k/m \). As this holds for all \( m \geq n \), we obtain that \( f \in \mathcal{F}_{k,n} \).

Finally, we prove that \( \mathcal{F}_{k,n} \) is dense. Let \( \varepsilon > 0 \) and a continuous \( g : K \to \mathbb{R}^d \) be given. We will construct an \( f \in B(g, 2\varepsilon) \cap \mathcal{F}_{k,n} \). Choose \( m \geq n \) with \( k/m < \varepsilon \) and finitely many distinct points \( \{x_1, \ldots, x_N\} \) in \( K \) such that \( \bigcup_{i=1}^N B(x_i, 1/(2m)) = K \) for all \( 1 \leq i \leq N \). Choose \( z_i \in B(x_i, 1/(2m)) \setminus \{x_1, \ldots, x_N\} \) such that \( |g(x_i) - g(z_i)| \leq \varepsilon \). Define \( f(x_i) = g(x_i) \) and \( f(z_i) = y_i \) so that \( |g(x_i) - y_i| = \varepsilon \). Then \( |f(z_i) - g(z_i)| \leq 2\varepsilon \), so applying Tietze Extension Theorem for the finite set \( \{x_i, z_i : 1 \leq i \leq N\} \) we obtain a continuous map \( f \in B(g, 2\varepsilon) \) with the above property. We need to check that \( f \in \mathcal{F}_{k,n} \). Indeed, fix \( x \in K \) arbitrarily. Then there exists \( 1 \leq i \leq N \) such that \( x_i, z_i \in B(x, 1/m) \), and \( |f(x_i) - f(z_i)| = \varepsilon > k/m \). Thus \( \text{diam } f(B(x, 1/m)) > k/m \), so \( f \in \mathcal{F}_{k,n} \). This completes the proof. \( \square \)

Therefore the proof of Theorem 3.2 is also complete. \( \square \)
Theorem 3.7. If \( f \in \text{Homeo}([0,1]) \) then the five properties (1)-(5) are equivalent, and so is (6) the length of the graph of \( f \) equals 2.

Proof. By Theorem 3.2 it is enough to prove that (5) \( \Rightarrow \) (6) and (6) \( \Rightarrow \) (1). Fix a homeomorphism \( f : [0,1] \to [0,1] \), we may assume that \( f \) is monotone increasing.

First we show that (3.2) \( \text{length}(\text{graph}(f)) \leq 2 \).
Indeed, consider finitely many points \( 0 = a_0 < a_1 < \cdots < a_k = 1 \). Then for the corresponding approximation of the length of graph(\( f \)) we obtain

\[
\sum_{i=1}^{k} |(a_i - a_{i-1}, f(a_i) - f(a_{i-1}))| \leq \sum_{i=1}^{k} (a_i - a_{i-1}) + (f(a_i) - f(a_{i-1})) = 2,
\]
which implies (3.2).

Now we prove that (5) \( \Rightarrow \) (6): Let \( f \in \text{Homeo}([0,1]) \) be a homeomorphism satisfying (5). Since Fact 2.2 implies that \( \text{length}(\text{graph}(f)) = H^1(\text{graph}(f)) \), by (3.2) it is enough to prove that (3.4) \( H^1(\text{graph}(f)) \geq 2 \).

There is a Borel nullset \( N \subseteq [0,1] \) with \( \lambda(f(N)) = 1 \). As the \( H^1 \) measure cannot increase under an orthogonal projection, projecting \( \text{graph}(f|_N) \) to the \( y \)-axis implies that \( H^1(\text{graph}(f|_N)) \geq 1 \).
Similarly, projecting \( \text{graph}(f|_{[0,1]\setminus N}) \) to the \( x \)-axis yields \( H^1(\text{graph}(f|_{[0,1]\setminus N})) \geq 1 \).

Adding up the above two inequalities implies (3.4). Here we used that the two parts of the graphs are continuous one-to-one images of Borel sets, so they are Borel (in particular, \( H^1 \) measurable) by [17, Corollary 15.2].

Now we prove that (6) \( \Rightarrow \) (1): Let \( f \in \text{Homeo}([0,1]) \) be a homeomorphism satisfying (6). Since the length of the graph of \( f \) is 2, for each \( n \in \mathbb{N}^+ \) we can choose points

\[
0 = a_0^n < a_1^n < \cdots < a_{k_n}^n = 1
\]
such that (3.5) \( a_i^n - a_{i-1}^n < \frac{1}{n} \) for all \( 1 \leq i \leq k_n \)
and the sum of the lengths of the corresponding line segments satisfies

(3.6) \[
\ell_n \overset{\text{def}}{=} \sum_{i=1}^{k_n} |(a_i^n - a_{i-1}^n, f(a_i^n) - f(a_{i-1}^n))| \geq 2 - 2^{-n}.
\]
Define

\[
S_n = \bigcup \left\{ (a_{i-1}^n, a_i^n) : 1 \leq i \leq k_n \text{ and } \frac{f(a_i^n) - f(a_{i-1}^n)}{a_i^n - a_{i-1}^n} \leq \frac{1}{n} \right\}.
\]
It is enough to prove that \( \lambda(S_n) \to 1 \) as \( n \to \infty \). Indeed, let \( S = \limsup_n S_n \), then clearly \( \lambda(S) = 1 \). By the definition of \( S \) and \((3.5)\) at each point \( x \in S \) the lower derivative

\[
D_f(x) \overset{\text{def}}{=} \liminf_{t \to 0} \frac{f(x + t) - f(x)}{t}
\]

satisfies \( D_f(x) = 0 \). Since \( f \) is monotone, it is differentiable almost everywhere, so we obtain that \( f'(x) = 0 \) at almost every \( x \).

Finally, we prove that \( \lambda(S_n) \to 1 \) as \( n \to \infty \). For each \( n \in \mathbb{N}^+ \) define

\[
\mathcal{I}_n = \left\{ 1 \leq i \leq k_n : \frac{f(a^n_i) - f(a^n_{i-1})}{a^n_i - a^n_{i-1}} > \frac{1}{n} \right\}.
\]

Fix \( n \in \mathbb{N}^+ \), we clearly have

\[
(3.7) \quad \sum_{i \in \mathcal{I}_n} a^n_i - a^n_{i-1} = 1 - \lambda(S_n).
\]

For all \( 1 \leq i \leq k_n \) define

\[
w^n_i = (a^n_i - a^n_{i-1}) + (f(a^n_i) - f(a^n_{i-1})) - \| (a^n_i - a^n_{i-1}, f(a^n_i) - f(a^n_{i-1})) \|.
\]

For every \( i \in \mathcal{I}_n \) we obtain by elementary calculation that

\[
(3.8) \quad w^n_i \geq (a^n_i - a^n_{i-1}) \left( 1 + 1/n - \sqrt{1 + 1/n^2} \right) \geq \frac{a^n_i - a^n_{i-1}}{n + 1}.
\]

Then \((3.6)\), the equation in \((3.3), (3.8)\), and \((3.7)\) imply that

\[
2^{-n} \geq 2 - \ell_n = \sum_{i=1}^{k_n} w^n_i \geq \sum_{i \in \mathcal{I}_n} \frac{a^n_i - a^n_{i-1}}{n + 1} = \frac{1 - \lambda(S_n)}{n + 1}.
\]

Thus \( \lambda(S_n) \geq 1 - (n + 1)2^{-n} \to 1 \) as \( n \to \infty \), which completes the proof. \( \square \)

4. Singularity of generic homeomorphisms

In this section we prove that for each \( d \geq 2 \) the generic \( f \in \text{Homeo}([0, 1]^d) \) is not strongly singular, but for all \( d \geq 1 \) it is singular. This answers the generic case of Questions 1.6 and 1.7. The next result implies that the generic \( f \in \text{Homeo}([0, 1]^d) \) is not strongly singular.

**Theorem 4.1.** Let \( d \geq 2 \) be an integer. The generic \( f \in \text{Homeo}([0, 1]^d) \) is nowhere differentiable.

We will only need the full power of the following theorem in the next section. Here we only use it for the one-element compact sets \( K = \{g\} \).

**Theorem 4.2.** Let \( d \geq 2 \) be an integer. Let \( K \subseteq \text{Homeo}([0, 1]^d) \) be a compact set and let \( \varepsilon > 0 \). Then there exists a homeomorphism \( f \in B(\text{id}, 2\varepsilon) \) such that \( g \circ f \) is nowhere differentiable for all \( g \in K \). Moreover, for all \( g \in K \) and \( x \in [0, 1]^d \),

\[
\limsup_{y \to x} \frac{|g(f(x)) - g(f(y))|}{|x - y|} = \infty.
\]

First we prove the following elementary lemma. We will only use its consequence Corollary 4.4 in this section, the more general statement will be needed in Section 6.
Lemma 4.3. Assume that \( s_n \downarrow 0 \). Then there exist a sequence \( q_n \downarrow 0 \) and a continuous function \( \varphi : [0, 1] \to [0, 1] \) such that for all \( n \in \mathbb{N} \) if \( I, J \) are intervals of length \( 2^{-n} \) and \( s_n \), respectively, then
\[
\lambda(\{ z \in I : \varphi(z) \in J \}) \leq q_n \lambda(I).
\]

Corollary 4.4. Assume that \( s_n \downarrow 0 \). Then there exist \( N \in \mathbb{N} \) and a continuous function \( \varphi : [0, 1] \to [0, 1] \) such that for all \( n \geq N \) the oscillation of \( \varphi \) on any interval of length \( 2^{-n} \) is at least \( s_n \).

Proof of Lemma 4.3. We call a closed interval \( I \subseteq [0, 1] \) \( m \)-dyadic if \( \ell = \left[ \frac{\ell}{2^m}, \frac{\ell+1}{2^m} \right] \) for some \( \ell \in \mathbb{N} \), and we call it dyadic if it is \( m \)-dyadic for some \( m \in \mathbb{N} \). Let us fix a strictly increasing sequence \( a_m \) of natural numbers such that
\[
(4.2) \quad s_m \leq 2^{-2^{m+1}}
\]
for all \( m \in \mathbb{N} \). We construct piecewise linear continuous functions \( \varphi_m : [0, 1] \to [0, 1] \) such that \( \varphi_0 \equiv 0 \) and for all \( m \geq 1 \) we have
\begin{enumerate}
\item \( \|\varphi_m - \varphi_{m-1}\| \leq 2^{-2^{m-1}} \),
\item if \( I \) is an \( a_m \)-dyadic interval, and \( J \) is a \( 2^m \)-dyadic interval, then
\[
\lambda(\{ x \in I : \varphi_m(x) \in J \}) \leq 2^{-2^{m-1}} \lambda(I).
\]
\end{enumerate}

First we show that this is indeed enough. By [1] the functions \( \varphi_m \) uniformly converge, let \( \varphi = \lim_{m \to \infty} \varphi_m \) be their limit. Then clearly \( \varphi : [0, 1] \to [0, 1] \) is continuous. To check that \( \varphi \) satisfies the lemma with some \( q_n \), let \( I \) and \( J \) be intervals of length \( 2^{-n} \) and \( s_n \) for some \( n \), respectively. Clearly, if \( n < a_0 \), then we can set \( q_n = 1 \) to satisfy the conclusion of the lemma. Otherwise, let \( m \) be chosen so that \( a_m \leq n < a_{m+1} \). Then one can find a sequence of \( a_{m+1} \)-dyadic intervals \( I_1, \ldots, I_k \) such that \( I \subseteq \bigcup_{i=1}^k I_i \) and \( I' = \bigcup_{i=1}^k I_i \) satisfies
\[
(4.3) \quad \lambda(I') \leq 3\lambda(I).
\]
A \( s_n \) is decreasing, \( (4.2) \) yields
\[
s_n \leq s_m \leq 2^{-2^{m+1}}.
\]
Hence, we can find a sequence of consecutive \( 2^{m+1} \)-dyadic intervals \( J_1, J_2, \ldots, J_6 \), so that \( J \subseteq J_3 \cup J_4 \). Let \( J' = \bigcup_{j=1}^6 J_j \). By [1] we obtain \( \|\varphi - \varphi_{m+1}\| \leq 2^{1-2^{m+1}} \), hence
\[
(4.4) \quad \{ x \in I : \varphi(x) \in J \} \subseteq \{ x \in I' : \varphi(x) \in J \} \subseteq \{ x \in I' : \varphi_{m+1}(x) \in J' \}.
\]
Using [4.4], applying [2] to each pair of intervals \( I_i \) and \( J_j \), and [4.3] yield that
\[
\lambda(\{ x \in I : \varphi(x) \in J \}) \leq \lambda(\{ x \in I' : \varphi_{m+1}(x) \in J' \}) \leq 6 \cdot 2^{-2^m} \lambda(I') \leq 18 \cdot 2^{-2^m} \lambda(I).
\]
We can then define \( q_n = 18 \cdot 2^{-2^n} \) for the largest \( m \) with \( a_m \leq n \). One can easily check that \( q_n \downarrow 0 \), which will finish the proof of the lemma.
Finally, we construct the functions \( \varphi_m \) satisfying (1) and (2). If \( m = 0 \) then \( \varphi_0 \equiv 0 \) is continuous and linear, while (1) and (2) are vacuous. Now let \( m \geq 1 \), and suppose that \( \varphi_0, \ldots, \varphi_{m-1} \) are already constructed satisfying our conditions. Our goal is to construct \( \varphi_m \). Using that \( \varphi_{m-1} \) is piecewise affine, we can decompose \([0,1]\) into non-overlapping closed intervals \( B_1, \ldots, B_k \) such that \( \varphi_{m-1}(B_i) \subseteq \mathbb{R}_1 \) for some \( 2^{m-1} \)-dyadic interval \( \mathbb{R}_1 \) for each \( 1 \leq i \leq k \). Clearly, \( [0,1] \) is covered by non-overlapping intervals of the form \( I \cap B_i \), where \( I \) is an \( a_m \)-dyadic interval and \( 1 \leq i \leq k \). Then it suffices to define \( \varphi_m \) on each such interval separately, with the condition that \( \varphi_m \) and \( \varphi_{m-1} \) coincide on the boundary of such intervals.

So fix such intervals \( I \) and \( B_i \). Let \( J_{i}' \) be a \( 2^{m-1} \)-dyadic interval such that \( \varphi_{m-1}(B_i) \subseteq J_{i}' \). Clearly, one can define \( \varphi_m \) on \( I \cap B_i \) so that

1. \( \varphi_m|_{\partial(I \cap B_i)} = \varphi_{m-1}|_{\partial(I \cap B_i)} \),
2. \( \varphi_m \) is piecewise linear,
3. \( \varphi_m(I \cap B_i) \subseteq J_{i}' \),
4. for each \( 2^m \)-dyadic interval \( J \) with \( J \subseteq J_{i}' \) we have

\[
\lambda(\{x \in I \cap B_i : \varphi_m(x) \in J\}) = 2^{-2^{m-1}} \lambda(I \cap B_i).
\]

To see that (iv) can indeed be satisfied, note that there are exactly \( 2^{2m-1} \) many \( 2^m \)-dyadic intervals inside \( J_{i}' \). By (1) and (3) our function \( \varphi_m \) is a well defined, piecewise linear, continuous function. Then \( \varphi_m \) satisfies (1) because of (3), and (2) follows from (4). This completes the proof.

**Proof of Theorem 4.2.** Fix \( K \) and \( \varepsilon \) as above. Let \( B = B(0,1) \subseteq \mathbb{R}^2 \) be the closed unit disc on the plane and consider \( T = B \times [0,1]^{d-2} \). Observe that \([0,1]^d \) is bi-Lipschitz equivalent to \( T \). Indeed, it is enough to give a bi-Lipschitz map between \([-1,1]^2 \) and \( B \), for which take the radial homeomorphism which maps \( \partial[-r,r]^2 \) onto \( \partial B(0,r) \) for all \( 0 \leq r \leq 1 \). Therefore, it is enough to prove (4.1) for \( T \). For all \( n \in \mathbb{N}^+ \) define

\[
s_n = \min\{0 \leq s \leq 1 : |g(t_1) - g(t_2)| \geq 1/n \text{ whenever } g \in K \text{ and } |t_1 - t_2| \geq s\}.
\]

By the compactness of \( K \) we have \( s_n > 0 \) for all \( n \), and \( s_n \downarrow 0 \) as \( n \to \infty \). By Corollary 4.4 there exist a continuous function \( \varphi : [0,1] \to [0,\varepsilon] \) and \( N \in \mathbb{N} \) such that for all \( n \geq N \) the oscillation of \( \varphi \) on any interval of length \( 2^{-n} \) is at least \( 4\sqrt{\pi n} \). By increasing \( N \) if necessary we can assume that \( \max\{2^{-n},4\sqrt{\pi n}\} < \varepsilon \) for all \( n \geq N \). Let \( h : [0,1] \to [0,1] \) be an increasing homeomorphism such that \( h(0) = 0, h(r) = r \) if \( r > \varepsilon \), and \( h(2^{-n}) = s_n \) for all \( n \geq N \). Let us parametrize

\[
T = \{(r,\alpha,y) : 0 \leq r \leq 1, 0 \leq \alpha < 2\pi, y \in [0,1]^{d-2}\}.
\]

Now we can define \( f : T \to T \) by

\[
f(r,\alpha,y) = (h(r),\alpha + \varphi(r) \mod 2\pi,y).
\]

It is clear that \( f \) is a homeomorphism. First we show that \( f \in B(id,2\varepsilon) \). Indeed,

\[
|f(r,\alpha,y) - (r,\alpha,y)| \leq |h(r) - r| + \max\{h(r),r\}\varphi(r) \leq |h(r) - r| + \varphi(r) \leq 2\varepsilon,
\]

since \( |h(r) - r| \leq \varepsilon \) and \( \varphi(r) \leq \varepsilon \) by the definitions.
Now we prove (4.1). Fix \( t = (r, \alpha, y) \in T \). It is enough to find for all \( n \geq N \) a \( t_n \in T \) such that \( |t - t_n| \leq 2^{-n} \) and \( |f(t) - f(t_n)| \geq s_n \), then \( |g(f(t)) - g(f(t_n))| \geq 1/n \) by the definition of \( s_n \), so (4.1) clearly holds. First assume that \( r = 0 \). Let \( t_n = (2^{-n}, \alpha, y) \), then \( |t - t_n| = 2^{-n} \), and \( |f(t) - f(t_n)| \geq |\varphi(0) - \varphi(2^{-n})| = s_n \) for all \( n \geq N \), and we are done. Finally, assume that \( r > 0 \). Let \( t_n = (r_n, \alpha, y) \) such that \( |r - r_n| \leq 2^{-n} \) and \( |\varphi(r) - \varphi(r_n)| \geq 2\sqrt{s_n} \). By elementary geometry

\[
|f(t) - f(t_n)| \geq \min\{r, r_n\}2\sin(\sqrt{s_n}) \geq r\sqrt{s_n} \geq s_n
\]

for all large enough \( n \) using that \( s_n \to 0 \) and \( r_n \to r \) as \( n \to \infty \). This completes the proof.

**Proof of Theorem 4.4** Define

\[
\mathcal{G} = \left\{ f \in \text{Homeo}([0,1]^d) : \limsup_{y \to x} \frac{|f(x) - f(y)|}{|x - y|} = \infty \text{ for all } x \in [0,1]^d \right\}.
\]

The elements of \( \mathcal{G} \) are clearly nowhere differentiable. Theorem 4.2 yields that \( \mathcal{G} \) is dense in \( \text{Homeo}([0,1]^d) \), so it is enough to prove that \( \mathcal{G} \) is \( G_\delta \). It is easy to show that \( \mathcal{G} = \bigcap_{n=1}^{\infty} \mathcal{G}_n \), where

\[
\mathcal{G}_n = \{ f \in \text{Homeo}([0,1]^d) : \forall x \in [0,1]^d \exists y \in U(x, 1/n) \text{ s.t. } |f(x) - f(y)| > n|x - y| \}.
\]

Fix \( n \in \mathbb{N}^+ \), it is sufficient to show that \( \mathcal{G}_n \) is closed. Let \( f_k \in \mathcal{G}_n \) be a sequence such that \( f_k \to f \) uniformly as \( k \to \infty \), we need to prove that \( f \in \mathcal{G}_n \). By definition, for each \( k \) there exists \( x_k \in [0,1]^d \) such that \( |f_k(x_k) - f_k(y)| \leq n|x_k - y| \) for all \( y \in U(x_k, 1/n) \). By choosing a convergent subsequence we may assume that \( x_k \to x \) as \( k \to \infty \). Let \( y \in U(x, 1/n) \) be arbitrarily fixed. Then \( y \in U(x_k, 1/n) \) for all large enough \( k \), so

\[
|f(x) - f(y)| = \lim_{k \to \infty} |f_k(x_k) - f_k(y)| \leq \lim_{k \to \infty} n|x_k - y| = n|x - y|.
\]

Thus \( f \in \mathcal{G}_n \), and the proof is complete.

Having dealt with strong singularity, now we turn to singularity.

**Theorem 4.5.** For each \( d \geq 1 \) the generic \( f \in \text{Homeo}([0,1]^d) \) is singular.

Clearly, for each \( d \) there exists a meager set \( M \subseteq [0,1]^d \) with \( \lambda^d(M) = 1 \). Thus Theorem 4.5 follows from the statement below, which is probably known. In dimension 1 it is indeed the case, see e.g. [26, Theorem 13.1]. In any case, we include a proof for the sake of completeness.

**Theorem 4.6.** Assume that \( d \geq 1 \) and \( M \subseteq [0,1]^d \) is meager. Then the generic \( f \in \text{Homeo}([0,1]^d) \) satisfies \( \lambda^d(f(M)) = 0 \).

First we need some lemmas.

**Lemma 4.7.** For any ball \( B(x, r) \subseteq [0,1]^d \) and \( \varepsilon > 0 \) there exists \( h \in \text{Homeo}([0,1]^d) \) that fixes every point of the boundary of \([0,1]^d\) such that \( \lambda^d(h(B(x, r))) > 1 - \varepsilon \).
Proof. By choosing \( h \) to be a ‘radial’ homeomorphism fixing \( x \) and moving the points away from \( x \) (but fixing the boundary) we can obtain that \( h([0,1]^d \setminus B(x,r)) \) is in an arbitrarily small neighborhood of the boundary of \([0,1]^d\), hence its measure can be arbitrarily small. \( \square \)

**Lemma 4.8.** For every nowhere dense set \( K \subseteq [0,1]^d \) and for every \( \varepsilon,\delta > 0 \) there exists \( h \in \text{Homeo}([0,1]^d) \) in the \( \delta \)-neighborhood of the identity with \( \lambda^d(h(K)) < \varepsilon \).

**Proof.** Choose \( n \in \mathbb{N}^+ \) such that the cubes in the \( \frac{1}{n} \)-grid are of diameter less than \( \delta > 0 \). In every cube in this \( \frac{1}{n} \)-grid, since \( K \) is nowhere dense, we can fix a ball that is disjoint from \( K \). In every such cube apply the (scaled version of the) previous lemma to this ball. Then the obtained homeomorphisms together form a homeomorphism \( h \) that clearly works. \( \square \)

**Lemma 4.9.** For every nowhere dense compact set \( C \subseteq [0,1]^d \) and for every \( \varepsilon > 0 \) the set \( \{ f \in \text{Homeo}([0,1]^d) : \lambda^d(f(C)) < \varepsilon \} \) is dense open.

**Proof.** This set is clearly open (by the outer regularity of Lebesgue measure), so it suffices to check that it is dense. Let \( g \in \text{Homeo}([0,1]^d) \) and \( \delta > 0 \) be given. Apply the previous lemma with \( K = g(C) \). Then \( f = h \circ g \) is in the \( \delta \)-neighborhood of \( g \), and \( f(C) = h(g(C)) = h(K) \), hence \( \lambda^d(f(C)) = \lambda^d(h(K)) < \varepsilon \). \( \square \)

**Proof of Theorem 4.6.** Let \((C_n)_{n \in \mathbb{N}^+}\) be a sequence of nowhere dense compact sets in \([0,1]^d\) such that \( M \subseteq \bigcup_{n=1}^{\infty} C_n \). Applying the previous lemma for every \( C_n \) and for every \( \varepsilon = \frac{1}{k} \) \( (k \in \mathbb{N}^+) \) we obtain that \( \lambda^d(f(M)) = 0 \) holds for the generic \( f \in \text{Homeo}([0,1]^d) \). \( \square \)

5. Singularity of prevalent homeomorphisms

In this section we prove that for all \( d \geq 2 \) the strongly singular homeomorphisms \( f \in \text{Homeo}([0,1]^d) \) form a Haar ambivalent set and also that for every \( d \geq 1 \) the prevalent \( f \in \text{Homeo}([0,1]^d) \) is singular. These results answer the prevalent case of Questions 1.6 and 1.7.

**Theorem 5.1.** Let \( d \geq 2 \) be an integer. The set

\[
\mathcal{F} = \{ f \in \text{Homeo}([0,1]^d) : f \text{ is strongly singular} \}
\]

is Haar ambivalent. In fact, both \( \mathcal{F} \) and \( \mathcal{F}^c \) are compact catcher.

Theorem 4.2 implies the following.

**Corollary 5.2.** Let \( d \geq 2 \) be an integer. The set

\[
\{ f \in \text{Homeo}([0,1]^d) : f \text{ is nowhere differentiable} \}
\]

is compact catcher, so Haar positive.

Theorem 5.1 follows from Corollary 5.2 and Theorem 5.4 below. First we need the following construction.
**Definition 5.3.** Let us define the Smith–Volterra–Cantor set $K \subseteq [0,1]$ as follows. In the first step we remove the middle open interval of length $\frac{1}{3}$ from $[0,1]$, and obtain two first level elementary intervals. After the $(n-1)$st step we have $2^{n-1}$ disjoint, closed $(n-1)$st level elementary intervals. In the $n$th step we remove the middle open intervals of length $2^{-2n}$ from each of them, and obtain $2^n$ disjoint, $n$th level elementary intervals. We continue this procedure for all $n \in \mathbb{N}^+$, and the limit set is the Smith–Volterra–Cantor set $K$. A closed interval is an elementary interval of $K$ if it is an $n$th level elementary interval for some $n \geq 1$. We can define elementary intervals analogously for similar copies of $K$. Then

\[ \lambda(K) = 1 - \sum_{n=1}^{\infty} 2^{n-1} \cdot 2^{-2n} = \frac{1}{2}. \]

For all $n \geq 1$ the length of the $n$th level elementary intervals equals

\[ b_n = \frac{1}{2^n} \left( 1 - \sum_{i=1}^{n} 2^{i-1} \cdot 2^{-2i} \right) = 2^{-(n+1)} + 2^{-(2n+1)} \in [2^{-(n+1)}, 2^{-n}). \]

**Theorem 5.4.** The set

\[ \{ f \in \text{Homeo}([0,1]^d) : f \text{ has zero derivative almost everywhere} \} \]

is compact catcher.

**Proof.** For the sake of simplicity endow $[0,1]^d$ with the maximum metric, and let $K \subseteq \text{Homeo}([0,1]^d)$ be an arbitrarily fixed compact set. We may assume that $id \in K$. We will define $F \in \text{Homeo}([0,1]^d)$ such that $(g \circ F)'(x) = 0_{d \times d}$ for all $g \in K$ for almost every $x \in [0,1]^d$, where $0_{d \times d}$ denotes the $d \times d$ zero matrix.

Define $\varphi : [0,1] \to [0,1]$ as

\[ \varphi(r) = \max\{0 \leq s \leq 1 : |g(x) - g(y)| \leq r^3 \text{ whenever } g \in K \text{ and } |x - y| \leq s\}. \]

Clearly, $\varphi$ is increasing, and by the compactness of $K$ we obtain that $\varphi(r) = 0$ iff $r = 0$. We will define a homeomorphism $f : [0,1] \to [0,1]$ and families of non-overlapping closed intervals $\{I_n\}_{n \geq 1}$ such that for each $n$ and $I \in I_n$ we have

1. $2^{-(n+1)} \leq \text{diam}(I) < 2^{-n},$
2. $\text{diam}(f(I)) \leq \varphi(\text{diam}(I)),$
3. $\lambda(\lim\inf_n \bigcup I_n) = 1.$

First we prove that this suffices. Let $G = \lim\inf_n \bigcup I_n$ and for each $x \in G$ and large enough $n$ choose $I_n(x) \in I_n$ such that $x \in I_n(x).$ Let

\[ P = \{ x \in G : B(x, 4^{-n}) \subseteq I_n(x) \text{ for all large enough } n \}. \]

First we show that $\lambda(P) = 1$. Indeed, for every $n \geq 1$ define

\[ S_n = \bigcup \{ U(\partial I_n, 4^{-n}) : I_n \in I_n \} \]

and let $S = \lim\sup_n S_n$. Then $P = G \setminus S$. Since $I_n$ consists of at most $2^{n+1}$ intervals of $[0,1]$, we obtain that

\[ \lambda(S_n) \leq 2^{n+2} 4^{-n} = 2^{-n+2}. \]
Therefore $\lambda(S) = 0$ by the Borel–Cantelli Lemma, hence $\lambda(P) = \lambda(G) = 1$. Now we define $F \in \text{Homeo}([0,1]^d)$ by

$$F(x_1, \ldots, x_d) = (f(x_1), \ldots, f(x_d)).$$

We show that for all $g \in \mathcal{K}$ we have $(g \circ F)'(x) = 0_{d \times d}$ at each $x \in P^d$. Fix $x \in P^d$ and $g \in \mathcal{K}$ and, then $I_n(x_i)$ are defined such that $B(x_i, 4^{-n}) \subseteq I_n(x_i)$ for all large enough $n$ and $1 \leq i \leq d$. Fix such an $n$ and let $B_n = B(x, 4^{-n}) = \prod_{i=1}^d B(x_i, 4^{-n})$. Then the definition of $F$, (2), and (1) imply that $\text{diam}(F(B_n)) \leq \varphi(2^{-n})$. Thus the definition of $\varphi$ yields that

$$\text{diam}(g \circ F)(B_n) \leq 2^{-3n},$$

so indeed $(g \circ F)'(x) = 0_{d \times d}$.

Finally, we construct $\mathcal{I}_n$ and $f$ satisfying (1), (2), and (3). Let $K \subseteq [0,1]$ be the Smith–Volterra–Cantor set, see Definition 5.3. Let $f_0 = \text{id}$ and $K_0 = \{0,1\}$. Assume by induction that an increasing homeomorphism $f_{n-1} : [0,1] \to [0,1]$ and a compact set $K_{n-1} \subseteq [0,1]$ have already been constructed for some $n \geq 1$ such that the length of each complementary interval of $K_{n-1}$ is an integer power of 2. We will construct an increasing homeomorphism $f_n : [0,1] \to [0,1]$ and a compact set $K_n \subseteq [0,1]$ such that $K_n \subseteq K_n$ and $f_n|_{K_{n-1}} = f_{n-1}|_{K_{n-1}}$. We will obtain $K_n$ by filling up the complementary intervals of $K_{n-1}$ with similar copies of $K$.

More precisely, enumerate the complementary intervals $\{(u_i, v_i)\}_{i \geq 1}$ of $K_{n-1}$ and let us decompose each $[u_i, v_i]$ into finitely many non-overlapping closed intervals $\{J_{i,j} = [w_{i,j-1}, w_{i,j}]\}_{1 \leq j \leq k_i}$ such that $w_{i,0} = u_i$, $w_{i,k_i} = v_i$, and for all $1 \leq j \leq k_i$ we have $w_{i,j} - w_{i,j-1} = 2^{-N}$ for some large enough $N = N(i) \in \mathbb{N}^+$ for which the oscillation of $f_{n-1}$ satisfies

$$(5.2) \quad f_{n-1}(w_{i,j}) - f_{n-1}(w_{i,j-1}) \leq 2^{-n}.$$ 

Let $K_{i,j}$ be the similar copy of $K$ with endpoints $\{w_{i,j-1}, w_{i,j}\}$, more precisely, let $K_{i,j} = \psi_{i,j}(K)$ where $\psi_{i,j}(z) = (w_{i,j} - w_{i,j-1})z + w_{i,j-1}$. Define

$$K_n = K_{n-1} \cup \left( \bigcup_{i=1}^{k_i} \bigcup_{j=1}^{k_i} K_{i,j} \right).$$

Let us modify $f_{n-1}$ on each interval $J_{i,j}$ simultaneously as follows. Fix $i,j$, we will define $f_{n|_{J_{i,j}}}$ as a limit of uniformly convergent, strictly increasing functions $h_k = h_k(i,j)$. First let $h_0 = f_{n-1}|_{J_{i,j}}$. If $h_{k-1}$ is given, we modify it on each $(k-1)$st level elementary interval $[a, b]$ of $K_{i,j}$ in a strictly monotone way such that $h_k(a) = h_{k-1}(a)$, $h_k(b) = h_{k-1}(b)$, and the $k$th elementary subintervals $I_1, I_2$ in $[a, b]$ satisfy

$$(5.3) \quad \text{diam } h_k(I_m) \leq \varphi(\text{diam } I_m)$$

for $m = 1, 2$. We can define $h_k$ for all $k \in \mathbb{N}$. Since the length of a $(k-1)$st level elementary interval is at most $2^{-(k-1)}$, for all $k \geq 1$ we obtain

$$(5.4) \quad \|h_k - h_{k-1}\| \leq \varphi(2^{-(k-1)}) \leq 2^{-3(k-1)},$$
where the last inequality comes from \( i \in K \). Inequality (5.4) yields that \( h_k \) uniformly converges to some continuous \( h = h_{i,j} \). We show that \( h \) is strictly increasing. Let \( x, y \in J_{i,j} \) such that \( x < y \), we need to prove that \( h(x) < h(y) \). Choose a complementary interval \( U \) of \( K_{i,j} \) such that \( U \subseteq (x, y) \). By our construction \( h|_U = (h_k)|_U \) for a large enough \( k \) and \( h_k \) is strictly increasing, so \( h(x) < h(y) \). By the construction for every \( k \ge 1 \) and \( k \)th level elementary interval \( I = [e, d] \) of \( K_{i,j} \) we have \( h_\ell(c) = h(c) \) and \( h_\ell(d) = h(d) \) for all \( \ell \ge k \), so (5.5) implies that

\[
\text{diam} h_{i,j}(I) \le \varphi(\text{diam} I).
\]

Define the homeomorphism \( f_n : [0, 1] \to [0, 1] \) such that

\[
f_n(z) = \begin{cases} f_{n-1}(z) & \text{if } z \in K_{n-1}, \\ h_{i,j}(z) & \text{if } z \in I_{i,j} \text{ for some } i \ge 1 \text{ and } 1 \le j \le k_i. \end{cases}
\]

Note that \( f_n \) is indeed strictly increasing, as \( f_{n-1} \) and \( h_{i,j} \) are strictly increasing as well. We have defined \( f_n \) for all \( n \in \mathbb{N} \). The construction and (5.2) imply

\[
\|f_n - f_{n-1}\| \le 2^{-n}
\]

for all \( n \ge 1 \), so \( f_n \) converges to a homeomorphism \( f : [0, 1] \to [0, 1] \). Indeed, it is easy to show that \( f \) is strictly increasing: Let \( 0 \le x < y \le 1 \) be arbitrary, we need \( f(x) < f(y) \). As \( \bigcup_{n=1}^{\infty} K_n \) is dense in \([0, 1]\), we can choose \( n \in \mathbb{N} \) and \( x_n, y_n \in K_n \) such that \( x < x_n < y_n < y \). As \( f|K_n = (f_n)|K_n \) by our construction and \( f_n \) is strictly increasing, we obtain

\[
f(x) \le f(x_n) = f_n(x_n) < f_n(y_n) = f(y_n) \le f(y),
\]

proving that \( f \) is a homeomorphism. Let \( \mathcal{I} \) be the family of elementary intervals \( I \) of all the copies of \( K \) of the form \( K_{i,j} \) that we used during the construction. We show that for all \( I \in \mathcal{I} \) we have

\[
\text{diam} f(I) \le \varphi(\text{diam} I).
\]

Indeed, each \( I \in \mathcal{I} \) is an elementary interval of \( K_{i,j} \subseteq K_n \) for some \( i, j, n \). Then

\[
\text{diam} f_m(I) = \text{diam} f_n(I) = \text{diam} h_{i,j}(I) \text{ for all } m \ge n \text{ by the construction of } f_m.
\]

Thus

\[
\text{diam} f(I) = \text{diam} h_{i,j}(I),
\]

so (5.5) implies (5.6). For each \( n \ge 1 \) let

\[
\mathcal{I}_n = \{ I \in \mathcal{I} : 2^{-(n+1)} \le \text{diam} I < 2^{-n} \}.
\]

We need to show that \( f \) and \( \mathcal{I}_n \) satisfy (1), (2), and (3). Property (1) follows from the definition of \( \mathcal{I}_n \), and (5.6) yields (2). Hence it is enough to show (3). Let \( G = \bigcup_{n=1}^{\infty} K_n \). The construction of \( K_n \) implies that

\[
\lambda(G) = \lim_{n \to \infty} \lambda(K_n) = \lim_{n \to \infty} 1 - (1 - \lambda(K))^n = \lim_{n \to \infty} (1 - 2^{-n}) = 1.
\]

We need to show that \( G \subseteq \bigcup \mathcal{I}_n \) (actually equality holds). Indeed, if \( z \in G \), then \( z \) is in a similar copy \( C \) of \( K \) with similarity ratio \( 2^{-m} \) for some \( m \in \mathbb{N} \). For each \( k \ge 1 \) the \( k \)th elementary interval \( I_k \) of \( C \) containing \( z \) satisfies \( |I_{k}| = 2^{-m}b_k \), so \( 2^{-(m+k)-1} \le |I_{k}| < 2^{-(m+k)} \) by (5.1). Thus \( I_k \in \mathcal{I}_{k+m} \), and \( z \in \bigcup_{k=1}^{\infty} \mathcal{I}_{k+m} \) for all \( k \ge 1 \). Thus \( z \in \bigcup \mathcal{I}_n \), and the proof is complete. \( \square \)

Before proving the main result of this section we need some preparation.
Lemma 5.5. For every homeomorphism $g \in \text{Homeo}([0,1]^d)$ there exists a Borel set $R_g \subseteq [0,1]^d$ such that $\lambda^d(R_g) = 1$ and if $N \subseteq R_g$ and $\lambda^d(N) = 0$, then $\lambda^d(g(N)) = 0$ as well.

Proof. Let $\mathcal{A}$ be a maximal disjoint family of Borel sets of positive measure with measure zero preimage. Then $R_g = [0,1]^d \setminus g^{-1}(\bigcup \mathcal{A})$ clearly works. \hfill $\Box$

We also need [17, Theorem 17.25], which states the following.

Theorem 5.6. Let $(X,S)$ be a measurable space, $Y$ a separable metrizable space, and $A \subseteq X \times Y$ a measurable set. Then the map
\begin{equation*}
\Phi : X \times \mathcal{P}(Y) \to [0,\infty), \quad \Phi(x,\nu) = \nu(A_x)
\end{equation*}
is measurable for $S \times \mathcal{B}(\mathcal{P}(Y))$, where $A_x = \{y \in Y : (x,y) \in A\}$ is the $x$-section of $A$, $\mathcal{P}(Y)$ is the set of probability measures on $Y$ endowed with the weak topology, and $\mathcal{B}(\cdot)$ stands for the Borel $\sigma$-algebra.

Now we are ready to prove the following.

Theorem 5.7. Let $d \geq 1$. The prevalent $f \in \text{Homeo}([0,1]^d)$ is singular.

Proof. Fix $d \geq 1$ and define
\begin{equation*}
\mathcal{F} = \{ f \in \text{Homeo}([0,1]^d) : f \text{ is singular} \},
\end{equation*}
we need to prove that $\mathcal{F}$ is prevalent.

First we prove that $\mathcal{F}$ is a Borel set. For each $n \in \mathbb{N}^+$ define
\begin{equation*}
g_n : \text{Homeo}([0,1]^d) \times [0,1]^d \to [0,\infty), \quad g_n(f,x) = \frac{\lambda^d(f(B(x,1/n)))}{\lambda^d(B(x,1/n))}.
\end{equation*}
By Theorem 3.2 we obtain that
\begin{equation*}
\mathcal{F} = \left\{ f \in \text{Homeo}([0,1]^d) : \limsup_{n \to \infty} g_n(f,x) = 0 \text{ for a.e. } x \in [0,1]^d \right\}.
\end{equation*}
Notice that the set
\begin{equation*}
\Gamma = \left\{ (f,x) \in \text{Homeo}([0,1]^d) \times [0,1]^d : \limsup_{n \to \infty} g_n(f,x) = 0 \right\}
\end{equation*}
is Borel. Indeed, it can be written as
\begin{equation*}
\Gamma = \bigcap_{k=1}^{\infty} \bigcup_{n=1}^{\infty} \bigcap_{m=1}^{\infty} \left\{ (f,x) \in \text{Homeo}([0,1]^d) \times [0,1]^d : g_n(f,x) < 1/k \right\},
\end{equation*}
where the sets $\{(f,x) : g_n(f,x) < 1/k\}$ are open. Applying Theorem 5.6 for $X = \text{Homeo}([0,1]^d)$, $S = \mathcal{B}(X)$, $Y = [0,1]^d$, and $A = \Gamma$ yields that
\begin{equation*}
\Phi : \text{Homeo}([0,1]^d) \times \mathcal{P}([0,1]^d) \to [0,\infty), \quad \Phi(f,\nu) = \nu(\Gamma_f)
\end{equation*}
is a Borel measurable map. The definition of $\Gamma$ implies that
\begin{equation*}
\mathcal{F} = \{ f \in \text{Homeo}([0,1]^d) : \lambda^d(\Gamma_f) = 1 \}
= \{ f \in \text{Homeo}([0,1]^d) : (f,\lambda^d) \in \Phi^{-1}(\{1\}) \}
\end{equation*}
is the section of the Borel set $\Phi^{-1}(\{1\})$ at $\lambda^d \in \mathcal{P}([0,1]^d)$. Hence $\mathcal{F}$ is a Borel set.
To conclude the proof, we will construct a measure \( \mu \) which witnesses that \( F \) is prevalent. Fix a singular homeomorphism \( f_0 \in \text{Homeo}(\{0, 1\}^d) \) and a subset \( F \subseteq \{0, 1\}^d \) such that \( \lambda^d(F) = 1 \) and \( \lambda^d(f_0(F)) = 0 \). For \( s = (s_1, s_2, \ldots, s_d) \), where \( s_i \in [1, 2] \) for each \( 1 \leq i \leq d \), let us define \( \psi_s \in \text{Homeo}(\{0, 1\}^d) \) as

\[
\psi_s(x_1, x_2, \ldots, x_d) = (x_1^{s_1}, x_2^{s_2}, \ldots, x_d^{s_d}).
\]

For any Borel set \( B \subseteq \text{Homeo}(\{0, 1\}^d) \) define

\[
\mu(B) = \lambda^d \left( \{(s, t) \in [1, 2]^d \times [1, 2]^d : \psi_s \circ f_0 \circ \psi_t \in B \} \right).
\]

It is easy to see that this defines a Borel probability measure on \( \text{Homeo}(\{0, 1\}^d) \). We prove that \( \mu \) is indeed a witness measure for \( F \). Assume that \( g, h \in \text{Homeo}(\{0, 1\}^d) \) are arbitrarily fixed, it is enough to show that \( \mu(g^{-1} \circ F \circ h^{-1}) = 1 \).

According to the definition of \( \mu \),

\[
\mu(g^{-1} \circ F \circ h^{-1}) = \lambda^d \left( \{(s, t) \in [1, 2]^d \times [1, 2]^d : \psi_s \circ f_0 \circ \psi_t \in g^{-1} \circ F \circ h^{-1} \} \right).
\]

This means that we want to prove that for almost every pair \( (s, t) \) the composition \( g \circ \psi_s \circ f_0 \circ \psi_t \circ h \) is an element of \( F \). Using the definition of \( F \), this is equivalent to the condition that for almost every pair \( (s, t) \) there exists a set \( C_{s,t} \subseteq \{0, 1\}^d \) such that \( \lambda^d(C_{s,t}) = 1 \) and

\[
\lambda^d((g \circ \psi_s \circ f_0 \circ \psi_t \circ h)(C_{s,t})) = 0. \tag{5.7}
\]

Suppose that \( x \in (0, 1]^d \). Since \( h \) is a homeomorphism, \( h(x) \in (0, 1]^d \) as well. By definition \( t \mapsto \psi_t(h(x)) \) is a one-to-one, bi-Lipschitz map from \([1, 2]^d\) into \((0, 1]^d\). Thus \( \lambda^d(F) = 1 \) yields

\[
\lambda^d \left( \{ t \in [1, 2]^d : \psi_t(h(x)) \in F \} \right) = 1. \tag{5.8}
\]

Now assume \( x \in (0, 1]^d \) and \( t \in [1, 2]^d \). By Lemma 5.5 there exists a Borel set \( R_g \subseteq [0, 1]^d \) such that \( \lambda^d(R_g) = 1 \) and \( \lambda^d(g(N)) = 0 \) for every nullset \( N \subseteq R_g \). As \( f_0 \circ \psi_t \circ h \) is still a homeomorphism, we have \( (f_0 \circ \psi_t \circ h)(x) \in (0, 1]^d \). We may repeat the previous argument to show that

\[
\lambda^d \left( \{ s \in [1, 2]^d : \psi_s((f_0 \circ \psi_t \circ h)(x)) \in R_g \} \right) = 1. \tag{5.9}
\]

Applying (5.8), (5.9), and Fubini’s theorem we obtain that almost every triple

\[
(x, s, t) \in [0, 1]^d \times [1, 2]^d \times [1, 2]^d
\]

satisfies that \( \psi_t(h(x)) \in F \) and \( \psi_s((f_0 \circ \psi_t \circ h)(x)) \in R_g \).

Applying Fubini’s theorem in the other direction yields that for almost every pair \( (s, t) \) there exists a set \( C_{s,t} \subseteq [0, 1]^d \) with \( \lambda^d(C_{s,t}) = 1 \) satisfying

\[
\psi_t(h(C_{s,t})) \subseteq F \tag{5.10}
\]

and

\[
(\psi_s \circ f_0 \circ \psi_t \circ h)(C_{s,t}) \subseteq R_g. \tag{5.11}
\]

We only need to show that \( C_{s,t} \) satisfies (5.7). By (5.10) we obtain

\[
\lambda^d((f_0 \circ \psi_t \circ h)(C_{s,t})) \leq \lambda^d(f_0(F)) = 0.
\]
Since $\psi_\xi$ is Lipschitz, it maps measure zero sets to measure zero sets, so
\[ \lambda^d((\psi_\xi \circ f_0 \circ \psi_t \circ h)(C_{s,t})) = 0. \]
Then (5.11) and the definition of $R_g$ imply (5.7), and the proof is complete. \[\square\]

6. Solution to the problem of Mycielski and $H^d$-measure of graphs in higher dimensions

In this section first we answer Mycielski’s problem, then formulate the generalizations of this question and Banach’s result to higher dimensions.

First, Theorems 5.7 and 3.7 immediately yield the following, answering Question 1.3 of Mycielski.

**Corollary 6.1.** The graph of the prevalent $f \in \text{Homeo}([0,1])$ is of length 2.

Now we turn to Question 1.5, the natural generalization to higher dimensions. First we answer this question in the generic case, then we partially answer it in the prevalent case. Somewhat surprisingly, the $H^d$-measure tend to be infinite.

**Theorem 6.2.** For every $d \geq 2$ for the generic $f \in \text{Homeo}([0,1]^d)$ we have
\[ H^d(\text{graph}(f)) = \infty. \]

**Theorem 6.3.** For every $d \geq 2$ the set
\[ \mathcal{F} = \{ f \in \text{Homeo}([0,1]^d) : H^d(\text{graph}(f)) = \infty \} \]
is compact catcher, in particular not Haar null.

We need to prove two lemmas first.

**Lemma 6.4.** Let $d \geq 2$ and $C, \varepsilon \in \mathbb{R}^+$ be given. Then for every $f \in \text{Homeo}([0,1]^d)$ that is Lipschitz on a cube $Q \subseteq [0,1]^d$ there exists $g \in \text{Homeo}([0,1]^d)$ that is also Lipschitz on $Q$ such that $g \in B(f, \varepsilon)$ and $H^d(\text{graph}(g|_Q)) > C$.

**Proof.** By shrinking $Q$ if necessary, we can assume that the distance between $Q$ and the boundary of $[0,1]^d$ is positive. Then, since $f$ is a homeomorphism, there exists $\delta \in \mathbb{R}^+$ such that
\[ f(Q) \subseteq (\delta, 1 - \delta)^d. \]

First we check that $\lambda^d(\{(x_1, \ldots, x_d) \in Q : \det f'(x_1, \ldots, x_d) \neq 0\}) > 0$ (note that $f$ is Lipschitz on $Q$, and therefore differentiable almost everywhere on $Q$ by the Rademacher Theorem [12, Theorem 3.1.6]). Indeed, if the determinant were 0 almost everywhere on $Q$, then by the implication (1) $\Rightarrow$ (5) of Theorem 3.2 we could find a Borel set $F \subseteq Q$ with $\lambda^d(Q \setminus F) = 0$ and $\lambda^d(f(F)) = 0$, but using that $f$ is Lipschitz on $Q$ we would also have $\lambda^d(f(Q \setminus F)) = 0$, hence $\lambda^d(f(Q)) = 0$, which is absurd since $f$ is a homeomorphism.

This implies that in particular $f'_2$ cannot be the zero vector almost everywhere on $Q$ (here $f_2$ is the second coordinate function of $f$). Hence we can find a set $P \subseteq Q$ with $\lambda^d(P) > 0$ such that $f'_2$ exists and $f'_2 \neq 0$ on $P$. By partitioning $P$ into $d$ many pieces and picking the one with positive measure we can assume that there is a fixed coordinate $j$ such that $\frac{\partial f_2}{\partial x_j}$ exists and $\frac{\partial f_2}{\partial x_j} \neq 0$ on $P$. And finally,
by partitioning $P$ into countably many pieces and picking the one with positive measure we can assume that

$$\exists P \subseteq Q \text{ with } \lambda^d(P) > 0 \text{ } \exists \varrho \in \mathbb{R}^+ \text{ such that}$$

$$P \subseteq Q \text{ with } \lambda^d(P) > 0 \text{ } \exists \varrho \in \mathbb{R}^+ \text{ such that}$$

$$\begin{equation}
\frac{\partial f_2(x)}{\partial x_j} \text{ exists and } \left| \frac{\partial f_2(x)}{\partial x_j} \right| \geq \varrho \text{ for every } x \in P.
\end{equation}$$

(6.2)

The sets of the form $f_2^{-1}(a)$ (where $a$ ranges over $[0,1]$) are pairwise disjoint and measurable, hence $\lambda^d(f_2^{-1}(a)) = 0$ for all but countably many $a \in [0,1]$. Let $D = \{a \in [0,1] : \lambda^d(f_2^{-1}(a)) = 0\}$. Then $D$ is clearly dense.

Let

$$\text{Lip}(f_1|Q) = \min\{c : |f_1(x) - f_1(y)| \leq c|x - y| \text{ for all } x, y \in Q\} \in \mathbb{R}^+$$

be the Lipschitz constant of the Lipschitz function $f_1|Q$. As $D$ is dense, we can fix a continuous piecewise affine function $\varphi : [0,1] \rightarrow \mathbb{R}$ (a ‘zig-zag function’) with the following properties:

1. $|\varphi| < \min\{\varepsilon, \delta\}$,
2. the points of non-differentiability of $\varphi$ are in $D$,
3. $|\varphi'| > \frac{1}{\varepsilon} \left( \frac{C}{\lambda^d(P)} + \text{Lip}(f_1|Q) \right)$ wherever the derivative exists,

where $C$ is given in the statement of the theorem.

Next we slightly modify $P$. Since $f$ is differentiable almost everywhere, we can assume by removing a nullset from $P$ (i.e. (6.2) will still hold) that

$$f \text{ is differentiable at every point of } P.$$  

(6.3)

Similarly, for the finitely many points $a$ of non-differentiability of $\varphi$ we remove the set $f_2^{-1}(a) \cap P$ from $P$. By (2) these sets are of measure zero, hence (6.2) still holds, but now we also have that

$$\varphi \text{ is differentiable at } f_2(x) \text{ for every } x \in P.$$  

(6.4)

Now we construct a piecewise affine homeomorphism $\Phi \in \text{Homeo}([0,1]^d)$ as follows. For $(y_1,\ldots,y_d) \in [0,1]^d$ let

$$\Phi(y_1,\ldots,y_d) = \begin{cases} 
(y_1(1 + \delta^{-1} \varphi(y_2)),y_2,\ldots,y_d) & \text{if } 0 \leq y_1 \leq \delta, \\
(y_1 + \varphi(y_2),y_2,\ldots,y_d) & \text{if } \delta \leq y_1 \leq 1 - \delta, \\
(y_1 + \delta^{-1} \varphi(y_2)(1-y_1),y_2,\ldots,y_d) & \text{if } 1 - \delta \leq y_1 \leq 1.
\end{cases}$$

A short calculation shows that this map is well defined (the two values in the cases $y_1 = \delta$ and $y_1 = 1 - \delta$ agree), and every segment of the form $[0,1] \times \{(y_2,\ldots,y_d)\}$ is an invariant set (note that $|\varphi| < \delta$ by (1)). Moreover, it is not hard to see that the map $\Phi$ is bijective on every such segment, indeed, on $[\delta,1-\delta] \times \{(y_2,\ldots,y_d)\}$ it is a translation by $\varphi(y_2)$, and on the remaining two small segments $[0,\delta] \times \{(y_2,\ldots,y_d)\}$ and $[1-\delta,1] \times \{(y_2,\ldots,y_d)\}$ it is the unique affine extension that makes it a continuous, (‘strictly increasing’) bijection of the segment $[0,1] \times \{(y_2,\ldots,y_d)\}$. Since these segments form a partition of $[0,1]^d$, we obtain that $\Phi$ is a bijection of $[0,1]^d$. Next, the map $\Phi$ is easily seen to be continuous, since it is clearly continuous on the three rectangular boxes where it is defined separately, and since the values
agree on the common faces where the rectangular boxes meet. And finally, by
compactness, the inverse if $\Phi$ is also continuous, hence $\Phi \in \text{Homeo}([0, 1]^d)$.

Another easy calculation shows, using that $|\varphi| < \varepsilon$ by (1), that $\Phi \in B(\text{id}, \varepsilon)$. Therefore, $\Phi \circ f \in B(f, \varepsilon)$. Now define

$$g = \Phi \circ f.$$ 

Clearly, $g \in \text{Homeo}([0, 1]^d)$, and (since $\Phi$ is piecewise affine, and hence Lipschitz), $g$ is Lipschitz on $Q$. So all that remains to check is $\mathcal{H}^d(\text{graph}(g|_Q)) > C$.

The Hausdorff measure of the graph of a function can be computed by the Area Formula [12, Theorem 3.2.3]. Let

$$G = \text{id} \times g : [0, 1]^d \to [0, 1]^{2d},$$

that is,

$$G(x) = (x, g(x)).$$

Then clearly $\text{graph}(g|_Q) = \text{range}(G|_Q)$. Since $G$ is Lipschitz and one-to-one on $Q$, we can apply the Area Formula which states that

$$\mathcal{H}^d(\text{range}(G|_Q)) = \int_Q JG(x) \, d\lambda^d(x),$$

where $JG(x) \overset{\text{def}}{=} \sqrt{\det (G'(x)^T G'(x))}$ is the Jacobian of $G$, which exists almost everywhere on $Q$. In order to show that

$$\mathcal{H}^d(\text{graph}(g|_Q)) = \mathcal{H}^d(\text{range}(G|_Q)) = \int_Q JG(x) \, dx > C$$

it suffices to prove that

(6.5) $JG(x)$ exists and $JG(x) > C \lambda^d(P)$

at every point of the set $P \subseteq Q$ from (6.2) above.

As $G$ is Lipschitz on $Q$, by throwing away a final nilset from $P$ we can assume that $G'$, and hence also $JG$ exist at every point of $P$.

Let $x \in P$ be arbitrary. The Cauchy–Binet Formula [8 page 9] implies that $\det (G'(x)^T G'(x))$ is the sum of the squares of the determinants of the $d \times d$ sized minors of $G'(x)$. Hence, in order to obtain (6.5) it suffices to find a single minor of size $d \times d$ with the absolute value of its determinant greater than $C \lambda^d(P)$. We claim that the minor obtained by taking the first $d$ rows (which form the $d \times d$ identity matrix) and replacing the $j$th row by the $(d+1)$st works (here $j$ comes from (6.2)). Some easy linear algebra shows that the determinant of this minor is the $j$th entry of its diagonal, that is, $\frac{\partial g_1(x_1, \ldots, x_d)}{\partial x_j}$. Therefore, the proof will be complete if we show that at every point $x = (x_1, \ldots, x_d) \in P$ we have

(6.6) $\left| \frac{\partial g_1(x)}{\partial x_j} \right| > \frac{C}{\lambda^d(P)}$.

By the definition of $\Phi$ and by (6.1) for every $x = (x_1, \ldots, x_d) \in Q$ (and even on a neighborhood of $Q$) we have that

$$g(x) = (f_1(x) + \varphi(f_2(x)), f_2(x), \ldots, f_d(x)),$$
hence
\[
g_1(x) = f_1(x) + \varphi(f_2(x))\]
on a neighborhood of \(Q\).

By (6.3) and (6.4) these expressions are differentiable at every \(x = (x_1, \ldots, x_d) \in P\), hence by the Chain Rule
\[
\frac{\partial g_1(x)}{\partial x_j} = \frac{\partial f_1(x)}{\partial x_j} + \varphi'(f_2(x)) \frac{\partial f_2(x)}{\partial x_j}.
\]

Then (3), (6.2), and \(|\frac{\partial f_1(x)}{\partial x_j}| \leq \text{Lip}(f_1|_Q)\) imply that
\[
|\frac{\partial g_1(x)}{\partial x_j}| \geq |\varphi'(f_2(x))| \left| \frac{\partial f_2(x)}{\partial x_j} \right| - \left| \frac{\partial f_1(x)}{\partial x_j} \right| > C \lambda d(P).
\]

This completes the proof of (6.6), and hence the proof of the lemma. \(\square\)

**Remark.** Note that the construction of the map \(\Phi\) above was inspired by the so-called ‘slides’ from [1].

The following lower semicontinuity result seems to be known, the case of \(d = 2\) is due to Besicovitch [5, page 21]. As we were not able to find a full reference (and for the reader’s convenience), we include its proof here.

**Lemma 6.5.** Let \(d \geq 2\) and \(C > 0\). For every homeomorphism \(f\) that is Lipschitz on a cube \(Q \subseteq [0,1]^d\) satisfying \(\mathcal{H}^d(\text{graph}(f|_Q)) > C\) there exists \(\varepsilon > 0\) such that for every \(h \in B(f, \varepsilon)\) we have \(\mathcal{H}^d(\text{graph}(h|_Q)) > C\).

Before proving Lemma 6.5 we need some preparation.

**Definition 6.6.** Let \(s > 0\). A family \(\mathcal{B}\) is said to be an \(s\)-almost Vitali covering of a set \(E \subseteq \mathbb{R}^m\) if for \(\mathcal{H}^s\) almost every \(x \in E\) we have
\[
\inf \{ \text{diam } B : x \in B, B \in \mathcal{B} \} = 0.
\]

Let \((\mathcal{K}(\mathbb{R}^m), d_H)\) be the non-empty compact subsets of \(\mathbb{R}^m\) endowed with the Hausdorff metric, that is, for all compact sets \(K_1, K_2 \subseteq \mathbb{R}^m\) we have
\[
d_H(K_1, K_2) = \min \{ r : K_1 \subseteq B(K_2, r) \text{ and } K_2 \subseteq B(K_1, r) \},
\]
where \(B(A, r) = \{ x \in \mathbb{R}^m : \exists y \in A \text{ such that } |x - y| \leq r \}\). Then \((\mathcal{K}(\mathbb{R}^m), d_H)\) is a Polish space, see [17] for more on this concept.

Let \(K_n \subseteq \mathbb{R}^m\) be compact sets such that \(K_n\) converges to \(K\) in the Hausdorff metric. We say that \(\{K_n\}_{n \geq 1}\) is almost uniformly concentrated in dimension \(s\) if for every \(\varepsilon > 0\) there is an \(s\)-almost Vitali covering \(\mathcal{B}\) of \(K\) such that for each \(B \in \mathcal{B}\),
\[
\limsup_{n \to \infty} \mathcal{H}^s(K_n \cap B) \geq (1 - \varepsilon)(\text{diam } B)^s.
\]

For the proof of the following claim see [24, Theorem 10.14] after the straightforward modifications.

**Claim 6.7.** Assume that \(\{K_n\}_{n \geq 1}\) is an almost uniformly concentrated sequence of compact sets in \(\mathbb{R}^m\) in dimension \(s > 0\) and \(K_n\) converges to \(K\) in the Hausdorff metric. Then
\[
\liminf_{n \to \infty} \mathcal{H}^s(K_n) \geq \mathcal{H}^s(K).
\]
Proof of Lemma 6.5: Let \( f \in \text{Homeo}([0,1]^d) \) be Lipschitz on a cube \( Q \subseteq [0,1]^d \) and assume that \( \{f_n\}_{n \geq 1} \) is an arbitrary sequence of homeomorphisms such that \( f_n \to f \) uniformly as \( n \to \infty \). Then we need to prove that

\[
\lim_{n \to \infty} \text{inf} \mathcal{H}^d(\text{graph}(f_n|_Q)) \geq \mathcal{H}^d(\text{graph}(f|_Q)).
\]

It is enough to show that \( K_n \overset{\text{def}}{=} \text{graph}(f_n|_Q) \) is an almost uniformly concentrated sequence in dimension \( d \). Indeed, we may assume that \( Q \) is closed, so the compact sets \( K_n \) converge to \( K \overset{\text{def}}{=} \text{graph}(f|_Q) \) in the Hausdorff metric. Therefore, applying Claim 6.7 for \( K_n, K \), and \( s = d \) will finish the proof of (6.8).

Let \( \varepsilon > 0 \) be arbitrarily fixed, we need to define a \( d \)-almost Vitali covering \( B \) of \( K \) for which (6.7) holds with \( s = d \). Let

\[
D = \{ x \in \text{int} Q : f \text{ is differentiable at } x \}.
\]

For all \( z \in D \) define \( T_z : \mathbb{R}^d \to \mathbb{R}^d \) as

\[
T_z(x) = f(z) + f'(z)(x - z).
\]

Let us choose \( 0 < \delta < \frac{1}{2} \) such that \( (1 - 2\delta)^d \geq 1 - \varepsilon \). For all \( z \in D \) define \( \delta(z) > 0 \) such that \( B(z, \delta(z)) \subseteq [0,1]^d \) and for all \( x \in B(z, \delta(z)) \) we have

\[
|f(x) - T_z(x)| \leq \frac{\delta}{2}|x - z|.
\]

Define

\[
B = \{ B((z, f(z)), r) : z \in D, 0 < r < \delta(z) \}.
\]

By the Rademacher Theorem \( \lambda^d(Q \setminus D) = 0 \). As \( f|_Q \) is Lipschitz, we have

\[
\mathcal{H}^d(\{(x, f(x)) : x \in Q \setminus D\}) = 0,
\]

thus \( B \) is really a \( d \)-almost Vitali covering of \( K \).

Fix \( z \in D \) and \( B = B((z, f(z)), r) \in B \) with some \( 0 < r < \delta(z) \). Let \( T = T_z \) and \( V = \{(x, T(x)) : x \in \mathbb{R}^d\} \) be the tangent plane at \( z \). Choose \( N \in \mathbb{N}^+ \) such that for all \( n \geq N \) and \( x \in [0,1]^d \) we have

\[
|f_n(x) - f(x)| \leq \frac{\delta}{2} r.
\]

It is enough to prove that

\[
\mathcal{H}^d(K_n \cap B) \geq (1 - \varepsilon)(\text{diam} B)^d
\]

for all \( n \geq N \). Fix an arbitrary \( n \geq N \). By (6.10) and (6.9) for all \( x \in B(z, r) \) we obtain

\[
|f_n(x) - T(x)| \leq |f_n(x) - f(x)| + |f(x) - T(x)| \leq \frac{\delta}{2} r + \frac{\delta}{2} r = \delta r.
\]

Let \( B' = V \cap B((z, f(z)), r(1 - \delta)) \) and \( B'' = V \cap B((z, f(z)), r(1 - 2\delta)) \). Note that if \( y \in B' \) then there is a unique \( x \in B(z, r) \) such that \( y = (x, T(x)) \). Consider the continuous map \( S : B' \to V \) such that for \( y = (x, T(x)) \in B' \) we have

\[
S(y) = \text{pr}_V((x, f_n(x))).
\]
where \( \text{pr}_V \) is the orthogonal projection to \( V \). By (6.12) if \((x,T(x)) \in B'\) then 
\((x,f_n(x)) \in K_n \cap B\). Therefore, since projections cannot increase the Hausdorff measure, we obtain
\[
\mathcal{H}^d(K_n \cap B) \geq \mathcal{H}^d(S(B')).
\]
Let \( y = (x,T(x)) \in B' \), then \( x \in B(z,r) \), (6.12), and (6.13) imply
\[
|S(y) - y| \leq |(x,f_n(x)) - (x,T(x))| = |f_n(x) - T(x)| \leq \delta r.
\]
By (6.15) we can apply Fact 3.4 with \( \alpha = \delta r \) and \( \beta = r(1 - \delta) \) for \( S \) composed with a translation. This yields \( B'' \subseteq S(B') \). Thus
\[
\mathcal{H}^d(S(B')) \geq \mathcal{H}^d(B'') = (\text{diam } B'')^d = ((1 - 2\delta)2r)^d \geq (1 - \varepsilon) \text{diam } B^d.
\]
Inequalities (6.14) and (6.16) imply (6.11), and the proof is complete. \( \square \)

**Definition 6.8.** Let us say that a map \( f \) is somewhere smooth, if it is smooth on a non-empty open set (which may depend on \( f \)).

**Proof of Theorem 6.2.** By Corollary 8.2 below, for every positive integer \( d \) the set of somewhere smooth homeomorphisms is dense in \( \text{Homeo}(0, 1]^d \). Note that a somewhere smooth map is Lipschitz on a suitable cube. Hence
\[
\mathcal{F}_n = \{ f \in \text{Homeo}(0, 1]^d : \mathcal{H}^d(\text{graph}(f)) > n \}
\]
is dense for every \( n \in \mathbb{N} \) by Lemma 6.4, consequently \( \mathcal{F}_n \) contains a dense open set for every \( n \in \mathbb{N} \) by Lemma 6.5, therefore
\[
\{ f \in \text{Homeo}(0, 1]^d : \mathcal{H}^d(\text{graph}(f)) = \infty \} = \bigcap_{n=0}^{\infty} \mathcal{F}_n
\]
is co-meager. \( \square \)

Finally, we prove Theorem 6.3

**Proof of Theorem 6.3.** Let \( d \geq 2 \) and a compact set \( K \subseteq \text{Homeo}(0, 1]^d \) be fixed. We will construct a homeomorphism \( \Phi \in \text{Homeo}(0, 1]^d \) such that \( f \circ \Phi \in \mathcal{F} \) for all \( f \in K \). For all \( n \in \mathbb{N} \) define
\[
s_n = \min\{0 \leq s \leq 1 : |f(x) - f(y)| \geq 2^{-n} \text{ whenever } f \in K \text{ and } |x - y| \geq s\}.
\]
As \( K \) is compact, it is easy to see that \( s_n \downarrow 0 \). By Lemma 4.3 there exist a sequence \( q_n \downarrow 0 \) and a continuous function \( \varphi : [0, 1] \to [0, \frac{1}{4}] \) such that for all \( n \in \mathbb{N} \) if \( I, J \) are intervals of length \( 2^{-n} \) and \( s_n \), respectively, then
\[
\lambda(\{ z \in I : \varphi(z) \in J \}) \leq q_n 2^{-n}.
\]
Let \( T = [\frac{1}{4}, \frac{1}{2}] \times [0, 1]^{d-1} \). Similarly as in the proof of Lemma 6.4 we can define a homeomorphism \( \Phi \in \text{Homeo}(0, 1]^d \) such that for all \( (x_1, \ldots, x_d) \in T \) we have
\[
\Phi(x_1, \ldots, x_d) = (x_1 + \varphi(x_2), x_2, \ldots, x_d).
\]
Fix an arbitrary \( f \in K \), we will show that
\[
\mathcal{H}^d(\text{graph}((f \circ \Phi)|_T)) = \infty.
\]
Let $\mu$ be the pushforward measure $\lambda^d \circ \Psi^{-1}$, where $\Psi: T \rightarrow T \times [0,1]^d$ is defined as $\Psi(x) = (x, f(\Phi(x)))$. Then $\mu$ is a Borel measure supported on $\text{graph}((f \circ \Phi)|_T)$, and for any Borel set $A \subseteq [0,1]^{2d}$ we have
\[
\mu(A) = \lambda^d\{(x \in T : (x, f(\Phi(x))) \in A)\}.
\]
Fix an arbitrary $n \in \mathbb{N}$ and cubes $Q_1 \subseteq T$ and $Q_2 \subseteq [0,1]^d$ of edge length $2^{-n}$, it is enough to prove that
\[
(6.19) \quad \mu(Q_1 \times Q_2) \leq q_n 2^{-nd}.
\]
Indeed, then the Mass Distribution Principle \cite[Theorem 4.19]{22} implies that with some $c_d > 0$ we have
\[
\mathcal{H}^d(\text{graph}((f \circ \Phi)|_T)) \geq c_d \liminf_{n \to \infty} \frac{1}{q_n} \lambda^d(T) = \infty,
\]
so (6.18) holds. In order to prove (6.19), define the interval $J$ as the orthogonal projection of $f^{-1}(Q_2)$ to the first coordinate axis. Since $\text{diam} Q_2 < d 2^{-n}$, the definition of $s_n$ implies that $\text{diam} f^{-1}(Q_2) \leq s_n$, so $\text{diam} J \leq s_n$ as well. Let $Q_1 = I_1 \times \cdots \times I_d$, by (6.17) for all $x_1 \in I_1$ we obtain
\[
(6.20) \quad \lambda\{(x_2 \in I_2 : \varphi(x_2) \in J - x_1)\} \leq q_n 2^{-n}.
\]
It is straightforward that
\[
(6.21) \quad \{x \in Q_1 : f(\Phi(x)) \in Q_2\} \subseteq \{x \in Q_1 : \varphi(x_2) \in J - x_1\}.
\]
Hence (6.21) and (6.20) easily yield
\[
\mu(Q_1 \times Q_2) = \lambda^d\{(x \in Q_1 : f(\Phi(x)) \in Q_2)\}
\leq \lambda^d\{(x \in Q_1 : \varphi(x_2) \in J - x_1)\}
= 2^{-n(d-2)} \int_{I_1} \lambda\{(x_2 \in I_2 : \varphi(x_2) \in J - x_1)\} \, dx_1
\leq q_n 2^{-nd}.
\]
Thus (6.19) holds, and the proof is complete. \hfill \Box

7. Concluding remarks and open problems

In Theorem 6.2 we showed that for $d \geq 2$ the $d$-dimensional Hausdorff measure of the graph of the generic $f \in \text{Homeo}([0,1]^d)$ is infinite. The next question asks whether this can be slightly improved.

**Question 7.1.** Let $d \geq 2$ be an integer. Is it true that $\mathcal{H}^d|_{\text{graph}(f)}$ is non-$\sigma$-finite for the generic $f \in \text{Homeo}([0,1]^d)$?

Since $\text{graph}(f) \subseteq [0,1]^{2d}$, it may even be possible that $\dim_H \text{graph}(f) > d$ for the generic $f \in \text{Homeo}([0,1]^d)$, where $\dim_H$ is the Hausdorff dimension, see e.g. \cite{21} for the definition. In fact, we can show that if $d \neq 4$ and $d \neq 5$ then the generic $f \in \text{Homeo}([0,1]^d)$ satisfies $\dim_H \text{graph}(f) = d$, we plan to publish this in a forthcoming paper. As $\{f \in \text{Homeo}([0,1]^d) : \dim_H \text{graph}(f) = d\}$ is $G_\delta$, the real question is the following.
Question 7.2. Let \( d = 4 \) or \( d = 5 \). Is it true that 
\[
\{ f \in \text{Homeo}([0, 1]^d) : \dim_H \text{graph}(f) = d \}
\]
is dense in \( \text{Homeo}([0, 1]^d) \)?

For the case of prevalent homeomorphisms, we do not know whether the graph has infinite \( d \)-dimensional Hausdorff measure.

Question 7.3. Let \( d \geq 2 \) be an integer. What is \( \mathcal{H}^d(\text{graph}(f)) \) for the prevalent \( f \in \text{Homeo}([0, 1]^d) \)? What is \( \dim_H \text{graph}(f) \) for the prevalent \( f \in \text{Homeo}([0, 1]^d) \)?

The answer to the following question may easily be known, but we have been unable to find it in the literature. By setting \( Q = [0, 1]^d \) in Lemma 6.5, one obtains a form of lower semi-continuity result for the \( d \)-dimensional Hausdorff measure of a graph of a homeomorphism \( f \in \text{Homeo}([0, 1]^d) \): if \( f \) is Lipschitz with \( \mathcal{H}^d(\text{graph}(f)) > c \) then there exists \( \varepsilon > 0 \) such that \( \mathcal{H}^d(\text{graph}(g)) > c \) for all \( g \in B(f, \varepsilon) \). This observation motivates the following question. Since the case \( d = 1 \) is straightforward, we assume \( d \geq 2 \).

Question 7.4. Let \( d \geq 2 \) be an integer. Is the \( d \)-dimensional Hausdorff measure lower semi-continuous restricted to the graphs of homeomorphisms of \([0, 1]^d\), that is, is the set
\[
\{ f \in \text{Homeo}([0, 1]^d) : \mathcal{H}^d(\text{graph}(f)) > c \}
\]
open for each \( c \in \mathbb{R} \)?

Remark. Instead of using Hausdorff measures in the above problems, one may consider the notion of surface area introduced by Lebesgue [19]. The Lebesgue area \( L(f) \) of a continuous map \( f : [0, 1]^d \to \mathbb{R}^d \) is obtained by taking the infimum of limit inferiors of surface areas of piecewise affine functions converging uniformly to \( f \). Then \( L \) is lower semi-continuous, and \( L(f) = \mathcal{H}^d(\text{graph}(f)) \) whenever \( f \) is Lipschitz, see e.g. [11] for more on this concept. Using our above results concerning the \( \mathcal{H}^d \) measure of the generic graph, it is straightforward to obtain that \( L(f) = \infty \) holds for the generic \( f \in \text{Homeo}([0, 1]^d) \).

8. Appendix (an approximation result in differential topology)

We establish for convenience a known result needed above. Recall that a map \( f \) is called somewhere smooth if it is smooth on a non-empty open set (that may depend on \( f \)).

Theorem 8.1. Let \( d \geq 2 \) be an integer, \( f \in \text{Homeo}((0, 1)^d) \) and \( \varepsilon : (0, 1)^d \to (0, \infty) \) be continuous. Then there exists a somewhere smooth \( g \in \text{Homeo}((0, 1)^d) \) such that \( |f(x) - g(x)| < \varepsilon(x) \) for every \( x \in (0, 1)^d \).

In fact, an easy and elementary argument shows that the statement also holds for \( d = 1 \), but we will not need this here.

Proof. First we show that, if \( d \neq 4 \), then the above \( g \) can even be a PL (piecewise affine) homeomorphism of \((0, 1)^d\).
For $d = 2$ see e.g. [23, Theorem 8.4], while for $d = 3$ see [23, Theorem 36.1]. For $d \geq 5$, let us fix a PL homeomorphism $\phi : \mathbb{R}^d \to (0,1)^d$ with

\begin{equation}
|\phi(x) - \phi(y)| \leq |x - y| \text{ for each } x, y \in \mathbb{R}^d.
\end{equation}

Let $\tilde{\varepsilon} = \varepsilon \circ \phi$. Then $\hat{f} = \phi^{-1} \circ f \circ \phi$ is a homeomorphism of $\mathbb{R}^d$. We claim that $\hat{f}$ can be $\varepsilon$-approximated by a PL homeomorphism $h$, that is,

\begin{equation}
|\hat{f}(x) - h(x)| < \varepsilon(x) \text{ for each } x \in \mathbb{R}^d
\end{equation}

for some PL homeomorphism $h \in \text{Homeo}(\mathbb{R}^d)$. It follows from a theorem of Connell and Bing (see e.g. [28, Theorem 4.11.1]) that every stable homeomorphism of $\mathbb{R}^d$ can be $\varepsilon$-approximated by a PL homeomorphism, and since every orientation-preserving homeomorphism is stable if $d \geq 5$ by a result of Kirby [18], we obtain an $\varepsilon$-approximation $\hat{h}$ of either $\hat{f}$ or $r \circ \hat{f}$, where $r$ is a reflection on a hyperplane. Let $h = \hat{h}$ in the former case, while $r = h \circ \hat{h}$ in the latter to finish the proof of the claim. Now set $g = \phi \circ h \circ \phi^{-1}$: clearly $g$ is a PL homeomorphism. Using (8.1), (8.2) and the fact that $f = \phi \circ \hat{f} \circ \phi^{-1}$, it is easy to check that $g$ is also an $\varepsilon$-approximation of $f$.

Suppose now that $d = 4$. Let $x \in (0,1)^d$ be arbitrary, and let $V$ be an open neighborhood of $x$ small enough so that

\begin{equation}
\text{diam } f(V) < \inf \{ \varepsilon(y) : y \in V \}.
\end{equation}

By [13, Theorem 8.1A] applied with $M = N = (0,1)^d$ (hence there is no boundary, so the restriction of smoothness on the boundary is vacuous, and the isotopies relative to the boundary are just isotopies), $K = \{ x \}$ and $U = V$, we obtain that there exists a somewhere smooth $g \in \text{Homeo}(0,1)^d$ with $g|_{(0,1)^d \setminus V} = f|_{(0,1)^d \setminus V}$. Therefore $g(V) = f(V)$, and hence $g$ is an $\varepsilon$-approximation of $f$ by (8.3). \qed

**Corollary 8.2.** Let $d$ be a positive integer, $f \in \text{Homeo}(0,1)^d$ and $\varepsilon > 0$. Then there exists a somewhere smooth $g \in \text{Homeo}(0,1)^d$ with $g \in B(f, \varepsilon)$ such that $g$ agrees with $f$ on the boundary of $[0,1]^d$.

**Proof.** Choose a continuous $\varepsilon : (0,1)^d \to (0, \infty)$ with $\varepsilon(x) < \varepsilon$ for every $x \in (0,1)^d$ such that $\varepsilon(x_n) \to 0$ whenever $x_n \to x \in \partial[0,1]^d$. Then obtain a map $g$ by applying Theorem 8.1 to this function $\varepsilon(\cdot)$ and $f|_{(0,1)^d}$. Finally, extend this map $g$ to the boundary of $[0,1]^d$ so that $f$ and $g$ agree on the boundary. \qed

**Acknowledgment.** We are indebted to J. Luukkainen for providing the Appendix. He has actually also shown us that the set of homeomorphisms which are PL on a neighborhood of $\partial[0,1]^4$ is dense in $\text{Homeo}(0,1)^4$. We are grateful to D. Nagy for some valuable remarks and helpful suggestions.

**References**

[1] M. Abért, T. Keleti, Shuffle the plane, *Proc. Amer. Math. Soc.* 130 (2002), 549–553.

[2] R. Balka, Z. Buczolich, M. Elekes, Topological Hausdorff dimension and level sets of generic continuous functions on fractals, *Chaos Solitons Fractals* 45 (2012), no. 12, 1579–1589.

[3] R. Balka, U. B. Darji, M. Elekes, Bruckner–Garg-Type results with respect to Haar null sets in $C[0,1]$, *Proc. Edinb. Math. Soc.* (2) 60 (2017), no. 1, 17–30.
[4] S. Banach, Über die Baire’sche Kategorie gewisser Funktionenmengen, Studia Math. 3 (1931), 174–179.
[5] A. S. Besicovitch, Parametric surfaces II. Lower semicontinuity of the area, Math. Proc. Cambridge Philos Soc. 45 (1949), no. 1, 14–23.
[6] D. Burago, Y. Burago, S. Ivanov, A course in metric geometry, Graduate Studies in Mathematics, Vol. 33, American Mathematical Society, Providence, RI, 2001.
[7] J. P. R. Christensen, On sets of Haar measure zero in abelian Polish groups, Israel J. Math. 13 (1972), 255–260.
[8] F. R. Gantmacher, The theory of matrices, Vol. 1, AMS Chelsea Publishing, Providence, RI, 1998.
[9] S. K. Donaldson, D. P. Sullivan, Quasiconformal 4-manifolds, Acta Math. 163 (1989), 181–252.
[10] M. Elekes, D. Nagy, Haar null and Haar meager sets: a survey and new results, Bull. Lond. Math. Soc. 52, (2020) 561–619.
[11] H. Federer, Hausdorff measure and Lebesgue area, Proc. Nat. Acad. Sci. USA 37 (1951), 90–94.
[12] H. Federer, Geometric Measure Theory, Springer-Verlag, New York, 1969.
[13] M. H. Freedman, F. Quinn, Topology of 4-manifolds. Princeton Mathematical Series, 39. Princeton University Press, Princeton, NJ, 1990.
[14] W. Fulton, Algebraic Topology. A First Course. Springer-Verlag, 1995.
[15] S. Graf, R. D. Mauldin, S. C. Williams, Random homeomorphisms, Adv. Math. 60 (1986), 239–359.
[16] B. R. Hunt, The prevalence of continuous nowhere differentiable functions, Proc. Amer. Math. Soc. 122 (1994), 711–717.
[17] A. S. Kechris, Classical descriptive set theory. Graduate Texts in Mathematics, 156, Springer-Verlag, New York, 1995.
[18] R. C. Kirby, Stable homeomorphisms and the annulus conjecture. Ann. of Math. (2) 89 (1969), 575–582.
[19] H. Lebesgue, Intégrale, longueur, aire, Ann. Mat. Pura ed Appl. (3) 7 (1902), 231–359.
[20] J. Luukkainen, personal communication.
[21] P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and rectifiability. Cambridge Studies in Advanced Mathematics, 44. Cambridge University Press, Cambridge, 1995.
[22] P. Mörters, Y. Peres, Brownian Motion, with an appendix by Oded Schramm and Wendelin Werner, Cambridge University Press, 2010.
[23] E. E. Moise, Geometric topology in dimensions 2 and 3. Graduate Texts in Mathematics, Vol. 47, Springer-Verlag, New York-Heidelberg, 1977.
[24] J. Morel, S. Solimini, Variational methods in image segmentation. With seven image processing experiments. Progress in Nonlinear Differential Equations and their Applications, Vol. 14, Birkhäuser Boston, Inc., Boston, MA, 1995.
[25] J. Mycielski, personal communication.
[26] J. C. Oxtoby, Measure and Category. A survey of the analogies between topological and measure spaces. Second edition. Graduate Texts in Mathematics No. 2, Springer-Verlag, 1980.
[27] W. Rudin, Real and complex analysis. Third edition. McGraw-Hill Book Co., New York, 1987.
[28] T. B. Rushing, Topological embeddings. Pure and Applied Mathematics, Vol. 52 Academic Press, New York-London, 1973.
Alfréd Rényi Institute of Mathematics, Réaltanoda u. 13–15, H-1053 Budapest, Hungary
Email address: balka.richard@renyi.hu

Alfréd Rényi Institute of Mathematics, Réaltanoda u. 13–15, H-1053 Budapest, Hungary AND Eötvös Loránd University, Institute of Mathematics, Pázmány Péter s. 1/c, 1117 Budapest, Hungary
Email address: elekes.marton@renyi.hu
URL: http://www.renyi.hu/~emarci

Alfréd Rényi Institute of Mathematics, Réaltanoda u. 13–15, H-1053 Budapest, Hungary
Email address: kiss.viktor@renyi.hu

Eötvös Loránd University, Institute of Mathematics, Pázmány Péter s. 1/c, 1117 Budapest, Hungary, and Einstein Institute of Mathematics Edmond J. Safra Campus, Givat Ram The Hebrew University of Jerusalem, 91904 Jerusalem, Israel
Email address: sokmark@gmail.com