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Abstract: Predicting future locations of agents in the scene is an important problem in self-driving. In recent years, there has been a significant progress in representing the scene and the agents in it. The interactions of agents with the scene and with each other are typically modeled with a Graph Neural Network. However, the graph structure is mostly static and fails to represent the temporal changes in highly dynamic scenes. In this work, we propose a temporal graph representation to better capture the dynamics in traffic scenes. We complement our representation with two types of memory modules; one focusing on the agent of interest and the other on the entire scene. This allows us to learn temporally-aware representations that can achieve good results even with simple regression of multiple futures. When combined with goal-conditioned prediction, we show better results that can reach the state-of-the-art performance on the Argoverse benchmark.

1 Introduction

Self-driving is a complex task, therefore the standard approach is to divide it into separate modules. A typical modular pipeline consists of several modules focusing on different aspects of the problem such as perception, prediction, planning, and control. In this work, we assume that the perceptual input including the detections, the tracks, and the map information is provided in a bird’s eye view representation, and focus on prediction by proposing a motion forecasting algorithm. Motion forecasting is the problem of predicting the future location of traffic agents for safe navigation. This requires understanding the scene by representing the map information as well as the interactions of agents with the scene and with each other. Furthermore, there are multiple plausible future scenarios which need to be considered by the following planner module in the stack.

Previous work on motion forecasting mostly focuses on learning representations of the scene, specifically the map and the agent history, i.e. the previous locations of agents. While early attempts \cite{1, 2, 3, 4, 5, 6, 7, 8, 9} create a rasterized representation that can easily be processed with a 2D Convolutional Neural Network (CNN), recent work mostly focuses on the spatial aspect with a lane graph \cite{10, 11, 12} or vector representations \cite{13, 14, 15}. An explicit representation of the topology and interactions with a Graph Neural Network (GNN) leads to better representations of the surrounding environment as well as the agent interactions. In this work, we adapt the vectorized representation for the spatial aspect of the scene and then focus on the temporal aspect.

The temporal aspect is mostly ignored in motion forecasting by simply dividing the time into two: the present with the information up to now and the future to be predicted. Typically, the history of each agent is independently encoded with a recurrent neural network \cite{16, 17, 18, 19, 20, 21, 22} or simply with a 1D CNN \cite{10, 23, 11, 12}. This approach fails to represent the evolving interactions between the agents and their relation with the scene elements through time. We claim that learning temporal dynamics plays a crucial role in prediction. Consider a scenario where two vehicles approach an intersection, their speed history changing together decides their future locations, for example one of them slowing down and letting the other vehicle continue with the turn at its current speed. Our results show improvements in these scenarios where the temporal dynamics are crucial for future prediction. Ye et al. \cite{24} recently proposed to model the temporal aspect by focusing on the dynamics of the agent of interest only. While this improves the results, it overlooks the dynamics in the other parts of the scene that might still be relevant for predicting the next location of the agent of interest. We propose to learn a temporal graph representation that is aware of the entire scene dynamics.
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Figure 1: **Temporal Graph Learning for Motion Forecasting.** We learn a dynamic scene representation where each timestamp is encoded as a temporal graph. We keep track of changes to the agent of interest with a sequential memory and to the entire scene with a scene memory. We generate goal proposals by using both the scene memory and the motion information related to the agent of interest. Finally, we predict the full trajectories conditioned on the refined goal locations.

We construct a temporal graph representing the dynamic scene with agents moving and interacting with the scene and with each other. We dynamically update the features of each scene element in a way informed by the other scene elements such as the other agents in the scene and nearby road segments. While these interactions are modelled with a static GNN in previous work, we model the interactions on the graph temporally by considering the time axis in the updates. In addition, we introduce two memory modules; one specific to the agent of interest and another to the entire scene. Our experiments show the importance of dynamic updates and the two types of memory modules.

Another aspect in motion forecasting is the multi-modality which can be addressed by predicting multiple futures. While there are various approaches that predict a heatmap [23, 11, 25] or learn a distribution [1, 26, 2, 27, 17, 28] to sample from, we follow a simpler approach that is commonly used in the literature by generating a set of predictions and applying the loss only on the closest one during training. Common metrics used in motion forecasting evaluate both the quality and the diversity of endpoint predictions. As shown in recent work [14, 23], addressing these two aspects together is challenging. While one option is to develop separate objectives optimizing each metric, we instead focus on learning representations that are good at predicting accurate endpoint distributions without sacrificing diversity.

2 Related Work

**Context Representation:** Representing the context, i.e. the surrounding environment is an important aspect of motion forecasting. Typically, the context consists of a map in 2D bird’s eye view (BEV) representation as well as the past trajectories of agents on the map. There are two types of approaches to context representation: rasterized and vectorized. In rasterized representation, the context is rastered and encoded with a 2D CNN. Despite the convenience of CNNs especially when predicting a heatmap [23], 2D raster image cannot explicitly represent the complex topology of the map such as long range connectivity and hierarchy between the scene elements due to the limited receptive field size. Vector representations initially proposed in VectorNet [13] can capture the complex topology of the road networks as well as the spatial locality of semantic entities with a hierarchical representation. Several followup work including ours [14, 15, 29] build on VectorNet to represent the context. Differently, we also learn a temporal representation of the scene.
Temporal Encoding: Rossi et al. propose to learn changes on a massive graph, e.g. Wikipedia, Twitter, with a temporal graph neural network [30]. We also propose to learn a temporal graph representation but for multiple, smaller graphs representing scenes observed through limited time intervals. The number of time steps are smaller but the changes are more dynamic through interactions between agents. Recent work called TPCN [24] shows the importance of learning temporal relations in motion forecasting. Similar to us, in TPCN, there is a spatial module for a global representation and a temporal module for learning dynamics. Differently, multi-interval learning for temporal representation is specialized to the agent of interest in TPCN, whereas in our case, we learn temporal relations between all the entities. This way, learned dynamics can still help even when the interactions of the agent of interest is limited but there are other moving agents in the scene. Besides, predictions should be informed by the scene dynamics occurring in spatially further regions than the agent.

Goal-Conditioned Prediction: Earlier methods [10, 13, 24, 31, 12, 19, 32] directly predict $K$ full trajectories based on the features of the agent of interest. However, this approach may fail to cover diverse future locations on the map since it only focuses on the agent of interest. Some methods [21] follow an auto-regressive approach which may lead to drift due to accumulating error in consecutive timestamps. Another line of work [14, 29, 15, 23, 25, 11, 33] first predicts the endpoint of future trajectory and then conditioned on the predicted endpoint, the whole trajectory is predicted. We also follow this target-based approach because predicting trajectory is mostly straightforward once the target endpoint is identified. The target-based methods [14, 29, 15] typically follow a two-stage approach. First, a distribution over target locations is predicted, either to find the closest lane to the endpoint [14] or densely over all possible locations on a grid [15]. Finding the closest lane is typically not accurate enough to locate the target point, therefore an offset is also predicted with respect to the lane [14]. In this work, we show that our learned temporal representation is capable of directly regressing the target locations without scoring lanes or dense grid locations. Another option is to predict a heatmap representing the probability distribution of the target location [23, 25, 11]. In heatmap-based approaches, the sampling strategy becomes very important. While it can be optimized for very low miss rates, it is difficult to optimize it together with the endpoint accuracy.

3 Methodology

Given the past states of agents in the scene and an HD map of the environment, our goal is to predict the future locations of the agent of interest. Our approach illustrated in Fig. 1 is based on the following observation: traffic scenes consist of a dynamic part with agents moving through time and a static context which remains unchanged except for the interactions with the dynamic part. We first build a holistic representation of the static part and then model the dynamics as a temporal graph on top of it.

3.1 Scene Encoding

3.1.1 Temporal Graph Representation

We construct a dynamic graph to represent the state of the scene at time $t$ as a graph $G_t = \{V_t, E_t\}$ where $V_t$ and $E_t$ denote the set of vertices and undirected edges on the graph. Each vertex $v^i_t \in V_t$ corresponds to a lane segment or an agent $i$ at time $t$. Due to the cost of a fully connected graph at each time step, we selectively build two types of edges between different types of nodes. We first connect each agent to the lane segments in their vicinity based on a threshold. The undirected edge between an agent and the surrounding lane segments allows to represent the current location of an agent on the map as well as the occupancy of map locations through time. We also connect the agent of interest to all the other agents at that timestamp to model dynamic interactions between agents. Let $F_t$ denote the feature matrix at time $t$ where each row corresponds to a vertex $v^i_t$ and $d_k$ denote the length of key features. We perform dynamic updates on the features through time using self attention [34] between the connected nodes:

$$
\hat{F}_t = \text{softmax} \left( \frac{F^Q_{t-1} (F^K_{t-1})^T}{\sqrt{d_k}} \right) F^V_{t-1}
$$

where $F^Q_{t-1}, F^K_{t-1}$ and $F^V_{t-1}$ are linear transformations of the feature matrix from the previous timestamp. After initializing the node features from VectorNet, we accumulate temporal information.
to learn the dynamics. We explicitly encode the time information to form the final feature matrix \( \mathbf{F}_t \):

\[
f^i_t = g_1 (\hat{f}^i_t + \varphi_{\text{time}}(t)) \tag{2}
\]

where \( f^i_t \) denotes the features of the agent \( i \) at time \( t \), \( \varphi_{\text{time}}(\cdot) \) is a time encoder as proposed in [30] and \( g_1 \) is simply a two-layer MLP.

### 3.1.2 Memory Modules

An important aspect of learning dynamics is building a memory to remember necessary information from past steps. In Temporal Graph Networks [30], Rossi et al. propose to keep track of changes with a memory for every node and edge on the graph. While it is shown to be crucial for node or edge addition or removal tasks in case of TGN, such a fine-grained memory module is not only infeasible in our case but also excessive for predicting the trajectory of a single agent of interest. On the other hand, to predict future reliably, the agent of interest needs to remember the changes in its representation as well as the changes to the whole scene through time. Therefore, we consider two types of memory modules in our temporal graph representation: one for the agent of interest and another for the whole scene.

Given the temporal features of the agent of interest \( f_t \) at time \( t \), we keep track of changes to its representation sequentially with a GRU:

\[
h_{\text{seq}}^t = \text{GRU}(f_t, h_{\text{seq}}^{t-1}) \tag{3}
\]

where \( h_t \) refers the hidden state of the GRU. Note that we drop the superscript on the node features as we build the sequential memory model only for the agent of interest.

We introduce another memory module for the whole scene: scene memory. We initialize the scene memory at time \( t \) by applying a linear layer to the feature matrix at that time step:

\[
M_0^t = g_0 (\mathbf{F}_t).
\]

We then build the scene memory module as layers of self attention operations (4) followed by layer normalization at each layer \( l \).

\[
\hat{M}_l^t = \text{softmax} \left( \frac{M_{l-1}^t Q}{\sqrt{d_k}} T M_{l-1}^t V \right) M_{l-1}^t \tag{4}
\]

\[
M_l^t = \varphi_{\text{norm}} (\hat{M}_l^t) \tag{5}
\]

After the last layer \( L \), we aggregate all the node features with a max pool operation (6) to summarize the relevant scene features in \( \mathbf{m}_t^{(L)} \) and then relate them across time with a GRU (7).

\[
\mathbf{m}_t^{(L)} = \varphi_{\text{pool}} (\hat{M}_L^t) \tag{6}
\]

\[
h_t^{\text{mem}} = \text{GRU}(\mathbf{m}_t^{(L)}, h_{t-1}^{\text{mem}}) \tag{7}
\]

In addition to the memory modules, we use cross attention between the temporally updated features of the agent of interest and the context elements including the lanes and the other agents following [15]. The final representation for the agent of interest contains the lane and agent features as the result of cross attention and the temporal features (2) including their initialization for learning the change as well as the memory modules for the agent (3) and the whole scene (7).

### 3.2 Goal-Conditioned Trajectory Prediction

Several previous work [14, 29, 15] address multi-modality by predicting \( K \) number of trajectories for a scene. The loss is calculated based on the prediction that has the closest endpoint to the ground truth endpoint. A recent line of work [14, 29] first predicts the endpoints as the target locations, and then, conditioned on the targets, predicts the full trajectory. We follow a similar goal-conditioned approach but in a more focused way on target locations. While the common approach in this line of work is to score a large number of map elements first, in some cases even densely [15], and then refine them, it distributes the focus evenly to relevant target locations and irrelevant, distant locations on the map. Therefore, we first regress \( K \) number of goal locations, and then focus on refinement and scoring.
3.2.1  Goal Prediction

We initially predict \( K \) number of goal locations. As indicated by the failure cases of the previous work [24], goal locations need to be constrained by both the motion and the map information. We obtain the motion information from the features of the agent of interest as explained at the end of Section 3.1.2. Although the agent of interest interacts with the scene, its features do not directly correspond to the scene elements. Therefore, for map constrained goal locations, we construct a map feature \( f_{map} \) by max-pooling the feature of the lane nodes in the scene graph, \( L \), and concatenating them with the updated scene memory from (7):

\[
f_{map}^{T} = g_{2}(\phi_{pool}(L_T), \phi_{agg}(h_{mem}^{T}))
\]

where \( T \) is the last observed time step before prediction and \( g_{2}(\cdot) \) is a 2-layer MLP. We generate half of the proposals from the features of the agent of interest and the other half from the map features.

Once the proposals are created, we refine and score them in a way informed by the scene features. Our goal is to assign high scores to the proposals that are consistent with dynamic scene features. We first encode the proposals that are 2D coordinates and then apply cross attention with scene features \( F_{T} \) to place it in our map representation before refinement and scoring. Our objective is to minimize the distance between the predicted goal location that is the closest to the ground truth with a smooth-\( L_{1} \) loss and also to increase its score with respect to the other proposals with a cross entropy loss.

We predict the full trajectory conditioned on \( K \) goal locations and apply a smooth-\( L_{1} \) loss to minimize the distance between the ground truth and the predicted trajectory for the best goal prediction.

4  Experiments

4.1  Experimental Setup

**Dataset:** We use Argoverse motion forecasting dataset [35] which has more than 300K sequences with the map information and the agent trajectories. Each sequence or a scene is 5 seconds long sampled at 10 Hz, corresponding to 50 time steps. Given the map information and the agent history in the first 2 seconds (20 frames), the goal is to predict the trajectory of the agent of interest for the next 3 seconds, (30 frames). We follow the original training, validation, and test splits.

**Metrics:** We use four different metrics to evaluate our work. (i) **Minimum Average Displacement Error** (min-ADE) is the average displacement error between the ground truth trajectories and the predicted trajectory that has the closest final step to the ground truth endpoint over all time steps. (ii) **Minimum Final Displacement Error** (min-FDE) is the displacement error between the best final step prediction and the ground truth final step. minADE\(_K\) and minFDE\(_K\) refers to the minimum over \( K \) predictions. (iii) **Miss Rate** (MR) is the percentage of the scenes where none of the predicted trajectory endpoints are not within a threshold (2 meters) to the ground truth endpoint. (iv) **Brier-minFDE** \((b - \text{minFDE})\) is the official metric of the challenge by also considering the probability distribution \( p \) of a trajectory. Specifically, \( b - \text{minFDE} \) is calculated by adding a probability score, \((1 - p)^2\) to the minFDE value. We report the values for \( K = 6 \).

**Training Details:** We construct the graph by including the lanes that are closer than 50 meters to the agent of interest in terms of Manhattan distance. We normalize and rotate the scene with respect to the position and the orientation of the agent of interest. We create an edge between a lane segment and an agent if the distance between them is less than 2 meters. We train our models with a batch size of 64 for 36 epochs. We use Adam optimizer [36] with an initial learning rate of \( 1 \times 10^{-4} \) and divide it by 5 at the end of 24\(^{th}\) and 30\(^{th}\) epochs. We randomly scale the scene by using a scale factor in the range of \([0.75, 1.25]\) and also apply random translations to the polylines for data augmentation. We initialize the global context encoder of our model from a pre-trained VectorNet.

4.2  Ablation Study

What is the contribution of each component proposed? We perform an ablation study to measure the effect of each component on the performance in Table 1. Adding the temporal graph (TG; Section 3.1.1) significantly improves the performance in each metric compared to the VectorNet.
Temporal Encoding  | Goal | minADE_6 | minFDE_6 | MR_6 | b-minFDE_6
--- | --- | --- | --- | --- | ---
TG, Seq, Scene, Goal Pred., Goal Loss | 0.81 | 1.32 | 0.15 | 1.94
✓ | 0.75 | 1.18 | 0.12 | 1.81
✓ ✓ | 0.76 | 1.19 | 0.13 | 1.82
✓ ✓ ✓ | 0.75 | 1.15 | 0.12 | 1.78
✓ ✓ ✓ ✓ | 0.74 | 1.14 | 0.12 | 1.77
✓ ✓ ✓ ✓ ✓ | 0.73 | 1.08 | 0.10 | 1.68

Table 1: **Ablation Study.** We evaluate the contribution of each component proposed including the temporal graph (TG), the sequential memory (Seq), the scene memory (Scene), and the goal conditioning (Goal Pred.) with also an additional loss on the best endpoint prediction (Goal Loss).

On top of the temporal graph, we measure the effect of two types of memory modules (Section 3.1.2). The scene memory provides temporal information about the overall scene and the sequential memory about temporal dynamics related to the agent of interest such as speed changes. The sequential memory for the agent of interest only (Seq) degrades the performance slightly but the scene memory (Scene) improves it, and using them together results in the best performance. This shows the importance of propagating information from past time steps together with scene information.

Table 2: **Performance based on Feature Representation.** We compare the performance of different methods by simply regressing multiple outputs without any target sampling or goal conditioning to highlight the importance of learned representations. Temporal representation learning methods, i.e. TPCN and ours, outperform the others, showing the importance of learning temporal dynamics.

How useful is the learned temporal representation? In order to measure the effect of learning a temporal representation, in Table 2, we compare our method to the other methods by discarding the effect of goal conditioning in target-based methods [14, 15] and target sampling in a heatmap-based method [23]. Following the previous work on representation learning [37, 38] where an MLP is trained on top of a frozen backbone to measure the quality of a learned representation, we train an MLP on top of our backbone to directly regress K trajectories. The more informative the features extracted by the backbones are, the better the predicted trajectories will be. As can be seen from Table 2, the two methods, TPCN [24] and ours, which learn temporal representations outperform the other methods. This shows the importance of learning dynamics independent of other factors.

What is the role of goal prediction? In the upper part of Table 1, we basically regress K trajectories directly. In the bottom part, we measure the importance of goal prediction by first predicting K goal locations and then predicting the full trajectories conditioned them. Goal conditioning improves the performance in terms of both minFDE and b-minFDE. Predicting the endpoint accurately is crucial since we condition on it to predict the trajectory next. Therefore, we apply an additional goal loss on the best endpoint directly which results in the best performance in all metrics. We also ablate the source, i.e. which features to use, for goal prediction (Supplementary) and find that using both the map and the motion information improves the results in terms of MR and b-minFDE.

4.3 **Comparison to Previous Work**

We compare our method’s performance with the other published methods on both the validation set (Table 4) and the leaderboard (Table 3). Our method is among the top-performing methods, top-3 in minADE and minFDE on both the validation and test, which shows the endpoint prediction and trajectory completion accuracy, and the second best in the official ranking metric b-minFDE. Note
Table 3: Results on Argoverse Leaderboard (Test Set). Our method is among the top-performing methods, the second in main ranking metric $b$-minFDE$_6$, and top-3 in minADE$_6$, minFDE$_6$.

Table 4: Results on Argoverse Validation Set. Our method is among the top-performing methods, the second in minADE$_6$, minFDE$_6$, top-3 in MR$_6$. †reproduced results using the official implementation.

4.4 Qualitative Results

We visualize the effectiveness of our temporal graph representation in Fig. 2 where we compare our model (Temporal) to a basic version without temporal graph (Naïve) which is similar to vanilla VectorNet [13] for global context encoding. Learning a temporal representation allows our model to generate more admissible trajectories respecting the borders of the map as shown in (2a) and (2b) and also to better capture the changes in speed as shown in (2c). In general (see Supplementary for more examples), the improvements are more pronounced at the intersections where the map information is crucial and there are typically significant alterations to the speed of the agents.

In (2d), we compare our goal conditioned prediction to simple regression without any goal conditioning by visualizing all the $K$ trajectories predicted in orange. Even though simple regression performs well quantitatively (Table 1), we can cover more modes with goal conditioning. The simple regression misses the left turn. With goal conditioning, we can not only predict the left turn but also the possibility of a right turn as well as going straight, all in agreement with the map.

5 Conclusion, Limitations, and Future Work

We propose a temporal graph representation for motion forecasting with two types of memory modules. Our method is among the top-performing methods on Argoverse, especially in terms of the official metric $b$-minFDE which measures the quality of the distributions. We address diversity with a simple goal conditioning, therefore our method is not among the top-performing methods in terms
Figure 2: **Temporal Graph Representation with Goal Conditioning.** We visualize the effect of learning temporal dynamics with our model (Temporal) to a basic version without temporal graph (Naive). Learning temporal dynamics leads to more admissible predictions agreeing with the map (a, b) and better capturing the changes to the velocity (c). We also show that goal conditioning results in better distributions by covering more modes compared to simple regression (d).

In future, we plan to focus on diversity by extending our temporal graph to a probabilistic formulation. Contemporary work [40] shows the importance of learning a holistic representation for the scene rather than focusing on a single agent. In this work, we still focus on a single agent in prediction but we consider temporal relations for the whole scene. An interesting future work can build on our temporal representation to improve predictions for all the agents in the scene. In motion forecasting, algorithms rely on map info and perception input which may not be available in real life.

---
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In this material which is the supplementary of the paper Trajectory Forecasting on Temporal Graphs, we explain our implementation and training settings in detail, provide quantitative results related to goal conditioning mentioned in the paper and comprehensive qualitative results including component comparison and fail cases with reasons.

A Implementation Details

In this section, we provide the details of our model for reproducibility. We will also publish our code when this work is published.

Scene Representation: In scene representation, we converted lanes and agent trajectories in vector form as in original VectorNet paper [13]. We included all lanes that are closer than 50 meters to any agent in any past timestamp to make lane-agent interaction possible during temporal encoding. We kept the the feature vector size as 128.

Encoders: Both MLP inputs and outputs are vectors of size 128 except enhanced agent of interest feature. As explained in the paper, we used cross attention between all nodes and and lane nodes and concatenated them form the final enhanced agent of interest feature of size 384. We extracted features of 2D points to vectors of size 128 with point subgraph of DenseTNT [15] which is 3 linear layers taking inputs of a 2D point and agent feature. We followed cross attention mechanism of DenseTNT [15] to get final point features.

Graph Networks: We set layer number to 3 in subgraphs of VectorNet backbone and Scene Memory Encoder GNN where each layer is 2 layer MLP. We $L_2$ normalized Subgraph outputs and did not use map completion loss. Global graphs of VectorNet backbone and Temporal Graph is implemented as a single head self attention. If there is no edge between nodes in temporal graph, we set probability of node inclusion to 0 by using adjacency matrix of a timestamp as the mask before softmax operation as proposed in original transformer [34].

Goal Conditioned Prediction: We conditionally predicted the full trajectory with 2 layer MLP whose input is concatenation of the agent of interest feature and endpoint feature. To Similarly, we predicted endpoints by giving point features to 2 layer MLP.

Data Augmentations: Since we normalized the scene according to agent of interest, to scale the scene, we just multiplied the coordinate points with a value between $[0.75, 1.25]$. We added noise sampled from $\mathcal{N}(0, 0.2)$ to polyline locations as perturbation.

Training Details: As mentioned in the paper, we trained our models with a batch size of 64 for 36 epochs corresponding to 115848 iterations in 4 Tesla T4 GPUs in a distributed manner. We used Adam optimizer [36] with an initial learning rate of $1 \times 10^{-4}$ and divide it by 5 at the end of 24th and 30th epochs.

B Quantitative Results

Does it matter which features we use for goal prediction? As explained in the methodology of the paper, we propose to use both the map information and the motion information about the agent of interest for predicting goal locations. In Table 5, we ablate this decision by comparing the performance using the map information only (Context), the motion information only (Agent), and using both as proposed. As can be seen from Table 5, using both improves the results in terms of MR and b-minFDE.

| Target Source | minADE₀ | minFDE₀ | MR₀ | b-minFDE₀ |
|---------------|---------|---------|-----|-----------|
| ✓ Agent ✓     | 0.73    | 1.08    | 0.11| 1.69      |
| ✓ Agent ✓     | 0.73    | 1.09    | 0.11| 1.69      |
| ✓ Agent ✓     | 0.73    | 1.08    | 0.10| 1.68      |

Table 5: Comparing Features for Goal Prediction. We compare the sources for goal prediction, including the map information (Context), the motion information of the agent of interest (Agent), and both where the half of the proposals come from the context and the other half from the agent.
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C Qualitative Results

C.1 Component Comparison

In this section, we first provide some qualitative results of the same scene from regressive model without temporal encoding [Naive], regressive model with temporal encoding [Temporal (Reg.)] and goal conditioned model with temporal encoding [Temporal (Goal Cond.)] in Fig. 3 and Fig. 4. Furthermore, we provide some fail cases with the reasons which are mode missing in Fig. 5, lane change in Fig. 6, inaccurate prediction with true prediction of future mode in Fig. 7 and data defects in past input or future output sequence being also pointed out by other works [24, 32] in Fig. 8.

Figure 3: Component Comparison (a)
| Naive | Temporal (Reg.) | Temporal (Goal Cond.) | Comparison |
|-------|-----------------|-----------------------|------------|

Figure 4: Component Comparison (b)
Figure 5: **Fail cases caused by mode missing.** In some cases, our model could not catch the future intention of agent of interest vehicle such as left turn and U-turn.

Figure 6: **Fail cases caused by lane change.** In some cases, lane changes of agent of interest caused the fail. Since there is no sign about lane change on input sequences, lane changes remain hard to predict cases.
Figure 7: Fail cases caused by inaccurate prediction despite true mode prediction. Although our model predicted the intention of agent of interest such as turns, it could not generate endpoints and trajectories close enough to ground truth.

Figure 8: Fail cases caused by data defects. There are some faulty or uninformative input sequences as well as inconsistent ground truth sequences in the dataset resulting illogical trajectory predictions or high reported errors despite admissible predictions respectively.