Are Polaritons Strongly Interacting? Direct Measurement of the Polariton-Polariton Interaction Strength
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Exciton-polaritons in a microcavity are composite two-dimensional bosonic quasiparticles, arising from the strong coupling between confined light modes in a resonant planar optical cavity and excitonic transitions, typically using excitons in semiconductor quantum wells (QWs) placed at the antinodes of the same cavity. Quantum phenomena such as Bose-Einstein condensation (BEC) [1, 2], superfluidity [3], quantized vortices [4–8], and macroscopic quantum states [9, 10] have been realized at temperatures from tens of Kelvin up to room temperatures [11–13], and polaritonic devices such as spin switches [14] and optical transistors [15] have also been reported. Many of these effects of exciton-polaritons depend crucially on the polariton-polariton interaction strength. Despite the importance of this parameter, it has been difficult to make an accurate experimental measurement, mostly because of the difficulty of determining the absolute densities of polaritons and bare excitons. Here we report the direct measurement of the polariton-polariton interaction strength in a very high-Q microcavity structure. By allowing polaritons to propagate over 40 $\mu$m to the center of a laser-generated annular trap, we are able to separate the polariton-polariton interactions from polariton-exciton interactions. The interaction strength is deduced from the energy renormalization of the polariton dispersion as the polariton density is increased, using the polariton condensation as a benchmark for the density. We find that the interaction strength is about two orders of magnitude larger than previous theoretical estimates, putting polaritons squarely into the strongly-interacting regime. When there is a condensate, we see a sharp transition to a different dependence of the renormalization on the density, which is evidence of many-body effects.

Much of the physics of polaritons is dominated by the fact that they have extremely light effective mass. When an exciton is mixed with a cavity photon to become an exciton-polariton, it has an effective mass about four orders of magnitude less than a vacuum electron, and about three orders of magnitude less than a typical semiconductor quantum well exciton. (The Supplementary Information gives a basic introduction to the properties of exciton-polaritons.) Therefore one can view the polaritons as excitons which are given much longer diffusion length, with propagation distance of polaritons up to millimeters [16, 17]; this may have implications for solar cells, which depend crucially on the diffusive
migration of excitons \[18\]. Alternatively, exciton-polaritons can be viewed as photons with nonlinear interactions many orders of magnitude higher than in typical optical materials, due to their excitonic components \[19\]. The light effective mass of the polaritons (typically \(10^{-8}\) that of a hydrogen atom) allows for quantum phenomena to be realized at much higher temperatures than in cold atomic gases.

**Interactions among polaritons.** The interaction of exciton-polaritons is presumed to come exclusively from their underlying excitonic components. These interactions renormalize the polariton dispersion, leading to a continuous blue shift to higher emission energies as the polariton density increases. To lowest order, one can view the blue shift of the polariton emission line as the real self-energy due to the interactions, and the spectral width of the polariton emission line as the imaginary self-energy arising from the same interactions. When the particles undergo Bose-Einstein condensation, the spectral line width narrows due to the spontaneously emerged coherence.

Most previous theoretical work has assumed the exciton-exciton interaction strength calculated by Tassone and Yamamoto \[20\], found to be \(g \sim 6E_B a_B^2\), where \(E_B\) is the excitonic binding energy, and \(a_B\) is the excitonic Bohr radius. Using the typical values for excitons in GaAs narrow quantum wells, namely \(E_B \sim 10\) meV and \(a_B \sim 100\) Å, gives \(g \sim 6\) \(\mu\text{eV} \cdot \mu\text{m}^2\). This, in turn, implies that the polariton gas is intrinsically weakly interacting, as measured by the unitless parameter \(\gamma = g/(\hbar^2/2m) \sim 0.01\) \[21\] \[22\], using the effective mass of polaritons \(m \sim 10^{-4}m_0\), where \(m_0\) is the vacuum electron mass.

Under the mean-field approximation, at low particle density, the blue shift of ground state energy is linearly dependent on the particle density \(n\), i.e.,

\[
\Delta E = gn
\]

where \(\Delta E\) and \(n\) are the blue shift and particle density, respectively. In the absence of many-body correlations, the slope \(g\) is density independent. In the experiments reported here, we measured the energy shift \(\Delta E\) of the polariton ground state, which has in-plane momentum \(k_{||} = 0\), for various excitation densities. The interaction strength was then extracted as the slope of the energy shift with density.

The main difficulty in previous experiments for measuring the polariton-polariton interacting strength has been to establish the absolute density of the polaritons independent of
FIG. 1. (color online). (a) Long-lifetime microcavity structure used in the experiment. The dark and light gray-colored layers are the distributed Bragg reflectors (DBR) used to confine the light. The red solid line indicates the intensity distribution of the confined cavity mode. The brown-colored layers indicate the position of the quantum wells (QWs), with green and red dots showing the bounded electron-hole pair, i.e., excitons. The yellow arrows indicate the energy oscillation between the cavity mode and the exciton states. (b) An representative axicon phase imprinted on the surface of the spatial light modulator (SLM) used to generate the annular excitation pattern. (c) The real-space image of the laser reflection, which is a ring with a diameter of 85 µm, and the white dashed circle indicates the region where the photoluminescence (PL) is collected. (d) White solid line is the cross section of $y = 0$ slice that is selected by the entrance of the imaging spectrometer and then energy-resolved. The white dashed line indicates the position of the pinhole.

any excitons that may be present. When the polaritons are generated by non-resonant laser excitation, not only polaritons but also bare excitons are created. This leads to a population of excitons of unknown density. If structures with short lifetime (ca. 2 ps) are used, the polaritons do not travel far from the cloud of excitons. Therefore, when a shift of the energy of the polaritons is seen, it is not possible to determine how much of this shift is due to direct polariton-polariton interaction and how much is due to polariton-exciton interaction. In principle, there may also be free carriers created near the laser excitation region, which also interact with the polaritons. Alternatively, if polaritons are created resonantly, they typically have a highly non-equilibrium and coherent distribution that does not allow easy extraction of the energy renormalization of the particles.

In this work, we used a very high-$Q$ microcavity under non-resonant excitation. The high $Q$ implies long polariton lifetime, 200 ps or longer [17], which allows the polaritons to
propagate well away from the laser excitation region [16]. By propagating polaritons to the center of an sufficiently big optically-induced annular trap, we can separate the polaritons from the population of free carriers and hot excitons. We can then extract the polariton interaction strength from the spectral data at the center of the trap.

The interactions between polaritons are predicted to be spin-dependent, and several experiments have studied this spin dependence [14, 23–26]. In the experiment reported here, we assume that the polaritons are equilibrated into a mixture of both spin states [1], and therefore the interaction strength we measure is an average value. Because the interaction of polaritons is stronger for spin-aligned polaritons, we expect that our measured interaction strength will be dominated by the spin-aligned contribution.

**Experimental methodologies.** The sample design is an Al$_{0.2}$Ga$_{0.8}$Al/AlAs 3λ/2 optical cavity, with four groups of 7 nm GaAs QWs embedded at each of the three antinodes, as shown in Fig. 1a. It has a quality factor of $\sim$320,000 and a cavity lifetime of $\sim$135 ps, which is significantly higher than most samples used in earlier experiments (the lifetimes of polaritons were at most 30 ps [27], even well into excitonic detunings), confirmed by the propagation of resonantly created polaritons up to millimeter scale [17]. The polariton lifetime is proportional to its excitonic fraction, which in turn depends on the cavity detuning $\delta$, defined as the energy difference between the bare photon energy at $k_{||} = 0$ and the bare exciton energy. Because the microcavity structure used in this work is wedged, with a photon energy gradient of $\sim$11 meV/mm, the detuning is then a function of the location on the microcavity structure. We can easily vary the detuning, and therefore the excitonic and photonic fractions of the polaritons, by doing the experiment at different sample positions on the microcavity. Careful calibration of the upper and lower polariton energies as a function of position on the sample allows us to determine the detuning, and therefore the excitonic and photonic fractions of the polaritons, at each position. At the resonance of the excitons and cavity photons, the lifetime of polaritons in our sample is $\sim$270 ps.

During the experiment, the sample was thermally attached to a cold finger in an open-loop cryostat which was stabilized at 10 K. In order to accumulate polariton densities after they accelerate away from the excitation region, we made a spatial trap. We made use of the fact that excitons created by a laser field in the same structure have much larger effective mass than the polaritons; the typical polariton mass is less than $10^{-4}$ times the
electron mass, while the free exciton mass is of the order a tenth of the electron mass in GaAs quantum wells. Therefore, the excitons created by a laser pulse are essentially static as seen by polaritons, and the mean-field repulsion energy of the excitons acts as a static potential energy barrier. This method has been used previously in several experiments to confine polaritons [28–31].

The annular trap in this work was formed by irradiating a spatial light modulator (SLM) with a pixel density of 1920×1080 by a MSquared continuous wave (c.w.) laser. The ability to address each individual pixel on the SLM allows for shaping the incident Gaussian beam into any designed intensity patterns [29–31]. We imposed an axicon phase map, shown in Fig. 1b, onto the surface of the SLM which was placed at the Fourier plane of an imaging lens. At the conjugate plane of this lens, the Gaussian beam is transformed into a ring-shaped pattern with a diameter of ∼2 mm. With another two pairs of telescopes, a ring with a diameter of 85 µm was formed on the sample surface, as shown in Fig 1c. The wavelength of the c.w. laser was tuned to 720 nm, about 130 meV above the lower polariton resonance, to match the second reflection minimum above the stop band of the cavity at resonance. This generated a high density of free carriers along the ring. In order to avoid any unwanted sample heating, the c.w. laser was modulated by an acousto-optic modulator (AOM) at 1 kHz with a duty cycle of 0.5%.

The photoluminescence (PL) from the non-resonant excitation was collected by a microscope objective with a numerical aperture (N.A.) of 0.28, and was imaged in the far-field geometry to the entrance slit of a spectrometer CCD. A spatial filter was placed at a reconstructed real-space plane downstream to filter out the emission 11 µm away from the center of the trap. The dashed circle in Fig. 1c and the dashed line in Fig. 1d indicates the collection region. The $y = 0$ slice was selected by the spectrometer slit and then spectrally dispersed to get the emission energy. Fig. 1d shows the intensity profile of the $y = 0$ slice. We also measured the integrated light intensity in the collection region with and without a neutral density filter, and determined the light intensity in the collection region is ∼2000 times smaller than that of the pumping region. This is crucial to the quality of the measurement, for otherwise, light in the collection region can create excitons and free carriers which can lead to an additional shift of the polariton energy. As discussed below, typical energy shifts of the polaritons in the collection region are about 10% of the energy shift in the pumping region. Assuming that the exciton density is proportional to the pump intensity,
FIG. 2. (color online) (a) Blue shift of ground state energies at different polariton densities at a detuning of $\Delta = 10.11$ meV when the excitation annular profile has a diameter of 85 $\mu$m. (b) Polariton emission profiles at $k_{||} = 0$ at different densities. The blue and red lines correspond to the densities shown as blue diamond and green square in (a). The top emission profile was fit to a Lorentzian linewidth profile with a width of $\gamma = 0.89 \pm 0.03$ meV, as shown by the solid blue line. (c)-(d) Typical energy-resolved dispersions corresponding to the data points indicated by the green square (c) and blue diamond (d) in (a), both at low density when there is no condensate. The dashed lines are the assigned energies of the ground state of polaritons. Colors are shown to calibrate the relative magnitude of the emission intensities.

the energy shift of the polaritons in the collection region cannot come from the excitons.

Fig. 2c shows a typical energy-resolved emission pattern in far-field geometry (i.e., angle-resolved PL, which gives the momentum distribution of the polaritons) at low excitation power, and Fig. 2d shows a case of high excitation power, but below the condensation threshold. As can be seen, the ground state of polariton energies, indicated by the horizontal dotted and dashed lines, are blue shifted due to repulsive interactions among polaritons. As seen in Fig. 2b, there is also a Lorentzian spectral broadening, which also arises from the interactions. To a good approximation, when there is no condensate, this spectral broadening can be seen as simply the uncertainty energy given by $\Delta E = \hbar/\Delta t$, where $\Delta t$
is the average incoherent scattering time. As discussed below, this broadening also gives a 
measure of the polariton-polariton interaction strength. At low density, the emission profile 
deviates away from the Lorentzian profile and resembles the Voigt profile, which accounts 
for the disorder broadening, as discussed in the Supplementary Information.

Calibration of polariton density. Care was taken to ensure that the polaritons were 
nearly in spatial and thermal equilibrium. The Supplementary Information presents images 
of the spatial distributions of the polaritons in a trap under similar conditions, showing 
that the distributions are nearly spatially homogeneous. At high density when a condensate 
forms, there is evidence of self-trapping into a central region of the laser-generated trap. 
The data reported here are for detunings with significant exciton component, allowing good 
thermalization; the Supplementary Information shows typical energy distributions of the 
polaritons at low densities. When polaritons are very photon-like, the spatial and energy 
profiles of the polaritons become quite inhomogeneous; this will be the subject of another 
publication [32].

The greatest uncertainty in these measurements is the determination of the polariton 
density, i.e., the total number of polaritons in the area of the field of view. We used two 
methods and found consistency between them. The first was to carefully determine the abso-
lute collection efficiency of our photon detection system, as discussed in the Supplementary 
Information. The number of polaritons at a given momentum $k_{||}$ was then deduced from the 
rate of photon emission knowing the cavity photon lifetime and the photonic fraction of the 
polaritons at that $k_{||}$.

The second method allowed us to set an absolute density by pegging the density at which 
the distribution of the polaritons is altered by the Bose-Einstein statistics of the particles. 
As discussed above, the polaritons are nearly in thermal equilibrium at resonance up to 
excitonic detunings. The equilibrium Bose-Einstein distribution is given by

$$N(E) = \frac{1}{e^{(E-\mu)/k_B T} - 1} \quad (2)$$

At densities well below the condensation threshold, this becomes a Maxwell-Boltzmann dis-
tribution $N(E) \propto e^{-E/k_B T}$. In the quantum regime, however, when $N(E) \sim 1$ for low-energy 
states, the shape of the distribution is changed, and can be fit to a value of the chemical 
potential $\mu$. The value of $\mu$ controls not only the shape, but also the absolute value of $N(E)$. 
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Therefore we have a tight constraint on the values of \( \mu \) when we fit \( N(E) \) at several particle densities. By minimizing the mean-squared error in the fitting of a set of \( n \) distributions \( N(E) \) collected at different pumping powers to the equilibrium Bose-Einstein model as in Eq. (2) with \( 2n + 1 \) free parameters, we deduce one single collection efficiency \( \xi \) as well as \( n \) temperatures and \( n \) chemical potentials for different distributions. Detailed data analysis routine is included in the Supplementary Information. This collection efficiency was within 10% of the number deduced by estimating the absolute photon collection efficiency, discussed above. The Supplementary Information includes representative thermalized distributions and the corresponding Bose-Einstein fits.

These methods give us an accurate calibration of the polariton density in the field of view in the annular trap. More generally, we do not have to rely on the details of the above calculations to get the approximate range of the polariton densities. We know that we measure the polariton spectra up to the condensation threshold (as evidenced by the sharp spectral narrowing, discussed below and also reported in Ref. [33]). Quantum effects will be important when the thermal de Broglie wavelength is comparable to the interparticle spacing, i.e., when

\[
\lambda_T = \sqrt{\frac{2\pi \hbar^2}{mk_BT}} \sim r_s = n^{-1/2}
\]  

where \( n \) is the particle density, and \( T \) is temperature of the particle. This implies \( n \sim mk_BT/2\pi\hbar^2 \approx 4 \times 10^7 \text{ cm}^{-2} \) near the condensation threshold, for \( k_BT \sim 20 \text{ K} \) and the polariton mass given above.

**Interaction strength of polaritons at low particle densities below the condensation threshold.** The measured number of polaritons increased linearly with pump excitation density in the low-density regime below the condensation threshold. In this range of densities, the ground state energies of the polaritons were extracted as shown in Fig. 2c and 2d. In order to determine the ground state energy at zero excitation density, we linearly extrapolate the measured blue shifts to zero density. All the blue shifts are then reported with respect to this energy. As shown in Fig. 2a, the blue shift increases linearly with the polariton density. This confirms that the interaction strength \( g \) does not depend on the density of the polaritons in this regime.

In Fig. 3, we plot the measured blue shifts of the \( k_\parallel = 0 \) state as a function of polariton...
density at four representative detunings. As expected, polaritons experience higher blue shifts for excitonic detunings than for photonic detunings, since the energy renormalization presumably comes from the excitonic constituents. The solid lines show linear fits to the data using weighted least square estimates, as discussed in the Supplementary Information.

Fig. 4 shows the extracted slopes at different cavity detunings versus their corresponding excitonic fractions. The interaction strength increases when excitonic fractions in polaritons are higher. The standard theory predicts that the interaction between polaritons is governed by their underlying excitonic fractions $x$, given by

$$x = \frac{1}{2} \left( 1 + \frac{\delta}{\sqrt{\delta^2 + \Omega^2}} \right),$$

where $\Omega$ is the full Rabi splitting and $\delta$ is the cavity detuning, defined as $\delta = E_c(k|| = 0) - E_x$, where $E_c$ and $E_x$ are the cavity and exciton energies, respectively. The solid line is a quadratic fit to the extracted slopes in Fig. 3. The dependence of the shift on exciton fraction is clearly superlinear, which is another indicator that the shift is not arising from polariton-exciton interactions; if interaction with excitons were the dominant cause of the blue shift, the shift would be linear with exciton fraction.
By extrapolation, the interaction strength in the limit of $x \to 1$ is determined as $1.74 \pm 0.46$ meV·µm$^2$. This value is quite surprising, in that it is two orders of magnitude larger than the absolute value calculated in Ref. [20], which has guided many theoretical investigations of polaritons. It implies that the unitless parameter for the strength of the interactions is $\gamma = g/(\hbar^2/2m) \sim 1$, which means that the polariton gas cannot be treated by standard weakly interacting Bose gas theory. In particular, it implies that many-body correlations will play an important role at high densities.

The extrapolation to $x \to 1$ seems to imply that not only polaritons, but bare Wannier excitons also have this strong interaction. However, we note that in all the measurements here, the effective mass of the particles was very light, comparable to the polariton mass at resonance (see the Supplementary Information for a plot of the mass as a function of detuning). It may be that the strong interactions seen here depend crucially on the light effective mass of the polaritons, and therefore it may be unwarranted to extrapolate this result to the pure exciton limit.
As noted above, the polariton-polariton interactions affect not only the blue shift (real self-energy) but also the line broadening (imaginary self-energy). The Lorentzian line broadening value of $\sim 1$ meV also is two orders of magnitude larger than that would be expected for the nominal exciton-exciton interaction strength. Using the semiclassical formula $\tau^{-1} = n\sigma \bar{v}$, where $n$ is the density, $\sigma \sim a_B$ is the scattering cross section, and $\bar{v}$ is the average thermal velocity. It gives $\tau \sim 100$ ps, or $\hbar/\tau \sim 0.01$ meV with typical values for microcavity polaritons $n = 4 \times 10^7$ cm$^{-2}$, $\sigma = 100$ Å and $\bar{v} = 2 \times 10^8$ cm/s for $T = 20$ K. The measured Lorentzian broadening corresponds to a polariton-polariton scattering time of less than 1 ps.

Saturation of the interaction strength at high particle densities above the condensation threshold. Evidence of the importance of many-body correlations is seen in the behavior of the blue shift at the condensation threshold. In Fig. 5, we plot the blue shift of the ground state emissions at different polariton densities up to and above the condensation threshold in an annulus trap with a diameter of 72 $\mu$m, for an excitonic detuning of $\delta = 4.31$ meV. We also show the spectral width of the emission at $k_{||} = 0$. As discussed above, the condensation threshold is indicated by spectral narrowing. The corresponding energy distributions $N(E)$ can be found in Fig. S3 in the Supplementary Information.

At low densities, the blue shift scales linearly as the polariton density with a slope of $0.91 \pm 0.13$ meV$\cdot$µm$^2$, consistent with the value expected for this detuning. The linewidth of the emission also increases linearly with density because the larger population leads to more frequent incoherent collisions, and then narrows due to the emergence of the coherence when condensation occurs. At the condensation threshold, the blue shift of the polariton emission becomes strongly sublinear with density, following a power law of $\Delta E \sim n^{0.037}$. The simple mean-field prediction for a weakly interacting Bose gas is that the shift should still be linear with density when it condenses, with an overall slope that is reduced by a factor of two due to the nature of quantum indistinguishability. The fact that the shift is strongly sublinear points to the importance of high-order correlations in the condensate regime, which have been shown to have a significant role in strongly interacting gases [34].

Implications and outlook. Given that the measured value of the blue shift is so much larger than the theoretical expectation, we consider possible ways that the measurement could be misleading. First, one may ask whether excitons and/or free carriers generated
FIG. 5. (color online) Measured blue shifts (blue circles) and spectral width (red circles) of the $k_{||} = 0$ lower polariton emission as a function of polariton density at a cavity detuning of $\delta = 4.31$ meV in an annulus trap with a diameter of 72 $\mu$m. The straight line shows a linear dependence.

by the non resonant laser may indeed be diffusing into the region where the polaritons are observed. We are confident that this is not the case. As the diameter of the ring trap is increased up to 80 $\mu$m, the blue shift at fixed density has a constant value independent of the trap radius. (See the Supplemental Information for a plot of these data.) If exciton or free carrier diffusion were playing an important role, the blue shift at the condensate density would depend strongly on the ring radius, as their diffusion length becomes much less than the radius. Also, the exciton diffusion length has been directly measured (see, e.g., Ref. [10], Figure 3a) and is less than 10 $\mu$m. The Supplementary Information shows data for the diffusion length of the excitons. Furthermore, it is also known that the diffusion length of the polaritons decreases with increasing excitonic component, which will lead to less exciton population far from the excitation region, while here we see that the blue shift increases with increasing excitonic fraction.

A blue shift may arise from phase-space filling, which leads to a reduction of the Rabi splitting between the upper and lower polariton branches. This is also predicted to give shifts of order $E_B a_B^2$ or less [35, 36], much less than what we observe here. Band-gap renormalization due to heating (i.e., phonon population) is known to give a red shift, not a
blue shift, with increasing temperature.

Another possibility is that the polaritons generate free excitons in the center of the trap via thermal up-conversion. In this model, excitons are present in the center of the trap, not due to diffusion from the laser excitation region, i.e., from the walls of the ring trap, but from migration of polaritons by themselves, which then turn back into free excitons by thermal excitation. For this to give the blue shift we see, assuming the standard interaction strength, there would need to be two orders of magnitude more excitons than polaritons. This would severely deplete the population of polaritons. Also, this effect should be exponentially dependent on the splitting $\Delta E$ between the polariton and exciton states, due to the Boltzmann $e^{\Delta E/k_B T}$ factor, but in fact we see even more blue shift than expected when the lower polaritons are very photonic, with large $\Delta E$. We also see very little temperature dependence of the blue shift at constant $\Delta E$ as the lattice temperature is changed.

Assuming that the above mechanisms are ruled out, we can ask what mechanism could give us much stronger effective interactions at low density than predicted. One possibility is that the nearby biexciton resonance \[37\] significantly affects the interactions. We believe this is not the case, because the dependence of the interaction strength on detuning is not especially strong. Another possibility is a mechanism involving disorder, which has also been invoked as a way of explaining the larger-than-expected blue shift in previous experimental results \[38, 39\]. In our experiments, the photonic disorder is very low, but the excitonic disorder is approximately 2 meV (as measured by the inhomogeneous broadening of the bare exciton line). Jacob Taylor \[40\] has suggested that disorder may cause the excitons participating in the polariton states to be spatially correlated in “puddles” of much higher density than the average polariton density. This view requires no change to the standard exciton-exciton interaction strength. It is supported by the observation that both the blue shift and the Lorentzian line broadening are about 100 times larger than expected; both of these depend linearly on the effective density.

In conclusion, we have directly measured the polariton-polariton interaction strength by propagating polaritons to the center of a laser-generated annular trap. The interaction strength is independent of polariton density at low-density regime. The measured value is two orders of magnitude larger than expected from prior theoretical calculations. The polariton-polariton interaction is effectively a $\chi^{(3)}$ nonlinearity \[19\], and is an important parameter for the design and theoretical modeling exciton-polaritonic optical devices. The
large value measured here indicates that the efficiency of these devices may be much greater than anticipated, at least in the low-density regime. The saturation of the blue shift upon condensation calls for further theoretical analysis, and is likely due to coherent many-body effects of the condensate.
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Supplementary Information for “Polaritons are Not Weakly Interacting: Direct Measurement of the Polariton-Polariton Interaction Strength”

Background on exciton-polaritons in semiconductor microcavities. Exciton-polaritons are formed in semiconductor microcavities through the strong coupling between optical modes of the microcavity and exciton transitions of material embedded inside the microcavity [41–44]. For the case of a single microcavity mode and a single exciton transition, two polariton modes, the upper and lower polaritons, are formed with the energies of the two polariton modes, \( E_{LP}(k||) \) and \( E_{UP}(k||) \), given by:

\[
E_{LP/UP}(k||) = \frac{1}{2} \left[ E_X(k||) + E_C(k||) \mp \sqrt{\Omega^2 + \delta^2(k||)} \right] \tag{5}
\]

where \( k|| \) is the wave vector in the plane perpendicular to the microcavity confinement direction, \( E_X(k||) \) is the energy of the exciton transition, \( E_C(k||) \) is the energy of the cavity mode, \( \delta(k||) \) is the detuning energy defined as \( \delta(k||) = E_C(k||) - E_X(k||) \), and \( \Omega \) is the strength of radiative coupling between the exciton and cavity field, also known as full Rabi splitting energy. The confinement of light gives the cavity mode a parabolic dispersion in the plane perpendicular to the confinement direction: \( E_C = \frac{\hbar^2 k_{||}^2}{2m_C} \), where \( m_C \) is the effective mass of the cavity field. This effective mass is typically \( 10^{-4} \) times lighter than the vacuum electron mass, and about \( 10^{-3} \) times less than an exciton in a GaAs quantum well structure, so that \( E_X(k||) \) is essentially constant with \( k|| \). The energies \( E_X(k||), E_C(k||), E_{LP}(k||), \) and \( E_{UP}(k||) \) as given in Fig. 6 for three different values of \( \delta(k||) = 0 \). The energies were calculated using (5) and parameters matching the sample structure used in the experiments: \( \Omega = 10.84 \text{ meV} \) and \( E_X(0) = 1604.6 \text{ meV} \).

The length of the cavity increases monotonically along one direction of the QW plane so that the energy of the cavity mode can be tuned relative to the exciton resonance energy, as shown in Fig. 7, allowing us to experimentally tune \( \delta(k||) = 0 \). The energies of all modes in Fig. 6 are plotted as a function of \( k|| \), the in-plane wave vector. As can be seen in this figure, \( E_X(k||) \) is essentially constant with respect to \( k|| \) while \( E_C(k||) \) is parabolic.

The polariton modes are linear superpositions of the exciton and microcavity photon modes. The lower polariton and upper polariton operators, \( \hat{P}_{k||} \) and \( \hat{Q}_{k||} \), respectively, can...
FIG. 6. (color online) Dispersion curves of polariton at three representative cavity detunings (a) \( \delta = -5 \) meV. (b) \( \delta = 0 \) meV. (c) \( \delta = 5 \) meV. The dotted line shows the confined cavity mode, and the dashed line shows the bare exciton mode. The blue and red solid lines indicate the upper polariton (LP) and lower polariton (UP) branches, respectively, arising from the strong coupling between corresponding cavity modes and exciton modes. Calibrated sample parameters were used in the calculations.

be written in terms of exciton and cavity operators, \( \hat{a}_{k||} \) and \( \hat{b}_{k||} \):

\[
\hat{P}_{k||} = X(k||)\hat{a}_{k||} + C(k)||\hat{b}_{k||},
\]

\[
\hat{Q}_{k||} = -C(k||)\hat{a}_{k||} + X(k||)\hat{b}_{k||}.
\]

The coefficients, \( X(k||) \) and \( C(k||) \), are called the exciton and cavity Hopfield coefficients and are given by

\[
|X(k||)|^2 = \frac{1}{2} \left( 1 + \frac{\delta(k||)}{\sqrt{\delta^2(k||) + \Omega^2}} \right)
\]

\[
|C(k||)|^2 = \frac{1}{2} \left( 1 - \frac{\delta(k||)}{\sqrt{\delta^2(k||) + \Omega^2}} \right)
\]

The characteristics of the polariton modes are determined by the coefficients, which depend on \( \delta(k||) \). The lower polariton is more photon-like and the upper polariton is more exciton-like for \( \delta(k||) \) < 0, and the lower polariton is more exciton-like and the upper polariton is more photon like \( \delta(k||) \) > 0. Due to the wedge in the cavity thickness, we can easily
FIG. 7. (color online) (a) The calculated upper polariton (blue line) and lower polariton (red line) energies at different positions of the sample. The dashed lines indicate the exciton energies, and the dotted line shows the cavity energies. (b) Excitonic fractions of upper polaritons (blue line) and lower polaritons (red line) at different sample positions.

tune the excitonic fraction $|X(k_{||})|^2$ of lower polaritons by moving the excitation spot at different positions, as shown in Fig. 7, where we plot $|X(k_{||} = 0)|^2$ at different positions on the sample. As seen in Fig. 6 and Fig. 7, the energies and shapes of the polariton dispersion curves depend strongly on $\delta$: positive detuning results in lower polaritons that are more exciton-like, with a heavier effective mass and stronger interactions with phonons and other carriers, while negative detuning results in lower polaritons that are more photon-like, with a smaller lower polariton mass and weaker interactions with phonons and other carriers.

**Energy distributions of polaritons at different excitation densities.** Due to the high $Q$ of the microcavity structure used in this experiment, polaritons can well equilibrate before coupling out of the cavity. Fig. 8, corresponding to Fig. 5 in the main text, shows data for $N(E)$ for various pumps powers, deduced from energy-resolved $k$-space data using the calibration factor discussed below. The solid lines are fits to a Bose-Einstein distribution $N(E) = 1/(e^{(E-\mu)/k_B T} - 1)$. At very low density, the distribution is not well thermalized, while at intermediate density, the polaritons fit to a Maxwell-Boltzmann distribution, which corresponds to a straight line on this semilog plot. In this range of density, the fit value
FIG. 8. (color online). Energy distributions of polaritons at different excitation densities (solid dots) and fits to Bose-Einstein distributions at high densities (solid lines) in a ring with a diameter of 72 µm at the cavity detuning of \( \delta = 4.31 \) meV, corresponding to the case in Fig. 5 in the main text. The fitted temperatures \( T \) and reduced chemical potentials \( \mu/k_B T \) are 24.9 K, 20.6 K, 18.9 K, 17.9 K, 15.3 K, 15.2 K and \(-2.6, -1.8, -1.2, -0.8, -0.5 \) and \(-0.2 \), from low densities to high densities, respectively.

of the chemical potential \( \mu \) just gives an overall multiplier, as \( N(E) \simeq e^{\mu/k_B T} e^{-E/k_B T} \). At higher density, there is an upturn in the low-energy states near the ground state, and the distributions fit the equilibrium Bose-Einstein distribution. In this regime not only the overall multiplier but also the curvature of the distribution must be fit by the parameter \( \mu \). As seen in Figure 8 in the high-density regime, the Bose-Einstein equilibrium fits get both the curvature and the absolute magnitude of \( N(E) \) right, with small (10%) deviations for high-energy states. Alternatively, corrections for the effects of interactions could be made for the low-energy states. This will be the subject of another publication [46].

Emission profile at \( k_{||} = 0 \) at different intensities. The emission profile at \( k_{||} = 0 \) at different excitation densities for the detuning of \( \delta = 10.11 \) meV, corresponding to the case in Fig. 2 in the main text, is shown in Fig. 9. The background signal is not subtracted, and
the solid lines are the fit to a Voigt lineshape, given by

$$V(E; \sigma, \gamma, E_0, A, c) = A \int_{-\infty}^{\infty} G(E'; \sigma, E_0) L(E - E'; \gamma, E_0) dE' + c \quad (10)$$

where $G(E; \sigma, E_0)$ is the Gaussian profile

$$G(E; \sigma, E_0) = \frac{e^{-(E-E_0)^2/2\sigma^2}}{\sigma \sqrt{2\pi}} \quad (11)$$

and $L(E; \gamma, E_0)$ is the Lorentzian profile

$$L(E; \gamma, E_0) = \frac{1}{\pi \left( \frac{\gamma}{(E - E_0)^2 + \gamma^2} \right)} \quad (12)$$

$A$ is the amplitude of the profile, and $c$ is the offset. The superimposed solid lines are best fits to a linear dependence. As can be seen, the homogeneous linewidth $\gamma$ shows strong density effect because the increase in the polariton density will lead to more frequent collisions. However, the inhomogeneous linewidth $\sigma$ remains approximately the same in the range of densities used in the measurements.

FIG. 9. (color online). (a) Energy emission profiles at $k_\parallel = 0$ at different excitation densities for the detuning of $\delta = 10.11$ meV with a ring radius of 85 $\mu$m corresponding to Fig. 2 in the main text. The dots are five-point running average of the raw data, and the solid lines are the fits to the Voigt profile. (b) Gaussian linewidth $\sigma$ and Lorentzian linewidth $\gamma$ from the fitting in (a) at different excitation densities. The solid lines are best fits to a linear dependence using weighted least-squares estimates.
Determination of the efficiency factor. While the overall conversion factor was allowed to vary to fit the absolute scale of the polariton numbers, we had a way to check that its value was reasonable by determining the number of photons emitted from the sample. A flat mirror was placed at the sample position and aligned to the focal plane of the objective lens that collects the photoluminescence in the typical experiment. A collimated laser beam at 780 nm was sent to the excitation path and was focused by a microscope objective. The back-reflected light was collected by the same objective lens, and went through the same collection path in the far-field geometry as being used for the blue shift measurement. The overall efficiency of the optical path, including the efficiency of the CCD and optical grating used to disperse the light, is

\[ \xi = \frac{C h \nu}{P} \]  

(13)

where \( P \) is the power measured at the sample position, \( C \) is the corresponding CCD counts per second, and \( h \nu \) is the photon energy of the excitation beam. The quantity \( \xi \) can also be estimated by multiplying the efficiency of each optic in the imaging system including the efficiency of the dispersing grating and spectrometer CCD.

We want to get the distribution \( N(E) \) from the spectral data \( I(E, k) \), where \( I(E, k) \) is the number of counts per second on the CCD at specific energy \( E \) and momentum \( k \) from a plot like that shown in Fig. 2(c) or (d). By integrating the intensity counts \( I(E, k) \) along the energy axis, and assigning an energy based on the polariton dispersion \( E(k) \) for each \( k \) state, we obtain \( I(E) \). To emphasize the discretized nature of the images, we specifically write down \( I(E) \) as \( I_i \) to indicate the number of counts per second for a given pixel \( i \). We multiply the \( I_i \) data by

\[ \eta = \frac{1}{\xi M_i} \]  

(14)

where \( \xi \) is the overall efficiency of the optical path given above, and \( M_i \) is the number of \( k \)-states contained within the pixel \( i \) of the Fourier plane imaged formed on the CCD camera.

In order to estimate \( M_i \), we calculate the density of states in the plane of spectrometer CCD. A schematic illustration of the optical path is shown in Fig.10, with \( (x, y) \) and \( (x_F, y_F) \) indicating the sample plane and the CCD plane at the Fourier plane of the imaging lens. Far-field imaging allows the mapping of rays \( (r_1, r_2) \) that emits in the same angle \( (\theta, \phi) \) on the sample plane to the same spatial position on the CCD as \( r_F \).
Let \((k_x, k_y)\) label the Cartesian coordinate in the reciprocal space at the sample plane, and let \((x_F, y_F)\) label the Cartesian coordinate on the CCD. Define the angle \(\theta\) as the emitting angle with respect to the normal of the sample plane, and \(\phi\) as the azimuthal angle of the emission at the sample plane, as shown in Fig. 10. Then we have

\[
k_{\parallel} = k \sin \theta \tag{15}
\]
\[
\tan \phi = \frac{k_y}{k_x} \tag{16}
\]

where \(k_{\parallel}\) and \(k\) are the in-plane momentum and the magnitude of the total momentum, with the \(x\) and \(y\) components being \(k_x\) and \(k_y\), respectively. The \(k(\theta)\) can be obtained from the dispersion relation as

\[
k = \frac{1}{2\hbar c} \left( E_x + E_c + \frac{\hbar^2}{2m} k_{\parallel}^2 \right) - \sqrt{\left( E_x - E_c - \frac{\hbar^2}{2m} k_{\parallel}^2 \right)^2 + \Omega^2} \tag{17}
\]

where \(E_x\) and \(E_c\) are the exciton energy and cavity energy at \(k_{\parallel} = 0\), \(\Omega\) is the Rabi energy. Connecting the emission angles to the Cartesian coordinates on the sample plane \((x, y)\) is done using the following equations:

\[
x = \gamma f \tan \theta \cos \phi \tag{18}
\]
\[
y = \gamma f \tan \theta \sin \phi. \tag{19}
\]
Putting all pieces together, yielding

$$x = \gamma f \tan \left( \arcsin \frac{k_\parallel}{k} \right) \cos \left( \arctan \frac{k_y}{k_x} \right)$$  \hspace{1cm} (20)

$$y = \gamma f \tan \left( \arcsin \frac{k_\parallel}{k} \right) \sin \left( \arctan \frac{k_y}{k_x} \right)$$  \hspace{1cm} (21)

Then the area element will be connected through Jacobian as

$$dxdy = \frac{\partial(x, y)}{\partial(k_x, k_y)} dk_x dk_y$$  \hspace{1cm} (22)

In order to simplify the calculation of the Jacobian, we approximate the dispersion relation in Eq. (17) as a quadratic relation given as

$$k = k_0 + \frac{\hbar^2}{2mc} k_\parallel^2$$  \hspace{1cm} (23)

where \(k_0 = E_0/\hbar c\), and \(E_0\) is the ground state energy at \(k_\parallel = 0\). Working out the Jacobian gives

$$\frac{\partial(x, y)}{\partial(k_x, k_y)} = \frac{\gamma^2 f^2 (k^2 + akk_\parallel)}{(k^2 - k_\parallel^2)^2}$$  \hspace{1cm} (24)

with \(a = \hbar/mc\). Therefore,

$$dn = \frac{S}{4\pi^2} dkd\kappa = \frac{S}{4\pi^2} \gamma^2 f^2 (k^2 + akk_\parallel) dxdy$$  \hspace{1cm} (25)

where \(S/4\pi^2\) is the density of \(k\) states in the reciprocal space, and the density of \(k\) states per pixel on the CCD is

$$M_i = \frac{SA(k^2 - k_\parallel^2)^2}{4\pi^2 \gamma^2 f^2 (k^2 + akk_\parallel)}$$  \hspace{1cm} (26)

with \(A\) being the area of one pixel. This factor gives a correction of \(\sim 12\%\) at the edge of our field of view compared to \(k_\parallel = 0\). The total number of polaritons in the field of view can be computed using

$$N_{LP} = \sum_i \frac{N_i \tau_i}{\xi M_i}$$  \hspace{1cm} (27)

where \(N_i\) is the counts per second on the CCD in the measurement, and \(\tau_i\) is the lifetime of polaritons, which is also angle-dependent.
An independent check of the efficiency factor can be done by calculating the number of polaritons from integrating over the Bose-Einstein distributions as shown in Fig. 8 using

$$N_{LP} = \frac{g m S}{2 \pi \hbar^2} \int_0^{E_{max}} N(E) dE$$

where \( S \) is area of the field of view, and \( E_{max} \) is the upper bound of the energy limit collected by the objective lens. From this way, we compute that the number of polaritons in the field of view at a pumping power of \( P = 78 \) mW corresponding to dark green curve in Fig. 8 is \( N_{LP} = 1058 \). By using Eq. (27), we get a quantity of \( \sum N_{LP} = 1012 \), which is less than 5\% different.

**Spatial distributions of exciton-polaritons below and above condensation threshold.** The spatial distributions of the polaritons are nearly homogenous in the field of view from which the data was collected. Fig. 11 shows the spatial profiles of the polaritons in an annular trap with a diameter of 56 \( \mu m \) at a detuning of \( \delta = 4.63 \) meV for a wide range of pumping powers. PL from the barrier was spatially filtered out, otherwise the emission pattern will be dominated by the PL at the pumping region. Within the collection region where the energy shifts were measured in the main text, indicated by the dashed line, the spatial distributions vary by less than 20\% over the field of view at either below the threshold as shown in (a)-(b), or at threshold as shown in (c), or above the threshold as shown in (d)-(e). For rings with larger diameters, the variation within the field of view should be even less. The white solid lines are the edges of the field of view at the center used for the energy shift data. As seen in this figure, the real-space profiles remain similar over a broad range of polariton densities. When the system was pumped very hard, self-trapping of the polariton condensate was observed, as seen in Fig. 11f.

**Effective mass of the polaritons.** Fig. 12 shows the effective mass of the polaritons as the detunings used for Fig. 4 of the main text, deduced from the Hopfield coefficients used, which were derived from the detuning, as discussed above. As can be seen, the masses are of four orders of magnitude less than the vacuum electron mass, or three orders of magnitude smaller than the typical exciton mass in GaAs thin quantum wells, in the range of our measurements.

Determining that excitons from the pumping region do not diffuse into the field
FIG. 11. (color online) (a)-(f) Spatial distributions of polaritons at different excitation densities in an annular trap with a diameter of 56 μm at a cavity detuning of δ = 4.63 meV. (a) $P = 0.09 P_c$ (b) $P = 0.31 P_c$ (c) $P = P_c$ (d) $P = 2.42 P_c$ (e) $P = 3.26 P_c$ (f) $P = 5.71 P_c$, with $P_c$ denotes the threshold pumping power. The dashed line indicates the collection region, and the solid line is the cross section of the horizontal slice at the center. The long tail from (f) is from the scattering of the neutral density filter used to attenuate the emission.

of view. It is well known that excitons can propagate up to $\sim 100$ nm in typical inorganic \cite{47,48} and organic systems \cite{49,50}. This limited range of propagation is also the main obstacle for an optical transient grating measurement of the exciton diffusion length in these systems. Nonetheless, a careful determination whether excitons from the pumping region diffuse into the field of view has been carried out. Fig. 13 shows the energy shifts for the ground state of the lower polaritons for different sizes of the ring trap when the density of the polaritons in the field of view is $0.5 \mu m^{-2}$ (kept constant by keeping the photon emission intensity of the polaritons constant) at a cavity detuning of $\delta = -5.87$ meV. As can be seen, when the trap size is greater than 50 μm, corresponding to a distance of 25 μm from the generation region on the perimeter to the center of the trap, the energy of the ground state remains almost the same, which confirms that the energy renormalization only comes from the contribution of polariton-polariton interactions in the center of trap, where excitons do not exist.
FIG. 12. Effective mass of the polaritons as a function of the detuning, where $m_0$ is the vacuum electron mass deduced from the energy dispersions collected in a ring with a radius of 85 µm, corresponding to that in Fig. 3 in the main text.

FIG. 13. Blue shift of the $k_{||} = 0$ state for different ring trap sizes at the cavity detuning of $\delta = -5.87$ meV when the density of the polaritons in the center of trap is $n = 0.5 \, \mu m^{-2}$. 
The upper bound of the diffusion length of the incoherent excitons generated from non-resonant excitation has also been measured using a single excitation spot in a different trapping geometry. An excitation laser with a Gaussian intensity profile with a FWHM of approximately 8 \( \mu \)m was used to excite the microcavity sample to generate a population of incoherent excitons as well as polaritons, using the same non-resonant excitation method as for the ring generation discussed in the main text, but in a stress-generated trap of the type presented in Ref. [2]. Fig. 14 shows the PL of the lower polaritons with \( k|| = 0 \). At the excitation region around \( x = 0 \) \( \mu \)m, the detuning is \( \delta = 2.3 \) meV. The white dashed line corresponds to the single-particle energy of the lower polariton at low density in this region, found by measuring the \( k|| = 0 \) PL energy at a very low density. The peak at \( x = 0 \) \( \mu \)m is a fit of emission energies to a Gaussian profile \( A \exp(-x^2/\Delta x^2) \), with the diffusion length of the excitons and free carriers determined from the fit as \( \Delta x = 7.5 \) \( \mu \)m. The lattice temperature was approximately 8 K.

FIG. 14. \( k|| \simeq 0 \) polariton energies under a Gaussian-shaped spot excitation at a cavity detuning of \( \delta = 2.3 \) meV in a stress trap. The white dashed line is a fit to Gaussian profile \( A \exp(-x^2/\Delta x^2) \), with the height of 7.2 meV. Because the generation of the polaritons is done at a single spot in this case, the excitation density must be much higher to get a number of polaritons in the trap comparable to the ring generation case. In the case shown in Fig. 14 the polariton density is still below the condensation threshold, but the blue shift at the excitation spot is much larger than that of the excitation region the ring region for
the experiments reported here; the blue shift of the excitation region was at most 4 meV in the experiments reported in the main text. The diffusion of the excitons can be seen from the energy shift of the polaritons in the vicinity of the excitation region. At $x = \pm 10 \mu m$, the blue shift of polariton energy reduces to 0.2 meV. Based on this, the upper bound of exciton diffusion length was estimated to be 5.3 $\mu m$. At regions that are $> 20 \mu m$ away from the center of the excitation region, the energy shift of the polariton ground state is negligible.

FIG. 15. a) Ring profile for a different laser-generated trap with a diameter of 45 $\mu m$. b) Intensity profile for the horizontal slice shown in (a) as the white line. c) the intensity of the polariton emission as a function of energy and position for this trap over a range of angles from 0 to 15.6 degrees, corresponding to integration over the thermal $k_\parallel$ states up to $k_\parallel = 2.2 \mu m^{-1}$. The detuning at the center of the trap was $\delta = 2.79$ meV; the bath temperature was 10 K, and the excitation laser power was $P = 527$ mW.

This confirms that the region in the center of the ring trap, where the energy shifts reported in the main text were measured, was essentially free of excitons. Although this experiment with a single spot in a stress trap does not have conditions identical to those of the laser-generated ring trap, it should overestimate, not underestimate, the effect of
diffusion of the excitons. First, the density at the excitation spot was higher, as evidenced by the much stronger blue shift, so the pressure pushing excitons outward should be stronger. Also, the lattice temperature was lower, which should give higher exciton diffusion constant.

Fig. 15 shows data for a ring trap with a diameter of 45 $\mu$m. In this case the excitation density is low, so there is no polariton condensate. The polaritons accumulate in the center of the trap, but do not accumulate outside the trap. The polariton density is slightly higher on the right side of the trap, as there is a net force in that direction due to the wedge of the cavity, shown as the dashed black line.

The fact that the blue shift is asymmetric, larger inside the trap than outside it, is further evidence that it does not arise from exciton diffusion. Exciton diffusion from the generation region should be symmetric, as excitons flow both inward and outward.

**Temperature dependence of the blue shift.** The temperature dependence of the blue shift under typical conditions is shown in Fig. 16. As seen in this figure, the shift at the pumping region is not strongly dependent on the lattice temperature. This is evidence against the mechanism discussed in the main text which conjectures that the polaritons generate excitons due to thermal excitation after they move to the center of the trap. Since a thermal excitation process is exponentially sensitive to the temperature due to the Boltzmann factor $e^{-\Delta E/k_B T}$, such a process would be strongly temperature dependent.

Additionally, the weak dependence on temperature also indicates that exciton diffusion from the generation region on the ring into the trap is not playing a major role, because the exciton diffusion constant should also be strongly dependent on the lattice temperature, with much higher diffusion at lower temperatures.

On the other hand, our experiments indicate that the blue shift at the Bose-Einstein condensation threshold is roughly linear with temperature. This can be understood as arising from the density dependence of the critical temperature of the condensation threshold. In two dimensions, the critical temperature should be linear with density. The mapping of the BEC threshold density as a function of temperature will be the subject of another publication.
FIG. 16. Blue shift of the $k_{||} = 0$ state at the pumping region in an annular trap with a diameter of 66 $\mu$m as a function of pump power for different temperatures, for $\delta = -0.16$ meV.