SPECTRAL CURVES OF THE HYPERELLIPTIC HITCHIN SYSTEMS

O.K. SHEINMAN

Abstract. A description of the class of spectral curves, and explicit formulas for algebraic-geometric action-angle coordinates are obtained for the Hitchin systems on hyperelliptic curves, for any complex simple Lie algebra of the types $A_l$, $B_l$, $C_l$.
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1. INTRODUCTION

The aim of this paper is a further effectiveivization of the separation of variables scheme for Hitchin systems, based on their Lax representation originally proposed in [12], and further developed in [16, 17] (see also references therein).

In the present work we pursue nearly the same objective that are pursued in [6, 7]. In particular, in [6] the formulae for the action–angle coordinates, and $\theta$-formulae for solutions are obtained for the rank 2 genus 2 Hitchin systems.

The geometry of separation of variables for Hitchin systems has been studied in [11, 8]. Let $\mathcal{M}_{r,d}$ be the moduli space of holomorphic rank $r$ degree $d$ vector bundles on a Riemann surface $\Sigma$, $h = \dim \mathcal{M}_{r,d}$. Then the following holds:
Theorem 1.1 ([8]). There exist a birational map

\[ \varphi : T^* \mathcal{M}_{r,d} \to (T^* \Sigma)^[h] \]

which is a symplectomorphism on open dense subsets.

Here \((T^* \Sigma)^[h]\) denotes the Hilbert scheme of \(h\) points on \(T^* \Sigma\) whose open dense subset coincides with the \(h\)th symmetric power of \(T^* \Sigma\) with cut out diagonals.

The algebra of separation of variables, at least its part we need here, is presented in [2, 22]. From a more general point of view it goes back to [1, 5, 21].

The relation between the separation of variables and the algebro-geometric version of the inverse scattering method for the Hitchin systems of type \(A_n\) (and for a certain wider class of systems), apart of many other important results, is established in [12].

It is shown there that the canonical variables of the symplectic structure on the right hand side of the symplectomorphism in Theorem 1.1 are nothing but the poles of the Baker–Akhiezer function, and their conjugated variables.

As it is shown in [12], coefficients of spectral curves of Hitchin systems form spaces of meromorphic functions on \(\Sigma\) whose divisors are multiples of a certain canonical divisor.

After that, in accordance with definition of the Hitchin systems, in order to obtain the Hamiltonians it only remains to choose appropriate bases in those spaces. This is what we begin with in this paper. As the result, we obtain an explicit description of the class of spectral curves of Hitchin systems on hyperelliptic curves of arbitrary genera, and for arbitrary complex semisimple Lie algebras (Proposition 2.3 of Section 2.4). Before, such description was known for Calogero–Moser systems [4, 10] (it was obtained by a different technique).

We proceed then with the description of the holomorphic differentials on spectral curves (Proposition 2.4). All together enables us to carry out the scheme of separation of variables and explicitly write down the algebraic-geometric action-angle coordinates.

To give a taste of the answer, we come up with a simplest example here. For the rank 2 Hitchin system on a genus 2 hyperelliptic curve \(y^2 = P_5(x) = x^5 + \ldots\) , the spectral curve is a full intersection of the surfaces \(\lambda_2^2 = H_0 + H_1 x + H_2 x^2\) and \(y^2 = P_5(x)\), the phase space is given by the triples \(\gamma_i = (x_i, y_i, z_i) (i = 1, 2, 3)\) (where \(x_i, y_i, z_i\) satisfy the above relations) with the symplectic form \(d\lambda_1 \wedge \frac{dx}{y_1} + d\lambda_2 \wedge \frac{dx}{y_2} + d\lambda_3 \wedge \frac{dx}{y_3}\), the action coordinates coincide with \(H_0, H_1, H_2\), they form a solution to the system of linear equations

\[ \lambda_i^2 = H_0 + H_1 x_i + H_2 x_i^2 \quad (i = 1, 2, 3), \]

and the angle coordinates are given by the relations

\[ \phi_k = \sum_{i=1}^{3} \int_{\gamma_i} x^k dx \frac{1}{\lambda y} \quad (k = 0, 1, 2). \]

We derive these results from the analytic properties of the Lax operator for Hitchin systems in the Tyurin parametrization given in [12, 16, 17]. Observe that there is no explicit expression for it. However, the knowledge of the analytic properties is sufficient to obtain the above formulated explicit results. Observe also that the important explicit Lax representation for the Calogero–Moser systems [13], its generalizations in [10] and in [16], and also the example on a hyperelliptic curve [12], indeed are the Lax representations for Hitchin systems with additional marked points.
Many results of the present paper hold for an arbitrary complex semisimple Lie algebra \( \mathfrak{g} \), in particular, for \( \mathfrak{g} \) of type \( D_l \) or \( G_2 \) but there are certain peculiarities, see our remarks on \( D_l \) in Sections 2.2, 2.3.

I am grateful to S.P. Novikov who has drawn my attention to the problem, and to D.V. Talalaev for his interest and discussions.

2. Description of spectral curves

In this section we propose a description of the class of spectral curves of Hitchin systems on hyperelliptic curves, with arbitrary semisimple Lie algebras.

2.1. Lax operator of a Hitchin system. We begin with a general definition of Lax operators with a spectral parameter on a Riemann surface following [17] (the theory of the corresponding integrable systems was pioneered by I. Krichever in [12], see Example 1 below).

Let \( \mathfrak{g} \) be a semi-simple Lie algebra over \( \mathbb{C} \), \( \mathfrak{h} \) be its Cartan subalgebra, and \( \mathfrak{h} \) be such element that \( p_i = \alpha_i(h) \in \mathbb{Z}^+ \) for every simple root \( \alpha_i \) of \( \mathfrak{g} \). Let \( \mathfrak{g}_p = \{ X \in \mathfrak{g} \mid (\text{ad} h)X = pX \} \), and \( k = \max \{ p \mid \mathfrak{g}_p \neq 0 \} \). Then the decomposition \( \mathfrak{g} = \bigoplus_{i=-k}^{k} \mathfrak{g}_i \) gives a \( \mathbb{Z} \)-grading on \( \mathfrak{g} \). We call \( k \) a depth of the grading. Obviously, \( \mathfrak{g}_p = \bigoplus_{\alpha \in R} \mathfrak{g}_p^{\alpha} \) where \( R \) is the root system of \( \mathfrak{g} \). Define also the following filtration on \( \mathfrak{g} \): \( \tilde{\mathfrak{g}}_p = \bigoplus_{q=-k}^{p} \mathfrak{g}_q \).

Then \( \tilde{\mathfrak{g}}_p \subset \tilde{\mathfrak{g}}_{p+1} \) (\( p \geq -k \)), \( \tilde{\mathfrak{g}}_{-k} = \mathfrak{g}_{-k}, \ldots, \tilde{\mathfrak{g}}_{k} = \mathfrak{g}, \tilde{\mathfrak{g}}_p = \mathfrak{g}, \) \( p > k \).

Let \( \Sigma \) be a complex compact Riemann surface with two given finite sets of marked points: \( \Pi \) and \( \Gamma \). We fix a non-negative divisor \( D \) on \( \Sigma \) supported on \( \Pi \).

**Definition 2.1.** By Lax operator \( L \) we mean a meromorphic mapping \( \Sigma \to \mathfrak{g} \) such that \( (L) + k \sum_{\gamma \in \Gamma} \gamma + D \geq 0 \), and \( L \) has the Laurent decomposition of the following form at the points in \( \Gamma \):

\[
L(z) = \sum_{p=-k}^{\infty} L_p z^p, \quad L_p \in \tilde{\mathfrak{g}}_p
\]

where \( z \) is a local coordinate in the neighborhood of a \( \gamma \in \Gamma \).

In general, the grading element \( h \) may vary from one to another point of \( \Gamma \) (\( h = h_\gamma \)). For simplicity, we assume that \( k \) is the same all over \( \Gamma \), though it would be no difference otherwise.

In what follows we regard to \( \gamma \in \Gamma \) and to \( \{ h_\gamma \mid \gamma \in \Gamma \} \) as to the dynamical variables of the corresponding integrable system.

**Example 1.** For \( \mathfrak{g} = \mathfrak{sl}(n) \) an equivalent definition of the Lax operator (indeed, it was the original definition [12]) is obtained by replacing the relation (2.1) with the following:

\[
L(z) = \frac{\alpha_\gamma \beta_\gamma}{z} + L_0, \quad L_p \in \tilde{\mathfrak{g}}_p
\]

where \( \alpha_\gamma, \beta_\gamma \in \mathbb{C}^n, \beta'\alpha = 0 \) and there exist \( \kappa_\gamma \in \mathbb{C} \) such that \( L_0, \alpha_\gamma = \kappa_\gamma \alpha_\gamma \) for every \( \gamma \in \Gamma \). The parameters \( \gamma, \alpha_\gamma (\gamma \in \Gamma) \) are called Tyurin parameters. They, and dual \( \xi_\gamma, \beta_\gamma (\gamma \in \Gamma) \) are dynamical variables of the system. For the proof of equivalence of the
two above definitions, and for the Tyurin parametrization in the case \( g \) is a classical complex Lie algebra, or \( g = G_2 \), we refer to \([17, 16]\).

In order to obtain the Lax operator of a Hitchin system, we must set \( D \) to be equal to the divisor of a holomorphic differential \([12]\). The last is denoted by \( \varpi \) below: \( D = (\varpi) \). In particular, \( D \in \mathcal{K} \) where \( \mathcal{K} \) is the canonical class.

From now on \( \Sigma \) is a hyperelliptic curve given by

\[
(2.3) \quad y^2 = x^{2g+1} + \sum_{i=0}^{2g} a_i x^i \quad (= P_{2g+1}(x)).
\]

Up to the end of Section 3 we fix \( D = 2(g-1)\cdot \infty \) which is the divisor of the holomorphic differential \( \varpi = \frac{dx}{y} \).

2.2. Basis spectral invariants and their analytic properties. By a basis spectral invariant we mean a function of the form \( p_i(z) = \chi_i(L(z)) \) where \( \chi_i (i = 1, \ldots, l) \), \( l = \text{rank} \ g \), are basis invariant polynomials of the Lie algebra \( g \), \( L \) is the Lax operator. The \( d_i = \deg \chi_i \) is referred to as the degree of the basis spectral invariant \( p_i \). By definition, the Hamiltonians of the system are obtained as the coefficients of expansions of basis spectral invariants in the linear combination of appropriate basis functions in the space of invariants of a given degree. Such a base is exhibited in Section 2.4.

For the Lie algebras of classic series \( A_n, B_n, C_n \) the basis spectral invariants coincide with non-vanishing coefficients of the corresponding spectral curve. For the series \( D_n \) it is true for all coefficients of the spectral curve except for one of them, namely, except for determinant of \( L(z) \) which is equal to the square of the basis invariant given by the Pfaffian.

We summarize the analytic properties of the basis spectral invariants in the following statement.

**Proposition 2.2** ([12, 17, 16]). 1°. The basis (hence, all) spectral invariants are holomorphic at the points in \( \Gamma \).

2°. The following holds for the basis spectral invariant \( p_i \) (\( i = 1, \ldots, l \)):

\[
(p_i) + d_i D \geq 0.
\]

3°. For \( D \in \mathcal{K} \) the dimension of the space generated by basis spectral invariants is equal to \( \dim \ g \cdot (g-1) \).

**Proof.** Here, we briefly outline the proof of the theorem (for the detailed proof we refer to the quoted works).

The first statement is implied by the following fact: those poles of \( L \) which belong to \( \Gamma \) can be eliminated by a conjugation of \( L \) by a certain local holomorphic function taking values in the corresponding group \([12, 17, 4.2]\).

By 1°, the divisor of the function \( p_i \) is supported at the points of the divisor \( D \), hence the basis invariant \( p_i \) ranges over \( H^0(d_i D) \); this proves 2°. Let \( h^0(d,r D) \) stay for the dimension of the last space (for the exceptional case of the series \( D_l \) this is \( p_l^2 \) which ranges over \( H^0(d,r D) \); it does not affect the dimension).

The dimension of the space of all spectral invariants (coinciding with the number of independent integrals, and also with the dimension of the space of spectral curves) is
equal to
\[ N = \sum_{i=1}^{l} h^0(d_iD) \]

Since \( g \) is semi-simple, the degrees of its basis invariant polynomials are not less than 2, hence for \( \deg D > g - 1 \) the divisors \( d_iD \) are non-special (\( \deg d_iD > 2(g-1) \)) which enables one to compute \( N \) by means the Riemann–Roch theorem. For \( D \in K \) (\( \deg D = 2(g-1) \)) the Riemann–Roch theorem gives
\[ h^0(d_iD) = d_i \deg D - g + 1 = (2d_i - 1)(g-1), \]

hence
\[ N = \sum_{i=1}^{l} (2d_i - 1)(g-1) = \dim g \cdot (g-1) \]
due to the identity \( \sum_{i=1}^{l} (2d_i - 1) = \dim g \) valid for an arbitrary complex semisimple Lie algebra. This calculation became standard since [9], see [17] for its version in the present set-up. □

Remark. Vice versa, for the reductive Lie algebras, for example, for \( \mathfrak{gl}(n) \), the coefficient at \( \lambda^{n-1} \) (i.e. the trace of \( L \), the 1st degree invariant) does not vanish in general, hence \( d_1 = 1 \), and the first summand in the expression for \( N \) is exactly \( h^0(D) \), but the divisor \( D \in K \) is special.

2.3. Dimension of the phase space. Here we show that the dimension of the phase space is equal to \( 2N = 2 \dim \mathfrak{g} \cdot (g-1) \). We will do it here for \( \mathfrak{g} = \mathfrak{sl}(n) \) and refer to [17] for the remainder of the classical simple Lie algebras, and to [15] for \( \mathfrak{g} = G_2 \).

Thus we set \( \mathfrak{g} = \mathfrak{sl}(n) \) until the end of this section. Then the local conditions satisfied by \( L \) are given in the Example [11]. We denote the space of Lax operators with fixed Tyurin parameters and the divisor \( D \) by \( \mathcal{L}^D_{\alpha, \Gamma} \) where \( \alpha = \{ \alpha_\gamma \mid \gamma \in \Gamma \} \). The dimension of \( \mathcal{L}^D_{\alpha, \Gamma} \) is equal to \( \dim \mathfrak{g} \cdot (\deg D - g + 1) \) [17]. For \( D \in K \)
\[ \dim \mathcal{L}^{K}_{\alpha, \gamma} = \dim \mathfrak{g} \cdot (g-1). \]

To obtain the full dimension of the phase space we must add the number of Tyurin parameters and subtract the gauge degree of freedom. For \( \mathfrak{g} = \mathfrak{sl}(n) \) the number of the Tyurin parameters at one of the points \( \gamma \) is equal to \( n \), the number of the points is a product (\( \text{rank} \mathfrak{g})g = (n-1)g \). Thus the total number of Tyurin parameters modulo gauge freedom is equal to \( n(n-1)g + (n-1)g - (n^2-1) = (n^2-1)(g-1) = \dim \mathfrak{g} \cdot (g-1) \), where \( n(n-1)g \) stays for the total number of the parameters \( \alpha \), \( (n-1)g \) is the number of the points \( \gamma \), and \( n^2 - 1 = \dim \mathfrak{g} \).

All together, we have for the dimension of the phase space (being denoted by \( \mathcal{L}^K \))
\[ \dim \mathcal{L}^{K} = 2 \dim \mathfrak{g} \cdot (g-1) = 2N \]
where \( N \) is the number of integrals.

In Section 3 below we will give another description of the phase space of hyperelliptic Hitchin systems based on the description of spectral curves (Section 2.4).
2.4. Basis in the space of spectral invariants for hyperelliptic curves (the case $\varpi = dx/y$). For classical Lie algebras the spectral curve is given by the equation of the form

\[(2.4) \quad R(x, y, \lambda) = \lambda^n + \sum_{i=1}^{l} r_i(x, y)\lambda^{n-d_i} = 0\]

where $n$ is the dimension of the standard (in other terminology vector) representation of the Lie algebra $\mathfrak{g}$, $l = \text{rank} \mathfrak{g}$, and $r_i (i = 1, \ldots, r)$ are meromorphic functions on $\Sigma$. Here, $r_i(z) = \chi_i(L(z))$ where $\chi_i (i = 1, \ldots, r)$ are basis invariant polynomials of $\mathfrak{g}$, and $\deg \chi_i = d_i$. The series $D_{\ell}$ is exceptional with this respect: the summand of degree 0 in $\lambda$ in (2.4) is of the form $p_l(z) = \chi_i(L(z))^2$ (i.e. the square of the basis invariant; indeed the basis invariant is nothing but the Pfaffian in this case). Jumping ahead, we notice that this is the reason why the equations for Hamiltonians in the method of separation of variables become non-linear for the $D_{\ell}$ series.

The differential $\varpi = dx/y$ on the curve (2.3) is holomorphic and has a zero of the multiplicity $2(g - 1)$ at $\infty$: $D = (\varpi) = 2(g - 1) \cdot \infty$. The basis spectral invariants of order $d_{\ell}$ run over the space $H^0(d, D)$. We want to exhibit a base in this space.

**Proposition 2.3.** The functions $1, x, \ldots, x^{d_i(g-1)}$, and $y, yx, \ldots, yx^{(d_i-1)(g-1)-2}$ form a base in the space $H^0(d, D)$ for $D = 2(g - 1) \cdot \infty$.

**Proof.** The function $x$ has a pole of order 2 at the infinity, hence $x^k \in H^0(d, D)$ if, and only if $0 \leq 2k \leq 2d_i(g - 1)$, which implies $0 \leq k \leq d_i(g - 1)$. These functions are linearly independent, and their number is equal to $d_i(g - 1) + 1$.

The function $y$ has a pole of order $2g + 1$ at the infinity, hence $yx^s \in H^0(d, D)$ if, and only if $s \geq 0$ and $2g + 1 + 2s \leq 2d_i(g - 1)$. The second inequality implies $2s \leq 2d_i(g - 1) - 2g - 1$. Because the left hand side of the inequality is even while the right hand side is odd, we obtain $2s \leq 2d_i(g - 1) - 2g - 2$. All together, $0 \leq s \leq (d_i - 1)(g - 1) - 2$. The number of such functions is equal to $0 \leq s \leq (d_i - 1)(g - 1) - 1$.

The total number of the above functions is equal to $(2d_i - 1)(g - 1)$ which coincides with the above computed dimension of the space $H^0(d, D)$. They are linearly independent for the reason their orders at the infinite point are different. In particular, the functions in the first set have even orders, while the orders of the functions in the second set are odd. All together, they form a base in the space $H^0(d, D)$. \[\square\]

The expansion of the coefficients of the spectral curve over the just found out base has the form

\[(2.5) \quad r_i(x, y) = \sum_{k=0}^{d_i(g-1)} H^{(0)}_{ik} x^k + \sum_{s=0}^{(d_i-1)(g-1)-2} H^{(1)}_{is} yx^s\]

where $H^{(0)}_{ik}$, $H^{(1)}_{is}$ are independent integrals of the Hitchin system.

2.5. Example: the form of a spectral curve for $\mathfrak{g} = sl(2)$ and $\varpi = dx/y$. In this case, there is only one basis spectral invariant $r_2$ ($i = 2, d_i = 2$):

\[(2.6) \quad r_2(x, y) = \sum_{k=0}^{2(g-1)} H^{(0)}_k x^k + \sum_{s=0}^{g-3} H^{(1)}_s yx^s\]
(in particular, for \( g = 2 \) the second sum is absent, see also [3]). The spectral curve has the form

\[(2.7) \quad \lambda^2 + r_2(x, y) = 0.\]

2.6. Basis of holomorphic differentials on a spectral curve.

**Proposition 2.4.** If the base and the spectral curves are non-degenerate and have only simple, mutually different branch points in the finite domain (as branch coverings of the \( x \)-line), then a base in the space of holomorphic differentials on the spectral curve is given by \( \frac{x^k \lambda^{n-d}}{R_{\lambda}(x, y, \lambda)} dx \) (0 \( \leq k \leq d_i(g - 1) \)), and \( \frac{x^k \lambda^{n-d} dy}{R_{\lambda}(x, y, \lambda)} \) (0 \( \leq k \leq (d_i - 1)(g - 1) - 2 \)), \( i = 1, \ldots, l \).

**Proof.** It is a standard fact that for the non-degenerate plane curves the differential \( \frac{dx}{R_{\lambda}(x, y, \lambda)} \) is holomorphic at simple branch points in the finite domain. It is also true in our case. Indeed, in the neighborhood of such point \( R_{\lambda}' = 0, R_{\lambda}'' \neq 0 \) hence \( \lambda \) can be chosen as a local parameter, and \( \frac{dx}{R_{\lambda}(x, y, \lambda)} = \frac{x'd\lambda}{R_{\lambda}'(x, y, \lambda)} \). By \( R_{\lambda}'x''_{\lambda} + R_{\lambda}' = 0 \) we obtain \( \frac{dx}{R_{\lambda}'} = -\frac{d\lambda}{R_{\lambda}''} \). Since the \( dx/y \) is also holomorphic, and branch points of the two curves are mutually different, we obtain that \( \frac{dx}{R_{\lambda}(x, y, \lambda)} \) is holomorphic too. The nominators \( x^k \lambda^{n-d} \), \( x^k \lambda^{n-d} \) (of the functions listed in Proposition 2.3) are found out from the condition equivalent to the requirement that their products by \( \lambda^{-d} \) are holomorphic at \( \infty \). For example, \( x^k \lambda^{-(g-1)} \sim z^{-2k}z^{2(g-1)} \). For \( k \leq d_i(g - 1) \) (as stated in Proposition 2.3) \( x^k \lambda^{-(g-1)} \) is holomorphic at \( \infty \).

It remains only prove that the differentials \( \frac{dx}{R_{\lambda}(x, y, \lambda)} \) is holomorphic at \( \infty \). Indeed, \( R_{\lambda}' \sim \lambda^{n-1} \), hence \( \frac{dx}{R_{\lambda}'} \sim \frac{\lambda dx}{y} \sim \frac{z^{1-(g-1)}z^{-3}dz}{z^{-(2g+1)}} \sim dz \).

The linear independence of the differentials in question descends to that of the functions in Proposition 2.3. \( \square \)

3. Separation of variables for hyperelliptic Hitchin systems

3.1. Phase space. Symplectic form and Poisson structure. A spectral curve of the form (2.5) can be given by \((\dim \mathfrak{g})(g - 1)\) points it passes through. Denote these points by \((x_i, y_i, \lambda_i) (i = 1, \ldots, (\dim \mathfrak{g})(g - 1))\) where \( y_i^2 = P_{2g+1}(x_i) \), and all three are related by the equations (2.4), (2.5).

Define a two-form by

\[(3.1) \quad \omega = \sum_{i=1}^{(\dim \mathfrak{g})(g-1)} d\lambda_i \wedge \frac{dx_i}{y_i}.\]

According to [12], in particular to Theorem 4.3 therein, the symplectic structure given by \( \omega \) indeed is that of the Hitchin system.
Thus the system of equations is of the form (3.1). In particular, the second wedge co-multiplier in (3.1) is nothing but the differential $\frac{dx}{y}$ fixed in the definition of the Lax operator (also in the definition of the symplectic structure in [12]).

The phase space of a Hitchin system on a hyperelliptic curve $\Sigma$ is formed by non-ordered sets $\{(x_i, y_i, \lambda_i) | i = 1, \ldots, (\dim g)(g - 1)\}$, with symplectic structure given by (3.1).

The corresponding Poisson structure is given by

$$\{\lambda_i, x_j\} = \delta_{ij} y_i.$$  

3.2. Angle coordinates. The subvariety of triples $\{(x_i, y_i, \lambda_i) | i = 1, \ldots, (\dim g)(g - 1)\}$ giving the same spectral curve $C$ is equal to $S^{(\dim g)(g-1)}C$ (the symmetric power of $C$, a triple $(x_i, y_i, \lambda_i)$ belongs to the $i$th copy of $C$). The Abel transformation maps it to the Jacobian of $C$ (we will denote it by $\text{Jac}(C)$). By angle coordinates we mean the coordinates on the Jacobian:

$$\phi_{jk}^{(0)} = \sum_{i=1}^{(\dim g)(g-1)} \int_{C} x^k \lambda^{n-d_j} dx \frac{R'(x, y, \lambda)}{y}, \quad 0 \leq k \leq d_j(g - 1);$$

$$\phi_{js}^{(1)} = \sum_{i=1}^{(\dim g)(g-1)} \int_{C} x^s \lambda^{n-d_j} dx \frac{R'(x, y, \lambda)}{y}, \quad 0 \leq s \leq (d_j - 1)(g - 1) - 2$$

for $j = 1, \ldots, l$, where $\gamma_i = (x_i, y_i, \lambda_i)$ (cf. [12, Eq. (4.61)]).

3.3. Action coordinates (for $g$ of the $A_l$, $B_l$, $C_l$ type). For these series the Hamiltonians of the Hitchin system can be expressed via $(x_i, y_i, \lambda_i)$ as a solution to the system of linear equations $R(x_i, y_i, \lambda_i) = 0$ where $R(x, y, \lambda, H) = 0$ is the equation of the spectral curve given by (2.4), (2.5) ($H = \{H_{jk}^{(0)}, H_{js}^{(1)} | j = 1, \ldots, l; k = 0, 1, \ldots, (2d_j - 1)(g - 1), s = 0, 1, \ldots, (d_j - 1)(g - 1) - 2\}$). In particular, for $g = \mathfrak{sl}(2)$ the system of equations is of the form

$$\lambda_i^2 + \sum_{k=0}^{2(g-1)} H_k^{(0)} x_i^k + \sum_{s=0}^{g-3} H_s^{(1)} y_i x_i^s = 0, \quad i = 1, \ldots, 3(g - 1).$$

Thus $H_k^{(0)} = D_k^{(0)}/D$, $H_s^{(1)} = D_s^{(1)}/D$ where

$$D = \begin{bmatrix} 1 & \ldots & x_1^{2(g-1)} & y_1 & \ldots & y_1 x_1^{g-3} & \vdots & \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 1 & \ldots & x_{3(g-1)}^{2(g-1)} & y_3(g-1) & \ldots & y_3(g-1) x_{3(g-1)}^{g-3} \end{bmatrix},$$

$D_k^{(0)}$ is obtained by replacing $x_i^k$ by $(-\lambda_i^2)$ in the $k$th column in $D$, $D_s^{(1)}$ is obtained by replacing $y_i x_i^s$ by $(-\lambda_i^2)$ in the $(2g - 1 + k)$th column in $D$.

In the next section, we prove that the $H$- and $\phi$-coordinates introduced in the last two sections indeed are Darboux coordinates for the symplectic structure (3.1).
We are not in position to claim the same for the series $D_i$ because in this case the system of equations on the Hamiltonians is quadratic.

### 3.4. Darboux property.

The Darboux property for the coordinates $(H_{jk}^{(0)}, \phi_{jk}^{(0)}) (k = 0, 1, \ldots, (2d_j - 1)(g - 1)), (H_{js}^{(1)}, \phi_{js}^{(1)}) (s = 0, 1, \ldots, (d_j - 1)(g - 1) - 2), j = 1, \ldots, l$ is an immediate corollary of the following lemma.

**Lemma 3.1** ([22]). Consider a curve given by the equation

$$R(\lambda, \mu) = R_0(\lambda, \mu) + \sum_{j=1}^{n} H_j R_j(\lambda, \mu) = 0,$$

and the space of sets $(\lambda_1, \mu_1, \ldots, \lambda_n, \mu_n)$ with the Poisson bracket $\{\lambda_i, \mu_j\} = \delta_{ij} f(\lambda_i, \mu_i)$ where $f$ is a smooth function. Let $H_1, \ldots, H_n$ be the solution to the linear system of equations $R(\lambda_i, \mu_i) = 0$, and $\phi_1, \ldots, \phi_n$ are given by

$$\phi_j = \frac{1}{\partial_\lambda R(\lambda, \mu)f(\lambda, \mu)} \int_{\gamma_k}^{\gamma_k} R_j(\lambda, \mu)d\mu$$

where $\gamma_k = (\lambda_k, \mu_k)$. Then $\{H_i, \phi_j\} = \delta_{ij}$.

Indeed, as it was observed in course of the proof of Proposition 2.4 in our case the integrands in (3.6) are exactly the same as the basis differential listed in Proposition 2.4 with $f = y$. Also $H_j$ in the Lemma 3.1, and in Section 3.3 are obtained in the same way (going back to [2]).

### 4. Bases in the spaces of spectral invariants and Krichever–Novikov functions

It is not possible to exhibit a basis like that given in Proposition 2.3 for a generic choice of the holomorphic differential $\varpi$. It is nevertheless possible to give a base in another form using Krichever–Novikov basis functions. Here we will illustrate this in the case $\varpi = x^{g-1}dx/y$, in spite in this case the base in terms of monomials in $x, y$ still does exist: for $g = 2, g = \mathfrak{sl}(2)$ it is exhibited by D. Talalaev ([1], the exhibited base turned out to consist of inverse ones to the functions of the base exhibited in Section 2.5, and in [3] for $g = 2, g = \mathfrak{sl}(2), \varpi = dx/y$).

#### 4.1. A base in the space of the spectral invariants for $\varpi = x^{g-1}dx/y$.

We set $\varpi = x^{g-1}dx/y$ below (this is the only differential of the form $x^kdx/y, 0 \leq k \leq g - 1$ which has no zero at $x = y = \infty$). The differential $\varpi$ is holomorphic and has two zeroes $0_1$ and $0_2$ of multiplicity $g - 1$ over $x = 0$ (we assume that $x = 0$ is not a branching point of $\Sigma$). Thus, $D = (g - 1)0_1 + (g - 1)0_2$.

The basis spectral invariants of an order $d_i$ run over the space $H^0(d_iD)$. The dimension of this space is equal $(2d_i - 1)(g - 1)$, as computed above. We will look for a basis in this space among the basis Krichever–Novikov functions corresponding to two incoming points $0_1, 0_2$, and one outgoing point $Q$ to be taken arbitrarily in a
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generic position. Such functions are enumerated by the pairs \((n, r)\), \(n \in \mathbb{Z}\), \(r = 1, 2\), are denoted by \(A_{n,1}, A_{n,2}\), and are given by the following relations [16, relation (1.3.3)]:

\[
\text{ord}_{O_1} A_{n,1} = \text{ord}_{O_2} A_{n,2} = n,
\]

\[
\text{ord}_{O_1} A_{n,2} = \text{ord}_{O_2} A_{n,1} = n + 1,
\]

\[
\text{ord}_Q A_{n,1} = \text{ord}_Q A_{n,2} = -2(n + 1) - (g - 1).
\]

For a generic curve the points \(0_1\) and \(0_2\) are not Weierstraß points, and a Krichever–Novikov-type base exists. Moreover, its elements have known expressions in terms of \(\theta\)-functions [14]. In particular, the following statement holds.

**Theorem 4.1** ([14]). If \(m > 0\) or \(m < -\left[\frac{g-2}{2}\right] - 2\), \(r = 1, 2\) then the functions \(A_{m,r}\) are uniquely defined.

\[ A_{m,r} \in H^0(d_iD) \text{ if, and only if } \text{ord}_Q A_{m,r} \geq 0 \text{ (} r = 1, 2 \text{). Hence } -2(n + 1) - (g - 1) \geq 0 \text{ and } \]

\[ -d_i(g - 1) \leq n \leq -\frac{g + 1}{2} \]

If \(g\) is odd then the upper bound is integer here, and the total number of functions satisfying the restriction (4.1), is equal to 2 \((-\frac{g+1}{2} + d_i(g - 1) + 1) = (2d_i - 1)(g - 1)\) (which coincides with the dimension \(H^0(d_iD)\)). If \(g\) is even then one function is missing, but it is compensated by adding the identical unit to the set of the basis functions.

Thus a general form of the spectral curve of a hyperelliptic genus \(g\) Hitchin system with a semisimple Lie algebra \(\mathfrak{g}\) is as follows:

\[ R(\lambda, P) = \lambda^n + \sum_{j=1}^{l} \lambda^{n-d_j} r_j(P), \]

where

\[ r_j = \sum_{k=0}^{(2d_j-1)(g-1)-1} H_{jk} A_k, \]

\(H_{ij}\) are the integrals of the system.

**Example 2.** Let \(\varpi = x^{g-1} dx/y\) and \(\mathfrak{g} = \mathfrak{sl}(2)\). For the second order spectral invariants \((r_2) \geq -2D\), hence \(r_2 \in H^0(2D)\). As it was computed above, \(\dim H^0(2D) = 3(g - 1)\). For the above functions \(A_{n,r}\) \((r = 1, 2)\), \(A_{n,r} \in H^0(2D)\) if, and only if \(\text{ord}_Q A_{n,r} \geq 0\), that is \(-2(n + 1) - (g - 1) \geq 0\), and

\[ -2(g - 1) \leq n \leq -\frac{g + 1}{2} \]

The number of the basis elements satisfying this condition is equal to 2 \((-\frac{g+1}{2} + 2(g - 1) + 1) = 3(g - 1)\) which coincides with the dimension of the space \(H^0(2D)\). We introduce the following enumeration of those elements: \(A_{n,r} = A_j\) where \(j = 2(n + 2(g - 1)) + r\). Then \(j = 1, \ldots, 3(g - 1)\). The elements \(A_j, j = 1, \ldots, 3(g - 1)\) form a base in \(H^0(2D)\). If \(g\) is odd we obtain one basis element less that it is required. The missing element can be fixed using the Krichever–Noikov duality between functions and 1-forms [14, 16].
4.2. **Darboux coordinates.** The Hamiltonians can be expressed from the system of linear equations

\[(4.4) \quad R(\ldots, H_{jk}, \ldots, \lambda_i, P_i) = 0, \quad i = 1, \ldots, N\]

by the Kramer’s rule, where \(R\) is defined by the relation \[(4.2), \quad j = 1, \ldots, n, \quad k = 0, \ldots, N, \quad N = (\dim \mathfrak{g})(g - 1) - 1, \quad (P_i, l_i) \quad (i = 1, \ldots, N)\] are points of the spectral curve.

To point out the conjugated coordinates, we again make use of the relation \[(3.6).\]

In the present case the curve is of the form \[(4.2),\]

hence introducing the local coordinate from the relation \(dz = \varpi\) we obtain \(R_{jk}(\lambda, z) = \lambda^{n-d_j} H_{jk} A_k(z),\)

\[
\partial_\lambda R(\lambda, P) = n\lambda^{n-1} + \sum_{j=1}^l (n - d_j)\lambda^{n-d_j-1} \sum_{k=0}^{(2d_j-1)(g-1)-1} H_{jk} A_k(z),
\]

and finally we obtain

\[
\phi_{jk} = \sum_k \int_{z_{jk}}^{z_{jk}} \frac{\lambda^{n-d_j} H_{jk} A_k(z)}{n\lambda^{n-1} + \sum_{j=1}^l (n - d_j)\lambda^{n-d_j-1} \sum_{k=0}^{(2d_j-1)(g-1)-1} H_{jk} A_k(z)} dz.
\]

Since we have not check any holomorphicity of the integrands, we do not claim that the coordinates \(H_{jk}, \phi_{jk}\) indeed are the action–angle coordinates in this case (though we would expect that).

**Example 3.** The system \[(4.4)\] is especially simple for \(\mathfrak{g} = \mathfrak{sl}(2),\) it is of the form

\[
\lambda_i^2 - \sum_{k=1}^N A_{k-1}(P_i) H_k = 0, \quad i = 1, \ldots, N
\]

where \(N = 3(g - 1).\) From that, we have

\[
H_j = \begin{vmatrix}
A_0(P_1) & \ldots & A_{j-1}(P_1) & \lambda_1^2 & A_{j+1}(P_1) & \ldots & A_{N-1}(P_1) \\
\vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
A_0(P_N) & \ldots & A_{j-1}(P_N) & \lambda_N^2 & A_{j+1}(P_N) & \ldots & A_{N-1}(P_N)
\end{vmatrix},
\]

\[
det(A_{k-1}(P_i))_{i,k=1,\ldots,N}.
\]

Also, \(\partial_\lambda R(\lambda, P) = 2\lambda,\) and \(R_k(\lambda, z) = A_k(z),\) hence

\[
\phi_k = \frac{1}{2} \sum_k \int_{z_k}^{z_k} \frac{A_k(z)}{\lambda} dz.
\]

5. **Concluding remarks**

What is said in Section 2 and Section 3 enables one to define a Hitchin system on a genus \(g\) hyperelliptic curve, with a Lie algebra \(\mathfrak{g},\) as a system with \((\dim \mathfrak{g})(g - 1)\) degrees of freedom, phase space formed by the triples \((x_i, y_i, \lambda_i)\) satisfying the relations \[(2.3), \quad (2.4), \quad (2.5) \quad (i = 1, \ldots, (\dim \mathfrak{g})(g - 1))\], having a symplectic (Poisson) structure as defined in \[(3.1)\] (resp., in \[(3.2)\]), whose Hamiltonians are defined from the system of equations

\[
R(x_i, y_i, \lambda_i, H) = 0, \quad i = 1, \ldots, (\dim \mathfrak{g})(g - 1)
\]
where $R(x, y, \lambda, H)$ is defined by (2.4) and (2.5), $H$ is a set of independent Hamiltonians. Integrability of such a system can be proved independently of any Lax representation, Hamiltonian reduction, and other methods conventionally used for this purpose. It follows from the following elementary statement.

Proposition 5.1 Let $H_j = H_j(z_1, \ldots, z_n, \lambda_1, \ldots, \lambda_n) (j = 1, \ldots, n)$ be functions defined as a solution to the system of equations
\begin{equation}
F_i(H_1, \ldots, H_n, z_i, \lambda_i) = 0, \quad i = 1, \ldots, n
\end{equation}
where $F_i$ are given smooth function of complex or real variables. Then (under certain natural genericity requirements) $H_1, \ldots, H_n$ commute with respect to any Poisson bracket of the form $\{f, g\} = \sum_{j=1}^n p_j \left( \frac{\partial f}{\partial z_j} \frac{\partial g}{\partial \lambda_j} - \frac{\partial g}{\partial z_j} \frac{\partial f}{\partial \lambda_j} \right)$, where $p_j = p_j(z_j, \lambda_j)$ are smooth functions in only one pair of variables (in our case $x_i$ plays the role of $z_i$, for all $i$).

Another remark is as follows. A choice of the holomorphic differential $\varpi$ on $\Sigma$ in the definition of the Lax operator (see Section 2.1 for details) is a kind of gauge freedom. The results of Section 2, Section 3 correspond to the choice $\varpi = dx/y$. This is a very special choice in sense that the divisor of $\varpi$ is supported at one point, namely at $\infty$, and this is a Weierstraß point. It is not obvious that a similar technique would turn out to be successful for a generic choice of $\varpi$. However, there is another (complementary) option in this case, namely, to express the coefficients of spectral curves via certain Krichever–Novikov basis functions (Section 4). It was a basic approach in the early version of this work. However, in the present version we focus on the first approach due to discussion with D.Talalaev and S.P.Novikov at the S.P.Novikov’s seminar.
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