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Abstract

Kernels ensuing from tree ensembles such as random forest (RF) or gradient boosted trees (GBT), when used for kernel learning, have been shown to be competitive to their respective tree ensembles (particularly in higher dimensional scenarios). On the other hand, it has been also shown that performance of the kernel algorithms depends on the degree of the kernel-target alignment. However, the kernel-target alignment for kernel learning based on the tree ensembles has not been investigated and filling this gap is the main goal of our work.

Using the eigenanalysis of the kernel matrix, we demonstrate that for continuous targets good performance of the tree-based kernel learning is associated with strong kernel-target alignment. Moreover, we show that well performing tree ensemble based kernels are characterized by strong target aligned components that are expressed through scalar products between the eigenvectors of the kernel matrix and the target. This suggests that when tree ensemble based kernel learning is successful, relevant information for the supervised problem is concentrated near lower dimensional manifold spanned by the target aligned components. Persistence of the strong target aligned components in tree ensemble based kernels is further supported by sensitivity analysis via landmark learning. In addition to a comprehensive simulation study, we also provide
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experimental results from several real life data sets that are in line with the simulations.
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### 1. Introduction

Tree-based ensembles such as random forest (RF) and gradient boosted trees (GBT) are a mainstay in machine learning and in particular they are considered as dominant algorithms for tabular data [1]. Tree-based ensembles can be also interpreted as kernel generators and this interpretation has been expounded theoretically to investigate their asymptotic properties ([2] and [3]). On the other hand, the RF and GBT kernels plugged into kernel learning have been shown to perform well, even outperforming their respective ensembles in comprehensive simulations and real life data sets [4],[5].

The kernel-target alignment has been first proposed in [6],[7] for classification and later extended in [8] for regression as a means of characterization of the relevant information in supervised learning. It has been shown that the kernel-target alignment can be quantified using eigenvectors of the kernel matrix and the target variable. The kernel-target alignment enables assessment of a match of a given kernel to the learning problem represented by a particular data set. In Refs. [6],[7], the analysis of kernel-target alignment was applied to classification, in [8] it was used for regression and in [9] it was applied in the analysis of hidden layers of deep neural networks.

Landmark (prototype) or (dis)similarity based learning [10],[11], can be used as an alternative way to develop prediction models in nonlinear feature spaces via the kernel matrix [12],[13]. In similarity/dissimilarity learning the kernel entries are explicitly interpreted as pairwise similarities/dissimilarities between the points (samples). Recasting the problem this way, prediction models can be built accordingly. Tree ensemble generated kernels can therefore be readily used within this paradigm.
Kernel-target alignment has never been evaluated for the tree-based ensembles, however eigenanalysis of the RF kernel matrix was suggested as potentially useful in [14]. Focus of our investigation is the kernel-target alignment of the tree ensemble based kernels and its relationship with the performance of related kernel learning. Furthermore, we propose a sensitivity analysis through landmark learning. The remainder of the manuscript is organized as follows: Section 2 introduces the theoretical framework of the tree ensemble learning, formalizes the notion of the kernel-target alignment and landmark learning, Section 3 details a simulation study that systematically evaluates kernel-target alignment and performance of the ensemble based kernels, Section 4 summarizes the experiments on real life data sets and Section 5 provides discussion, conclusions and future research directions.

2. Methods

2.1. Terminology

Following Breiman [14] and Refs. [15], [3] and [2], we consider a supervised learning problem, where training set of \( n \) pairs: \( D_n = \{ (X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n) \} \) is provided. \( X_i \in \mathbb{R}^p \). In our case \( Y_i \) is a continuous target, for which the \( Y_i \in \mathbb{R} \).

Let the target vector be then \( Y = [Y_1, Y_2, \ldots, Y_n]^T \).

2.2. Tree Ensemble Based Kernel Learning

Kernel methods in the machine learning literature are a class of methods that are formulated in terms of a similarity (Gram) matrix \( \mathbf{K} \). The similarity matrix \( K_{i,j} = k(X_i, X_j) \) represents the similarity between two points \( X_i \) and \( X_j \). Kernel methods have been well developed and there is a large body of references covering their different aspects [16], [17], [18]. In our work we used a common kernel algorithm, namely kernel ridge regression (KRR). KRR is a kernelized version of the traditional linear ridge regression with the L2-norm penalty. Given the kernel matrix \( \mathbf{K} \) estimated from the training set, first the
coefficients $\alpha$ of the (linear) KRR predictor in the non-linear feature space induced by the kernel $k(.,.)$ are obtained:

$$\alpha = (K + \lambda I_n)^{-1}Y$$

(1)

where $\lambda$ is the regularization parameter.

The KRR predictor $h_{\text{KRR}}(X)$ is given as:

$$h_{\text{KRR}}(X) = \sum_{i=1}^{n} \alpha_i k(X_i, X) = Y^T (K + \lambda I_n)^{-1} K_i$$

(2)

where $K_i = (k(X_1, X), \ldots, k(X_n, X))$.

Tree-based ensembles are aggregated from a set of regression trees $h_m(X, D_n), m = 1, 2, \ldots, M$, with $h_m(X, D_n)$ representing a single tree. Each single tree partitions the feature space into disjoint regions. Moreover, for a single tree, each region in the feature partition is given by a unique decision path from the tree root to its terminal node. As a byproduct a tree-based kernel is naturally generated via the regression trees and their respective feature partitions [14],[3]. Thus, a kernel that corresponds to a tree-based ensemble is obtained as a probability that $X_i$ and $X_j$ are in the same terminal node $R_k(h_m)$ [3]

$$k_{\text{ensemble}}(X_i, X_j) = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{T} I(X_i, X_j \in R_k(h_m)).$$

(3)

The ensemble based kernels can be obtained by various feature space partitioning mechanisms [19]. We used the RF and extreme gradient boosting (XGB) as an implementation of the GBT in our work and their algorithmic details are provided for completeness in the Appendix. We will use GBT and XGB in the remainder of the manuscript, interchangeably.

2.3. Kernel-target Alignment

In the Ref. [6], the sample ordering according to the leading eigenvector of the kernel matrix was shown to correspond to the class delineation and was
considered as a proxy of the kernel target alignment. This idea was further developed in [8] via eigenanalysis of the kernel matrix.

We define the spectral (here it is also a singular value) decomposition of the kernel matrix $K$ as:

$$K = U\Lambda U^T$$

(4)

where $U$ is an orthonormal matrix with the columns $u_i$ (eigenvectors of $K$) and $\Lambda$ is an $n \times n$ diagonal matrix with eigenvalues $\lambda_i$-s on the diagonal. We assume that $\lambda_i$-s are ordered according to their magnitude.

The kernel-target alignment components can be obtained as an absolute value of the scalar product $|u_i^T Y|$. The fundamental result of [8] is concerned with the rate of the decay of kernel-target alignment components. In particular, it was proved that under mild conditions, the kernel-target aligned components decay at the same rate as the eigenvalues of the kernel matrix. As a consequence of this decay, the relevant information pertaining to the supervised problem is concentrated in the leading eigenvectors of the kernel matrix that are strongly aligned with the target [8],[9], if such strongly aligned components exist.

In our investigation, we used normalized kernel-target alignment components given by the absolute value of the Pearson correlation coefficients between $u_i$-s and $Y$, with $K$ being the kernel matrix obtained from the tree-based ensembles.

2.4. Landmark Learning in Nonlinear Kernel Feature Spaces

In the landmark learning, the empirical similarity map (data driven embedding) [13],[12] is generated by selecting a subset of $n_L$ data points (landmarks) also referred to as a reference set [10]. A point in the feature space is represented by the similarities to the landmarks. This approach is akin to a dimensionality reduction of the original kernel problem to a lower $n_L$ dimensional problem [13]. A linear model is subsequently developed on the landmark features and a landmark predictor is obtained as:

$$h_{\text{Landmarks}} = (LT L)^{-1} L^T Y$$

(5)
where $L$ is an $n \times n_L$ matrix and $n_L$ is number of landmarks. $L_{i,j} = k(i, j)$ is a similarity of the point $i$ to the landmark $j$. Consider now the singular value decomposition (SVD) of $L$:

$$L = U_L \Sigma_L V_L^T$$

where in this case the matrix $U_L$ is an orthonormal matrix with the columns $u_{L_i}$ (left singular vectors of $L$) and $\Sigma_L$ is an $n_L$ by $n_L$ diagonal matrix with singular values $\sigma_{L_i}$ on the diagonal. We assume that $\sigma_{L_i}$-s are ordered according to their magnitude. Accordingly, the $\lambda_{L_i} = \sigma_{L_i}^2$-s and $u_{L_i}$-s are the eigenvalues and the eigenvectors of the landmark kernel matrix $K_L = LL^T$, respectively. Following the previous considerations for $K$ in the section 2.3, the kernel-target alignment components in landmark learning can be obtained as an absolute value of the scalar product $|u_{L_i}^T Y|$. Again, we use here the absolute value of the Pearson correlation coefficient between $u_{L_i}$-s and $Y$, where $u_{L_i}$-s are obtained from the Equation 6.

We used landmark learning in a sensitivity analysis, where increasing number of landmarks $n_L$ was randomly selected from the training set.

The code for the simulation and real life data analysis was developed in the R programming language [20]. The ranger [21] implementation of RF and xgboost [22] of XGB was used, respectively. All algorithms were applied using their default parameters. The regularization parameter $\lambda$ for kernel ridge regression was chosen at minimum value, such that the matrix, $K + \lambda I_n$ was invertible.

3. Simulation

Simulation scenarios for kernel target alignment evaluation of RF/GBT kernels were set up according to previously reported simulation benchmarks. They included Friedman [23], Meier 1, Meier 2 [24], van der Laan [25] and Checkerboard [26].
3.1. Simulation Setup

For each simulation scenario, the predictors were simulated from Uniform (Friedman, Meier 1, Meier 2, van der Laan) or Normal distributions (Checkerboard), respectively.

Continuous targets were generated as \( Y_i = f(X_i) + \epsilon_i \). For the definitions of \( f(X_i) \) for each simulation case, see below.

The five functional relationships \( f(X_i) \) between the predictors and target for different simulation settings are specified as follows.

1. Friedman. The setup for Friedman was as described in [23].

   \[
   X_{ij} \sim \text{Uniform}(0,1), i = 1,\ldots,n; j = 1,\ldots,p \\
   \epsilon_i \sim \text{N}(0,1) \\
   f(X_i) = 10 \sin (\pi X_{i1}X_{i2}) + 20(X_{i3} - 0.5)^2 + 10X_{i4} + 5X_{i5} + \epsilon_i
   \]

2. Checkerboard. In addition to Friedman, we simulated data from a Checkerboard-like model with strong correlation as in Scenario 3 of [26].

   \[
   X_i \sim \text{N}(0, \Sigma_{p \times p}), i = 1,\ldots,n \\
   \epsilon_i \sim \text{N}(0,1) \\
   f(X_i) = 2X_{i5}X_{i10} + 2X_{i15}X_{i20} + \epsilon_i \]

The \((j,k)\) component of \( \Sigma \) is equal to \(0.9^{|j-k|}\).

3. van der Laan. The setup was studied in van der Laan et al. [25].

   \[
   X_{ij} \sim \text{Uniform}(0,1), i = 1,\ldots,n; j = 1,\ldots,p \\
   \epsilon_i \sim \text{N}(0,0.5) \\
   f(X_i) = \ddot{X}_{i1}\ddot{X}_{i2} + \ddot{X}_{i3}^2 + \ddot{X}_{i8}\ddot{X}_{i10} - \ddot{X}_{i6}^2 + \epsilon_i \\
   \ddot{X}_i = 2(X_i - 0.5)
   \]

4. Meier 1. This setup was investigated in Meier et al. [24].

   \[
   X_{ij} \sim \text{Uniform}(0,1), i = 1,\ldots,n; j = 1,\ldots,p 
   \]
\[ \epsilon_i \sim N(0, 0.5) \]
\[ f(X_i) = -\sin(2\tilde{X}_{i1}) + \tilde{X}_{i2}^2 + \tilde{X}_{i3} - \exp(\tilde{X}_{i4}) + \epsilon_i \]
\[ \tilde{X}_i = 2(X_i - 0.5) \quad (8) \]

5. Meier 2. This setup was investigated in Meier et al. [24] as well.

\[ X_{ij} \sim \text{Uniform}(0, 1), i = 1, \ldots, n; j = 1, \ldots, p \]
\[ \epsilon_i \sim N(0, 0.5) \]
\[ f(X_i) = -\tilde{X}_{i1} + (2\tilde{X}_{i2} - 1)^2 + \frac{\sin(2\pi\tilde{X}_{i3})}{2 - \sin(2\pi\tilde{X}_{i4})} + 2\cos(2\pi\tilde{X}_{i4}) + 4\cos^2(2\pi\tilde{X}_{i4}) + \epsilon_i \]
\[ \tilde{X}_i = 2(X_i - 0.5) \quad (9) \]

For each functional relationship \( f(X_i) \) (Friedman, Checkerboard, Meier 1, Meier 2, and van der Laan), we simulated data from four scenarios with different samples sizes \( n = 800 \) and \( n = 1600 \) and number of features \( p = 20 \) and \( p = 40 \). Within each scenario, we simulated 200 data sets, and for each data set we randomly chose 75\% of samples as training data and remaining 25\% as test data. We repeated the analysis 200 times to evaluate the kernel-target alignment of RF and XGB kernels on the training sets and its relationship with the respective kernel algorithm performance on the independent test sets.

3.2. Simulation Results

The kernel-target alignment spectra of the Friedman, Checkerboard, Meier 1, Meier 2 and van der Laan simulation settings are shown in the Figs. 1, 2, 3, 4 and 5 respectively. The left and right panels in the Figures correspond to the results obtained from the RF and XGB, respectively. On the \( x \)-axis, the first thirty components ordered according to the decreasing eigenvalues of the kernel matrix (singular values) are shown. These components are shown for the ensemble derived kernel matrix \( K_{ensemble} \) and the landmark matrices \( L-s \). The landmark matrices \( L \) are built from a varying number of landmarks or prototypes (nProto) including 100, 200 and 300 prototypes. The \( y \)-axis corresponds to the absolute value of the correlation coefficient between corresponding eigenvectors of \( K_{ensemble} \) (or left singular vectors of \( L \)) and the target \( Y \).
The RF alignment spectrum for Friedman shows strong peaks corresponding to leading eigenvectors (singular vectors) across the simulation settings Figs. 1(a,c,e,g). These peaks show the same pattern for the prototypes and their magnitude is monotonically increasing with increasing number of prototypes (n=100, 200 and 300). The XGB alignment spectra for Friedman are flatter than those for the RF Figs. 1(b,d,f,h) and they are overlapping with respect to the increasing number of prototypes.

The RF alignment spectrum for Checkerboard is similar to that of Friedman across all simulation settings. A strong peak is associated with the second leading eigenvector (left singular vector) Figs. 2(a,c,e,g). In contrary to Friedman, the XGB alignment spectrum also shows strong components across all simulation settings Figs. 2(b,d,f,h). Interestingly, for the Checkerboard, there is little difference in the alignment spectra with respect to the number of prototypes.

The Meier 1 and Meier 2 data sets are similar to the Friedman data set. For the RF alignment spectrum, Meier 1 and Meier 2 show strong peaks, magnitude of which is increases with the increasing number of prototypes (Figs. 3(a,c,e,g) and Figs. 4(a,c,e,g) for Meier 1 and Meier 2, respectively). The XGB kernel alignment spectra are flatter, monotonically decreasing and overlapping with respect to the number of prototypes (Figs. 3(b,d,f,h) and 4(b,d,f,h) for Meier 1 and Meier 2, respectively).

For the van der Laan data set, the RF kernel alignment spectrum shows stronger peaks for leading eigenvectors (singular vectors) as it was for the other simulated data sets (Figs. 5(a,c,e,g)). However, the alignment spectrum for van der Laan is flat across all scenarios, indicating weak performance of XGB for this data set.

The kernel-target alignment vs performance of the kernel and XGB kernel for the different data generating mechanisms and simulation settings is summarized in Figs. 6(a-l). The performance on the test set was evaluated by an absolute value of the Pearson correlation coefficient between the predicted values and the target (Ytest) (the y-axis in the Figs. 6(a-l)).

Three summaries of the kernel-target alignment on the training set have
been evaluated (the x-axis in the Figs.6(a-l)). On the left side (Figs.6(a,d,g,j)), the mean of the absolute value of the correlation coefficient between the first eigenvector corresponding to the largest eigenvalue (singular value) and Ytrain is shown ([6],[7]). In the middle (Figs.6(b,e,h,k)), the mean correlation coefficient between the eigenvector with maximum correlation with Ytrain is shown. On the right, the mean of absolute value of the correlation coefficient between the eigenvectors (singular vectors) of $K$ and Ytrain from the best 5 (with highest correlation coefficient) among leading 10 eigenvectors is displayed. Overall, the higher the kernel-target alignment obtained on the training set, the better the performance of the RF/XGB kernels across the data generating mechanisms and simulation settings. The eigenvectors corresponding to the largest eigenvalue (singular value) are not necessarily best aligned with the target, which is demonstrated for the Checkerboard data for both (RF and XGB) kernels and the van der Laan data set for the XGB kernel, respectively (Figs.6(a,b,d,e,g,h,j,k)).

4. Application Using Real Life Data Sets

4.1. Experimental Setup

We assessed the kernel-target alignment in tree-based ensemble kernel using real life data sets, the summary of which is given in Table 1.

For the larger data sets (California and Protein) we randomly selected 2000 samples and split them into training and test set, with 1500 and 500 samples, respectively. We repeated the analysis 200 times to evaluate the kernel-target alignment of RF and XGB kernels, respectively. For the other data sets we split the data into training and test set in the ratio 3 to 1, respectively, and repeated the analysis 200 times. Similarly to the simulation, we evaluated the kernel-target alignment on the training sets and related it to the performance on the test sets.

4.2. Real Life Data Sets Results

The alignment spectra are given in the Figs. 7, 8, 9, 10 and 11 for California, Boston, Protein, Concrete and CSM data sets, respectively. There results from
Figure 1: Kernel-target alignment spectra and relevant dimensionality—Friedman
Table 1: Summary of the real life datasets

| Dataset                                | n   | p  |
|----------------------------------------|-----|----|
| California Housing [27]                | 20640 | 9  |
| Boston Housing [28], [29]              | 506  | 13 |
| Protein Tertiary Structure [29]        | 45730 | 9  |
| Concrete Compressive Strength [30], [29] | 1030 | 9  |
| Conventional and Social Movie (CSM) [31], [29] | 187  | 12 |

the RF and XGB kernels are provided in sub-figure (a) and (b), respectively. California, Boston and Protein data sets (Figs. 7(a,b), 8(a,b) and 9(a,b)) data sets are characterized by strong peaks in the alignment spectra for both RF and XGB kernels. The Concrete data set has multiple strong peaks for the XGB kernel (Fig.10(b)) in contrast to that of the RF kernel. On the other hand, the CSM data set has strong peaks for the RF kernel (Fig.11(a)), whereas the alignment spectrum obtained from the XGB kernel is flat (Fig.11(b)). The performance of the RF and XGB kernels in terms of the correlation of the predictions with the target on the test set are provided in Table 2. In addition, the average of the correlation coefficients of the top five eigenvector components and target obtained from the training sets are provided as a summary measure of the kernel-target alignment (see Table 2). Using this metric, for three data sets (Boston, Protein and CSM) the RF kernel shows higher alignment with the target than that of the XGB, and in turn, a better performance. On the other hand, for the Concrete data set, the kernel-target alignment for the XGB kernel is higher than that of the RF kernel. As a consequence, the XGB kernel exhibits better performance. For the California data set, the RF and XGB show comparable kernel-target alignment, with RF slightly outperforming the XGB. To note, the overall alignment spectra of the California data set for the RF and the XGB exhibit the same pattern (see Figs.7(a),(b)).

For completeness, the results of the prediction performance in terms of the mean squared error (MSE) are given in the Table 3.
Table 2: Performance of the RF and XGB kernels on test set and summary measures of the kernel alignment obtained from the training set. RFk and XGBk refer to the mean correlation coefficients between target and the predictions obtained from the test sets for the RF and XGB kernel, respectively. RFk5 and XGBk5 refer to the average correlation coefficient of top 5 components and target ordered according to the eigenvalues of the kernel matrix for RF and XGB kernel (from training set), respectively. The metrics are provided as means and standard deviations.

| Dataset                        | RFk  | XGBk | RFk5  | XGBk5 |
|--------------------------------|------|------|-------|-------|
| California Housing             | 0.872 (0.016) | 0.856 (0.016) | 0.234 (0.023) | 0.235 (0.023) |
| Boston Housing                 | 0.943 (0.021) | 0.919 (0.022) | 0.341 (0.020) | 0.311 (0.022) |
| Protein Tertiary Structure     | 0.671 (0.029) | 0.575 (0.033) | 0.161 (0.025) | 0.120 (0.016) |
| Concrete Compressive Strength  | 0.965 (0.007) | **0.966 (0.008)** | 0.215 (0.021) | **0.319 (0.025)** |
| CSM                            | **0.544 (0.091)** | 0.434 (0.104) | **0.250 (0.027)** | 0.144 (0.032) |

5. Discussion and Future Work

In this paper, we have shown that for regression, the performance of the tree ensemble (RF/XGB) based kernels is associate with the degree of the kernel-target alignment. In a comprehensive simulation study and real life data sets we demonstrated that strong target aligned components of the kernel matrix $K$ are translated into high performance of the tree ensemble based kernels. The strongly target aligned components correspond to (typically a small number of) eigenvectors of the kernel matrix with larger eigenvalues (i.e. they are in the left side of the eigenvalue spectrum). However they do not necessarily exactly follow the magnitude based ordering of the eigenvalues. This suggests that the target aligned components span a low dimensional manifold that is implicitly represented by the tree based kernel. Moreover, the strongly aligned components (peaks) are persistent as shown in the sensitivity analysis with a landmark tree based kernel learning and an increasing number of landmarks.

The kernel-target alignment can be applied to other tree ensemble based kernels, e.g. the recent RF and XGB variants. They include oblique, rotation or mixup forests ([32], [33] and [34], respectively). Of interest is also the kernel-target alignment of kernels obtained from Bayesian approaches such as
Mondrian forests [35] or Bayesian non parametric partitions and Bayesian additive regression trees (BART), ([19] and [36]).

Furthermore, the concept of the tree ensemble based kernel is inherent to other prediction targets such as the binomial and time to event targets that represent classification and survival, respectively. For example, the proximity matrix i.e. ensemble kernel for the survival forest is readily available [15]. For the estimation of the kernel-target alignment for a survival target, an additional challenge of incomplete information about the target due to censoring needs to be addressed and is an interesting topic for future research.

We used kernel ridge regression as a kernel learning algorithm in our contribution. There have been also recent advancements in the development of the response guided principal components [37], [38]. These have focused on principal component regression and incorporation of sparsity constraints through the LASSO penalty. As our results support the notion of relevant dimensionality expressed by the target aligned components for tree ensemble based kernels, we plan to explore sparse, response (target) guided nonlinear principal component regression for the tree ensemble kernel learning in the future.
6. Appendix

6.1. RF and the RF Kernel

Random Forest (RF) is defined as an ensemble of tree predictors grown on bootstrapped samples of a training set \([14]\). When considering an ensemble of tree predictors \(\{h(.,\Theta_m,D_n), m = 1, 2, \ldots, M\}\), with \(\{h(.,\Theta_m,D_n)\}\) representing a single tree. The \(\Theta_1, \Theta_2, \ldots, \Theta_M\) are iid random variables that encode the randomization necessary for the tree construction \([2], [15]\).

The RF predictor is obtained as:

\[
h_{\text{RF}}(X, \Theta_1, \ldots, \Theta_m, D_n) = \frac{1}{M} \sum_{m=1}^{M} h(X, \Theta_m, D_n) \quad (10)
\]

RF kernel ensuing from the RF is defined as a probability that \(X_i\) and \(X_j\) are in the same terminal node \(R_k(\Theta_m)\) \([14], [2]\).

\[
k_{\text{RF}}(X_i, X_j) = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{T} I(X_i, X_j \in R_k(\Theta_m)) \quad (11)
\]

where \(I(\cdot)\) denotes the indicator function.

6.2. Gradient Boosted Trees (GBT) and the GBT Kernel

The GBT are (similarly to RF) ensemble of tree predictors. In contrast to the RF, the GBT ensemble predictor is obtained as a sum of weighted individual tree predictors \(h_m(X, D_n)\) through iterative optimization of an objective (cost) function \([39], [40]\):

\[
h_{\text{GBT}}(X, D_n) = \sum_{m=1}^{M} h_m(X, D_n) \quad (12)
\]

The objective function of GBT comprises of a loss function and for the extreme gradient boosting a regularization term is added to control the model complexity. In our work we used the extreme gradient boosting (XGB) implementation of the GBTs \([40]\).

The objective function of the XGB algorithm \(L_{\text{XGB}}\) is given follows:
Table 3: Performance (measured by the MSE) for the RF/XGB and the RF/XGB kernels

| Dataset                        | RF        | XGB       | RFk       | XGBk      |
|-------------------------------|-----------|-----------|-----------|-----------|
| California housing            | 3.64 × 10^9 | 5.46 × 10^9 | 3.24 × 10^9 | 3.64 × 10^9 |
|                               | (3.97 × 10^8) | (6.06 × 10^8) | (3.89 × 10^8) | (3.86 × 10^8) |
| Boston housing                | 12.512 (4.570) | 19.172 (5.697) | 9.806 (3.61) | 13.349 (3.544) |
| Protein Tertiary Structure    | 21.248 (1.560) | 35.121 (2.771) | 20.504 (1.651) | 27.385 (2.253) |
| Concrete Compressive Strength | 31.083 (4.878) | 38.049 (7.849) | 19.851 (4.12) | 18.647 (3.907) |
| CSM                           | 0.727 (0.158) | 1.122 (0.266) | 0.718 (0.152) | 0.906 (0.183) |

\[
L_{XGB} = \sum_{i=1}^{n} l(y_i, h_{XGB}(X_i)) + \Omega(h_m) \tag{13}
\]

\[
= \sum_{i=1}^{n} l(y_i, h_{XGB}(X_i)) + \gamma T + 0.5\lambda||w||^2 \tag{14}
\]

where

\(l(.)\) is the loss function. The loss function used in xgboost is squared error and logistic loss for regression and classification, respectively

\(\Omega\) denotes the regularization penalty

\(T, \gamma\) is the number of tree terminal nodes and a corresponding regularization parameter, respectively

\(\lambda\) is a regularization parameter controlling for the L2 norm of the individual tree weights \(||w||^2\)

As for the RF kernel, the XGB kernel is defined as a probability that \(X_i\) and \(X_j\) are in the same terminal node \(R_k(h_m)\) \[3\].

\[
k_{xgb}(X_i, X_j) = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{T} I(X_i, X_j \in R_k(h_m)) \tag{15}
\]
Figure 2: Kernel-target alignment spectra and relevant dimensionality—Checkerboard
Figure 3: Kernel-target alignment spectra and relevant dimensionality—Meier 1
Figure 4: Kernel-target alignment spectra and relevant dimensionality—Meier 2
Figure 5: Kernel-target alignment spectra and relevant dimensionality—van der Laan
Figure 6: Mean of absolute value of cc between the eigenvector and Ytrain from the first component (i.e. largest eigenvalue) vs. cc between prediction and Ytest (left). Mean of absolute value of cc between eigenvector and Ytrain from the best component (i.e. largest absolute correlation coefficient) vs. cc between prediction and Ytest (middle). Mean of absolute value of cc between the eigenvector and Ytrain from the best 5 among first 10 components vs. cc between prediction and Ytest (right)
Figure 7: Kernel-target alignment spectra and relevant dimensionality—California housing

Figure 8: Kernel-target alignment spectra and Relevant Dimensionality—Boston housing

Figure 9: Kernel-target alignment spectra and relevant dimensionality—Protein Tertiary Structure
Figure 10: Kernel-target alignment spectra and relevant dimensionality—Concrete Compres-
sive Strength

Figure 11: Kernel-target alignment spectra and relevant dimensionality—Conventional and
Social Movie
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