Learning Dynamic Graphs, Too Slow
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The structure of knowledge is commonly described as a network of key concepts and semantic relations between them. A learner of a particular domain can discover this network by navigating the nodes and edges presented by instructional material, such as a textbook, workbook, or other text. While over a long temporal period such exploration processes are certain to discover the whole connected network, little is known about how the learning is affected by the dual pressures of finite study time and human mental errors. Here we model the learning of linear algebra textbooks with finite length random walks over the corresponding semantic networks. We show that if a learner does not keep up with the pace of material presentation, the learning can be an order of magnitude worse than it is in the asymptotic limit. Further, we find that this loss is compounded by three types of mental errors: forgetting, shuffling, and reinforcement. Broadly, our study informs the design of teaching materials from both structural and temporal perspectives.

I. INTRODUCTION

Knowledge structures built by humans are best described as networks [1–6]. Such networks can be built when acquiring one’s first language [7–9], engaging in curiosity-driven free exploration [10], or accumulating scientific knowledge throughout humanity’s history [11]. Network representation emphasizes not just a listing of known facts (nodes), but also the intricate pattern of interconnections between these facts (edges) [12]. These connections also strongly affect how the network evolves, from discovering brand new nodes and edges [13] to learning them from an external source such as a formal class [14].

The structure of networks is easily revealed by dynamical processes upon them, such as random walks [15] or more complex exploration algorithms [17]. Unconstrained memory processes such as random walks mimic several of the features of spontaneous thought [18]. Random walk measures also capture the indirect relationships among words in semantic networks better than distributional measures of language corpora [19]. Controlled psychological experiments show that humans intuitively and efficiently learn the structure of networks from the statistics of a sequence of stimuli [20, 21]. This learning is imperfect: allowing for mental errors reduces the cognitive load on the brain but also highlights the higher-order structure of networks at the expense of fine detail [22, 25]. This optimization of cognitive effort in the brain is hypothesized to shape the communication network architectures themselves [26–28], and has an established neurophysiological basis [29–32].

Learning can be studied at two scales: that of large networks which encompass the full knowledge of an individual or a society, and that of small synthetic networks which are used in memory experiments. Yet typical educational scenarios lie in between these two extremes: a learner is expected to acquire a finite number of connected concepts from a finite lecture course or a single textbook [33, 34], each of which has its own particular network structure [35–37]. The success of learning is measured not by memorizing the text of the educational medium, but by understanding key concepts and their interconnections [38, 39] which support problem-solving [40, 41]. At the same time, exposure to the same educational materials can result in building very different networks, owing both to varying learner effort and memory imperfections [14, 42, 43]. Learners also vary in how they identify the key concepts [44] and the genealogical relations between them [45].

The learning sciences have had an enduring focus on learning mechanisms that lead to better memory of studied materials (see [40] for an overview). For example, the effects of retrieval practice, where learners who practice retrieving information from memory do better at a test than learners who simply re-studied the material [47], are well-established, as are the effects of interleaved practice, where better learning occurs when different to-be-learned skills or topics are continuously alternated [48]. In contrast, relatively less attention has been directed to the nature of the inputs for learning. This lack is striking.
given that (i) a core principle of learning predicts that the frequency of input shapes what is being learned [49], and (ii) human learners are highly sensitive to statistical associations encountered in the environment, even through passive or incidental exposure [7, 21]. Ref. [50] demonstrated that students pick up spurious correlations between features of problem sets and solution strategies in mathematics textbooks. This behavior could have implications for mathematics learning because students use these features to decide on a solution strategy even when the feature is irrelevant. Given that there are observable effects of input set characteristics on learning [51], techniques are needed to represent the structure of the learning environment [36] and also to model the mapping of this structure to the mental models that learners acquire through their interactions with the learning environment.

In this paper we trace how learner efforts and memory effects drive the formation of learned mental models from taught semantic networks. For the example teaching material, we use networks of key concepts extracted from ten popular linear algebra textbooks [36]. As the learner progresses through the text, the network structure afforded to them by the book evolves as well. We model learning as a random walk on this temporal network and study the statistics of learning through a combination of numerical stochastic simulations and analytical exposure theory as introduced in Ref. [52] and expanded upon here. We find that the network learned with finite effort is significantly incomplete, containing fewer network nodes and edges, and that this effect is further compounded by memory imperfections. One particular form of mental error, random shuffling of the order of stimuli, mostly leads to worse learning of already presented network edges but can afford a limited ability to anticipate future edges. This work offers a principled way to predict the learned network structures from taught ones, for a variety of learners. In educational settings, this prediction can serve as an important forewarning and thus be used to tweak the instructional materials to emphasize some concepts and connections over others to ensure that they are learned.

II. LEARNING MODEL

A. What is taught

In this paper we are interested in a human subject learning a structured semantic network of concepts. This is a very common scenario of learning from instructional material, such as a textbook, a lecture, or a webpage. Learning from a single fixed source is a building block of a more open-ended, self-directed learning process that draws on multiple sources, synthesizes the information, and relays it to others.

In order to obtain quantitative insights into the learning process, we must establish models of two complementary processes: how information is taught by the source material and how it is learned by the human (Fig. 1). Notably, the goal of such learning is not to reproduce the material verbatim (as would be necessary for reciting a poem or a musical piece), but to reconstruct the pattern of connections between the concepts that can be dynamically traversed. On this view, the source material exposes a range of concepts (Fig. 1a) and their connections of varying strength, which might also change in time (Fig. 1b-c). The learner takes a random walk along the conceptual connections and records a memory of the sequence of steps (Fig. 1d). The resulting memory is a learned, or reconstructed, semantic network that sometimes closely follows the source material, and other times differs from it in important ways (Fig. 1e). Qualitatively, the relationship between the taught and the learned networks can be drawn as a Venn diagram (Fig. 1f). In order to make this relationship quantitative, below we outline the mathematical model of learning.

We demonstrate our model of teaching and learning on a concrete set of ten networks extracted from popular linear algebra textbooks in Ref. [36]. For each textbook, the authors identified the set of important mathematical concepts such as “matrix” or “polynomial”. Two concepts $i, j$ are deemed connected if they are mentioned together in a sentence. The number of such co-occurrences is given by the elements $A_{ij}$ of the weighted symmetric adjacency matrix, whereas the sentence of the first co-occurrence is given by the elements $F_{ij}$ of the filtration matrix (see Appendix A for a comparison of basic textbook statistics). Notably, the textbook network provides a dynamic substrate for random walks. The probability of going from node $i$ to node $j$ is given by:

$$P(j|i) = T_{ij}(\tau) = \frac{A_{ij}(\tau)}{\sum_j A_{ij}(\tau)}; A_{ij}(\tau) = A_{ij} \cdot [F_{ij} < \tau],$$

(1)

where $T_{ij}(\tau)$ are the elements of the row-normalized transition matrix, $\tau$ indexes progress through the book as measured by sentences, and $[\cdot]$ is an indicator function equal to 1 if the expression inside is true, and 0 otherwise. Throughout the paper, we use $A_{ij}$ without an argument to refer to the number of co-occurrences and $A_{ij}(\tau)$ with an argument as an explicitly temporal element of the adjacency matrix. In other words, each edge $(i, j)$ of the network appears at full strength at the time point given by its filtration order $F_{ij}$. The random walk is thus restricted to walking along the connections that have already been introduced. For the textbooks we consider, all newly introduced nodes attach to the main connected component of the network within just a few sentences, so the network stays connected.

Every learner is exposed to the same temporal order of network evolution, yet not all learners put equal effort towards learning. One can skim the textbook quickly, or comb through every line and re-derive every proof and exercise. The amount of effort students put into learning might not be susceptible to nudging [53], but can
FIG. 1. **Linear algebra textbooks provide a substrate for learning a semantic network of concepts.** (a) Within each textbook, important linear algebra concepts serve as the nodes of the semantic network. (b–c) Co-occurrences of concepts within the same sentence form the edges of the semantic network. By a given sentence \( \tau \) of the book, some edges have already been established (brown), while others appear later (yellow). (d) The learning process consists of random walk steps along the edges that already exist. (e) The mental model of the network is generated by an imperfect human memory process: some edges are remembered correctly, while others are forgotten or misplaced. (f) The set of learned edges overlaps imperfectly with the taught current and future edges, as shown in this Venn diagram.

... vary depending on interest and curiosity. Mathematically, we model this varying effort with the variable of dilation \( D \equiv t/\tau \), where \( t \) is the learning time measured in random walk steps and \( \tau \) is the evolution time measured in sentences. Dilation is thus the average number of random walk steps per sentence, which might be much smaller than 1 (skimming the text) or much larger than 1 (studying thoroughly). As the dilation gets arbitrarily large \( D \to \infty \), the learner samples every possible transition in the network. In the investigations below we treat dilation \( D \) as a free parameter.

### B. What is learned

In order to keep track of the built mental model of the network, we introduce the integer-valued memory matrix \( M \) where the indices run over the network nodes. At the beginning of the random walk, all entries \( M_{ij} \) of the matrix are set to zero, and then are incremented as the random walk advances. Typically, when the learner observes the transition \( i \to j \), one count is added to the entry \( M_{ij} \). However, because of certain human memory effects that we discuss below, the count can be misplaced or removed altogether from the memory matrix.

Once the memory matrix is obtained, we can construct the empirical transition matrix by performing a row normalization element-wise:

\[
\hat{T}_{ij} = \begin{cases} 
\frac{M_{ij}}{\sum_j M_{ij}}, & \sum_j M_{ij} \neq 0 \\
0, & \text{otherwise}
\end{cases},
\]

where the second case reflects the fact that if the learner remembers no transitions out of node \( i \), they are unable to estimate the transition probabilities. Since the matrices of the textbook network are sparse, the memory matrix is also typically sparse. Note that the absolute number of memory counts cancels out from the expression; only the relative populations of the entries matter.

We assess network learning by comparing the empirical transition matrix \( \hat{T} \), the instantaneous transition matrix of the textbook \( T(t) \), and the final transition matrix of the full textbook \( T \), which represents the complete network that the student could hypothetically learn. The three matrices have partial overlaps (Fig. 1f): not all taught edges might be learned and not all learned edges might have been taught. In order to compare the matrices, we define a set of metrics such as precision and recall,
which treat one of the matrices as a set of real numbers and another as a binary filter. In addition to the memories of edges, we can compute the memories of visitation of nodes by performing column-summation $\sum_j M_{ij}$, for which metrics can be defined similarly. The goal of our investigation is to understand how the learning metrics depend on the progress through the book $\tau$, the dilation $D$, and the memory effects described below. The mathematical details of these whole-network metrics are given in Appendix C.

C. Memory effects

Human memory is an associative, distributed psychological function, the purpose of which is not to provide a perfect replica of past events, but to extract the gist, produce abstractions and inferences form the observed data, and create an overall generalizable model of the world [22, 23, 28]. In order to mimic the features of this model-making, we consider memory acquisition to be a digital process of adding integer memory counts, modified by three different effects which we parameterize with $\alpha$, $\beta$, and $\gamma$ (precise definitions given later). The presence of each of these effects has separately been confirmed in human behavioral experiments, but generically we expect them to be present all at the same time. Each of the effects is known to vary in magnitude, which justifies studying a range of $\alpha, \beta, \gamma$ parameter values.

While the three effects can have similar bearing on the learning metrics, they act through orthogonal mechanisms (Fig. 2). The $\alpha$ effect corresponds to forgetting of encountered network edges or conceptual transitions (Fig. 2a) [55–57]. The $\beta$ effect corresponds to a temporal shuffling or random reordering of encountered transitions in memory (Fig. 2b) [24]. The $\gamma$ effect corresponds to reinforcing the random walk by the memories of prior transitions (Fig. 2c) [10, 13]. All three effects can be present at the same time and interact with each other. While other memory effects can exist as well, focusing on these three both establishes an important intuition for mental model distortion and develops transferable mathematical techniques. Importantly, the effects are heavily compounded by the finite length of any learner’s random walk (finite dilation $D$), which leads to a marked under-sampling of the nodes and edges.

D. Mathematical formalisms

In order to disentangle these three effects and the effect of under-sampling, we utilize three mathematical lenses of analyses. First, we use a mean field theory that assumes a fully equilibrated random walk on the network and that captures long-time network statistics and distortions, akin to Refs. [24, 28], but cannot account for under-sampling effects. Second, we perform direct stochastic simulations of random walks on dynamic networks, which sample both the random walk steps and the memory effect realizations (details of the simulations are given in Appendix B). Third, we perform computations using exposure theory, as derived and validated in Ref. [52], which gives closed-form approximations for under-sampling effects (a primer on exposure theory is given in Appendix D).

The goal of exposure theory is to provide analytic expressions for the probability distributions of memory counts $M_{ij}$. Under certain approximations, these distributions take Poisson shape parameterized by a single exposure value $E_{ij}(t)$ for each edge. The Poisson distributions of memory counts and the rules for event aggregation define an effective statistical mechanics framework of random processes on complex networks. Tracking the deterministic evolution of the exposure value offers a

FIG. 2. Memory effects shape the learning of networks by humans. (a) The $\alpha$ effect corresponds to random forgetting of learned network edges with probability $\alpha$ per random walk step. (b) The $\beta$ effect corresponds to random shuffling of memories: the destination of a random walk step is always the correct node $t+1$ but the origin is confused between $t$, $t-1$, $t-2$ etc., with decaying probability. (c) The $\gamma$ effect corresponds to the reinforcement of memories: the random walker mixes the existing memories of weight $\gamma$ with the substrate network of weight $(1-\gamma)$.
III. DILATION AND UNDER-SAMPLING

A. Global exploration

First we consider the under-sampling of the network both along the exposition time of the book and by the end of it. The random walk samples from the nodes and edges present in the network at a given time. The fraction of nodes and edges learned can be measured by the recall metrics $R_n$ and $R_e$, or the fraction of learned nodes and edges with respect to all current and future ones (Fig. 3a inset). As established previously, the nodes and edges are introduced sublinearly throughout the text: faster initially, and slower by the end. This introduction rate then sets the upper limit on exploration by a mean-field random walk (Fig. 3b).

The degree to which recall follows the mean-field limit depends on the dilation $D$, or the length of the random walk that the learner takes upon the network. We contrast the number of nodes and edges recalled by high versus low $D$ learners to model extensive versus light study habits. For high values of dilation $D = 10$ the stochastic trajectories of $R_n$ lie just below the mean field one, such that any newly introduced node is quickly discovered (Fig. 3a). In contrast, for low values of dilation $D = 0.1$ the stochastic trajectories lag far behind the mean field: barely half of the nodes are discovered by the end of the book. Turning from recall of nodes to recall of edges, we find that stochastic trajectories fall even further behind the mean field predictions (Fig. 3b): every random walk step can discover at most one node and one edge, but there are many more edges than nodes and thus edge learning is slower.

With growing dilation, mental models approach complete recall ($R_n = R_e = 1$) for both nodes and edges, but the convergence is slow (Fig. 3c–d). For the Greub textbook the node recall discontinuously jumps to $R_n = 1$ near $D = 6$, whereas for the Axler textbook we do not see this jump within the plotted range. These two distinct behaviors suggest that there exists some difference between the two textbook networks. In Ref. [52] we showed that average network learning speed is limited from above by the Jensen bound, which can only be saturated by unweighted networks. For all textbooks the stochastic and exposure recall grows much slower than allowed by the bound (Fig. 3–d and Appendix D). Despite the efforts of textbook authors, the learning of nodes and edges is seemingly very inefficient when measured in the aggregate, and differs between textbooks. What causes the slowdown of learning and what drives the difference between the textbooks?

B. Local learning of nodes and edges

In order to explain the learning slowdown and its variance across textbooks, we consider the textbook network structure at a more granular level of individual nodes and edges. On one side, the final textbook network can be described by the static metrics of node strengths $s_i$ (weighted degrees) and edge weights $A_{ij}$. On the other side, the dynamics of both network growth and random walks on the network require dynamic metrics. In exposure theory, each node and edge deterministically accumulates exposure, which is predictive of the stochastic number of memories of that node or edge [52]. For nodes, at a given dilation $D$, the node integral exposure by the end of the textbook is just $K_i = D \cdot K_i$, where the node specific exposure $K_i$ depends on the network evolution trajectory but not the learner. Similarly for edges—the edge integral exposure is $E_{ij} = D \cdot E_{ij}$, where $E_{ij}$ is the...
specific exposure $E_{ij}$ spans more orders of magnitude than node specific exposure $K_i$. Just like nodes, edges are learned with high probability for $E_{ij} > 1$ and thus the threshold line $E_{ij} = 1/D$ is a good linear classifier. Unlike for nodes, a dilation of $D = 10$ is not sufficient to learn all of the edges. The difference is especially striking for the weakest connections $A_{ij} = \{1, 2, 3\}$, for which specific dilation ranges from $10^{-14}$ to $10^6$. If these very weak edges are introduced early in the textbook, then they can accumulate enough exposure to be learned. The later they are introduced, the less time they have to accumulate exposure, and the more other edges they compete with for exposure. While strong edges are likely to be discovered by all learners, most of the weak edges are unlikely to be discovered even by the most thorough learners.

The network heterogeneity by specific exposure of nodes and edges serves as a mechanism to prioritize some concepts and connections over others to ensure that they are learned by all, even the most cursory of learners with low $D$. For static networks, the specific exposure of nodes is directly proportional to their strength $K_i \propto s_i$ and the specific exposure of edges is strictly proportional to their weight $E_{ij} \propto A_{ij}$ [52]; for dynamic networks like the ones presented here the specific exposure is a time integral of either node strength or edge weight and thus the strict proportionality reduces to a strong Spearman correlation ($\rho$ in Fig. 4). In other words, the key mechanisms of prioritization are to mention a concept or a connection early on and repeat it frequently in the text.

We showed that globally network learning is much slower than allowed by the Jensen bound, but locally the network nodes and edges vary widely by priority of learning. Are the slowdown and the prioritization connected? From exposure theory we know that the average learning depends on the distribution of nodes and edges by exposure rather than their absolute exposure values [52]. The Jensen bound for node learning is saturated when all nodes have the same specific exposure, while for edge learning it is saturated when all edges have the same specific exposure. For static networks, that scenario would correspond to regular and unweighted networks, respectively. Globally, such networks would have the fastest average learning. However, locally such network learning would be very unpredictable: in regular networks all nodes are equally likely to be learned, and in unweighted networks all edges are equally likely. If independent learners sample from such networks, their mental models would not have the same priority and thus would be markedly different. In other words, network heterogeneity is simultaneously the cause of prioritization and slowdown, which can only appear together.

IV. THE $\alpha$ EFFECT

Having established the basic intuition of undersampling due to finite dilation, we now consider the $\alpha$ effect: stochastic forgetting. At each step of the random
walk, precisely one new memory is added to the memory matrix $M$. At the same time, every single memory has a small uniform chance $\alpha$ of being forgotten per step, which leads to an exponential distribution of memory lifetimes, consistent with empirical measurements of forgetting [55–67]. The forgetting caps the number of memories that the walker can hold at around $\sum_{ij} M_{ij} \approx 1/\alpha$ with small fluctuations.

In order to showcase the interaction of dilation with forgetting, we next systematically vary both (Fig. 5b). For stochastic simulations, we explicitly draw random realizations of forgetting every step, whereas for exposure computations we add a decay term for integral exposure fluctuations. We thus showed that recall is driven by the number of memories accumulated, which is limited by any amount of forgetting.

V. THE $\beta$ EFFECT

A. Shuffling and precision

The second effect we consider is the temporal shuffling of stimuli, which is characteristic of human memory processes. We follow the model established and experimentally validated in Ref. [24] and applied elsewhere [28, 31, 58]. We briefly recap it here. A human subject attempts to learn the network structure from the sequence of nodes $x(t)$ visited at each time step. In the absence of shuffling, each step adds a memory count to the entry $M_{ij}$ for $i = x(t), j = x(t + 1)$. However, remembering precisely the history of previously visited nodes requires significant mental resources; mental errors in recall are likely so that $i = x(t - \Delta t)$. The need to minimize errors $\Delta t$ is balanced in the brain with the need to minimize computational complexity [69]. This trade-off can be expressed via the free energy principle, which predicts a geometric distribution of error sizes:

$$p(\Delta t) = (1 - e^{-\beta})e^{-\beta \Delta t}, \quad (4)$$

as illustrated in Fig. 5a for different values of the shuffling parameter $\beta \in [0, \infty)$. Ref. [22] proposed a way to measure the value of $\beta$ experimentally and found that for different human respondents it can be infinite (perfect memory), zero (full shuffling), or any finite value (partial shuffling). Therefore, in our computational model of the trajectories have higher recall of nodes $R_n$ than edges $R_e$. Without forgetting ($\alpha = 0$) the trajectory can get close to full recall for large enough dilation. In contrast, for high forgetting ($\alpha = 0.01$) the walker can only remember the last $\sim 100$ transitions, regardless of how long the walk was, and thus the learning trajectories look identical and terminate at fairly small recall. Forgetting thus severely limits the amount of memory available to the learner and the quality of mental models that they can form.

In order to compare directly the final recall of walkers at different dilation $D$ and forgetting $\alpha$, we perform a data collapse by combining the two variables into a single effective dilation:

$$D_\alpha = \frac{1}{\alpha \tau_{\text{max}}} \left(1 - e^{-\alpha \tau_{\text{max}} D}\right), \quad (3)$$

where $\tau_{\text{max}}$ is the number of sentences in a particular textbook. For small dilation $D$ the memory is dominated by learning so effective dilation tracks the actual dilation, whereas for large dilation $D$ the memory is dominated by forgetting and the total memory count plateaus at $\sim 1/\alpha$ (Fig. 5b). This data collapse of effective dilation allows us to accurately predict node and edge recall across a wide range of actual dilation and forgetting (Fig. 5c).

FIG. 5. Forgetting reduces the effective dilation and reduces learning. (a) Learning trajectories in $(R_e, R_n)$ space at varying dilation $D$ (rows) and forgetting $\alpha$ (columns). The red cross marks the final position of learning, averaged over 10 replicas. (b) Conversion of true dilation $D$ to effective dilation $D_\alpha$. At any finite forgetting $\alpha$ the effective dilation plateaus. (c) Effective dilation drives the data collapse of final recall of nodes and edges at varying parameter combinations $\alpha, D$. Each red cross corresponds to one of the parameter regimes from panel (a).
FIG. 6. Memory shuffling leads to reduced mental model precision. (a) Each new memory connects the current node with one visited $\Delta t$ steps into the past, drawn randomly from a geometric distribution $p(\Delta t) \propto e^{-\beta \Delta t}$. (b) At an intermediate time the learned network consists of real edges (light green), predicted edges that would appear in the future (dark blue) and spurious edges (light blue). Only a small fragment of the network is shown for illustration. (c) Mental model precision $P$ throughout the exposition time at low shuffling $\beta$ and varying dilation $D$ from the mean field model (blue), 10 stochastic simulation replicas (red), and exposure theory (green). (d) Mental model precision across orders of magnitude of shuffling $\beta$ and varying $D$. The vertical line indicates the value $\beta = 0.2$ used for panel (c).

human learner, we need to consider a wide range of $\beta$, including the limiting behaviors $\beta \to 0$ and $\beta \to \infty$.

The $\beta$ model sets out the rules for the generation of erroneous memories from observing random walks on networks, but our investigation of mental errors is complicated in several ways with respect to previous results. First, we consider random walks on time-dependent networks. As shown in Fig. 6b, partway through learning a textbook network, some of the learned edges are real, whereas some are predictions of edges that would become real at a later point, and some are truly spurious. Second, we study the combination of mental errors with the under-sampling effect of finite-time random walks, as opposed to the infinite-time limit of Ref. 24. Both of these complications are addressed in our simulations as described in Appendix D and exposure theory as described in Appendix E.

We first address the precision of learning real edges in the presence of shuffling (Fig. 6c). Throughout the exposition time, the precision remains nearly constant, but depends significantly on dilation $D$. As shown in Appendix D, the degradation of precision is mostly explained by failing to visit some of the nodes revealed by the textbook network, thus leading to the lack of any mental model of transitions out of those nodes. At lower precision $D = 0.1$ the under-sampling of nodes becomes particularly notable, leading to significant noise in the stochastic precision curve, and an over-estimation of the curve by exposure. Once the nodes have been visited, mostly by a dilation value of $D = 10$, the precision follows the mean-field trajectory. Once a student is exposed to all of the concepts, after extensive study, they learn the network with the precision predicted by mean field theory.

How do increasing mental errors lead to loss of precision? At high $\beta \to \infty$ (near-perfect memory) and high dilation $D$ all nodes have been visited and only correct transitions are remembered; thus precision approaches 1 (Fig. 6a). At $\beta \to 0$ (full shuffling), the remembered edges randomly connect all remembered nodes; of all possible edges, many are real edges, and thus precision plateaus at some finite value $0 < P < 1$. Between the two extremes, the precision changes smoothly and monotonically; thus there is no “optimal” or “threshold” amount of memory shuffling. A learner with high shuffling would still learn all concepts, and all real connections—although along with all possible spurious connections.

B. Edge prediction

In the next step of our investigation, we consider the prediction of future edges, which is inevitably a transient phenomenon. At the start of learning, there are no memories formed yet of either real or future edges, while by the end of learning, there is no learnable future. Therefore, all variation of prediction trajectories happens at intermediate times (Fig. 7). The trajectory shape is heavily modulated by the introduction of nodes over time (Fig. 6a,b) since a shuffled random walk can only learn edges between the nodes that have already been introduced.

Similar to the learning of real edges, the learning of future edges (precision) can be characterized by either precision or recall (insets in Fig. 7a-b). The precision of prediction is the fraction of mental model probability weight that corresponds to future edges (as opposed to real and spurious edges). Compared to the recall of real nodes and edges (Fig. 6a-b), the stochastic trajectories of precision of prediction show a much wider variation around the mean field and exposure curves. Unlike the recall of real edges, the precision of prediction is a fraction of two random numbers; thus the mean field curve does not serve as an upper bound, but merely an average trajectory. During exposition time, the precision of prediction has an early peak and a gradual fall-off (Fig. 7a). At early times, a fairly small fraction of nodes $N(t)$ has been introduced; thus the random walk memories are confined to relatively few $N(t)^2$ possible edges. Even among those nodes, many edges have not been introduced yet; thus a
large fraction of probability weight falls on future edges, making them easy to discover and leading to the early peak. At later times, there are both more possible edges across which probability is spread and fewer future edges on which probability would be useful; together, these two factors result in a dwindling precision of prediction.

The recall of prediction $R^{pr}$ is the fraction of all future edges learned and has the opposite trajectory shape: a gradual increase and a sharp drop-off (Fig. 7b). On one side, as more nodes and edges are introduced, they increase the range of edges that can be discovered by memory shuffling. On the other side, as the exposition time advances, more and more future edges become current edges, and the denominator of recall decreases, leading to the late peak. Compared to the precision of prediction $P^{pr}$, the stochastic trajectories follow exposure theory curves much more closely, but yet are very far below the mean field trajectory. In the mean field limit, any new edge between existing nodes can be predicted, but the likelihood of such a prediction at any finite dilation $D$ is extremely small.

Since the recall $R^{pr}$ and precision $P^{pr}$ of prediction follow opposite trends, they form a closed loop, starting and ending at zero and exhibiting a nearly linear dynamic trade-off in between (Fig. 7c). With advancement through the text, precision is traded for recall but at a steep rate (note the difference in scale on the two axes). As a learner starts reading the textbook, they first allocate a sizable part of their mental model to the prediction of future edges, but only end up covering a small fraction of them.

How large can the precision and recall get throughout
the book? Is there a value of shuffling \( \beta \) that optimizes prediction? To answer these questions, we study the maximal prediction values and find that prediction gets monotonically higher with increasing shuffling or lower \( \beta \) (Fig.\ 21). For precision \( P^\text{pr} \) the curve at \( D = 10 \) closely follows the mean field curve since the under-sampling is mostly driven by the unvisited nodes. In contrast, for recall \( R^\text{pr} \), the mean field curve is essentially always at 1, far above the plotting limits. Thus the dilution required to saturate the prediction recall seems markedly high. How does one reconcile the fact that the precision of prediction saturates by \( D \sim 10 \) with the fact that the recall does not? The most common shuffling mistake in the model of human learning is confusing a random walk of length 2 for a random walk of length 1, i.e. \( \Delta t = 1 \) or triangular closure. Therefore, at an intermediate point of the textbooks, we can separate all edges into three topological types: real edges, triangular closure of real edges, and all others (three point clouds in Fig.\ 7c, see Appendix \( \text{B} \) for definition). At the same time, the non-real edges are either predicted or spurious (dark and light blue in Fig.\ 7f). The triangular closure edges have notably higher specific exposure and can thus be reasonably discovered at \( D \sim 1 \), thus allocating a sizable fraction of mental model probability to future edges. In contrast, the non-closure edges only start being visible at \( D \sim 10 \). Since some of the future edges are not triangular closures, predicting them would require extremely high dilation \( D > 10^4 \). This pattern of specific exposure of edges stratified by topological types explains why getting a substantial precision of prediction is easy, but getting a high recall is unlikely and should not be relied upon.

Lastly, how efficient is the trade-off between precision on real edges and prediction of future edges? The mental model probability is split between real, predicted, and spurious edges, but in what proportion? We find this trade-off to be essentially linear but limited (Fig.\ 7f). At high values of \( \beta \) learning is precise and lies in the top-left corner. At low values of \( \beta \) learning is fully shuffled, and both metrics approach finite values that are dependent on the density of real and future edges. For the Treil textbook, as shown here, the trade-off between \( P \) and \( P^\text{pr} \) is about 3 : 1, but gets even steeper at lower dilation (other textbooks have a similar pattern; see Fig.\ 13). The memory shuffling thus affords learners a limited ability to predict future edges at the cost of precision of real edges.

VI. THE \( \gamma \) EFFECT

A. Reinforcement and slowdown

The third effect we consider is the random walk reinforcement, which makes already existing memories stronger. While the \( \alpha \) and \( \beta \) effects only modify the way memories behave, the \( \gamma \) effect changes the actual random walk steps. The \( \gamma \) effect accounts for the tendency to revisit the same edges that one remembers, inspired by models in Refs. \( \text{10, 13} \). While in those studies the underlying weights of the transition matrices were modified, here we instead fix the probability of taking a step on the textbook network or the mental model. Mathematically, if the learner is on a node \( i \) with pre-existing memories, they choose their next step with probability:

\[
P(j|i) = (1 - \gamma)T_{ij}(\tau) + \gamma\hat{T}_{ij},
\]

where \( T_{ij} \) is the transition matrix of the textbook, \( \hat{T}_{ij} \) is the mental model of transitions, and \( \gamma \in [0,1] \) is the mixing factor. At \( \gamma = 0 \) the random walk follows the textbook network, whereas at \( \gamma = 1 \) the random walk exclusively retracts the existing edges if any are remembered. Hence, the \( \gamma \) parameter regulates the degree of positive feedback, since following known edges creates more memories of those edges, and makes them more likely to be traversed again.

How exactly does reinforcement affect network exploration and mental model building? Are the mental models built by different learners consistent with each other? It is important to recognize the space of possible mental models as high dimensional. While in a one-dimensional dynamical system with positive feedback the state variable just grows, in the high-dimensional space of possible mental models \( \hat{T}_{ij} \), the early random walk steps select random edges from the textbook network, and the later steps reinforce the memories of those edges. The combination of early random selection with positive feedback results in many different transition networks \( \hat{T}_{ij} \) formed in independent stochastic replica simulations at varying levels of reinforcement \( \gamma \) (Fig.\ 5a-c). As \( \gamma \) gets higher, the resulting networks get less similar to each other and get more high-probability edges (purple arrows for \( \hat{T}_{ij} > 0.4 \)). In order to compare the independent replica runs, we use an overlap metric inspired by the spin glass literature \( \text{[60]} \):

\[
Q_{ab} = \frac{1}{m}\sum_{ij}[T_{ij} > 0][\hat{T}_{ij}^a > 0][\hat{T}_{ij}^b > 0],
\]

where \( m \) is the number of directed edges in the textbook network and the superscripts \( a, b \) correspond to the replica indices. When the indices are the same, the self-overlap \( Q_{aa} \) measures how many edges are shared between the taught network and the learned mental model. When the indices are different, the cross-overlap \( Q_{ab} \) accounts for the overlap between two replicas. The self- and cross-overlap remain consistent across replicas but different from each other (heatmaps in Fig.\ 5a-c). As \( \gamma \) increases, both overlap metrics decrease (more pale color on the heatmap): that is, reinforced random walks explore less of the taught network, and build mental models less similar to each other.

How significant is the drop in exploration and overlap caused by a growing value of reinforcement \( \gamma \)? The only way for the learner to discover new edges is to take
steps along the textbook network, which happens with probability \((1 - \gamma)\) (note that some steps along the textbook network still retrace older memories). We thus hypothesize that exploration statistics at dilation \(D\) and reinforcement \(\gamma\), as measured by overlap \(Q_{ab}\), would follow the un-reinforced statistics at lower effective dilation \(D_{\gamma} = D(1 - \gamma)\). For the un-reinforced statistics, exposure theory predicts both overlap curves shown in Fig. 8d. In order to test the effective dilation hypothesis, we perform reinforced random walk simulations at varying \(\gamma\) but only two values of dilation \(D = 10^0, 10^1\) and compute the self- and cross-overlap statistics. By converting each pair of parameters into a single parameter \(D, \gamma \rightarrow D_{\gamma}\), the overlap data collapse onto the curve predicted by exposure theory (Fig. 8f). We thus show that reinforced random walks slow down exploration of the networks and make less consistent mental models, both in proportion to reinforcement.

The slowdown effect relies on reinforcement of the revisited edges, which requires remembering them correctly. However, it is possible that the learner would follow their own memories, but not form memories correctly: that is, the \(\gamma\) effect can coexist with the \(\beta\) effect.

In order to test whether the \(\beta\) effect breaks the feedback loop, we perform simulations that simultaneously take into account reinforcement and memory shuffling. The mental models appear more consistent with each other, with fewer strong (purple) edges emerging (Fig. 8e-g). The overlap heatmaps still get paler with growing \(\gamma\), but the effect is much less pronounced. For simulations at \(D = 1.0\) and \(\gamma > 0\) the overlap metrics are lower than at \(\gamma = 0\) but higher than predicted by effective dilation (Fig. 8h). Memory shuffling thus can partially mitigate the reinforcement slowdown by breaking the positive feedback loop. A student with these two mental effects would thus be able to discover additional edges compared to exploration with reinforcement alone.

**B. Symmetry breaking**

We previously noted that reinforcement can produce very strong edges in the mental model (Fig. 5f). At the same time, these edges are not reciprocal: while the underlying textbook network is undirected and thus is described by symmetric matrices, the learned mental model
appears to be breaking symmetry significantly. In order to quantify the degree of symmetry breaking, we must first establish the null expectation. Exposure theory predicts the number of memories to follow the Poisson distribution: \( M_{ij} = \text{Pois}(DE_{ij}) \), where the exposure matrix is symmetric. The memory counts in an edge \( M_{ij} \) and its reciprocal \( M_{ji} \) thus follow identical distributions, but are independent from each other. The asymmetry \( M_{ij} - M_{ji} \) is then a random number with a mean of zero and a variance twice that of each edge, i.e. \( 2DE_{ij} \). As specific exposure of edges spans nearly five orders of magnitude across the set of textbooks, the expected asymmetry for edges also varies significantly.

Increasing the reinforcement \( \gamma \) significantly changes the statistics of asymmetry. Without reinforcement at \( \gamma = 0 \), asymmetry statistics fall within the standard deviation envelope \( \pm \sqrt{2DE_{ij}} \) predicted by exposure theory (Fig. 9a-d). But what if the random walk steps are not remembered correctly, for instance if the \( \beta \) effect (shuffling) is also present? In this case, the asymmetry effect reduces significantly and the statistics mostly fit within the predicted envelope at all values of \( \gamma \) (Fig. 9e-h). Memory shuffling is thus able to mitigate the positive feedback loop caused by reinforcement. A student with shuffled memories thus does not falsely infer strong directionality of conceptual connections that is absent in the textbook network.

VII. DISCUSSION

In this paper we set out to describe the translation of taught semantic networks into learned ones, sculpted by the dual forces of finite learner effort and the specific effects of human memory. Our conclusions about the role of the three memory effects can be readily related to other studies, as shown below. At the same time, converting teaching into learning is the primary goal of education, for which our study provides a missing link. Lastly, this work substantially expands upon exposure theory and allows us to map out the technical limitations and further open avenues.

A. Memory effects

Alongside under-sampling, we also account for several memory effects reported in the literature. The first effect investigated is the \( \alpha \) effect, which corresponds to a uniform forgetting rate of all formed memories. While the forgetting process is not biased towards some nodes and edges over others, the less connected nodes and weaker edges would naturally have fewer memory counts.
accrued and thus are more likely to be forgotten completely. The exact time course of forgetting memories has been a longstanding subject of debate, with several empirical functional forms—such as exponential, power law, or hyperbolic—having nearly equal data support. A uniform forgetting rate corresponds to an exponential forgetting curve, which is thus plausible. This forgetting model leads to the steady-state memory size of about $1/\alpha$, which has several implications.

On one side, forgetting limits the memory sample size from which a learner constructs their mental model, and thus puts a strict limit on node and edge recall. The forgetting rate is connected to other cognitive processes such as event segmentation and is different across human subjects; thus different learners are expected to hold different amount of memories. On the other side, the memories are restricted to the most recent random walk steps, which in the case of growing textbook networks corresponds to sampling essentially the full network available by the end of the book. The forgetting effect thus appears detrimental if remembering all nodes and edges forever is considered to be a goal and a virtue. However, neurophysiological evidence into the mechanisms of forgetting suggests that moderate forgetting is necessary and expected across many organisms. Forgetting can have epistemological benefits as it prunes memory of low-importance edges or of edges that do not exist anymore, leading to a clearer and simpler mental model.

The second effect investigated is the $\beta$ effect, which represents mental errors in the form of shuffling. The $\beta$ effect does not change the number of memories formed, but does affect their placement. In prior work, shuffling was found to enhance the relative weight of edges within network communities and decrease the relative weight of edges between communities. This effect is driven by the differential leakage of probability from the real within- and between-community edges into the spurious edges, causing the mental model to have a finite precision. Networks with pronounced community structure have lower leakage, and minimizing leakage is hypothesized to be a selection pressure on the architecture of communication networks. Carefully re-weighing the edges of the input network to emphasize communities and de-emphasize connections between them can to some degree mitigate the leakage effect and lead to more precise learning.

The combination of memory shuffling and the temporal nature of the textbook networks can lead to learning edges before they are introduced, and thus in effect “predicting” them. Edge prediction is a common problem in network theory: usually a fraction of edges is used to train a computer algorithm that attempts to predict the other, “holdout” edges. Some of the algorithms themselves rely on a random walk as a local or quasi-local process to score the possible missing edges. The prediction based on shuffling is qualitatively different: throughout the random walk, humans automatically and randomly add memories of edges that were not directly traversed, and some of those edges appear in the textbook later (like those in the “holdout" set). Here it is important to clarify that the “prediction” of edges does not follow a scoring algorithm, but is rather guessing. The efficiency of such a prediction depends on the authorial choices of the order in which concepts and connections are introduced in a particular book—some textbook might be more predictable than others. Precision and recall of prediction form a dynamical trade-off throughout the exposition, wherein the precision of predictions gives way to their amount (recall). The temporal peak of prediction forms yet another trade-off with the precision of real edges, but the conversion ratio is quite steep. While edge prediction is a robust effect, and can to some degree be engineered through text ordering, it is only a secondary benefit that partially compensates for loss of precision.

The third effect investigated is the $\gamma$ effect, or the reinforcement of the random walk by its own memory, which has been examined before. An edge reinforcement model was previously used to explain the strongly sublinear statistics and correlations in the discovery of novelties on a network. A similar model previously explained the tendency of some curiosity-driven Wikipedia readers to return to already known concepts and close the remaining knowledge gaps instead of exploring new areas. In our case, adding any amount of reinforcement not only slows down network exploration proportionally, but also leads to spontaneous reciprocity symmetry breaking: the learners infer edge directionality even if the textbooks did not have any. At the same time, adding memory shuffling (as operationalized in the $\beta$ effect) allows the learner to still form new memories. Under the combination of these two effects, the learner can revisit known parts of the network but still discover new connections there.

The mental model built under reinforcement is not determined purely by the textbook network; instead, it builds upon the random choice of the initial few steps and is thus path dependent. The idea of path dependence first became prominent in explaining the positive feedback in economic systems and since has been fruitfully applied across other social sciences and especially in the study of persistent institutions. In mathematical modeling of path dependence, mere enumeration of possible system states presents a significant problem. At the same time, in network models the set of nodes defines explicitly the set of possible edges that can be learned, making path dependence high-dimensional but still tractable. Within our model we showed that increasing reinforcement leads to learners forming less similar mental models as measured by overlap. Going forward, we envision network models to be an especially useful platform to study path dependent phenomena more broadly, driven by a variety of other mental effects.

Do the memory effects represent “failures” of human learning as compared to automatic computer learners performing optimal inference? Across the three mem-
ory effects, we find that deviating from the “ideal case” \((\alpha = 0, \beta = \infty, \gamma = 0)\) degrades the quality of learning as measured by recall, precision, and overlap, yet most humans deviate from that cognitive regime. Some normal amount of forgetting is argued to be beneficial for decluttering our mental models and avoiding overfitting to noise [22]. Persistent shuffling of stimuli should degrade the human learning of networks, but instead it serves as a selection pressure on the structure of cognitive networks that humans build in the first place [28]. The tendency to revisit known edges in curiosity-driven exploration is not a limitation of learning but a mere facet of the many styles of curiosity [10]. Within these three characterized effects, and possibly among other uncharted axes, humans show natural variability. As instructors we do not get to choose the memory parameters of our students; at most we get a rough measure of what those parameters are so that we can adjust the teaching structure accordingly.

Another contribution of exposure theory to the learning sciences is the bridging of implicit learning mechanisms to the development of network structures that represent the learner’s explicit knowledge of a domain. Implicit learning typically refers to the acquisition of knowledge that occurs through passive exposure to information in the environment. Humans are associative learners—we pick up statistical information of relationships through mere exposure [7] and it has been shown that there are stable individual differences in implicit learning ability [70]. In the educational context, implicit learning could occur when a learner is exposed to the patterns of their learning environment, for instance, when passively reading (or skimming) a textbook.

Given that humans readily pick up the associations in their environment, an important question is: How do learners use these associative patterns to build up sophisticated, large-scale knowledge structures? We suggest that exposure theory can provide potential answers to this question. Memory research has long-established that human memory does not behave like a computer that stores replicas of one’s perceptual experiences [71]. In particular, memory effects serve an adaptive function in crafting the specific memory structures of humans in a way that optimizes later retrieval and learning. Forgetting and shuffling serve key functions in retaining core structural features of the taught network at the expense of precision. These two variables in our model are akin to empirically measured forgetting processes and reactivation of memories in random sequences (i.e., shuffling that occurs naturally in spontaneous thought), which respectively enable gist-extraction and abstraction of knowledge in human learning [25, 28, 72], as well as the optimization of later retrieval of competing concepts [73]. Reinforcement provides an explanation for how the prior history of a learner’s trajectory affects later learning and retrieval, which in turn shapes the memory structure. This explanation aligns with previous investigations which show that retrieval strengthens the storage and retrieval strength of previously learned material [74, 74]. Broadly, exposure theory as modified by memory effects provides one framework for understanding implicit learning: how passive exposure to the structure of textbooks or other taught materials is filtered through key features of human memory and develop into more explicit forms of knowledge structures.

B. Educational implications

It is widely understood that different teaching methodologies of the same material can result in different learning across matched student cohorts [39, 75]. For the same teaching, in any given classroom the students are going to put a different amount of effort towards learning [41], and are remarkably unresponsive to interventions to increase that effort [53]. At the same time, humans naturally vary in their memory and in their curiosity along multiple axes [10, 24, 43, 61]. Under these wide-ranging conditions, how does the taught material become the learned material? How can the instructor adjust the material or presentation to increase learning?

A range of previous studies have considered the semantic networks of concepts held by the teachers or textbooks [35, 37], while others examined networks constructed by students [14, 40, 44, 45]. Yet rarely have the two been analyzed jointly. Our modeling results here suggest that the same taught network can result in many different learned networks, and further that the mapping can be described in terms of just a few parameters of learners’ effort and memory. Validating these predictions would require a carefully controlled experimental study where both teacher and student semantic networks are assessed simultaneously.

A core idea in the memory and science-of-learning literature is that learning and performance are distinct constructs. Their differences can make it challenging to distinguish between information that was better learned and information that is easy to retrieve. Such a distinction is made in the so-called new theory of disuse that discusses the differences between storage strength (learning) and retrieval strength (performance) of items in memory [74]. While our approach does not explain differences in the learners’ ability to retrieve information from their mental models, it does provide a much-needed formalism for representing the learned memory structure that is obtained from the taught structure—with a careful consideration of common memory errors committed by humans. Establishing the baseline learned structure provides an important foundation for further modeling of retrieval or recall processes [70, 79] that will have implications for explaining performance differences in educational settings.

The framework of exposure theory can be useful not only in experimental validation of learning predictions, but also in the design of teaching materials. Exposure theory provides a detailed map of heterogeneous concepts and connections, which can serve as an early feedback mechanism during the development of a textbook or syl-
labus. Are the concepts deemed important by the author actually properly emphasized in the text? What is the picture that the most cursory student would get out of the course? When we consider individual differences in learners’ dispositions and cognitive abilities, what is the “range” of their learned networks? In other words, what is the variance in the network structures acquired from the learning materials, and what aspects of their learned networks are consistent across learners? These questions highlight a potential use-case of our approach: textbook design could be aimed towards building learning landscapes that either reduce variance across the network characteristics of memory structures attained across learners of different dispositions, or ensure that a large proportion of learners are likely to acquire the core knowledge of a given discipline (as defined by the author(s)). While we do not advocate using exposure metrics as a sole method of “optimizing” the teaching materials, our study opens the conversation about the materials design.

Finally, aside from enhancing teaching material design, it would also be possible to use exposure metrics to enhance assessment design, or at least tailor the assessment in a way that aligns with the textbook network and the population of learned network structures across students. Could an assessment be evaluated based on whether its sampling of to-be-tested concepts or associations across the network can effectively distinguish between students who perform well versus poorly in the class?

C. Methodological considerations

In this paper we extend the exposure theory formalism to account for three orthogonal and empirically motivated memory effects. We also expect exposure theory to be able to handle other effects so long as network learning remains ergodic: that is, so long as the edge visitation probabilities quickly relax to the values dictated by the textbook network. The $\alpha$ and $\beta$ effects modify memory probabilities but do not break ergodicity, thus retaining accuracy. The $\gamma$ effect explicitly breaks ergodicity by adding path dependence, which limits our ability to make predictions. Visitation of new edges is still driven by the textbook network, which allows us to make accurate predictions of overlap. In contrast, reinforcement of existing edges and reciprocity symmetry breaking are path dependent, so exposure theory specifies the null model of asymmetry that is violated, but not the exact nature of that violation.

While tracking exposure was originally conceived of as a cheap and accurate numerical proxy for stochastic simulations, the exposure value can have other applications. The mapping from the exposure value to the visit probability is a nonlinear convex function: here it is exponential (Eqn. 15), but theoretically it can take other functional forms. For example, Ref. 80 connects the exposure to viral loads with the probability of developing an infectious disease such as COVID-19 and uses curve convexity to argue for a super-linear benefit of mask-wearing to prevent infections. Studies of the spread of social behaviors center on the mechanism of complex contagion, in which an individual needs to be exposed to a behavior multiple times from different sources in order to adopt it themselves. Similar to those studies, the functional form of the exposure-to-probability map underlies the global features of the spreading dynamics, including the Jensen bound and the trade-off between exploration speed and prioritization.

The results of this paper rely on the modeling choices of converting textbooks into networks and using random walks to explore those networks. In order to map out the substrate for random walks, we convert the network measurements of textbooks in Ref. 80 into dynamic networks with a simple rule: each network edge appears immediately at full strength $A_{ij}$ as soon as the exposition time $\tau$ reaches the filtration order value $F_{ij}$. However, the semantic connection between two concepts might be limited to only one chapter of the book, in which case the edge between them should only exist for a finite time. Statistics of random walks and other spreading processes are known to change significantly when the timescales of the random walk step and network evolution are matched or when network the evolution is intermittent. Further, the introduction of new concept connections in the text often guides the learner to explore them, thus biasing the random walk towards the freshly-introduced parts of the network. Lastly, simple random walks are known to be fairly inefficient means of exploring random networks, and many more sophisticated algorithms are available. While the combination of these limitations suggests that random walks are at best an incomplete model of a learning process, exposure theory greatly speeds up the analysis of this model in bypassing costly stochastic simulations. We therefore pose this study as an important baseline against which to compare the effect of additional learning mechanisms.

VIII. CONCLUSIONS

In this paper we propose a model of how taught semantic networks turn into learned ones, usually non-exactly. We consider two main limitations of learning: the undersampling effect due to learning for a finite time and three types of memory imperfections individually validated in the literature. We expand the domain of exposure theory to accurately predict the interplay of under-sampling with diverse memory effects at a fraction of the computational cost required by stochastic simulations. While prior work mapped out separately the semantic networks of teachers and learners, our findings suggest the possible shapes of network distortions in the learning process that can be investigated experimentally. Exposure-based analysis can be used to predict the chance of learning concepts and connections from instructional materials, and thus can be used as a design tool for those materials.
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CITATION DIVERSITY STATEMENT

Recent work in several fields of science has identified a bias in citation practices such that papers from women and other minority scholars are under-cited relative to the number of such papers in the field [91, 100]. Here we sought to proactively consider choosing references that reflect the diversity of the field in thought, form of contribution, gender, race, ethnicity, and other factors. First, we obtained the predicted gender of the first and last author of each reference by databases that store the probability of a first name being carried by a woman [95, 101]. By this measure (excluding references in this paragraph and self-citations to the first and last authors of our current paper), our references contain 20.41% woman/first)/woman(last), 13.24% man/woman, 12.41% woman/man, and 53.94% man/man. This method is limited in that a) names, pronouns, and social media profiles used to construct the databases may not, in every case, be indicative of gender identity and b) it cannot account for intersex, non-binary, or transgender people. Second, we obtained predicted racial/ethnic category of the first and last author of each reference by databases that store the probability of a first name being carried by an author of color [102, 103]. By this measure (excluding self-citations), our references contain 20.41% woman/first)/woman(last), 13.24% man/woman, 12.41% woman/man, and 53.94% man/man. This method is limited in that a) names and Florida Voter Data to make the predictions may not be indicative of racial/ethnic identity, and b) it cannot account for Indigenous and mixed-race authors, or those who may face differential biases due to the ambiguous racialization or ethnicization of their names. We look forward to future work that could help us to better understand how to support equitable practices in science.

| Book | Nodes | Edges | $\tau_{\text{max}}$ | $t_{\text{corr}}$ |
|------|-------|-------|---------------------|------------------|
| Treil | 278   | 7106  | 6681                | 2.66             |
| Axler | 217   | 8458  | 4220                | 1.78             |
| Edwards | 146   | 4322  | 2066                | 2.06             |
| Lang  | 179   | 5174  | 3958                | 1.94             |
| Petersen | 244   | 8940  | 5742                | 1.83             |
| Robbiano | 219   | 8086  | 2944                | 1.92             |
| Bretscher | 384   | 11914 | 12703               | 3.12             |
| Greub  | 275   | 7108  | 6841                | 3.34             |
| Hefferson | 399   | 13042 | 8046                | 3.60             |
| Strang | 453   | 15512 | 10965               | 2.70             |

TABLE I. Basic statistics of the textbooks used in the study. $\tau_{\text{max}}$ is the number of sentences; $t_{\text{corr}}$ is the correlation time on the full network.

Appendix A: Textbook networks statistics

In this paper we consider 10 popular linear algebra textbooks (Table I). Each textbook was written by a single author, whose last name we use as a shorthand for the book throughout the paper. The network extraction procedure is described in Ref. [36]. Each textbook network consists of $n$ nodes and $m$ directed reciprocal edges: we count edges $i \rightarrow j$ and $j \rightarrow i$ separately since they can be learned separately. The length of each textbook is measured by the number of sentences that the number of random steps a learner with dilation $D$ would take is $t_{\text{max}} = D\tau_{\text{max}}$. The random walk correlation time $t_{\text{corr}}$ is determined from the second eigenvalue of the transition matrix as described in Ref. [52]. The assumptions of exposure theory are fulfilled so long as $t_{\text{corr}} \ll t_{\text{max}}$, which is the case for all textbooks in the range of dilation we consider in this paper.

Appendix B: Stochastic simulations

1. Baseline simulations

The stochastic simulations are implemented via a custom code written in Python. We first describe the baseline simulation, and then the necessary algorithmic modifications to account for the three memory effects.

We initialize the memory matrix $M$ as a sparse, integer-valued $N \times N$ matrix with no entries. Since the indices $i,j$ increment in the order of appearance, we start the random walks at the node $i = 0$ so that that node is guaranteed to have edges at the early stages of network growth. At each time step $t$ we compute the evolution time $\tau = t/D$. Since the random walker is known to be at node $i$, we only need to evaluate one row of the transition matrix $P(j|i)$ following Eqn. [1].

The most computationally expensive step in the random walk algorithm is the generation of pseudorandom numbers. At the same time, for each realization of a random walk, we might need to compute different time-
dependent metrics based on the memory matrix $M$. It is not efficient to store too many snapshots of $M$ at different time points and stochastic realizations on the hard drive, so we instead store the random walk trajectory and reconstruct it on demand. We denote $x(t)$ to be the node $i$ at which the random walker is located at time $t$, and $x'(t)$ to be the node from which the walker remembers to have arrived from. Without any memory effects, the update procedure is as follows:

$$P(j|i)|_{i=x(t)} \rightarrow x(t+1); \quad x'(t+1) = x(t), \quad (B1)$$

where the operator $\rightarrow$ denotes drawing a pseudorandom realization from the probability distribution. Once the trajectories have been computed, the memory matrix can be reconstructed as follows:

$$M_{ij}(t) = \sum_{t' = 1}^{t} [i = x'(t')][j = x(t')]. \quad (B2)$$

The computational benchmark of a direct simulation versus a reconstruction is presented in the Supplementary Materials of Ref. [52], but typically results in a reduction of computation time by a factor of $10^3 .. 10^4$.

In order to accumulate statistics that support our main results, we perform several thousand simulations at different parameter values (including the pseudorandom seed), forming several series of computational experiments. We organize the computational workflow in general and data management in particular with the Signac data management framework [89, 90].

2. The $\alpha$ effect

In presence of the $\alpha$ effect every memory is forgotten at every step with a uniform probability $\alpha$. Given the memory count $M_{ij}$ in a given cell, the number of memories forgotten is a binomial random number $B(M_{ij}, \alpha)$. If some cell already has zero memories, then none can be forgotten. We therefore only draw the pseudorandom realizations for cells $M_{ij}$ with non-zero entries. Since the whole memory matrix gains exactly one count and loses a fraction $\alpha$ of counts per step, it would stabilize at an average count number $1/\alpha$ and lose on average one memory per step. We encode the memories forgotten at step $t$ in the list of pairs $f(t)$ which is typically short (its length is a Poisson number with an average of 1). Given the random walk trajectory $x(t)$, $x'(t)$ and the forgetting sequence $f(t)$, the memory matrix at any time point can be deterministically reconstructed as follows:

$$M_{ij}(t) = \sum_{t' = 1}^{t} \left( [i = x'(t')][j = x(t')] - \sum_{i,j \in f(t)} [i][j] \right), \quad (B3)$$

where the inner sum runs over the pairs stored in $f(t)$.

3. The $\beta$ effect

In the presence of the $\beta$ effect the random walk proceeds identically, but the memories are formed with a shuffling of the perceived step origin following the distribution $p(\Delta t)$ given by Eqn. [B1]. At every time step we draw a pseudorandom realization $p(\Delta t) \rightarrow \Delta t$, and update the stored trajectories as follows:

$$P(j|i)|_{i=x(t)} \rightarrow x(t+1); \quad x'(t+1) = x(t - \Delta t), \quad (B4)$$

which allows a deterministic reconstruction of the memory matrix with Eqn. [B3].

4. The $\gamma$ effect

In the presence of the $\gamma$ effect we need to compute not only a row of the textbook-based transition probability $T_{ij}(\tau)$, but also a row of the mental model $\hat{T}_{ij}(t)$ following Eqn. [2]. If there are no memories in a given row (which for example is always the case on the very first random walk step), the mental model is zero and we use the textbook transition probability $P(j|i) = T_{ij}$. If there are memories, we compute the mixture of the two transition matrices with Eqn. [3] use that to draw a pseudorandom realization of the next step $x(t+1)$, and proceed as before. The $\gamma$ effect easily combines with the $\alpha$ and $\beta$ effects. Note that the textbook transition probability $T_{ij}$ is always well defined for all nodes $i$ reachable through a random walk: if an edge led to the node, there is always at least that edge along which the random walker can return.

Appendix C: Mental model metrics

1. Node metrics

It is relatively straightforward to keep track of the number of nodes. The full network has $n$ nodes. By a specific sentence $\tau$ only a part of those nodes have been presented by the textbook, which we count as the number of rows in the adjacency matrix $A(\tau)$ with non-zero entries:

$$n(\tau) = \sum_{i} \left[ \left( \sum_{j} A_{ij}(\tau) \right) > 0 \right]. \quad (C1)$$

In a similar fashion we can count the number of nodes learned by the random walker, using either the memory matrix $M$ or the normalized mental model $\hat{T}$:

$$\hat{n}(t) = \sum_{i} \left[ \left( \sum_{j} M_{ij}(t) \right) > 0 \right] = \sum_{i} \left[ \left( \sum_{j} \hat{T}_{ij}(t) \right) > 0 \right], \quad (C2)$$
where the two definitions are equal because the absolute value of matrix elements does not matter. All that matters is their presence in rows. From the number of learned nodes we compute the node recall:

\[ R_n = \frac{n(t)}{n}, \quad (C3) \]

where we divide by the total rather than the current number of nodes by convention. In this convention, the random walk starts with node recall 0 and can monotonically grow up to 1.

2. Edge metrics

The goal of constructing a mental model of network transitions is to predict the probability of transitioning from a given node \( i \) to different nodes \( j \). The absolute number of such transitions in either the textbook or the learner’s memory should not matter. Therefore, in order to assess the quality of learning we seek a quantitative comparison mechanism between the taught transition matrix \( T \) and the learned one \( \hat{T} \). The relationship between them is illustrated by the Venn diagram in Fig. 1F: generally, the two networks have partial overlap. Because of the interplay of finite learner effort and memory effects, the learned matrix might include spurious edges that were never taught, but lack taught edges that were never learned.

There are multiple ways to construct such comparison metrics. One way to compare the two networks is to treat them as conditional probability distributions and compute the Kullback-Leibler (KL) divergence between them as in Ref. [28]. The KL divergence is zero when the two networks are identical and grows as the probability leaks into the spurious edges. However, a single missing taught edge immediately renders the KL divergence singular since it introduces a \( \log(0) \) term into the sum. In order to avoid the divergence, we seek well-behaved metrics of the following form:

\[ \text{Metric} = \frac{\sum_{ij} \text{Model}_{ij} \text{[Mask}_{ij} > 0]}{\text{Norm}}, \quad (C4) \]

where each of the three components is a binary choice, resulting in eight possible metrics. The \text{Model} component focuses on either learned or taught edges; the \text{Mask} component focuses on either current or future edges; and the \text{Norm} component focuses on either the complete network or the fraction of edges taught by a given time \( \tau \). We use only a few of all possible component combinations, as detailed below.

As a first example, the edge recall \( R_e \) is the fraction of edges of the taught mental model that have been learned (Fig. 3E):

\[ R_e = \frac{1}{n} \sum_{ij} T_{ij} [\hat{T}_{ij} > 0], \quad (C5) \]

where the weight of each edge is given by the transition probability of the full textbook network; its inclusion is driven by the learned mental model; and the normalization equals the total number of edges in either matrix, or the number of nodes in the network. As more and more edges are introduced in the taught network over time, more can be learned, thus increasing the edge recall metric. If all real edges have been learned, then the indicator function evaluates to 1 for all edges, and thus edge recall reaches 1.

In order to assess the precision of the learned mental model, we flip the taught and learned networks (Fig. 6,7):

\[ P = \frac{1}{n(\tau)} \sum_{ij} \frac{\hat{T}_{ij}}{[T_{ij} > 0]}, \quad (C6) \]

where we also changed the normalization to refer to the nodes already introduced. If we used the fixed normalization \( n \), then the magnitude of the precision metric would mostly follow the fraction of nodes learned: in other words, the number of rows with nonzero entries in \( T \) would matter, rather than the content of those rows. Without shuffling (\( \beta = \infty \)), all learned edges necessarily exist so that \( T_{ij} > 0 \) for any learned \((i, j)\). The precision can still be less than 1 since some rows of \( T \) can still be empty due to under-sampling, and an absent mental model for transitions out of one node cannot be precise. If a learner’s effort is sufficient to keep up with the introduction of new nodes \( n(\tau) \), then a precision of 1 can be reached.

For measuring the prediction of future edges, we use the \text{Mask} to select those (Fig. 7):

\[ P^{pr} = \frac{1}{n(\tau)} \sum_{ij} \frac{\hat{T}_{ij}}{[F_{ij} > \tau]} \quad (C7) \]

\[ R^{pr} = \frac{\sum_{ij} T_{ij} [F_{ij} > \tau] \hat{T}_{ij} [\hat{T}_{ij} > \tau]}{\sum_{ij} T_{ij} [F_{ij} > \tau]}, \quad (C8) \]

where \([F_{ij} > \tau]\) picks out the real edges that would appear later than the current sentence \( \tau \). For precision of prediction, we normalize by the number of nodes already learned by the random walker since any inferred connections are between those nodes. For the recall of prediction, we divide the total weight in the learned future edges by the total weight in all future edges. Both the numerator and the denominator of that expression approach zero by the end of the book, but the numerator is always no larger than the denominator, and hence the expression is never singular.

3. Triangular closure

Selecting the edges that comprise triangular closure of existing edges is another choice of \text{Mask}. A triangular closure is a walk of length 2 such that there is no direct edge between start and end. We therefore define a mask
that is a product of those two conditions:

$$\text{TriClo} = [\{A(\tau)^2\}^T_{ij} > 0] \cdot [A_{ij}(\tau) = 0], \quad (C9)$$

and use this mask to select edges for scatter plots in Fig. 7.

**Appendix D: Exposure theory**

1. **Baseline exposure**

The goal of exposure theory is to provide a computationally cheap but accurate approximation to the probability distribution of memory matrices $M$, which in turn allows us to predict the trajectories of the mental model metrics. We first recap the baseline formulation of exposure theory as derived and validated in Ref. [52]. We consider a weighted, undirected, time-dependent network described by the adjacency matrix $A(\tau)$ (Fig. 10). We assume that the network always has one main connected component and any disconnected pieces are small and only appear for a short time. The structure of the network is driven by the evolution time $\tau$, while the dynamics of the random walk are driven by the random walk time $t = D\tau$, where $D$ is the dilation parameter.

First we compute the steady-state probability of visiting a particular edge of the network. The transition matrix for the random walk is computed by normalizing the adjacency matrix by row sum, while the steady-state probability of each node is proportional to its strength (weighted degree):

$$T_{ij}(t) = \frac{A_{ij}(t)}{\sum_j A_{ij}(t)}; \quad \pi_i(t) = \frac{\sum_j A_{ij}(t)}{\sum_j A_{ij}(t)}, \quad (D1)$$

and from these two expressions, we get the steady-state probability of visiting any edge of the network:

$$p_{ij}(t) = \pi_i T_{ij}(t) = \frac{A_{ij}(t)}{\sum_j A_{ij}(t)}. \quad (D2)$$

The key assumption of exposure theory is that the random walk is always equilibrated to the instantaneous distribution. Practically, this happens when the correlation time of the random walk is much smaller than its length—an assumption that holds for many real-world networks (see Ref. [52] for discussion). In this case, the accumulation of memory counts of any particular transition $M_{ij}$ is a Poisson process with the rate per step given by Ecn. (D3) over the node or edges of the network:

$$E_{ij}(t) \equiv \sum_{\tau=1}^t p_{ij}({\tau}) = D \int_0^\tau p_{ij}({\tau'})d\tau' = D\mathcal{E}_{ij}(\tau), \quad (D3)$$

where we changed variables between evolution time $\tau$ and random walk time $t$. The integral in $\tau'$, termed the specific exposure $\mathcal{E}_{ij}$, can be precomputed at a desired time resolution with any standard method (Fig. 10b). Converting from specific to integral exposure only requires a computationally cheap multiplication by dilation $D$. Once the integral exposure is known, the number of memories of the transition follows the Poisson distribution:

$$M_{ij} \sim \text{Pois}(D\mathcal{E}_{ij}(\tau)), \quad (D4)$$

and specifically the probability that a transition has been seen at least once is given by:

$$P(M_{ij} > 0) = 1 - e^{-D\mathcal{E}_{ij}(\tau)}. \quad (D5)$$

Ref. [52] also gives the rules of aggregation of exposure across a group of edges. For instance, from the edge exposure we can also compute the node exposure that accounts for the visitation of nodes:

$$K_i(t) \equiv \sum_j E_{ij}(t); \quad K_i(t) = DK_i(\tau), \quad (D6)$$

although the total exposure is conserved:

$$\sum_i K_i = \sum_{ij} E_{ij} = t = D\tau, \quad (D7)$$

which sets the scale of memory fluctuations across the whole network.

In the limit of large dilation $D \rightarrow \infty$, the relative fluctuations in the memory counts get small and the Poisson random numbers are well-approximated by the mean, thus giving the mean-field limit:

$$M_{ij}^{mf} \propto \mathcal{E}_{ij}, \quad (D8)$$

where the proportionality constant would cancel out from most computations of interest (e.g., row normalization).

2. **Node and edge recall**

In order to compute the exposure prediction of node and edge recall (Figs. 3,5), we average the output of Eqn. (D3) over the node or edges of the network:

$$R_n = 1 - \frac{1}{n} \sum_i e^{-DK_i(\tau)} \quad (D9)$$

$$R_e = 1 - \frac{1}{n} \sum_{ij} T_{ij}e^{-DE_{ij}(\tau)}, \quad (D10)$$

where we follow the weight convention of Appendix C.

3. **Jensen bound for nodes**

The shape of the node recall curve is subject to a Jensen bound (as derived in Ref. [52]) by using the convexity property of $\phi(x) \equiv e^{-x}$:

$$R_n = 1 - \frac{1}{n} \sum_i e^{-DK_i(\tau)} \leq 1 - e^{-t/n}, \quad (D11)$$
which implies that learning all nodes in a regular network (all nodes have the same strength) would be the fastest, with the timescale equal to the number of nodes \( n \).

In practice we see that learning deeply under-saturates this bound (Figs. 3, 11). In order to explain this discrepancy, we expand the difference between the Jensen bound and the exposure prediction to second order in time \( \tau \):

\[
R_n \approx 1 - \frac{1}{n} \sum_i \left( 1 - DK_i(\tau) + \frac{1}{2} D^2 K_i^2(\tau) + O(\tau^3) \right)
= \frac{D \tau}{n} - \frac{D^2 \tau^2}{2n} \sum_i K_i^2(\tau)
\]

\[
R_n^{\text{Jensen}} = \frac{D \tau}{n} - \frac{D^2 \tau^2}{2n} + O(\tau^3)
\]

\[
R_n^{\text{Jensen}} - R_n \approx \frac{D^2}{2n} \sum_i K_i^2(\tau) - \frac{D^2 \tau^2}{2n} = \frac{D^2}{2} \text{Var} K(\tau),
\]

which directly connects the under-saturation of the Jensen bound with the variance (inhomogeneity, prioritization) of network nodes by specific exposure. The under-saturation only appears at second order in time, which explains why the tangents of the exposure curve and its bound coincide at the start (Figs. 3, 11).

4. **Jensen bound for edges**

The shape of the edge recall curve is subject to a similar bound that can be analogously derived:

\[
R_e = 1 - \frac{1}{n} \sum_{ij} T_{ij} e^{-D E_{ij}(\tau)} \leq 1 - \exp \left( -\frac{D}{n} \sum_{ij} T_{ij} E_{ij}(\tau) \right),
\]

where instead of equally-weighted average specific exposure over the nodes we now have a weighted average over the edges. The weights \( T_{ij} \) stay constant in time, while the relative proportion of specific exposure on different edges shifts, so the weighted sum does not have a simple closed-form expression. However, we can approximate it: a typical transition probability out of a node equals either zero or its inverse degree, which we approximate by the inverse average degree \( T_{ij} \approx n/m \). In this case the Jensen bound for edge recall takes the shape:

\[
R_e \lesssim 1 - e^{-t/m},
\]

which predicts that an unweighted network would be the fastest to learn with a timescale equal to the number of edges \( m \). Whereas at small \( t \) this is not a strict bound (Figs. 3, 11), at larger \( t \) the recall of weighted networks is also deeply unsaturated. This slowdown can be connected to the variance of edge exposure following a similar argument as for the nodes.
5. The $\alpha$ effect

In order to account for the $\alpha$ effect, we need to introduce forgetting into the memory dynamics. Since forgetting is stochastic but unbiased (every memory has an equal chance of being forgotten), we can just directly modify the exposure dynamics. The full stochastic process of memory dynamics is defined by master equations that are solved by an ansatz of a Poisson distribution with the to-be-determined parameter of exposure $p$. For normal learning, the exposure becomes a time integral of visitation probability (Eqn. D3). The master equations with forgetting are still solved by a Poisson distribution ansatz, but with different dynamics of the exposure parameter. Across one time step, the exposure changes as follows:

$$E_{ij}(t + 1) = E_{ij}(t)(1 - \alpha) + p_{ij}(\tau),$$

(D17)

where $\alpha$ is the forgetting rate. This recursion relation can be solved by inductively substituting it into itself:

$$E_{ij}(t) = \sum_{t' = 1}^{t} p_{ij}(\tau)(1 - \alpha)^{t - t'} \simeq D \int_{0}^{\tau} p_{ij}(\tau)e^{-\alpha D(\tau - \tau')}d\tau' ,$$

(D18)

where we used $\alpha \ll 1$ and $t = D\tau$. Note that the difficult part of this expression (the integral) only depends on the product of $\alpha D$ rather than on the two values individually. Thus computing it for a variety of $\alpha$ and $D$ value combinations only requires us to account for the distinct values that their product can take (Fig. 5). In practice, the simplest way to compute the integral is to turn Eqn. D17 into an ordinary differential equation in $\tau$ and integrate it numerically following the scheme:

$$\mathcal{E}_{ij}^{(\alpha D)}(\tau + \Delta\tau) = \mathcal{E}_{ij}^{(\alpha D)}(\tau)e^{-\alpha D\Delta\tau} + p_{ij}(\tau)\Delta\tau ,$$

(D19)

where $\Delta\tau$ is a suitably small integration step. Once the specific exposure is known, we convert it to the integral exposure $E_{ij}^{(\alpha D)} = D\mathcal{E}_{ij}^{(\alpha D)}$, which parameterizes the new Poisson distributions that now include forgetting. From those Poisson distributions, we compute the desired metrics in Fig. 5.

6. The $\beta$ effect: exposure accumulation

In order to account for the $\beta$ effect of memory shuffling, we adapt the model of Ref. 24. As the learner experiences a random walk, they do not remember the transitions exactly, but rather shuffle them locally. The shuffling distribution can be obtained from the free energy principle and has the geometric form $p(Dt) = (1 - e^{-\beta})e^{-\betaDt}$. In this case we are not interested only in the probability that a given edge $p_{ij}$ was visited but in the probability that a given edge $p_{ij}$ was remembered, after accounting for the memory shuffling. We know that the underlying random walk is the same and the probability of visiting any node $\pi_1$ is still the same. The remembered matrix of transitions after the shuffling was shown to be 21:

$$\mathbf{T}^{(\beta)} = (1 - e^{-\beta}) \sum_{k=0}^{\infty} e^{-\beta k} \mathbf{T}^{k+1} = (1 - e^{-\beta}) \mathbf{T} (I - e^{-\beta} \mathbf{T})^{-1} .$$

(D20)

The original and shuffled transition matrices $\mathbf{T}$ and $\mathbf{T}^{(\beta)}$ are both row-normalized to describe the learned transition rates. In order to find the absolute, rather than conditional, probability of learning a particular edge, we multiply it by $\pi_i$:

$$p^{(\beta)}_{ij}(t) = \pi_i(t)T^{(\beta)}_{ij}(t)$$

(D21)

$$\lim_{\beta \to 0} p^{(\beta)}_{ij}(t) = \pi_i(t)\pi_j(t) ,$$

(D22)

where the matrix $p^{(\beta)}$ can be checked to be symmetric and normalized so that all entries sum up to 1. In the complete shuffling limit $\beta \to 0$, the learner loses all notion of the order of explored nodes, but still keeps track of the relative frequency of visiting different nodes.

We next take the same assumption as in the first derivation of exposure theory: that the random walk is always equilibrated, now also with respect to memory shuffling. At finite $\beta$, the transition memories are shuffled on the timescale of roughly $\Delta t \simeq 1/(\beta - 1)$. We assume that this timescale, just like the random walk correlation time, is much shorter than the timescale of network exploration. Therefore, at each step of the network, memories of each edge (real or spurious) are created with probabilities $p^{(\beta)}_{ij}$. Note that the spurious edges can only be generated between the nodes that have already been introduced. The overall specific exposure can be computed by integrating the remembering probability (Fig. 10):

$$\mathcal{E}^{(\beta)}_{ij}(\tau) = \int_{\tau'=0}^{\tau} p^{(\beta)}_{ij}(\tau')d\tau' ,$$

(D23)

which for $\beta \to \infty$ reduces to the old formula (Eqn. D3). The integral exposure is obtained, just like before, by rescaling the specific exposure by dilation $E_{ij}^{(\beta)} = D\mathcal{E}^{(\beta)}_{ij}$. Since some of the exposure now falls onto the spurious edges, the exposure of real edges is necessarily smaller, and thus it would take longer to learn the real edges. As before, the prediction of edge learning is more accurate in the aggregate, which can now be extended to the spurious edges.

7. The $\beta$ effect: metric computation

First we compute the precision in learning the real edges, i.e., the proportion of probability weight in the
learned mental model that lies in real edges. With exposure theory we can evaluate the two contributions to this precision: whether each node has been visited at all and what fraction of memories transitioning out of that node corresponds to real edges. By a certain time $\tau$, $n(\tau)$ nodes of the network have been introduced. The specific exposure of every node is given by:

$$K_i(\tau) = \sum_j E_{ij}^{(\beta)}, \quad (D24)$$

and is independent of $\beta$ since regardless of shuffling the random walker always keeps track of the node they just arrived on. For the nodes that were not introduced yet, $K_i = 0 \forall i > N(\tau)$. The combination of specific exposure and dilation predicts the probability of the node being visited.

If a node has been visited, we can define two groups of outgoing edges: edges that are real and all edges (the first is a subset of the second). Since the accumulation of all edge memories is independent, we can use Poisson calculus to compute the number of memories in each group by selecting the real edges with a Mask $[52]$:

$$M_i^{\text{real}} \sim \text{Pois} \left( \sum_j DE_{ij}^{(\beta)} [A_{ij} > 0] \right), \quad (D25)$$

$$M_i^{\text{all}} \sim \text{Pois} \left( \sum_j DE_{ij}^{(\beta)} \right), \quad (D26)$$

from which we can estimate the fraction of weight in the real edges. Putting the node and edge contributions together, we get the following exposure prediction of precision:

$$P(\tau) = \frac{1}{n(\tau)} \sum_i (1 - e^{-DK_i}) \frac{\sum_j E_{ij}^{(\beta)} [A_{ij} > 0]}{\sum_j E_{ij}^{(\beta)}}, \quad (D27)$$

where dilation cancels out from the final fraction: as dilation gets larger, the counts of real and spurious edges follow the same proportion. The precision metric only depends on dilation through visitation of nodes. As $D \to \infty$, precision approaches a finite value dependent on $\tau$ and $\beta$ (Fig. 9).

We can similarly compute the precision of edge prediction, i.e., the fraction of probability weight in edges that will appear later (Fig. 7). This calculation only requires swapping out the mask in the numerator from edge existence $[A_{ij} > 0]$ to filtration order $[F_{ij} > \tau]$:

$$P^{pr}(\tau) = \frac{1}{n(\tau)} \sum_i (1 - e^{-DK_i}) \frac{\sum_j E_{ij}^{(\beta)} [F_{ij} > \tau]}{\sum_j E_{ij}^{(\beta)}}, \quad (D28)$$

where by the end of the book there are no edges left such that $F_{ij} > \tau$, and thus any prediction is impossible.

In order to compute the recall of prediction (Fig. 7), we consider the transition matrix of the whole book that ought to be learned $T_{ij}$, filter the edges that would exist in the future, and account for the probability of those edges being remembered:

$$R^{pr}(\tau) = \frac{\sum_{ij} T_{ij} (1 - e^{-DE_{ij}}) [F_{ij} > \tau]}{\sum_{ij} T_{ij} [F_{ij} > \tau]}, \quad (D29)$$

8. The $\gamma$ effect

In order to account for the $\gamma$ effect, we need to provide two exposure-based computations: the overlap metric and the memory count asymmetry. The presence of reinforcement in general breaks the ergodicity of memory accumulation dynamics and thus breaks the core assumption of exposure theory. So instead, we compute the exposure theory predictions in the absence of reinforcement $\gamma = 0$, and show how they can relate to a finite $\gamma$ case.

The overlap metric (Eqn. 4) is quite similar to edge recall (Eqn. C5) but involves an unweighted average over the edges. We can therefore construct an exposure prediction similar to Eqn. D10. Per exposure theory, the learning of each edge is independent from learning any other edge in the same replica of a random walk, and also independent from learning the same edge in a different replica. Since the exposure metric can either compare a replica to itself (self-overlap $Q_{aa}$) or to another replica (cross-overlap $Q_{ab}$), we construct the following two estimators:

$$Q_{aa}(\tau) = \frac{1}{m} \sum_{ij} [T_{ij} > 0] \left( 1 - e^{-DE_{ij}(\tau)} \right), \quad (D30)$$

$$Q_{ab}(\tau) = \frac{1}{m} \sum_{ij} [T_{ij} > 0] \left( 1 - e^{-DE_{ij}(\tau)} \right)^2, \quad (D31)$$

where we used the fact that the probability of two identically distributed independent events happening is the square of the probability of one event. Since the probabilities are less than or equal to 1, the terms in the cross-overlap sum are typically smaller than in the self-overlap sum. For self-overlap $Q_{aa}$ we can construct a Jensen bound by again using the concavity of the function $\phi(x) = (1 - e^{-x})$. In contrast, for cross-overlap $Q_{ab}$, such a Jensen bound does not apply because the function $\phi(x) = (1 - e^{-x})^2$ is neither convex nor concave and has an inflection point. While for a given network the above formulas make accurate predictions of self- and cross-overlap, it is harder to make general claims about the space of possible networks.

How does this prediction at $\gamma = 0$ help us to reason about finite reinforcement $\gamma > 0$? The key idea is that discovery of new edges is driven by independent random walk steps and not reinforcement. The accumulation of the first memory count is still a Poisson process predicted by Eqn. D5 even if the rest of the distribution is different due to reinforcement. However, in the presence of reinforcement not all steps are independent. If over the
course of a long random walk a total of $D\tau$ steps have been made, of those roughly $D\tau (1-\gamma)$ steps followed the network and had a chance to discover new edges, and the other $D\tau \gamma$ steps retraced known edges. The independent steps are uniformly distributed among all steps, following the evolution of the network. Therefore in order to predict the self- and cross-overlap in the presence of reinforcement, we can pre-compute the curves $Q_{aa}(D)$ and $Q_{ab}(D)$, and look up the value at the effective dilation $D_\gamma = D(1-\gamma)$ (Fig. 8).

The prediction of memory asymmetry proceeds similarly: we estimate the asymmetry in the absence of reinforcement $\gamma = 0$ and determine whether the estimate is broken for $\gamma > 0$. Without reinforcement, the number of memories of each edge is a non-negative integer with a Poisson distribution parameterized by the integral exposure:

$$M_{ij} \in \{\mathbb{Z} \geq 0\} \quad \text{(D32)}$$
$$M_{ij} \sim \text{Pois}(D\mathcal{E}_{ij}(\tau)) \quad \text{(D33)}$$

and the distributions for the reciprocal edge $M_{ji}$ are identical. The difference of the two can be any integer and follows the Skellam distribution:

$$M_{ij} - M_{ji} \sim \text{Skellam}(D\mathcal{E}_{ij}(\tau), D\mathcal{E}_{ij}(\tau)) \quad \text{(D35)}$$

where the exact functional form of the distribution can be computed but is not very important as we instead focus on its moments. When two independent random numbers are subtracted, their means subtract but their variances add:

$$\langle M_{ij} - M_{ji} \rangle = 0 \quad \text{(D36)}$$
$$\langle (M_{ij} - M_{ji})^2 \rangle_c = 2D\mathcal{E}_{ij}(\tau) \quad \text{(D37)}$$

and the standard deviation of asymmetry is the square root of variance $\sqrt{2D\mathcal{E}_{ij}(\tau)}$. This standard deviation defines the expected range of asymmetry, which we check for violations in the presence of reinforcement (Fig. 9).

**Appendix E: Supplementary results**

In the main text of the paper we explored the consequences of finite effort and memory effects on network learning for a few example textbooks. Here we provide identical analyses for the rest of the textbooks.

We previously showed the comparison of typical learning trajectories for two textbooks (Fig. 3). The other eight textbooks show qualitatively similar curves (Fig. 11), confirming that prioritization of concepts and connections is generically present across most textbooks. All of the recall trajectories are deeply unsaturated compared to the respective Jensen bounds. In the plotted dilation range $D \in [0,10]$, none of the textbooks reliably reach the learning of all but one node $R_n = 1 - 1/n$.

We explained the global learning trajectories in terms of local specific exposure of nodes and edges for two textbooks (Fig. 4). For the other textbooks, the patterns are qualitatively similar (Fig. 12).

We compared the precision of learning real edges with the peak precision of predicting future edges for a single textbook (Fig. 7). Across other textbooks, the trade-off pattern is broadly similar (Fig. 13). The lowest precision of real edges varies in the range $[0.3,0.5]$, while the highest prediction of future edges varies in the range $[0.17,0.31]$. Across all textbooks, the finite values of dilation $D$ significantly limit both precision metrics.
FIG. 11. **Comparison of node and edge recall trajectories for the remaining eight textbooks.** For each textbook, on the top plot (panels a-d, i-l) the green dashed curve shows the exposure prediction of node recall; the blue shaded region shows the Jensen bound; and the gray dashed horizontal line shows the learning of all but one node \( R_n = 1 - 1/n \). On the bottom plot (panels e-h, m-p) the green dashed curve shows the exposure prediction of edge recall, and the blue shaded region shows the Jensen bound.
FIG. 12. Comparison of node and edge exposure pattern for the remaining eight textbooks. For each textbook, the top scatter plot shows the node specific exposure and strength, whereas the bottom scatter plot shows the edge specific exposure and edge weight. The marker color corresponds to the probability of a node or edge being learned across 10 replicas at $D = 1.0$. The horizontal dashed lines indicate the boundary of node and edge learning at different dilation. In each panel $\rho$ is the Spearman correlation coefficient, with $\log_{10}(\rho) < -12$. 
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FIG. 13. Comparison of the precision-prediction trade-off for the remaining nine textbooks. For each textbook, each curve shows variable shuffling $\beta$, while different curves correspond to different dilation $D$. 
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