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Abstract—Well structured and readable source code is a prerequisite for maintainable software and successful collaboration among developers. Static analysis enables the automated extraction of code complexity and readability metrics which can be leveraged to highlight potential improvements in code to both attain software of high quality and reinforce good practices for developers as an educational tool. This assumes reliable readability metrics which are not trivial to obtain since code readability is somewhat subjective. Recent research has resulted in increasingly sophisticated models for predicting readability as perceived by humans primarily with a procedural and object oriented focus, while functional and declarative languages and language extensions advance as they often are said to lead to more concise and readable code. In this paper, we investigate whether the existing complexity and readability metrics reflect that wisdom or whether the notion of readability and its constituents requires overhaul in the light of programming language changes. We therefore compare traditional object oriented and reactive programming in terms of code complexity and readability in a case study. Reactive programming is claimed to increase code quality but few studies have substantiated these claims empirically. We refactored an object oriented open source project into a reactive candidate and compare readability with the original using cyclomatic complexity and two state-of-the-art readability metrics. More elaborate investigations are required, but our findings suggest that both cyclomatic complexity and readability decrease significantly at the same time in the reactive candidate, which seems counter-intuitive. We exemplify and substantiate why readability metrics may require adjustment to better suit popular programming styles other than imperative and object-oriented to better match human expectations.

I. INTRODUCTION

Code readability and complexity are both considered to be important aspects in software development as they directly link to code maintainability [1]–[3]. Code maintainability is one of the critical code quality characteristics defined by the standard model for assessing software quality in ISO/IEC 25010:2011 [4]. With the appearance of every new programming style or paradigm, software developers and researchers are interested in finding empirical evidence for its actual attributes, and benefits in particular. Chidamber and Kemerer [5] as well as Abreu and Carapuca [6] have contributed by establishing metrics for object-oriented programming (OOP) incorporating characteristics such as coupling and cohesion. As pointed out in [6], a new programming paradigm will only gain widespread practical acceptance when its management aspects are carefully addressed. Developers can leverage that knowledge to make informed technological choices, while researchers are supported in their design decisions for the creation of the programming languages of the future.

One of the claims of the reactive programming (RP) paradigm is that it promotes readability. RP extensions to existing high-level languages, such as Reactive Extensions [7] are increasingly used due to their consistent use across language barriers and simplified multi-threading, amongst others. The work of Salvaneschi et al. indicates that RP has an advantage over the traditional OOP approach when it comes to program comprehension [7]. Their study used human subjects rating two versions, one imperative and one reactive, of the same code excerpts. High adaptation therefore highlights the need to understand whether existing static analysis readability metrics are capable of capturing high readability. Or put another way, does RP really improve readability and if so, can human-noticable differences be detected with current readability metrics?

Buse and Weimer in [1] investigated the relationship between code readability and software quality. To this end, they first collected data using 120 human subjects rating short code snippets and then developed a mathematical model to estimate the readability of code, which we here refer to as the B&W model. The B&W model has been expanded upon by [2], [8], [9], and Scalabrino et al. in [10] propose a combined model, the Scalabrino Comprehensive (SC) model, that they show to be more accurate at assessing code readability as perceived by humans. Both these models are created using machine learning techniques and trained on imperative code excerpts. However, the features used are generic with, for example, low level features such as number of periods and parentheses or visual and textual features that affect readability and are in no way specifically designed for either imperative or object oriented programming. The assessment of code-readability has nothing
to do with the choice of programming language and everything to do with the comprehension of programs in general. If a metric is designed biased towards a certain programming language/paradigm, it will empirically fail to capture high readability, which is what we argue here is undesirable.

While [7] studied comprehension effects of RP involving human subjects, we seek to know to what extent changes in readability between OOP and RP can be detected, using common static code analysis. To the best of our knowledge, the work in [7] is the only attempt at studying the difference in comprehensibility between OO and RP and the authors call for more research in the field. It is important here to point out the distinction we make between comprehensibility and readability. In lack of a commonly accepted definition, we consider software comprehensibility to be a higher-level property of a software system than code readability. Comprehensibility may relate to how the structural relationship in software can be understood while we consider readability to be assessed on a lower level, a level at which code is processed by the cognitive apparatus of a human, i.e. methods or functions. Both interlink and correlate, but are not the same thing.

Our study is focused on comparing two versions of the same code excerpts, namely the original imperative version and a declarative (functional) version leveraging abstractions of a reactive framework. The two tools we will use for comparing readability, the implementations of B&W and SC, has limitations that affect our methodology. The B&W tool seems limited excerpts of around 7 lines, longer excerpts are likely to yield a readability score of 0.0. The SC tool on the other hand can provide a readability score on class level but it is then calculated as a mean of the readability scores for the individual methods. Also, SC requires excerpts to be well-formed (compilable). We will refactor and compare at method-level allowing us to, one, use the mentioned tools, and two, compare excerpts performing the same tasks. A true reactive system would be designed differently than our refactored version but we are interested in the readability of the reactive code and more specifically if its declarative style, perhaps unjustly, penalizes readability.

The paper is structured as follows. The problem and research questions are detailed in Section II. In section III we acknowledge and discuss the limitations of the study. The Background section in IV prepares the reader with a basic understanding of reactive programming, as well as readability and code complexity measures, for which we summarized the related work in Section V. In Section VI we detail the conduct of the case study, for which we present the results in Section VII. The research questions are answered in Section VIII Discussion. A summary of the work with concluding remarks can be found in Section IX Conclusions.

II. PROBLEM STATEMENT

The importance of code readability and code complexity reflects from its strong influence on other quality metrics, and is considered a key element in software development [11]. In particular, increased readability eases maintenance, which is often considered the most time consuming activity of a software’s life-cycle [3]. Salvaneschi et al. show empirically how RP may improve comprehensibility but stress the need for further research [7]. To the best of our knowledge, there is still little to no research concerning the effect of readability and complexity when comparing RP to OOP. Comments from the human subjects in [7] suggest that RP improves comprehension due to reduced boilerplate code and increased readability.

The goal of this study is to to better understand whether current state-of-the-art metrics are applicable to RP or tailored RP metrics need to be developed. To this end we use a complementary research method to [7], where instead of using human subjects to provide a gold standard we simply rely on the existing state-of-the-art models for measuring readability to tell us whether a method is readable or not. We then search for evidence that supports the hypothesis that RP is more readable or more comprehensible compared to traditional OO source-code, and discuss whether the results justify its marketing as such or not. We chose RP for reference as it has greatly grown in popularity and combines both features of declarative and functional programming.

Research Questions

RP is claimed to improve code quality in various aspects. In this work, we investigate how RP affects the readability of source code when compared to OOP using existing readability metrics, leading to the first research question:

RQ1. Using state-of-the-art readability metrics, to what degree can we measure a difference in readability between OOP and RP?

The second research question examines if the same metrics are applicable for both RP and OOP, or whether the metrics are biased or need further examination. Furthermore, code complexity has shown to be closely related to, and traditionally often used as, a substitute index for code readability. We are interested in what characteristics, if any, OOP or RP offer respectively rendering them advantageous over the other when it comes to readability:

RQ2. What features, if any, in current code readability metrics must be modified or excluded in order to make them applicable to RP?

With RP being a fairly new paradigm, no metrics have yet been developed aimed towards it. Thus, metrics used for measuring source code readability might not be well suited for RP. If so, it may be necessary to change weighting of features or exclude them in order to more accurately assess both readability and code complexity of RP code bases.

RQ3. How does RP, with its declarative nature, affect code complexity compared to OOP?

When measuring source code readability and complexity, we hypothesize that RP yields higher readability and lower complexity scores. However, some features of RP might affect the score negatively. For instance, one characteristic of RP (as well as functional programming in general) is its use of so called chaining where several function calls are chained
resulting in very long expressions at times. While this feature might influence the score of some metrics negatively its declarative style is generally considered a way to increase readability and flexibility.

III. LIMITATIONS

In this case study, we refactor an open source project, Kryonet, written in a traditional imperative style, to a version using reactive pipelines. The chosen project was based on the criteria mentioned in Section VI, Research Methodology. The focus during the translation process has been to map the original code as closely as possible into a reactive version in order to keep the two versions comparable. Furthermore, efforts were made to keep the original structure of the code. In other words, no functional decomposition was performed and the interface of the refactored library was kept intact. Thus, the refactor cannot be said to constitute a paradigm shift from imperative to reactive as far as design goes and the true benefits of RP might not be fully utilized in the same way as in a project developed with reactivity in mind already during the design phase. However, with our definition of readability, and its relation to comprehensibility as discussed in Section VI, we argue that we can draw conclusions on method-level readability from the comparisons. Also, a method-level refactor might be considered the first step in a paradigm shift from imperative to reactive, though, for reasons given in Section VI, the subsequent steps were not carried out in this study. The RP library used in this study is RxJava due to its popularity, thus limiting us to the features of its API.

Kryonet goes under the Revised BSD License (BSD 3) which permits unlimited redistribution for any purpose as long as its copyright notices and the license’s disclaimers of warranty are maintained.

IV. BACKGROUND

A. Reactive Programming

Reactive programming is a declarative programming paradigm that has been proposed to aid programmers develop event-based applications. A major issue in such applications is the inherent unpredictability in the timing of external events. Traditionally this has been solved by using so called callbacks, often leading to what is known as callback hell as projects grow [12]. RP programming languages and libraries provide abstractions over time management to release the burden of the programmer. Any change of states within the reactive circuit is automatically propagated to all dependencies which keep all the affected variables and objects up-to-date [12]. A well-known example of the reactive principle is a common spreadsheet where a change in one cell automatically causes updates in other cells that are linked to it. RP builds around events and streams that are chained together using various sets of abstractions to perform operations and computations. When operating in an asynchronous environment, RP is seen as the better alternative compared to traditional object oriented use with thread pools due to its declarative and concise syntax for composing streams. Multiple languages support reactive programming and numerous library extensions have been developed such as Reactor, Akka and Reactive Extensions (Rx) [13].

B. RxJava

ReactiveX (Reactive Extensions) is a library for reactive programming with implementations in several languages, RxJava being the Java implementation. It is built around the observer design pattern and provides operators with which the programmer can compose reactive streams in a declarative style. Precarious elements of asynchronous programming such as thread-management, thread-safety and synchronization are handled by the library through abstractions in the form of designated operators.

RxJava promotes a functional programming style, as opposed to an imperative one (using callbacks). The main difference from other functional APIs is that where for example the Java Streams API is synchronous and pull based RxJava is asynchronous and push based, meaning data is pushed to any observers whenever available. The core type in RxJava is aptly named Observable. An observable stream can emit three kinds of events, namely, a successful emission of data, an error or a completion event signalling that no more emissions are to be expected.

C. Readability

The term readability stands out among the general software metrics as it refers to a non-physical characteristic, i.e. the subjective human judgement of how easy a code is to read [2], [14]. Plenty of metrics for measuring the readability of general text exist and the Flesch-Kincaid metric from 1948 is only one but possibly the oldest example [15]. Until recently, with the lack of scientifically substantiated readability metrics specifically aimed at code, various complexity metrics have been used to assess software maintainability [16], [17]. Complexity is closely coupled to the problem at hand which is problematic since a more complex problem will require more complex code. Also, code size is commonly used as a metric for complexity but it cannot be taken for granted that more lines of code influence readability negatively at all times. As Posnett et al. point out in [2]: "if two functions are equally readable then why should their concatenation be less readable?".

Already in 1976, McCabe introduced his influential work on cyclomatic complexity (CYC) as a measurement of code complexity [16]. It uses a simple formula which in essence counts the number of possible paths through the code:

\[ CYC = E - N + 2P, \]  

with

\[ E \] being the number of edges in the flow graph,
\[ N \] being the number of nodes in the flow graph, and
\[ P \] being the number of nodes that have exit points.

CYC has widely been criticized [18–20]. Shepperd [18] argues that it is "based upon poor theoretical foundations and
an inadequate model of software development“. However, as of today, it remains a much cited and utilized index for code complexity.

According to [21], source code complexity is defined by “the degree to which a system’s design or code is difficult to understand because of numerous components or relationships among components“. Code complexity is said to influence a large proportion of other quality factors, e.g. extensibility, maintainability, readability, consistency and understandability. Complexity is therefore considered a key characteristic when speaking of code quality. Multiple metrics concerning code complexity have been proposed over the years, with cyclo-

V. RELATED WORK
A. The positive effects on comprehensibility of reactive programming

Salvaneschi et al. performed the first empirical study addressing the claim that RP ”makes a wide class of otherwise cumbersome applications more comprehensible“ [7]. They set up an experiment with ten, what they call comprehension tasks; short programs written in Scala using the reactive library REScala. Human subjects were first presented with these tasks and later asked to fill out a questionnaire aimed at determining the level of comprehension acquired for each task. A task consisted of two versions of the same reactive application, a traditional OOP version using the Observer pattern and an RP one using reactive abstractions such as signals and events. Three categories of applications were developed:

- **Synthetic applications** where functional dependencies are defined between variables and changes to those variables are propagated as updates occur,
- **Graphical animations** in which shapes are displayed and moved around on a canvas in certain patterns, and
- **Interactive applications** requiring the user to perform common GUI related actions such as clicking a button or inserting text into a form.

For the conduct of the study, a web application was developed which was used to present the subjects with the comprehension tasks and, importantly, the time needed for each task was recorded. The selected subjects were all computer science students with similar backgrounds. They had been taught Scala, Java programming, the observer pattern, as well as the basics of RP. From their results, the authors concluded that RP has an advantage over OOP and the observer pattern when it comes to comprehensibility. They mainly contributed this difference to two characteristics: reduced boilerplate code and better readability.

B. Developing code readability metrics using human subjects

In 2010 Buse and Weimer [1] presented the first readability metric for source code. They collected data by letting 120 human subjects rate the readability of 100 short code fragments. The resulting data set was used to create a predictive model for readability based on 25 code characteristics and their results indicate that the average number of identifiers, line length (avg and max), avg use of brackets, parentheses and punctuation, have the greatest negative impact on readability. Finally, they tested for correlation between a snippet’s readability score calculated by their model and the number of bugs found by a static analysis tool, and found that their readability metric correlated negatively to the number of defects found, i.e. the lower the score the more likely a defect is found. They concluded that readability was not closely related to the traditional notion of complexity while their notion of readability was ”not orthogonal to complexity, it is in large part modeling a distinct phenomena“. Posnett et al. [2] suggested a simpler formula using only three features, lines of code, entropy, and Halstead’s Volume metric that they found corresponds more accurately to the data collected in [1]. Dorn [8] later pointed out that the work in [1] only used very small code snippets (avg. 7 lines) and that it was not clear whether their findings hold true for longer code excerpts. Dorn concluded that visual elements are missing in the B&W model and proposed a readability model with added features such as structural patterns, syntax highlighting and operator alignment. He also incorporates the simple linguistic feature of counting the number of English dictionary words used in identifiers. The model proposed by Dorn [8] was shown to outperform the basic B&W model in terms of code readability assessment.

Scalabrino et al. in [10] assess that the existing readability metrics (B&W, Posnett, Dorn) rely mostly on structural features, suggesting the exploration of linguistic aspects. Their proposed model considers textual features such as identifier consistency, comment readability, the number of meanings and textual coherence. The authors proposed a model combining all of the individual models above which they showed to outperform each.

C. Deriving a readability score

The readability metrics from [1] and [10] both rely on logistic regression models to calculate probabilistic readability scores. The data collection was done in a similar fashion in both studies, described as follows. Code snippets were rated by humans on a 5-point scale where 1 denotes lowest, and 5 highest readability. Binary readability classifiers were build based on the obtained mean readability score of snippets as cut-off points ($\geq 3.14$ in the case of B&W and $\geq 3.6$ for SC), thus leading to a binary separation of all code snippets into readable or non-readable. For a given data-point, i.e. code snippet, the model then returns how readable it is on a 0-1 normalized scale.

D. Detecting changes using static analysis

Pantiuchina et al. [21] investigate to what degree state-of-the-art static analysis tools capture source code improvements. The metrics they considered were cohesion, coupling, complexity and readability. They applied repository mining to extract commits from GitHub where the committer explicitly states the purpose of the change to address one of these characteristics, and checked through static analysis whether the
The results indicate that lexical inconsistencies (linguistic anti-patterns) increase the cognitive load but its is not evident that poor structure (non standard formatting) or poor readability has the same effect. However, the combination of lexical inconsistencies and/or poor structure/readability had a significant effect on comprehension.

Mannan et al. investigated readability in OSS projects. The study presented in [25] focus on how readability changes during the lifetime of a project and also how it impacts design quality. They found that readability, measured using the Posnett model, does not correlate with design quality, measured by amount of code smell using static analysis.

F. Impact of lambda expressions on readability and complexity

Lucas et al. [26] conducted an extensive study on lambda expressions and the impact they have on readability and complexity. Both a qualitative study using human subjects rating, and commenting on, the readability of code excerpts and a quantitative study measuring readability using two state-of-the-art readability models were carried out. The readability models used were B&W and the simplified model proposed by Posnett and the results (see Figure II for summary) indicate that neither model is able to capture readability as perceived by humans on code excerpts containing lambda expressions.

| Evaluator          | Increased | Decreased | Unchanged |
|--------------------|-----------|-----------|-----------|
| B&W                | 23        | 32        | 3         |
| Posnett et al.     | 11        | 43        | 4         |
| Humans subjects    | 51        | 3         | 4         |

TABLE II: Number of code excerpts that had an increase, decrease in readability or were left unchanged after replacing anonymous inner classes with lambda expressions by refactoring tools.

G. Contributions of this paper

To the best of our knowledge, the work of Salvaneschi et al. in [7] is the only study to date that addresses the positive effects of RP. Their study involves human subjects to determine whether a program written using RP principles yields more comprehensible code than a version of the same program written using OOP principles. We intend to tie together the work of Salvaneschi et al. and that of B&W and SC to assess differences in readability. For that sake, an existing open source project was refactored using Reactive Extensions (Rx). Besides using the readability metrics, we further obtain source code complexity readings through CYC to better understand whether it may be suitable for RP.

The work of Lucas et al. [26] is focusing on readability of code excerpts containing lambda expressions. Reactive programming makes heavy use of lambda expressions which is why understanding their impact on readability and comprehensibility is important in this scope. Furthermore, while Lucas et al. measured readability with B&W and the Posnett model, our study leverages SC and B&W, with the Posnett model being incorporated into SC.

VI. RESEARCH METHODOLOGY

In this section, we first provide a brief outline of the applied methodology and then go on to detail each step of the study.

The reactive library of choice is RxJava from Reactive Extensions, i.e., specifically its Java implementation in version 3.0.2. RxJava is among the most popular Java projects on GitHub at the time of this writing, and the most popular of Reactive Extensions considering GitHub stars.

Firstly, a suitable open source project for the study had to be selected. Once a project was shortlisted which met the criteria explained in the upcoming section, it was forked and refactored according to the RP paradigm, also further explained below.
The original code was refactored on a per-method basis and once a complete reactive version passed all tests in the test suite, both candidates got processed through static analysis gathering CYC complexity and readability according to the B&W and SC models. The results were extracted and compiled in combination with those features of highest predictive power according to the B&W model for analysis, namely the average number of identifiers, the average line length, the average number of parentheses and brackets, as well as the maximum line-length and average stops count. The refactored source code and the measurements can be viewed in the replication package [2].

### A. Project choice motivation

The criteria that guided the search for the case project were the following:

- Java project (to enable the use of RxJava)
- Associated test suite (for ensuring valid refactor)
- Headless (to facilitate testing)

RP is said to facilitate the construction of event-based applications. With that in mind we decided to search for a network library in which incoming and outgoing events are handled. The choice of project fell on Kryonet (see Table III), a TCP/UDP client/server library written in Java 7. Functional features such as Lambdas got introduced in Java 8, which is why Kryonet did not contain any of the functional elements, which rendered it a suitable candidate. Kryonet further has a test suite as is. Changing the public interface requires automated refactoring tool, since no such tool was found to be adequate for the purposes of this study. We chose to refactor the original code method per method, leaving the public interface of the library intact. An alternative to this approach was a complete overhaul of the code using RxObservables through the API. Three main reasons justify our choice to bring out the declarative qualities of RxJava. Such refactoring would clearly have benefited the readability of the reactive stream but made for a misaligned comparison to the original code. Overall, many original code segments simply had to be placed in doOnNext operators in a way that is arguably not considered preferred lambda syntax [27], i.e., using the shortest possible definition for the sake of readability.

The convention used for naming lambda parameters was to use single characters. This choice was inspired by Bob Martin in [28] who argues that the length and descriptiveness of a variable should be in correlation to the size of its scope.

The refactoring process resulted in 42 refactored methods from five different classes and the success of the refactoring was confirmed by running and passing the test suite.

### B. Refactor strategy

Refactoring was conducted manually, i.e., not using any automated refactoring tool, since no such tool was found to be adequate for the purposes of this study. We chose to refactor the original code method per method, leaving the public interface of the library intact. An alternative to this approach was a complete overhaul of the code using RxObservables through the API. Three main reasons justify our choice to refactor per method instead. Firstly, it allowed the use of the test suite as is. Changing the public interface requires the creation of new tests which implies a risk of introducing faults. Secondly, the code sections that are compared are those accomplishing the same task which substantially simplifies the comparison. Lastly, both B&W and SC readability models were trained on smaller code snippets (average line length of 7), and likely do not generalize well to larger constructs, such as classes.

A number of methods were excluded from refactoring because of one or more of the following reasons:

- Number of Lines > 50 (cutoff used in [10]).
- No iteration over a Collection present.
- No error handling present.
- Methods containing a single statement.

The intention during refactoring was to place all statements in a method in a reactive stream, i.e., into a chain of operators. For operations that need to be performed once at the beginning or at the end of the code block, two side-effect RxJava operators were utilized, doOnSubscribe and doFinally. Other statements performed in loops were placed in doOnNext operators with each statement being placed in a separate operator of the chain for reasons of flexibility. For example, multithreading may be introduced anywhere in the chain by simply adding an extra operator at the desired point. A single long chain further allows us to get rid of try/catch blocks altogether in favor of RxJava’s error handling channel for error delegation downstream. In a pure migration project, many code segments would have been extracted and placed in separate methods (functional decomposition) in order to bring out the declarative qualities of RxJava. Such refactoring would clearly have benefited the readability of the reactive stream but made for a misaligned comparison to the original code.

A single chain further allows us to get rid of try/catch blocks altogether in favor of RxJava’s error handling channel for error delegation downstream. In a pure migration project, many code segments would have been extracted and placed in separate methods (functional decomposition) in order to bring out the declarative qualities of RxJava. Such refactoring would clearly have benefited the readability of the reactive stream but made for a misaligned comparison to the original code. Overall, many original code segments simply had to be placed in doOnNext operators. For example, the original code base contains many log-level guarded logging statements. We placed these statements in doOnNext operators in a way that is arguably not considered preferred lambda syntax [27], i.e., using the shortest possible definition for the sake of readability.

The refactoring process resulted in 42 refactored methods from five different classes and the success of the refactoring was confirmed by running and passing the test suite.

### C. Data Collection

We performed our study as a case study in which we manually refactored an existing OOP code base to RP. One alternative to this approach may have been to find a large number of open source projects of two categories, purely OOP and purely RP, and measure and compare general readability between the two categories. However, OOP projects are plentiful on GitHub, but finding pure RP projects is difficult. Also, pinpointing the actual cause of any differences in readability is hard as multiple factors, such as complexity of the problem being solved or general coding style (naming conventions etc.) of the project, could influence the result.

In [29], Köhler et al. propose a tool for automatic refactoring of OOP code to RP which could have been used in order to create a data set where the original code is directly mapped to an RP version. That way, code doing the same thing could have been compared, i.e., the complexity of the problem being solved and the coding style would be the same. At the time of

| Package       | num classes | num methods | loc  |
|---------------|-------------|-------------|------|
| Kryonet       | 54          | 283         | 3664 |

TABLE III: Size metrics for the original system.
this investigation, the Eclipse plugin called 2rx only refactors a certain set of asynchronous constructs such as Future and SwingWorker. The generated code wraps the original code into an instance of RxObserver extended with the interface of the construct it wraps. As a consequence, the refactored version will always be more complex and is unlikely to yield a fair comparison between OO and RP from e.g. a readability standpoint. The circumstances outlined above led us to the decision to perform a case study translating an existing open source project giving us two versions of the same program. It must be pointed out that this method too has potential flaws which we discuss in Section VIII-B Threats to Validity.

D. Data Analysis

The refactored methods were analysed using static analysis tools. CYC was measured using PMD, a popular open source tool, while readability was assessed utilizing the tools provided by the authors. All measurements were done per method and mean values over all refactored methods for each version of the system were calculated in order to compare both versions. The values calculated for readability were correlated with the five features of highest predictive power in the B&W model. Similarly, the values calculated for CYC were correlated with the number of control flow statements.

VII. RESULTS

In this section, we present a summary of all the data derived from the static analysis. The measurements were performed on a per method basis which resulted in a total of 42 analyzed methods in 5 classes. The diagrams below illustrate a comparison between the refactored and the original versions. The staples in the diagrams represent means over all methods for the individual measures while the black lines describe the standard deviation. Furthermore, the five most influential features of B&W metric model and the control flow statements which CYC uses are extracted from each method and presented below.

A. Readability Score

In Figure 1 readability scores are given between 0 (worst readability) and 1 (perfect readability). The SC metric suggest a reduction of the average readability of the refactored methods by 39%, whilst the B&W metric suggests a 47% reduction. Although both metrics agree on reduced readability in the RP version, the SC metric indicates overall higher readability for both OOP and RP than the B&W metric.

B. Cyclomatic Complexity

The complexity of each version was calculated using CYC. As can be seen in Figure 2 an average reduction of 75% in method-level complexity was measured on the refactored version compared to the original. The average numbers of loops (for, while), if-statements, catch-blocks, binary logical operators, ternary operators and throw-statements per method were counted from the project files (see Figure 3). These are all control flow statements used to calculate CYC.

C. Features

The extracted feature readings of greatest predictive power in the B&W model are summarized in Table IV and discussed here. The numbers of stops, parentheses and brackets were counted per method and averaged per line. The refactored loops (for, while), if-statements, catch-blocks, binary logical operators, ternary operators and throw-statements per method were counted from the project files (see Figure 3). These are all control flow statements used to calculate CYC.

Fig. 1: Readability scores given as a mean value for all refactored methods calculated by the B&W metric and the SC metric on the original code and the refactored version respectively. SC predicts a higher readability overall and a lower decrease in readability for the RP version compared to the original.

Fig. 2: Average cyclomatic complexity value for all refactored methods on the original code and the refactored version respectively. Refactoring to a reactive style has decreased complexity significantly.
version shows an increase by 150% of stops and an increase of 53% of parentheses and brackets compared to the original version (see Figure 3). In Java, identifiers are names of variables, methods, classes, packages and interfaces that are contained within a class. The average number of identifiers per line were calculated for each method. Figure 4 shows that the number of identifiers increases in average by 22% compared to the original version.

The longest line and the average length per line were calculated with barely any notable difference (see Figure 5).

### VIII. Discussion

In this section, we examine the results to address our research questions. Furthermore, we consider these answers when relating our findings to existing studies. Finally, we discuss related threats to validity.

**RQ1.** Using state-of-the-art readability metrics, to what degree can we measure a difference in readability between OOP and RP?

To answer this question, we considered the B&W and SC metrics. We saw a big difference in the final scores between the two versions, where RP was shown to yield a lower readability score using both metrics. The SC metric indicates a smaller difference in readability for the OOP version than the B&W metric. Furthermore, SC yields a significantly higher readability score on both RP and OOP.

**RQ2.** What features, if any, in current code readability metrics must be modified or excluded in order to make them applicable to RP?

The B&W metric consists of 25 features that the tool considers when evaluating source code. Two out of the five
features of highest predictive power in the model are heavily used in RP where a stream consists of a chain of method calls. This naturally gives a disadvantage to RP compared to the OO version with respect to these features, and in extension to the B&W metric. For instance, regular for and while loops are features that have only a small effect on the score, whereas a corresponding loop in RP such as the takeWhile() operator is an identifier and contains both a stop and a pair of parentheses and therefore has a much stronger negative influence on the score. Consider, for example, the sendToTCP method from the original code in Figure 6a. Readability scores are significantly lower for the refactored version (see 6b), while, at least to us, it looks more readable (a claim that would have to be substantiated in future studies with humans).

The reduction in the number of lines has little impact on the readability in the metrics used, while the extra identifiers (RxJava operators), stops, brackets and parentheses have a strong impact. Both metrics count these characters as average occurrences per line. This means, for example, that the original methods have an average of 0.4 stops (periods) per line while the RP version has an average of 1.2 stops per line. This is an increase of 200%. We argue that this does not reflect the difference in readability and that the conciseness and the descriptive (declarative) nature of the reactive version is not taken into account. Consequentially, we consider the B&W metrics inapplicable for RP.

The SC metric was developed by combining existing known readability metrics, i.e. the ones presented by B&W, Posnett, Dorn and Scalabrino’s first model (using only textual features). It was found by the authors to achieve higher predictive accuracy for readability with its combination of structural and textual features. Considering the work of Salvaneschi et al., where RP was found to be more comprehensible than OOP, partly due to better readability, our results confirm that SC performs better than B&W since its readability deviations are less pronounced. However, the structural features of the B&W metric are an integral part of SC, which renders even SC less applicable for RP than OOP. Regarding the slightly better results in favour of RP readability with SC, we have been unable to trace the specific reasons for this and can only speculate that it has to do with the spatial and visual features of the Dorn model that may favour the declarative style of RP.

RQ3. How does RP, with its declarative nature, affect code complexity compared to OOP?

Examining the score of CYC, RP has shown to decrease the code complexity significantly compared to the original version. CYC calculates its score simply by counting the number of potential paths through the code where the number of flow statements determine the final score. Studying the flow statement diagram from the previous section, we can detect important differences in the two versions. The RP version has replaced the loops with method calls (operators) from the RxJava API and by that minimized the use of loops. The number of if-statements has been reduced to some extent by filters. In addition, utilizing RxJava’s error channel, several try/catch-blocks have been removed. The above-mentioned are all considered as flow statements which affect the final complexity score.

A. Contrasting Results with Related Work

Our study can be contrasted with the findings from the empirical study in [7] where the authors claimed that RP increases source code comprehension when directly compared to OOP. Moreover, they pointed out that their human subjects found RP to be more comprehensive due to increased readability. The findings from our case study suggest the contrary but do raise some doubts. By answering the second research question, we can conclude that the current metrics used to measure code readability are not applicable to RP, thus making a fair comparison between OOP and RP hard to impossible. Furthermore, the study conducted by Pantiuchina et al. shows that the B&W metric and Scalabrino’s readability model are unable to recognize any code improvements, which questions the legitimacy of the metrics.

To the best of our knowledge, no studies comparing code complexity between OOP and RP have been conducted. CYC can be calculated on each version and still make up for a fair comparison between the projects. It acts independently and does not value any unique features of certain paradigms differently. Referring back to the previous section, we conclude that RP seems to lower source code complexity.

B. Validity Threats

It has to be acknowledged that the refactored RP version of the code used in this study may not be written in a way that makes it representative of all reactive programming nor can it be claimed to utilize the full potential of the RxJava API. As a case study the work cannot be expected to cover the entire state of reactive programming, but serve as an indicator and be used as a motivation for future research.

The manual refactoring conducted by the authors could be considered susceptible to research bias, i.e. that special efforts could have been made to favour readability. This threat was mitigated by, firstly, at the time of the refactoring not having any detailed information about which features were actually used in the two readability models, secondly, by refactoring each method as a 'black box', meaning only its inner structure has been changed and no functionality has been neither added nor removed. For example, no unwieldy logging statements were extracted from the methods and placed elsewhere, which would clearly have improved the methods readability score, but not provided a fair comparison between the two versions.

IX. CONCLUSIONS

The purpose of this study was to gain a better understanding of whether current complexity and readability metrics are suitable for non-traditional coding-styles and paradigms that are growing in use. We therefore compared a popular complexity metric [10] and two state-of-the-art readability metrics from [1], [10] for an open source object-oriented project and a fork that we refactored using a popular library for reactive programming as an example of that category. Notable differences in
both complexity and readability were found. We found that the cyclomatic complexity in the reactive version is significantly lower, which coincides with the ambitions around reactive programming. The metric was suggested over 40 years ago but may extend well to the reactive paradigm. However, the two readability metrics from the literature indicate a significant reduction in readability which may seem counter-intuitive, and which we challenged, also by the example given above, as bad assessment. A potential source of error here is the large emphasis on structural source-code features in the existing readability metrics which may render them unsuitable for reactive code with it’s chaining character and use of lambdas. The B&W metric from [1] solely relies on structural features while the one from [10] combines structural and textual features resulting in a still notable but less severe negative readability impact in reactive programming. In essence, none of the metrics captures readability in a desired way.

In order to better understand the impact of programming paradigms on code readability, broader studies on both reactive but also other functional or declarative coding styles are required. Multiple-dispatch should be mentioned here too as a relevant object of investigation that gains traction, for instance through the Julia programming language. A more in-depth analysis of the existing metrics and their characteristics may further lead to their improvement for code segments of various styles. In addition, languages such as Java and C# support the arbitrary combination of styles within the same project which may require work on detecting and differentiating code-styles within a single project. Meaningful and objectively correct readability characteristics, through e.g. linting, could prove to be invaluable in a development environment. How to address the question of assessing source-code readability objectively is a so far unanswered question, which is why we see much research in that realm being called for.
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