Multi-band Eilenberger theory of superconductivity: Systematic low-energy projection
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We propose the general multi-band quasiclassical Eilenberger theory of superconductivity to describe quasiparticle excitations in inhomogeneous systems. With the use of low-energy projection matrix, the M-band quasiclassical Eilenberger equations are systematically obtained from N-band Gor’kov equations. Here M is the internal degrees of freedom in the bands crossing the Fermi energy and N is the degree of freedom in a model. Our framework naturally includes inter-band off-diagonal elements of Green’s functions, which have usually been neglected in previous multi-band quasiclassical frameworks. The resultant multi-band Eilenberger and Andreev equations are similar to the single-band ones, except for multi-band effects. The multi-band effects can exhibit the non-locality and the anisotropy in the mapped systems. Our framework can be applied to an arbitrary Hamiltonian (e.g. a tight-binding Hamiltonian derived by the first-principle calculation).

As examples, we use our framework in various kinds of systems, such as noncentrosymmetric superconductor CePt$_3$Si, three-orbital model for Sr$_2$RuO$_4$, heavy fermion CeCoIn$_5$/YbCoIn$_5$ superlattice, a topological superconductor with the strong spin-orbit coupling Cu$_2$Bi$_2$Se$_3$, and a surface system on a topological insulator.

PACS numbers:

I. INTRODUCTION

Multi-band superconductors such as MgB$_2$ and the iron pnictides have been attracted much attention because of its high critical temperature. Although MgB$_2$ is a phonon-mediated superconductor, it has a large critical temperature $T_c \sim 40$K, originating from the multi-band effects. Multi-band effects are recognized as one of the ways to increase the critical temperature. The discovery of the iron-pnictides had a striking impact on many researchers in condensed matter physics. Many kinds of phenomena with multi-band effects have been proposed and confirmed in iron-based superconductors. Furthermore, recently found superconductors characterized by topological invariants, i.e. topological superconductors, are also multi-band superconductors, since the internal degrees of freedom (e.g. spins, orbitals or particle-hole spaces) in a multi-band system induce topological twists in wave functions.

The huge computational cost originating from the multiple degrees of freedom prevents theorists from understanding the physical properties in multi-band superconductors. For example, in the iron-based superconductor LaFeAsO, the five-orbital two-dimensional tight-binding model has been used as the effective model. There are also ten-orbital three-dimensional tight-binding models as effective models to analyze experiments in another iron-pnictides. In addition, when dealing with vortices and surfaces in multi-band systems, the computational cost becomes huger, since the momentum is not a good quantum number in inhomogeneous systems. For example, in the topological superconductors, it is important to study the quasiparticle excitations so-called the Majorana fermions around surfaces and vortices, in terms of the bulk-edge correspondence. The Ginzburg-Landau framework, which is usually used to examine the distribution of the order parameter in the inhomogeneous superconductors, is not suitable for dealing with the quasiparticle excitations. Even if we use the mean-field framework such as the Bogoliubov-de Gennes framework, the simulations of the nano-size multi-band superconductors needs enormous computational costs.

We point out that the effective models (e.g. derived by the first principles calculations) might have too many bands to describe the low energy physics of superconductivity. We should note that the number of the bands crossing the Fermi level in normal states is less than four even in models for iron-pnictides. The low energy physics in superconducting state are characterized by the quasiparticles on the bands crossing the Fermi level in normal states, since a characteristic energy scale of the superconducting gap ($\sim$meV) is much smaller than that of the bands far from the Fermi level ($\sim$ eV). In the single-band weak-coupling Bardeen-Cooper-Schrieffer (BCS) framework, the theory using information only at the Fermi surface, called the quasiclassical Eilenberger theory, has many successes. In multi-band superconductors, eliminating the high-energy bands not crossing the Fermi level can reduce the number of the bands in a low energy effective theory as shown in Fig.1 since the high-energy bands can not affect the physical quantities in superconducting state.

The quasiclassical Eilenberger theory is successful in the BCS model of superconductivity. The theoretical framework is based on the fact that the coherence length $\xi$ is sufficiently greater than the Fermi wavelength $1/|k_F|$. Various kinds of analytical and numerical techniques on the quasiclassical Eilenberger theory have been developed and successfully applied to the studies of a large number of conventional and unconventional superconductors. The Eilenberger theory was applied into the two-band superconductor MgB$_2$. In the conventional models for MgB$_2$, one neglects the off-diagonal inter-band ele-
ments in Green’s function. In this case, two decoupled Eilenberger equations can describe the quasiparticle excitations, and the multi-band effects are included only through solving the gap equations [20–23].

There are two kinds of bases to consider the multi-band systems. First one is the basis which is orthogonal in the momentum space (so-called “band”-basis). Other is the basis which is orthogonal in the real space, such as the $d$-orbitals in models for iron-based superconductors and spins in a model with the spin-orbit coupling term. We call these real-space orthogonal basis “orbital” basis in this paper. In the quasiclassical Eilenberger theory, the quasiclassical Green’s functions depend on the momentum of the relative motion in momentum space and the center-of-mass coordinate in real space. In the previous multi-band quasiclassical theories [24–26], the decoupled Eilenberger equations are used by neglecting the off-diagonal elements of the Hamiltonian in both band basis in momentum space and orbital basis in real space. In the case of the two-band model for MgB$_2$, this assumption is valid to describe the quasiparticle excitations. There is, however, no Eilenberger theory which includes the off-diagonal inter-band elements, except for a perturbative approach [26]. The inter-band elements of Green’s function are important in the complicated multi-band systems, such as the iron-pnictides and the topological superconductors. For example, the iron-based superconductors have many entangled Fe-3$d$ orbitals at the Fermi level. The Hamiltonian proposed in the iron-based superconductors is diagonalized in momentum space by the momentum dependent unitary matrix. The ratio of which orbital is dominant originates from this unitary matrix and depends on the momentum. This “orbital” character, how the orbitals are entangled, at the each Fermi wave number is important to understand the physics in iron-based superconductors [27]. The off-diagonal inter-band elements of Green’s functions are induced by those of the unitary matrix. These off-diagonal elements become important when a self-energy is induced by an inter-band scattering, which is important in a system with impurities or vortices. A model of topological superconductors usually have the off-diagonal elements in spin-space due to a spin-orbit coupling. The spins rotate in momentum space, originating from the spin-orbit coupling so that the Hamiltonian is not diagonal with the use of spin basis in real space. The “spin” character, how the spins are entangled, induces topological superconductivity even in system with a $s$-wave on-site pairing interaction in two dimension [28, 29]. Therefore, the information about “orbital” characters in momentum space is important factor to describe multi-band effects.

In this paper, we propose a quasiclassical Eilenberger framework in multi-band superconductors with a systematic low-energy projection. By eliminating the high energy bands far from the Fermi level, we derive the multi-band Andreev equations and quasiclassical Eilenberger equations in the projected space constructed from the bands crossing the Fermi level. We show that the resultant multi-band Eilenberger equations are similar to the single-band ones, except for some corrections to describe multi-band effects. The quasiclassical framework uses the fact that the coherence length $\xi$ is usually longer than the Fermi wave length $1/|k_F|$ in a lot of superconductors. The orbital characters on the Fermi surfaces in normal states are naturally included in our theory.

This paper is organized as follows. In Sec. III, we introduce the model of the multi-band superconductors. The mean-field multi-band Bogoliubov-de Gennes (BdG) Hamiltonian is proposed. We introduce the multi-band BdG equations and the gap equations, which is the starting point of the quasiclassical theory. In Sec. III we discuss the decoupled Eilenberger theory used in past studies. We show that orbital characters can not be included in this theory. In Sec. IV we derive the multi-band quasiclassical Andreev equations, starting with the multi-band BdG Hamiltonian. The Andreev equations describe the wave functions in the quasiclassical approach. In Sec. III the multi-band quasiclassical Eilenberger equations are derived. The Eilenberger equations are the equations of motion of the quasiclassical Green’s function. We discuss the difference between the previous theory and our theory. In Sec. VII we discuss the physical meanings of our multi-band Eilenberger theory. In Sec. VIII we apply the multi-band Eilenberger theory in the various kinds of systems as examples. We show that the previous theoretical results are reproduced by our theory and the corrections originating from orbital characters are important in multi-band systems. In Sec. VIII the summary is given.
II. MODEL

A. Multi-band BdG equations

Let us start with the mean-field BdG Hamiltonian in the $2N \times 2N$ Nambu-Gor’kov space,

$$\hat{H} = \frac{1}{2} \int dr_1dr_2 \Psi(r_1)\dagger \hat{H}(r_1,r_2)\Psi(r_2).$$

(1)

Here, the column vector $\Psi(r)$ is composed of $N$ fermionic annihilation $\psi_\alpha$ and creation operators $\psi^\dagger_\alpha$ at the position $r$ ($\alpha = 1, \cdots, N$), $\Psi(r) = (\{\psi_\alpha(r)\}, \{\psi^\dagger_\alpha(r)\})^T$, where $\{\psi_\alpha(r)\} = (\psi_1(r), \cdots, \psi_N(r))^T$ and $\{\psi^\dagger_\alpha(r)\} = (\psi^\dagger_1(r), \cdots, \psi^\dagger_N(r))^T$. The subscript $\alpha$ in $\psi_\alpha(r)$ or $\psi^\dagger_\alpha(r)$ indicates a quantum index depending on spin or orbital, etc. These quantum indices are labeled by the orthogonal basis in real space, which we call orbital basis. The Bogoliubov-de Gennes Hamiltonian with a matrix form is composed of

$$\hat{H}(r_1,r_2) \equiv \hat{H}^N(r_1,-i\nabla_1)\delta(r_1-r_2) + \hat{\Delta}(r_1,r_2).$$

(2)

Throughout the paper, hat $\hat{\cdot}$ denotes a $N \times N$ matrix and check $\check{\cdot}$ denotes a $2N \times 2N$ matrix. The $2N \times 2N$ normal-state Hamiltonian matrix $\hat{H}(r_1,r_2)$ and superconducting order parameter matrix $\Delta(r_1,r_2)$ are respectively defined by

$$\hat{H}^N(r_1,-i\nabla_1) = \begin{pmatrix} \hat{H}^N(r_1,-i\nabla_1) & 0 \\ 0 & -\hat{H}^N(r_1,-i\nabla_1) \end{pmatrix},$$

(3)

$$\hat{\Delta}(r_1,r_2) = \begin{pmatrix} 0 & \hat{\Delta}(r_2,r_1) \\ \hat{\Delta}^\dagger(r_2,r_1) & 0 \end{pmatrix}. $$

(4)

The order parameter matrix is given by (so-called the gap equations)

$$\hat{\Delta}_{\alpha\beta}(r_1,r_2) = \sum_{k,q} e^{iq\cdot(r_1-r_2)} e^{i\Omega_{k+\frac{q}{2}}/2} \hat{\Delta}_{\alpha\beta}(k,q)$$

(5)

$$\Delta_{\alpha\beta}(k,q) = -\sum_{k',\gamma\gamma'} V_{\beta\alpha;\gamma\gamma'}(k,k') \langle \psi_{\gamma'}/2+k',\gamma' | \psi_q/2+k,\gamma \rangle,$$

(6)

with the multi-orbital interaction matrix $V_{\beta\alpha;\gamma\gamma'}(k,k')$ and $\psi_\alpha(r) = \sum_k \psi_{k,\alpha} \exp(ik \cdot r)$.

The multi-band BdG equations are then expressed as

$$\int dr_2 \hat{H}(r_1,r_2)\phi(r_2) = E\phi(r_1).$$

(7)

With the use of the eigenvectors $\phi(r_1)$, the mean-field BdG Hamiltonian [1] is diagonalized.

B. Multi-band Gor’kov equations

The Dyson equation in Nambu-Gor’kov space (Gor’kov equation) is obtained by

$$\int dr' (i\omega_n \delta(r_1-r') - \hat{H}^N(r_1,r'))$$

$$-\hat{\Delta}(r_1,r') - \Sigma(r_1,r',i\omega_n) \hat{G}(r',r_2,i\omega_n) = \delta(r_1-r_2)\hat{1},$$

(8)

with

$$\hat{H}^N(r_1,r_2) \equiv (\hat{H}^{N0}(r_1) + \hat{H}^{N1}(-i\nabla_1)) \delta(r_1-r_2),$$

(9)

where $\omega_n = (2n+1)\pi T$ is the fermionic Matsubara frequency, $\Sigma(r_1,r',i\omega_n)$ denotes the self-energy. Here, the $2N \times 2N$ Green’s function is determined by

$$\hat{G}(r_1,r_2,\tau_1-\tau_2) = -(T_{\tau}\hat{\Psi}(r_1,\tau_1)\hat{\Psi}^\dagger(r_2,\tau_2)),$$

(10)

$$= \begin{pmatrix} \hat{G}(r_1,r_2,\tau_1-\tau_2) & \hat{F}(r_1,r_2,\tau_1-\tau_2) \\ \hat{F}^\dagger(r_1,r_2,\tau_1-\tau_2) & \hat{G}(r_1,r_2,\tau_1-\tau_2) \end{pmatrix},$$

(11)

$$G_{\alpha\beta}(r_1,r_2,\tau_1-\tau_2) = -(T_{\tau}\psi_\alpha(r_1,\tau_1)\psi^\dagger_\beta(r_2,\tau_2)),$$

(12)

$$F_{\alpha\beta}(r_1,r_2,\tau_1-\tau_2) = -(T_{\tau}\psi^\dagger_\alpha(r_1,\tau_1)\psi_\beta(r_2,\tau_2)),$$

(13)

$$\hat{F}_{\alpha\beta}(r_1,r_2,\tau_1-\tau_2) = -(T_{\tau}\psi^\dagger_\alpha(r_1,\tau_1)\psi_\beta(r_2,\tau_2)),$$

(14)

$$G_{\alpha\beta}(r_1,r_2,\tau_1-\tau_2) = -(T_{\tau}\psi^\dagger_\alpha(r_1,\tau_1)\psi^\dagger_\beta(r_2,\tau_2)),$$

(15)

with the imaginary time $\tau$. The local density of states is given by

$$N(r,E) = \frac{1}{\pi} \text{Im} \left[ \lim_{\eta \to 0} \text{Tr} \hat{G}(r,r,i\omega_n - E + i\eta) \right].$$

(16)

III. DECOUPLED EILENBERGER EQUATIONS

A. Model and assumptions

Let us discuss the decoupled multi-band quasiclassical theory, which is appropriate in the conventional two-band models for MgB$_2$ [21]. We assume that all $N \times N$ matrices in the BdG Hamiltonian are diagonal in the “band” basis, expressed as

$$\hat{H}^N(r_1,-i\nabla_1)_{\alpha\beta} \sim H^N_{\alpha\beta}(r_1,-i\nabla_1)\delta_{\alpha\beta},$$

(17)

$$\hat{\Delta}(r_1,r_2)_{\alpha\beta} \sim \Delta_{\alpha}(r_1,r_2)\delta_{\alpha\beta}. $$

(18)

This assumption is equivalent to that off-diagonal inter-band elements are neglected. In this case, the normal state Hamiltonian in momentum space is expressed as

$$\hat{H}^N(k) = \begin{pmatrix} \lambda_1(k) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & \lambda_N(k) \end{pmatrix},$$

(19)
with the eigenvalues \( \lambda_i(k) \). In real space, the Fourier transformation on each band makes the band-diagonal Hamiltonian. The mean-field BdG Hamiltonian in Eq. (11) is rewritten as

\[
\mathcal{H} = \frac{1}{2} \sum \alpha \int dr_1 dr_2 \Psi_\alpha (r_1)^\dagger \hat{H}_\alpha (r_1, r_2) \Psi_\alpha (r_2),
\]

with

\[
\hat{H}_\alpha (r_1, r_2) \equiv \begin{pmatrix} H^\alpha (r_1, -i \nabla_1) \delta (r_1 - r_2) & \Delta^\alpha (r_2, r_1) \\ \Delta^\alpha (r_2, r_1) & -H^{\alpha*} (r_1, -i \nabla_1) \delta (r_1 - r_2) \end{pmatrix}.
\]

Here, the column vector \( \Psi_\alpha (r) \) is composed of fermionic annihilation and creation operators \( \psi^\dagger \) on the \( \alpha \) band at the position \( r \) (\( \alpha = 1, \cdots, N \)), \( \Psi_\alpha (r) = (\psi_\alpha (r), \psi_\alpha^\dagger (r))^T \). There is no inter-band effect in the Hamiltonian, since the BdG Hamiltonian \( \hat{H}_\alpha \) is determined on each band. The gap equations in Eq. (6) are caused as

\[
\Delta_\alpha (r_1, r_2) \equiv \begin{pmatrix} \Delta^\alpha (r_1, r_2) \\ -\Delta^{\alpha*} (r_1, -i \nabla_1) \delta (r_1 - r_2) \end{pmatrix}.
\]

In this approximation, the multi-band effects are included as the inter-band pairing interactions only in the pairing \( V_{\alpha \gamma} \). Thus, the quasiclassical decoupled Eilenberger equations are easily obtained as

\[
iv_{\alpha \gamma} \nabla \bar{g}^\alpha_R (k_F, z) + \left[ z \sigma_z - \bar{\Delta}^\alpha_R (k_F) \sigma_z, \bar{g}^\alpha_R (k_F, z) \right] = 0,
\]

\[
\Delta^\alpha_R (k_F) \equiv -\pi T \sum_n \sum_\beta \int \frac{dS_{k_F}}{|V_{k_F}|} V_{\alpha \beta} (k_F, k'_F) \bar{f}_{\beta}^\dagger (k'_F, \iota \omega_n),
\]

with quasiclassical Green’s function on the \( \alpha \) band expressed as

\[
\bar{g}^\alpha_R (k_F, z) \equiv \int d\epsilon_k \sigma_z \bar{G}^\alpha_R (k, z),
\]

\[
= \begin{pmatrix} g^\alpha_R (k'_F, \iota \omega_n) & f_{\beta}^\dagger (k'_F, \iota \omega_n) \\ f_{\beta}^\dagger (k'_F, \iota \omega_n) & g^\beta_R (k'_F, \iota \omega_n) \end{pmatrix}.
\]

Here, we neglect the self energies and the vector potentials for simplicity, \( z \) denotes a complex energy, \( \sigma_z \) is the Pauli matrix in \( 2 \times 2 \) Nambu-Gor’kov space, \([\hat{A}, \hat{B}]_+ = \hat{A}\hat{B} - \hat{B}\hat{A}\) is used, and \( G^\alpha_R (k, z) \) is the Green’s function of the \( \alpha \) band. It should be noted that the self-energy must be diagonalized in this basis and \( \hat{A} \) in this section is \( 2 \times 2 \) matrix in Nambu space. The above equations were used in the simple multi-band superconductors such as MgB\(_2\). For MgB\(_2\), there are two bands (so-called \( \sigma \)- and \( \pi \)-bands) and the gap equations connect information on each band.

### B. Appropriate region of the decoupled Eilenberger equations

Now, we discuss the appropriate region of the decoupled Eilenberger equations in the previous section. We introduce the Hamiltonians \( \hat{H}^{\text{orbital}} (k) \) and \( \hat{H}^{\text{band}} (k) \) in normal states with the orbital basis and the band basis in momentum space, respectively. Generally, the Hamiltonian \( \hat{H}^{\text{orbital}} (k) \) has the off-diagonal elements, since the orbital basis is a basis which is diagonal in real space. With the use of the momentum dependent unitary matrix \( \hat{U} (k) \), one can obtain the diagonal Hamiltonian expressed as

\[
\hat{U}^\dagger (k) \hat{H}^{\text{orbital}} (k) \hat{U} (k) = \begin{pmatrix} \lambda_1 (k) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & \lambda_N (k) \end{pmatrix},
\]

\[
\equiv \hat{H}^{\text{band}} (k).
\]

The “band” basis is determined by the unitary transformation of the orbital basis in momentum space. If the unitary matrix does not depend on momentum, one can choose the basis which simultaneously diagonalizes the Hamiltonian in both real and momentum spaces. Generally, the decoupled Eilenberger equations are derived by neglecting the off-diagonal elements.

We show three examples that the decoupled Eilenberger theory is not appropriate as follows. The first example is an impurity problem in the multi-band superconductors. In the previous study [71], they assumed that the impurity-induced self energy was described as a momentum-independent band-diagonal matrix, which lead to the decoupled Eilenberger equations. We point out that this assumption induces non-local impurities in real space, as follows. In the band basis with this assumption, the Gor’kov equations become

\[
\hat{G}_{k}^{\text{band}} (z) = \hat{G}^{\text{orbital}}_{k} (z) + \hat{G}^{\text{orbital}}_{k} (z) \hat{\Sigma}^{\text{band}} (z) \hat{G}_{k}^{\text{band}} (z).
\]

Here, \( \hat{A}^{\text{band}} \) denotes the matrix defined by the basis which diagonalizes the normal-state Hamiltonian \( \hat{H}^{\text{orbital}}_F \). To describe impurities in real space, one has to use the orbital basis in real space. With use of the unitary transformation from the band to the orbital basis, the impurity-induced self-energy in the orbital basis \( \hat{\Sigma}^{\text{orbital}} \) should have a momentum dependence expressed as

\[
\hat{\Sigma}^{\text{orbital}} (k, z) = \hat{U} (k) \hat{\Sigma}^{\text{band}} (z) \hat{U}^\dagger (k),
\]

with

\[
\hat{U} (p) = \begin{pmatrix} \hat{U} (p) & 0 \\ 0 & \hat{U}^\dagger (-p) \end{pmatrix}.
\]

If the self-energy in the band basis is obtained by the \( T \)-matrix approximation for randomly distributed point
impurities given as
\[ \Sigma^{\text{band}}(z) = n_{\text{imp}} \hat{V} + n_{\text{imp}} \sum_p \hat{V} g_{p}^{\text{orbital}}(z) \hat{V}, \]  
(32)
the self-energy in the orbital basis becomes
\[ \Sigma^{\text{orbital}}(k, z) = n_{\text{imp}} \hat{V}^{\text{orbital}}(k, k) \\
+ n_{\text{imp}} \sum_p \hat{V}^{\text{orbital}}(k, p) g_{p}^{\text{orbital}}(z) \hat{V}^{\text{orbital}}(p, k), \]  
(33)
with the effective “non-local” impurity potential defined as
\[ \hat{V}^{\text{orbital}}(k, p) \equiv \hat{U}(k) \hat{V} \hat{U}^\dagger(p). \]  
(34)
Therefore, the decoupled Eilenberger equations do not describe the local impurity potentials.

The second example is the proximity-induced impurity-robust p-wave effective order parameter on the surface of a topological insulator, as discussed later in Sec. VII. With the use of the band basis, an effective chiral p-wave order parameter can be derived by the previous quasiclassical framework. This previous framework, however, can not describe the robustness against non-magnetic impurities, which was proposed by directly solving the BdG equations. The impurity robust p-wave superconductor is naturally introduced in our framework.

The third example is the appearance condition of the Andreev bound states at a surface. In a single band model, the Andreev bound states occur when the sign of the gap function changes through the scattering process. In a multi band model, an ambiguity of the “sign” of the order parameter makes the above statement unclear. This ambiguity can not be resolved by the previous quasiclassical framework. In our multi-band quasiclassical Eilenberger approach, we can overcome this difficulty by deriving the most appropriate effective order parameter, which obeys the statement of the Andreev bound states as discussed later in Sec. VII.

We can use the decoupled Eilenberger equations if we assume the momentum-independent unitary matrix \((\hat{U}(k) = \hat{U})\). In this assumption, however, we can not treat the “orbital” character. Therefore, we propose the general multi-band Eilenberger theory.

**IV. QUASICLASSICAL TREATMENT I: WAVE-FUNCTION APPROACH**

In this section, we derive the quasiclassical equations on the basis of the BdG equations. The quasiclassical theory is founded on an assumption that the coherence length \(\xi\) is much longer than the Fermi wave length \(1/k_F\) (i.e. \(\xi/k_F \ll 1\)). This assumption is valid, if the order parameter amplitude is much smaller than the Fermi energy, and this condition is fully fulfilled in BCS weak-coupling superconductivity. In this theory, the wave function is expressed by a product of the fast oscillating one characterized by the Fermi momentum \(p_F\) and the slowly varying one by the coherence length. We proposed the quasiclassical theory for the multi-orbital topological superconductor. The generalization of this theory is proposed in this section.

**A. Assumptions**

We assume that the eigen vector \(\phi(r)\) in Eq. (17) is expressed by a product of the fast oscillating one characterized by the Fermi momentum and the slowly varying one by the coherence length expressed as
\[ \phi(r) = \sum_{k_F} e^{ik_F r} \phi_{k_F}(r), \]  
(35)
where
\[ \phi_{k_F}(r) = \sum_{l=1}^{M} \left( u_{1}^{N}(k_F) g_{1}^{k_F}(r) \right). \]  
(36)
Here, \(f_{1}^{k_F}(r)\) and \(g_{1}^{k_F}(r)\) correspond to slowly varying components, \(u_{1}^{N}(k_F)\) and \(v_{1}^{N}(k_F)\) are the fast oscillating functions adopted as normal-state uniform eigenvectors satisfying the eigen-equations,
\[ \hat{H}^{N1}(k) \begin{pmatrix} u_{1}^{N}(k) \\ v_{1}^{N}(k) \end{pmatrix} = \epsilon_{1}(k) \begin{pmatrix} u_{1}^{N}(k) \\ v_{1}^{N}(k) \end{pmatrix}, \]  
(37)
where
\[ \hat{H}^{N1}(k) = \begin{pmatrix} \hat{H}^{N1}(k) & 0 \\ 0 & \hat{H}^{N1}(-k) \end{pmatrix}. \]  
(38)
The Fermi surfaces in normal states are expressed by the set of the zero-energy eigenvalues of \(\hat{H}^{N1}(k)\). The M-eigenvalues \(\epsilon_{l}(k)\) cross the Fermi level (i.e. \(\epsilon_{1}(k_F) = 0\)). We assume that the eigenvalues near the Fermi level are same \((\epsilon_{1}(k) \cdots, \epsilon_{M}(k) = \xi(k))\) expressed as
\[ \hat{H}^{N1}(k) \begin{pmatrix} u_{l}^{N}(k) \\ v_{l}^{N}(k) \end{pmatrix} = \xi(k) \begin{pmatrix} u_{l}^{N}(k) \\ v_{l}^{N}(k) \end{pmatrix}. \]  
(39)
This assumption is appropriate when \(M\) denotes the internal degrees of freedom at the Fermi level as shown in Fig. (2 a). We note that there is an exception as shown in Fig. (2 b). For example, this exception occurs when the Fermi level is located at the center of the Dirac cone. However, the assumption is usually appropriate in many realistic materials. We should note that there is the relation between \(u_{l}^{N}(k)\) and \(v_{l}^{N}(k)\) at the Fermi energy expressed as
\[ v_{l}^{N}(k_F) = u_{l}^{N*}(-k_F). \]  
(40)

**B. Andreev-type equations**
By substituting Eq. 35 into the BdG equations 7, we obtain the Andreev-type quasiclassical equations. Eventually, we have the $2M \times 2M$ quasiclassical BdG equations represented as (in detail, see Appendix A),

$$
\begin{pmatrix}
-i v_F \cdot \nabla + V_0(r, k_F) & \Delta_{\text{eff}}(r, k_F) \\
\Delta_{\text{eff}}^*(r, -k_F) & i v_F \cdot \nabla - V_0^*(r, -k_F)
\end{pmatrix}
\begin{pmatrix}
f^{k_F}(r) \\
g^{k_F}(r)
\end{pmatrix}
= E
\begin{pmatrix}
f^{k_F}(r) \\
g^{k_F}(r)
\end{pmatrix},
$$

(41)

with introducing $M \times M$ matrices $V_0$ and $\Delta_{\text{eff}}$ defined by

$$
V_0(r, k_F) \equiv \hat{U}_{k_F}^M \hat{H}_0^N(r) \hat{U}_{k_F}^M,
$$

(42)

$$
\Delta_{\text{eff}}(r, k_F) \equiv \hat{U}_{k_F}^M \hat{\Delta}(r, k_F) \hat{U}_{-k_F}^M,
$$

(43)

with the $N \times M$ matrix given by

$$
\hat{U}^M_{k_F} = (u_1^N(k_F), \ldots, u_M^N(k_F)).
$$

(44)

Here, the $M$-component vectors $f^{k_F}(r)$ and $g^{k_F}(r)$ denote $f^{k_F}(r)^T = (f_1^{k_F}(r), \ldots, f_M^{k_F}(r))$ and $g^{k_F}(r)^T = (g_1^{k_F}(r), \ldots, g_M^{k_F}(r))$, respectively. The $N \times M$ matrix has the relation expressed as

$$
\hat{U}^{M\dagger}_{k_F} \hat{U}^M_{k_F} = 1_{M \times M}.
$$

(45)

Note that $\hat{U}^M_{k_F} \hat{U}^{M\dagger}_{k_F} \neq 1_{N \times N}$ if $M$ is not equal to $N$. With the use of the $N \times M$ matrix $\hat{U}^M_{k_F}$, the eigenvector $\phi(r)$ in the BdG equations is approximated as

$$
\phi(r) \sim \sum_{k=k_F} \sum_{i=1}^{M} \sum_{l=1}^{K} c_i^{(k_F)} u_i^{N}(k_F) \hat{U}^M_{k_F} \left( \begin{array}{c}
f^{k_F}(r) \\
g^{k_F}(r)
\end{array} \right).
$$

(46)

The resultant quasiclassical BdG equations are equivalent to the linearized BdG (Andreev) equations if we consider the single band system ($N = 1$). Thus, we successfully reduce the matrix dimension from the number of the bands $N$ to the number of the degenerated Fermi levels $M$ in this quasiclassical treatment.

C. Boundary condition at a specular surface

Let us discuss the boundary condition at a specular surface. For simplicity, we consider that the material is filled in the region $z > 0$. By assuming the translational symmetry along the $x$ and $y$ axes which conserves the momentum $k_F^\parallel = (k_{Fx}, k_{Fy})$, the boundary condition is given by

$$
\phi(k_F^\parallel, z = 0) = 0.
$$

(47)

First, we find the solutions which satisfy the above boundary condition in normal states at the Fermi energy, expressed as

$$
\psi^N(k_F^\parallel, z = 0) = 0.
$$

(48)

By solving the eigenvalue equations with the normal-state $N \times N$ Hamiltonian $\hat{H}_0^N(k)$:

$$
\hat{H}_0^{N1}(k_F^\parallel, k_F^z) u_i^{N}(k_F^\parallel, k_F^z) = 0,
$$

(49)

the boundary condition becomes

$$
\sum_{l=1}^{M} \sum_{i=1}^{K} c_i^{(k_F^\parallel)} u_i^{N}(k_F^\parallel, k_F^z) = 0.
$$

(50)

Note that $k_F^z$ is a complex number and satisfies $\text{Im} \ k_F^z \geq 0$. Here, $K$ denotes the number of $k_F^z$ with the same conserved momentum $(k_F^\parallel)$. For example, in the case of $K = 2$ and $M = 1$, the boundary condition is satisfied only when the vector $u_2^{N}(k_F^\parallel, k_F^z)$ is parallel to the vector $u_1^{N}(k_F^\parallel, k_F^z)$ expressed as

$$
u_{2, (k_F^\parallel, k_F^z)}^{N} = e^{i\Phi_{12}} u_{1, (k_F^\parallel, k_F^z)}^{N}.
$$

(51)

Here $\Phi_{12}$ is the overall phase difference between these two vectors. Thus, we obtain

$$
c_2 = -e^{-i\Phi_{12}} c_1.
$$

(52)
In a superconducting state, we use the quasiclassically-approximated wavefunctions. In the quasiclassical treatment, the eigenvector $\phi(k_{F\parallel}, r)$ in the BdG equations is approximated as

$$\phi(k_{F\parallel}, r) \sim \sum_i^K c_i e^{i k_i^z z} \left( \tilde{U}^{M}_{k_{F\parallel}, k_i^z} f_i^{k_i^z}(k_{F\parallel}, z) \right)$$

(53)

with the boundary conditions

$$\sum_i^K \sum_l^M c_i^l (k_{F\parallel}) f_i^{k_l^z}(k_{F\parallel}, z = 0) = 0, \quad (54)$$

$$\sum_i^K \sum_l^M c_i^k (-k_{F\parallel}) g_i^{k_l^z}(k_{F\parallel}, z = 0) = 0. \quad (55)$$

Here, we define the $N \times M$ matrix given by

$$\tilde{U}^M_{(k_{F\parallel}, k_i^z)} = (u_1^{N, k_{F\parallel}, k_i^z}, \ldots, u_M^{N, k_{F\parallel}, k_i^z}). \quad (56)$$

In order to find the coefficients $c_i^l(k_{F\parallel})$, we have to solve the boundary condition (50) in normal states. For example, in the case of $K = 2$, the boundary condition in Eq. (50) is expressed as

$$\tilde{U}^M_{(k_{F\parallel}, k_1^z)} c^M_{(k_{F\parallel}, k_1^z)} + \tilde{U}^M_{(k_{F\parallel}, k_2^z)} c^M_{(k_{F\parallel}, k_2^z)} = 0, \quad (57)$$

with $c^M_{(k_{F\parallel}, k_1^z)} = (c_1^l(k_{F\parallel}), \ldots, c_M^l(k_{F\parallel}))$. We show the boundary conditions of two superconducting systems with $K = 2$, which can be easily obtained, as examples. In the case of $N = M$, the solution of the boundary condition (57) is

$$c^M_{(k_{F\parallel}, k_2^z)} = -\tilde{U}^M_{(k_{F\parallel}, k_2^z)} \tilde{U}^M_{(k_{F\parallel}, k_1^z)} c^M_{(k_{F\parallel}, k_1^z)}, \quad (58)$$

since the relation $\tilde{U}^M_{(k_{F\parallel}, k_2^z)} \tilde{U}^M_{(k_{F\parallel}, k_1^z)} = 1_{N \times N}$ is satisfied. Note that Eq. (58) is not the solution in Eq. (57) if $N \neq M$. By substituting Eq. (58) into Eqs. (57) and (55), we obtain

$$f^{k_2^z}(z = 0) = -\tilde{V}^{(k_{F\parallel}, k_2^z)} f^{k_1^z}(z = 0), \quad (59)$$

$$g^{k_2^z}(z = 0) = -\tilde{V}^{(-k_{F\parallel}, -k_2^z)} g^{k_1^z}(z = 0), \quad (60)$$

where the “transfer matrix” $\tilde{V}^{(k_{F\parallel}, k_2^z)}$ is determined as

$$\tilde{V}^{(k_{F\parallel}, k_2^z)} = \tilde{U}^{M+}_{(k_{F\parallel}, k_2^z)} \tilde{U}^M_{(k_{F\parallel}, k_1^z)} \tilde{U}^{M+}_{(k_{F\parallel}, k_1^z)} \tilde{U}^M_{(k_{F\parallel}, k_2^z)}. \quad (61)$$

Next, we consider the case of $M = 1$ and $K = 2$. The boundary condition (52) becomes

$$f^{k_2^z}(k_{F\parallel}, z = 0) = -e^{-i \Phi_{12}} f^{k_1^z}(k_{F\parallel}, z = 0), \quad (62)$$

$$g^{k_2^z}(k_{F\parallel}, z = 0) = -e^{i \Phi_{12}} g^{k_1^z}(k_{F\parallel}, z = 0), \quad (63)$$

which is equivalent to the boundary condition in the single band case when $\Phi_{12} = 0$. We should note again that the above boundary condition can be only used when the normal-state eigenvectors with different momenta $k_1^z$ and $k_2^z$ are parallel to each other shown in Eq. (51), since we have to find the correct boundary condition for $f^{k_2^z}(k_{F\parallel}, z = 0)$ which satisfies Eq. (53).

The characteristic momentum $k_1^z$ is obtained by solving a normal-state eigenvalue equation (50) with the boundary condition (50) at the Fermi energy. This momentum $k_1^z$ is usually a real number since wavefunctions with a Fermi wave number can usually satisfy the boundary condition. In this case, we solve the Andreev equations (41) with the real-number momentum $(k_{F\parallel}, k_1^z)$. However, the momentum $k_1^z$ is not the Fermi wave number, when there are bound states in normal states. The normal-state wavefunction localized at a boundary is described by a complex momentum. We will show the system which needs the complex wave number to describe the bound states, as discussed in Sec. VII.

We discuss the existence condition of solutions in Eq. (50). With the use of the matrix representation, the equation (50) is rewritten as

$$\mathcal{U} \mathcal{C} = 0, \quad (64)$$

where the $N \times MK$ matrix $\mathcal{U}$ and $MK$-dimension vector $\mathcal{C}$ are defined as

$$\mathcal{U} \equiv (\tilde{U}^M_{(k_{F\parallel}, k_1^z)}, \ldots, \tilde{U}^M_{(k_{F\parallel}, k_K^z)}), \quad (65)$$

$$\mathcal{C} \equiv (c_{(k_{F\parallel}, k_1^z)}^M, \ldots, c_{(k_{F\parallel}, k_K^z)}^M). \quad (66)$$

The above equations are linear homogeneous equations with $MK$ unknowns. These equations can have the solutions when $MK > N$.

Finally, we note that the general boundary condition for the conventional quasiclassical equations has been discussed by several groups [63, 64]. The incoming and outgoing wavefunctions are connected by the scattering matrix $\tilde{S}$ expressed as

$$\phi(k_{\text{out}}) = \tilde{S}_{k_{\text{out}}k_{\text{in}}} \phi(k_{\text{in}}), \quad (67)$$

where $k_{\text{in(out)}}$ is the wave number of the incoming (outgoing) quasiparticles. Here, $\tilde{S}$ is the scattering matrix defined at the Fermi energy in normal states [64]. The above relation can be used to develop the general boundary condition in the multi-band superconductors. The development of the general boundary condition for the multi-band quasiclassical equations is a future issue.

V. QUASICLASSICAL TREATMENT II: GREEN’S FUNCTION APPROACH

In this section, we derive the equation of motion of the quasiclassical Green’s function so-called Eilenberger
equations in a multi-band system. The size of the matrices of the Green’s function is reduced by the low-energy projection.

### A. Wigner representation

The Wigner representation is usually introduced in terms of the derivation of the quantum Boltzmann equations. The transport-like equations of motions of the quasiclassical Green’s functions in the single band system are systematically derived with the use of the Wigner representations. We introduce the Wigner representation defined by

\[
\hat{A}(\mathbf{R}, k) \equiv \int d\mathbf{\bar{r}} e^{-ik\cdot\bar{r}} \hat{A}(r_1, r_2) \bigg|_{r_1=\mathbf{R}+\bar{r}/2, r_2=\mathbf{R}-\bar{r}/2}.
\]  

(68)

Here, \( \mathbf{R} = (r_1 + r_2)/2 \) and \( \bar{r} = r_1 - r_2 \) are the center-of-mass coordinate and the relative coordinate, respectively.

The Gor’kov equations in the Wigner representation are expressed by

\[
(i\omega_n - \hat{H}^{N0}(\mathbf{R}) - \hat{H}^{N1}(\mathbf{k}) - \Delta(\mathbf{R}, k) - \Sigma(\mathbf{R}, k, i\omega_n)) \ast \hat{G}(\mathbf{R}, k, i\omega_n) = 1.
\]  

(69)

Here, we introduce the \( \ast \)-product (Moyal product) determined by

\[
\hat{A}(\mathbf{R}, k) \ast \hat{B}(\mathbf{R}, k) \equiv \exp \left[ \frac{i}{2}(\nabla_{k'} \cdot \nabla_{\mathbf{R}} - \nabla_{k} \cdot \nabla_{\mathbf{R}}') \right] \hat{A}(\mathbf{R}, k) \hat{B}(\mathbf{R}', k') \bigg|_{k'=k, R'=R}.
\]  

(70)

We note that there is another Gor’kov equation called the “right-hand Gor’kov” equation. In terms of the Wigner representation, the right-hand equation is expressed as

\[
\hat{G}(\mathbf{R}, k, i\omega_n)^* \\
\left(i\omega_n - \hat{H}^{N0}(\mathbf{R}) - \hat{H}^{N1}(\mathbf{k}) - \Delta(\mathbf{R}, k) - \Sigma(\mathbf{R}, k, i\omega_n)\right) = 1.
\]  

(71)

The local density of states with the Wigner representation is expressed as

\[
N(r, E) = \frac{1}{\pi} \text{Im} \left[ \lim_{\eta \to +0} \sum_k \text{Tr} \hat{G}(\mathbf{r}, k, i\omega_n \to E + i\eta) \right].
\]  

(72)

Let us derive the quasiclassical equations from Eq. (69) as follows. In superconductors, the characteristic length of the center-of-mass coordinates is the coherence length \( \xi \), which is much longer than that of the relative coordinates characterized by \( 1/k_F \). Assuming that the characteristic coherence length is long, the Moyal product in the first order of \( \nabla_{\mathbf{R}} \) is given as

\[
\hat{A}(\mathbf{R}, k) \ast \hat{B}(\mathbf{R}, k) \sim \hat{A}(\mathbf{R}, k) \hat{B}(\mathbf{R}, k) \\
+ \frac{i}{2} \left( \nabla_{\mathbf{R}} \hat{A}(\mathbf{R}, k) \cdot \nabla_k \hat{B}(\mathbf{R}, k) - \nabla_k \hat{A}(\mathbf{R}, k) \cdot \nabla_{\mathbf{R}} \hat{B}(\mathbf{R}, k) \right).
\]  

(73)

Then, the Gor’kov equations are expressed as (see, Appendix B)

\[
(i\omega_n - \hat{H}^{N0}(\mathbf{R}) - \hat{H}^{N1}(\mathbf{k}) - \Delta(\mathbf{R}, k) - \Sigma(\mathbf{R}, k, i\omega_n)) \hat{G}(\mathbf{R}, k, i\omega_n) \\
- \frac{i}{2} \nabla_{\mathbf{R}} \left[ \hat{H}^{N0}(\mathbf{R}) + \Delta(\mathbf{R}, k) + \Sigma(\mathbf{R}, k, i\omega_n) \right] \cdot \nabla_k \hat{G}(\mathbf{R}, k, i\omega_n) + \frac{i}{2} \nabla_k \hat{H}^{N1}(\mathbf{k}) \cdot \nabla_{\mathbf{R}} \hat{G}(\mathbf{R}, k, i\omega_n) = 1.
\]  

(74)

The above equations are simultaneous differential equations with \( k \) and \( \mathbf{R} \). In a single-band system, the above equations becomes the differential equations with respect to \( \mathbf{R} \) with a parameter \( k_F \) (i.e. the quasiclassical Eilenberger equations), since we can eliminate the \( k \)-mixing term \( \nabla_k \hat{G}(\mathbf{R}, k, i\omega_n) \), with the use of the contour integration with respect to the energy \( \xi_k \) and the relation \( \nabla_k \propto \partial/\partial \xi_k \). Thus, in order to derive the multi-band quasiclassical Eilenberger equations, the \( k \)-mixing term \( \nabla_k \hat{G}(\mathbf{R}, k, i\omega_n) \) has to be eliminated. However, we can not simply integrate the above equations with respect to \( \xi_k \), since \( \xi_k \) is the energy obtained by diagonalizing the Hamiltonian \( \hat{H}^{N1}(\mathbf{k}) \) and the Gor’kov equations are determined in the orbital basis. One has to characterize the equation by the Fermi wave momentum in the low-energy region.

### B. Projection to the effective low-energy model

We introduce the projection matrix to develop the multi-band quasiclassical theory. The projection matrix eliminates the degree of freedom about the high energy region. We define the \( 2N \times 2N \) projection matrix \( \hat{P}_k \) as

\[
\hat{P}_k \equiv U_k^M U_k^{M*}.
\]  

(75)
Here, the $2N \times 2M$ matrix $U_k^M$ is defined by

$$U_k^M \equiv \begin{pmatrix} U_k^M & 0 \\ 0 & U_k^{M*} \end{pmatrix},$$

(76)

where the $N \times M$ matrix is defined by Eq. (44). The projection operator satisfies the relation

$$\tilde{P}_k \tilde{P}_k = \tilde{P}_k,$$

(77)

since the matrix $U_k^M$ always satisfies the relation

$$U_k^{M\dagger} U_k^M = I_{2M \times 2M}.$$

(78)

In order to show the physical meaning of the projection matrix, we operate $\tilde{P}_k$ on the homogeneous $N$-band Green's function in normal states determined by

$$\tilde{G}(k, i\omega_n) = (i\omega_n 1 - \tilde{H}^{N1}(k))^{-1}.$$ (79)

The component of $\tilde{G}(k, i\omega_n)$ is expressed as

$$G_{\alpha\beta}(k, i\omega_n) = \sum_{\gamma=1}^{N} \frac{\tilde{U}_{k\alpha\gamma} \tilde{U}_{k\beta\gamma}^{*}}{i\omega_n - \epsilon_{\gamma}(k)}, \quad (1 \leq \alpha, \beta \leq N)$$

(80)

Here, the $N \times N$ unitary matrix $\tilde{U}(k)$ diagonalizes $\tilde{H}^{N1}(k)$ and $\epsilon_{\gamma}(k)$ is the $\gamma$-th eigenvalue of $\tilde{H}^{N1}(k)$. Operating $\tilde{P}_k$ on $\tilde{G}(k, i\omega_n)$, we obtain

$$\left[ \tilde{P}_k \tilde{G}(k, i\omega_n) \right]_{\alpha\beta} = \sum_{\gamma=1}^{M} \frac{\tilde{U}_{k\alpha\gamma} \tilde{U}_{k\beta\gamma}^{*}}{i\omega_n - \xi_k},$$

(81)

with $1 \leq \alpha, \beta \leq N$. Here, we use the assumption in \[39\]. The above equation means that the projection operator $\tilde{P}_k$ eliminates the information of large eigenvalues from $\tilde{G}(k, i\omega_n)$. The difference $\delta \tilde{G}(k, i\omega_n) \equiv \tilde{G}(k, i\omega_n) - \tilde{P}_k \tilde{G}(k, i\omega_n)$ becomes

$$[\delta \tilde{G}(k, i\omega_n)]_{\alpha\beta} = \sum_{\gamma, \epsilon \neq 0}^{N-M} \frac{\tilde{U}_{\alpha\gamma}(k) \tilde{U}_{\beta\epsilon}^{*}(k)}{i\omega_n - \epsilon_{\gamma}(k)},$$

(82)

with $1 \leq \alpha, \beta \leq N$. If the eigenvalues are located far from the Fermi energy ($|\omega_n| \ll \epsilon_{\gamma}(k_F)$), $\delta \tilde{G}(k_F, i\omega_n)$ becomes negligible small so that we can obtain the relation expressed as

$$\tilde{P}_k \tilde{G}(k, i\omega_n) \sim \tilde{G}(k, i\omega_n),$$

(83)

which is appropriate in the low-energy region.

We introduce the $2M \times 2M$ reduced matrix $\tilde{A}$ expressed as

$$\tilde{A}(k) \equiv U_k^{M\dagger} \tilde{A}(k) U_k^M,$$

(84)

where $\tilde{A}$ is the $2N \times 2N$ matrix used in the Gor’kov equation (69). With the use of Eqs. (78) and (83), $\tilde{A}$ can be expressed by

$$\tilde{A}(k) \sim U_k^M \tilde{A}(k) U_k^{M\dagger},$$

(85)

in the low-energy region ($k \sim k_F$).

C. Multi-band quasiclassical Green’s function

Let us construct the $2M \times 2M$ quasiclassical multi-band Eilenberger equations in the projected space. By multiplying the both sides in Eq. (74) by the matrices $U_k^M$ and $U_k^{M\dagger}$, subtracting the right-hand Gor’kov equation, and integrating over $\xi_k$ (in detail, see Appendix C), we obtain $2M \times 2M$ quasiclassical multi-band Eilenberger equation expressed as

$$i \nu_F(k_F) \cdot \nabla_R \tilde{g}_R(k_F, z) + [z \tilde{\sigma}_z - \tilde{V}_0(R) \tilde{\sigma}_z - \Delta_R(k_F) \tilde{\sigma}_z - \tilde{\Sigma}_R(k_F, z) \tilde{\sigma}_z, \tilde{g}_R(k_F, z)]_\equiv 0,$$

(86)

where we introduce the $2M \times 2M$ Green’s function, non-local potentials, order parameters, and self-energies determined by

$$\tilde{G}_R(k, z) \equiv U_k^{M\dagger} \tilde{G}(R, k, z) U_k^M$$

(87)

$$\tilde{V}_0(R) \equiv U_k^{M\dagger} \tilde{V}^{N0}(R) U_k^M,$$

(88)

$$\Delta_R(k) \equiv U_k^{M\dagger} \Delta(R, k) U_k^M,$$

(89)

$$\tilde{\Sigma}_R(k, z) \equiv U_k^{M\dagger} \tilde{\Sigma}(R, k, z) U_k^M.$$ (90)

Here, $\tilde{\sigma}_z$ denotes the Pauli matrix in the Nambu-Gor’kov space and we define the $2M \times 2M$ quasiclassical Green’s function expressed as

$$\tilde{g}_R(k_F, z) \equiv \oint d\xi_k \tilde{\sigma}_z \tilde{G}(R, k, z),$$

(91)

where $\oint$ means taking the contributions from poles close to the Fermi surface. The matrix structure of the above equation is equivalent to that of the single-band Eilenberger equation. When the eigenvalue is not degenerated ($M = 1$), the $2 \times 2$ equation [39] can be regarded as that in a spin-singlet single band superconductor [46] [48]. Therefore, we call the $2M \times 2M$ matrix representation the “single-band description”. The band index $\alpha$ is useful.
to compare with the present multi-band theory by replacing \( \bar{g}_R(k_F, z) \) as \( \bar{g}_R(k_F, z) \). The multi-band Eilenberger equations \([39]\) are similar to the decoupled Eilenberger equations Eq. \((29)\). We should note that our multi-band theory includes the orbital characters, since all matrices are determined in the projected space. For example, the self-energy with the T-matrix approximation depends on the momentum as discussed in Eq. \((52)\).

We should note that the normalization condition is equivalent to that in the single-band system expressed as (in detail, see Appendix \(D\))

\[
\bar{g} = -\pi^2 \Gamma. \quad (92)
\]

D. Relations in the projected space

Let us discuss the relations satisfied in the projected space. \( M \times M \) order parameter is defined in Eq. \((13)\). If the original order parameter have the relation \( \Delta(R, k) \mid \Delta(R, k) = \Delta_0(R, k)1_{N\times N} \), the projected order parameter have the similar relation:

\[
\Delta_{\text{eff}}(R, k) \mid \Delta_{\text{eff}}(R, k) = \Delta_0(R, k)1_{M \times M}, \quad (93)
\]

due of \( \tilde{U}_k^M \tilde{U}_k^{-M}_k \Delta(R, k) \sim \tilde{\Delta}(R, k) \) near the Fermi energy. Here, \( \Delta_{\text{eff}}(R, k) \) is determined in Eq. \((13)\). This indicates that the unitarity of the order parameter is conserved in the projected space.

E. Physical quantities and Gap equations

Let us express physical quantities with the use of the multi-band quasiclassical Green’s function. By substituting Eq. \((85)\) into Eq. \((2)\), the local density of states is expressed as

\[
N(r, E) = -\frac{1}{2\pi} \text{Im} \left[ \lim_{\eta \to 0^+} \sum_k \text{Tr} \, \tilde{G}^{11}(r, k, i\omega_n \to E + i\eta) \right],
\]

\[
= -\frac{1}{2\pi} \text{Im} \left[ \lim_{\eta \to 0^+} \langle \text{Tr} \, \tilde{g}^{11}(r, k, i\omega_n \to E + i\eta) \rangle_{k_F} \right],
\]

(94)

(95)

where \( \tilde{G}^{11} \) and \( \tilde{g}^{11} \) denote \((1,1)\)-element in the particle-hole space, the bracket denotes the Fermi-surface average \( \langle \cdots \rangle_{k_F} = \int \cdots dS_F[k_F] \rho_F(k_F)^{-1} / \int dS_F[k_F] \rho_F(k_F)^{-1} \). Other physical quantities can be expressed by the multi-band quasiclassical Green’s function in the same manner.

Finally, we complete the multi-band quasiclassical theory by giving the self-consistent equations for the order parameters. The gap equations in the Wigner representation is given as

\[
\hat{\Delta}_{\alpha\beta}(R, k) = -T \sum_{k', \gamma' \gamma} \sum_n V_{\beta\gamma;\gamma'}(k, k') \tilde{F}_{\gamma')(R, k', i\omega_n)
\]

(96)

By using Eq. \((89)\), the \( M \times M \) order parameter matrix is expressed by

\[
\Delta_{\text{eff}}(1_l, 2_l R(k_F) = -T \sum_n \sum_{l_l l_4} \langle \tilde{V}_{l_l l_4}^{11}(k_F, k_F') \tilde{g}_{l_l l_4}^{12}(R, i\omega_n) \rangle_{k_F'},
\]

(97)

where \( \tilde{g}^{12} \) denotes \((1,2)\)-element in the particle-hole space and \( \tilde{V}_{l_l l_4}^{11}(k_F, k_F') \) is the effective interaction expressed as

\[
\tilde{V}_{l_l l_4}^{11}(k_F, k_F') = \sum_{\alpha\beta} V_{\beta\alpha;\gamma'}(k_F, k_F') \times \tilde{H}_{k_F l_4}^{M*} \tilde{H}_{k_F l_4}^{M*} \tilde{G}_{k_F l_4}^{M*} \tilde{G}_{k_F l_4}^{M*}.
\]

We can simplify the above gap equations if the pairing interaction has a separable form expressed as \([39]\)

\[
V_{\beta\alpha;\gamma'}(k, k') = V_{\alpha\beta}(k) V_{\gamma\gamma'}(k').
\]

(98)

Here, we use the relation \( V_{\beta\alpha;\gamma'}(k, k') = V_{\gamma\gamma';\alpha\beta}(k', k) \) \([10]\). The gap equations in this case are given as

\[
\Delta_{\text{eff}}(R(k_F) = -T \sum_n \sum_{l_l l_4} \langle \tilde{V}_{l_l l_4}^* (k_F') \tilde{g}_{l_l l_4}^{12}(R, i\omega_n) \rangle_{k_F'},
\]

(99)

with

\[
\Delta_{\text{eff}}(R(k_F) = \Delta_{\text{eff}} \tilde{V}(k_F),
\]

\[
\tilde{V}(k_F) = \tilde{U}_k^M \tilde{V}(k_F) \tilde{U}_k^{-M},
\]

(100)

(101)

(102)

where we assume that \( V_{\gamma\gamma'}(k') = V_{\gamma\gamma'}(k) \).

F. Perturbative approach in the quasiclassical theory: Zeeman and spin-orbit couplings

In this section, we discuss the method to treat the Zeeman and spin-orbit couplings. In the previous studies \([34, 38, 64, 65]\), they used the \( 4 \times 4 \) matrix quasiclassical Eilenberger equations in spin and Nambu spaces expressed as

\[
i \nu_{3F} \cdot \nabla_R \tilde{g}_R(k_F, z) + [\sigma_2 - \Delta \sigma_2 - \tilde{H}_1(k_F) \sigma_2, \tilde{g}_R(k_F, z)]_+ = 0.
\]

(103)

Here, \( \sigma_i \) denotes the Pauli matrix in the Nambu space and \( \tilde{H}_1(k_F) \) includes the spin-orbit and/or Zeeman coupling terms. These quasiclassical equations can describe a vortex state in a Fulde-Ferrell-Larkin-Ovchinnikov
superconductor [63]. In terms of our theory, the above equations are obtained by assuming that the number of degenerated Fermi surfaces is two ($M = 2$). In general, however, the Zeeman and spin-orbit interactions split the degenerated bands (i.e. $M = 2 \rightarrow M = 1$). Thus, it is found that the previous studies assume that the Zeeman and spin-orbit interactions are weak. With the use of the perturbative approach in the multi-band quasiclassical theory, we can derive the above equations as follows. Let us divide $\hat{H}^{N1}(k)$ in Eq. (59) into the two terms as

$$\hat{H}^{N1}(k) = \hat{H}_{0}^{N1}(k) + \hat{H}_{1}(k).$$

(104)

Thus, in order to construct the projection operator $\hat{P}_{k}$, we can use the eigenvectors obtained by

$$\hat{H}_{0}^{N1}(k)u_{k}^{i} = \xi_{k}u_{k}^{i}.$$  

(105)

This approach is appropriate for the case that the interband pairing between the different Fermi surfaces is important. The perturbative Zeeman field enables us to treat the Pauli paramagnetic depairing in the quasiclassical framework.

G. Riccati-type equations

It is known that it is difficult to numerically solve the quasiclassical Eilenberger equations [12], since the equations have a divergent solution as a particular solution. A careful computational treatment is required for integrating the Eilenberger equations with the use of the so-called explosion method [60]. To avoid this difficulty, the Riccati-type equations, which are obtained by a special parametrization form of the quasiclassical Green’s function, are used [37–39, 41–43]. In addition, to solve the Riccati equation stably, we have proposed the efficient computational treatment is required for integrating unique solutions in the single-band Eilenberger framework [12]. We show that it is easy to expand this method into the multi-band systems. For simplicity, we neglect the self-energy $\Sigma = 0$. We use a special parametrization form of the quasiclassical Green’s function to solve Eq. (59). The solution $\tilde{g}$ of Eq. (59) can be written as,

$$\tilde{g} = \frac{\partial}{\partial s} \hat{a} = -2\omega_{n} \tilde{a} - \hat{a} \hat{\Delta}_{i}^{\dagger} \tilde{a} + \hat{\Delta}_{i}.$$  

(106)

$$\tilde{N} = \begin{pmatrix} (\hat{1} + \hat{a})^{-1} & 0 \\ 0 & (\hat{1} + \hat{a})^{-1} \end{pmatrix},$$  

(107)

where $M \times M$ matrices $\hat{a}$ and $\tilde{b}$ are the solutions of the following matrix-type Riccati differential equations:

$$v_{F} \cdot \nabla \hat{a} = -2\omega_{n} \hat{a} - \hat{a} \hat{\Delta}_{i}^{\dagger} \hat{a} + \hat{\Delta}_{i}.$$  

(108)

$$v_{F} \cdot \nabla \tilde{b} = 2\omega_{n} \tilde{b} + \tilde{b} \hat{\Delta}_{i} \tilde{b} - \hat{\Delta}_{i}.$$  

(109)

Since the above equations contain $\nabla$ only through $v_{F} \cdot \nabla$, these can be reduced to a one-dimensional problem on a straight line in the direction of the Fermi velocity $v_{F}$:

$$v_{F} \frac{\partial \hat{a}}{\partial s} = -2\omega_{n} \hat{a} - \hat{a} \hat{\Delta}_{i}^{\dagger} \hat{a} + \hat{\Delta}_{i}.$$  

(110)

$$v_{F} \frac{\partial \tilde{b}}{\partial s} = 2\omega_{n} \tilde{b} + \tilde{b} \hat{\Delta}_{i} \tilde{b} - \hat{\Delta}_{i}.$$  

(111)

In a bulk system with $\hat{\Delta}_{i} \hat{\Delta} \propto \hat{1}$, the solutions of the Riccati equations are

$$\hat{a}(\omega_{n}) = \frac{\hat{\Delta}}{\omega_{n} + \sqrt{\omega_{n}^{2} + \frac{1}{2} \text{Tr} \hat{\Delta} \hat{\Delta}_{i}^{\dagger}}},$$  

(112)

$$\hat{b}(\omega_{n}) = \frac{\hat{\Delta}_{i}^{\dagger}}{\omega_{n} + \sqrt{\omega_{n}^{2} + \frac{1}{2} \text{Tr} \hat{\Delta} \hat{\Delta}_{i}^{\dagger}}}.$$  

(113)

According to the previous paper [12], putting $\hat{a}(s_{a}) = 0$ and $\hat{b}(s_{b}) = 0$ as initial values, one can obtain physical solutions by integrating the Riccati equations. Here, $s_{a}$ and $s_{b}$ are initial spatial points.

H. Boundary condition for the Riccati parameters at a specular surface

To solve Riccati-type differential equations, one has to consider the boundary condition for Riccati parameters $\hat{a}$ and $\hat{b}$. In this section, we consider a specular surface. In the case of $M = 1$ or $M = 2$, we can show the transformation of the linearized BdG equations to the matrix Riccati equations. Thus, the boundary condition for the Riccati parameters can be determined explicitly. We note that, in many materials, the number of the degenerated Fermi levels $M$ is not larger than $M = 2$.

If the Fermi level with a certain momentum $k_{F}$ is not degenerated ($M = 1$), the Riccati equations are derived by the relation:

$$\hat{a}(r, k_{F}) = i \frac{f^{k_{F}}(r)}{g^{k_{F}}(r)}.$$  

(114)

With the use of the boundary condition for wavefunctions in Eqs. (32) and (33), the boundary condition at a surface $z = 0$ with $K = 2$ is given by

$$\hat{a}(k_{F}^{2}z) = e^{-2i\Phi_{12}} \hat{a}(k_{F}^{1}z).$$  

(115)

If the Fermi level is doubly degenerated ($M = 2$), we find the relation expressed as

$$\hat{a}(r, k_{F}) = iU(k_{F}, r) V(k_{F}, r)^{-1}.$$  

(116)

where the $2 \times 2$ matrices $U(k_{F}, r)$ and $V(k_{F}, r)$ are determined by

$$U(k_{F}, r) \equiv (f^{k_{F}}(r) - g^{-k_{F}}(r)^{*}),$$  

(117)

$$V(k_{F}, r) \equiv (g^{k_{F}}(r) - f^{-k_{F}}(r)^{*}).$$  

(118)
We obtain the boundary condition at a surface \( z = 0 \) with \( K = 2 \) and \( N = M = 2 \) expressed as

\[
\hat{a}(k_{Fz}^2) = \tilde{V}^{-1}(k_{Fz}, k_{Fz}) \hat{a}(k_{Fz}^2) \left[ \tilde{V}^*(k_{Fz}, k_{Fz}) \right]^{-1}.
\]  

(119)

Note that \( \tilde{V}(k_{Fz}, k_{Fz}^2) \) is determined in Eq. 61.

I. Arbitrary transformation about normal-state eigenvectors: Appearance condition of the Andreev bound states

We discuss an arbitrariness of the \( N \times M \) matrix \( \hat{U}_{k_F}^M \). With the use of this arbitrariness, one can discuss the appearance condition of the Andreev bound states in multi-band superconductors. As shown in Eq. 144, the \( N \times M \) matrix \( \hat{U}_{k_F}^M \) consists of the zero-energy degenerated eigen vectors about the normal-state Hamiltonian \( \hat{H}^{N1}(k) \). Because of the degeneracy, it should be noted that the \( N \times M \) matrix \( \hat{U}_{k_F}^M \) has additional degrees of freedom expressed as

\[
\hat{U}_{k_F}^M = \tilde{U}_{k_F}^M \hat{A}_{k_F},
\]  

(120)

with a \( M \times M \) arbitrary unitary matrix \( \hat{A}_{k_F} \). Although this matrix does not change the 2\( N \times 2M \) projection matrix \( \hat{P}_{k_F} \), the representation of the effective order parameters \( \Delta_{\text{eff}}(r, k_F) \) determined in Eq. 143 depends on the matrix \( \hat{A}_{k_F} \), expressed as

\[
\Delta_{\text{eff}}(r, k_F) = \hat{A}_{k_F} \tilde{U}_{k_F}^M \hat{A}^*_k \Delta(r, k_F) \hat{U}_{k_F}^M \hat{A}^*_k \Delta_{\text{eff}}^*(r, k_F).
\]  

(121)

It should be noted that this arbitrary transformation does not change any physical quantities, since the matrix \( \hat{A}_{k_F} \) changes the boundary condition. With the use of the unitary matrix \( \hat{A}_{k_F} \), we can simplify the boundary condition as follows.

In the case of \( K = 2 \) and \( N = M \), the boundary conditions 59 and 60 become

\[
f^k_{z_+}(z = 0) = -\tilde{V}(-k_{Fz_+}, k_{Fz_+}) f^k_{z_+}(z = 0),
\]

(122)

\[
g^{k_2}_{z_+}(z = 0) = -\tilde{V}(-k_{Fz_+}, k_{Fz_+}) g^{k_2}_{z_+}(z = 0),
\]

(123)

where

\[
\tilde{V}(-k_{Fz_+}, k_{Fz_+}) = \hat{A}_{k_{Fz_+}} \left[ \tilde{V}(k_{Fz_+}, k_{Fz_+}) \hat{A}^*_k \right].
\]  

(124)

By using the matrix \( \hat{A}_{k_F} \) satisfying the relation

\[
\hat{A}_{k_{Fz_+}} = \hat{A}_{k_{Fz_+}} \tilde{V}(k_{Fz_+}, k_{Fz_+})^* \hat{A}^*_k\]

(125)

we obtain the simplified boundary condition expressed as

\[
f^{k_2}_{z_+}(z = 0) = -f^{k_2}_{z_+}(z = 0),
\]

(126)

\[
g^{k_2}_{z_+}(z = 0) = -g^{k_2}_{z_+}(z = 0).
\]

(127)

In addition, in the case of \( K = M = N = 2 \), the boundary condition for the Riccati amplitudes 119 becomes

\[
\hat{a}(k_{Fz}^2) = \hat{a}(k_{Fz}^2),
\]

(128)

The above boundary condition is equivalent to that for spin-triplet superconductivity in the past quasiclassical treatment. In the case of an effective one-band system \( (M = 1) \) with \( K = 2 \), the \( 1 \times 1 \) unitary matrix \( \hat{A}_{k_F} \) is rewritten as \( \hat{A}_{k_F} = e^{i\phi_{k_F}} \). Thus, we can erase the overall phase \( \Phi_{12} \) in Eq. 52. The boundary condition becomes

\[
f^{k_2}_{z_+}(z = 0) = -f^{k_2}_{z_+}(z = 0),
\]

(129)

\[
g^{k_2}_{z_+}(z = 0) = -g^{k_2}_{z_+}(z = 0).
\]

(130)

We obtain the boundary condition for the Riccati amplitude expressed as

\[
\hat{a}(k_{Fz}^2) = \hat{a}(k_{Fz}^2),
\]

(131)

which is completely equivalent to the boundary condition in the single-band quasiclassical Eilenberger theory.

Now, we can discuss the appearance condition of the Andreev bound state at a surface in multi-band superconductors. In a single band model, the Andreev bound states occur when the sign of the gap function changes through the scattering process. In the case of \( K = 2 \) and \( M = 1 \), we can easily discuss the appearance condition of the Andreev bound states. Note that the bound states appear if the condition 151 is satisfied in this case. To use the above boundary conditions 151, the order parameter matrix after the scattering process should be

\[
\Delta_{\text{eff}}(r, k_F^2) = -i \left( e_{k_F^2}^{k_2^2} - e_{-k_F^2}^{-k_2^2} \right) \hat{U}_{k_F}^M \hat{A}(r, k_F^2) \hat{U}_{k_F}^M \hat{A}^*_k \Delta_{\text{eff}}^*(r, k_F^2).
\]

(132)

with

\[
e^{i\phi_{k_F^2}} \equiv \hat{U}_{k_F}^M \hat{A}_{k_F} \hat{U}_{k_F}^M \hat{A}^*_k.
\]

(133)

The quasiclassical Green’s function at a surface diverges when the relation

\[
1 + a(i\omega_n + \epsilon + i\eta, k_F^2)b(i\omega_n + \epsilon + i\eta_k F^2) = 0
\]

(134)

is satisfied. With the use of the bulk solutions in Eqs. 112 and 113, the appearance condition of the zero-energy Andreev bound states becomes

\[
\Delta_{\text{eff}}(k_F^2) || \Delta_{\text{eff}}(k_F^2) || + \Delta_{\text{eff}}(k_F^2) \Delta_{\text{eff}}(k_F^2)^* = 0.
\]

(135)

Thus, the sign of the order parameter is important for the appearance condition of the Andreev bound state even in multi-band superconductors.

VI. MULTI-BAND EFFECTS

We discuss the physical meanings of the multi-band quasiclassical theory described by Eq. 59. In our theory,
the “multi-band” effect is characterized by two factors. The first factor is how many solutions are in Eq. (39) (i.e. the information of the eigenvalues). The second one is how the orbitals are mixed in Eq. (39) (i.e. the information of the eigenvectors).

A. Eigenvalues

We discuss the eigenvalues obtained in Eq. (39). In the quasiclassical theory, the number of the solutions at the Fermi surface $M$ characterizes the multi-band effect. For example, in the three-orbital spin-singlet superconductors, the superconducting order parameter is described by a $3 \times 3$ matrix ($N = 3$) in Eq. (4). Let us consider that the only one band crosses the Fermi energy at the Fermi surface with the Fermi wave number $k_F$ ($M = 1$) as shown in Fig. 3. In this case, the other bands must have the much higher or lower energies. Thus, the superconducting order parameters on or between these bands (e.g. $\Delta_{11}(k_F)$ or $\Delta_{12}(k_F)$) can not affects the physical quantities, since these order parameters ($\sim$ meV) are much smaller than the energy scales of electron bands ($\sim$ eV). Therefore, the $1 \times 1$ order parameter matrix on the band crossing the Fermi energy (e.g. $\Delta_{22}(k_F)$ in Fig. 3) is only effective for the superconductivity. In terms of the above point, many multi-band superconductors such as MgB$_2$ or iron-pnictides can be described by the single-band superconducting gap because of $M = 1$ in these materials.

B. Eigenvectors

We discuss the eigenvectors in Eq. (39), which describes the ratio of the hybridization of the orbital characters at the Fermi wave number $k_F$. The multi-band effects are described by these eigenvectors. For example, we consider the impurity self-energy with the Born approximation. In our framework, $2M \times 2M$ self-energy becomes

$$\Sigma(k_F, i\omega_n) = n_{\text{imp}}\bar{V}(k_F, k_F) + n_{\text{imp}}\langle \tilde{V}(k_F, k_F')\tilde{g}(k_F', i\omega_n)\tilde{V}(k_F, k_F') \rangle_{k_F'},$$

where we determine

$$\tilde{V}(k_F, k_F') = U_M^{11\dagger}V_0\tilde{\sigma}_zU_M^{11}.$$  

In the case of an effective single band system ($M = 1$), $\tilde{V}(k_F, k_F')$ becomes the $2 \times 2$ matrix and its $(1,1)$-component is expressed as

$$\tilde{V}^{11}(k_F, k_F') = u_1^\dagger(k_F)V_0u_1(k_F'),$$

with

$$\tilde{H}^{N1}(k_F)u_1(k_F) = 0.$$  

In the case of $V_0 \propto 1$, the strength of the multi-band effects can be determined by the orthogonality between the eigenvectors at the different Fermi momenta. We note the case of the $T$-matrix approximation for randomly distributed impurities. The $2N \times 2N$ matrix self-energy is written as

$$\bar{\Sigma}(i\omega_n)\tilde{\sigma}_z = n_{\text{imp}}\bar{T}(i\omega_n),$$

where

$$\bar{T}(i\omega_n) = \bar{V}_0 + \sum_{k'}\bar{V}_0\bar{G}_{k'}(i\omega_n)\bar{T}(i\omega_n).$$

In our framework, the self-energy with $2M \times 2M$ matrix form is obtained as

$$\bar{\Sigma}(k_F, i\omega_n) = n_{\text{imp}}\bar{T}_{k_Fk_F}(i\omega_n),$$

where

$$\bar{T}_{k_Fk_F}(i\omega_n) = \bar{V}(k_F, k_F') + \langle \tilde{V}(k_F, k_F')\tilde{g}(k_F', i\omega_n)\tilde{T}_{k_F'k_F} \rangle_{k_F'}. $$

Thus, the eigenvectors of the normal state Hamiltonian are important to describe the impurity effects.

C. Non-local anisotropic potentials in the projected space

As shown in the previous sections, the multi-band Eilenberger equations [56] have the orbital characters through the matrix $\tilde{U}_M(k_F)$. It should be noted that the matrix $\tilde{U}_M(k_F)$ makes the potential $\tilde{H}^{N0}(R)$ non-local and anisotropic. The non-locality originates from the non-unitary transformation which erases the information. Non-local potentials have been used as pseudo-potentials in the first-principles calculations. In the first-principle calculations, the pseudo-potential method which treats
valence electrons only is commonly used to erase the degrees of inner-shell electrons. In our theory, the non-local potentials are used to erase the fast oscillations characterized by $k_F$. The multi-band effects are understood by the non-locality and anisotropy in the projected space. The effective potential $\hat{V}_{\text{eff}}(\mathbf{k}_F)$ in Eq. (83) is non-local and anisotropic, since the potential depends on the center-of-mass coordinate $\mathbf{R}$ and the relative coordinate $k_F$. The non-locality and anisotropy can be easily understood through the example of the self-energy with the Born equation expressed as Eq. (136). The above self-energy can be regarded as that made from the non-local potential $V(\mathbf{r}, \mathbf{r}')$. We should note that the non-locality and anisotropy are strong in the iron-based superconductors, since $d$-orbitals are strongly entangled at the Fermi level.

### D. Differences between the present and previous quasiclassical multi-band frameworks

We discuss the differences between the present and previous quasiclassical multi-band treatments. Fundamentally, note that our framework is an extension of a previous single-band Eilenberger framework. Thus, we make the derivation similar to the previous single-band one.

Our main point is the low-energy projection which systematically reduces a $N$-band system to a $M$-band system. There are two kinds of the reductions in our paper. The first one is same as that in the previous paper[17], which uses Fermi velocities and Green’s functions at the Fermi level in normal states. The second one is the reduction of the band-degree of freedom, which was not mentioned in Ref. et al. Our equations can treat the off-diagonal elements of a Green’s function between bands. A previous theory treated inter-band effects only through gap-equations not the Eilenberger equations. Note that the results in the previous papers using the quasiclassical theory were obtained only in the problem which the previous framework was available. Our framework extends the applicable region of the quasiclassical theory.

We claim that there was no multi-band Eilenberger equation which can treat inter-band effects correctly in inhomogeneous systems. In the previous framework, for example, it is hard to study the vortex bound states with impurities in complicated multi-band superconductors, such as iron-based superconductors. One usually considers the five-orbital model for the iron-based superconductors whose Fermi surfaces are constructed by only three bands. In this case, the decoupled Eilenberger equations have three band indices. When one introduces a self energy (e.g. the impurity-induced self energy), the off-diagonal elements of the self energy can not be described by the decoupled Eilenberger equations. On the other hand, such a self-energy matrix should be defined by the Dyson equation with Feynman-diagram techniques in five-orbital model. In addition, band-coupled Eilenberger equations except for our framework can be constructed only in the case that the Fermi velocities are the same in the different bands, since the decoupled Eilenberger equations with a band index are characterized by a Fermi velocity on the band.

Finally, we show the example which makes clear difference between our and previous frameworks, qualitatively. The corrections in our framework describe the multi-orbital effects. Multi-band effects in the present framework are necessary to correctly calculate a reduction of the critical temperature caused by impurities. While the self energy with T-matrix approximation induced by the randomly-distributed impurities does not depend on the momentum in the previous decoupled Eilenberger theory, the self-energy in our Eilenberger equation depends on momentum. If the momentum dependence is neglected, the quasiclassical theory can not correctly calculate the reduction of the critical temperature. We show the qualitative difference between the present and previous frameworks in the system on the topological insulator in Sec. VII. The theoretical calculation by directly solving the BdG equations suggested that the proximity-induced superconductivity on the surface of the topological insulator is robust against non-magnetic impurities[49]. The present multi-band framework can correctly describe the robustness. The previous quasiclassical framework, however, can not reproduce this robustness.

### VII. Multi-band Quasiclassical Approximations in Various Kinds of Systems: Examples

In this section, we apply the multi-band quasiclassical theory in the various kinds of systems as examples.

#### A. Noncentrosymmetric Superconductors: CePt$_3$Si

We show that our multi-band quasiclassical theory makes the past debates clear. The noncentrosymmetric superconductor CePt$_3$Si has the Rashba-type spin-orbit interaction due to the lack of the inversion symmetry[16, 49]. The mixed spin-singlet-triplet model has been used to study this material. By assuming that the spatial variations of the $s$-wave pairing component of the pair potential are the same as those of the $p$-wave pairing component, the gap function is expressed as

$$\Delta(k) = [\Psi_0 + d_k \cdot \sigma] i \sigma_y. \quad (144)$$

Here, $\sigma_i$ is the Pauli matrix in spin space. The normal-state Hamiltonian with the Rashba-type spin-orbit coupling is written as

$$\hat{H}(k) = (\lambda_k - \mu) \sigma_0 + g_k \cdot \sigma, \quad (145)$$

where the spin-orbit interaction satisfies the relation $g_{-k} = -g_k$. Here, $\lambda_k$ is the dispersion without the spin-orbit interaction. We determine $g_k$ as[16, 49]

$$g_k^T = g(-\sin \phi \sin \theta, \cos \phi \sin \theta, 0). \quad (146)$$
We assume that the \( \mathbf{d} \)-vector is parallel to \( \mathbf{g}_k^r \) expressed as
\[
d_k^r \equiv \Delta_d (-\sin \phi \cos \theta, \cos \phi \sin \theta, 0).
\]
(147)

In the previous papers \([49]\), from the original Eilenberger equation for noncentrosymmetric superconductivity \([50, 53]\), they have obtained two equations corresponding to these split Fermi surface I and II in the case of the \( s+p \)-wave pairing state. \([51]\], they have obtained two equations corresponding to these split Fermi surface I and II in the case of the \( s+p \)-wave pairing state. \([51]\).

\[
iv_{111} \cdot \nabla g_{111} + [i\omega, \tilde{\gamma}_3 - \tilde{\Delta}_{111}, g_{111}] = 0.
\]
(148)

where \( \Delta_{111} = [\tilde{\gamma}_1 \pm i\tilde{\gamma}_2]\Delta_{111} - (\tilde{\gamma}_1 - i\tilde{\gamma}_2)\Delta_{111}^* ]/2, \Delta_{111} = \psi \pm \Delta_d \sin \theta \) are the order parameters on the Fermi surface I and II, \( (\tilde{\gamma}_1, \tilde{\gamma}_2, \tilde{\gamma}_3) \) are the Pauli matrices in the particle-hole space, and the commutator \([a, b] = \hat{a} \hat{b} - \hat{b} \hat{a}\). There are many successes with the use of the above decoupled equations. We should note that there are some debates about the appropriate region of the above approach \([52]\).

In the real material such as CePt\(_3\)Si, there is the strong spin-orbit coupling \((\sim eV)\). It has not been clear whether this approach is the weak-spin-orbit coupling approach, since the two same-size spherical Fermi surfaces are assumed. The difference of the size of the each Fermi surface depends on the strength of the spin-orbit coupling. On the other hand, the size of the Fermi surfaces is naturally considered in our multi-band theory.

Let us apply the multi-band quasiclassical theory to the noncentrosymmetric superconductors in order to derive the decoupled Eilenberger equations Eq. \(145\) directly from the Hamiltonian \((145)\). The eigenvalues of the \( 2 \times 2 \) matrix in Eq. \(145\) is given by
\[
\epsilon_{\pm}(k) = \lambda_k - \mu \pm |g_k|.
\]
(149)

Although there are two Fermi surfaces, the eigenvalue is not degenerated so that we obtain \( M = 1 \). The eigenvectors associated with \( \epsilon_{\pm}(k) \) are expressed as
\[
u^+ = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -ie^{-i\phi} \end{pmatrix},
\]
(150)
\[
u^- = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -ie^{i\phi} \end{pmatrix}.
\]
(151)

The \( 1 \times 1 \) effective gap function is given as
\[
\Delta_{\pm} = \pm e^{\pm i\phi} (\Psi \pm \Delta_d \sin \theta).
\]
(152)

The above effective gap function is not equivalent to \( \Delta_{111} \) in the previous paper. We should note that a representation of the effective gap function has an arbitrary degree of freedom expressed as
\[
\Delta_{\text{eff}} (\phi, \theta) = A(\phi, \theta) A(\phi + \pi, \theta + \pi)^*,
\]
(153)
as discussed in Sec. \[14\]. Thus, we can use a \( 1 \times 1 \) arbitrary unitary matrix in order to change a representation of the effective gap. With the use of the \( 1 \times 1 \) arbitrary unitary matrix \( A_{\pm}(\phi, \theta) \) defined as
\[
A_{\pm}(\phi, \theta) = \pm e^{\pm i\frac{\pi}{2}},
\]
(154)

the effective gap function can be rewritten as
\[
\Delta_{\pm} = \Psi \pm \Delta_d \sin \theta,
\]
(155)

which is equivalent to that in the previous paper. \([16, 49]\)

Next, we assume the degenerated Fermi surface \((M = N = 2)\), which is appropriate when \( |g_k| \ll 1 \). With the use of the unitary matrix \( A(\phi, \theta) \) defined as
\[
A(\phi, \theta) = \begin{pmatrix} e^{i\frac{\phi}{2}} & 0 \\ 0 & -e^{-i\frac{\phi}{2}} \end{pmatrix},
\]
(156)

the effective gap function can be rewritten as
\[
\Delta_{\text{eff}} (\phi, \theta) = \begin{pmatrix} \Psi + \Delta_d \sin \theta & 0 \\ 0 & \Psi - \Delta_d \sin \theta \end{pmatrix}.
\]
(157)

In terms of the multi-band quasiclassical theory, we clarify that the decoupled equations \((148)\) are valid with the arbitrary strength spin-orbit coupling.

Finally, we consider a specular reflection at a surface perpendicular to \( x-y \) plane. We consider that the quasiclassical picture before and after a scattering have momentum \( k_1 = (\phi_1, \theta), k_2 = (\phi_2, \theta) \), respectively. By assuming the unitary matrix \( A(\phi, \theta) \) in Eq. \((160)\) becomes
\[
\tilde{U}_{k_2} = \frac{1}{\sqrt{2}} \begin{pmatrix} -ie^{-i\phi}/2 & -e^{-i\phi}/2 \\ e^{i\phi}/2 & ie^{i\phi}/2 \end{pmatrix},
\]
(158)

whose effective order parameter is given in Eq. \((157)\). The transfer matrix \( \tilde{V}_{k_1} \equiv \tilde{U}_{k_2} \tilde{U}_{k_1}^* \) is expressed as
\[
\tilde{V}_{k_1} = \begin{pmatrix} \cos \Delta \phi - i \sin \Delta \phi \\ \cos \Delta \phi + i \sin \Delta \phi \end{pmatrix}.
\]
(159)

with \( \Delta \phi \equiv (\phi_1 - \phi_2)/2 \). This transfer matrix suggests that both intra- and inter-band scatterings occur at a specular surface. The surface bound states and spin currents discussed in the previous paper \([53]\) can be explained in terms of this band-active surface.

### B. Three-orbital model: Sr\(_2\)RuO\(_4\)

Let us apply our theory to a multi-band superconductor. In this section, we consider Sr\(_2\)RuO\(_4\) as the three-band superconductor. The many tight-binding models for Sr\(_2\)RuO\(_4\) have been proposed by several authors \([36, 54-57]\). According to Ref. \[36\], the effective tight-binding Hamiltonian is expressed by the three-orbital model characterized by \( d_{yz}^\pm, d_{zx}^\pm \), and \( d_{xy}^\pm \) orbitals (\( N = 3 \)) expressed as
\[
\hat{H}(k) = \begin{pmatrix} e_k^\pm - \mu & e_k^{\text{eff} + i\lambda} & -\lambda \\ e_k^{\text{eff} - i\lambda} & e_k^\pm - \mu & i\lambda \\ -\lambda & -i\lambda & e_k^\pm - \mu \end{pmatrix},
\]
(160)
heavy fermion CeCoIn$_5$ locally noncentrosymmetric systems are realized in the spin-orbit coupling and the Zeeman interaction. The main consists of orbital and the eigenvector associated with vector associated with. This suppression originates from the fact that the eigenvalues scatterings suppress in the most inner Fermi surface. $k_{\parallel}$ with $\lambda$ where $\theta$ with $F$ $t_{039}$, $t_{039}$, $t_{039}$, $t_{039}$, $t_{039}$, and $\mu = 0.122$. Here, we adopt the material parameters in Ref. 36, which can successfully describe the three Fermi surfaces for Sr$_2$RuO$_4$ as shown in Fig. 1. We call each band as band I, band II, and band III in ascending order of the eigenvalues. We consider the non-magnetic impurities to discuss the non-local anisotropic effective potential. We introduce the in-plane anisotropy of the effective potential defined as

$$V(\theta, \theta') \equiv u_{k_F(\theta)}^\dagger u_{k_F(\theta')}^{},$$ (162)

Here, $k_F(\theta)$ denotes the position of the most inner Fermi surface (i.e. band III) in momentum space ($k_F(\theta) = k_F(\theta)(\cos \theta, \sin \theta)$). As shown in Fig. 5, the right-angled scatterings suppress in the most inner Fermi surface. This suppression originates from the fact that the eigenvector associated with $k_F(\theta = 0)$ mainly consists of $d_{xz}$ orbital and the eigenvector associated with $k_F(\theta' = 0)$ mainly consists of $d_{yz}$ orbital.

C. Heavy fermion CeCoIn$_5$/YbCoIn$_5$ superlattice: The perturbative approach

In this section, we consider the system with both the spin-orbit coupling and the Zeeman interaction. The locally noncentrosymmetric systems are realized in the heavy fermion CeCoIn$_5$/YbCoIn$_5$ superlattice. In these systems, the layer-dependent spin-orbit coupling induces the exotic superconducting states. In the $N$-layer spin-singlet $s$-wave superconductor, the multi-band Eilenberger equations with $4N \times 4N$ matrix quasiclassical Green’s function are written as

$$i\nu_F \cdot \nabla \bar{g} + \left[ z \hat{\tau}_z - \hat{\Delta} - \hat{K}(k_F), \bar{g} \right]_+ = 0,$$ (163)

with

$$\hat{K}(k_F) \equiv \left( \begin{array}{cc} t_{\parallel} \hat{H}_{\text{inter}} + \mu_B \hbar \hat{H}_Z & \tau_0 \\ \hat{H}_{SO}(k_F) & 0 \end{array} \right),$$ (164)

$$\hat{\tau}_z = \left( \begin{array}{cc} \sigma_0 \otimes I_{N \times N} & 0 \\ 0 & -\sigma_0 \otimes I_{N \times N} \end{array} \right),$$ (165)

$$\hat{\Delta} = \left( \begin{array}{cc} 0 & \hat{\Delta} \\ -\hat{\Delta}^\dagger & 0 \end{array} \right),$$ (166)

$$\hat{H}_{\text{inter}} = \sigma_0 \otimes T_{\perp},$$ (167)

$$\hat{H}_Z = -\sigma_z \otimes I_{N \times N},$$ (168)

$$\hat{H}_{SO}(k_F) = g(k_F) \cdot \sigma \otimes S_d.$$ (169)

Here, $\sigma_z$ is the $2 \times 2$ Pauli matrix, $I_{N \times N}$ is the unit matrix, $T_{\perp}$ is the hopping matrix between layers, and $S_d = \text{diag}(\alpha_1, \cdots, \alpha_N)$ denotes the layer-dependent spin-orbit interaction. In the above equations, the hopping, the Zeeman, and the spin-orbit coupling terms are regarded as the perturbations with $2N$-degenerated Fermi surfaces. With the use of this perturbation theory, one can treat the inhomogeneous system with vortices.

D. Topological superconductors with the strong spin-orbit coupling: Cu$_x$Bi$_2$Se$_3$

We discuss the boundary condition in the three-dimensional topological superconductor with the strong
spin-orbit coupling in this section. Cu$_2$Bi$_2$Se$_3$ is the one of the candidates of the topological superconductors where the topologically protected Majorana bound states form at the boundary. We have proposed the quasiclassical framework on topological superconductors with strong spin-orbit coupling[44]. In the previous paper[44], we have obtained the linearized BdG equations called Andreev equations by decomposing the slow varying component from the total quasi-particle wave function. Applying this quasiclassical treatment, the original massive Dirac BdG Hamiltonian derived from the tight-binding model represented by 8 x 8 matrix is reduced to 4 x 4 one. The resultant Andreev equations become equivalent to those of spin-singlet or triplet superconductors without the spin-orbit coupling. In this section, we show that the same result is obtained by the Green’s function techniques.

The normal-states effective Hamiltonian for Cu$_2$Bi$_2$Se$_3$ is expressed as

\[
\hat{H}(k) = \begin{pmatrix} (M(k) - \mu)\sigma_0 & k \cdot \sigma \\ -M(k) - \mu \sigma_0 & \end{pmatrix}.
\]

Here \(\sigma_i\) denotes the Pauli matrices in the spin space. In the quasiclassical theory, \(\hat{H}(k)\) is regarded as \(\hat{H}^{\text{SM}}(k)\) in Eq. (35). The eigenvalues of the 4 \times 4 matrix are degenerated expressed as

\[\varepsilon_i(k) = \pm E_0(k) - \mu,\]

where \(E_0(k) \equiv \sqrt{M(k)^2 + |k|^2}\). In the case of \(\mu > 0\), the eigenvectors \(u^1_k\) and \(u^2_k\) \((M = 2)\), and eigenvalue \(\xi_k\) in Eq. (39) are given as

\[
\xi_k = E_0(k) - \mu
\]

\[
u_k = c \begin{pmatrix} \chi_i \\ \chi_i \end{pmatrix},
\]

where \(\chi_1^T \equiv (1, 0), \chi_2^T \equiv (0, 1), c \equiv \sqrt{(E_0 + M(k))/2E_0}\). We consider the 4 \times 4 odd-parity fully-gapped gap function (so-called \(A_{1u}\) state) defined as

\[
\hat{\Delta} \equiv \Delta_0 \begin{pmatrix} 0 & i\sigma_y \\ i\sigma_y & 0 \end{pmatrix}.
\]

By substituting this gap function into Eq. (18), we obtain the 2 \times 2 effective gap function written as

\[
\Delta_{\text{eff}}(k) = \frac{\Delta_0}{E_0(k)}k \cdot \sigma(i\sigma_y).
\]

This gap function is completely equivalent to that in the previous paper[44] in terms of the Dirac BdG Hamiltonian.

Let us consider the boundary condition with a specular surface at \(z = 0\). We adopt the boundary condition that all components of the wave-function becomes zero at \(z = 0\), which is different from that discussed in Ref. [31]. We consider \(M(k) = M_0(k_\parallel) + M_k k^2\). By using Eq. (19), we find that the wave numbers become

\[
(k_{z\pm})^2 = \frac{-1}{2M_0^2} [1 + 2M_0 M_1 \mp \xi_{k_\parallel}],
\]

with \(\xi_{k_\parallel} = \sqrt{(1 + 2M_0 M_1)^2 + 4M_0 (\mu^2 - M_0^2 - |k|^2)}\). When the condition \(\mu \geq \sqrt{M_0^2 - |k|^2}\) is satisfied, there are two real wave numbers and two imaginary wave number, expressed as

\[
k_{z-=} = k_-, \quad k_{z-} = -k_-, \quad k_{z+=} = i\eta_+, \quad k_{z+} = -i\eta_+.
\]

with \(k_\parallel \equiv \sqrt{[1 + 2M_0 M_1 - \xi_{k_\parallel}] / (2M_0^2)}\) and \(\eta_+ \equiv \sqrt{[1 + 2M_0 M_1 + \xi_{k_\parallel}] / (2M_0^2)}\). By assuming that the material is filled in the region \(z > 0\), the coefficient of the wavefunction with \(k^2\) is zero. Thus, we obtain \(K = 3\). The boundary condition (50) is expressed as

\[
\left( \begin{array}{c} u^1_{(k_1, k_-)} \\ u^1_{(k_1, k_-)} \\ u^1_{(k_1, i\eta_+)} \\ u^2_{(k_1, k_-)} \\ u^2_{(k_1, i\eta_+)} \end{array} \right) c^1 \quad + \quad \left( \begin{array}{c} u^1_{(k_1, k_-)} \\ u^1_{(k_1, k_-)} \\ u^2_{(k_1, k_-)} \\ u^2_{(k_1, i\eta_+)} \end{array} \right) c^2 = 0.
\]

When we consider \(k_\parallel = 0\), the coefficients are given as

\[
c^1 = c^2 = \left( \begin{array}{c} 1 \quad \frac{1}{2} \left( 1 + \frac{\mu + M(k_-)}{\mu + M(M) \eta_+} \right) \\
-1 \quad \frac{1}{2} \left( 1 - \frac{\mu + M(k_-)}{\mu + M(M) \eta_+} \right) \end{array} \right).
\]

Thus, the boundary condition for the quasiclassical wave function is obtained as

\[
\begin{align*}
f^{-k-}(z = 0) &= c_1 f^{k-}(z = 0), \\
g^{-k-}(z = 0) &= c_1 g^{k-}(z = 0),
\end{align*}
\]

where

\[
c_1 = \frac{k_- (\mu + M(M)) - i\eta_+ (\mu + M(k_-))}{k_- (\mu + M(M)) + i\eta_+ (\mu + M(k_-))}.
\]

In the non-relativistic limit \(|k_-| \ll M(k_-)|\), the boundary condition becomes

\[
\begin{align*}
f^{k-}(z = 0) &= -f^{k-}(z = 0), \\
g^{k-}(z = 0) &= -g^{k-}(z = 0),
\end{align*}
\]

which is equivalent to that in a single band quasiclassical framework. This result is consistent with the fact that this superconductor becomes a p-wave superconductor in the non-relativistic limit[32].
E. Robust $p$-wave superconductivity on a surface of topological insulator

In this section, we discuss the impurity effect in the $s$-wave gap superconductivity on a surface of topological insulator. Let us show that the proximity-induced superconductivity on a surface of topological insulator is robust against nonmagnetic impurities. We consider that an $s$-wave superconductor is deposited on the surface of the topological insulator. The effective two-dimensional Hamiltonian on the surface is described as

$$
\hat{H}(k) = \begin{pmatrix} h_0(k) & \Delta \sigma y \\ \Delta^* (-i \sigma y) & -h_0^*(-k) \end{pmatrix},
$$

(188)

with

$$
h_0(k) \equiv v k \cdot \sigma - \mu \sigma_0. \quad (189)
$$

The eigenvalues of the $2 \times 2$ normal state Hamiltonian $h_0(k)$ are given by

$$
\epsilon_{\pm}(k) = -\mu \pm v |k|, \quad (190)
$$

The eigenvectors associated with $\epsilon_{\pm}(k)$ are expressed as

$$
u^\pm_k = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-i \phi} \\ \mp 1 \end{pmatrix}, \quad (191)
$$

$$
u^-_k = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i \phi} \\ 1 \end{pmatrix}, \quad (192)
$$

where $k = (k_x, k_y) = k (\cos \phi, \sin \phi)$. In the case of $\mu > 0$, the $1 \times 1$ effective gap is given as

$$
\Delta_{\text{eff}}(k) = \Delta e^{i \phi}. \quad (193)
$$

Thus, the effective $p$-wave superconductivity appears on a surface of the topological insulator.

Let us consider a nonmagnetic impurity effect in this proximity-induced superconductor. The nonperturbative quasiclassical Green function in a homogeneous system is given as

$$
g(k_F, i \omega_n) = \frac{-\pi}{\sqrt{\omega_n^2 + \Delta^2}} \begin{pmatrix} i \omega_n & \Delta e^{i \phi} \\ -\Delta^* e^{-i \phi} & -i \omega_n \end{pmatrix}. \quad (194)
$$

The effective potential $\tilde{V}(k_F, k'_F)$ in Eq. (133) is expressed as

$$
\tilde{V}(k_F, k'_F) = V \begin{pmatrix} e^{i \delta \phi / 2} \cos \left( \frac{\delta \phi}{2} \right) & 0 \\ 0 & e^{-i \delta \phi / 2} \cos \left( \frac{\delta \phi}{2} \right) \end{pmatrix}, \quad (195)
$$

with $\delta \phi \equiv \phi - \phi'$. Here, $V$ is the amplitude of the potentials. The second order of the impurity self-energy in Eq. (136) becomes

$$
\Sigma(k_F, i \omega_n)^{(2)} \sigma_z = n_{\text{imp}} V^2 g(k_F, i \omega_n) \int_{0}^{2 \pi} d \delta \phi' \cos \left( \frac{\delta \phi'}{2} \right) \left( \frac{\delta \phi'}{2} \right), \quad (196)
$$

Since this self-energy satisfies $\left[ \Sigma(k_F, i \omega_n)^{(2)} \sigma_z, \tilde{g}(k_F, i \omega_n) \right]_-=0$, the quasiclassical Eilenberger equations with the self-energy are completely equivalent to those without the self-energy. Therefore, this proximity-induced superconductivity on the surface of a topological insulator is robust against nonmagnetic impurities.

Finally, we point out that the previous decoupled quasiclassical framework can not reproduce the robustness against nonmagnetic impurities proposed in Ref. [162]. With the use of the band basis, the effective gap is given in Eq. (193) at the Fermi energy. Since this effective gap means $p$-wave superconductivity, the superconductivity should be fragile against nonmagnetic impurities in the previous decoupled quasiclassical framework.

F. Surface quasiclassical theory: the partial quasiclassical approximation for topological insulators

Let us discuss the “partial” quasiclassical approximation with considering the topological insulators. The superconductivity in surface states on topological insulators has been attracted much attention because of the stage of the Majorana Fermion and a quantum computing. With the use of proximity effects from the superconductor on the topological insulator, the two-dimensional massless Dirac quasiparticles due to the surface bound states on the topological insulator form the superconducting Cooper pairs. Therefore, it is important to construct the two-dimensional effective Eilenberger equations originating from the normal-state surface bound states.

Let us consider the surface at $z = 0$. By introducing the coordinate $r = (x, y, z) \equiv (r_\perp, z)$, we can define the partial Wigner representation expressed as

$$
\tilde{A}_{z_{1z_{2z}}}(R_\perp, k_\perp) \equiv \int d\tilde{r}_\perp e^{-i k_\perp \cdot \tilde{r}_\perp} \tilde{A}_{z_{1z_{2z}}} \left( R_\perp + \frac{\tilde{r}_\perp}{2}, R_\perp - \frac{\tilde{r}_\perp}{2} \right). \quad (197)
$$

Here, $R_\perp = (r_{1\perp} + r_{2\perp})/2$ and $\tilde{r}_\perp = r_{1\perp} - r_{2\perp}$ are the center-of-mass coordinate and the relative coordinate on the two-dimensional plane parallel to the surface, respectively. The projection operator is determined as

$$
\tilde{P}_{k_{1\perp z_{1z_{2z}}}} \equiv U_{k_{1\perp}}^M(z_1) U_{k_{\perp}}^M(z_2), \quad (198)
$$

with the matrix $U_{k_{1\perp}}^M(z) = \begin{pmatrix} \tilde{U}_{k_{\perp}}^M(z) & 0 \\ 0 & \tilde{U}_{k_{\perp}}^M(z) \end{pmatrix}$, (199)

where

$$
U_{k_{1\perp}}^M(z) \equiv \begin{pmatrix} \tilde{U}_{k_{1\perp}}^M(z) & 0 \\ 0 & \tilde{U}_{k_{1\perp}}^M(z) \end{pmatrix}, \quad (199)
$$

with the matrix $U_{k_{1\perp}}^M(z) = (u_{k_{1\perp}}^1(z), \cdots, u_{k_{1\perp}}^M(z))$. Here, the vector $u_{k_{1\perp}}^i(z)$ is the eigenvector expressed as

$$
\hat{H}_{N1}(k_{1\perp}, z) u_{k_{1\perp}}^i(z) = \xi_{k_{1\perp}} u_{k_{1\perp}}^i(z). \quad (200)
$$
We note that the Hamiltonian \( \hat{H}^{N1}(k, z) \) includes information about a presence of a surface. The projected effective gap function is given by
\[
\Delta(R_{\perp}, k_{\perp}) \equiv \int dz_{1}dz_{2}U_{k_{\perp}}^{M}(z_{1})\Delta_{z_{1}z_{2}}(R_{\perp}, k_{\perp})U_{-k_{\perp}}^{M}(z_{2}),
\]
(201)
since the projection includes the \( z \)-integration written as
\[
\Delta_{z_{1}z_{2}} = \int dz_{3}\hat{P}_{z_{1}z_{3}}\hat{A}_{z_{3}z_{2}}.
\]
(202)
Let us consider the three dimensional topological superconductor as an example. The eigenvector in Eq. (170) with the boundary condition \( u_{k_{\perp}}(z = 0) = 0 \) is expressed as
\[
u_{k_{\perp}}(z) = \frac{e^{i\mu_{1}z}}{\sqrt{A}}\sinh(Kz)\begin{pmatrix} \frac{e^{-i\phi}}{i} \\ ie^{-i\phi} \\ 1 \end{pmatrix},
\]
(203)
where \( \xi_{k_{\perp}} = \sqrt{k_{x}^{2} + k_{y}^{2}} - \mu, \ k_{\perp} = (k_{x}, k_{y}) = \sqrt{k_{x}^{2} + k_{y}^{2}}(\cos \phi, \sin \phi), \ M(k) = M_{0}(k_{\perp}) + M_{1}k_{z}^{2}, \ K = (\sqrt{1 + 4M_{0}M_{1}})/(2M_{1}), \) and \( A = \int_{0}^{z}dz\exp(z/M_{1})\sinh(Kz)^{2} \). Here, we assume \( \mu > 0 \) and obtain the above solution with the use of the perturbation with respect to \( k_{\perp} \). By substituting the eigenvector in Eq. (203) and the odd-parity fully-gapped gap function in Eq. (174) into Eq. (201), we obtain
\[
\Delta(R_{\perp}, k_{\perp}) = 0.
\]
(204)
Therefore, the proximity-induced odd-parity fully-gapped gap function does not open the spectral gap as shown in Ref. [33].

With the use of the above method, we directly show that the proximity-induced \( s \)-wave superconductivity on the topological insulator can be regarded as a chiral \( p \)-wave superconductivity, as shown in Sec. VII C. By substituting the eigenvector in Eq. (203) and the even-parity fully-gapped spin-singlet intra-orbital gap function expressed as
\[
\hat{\Delta} \equiv \Delta_{0}\begin{pmatrix} i\sigma_{y} & 0 \\ 0 & i\sigma_{y} \end{pmatrix},
\]
(205)
into Eq. (201), we obtain
\[
\Delta(R_{\perp}, k_{\perp}) = \Delta_{\perp}e^{i\phi},
\]
(206)
which is equivalent to the chiral \( p \)-wave superconductivity in Eq. (193).

G. Others

Finally, we discuss the advantage of the multi-band quasiclassical theory. The computational cost drastically decreases with the use of our theory in multi-band systems. Thus, we can treat the inhomogeneous systems such as those with vortices and surfaces easily, in order to discuss the magnetic field dependence of the multi-band superconductors. Since we do not use any assumptions about the electronic structures in normal states, the superconducting system with the arbitrary tight-binding Hamiltonian derived by the first-principle calculation can be mapped onto the effective low-energy system. In the theoretical point of view, one might develop the general theory for impurity effects in multi-band superconductors, since the multi band effects are explicitly included as the non-local and anisotropic potentials. It should be noted that one can understand what is neglected in the quasiclassical theory in multi-band superconductors. One might know the difference between the single-band and multi-band superconductors through the study with our multi-band Eilenberger theory.

VIII. SUMMARY

In summary, we proposed the unified quasiclassical multi-band Eilenberger equations in order to map the multi-band systems onto the effective systems in the reduced space. We derived both the Andreev and Eilenberger equations with an arbitrary boundary condition. We showed that the resultant multi-band Eilenberger equations are similar to the single-band ones, except for some corrections to describe multi-band effects. The orbital characters on the Fermi surfaces in normal states are included in our theory. Our theory could describe the past studies with the use of the quasiclassical Eilenberger theory. Since we do not use any assumptions about the electronic structures in normal states, the superconducting system with the arbitrary tight-binding Hamiltonian derived by the first-principle calculation can be mapped onto the effective low-energy system. The potentials, the order-parameters, and self-energies in multi-band systems were mapped onto the non-local ones in the reduced space as shown in Eqs. (57)–(60). We showed that the self-energy with the \( T \)-matrix approximation of the non-magnetic impurities becomes non-local and anisotropic. We pointed out that this non-locality is similar to the pseudo potential in the first-principles calculations. The multi-band effects can be understood by the non-locality and the anisotropy in the mapped systems.
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Appendix A: Derivation of the Andreev equations

We derive the multi-band Andreev-type equations as follows. We substitute Eq. (35) into the BdG equations

The diagonal blocks in the BdG equations become

\[ \hat{H}^N(r_1, -i \nabla_1) \left[ e^{i \mathbf{k}_F \cdot \mathbf{r}_1} f_k^{\mathbf{k}_F} (r_1) u_1^N(\mathbf{k}_F) \right] \approx e^{i \mathbf{k}_F \cdot \mathbf{r}_1} \left[ \hat{H}^{NO}(r_1) f_k^{\mathbf{k}_F} (r_1) - i \frac{\partial \hat{H}^{N1}(\mathbf{k})}{\partial \mathbf{k}} \right]_{k=\mathbf{k}_F} \cdot \nabla f_k^{\mathbf{k}_F} (r_1) u_1^N(\mathbf{k}_F). \]  

(A1)

The off-diagonal blocks are converted as

\[ \int d\mathbf{r}_2 \Delta(r_1, r_2) \left[ e^{i \mathbf{k}_F \cdot \mathbf{r}_2} g_{l}^{\mathbf{k}_F} (r_2) u_1^N(\mathbf{k}_F) \right] \approx e^{i \mathbf{k}_F \cdot \mathbf{r}_1} \Delta(r_1, \mathbf{k}_F) g_{l}^{\mathbf{k}_F} (r_1) u_1^N(\mathbf{k}_F), \]  

(A2)

where \( \Delta(r_1, \mathbf{k}_F) \) is the order parameter matrix in the Wigner representation.

Appendix B: Expansion of the \( \star \)-products

We expand the \( \star \)-products for \( \Delta(R, k) \) and \( \tilde{\Sigma}(R, k) \) written as

\[ \left[ \Delta(R, k) + \tilde{\Sigma}(R, k) \right] \star \hat{G}(R, k, i \omega_n) \sim \left[ \Delta(R, k) + \tilde{\Sigma}(R, k) \right] \hat{G}(R, k, i \omega_n). \]  

(B1)

In the quasiclassical theory of superconductivity, the \( \star \)-products for \( \hat{H}^{NO}(\mathbf{R}) \) and \( \hat{H}^{N1}(\mathbf{k}) \) are expanded in the 1st order written as

\[ \hat{H}^{NO}(\mathbf{R}) \star \hat{G}(\mathbf{R}, k, i \omega_n) \sim \hat{H}^{NO}(\mathbf{R}) \hat{G}(\mathbf{R}, k, i \omega_n) \]  

A1. 

\[ + \frac{i}{2} \nabla_R \hat{H}^{NO}(\mathbf{R}) \cdot \nabla_k \hat{G}(\mathbf{R}, k, i \omega_n), \]  

A2.

\[ \hat{H}^{N1}(\mathbf{k}) \star \hat{G}(\mathbf{R}, k, i \omega_n) \sim \hat{H}^{N1}(\mathbf{k}) \hat{G}(\mathbf{R}, k, i \omega_n) \]  

B1.

\[ - \frac{i}{2} \nabla_k \hat{H}^{N1}(\mathbf{k}) \cdot \nabla_R \hat{G}(\mathbf{R}, k, i \omega_n). \]  

(B2)

Appendix C: Derivation of the multi-band quasiclassical Eilenberger equations

We derive the multi-band quasiclassical Eilenberger equations.

By multiplying the the both sides in Eq. (74) by the matrices \( U_{k}^{M \dagger} \) and \( U_{k}^{M} \), we obtain

\[ (i \omega_n - \tilde{V}_0(R, k) - \xi_k \sigma_z - \Delta(R, k) - \Sigma(R, k, i \omega_n)) \hat{G}(R, k, i \omega_n) \]  

(C1)

The right-hand Gor'kov equation in the projected space are written as

\[ \hat{G}(R, k, i \omega_n) (i \omega_n - \tilde{V}_0(R, k) - \xi_k \sigma_z - \Delta(R, k) - \tilde{\Sigma}(R, k, i \omega_n)) + \frac{i}{2} U_{k}^{M \dagger} \left[ \nabla_k \hat{G}(R, k, i \omega_n) \right] U_{k}^{M} \cdot \nabla_R \tilde{V}_0(R, k) - \frac{i}{2} U_{k}^{M \dagger} \left[ \nabla_k \hat{H}^{N1}(k) \right] U_{k}^{M} = \mathbf{1}. \]  

(C2)
By subtracting the right-hand Gor’kov equation, the equation (C1) become
\[
[iω_n\vec{σ}_z - \tilde{V}_0(R, k)\vec{σ}_z - \tilde{Δ}(R, k)\vec{σ}_z - \tilde{Σ}(R, k)\vec{σ}_z, \vec{σ}_z \tilde{G}(R, k; iω_n)]_
\]
\[
- \frac{i}{2} \left[ \nabla_R \tilde{V}_0(R, k)\vec{σ}_z, \vec{σ}_z U^M_k \left[ \nabla_k \tilde{G}(R, k, iω_n) \right] U^M_k \right]_+ + \frac{i}{2} \left[ \nabla_k \tilde{H}^{N1}(k) \right] U^M_k \vec{σ}_z, \vec{σ}_z \nabla_R \tilde{G}(R, k; iω_n) \right]_+ = 0,
\]
(C3)

where $[A, B]_± ≡ AB ± BA$

In the quasiclassical theory, the information on the Fermi surface is most important. By assuming that $\tilde{V}_0(R, k), \tilde{Δ}(R, k), \tilde{Σ}(R, k),$ and $U^M_k$ are slowly varying functions around the Fermi momentum $k_F$, we obtain
\[
[iω_n\vec{σ}_z - \tilde{V}_0(R, k_F)\vec{σ}_z - \tilde{Δ}(R, k_F)\vec{σ}_z - \tilde{Σ}(R, k_F)\vec{σ}_z, \vec{σ}_z \tilde{G}(R, k; iω_n)]_
\]
\[
- \frac{i}{2} \left[ \nabla_R \tilde{V}_0(R, k_F)\vec{σ}_z, \vec{σ}_z U^M_k \left[ \nabla_k \tilde{G}(R, k, iω_n) \right] U^M_k \right]_+ + i\nu(k_F) \cdot \nabla_R \tilde{G}(R, k; iω_n) = 0.
\]
(C4)

The $ξ_k$-integration erases the term with $\nabla_k$ in Eq. (C4), which is same procedure in the single-band model. Thus, the resultant $2M × 2M$ quasiclassical multi-band Eilenberger equation is

**Appendix D: Normalization condition**

We consider the normalization condition for $\tilde{g}$. When $\tilde{g}$ satisfies Eq. $\tilde{g}$, $\tilde{g}′ ≡ α\tilde{1} + β\tilde{g}$ and $\tilde{g}^{′′}$ are also the solutions of Eq. $\tilde{g}$ as shown in Ref. $\tilde{g}^{′′}$. Thus, the solution of the equation has the form
\[
\tilde{g}^{′′} = α\tilde{1} + β\tilde{g}.
\]
(D1)

The coefficients $α$ and $β$ are determined in a homogeneous case. The $2N × 2N$ matrix Green’s function in a homogeneous system is written as $\tilde{G}(k, iω_n) = \tilde{U}(k) \left( \tilde{\tilde{A}}(k, iω_n) \tilde{\tilde{B}}(k, iω_n) \right) \tilde{U}(k)^\dagger, \quad (D2)

where
\[
\left[ \tilde{\tilde{A}}(k, iω_n) \right]_{αβ} = \delta_{αβ} \frac{iω_n ± ξ_k}{|Δ_α|^2 + (iω_n)^2 ± ε_α^2},
\]
\[
\left[ \tilde{\tilde{B}}(k, iω_n) \right]_{αβ} = \delta_{αβ} \frac{Δ_α}{-|Δ_α|^2 + (iω_n)^2 ± ε_α^2}.
\]
(D3)

Here, the $2N × 2N$ matrix $\tilde{U}(k)$ is the unitary matrix which diagonalizes $H^{N0}(k)$. Assuming that intraband pairing are dominant, we neglect the off-diagonal (interband) elements of the order-parameter matrix.

The $2M × 2M$ Green’s function in the projected space $\tilde{G}(k, iω_n)$ is written as
\[
\tilde{G}(k, iω_n) = \left( \begin{array}{cc} \tilde{A}^M(k, iω_n) & \tilde{B}^M(k, iω_n) \\ \tilde{B}^M(k, iω_n) & \tilde{A}^M(k, iω_n) \end{array} \right),
\]
(D5)

where
\[
\left[ \tilde{\tilde{A}}^M(k, iω_n) \right]_{αβ} = \delta_{αβ} \frac{iω_n ± ξ_k}{|Δ_α|^2 + (iω_n)^2 ± ε_α^2},
\]
\[
\left[ \tilde{\tilde{B}}^M(k, iω_n) \right]_{αβ} = \delta_{αβ} \frac{Δ_α}{|Δ_α|^2 + (iω_n)^2 ± ε_α^2}.
\]
(D6)

By substituting the above Green’s function into Eq. $\tilde{g}$, we obtain the multi-band quasiclassical Green’s function in a homogeneous system expressed as
\[
\tilde{g}(k_F, iω_n) = \left( \begin{array}{cc} \tilde{\tilde{a}}^M(k_F, iω_n) & \tilde{\tilde{b}}^M(k_F, iω_n) \\ \tilde{\tilde{b}}^M(k_F, iω_n) & -\tilde{\tilde{a}}^M(k_F, iω_n) \end{array} \right),
\]
(D8)

where
\[
\left[ \tilde{\tilde{a}}^M(k_F, iω_n) \right]_{αβ} = -\delta_{αβ} \frac{iω_n ± ξ_k}{|Δ_α|^2 + (iω_n)^2 ± ε_α^2},
\]
\[
\left[ \tilde{\tilde{b}}^M(k_F, iω_n) \right]_{αβ} = -\delta_{αβ} \frac{Δ_α}{|Δ_α|^2 + (iω_n)^2 ± ε_α^2}.
\]
(D9)

Therefore, the normalization condition becomes Eq. $\tilde{g}$ even in an inhomogeneous system.
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