A data-driven approach for assessing ice-sheet mass balance in space and time
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ABSTRACT. Combinations of various numerical models and datasets with diverse observation characteristics have been used to assess the mass evolution of ice sheets. As a consequence, a wide range of estimates have been produced using markedly different methodologies, data, approximation methods and model assumptions. Current attempts to reconcile these estimates using simple combination methods are unsatisfactory, as common sources of errors across different methodologies may not be accurately quantified (e.g. systematic biases in models). Here we provide a general approach which deals with this issue by considering all data sources simultaneously, and, crucially, by reducing the dependence on numerical models. The methodology is based on exploiting the different space–time characteristics of the relevant ice-sheet processes, and using statistical smoothing methods to establish the causes of the observed change. In omitting direct dependence on numerical models, the methodology provides a novel means for assessing glacio-isostatic adjustment and climate models alike, using remote-sensing datasets. This is particularly advantageous in Antarctica, where in situ measurements are difficult to obtain. We illustrate the methodology by using it to infer Antarctica's mass trend from 2003 to 2009 and produce surface mass-balance anomaly estimates to validate the RACMO2.1 regional climate model.
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INTRODUCTION
The past decade has witnessed some of the most detailed studies ever carried out on the mass trends of the terrestrial cryosphere. This is partly due to an increased awareness of ice-sheet processes that can respond rapidly to external forcing, but primarily due to the growth in observational datasets that can (partially) address this problem. There are three main approaches to determining the time-evolving mass balance of an ice sheet, each with its own merits and limitations.

1. The first is the geodetic approach, exemplified by satellite radar and laser altimetry. The measured elevation rate transposes into a mass rate via a mean density field, which is generally inferred from numerical models and/or assumptions about the process responsible for the height change. The elevation changes are normally corrected for variations in firn compaction rate using a firn compaction model (Arthern and Wingham, 1998; Zwally and others, 2005), which requires input fields such as accumulation rates and surface temperature.

2. The second approach is variously termed the mass-budget, flux-divergence or input/output method. Here, mass balance is determined at the drainage basin scale by differencing the influx – the surface mass balance (SMB) for the basin estimated using a regional climate model – and the outflux, determined at the grounding line from observations of velocity and estimates of ice thickness (Rignot and others, 2008; Mouginot and others, 2014), which requires input fields such as accumulation rates and surface temperature.

3. The third approach is to weigh changes in the ice sheet using gravity anomalies derived from the Gravity Recovery and Climate Experiment (GRACE) satellites. Mass change due to glacio-isostatic adjustment (GIA), which is a dominant signal in Antarctica (Sasgen and others, 2007; Riva and others, 2009), is subtracted from the recorded gravity anomalies to obtain a mass-balance estimate.

These three methods suffer from both common and different limitations. Altimetry (method 1) has poor coverage at the poles and the Antarctic Peninsula, the mass-budget method (method 2) cannot estimate outflux for grounding lines where ice thickness is unknown (Rignot and others, 2013) and GRACE (method 3) has an effective resolution of ∼300 km. Moreover, and more importantly, results from all the above methods are influenced by errors that are primarily dominated by uncertainties in models which provide estimates for SMB (methods 1 and 2), firn densification (method 1) and GIA (method 3). It is difficult to accurately characterize the uncertainties from these deterministic models, some of which may contain systematic biases which would go unnoticed in each of these approaches (Horwath and Dietrich, 2009; Van Wessem and others, 2014). For example, a recently updated version (V2.3) of the Regional Atmospheric Climate Model (RACMO; Lenaerts and others, 2012), that has been used in most of the mass-budget (method 2) studies, has a mean SMB that is 111 Gt a⁻¹ higher than its predecessor, with most of the difference (101 Gt a⁻¹) occurring in East Antarctica. Such a systematic bias feeds directly into estimates of mass trends.
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but is extremely difficult to characterize in terms of uncertainties, which thus appear to be significantly underestimated (Shepherd and others, 2012). Consequently, results from many of these techniques differ considerably from each other (Hanna and others, 2013).

As explained above, due to extensive model use and simplifying assumptions, meta-analysis, such as a non-weighted arithmetic average of different results (e.g. Shepherd and others, 2012), will likely result in a systematic bias and an inaccurate assessment of uncertainty. The latter is true particularly for methods which make use of the same, or similar, geophysical models and yet are assumed to provide independent error estimates. For example, the GIA models IJ05_R2 (Lins and others, 2013) and W12a (Whitehouse and others, 2012) may not be considered independent since they use the same geochronological constraint and GPS data. Alternative approaches which reduce the dependence on numerical models have been developed (Riva and others, 2009; Gunter and others, 2014), which, following a philosophy similar to that here, attempt to exploit the benefits of some observations to counter the limitations of others (especially in coverage). However, in order to simplify the problem, these methods tend to assume that mass losses due to SMB anomalies or changes in ice dynamics are mutually exclusive, which is clearly an unphysical constraint. Further, firm densification is either ignored or catered for using a firm densification model. The latter generally requires, as a minimum, time-evolving accumulation rates and surface temperature. These are relatively well constrained for the recent past (since ~1979), but prior to that are poorly known, whereas the process takes place over a vertical column that extends back in time over centuries, rather than decades. Changes in climate that affect firm densification prior to 1979 are, therefore, largely unknown and unaccounted for.

Here we present a new approach to mass-balance estimation which, to date, relies the least on geophysical model output. The method hinges on using geophysical understanding incorporated in the model outputs, and auxiliary datasets, to inform prior judgment on the processes of interest: in this case as applied to the Antarctic ice sheet (AIS). For example, we can take advantage of the fact that GIA is a low-power, long-wavelength, temporally invariant signal, and that changes in ice dynamics are temporally low-frequency compared to SMB anomalies, to obtain a decomposition of the observed signal (Zammit-Mangion and others, 2014). The classic concept of signal filtering is a starting point for the approach, but recent advances in statistical and computational methods allow us to incorporate uncertainty on the filtered quantities using probabilistic smoothing. The power of the approach lies in its ability to eliminate the need for numerical models to solve for unobserved/unresolved processes, while rigorously handling confounded errors where changes due to, say, ice dynamics and SMB anomalies may be present simultaneously. An added benefit is that since the results provided do not directly employ numerical model output, they can be used to validate the models. An example of this is shown in the Results section.

THEORETICAL RATIONALE

When assessing the mass balance of the AIS, we are faced with the task of determining to what extent each process is causing the observed change. Determining the combination of underlying signals is akin to the classic problem in signal processing of source separation: the process of disentangling a mixed signal into its constituent components (Comon and Jutten, 2010). For illustration, consider the simple case of two components, \( x_1 \) and \( x_2 \), and one set of noisy measurements, \( y \), on the sum of \( x_1 \) and \( x_2 \), represented as

\[
y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} e_1 \\ e_2 \end{bmatrix}.
\]

(1)

where \( I \) is the identity matrix and \( e \) is the observation error. Since we have more components than observations, this problem is said to be under-determined, i.e. if this were a deterministic problem with zero error, \( e \), there would be no unique solution for \( \{x_1, x_2\} \). In statistical terms, if we treat \( x_1 \) and \( x_2 \) as random quantities, this system is said to exhibit prior sensitivity: the judgments placed on \( x_1 \) play a crucial role in the estimate of \( x_2 \), and vice versa. The application of prior, or initial, information leads to the consideration of a bias/variance trade-off – the more informative the prior on, say, \( x_2 \), the greater the risk that inferences on \( x_1 \) are biased.

The challenge, therefore, is to express prior beliefs on \( x_1 \) and \( x_2 \) which are somewhat informative (to aid source separation) but not too restrictive. One such belief, which we will take considerable advantage of in this work, is that of smoothness, or characteristic wavelength (in time or space) of \( x_1 \) and \( x_2 \). Formally, suppose that \( x_1, x_2 \) and \( e \) are Gaussian (i.e. are fully defined by some expectation and variance). Further, assume, for simplicity, that all the initial expectations are zero, and \( x_1, x_2 \) and \( e \) are mutually independent. Smoothness constraints can be imposed on \( x_1 \) and \( x_2 \) by appropriately configuring the covariance matrices, \( \text{Var}(x_1) = \Sigma_1 \), \( \text{Var}(x_2) = \Sigma_2 \). For a field \( x \), if the covariance matrix, \( \Sigma \), is diagonally dominant, then \( x \) is said to be rough (as different components of \( x \) are uncorrelated), conversely it is smooth.

It is instructive to consider an extreme case. Assume \( \text{Var}(e) \) is relatively small, \( \Sigma_1 \approx \sigma_1^2 I^{11} \) (fully correlated), and \( \Sigma_2 \approx \sigma_2 I \) (diagonally dominant). Inferences on \( x_1 \) and \( x_2 \) using noisy data, \( y \), can be found analytically via Bayesian updating (e.g. appendix A of Rasmussen and Williams, 2006). In this extreme case it can be shown that the expectation of \( x_1 \) will update to the sample mean of \( y \) (a low-frequency signal), while the expectation of \( x_2 \) will update to the difference between \( y \) and its sample mean (a high-frequency signal). Hence, by simply configuring \( \Sigma_1 \) and \( \Sigma_2 \) we are able to separate the signals when \( x_1 \) and \( x_2 \) have different spectral characteristics. Note that this is distinct to the classical application of low-/high-pass filters, since the Bayesian update provides a covariance matrix which incorporates both the marginal (individual) and joint uncertainty on \( \{x_1, x_2\} \).

This approach to source separation is very different to the case when restrictive estimates (e.g. numerical model output for SMB anomalies or a GIA solution) are used for one of the fields. In such a case we would be employing an estimator, \( \hat{x}_1 \), of \( x_1 \) with uncertainty \( \xi \), which in our approach would be included with \( y \) as

\[
\begin{bmatrix} y \\ \hat{x}_1 \end{bmatrix} = \begin{bmatrix} I & I \\ I & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} e \\ \xi \end{bmatrix}.
\]

(2)

Usually, in such approaches, uninformative judgments are implicitly placed on \( x_1 \) and \( x_2 \). Then, if \( \text{Var}(\xi) \) is large, the estimate, \( \hat{x}_1 \), is largely ignored, so the updated beliefs on
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\(x_1, x_2\) will be poorly constrained. Biased estimates may also arise when \(\text{Var}(\xi)\) is small, since in this case \(x_1\) updates to \(\sim x_2\). Hence, in this approach where little judgment is placed on \(x_1\) and \(x_2\), our belief in the model estimate through \(\xi\) plays a crucial role in both our updated expectation on \(x_2\) and the associated uncertainty. Note that all of methods 1–3 employ model outputs as estimators and thus are fully sensitive on an imposed Var(\(\xi\)). Further, they risk a bias when the errors on the model outputs are overly optimistic. Considering ice-sheet mass balance, this problem seems to be especially present with the GRACE–GIA approach (method 3), since many GIA models are irreconcilable within specified error (Guo and others, 2012).

A further, even more restrictive strategy occasionally employed in practice is to plug in the estimator, \(\hat{x}_1\), as though it were a perfect estimate of \(x_1\). In this case Eqn (1) can be rewritten as

\[
y - \hat{x}_1 = x_2 + e,
\]

and the update of \(x_2\) depends on the value of \(y - \hat{x}_1\) and the variances of \(x_2\) and \(e\). If we place vague initial judgments on \(x_2\) \((\Sigma_2 \gg \text{Var}(e))\) then the updated \(x_2\) is Gaussian with expectation \(y - \hat{x}_1\) and variance \(\text{Var}(e)\). In this case, our uncertainty on \(x_2\) is wholly characterized by the uncertainty of the observations and is likely to be over-optimistic.

In our application, where \(x_1\) could be the ice-sheet mass balance, \(\hat{x}_1\) the output of a GIA model, and \(y\) a GRACE rate estimate, we do not believe that model-based estimates of \(x_2\) are effectively perfect, nor are we confident that \(\Sigma_2 \gg \text{Var}(e)\). So we have (1) a strong reason to believe that a probabilistic update of \(x_1\) and \(x_2\) will give a different result to a plug-in update and (2) a strong preference for the former, which can correctly account for features such as the relative sizes of the uncertainties and the different spectral properties (smoothness) of \(x_1\) and \(x_2\).

**Toy example**

To illustrate the benefits of the probabilistic approach over using a model-based estimate, consider the following simple scenario where we wish to provide estimates and uncertainties over \(x_1, x_2\) from data \(y\), where \(y = x_1 + x_2 + e\) and \(e\) is the observational error. Further assume we have sufficient prior information (from geophysical models) to safely judge \(x_1\) as smooth and \(x_2\) as rough, where \(x_1, x_2\) are \(n\)-dimensional vectors and \(n = 99\) (Fig. 1a).

Methods 1–3 (above) ignore the prior information and in the most restrictive case would apply Eqn (3) to subtract a geophysical model output, \(\hat{x}_1\), from \(y\) in order to estimate \(x_2\). If there is a systematic bias in the model output for \(x_1\), or a cluster of errors, this will go unnoticed and propagate into our estimate of \(x_2\) (Fig. 1b). If, though, we also attempt to estimate \(x_1\) from the data, we increase the flexibility of the possible solutions (and hence the uncertainty) but are more robust to biases and error clusters (Fig. 1c and d). Further, we observe that our uncertainty is dominated by our ability to separate the signals, giving a more complete and reliable approach to uncertainty analysis. For example, the error band on \(x_2\) is relatively smooth as low-frequency uncertainty from \(x_1\) is filtering through (Fig. 1c). Probabilistic updates automatically cater for statistical confounding; if we assume that both signals exhibit identical smoothness characteristics then the update will inflate the uncertainty accordingly. Indeed, this extreme case will result in considerable uncertainty even in the presence of accurate observations. Smoothness is not the only property which can be exploited to arrive at a model-free framework for source separation in the context of the AIS. We consider some more approaches in the next section.

**APPLICATION TO ANTARCTICA**

We can view the datasets available for studying the AIS as recordings of elevation (or mass) changes occurring due to four processes: (1) GIA \(x_1\), (2) ice dynamics \(x_2\), (3) firm compaction \(x_3\) and (4) SMB anomalies \(x_4\). As a result of the under-determined nature of the problem, the cause of the observed change is not straightforward (Fig. 2). However, we can use source separation ideas to isolate the causes, even though the number of observation types employed is less than the number of processes under consideration, in this case four.

The method relies on configuring the covariance matrices of \(x_1, \ldots, x_4 (\Sigma_1, \ldots, \Sigma_4)\) appropriately, and this is where numerical models can play a role. Even though it is possible that these models exhibit biases and error clusters, there is a broader confidence in their second-order properties. For example, RACMO2.1 simulates the SMB anomaly patterns with relatively low frequency variability in the interior of the continent and higher frequency at the coast. This conforms with in situ observations and also with theoretical considerations of how precipitation varies at continental scales.
Similarly, most GIA models (e.g. ICE-5G (Peltier, 2004), W12a (Whitehouse and others, 2012) and I05_R2 (Rivins and others, 2013)) agree that GIA is a low-frequency process (with length scales ~1000 km). We can quantify these beliefs by applying standard spatial statistical tools to extract length scales from these models, and then use these to configure the covariance matrices (Cressie, 1993; Zammit-Mangion and others, 2014).

Spatial smoothness is just one characteristic which can aid source separation. In the framework we employ for the AIS we can incorporate other judgments, as follows:

From RACMO2.1 it is evident that SMB anomalies are largely temporally uncorrelated, while it is well known that changes due to ice dynamics are temporally relatively smooth (Rignot and others, 2011). This, in addition to GIA being temporally constant, implies that time plays a key role in aiding source separation.

Firn compaction is mainly caused by surface snow being buried and compressed by subsequent snowfall. Therefore, the governing equations in firn compaction models result in the two processes being anticorrelated. We quantify this relationship by carrying out a correlation analysis on the model outputs to measure the extent of interaction, a priori, between these two processes. This correlation can then be incorporated into a cross-covariance matrix across $x_1$ and $x_4$, i.e. a matrix which defines correlations in space, time and between the two processes.

All models provide information on the expected amplitude of the changes. For example, GIA is constrained to be small (a few mm a$^{-1}$) whilst SMB anomaly patterns are constrained to be small in the interior but allowed to be large on the coast. For ice dynamics we can use horizontal ice velocity measurements from interferometric synthetic aperture radar (InSAR; Rignot and others, 2008) as auxiliary information. Where ice is flowing slowly we constrain height loss due to ice dynamics to be small (up to 1 cm a$^{-1}$) but allow it to be large at higher speeds (up to 10 m a$^{-1}$). Note that, unlike Riva and others (2009), these are soft constraints: the resulting inferences for the update on $x$ can still have a nonzero probability above these thresholds if there is strong evidence for this in the data.

A schematic of the framework applied to the AIS is shown in Figure 3, where the arrows illustrate the direction of information flow. Numerical models and auxiliary datasets are used to implement a prior judgment on the processes, which are then observed using a variety of techniques.

**FLEXIBILITY OF THE APPROACH**

The observation equation (e.g. Eqn (1)), and the prior judgments on $x_1, \ldots, x_4$, constitute a two-level hierarchical framework with immense flexibility from a data-assimilation perspective (Cressie and Wikle, 2011). Multiple observations can be included by simply defining the relationships between the observations and the acting processes, relationships which can be both spatially varying and contain uncertainties of their own. Consider a spatial-only example. Defining $x_i = (X_i(s_j); j = 1, \ldots, n)^T$ as the height rate due to process $X_i(s)$ at $n$ spatial locations, $s_i$, then the altimetry observation equation is simply an extension of Eqn (1):

$$y_1 = \sum_{i=1}^4 x_i + e_1,$$

i.e. a rate obtained from a satellite altimeter, such as that on the Ice, Cloud and land Elevation Satellite (ICESat), is a linear superposition of the height rates due to all four processes.

The relationships could be arbitrarily complex. For GRACE mass concentrations (Luthcke and others, 2013), the observation equation for the $j$th observation is

$$y_j' = \sum_{i=1}^4 \int_{\Omega_{ij}} \rho_i(s) X_i(s) \, ds + e_j',$$

where the integral is needed because each mass concentration is a spatial average over the sum of processes over some domain, $\Omega_{ij}$, $\rho_i(s)$, the density of change due to the $i$th process (e.g. 917 kg m$^{-3}$ for ice dynamics), is required to
convert the height rate to the observed mass rate. \( \Omega_{ij} \) denotes the domain of the integral, and, for \( i = 2, 3, 4 \), is defined as the union of the \( j \)th mass concentration area and land area within the grounding line (since ice height changes that are seaward of the grounding line do not alter the geoid). For GIA \((i = 1)\), \( \Omega_{ij} \) is just the domain of the mass concentration.

These two examples illustrate the flexibility of the approach. In the example discussed in the Results section, we only use GRACE, altimetry and GPS; however, it is straightforward to include other observations (e.g. snow radar (Medley and others, 2013), ground-penetration radar (Sinisalo and others, 2003), coffee-can measurements (Arthern and others, 2010), ice-core data (Kaspari and others, 2014), etc.). One advantage of this flexibility is the possibility to easily add or remove data in order to assess their effect on the estimates and the errors. A further advantage of the two-level hierarchy is the dissociation of the scales of the modelled processes from those of the observations. Pre-smoothing Gaussian filters (Riva and others, 2009; Gunter and others, 2014) are no longer necessary and observations can be spatially (and temporally) irregular.

In addition, the algorithms required to evaluate interesting quantities, such as the updates on each of the \( x_i \), do not require a Monte Carlo approach and are thus highly computationally efficient. State-of-the-art algorithms we can use (e.g. those discussed by Rue and Held, 2005) scale approximately linearly with the number of observations and sub-cubically with the resolution of the inferred processes (i.e. the combined dimensionality of \( (x_1, \ldots, x_4) \)). For example, using ICESat, EnviSat and GPS rates on a 20 km grid and 1 year resolution for 2003–09, and a combined dimensionality of 80 000, we are able to construct ice-sheet-wide inferences in <2 hours on a high-end desktop computer. Inclusion of GRACE would require ~1 day and a high-memory machine, due to the added complexity of including the integrals in Eqn (5). However, ice-sheet-wide inferences are not always required; with this framework we can carry out inferences at any scale (e.g. basin or sector scale). In such cases, inferences can be produced in a few minutes with moderate memory requirements. Computational details are provided by Zammit-Mangion and others (2014).

**SOFTWARE IMPLEMENTATION**

Probabilistic smoothing is a long-standing, accepted approach to signal analysis and uncertainty quantification. However the specific complexities pertaining to the large-scale nature of the AIS require the application of several numerical and approximation routines. Thus, to facilitate the implementation we have developed a package in R Software (R Core Team, 2012) so that analyses can be made with relatively little effort. The package, **MVST** (multivariate spatio-temporal) incorporates all the necessary routines to study a general multivariate spatio-temporal system, such as that described above. This package, together with two tutorial vignettes (one replicating the toy study above), is available from https://github.com/andrewzm/MVST.

**MVST** sets the problem into an object-oriented framework. Each node in the two-level hierarchy (first two columns in Fig. 3) can be constructed as an object, and linked as necessary. The observational inputs are created using the \( \texttt{Obser} \) function and, for point datasets, users are only required to provide a text file containing the location, \( x, y, \) the observed rate, \( z, \) time, \( t, \) and the uncertainty, \( \texttt{std} \). Class-specific methods also allow for elementary preprocessing options, such as threshold limits and mean/median averaging over a larger area (e.g. Rue and Held, 2005). Observation polygons for mass concentrations (required to implement Eqn (5)) can be included with the function \( \texttt{Obser.poly} \). In this case the user is also required to specify in a text file points on the polygon which accurately describe the footprint of the observation with fields \( x_1, y_1, x_2, y_2, \ldots \)

The physical process blocks \( (x_1, \ldots, x_4) \), equating to the four latent processes in Fig. 3) are set up using a function which takes as arguments information on the length scales, dynamics, inter-process correlation and expected amplitudes of the processes. The resolution of each latent process is determined by variable density finite-element triangulations (Fig. 4). **MVST** provides functions to easily attribute characteristics to both observation and latent process blocks, which could be used for both application of prior judgment and for result generation. These attributes could be information relating to horizontal ice velocity, basin numbers, topography, etc. All auxiliary data need to be
specified on a grid, $x$, $y$, and contain the dependent variable under $z$.

Once observation and latent process objects are constructed, these can be linked together using the function $\text{link}$. Denote the latent processes as $\text{ice}$, $\text{surf_firm}$ and GIA. Then, if we want to infer mass balance using ICESat alone we can define the links simply as follows:

$$L1 \leftarrow \text{link}(\text{ice}, \text{ICESat})$$
$$L2 \leftarrow \text{link}(\text{surf_firm}, \text{ICESat})$$
$$L3 \leftarrow \text{link}(\text{GIA}, \text{ICESat})$$

If we assume that GPS is only measuring GIA, we can also include a link

$$L4 \leftarrow \text{link}(\text{GIA}, \text{GPS})$$

Other options in the $\text{link}$ function are available for observations with large footprints (such as GRACE), including options which specify the resolution at which the integration in Eqn (5) is carried out, and the spatially varying factors with which to convert the height to observed mass change. Once all the links are specified, they are passed on to a routine, $\text{Infer}$, which implements the update and returns the appropriate results: the spatio-temporal expectation and uncertainty of each process.

**ILLUSTRATIVE RESULTS**

We illustrate the probabilistic smoother and the software packages by using them to carry out inferences on the height rate due to each of the four latent processes (Fig. 3) using height and mass rates obtained from ICESat, EnviSat, GPS and GRACE data between 2003 and 2009.

ICESat data were preprocessed (as by Sørensen and others, 2011) and corrected for both inter-campaign (Hofton and others, 2013) and centroid Gaussian bias (Borsa and others, 2014). Due to relatively poor temporal resolution, $dh/dt$ was extracted over 3 year moving windows in 1 km gridboxes adjusted for spatial slope. For example, the rate and uncertainty in 2005 was found by fitting a three-dimensional hypersurface in $(x, y, t)$ through altimetry points between 2004 and 2006 and extracting the rate and uncertainty on the third slope coefficient (Moholdt and others, 2010). Rates were also extracted from EnviSat data (Flament and Rémy, 2012), by fitting a least-squares trend using a 3 year sliding window. All altimetry data was subsequently averaged on a 20 km grid (as Riva and others, 2009).

For GRACE we used the mass concentration solution of Luthcke and others (2013), and fitted rates to each mass concentration on a yearly interval following deseasoning for 2004–09. Data for 2003 were omitted on the recommendation of S.B. Luthcke (personal communication, 2014), due to issues with the level-1 processing for that year. We used two GPS datasets, that of Thomas and others (2011) adjusted for elastic correction and an updated version of this. With the latter dataset, for stations without major gaps or discontinuities, annual trends were derived by fitting a piecewise-linear function. For the other stations we fitted a linear trend over the whole period and derived error estimates using the GPS coordinate time-series analysis software (CATS; Williams, 2008). No elastic correction was applied to these data, which might influence our results. Below we focus on illustrating some of the key features of the approach.

Results using a more complete dataset, including solid-earth elastic corrections and further improvement of GRACE arc parameterizations, will be reported elsewhere. Replication code for this study is available from http://www.rates-antarctica.net/home/software.

**Time-varying height loss due to ice dynamics**

The model assumes that slowly varying changes which are spatially uncorrelated are due to ice dynamics. Hence, from our updated beliefs on $x$, we are able to infer both the mean rate of mass loss and linear changes across time. We illustrate this by showing the inferred output at both 2004 and 2008 in Figure 4. Several well-known features are apparent, including the increasing ice loss in the Pine Island and Thwaites area, the positive height trend in the Kamb Ice Stream area, which is not time-evolving, ice loss on Totten, Holmes, DeHaven, Mertz and Dibble glaciers, among others. The elevation increase in the Antarctic Peninsula, clearly visible in altimetry data (Pritchard and others, 2009), appears to have diminished considerably in the latter part of the decade. Some significant positive trends are also apparent in Figure 4 which are physically improbable. Due to the probabilistic nature of the approach, it is expected that certain regions will be misidentified at small scales. Note that accelerations/decelerations detected over this brief time window do not necessarily carry climatic significance (Wouters and others, 2013).

**Validation of numerical models**

An advantage of a data-driven approach is the possibility of validating numerical models. We compare results for SMB anomalies obtained using our method with RACMO2.1 in Figure 5. We see that, although frequently outside our credibility intervals, our SMB anomaly estimates largely conform with those given by the numerical model. In particular, the well-known positive anomalies in 2009 in Dronning Maud Land (Boening and others, 2012) and in 2005 in the West Antarctic ice sheet (Medley and others, 2013) are correctly attributed to SMB anomalies (and not ice dynamics or GIA). Interestingly, there is seen to be a systematic difference between our estimates and the output of RACMO2.1 in the Antarctic Peninsula (AP) and the East Antarctic ice sheet (EAIS). Discrepancies in the AP might be due to our set-up. Describing process characteristics in the AP is difficult due to the geographical nature of the area; process information is captured on the triangulated mesh which is hard to construct on a narrow stretch of land. In the EAIS, the difference could be due to the systematic underestimation of SMB by RACMO2.1 (e.g. Van Wessem and others, 2014). Alternatively, our approach could be compensating for an overall negative GIA signal detected in the EAIS, similar to that reported by Ivins and others (2013). Distinguishing between SMB anomalies and GIA is particularly difficult in the continent’s interior, since the length scales, and the expected contribution to the GRACE signal by these two processes are similar; thus the time-invariant components of these processes cannot be separated. However, uncertainty arising from confounding due to this similarity is incorporated in our uncertainty estimates. Note how the uncertainty in 2003 is larger than in the other years due to the omission of GRACE data for this year; inferences in 2003 are due to altimetry data, GPS data and information borrowed from estimates in the other years (on which GRACE does have an influence).
Time-evolving mass-balance estimates

Once we have evaluated an update on $x$, it is relatively straightforward to compute means and uncertainties over linear combinations of the components of $x$ (e.g. over a basin, across multiple processes or across multiple years). For instance, the mass budget for the West Antarctic ice sheet (WAIS) can be found by summing the mass contribution of changing ice dynamics and SMB anomalies (but not firn compaction or GIA), while the uncertainty can be found by summing over the associated sub-matrix of the updated $\text{Var}(x)$. We show results for this approach compared to the mass-budget method (method 2) results of Shepherd and others (2012) in Figure 6. The results corroborate each other to a large extent, with the mass-budget method reporting slightly more negative results in the WAIS and the AP.

The overall mass balance estimated by our method for the whole AIS from 2003 to 2009 is $-38 \pm 32 \text{ Gt a}^{-1}$. This lies, as expected, between the ICESat-based estimate of $21 \pm 81 \text{ Gt a}^{-1}$ (method 1) and the GRACE-based estimate (method 3) of $-57 \pm 50 \text{ Gt a}^{-1}$, as reported by Shepherd and others (2012) between October 2003 and December 2008.

Our estimate is higher than that of Ivins and others (2013), who estimated $-57 \text{ Gt a}^{-1}$ from 2003 to 2012 using method 3 with the J05_R2 model, and considerably higher than the recent empirical estimate of Gunter and others (2013) of $-100 \pm 44 \text{ Gt a}^{-1}$ for a similar time frame (February 2003–October 2009). The latter result is attributed to a strong positive empirical GIA signal in the WAIS, which was not observed in our solution. Our estimate of the mass balance in the WAIS and AP combined over these years is $-53 \pm 14 \text{ Gt a}^{-1}$; this is slightly less than, but within error of, that obtained using spatial-only models ($-76 \pm 15 \text{ Gt a}^{-1}$; Schön and others, 2014).

CONCLUSION

We show that the time-evolving mass balance of an ice sheet can be predominantly data-driven, provided that the numerical models incorporating prior judgment are
broadly reliable in characterizing spatial and temporal variability. SMB, firm densification and GIA models play an important role, by providing the required length scales (in both space and time), smoothness and expected amplitude changes, as do auxiliary datasets, such as ice surface velocities which help to weakly constrain the inferences on ice dynamics. We show that the approach is amenable to diverse classes of observations, such as altimetry and satellite gravimetry with large spatial footprints. Relatively constrained uncertainty intervals in the illustrated results show that the method goes a long way to solving the source separation issue in a systematic, repeatable and rigorous approach. In doing so, marginal estimates on each of the processes are obtained which, in turn, can be used to validate numerical models and hence other published results. To facilitate the application of this method to other ice sheets, and to expedite the addition of other observables into the framework, we have developed an R Software package, MVST, which is available from https://github.com/andrewzm/MVST.
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