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The Hubbard model is a prototype for strongly correlated many-particle systems, including electrons in condensed matter and molecules, as well as for fermions or bosons in optical lattices. While the equilibrium properties of these systems have been studied in detail, the nonequilibrium dynamics following a strong non-perturbative excitation only recently came into the focus of experiments and theory. It is of particular interest, how the dynamics depend on the coupling strength and on the particle number and whether there exist universal features in the time evolution. Here, we present results for the dynamics of finite Hubbard clusters based on a selfconsistent nonequilibrium Green functions (NEGF) approach invoking the generalized Kadanoff–Baym ansatz (GKBA). We discuss the conserving properties of the GKBA with Hartree–Fock propagators in detail and demonstrate that it cures artifacts of prior two-time NEGF simulations. Besides, this approach substantially speeds up the numerical calculations and thus presents the capability to study comparatively large systems and to extend the analysis to long times allowing for an accurate computation of the excitation spectrum via time propagation. Our data compares favorably with exact diagonalization results (available for up to 13 particles) and are expected to have predictive capability for substantially larger systems.

I. INTRODUCTION

Strongly correlated quantum systems and materials, e.g. [1], are of rapidly growing relevance in many fields of physics and chemistry. Especially the out-of-equilibrium dynamics are of great current interest in solid-state, atomic and molecular physics, in nanoelectronics, quantum transport etc. In all these fields, the availability of intense and coherent radiation, combined with ultra-short laser pulses, has triggered many key experiments that allow one to investigate matter under extreme nonequilibrium conditions where strong correlations and nonlinear effects occur simultaneously [2]. Examples are the photoionization of multi-electron atoms and molecules, e.g. [3, 4] and references therein. Another example are the many-body dynamics of particles in lattice systems in condensed matter, e.g. [5, 6, 7] and optical lattices [8] following a rapid quench of the interaction strength.

From the theoretical point of view such systems pose particular challenges since quantum, spin and strong correlation effects have to be treated selfconsistently under situations far from the ground state or from thermodynamic equilibrium. Here, remarkable progress has been achieved recently using ab initio methods such as exact diagonalization, density matrix renormalization group approaches, nonequilibrium dynamical mean field theory [6], iterative path integral techniques [9] and others. The common problem of these approaches is an exponential scaling with the particle number and restrictions with respect to the duration of the propagation.

For this reason, alternative approaches that are based on statistical methods are of high interest. This includes density operator methods, e.g. [10–12], nonequilibrium Green function (NEGF) techniques and a recently developed stochastic mean field approach [13 and 14]. Here, we focus on the NEGF method which, during the past 15 years, has been successfully applied to a variety of many-body systems in nonequilibrium, including the optical excitation of electron-hole plasmas in semiconductors [15, 16], nuclear collisions [17], dynamics of laser plasmas [18, 19] and the problem of baryogenesis in cosmology [20]. More recently, NEGF methods have also been used to describe finite spatially inhomogeneous systems, including the carrier dynamics and carrier-phonon interaction in quantum dots and quantum wells [24–27], molecular transport in contact with leads, e.g. [28, 29] and [42], or small atoms, e.g. [30, 31, 32]. For a recent overview on NEGF applications to inhomogeneous systems, see Ref. [33–34].

Applications of NEGF methods to small Hubbard clusters have been presented not long ago [35 and 36] and showed the great potential of this method. The physical features that could be explored include the relaxation dynamics, the excitation spectrum and, in particular, the relevance of double excitations [37 and 38]. At the same time, NEGF simulations exhibited fundamental problems: The first is of conceptual nature and is related to unphysical damping effects which are absent in exact calculations [39]. The second is the computational difficulty due to the strong increase of CPU time and memory with increased propagation time which limits the spectral resolution and the duration of nonequilibrium calculations. We have recently presented an idea how to solve the first and substantially weaken the second problem: invoking the generalized Kadanoff–Baym ansatz (GKBA) of Lipavski et al. [39]. This concept was tested on the level of second order Born selfenergies for the example of a one-dimensional (1D) Hubbard cluster containing just two sites and two electrons because here comparisons with available exact diagonalization methods are easily possible, cf. [12, 40, 41].

Based on these encouraging first results, in this paper, we present a systematic analysis of the NEGF-GKBA
approach in application to Hubbard nanoclusters. We discuss fundamental questions such as the issue of total energy conservation and we extend our previous results to larger systems. This issue has regained importance since the idea to use the GKBA in NEGF calculations has recently been taken up for charge dynamics in molecular junctions [42] and the dynamics of localization in 1D Hubbard chains [43]. While Bar Lev et al. [43] used Hartree-Fock propagators Stefanucci et al. [42] used the GKBA in combination with Hartree-Fock as well as damped propagators. Here, we demonstrate that only the use of Hartree-Fock propagators (HF-GKBA) retains the conserving properties of the original self-energy. We, furthermore, report excellent numerical behavior (long-time stability of the propagation) of the HF-GKBA and confirm the advantageous scaling with the propagation time (\( \sim T^2 \)) compared to \( T^3 \), in full two-time NEGF simulations [40]. Finally, we use the NEGF-GKBA to study the short-time dynamics of Hubbard clusters and present applications to larger systems.

This paper is organized as follows: In Sec. II, we recall the basics of the nonequilibrium Green functions approach. The transition to a single-time description with the help of the GKBA is discussed in Sec. III where we also discuss its conserving character, in dependence on the choice of the propagators. Our numerical results for finite Hubbard clusters are presented in Sec. IV.

II. NONEQUILIBRIUM GREEN FUNCTIONS

To describe correlation effects and excitations in quantum many-particle systems, the NEGF approach has proven very successful, as it allows for a systematical inclusion of correlations by diagrammatic expansions. In contrast to density matrix based schemes, the Green function method additionally offers direct access to the spectral information as well as particle removal and addition energies. The main quantity is the one-particle Green function, defined as (we set \( \hbar \equiv 1 \))

\[
G(z, z') = -i \langle T_C [\Psi(z) \Psi^\dagger(z')] \rangle,
\]

where the brackets denote thermodynamic averaging and \( T_C \) is the time ordering operator on the Schwinger-Keldysh round trip contour \( \mathcal{C} \), on which the times \( z \) and \( z' \) are defined, see Fig. 1. \( \Psi^{(1)} \) denotes a one-particle annihilation (creation) operator in an arbitrary one-particle basis in second quantization. To simplify the notation we suppress the orbital index “i” regarding one-particle basis in second quantization. To simplify notation we suppress the orbital index “i” regarding one-particle basis in second quantization. To simplify notation we suppress the orbital index “i” regarding one-particle basis in second quantization. To simplify notation we suppress the orbital index “i” regarding one-particle basis in second quantization. To simplify notation we suppress the orbital index “i” regarding one-particle basis in second quantization.

Figure 1. Schwinger/Keldysh contour \( \mathcal{C} \). The \( \mathcal{C}_r \)-branch starts from \(-\infty \) running in positive direction up to \( \infty \), the \( \mathcal{C}_l \)-branch starts from \(-\infty \) and leads in negative direction to \(-\infty \). Note that on the contour the marked time \( z_2 \) is later than \( z_1 \), although the corresponding times on the real time axis satisfy \( t_1 > t_2 \).
which are the Keldysh–Kadanoff–Baym equations (KBE). The KBE are—in principle—exact equations of motion of the many-body system would the selfenergy be exactly known. This is the case only for a limited number of models. In general, therefore, one has to resort to many-body approximations for the selfenergy. Baym and Kadanoff have shown how to select approximations that obey the conservation laws \[46\] and \[47\] which we will discuss in Sec. III. The simplest approximation is the Hartree–Fock (HF) approximation where correlations are neglected entirely. It is commonly expected that this is a reasonable approximation for weak coupling. Nevertheless, we will see that, even for small coupling strength, in some nonequilibrium situations correlation effects may play a crucial role, in particular, for the long-time behavior. Among the higher order selfenergies, we mention the second-order Born (2B), GW or T-matrix approximations \[10\]. In this paper, we will focus on the second order Born approximation shown diagramatically in Fig. 2 as it allows for long-time simulations. Note that, due to the particular nature of the interaction in the Hubbard model, the Fock and the 2B-exchange diagrams (grey, second and fourth) vanish. For the treatment of Hubbard nanoclusters in higher order approximations, we refer to Ref. \[35\]. The remarkable property of the NEGF theory is that, via utilization of the roundtrip contour \[44\], all approximations known from ground state theory and thermodynamic equilibrium situations remain fully valid in nonequilibrium, including slow and rapid processes as well as weak and strong excitation.

The direct numerical solution of the KBE (7,8) is now routine, e.g. \[10,46\] and references therein. After preparing a correlated initial state, e.g. \[49,50\], the system is propagated in the two-time plane by computing the NEGF as a function of both time arguments. Due to the time-memory structure of the collision integral in Eqs. (7,8), the NEGF at all times and for all values of the orbital (site and spin) indices have to be stored in memory \[51\]. Here, substantial advances could be recently achieved via a sophisticated program structure and parallelization \[31\] and \[32\]. Nevertheless, the computational requirements for the KBE solutions exhibit an unfavorable cubic scaling with time \[10\]. Clearly, this limits the duration of propagation in nonequilibrium as well as the accuracy and resolution of the computed energy spectra that are obtained from a Fourier transform (time integral over the whole simulation). To overcome these limitations and make the long-time calculations feasible, we will apply the generalized Kadanoff–Baym ansatz (GKBA) which leads to a quadratic scaling with time and also has a number of other attractive features. This ansatz is discussed in detail in the next section.

### III. THE GENERALIZED KADANOFF–BAYM ANSATZ

The one-particle Green functions appearing in Eqs. (4) and (5) depend on two times \(z, z'\) both of which can be located on either the upper or lower branch of the contour \(\mathcal{C}\), cf. Figure 1. We note that we do not use a contour with a third (vertical imaginary) branch to produce a correlated initial state, e.g. \[50\], \[33\]. Instead, we will prepare this state by an initial real-time propagation during which the interaction is “turned on” adiabatically, e.g. \[17\] and \[40\]. Thus \(G(z, z')\) on \(\mathcal{C}\) represents a \(2 \times 2\) matrix, i.e. 4 functions with two conventional real-time arguments \(t, t'\). Two of these function are independent. It is common to use the following definitions for the correlation \(>, <\) and retarded \((R)\) and advanced \((A)\) functions:

\[
G_{ij}^<(t, t') = i \left\langle \Psi_j(t') \Psi_i(t) \right\rangle, \\
G_{ij}^>(t, t') = -i \left\langle \Psi_i(t) \Psi_j(t') \right\rangle, \\
G_{ij}^{R/A}(t, t') = \pm \Theta[\pm(t - t')] \left[G_{ij}^>(t, t') - G_{ij}<(t, t')\right].
\]
To make the relations to the field operators clear, we temporarily restored the orbital indices $i,j$. In the following, these indices will be suppressed again, i.e. $G$ and $\Sigma$ have to be understood at matrices $G_{ij}$ and $\Sigma_{ij}$.

The equations of motion for the correlation functions $G^<$ and the propagators $G^{R/A}$ follow directly from the KBE (7,8) on the contour $C$, applying the Langreth-Wilkins rules, e.g. [52, 33]. For the correlation functions, we have

\[ [i\partial_t - h(t)] G^<(t,t') = \delta(t-t') + \int d\tilde{t} \{ \Sigma^<(t,\tilde{t}) G^<(\tilde{t},t') + \Sigma^<(t,\tilde{t}) G^A(\tilde{t},t') \}, \]

(12)

\[ G^<(t,t') \left[ - i\partial_t - h(t) \right] = \int d\tilde{t} \{ G^R(t,\tilde{t}) \Sigma^<(\tilde{t},t') + G^<(t,\tilde{t}) \Sigma^A(\tilde{t},t') \}, \]

(13)

\[ G^R(t,t') \left[ - i\partial_t - h(t) \right] = \int d\tilde{t} \{ G^<(t,\tilde{t}) \Sigma^<(\tilde{t},t') + G^A(t,\tilde{t}) \Sigma^>(\tilde{t},t') \}, \]

(14)

where the components “$R/A$” and “$>$” of $\Sigma$ are defined analogously to those of $G$. The propagators satisfy

\[ [i\partial_t - h(t)] G^{R/A}(t,t') = \delta(t-t') + \int d\tilde{t} \Sigma^{R/A}(t,\tilde{t}) G^{R/A}(\tilde{t},t'), \]

(15)

\[ G^{R/A}(t,t') \left[ - i\partial_t - h(t) \right] = \int d\tilde{t} G^{R/A}(t,\tilde{t}) \Sigma^{R/A}(\tilde{t},t'), \]

(16)

Lipavsky et al. [39] have shown that the KBE for $G^<$ are equivalent to an integral equation $(t > t' > t_0)$:

\[ G^<(t,t') = -G^R(t,t') \rho(t') + \int_{t'}^t d\tilde{t} \int_{t_0}^{t'} d\tilde{\tilde{t}} G^R(t,\tilde{t}) \Sigma^<(\tilde{t},\tilde{\tilde{t}}) G^A(\tilde{\tilde{t}},t') + \int_{t'}^t d\tilde{t} d\tilde{\tilde{t}} G^R(t,\tilde{t}) \Sigma^A(\tilde{t},\tilde{\tilde{t}}) G^<(\tilde{\tilde{t}},t'), \]

(17)

whereas for $t_0 < t < t'$:

\[ G^<(t,t') = \rho(t) G^A(t,t') + \int_{t_0}^t d\tilde{t} \int_{t_0}^{t'} d\tilde{\tilde{t}} G^R(t,\tilde{t}) \Sigma^<(\tilde{t},\tilde{\tilde{t}}) G^A(\tilde{\tilde{t}},t') + \int_{t_0}^t d\tilde{t} d\tilde{\tilde{t}} G^R(t,\tilde{t}) \Sigma^A(\tilde{t},\tilde{\tilde{t}}) G^<(\tilde{\tilde{t}},t'). \]

(18)

A. GKBA

While expressions (15) and (16) are still exact (within the chosen approximation for $\Sigma$) they contain the unknown two-time function $G^<$ also under the integral on the r.h.s. Therefore, one can attempt to solve the integral equation up to second order, approximating $G^<$ under the integral just by the first term:

\[ G_{\text{GKBA}}^{\geq}(t,t') = -G^R(t,t') f^{\geq}(t') + f^{\geq}(t) G^A(t,t'). \]

(19)

This is the generalized Kadanoff–Baym ansatz (GKBA) of Lipavski, Spicka and Velicky which is exact on the time diagonal, $t = t'$. The importance of this equation lies in the fact that it provides a means for the reconstruction—though approximately—of the off-diagonal Green functions (i.e. for arguments $t \not= t'$) from single-time quantities such as the density matrix $f^<$. Note that the argument of $f^<$ is not the mean of the two times appearing on the left but always the earlier of the two times. This means the GKBA retains the retardation structure (memory) of the collision integrals and thus obeys causality which turns out to be crucial for the conservation properties, see Sec. III C.

Note that Eq. (17) indicates that the GKBA is only formally closed in terms of $\rho(t)$, since it still involves two-time quantities—the retarded (advanced) propagators $G^R (G^A)$. These functions obey equations of motion of similar complexity as $G^\geq(t,t')$, cf. Eq. (14). To make further progress, one can use approximate propagators that are not computed selfconsistently with $G^\geq(t,t')$.

B. Hartree–Fock GKBA

In this paper, we approximate the propagators by Hartree–Fock propagators, $G^{R/A} \rightarrow G_{\text{HF}}^{R/A}$ that are obtained from the solution of the KBE [14] with the replacement $\Sigma^{R/A} \rightarrow \Sigma_{\text{HF}}^{R/A}$ with the solution:

\[ G_{\text{HF}}^{R/A}(t,t') = \mp i\Theta[\pm(t-t')] \exp \left( -i \int_{t'}^t d\tilde{t} H(\tilde{t}) \right), \]

(20)

where $H$ denotes the Hartree–Fock (mean–field) Hamiltonian,

\[ H(t) = h(t) + \Sigma_{\text{HF}}(t), \]

(21)

\[ =: h_0 + \Sigma_{\text{HF}}(t) \]

(22)

that contains the time-dependent external field [via $h(t)$] and interaction effects via the Hartree–Fock (mean field) selfenergy $\Sigma_{\text{HF}}(t)$ that selfconsistently involves the time–dependent density matrix. For later purposes, we also introduced the definition $\Sigma_{\text{HF}}$ for the sum of Hartree–Fock selfenergy and external field, with $h_0$ being just the stationary single-particle energy (kinetic plus potential energy).

Approximation (18), together with the GKBA, Eq. (17), will be called Hartree–Fock GKBA (HF–GKBA).
One motivation of this choice is that, in the special case that the system is treated within the HF approximation (neglecting the correlation contribution, $\Sigma_{\text{cor}} = 0$), then the HF–GKBA is exact, i.e. Eqs. (17, 18) provide the exact solution for $G^R$ which is readily confirmed by direct solution of the KBE in Hartree–Fock. Note that HF–GKBA can be used for an arbitrary correlation self-energy $\Sigma_{\text{cor}}$.

Let us now have a closer look at the HF–GKBA for the case that correlations are taken into account and discuss its consequences. The Dyson equation for the full Green function on the contour $\mathcal{C}$ can be written as

$$G = G_{\text{id}} + G_{\text{id}} \left( \Sigma_{\text{HF}} + \Sigma_{\text{GKBA}} + \Delta \Sigma \right) G,$$  

where $G_{\text{id}}$ denotes the ideal Green function of the uncorrelated and field-free system. As discussed in Ref. [23], this equation can be decomposed into several coupled integral equations that allow to construct the full Green function in steps. Here, we choose to split-off the correlation self-energy and introduce the HF-Green function according to

$$G_{\text{HF}} = G_{\text{id}} + G_{\text{id}} \Sigma_{\text{HF}} G_{\text{HF}},$$  

$$G_{\text{GKBA}} = G_{\text{HF}} + G_{\text{HF}} \Sigma_{\text{GKBA}} G_{\text{GKBA}},$$  

$$G = G_{\text{GKBA}} + G_{\text{GKBA}} \Delta \Sigma G.$$  

We defined $\Sigma_{\text{GKBA}}$ as the correlation selfenergy in which all two-time functions are reconstructed according to the HF–GKBA, Eqs. (17, 18), thus, $\Sigma_{\text{GKBA}} \equiv \Sigma_{\text{cor}} [\mathcal{F}^R, G_{\text{HF}}^R]$. The deviation of the full selfenergy from this approximation has been denoted $\Delta \Sigma = \Sigma_{\text{cor}} - \Sigma_{\text{GKBA}}$ and contains terms with one, two and three full propagators, $G^{R/A}$ respectively. Thus, the Green function computed within the HF–GKBA is given by Eq. (23), containing renormalizations by the Hartree–Fock selfenergy and the second Born selfenergy with propagators on the Hartree-Fock level. In contrast, the full Green function $G$ that is computed by a full two-time calculation (i.e. without the GKBA) has undergone an additional renormalization given by Eq. (24). In addition to $G_{\text{GKBA}}$, the function $G$ contains contributions from $\Delta \Sigma$ to all orders, so the difference of the two is given by the infinite series

$$G - G_{\text{GKBA}} = G_{\text{GKBA}} \Delta \Sigma G_{\text{GKBA}} + G_{\text{GKBA}} \Delta \Sigma G_{\text{GKBA}} \Delta \Sigma G_{\text{GKBA}} + \ldots,$$  

where each subsequent term adds contributions with up to three full (renormalized by correlations) propagators $G^{R/A}$.

The properties of the GKBA have been studied for macroscopic spatially homogeneous systems. There, it was found that the GKBA retains the conservation laws of the original two-time approximation for the selfenergy, and this will be considered in more detail in Sec. III C. As to the accuracy of the GKBA, it was found that this ansatz is a very good approximation to the full two-time solution if the exact propagators $G^{R/A}(t, t')$ are being used indicating that the additional integral contributions in Eqs. (15) and (16) are often of minor importance. In the case of approximate propagators, good results were obtained with ideal as well as Hartree–Fock propagators. In contrast, the use of damped propagators that include imaginary self-energy contributions, violates total energy conservation and leads to an overall worse performance. The use of the HF–GKBA for finite Hubbard clusters confirms these results. Details will be presented in Sec. IV.

### C. Conservation of total energy

The issue of conserving approximations is of central importance for the treatment of correlated many-body systems. This is, in particular, relevant for the many-body dynamics far from nonequilibrium. It is an attractive feature of Green functions theory that conserving approximations are straightforwardly selected. Baym and Kadanoff have formulated a simple criterion for a NEGF approximation to be conserving that consists of two conditions:

A: the single-particle Green function obeys simultaneously the KBE and its adjoint, Eqs. (4) and (5), and

B: the two-particle Green function is symmetric with respect to both particles, i.e.

$$G^{(2)}(1, 2; 1', 2') = G^{(2)}(2, 1; 2', 1').$$

These conditions allow to select conserving approximations for the selfenergy.

We now show that, when a conserving approximation for $\Sigma$ is being used, the subsequent application of the HF–GKBA does not change the conservation properties. Application of the GKBA amounts to solving the KBE only along the time diagonal, $z = z'$. The corresponding equation of motion for $G(z, z)$ is obtained by computing the difference of the KBE and its adjoint, Eqs. (4, 5), cf. Ref. [46],

$$\{ i (\partial_{z_1} + \partial_{z'_1}) - [H(z_1) - H(z'_1)] \} G(z_1, z'_1)|_{z_1 = z'_1} =$$

$$\pm i \int d z_2 [V(z_1 - z_2) - V(z'_1 - z_2)]$$

$$G^{(2)}(z_1, z_2, z'_1, z'_2)|_{z_1 = z'_1},$$  

where, in the end, $z'_1 = z_1$ is set, and we introduced the correlation part of the two-particle Green function, $G^{(2)}_{\text{cor}} \equiv G^{(2)} - G^{(2)}_{\text{HF}}$ [recall that $H$ contains the Hartree-Fock selfenergy, cf. Eq. (20)]. By construction, the solution $G(z, z)$ fulfills condition A.

Consider now condition B. To this end we use the solution for the correlation part of $G^{(2)}$ that follows from the Bethe-Salpeter equation. In what follows it will be sufficient to consider the screened ladder approximation (SCA), Ref. [21] and [22],

$$G^{(2)}_{\text{cor}}(z_1, z_2, z'_1, z'_2) = i \int d \tilde{z}_1 d \tilde{z}_2 G(z_1, \tilde{z}_1) G(z_2, \tilde{z}_2) \times$$

$$V(\tilde{z}_1, \tilde{z}_2) G^{(2)}(\tilde{z}_1, \tilde{z}_2, z'_1, z'_2).$$
This equation can be solved by iteration, starting by replacing \( G^{(2)}(z_1, z_2, z'_1, z'_2) \rightarrow G^{(2)}_{HF}(z_1, z_2, z'_1, z'_2) = G(z_1 z'_1) G(z_2 z'_2) \pm G(z_1 z'_2) G(z_2 z'_1) \) under the integral. This first iteration corresponds to the dynamically screened second Born approximation (GW) which, obviously, is symmetric in the labels of particles 1 and 2, in agreement with condition B. If we now apply the HF–GKBA to each Green function under the integral, this symmetry is fully retained. Thus, we have shown that the HF–GKBA for the GW approximation is conserving. The same applies to the static limit when \( V(z_1, z_2) \rightarrow V(z_1) \delta_c(z_1 - z_2) \), i.e. the static second Born approximation is conserving as well when the HF–GKBA is applied. The same proof applies to the T-matrix approximation and to the SCA. To show this, we only need to proceed further with the iterative procedure for the solution of Eq. (27), either with the static or dynamic potential. It is easy to realize that each term of the iteration series has the needed symmetry \( 1 \leftrightarrow 2 \), thus condition B is fulfilled.

Thus, we conclude that the application of the GKBA to an arbitrary conserving approximation of NEGF theory does not change the exchange symmetry, condition B. This symmetry is also retained when, in addition, the HF-approximation for the propagators (18) is made, and our numerical results for the HF-GKBA fully confirm total energy conservation. There is, however, a serious problem with the previous argument. Let us consider damped propagators, i.e. replace \( G^{R/A}_{HF}(t, t') \rightarrow G^{R/A}_{HF}(t, t') \exp[-\gamma(t-t')] \). This approximation is known to violate energy conservation \( 53 \) and \( 55 \), although it also clearly obeys the symmetry \( 1 \leftrightarrow 2 \) and, thus, fulfills conditions A and B. Evidently, the conserving conditions A and B of Baym and Kadanoff are necessary but not sufficient. In order to understand the origin of the violation of energy conservation for the exponentially damped propagators we, therefore, now consider a different approach that is based on density operator theory.

D. Density operator theory and the GKBA

With the application of the HF–GKBA to the KBE, the problem becomes a closed non-Markovian equation for the time-diagonal element of the Green function, i.e. for the one-particle density matrix. Such an equation can, of course, be derived independently from a one-time theory of reduced density matrices. This was first shown in Ref. \( 10 \), see also Refs. \( 12 \) and \( 53 \). This equivalence is important to identify the HF–GKBA with standard approximations from density operators. At the same time results from density operator theory, including conservation laws and long-time behavior, can be used to analyze the properties of the single-time solutions of the KBE. Finally, we note recent interest in density operator methods in the context of the relaxation dynamics of finite Hubbard clusters \( 11 \).

We, therefore, briefly recall the concept of the reduced nonequilibrium density operators

\[
F_{1\ldots s} = \frac{N!}{(N-s)!} \text{Tr}_{s+1\ldots N} \rho_N, \tag{28}
\]

\[
\text{Tr}_{1\ldots s} F_{1\ldots s} = \frac{N!}{(N-s)!},
\]

where \( \rho_N \) is the density operator of the full system which is normalized to unity and \( F_{1\ldots s} \) is the associated s-particle operator. The equations of motion for the \( F_{1\ldots s} \) (BBGKY-hierarchy) follow from the von Neumann equation for \( \rho_N \) by taking the partial trace,

\[
i \hbar \partial_t F_1 - \left[ h_1, F_1 \right] = \text{Tr}_2 \left[ V_{12}, F_{12} \right],
\]

\[
i \hbar \partial_t F_{12} - \left[ H_{12}, F_{12} \right] = \text{Tr}_3 \left[ V_{13} + V_{23}, F_{123} \right],
\]

\[
\ldots \ldots
\]

(29)

where the two-particle hamiltonian is \( H_{12} = h_1 + h_2 + V_{12} \), and the system (29) has to be complemented by initial conditions for \( F_{1\ldots s} \) etc. The equations are coupled and form a hierarchy that eventually stops when the r.h.s. involves \( F_{1\ldots N} = \rho_N \), in analogy to the two-time Martin–Schwinger hierarchy of NEGF, see Sec. I. As in the case of NEGF, the hierarchy is usually decoupled at a low level by replacing the exact \( F_{1\ldots s} \) by an approximation \( F^{\text{app}}_{1\ldots s} \) where \( F^{\text{app}}_{1\ldots s-1} \) that is a functional of the lower order operators. Key approximations of NEGF theory, including the second Born approximation \( 53 \), ladder approximation \( 55 \) or GW approximation \( 10 \) are readily identified by proper choices for the three-particle density operator, see also Ref. \( 12 \). Since the density operator approach does not involve two-time Green functions, full agreement with NEGF theory requires, in addition, the time-diagonal limit as provided by the GKBA, and in fact the GKBA is directly recovered in the theory of reduced density operators, e.g. \( 10 \). For the present purpose of analyzing energy conservation, it is sufficient to note that the HF–GKBA is directly recovered from the system (29). On the other hand, the GKBA with correlated propagators containing correlation self-energy contributions \( \Sigma^{\text{cor}}_{12} \) leads to a modification of the second hierarchy equation by the replacement

\[
\hat{H}_{12} \rightarrow \hat{H}_{12}^{\text{eff}} = \hat{H}_{12} + \hat{\Sigma}^{\text{cor}}_{12}, \tag{30}
\]

\[
\left[ H_{12}, F_{12} \right] \rightarrow H_{12}^{\text{eff}} F_{12} - F_{12} H_{12}^{\text{eff}}
\]

with all other terms left unchanged compared to the HF-GKBA.

It is this renormalization of the two-particle hamiltonian that destroys the conservation of total energy in the GKBA with correlated propagators. To show this, we recall the derivation of conserving approximations in density operator theory \( 10 \) and \( 57 \). We begin with expressing the mean kinetic, potential and interaction energy.
via the one-particle and two-particle density operators,

\[
\langle \hat{T} \rangle = \text{Tr} \hat{T} = \frac{\hbar^2}{2m} F_1, \quad \langle \hat{U} \rangle = \text{Tr} \hat{U} = F_1,
\]

\[
\langle \hat{V} \rangle = \frac{1}{2} \text{Tr} \hat{V} \hat{F}_{12}.
\]

We now compute the time derivative of kinetic energy using the first hierarchy equation,

\[
\frac{i\hbar}{dt} \langle \hat{T} \rangle = \text{Tr} \left[ \frac{\hbar^2}{2m} \hat{F}_1 \right] \frac{1}{2} \left( \hat{U}_2 + \hat{U}_1 \right) \left[ \hat{V}_{12}, \hat{F}_{12} \right] = 0.
\]

The time derivative of the potential energy follows similarly,

\[
\frac{i\hbar}{dt} \langle \hat{U} \rangle = i\hbar \text{Tr} \partial_t \hat{U}_1 F_1 + \frac{1}{2} \text{Tr} \hat{V}_{12} \left[ \hat{U}_1 + \hat{U}_2 \right] \left[ \hat{V}_{12}, \hat{F}_{12} \right].
\]

Finally, the time derivative of the interaction energy is transformed using the second hierarchy equation with the replacement (30)

\[
\frac{i\hbar}{dt} \langle \hat{V} \rangle = \frac{1}{2} \text{Tr} \hat{V}_{12} \left[ \hat{V}_{13} + \hat{V}_{23} + \hat{V}_{123} \right].
\]

Collecting the results (33, 34, 35) we obtain, for the time derivative of the total energy $H = T + U + V$ minus the power introduced into the system by the external potential,

\[
\frac{d}{dt} \langle H \rangle = \text{Tr} \left[ \frac{\hbar^2}{2m} \hat{F}_1 \right] \left[ \hat{V}_{12} \hat{F}_{12} \right] \left[ \hat{V}_{13} + \hat{V}_{23} + \hat{V}_{123} \right].
\]

For a conserving approximation, the right hand side has to be equal to zero. The first term vanishes if the three-particle density operator is symmetric with respect to the particle indices, $F_{123} = F_{132} = F_{321}$, at all times. This is an obvious and trivial condition, it is similar to condition B of NEGF theory for the two-particle Green function, cf. Sec. [IVB]. Here, in the case of single-time operators, it appears on the three-particle level, and is fulfilled also for the exact solution. As noted above, for the HF-GKBA the second term on the r.h.s. is absent and energy conservation is confirmed for any conserving approximation of two-time NEGF theory. In contrast, for the GKBA with propagators that contain correlation selfenergies, $\Sigma^{\text{cor}}$, even a conserving approximation (with a properly symmetric $F_{123}$) energy conservation is destroyed. In fact, just the anti-hermitean part of $\Sigma^{\text{cor}}$, which governs the damping behavior of the propagators, contributes to the second term on the r.h.s.. This is particularly evident in the Born approximation where $\Sigma^{\text{cor}} = \Sigma_1^{\text{cor}} + \Sigma_2^{\text{cor}}$, and each single-particle propagator $G_{i,j}^{t/A}$ is renormalized by a single-particle correlation selfenergy contribution $\Sigma_{i,j}^{\text{cor}}$.

\section{RESULTS FOR FINITE HUBBARD CLUSTERS}

Let us now apply the NEGF formalism with the HF–GKBA to the dynamics of standard finite lattice systems described by the Hubbard model. The purpose of this section is three-fold:

(a) to test conceptual questions of the GKBA and the numerical performance. It has been reported before that two-time NEGF simulations for small Hubbard clusters exhibit unphysical damping behavior [58]. Furthermore, approximations based on density matrices have shown numerical instabilities in the long-time regime [11]. We will show in Sec. [IVB] that these problems do not occur with the HF–GKBA,

(b) to extend the simulations to larger systems where no exact diagonalization data are available, cf. Sec. [IVB] and

(c) to investigate the dynamical relaxation behavior of small Hubbard clusters at different coupling strengths, cf. Sec. [IVC]

\section{Hubbard model and second Born approximation}

We consider a finite Hubbard model with $N_b$ sites at half-filling (particle number $N = N_b$) with hopping amplitude $J$ and on-site interaction $U$. The initial Hamiltonian, for times $t < 0$, reads

\[
\hat{H}_0 = -J \sum_{<s,s'>} \sum_{\sigma = \uparrow, \downarrow} \hat{c}_{s,\sigma}^{\dagger} \hat{c}_{s',\sigma} + \hat{U} \sum_s \hat{n}_{s,\uparrow} \hat{n}_{s,\downarrow} + \sum_{ij,\alpha\beta} \hat{f}_{ij,\alpha\beta} (t) \hat{c}_{i\alpha}^{\dagger} \hat{c}_{j\beta},
\]

where $s$ and $s'$ label the discrete sites, and $<s,s'>$ indicates nearest-neighbor sites. Further, $\hat{n}_{s,\sigma} = \hat{c}_{s,\sigma}^{\dagger} \hat{c}_{s,\sigma}$ denotes the density operator. The last term in Eq. (37) incorporates an external time-dependent excitation that drives the system out of equilibrium. Several cases for the choice of the function $f$ will be specified below. In the following, we will use dimensionless parameters where energy (time) is measured in units of $J$ (the inverse hopping rate $J^{-1}$) and the coupling strength and field amplitude will be given by $\hat{U} = \hat{U}/J$ and $f = f/J$, respectively.
B. Testing the GKBA for small clusters

We start by considering small one-dimensional Hubbard clusters where exact diagonalization results are available. This allows for a rigorous test of the HF–GKBA results in its full time dependence and for a broad variety of excitation conditions.

Let us first investigate the problem of artificial damping of the dynamics of Hubbard clusters that was observed in full two-time KBE simulations when the system was driven far out of equilibrium. In that reference, at time $t \geq 0$ a two-site Hubbard cluster at half filling is strongly perturbed by a rapid change of the energy of site “1”, which leads to the following choice for the last term in the Hamiltonian ($\Theta$), cf. Ref. [2], $f_{1j,\alpha\beta}(t) = w_0\delta_{i,1}\delta_{j,1}\Theta(t)$, where $w_0 = 5.0J^{-1}$. The results are shown in Fig. 3. One clearly sees the rapid damping of the density on the perturbed site, in the two-time simulation in second Born approximation, while the exact result exhibits a non-decaying dynamics. The HF–GKBA, interestingly, does not exhibit the damping of the two-time result. Since the many-body approximations are in both cases identical, the difference is solely due to the HF–GKBA and the broken selfconsistency, as was discussed in Sec. [11] cf. Fig. 2. We note that we observe quantitative deviations from the exact result which, however, become substantially smaller when the particle number increases, cf. the figures below. The removal of the artificial damping is an important generic feature of the HF–GKBA and was confirmed in all our simulations. This gives us confidence to applying this approximation to Hubbard clusters in nonequilibrium, in particular to larger systems where no exact diagonalization data are available.

Let us now turn to larger clusters and a more quantitative comparison with exact data. Figure 4 shows the dynamics of 8 electrons in an 8-site Hubbard chain at weak coupling, $U = 0.1$, starting from a strong nonequilibrium situation where all particles are confined to the four left-most sites by applying a strong confinement potential. At time $t = 0$ this potential is removed instantaneously and the dynamics are followed (this scenario was studied in Ref. [11]). One observes very strong oscillations of the site occupations as particles move right, towards the originally empty four sites. After about four periods these oscillations become anharmonic and continue with a reduced amplitude. A Hartree–Fock calculation fails already after about two periods (compare the blue dashed curve to the exact result), indicating that the dynamics are strongly influenced by correlation effects. In contrast, our HF–GKBA approach yields very good agreement with the exact data for about 7 periods ($t \sim 60$) after which deviations are increasing, but still most of the features are reproduced qualitatively. In particular, the dominant frequencies and peak positions are still captured.

Next, we consider the energy spectrum for this system, again at weak coupling, $U = 0.1$. This is done by applying a weak very short external field pulse to site 1, $f_{1j,\alpha\beta}(t) = w_0\delta_{i,1}\delta_{j,1}\delta_{\alpha,\beta}\delta(t)$, $w_0 = 0.01$, that excites all possible transitions. The HF–GKBA allows us to propagate the system for a long time, until $t = 1000$, and to compute the time-dependence of all observables. The energy spectrum is obtained via Fourier transform of the occupation of the perturbed site, $n_{1}(t)$, and the results resolve about seven orders of magnitude. There are two main energy regions. For frequencies below $\omega = 4$ all three approximations, including the Hartree–Fock simulation, show overall very good agreement.
After having tested the long-time behavior of the HF–GKBA in the linear response regime, let us now consider the long-time behavior in the case of a strong non-perturbative excitation. The results for a four-site chain at half filling and \( U = 0.1 \) are shown in Fig. 6. The first observation is that the simulations run stable for the entire duration of \( t \leq 500 \). This is confirmed by additional tests that are several times longer (not shown) indicating that previously reported stability problems do not occur within the HF–GKBA. Further, the comparison with the exact result shows that the main frequencies are well reproduced, and even the phase of the oscillations is correct up to \( t \sim 180 \). Yet even at longer times the overall behavior is well captured, despite the dephasing, and deviations decrease again strongly, cf., e.g., the behavior around \( t = 450 \). At the same time, quantitative deviations are observed (amplitude of the oscillations), starting around \( t \sim 90 \).

These observations encourage us to extend our simulations also to larger systems where no exact results are available. In all cases we confirm that the HF–GKBA is completely stable. As an example we show in Fig. 7 the dynamics of a 16 site system at half filling and \( U = 0.1 \) with the same type of strong nonequilibrium initial conditions (all 16 particles occupy the 8 leftmost sites). The behavior is similar to the dynamics of the previously studied analogous systems of four and eight particles, cf. Figs. 6 and 4 respectively. The site occupations undergo a rapid and violent evolution which is strongly influenced by correlation effects. Hartree–Fock simulations reproduce only the first 1.5 periods of the main oscillation \( (t \lesssim 25) \). Based on our HF–GKBA results we can deduce a number of trends when the particle number is increased: first, the main oscillation period increases proportional with \( N \) and, second, the oscillations become increasingly nonlinear. Since the energy spectrum becomes much more complex when the system size increases it is presently not possible to relate this oscillation to a characteristic energy transition. To shed more light on the physical processes involved in the dynamics and the dependence on the coupling strength and particle number, we will consider an increased set of quantities below, in Sec. IV C.
Summarizing this first part of numerical results, we may conclude that the HF–GKBA is very well suited to study the dynamics of finite Hubbard clusters, thereby overcoming problems of previous approaches. No unphysical damping and instabilities are observed. Since the present results are derived from selfenergies in second order Born approximation we have restricted the analysis to weak coupling, $U = 0.1$. For moderately larger values of the coupling parameter, still acceptable results can be obtained, as will be shown below for $U = 0.25$.

C. Short-time dynamics: correlation build up and relaxation of site occupations

In the following, we consider the dynamics in the same strong nonequilibrium situation that was discussed above, where all $N$ particles are initially placed on the leftmost $N/2$ sites (half filling). We now look at the behavior of additional observables. In particular, we follow the time dependence of the occupations $n_i(t)$ of all initially occupied sites (the occupations of the $N/2$ rightmost sites follow by symmetry, e.g. $n_N(t) = 1 - n_1(t)$, $n_{N-1}(t) = 1 - n_2(t)$ and so on).

The typical dynamics can be seen in the bottom panel of Fig. 7 displaying exact diagonalization results for the $N = 8$ site chain at weak coupling, $U = 0.1$. Due to Pauli blocking, initially, only electrons from site 4 can move to the right whereas electrons from site 3 (2) can only follow when site 4 (3) is being depopulated. This time delay in the depopulation is clearly visible. Interestingly, the rightmost site (4) is only depopulated half and sites 3 and 2 even less. Depopulation of the leftmost site (1) sets in last but proceeds to the lowest value of all sites (close to zero). This is easy to understand: while the population of sites 2-4 is increased again by newly incoming particles from the left, no such incoming flux exists at the boundary of the chain (site 1). After a very short time, $t \approx 4$, the rightmost site (8) is almost fully occupied, i.e., the electron wave has reached the right border after which it is being reflected. Subsequently, a strongly nonlinear oscillatory dynamics of the site occupations occurs that is damped until the occupations reach the stationary values of a homogeneous system ($n_i = 0.5, i = 1 \ldots 8$), around $t = 50$. This, however, is not a true stationary system, as our finite system has a reversible dynamics and, consequently, we clearly observe, at later times, a strong departure from the homogeneous configuration.

It is interesting to consider, besides the occupations, also the different contributions to the total energy [note that total energy is conserved to very high accuracy] of the system which are shown in the top panel of Fig. 8. In the initial state, the system has only mean field (Hartree–Fock) energy. Both, kinetic and correlation energy are exactly zero. When the occupied sites get depopulated,
we observe a rapid increase of kinetic energy which is almost completely compensated by a loss of HF energy. Kinetic energy reaches its maximum (the particle current is largest) around $t = t_1 \approx 3$ after which it decreases again and continues to oscillate. It is interesting to note that this (first) maximum of kinetic energy is reached when the population of the leftmost is decreased to 0.5. This is observed in all simulations, independent of the coupling strength. Thus, this is a propagation effect resulting from the nonequilibrium inhomogeneous initial condition and constitutes the shortest time scale we observe in our simulations (“phase I”).

The second time scale that is apparent from the energy relaxation (“phase II”) is characterized by a formation of correlation energy and a decay and saturation of Hartree–Fock energy which is reached around $t = t_{II} \approx 25$. After this time, no qualitative changes of the energy dynamics are observed, aside from nonlinear oscillations of kinetic and correlation energy that occur with almost exactly opposite time derivatives. More characteristic for this phase III is the relaxation of the site occupations which terminates around $t = t_{III} \approx 50$, followed by a longer phase IV of occupation revivals, as mentioned above. In the following, we will analyze whether these four phases are visible also for other values of the coupling.

Consider now Fig. 7 where the dynamics for the same conditions are shown, but for the larger coupling strength $U = 0.25$. Again we observe the rapid depopulation of the sites (phase I) and associated relaxation of kinetic and Hartree–Fock energy, with the same characteristic time $t_1 \approx 3$. The main difference, compared to the case $U = 0.1$, is the more rapid saturation of HF energy and build up of correlation energy (phase II) terminating around $t_{II} \approx 15$. The relaxation of the occupations (phase III) lasts again until $t = t_{III} \approx 50$.

Finally, we consider the case $U = 1.0$, cf. Fig. 10. As before, phase I has a duration of $t_1 \approx 3$. The relaxation of the occupations now takes slightly longer, until $t = t_{III} \approx 75$. The most striking difference to the previous cases, however, is in the dynamics of the correlation energy. Here, buildup of correlations is essentially over around $t = 5$ whereas the Hartree–Fock energy saturates only around $t_{II} \approx 15$.

We now turn to larger particle numbers. Here, no exact diagonalization results are available and we have to resort to the HF–GKBA approximation. Based on the analysis of Sec. IVB we expect that this approximation is reliable in the case of weak coupling. This can be verified directly for the presently computed quantities by comparing the HF–GKBA dynamics for an 8-particle Hubbard chain with the exact diagonalization results. To this end, the HF–GKBA results for $U = 0.1$ and $U = 0.25$ are also shown in Figs. 8 and 9, cf. the lower figure parts. For $U = 0.1$ the exact behavior of the occupations and energy contributions during phases I and II is very accurately reproduced. At the later stages deviations occur. Starting around $t = 20$ the kinetic and correlation energy evolve much more smoothly than in the exact calculation. At the same time, the evolution of the site occupations is correct also during phase III, until $t \sim 60$, after which the GKBA occupations become significantly more violent than in the exact case. At $U = 0.25$, the GKBA shows the correct behavior only un-
Figure 11. Time evolution of the 16-site Hubbard model at half filling and $U = 0.1$. Initially all particles were at the 8 leftmost sites. **Top panel:** dynamics of total energy (conserved), as well as of kinetic, Hartree–Fock and correlation energy. **Bottom panels:** occupation of the four leftmost sites. HF–GKBA result.

Figure 12. Time evolution of the 16-site Hubbard model at half filling and $U = 0.25$. Initially all particles were at the 8 leftmost sites. **Top panel:** dynamics of total energy (conserved), as well as of kinetic, Hartree–Fock and correlation energy. **Bottom panels:** four leftmost sites. HF–GKBA result.

til $t \sim 25$, i.e., with increasing coupling, deviations between exact diagonalization and HF–GKBA grow more rapidly.

Based on these observations, we can now study the case of $N = 16$ particles where we limit ourselves to $U = 0.1$ and $U = 0.25$; the results are shown in Figs. 11 and 12 respectively. The general observation is that the dynamics for $N = 16$ are much less violent than for $N = 8$, and the different stages are longer. In particular, the decay of $n_1$ to 0.5 and the associated increase of kinetic energy take substantially longer, until $t_1 \approx 5$. The reason is that now 8 sites have to be depopulated (essentially sequentially), which takes longer than for four sites. Also, the build up of correlation energy and the saturation of the Hartree–Fock energy (phase II) takes longer, approximately until $t_{11} \approx 40$. In contrast, the first relaxation of the populations to the homogeneous value 0.5 takes until $t_{111} \approx 50$, as in the case of 8 particles.

For $N = 16$ and $U = 0.25$, we again observe a slower increase of kinetic energy (phase I, $t_1 \approx 5$) in agreement with the case $U = 0.1$. Again, correlation energy builds up slower than for eight particles (phase II), but here the time scale appears to be shorter than for $U = 0.1$ ($t_{11} \approx 25$), although this result is less reliable.

V. SUMMARY AND DISCUSSION

In this paper, we have applied nonequilibrium Green functions simulations to the dynamics of small Hubbard clusters following strong excitations. In order to access larger times on the order of several 100 to 1000 inverse hopping rates, we applied the generalized Kadanoff–Baym ansatz with Hartree–Fock propagators (HF–GKBA). This ansatz reduced the dynamics to a single-time dynamics while at the same time fully retaining conservation laws and memory effects. This was demonstrated explicitly using a density operator approach. In contrast, the use of the GKBA with propagators that contain correlation selfenergy contributions (non-hermitean selfenergy with a non-vanishing imaginary part) leads to violation of the conservation laws, even if the original selfenergy in the two-time NEGF theory was conserving.

The HF-GKBA not only increases the computational efficiency of the calculations, it even shows a qualitatively improved behavior: artificial damping effects observed previously in two-time simulations of strongly driven Hubbard clusters [58] do not occur within the HF–GKBA. This was traced to the reduced degree of selfconsistency in the computation of the Green functions, compared to the full two-time case, cf. Fig. 2. Comparisons with exact diagonalization results for $N = 4$ and $N = 8$ allow us to conclude that the HF–GKBA is a reliable approach to the dynamics of weakly coupled ($U = 0.1 \ldots 0.25$) Hubbard clusters. We, therefore, expect that our HF–GKBA simulations also provide reliable results for $N \geq 16$. This will also allow to study 2D or 3D systems since the computational effort of the HF–GKBA depends only on the basis size, but is independent of the particle number and dimensionality.

From the relaxation dynamics we can draw the following conclusions. For the studied inhomogeneous initial state, there are four distinct stages:

I.: Build-up of kinetic energy and decay of $n_1$ to 0.5. This phase is a consequence of the particular inhomogeneous initial state and corresponds to a ballistic motion of the particles into the previously empty part of the cluster. This phase appears to be independent of the coupling strength $U$, but increases almost proportional with $N$. 
II: Build-up of correlation energy and saturation of Hartree–Fock energy. This phase becomes shorter when $U$ increases, but it extends with $N$.

III: Relaxation of the site occupations to the homogeneous values of 0.5. This scale grows with $U$ and is independent of $N$.

IV: The fourth stage is characterized by revivals of the occupations. With increasing $U$ and $N$ these oscillation are more weakly pronounced.

It is interesting to compare these dynamics with earlier investigations. In fact, the short-time dynamics of interacting many-body and few-body systems have been analyzed for a variety of systems before. For the homogeneous electron gas or a dense plasma, studies of interaction quenches were performed in Refs. [53, 54, 59]. Here the observation was that there exist two distinct phases: the first is characterized by the build up of correlations—manifest by the increase of (minus) the correlation energy and kinetic energy, i.e., by heating of the system. This effect has been termed correlation induced heating [59] or disorder induced heating [60]. The duration of this stage is given by the correlation time $\tau_{cor}$ which, in a homogeneous charged particle system, is of the order of the inverse of the plasma frequency. The second stage is characterized by a relaxation of the single-particle distribution function (occupations) and has a duration $\tau_{rel}$—the relaxation time. Furthermore, negative quenches have been studied, where the interaction strength is rapidly reduced [49, 59, 61–63]. In this case, kinetic energy is reduced suggesting that the system can be cooled after it has been prepared in an “overcorrelated” initial state. Finally, we note that in various studies of moderately correlated macroscopic systems another kind of two-stage dynamics was observed where before the final thermalization a “pre-thermalization” plateau was found, e.g. [6, 7, and 64].

It remains an interesting question for future studies to analyze how these different scenarios are related to each other and how they depend on the coupling strength, system size and dimensionality. NEGF simulations connected with the HF-GKBA appear to be a powerful approach to this problem. This requires to extend these simulations into the strong coupling range by using T-matrix selfenergies. Work into this direction is in progress.
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