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Abstract—We consider the task of underwater robot navigation for the purpose of collecting scientifically relevant video data for environmental monitoring. The majority of field robots that currently perform monitoring tasks in unstructured natural environments navigate via path-tracking a pre-specified sequence of waypoints. Although this navigation method is often necessary, it is limiting because the robot does not have a model of what the scientist deems to be relevant visual observations. Thus, the robot can neither visually search for particular types of objects, nor focus its attention on parts of the scene that might be more relevant than the pre-specified waypoints and viewpoints. In this paper we propose a method that enables informed visual navigation via a learned visual similarity operator that guides the robot’s visual search towards parts of the scene that look like an exemplar image, which is given by the user as a high-level specification for data collection. We propose and evaluate a weakly supervised video representation learning method that outperforms ImageNet embeddings for similarity tasks in the underwater domain. We also demonstrate the deployment of this similarity operator during informed visual navigation in collaborative environmental monitoring scenarios, in large-scale field trials, where the robot and a human scientist collaboratively search for relevant visual content. Code: https://github.com/rvl-lab-utoronto/visual_search_in_the_wild

I. INTRODUCTION

One of the main functions of mobile robots in the context of environmental monitoring is to collect scientifically relevant data for users who are not experts in robotics, but whose scientific disciplines — oceanography, biology, ecology, geography, among others — increasingly rely on automated data collection by mobile robots carrying scientific sensors [1]. The areas and volumes these field robots are tasked to inspect are too vast to cover exhaustively, so a major challenge in retrieving relevant sensor data is to enable sensing in physical space, in a way that balances exploration, to minimize epistemic uncertainty and infer the correct physical model, and exploitation, to record data that the user knows they will be interested in. There has been significant progress in addressing the exploration problem in terms of active sensing and informed path planning [2], [3], [4], [5]. Exploitation, however, remains a challenge, because the primary way that users specify and guide the robot’s navigation is by providing a sequence of waypoints that the robot must traverse. This is limiting because it places the onus of deciding exactly where to look on the user, before deployment, thus allowing for little adaptation in the field.

In this paper, we propose a weakly supervised method for learning a visual similarity operator, whose output is shown in Fig. 1. This similarity operator enables informed visual navigation and allows the robot to focus its camera on parts of the scene that the user might deem relevant. Given a set of one or more exemplar images provided by the user, our method finds similar parts of the scene in the robot’s camera view, under diverse viewpoints and appearances. The resulting similarity heatmap is used to guide the robot’s navigation behavior to capture the most relevant parts of the environment, while performing auxiliary navigation tasks, such as visual tracking or obstacle avoidance.

Our method relies on representation learning from videos, and leverages traditional keypoint tracking, which yields patch sequences that locally capture the same part of the scene potentially from multiple viewpoints, as the camera is moving. We then optimize for representations that cluster multiple patch sequences, so that similar sequences are nearby in representation space, while non-similar sequences are pushed apart, via the triplet loss (see Fig. 2). The main contributions of our paper are threefold: (a) We show that visual similarity operators can be trained to
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account for multiple viewpoints and appearances, not just identify a single object known to exist in the scene. (b) While fully supervised learning techniques for video often require at least a full day of annotations, our method requires about two hours of weak supervision, which is practical for field deployment. (c) While most robotic visual search methods are deployed indoors in 2D, or in constrained environments, we demonstrate visual search in 3D, in the open ocean, over hundreds of cubic meters of working volume.

II. RELATED WORK

Image Retrieval and Reverse Image Search: Existing literature on unsupervised representation learning for computer vision is broad. We choose to focus our discussion on similarity learning for visual search and object localization in an image, which has traditionally been a key concern in image retrieval [6] and reverse image search for search engines, and which has been relying on embeddings from convolutional networks [7], [8], [9], [10], [11]. Aside from image retrieval, unsupervised object discovery and localization [12], [13], [14], [15], [16], [17], [18], [19], [20] has also made use of learned visual representations, trained on auxiliary tasks. These tasks typically include ImageNet classification, unsupervised reconstruction-based losses, and egomotion-based prediction for feature extraction [21], [22], [23], [24]. Our method is most similar to [24], however, we use Weakly supervised hierarchical clustering to increase the quality of selecting similar vs dissimilar examples.

Visual Attention Models: Computational models of visual attention [25] in robotics promise to increase the efficiency of visual search and visual exploration by enabling robots to focus their field of view and sensory stream towards parts of the scene that are informative according to some definition [26]. So called bottom-up attention methods define an image region as salient if it is significantly different compared to its surroundings or from natural statistics. Some of the basic features for bottom-up attention have included intensity gradient, shading, glossiness, color, motion [26], [27], [28] as well as mutual information [29], [30].

The ability of bottom-up features to determine and predict fixations is not widely accepted [31], especially when a top-down task is specified, such as “find all the people in the scene”. Top-down attention models are task oriented, with knowledge coming externally from a user that is looking for a particular object. Some of the first attention models to have combined these two types of attention are: Wolfe’s Guided Search Model [32] which comprises a set of heuristics for weighing bottom-up feature maps, and the Discriminative Saliency Model [33], which defines top-down cues as the feature maps that minimize the classification error of classes specified by the user. There’s also the Contextual Guidance Model [34], [35] uses the gist descriptor [36] that provides a summary of the entire scene to guide the set of possible locations where the desired target might be. Finally, there’s the Selective Tuning Model [37], which relies on a hierarchical pyramid of feature maps, the top of which is biased or determined by a task and the lower levels of which are pruned according to whether they contribute to the winner-takes-all or soft-max processes that are applied from one level of the hierarchy to the next. Notably, it does not only operate in a feedforward fashion.

Visual Search: We want to reward the robot for recording images that are important to the user. Combining bottom-up and top-down attention mechanisms for the purpose of getting the user the data they need is one of our objectives in this work. This has connections to existing active vision and visual search systems for particular objects [38], [39], [40], [41], [42], [43], [44]. Top-down task specification expresses the user’s evolving preferences about what kind of visual content is desired. We treat this bottom-up and top-down visual attention model as a user-tunable reward function/saliency map for visual content that guides the robot’s visual search, so that it records more footage of scenes that are deemed important by the user. We contrast visual search with visual exploration strategies, many of which focus the camera towards parts of the scene that are surprising with respect to a summary of the history of observations [45], [46], [47], [48].

Underwater Navigation: Most existing examples of underwater navigation rely on path and trajectory tracking, given waypoint sequences [49], [50], [51], [2], [3], [1], [4], [5], [52]. Although this navigation strategy is closed-loop with respect to faithfully traversing the waypoints, there is no guarantee that useful data will be collected at those
waypoints. The robot is unaware of its user’s preferences and objectives for data collection, and it cannot adapt to the scene it encounters.

III. METHODOLOGY

Our goal is to learn a visual similarity operator which will enable more informed visual navigation for underwater robots deployed in the field. In the following sections, we discuss the various subsystems that enable our navigation strategy. In section III-A we present how we leverage large sets of unlabeled underwater videos to automatically extract sequences of patches built from tracked keypoints, which avoids the need for labor-intensive manual semantic annotations. In section III-A.3, we then discuss training a triplet network by ranking triplets built from clusters of the tracked patch sequences to learn a similarity network. Finally, in section III-A.4, we present how the similarity network can be used to build attention heatmaps using exemplars provided by an operator to inform the robot’s navigation. An overview of the system is shown in Fig. 2.

A. Representation Learning from Videos

Due to the low availability of semantically annotated underwater datasets, we opt to rely on unlabeled video datasets. In videos, temporal context can be leveraged as a supervisory signal as object instances will likely appear for more than one frame at a time. Furthermore, consecutive scenes with similar object instances will be available from varied viewpoints and distances, which will enable the learning of more viewpoint-invariant representations.

1) Keypoint matching and patch extraction: In order to obtain semantically similar image patches from videos, we use Oriented FAST and rotated BRIEF (ORB) [53], a fast and robust local appearance-based feature descriptor that allows us to quickly extract similar keypoints across frames. We extract 128 by 128 patches around ORB-extracted keypoints at each frame and track them across the video.

We track our candidate keypoints by brute force matching the descriptors in order to find the best match across consecutive frames and we opt to only keep the top 20 best matches that satisfy a matching distance threshold. We then save the patches extracted around each tracked keypoint as a tracked patch sequence. This tracked patch sequence will provide the semantic similarity cues that we will leverage when training our triplet network. Depending on the camera’s movements and speed, frame rate adjustments of the video were applied so relevant keypoints can be tracked fast enough, as well as to extract patch sequences that had significant variations and to avoid very redundant patches (as in a slow moving video).

Certain texture-less areas (such as sand or water) are difficult to track using traditional local descriptors, so we instead opt to randomly extract patches from videos mostly containing such areas.

2) Weakly supervised hierarchical clustering: The tracked patch sequences capture very localized notions of similarity. In order to better generalize across environments and viewpoints, we use agglomerative clustering [54] to merge tracked patch sequences that are similar. We use the ResNet18 [55] model pre-trained on ImageNet and extract the last convolution layer embeddings (conv5) of a randomly sampled patch from each patch sequence and proceed with the clustering. We then build the clusters using the first and last patch in a sequence based on where the randomly sampled patch was clustered. Agglomerative clustering is a bottom-up hierarchical clustering approach, where each patch starts as a cluster and patches get merged as we move up the cluster hierarchy. We over-cluster our patch sequences, merging only the most similar patch sequences in the process.

Now that the number of clusters is manageable, a human annotator can quickly manually merge clusters. While optional, as shown in section IV, this step provides an additional boost in performance while requiring orders of magnitude less human annotation efforts. After merging, we are left with $k$ clusters forming the set of clusters $C$.

3) Training and fine-tuning: We build a triplet network [56] using three instances of the ResNet18 [55] architecture neural network as the baseline encoding framework and share parameters across the instances. We use the 18 layers variant of ResNet and sacrifice the accuracy usually gained from using a large variant in favor of runtime speed. We use the ImageNet [57] pre-trained weights as the initialization of the network, discard the fully-connected layers after the conv5 layer. We add an L2 normalization layer and flatten the output. Finally, we fine-tune the network using a triplet loss [58], [59] which minimizes distance between an anchor and positive patch while maximizing the distance between the anchor and a negative patch.

Using the clusters formed in section III-A we build triplets of patches, $(z_A, z_P, z_N)$, formed by sampling from the set of clusters $C$ with the following conditions: for $C_k \in C$, $(z_A, z_P) \in C_k$ and $z_N \notin C_k$. The triplet loss we use is defined as follows:

$$L(z_A, z_P, z_N) = \max(0, m + d(z_A, z_P) - d(z_A, z_N))$$

where $d$ is the cosine similarity between the output flattened descriptors. The margin $m$ enforces a minimum margin between the $d(z_A, z_P)$ and $d(z_A, z_N)$ and is set to 0.5.
We train a triplet network as opposed to its siamese (pairwise loss) counterpart, which would have relied on pairs of examples, along with a similar/dissimilar label. Using a pairwise contrastive loss implies a need for labels which are contextual, and loses the relative information presented by a triplet. With a pairwise loss, two coral patches of the same species may be considered similar when the dataset includes a large variety in coral species, but dissimilar if the dataset largely consists of the same species and a more refined understanding of similarity is required. On the other hand, using the triplet loss allows us to build triplets where all three coral patches could belong to the same species but are ranked according to how similar their species-specific characteristics are. Given that our training data leverages feature-tracked sequences, we have access to more rich notions of similarity this way.

**Implementation Details:** We train using the Adam optimizer [60] with a learning rate of 0.0006. During each training step, we perform semi-hard triplet mining [58] in order to ensure that batches don’t exclusively include easy triplets (where \(d(A, N)\) is much larger than \(d(A, P) + \alpha\)). Another limitation is that the number of candidate training triplets grows cubically as the dataset increases. Therefore, we have to sample a subset of the triplets that can be formed across the different clusters. We ensure that a roughly equal distribution of triplets are formed from each cluster. Once trained, the network can be used to extract a \((4, 4, 512)\) descriptor for an RGB patch of dimensions \((128, 128, 3)\).

4) **Deployment and computing heatmaps:** Once learned, the visual similarity network can be deployed in the field to enable more informed robotic navigation by encoding rankings of what a scientist deems important and finding related content. To do this, the operator provides a set of exemplar patches containing visual subjects of interest (in our case, particular species of coral). Given an input image and \(n\) exemplars, we build a heatmap \(H_k\) for each exemplar \(\mathbf{x}_{ref,k}\) by doing the following:

- Extract the descriptors of the input image and the exemplar forward passes through the similarity network. Since the input image is larger \((512, 512, 3)\) than the patch image, we get a descriptor of dimensions \((16, 16, 512)\).
- Slide the exemplar patch descriptor over the input image’s descriptor, flatten and normalize both descriptors and compute a dot product matrix.
- Upsample the computed similarity matrix to the original image’s dimensions to form our heatmap.

An overview of the heatmap construction is presented in part 4 of Fig. 2. Example heatmaps computed from two different exemplars are shown in Fig. 1. We then generate a final weighted heatmap by merging the individual heatmaps along with an optionally-provided ranking of the exemplars, in terms of attention priority. This final heatmap acts as an attention model for the robot to follow as it navigates, prioritizing areas that are most similar to the exemplars provided by the operator.

---

**Fig. 4.** Overview of the full field experiment run in the Caribbean Sea off the west coast of Barbados. Footage of this experiment can be found in the accompanying video. Summary: (1) While diver tracking, the robot finds areas of interest as determined by the heatmap and rolls to point its back camera towards them, for better recording. (2) The robot detaches from the diver and autonomously exploits the area, after detecting a part of the scene that is highly relevant. (3) The robot avoids obstacles based on the visual navigation method in [62] and collects close up footage of the reef. (4) The robot is done exploring when it sees something relevant, about which it decides to alert the diver, and circles around the location of interest until the diver notices (5) The diver manually rolls the robot to 45 deg to signal that he saw the location of interest the robot had identified, and that the robot can continue searching.

**B. Informed Visual Search While Diver Tracking**

The first way in which we deploy our visual similarity operator on an underwater robot is in the context of visual navigation by tracking a diver. This avoids the need for mapping and localization, and simplifies the navigation process considerably. In this case the robot uses its front cameras to track the diver and compute a heatmap. It uses its back camera, which is downward-looking, as the main videography camera recording in high resolution. This is shown in Fig. 3.

For each incoming front camera frame (at about 10Hz) the heatmap is divided into three regions of equal area. The one that has the highest cumulative score determines the rolling direction of the robot for a fixed number of seconds (in our case, 10s). The rolling direction of the robot is in \([-90, +90]\) deg, and the diver tracking controller [61] is still running. After rolling, the robot returns to its flat orientation to compute the heatmap once again.

**C. Informed Visual Search and Autonomous Visual Navigation**

The second way in which we deploy our similarity operator on an underwater robot is in the context of autonomous visual navigation that combines obstacle avoidance and relevant-data-seeking behavior. This is shown in Fig. 4. After the robot identifies a relevant part of the scene during its rolling motion, it decides whether to keep following the diver or detach and start searching on its own. We make this decision based on the heatmap values and coverage in the image. When the robot stops following the diver, it needs to avoid obstacles. We do this via the visual navigation method in [62], based on our existing work. This method learns a vision-based Bayesian Neural Network policy via fully-supervised imitation learning. This policy is a spatial
classifier that outputs the desired direction for pitch and yaw angles of the robot, which are then tracked by the low-level autopilot [50].

The robot keeps searching, using the strategy above, until it sees something highly relevant. In our setup, the robot then needs to alert the diver about the location of interest that it found. Given that we do not have a sufficiently high-power sound source on the robot, we do this by making the robot swim in circles around the location of interest, maintaining depth, until the diver notices. When the diver approaches the robot, it manually rolls the robot to 45 deg, signalling that he has seen the location of interest the robot identified, and that the robot can continue its search, either by tracking the diver or by autonomous navigation.

IV. EVALUATION

We evaluate our system on two underwater datasets as well as in the field. We measure our similarity network’s ability to classify patches when shown exemplars from each class. We also evaluate our system’s ability to generate semantic segmentation by leveraging the heatmaps given exemplar patches from the relevant classes. Finally, we deploy our system on the Aqua robot, an amphibious hexapod robot [63], in an underwater environment and record its ability to collect more relevant images using a camera pointing policy.

A. Underwater Datasets

We perform our evaluations on two underwater datasets for which we train the system separately:

1) Bellairs Reef dataset: a collection of 56 videos captured with GoPro and Aqua on-board cameras at different sites in the Caribbean sea off the West coast of Barbados near the McGill Bellairs Research Institute. The videos feature a variety of scenery, viewpoints, and lighting and turbidity conditions. Mainly, they cover footage of sand areas, various dead and live coral and diver-robot activity. The dominant class labels that appear are 1. Sand, 2. Diver, 3. Aqua robot, 4. Dead coral, 5. Finger-like corals (porites, etc), and 6. Spheroid-shape stony corals (brain, starlet, dome, etc).

We split the dataset into 38 videos used for training and 18 for evaluation. The videos are 5 to 15 minutes long. In general, patch sequences tracked from this dataset span longer timespans as the camera moves slowly, at the pace of an exploring diver. The mean patch sequence length is 4 tracked patches, while the longest sequence spans 30 patches.

2) Scott Reef 25 dataset: exclusively top-down stereo camera imagery collected with an AUV at Scott Reef in Western Australia over a 50 by 75 meter full-coverage of the benthos [64], [65]. We use 9831 RGB images captured by the left camera. The images cover areas of dense coral (multiple species), sand and transition areas in between. The dominant class labels that appear in the data are 1. Sand, 2. Mixture, 3. Finger-like coral (isopora), 4. Thin birdsnest coral, 5. Table coral (acropora), and 6. Dead coral. We split the dataset temporally into 7061 training images and 2770 test images. Patch sequences tracked from this dataset have 2 patches only on average, mainly due to the high speed of the AUV. The longest sequence spans 23 patches.

Fig. 6. Example segmentation results on Scott Reef 25 using our unsupervised model. From left to right: input image, our predicted semantic segmentation, ground truth segmentation (GT).

B. Representation Learning on Underwater Datasets

For each dataset, we train our network on the automatically clustered and Weakly supervised versions of the dataset as
described in section III-A.2. We now evaluate our system on classification and semantic segmentation using standard metrics.

1) **Classification:** We manually curate a subset of 1500 patches from each dataset into classification datasets labelled using the dominant classes listed in section IV-A.1 and section IV-A.2. We then evaluate the system on the classification task by comparing the test set patches with 1, 5, and 10 randomly sampled exemplars of each class and assigning a prediction label to the class with the highest mean similarity. We summarize the classification results in Tab. I. We show that the model demonstrates a boost in performance when fine-tuned on the clustered patch sequences on both datasets. As expected, by additionally merging clusters manually, we further increase the performance of the system. Note that by comparing against a higher number of exemplars per class, there is no noticeable difference, demonstrating a mostly stable representation of the classes. Only needing a single exemplar is particularly beneficial when deploying on robots with compute limitations. We compare our system against a Conditional VAE (CVAE) [66] and Invariant Information Clustering (IIC) [67] trained on both datasets and outperform them by a significant margin. As a disclaimer, IIC uses an uninitialized ResNet50 architecture while we fine-tune on an ImageNet pre-trained ResNet18 network, thus benefiting from the pre-trained weights. We used the TensorFlow implementation of IIC1.

An important note is that the system is able to obtain an ordering of the retrieved patches based on their similarity to the provided exemplar as opposed to simply classifying it. This is especially important when a operator is interested in retrieving images of an object that are not as common as the class center. Example ordered retrieval results are presented in Fig. 5.

2) **Semantic segmentation:** We manually annotate pixel-level semantic segmentation masks for 250 randomly sampled images from each dataset using their respective dominant classes. To build a semantic segmentation prediction, we merge the heatmaps generated for each class by assigning every pixel to the class with the highest similarity. We summarize the results in Table II and show example segmentations in Fig. 6. Note that IoU is intersection over union.

C. **Robot Field Trials**

We deploy our system on the Aqua underwater robot [63], in the Caribbean sea, on the west coast of Barbados, over the course of two weeks. The Robot Operating System (ROS) [68] framework is used to handle distributed communications among Aquas controllers and sensor suite. We rely on the front-facing RGB camera which runs on a laptop-grade dual-core Intel NUC i3 CPU and an Nvidia GPU (Jetson TX2) [69]. The diver tracker [61], [70] ran on the NUC at 10Hz, while the similarity operator ran on the TX2 at 4Hz. A representative experiment showing the improvement in collected data from executing the informed rolling policy illustrated in Fig. 3 is shown in Fig. 7. The rolling policy informed by the similarity operator records more relevant images than the uninformed (random) rolling policy.

V. **CONCLUSIONS**

We presented a method to learn a Weakly supervised visual similarity model that enables informed robotic visual navigation in the field given exemplar images provided by an operator. Our system relies on keypoint tracking across

---

1 Github repo: https://github.com/nathanin/IIC

---

| Model name         | Exemplars | Acc  | P   | R   | F1   | Acc  | P   | R   | F1   |
|--------------------|-----------|------|-----|-----|------|------|-----|-----|------|
| CVAE (Weakly supervised) | 1         | 0.40 | 0.38 | 0.40 | 0.35 | 0.31 | 0.37 | 0.31 | 0.28 |
| CVAE (Weakly supervised) | 5         | 0.40 | 0.39 | 0.40 | 0.31 | 0.31 | 0.27 | 0.31 | 0.25 |
| CVAE (Weakly supervised) | 10        | 0.43 | 0.57 | 0.43 | 0.32 | 0.34 | 0.42 | 0.34 | 0.30 |
| IIC (Unsupervised)    | NA        | 0.28 | 0.14 | 0.28 | 0.18 | 0.33 | 0.16 | 0.33 | 0.21 |
| Randomly Initialized  | 1         | 0.24 | 0.43 | 0.24 | 0.13 | 0.32 | 0.43 | 0.32 | 0.30 |
| Randomly Initialized  | 5         | 0.21 | 0.21 | 0.21 | 0.08 | 0.31 | 0.25 | 0.31 | 0.22 |
| Randomly Initialized  | 10        | 0.21 | 0.15 | 0.21 | 0.07 | 0.33 | 0.26 | 0.33 | 0.26 |
| Pre-trained (ImageNet)| 1         | 0.68 | 0.74 | 0.68 | 0.65 | 0.67 | 0.70 | 0.67 | 0.68 |
| Pre-trained (ImageNet)| 5         | 0.81 | 0.83 | 0.81 | 0.81 | 0.73 | 0.77 | 0.73 | 0.71 |
| Pre-trained (ImageNet)| 10        | 0.82 | 0.86 | 0.82 | 0.81 | 0.71 | 0.76 | 0.71 | 0.70 |
| Unsupervised hierarchical clustering | 1       | 0.90 | 0.91 | 0.90 | 0.90 | 0.62 | 0.72 | 0.62 | 0.62 |
| Unsupervised hierarchical clustering | 5       | 0.91 | 0.92 | 0.91 | 0.91 | 0.69 | 0.74 | 0.69 | 0.68 |
| Unsupervised hierarchical clustering | 10      | 0.91 | 0.92 | 0.91 | 0.91 | 0.66 | 0.74 | 0.66 | 0.66 |
| Weakly supervised hierarchical clustering (ours) | 1       | 0.97 | 0.97 | 0.97 | 0.97 | 0.78 | 0.80 | 0.78 | 0.77 |
| Weakly supervised hierarchical clustering (ours) | 5       | 0.97 | 0.97 | 0.97 | 0.97 | 0.77 | 0.79 | 0.77 | 0.77 |
| Weakly supervised hierarchical clustering (ours) | 10      | 0.97 | 0.97 | 0.97 | 0.97 | 0.77 | 0.79 | 0.77 | 0.77 |

**TABLE I**

**Classification evaluation**

| Dataset            | Model                    | Mean Acc | Mean IoU | Weighted IoU |
|--------------------|--------------------------|----------|----------|--------------|
| Scott Reef 25      | Randomly Initialized     | 0.30     | 0.03     | 0.02         |
|                    | Pre-trained (ImageNet)   | 0.39     | 0.28     | 0.51         |
|                    | Unsupervised             | 0.41     | 0.31     | 0.57         |
|                    | Weakly supervised        | 0.42     | 0.29     | 0.52         |
| Bellairs Reef      | Randomly Initialized     | 0.32     | 0.20     | 0.41         |
|                    | Pre-trained (ImageNet)   | 0.59     | 0.40     | 0.56         |
|                    | Unsupervised             | 0.46     | 0.34     | 0.54         |
|                    | Weakly supervised        | 0.51     | 0.36     | 0.54         |

**TABLE II**

**Segmentation evaluation**
video frames to extract patches from various viewpoints and appearances and leverages hierarchical clustering to build a dataset of similar patch clusters. By asking an operator to weakly supervise the merging of generated image clusters, we circumvent the need for tedious manual frame-by-frame annotations. We then train a triplet network on this dataset, and are able to learn useful representations which enable the computation of an attention heatmap which is used to inform the navigation of a robot underwater. We evaluate our similarity representation’s classification and semantic segmentation performance on two underwater datasets and show a boost between 17% and 32% in retrieval and classification performance compared to simply using pre-trained on ImageNet ResNet18 embeddings. We also successfully deployed our similarity operator on the Aqua underwater robot in large-scale field trials, in which the robot and a diver/scientist collaboratively search for areas of interest and demonstrate a higher retrieval of coral images than uninfomed navigation strategies.
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