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ABSTRACT The distribution system reconfiguration (DSR) is a complex large-scale optimization problem, which is usually formulated with one or more objective functions and should satisfy multiple sets of linear and non-linear constraints. As the exploration of feasible solutions in large and nonconvex search space of DSR is typically hard, it is important to develop efficient algorithms and methods for finding optimal solutions for DSR problem in reasonably short computational times. In traditional DSR, the configuration of distribution network can be changed by opening and closing sectional and tie switches, where active power losses are minimized, while radial network configuration and supply to all connected loads are both preserved. Accordingly, this paper provides a comprehensive review of a number of existing metaheuristic reconfiguration methods and introduces a novel efficient genetic algorithm (efficient GA) for DSR with loss minimization. In order to demonstrate benefits and effectiveness of the proposed efficient GA for DSR, the paper also provides a detailed comparison of results with an improved genetic algorithm (improved GA) for several test systems and real distribution networks. The obtained simulation results clearly show higher accuracy and improved convergence performance of the proposed efficient GA method, compared to the improved GA and other considered reconfiguration methods.

INDEX TERMS Distribution system, efficient genetic algorithm, loss minimization, network reconfiguration.

I. INTRODUCTION Distribution networks are essential part of the electric power system [1], linking transmission part of the system [2], [3] to each and every end-user or electricity customer [4]. Distribution networks in urban areas are typically constructed as a meshed structure and are usually operated in a suitable radial topology, which can be set or changed by opening normally closed sectional switches and closing normally open tie line switches, which is commonly denoted as distribution system reconfiguration (DSR). Tie line switches interconnect ends of radial feeders and/or provide connections to alternative supply points, while sectionalizing switches provide interconnections for the main sections or branches of each
radial feeder. Both types of switches may be controlled manually, or may be operated automatically, as remotely controlled switches [5]–[7].

Modern power distribution networks feature a number of remotely controlled switches, which are activated to provide emergency supply connections for reliability improvement, or to allow for maintenance and servicing works, or to adjust optimal system configuration during normal operation. In term of both system protection and normal operation, sectionalizing switches along the feeders are automated and can be controlled using dedicated communication links [8], [9].

Historically, the DSR problem was considered for minimizing active power losses during normal operating conditions, as these losses directly affect the operational cost and the system voltage profile and are therefore important for increasing the distribution system efficiency and improving operational performance [10].

The DSR can be approached as a combinatorial optimization problem with one or more objective functions and decision variables, which should satisfy multiple sets of linear and non-linear constraints. The exploration of feasible solutions in a typically large and nonconvex DSR search space for normal operating conditions is hard and finding optimal solutions for the DSR problem is a challenging task, particularly in the case of large networks [11].

Since the DSR was first introduced in [12], classic optimization methods have been used to determine good quality solutions. However, more than five decades of the previous work proved that solving the DSR through classical optimization methods is usually time-consuming, due to the nonconvexity of the search spaces, and indicated further issues when integer decision variables are considered. In order to avoid these limitations of the classic optimization methods, heuristic techniques were employed for the DSR problem. Heuristic methods can often find feasible solutions with much lower computational efforts, but their solutions are usually not accurate as the classic ones. Later, metaheuristic approaches were proposed to solve the DSR problem. Metaheuristic methods build on the same mechanism of heuristic approaches, but they define and use certain search criteria during the optimization process, typically resulting in better solutions than heuristic approaches and in shorter computational time than classic methods. As the metaheuristic methods are the most commonly used optimization techniques for solving DSR problem, further text provides their review.

In [13], simulated annealing (SA) method was proposed to solve the DSR problem with power loss and load balancing optimization as objective functions. The SA is a robust search algorithm based on a well-developed theory that has been adopted from the physical process of solids annealing. Although the SA can provide an optimal switching strategy for DSR, the repeated runs of power flow calculations during the annealing process make this approach very time-consuming. To reduce the computing time of SA methods, the power flow equations of [13] were replaced by a simplified set of equations in [14], but these modifications reduced the quality of the DSR solutions. To overcome this issue, an efficient SA (ESA) method was developed to minimize the losses through DSR in [15]. This method presents better
solutions than SA because the algorithm can “escape” local minima, but its implementation on the large-scale distribution networks is difficult.

In [16], tabu search (TS) algorithm was used to solve the DSR problem in networks with distributed generation (DG). The TS is a random search algorithm that utilizes movements and memory operations. The movement operator is used for “jumping” from one solution to another, while memory operator guides the search to avoid cycling between solutions. The obtained simulation results in [16] confirm better performance of TS algorithm compared to SA from both computational time and solution accuracy points of view. Nevertheless, the global search ability of TS depends on tabu list length: small size tabu lists cause the algorithm to be captured in some of local minima easily, while large size lists increase the processing time of TS method. To resolve this problem, improved and modified TS algorithms were proposed in [17] and [18], respectively. In improved TS (ITS) method [17], mutation operator of genetic algorithm (GA) [19] was used to weaken the dependence of global search ability on tabu list length. In modified
TS (MTS) method [18], the size of tabu list is set to vary with the system size and a random multiplicative move is used in the searching process to diversify the search toward unexplored regions, to escape local optimums and to prevent cycling around the sub-optimum solutions. The simulation results show that accuracy of ITS and MTS is higher than that of TS and SA methods.

In [20], an evolutionary algorithm (EA) method was presented to minimize active power losses in the DSR problem. The EA method is a random search algorithm using principles of natural selection and recombination, which has simpler implementation than SA and TS. However, its performance is drastically reduced by inadequate tree representation of distribution network graph, resulting in appearance of non-radial solutions (branches that cannot create a tree) during algorithm search.

Therefore, in [21], a differential evolution algorithm (DEA) was proposed for loss minimization in DSR, showing that DEA has lower computational burden than EA. However, EA-based methods highly depend on choice of the operator values and suffer high computational time, stagnation, and premature convergence. In order to overcome these drawbacks, an adaptive quantum inspired EA (adaptive QiEA) was proposed in [22] for power loss minimization through DSR. The QiEA method by integrating some roles of quantum mechanics into EA algorithm, establishes good balance between exploration and exploitation. In standard QiEA, two quantum-bits (qubits) are employed instead of classical bits of EA, in which first qubit includes the decision variables and the second one contains the scaled values of objective function. In adaptive QiEA (AQiEA) method, performance of an operation on one of the qubits does not affect the state of other one. In order to apply EA to solve multi-objective DSR problems, a fuzzy EA (FEA) was developed in [23]. The simulation results confirmed that the FEA is an appropriate method for solving such problems, but its performance is highly affected by fuzzy membership functions. In fuzzy theory, different objectives are embedded in a single function as weighted-sum values using membership functions. However, accurate defining of fuzzy membership functions is not easy in complex optimization problems. For resolving this issue, gray correlation analysis (GCRA) was used in [24] instead of fuzzy theory, where presented results showed better performance of the proposed method compared to FEA.

In [25], a particle swarm optimization (PSO) algorithm [26] was applied to loss reduction in DSR, but this method in its standard form is very time-consuming for large distribution networks. Therefore, a modified PSO (MPSO) was presented in [27], where some parameters of standard PSO methods, such as inertia weight, number of iterations and population size, were modified. The modified settings allow the PSO to explore a larger area at the start of the

| Items          | EGA | IGA |
|----------------|-----|-----|
| Best Open      | 5   | 5   |
| Switches       |     |     |
| Losses (kW)    |     |     |
| Best           | 0.82| 0.82|
| Worst          | 0.82| 0.82|
| Mean           | 0.82| 0.82|
| Standard deviation | 0   | 0   |
| Final          | 0.82±0.0=0.82 | 0.82±0.0=0.82 |
| Time (s)       |     |     |
| Minimum        | 0.073| 0.12|
| Maximum        | 0.117| 0.52|
| Average        | 0.08 | 0.18|
| Standard dev. (SD) | 0.008 | 0.06 |
| Final          | 0.08±0.008 | 0.18±0.06 |

FIGURE 6. The 7-bus test system [73].

TABLE 2. Numerical results of EGA and IGA after 30 independent runs for system 1.

TABLE 3. Final solutions for system 1.
simulation and to continue its searching in a smaller area nearer to global optimum. This feature makes the algorithm faster than standard PSO, SA, and TS, but it increases the probability of capturing in the local minima. In order to decrease computational time of PSO method and increase MPSO method accuracy, the enhanced integer coded PSO (EICPSO) was developed for loss minimization in DSR problem in [28]. In the EICPSO method, the modified inertia weight of MPSO was employed and binary numbers (0 for open and 1 for closed switches) were used instead of integer values (bus numbers) for the representation of each particle. The presented results show that EICPSO method is much faster than PSO and MPSO, but its accuracy is lower than in the standard PSO methods.

In [29], ant colony optimization (ACO) algorithm was suggested for solving the DSR problem, where presented results show better performance of ACO when compared to SA. Later, in [30], hyper cube ACO (HC-ACO) method was proposed to minimize active power losses through DSR. In this method, two heuristic rules were used to improve ACO performance. The aim of local heuristic rule is to prepare the candidate configurations for successive random selection, whereas the aim of global rule is to maintain some already found successful configurations. Simple implementation and shorter computational time are two important features of HC-ACO algorithm when compared to ACO and SA.

In [31], an adaptive ACO (AACO) method was presented to solve the traditional DSR problem, demonstrating better performance than ACO and ITS methods. The ACO was
adapted by using the graph theory to ensure radial solutions during the optimization. Nevertheless, the performance of ACO algorithm has not been tested on large distribution systems. In [32], a hybrid ACO (HACO) was also applied to minimize power losses in DSR, where crossover operator of GA was used to improve the ACO method. It was shown that efficiency of the proposed method is better than DEA. However, there is no comparison between performance of proposed method and other ACO-based approaches.

In [33], artificial immune system (AIS) method was applied to minimize power losses and loading unbalances in a multi-objective DSR problem. The AIS is a random search method based on an initial population of antibodies containing several antigens, representing positions of open tie line switches. The algorithm guides the antibodies toward the best objective functions using selection, crossover and mutation operators. The best switching scenarios can be obtained through interactions between multi-objective decision maker (DM) and immune algorithm (IA). Although the AIS decreases computing time of the proposed multi-objective problem, its performance has not been evaluated for DSR in large distribution networks. In [34], a method based on AIS and clonal selection (CLONR) was presented to minimize losses through DSR, with the simulation results showing better performance of the proposed method compared to AIS.

In [35], the bacterial foraging optimization algorithm (BFOA) was proposed to minimize power losses in DSR. The BFOA is a global optimization algorithm that uses chemotaxis, reproduction, elimination and dispersal operators to guide the particles/bacterium toward the best solution using appropriate fitness function. The simulation results indicate that the BFOA can reduce losses more than ACO, but the computing time of this method has not been compared to other DSR algorithms.

In [36], the harmony search algorithm (HSA) was employed to solve the DSR problem, with results demonstrating that the HSA converged to optimal solution (minimum losses) more quickly than TS. In [37], an improved
HSA (IHSA) method was presented to minimize reactive power losses in network reconfiguration. In the proposed approach, reactive power losses are minimized first using branch exchange (BE) method. Afterwards, if the system loadability is near the critical limit, the HSA method is used for further optimization. The presented simulation results confirm that the proposed solution methodology is much faster than HSA. However, in HSA-based methods, determination of the penalty coefficients of fitness function is harder than other metaheuristic algorithms.

In [38], a teaching-learning based optimization (TLBO) algorithm was proposed to solve the DSR problem, showing that this method decreases network power losses and improves network voltage profiles better than PSO. In [39], a big bang-big crunch (BB-BC) algorithm was employed to optimize power losses, DG costs, and greenhouse gas emissions in DSR problem. The BB-BC is a combination of Big Bang (BB) and Big Crunch (BC) methods that converges to optimal solution using center of mass and the best position of each solution operators. The simulation results indicated that the BB-BC minimizes losses better than HSA and ACO.

In [40], a combination of TLBO and epsilon-constraint method [41] was used to solve simultaneous DSR and DG allocation problem, indicating better performance of proposed method compared to PSO. In this approach, all possible solutions were listed and ranked by $\varepsilon$-constraint method and then TLBO employed to find the best solution of the list. In order to reduce the computational time of the multi-objective DSR problems, a chaos disturbed beetle antenae search (CDBAS) algorithm was presented in [42] to minimize power losses, loading unbalances, and nodal voltage deviations. The beetle antenae search (BAS) algorithm was inspired by the foraging principle of beetles. Grey target decision-making technology was used to adopt CDBAS for multi-objective frameworks. The results confirmed better performance of the proposed methodology compared to other reconfiguration methods for multi-objective DSR applications. Also, in [43], a fuzzy modified PSO (FMPSO) based on Kruskal algorithm was employed to solve a multi-objective DSR problem. The Kruskal algorithm can generate a radial topology directly without checking the loops and islands. Later, an improved cuckoo search algorithm (CSA) was presented by [44] to solve a multi-objective DSR problem in presence of demand response (DR). In this method not-so-good solutions are replaced by new and potentially better solutions (cuckoos) in the nests.

Genetic algorithms (GAs) are efficient methods to solve complex non-linear optimization problems [45], mainly because of their simple implementation, flexibility, good performance, and high adaptation with other metaheuristic algorithms (e.g. genetic operators of mutation and crossover have been used in ITS [17] and AACO [31]). GA methods are popular metaheuristic approaches for solving the DSR problem and different types of GAs that have been proposed in existing literature are reviewed in further text.

In [46], standard GA was applied to minimize the power losses in DSR problem, indicating that it is a time-consuming method for reconfiguration of large distribution systems. In order to resolve this problem, the refined GA (RGA) method was proposed in [47]. In this method, the size of standard GA chromosomes is reduced to be equal to the number of tie line switches and a variable mutation is used instead of a fix one [48]. The simulation results show that RGA has better performance than standard GA. In order to create only radial solutions, crossover and mutation operators of standard GA were formulated using matroid and graph theories in [49]. In the GA based on matroid theory (GAMT), radiality of proposed topologies is maintained after applying genetic operators, but some non-radial solutions still appear during algorithm evolutionary process. In order to remove this shortcoming, search space of GA was restricted in [50] by defining fundamental loops for meshed network (when all switches are considered to be closed). However, this approach can check only the isolation of exterior buses and does not search for the isolation of interior ones. Therefore, this strategy does not guarantee connectivity of network and may produce radial topologies with isolated buses, which are effectively infeasible solutions.

In [51], a dedicated GA (DGA) method was used to solve the DSR and capacitor allocation problem, where the initial population was constructed by a heuristic algorithm based on sensitivity analysis. Although the sensitivity analysis significantly reduces the search space of DGA algorithm, it may decrease the accuracy of solutions, because all possible switching sequences are not evaluated.

In order to enhance the performance of GA for solving the DSR problem, new improvements for genetic operators were considered in [52]. In the proposed GA, after producing the initial population using BE method, the integer variables are decoded based on branch list, instead on nodes-branches.
incidence matrix. Also, selection operator was defined as an exponential function using ecological niche method, instead of tournament mechanism [53]. It was shown that the proposed GA (SORReco) is simple enough to obtain a fast convergence and complex enough to obtain a good quality solution in comparison with other GAs. However, non-radial topologies may be created after applying genetic operators and that will degrade efficiency of the proposed algorithm for reconfiguration of large distribution networks.

In order to increase the GA convergence speed in multi-objective reconfiguration applications, fuzzy logic was employed to control the mutation operator of standard GA method in [54]. In order to enhance the performance of fuzzy GA (FGA) presented in [54], a fuzzy adaptive GA (FAGA) was proposed in [55]. The adoptive GA (AGA) is a modified version of GA presented in [50] that, in addition to fundamental loops, uses common branches of each bus and prohibited group of switches to avoid the generation of any non-radial solutions. The proposed FAGA technique is more efficient than SA and FGA, but performance of fuzzy rules-based methods, such as FGA and FAGA, strongly depends on the selected fuzzy membership functions. Therefore, a non-dominated sorting GA (NSGA) was used in [56] to solve a multi-objective DSR problem. The NSGA is a combination of GA and pareto techniques that enables to evaluate different objectives without integrating them into one objective function. Although the proposed method gives various options to the decision makers, the accuracy of the obtained solutions has not been verified.

Regarding the advantages and disadvantages of above-mentioned GA methods, this paper presents an efficient GA algorithm for reconfiguration of radial distribution systems, which is simple to implement and is characterized by both high accuracy and short computational time. The robustness and effectiveness of the proposed method is tested on different types of distribution systems and directly compared with an improved GA. In contrast to the previous methods that were tested on specific networks, the proposed efficient GA method provides effective reconfiguration solutions for all considered distribution systems.

In addition, this paper aims to provide a good reference for future work on the DSR problem, as it includes a large
In summary, the paper presents an efficient GA for reconfiguration of radial distribution systems which is:

- Accurate and simple for implementation in commercial software packages.
- Efficient, as it requires short computing times and has good convergence characteristics.
- Providing only radial solutions during the whole evolutionary process (it guarantees network radiality).
- Prohibiting isolation of any node (interior and exterior buses) from proposed radial topologies (it guarantees network connectivity).
- Applicable for reconfiguration of distribution networks of any size (from small to very large systems).
- Implemented in several test systems, demonstrating superior performance.

II. PROBLEM FORMULATION

The considered DSR problem can be described as the determination of such switch status of branches (open or closed) which will minimize network losses ($P_{Loss}$) and satisfy stipulated constraints. Assuming the network is represented using pairs of receiving and sending buses, which are connected by branches (i.e., distribution lines and transformers), as shown

number of different types of test systems in the analysis and compares performance of the proposed method in terms of achieved reduction of losses and execution times with numerous methods in existing literature.

| Items          | Solutions    | Methods | EGA   | IGA   |
|----------------|--------------|---------|-------|-------|
| Best Open Switches | 3,5,7,10,25,33 | 3,5,7,10,25,33 |
| Losses (kW)    |              |         |       |       |
| Best           | 361          | 361     |
| Worst          | 361          | 361     |
| Mean           | 361          | 361     |
| SD             | 0            | 0       |
| Final          | 361          | 361     |
| Minimum        | 0.94         | 1.43    |
| Maximum        | 1.12         | 7.26    |
| Time (s)       | 1.02         | 4.07    |
| SD             | 0.04         | 1.65    |
| Final          | $1.02+0.04 = 4.13+1.65 = 5.72$ | $1.06$ | $5.72$ |
in Fig. 1, the DSR problem can be formulated by (1) to (13).

\[
\text{Min } P_{\text{Loss}} = \sum_{i,j\in\Omega} R_{ij} |I_{ij}|^2
\]

(1)

Subject to: \( S_i^S = \sum_{k \in \Omega^b} S_{ik} + \sum_{k \in \Omega^l} S_{kj} \) \( \forall k \in \Omega^b \) \( \sum_{k \in \Omega^l} S_{ki} = \sum_{j \in \Omega^l} S_{kj} + \sum_{j \in \Omega^l} S_{lj}^D + S_{lj}^D \) \( \forall j \in \Omega^b \)

(2)

where: \( \Omega^l \), \( \Omega^sw \), and \( \Omega^b \) are sets of all branches (all lines and transformers), switches, and buses, respectively. Also, \( V_i \), \( |V_i| \), \( V_{\text{min}} \), and \( V_{\text{max}} \) are voltage of bus i, its magnitude, and its minimum and maximum allowed values, respectively. It should be mentioned that rank (A) is the number of linearly independent rows or columns of nodes-branches incidence matrix A. Moreover, \( S_{ij} \) and \( S_{ij}^D \) are complex power and power losses of branch \( ij \), respectively. In addition, \( S_{ij}^S \), \( P_{ij}^D \), \( Q_{ij}^D \), and \( Q_{ij}^C \) are complex power of substation, active and reactive components of power losses. Equation (8) shows active and reactive demands, and reactive power of capacitor banks at buses \( k \) and \( i \), respectively. It should be noted that \( I_{ij} \) is current flow of branch \( ij \) and \( I_{ij}^* \) is its conjugate value. \( |I_{ij}| \) and \( I_{ij}^\text{max} \) are magnitude and maximum allowed current flow on branch \( ij \), respectively. Furthermore, \( R_{ij}, X_{ij}, \) and \( Z_{ij} \) are resistance, reactance, and impedance of branch \( ij \), respectively. Also, \( b_{ij} \) is a binary variable representing the Kirchhoff’s voltage law (KVL) in the planar loop formed by branch \( ij \). Finally, \( y_{ij} \) is a binary variable representing status (based on switch states) of line \( ij \) (0 for open and 1 for closed switches).

Tables (2) to (4) show nodal power balance (Kirchhoff’s current law, KCL). Equation (5) represents complex power in terms of nodal voltages and conjugate values of branch currents, while (6) shows relationship of impedance with resistance and reactance. Also, (7) shows active and reactive components of power losses. Equation (8) describes that net sum of voltage drops of all branches in a planar loop

Where: \( \Omega^l \), \( \Omega^sw \), and \( \Omega^b \) are sets of all branches (all lines and transformers), switches, and buses, respectively. Also, \( V_i \), \( |V_i| \), \( V_{\text{min}} \), and \( V_{\text{max}} \) are voltage of bus i, its magnitude, and its minimum and maximum allowed values, respectively. It should be mentioned that rank (A) is the number of linearly independent rows or columns of nodes-branches incidence matrix A. Moreover, \( S_{ij} \) and \( S_{ij}^D \) are complex power and power losses of branch \( ij \), respectively. In addition, \( S_{ij}^S \), \( P_{ij}^D \), \( Q_{ij}^D \), and \( Q_{ij}^C \) are complex power of substation, active and reactive components of power losses. Equation (8) shows active and reactive demands, and reactive power of capacitor banks at buses \( k \) and \( i \), respectively. It should be noted that \( I_{ij} \) is current flow of branch \( ij \) and \( I_{ij}^* \) is its conjugate value. \( |I_{ij}| \) and \( I_{ij}^\text{max} \) are magnitude and maximum allowed current flow on branch \( ij \), respectively. Furthermore, \( R_{ij}, X_{ij}, \) and \( Z_{ij} \) are resistance, reactance, and impedance of branch \( ij \), respectively. Also, \( b_{ij} \) is a binary variable representing the Kirchhoff’s voltage law (KVL) in the planar loop formed by branch \( ij \). Finally, \( y_{ij} \) is a binary variable representing status (based on switch states) of line \( ij \) (0 for open and 1 for closed switches).
TABLE 13. Final solutions for system 6.

| Methods     | Open Switches | Losses (kW) | Time (s) | Methods     | Open Switches | Losses (kW) | Time (s) |
|-------------|---------------|-------------|----------|-------------|---------------|-------------|----------|
| GA [36,46]  | 7,9,14,32,37  | 180.73      | 19.1     | HC-ACO [68] | 7,9,14,32,37  | 139.5       | -        |
| RGGA [36,47] | 7,9,14,32,37 | 178.3       | 13.8     | BFOA [35]   | 7,9,14,32,37  | 139.5       | -        |
| ITS [36]    | 7,9,14,36,37  | 175.61      | 8.1      | Heuristic [82] | 7,9,14,32,37  | 139.5       | -        |
| HAS [36]    | 7,10,14,36,37 | 163.61      | 7.2      | NrgA [62]   | 7,9,14,32,37  | 139.5       | -        |
| SA [78,88]  | 7,9,14,32,37  | 163.5       | 6.852    | CLONR [34]  | 7,9,14,32,37  | 139.5       | -        |
| SA [14]     | 7,9,14,32,37  | 150.62      | 61.36    | DCGA [93]   | 7,9,14,32,37  | 139.5       | -        |
| RGA [47]    | 7,9,14,32,37  | 149.61      | 7.41     | BB-BC [39]  | 7,9,14,32,37  | 139.5       | -        |
| Heuristic [87] | 11,28,31,33,34 | 148.858  | -        | Heuristic [52] | 7,9,14,32,37  | 139.5       | 1667     |
| HSA [88]    | 7,9,14,32,37  | 139.5       | 3.274    | Heuristic [94] | 7,9,14,32,37  | 139.5       | 647.03   |
| ACO [88]    | 7,9,14,32,37  | 144.39      | 6.439    | FEA [23]    | 7,9,14,32,37  | 139.5       | 55.04    |
| GA [22]     | 7,9,14,28,31  | 144.181     | -        | Heuristic [76] | 7,9,14,32,37  | 139.5       | 48       |
| PSO [22]    | 7,9,14,27,32  | 143.296     | -        | Classic [83] | 7,9,14,32,37  | 139.5       | 35.2     |
| PSO [28]    | 7,9,14,32,37  | 143.29      | 6.075    | Classic [95] | 7,9,14,32,37  | 139.5       | 19       |
| GSA [22]    | 7,11,28,32,34 | 143.138     | -        | NSGA [56]   | 7,9,14,32,37  | 139.5       | 18       |
| Heuristic [89] | 6,9,14,32,37  | 142.83      | -        | Classic [96] | 7,9,14,32,37  | 139.5       | 12.8     |
| Standard GA [49] | 7,10,14,36,37 | 142.68     | 160      | GA+BE [88]  | 7,9,14,32,37  | 139.5       | 10.83    |
| JBM (71)    | 7,9,14,32,37  | 142.16      | 6        | HAS [91]    | 7,9,14,32,37  | 139.5       | 9        |
| MPSO [27]   | 7,9,14,32,37  | 141         | 5.693    | PSO+JBM [97] | 7,9,14,32,37  | 139.5       | 8        |
| GWO [22]    | 7,10,14,28,32 | 140.705     | -        | IGA         | 7,9,14,32,37  | 139.5       | 7.4      |
| FACO [69]   | 7,10,14,32,37 | 140.26      | -        | GAMT [49]   | 7,9,14,32,37  | 139.5       | 7.2      |
| FGA [59]    | 9,28,33,34,36 | 140.6       | 900      | TS [78]     | 7,9,14,32,37  | 139.5       | 7.106    |
| Heuristic [79] | 7,10,14,32,37 | 140.26     | 1.55     | SA+TS [78]  | 7,9,14,32,37  | 139.5       | 6.851    |
| Heuristic [90] | 7,10,14,32,37 | 140.26     | 0.87     | ReGA [50]   | 7,9,14,32,37  | 139.5       | 6.3      |
| GA [91]     | 9,28,33,34,36 | 140.6       | -        | SOReCO [52] | 7,9,14,32,37  | 139.5       | 5.704    |
| EICPSO [28] | 7,9,14,28,32  | 139.98      | 7.05     | Heuristic [98] | 7,9,14,32,37  | 139.5       | 3.7      |
| MPSO [28]   | 7,9,14,28,32  | 139.98      | 5.693    | Classic [99] | 7,9,14,32,37  | 139.5       | 3.2      |
| TLBO [38]   | 7,9,14,32,37  | 139.7       | 8        | Heuristic [100] | 7,9,14,32,37 | 139.5       | 1.99     |
| AQHEA [22]  | 7,9,14,32,37  | 139.5       | -        | Heuristic [80] | 7,9,14,32,37  | 139.5       | 1.66     |
| RGA [91]    | 7,9,14,32,37  | 139.5       | -        | EGA         | 7,9,14,32,37  | 139.5       | 1.14     |

FIGURE 26. The 33-bus test system.

III. SOLUTION METHOD

The proposed mathematical formulation by (1)–(13) is a mixed-integer non-linear programing (MINLP) problem, as it includes integer variables for branch numbers (identifiers), real variables for branch currents ($I_{ij}$) and bus voltages ($V_i$), non-linear objective function (1), and linear and non-linear equations (4)–(9) and constraints (2), (3), (10)–(13). The DSR MINLP problem can be solved by different approaches—using analytical methods, heuristic techniques, or metaheuristic algorithms.

Solving proposed MINLP problem by classic analytical methods is time-consuming and requires considerable computational resources, because of a large number of integer variables (branches), nonconvexity of (5) and non-linear...
Metaheuristic methods, however, typically can find better solutions than heuristic approaches and require lower computational efforts than classical methods.

In this paper, an efficient GA is employed to solve the considered non-convex and non-linear DSR problem, because of its simple implementation, high efficiency and short computation time compared to other metaheuristic methods. In order to highlight the efficiency of the proposed genetic algorithm and prove the results, an improved GA was applied to the problem in addition to the efficient one.

A. IMPROVED GA (IGA)

Standard genetic algorithm is a random search method that can be used to solve non-linear system of equations and optimize complex problems, including DSR. The basic principle of GA is the selection process of individuals (chromosomes), on which three fundamental genetic operators are applied. The operators are reproduction, crossover and mutation, and they guide the chromosomes toward better fitness. There are two methods for coding the distribution branches based on the GA methods.

1) Binary coding for each branch (standard GA) [46].
2) Decimal coding for each branch (DCGA) [57].

Chromosomes of standard GA are coded by binary numbers 0 and 1, while in the DCGA problem variables are directly inserted in chromosome strings as integer numbers. Although binary coding is conventional in genetic algorithms,

| Items                  | Solutions |   | Methods |
|------------------------|-----------|---|---------|
|                        | EGA       |   | IGA     |
| Best Open Switches     | 34,39,45,49,51 |   | 34,39,45,49,51 |
| Losses (kW)            | Best      | 8 | 8       |
|                        | Worst     | 8 | 8       |
|                        | Mean      | 8 | 8       |
|                        | SD        | 0 | 0       |
|                        | Final     | 8 | 8       |
|                        | Minimum   | 0.58 | 1.97   |
|                        | Maximum   | 0.76 | 8.79   |
| Time (s)               | Average   | 0.66 | 4.11   |
|                        | SD        | 0.05 | 1.62   |
|                        | Final     | 0.71 | 5.73   |

In this paper, an efficient GA is employed to solve the considered non-convex and non-linear DSR problem, because of its simple implementation, high efficiency and short computation time compared to other metaheuristic methods. In order to highlight the efficiency of the proposed genetic algorithm and prove the results, an improved GA was applied to the problem in addition to the efficient one.

A. IMPROVED GA (IGA)

Standard genetic algorithm is a random search method that can be used to solve non-linear system of equations and optimize complex problems, including DSR. The basic principle of GA is the selection process of individuals (chromosomes), on which three fundamental genetic operators are applied. The operators are reproduction, crossover and mutation, and they guide the chromosomes toward better fitness. There are two methods for coding the distribution branches based on the GA methods.

1) Binary coding for each branch (standard GA) [46].
2) Decimal coding for each branch (DCGA) [57].

Chromosomes of standard GA are coded by binary numbers 0 and 1, while in the DCGA problem variables are directly inserted in chromosome strings as integer numbers. Although binary coding is conventional in genetic algorithms,
the DCGA is more efficient than standard GA, as it avoids difficulties with coding and decoding problems and prevents production of completely different offspring from the parents and subsequent divergence. It should be noted that high similarity between parents and offspring decreases ability of GA to escape from local minimum, while low similarity causes divergence problems. Therefore, the proposed DCGA prevents only creation of very different children, while normal similarity is considered. In this method, an initial population with \( d \) chromosomes can be constructed randomly as a column matrix/vector (14):

\[
Y = \begin{bmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_d \end{bmatrix}
\tag{14}
\]

where: \( Y_d \) is the \( d \)th chromosome of the population \( Y \). This vector consists of integer numbers, called genes, which describe the problem variables (branch numbers).

\[
Y_d = [n_1, n_2, \ldots, n_i, \ldots, n_{|\Omega'|}]
\tag{15}
\]

where: \( n_i \) and \( \Omega' \) indicate the number of branch \( i \) and set of tie line switches (subset of \( \Omega^{m} \)), respectively.

Equation (16) describes a typical population with three chromosomes (\( d = 3 \)) for an example system in Fig. 2. This 7-bus example network includes six normal branches (solid lines, each with a sectional switch) and three tie line switches (indicated with dashed lines).

\[
Y_1 = [2, 6, 8] \\
Y_2 = [1, 7, 6] \\
Y_3 = [1, 6, 8]
\tag{16}
\]

\( Y_1 \) proposes that switches 2 (normal branch), 6 (tie line), and 8 (normal branch) have to be open and others (switches 1, 3, 4, 5, 7, and 9) should be closed.

The branch currents and nodal voltage magnitudes (\( |I_{ij}| \) and \( |V_i| \)) of radial topologies (chromosomes which satisfy radiality constraint (9)) are computed by backward-forward sweep load flow (radial power flow). Using radial power flow in metaheuristic algorithms is a common way in reconfiguration studies, because of its simplicity and shorter computational time, compared to conventional power flow methods [22]. In the proposed power flow, load currents are computed iteratively with the updated voltages of each bus, while currents summation is calculated in the backward way and voltage drops are determined by the forward sweep from far end to sending end of a radial feeder/lateral. The maximum difference of voltage magnitudes in successive iterations of power flow program is taken as convergence criteria and \( \Delta \) is considered as tolerance value. According to Fig. 1, the following set of iterative equations can be employed to calculate nodal voltages and branch currents.

\[
I_{ij} = \left( \frac{S_j^D}{V_j} \right)^* = \left( \frac{P_{ij}^D + jQ_{ij}^D - Q_{ij}^C}{V_j} \right)^* \quad \forall ij \in \Omega'
\tag{17}
\]

\[
V_j = V_i - Z_{ij} I_{ij} \quad \forall i, j \in \Omega, \ ij \in \Omega'
\tag{18}
\]

\[
I_{ki} = I_{ij} + \left( \frac{P_{ij}^D + jQ_{ij}^D - Q_{ij}^C}{V_i} \right)^* \quad \forall ij, \ ki \in \Omega'
\tag{19}
\]

\[
V_i = V_k - Z_{ki} I_{ki} \quad \forall i, k \in \Omega, \ ki \in \Omega'
\tag{20}
\]

Then, active power losses (\( P_{Loss} \)) of all branches are calculated, and consequently objective function (1) is determined for feasible chromosomes (radial topologies).
FIGURE 34. The 59-bus distribution system [38].

TABLE 18. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 9.

| Items          | Solutions                          | Methods                      | EGA | IGA   | TLBO [38] | SA [14] | MPSO [27] | SAPSO [64] | SFLA [64] | SAPSO+SFLA [64] |
|----------------|------------------------------------|------------------------------|-----|-------|-----------|---------|-----------|------------|---------|-----------------|
| Best Open      | 14,58,61, 14,55,61, 14,57,61,       | 14,55,61,                    | 69,70| 69,70 | 69,70     | 69,70   | 69,70     | 69,70      | 69,70   | 69,70           |
|                | Switches                           |                              | 69,70| 69,70 | 69,70     | 69,70   | 69,70     | 69,70      | 69,70   | 69,70           |
| Worst Losses   | 99,62, 99,62, 99,62, 99,62,         | 99,62, 99,62,                | 99,62| 99,62 | 99,62     | 99,62   | 99,62     | 99,62      | 99,62   | 99,62           |
| Mean Losses (kW)| 99,62, 99,62, 99,8, 118,89         | 100                          | 99,62| 99,62 | 99,8      | 118,89  | 99,62     | 99,62      | 99,62   | 99,62           |
| Final Losses   | 99,62, 99,62, 99,8, 133,24          | 100                          | 100 | 102,39| 101,95    | 100     | 103,14    | 99,62      | 99,62   | 99,62           |
| Time (s)       | Minimum                            | 2.19                         | 7.16 | 4     | 165       | -       | -         | -          | -       | -               |
|                | Maximum                            | 3.2                          | 27.33| 20    | 175       | -       | -         | -          | -       | -               |
|                | Average                            | 2.76                         | 16.33| 13    | 170,33    | 8       | 10        | 4          | 5       | 5               |
|                | SD                                 | 0.23                         | 6,074| 0     | 4.1       | -       | -         | -          | -       | -               |
|                | Final                              | 2.99                         | 22,404| 13    | 174,43    | 8       | 10        | 4          | 5       | 5               |

FIGURE 35. Worst convergence plot of IGA for system 8.

FIGURE 36. Best convergence plot of IGA for system 8.

Afterward, the reproduction operator selects the chromosomes \( Y_d \) in the population that are more fit for reproduction, so for minimization problem, chromosomes are reproduced in inverse proportion to the value of their fitness function. After the pairs of parent chromosomes have been selected, the crossover operator is applied to each pair, so crossover can take place at the boundary of two integer numbers (between two variables). Based on a predefined probability, known as the crossover probability \( Pr_C \), an even number of chromosomes are chosen at random. Random
positions are chosen for each pair of the selected chromosomes, and then chromosomes of each pair swap their genes (variables). In this paper, the crossover is used with a probability of 0.7 (Pr\(C\) = 0.7) for all study cases and test systems, because of its good impacts on solutions. Equations (21) and (22) show a pair of the selected chromosomes, \(Y_1\) and \(Y_2\), before and after applying the multi-position crossover operator, respectively. In (21), the crossover is applied to two positions between integer variables. A single-position crossover can be employed, but its efficiency is less than multiple-crossover operator in large-scale DSR problems.

\[
Y_1 = [2, 6, 8] \\
Y_2 = [1, 7, 6] \\
Y'_1 = [2, 7, 6] \\
Y'_2 = [1, 6, 8] 
\] (21) (22)

Each chromosome after the crossover operation is then subjected to the mutation operator. This operator selects a few existing integer numbers (variables) in the chromosome and then changes their values at random, according to a small mutation probability (Pr\(M\)). In order to improve the convergence speed and accuracy of DCGA method, mutation operator is applied with a variable probability of Pr\(M\) (t), instead of a constant value of Pr\(M\) \(= \frac{Pr^0_M - Pr^\text{max}_M}{t_{\text{max}} - t}\) (23)

where: \(t\) and \(t_{\text{max}}\) are current iteration number and maximum number of iterations in GA algorithm, respectively, with Pr\(M\) (t) variable mutation probability at iteration \(t\). Pr\(^0_M\) and Pr\(^\text{max}_M\) are initial and maximum values of Pr\(M\) (t), respectively. In this study, initial and maximum probabilities of mutation were set to 0.1 and 0.2 for all case studies, respectively, because of its good results. In this way, mutation is starting to be implemented on chromosomes of initial population at the end of the first iteration (\(t = 1\)) and this procedure continuing in other iterations (i.e. mutation operator is applied to chromosomes at the end of each iteration). Equations (24) and (25) illustrate \(Y'_2\) before and after mutation of two genes, respectively. At least one gene has to be mutated depending on the selected strategy.

\[
Y'_2 = [1, 6, 8] \] (24)

\[
\hat{Y}_2 = \begin{bmatrix} 1 \\ 4 \\ 6 \\ 5 \end{bmatrix} \] (25)

In the final step of forming a new generation, “weak chromosomes” are replaced by “elite chromosomes” in the same generation (elitist strategy). After replacement, the production of the new generation is complete, and the process can begin all over again with the evaluation of objective function (1) for each chromosome. The process continues and it is terminated when algorithm reaches the maximum number of iterations (\(t_{\text{max}}\)). The flowchart of the GA method improved by using variable mutation probability of (23) and elitist strategy is shown in Fig. 3.

Equation (23) effectively increases both convergence speed and accuracy of DCGA algorithm in improved GA (IGA).

B. EFFICIENT GA (EGA)

In order to improve both accuracy and convergence speed of IGA method, an efficient GA (EGA) is proposed for solving the DSR problem. The EGA implemented in this section has significantly different characteristics when compared to the traditional GAs and is particularly suitable for solving large-scale multi-constraint DSR problems, in which several unfeasible solutions (non-radial topologies) may be generated.

In the first step (\(t = 1\)), an initial population with \(d\) feasible chromosomes (radial topologies) is constructed randomly as (26), in which constraint (9) is satisfied.

\[
Y = \begin{bmatrix} Y_1 \\ \vdots \\ Y_i \\ \vdots \\ Y_d \end{bmatrix} \] (26)
The representation form (coding) of each chromosome (solution proposal) of initial population ((26)) is very important. This coding should allow for evaluating only feasible solutions (radial topologies), in which the implementation of genetic operators depends on this representation. Including only open switches and the identification of their independent loops in chromosomes is the best method for representation of solution proposals. This form of representation ensures that only radial topologies are generated.

A Prim’s algorithm [58] is adopted to form initial population. In this method, the optimal solution can be found because of generation of minimum spanning tree of the graph. The proposed modified Prim’s algorithm can generate randomly controlled radial topologies in each iteration without power flow calculations. Furthermore, this algorithm can find radial configurations where higher weighting values are chosen for the most important branches.

In the adopted algorithm, the minimization of active power losses in objective function (1) is converted to the
TABLE 21. Final solutions for system 10.

| Methods               | Open Switches                        | Losses (kW) | Time (s) |
|-----------------------|--------------------------------------|-------------|----------|
| PSO [108]             | 14,28,39, 46,51,67,70,71,73,76,79   | 214.69      | 15       |
| HBMO [108]            | 14,28,39, 46,51,67,70,71,73,76,79   | 210.7       | 18       |
| AACO [31]             | 13,30,45,51,66,70,75–79             | 206.2       | 19.72    |
| HPSO [65]             | 14,28,39, 46,51,67,70,71,73,76,79   | 205.68      | 5        |
| PSO+HBMO [108]        | 14,28,39, 46,51,67,70,71,73,76,79   | 205.32      | 12       |
| Heuristic [106]       | 14,28,39, 46,51,67,70,71,73,76,79   | 205.32      | 3        |
| SAPSO [107]           | 30,46,51,66,70,71,75–79             | 204.47      | -        |
| IGA                   | 13,30, 45,51,66,70,75–79            | 204.42      | 195.64   |
| MSLFA [107]           | 30,46,51,66,70,71,75–79             | 203.84      | -        |
| Heuristic [52]        | 13,28,45,51,67,70,73,75,76,78,79   | 203.67      | 7633     |
| SOReco [52]           | 13,28,45,51,67,70,73,75,76,78,79   | 203.67      | 4.64     |
| GMAT [49]             | 14,30,38, 46,51,66,70,71,76,77,79  | 203.17      | 160      |
| SAPSO+                | 30,46,51,66,70,71,75–79             | 202.27      | -        |
| MSLFA [107]           | 13,40,45,51,66,70,75–79             | 201.44      | 485      |
| Classic [83]          | 13,40,45,51,66,70,75–79             | 201.36      | 1900     |
| Standard GA [49]      | 13,40,45,51,66,70,75–79             | 201.36      | 1900     |
| EGA                   | 13,30, 45,51,66,70,75–79            | 201.36      | 3.38     |

maximization of cost function $J$.

$$\text{Max } J = \sum_{ij \in \Omega} \frac{c_{ij}}{P_{\text{Loss}_{ij}}}$$  \hspace{1cm} (27)

where: $c_{ij}$ is the value (weight) of branch $ij$ and $P_{\text{Loss}_{ij}}$ is active power loss of the same branch. This method and its steps are illustrated in a flowchart in Fig. 4.

A typical chromosome ($Y_i$) for example system of Fig. 2 is illustrated in (28). The chromosome consists of two parts. First part ($|\Omega_{\text{nw}}| - |\Omega'|$) includes normal branches (normally closed switches) of the network and second part ($|\Omega'|$) consists of tie lines (normally open switches).

$$Y_i = \left[ \begin{array}{c} |\Omega_{\text{nw}}| - |\Omega'| \\ 2, 4, 3, 5, 8, 9, 1, 7, 6 \end{array} \right]$$ \hspace{1cm} (28)

The branch current and nodal voltage magnitude of all chromosomes, as well as $P_{\text{Loss}}$ are calculated by the radial power flow using the set of equations (17)–(20). Then, the selection operator selects the chromosomes ($Y_i$) for recombination. In the recombination process, two new radial topologies ((30)) are generated from each pair of existing ones ((29)). First, recombination position is selected in the first parts of $Y_1$ and $Y_2$ between points ($|\Omega_{\text{nw}}| - |\Omega'|/2$) and ($|\Omega_{\text{nw}}| - |\Omega'| - 1$).

In the offspring chromosomes ($Y'_1$ and $Y'_2$), genes (branches) that form a loop are allocated to the second part and those that do not form a loop are incorporated in the first part. In this way, only radial offspring chromosomes are constructed.

For example, in (29), the recombination point was chosen between 4th and 5th gene. Thus, the branches 2, 4, 3, and 5 are copied directly into $Y'_1$ and then elements of $Y'_2$ are evaluated. Therefore, branch 1 is added to Part 2 of $Y'_1$ and branches 3, 4, and 5 are discarded because they already have been in the first part of $Y'_1$. In this way, branches 7 and 9 are allocated to Part 1 of $Y'_1$, because they do not contain a loop. Then,
branches 6 and 8 are allocated to Part 2 of $Y_1$, because of exchange of genes between the second parts of $Y_1$ and $Y_2$,
GA approaches. In this algorithm, only radial configurations appear in the final population. Consequently, it is possible to increase the size of the population for highly complex DSR problems and improve the algorithm accuracy with imposing a low additional computation time and burden. It should be noted that the number of chromosomes of initial population \((d)\), radial power flow tolerance \((\Delta)\), and minimum amount of each chromosome are considered to be 4, 1, and \(10^{-8}\) for all test systems, respectively. Other parameters used in EGA are listed in Table 1.

IV. SIMULATION RESULTS

The proposed method (EGA) and IGA were applied to a number of test systems and the results were compared with the solutions obtained by other GA approaches: standard GA [22], [46], RGA [47], GAMT [49], restricted GA (ReGA) [50], DGA [51], SOReco [52], FGA [54], [59], [60], FAGA [55], NSGA [56], fast NSGA (FNSGA) [61], and non-revisiting GA (NrGA) [62]. Comparisons also include classic methods, heuristic approaches, and metaheuristic algorithms such as SA [13], [14], [63], ESPA [15], gravitational SA (GSA) [22], TS [16], ITS [17], MTS [18], EA [20], [64], [65], DEA [21], variable scaling DEA (VSDEA) [66], FEA [23], [24], PSO [22], [25], MPSO [27], EIPSO [28], self-adaptive PSO (SAPSO) [64], ACO [29], [67], HC-ACO [30], [68], ACO [31], HACO [32], fuzzy ACO (FACO) [69], AIS [33], [34], BFOA [35], HSA [36], TLBO [38], BB-BC [39], honey bee mating optimization (HBMO) [70], [71], shuffled frog leaping algorithm (SFLA) [64], dragonfly [72], and grey wolf optimizer (GWO) [22]. Available parameters of meta-heuristic approaches used for comparison with proposed method have been given in Appendix. Also, data of test systems used in the current literature have been shared with public at the repository: https://figshare.com/s/295f3a8e7e5b5492a005.

A. SYSTEM 1: 7-BUS DISTRIBUTION NETWORK

Figure 6 shows this test system with a single radial feeder and one substation bus (supply point), including six lines with closed switches and one tie line. All data related to this system are available in [73]. The base power is 1 MVA and the nominal voltage is 12.66 kV. The active power loss of original network (before reconfiguration) is 1.44 kW. The EGA and IGA were applied to this test system 30 times, with the best, worst, mean and standard deviation values reported in Table 2.

Also, the results of both EGA and IGA methods for best open switches, final losses (kW), and final computing time (s) were compared with method of [73] in Table 3. It should be noted that in all cases, mean values plus standard deviations (worst scenarios) are considered as final amounts...
instead of mean and standard deviation differences (Mean–SD), because of showing certain superior performance of EGA algorithm compared to other reconfiguration methods.

From Table 3, it can be seen that EGA and IGA can find better solution for open switches and lower power losses than the original classic method presented in [73]. Also, EGA can solve the DSR problem in shorter computation time than IGA method. Solving DSR problem in shorter time is very important for online (real time) reconfiguration tasks. In order to see the convergence process of both GA methods, plot of objective function with iterations is shown in Figs 7 to 9 for worst and best solutions of IGA and EGA methods, respectively.

From Figs 7 to 9, it can be seen that EGA has found optimal solution in the second iteration, while IGA has minimized losses at least in the third and maximum in the ninth iteration.
B. SYSTEM 2: 12-BUS DISTRIBUTION NETWORK
This model represents an actual system, which is part of the distribution network of Baghdad city in Iraq. Its single line diagram is shown in Fig. 10. The feeder is connected to the substation (supply point) S, which has a nominal (base) voltage of 11.1 kV and a capacity of 2250 kVA. The relevant data are given in [74]. There are two tie lines and 11 sectional switches in this network.

The results obtained by the EGA and IGA methods are provided in Table 4 after 30 independent runs and compared with results from [74] in Table 5. The convergence plots of EGA and IGA methods for best and worst solutions are shown in Figs 11 to 13.

From Table 5, it can be seen that both EGA and IGA find better configuration (5,11) for minimizing active power losses than classic method presented in [74]. Also, it can be seen that EGA and IGA methods have solved the DSR problem faster than the method of [74], and that EGA is much faster than IGA method. Also, Figs. 11 to 13 show improved convergence of EGA method, as compared to IGA: the EGA approached the optimal solution at least one iteration and 13 iterations maximum before the IGA method.

C. SYSTEM 3: 16-BUS DISTRIBUTION NETWORK
A three-feeder 23 kV distribution system connected to substation buses 1, 2 and 3 including 13 sectional switches and three tie lines is shown in Fig. 14. All data, such as resistances and reactances of branches, and nodal active and reactive power demands are reported in [66]. The base power and initial power losses (before reconfiguration) are 10 MVA and 511.44 kW, respectively.

The results of EGA, IGA, and some metaheuristic algorithms are given in Table 6.

The final results obtained by EGA, IGA, and methods listed in Table 6 are compared with a number of other methods using the same test system in Table 7. It should be noted that the computing time of some alternative methods has not been reported. Therefore, the methods are ranked in Table 7 first according to power losses reduction, then according to reported computational time, and afterwards regarding the date of their publications. Again, plots of objective function values versus number of iterations are shown in Figs 15 to 17 for both EGA and IGA methods.

The heuristic techniques proposed in [75], [76], and [77] do not provide the optimal solution for open switches.
TABLE 24. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 12.

| Solutions | Methods |
|-----------|---------|
| **EGA**   |         |
| Best      | 23.26.34, 23.26.34, 23.26.34 | ACO [31] | GA [36] | RGA [36] | ITS [17] | HSA [36] |
| Open      | 23.26.34, 23.26.34, 23.26.34 |         |         |          |          |          |
| Switches  | 23.26.34, 23.26.34, 23.26.34 |         |         |          |          |          |
| **IGA**   |         | ACO [31] | GA [36] | RGA [36] | ITS [17] | HSA [36] |
| Best      | 23.30.34, 23.30.34, 23.30.34 |         |         |          |          |          |
| Open      | 22.26.32, 22.26.32, 22.26.32 |         |         |          |          |          |
| Switches  | 22.26.32, 22.26.32, 22.26.32 |         |         |          |          |          |

It can be seen that the EGA strategy provides optimal solution in shorter computing time compared to IGA and all other reconfiguration methods. As seen in Table 7, performance of IGA has degraded with increase in size of distribution network compared to EGA method. Comparing convergence plots of Figs. 15 and 16 with that of Fig. 17 shows that EGA again finds optimal solution in iteration 3 (IGA finds it in the 5th and 29th iteration in the best and worst cases, respectively).

D. SYSTEM 4: 28-BUS DISTRIBUTION NETWORK

This real network is part of the electrical power distribution system in the city of Koprivnica, Croatia. It consists

TABLE 25. Final solutions for system 12.

| Methods | Open Switches | Losses (kW) | Time (s) |
|---------|---------------|-------------|----------|
| HSA [36] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 1178.2 | 8.61 |
| GA [36], [46] | 23.30.34, 23.30.34, 23.30.34, 23.30.34 | 1044.3 | 24.45 |
| RGA [36] | 22.26.32, 22.26.32, 22.26.32, 22.26.32 | 1040.5 | 17.53 |
| ITS [17] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 1025.8 | 9.038 |
| Standard | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 980.54 | 3893.5 |
| GA [114] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 885.56 | - |
| BE [17] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 884.16 | - |
| TS [16] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 885.53 | - |
| ACO [31] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 870.5 | - |
| Heuristic | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 870.5 | - |
| CLONR [34] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 870.5 | - |
| MTS [18] | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 870.5 | - |
| Classic | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 869.7 | 1009 |
| IGA | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 869.7 | 385.59 |
| ReGA | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 869.7 | 42.13 |
| Classic | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 869.7 | 39.4 |
| EGA | 23.26.34, 23.26.34, 23.26.34, 23.26.34 | 869.7 | 17.41 |
FIGURE 54. The 136-bus distribution system [115].

of 28 buses, two radial feeders with one substation bus, one 110/35 kV transformer between buses 1 and 2, two 35/10 kV transformers (one of them connects bus 2 to bus 3 and another buses 2 and 4), 22 load buses, and 24 distribution lines. The single-line diagram of the Koprivnica distribution system is shown in Fig. 18 and its data are available in [85]. Full lines represent distribution branches that are switched on, while dashed lines represent distribution lines that are switched off. The active power losses of initial network are 46 kW. The results are shown in Tables 8 and 9 and Figs 19 to 21. Table 9 shows that the EGA method can find the optimal configuration as accurate as the method presented in [85], but with shorter computing time than improved GA. Figures 19 to 21 indicate that the same solution obtained by EGA method in fifth iteration is found by IGA after 16 and 149 iterations minimum and maximum, respectively.

E. SYSTEM 5: 30-BUS DISTRIBUTION SYSTEM

The diagram of this test system with four radial feeders, six tie lines, 28 sectionalizing switches, and two substations (substation 2 is a back-up/alternative supply point) is shown in Fig. 22 and its data are listed in [86]. The nominal values are 1 MVA and 18.6 kV and initial losses are 1240 kW. The final results of EGA and IGA methods presented in Table 10 are compared with original GA results of [86] in Table 11. Again, convergence plots of EGA and IGA methods are depicted in Figs 23 to 25. The results show that GA method of [86] is not as accurate as EGA and IGA methods, which both find better configuration with lower power losses. In comparison with system 4, EGA method could find the best configuration less quickly than IGA algorithm for system 5, which has almost the same number of normal branches as system 4, but nearly twice the number of tie switches and substation buses. This shows that convergence speed of IGA has been reduced compared to EGA method in system 4 even with decrease in tie line switches and supply points.

Figures 23 to 25 illustrate a significant improvement in convergence characteristic of EGA method, as the IGA has found the best configuration in at least 22 iterations and a maximum of 144 iterations more than the EGA method.

F. SYSTEM 6: 33-BUS DISTRIBUTION NETWORK

The system shown in Fig. 26 includes two radial feeders with three 12.66 kV laterals, five tie line switches, and
TABLE 26. Numerical results of EGA and IGA after 30 independent runs compared to AACO and TS methods for system 13.

| Items          | Solutions | Methods       |
|----------------|-----------|---------------|
| Best Open      |           |               |
| Switches       | 735.5190, | 280.19        |
|                | 96,106,118, | 280.19        |
|                | 126,135,137, | 280.19        |
|                | 138,141,142, | 280.19        |
|                | 144–148, 150,151,155 | 280.19        |
| Worst          |           |               |
|                | 735.5190, | 280.19        |
|                | 96,106,118, | 280.19        |
|                | 126,135,137, | 284.04        |
|                | 138,141,142, | 280.25        |
|                | 144–148, 150,151,155 | 280.3         |
| Mean           |           |               |
|                | 280.19    | 280.19        |
|                | 0.0009    | -             |
| SD             | 0         | -             |
| Final          | 280.19    | 280.19        |
| Minimum        | 18.8      | 322.14        |
| Time (s)       | 0.65      | 628           |
| Maximum        | 21.5      | 701.31        |
| Average        | 19.8      | 514.57        |
|                | 489.2     | 46.78         |
| SD             | 0.65      | 113.47        |
| Final          | 20.45     | 628           |

TABLE 27. Final solutions for system 13.

| Methods       | Open Switches               | Losses (kW) | Time (s) | Method                        | Open Switches               | Losses (kW) | Time (s) |
|---------------|-----------------------------|-------------|----------|-------------------------------|-----------------------------|-------------|----------|
| Heuristic [115] | 51,106,136–139,141–152,154–156 | 285.5       | -        | NiGA [62]                     | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | -         |
| Heuristic [82]  | 738,51,55,90,97,106,118,126,137,138,141,144–148,150–152,155 | 282.77       | 23.93    | Classic [96]                  | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 4473      |
| FAGA [55]      | 51,53,90,96,106,118,139,141,144–148,150,151,154–156 | 281.7        | 40       | Classic [113]                 | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 1800      |
| Heuristic [98]  | 738,51,54,84,90,96,106,119,126,135,137,138,141,144,145,147,148,150,151,155 | 281.02       | 530      | Classic [83]                  | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 1785      |
| AACO [31]      | 735,51,90,96,106,118,126,135,137,138,141,144–148,150,151,155 | 280.59       |          | IGA [83]                      | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 628       |
| DGA [51]       | 738,51,53,90,96,106,118,126,128,137,138,141,144–148,150,151,156 | 280.47       | 227      | TS [116]                      | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 46.78     |
| Classic [59]   | 38,51,54,84,90,96,106,118,126,128,135,138,141,144–148,150,151,156 | 280.38       | 188.4    | FNSQ [61]                     | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 32.6      |
| Classic [84]   | 38,51,54,84,90,96,106,118,126,128,135,138,141,144–148,150,151,156 | 280.38       | 132.5    | Classic [117]                 | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 24.8      |
| HACO [32]      | 735,51,84,90,96,106,118,126,128,137–139,141,144,145,147,148,150,151,156 | 280.22       | 5120     | EG [83]                       | 735.51,90,96,106,118,126,135,137,138,141,144–148,145,147,148,150,151,155 | 280.19       | 20.45     |
| DCGA [57]      | 735,51,84,90,96,106,118,126,128,137–139,141,144,145,147,148,150,151,156 | 280.22       | 3600     | -                              | -               | -          | -        |

32 normal branches. The data of this test system are available in [87]. The MVA and kV base are 1 and 12.66, respectively. The voltage of the substation bus (node 0) is assumed 1 per unit. The power losses of initial network are 202.68 kW. The results of EGA, IGA, and some metaheuristic methods for this test system are listed in Table 12 and compared with the results of other methods in Table 13. The convergence plots of IGA and EGA are represented in Fig. 27 to 29.

Table 13 shows that the EGA method finds the same optimal configuration and power losses as some other methods, including IGA, but computational time is the shortest of all methods.

In comparison with Table 11, processing time of IGA has significantly increased with the increase in number of normal branches and decrease in number of substation buses and tie line switches in system 6, while EGA algorithm exhibits almost the same performance in system 6 compared to system 5. Comparing Figs 27 to 29 with Figs 23 to 25 shows better convergence performance of EGA method, compared to IGA (8th vs 186th iteration maximum and 42nd iteration minimum).
G. SYSTEM 7: 49-BUS DISTRIBUTION NETWORK

Figure 30 shows the single-line diagram of part of the real distribution network of Baghdad city in Iraq.

The test system is an 11 kV network with one substation, 49 buses, five tie lines, 48 sectional switches, and a radial feeder with six laterals. The system data and power demand information are available in [101]. The active power loss of network before reconfiguration is 10.59 kW. The results are given in Tables 14 and 15, while iterations of loss minimization of objective function are shown in Figs 31 to 33 for EGA and IGA methods.

From Table 15, it can be seen that both EGA and IGA methods find better configuration with lower power losses than GA presented in [101]. In addition, the EGA could solve the problem faster than IGA method. Figures 31 to 33 illustrate that the proposed method needs only four iterations to approach the optimal solution, while IGA needs 45 to 175 iterations. Comparing Figs 31 to 33 with Figs 27 to 29 shows better convergence performance of EGA compared to IGA in larger distribution systems.

H. SYSTEM 8: 59-BUS DISTRIBUTION NETWORK

Figure 34 shows a 33 kV real distribution network with radial feeder, lateral branches and substation bus. This system is a part of the distribution network of the city of Ahvaz in the southwest of Iran. The 59-bus system includes 58 normal branches (sectional switches) and five tie lines. Line and load data for this real distribution network are available in [38]. The active power losses of original network configuration are 178.66 kW. Tables 16 and 17 show the simulation results after applying EGA and IGA methods to this system. Convergence process of objective function is plotted in Figs 35 to 37 for both EGA and IGA methods.

It can be seen that EGA method reaches the optimal configuration and minimum losses faster than TLBO and IGA methods. The results indicate that the IGA method finds the optimal solution between 47th and 201st iteration (Figs 35 and 36) after 2.85 seconds and before 14.13 s, while EGA algorithm finds the best solution in sixth iteration.
Each iteration of EGA algorithm takes more time than an iteration of IGA, because of using Prime’s algorithm for creation of only radial solutions in EGA. However, the creation of only radial topologies (feasible solutions) in the whole evolutionary process helps the EGA to find optimal solution faster than IGA.

In some iterations of IGA method, non-radial solutions are created and that issue has increased number of
TABLE 31. Parameters of SA.

| Parameters                  | System 3 | System 6 | System 9 | System 11 |
|-----------------------------|----------|----------|----------|-----------|
| Acceptance ratio ($r$)      | 0.1      | 0.1      | 0.1      | 0.1       |
| Cooling rate ($a$)          | 0.9      | 0.95     | 0.95     | 0.95      |
| Initial temperature ($T_i$) | -100     | 500      | 500      | 500       |
| Final temperature ($T_f$)   | -25      | 6.4      | 0        | 0         |
| Maximum iterations ($k_{max}$) | 10  | 200      | 200      | 220       |
| Temperature threshold ($ε$) | N        | N        | N        | N         |
| Markov chain length ($L_N$) | -        | -        | -        | 50        |
| Distance parameter ($δ$)    | -        | -        | -        | 2         |

Figures 59 to 61 illustrate significantly better convergence characteristic of EGA algorithm, compared to IGA, because EGA has reached the optimal solution at least 44 and a maximum of 194 iterations before the IGA method.

I. SYSTEM 9: 69-BUS DISTRIBUTION NETWORK

This system is a one-feeder 12.66 kV distribution network, including one substation bus, 68 load points and sectional switches, and five tie lines is shown in Fig. 38. Data for this system are available in [60]. Base values for this network are 12.66 kV and 1 MVA. The initial network losses are 225 kW and results are compared in Tables 18 and 19. The plots of objective function values versus iteration steps of EGA and IGA methods are shown in Figs 39 to 41.

Table 19 shows that different configurations may lead to the same power losses in the four optimal solutions for DSR problem in 69-bus test system. Accuracy of these optimal solutions for switching sequence was verified by EGA and IGA methods. The only difference of these configurations is the number of the second open switch. It means that opening one of sectional switches 55 (between buses 55 and 56) to 58 (between buses 58 and 59) results in the same power losses, because buses 56 to 58 do not include any load and are connected with subsequent series branches in the network. The EGA method finds the configuration with minimum losses faster than heuristic, metaheuristic and all other GA methods in Table 19. Moreover, high processing time of DCGA presented in [92], as compared to the other reconfiguration algorithms, demonstrates that variable mutation probability used in the IGA can help to find accurate solution in much shorter computing time.

Figures 39 to 41 illustrate significantly better convergence characteristic of EGA algorithm, compared to IGA, because EGA has reached the optimal solution at least 44 and a maximum of 194 iterations before the IGA method.

J. SYSTEM 10: 70-BUS DISTRIBUTION NETWORK

This test system is an 11 kV radial distribution network with two substations, four feeders, 68 load buses, 11 tie lines, and 68 sectional switches, as shown in Fig. 42. Data for this system are available in [106]. The active power losses for initial network configuration are 227.5 kW with nominal power of 1 MVA. Table 20 and 21 show proposed optimal configurations, minimized power losses, and computing times for considered methods. Also, Figs 43 to 45 show convergence plots of the EGA and IGA methods. According to Table 21, standard GA could find more accurate solution in much higher computational time than GAMT method.

As mentioned earlier, GA in standard form is time-consuming method for network reconfiguration problem and
therefore other GA-based methods, such as GAMT, were proposed. However, GAMT method could not find the best configuration like some other GA approaches, even by creating radial solutions. This indicates that strategies considered to reduce computational time of reconfiguration algorithms should not affect method accuracy. This also highlights the strategy of computational time reduction used in the EGA method.

The EGA finds the optimal solution much faster than standard GA and GAMT and other reconfiguration methods that also find the same optimal configuration, such as IGA and AACO method presented in [31].

Figs 43 to 45 demonstrate better convergence of EGA compared to IGA, as EGA finds the best switching sequence after six iterations, in contrast to 175 iterations minimum and 4,362 iterations maximum of IGA.

K. TEST SYSTEM 11: 84-BUS DISTRIBUTION NETWORK
As shown in Fig. 46, this real 11.4 kV network consists of two substations on bus 84, 11 radial feeders, 83 sectionalizing switches, and 13 tie lines, with data presented in [21]. The current-carrying capacity of each line ($I_{max}^{i,j}$) is 410 A. The power base value for this system is 1 MVÁ. The active power

| TABLE 32. Parameters of TS methods. |
|-------------------------------------|
| **Parameters** | **Values** |
|----------------|-----------|
| System 3 | System 12 |
| [78] | [16] [17] |
| **Tabu length ($L_t$)** | 5 | 9 |
| **Neighborhood size (N)** | 5 | - |
| **Maximum iterations ($\mu_{max}$)** | 100 | 600 600 |
| BE in each loop network ($n_b$) | - | 3 3 |
| **Randomly selected tie switches ($m_t$)** | - | 1 1 |
| **Mutation rate ($Pr_m$)** | 0 0 0 | 0.01 0.01 0.01 0.01 |
| **Crossover rate ($Pr_c$)** | 0 0 0 | 0 0 0 0 |
| **Tolerance of population diversity ($c_e$)** | N N N | N N N N |
| **Tolerance of gene diversity ($c_z$)** | N N N | N N N N |
| **Value of scaling factor ($F$)** | N N N | N N N N |
| **First parameter of scaling factor ($c_d$)** | N N N | N N N N |
| **Second parameter of scaling factor ($c_l$)** | N N N | N N N N |
| **Population size ($d$)** | N N N | N N N N |
| **Iteration index ($q$)** | N N N | N N N N |

| Table 33. Parameters of RGA. |
|--------------------------------|
| **Parameters** | **Values** |
|----------------|-----------|
| Syst. 3 | Syst. 6 |
| [50] [47] [36] [47] | [36] [47] [50] [88] [91] |
| **Pr_c** | N - | 0.8 0.8 |
| **Pr_m** | N 0.05≤Pr_m≤1 0.05 0.05 |
| **Population size ($d$)** | 10 - | 85 85 |
| **Max. generations ($G_{max}$)** | 20 - | 200 200 |
| **Fundamental loops ($L_F$)** | 3 | - |

| Table 34. Parameters of GA. |
|--------------------------------|
| **Parameters** | **Values** |
|----------------|-----------|
| Syst. 3 | Syst. 6 | Syst. 7 | Syst. 9 |
| [29] [49] [67] [36] [47] | [49] [88] [91] [101] [91] | [49] [29] [67] [105] |
| **Pr_c** | 0.5 0.5 0.5 0.8 0.8 |
| **Pr_m** | 0.03 0.03 0.03 0.05 0.05 |
| **d** | 5 5 5 5 5 |
| **G_{max**} | 50 50 200 200 200 | 50 50 2000 2000 100 500 500 250 |
losses of initial network are 532 kW. Tables 22 and 23 as well as Figs 47 to 49 show the sets of results as in case of previously considered test system.

Table 23 confirms that the EGA method finds the same optimal configuration and same minimum power losses as some reconfiguration methods, but in shorter computation time. The genetic algorithm of SOReco also shows better performance (shorter computing time) than other GA methods in Table 23. As seen, its computation time is very close to EGA method, but this method could not find the same accurate solution as EGA for 70-bus test system. Figures 47 to 49 illustrate better convergence characteristic of EGA method compared to IGA, which solves the DSR problem after 11 iterations, compared to 971 and 4,363 iterations of IGA in the worst and best cases, respectively.
TABLE 37. Parameters of HSA.

| Parameters                        | System 6 | System 9 | System 11 | System 12 |
|-----------------------------------|----------|----------|-----------|-----------|
| Harmony memory size (HMS)         | 10       | 10       | 20        | 20        |
| Harmony memory considering rate   | 0.85     | 0.85     | 0.85      | 0.85      |
| (HMCR)                            |          |          |           |           |
| Pitch adjusting rate (PAR)        | 0.3      | 0.3      | 0.2       | 0.2       |
| Maximum number of iterations      | 250      | 120      | 20        | 20        |

L. TEST SYSTEM 12: 118-BUS DISTRIBUTION NETWORK

This test system, as shown in Fig. 50, is an 11 kV distribution network with three radial feeders, one substation bus, 118 and 15 sectional and tie switches, respectively. The parameters and related data of the system can be found in [17]. Tables 24 and 25 show the relevant results.

The base MVA and initial power losses are 10 and 1,298 kW, respectively. Also, convergence plots of improved and efficient GA algorithms were depicted in Figs 51 to 53.

Although most methods listed in Table 25, including the proposed EGA approach could find optimal switching scenario (23,26,34,39,42,51,58,71,74,95,97,109,122,129, 130), the EGA method finds the optimal solution faster than other methods that find the same power losses as EGA. Figures 51 to 53 indicate substantially better convergence process of objective function of EGA, as compared to IGA method.

M. SYSTEM 13: 136-BUS DISTRIBUTION NETWORK

Figure 54 shows this real network, which is part of the Tres Lagoas distribution system in Brazil, with data available in [115]. It has eight radial feeders, one substation bus, 135 sectionalizing switches and 21 tie lines, with nominal voltage and nominal power of 13.8 kV and 1MV A, respectively. The results for EGA and IGA methods are presented
in Table 26 and compared with available results for a number of other methods in Table 27. Figures 55 to 57 show the convergence characteristics of both applied genetic algorithms.

The results in Table 27 verify the solutions obtained by the EGA and IGA methods. However, the EGA method has better convergence performance than IGA and any other method. According to Figs 55 to 57, the EGA finds the optimal DSR solution after only nine iterations, compared to 5,509 and 9,965 iterations of the IGA method in the best and the worst cases, respectively. As seen in Table 27, EGA and the classic method of [117] propose the best configuration much faster than other methodologies.

### N. SYSTEM 14: 203-BUS DISTRIBUTION NETWORK

In order to illustrate the effectiveness of the proposed methodology in much larger systems, both EGA and IGA methods are applied to 203-bus distribution network, with results listed in Tables 28 and 29. The initial configuration of this real 13.8 kV distribution network with three feeders, 201 sectional switches, 15 tie lines, and three substation nodes is shown in Fig. 58. The system data can be found in [116]. The convergence of EGA and IGA methods is plotted in Figs 59 to 61.

It can be observed that IGA and EGA methods find optimal configurations with lower power losses than configuration found by TS method. The EGA algorithm is much faster than IGA and TS methods.

It can be also seen in Table 29 that configuration proposed by the IGA is different from configuration proposed by the EGA method, but both result in the same minimum losses. For additional checking, optimal configuration of EGA is verified.
by a classic optimization software package (A Mathematical Programing Language, AMPL) [118] (see Table 29).

According to Figs 59 to 61, EGA has a much better convergence characteristic than IGA, as it needs only seven iterations to converge to the optimal solution, while IGA method finds the same solution after minimum and maximum of 6,187 and 12,090 iterations, respectively. However, the IGA is more accurate than TS presented in [116].

V. CONCLUSION

After a comprehensive overview of existing metaheuristic methods, this paper presents a novel efficient genetic algorithm (EGA), which was developed to minimize active power losses via distribution system reconfiguration (DSR). The EGA method was applied to a number of test systems, representing different types and configurations of distribution networks of different sizes. The results obtained by EGA are in all cases compared with the results obtained by improved GA (IGA) and available results by classic, heuristic and some other metaheuristic and GA methods, in order to provide detailed evaluation of the efficiency and effectiveness of the proposed EGA method.

The presented simulation results show that both EGA and IGA methods are superior to all other considered/available methods for 7-bus, 12-bus, 30-bus, 49-bus, and 203-bus test systems. In all cases, EGA and IGA methods are better than classic methods of [73] and [74], GA algorithms of [86] and [101], and metaheuristic method of TS. However, IGA performance degrades in test Systems 3, 4, 6, and 9 to 14 compared to EGA and some classic, heuristic, and metaheuristic methods.

For all presented test systems, the EGA method finds the best DSR solution in shorter computational time than any other method, including IGA, as it has much better convergence characteristic.

The main reason why the EGA method exhibits significantly improved performance is that it creates only radial configurations during the search through the evolutionary process of GA, which effectively outperforms IGA and other GA-based methods, as well as classic, heuristic and other metaheuristic approaches.

Effectively, the presented and discussed features of the EGA method make it an efficient and powerful method for solving DSR problem in both offline (high accuracy) and online applications (short computation time).

APPENDIX

Available parameters of other algorithms used for comparison are presented in Tables 30 to 52.
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