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Abstract: Recent advances in drug delivery technology have led to renewed interest in shell structures with mixed kinematical constraints, one end clamped, another one free, the so-called sensitive shells. It is known that elliptic sensitive shell problems may not always satisfy the Shapiro–Lopatinsky conditions and hence are not necessarily well-posed. The new observation is that for shells of revolution if the profile function has regions of elliptic Gaussian curvature, that region will dictate the overall response of the structure under concentrated loading. Despite the monotonically increasing total energy as the thickness tends asymptotically to zero, these shells are not in a pure bending state. The numerical results have been verified using equivalent lower-dimensional solutions.
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1. Introduction

Thin structures have been studied extensively not only due to their many applications in engineering but also computational challenges related to efficient simulation and analysis of such structures. Shells, in particular, have a wide variety of responses depending on the geometry of the shell, material parameters, boundary conditions, and the types and locations of the forces acting on them, and this list is by no means exhaustive [1]. This means that domain-specific expertise is still required even when modern simulation tools are widely available also for scientists in related fields developing devices with similar structural properties.

This work has been motivated by recent advances in drug delivery technology (see, for instance, the excellent paper by Auvinen et al. [2]). The idea is to construct implantable capsules—possibly patient-specific—that, from an engineering perspective, are, in fact, thin solids of revolution, in other words, monolithic, reservoir-type implants. Auvinen reports on samples with a length of 2 cm and volume of 400 mm$^3$, which are not yet thin due to limitations of the chosen manufacturing process. The payload is an injectable drug-releasing hydrogel formulation. Since the natural objective is to maximise the volume of the payload, the capsules or shells should be as thin as possible. Currently, the state-of-the-art printed nanocellulose sheets have thicknesses in the µm range [3]. There are many strategies for modulating the actual release of the payload; here, the focus is on one where one end of the shell is kinematically constrained (that is, clamped), but the opposite end is free. This class of shell problems is referred to as sensitive shells.

Sensitive shells are not common in engineering since their performance is highly dependent on the geometry of the shell. The book by Sanchez-Palencia [4] is a comprehensive treatise on this topic. The existing theory is limited in the sense that the exact analysis inherently assumes that the variation of the shell profile is uniform in some well-defined way; for instance, the type of the Gaussian curvature does not change. If this assumption does not hold, simulation is the only option available. Each shell is a three-dimensional structure with a thickness $d$. In analysis and computations, the dimensionless thickness $t = d/L$, where $L$ is typically the diameter of the domain, is used instead. This means...
that the current practical range of dimensionless thicknesses is $[10^{-3}, 10^{-2}]$, where the upper limit is determined by the dimension reduction and thus not by the materials. The solutions to shell problems can often be viewed as linear combinations of local solutions with characteristic length scales that depend on the dimensionless thickness and the local curvature of the shell. Hence it is useful to define the shell surfaces (or parts of them) as either parabolic, hyperbolic, or elliptic.

Sensitivity in thin structures has fascinated many authors. For examples of source problems, see [5,6]. This has also been touched on in the context of eigenproblems, first in [7] and later comprehensively in [8]. Shell structures are also sensitive to imperfections (material or geometric), a problem class which is related yet different from the much narrower range of effects discussed here. For a concise introduction to broader issues related to imperfections, see [9]. In the future, once more experimental data are available, one should consider stochastic analysis where the variation in the curvature is included [10].

The chosen kinematical constraints and loading model require some justification. The clamped end of the shell models the effect of an attached solid, typically a led device used in drug release modulation. The hydrogels are shear thinning and, therefore, it is reasonable not to include fluid–structure interactions into the model. As the drugs are released from the gel, they simply leak out from the open end. When in use, the capsules are subject to external pressure loading, which can be assumed to be uniform under normal circumstances. However, of concern are different impact loads during the use and process of insertion and possibly removal for reuse [11]. The expected drug release rate is based on the ideal shape of the open end of the capsule [2]). Here the focus is on concentrated loads acting on the open end, simulating, for instance, the action of pliers during insertion, as in the classical symmetric pinching problem. This particular loading choice is not restrictive since the action of the concentrated load travels along the characteristics of the surface, and hence qualitatively similar results are obtained even with concentrated loads acting on other parts of the shell [4].

The accurate description of the shell geometry is central since, ultimately, the interesting effects are geometry-dependent. There are many shell models to choose from. In recent years, isogeometric analysis [12] has been promoted as the modern method of choice. From the analysis point-of-view, a much simpler, the so-called mathematical shell model by Pitkäranta [13] is sufficient for the uniform curvature type cases. The model used here is a variant of the Naghdi model [14] for shells of revolution. Using the formulation by Malinen [15], the geometry is also exactly as in the isogeometric case. Sanchez-Palencia’s analysis is based on the Koiter model, which requires $C^1$ finite elements [4].

Any computational study on shells has to account for numerical locking. Within the context of this work, numerical locking is understood as the inevitable loss of the optimal convergence rate [16,17]. No attempts to modify the underlying variational formulation have been made; the loss of the convergence rate is compensated by high-order finite elements, i.e., the $h$-$p$-version of the FEM [18,19]. A more refined approach for the general case would be to treat the formulation directly [20] or use well-tuned low-order elements [21,22]. Instead of resorting to a fully adaptive solution (see, e.g., [4]), the verification is performed using the symmetry of the problem. The chosen symmetric concentrated load is expanded into a Fourier series in the angular direction, and the corresponding 1D problems are solved with high accuracy. From these 1D solutions, accurate reference values for the quantities of interest can then be derived. The actual 2D computations are calibrated with the 1D reference values, and hence their accuracy can be established with high confidence. This very useful property of the shells of revolution has been used by many authors; see, for instance [7,23].

The main contribution of this study is the observation that the response of any sensitive shell with local elliptic regions will ultimately be dictated by that elliptic region as the dimensionless thickness of the shell tends to zero. Somewhat surprisingly, the angular oscillation typical for purely elliptic sensitive shells emerges in the asymptotic process. This response bears no resemblance to that of the purely parabolic or cylindrical case.
This suggests that the insertion procedure has to be carefully designed to account for the sensitivity of the shell structure to minimise possible damage and, thus, indirectly, the performance of the capsule. Another contribution of this paper is to champion the idea of computational asymptotic analysis. Even if the exact mathematical analysis cannot be carried out, through carefully designed numerical experiments, one can derive just as reliable predictive models for decision making.

The rest of this paper is structured as follows: First, the shell problems, including the full exposition of the shell geometries, are introduced. Shell-specific questions of boundary layers and numerical locking are addressed next. Reference results for standard shell profiles are tabulated in Section 4, and the theoretical background for the peculiar behaviour of the purely elliptic sensitive shells under concentrated loading is explained. Finally, numerical experiments on general shell profiles are discussed before the conclusions.

2. Shell Problems

In this section, the shell modelling used throughout this paper is described. Most of this material is standard and has been published in similar formats before but is included for the sake of self-contained presentation. The standard reference is the book by Chapelle and Bathe [1]; of course, Sanchez-Palencia [4] is useful as well.

2.1. Shell Geometry

Thin shells of revolution can formally be characterized as domains in $\mathbb{R}^3$ of type

$$\Omega = \{ x + zn(x) \mid x \in \Gamma, -d/2 < z < d/2 \},$$

(1)

where $d$ is the (constant) thickness of the shell, $\Gamma$ is a (mid)surface of revolution, and $n(x)$ is the unit normal to $\Gamma$. The principal curvature coordinates, where there are only four parameters, the radii of principal curvature $R_1, R_2$, and the so-called Lamé parameters, $A_1, A_2$, which relate coordinate changes to arc lengths, are needed to specify the curvature and the metric on $\Gamma$. The displacement vector field of the midsurface $u = \{u, v, w\}$ can be interpreted as projections to directions

$$e_1 = \frac{1}{A_1} \frac{\partial \Psi}{\partial x_1}, \quad e_2 = \frac{1}{A_2} \frac{\partial \Psi}{\partial x_2}, \quad e_3 = e_1 \times e_2,$$

(2)

where $\Psi(x_1, x_2)$ is a suitable parametrisation of the surface of revolution, $e_1, e_2$ are the unit tangent vectors along the principal curvature lines, and $e_3$ is the unit normal. In other words

$$u = u e_1 + v e_2 + w e_3.$$

(3)

In the general case, approximating the principal curvature coordinates is a non-trivial problem.

2.1.1. Profile Functions and Parametrisation

When a plane curve is rotated (in three dimensions) about a line in the plane of the curve, it sweeps out a surface of revolution. Here the two simplest cases are described. Consider a plane curve, the so-called profile function in the $xy$-plane, $y = \gamma(x)$. If the surface is generated by the curve rotating about the $x$-axis, the profile function and the resulting surface are denoted by $f(x)$ and $\Gamma_f$, respectively. If the axis of rotation is the $y$-axis, $g(x)$ and $\Gamma_g$ are used instead.

Let $I = [\alpha, \beta] \subset \mathbb{R}$ be a bounded closed interval, and let $f(x) : I \to \mathbb{R}^+$ be a regular function. The shell midsurface $\Gamma_f$ is parameterised by means of the mapping

$$\Psi_f : I \times [0,2\pi] \longrightarrow \mathbb{R}^3$$

$$\Psi_f(x_1, x_2) = (x_1, f(x_1) \cos x_2, f(x_1) \sin x_2).$$

(4)
For $\Gamma_f$, one gets

$$A_1(x) = \sqrt{1 + [f'(x)]^2}, \quad A_2(x) = f(x), \quad (5)$$

and

$$R_1(x) = \frac{A_1(x)^3}{f''(x)}, \quad R_2(x) = A_1(x)A_2(x). \quad (6)$$

Let $I = [\alpha, \beta] \subset \mathbb{R}$ be a bounded closed interval with $\alpha > 0$, and let $g(x) : J \to \mathbb{R}$ be a regular function. In this case, the shell midsurface $\Gamma_g$ is parameterised by means of the mapping

$$\Psi_g : J \times [0, 2\pi] \longrightarrow \mathbb{R}^3$$

$$\Psi_g(x_1, x_2) = (x_1 \cos x_2, g(x_1), x_1 \sin x_2). \quad (7)$$

For $\Gamma_g$, one gets

$$A_1(x) = \sqrt{1 + [g'(x)]^2}, \quad A_2(x) = x, \quad (8)$$

and

$$R_1(x) = \frac{A_1(x)^3}{g''(x)}, \quad R_2(x) = A_1(x)A_2(x). \quad (9)$$

**Remark 1.** Let us consider the case $I = J = [1/2, 3/2]$, $f(x) = g(x) = x$, i.e., a parabolic cone. In this case, the directions $e_i$, $i = 1, 2, 3$, coincide for $x_1 \in I$, $x_2 = 0$.

**Remark 2.** In the following, without any loss of generality, only examples of $\Gamma_f$ are considered.

### 2.1.2. Classification Based on Gaussian Curvature

The following kinds of shells of revolution, grouped in terms of Gaussian curvature (see, for instance, [24]), cover all fundamental types of midsurface geometry. Refer to Figure 1 for examples. Notice that the classification can also be described in terms of the derivatives of the profile $f(x)$. The analysis of shell problems is greatly simplified if the type of curvature is uniform. In this study, even though this condition does not hold, the classification remains meaningful locally. The three model geometries used in numerical examples are shown in Figure 2.

![Figure 1. Shell geometries. (a) Parabolic. (b) Hyperbolic. (c) Elliptic.](image)

1. **Parabolic (Zero Gaussian curvature shells).** One has

$$f''(x_1) = 0, \quad \forall x_1 \in I. \quad (10)$$

2. **Elliptic (Positive Gaussian curvature shells).** One has

$$f''(x_1) < 0, \quad \forall x_1 \in I. \quad (11)$$
Hyperbolic (Negative Gaussian curvature shells). One has
\[ f''(x_1) > 0, \quad \forall \ x_1 \in I. \] (12)

Notice that due to different parametrisations, the profile functions \( f(x) \) and \( g(x) \) are not interchangeable in the classifications above.

### 2.2. Two-Dimensional Model

As mentioned above, the shell model used in the simulations is the so-called Reissner-Naghdi model [14], where the transverse deflections are approximated with low-order polynomials. The resulting vector field has five components \( \mathbf{u} = (u, v, w, \theta, \psi) \), where the first three are the displacements, and the latter two are the rotations in the axial and angular directions, respectively. The convention used is that the computational domain \( \omega \subset \Gamma \) is given by the parametrisation, and the axial/angular coordinates are denoted by \( x \) and \( y \). Further, the radii of the principal curvature and the Lamé parameters are assumed to be general.

The total energy is given by a quadratic functional
\[
\mathcal{F}(\mathbf{u}) = \frac{1}{2} D A(\mathbf{u}, \mathbf{u}) - Q(\mathbf{u}),
\] (13)
where \( A \) represents energy and \( Q \) is the load potential. The constant factor \( D = E/(12(1 - \nu^2)) \), where \( E \) is the Young modulus of the material, and \( \nu \) is the Poisson ratio.

Energy is further divided into bending, membrane, and shear energies, denoted by subscripts \( B, M, \) and \( S \), respectively.

\[
A(\mathbf{u}, \mathbf{u}) = d^2 A_B(\mathbf{u}, \mathbf{u}) + A_M(\mathbf{u}, \mathbf{u}) + A_S(\mathbf{u}, \mathbf{u}).
\] (14)

Bending, membrane, and shear energies are given as

\[
d^2 A_B(\mathbf{u}, \mathbf{u}) = d^2 \int_\omega \left[ \nu (\kappa_{11}(\mathbf{u}) + \kappa_{22}(\mathbf{u}))^2 \\
+ (1 - \nu) \sum_{i,j=1}^2 \kappa_{ij}(\mathbf{u})^2 \right] A_1 A_2 \, dx \, dy, \] (15)

\[
A_M(\mathbf{u}, \mathbf{u}) = 12 \int_\omega \left[ \nu (\beta_{11}(\mathbf{u}) + \beta_{22}(\mathbf{u}))^2 \\
+ (1 - \nu) \sum_{i,j=1}^2 \beta_{ij}(\mathbf{u})^2 \right] A_1 A_2 \, dx \, dy, \] (16)

\[
A_S(\mathbf{u}, \mathbf{u}) = 6(1 - \nu) \int_\omega \left[ (\rho_1(\mathbf{u})^2 + \rho_2(\mathbf{u}))^2 \right] A_1 A_2 \, dx \, dy, \] (17)

**Remark 3.** In the following, we shall omit the constant factor \( D \) from the energy expressions. Consequently, all displacements can be considered to be scaled with a factor \( D^{-1} \) and energies with a factor \( D^{-2} \).
Using the identities above, the bending, membrane, and shear strains [15], $\kappa_{ij}, \beta_{ij},$ and $\rho_i$, respectively, can be written as

$$
\kappa_{11} = \frac{1}{A_1} \frac{\partial \theta}{\partial x} + \frac{\psi}{A_1 A_2} \frac{\partial A_2}{\partial y},
$$
(18)

$$
\kappa_{22} = \frac{1}{A_2} \frac{\partial \psi}{\partial y} + \frac{\theta}{A_1 A_2} \frac{\partial A_2}{\partial x},
$$
(19)

$$
\kappa_{12} = \kappa_{21} = \frac{1}{2} \left( \frac{1}{A_1} \frac{\partial \psi}{\partial x} + \frac{1}{A_2} \frac{\partial \theta}{\partial y} - \frac{\theta}{A_1 A_2} \frac{\partial A_2}{\partial y} - \frac{\psi}{A_1 A_2} \frac{\partial A_2}{\partial x} \right),
$$
(20)

$$
\beta_{11} = \frac{1}{A_1} \frac{\partial u}{\partial x} + \frac{v}{A_1 A_2} \frac{\partial A_1}{\partial y} + \frac{w}{R_1}.
$$
(21)

$$
\beta_{22} = \frac{1}{A_2} \frac{\partial v}{\partial y} + \frac{u}{A_1 A_2} \frac{\partial A_2}{\partial x} + \frac{w}{R_2},
$$
(22)

$$
\beta_{12} = \beta_{21} = \frac{1}{2} \left( \frac{1}{A_1} \frac{\partial v}{\partial x} + \frac{1}{A_2} \frac{\partial u}{\partial y} - \frac{u}{A_1 A_2} \frac{\partial A_1}{\partial y} - \frac{v}{A_1 A_2} \frac{\partial A_2}{\partial x} \right),
$$
(23)

$$
\rho_1 = \frac{1}{A_1} \frac{\partial w}{\partial x} - \frac{u}{R_1} - \theta,
$$
(24)

$$
\rho_2 = \frac{1}{A_2} \frac{\partial w}{\partial y} - \frac{v}{R_2} - \psi.
$$
(25)

**Remark 4.** When the shell parametrisations defined above in Section 2.1 are used, all terms of the form $\partial A_i / \partial y$ are identically zero.

The energy norm $||| \cdot |||$ is defined in a natural way in terms of the deformation energy (14):

$$
\mathcal{E}(u) := ||| u \||| := A(u, u)
$$
(26)

Similarly for bending, membrane, and shear energies:

$$
B(u) := d^2 A_B(u, u)
$$
(27)

$$
M(u) := A_M(u, u)
$$
(28)

$$
S(u) := A_S(u, u)
$$
(29)

**2.3. Variational Formulation**

By minimising the total energy (13) and given an energy space $\mathcal{U} \subset [H^1(\Omega)]^5$ the variational problem becomes: Find $u \in \mathcal{U}$ such that

$$
A(u, v) = Q(v) \quad \forall v \in \mathcal{U}.
$$
(30)

and the corresponding finite element problem: Find $u_h \in \mathcal{U}_h$ such that

$$
A(u_h, v) = Q(v) \quad \forall v \in \mathcal{U}_h.
$$
(31)

The load potential has a form

$$
Q(v) = \int_\Omega f(x, y) v A_1 A_2 \, dx \, dy.
$$
(32)
Let us consider a problem where the load acts in the tangential plane of the shell surface, i.e., \( f(x, y) = (f_u(x, y), 0, 0, 0)^T \). It can be shown that if the load \( f \in [L^2(\omega)]^5 \) holds, problem (30) has a unique weak solution \( u \in [H^1(\omega)]^5 \). The corresponding result holds in the finite-dimensional case when the finite element method is employed.

### 2.4. One-Dimensional Model

The shell model can be further reduced to a one-dimensional one if the load is periodic in the angular direction. This fact is used later in deriving reference solutions for two-dimensional problems. If the load acts in the direction of the \( u \)-component, i.e., \( f_u(x, y) = F(x) \cos(k y) \), \( k = 0, 1, 2, \ldots \), the solution \( u(x, y) \) has the form

\[
u(x, y) = \begin{pmatrix} u(x) \cos(k y) \\ v(x) \sin(k y) \\ w(x) \cos(k y) \\ \theta(x) \cos(k y) \\ \psi(x) \sin(k y) \end{pmatrix}. \tag{33}\]

Using the ansatz above, the energies can be written in terms of the wave number \( k \):

\[
d^2 \mathcal{A}^{1D}_{B}(\mathbf{u}, \mathbf{u}) = d^2 \int_{\alpha}^\beta \left[ v(\kappa_{11}(\mathbf{u}) + \kappa_{22}(\mathbf{u}))^2 + (1 - v) \sum_{ij=1}^2 \kappa_{ij}(\mathbf{u})^2 \right] A_1A_2 \, dx, \tag{34}\]

\[
\mathcal{A}^{1D}_{M}(\mathbf{u}, \mathbf{u}) = 12 \int_{\alpha}^\beta \left[ v(\beta_{11}(\mathbf{u}) + \beta_{22}(\mathbf{u}))^2 + (1 - v) \sum_{ij=1}^2 \beta_{ij}(\mathbf{u})^2 \right] A_1A_2 \, dx, \tag{35}\]

\[
\mathcal{A}^{1D}_{S}(\mathbf{u}, \mathbf{u}) = 6(1 - v) \int_{\alpha}^\beta \left[ (\rho_1(\mathbf{u})^2 + \rho_2(\mathbf{u})^2) \right] A_1A_2 \, dx, \tag{36}\]

as well as the strains:

\[
\kappa_{11} = \frac{1}{A_1} \frac{\partial \theta}{\partial x}, \tag{37}\]

\[
\kappa_{22} = k \frac{\psi}{A_2} + \theta \frac{\partial A_2}{A_1 A_2 \partial x}, \tag{38}\]

\[
\kappa_{12} = \frac{1}{2} \frac{\partial \psi}{A_1 \partial x} - \frac{k \theta}{A_2} - \frac{\psi}{A_1 A_2} \frac{\partial A_2}{\partial x} + \frac{1}{R_1} \left( \frac{k u}{A_2} + \frac{v}{A_1 A_2} \frac{\partial A_2}{\partial x} \right) = \kappa_{21}, \tag{39}\]

\[
\beta_{11} = \frac{1}{A_1} \frac{\partial u}{\partial x} + \frac{w}{R_1}, \tag{40}\]

\[
\beta_{22} = \frac{k v}{A_2} + \frac{u}{A_1 A_2} \frac{\partial A_2}{\partial x} + \frac{w}{R_2}, \tag{41}\]

\[
\beta_{12} = \frac{1}{2} \frac{\partial v}{A_1 \partial x} - \frac{k u}{A_2} - \frac{v}{A_1 A_2} \frac{\partial A_2}{\partial x} = \beta_{21}, \tag{42}\]

\[
\rho_1 = \frac{1}{A_1} \frac{\partial w}{\partial x} - \frac{u}{R_1} - \theta, \tag{43}\]

\[
\rho_2 = -\frac{k w}{A_2} - \frac{v}{R_2} - \psi. \tag{44}\]
The load potential becomes

$$Q^{1D}(v) = \int_{\alpha}^{\beta} F(x) u A_1 A_2 \, dx.$$  \hfill (45)

Notice that the coefficient $\pi (2\pi, \text{ when } k = 0)$ has been omitted from the load potential and the energy definitions (34)–(36). This has to be taken into account when one- and two-dimensional energies are compared.

![Figure 2. Three examples of shells of revolution with non-uniform type of curvature. (a) Modelname PEHP: $f(x) = \frac{4}{5} - \frac{1}{5} \tanh(5x - 1)$. (b) Modelname EH: $f(x) = 1 - \frac{1}{8} \sin(\pi x)$. (c) Modelname EHEH: $f(x) = 1 + \frac{1}{5} \sin(2\pi x)$.

3. Boundary Layers and Numerical Locking

Shell problems admit a wide variety of boundary layers, including internal ones. In the class of problems considered here, the internal layers play an important role. One of the sources (generators) of layers can be a non-smooth variation of the curvature across some curve on the shell surface. In the numerical experiments below, the profile functions have been chosen so that this effect is not present.

The presence of boundary layers often leads to problems related to numerical locking; that is, the loss of convergence rate due to poor approximation. Using high-order finite element methods is one way to tackle this possible problem [16,17].

3.1. hp-Version of FEM

The finite element method (FEM) is the standard numerical method for solving elliptic partial differential equations. Since FEM is an energy minimisation method, it is eminently suitable for problems in linear elasticity. The $hp$-FEM variant is the most efficient one [18,19].

The idea behind the $p$-version is to associate degrees of freedom to topological entities of the mesh in contrast to the classical $h$-version, where the association is to mesh nodes only. When both strategies are combined, one arrives at the $hp$-version. The shape functions are based on suitable polynomials, here integrated Legendre polynomials, and their supports reflect the related topological entity, nodes, edges, and the interior of the elements. The nodal shape functions induce a partition of unity. Moreover, due to the construction of shape functions, it is natural to have large elements in the mesh without a significant increase in the discretisation error. Since the number of elements can be kept relatively low given that additional refinement can always be added via the elementwise polynomial degree.

3.2. Layers

The theory of one-dimensional $hp$-approximation of boundary layers is due to Schwab [19]. Boundary layer functions are of the form

$$u(x) = \exp(-ax/\delta), \quad 0 < x < L,$$  \hfill (46)
where $\delta \in (0, 1]$ is a small parameter, $a > 0$ is a constant, and $L$ is the characteristic length scale of the problem under consideration. Even though the classical $p$-method, see, e.g., [18], is capable of asymptotic superexponential convergence, judicious choice of a minimal number of elements using a priori knowledge of the boundary layers leads to a far more efficient solution in the practical range of $p$.

In the absence of an exact analysis for all of the problem classes discussed below, the central result is given in the form of a definition independent of the dimension of the problem.

**Definition 1** (Layer Element Width). For every boundary layer in the problem, optimal convergence can be guaranteed provided there exists an element of width $O(p\delta)$ in the direction of the decay of the layer.

Notice that with $c$ constant, if $c p \delta \to L$ as $p$ increases, the standard $p$-method can be interpreted as the limiting method.

Boundary layers can also occur within the domains, i.e., be internal layers, or emanate from a point. For the discussion here, it is useful to define the concept of boundary layer generators (see [13]).

**Definition 2** (Layer Generator). The subset of the domain from which the boundary layer decays exponentially is called the layer generator. Formally, the layer generator is of measure zero.

The layer generators are independent of the length scale of the problem under consideration.

In Figure 3, the expected layer structures for each of the shell geometries are shown in the case of kinematic constraints and loading considered here. The loading is a symmetric axial pull acting at $(1, 0)$. Therefore the computational domain can be taken as one-half of the full shell. In parabolic and hyperbolic cases, the singularity is propagated along the characteristics, but since there are no characteristic lines on the elliptic surfaces, the phenomenon is not present. However, there will be trigonometric oscillations along the free boundary with exponentially decaying amplitudes in the axial direction. In all boundaries, in all geometries, there will be parameter-dependent layers as well, but in this setting, they have very low energy content.

![Figure 3](image)

**Figure 3.** Boundary layer charts on $\Omega = [-1, 1] \times [-\pi/2, \pi/2]$, where a symmetric concentrated load is acting on point $(1, 0)$. (a) Parabolic. (b) Hyperbolic. (c) Elliptic (no characteristic curves).

### 3.3. Numerical Locking

One of the challenges in shell problems is to avoid numerical locking. Here, one has to let the higher-order FEM alleviate the locking and accept that some thickness-dependent
error amplification or locking factor, \( K(t) \geq 1 \), is unavoidable. For the \( hp \)-FEM solution, one can derive a simple error formulation

\[
\text{error} \sim K(t)(h/L)^p,
\]

where \( h \) is the mesh spacing, \( L \) as above, and \( p \) is the degree of the elements. It is possible that \( K(t) \) diverges as \( t \) tends to zero, with the worst case being for pure bending problems: \( K(t) \sim 1/t \). Of course, for \( K(t) \sim 1 \), one can expect the \( hp \)-solution to be optimal in the sense of approximation theory. This simple error formula also suggests why higher-order methods are advantageous in shell problems: the mesh over-refinement in the “worst” case is \( \sim (1/t)^{1/p} \), which for a fixed \( t = 1/100 \), say, indicates that for \( p = 4 \) the requirement is moderate in comparison to the case of \( p = 1 \). For a more detailed discussion on this and further references, see [17].

4. Reference Results

In order to fully appreciate the odd world of the sensitive shells, one has to review the reference behaviour in the case of shells with a uniform type of curvature. For the parabolic case, the internal layer has the length scale \( \sim \sqrt{t} \), whereas for the hyperbolic one the length scale is \( \sim \sqrt{T} \) [13]. For the elliptic case, the oscillations have an angular wave number \( \sim \log(1/t) \), in other words, the length scale is only given indirectly [4].

Indeed, the layer structures shown in Figure 3 are clearly identifiable in Figures 4–6. Similarly, the parameter dependence of the features is evident. However, what is lost in the scaled colour pictures is that the associated energies in the different cases vary dramatically. The amplitude ranges are given in the respective figure captions.

![Figure 4. Parabolic case: transverse deflection profiles. (a) \( t = 10^{-2} \). Range \( w \in [-0.188302, 0.074928] \). (b) \( t = 10^{-4} \). Range \( w \in [-1.98151, 0.988704] \). (c) \( t = 10^{-6} \). Range \( w \in [-3.10864, 1.47145] \).](image)

![Figure 5. Hyperbolic case: transverse deflection profiles. (a) \( t = 10^{-2} \). Range \( w \in [-0.0736895, 0.138735] \). (b) \( t = 10^{-4} \). Range \( w \in [-0.528325, 0.57474] \). (c) \( t = 10^{-6} \). Range \( w \in [-0.558359, 0.583514] \).](image)
4.1. Verification Data

Throughout the rest of the paper, the loading is assumed to be symmetric, concentrated pulling in the axial direction; in other words, action on the \(u\)-component:

\[
f(x, y) = \exp(-100((x - 1)^2 + y^2)) + \exp(-100((x - 1)^2 + (y - \pi^2)).
\] (48)

This function can be expanded into a Fourier series in the angular \((y)\) direction, and the reference results can then be calculated as linear combinations of the Fourier weighted 1D solutions. Due to symmetry, only even terms in the cosine series are needed. They can be computed in closed form using special functions and then subsequently evaluated with arbitrary precision. The highest cosine term used in the series is \(\cos(48 y)\).

The computational domain is \(\Omega = [-1, 1] \times [-\pi/2, \pi/2]\) with a clamped boundary at \(x = -1\), and symmetry conditions at \(y = \pm \pi/2\). In one-dimensional simulations, 100 elements at \(p = 4\) are used, resulting in 2005 degrees of freedom. In 2D simulations, every case is computed on a \(20 \times 40\) element grid of quadrilateral elements at \(p = 8\) (258,405 degrees of freedom). This setup has been calibrated so that the squared energies obtained with 1D and 2D simulations agree over the parameter range \(t \in [10^{-6}, 10^{-2}]\) (logarithmic subdivision of 41 values). This parameter range is not realistic, as mentioned above. Recall that using modern technologies, in the context of our study, \(t = 10^{-3}\) is realistic, as with the traditional engineering setting where \(t \in [10^{-3}, 10^{-2}]\) is considered the practical range (for instance, car engine parts). However, the selected range is helpful in the verification of theory as well as in the expectation of new materials being introduced. The Poisson number is taken to be \(\nu = 1/3\). Young’s modulus is effectively \(E = 1\), since the results are given without the scaling factor \(D\).

Reference results for the standard cases are tabulated in Table 1. As expected, in the parabolic and hyperbolic cases, the propagation of the singularity does not carry much energy. However, the situation is very different for the elliptic case. In Figure 7, the quantities of interest in the elliptic case are given in terms of graphs. Three observations are imminent, first: the total energy increases as \(t \to 0\), second: this growth is not simply due to bending, and third: since the loading is symmetric, the oscillations along the free boundary must have even wave numbers, which is the case. Finally, by reading the observed wave numbers, it is clear that the asymptotic rate is indeed the predicted \(\sim \log(1/t)\).
Table 1. Reference energies.

| Case | Profile $f(x) =$ | $t = 10^{-k}$ | $\mathcal{E}(u)$ |
|------|------------------|-------------|---------------|
| P    | 1                | 2           | $1.8 \times 10^{-4}$ |
|      |                  | 4           | $1.8 \times 10^{-4}$ |
|      |                  | 6           | $1.8 \times 10^{-4}$ |
| H    | $\frac{1}{2} + \frac{1}{2} x^2$ | 2           | $5.0 \times 10^{-4}$ |
|      |                  | 4           | $3.7 \times 10^{-4}$ |
|      |                  | 6           | $3.8 \times 10^{-4}$ |
| E    | $1 - \frac{1}{2} x^2$ | 2           | 0.00484044    |
|      |                  | 4           | 35.0395       |
|      |                  | 6           | 546.502       |

Figure 7. Elliptic reference case (E). (a) $\mathcal{E}(u)$. (b) $B(u)$. (c) Angular wave number.

4.2. Loss of Coercivity in the Elliptic Case

The reference results in the elliptic case are so different from the others that it is natural to assume that something has failed in the simulations. Surprisingly, the wild behaviour is due to a kind of failure, but not of the simulations, of the model. As $t \to 0$ in the elliptic case, the model loses coercivity.

More precisely, the Shapiro-Lopatinsky conditions (ellipticity) do not hold on the free boundary; in other words, the problem is not well-posed in the classical sense any more. Sanchez-Palencia devotes an entire chapter to this question ([14], Chapter 8.3.2), where he also mentions that these shells are the only known realistic model where the phenomenon occurs.

5. Numerical Experiments

In the numerical experiments, three different profile functions are examined (see Table 2). The profile functions are selected so that the curvature type does not remain constant, yet each one has a local elliptic region. As for the naming convention, for instance, EH denotes a profile with an elliptic section at the clamped end followed by a hyperbolic section at the free end.

Table 2. Reference data (1D) on experiments.

| Case   | Profile $f(x) =$ | $t = 10^{-k}$ | $\mathcal{E}(u)$ |
|--------|------------------|-------------|---------------|
| PEHP   | $\frac{4}{5} - \frac{1}{5} \tanh(5x - 1)$ | 2           | 0.000202923   |
|        |                  | 4           | 0.0821373     |
|        |                  | 6           | 2.39145       |
| EH     | $1 - \frac{1}{3} \sin(\pi x)$ | 2           | 0.000683408   |
|        |                  | 4           | 0.746196      |
|        |                  | 6           | 28.0305       |
| EHEH   | $1 + \frac{1}{3} \sin(2\pi x)$ | 2           | 0.00578547    |
|        |                  | 4           | 30.9208       |
|        |                  | 6           | 1213.82       |

It is rather remarkable that the transverse deflection fields of the different cases are so different in comparison with the reference ones. Even though the concentrated load acts...
only on a tiny fraction of the boundary, the response of the shell is global in its nature. The singularities are propagated along the characteristics from the parabolic and hyperbolic boundary regions to the elliptic section. The oscillations induced by this excitation, in turn, cause pseudoreflections to return the singularities back to the boundary. Part of the internal layer penetrates into the elliptic section. This is particularly well captured in Figure 8c. One should remember that all cases fall firmly into linear elasticity and hence within the theory of elliptic partial differential equations.

Figure 8. Case EH: (a) $t = 10^{-2}$. Range $w \in [-0.979054, 0.934767]$. (b) $t = 10^{-4}$. Range $w \in [-450.092, 404.416]$. (c) $t = 10^{-6}$. Range $w \in [-19, 710.5, 18, 415.5]$.

The experiments are summarised in Figures 9–13. In terms of energy response, all three cases with general profiles are “elliptic-like.” This is illustrated in Figures 10a, 11a, and 13a. The interpretation is that the elliptic region dictates the overall asymptotic behaviour. This is probably due to the Shapiro-Lopatinsky conditions not being valid in the elliptic region. There are no rigorous theoretical results at the moment supporting this conjecture.

In both Figures 10c and 11c, the observed wave numbers are higher than those of the purely elliptic one. If one compares Figures 8c and 12c, it appears that the hyperbolic region with its two characteristics increases the wave number on the elliptic part, provided that the diameter of the hyperbolic region is sufficiently large. It is possible that this phenomenon is also present in Figure 9c, although it is not in Figure 9b.

Figure 9. Case PEHP: transverse deflection $w$ profiles. (a) $t = 10^{-2}$. Range $w \in [-0.682738, 0.584773]$. (b) $t = 10^{-4}$. Range $w \in [-159.457, 125.7]$. (c) $t = 10^{-6}$. Range $w \in [-7109.61, 6205.97]$. 
Another interesting (and new) observation is the connection between the relative amount of bending energy and the wave number. Instead of being constantly in a pure bending state, the shells transition from one dominant wave number to another via a special state where bending is more restricted. The explanation is not easy to see, however. In fact, there exists a critical thickness at which both oscillations are simultaneously equally strong since the transition must be smooth, and this is the only mechanism that can deliver the effect. This is well-known from the theory of free vibration of shells of revolution.
6. Conclusions

New practical applications have brought sensitive shells into focus. The fundamental observation is that for shells of revolution, if the profile function has regions of elliptic Gaussian curvature, then that part is likely to dictate the overall response of the structure under concentrated loading. This is in line with the existing theory on sensitive shells with uniform types of curvature.

The shells of revolution are a useful subset of designs since, through dimension reduction, it is possible to calibrate discretisations via linear combinations of very accurate low-dimensional solutions if, for instance, the loading is such that the Fourier expansion techniques can be applied, as is the case here. Since parameter dependence is always of interest, avoiding more expensive adaptive solutions is advantageous.

In this study, only a very limited set of possible realistic configurations has been addressed. The open-ended capsule designs have to address the specific problems of the sensitivity of the shells. If the chosen design has elliptic regions, the insertion procedure has to be carefully designed to account for the sensitivity of the shell structure to minimise possible damage and, thus, indirectly, the performance of the capsule. In addition, risk assessment for possibilities for impact loading should be performed. Partially constraining the now open boundary would probably lead to yet another class of responses and remains a topic for further study. There are other mechanisms for modulating sustained drug release, for instance, osmotic pumps that fall in the same category depending on the size of the opening. One option is to replace the need for one opening with perforated structures. This is an interesting consideration from the structural point-of-view since the propagation of the singularities within a perforated surface has not received much, if any, attention. Finally, another additional possibility would be to use biodegradable materials, where the structural response would vary over time as the thickness of the shell changes. In any case, the observations reported here remain valid unless the kinematic constraints are strongly altered, for instance, having a perforated structure with closed ends. The drug delivery rate models implicitly assume perfect geometries of the open channels, and any damage or significant change in the profile will affect the predicted performance of the device.
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