Likelihood analysis of earthquake focal mechanism distributions
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SUMMARY

In our paper published earlier we discussed forecasts of earthquake focal mechanism and ways to test the forecast efficiency. Several verification methods were proposed, but they were based on ad hoc, empirical assumptions, thus their performance is questionable. We apply a conventional likelihood method to measure the skill of earthquake focal mechanism orientation forecasts. The advantage of such an approach is that earthquake rate prediction can be adequately combined with focal mechanism forecast, if both are based on the likelihood scores, resulting in a general forecast optimization. We measure the difference between two double-couple sources as the minimum rotation angle that transforms one into the other. We measure the uncertainty of a focal mechanism forecast (the variability), and the difference between observed and forecasted orientations (the prediction error), in terms of these minimum rotation angles. To calculate the likelihood score we need to compare actual forecasts or occurrences of predicted events with the null hypothesis that the mechanism’s 3-D orientation is random (or equally probable). For 3-D rotation the random rotation angle distribution is not uniform. To better understand the resulting complexities, we calculate the information (likelihood) score for two theoretical rotational distributions (Cauchy and von Mises-Fisher), which are used to approximate earthquake source orientation pattern. We then calculate the likelihood score for earthquake source forecasts and for their validation by future seismicity data. Several issues need to be explored when analyzing observational results: their dependence on forecast and data resolution, internal dependence of scores on forecasted angle and random variability of likelihood scores. Here, we propose a simple tentative solution but extensive theoretical and statistical analysis is needed.
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1 INTRODUCTION

Kagan & Jackson (2014, hereinafter abbreviated as KJ2014) discussed two problems: forecasting earthquake focal mechanisms and evaluating a forecast skill. The first problem was initially addressed by Kagan & Jackson (1994), but no attempt to verify the forecast has been carried out until now. KJ2014 proposed several verification methods, but the techniques were based on ad hoc, empirical assumptions, thus their performance was not clear. In this work we apply a more conventional likelihood method to measure the skill of forecast.

The likelihood estimate for the focal mechanism prediction compares actual forecasts or later occurrences of predicted events with the null hypothesis that the mechanism’s orientation is equally probable or random. It is similar to our forecast testing for long- or short-term earthquake rate predictions (Kagan & Jackson 1994, 2011), where we use a Poisson process uniform in space or time as the null hypothesis. For 3-D rotation the random probability distribution function (PDF) for the rotation angle (Φ) is not uniform in the relevant parameters. Kendall & Moran (1963, chapters 4.25–4.30), for example, show that rotating an object around an axis selected uniformly from all possible axes in space and using a uniformly distributed angle yields no truly (or uniform) random 3-D rotation. With the earthquake source orientation distribution, the situation is even more complex because of the double-couple (DC) source symmetry; though the PDF analytical expression is known: see Kagan (1990, eq. 3.1) or Table 3 for orthorhombic symmetry by Grimmer (1979). See also eqs (3)–(6) below.

Kagan & Jackson (1994, 2011) forecast earthquake rate by smoothing the past seismicity record with a spatial kernel. They optimize the kernel by searching for the best prediction of future seismicity based on past earthquakes (see also Molchan 2012). The assumption is that the true forecast model belongs to a general class of parametric models which is used to approximate seismicity.
Present we adjust only the width of the smoothing kernel and its functional form. However, several other kernel parameters (such as its directivity, magnitude dependence, etc.) can be optimized as well (see, for instance, Kagan & Jackson 2011).

Likelihood scores can be calculated to measure the forecast skill (Vere-Jones 1998; Daley & Vere-Jones 2004; Harte & Vere-Jones 2005; Kagan & Jackson 2011). In the optimized forecast Kagan (2009, his table 3) calculated several likelihood scores ($I_0$, $I_1$, $I_2$; and $I_3$). We compare the forecasted earthquake spatial rate density with an ignorant model that has only a single Poisson global earthquake rate. The score $I_0$ measures the potential efficiency of a forecast or its ‘specificity’ (Bird & Kreemer 2015). Scores from $I_1$ to $I_3$ measure the forecast ‘success’ (ibid.), that is how well the future events were predicted by the forecast model. Most of these scores have similar values, their difference is due to the forecast map resolution and other known and controlled factors. This feature is explained by our spatial smoothing forecast procedure which yields a relatively homogeneous seismicity map. The forecast is generally based on the probability density estimation technique (Silverman 1986): future earthquakes are concentrated close to the location of the past events, thus our general forecast model is obtained by smoothing the past earthquake locations to infer the spatial distribution of future events.

A major problem with the focal mechanism forecast is that we lack a model for earthquake source pattern similar to that for earthquake rate. Thus, our forecast distribution contains many relatively sharp steps, and if integrated, they produce the $I_4$ score (Kagan 2009, table 3), which yields a consistent estimate that converges to the true value only when the sample size tends to infinity (Kagan 2007; Molchan 2010). Therefore, we use various approaches to determine the properties of the $I_4$ score for the earthquake catalogues under investigation. We hope that this new measure of focal mechanism forecast skill will be useful in earthquake prediction efforts.

2 Statistical Focal Mechanism Forecasts

KJ2014 have constructed (see its Fig. 1) daily worldwide long- and short-term earthquake forecasts based on the Global Centroid-Moment-Tensor (GCMT) catalogue (Ekström et al. 2012, and its references). The GCMT (1977–2012) completeness threshold corresponds to scalar moment $M_0 = 10^{17.7}$ Nm, or moment magnitude $m_w = 5.8$; only earthquakes above the threshold are used in the analysis (KJ2014). The forecasts specify the earthquake rate per unit area, time and magnitude with the spatial resolution to 0.1 degree and the latitude range from pole to pole. The focal mechanism orientation is also computed in the forecast. We limit this study to the latitude bandwidth [75°S–75°N] to reduce computation time. Moreover, almost all earthquakes in the GCMT catalogue are concentrated there (KJ2014, fig. 2).

In KJ2014 paper, we analysed the focal mechanism orientation distribution in the GCMT catalogue. Though the GCMT provides a general description of the earthquake source as a symmetric deviatoric moment tensor, in our studies we used only the DC solution. The orientation of the DC source ($\hat{O}$) can be expressed by several largely equivalent methods: seismic moment tensor, fault-plane solutions, principal axes ($T$, $P$, $B$-axes) and quaternions (Kagan 1991). Because of the DC symmetry, four rotations with an angle less than or equal to 180° are needed to transform one DC into another. We select the smallest rotation angle ($\Phi$) as the representative (ibid.).

As described in Kagan & Jackson (1994) and in KJ2014 (see its eqs 2–5), we estimate the focal mechanism orientations of future earthquakes using a distance-dependent weighted combination of focal mechanisms of past earthquakes. For seismicity rate we optimize the parameters of the combination (e.g. width of the smoothing kernel) as follows: we divide the available GCMT earthquake catalogue into a learning or training set (here 1977–2007 inclusive) and a test or validation set (2008–2012), and select those parameters that best predict the earthquake rate in the test set using only data from the learning set. Because of difficulties of measuring focal mechanism forecast efficiency for earthquake source we did not optimize our prediction. As we explained in Section 1, our aim in KJ2014 paper and in this work is to develop methods of evaluating the forecast skill and employ it in future work.

For shallow (depth 0–70 km) earthquakes the forecasted focal mechanism can be calculated at any point in seismically active areas on Earth; for efficiency we can calculate at the centres of cells spaced uniformly in latitude and longitude. Our tasks here are to estimate the uncertainty of the forecast and evaluate its predictive performance. For both tasks, we employ the minimum rotation angle $\Phi$ between pairs of orientations as described in the previous paragraph. The uncertainty estimate is based on the variability of the data that go into the forecast,

$$\Phi = \frac{1}{N} \sum_{i=1}^{N} \psi (O_i, \hat{O}_i),$$

where $O_i$ is the predicted focal mechanism orientation at a cell centre (as shown in eqs 2–5 of KJ2014), $\hat{O}_i$ is the orientation of each event in the learning set within 1000 km of the cell centre, the operator $\psi (O_i, \hat{O}_i) = \Phi_i$ determines a minimum rotation angle between two DC orientations, and $N$ is the number of events for this cell in the training set (1977–2007). We need to compute the variability only at test points, that is the centres of cells containing an earthquake in the test set. Note that at any location $\Phi$ depends
only on the information in the learning set and will be small if the focal mechanisms near the test point are very similar. The angle \( \Phi_1 \) is non-negative, and its empirical distribution is asymmetrical and peaked near zero (see Fig. 1 below). We employed cell sizes of 0.5 and 0.1 degrees, and as shown in Table 4 below the choice made little difference.

As a measure of prediction error we use the minimum disorientation angle \( \Phi_2 \) between the predicted and observed focal mechanisms for each event in the test set 2008–2012.

\[
\Phi_2 = \Psi(O_b, O_f),
\]

(2)

where \( O_b \) is the earthquake orientation in a forecasted cell, and \( O_f \) is the orientation of an earthquake which occurred in this cell during 2008–2012.

In Fig. 1 we display a scatterplot of two angles \( \Phi_1 \) and \( \Phi_2 \). To investigate the interdependence of two angles, we subdivide the plot of 1069 \( \Phi_1 \) angles (i.e. the forecast uncertainty) into 10 subsets with an increasing angle and calculate the quantiles of \( \Phi_2 \) distribution in each of these subsets. Generally, the smaller the value of \( \Phi_1 \), or the smaller \( \Phi_2 \) and their variation, the better the forecast. The ideal forecast should have \( \Phi_1 = \Phi_2 = 0 \).

The gridded focal mechanism forecast is displayed in fig. 4 of KJ2014. About 42 percent of the cells in this forecast have variables \( \Phi_1 \) and \( \Phi_2 \) equal to zero. These cell centres do not have any earthquake epicentroid within 1000 km distance and they are shown as empty focal mechanism cells in the above diagram. (We refer to the surface point overlying the (hypo)centroid as the epicentroid). To avoid future ‘surprises’, in our earthquake rate forecasts we assume that 1 percent of all earthquakes occur uniformly over the Globe (Jackson & Kagan 1999; Kagan & Jackson 2011). We did not make such or similar assumptions for the focal mechanism forecast, since it is not known what default value needs to be adopted for these cells (KJ2014).

However, almost all 2008–2012 earthquakes occurred in the places within 1000 km of 1977–2007 epicentroids, thus their angles could be evaluated. Only three events out of 1069 are outside of the 1000 km limit. In Fig. 1 these zero values of \( \Phi_1 \) and \( \Phi_2 \) are all plotted at the point [0.0, 0.0] and thus are not separately visible. In our likelihood studies below we sometimes use only 1066 events for which both angles can be measured.

In Table 1 we list the properties of both angles distribution shown in Fig. 1. The average \( \Phi_2 \) value increases steadily with the increase of \( \Phi_1 \), though the standard deviation is generally stable, thus the coefficient of variation also decreases for later subsets. In fig. 7 by KJ2014 this interdependence of two angles was characterized by regression lines.

3 Rotation Angle Distributions

Kagan (2013, section 5) considers three theoretical statistical distributions for the DC source orientation:

(1) The uniform random rotation, which corresponds to crystallographic orthorhombic symmetry for a general DC source. This distribution is defined for the orientation angle range 0°–120° for the minimum rotation angle \( \Phi \) (see Section 2). This random distribution is important as a potential null hypothesis for comparing it with observational and theoretical rotational distributions. The PDF is

\[
f(\Phi) = (4/\pi)(3 \sin \Phi + 2 \cos \Phi - 2) \quad \text{for} \quad 90^\circ \leq \Phi \leq \Phi_5; \tag{3}
\]

and

\[
f(\Phi) = (4/\pi) \left[ 3 \sin \Phi + 2 \cos \Phi - 2 - (6/\pi) \left( 2 \sin \Phi \arccos \left( \frac{1 + \cos \Phi}{-2 \cos \Phi} \right) \right)^{1/2} - (1 - \cos \Phi) \arccos \left( \frac{1 + \cos \Phi}{-2 \cos \Phi} \right) \right] \quad \text{for} \quad \Phi \leq \Phi_5 \leq 120.0^\circ, \tag{4}
\]

where

\[
\Phi_5 = 2 \arccos (3^{-1/2}) = \arcsin \left( -\frac{1}{3} \right) \approx 109.47^\circ. \tag{5}
\]

(2) Two non-uniform theoretical statistical distributions: the rotational Cauchy law (Kagan 1992, 2013) and the rotational von Mises-Fisher (VMF) distribution (Kagan 2000; Mardia & Jupp 2000, pp. 289–292; Morawiec 2004, pp. 88–89).

Two Cauchy distributions need to be distinguished: the regular Cauchy law in an infinite 3-D Euclidean space and the rotational Cauchy distribution for rotation in the 3-D space (Kagan 1990, 2013). The Cauchy law in the 3-D Euclidean space has a power-law tail for large distances. This Cauchy distribution is especially important for representing earthquake geometry, since theoretical arguments and simulations (Kagan 1990) show that the stress tensor in a medium with uniformly distributed random defects follows this distribution. The regular Cauchy law is a stable distribution (Kagan 2013).

The distribution of rotation angles between neighbouring earthquakes was found out to be well approximated by the rotational Cauchy law (Kagan 1992, 2013). The rotational Cauchy is defined on the 3-D hypersphere of a normalized quaternion (Kagan 1990).

| No. | \( \Phi_1 \) | \( \Phi_2 \) | \( \sigma_\Phi \) | \( C_v \) | Coef. | Score |
|-----|-------------|-------------|----------------|--------|-------|-------|
| 1   | 0.2         | 18.0        | 23.3           | 1.29   | 106   | 6.56  |
| 2   | 6.4         | 17.3        | 21.6           | 1.25   | 106   | 6.47  |
| 3   | 9.5         | 20.8        | 25.6           | 1.23   | 107   | 5.93  |
| 4   | 12.1        | 20.7        | 24.6           | 1.19   | 106   | 5.85  |
| 5   | 15.1        | 30.6        | 30.9           | 1.01   | 107   | 4.32  |
| 6   | 18.8        | 34.5        | 29.7           | 0.86   | 107   | 3.35  |
| 7   | 23.5        | 31.7        | 24.0           | 0.76   | 106   | 3.42  |
| 8   | 29.4        | 40.4        | 28.3           | 0.70   | 107   | 2.36  |
| 9   | 36.4        | 50.4        | 28.9           | 0.57   | 106   | 1.45  |
| 10  | 47.2        | 58.4        | 24.4           | 0.42   | 108   | 0.77  |
The PDF of the rotation angle $\Phi$ for the rotational Cauchy distribution can be written as

$$f(\Phi) = \frac{2}{\pi} \left[ \frac{\kappa A^2 (1 + A^2)}{(\kappa^2 + A^2)^2} \right]$$

$$= \frac{4\kappa [1 - \cos(\Phi)]}{\pi [1 + \kappa^2 + (\kappa^2 - 1) \cos(\Phi)]^2}, \quad \text{for } 0^\circ \leq \Phi \leq 180^\circ,$$

(7)

where $A = \tan(\Phi/2)$. The scale parameter $\kappa$ of the Cauchy distribution represents the degree of incoherence or complexity in a set of earthquake focal mechanisms.

The VMF distribution is a Gaussian-shaped function defined on the 3-D hypersphere of a normalized quaternion. It is concentrated near the zero angle $\Phi$. This distribution can be implemented to model random errors in determining focal mechanisms.

The VMF distribution is obtained by generating a 3-D normally distributed random variable $u$ ($u_1, u_2, u_3$) with a zero mean and the standard deviation $\sigma_u = (\sigma_{u_1}, \sigma_{u_2}, \sigma_{u_3})$ and then calculating the unit quaternion

$$q_0 = 1/\sqrt{1 + u_1^2 + u_2^2 + u_3^2},$$

$$q_i = u_i/\sqrt{1 + u_1^2 + u_2^2 + u_3^2}, \quad \text{for } i = 1, 2, 3.$$  

(8)

The 3-D rotation angle is calculated

$$\Phi = 2 \arccos(q_0).$$

(9)

Since components of the vector $u$ are normally distributed, the sum $(u_1^2 + u_2^2 + u_3^2)$ in eq. (8) follows the Maxwell distribution. The Maxwell equation describes the distribution of the vector length in three dimensions, if the vector components have a Gaussian distribution with a zero mean and a standard error $\sigma_u$. For small $\sigma_u$ the distribution of angle $\Phi$ follows the Maxwell law (Kagan 2013). The PDF and cumulative distribution function (CDF) for the VMF law can be taken from Kagan (2013, eqs 20–21).

In above equations these Cauchy and VMF laws are theoretically defined for orientation angle range $0^\circ$–$180^\circ$. However, because of the orthorhombic symmetry of the general DC source (Kagan 2013), its maximum disorientation cannot exceed $120^\circ$. Since we cannot obtain an analytical representation of these distributions for the DC source, we use simulation (Kagan 1992) to derive these distributions for the range $0^\circ$–$120^\circ$.

Fig. 2 displays the DC random cumulative rotation distribution (integrated from eqs 3 to 6), as well as several Cauchy distributions. The Cauchy distribution (7) has only one parameter ($\kappa$), a smaller $\kappa$-value corresponds to the rotation angle $\Phi$ concentrated closer to zero. The Cauchy laws CDF for a DC source are taken from Kagan (1992, see fig. 3a). These theoretical laws can be compared to the cumulative $\Phi_1$ and $\Phi_2$ angle distributions. The Cauchy law approximates the $\Phi_1$ curve reasonably well for $\kappa = 0.075$ up to about $20^\circ$. Even for larger angles the observation curve is close to the Cauchy law line. A similar effect is observed for the $\Phi_2$ curve.

In Fig. 3 the focal mechanism angles are compared to the cumulative VMF distribution for a DC source (see Kagan 1992, fig. 3c). As expected (see Kagan 2013) the fit of the VMF law to observation curves is not as good as for the Cauchy distribution, which provides a much better approximation (Fig. 2).

Table 2 shows the values of the information scores, $I$ (Kagan 2009) for both theoretical distributions, Cauchy and VMF. The information score in this case can be calculated as

$$I = \frac{1}{n} \sum_{i=1}^{n} \lambda_i \log \lambda_i,$$

(10)

that is as the sum of the cells for ensemble average. Above $\lambda_i$ is the normalized frequency in an $i$-interval. As can be seen from
Table 2. Information scores in bits for theoretical distributions (see Section 3). $\kappa$ is the parameter of the rotational Cauchy distribution (see eq. 7 and Fig. 2), $\sigma_i$, ditto for the von Mises-Fisher (VMF) rotational distribution (see eq. 8 and Fig. 3).

| # | Parameter | Cauchy ($\kappa$) | VMF ($\sigma$) |
|---|-----------|-------------------|----------------|
| 1 | 0.025     | 7.48              | 0.50          | 8.15         |
| 2 | 0.050     | 4.86              | 0.10          | 5.21         |
| 3 | 0.075     | 3.49              | 0.20          | 4.44         |
| 4 | 0.100     | 2.60              | 0.30          | 1.03         |
| 5 | 0.200     | 0.95              | 0.40          | 0.30         |
| 6 | 0.500     | 0.05              | 0.50          | 0.03         |

Figs 2 and 3, the curves that are close to the random rotation line (eqs 3–6) have the score value closer to zero.

4 ERROR DIAGRAMS

Figs 2–3, as well as Fig. 4, show cumulative distributions of rotation angles in a concentration diagram format which is similar to the error diagram (ED) display (Molchan & Kagan 1992; Kagan 2009). Characterizing prediction performance is a major challenge for EDs analysis. Since prediction results are represented by a function (curve), it is important to find a simple one-parameter criterion (a functional) that briefly expresses the forecast efficiency or skill value.

Several functionals have been proposed as a measure of ED forecast efficiency: the minimax strategy (Molchan 1991; Molchan & Kagan 1992; Kossobokov 2006; Molchan & Keilis-Borok 2008), the sum of errors ($v + \tau$) (ibid., see also eq. 11 below), the area skill score (Zechar & Jordan 2008, 2010), etc. Each of these criteria has some advantages or disadvantages. For example, Kagan & Jackson (2006, section 5) in their discussion of Kossobokov’s (2006) paper, show that two ED trajectories with a very different behaviour have the same ‘sum of errors’ value.

Moreover, as Kagan (2009, fig. 10) suggests, the fluctuations of the synthetic curves also indicate that some strategies proposed to measure the performance of a prediction algorithm by considering the ED, like a sum of errors ($v + \tau$) or minimax errors (see above) are biased for a small number of forecasted events.

The original ED plots assume that the null hypothesis is a descending diagonal connecting square corners. It corresponds to the uniform Poisson distribution of the points in a region, that is a random guess forecast strategy or unskilled forecast. However, as we explained earlier (see Section 1 and eqs 3–6), in the case of earthquake source orientation the random rotation is a non-linear function of the angle. Qualitatively, one can judge the difference between a skillful forecast and a random guess by looking at the distance between these curves. However, our goal is to provide a quantitative score.

As we explained in Section 1, an efficient way to measure the forecast skill is by evaluating the likelihood information scores. There are considerable problems in computing the information score for the rotation angles $\Phi_1$ and $\Phi_2$. As Kagan (2009) discusses, we have a reasonable model for the earthquake spatial rate forecast. We evaluate the smoothing kernel parameters using some optimizing criteria (Kagan & Jackson 2011). The optimized theoretical earthquake spatial density model allows us to evaluate several scores $I_0$, $I_1$, $I_2$ and $I_3$ (Kagan 2009, table 3) by using the direct likelihood computation as well as by integrating the EDs.

However, no such general model is yet available for the distributions of angles $\Phi_1$ and $\Phi_2$. Since the number of observations is relatively small, the concentration diagrams or cumulative distributions for these angles contains step-like jumps. In such a case, we can calculate the score that Kagan (2009) called $I_1$, which can be computed from the ED curve in absence of a probabilistic model. The $I_1$ estimate is biased upwards for small samples (ibid.), though for large number of events $I_1$ approaches the theoretical score value (Kagan 2007).

If the number of segments $n_i$ in cumulative curves (cf. Figs 2–4) is less or equal to the number of events $n$, then by applying generalized eq. 14 in Kagan (2009) to the cumulative curve of earthquakes, we evaluate the information score (compare also eq. 11 by Kagan 2007)

$$I_1 = \frac{n_i + 1}{n} \sum_{j=1}^{n_i} \Delta v_j \log_2 \left[ -\frac{\Delta v_j}{\Delta \tau_j} \right]$$

$$= \sum_{j=1}^{n_i} (v_j - v_{j+1}) \times \log_2 \left[ -\frac{v_j - v_{j+1}}{\tau_j - \tau_{j+1}} \right], \quad (11)$$

where $\tau$ is the cumulative fraction of the alarm time, $v$ is the cumulative fraction of failures to predict, and $\log_2$ is used to obtain the score measured in the Shannon bits of information (Kagan 2009). However, in some considerations (see Table 3) the segment (cell) number was selected greater than $n$. For such a case we calculate

$$I_1 = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n_i} \Delta v_j \log_2 \left[ -\Delta v_j \sum_{k=1}^{n_i} \frac{\tau_k}{\tau_{k+1}} \right], \quad (12)$$

$k_i$ is the cell number corresponding to the $i$th event.

In Table 3 several estimates of the $I_1$ score are shown for both angles ($\Phi_1$ and $\Phi_2$) and for two choices of smoothing kernel width ($r_1$). We subdivide the angle range ($0°–120°$) into various numbers of grid cells to see how it influences the $I_1$-value. The number of cells with non-zero number of events is relatively small for large cell size, but for a finer subdivision it approaches the total number.

Figure 4. GCMT catalogue, 2008–2012, $r_1 = 2.5$ km, latitude range [75°S–75°N], earthquake number $n = 1066$. Curves are cumulative distributions of the observed rotation angle $\Phi_1$ at earthquake centroids, for 10 subsets with an increasing angle of $\Phi_1$ (see Fig. 1 and Table 1). Left green solid curve is for the rotational Cauchy distribution (7) with $\kappa = 0.025$. Right green solid line is for the random rotation.
of angle measurements (1066). The score value also approaches an upper limit for a finer subdivision. The results do not appear to depend on the smoothing kernel \(r_s\)-value.

The final \(I_s\)-values can be reasonably well forecast by comparing their approximation by the Cauchy distribution in Fig. 2 with the appropriate score values in Table 2. For example, the major part of the \(\Phi_1\) curve is between Cauchy curves \(\kappa = 0.05\) and \(\kappa = 0.1\), and the score value is also between the respective values in Table 2.

Table 4 shows the values of the information scores for the 2008–2012 GCMT catalogue in a format similar to table 3 by Kagan (2009). We vary several parameters to investigate the dependence of scores. For example, the scores change with the grid modification, partly because almost all the events are located in separate cells for a higher resolution forecast. However, since the score \(I_2\) is calculated for the actual earthquake locations in the test period, their value does not depend on the cell size, as expected.

The influence of the smoothing kernel width \(r_s\) on the score appears to be insignificant. An additional study is necessary to optimize our forecast by changing \(r_s\); unfortunately the needed computations are very extensive.

Fig. 4 displays cumulative \(\Phi_2\) distributions for 10 subsets shown in Fig. 1 and Table 1. The distributions move from left to right; the distribution for the first subset is close to the Cauchy \(\kappa = 0.025\) law curve, whereas the last distribution is close to the random curve. This observation is confirmed by \(\Phi_1\) distribution in Fig. 1: the maximum value of the angle is 75.07°. It is only slightly less than 75.16°—the average angle for the random rotation of DC source (Grimmer 1979, his table 5; Kagan 1992). The score values shown in the last column of Table 1 verify this pattern: for the initial subsets, \(I_s\)-value is close to \(\kappa = 0.25\) Cauchy distribution (see Table 2), whereas for the 10th subset, \(I_s\)-value approaches zero.

### Table 3.

| # | Subdivision | \(\xi\) | \(\Phi_1\) | \(\Phi_2\) | \(\xi\) | \(\Phi_1\) | \(\Phi_2\) |
|---|-------------|--------|--------|--------|--------|--------|--------|
| 1 | 120         | 70     | 4.18   | 108    | 3.49   | 69     | 4.04   |
| 2 | 1200        | 448    | 4.41   | 538    | 3.74   | 452    | 4.28   |
| 3 | 120 000     | 955    | 4.74   | 975    | 4.03   | 957    | 4.59   |
| 4 | 120 000     | 1058   | 4.94   | 1053   | 4.18   | 1049   | 4.76   |
| 5 | 1 200 000   | 1064   | 4.97   | 1065   | 4.24   | 1050   | 4.77   |

### Table 4.

| # | 2008–2012 [75°S–75°N] |
|---|------------------------|
| Grid | 0.1° | 0.5° | 0.5° |
| \(r_s\) | 2.5 km | 2.5 km | 6.0 km |
| \(\xi\) | 1025 | 758 | 758 |

### Figure 5.

Figure 5. GCMT catalogue, 2004–2006, North-west (NW) Pacific, \(r_s = 15\) km, earthquake number \(n = 108\). Relation between two scores \(I_2\) and \(I_1\) in bits, shown by circles, for first 10 simulated catalogues, displayed in fig. 10 by Kagan (2009). We calculate two regression lines approximating the interdependence of the \(I_1\) and \(I_2\) scores, the linear and quadratic curves. To make expressions clearer in regression curves we use \(I_1 = 2.4\) as a reference point. The coefficient of correlation \(\rho\) between the angles is high 0.9, indicating that the \(I_2\) estimate can be well evaluated by \(I_1\) regression. Results of both regressions are written at the top of the plot: \(\sigma\), standard error, \(\epsilon_{\text{max}}\), maximum difference. A cross sign inside a square shows \(I_1\) and \(I_2\) estimates for the NW Pacific region (lower) and the South-west Pacific region (upper) from Table 3 by Kagan (2009). These two points are for illustration only, they are not used in regression calculations.

### 5 DISCUSSION

The likelihood approach for focal mechanism orientation pattern interpretation allows for earthquake rate prediction (Kagan & Jackson 2011) to be adequately combined with the focal mechanism forecast. This should result in a general earthquake forecast optimization.

As Kagan (2009) observed, the \(I_1\) score estimates are biased and have a higher random variation compared to the other information scores. In order to understand the properties of the \(I_1\) score, we study the correlation between \(I_1\) and other scores. To investigate the relation between the two scores, \(I_1\) and \(I_2\), in Fig. 5 we calculated these scores for 10 simulated catalogues shown in fig. 10 (Kagan 2009) for the North-west (NW) Pacific region. The range of \(I_1\) values (0.8) can be compared with the standard deviation for \(I_0\) (\(\sigma_{\text{std}} = 0.215\)), shown in table 3 by Kagan (2009). The scores \(I_0\) and \(I_1\) are optimized to have close values. As the diagram demonstrates, \(I_2\) is usually larger than \(I_1\), but their correlation coefficient is high,
thus one can estimate the $I_1$ score using regression as shown in Fig. 5.

As mentioned in Section 1, a significant effort needs to be extended to incorporate the methods developed in this and previous publication (KJ2014) to forecast earthquake focal mechanisms. A similar investigation needs to be carried out to fully optimize the global earthquake rate forecast (Kagan & Jackson 2011). However, these efforts will be mostly of technical nature, the major forecast scientific issues are addressed in this and abovementioned papers.

6 CONCLUSIONS

(1) We apply a likelihood method to measure the skill of an earthquake focal mechanism forecast. The advantage of such an approach is that the likelihood scores for the earthquake rate prediction can quantitatively be combined with the focal mechanism forecast, resulting in a general forecast optimization.

(2) We compare actual forecasts or occurrences of event source properties with the null hypothesis that the mechanism’s 3-D orientation is random.

(3) We calculate the information (likelihood) score for two rotational distributions (Cauchy and VMF) which are used to approximate a source orientation pattern.

(4) We calculate the likelihood score for earthquake source forecasts based on the GCMT catalogue and their validation by future seismicity data. We explored the dependence of the results on data resolution, internal dependence of scores on forecasted angle and a random variability of likelihood scores.
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