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Abstract—There is a growing demand for high-resolution (HR) medical images in both the clinical and research applications. Image quality is inevitably traded off with the acquisition time for better patient comfort, lower examination costs, dose, and fewer motion-induced artifacts. For many image-based tasks, increasing the apparent resolution in the perpendicular plane to produce multi-planar reformats or 3D images is commonly used. Single image super-resolution (SR) is a promising technique to provide HR images based on unsupervised learning to increase resolution of a 2D image, but there are few reports on 3D SR. Further, perceptual loss is proposed in the literature to better capture the textual details and edges than using pixel-wise loss functions, by comparing the semantic distances in the high-dimensional feature space of a pre-trained 2D network (e.g., VGG). However, it is not clear how one should generalize it to 3D medical images, and the attendant implications are still unclear. In this paper, we propose a framework called SOUP-GAN: Super-resolution Optimized Using Perceptual-tuned Generative Adversarial Network (GAN), in order to produce thinner slice (e.g., high resolution in the ‘z’ plane) medical images with anti-aliasing and deburring. The proposed method outperforms other conventional resolution-enhancement methods and previous SR work on medical images upon both qualitative and quantitative comparisons. Specifically, we examine the model in terms of its generalization for various SR ratios and imaging modalities. By addressing those limitations, our model shows promise as a novel 3D SR interpolation technique, providing potential applications in both clinical and research settings.
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I. INTRODUCTION

Medical imaging modalities (e.g., MRI, CT and ultrasound imaging) are widely used for clinical diagnosis and research [1]. They reveal internal anatomy and can provide quantitative measurements of the human body. Acquisition of a medical image depends on both the technical quality of the instrument and the conditions of the scan (e.g. patient properties, nature of the image being acquired), and in most cases, involves compromise, i.e., choosing a shorter acquisition time in MRI, reducing the radiation dose in CT, and using lower ultrasound power levels in ultrasound imaging. Thus, the acquired images may have limited spatial resolution, most commonly lower in the ‘z-plane’. For instance, MRI using 2D spin-echo technique can provide good in-plane resolution, but typically have a high thickness for a clinically reasonable acquisition time, constraining the possibility of capturing important signals of lesions between the slices. Moreover, the thick-slice images produce poor quality oblique or perpendicular reconstructions. There is active demand in practice to generate HR images in order to relieve the burden of patients, to reduce examination costs and to decrease motion-induced artifacts.

One of the main approaches to accelerate MRI acquisition is through under-sampling the data in k-space, which inevitably results in aliasing artifacts by violating the Nyquist-Shannon sampling criteria [2], and then performing reconstruction of the under-sampled MRI, by solving an ill-posed inverse problem from an optimization point of view [3]. Currently, parallel imaging (PI) and compressed sensing (CS) [4] are widely used in clinical practice. While the former method adopts multiple independent channels to simultaneously receive each view of the tissue area and utilizes software tools such as SENSE [5] or GRAPPA [6] to combine the multiple signals, the latter provides a framework for imaging reconstruction by adding a regularization term subject to prior sparsity constraints into the optimization problem. Beyond the conventional techniques, deep learning methods for MRI reconstruction have been extensively studied to learn the relationship between high-quality ground truths as target and the corresponding under-sampled images as input [7]–[10]. More advanced networks and algorithms are proposed following the idea of incorporating more “physics” from conventional methods (CS and PI), e.g., the development of variational networks [11]–[13].

Single-image SR focuses on the 2D spatial domain, and refers to the process of generating HR images from low-resolution (LR) images. Deep learning based SR models have been actively explored and achieve state-of-the-art performance on natural image datasets [14]–[18]. One important breakthrough is the perceptual loss function [19]–[21], which is proposed to tackle the issue of blurring generated by optimization of pixel-wise loss functions such as MSE. Together with GAN loss, perceptual loss has the potential to create images that are visually indistinguishable from the ground truth images.
Basic SR techniques have been introduced to MRI. Chaudhari et al. [22] implements convolutional neural networks (CNNs) to learn residual information between HR thin-slice images and LR thick-slice images using MSE loss. A self-supervised anti-aliasing algorithm is developed by [23], [24] to resolve the LR out-of-plane slices by learning from the HR in-plane slices, thus requiring no external training dataset. High-quality results are reported by the SR MRI approaches in literature [25]–[29]. However, there are certain limitations that preclude their application in real-world scenarios. Given the blurred textures trained by MSE loss, perceptual loss with GAN seems necessary in the single-image SR model, but it is unclear how to generalize the pre-trained 2D model based perceptual loss to 3D medical images. In modern medical image deep learning tasks, data augmentation is often applied during data preprocessing when the acquired data is insufficient. The adaptation of the SR MRI model to address a range of SR scenarios such as various sampling ratios, acquisition processes, or medical modalities is still limited. As a result, interpolation is still used instead of SR for routine data augmentation.

In this study, we proposed a novel algorithm termed SOUP-GAN: Super-resolution Optimized Using a Perceptual-tuned GAN network for generating HR thin-slice images. Our main contributions are:

• We generalize the application of perceptual loss previously defined on 2D pre-trained VGG onto 3D medical images. Together with GAN, the new scheme with 3D perceptual loss significantly improves the perceived image quality over the MSE trained results.

• We develop a multi-scale SR architecture that works for various sampling factors with an overall satisfactory performance.

• Two criteria are proposed accounting for different acquisition protocols. Without examining the acquisition process carefully, the extracted datasets will not provide accurate mapping from LR slices into HR slices, and therefore may not work well for all the SR tasks.

• We evaluate the feasibility of designing one model that works for all the medical images. The proposed model is applied to datasets from other imaging modalities, e.g., T2-weighted MRI and CT. Combining the above aspects, our model shows potential to be applied for the novel SR interpolations on medical images.

II. METHOD

A. Residual CNNs for 3D SR-MRI

Generally, image reconstruction is the transformation of signals acquired to images that are meaningful to humans and can be formulated as the multi-dimensional linear system:

\[ Ex = y + \varepsilon, \quad (1) \]

which tries to generate the desired images \( x = x_i, i \leq N \) based on the observed signals \( y = y_i, i \leq n \) with \( N \) and \( n \) as the numbers of desired and observed slices (images in the Z-dimension), respectively. \( E \) is the encoder operator, representing various image generation or transformation tasks, e.g., an identity operator with and without convolutions respectively for image deblurring and denoising, image-space uniform under-sampling for SR, local masking operators for inpainting and k-space under-samples for MRI reconstruction. \( \varepsilon \) is the coherent noise by the measurement.

SR tasks on 3D MRI specifically can be viewed as an under-sampling encoder trained to generate HR slices from LR slices. While Eq. 1 itself is ill-posed, it can be turned into an optimization problem:

\[ \hat{x} = \arg \min \left( \frac{1}{2} \| Ex - y \|^2_2 \right), \quad (2) \]

and solved by supervised learning. Given a set of HR ground-truth examples \( x \), the corresponding LR images \( y \) can be obtained through the encoder operator \( \hat{E} = (x * \kappa) \downarrow_s \) that typically applies the anti-aliasing filtering with a subsequent down-sampling by the sampling factor \( s \) on the ground truth slices. The training dataset is composed of the ground-truths \( x \) and their associated under-sampled \( y \), on which a generator network \( G_\theta \) is proposed and trained to approximate the function \( F \), the inverse form of the encoder \( E \), such that \( x = F(y) \).

The designed generator \( G_\theta \) consists of a pre-upsampling layer by cubic interpolation together with a residual network of 3D convolutional layers, or 3D U-net, on which the data patches can be efficiently trained. For the task involving a large training dataset, the so-called RRDB (Residual in Residual Dense Block) introduced in ESRGAN [18] is adopted to better resolve the residual spatial details, and to alleviate the burden of occupied memory through such a post-upsampling scheme.

As an outline of the proposed framework SOUP-GAN, Algorithm 1 is provided with pseudocode to summarize the training process including multiple processing steps, which are depicted by Fig. 1 and explained in the later subsections.

Algorithm 1 Training the proposed framework SOUP-GAN.

Data: HR 3D MRI volume.

Step 1) Data preprocessing:

Create LR volume by data-preprocessing following either the thin-to-thick or thin-to-thin criteria.

Step 2) Prepare training dataset:

Partition the LR data as input and HR data as ground truth into pairs of \( 32 \times 32 \times 32 \) patches.

Step 3) Multi-scale SR network:

Input LR patches to the multi-scale SR network with an appropriate module entrance and exit according to the associated sampling factor \( s \).

Step 4) 3D perceptual loss with GAN:

Based on the pre-trained MSE results, further tune the model by employing the 3D perceptual loss with GAN.

B. Data Preprocessing

Data acquired for this study are 3D MRI datasets. Nine (9) T1-weighted brain MRI volumes with 1 mm isotropic pixel spacing in both the in-plane and out-of-plane directions were cropped and stacked into one \( 256 \times 256 \times 1170 \) volume. Those thin slices were HR ground-truth images. The LR volume
The acquisition protocols focused on the in-plane resolution without considering the perpendicular (Z) planes. Thin slices with large separation are acquired efficiently. As a result, they are insufficient to cover the whole FOV in Z direction, therefore inevitably introducing spatial aliasing in the perpendicular planes [31]. One clinical example is for diagnosing interstitial lung disease (ILD) in which HR CT data (~1mm thin slice) is acquired at 10 mm intervals, since the disease is fairly diffuse. Correspondingly to this type of clinical acquisition as well as imaging interpolation in deep learning tasks, the LR representation of the HR ground-truth data is obtained directly by the down-sampling with the factor \( s \). For other cases between the first and second types of data preprocessing discussed here, a Gaussian filter with a tuned value of the standard deviation can be adopted. Finally, the input dataset to the network is obtained by a cubic spline interpolation with \( s \) on the LR representations that are obtained from the algorithms based on the thin-to-thick or thin-to-thin criteria.

### C. Multi-scale Model for SR Interpolation

Supervised medical deep-learning tasks (e.g., classification, detection and segmentation) are based on the acquired images and associated labels. The accuracy of the model inference is not only decided by the design of the networks, but more importantly relies on the data size and quality. Data augmentation is often performed when the training data is insufficient, imbalanced or incompatible in shape. Conventional interpolations (such as linear, square, and cubic) are widely used and can provide approximate intermediate slices. However, when the sampling factor \( s \) increases, the interpolated new images become more blurred and further away from the optimal resolution. Whether or not healthier and more realistic images...
could be generated seems to become the bottle-neck to further improve the model performance through data augmentation. From the observation on SR tasks, we design a multi-scale model to provide image interpolation with superior resolution, upon a user-selected sampling factor $s$.

In our multi-scale architecture, the single-scale model described earlier provides the starting point for learning the residual between LR and HR slices. Pre- and post-processing modules are added respectively at the top and the bottom layers, to deal with the differential information between scales. As a result, we construct one model that is able to provide predictions for multiple cases with different sampling factors $s \in \{2, 3, 4, 5, 6\}$, see Fig. 2, while most of the model parameters are shared by the backbone across the scales.

For fractional values of the sampling factor $s$ between the selected integers, we incorporate them by interpolating the corresponding parameters of the two neighboring networks to derive an interpolated model:

$$\theta^s_G = (1 - \alpha)\theta^m_G + \alpha\theta^{m+1}_G,$$

where $s$ is between the integer $m$ and $m + 1$ with the ratio $\alpha = s - m$. In conclusion, the proposed multi-scale SR model together with the parameter interpolation scheme provides an efficient tool to perform the image interpolation with higher resolutions than conventional interpolation methods.

### D. 3D Perceptual Loss

In previous single image SR tasks studied on natural images, it was observed that training based on a pixel-wise loss, e.g., L1, MSE, or PSNR can achieve relatively high metric scores, but often results in overly-smooth SR images with blurring, since the perceptual quality of textures, edges and high-frequency details are ignored by the pixel-wise losses. Based on the idea of being closer to semantic similarity, Gatys et al. [19] proposes perceptual loss, which is defined by evaluating the Euclidean distances between the feature maps extracted from a pre-trained VGG network instead of low-level pixel-wise error. For instance, perceptual loss based on the high-level representations at the $l$-th layer of the VGG19 network [32] is formulated as:

$$L_{\text{per}} = \frac{1}{hwc} \sum_{i,j,k} (\phi^l_{i,j,k}(x) - \phi^l_{i,j,k}(F(y)))^2,$$

where $h$, $w$ and $c$ are the height, width and channel number of the representation on the layer $l$, respectively.

It is worth noting that SR MRI tasks deal with 3D medical images, while the VGG network takes 2D images as input. To generalize the single image SR with perceptual loss into 3D, we propose to adopt the original slices together with adjacent planes of the ground truth volume $x$ and the predicted volume $F(y)$. That is, all the axial, sagittal and coronal images of the 3D data will be imported into the pre-trained VGG and contribute to the perceptual loss calculation (see Fig. 1). In this way, the 3D MRI volume is perceptually resolved in terms of projected slices along the three principal directions. We also note that we used the deep intermediate layer VGG19-54 before activation rather than after activation.

### E. GAN

In addition to the perceptual loss, we define a discriminator network $D_\theta$, together with the generator model $G_\theta$, based on the Generative Adversarial Networks structure. The generator $G_\theta$ and discriminator $D_\theta$ are optimized in an alternating manner to solve the adversarial min-max problem:

$$\min_G \max_D \mathbb{E}_{x \sim p_{\text{data}}} \log D(x) + \mathbb{E}_{y \sim p_{\text{train}}} \log(1 - D(G(y))),$$

which aims to train a generative model $G_\theta$ trying to fool the discriminator $D_\theta$, while the discriminator is trained simultaneously to distinguish the generated SR images from...
Fig. 3. Test examples on brain and knee MRI showing perpendicular reconstructions from original thick slices, using tricubic interpolation (TCI), MSE and GAN using perceptual loss (SOUP). We note [22] proposed a single-scale residual-based 3D convolutional neural network with MSE, similar to the third column here. Our SOUP approach better resolves the perceptual details and is more generally applicable to various sampling factors and different imaging modalities.

Fig. 4. Comparison between single-scale model and multi-scale model on T1-weighted brain MRI. The figure also includes original slices, cubic interpolation and ground-truth slices as a reference. Residual images are added to better visualize the difference of the generated images to the ground-truths.
ground truth images. With this approach of adversarial training between $G_\theta$ and $D_\theta$, the generated images are encouraged residing in the featured manifold of real images, potentially with perceptually superior quality that is visually indistinguishable from the ground truth images.

III. EXPERIMENTS

A. Training details

The training process is divided into two stages. The generator model $G_\theta$ is first trained by the MSE loss. The Adam optimization is used. The learning rate is initialized as $3 \times 10^{-4}$, and decayed by a factor of 3 upon three cycles, if the validation loss is no longer updated for the current cycle. Then, the model is further tuned by employing the perceptual loss and GAN. The total loss for $G_\theta$ upon the refined tuning is:

$$L_G = L_{per} + \lambda L_{GAN} + \mu L_{MSE},$$

where the weights $\lambda$ and $\mu$ are selected as 0.01 and 0.001. The pre-trained pixel-wise model is used to initialize the second stage of training. Transfer learning helps the perceptual-tuned GAN model converge more efficiently and obtain more visually pleasing results. The generator $G_\theta$ and the discriminator $D_\theta$ are alternately updated until the model converges to produce visually satisfactory images and no further improvement is visually apparent.

B. 3D perceptual loss performance

As discussed in section II, pixel-wise loss usually achieves a relatively high metric score but fails in resolving the textures, edges, and high-frequency details, resulting in blurring of the images that are produced. The scheme that we propose generalizes the single-image perceptual loss based on pre-trained 2D VGG network into 3D, which is applicable for sliced medical datasets.

As the first example of our qualitative results, Fig. 3 shows the difference between using MSE loss and 3D perceptual loss with GAN, to train the network respectively. The two test datasets included in Fig. 3 are the T1-weighted brain MRI (reformatted coronal images in the first row, and reformatted sagittal images in the second), and knee MRI in the third row. The images appear better compared to the original thick slices, the cubic-spline interpolated images, and the MSE results. They are further improved by 3D perceptual loss with GAN, achieving the highest perceptual quality.

C. Single-scale and multi-scale model comparison

Fig. 3 reveals the possibility of using SR technique as a better “interpolation”, given the active demand for data augmentation in medical-imaging deep-learning tasks. The feasibility of this idea requires an adaptive SR model, which is designed to incorporate random sampling factors. Fig. 4 compares the single-scale SR model with our multi-scale SR model at the sampling factor equal to 5. We can imagine that, to some extent, the multi-scale model has to sacrifice partial resolutions, as a trade-off for allowing multiple scale entries. But still, the images obtained by the multi-scale model possess a satisfactory quality compared to the TCI and single-scale model.

Beyond the single-scale limit, our multi-scale model is demonstrated to work for user-selected scale values, which is the key to turning the SR model into a useful interpolation tool. Fig. 5 reports the quantitative data performed on T1-weighted brain MRI test dataset with the metrics at different scales, including the root of mean squared error (RMSE), peak signal to noise ratio (PSNR) and the structural similarity (SSIM). Fig. 6 shows the generated images at different scales, obtained by SOUP (the multi-scale model) and compared to the conventional interpolation results. As a sum-up of the comparison, while the multi-scale SR model and the conventional...
Fig. 6. Comparison between multi-scale model and cubic interpolation at different scales.

Fig. 7. Comparison between single-scale model and multi-scale model performance on T2-FLAIR brain MRI.
Fig. 8. Evaluation using T2-weighted brain MRI images with quantitative comparisons of measures: (a) RMSE, (b) PSNR and (c) SSIM in terms of the sampling factor $s$. Statistical significance is indicated on the x-axes with * for $p < 0.05$ and ** for $p < 0.001$.

interpolation method converge to a similar quality at the scale $s \leq 2$, the SR model starts to outperform the interpolation and achieves better and better image qualities, when the scale $s$ increases.

D. Application to other contrast types of MRI images

In the literature, single image SR models are trained and tested on datasets of natural images, collected from different categories with various distributions. Similarly, an open question for medical images is whether it is possible to develop a generalized SR model that works for various medical image data types (e.g., modalities or contrast types) with an arbitrary sampling factor $s$ selected by the user. To address this question,
we apply our multi-scale SR model to the test datasets of other medical imaging types, e.g., T2-FLAIR MRI and CT. Fig. 7 shows the comparison between single-scale model and multi-scale model on FLAIR brain MRI, Fig. 8 quantitatively evaluates the performances of the models on the FLAIR MRI dataset with different metrics, and Fig. 9 compares SOUP with conventionally interpolated images at different sampling factors.

E. Generalization to other medical imaging modalities, e.g., CT

We also apply our multi-scale SR model on CT data. Fig. 10 and 11 show the SR-interpolated (SOUP) and conventionally interpolated images on abdominal and pelvic CTs. It is clear from both examples that the SR-interpolated results achieve significantly higher quality than the conventionally interpolated ones in regard to the edges, textual details and blurring. Those comparisons demonstrate our multi-scale SR model (SOUP) as a widely generalizable tool for different sampling factors and various applied imaging modalities, which paves the way for more advanced medical image interpolation through deep-learning SR.

IV. Conclusions

To our knowledge, this is the first published work to combine the deep-learning SR method with a 3D perceptual-tuned GAN network, and to examine its application and generalization in terms of different sampling scales and various medical imaging modalities, as a novel 3D image interpolation technique. The superior-resolution thin slices obtained by the model outperform other conventional resolution-enhancement methods and previous SR work on medical images upon both qualitative and quantitative comparisons. Based on the promising simulation data, the proposed work shows potential in both clinical tasks, such as reducing the acquisition time and further resolving the MRI scans in retrospective studies, and research tasks, e.g., serving as a novel SR interpolation method for data augmentations with further applications in lesion measurements, radiomics and automatic segmentations.
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