Stator Winding Fault Detection and Classification in Three-Phase Induction Motor
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Abstract: Induction motors (IMs) are the workhorse of the industry and are subjected to a harsh environment. Due to their operating conditions, they are exposed to different kinds of unavoidable faults that lead to unscheduled downtimes and losses. These faults may be detected early through predictive maintenance (i.e., deployment of condition monitoring systems). Motor current signature analysis (MCSA) is the most widely used technique to detect various faults in industrial motors. The stator winding faults (SWF) are one of the major faults. In this paper, we present an induction motor fault detection and identification system using signal processing techniques such as fast Fourier transform (FFT), short-time Fourier transform (STFT), and continuous wavelet transform (CWT). A three-phase motor model is developed in MATLAB Simulink and simulated under various fault conditions. The current signature is observed using FFT, spectrogram, and scalogram to detect the faults. It is observed that under some fault conditions, the current signature analysis remains indistinguishable from the non-fault case. Therefore, deep learning (DL) methods are adopted here to identify these faults. The time-series data of healthy and unhealthy conditions are obtained from the simulation results. The comparative investigation among DL models confirmed the superiority of the long short-term memory (LSTM) model, which achieved 97.87% accuracy in identifying the individual faults.
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1 Introduction

Induction motors are used widely in industry as they have proved to be economical, rugged, and reliable. They find application across a wide range of applications such as blowers, fans, compressors, pumps and conveyors in virtually all types of industrial settings. During normal operation, these motors are exposed to many kinds of mechanical and electrical stresses that can cause severe failures. Examples of major mechanical faults include such events as broken rotor bars [1–3] and bearing faults [4–7]. In general, electrical faults include insulation failure, short circuits, and supply problems and are influenced by the quality of the power supply, which might exhibit voltage unbalances and variations in supply frequency under varying load conditions [8,9]. It has been observed [10] that the likelihood and severity of mechanical faults are similar or slightly higher than for electrical problems (roughly 45%–55% compared to 35%–40%, respectively).

Stator winding faults make up around one-third of the total faults observed in induction motors and these can very quickly damage the motor. Fig. 1 represents some different kinds of stator winding faults. Inter-turn short faults can quickly escalate to become inter coil, phase winding, and phase to ground faults, which in turn causes significant circulating currents, thereby generating enormous thermal stress at the point of the short and leading to machine failure [11,12].

![Stator winding faults](image)

**Figure 1:** Stator winding faults [8]

Stator inter-turn faults will generate harmonic frequencies in the stator current of the motor that can be described as [5,13]:

\[ F_{\text{stator}} = \left\{ \frac{n}{p}(1 - s) \pm k \right\} \]

where, \( p \) is the number of pole pairs, \( n = 1,2,3,\ldots \), and \( k = 1,3,5,\ldots \), etc.

Model-based, signal processing and Deep Learning (DL) are the main fault detection approaches presently used in induction motors [14]. Vibration, current, stray flux, air-gap flux, voltage, power, temperature, acoustics, and partial discharge are all quantities that have been used in fault detection. Of these, noninvasive current measurement using current sensors in the time domain is a straightforward approach in which current can be measured at any point. Current measuring sensors are simple to install, provide rich information for fault detection, and can be a good alternative to vibration [15]. Motor current can be measured and analyzed in either transient or steady-state modes (or both).
Two common approaches to the steady-state analyses of stator current involve monitoring the negative sequence current arising from imbalances between the motor phases and performing Motor Current Signature Analysis (MCSA) [16] in the frequency domain. MCSA is the most widely adopted and reliable technique to detect and identify the frequency components appearing in the current spectrum of a faulty motor. Typically, the current is measured in the time domain and converted to the frequency domain to identify the fault frequencies. While Fast Fourier transform (FFT), short-time Fourier transform (STFT), and Wavelet Transform (WT) are commonly used in MCSA-based fault diagnosis, each has their own drawbacks. For example, motor current data are often non-stationary, and FFT techniques tend to obscure spectral changes over time. Similarly, the STFT based spectrogram \( S(t, f) \) in Eq. (2), below, describes the squared magnitude of the signal energy representing the time and frequency of the original signal \( x(t) \) windowed by \( w(t) \) [17]. STFT therefore provides \((t, f)\) information with a fixed-sized window but provides poor frequency resolution [15].

\[
S(t, f) = |S(t, f)|^2
\]  

To overcome the issue of poor frequency resolution and window size, many researchers have used wavelet transform analysis in both its discrete and continuous forms. Wavelet techniques detect time-frequency information in the signal without needing to adjust window size and thus offer more detailed fault information than other methods [16]. The Continuous Wavelet Transform (CWT) produces a spectrum of time-scale versus amplitude called a scalogram, which can be used to achieve better time localization for short-duration, high-frequency events, and better frequency localization for low-frequency, longer-duration events. Signal energy is also preserved by the scalogram which is the square of the absolute value of the signals plotted as a function of time and frequency [17]. Both STFT based spectrogram and CWT-based scalogram methods have been used effectively to identify time-frequency features of induction motor signals in various conditions. Acquired time-domain current data in alternative healthy and unhealthy conditions can be analyzed using conventional signal analysis tools (e.g., MATLAB) by taking the STFT based spectrogram and CWT-based scalogram and adjusting the percentage overlap, spectral leakage, window size with shape factor, time-bandwidth (TBW), and voices per octave. The scale resolution becomes finer with a rise in the number of voices per octave.

Deep Learning (DL) as a sub-domain of artificial intelligence that has been widely applied to the analysis and diagnosis of industrial systems. Its capabilities, such as high generalization power, end-to-end implementation and noise tolerance, have boosted its applications in various domains such as the automotive industry, chemical industry, agriculture, and healthcare industry [18–21]. DL has already been employed for condition diagnosis of induction motors in various industrial applications [6,22], as well as the testing of major components such as bearings and winding [22–24] and can easily distinguish between various motor conditions using a range of input signatures such as current, voltage, or vibration. Compared to signal processing techniques, they have many advantages such as high accuracy, noise tolerance, and easy upgradability [25–28]. Therefore, these methods are receiving the attention of researchers for fault detection and identification in various industrial systems such as induction motors.

Recently, researchers have employed current signatures to diagnose various IM faults. In Konar et al. [29], the CWT and Hilbert transform (HT) has been used to analyze the frequency components present in the radial vibration signal of the IM for multiclass faults (BRB, unbalanced rotor, bowed rotor, faulty bearings, stator faults, and voltage unbalance). Using the fault feature extraction in wavelet and Hilbert Transform, the specific fault type can be effectively classified. An experimental study in Saucedo-Dorantes et al. [30] shows that the CWT-based scalogram can detect inherent feature patterns of mixed imbalance, rotor-stator contact, and crack in the rotor as multiple faults based on real vibration signals. In the analysis of Khechekhouche et al. [14], a discrete energy wavelet representation (DWER) of the stator
current signal was used to show that inter-turn short circuits (ITSC) and unbalanced voltage faults generate the same harmonics but can still be separately classified due to their different FFT amplitudes.

In Priyadi et al. [31], a short circuit in the IM winding has been modeled using MATLAB Simulink. Wavelet transforms were used to diagnose the strength of specific frequency and power spectral density (PSD) patterns to indicate an unhealthy condition in the winding. In Hsueh et al. [32], the time-series data of the current signals were converted to greyscale images using an empirical wavelet transform (EWT) and, after applying deep CNN, five different bearing faults accurately classified. Rotor fault detection under transient conditions has been achieved in Gyftakis et al. [33] by identification of fault spectra on the zero-sequence current signal using STFT. The rotor fault detection methodology proposed in Garcia-Calva et al. [34], involving the spectrum, short-time multiple signal classification (MUSIC), and short-time minimum norm is well suited to transient analysis and provides high time-frequency accuracy. In Diwatelwar et al. [35], the FFT and fuzzy logic is applied to detect short-circuited phase windings. It was reported that fuzzy logic performs better than total harmonic distortion (THD) in cases where the fault current is distorted.

In a similar way to Support Vector Machines (SVM), the Artificial Neural Network (ANN) has been shown in several studies [36] to support the pattern classification of current fault signatures. On the other hand, the use of time-frequency based CWT scalogram for stator current-based SWF detection in induction motors has been rarely reported, although the scalogram is commonly used in vibration analysis. In this work, we present the time frequency-based CWT scalogram for stator current-based stator winding faults detection in induction motors. The proposed work is simulated in MATLAB with stator winding faults and analyzed under various conditions (i.e., healthy vs. unhealthy) based on the power spectral density using FFT, STFT, and CWT-based scalogram in a steady-state condition. Three deep learning models are used to detect and classify faults types based on time domain data drawn from three-phase stator currents.

The remainder of this paper proceeds as follows. Section 2 discusses the methodology of fault detection and presents the MATLAB Simulink model. Section 3 discusses stator winding fault detection that is followed by the fault identification in Section 4. The results and discussions are presented in Section 5 followed by a conclusion and future work in Section 6.

2 Methodology and Fault Simulation

A block diagram for fault detection and identification in induction motors is shown in Fig. 2. Basically, we apply current signature data derived from a simulated 3-phase induction motor model to MCSA and DL blocks to achieve fault detection and identification.

![Figure 2: Methodology to detect and identify the SWFs](image)

Squirrel-cage induction motors are low cost, require less maintenance, possess good efficiency during operation, and are able to maintain a constant speed. Thus, they are very commonly used in applications such as blowers, pumps, and conveyors. A simulation model of 4 kW three-phase squirrel-cage IM was developed as shown in Fig. 3. Parameters of the motor are given in Tab. 1. In
In this case, fault generation is achieved by simulating a three-phase short circuit to ground. The corresponding parameters are provided in Table 1.

Figure 3: A simulation model for the phase to ground fault in three-phase squirrel-cage IM

Table 1: Simulated motor parameters and short circuit module parameters

| S. No. | Name of Block                              | Parameters                      | Value          |
|--------|--------------------------------------------|---------------------------------|----------------|
| 01     | 3 phase squirrel cage IM (4 kW, 400 V, 50 Hz, 1430 rpm) | Stator resistance (Rs)          | 1.4050 Ω       |
|        |                                            | Rotor resistance (Rr)            | 1.3590 Ω       |
|        |                                            | Stator inductance (Ls)           | 0.005839 Ω     |
|        |                                            | Rotor inductance (Lr)            | 0.005839 H      |
|        |                                            | Mutual Inductance (Lm)           | 0.1722 H        |
|        |                                            | Inertia                         | 0.0131 J/kg.m²  |
|        |                                            | Friction factor (F)              | 0.002985 N.m.s |
|        |                                            | Pole pairs                       | 2              |
| 02     | Three-phase Fault                          | Fault resistance                | 0.001 Ω        |
|        |                                            | Ground resistance                | 0.01 Ω         |
|        |                                            | Snubber resistance               | 1e6 Ω          |

3 Fault Detection Using MCSA Approach

Fig. 3 shows the methodology of a stator winding fault (phase to ground fault) detection using FFT-based spectrum, STFT-based spectrogram, and CWT-based scalogram, such that the three-phase current measurements may be analyzed within the time, frequency, and time-frequency domains. A conventional procedure for computing STFTs was used, in which the overall time signal was divided into shorter segments of equal length and the Fourier transform computed separately on each of these time windows. In contrast, the basis function (“mother” wavelet) in CWT contains both temporal and frequency components and can be scaled and shifted to correlate with the signal events, resulting in a non-uniform representation of the signal that tends to give better results in this type of analysis.
In each case, the model was simulated for one second, and faults injected at times between 350 ms and 550 ms. The three-phase current of the simulated motor was measured in the time domain and converted to the frequency domain for \((t, f)\) analysis in the signal analyzer to identify healthy and unhealthy conditions while the phase to ground fault is applied. Differences between the healthy and unhealthy spectrograms and scalograms represent a fault detection event and the time of the fault is extracted from the data based on the energy density of the fundamental and fault frequencies due to the short circuit.

4 Fault Identification Using Deep Learning Models

In this work, we have used multilayer perceptron (MLP), long short-term memory (LSTM), and 1D-convolutional neural network (1D-CNN) deep learning models for the identification of the fault in the induction motor. These DL models are discussed in subsequent sections.

For the identification of the faults using these DL algorithms, seven categories of the phase winding healthy and unhealthy conditions have been simulated using the induction motor model shown in Fig. 3. Subsequently, time-domain information for the steady-state stator current was input to the three level learning algorithms (discussed below), which classify the induction motor condition. The time-domain data corresponds to the seven categories of the three-phase stator current data given in Tab. 2. Acquired time domain data is fed to three different DL algorithms to classify either phase to phase or phase to ground SWF occurrence. The seven categories of the time-series data include the healthy condition of the motor and SWF among the three phases of the motor, i.e. to ground or to another phase.

Table 2: Classes and labels of three-phase stator current data

| Motor Condition                        | Labels |
|---------------------------------------|--------|
| Healthy                               | H      |
| Phase Blue/A to ground fault          | AG     |
| Phase Red/B to ground fault           | BG     |
| Phase Yellow/C to ground fault        | CG     |
| Phase B to phase A fault              | BA     |
| Phase B to phase C fault              | BC     |
| Phase A to phase C fault              | AC     |

The hyper-parameters that are used for the models mentioned above are:

- Batch size = 256
- Number of samples = 4,00,000
- Number of iterations = 1000
- Learning rate = 0.0001
- Data split = 70:20:10 as training data, validation data, and cross-validation data or testing data, respectively.

4.1 Multi-Layer Perceptron

The Multi-Layer Perceptron (MLP) is a feed-forward DL model that uses a back-propagation technique for learning features from data. The model utilizes a series of hidden layers to extract complex features from
input data. Here, MLP is used to classify the different conditions of IM. Tab. 3 presents the structure of the MLP model.

| Layer type      | Units |
|-----------------|-------|
| Dense           | 64    |
| Dense           | 64    |
| Dense           | 32    |
| Dense           | 32    |
| Dense           | 16    |
| Dense           | 16    |
| Softmax function| 7     |

4.2 Long Short-Term Memory

LSTM model is a modified type of RNN capable of learning long-term dependencies. It addresses the gradient vanishing problem of the RNN and offers selectivity through forgetting gates. The basic structure of the LSTM model is given in Tab. 4.

| Layer type | Units |
|------------|-------|
| LSTM       | 64    |
| LSTM       | 32    |
| LSTM       | 32    |
| Softmax function | 7 |

4.3 One Dimensional Convolutional Neural Network

Generally, 1D-CNN is employed for time series/sequential data analysis, which tends to slide the kernel in a single dimension. The 1D-CNN receives one-dimensional input data and yields one-dimensional output against the received input data. The structure of the 1D-CNN network employed in this work is illustrated in Tab. 5.

5 Results and Discussions

Fig. 4(a) represents the three-phase healthy stator current acquired in the time domain, showing a rise in current initially at the starting time of the motor and then remains stable for 1 s. Fig. 4(b) represents the FFT-based healthy frequency spectrum (0–300 Hz) in dB showing two peaks, one at fundamental 50 Hz, and the other one at 250 Hz. In the time-frequency domain, Figs. 4(c) and 4(d) represent the healthy time-frequency STFT based spectrogram (0–300 Hz) and the CWT based scalogram (0–256 Hz) showing a rise in signal energy of fundamental component 50 Hz at starting time and then remaining constant level for the rest of time with no additional frequency components.
Table 5: Architecture of the 1D-CNN model

| Layer type  | Units |
|-------------|-------|
| Conv1D      | 128   |
| Conv1D      | 128   |
| Max-Pool    | 128   |
| Conv1D      | 64    |
| Conv1D      | 64    |
| Max-Pool    | 64    |
| Conv1D      | 32    |
| Conv1D      | 32    |
| Max-Pool    | 32    |
| Dropout     | 0.2   |
| Flatten     | 32    |
| Dense       | 100   |
| Softmax function | 7   |

Figure 4: (a) Healthy three-phase stator current in the time domain (b) Healthy three-phase FFT-based current spectrum showing 50 Hz and 250 Hz peaks (c) Healthy STFT-based spectrogram stator current blue phase showing 50 Hz (Kaiser window), and (d) Healthy CWT-based scalogram stator current blue phase showing the only 50 Hz
Fig. 5(a) shows a three-phase stator current of an unhealthy induction motor in the time domain, showing a rise in current between 350 ms to 550 ms. It is indistinguishable, that which phase is exposed to a fault. In the FFT-based power spectrum we can observe the rise in power at 50, 150, and 250 Hz as shown in Fig. 5(b). However, this does not indicate the time of the fault appearance. Tab. 6 contrasts the power level in dB of the fundamental 50 Hz component and other induced harmonics for the healthy condition vs. the phase short with ground.

![Figure 5: Unhealthy three-phase stator current (a) Time-domain, and (b) FFT-based frequency spectrum](image)

Table 6: Comparisons based on dB power level in different frequency components present in three-phase steady-state stator currents Healthy and Unhealthy condition

| Stator current phase | Healthy Motor | Unhealthy Motor |
|---------------------|---------------|-----------------|
|                     | 50 Hz | 150 Hz | 250 Hz | 50 Hz | 150 Hz | 250 Hz |
| Red                 | 14.4 dB | Below –50 dB | –34.9 dB | 20.9 dB | –15.2 dB | –12.0 dB |
| Yellow              | 14.4 dB | Below –50 dB | –34.9 dB | 21.0 dB | –10.8 dB | –16.1 dB |
| Blue                | 14.4 dB | Below –50 dB | –35.0 dB | 15.8 dB | –12.1 dB | –18.3 dB |

The STFT based color-like spectrogram in Fig. 6 showing signal energy in dB provides the fault time information with frequency characteristics if the proper window size is selected. In Figs. 6(a)–6(c), STFT(\(t, f\)) based spectrogram in an unhealthy condition is shown for the range –10 to 15 dB. The color plot of signal energy is presented at the time of fault with 300 ms window size with minimum spectral leakage and 44 Hz frequency resolution for the three-phase stator current. Each 300 ms window represents the energy of the frequency spectrum in the stator current. It is evident that the window from 300 ms to 600 ms shows the rise of other frequency components apart from the fundamental 50 Hz, which is indicative of an unhealthy motor.

The fault frequencies generated due to unhealthy conditions can be observed in the CWT-based scalogram 0–15 dB range showing a color plot of signal energy by adjusting the TBW and voices per octave level. In Fig. 7, the CWT-based scalogram provides information regarding the time of occurrence of the fault by revealing the sudden change in signal energy in decibel (dB) through the color-like plot without any adjustment of window size, which is important in STFT. In Figs. 7(a)–7(c), the time-frequency domain representation of the three-phase stator current in steady-state is shown. The rise in signal energy at the fundamental component 50 Hz and other components at the time of fault can be readily observed. The intensity of the fundamental component (50 Hz) is high initially due to the motor starting. Subsequently, the 50 Hz component becomes lighter, but increases again between 350 ms to 550 ms, along with the addition of another frequency component. In a CWT-based scalogram, fault
detection should be restricted to the middle of the cone as any faults detected outside of the cone may be misleading due to edge effects.

Figure 6: Showing STFT-based spectrogram of stator current in a faulty condition of (a) Red phase (b) Yellow phase, and (c) Blue phase

Figure 7: Showing WT-based scalogram of stator current in faulty condition (a) Red phase (b) Yellow phase, and (c) Blue phase

Fig. 9 shows the accuracy and loss graphs of the three models. All three models have demonstrated smooth performance in the training phase.

For effectively identifying the type of fault in the IM and achieving the maximum classification accuracy, all three DL models (i.e., MLP, LSTM, and 1D-CNN) were trained multiple times while varying hyper-parameters such as the number of hidden layers, number of neurons, batch size, learning
rate, and optimizer. After multiple trainings, these models have yielded their best performance on the dataset. The achieved results are presented and discussed below.

Fig. 8 shows the confusion matrices of the MLP, LSTM, and 1D-CNN models. A comparison of these confusion matrices demonstrates that the LSTM model has achieved the best individual class identification performance.

![Confusion matrices of (a) MLP (b) LSTM, and (c) 1D-CNN](image)

**Figure 8:** Confusion matrices of (a) MLP (b) LSTM, and (c) 1D-CNN
Tab. 7 shows the classification report of the three DL models. The table also confirms the superiority of the LSTM model in terms of accuracy for individual class identification. The LSTM model exhibits excellent F1 scores in the range 0.97–0.98, indicating that the classifier is able to very accurately and precisely characterize the motor behavior in both its healthy and unhealthy conditions.

**Figure 9:** Accuracy and Loss diagrams of (a) MLP (b) LSTM (c) 1D-CNN

**Table 7:** Classification report of MLP, LSTM, and 1D-CNN

| Class label | MLP         | LSTM         | 1D-CNN        |
|-------------|-------------|--------------|---------------|
|             | Precision   | Recall       | F1-Score      | Precision   | Recall       | F1-Score      | Precision   | Recall       | F1-Score      |
| H           | 0.99        | 0.98         | 0.98          | 0.98        | 0.98         | 0.98          | 0.98        | 0.98         | 0.98          |
| AG          | 0.97        | 0.97         | 0.97          | 0.97        | 0.98         | 0.97          | 0.98        | 0.97         | 0.98          |
| BG          | 0.95        | 0.98         | 0.96          | 0.98        | 0.98         | 0.98          | 0.98        | 0.98         | 0.98          |
| CG          | 0.96        | 0.96         | 0.96          | 0.98        | 0.98         | 0.98          | 0.97        | 0.97         | 0.97          |
| BA          | 0.94        | 0.97         | 0.96          | 0.97        | 0.98         | 0.98          | 0.97        | 0.98         | 0.97          |
| BC          | 0.97        | 0.94         | 0.96          | 0.99        | 0.98         | 0.98          | 0.97        | 0.96         | 0.97          |
| AC          | 0.98        | 0.96         | 0.97          | 0.99        | 0.98         | 0.98          | 0.97        | 0.98         | 0.97          |
| **Average** | **96.48%**  |              |               | **97.87%**  |              |               | **97.37%**  |              |               |
| **Accuracy**|             |              |               |             |              |               |             |              |               |
6 Conclusion

In this paper, we have presented the implementation and analyses of the SWF detection and identification in a three-phase induction motor based on FFT, STFT, and CWT using three-phase stator current signatures. It is shown that MCSA can detect the changes in frequency components by obtaining the FFT-based spectrum, which provides the initial information for the fault. The time of the fault can be determined by analyzing the spectrogram, which provides the signal energy of fault frequencies with time information if the proper window size is selected. Further time-frequency analyses can be performed if fault frequencies are known. The scalogram provides the time of occurrence of a fault and its frequencies without adjusting the window size, which becomes an advantage of the CWT scalogram over the STFT spectrogram. The FFT-based spectrum, STFT-based spectrogram, and CWT-based scalogram show the changes in the frequency spectrum in all three stator currents. Three deep learning algorithms are effectively used to classify which phase winding of the IM is exposed to SWF. The proposed work shows that the MCSA approach in conjunction with DL is a reliable method to detect and identify the SWFs in a three-phase IM. Among the DL models, LSTM yielded the best classification performance compared to other models with an average accuracy of 97.87%. The proposed work also paves the way for the detection of unique frequencies present in induction motors current using Wavelet-based scalogram in other types of single or multiple fault conditions including SWF. The next step is to implement the proposed system for industrial assets management and verify the system’s accuracy and performance.
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