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Abstract
We consider a nonnegative potential $W$ that vanishes on a finite set and study the existence of periodic orbits of the equation
\[ \ddot{u} = W_u(u), \quad t \in \mathbb{R}, \]
that have the property of visiting neighborhoods of zeros of $W$ in a given finite sequence. We give conditions for the existence of such orbits. After introducing the new variable $x = \epsilon t$, $\epsilon > 0$ small, these orbits correspond to stationary solutions of the parabolic equation
\[ u_t = u_{xx} - W_u(u), \quad x \in (0, 1), \quad t > 0, \]
with periodic boundary conditions. In the second part of the paper we study solutions of this equation that, as the stationary solutions, have a layered structure. We derive a system of ODE that describes the dynamics of the layers and show that their motion is extremely slow.
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1 Introduction
Let $W : \mathbb{R}^m \to \mathbb{R}$ be a nonnegative $C^4$ potential that satisfies
\[ 0 = W(a) < W(u), \quad a \in A, \quad u \in \mathbb{R}^m \setminus A, \]
where $A \subset \mathbb{R}^m$ is a finite set with at least two distinct elements. We consider the mechanical system
\[ \ddot{u} = W_u(u), \quad W_u(u) = \left( \frac{\partial W}{\partial u_1}(u), \ldots, \frac{\partial W}{\partial u_m}(u) \right)^\top, \quad (1.1) \]
and, given a small number $\delta > 0$ and $N \geq 2$ points $a_1, \ldots, a_N \in A$ with $a_j \neq a_{j+1}$, $j = 1, \ldots, N - 1$ and $a_N \neq a_1$ we study the existence of periodic solutions $u^T : \mathbb{R} \to \mathbb{R}^m$ of (1.1) that satisfies

$$u^T(t_j) \in B_\delta(a_j), \quad j = 1, \ldots, N,$$

for some $t_1 < \ldots < t_N \in [0, T)$, $T > 0$ the period of $u^T$.

We also require that $u^T$ remains away from $A \setminus \{a_1, \ldots, a_N\}$. In Fig. 1 we sketch a situation where $A$ has four elements and $N = 6$.

If $A = \{a_-, a_+\}$ with $a_- \neq a_+$ the problem is well understood, see for example [2,9] and under minimal assumption on $W$, there is a $T_0 > 0$ such that, for each $T \geq T_0$, there exists a $T$-periodic solution $u^T$ that oscillates twice for period on the same trajectory with extreme at $u^T(0) \in B_\delta(a_-)$ and $u^T(T/2) \in B_\delta(a_+)$ and

$$\lim_{T \to +\infty} \delta = 0.$$  

Moreover the speed vanishes at $t = 0$ and $t = T/2$. For this reason $u^T$ is called a brake orbit. The existence of brake orbits that oscillate between neighborhoods of two minima of the potential has been extended also to an infinite dimensional setting where $W$ is replaced by a functional $J : \mathcal{H} \to \mathbb{R}$ (a suitable function space) with two distinct global minimizers $\bar{u}_- \neq \bar{u}_+ \in \mathcal{H}$ that correspond to the minima $a_-, a_+$ of $W$, see [1,26] and [37].

The case $\sharp A \geq 3$ is open and its analysis in full generality is probably very difficult. We study the problem under generic assumptions that we now describe. We note that if a periodic solution $u^T$ with the properties listed above exists for all $\delta > 0$ small we can expect that there is a natural assumption in the study of the above question is

$$H_1 \quad \text{For each } j = 1, \ldots, N \text{ there exists a solution } \bar{u}_j \text{ of (1.1) which is a minimizer of the action } J(u) = \int_{\mathbb{R}} \left( \frac{1}{2} |u'|^2 + W(u) \right) ds \text{ in the class of maps that connect } a_j \text{ to } a_{j+1} \text{ (} a_{N+1} = a_1).$$

**Remark** $A = \{a_-, a_+\}, a_- \neq a_+$ implies the existence of a solution $\bar{u}$ of (1.1) that connects $a_-$ to $a_+ [2,6,32,36,38,41]$. If $A$ contains more than two elements, the existence of a heteroclinic solution $\bar{u}$ that connects $a_- \in A$ to $a_+ \in A$, $a_- \neq a_+$ is not guaranteed. A sufficient
condition for \( \tilde{u} \) to exist it that

\[ \sigma_{a_-,a_+} < \sigma_{a_-,a_+} + \sigma_{a_+,a_+}, \quad a \in A \setminus [a_-, a_+] , \]

where, for \( a \neq b \in A \),

\[ \sigma_{a,b} = \inf_{u \in \mathcal{A}_{a,b}} J(u), \quad \mathcal{A}_{a,b} = \{ u \in W^{1,2}_{\text{loc}} : u \text{ connects } a \text{ to } b \}. \]

We also assume the following nondegeneracy conditions:

\( \text{H}_2 \) The hessian matrix \( W_{ul}(a_j) \), \( j = 1, \ldots, N \) has distinct positive eigenvalues.

\( \text{H}_3 \) The zero eigenvalue of the operator \( L_j : W^{2,2}(\mathbb{R}; \mathbb{R}^m) \to L^2(\mathbb{R}; \mathbb{R}^m) \) defined by

\[ L_j v = -v'' + W_{ul}(\tilde{u}_j)v, \]

is simple.

**Remark** For each \( s_0 \in \mathbb{R} \), \( \tilde{u}_j(\cdot - s_0) \) is a solution of (1.1). Therefore by differentiating with respect to \( s_0 \) we get \( \tilde{u}_j'' = W_{ul}(\tilde{u}_j)\tilde{u}_j' \). That is 0 is an eigenvalue of \( L_j \) and \( \tilde{u}_j \) a corresponding eigenvector.

The smoothness of \( W \) and \( \text{H}_2 \) imply, see Lemma 4.1, the existence of the limits

\[ \lim_{s \to -\infty} \frac{\tilde{u}_j(s) - a_j}{|\tilde{u}_j(s) - a_j|} = z_j^- , \quad \lim_{s \to \infty} \frac{\tilde{u}_{j-1}(s) - a_j}{|\tilde{u}_{j-1}(s) - a_j|} = z_j^+ , \quad (1.4) \]

where \( z_j^\pm \) are eigenvectors of the matrix \( W_{ul}(a_j) \). We let \( (\mu_j^-)^2 \) be the eigenvalue of \( W_{ul}(a_j) \) associated to \( z_j^- \). If \( z_j^- = \pm z_j^+ \) we set \( \mu_j^2 = (\mu_j^-)^2 = (\mu_j^+)^2 \).

We define \( \tilde{u}_j \) also for \( j = N + 1 \) and \( s < 0 \) and for \( j = 0 \) and \( s > 0 \) by setting

\[ \tilde{u}_{N+1}(s) - a_{N+1} = \tilde{u}_1(s) - a_1, \quad s < 0, \]
\[ \tilde{u}_0(s) - a_1 = \tilde{u}_N(s) - a_{N+1}, \quad s > 0, \]

and observe that these definitions imply

\[ z_1^+ = z_{N+1}^+, \quad z_1^- = z_{N+1}^- . \]

Note that from \( \text{H}_2 \) the eigenvectors \( z_j^- \) and \( z_j^+ \) are either parallel or orthogonal.

We prove the following

**Theorem 1.1** Assume \( \text{H}_1-\text{H}_3 \) and

\( \text{H}_4 \) \( z_j^- = \pm z_j^+ , \quad j = 1, \ldots, N , \)

Then, the condition

\[ z_j^- \cdot z_j^+ = z_{j+1}^- \cdot z_{j+1}^+, \quad j = 1, \ldots, N, \quad (1.5) \]

is necessary and sufficient for the existence of a family \( u^T : \mathbb{R} \to \mathbb{R}^m , \quad T \geq T_0 , \) for some \( T_0 > 0 \) of \( T \)-periodic solutions of (1.1) that satisfy:

(i) There exist numbers \( 0 \leq \xi_1 < \xi_2 < \ldots < \xi_N < 1 \) such that

\[ \lim_{T \to +\infty} \xi_j - \xi_{j-1} = \frac{1/\mu_j}{\sum_h 1/\mu_h} , \quad (\xi_0 = \xi_N - 1) \]

and

\[ \lim_{T \to +\infty} u^T(t + \xi_j T) = \tilde{u}_j(t) , \]

uniformly in compacts.
(ii) Given $\delta > 0$ there are $t_5 > 0$ and $T_5 > 0$, $t_5$ independent of $T$, such that
\[ u^T(t) \in B_3(a_j), \quad \text{for } t \in (\xi_{j-1} T + t_5, \xi_j T - t_5), \]
where $j = 1, \ldots, N$, $T \geq T_5$.

(iii) There exist $k_0$, $K_0$ independent of $T$ such that
\[
\|u^T - u^T,\bar{t}\|_{W^{1,2}((0,T);\mathbb{R}^m)} \leq K_0 e^{-k_0 T} e^{-\frac{T}{2\sum_{h \neq 0} h}}, \\
|J_{(0,T)}(u^T) - J_{(0,T)}(u^T,\bar{t})| \leq K_0 e^{-k_0 T} e^{-\frac{T}{2\sum_{h \neq 0} h}}.
\]
where $u^T,\bar{t}$ is defined in (1.13) and $J_{(0,T)}(v) = \int_0^T \left( \frac{|v(t)|^2}{2} + W(v) \right) dt$.

In the scalar case $m = 1$ the condition $z^{-}_j = \pm z^+_j$ is automatically satisfied. In the vector case $m > 1$, $\mathbf{H}_4$ should be regarded as a generic assumption. Indeed it can be shown that if $\bar{u}$ is a solution of (1.1) that converges to $a \in A$, for $s \to -\infty$ or for $s \to \infty$ then, generically, the ratio $\bar{u}(s) - a$ converges to an eigenvector of $W_{aa}(a)$ that corresponds to the smallest eigenvalue of $W_{aa}(a)$ (see Lemma 4.2). A situation where the condition $z^{-}_j = \pm z^+_j$ may automatically hold in the vector case is when $W$ is invariant under a group of symmetries. For instance this is the case when $W : \mathbb{R}^m \to \mathbb{R}$ is invariant under the Dihedral group $D_K$ of the symmetries of a regular polygon with $K$ sides and $A = \{W = 0\}$ has exactly $K$ distinct elements. The situations corresponding to $z^{-}_j \cdot z^+_j = \pm 1$ are illustrated in Fig. 2.

In the scalar case $m = 1$, in agreement with phase plane analysis, periodic solutions whose existence can be established via Theorem 1.1 are necessarily of brake type oscillating between neighborhoods of consecutive elements of $A$. This follows from the fact that, since $A \subset \mathbb{R}$ is ordered, the necessary condition (1.5) can not be satisfied if the sequence $a_1, \ldots, a_N$ includes three or more distinct elements of $A$. Assume for example that $W(u) = \frac{1}{2} u^2 (1 - u^2)^2$. Then $A = \{-1, 0, 1\}$ and $W''(\pm 1) = 2$, $W''(0) = \frac{1}{2}$. Phase plane analysis shows that there exist heteroclinic connections $\bar{u}$ and $\bar{v}$ connecting $-1$ to $0$ and $0$ to $1$ respectively. For $N = 4$ consider the sequence $a_1 = -1, a_2 = 0, a_3 = 1$ and $a_4 = 0$ with the associated sequence of connections $\bar{u}_1 = \bar{u}, \bar{u}_2 = \bar{v}, \bar{u}_3 = \bar{v}(-\cdot)$ and $\bar{u}_4 = \bar{u}(-\cdot)$. In this case we have in particular
\[
z^{-}_2 = 1, \quad z^+_2 = -1, \\
z^{-}_3 = z^+_3 = -1.
\]
It follows
\[
z^{-}_2 \cdot z^+_2 \neq z^{-}_3 \cdot z^+_3.
\]
This shows that the necessary and sufficient condition formulated in Theorem 1.1 is not satisfied and we conclude that the periodic orbit $u^T$ does not exist and indeed inspection of the phase plane confirms that there is no periodic orbit of (1.1) that visit in sequence $\delta$-neighborhoods of $a_1, a_2, a_3, a_4$. Note also that this example shows that the product $\zeta_j := z^{-}_j \cdot z^+_j$ can assume both values $1$ and $-1$.

Assume now $m \geq 2$ and that $W : \mathbb{R}^m \to \mathbb{R}$ satisfies $0 = W(a) < W(u)$ for $a \in \{a_1, a_2\}, u \in \mathbb{R}^m \setminus\{a_1, a_2\}$ with $a_1 \neq a_2$ nondegenerate zeros of $W$ and assume that there is a nondegenerate connection $\bar{u}$ connecting $a_1$ to $a_2$. Consider the sequence $a_1, a_2 (N = 2)$ and the associate sequence of connections $\bar{u}_1 = \bar{u}, \bar{u}_2 = \bar{u}(-\cdot)$. In this case it results
\[
z^{-}_2 = z^+_1, \quad z^{-}_2 = z^+_2.
\]
and Theorem 1.1 implies the existence of a periodic orbit $u^T$ that, for $T$ sufficiently large, alternates between $δ$-neighbourhoods of $a_1$ and $a_2$. Beside this simple situation that extends to the case $\nu \geq 2$ well known results [21,27] valid for the scalar case, in the vector case $\nu \geq 2$, depending on the sign of the products in (1.5) and on the structure of the set of connections between the elements of $A$, various type of periodic solutions of (1.1) can be deduced from Theorem 1.1. Even in the case where $A = \{a_-, a_+\}$ has only two elements, if it happens [4] that there are two distinct orbits connecting $a_-$ to $a_+$, say $\tilde{u} \neq \tilde{v}$ that satisfy the condition

$$
\lim_{s \to \pm \infty} \frac{\tilde{u}(s) - a_{\pm}}{|\tilde{u}(s) - a_{\pm}|} = \lim_{s \to \pm \infty} \frac{\tilde{v}(s) - a_{\pm}}{|\tilde{v}(s) - a_{\pm}|} = z_{\pm},
$$

(1.6)

Theorem 1.1 implies the existence of infinitely many periodic solutions of (1.1) with different structure. Indeed (1.6) implies that, independently of the path chosen to travel from $a_-$ to $a_+$ and vice versa, the value of the products in (1.5) is always 1. Therefore if we represent the connections $\tilde{u}, \tilde{u}(\cdot), \tilde{v}, \tilde{v}(\cdot)$ with the four symbols $+p, -p, +q, -q$, then Theorem 1.1 implies the existence of a periodic solution for each sequence $\{\omega_h\}_{h=1}^N$ which has $N$ even and satisfies

$$
\omega_h \in \{+p, -p, +q, -q\}, \quad \text{sign}(\omega_h)\text{sign}(\omega_{h+1}) = -1, \quad h = 1, \ldots.
$$

(1.7)

In this situation we can even conjecture that, as limits of sequences of periodic solutions corresponding to sequences $\{\omega_h\}_{h=1}^N$ with $N \to \infty$, there exist chaotic aperiodic solutions of (1.1) associated to infinite sequences $\{\omega_h\}_{h=1}^\infty$ that satisfy (1.7). Similar considerations apply when the graph with vertices the elements of $A$ and edges the connections among them has a connected component that contains three or more elements of $A$. This happens, for instance, if $3A$ is odd.

As stated above we denote $(\mu_j \pm)^2$ the eigenvalue of $W_{uu}(a_j)$ associated to eigenvectors $z_j^\pm$ in (1.4). From $H_2$ and (1.4) it follows, see Lemma 4.1, that there exist maps $\tilde{w}_j^\pm$ and constants $\tilde{K}_j^\pm > 0$, $K_j^\pm > 0$ and $\mu_j^+, \mu_j^- > \mu_j$ such that

$$
\begin{align*}
\tilde{u}_j(s) - a_j &= \tilde{K}_j^- z_j^- e^{\mu_j^- s} + \tilde{w}_j^-(s), \quad s \leq 0,
\tilde{u}_j(s) - a_{j+1} &= \tilde{K}_j^+ z_j^+ e^{-\mu_j^+ s} + \tilde{w}_j^+(s), \quad s \geq 0,
|\tilde{w}_j^-(s)|, |D^k \tilde{w}_j^-(s)| &\leq K_j^- e^{\mu_j^- s}, \quad s \leq 0, \quad k = 1, 2, 3,
|\tilde{w}_j^+(s)|, |D^k \tilde{w}_j^+(s)| &\leq K_j^+ e^{-\mu_j^+ s}, \quad s \geq 0, \quad k = 1, 2, 3.
\end{align*}
$$

(1.8)
If also $H_3$ is satisfied (1.8)$_1$ becomes
\[
\tilde{u}_j(s) - a_j = \tilde{K}_j z_j^- e^{\mu_j s} + \tilde{w}_j^-(s), \quad s \leq 0,
\]
\[
\bar{u}_j(s) - a_{j+1} = \tilde{K}_j z_{j+1}^+ e^{-\mu_j s} + \tilde{w}_j^+(s), \quad s \geq 0,
\]
where $\mu_j^2$ is the eigenvalue of $W_{uu}(a_j)$ associated to the eigenvectors $z_j^-$ and $z_j^+$. The exponential decay of $\tilde{u}_j$ in (1.8) suggests that by patching together translates of the maps $\tilde{u}_j - a_j$ and $\bar{u}_j - a_{j+1}$, $j = 1, \ldots, N$ we can construct an $N$-dimensional manifold of periodic maps that are approximate solutions of (1.1) in the sense that they satisfy (1.1) up to an exponentially small error that depends on the size of the translations. The idea is then to construct exact periodic solutions of (1.1) by small perturbations of maps on the approximate manifold. Since the period of the sought periodic solutions is unknown we prefer to rescale equation (1.1) by the change of variable $t = \frac{x}{\epsilon}$, $\epsilon > 0$ small and look for periodic solutions of period 1 for the rescaled equation
\[
e^2 u_{xx} = W_u(u). \tag{1.9}
\]
Set $\mu_j = \frac{1}{\epsilon}(\mu_j^- + \mu_j^+)$. For $\rho > 0$ small, we define
\[
\Xi_{\rho} := \left\{ \xi \in \mathbb{R}^N : 0 \leq \xi_1, \xi_j - \xi_{j-1} > \frac{\rho}{\mu_j}, \, j = 1, \ldots, N, \, \xi_0 = \xi_N < 1 \right\} \tag{1.10}
\]
and focus on the manifold $\mathcal{M} = \{ u^\xi : \xi \in \Xi_{\rho} \}$ where $u^\xi$ is defined by
\[
u^\xi(x) = \sum_{n<0} \sum_{h=1}^{N} (\tilde{u}_h(\frac{x - n - \xi_h}{\epsilon}) - a_{h+1}) + a_1 + \sum_{n \geq 0} \sum_{h=1}^{N} (\tilde{u}_h(\frac{x - n - \xi_h}{\epsilon}) - a_h). \tag{1.11}
\]
$\mathcal{M}$ is a manifold of 1-periodic maps which, in each interval $(\xi_{j-1} + n, \xi_j + n)$, $n \in \mathbb{Z}$ ($\xi_j = \frac{\xi_{j+1} + \xi_j}{2}$, $j = 1, \ldots, N$; $\xi_{N+1} = \xi_1 + 1$), aside from an error of $O(e^{-\alpha \epsilon})$, $\alpha > 0$ a constant independent of $\epsilon$, coincide with $\tilde{u}_j(\frac{x - n - \xi_j}{\epsilon})$. Since $\tilde{u}_j(\frac{x - n - \xi_j}{\epsilon})$ is a solution of (1.9) it follows, see also Lemma 2.7
\[
\mathcal{F}(u^\xi) := e^2 u^\xi_{xx} - W_u(u^\xi) = O(e^{-\alpha \epsilon}). \tag{1.12}
\]
In the following $\alpha > 0$ and $C > 0$ denote generic constants independent of $\epsilon > 0$ and $\xi \in \Xi_{\rho}$.

**Remark** If we set back $x = \frac{t}{\epsilon}$ with $T = \frac{1}{\epsilon}$ in the definition (1.11) of $u^\xi$, the rescaled version of $u^\xi$
\[
u^{T,\xi}(t) = \sum_{n<0} \sum_{h=1}^{N} (\tilde{u}_h(t - nT - \xi_h T) - a_{h+1}) + a_1
\]
\[
+ \sum_{n \geq 0} \sum_{h=1}^{N} (\tilde{u}_h(t - nT - \xi_h T) - a_h), \tag{1.13}
\]
is a $T$-periodic map and $\{ u^{T,\xi} : \xi \in \Xi_{\rho} \}$ is a manifold of $T$-periodic maps.

If we set $u = u^\xi + v$ in (1.9) the problem of the existence of periodic solutions with the sought properties becomes the problem of finding $\xi \in \Xi_{\rho}$ and a 1-periodic map $v : \mathbb{R} \to \mathbb{R}^m$.
that solve the equation $e^2(u_{x x}^\xi + v_{x x}) = W(u^\xi + v)$. The estimate (1.12) suggests to rewrite this equation as a weakly nonlinear problem

$$e^2 v_{x x} - W_{uu}(u^\xi) v = W(u^\xi) - e^2 u_{x x}^\xi + N^\xi(v) = O(e^{-\frac{a_0}{h}}) + N^\xi(v), \quad (1.14)$$

where $N^\xi(v) = W(u^\xi + v) - W(u^\xi) - W_{uu}(u^\xi)v$ is quadratic in $v$. The difficulty with this equation is that the linear operator $L^\xi v = -e^2 v_{x x} + W_{uu}(u^\xi)v$ is almost singular. Indeed the 0 eigenvalue of $L_j$, $j = 1, \ldots, N$ manifests itself in the existence of $N$ exponentially small eigenvalues of $L^\xi$ with corresponding eigenspace $X^\xi$ approximately spanned by $u^\xi_{E_1}, \ldots, u^\xi_{E_N}$. More precisely we have $X^\xi = \text{Span}(\varphi_1, \ldots, \varphi_N)$ where $\varphi_j = u^\xi_{E_j}/\|u^\xi_{E_j}\| + O(e^{-\frac{a_0}{h}})$, $j = 1, \ldots, N$ is an orthonormal basis for $X^\xi$ and $\| \cdot \|$ is the norm in $L^2((0,1); \mathbb{R}^m)$. To overcome the problem of the singularity of $L^\xi$ on $X^\xi$, a natural approach is, in the spirit of the classical method of Lyapunov-Schmidt and bifurcation theory, to solve (1.14) in two steps. In the first step we solve the projection of (1.14) on the orthogonal complement $X^\xi,\perp$ of $X^\xi$:

$$-L^\xi v = \sum_j \varphi_j^\xi c_j(\xi, v) + N^\xi(v) + W(u^\xi) - e^2 u_{x x}^\xi, \quad (1.15)$$

where $v \in X^\xi,\perp$ and $c(\xi, v) \in \mathbb{R}^N$ is a Lagrange multiplier determined by the condition that the right hand side of (1.15) be in $X^\xi,\perp$. We find (Proposition 2.2) that, for each $\xi \in \Xi_\rho$ there are unique $u^\xi \in X^\xi,\perp$, $u^\xi = O(e^{-\frac{a_0}{h}})$ and $c(\xi) = c(\xi, v^\xi) \in \mathbb{R}^N$ that solve (1.14). The second step in the proof of Theorem 1.1 is the analysis of the bifurcation equation $c(\xi) = 0$.

Under the assumptions of Theorem 1.1 and in particular if $H_3$ holds, we prove that (see Theorem 2.5 and (2.28))

$$c_j(\xi) = \frac{2e^2}{a_j} \left( \zeta_{j+1} k_{j+1} \delta_{j+1} - \zeta_j k_j \delta_j + O\left(e^{-\frac{a_0}{h}} \max_\rho \delta_h\right) \right), \quad j = 1, \ldots, N, \quad (1.16)$$

$$\delta_j = e^{-\frac{\mu_j}{h} (\xi_j - \xi_{j-1})},$$

where $k_j = \mu_j^2 \bar{K}_j^{-1} K_j^{-1}, \zeta_j = \zeta_j^+ \cdot \zeta_j^-$ and $\bar{q}_j^2 = J(\bar{u}_j) = \int_{\mathbb{R}} |\bar{u}_j'|^2 ds$ is the energy of the connection $\bar{u}_j$.

On the basis of this estimate the necessity of (1.5) is quite obvious. Indeed from (1.16), if $\delta_j = \max_\rho \delta_h, c_j(\xi) = 0$ is possible only if

$$\zeta_j = \zeta_{j+1}, \quad \text{and} \quad \delta_{j+1} \approx \frac{k_j}{k_{j+1}} \delta_j.$$

On the other hand if $\tilde{\xi}$ is such that $\delta_{j+1} = \frac{k_j}{k_{j+1}} \delta_j$, the exponential structure of $\delta_h$, $h = 1, \ldots, N$, and an application of Brouwer fixed point theorem show, see Theorem 2.10, that there is a small perturbation $\xi$ of $\tilde{\xi}$ that solves the bifurcation equation completing the proof of Theorem 1.1.

Next we focus on the dynamics of the parabolic equations

$$u_t = \mathcal{F}(u), \quad x \in (0,1), \quad u \in W^{1,2},$$

$$\mathcal{F}(u) = e^2 u_{x x} - W(u), \quad (1.17)$$
(with periodic boundary conditions) in a neighborhood of the manifold \( M = \{ u^{\xi} : \xi \in \Sigma_{\rho} \} \).

We observe that with \( v = v^{\xi} \), (1.15) is actually equivalent to

\[
F(\hat{u}^{\xi}) = \sum_{j} \phi_{j}^{\xi} c_{j}(\xi),
\]

where we have set \( \hat{u}^{\xi} = u^{\xi} + v^{\xi}, \xi \in \Sigma_{\rho} \). Therefore we can formally write

\[
 u_{t}|_{u=\hat{u}^{\xi}} = \sum_{j=1}^{N} c_{j}(\xi) \phi_{j}^{\xi}.
\]

This indicates that \( c(\xi) \) should play an important role in characterizing the dynamics of (1.17) near \( M \) and, since maps near \( M \) have a layered structure, \( c(\xi) \) should be related to layers dynamics. Our first result is based on the fact that (1.17) is the \( L^{2} \)-gradient system associated to the action functional

\[
 J_{\epsilon}(u) = \int_{0}^{1} \left( \epsilon^{2} |u_{x}|^{2} + W(u) \right) dx, \quad u \in W^{1,2}((0, 1); \mathbb{R}^{N}),
\]

and depends on the geometric structure of the graph of \( J_{\epsilon} \) near \( M \). We decompose \( u \) near \( M \) in the form (see Lemma 3.1)

\[
 u = u^{\xi} + w, \quad \langle w, u^{\xi}_{j} \rangle = 0, \quad j = 1, \ldots, N.
\]

By applying Theorem 2.1 in [11], we prove that, if the initial condition \( u_{0} = u^{\xi_{0}} + w_{0} \) is sufficiently close to \( M \) and if the difference \( J_{\epsilon}(u_{0}) - \sup_{\xi \in \Sigma_{\rho}} J_{\epsilon}(u^{\xi}) \) is sufficiently small, then the solution \( u(t, u_{0}) \) of (1.17) creeps along \( M \) for a very long time. We use the weighted \( W^{1,2} \) norm

\[
 \| v \|_{W^{1,2}}^{2} = \| v \|^{2} + \epsilon^{2} \| v_{x} \|^{2}.
\]

**Theorem 1.2** Assume \( H_{1} - H_{3} \) and assume that \( u_{0} = u^{\xi_{0}} + w_{0}, \xi_{0} \in \Sigma_{\rho} \), satisfies

(i)

\[
 \langle w_{0}, u^{\xi_{j}}_{0} \rangle = 0, \quad j = 1, \ldots, N,
\]

\[
 \| w_{0} \|_{W^{1,2}} = O(\epsilon^{\frac{3}{2}}),
\]

\[
 \inf_{\xi \in \partial \Sigma_{\rho}} \| u^{\xi_{0}} - u^{\xi} \| = d,
\]

with \( d > 0 \) independent of \( \epsilon \).

(ii)

\[
 J_{\epsilon}(u_{0}) - \sup_{\xi \in \Sigma_{\rho}} J_{\epsilon}(u^{\xi}) = O(\epsilon^{-\frac{d}{\rho}}).
\]

Then there is \( T > 0 \) such that the solution \( t \rightarrow u(t, u_{0}) \) of (1.17) through \( u_{0} \) can be decomposed in the form

\[
 u(t, u_{0}) = u^{\xi(t)} + w(t), \quad t \in [0, T),
\]

\[
 \langle w(t), u^{\xi(t)}_{j} \rangle = 0, \quad j = 1, \ldots, N,
\]
and 
\[ \|w(t)\|_{W^{1,2}} = O(e^{-\alpha t}), \quad t \in [0, T). \]
Moreover either \( T = +\infty \) and \( \xi(t) \in \Xi_\rho \) for all \( t > 0 \) or \( T = O(e^{\alpha t} d^2) \) and \( \xi(T) \in \partial \Xi_\rho \).

Based on the exponential estimate for \( w(t) \) in Theorem 1.2 and on some ideas from [20] we prove that indeed \( c(\xi) \) determines layers dynamics. As before we let \( u(t, u_0) = u^{\xi(t)} + w(t) \), \( w(t, u^{\xi(t)}) = 0, \quad j = 1, \ldots, N, \quad t \in [0, T) \), \( T \) as in Theorem 1.2, be the decomposition of the solution \( u(t, u_0) \) of (1.17) with initial condition \( u_0 = u^{\xi_0} + w_0 \).

**Theorem 1.3** Assume \( H_1 - H_3 \). Then there exist \( \epsilon > 0 \) and constants \( Q > 0, \beta > 1 \) independent of \( \xi \in \Xi_\rho \) and \( \epsilon \in (0, \epsilon_0] \) such that, if \( u_0 \) is sufficiently close to \( \mathcal{M} \) in the sense that
\[ \|u_0\|_{W^{1,2}} \leq Q \|\mathcal{F}(u^{\xi_0})\|, \quad (1.19) \]
Then, for each \( t \in [0, T), \quad T > 0 \) as in Theorem 1.2, we have \( u(t, u_0) = u^{\xi(t)} + w(t) \) and
\[ \dot{x}_j = \frac{2\epsilon}{q_j^2} (\xi_{j+1} k_{j+1} \mathcal{E}_j - \xi_j k_j \mathcal{E}_j) + O(e^{-\alpha t} \max_{h, \pm} \mathcal{E}_h), \quad j = 1, \ldots, N, \]
\[ \|w(t)\|_{W^{1,2}} \leq \beta Q \|\mathcal{F}(u^{\xi(t)})\|. \]
From Theorem 1.3 and the explicit expression of \( c(\xi) \) derived in Theorem 2.5 we have that the evolution of the layer positions \( \xi_1, \ldots, \xi_N \) is determined by the equations
\[ \dot{x}_j = \frac{2\epsilon}{q_j^2} (\xi_{j+1} k_{j+1} \mathcal{E}_j - \xi_j k_j \mathcal{E}_j) + O(e^{-\alpha t} \max_{h, \pm} \mathcal{E}_h), \quad j = 1, \ldots, N. \]
where \( \xi_j = z_j^+ \cdot z_j^+ , \mu_j = \frac{1}{2}(\mu_j^- + \mu_j^+) , k_j^\pm = \mu_j \mu_j \mathcal{K}_j \mathcal{K}_j^{-1} \) and
\[ \mathcal{E}_j = e^{-\frac{\mu_j}{\alpha}(\xi_j - \xi_{j-1}^+) - \frac{\mu_j}{\alpha}(\xi_j^- - \xi_{j-1})}. \]
If \( H_4 \) holds we have \( z_j^- = \pm z_j^- , \mu_j = \mu_j^- = \mu_j^+, k_j^\pm = k_j = \mu_j^2 \mathcal{K}_j \mathcal{K}_j^{-1} , \mathcal{E}_j = \mathcal{E}_j^\pm \) and
\[ (1.21) \]
with \( \xi_j = \pm 1 \). Equations (1.21) and (1.22) show that, as was conjectured in [14], beside their relevance in relation to the existence of periodic orbits of (1.9) (or equivalently stationary solutions of (1.17)) the scalar products \( \xi_j = z_j^- \cdot z_j^+ , \quad j = 1, \ldots, N \) have also a central importance in layers dynamiCS. Indeed (1.21) shows that, depending on the value of \( \xi_j \) the term \( \xi_j k_j^- \mathcal{E}_j \) can give a positive, negative or zero contribution to the speed \( \dot{x}_j \) of the \( j \)-th layer. The value of the products \( \xi_j \) also determines if consecutive layers attract or repel each other. To see this consider (1.22) where \( \xi_j \) can only assume the extreme values \( \pm 1 \) and suppose that \( \mu_j (\xi_j - \xi_{j-1}^-) > \mu_h (\xi_h - \xi_{h-1}) \) for \( h \neq j \); then (1.22), for small \( \epsilon > 0 \), imply
\[ \dot{x}_j - \dot{x}_{j-1}^- = -2\xi_j k_j \mathcal{E}_j + \ldots \]
where \( \ldots \) denotes higher order terms in \( \epsilon \). From Eq. (1.23) we have attraction if \( \xi_j = 1 \) and repulsion if \( \xi_j = -1 \).
Remark as we have observed, (1.17) is the $L^2$ gradient system associated to the functional (1.18). Therefore it is to be expected that (1.21) or (1.22) is approximately the gradient system of a suitable energy $J^0 : \Xi_\rho \to \mathbb{R}$. We consider only the case of (1.22) and note that, indeed, if we set $C_0^h(j) = \frac{2\epsilon}{q_j} (\varsigma_j k_{j+1} \xi_{j+1} - \varsigma_j k_j \xi_j)$, we have

$$
\sum_h C_0^h q_h^2 \xi_h' = -\sum \frac{\partial}{\partial \xi_h} J^0(\xi) \xi_h', \quad \xi' \in \mathbb{R}^N,
$$

and therefore $(C_0^1, \ldots, C_0^N)$ is the negative of the gradient of $J^0$ with respect to the inner product $(\xi, \xi') = \sum_h q_h^2 \xi_h \xi_h'$ which can be regarded as the restriction to the tangent space of $M$ of the standard inner product in $L^2((0, 1); \mathbb{R}^m)$. Note also that $J^0(\xi) \approx J_\epsilon(u^\xi)$, thus $J^0$ is approximately the restriction of $J_\epsilon(u)$ to $M$. 

In Fig. 3 we consider a potential $W \geq 0$ with three connected zeros. In case a) we have $\varsigma_j = 1$ and in case b) $\varsigma_j = -1$. Under assumptions $H_1 - H_4$ in case a) Theorem 1.1 gives the existence of a number of stationary solutions of (1.17) that diverges to $\infty$ as $\epsilon \to 0$ and $\varsigma_j = 1$ implies that layers attract each other and is to be expected that all these stationary solutions are unstable for the dynamics of (1.17). In case b) from Theorem 1.1 we deduce the existence of just one stationary solution which, since $\varsigma_j = -1$ implies that layers repel each other, is conjectured to be stable. In Fig. 3 we also sketch the expected behavior of $J^0$ in a neighborhood of the stationary solution.

There is an extensive literature on layers dynamics, slow motion and related problems. Layers dynamics in the scalar case and for potentials with two minima, the typical example being $W(u) = \frac{1}{4}(1 - u^2)^2$, was first described by Neu [34] and then analyzed in [16,20,21,25,27,35,39] and [13] for the Allen–Cahn equation and in [3,10,12,17] for the Cahn–Hilliard equation. Slow motion of layers also appears in the context of dissipative hyperbolic equations [24,29]. For the dynamics of the scalar Allen–Cahn equation with general nonlinearity we refer to [30,31] and the references there in. For the vector case $m > 1$ we refer to [14,28]...
and [15]. The phenomenon of slow motion in higher dimension was studied in [5,7,8,22,40] and [33].

2 The Proof of Theorem 1.1

The analysis of Eq. (1.15) is based on the estimate (1.12) (see Lemma 2.7) and on the properties of the linear operator \( L^\xi : W^{2,2}((0,1); \mathbb{R}^m) \to L^2((0,1); \mathbb{R}^m) \), acting on the subset of 1-periodic maps,

\[
L^\xi v = -\epsilon^2 v_{xx} + W_{uu}(u^\xi)v,
\]

that we collect in the following proposition

**Proposition 2.1** Assume \( H_1 - H_3 \). There exist \( \epsilon_0 > 0 \), \( \lambda^* > 0 \) and \( \mu^* > 0 \) such that, for \( \epsilon \in (0, \epsilon_0] \), \( \xi \in \Sigma_\mu \), the operator \( L^\xi \) has \( N \) eigenvalues \( \lambda_1^\xi, \ldots, \lambda_N^\xi \) that satisfy

\[
|\lambda_j^\xi| \leq C e^{-\alpha \rho \epsilon}, \quad j = 1, \ldots, N.
\]

If \( \lambda \neq \lambda_1^\xi, \ldots, \lambda_N^\xi \) is an eigenvalue of \( L^\xi \) then

\[
\lambda \geq \lambda^*.
\]

Let \( X^\xi \) the eigenspace associated to the spectral set \( \{ \lambda_1^\xi, \ldots, \lambda_N^\xi \} \), then \( X^\xi \) has an hortonormal basis \( \{ \varphi_1^\xi, \ldots, \varphi_N^\xi \} \) of the form

\[
\varphi_j^\xi := \frac{u_{\xi_j}^\xi}{\|u_{\xi_j}^\xi\|} + \eta_j^\xi \in X^\xi, \quad \|\eta_j^\xi\| = O\left(e^{-\alpha \rho \epsilon}\right).
\]

Let \( X^\xi,\perp \) the orthogonal complement of \( X^\xi := \text{Span}(\varphi_1^\xi, \ldots, \varphi_N^\xi) \). Then

\[
|\langle L^\xi v, v \rangle| \geq \lambda^* \|v\|^2, \quad v \in X^\xi,\perp \cap W^{1,2}((0,1); \mathbb{R}^m),
\]

\[
|\langle L^\xi v, v \rangle| \geq \mu^* \|v\|^2_{W^{1,2}_e}, \quad v \in X^\xi,\perp \cap W^{1,2}((0,1); \mathbb{R}^m).
\]

For the proof of Proposition 2.1 we refer to [11] Appendix A where the proof is done for the case of Neumann boundary conditions. The argument applies to the present case of periodic boundary conditions with slight modifications.

From Proposition 2.1 \( L^\xi \) is almost singular on \( X^\xi \) and therefore Eq. (1.14), as it stands, cannot be solved for \( v \). Therefore we proceed as sketched before and begin by solving for \( v \in X^\xi,\perp \) the projection (1.15) of Eq. (1.14) on \( X^\xi,\perp \).

Given \( v \in X^\xi,\perp \), by forming the inner product of (1.15) with \( \varphi_j^\xi, j = 1, \ldots, N \), and observing that \( \langle L^\xi v, \varphi_j^\xi \rangle = 0 \), we obtain that \( c(\xi, v) \) is uniquely determined by

\[
c_j(\xi, v) = \langle \mathcal{F}(u^\xi) - N^\xi(v), \varphi_j^\xi \rangle, \quad j = 1, \ldots, N,
\]

where we have set

\[
N^\xi(v) := W_u(u^\xi + v) - W_u(u^\xi) - W_{uu}(u^\xi)v,
\]

\[
\mathcal{F}(u^\xi) := \epsilon^2 u_{xx}^\xi - W_u(u^\xi),
\]
Let $V^\xi$ be the set of 1-periodic maps defined by
\[
V^\xi := \{ v \in X^\xi, \perp \cap W^{1,2}((0, 1); \mathbb{R}^m) : \|v\|_{W^{1,2}} \leq \frac{2}{\mu^*} \|\mathcal{F}(u^\xi)\|\},
\] (2.8)
where $\mu^*$ is the constant in (2.5).

We show that (1.15) with $c(\xi, v)$ given by (2.6) has a unique solution $v \in V^\xi$.

**Proposition 2.2** Assume $H_1 - H_3$. There is $\epsilon_0 > 0$ such that, $\epsilon \in (0, \epsilon_0]$ implies the following: for each $\xi \in \Xi_\rho$ there exist uniquely determined $v^\xi \in V^\xi$ and $c(\xi, v^\xi) \in \mathbb{R}^N$ that solve (1.15). The maps $\Xi_\rho \ni \xi \to c(\xi) \in \mathbb{R}^N$ and $\Xi_\rho \ni \xi \to v^\xi \in W^{1,2}$ are smooth and
\[
\|v^\xi\|_{W^{1,2}} \leq \frac{2}{\mu^*} \|\mathcal{F}(u^\xi)\|,
\]
\[
c(\xi) = ((\mathcal{F}(u^\xi), \phi_1^\xi), \ldots, (\mathcal{F}(u^\xi), \phi_N^\xi))^T + O(\epsilon^{-\frac{1}{2}} \|\mathcal{F}(u^\xi)\|^2),
\]
\[
\epsilon^2 (u^\xi + v^\xi)_{xx} - W_u(u^\xi + v^\xi) = \sum_{j=1}^N c_j(\xi)\phi_j^\xi.
\] (2.9)

**Proof** 1. As we have observed, given $v \in V^\xi$, (2.6) determines the unique $c(\xi, v)$ ensuring that the right hand side of
\[
-L^\xi \hat{v} = \sum_j \phi_j^\xi c_j(\xi, v) + N^\xi(v) - \mathcal{F}(u^\xi),
\] (2.10)
belongs to $X^\xi, \perp$. Moreover the smoothness of $u^\xi$ and $\phi_j^\xi$ implies that the right hand side of (2.10) is a $W^{1,2}$ map. Therefore Proposition 2.1 implies that (2.10) has a unique solution $\hat{v} \in X^\xi, \perp \cap W^{1,2}((0, 1); \mathbb{R}^m)$.

2. For $v \in V^\xi$ we have
\[
\|v\|_{L^\infty(\mathbb{R}; \mathbb{R}^m)} \leq C_1 \epsilon^{-\frac{1}{2}} \|\mathcal{F}(u^\xi)\|,
\] (2.11)
and
\[
\|N^\xi(v)\| \leq C_2 \epsilon^{-\frac{1}{2}} \|\mathcal{F}(u^\xi)\|^2.
\] (2.12)

Fix $\bar{x} \in [0, 1]$ such that $|v(\bar{x})| = \min_{x \in [0, 1]} |v(x)|$. Then we have
\[
|v(x)|^2 \leq |v(\bar{x})|^2 + 2 \int_{\bar{x}}^{\bar{x}+1} |v(s)||v'(s)|ds \leq \|v\|^2 + 2\|v\|\|v'\| \leq \frac{2}{\epsilon} \|v\|_{W^{1,2}}^2,
\] (2.13)
and (2.11) follows from (2.8).

To prove (2.12) we note that, for each $x \in [0, 1]$, it results
\[
N^\xi(v) = \int_0^1 \left( W_{uu}(u^\xi + sv) - W_{uu}(u^\xi) \right)uds = \int_0^1 s \int_0^1 W_{uuu}(u^\xi + rs)u \cdot v drds.
\]
From this, since (1.12) implies
\[
\max_{|z| \leq C_1 \epsilon^{-\frac{1}{2}} \|\mathcal{F}(u^\xi)\|} |W_{uuu}(u^\xi + z)| \leq C,
\]
on the basis of (2.11) we have,
\[
|N^\xi(v)| \leq C |v|^2 \leq C \epsilon^{-\frac{1}{2}} \|\mathcal{F}(u^\xi)\| \|v\|, \quad x \in [0, 1],
\]
and (2.12) follows.
3. \( \hat{v} \in V^\xi \). By taking the inner product of (2.10) with \( \hat{v} \) we obtain via (2.5)

\[
\mu^* \|\hat{v}\|_{W^1_\varepsilon}^2 \leq \|N^\xi(v)\| + \|F^\xi(u^\xi)\| \cdot \|\hat{v}\|
\]

\[
\leq (C_2 \varepsilon^{-\frac{1}{2}} \|F^\xi(u^\xi)\| + 1) \|F^\xi(u^\xi)\| \cdot \|\hat{v}\|.
\]

This and \( \|F^\xi(u^\xi)\| = O(e^{-\alpha \varepsilon}) \) imply that, provided \( \varepsilon > 0 \) is sufficiently small, we have

\[
\|\hat{v}\|_{W^1_\varepsilon} \leq \frac{2}{\mu^* \|F^\xi(u^\xi)\|},
\]

that proves the claim.

4. The map \( V^\xi \ni v \mapsto \hat{v} \in V^\xi \) constructed in 3. is a contraction. By subtracting Eq. (2.10) written for \( v, w \in V^\xi \) and taking the inner product with \( \hat{v} - \hat{w} \) we get

\[
-\langle L^\xi(\hat{v} - \hat{w}), \hat{v} - \hat{w} \rangle = \langle N^\xi(v) - N^\xi(w), \hat{v} - \hat{w} \rangle.
\]

(2.14)

where we have used \( \langle \phi^\xi_j, \hat{v} - \hat{w} \rangle = 0 \). From (2.5) and (2.14) it follows

\[
\mu^* \|\hat{v} - \hat{w}\|_{W^1_\varepsilon} \leq \|N^\xi(v) - N^\xi(w)\|.
\]

(2.15)

We have

\[
N^\xi(v) - N^\xi(w) = \int_0^1 (W_{uu}(u^\xi + w + \tau(v-w)) - W_{uu}(u^\xi))(v-w)d\tau
\]

\[
= \int_0^1 \int_0^1 W_{uuu}(u^\xi + t(w + \tau(v-w)))(w + \tau(v-w))(v-w)dt d\tau,
\]

and therefore, since \( v, w \in V^\xi \), by (2.11)

\[
|N^\xi(v) - N^\xi(w)| \leq C(|v| + 2|w|)|v - w| \leq \frac{3C}{\varepsilon} \|F^\xi(u^\xi)\||v - w|,
\]

\[
\Rightarrow \|N^\xi(v) - N^\xi(w)\| \leq \frac{3C}{\varepsilon} \|F^\xi(u^\xi)\||v - w|, \quad v, w \in V^\xi.
\]

From this and (2.15) we obtain

\[
\|\hat{v} - \hat{w}\|_{W^1_\varepsilon} \leq \frac{3C}{\mu^* \varepsilon^2} \|F^\xi(u^\xi)\||v - w|
\]

that implies the claim for \( \varepsilon > 0 \) sufficiently small.

5. Let \( v^\xi \in V^\xi \) the fixed point of the contraction map \( V^\xi \ni v \mapsto \hat{v} \in V^\xi \). Clearly \( v^\xi \)

satisfies (2.9)\( _1 \). The estimate for \( c(\xi) \) follows from

\[
c(\xi) = c(\xi, v^\xi) = -\langle (N^\xi(v^\xi) - F^\xi(u^\xi), \phi^\xi_1), \ldots, (N^\xi(v^\xi) - F^\xi(u^\xi), \phi^\xi_N) \rangle^T
\]

and (2.9)\( _1 \) and (2.12); (2.9)\( _3 \) is just a rewriting of (1.15) with \( v = v^\xi \). The proof is complete.

Remark The definition of \( u^\xi \) implies that \( u^{\xi+sv} = u^\xi(-s), (v = (1, \ldots, 1)^T) \) this and (2.1) imply that we also have \( \phi^\xi_j^{\xi+sv} = \phi^\xi_j(-s) \) and in turn \( v^{\xi+sv} = v^\xi(-s) \). These observations and (2.9) imply

\[
c(\xi + sv) = c(\xi),
\]

(2.16)
That is \( c(\xi) \) depends on \( \xi \) only through the differences \( \xi_h - \xi_{h-1}, \; i = 1, \ldots, N \) and the identity
\[
\sum_{h=1}^{N} \xi_h - \xi_{h-1} = \xi_N - \xi_0 = 1, \quad (\xi_0 = \xi_N - 1),
\]
implies that \( c(\xi) \) is actually a function of \( N - 1 \) variables.

From Proposition 2.2 there is a periodic solution of (1.9) in a neighborhood of \( u^\xi \) of size \( \| \mathcal{F}(u^\xi) \| \) if and only if \( \xi \) is a solution of the bifurcation equation
\[
c(\xi) = 0. \quad (2.17)
\]
From the above remark this is a system of \( N \) equations in \( N - 1 \) unknowns. The following Proposition shows that, in spite of this, it is possible to solve (2.17).

**Proposition 2.3** For \( \epsilon \in (0, \epsilon_0) \), for some \( \epsilon_0 > 0 \), and for each \( \xi \in \mathcal{F}_\rho \) there exist numbers \( p^\xi_j \in \mathbb{R}, \; j = 1, \ldots, N \) that satisfy
\[
\sum_{j=1}^{N} (\tilde{a}_j + p^\xi_j) c_j(\xi) = 0, \quad (2.18)
\]
where \( \tilde{a}_j^2 = \int_{\mathbb{R}} |\mathcal{F}(\xi)|^2 \, ds \).

**Proof** Forming the inner product of (2.9) with \( u^\xi_x + v^\xi_x \) yields
\[
0 = \int_{0}^{1} \frac{d}{dx} \left( \frac{\epsilon^2}{2} |u^\xi_x + v^\xi_x|^2 - W(u^\xi_x + v^\xi_x) \right) dx = \sum_{j} c_j(\xi) \langle \varphi^\xi_j, u^\xi_x + v^\xi_x \rangle, \quad (2.19)
\]
where we have observed that the left hand side vanishes being the integral extended to one period of the derivative with respect to \( x \) of a periodic function. Now we note that (1.11) implies \( u^\xi_x = -\sum_j u^\xi_{\xi_j} \) and rewrite (2.19) in the form
\[
0 = \sum_{j} c_j(\xi) \langle \varphi^\xi_j, u^\xi_x + v^\xi_x \rangle = \sum_{j} c_j(\xi) (\langle \varphi^\xi_j, \sum_i u^\xi_{\xi_i} \rangle - \langle \varphi^\xi_j, v^\xi_x \rangle)
\]
\[
= -\sum_{j} c_j(\xi) (\langle \varphi^\xi_j, \sum_i \| u^\xi_{\xi_i} \| (\frac{u^\xi_{\xi_i}}{\| u^\xi_{\xi_i} \|} + \eta^\xi_i) \rangle - \langle \varphi^\xi_j, v^\xi_x \rangle + \sum_i \| u^\xi_{\xi_i} \| \eta^\xi_i))
\]
\[
= -\sum_{j} c_j(\xi) (\langle \varphi^\xi_j, \sum_i \| u^\xi_{\xi_i} \| \varphi^\xi_i \rangle + O(e^{-\frac{\alpha_0}{\epsilon}}))
\]
\[
= -\sum_{j} c_j(\xi) (\| u^\xi_{\xi_j} \| + O(e^{-\frac{\alpha_0}{\epsilon}})),
\]
Where we have used (2.4) and \( \| v^\xi_x \| = O(e^{-\frac{\alpha_0}{\epsilon}}) \) that follows from (1.12) and Proposition 2.2. To conclude the proof we note that, see (2.33)
\[
\| u^\xi_{\xi_j} \| = \frac{1}{\epsilon^\frac{1}{2}} \tilde{a}_j + O(e^{-\frac{\alpha_0}{\epsilon}}).
\]
The proof of Theorem 1.1 is based on the detailed analysis of \( c(\xi) \) in Theorem 2.5 and also utilizes assumption \( H_4 \). Therefore is worthwhile to observe that, if all the components of \( c(\xi) \) were equal or \( c(\xi) \) were a scalar quantity, Proposition 2.3 would automatically imply \( c(\xi) = 0 \) without any further analysis and without requiring \( H_4 \). A nontrivial situation where \( c(\xi) = 0 \) can be deduced directly from Proposition 2.3 arises when \( W : \mathbb{R}^2 \rightarrow \mathbb{R} \) is invariant under the rotation group \( C_N \) of the regular polygon with \( N \geq 3 \) sides

\[
W(\omega u) = W(u), \quad u \in \mathbb{R}^2, \quad \omega = \left( \cos \frac{2\pi}{N}, \sin \frac{2\pi}{N}, \cos \frac{2\pi}{N} \right).
\]

(2.20)

We assume that \( W \geq 0 \) has exactly \( N \) zeros \( \omega_j^{-1}a, j = 1, \ldots, N \) for some nondegenerate \( a \in \mathbb{R}^2 \backslash \{0\} \). These assumptions imply the existence of a minimizer \( \tilde{u} \) of \( J(u) \) in the class of maps that connect \( a \) to \( \omega_0a \). From Proposition 2.2 and Proposition 2.3 we have the following result on the existence of periodic solutions which are equivariant under \( C_N \).

**Theorem 2.4** Assume that \( W : \mathbb{R}^2 \rightarrow \mathbb{R}, \ W \geq 0, \) satisfies (2.20) and that \( \{W = 0\} = \{a, \omega a, \ldots, \omega^{N-1}a\} \) for some nondegenerate \( a \in \mathbb{R}^2 \backslash \{0\} \). Assume that the zero eigenvalue of the operator \( L \tilde{v} = -v'' + W''(\tilde{u})v \) is simple. Then there exist \( T_0 > 0 \) and a family \( u^T, T \geq T_0 \) of \( T \)-periodic solutions of (1.1) that satisfy

\[
u = u^T(t + \frac{T}{N}) = \omega u^T(t), \quad t \in \mathbb{R}.
\]

Moreover there are positive constants \( k_0, K_0 \) such that

\[
\|u^T - u^{T,\xi}\|_{W^{1,2}(0,T); \mathbb{R}^2} \leq K_0 e^{-k_0 T} e^{-\frac{\mu_m}{2N} T},
\]

\[
|J(0,T)(u^T) - J(0,T)(u^{T,\xi})| \leq K_0 e^{-k_0 T} e^{-\frac{\mu_m}{2N} T},
\]

(2.21)

where \( \mu_m = \min\{\mu^-, \mu^+\} \), \( \bar{q}^2 = \int_{\mathbb{R}} |\tilde{u}'|^2 ds \) and

\[
u^T, \xi(t) = \sum_{n < 0} \sum_{h = 1}^N \omega^{h-1} \left( \tilde{u}(t - (n + \xi + \frac{h-1}{N})T) - a \right) + a
\]

\[
+ \sum_{n \geq 0} \sum_{h = 1}^N \omega^{h-1} \left( \tilde{u}(t - (n + \xi + \frac{h-1}{N})T) - \omega a \right), \quad \xi \in [0, \frac{1}{N}].
\]

**Proof** Set \( u^\xi(\cdot) = u^{\frac{1}{2},\xi}(\cdot) \). Since \( \xi \) is a real parameter we find that the operator \( L^\xi v = -e^2 v_{xx} + W''(u^\xi)v \), restricted to the class of 1-periodic equivariant maps

\[
v(x + \frac{1}{N}) = \omega v(x),
\]

has a unique small eigenvalue \( \lambda^\xi = O(e^{-\frac{\mu_m}{2N}}) \) with corresponding eigenvector \( \varphi^\xi = \frac{u^\xi}{\|u^\xi\|} + O(e^{-\frac{\mu_m}{2N}}) \). Then arguing as in Proposition 2.2 we have that, for each \( \xi \) there is \( c(\xi) \in \mathbb{R} \) and a 1-periodic equivariant map \( v^\xi \) such that

\[
e^2(u^\xi + v^\xi)_{xx} - W_u(u^\xi + v^\xi) = c(\xi)\varphi^\xi,
\]

\[
\langle v^\xi, \varphi^\xi \rangle = 0.
\]
The reasoning of Proposition 2.3 then shows that $c(\xi) = 0$ and renders a 1-periodic equivariant solution $\hat{u}^\xi = u^\xi + v^\xi$ of (1.9). The change of variable $x = \frac{t}{T}, \epsilon = \frac{1}{T}$, yields the sought $T$-periodic equivariant solution $u^T$ of (1.1). The estimate (2.21)3 follows from (2.34) and $J_{(0,T)}(u^{T,\xi}) = \frac{1}{\epsilon} J_\epsilon(u^\xi)$. The other two estimates (2.21) follow from (2.9).

2.1 Discussion of the Bifurcation Equation

In this subsection we derive an explicit expression for $c(\xi)$ which is basic for the proof of Theorem 1.1 and for the description of layers dynamics.

We define $\bar{u}_j$ also for $j = N + 1, s < 0$ and for $j = 0$ and $s > 0$ by setting

$$\bar{u}_{N+1}(s) - a_{N+1} = \bar{u}_1(s) - a_1, \ s < 0$$
$$\bar{u}_0(s) - a_1 = \bar{u}_N(s) - a_{N+1}, \ s > 0.$$ 

We also set

$$\xi_0 = \xi_N - 1, \ \xi_{N+1} = \xi_1 + 1.$$ 

These definitions imply

$$z^\pm_{N+1} = z^{\pm}_1, \quad z^+_1 = z^+_{N+1},$$
$$\mu^\pm_{N+1} = \mu^\pm_1, \quad \mu^+_1 = \mu^+_{N+1},$$
$$\bar{K}^\pm_{N+1} = \bar{K}^\pm_1, \quad \bar{K}^+_0 = \bar{K}^+_N.$$ 

We introduce the notation:

$$\mu_h = \frac{1}{2}(\mu^-_h + \mu^+_h), \ h = 1, \ldots, N + 1,$$
$$k^\pm_h = \mu^\pm_h K^-_h K^+_h, \ h = 1, \ldots, N + 1,$$
$$\varsigma_h = z^\pm_h \cdot \varsigma^\pm_h, \ h = 1, \ldots, N + 1,$$

and

$$\epsilon^\pm_h = e^{-\mu^\pm_h (\xi_h - \xi_{h-1})}, \ h = 1, \ldots, N + 1,$$
$$\delta_h = e^{-\mu_h (\xi_h - \xi_{h-1})}, \ h = 1, \ldots, N + 1.$$ 

Observe that we have $\xi_1 - \xi_0 = \xi_{N+1} - \xi_N$ and therefore $\delta^\pm_{N+1} = \delta^\pm_1$. This and the identity $1 = \sum_h (\xi_h - \xi_{h-1})$ imply that $\delta^\pm_1, \ldots, \delta^\pm_N$ are not independent and one of them is determined by the values of the remaining $N - 1$.

Note that (2.22) imply

$$\varsigma_{N+1} = \varsigma_1, \ k^\pm_{N+1} = k^\pm_1.$$ 

If $H_4$ holds ($z^-_h = \pm z^+_h$) we have

$$\varsigma_h = \pm 1, \quad \epsilon^\pm_h = \epsilon_h,$$
$$k^\pm_h = k_h := \mu^2_h \bar{K}^-_h \bar{K}^+_h.$$ 

We prove
Theorem 2.5 There is $\epsilon_0 > 0$ such that for $\epsilon \in (0, \epsilon_0]$ and $\xi \in \Xi_{\rho}$ it results
\[
c(\xi) = c^0(\xi) + r(\xi),
\]
(2.26)
where
\[
c^0_j(\xi) = \frac{2\epsilon^j}{q_j^j}(\xi_{j+1} + k_{j+1}^j - \xi_j^j), \quad j = 1, \ldots, N,
\]
\[
r_j(\xi) = O(e^{-\frac{a\rho}{\epsilon} \max \phi_h^0}).
\]
(2.27)

Note that if $H_4$ holds we have $\mu_h = \mu_h^+, \phi_h = \phi_h^\pm, k_h = k_h = \mu_h^2 K_h - K_{h-1}^+$ and therefore
\[
c^0_j(\xi) = \frac{2\epsilon^j}{q_j^j}(\xi_{j+1}^j + k_{j+1}^j - \xi_j^j),
\]
\[
r_j(\xi) = O(e^{-\frac{a\rho}{\epsilon} \max \phi_h^0})
\]
(2.28)

with $\xi_j = \pm 1$.

Remark From Theorem 2.5 $c^0_j(\xi)$ depends only on the differences $\xi_j - \xi_{j-1}$ and $\xi_{j+1} - \xi_j$ and we expect that, at least approximately, the same is true for $c_j(\xi)$. Actually this is not always the case. Indeed, depending on the values of the $\mu_j$ and on the spacing of $\xi_h$ the contribution of the term $O(e^{-\frac{a\rho}{\epsilon} \max \phi_h^0})$ may exceed $c^0_j(\xi)$ and therefore $c_j(\xi)$ may depend on $\xi_h$ for $h \notin \{j - 1, j, j + 1\}$. In spite of this, the estimate provided by Theorem 2.5 is sufficient for the proof of Theorem 1.1 and to derive information on layers dynamics.

We also note that we don’t expect that a better analysis of the difference $c_j(\xi) - c^0_j(\xi)$ is possible under our general assumptions. Improving the estimate of $c_j(\xi) - c^0_j(\xi)$ given by Theorem 2.5 requires specific assumptions on the values of $\mu_h^\pm$ and on the position of the $\xi_h$.

Proof of Theorem 2.5 The proof of Theorem 2.5 is quite elaborate and requires several steps and lemmas.

We begin with a detailed analysis of the expression (1.11) of $u^\xi$, $\xi \in \Xi_{\rho}$.

Given $1 \leq j \leq N$, using the identity
\[
a_1 + \sum_{h \leq j-1} \left( \tilde{u}_h \left( \frac{x - \xi_h}{\epsilon} \right) - a_h \right) = \sum_{h \leq j-1} \left( \tilde{u}_h \left( \frac{x - \xi_h}{\epsilon} \right) - a_{h+1} \right) + a_j,
\]
we rewrite (1.11) in the form
\[
u^\xi(x) = \tilde{u}_{j-1} \left( \frac{x - \xi_{j-1}}{\epsilon} \right) - a_j + \tilde{u}_j \left( \frac{x - \xi_j}{\epsilon} \right) + \tilde{u}_{j+1} \left( \frac{x - \xi_{j+1}}{\epsilon} \right) - a_{j+1} + \tau_j,
\]
(2.29)

where
\[
\tau_j = \sum_{h < j-1} \left( \tilde{u}_h \left( \frac{x - \xi_h}{\epsilon} \right) - a_{h+1} \right) + \sum_{h > j+1} \left( \tilde{u}_h \left( \frac{x - \xi_h}{\epsilon} \right) - a_h \right)
\]
+ \sum_{h=1}^{N} \sum_{n < 0} \left( \tilde{u}_h \left( \frac{x - n - \xi_h}{\epsilon} \right) - a_{h+1} \right) + \sum_{h=1}^{N} \sum_{n > 0} \left( \tilde{u}_h \left( \frac{x - n - \xi_h}{\epsilon} \right) - a_h \right).
\]
(2.30)
We also consider
\[ \epsilon u_{\xi_j}^\epsilon(x) = -\tilde{u}'_j \left( \frac{x - \xi_j}{\epsilon} \right) - \sum_{n \neq 0} \tilde{u}'_j \left( \frac{x - n - \xi_j}{\epsilon} \right) = -\tilde{u}'_j \left( \frac{x - \xi_j}{\epsilon} \right) + \kappa_j, \]
and
\[ \kappa_j = - \sum_{n \neq 0} \tilde{u}'_j \left( \frac{x - n - \xi_j}{\epsilon} \right). \tag{2.31} \]

\[ \square \]

Lemma 2.6 For small \( \epsilon > 0 \) we have the estimates
\[ |\tau_j| \leq Ce^{-\frac{a_\mu}{\epsilon}} \max_{x, \xi} \delta^\pm_{h}, \quad x \in [\xi_{j-1}, \xi_j], \quad \xi_h = \frac{1}{2}(\xi_{h+1} + \xi_h), \]
\[ |\kappa_j| \leq C(\delta_j^- + \delta_j^+), \quad x \in [0, 1]. \tag{2.32} \]

Moreover \( |\epsilon \tau_{jx}|, |\kappa_{jx}|, |\epsilon^2 \tau_{jxx}| \) and \( |\epsilon^3 \tau_{jxxx}| \) are bounded in \([\xi_{j-1}, \xi_j]\) by \( Ce^{-\frac{a_\mu}{\epsilon}} \max_{x, \xi} \delta^\pm_{h} \). A similar statement applies to \( \kappa_j \) in \([0, 1]\). We also have
\[ \|u_{\xi_j}^\epsilon\| = \frac{1}{\epsilon^2} \tilde{q}_j + O(\delta_j^- + \delta_j^+), \quad (\tilde{q}_j = \int_{\mathbb{R}} |\tilde{u}'_j|^2 ds), \]
\[ \|u_{\xi_i}^\epsilon\| \leq \frac{C}{\epsilon^2} \delta_{ij}, \tag{2.33} \]
\[ \|u_{\xi}^\epsilon\| \leq \frac{C}{\epsilon^2}, \quad \|u_{\xi x}^\epsilon\| \leq \frac{C}{\epsilon^2}, \]
\[ J_\epsilon(u^\epsilon) = \epsilon \sum_j \tilde{q}_j^2 + O\left( \epsilon \max_{h, \pm} \delta^n_h \right). \tag{2.34} \]

and
\[ \frac{|u_{\xi_i}^\epsilon(x) \cdot u_{\xi_j}^\epsilon(x)|}{\|u_{\xi_i}^\epsilon\| \|u_{\xi_j}^\epsilon\|} \leq \frac{C}{\epsilon} \max_{h, \pm} \delta^n_h, \quad i \neq j. \tag{2.35} \]

Proof See Sect. 2.2. \( \square \)

Next we derive accurate estimates for \( \mathcal{F}(u^\epsilon) = \epsilon^2 u_{xx}^\epsilon - \mathcal{W}_\epsilon(u^\epsilon) \):

Lemma 2.7 We have
\[ |\mathcal{F}(u^\epsilon)| \leq Ce^{-\frac{a_\mu}{\epsilon}} \max_{x, \xi} \delta^\pm_{h}, \quad x \in [0, 1], \]
\[ |\mathcal{F}_{\xi_j}(u^\epsilon)| \leq \frac{C}{\epsilon} \max_{x, \xi} \delta^\pm_{h}, \quad x \in [0, 1]. \tag{2.36} \]

Proof 1. Set \( U(x) = \tilde{u}_{j-1} \left( \frac{x - \xi_{j-1}}{\epsilon} \right) - a_j + \tilde{u}_{j+1} \left( \frac{x - \xi_{j+1}}{\epsilon} \right) - a_{j+1} \). From (1.8) we have
\[ x \geq \xi_{j-1} \implies |
\[ \tilde{u}_{j-1} \left( \frac{x - \xi_{j-1}}{\epsilon} \right) - a_j | \leq Ce^{-\frac{a_\mu}{\epsilon}(x - \xi_{j-1})}, \tag{2.37} \]
\[ x \leq \xi_{j+1} \implies |
\[ \tilde{u}_{j+1} \left( \frac{x - \xi_{j+1}}{\epsilon} \right) - a_{j+1} | \leq Ce^{-\frac{a_{j+1}}{\epsilon}(\xi_{j+1} - x)}. \]

\( \square \)

Springer
It follows
\[ |U| \leq C(\theta_j^+ + \theta_{j+1}^+), \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j], \]
\[ |U|^2 \leq C(\theta_j^- + \theta_{j+1}^-), \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j] \] (2.38)

From (2.29) we have
\[ -\mathcal{F}(u^\xi) = W_u(\tilde{u}_j(\frac{x - \xi_j}{\epsilon}) + U + \tau_j) - \tilde{u}_j''(\frac{x - \xi_j}{\epsilon}) - \epsilon^2 U_{xx} - \epsilon^2 \tau_{jxx} \]
\[ = W_u(\tilde{u}_j(\frac{x - \xi_j}{\epsilon}) + U) - W_u(\tilde{u}_j(\frac{x - \xi_j}{\epsilon})) - \epsilon^2 U_{xx} + \tau_j^1 \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j]. \] (2.39)

where we have used \( \tilde{u}_j'' = W_u(\tilde{u}_j) \) and denoted \( \tau_j^1 \) a quantity that satisfies (2.32). We have
\[ -\mathcal{F}(u^\xi) = \int_0^1 W_{uu}(\tilde{u}_j(\frac{x - \xi_j}{\epsilon}) + sU)Uds - \epsilon^2 U_{xx} + \tau_j^1 \]
\[ = W_{uu}(\tilde{u}_j(\frac{x - \xi_j}{\epsilon}))U - \epsilon^2 U_{xx} + O(|U|^2) + \tau_j^1 \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j], \] (2.40)
and using (2.38)
\[ -\mathcal{F}(u^\xi) = W_{uu}(\tilde{u}_j(\frac{x - \xi_j}{\epsilon}))U - \epsilon^2 U_{xx} + O(\theta_j^+ + \theta_{j+1}^-) + \tau_j^1 \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j]. \] (2.41)

We now continue the analysis of \( \mathcal{F}(u^\xi) \) separately in the intervals \([\hat{\xi}_{j-1}, \xi_j]\) and \([\xi_j, \hat{\xi}_j]\). We observe that, since \((\mu_h^\pm)^2\) is the eigenvalue of \(W_{uu}(a_h)\) associated to the eigenvector \( z_h^\pm \), (1.8) implies
\[ \tilde{u}_h''(s) = W_{uu}(a_h)(\tilde{u}_h(s) - a_h) + O(\epsilon^{\hat{h}^{-}}s), \quad s \leq 0, \]
\[ \tilde{u}_{h-1}''(s) = W_{uu}(a_h)(\tilde{u}_{h-1}(s) - a_h) + O(\epsilon^{\hat{h}^{-}}s), \quad s \geq 0. \] (2.42)

Writing simply \( \tilde{u}_h \) instead of \( \tilde{u}_h(\frac{x - \xi_h}{\epsilon}) \) we have
\[ W_{uu}(\tilde{u}_j)U - \epsilon^2 U_{xx} = W_{uu}(a_j)U - \epsilon^2 U_{xx} + \text{Int} \]
\[ = W_{uu}(a_j)(\tilde{u}_{j-1} - a_j) - \tilde{u}_{j-1}'' + W_{uu}(a_j)(\tilde{u}_{j+1} - a_{j+1}) - \tilde{u}_{j+1}'' + \text{Int}, \] (2.43)
where
\[ |\text{Int}| = |\int_0^1 W_{uu}(a_j + s(\tilde{u}_j - a_j))(\tilde{u}_j - a_j)dsU| \]
\[ \leq C|\tilde{u}_j - a_j||U| \leq Ce^{\frac{\mu_j^-(x - \xi_j)}{\epsilon}}(e^{-\frac{\mu_j^-(x - \xi_{j-1})}{\epsilon}} + e^{-\frac{\mu_{j+1}^-(x - \xi_{j+1})}{\epsilon}}) \]
\[ \leq C(\theta_j^- + \theta_j^+ + \theta_{j+1}^-), \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j]. \] (2.44)

where we have assumed \( x \in [\hat{\xi}_{j-1}, \xi_j] \) and also used (2.37). From (2.42) and (1.8), we also have
\[ |W_{uu}(a_j)(\tilde{u}_{j-1} - a_j) - \tilde{u}_{j-1}''| \leq Ce^{-\frac{\hat{\mu}_{j-1}^-}{\epsilon}(x - \xi_{j-1})} \]
\[ \leq Ce^{-\frac{\hat{\mu}_{j-1}^-}{\epsilon}(x - \xi_{j-1})} \leq Ce^{-\frac{\hat{\mu}_{j-1}^- a_j}{\epsilon}(x - \xi_{j-1}) + \frac{1}{\epsilon}(x - \xi_{j-1})}, \quad x \in [\hat{\xi}_{j-1}, \hat{\xi}_j], \]
and

\[ |W_{uu}(a_j)(\bar{u}_{j+1} - a_{j+1})| + |\bar{u}_{j+1}'| \leq C e^{-\frac{\mu_{j+1}^+}{\epsilon}(x-\xi_{j+1})} \leq C \varepsilon_{j+1}^-, \ x \in [\hat{\xi}_{j-1}, \xi_j]. \]

These estimates and (2.43) yield

\[ |W_{uu}(\bar{u}_j)U - \epsilon^2 U_{xx}| \leq C \left( e^{-\frac{\mu_{j-1}^-+\mu_j^+}{2\epsilon}(\xi_j-\xi_{j-1})} \varepsilon_j^{\frac{1}{2}} + \varepsilon_j^+ + \varepsilon_{j+1}^- + \varepsilon_{j+1}^+ \right), \ x \in [\hat{\xi}_{j-1}, \xi_j], \]

(2.45)

A similar computation gives

\[ |W_{uu}(\bar{u}_j)U - \epsilon^2 U_{xx}| \leq C \left( e^{-\frac{\mu_{j-1}^-+\mu_j^+}{2\epsilon}(\xi_{j+1}-\xi_j)} \varepsilon_{j+1}^- \varepsilon_j^{\frac{1}{2}} + \varepsilon_{j+1}^+ + \varepsilon_j^+ + \varepsilon_{j+1}^- \right), \ x \in [\xi_j, \hat{\xi}_{j+1}], \]

(2.46)

From (2.41), (2.45) and (2.46) we finally conclude

\[ |F(u^\xi)| \leq C e^{-\frac{a_p}{\epsilon} \max \varepsilon_h^\pm + |\tau_j|} \leq C e^{-\frac{a_p}{\epsilon} \max \varepsilon_h^\pm + |\tau_j|}, \ x \in [\hat{\xi}_{j-1}, \hat{\xi}_j]. \]

where we have used (2.32). Since this is valid for all \( j \) (2.36) follows.

To estimate \( \mathcal{F}_{\xi_j}(u^\xi) \) we differentiate the expression of \( F(u^\xi) \) given in (2.39) and observe that \( U_{\xi_j} = U_{xx\xi_j} = 0 \) to obtain

\[ -\mathcal{F}_{\xi_j}(u^\xi) = -\left( W_{uu}(\bar{u}_j + U + \tau_j) - W_{uu}(\bar{u}_j) \right) \frac{1}{\epsilon} \bar{u}_j'' + W_{uu}(\bar{u}_j + U + \tau_j) \tau_{j\xi_j} + \epsilon^2 \tau_{jjxx\xi_j}, \]

where we have used \( \bar{u}_j''' = W_{uu}(\bar{u}_j)\bar{u}_j' \). It follows

\[ |\mathcal{F}_{\xi_j}(u^\xi)| \leq \frac{C}{\epsilon} \left( (|U| + |\tau_j|)|\bar{u}_j'| + \epsilon|\tau_{j\xi_j}| + \epsilon^3 |\tau_{jjxx\xi_j}| \right) \]

As in the estimate (2.44) for Int, from (1.8) and (2.37) it follows

\[ |U||\bar{u}_j'| \leq C e^{-\frac{\mu_j^+}{\epsilon}(x-\xi_j)} \left( e^{-\frac{\mu_j^+}{\epsilon}(x-\xi_{j-1})} + e^{-\frac{\mu_{j+1}^+}{\epsilon}(x-\xi_{j+1})} \right) \]

\[ \leq C \max \varepsilon_h^\pm, \ x \in [\hat{\xi}_{j-1}, \xi_j], \]

\[ |U||\bar{u}_j'| \leq C e^{-\frac{\mu_j^+}{\epsilon}(x-\xi_j)} \left( e^{-\frac{\mu_j^+}{\epsilon}(x-\xi_{j-1})} + e^{-\frac{\mu_{j+1}^+}{\epsilon}(x-\xi_{j+1})} \right) \]

\[ \leq C \max \varepsilon_h^\pm, \ x \in [\xi_j, \hat{\xi}_j]. \]

From this and the estimates for \( \tau_j, \epsilon \tau_{j\xi_j} \) and \( \epsilon^3 \tau_{jjxx\xi_j} \) the bound for \( \mathcal{F}_{\xi_j}(u^\xi) \) follows. The proof is complete \( \square \)

A first step in the analysis of \( c(\xi) \) is an asymptotic formula for \( \bar{c}(\xi) \) defined by

\[ \bar{c}_j(\xi) = \langle \mathcal{F}(u^\xi), \frac{\bar{u}_j^\xi}{\|\bar{u}_j^\xi\|} \rangle, \ j = 1, \ldots, N. \]

(2.47)
Lemma 2.8  There is $\varepsilon_0 > 0$ such that, for $\varepsilon \in (0, \varepsilon_0]$, it results

$\tilde{c}_j(\xi) = \frac{2\varepsilon^j}{q_j} \left( \xi_j + k_j^+ \theta_{j+1}^+ - \xi_j k_j^- \theta_{j}^- + O\left( e^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm} \right) \right), \quad j = 1, \ldots, N.$

where $\xi_j$ and $k_j^\pm$ are defined in (2.23) and $\tilde{q}_j^2 = \int_\mathbb{R} |\tilde{u}'|^2 \, ds$.

Proof  In this proof, if there is no risk of confusion, we simply write $\tilde{u}_h$ instead of $\tilde{u}_h(\frac{1-\tilde{h}}{\varepsilon})$.

From (2.40) and the expression of $U$ we obtain

$$\tilde{c}_j(\xi) = \frac{1}{\|e u^\xi_{\tilde{\xi}_j}\|} \left( \int_{\hat{\xi}_j}^{\hat{\xi}_j-1} \mathcal{F}(u^\xi) \cdot \theta_{j} \, dx - \int_{\hat{\xi}_j}^{\hat{\xi}_j-1} \mathcal{F}(u^\xi) \cdot \tilde{u}'_{j} \, dx - \int_{\hat{\xi}_j}^{\hat{\xi}_j} \mathcal{F}(u^\xi) \cdot \tilde{u}'_{j} \, dx \right) + \frac{1}{\|e u^\xi_{\tilde{\xi}_j}\|} \int_{\hat{\xi}_j}^{\hat{\xi}_j} \left( W_{uu}(\tilde{u}_j)(\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) \right. \left. - \tilde{u}_j'_{j-1} - \tilde{u}_j''_{j+1} + O(|\tau_j| + |U|^2) \right) \cdot \tilde{u}'_{j} \, dx \tag{2.48}$$

From Lemmas 2.6 and 2.7 we have

$$|\mathcal{F}(u^\xi) \cdot \theta_{j}| \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \in [0, 1],$$

$$|\mathcal{F}(u^\xi) \cdot \tilde{u}'_{j}| \leq C|\mathcal{F}(u^\xi)| e^{-\frac{\mu_j}{\varepsilon}(\xi_j - \hat{\xi}_j-1)} \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \leq \hat{\xi}_j-1,$$

$$|\mathcal{F}(u^\xi) \cdot \tilde{u}'_{j}| \leq C|\mathcal{F}(u^\xi)| e^{-\frac{\mu_j+1}{\varepsilon}(\hat{\xi}_j+1 - \xi_j)} \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \geq \hat{\xi}_j,$$

$$|\tau_j| \cdot |\tilde{u}'_{j}| \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \in [\hat{\xi}_j-1, \hat{\xi}_j].$$

and by mean of (2.37) we find

$$|U|^2 |\tilde{u}'_{j}| \leq 2(\tilde{u}_{j-1} - a_j^2 + |\tilde{u}_{j+1} - a_{j+1}|^2) |\tilde{u}'_{j}| \leq C \left( e^{-\frac{2\mu_j}{\varepsilon} (x - \xi_j-1)} + e^{-\frac{2\mu_j+1}{\varepsilon} (x - \xi_j)} \right) e^{-\frac{\mu_j}{\varepsilon} (x - \xi_j)} \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \in [\hat{\xi}_j-1, \hat{\xi}_j].$$

and in a similar way

$$|U|^2 |\tilde{u}'_{j}| \leq Ce^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm}, \quad x \in [\xi_j, \hat{\xi}_j].$$

These estimates imply that we can rewrite (2.48) in the form

$$\tilde{c}_j(\xi) = \frac{1}{\|e u^\xi_{\tilde{\xi}_j}\|} \left( \int_{\hat{\xi}_j}^{\hat{\xi}_j} \left( W_{uu}(\tilde{u}_j)(\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) - \tilde{u}_j'_{j-1} - \tilde{u}_j''_{j+1} \right) \cdot \tilde{u}'_{j} \, dx \right) + O\left( e^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm} \right) = \frac{1}{\|e u^\xi_{\tilde{\xi}_j}\|} \left( L + O\left( e^{-\frac{\mu_j}{\varepsilon}} \max \theta_{j,\pm} \right) \right), \tag{2.49}$$
with obvious definition of I. Since $W_{uu}(a)$ is a symmetric matrix and $\tilde{u}'' = W_{uu}(\tilde{u})\tilde{u}'$, we can rewrite I as

$$ I = \int_{\hat{\xi}_{j-1}}^{\hat{\xi}_j} \left( W_{uu}(\tilde{u})\tilde{u}' \cdot (\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) - (\tilde{u}''_{j-1} + \tilde{u}''_{j+1}) \cdot \tilde{u}_j' \right) dx $$

$$ = \int_{\hat{\xi}_{j-1}}^{\hat{\xi}_j} \left( \tilde{u}'' \cdot (\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) - (\tilde{u}''_{j-1} + \tilde{u}''_{j+1}) \cdot \tilde{u}_j' \right) dx. $$

Set

$$ g = \tilde{u}'' \cdot (\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) - \tilde{u}_j' \cdot (\tilde{u}'_{j-1} + \tilde{u}'_{j+1}). $$

We regard $g$ as a function of $s = \frac{x}{e}$ and we have $e^\frac{d}{dx} g = g'$. Note that

$$ g' = \tilde{u}'' \cdot (\tilde{u}_{j-1} - a_j + \tilde{u}_{j+1} - a_{j+1}) - (\tilde{u}''_{j-1} + \tilde{u}''_{j+1}) \cdot \tilde{u}_j', $$

that is $g'$ coincides with the integrand of $I$. It follows

$$ I = \int_{\hat{\xi}_{j-1}}^{\hat{\xi}_j} e^\frac{d}{dx} g dx = e g |_{\hat{\xi}_{j-1}}^{\hat{\xi}_j}. $$

From (1.8) we obtain

$$ \tilde{u}_{j+1}^{+} |_{x=\hat{\xi}_j} = z_{j+1}^{+} \mu_{j+1}^{+} \frac{2}{\tilde{K}_j} e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})}\right) $$

$$ = z_{j+1}^{+} \mu_{j+1}^{+} \frac{2}{\tilde{K}_j} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right) $$

$$ = z_{j+1}^{+} \tilde{K}_j e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right) $$

$$ = z_{j+1}^{+} \tilde{K}_i e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right) $$

$$ = -\tilde{u}_j' |_{x=\hat{\xi}_j} = z_{j+1}^{+} \mu_{j+1}^{+} \tilde{K}_j e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right) $$

Since from (2.24) $e^{-\frac{1}{2} \epsilon_{j+1} h} e^{\frac{1}{2} \epsilon_{j+1} h} = \epsilon_{j+1}$, it follows

$$ \tilde{u}_j' \cdot (\tilde{u}_{j+1} - a_{j+1}) |_{x=\hat{\xi}_j} = z_{j+1}^{+} \mu_{j+1}^{+} \tilde{K}_j e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right) $$

$$ - \tilde{u}_j' \cdot \tilde{u}_{j+1} |_{x=\hat{\xi}_j} = z_{j+1}^{+} \mu_{j+1}^{+} \tilde{K}_j e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right), $$

and recalling the definition (2.23) of $k_j^\pm$ we finally obtain

$$ (\tilde{u}_j' \cdot (\tilde{u}_{j+1} - a_{j+1}) - \tilde{u}_j' \cdot \tilde{u}_{j+1}) |_{x=\hat{\xi}_j} = z_{j+1}^{+} 2 k_j^+ e_{j+1} + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right). $$

A similar computation yields

$$ (\tilde{u}_j' \cdot (\tilde{u}_{j-1} - a_{j}) - \tilde{u}_j' \cdot \tilde{u}_{j-1}) |_{x=\hat{\xi}_{j-1}} = z_j 2 k_j^- e_j + O\left(e^{-\frac{\mu_{j+1}^{+}}{2}(\xi_{j+1} - \xi_{j})} e^{\frac{1}{2}(\xi_{j+1} - \xi_{j})}\right). $$
and we also have
\[(\tilde{u}_j'' \cdot (\tilde{u}_{j+1} - a_{j+1}) - \tilde{u}_j' \cdot \tilde{u}_{j+1})|_{x = \tilde{\xi}_{j-1}} = O(\epsilon^{-\mu_j^+ + \mu_{j+1}^+ / 2}(\xi_j - \xi_{j-1}) - \epsilon^{-\mu_{j+1}^+ / 2}(\xi_{j+1} - \xi_j))\]
\(= O(\epsilon^{-\min \{\mu_j^+, \mu_{j+1}^+\}} e^{-\min \{\mu_j, \mu_{j+1}\} / 2}(\xi_j - \xi_{j-1}))\)
\[(\tilde{u}_j'' \cdot (\tilde{u}_{j-1} - a_j) - \tilde{u}_j' \cdot \tilde{u}_{j-1})|_{x = \tilde{\xi}_j} = O(\epsilon^{-\mu_j^+ + \mu_j^+ / 2}(\xi_{j+1} - \xi_j) - \epsilon^{-\mu_j^+ / 2}(\xi_j - \xi_{j-1}))\]
\(= O(\epsilon^{-\min \{\mu_j^+, \mu_{j-1}^+\}} e^{-\min \{\mu_j, \mu_{j-1}\} / 2}(\xi_{j+1} - \xi_j))\)

From these estimates (2.50) and (2.48) we get
\[\tilde{c}_j(\xi) = \frac{2}{\|u^\xi_j\|} \left( \tilde{s}_{j+1}k_{j+1}\epsilon_{j+1} - \tilde{s}_j k_j \epsilon_j + O(\epsilon^{-\min \{\mu_j, \mu_{j+1}\}} e^{-\min \{\mu_j, \mu_{j+1}\} / 2}(\xi_{j+1} - \xi_j)) \right), \quad j = 1, \ldots, N. \quad (2.51)\]

This and (2.33) complete the proof. \(\square\)

To obtain a good approximation to \(c(\xi)\) valid for \(\epsilon > 0\) small, the estimate for \(\eta^\xi_j\) in (2.4) is not sufficient. We need the following refinement,

**Lemma 2.9** Let \(X^\xi\) the eigen-space introduced in Proposition 2.1. There exist vectors \(\eta^\xi_1, \ldots, \eta^\xi_N \in W^{1,2}((0, 1); \mathbb{R}^m)\) such that

(i) \(\|\eta^\xi_j\| \leq C\epsilon \max_{h, \pm} \epsilon_h^\pm\).

(ii) \(\varphi^\xi_j = \frac{u^\xi_j}{\|u^\xi_j\|} + \eta^\xi_j, \quad j = 1, \ldots, N\) is an orthonormal basis for \(X^\xi\).

**Proof** See Sect. 2.2 \(\square\)

From (2.36) and Lemma 2.9 it follows
\[\|\mathcal{F}(u^\xi)\|^2 \leq Ce^{-\min \{\mu_j^+, \mu_{j+1}^+\} / 2}(\xi_{j+1} - \xi_j),\]
\[|(\mathcal{F}(u^\xi), \eta^\xi_j)| \leq Ce^{-\min \{\mu_j^+, \mu_{j-1}^+\} / 2}(\xi_{j+1} - \xi_j)\).

This (2.9) and Lemma 2.8 yield \(c_j(\xi) - \tilde{c}_j(\xi) = O(\epsilon^{-\min \{\mu_j, \mu_{j+1}\}} e^{-\min \{\mu_j, \mu_{j+1}\} / 2}(\xi_{j+1} - \xi_j))\) and we can conclude that
\[c_j(\xi) = c_j^0(\xi) + r_j(\xi)\]
\[r_j(\xi) = O(\epsilon^{-\min \{\mu_j, \mu_{j+1}\}} e^{-\min \{\mu_j, \mu_{j+1}\} / 2}(\xi_{j+1} - \xi_j)), \quad j = 1, \ldots, N. \quad (2.52)\]

where \(c_j^0(\xi)\) is defined in (2.28). This conclude the proof of Theorem 2.5. \(\square\)

Note that, since, as we have observed, \(c(\xi)\) depends on \(\xi\) through the differences \(\xi_{j+1} - \xi_j\), \(j = 1, \ldots, N\) and therefore is a function of only \(N - 1\) variables, Eq. (2.52) implies that also the error \(r_j(\xi)\) in the estimate (2.52) depends only on \(\xi_{j+1} - \xi_{j-1}, \quad j = 1, \ldots, N\).

We can now state

**Theorem 2.10** Assume \(H_1 - H_4\), then there exists \(\epsilon_0 > 0\) such that, provided \(\epsilon \in (0, \epsilon_0]\), the condition
\[\xi_j = \xi_{j+1}, \quad j = 1, \ldots, N \quad (2.53)\]
is necessary and sufficient in order that there is \( \xi \in \Xi_{\rho} \) with the property that \( \hat{u}^\xi = u^\xi + v^\xi \), \( v^\xi \) as in Proposition 2.2, is a periodic solution of period 1 of (1.9). The vector \( \xi \in \Xi_{\rho} \) that determines the periodic orbit satisfies

\[
\xi_j - \xi_{j-1} = \frac{1}{\mu_j} \sum_{h=1}^{N} \frac{1}{\mu_h} + \epsilon \delta_j(\xi), \quad j = 1, \ldots, N, \quad \sum_{j=1}^{N} \delta_j = 0. \tag{2.54}
\]

where \( \delta_j = \delta_j + O\left(e^{-\alpha \rho} \right) \) and \( \delta_j \) are constants that depend only on \( \mu_1, \ldots, \mu_N \) and \( k_1, \ldots, k_N \).

**Proof** From Theorem 2.5 we have \( c(\xi) = 0 \) if and only if

\[
\varsigma_{j+1} k_{j+1} \delta_{j+1} = \varsigma_j k_j \delta_j + \frac{\tilde{q}_j r_j(\xi)}{2 \epsilon^2}, \quad j = 1, \ldots, N. \tag{2.55}
\]

Since we are assuming H4, (2.28) implies that at least one of the \( \delta_j \) coincides with \( \max_h \delta_h \) and that, for small \( \epsilon > 0 \), \( r_j(\xi) \) is much smaller than \( \max_h \delta_h \). From this and \( \varsigma_j = \pm 1 \) it follows that (2.53) is a necessary condition for the existence of a solution \( \xi \in \Xi_{\rho} \) of (2.55) and it results

\[
C^- \max_h \delta_h \leq \delta_j \leq C^+ \max_h \delta_h, \tag{2.56}
\]

for some constants \( C^\pm > 0 \) independent of \( \epsilon \). This proves the necessity of condition (2.53).

To prove the sufficiency we note that, with (2.53), Eq. (2.55) becomes

\[
k_{j+1} \delta_{j+1} = k_j \delta_j + \frac{\tilde{q}_j \varsigma_j r_j(\xi)}{2 \epsilon^2}, \quad j = 1, \ldots, N. \tag{2.57}
\]

From Proposition 2.3 to show that there exists \( \xi \in \Xi_{\rho} \) that solves the equation \( c(\xi) = 0 \) it suffices to show that we can solve the first \( N - 1 \) of the equations (2.57). These equations constitute a linear system in the unknowns \( k_j \delta_j, \ j = 2, \ldots, N \) that can be solved yielding

\[
k_j \delta_j = k_1 \delta_1 + \frac{\varsigma_1}{2 \epsilon^2} \sum_{h=1}^{j-1} \tilde{q}_h r_h(\xi), \quad j = 2, \ldots, N. \tag{2.58}
\]

If we take the logarithm of these equations and multiply by \(-\epsilon\) we get

\[
\mu_j (\xi_j - \xi_{j-1}) = \mu_1 (\xi_j - \xi_0) + \epsilon \ln \frac{k_j}{k_1} + \epsilon \tilde{r}_j(\xi), \quad j = 2, \ldots, N.
\]

\[
\tilde{r}_j(\xi) = - \ln \left( 1 + \frac{\varsigma_1}{2 \epsilon^2} \sum_{h=1}^{j-1} \tilde{q}_h r_h(\xi) \right).
\]

We introduce the new variable \( \delta \in \mathbb{R}^N \) by setting

\[
\xi_j - \xi_{j-1} = \frac{1}{\mu_j} \sum_{h=1}^{N} \frac{1}{\mu_h} + \epsilon \delta_j, \quad j = 1, \ldots, N, \tag{2.60}
\]

\[
\sum_{j=1}^{N} \delta_j = 0,
\]

where (2.60) follows from \( \sum_{j=1}^{N} (\xi_j - \xi_{j-1}) = 1 \). Since, as \( r(\xi), \tilde{r}(\xi) \) depends on \( \xi \) through the differences \( \xi_j - \xi_{j-1}, j = 1, \ldots, N \) the function \( \tilde{r}(\xi(\delta)) \) is well defined via the change
of variables (2.60). We also observe that, since $\rho > 0$ in the definition (1.10) of $\Xi_\rho$ is a small fixed number, given $\delta_0 > 0$, for small $\epsilon > 0$, we have

$$\frac{1}{\sum_h \frac{1}{\mu_h}} + \epsilon \delta_j > \rho, \quad |\delta| \leq \delta_0, \quad j = 1, \ldots, N,$$

(2.61)
and therefore (2.28), (2.59) and (2.56) imply

$$\tilde{r}(\xi(\delta)) = O\left(e^{-\frac{\alpha \rho}{1 - \epsilon}}\right), \quad |\delta| \leq \delta_0.$$

(2.62)

With the new variable, after dividing by $\epsilon \mu_j$, (2.59) becomes

$$\delta_j = \frac{1}{\mu_j} \delta_1 + \frac{1}{\mu_j} \ln \frac{k_j}{k_1} + \frac{1}{\mu_j} r_j(\xi(\delta)), \quad j = 2, \ldots, N,$$

(2.63)

$$\sum_{j=1}^N \delta_j = 0.$$

We make a further change of variable by setting $\delta = \tilde{\delta} + \delta^*$ where $\tilde{\delta}$ is the solution of (2.63) corresponding to $\epsilon = 0$:

$$\tilde{\delta}_1 = -\frac{1}{\mu_1} \sum_{h=2}^N \frac{1}{\mu_h} \ln \frac{k_h}{k_1},$$

$$\tilde{\delta}_j = \frac{1}{\mu_j} \tilde{\delta}_1 + \frac{1}{\mu_j} \ln \frac{k_j}{k_1}, \quad j = 2, \ldots, N.$$

If we insert $\delta = \tilde{\delta} + \delta^*$ in (2.63) we have

$$\delta_j^* = \frac{1}{\mu_j} \tilde{r}_j(\xi(\tilde{\delta} + \delta^*)), \quad j = 2, \ldots, N,$$

$$\delta_1^* = -\sum_{j=2}^N \delta_j^*.$$

Set $B_1 = \{\delta^* \in \mathbb{R}^N : |\delta^*| \leq 1, \sum_h \delta_h^* = 0\}$ and let $F : B_1 \to \mathbb{R}^N$ be defined by setting $F_j(\delta^*) = \tilde{r}_j(\xi(\tilde{\delta} + \delta^*)), \ j = 2, \ldots, N, F_1(\delta^*) = -\sum_{j=2}^N \tilde{r}_j(\xi(\tilde{\delta} + \delta^*))$. $F$ is a continuous function that, by (2.62) satisfies $F(\delta^*) = O(e^{-\frac{\alpha \rho}{1 - \epsilon}})$. It follows that $F$ is a continuous map that maps $B_1$ into itself and Brouwer fixed point theorem implies that $F$ has a fixed point in $B_1$ that is a solution of (2.64) that we still denote $\delta^*$. Moreover from (2.62) it follows that $\delta^* = O(e^{-\frac{\alpha \rho}{1 - \epsilon}})$. This concludes the proof. \(\Box\)

Theorem 1.1 is essentially equivalent to Theorem 2.10. Theorem 2.10 shows that under the assumptions of Theorem 1.1 there exists a $\tilde{x} \in \Xi_\rho$ such that, for small $\epsilon > 0$, $\tilde{u} = u^\xi + v^\xi$, $v^\xi$ as in Proposition 2.2, is a 1-periodic solution of (1.9). If we set $\epsilon = \frac{1}{T}$ and $x = \frac{t}{T}$, then $u^T(t) = \tilde{u}(\frac{t}{T})$ is a $T$-periodic solution of (1.1). From (2.29), (2.32), $\|v^\xi\|_{W^{1,2}} \leq C\|\mathcal{F}(u^\xi)\|$ and (2.36) it follows

$$|\tilde{u}(x) - \tilde{u}(\frac{x - \xi_j}{\epsilon})| \leq C\left(e^{-\frac{\mu_j}{1 - \epsilon}(x - \xi_{j-1})} + e^{-\frac{\mu_j+1}{1 - \epsilon}(x - \xi_{j+1})} + e^{-\frac{\alpha \rho}{1 - \epsilon}} \max_h \frac{1}{h} \right)$$

$$\leq C e^{-\frac{1}{2 \sum_h \frac{1}{h}}}, \quad x \in [\xi_{j-1}, \xi_j], \ j = 1, \ldots, N,$$

(2.65)
where we have also used the characterization (2.54) of $\xi$. In terms of $u^T$ (2.65) becomes

$$u^T(t) = \tilde{u}_j(t - \xi_j T) + O\left(e^{-\frac{r}{\sum \mu_h}}\right), \quad t \in [\hat{\xi}_{j-1} T, \hat{\xi}_j T], \quad j = 1, \ldots, N,$$

(2.66)

Statement (i) of Theorem 1.1 follows from (2.54) with $\epsilon = \frac{1}{T}$ and from (2.66) with the change of variable $t \rightarrow t + \xi_j T$. To prove (ii) we note that (1.8) implies the existence of a constant $C > 0$ such that for small $\delta > 0$ we have

\[
\begin{align*}
|\tilde{u}_{j-1} - a_j| &\leq \frac{\delta}{2}, \quad s \geq -C \ln \delta, \quad j = 1, \ldots, N, \\
|\tilde{u}_j - a_j| &\leq \frac{\delta}{2}, \quad s \leq C \ln \delta.
\end{align*}
\]

This and (2.66) imply (ii) with $t_\delta = -C \ln \delta$. The last statement of Theorem 1.1 follows from

$$\|u^\xi\|_{W^{1,2}} = O\left(e^{-\frac{\mu_j}{e}} e^{-\frac{C}{\sum \mu_h}}\right).$$

The proof of Theorem 1.1 is complete.

### 2.2 Proofs of Lemmas 2.6 and 2.9.

**Proof** (Lemma 2.6) We assume $[\xi_{j-1}, \xi_{j+1}] \subset [0, 1]$. The estimates that we derive are valid in any case.

We rearrange $\tau_j$ in the form

$$\tau_j = \sum_{h < j-1} \sum_{n \leq 0} (\bar{u}_h \left(\frac{x - n - \xi_h}{\epsilon}\right) - a_{h+1}) + \sum_{h \geq j-1} \sum_{n < 0} (\bar{u}_h \left(\frac{x - n - \xi_h}{\epsilon}\right) - a_{h+1})$$

$$+ \sum_{h > j+1} \sum_{n \geq 0} (\tilde{u}_h \left(\frac{x - n - \xi_h}{\epsilon}\right) - a_h) + \sum_{h \leq j+1} \sum_{n > 0} (\tilde{u}_h \left(\frac{x - n - \xi_h}{\epsilon}\right) - a_h)$$

(2.67)

with obvious definition of $\tilde{u}_h^\pm$ and $\tilde{u}_h^\pm$. We only analyze the last two summations. The other two can be estimate in the same way.

1. Estimating $\sum_{h > j+1} \tilde{u}_h^-$.

Note that

$$h > j + 1 \quad \text{and} \quad x \leq \hat{\xi}_j \quad \Rightarrow \quad x - n - \xi_h \leq \frac{\xi_{j+1} + \xi_j}{2} - n - \xi_h$$

$$= -\left(\frac{\xi_{j+1} - \xi_j}{2} + \xi_h - \xi_{j+1} + n\right) \leq -\left(\frac{\xi_{j+1} - \xi_j}{2} + \xi_h - \xi_{h-1} + n\right).$$

This and (1.8), observing also that the contribution of $\tilde{u}_h^-$ can be absorbed in the constant $C$, imply

$$|\tilde{u}_h \left(\frac{x - n - \xi_h}{\epsilon}\right) - a_h|$$

$$\leq C e^{-\frac{\mu_j}{e} \frac{\xi_{j+1} - \xi_j}{2}} e^{-\frac{\xi_h - \xi_{j+1}}{2\epsilon}} e^{-\frac{\mu_h}{e} \frac{\xi_h - \xi_{h-1}}{2\epsilon}} e^{-\frac{\mu_h}{e} n}, \quad n = 0, 1, \ldots, x \leq \hat{\xi}_j.$$

It follows

$$|\tilde{u}_h^-| \leq C e^{-\frac{\mu_j}{e} \frac{\xi_{j+1} - \xi_j}{2} \xi_h^-}, \quad x \leq \hat{\xi}_j, \quad h > j + 1,$$

where we have also used (2.24).
2. Estimating $\sum_{h \leq j+1} \hat{t}_h^-$. We have

\[ h \leq j + 1 \text{ and } x \leq \hat{\xi}_j \Rightarrow x - n - \xi_h \leq \frac{\xi_{j+1} + \xi_j}{2} - \xi_h - n \]

\[ = -\left(\frac{\xi_{j+1} - \xi_j}{2} + \xi_h - \xi_{j+1} + n\right) \leq -\left(\frac{\xi_{j+1} - \xi_j}{2} + \xi_h - \xi_{h-1} + (n - 1)\right), \]

where we have used that $h \leq j + 1$ implies $\xi_h - \xi_{j+1} + 1 \geq \xi_h - \xi_{h-1}$. This and (1.8) yield

\[ |\tilde{u}_h^{\xi_j - \xi_{j-1}}| - a_h | \leq e^{-\frac{\mu_h}{12} \frac{\xi_{j+1} - \xi_j}{2}} e^{-\frac{\mu_h}{12} (\xi_h - \xi_{h-1}) e^{-\frac{\mu_h}{12} (n - 1), \ n > 0}. \]

It follows

\[ |\hat{t}_h^-| \leq Ce^{-\frac{\mu_h}{12} \frac{\xi_{j+1} - \xi_j}{2}} \delta_h^- \text{, } x \leq \hat{\xi}_j, \ h \leq j + 1. \]

In the same way, since

\[ h < j - 1, \ n \leq 0, \text{ and } x \geq \hat{\xi}_{j-1}, \Rightarrow \]

\[ x - n - \xi_h \geq \frac{1}{2}(\xi_j - \xi_{j-1}) + \xi_{j-1} - \xi_h + |n| \geq \frac{1}{2}(\xi_j - \xi_{j-1}) + \xi_{h+1} - \xi_h + |n|. \]

\[ h \geq j - 1, \ n < 0, \text{ and } x \geq \hat{\xi}_{j-1}, \Rightarrow \]

\[ x - n - \xi_h \geq \frac{1}{2}(\xi_j - \xi_{j-1}) + \xi_{j-1} - \xi_h + |n| \geq \frac{1}{2}(\xi_j - \xi_{j-1}) + 1 + \xi_{j-1} - \xi_h + (|n| - 1) \]

\[ \geq \frac{1}{2}(\xi_j - \xi_{j-1}) + \xi_{h+1} - \xi_h + (|n| - 1), \]

we find

\[ |\hat{t}_h^+| \leq Ce^{-\frac{\mu_{h+1}}{12} \frac{\xi_{j-1} - \xi_j}{2}} \delta_h^+ \text{, } x \leq \hat{\xi}_j, \ h < j - 1 \]

\[ |\hat{t}_h^+| \leq Ce^{-\frac{\mu_{h+1}}{12} \frac{\xi_{j-1} - \xi_j}{2}} \delta_h^+ \text{, } x \leq \hat{\xi}_j, \ h \geq j - 1. \]

and we conclude that

\[ |\tau_j| \leq C \sum_h \left( e^{-\frac{\mu_h}{12} \frac{\xi_{j+1} - \xi_j}{2}} \delta_h^- + e^{-\frac{\mu_{h+1}}{12} \frac{\xi_{j} - \xi_{j-1}}{2}} \delta_h^+ \right) \]

\[ \leq Ce^{-\frac{\mu_0}{12} \max \delta_h^\pm}. \quad (2.68) \]

This concludes the estimate of $\tau_j$.

3. Note that (1.8) and

\[ n > 0 \text{ and } x \in [0, 1] \Rightarrow \]

\[ x - \xi_j - n \leq -\xi_j - (n - 1) \leq -(\xi_j - \xi_{j-1}) - (n - 1), \]

\[ n < 0 \text{ and } x \in [0, 1] \Rightarrow \]

\[ x - \xi_j - n \geq -\xi_j + 1 + (|n| - 1) \geq (\xi_{j+1} - \xi_j) + (|n| - 1) \]
imply
\[
\sum_{n>0}|\tilde{u}'_j\left(\frac{x-\xi_j-n}{\epsilon}\right)| \leq Ce^{-\frac{\mu^-}{\epsilon}(\xi_j-\xi_{j-1})}, \quad x \in [0, 1], \\
\sum_{n<0}|\tilde{u}'_j\left(\frac{x-\xi_j-n}{\epsilon}\right)| \leq Ce^{-\frac{\mu^+}{\epsilon}(\xi_{j+1}-\xi_j)}, \quad x \in [0, 1].
\] (2.69)

It follows
\[
|\mathcal{X}_j| \leq C(\epsilon^{-2} + \epsilon_j^+_{j+1}), \quad x \in [0, 1].
\] (2.70)

From the expression (2.67) of \(\tau_j\) we see that \(\epsilon\tau_{jx}, \epsilon\tau_{jx}\), \(\epsilon^2\tau_{jxx}\), and \(\epsilon^3\tau_{jxxx}\) have a structure similar to \(\tau_j\) and therefore (1.8) implies that can be estimated by the same arguments developed for estimating \(\tau_j\). The same remark applies to \(\mathcal{X}_j\).

4. From (2.31) we have
\[
\|\epsilon u_{\xi_j}^\epsilon\| = \|\tilde{u}'_j\left(\frac{\cdot-\xi_j}{\epsilon}\right)\| + O(|\mathcal{X}_j|),
\]
and recalling that \(\tilde{q}_j^2 = \int_{\mathbb{R}}|\tilde{u}'_j|^2\,ds\)
\[
\|\tilde{u}'_j\left(\frac{\cdot-\xi_j}{\epsilon}\right)\|^2 - \epsilon\tilde{q}_j^2 \leq \epsilon \int_{-\infty}^{-\xi_j} |\tilde{u}'_j(s)|^2\,ds + \epsilon \int_{1-\xi_j}^{1} |\tilde{u}'_j(s)|^2\,ds
\]
\[
\leq C\epsilon(\epsilon^{-2} + \epsilon_j^+_{j+1}^2),
\] (2.71)
where we have also used (1.8) and the assumption \([\xi_j-1, \xi_{j+1}] \subset [0, 1]\). This and the estimate for \(\mathcal{X}_j\) imply (2.33)1. Similarly we have
\[
\|\epsilon^2 u_{\xi_j}^\epsilon\| \leq \|\tilde{u}''_j\left(\frac{\cdot-\xi_j}{\epsilon}\right)\| + \epsilon^2|\mathcal{X}_{j\xi_j}^\epsilon|,
\]
\[
\|\tilde{u}''_j\left(\frac{\cdot-\xi_j}{\epsilon}\right)\|^2 \leq \epsilon \int_{\mathbb{R}}|\tilde{u}''_j(s)|^2\,ds,
\]
that together with \(u_{\xi_j}^\epsilon = 0\) for \(i \neq j\) yield (2.33)2. The proof of (2.33)3 follows from the previous estimates for \(u_{\xi_j}^\epsilon, u_{\xi_j}^\epsilon\) and \(u^\epsilon = -\sum_j u_{\xi_j}^\epsilon\) and \(u^\epsilon xxx = \sum_j u_{\xi_j}^\epsilon\).

5. Set
\[
p_{ij}(x) = \frac{|u_{\xi_i}^\epsilon(x) \cdot u_{\xi_j}^\epsilon(x)|}{\|u_{\xi_i}^\epsilon\| \|u_{\xi_j}^\epsilon\|}, \quad i \neq j.
\] (2.72)
To estimate \(p_{ij}\) we can assume \(\xi_i < \xi_j\). Observe that \(u_{\xi_i}^\epsilon\) and \(u_{\xi_j}^\epsilon\) are periodic maps which, for small \(\epsilon > 0\), concentrate at \(\xi_i + \mathbb{Z}\) and \(\xi_j + \mathbb{Z}\) respectively. Therefore we consider the two intervals \([\xi_i, \xi_j]\) and \([\xi_j, \xi_i+1]\). Set
\[
\tilde{p}_{ij}(x) = \frac{|\tilde{u}'_i\left(\frac{x-\xi_i}{\epsilon}\right) \cdot \tilde{u}'_j\left(\frac{x-\xi_j}{\epsilon}\right)|}{\|\epsilon u_{\xi_i}^\epsilon\| \|\epsilon u_{\xi_j}^\epsilon\|},
\]
then we have
\[
p_{ij}(x) \leq \tilde{p}_{ij}(x) + C \frac{|\mathcal{X}_i| + |\mathcal{X}_j|}{\|\epsilon u_{\xi_i}^\epsilon\| \|\epsilon u_{\xi_j}^\epsilon\|}.
\] (2.73)
From (1.8) we have
\[
\tilde{p}_{ij}(x) \leq \frac{C}{\epsilon} e^{-\frac{\mu_i}{\epsilon} (x - \xi_j)} e^{-\frac{\mu_j}{\epsilon} (x_j - x)} \leq \frac{C}{\epsilon} \left( e^{-\frac{\mu_i}{\epsilon} (x_j - \xi_j)} + e^{-\frac{\mu_j}{\epsilon} (x_j - \xi_i)} \right) \leq \frac{C}{\epsilon} (\delta_i^{-} + \delta_i^{+}), \quad x \in [\xi_i, \xi_j]
\]
(2.74)
where we have used the fact that a linear function assumes the maximum at the boundary of the interval of definition and also used \(\xi_j \geq \xi_{i+1}\). In the same way one finds that in the interval \([\xi_j, \xi_i + 1]\) it results
\[
\tilde{p}_{ij} \leq \frac{C}{\epsilon} (\delta_i^{-} + \delta_{i+1}^{+}).
\]
This, (2.74), (2.73), (2.33) and the bound for \(\nu_j\) conclude the proof of (2.35).

6. From \(u_{\xi}^{\xi} = -\sum u_{\xi_{j}}^{\xi} \) and (2.35) we have
\[
u (u_{\xi}^{\xi} \cdot u_{\xi}^{\xi}) = \sum_{j} u_{\xi_{j}}^{\xi} \cdot u_{\xi_{j}}^{\xi} + O\left(\frac{1}{\epsilon} \max_{j, \pm} \delta_{j}^{\pm}\right).
\]
From this (2.31) and (2.71) it follows
\[
\epsilon^2 \|u_{\xi}^{\xi}\|^2 = \epsilon^2 \sum_{j} \|u_{\xi_{j}}^{\xi}\|^2 + O(\epsilon \max_{j, \pm} \delta_{j}^{\pm})
\]
\[
= \sum_{j} \| \tilde{u}_{j}^r \left( -\frac{\xi_j}{\epsilon} \right) \|^2 + O(\epsilon \max_{j, \pm} \delta_{j}^{\pm}) = \epsilon \sum_{j} \bar{q}_{j} - O(\epsilon \max_{j, \pm} \delta_{j}^{\pm}).
\]
We also observe that from (2.29) and Lemma 2.6 it follows
\[
W(u_{\xi}^{\xi}) = W(\tilde{u}_{j} \left( \frac{x - \xi_{j}}{\epsilon} \right)) + O(\epsilon e^{-\frac{\mu_j}{\epsilon} (x - \xi_{j-1})} + e^{-\frac{\mu_{j+1}}{\epsilon} (x - \xi_{j+1})} + e^{-\frac{\mu_0}{h} \max \delta_{j}^{\pm}}),
\]
which yields
\[
\int_{\xi_{j-1}}^{\xi_j} W(u_{\xi}^{\xi})dx = \epsilon \int_{\xi_{j-1}}^{\xi_j} \frac{(\xi_{j-1} - \xi_{j})}{2\epsilon} W(\tilde{u}_{j}(s))ds + O(\epsilon \max_{h, \pm} \delta_{h}^{\pm})
\]
\[
= \epsilon \int_{R} W(\tilde{u}_{j}(s))ds + O(\epsilon \max_{h, \pm} \delta_{h}^{\pm}) = \frac{\epsilon}{2} \bar{q}_{j} + O(\epsilon \max_{h, \pm} \delta_{h}^{\pm}),
\]
where we have also used the fact that the heteroclinic solution \(u_{j}\) satisfies the equipartition of energy. This completes the proof of (2.34) and concludes the proof of the lemma. \(\square\)

Proof (Lemma 2.9) We begin by deriving an \(L^{\infty}\) bound for the projection \(y_j^{\xi} \) of \(\epsilon u_{\xi_{j}}^{\xi}\) on \(X_{\xi, \perp}\).

Lemma 2.11 Let \(y_j^{\xi} \in X_{\xi, \perp}\) be defined by the condition that \(\epsilon u_{\xi_{j}}^{\xi} + y_j^{\xi} \in X^{\xi}\). Then, provided \(\epsilon > 0\) is sufficiently small, it results
\[
\|y_j^{\xi}\|_{W^{1,2}} \leq C \max_{h, \pm} \delta_{h}^{\pm},
\]
\[
\|y_j^{\xi}\|_{L^{\infty}} \leq \frac{C}{\epsilon^{2}} \max_{h, \pm} \delta_{h}^{\pm}.
\]
Proof In this proof we simply write $\gamma$ instead of $\gamma^\xi_j$. The condition $\epsilon u^\xi_{\xi_j} + \gamma \in X^\xi$ can be expressed in the form

$$\epsilon u^\xi_{\xi_j} + \gamma = \epsilon \sum_{h=1}^{N} (u^\xi_{\xi_j}, \varphi_h^\xi) \varphi_h^\xi,$$

where as before $\varphi_h^\xi$, $h = 1, \ldots, N$ is an orthonormal basis for $X^\xi$. Since $X^\xi$ is invariant under $L^\xi$ and $\gamma \in X^\xi_\perp$ we have

$$L^\xi (\epsilon u^\xi_{\xi_j} + \gamma) = \epsilon \sum_{h=1}^{N} (u^\xi_{\xi_j}, \varphi_h^\xi) L^\xi \varphi_h^\xi.$$

Forming the inner product of this equation with $\gamma$ and using $\langle L^\xi \varphi_h^\xi, \gamma \rangle = 0$, we get

$$L^\xi u^\xi_{\xi_j} = -\mathcal{F}_{\xi_j}(u^\xi),$$

on the basis of (2.5) in Proposition 2.1, we get

$$\mu^* \| \gamma \|_{W^{1,2}}^2 \leq \langle L^\xi \gamma, \gamma \rangle = \epsilon \langle \mathcal{F}_{\xi_j}(u^\xi), \gamma \rangle \leq \epsilon \| \mathcal{F}_{\xi_j}(u^\xi) \| \| \gamma \|_{W^{1,2}},$$

and therefore

$$\| \gamma \|_{W^{1,2}} \leq \frac{\epsilon}{\mu^*} \| \mathcal{F}_{\xi_j}(u^\xi) \|,$$

$$\| \gamma \|_{L^\infty} \leq \frac{\epsilon}{\mu^*} \| \mathcal{F}_{\xi_j}(u^\xi) \|.$$

This and Lemma 2.7 concludes the proof. \qed

We continue with the proof of Lemma 2.9. In the remaining part of the proof we drop the superscript $\xi$. Define

$$v_j = \frac{u^\xi_{\xi_j}}{\| u^\xi_{\xi_j} \|}, \quad v_{ij} = |(v_i, v_j)|, \quad i \neq j, \quad w_j = \frac{\gamma^\xi_j}{\| \epsilon u^\xi_{\xi_j} \|}, \quad j = 1, \ldots, N,$$

where $\gamma^\xi_j$ is defined in Lemma 2.11. Note that Lemma 2.11, (2.33)1 and (2.35) imply

$$\| w_j \| \leq \frac{C}{\epsilon} \max_{h, \pm} \delta_h^\pm,$$

$$v_{ij} \leq \frac{C}{\epsilon} \max_{h, \pm} \delta_h^\pm.$$

The proof is based on Gram-Schmidt orthonormalization process applied to the vectors $v_j + w_j$ that on the basis of Lemma 2.11 belong to $X^\xi$. We have

$$\varphi_1 = \frac{v_1 + w_1}{\| v_1 + w_1 \|} = v_1 + \hat{w}_1,$$

$$\hat{w}_1 = v_1 \frac{1 - \| v_1 + w_1 \|}{\| v_1 + w_1 \|} + \frac{w_1}{\| v_1 + w_1 \|}.$$
and therefore
\[ \| \hat{w}_1 \| \leq \frac{2 \| w_1 \|}{\| v_1 + w_1 \|} \leq 4 \| w_1 \|. \]

where we have used (2.76) and \( \| v_1 \| = 1 \) that imply \( \| v_1 + w_1 \| \geq \frac{1}{2} \). Let \( \psi_n, \tilde{w}_n \) and \( \hat{w}_n \) be defined by
\[ \psi_n = v_n + w_n - \sum_{k=1}^{n-1} (v_n + w_n, \varphi_k) \varphi_k = v_n + \tilde{w}_n, \]
\[ \varphi_n = \frac{v_n + \tilde{w}_n}{\| v_n + \tilde{w}_n \|} = v_n + \hat{w}_n. \]

Then there is \( C_n > 0 \) such that, provided \( \epsilon > 0 \) is sufficiently small
\[ \| \hat{w}_n \| \leq 4 \| \tilde{w}_n \|, \]
\[ \| \tilde{w}_n \| \leq C_n \left( \sum_{k=1}^{n} \| w_k \| + \sum_{k=2}^{n} \sum_{h=1}^{k-1} v_{hk} \right). \] (2.77)

It suffices to prove the second inequality. Indeed, if (2.77)2 holds and \( \epsilon > 0 \) is small, (2.77)1 follows from (2.76) and the same argument that shows \( \| \hat{w}_1 \| \leq 4 \| w_1 \| \). We prove the second inequality by induction. For \( n = 2 \), observing also that \( \tilde{w}_1 = w_1 \), we have
\[ \psi_2 = v_2 + w_2 - (v_2 + w_2, v_1 + \hat{w}_1) \varphi_1. \]

It follows, using also that \( \langle w_2, \varphi_1 \rangle = 0 \),
\[ \tilde{w}_2 = w_2 - (v_2, v_1) \varphi_1 - (v_2, \hat{w}_1) \varphi_1, \]
\[ \| \tilde{w}_2 \| \leq \| w_2 \| + \| \hat{w}_1 \| + v_{12} \leq \| w_2 \| + C \| w_1 \| + v_{12}, \]

which shows that (2.77)2 holds for \( n = 2 \) with a suitable choice of \( C_2 \). Now we show that if (2.77)2 holds for \( 2, \ldots, n \) then it also holds for \( n + 1 \). From
\[ \psi_{n+1} = v_{n+1} + w_{n+1} - \sum_{k=1}^{n} (v_{n+1} + w_{n+1}, \varphi_k) \varphi_k \]
\[ = v_{n+1} + w_{n+1} - \sum_{k=1}^{n} ((w_{n+1}, \varphi_k) + (v_{n+1}, \varphi_k) + (v_{n+1}, \tilde{w}_k)) \varphi_k \]
we obtain, recalling also that \( \langle w_{n+1}, \varphi_k \rangle = 0 \), \( k = 1, \ldots, n \),
\[ \| \tilde{w}_{n+1} \| \leq \| w_{n+1} \| + \sum_{k=1}^{n} v_{k,n+1} + \sum_{k=1}^{n} \| \hat{w}_k \| \]
\[ \leq \| w_{n+1} \| + \sum_{k=1}^{n} v_{k,n+1} + 4 \sum_{k=1}^{n} \| \hat{w}_k \| \]
\[ \leq \| w_{n+1} \| + \sum_{k=1}^{n} v_{k,n+1} + 4 \sum_{k=1}^{n} C_k \left( \sum_{j=1}^{k} \| w_j \| + \sum_{i=2}^{k} \sum_{h=1}^{i-1} v_{hj} \right), \] (2.78)
where, for the last inequality, we have used (2.77) for 2, . . . , n. The inequality (2.78) establishes (2.77) for n + 1 for a suitable choice of C_{n+1}. With the identification η_j^ξ = \hat{w}_j, the definition of v_j and \hat{w}_j imply that \varphi_j^ξ = \frac{a_j^ξ}{\|a_j^ξ\|} + η_j^ξ, j = 1, . . . , N is an orthonormal basis for the subspace X^ξ. The estimate for η_j^ξ follows from (2.77) and (2.76). The proof is complete.

\[\square\]

3 Layers Dynamics

We now focus on the dynamics of the parabolic equations

\[u_t = \epsilon^2 u_{xx} - W_u(u), \quad x \in (0, 1), \quad u \in W^{1,2},\]  

(3.1)
on the set of 1-periodic maps. As we have indicated in the introduction we expect that c(ξ) determines the dynamics of (3.1) in a neighborhood of the manifold \(M = \{u^ξ : ξ \in \Xi_ρ\}\) and therefore layers dynamics since maps in a \(W^{1,2}\) neighborhood of \(M\) have a layered structure. The scope of this section is to prove that this is indeed the case. We begin by defining a smooth change of coordinate in a neighborhood of \(M\). As before we denote \(L^2\) and \(W^{1,2}\) the corresponding subsets of 1-periodic maps. For \(η > 0, \rho > 0\) small set

\[V^η_ρ = \{u \in W^{1,2} : \inf_{ξ \in \Xi_ρ} \|u - u^ξ\|_{W^{1,2}} < η\} .\]  

(3.2)

Lemma 3.1 Set \(η = a\epsilon^2\). Then, if \(a > 0\) is sufficiently small, there is a constant \(c > 0\) such that, for each \(u \in V^η_ρ\) there is a unique \(ξ(\eta) : ξ \in \Xi_ρ - cε\) that satisfies

\[\langle u - u^ξ, u^ξ_{\|i} \rangle = 0, \quad i = 1, . . . , N,\]

\[\|u - u^ξ\| \leq \inf_{ξ \in \Xi_ρ} \|u - u^ξ\|_{W^{1,2}}.\]  

(3.3)

Moreover

\[\|u - u^ξ\|_{W^{1,2}} \leq \tilde{C} \inf_{ξ \in \Xi_ρ} \|u - u^ξ\|_{W^{1,2}},\]  

(3.4)

for some constant \(\tilde{C} > 0\), independent of \(ε > 0\).

Proof We need the following result that we prove in Sect. 3.2.

Lemma 3.2 There are positive constants \(ω_0, ω_1, C_0^1, C_1^1\) and positive maps \(m_0 : (0, ω_0] \to \mathbb{R}, m_1 : (0, ω_1] \to \mathbb{R}\) such that, for \(ξ, ξ \in \Xi_ρ\), it results

\[|ξ - ξ| \geq ω_0 ε \Rightarrow \|u^ξ - u^ξ\|_{L^∞} \geq m_1(ω), \quad ω \in (0, ω_1], \]  

\[|ξ - ξ| \leq ω_1 ε \Rightarrow \frac{C_1^1}{ε} |ξ - ξ| \leq \|u^ξ - u^ξ\|_{L^∞} \leq \frac{C_1^1}{ε} |ξ - ξ|,\]  

(3.5)

and

\[|ξ - ξ| \geq ω_0 ε \Rightarrow \|u^ξ - u^ξ\| \geq m_0(ω)ε^2, \quad ω \in (0, ω_0], \]

\[|ξ - ξ| \leq ω_0 ε \Rightarrow \frac{C_0^1}{ε^2} |ξ - ξ| \leq \|u^ξ - u^ξ\| \leq \frac{C_0^1}{ε^2} |ξ - ξ|.\]  

(3.6)
Moreover

\[ |\zeta - \xi| \leq \omega \epsilon \Rightarrow \|u^{\zeta}_X - u^{\xi}_X\| \leq \frac{C^0}{\epsilon^2} |\zeta - \xi|. \tag{3.7} \]

1. From the definition of \( \mathscr{U}_\rho^{ae \frac{1}{2}} \), we can associate to each \( u \in \mathscr{U}_\rho^{ae \frac{1}{2}} \) a \( \tilde{\xi} \in \Xi_\rho \) such that

\[ \|u - u^{\tilde{\xi}}\| < a e^{\frac{1}{2}}. \]

Let \( \omega \in (0, \omega_0) \) a number to be chosen later. For \( a \in (0, \frac{1}{2}m_0(\frac{\omega}{2})) \), \( m_0 \) as in (3.6), the problem

\[ \|u - u^{\tilde{\xi}}\| = \min_{\zeta \in \bar{B}_{\omega \epsilon}(\tilde{\xi})} \|u - u^{\xi}\| < a e^{\frac{1}{2}}, \tag{3.8} \]

has a solution \( \xi \in B_{\omega \epsilon}(\tilde{\xi}) \).

Existence follows from the compactness of \( \bar{B}_{\omega \epsilon}(\tilde{\xi}) \) and the continuity of the map \( \zeta \to \|u - u^{\xi}\| \). Lemma 3.2, \( a \in (0, \frac{1}{2}m_0(\frac{\omega}{2})) \), and \( |\zeta - \tilde{\xi}| \geq \frac{\omega}{2} \epsilon \) imply

\[ \|u - u^{\zeta}\| \geq \|u^{\tilde{\xi}} - u^{\zeta}\| - \|u - u^{\tilde{\xi}}\| \geq \left(m_0\left(\frac{\omega}{2}\right) - a\right)\epsilon \frac{1}{2} \geq a e^{\frac{1}{2}}. \tag{3.9} \]

This implies \( \xi \in B_{\omega \epsilon}(\tilde{\xi}) \) and concludes the proof of 1.

Note that while \( \xi \in \Xi_\rho \) it may occur that \( B_{\omega \epsilon}(\tilde{\xi}) \backsimeq \Xi_\rho \neq \emptyset \). Therefore it may happen that

\( \xi \notin \Xi_\rho \). Since \( |\zeta - \tilde{\xi}| < \frac{\omega}{2} \epsilon \), there is a constant \( c \) such that \( \xi \in \Xi_\rho - c \epsilon \).

2. The minimizer \( \xi \) determined in 1. satisfies (3.3).

The fact that \( \xi \) satisfies (3.3) follows from (3.8) and (3.9) that imply

\[ \|u - u^{\tilde{\xi}}\| = \min_{\zeta \in \Xi_\rho} \|u - u^{\zeta}\|. \]

On the other hand, since \( \xi \) belongs to the interior of \( B_{\omega \epsilon}(\tilde{\xi}) \), (3.3) follows from the minimality of \( \xi \) and a standard argument.

3. The solution \( \xi \) of (3.3) is unique, independent from the auxiliary point \( \tilde{\xi} \) and is Lipschitz continuous on \( u \in L^2 \). Given \( u, v \in \mathscr{U}_\rho^{ae \frac{1}{2}} \) let \( \xi \) and \( \eta \) be the corresponding solutions of (3.3) claimed in 2. We have

\[ 0 = (\langle u^{\xi}_j, u^{\eta}_j \rangle + \langle u - v, u^{\eta}_j \rangle) \]

\[ = (\langle u - v, u^{\xi}_j \rangle + \langle u - v, u^{\eta}_j \rangle + \langle u^{\xi}_j, u^{\eta}_j \rangle + \langle u^{\xi}_j, u^{\eta}_j \rangle) \tag{3.10} \]

where \( (w_i) \subseteq \mathbb{R}^N \) denotes the vector with components \( w_1, \ldots, w_N \).

Assume that \( |\xi - \eta| \leq \omega \epsilon \). Then from (3.52), (3.53), (3.55) (cfr. the proof of Lemma 3.2 and (2.31) we obtain

\[ |\langle u^{\xi}_j - u^{\eta}_j, u^{\eta}_j \rangle| \leq \frac{C}{\epsilon^2} |\xi - \eta|^2 + O(e^{-\omega})|\xi - \eta|, \]

and therefore, if we take \( \omega = \frac{\bar{q}^2}{2C}, \bar{q}_m = \min_h \bar{q}_h \), we have

\[ |\langle (u^{\eta}_j - u^{\xi}_j, u^{\xi}_j) \rangle| \geq \frac{\bar{q}_m^2}{\epsilon} |\eta - \xi| - \frac{C}{\epsilon^2} |\eta - \xi| \]

\[ \geq \frac{\bar{q}_m^2 - C \omega}{\epsilon} |\eta - \xi| \geq \frac{\bar{q}_m^2}{2\epsilon} |\eta - \xi|, \]
A similar computation yields
\[ \| u^\xi_{\epsilon_j} - u^\eta_{\epsilon_j} \| \leq \frac{C}{\epsilon^2} |\eta - \xi|, \]
and we obtain
\[ |((v - u^\eta, u^\xi_{\epsilon_j} - u^\eta_{\epsilon_j}))| \leq \frac{Ca}{\epsilon} |\eta - \xi|. \]
We also have
\[ |((u - v, u^\xi_{\epsilon_j}))| \leq \frac{C}{\epsilon^2} \| u - v \| \]
From these estimates and (3.10) it follows
\[ 0 \geq \frac{q_0^2}{2} - Ca |\eta - \xi| - \frac{C}{\epsilon} \| u - v \| \geq \frac{q_0^2}{4\epsilon} |\eta - \xi| - \frac{C}{\epsilon^2} \| u - v \|, \tag{3.11} \]
where \( a \in (0, \frac{q_0^2}{4\epsilon}). \)

From (3.9) if a minimizer of (3.3)_2 exists it belongs to \( B_{\frac{q_0}{2\epsilon}}(\xi). \) Therefore if \( \xi \) and \( \eta \) are solutions of (3.3) corresponding to the same \( u \in \mathcal{W}^\frac{a\epsilon}{2} \) we have \( |\eta - \xi| < \omega_0 \epsilon \) from (3.9) and we can apply (3.11) with \( u = v \) that yields \( \eta = \xi. \) This establishes uniqueness. The same argument implies \( \xi = \eta \) if \( \xi \) and \( \eta \) are minimizers of (3.8) corresponding to two different auxiliary points \( \tilde{\xi} \) and \( \tilde{\eta}. \) Clearly (3.11) also yields the Lipschitz continuity of the solution of (3.3).

To complete the proof set \( \gamma = \inf_{\xi \in \Xi_\rho} \| u - u^\xi \|_{1,2}. \) Since we have \( \gamma < a \epsilon^\frac{1}{2} \) we can fix a \( \tilde{\xi} \in \Xi_\rho \) that satisfies
\[ \| u - u^\tilde{\xi} \|_{1,2} \leq k \gamma < a \epsilon^\frac{1}{2}, \]
for some \( k \in (1, 2]. \) This and \( \| u - u^\xi \| \leq \gamma \) that follows from (3.3)_2 imply \( \| u^\tilde{\xi} - u^\xi \| \leq (1 + k) \gamma. \) From the first part of the proof we also have \( |\xi - \tilde{\xi}| < \omega_0 \epsilon \) and we can apply (3.6)_2 in Lemma 3.2 that yields \( \frac{C_0}{\epsilon^2} |\tilde{\xi} - \xi| \leq (1 + k) \gamma \) and in turn
\[ \epsilon \| u^\tilde{\xi} - u^\xi \|^2 \leq \frac{C_0}{\epsilon^2} |\tilde{\xi} - \xi| \leq \frac{C_0}{\epsilon^2} (1 + k) \gamma, \]
\[ \Rightarrow \quad \| u^\tilde{\xi} - u^\xi \|^2 \leq (1 + \frac{C_0}{\epsilon^2}) (1 + k) \gamma, \]
and, using also \( k \leq 2, \) we finally obtain
\[ \| u - u^\xi \|^2 \leq \| u - u^\tilde{\xi} \|^2 + \| u^\tilde{\xi} - u^\xi \|^2 \leq \left( 2 + 3 \left( 1 + \frac{C_0}{\epsilon^2} \right) \right) \gamma, \]
that prove the last statement of the Lemma. The proof is complete. \( \square \)

Set
\[ \mathcal{W}^\frac{a\epsilon}{2} = \{ (\xi, w) : \xi \in \Xi_\rho, \ w \in W^{1,2}, \ \| w \|^2_{1,2} < a \epsilon^\frac{1}{2}, \ \langle w, u^\xi_{\epsilon_j} \rangle = 0 \}, \]
\[ \mathcal{W}^\frac{a\epsilon}{2} = \{ u = u^\xi + w : (\xi, w) \in \mathcal{W}^\frac{a\epsilon}{2} \}. \]

\( \copyright \) Springer
Lemma 3.1 implies that \( \mathcal{U}(W^{\frac{1}{2}}_\rho) \subset W^{\frac{1}{2}}_\rho \) and \( \mathcal{U}(W^{\frac{1}{2}}_\rho) \subset \mathcal{U}(W^{\frac{1}{2}}_\rho) \subset \mathcal{U}(W^{\frac{1}{2}}_\rho) \) and that the map

\[
\mathcal{U}(W^{\frac{1}{2}}_\rho) \ni (\xi, w) \rightarrow u = u^\xi + w \in \mathcal{U}(W^{\frac{1}{2}}_\rho)
\]

is a surjection. Note also that \( \mathcal{U}(W^{\frac{1}{2}}_\rho) \) is open in \( W^{1,2}_\epsilon \). This follows from the fact that \((\xi_0, w_0) \in \mathcal{U}(W^{\frac{1}{2}}_\rho) \) implies \( \xi_0 \in \mathbb{Z}_{\rho+\delta_0} \) and \( \|w\|_{W^{1,2}} < a \epsilon^{\frac{1}{2}} - \delta_0 \) for some \( \delta_0 > 0 \) that depends on \((\xi_0, w_0)\). In conclusion \( \mathcal{U}(W^{\frac{1}{2}}_\rho) \) is a tubular neighborhood of the basic manifold \( \mathcal{M} \) with a well defined system of coordinate and for each \( u \in \mathcal{U}(W^{\frac{1}{2}}_\rho) \) there is a unique pair \( \xi \in \mathbb{Z}_{\rho} \) and \( w \in W^{1,2} \) such that

\[
u = u^\xi + w,
\]

\[
<w, u^\xi_{\xi_j}> = 0, \quad j = 1, \ldots, N.
\]

**3.1 The Proof of Theorems 1.2 and 1.3**

The proof of Theorem 1.2 is based on a geometric characterization of the energy functional \( W^{1,2} \ni u \rightarrow J_\epsilon(u) = \int_0^1 (\frac{\epsilon^2}{2} |u_x|^2 + W(u)) \, dx \) for \( w(t) \) near \( \mathcal{M} \). By mean of Theorem 2.1 in [11] we show that a map \( \mathcal{U}(W^{\frac{1}{2}}_\rho) \rightarrow \mathcal{U}(W^{\frac{1}{2}}_\rho) \) depends on \( \mathcal{M} \) of size \( \eta^* = O(\epsilon^3) \), if has energy \( J_\epsilon(u) \) slightly larger than the energy of the maps \( u^\xi \in \mathcal{M} \), \( J_\epsilon(u) - J_\epsilon(u^\xi) = O(\epsilon^{-\alpha}) \), actually lays in a much smaller neighborhood of size \( \eta_* = O(\epsilon^{-\alpha}) \).

From Lemma 3.1 for \( u \in \mathcal{U}(W^{\frac{1}{2}}_\rho) \) the change of variable \( u = (\xi, w) \) is well defined and the decomposition \( u = u^\xi + w \) entails a decomposition of \( J_\epsilon(u^\xi + w) - J_\epsilon(u^\xi) \):

\[
J_\epsilon(u^\xi + w) - J_\epsilon(u^\xi) = \mathcal{L}^\xi(w) + \mathcal{Q}^\xi(w) + \mathcal{N}^\xi(w),
\]

where

\[
\mathcal{L}^\xi(w) = \int_0^1 (\epsilon^2 u_{xx}^\xi \cdot w_x + W_u(u^\xi)w) \, dx,
\]

\[
\mathcal{Q}^\xi(w) = \frac{1}{2} \int_0^1 (\epsilon^2 |w_x|^2 + W_{uu}(u^\xi)w \cdot w) \, dx,
\]

\[
\mathcal{N}^\xi(w) = \int_0^1 (W(u^\xi + w) - W(u^\xi) - W_u(u^\xi) - \frac{1}{2} W_{uu}(u^\xi)w \cdot w) \, dx.
\]

Next we derive estimates that describe the geometry of the functional \( u \rightarrow J_\epsilon(u) \) and allow for the application of Theorem 2.1 in [11].

We have

\[
|\mathcal{L}^\xi(w)| \leq \delta_L \|w\|_{W^{1,2}}^*, \quad \delta_L = O(\epsilon^{-\alpha}).
\]

Indeed integrating by parts and using (2.36) yields

\[
|\mathcal{L}^\xi(w)| = |\int_0^1 \mathcal{Q}(u^\xi) \cdotwdx|
\]

\[
\leq e^{-\alpha} \max_{h, \pm} \delta_h^{\pm\frac{1}{2}} \|w\| \leq e^{-\alpha} \|w\|_{W^{1,2}}.
\]
Since \( w \perp \text{span}\left( \frac{u_{\xi_1}^\varepsilon}{\|u_{\xi_1}^\varepsilon\|}, \ldots, \frac{u_{\xi_N}^\varepsilon}{\|u_{\xi_N}^\varepsilon\|} \right) \) Lemma 3.3 below implies

\[
\mathcal{A}^\varepsilon (w) = \frac{1}{2} \langle L^\varepsilon w, w \rangle \geq \frac{1}{2} \mu^* \|w\|_{W^{1,2}}^2, \tag{3.16}
\]

To estimate \( \mathcal{A}^\varepsilon (w) \) we observe that \( u \in \mathcal{U}(\mathcal{W}_\rho^\varepsilon \varepsilon^\frac{1}{2}) \) implies \( \|w\|_{W^{1,2}} \leq a \varepsilon^\frac{1}{2} \) and, arguing as in (2.13), we have

\[
\|w\|_{L^\infty} \leq C \varepsilon^{-\frac{1}{2}} \|w\|_{W^{1,2}}. \tag{3.17}
\]

It follows \( \|w\|_{L^\infty} \leq C \) and therefore \( |W_{\varepsilon uu}(\bar{u}^\varepsilon + w)| \leq C \) and we conclude

\[
|\mathcal{A}^\varepsilon (w)| \leq C |w|^3 \leq \frac{C}{\varepsilon^2} \|w\|^3_{W^{1,2}}. \tag{3.18}
\]

From (2.34) we also have

\[
J_\varepsilon (u^\xi) - J_\varepsilon (u^\tilde{\xi}) \leq \delta_0, \quad \xi, \tilde{\xi} \in \Xi_\rho,
\]

with

\[
\delta_0 \leq C e^{-\frac{\alpha \rho}{\varepsilon}}. \tag{3.19}
\]

We restrict to the class of maps that satisfy

\[
\delta_1 \geq J_\varepsilon (u) - \sup_{\xi \in \Xi_\rho} J_\varepsilon (u^\xi), \quad \delta_1 = O(e^{-\frac{\alpha \rho}{\varepsilon}}). \tag{3.20}
\]

Since the energy is nonincreasing along the flow generated by the parabolic equation (3.1), if this condition is satisfied at a certain time \( \tilde{t} \) then it is satisfied for \( t \geq \tilde{t} \).

The estimates (3.15), (3.16), (3.18), (3.19) and the assumption (3.20) allow us to compute the numbers \( \eta^* \) and \( \eta_* \) defined in Theorem 2.1 in [11]. In the case at hand it results

\[
\eta^* = \frac{\mu^*}{C} \varepsilon^\frac{3}{2} = C \varepsilon^\frac{3}{2}, \quad \eta_* = \frac{\delta_{L^2}}{\mu^*} + \sqrt{\frac{\delta_{L^2}}{\mu^*} + 2 \frac{\delta_0 + \delta_1}{\mu^*}} = O(e^{-\frac{\alpha \rho}{\varepsilon}}),
\]

(\( \tilde{C} \) is the constant in (3.4)). Therefore, on the basis of Theorem 2.1 in [11], we can state that, for \( \varepsilon > 0 \) sufficiently small,

\[
u = u^\xi + w \in \mathcal{U}(\mathcal{W}_\rho^\varepsilon \varepsilon^\frac{3}{2}), \quad \delta_1 = O\left(e^{-\frac{\alpha \rho}{\varepsilon}}\right) \Rightarrow \|w\|_{W^{1,2}} \leq C e^{-\frac{\alpha \rho}{\varepsilon}}. \tag{3.21}
\]

Since (3.1) is the \( L^2 \)-gradient system associated to the functional \( J_\varepsilon (u) \), if the initial datum \( u_0 = u^{\xi_0} + w_0 \in \mathcal{U}(\mathcal{W}_\rho^\varepsilon \varepsilon^\frac{3}{2}) \) satisfies (3.20), the same is true for the the solution \( u(t, u_0) = u^{\xi(t)} + w(t) \) of (3.1) through \( u_0 \). It follows that \( u(t, u_0) \) creeps along \( \mathcal{M} \) and \( w(t) \) satisfies (3.21) for \( t \in [0, T) \) where either \( T = +\infty \) or \( \xi(T) \in \partial \Xi_\rho \) and a standard computation, see Theorem 2.2 in [11], yields

\[
T \geq e^{\frac{\alpha \rho}{\varepsilon}} \left(d_{L^2}(u_0, \partial \mathcal{M}) - C \varepsilon^\frac{1}{2}\right)^2 \geq e^{\frac{\alpha \rho}{\varepsilon}} d^2, \quad d = \inf_{\xi \in \partial \Xi_\rho} \|u^{\xi_0} - u^{\xi}\|.
\]

This concludes the proof of Theorem 1.2. In Fig. 4 we explain the meaning of the numbers \( \eta^* \) and \( \eta_* \) and sketch the qualitative structure of a cross section of the graph of \( u \to J_\varepsilon (u) \) for \( u \) near \( \mathcal{M} \).
We now continue with the proof of Theorem 1.3. On the basis of Theorem 1.2 we can assume that $u_0 = u^{\xi_0} + w_0$ is chosen so that $u(t, u_0)$ remains in $\mathcal{H}(W^{C, \frac{1}{2}})\rho$ and (3.21) holds for an exponentially long time. In particular we have that the change of variables $u \to (\xi, w)$ is well defined along the motion and (3.1) is equivalent to

\[
\frac{1}{2} \left| \frac{d}{dt} (w, L^\xi w) \right|^2 = \langle L^\xi w, w_t \rangle + \frac{1}{2} \int_0^1 W_{uw}(u^{\xi}) \sum_{h=1}^N u_{\xi_h} \dot{\xi}_h w \cdot w \, dx
\]

\[
= -\| L^\xi w \|^2 - \langle L^\xi w, N^\xi (w) \rangle + \langle L^\xi w, F(u^{\xi}) - \sum_{h=1}^N u_{\xi_h} \dot{\xi}_h \rangle + \frac{1}{2} \int_0^1 W_{uu}(u^{\xi}) \sum_{h=1}^N u_{\xi_h} \dot{\xi}_h w \cdot w \, dx.
\]

Differentiating (3.12)\textsubscript{2} we get the identity

\[
\langle w_t, u^{\xi_j} \rangle + \sum_{h=1}^N \langle w, u^{\xi_j}_{\xi_h} \dot{\xi}_h \rangle = 0, \quad j = 1, \ldots, N.
\]
Inserting the expression of \( w_I \) given by (3.22) into (3.24) yields
\[
\sum_{h=1}^{N} \langle \langle u_{\xi h}^{\xi}, u_{\xi j}^{\xi} \rangle - \langle w, u_{\xi j}^{\xi} \rangle \rangle \hat{\xi}_h = \langle \hat{F}(u^{\xi}) - L^{\xi}w - N^{\xi}(w), u_{\xi j}^{\xi} \rangle, \quad j = 1, \ldots, N,
\]
(3.25)

We rewrite (3.25) in the form
\[
\hat{\xi}_j = -\frac{1}{\|u_{\xi j}^{\xi}\|^2} \langle \hat{F}(u^{\xi}) - L^{\xi}w - N^{\xi}(w), u_{\xi j}^{\xi} \rangle + \frac{\langle w, u_{\xi j}^{\xi} \rangle}{\|u_{\xi j}^{\xi}\|^2} \hat{\xi}_j - \sum_{h \neq j} \frac{\langle u_{\xi j}^{\xi}, u_{\xi h}^{\xi} \rangle}{\|u_{\xi j}^{\xi}\|^2} \hat{\xi}_h,
\]
(3.26)

where we have used (2.31) that implies \( u_{\xi j,\xi h}^{\xi} = 0 \) for \( h \neq j \). From (3.21) and (2.33) it follows that, for small \( \epsilon > 0 \), this equation can be solved for \( \hat{\xi} \). Note that by (2.47)
\[
\langle \hat{F}(u^{\xi}), \frac{u_{\xi j}^{\xi}}{\|u_{\xi j}^{\xi}\|} \rangle = \tilde{c}_j(\xi)
\]
and that \( L^{\xi}u_{\xi j}^{\xi} = -F_{\xi j}(u^{\xi}) \). From these observations and
\[
|N^{\xi}(w)| = |\int_{0}^{1} \int_{0}^{1} sW_{uuu}(u^{\xi} + \tau s w)w \cdot wd\tau ds| \leq C|w|^2 \leq \frac{C}{\epsilon^2} \|w\|_{W^{1,2}}^2 |w|, \quad (3.27)
\]
which implies
\[
\|\langle N^{\xi}(w), \frac{u_{\xi j}^{\xi}}{\|u_{\xi j}^{\xi}\|} \rangle \| \leq \frac{C}{\epsilon^2} \|w\|_{W^{1,2}} \|w\|,
\]
it follows
\[
\frac{1}{\|u_{\xi j}^{\xi}\|^2} \langle \hat{F}(u^{\xi}) - L^{\xi}w - N^{\xi}(w), u_{\xi j}^{\xi} \rangle
= \tilde{c}_j(\xi) \|u_{\xi j}^{\xi}\| + O(\|w\|_{W^{1,2}}(\epsilon \|\hat{F}_{\xi j}(u^{\xi})\| + \|w\|_{W^{1,2}})) ,
\]
(3.28)

where we have also used (2.33). Therefore by solving (3.26) we obtain
\[
\hat{\xi}_j = \tilde{c}_j(\xi) \|u_{\xi j}^{\xi}\| + O(\|w\|_{W^{1,2}}(\epsilon \|\hat{F}_{\xi j}(u^{\xi})\| + \|w\|_{W^{1,2}}))
+ O\left( e^{-\frac{\alpha}{\tau}} \sum_{h} \left( |\tilde{c}_h(\xi)| + \|w\|_{W^{1,2}} \|\hat{F}_{\xi h}(u^{\xi})\| \right) \right).
\]
(3.29)

From (3.29), \( |\tilde{c}_j(\xi)| \leq \|\hat{F}(u^{\xi})\| \), Lemma 2.7, and (3.21) it follows
\[
|\hat{\xi}| \leq C \left( \frac{1}{\epsilon} \|\hat{F}(u^{\xi})\| + e^{-\frac{\alpha}{\tau}} \|w\| \right) \leq C e^{-\frac{\alpha}{\tau}}.
\]
(3.30)

We now estimate the terms on the right hand side of (3.23). Using (3.30) we have
\[
|\int_{0}^{1} W_{uuu}(u^{\xi}) \sum_{h=1}^{N} u_{\xi h}^{\xi} \hat{\xi}_h w \cdot w dx |
\leq C \epsilon e^{-\frac{\alpha}{\tau}} \int_{0}^{1} |w|^2 dx = C \epsilon e^{-\frac{\alpha}{\tau}} \|w\|^2.
\]
(3.31)
From \( \|w\|_{L^\infty} \leq \frac{C}{\varepsilon^2} \|w\|_{W^{1,2}_\varepsilon} \), (3.27) and (3.21) we have \( \|N^\xi(w)\| \leq C \|w\|_{W^{1,2}_\varepsilon} \|w\| \leq e^{-\frac{\alpha \rho}{\tau}} \|w\| \) which implies

\[
|\langle L^\xi w, N^\xi(w) \rangle| \leq e^{-\frac{\alpha \rho}{2\tau}} \|L^\xi w\| \|w\| \leq e^{-\frac{\alpha \rho}{2\tau}} (\|L^\xi w\|^2 + \|w\|^2),
\]

\[
\| (L^\xi w, \mathcal{F}(u^\xi)) \| \leq \|L^\xi w\| \|\mathcal{F}(u^\xi)\| \leq \frac{1}{4} \|L^\xi w\|^2 + \|\mathcal{F}(u^\xi)\|^2. \tag{3.32}
\]

Finally we observe that Lemma 2.7 and \( L^\xi u_{\xi h} = -\mathcal{F}_{\xi h}(u^\xi) \) together with (3.30) imply

\[
|\langle L^\xi w, \sum_{h=1}^N u_{\xi h}^\xi \xi h \rangle| \leq \|w\| \sum_{h} \|\mathcal{F}_{\xi h}(u^\xi)\| \|\xi h\| \tag{3.33}
\]

\[
\leq Ce^{-\frac{\alpha \rho}{\tau}} \|w\| (C \|\mathcal{F}(u^\xi)\| + e^{-\frac{\alpha \rho}{\tau}} \|w\|) \leq Ce^{-\frac{\alpha \rho}{\tau}} (\|\mathcal{F}(u^\xi)\|^2 + \|w\|^2).
\]

From these estimates and (3.23) it follows

\[
\frac{1}{2} \frac{d}{dt} \langle w, L^\xi w \rangle \leq -\frac{1}{2} \|L^\xi w\|^2 + 2 \|\mathcal{F}(u^\xi)\|^2 + Ce^{-\frac{\alpha \rho}{\tau}} \|w\|^2. \tag{3.34}
\]

**Lemma 3.3** There exist positive constants \( \nu \) and \( D \) independent of \( \xi \in \Xi_{\rho} \) and of \( \varepsilon > 0 \) such that \( w \perp \text{span}(\frac{u_{\xi 1}}{\|u_{\xi 1}\|}, \ldots, \frac{u_{\xi N}}{\|u_{\xi N}\|}) \) implies

\[
\mu^\xi \|w\|^2 \|w\|_{W^{1,2}_\varepsilon} \leq \langle w, L^\xi w \rangle \leq D \|w\|^2 \|w\|_{W^{1,2}_\varepsilon},
\]

\[
\|w\| \leq \nu \|L^\xi w\|.
\]

**Proof** We have \( w = w^\| + w^\perp \) with \( w^\| \in X^\xi \) and \( w^\perp \in X^\xi,\perp \). From (3.12) and Lemma 2.9 it follows

\[
w^\| = \sum_j \langle w, \varphi_j^\xi \rangle \varphi_j^\xi = \sum_j \langle w, \eta_j^\xi \rangle \varphi_j^\xi,
\]

\[
w_{\perp}^\| = \sum_j \langle w, \eta_j^\xi \rangle \varphi_{j,x}^\xi.
\]

This, Lemma 2.11 and Lemma 2.9 that imply \( \|\varphi_{j,x}^\xi\| = O(\frac{C}{\varepsilon \tau}) \), yields

\[
\|w^\|\| \leq e^{-\frac{\alpha \rho}{\tau}} \|w\| \leq e^{-\frac{\alpha \rho}{\tau}} \|w\| \|w\|_{W^{1,2}_\varepsilon},
\]

\[
\|w^\|\| \leq e^{-\frac{\alpha \rho}{\tau}} \|w\| \leq e^{-\frac{\alpha \rho}{\tau}} \|w\| \|w\|_{W^{1,2}_\varepsilon}. \tag{3.37}
\]

and in turn

\[
(1 - e^{-\frac{\alpha \rho}{\tau}}) \|w\| \leq \|w^\perp\| \leq \|w\|,
\]

\[
(1 - e^{-\frac{\alpha \rho}{\tau}}) \|w\| \|w\|_{W^{1,2}_\varepsilon} \leq \|w^\perp\| \|w\|_{W^{1,2}_\varepsilon} \leq (1 + e^{-\frac{\alpha \rho}{\tau}}) \|w\| \|w\|_{W^{1,2}_\varepsilon}. \tag{3.38}
\]
Let \( \varphi_j^\xi \) and \( \lambda_j^\xi, \lambda_j^\xi, j = 1, \ldots \) the eigenvectors and the corresponding eigenvalues of \( L^\xi \). Then Proposition 2.1 yields
\[
(\lambda_{N+1}^\xi)^2 \|w^1_t\|^2 \leq \|L^\xi_w^1\|^2 \leq \|L^\xi \|^2.
\]
\[
\|L^\xi w^1\|^2 \leq e^{-\frac{\alpha_0}{\tau}} \|w^1\|^2.
\]
This and (3.38) imply (3.35) with \( v = \sup_{\xi \in \Omega, \rho} \frac{1}{2\lambda_{N+1}^\xi} \). The inequality (3.35) follows from (3.35). To complete the proof we note that Proposition 2.1 implies
\[
|\mu^\xi w^1|^2 + \langle w^1, L^\xi w^1 \rangle \leq \langle w, L^\xi w \rangle.
\]
The left inequality in (3.35) follows from this and (3.38). The right inequality from \( |W_{uu}(u^\xi)| \leq C \).

From Lemma 3.3 and (3.4) it follows
\[
\frac{1}{2} \frac{d}{dt} \langle w, L^\xi w \rangle \leq -\frac{1}{2} \|L^\xi w\|^2 + 2\|\mathcal{F}(u^\xi)\|^2 + C \epsilon \|w\|^2 + 4v \langle w, L^\xi w \rangle + 2\|\mathcal{F}(u^\xi)\|^2 \leq -\frac{1}{4v} \langle w, L^\xi w \rangle + 2\|\mathcal{F}(u^\xi)\|^2.
\]
Which should be complemented by (3.29).

**Lemma 3.4** There exist constants \( Q > 0 \) and \( \beta > 1 \), independent of \( \xi \in \Omega, \rho \) and \( \epsilon \in (0, \epsilon_0] \), such that the condition
\[
\|w_0\|_{w^1,2} \leq Q \|\mathcal{F}(u^{\xi_0})\|,
\]
as long as \( \xi(t) \in \Omega, \rho \), implies
\[
\|w(t)\|_{w^1,2} \leq \beta Q \|\mathcal{F}(u^{\xi(t)})\|. \tag{3.40}
\]

**Proof** Set \( Q = 4\sqrt{\frac{2v}{\mu^*}}, \beta = \sqrt{\frac{2D}{\mu^*}} + \frac{1}{2} \) and \( \bar{\tau} = 2v \ln \frac{4D}{\mu^*} \) and observe that (3.35) implies \( \beta > 1 \). From this and the condition \( \|w_0\|_{w^1,2} \leq Q \|\mathcal{F}(u^{\xi_0})\| \) it follows
\[
\|w(t)\|_{w^1,2} \leq \beta Q \|\mathcal{F}(u^{\xi(t)})\|, \quad t \in [0, \min\{t^*, \bar{\tau}\}], \tag{3.41}
\]
for some \( t^* > 0 \). This and (3.30) imply
\[
|\dot{\xi}_h| \leq C \epsilon \|\mathcal{F}(u^{\xi(t)})\| \quad t \in [0, \min\{t^*, \bar{\tau}\}],
\]
and therefore, from (2.36) we obtain
\[
|\frac{d}{dt} \|\mathcal{F}(u^{\xi(t)})\|| \leq \sum_{h=1}^N \|\mathcal{F}_{\xi_h} \| \|\dot{\xi}_h(t)\| \leq e^{-\frac{\alpha_0}{\tau}} \|\mathcal{F}(u^{\xi(t)})\|, \quad t \in [0, \min\{t^*, \bar{\tau}\}].
\]
It follows
\[
(1 - e^{-\frac{\alpha_0}{\tau} \bar{\tau}}) \|\mathcal{F}(u^{\xi_0})\| \leq \|\mathcal{F}(u^{\xi(t)})\| \leq (1 + 2e^{-\frac{\alpha_0}{\tau} \bar{\tau}}) \|\mathcal{F}(u^{\xi_0})\|, \quad t \in [0, \min\{t^*, \bar{\tau}\}].
\]

\( \Box \) Springer
This and (3.39) yield
\[
\frac{d}{dt} \langle w, L^\xi w \rangle + \frac{1}{2\nu} \langle w, L^\xi w \rangle \leq 4(1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}})\|\mathcal{F}(u^\xi)\|^2, \quad t \in [0, \min\{t^*, \tilde{r}\}],
\]
which implies
\[
\langle w, L^\xi w \rangle \leq \langle w_0, L^\xi w_0 \rangle e^{-\frac{1}{2\nu} \tilde{r}} + 8\nu(1 - e^{-\frac{1}{2\nu} \tilde{r}})(1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}})\|\mathcal{F}(u^\xi)\|^2, \quad t \in [0, \min\{t^*, \tilde{r}\}].
\]
This and Lemma 3.3 imply
\[
\mu^* \|w(t)\|^2_{W^{1,2}} \leq \langle w, L^\xi w \rangle \leq e^{-\frac{1}{2\nu} D} \|w_0\|^2_{W^{1,2}} + 8\nu(1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}})\|\mathcal{F}(u^\xi)\|^2 \Rightarrow \|w(t)\|^2_{W^{1,2}} \leq \frac{1}{\mu^*} e^{-\frac{1}{2\nu} D} Q^2 + 8\nu(1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}})\|\mathcal{F}(u^\xi)\|^2
\]
(3.43)
\[
\leq \frac{e^{-\frac{1}{2\nu} D} Q^2 + 8\nu(1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}})\|\mathcal{F}(u^\xi(t))\|^2}{\mu^* (1 - e^{-\frac{a\nu}{\xi} \tilde{r}})^2}, \quad t \in [0, \min\{t^*, \tilde{r}\}],
\]
where we have also used (3.42). Assume that \(\epsilon > 0\) is so small that \(\frac{1 + 2e^{-\frac{a\nu}{\xi} \tilde{r}}\|\mathcal{F}(u^\xi)\|^2}{(1 - e^{-\frac{a\nu}{\xi} \tilde{r}})^2} \leq 2\), then (3.43) implies
\[
\|w(t)\|^2_{W^{1,2}} \leq \frac{2DQ^2 + 16\nu}{\mu^*} \|\mathcal{F}(u^\xi(t))\|^2 = \beta^2 Q^2 \|\mathcal{F}(u^\xi(t))\|^2, \quad t \in [0, \min\{t^*, \tilde{r}\}]
\]
(4.44)
and
\[
\|w(\tilde{r})\|^2_{W^{1,2}} \leq \left(2e^{-\frac{1}{2\nu} D} Q^2 + \frac{16\nu}{\mu^*}\right) \|\mathcal{F}(u^\xi(\tilde{r}))\|^2 = Q^2 \|\mathcal{F}(u^\xi(\tilde{r}))\|^2.
\]
(4.45)
From (4.44) it follows that \(\min\{t^*, \tilde{r}\} = \tilde{r}\) and therefore that (3.43) is valid for \(t \in [0, \tilde{r}]\). This and (4.45) imply that we can repeat what we have said above for \(t \in [0, \tilde{r}]\) for the interval \([\tilde{r}, 2\tilde{r}]\) and so on as long as \(\xi(t) \in \Xi_{\rho}\). This concludes the proof. \(\Box\)

We are now in the position of completing the proof of Theorem 1.3. Indeed (1.20) follows by inserting the estimate (3.40) for \(w\) into (3.29), by observing that Lemma 2.7 implies
\[
\|\mathcal{F}(u^\xi)\| \leq Ce^{-\frac{a\nu}{\xi} \max_{h, \pm} \delta_h^\pm 1} \frac{1}{2},
\]
\[
\|\mathcal{F}_{\xi_j}(u^\xi)\| \leq C \max_{h, \pm} \delta_h^\pm, \quad j = 1, \ldots, N.
\]
and by recalling (2.33). This concludes the proof of the theorem.

### 3.2 The Proof of Lemma 3.2

#### Proof

1. For \(\xi \in \Xi_{\rho}\), we have
\[
u^\xi(\xi_j) = \tilde{u}_j(0) + O\left(e^{-\frac{a\nu}{\xi} \tilde{r}}\right),
\]
\[
u^\xi(\hat{\xi}_{j-1}) = a_j + O\left(e^{-\frac{a\nu}{\xi} \tilde{r}}\right), \quad \left(\hat{\xi}_h = \frac{\xi_{h+1} + \xi_h}{2}\right),
\]
\[
u^\xi(\hat{\xi}_j) = a_{j+1} + O\left(e^{-\frac{a\nu}{\xi} \tilde{r}}\right).
\]
(3.46)
This follows from (2.29), (1.8) and Lemma 2.6.

2. Assume that there is $1 \leq j \leq N$ such that $\xi, \zeta \in \Xi_{\rho}$ satisfy

$$\zeta_h \notin (\hat{\xi}_{j-1}, \hat{\xi}_j), \ h \neq j, \ h = 1, \ldots, N,$$

then there is $\tilde{m}_1 > 0$ independent of $\epsilon > 0$ such that

$$\|u^{\xi} - u^{\hat{\xi}}\|_{L^\infty} \geq \tilde{m}_1.$$  \hfill (3.48)

To prove this we note that (3.47) implies $u^{\xi}(\hat{\xi}_j) = a_h + O(e^{-\frac{\omega}{\tau}})$ for some $1 \leq h \leq N$ that together with (3.46) and

$$\{\tilde{u}_i(s) : s \in \mathbb{R}\} \cap A = \emptyset, \ (A = \{W = 0\}),$$  \hfill (3.49)

that follows from the minimality of $\tilde{u}_j, i = 1, \ldots, N,$ imply $u^{\xi}(\hat{\xi}_j - \hat{\xi}_j) = a_h - \tilde{u}_j(0) + O(e^{-\frac{\omega}{\tau}}) \neq 0$ where we have assumed $\epsilon > 0$ sufficiently small. This implies (3.48) with $\tilde{m}_1 = \frac{1}{2}|a_h - \tilde{u}_j(0)|$.

3. Assume now that $\xi, \zeta$ are such that there is no $j$ that satisfies (3.47). This implies that, for each $j$ there is one and exactly one $\zeta_h_j \in (\hat{\xi}_{j-1}, \hat{\xi}_j)$. There are three different possibilities

a) there is $j$ such that $a_{h_{j_1}} \neq a_j$ and $a_{h_{j_1}+1} \neq a_{j+1}$,

b) there is $j$ such that either $a_{h_{j_1}} = a_j$ and $a_{h_{j_1}+1} \neq a_{j+1}$ or $a_{h_{j_1}} \neq a_j$ and $a_{h_{j_1}+1} = a_{j+1}$.

c) $a_{h_{j_1}} = a_j$ and $a_{h_{j_1}+1} = a_{j+1}$ for all $j$.

In case a), for small $\epsilon > 0$, we have

$$\zeta_{h_j} \leq \hat{\xi}_j \implies u^{\xi}(\hat{\xi}_j + d) - u^{\xi}(\hat{\xi}_j + d) = a_{h_{j+1}} - a_{j+1} + O(e^{-\frac{\omega}{\tau}}) \neq 0,$$

$$\zeta_{h_j} \geq \hat{\xi}_j \implies u^{\xi}(\hat{\xi}_j - d) - u^{\xi}(\hat{\xi}_j - d) = a_{h_j} - a_j + O(e^{-\frac{\omega}{\tau}}) \neq 0,$$

where $d = \frac{\rho}{4\max_i \mu_i} \cdot$. It follows that (3.48) holds also in this case with $\tilde{m}_1 = \frac{1}{2}(|a_{h_{j+1}} - a_{j+1}| + |a_{h_j} - a_j|)$.

Case b). We only discuss the case $a_{h_{j_1}} = a_j$, the argument for the case $a_{h_{j_1}+1} = a_{j+1}$ is analogous. If $\zeta_{h_j} \leq \hat{\xi}_j$ arguing as in a) we again obtain (3.48). Therefore we assume $\zeta_{h_j} > \hat{\xi}_j$.

We observe that the minimality of $\tilde{u}_{h_j}$ and $u_j$ together with $a_{h_{j_1}} = a_j$ and $a_{h_{j_1}+1} \neq a_{j+1}$ imply the existence of $\delta > 0$ such that

$$|\tilde{u}_{h_j}(s) - a_{j+1} | \geq \delta, \ s \in \mathbb{R},$$

it follows, provided $\epsilon > 0$ is small

$$|u^{\xi}(\hat{\xi}_j + d) - a_{j+1} - (u^{\xi}(\hat{\xi}_j + d) - a_{j+1})| = |u^{\xi}(\hat{\xi}_j + d) - a_{j+1} + O(e^{-\frac{\omega}{\tau}}) \geq \frac{\delta}{2}$$

and we conclude that (3.48) holds also in case b) with $\tilde{m}_1 = \frac{\delta}{2}$.

Case c). In this case we necessarily have $h_j = j, 1 \leq j \leq N$ and in turn $\tilde{u}_{h_j} = u_j$. The minimality of $\tilde{u}_j$ implies

$$\tilde{u}_j(s) \neq \tilde{u}_j(s + \tau), \ s \in \mathbb{R}, \ \tau \neq 0,$$  \hfill (3.50)

and (3.49) yields $\tilde{u}_j(0) \notin [a_j, a_{j+1}]$. It follows that, given $\omega > 0$, there is $\tilde{m}_1(\omega) > 0$ such that

$$|\tilde{u}_j(s) - \tilde{u}_j(0)| \geq \tilde{m}_1(\omega), \ |s| \geq \omega.$$
This and Lemma 2.6 yield
\[ |\zeta_j - \xi_j| \geq \epsilon \omega \Rightarrow |u^{\xi}(\xi_j) - u^{\xi}(\xi_j)| \geq \tilde{m}_1(\omega) + O\left(e^{-\frac{\omega}{2}}\right). \]

From 1, 2, 3 we conclude that
\[ |\zeta - \xi| \geq \epsilon \omega \Rightarrow \|u^\xi - u^{\xi}\|_{L^\infty} \geq \frac{1}{2}\tilde{m}_1(\omega). \]

That establishes (3.5) with \( m_1(\omega) = \frac{1}{2}\tilde{m}_1(\omega) \) and \( \omega_1 \) such that \( m_1(\omega) \leq \tilde{m}_1 \) for \( \omega \in (0, \omega_1) \).

This and \( |u^\xi(x)| \leq \frac{C}{\epsilon} \) that follows from (2.33) imply
\[ |\zeta - \xi| \geq \epsilon \omega \Rightarrow \|u^\xi - u^{\xi}\| \geq C(m_1(\omega))^\frac{3}{2}\epsilon^\frac{1}{2}, \]
that yields (3.6).

4. Proof of (3.6). Fix a number \( \omega_0 > 0 \). Then, for \( |\zeta - \xi| \leq \omega_0 \epsilon \), the estimates in Lemma 2.6 apply both to \( u^{\xi} \) and \( u^{\zeta} \) and we have
\[ u^{\xi}(x) - u^{\zeta}(x) = \int_0^1 u^{\xi+t(\zeta-\xi)}dt \cdot (\zeta - \xi), \]
(3.51)

Note that
\[ \tilde{u}'_j\left(\frac{x - \xi_j - t(\xi_j - \xi_j)}{\epsilon}\right) = \tilde{u}'_j\left(\frac{x - \xi_j}{\epsilon}\right) - \frac{t}{\epsilon} \int_0^1 \tilde{u}''_j\left(\frac{x - \xi_j - t\tau(\xi_j - \xi_j)}{\epsilon}\right) d\tau (\xi_j - \xi_j) \]
implies
\[ u^{\xi}(x) - u^{\zeta}(x) = -\frac{1}{\epsilon} \sum_j \tilde{u}'_j\left(\frac{x - \xi_j}{\epsilon}\right) (\xi_j - \xi_j) \]
\[ + \int_0^1 \frac{t}{\epsilon^2} \sum_j \int_0^1 \tilde{u}''_j\left(\frac{x - \xi_j - t\tau(\xi_j - \xi_j)}{\epsilon}\right) d\tau (\xi_j - \xi_j)^2 + \sum_j O(e^{-\frac{\omega_0}{2}})(\xi_j - \xi_j) \]
(3.52)

Arguing as in the proof of Lemma 2.6 we find
\[ \frac{1}{\epsilon^2} \int_0^1 \tilde{u}'_j\left(\frac{x - \xi_j}{\epsilon}\right) \cdot \tilde{u}'_j\left(\frac{x - \xi_i}{\epsilon}\right) dx = \frac{\delta_{ij}}{\epsilon} \tilde{q}_j^2 + O(e^{-\frac{\omega_0}{2}}), \]
(3.53)

where \( \tilde{q}_j^2 = \int_{\mathbb{R}} |\tilde{u}_j(s)|^2 ds \). From (3.53) we obtain
\[ \|\frac{1}{\epsilon} \sum_j \tilde{u}'_j\left(\frac{x - \xi_j}{\epsilon}\right) (\xi_j - \xi_j)\| \geq \left(\frac{\tilde{q}_m}{\epsilon^2} + O\left(e^{-\frac{\omega_0}{2}}\right)\right) |\zeta - \xi|, \]
\[ \|\frac{1}{\epsilon} \sum_j \tilde{u}'_j\left(\frac{x - \xi_j}{\epsilon}\right) (\xi_j - \xi_j)\| \leq \left(\frac{\tilde{q}_M}{\epsilon^2} + O\left(e^{-\frac{\omega_0}{2}}\right)\right) |\zeta - \xi|, \]
(3.54)

where \( \tilde{q}_m \) and \( \tilde{q}_M \) are respectively the minimum and the maximum of the \( \tilde{q}_j \).

From \( |x - \xi_j - t\tau(\xi_j - \xi_j)| \geq |x - \xi_j| - |\xi_j - \xi_j|, (1.8) \) and the assumption \( |\zeta - \xi| \leq \omega_0 \epsilon \) it follows
\[ |\tilde{u}''_j\left(\frac{x - \xi_j - t\tau(\xi_j - \xi_j)}{\epsilon}\right)| \leq C e^{-\frac{\mu_j}{\epsilon}|x - \xi_j|^2} e^{\mu_j \omega_0} \leq C e^{-\frac{\mu_j}{\epsilon}|x - \xi_j|}, \]
(3.55)
Therefore if \( I(x) = \sum_j I_j(x) \) is the integral term in (3.52) we have
\[
|\zeta - \xi| \leq \omega_0 \epsilon \quad \Rightarrow
\]
\[
\|I_j\|^2 \leq \frac{1}{\epsilon^4} C \int_0^1 e^{-\frac{2a_j}{\epsilon} |x - \xi_j|} dx (\zeta_j - \xi_j)^4
\]
\[
\leq \frac{C}{\epsilon^4} (\zeta_j - \xi_j)^4 \leq \frac{C \omega_0^2}{\epsilon} (\zeta_j - \xi_j)^2
\]
\[
\|I\| \leq \sum_j \|I_j\| \leq \frac{C \omega_0}{\epsilon^2} |\zeta - \xi|.
\]

This (3.52) and (3.54) yield
\[
|\zeta - \xi| \leq \omega_0 \epsilon \quad \Rightarrow
\]
\[
\|u^\zeta - \bar{u}^\xi\| \geq \frac{1}{\epsilon^2} (\bar{q}_m - C \omega + O(e^{-\alpha \epsilon})) |\zeta - \xi|.
\]
(3.56)
\[
\|u^\zeta - \bar{u}^\xi\| \leq \frac{1}{\epsilon^2} (\bar{q}_M + C \omega + O(e^{-\alpha \epsilon})) |\zeta - \xi|.
\]

and therefore, for \( \omega_0 = \frac{\bar{q}_m}{4 \epsilon} \), we have
\[
|\zeta - \xi| \leq \omega_0 \epsilon \quad \Rightarrow
\]
\[
\frac{\bar{q}_m}{2 \epsilon^2} |\zeta - \xi| \leq \|u^\zeta - \bar{u}^\xi\| \leq \frac{2 \bar{q}_M}{\epsilon^2} |\zeta - \xi|.
\]

This concludes the proof of (3.6). The proof of (3.7) is similar.

5. Proof of (3.5). The right inequality follows immediately from (3.51) and the boundedness of \( \bar{u}'_j, j = 1, \ldots, N \). To prove the other inequality fix a number \( s > 0 \) that satisfies
\[
|\bar{u}_i(s_a) - \bar{u}_i(-s_a)| \geq \frac{1}{2} \min_j |a_{j+1} - a_j|, \quad i = 1, \ldots, N.
\]
Then there is \( s_i \in [-s_a, s_a] \) such that
\[
|\bar{u}'_i(s_i)| \geq k_a = \frac{1}{4s_a} \min_j |a_{j+1} - a_j|.
\]
Assume that \( h \) satisfies \( |\xi_h - \xi_h| = \max_j |\xi_j - \xi_j| \) and note that, for \( x = \xi_h + \epsilon s_h \) we have
\[
|\sum_j \bar{u}'_j \left( \frac{\xi_h - \xi_j + \epsilon s_h}{\epsilon} \right) (\zeta_j - \xi_j)|
\]
\[
\geq \left( k_a - \sum_{j \neq h} |\bar{u}'_j \left( \frac{\xi_h - \xi_j + \epsilon s_h}{\epsilon} \right) | \right) |\zeta_h - \xi_h| \geq \frac{k_a}{2N^2} |\zeta - \xi|,
\]
(3.57)
where we have observed that
\[
|\bar{u}'_j(\frac{\xi_h - \xi_j + \epsilon s_h}{\epsilon})| = O(e^{-\alpha \epsilon}), \text{ if } j \neq h.
\]
On the other hand the boundedness of \( \bar{u}''_j(s) \) implies
\[
|I_j(\xi_h + \epsilon s_h)| \leq \frac{C}{\epsilon^2} |\zeta - \xi|^2 \quad \Rightarrow
\]
\[
|I(\xi_h + \epsilon s_h)| \leq \frac{C}{\epsilon^2} |\zeta - \xi|^2 \leq \frac{k_a}{4 \epsilon N^2} |\zeta - \xi|.
\]
where we have used the hypothesis $|\xi - \xi| \leq \epsilon \omega_1$ and assumed $\omega_1 \leq \frac{k_0}{4N^2}$. This, (3.52), (3.57) and a proper definition of $C^1_\pm$ conclude the proof of the estimate $(3.5)_2$. □

4 On the Asymptotic Behavior of $\bar{u}$

Lemma 4.1 Assume that $W : \mathbb{R}^m \to \mathbb{R}$ satisfies $H_2$ and $\bar{u} : (0, +\infty) \to \mathbb{R}^m$ is a solution of (1.1) that converges to some $a \in A$: $\lim_{s \to +\infty} \bar{u}(s) = a$. Then there exists

$$\lim_{s \to +\infty} \frac{\bar{u}(s) - a}{|\bar{u}(s) - a|} = z,$$

and $z$ is an eigenvector of the matrix $W_{uu}(a)$. Moreover there are positive constants $\tilde{K}$, $K^+$ and $\mu^+$ such that $\mu^+ > \mu$ ($\mu^2$ the eigenvalue of $W_{uu}(a)$ associated to $z$) and a smooth map $w : (0, +\infty) \to \mathbb{R}^m$ such that

$$\bar{u}(s) - a = \tilde{K} se^{-\mu s} + w(s), \quad s > 0, \quad |w(s)|, |Dk w(s)| \leq K^+ e^{-\mu^+ s}, \quad s > 0, \quad k = 1, 2, 3$$

(4.1)

A similar statements applies when $\bar{u}$ converges to $a$ as $s \to -\infty$.

Proof 1. From the assumptions on $W$, $(a, 0)$ is an hyperbolic equilibrium of the system

$$\begin{align*}
\dot{u} &= v, \\
\dot{v} &= W_u(u),
\end{align*}$$

(4.2)

and $\lim_{s \to +\infty} \bar{u}(s) = a$ implies that $(\bar{u}, \hat{u})$ lies on the stable manifold of $a$. Modulo a linear change of coordinates, we can assume that $a = 0$ and that $\bar{u}$ is a solution of the equation, defined in a neighborhood of the origin of $\mathbb{R}^m$,

$$\dot{u} = -D(\mu)u + f(u), \quad u \in \mathbb{R}^m,$$

(4.3)

that describes the dynamics of (4.2) on the $m$-dimensional stable manifold $S$ of $a$. In (4.3) $f$ is a smooth map that satisfies $|f(u)| \leq C_f |u|^2$ for some $C_f > 0$ and $D(\mu)$ is the diagonal matrix whose elements $\mu_1 < \ldots < \mu_m$ are the square roots of the eigenvalues $\mu_1^2 < \ldots < \mu_m^2$ associated to the eigenvectors $z_1, \ldots, z_m$ of $W_{uu}(a)$. The vector $u \in \mathbb{R}^m$ is a linear combination of $z_1, \ldots, z_m$ that we identify with the vectors of the standard basis of $\mathbb{R}^m$. With the change of variable $u = |u| v$, $r = |u|$ (4.3) transforms in the system

$$\begin{align*}
\dot{v} &= -D(\mu)v + (v \cdot D(\mu)v)v + \frac{f(rv)}{r} - (v \cdot \frac{f(rv)}{r})v, \\
\dot{r} &= -(v \cdot D(\mu)v)r + f(rv) \cdot v.
\end{align*}$$

(4.4)

2. There exists $s_0 > 0$ such that

$$r(s) \leq r(s_0)e^{-\frac{\mu m}{2}(s-s_0)}, \quad s \geq s_0, \quad (\mu_m = \min_{h} \mu_h).$$

(4.5)

Since $v \cdot D(\mu)v \geq \mu_m$, (4.4) implies $\dot{r} \leq -\mu_mr + C弗r^2$. This and $\lim_{s \to +\infty} r(s) = 0$ yield (4.5).

3. For $\delta > 0$ small set $\mathcal{K}_\delta = \{v \in \mathbb{R}^{m-1} : v \notin \bigcup_{h} B_{\delta}(\pm z_h)\}$ and define $V : \mathbb{R}^{m-1} \to \mathbb{R}$, $V(v) = \frac{1}{2}v \cdot D(\mu)v$. Then there are $c_\delta > 0$ and $r_\delta > 0$ such that

$$\dot{V}(v) \leq -c_\delta, \quad v \in \mathcal{K}_\delta, \quad r \leq r_\delta.$$  

(4.6)
We have
\[ \dot{V}(v) = v \cdot D(\mu)\dot{v} = -|D(\mu)v|^2 + (v \cdot D(\mu)v)^2 + F(r, v), \] (4.7)
where \(|F(r, v)| \leq C_f' r\), for some \(C_f' > 0\). We have \((v \cdot D(\mu)v)^2 \leq |D(\mu)v|^2\) with the sign of strict inequality unless \(v \in \{\pm z_1, \ldots, \pm z_m\}\). Therefore \(v \in \mathcal{X}_\delta\) implies \(-|D(\mu)v|^2 + (v \cdot D(\mu)v)^2 \leq -\hat{c}_\delta\) for some \(\hat{c}_\delta > 0\) and (4.7) yields
\[ \dot{V}(v) \leq -\hat{c}_\delta + C_f' r \leq -\frac{\hat{c}_\delta}{2} = -c_\delta, \quad r \leq r_\delta = \frac{\hat{c}_\delta}{2C_f'}. \]

4. The existence of a sequence \(s_n \to +\infty\) such that
\[ \lim_{n \to +\infty} \nu(s_n) = \tilde{\nu} \notin \{\pm \varepsilon_1, \ldots, \pm \varepsilon_m\}, \] (4.8)
leads to a contradiction.

Fix \(\delta \in (0, \delta = \min_h |\tilde{\nu} - z_h|)\) so small that
\[ V(\tilde{\nu}) > V_\delta^- = \max\{V(v) : v \in \mathbb{S}^{m-1} \cap (\bigcup_{\nu_{\tilde{\nu}}} < V(\tilde{\nu}) \tilde{B}_\delta(z_h))\}, \]
\[ V(\tilde{\nu}) < V_\delta^+ = \min\{V(v) : v \in \mathbb{S}^{m-1} \cap (\bigcup_{\nu_{\tilde{\nu}}} > V(\tilde{\nu}) \tilde{B}_\delta(z_h))\}. \] (4.9)
this and (4.6) imply
\[ \dot{V}(v(s)) \leq -c_\delta, \quad \text{if } V(v(s)) \in [V_\delta^-, V_\delta^+], \quad r(s) \leq r_\delta. \] (4.10)
This contradicts (4.8) and (4.9) that imply
\[ V(v(s_n)) \in [V_\delta^-, V_\delta^+], \quad n \geq \tilde{n}. \] (4.11)
for some \(\tilde{n}\). This concludes the proof of the first part of the lemma. Indeed the compactness of \(\mathbb{S}^{m-1}\) and 4. implies that for each sequence \(s_n \to +\infty\) there is a subsequence (still denoted \(\{s_n\}\)) such that
\[ \lim_{n \to +\infty} \nu(s_n) = z \in \{\pm \varepsilon_1, \ldots, \pm \varepsilon_m\}, \]
and (4.10) implies that the limit \(z\) is independent from the sequence.

From the existence of the limit
\[ \lim_{s \to +\infty} \frac{\tilde{u}(s) - a}{|\tilde{u}(s) - a|} = z, \]
and the smoothness of \(W\) it follows that, for \(s \geq s_0\), for some \(s_0 > 0\), it results
\[ \tilde{u}(s) - a = r(s)z + v(r(s)), \] (4.12)
where \(v : (0, r_0] \to \mathbb{R}^m, r_0 > 0\) a small number, is a smooth map that satisfies
\[ v(r) \cdot z = 0, \quad r \in [0, r_0], \]
\[ |v(r)| \leq Cr^2, \quad r \in [0, r_0]. \]
From (4.12) we have
\[ |\dot{\tilde{u}}|^2 = |\dot{r}|^2(1 + |v'(r)|^2). \]
From this, conservation of energy: \(|\dot{\tilde{u}}|^2 = 2W(\tilde{u})\), and (4.12) we get
\[ |\dot{r}|^2(1 + |v'(r)|^2) = 2W(a + rz + v(r)). \] (4.13)
Since $W(a) = W_u(a) = 0$ it follows that, in a neighborhood of $a$, we have $W(u) = \frac{1}{2} W_{uu}(a)(u - a) \cdot (u - a) + U(u - a)$ where $U$ is a smooth map defined in a neighborhood of $0 \in \mathbb{R}^m$ and $U(q) = O(|q|^3)$. On the basis of these observations, and possibly after a renumbering of the coordinates, we can write
\[
2W(a + rz + v(r)) = \mu^2r^2 + \sum_{h=1}^{m} \mu_h^2 v_h^2(r) + 2U(rz + v(r)),
\]
where $\mu_h^2$, $1 \leq h \leq m$ are the eigenvalues of $W_{uu}(a_j + 1)$, $\mu = \mu_1$, $z = z_1$ and $v_h$ is the projection of $v$ on the eigenvector $z_h$. Using (4.14) in (4.13) after taking the square root we see that $r(s)$ solves the equation
\[
\dot{r} = -\mu r + \left( \mu r - \left( \frac{\mu^2r^2 + \sum_{h=1}^{m} \mu_h^2 v_h^2(r) + 2U(rz + v(r))}{1 + |v'(r)|^2} \right)^{1/2} \right) = -\mu r + g(r)
\]
and from the properties of $v$ and $U$ we see that $g$ is a smooth function that satisfies
\[
|g(r)| \leq Cr^2, \quad r \leq r_0.
\]
Fix $\tilde{s} \in (s_0, +\infty)$ and set $\tilde{r} = r(\tilde{s})$ and $s = \tau + \tilde{s}$. We look at (4.15) as a weakly nonlinear equation and try to determine $\rho(\tau) = r(\tau + \tilde{s})$ for $s \geq \tilde{s}$ as a solution of
\[
\rho(\tau) = \tilde{r} e^{-\mu \tau} + e^{-\mu \tau} \int_0^{\tau} e^{\mu t} g(\rho(t)) dt.
\]
Set
\[
R_{\tilde{r}} = \{ \rho : [0, +\infty) \rightarrow \mathbb{R} : \rho(\tau) \leq 2\tilde{r} e^{-\mu \tau} \).
\]
$R_{\tilde{r}}$ with the distance $d(\rho, \tilde{\rho}) = \sup_{\tau \in [0, +\infty)} |\rho(\tau) - \tilde{\rho}(\tau)| e^{\mu \tau}$ is a complete metric space. We now show that for $\tilde{r}$ small, that is for each $\tilde{s}$ sufficiently large, the right hand side of (4.17) defines a contraction map $\rho \mapsto \tilde{\rho}$ on $R_{\tilde{r}}$ and therefore it results
\[
r(\tau + \tilde{s}) = \rho^*(\tau), \quad \tau \in [0, +\infty),
\]
where $\rho^* \in R_{\tilde{r}}$ is the fixed point of $K_{\tilde{r}}$. From the definition of $K_{\tilde{r}}$ we have
\[
|\tilde{\rho}(\tau)| \leq \tilde{r} e^{-\mu \tau} + e^{-\mu \tau} C\tilde{r}^2 \int_0^{\infty} e^{\mu t} e^{-2\mu t} dt = (\tilde{r} + C/\mu) e^{-\mu \tau}
\]
and therefore we have that $\tilde{\rho} \in R_{\tilde{r}}$ provided
\[
\tilde{r} \leq \frac{\mu}{C}.
\]
We also have
\[
|\tilde{\rho}_1(\tau) - \tilde{\rho}_2(\tau)| \leq e^{-\mu \tau} \int_0^{\tau} e^{\mu t} |g(\rho_1(t)) - g(\rho_2(t))| dt,
\]
and, using also $g'(r) \leq C_1 r$,
\[
|g(\rho_1(t)) - g(\rho_2(t))| = \left| \int_0^1 g'(\rho_2(t) + \theta(\rho_1(t) - \rho_2(t))) d\theta \right| |\rho_1(t) - \rho_2(t)|
\leq 2C_1 \tilde{r} e^{-\mu \tau} |\rho_1(t) - \rho_2(t)|.
\]
It follows
\[ |\tilde{\rho}_1(\tau) - \tilde{\rho}_2(\tau)| \leq e^{-\mu \tau} 2C_1 \tilde{r} \int_0^\tau e^{\mu t} e^{-\mu t} |\rho_1(t) - \rho_2(t)| dt \]
\[ \leq e^{-\mu \tau} 3C_1 \tilde{r} \int_0^\infty e^{-\mu t} \sup_{\sigma \geq 0} e^{\mu \sigma} |\rho_1(\sigma) - \rho_2(\sigma)| dt \]
\[ = e^{-\mu \tau} 2C_1 \tilde{r} d(\rho_1, \rho_2) \int_0^\infty e^{-\mu t} dt = e^{-\mu \tau} 2C_1 \frac{\tilde{r}}{\mu} d(\rho_1, \rho_2), \]
and
\[ d(\tilde{\rho}_1, \tilde{\rho}_2) \leq 2C_1 \frac{\tilde{r}}{\mu} d(\rho_1, \rho_2) \]
and, using also (4.18), we conclude that \( K\tilde{r} \) is a contraction on \( R\tilde{r} \) if
\[ \tilde{r} \leq \mu \min \left\{ \frac{1}{C}, \frac{1}{2C_1} \right\}. \]
From (4.17) with \( \rho = \rho^* \) we have
\[ \frac{\rho^*(\tau)}{e^{-\mu \tau}} = \tilde{r} + \int_0^\tau e^{\mu t} g(\rho^*(t)) dt. \] (4.19)
The integral on the right hand side is absolutely convergent. Therefore if we set \( \tilde{\rho} = \int_0^\infty e^{\mu t} g(\rho^*(t)) dt \) we can write
\[ \frac{\rho^*(\tau)}{e^{-\mu \tau}} = \tilde{r} + \tilde{\rho} - \int_\tau^\infty e^{\mu t} g(\rho^*(t)) dt. \] (4.20)
From \( |\rho^*(\tau)| \leq 2\tilde{r} e^{-\mu \tau} \) and (4.16) it follows
\[ \left| \int_\tau^\infty e^{\mu t} g(\rho^*(t)) dt \right| \leq \frac{4C\tilde{r}^2}{\mu} e^{-\mu \tau}, \]
and we have
\[ r(s) = \rho^*(s - \tilde{s}) = (\tilde{r} + \tilde{\rho}) e^{-\mu(s - \tilde{s})} + \omega(s) = \tilde{K}^+ e^{-\mu s} + \omega(s), \] (4.21)
where \( \tilde{K}^+ = (\tilde{r} + \tilde{\rho}) e^{\mu \tilde{s}} \) and
\[ \omega(s) = e^{-\mu(s - \tilde{s})} \int_{(s - \tilde{s})}^\infty e^{\mu t} g(\rho^*(t)) dt, \]
\[ |\omega(s)| \leq \frac{4C\tilde{r}^2}{\mu} e^{2\mu \tilde{s}} e^{-2\mu s}, \quad s \geq \tilde{s}. \]
If we insert (4.21) into (4.12) we get
\[ \tilde{u}(s) - a = \tilde{K}^+ e^{-\mu s} z + w(s), \quad s \geq \tilde{s}, \]
\[ w(s) = \omega(s) z + v(r(s)). \] (4.22)
From the previous estimate for \( \omega \) and \( v(r) = O(r^2) \) it follows
\[ |w(s)| \leq K^+ e^{-2\mu s}, \quad s \geq \tilde{s}, \] (4.23)
for some \( K^+ > 0 \). Actually, by trivially extending the definition of \( w \) to the whole \([0, +\infty)\) by setting
\[ w(s) = \tilde{u}(s) - a - \tilde{K}^+ e^{-\mu s} z, \quad s \in [0, \tilde{s}) \]
we can assume that the expression of \( \bar{u}(s) - a \) in (4.22) is valid for all \( s \geq 0 \). Since \( w \) is a bounded map, by increasing the constant \( K^+ \) if necessary, we can also assume that the estimate (4.23) is valid for all \( s > 0 \). Similar arguments based on the fact that \( D^k \rho \) solves the \( k \)-derivative of (4.17) complete the proof.

We conclude the section with a result that justifies the statement concerning the fact that for a solution \( u \) of (1.1) that converges to \( a \in A \) for \( t \to \pm \infty \), generically, the ratio \( \frac{|u - a|}{|u - a|} \) converges to \( z_1 \), the eigenvector of \( W_{uu}(a) \) associated to the smallest eigenvalue. It suffices to analyze the case \( t \to +\infty \). The case \( t \to -\infty \) can be considered as consequence. We focus on Eq. (4.3) that describes the dynamics on \( S \) and recall that we have moved \( a \) to the origin of \( \mathbb{R}^m \).

**Lemma 4.2** Let \( \phi_t(u), t \in [0, +\infty) \) the solution map of (4.3). Then for some \( \varrho > 0 \) it results

(i) The set of \( u \in S \cap B_{\varrho}(0) \) such that

\[
\lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} = \pm z_j, \quad j \neq 1,
\]

has zero \( m \)-dimensional Lebesgue measure.

(ii) The set of \( u \in S \cap B_{\varrho}(0) \) such that

\[
\lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} = \pm z_1, \quad j \neq 1,
\]

has full \( m \)-dimensional Lebesgue measure equal to the measure of \( S \cap B_{\varrho}(0) \).

**Proof** The linearized operator of the time one map \( \phi_1(u) \) is determined by the matrix \( e^{-D(\mu)} = \text{diag}(e^{-\mu_1}, \ldots, e^{-\mu_m}) \). The assumption \( \mu_1 < \mu_2 \) implies that we can apply Theorem 3.1 [23] (see also Theorem 1.1 [18] and Theorem 1.2.1 [19]) and deduce the existence of a \( m-1 \)-dimensional local manifolds \( \Sigma \subset S \) which is positively invariant under \( \phi_1(u) \) and is tangent at 0 to the linear subspace \( \Sigma_0 = \text{Span}(z_2, \ldots, z_m) \). A standard argument then shows that \( \Sigma \) is positively invariant under \( \phi_t(u) \) and is characterized as the set of the \( u \in S \) that satisfy

\[
|\phi_t(u)| \leq C e^{-\frac{1}{2}(\mu_1 + \mu_2)t}, \quad t \geq 0. \tag{4.24}
\]

Fix a small number \( \varrho > 0 \). From Lemma 4.1 we know the \( \lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} \) exists and belongs to \( \{\pm z_1, \ldots, \pm z_m\} \) for each \( u \in S \cap B_{\varrho}(0) \) and that the asymptotic behavior decribed in (4.1) is compatible with (4.24) if and only if \( \lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} \neq \pm z_1 \). It follows

\[
u \in S \cap B_{\varrho}(0) \text{ and } \lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} = \pm z_j, \quad j \in \{2, \ldots, m\} \Rightarrow u \in \Sigma \cap B_{\varrho}(0).
\]

Since \( \Sigma \) has \( m \)-dimensional Lebesgue measure zero, this implies (i). If \( u \in S \cap B_{\varrho}(0) \setminus \Sigma \) (4.24) does not hold and the only possibility is

\[
\lim_{t \to +\infty} \frac{\phi_t(u)}{|\phi_t(u)|} = \pm z_1.
\]

This concludes the proof.

\( \square \)
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