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Abstract—Recent approaches have shown that training deep neural networks directly on large-scale image-text pair collections enables zero-shot transfer on various recognition tasks. One central issue is how this can be generalized to object detection, which involves the non-semantic task of localization as well as semantic task of classification. To solve this problem, we introduce a vision-language embedding alignment method that transfers the generalization capabilities of a pretrained model such as CLIP to an object detector like YOLOv5. We formulate a loss function that allows us to align the image and text embeddings from the pretrained model CLIP with the modified semantic prediction head from the detector. With this method, we are able to train an object detector that achieves state-of-the-art performance on the COCO, ILSVRC, and Visual Genome zero-shot detection benchmarks. During inference, our model can be adapted to detect any number of object classes without additional training. We also find that standard object detection scaling can transfer well to our method and find consistent improvements across various scales of YOLOv5 models and the YOLOv3 model. Lastly, we develop a self-labeling method that provides a significant score improvement without needing extra images nor labels. The code is available at https://github.com/Johnathan-Xie/ZSD-YOLO.

Index Terms—Zero-shot Learning, Object Detection, Vision-Language Alignment, Zero-Shot Object Detection

I. INTRODUCTION

Zero-shot detection (ZSD) [1] aims to train a model to detect unseen objects. Despite its difficulty, zero-shot object detection has many applications. For example, to develop a Chimpanzee detector [2], animal scientists needed to collect specialized training data and exhaustively label for Chimpanzees, but with a generally trained zero-shot object detector they could simply detect using new reference embeddings.

Typical object detectors are trained on data with a fixed number of categories. The PASCAL VOC dataset [3] has 20 classes, while the COCO dataset [4] has 80 classes. These datasets have inspired many important object detection methods such as DPM [5], R-CNN [6]–[8], SSD [9], and YOLO [10]–[12].

While research in detecting rare categories with higher accuracy has shown extensive progression, models continue to score considerably lower for rare objects [13], [14]. Furthermore, gathering detection data for a large number of categories is difficult due to the long-tailed nature of objects and because exhaustively labeling many class types is expensive. In contrast, gathering text image pairs is a far easier task as these images can be sourced from the internet to assemble massive training datasets such as YFCC100M [15]. Using this dataset, Radford et al. [16] demonstrated impressive zero-shot capabilities across a wide array of computer vision datasets with varying category granularity such as [17]–[20], but they have not explored the zero-shot capabilities for object detection. In this paper we devise a method to transfer this zero-shot capability to object detection.

To this end, we propose a method for adapting a one-stage detector to perform the ZSD task through aligning detector semantic outputs to embeddings from a trained vision-language model. Compared to previous ZSD works that only learn from text embedding alignment, such as [1], [21]–[27], we also consider image embedding alignment in our proposed method. We find that this addition of image embeddings to our proposed loss function provides a significant improvement to model performance. To obtain image embeddings, we crop ground truth bounding boxes and feed them through the CLIP [16] image encoder. Model class outputs are then aligned using an $L_1$ loss function. Furthermore, we create a new post-processing operation tailored to the ZSD task for YOLO [10] style models to better detect unseen classes in scenes with both seen and unseen classes. Lastly, we also show that our method achieves consistent improvements on the different YOLOv5 network sizes. In summary, our contributions are:

- We show it is possible to generalize the capability of the pre-trained vision-language model CLIP [16] to address zero-shot detection. Specifically, we train ZSD-YOLO, our one stage zero-shot detection model [12] that aligns detector semantic outputs to embeddings from a contrastively trained vision-language model CLIP [16].
- We develop a self-labeling data augmentation method that provides 0.8 mAP and 1.7 mAP improvement on the 48/17 [1] and 65/15 [28] COCO ZSD splits respectively without needing extra images nor labels.
- We propose a ZSD tailored post-processing function that provides a 1.6 mAP and 3.6 mAP improvement on the 48/17 [1] and 65/15 [28] COCO ZSD splits respectively.
- We demonstrate that there are consistent improvements for the proposed ZSD-YOLO model with different net-
work sizes which benefits model deployment under varying computational constraints.

II. RELATED WORKS

Zero-shot learning. Zero-shot learning (ZSL) [29] aims at developing a model that can identify data class types whose categories are not seen during training. In ZSL [30], there are still some labeled training instances in the feature space and the categories of these instances are referred to as seen classes and the unlabeled instances are considered unseen classes. Prior works [31]–[34] in ZSL focus on attribute learning which focuses on learning to recognize the properties of objects. However, these approaches treat all dimensions of the attribute space equally, which is sub-optimal because certain attributes are more important than others for a given task. More recently, CLIP [16] uses contrastive learning that jointly trains an image encoder and a text encoder on a subset of [15] to create a network which predicts the correct pairings of batched image-text training examples. During inference, the learned text encoder synthesizes a zero-shot linear classifier by embedding the names or descriptions of the target dataset’s unseen classes.

Zero-shot detection. Zero-shot detection (ZSD) was introduced through Bansal et al. [1] and describes the task of detecting objects that have no labeled samples in the training set. Bansal et al. [1] established a baseline model through aligning model outputs to word-vector embeddings through linear projection and created the 48/17 benchmarking split based on the COCO [35] detection dataset. Zhu et al. [36] used the YOLOv1 [10] detector to improve zero-shot object recall. Li et al. [22] developed an attention mechanism to address zero-shot detection. Rahman [28] adopts the RetinaNet detector for zero-shot detection, using a polarity loss to increase the distance between class embeddings and introduced the 65/15 ZSD split on the COCO dataset. Zhao et al. [24] used a GAN to synthesize the semantic representation for unseen objects to help detect unseen objects. Zhu et al. [37] proposed DELO that synthesizes the visual features for unseen objects from semantic information and incorporates the synthesized features for the detection of seen and unseen classes Zheng et al. [27] proposed a method to address the task of zero-shot instance segmentation using a method that consists of zero-shot detector, semantic mask head, background aware RPN, and synchronized background strategy. Hayat et al. [38] requires knowledge of which classes will be used for unseen detection while training as well as their semantic embeddings, while ours and prior works such as [1], [21], [27], [28] can train without having to set unseen classes in training and can therefore run inference on a new set of unseen objects without any retraining. For this reason our paper as well as previous zero-shot detection papers such as [27] have not compared with their scores in benchmarking.

Open Vocabulary Detection. Very recently, Zareian et al. [39] created a new dataset split of the COCO dataset based on the 2017 train and validation splits and introduced a task known as open-vocabulary detection (OVD). This new task does not eliminate instances of unseen classes in the detector training data. Gu et al. [40] has explored the idea of improving open vocabulary detection, based on knowledge distillation and the two-stage Mask-RCNN [41] model. Given that the task of OVD is relatively similar to the task of ZSD, we explain how previously published ZSD papers have adhered to certain protocols and how the new OVD task differs from zero-shot detection in the Section C of the appendix.

In contrast to the prior works, our paper explores aligning one stage detector semantic outputs to CLIP embeddings to address the task of ZSD. To this end, we develop a new training algorithm for embedding alignment and modify the typical YOLOv5 model architecture to support ZSD. To optimize our method, we tailor the typical YOLOv5 post-processing method to ZSD and develop a self-labeling data augmentation method to expand the knowledge of a zero-shot detector without additional data. We also explore model scaling, another crucial aspect of traditional detection systems that allows a model architecture to fit various applications with different computational constraints.

III. METHOD

The main process for embedding alignment involves altering the YOLOv5 [12] detection head to produce a semantic embedding that mimics the CLIP model’s outputs for every detection anchor. To approximate the embedding space of CLIP with our model we minimize alignment losses for both text and image embeddings that align detector semantic outputs at each given anchor with the text and image encoder outputs of CLIP [16]. As shown in Figure 1, we propose aligning vision and language embeddings from a model such as CLIP to adapt an one-stage detector such as YOLOv5 [12] for ZSD.

Problem definition. The problem of ZSD as defined by [1] involves detecting unseen classes \( \mathcal{U} \) using training images \( D_{\text{train}} \) containing only labeled seen classes \( \mathcal{S} \) and unlabeled instances of other objects in the background denoted as \( \mathcal{O} \). Note that \( \mathcal{U}, \mathcal{S}, \mathcal{O} \) are pairwise disjoint. To detect novel classes, we align detector semantic outputs with the embedding space of a generalized model, in our case CLIP, by approximating its visual-semantic vector embedding space. As shown in [27], zero-shot prediction without some related prior knowledge is impossible, and in our case, the prior knowledge is provided by the visual-semantic embedding space of CLIP optimized for classes \( \mathcal{C} = \mathcal{S} \cup \mathcal{U} \cup \mathcal{O} \). During inference, our model produces semantic outputs \( \mathcal{M} \) for each detection anchor that approximate the visual-semantic embedding space of CLIP by mimicking its encoders. These model semantic outputs are compared with the CLIP generated text embeddings of class names of \( \mathcal{U} \) to detect instances of \( \mathcal{U} \) on the set \( D_{\text{test}} \).

Choice of base model. We choose the YOLOv5 [12] model family as our base model for three main reasons. Firstly, since typical detection models are often modified to produce only

\(^1\)To our knowledge all previous encoders used by ZSD methods were optimized for a similarly large, general class space
Fig. 1. An overview of our proposed training method of ZSD-YOLO. Our method aligns detector semantic outputs to vision and language embeddings from a pretrained Vision-Language model such as CLIP. We modify YOLOv5 to replace typical class outputs with a semantic output with shape equal to the CLIP model embedding size and then align predicted semantic outputs of positive matched anchors with corresponding ground truth text embeddings with a modified crossentropy loss described in section III-A. Image Embeddings of positively matched anchors are aligned using a modified \( L_1 \) loss function described in section III-B. Best viewed in color.

Pretraining procedure. To produce initial weights for ZSD training we train a standard YOLOv5 model of the same scale on the same seen class split with class specific annotations so that the model backbone can be initialized with class specific information when initialized for ZSD. All of these pretraining procedures are initialized with random weights and trained only on their corresponding seen label dataset. The main purpose of this process is to accelerate the training convergence rate of a zero-shot detection model.

A. Aligning Text Embeddings

The process of aligning text embeddings involves the alignment of detector semantic outputs with the target text embeddings generated by CLIP [16]. An overview of this process is highlighted in the dotted blue box found in Figure 1. To compute the loss for text embeddings, we first generate the seen class text embeddings \( T \) by feeding every seen class name into the prompt "A photo of \{class\} in the scene". The next step in computing the text loss is to extract model semantic class outputs of positive anchors \( M_g \) represented as "Semantic Embedding" in Figure 1, selected by the standard YOLOv3 [43] procedure based on anchor box Intersection over Union (IoU) with ground-truth labels. We then generate a similarity matrix using a cosine similarity computation relating model output embeddings \( M_g \) and seen text embeddings \( T \) followed by a softmax with temperature \( \tau \). We exponentiate and set \( \tau \) as a learnable parameter in order to fit an optimal temperature similar to the original CLIP [16] training, though in our final model training \( \tau \) is fixed. The full computation to generate similarity matrix \( z \), representing the "Computed Similarities" in Figure 1 can be written as:

\[
z = \text{softmax} \left( \frac{M_g^T T}{\|M_g\|_2 \|T\|_2 e^{\tau}} \right).
\]
To compute the full text loss $L_{\text{text}}$, we gather ground truth box label classes corresponding to each positively matched anchor to create one-hot encoded labels, $y$ with shape identical to the generated similarity matrix $z$. The final text loss is computed with a negative log-likelihood (NLL) function measuring distance between $z$ and $y$.

B. Aligning Image Embeddings

The process of aligning image embeddings involves aligning model semantic outputs of each positive anchor, the same as those selected for text embedding alignment, with the corresponding image embedding. An overview of the image loss computation is outlined in the red dotted box in Figure 1. We first crop then preprocess each ground truth bounding box and apply the CLIP [16] image encoder to this region offline prior to training. The preprocessing applied to the images is adapted from the official CLIP preprocessing with the typical center crop replaced with a resize. During training, all semantic outputs of anchors matched to a ground truth bounding box, the same as those selected for text-embedding alignment, are aligned with their corresponding ground-truth image embedding generated by the CLIP model. Our final image loss function is calculated using a $L_1$ loss and while we experimented with a smooth exponentiation factor for the distance function in our hyperparameter search, these did not produce any statistically significant improvements. In Figure 1, let $I_g$ "Image Embeddings" represent the corresponding target image embeddings. The basic image loss function is an MAE (Mean Absolute Error) function that computes distance between $M_s$ and $I_g$.

C. Learning From Self-labeling

To increase the number of examples our model can learn from without needing extra ground-truth labels, we apply pretrained base weights trained only on seen classes for self-labeling. To accomplish this, we run class-agnostic inference on each of the training images followed by standard post-processing and NMS on both detection outputs and ground truth labels. Ground truth labels are always prioritized over generated detections in this NMS operation to ensure that no self-label has significant overlap with a ground-truth label. During training, these self-label boxes are used to augment the data and are treated as ground truth labels for the purposes of typical one-stage detector box regression and objectness losses. We find that this allows our model to learn a more general representation of object localization by providing a wider variety of objects to learn from. For classification losses, the previous method of cropping images and applying the CLIP image encoder to the cropped patches is used along with the same loss function. Both self-label and base label examples are weighted equally in this combined loss. For text loss, these labels are not considered as there is no single corresponding class embedding that this diverse label set could be well aligned with. We visualize examples of self-labels in Figure 1 which shows that rare object classes, not included in the COCO class label set can be identified through self-labeling allowing our model to learn from those examples. With $M_s$ denoting model semantic outputs that positively match with self-label boxes and $I_s$ representing the corresponding target image embeddings the full image loss function incorporating self-labels can be written as:

$$L_{\text{image}} = \text{mean}(\frac{|M_s - I_s|}{|I_s|}).$$

D. Full Dual Loss function

Combining both text and image alignment losses into a single function with weighting values $\mathcal{W}_t$ and $\mathcal{W}_i$, produces our full loss function written as:

$$L_{\text{dual}} = \mathcal{W}_t L_{\text{text}} + \mathcal{W}_i L_{\text{image}}.$$

Compared to previous ZSD works that only learn from text embedding alignment, our method is able to incorporate this dual loss and learn from both text and image embeddings. We find that this allows embeddings of the same class, which were originally all aligned to the same text embedding value, to be refined by the image loss component so that the embedding space of each class is able to gain meaningful intraclass variance. For example different models of the "car" class could be meaningfully aligned based on differences in color or type based on their image embeddings rather than all being aligned to the same text embedding as is done in most text only approaches. The result of this process is similar to leveraging instance-wise textual descriptions [22], though our method can be applied without requiring extra data.

E. Inference on Unseen classes

During inference, the similarity matrix $z$ is computed in the same manner as during training, but with reference embeddings $\mathcal{T}$ set equal to the unseen class name embeddings. We also explore modifying typical YOLO post-processing in order to reduce typical bias of seen objects being given high confidence scores during zero-shot detection and generalized zero-shot detection as they tend to have higher objectness scores.

Text embeddings during inference. When analyzing the cosine similarity between image and text embeddings of certain unseen classes, we found that CLIP often embeds a word incorrectly when only an ambiguous class name is used. For example, the unseen class "mouse" embedding was more semantically similar to the animal mouse, and not the computer mouse, the correct version. Prior ZSD methods avoided this issue by selecting the correct word embedding, based on the WordNet [44] synset, from word vectorizers such as word2vec [45], but the CLIP text embedding does not support this approach. Therefore, we sought a simple, automatic method to correct unseen text reference embeddings.

\[2\] While the total loss could be summarized with a single weighting value and an overall class weight, we find that during hyperparameter fitting, using two weight parameters is more optimal.

\[3\] This limitation was also found by the original CLIP authors who mentioned this in their code repository: https://github.com/openai/CLIP
that could be applied to any prompt class. To this end, during inference we also include the WordNet [44] definition of the class with the prompt “a photo of {class}, {definition}, in the scene.” The inclusion of each class definition not only produces more semantically accurate unseen class reference embeddings, but also distanced previously similar classes by providing specificity. For example, cosine distance between unseen classes "bear" and "cat" increased significantly with the addition of definitions allowing for their class APs to improve by reducing incorrect detections between the two similar classes. While this method does provide an overall score increase, not all class APs improve. Still, we benchmark only applying these evenly across all unseen classes, as benchmarking must adhere to these constraints. In the supplemental materials, we further discuss the results of this process.

Post-processing. To generate predictions, we first apply a very low objectness cutoff which rarely eliminates unseen class examples compared to two stage approaches. For all remaining anchors, we create a confidence value by multiplying their objectness scores by the maximum class confidence value of each prediction. We then apply a cutoff value to these generated confidence scores. After applying NMS, the final confidence score given to these remaining predictions is only the maximum calculated class similarity value and does not factor in objectness which typically favors seen objects. For our final predictions, we apply NMS and limit max detections because our method tends to produce many high confidence predictions.

IV. EXPERIMENTS

We compare our proposed method with previous methods under the standard zero-shot detection (ZSD) and generalized zero-shot detection (GZSD) settings. In addition, we present ablation studies to isolate the improvements from each component in our proposed method.

A. Dataset

We mainly evaluate model performance under the two most common ZSD benchmarks which use the COCO [35] dataset under the 65/15 [28] and 48/17 [1] ZSD class splits. Both training sets are generated by removing images from the COCO 2014 training set that contain any unseen object instances and sampling the validation images that contain at least one unseen image. To test our model’s ability to generalize across datasets we also benchmark on the established ZSD class split for ILSVRC [46] proposed in Rahman et al. [21] and the Visual Genome [47] class split proposed in Bansal et al. [1]. To avoid optimizing training hyperparameters and methods on any of the standard ZSD testing sets, we create a ZSD validation set. To create this validation set, we take all training images with unseen annotations from the 65/15 COCO split, the unused part of the original COCO 2014 training set, resulting in a validation set with 20,483 images.

B. Evaluation Protocol

We benchmark the ZSD and GZSD performance on COCO 48/17 split and 65/15 split. In ZSD, only unseen text embeddings are present during inference and the model predicts only unseen object instances. We report mAP@0.5 and Recall@100 at various IOU thresholds. In GZSD, both seen and unseen text embeddings are present in validation and the model predicts both seen and unseen object instances. Additionally, for GZSD we also report the harmonic mean (HM) of seen and unseen mAP@0.5 and Recall@100 at three IOU thresholds. Similar to previous ZSD papers [27], mAP will always refer to mAP@0.5 unless otherwise specified. For the ILSVRC benchmark, we measure ZSD performance using mAP on the 23 unseen classes. For Visual genome, ZSD performance is measured by averaging the Recall@100 scores of 130 unseen classes at three given IOU scores because the Visual Genome dataset is known to have many missing labels due to the large class set. All benchmarking outside of ablation studies use the proposed self-labeling (III-C), dual loss function (III-D), and ZSD tailored post-processing (III-E).

C. Implementation Details

Our code implementation is based upon the Pytorch YOLOv5 repository by ultralytics. For model architecture, modifications are made to the final convolutional prediction layer to change class outputs to match the 512 CLIP embedding outputs from the publicly available ViT-B/32 model. For loss we only alter class side losses. To fit hyperparameters, we run hyperparameter search with the COCO 65/15 split training set and use the unseen mAP of our proposed validation set from IV-A as our fitness objective for approximately 200 evolution generations. Our main loss hyperparameters are a text loss weight of 1.05, image loss weight of 1.21, box loss weight of 0.03, class loss weight of 0.469, and objectness loss weight of 2.69. Our main SGD optimizer hyperparameters are base lr of 0.00282, momentum of 0.854, weight decay of 0.00038. Our models are trained on a 50 epoch cosine schedule and initialized with pretrained weights described in Section III.

D. Comparison with State-of-the-art

COCO. We compare our results under the ZSD task for the two COCO ZSD splits in Table I. We observe that under the 48/17 split, our method improves over the previous state-of-the-art approach [27] by 2.0 mAP, a 17.6% improvement. Under the 65/15 split our method surpasses the best scoring previous ZSD method [27] by 4.7 mAP or approximately a 34.6% improvement. Generally, our method performs better under the 65/15 split mainly due because our model is able to approximate the CLIP embedding space better with a more diverse training label set.

Our results for the GZSD COCO task are listed in Table II. Under the GZSD setting, we focus our method development on Unseen mAP and HM (Harmonic Mean) mAP and our method.
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supersedes the previous state-of-the-art [27] in both metrics and under both splits. In the 48/17 split our method improves by 8.7% mAP, or 177.6% under unseen mAP and 10.2 mAP or 116.0% for HM mAP, the main GZSD benchmark. In the 65/15 split our method improves by 4.2 unseen mAP, or a 30.7% improvement. For Harmonic Mean (HM) mAP, our method improves by 2.7 mAP or a 13.4% improvement. Through ablation experiments (IV-F), we find that a large factor in our strong GZSD benchmark scores is due to our proposed post-processing function (III-E).

**ILSVRC.** Under the ILSVRC split, shown in Table III, many other methods such as DSES [1], ZSSTD [23], and GtNet [24] use additional data or information not present in typical ZSD benchmarking. Despite these advantages that our method does not leverage, we still surpass the previous state-of-the-art by 1.8 mAP or approximately a 6.9% improvement.

**Visual Genome.** Unlike the COCO and ILSVRC dataset splits, Visual Genome, shown in Table IV is benchmarked only using Recall@100 for three given IOU values because the large class number leads to many missing labels. Our method significantly improves over previous ones. On Recall@100 for IOU=0.5 our method improves over the previous state-of-the-art by 11.7, more than doubling the result [24]. This benchmark shows that our method can improve over other methods far more significantly on larger datasets with a greater number of seen classes to learn from. Additionally, the Visual Genome benchmark shows the strength of our post-processing approach which tends to recall unseen objects far better than typical post-processing as it does not eliminate as many unseen objects through objectness score cutoffs.

### E. Inference Speed Comparison

**Benchmark settings.** Model speeds are evaluated on both single image throughput and mini-batch throughput with batch size determined by the GPU memory utilization of each model. We measure all latencies on the 65/15 dataset split with a single V100 GPU as the listed ZSD approaches have negligible inference time differences between splits. The ZSD-YOLov5 model is missing from our scaling experiments for reasons explained in our self-labeling ablation study. We also implement our method using the YOLOv3 base detector, and list it as ZSD-YOLov3. In evaluating inference latency across all models, we include only the amount of time it takes for the model to produce outputs on the batch which includes the calculations of cosine similarities and the softmax with temperature operation, but does not include post-processing operations.

**Results.** We display the results of our model scaling and compare it to the previous state-of-the-art approach [27], in Table VI. Compared to the previous state-of-the-art [27], our best model, ZSD-YOLov5x, is over 3x faster on single image inference while also being 4.7 mAP better. For a closer model strength comparison, we train a YOLOv3 model with our method as the strength of the base YOLOv3 model is most similar to the base detector used in ZSI [27] and other ZSD methods and find that our method is still able to outperform ZSI by 3.2 mAP on the 65/15 dataset split while running approximately 9.7x faster on single image inference. To measure scaling performance, we focus on the 48/17 split as our experimentation in developing our method under the 65/15 split likely resulted in certain model scales being slightly more favored in the specific split. In supervised YOLOv5 detection, YOLOv5m and YOLOv5x improve over YOLOv5s by 13.9% and 24.2% respectively in terms of mAP [12] whereas our proposed ZSD-YOLov5m and ZSD-YOLov5x improve over ZSD-YOLov5s by 14.0% and 34.0% in terms of mAP. Given that our relative mAP improvement percentages from scaling are similar to that of the original YOLOv5 models, we conclude that our method scales similarly to fully supervised YOLOv5 detectors.

### F. Ablation Study

We present the effects of our proposed self-labeling and post-processing method in Table V, and study the effect of our image loss component separately in Table VII. In developing our method, we follow previous ZSD literature.
which uses the unseen mAPs for both ZSD and GZSD as the primary benchmarks and we find using both self-labeling and our proposed post-processing yields the best results across benchmark splits and tasks.

**Self-labeling.** Comparing the third and fourth rows of each COCO ZSD split in Table V, we find that self-labeling provides an overall improvement of 0.8 mAP and 1.7 mAP for the 48/17 and 65/15 class splits respectively. Through experimentation, we find that a model which labels using its own base weights tends to create self-labels it has already learned through pretraining and therefore does not "expand" its knowledge of what can be considered an object. For example, we find that when the ZSD-YOLOv5x sized model is self-labeled with ZSD-YOLOv5l, the mAP gain is 0.6 mAP and 0.8 mAP greater, for the 48/17 and 65/15 class splits respectively, than when self-labeled with its own base weights. Therefore, we self-label using the ZSD-YOLOv5l sized detector in our ablation studies and scaling experiments where we do not test the ZSD-YOLOv5l model (IV-E).

**Post-processing.** When studying the effect of our post-processing function, we consider row two of each ZSD split in Table V to be the baseline which only uses typical YOLOv5 ZSD post-processing, whereas row four uses our proposed post-processing. We find that our proposed post-processing provides a mAP improvement of 1.6 mAP and 3.6 mAP on the 48/17 and 65/15 COCO ZSD splits respectively. Though when benchmarking GZSD, we find that while our method provides a similar significant unseen class improvement, we also find a loss in seen class detection mAP which is expected as our post-processing method favors unseen classes by reducing the influence of objectness scores when computing detection confidence. Therefore, since our proposed processing has a negligible impact on inference latency, we use our proposed post-processing throughout all of our other experiments. The strength of this post-processing is also another reason we opted for a one stage detection approach as a two stage detection approach cannot consider the class confidences of every anchor due to computational constraints and must first filter out anchors proposals with low objectness scores before computing class scores which we find leads to filtering out unseen object instances.

**Image loss component.** We study the effect of the image loss component of our loss function by training with image loss suppressed and other hyperparameters the same as the dual loss training. Our results are compiled in Table VII. We find that combining the image loss with the text loss using our proposed dual loss function (ZSD-YOLOv5x-dual) improves ZSD performance by approximately 4.4 mAP on the 48/17 split and 1.5 mAP on the 65/15 split over the text-only baseline (ZSD-YOLOv5x-text). Considering the improvement on the 48/17 split is far greater than the improvement on the 65/15 split, we conclude that the effect additional image embedding loss is accentuated in limited data scenarios but is still able to provide a significant improvement even when there is sufficient data.

**V. DISCUSSIONS AND CONCLUSION**

**Limitations.** Despite our method showing significant improvements in ZSD, the problem of the ZSD is still far from solved which limits both positive and negative impacts of our work. An issue within ZSD that has been largely ignored by a majority of ZSD papers is that ZSD performance on seen classes is significantly worse than when using a supervised detector. Another limitation of our method is that our method uses the CLIP model which trains on a wide range of images. Therefore it is likely that the CLIP training set could contain images from unseen classes though we believe our method can still be considered zero-shot due to the generalization capability of CLIP and because CLIP is widely accepted as zero-shot in computer vision research. Furthermore previous ZSD works such as [22], [48] have used image captioning data
TABLE V
COCO ZSD SPLIT RESULTS OF OUR ABLATION STUDY ON OUR PROPOSED SELF-LABELING AND POST-PROCESSING METHODS. NOTE THAT THE BASELINE METHOD IN THIS STUDY USES BOTH IMAGE AND TEXT LOSSES AS WE ABLATE THE IMAGE LOSS COMPONENT SEPARATELY IN TABLE VII. ALL RESULTS ARE PRODUCED USING THE ZSD-YOLOv5x SIZED MODEL.

| ZSD self-labeling | ZSD-POST |
|-------------------|----------|
|                   | Unseen   | Seen    |
|                   | mAP      | Recall@100 | mAP      | Recall@100 |
|                   | 0.5      | 0.4      | 0.5      | 0.6      |
| ✓                 | 10.2     | 57.5     | 53.2     | 47.4     |
| ✓                 | 11.8     | 60.1     | 55.6     | 49.8     |
| ✓                 | 12.6     | 60.2     | 54.9     | 45.0     |
| ✓                 | 13.4     | 61.6     | 55.8     | 46.2     |
| ✓                 | 13.7     | 69.1     | 64.8     | 58.6     |
| ✓                 | 14.7     | 73.8     | 69.4     | 62.4     |
| ✓                 | 16.6     | 73.9     | 67.9     | 56.7     |
| ✓                 | 18.3     | 75.5     | 69.5     | 57.3     |

| 48/17             |          |          |          |          |          |          |
|                   |          |          |          |          |          |          |
|                   |          |          |          |          |          |          |
| 65/15             |          |          |          |          |          |          |

TABLE VI
COMPARISON OF OUR METHOD’S INFERENCING LATENCY WITH PREVIOUS THE STATE-OF-THE-ART [27] ON 65/15 AND 48/17 COCO SPLITS. BATCH SIZES FOR MINIBATCH THROUGHPUT ARE LISTED IN PARENTHESES IN COLUMN 3.

| Method          | Single | Max (batch size) | 48/17 mAP | Recall@100 | 65/15 mAP | Recall@100 |
|-----------------|--------|-----------------|-----------|------------|-----------|------------|
| ZSI [27]        | 162.0  | 100.1 (4)       | 11.6      | 54.9       | 13.6      | 58.9       |
| ZSD-YOLOv3      | 16.7   | 4.6 (20)        | 11.2      | 54.1       | 16.8      | 66.1       |
| ZSD-YOLOv5s     | 15.5   | 1.7 (64)        | 10.0      | 47.9       | 14.0      | 60.4       |
| ZSD-YOLOv5m     | 19.1   | 2.7 (32)        | 11.4      | 53.2       | 17.4      | 65.9       |
| ZSD-YOLOv5x     | 51.4   | 6.4 (16)        | 13.4      | 55.8       | 18.3      | 69.5       |

TABLE VII
COMPARISON OF IMAGE LOSS COMPONENT OF OUR DESCRIBED DUAL LOSS FUNCTION WHEN USED TO TRAIN ZSD-YOLOv5x ON THE 65/15 AND 48/17 COCO DATASET SPLITS. WE FIND THAT USING BOTH IMAGE AND TEXT LOSSES (DUAL LOSS) PROVIDES OPTIMAL RESULTS.

| Method          | Seen/Unseen | Recall@100 | mAP  |
|-----------------|-------------|------------|------|
| ZSD-YOLOv5x-text| 48/17       | 58.8       | 53.4 |
| ZSD-YOLOv5x-dual| 48/17       | 61.6       | 55.8 |
| ZSD-YOLOv5x-text| 65/15       | 71.4       | 66.0 |
| ZSD-YOLOv5x-dual| 65/15       | 75.5       | 69.5 |

as well while being considered zero-shot. Zheng et al. [27] also demonstrates that any ZSD method must rely on some prior semantic knowledge gained through optimizing an embedding model over all classes which we defined in our problem definition. Therefore, our method, and likely all ZSD methods cannot perform ZSD on truly novel class types like those found in medical diagnoses or optical character recognition as they are unable to be accurately mapped to a semantic embedding space.

Ethics. As the topic of ZSD is relatively underdeveloped, we find there are few immediate negative societal impacts as the result of our research. Still, if applied to a sufficiently large enough training set along with further optimization of ZSD methods, it is likely one could build an object detector that could detect nearly any given object with close to supervised learning accuracy. Models such as these could have profound negative impacts as they could analyze bulk surveillance data, and provide advanced monitoring capabilities. Though, similar to CLIP performing poorly on MNIST, we find that unless a ZSD model has data samples similar to a niche data type, the performance is very weak compared to supervised methods. For example in the ILSVRC dataset, our model performs poorly on the "ray" class, and as shown by [24] there are relatively few classes similar to "ray" in the training set. Therefore, the capabilities of even a generally trained detector can be limited as long as researchers are careful with the datasets they train their models on. However, One potential risk in our method is that unknown information from the CLIP model may be transferred to the ZSD model, causing the uncertainty or unexplainable results in the model predictions.

Conclusion. We introduce ZSD-YOLO, a zero-shot detector that surpasses all previous ZSD results on the main ZSD benchmarks using the COCO [35], ILSVRC [46], and Visual Genome [47] datasets. Furthermore, we devise a self-labeling method that can improve ZSD performance without needing new data or labels and optimize single stage post-processing for the ZSD task. We explore the effect of traditional scaling approaches on the ZSD task and find that typical model scaling can transfer well to our method to create a family of efficient and accurate ZSD models. ZSD is an emerging research direction, having many potential applications in computer vision and could lead to a generalized object detector. We hope that our work can establish a strong ZSD baseline that utilizes image and text loss components to inspire further work in the crucial ZSD domain.
[53] K. Zhou, J. Yang, C. C. Loy, and Z. Liu, “Learning to prompt for
vision-language models,” CoRR, vol. abs/2109.01134, 2021. [Online].
Available: https://arxiv.org/abs/2109.01134
APPENDIX

A. Supplementary Introduction

In the supplementary materials we provide the following items:

1) Information on how to download an anonymized version of our code repository in Section B.
2) Clarification on the differences between zero-shot detection, open-vocabulary detection, and weakly supervised detection and why our method is considered zero-shot detection in Section C.
3) Results of the definition ablation study describing the exact effects of adding definitions to inference text embedding prompts in Section D.
4) Details on our proposed validation set upon which we develop our methods and fit hyperparameters in Section E.
5) Discussion of qualitative results demonstrating both the strong performance of our model as well as examples of common mistakes in Section F.
6) More information on implementation details including our hyperparameter search process, post-processing constants, and self-labeling constants in Section G.
7) An additional ablation study on the Visual Genome [47] ZSD split [1] justifying our choice of post-processing in Section H.

B. Code Information

An anonymized copy of our code repository can be obtained at this embedded google drive link (5.1 GB). The code currently supports validation on 65/15 COCO testing set (ZSD, GZSD, scaling exps) as other dataset splits are too large. Weights for all dataset splits can still be found in weights/model_checkpoints folder. Once requirements are installed using the requirements.txt file, the inference commands found within the README.md can be run.

C. Zero-shot Detection vs Open-vocabulary Detection vs Weakly Supervised Detection

Given the similarities between the tasks of zero-shot detection (ZSD), open-vocabulary detection (OVD), and weakly supervised detection (WSD), we would like to clarify the differences and explain why we have classified our method as ZSD. While these tasks all address the issue of learning to detect objects using limited data, each provide different constraints on the type of training data that can be used.

Firstly, weakly supervised detection, arguably the outlier in this suite of tasks, uses only image-labels to train a detector. Therefore, the main challenge in WSD [49]–[51] is localizing novel objects since novel classes are often present in the training data. WSD approaches generally also require knowledge of the target novel classes during training, whereas ZSD and OVD approaches must be able to target any subset of the entire language vocabulary.

In comparing OVD and ZSD, ZSD is the more restrictive task, as acknowledged by Zareian et al. [39]. The main difference between the OVD benchmarks and ZSD benchmarks are that ZSD training datasets eliminate all training images with instances of unseen objects whereas OVD benchmarks do not. While the labels of unseen objects are removed, OVD models are still able to learn from these examples. Most recently the method proposed by Gu et al. [40] distills vision-language information to detect unseen classes. The method of Gu et al. [40] is able to learn from background examples through their proposed image distillation method. Using only text distillation, they achieve only 5.9 mAP [40] on unseen classes whereas using only image distillation they achieve 24.1 mAP [40] on the 48/17 COCO OVD benchmark from [39]. In ablation studies, they demonstrated that the contribution of the image and text losses were approximately the same under their proposed LVIS [13] benchmark. Note that our text only method is still able to achieve 9.0 mAP under the 48/17 ZSD benchmarking split which eliminates all training images with unseen samples. Given these results, we conclude that the inclusion of unseen objects in the background of images provides an enormous advantage to OVD methods.

The authors of [40] also acknowledge this fact in discussing their COCO 48/17 OVD [39] results. With this in mind, ZSD methods must be able to perform detection on classes that are not present in training images at all whereas OVD methods require the inclusion of unseen objects within their training sets to perform well. Therefore, when unseen objects are unavailable, as is often the case since one could not simply just include unlabeled images in their object detection training sets, OVD models fail to perform well in detecting those entirely unseen object types.

While Zareian et al. [39] states the usage of image captioning data classifies a method as OVD, previously published works [22], [48] have used similar image captioning while still being classified as ZSD. For this reason, we believe the usage of CLIP [16], which is trained on a large corpus of image text pairs can still be considered a ZSD method. Additionally, CLIP has been considered a zero-shot model since its introduction and in the various downstream tasks leveraging its embedding space. Furthermore, the CLIP embedding space is optimized for a vocabulary of similar size compared to other embedding spaces used such as GloVe [52] and word2vec [45]. Therefore, in terms of application, our method can transfer to a similar number of novel class names. The CLIP encoders also support full sentence prompts as demonstrated by our inference prompts including definitions allowing for nearly any prompt to be used for detection, thus our method can be applied just as widely, if not more widely than previous ZSD methods. While we concede that the CLIP embedding space may have stronger visual-semantic mappings, we cannot apply our method using previous word vectorizers to directly compare with their results. Similarly, we are unsure how to apply previous methods using CLIP embeddings and therefore cannot in good faith attempt to implement their methods to

\[7\text{With the exception of the Visual Genome ZSD benchmark for reasons explained in [1]}\]

\[8\text{Similar to our main paper, mAP refers to mAP@0.5}\]
Table VIII
Ablation study class-wise AP for unseen classes of COCO 65/15 ZSD split [28]. ZSD-YOLOv5x denotes not using definitions, ZSD-YOLOv5x + definition denotes using definitions. Note that the mean for Gain Percentage is the actual mean of the gain percentages, not the percent increase in MAP.

|               | mean | bear | cat | airplane | parking meter | mouse | bus | car | train | bear | tiger | horse | dog | knife | parking meter | sink | snowboard | skateboard | keyboard | suitcase | bike | skateboard |
|---------------|------|------|-----|---------|---------------|-------|-----|-----|-------|------|-------|-------|-----|-------|---------------|------|------------|-----------|----------|-----------|------|------------|
| ZSD-YOLOv5x   | 14.9 | 19.6 | 16.5| 14.0    | 1.7           | 2.9   | 1.1 | 28.4| 0.5   | 7.4  | 28.0  | 39.2  | 16.4| 11.2 | 17.6          | 18.9 |            |            |          |            |
| ZSD-YOLOv5x + definition | 18.3 | 54.0 | 36.3| 18.3    | 3.0           | 3.3   | 1.2 | 32.2| 0.6   | 7.9  | 29.4  | 39.5  | 15.1| 10.1 | 12.9          | 11.8 |            |            |          |            |
| Gain          | +3.4 | +34.4| +19.8| +4.3    | +0.3          | -0.4  | +0.1| +3.7| +0.1  | +0.5 | +1.4  | +0.4  | +1.3| -1.0 | -4.7          | -7.0 |            |            |          |            |
| Gain Percentage | +21.9% | +175.1% | +120.0% | +30.4% | +20.0% | +14.3% | +13.5% | +13.1% | +10.1% | +6.7% | +5.0% | +0.9% | -7.9% | -9.0% | -26.7% | -37.3% |            |            |          |            |

draw a comparison.

D. Definition Ablation

To study the direct effects of adding definitions to inference prompts on each class, we present the class-wise APs with and without definitions in inference prompts for the COCO 48/17 [1] and 65/15 [28] ZSD splits in Table VIII and Table IX respectively. Following the analysis in our main paper, the "bear" and "cat" class APs had the largest increase under the 65/15 benchmarking split, increasing by 175.1% and 120.0% respectively, given that their embedding cosine similarities decreased from 0.924 to 0.775 with the addition of definitions. The case of these two classes demonstrates that the inclusion of definitions can aid in differentiating between two previously similar text embeddings and reduce the number of false positives between the two classes. Furthermore, other classes such as the "mouse" class that were previously mapped incorrectly due to the ambiguous nature of some class names benefited from the addition of definitions. Lastly, classes such as the "airplane" or "elephant" class benefited due to size, color, or shape descriptions present in the definitions which provided a more accurate visual-semantic embedding. While many class APs decreased with the addition of definitions, we believe that adding definitions to inference prompts remains a simple and effective way to provide better visual-semantic embeddings for ambiguous class names. Furthermore, we believe that the addition of definitions to prompts do not violate ZSD benchmarking rules given that other methods are able to obtain proper word embeddings by simply hand selecting the correct WordNet synset, a method that is not available to CLIP. When applying a ZSD method to real world problems, users will likely have at least one example of their target class to test inference, and therefore can tune their prompts manually or use vision-language prompt engineering methods [53], though we avoided doing so in our paper as ZSD methods cannot prompt tune in this manner.

E. Validation Set Details

While all other ZSD benchmark datasets used in our main paper have been developed in prior works [1], [21], [27], [28], we provide the details of our proposed validation set for future use. The validation set is created by taking the portion of the COCO 2014 training split that is not used in 65/15 ZSD training or testing. This validation set contains 20,483 images with 33,690 unseen box annotations. Our validation set has the same unseen classes as the COCO 65/15 testing set. We compare the class distributions in Figure 2, and find that the two distributions are relatively similar with a mean-normalized chi-square distance of approximately 0.206.

We did not create a validation set for the 48/17 COCO split and other benchmarks because our developed methods were transferred from the 65/15 COCO split. Our class-wise AP results for the COCO 65/15 split and 48/17 split are displayed in Table XII and Table XIII respectively.

F. Qualitative Results

We display a couple examples of our zero-shot detector on the COCO 65/15 testing dataset split in Figure 3. We find our proposed model is able to detect diverse unseen classes under
Fig. 2. Histogram comparison of class frequencies between proposed validation set and typical testing set of COCO 65/15 ZSD class split. The validation set is created by taking the portion of the COCO 2014 training split that is not used in 65/15 ZSD training or testing.

various situations with well refined boxes. The top left image shows our model’s ability accurately detect the unseen class of “bear” despite two instances being obscured by grass and shadow. The top middle image reveals our model’s ability to perform dense zero shot detection as it detects most of the sandwiches while both filtering out similar objects that are not labeled as sandwiches and correctly classifying the hot dog. Lastly the top right image shows our model’s ability to differentiate between multiple similar and overlapping objects of the “train” class against a noisy background. When examining the mistakes of our model displayed in the bottom row, we mainly see an issue with false positives of seen classes being recognized as unseen classes. In the images shown in the bottom row, we see “keyboard” being detected as “mouse,” “person” being detected as “snowboard,” and “dog” being detected as “bear.” We believe that our softmax based class prediction is a cause for this issue since even when a semantic output is dissimilar from a reference class embedding, if it is relatively close compared to other reference embeddings, it may be assigned a high confidence. To address this issue we experimented with a sigmoid based activation where the class confidences would not be dependent on similarity to other class embeddings. This method did not perform well in training because when applying a “temperature” factor similar to that found in temperatured softmax to sigmoid, a majority of gradients vanish due to extremely low gradients on the left and right sides of the activation. Further research will be needed to work to better filter out objects that are not present in the given embedding set from being detected.

G. Further Implementation Details

a) Hyperparameter search.: After conducting pretraining as described in our main paper, we fit detection training parameters for our ZSD-YOLOv5x model using mAP on our proposed COCO 65/15 validation set as the fitness parameter. Our final hyperparameter search values are listed in Table X. Across all dataset splits and evaluation benchmarks, the only change made to hyperparameters is a heuristic increase in temperature value for the Visual Genome ZSD benchmark [1] due to the greater number of classes present.

b) Post-processing.: For our proposed post-processing function, we use the following parameters. NMS-IOU-threshold = 0.4, initial-confidence-threshold = 0.001, second-
Fig. 3. Selected examples of our results for zero shot detection produced by our ZSD-YOLOv5x model on the COCO 65/15 testing set. Well detected images are in the top row while poorly detected images are displayed in the bottom row. Best view in color.

| Method                  | Recall@100 | mAP |
|-------------------------|------------|-----|
| ZSD-YOLOv5x + YOLO-POST | 24.6       | 22.0| 18.5 | 1.64 |
| ZSD-YOLOv5x + ZSD-POST  | 27.8       | 22.3| 15.1 | 1.96 |
| ZSD-YOLOv5x + ZSD-POST+ | 28.6       | 24.4| 18.4 | 1.73 |

H. Visual Genome Ablation

To further verify the efficacy of our proposed post-processing function we perform an additional ablation experiment on the Visual Genome ZSD benchmark [1] to examine how our post-processing affects both Recall@100 and mAP. We present our results in Table XI. We find similar results to those of our COCO ablation experiments with our proposed post-processing performing better under all benchmarks except for Recall@100 IOU=0.6. We believe this is largely because our method factors objectness score less and therefore lower objectness boxes may be favored over higher objectness boxes that typically match with ground truth box more closely in NMS. To address this issue, we also create another post-processing function denoted as ZSD-POST+ in the table. In this operation, we factor objectness into the NMS value by multiplying the maximum similarity value of each class before NMS then only using maximum similarity class values for final confidence. In comparison, our usual proposed post-processing uses only maximum class values for NMS and final confidence scores. For the Visual Genome benchmark we find that this operation provides the best performance under all listed recall benchmarks. While we also experimented with this function on the original COCO benchmarks, we did not find improvements. For example on the COCO 65/15 benchmark [28] we find that this function lowers mAP from 18.3 to 17.6. Therefore, in our main paper we only use the original post processing function, ZSD-POST, as we must transfer all methods across benchmarks with only minor parameter changes.

Confidence values also change depending on the benchmark. Full details and parameters are shown in our code implementation attached.

9Second confidence cutoff applied to confidence values that are equal to the product of objectness score and max class similarity trained via self-labeling and are available in the initial attached release.
TABLE XII
ZSD class AP for unseen classes of COCO 65/15 ZSD split [28] for 4 given YOLO model variants. Note that all methods use both our ZSD tailored post-processing function and self-labeling augmentation. Note that scaling improvements are relatively consistent across class APs showing that typical detector scaling rules can transfer well to our ZSD method.

|         | mean | airplane | train | parking meter | cat | bear | suitcase | frisbee | snowboard | fork | sandwich | hot dog | toilet | mouse | toaster | hair drier |
|---------|------|----------|-------|---------------|-----|------|----------|---------|-----------|------|----------|---------|--------|--------|---------|------------|
| ZSD-YOLOv5x | 18.3 | 18.3    | 32.2   | 2.0 | 36.3 | 54.0 | 10.1 | 29.4 | 39.5 | 15.1 | 11.8 | 7.9 | 12.9 | 3.3 | 1.2 | 0.6 |
| ZSD-YOLOv5m | 17.4 | 23.2    | 29.3   | 6.0 | 32.8 | 50.9 | 6.8 | 27.3 | 36.8 | 13.4 | 10.5 | 7.3 | 10.1 | 5.1 | 0.9 | 0.8 |
| ZSD-YOLOv5s | 14.0 | 15.7    | 24.6   | 6.2 | 28.9 | 46.3 | 5.9 | 21.9 | 29.1 | 8.6 | 7.2 | 3.9 | 7.1 | 4.8 | 0.5 | 0.0 |
| ZSD-YOLOv3   | 16.8 | 20.3    | 28.3   | 4.4 | 30.7 | 50.9 | 9.4 | 26.6 | 40.9 | 10.1 | 9.1 | 6.8 | 10.7 | 2.9 | 1.0 | 0.5 |

TABLE XIII
ZSD class AP for unseen classes of COCO 48/17 ZSD split [1] for 4 given YOLO model variants. Note that all methods use both our ZSD tailored post-processing function and self-labeling augmentation. Note that scaling improvements are relatively consistent across class APs showing that typical detector scaling rules can transfer well to our ZSD method.

|         | mean | airplane | bus | cat | dog | cow | elephant | umbrella | tie | snowboard | skateboard | cup | knife | cake | couch | keyboard | sink | scissors |
|---------|------|---------|-----|-----|-----|-----|----------|----------|-----|-----------|-----------|-----|-------|------|-------|----------|-----|---------|
| ZSD-YOLOv5x | 13.4 | 19.0    | 62.9 | 5.8 | 16.7 | 27.9 | 29.6 | 0.1 | 0.0 | 24.1 | 0.2 | 10.4 | 2.1 | 4.9 | 15.5 | 3.7 | 4.5 | 0.1 |
| ZSD-YOLOv5m | 11.4 | 13.0    | 57.4 | 4.3 | 20.4 | 19.7 | 22.2 | 0.1 | 0.0 | 19.4 | 0.4 | 8.1 | 2.1 | 6.5 | 11.9 | 3.7 | 4.4 | 0.2 |
| ZSD-YOLOv5s | 10.0 | 12.1    | 55.3 | 4.6 | 14.9 | 16.7 | 17.6 | 0.1 | 0.0 | 17.8 | 0.3 | 7.3 | 3.1 | 4.4 | 10.5 | 1.6 | 3.6 | 0.1 |
| ZSD-YOLOv3   | 11.2 | 9.3     | 58.0 | 4.7 | 16.3 | 23.3 | 23.4 | 0.2 | 0.0 | 20.3 | 0.2 | 7.7 | 2.3 | 4.0 | 12.4 | 2.4 | 5.8 | 0.1 |