AEROBATICS OF FLYING SAUCERS
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Abstract. Starting from the observation that a flying saucer is a nonholonomic mechanical system whose 5-dimensional configuration space is a contact manifold, we show how to enrich this space with a number of geometric structures by imposing further nonlinear restrictions on the saucer’s velocity. These restrictions define certain ‘manœuvres’ of the saucer, which we call ‘attacking,’ ‘landing,’ or ‘$G_2$ mode’ manœuvres, and which equip its configuration space with three kinds of flat parabolic geometry in five dimensions. The attacking manoeuvre corresponds to the flat Legendrean contact structure, the landing manoeuvre corresponds to the flat hypersurface type CR structure with Levi form of signature $(1,1)$, and the most complicated $G_2$ manoeuvre corresponds to the contact Engel structure \cite{6,7} with split real form of the exceptional Lie group $G_2$ as its symmetries. A celebrated double fibration relating the two nonequivalent flat 5-dimensional parabolic $G_2$ geometries is used to construct a ‘$G_2$ joystick,’ consisting of two balls of radii in ratio $1:3$ that transforms the difficult $G_2$ manoeuvre into the pilot’s action of rolling one of joystick’s balls on the other without slipping nor twisting.
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1. Introduction

1.1. What is a flying saucer? Let us start with the Wikipedia definition \[11\]:

A flying saucer (also referred to as a flying disc) is a type of described flying craft with a disc or saucer-shaped body, commonly used generically to refer to any anomalous flying object.

In this short note we show that a flying saucer, i.e. a disc-shaped body that can move in 3-space according to natural rules, is an example of an interesting nonholonomic system. In particular, we define certain classes of aerobatics of flying saucers, which equip their configuration spaces with structures of a number of flat parabolic geometries in dimension five. This will include flat Legendrean contact geometry which has \(\mathfrak{sl}(4, \mathbb{R})\) as its Lie algebra of symmetries, as well as a flat \(G_2\) contact geometry with symmetry algebra isomorphic to the split real form of the exceptional Lie algebra \(g_2\).

This paper is concerned with flat models for a saucer’s manoeuvres. It has a companion \[5\] explaining how to obtain non-flat flying saucer configuration spaces from simple geometric data in the 3-space where the saucers navigate.

1.2. Configuration space of a flying saucer. Consider \(\mathbb{R}^3\) with the orthonormal vectors \((\vec{e}_x, \vec{e}_y, \vec{e}_z)\). To specify the position of a flying saucer we need to specify a point \(\vec{r} = x\vec{e}_x + y\vec{e}_y + z\vec{e}_z\) in \(\mathbb{R}^3\), and to chose a unit vector \(\vec{n}\) in \(\mathbb{R}^3\). The point \(\vec{r}\) gives the position of saucer’s center of mass in 3-space. The vector \(\vec{n}\) gives the unit normal to the saucer’s disk. Thus, the unit vector \(\vec{n}\) determines the orientation of the saucer in 3-space. When saucer moves its center of mass may assume any position in space \(\mathbb{R}^3\), and the endpoint of the normal vector to its disk may assume any position on the unit sphere \(S^2\). This shows that the configuration space of the flying saucer is

\[
\mathcal{C} = \mathbb{R}^3 \times S^2.
\]

For the later convenience we recall that in the standard coordinates \((x, y, z)\) in \(\mathbb{R}^3\), and \((\theta, \phi)\) on \(S^2\), the respective volume forms are:

\[
\text{vol}_{\mathbb{R}^3} = dx \wedge dy \wedge dz, \quad \text{vol}_{S^2} = \sin \theta d\theta \wedge d\phi.
\]

Using a unit vector \(\vec{n}\), the volume \(\text{vol}_{S^2}\) can be expressed in a coordinate-free way as:

\[
\text{vol}_{S^2} = \frac{1}{2} (\vec{n} \times d\vec{n}) \wedge d\vec{n}.
\]

This formula can be checked by substituting in it \(\vec{n} = \cos \phi \sin \theta \vec{e}_x + \sin \phi \sin \theta \vec{e}_y + \cos \theta \vec{e}_z\), and comparing it with \(\sin \phi \sin \theta d\theta \wedge d\phi\).

Note that we obviously have:

\[\text{vol}_{S^2} \wedge \text{vol}_{\mathbb{R}^3} \neq 0, \text{ everywhere in } \mathcal{C} = \mathbb{R}^3 \times S^2.\]

1.3. Movement of a flying saucer. A flying saucer, when it moves, describes a curve

\[
\gamma(t) = (\vec{r}(t), \vec{n}(t)) \subset \mathcal{C}
\]

in the configuration space \(\mathcal{C}\). In the following we will only consider piecewise smooth movements of the saucer, corresponding to piecewise smooth curves \(\gamma(t)\).

Because of the split \(\mathcal{C} = \mathbb{R}^3 \times S^2\) the curve \(\gamma(t) = (\vec{r}(t), \vec{n}(t))\) defines two curves \(\gamma_1(t) = \vec{r}(t) \in \mathbb{R}^3\) and \(\gamma_2(t) = \vec{n}(t) \in S^2\).

Consider now the second curve, \(\gamma_2(t)\), and two moments of time \(t\) and \(t + dt\). This corresponds to two unit vectors \(\vec{n}(t)\) and \(\vec{n}(t + dt) = \vec{n}(t) + d\vec{n}(t)\) anchored at the origin in \(\mathbb{R}^3\), corresponding to two orientations, at time \(t\) and \(t + dt\) respectively, of the disk of the saucer in the 3-space. The vector \(\vec{n}(t)\) is orthogonal to the change vector \(d\vec{n}(t)\) because differentiating \(\vec{n}^2(t) = 1\) we get \(\vec{n}(t) d\vec{n}(t) = 0\). Thus, if we consider a movement \(\gamma(t) = (\vec{r}(t), \vec{n}(t))\) of a saucer during which \(\vec{n}(t)\) changes, we have a triple of orthogonal vectors \((\vec{n}(t), d\vec{n}(t), \vec{n}(t) \times d\vec{n}(t))\) attached to every point of the curve \(\gamma_2(t)\). The physical interpretation of the vector \(\vec{n}(t) \times d\vec{n}(t)\) is such that this vector is tangent to the line \(l(t)\) in the plane of the saucer around which the saucer rotates when changing its orientation from the one described by \(\vec{n}(t)\) to the one described by \(\vec{n}(t + dt)\).
1.4. **Flying saucer movement is nonholonomic.** For the purpose of this article we assume that flying saucers cannot move in the direction perpendicular to their disk. Thus our main assumption about the flying saucer moving along the curve
\[
\gamma(t) = (\vec{r}(t), \vec{n}(t))
\]
is that at every moment of the movement we have:
\[
(1.1) \quad \dot{\vec{r}}(t) \perp \vec{n}(t).
\]
This gives a linear restriction on possible velocities of the flying saucer, placing its kinematics in the realm of nonholonomic systems. In terms of the geometry of the configuration space \(C\), the nonholonomic condition \((1.1)\) defines a 4-dimensional distribution \(D\) in \(C\) which at each point \((\vec{r}, \vec{n}) \in C\) is annihilated by the one form
\[
(1.2) \quad \omega^0 = \vec{n} \cdot d\vec{r}.
\]
Here we used the fact that \(d\vec{r}(t) = \dot{\vec{r}}(t)dt\). Of course, we also have \(d\vec{n}(t) = \dot{\vec{n}}(t)dt\), etc.

We end this section with a formal definition of the 4-distribution \(D\) of the admissible velocities:
\[
D = \{ \Gamma(TC) \ni X | X \cdot (\vec{n} \cdot d\vec{r}) = 0 \} = \omega^0^\perp.
\]

1.5. **Naked flying saucer is a contact five manifold.** Calculating the maximal wedge product \(d\omega^0 \wedge d\omega^0 \wedge \omega^0\) of forms obtained naturally from the annihilator \(\omega^0\) of the velocity distribution \(D\) we get:
\[
d\omega^0 \wedge d\omega^0 \wedge \omega^0 =
\]
\[
(d\vec{n} \wedge d\vec{r}) \wedge (d\vec{n} \wedge d\vec{r}) \wedge (\vec{n} \cdot d\vec{r}) = dn_i \wedge dx_j \wedge dn_k \wedge dx_k \wedge n_l dx_l =
\]
\[
- \epsilon_{ijk} n_i dn_j \wedge dn_k \wedge dx \wedge dy \wedge dz = -(\vec{n} \times \vec{n}) \wedge d\vec{n} \wedge dx \wedge dy \wedge dz =
\]
\[-2\text{vol}_{S^2} \wedge \text{vol}_{R^4},
\]
and thus \(d\omega^0 \wedge d\omega^0 \wedge \omega^0\) is never zero on the configuration space \(C\) of the saucer. This means that the rank 4-distribution \(D\) of possible velocities of the saucer is a contact distribution on \(C\).

Let us summarize our considerations in the following proposition.

**Proposition 1.1.** The five-dimensional configuration space \(C = \mathbb{R}^3 \times S^2\) of a flying saucer is naturally a contact manifold \((C, D)\). In the natural coordinates \((\vec{r}, \vec{n})\) in \(C\) the contact distribution \(D\) is given as the annihilator of a field of a 1-form \(\omega^0 = \vec{n} \cdot d\vec{r}\), which is given on \(C\) up to a scale. As with every contact distribution, the distribution \(D\) is equipped with a family of nondegenerate two forms \(\Omega = d\omega^0\), which are given on the distribution also up to a scale.

In the following, occasionally, we will use local coordinates in \(C\). In particular, we will consider an open subset \(C_\ast\) of \(C\) defined by:
\[
C_\ast = \{ C \ni (\vec{r}, \vec{n}) | \vec{n} \cdot \vec{e}_z > 0 \}.
\]
In \(C_\ast\) the points \(\vec{n}\) are taken from the northern hemisphere of \(S^2\). Thus, \(C_\ast\) is diffeomorphic to \(\mathbb{R}^5\),
\[
C_\ast = \mathbb{R}^5,
\]
and as such may be parametrized by five real numbers \((x, y, z, a, b)\). Here
\[
(1.3) \quad x\vec{e}_x + y\vec{e}_y + z\vec{e}_z = \vec{r},
\]
and \((a, b)\) are determined by the requirement that
\[
z = ax + by\text{ is the plane orthogonal to }\vec{n}\text{ and passing through the origin in }\mathbb{R}^3.
\]
In particular we have:
\[
(1.4) \quad \vec{n} = \frac{\vec{N}}{||\vec{N}||}, \quad \vec{N} = -a\vec{e}_x - b\vec{e}_y + \vec{e}_z.
\]
We can easily pass between \((\vec{r}, \vec{n}) \in C_\ast\) and \((x, y, z, a, b) \in \mathbb{R}^5\) using \((1.3)\) and \((1.4)\).
In our parametrization \((x, y, z, a, b)\) of \(\mathcal{C}\), the one form \(\omega^0\) reads:

\[
\omega^0 = \tilde{n} \cdot d\tilde{r} = \frac{dz - adx - bdy}{||N||}
\]

and we can rescale it to obtain:

\[
(1.5) \quad \omega^0 = dz - adx - bdy.
\]

Thus, the parametrization is the standard Darboux parametrization \((x_1, z, p_1)\) of contact forms, which in any odd dimension can be always locally written as \(\omega = dz + p_1 dx_1\). In our case \((x_1, x_2) = (x, y)\) and \((p_1, p_2) = (-a, -b)\). The advantage of using this parametrization is that, in particular we immediately see that:

\[
d\omega^0 \wedge \omega^0 = 2 dx \wedge dy \wedge da \wedge db \wedge dz \neq 0.
\]

The distribution \(\mathcal{D}\) is crucial to describe the process of controlling a flying saucer. If \((E_1, E_2, E_3, E_4)\) are vector fields that \emph{locally span} \(\mathcal{D}\) and the curve \(\gamma(t) \subset \mathcal{C}\) is the trajectory of the saucer, then the \emph{velocity} of the saucer \(\dot{\gamma}(t)\) must be of the form

\[
\dot{\gamma}(t) = u_1(t)E_1 + u_2(t)E_2 + u_3(t)E_3 + u_4(t)E_4.
\]

The functions \((u_1(t), u_2(t), u_3(t), u_4(t))\) are called the \emph{controls} of the saucer.

In our parametrization of \(\mathcal{C}\), we have:

\[
\mathcal{D} = \text{Span}(E_1, E_2, E_3, E_4),
\]

where

\[
E_1 = \partial_z + a \partial_x, \quad E_2 = \partial_y + b \partial_x, \quad E_3 = \partial_b, \quad E_4 = \partial_a.
\]

In the following sections we will use the directions \(\tilde{n}(t)\) and \(d\tilde{n}(t)\), which at every moment of time are defined by the curve \(\gamma(t) \subset \mathcal{C}\), to describe two different classes of movements of a flying saucer. We will call these movements ‘attacking mode aerobatics’ and ‘landing mode aerobatics’, respectively. They will be described in Sections 2.3.

If there are no further restrictions on the movement of the saucer its \emph{pilot can use the engines} to profile the control functions \((u_1(t), u_2(t), u_3(t), u_4(t))\) properly, to give a desired shape of his trajectory \(\gamma_1(t) = \tilde{r}(t)\) in 3-space \(\mathbb{R}^3\). Since the distribution \(\mathcal{D}\) is contact, he is assured by the Chow-Raszewski theorem, that by staying on paths which are always tangent to \(\mathcal{D}\), he can move his saucer from any point in the configuration space \(\mathcal{C}\) to any other point.

To make the life of a pilot of a flying saucer more adventurous, we will now make further restrictions on the manoeuvres. This will be \emph{aerobatic} manoeuvres of the flying saucer, which will relate its velocity \(\dot{r}(t)\) in space to its locally orthogonal frame given by \(\tilde{n}(t), d\tilde{n}(t), \tilde{n}(t) \times d\tilde{n}(t)\). We assume that the pilot of a saucer can observe the data given by

\[
c(t) = (\tilde{r}(t), \tilde{n}(t), \dot{\tilde{r}}(t), \dot{\tilde{n}}(t), \tilde{n}(t) \times \dot{\tilde{n}}(t))
\]
on the instruments of the saucer, and that he can use his controls to impose appropriate relations between the components of the vector \(c(t)\). We call this relations \emph{aerobatics}.

2. Attacking mode aerobatics - 5-dimensional Legendrean contact structure

An \emph{attacking mode aerobatic manoeuvre} consists in a movement of a flying saucer in such a way that the the speed \(\dot{r}(t)\) of the saucer in 3-space is, at every moment of time, parallel to the line in the plane of the saucer around which the saucer is momentarily rotating. More formally: in an attacking mode aerobatic manoeuvre, at every moment \(t\) of time, \emph{the speed \(\dot{r}(t)\) of the saucer in 3-space is parallel to the line defined by the vector \(\tilde{n}(t) \times d\tilde{n}(t)\)}. Recall that the vector \(\tilde{n}(t) \times d\tilde{n}(t)\) is always in the plane of the saucer, so this rule alone implies that \(\dot{r} \perp \tilde{n}\). Thus the movement during the attacking mode aerobatic manoeuvre automatically satisfies the nonholonomic constraint stating that the corresponding curve in the configuration space is tangent to \(\mathcal{D}\).

In physical terms this rule says that at the moment when the saucer spins around the line tangent to \(\tilde{n}(t) \times d\tilde{n}(t)\), its center of mass has velocity along this line. An example of such a movement is a movement of a rifle bullet, which spins around the axis determined by the tangent to its trajectory.
If the pilot of a saucer does only attacking mode aerobatics his configuration space \( C \) is equipped with a richer structure than just \( (C, D) \).

2.1. **Conformal metric on the distribution.** The *attacking mode aerobatics rule* says that at every moment of time \( t \) we have:

\[
d\tilde{r}(t) \parallel (\tilde{n}(t) \times d\tilde{n}(t)).
\]

This means that the cross product of the two vectors \( d\tilde{r} \) and \( \tilde{n} \times d\tilde{n} \) is zero:

\[
d\tilde{r} \times (\tilde{n} \times d\tilde{n}) = 0.
\]

An identity from the vector calculus then yields:

\[
0 = d\tilde{r} \times (\tilde{n} \times d\tilde{n}) = (d\tilde{r} \cdot d\tilde{n})\tilde{n} - (\tilde{n} \cdot d\tilde{n}) d\tilde{n}.
\]

Since on the distribution \( D \) the form \( \omega^0 = \tilde{n} \cdot d\tilde{r} \equiv 0 \), we get

\[
(d\tilde{r} \cdot d\tilde{n})\tilde{n} = 0,
\]

which leads to the conclusion that the saucer performs the attacking mode aerobatic manoeuvre if and only if its path \((\tilde{r}(t), \tilde{n}(t))\) in the configuration space satisfies the following conditions:

\[
\dot{\tilde{r}} \cdot \dot{\tilde{n}} = 0.
\]

Of course we need also to satisfy the tangency to the distribution condition, which means that

\[
\tilde{n} \cdot \dot{\tilde{r}} = 0.
\]

Because of this condition, not all components \((\tilde{x}, \tilde{y}, \tilde{z})\) of the vector \( \tilde{r} \) are independent. Since \( \tilde{n} \) is unital at every moment of time at least one of its components \((n_x, n_y, n_z)\) does *not* vanish. Without loss of generality we can assume that at the moment \( t \) the component \( n_z \neq 0 \). Then multiplying equation (2.2) by \( n_z \) we get:

\[
0 = n_z \dot{\tilde{r}} \cdot \tilde{n} = n_z (\dot{x}n_x + \dot{y}n_y) + n_x \dot{n}_z + n_y \dot{n}_z = n_z (\dot{x}n_x + \dot{y}n_y) + \dot{\tilde{n}}_z (-n_x \dot{x} - n_y \dot{y}),
\]

where we have used the tangency to the distribution condition \( n_z \dot{z} = -n_x \dot{x} - n_y \dot{y} \). This eventually shows that

\[
(n_x \dot{n}_x - n_x \dot{n}_z)\dot{x} - (n_y \dot{n}_y - n_z \dot{n}_y)\dot{y} = 0. \tag{2.3}
\]

This is nothing but the condition for the vanishing of the \( z \) component of the equation (2.1). But the above analysis ensures that, on the open set in \( C \) in which \( n_z \neq 0 \), the conditions for vanishing of the two other components of (2.1), which *a priori* may be different from the vanishing of the \( z \) component, are actually equivalent to the condition (2.3). If \( n_z > 0 \) we can use our parametrization in which \((\tilde{r}, \tilde{n}) = (x, y, z, a, b)\). In this parametrization

\[
\dot{\tilde{n}} = -(\dot{a} + f \dot{a})\vec{e}_x - (\dot{b} + f \dot{a})\vec{e}_y + \dot{f} \vec{e}_z, \quad \text{with} \quad f = \frac{1}{\sqrt{1 + a^2 + b^2}}.
\]

Hence

\[
n_z \dot{n}_x - n_x \dot{n}_z = -f^2 \dot{a}, \quad n_y \dot{n}_z - n_z \dot{n}_y = f^2 \dot{b},
\]

and the equation (2.3) becomes equivalent to:

\[
\dot{a} \dot{x} + \dot{b} \dot{y} = 0. \tag{2.4}
\]

This equation can be interpreted as follows: a saucer performs an attacking mode aerobatic manoeuvre if its trajectory \( \gamma(t) = (x(t), y(t), z(t), a(t), b(t)) \) in the configuration space is tangent to \( D \) and is a *null curve* in a split-signature metric

\[
g = 2(dx da + dy db) \quad \text{defined on} \ D. \tag{2.5}
\]

Note that the nullity condition (2.4) equips \( D \) with a *conformal class of metrics* \( [g] \) rather, then just a single metric \( g \). Having defined this conformal class, one can forget about the physical definition of the attacking mode aerobatic manoeuvre, as we defined it in terms of the geometry in the 3-space, and simply say that the *a saucer performs attacking mode aerobatic manoeuvre if and only if its trajectories in the configuration*
space are tangent to $\mathcal{D}$ and null with respect to $[g]$. We stress that the conformal class $[g]$ is only defined on $\mathcal{D}$. There, it can be represented in a coordinate free way by
\begin{equation}
    g = d\vec{r} \cdot d\vec{n}.
\end{equation}
Thus, when a pilot of a flying saucer is capable of performing attacking mode aerobatic manoeuvres, the configuration space $\mathcal{C}$ of his saucer is equipped with a contact subconformal split signature geometry. The word contact refers to the contact distribution $\mathcal{D}$, and the words subconformal split signature refers to the structure $[g]$ associated with the conformal class of a metric $g$, which on $\mathcal{D}$ has split signature $(+,-,-,-)$.  

**2.2. Structure group of the contact subconformal structure.** Since in our parametrization the contact form $\omega^0$ can be chosen so that
\begin{equation}
\omega^0 = dz - dx - bdy,
\end{equation}
than we have $\Omega = d\omega^0 = dx \wedge da + dy \wedge db$. This enables us to introduce one forms
\begin{equation}
\omega^i = dx, \quad \omega^2 = dy, \quad \omega^3 = db, \quad \omega^4 = da
\end{equation}
such that
\begin{equation}
\begin{aligned}
g &= g_{ij} \omega^i \omega^j = 2(\omega^1 \omega^4 + \omega^2 \omega^3), \\
\Omega &= \frac{1}{2} \Omega_{ij} \omega^i \wedge \omega^j = \omega^4 \wedge \omega^1 + \omega^2 \wedge \omega^3.
\end{aligned}
\end{equation}
Here, and in the following, the Latin indices $i,j,k,l$ run through the numbers $1,2,3,4$.  

Note that
\begin{equation}
\omega^0 \wedge \omega^1 \wedge \omega^2 \wedge \omega^3 \wedge \omega^4 \neq 0,
\end{equation}
hence we have a coframe $(\omega^0, \omega^1, \omega^2, \omega^3, \omega^4)$ on $\mathcal{C}_>$. 

The subconformal contact geometry $(\mathcal{M}, \mathcal{D}, [g], [\Omega])$ is then defined on $\mathcal{M}$ by classes of metrics $[g]$ on $\mathcal{D}$ related to $g$ via the equivalence relation
\begin{equation}
\bar{g} \sim g \iff \bar{g} = f_1 g, \quad f_1 > 0,
\end{equation}
and by classes of 2-forms $[\Omega]$ on $\mathcal{D}$ related to $\Omega$ via the equivalence relation
\begin{equation}
\bar{\Omega} \sim \Omega \iff \bar{\Omega} = f_2 \Omega, \quad f_2 > 0.
\end{equation}
Since both $g$ and $\Omega$ are only defined on the distribution $\mathcal{D}$, and since they, as well as $\omega^0$, are only defined up to scales, then the coframe $(\omega^0, \omega^1, \omega^2, \omega^3, \omega^4)$ is defined up to the following transformations:
\begin{equation}
\begin{aligned}
\omega^0 &\mapsto \bar{\omega}^0 = \alpha \omega^0, \\
\omega^i &\mapsto \bar{\omega}^i = \alpha^i_j \omega^j + \beta^i \omega^0
\end{aligned}
\end{equation}
with $\alpha \det(\alpha^i_j) \neq 0$ and with
\begin{equation}
\begin{aligned}
\alpha^k_i \alpha^l_j g_{kl} &= c_1 g_{ij} & &\& & \alpha^k_i \alpha^l_j \Omega_{kl} &= c_2 \Omega_{ij}, & &c_1 c_2 \neq 0.
\end{aligned}
\end{equation}
The $4 \times 4$ matrices $(\alpha^i_j)$ must satisfy (2.9) to preserve $g$ and $\Omega$ up to scales on $\mathcal{D}$. Before these equations were imposed, at each point of $\mathcal{C}$, the matrices $(\alpha^i_j)$ have values in the structure group of $\mathcal{D}$, which is just the full general linear group $G = GL(4, \mathbb{R})$. Equations (2.9) reduce this group to a subgroup $G_0$ which we determine now. We do it by looking at the Lie algebra of $G_0$. 

We write the matrix $(\alpha^i_j)$ in the form $(\alpha^i_j(s)) = (\exp(s Y^i_j))$ and then take the derivative $\frac{d}{ds}|_{s=0}$ on both sides of the equations (2.9). This results in the following linear equations for the matrices $(Y^i_j)$ generating the Lie algebra of $G_0$:
\begin{equation}
Y^k_i g_{kj} + Y^k_j g_{ik} = f_1 g_{ij} & \& \& Y^k_i \Omega_{kj} + Y^k_j \Omega_{ik} = f_2 \Omega_{ij}.
\end{equation}
It follows that the space of solutions to the equations (2.10) is 5-dimensional. It is equipped with the structure of a 5-dimensional Lie algebra with the commutator as the usual commutator of $4 \times 4$ matrices. This Lie algebra is the Lie algebra $\mathfrak{g}_0$ of the reduced by (2.10) structure group $G_0$. We describe it in full detail in the following proposition.
Proposition 2.1. The Lie algebra of $\mathfrak{g}_0$ that preserves the forms $g$ and $\Omega$ up to scales is:

$$\mathfrak{g}_0 = \text{Span}_\mathbb{R}(Y_1, Y_2, Y_3, Y_5),$$

where the generators $Y_A$ are the matrices:

$$Y_1 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad Y_2 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad Y_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \end{pmatrix},$$

(2.11)

$$Y_4 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad Y_5 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = \text{Id}.$$

The commutation relations are

$$[Y_1, Y_2] = 2Y_2, \quad [Y_1, Y_3] = -2Y_3, \quad [Y_2, Y_3] = Y_1,$$

and modulo the antisymmetry all the other commutators vanish.

Thus,

$$\mathfrak{g}_0 = \text{SL}(2, \mathbb{R}) \oplus \mathbb{R}^2 \subset \text{GL}(4, \mathbb{R}).$$

Remark 2.2. Note that the obtained 4-dimensional representation of the reduced structure Lie algebra $\mathfrak{g}_0$ of the distribution $\mathcal{D}$ is reducible! The representation space $\mathbb{R}^4$ decomposes into $\mathbb{R}^4 = \mathbb{R}^2 \oplus \mathbb{R}^2$, with the two $\mathfrak{g}_0$-invariant subspaces given as eigenspaces of a $\mathfrak{g}_0$-invariant operator

$$K = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = Y_4.$$

Since $[K, Y_i] = 0$ for all $i = 1, 2, \ldots, 5$, and since $K^2 = \text{Id}$, then the two $\mathfrak{g}_0$-invariant vector subspaces of $\mathbb{R}^4$ are eigenspaces of $K$ with the respective eigenvalues 1 and -1. Note that all $Y_i$s, $i = 1, 2, \ldots, 5$, have block diagonal form

$$Y_i = \begin{pmatrix} A_i & 0 \\ 0 & B_i \end{pmatrix},$$

where $A_1$ and $B_1$ are $2 \times 2$ real matrices!

By exponentiation of the generators $Y_i$ of $\mathfrak{g}_0$ given in Proposition 2.1 we obtain the group elements of $G_0$. This leads to the following $G$-structure on the configuration space $\mathcal{C}$ of a flying saucer capable of performing attacking mode aerobatics.

Definition 2.3. The subconformal contact geometry $(\mathcal{C}, [g], [\Omega])$ on the configuration space $\mathcal{C}$ of a flying saucer capable of performing attacking mode aerobatics consists of a coframe $(\omega^\mu)$, $\mu = 0, 1, \ldots, 4$, on $\mathcal{C}$, with local representative

$$\omega^\mu = (dz - adx - bdy, dx, dy, db, da),$$

which is given up to the following transformations

$$\begin{pmatrix} \bar{\omega}^0 \\ \bar{\omega}^1 \\ \bar{\omega}^2 \\ \bar{\omega}^3 \end{pmatrix} = \begin{pmatrix} s_6 & 0 & 0 & 0 \\ s_7 & s_1 & s_2 & 0 \\ s_8 & s_3 & s_4 & 0 \\ s_9 & 0 & 0 & s_5 s_1 - s_5 s_2 \\ s_{10} & 0 & 0 & -s_5 s_3 + s_5 s_4 \end{pmatrix} \begin{pmatrix} \omega^0 \\ \omega^1 \\ \omega^2 \\ \omega^3 \end{pmatrix}.$$

(2.12)

The functions $s_1, s_2, \ldots, s_{10}$ appearing here must satisfy $(s_1 s_4 - s_2 s_3) s_5 s_6 \neq 0$ at each point of $\mathcal{C}$. The classes $[g]$ and $[\Omega]$ are then represented by the metric $\bar{g} = 2(\bar{\omega}^1 \bar{\omega}^4 + \bar{\omega}^2 \bar{\omega}^3)$ and by the 2-form $\bar{\Omega} = \bar{\omega}^1 \wedge \bar{\omega}^4 + \bar{\omega}^2 \wedge \bar{\omega}^3$, respectively.
2.3. **Legendrean contact structure.** We now return to Remark 2.2 in which we observed that the subconformal contact structure \( ([g], [Ω]) \) defines the Lie algebra \( g_0 \) in the reducible representation, with the operator \( K \) which at every point \( [r, τ] \in C \) splits the 4-dimensional vector space \( D([r, τ]) \) of the distribution \( D \) onto 2-dimensional eigenspaces of \( K \). The invariant operator \( K \) is entirely defined in terms of the classes \( ([g], [Ω]) \) defining the subconformal contact structure on \( C \). To see this in a more geometric way than in the algebraic one described by Remark 2.2 choose representatives \( g \) and \( Ω \) of their respective conformal classes \( [g] \) and \( [Ω] \) given by (2.7) and (2.8). Define \( K \) on \( D \) via the equation:

\[
(2.13) \quad \bar{g}(K, ·) = Ω(·, ·)
\]

or, since \( g \) is invertible on \( D \), via:

\[
\bar{K}^i_j = g^{ik}Ω_{kj}.
\]

Then a short calculation shows that in a basis \( (ω^i), i = 1, 2, 3, 4 \), as defined in Section 2.2, the operator \( \bar{K} \) is:

\[
\bar{K} = \frac{f_2}{f_1}Y_4.
\]

In particular, its square is proportional to the identity, \( \bar{K}^2 = \frac{f_2^2}{f_1^2}Id \). This defines \( K \), modulo a sign, by the condition that \( \bar{K}^2 = Id \) and \( K := \bar{K} \). For this \( f_2^2 = f_1^2 \), which always can be solved.

Now, because \( K : D \to D \) is such that \( K^2 = Id \), it makes the split:

\[
D = D^+ ⊕ D^-,
\]

with

\[
KD^± = ±D^±,
\]

and one can check that both \( D^± \) have rank 2. It is easy to see that the metric \( g \), when restricted to each of the spaces \( D^± \) separately, identically vanishes. Thus these spaces are *totally null* with respect to \( g \). Also \( Ω \) restricted to each of the spaces \( D^± \) identically vanishes. Thus both \( D^± \), as having rank 2, are Lagrangean in \( Ω \). This equips the configuration space \( C \) of a flying saucer with the so called Legendrean contact structure, see [4], Section 4.2.3.

For the reader not familiar with the monograph [4] we recall that a \((2n + 1)\)-dimensional manifold \( M \) is equipped with a Legendrean contact structure \((D, D^±)\) iff

- \( D \) is the annihilator of a contact one form form \( ω^0 \) on \( M \), i.e. a one form such that

\[
dω^0 ∧ ... ∧ dω^0 ∧ ω^0 ≠ 0,
\]

- we have distinguished split: \( D = D^+ ⊕ D^- \),
- and the spaces \( D^± \) are Lagrangean i.e. each of them has rank \( n \) and the form \( Ω = (dω^0)|_D \) when restricted to them identically vanishes, \( Ω|_{D^±} ≡ 0 \).

In special situations Legendrean contact structures \((D, D^±)\) can originate from *split signature* conformal structures \([g]\) on \( D \). This happens when in the class \([g]\) and in the conformal class of symplectic forms \([Ω = dω^0]\) on \( D \) there exist respective \( g' \) and \( Ω' \) such that the linear operator \( K : D \to D \) defined via:

\[
K^i_j = g'^{ik}Ω'_{kj}
\]

squares to the identity on \( D \), \( K^2 = Id_D \), and has the plus/minus-one-eigenvalues with the eigenspaces of the same dimension. In such case we will say that the split signature conformal structure \([g]\) on \( D \) is *compatible* with the contact structure \([ω^0 = D^±]\) on \( D \).

In this sense, a flying saucer equipped with the attacking mode aerobatic manoeuvre naturally acquires a conformal structure \([g]\) on its velocity distribution \( D \) which is compatible with the contact structure given by \( D \).

From now on, when talking about Legendrean contact structures we will restrict to the structures coming from pairs \((D, [g])\) with the split signature conformal structure \([g]\) compatible with the contact structure of \( D \). We therefore may replace the symbol \( D \) of the distribution with the symbol \([ω^0] \), which denotes the class
of a contact one form $\omega^0$ given on $M$ up to a scale and, instead of writing $(M, D, D^\bot)$ for such Legendrean contact structures, we will write $(M, [\omega^0], [g])$.

Often one asks about *equivalences between Legendrean contact structures*. In particular, in our case of two such structures $(M, [\omega^0], [g])$ and $(M, [\bar{\omega}^0], [\bar{g}])$ are locally equivalent iff there exists a local diffeomorphism $\phi : M \rightarrow \bar{M}$ such that

$$\phi^*\bar{\omega}^0 = f\omega^0$$

$$\phi^*\bar{g} = hg + \tau \omega^0$$

with nonvanishing function $f$ and $h$ on $M$ and with a certain one form $\tau$ on $M$. Local self-equivalences for $(M, [\omega^0], [g])$, are called local symmetries of $(M, [\omega^0], [g])$.

Infinitesimal versions of local symmetries are *infinitesimal symmetries*. These are vector fields $X$ on $(M, [\omega^0], [g])$ such that

$$L_X \omega^0 = p\omega^0$$

$$L_X g = qg + \mu \omega^0$$

with functions $p$, $q$ and with a certain one form $\mu$ on $M$. It follows that infinitesimal symmetries of a Legendrean contact structure $(M, [\omega^0], [g])$ form a Lie algebra - a Lie algebra of symmetries of $(M, [\omega^0], [g])$. It is also known that there exists locally nonequivalent Legendrean contact structures, and that among all Legendrean contact structures of a given dimension, there is a unique (modulo local equivalence) Legendrean contact structure with the highest dimension of its Lie algebra of Local symmetries. This unique structure is called the flat Legendrean contact structure, and in dimension $(2n + 1)$ of $M$ its Lie algebra of symmetries is isomorphic to the simple Lie algebra $\mathfrak{sl}(2n, \mathbb{R})$ of dimension $4n^2 - 1$.

### 2.4. Legendrean contact structure for an attacking mode aerobatic manœuvre

Let us summarize our considerations about the geometry of the configuration space of a flying saucer that is equipped to perform attacking mode aerobatic manoeuvres.

**Proposition 2.4.** The configuration space $C$ of a flying saucer in attacking mode is naturally equipped with a 5-dimensional Legendrean contact structure $(C, [\omega^0], [g])$. Here $\omega^0$ defines the contact distribution $D = (\omega^0)^\bot$, and $[g]$ is the manœuvre induced split signature conformal structure $[g]$ defined on $D = (\omega^0)^\bot$ and compatible with the contact structure of $D$. In the natural coordinates $(\vec{r}, \vec{n})$ in $C = \mathbb{R}^3 \times S^2$ the contact structure is defined via the contact one form

$$\omega^0 = \vec{n} \cdot d\vec{r},$$

and the conformal structure $[g]$ is represented by $g$ with

$$g = (d\vec{r} \cdot d\vec{n})_{|D}.$$  

The attacking mode aerobatic manœuvre consists in a movement of a saucer along the trajectories in $C$ tangent to $D$ and null with respect to $[g]$.

It is interesting to characterize the Legendrean contact structure $(C, [\omega^0], [g])$ of a flying saucer with attacking mode aerobatic manoeuvres among all the Legendrean contact structures in dimension 5. For this we determine the algebra of symmetries of $(C, [\omega^0], [g])$.

Working in our parametrization of $C_{>}$ we want to find all vector fields

$$X = A_1 \partial_x + A_2 \partial_y + A_3 \partial_z + A_4 \partial_a + A_5 \partial_b$$

on $C_{>}$ such that the equations (2.14) hold with

$$\omega^0 = dz - adx - bdy$$

and

$$g = 2(dxda + dydb).$$

Using Ian Anderson’s wonderful Maple Differential Geometry Package we easily find 15 symmetries. We have the following proposition.
Proposition 2.5. The following 15 linearly independent vector fields are symmetries of the attacking mode aerobatics Legendrean contact structure \( \mathcal{L}_\omega \) :  
\[
X_1 = \mathbf{z}(\mathbf{x} \partial_x + \mathbf{y} \partial_y + z \partial_z) + (\mathbf{z} - ax - by) \partial_a \\
X_2 = \mathbf{x}(\mathbf{x} \partial_x + \mathbf{y} \partial_y + z \partial_z) + (\mathbf{z} - ax - by) \partial_a \\
X_3 = -z \partial_y + b(\partial_a + b \partial_b) \\
X_4 = -x \partial_y + b \partial_a \\
X_5 = -z \partial_x + a(\partial_a + b \partial_b) \\
X_6 = -x \partial_x + a \partial_a \\
X_7 = x \partial_z + \partial_a \\
X_8 = y(\mathbf{x} \partial_x + \mathbf{y} \partial_y + z \partial_z) + (\mathbf{z} - ax - by) \partial_b \\
X_9 = -y \partial_x + a \partial_b \\
X_{10} = x \partial_z + z \partial_z + b \partial_b \\
X_{11} = y \partial_z + \partial_b \\
X_{12} = x \partial_x + y \partial_y + z \partial_z \\
X_{13} = \partial_y \\
X_{14} = \partial_x \\
X_{15} = \partial_z.
\]

Remark 2.6. It is worth noting that out of these 15 symmetries 8 of them, namely  
\[X_4, X_6, X_7, X_9, X_{11}, X_{13}, X_{14}, X_{15},\]

preserve \( \omega^0 \) and \( g \) exactly. For these \( X \) we have \( \mathcal{L}_X \omega^0 = 0 \) and \( \mathcal{L}_X g = 0 \). Vectors \( X_{10} \) and \( X_{12} \) correspond to homotheties for \( \omega^0 \) and \( g \). For them we have \( \mathcal{L}_X \omega^0 = \omega^0 \) and \( \mathcal{L}_X g = g \). The remaining 5 symmetries, namely \( X_1, X_2, X_3, X_5, X_8 \), are proper conformal contact Killings for \( g \). By this we mean that both \( q \) and \( \mu \) appear as nonzero factors in the equations \([2.14]\) for these 5 vector fields \( X \).

Since Proposition 2.5 explicitly gives 15 symmetries of \( (\mathcal{L}_\omega, 0, [dz - adx - bdy], [dx + dy + db]) \), and 15 is the dimension of the Lie algebra \( \mathfrak{sl}(4, \mathbb{R}) \) which is the algebra of symmetries of the flat Legendrean structure in dimension 5, one immediately suspects that the attacking mode aerobatics Legendrean conformal structure is flat. That this is real is the case requires a bit of structural theory. Anderson’s Maple Package shows that the algebra defined by \( (X_1, X_2, \ldots, X_{15}) \) is simple and finds the Cartan subalgebra, which turns out to have rank 3. Then further classification procedures shows that its Cartan matrix is of type \( A \). To realize that the symmetry Lie algebra is the \( \mathfrak{sl}(4, \mathbb{R}) \) real form of \( A_3 \) we calculate the signature of the Killing form. Comparing this with the signatures of the Killing forms of the standard models of real forms of \( A_3 \) realized as \( 4 \times 4 \) matrices we eventually prove the following theorem:

Theorem 2.7. The configuration space \( \mathcal{C} \) of the flying saucer equipped to perform standard aerobatic manoeuvres is the flat 5-dimensional Legendrean contact structure. As such it has \( \mathfrak{sl}(4, \mathbb{R}) \) Lie algebra as the algebra of its symmetries.

3. Landing mode aerobatics - 5-dimensional CR structure

There is another manoeuvre of a flying saucer which mathematically is very similar to the attacking mode aerobatic manoeuvre.

We say that a landing mode aerobatic manoeuvre is a movement of the flying saucer which respects the following rule: at every moment the speed \( \mathbf{v}(t) \) of the saucer in 3-space is orthogonal to both \( n(t) \) and the line \( l(t) \). This is the same as saying that the velocity \( \mathbf{v}(t) \) of the saucer in 3-space is parallel to the line \( l(t) \).

Once the pilot of a saucer learns this manoeuvre, we have a similar situation as with the attacking mode manoeuvre case: the configuration space \( (\mathcal{C}, \mathcal{D}) \) of his saucer is equipped with an additional structure. This structure is as follows.
3.1. Five dimensional Cauchy-Riemann structure. The landing mode aerobatics rule says that at every moment of time \( t \) we have:
\[
\dot{\mathbf{r}}(t) \parallel l^\perp(t).
\]
In our coordinates \((x, y, z, a, b)\) this means that the 3-space speed vector \((\dot{x}, \dot{y}, \dot{z})\) of the saucer is parallel in 3-space to the vector \((1 + b^2)\dot{a} - ab\dot{b}, (1 + a^2)\dot{b} - ab\dot{a}, a\dot{a} + b\dot{b}\) tangent to \( l^\perp(t) \). This means that the cross product of these two vectors is zero:
\[
(\dot{x}, \dot{y}, \dot{z}) \times ((1 + b^2)\dot{a} - ab\dot{b}, (1 + a^2)\dot{b} - ab\dot{a}, a\dot{a} + b\dot{b}) = 0.
\]
And now, again, the \textit{a priori} three conditions, which are implied by this equation reduce to only one scalar equation owing to:
\[
\dot{z} - ax - by = 0.
\]
This single scalar equation equivalent to (3.1) reads:
\[
((1 + a^2)\dot{b} - ab\dot{a})x - ((1 + b^2)\dot{a} - ab\dot{b})\dot{y} = 0.
\]
This defines a \textit{conformal metric}
\[
\hat{g} = 2((1 + a^2)\dot{b} - ab\dot{a})dx - 2((1 + b^2)\dot{a} - ab\dot{b})dy
\]
on the distribution \( \mathcal{D} \). Clearly, it has \([+, +, −, −, −]\) signature on \( \mathcal{D} \).

So now again we realize the aerobatic trajectories, the landing mode ones this time, as \textit{null curves} in a \textit{class of split signature metrics on the distribution}. There is, however an important difference:

Let us use the same basis forms on \( \mathcal{C} \), as in Section 2.2. Let \( e^i \) be the duals to \( \omega^i \), i.e. \( e_i \cdot \omega^j = \delta^i_j \), \( e_i \cdot \omega^0 = 0 \). If we consider, as before, an operator \( K = K^i_j e_i \otimes \omega^j \), defined by the metric
\[
g = g_{ij} \omega^i \omega^j
\]
from (3.2), and the symplectic form on the distribution
\[
\Omega = d\omega^0 = \frac{1}{2} \Omega_{ij} \omega^i \wedge \omega^j = dx \wedge da + dy \wedge db,
\]
via
\[
K^i_j = g^{ik} \Omega_{kj},
\]
we discover that now:
\[
K^2 = \frac{1}{1 + a^2 + b^2} \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]
Thus, after appropriate rescaling of \( g \) and \( \Omega \) we have now an operator \( K \) on the contact distribution \( \mathcal{D} \) that squares to the \textit{minus} identity,
\[
K^2 = -id.
\]
This equips \((\mathcal{C}, \mathcal{D})\) with a 5-dimensional \textit{CR structure} of hypersurface type. To check what is the signature of its Levi form we write down the rescaled \( K \) explicitly, as
\[
K = \frac{1}{\sqrt{1 + a^2 + b^2}} \begin{pmatrix}
-ab & -(1 + b^2) & 0 & 0 \\
1 + a^2 & ab & 0 & 0 \\
0 & 0 & ab & -(1 + a^2) \\
0 & 0 & 1 + b^2 & -ab
\end{pmatrix}.
\]
Its \( \pm i \) eigenspaces \( \mathcal{D}_\pm \) (which are subspaces of the \textit{complexification} \( \mathcal{D}^C \) of \( \mathcal{D} \)) are
\[
\mathcal{D}_\pm = \text{Span}( \pm i(1 + a^2)\partial_x + (\sqrt{1 + a^2} + b^2 \pm iab)\partial_y, \pm i(1 + b^2)\partial_x + (\sqrt{1 + a^2} + b^2 \mp iab)\partial_y ).
\]
Introducing a basis \((Z_1, Z_2, \bar{Z}_1, \bar{Z}_2)\) in the complexification of \( \mathcal{D} \) as:
\[
Z_1 = i(1 + a^2)\partial_x + (\sqrt{1 + a^2} + b^2 + iab)\partial_y, \quad Z_2 = i(1 + b^2)\partial_x + (\sqrt{1 + a^2} + b^2 - iab)\partial_y,
\]
\[
\bar{Z}_1 = -i(1 + a^2)\partial_x + (\sqrt{1 + a^2} + b^2 - iab)\partial_y, \quad \bar{Z}_2 = -i(1 + b^2)\partial_x + (\sqrt{1 + a^2} + b^2 + iab)\partial_y,
\]
with the respective dual basis \((\sigma^1, \sigma^2, \sigma^3, \sigma^4)\), \(Z_{A} \cdot \sigma^b = \delta^A_b\), we see that the symplectic form \(\Omega\) on the distribution \(\mathcal{D}\) reads:

\[
\Omega = L_{A\bar{B}} \sigma^A \wedge \sigma^\bar{B} = -C \sigma^1 \wedge \sigma^2 - \bar{C} \sigma^1 \wedge \sigma^2,
\]

with

\[
C = 2(1 + a^2 + b^2 + i a b \sqrt{1 + a^2 + b^2}).
\]

The \(2 \times 2\) complex valued matrix \(L = (L_{A\bar{B}})\) represents the Levi form of the corresponding CR structure, and it reads

\[
L_{A\bar{B}} = \begin{pmatrix} 0 & -C \\ -\bar{C} & 0 \end{pmatrix}.
\]

It obviously has signature \((1, 1)\).

With this, we conclude that the configuration space \((\mathcal{C}, \mathcal{D})\) of a flying saucer equipped with the landing mode aerobatic manoeuvre is a 5-dimensional CR structure of hypersurface type with Levi form of signature \((1, 1)\).

We are thus in an interesting situation:

- the attacking mode aerobatic manoeuvre equips the configuration space \((\mathcal{C}, \mathcal{D})\) of a flying saucer with 5-dimensional Legendrean contact structure,
- but the landing mode aerobatic manoeuvre equips this configuration space with a CR structure (to see that it is integrable refer to \([3]\)).

We recall that the Legendrean structure associated with the attacking mode manoeuvre is flat, and as such has 15-dimensional group of symmetries. It is therefore natural to ask about the dimension of the Lie algebra of symmetries of the landing mode CR structure. In full analogy with the previous case we have the following proposition.

**Proposition 3.1.** The symmetry algebra of the CR structure

\[
\left( \mathcal{C}, \mathcal{D}, [dz - adx - bdy], \left((1 + a^2)db - abda\right)dx - \left((1 + b^2)da - abdb\right)dy \right)
\]

is the 15-dimensional Lie algebra \(su(2, 2)\). It is spanned by the following 15 vector fields on \(\mathcal{C}_{\infty}:

\[
\begin{align*}
X_1 &= -z(x\partial_x + y\partial_y) + \frac{1}{2}(x^2 + y^2 - z^2)\partial_z + ((1 + a^2)x + aby)\partial_a + ((1 + b^2)y + abx)\partial_b \\
X_2 &= \frac{1}{2}(y^2 + z^2 - x^2)\partial_x - x(y\partial_y + z\partial_z) - ((1 + a^2)z - by)\partial_a - a(bz + y)\partial_b \\
X_3 &= y(x\partial_x + z\partial_z) + \frac{1}{2}(y^2 - x^2 - z^2)\partial_y + b(az + x)\partial_a + ((1 + b^2)z - ax)\partial_b \\
X_4 &= \frac{1}{2}\left(\frac{x^2 + y^2 + z^2}{\sqrt{a^2 + b^2 + 1}}(\partial_z - a\partial_x - b\partial_y) + \sqrt{a^2 + b^2 + 1}(az + x)\partial_a + (bz + y)\partial_b \right) \\
X_5 &= -z\partial_x + x\partial_z + (a^2 + 1)\partial_a + ab\partial_b \\
X_6 &= -z\partial_y + y\partial_z + ab\partial_a + (b^2 + 1)\partial_b \\
X_7 &= y\partial_x - x\partial_y + b\partial_a - a\partial_b \\
X_8 &= \frac{x}{\sqrt{a^2 + b^2 + 1}}(\partial_z - a\partial_x - b\partial_y) + \sqrt{a^2 + b^2 + 1}\partial_a \\
X_9 &= \frac{z}{\sqrt{a^2 + b^2 + 1}}(\partial_z - a\partial_x - b\partial_y) + \sqrt{a^2 + b^2 + 1}(a\partial_a + b\partial_b) \\
X_{10} &= \frac{y}{\sqrt{a^2 + b^2 + 1}}(\partial_z - a\partial_x - b\partial_y) + \sqrt{a^2 + b^2 + 1}\partial_b \\
X_{11} &= \frac{1}{\sqrt{a^2 + b^2 + 1}}(\partial_z - a\partial_x - b\partial_y) \\
X_{12} &= x\partial_x + y\partial_y + z\partial_z \\
X_{13} &= \partial_x \\
X_{14} &= \partial_y \\
X_{15} &= \partial_z.
\]
Proof. We simply solved the infinitesimal symmetry equations (2.14) for $X$ with $\omega^0 = dz - \alpha dx - \beta dy$ and $g = ((1 + a^2)db - abda)dx - ((1 + b^2)da - abdb)dy$. We found a 15-dimensional space of solutions with the basis $(X_1, X_2, \ldots, X_{15})$ as in the statement of the proposition.

4. $G_2$ Aerobatics

In this section we teach a pilot of a flying saucer new manoeuvres that will equip configuration space $(\mathcal{C}, \mathcal{D})$ of the saucer with exceptional $G_2$ contact geometry in dimension five. For this we need some preparations.

4.1. Irreducible $\text{GL}(2, \mathbb{R})$ in dimension four. The real vector space $\mathbb{R}^4$ can be identified with a symmetric third tensorial power of $\mathbb{R}^2$:

$$\mathbb{R}^4 \equiv \bigotimes^3 \mathbb{R}^2.$$ The identification map identifies any 4-vector $X^i = (X^1, X^2, X^3, X^4) \in \mathbb{R}^4$ with a 3-spinor $\Psi^{ABC} = \Psi^{(ABC)} = (\psi^{111}, \psi^{112}, \psi^{122}) \in \bigotimes^3 \mathbb{R}^2$ via:

$$X^i \equiv \Psi^{ABC} \in \bigotimes^3 \mathbb{R}^2,$$

so that we have

$$X^1 \equiv \psi^{111}, \ X^2 \equiv \psi^{112}, \ X^3 \equiv \psi^{122}, \ X^4 \equiv \psi^{222}.$$ Working with the third symmetric tensorial power of $\mathbb{R}^2$ rather than with $\mathbb{R}^4$ enables one, by use of a fixed volume form $\epsilon_{ABC} = -\epsilon_{CBA}$ in $\mathbb{R}^4$, to equip $\mathbb{R}^4$ with tensors which are $\text{GL}(2, \mathbb{R})$ invariant. Indeed, given a vector $X^i \equiv \Psi^{ABC}$ we can associate it with a natural endomorphism $L(X)$ of $\mathbb{R}^2$ via:

$$L_A^4(X) = \Psi^{ABC}\Psi^{DEF}\epsilon_{CDE}\epsilon_{BE}\epsilon_{FH}.$$ Explicitly the matrix of this endomorphism reads:

$$(L_A^4(X)) = \begin{pmatrix} X^2X^3 - X^1X^4 & -2(X^2)^2 + 2X^1X^3 \\ 2(X^2)^2 - 2X^2X^4 & -2X^2X^3 + X^1X^4 \end{pmatrix}.$$ It defines, through its determinant, a direction $\text{Span}_\mathbb{R}[\Upsilon]$ of a symmetric rank 4 tensor $\Upsilon_{ijkl} = \Upsilon_{(ijkl)}$. This is given by:

$$\Upsilon(X, X, X, X) := \text{det}(L(X)) = 3X^2(X^3)^2 - 4X^1(X^3)^3 - 4X^2(X^3)^2X^4 + 6X^1X^2X^3X^4 - (X^1)^2(X^4)^2 = \frac{1}{24}\Upsilon_{ijkl}X^iX^jX^kX^l.$$

There is a natural $\text{GL}(2, \mathbb{R})$ action $\tilde{\rho}$ on tensors $T_{i_1i_2 \ldots i_4}$ from $\bigotimes^4 \mathbb{R}^4$. This is induced by the irreducible representation of $\text{GL}(2, \mathbb{R})$ in $\mathbb{R}^4$ given by:

$$\tilde{\rho}^4_{ij}(\alpha)X^i := \alpha^A_{A_1}\alpha^B_{B_1}\alpha^C_{C_1}\Psi^{(A_1B_1C_1)}, \ \alpha = (\alpha^A) \in \text{GL}(2, \mathbb{R}).$$ Explicitly, the linear action $\tilde{\rho}$ is given in terms of the representation $\rho$ via:

$$\tilde{\rho}^{ijk_1 \ldots k_4}_{i_1i_2 \ldots i_4}(\alpha)T_{i_1i_2 \ldots i_4} = \rho^{i_1i_2 \ldots i_4}_{j_1j_2 \ldots j_4}(\alpha)T_{j_1j_2 \ldots j_4}, \ \rho(\alpha^{-1})_{ij_1i_2} \rho(\alpha^{-1})_{ij_2j_3} \ldots \rho(\alpha^{-1})_{i_jk_4}.$$ It follows from the construction that under this $\text{GL}(2, \mathbb{R})$ action, tensor $\Upsilon_{ijkl}$ transforms up to a scale,

$$\rho^{i_1i_2}_{j_1j_2}(\alpha)\Upsilon_{ijkl} = f(\alpha)\Upsilon_{ijkl},$$

i.e. the direction $\text{Span}_\mathbb{R}[\Upsilon_{ijkl}]$ is $\text{GL}(2, \mathbb{R})$ invariant. Although the matrix entries $L_A^4(X)$ of the endomorphism $L(X)$ are not invariant with respect to $\text{GL}(2, \mathbb{R})$ action, it follows that the span $\text{Span}_\mathbb{R}[g_1, g^2, g^3]$, of the three symmetric bilinear forms $g^1_{ij}, g^2_{ij}, g^3_{ij}$ in $\mathbb{R}^4$ defined by these entries via:

$$g^1(X, X) := X^1X^3 - (X^2)^2 = \frac{1}{2}g^1_{ij}X^iX^j,$$

$$g^2(X, X) := (X^3)^2 - X^2X^4 = \frac{1}{2}g^2_{ij}X^iX^j,$$

$$g^3(X, X) := X^1X^4 - X^2X^3 = \frac{1}{2}g^3_{ij}X^iX^j,$$

forms a $\text{GL}(2, \mathbb{R})$ invariant module.
In addition, we also have a $\mathbf{GL}(2,\mathbb{R})$-invariant direction $\text{Span}_\mathbb{R}[\omega]$ of a 2-form. With the identifications $X^i = \Psi^{ABC}$ and $Y^i = \Phi^{ABC}$ this 2-form is given by:

$$
\omega(X,Y) := \Psi^{ABC}\Phi^{DEF}\epsilon_{CDE}\epsilon_{BE}\epsilon_{AF}
$$

(4.2)

$$
= X^1Y^4 - X^4Y^1 - 3X^2Y^3 + 3X^3Y^2
$$

$$
= \frac{1}{2} \omega_{ij}X^iY^j.
$$

In particular, $\omega(X,X) = L^A_A(X) = 0$ and $\omega \wedge \omega \neq 0$.

In the following we call the tensor $\Upsilon$ defined in (1.1) and the 2-form $\omega$ defined in (4.2) the structural tensors.

Given the structural tensor $\Upsilon$ consider its (conformal) stabilizer

$$
S = \{A \in \mathbf{GL}(4,\mathbb{R}) \text{ s.t. } \Upsilon(AX,AX,AX,AX) = f(A)\Upsilon(X,X,X,X)\}
$$

in $\mathbf{GL}(4,\mathbb{R})$. We have the following proposition [9]:

**Proposition 4.1.** The stabilizer $S$ of the structural tensor $\Upsilon$ is $\mathbf{GL}(2,\mathbb{R})$ in 4-dimensional irreducible representation. Moreover,

$$
S = \mathbf{GL}(2,\mathbb{R}) \subset \mathbf{CSp}(\omega) \subset \mathbf{GL}(4,\mathbb{R}),
$$

i.e. $\Upsilon$ reduces the structure group $\mathbf{GL}(4,\mathbb{R})$ to the irreducible $\mathbf{GL}(2,\mathbb{R})$ via the conformal symplectic group

$$
\mathbf{CSp}(\omega) = \{A \in \mathbf{GL}(4,\mathbb{R}) \text{ s.t. } \omega(AX,AY) = h(A)\omega(X,Y)\}
$$

preserving the structural 2-form $\omega$.

**4.2. $\mathbf{GL}(2,\mathbb{R})$ null vectors in dimension four.** It is interesting to consider those nonzero vectors $X$ in $\mathbb{R}^4$ which are null with respect to the structural tensor $\Upsilon$. It is also interesting to consider those vectors $0 \neq X \in \mathbb{R}^4$ which are simultaneously null with respect to all three bilinear forms $g^1$, $g^2$ and $g^3$, which define the $\mathbf{GL}(2,\mathbb{R})$ invariant module $\text{Span}_\mathbb{R}[g^1, g^2, g^3]$. Let us denote by

$$
\mathcal{T} = \{\text{dir}(X) \in \mathbb{R}^4 \text{ s.t. } g^1(X,X) = g^2(X,X) = g^3(X,X) = 0\}
$$

the set of all directions in $\mathbb{R}^4$ that are null with respect to all three bilinear forms $g^1$, $g^2$ and $g^3$, and by

$$
\text{TV}(\mathcal{T}) = \{\text{dir}(X) \in \mathbb{R}^4 \text{ s.t. } \Upsilon(X,X,X,X) = 0\}
$$

the set of all directions in $\mathbb{R}^4$ that are null with respect to the structural tensor $\Upsilon$.

By elementary arguments we see that the dimension of the set $\mathcal{T}$ is equal to one, $\dim(\mathcal{T}) = 1$, and that the dimension of the set $\text{TV}(\mathcal{T})$ is equal to two, $\dim(\text{TV}(\mathcal{T})) = 2$.

To find a description of open sets in $\mathcal{T}$ and $\text{TV}(\mathcal{T})$ we consider elements of $\bigotimes^3 \mathbb{R}^2$ of the form $\Psi^{ABC} = \xi^{[A}\eta^{B}\tau^{C]}$, where $\xi, \eta, \tau \in \mathbb{R}^2$. We call $\xi, \eta$ and $\tau$ principal spinor directions for $\Psi$. We may have $\Psi$'s with all three principal spinor directions coinciding: $\Psi^{ABC} = \omega^{[A}\xi^{B}\xi^{C]}$ - such $\Psi$'s we call of type $N$, with two principal spinor directions coinciding: $\Psi^{ABC} = \xi^{[A}\xi^{B}\tau^{C]}$ - such $\Psi$'s we call of type $II$, or we have algebraically general $\Psi$'s, where all the principal spinor directions $\text{dir}(\xi)$, $\text{dir}(\eta)$ and $\text{dir}(\tau)$ are distinct.

Let us consider vectors $X \in \mathbb{R}^4$ corresponding to $\Psi \in \bigotimes^3 \mathbb{R}^2$ of type $N$. We thus have $\text{dir}(X^i) = \text{dir}(\xi^A\xi^B\xi^C)$ for some $\xi \in \mathbb{R}^2$. Explicitly we can represent such a direction by a vector:

$$
(X^1, X^2, X^3, X^4) = \left( (\xi^1)^3, (\xi^1)^2\xi^2, \xi^1(\xi^2)^2, (\xi^2)^3 \right).
$$

Because $\Psi$ in $\bigotimes^3 \mathbb{R}^2$ representing this $X$ is $\Psi^{ABC} = \xi^{A}\xi^{B}\xi^{C}$, we have

$$
L^A_H(X) = \Psi^{ABC}\Phi^{DEF}\epsilon_{CDE}\epsilon_{BE}\epsilon_{AF} = \xi^{A}\xi^{B}\xi^{C}\xi^{D}\xi^{E}\xi^{F}\epsilon_{CDE}\epsilon_{BE}\epsilon_{AF} = 0,
$$

due to the antisymmetry of $\epsilon$. Thus,

$$
g^1(X,X) = g^2(X,X) = g^3(X,X) = 0,
$$

as well as

$$
\Upsilon(X,X,X,X) = \text{det}(L(X)) = \text{det}(0) = 0.
$$
This proves that every vector $X \in \mathbb{R}^4$ corresponding to $\Psi \in \bigotimes^3 \mathbb{R}^2$ of type $N$ is null with respect to the module $\text{Span}_R[g^1, g^2, g^3]$ and is also null with respect to the structural tensor $\Upsilon$. Parametrizing $\xi$ as

$$(\xi^1, \xi^2) = (u, ut),$$

we obtain

$$(X^1, X^2, X^3, X^4) = \left( u^3, u^3 t^2, u^3 t^3 \right),$$

i.e. that every direction of a null vector $X$ is given by

$$(4.3) \quad \text{dir}(X) = (1, t, t^2, t^3)^T,$$

i.e. it lies on the twisted cubic $\nu(t) = (1, t, t^2, t^3)^T$.

If we now consider $X \in \mathbb{R}^4$ corresponding to $\Psi \in \bigotimes^3 \mathbb{R}^2$ of type $\Pi$, i.e. of the form $\Psi^{ABC} = \xi^{(A} \xi^{B} \tau^{C)}$, we will find that the matrix of the endomorphism $L(X)$ reads

$$\left( L_{A,1}(X) \right) = \frac{2}{3} (\xi^1 \tau^2 - \xi^2 \tau^1)^2 \left( \frac{\xi^1 \xi^2}{(\xi^2)^2} - \frac{(\xi^1)^2}{(\xi^1)^2} \right).$$

Although this matrix has nonzero entries, which means that the vector $X$ corresponding to $\Psi^{ABC} = \xi^{(A} \xi^{B} \tau^{C)}$ is not null in either of the metrics $g^1$, $g^2$ or $g^3$, its determinant $\det(L(X))$ clearly vanishes. Thus

$$\Upsilon(X, X, X, X) = \det(L(X)) = 0.$$

This shows that directions $\text{dir}(X)$ corresponding to vectors $X$ having its spinorial image $\Psi$ of type $\Pi$, are null with respect to the structural tensor $\Upsilon$.

For vectors $X^1$ corresponding to $\Psi^{ABC} = \xi^{(A} \xi^{B} \eta^{C)}$ we have:

$$(X^1, X^2, X^3, X^4) = \left( (\xi^1)^2 \eta^1, \frac{1}{2} \xi^1 (\xi^1 \eta^2 + 2 \xi^2 \eta^1), \frac{1}{2} \xi^2 (2 \xi^1 \eta^1 + \xi^2 \eta^1), (\xi^2)^2 \eta^2 \right).$$

Parametrizing $\xi$ and $\eta$ as:

$$(\xi^1, \xi^2) = (u, ut), \quad \text{and} \quad (\eta^1, \eta^2) = (v, v(t+3s)), $$

we get

$$(X^1, X^2, X^3, X^4) = \left( u^2 v, u^2 v(t+s), u^2 v(t^2 + 2st), u^2 v(t^3 + 3st^2) \right).$$

This means that

$$(4.4) \quad \text{dir}(X) = (1, t, t^2, t^3)^T + s(0, 1, 2t, 3t^2)^T = v(t) + s \nu(t),$$

i.e. that the directions of vectors $X$ corresponding to spinors $\Psi \in \bigotimes^3 \mathbb{R}^2$ of type $\Pi$ lie on the tangent variety to the twisted cubic $\nu(t)$.

In this way we see that the set of all null directions for the structural tensor $\Upsilon$ stratifies into directions lying on the twisted cubic $\nu$ (these are directions corresponding to $\Psi$s of type $N$, which are in addition null directions for the module $\text{Span}_R[g^1, g^2, g^3]$), and into more general directions lying strictly on the tangent variety to the twisted cubic (these are directions corresponding to $\Psi$s of strict type $\Pi$; they are null with respect to $\Upsilon$, and are not null with respect to any of $g^1$, $g^2$ and $g^3$).

We have the following proposition.

**Proposition 4.2.**

1. The set $\mathcal{T}$ of all directions in $\mathbb{R}^4$ that are null with respect to all three bilinear forms $g^1$, $g^2$ and $g^3$ is a twisted cubic.
2. The set $TV(\mathcal{T})$ of all directions in $\mathbb{R}^4$ that are null with respect to the structural tensor $\Upsilon$ is the tangent variety to the twisted cubic $\mathcal{T}$. 

4.3. $G_2$ mode flying rule. We are now in a position to teach a pilot of a flying saucer to perform a $G_2$ mode aerobatics manœuvre. For this we need to equip flying saucer’s configuration space with a $G_2$ contact structure. This will be done by equipping a contact distribution of a flying saucer with the irreducible $GL(2,\mathbb{R})$ structure in dimension four compatible with the symplectic form on the distribution.

Any flying saucer is equipped with a contact structure with a contact form $\omega^0$. In coordinates, we have

$$\omega^0 = dz - adx - bdv,$$

so that the symplectic form is

$$d\omega^0 = dx \wedge da + dy \wedge db.$$  

Comparing this with \(4.2\), we introduce 1-forms

$$\omega^1 = dx, \quad \omega^2 = dy, \quad \omega^3 = -\frac{1}{2}db, \quad \omega^4 = da,$$

and

$$d\omega^o = \omega^1 \wedge \omega^4 - 3\omega^2 \wedge \omega^3.$$  

The contact distribution $\mathcal{D}$ is spanned by the duals:

$$Z_1 = \partial_x + a\partial_z, \quad Z_2 = \partial_y + b\partial_z, \quad Z_3 = -3\partial_b, \quad Z_4 = \partial_a.$$  

We use forms $\omega^1, \omega^2, \omega^3, \omega^4$ to define a module of symmetric bilinear forms $[g^1, g^2, g^3]$ as well as the structural tensor $\Upsilon$ on the contact distribution by:

$$g^1 = \omega^1 \omega^3 - (\omega^2)^2, \quad g^2 = (\omega^3)^2 - \omega^2 \omega^4, \quad g^3 = \omega^1 \omega^4 - \omega^2 \omega^3,$$

and

$$\Upsilon = 3(\omega^2)^2(\omega^3)^2 - 4\omega^1 (\omega^3)^3 - 4(\omega^2)^3 \omega^4 + 6\omega^1 \omega^2 \omega^3 \omega^4 - (\omega^1)^2(\omega^4)^2.$$  

In the above formulas, the multiplication of 1-forms $\omega^i$ means the symmetric tensor product, e.g. $3\omega^2 \omega^3 = \frac{3}{2}(\omega^2 \otimes \omega^3 + \omega^3 \otimes \omega^2)$. According to the discussion in Section 4.1 the tensor $\Upsilon$ defined above reduces the structure group of the contact distribution $\mathcal{D}$ from $GL(4,\mathbb{R})$ to the irreducible $GL(2,\mathbb{R})$. Moreover, this reduction is done through $\text{CSp}(\omega)$, with the symplectic form $\omega$ agreeing with the symplectic form $d\omega^0$ coming from the contact form $\omega^0$ of the flying saucer.

A $G_2$ mode manœuvre is a movement of the flying saucer such that at every moment of time its full velocity $\dot{\gamma}$ in the configuration space $C$ is along a (tangent to the contact distribution) null direction for the above defined structural tensor $\Upsilon$. There are two categories of this manœuvre: an easier manœuvre means that saucer’s velocity $\dot{\gamma}(t)$ at time $t$ must be parallel to (compare with \(4.4\)):

$$Z_1 + \left(T(t) + S(t)\right)Z_2 + \left(T^2(t) + 2S(t)T(t)\right)Z_3 + \left(T^3(t) + 3S(t)T^2(t)\right)Z_4,$$

where $T(t)$ and $S(t)$ are arbitrary functions of time (controls) that a pilot can adjust as he wishes. The more advanced manœuvre means that saucer’s velocity $\dot{\gamma}(t)$ must be parallel to

$$Z_1 + T(t)Z_2 + T^2(t)Z_3 + T^3(t)Z_4,$$

i.e. it must be such that it is null with respect to all three bilinear forms $g^1$, $g^2$ and $g^3$, in addition of being null with respect to $\Upsilon$.

4.4. $G_2$ contact structures in dimension 5. We have to comment on the name of the manœuvre defined in the previous section. Why it is a $G_2$ manœuvre?

For this we need a general definition of a $G_2$ contact structure. Here it is:

**Definition 4.3.** Let $M$ be a 5-dimensional contact manifold $M$, with a direction of a contact form $\omega^0$ and a contact distribution $\mathcal{D} = (\omega^0)^\perp$. A $G_2$ contact structure on $M$ is the reduction of the structure group of $\mathcal{D}$ from $GL(4,\mathbb{R})$ to the irreducible $GL(2,\mathbb{R}) \subset \text{CSp}(d\omega^0)$. 

This definition means that the contact manifold $M$ is a $G_2$ contact manifold if and only if, equivalently, it is equipped with a contact form $\omega^0$ and a symmetric forth rank tensor $\Upsilon$, both given up to scale, on the contact distribution $D$, and such that the common stabilizer of $\Upsilon$ and $d\omega^0$ in $GL(4, \mathbb{R})$,

$$S_{(\Upsilon, d\omega^0)} = \{ A \in GL(4, \mathbb{R}) \text{ s.t.} \}
\begin{align*}
\Upsilon(AX, AX, AX, AX) &= f(A)\Upsilon(X, X, X), \\
&\& \\
d\omega^0(AX, AY) &= h(A)d\omega^0(X, Y), \ X, Y \in D, \\
\end{align*}
$$
is the irreducible $GL(2, \mathbb{R})$,

$$S_{(\Upsilon, d\omega^0)} = \text{irreducible}(GL(2, \mathbb{R})) \subset CSp(d\omega^0) \subset GL(4, \mathbb{R}).$$

We say that two $G_2$ contact structures, represented by respective pairs $(\omega^0, \Upsilon)$ and $(\tilde{\omega}^0, \tilde{\Upsilon})$ on respective manifolds $M$ and $\tilde{M}$ are locally equivalent, iff there exists a local diffeomorphism $\phi : M \to \tilde{M}$ such that

$$\phi^*(\tilde{\omega}^0) = f_1\omega^0, \quad \text{and} \quad \phi^*(\tilde{\Upsilon}) = f_2\Upsilon \mod \omega^0,$$

with some nonvanishing functions $f_1$ and $f_2$ on $M$. Local self-equivalences are called symmetries. They form a group of local symmetries of a $G_2$ contact structure. Infinitesimal symmetries are vector fields $X$ on $M$ such that

$$L_X\omega^0 \land \omega^0 = 0, \quad \text{and} \quad L_X\Upsilon = h\Upsilon + \omega^0\chi,$$

where $h$ is a function on $M$, and $\chi$ is a symmetric rank 3 tensor on $M$. Infinitesimal symmetries form a Lie algebra of symmetries of a $G_2$ contact structure.

It follows that $G_2$ contact structures in dimension 5 may have no infinitesimal symmetries at all, and that there is a precisely one (modulo local equivalence) $G_2$ contact structure with a maximal Lie algebra of symmetries. The name of a $G_2$ contact structure reflects the fact that the maximal Lie algebra of symmetries is isomorphic to the (split real form of the) exceptional simple Lie algebra $g_2$ of dimension 14.

We can now state a theorem about the $G_2$ contact structure defining the $G_2$ mode manoeuvres as described by (4.9) and (4.10). This structure has the contact form $\omega^0$ as in (4.5) and the structural tensor $\Upsilon$ as in (4.8). We have the following theorem.

**Proposition 4.4.** The symmetry algebra of the $G_2$ contact structure on $C^0$ with the contact form $\omega^0 = dz -adx - bdy$ and the structural tensor $\Upsilon$ given by (4.8) and (4.6) is the split real form of the simple
exceptional Lie algebra \( \mathfrak{g}_2 \). It is spanned by the following 14 vector fields on \( C_\times \):

\[
X_1 = (y^3 + xz)\partial_x + (yz - \frac{1}{3}b^2x - \frac{2}{3}by^2)\partial_y + (z^2 - \frac{2}{3}b^2x - \frac{1}{3}b^2y^2)\partial_z + \\
(az - a^2x - aby + \frac{1}{27}b^3)\partial_a + (bz - abx - 3ay^2 - \frac{1}{3}b^2y)\partial_b
\]

\[
X_2 = x^2\partial_x + xy\partial_y + (xz - y^3)\partial_z + (z - ax - by)\partial_a - 3y^2\partial_b
\]

\[
X_3 = -\frac{1}{2}z\partial_x + \frac{1}{18}b^2\partial_y + \frac{1}{27}b^3\partial_z + \frac{1}{2}a^2\partial_a + \frac{1}{2}ab\partial_b
\]

\[
X_4 = -3y^2\partial_x + (\frac{4}{3}by - z)\partial_y + \frac{2}{3}b^2y\partial_z + ab\partial_a + (6ay + \frac{1}{3}b^2)\partial_b
\]

\[
X_5 = \frac{1}{3}y\partial_y + z\partial_z + a\partial_a + \frac{2}{3}b\partial_b
\]

\[
X_6 = \frac{9}{2}xy\partial_x + (\frac{5}{2}y^2 - bx)\partial_y + \frac{1}{2}(9yz - b^2x)\partial_z + \frac{1}{2}b^2\partial_a + \frac{1}{2}(9z + 3by - 9ax)\partial_b
\]

\[
X_7 = -x\partial_y + 3y^2\partial_z + b\partial_a + 6y\partial_b
\]

\[
X_8 = x\partial_x + \frac{2}{3}y\partial_y + z\partial_z + \frac{2}{3}b\partial_b
\]

\[
X_9 = y\partial_x - \frac{2}{9}b\partial_y - \frac{1}{9}b^2\partial_z - a\partial_b
\]

\[
X_{10} = x\partial_z + \partial_a
\]

\[
X_{11} = y\partial_z + \partial_b
\]

\[
X_{12} = \partial_x
\]

\[
X_{13} = \partial_y
\]

\[
X_{14} = \partial_z.
\]

**Proof.** As before we solved the infinitesimal symmetry equations (4.11) for \( X \) with \( \omega^0 = dz - adx - bdy \) and \( \Upsilon \) as in (4.8) and (4.6). We found a 14-dimensional space of solutions with the basis \( (X_1,X_2,\ldots,X_{14}) \) as in the statement of the proposition. \( \square \)

4.5. **Rolling balls as a joystick for \( G_2 \) aerobatics.** In this section we will use a double fibration

\[
\pi_2/P_{1,2} \Rightarrow \pi_1
\]

\[
\begin{array}{c}
G_2/P_2 \\
\downarrow \pi_2 \\
G_2/P_{1,2} \\
\downarrow \pi_1 \\
G_2/P_1
\end{array}
\]

to show how a pilot can achieve the \( G_2 \) aerobatics manoeuvres using a device - a joystick - consisting of two balls of radii ratio 3 : 1 rolling on each other without slipping or twisting.

In (4.12) \( P_1 \) and \( P_2 \) are respective nonisomorphic 9-dimensional parabolic subgroups of the split real form of the exceptional group \( G_2 \), and \( P_{1,2} = P_1 \cap P_2 \) is the 8-dimensional Borel subgroup of \( G_2 \). The homogeneous space \( G_2/P_2 \) has a natural \( G_2 \) invariant contact structure, and the space \( G_2/P_{1,2} \) has a natural \( G_2 \) invariant \((2,3,5)\) distribution structure [2].

To describe these two structures, following [7], we introduce two sets of coordinates on the 6-dimensional correspondence space \( G_2/P_{1,2} \) adapted to the fibration (4.12).
We start with the basis $(\theta^A)$ of the Maurer-Cartan forms on $G_2$ as in [10]. They satisfy the following EDS:

\[
\begin{align*}
\,d\theta^0 &= -6\theta^0 \wedge \theta^5 + \theta^1 \wedge \theta^4 - 3\theta^2 \wedge \theta^3 \\
\,d\theta^1 &= 6\theta^0 \wedge \theta^9 - 3\theta^1 \wedge \theta^5 - 3\theta^1 \wedge \theta^8 + 3\theta^2 \wedge \theta^7 \\
\,d\theta^2 &= 2\theta^0 \wedge \theta^{10} + \theta^1 \wedge \theta^6 - 3\theta^2 \wedge \theta^5 - \theta^2 \wedge \theta^8 + 2\theta^3 \wedge \theta^7 \\
\,d\theta^3 &= 2\theta^0 \wedge \theta^{11} + 2\theta^2 \wedge \theta^6 - 3\theta^3 \wedge \theta^5 + \theta^3 \wedge \theta^8 + \theta^4 \wedge \theta^7 \\
\,d\theta^4 &= 6\theta^0 \wedge \theta^{12} + 3\theta^3 \wedge \theta^6 - 3\theta^4 \wedge \theta^5 + 3\theta^4 \wedge \theta^8 \\
\,d\theta^5 &= 2\theta^0 \wedge \theta^{13} - \theta^1 \wedge \theta^{12} + \theta^2 \wedge \theta^{11} - \theta^3 \wedge \theta^{10} + \theta^4 \wedge \theta^9 \\
\,d\theta^6 &= 6\theta^0 \wedge \theta^{12} - 4\theta^5 \wedge \theta^{11} + 2\theta^4 \wedge \theta^{10} + 2\theta^6 \wedge \theta^8 \\
\,d\theta^7 &= -2\theta^1 \wedge \theta^{11} + 4\theta^2 \wedge \theta^{10} - 6\theta^3 \wedge \theta^9 - 2\theta^7 \wedge \theta^8 \\
\,d\theta^8 &= -3\theta^1 \wedge \theta^{12} + \theta^2 \wedge \theta^{11} + \theta^3 \wedge \theta^{10} - 3\theta^4 \wedge \theta^9 - 6\theta^5 \wedge \theta^7 \\
\,d\theta^9 &= -\theta^1 \wedge \theta^{13} - 3\theta^5 \wedge \theta^9 - 7\theta^7 \wedge \theta^{10} + 3\theta^8 \wedge \theta^9 \\
\,d\theta^{10} &= -3\theta^2 \wedge \theta^{13} - 3\theta^5 \wedge \theta^{10} - 3\theta^6 \wedge \theta^9 - 2\theta^7 \wedge \theta^{11} + \theta^8 \wedge \theta^{10} \\
\,d\theta^{11} &= -3\theta^3 \wedge \theta^{13} - 3\theta^5 \wedge \theta^{11} - 2\theta^6 \wedge \theta^{10} - 3\theta^7 \wedge \theta^{12} - \theta^8 \wedge \theta^{11} \\
\,d\theta^{12} &= -\theta^4 \wedge \theta^{13} - 3\theta^5 \wedge \theta^{12} - 6\theta^6 \wedge \theta^{11} - 3\theta^8 \wedge \theta^{12} \\
\,d\theta^{13} &= -6\theta^5 \wedge \theta^{13} - 6\theta^9 \wedge \theta^{12} + 2\theta^{10} \wedge \theta^{11}.
\end{align*}
\]

From this one sees that the 6-dimensional distribution

\[ D_6 = \ker(\theta^5, \theta^6, \theta^8, \theta^9, \theta^{10}, \theta^{11}, \theta^{12}, \theta^{13}) \]

on $G_2$ is integrable. Thus, $G_2$ is foliated by a 6-dimensional manifolds. Let us concentrate on one leaf $M_6$ of this foliation. We have inclusion

\[ \iota: M_6 \hookrightarrow G_2, \]

and denoting by $\omega^A = \iota^* \theta^A$, we have

\[ \omega^5 = \omega^6 = \omega^9 = \omega^{10} = \omega^{11} = \omega^{12} = \omega^{13} = 0. \]

Thus on the leaf $M_6$, which we now identify with $M_6 = G_2/P_{1,2}$, we have the following EDS satisfied by a coframe $(\omega^0, \omega^1, \omega^2, \omega^3, \omega^4, \omega^7)$ on $M_6$:

\[
\begin{align*}
\,d\omega^0 &= \omega^1 \wedge \omega^4 - 3\omega^2 \wedge \omega^3, \\
\,d\omega^1 &= 3\omega^2 \wedge \omega^7, \\
\,d\omega^2 &= 2\omega^3 \wedge \omega^7, \\
\,d\omega^3 &= \omega^4 \wedge \omega^7, \\
\,d\omega^4 &= 0, \\
\,d\omega^7 &= 0.
\end{align*}
\]

Integrating this system, starting from $\omega^7 = -dx^5$, and $\omega^4 = dx^4$, gives first $d(\theta^3 - x^5 dx^4) = 0$, i.e. $\theta^3 = dx^3 + x^5 dx^4$, then $d(\theta^2 - 2x^5 dx^3 - (x^5)^2 dx^4) = 0$, i.e. $\theta^2 = dx^2 + 2x^5 dx^3 + (x^5)^2 dx^4$, and by
continuing, finally:

\[ \begin{align*}
\omega^0 &= dx^0 + x^1 dx^4 - 3x^2 dx^3 \\
\omega^1 &= dx^1 + 3x^5 dx^2 + 3(x^5)^2 dx^3 + (x^5)^3 dx^4 \\
\omega^2 &= dx^2 + 2x^5 dx^3 + (x^5)^2 dx^4 \\
\omega^3 &= dx^3 + x^5 dx^4 \\
\omega^4 &= dx^4 \\
\omega^7 &= -dx^5.
\end{align*} \]

(4.15)

This gives a coordinate system \((x^0, x^1, x^2, x^3, x^4, x^5)\) on \(M_6 = G_2/P_{1,2}\), respecting the fibration

\[ G_2/P_{1,2} \]

\[ \xrightarrow{\pi_2} \]

\[ e_7 = 0_{x^5} \]

\[ G_2/P_2 \]

In these coordinates the projection \(\pi_2\) forgets about the last component of \((x^0, x^1, x^2, x^3, x^4, x^5)\), i.e. \(\pi_2 : (x^0, x^1, x^2, x^3, x^4, x^5) \mapsto (x^0, x^1, x^2, x^3, x^4)\).

Slight change in the order of integration in (4.14), i.e. a start with \(\omega^7 = -dy^4\), \(\omega^4 = dy^5\), gives another local coordinate system \((y^0, y^1, y^2, y^3, y^4, y^5)\) on \(M_6 = G_2/P_{1,2}\) in which the basis of 1-forms is

\[ \begin{align*}
\omega^0 &= dy^0 - y^3 dy^1 - 3y^4 y^5 dy^2 - 3(y^2 + y^5(y^4)^2)dy^3 \\
\omega^1 &= dy^1 + 3y^4 dy^2 + 3(y^4)^2 dy^3 \\
\omega^2 &= dy^2 + 2y^4 dy^3 \\
\omega^3 &= dy^3 - y^5 dy^4 \\
\omega^4 &= dy^5 \\
\omega^7 &= -dy^4.
\end{align*} \]

(4.17)

This respects the fibration

\[ G_2/P_{1,2} \]

\[ \xrightarrow{\pi_1} \]

\[ e_7 = 0_{y^5} \]

\[ G_2/P_1 \]

in which the projection \(\pi_1\) forgets about the last component in \((y^0, y^1, y^2, y^3, y^4, y^5)\), so that we have \(\pi_1 : (y^0, y^1, y^2, y^3, y^4, y^5) \mapsto (y^0, y^1, y^2, y^3, y^4)\).

A change of coordinates from \((x^0, x^1, x^2, x^3, x^4, x^5)\) to \((y^0, y^1, y^2, y^3, y^4, y^5)\) is given by

\[ \begin{align*}
y^0 &= x^0 + x^1 x^4 + 3x^5 x^2 x^4 - (x^5)^3(x^4)^2, \\
y^1 &= x^1 + (x^5)^3x^4, \\
y^2 &= x^2 - (x^5)^2 x^4, \\
y^3 &= x^3 + x^5 x^4, \\
y^4 &= x^5, \\
y^5 &= x^4.
\end{align*} \]

(4.19)

We can thus coordinate the three manifolds \(G_2/P_{1,2}\), \(G_2/P_2\) and \(G_2/P_1\) as in the following diagram:
There is a natural contact structure on $G_2/P_2$ given by a contact distribution $\mathcal{D}_4$ spanned by \begin{equation}
abla_2 = \partial_{x^1} - x^1 \partial_{x^0}, \quad \nabla_2 = \partial_{x^3} + 3x^2 \partial_{x^0}, \quad \nabla_3 = \partial_{x^2}, \quad \nabla_4 = \partial_{x^1}. \end{equation}

This defines a flat $G_2$ contact structure on $G_2/P_2$ with the structural tensor $\mathcal{Y}$ on $\mathcal{D}_4$ defined in terms of \begin{equation} \nabla_2 \end{equation} as in \begin{equation} \nabla_1 \end{equation}. Note that, although $\nabla_1$ in \begin{equation} \nabla_1 \end{equation} depend on the $6$th variable, the tensor $\mathcal{Y}$ defined by \begin{equation} \nabla_1 \end{equation} does not depend on it, \begin{equation} \mathcal{Y} = 3(dx^2)^2(dx^3)^2 - 4dx^1(dx^3)^3 - 4(dx^2)^3dx^4 + 6dx^2dx^3dx^4 - (dx^1)^2(dx^4)^2. \end{equation}

Let us now introduce a basis $(e_0, e_1, e_2, e_3, e_4, e_7)$ of vector fields on $G_2/P_{1,2}$ dual to the $1$-forms $(\omega^0, \omega^1, \omega^2, \omega^3, \omega^4, \omega^5)$. Then the fibers of the fibration $G_2/P_{1,2} \to G_2/P_2$ are tangent to $e_7$ and fibers of the fibration $G_2/P_{1,2} \to G_2/P_1$ are tangent to $e_4$. Looking at the system \begin{equation} \nabla_2 \end{equation} we find that the only nonzero commutator of vector fields $(e_3, e_7)$ with the fiber generator $e_4$ of $G_2/P_{1,2} \to G_2/P_1$ is $[e_4, e_7] = -e_4$. Thus, rank $2$ distribution $\mathcal{D}_2$ spanned on $G_2/P_{1,2}$ by vector fields $e_3$ and $e_7$ descends to a well defined rank $2$-distribution \begin{equation} \mathcal{D}_2 = \text{Span}(\omega_{\pi_1}, e_7, \omega_{\pi_1}, e_3) \end{equation} on $G_2/P_1$. Since on $G_2/P_{1,2}$ we have \begin{equation} [e_7, e_3] = 2e_2, \quad [e_7, e_2] = -3e_1, \quad [e_3, e_2] = 3e_0, \end{equation} and \begin{equation} [e_4, e_2] = 0, \quad [e_4, e_0] = 0, \quad [e_4, e_1] = -e_0, \end{equation} then the filtration \begin{equation} \text{Span}(e_7, e_3) \subseteq \text{Span}(e_7, e_3, e_2) \subseteq \text{Span}(e_7, e_3, e_2, e_1, e_0) \end{equation} of distributions of respective rank $2, 3, 5$ on $G_2/P_{1,2}$ descends to a $G_2$ invariant filtration \begin{equation} \mathcal{D}_2 \subseteq \mathcal{D}_2, \mathcal{D}_2 \subseteq \mathcal{D}_2, \mathcal{D}_2, \mathcal{D}_2, \mathcal{D}_2 = T(G_2/P_1) \end{equation} of distributions of respective rank $2, 3, 5$ on $G_2/P_1$.

Thus we see that on $G_2/P_2$ we have a $G_2$ invariant $G_2$ contact structure $(\mathcal{D}_4, \mathcal{Y})$ and on $G_2/P_1$ we have a $G_2$ invariant $(2, 3, 5)$ distribution structure $(\mathcal{D}_3, \mathcal{D}_2, [\mathcal{D}_2, \mathcal{D}_2], [\mathcal{D}_2, [\mathcal{D}_2, \mathcal{D}_2]])$.

The explicit forms of the vector fields $e_3$ and $e_7$ on $G_2/P_{1,2}$ in coordinates $(y^0, y^1, y^2, y^3, y^4, y^5)$ are \begin{equation} e_3 = \partial_{y^3} - 2y^4 \partial_{y^2} + 3(y^4)^2 \partial_{y^1} + 3y^2 \partial_{y^0}, \quad e_7 = -\partial_{y^4} - y^5 e_3. \end{equation}

This, in particular, enables us to interpret $G_2/P_{1,2}$ as the bundle over $G_2/P_1$ of directions in the $2$-distribution $\mathcal{D}_2$: the fiber coordinate $y^5$ in the fibration $G_2/P_{1,2} \to G_2/P_1$ corresponds to a choice of a direction $\mathcal{Y}(y^5) = \text{dir}(-\partial_{y^4} - y^5(\omega_{\pi_1}, e_3))$ in the distribution $\mathcal{D}_2 = \text{Span}(\partial_{y^4}, \omega_{\pi_1}, e_3)$. 

\begin{table}
\begin{tabular}{|c|c|c|}
\hline
$G_2/P_1$ & $G_2/P_2$ & $G_2/P_{1,2}$ \\
\hline
$(x^0, x^1, x^2, x^3, x^4, x^5)$ & $(x^0, x^1, x^2, x^3, x^4, x^5)$ & $(x^0, x^1, x^2, x^3, x^4, x^5)$ \\
\hline
\end{tabular}
\end{table}
This enables us to \textit{lift any curve} \( \gamma(t) \) \textit{tangent to the distribution} \( D_2 \) from \( G_2/P_1 \) to \( G_2/P_{1,2} \). Indeed, a curve

\begin{equation}
\gamma_y(t) = \left( y^0(t), y^1(t), y^2(t), y^3(t), y^4(t) \right),
\end{equation}

as tangent to \( D_2 \) at every instant of time \( t \), defines a \textit{direction}

\[ \text{dir}(\gamma_y(t)) = \left( \dot{y}^0(t), \dot{y}^1(t), \dot{y}^2(t), \dot{y}^3(t), \dot{y}^4(t) \right) \]

in the distribution \( D_2 \), i.e. a \textit{point} in the fiber in \( G_2/P_{1,2} \) over the point \( \gamma_y(t) \in G_2/P_1 \). Changing \( t \) along \( \gamma_y(t) \) we collect these points in \( G_2/P_{1,2} \) obtaining a curve \( \tilde{\gamma}(t) \subset G_2/P_{1,2} \) above \( \gamma_y(t) \). This is the lift of \( \gamma_y(t) \). Explicitly, any curve \( \gamma_y(t) = \left( y^0(t), y^1(t), y^2(t), y^3(t), y^4(t) \right) \subset G_2/P_1 \) has a tangent vector

\[ \dot{\gamma}_y(t) = y^4 \partial_{y^4} + y^3 \partial_{y^3} + y^2 \partial_{y^2} + y^1 \partial_{y^1} + y^0 \partial_{y^0}, \]

and for this to be tangent to \( D_2 \) we need to have:

\begin{equation}
\dot{y}^0 = 3y^2 y^3 \quad \& \quad \dot{y}^1 = 3(y^4)^2 y^5 \quad \& \quad \dot{y}^2 = -2y^4 y^5.
\end{equation}

If these tangency to \( D_2 \) relations are satisfied, a tangent vector to \( \gamma_y(t) \) at \( t \) is \( \dot{\gamma}_y(t) = y^4 \partial_{y^4} + y^3 \partial_{y^3} + y^2 \partial_{y^2} + y^1 \partial_{y^1} + y^0 \partial_{y^0} \), and this defines a direction

\[ \text{dir}(\gamma_y(t)) = \partial_{y^4} + \left( \frac{y^3}{y^4} \right) (\partial_{y^3}, \partial_{y^2}, \partial_{y^1}, \partial_{y^0}) \]

in \( D_2 \), and in turn the lift

\[ \tilde{\gamma}(t) = \left( y^0(t), y^1(t), y^2(t), y^3(t), y^4(t) \right) \]

of the curve \( \gamma_y(t) \) from \( G_2/P_1 \) to \( G_2/P_{1,2} \). It is now convenient to rewrite this curve on \( G_2/P_{1,2} \) in coordinates \((x^0, x^1, x^2, x^3, x^4, x^5)\) adapted to the fibration \( G_2/P_2 \). According to (4.19) we have

\[ \tilde{\gamma}(t) = \left( x^0(t), x^1(t), x^2(t), x^3(t), x^4(t), x^5(t) \right) \]

with

\begin{equation}
\begin{align*}
x^0(t) &= (y^0 - y^1 y^5 - 2y^2 y^4 y^5 - (y^4)^2 (y^5)^2) \big|_{t}, \\
x^1(t) &= (y^1 - (y^4)^2 y^5) \big|_{t}, \\
x^2(t) &= (y^2 + (y^4)^2 y^5) \big|_{t}, \\
x^3(t) &= (y^3 - y^4 y^5) \big|_{t}, \\
x^4(t) &= y^5 \big|_{t}, \\
x^5(t) &= y^4 \big|_{t}
\end{align*}
\end{equation}

and

\[ y^5(t) = \frac{\dot{y}^3(t)}{\dot{y}^4(t)}. \]

Projecting this by using \( \pi_2 \) gives a curve

\[ \gamma_x(t) = \pi_2(\tilde{\gamma}(t)) = \left( x^0, x^1, x^2, x^3, x^4, x^5 \right) \big|_{t} \]

\[ = \left( y^0 - y^1 \frac{\dot{y}^3}{\dot{y}^4} - 2y^2 y^4 y^5 - (y^4)^2 \left( \frac{\dot{y}^3}{\dot{y}^4} \right)^2, y^1 - (y^4)^2 \frac{\dot{y}^3}{\dot{y}^4} y^2 + (y^4)^2 \frac{\dot{y}^3}{\dot{y}^4}, y^3 - y^4 \frac{\dot{y}^3}{\dot{y}^4} \right) \big|_{t}. \]

We thus uniquely associated a curve \( \gamma_x(t) \) in \( G_2/P_2 \) to any curve \( \gamma_y(t) \) which in \( G_2/P_1 \) is tangent to the \((2,3,5)\) distribution \( D_2 \). This curve is \textit{very special} in \( G_2/P_2 \). Actually it is both \textit{tangent to the contact distribution} \( D_4 \) in \( G_2/P_2 \) as well it is \textit{simultaneously null with respect to all three bilinear forms} \( g^1, g^2, g^3 \).
and \( g^3 \) defining the \( G_2 \) contact structure on \( G_2/P_2 \). To see this we find a tangent vector to \( \gamma_\ast(t) \) at every moment of time \( t \). Differentiating \( \gamma_\ast(t) \) with respect to time, and using relations (4.22) and (4.23), we get

\[
\dot{\gamma}_\ast(t) = \dot{x}^3 \partial_{x^4} + \dot{x}^3 \partial_{x^5} + \dot{x}^3 \partial_{x^6} + \dot{x}^3 \partial_{x^7} + \dot{x}^3 \partial_{x^8} + \dot{x}^3 \partial_{x^9} 
\]

\[
= \frac{\partial}{\partial t} \left( \frac{y^3(t)}{y^4(t)} \right) - \left( -y^1 + 3y^2 y^4 + 2(y^4)^3 \frac{y^3(t)}{y^4(t)} \right) \partial_{x^5} - (y^4)^3 \partial_{x^6} - (y^4)^2 \partial_{x^7} - y^4 \partial_{x^8} + \partial_{x^9} 
\]

\[
= \frac{\partial}{\partial t} \left( \frac{y^3(t)}{y^4(t)} \right) \left( Z_1 - y^4 Z_2 + (y^4)^3 Z_3 - (y^4)^2 Z_4 \right),
\]

where \( Z_1, Z_2, Z_3 \) and \( Z_4 \) are (restricted to the curve \( \gamma_\ast(t) \)) vector fields spanning the contact distribution \( D_4 \), as in (4.20). Thus, the curve \( \gamma_\ast(t) \) is not only tangent to the contact distribution \( D_4 \) in \( G_2/P_2 \), but also its tangent vectors always lie on a twisted cubic

\[
Z_1 + T(t)Z_2 + T^2(t)Z_3 + T^3(t)Z_4
\]

parametrized in \( D_4 \) by \( T(t) = -y^4(t) \).

In this way, taking any curve \( \gamma_\ast(t) \) in \( G_2/P_1 \) tangent to the \((2,3,5)\) distribution \( D_2 \), then lifting it to a curve \( \tilde{\gamma}(t) \) in \( G_2/P_{1,2} \), and finally projecting this one to \( G_2/P_2 \), we get a curve \( \gamma_\ast(t) \) in \( G_2/P_2 \) with velocity vector on the tangent variety to the twisted cubic, thus performing an advanced \( G_2 \) manoeuvre.

### 5. Outlook

#### 5.1. Achievability

A flying saucer performing an attacking, landing or \( G_2 \) manoeuvre, is a control system. It moves in the configuration space \( \mathbb{C}_\ast \), with coordinate system \((x,y,z,a,b)\) in a way such that its velocity \( \dot{\gamma} \)

(A) \( \dot{\gamma} = u_1(3u_3 Z_1 + Z_3) + u_2(u_3 Z_2 + Z_4) \) when in attacking mode,

(L) \( \dot{\gamma} = u_3((1+b^2) u_2 + 3abu_1) Z_1 - u_3((abu_2 + 3(1+a^2)u_1) Z_2 + u_1 Z_3 + u_2 Z_4 \) when in landing mode,

(G2) \( s \) \( \dot{\gamma} = u_1 Z_1 + u_1(u_2 + u_3) Z_2 + u_1(u_2^2 + 2u_3 u_2) Z_3 + u_1(u_3^2 + 3u_3 u_2^2) Z_4 \) when in a simpler \( G_2 \)

mode, and

(d) \( \dot{\gamma} = u_1 Z_1 + u_1 u_2 Z_2 + u_1 u_2^2 Z_3 + u_1 u_2 Z_4 \) when in a more stringent \( G_2 \) mode.

Here the functions \( u_1,u_2,u_3 \) are arbitrary functions of time. They represent controls of the system. Vector fields \( Z_1,Z_2,Z_3,Z_4 \) are given by (4.7). They span the contact distribution.

A natural question in control theory is if, starting from a given configuration, one can move the system using available controls to any other position in configuration space. In flying saucer context one can ask if, only using one of the manoeuvres (A), (L), (G2)(s) or (G2)(d) one can drive a saucer from any point in the configuration space starting to any other one.

To answer this we invoke the Nagano-Sussman theorem.

**Theorem 5.1.** Let \( F = \{Y_1\} \) be a family of vector fields \( Y_1 \) on a manifold \( M \). Suppose that a finite number of brackets of \( Y_1 \)s and finite number of iterations of these brackets generate \( T_qM \) at every \( q \in M \) (we say that \( F \) is bracket generating). Then the orbit of this family of vector fields at each point is \( M \).

We now apply this theorem to the flying saucer in the attacking mode. We can chose particular controls to define a family of vector fields that satisfy the assumption of the Nagano-Sussman theorem. Indeed,

- taking \( u_1 = 1, u_2 = u_3 = 0 \) defines a vector field \( Y_1 = Z_3 \),
- taking \( u_2 = 1, u_1 = u_3 = 0 \) defines \( Y_2 = Z_4 \),
- taking \( u_1 = u_3 = 1, u_2 = 0 \) defines \( Y_3 = 3Z_1 + Z_3 \), and
- taking \( u_1 = 0, u_2 = u_3 = 1 \) defines \( Y_4 = Z_2 + Z_4 \).

All four vector fields \( Y_1,Y_2,Y_3,Y_4 \) are tangent to the contact distribution \( D \) and null with respect to the metric, which on \( D \) defines the attacking manoeuvre. Since \( Y_2 \wedge Y_3 \) is \( 3 \delta_2 \) and \( Y_1 \wedge Y_2 \wedge Y_3 \wedge Y_4 \wedge \delta_2 \neq 0 \) at each point, then the family \( F = \{Y_1,Y_2,Y_3,Y_4\} \) of vector fields on \( \mathbb{C}_\ast \) is bracket generating at each point of \( \mathbb{C}_\ast \). Thus, according to Nagano-Sussman theorem we can achieve any point of \( \mathbb{C}_\ast \) starting from any other point by going along integral curves of vector fields from family \( F \).

For the achievability in the landing manoeuvre we take

- \( Y_1 = Z_3 \) by putting \( u_1 = 1,u_2 = u_3 = 0 \),
• \( Y_2 = Z_4 \) by putting \( u_2 = 1, u_1 = u_3 = 0 \),
• \( Y_3 = Z_4 - 3(1 + a^2)Z_2 + 2abZ_1 \) by putting \( u_1 = u_3 = 1, u_2 = 0 \),
• \( Y_4 = Z_4 - abZ_2 + (1 + b^2)Z_1 \) by putting \( u_2 = u_3 = 1, u_1 = 0 \).

Here we see that \([Y_1,Y_2,Y_2,Y_3]\) = 9\( \delta_2 \), and we check that \( Y_1 \wedge Y_2 \wedge Y_3 \wedge Y_4 \wedge \partial_2 \neq 0 \) at each point. Thus, again we found a family of vector fields \( \mathcal{F} = \{Y_1,Y_2,Y_3,Y_4\} \) tangent to \( D \) and null with respect to the metric defining the landing manœuvre, which is bracket generating at each point of \( C_\triangleright \). By Nagano-Sussman theorem going along the integral curves of vector fields from this family enables as to achieve any point of \( C_\triangleright \) from any other point.

Finally for the achivability in the \( G_2 \) mode manœuvres, it is enough to show that the more stringent manœuvres \((G_2)(d)\) can be used to go everywhere from anywhere. Taking \( u_1 = 1, \) and \( u_2 \) in values \( \{0,1,-1,2\} \) we obtain \( Y_1 = Z_1, Y_2 = Z_1 + Z_2 + Z_3 + Z_4, Y_3 = Z_1 - Z_2 + Z_3 - Z_4, \) and \( Y_4 = Z_1 + 2Z_2 + 4Z_3 + 8Z_4 \). We have \([Y_2,Y_1] = \partial_2 \) and \( Y_1 \wedge Y_2 \wedge Y_3 \wedge Y_4 \wedge \partial_2 \neq 0 \) at each point. Thus we see that we can achieve any point of the configuration space from any other point by a successive \((G_2)(d)\) manœuvres.

Summarizing we have:

**Proposition 5.2.** A flaying saucer performing a sequence of \((A)\) manœuvres, or a sequence of \((L)\) manœuvres, or a sequence of \((G_2)\) manœuvres can reach any point of its configuration space starting from any other point.

### 5.2. Arbitrarines in the choice of twisted cubic in the \( G_2 \) mode manœuvre

There is a frustrating difference in our definitions of attacking and landing modes of a saucer, and the definition of the \( G_2 \) modes. The former definitions were expressed in a ‘human accessible terms’, such as ‘keep your velocity parallel/orthogonal to the axis of rotation’, whereas the latter needed a rather arbitrary placement of the twisted cubic on the contact distribution. Not only such terms as ‘contact distribution’ or ‘twisted cubic’ are not ‘human accessible’, but also we had a huge arbitrariness in choosing a twisted cubic on the contact distribution \( D \). Actually, whenever we chose a twisted cubic in a way such that its corresponding module \( \text{Span}[g^1, g^2, g^3] \) (or its structural tensor \( \Upsilon \)) is compatible with the contact form \( d\omega^0 \), we always define a \( G_2 \) contact structure on saucer’s configuration space. However, in general this structure will not be flat, i.e. it will not have \( G_2 \) symmetry. Nevertheless there are possibilities of choosing a twisted cubic on \( D \), apparently different from the one we have chosen in Section 4.3 which also defines a \( G_2 \) contact structure with \( G_2 \) symmetry on saucer’s configuration space. Here is an example:

Take \( \omega^0 = dz - adx - bdy \) as always, and
\[
\begin{align*}
\omega^1 &= \frac{ydx - xdy}{y}, & \omega^2 &= \frac{dx}{x}, & \omega^3 &= -\frac{1}{3}y(xda + ydb), & \omega^4 &= -\frac{y^2db}{x}.
\end{align*}
\]

We claim that via \( (4.8) \) this defines a structural tensor \( \Upsilon \) which is compatible with \( d\omega^0 \), i.e. the stabilizer of \( \Upsilon \) and \( d\omega^0 \) in \( \text{GL}(D) \) is the irreducible \( \text{GL}(2, \mathbb{R}) \). Moreover, one can check that the \( G_2 \) contact structure defined by \( D \) and \( \Upsilon \) on \( C_\triangleright \) has 14 infinitesimal symmetries which form \( g_2 \). Thus one can use this realization of the flat \( G_2 \) contact structure to define \( G_2 \) manœuvres of the flying saucer.

Something is missing here: we start with a flat \( G_2 \) contact structure and then, by identifying its contact distribution with the velocity space of the flying saucer we are able to define the manoeuvre. The situation was very different in case of manœuvres \((A)\) and \((L)\). We defined them knowing nothing about the corresponding contact geometry. The geometry was miraculously defined by the manoeuvre. We need such an approach for the \( G_2 \) story, but we are unable to find it!
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\(^1\)in the sense that the common stabilizer of \( \Upsilon \) and \( d\omega^0 \) is irreducible \( \text{GL}(2, \mathbb{R}) \)
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