ABSTRACT
Advanced driver assistance systems (ADAS) are designed to improve vehicle safety. However, it is difficult to achieve such benefits without understanding the causes and limitations of the current ADAS and their possible solutions. This study 1) investigated the limitations and solutions of ADAS through a literature review, 2) identified the causes and effects of ADAS through consumer complaints using natural language processing models, and 3) compared the major differences between the two. These two lines of research identified similar categories of ADAS causes, including human factors, environmental factors, and vehicle factors. However, academic research focused more on human factors of ADAS issues and proposed advanced algorithms to mitigate such issues while drivers complained more of vehicle factors of ADAS failures, which led to associated top consequences. The findings from these two sources tend to complement each other and provide important implications for the improvement of ADAS in the future.
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the drivers did not perceive danger [30]. Other studies found that there were negative ADAS effects on driver behavior, including distrust or overreliance on the system, wrong mental model used in the locus of control, and lack of support for behavioral adaptation, situation awareness, or mental workload [50]. For example, vehicles with ADAS might cause drivers to take a passive role in driving with less caution and attention, and thus more likely to be involved in traffic accidents [55, 74, 76]. Paul et al. [47] emphasized that the sole purpose of ADAS was to support drivers rather than to replace them. Therefore, it is imperative to examine the causes of system failures, especially those related to human factors and system designs, to identify solutions to improve ADAS design and safety.

The overall goal of this study is to investigate ADAS failures (its causes and effects) and possible solutions through literature review and text data mining to provide recommendations for improved safety and customer experience. The overall goal of this work is divided into four specific tasks as follows:

1. Explore ADAS limitations and solutions by conducting a literature review;
2. Build a natural language processing model based on deep learning to extract cause-and-effect relationships of customer perceptions in ADAS uses from the National Highway Traffic Safety Administration (NHTSA) consumer complaints database [45];
3. Build a taxonomy of the causes and effects related to ADAS uses;
4. Discuss the differences between the findings above to help provide recommendations for improving customer experience with ADAS.

2 LITERATURE REVIEW

We conducted a literature review to examine the limitations and proposed solutions of ADAS by searching journal articles, conference papers, and technical reports published between January 1, 2016 and June 31, 2021 using a combination of keywords in five academic databases, including Science Direct, ACM Digital Library, Scopus, IEEE Xplore, and PsycINFO. A complimentary search was performed in Google Scholar to accomplish a thorough result. The keywords included ADAS (Advanced driver/driving assistant/assistance system), FCW (forward collision warning), AEB (automatic/automated emergent/emergency brake/braking), LDW (lane departure warning/alert/prevention), LKA (lane-keeping assist/assistance), BSW (blind-spot warning/alert/monitor/assist), ACC (adaptive cruise control), automatic braking, automatic steering, automated driving, lane trace assist, supercruise, autopilot, specific names for different OEMs, lane departure prevention, and rear cross-traffic alert system with limitation, failure or improvement. In this process, we found 842 related papers initially. The following criteria were defined to select eligible papers:

- The paper identified one or more ADAS limitations/failures;
- The paper proposed one or more solutions for an existing ADAS problem.

The initial screening ended up with 72 papers. Then we carefully studied through the eligible papers and selected 67 papers that were highly relevant to the topic of our study regarding the limitations and solutions of ADAS based on the topics, methodologies and main findings of the papers. Among the selected papers, 26 of them were related to existing limitations of ADAS (38.8%), while 41 of the papers were focused on the solutions proposed to improve the performance of ADAS technologies (61.2%). We then summarized the limitations and solutions of ADAS into three main categories, including human factors, environmental factors, and vehicle factors. Within each main category, subcategories were also defined to further explain the limitations. For the studies related to ADAS limitations, most of them were about “Driver” (40.7%), followed by “Software” (14.8%), “Adverse weather” (11.1%), “Hardware” (11.1%), “Lane” (7.4%), and the rest were “Other driver/vehicle” (3.7%), “VRU” (3.7%), “Light condition” (3.7%), and “Road” (3.7%). For the studies related to ADAS solutions, the majority were about “Driver” (17.4%) and “Lane” (17.4%), followed by “Hardware” (15.2%), “Other driver/vehicle” (10.9%), “Light” (10.9%), “Software” (10.9%), and the rest solutions were about “VRU” (8.7%), “Road” (6.5%), and “Adverse weather” (2.2%). Though having a more detailed classification would provide further insight for understanding the limitations and solutions of ADAS, the existing literature did not offer enough information for further analysis.

2.1 ADAS Limitations

First, for ADAS limitations related to human factors, we identified three subcategories; i.e., drivers, pedestrians, and other vehicles/drivers. The first subcategory related to human factors was driver misuse or disuse of ADAS, either intentional or unintentional, due to the trust level of the driver in the system and/or the driver’s misunderstanding of the system. Example studies [2, 14, 17] showed that drivers’ partial understanding or misunderstanding of the system’s capabilities and limitations, led to system misuse with possible serious consequences. A survey conducted by McDonald et al. [41] showed that only 21% of the respondents correctly pointed out that BSW was not designed for extremely high speed, and 62% believed that FCW would automatically apply brakes. In the meantime, an appropriate level of trust in the system was essential to fully benefit from ADAS. Overtrust caused unintentional misuse as drivers believed that the technology was more capable than it was. For example, drivers engaged in other activities while the ACC was on and did not visually check the blind spot monitor (BSM) when overtrusting the ADAS capability [41]. The disuse of ADAS was an intentional disengagement of the system when drivers have insufficient trust of the system or when they were annoyed or distracted by system alarms [26, 46]. For example, Reagan and McCartt [49] showed that the LDW function was turned off in 67.2% of the vehicles observed due to lack of trust and excessive false alarms. The second subcategory of human factors is pedestrian. A study led by AAA [3] revealed that the functioning of the AEB system was unsuccessful under certain circumstances, such as children darting out, two pedestrians alongside the roadway when their silhouette was unclear from the background, or immediately after a right turn. The third category included other drivers and vehicles cutting in the front, causing the ACC system to malfunction with either late braking or excessive braking [10].

The second major limitation of ADAS is that its performance was largely influenced by the environment. Such factors include adverse weather, lighting conditions, and lane and road conditions. It was
reported that when the precipitation of rainfall was higher than 20mm/h, the sensors of ADAS would lose effectiveness [21]. Other adverse weather conditions, such as snow, fog, ice, crosswind, could also block and disable the sensors of ADAS [51]. Extremely low or high temperature was another major cause of sensor failures [8]. Apart from adverse weather, lighting conditions could also offset the benefits of ADAS. While darkness was a common problem, system failures could also be caused by the glare of sunrise or sunset [63]. Many lane related ADAS, such as LKA and LDW might be ineffective under certain road conditions, e.g., when the lane divisions were not clear or covered by objects like snow, leaves, or debris [8]. Moreover, if the road was wet and/or slippery, some ADAS functions, such as ACC and LKA, might be disabled due to the interactions between the tires and the roads [63, 65].

The third type of ADAS limitations related to the vehicle can be further divided into hardware and software issues. For the hardware part of the system, the limitations of the sensors, such as radars, lidars, and cameras, were the major causes of system malfunctions [7, 63]. The performance of ADAS sensors could also be reduced if vehicle modifications were not compatible with the system. For example, the ADAS sensors might be damaged or obstructed by the trailers attached to the vehicle [8]. For the software issues, cybersecurity was one of the main concerns regarding the ADAS for that ADAS functions could be disturbed by cyberattacks, such as denial-of-service attacks or theft of confidential information [42]. Furthermore, the reliability of algorithms related to sensor fusion, data merging, and other functions was another challenge for ADAS. The information provided by multiple sensors based on sensor fusion algorithms might be inconsistent or completely opposite, which could cause inaccurate and unreliable predictions [27, 78].

2.2 ADAS Solutions

Many reviewed studies proposed solutions for the identified ADAS problems, with an overall goal to improve the performance of the system. This section summarizes the solutions based on the same classifications used for limitations. The solutions are categorized into three main categories, human factors, environmental factors, and vehicle factors. We examined whether the ADAS solutions covered all the ADAS limitations identified in the previous studies. For the sub-categories “Light condition”, “Lane”, “Road” and “Hardware”, all the topics described in the limitation-related studies were covered in the solution-related studies, which indicates that the problems were widely studied. However, for the sub-categories “Driver”, “VRU”, “Adverse Weather” and “Software”, only part of the topics were found in the solution-related studies. Among the studies related to human factors, the limitations regarding driver’s trust required were in lack of solutions. And there was an unsolved difficulty caused by silhouette issues of pedestrians walking together. The solutions found to deal with environmental issues were more focused on improving the detection accuracy under light-insufficient conditions, however, the adverse weather related issues such as extreme temperature, snow/ice blockage were also in need of solutions. In the area of software-related limitations of ADAS, the malfunction caused by unreliable and unstable algorithms was in lack of solutions apart from the cyber attack problems. These limitations may need further explorations and investigation to provide a more promising performance of ADAS.

First, the proposed solutions focused on the algorithms and methods for detection and prediction improvement to solve human factor issues. In the subcategory of “Driver”, for the limitations related to driver’s unintentional misuse caused by inaccurate understanding or overtrust, one solution was to monitor the driver’s behaviour, identify, and correct the misbehavior in time. Therefore, researchers proposed algorithms to detect and predict the intentions of drivers to alert them of risky traffic situations and make decisions about whether to take over the driver’s control of the vehicle [18, 25, 28]. Other studies also examined the methods to improve driver’s behavior modeling and detection, such as eye gaze detection, fatigue detection, and other driving behavior detection for better monitoring performance [64, 67, 70–74]. In terms of drivers’ intentional disuse of the system, Mueller et al. [43] proposed a driver monitoring system based on driver behavior tracking to detect deliberate disengagement and misuse of ADAS, the system then used attention reminders and proactive methods to keep drivers engaged in the driver-system interactions and maintain the system’s functionalities. Pedestrian detection was another major issue for ADAS, and previous studies focused on the framework of intention recognition [48]. For example, studies were proposed to deal with the problem that the pedestrians on the roads were not sensitive enough for the sensors to detect them when they were partially obstructed [9, 13]. Other vehicles around the ego vehicle also influenced the ADAS performance. Hence, previous studies were proposed to estimate the location or velocity of surrounding vehicles using sensor fusion [33, 77], detect vehicle cutting in, lane change intention, and overtaking to avoid accidents [31, 40].

Second, to address the ADAS failures caused by environmental factors, some researchers proposed machine learning models and algorithms to assist the sensors to make reasonable predictions. For example, Tumas et al. [60] proposed a deep learning model to fix sensor distortion under severe weather conditions. Studies also aimed at classifying the road surface condition in order to improve the performance of Electronic Stability Control (ESC), ACC, and AEB systems [37, 52]. Han et al. [22] developed a deep learning segmentation algorithm to recognize irregular road areas. In order to improve lane detection, many researchers proposed algorithms to deal with unclear or missing lane markings [29, 53, 57, 68]. Teo et al. [57] proposed a Gabor filtering-based algorithm that efficiently detected fading lane boundaries. Studies were also proposed to improve the robustness of lane detection systems under various scenarios, such as rainy or poor lighting conditions [12, 38, 59]. Another important stream of work was to improve algorithm performance in poor light conditions, such as during nighttime or in areas with insufficient light. Such deep learning algorithms and methods have been utilized to improve the system performance for pedestrian detection, vehicle detection, rear lamp tracking, and so on [24, 44, 56].

Third, the solutions proposed to deal with the ADAS problems related to vehicle factors can be categorized into “Hardware” and “Software”. From the hardware perspective, the literature were trying to improve the performance of sensors by utilizing sensor fusion and other imaging techniques. Gao et al. [20] proposed a radar-imaging
technique (MIMO-SAR) to improve the resolution problems from the side view. Another technique related to millimeter-wave frequency modulated continuous wave radars was proposed with an adaptive interference detection and suppression scheme, which could improve the signal to noise ratio under multiple interference environments [61]. Sensor fusion is another commonly applied approach to achieve more accurate and reliable performances of sensors. Kotur et al. [34] designed deep learning methods to integrate LiDAR points with camera images to improve the accuracy of collision detection and reduce the time for calculation. An coordinate calibration algorithm was proposed by Kim et al [32] to fuse the radar data and vision data, and a better object detection result could be achieved. From the perspective of software, the goal of the solutions was focusing on improve the ADAS performance by software methods and algorithms. Vermiglio et al. [62] proposed an approach to reduce the computational cost in the system by using reduced order modeling. To deal with possible Sybil attack faced by modern vehicles equipped with ADAS sensors, Lim et al. [39] designed a scheme of multi-step verification process to improve the performance of sybil attack detection.

3 CAUSE-AND-EFFECT ANALYSIS

3.1 Datasets

We used the dataset from the NHTSA Office of Defects Investigation (ODI) Consumer Complaint database [45], which includes records of all safety-relevant complaints about vehicles received by NHTSA since January 1, 1995. Complaints included in this project were between October 27, 2015 and May 1, 2021. As for the manufacturer name, the complaints were related to the vehicle manufacturers such as BMW, Mercedes, Porsche, GM, Ford, Honda, Toyota, KIA, Hyundai, Nissan, Subaru, Chrysler, Volkswagen, and Mitsubishi. The total number of complaints in the specified range was 440,999. The database consisted of 49 variables detailing vehicle information, general vehicle component conditions, complaint/incident description, and vehicle purchasing history. The primary variable utilized in the study was complaint description, which was an account of the complaint in the consumer’s own words. As some complaints described multiple defective components, the database contained duplicate observations only differed by the defective component description variable.

3.2 ADAS Classification

To examine the cause-and-effect relationship in the the ADAS complaints, we applied Bidirectional Encoder Representations from Transformers (BERT) [19]. To label the dataset used to train and test the classifier models, we firstly identified a list of keywords based on the literature review and by manually checking the complaints to identify the most occurring ADAS related keywords. For instance, a complaint was classified as ADAS related if it contained any of the keywords shown in Table 1. The number of ADAS complaints identified was 1141 and the number of non-ADAS complaints was 439,858. The percentage of complaints containing the identified keywords is shown in Table 1. We used a stratified 10-fold cross validation to train and test the classification models.

BERT classifier: BERT achieved state-of-the-art results in text classification tasks. It was pre-trained on a large number of unlabeled data extracted from BooksCorpus (i.e., 800M words) and English Wikipedia (i.e., 2500M words) [19]. The BERT model consists of transformer encoders (i.e., read the text) and decoders (i.e., produce a prediction). The general architecture of preparing the input data for BERT transformer is summarized as follows [5]: 1) the complaint sentences were tokenized and passed through a token embedding layer to transform them into a vector representation of fixed dimension (i.e., 768-dimensional vector), 2) to help the model distinguish between two sentences, extra classification [CLS] and separator [SEP] tokens were added to the start and end of the tokenized sentence, 3) a sentence embedding was added to each token, which helped in classifying a text given a pair of input texts, 4) a position embedding was added to each token to indicate its relative position in a sentence using a sinusoidal function, 5) the final input embedding was a summation of the three embeddings. The summed input was passed to the transformer. In this study, we used the PyTorch-Pretrained-BERT library to build the BERT model. Then, we fine-tuned its linear layer and the sigmoid activation to obtain the predictions with the labeled dataset. During the fine-tuning process, Adam optimizer was used with a learning rate of $3 \times 10^{-6}$ and a batch size of 4. We fine-tuned the model on the collected dataset for eight epoch.

For the assessment of the classification models, the performance was evaluated with precision, recall, and F1-score. Precision represents the proportion of positive samples that were correctly classified to the total number of positive predicted samples, i.e., $\text{Precision} = \frac{\#true\_positive}{\#true\_positive + \#false\_positive}$. Recall represents the positive correctly classified samples to the total number of positive samples (i.e., ADAS data), i.e., $\text{Recall} = \frac{\#true\_positive}{\#true\_positive + \#false\_negative}$. F1-score represents the harmonic mean of precision and recall, i.e., $\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$ [75].

3.3 Causal Model Development

In this part of tasks, we annotated the cause-and-effect relationships about ADAS by coding 542 sentences. Out of the selected sentences, 150 complaints with the word "cause", 150 complaints with the word "due to", 42 complaints with the words "trigger, lead, result", and 200 sentences randomly picked. We simplified the cause-and-effect tagging format [69], and the dataset was labeled by three students to increase the reliability of the coding. The inter-raters reliability was 91.5%. We formulated the problem of cause-and-effect relationship extraction as a sequence labeling problem and we used three labels to annotate a sentence, i.e., O: others, C: Cause, E: Effect (see Figure 1) for an example.

In addition to the manually labeled data, we added two publicly available datasets. One was retrieved from the California Department of Motor Vehicles (CA DMV) [1] and it was labeled by Zhang et al. [69] to include cause and effect. The second dataset was a task specific dataset (SemEval-2010 Task 8) [23]. The three datasets (2567 sentences) (see Table 4) were combined then they were used as the ground truth to train the natural language processing model to extract cause-and-effect relations.
Table 1: Percentage of complaints containing the identified keywords

| Keywords                                                                 | Percentage |
|-------------------------------------------------------------------------|------------|
| automatic braking, emergency braking system, intelligent braking system  | 23.84      |
| forward emergency braking                                                | 16.56      |
| adaptive cruise control, super cruise, smart cruise control, dynamic    | 16.56      |
| cruise control                                                            |            |
| lane keep assist                                                         | 12.80      |
| automatic steering, steering assist                                       | 12.36      |
| autopilot, pilot assist                                                  | 7.89       |
| forward collision mitigation system, forward collision avoidance, forward|            |
| collision alert, rear cross traffic warning                              |            |
| blind spot assist, blind spot collision warning                           | 1.49       |
| pedestrian detection                                                    | 0.53       |
| driver monitoring                                                        | 0.35       |
| advanced driver assistance system                                        | 0.18       |
| automated driving                                                        | 0.18       |

Table 2: Tags distribution in the dataset

| Tags   | Meaning    | Number |
|--------|------------|--------|
| E      | Effect token | 7161   |
| C      | Cause token  | 5601   |
| O      | Other token  | 73788  |

Figure 1: Example of cause-and-effect annotation as a sequence labeling problem

Table 3: Summary of BERT classifiers performance

| Sample size                  | Precision | Recall | F1-score |
|------------------------------|-----------|--------|----------|
| ADAS (1141), Non-ADAS (1141)| 0.985     | 0.985  | 0.985    |
| ADAS (1141), Non-ADAS (2282)| 0.986     | 0.992  | 0.988    |
| ADAS (1141), Non-ADAS (3423)| 0.985     | 0.992  | 0.988    |

Table 4: Summary of model performance

| Models | Precision | Recall | F1-score | Loss  | Run time |
|--------|-----------|--------|----------|-------|----------|
| MPNet  | 0.838     | 0.847  | 0.842    | 0.381 | 41 mins  |
| Electra| 0.835     | 0.847  | 0.841    | 0.405 | 46 mins  |
| BERT   | 0.852     | 0.847  | 0.839    | 0.571 | 40 mins  |

4 RESULTS

4.1 Classification Results

A summary of the obtained classification results is shown in Table 3. Since the dataset was imbalanced, we varied the number of Non-ADAS complaints. In the first trial, we used the same number of ADAS and Non-ADAS complaints. In the second trial, we doubled the number of Non-ADAS complaints. And in the third trial, we tripled the number of Non-ADAS complaints. A ten-fold-stratified-cross-validation process was used to obtain the results as shown in Table 3. The BERT model had slightly better performance when more non-ADAS examples were included, with F1-score = 0.988.

4.2 Cause-and-Effect Model Performance and Results

The performance of the MPNet model was compared to BERT and XLNet since MPNet was built based on these two models. The comparison results of MPNet, ELECTRA, and BERT classification models, including precision, recall, F1 measure, evaluation loss, and run time, are shown in Table 4 using a five-fold cross validation strategy. Precision evaluates the fraction of correctly classified instances among the one classified as positive; it changes from 0 to 1. Recall evaluates the fraction of correctly classified instances among all possible positive predictions and it changes from 0 to 1. F1-score is defined as the harmonic mean between precision and recall. It is the most used metric when learning from imbalanced data, it ranges from 0 to 1. For precision, recall, and F1-score, a score of 1 represents a perfect model. Evaluation loss or binary cross entropy loss measures how well the classification model performs, it ranges from 0 to 1 with 0 being a perfect model. The MPNet model had a slightly better performance across all metrics than the ELECTRA and BERT models.
One example of the predicted tags for the ADAS complaints is shown below: ... tl* the contact owns a 2016 Tesla model s. the contact stated that while driving at 75 mph, the auto pilot engaged on its own as a result, the contact crashed into a barrier wall as he was able to place the vehicle back into manual mode...

Cause: “the auto pilot engaged on its own and the contact was unable to turn it off”.

Effect: “the contact crashed into a barrier wall”.

4.3 Taxonomy of Causes and Effects Related to ADAS

4.3.1 Categories of ADAS, Causes, and Effects. Based on the results from the causal model, we manually went through the filtered dataset with 1141 complaints to identify the causes and effects of different ADAS systems.

First, we identified eight major ADAS categories, including, 1) Emergency braking system (24%), 2) Adaptive cruise control (23.5%), 3) Lane keep assist (16.7%), 4) Automatic steering (12.8%), 5) Autopilot (12.7%), 6) Forward collision avoidance (87%), 7) Blind spot assist (1.5%), and 8) Others (1.2%). Among them, others included pedestrian detection (0.4%), driver monitoring (0.2%), advanced driver assistance system (0.2%, which did not specify the exact ADAS type), rear cross traffic warning (0.3%), and super cruise (0.2%).

In the second step, we identified different categories of causes below: 1) Vehicle factors (71.2%, including battery, powertrain, wiring issue, data storage issue, over correction, false alarm, windshield crack, automatic engagement, suspension failure, infotainment defect, automatic disengagement, brake failure, over sensitive, main control unit issue, others, recognition error, inattentive driving, electric system issue, steering issue, software issue), 2) Unknown causes (22.6%), 3) Environment (5.0%, road conditions and weather), and 4) Human factors (1.2%, false advertising, other vehicles).

We then examined the detailed categories related to these major categories as shown in Figure 2a. The top five causes were unknown (22.6%), false alarm (17.3%), fail to respond (13.1%), recall (6.2%), and sensor issue (5.5%). Note when we labeled these categories, we showed the main differences between them below:

(1) False alarm means that there was nothing on the road, but the vehicle suddenly braked (e.g., “on multiple occasions while using the adaptive cruise control the vehicle will suddenly and unexpectedly apply the brakes when the path is clear in front of the vehicle”);

(2) Recognition error means that the vehicle recognizes A as B (e.g., “while using adaptive cruise control the car will inexplicably break when it sees shadows on the road...”);

(3) Sensor issues mainly include sensor (camera or radar) obstruction or general sensor issues without specification (e.g., “the adaptive cruise control radar sensor was found crack after being taken to the dealership for error code”);

(4) Fail to respond means that when there were objects with risks to the vehicle, the vehicle’s ADAS did not respond (e.g., “the forward collision avoidance system was inoperable. the system does not respond to speed limits, does not alarm, does not display pictures, and does not apply any braking force to avoid a crash...”);

(5) Other vehicles include the driving behavior of others causing the issues (e.g., “i was driving my 2018 yukon denali on a 3 lane interstate with gm’s new adaptive cruise control turned on... another driver cut in front of me from the right. adaptive cruise slammed on the brakes almost causing a rear-end accident by overcompensating...”);

(6) Data storage issues mostly associated with issues of embedded MultiMediaCard (emmc) (e.g., “the emmc flash memory is failing, leading to the main screen blacking out for several minutes while both driving and when at stop and when the car is booting up. this prevents adjustment of several components, including climate (fans, defog, ac), manual lighting, cruise control/autopilot, etc.”);

(7) Inattentive driving includes mostly handoff driving from Tesla vehicles (e.g., “he is not taking the advice to hold the wheel seriously and his placing lives at risk by his reckless behavior...”);

(8) Others include causes that were less than 5 cases, including engine, fuel pump, leaking-control box, leaking-cylinder, leaking-oil, mirror issue, remote start, security design, speed adjuster, switch, transmission problem, unintended acceleration, unintended deceleration, and unintended lane change.

Thirdly, we identified different categories of effects of these causes as shown in Figure 2b. The top five effects were 1) ADAS failure (18.8%), hard braking (13.0%), warning alert (10.5%), collision (9.2%), and near collision (5.9%). We also explained the main differences among categories when we labeled them as follows:

(1) Collision was less severe than crash, such as “i had to merge into traffic from the hov lane disengaging the cruise control. i then used the auto transmission to shift to a lower gear to gain more torque in changing lanes when the car went into a stall and lost all power. consequently we were rear-ended by another car.”

(2) Crash was more severe than collision, such as “he credits the tesla with saving his life but does not concede that the crash might have been caused by a vehicle fault... both front and rear wheels have been torn off the car which may have been the result of the crash...”

(3) Crash with injury or death was the most severe, such as “...lane assist jerked the wheel as i was approaching the car in front of me and caused me to go into the other lane and then it resumed speed because it did not realize a vehicle was coming the other way. at this time i had no control of the car. by the time i could get back over and got control of the vehicle it was too late and i hit someone and they died.”

(4) Loss of control is more general from the description than hard braking or swerving which were explicitly mentioned, such as “... this even happens when "the lane keep assist" is switched off. it is a constant struggle to keep it from drifting into the right lane and other cars... the pull is so strong that it makes the lane keep assist system (lkas) unusable. when using lkas on cruise control the vehicle keeps drifting into the shoulder of the road and even crosses the line.” One example of hard braking was, “i was driving home... a message on the display stated that a crash was imminent. then the brakes engaged suddenly, and the car almost came to a complete stop."
in the middle of the street. the brakes engaged so hard and so quickly, that it threw me forward in the seat." One example of swerving was "when this happened on highways while using autopilot (experienced at least three times), the car swerved..."
left and right erratically (after changing lanes) in an effort to re-center on the lane without success, and i had to take over manually in over to avoid from flipping over or an accident.”

(5) Stalling (not drivable but with infotainment on) was different from vehicle complete failure which lost all power of the vehicle. One example of stalling was “vehicle is stalling at lights. vehicle has rough idle. vehicle automatic braking activate without warning.” One example of vehicle complete failure was “2017 honda crv parked in garage, when attempting to start engine dash lights up warnings on braking system, cruise control, lane assist, battery and many other areas. car would not start and goes dead with 3rd attempt to start.”

(6) Safety hazard is used when it was explicitly mentioned while unknown did not mention any results of the complaint. One example of safety hazard was “van has just over 5k miles... primary warning was 'low brake power' and braking became extremely touchy as it seemed to utilize the emergency brake as a backup, this extreme braking is hazardous and could result in an accident caused by braking too quickly - with a possible rear-end collision by traffic to the rear.”

4.3.2 Causes to ADAS issues. By examining the cause and effect pairs associated with each ADAS issue, we were able to identify the most important causes to specific ADAS issues and their associated effects. Table 6 shows the top five causes and top five effects to each ADAS category. For example, the top five causes of forward collision avoidance were recall (41.4%), false alarm (18.4%), unknown (14.9%), fail to respond (11.5%) and sensor issue (5.7%), which accounted for 91.9% of the cases. For example, the top five effects of forward collision avoidance were repair unavailable (27.6%), hard braking (18.4%), ADAS failure (11.5%), warning alert (11.5%) and unintended braking (8.0%), which accounted for 77.0% of the cases. We were also able to identify the top 10 cause-effect pairs by aggregating different ADAS categories in Table 5.

5 DISCUSSIONS

This study investigated the issues and solutions of ADAS failures in the literature and identified the causes and effects from a consumer complaint dataset. The key findings of both efforts are highlighted below.

Major ADAS issues. We found three main categories of factors that were associated with ADAS issues in both efforts of this study, including human factors, environmental, and vehicle factors. In the literature review, we found that ADAS issues were mostly related to human factors (48.1%), followed by vehicle factors (26.0%) and environmental factors (25.9%). Thus, many solutions were proposed with regard to human factors solutions. However, in the consumer complaint dataset, we found that 71.2% of the complaints were associated with vehicle, followed by unknown factors (22.6%), environmental factors (5.0%), and human factors (1.2%). The differences in terms of the distributions of causes showed different possible biases in self-reported complaint data that humans tend to complain more about external factors rather than internal factors (i.e., human factors). Even though, human factors issues were reported in the consumer complaint dataset, they were related to false advertising and other vehicles. Nevertheless, we were able to identify a variety of causes of ADAS related to vehicles in the consumer complaint dataset (see Figure 2a) with top five causes: false alarm (17.3%), fail to respond (13.1%), recall (6.2%), and sensor issue (5.5%), and software issues (3.2%). We found the environmental factors played key roles in leading to ADAS issues, including road and lane conditions, weather and lighting, which seemed to be consistent between the two sources. At the same time, we were able to identify the leading causes of individual ADAS systems through the consumer complaint dataset (see Table 6), which were not available in the literature. Such findings helped provide more information to understand the possible solutions to improve ADAS more specifically in reality. In this sense, these two lines of research tend to complement each other with a better understanding of the the causes of ADAS.

ADAS solutions and effects. In the literature, researchers were able to provide a variety number of solutions based on the issues identified. A larger number of studies focused on developing advanced algorithms to improve the performance of ADAS that were able to improve driver trust and less vulnerable to different weather and road conditions (e.g., [18, 25, 28]). Another important finding was that researchers were also interested in modeling and monitoring driver behavior to help improve the joint performance of the human-vehicle system (e.g., [67, 70, 72]). However, in the consumer complaint dataset, we emphasized the possible consequences of the ADAS issues despite the fact that there were a small number of solutions to ADAS issues provided by dealers, mechanics, or automotive companies, but these might be temporary solutions since many ADAS problems were still persistent (e.g., “tl’ the contact owns a 2019 honda cr-v. while the contact was driving approximately 45 mph, another vehicle was passing on the passenger side of the contact’s vehicle caused the automatic braking system to activate. as a result, the contact’s vehicle independently and abruptly stopped... the vehicle was taken to first team Honda where it was diagnosed that the forward collision avoidance sensor lens was contaminated with road debris. the lens was cleaned and the vehicle was returned to the contact. the contact stated that the failure recurred within thirty minutes...”). The effects of ADAS issues identified were either associated with specific ADAS or specific causes. For example, Table 6 shows the top effects related to specific ADAS while Table 5 shows the most frequently cause and effect pairs in the dataset. These insights provided guideline in prioritization in terms of fixing different issues associated with ADAS. For example, distrust was one of the top 5 effects associated with lane keep assist, which indicated an urgent need to improve the performance of such ADAS in different scenarios.

Natural language processing models. In this study, we made use of the state-of-the-art pre-trained language models to perform two important tasks, i.e., ADAS classification and cause-and-effect relation extraction. We used BERT to conduct ADAS classification. The model performed well for this task, which helped us identify the ADAS related consumer complaints. Then we used three different types of language models for cause-and-effect relation extraction and it was found that MPNet performed slightly better than ELECTRAN and BERT. This task was much more difficult than ADAS classification. We used labeled dataset for fine-tuning the language models. However, the labeled datasets were from different domains. More research is needed to further improve the performance of the cause-and-effect extraction.
Limitations and future work. The study has some limitations that can be addressed in future studies. First, the findings from the literature review and the consumer complaint dataset might be biased toward specific causes of ADAS issues. The literature review was fairly objective by focusing the current major ADAS limitations and their potential solutions from research point of view, but might ignore other issues that would happen in our daily life. The consumer complaint dataset was more subjective and tended to be biased toward vehicle factors associated with ADAS causes. Thanks to the nature of these two sources, the results were complementary to each other. Future research can be conducted to examine other resources to identify the causes of ADAS issues and solutions more comprehensively, such as patents. Second, due to the cost associated with labeling cause-and-effect relations, we only had a small labeled dataset to fine-tune the pre-trained language models to extract causes and effects of ADAS in the consumer complaint dataset. Although our MPNet was able to identify the causes and effects with f1-score = 0.842, more work is needed to further improve the performance of cause and effect extraction.

6 CONCLUSION

In this study, we conducted a comprehensive literature review on the causes and solutions of ADAS failure and we found that both the causes and solutions of ADAS can be categorized into human factors, environmental factors, and vehicle factors. Then we conducted a cause-effect analysis with an NHTSA ODI Consumer Complaint database using natural language processing techniques based on deep learning models. Our model was able to identify causes and effects with f1-score = 84.1%, based on which we identified the causes and effects associated with different ADAS categories. At the same time, we identified 1) top 5 causes of each ADAS, 2) top 5 effects of each ADAS, and 3) top 10 most frequent cause and effect pairs. Then the findings from these two efforts were compared and discussed to provide possible recommendations to improve the safety of ADAS.
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