TIME-TRANSLATION INVARIA NCE OF SCATTERING MAPS AND BLUE-SHIFT INSTABILITIES ON KERR BLACK HOLE SPACETIMES
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Abstract. In this paper, we provide an elementary, unified treatment of two distinct blue-shift instabilities for the scalar wave equation on a fixed Kerr black hole background: the celebrated blue-shift at the Cauchy horizon (familiar from the strong cosmic censorship conjecture) and the time-reversed red-shift at the event horizon (relevant in classical scattering theory).

Our first theorem concerns the latter and constructs solutions to the wave equation on Kerr spacetimes such that the radiation field along the future event horizon vanishes and the radiation field along future null infinity decays at an arbitrarily fast polynomial rate, yet, the local energy of the solution is infinite near any point on the future event horizon. Our second theorem constructs solutions to the wave equation on rotating Kerr spacetimes such that the radiation field along the past event horizon (extended into the black hole) vanishes and the radiation field along past null infinity decays at an arbitrarily fast polynomial rate, yet, the local energy of the solution is infinite near any point on the Cauchy horizon.

The results make essential use of the scattering theory developed in [M. Dafermos, I. Rodnianski and Y. Shlapentokh-Rothman A scattering theory for the wave equation on Kerr black hole exteriors, preprint (2014) available at http://arxiv.org/abs/1412.8379] and exploit directly the time-translation invariance of the scattering map and the non-triviality of the transmission map.

1. Introduction

The blue-shift instability associated to the Kerr Cauchy horizon is one of the most celebrated features of black hole interior geometries (see [38, 41]):

Consider two freely falling observers, A and B, where A enters the black hole, crossing the Cauchy horizon CH⁺ at finite proper time, while B remains forever outside, sending a pulse at constant frequency to A. The frequency of the pulses, as measured by A, become infinitely shifted to the blue as A approaches CH⁺.

This situation is depicted below in the classic Penrose diagram representation.

![Figure 1: The blue-shift effect at the Kerr Cauchy horizon](image)

One can understand the shift in frequency using the time-translation invariance with respect to the “stationary” Killing field T. For this, note first that if B is freely falling, then the difference in proper time s_B measured by observer B is comparable to the difference in t in that \( \frac{\partial t}{\partial s_B} \sim 1 \). (In the limit where B is pushed to past null infinity \( I^- \), this becomes an equality.) On the other hand, the difference in proper time \( s_A \) of A satisfies \( \frac{\partial t}{\partial s_A} \sim (\tau_A - s_A)^{-1} \), where \( \tau_A \) is the proper time when
A crosses $\mathcal{CH}^+$. If $A$ and $B$ are chosen appropriately, then time-translation invariance will imply that the $t$-difference between two successive pulses along $A$ is always comparable to 1. One infers immediately an infinite blue-shift as $A$ crosses $\mathcal{CH}^+$.

It is precisely this instability which originally motivated Penrose [38] to conjecture his “strong cosmic censorship”, according to which Cauchy horizons are non-generic in evolution for the Einstein equations.

The above blue-shift can be contrasted with the equally celebrated red-shift effect on the event horizon, which was discussed as early as 1939 [37]. Now it is observer $A$ who sends a signal at a constant frequency while crossing the event horizon $\mathcal{H}^+$, and this frequency is infinitely shifted to the red when received by $B$ (see also the textbook [11]).

This situation is depicted below.

![Figure 2: The red-shift effect at the event horizon](image)

Again, the effect can be understood using only the time-translation invariance, in view again of the fact that $\frac{\sigma}{\sigma_{A}} \sim (\hat{s}_A - s_A)^{-1}$, where $\hat{s}_A$ is now the proper time when $A$ crosses $\mathcal{H}^+$.

The red-shift is an important part of the conjectured stability of black holes in evolution for the Einstein equations; see the discussion in [15]. On the other hand, it is clear that were one to reverse the time-orientation and consider backwards evolution, the above red-shift effect turns into a blue-shift, very analogous to the previous.

![Figure 3: The blue-shift effect in backwards evolution at the event horizon](image)

This backwards blue-shift has been discussed in the context of classical scattering theory for the wave equation on fixed black hole backgrounds [35, 18] as well as a scattering theory construction for dynamic spacetimes satisfying the non-linear vacuum Einstein equations [14]. This phenomenon is also familiar from the well-known calculation of the Hawking effect and is related to the mechanism of particle creation. (See [28, 1] for overview and discussion and [7, 28] for recent mathematical results.)

The goal of the present paper is to provide a unified treatment of the above two blue-shift instabilities in the context of the scattering theory for solutions to the wave equation

$$\Box g \psi = 0.$$  (1)

Let us note that the Gaussian beam approximation [40] already gives a sequence of finite energy solutions for which the local energy near the event or Cauchy horizon, respectively, becomes arbitrarily large. Here, we would like to produce solutions parametrised by smooth “scattering data” on future and past null infinity $\mathcal{I}^\pm$ respectively (with polynomially decaying tails) for which this local energy is in fact infinite.

Before stating our first result capturing the blue-shift instability at the event horizon $\mathcal{H}^+$, we note that a consequence of our previous work on scattering [18] is that there do indeed exist unique solutions $\psi$ to the wave equation (1) with prescribed radiation fields on $\mathcal{H}^+ \cup \mathcal{I}^+$. These solutions
by construction lie in a space defined by the finiteness of a degenerate energy at $\mathcal{H}^+$ and are smooth away from the horizon. Our result (see Section 5.1 for the precise statement) can be roughly stated as follows.

**Theorem 1** (rough statement). On any subextremal Kerr spacetime, there exists an axisymmetric solution $\psi$ to the wave equation such that the radiation field of $\psi$ along the future event horizon $\mathcal{H}^+$ vanishes and the radiation field of $\psi$ along future null infinity $I^+$ decays at an arbitrarily fast polynomial rate, yet the local energy of $\psi$ is infinite in a neighbourhood of any point on the future event horizon $\mathcal{H}^+$.

To state our second result capturing the blue-shift instability at the Cauchy horizon, we note first that applying [18] and the well-posedness of a characteristic initial value problem, there exist unique solutions to the wave equation (1) with prescribed radiation fields on $\mathcal{H}^- \cup I^-$, where $\mathcal{H}^-$ is now extended to the black hole region. Our second result (see Section 5.2 for the precise statement) concerns the blue-shift instability associated with the Cauchy horizon and can be roughly stated as follows:

**Theorem 2** (rough statement). On any subextremal, rotating Kerr spacetime there exists an axisymmetric solution $\psi$ to the wave equation such that the radiation field of $\psi$ along the past event horizon $\mathcal{H}^-$ (extended into the black hole) vanishes and the radiation field of $\psi$ along past null infinity $I^-$ decays at an arbitrarily fast polynomial rate, yet the local energy of $\psi$ is infinite in a neighbourhood of any point on the ingoing part of the Cauchy horizon $\mathcal{CH}^-$.

The statements of the two theorems are illustrated below:

---

**Figure 4**: Illustration of Theorem 1

**Figure 5**: Illustration of Theorem 2

As motivation for considering the blow-up of local energy of $\psi$, recall that one consequence of Christodoulou’s formulation of the strong cosmic censorship conjecture [11] is that generic perturbations of the Kerr spacetime should produce metrics which are not extendible in $H^1_{\text{loc}}$ through the Cauchy horizons. (In view of the work [16], however, the Cauchy horizons will persist as null hypersurfaces through which the metric is $C^0$ extendible.) We note that due to the linearity of the wave equation, it is an immediate consequence of both the above theorems that the singular behaviour along $\mathcal{H}^+$ or $\mathcal{CH}^+$ in fact holds for generic solutions to the wave equation whose radiation fields along $I^+$ or $I^-$ respectively decay at arbitrarily fast polynomially rates. We shall not try to formalise this further here, however.

1.1. Previous and related work. Theorem 1 above concerning the event horizon $\mathcal{H}^+$ is related to a similar result proven in [18] for the Schwarzschild $a = 0$ case using certain monotonicity properties of the wave equation in spherical symmetry (Theorem 11.1 of [18]). In particular, the above generalisation shows that Theorem 2 of [18] holds for all $|a| < M$.

Our Theorem 1 above concerning the Cauchy horizon $\mathcal{CH}^+$ can be thought to complete a paper of McNamara [34], where a conditional proof of a slightly weaker statement was given, showing that $\psi$ failed to be $C^1$ at the horizon, subject however to verifying certain statements concerning “non-zero
transmission” to the Cauchy horizon (these needed statements in fact follow from our Theorem 7.1 and could be used to complete his proof). Our proof (see Section 1.2 below) will however be different from that of McNamara.

Another approach to capturing the blue-shift instability at the Cauchy horizon is to identify a condition on the solution along the event horizon \( \mathcal{H}^+ \) which ensures blow up at \( \mathcal{CH}^+ \). Such a condition was given by Luk–Oh \[30\] in the Reissner–Nordström case, who moreover showed that their condition indeed holds for generic solutions arising from compactly supported data posed on an asymptotically flat, spacelike hypersurface. (For some partial results concerning self-gravitating spherically symmetric scalar fields see \[12, 13\].) In addition, the work \[30\] gives an explicit characterization of the genericity assumption in terms of the asymptotics along future null infinity \( \mathcal{I}^+ \). In parallel with the present paper, Luk–Sbierski \[31\] have obtained a Kerr analogue of the result of \[30\] relating a polynomial lower bound along \( \mathcal{H}^+ \) to infinite local energy at \( \mathcal{CH}^+ \). Obtaining a characterization of spacelike initial data for which this lower bound holds remains an open problem. In broad terms, one expects that the strategy of \[31\] will be applicable in the study of the instability properties of the Cauchy horizon in the full non-linear theory governed by the Einstein vacuum equations (cf. \[16\]).

Let us also note several other classical attempts in the physics literature to understand the blue-shift instability at the Cauchy horizon \[9, 27, 32\].

In the case of extremal Reissner–Nordström or extremal Kerr, the local red-shift along \( \mathcal{H}^+ \) and the local blue-shift along \( \mathcal{CH}^+ \) both vanish. This leads to fundamentally different expectations for the qualitative behavior of waves in the black hole exterior and interior, see \[3, 4, 5, 6, 24, 25\] for the current state of the art. We note, however, that even the question of boundedness for general solutions to \( \mathcal{L} \) on extremal Kerr exteriors remains an open problem (see the discussion in \[17\]).

1.2. Time-translation invariance of scattering theory and the approach of this paper.

The proofs we shall offer in this paper do not overtly rely on the geometric optics approximation. Rather, the idea is to exploit the relation between time-translation invariance and the blue-shift directly at the level of the wave equation \( \mathcal{L} \). The argument is quite soft and will not require precise decay estimates of the form used in \[13, 30\] or in Theorem 11.1 of \[18\]. The fundamental three ingredients of scattering theory for our argument are

(a) the existence of “transmission maps” taking initial data on \( \mathcal{I}^- \) to a well defined radiation field along \( \mathcal{CH}^+ \) and initial data on \( \mathcal{I}^+ \) to a well defined radiation field on \( \mathcal{H}^- \),

(b) the commutation properties of the transmission maps with translation by the stationary Killing vector field \( T \),

(c) the non-vanishing of the transmission map.

For Theorem 1, the necessary scattering theory results for (a), (b), (c) follow a fortiori from our recent works \[17, 18\] which, among other things, establish a complete scattering theory for general solutions to the wave equation on Kerr exterior spacetimes in the full sub-extremal range \( |a| < M \). See \[8, 19, 20, 35\] for earlier results about scattering on Schwarzschild and \[23\] for a textbook introduction to black hole scattering. For Theorem 2, however, the analogue of the scattering theory of \[18\] is not available (cf. however the pioneering work \[33\] and the more recent \[21, 22\] for the statements of uniform boundedness and continuous extendibility to the Cauchy horizons for sufficiently regular solutions to the wave equation on both the Reissner–Nordström and Kerr spacetimes). We shall prove by hand what we need (see Theorem 7.1), but we hope that this paper further motivates a full treatment of interior black hole scattering, which would be of significant independent interest.

The relevance of the commutation properties of the transmission map for the blue-shift instability stems from the relation

\[
\nabla_K K = \kappa K,
\]
satisfied by the Killing generator $K$ of the event or Cauchy horizon, which is a linear combination of the stationary vector field $T$ referred to above and the generator $Z$ of axisymmetry. Here $\kappa$ is the surface gravity. In the case of Theorem 1 we will use the above properties of our scattering theory to construct solutions $\psi$ whose induced radiation fields on $\mathcal{H}^-$ are non-trivial and satisfy a scaling property with respect to $T$, and thus, by axisymmetry of $\psi$, also with respect to $K$. In view of the relation (2), this scaling property necessitates that the local energy of $\psi$ is infinite at the sphere of bifurcation where $\mathcal{H}^+$ and $\mathcal{H}^-$ meet and where the vector field $K$ vanishes. The result then follows by a form of propagation of singularities along $\mathcal{H}^+$. A similar argument is used for Theorem 2.

1.3. Outline. We close with an outline of the rest of this paper. In Section 2 below we review the Kerr spacetime, defining the regions of interest and setting our notation. Then, in Section 3 we develop the scattering theory we need for the interior, using this to prove Theorem 2. Finally, in Section 7 we close with an outline of the rest of this paper. In Section 2 below we review the results of [18] for the exterior region in Section 4. The precise formulations of our main two results are given in Section 5. The proof of Theorem 1 will then be given in Section 6. In Remark 2.2 we will note the part of the construction relevant for the Schwarzschild case ($a = 0$).

In order to fix our notation we will review the differentiable structure and metric of the Kerr spacetime, defining the regions of interest and setting our notation. Then, in Section 3 we review some basic facts about the wave equation. We shall recall the pertinent scattering theory and that our assumption that $|a| < M$ while Theorem 2 requires that the rotation parameter $a \neq 0$. For convenience, however, throughout this section we will assume $0 < |a| < M$. In Remark 2.2 we will note the part of the construction relevant for the Schwarzschild case ($a = 0$).

We begin by defining some useful constants $r_{\pm}, \kappa_{\pm}$ and functions $r^* : \mathbb{R} \setminus \{r_+, r_-\} \to \mathbb{R}$, $A : \mathbb{R} \setminus \{r_+, r_-\} \to \mathbb{R}$, $\Delta : \mathbb{R} \to \mathbb{R}$, $\rho^2 : \mathbb{R} \times (0, \pi) \to \mathbb{R}$, and $\Pi : \mathbb{R} \times (0, \pi) \to \mathbb{R}$:

$$r_{\pm} \doteq M \pm \sqrt{M^2 - a^2}, \quad \kappa_{\pm} \doteq \frac{r_{\pm} - r_{\mp}}{2(r_{\pm}^2 + a^2)},$$

$$(3) \quad r^*(r) \doteq r + \frac{1}{2\kappa_{\pm}} \log \left(|r - r_+|\right) + \frac{1}{2\kappa_{\pm}} \log \left(|r - r_-|\right),$$

$$A(r) \doteq \frac{a}{r_+ - r_-} \log \left(\frac{r - r_+}{r - r_-}\right),$$

$$\Delta(r) \doteq r^2 - 2Mr + a^2, \quad \rho^2(r, \theta) \doteq r^2 + a^2 \cos^2 \theta, \quad \Pi(r, \theta) \doteq (r^2 + a^2)^2 - a^2 \sin^2 \theta \Delta.$$  

A calculation yields

$$\frac{dr^*}{dr} = \frac{r^2 + a^2}{\Delta}, \quad \frac{dA}{dr} = \frac{a}{\Delta}.$$  

Note that the two roots of $\Delta$ are given by $r_{\pm}$ and that our assumption that $|a| \in (0, M)$ guarantees that $r_{\pm}$ are distinct and hence that $\kappa_{\pm}$ are non-vanishing.

2. Review of the Kerr spacetime

In order to fix our notation we will review the differentiable structure and metric of the Kerr spacetime as well as various coordinate systems. For a true introduction to the Kerr spacetime, we recommend [36] and [41].

The sub-extremal Kerr family has two free parameters $(a, M)$ which are required to satisfy $|a| < M$. Theorem 1 concerns the entire range $|a| < M$ while Theorem 2 requires that the rotation parameter $a \neq 0$. For convenience, however, throughout this section we will assume $0 < |a| < M$.
2.1. Boyer–Lindquist coordinates in the exterior and interior. We start by defining the exterior region

\[ D_{\text{ext}} \doteq \{(t, r, \theta, \varphi) \in \mathbb{R} \times [r_+, \infty) \times S^2\}. \]

On \( D_{\text{ext}} \) we define the Kerr metric by

\[ g_{a, M} \doteq -\left(1 - \frac{2Mr}{\rho^2}\right) dt^2 - \frac{4Mar^2 \sin^2 \theta}{\rho^2} dt d\varphi + \frac{\rho^2}{\Delta} dr^2 + \rho^2 d\theta^2 + \sin^2 \theta \frac{\Pi}{\rho^2} d\varphi^2, \]

where \( \Delta = r^2 - 2Mr + a^2 \) and \( \Pi = r^2 + a^2 \cos^2 \theta \).

We next define the black hole interior region

\[ D_{\text{int}} \doteq \{(t, r, \theta, \varphi) \in \mathbb{R} \times (r_-, r_+) \times S^2\}. \]

The metric \( g_{a, M} \) on \( D_{\text{int}} \) is defined by the same expression \( 4 \).

Lastly, it will be useful to introduce the notations \( T \doteq \partial_t \) and \( Z \doteq \partial_\varphi \) for the stationary and axisymmetric Killing vector fields.

2.2. Outgoing and ingoing Eddington–Finkelstein-like coordinates. While the metric \( 4 \) takes a simple form in Boyer–Lindquist coordinates, these coordinates do not cover all portions of interest in the maximally extended Kerr spacetime; in particular, they do not cover the event horizons or Cauchy horizons.

We introduce a new coordinate system, “outgoing Eddington–Finkelstein coordinates,” by covering the region \( D_{\text{ext}} \) with \( (v, r, \theta, \varphi^*) \in \mathbb{R} \times (r_+, \infty) \times S^2 \), where the new \( v \) and \( \varphi^* \)-coordinates are defined as follows

\[ v(t, r) \doteq t + r^*(r), \quad \varphi^*(\varphi, r) \doteq \varphi + A(r). \]

The map \( (t, r, \theta, \varphi) \mapsto (v, r, \theta, \varphi^*) \) is easily seen to be a diffeomorphism on \( D_{\text{ext}} \), and under this change of coordinates, the metric \( 4 \) takes the form

\[ g_{a, M} \doteq -\left(1 - \frac{2Mr}{\rho^2}\right) dv^2 + 2dvdr - \frac{4Mar^2 \sin^2 \theta}{\rho^2} dve^2 + \rho^2 d\theta^2 + \sin^2 \theta \frac{\Pi}{\rho^2} (d\varphi^*)^2 - 2a \sin^2 \theta d\varphi^* dr. \]

The point of introducing these coordinates is that it is manifestly clear that the formula \( 4 \) extends to define a Lorentzian manifold with boundary on \( (D, g_{a, M}) \), where

\[ D \doteq \{(v, r, \theta, \varphi^*) \in \mathbb{R} \times [r_-, \infty) \times S^2\}. \]

Furthermore, inversion of the formulas \( 5 \) immediately yields an isometry between the Lorentzian manifold \( (D \cap \{r \in (r_-, r_+\}) \), \( g_{a, M} \) and \( (D_{\text{int}}, g_{a, M}) \). Using this isometry, we now identify these two regions.

Along the hypersurface \( \{r = r_+\} \) one may easily check that

\[ K \doteq \partial_v + \frac{a}{2Mr_+} \partial_{\varphi^*}, \]

is null, future pointing\(^1\) and orthogonal to \( \partial_\theta \) and \( \partial_{\varphi^*} \); in particular, \( \{r = r_+\} \) is a null hypersurface with future pointing null generator \( \partial_v + \frac{a}{2Mr_+} \partial_{\varphi^*} \). We call \( K \) the “Hawking vector field”. We call \( \{r = r_+\} \) the “outgoing future event horizon” and denote it by \( \mathcal{H}^+_{\text{out}} \). When there is no risk of confusion we may drop the “outgoing” and simply write “future event horizon” and \( \mathcal{H}^+ \). The event horizon forms the boundary between the exterior and interior regions. Similarly \( \partial_v + \frac{a}{2Mr_-} \partial_{\varphi^*} \) is a future pointing null generator of \( \{r = r_-\} \); we call \( \{r = r_-\} \) the “outgoing Cauchy horizon” and denote it by \( \mathcal{C}^+_{\text{out}} \).

\(^1\)We time-orient \( D_{\text{ext}} \) with the timelike vector field \( \nabla t \) and we time-orient \( D_{\text{int}} \) with the timelike Boyer–Lindquist vector field \( -\partial_\theta \). One may easily check these orientations agree along \( \{r = r_+\} \).
Here is the Penrose diagram\footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.} of the region $\mathcal{D}$:

\[\begin{array}{c}
\mathcal{D}_{\text{int}} \\
\mathcal{H}^+_{\text{ext}} \\
\mathcal{H}^-_{\text{ext}}
\end{array}\]

Figure 6: The region $\mathcal{D}$

Note that the vector fields $T$ and $Z$ both smoothly extend to $\mathcal{D}$ and satisfy $T = \partial_u$ and $Z = \partial_{\varphi^*}$.

In order to define the “past event horizon” we need to introduce “ingoing Eddington–Finkelstein coordinates”. These are $(u, r, \theta, \varphi_\ast) \in \mathbb{R} \times (r_+, \infty) \times S^2$ coordinates defined on $\mathcal{D}_{\text{ext}}$ in terms of Boyer–Lindquist coordinates by the formulas

\begin{equation}
(u, t, r) \mapsto (u, r, \theta, \varphi_\ast). 
\end{equation}

The map $(u, r, \theta, \varphi) \mapsto (u, r, \theta, \varphi_\ast)$ is easily seen to be a diffeomorphism, and the metric \footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.} becomes

\begin{equation}
g_{a, M} = - \left(1 - \frac{2Mr}{\rho^2}\right) du^2 - 2dudr - \frac{4Mar\sin^2 \theta}{\rho^2} dud\varphi^* + \rho^2 d\theta^2 + \sin^2 \theta \frac{\Pi}{\rho^2} (d\varphi^*)^2 + 2a\sin^2 \theta d\varphi^* dr.
\end{equation}

Analogously to what we observed with the outgoing Eddington–Finkelstein coordinates, we now see that the metric expression \footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.} defines a Lorentzian manifold with boundary on

\[\mathcal{D} = \{(u, r, \theta, \varphi_\ast) \in \mathbb{R} \times [r_+, \infty) \times S^2\}.\]

(We obviously could allow $r$ to take a larger set of values; these $r$-values however correspond to the interior of the white hole region of the Kerr spacetime which will not concern us here.) We will call the hypersurface $\{r = r_+\}$ the “past event horizon” and denote it by $\mathcal{H}^-$. Similarly to $\mathcal{H}^\ast_{\text{out}}$, $\mathcal{H}^-$ is a null hypersurface with future pointing null generator $\partial_u + \frac{a}{2Mr_+} \partial_{\varphi^*}$.

Note that as above the vector fields $T$ and $Z$ both smoothly extend to $\mathcal{H}^-$. In these coordinates they satisfy $T = \partial_u$ and $Z = \partial_{\varphi^*}$.

Finally, we can also introduce ingoing Eddington–Finkelstein coordinates in the region $\mathcal{D}_{\text{int}}$ using the same formulas \footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.}. As above, the corresponding metric expression \footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.} defines a Lorentzian manifold with boundary on an extended manifold $\tilde{\mathcal{D}} = \{(u, r, \theta, \varphi_\ast) \in \mathbb{R} \times [r_-, r_+] \times S^2\}$. We define the “ingoing Cauchy horizon” $\mathcal{CH}^{-}_{\text{int}}$ to be the hypersurface $\{r = r_\ast\}$ and the “ingoing future event horizon” $\mathcal{H}^+_{\text{int}}$ to be the hypersurface $\{r = r_+\}$. Again these are both null hypersurfaces, and one may take the future pointing null generators to be $\partial_u - \frac{a}{2Mr_-} \partial_{\varphi^*}$ and $-\partial_u - \frac{a}{2Mr_+} \partial_{\varphi^*}$. Note the minus signs in the formulas for the null generators!

The vector fields $T$ and $Z$ smoothly extend to $\tilde{\mathcal{D}}$ and satisfy $T = \partial_u$ and $Z = \partial_{\varphi^*}$.\footnote{The Penrose diagram can be formally defined as a depiction of the domain of yet another coordinate system $(U, V, \theta^A, \theta^B)$ associated to a “double-null foliation”. See \cite{Penrose1972} and \cite{Finkelstein1967} for a construction of these coordinates. We only use these diagrams here as suggestive representations.}
2.3. Kruskal type coordinates in the exterior and interior. Lastly, following closely the presentation in [36], we will discuss various Kruskal type coordinates. The importance of these coordinates is that they are valid near the bifurcation spheres of the event horizon and Cauchy horizon.

We start with the exterior. Define coordinates \((U_+,V_+,\theta,\varphi_+)\in(0,\infty)\times(0,\infty)\times S^2\) on \(\mathcal{D}_{\text{ext}}\) in terms of Boyer–Lindquist coordinates by
\[
U_+(t,r) = \exp(-\kappa_+(t-r^*(r))), \quad V_+(t,r) = \exp(\kappa_+(t+r^*(r))), \quad \varphi_+(\varphi,t) = \varphi - \frac{a}{r^2_+ + a^2}t.
\]
The map \((t,r,\theta,\varphi)\mapsto(U_+,V_+,\theta,\varphi_+)\) is easily checked to be a diffeomorphism on \(\mathcal{D}_{\text{ext}}\). We will not give the explicit form of the metric \(g_{a,M}\) in these coordinates (see [36] for the relevant formulas); instead we will just note that after doing so, it is manifestly clear that the Lorentzian manifold \((\mathcal{D}_{\text{ext}},g_{a,M})\) extends a Lorentzian manifold with stratified boundary \((\mathcal{D}_{p},g_{a,M})\) where
\[
\mathcal{D}_{\text{ext}} = \{(U_+,V_+,\theta,\varphi_+)\in[0,\infty)\times[0,\infty)\times S^2\},
\]
\[\partial\mathcal{D}_{\text{ext}} = \{V_+ = 0\} \cup \{U_+ = 0\}.
\]
Note that \(\{V_+ = 0\}\) and \(\{U_+ = 0\}\) intersect along a sphere.

Furthermore, the naturally defined diffeomorphism \((U_+,V_+,\theta,\varphi_+)\mapsto(v,r,\theta,\varphi^*)\) on \(\mathcal{D}_{\text{ext}}\) immediately extends to a diffeomorphism of \(\{(U_+,V_+,\theta,\varphi_+)\in[0,\infty)\times[0,\infty)\times S^2\}\) and \(\mathcal{D}\cap[r_+,\infty)\) where, in particular, the future outgoing event horizon \(\mathcal{H}_{\text{out}}^+\) corresponds to the set \(\{U_+ = 0\}\cap\{V_+ > 0\}\). Similarly, the past event horizon \(\mathcal{H}^-\) corresponds to \(\{V_+ = 0\}\cap\{U_+ > 0\}\). The sphere \(\{(U_+,V_+) = (0,0)\}\) will be denoted by \(\mathcal{B}_+\) and is called the “bifurcation sphere” (of the event horizon). We will set
\[
\mathcal{H}_{\text{out}}^+ = \{U_+ = 0\} \cap \{V_+ \geq 0\}, \quad \mathcal{H}^- = \{V_+ = 0\} \cap \{U_+ \geq 0\}.
\]

The vector fields \(T\) and \(Z\) also extend to \(\mathcal{D}_{\text{ext}}\) where they are given by the following formulas
\[
T = -\kappa_+U_+\partial_{U_+} + \kappa_+V_+\partial_{V_+} - \frac{a}{r^2_+ + a^2}\partial_{\varphi_+}, \quad Z = \partial_{\varphi_+}.
\]
We note, in particular, that for an axisymmetric function \(\psi\), i.e., one satisfying \(Z\psi = 0\), we have
\[
\int_0^\infty \int_{S^2} (\partial_\phi \psi)^2 |_{\mathcal{H}}\ dU_+\ dS^2 \sim \int_{\log(e)\kappa_-^{-1}}^\infty \int_{S^2} (\partial_\psi)^2 |_{\mathcal{H}^- e^{\kappa_+ u}} u\ dS^2.
\]

We will often refer to the \(\{t = 0\}\) hypersurface, defined in terms of Boyer–Lindquist coordinates.

Remark 2.1. We emphasise that \(\{t = 0\}\) does not contain the bifurcation sphere \(\mathcal{B}_+\); in particular, if a function has compact support on \(\{t = 0\}\) then it must vanish for \(r\) sufficiently large and for \(r - r_+\) sufficiently small.

Remark 2.2. We have assumed throughout our discussion of the Kerr spacetimes that \(a \neq 0\). However, the reader may easily check that the construction of \(\mathcal{D}_{\text{ext}}\) goes through without any difficulty if \(a = 0\).

The story in the interior is a bit more complicated because we need to work with two separate Kruskal type coordinates. The new set of coordinates \((U_-,V_-,\theta,\varphi_-)\)\((U_-,V_-,\theta,\varphi_-)\in(0,\infty)\times(-\infty,0)\times S^2\) and \((U_-,V_-,\theta,\varphi_-)\)\((U_-,V_-,\theta,\varphi_-)\in(-\infty,0)\times(0,\infty)\times S^2\) are defined by
\[
U_- (t,r) = \exp(-\kappa_- (t-r^*(r))), \quad V_- (t,r) = -\exp(\kappa_- (t+r^*(r))), \quad \varphi_- (\varphi,t) = \varphi - \frac{a}{r^2_- + a^2}t,
\]
\[
U_\times (t,r) = -\exp(-\kappa_+ (t-r^*(r))), \quad V_\times (t,r) = \exp(\kappa_+ (t+r^*(r))), \quad \varphi_\times (\varphi,t) = \varphi - \frac{a}{r^2_\times + a^2}t.
\]
Now the metric extends to a Lorentzian manifold with stratified boundary \( \overline{\mathcal{D}}_{\text{int}}(\mathbb{D}_{\text{int}}, g_{\text{n,M}}) \) where
\[
\mathcal{D}_{\text{int}} = \{(U_-, V, \theta, \varphi_-) \in [0, \infty) \times (-\infty, 0] \times \mathbb{S}^2 \}
\cup \{(U_+, V, \theta, \varphi_+) \in (-\infty, 0] \times [0, \infty) \times \mathbb{S}^2 \},
\]
where we have identified the regions \( \{(U_-, V, \theta, \varphi_-) \in (0, \infty) \times (-\infty, 0) \times \mathbb{S}^2 \} \) and \( \{(U_+, V, \theta, \varphi_+) \in (-\infty, 0) \times (0, \infty) \times \mathbb{S}^2 \} \) by expressing both \( (U_-, V, \theta, \varphi_-) \) and \( (U_+, V, \theta, \varphi_+) \) in Boyer–Lindquist coordinates.

As in the exterior, the various horizons in the interior may be identified with suitable constant \( U_-, U_+, V_- \), or \( V_+ \) hypersurfaces. In this case the outgoing Cauchy horizon \( \overline{\mathcal{C}H}^+_{\text{out}} \) is given by \( \{U_- = 0\} \cap \{V_- < 0\} \), the ingoing Cauchy horizon \( \overline{\mathcal{C}H}^+_{\text{in}} \) is given by \( \{V_- = 0\} \cap \{U_+ > 0\} \), the sphere \( \{(U_-, V_-) = (0,0)\} \) is denoted by \( B_- \) and is called the “bifurcation sphere” (of the Cauchy horizon), and finally, the ingoing future event horizon \( \mathcal{H}^+_{\text{in}} \) is given by \( \{V_+ = 0\} \cap \{U_- < 0\} \). We then set
\[
\overline{\mathcal{C}H}^+_{\text{out}} = \{U_- = 0\} \cap \{V_- \leq 0\}, \quad \overline{\mathcal{C}H}^+_{\text{in}} = \{V_- = 0\} \cap \{U_+ \geq 0\}.
\]

As in previous sections, the vector fields \( T \) and \( Z \) extend to \( \overline{\mathcal{D}}_{\text{in}} \) where they are given by the following formulas
\[
T = -\kappa_- U_- \partial_{U_-} - \kappa_+ V_- \partial_{V_-} - \frac{a}{r^2 + a^2} \partial_{\varphi_-}, \quad Z = \partial_{\varphi_-}.
\]

We note the following analogue of (13). Let \( \psi \) be an axisymmetric function. We then have
\[
\int_0^e \int_{\mathbb{S}^2} (\partial_{V_-} \psi)^2 \big|_{\mathcal{C}H}^- dV_- d\mathbb{S}^2 \sim \int_{\mathbb{S}^2} (\partial_{V_-} \psi)^2 \big|_{\mathcal{C}H}^+ e^{-\kappa_- v} dv d\mathbb{S}^2.
\]

Finally, we set
\[
\overline{\mathcal{D}} = \overline{\mathcal{D}}_{\text{ext}} \cup \overline{\mathcal{D}}_{\text{int}}.
\]

This is a smooth Lorentzian manifold with stratified boundary. The boundary \( \partial \overline{\mathcal{D}} \) has two components: \( \mathcal{H}^+_{\text{in}} \cup B_+ \cup \mathcal{H}^- \), which is a smooth manifold, and \( \overline{\mathcal{C}H}^+_{\text{out}} \cup B_- \cup \overline{\mathcal{C}H}^+_{\text{in}} \) which is not smooth at \( B_- \).

The Penrose diagram of \( \overline{\mathcal{D}} \) is given by the following:

![Figure 7: The region \( \overline{\mathcal{D}} \)]
2.4. Null infinity. We close this section with a brief discussion of future and past null infinity. We define
\[ I^+ = \{(u, \theta, \phi) \in \mathbb{R} \times S^2 \}, \quad I^- = \{(v, \theta, \phi^*) \in \mathbb{R} \times S^2 \}. \]

Future and past null infinity \( I^+ \) and \( I^- \) may be attached as a boundary to the spacetime (cf. [18]). However, we will not need a formal definition of this; in this paper the relationship between \( I^\pm \) and \( \mathcal{D} \) will simply be determined by the formulas (20) and (21).

We depict these boundaries in the Penrose diagram below:

![Figure 8: The region \( \mathcal{D}_{\text{ext}} \) with null infinity \( I^\pm \)](image)

3. Basic facts about the wave equation

In this section we will quickly review some basic and general facts about the wave equation.

Let \( \psi \) be a solution to the wave equation (1) on a Lorentzian manifold \((\mathcal{M}, g)\). We begin by recalling the “energy-momentum tensor”:
\[
T^{\mu \nu}[\psi] = (\partial_\mu \psi)(\partial_\nu \psi) - \frac{1}{2}g^{\gamma \delta}(\partial_\gamma \psi)(\partial_\delta \psi).
\]

When there is no risk of confusion we will drop the “[\( \psi \)]” from the definition of \( T^{\mu \nu} \).

For any vector field \( X \) we define the associated current:
\[
J^{X}_\mu[\psi] = T_{\mu \nu}X^\nu.
\]

As above, we will drop the “[\( \psi \)]” if there is no risk of confusion. The \( J^X_\mu \) current satisfies the following divergence identity:
\[
\nabla^\mu J^X_\mu = \frac{1}{2}T^{\mu \nu} (\mathcal{L}_X g)_{\mu \nu}.
\]

Applying the divergence theorem in a region \( \mathcal{B} \) bounded by two homologous hypersurfaces \( \Sigma_1 \) and \( \Sigma_2 \) yields the following identity:
\[
\int_{\Sigma_1} J^X_\mu n^{\mu}_{\Sigma_1} - \int_{\Sigma_2} J^X_\mu n^{\mu}_{\Sigma_2} = \frac{1}{2} \int_{\mathcal{B}} T^{\mu \nu} (\mathcal{L}_X g)_{\mu \nu}.
\]

The normal vectors \( n^\mu_{\Sigma_1} \) and \( n^\mu_{\Sigma_2} \) and the associated volume forms are the ones induced by the divergence theorem. In particular, if \( X \) is Killing then \( \mathcal{L}_X g \) vanishes and we obtain a conservation law.

If \( X \) is timelike and \( \Sigma \) is spacelike, then \( J^X_\mu n^\mu_{\Sigma} \) is positive definite and, in fact, coercive. If \( X \) is timelike and \( \Sigma \) is null, then \( J^X_\mu n^\mu_{\Sigma} \) controls all tangential derivatives of the solution. We refer to these two situations as “non-degenerate energies”. If \( X \) is null and \( \Sigma \) is spacelike or null, then \( J^X_\mu n^\mu_{\Sigma} \) is still non-negative, but control over certain derivatives is lost. We refer to these cases as “degenerate energies”.

See the book [10] for a thorough discussion of energy currents.
Systematic use of the identity (17) allows one to prove general well-posedness and domain of dependence results for the Cauchy and characteristic initial value problem. In this paper, we will specifically use the well-posedness of the following characteristic initial value problem.

**Proposition 3.1.** Let $\Psi_{H^+} : H^+ \to \mathbb{R}$ be any smooth function which vanishes for $v$ sufficiently negative. Then there exists a unique smooth solution $\psi : D_{\text{ext}} \to \mathbb{R}$ to the wave equation (11) such that $\psi|_{H^+_{\text{out}}} = 0$ and $\psi|_{H^+_{\text{in}}} = \Psi_{H^+}$.

### 4. Scattering theory in the exterior

In the work [18], in collaboration with Rodnianski, we gave a complete scattering theory for the wave equation (11) on sub-extremal Kerr black hole exteriors; in particular, bounded isomorphisms were established between Hilbert spaces of radiations fields along $H^+$ and $I^+$ and $H^-$ and $I^-$, and asymptotic completeness was proven. The Hilbert space norms used were degenerate along the horizons $H^\pm$ where they were given by the flux of the Hawking vector field (8).

In this section we will quickly review the results therein which are relevant for the proof of our main results.

#### 4.1. Existence and boundedness of radiation fields

We begin by recalling the definitions of various “radiation fields” for smooth solutions.

**Definition 4.1.** Let $(a, M)$ satisfy $0 \leq |a| < M$ and $\psi : D_{\text{ext}} \to \mathbb{R}$ be a smooth solution to the wave equation (11) with compactly supported Cauchy data along $\{t = 0\}$ (cf. Remark 2.1). Then

I. The radiation field $\Psi_{H^+} (v, \theta, \varphi^* ) : H^+ \to \mathbb{R}$ is defined by

\[
\Psi_{H^+} (v, \theta, \varphi^* ) \doteq \psi|_{H^+} (v, \theta, \varphi^* ).
\]

II. The radiation field $\Psi_{H^-} (u, \theta, \varphi_* ) : H^- \to \mathbb{R}$ is defined by

\[
\Psi_{H^-} (u, \theta, \varphi_* ) \doteq \psi|_{H^-} (u, \theta, \varphi_* ).
\]

III. The radiation field $\Phi_{I^+} (u, \theta, \varphi_* ) : I^+ \to \mathbb{R}$ is defined by

\[
\Phi_{I^+} (u, \theta, \varphi_* ) \doteq \lim_{r \to \infty} (r\psi) (u, r, \theta, \varphi_* ).
\]

IV. The radiation field $\Phi_{I^-} (v, \theta, \varphi^* ) : I^- \to \mathbb{R}$ is defined by

\[
\Phi_{I^-} (v, \theta, \varphi^* ) \doteq \lim_{r \to \infty} (r\psi) (v, r, \theta, \varphi^* ).
\]

It follows from the analysis in Section 4 of [18] that these limits are all well-defined and smooth.

This next theorem shows that the radiation fields from Definition 4.1 can be defined for a more general class of solutions and can be controlled globally in terms of Cauchy data. For the applications to this paper, it suffices to work in the class of axisymmetric solutions, i.e., solutions $\psi$ which satisfy $\partial_v \psi = 0$. The restriction to axisymmetry serves only to simplify the exposition of the paper and is in no way essential to our main results. In particular, it is not important for our constructions that the solutions $\psi$ are not amplified by superradiance.

**Theorem 4.1.** ([18] Existence and boundedness of radiation fields) Let $\psi : D_{\text{ext}} \to \mathbb{R}$ be a smooth axisymmetric solution to the wave equation (11) such that the Cauchy data $(\psi, n_{\{t = 0\}}) \psi$ for $\psi$ along the $\{t = 0\}$ hypersurface lie in the closure of compactly supported smooth functions under the norm

\[
|| (\psi, n_{\{t = 0\}}) \psi ||_{E^T}^2 \doteq \int_{r^+}^{\infty} \int_{S^2} \frac{r^2}{\Delta} (\partial_r \psi)^2 + \frac{\Delta}{r^2} (\partial_t \psi)^2 + r^{-2} (\partial_\theta \psi)^2 \, r^2 \, dS^2.
\]

Let $\{\psi^{(i)}\}$ be a sequence of smooth solutions to the wave equation corresponding to a sequence $\{(\psi^{(i)}, n_{\{t = 0\}}) \psi^{(i)}\}$ of smooth Cauchy data which are compactly supported on $\{t = 0\}$ and converge to $(\psi, n_{\{t = 0\}}) \psi$ in $|| \cdot ||_{E^T}$. 


Then the derivatives of the radiation fields $\partial_u \phi^{(i)}_{\mathcal{I}^+}$, $\partial_u \phi^{(i)}_{\mathcal{I}^-}$, $\partial_u \psi^{(i)}_{\mathcal{H}^-}$ and $\partial_u \psi^{(i)}_{\mathcal{H}^+}$ each converge in $L^2(\mathbb{R} \times S^2)$ to functions $\partial_u \phi^{(i)}_{\mathcal{I}^+}$, $\partial_u \phi^{(i)}_{\mathcal{I}^-}$, $\partial_u \psi^{(i)}_{\mathcal{H}^-}$ and $\partial_u \psi^{(i)}_{\mathcal{H}^+}$. Furthermore, these functions $\phi^{(i)}_{\mathcal{I}^\pm}$ and $\psi^{(i)}_{\mathcal{H}^\pm}$ are independent of the choice of the sequence \( \{(\psi_i, n_{\{t=0\}} \psi_i)\}_{i=1}^\infty \), and we thus define them to be the radiation fields corresponding to $\psi$.

Finally, the radiation fields of $\psi$ are all axisymmetric and are controlled by $\psi$’s Cauchy data in the following sense:

\[
||\partial_u \phi_{\mathcal{I}^+}||_{L^2} + ||\partial_u \phi_{\mathcal{I}^-}||_{L^2} + ||\partial_u \psi_{\mathcal{H}^-}||_{L^2} + ||\partial_u \psi_{\mathcal{H}^+}||_{L^2} \leq C ||(\psi, n_{\{t=0\}} \psi)||^2_{\mathcal{E}_T}.
\]

**Proof.** Keeping in mind the axisymmetry of $\psi$, we note that the norm \( ||\psi||^2_{\mathcal{E}_T} \) is simply the $J^T$ (or $J^K$) flux of the solution through the hypersurface \( \{t = 0\} \).

The theorem then follows from Theorems 8.2.3. of [18] (specialised to the case of axisymmetric solutions $\psi$), commuting with $T$ and the Carter operator $Q$ (see [2]), and straightforward elliptic estimates.

\[\square\]

### 4.2. Existence of scattering states

Next, we cite a theorem concerning the existence of solutions with prescribed radiation fields along $\mathcal{I}^+$ or $\mathcal{I}^-$.

**Theorem 4.2.** [18] (Existence of scattering states with data along $\mathcal{I}^\pm$) Let $\phi_{\mathcal{I}^\pm} : \mathcal{I}^\pm \to \mathbb{R}$ be an axisymmetric function in $\mathcal{I}^\pm \cap \mathcal{T}^\infty (\mathbb{R} \times S^2)$.

Then there exists a unique smooth solution $\psi : \mathcal{D}_{\text{ext}} \to \mathbb{R}$ to the wave equation (1) such that

I. The Cauchy data \( \{(\psi|_{\{t=0\}}, n_{\{t=0\}} \psi)\}_{t=0} \) lie in the closure of smooth compactly supported functions under the norm $||\cdot||_{\mathcal{E}_T}$.

II. The radiation field along $\mathcal{I}^\pm$ is given by $\phi_{\mathcal{I}^\pm}$.

III. The radiation field along $\mathcal{H}^\pm$ vanishes.

Furthermore, $\psi$ is axisymmetric, the radiation fields $\psi_{\mathcal{H}^\pm}$ and $\phi_{\mathcal{I}^\pm}$ lie in $\mathcal{I}^\pm \cap \mathcal{T}^\infty (\mathbb{R} \times S^2)$, $T\psi_{\mathcal{H}^\pm}$ does not vanish identically, and the radiation fields satisfy

\[
\int_{-\infty}^{\infty} \int_{S^2} (T\psi_{\mathcal{H}^\pm})^2 \, dx \, dS^2 + \int_{-\infty}^{\infty} \int_{S^2} (T\phi_{\mathcal{I}^\pm})^2 \, dx \, dS^2 \leq C \int_{-\infty}^{\infty} \int_{S^2} (T\phi_{\mathcal{I}^\pm})^2 \, dx \, dS^2,
\]

where the constant $C$ does not depend on $\psi$.

**Proof.** Keeping the axisymmetry of $\psi$ in mind, we note that the terms of the left hand side of (23) refer to the $J^T$, or $J^K$, flux of $\psi$ through the future (past) event horizon $\mathcal{H}^\pm$ and future (past) null infinity $\mathcal{I}^\pm$ respectively. The term on the right hand side refers to the $J^T$, or $J^K$, flux of $\psi$ through past (future) null infinity $\mathcal{I}^\mp$.

The theorem then follows from Theorems 5 and 10 of [18], commuting with $T$, $Z$ and the Carter operator $Q$ (see [2]), and straightforward elliptic estimates.

\[\square\]

The following diagrams schematically depict the maps $\phi_{\mathcal{I}^\pm} \mapsto (\psi_{\mathcal{H}^\pm}, \phi_{\mathcal{I}^\pm})$ given by Theorem 4.2.

![Figure 9: The scattering maps](image)
When we study the blow-up of solutions along \( CH_{\text{in}}^+ \) it will be useful to note that if the scattering data vanishes along \( H^- \) and the scattering data along \( I^- \) vanishes in a neighbourhood of past timelike infinity, then we control the full non-degenerate energy flux of the corresponding solution along \( H^+ \).

**Theorem 4.3.** ([13]) (Non-degenerate boundedness for solutions supported away from \( H^- \)) Let \( \phi_{I^-} : I^- \to \mathbb{R} \) be an axisymmetric function in \( \cap_{s=1}^{\infty} \dot{H}^s (\mathbb{R} \times \mathbb{S}^2) \) which is supported in \( \{v \geq 1\} \).

Let \( \psi : D_{\text{ext}} \to \mathbb{R} \) be the unique solution to the wave equation such that the radiation field along \( I^- \) is given by \( \phi_{I^-} \) and such that the radiation field along \( H^- \) vanishes.

Then \( \psi \) extends to a smooth solution on \( D_{\text{ext}} \), and we have the following improved estimate over Theorem 4.2:

\[
\int_1^\infty \int_{\mathbb{S}^2} \left[ (\partial_t \psi_{H^+})^2 + (\partial_\theta \psi_{H^+})^2 \right] dv \, ds^2 \leq C \int_1^\infty \int_{\mathbb{S}^2} (\partial_t \phi_{I^-})^2 \, dv \, ds^2,
\]

where the constant \( C \) does not depend on \( \psi \).

**Proof.** This follows immediately from Theorems 1 and 4 of [13] and a straightforward domain of dependence argument.

**4.3. Time-translation invariance and finite speed of propagation.** This next proposition is the statement that the scattering maps of Theorem 4.2 commute with time-translation.

**Proposition 4.1.** Using Theorem 4.2, let

\[
\mathcal{B} : \cap_{s=1}^{\infty} \dot{H}^s_{\text{axi}} (\mathbb{R} \times \mathbb{S}^2) \to C^\infty_{\text{axi}} (D_{\text{ext}})
\]

denote the map which takes an axisymmetric function \( \phi_{I^\pm} \in \cap_{s=1}^{\infty} \dot{H}^s (\mathbb{R} \times \mathbb{S}^2) \) to the unique axisymmetric solution \( \psi : D_{\text{ext}} \to \mathbb{R} \) to the wave equation with radiation field \( \phi_{I^\pm} \) along \( I^\pm \) and a vanishing radiation field along \( H^\pm \).

Next, using Theorem 4.3 again, let

\[
\mathcal{I} : \cap_{s=1}^{\infty} \dot{H}^s_{\text{axi}} (\mathbb{R} \times \mathbb{S}^2) \to \cap_{s=1}^{\infty} \dot{H}^s (\mathbb{R} \times \mathbb{S}^2),
\]

denote the map which takes an axisymmetric function \( \phi_{I^\pm} : I^\pm \to \mathbb{R} \) in \( \cap_{s=1}^{\infty} \dot{H}^s (\mathbb{R} \times \mathbb{S}^2) \) to the corresponding axisymmetric radiation field \( \psi_{H^\pm} \) along \( H^\pm \).

Finally, for every \( t_0 \in \mathbb{R} \), we define the corresponding time-translation operators

\[
\mathcal{L}_{t_0} : \cap_{s=1}^{\infty} \dot{H}^s_{\text{axi}} (\mathbb{R} \times \mathbb{S}^2) \to \cap_{s=1}^{\infty} \dot{H}^s_{\text{axi}} (\mathbb{R} \times \mathbb{S}^2),
\quad
\mathcal{D}_{t_0} : C^\infty_{\text{axi}} (D_{\text{ext}}) \to C^\infty_{\text{axi}} (D_{\text{ext}}),
\]

by the formulas

\[
\mathcal{L}_{t_0} f (x, \theta, \varphi) \doteq f (x - t_0, \theta, \varphi), \quad \mathcal{D}_{t_0} f (t, r, \theta, \varphi) \doteq f (t - t_0, r, \theta, \varphi).
\]

Then, for every \( t_0 \in \mathbb{R} \), the time-translation maps commute with the scattering maps \( \mathcal{B} \) and \( \mathcal{I} \) in the following sense:

\[
\mathcal{D}_{t_0} \circ \mathcal{B} = \mathcal{B} \circ \mathcal{L}_{t_0}, \quad \mathcal{L}_{t_0} \circ \mathcal{I} = \mathcal{I} \circ \mathcal{L}_{t_0}.
\]

**Proof.** This follows immediately from the fact that \( T \) is Killing and the uniqueness of the maps from Theorem 4.2.

This final proposition is a consequence of the finite speed of propagation.

**Proposition 4.2.** Let \( \phi_{I^+} (u, \theta, \phi) : I^+ \to \mathbb{R} \) be an axisymmetric function satisfying \( \text{supp} (\phi_{I^+}) \subset \{u \leq 0\} \). Then let \( \psi : D \to \mathbb{R} \) be the unique solution to the wave equation such that the radiation field along \( I^+ \) is given by \( \phi_{I^+} \) and such that the radiation field along \( H^+ \) vanishes.

Then there exists \( u_1 \in \mathbb{R} \) such that \( \text{supp} (\psi) \subset \{u \in (u_1, -\infty)\} \).

**Proof.** Pick \( u_1 \) such that \( J^+ (\{u \leq 0\}) \subset \{u \in (u_1, -\infty)\} \). Then the proposition follows immediately from the physical space characterization of the scattering map given in Section 9.1.4 of [13] and a straightforward domain of dependence argument.
Remark 4.1. Analogously, if $\Phi_I^- (v, \theta, \varphi^*) : I^- \to \mathbb{R}$ is supported in $\{ v \geq 0 \}$, then there exists $v_1$ such that the corresponding solution $\psi$ satisfies $\text{supp}(\psi) \subset \{ v \in (v_1, \infty) \}$.

5. Precise statements of the main results

In this section we will present precise formulations of our main results.

5.1. Blow-up at the event horizon. Our first main result constructs solutions $\psi$ whose radiation field $\psi_{H^+}$ vanishes along $H^+$ and whose radiation field $\psi_{I^+}$ decays at an arbitrarily fast polynomial rate along $I^+$, but nevertheless, the solution does not lie in $H^1_{\text{loc}}$ of any neighbourhood of any point on $\overline{H_{\text{out}}}$.

**Theorem 1.** Let $p > 1$ be sufficiently large and $(a, M)$ satisfy $0 < |a| < M$. Then there exists a smooth axisymmetric $\Phi_I^+ (u, \theta, \varphi_+) : I^+ \to \mathbb{R}$ supported in $\{ u \geq -1 \}$ and satisfying

$$|T^i \partial^j \Phi_I^+| \leq C_{i,j} (1 + |u|)^{-p} \quad \forall i, j \geq 0,$$

such that if $\psi : D_{\text{ext}} \to \mathbb{R}$ is the unique solution to the wave equation such that the radiation field along $I^+$ is given by $\Phi_I^+$ and such that the radiation field along $H^+$ vanishes, then

$$\forall q \in \overline{H_{\text{out}}} \text{ and open } U \ni q \psi \not\in H^1_{\text{loc}} (U).$$

We will prove Theorem 1 in Section 6.

**Remark 5.1.** Though we will not pursue this here, a straightforward modification of the proof of Theorem 2 would allow for the radiation field $\phi$ to be independent of $\theta$ and to satisfy

$$|T^i \Phi_I| \leq C_i (1 + |u|)^{-p-i} \quad \forall i \geq 0.$$

The following is an immediate corollary.

**Corollary 5.1.** The forward map $\mathcal{F}_+$ from Theorem 1 of [18] which sends finite non-degenerate energy Cauchy data to finite non-degenerate energy radiation fields along $H^+_{\geq 0}$ and $I^+$ is not surjective.

**Remark 5.2.** In Theorem 11.1 of [18] we proved this corollary for the case when $a = 0$.

5.2. Blow-up at the Cauchy horizon. One second main result constructs solutions $\psi$ such that $\psi$ vanishes along $H^- \cup B_+ \cup H^+_{\text{in}}$ and the radiation field $\Phi_I^-$ along $I^-$ decays at an arbitrarily fast polynomial rate towards spacelike infinity, but nevertheless, the solution does not lie in $H^1_{\text{loc}}$ of any neighbourhood of any point on $\overline{CH_{\text{in}}}$.

**Theorem 2.** Let $p > 1$ be sufficiently large and $(a, M)$ satisfy $0 < |a| < M$. Then there exists a smooth axisymmetric $\Phi_I^- (v, \theta, \varphi^*) : I^- \to \mathbb{R}$ supported in $\{ v \geq 1 \}$ and satisfying

$$|T^i \partial^j \Phi_I^-| \leq C_{i,j} |v|^{-p} \quad \forall i, j \geq 0,$$

such that if $\psi : D_{\text{ext}} \to \mathbb{R}$ denotes the unique solution to the wave equation such that the radiation field along $I^-$ is given by $\Phi_I^-$ and such that the radiation field along $H^- \cup B_+ \cup H^+_{\text{in}}$ vanishes, then $\psi$ extends uniquely to $\mathcal{D}$ as a smooth solution to the wave equation and

$$\forall q \in \overline{CH_{\text{in}}} \text{ and open } U \ni q, \psi \not\in H^1_{\text{loc}} (U).$$

We will prove Theorem 2 in Section 7.

**Remark 5.3.** Analogously to Remark 5.1, we note that although we will not pursue this here, a straightforward modification of the proof of Theorem 2 would allow for the radiation field $\Phi_I^-$ to be independent of $\theta$ and to satisfy

$$|T^i \Phi_I^-| \leq C_i (1 + |u|)^{-p-i} \quad \forall i \geq 0.$$
6. Proof of Theorem 1

In this section we will prove Theorem 1. In Section 6.1 we will construct the radiation field \( \phi_{I^+} \) in the statement of the theorem, in Section 6.2 we will establish some “almost orthogonality properties” of the transmission map and then, in Section 6.3 we will establish the desired blow-up.

6.1. Construction of the radiation field \( \phi_{I^+} \). Let \( (\phi_0)_{I^+} (u, \theta, \varphi) : I^+ \to \mathbb{R} \) be a non-zero smooth axisymmetric function which is compactly supported in \( \{ u \in (-1, 0) \} \). Then, using Theorem 4.2 let \( \psi_0 : D_{\text{ext}} \to \mathbb{R} \) be the unique solution to the wave equation with a vanishing radiation field along \( \mathcal{H}^+ \) and with radiation field \( (\phi_0)_{I^+} \) along \( I^+ \).

Recall that Theorem 4.2 guarantees that \( \partial_u (\psi_0)_{\mathcal{H}^-} \) lies in \( L^2 (\mathbb{R} \times S^2) \) and does not vanish identically. In particular, after rescaling \( (\phi_0)_{I^+} \) and appealing to Proposition 4.2 we can assume without loss of generality that

\[
(24) \quad \int_{-\infty}^{u_i} \int_{S^2} (\partial_u (\psi_0)_{\mathcal{H}^-})^2 \, du \, dS^2 = 1.
\]

Next, we let \( \epsilon > 0 \) be a sufficiently small constant, and we inductively construct a monotonic sequence \( u_i \to -\infty \) such that

\[
u_i < 0,
\]

\[
\int_{-\infty}^{u_i} \int_{S^2} (\partial_u (\psi_0)_{\mathcal{H}^-})^2 \, du \, dS^2 \leq \epsilon^2 2^{-4i} \int_{u_i/2}^{\infty} \int_{S^2} (\partial_u (\psi_0)_{\mathcal{H}^-})^2 \, du \, dS^2,
\]

(25) \[ |u_i|/2 \geq |u_1| + \cdots + |u_{i-1}| + |u_i|, \]

where \( u_i \) is the constant from Proposition 4.2.

(Of course, the sequence is not uniquely defined.)

We then set

\[ \tilde{u}_i \equiv u_1 + \cdots + u_i, \]

and, recalling the number \( p \) from Theorem 1, define

\[
(\Phi_i)_{I^+} (u, \theta, \varphi) \equiv |\tilde{u}_i|^{-p} (\phi_0)_{I^+} (u + \tilde{u}_i, \theta, \varphi), \quad \Phi_{I^+} \equiv \sum_{i=0}^{\infty} (\Phi_i)_{I^+}.
\]

Note in particular that \( \Phi_{I^+} \) satisfies the requirements from Theorem 1, i.e., it is axisymmetric, smooth, supported in \( \{ u \geq -1 \} \) and we may easily check that

\[ |T^i \partial_0 \Phi_{I^+}| \leq C_{i,j} (1 + |u|)^{-p} \quad \forall i, j \geq 0. \]

Finally, using Theorem 4.2 let \( \psi_i : D_{\text{ext}} \to \mathbb{R} \) and \( \psi : D_{\text{ext}} \to \mathbb{R} \) denote the unique solutions to the wave equation with vanishing radiation fields along \( \mathcal{H}^+ \) and radiation fields along \( I^+ \) given by \( (\Phi_i)_{I^+} \) and \( \Phi_{I^+} \) respectively. (Note that it is clear that \( \Phi_{I^+} \) satisfies the requirements from Theorem 4.2 in particular, the radiation fields of \( \psi \) satisfy the bounds (23).)

We close the section by noting the following fundamental relation:

**Lemma 6.1.** We have

\[
(\Psi_i)_{\mathcal{H}^-} (u, \theta, \varphi) = |\tilde{u}_i|^{-p} (\phi_0)_{\mathcal{H}^-} (u + \tilde{u}_i, \theta, \varphi).
\]

**Proof.** This follows immediately from Proposition 4.1 and linearity. \( \square \)
6.2. **Almost orthogonality.** Note that a $T$-energy estimate is easily seen to imply the global preservation of the orthogonality of $(\phi_i)_{T^+}$ and $(\phi_j)_{T^+}$ (cf. Theorem 8 of [18] which shows that the map $\phi_{T^+} \mapsto (\psi_{T^-}, \phi_{T^-})$ is pseudo-unitary with respect to the $J^T$-energy):

$$\int_{-\infty}^{\infty} \int_{S^2} (\partial_u (\phi_i)_{T^-}) (\partial_u (\phi_j)_{T^-}) \, du \, dS^2 + \int_{-\infty}^{\infty} \int_{S^2} (\partial_v (\phi_i)_{T^-}) (\partial_v (\phi_j)_{T^-}) \, du \, dS^2 = 0.$$ 

The following estimate, however, quantifies the statement that if $i \neq j$, then the radiation fields of $\psi_i$ and $\psi_j$ restricted to $H^-$ will still be “almost orthogonal.”

Since the radiation field along $H^+$ of each $\psi_i$ and of $\psi$ vanishes, we will not need to refer to the radiation fields along $H^-$. Thus, in order to simplify the notation, we will denote the radiation field of each $\psi_i$ and of $\psi$ along $H^-$ by $\psi_i$ and $\psi$ respectively, instead of $(\psi_i)_{H^-}$ and $\psi_{H^-}$.

**Lemma 6.2.** Let $j > i$ and $s > 0$. Then the following bound holds along $H^-$.

$$\int_s^{\infty} \int_{S^2} 1_{\supp(\partial_u \psi_i)} (\partial_u \psi_j)^2 \, du \, dS^2 \leq \epsilon^2 2^{-2i-2j} \int_{s}^{\infty} \int_{S^2} (\partial_u \psi_j)^2 \, du \, dS^2. \quad (26)$$

**Proof.** In the following calculations we will suppress the $S^2$ volume forms and the dependence of our functions on $\theta$ and $\varphi_*$. We have

$$\int_s^{\infty} \int_{S^2} 1_{\supp(\partial_u \psi_i)} (\partial_u \psi_j)^2 \, du \leq \int_s^{\infty} \int_{S^2} 1_{\supp(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u + \tilde{u}_j))} \left(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u + \tilde{u}_j)\right)^2 \, du \leq \int_{s+\tilde{u}_j}^{s+\tilde{u}_i} \int_{S^2} \left(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u + \tilde{u}_j - \tilde{u}_i)\right)^2 \, du. \quad (27)$$

Observe that the right hand side of (27) will vanish unless

$$s \leq |\tilde{u}_i| + |u_j|. \quad (28)$$

If the right hand side of (27) vanishes, then (26) clearly holds. Thus, without loss of generality, we may assume that (28) holds.

We now continue with our estimate of (27):

$$\int_{s+\tilde{u}_j}^{s+\tilde{u}_i} \int_{S^2} \left(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u + \tilde{u}_j - \tilde{u}_i)\right)^2 \, du \leq \int_{s+\tilde{u}_j}^{s+\tilde{u}_i} \int_{S^2} \left(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u)\right)^2 \, du \leq \epsilon^2 2^{-4j} \int_{s+\tilde{u}_j}^{s+\tilde{u}_i} \int_{S^2} \left(|\tilde{u}_j|^{-p} \partial_u \psi_0 (u)\right)^2 \, du \leq \epsilon^2 2^{-4j} \int_{s+\tilde{u}_j}^{s+\tilde{u}_i} \int_{S^2} (\partial_u \psi_j(u))^2 \, du \leq \epsilon^2 2^{-2i+j} \int_{s}^{\infty} \int_{S^2} (\partial_u \psi_j(u))^2 \, du. \quad (25)$$

In the last line we have used that $i < j$, (28) and (25).
6.3. Blow-up at the bifurcation sphere. We continue to employ the convention of the previous section and denote the radiation field of each $\psi_i$ and of $\psi$ along $\mathcal{H}^-$ by $\psi_i$ and $\psi$ respectively.

In the next proposition we show that $(\partial_u \psi)^2 u^{2p}$ is not integrable; the proof is a relatively direct consequence of the construction of $\psi$ and the “almost orthogonality” of the $\psi_i$ established in the previous lemma.

**Proposition 6.1.** There exists a constant $c$ and sequence $\{s_i\}_{i=1}^\infty$ with $s_i \to \infty$ such that

\[ \int_{s_i}^{\infty} \int_{S^2} (\partial_u \psi)^2 \, du \, dS^2 \geq \frac{c}{(s_i)^{2p}}. \]

Consequently,

\[ \int_1^{\infty} \int_{S^2} (\partial_u \psi)^2 u^{2p} \, du \, dS^2 = \infty. \]

**Proof.** Let $s > 1$. We have

\[ \int_s^{\infty} \int_{S^2} (\partial_u \psi)^2 \, du \, dS^2 \geq \sum_{i=0}^{\infty} \int_s^{\infty} \int_{S^2} (\partial_u \psi_i)^2 \, du \, dS^2 \]

\[ - 2 \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty} \int_{s_i}^{\infty} \int_{S^2} |\partial_u \psi_i \partial_u \psi_j| \, du \, dS^2. \]

Lemma 6.2 yields

\[ \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty} \int_{s_i}^{\infty} \int_{S^2} |\partial_u \psi_i \partial_u \psi_j| \, du \, dS^2 \]

\[ \leq \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty} \sqrt{\int_s^{\infty} \int_{S^2} (\partial_u \psi_i)^2 \, du \, dS^2} \sqrt{\int_s^{\infty} \int_{S^2} (\partial_u \psi_j)^2 \, du \, dS^2} \]

\[ \leq \epsilon \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty} 2^{-i-j} \sqrt{\int_s^{\infty} \int_{S^2} (\partial_u \psi_i)^2 \, du \, dS^2} \sqrt{\int_s^{\infty} \int_{S^2} (\partial_u \psi_j)^2 \, du \, dS^2} \]

\[ \leq 2\epsilon \sum_{i=0}^{\infty} \int_{s_i}^{\infty} \int_{S^2} (\partial_u \psi_i)^2 \, du \, dS^2. \]

Taking $\epsilon < 1/8$ and combining (32) with (31) yields

\[ \int_s^{\infty} \int_{S^2} (\partial_u \psi)^2 \, du \, dS^2 \geq \frac{1}{2} \sum_{i=0}^{\infty} \int_s^{\infty} \int_{S^2} (\partial_u \psi_i)^2 \, du \, dS^2. \]

Next, using the normalisation (24), we may find a constant $c < 0$ such that along $\mathcal{H}^-$

\[ \int_{|\tilde{u}_i|+c}^{\infty} \int_{S^2} (\partial_u \psi_0)^2 \, du \, dS^2 \geq \frac{1}{2}. \]

In particular, it then immediately follows from (33) and Lemma 6.1 that for each $\tilde{u}_i$ we have

\[ \int_{|\tilde{u}_i|+c}^{\infty} \int_{S^2} (\partial_u \psi)^2 \, du \, dS^2 \geq \frac{1}{4} |\tilde{u}_i|^{-2p}. \]

Since $\lim_{i \to \infty} |\tilde{u}_i| \to \infty$, we immediately conclude that (29) holds.

In particular,

\[ \liminf_{s \to \infty} \int_s^{\infty} (\partial_u \psi)^2 u^{2p} \neq 0. \]

This yields (30).
Since the local energy of $\psi$ along $H^−$ in a neighborhood of the bifurcation sphere is proportional to
\[
\int_0^c \int_{S^2} \left[ (\partial_t \psi)^2 + (\partial_\theta \psi)^2 \right] dU dS^2,
\]
the lower bound [24] and the change of variables formula [13] already immediately imply that the local energy of $\psi$ is infinite near the bifurcation sphere.

6.4. Propagation of singularities. One approach to finishing the proof of Theorem [1] is to apply a propagation of singularities type argument to show that the local energy blow-up from the previous section is immediately inherited along all of $H^+$. (This is in fact precisely what we shall do in the case of Theorem [2] see Section [7.2.3] below.) However, for technical reasons it will be easier here to directly show that the lower bound [24] is propagated along suitable spacelike hypersurfaces intersecting $H^+$.

We define two families of hypersurfaces parametrized by $\tau \in \mathbb{R}$:
\[
\Sigma_\tau \doteq \{(t, r, \theta, \varphi) : t = \tau - r^+(r) + r\}, \quad \hat{\Sigma}_\tau \doteq \{(t, r, \theta, \varphi) : t = \tau + r^+(r) - r\}.
\]

One may easily check that for $r$ sufficiently close to $r_+$, each $\Sigma_\tau$ is spacelike and smoothly extends to $\overline{D_{\mathrm{ext}}}$ where it intersects the future event horizon $H^+$ transversally, and that, in fact, $\{\Sigma_\tau \cap [r_+, r_0)\}_{\tau \in \mathbb{R}}$ foliates $\overline{D_{\mathrm{ext}}} \cap \{r \in [r_+, r_0)\}$ \ $\mathcal{H}^−$ for $r_0$ sufficiently close to $r_+$. Similarly, for $r$ sufficiently close to $r_+$, each $\hat{\Sigma}_\tau$ is spacelike and smoothly extends to $\overline{D_{\mathrm{ext}}}$ where it intersects the past event horizon $H^+$ transversally, and $\{\hat{\Sigma}_\tau \cap [r_+, r_0)\}_{\tau \in \mathbb{R}}$ foliates $\overline{D_{\mathrm{ext}}} \cap \{r \in [r_+, r_0)\}$ \ $\mathcal{H}^+$ for $r_0$ sufficiently close to $r_+$.

Let $Y$ denote the $\partial_t$ vector field in $(v, r, \theta, \varphi^*)$ coordinates. In order to finish the proof of Theorem [1] it suffices to show the stronger statement that $Y \psi \notin L^2(\Sigma_\tau)$ for every $\tau \in \mathbb{R}$. Pick and fix some $r_0 \in \mathbb{R}$. First of all, for all $r_0 \in (r_+, R)$, a straightforward density argument, the fact that $K$ is timelike for $r_+ < r < r_0$ for $r_0$ sufficiently close to $r_+$. Lastly, we emphasize that the constant in the $\sim_R$ depends only on $R$.

Now, observe that the hypersurfaces $\Sigma_{r_0}$ and $\hat{\Sigma}_\tau$ intersect where $2(r^+ - r) = -s + \tau$. In particular, a straightforward density argument, the fact that $\psi_{| H^+} = 0$, $\mathcal{J}^K$-energy estimates in the region $J^+ \left( \Sigma_{r_0} \right) \cap J^- \left( \Sigma_{r_0} \right) \cap J^- \left( H_{\mathrm{out}}^+ \right) \cap J^+ \left( H^- \right)$ (which we have indicated in the diagram below [1] and [24]), immediately yield
\[
\int_{r_+}^{r_+ + 2e^{-s_1 + s_i}} \int_{S^2} (r - r_+)^2 (Y \psi)^2 |_{\Sigma_{r_0}} dr dS^2 \geq \frac{c}{(s_i)^{2q}},
\]
for a sequence $\{s_i\}$ with $s_i \to \infty$ as $i \to \infty$, and a constant $c$ which is independent of $i$.\[\tag{36}\]

\[\footnote{We have already noted that the Penrose diagram refers to the global domain of a double-null foliation. However, we will abuse the notation and use the Penrose diagram to depict the hypersurfaces $\Sigma_{r_0}$ and $\Sigma_{\tau}$.}\]
Combining (36) with (34) immediately implies that $Y\psi \not\in L^2(\Sigma_{r_0} \cap [r_+, r_0])$ and finishes the proof.

7. Interior scattering and the proof of Theorem 2

We now turn to the construction of solutions which blow-up along $\mathcal{CH}^+_\text{in}$. First, in Section 7.1 we establish the necessary scattering theory results about transmission from $I^-$ to $\mathcal{CH}^+_\text{out}$. We then give the proof of Theorem 2 in Section 7.2.

7.1. Scattering in the black hole interior. In this section we will extend the most elementary scattering theory statements to the black hole interior; in particular, we will show that the transmission map from $I^-$ to $\mathcal{CH}^+_\text{out}$ is well defined and non-vanishing:

Theorem 7.1. Let $\phi_{I^-}: I^- \to \mathbb{R}$ be an axisymmetric function in $\mathcal{H}^n(\mathbb{R} \times S^2)$ which is supported in $\{v \geq 1\}$.

We may appeal to Theorem 4.2 to produce the unique smooth solution $\psi: \mathcal{D}_\text{ext} \to \mathbb{R}$ to the wave equation such that the radiation field along $I^-$ (20) is given by $\phi_{I^-}$ and such that the radiation field along $\mathcal{H}^+_\text{in}$ vanishes.

Then $\psi$ extends uniquely as a smooth solution of the wave equation to $\mathcal{D}$ which vanishes along $\mathcal{H}^+_\text{in}$ (recall that $\mathcal{D}$ is defined by (7)), $\partial_v \psi$ does not vanish identically along $\mathcal{CH}^+_\text{out}$, and we have the following degenerate energy bound along $\mathcal{CH}^+_\text{out}$:

$$\int_{-\infty}^{\infty} \int_{S^2} (\partial_v \psi|_{\mathcal{CH}^+_\text{out}})^2 \, dv \, dS^2 \leq C \int_{1}^{\infty} \int_{S^2} (\partial_v \phi_{I^-})^2 \, dv \, dS^2.$$  \hspace{1cm} (37)

Finally, the transmission map, $\phi_{I^-} \mapsto \psi|_{\mathcal{CH}^+_\text{out}}$, is time-translation invariant in the sense that if $\psi(v, r, \theta, \phi^*)$ is the unique solution which vanishes on $\mathcal{H}^- \cup B_+ \cup \mathcal{H}^+_\text{in}$ and has the radiation field $\phi_{I^-}(v, \theta, \phi^*)$ along $I^-$, then, for every $c \in \mathbb{R}$, $\psi(v - c, r, \theta, \phi^*)$ is the unique solution which vanishes on $\mathcal{H}^- \cup B_+ \cup \mathcal{H}^+_\text{in}$ and has the radiation field $\phi_{I^-}(v - c, \theta, \phi^*)$ along $I^-$.  

Remark 7.1. On the Reissner–Nordström spacetime, the work [21] showed that if one considers solutions $\psi$ whose radiation fields $\psi_{H^+}$ decay polynomially, then a polynomial weight $v^p$ can be added in the integral on the left hand side of (37). This strengthened estimate is essential for establishing continuous extendibility of $\psi$ to the Cauchy horizon.

As we noted in the introduction, it would be of significant interest to extend this preliminary result to a full treatment of interior scattering. In particular, it would be desirable to establish bounded isomorphisms between suitable Hilbert spaces of radiation fields along $\mathcal{H}^+$ and $\mathcal{CH}^+_\text{out}$ (without the assumption of axisymmetry).
7.1.1. Proof of the estimate \((37)\). The proof of \((37)\) will in fact follow from a straightforward adaption of estimates from \([21, 30]\), so our presentation of that part of the proof will be brief.

The following lemma is an immediate consequence of Theorem 4.3, Remark 4.1 and Proposition 3.4.

**Lemma 7.1.** Let \(\psi\) be as in the statement of Theorem 7.1. Then \(\psi\) extends uniquely to the region \(\mathcal{D}\) as a smooth solution of the wave equation which vanishes along \(H^0\).

Next (cf. \([21]\)), it immediately follows from the estimate associated to the red-shift vector field \([15]\) that we can obtain a non-degenerate energy boundedness statement on constant-\(r\) hypersurfaces sufficiently close to \(H^0\).

**Lemma 7.2.** Let \(\psi : \mathcal{D} \to \mathbb{R}\) be a smooth axisymmetric solution to the wave equation which vanishes for \(v\) sufficiently negative, and such that \(\psi|_{H^0} \in \dot{H}^1(\mathbb{R} \times \mathbb{S}^2)\). Let \(c\) satisfy \(r_+ - \epsilon \leq c \leq r_+\) for \(\epsilon > 0\) sufficiently small. Then

\[
\int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \left[ (\partial_v \psi)^2 + (\partial_r \psi)^2 + (\partial_\theta \psi)^2 \right] |_{r=c} dv \, dS^2 \leq C \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \left[ (\partial_v \psi)^2 + (\partial_\theta \psi)^2 \right] |_{H^0} dv \, dS^2.
\]

For the next two lemmas it will be convenient to switch to \((t, r^*, \theta, \varphi) \in \mathbb{R} \times \mathbb{R} \times \mathbb{S}^2\) coordinates in \(\mathcal{D}_{\text{int}}\), where \(t, \theta, \varphi\) are given by their Boyer–Lindquist values (see Section 2.1) and \(r^*\) is defined by \((3)\). In these coordinates, the wave operator applied to an axisymmetric function \(\psi\) is given by the following formula:

\[
\Box \psi = \left( \frac{a^2 \sin^2 \theta \Delta - (r^2 + a^2)^2}{\rho^2 \Delta} \right) \partial_t^2 \psi + \frac{r^2 + a^2}{\Delta \rho^2} \partial_{r^*} \left( \left( r^2 + a^2 \right) \partial_{r^*} \psi \right) + \frac{1}{\rho^2 \sin \theta} \partial_\theta \left( \sin \theta \partial_\theta \psi \right).
\]

Note also that the volume form in \((t, r^*, \theta, \varphi)\) coordinates is given by

\[
dVol = \frac{-\rho^2 \Delta \sin^2 \theta}{r^2 + a^2} \, dt \, dr^* \, d\theta \, d\varphi.
\]

The next lemma shows that given a non-degenerate energy bound on any constant \(\{r^* = c_1\}\) hypersurface, we may also obtain a non-degenerate energy bound on any other constant \(\{r^* = c_2\}\) hypersurface via finite-in-time energy estimates (with a constant which blows up as \(|c_1| + |c_2| \to \infty\).

**Lemma 7.3.** Let \(\psi : \mathcal{D}_{\text{int}} \to \mathbb{R}\) be a smooth axisymmetric solution to the wave equation. Let \(c_2, c_1 \in \mathbb{R}\). Then

\[
\int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \left[ (\partial_t \psi)^2 + (\partial_{r^*} \psi)^2 + (\partial_\theta \psi)^2 \right] |_{(r^* = c_2)} dt \, dS^2 \leq C (c_2, c_1) \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \left[ (\partial_t \psi)^2 + (\partial_{r^*} \psi)^2 + (\partial_\theta \psi)^2 \right] |_{(r^* = c_1)} dt \, dS^2,
\]

where the convention is that \((38)\) automatically holds if the right hand side is infinite. Also, we emphasize that the constant \(C\) depends on both \(c_1\) and \(c_2\).

**Proof.** This is an immediate consequence of finite-in-time energy estimates with the timelike time translation invariant vector field \(\frac{(r^2 + a^2)}{\rho \sqrt{\Delta}} \partial_{r^*}\). \(\square\)

**Remark 7.2.** Note that the lemma does not require \(c_2 < c_1\) or \(c_1 < c_2\).

Next, following closely the approaches from \([21, 30]\), for sufficiently large \(r^*\), we may use a multiplier of the form \(r^4 \partial_{r^*}\) to obtain a degenerate energy estimate with a constant which does not blow up as \(r^* \to \infty\).
Lemma 7.4. Let $\psi : D_{\text{int}} \to \mathbb{R}$ be a smooth axisymmetric solution to the wave equation, and let $c_1 > 0$ be sufficiently large. Then $c_2 > c_1$ implies that

\begin{equation}
\int_{-\infty}^{\infty} \int_{S^2} \left[ (\partial_t \psi)^2 + (\partial_r \psi)^2 - \Delta (\partial_t \psi)^2 \right] |_{r^{*} = c_2} \, dt \, dS^2 \leq C \int_{-\infty}^{\infty} \int_{S^2} \left[ (\partial_t \psi)^2 + (\partial_r \psi)^2 - \Delta (\partial_t \psi)^2 \right] |_{r^{*} = c_1} \, dt \, dS^2,
\end{equation}

where the convention is that $\text{(40)}$ automatically holds if the right hand side is infinite.

(Note that $\Delta < 0$ in $D_{\text{int}}$.) We also emphasize that the constant $C$ does not depend on $c_1$ and $c_2$.

Proof. Multiplying the wave equation by $r^q \partial_r \psi$, integrating over the region in between $\{ r^{*} = c_1 \}$ and $\{ r^{*} = c_2 \}$ and then integrating by parts eventually yields the boundary terms

\begin{equation}
\left( \int_{r^{*} = c_2} - \int_{r^{*} = c_1} \right) \left[ r^q (r^2 + a^2) (\partial_r \psi)^2 + \left. r^q \frac{2a^2 \sin^2 \theta \Delta}{r^2 + a^2} \right] (\partial_t \psi)^2 - \frac{r^q \Delta}{r^2 + a^2} (\partial_t \psi)^2 \right] \, dt \, dS^2,
\end{equation}

and a bulk term

\begin{equation}
\int \int \left[ r^q \partial_r (r^2 + a^2) - \partial_r (r^9) (r^2 + a^2) \right] (\partial_t \psi)^2 - \partial_r \left( r^q \frac{2a^2 \sin^2 \theta \Delta}{r^2 + a^2} \right) (\partial_t \psi)^2 + \partial_r \left( \frac{r^9 \Delta}{r^2 + a^2} \right) (\partial_t \psi)^2 \right] \, dr \, dS^2.
\end{equation}

If $c_1$ is sufficiently large, then $\partial_r \Delta > 0$, and, for sufficiently large $q$, it is clear that the bulk is positive. The desired estimate immediately follows. \hfill $\Box$

Finally, we are ready to prove the estimate (37).

Proposition 7.1. Let $\psi$ satisfy the hypothesis of Theorem 7.4, then (37) holds.

Proof. First of all, it follows immediately from Theorem 4.3 and Lemmas 7.1, 7.2, 7.3 and 7.4 that $\psi$ extends smoothly to $D$, vanishes for sufficiently negative $v$, and that for every $c \in \mathbb{R}$ we have

\begin{equation}
\int_{-\infty}^{\infty} \int_{S^2} (\partial_r \psi)^2 |_{r^{*} = c} \, dt \, dS^2 \leq C \int_{1}^{\infty} \int_{S^2} (\partial_r \phi_{\text{out}})^2 \, dv \, dS^2,
\end{equation}

for a universal constant $C$.

Next, using that $\psi$ is axisymmetric, we note that a straightforward calculation shows that $\partial_r \psi$ smoothly extends to $\mathcal{H}_{\text{out}}^+$, and we have $\partial_r \psi|_{\mathcal{H}_{\text{out}}^+} = \partial_r \psi|_{\mathcal{H}_{\text{out}}^+}$. In turn this is easily seen to imply that for every $v_1 \in (-\infty, \infty)$, $v_2 \to \infty$.

\begin{equation}
\int_{-\infty}^{v_1} \int_{S^2} (\partial_r \psi|_{\mathcal{H}_{\text{out}}^+})^2 \, dv \, dS^2 = \lim_{c \to \infty} \int_{-\infty}^{v_1 - c} \int_{S^2} (\partial_r \psi)^2 |_{r^{*} = c} \, dt \, dS^2.
\end{equation}

In particular, we see that (41) immediately implies the estimate (37). \hfill $\Box$

7.1.2. Non-Zero Transmission to $\mathcal{H}_{\text{out}}^+$. We will now show that if $\psi$ satisfies the hypothesis of Theorem 7.4, then $\partial_r \psi$ cannot vanish identically on $\mathcal{H}_{\text{out}}^+$. The following straightforward lemma (whose proof we omit) shows that along any constant $r^{*}$-hypersurface, solutions $\psi$ satisfying the hypothesis of Theorem 7.4 may be well approximated by compactly supported functions.
Lemma 7.5. Let \( f(v, \theta, \varphi^*) \in C^\infty \left( \mathbb{R} \times S^2 \right) \) be axisymmetric, \( \text{supp}(f) \subset \{ v \geq v_0 \} \) for some \( v_0 \in \mathbb{R} \), and
\[
\int_{v_0}^\infty \int_{S^2} \left[ (\partial_v f)^2 + (\partial_\theta f)^2 \right] \, dv \, ds^2 < \infty.
\]
Then there exists \( \{ f_i \}_{i=1}^\infty \) with \( f_i \in C^\infty_c \left( \mathbb{R} \times S^2 \right) \) such that
\[
\lim_{i \to \infty} \int_{v_0}^\infty \int_{S^2} \left[ (\partial_v (f_i - f))^2 + (\partial_\theta (f_i - f))^2 \right] \, dv \, ds^2 = 0.
\]

Now we are ready for the following proposition.

Proposition 7.7.2. Let \( \psi \) satisfy the hypothesis of Theorem 7.1. Then \( \partial_v \psi \) does not vanish identically along \( CH^\rightarrow_{\text{out}} \).

Proof. We begin by observing that if \( \tilde{\psi} \) is any solution to the wave equation in \( D_{\text{int}} \) with compactly supported Cauchy data along a constant \( r^\rightarrow \)-hypersurface, then it follows immediately from the finite speed of propagation and finite-in-time energy estimates that \( \psi \) smoothly extends to \( D \) (cf. Lemma 7.1).

Next, we consider the conserved current,
\[
J^T_\mu [\psi] = T_{\mu \nu} [\psi] T^{\nu},
\]
associated to the Killing vector field \( T \) (see Section 3). Keeping in mind that \( T + \frac{\alpha}{2Mr^2} Z \) is null and future oriented on \( \mathcal{CH}^\rightarrow_{\text{out}} \) and null and past oriented on \( \mathcal{CH}^\rightarrow_{\text{in}} \), for any axisymmetric solution \( \tilde{\psi} \) to the wave equation in \( D_{\text{in}} \) with compactly supported Cauchy data along a constant \( r^\rightarrow \)-hypersurface, straightforward calculations yield
\[
\int_{\mathcal{CH}^\rightarrow_{\text{out}}} J^T_\mu [\tilde{\psi}] n^\mu_{\mathcal{CH}^\rightarrow_{\text{out}}} + \int_{\mathcal{CH}^\rightarrow_{\text{in}}} J^T_\mu [\tilde{\psi}] n^\mu_{\mathcal{CH}^\rightarrow_{\text{in}}} = \int_{-\infty}^\infty \int_{S^2} \left( \partial_v \tilde{\psi} \right)^2 \, dv \, ds^2 - \int_{-\infty}^\infty \int_{S^2} \left( \partial_v \tilde{\psi} \right)^2 \, dv \, ds^2.
\]

In particular, for any \( c \in (r-, r+) \), the estimate below follows from a straightforward density argument using Lemma 7.5, the divergence theorem and the fact that \( \nabla^\mu J^T_\mu = 0 \):
\[
\int_{-\infty}^\infty \int_{S^2} \left( \partial_v \tilde{\psi} \right)^2 \, dv \, ds^2 \geq \int_{\{ r = c \}} J^T_\mu [\psi] n^\mu_{\{ r = c \}}.
\]

As in 43, the integration on the right hand side of this equation is with respect to the induced volume form.

For every \( c \) and \( v_0 \), let
\[
\Sigma_{c, v_0} = \{ (v, r, \theta, \varphi) : v = v_0 \text{ and } r \in [c, r+) \}.
\]

Now, it follows from an another \( J^T \) energy estimate and a straightforward calculation that for any \( v_0 < \infty \)
\[
\int_{r = c} \cap \{ v \leq v_0 \} J^T_\mu [\psi] n^\mu_{r = c} + \int_{\Sigma_{v_0}} J^T_\mu [\psi] n^\mu_{\Sigma_{v_0}} = \int_{\mathcal{H} \cap \{ v \leq v_0 \}} J^T_\mu [\psi] n^\mu_{\mathcal{H}^\rightarrow} + \int_{-\infty}^{v_0} \int_{S^2} \left( \partial_v \psi \right)^2 \, dv \, ds^2.
\]

Using the red-shift, one can easily show (cf. Section 5 of [21]) that if \( c \) is taken sufficiently close to \( r^\rightarrow \), then
\[
\lim_{v_0 \to \infty} \int_{\Sigma_{v_0}} J^T_\mu [\psi] n^\mu_{\Sigma_{v_0}} = 0.
\]
Thus, (44) and (45) together imply

\[ \int_{-\infty}^{\infty} \int_{S^2} \left( \partial_v \psi \big|_{CH_{out}^+} \right)^2 dv \, dS^2 \geq \int_{-\infty}^{\infty} \int_{S^2} (\partial_v \phi_{H^+})^2 dv \, dS^2. \]

Since Theorem 4.2 implies the right hand side of (46) is strictly positive, the proposition is proved.

Combining Propositions 7.1 Proposition 7.2 Proposition 3.1 and Proposition 4.1 yields Theorem 7.1.

### 7.2. Proof of Theorem 7.1

We are now ready to prove Theorem 7.1. The proof will be close in spirit to the proof of Theorem 4.1. First, in Section 7.2.1. we construct the radiation field \( \phi_{I^-} \) and then show in Section 7.2.2. that the following integral of \( \psi \) blows up along \( CH_{out}^+ \):

\[ \int_{-\infty}^{\infty} \int_{S^2} \left( \partial_v (\psi) \big|_{CH_{out}^+} \right)^2 e^{-\kappa - v} dv \, dS^2 = \infty. \]

Keeping (16) in mind, one immediately sees that (17) implies that the local energy of \( \psi \) is infinite along \( H^- \) near the bifurcation sphere. (Note, however, that Theorem 7.1 implies that \( \psi \) has a finite \( J^\tau \)-energy along \( CH_{out}^+ \).

Finally, in Section 7.2.3. we show, by an elementary propagation of singularities argument, that this blow-up of local energy implies Theorem 7.1.

#### 7.2.1. Construction of \( \phi_{I^-} \)

We turn to the construction of the function \( \phi_{I^-} \), which will be very closely related to our construction in Section 6.1. Let \( (\phi_0)_{I^-} (v, \theta, \phi) : I^- \to \mathbb{R} \) be a non-zero smooth axisymmetric function which is compactly supported in \( \{ v \in (1, 2) \} \). Then, using Theorem 7.1. let \( \psi_0 : \mathcal{D} \to \mathbb{R} \) be the unique solution to the wave equation with a vanishing radiation field along \( H^- \) and with radiation field \( (\phi_0)_{I^+} \) along \( I^+ \).

Recall that Theorem 7.1 guarantees that \( \partial_v (\psi_0 \big|_{CH_{out}^+}) \) is a smooth function and does not vanish identically. In particular, after rescaling \( (\phi_0)_{I^-} \), we can assume without loss of generality that

\[ \int_{-\infty}^{\infty} \int_{S^2} \left( \partial_v (\psi_0 \big|_{CH_{out}^+}) \right)^2 dv \, dS^2 = 1. \]

We now consider two separate cases: If (17) holds with \( \psi \) replaced by \( \psi_0 \), then we simply set

\[ \psi = \psi_0 \quad \text{and} \quad (\phi_{I^-})_{I^-} = (\phi_0)_{I^-}. \]

If (17) does not hold with \( \psi \) replaced by \( \psi_0 \), then we may assume that

\[ E \doteq \int_{-\infty}^{\infty} \int_{S^2} \left( \partial_v (\psi_0) \big|_{CH_{out}^+} \right)^2 e^{-\kappa - v} dv \, dS^2 < \infty. \]

Now, recalling the number \( p \) from Theorem 2. we define

\[ (\phi_i)_{I^-} (v, \theta, \phi) \doteq i^{-2p} (\phi_0)_{I^-} (v - i^2, \theta, \phi), \quad \phi_{I^-} \doteq \sum_{i=0}^{\infty} (\phi_i)_{I^-}. \]

Note in particular that \( \phi_{I^-} \) satisfies the requirements from Theorem 2. i.e., it is axisymmetric and we may easily check that

\[ |T^i \partial_{\theta}^j \phi_{I^-}| \leq C_{i,j} (1 + |v|)^{-p}, \quad \forall \, i, \, j \geq 0. \]

Finally, using Theorem 4.1. we let \( \psi_1 : \mathcal{D} \to \mathbb{R} \) and \( \psi : \mathcal{D} \to \mathbb{R} \) denote the unique solutions to the wave equation with vanishing radiation fields along \( H^- \cup B_+ \cup H_{in}^+ \) and radiation fields along \( I^- \) given by \( (\phi_i)_{I^-} \) and \( \phi_{I^-} \) respectively.

Just as in Section 6.1. we note the following fundamental relation:

**Lemma 7.6.**

\[ \psi_1 (v, \theta, \phi) = i^{-2p} \psi_0 (v - i^2, \theta, \phi). \]
Proof. This is proved in the same fashion as Lemma 6.1 in view of the time-translation property stated in Theorem 7.1. 

7.2.2. Almost orthogonality and the proof of (47). Now we establish that \( \psi \) satisfies the blow-up (47).

First of all, it is clear that without loss of generality, we may assume that (49) holds.

In what follows we will omit the “\( |\mathcal{CH}_{\text{out}}| \)”, which should appear each time we write \( \psi \) and \( \psi_i \), and the spherical volume forms \( dS^2 \).

Let \( i \in \mathbb{Z}_{>0} \). We have

\[
\int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi)^2 \, dv \geq \frac{1}{2} \int_{1+i^2}^\infty \int_{S^2} \left( \sum_{j=i}^{\infty} \partial_\nu \psi_j \right)^2 \, dv - 4 \int_{1+i^2}^\infty \int_{S^2} \left( \sum_{j=0}^{i-1} \partial_\nu \psi_j \right)^2 \, dv
\]

\[
\geq I - II.
\]

It easily follows from Lemma 7.6 and (49) that there exists a constant \( C \), depending on \( \psi_0 \) but independent of \( i \), such that

\[
II \leq Ce^{\kappa - i}.
\]

Next, we note that

\[
I \geq \frac{1}{2} \sum_{j=i}^{\infty} \int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv - \sum_{j=1}^{\infty} \sum_{k=j+1}^{\infty} \int_{1+i^2}^\infty \int_{S^2} |\partial_\nu \psi_j \partial_\nu \psi_k| \, dv \equiv I' - I''.
\]

Using Lemma 7.6 and (49), it is straightforward to establish that \( i \leq j < k \) implies

\[
\int_{1+i^2}^\infty \int_{S^2} 1_{\text{supp}(\partial_\nu \psi_k)} (\partial_\nu \psi_j)^2 \, dv \leq E e^{\kappa - (k^2 - i^2)} \int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv
\]

\[
\leq E e^{\kappa - (k+j)} \int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv.
\]

In particular, for \( i \) sufficiently large, (53) yields

\[
I'' \leq \sqrt{E} \sum_{j=i}^{\infty} \sum_{k=j+1}^{\infty} e^{-\kappa (j+k)} \sqrt{\int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv} \sqrt{\int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_k)^2 \, dv}
\]

\[
\leq \frac{1}{4} \sum_{j=1}^{\infty} \int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv.
\]

For \( i \) sufficiently large, combining (52) with (54) and then using Lemma 7.6 yields

\[
I \geq \frac{1}{4} \sum_{j=1}^{\infty} \int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi_j)^2 \, dv \geq \frac{i-2p}{4}.
\]

Combining this with (50) and (51) and taking \( i \) sufficiently large finally yields

\[
\int_{1+i^2}^\infty \int_{S^2} (\partial_\nu \psi)^2 \, dv \geq \frac{i-2p}{8}.
\]

This immediately implies that

\[
\int_1^\infty \int_{S^2} (\partial_\nu \psi)^2 \, dv \geq \infty,
\]

and hence we obtain (47).

7.2.3. Propagation of singularities. The following lemma will be proven by a general propagation of singularities argument. (This can be contrasted with the less standard argument used in Section 6.4.)

**Lemma 7.7.** Let \( \psi : D \to \mathbb{R} \) be a smooth solution to the wave equation supported in \( \{ v \geq v_0 \} \), for some \( v_0 \in \mathbb{R} \), such that

\[
\int_{-\infty}^{\infty} \int_{S^2} \left( |\partial_v \psi|_{\mathcal{H}^+_\text{in}} \right)^2 e^{-\kappa - v} \, dv \, dS^2 = \infty,
\]

then \( \psi \) does not lie in \( H^1_{\text{loc}} \) of any neighbourhood of any point on \( \mathcal{CH}^+_\text{in} \).

**Proof.** Keeping (16) in mind, we note the local energy along \( \mathcal{CH}^+_\text{out} \) is proportional to

\[
\int_{v_0}^{\infty} \int_{S^2} \left[ (\partial_v \psi)^2 + (\partial_\theta \psi)^2 \right] |_{\mathcal{CH}^+_\text{out}} e^{-\kappa - v} \, dv \, dS^2;
\]

in particular, the local energy is infinite.

In view of the support of \( \psi \), finite-in-time energy estimates in the region \( J^+ \left( \Sigma \cap \{ v \geq v_0 \} \right) \) immediately imply that \( \psi \) does not lie in \( H^1_{\text{loc}} \left( \Sigma \right) \) for any suitably regular spacelike hypersurface \( \Sigma \) intersecting \( \mathcal{CH}^+_\text{out} \) transversally.

![Figure 12: The region of finite-in-time energy estimates](image)

It immediately follows that \( \psi \) does not lie in \( H^1_{\text{loc}} \) of any neighbourhood of any point on \( \mathcal{CH}^+_\text{in} \). \( \square \)

Combining Lemma 7.7 with the fact that Sections 7.2.1 and 7.2.2 have constructed radiation fields \( \phi_{I-} \) leading to \( \psi \) satisfying (47), concludes the proof of Theorem 2.
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