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ABSTRACT

COVID-19 is an infectious disease caused by virus SARS-CoV-2 virus. Early classification of COVID-19 is essential for disease control and cure. Transcription-polymerase chain reaction (RT-PCR) is used widely for the detection of COVID-19. However, its high cost, time-consuming and low sensitivity will significantly reduce the diagnosis efficiency and increase the difficulty of diagnosis for COVID-19. For X-ray images of COVID-19 patients, high inter-class similarity and low intra-class variability make it difficult to diagnose COVID-19 patients. We specifically designed a multi attention interaction enhancement module (MAIE) and proposed a new convolutional neural network, MAI-Net, based on this module. As a lightweight network, MAI-Net has fewer layers and amount of network parameters than other network models, enabling more efficient detection of COVID-19. To verify the performance of the model, MAI-Net performed a comparison experiment on two open-source datasets. The experimental results show that its overall accuracy and COVID-19 category accuracy are 96.42% and 100%, respectively, and the sensitivity of COVID-19 is 99.02%. Considering the factors such as accuracy rate, the parameters number of network model and the calculation amount, MAI-Net has better practicability. Compared with the existing work, the network structure of MAI-Net is simpler, and the hardware requirements of the equipment are lower, which can be better used in ordinary equipment.

1. INTRODUCTION

COVID-19, caused by the virus SARS-CoV-2, has spread worldwide and affected medical safety and the economy in many countries and regions. As of December 15, 2020, more than 73 million people had been infected. COVID-19 has a high infection rate and the number of patients has increased dramatically over time, which puts enormous pressure on medical staff in diagnosing and treating COVID-19. In this case, how to diagnose COVID-19 patients quickly and accurately has become the priority for medical staff to consider seriously.

The current standard techniques for detecting COVID-19 are RT-PCR, chest X-ray detection and computed tomography (CT). RT-PCR has the advantage of simplicity and is used in most areas during the initial COVID-19 outbreak [1]. However, the sensitivity of RT-PCR for COVID-19 detection is limited. It has high requirements for the laboratory environment, which will significantly reduce the diagnostic efficiency and increase the difficulty of COVID-19 diagnosis. Aiming at these problems, medical professionals have mad more attempts to diagnose patients with radiographic findings [2]. CT and X-ray examination play an essential role in the early diagnosis and treatment of this disease [3–7]. Combining the features of radiological images can help detect COVID-19 as soon as possible, achieving timely screening of the suspected cases to confirm the diagnosis.

As a research direction in artificial intelligence, deep learning has become one of the popular research fields [8–12]. The application of deep learning in medical imaging, researchers have achieved remarkable results in diagnosing various diseases. In diagnosing COVID-19, the main advantage of AI technology is the ability to segment the lung and infected areas via medical images. Deep learning can analyze the input data without manually extracted features [13]. Compared with the traditional imaging workflow, which is highly dependent on manual operation, artificial intelligence can provide more accurate and efficient imaging processing scheme with objective and accurate analysis results in clinical diagnosis. Therefore, deep learning technology is expected to replace RT-PCR in the initial screening of suspicious patients and speed up the diagnosis [14–16].

Once infected with COVID-19, most patients have common complications such as lung infection or pneumonia, which can be diagnosed using imaging techniques. At present, CT and X-ray are the main mainstream imaging techniques. Compared with CT images, X-ray has lower cost and less radiation damage. Defining lung infection manually is a tedious and time-consuming task, and
it is a highly subjective task that is more susceptible to personal factors than computers. Therefore, using deep learning technology to medical imaging applications provides a new feasible direction for the diagnosis of COVID-19.

In recent years, deep learning methods have been used to automatically detect many different diseases and lesions, such as detecting lung, breast, head and brain tumor type and volume [17,18], and automatically detecting lung disease [19–21]. Xue et al. [22] used GAN to study the relationship between binary brain tumor segmentation and brain magnetic resonance imaging (MRI) images. Fatih Ozyurt et al. [23] proposed a new neural network for the detection of brain tumors by high-resolution brain MRI. Wang et al. [24] proposed a neural network model for detecting colon polyps. These models have achieved excellent results, reflecting the achievements of deep learning applied in the medical field.

Since the outbreak of COVID-19, many researchers have researched the detection of COVID-19. Wang and Wong [25] proposed the COVID-19 deep detection model (COVID-NET), which had 92.4% accuracy in classifying normal, non-COVID-19 and COVID-19. The model constructed by Harsh Panwar et al. [26] based on VGG-16 solved the problem of unbalanced X-ray image data set in the early stage of the epidemic, and applied the migration learning method to detect COVID-19 rapidly. CoroNet proposed by Asif Iqbal Khan et al. [27] was based on Xception-71, and the classification accuracy of the model reached 95% in the detection of COVID-19. When detecting COVID-19, Ali Abbasian Ardakani et al. [28] used 10 famous convolutional neural networks (CNNs) to distinguish COVID-19 patients from non-COVID-19 patients, and summarized the characteristics of these famous networks. The CFW-NET proposed by Wang et al. [29] has achieved an overall accuracy rate of 94.35% for COVID-19 detection.

2. CONVOLUTIONAL NEURAL NETWORKS

The basic structure of deep CNN is shown in Figure 1. In recent years, CNNs have developed rapidly in the field of computer vision. Yann LeCun et al. [30] systematically summarized the relevant contents of CNNs, analyzed the application and development process of CNNs in detail.

In 2014, Simonyan and Zisserman [31] proposed visual geometry group networks (VGG-Nets). In the network, the idea of replacing the network layer with the basic module was proposed. The basic module can be reused in the construction of the deep network model. In the same year, Christian Szegedy proposed a new deep learning model GoogleNet [32]. In this network, the Inception module was proposed to improve the utilization of computing resources within the network, which alleviated the overfitting problem to some extent. In 2015, Kaiming He et al. [33] proposed a residual-net (ResNet). ResNet has made innovations in the network structure, instead of simply accumulating layers, and introduced residual units to solve the problem of network degradation. In 2017, Huang et al. [34] proposed the Dense Convolutional Network (DenseNet), in which the dense connection mechanism alleviates the problem of gradient disappearance, reduces the number of network parameters.

3. PROPOSED MODULE AND NETWORK

3.1. MAIE Module

The X-ray images of patients with COVID-19 show patchy shadows or interstitial changes, shallow and fuzzy edge density, ground-glass opacity [35]. In addition, because the chest X-ray image has high inter-class similarity and low intra-class variance, it will lead to model bias and overfitting, reduce performance and generalization of the model [36]. Aiming at the characteristics of X-ray images of COVID-19 patients, a multi attention interaction enhancement module (MAIE) is designed. Through multi-channel information interaction, MAIE module enhances the attention and improves the recognition ability of the model to COVID-19.

The structure of MAIE is shown in Figure 2. Where FC is the full-connection layer, Conv is the convolutional layer of 2 × 2 and GAP is the global average pooling layer. The MAIE module is a composite structure that contains point convolution, full-connection layer, batch standardization and activation function. The skip connection can solve the problem of network degradation to some extent.

The MAIE module compacts the feature maps on the channel into a global feature by passing the input feature map through the global average pooling layer, then passes through the two full-connection layers. GAP is used to compress the feature map on the channel into a global feature, and the first FC layer is used to reduce the dimensionality. The second FC layer is used to restore dimensionality. In this way, MAIE model can learn the weight coefficient of each channel. In the feature extraction process, the weight
coefficient can help MAIE model extract more important channel features, suppress unimportant channel features and enhance the feature extraction ability of the network. Then the BatchNorm and the LeakyReLU operation are carried out to effectively avoid the gradient disappearance of the neural network.

To obtain the interaction information between each channel and adjacent channels, the feature map is compressed into a global feature through the 2nd GAP, and the multiple global features obtained are superimposed according to a certain weight. MAIE module extracts global features between multiple adjacent channels and superimposing certain weight, realizes information interaction among local multiple channels. This operation can be implemented by fast 1D convolution with a convolution kernel size \( k \). \( k \) represents the number of channels participating in the information interaction. MAIE module only involves a handful of parameters while bringing network performance gain.

3.2. MAI-Net

Based on MAIE module, a new CNN structure, MAI-Net, was proposed. In MAI-Net, the CL part (Figure 3) contains the convolutional layer, BatchNorm and LeakyReLU. CL part reduces network training time and improves model stability by standardizing batch processing of input. Compared to some classic networks, MAI-Net has a simpler network structure and fewer parameters.

In order to explore the impacts of different depths on model performance, three deep CNN structures are proposed, namely MAI-Net16, MAI-Net19 and MAI-Net22, as shown in Table 1. The structure diagram of MAI-Net19 is shown in Figure 4.

The traditional neural network, such as AlexNet and VGG, all take the three-layer full connection layer as the classifier, which contains a large number of parameters and requires high memory. In order to simplify the network structure and reduce the number of parameters, we choose to use a single-layer full-connection layer (FC) instead of the three-layer FC layer as our classifier.

Because the number of output features by the convolutional layer is huge, using a single fully connected layer as a classifier will still lead to excessive parameter quantity. So, the GAP layer [37] is used to reduce the feature map size to \( 1 \times 1 \) and then use the fully connected layer for classification. GAP forces the features and categories to correspond to each other, performs feature weighting on the original channel, and extracts the weight relationship between each channel [38], which is more natural for the convolution structure. By using the GAP layer to reduce the feature map size to \( 1 \times 1 \), and using fully connected layer as classifier, the number of parameters is greatly reduced.

3.3. Network Complexity

In order to study the influences of different depths and different classifiers on the amount of model calculations and parameters, we compare the parameters of models using different classifiers and different depth models.

Taking the 3-classes classification task as an example, the size of the output feature map of the last layer is \( H \times W \times D \). When using the FC as the classifier, the number of parameters is \( 3 \times H \times W \times D + 3 \). When the point convolution layer and GAP are used as classifiers, the parameter of classifier is \( 3 \times H \times W \times D + 3 \). When a global
The architecture of MAI-Net19.

average pooling layer and a full-connection layer (GAPFC) are used as the classifier, the global average pooling layer replaces the FC. The number of parameters is \( D + D \times 3 + 3 \).

The parameters for different networks are shown in Figure 5.

In Figure 5, the parameters vary with different classifiers when the network depths are the same, while the classifier has little effect on the amount of network parameters. The amount of network parameters of MAI-Net22-FC is 15.86 times that of MAI-Net16-FC. The amount of network parameters of MAI-Net19-FC is 3.99 times that of MAI-Net16-FC. Therefore, it can be seen that the network depth has the most significant influence on the model parameters.

In Figure 6, the amount of network parameters of MAI-Net-FC is compared with some classical networks. ResNet-34 has the least amount of network parameters among these classical networks, but it is still 18.56 times that of MAI-Net16-FC and 1.17 times that of MAI-Net22-FC. The amount of parameters of VGG-19 (with maximum parameters) is 122.47 times that of MAI-Net16-FC and 7.72 times that of MAI-Net22-FC. Therefore, when medical conditions are limited, device memory is insufficient, and hardware performance does not support too many parameters, MAI-Net16 is a better choice than other classical networks.
4. EXPERIMENTS AND RESULTS ANALYSIS

4.1. Dataset

In the experiments, X-ray images obtained from two different open-source datasets were used for the diagnosis of COVID-19. The first dataset is the COVID-19 chest X-ray dataset from GitHub (https://github.com/ieee8023/covid-chestxray-dataset), which was collected from the public sources and indirectly by hospitals and doctors. This dataset consists of X-ray and CT scan images of different patients infected with COVID-19 and other pneumonia. A total of 760 images are included in the dataset, and 412 X-ray images of COVID-19 positive patients are selected for training. The second dataset is taken from Kaggle's chest X-ray
images (https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia). These images are divided into normal images and pneumonia images, with a total of 5863 images. We selected 4265 X-ray images of pneumonia and 1575 normal X-ray images from this dataset. The training set contains 5526 X-ray images, including 310 COVID-19 patient images, 1341 normal images and 3875 pneumonia images. The test set contains 726 X-ray images, 102 COVID-19 patient images, 234 normal images and 390 pneumonia images. The chest X-ray images of various patients in datasets are shown in Figure 7.

Figure 7 shows that the chest X-ray images have high inter-class similarity and low intra-class variance, which increases the difficulty of the network to classify chest X-ray images.

### 4.2. Preprocessing and Experiment Setup

All the experiments are carried out on the same platform and environment to ensure the credibility of comparisons between different network models. Table 2 shows the software and hardware configuration information of the experimental platform. The “batchsize” size of the training and test set are both 32.

In the training process, we use the prediction training method to adjust the learning rate gradually. First, the learning rate increases gradually from a very small value. Then the learning rate decay method is used to gradually reduce the learning rate, and finally obtain an appropriate value. After repeated experiments, the parameters are finally set as follows: the initial learning rate is set as 0.0003, and the training epoch is set as 20. In 0–10 epochs, the learning rate gradually increases from 0.0003 to 0.001. In 11–20 epochs, the learning rate is gradually reduced from 0.001 to 0.00036.

### 4.3. Evaluation Criteria

Based on the evaluation criteria adopted by most medical image classification models, accuracy, precision, recall, specificity and F1-score are used as performance indicators. Accuracy is summarized as the proportion of correctly classified samples to the total number of samples. Precision is the number of true positives divided by the number of true positives and false positives. Lower precision may also indicate a large number of false positives. Recall rate (sensitivity) is the categorizer's ability to correctly classify all people with the disease (true positive rate). The F1-score is a weighted average of precision and recall. Specificity is the ability of the classifier to identify people without disease (true negative rate) correctly.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
Precision = \frac{TP}{TP + FP} \tag{2}
\]

\[
Sensitivity = Recall = \frac{TP}{TP + FN} \tag{3}
\]

\[
F1score = 2 \times \frac{Precision \times Recall}{Precision + Recall} \tag{4}
\]
Table 3 | Performance of different depth MAI-Nets (%).

| MAI-Net 16 | Accuracy | Precision | Recall | Specificity | F1-Score |
|------------|----------|-----------|--------|-------------|----------|
| FC         | 95.04    | 96.91     | 94.38  | 97.19       | 95.62    |
| GAP        | 94.21    | 96.26     | 93.69  | 96.84       | 94.96    |
| GAPFC      | 95.87    | 97.28     | 95.53  | 97.76       | 96.39    |

| MAI-Net 19 | Accuracy | Precision | Recall | Specificity | F1-Score |
|------------|----------|-----------|--------|-------------|----------|
| FC         | 96.01    | 97.43     | 95.61  | 97.81       | 96.52    |
| GAP        | 95.59    | 97.12     | 95.24  | 97.62       | 96.17    |
| GAPFC      | 96.42    | 97.83     | 96.17  | 98.08       | 96.99    |

| MAI-Net 22 | Accuracy | Precision | Recall | Specificity | F1-Score |
|------------|----------|-----------|--------|-------------|----------|
| FC         | 95.04    | 96.90     | 94.62  | 97.31       | 95.74    |
| GAP        | 94.90    | 96.65     | 94.40  | 97.20       | 95.51    |
| GAPFC      | 95.32    | 96.96     | 94.96  | 97.48       | 95.96    |

Table 4 | Precision, sensitivity, specificity of MAI-Net19-GAPFC (%).

| Class      | Precision | Sensitivity | Specificity |
|------------|-----------|-------------|-------------|
| COVID-19   | 100.00    | 99.02       | 100.00      |
| Pneumonia  | 93.96     | 99.74       | 94.38       |
| Normal     | 99.53     | 89.74       | 99.87       |
| Average    | 97.83     | 96.16       | 98.08       |

\[
\text{Specificity} = \frac{TP}{TP + FN} \tag{5}
\]

where, TP is true positive, FP is false positive, FN is false negative and TN is true negative.

4.4. Experimental Results

In the 3 classifications experiments, we classified the X-ray images into COVID-19 images, normal images and general pneumonia images. 10-fold cross-validation is used to evaluate the performance of the proposed network model to make better use of the dataset and prevent overfitting. In experimental datasets, 90% of the data are for training, and the remaining 10% are for validation.

In order to reflect the effect of net depth and classifier, 9 types of MAI-Net were used to conduct experiments on the datasets. The experimental results are shown in Table 3, where the best experimental results are bolded.

From Table 3, it can be seen that MAI-Net-GAP has worse performance than the networks using the other two classifiers. The overall accuracy of MAI-Net16-GAP is 0.83% lower than that of MAI-Net16-FC and 1.66% lower than that of MAI-Net16-GAPFC. Among them, MAI-Net19-GAPFC has the best overall performance, with better overall accuracy, recall rate, specificity and F1-score. After comprehensive analysis, MAI-Net19-GAPFC has the best performance. The confusion matrix of MAI-Net19-GAPFC is shown in Figure 8, and it can be seen that MAI-Net has good recognition effect on COVID-19. The detailed results of MAI-Net19-GAPFC are given in Table 4.

In Table 4, MAI-Net achieves good classification performance for both COVID-19 positive patients and common pneumonia patients. Especially, the accuracy and specificity of the classification are both 100%, and the sensitivity is 99.02%.

The results of MAI-Net19-GAPFC are also compared with those of traditional convolution neural networks (VGG-19, GoogLeNet, ResNet-50 and DenseNet-121). The experimental results are shown in Table 5.

ResNet-50 uses skip connections to alleviate gradient explosion and gradient disappearance caused by network model with increasing depth. However, ResNet-50’s result is lower than MAI-Net19-GAPFC in all performance indicators. DenseNet-121 further deepens the network by using densely connected dense blocks. Its classification accuracy of COVID-19 is similar to that of MAI-Net19-GAPFC, but other performance indicators are lower than MAI-Net19-GAPFC. GoogleNet performs poorly on the datasets and has the lowest performance. VGG-19 achieves 100% accuracy of COVID-19. But VGG-19 uses a three-layer fully connected layer as classifier, resulting in enormous amount of network parameters and computation, high requirement on equipment and long computation time. Over all, MAI-Net19-GAPFC has obtained good results in comparison with traditional convolution neural networks. We will further compare MAI-Net19-GAPFC with other for
COVID-19 disease detection methods, and the results are shown in Table 6.

| Name                     | Class | Method     | Accuracy | COVID-19 Acc |
|--------------------------|-------|------------|----------|--------------|
| Apostolopoulos et al. [39]| 3     | MobileNet v2 | 94.72    | 98.66        |
| Khan et al. [27]         | 3     | CoroNet    | 95.02    | 96.67        |
| Civit-Masot et al. [40]  | 3     | VGG16      | 84.85    | 100.00       |
| Hengyuan Kang et al. [41]| 3     | CPM-Nets   | 95.10    | 95.50        |
| Tamvir Mahmud et al. [42]| 4     | CovX-Net   | 90.30    | 85.00        |
| Proposed Method          | 3     | MAI-Net19-GAPFC | 96.42 | 99.02        |

Although the accuracy of the network proposed by Civit-Masot et al. is as high as 100% for COVID-19, its overall accuracy is lower in all comparison models. The overall accuracy of the network proposed by Hengyuan Kang et al. based on CPM-Nets is only 1.32% lower than that of our model, but the accuracy of COVID-19 is 3.52% lower than that of our model. According to Table 6, the overall accuracy of Chest X-ray image classification of MAI-Net and the category accuracy of COVID-19 both reach high levels. This indicates that our network performance is better and more targeted for chest X-ray image classification tasks.

4.5. Experiments Analysis

According to the experimental results, the overall accuracy of MAI-Net19-GAPFC is the highest (96.42%). The datasets used in the experiments consist of chest X-ray images of COVID-19 patients, common pneumonia patients and normal people. Because there are few categories of chest X-ray images, the amount of network parameters and calculation of network classifier are reduced. To verify the correlation between MAI-Net and COVID-19 patient images, we controlled the number of images to less than 10% of the training set and less than 15% of the test set. In this case, the COVID-19 sensitivity and COVID-19 category accuracy of MAI-Net19-GAPFC reach 99.02% and 100%, respectively. Since MAI-Net is designed according to the X-ray images characteristics of COVID-19, it has good universality for COVID-19 X-ray images in the case of small samples. However, for data sets in other fields, its performance needs to be verified by further experiments.

In addition, 3 models are proposed with different depths. The recognition performance of the deeper networks for our datasets is not significantly improved compared with shallow networks, and the deeper networks are easier to overfitting. Therefore, for the experimental datasets, the shallow network designed by us can not only reduce the network complexity but also achieve better detection results.

Through the analysis of experimental data, the depth of the network model should not be too deep or too shallow. Complex and deep networks such as ResNet have a relatively large amount of network parameters and calculations. Too deepening a network can also cause gradient dispersion or gradient explosion. Lightweight networks such as MobileNet often result in low recognition rates due to insufficient network depth, which cannot reach a satisfactory level.

We should also pay more attention to the generalization ability of the model. Because the chest X-ray image has high inter-class similarity and low intra-class variance, it will lead to model deviation and overfitting. Therefore, the MAIE module is designed to extract channel feature weight, which improves the feature extraction ability of the network, and enhances the channel attention. Based on MAIE module, MAI-Net has a simpler network structure and fewer parameters, with higher classification accuracy and more vital generalization ability to classify COVID-19 patient chest X-ray images.

5. CONCLUSIONS

In this paper, we designed MAIE module according to the characteristics of COVID-19 X-ray images. Based on the MAIE module, a convolution neural network MAI-Net is proposed to classify chest X-ray images for detecting COVID-19 cases. Through comparative analysis and comparison of the experimental results, MAI-Net19-GAPFC has the highest value. Its overall accuracy and COVID-19 category accuracy are 96.42% and 100%, respectively, and the sensitivity of COVID-19 is 99.02%. Compared with the existing work, the network structure of MAI-Net is simpler, and the hardware requirements of the equipment are lower, which can be better used in ordinary equipment.

Besides, variant COVID-19 cases have appeared in some areas, which may lead to a new outbreak trend of COVID-19 on this basis.
Although there is a temporary lack of medical image data set with variant COVID-19, there are no relevant medical reports of significant changes in variant COVID-19 images, so MAI-Net still has reasonable practicability. Aiming at the possible outbreak of variant COVID-19, further detection is still needed after obtaining relevant data sets. Our next research focus is to obtain more images of patients with variant COVID-19, and use them to further train our MAI-Net to improve its versatility and accuracy.

**CONFLICTS OF INTEREST**
The authors declare no conflict of interest.

**AUTHORS’ CONTRIBUTIONS**
W.W. designed the study, wrote the paper, managed the project and was responsible for the final submission and revisions of the manuscript. X.H. wrote the python scripts, trained the CNN models and did the data analysis. J.L. configured the experimental environment arranged experimental data and organized the datasets. P.Z. implemented the feature visualization. X.W. revised the paper. All authors read and approved the final manuscript.

**Funding Statement**
This research was funded by The National Defense Science and Technology Innovation Special Zone project (2019JSS00701), The Natural Science Foundation of Hunan Province, China Technology Innovation Special Zone project (2019XXX00701), This research was funded by The National Defense Science and Technology Project (kq2004071), The Hunan Graduate Student Innovation Project (2019JJ80105), The Changsha Science and Technology Project (2019XXX00701), and was responsible for the final submission and revisions of the manuscript.

**ACKNOWLEDGMENTS**
We are grateful to our colleagues for their suggestions.

**REFERENCES**
[1] T. Ai, Z. Yang, H. Hou, et al., Correlation of chest CT and RT-PCR testing in Coronavirus Disease 2019 (COVID-19) in China: a report of 1014 cases, Radiology. 296 (2020), E32–E40.
[2] M.-Y. Ng, E.Y. Lee, J. Yang, et al., Imaging profile of the COVID-19 infection: radiologic findings and literature review, Radiol. Cardiotorh. Imaging. 2 (2020), e200034.
[3] Z.Y. Zu, M.D. Jiang, P.P. Xu, et al., Coronavirus Disease 2019 (COVID-19): a perspective from China, Radiology. 296 (2020), E15–E25.
[4] J.P. Kanne, Chest CT findings in 2019 novel coronavirus (2019-nCoV) infections from Wuhan, China: key points for the radiologist, Radiol. Soc. North Am. 295 (2020), 16–17.
[5] A. Bernheim, X. Mei, M. Huang, et al., Chest CT findings in Coronavirus Disease-19 (COVID-19): relationship to duration of infection, Radiology. 295 (2020), 200463.
[6] X. Xie, Z. Zhong, W. Zhao, C. Zheng, F. Wang, J.J.R. Liu., Chest CT for typical 2019-nCoV pneumonia: relationship to negative RT-PCR testing, Radiology. 296 (2020), E41–E45.
[7] A. Narin, C. Kaya, Z. J. a. p. a. Pamuk, Automatic detection of coronavirus disease (covid-19) using x-ray images and deep convolutional neural networks, Pattern Anal. Appl. (2021), E1–E14.
[8] G. Litjens, T. Kooi, B.E. Bejnordi, et al., A survey on deep learning in medical image analysis, Med. Image Anal. 42 (2017), 60–88.
[9] W. Wei, Y. Yujing, W. Xin, W. Weizheng, L. Ji, The development of convolution neural network and its application in image classification: a survey, Opt. Eng. 58 (2019), 040901.
[10] W. Wei, J. Yongbin, L. Yanhong, L. Ji, W. Xin, Z. Tong, An Advanced Deep Residual Dense Network (DRDN) approach for image super-resolution, Int. J. Comput. Intell. Syst. 12 (2019), 1592–1601.
[11] W. Wang, Y. Li, T. Zou, X. Wang, J. You, Y. Luo, A novel image classification approach via dense-MobileNet models, Mobile Inf. Syst. 2020 (2020), 1–8.
[12] W. Wang, Y. Yang, J. Li, Y. Hu, Y. Luo, X. Wang, Woodland labeling in Chenzhou, China, via deep learning approach, Int. J. Comput. Intell. Syst. 13 (2020), 1393–1403.
[13] A. Križhevsky, I. Sutskever, G.E. Hinton, ImageNet classification with deep convolutional neural networks, Commun. ACM. 60 (2017), 84–90.
[14] Y. Fang, H. Zhang, J. Xie, et al., Sensitivity of chest CT for COVID-19: comparison to RT-PCR, Radiology. 296 (2020), E115–E117.
[15] B. McCall, COVID-19 and artificial intelligence: protecting health-care workers and curbing the spread, Lancet Digital Health. 2 (2020), e166–e167.
[16] F. Shi, J. Wang, J. Shi, et al., Review of Artificial Intelligence Techniques in Imaging Data Acquisition, Segmentation and Diagnosis for COVID-19, IEEE Rev. Biomed. Eng. 14 (2021), E4–E15.
[17] J.-Z. Cheng, D. Ni, Y.-H. Chou, et al., Computer-aided diagnosis with deep learning architecture: applications to breast lesions in US images and pulmonary nodules in CT scans, Sci. Rep. 6 (2016), 1–13.
[18] S. Lakshmanaprabu, S.N. Mohanty, K. Shankar, N. Arunkumar, G. Ramirez, Optimal deep learning model for classification of lung cancer on CT images, Future Gener. Comput. Syst. 92 (2019), 374–382.
[19] D. Ardila, A.P. Kiraly, S. Bharadwaj, et al., Classification and mutation prediction from non–small cell lung cancer histopathology images using deep learning, Nat. Med. 25 (2019), 954–961.
[20] K. Suzuki, Overview of deep learning in medical imaging, Radiol. Phys. Technol. 10 (2017), 257–273.
[21] N. Coudray, P.S. Ocampo, T. Sakellaropoulos, et al., Classification and mutation prediction from non–small cell lung cancer histopathology images using deep learning, Nat. Med. 24 (2018), 1559–1567.
[22] Y. Xue, T. Xu, H. Zhang, L.R. Long, X.J.N. Huang, Segan: adversarial network with multi-scale l 1 loss for medical image segmentation, Neuroinformatics. 16 (2018), 383–392.
[23] F. Özyurt, E. Sert, D. Avci, An expert system for brain tumor classification approach via dense-MobileNet models, Mobile Inf. Syst. 2020 (2020), 1–8.
[24] J. Wang, J. Tian, C. Zhang, Y. Luo, X. Wang, J. Li, An improved deep learning approach and its applications on colonic polyp images detection, BMC Med. Imaging. 20 (2020), 1–14.
[25] L. Wang, A. Wong, COVID-Net: a tailored deep convolutional neural network design for detection of COVID-19 cases from chest X-ray images, Sci. Rep. 10 (2020), 1–12.
[26] H. Panwar, P.K. Gupta, M.K. Siddiqui, R. Morales-Menendez, V. Singh. Application of deep learning for fast detection of COVID-19 in X-Rays using nCOVnet, Chaos Solitons Fract. 138 (2020), 109944.

[27] A.I. Khan, J.L. Shah, M.M. Bhat, CoroNet: a deep neural network for detection and diagnosis of COVID-19 from chest x-ray images, Comput. Methods Prog. Biomed. 196 (2020), 105581.

[28] A.A. Ardakani, A.R. Kanafi, U.R. Acharya, N. Khadem, A. Mohammadi. Application of deep learning technique to manage COVID-19 in routine clinical practice using CT images: results of 10 convolutional neural networks, Comput. Biol. Med. 121 (2020), 103795.

[29] W. Wang, H. Liu, J. Li, H. Ni, et al., Using CFW-net deep learning models for X-ray images to detect COVID-19 patients, Int. J. Comput. Intell. Syst. 14 (2021), 199–207.

[30] Y. LeCun, Y. Bengio, G. Hinton, Deep learning. Nature. 521 (2015), 436–444.

[31] K. Simonyan, A. Zisserman. Very deep convolutional networks for large-scale image recognition, arXiv: 1409.1556, 2014. https://arxiv.org/abs/1409.1556v6

[32] C. Szegedy, W. Liu, Y. Jia, et al., Going deeper with convolutions, in IEEE Conference Computer Vision and Pattern Recognition, Boston, MA, USA, 2014.

[33] K. He, X. Zhang, S. Ren, et al., Deep residual learning for image recognition, in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 2016, pp. 770–778.

[34] G. Huang, Z. Liu, L. Van Der Maaten, K.Q. Weinberger. Densely connected convolutional networks, in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 2017, pp. 4700–4708.

[35] S. Salehi, A. Abedi, S. Balakrishnan, A. Gholamrezaazghad, Coronavirus Disease 2019 (COVID-19): a systematic review of imaging findings in 919 patients, Am. J. Roentgenol. 215 (2020), 87–93.

[36] S. Rajaraman, J. Siegelman, P.O. Alderson, L.S. Folio, L.R. Folio, S.K. Antani. Iteratively pruned deep learning ensembles for COVID-19 detection in chest X-rays, IEEE Access. 8 (2020), 115041–115050.

[37] M. Lin, Q. Chen, S. Yan, et al., Network in network, in Proceedings of the International Conference on Learning Representations, Banff, Canada, 2014, pp. 1–10. https://arxiv.org/abs/1312.4400v2

[38] J. Hu, L. Shen, G. Sun, Squeeze-and-excitation networks, in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 2018, pp. 7132–7141.

[39] I.D. Apostolopoulos, T.A., Mpesiana. Covid-19: automatic detection from x-ray images utilizing transfer learning with convolutional neural networks, Phys. Eng. Sci. Med. 43 (2020), 635–640.

[40] J. Civit-Masot, F. Luna-Perejón, M. Domínguez Morales, A. Civit. Deep learning system for COVID-19 diagnosis aid using X-ray pulmonary images, Appl. Sci. 10 (2020), 4640.

[41] H. Kang, L. Xia, F. Yan, et al., Diagnosis of Coronavirus Disease 2019 (COVID-19) with structured latent multi-view representation learning, IEEE Trans. Med. Imaging. 39 (2020), 2606–2614.

[42] T. Mahmud, M.A. Rahman, S.A. Fattah. CovXNet: a multi-dilation convolutional neural network for automatic COVID-19 and other pneumonia detection from chest X-ray images with transferable multi-receptive feature optimization, Comput. Biol. Med. 122 (2020), 103869.