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Abstract

While the incipient internet was largely text-based, the modern digital world is becoming increasingly multi-modal. Here, we examine multi-modal classification where one modality is discrete, e.g. text, and the other is continuous, e.g. visual representations transferred from a convolutional neural network. In particular, we focus on scenarios where we have to be able to classify large quantities of data quickly. We investigate various methods for performing multi-modal fusion and analyze their trade-offs in terms of classification accuracy and computational efficiency. Our findings indicate that the inclusion of continuous information improves performance over text-only on a range of multi-modal classification tasks, even with simple fusion methods. In addition, we experiment with discretizing the continuous features in order to speed up and simplify the fusion process even further. Our results show that fusion with discretized features outperforms text-only classification, at a fraction of the computational cost of full multi-modal fusion, with the additional benefit of improved interpretability.

Text classification is one of the core problems in machine learning and natural language processing (Borko and Berndick 1963; Sebastiani 2002). It plays a crucial role in important tasks ranging from document retrieval and categorization to sentiment and topic classification (Deerwester et al. 1990; Joachims 1998; Pang and Lee 2008). However, while the incipient Web was largely text-based, the recent decade has seen a surge in multi-modal content: billions of images and videos are posted and shared online every single day. That is, text is either replaced as the dominant modality, as is the case with Instagram posts or YouTube videos, or it is augmented with non-textual content, as with most of today’s web pages. This makes multi-modal classification an important problem.

Here, we examine the task of multi-modal classification using neural networks. We are primarily interested in two questions: what is the best way to combine (i.e., fuse) data from different modalities, and how can we do so in the most efficient manner? We examine various efficient multi-modal fusion methods and investigate ways to speed up the fusion process. In particular, we explore discretizing the continuous features, which leads to much faster training and requires less storage, yet is still able to benefit from the inclusion of multi-modal information. To the best of our knowledge, this work constitutes the first attempt to examine the accuracy/speed trade-off in multi-modal classification; and the first to directly show the value of discretized features in this particular task.

If current trends continue, the Web will become increasingly multi-modal, making the question of multi-modal classification ever more pertinent. At the same time, as the Web keeps growing, we have to be able to efficiently handle ever larger quantities of data, making it important to focus on machine learning methods that can be applied to large-scale scenarios. This work aims to examine these two questions together.

Our contributions are as follows. First, we compare various multi-modal fusion methods, examine their trade-offs, and show that simpler models are often desirable. Second, we experiment with discretizing continuous features in order to speed up and simplify the fusion process even further. Third, we examine learned representations for discretized features and show that they yield interpretability as a beneficial side effect. The work reported here constitutes a solid and scalable baseline for other approaches to follow; our investigation of discretized features shows how multi-modal classification does not necessarily imply a large performance penalty and is feasible in large-scale scenarios.

Related work

Text classification. Neural network-based methods have become increasingly popular for text classification (Socher et al. 2011; Wang and Manning 2012). Recent work has used neural networks for text classification either at a sentence (Kim 2014; Hill, Cho, and Korhonen 2016) or full document (Le and Mikolov 2014; Baker, Kiela, and Korhonen 2016; Joulin et al. 2016) level. Many core NLP tasks are essentially text classification, from tweets (Sriram et al. 2010) to reviews to spam. Even though there has been extensive work on feature engineering for text classification (Chen et al. 2009), modern approaches often make use of word embeddings (Mikolov et al. 2013) or sentence representations (Kiros et al. 2015) learned from a large corpus in an unsupervised fashion.
Fusion strategies. Multi-modal fusion, or the integration of input from various modalities, is an important topic in the field of multimedia analysis (Wu et al. 2004; Atrey et al. 2010). The question of fusion has been explored in a variety of tasks, from audio-visual speech recognition (Potamianos et al. 2003) to multi-sensor management (Zhao et al. 2003) and face recognition (Xiong and Svensson 2002). Much of this research has focused on the combination of two or more continuous modalities. Here, we are specifically interested in the fusion of discrete textual input with another, continuous, modality.

Multi-modal NLP. The usage of non-textual information in natural language processing (Mooney 2008) has become increasingly popular. On the one hand, there has been a lot of interest in cross-modal applications, such as image annotation (Weston, Bengio, and Usunier 2011), image captioning (Bernardi et al. 2016), mapping images to text or vice versa (Frome et al. 2013; Socher et al. 2013). Lazaridou, Bruni, and Baroni 2014) and visual question answering (Antol et al. 2015; Fukui et al. 2016). On the other hand, multi-modal fusion has been extensively explored in the context of grounded representation learning for lexical semantics (Bruni, Tran, and Baroni 2014; Kiela and Bottou 2014; Lazaridou, Pham, and Baroni 2015). While much of this work has focused on vision (Baroni 2016), other perceptual modalities modalities (Lopopolo and van Miltenburg 2015; Kiela and Clark 2015). Kiela, Bulat, and Clark 2015) have also been explored, as well as robotics (Mei, Bansal, and Walter 2016), videos (Regneri et al. 2013) and games (Branavan, Silver, and Barzilay 2012; Narasimhan, Kulkarni, and Barzilay 2015). This work is similar in spirit to (Bruni, Tran, and Baroni 2014), in that we explore fusion techniques. However, similarly to (Lazaridou, Pham, and Baroni 2015), we learn how to integrate the multi-modal inputs, and use transferred representations as in (Kiela and Bottou 2014).

Multi-modal deep learning. Our work relates to previous work on integrating information from multiple modalities in neural networks (Najam et al. 2011; Srivastava and Salakhutdinov 2012; Kiros, Salakhutdinov, and Zemel 2014). Here, we enhance a well-known neural network architecture for efficient text classification (Joulin et al. 2016) with the ability to include continuous information, and explore methods for combining multi-modal features. The works of (Arevalo et al. 2017) and (Fukui et al. 2016), explore complex gating mechanisms and compact bilinear pooling as multi-modal fusion methods. In order to obtain visual representations, we transfer continuous features from neural networks trained on other tasks (in this case ImageNet), as has been shown to work well for a wide variety of tasks (Oquab et al. 2014; Razavian et al. 2014).  

Evaluation
Surprisingly, there are not many large-scale multi-modal classification datasets available. We evaluate on three datasets that are large enough to examine accuracy/speed trade-offs in a meaningful way. Two of our datasets (Food101 and MM-IMDB) are medium-sized; while the third dataset (FlickrTag) is very large by today’s standards. The quantitative properties of the respective datasets are shown in Table I and they are described in more detail in what follows.

Food101
The UPMC Food101 dataset (Wang et al. 2015) contains web pages with textual recipe descriptions for 101 food labels automatically retrieved online. Each page was matched with a single image, where the images were obtained by querying Google Image Search for the given category. Examples of food labels are Filet Mignon, Pad Thai, Breakfast Burrito and Spaghetti Bolognese. The web pages were processed with html2text to obtain the raw text.

MM-IMDB
The recently introduced MM-IMDB dataset (Arevalo et al. 2017) contains movie plot outlines and movie posters. The objective is to classify the movie by genre. This is a multi-label prediction problem, i.e., one movie can have multiple genres. The dataset was specifically introduced to address the lack of multi-modal classification datasets.

FlickrTag and FlickrTag-1
We use the FlickrTag dataset based on the massive YFCC100M Flickr dataset of (Thomee et al. 2016) that was used in (Joulin et al. 2016). The dataset consists of Flickr photographs together (in most, but not all cases) with short user-provided captions. The objective is to predict the user-provided tags that belong to the photograph. This is a very large-scale dataset, so we perform the multi-modal fusion operator and speed-versus-accuracy studies on a subset (specifically, the first shard, which corresponds to one-tenth of the full dataset) for those studies, which we denote FlickrTag-1. We show that the inclusion of discretized features yields classification accuracy improvements with respect to text on the whole dataset.

Approach
As a starting point, we take the highly efficient text classification approach of FastText (Joulin et al. 2016). To ensure a fair comparison, we enhance that model with the capability to handle continuous or discretized features. Specifically, we use 2048-dimensional continuous features that were obtained by transferring the pre-softmax layer of a 152-layer ResNet (He et al. 2016) trained on the ImageNet classification task. In the case of the large-scale FlickrTag datasets, we use ResNet-34 features (of 512 dimensions). It has been shown that convolutional network features can be transferred successfully to a variety of tasks (Razavian et al. 2014) and we take the same approach here. We explore a variety of models and experiment with discretization.

The scenario of multi-modal classification certainly admits, or even invites, highly sophisticated models. In our

1https://pypi.python.org/pypi/html2text
In all cases, given a set of \( N \) documents, the objective is to minimize the negative log likelihood over the classes:

\[
-\frac{1}{N} \sum_{n=1}^{N} \log(\text{softmax}(o(x_n), y_n)),
\]

where \( o \) is the network’s output, \( x_n \) is the multi-modal input and \( y_n \) is the label.

### Baselines

**Text** The first baseline consists of FastText (Joulin et al. 2016), a library for highly efficient word representation learning and sentence classification. FastText is trained asynchronously on multiple CPUs using stochastic gradient descent and a learning rate that linearly decays with the amount of words. It yields competitive performance with more sophisticated text classification approaches, while being much more efficient. That is, we ignore the visual signal altogether and only use textual information, i.e.,

\[
o(x_n) = W U x_n^t,
\]

where \( W \) and \( U \) are weight matrices and \( x_n^t \) is the normalized bag of textual features representation.

**Continuous** The second baseline consists of training a classifier only on top of the transferred ResNet features (He et al. 2016). That is, we ignore the textual information and only use the visual input, i.e.,

\[
o(x_n) = W V x_n^v,
\]

where \( W \) and \( V \) are weight matrices and \( x_n^v \) consists of the ResNet features, normalized to unit length.

### Gated

We allow one modality to “gate” or “attend” over the other modality, via a sigmoid non-linearity, i.e.,

\[
o(x_n) = W (\sigma(U x_n^t \ast V x_n^v)),
\]

or alternatively,

\[
o(x_n) = W (U x_n^t \ast \sigma(V x_n^v)).
\]

One can think of this approach as performing attention from one modality over the other. It is a conceptually similar simplification of multi-modal gated units, introduced in (Arevalo et al. 2017). The modality to be gated is a hyperparameter (see below).

### Bilinear

Finally, to fully capture any associations between the two different modalities, we examine a bilinear model, i.e.,

\[
o(x_n) = W (U x_n^t \odot V x_n^v).
\]

This approach can be thought of as a simpler version of the more complex multi-modal bilinear pooling introduced by (Fukui et al. 2016). We also experiment with a method where we introduce a gating non-linearity into the bilinear model, which we call Bilinear-Gated.

### Discretized Multi-Modal Models

A downside of continuous models is that they require an expensive matrix-vector multiplication \( V x_n^t \) and storing large matrices of floating point numbers requires a lot of space. While the ResNet features used in these experiments consist of a relatively small number of components, these can easily run into the tens of thousands: consider e.g. combinations of SIFT and Fisher vectors used in state-of-the-art computer vision applications (Perronnin and Larlus 2015). Hence, we experiment with discretizing the continuous features, where we convert the continuous features to a discrete sequence of tokens, which can be treated as if they are subwords. Finally, to fully capture any associations between the two different modalities, we examine a bilinear model, i.e.,

\[
o(x_n) = W (U x_n^t \odot V x_n^v).
\]

This approach can be thought of as a simpler version of the more complex multi-modal bilinear pooling introduced by (Fukui et al. 2016). We also experiment with a method where we introduce a gating non-linearity into the bilinear model, which we call Bilinear-Gated.

### Discretized Multi-Modal Models

A downside of continuous models is that they require an expensive matrix-vector multiplication \( V x_n^t \) and storing large matrices of floating point numbers requires a lot of space. While the ResNet features used in these experiments consist of a relatively small number of components, these can easily run into the tens of thousands: consider e.g. combinations of SIFT and Fisher vectors used in state-of-the-art computer vision applications (Perronnin and Larlus 2015). Hence, we experiment with discretizing the continuous features, where we convert the continuous features to a discrete sequence of tokens, which can be treated as if they are special tokens, which we normalise separately, and used in the standard FastText setup. This is a simple, computationally less intensive solution. Discretized features also obviously require less storage.

In particular, we investigate product quantization (PQ) (Jegou, Douze, and Schmid 2011), where we divide the continuous vector into subvectors of equal size, and then perform k-means clustering on each of the subvectors. For each image, we subsequently determine the closest centroid for each of its subwords, which is combined with the subvector index in order to obtain a discretized vector. For example, a
Hyperparameters and training

In all experiments, the model is tuned on the validation set. We tried the following hyperparameters: a learning rate in \{0.1, 0.25, 0.5, 1.0, 2.0\}, a number of epochs in \{5, 10, 20\}, a reweighting parameter in \{0.01, 0.02, 0.05, 0.1, 0.2, 0.5\} and an embedding dimensionality of either 20 or 100. These hyperparameters were swept using grid search and we used a softmax loss. For other hyperparameters, such as the number of threads in the parallel optimization and the minimum word count, we fixed their values to standard values in FastText (4 threads, minimum word count of 1, respectively), since we found that these did not impact classification accuracy. In the case of the gated and bilinear-gated models, the modality used to serve as a gate over the other modality is treated as a hyperparameter as well.

Results

The results of the comparison may be found in Table 2. We compare the continuous and discretized multi-modal models against the text-only FastText model and to the continuous features-only model. We also include results from (Wang et al. 2015) on Food-101, where they used TF-IDF features for text and a deep convolutional neural network features for images, as well as results from (Arevalo et al. 2017) for Gated Multimodal Units (GMU) and their AVG_Pros model. GMUs are a substantially more complicated model architecture than any of our relatively simple fusion methods, so this study is a good test of their capability. We note that in the case of Food-101, our methods work considerably better than previously reported results. For MM-IMDB, the continuous multi-modal models perform very close to the GMU model and outperform the AVG_Pros method, while being simpler and computationally more efficient.

We observe that multi-modal models always outperform standard FastText and the continuous-only approach, disregarding the particular type of fusion. This shows that the inclusion of multi-modal information (at least in these types of classification tasks) always helps and that making use of

---

Table 2: Accuracy (averaged over 5 runs) of continuous and discretized multi-modal models, compared to baselines.

| Model Type | Food101 | MM-IMDB | FlickrTag-1 |
|------------|---------|---------|-------------|
| Baselines  |         |         |             |
| FastText   | 88.0 ± 0.1 | 58.8 ± 0.1 | 23.0 ± 0.0 |
| Continuous | 56.7 ± 0.2 | 49.3 ± 0.0 | 12.4 ± 0.0 |
| Discretized |         |         |             |
| PQ (n=4, k=256) | 89.5 ± 0.1 | 60.5 ± 0.1 | 25.6 ± 0.1 |
| RSPQ (n=4, k=256, r=4) | 89.8 ± 0.0 | 60.7 ± 0.1 | 26.1 ± 0.1 |

| Previous work |         |         |             |
|---------------|---------|---------|-------------|
| (Arevalo et al. 2017)-AVG | — | — | — |
| (Wang et al. 2015) | 85.1 | — | — |

---

Model complexity

There are various trade-offs at stake between these models. The additive, max-pooling and gated models are simplest and result in a hidden layer of the same size as with the normal FastText. The computational complexity of the linear classifier is thus \(O(HK)\), where \(K\) is the number of classes and \(H\) is the size of \(Ux^t\) and \(Vx^t\). The max-pooling and gating models are slightly more complicated than the additive one, requiring an extra operation. For the bilinear model the complexity amounts to \(O(H^2K)\). Thus, the bilinear model is by far the most expensive to compute. The additive model has the benefit that it does not strictly require a continuous input at all times.

100-dim continuous vector \(x^c_n\) may be divided into ten 10-dimensional subvectors \(s_i\). Let \(N(s_i)\) denote the index of the nearest centroid for \(s_i\). The discretized representation of \(v\) is then given as \((1, N(s_1)), (2, N(s_2)), \ldots, (10, N(s_{10}))\). We include these tokens in the text and treat them as if they were special tokens, in the standard fastText model, i.e.,

\[
o(x_n) = W(Ux^t_n + \alpha Ux^d_n),
\]

where \(x^d_n\) are the discretized features and \(\alpha\) is a reweighting hyperparameter. We normalize \(x^d_n\) and \(x^c_n\) independently. As we can see, the discretized models are closely related to the additive model, except that they use the same weight matrix \(U\) with the discretized features used as “words” in the text.

While PQ is great for compressing information into a discretized sequence, it does impose hard boundaries on subvectors, which means that overlapping semantic content that is shared between subvectors may be lost. Hence, we introduce a novel quantization method, called random sample product quantization (RSPQ), in order to maintain (at least some) overlapping semantic information. In RSPQ, the process is the same as in PQ, except we perform PQ over \(r\) repetitions of random permutations of \(x^c_n\). In both cases, we treat the discretized features as if they are reweighted special tokens included in the textual data and run standard fastText.
multi-modal information, where available, will lead to increased performance. FastText outperforms the continuous-only method on all datasets, which indicates that text plays a big role in these tasks, and that it is relatively more important than the visual information.

If we examine the continuous multi-modal models, we see that the bilinear-gated model is the clear winner: it outperforms all other methods on all three tasks. It is however also the most complicated model, and as a result is less efficient. We found that placing the gating non-linearity on the text led to the best performance on Food101 and MM-IMDB, while placing it on the visual modality led to the best performance on FlickrTag. It is interesting to observe that the more complicated gated model, as well as the non-gated bilinear model, do not necessarily outperform the simpler additive and max-pooling models. In fact, the performance of these much simpler models is not too far removed from the best scores. The take-away message appears to be: if you care more about accuracy, use the bilinear model with gating; if you care more about speed, use a simple model like the additive or max-pooling one, which have the additional potential benefit that they do not necessarily require the presence of continuous information if none is available.

### Speed

We can draw inspiration from the fact that the additive model performed reasonably well: if speed is essential—if necessary at the expense of some accuracy—the discretized models are an obvious choice to further simplify and speed up the model. Even though they outperform standard FastText by a large margin, as shown in Table 2, they only come with a minor performance impact. Table 3 shows the training times for the various models on the FlickrTag-1 dataset: while the bilinear models take around one hour to train (recall that this constitutes only the first shard of the full dataset); the discretized methods, similarly to FastText, only take around one minute. If we scale up to the full FlickrTag dataset, Table 4 shows that the discretized models substantially outperform standard FastText. An increase of 2.7% in accuracy, as seen from FastText to RSPQ, represents having an additional 16778 test set documents correctly classified using that model, which is a non-negligible amount.

### Interpretability

An interesting side effect of the discretized multi-modal methods is that they allow us to examine the nearest neighbors of the quantized features: if a particular feature corresponds to something that looks like a donut, for example, then its embedding should be close to words related to "donut." Indeed, as Table 5 shows, we can find clearly identifiable clusters, e.g. for donuts, crème brûlée and certain types of Japanese food. Interpretability is an important but often overlooked aspect of classification models: we show that a simple and efficient method, that outperforms text-only methods by a large margin, yields the additional benefit that it allows for the interpretation of the visual features that a classifier picks up on—something that is difficult to achieve with standard convolutional features.

### Conclusion & Outlook

The internet is becoming increasingly multi-modal, which makes the task of multi-modal classification ever more pertinent. In order to be able to handle large quantities of data, we need efficient models for large-scale multi-modal classification. In this work, we examined these two questions together. First, we compared various multi-modal fusion methods and found a bilinear-gated model to achieve the highest accuracy, while the simpler additive and max-pooling models yielded reasonably high accuracy at higher speed. Second, we showed that the model can be speeded up even further by introducing discretized multi-modal features. Lastly, we showed that this method yields the additional benefit of interpretability, where we can examine what the multi-modal model picks up on—something that is difficult to achieve with standard convolutional features.
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