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Abstract

Hub Labeling (HL) is one of the state-of-the-art preprocessing-based techniques for route planning in road networks. It is a special incarnation of distance labeling, and it is well-studied in both theory and practice. The core concept of HL is to associate a label with each vertex, which consists of a subset of all vertices and respective shortest path information, such that the shortest path distance between any two vertices can be derived from considering the intersection of their labels. HL provides excellent query times but requires a time-consuming preprocessing phase. Therefore, in case of edge cost changes, rerunning the whole preprocessing is not viable. Inspired by the concept of Customizable Route Planning, we hence propose in this paper a Customizable Hub Labeling variant for which the edge costs in the network do not need to be known at construction time. These labels can then be used with any edge costs after conducting a so called customization phase. We study the theoretical properties of Customizable Hub Labelings, provide an $O(\log^2 n)$-approximation algorithm for the average label size, and propose efficient customization algorithms.
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1 Introduction

Hub Labeling (HL) is one of the fastest algorithms to compute shortest paths in road networks. Given some weighted graph $G = (V, E)$, the idea is to assign a label $L(v) \subseteq V$ to every vertex $v$, such that for any two vertices $s$ and $t$ the cover property is fulfilled, which states that the intersection $L(s) \cap L(t)$ of the respective labels contains a vertex $x$ on a shortest $s$-$t$-path. Moreover for every hub $x \in L(v)$ of $v$, the distance $\text{dist}(v, x)$ from $v$ to $x$ is precomputed. Exploiting the cover property, the distance between $s$ and $t$ can then simply be computed by identifying the vertex $x \in L(s) \cap L(t)$ that minimizes $\text{dist}(s, x) + \text{dist}(x, t)$. If the labels are sorted, this can be done in time $O(|L(s)| + |L(t)|)$. This approach allows for query times of less than a microsecond on country-sized road networks [14]; a speed-up of six orders of magnitude compared to a run of Dijkstra’s algorithm.

However, one limitation of HL is that it is metric-dependent: If the weight of an edge changes, the shortest paths in $G$ may also change, and hence, the cover property might no longer be fulfilled. In this case, new labels have to be computed, which can be very time consuming (in the order of minutes or even hours [2]). This poses a serious problem for the applicability of HL; especially when considering travel times in road networks, which undergo frequent changes. For other preprocessing-based route planning techniques, this problem has been combated by introducing the concept of customizability [11]. Here, the preprocessing phase is divided into a metric-independent phase and the metric-dependent customization phase. The goal of the metric-independent phase is to construct a data structure which works with all possible edge weights. Therefore, if edge weights change, only the (typically much faster) customization phase has to be redone. An important realization of this customization paradigm is the Customizable Contraction Hierarchies (CCH) technique. A theoretical
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analysis of CCH allowed to come up with upper bounds for the search space size, that is, the number of vertices that have to be considered in a query [6]. Those results also inspired an efficient implementation for practical applications [15].

The goal of this paper is to apply the customization paradigm to HL for the first time and to study the theoretical properties of metric-independent labelings. In particular, we are interested in bounds and approximation algorithms for the maximum label size $L_{\text{max}} = \max_{v \in V} |L(v)|$ and the average label size $L_{\text{avg}} = \frac{1}{|V|} \sum_{v \in V} |L(v)|$.

1.1 Related Work

The Hub Labeling (HL) approach was introduced by Cohen et al. [9] under the name 2-hop labeling. They proposed to label every vertex with a set of vertices (also called hops), such that for any $s, t \in V$, the shortest $s$-$t$-path contains a common hop of $s$ and $t$. As minimizing the total label size is NP-hard [5], they gave an algorithm which computes labels that are in total at most a factor of $O(\log n)$ larger than the minimum labeling, where $n$ denotes the number of vertices. However, their algorithm does not scale to large networks, although the runtime was reduced from $O(n^5)$ to $O(n^3 \log n)$ by Delling et al. [13]. A special case of HL is Hierarchical Hub Labeling (HHL) [2], where we have a global order on the vertices such that the label $L(v)$ of a vertex $v$ only contains vertices of higher order. Babenko et al. [5] showed that minimizing the total label size (which is equivalent to minimizing $L_{\text{avg}}$) for HHL is NP-hard and gave two algorithms that achieve an approximation ratio of $O(\sqrt{n \log n})$. They also proved that the total label size of HHL can be larger by a factor of $\Theta(\sqrt{n})$ than for general HL. In practice however, heuristic implementations of HHL scale much better than (H)HL approximation algorithms and produce labels of comparable size [12, 13]. In fact, many of the most successful shortest path algorithms such as Pruned Highway Labeling [3], Hierarchical 2-Hop labeling [22], and Projected vertex separator based 2-Hop labeling [8] are based on HHL.

One very successful heuristic for HHL computation is based on Contraction Hierarchies (CH), another route planning technique that also relies on preprocessing [19]. There, the idea is to construct an overlay graph, based on hierarchical vertex contraction. In the resulting graph, queries can be answered by a bidirectional run of Dijkstra’s algorithm, which only relaxes edges towards vertices higher up in the hierarchy. The set of vertices visited by the Dijkstra run from a vertex $v$ is called the search space $SS(v)$. It was shown in [2] that a valid HHL can be constructed by setting $L(v) = SS(v)$ for all vertices in the graph. In practical implementations, the labels derived from CH are pruned in a post-processing phase, as they may contain a significant portion of vertices not necessary to fulfill the cover property [1, 2].

Cohen et al. [9] showed how to compute lower bounds on the average label size $L_{\text{avg}}$ of HL, based on the efficiency of vertex pairs. Their result implies that there are graphs where we have $L_{\text{avg}} \in \Omega(\sqrt{m})$, where $m$ is the number of edges in the input graph. Rupp and Funke [23] showed a lower bound of $\Omega(\sqrt{m})$ on the average label size $L_{\text{avg}}$ of HL for a special family of grid graphs, which are planar and have bounded degree. Moreover, they presented an algorithm which constructs instance-based lower bounds for $L_{\text{avg}}$ and proved that their approach generates tight lower bounds on different graph classes, including ternary trees.

Recently, approaches for dynamic HL were proposed that aim at updating the labels in case of edge cost changes [4, 10, 17, 16]. However, these are designed to deal with the increase or decrease of a single edge weight, while in practice there are often a multitude of non-local edge weight changes to be considered at once. For such scenarios, the concept of customizability – where all edge costs may be changed simultaneously – is more appropriate.
1.2 Contribution

In this paper, we introduce and study the concept of Customizable Hub Labeling (CuHL). We also consider the important special case of hierarchical Customizable Hub Labeling (HCuHL) inspired by the practical usefulness of HHL. We reveal several interesting properties of CuHL and HCuHL, and provide efficient algorithms for their computation and customization:

- We show that HCuHL are closely related to CCH. Indeed, we certify that the minimum average and maximum search space sizes in any CCH are equal to the minimum average and maximum label sizes in any HCuHL. We prove that the same does not apply to conventional CH and HHL by providing an example graph in which the average CH search space size is larger than the average HHL label by a factor of $\Theta(\sqrt{n})$.

- We argue that the average label size of CuHL is lower bounded by $\frac{1}{4} \cdot \frac{b_2}{3}$, where $b_2$ is the size of a smallest $\frac{2}{3}$-balanced separator of the input graph. For HCuHL, we show a slightly larger lower bound of $\frac{2}{3} \cdot \frac{b_2}{3}$.

- Based on these obtained lower bounds and further structural insights, we show that we can exploit an approximation framework designed for CCH [7] to derive a $O(\log n)$-approximation algorithm for the average label sizes of both CuHL and HCuHL. It is notable that HCuHL allows a polylogarithmic approximation factor, as the best approximation factor for HHL known so far is $O(\sqrt{n} \log n)$.

- In previous work, it was shown that there can be a gap of $\Omega(\sqrt{n})$ between the optimal average label sizes of HL and HHL [5]. We prove that for their customizable counterparts, the gap is in $O(\log n)$ and hence significantly smaller.

- We design and analyze efficient customization algorithms for HCuHL and CuHL. While we heavily rely on the CCH customization framework for HCuHL, we develop a novel and independent algorithm for CuHL.

We focus on a theoretical analysis of (H)CuHL. Still, we expect (H)CuHL to outperform other approaches such as CCH in practice, as the query time of HCuHL is linear in the label size, while for CCH, it can be be quadratic in the search space size.

2 Customizable Hub Labels

We first formally introduce the concept of metric-independent labelings, analyze their basic properties, and then study their relationship to Customizable Contraction Hierarchies (CCH).

2.1 Definitions and Properties

Formally, a labeling of a graph $G = (V, E)$ is a function $L : V \rightarrow 2^V$, which assigns a label $L(v) \subseteq V$ to every vertex. A Hub Labeling (HL) of a graph with positive edge weights is a labeling which fulfills the cover property, i.e. for any two vertices $s, t \in V$, the intersection of the labels $L(s) \cap L(t)$ contains some vertex on a shortest $s$-$t$-path. A labeling $L$ is a hierarchical Hub Labeling (HHL), if there is some vertex order $\pi : V \rightarrow \{1, \ldots, n\}$ such that $u \in L(v)$ implies $\pi(u) \geq \pi(v)$. In this case we say that $L$ respects $\pi$. For a vertex $v$, we call $\pi(v)$ also the rank of $v$. Given some vertex order $\pi : V \rightarrow \{1, \ldots, n\}$, the canonical HHL respecting $\pi$ is the labeling $L^*$ that satisfies $u \in L^*(v)$ if and only if $u$ has maximum rank among all vertices on any shortest $v$-$u$-path. It is known that for a fixed order $\pi$, the canonical HHL $L^*$ is the minimum HHL that respects $\pi$, i.e. for any HHL $L$ respecting $\pi$ we
have $L(v) \supseteq L^*(v)$ [5]. This implies that for any labeling $L$ of a weighted graph $G = (V, E)$, for all $s, t \in V$ the intersection $L(s) \cap L(t)$ contains the vertex $w$ of maximum rank on all shortest $s$-$t$-paths.

We now want to extend those concepts such that they do not depend on one particular metric but work with any metric; i.e., the cover property needs to be fulfilled no matter how the edge costs are chosen later on.

**Definition 1** (Customizable Hub Labeling (CuHL)). A CuHL of a graph $G = (V, E)$ is a labeling $L$ such that the customizable cover property is fulfilled; i.e., for any two vertices $s, t \in V$ and any $s$-$t$-path $P$, the set $L(s) \cap L(t)$ contains some vertex on $P$.

A hierarchical Customizable Hub Labeling (HCuHL) is a CuHL respecting some vertex order $\pi$. The canonical HCuHL respecting $\pi$ is the labeling $L^*$ such that $u \in L^*(v)$ if and only if there is some $u$-$v$-path on which $u$ has maximum rank. In [5], it was proven that for a given vertex order $\pi$, the canonical HHL is the minimum HHL that respects $\pi$. We can show that this result transfers to the customizable setting.

**Lemma 2.** For any order $\pi$ the canonical HCuHL is the minimum HCuHL that respects $\pi$.

**Proof.** To show that the canonical HCuHL $L^*$ fulfills the customizable cover property, consider a simple path $P$ between vertices two $s$ and $t$ and let $w$ be the vertex of maximum rank on $P$. As $w$ is also the vertex of maximum rank on the subpath from $s$ to $w$, it follows that $w \in L^*(s)$, and analogously we have $w \in L^*(t)$, which means that $w \in L^*(s) \cap L^*(t)$.

Consider now an arbitrary HCuHL $L$ that respects $\pi$. We show that $L^*(v) \subseteq L(v)$ for every vertex $v$. Let $w \in L^*(v)$. This means that there is a simple $v$-$w$-path $P$, on which $w$ has maximum rank. As $L(v) \cap L(w)$ needs to contain some vertex on $P$ and $L(w)$ contains only vertices of rank at least $\pi(w)$, it follows that $w \in L(v) \cap L(w)$, and hence $w \in L(v)$. ▶

If the customizable cover property is fulfilled, then for any metric $\ell: E \to \mathbb{R}$, the traditional cover property is fulfilled on the associated weighted graph. Still, to be able to answer shortest path queries, the metric $\ell$ needs to be incorporated, i.e., in a customization step the respective shortest path distances need to be assigned to each vertex in a label. In Section 4, we discuss different approaches for label customization in more detail. Given a customized (H)CuHL, the standard HL query algorithm can be used to compute shortest paths. Hence, after the customization, only one common hub is required to correctly answer an $s$-$t$-query. This means that in the customized CuHL, smaller labels may suffice to ensure correct queries. However, the following lemma shows that it is not possible to prune the labels in a canonical HCuHL before the customization; i.e., there always exists edge weights such that all labels of the HCuHL are also needed in the respective HHL respecting the same vertex order.

**Lemma 3.** Let $G = (V, E)$ be an unweighted graph. For any vertex order $\pi: V \to \{1, \ldots, n\}$ there exist metric edge weights $\ell: E \to \mathbb{N}$ such that the canonical HCuHL is equal to the canonical HHL of the weighted graph $(G, \ell)$.

**Proof.** Consider some graph $G = (V, E)$ and fix some vertex order $\pi$. Choose the weight of an edge $\{u, v\}$ as $\ell(\{u, v\}) = 3^{\max(\pi(u), \pi(v))}$. Let $L$ be the canonical HCuHL respecting $\pi$ and let $L'$ be the canonical HHL of the weighted graph $(G, \ell)$ respecting $\pi$. Clearly, for any vertex $v$ we have $L'(v) \subseteq L(v)$. Hence, it suffices to show that $L(v) \subseteq L'(v)$ to prove the lemma. Now, consider some vertex $v$ and let $u \in L(v)$. This means that there exists some
$v$-$u$-path $P$ such that $u$ has maximum rank on $P$. Let $r = \pi(u)$ be the rank of $u$. As $P$ is a simple path, no edge weight along $P$ occurs more than twice and $P$ contains exactly one edge of weight $3^r$. This means that the length of $P$ is at most

$$\ell(P) \leq 3^r + 2 \sum_{i=0}^{r-1} 3^i = 3^r + 2 \cdot \frac{1}{2}(3^r - 1) = 3^{r+1} - 1.$$ Suppose that we have $u \not\in L'(v)$. This means that there is a shortest $v$-$u$-path $P'$ which contains a vertex $w$ of rank $\pi(w) > r$. This implies that the path $P'$ has length at least $\ell(P') \geq 3^{r+1} > \ell(P)$, which is not possible if $P'$ is a shortest path. It follows that $u \in L(v)$ and hence $L(v) \subseteq L'(v)$.

### 2.2 Relationship to Customizable Contraction Hierarchies

Contraction Hierarchies (CH) [19] are one of the most widely used approaches for shortest path computation in road networks. Given a graph $G$ with positive edge weights and a vertex order $\pi$, the CH graph $G^+$ is obtained from $G$ by adding shortcut edges as follows. There is a shortcut edge between vertices $v$ and $w$ if and only if $G$ contains a shortest $v$-$w$-path $P$ such that for any vertex $u \in P \setminus \{v, w\}$ we have $\pi(u) < \min\{\pi(v), \pi(w)\}$. The weight of the shortcut edge $\{v, w\}$ is chosen as the weight of $P$. To compute a shortest path between two vertices $s$ and $t$ of $G$, it suffices to perform a bidirectional run of Dijkstra’s algorithm from $s$ and $t$ with the restriction that edges are only relaxed if they point “upwards” w.r.t. the vertex order $\pi$.

In a Customizable Contraction Hierarchy (CCH) [15], a shortcut edge $\{v, w\}$ is added if and only if there exists a simple $v$-$w$-path, which (except for $v$ and $w$) only contains vertices $u$ satisfying $\pi(u) < \min\{\pi(v), \pi(w)\}$. Moreover, in a customization step, we can propagate edge weights of the original graph $G$ to the shortcuts. If the weight of an edge of the original graph $G$ changes, only the customization phase has to be repeated (which can be done quite efficiently), but not the construction of the CCH graph $G^*$.

We now show that CCH are indeed closely related to CuHL. In particular, we prove that for any CCH graph $G^*$ there is a hierarchical CuHL $L^*$ such that the search spaces of $G$ coincide with the labels of $L^*$ and vice versa. Abraham et al. [1] observed that we can construct a valid HL by choosing CH search spaces as the individual labels. This approach is also valid in the customizable setting: If $G^*$ is a CCH graph of some graph $G$, we may choose the label $L^*(v) = SS(v)$ for every vertex $v$, where $SS(v)$ is the search space of $v$ in $G^*$, i.e., the set of all vertices which can be reached from $v$ on some path which is increasing w.r.t. the vertex order used $\pi$ during the construction of $G^*$. In fact, this approach yields the canonical HCuHL respecting $\pi$.

> **Lemma 4.** Let $\pi: V \to \{1, \ldots, n\}$ be a vertex order of a graph $G = (V, E)$ and let $G^*$ be the resulting CCH graph. If $L^*$ is the canonical HCuHL respecting $\pi$, then for every vertex $v \in V$ we have $L^*(v) = SS(v)$, where $SS(v)$ denotes the search space of $v$ in $G^*$.

**Proof.** Let $u \in L^*(v)$, which means that $G$ contains some $v$-$u$-path $P$ such that $u$ has maximum rank on $P$. We have to show that $G^*$ contains some $v$-$u$-path $P'$ that is increasing w.r.t. $\pi$. Assume that $P$ is not increasing w.r.t. $\pi$. Let $x$ and $y$ be the last two consecutive vertices on $P$ satisfying $\pi(y) < \pi(x)$. Let $z$ be the vertex that follows $y$ on $P$. It holds that $\pi(y) < \pi(z)$ and hence, the CCH graph contains the edge $\{x, z\}$. This means that in $P$ we can replace the subpath $x, y, z$ by $x, z$. Note that $x, z$ might also be decreasing w.r.t. $\pi$. However, in this case we can just repeat this “shortcutting” and as the last vertex on $P$ has
maximum rank, we eventually obtain \( x, z \) such that \( \pi(x) < \pi(z) \). By applying the argument iteratively for all edges \( \{x, y\} \) of \( P \) that are decreasing, we obtain some path \( P' \) in \( G^* \) that is increasing w.r.t. \( \pi \).

Suppose now that \( u \in SS(v) \). This means that \( G^* \) contains some \( v-u \)-path that is increasing w.r.t. \( \pi \). By construction of \( G^* \), it follows that \( G \) contains some \( v-u \)-path such that \( u \) has maximum rank. Hence we have \( u \in L^*(v) \), which shows that \( L^*(v) = SS(v) \). ▶

It follows that for any CCH-graph \( G^* \), there is a HCuHL \( L^* \), such that the search space sizes of \( G^* \) and the label sizes of \( L^* \) coincide. Moreover, for every HCuHL \( L^* \) there is some vertex order \( \pi \) respected by \( L^* \), which can be used to construct a CCH-graph \( G^* \), such that for any vertex \( v \) we have \( SS(v) \subseteq L^*(v) \). This means that the minimum average and maximum search space sizes in any CCH are equal to the minimum average and maximum label sizes in any HCuHL, respectively.

**Corollary 5.** In any graph \( G \), the optimal average label size of HCuHL is equal to the optimal average search space size of CCH, and the optimal maximum label size of HCuHL is equal to the optimal maximum search space size of CCH.

Moreover, it follows from Lemmas 3 and 4 that there are graphs, on which traditional HHL and CCH coincide.

**Corollary 6.** For any graph \( G = (V,E) \) and any vertex order \( \pi : V \to \mathbb{N} \) there are edge weights \( \ell \) such that for the canonical HHL \( L \) of \( (G, \ell) \) respecting \( \pi \) there is a CCH such that for all \( v \in V \) we have \( L(v) = SS(v) \).

Interestingly, the analogue of Lemma 4 does not hold for traditional HHL and CH. As we already mentioned, traditional Contraction Hierarchies can be used to construct a hierarchical Hub Labeling of a given weighted graph by choosing the label of every vertex \( v \) as \( L(v) = SS(v) \), i.e., the set of vertices that can be reached in the CH graph \( G^+ \) on a path which is increasing w.r.t. the contraction order \( \pi \) \([1]\). In practice however, the resulting labels can still be pruned: To guarantee the cover property, it suffices that \( L(v) \) contains all vertices \( w \) such that \( w \) has maximum rank on any shortest \( v-w \)-path. The set of these vertices \( w \) is also known as the direct search space \( DSS(v) \), and we can observe that it is identical to the label \( L(v) \) in the canonical HHL \( L \) respecting the contraction order \( \pi \).

However, we will now show that there can be a large gap of \( \Omega(\sqrt{n}) \) between the optimal label sizes of an HHL and the optimal CH search space sizes. This is a substantial contrast to the customizable setting. Moreover, it is the very first separation bound for traditional CH and HHL.

**Theorem 7.** There is a graph family for which the minimum average label size of HHL is \( \Omega(\sqrt{n}) \) smaller than the minimum average search space size of CH.

**Proof.** Consider the following graph (cf. Figure 1). It contains \( k \) stars with \( k \) leaves, the length of every star edge is 1. The centers of the stars form a clique of size \( k \), the clique edges have length 5. Moreover, there is one additional vertex \( s \), which is connected to every star leaf through an edge of length 2 and to every star center through an edge of length 3.

Consider the following HHL \( L \). Denote the star centers by \( c_0, \ldots, c_{k-1} \). We choose \( L(s) = \{s\}, L(c_i) = \{s\} \cup \{c_j \mid j \geq i\} \), and if \( v \) is a leaf of a star with center \( c_i \), we choose \( L(v) = \{s, c_i\} \). It is easy to verify that \( L \) satisfies the cover property and that is hierarchical, as it respects any order \( \pi \) satisfying \( \pi(s) = n \) and \( \pi(c_i) = n - k + i \). The label size the \( i \)-th star center is \( |L(c_i)| = k - i + 2 \leq k + 1 \), the label of \( s \) has size 2 and
As we have $HHL$ with an average label size of any CH is in $\Theta(n)$, we can make certain label selection methods viable in the first place (see e.g. [2, 13]). If we allow unique. Shortest path uniqueness is often assumed to simplify the analysis of algorithms, or note that the shortest path between any two vertices in the graph given in Figure 1 is the total number of vertices is $\Omega(\sqrt{n})$.

Consider now some CH of the given graph. We show that the average search space size is $S_{\text{avg}} \in (k+1)/\Omega(\sqrt{n})$. Let $c_0, \ldots, c_{k-1}$ be the star centers w.r.t. the contraction order $\pi$, i.e. $\pi(c_0) < \pi(c_1) < \cdots < \pi(c_{k-1})$. Consider some star center $c_i$ where $i \leq k/2$. As the star centers form a clique, it follows that the search space of $c_i$ contains all $c_j$ such that $j \geq i$, i.e. $\{c_i, \ldots, c_{k-1}\} \subseteq SS(c_i)$. This means that $|SS(c_i)| \geq k/2$.

Fix some $i \leq k/2 - 1$ and let $X_i$ be the leaves of the star with center $c_i$. Let $X_i^\prec$ and $X_i^\succ$ be the leaves that are before and after $c_i$ in the contraction order, respectively. For every $v \in X_i^\prec$ we have $SS(v) \subseteq SS(c_i)$, and hence $|SS(v)| \geq k/2$. Consider now two leaves $u, v \in X_i^\succ$. As the shortest $u$-$v$-path is $(u, c_i, v)$ and $c_i$ was contracted before both $u$ and $v$, there must be a shortcut between $u$ and $v$. This means that either $u \in SS(v)$ or $v \in SS(u)$.

It follows that $\sum_{u \in X_i^\succ} |SS(u)| \geq (\lceil k/2 \rceil)$. We obtain that the total search space size of the leaves $X_i$ is

$$\sum_{u \in X_i} |SS(u)| = \sum_{u \in X_i^\prec} |SS(u)| + \sum_{u \in X_i^\succ} |SS(u)| \geq |X_i^\prec| \cdot k/2 + (\lceil k/2 \rceil / 2)$$

As we have $|X_i^\prec| + |X_i^\succ| = k$, it follows that $\sum_{u \in X_i} |SS(u)| \in \Omega(k^2)$. Moreover, there are $\lceil k/2 \rceil$ stars such that $i \leq k/2 - 1$, which implies that $\sum_{v \in V} |SS(u)| \in \Omega(k^3)$. As the total number of vertices is $(1 + k^2 + k^2) \in \Theta(k^2)$, it follows that the average search space is $S_{\text{avg}} \in \Omega(k^3/k^2) = \Omega(k) = \Omega(\sqrt{n})$. This concludes the proof.

Note that the shortest path between any two vertices in the graph given in Figure 1 is unique. Shortest path uniqueness is often assumed to simplify the analysis of algorithms, or to make certain label selection methods viable in the first place (see e.g. [2, 13]). If we allow the existence of multiple shortest paths between two vertices in the input graph, we can increase the gap between CH and HHL even further. In particular, given a complete graph on $n$ vertices $v_1, \ldots, v_n$, in which all edge costs are 2, and one additional node $w$ which is connected to all other vertices through an edge of cost 1, the average search space size of any CH is in $\Theta(n)$. At the same time, choosing $L(v_i) = \{v_i, w\}$ and $L(w) = \{w\}$ yields an HHL with an average label size of $O(1)$.

### 3 Balanced Separators and Average Label Size

In this section we investigate the connection between balanced separators and the label sizes of CuHL. For a graph $G = (V, E)$ and $\alpha \in [0, 1]$, an $\alpha$-balanced separator is a set of vertices
$S \subseteq V$ such that every connected component of $G[V \setminus S]$ has size at most $\alpha \cdot |V|$. We denote the minimum size of an $\alpha$-balanced separator by $b_\alpha$.

It was previously shown that the average search space size $S_{\text{avg}}$ of any CCH is at least $\Omega(b_\alpha)$ for $\alpha \geq 2/3$, and based on this, it was shown that the minimum average search space size can be approximated by a factor of $O(\log^2 n)$ [7]. It follows from Corollary 5 that these results transfer to HCuHL. For completeness we provide an alternative (slightly simpler) proof for the fact that the label sizes in a HCuHL are in $\Omega(b_\alpha)$.

Our main focus, though, is to come up with an approximation algorithm for general CuHL. Indeed, we prove that for CuHL we can also bound the average label size in terms of the size of a minimum balanced separator. However, with the help of this lower bound, we show that we can approximate the average label size of general CuHL within a factor of $O(\log^2 n)$ as well.

### 3.1 Lower Bounds

Similar to [7], we can show that the average label size of HCuHL is $L_{\text{avg}} \geq \alpha \cdot b_\alpha$ for $\alpha \in [2/3, 1)$. Moreover, for general CuHL we prove that $L_{\text{avg}} \geq 2\alpha - 1 \cdot b_\alpha$ if $\alpha \in [2/3, 1)$.

**Lemma 8.** For any HCuHL $L$ and any $\alpha \geq 2/3$, there are $n$ vertices $v$ such that $|L(v)| \geq b_\alpha$.

**Proof.** Consider some HCuHL $L$ of a graph $G = (V, E)$ and let $\pi$ be a vertex order respected by $L$. Let $k$ be the smallest integer such that $G \setminus \{\pi^{-1}(n), \ldots, \pi^{-1}(k)\}$ contains a connected component $C$ of size $|C| > \alpha n$. If we also remove the vertex $\pi^{-1}(k - 1)$, $C$ is split into connected components $C_1, \ldots, C_r$, which all have size at most $\alpha n$. As it holds that $\alpha n < |C| = 1 + \sum_{i=1}^{r} |C_i|$, we can choose a subset of these $r$ components such that their union yields a subgraph $C^*$ of size $1/2 \cdot \alpha n < |C^*| \leq \alpha n$. This means that there are at most $(1 - \alpha/2)n \leq \alpha n$ many vertices that are not contained in $C^*$, as we have $\alpha \geq 2/3$.

Consider now the vertices $S \subseteq \{\pi^{-1}(1), \ldots, \pi^{-1}(k - 1)\}$ that are adjacent to $C^*$. Our previous observations imply that $S$ is an $\alpha$-balanced separator, and hence we have $|S| \geq b_\alpha$. It remains to show that for every $v \in C$ we have $L(v) \subseteq S$. Let $v \in C$ and $w \in S$. As $C$ is connected and $w$ is adjacent to $C$, there exists some $v$-$w$-path $P$ which is fully contained in the set $C \cup \{w\}$. As $\pi(w) \geq k - 1$, and the vertices from $C$ have rank at most $k - 1$, it follows that $w$ has maximum rank along $P$, so we have $w \in L(v)$, which concludes the proof. \(\blacksquare\)

It follows immediately for $\alpha \geq 2/3$ that the average label size of any HCuHL is $L_{\text{avg}} \geq \alpha \cdot b_\alpha$ and moreover, one can show that $L_{\text{avg}} \geq 1/2 \cdot b_\alpha$.\footnote{Note that in [7], it was stated that the average search space size of any CCH is $S_{\text{avg}} \geq 2/3 \cdot b_\alpha$. The presented proof claimed that after removing a minimum $2/3$-balanced separator, a connected component of size $n' \geq n/3$ remains. We are however only guaranteed that $n' \geq n/3$, which yields $S_{\text{avg}} \geq 1/2 \cdot b_\alpha$.}

Let us now consider general CuHL. We first show that we can also bound the average label size of any CuHL in terms of the size of a minimum balanced separator. However, as the proof for HCuHL relies heavily on the hierarchical structure, we need a different argument.

**Lemma 9.** For any CuHL $L$ and $\alpha \geq 1/2$ there are $\frac{2\alpha-1}{2\alpha} \cdot n$ vertices $v$ such that $|L(v)| \geq b_\alpha$.

**Proof.** Consider two vertices $a$ and $b$ of the given graph $G = (V, E)$. It holds that the two vertices are separated by $L(a) \cap L(b)$, i.e. either $G[V \setminus (L(a) \cap L(b))]$ has two distinct
connected components $C_a$ and $C_b$ which contain $a$ and $b$, respectively, or $a$ or $b$ (or both) are contained in $L(a) \cap L(b)$. In the latter case, we choose $C_v = \emptyset$, if $v \in L(a) \cap L(b)$ for $v = a$ or $v = b$. Based on the sizes of $C_a$ and $C_b$, we create a relation $\prec$: If $|C_a| < |C_b|$, let $a \prec b$, if $|C_a| < |C_b|$, let $b \prec a$, and if $|C_a| = |C_b|$ we arbitrarily choose $a \prec b$ or $b \prec a$. If $a \prec b$, we also say that $b$ dwarfs $a$. Note that $a \prec b$ implies $|C_a| \leq n/2$.

We claim that the number of vertices $b$ which dwarf at least $(1 - \alpha)n$ vertices each is $n' \geq \frac{(2\alpha-1)}{(2\alpha)} \cdot n$. To prove this, observe that there are $\binom{n}{2} \leq \frac{1}{2} \cdot n^2$ pairs $(a,b)$ such that $a \prec b$. If a vertex $b$ dwarfs less than $(1 - \alpha)n$ vertices, it participates in less than $(1 - \alpha)n$ such pairs $(a,b)$, otherwise it participates in at most $n$ such pairs. This means that $n' \cdot n + (n - n')(1 - \alpha)n \geq \frac{1}{2} \cdot n^2$, which can be rearranged to $n' \geq \frac{(2\alpha-1)}{(2\alpha)} \cdot n$. This proves our claim.

Consider now a vertex $b$ that dwarfs $k \geq (1 - \alpha)n$ vertices $a_1, \ldots, a_k$. We show that the label of $b$ has size at least $|L(b)| \geq b_\alpha$. This proves the lemma. For $i = 1, \ldots, k$ let $S_i = L(a_i) \cap L(b)$ and if $a_i \not\in S_i$, then denote the connected component of $G[V \setminus S_i]$ containing $a_i$ by $C_i$, otherwise let $C_i = \emptyset$. Suppose first that there is some $i$ such that $|C_i| \geq (1 - \alpha)n$. This means that any other connected component $C$ of $G[V \setminus S_i]$ has size $|C| \leq \alpha \cdot n$. Moreover, as $a_i \prec b$, it holds that $|C_i| \leq \frac{n}{2} \leq \alpha \cdot n$ for $\alpha \geq 1/2$. This means that $S_i = L(a_i) \cap L(b)$ is an $\alpha$-balanced separator, and hence we have $|L(b)| \geq |S_i| \geq b_\alpha$.

Suppose now that for any $i$, the connected component $C_i$ of $G[V \setminus S_i]$ has size $|C_i| < (1 - \alpha)n$. We show that $S = S_1 \cup \cdots \cup S_k$ is an $\alpha$-balanced separator. To that end consider a connected component $C$ of the graph $G[V \setminus S_i]$. If $C$ contains the vertex $a_i$ for some $i$, then it holds that $C \subseteq C_i$, as any connected component of $G[V \setminus S]$ is completely contained in a unique connected component of $G[V \setminus S_i]$. This implies $|C| \leq |C_i| \leq \frac{n}{2} \leq \alpha n$ for $\alpha \geq 1/2$. Consider the case that $a_i \not\in C$ for all $i = 1, \ldots, k$. This means that $C$ has size $|C| \leq n - k \leq n - (1 - \alpha)n = \alpha n$. It follows that $S$ is an $\alpha$-balanced separator and as $S = S_1 \cup \cdots \cup S_k$ the line $(L(a_i) \cup \cdots \cup L(a_k)) \subseteq L(b)$ we obtain that $|L(b)| \geq |S| \geq b_\alpha$.

This means that the average label size of any CuHL is $L_{\text{avg}} \geq \frac{(2\alpha-1)}{(2\alpha)} \cdot b_\alpha$ for $\alpha \geq 1/2$. For $\alpha = 2/3$ we obtain that $L_{\text{avg}} \geq \frac{1}{4} \cdot b_{2/3}$, which is not too far from the lower bound of $L_{\text{avg}} \geq \frac{2}{3} \cdot b_{2/3}$ for hierarchical CuHL, which follows from Lemma 8.

\textbf{Corollary 10.} For every CuHL, the average label size is $L_{\text{avg}} \geq \frac{1}{4} \cdot b_{2/3}$.

This result is interesting on its own, as it shows that CuHL is not expected to work well on graphs which do not exhibit small balanced separators. However, the obtained lower bounds on HCuHL and CuHL will also be an important ingredient in the design of suitable approximation algorithms, as discussed in more detail below.

### 3.2 Approximation Algorithms

Based on the lower bounds shown above, we can proceed similarly to \cite{7} to prove that a HCuHL based on a so-called nested dissection order yields an average label size that is at most a factor of $O(\log n)$ larger than the average label size of any general CuHL.

A nested dissection order of a graph $G$ is created as follows. We determine a minimum balanced separator $S$ of $G$, remove $S$ from $G$ and recursively process the remaining connected components. This yields a hierarchical decomposition of the graph $G$, the so-called $\alpha$-balanced separator decomposition: Formally, an $\alpha$-balanced separator decomposition of $G = (V,E)$ is a tree $T$ whose vertices are disjoint subsets of $V$ and that is recursively defined as follows. If $n = 1$, then $T$ consists of a single node $V = S$, otherwise the root of $T$ is an $\alpha$-balanced separator $S$ of $G$ which splits $G$ into connected components $G_1, \ldots, G_d$,
and moreover, the children of $S$ are the roots of $\alpha$-balanced separator decompositions of $G_1, \ldots, G_d$. To obtain a nested dissection order $\pi_{nd}: V \to \{1, \ldots, n\}$ of $G$, we perform a post-order traversal of $T$, i.e. the vertices of the top-level separator are chosen as the top-most vertices, and choose an arbitrary order within every separator.

Denote the canonical HCuHL respecting the nested dissection order $\pi_{nd}$ by $L_{nd}$, and let $L_{nd}$ be the average label size of $L_{nd}$. Moreover, denote the minimum average label size of any CuHL of $G$ by $L_{avg}$. In the following we use the notation $L_{nd}(G)$ and $L_{avg}(G)$ to refer to the average label sizes of a (sub)graph $G$ when using a nested dissection and an optimal vertex order, respectively. When we consider subgraphs $G_1, \ldots, G_d$ of $G$, we denote the number of their vertices by $n_1, \ldots, n_d$, respectively. The following lemma was shown in [7].

**Lemma 11.** [Lemma 7 in [7]]. For $\alpha \geq 1/2$ let $S$ be a minimum $\alpha$-balanced separator of a graph $G$. If the connected components of $G$ that remain after removing $S$ are $G_1, \ldots, G_d$, then we have $L_{nd}(G) \leq 1/n \sum_{i=1}^d n_i \cdot L_{nd}(G_i) + |S|$. Moreover we can show the following lower bound on the minimum average label size.

**Lemma 12.** If $G_1, \ldots, G_d$ are disjoint subgraphs of a graph $G$, then we have $L_{avg}(G) \geq 1/n \sum_{i=1}^d n_i \cdot L^*(G_i)$. 

**Proof.** Let $L$ be a CuHL of $G$ which minimizes $L_{avg}$. It holds that $L^*(G) = 1/n \sum_{v \in V} |L(v)|$. For every $G_i = (V_i, E_i)$, the labeling $L_i: V_i \to 2^{V_i}$ given by $L_i(v) = L(v) \cap V_i$ is a valid CuHL of $G_i$. This means that $\sum_{v \in V_i} |L_i(v)| \geq n_i \cdot L^*(G_i)$. We obtain $L_{avg}(G) = 1/n \sum_{v \in V} |L(v)| \geq 1/n \sum_{i=1}^d \sum_{v \in V_i} |L_i(v)| \geq 1/n \sum_{i=1}^d \sum_{v \in V_i} |L_i(v)| \geq 1/n \sum_{i=1}^d n_i \cdot L^*(G_i).$ 

By combining Lemmas 11 and 12 with the lower bound of $L_{avg} \geq \frac{(2\alpha-1)}{(2\alpha)} \cdot b_\alpha$, which follows from Lemma 9, we now prove that the canonical HCuHL $L_{nd}$ respecting the nested dissection order $\pi_{nd}$ approximates the minimum average label size by a logarithmic factor.

**Theorem 13.** For $\alpha \geq 1/2$ and any graph $G$, the canonical HCuHL respecting the optimal nested dissection order $\pi_{nd}$ has an average label size of $L_{nd} \leq (1 + \frac{2\alpha}{2\alpha - 1} \log_{1/\alpha} n) \cdot L_{avg}^*$. 

**Proof.** Let $T$ be an $\alpha$-balanced separator decomposition which induces the nested dissection order $\pi_{nd}$. For every leaf $S$ of $T$ we have $L_{nd}(S) = L^*(S)$ as $S$ contains only one vertex. Consider now some non-leaf node $S$ of $T$. Let $H$ be the subgraph of $G$ induced by $S$ and its descendants in $T$ and denote the connected components that remain after removing $S$ from $H$ by $H_1, \ldots, H_d$. Denote the number of vertices of $H$ and of $H_1, \ldots, H_d$ by $n'$ and $n_1, \ldots, n_d$, respectively. Moreover, assume that for the average label sizes of $H_1, \ldots, H_d$ we have an approximation factor of $\gamma$, i.e. $L_{avg}(H_i) \leq \gamma \cdot L^*(H_i)$. Lemma 11 implies

$$L_{nd}(H) \leq \frac{1}{n'} \sum_{i=1}^d n_i \cdot L_{nd}(H_i) + |S| = \gamma \cdot \frac{1}{n'} \sum_{i=1}^d n_i \cdot L^*(H_i) + |S|$$

Moreover, $S$ is a minimum $\alpha$-balanced separator of $H$, so it follows from Lemma 9 that $L_{avg}(H) \geq \frac{2\alpha-1}{2\alpha} \cdot |S|$, which can be rearranged to $|S| \leq \frac{2\alpha}{2\alpha - 1} \cdot L_{avg}(H)$. In combination with Lemma 12 we obtain

$$\gamma \cdot \frac{1}{n'} \sum_{i=1}^d n_i \cdot L^*(H_i) + |S| \leq \gamma \cdot L^*(H) + \frac{2\alpha}{2\alpha - 1} \cdot L_{avg}(H) \leq \left(1 + \frac{2\alpha}{2\alpha - 1}\right) \cdot L^*(H)$$

This completes the proof.
As for every leaf $S$ we have $L_{\text{avg}}^{\text{nd}}(S) = L_{\text{avg}}^\star(S)$ and the height of the separator decomposition $T$ is at most $\log_{1/\alpha} n$, it follows by induction that $L_{\text{avg}}^{\text{nd}}(G) \leq \left(1 + \frac{2\alpha}{2n-1} \log_{1/\alpha} n\right) \cdot L_{\text{avg}}^\star(G)$.

We remark that for $\alpha \geq \frac{2}{3}$, using Lemma 8 instead of Lemma 9 yields a better approximation factor relative to the optimal HCuHL.

\begin{lemma}
For $\alpha \geq \frac{2}{3}$ the canonical HCuHL respecting $\pi_{\text{nd}}$ has an average label size which is at most $1 + \frac{1}{\alpha} \log_{1/\alpha} n$ times larger than the average label size of any HCuHL.
\end{lemma}

Note that Theorem 13 does not immediately imply a polynomial time approximation algorithm for minimizing $L_{\text{avg}}$ as computing $\alpha$-balanced separators of minimum size is NP-hard [18]. However, as it was observed in [7], we can use a so-called pseudo-approximation algorithm due to Leighton and Rao [20] to compute a $3/4$-balanced separator of size $O(\log n) \cdot b_{2/3}$ in polynomial time. This pseudo-approximation algorithm can also be used to compute an $\alpha$-balanced separator decomposition, which induces a nested dissection order $\pi_{\text{nd}}$. For the canonical HCuHL respecting $\pi_{\text{nd}}$ we can show that it approximates the minimum average label size $L_{\text{avg}}^\star$ by a factor of $O(\log^2 n)$, as compared to the optimal nested dissection order we lose a factor of $O(\log n)$ for every separator. We obtain the following theorem:

\begin{theorem}
For any graph $G$ we can compute a HCuHL in polynomial time which has an average label size of $O(\log^2 n) \cdot L_{\text{avg}}^\star$, where $L_{\text{avg}}^\star$ denotes the minimum average label size of any CuHL.
\end{theorem}

Note that better approximation ratios can be achieved, if we can find smaller balanced separators than the algorithm of Leighton and Rao. For instance, for the class of $\sqrt{n} \times \sqrt{n}$ grid graphs, it follows from [6] that we can compute a nested dissection order in polynomial time, which yields labels of size at most $3\sqrt{n}$. As every $2/3$-balanced separator of a $\sqrt{n} \times \sqrt{n}$ grid graph has size at least $\sqrt{2/3} \cdot n$ [21], Corollary 10 implies a lower bound of $\frac{1}{3} \cdot \sqrt{2/3} \cdot n$ on the average label size. We hence get a constant approximation factor:

\begin{lemma}
For a $\sqrt{n} \times \sqrt{n}$ grid graph we can compute a HCuHL in polynomial time, whose average label size is at most $3/(1/3 \cdot \sqrt{2/3}) \approx 14.7$ times larger than the average label size of any CuHL, and at most $3/(2/3 \cdot \sqrt{2/3}) \approx 5.5$ larger than for any HCuHL.
\end{lemma}

Theorem 13 shows that the gap between the average label size of hierarchical CuHL and general CuHL is at most $O(\log n)$. This distinguishes Customizable HL from traditional HL, where hierarchical labelings can be larger than general labelings by a factor of $\Omega(\sqrt{n})$ [5].

\begin{corollary}
For any graph $G$, the optimal average label size of hierarchical CuHL is at most $O(\log n)$ larger than the average label size of any CuHL.
\end{corollary}

## 4 Customization Algorithms

We now describe how the customization step of CuHL can be performed. Given some CuHL $L$ of a graph $G = (V, E)$ and edge weights $\ell: E \rightarrow \mathbb{R}_0^+$, we need to compute distance labels $d_v[u]$ for all $u, v$ satisfying $u \in L(v)$, such that we can correctly answer shortest path queries in the resulting weighted graph. We first explain how we can proceed for hierarchical labels, then we consider general CuHL.

---

2 In [7], it was stated, that nested dissection yields an approximation factor of 4.5 for the average search space size of CCH on grid graphs. To prove this, it was however implicitly assumed that $b_{2/3} \geq \sqrt{n}$, which is too large. Using $b_{2/3} \geq \sqrt{2/3} \cdot n$ instead yields a lower bound of $3/(2/3 \cdot \sqrt{2/3}) \approx 5.5$. 

4.1 Hierarchical CuHL

For a HCuHL $L$ of a graph $G = (V, E)$, the customization can be performed as follows. Let $\pi$ be some order respected by $L$ and denote the associated CCH graph by $G^* = (V, E \cup E^*)$. W.l.o.g. we may assume that $L$ is the canonical HCuHL respecting $\pi$. Lemma 4 states that for all $v \in V$ we have $L(v) = SS(v)$.

This means that we can compute the distance labels $d_v[u]$ as in the customization step of CCH. To that end, let $N^\uparrow (v) = \{ u \mid \{ v, u \} \in E \cup E^+ \text{ and } \pi(v) > \pi(u) \}$ and $N^\downarrow (v) = \{ u \mid \{ v, u \} \in E \cup E^+ \text{ and } \pi(v) < \pi(u) \}$. For $u \in L(v)$ we store the distance from $v$ to $u$ in $d_v[u]$. Initially we choose $d_v[u] = \ell(v,u)$ if $\{ v, u \} \in E$ and $d_v[u] = \infty$ otherwise. Then we follow the CCH approach of Dibbelt et al. [15] to compute $d_v[u]$ for all $u \in N^\uparrow (v)$, i.e., we first only label edges of the CCH graph. To that end we iterate over all vertices $v \in V$ increasingly by $\pi(v)$. For each $v$, we iterate over all $u \in N^\uparrow (v)$ and consider all “lower triangles” $\{ v, w, u \}$, i.e., all $w \in N^\uparrow (v) \cap N^\downarrow (u)$. For each such $(v,w,u)$ we check whether $d_v[w] + d_w[u] < d_v[u]$ and if this is the case, we decrease $d_v[u]$ to $d_v[w] + d_w[u]$. The running time of this step is linear in the number of lower triangles.

It remains to compute $d_v[u]$ for all $u \in L(v) \setminus N^\uparrow (v)$, which can be done with the algorithm of Dijkstra. To reduce the runtime, it suffices to consider only “upwards” edges, i.e., we visit a neighbor $y$ of a vertex $x$ only if $y \in N^\uparrow (x)$. This yields a distance label $d_v[u]$ for all $u \in L(v)$, although in general we do not have $d_v[u] = \text{dist}_G(v,u)$. Still, the correctness of the query algorithm is not affected, as we are guaranteed that for any query pair $(s,t)$ there is some vertex $p$ on the shortest $s$-$t$-path that can be reached from both $s$ and $t$ on a path in $G^*$ that is increasing w.r.t. $\pi$.

The running time of this approach is $O \left( \sum_{v \in V} |L(v)| \log |L(v)| + \sum_{w \in L(v)} \left| N^\uparrow (w) \right| \right)$, as a single Dijkstra run from some vertex $v$ visits $|L(v)|$ vertices and $\sum_{w \in L(v)} \left| N^\uparrow (w) \right|$ edges. Note also that for an efficient access to $N^\uparrow (v)$ and $N^\downarrow (v)$, we have to store these sets explicitly in addition to $L(v)$. As we have $N^\uparrow (v) \subseteq L(v)$ though, we can just add a flag to all $w \in L(v)$ that satisfy $w \in N^\uparrow (v)$. Moreover, as we have $w \in N^\uparrow (v)$ if and only if $v \in N^\downarrow (w)$, additionally storing $N^\downarrow (v)$ only increases the space consumption by a factor of two.

Alternatively, we can proceed as follows. Suppose that $u \in L(v) \setminus N^\uparrow (v)$. This means that $v$ has some upper neighbor $w \in N^\uparrow (v)$ such that $\text{dist}(v,u) = \text{dist}(v,w) + \text{dist}(w,u)$. So, provided that $d_w[u]$ has already been computed, we can choose $d_v[u]$ on basis of $d_v[w]$ and $d_w[u]$. We exploit this fact by iterating over all vertices $u \in V$ decreasingly by $\pi(u)$. For each $v \in L(v)$, we iterate over all $w \in N^\uparrow (v)$ and choose $d_v[u] = \min \{ d_v[w], d_w[u] \}$. Eventually, $d_v[u]$ has been set for all $v \in V$ and all $u \in L(v)$. As in the previously described method, this top-down approach does necessarily yield entries that satisfy $d_v[u] = \text{dist}_G(v,u)$, but we are still guaranteed to obtain correct queries.

The running time of the first approach can be bounded by $O \left( \sum_{v \in V} |L(v)| \log |L(v)| + \sum_{w \in L(v)} \left| N^\uparrow (w) \right| \right)$, as a single Dijkstra run from some vertex $v$ visits $|L(v)|$ vertices and $\sum_{w \in L(v)} \left| N^\uparrow (w) \right|$ edges.

The running time of the second approach is bounded by $O \left( \sum_{v \in V} |L(v)| \cdot \left| N^\uparrow (v) \right| \right)$. For vertices $v$ where $\left| N^\uparrow (v) \right|$ is large, the Dijkstra-based approach might be faster, while we expect the second approach to be faster for vertices further down in the vertex hierarchy. We remark that it is also possible to combine both approaches, i.e., to use the algorithm of Dijkstra for the vertices of high $\pi$ and the top-down approach for the remaining vertices. We propose to evaluate different customization strategies practically in future research.

Note also that the described approaches suggest to store the sets $N^\uparrow (v)$ and $N^\downarrow (v)$ in
We distinguish the cases that $u \in L(v)$ and the shortest $v$-$u$-path contains at least two edges. Solid lines denote edges in $G$, a dashed edge from $x$ to $y$ indicates that $y \in L(x)$.

Consider now some shortest $w$-$u$-path $P$ which consists of at least two edges. This means that we can split $P$ into an edge $v$-$w$ and a non-empty shortest $w$-$u$-path. It holds that $\text{dist}(v, w) = \ell(v, w) + \text{dist}(w, u)$. The idea is that whenever the customization affects the answer to a $w$-$u$-query, we check whether an update of $d_w[u]$ is necessary. By the customizable cover property we know that any $w$-$u$-path contains a vertex $w'$ such that $w' \in L(w) \cap L(u)$. We distinguish the cases that (a) $w' = u$, (b) $w' = w$, and (c) $w' \notin \{w, u\}$ (cf. Figure 2). It holds that the distance between $w$ and $u$ can only change if $d_w[w']$ or $d_u[w']$ decreases.

Let us now change the point of view and suppose that for $y \in L(x)$ the distance label $d_x[y]$ is updated. Based on the previous observations we identify all $u, v$ such that $d_v[u]$ needs to be updated. It might be that case (a) applies, i.e., $x$ and $y$ take the roles of $w$ and $u$, respectively. In this case we have $d_v[y] = \ell(v, x) + d_x[y]$. This means that we have to iterate over all $v \in N(x)$ and perform the update $d_v[y] \leftarrow \min\{d_v[y], \ell(v, x) + d_x[y]\}$. Similar, for case (b), we have to iterate over all $v \in N(y)$ and perform the update $d_v[x] \leftarrow \min\{d_v[x], \ell(v, y) + d_y[y]\}$. In case (c), we have $y = w'$ whereas $x$ can take the role of $w$ or $u$.

For the former case we have to iterate over all $v \in N(x)$ and all vertices $y$ in the inverse label $L_{\text{inv}}(y) = \{z \mid y \in L(z)\}$ of $y$ and perform the update $d_v[u] \leftarrow \min\{d_v[u], \ell(v, x) + d_x[y] + d_u[y]\}$. For the latter case we have to iterate over all $w \in L_{\text{inv}}(y)$ and all $v \in N(w)$ and perform the update $d_v[u] \leftarrow \min\{d_v[u], d_y[y] + d_u[y] + \ell(v, w)\}$.

To keep track of all the labels that were modified and might trigger further changes, we use a queue $Q$, which initially contains all pairs $(x, y)$ such that $(x, y) \in E$ and $y \in L(x)$. As long as $Q$ is not empty, we retrieve the first element and identify all $(u, v)$ such that $d_u[v]$ needs to be updated. All such pairs $(u, v)$ are added to $Q$, if they are not contained in $Q$ yet. Whenever the queue $Q$ is empty, the customization is finished.

To analyze the runtime of the customization procedure, we observe that whenever some pair $(x, y)$ is retrieved from the queue $Q$ for the $k$-th time, then $d_x[y]$ is the length of the shortest $x$-$y$-path that contains at most $k$ edges. If $D_{\text{hop}}$ denotes the maximum number of edges of all shortest paths, then it follows that every pair $(x, y)$ is retrieved at most $D_{\text{hop}} + 1$ times from $Q$. The time required to handle a single pair $(x, y)$ can be determined as follows. The updates for cases (a) and (b) take time $\mathcal{O}(\deg(x))$ and $\mathcal{O}(\deg(y))$, respectively. The updates for case (c) take time $\mathcal{O}(\deg(x) \cdot |L_{\text{inv}}(y)| + \deg(w) \cdot |L_{\text{inv}}(y)|)$. This means that the total runtime is $\mathcal{O}\left(\sum_k |L(v)| \cdot D_{\text{hop}} \cdot \Delta \cdot \max_k |L_{\text{inv}}(w)|\right)$.

For this customization strategy, we need to store the sets $\mathcal{N}(v), \mathcal{N}^2(v), L_{\text{inv}}(v)$ in addi-
tion to $L(v)$. However, as we already mentioned in the previous section, we have $N^\uparrow(v) \subseteq L(v)$, and hence, we can store the set $N^\uparrow(v)$ by adding a flag to all $w \in L(v)$ that are contained in $N^\uparrow(v)$. Moreover, as $w \in N^\downarrow(v)$ iff $v \in N^\uparrow(w)$ and $w \in L_{inv}(v)$ iff $v \in L(w)$, additionally storing $N^\downarrow(v)$ and $L_{inv}(v)$ only increases the space consumption by a factor of two.

## 5 Conclusions and Future Work

We introduced the concept of Customizable Hub Labeling and studied its theoretical properties. Figure 3 illustrates known results about approximability and relationships of hierarchical and general (Customizable) Hub Labeling and (Customizable) Contraction Hierarchies. There are interesting asymmetries between the traditional and customizable relationships. While we proved that the gap between optimal average CH search spaces and average HHL label sizes can be as large as $\Omega(\sqrt{n})$, we also proved that for CCH and HCuHL the respective sizes always coincide. Still, as the query time of HCuHL is linear in the label size, while for CCH, it can be be quadratic in the search space size, HCuHL is expected to outperform CCH in practice. Furthermore, the gap between HCuHL and CuHL is at least logarithmic, but there are instances with a gap of $\Omega(\sqrt{n})$ between HHL and HL. One open question is whether the gap between HCuHL and CuHL can be tightened even further. Also, the known approximation algorithms are far better for HCuHL than for HHL. It is unclear whether the approximation factor for HHL can be improved or whether an inapproximability result could manifest this difference. Finally, it would be interesting to investigate whether the proposed approximation and customization algorithms for (H)CuHL are useful for practical application. While in the non-customizable setting, HHL are used instead of (potentially far better) general HL mainly due to practicability and the findings of empirical studies, our results justify to focus on HCuHL in the customizable setting also from a theoretical perspective.

![Figure 3](image_url) Overview of the relationships between optimal average search space sizes and optimal average label sizes for conventional and customizable Contraction Hierarchies and (Hierarchical) Hub Labeling. A dashed arrow indicates that gap between the optimal sizes of the linked techniques is within the given upper/lower bound. Known approximation guarantees are shown via the orange labels in the lower left corner. New results from this paper are marked with a star *.
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