ABSTRACT

For many years, Evolutionary Algorithms (EAs) have been applied to improve Neural Networks (NNs) architectures. They have been used for solving different problems, such as training the networks (adjusting the weights), designing network topology, optimizing global parameters, and selecting features. Here, we provide a systematic brief survey about applications of the EAs on the specific domain of the recurrent NNs named Reservoir Computing (RC). At the beginning of the 2000s, the RC paradigm appeared as a good option for employing recurrent NNs without dealing with the inconveniences of the training algorithms. RC models use a nonlinear dynamic system, with fixed recurrent neural network named the reservoir, and learning process is restricted to adjusting a linear parametric function. However, an RC model has several hyper-parameters, therefore EAs are helpful tools to figure out optimal RC architectures. We provide an overview of the results on the area, discuss novel advances, and we present our vision regarding the new trends and still open questions.
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1 Introduction

Recurrent Neural Network (RNNs) are “powerful” tools for modeling time series and solving machine learning problems with sequential data. A main characteristic of neural circuits is their highly recurrent structure that is composed by different types of neurons and synapses [38]. Then, even though an RNN is a rough simplification of the neural system, the recurrent nets preserve biological plausibility [27,35]. They have also other advantages with respect of feed-forward models, the most mentioned in the literature are [48,35]: “good” theoretical properties, “relative” success in modelling chaotic systems, and real-world applications. However, RNNs are still not so popular like other families of Neural Networks (NNs). Probably, one of the reason for this, it is the fact that it is still hard to efficiently train large recurrent networks. Even though, NN optimization is one of the most investigated problems in the Machine Learning (ML) area,
the problem has still open questions and it is still drawing a lot of interest. Specially, in the case of optimizing large recurrent topologies due to the complexity and difficulties presented in this problem. In summary, the main problems in the training algorithms for RNNs are: not guaranteed convergence, long training times, and it is very difficult to store information in internal states for long periods (long-range memory) [35, 23].

At the beginning of 2000s has started a new approach for designing and training RNNs. The original motivation was to take advantage of the benefits of the recurrences for memorizing the sequential data, avoiding the problems of training recurrent networks. This approach was simultaneously developed with names of Liquid State Machine (LSM) [39] and Echo State Network (ESN) [26]. Both models and some of their variations converged in a new trend named Reservoir Computing (RC) [56]. An RC model is a NN with a recurrent hidden-to-hidden structure (so-called reservoir) composed by fixed hidden-hidden weights, and the rest of the model weights (readout weights) are trained using classic supervised learning. The two canonical models (ESN and LSM) compute the readout weights using a simple linear regression. It is a distinctive characteristic of the method, that the weights of the recurrent topology are randomly initialized and kept fixed during the learning process. The training algorithm only focuses on adjusting a selected group of weights in order of having a fast and reliable optimization step. The RC models share this principle with other NN families, e.g. Extreme Learning Machines (ELM) [25], where the hidden weights of first layers need not be tuned. Both approaches are based on a static non-linear random projection from the input space to a feature space, and the training phase is robust and fast. Even though the apparent simplicity of the RC models, they have obtained outstanding performances in several real applications [56, 35, 27, 22, 30, 5]. Specially, the large popularity and recognition have started after the record-breaking success in modelling the Mackey-Glass attractor [28].

The initial NN design always has impact on the performance of the model. In the case of an RC model, this effect may be even more dramatic. Because the reservoir weights are frozen during the training process. The most common approach of defining the recurrent weights is using a random distribution, and then to scale them in order of satisfying some algebraic restrictions. In addition to the scaling of the recurrent weights, the model has other initial operations and global parameters. The most relevant global parameters are related to the dimensionality of the feature space, stability of the recurrent dynamics, memorization capacity of the system, non-linear transformations of the activation functions, and type of the readout mapping [28, 2, 35, 11]. Most research effort has gone for understanding the impact of those parameters. For more information see [24, 35, 54, 57]. However, to define good hyper-parameters of an RC model is still often made by experience using a grid search strategy. Even, sometimes it is made partially by brute force.

Around ten years ago, several works have applied the power of Evolutionary Algorithms (EAs) for improving the RC performance. The algorithms have been used for finding the global RC parameters mentioned above. Another work direction has been to developed hybrid approaches that combine the evolutionary aspects and the RC characteristics. In this article, we provide a comprehensive global overview of the RC literature that contains EA. We analyze how EAs are used, we present a critical vision of the area and discuss the new trends. The survey is not exhaustive, but we cover many of the most important works on the area. There are several surveys about RC models, for instance [54, 35, 53]. However, so far as we know, this is the first overview regarding the specific sub-field of RC models where EAs area applied for optimizing the model architecture.

The remainder of this article is organized as follows. In the next section, we formalize the context where in the RC models are applied. Thereafter, we present the mathematical specification of the Echo State Network, its properties and limitations. This is followed by the presentation of recent developed RC architectures. Section 4 describes the applications of EAs for improving the RC models. We ends with a final discussion about the still open questions on the area.
2 Reservoir Computing Methods

2.1 Context

Let consider a learning dataset in a supervised context composed by $N$ input-output pairs $(u, y)$, where the input space has dimension $K$ and output space has dimension $L$. For simplicity, we consider indexed instances in discrete spaces. RC models have been used for solving both temporal and non-temporal tasks [35]. By temporal tasks or temporal learning, we refer to the situation when any instance $u(t)$ depends on the data $u(t + \Delta)$ for some non-large $\Delta$ value. It is the common situation of time-series, or sequential data. By non-temporal tasks, we refer by the problems where the data instances are independent of each other. In temporal learning, the common goal is to predict the next value of the sequence (or input signal) given the previous values, i.e. to learn $y(t)$ having information of $u(t), u(t-1), u(t-1), \ldots$. In non-temporal learning, the task is to learn $y(t)$ given the current input $u(t)$. Here, we focus mainly on the case of temporal learning that is much more suitable for RNNs. However, RC models also have been used on time-independent data [1]. Furthermore, it has also been used in time-series classification where each input instance (a signal in this case) is independent of each other [36].

2.2 Recurrent Neural Networks

Given an input signal $u(t) \in \mathbb{R}^K$ the simple case of RNN is described by a $N$-dimensional state $x(t) \in \mathbb{R}^N$ following the recurrence:

$$x(t) = f(x(t-1), u(t), \theta_1),$$

(1)

where $f(\cdot)$ is a regular parametric function (e.g. a linear combination following by a regular function such as hyperbolic tangent, sigmoid forms, etc.), $\theta$ is the weight collection (model parameters). Note that, expression (1) at each time step processes a parametric function with the current input to the model, and the previous network state. When the network is used for solving problems in a learning context, there is added an external aggregation function with the form:

$$y(t) = g(x(t), \theta_2),$$

(2)

where $g(\cdot)$ is also a parametric function where the parameters are collected in $\theta_2$. The collection $\theta_1$ contains the weight matrix with input to the hidden neurons, and the weights of the hidden-to-hidden connections. The collection $\theta_2$ has the matrix with weights from hidden-to-hidden neurons to the output neurons [41]. Obviously, there are many other variations of RNN architectures, for more information we suggest [43].

3 Echo State Networks

3.1 Model specification

The standard ESN model is a specific RNN case, then it has also the recurrent form [1], with the particular composition:

$$x(t) = f(W^{in}u(t) + W^x x(t-1)),$$

(3)

where $t$ is the discrete time index, $W^{in}$ is a $N \times K$ matrix with input-to-hidden weights, the $N \times N$ matrix $W^x$ has the hidden-to-hidden weights. For simplicity, bias terms are omitted on the equations (common practice because it is straightforward to implement them by adding dummy terms). The model output is given by:

$$y(t) = g(W^{out}x(t)),$$

(4)

where $f(\cdot)$ is a contractive function (Lipschitz function) and $g(\cdot)$ is an activation function. In the case of the $g(\cdot)$ as the identity function, then the readout expression [4] is a linear model. The recurrences have transitions given by [3], at each time stamp the transition processes weighted information between the current state and the current input pattern.
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Figure 1: Recurrent structure (reservoir) formalized in expression (3). The reservoir is driven by an external input signal. Reservoir has randomly connected fixed weights that don’t change in the learning process.

Figure 2: Readout structure formalized in expression (2). The projected points by the reservoir are taken as input of a supervised learning, e.g. linear regression. The parameters $W^{\text{out}}$ are trained using the empirical data.

This transition function is fixed for all the learning dataset, due to the $W^{\text{in}}$ and $W^{r}$ are initialized and remain fixed during the training process. Therefore, expression (3) is seen as a static random projection of the input space. The projection sometimes is also referred as expansion because the dimension $N$ is much larger than $K$ ($K \ll N$). Only the parameters $W^{\text{out}}$ presented in (4) are adjusted according to the learning problems. A common way of solving readout equation (4) is to apply a classical tool such as Tikhonov regularization [35, 24]. Figures 1 and 2 illustrate the principle of ESN models. We can see the model as a pipeline with two consecutive independent blocks presented in Fig. 1 and Fig. 2). Another illustrative figure of the RC principle is shown in 3. The reservoir nodes are illustrated by colored circles. Note, that there are circuits among the black nodes. The most common design of the ESN is to have a fully connected input-reservoir matrix, and also a fully connected reservoir-output matrix. Fig. 3 is an illustrative simplification, and doesn’t have a fully-connected input-reservoir nodes, neither reservoir-output nodes.

Figure 3: An example of the design of an Echo State Networks. Colored nodes form circuits and represent the reservoir nodes. The dashed edges are the only one with trainable weights.

3.2 ESN variations

The original model has been suffered some slight variations, we highlight the following ones (in some cases it has been investigated models that combine at the same type several of the variations presented here). :)

\[
\begin{align*}
\text{Input} & \rightarrow \text{Expansion} \rightarrow \text{Projection} \\
\mathbf{u}(t) & \in \mathbb{R}^K \\
\mathbf{x}(t-1) & \rightarrow \mathbf{x}(t) \in \mathbb{R}^N \\
\end{align*}
\]

\[
\begin{align*}
\text{Projection} & \rightarrow \text{Training} \rightarrow \text{Output} \\
\mathbf{x}(t) & \in \mathbb{R}^N \\
\mathbf{y}(t) & \in \mathbb{R}^L \\
\end{align*}
\]
1. Feedback connections [28]:

\[ x(t) = f \left( W^{in}u(t) + W^r x(t-1) + W^{fb}y(t) \right), \] (5)

where \( W^{fb} \) is a weight \( N \times L \) matrix with the feedback connections going from the output neurons to the hidden structure. The feedback also can be integrated with an arbitrary delay.

2. Additional noise [45]:

\[ x(t) = f \left( W^{in}u(t) + W^r x(t-1) + \varepsilon(t) \right), \] (6)

to incorporate noise in the training procedures is a common used regularization strategy in NNs.

3. Leaky integrator ESN: the reservoir state variation is smoothed using a leaky rate [35]:

\[ x(t) = (1 - \gamma)x(t-1) + \gamma \phi \left( W^{in}u(t) + W^r x(t-1) \right), \] (7)

where \( \gamma \in (0, 1] \) is the control parameter referred as leaking rate. It control the speed of the dynamic transitions, small values implies less sensitivity to the input pattern [35].

4. Using ideas from recursive Self–Organizing Maps (SOMs) [32, 4], the neurons have the form: \( z(t) = (z_1(t), \ldots, z_N(t)) \) through

\[ z_i(t) = \exp \left( -\alpha ||W^{in}_i - u(t)||^2 - \beta ||W^r_i - x(t-1)||^2 \right), \] (8)

for all \( i \in N \), and then updates its \( x(t) \) vector using leaky integrators:

\[ x(t) = (1 - \gamma)x(t-1) + \gamma z(t), \] (9)

where \( \alpha \) and \( \beta \) are the parameters to weight the euclidean distance between inputs and \( W^{in} \) and the previous state of the reservoir and \( W^r \), respectively.

Another type of variation are produced in the readout computation. It is common to see the aggregation of the recurrent state (expression 2) in linear form as follows:

\[ y(t) = g(W^{out}[u(t); x(t)]), \] (10)

where \( W^{out} \) is the \( N \times (L + K) \) reservoir-to-output weight matrix and \([\cdot; \cdot]\) denotes vector concatenation. In addition, there exists the ESN with intrinsic plasticity [49], where there are parameters in the activation functions of the reservoir units. Furthermore, an ESN with two types of hidden-hidden connections (emulating excitatory and inhibitory signals) was developed in [6, 7].

3.3 Properties

An important property of the reservoir is the *Echo State Property* (ESP) presented in [26]. In essence, the ESP guarantees that under certain algebraic conditions the reservoir state given by expression (3) becomes asymptotically independent of the initial conditions \( x(0) \) [35]. In the case of LSMs this property is presented under the name of *fading memory*. In practical applications, it is enough to scale the reservoir weights for almost always ensured the ESP reservoir weight. Thus, the reservoir weights are typically scaled as \( W^r := \frac{\alpha W^r}{\rho(W^r)} \), where \( \alpha \) is a scaling parameter between 0 and 1. The ESN property can be obtained even if \( \rho(W^r) > 1 \) for non–zero input or output feedback [32, 2]. Nevertheless, the ESN is violated if \( \rho(W^r) > 1 \) using the tanh(\cdot) activation function in the reservoir neurons and for zero input (no input) [35]. In this situation, the internal state of the reservoir presents oscillations or even chaotic dynamics [35]. Also, the property may be lost even if \( \rho(W^r) < 1 \) although it is hard to build a reservoir where this occurs [35].
4 Applications of Evolutionary Algorithms on the RC area

Evolutionary techniques are helpful for improving NN architecture, and they can be applied for different purposes such as feature selection, weight tuning, graph design, parameter adaptation, rule extraction, and so on [58]. Optimization of network weights using an evolutionary search were developed in EVOLINO [47]). In recent years, the interest has been augmented due to the fruitful novel areas of Neural Architecture Search and Neuroevolution [14, 51].

4.1 What are the global parameters to be optimized?

The RC family has also taken advantage of the recent advances in evolutionary computation. EA techniques have been used for tuning the following global parameters which affect the ESN’s performance.

- **Reservoir size.** In many ESN applications, it has been shown that the reservoir size influences the ESN accuracy. As in all learning systems, there is a tradeoff to reach in the size of the reservoir. If it is too small, we don’t exploit enough the benefits of separating the set of possible inputs inside a larger space, and we can have poor training processes. If it is too large, training is easy, but generalizing can have issues, the usual over-fitting phenomenon.

- **Spectral radius of the reservoir weight matrix.** The spectral radius influences the memory capability of the model; a spectral radius $\rho(W^r)$ close to 1 is appropriate for learning tasks that require long memory, and a value close to 0 is adequate for tasks requiring short memory [26]. The role of the spectral radius is more complex when the reservoir is built with spiking neurons in the LSM model [56, 44].

- **Sparsity of the reservoir weight matrix.** It is recommended to define a sparse matrix $W^r$ with only between 15% and 20% of possible connections non-zero [26]. The sparsity enables fast reservoir updates. In general, the matrices of input weights and feedback weights (in the case that, they exist) are complete.

- **Injected noise.** The use of a noise vector for regularization requires some type of control of this noise.

- **Parameter of the activation function.** The non-linearity of the reservoir projection is given by the type of activation function on the reservoir neurons.

- **Leaky rate.** As was mentioned above, it controls the impact of the inputs in the dynamics, a type of speed control. It is a scalar in $[0, 1]$.

- **Feedback connections.** A model with feedback connections is much more computational powerful, but the instability increases. For this reason, it is very hard problem to tune the vector with feedback connections [33].

- **Topology.** In spite of the large amount of works investigating the topological structure of the reservoir, a useful topology for significantly improving the performance of the ESN is still unknown. The classical approach consists of producing randomly connected reservoirs.

4.2 Summary of the literature

Particle Swarm Optimization (PSO) and Genetic Algorithms (GAs) have been used as metaheuristics for finding the global parameters in [50, 16, 17, 45]. GAs also were used for finding the parameters of an extended ESN in medical applications PSO was applied as a pre-training algorithm has been investigated in [3], where the authors applied PSO for adjusting a subset of the reservoir weights. The authors instead of searching the global parameters, the paper works directly over a subset of reservoir weights. In [12, 42] was studied growing RC topologies using Neat and HyperNEAT. Deep architectures, sometimes referred hierarchical reservoirs, that a kind of cascade of reservoir clusters where they are connected among is a new promising area inside the RC family [18, 20]. GAs has been used for finding hyperparameters of hierarchical reservoirs and for tuning the weight connections among the reservoirs [27, 13]. A variation of GA named microbial GA was used in [13]. Recently, PSO was introduced as a hybrid approach of swarm optimization and local search in hierarchical ESNs [31]. EvoESN was introduced in [2, 8] where GA is used...
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to optimize the weights of compressed reservoirs. With the aim of finding good reservoir topology, particular cyclic graphs were analyzed in \[46, 55\]. In \[49, 52\], reservoir units with parametric activation functions were trained for maximizing the entropy using the Intrinsic Plasticity (IP) rule. Other approaches based on Evolutionary Algorithms (EAs) for optimizing hyper-parameters of the reservoir structure, such as number of reservoir units, scaling parameters, connectivity properties (density and spectral radius of the reservoir weights matrix), have also been introduced in the literature \[16, 17\]. EAs have also been used for optimizing interconnected reservoirs \[13, 37\], where GAs are applied for searching hyper-parameters of hierarchical reservoirs. Besides, Bayesian optimization for finding hyper-parameters of particular reservoirs was also analyzed in \[40, 55\]. Furthermore, a relatively new prominent research in the RC area consists of models with interconnected reservoirs. A tree structure where the tree-nodes satisfies the reservoir characteristics was developed in \[18\]. The weight connections among the reservoirs are set in order of creating a global contraction mapping. Furthermore, layered/hierarchical architectures composed of multi-layered reservoirs have also been studied in \[37, 19, 21, 13, 20, 22\].

4.3 Discussion about new trends and open problems

We have commented several important parameters of an RC model, and give some examples where EAs were used to optimize them. However, different reservoir matrices with the same hyper-parameters may produce substantially different results \[49\]. In other words, choosing good global parameters’ values at the moment of designing the model doesn’t seem to be sufficient for fully exploiting the potential of ESNs. We identify the following research directions of interest.

- **Random projection dynamics.** There is a general consensus that the ESN model operates close to the optimal situation when the projection is close to the edge of chaos \[35, 56, 29\]. There are some works of EAs applied to the Lyapunov exponents optimization. However, it is still possible to provide insights on the specific area of Lyapunov exponents estimation using EAs (for the particular case of dynamics coming from ESNs).

- **Quality of the projections.** When the model is used for forecasting and learning, then the projection should preserve some topological properties from the input space. A preliminary work was presented using Sammon mapping \[10\], but we believe there are still a lot of approaches to be investigated.

- **Multi-objective approach.** In most of the works in the RC community, researchers apply EAs over quadratic errors as a measure of the prediction accuracy. However, there are other metrics for evaluating the good characteristics of the model such as memory capacity, robustness, complexity and speed. It would be an interesting direction apply multi-objective for optimizing several different metrics.

- **Self-organized reservoirs.** Even though was studied many years ago in \[32, 34, 4\]. The area related to self-organization has grown up in the last years due to robotic applications, therefore most probably new developments can be done in this area.

- **Lifelong learning paradigm.** ESN model has very good properties for being used in continual learning. Parameters of control for the catastrophic forgetting problem, and other optimization problems of the lifelong learning area using RC techniques can be studied using EAs.

5 Conclusions and future work

This paper presents a brief survey of optimization on the RC paradigm. We presented the RC models optimized by EAs. As far as we are concerned, this manuscript is the first overview about this specific sub-family of the RC domain. We provided a comprehensive global overview of the RC literature that can help to the reader for future implementation and studies of the RC and EA families. We described in detail the main parameters to be optimized, and provided a summary of the most important works of EAs used for finding good RC architectures. We also discussed some drawbacks, opportunities and open questions for the research community. This survey is not exhaustive, then the first
work to be done in the close future is to improve the literature review and to collect new works referring the edge between EAs and RC.
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