Analyzing the Effect of Ocean Internal Variability on Depth-Integrated Steric Sea-Level Rise Trends Using a Low-Resolution CESM Ensemble
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Abstract: Ocean heat uptake is a key indicator of climate change, in part because it contributes to sea-level rise. Quantifying the uncertainties surrounding ocean heat uptake and sea-level rise are important in assessing climate-related risks. Here, comprehensive global climate model ensembles are used to evaluate uncertainties surrounding decadal trends in depth-integrated global steric sea-level rise due to thermal expansion of the ocean. Results are presented against observational estimates, which are used as a guide to the state of recent literature. The first ensemble uses the Community Earth System Model (CESM), which samples the effects of internal variability within the coupled Earth system including contributions from the sub-surface ocean. We compare and contrast these results with an ensemble based on the Coupled Model Intercomparison Project Phase 5 (CMIP5), which samples the combined effects of structural model differences and internal variability. The effects of both internal variability and structural model differences contribute substantially to uncertainties in modeled steric sea-level trends for recent decades, and the magnitude of these effects varies with depth. The 95% range in total sea-level rise trends across the CESM ensemble is 0.151 mm·year\(^{-1}\) for 1957–2013, while this range is 0.895 mm·year\(^{-1}\) for CMIP5. These ranges increase during the more recent decade of 2005–2015 to 0.509 mm·year\(^{-1}\) and 1.096 mm·year\(^{-1}\) for CESM and CMIP5, respectively. The uncertainties are amplified for regional assessments, highlighting the importance of both internal variability and structural model differences when considering uncertainties surrounding modeled sea-level trends. Results can potentially provide useful constraints on estimations of global and regional sea-level variability, in particular for areas with few observations such as the deep ocean and Southern Hemisphere.
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1. Introduction

Steric sea-level change, due primarily to thermal expansion of seawater, is a major contributor to global sea-level rise estimates. Recent observational analyses indicate that thermosteric contributions account for nearly 40% of total global sea-level rise since ~1970 [1] as approximately 93% of the 1970–2010 additional heat added to the climate system has been stored in the ocean [2]. However, there are potentially large uncertainties due to lack of ocean temperature observations, particularly for the deep ocean (below 2000 m) [1,3–5], and in the Southern Hemisphere, where observational coverage is sparse [6–13]. Uncertainties in both observed and modeled sea-level change can influence interpretations about sea-level rise risks [14–16], such as flooding, increased storm surge and coastal erosion [1,16,17]. In addition, characterising the relative contributions of different integrated ocean depths to steric sea-level rise can provide important insights about the vertical structure of ocean
heat uptake and storage [18,19] and how these are influenced when considering the effects of both anthropogenic climate change and natural variability within the coupled system [20].

Coupled climate models are useful tools to assess and aid understanding about anthropogenic and natural climate variability [21–23]. Different types of model ensembles can capture different types of uncertainties. For example, the Coupled Model Intercomparison Project Phase 5 (CMIP5) is comprised of multiple different global climate models (GCMs), which follow identical forcing pathways for historical and future projections. Thus, differences in results between models for the same time-varying forcing arise due to variations in model structure, complexity, spatial resolution and initial conditions [24]. We can also use single-model ensembles to isolate the effect of initial conditions uncertainty and unforced internal variability. Examples of these include the Community Climate System Model Version 3 (CCSM3) ensemble [25], the Community Earth System Model Large Ensemble (CESM LENS) [26] and a recent low resolution coupled CESM-Initial Conditions Ensemble [27]. These types of ensembles are useful for analysing the effects of internal variability on past/future climate trends [28].

Internal variability is due to innate non-linear dynamical processes within the climate system that occur in the absence of external forcing [25]. Contributing factors to internal variability include several different types of climate oscillations, such as the El Nino Southern Oscillation (ENSO) [29], the Pacific Decadal Oscillation and Atlantic Multidecadal Oscillation [30]. Internal variability can influence interpretations about anthropogenic climate change and has been put forward as a cause of the recent global warming hiatus [31–35]. Interestingly, during this recent period of decreased warming, the deep-ocean is thought to have taken up significantly more heat [32] and timeseries of global ocean heat content suggest persistent ocean warming during recent decades [36].

We can simulate the effect of internal variability in single-model climate change ensembles by initializing each ensemble member using different initial conditions [22], either in the atmosphere [26] or the coupled ocean–sea–ice–land–atmosphere system [23]. This unforced variability can affect climate patterns on interannual-to-decadal timescales, and determine ensemble spread of key climate properties in historical and future simulations. The effect of internal variability is often amplified with decreasing spatial and temporal scales [23,37–39] and can contribute significantly to variations in regional climate on inter-seasonal to inter-decadal timescales.

In this study, two comprehensive global climate model ensembles are used to diagnose and report the vertical structure of global steric sea-level trends for recent decades. We highlight results from a new 50-member CESM ensemble that varies initial conditions to internal variability within the coupled ocean–atmosphere system [23]. In addition, we analyze results from 32 different CMIP5 models (1 simulation from each model). This ensemble highlights uncertainties due to both different model structures and internal variability.

The main focus of this paper is to quantify the effect of oceanic internal variability on sea-level trend estimates using a self-consistent and fully-coupled modeling framework, and we compare and contrast results with CMIP5 models sampling primarily structural model differences as a guide for comparing relative importance of internal variability for a single-model ensemble versus multi-model ensemble analysis. Results are framed within the broader context of observational estimates and uncertainties of steric sea-level rise from the National Center for Environmental Information (NCEI) [40,41]. The paper is organized as follows. Section 2 presents and describes in detail the materials and methods including the ensemble analysis. In Section 3 we outline the main results and discussion, and Section 4 presents some conclusions and implications.

2. Materials and Methods

We present results from a new 50-member climate change ensemble experiment using the low-resolution version of CESM, a fully-coupled, global climate model [42,43]. The model configuration is based on version CESM1.03, and features an atmospheric component (CCSM4) with T31 spectral resolution ($-3.75^\circ \times 3.75^\circ$) and 26 vertical levels. The model ocean component is the Parallel Ocean
Program version 2 [44] with a nominal horizontal grid resolution of 3°, which decreases to less than 1° at the equator. The ocean model contains 60 vertical levels, down to a maximum depth of 5500 m.

The experiment used in this study was designed to sample internal variability in the model-coupled Earth system, including the deep ocean [23]. First, we spun up a fully coupled control simulation with constant pre-industrial radiative forcing. Beginning at the year 4200, after the deep ocean had reached approximate dynamic equilibrium, historical simulations with transient natural and anthropogenic forcings were initialized from unique snapshots of the fully coupled model state sampled every 100 years from the control simulation, ending with 50 ensemble members. The transient simulations are extended to 2100 using the representative concentration pathway (RCP) 8.5, an idealized future scenario in which anthropogenic radiative forcing increases to roughly 8.5 W m⁻² by 2100 [45]. Allowing the ocean to reach approximate dynamic equilibrium prior to initializing the climate change ensemble prevents any model ocean drift from affecting our estimates of sea-level variability. Even after ~4000 years of equilibration, the model exhibits small drift in the deep ocean and internal variability across a variety of timescales (interannual to centennial). As a simple illustration, Figure 1 displays the timeseries of ocean temperature in the pre-industrial control simulation at a depth of 2000 m in the North Pacific (Latitude: 57° N, Longitude: 180° W) over the period which our 50-member ensemble runs are initialized (equilibration year 4200–9100). The North Pacific deep ocean contains some of the oldest waters on the planet, as this area has little deep-water formation or upwelling. Even after the ~4000-year spin up, we still see a small trend in ocean temperature in the presence of relatively large internal variability, during the next 5000 years (model year 4000–9000).
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**Figure 1.** Ocean temperature at 57° N, 180° W, 2000 m depth in the Community Earth System Model (CESM) pre-industrial control simulation, from model year 4000 to 9200, the time period over which transient historical and representative concentration pathway (RCP) simulations are initialized. The timeseries is offset by the average over the control period. The black line shows the linear trend over the 5200 years, and its gradient is inset in the bottom right corner.

The low-resolution version of CESM was chosen for this ensemble due to its computational tractability. The deep ocean requires several thousand years to reach approximate equilibrium, which is difficult to achieve using higher resolution and more computationally expensive models. The low resolution CESM helps mitigate this computational tradeoff, given that it has been shown to capture key aspects of the climate variability [23,42,46], though the model also exhibits significant biases. This version of the model has low heat transport leading to a cool sea surface temperature bias and problems with excessive sea ice extent and thickness in the North [42]. In addition, CESM has no interactive aerosols in the atmospheric component of the model, which may lead to warm biases in different model variables [21,47]. These issues should be taken into account when looking at sea-level rise trends in the low-resolution version of the model, though in the case of this study, where we focus on characterizing the effect of internal variability on sea-level rise trends, model skill is of less significance.
Large ensemble experiments have been performed using higher resolution versions of CESM, for example the LENS ensemble, that has approximately 1° horizontal resolution in all model components [26]. However, the recent LENS ensemble initializes its transient runs differently from our ensemble. Differences in initial conditions in the LENS ensemble are created by perturbing atmospheric temperature at each grid point at the 12th decimal place. The initial conditions for the other model components (e.g., the ocean) are identical for all ensemble members. With an identical ocean for the initialization of each simulation, LENS does not sample ocean internal variability.

The effect of these different initialization strategies on surface atmosphere temperature and volume-weighted ocean temperature are shown in Figures 2 and 3. In these figures, we show our fully equilibrated CESM ensemble (CESM-AO, where AO points to the sampling of both atmosphere and ocean) in which we initialize each historical hindcast ensemble member by sampling the joint internal variability of the atmosphere and ocean. We also performed a “LENS equivalent” experiment with the low-resolution version of CESM (CESM-A, where the A points to the sampling of the atmosphere only), where we initialized 40 hindcast simulations from a constant ocean state, and we perturb atmospheric temperature consistent with the LENS method to create small differences in the initial conditions reflecting internal variability of the atmosphere.

Figure 2. Globally averaged atmospheric surface temperature for CESM-AO (A) and CESM-A (B). See text for description of differences between ensembles. Blue lines (A, B) display timeseries of atmospheric temperature pre-industrial control simulation. Red lines display historically forced simulations. The 95% range in ensemble spread is shown in (A) and (B). Black lines are observed globally average temperature from the HadCRUT4 dataset [48]. Timeseries of the 95% range are shown in (C). Values are the linear trend in ensemble spread over the period shown from 0–150 years.
As the atmosphere equilibrates on relatively short timescales (e.g., months), the historical simulations reach the range of that seen by CESM-AO. This effect is magnified when focusing specifically on the deep ocean (not shown). The relatively longer adjustment timescale of the ocean reflects its long memory and thermal inertia compared to the atmosphere. In the CESM-A ensemble, the low frequency variability in CESM-A has not therefore be appropriate.

In order to sample atmospheric variability, an ensemble experiment such as CESM-A, or LENS, would be suitable. Timeseries of the 95% range are shown in Figure 3, for CESM-AO (Figure 3A) and CESM-A (Figure 3B). The 95% range in ensemble spread is shown in Figure 3B. Timeseries of the 95% range are shown in Figure 3C. Values are the linear trend in ensemble spread over the period shown from 0–150 years.

Figure 2 shows globally averaged atmospheric surface temperature from 1850–2005 for both CESM-AO (Figure 2A) and CESM-A (Figure 2B). As each run from CESM-AO is initialized from its own point in the control run, we have 50 segments of control plotted against each of the 50 historical simulations. Each run from CESM-A was initialized from the same point in the control (year 7000). As the atmosphere equilibrates on relatively short timescales (e.g., months), the historical simulations in each panel show very similar ranges of variability over the whole historical period (Figure 2C). In order to sample atmospheric variability, an ensemble experiment such as CESM-A, or LENS, would therefore be appropriate.

Globally averaged oceanic temperature is shown in Figure 3, for CESM-AO (Figure 3A) and CESM-A (Figure 3B). The difference between the two ensembles is obvious in the first 25 years of the historical simulations, where variability in ocean temperature in CESM-A is a fraction of the total variability in CESM-AO. By the end of the simulations in 2005, variability in CESM-A has not reached the range of that seen by CESM-AO. This effect is magnified when focusing specifically on the deep ocean (not shown). The relatively longer adjustment timescale of the ocean reflects its long memory and thermal inertia compared to the atmosphere. In the CESM-A ensemble, the low frequency variability of all ensemble members tends to follow the control simulation for the first several decades,
and the range of internal variability increases with time (Figure 3C). Thus, in order to achieve a robust characterization of the full internal variability of the ocean, we use an equilibration and ensemble initialization strategy using the fully-coupled model (CESM-AO). Ensembles such as CESM-A or LENS are perhaps not appropriate for inferring sub-surface ocean variability given the limitations in sampling the internal variability of the ocean. In addition, Figure 3C shows that the internal ocean temperature variability for CESM-AO also decreases with time in response to increasing anthropogenic forcing. Thus, sampling internal variability from a long pre-industrial control simulation (and super-imposing it on the estimated trends) would also not be appropriate, since that implicitly assumes the variability is a stationary process.

The second ensemble consists of 32 different models used in the Coupled Model Intercomparison Project phase 5 (CMIP5) [24]. See Appendix A for the list of CMIP5 models used in this study. One simulation (r1i1p1) was used from each model corresponding to a historical hindcast that runs through to the end of 2004 (1850–2005) and projections (2005–2100) using the RCP 8.5 forcing scenario [46]. Using one simulation from each model creates an ensemble that samples primarily the effect of different model structures and minimizes the effect of internal variability (though the two effects cannot be completely separated since each model uses unique initial conditions for the historical hindcasts). The CMIP5 database is used widely by the scientific community to analyse climate change and variability. We use it here as a guide to compare and contrast the effect of different sources of variability (internal versus structural + internal) for the sub-surface ocean.

Steric sea-level change in the CMIP5 is estimated from the inverse of the ocean density field [14,49]. Ocean density in each model is calculated using the equation of state of seawater based on potential temperature and salinity [50]. During post-processing of the temperature and salinity fields, we found significant ocean drift at all depths in many of the CMIP5 models [51–53]. This drift is not present in the CESM ensemble, which is based on a ~10,000 year fully coupled pre-industrial equilibrium simulation (Figure 1). We corrected for the sub-surface ocean drift in each of the CMIP5 models by first calculating the linear trend in density at every model grid point in the pre-industrial control simulations. Each CMIP5 model had a different length of control available, so we used all that were available to calculate the trends in order to correct for drift as accurately as possible. We then subtracted these trends at each grid point from the historical hindcasts and projections. Models with non-linear or oscillatory sea-level drift in the pre-industrial control runs were not used in the analysis. This method of subtracting relative drift at each grid point allows the analysis of both regional and depth-dependent steric sea-level changes, which enables us to assess contributions from the deep ocean.

Observed steric sea-level change down to a depth of 2000 m was downloaded from the National Center for Environmental Information (NCEI) [40,41]. Pentadal anomalies were used for the period 1957–2013, and yearly anomalies used for the full period of their availability: 2005–2015. Other studies have examined the uncertainty in observed sea-level change due to different biases and a lack of global coverage by documenting several sources of observations [11,12]. In this study, we choose to use only NCEI as a reference for assessing ensemble variability and differences. We have previously noted that both the models and observations exhibit biases and uncertainties, and it is important to keep these biases in mind when comparing with model results. We use two different time periods for analysing sea-level trends in order to compare the effects of internal variability and structural model differences over both decadal and multi-decadal timescales, and over different ocean depths.

3. Results and Discussion

We analyse global steric sea-level trends and variability for decadal and multi-decadal time periods (Figure 4) to diagnose the effects of internal variability and different model structures from various ocean depths.
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multi-decadal timescales. Additionally, the observations themselves may not represent true sea-level rise, we calculated trends in the CMIP5 models included in this study with and without interactive aerosols (those with interactive aerosols are highlighted in bold in Appendix A) and compared these trends of those that did not. Table 1 shows how the mean ensemble sea-level trends decrease in the ensemble may be due to a lack of interactive aerosols in some of the models included here in the ensemble may be due to a lack of interactive aerosols in some of the models included in the ensemble [21,47]. As a simple test to characterize the effect of aerosols on steric sea-level rise, we calculated trends in the CMIP5 models included in this study with and without interactive aerosols (those with interactive aerosols are highlighted in bold in Appendix A) and compared these to the trends of those that did not. Table 1 shows how the mean ensemble sea-level trends decrease when considering only models with interactive aerosols, but that this effect is only pronounced on multi-decadal timescales. Additionally, the observations themselves may not represent true sea-level change, as ocean coverage is poor throughout the subsurface ocean and observations are biased towards the Northern Hemisphere, as coverage in the South is far less extensive [6–13].

Figure 4. Timeseries of 95% model ensemble range of steric sea-level change over different ocean depths. Observations from National Center for Environmental Information (NCEI) are overlaid, with dashed lines displaying uncertainty provided by the dataset. (A) and (B) display all available pentadal observations (1957–2013). (C) and (D) zoom in on yearly observations (2005–2015). Data is offset by the 1986–2005 average in (A) and (B). Data is offset by the 2005–2015 average in (C) and (D). Full ocean is defined as the entire available depth of each model ocean.

We show observational estimates as a reference for ensemble comparisons [40,41], keeping in mind the inherent uncertainties and limitations in both the model and observations. Pentadal observations are used from 1957–2013, and yearly observations are used from 2005–2015 from NCEI. All panels display the 95% range of each ensemble. Both the CESM and CMIP5 ensembles exhibit larger mean sea-level rise in the upper ocean compared to NCEI, which may be an artefact of several different types of biases in both models and observations. Model biases in CESM are discussed in the previous section with issues relating to the low-resolution version used. Discrepancies in the higher-resolution models that make up the CMIP5 ensemble may be due to multiple reasons, but the warm biases seen here in the ensemble may be due to a lack of interactive aerosols in some of the models included in the ensemble [21,47]. As a simple test to characterize the effect of aerosols on steric sea-level rise, we calculated trends in the CMIP5 models included in this study with and without interactive aerosols (those with interactive aerosols are highlighted in bold in Appendix A) and compared these to the trends of those that did not. Table 1 shows how the mean ensemble sea-level trends decrease when considering only models with interactive aerosols, but that this effect is only pronounced on multi-decadal timescales. Additionally, the observations themselves may not represent true sea-level change, as ocean coverage is poor throughout the subsurface ocean and observations are biased towards the Northern Hemisphere, as coverage in the South is far less extensive [6–13].
Table 1. Mean steric sea-level rise in Coupled Model Intercomparison Project Phase 5 (CMIP5) models, split into those models that have interactive aerosol chemistry (Interactive), and those that do not (non-interactive).

|          | 1975–2013 | 2005–2015 |
|----------|------------|------------|
|          | Interactive | Non-Interactive | Interactive | Non-Interactive |
| 0–700 m  | 0.454      | 0.655      | 1.153       | 1.053          |
| 700–2000 m | 0.057      | 0.152      | 0.270       | 0.275          |
| Full Ocean | 0.579      | 0.871      | 1.546       | 1.419          |

The comparison of steric sea-level trends in CESM over the different depths show that the majority of thermal expansion and total spread due to internal variability in the model ocean occurs closest to the surface, between 0–700 m depth. The uncertainties vary over different timescales: Figure 5 displays histograms of trends over the longer period, while Figure 6 shows trends over the most recent available decade, 2005–2015. The ensemble means are presented in Table 2, and we quantify uncertainty due to internal variability in CESM over different depths in Table 3. Internal variability contributes significantly to uncertainty in CESM trends, particularly in the upper ocean where we see a range of 0.117 mm·year⁻¹ in the upper ocean, out of the total of 0.151 mm·year⁻¹ range throughout the full ocean for the multi-decadal period. As expected, the range in trends is larger for CMIP5 than for the CESM ensembles over all depths and time periods, indicating that the effect of structural model differences + internal variability over multiple models is larger than that for internal variability in CESM for these timescales. Over the full ocean during the multi-decadal time period, we estimate a range of 0.151 mm·year⁻¹ in CESM to a range of 0.895 mm·year⁻¹ in CMIP5. From 2005–2015, we see a range of 0.509 mm·year⁻¹ for CESM, to a range of 1.470 mm·year⁻¹ in CMIP5. Table 3 also shows that variability in sea-level rise trends is larger during the more recent period (also seen in Figure 6) for both ensembles and for all integrated depths. The contribution from internal variability (CESM) in the full ocean over the longer period is approximately 17% of the variability seen in CMIP5, but this value increases to 46% over the shorter period. This increase in variability in CESM to a greater magnitude than in CMIP5 is consistent with previous studies showing that the effect of internal variability can be amplified on shorter timescales of ~10 years [37–39]. As a separate simple experiment, we have examined the vertical structure of steric sea-level rise (a proxy for ocean heat uptake) in the model ensembles using identical time periods to recently published observational estimates that include contributions from the deep ocean (2005–2013, hereafter the “Llovel period”) [3]. The referenced study calculates and provides estimates of steric ocean rise over the Llovel period for similar ocean depths (0–700 m and 700–2000 m), and also for the deep ocean (below 2000 m). This was done using a sea-level budget approach. Trends found via Argo [54], and the Gravity Recovery and Climate Experiment (GRACE) [55], are subtracted from trends obtained by satellite altimetry [56]. We use these data to examine whether our ensemble sampling internal variability fit within the range of observational uncertainty calculated using this sea-level budget method. Over the Llovel period for the depths of 0–700 m, both CESM and CMIP5 show mean trends of 1.05 mm·year⁻¹, which are considerably larger than the observational estimate (0.53 mm·year⁻¹). At mid-levels (700–2000 m), modeled values of 0.4 mm·year⁻¹ for CESM, and 0.27 mm·year⁻¹ for CMIP5 are more consistent with the observational estimate (0.38 mm·year⁻¹). The relatively low values in CMIP5 models at these mid-levels are consistent with previous results [52]. Using the sea-level budget approach, the calculated global observed trend below 2000 m is found to be −0.13 mm·year⁻¹. This negative sea-level trend implies deep ocean cooling, with large uncertainty. In contrast, we calculated 0.12 mm·year⁻¹ for CESM, and 0.1 mm·year⁻¹ for CMIP5 during this time period. The ensembles show a lower range in spread over these depths than in the upper ocean (not shown). Considering the model/data discrepancies, the spread in both model ensembles are within the range of uncertainty based on this calculated observational estimate [3]. Some CMIP5 models also exhibit negative sea-level change (e.g., cooling) in...
the deep ocean. The observed ranges were considered conservative due to observational limitations, prompting recent discussion on whether this negative trend is the result of deep ocean cooling, or perhaps due to the uncertainties in the sea-level budget [3,57,58]. Differences in deep ocean values between observed and modeled steric sea-level may also be due to a lack of observed data below 2000 m [54], and due to discrepancies in modeled temperature diffusion.

**Figure 5.** Histograms of model ensemble steric trends over different depth for the multi-decadal period (1957–2013). Full ocean is defined as the entire available depth of each model ocean. Red dashed lines are observations from the National Center for Environmental Information (NCEI), and black dashed lines are the model ensemble means. (A): CESM, 0–700 m; (B): CMIP5, 0–700 m; (C): CESM, 700–2000 m; (D): CMIP5, 700–2000 m; (E): CESM, Full ocean; (F): CMIP5, Full ocean.

**Figure 6.** Histograms of model ensemble steric trends over different depths for the decadal period (2005–2015). Full ocean is defined as the entire available depth of each model ocean. Red dashed lines are observations from NCEI, and black dashed lines are the model ensemble means. (A): CESM, 0–700 m; (B): CMIP5, 0–700 m; (C): CESM, 700–2000 m; (D): CMIP5, 700–2000 m; (E): CESM, Full ocean; (F): CMIP5, Full ocean.
Table 2. Ensemble mean trends in steric sea-level rise for both periods and ensembles over all evaluated depths.

| Mean (mm·year⁻¹) | 1975–2013  | 2005–2015 |
|------------------|------------|-----------|
|                  | CESM       | CMIP5     | CESM       | CMIP5     |
| 0–700 m          | 0.676      | 0.573     | 1.083      | 1.094     |
| 700–2000 m       | 0.232      | 0.113     | 0.407      | 0.273     |
| Full Ocean       | 0.983      | 0.753     | 1.607      | 1.470     |

Table 3. 95% range in ensemble steric sea-level rise trends for both periods and ensembles over all evaluated depths.

| Mean (mm·year⁻¹) | 1975–2013  | 2005–2015 |
|------------------|------------|-----------|
|                  | CESM       | CMIP5     | CESM       | CMIP5     |
| 0–700 m          | 0.117      | 0.597     | 0.573      | 0.993     |
| 700–2000 m       | 0.081      | 0.342     | 0.126      | 0.436     |
| Full Ocean       | 0.151      | 0.895     | 0.509      | 1.096     |

As expected, the difference in the range of uncertainty for global trends in steric sea-level change between CESM and CMIP5 is substantial (Figures 4–6, Tables 2 and 3). Analysis of steric sea-level rise (SLR) trends in climate models can provide useful diagnostic model information as well as guide assessments, but diagnosing regional trends and variability is perhaps more important to decision makers, since major damages (e.g., floods) tend to occur over relatively small scales [59]. We highlight variability in both model ensembles for different locations in Figure 7, calculating and displaying steric change for the ocean grid cells closest to these locations over the decadal time period of 2005–2015. Note that the CMIP5 models are drift-corrected at every point, minimizing potential regional biases (see Methods section). Figure 7 illustrates the importance of internal variability as it shows that on regional scales, the combination of structural model differences and internal variability in CMIP5 is of a comparable magnitude as internal variability in CESM. This demonstrates that the effect of coupled internal variability (CESM) increases with smaller spatial scales in sea-level rise, consistent with other examined atmospheric variables [23,37–39]. This illustrates the challenge in distinguishing forced responses to internal unforced variability within the sub-surface ocean using multi-model and initial condition climate model ensembles.

Figure 8 demonstrates how the effect of internal variability may impact the projections of sea-level rise estimates, using the northeastern coast of the United States as a reference. The plot shows different estimates of regional steric plus dynamic sea-level rise in the year 2100 from the CESM ensemble using the ensemble mean global average sea-level change (dashed green line), the ensemble mean sea-level change for the northeastern US (dashed black line), and the upper limit of the ensemble taking into account the model’s internal variability (red line). As seen in Figure 8, accounting for internal variability on a regional scale could increase the projection of the upper bound of sea level rise by an extra 10% for this region. Characterizing uncertainties surrounding internal variability can provide useful information to diagnose potential upper bounds of sea-level rise, taking into account vertical structure of ocean heat uptake and horizontal structure of ocean heat transport. In turn, this information can assist coastal planning and investment decisions [59].
4. Conclusions

This study uses two types of Earth System Model ensembles, to quantify steric sea-level rise uncertainties in climate model ensembles due to internal ocean variability and structural model differences. The first (CESM) isolates the effect of internal variability of the coupled system (including the full ocean), and the second (CMIP5) samples the combined effect of structural model differences and internal variability. While CMIP5 displays larger ranges of steric sea-level rise than CESM at all depths and over all time periods considered, the internal variability exhibited by the CESM model contributes significantly to uncertainties in the total trends for both decadal and interdecadal time scales. On a global scale, variability in CMIP5 dominates, while on regional scales at important coastal locations, the magnitude of uncertainty due to internal variability in CESM is of a similar magnitude to the multi-model ensemble. These results have important implications for adaptation planning and coastal strategies.
resource management, as region-specific sea-level change provides more decision-relative information than global mean values. Here we show that uncertainties surrounding both internal variability and structural model differences can influence regional upper bound projections of sea-level rise.
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Appendix A

We took the model run r1i1p1 from each of the CMIP5 model runs, and used the historical (1850–2005) and RCP 8.5 (2005–2100) simulations. Models in bold have fully interactive aerosol chemistry.

List of used CMIP5 models: ACCESS1-0, ACCESS1-3, bcc-csm1-1, bcc-csm1-1-m, BNU-ESM, CanESM2, CCSM4, CESM1-BGC, CESM1-CAM5, CMCC-CESM, CMCC-CM, CNRM-CM5, CSIRO-Mk3-6-0, EC-EARTH, FGOALS-g2, FIO-ESM, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H-CC, GISS-E2-R-CC, HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MIPI-ESM-LR, MIPI-ESM-MR, NorESM1-M, NorESM1-ME.

More information on these models can be found on the CMIP5 website: http://cmip-pcmdi.llnl.gov/cmip5/index.html.
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