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Abstract: Ferromagnetic resonance is a powerful method for the study of all classes of magnetic materials. The experimental technique has been used for many decades and is based on the excitation of a magnetic spin system via a microwave (or rf) field. While earlier methods were based on the use of a microwave spectrometer, more recent developments have seen the widespread use of the vector network analyzer (VNA), which provides a more versatile measurement system at almost comparable sensitivity. While the former is based on a fixed frequency of excitation, the VNA enables frequency-dependent measurements, allowing more in-depth analysis. We have applied this technique to the study of nanostructured thin films or nanodots and coupled magnetic layer systems comprised of exchange-coupled ferromagnetic layers with in-plane and perpendicular magnetic anisotropies. In the first system, we have investigated the magnetization dynamics in Co/Ag bilayers and nanodots. In the second system, we have studied Permalloy (Ni$_{80}$Fe$_{20}$, hereafter Py) thin films coupled via an intervening Al layer of varying thickness to a NdCo film which has perpendicular magnetic anisotropy.
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1. Introduction

Ferromagnetic nanosystems cover a broad range of materials and geometries, which are designed to exploit the intrinsic properties of magnetic materials as well as modify them via structuring, coupling magnetic components (exchange, dipolar, etc.), or a combination of the two [1]. This allows the tailoring of magnetic properties and behavior, which can then be exploited in specific applications, such as magnetic read-heads, data storage systems, or other spintronic devices [2,3]. Research in the area of magnetic materials is wide-ranging and covers extensive areas of materials, experimental methods, theory, and simulations [4–6]. In this paper, we will discuss some of the issues concerning nanodot arrays and coupled magnetic layer systems with specific emphasis on the use of magnetization dynamics.

The study of spin dynamics in magnetic systems allows a detailed analysis of the intrinsic and extrinsic properties of magnetic systems [7]. In the former, we include the magnetic properties, such as the magnetization, magnetocrystalline anisotropies, and g-factors of the materials in question. Extrinsic properties arise from the nanostructuring
of magnetic film structures as well as from the magnetic interactions between magnetic components of the system in question. For example, the magnetic exchange coupling between ferromagnetic layers will give rise to a modified dynamic response, which depends on the nature and strength of the coupling. Furthermore, reducing the physical dimensions of a magnetic body can cause a number of effects due to magnetic confinement \([8–10]\), which can alter the magnetic anisotropy (surface anisotropy) of the material and in certain cases can be manifested as the excitation of standing spin-wave modes, which give rise to multi-peaked FMR spectra.

In this paper, we will present the methodology for the vector network analyzer method for performing ferromagnetic resonance measurements \([11]\). This technique has been applied to the study of various nanometric systems, such as for nanostructured dot arrays of Co capped with Ag and magnetic layered structures of Py and NdCo separated by a non-magnetic layer of Al. In the latter, the composition of the NdCo has been varied as well as the thickness of the Al layer, which controls the magnetic coupling between the Py and NdCo films.

2. Vector Network Analyzer Ferromagnetic Resonance

In recent years, a number of alternative FMR methods \([11,12]\) have been developed, which have adapted the basic principles of the FMR experiment, making it more suitable for the measurement of nanostructured materials and nanoparticles. Of the methods available, the use of micro-resonators and stripline technologies in tandem with the vector network analyzer (VNA) is extremely promising and has now developed into a well-established method of performing ferromagnetic resonance (VNA-FMR) on thin films and low-dimensional structures. In this technique, the VNA acts as both source and detector, in which the two-port VNA device is connected, via high-frequency cables, to a coplanar waveguide (CPW) or stripline. The use of a planar micro-resonator (PMR) \([13]\) can also increase sensitivity of the measurement, though limits measurements to a fixed frequency, as we will discuss shortly. For the coplanar stripline, there is no resonant cavity, which means that measurements can be made over a broad range of frequencies (commonly referred to as a broadband FMR measurement). In this case, measurements can be made continuously up to tens of gigahertz. The two-port VNA is connected via high-frequency cables to the CPW through which a high-frequency electrical signal is passed from the VNA. The detection is made by measuring the four scattering or S-parameters; these consist of the two transmitted signals (port 1 → port 2, \(S_{21}\)) and port 2 → port 1, \(S_{12}\)) and the two reflected signals (port 1 ↔ port 1, \(S_{11}\) and port 2 ↔ port 2, \(S_{22}\)). These four parameters make up the elements of the S-matrix. Since the CPW is impedance-matched (50 \(\Omega\)) to the VNA output, this will maximize the transmitted signal, which makes the technique very sensitive to changes in the line impedance. The method requires a full two-port calibration to be implemented to remove background reflections from the cable/waveguide system.

The formal description of the signal obtained by the VNA-FMR method is based on the transmission and reflection coefficients, which are given in the form of the scattering or S-parameters and take into account the line impedance including the sample. These are expressed as lumped elements with the effective inductance \((L)\), series resistance \((R)\), shunt conductance \((G)\), and capacitance \((C)\), and can be expressed as \([12,14]\):

\[
S_{11} = \frac{i \omega L + R + Z_0}{i \omega L + R + Z_0} \left[ 1 + \frac{Z_0}{1 + Z_0(G + i \omega C)} \right] + Z_0
\]

and

\[
S_{21} = \frac{2Z_0}{i \omega L + R + Z_0} \left[ 1 + \frac{Z_0}{1 + Z_0(G + i \omega C)} \right] + Z_0
\]
where $Z_0$ is the characteristic impedance of the stripline and $\omega$ is the microwave angular frequency. For a symmetric setup, we would expect $S_{11} = S_{22}$ and $S_{21} = S_{12}$. In terms of the complex reflection coefficient, we can write:

$$\Gamma = \frac{Z - Z_0}{Z + Z_0}$$

or alternatively we can write:

$$\frac{Z}{Z_0} = \frac{1 + \Gamma}{1 - \Gamma}$$

where $Z$ is the impedance of the (sample) loaded stripline.

It should be noted that the sensitivity of this method can be limited by the quality of the cables and connectors. Often poor-quality components will introduce further reflections, thus limiting the transmission characteristics of the high-frequency signals. This is particularly true of measurements made at the high-frequency end and above around 40 GHz in general. The magnetic sample, usually in thin-film form, is placed (face-down) on top of the waveguide and located inside the poles of an electromagnet whose field direction should be ideally parallel to the stripline. Placing the sample on the stripline changes the characteristic impedance of the waveguide.

The signal-to-noise ratio is improved by covering as much of the stripline as possible. This can be important for broadband measurements where there is no signal amplification due to $Q$-factors. The measurement of the FMR spectrum can then proceed in one of two methods: (i) field sweep at a fixed frequency or (ii) frequency sweep with a fixed static magnetic field, $H_{dc}$. The VNA provides a measurement of the line impedance via transmission and reflection coefficients, which are related to the various $S$ parameters. It should be noted that the electrical signal which passes through the CPW will produce a small oscillating magnetic field, $h_{rf}$, around the CPW. It is this high-frequency magnetic field that is the driving field for the resonance measurement. As the field or frequency is swept through the resonance of the ferromagnetic sample placed on the CPW, the line impedance will change, hence altering the $S$-parameters, providing the measurement of the resonance itself. Figure 1 shows a schematic representation of a VNA-FMR setup.
A limitation of the traditional FMR experiment resides in the fact that it must be, by its very nature, a fixed-frequency measurement. The VNA-FMR technique, however, overcomes this problem since it does not require a cavity, and broadband measurements are possible. This, therefore, allows for direct measurement of the frequency–field dispersion relation for a magnetic sample. Excellent agreement with theory is found using this technique, as illustrated in the example of the dispersion relation for a thin Py film, shown in Figure 2.

![Figure 2.](image.png)

**Figure 2.** (a) In-plane VNA-FMR data for a 50 nm thick Py film [15] showing the frequency–field characteristics. The color variation shows the absorption intensity. (b) Extracted experimental data (points) from (a) and corresponding fit (line).

### 3. Fundamental Theory of Spin Wave Dispersion in Ferromagnetic Structures

The theory of FMR and more generally spin-wave excitations in ferromagnetic structures has a long history, with major development commencing in the 1950s, with the work of Kittel, Suhl, and co-workers, which in large part derived from the work of Landau and Lifshitz [16] and later Gilbert [17]. In this section, we will provide a summarized introduction to the principal considerations required for the understanding of spin dynamics in low-dimensional structures (thin films and nanostructures). The motion of the magnetization vector can be expressed in a phenomenological form and is frequently given by the Landau–Lifschitz equation, with Gilbert damping also referred to as the LLG equation, and is written as:

$$\frac{1}{\gamma} \frac{\partial \mathbf{M}}{\partial t} = -(\mathbf{M} \times \mathbf{H}_{\text{eff}}) + \frac{\alpha}{\gamma M_s} \left( \mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t} \right)$$

(5)

Here $\mathbf{M}$ and $\mathbf{H}_{\text{eff}}$ represent the magnetization and effective magnetic field vectors and $\gamma = |e|g/2m$ is the magneto-gyric ratio, in which $g$ is the $g$-factor. The first term on the right-hand side of Equation (5) can be viewed as the precessional motion of the magnetization vector about the effective magnetic field. The second term concerns the relaxation of this motion and is characterized by the value of $\alpha$, the Gilbert damping parameter. The combination of the two terms gives rise to a damped precessional motion of $\mathbf{M}$.

The magnetization is comprised of a static and dynamic component; $\mathbf{M}(t) = \mathbf{M}_0 + \mathbf{m}(t)$, with the latter arising from the addition of a microwave component, $\mathbf{h}_{\text{rf}}$, to the applied magnetic field, $\mathbf{H}_{\text{dc}}$. The total (effective) magnetic field, $\mathbf{H}_{\text{eff}}$, has several components, which we can express as $\mathbf{H}_{\text{eff}} = \mathbf{H}_{\text{dc}} + \mathbf{h}_{\text{rf}} + \mathbf{H}_{\text{in}}$. For ferromagnetic materials, we need to consider not only the static magnetic field, $\mathbf{H}_{\text{dc}}$, and dynamic field, $\mathbf{h}_{\text{rf}}$, but also the internal magnetic field, $\mathbf{H}_{\text{in}}$, which has a very important role to play in FMR. It will be this internal field component which will provide all the angular dependences due to the various magnetic anisotropies which may exist in the sample; magneto-crystalline anisotropy, shape anisotropy, and surface and interface anisotropy. In a standard FMR experiment, we can make the assumption that the dynamic component of the magnetization is much
smaller than the static component; \(|M_0| \gg |m|\), such that we can neglect second-order effects. This is a valid assumption when the microwave power used is low as in the case of standard microwave spectrometers and vector network analyzers.

Manipulation of the LLG equation via the substitution of the various components of \(M\) and \(H\) and the expansion of the equilibrium conditions for small-angle deviations, leads to the so-called Smit–Beljers (SB, also known as Smit–Suhl) equation \([18,19]\):

\[
\left( \frac{\omega}{\gamma} \right)^2 = \frac{1}{M^2 \sin^2 \theta} \left\{ \left( \frac{\partial^2 E}{\partial \theta^2} \right) \left( \frac{\partial^2 E}{\partial \phi^2} \right) - \left( \frac{\partial^2 E}{\partial \theta \partial \phi} \right)^2 \right\}^2
\]

(6)

where \(\omega = 2\pi f\) is the angular frequency. This equation neglects damping effects, which will add a small correction to the resonance frequency. Equation (6) uses the second derivatives of the free energy, \(E\), with respect to the polar and azimuthal angles, \(\theta\) and \(\phi\), in conjunction with the equilibrium conditions which are defined by the first derivatives of the free energy with respect to the polar and azimuthal angles:

\[
\frac{\partial E}{\partial \theta} = 0 \quad \text{and} \quad \frac{\partial E}{\partial \phi} = 0
\]

(7)

These equilibrium conditions define the direction of the magnetization vector under the specific conditions of the free energy density, including all magnetic anisotropies and applied external magnetic fields. The equilibrium (orientation) angles are often designated as \(\theta_{eq}\) and \(\phi_{eq}\) and the resonance condition will then be evaluated at this orientation. Contributions to the free energy will depend on the magnetic sample under consideration and will in effect be the same contributions that are considered in the effective magnetic field, where we have simply transferred from considering the effective field to considering the total energy of the system. In FMR, the Zeeman energy will always be a principal component due to static and dynamic (microwave) magnetic fields that are required. Additional contributions will also be required and are typically due to magnetostatic (or shape) energy and magneto-crystalline anisotropies. Further manipulation of the LLG Equation (5) \([20–22]\) allows for the exchange effects to be considered. This leads to a quadratic equation in \((Dk^2)\) of the form:

\[
\left( \frac{\omega}{\gamma} \right)^2 = (Dk^2)^2 + \left\{ \frac{1}{M} \frac{\partial^2 E}{\partial \theta^2} + \frac{1}{M \sin^2 \theta} \frac{\partial^2 E}{\partial \phi^2} \right\} Dk^2 + \frac{1}{M^2 \sin^2 \theta} \left\{ \left( \frac{\partial^2 E}{\partial \theta^2} \right) \left( \frac{\partial^2 E}{\partial \phi^2} \right) - \left( \frac{\partial^2 E}{\partial \theta \partial \phi} \right)^2 \right\}
\]

(8)

where \(D = 2A_{ex}/M_s\) and \(k\) represents the wave vector of the standing spin-wave mode whose allowed values are determined by the boundary (or pinning) conditions, where we have neglected the small correction due to the damping. Evidently for FMR, we can set \(k = 0\), whereby Equation (8) reduces to Equation (6) for the uniform FMR mode. The extent to which spin-wave terms are important can be principally defined by the exchange stiffness constant, \(A_{ex}\), the boundary conditions \([20]\), and the size of the magnetic entity. In many nanosystems, the size constriction is such that volume modes will not be excited, though arguments for surface modes can be made depending on the boundary conditions permitting surface freedom \([23]\). We will return to this question at a later stage.

The LLG equation is an intrinsically non-linear expression since the effective field is dependent on the magnetization. In the approximation that we consider under normal experimental conditions, where the dynamic component of the magnetization is small with respect to the static component, we can make an expansion of the variable magnetization in the form of a plane wave, with wave vector \(k\), such that:

\[
m(r, t) = \sum_k m_k(t) e^{ikr}
\]

(9)
Using the contribution of the spatial variation of the magnetization to the time derivative of the magnetization $\partial M/\partial t$, the dipole-exchange spin-wave dispersion relation for an infinite ferromagnetic medium can be written in the general form as [24]:

$$\left( \frac{\omega}{\gamma} \right)^2 = \mu_0^2 (H + Dk^2)(H + Dk^2 + M \sin^2 \theta_k)$$  \hspace{1cm} (10)

where $\theta_k$ defines the angle between the directions of the wave vector and the static magnetization.

For the case, where the film is in the $x$–$y$ plane and the field applied along the $x$-axis, the resonance equation can be expressed in the form [25]:

$$\left( \frac{\omega}{\gamma} \right)^2 = \mu_0^2 (H + Dk^2)\left[H + Dk^2 + MF_{qq}(k_L)\right]$$  \hspace{1cm} (11)

Here, $F_{qq}(k_L)$ is the matrix element of the magnetic dipole interaction and $L$ denotes the film thickness. In the case of free and perfect pinning, the wave vectors can be expressed in the form:

$$k^2 = k_x^2 + k_y^2 + \left(\frac{\pi}{L}\right)^2 = k_\parallel^2 + \left(\frac{\pi}{L}\right)^2$$  \hspace{1cm} (12)

The quantization for the spin waves has the same general pattern of modal number separated by 1 for the two cases. However, for an arbitrary angle between $k_\parallel$ and $M$ the matrix elements of the dipole interaction are expressed in a modified form as [25]:

$$F_{qq}(k_x, k_y) = 1 + P_{qq}(k)\left[1 - P_{qq}(k)\right]\left(\frac{\mu_0 M}{H + Dk^2}\right) \frac{k_x^2}{k^2} - P_{qq}(k)\frac{k_x^2}{k^2}$$  \hspace{1cm} (13)

If the spin wave propagates in the plane of the film, but perpendicular to the external magnetic field ($k_z = 0, k_y = k_\parallel$), the expression for $F_{qq}(k_L)$ takes the form:

$$F_{qq} = 1 + P_{qq}(k)\left[1 - P_{qq}(k)\right]\left(\frac{\mu_0 M}{H + Dk^2}\right)$$  \hspace{1cm} (14)

For the lowest value mode, $q = 0$, the function $P_{qq}(k)$ takes the form:

$$P_{00}(k) = 1 + \frac{1 - e^{-k_L}}{k_L}$$  \hspace{1cm} (15)

More complex function forms of $P_{qq}(k)$ exist for higher mode numbers. If we neglect the exchange, the dispersion relation for the lowest modes results in the so-called Damon–Eshbach (DE) surface magnetostatic modes, expressed in the form:

$$\left( \frac{\omega_{DE}}{\gamma} \right)^2 = \mu_0^2 [H(H + M) + M^2(1 - e^{-2k_L})/4]$$  \hspace{1cm} (16)

When the film is magnetized in the plane with $k_\parallel \perp M$, spin-wave modes can be divided into dipole dominated modes ($k = 0$), with frequencies expressed in Equation (16), and exchange dominated modes ($k > 0$), with frequencies given by the perpendicular standing spin-wave (PSSW) modes:

$$\left( \frac{\omega}{\gamma} \right)^2 = \mu_0^2 \left[H + D\left(k_\parallel^2 + k_\perp^2\right)\right]\left[H + D + H\left(\frac{M/H}{\pi/\gamma}\right)\right] k_\parallel^2 + Dk_\perp^2 + M$$  \hspace{1cm} (17)
For the uniform FMR mode in thin films, the resonance condition can be expressed in the simple Kittel form \[26\] as:
\[
\left(\frac{\omega}{\gamma}\right)^2 = \mu_0^2[H \cos(\theta - \Theta_H) + M \cos^2 \theta][H \cos(\theta - \Theta_H) + M \cos 2\theta]
\]
(18)

From this, the resonance field is obtained, and therefore Equation (18) can be used to fit angle-dependent FMR measurements, once the equilibrium conditions of the magnetization have been determined from the free energy of the system.

In the simple case of a single magnetic thin film, we can consider the allowed wave vectors for the standing spin wave modes via a simple model, where we reduce the wave vector to the direction (1D) perpendicular to the film plane. For the cases of perfect pinning and free pinning conditions, the wave vectors are generated for the \(p\)th mode as:
\[
k^{(pp)}(p) = \frac{p \pi}{L}
\]
(19)

and
\[
k^{(fp)}(p) = (p - 1) \frac{\pi}{L}
\]
(20)

Intermediate or partial pinning is more complex since the surface spins have a freedom which differs from zero (perfect pinning) and bulk freedom (free pinning). We can introduce a pinning factor, \(\delta\), which allows us to vary the pinning, such that:
\[
k^{(part)}(p) = (p - \delta) \frac{\pi}{L}
\]
(21)

From Equation (21) we can see that the two limiting cases of perfect pinning and freedom can be obtained for values of \(\delta = 0\) and \(\delta = 1\), respectively. Thus we can write that for intermediate pinning \(0 < \delta < 1\). The case of asymmetric pinning can also be considered. In this case, we can write:
\[
k^{(asym)}(p) = \left(p - \frac{1}{2}(\delta_1 + \delta_2)\right) \frac{\pi}{L}
\]
(22)

The values of \(\delta_1\) and \(\delta_2\) conform to the limits of \(\delta\) given above. This general case is seen to be coherent with the general representation, so for the case of symmetric pinning; \(\delta_1 = \delta_2 = \delta\) and Equation (21) is re-established. For the case of surface localized modes, where the surface freedom exceeds the bulk value, the wave vector becomes imaginary, \(k \rightarrow i\tau\), where \(\tau\) is a real number, and the mode profile will be such that the surface spins precess with a greater amplitude than bulk spins.

The existence of spin-wave modes in the resonance spectra is manifested by multiple absorption peaks in the FMR spectrum. The uniform or FMR mode will be shifted from its normal value, to a lower field, and the higher-order spin-wave modes are located at fields below that of the uniform mode. For the case of localized or surface modes, the resonance lines are shifted to higher field values with respect to the lowest spin-wave mode. A comprehensive account of higher-order spin-wave modes has been treated in [23].

4. Results and Discussion

4.1. Co/Ag Bilayers and Nanodots

Samples of 50 nm thick Co thin films were deposited on thermally oxidized silicon wafer substrates by Ion Beam Assisted Deposition (IBAD) [27]. During deposition, a Kaufmann ion source operating at 800 V and 7.5 mA was used to sputter the Co target. The base vacuum and deposition pressure were \(6.7 \times 10^{-5}\) Pa and \(4 \times 10^{-3}\) Pa, respectively. After the Co deposition, a 30 nm thick Ag capping layer was subsequently deposited without breaking the vacuum. A combination of electron beam lithography and ion milling was then used to pattern the Co/Ag thin film into a \(0.5 \times 0.5\) mm\(^2\) nanodot array with an
individual dot diameter of about 200 nm and a pitch of 400 nm. In Figure 3, we show scanning electron micrographs of a typical nanodot array at three different magnifications.

![Figure 3. Planar view SEM images of a Co/Ag nanodot array at (a) 150×, (b) 50,000×, and (c) 200,000× magnification.](image)

To better understand the nature of the VNA-FMR data, we use a continuous thin film with the same thickness profiles as for the nanodot structures. This serves as a reference from which we can compare the resonance spectra to determine the effect of nanostructuring. In Figure 4, VNA-FMR spectra for both the Co(50 nm)/Ag(30 nm) bilayer and nanostructured dots are shown. We will analyze the bilayer sample first and then consider the nanodot sample.

![Figure 4. VNA-FMR spectra for the Co(50 nm)/Ag(30 nm) samples. Raw data for (a) the bilayer sample and (b) the nanostructured dots, extracted data and fits for (c) the bilayer sample and (d) the nanostructured dots. The solid lines are the fits obtained from Equation (23), using the wave vector profiles given in Equation (21).](image)

For the bilayer system, we observe two clear resonance lines, which we interpret as arising from the first two perpendicular standing spin-wave (PSSW) modes, with $p = 1$.
and \( p = 2 \). The frequency–field characteristic and extracted data for the continuous thin film are illustrated in Figure 4a,c, respectively. The fits to the data are performed using Equation (10), which for our purposes takes the form:

\[
\left( \frac{\omega}{\gamma} \right)^2 = (\mu_0 H + \mu_0 M_s + Dk^2)(\mu_0 H + Dk^2)
\]

We then use Equation (21) in the fitting process to determine the relevant wave vectors and hence pinning parameter, \( \delta \). For this we have assumed a symmetric pinning, with \( \delta_1 = \delta_2 = \delta \). For the data shown in Figure 4c we obtain \( \delta = 1.1 \) for \( p = 1 \) and \( \delta = 1.4 \) for \( p = 2 \). The fitting procedure also used the following parameters: \( M_s = 1.08 \) T, a g-factor of \( g = 2.04 \) and an exchange stiffness constant of \( A_{ex} = 1.0 \times 10^{-11} \) J m\(^{-1}\) [28], which is reasonable for a 50 nm thick Co film. The fits shown in Figure 4c are in good agreement with the data and the physical parameters are consistent with the Co film studied. With regards to the pinning conditions, we note that the value for \( \delta \) is close to unity and is consistent with the almost perfect pinning condition.

We now turn our attention to the results for the nanodot structures. These are shown in Figure 4b,d for the raw and extracted data, respectively. The two resonance lines observed in the continuous thin film also appear to be present in the nanodot sample, though with modified wave vectors, these are shown in blue and red in Figure 4c,d. In addition to these modes, there is a further resonance mode in the nanostructured sample, as seen in the spectra and illustrated by the line in green in Figure 4d. This mode has a significantly weaker absorption, but is more clearly observed in the low frequency and low field range. The shift of resonance fields can be clearly attributed to the effect of nanostructuring. The first line that we can consider is the blue line, which appears to be very close to the corresponding blue line in the continuous film data for the \( p = 1 \) mode. The red line is somewhat shifted to smaller resonance frequencies with respect to the continuous film (\( p = 2 \) mode), but otherwise appears to be the same mode, which can be accounted for by a modified wave vector for this mode. Fitting these two lines can be based on the same principles as that for the thin film sample. In the latter, we considered that for a thin film the in-plane wave vectors should be zero since the film is effectively infinite in the film plane: \( k_{x,y} = (p_{x,y} - \delta_{x,y}) \pi^2 / L_{x,y}^2 = 0 \) since \( L_{x,y} \rightarrow \infty \) and thus \( k_{||} = 0 \), see Equation (12). For the case of our circular nanodots, the lateral dimensions, corresponding to the 200 nm diameter, can give rise to pinning conditions at the dot edges and thus we should consider the three-dimensional aspect of magnetic confinement. Using Equation (12), we can take into account the dot geometry and the edge pinning conditions, which we can express in a similar manner to the thin film case, from which we can write:

\[
l^2 = k_x^2 + k_y^2 + \left( \frac{p' \pi}{L} \right)^2 = (p - \delta_d)^2 + (q - \delta_d)^2 + (r - \delta_L)^2 \left( \frac{\pi}{d} \right)^2 = k_{pq}^2
\]

where \( \delta_d \) denotes the edge pinning conditions and \( \delta_L \) those of the upper and lower interfaces, \( d \) is the dot diameter, \( L \) the films thickness. In considering the three-dimensional case, we need to account for the mode numbers in three directions, as represented by the integers \( p, q, \) and \( r \). We note that Equation (24) considers that the pinning is equivalent in both lateral directions and is symmetric. This is justified for the current geometry, since there is no reason to suppose that there should be any variation of the pinning at the edges of the dot structure. In our calculations, we consider that the in-plane anisotropy is weak and that inter-dot (dipole–dipole) interactions are sufficiently weak that we can neglect their effect.

In the case of the first two bulk (PSSW) modes (i.e., the blue and red lines in Figure 4d), the resonance lines are slightly shifted towards a bulk-like uniform mode, since the origin of this curve is shifted to zero. The principal resonance line (denoted in blue) is very similar to that of the continuous film and can be expected to derive from similar boundary conditions as that of the \( p = 1 \) mode in the continuous thin film. The red line is much closer to the
We therefore see that we have used the following fit parameters: wave vectors and hence the lateral dimensions of the nanodot. Based on this analysis, we with respect to the continuous thin film since this will depend on the first terms in the second term, in general, to dominate for the wave vector, Equation (24). This will not be the case, however, for edge localized modes, since the degree of localization can be such that the in-plane wave vectors can rapidly increase for strong localization. We will discuss this issue shortly. We can express the resonance modes in terms of the quantization numbers \( p, q, \) and \( r \), from which we can write the lowest order modes as \( k_{111}, k_{211}, k_{121}, k_{221}, \) etc.

As previously, the quantization numbers are integer and commence at 1. We note that due to the circular symmetry, certain modes will be degenerated; \( k_{121} = k_{211}, k_{122} = k_{212} \), etc., but \( k_{211} \neq k_{112} \). By analyzing the lowest modes, we can assess which are the ones most likely to correspond to the modes observed in the FMR spectra. Setting \( n_1 = \pi^2/d^2 \) and \( n_2 = \pi^2/L^2 \), from Equation (24) we can write:

\[
\begin{align*}
  k_{111}^2 &= 2(1 - \delta_d)^2 n_1 + (1 - \delta_L)^2 n_2 \\
  k_{211}^2 &= [(2 - \delta_d)^2 + (1 - \delta_d)^2] n_1 + (1 - \delta_L)^2 n_2 \\
  k_{112}^2 &= 2(1 - \delta_d)^2 n_1 + (2 - \delta_L)^2 n_2 \\
  k_{221}^2 &= 2(2 - \delta_d)^2 n_1 + (1 - \delta_L)^2 n_2 \\
  k_{122}^2 &= k_{212}^2 = [(2 - \delta_d)^2 + (1 - \delta_d)^2] n_1 + (2 - \delta_L)^2 n_2
\end{align*}
\]  

(25)  

Before we analyze in more detail the mode ordering, we should note that since the principal resonance line in the nanodot system (blue) can be assumed to derive from the first resonance \( (p = 1) \) mode in the continuous film, the additional resonance in the nanods (indicated in green in Figure 4d) must therefore arise from a localized resonance mode. We conclude this from the fact that this resonance is situated at a higher magnetic field with respect to the principal resonance. This means that the wave vector is imaginary and pushes the resonance field to higher values since \( Dk^2 = D(\tau t)^2 = -D\tau^2 \). Inserting this into the resonance equation, Equation (23), means that the resonance field is shifted up in value (or alternatively, the resonance frequencies shift down), while normal bulk or PSSW modes are situated at lower fields or higher frequencies. This can be seen from the resonance lines shown in Figure 4. This conclusion is supported by the fact that the mode intensity is significantly weaker than the principal mode, which is to be expected since the modal intensity is proportional to the transversal dynamic magnetization. Using Equation (23), we find a good fit to this (green) resonance for which \( \tau = 2.85 \times 10^7 \text{ m}^{-1} \), see Figure 4d.

To analyze the mode ordering, we first note that \( n_1 \approx 2.47 \times 10^{14} \text{ m}^{-2} \) and \( n_2 \approx 3.95 \times 10^{15} \text{ m}^{-2} \), where we have used \( d = 200 \text{ nm} \) and \( L = 50 \text{ nm} \), respectively. We therefore see that \( n_2 > n_1 \) and can make the second terms in Equation (24) dominate the wave vector. Since we can assume that the upper and lower pinning conditions should be close to those of the thin film, i.e., \( \delta_L \sim 1 \), we can further simplify the analysis. In effect, this means the second terms for the modes with \( r = 1 \) will effectively vanish, for example in Equations (25), (26) and (28), etc. We can reasonably assign mode numbers corresponding to the wave vectors \( k_{111} \) and \( k_{211} \) or \( k_{121} \) to the first two PSSW modes, i.e., the blue and red lines shown in Figure 4d. This is coherent with the decreased mode separations, with respect to the continuous thin film since this will depend on the first terms in the wave vectors and hence the lateral dimensions of the nanodot. Based on this analysis, we can provide excellent fits to the experimental data, as illustrated in Figure 4d. For the fits we have used the following fit parameters: \( M_s = 1.09 \text{ T} \), a \( g \)-factor of \( g = 2.04 \), and an exchange stiffness constant of \( A_{ex} = 1.0 \times 10^{-11} \text{ J m}^{-1} \), which are in agreement with the parameters used in the fits for the continuous thin films. We note that the edge localized mode required a reduced value of the magnetization, \( M_s = 0.82 \text{ T} \). This parameter is important for setting the slope of the linear portion of the curve and may be interpreted as being due to a reduced magnetization at the edges of the nanodots.
4.2. NdCo/Al/Py Layered Structures

Trilayer samples consisting of a 64 nm thick amorphous NdCo$_x$ film with PMA and a 10 nm thick polycrystalline Py film with IMA, which are coupled through a nonmagnetic Al spacer, have been deposited via the magnetron sputtering technique. The trilayer structure itself is sandwiched between Al seed and capping layers, all of which have been grown on Si/SiO$_2$ substrates. The magnetic properties of the coupled thin films can be controlled by two independent parameters. On the one hand, varying the Co concentration ($x = 5, 7.5, \text{ and } 9$) in the NdCo$_x$ film allows the modification of the strength of its PMA. A maximum has been found for $x = 5$, whereas higher or lower Co concentrations lead to a gradually weaker PMA, respectively [29,30]. On the other hand, by adjusting the Al spacer thickness ($t = 0 \text{ nm, } 2.5 \text{ nm, } 5 \text{ nm, and } 10 \text{ nm}$), the type of coupling between the two magnetic layers can be set to either direct exchange coupling ($t \leq 1.5 \text{ nm}$) or stray field coupling ($t \geq 2.5 \text{ nm}$). In addition to the coupled bi- and trilayers, a series of reference samples, consisting of a single 10 nm thick Py film as well as single 64 nm thick NdCo$_x$ films with varying Co concentrations $x$, has also been prepared. For the remainder of this paper, the coupled trilayers will be named according to their Co concentration and Al spacer thickness as, e.g., X5T10 for a sample based on a NdCo$_5$ film and a 10 nm thick Al spacer.

The magnetic properties of the samples have been studied using magnetometry (AGM), MOKE, and FMR. In a previous work, we have analyzed the VNA-FMR data of these samples both as a function of the composition and as a function of the Al spacer thickness [31]. Further characterization has been performed using magnetic force microscopy (MFM). Indeed, these measurements show that the remnant state of the sample has a marked stripe domain pattern, with a periodicity of around 140 nm. This stripe domain pattern has been shown to originate in the NdCo layer and is replicated in the coupled Py film. In our previous study, we presented data for the in-plane FMR with the external magnetic field $H_{dc}$ applied along the in-plane hard axis of the samples. We now present the comparison of the in-plane easy and hard axis measurements for samples with a composition value of $x = 7.5$. The experimental FMR data are displayed in Figure 5.

![Figure 5](image)

**Figure 5.** In-plane frequency–field characteristics for VNA-FMR measurements of samples with composition $x = 7.5$. The $f$–$H$ characteristics are shown for the hard (a) and easy (b) axis of the sample. The corresponding insets illustrate the field configurations with respect to the in-plane hard and easy axis along with the virgin-state stripe domain pattern, after initial saturation at $H_{dc} = +0.9 \text{ T}$ along the in-plane hard or easy axis. (c) Raw VNA-FMR data for the easy axis of sample X7.5T5 for the up-swept field, showing the absorption line discontinuity passing through zero-field.

In this study, we note that the FMR signal comes solely from the Py layer and no explicit resonance is observed for the NdCo film. The FMR measurements were performed in a specific manner to enable us to correctly interpret and reproduce data. Prior to the FMR measurements, the samples were saturated with a static in-plane magnetic field of $H_{dc} = +0.9 \text{ T}$ along their easy or hard axis, respectively, i.e., along the direction of the actual measurement. We then perform a full hysteresis cycle from $+0.3 \text{ T}$ to $-0.3 \text{ T}$ and then back to $+0.3 \text{ T}$ in steps of 2.5 mT. Since the spectra only show the Py FMR, we also
show the FMR line for a single uncoupled Py film of the same thickness, as shown by the dash-dotted line in Figure 5a,b. This is useful since it also gives a reference line for comparison with the FMR of the coupled Py layers. We note that the single Py film has a small in-plane anisotropy, which we estimate from the graph to give an anisotropy field of around \( H_k = 2K_u/\mu_0M_s = 9 \text{ mT} \). We also note that the initial domain pattern after saturation are stripe domains, which are oriented in a direction parallel to \( H_{dc} \). Indeed, it is due to this characteristic that the sample system exhibits a reconfigurable anisotropy. We use the Py FMR as a method to probe the properties and the effect of the NdCo layer due to the magnetic coupling between the two ferromagnetic materials.

There are a number of important observations that we can make before considering a more detailed analysis. Firstly, we note that for the sample series under consideration, the non-magnetic Al spacer thickness allows us to vary the strength or the magnetic coupling between the NdCo\textsubscript{7.5} and Py layers. As the thickness increases, the coupling will reduce, and the Py layer characteristics will be expected to approach those of the isolated film (dashed line). This is roughly what can be observed in Figure 5 and is more clearly seen for the easy axis orientation Figure 5b. We have previously shown that the hysteretic behavior of the FMR line is strongly correlated to the hysteretic loop from magnetometry measurements. This allows us to find the coercive field, \( H_c \), and the saturation field, \( H_{sat} \), as indicated in Figure 5a, for the X7.5T2.5 sample. A further critical field, \( H_{crit} \), is indicated, which refers to the field at which the two branches of the hysteresis loop meet [31]. The resonance line follows the arrows shown in Figure 5a, where we note that the dashed arrows indicate the transition through zero-field, where the two branches (up-sweep and down-sweep) of the characteristics cross. Figure 5c shows the corresponding raw FMR data for the X7.5T5 sample. In fact, we note that the transition through zero-field is a little more complex than the data points suggest. In the up-swept data shown, the resonance line appears to cross the zero-field and a jump in the resonance line occurs for small positive fields. This branch then increases and joins the uniform FMR line at the critical field. The down-swept line has lower values of resonance frequency than the up-swept branch in this field range. This then results in the hysteretic behavior of the resonance frequency. In this region, the resonance line appears to be rather weak. Above \( H_c \), the resonance line is more pronounced and gradually joins the principal uniform resonance mode as the field reaches \( H_{sat} \).

For the hard axis measurements, the critical field appears to be independent of the spacer layer thickness, though the hysteresis is strongly influenced by the strength of the magnetic coupling of the Py layer with the NdCo\textsubscript{7.5} underlayer. If we consider the evolution of the FMR \( f-H \) characteristics for the sample series, as \( t \) decreases and the magnetic coupling increases, the FMR branches generally shift to higher frequencies, the saturation fields increase and the hysteresis loops appear to be reduced. We also see from this that the zero-field values are strongly affected by the coupling, and increase significantly from the uncoupled Py data. In considering the free Py layer, we note that the coupled Py film in the trilayers have an induced stripe domain texture, which is responsible for these low field differences in the FMR behavior.

The easy axis data show that while the FMR shifts also follow similar trends to that observed along the hard axis, the shifts are generally smaller and the strength of the hysteresis is inverted with respect to the hard axis. Furthermore, the critical field values appear to decrease with increasing Al thickness. The easy axis data also shows that the FMR characteristics of the coupled Py layers approach those of the single Py film as the Al layer thickness increases and decoupling from the NdCo film increases.

In consideration of the FMR behavior in the regions below the coercive field, we note that FMR measurements are highly sensitive to the relative orientation of the stripe domains and the rf magnetic field. This can lead to acoustic and optical modes, due to in-phase and out-of-phase precession of the magnetization in adjacent stripe domains [32], see Figure 6. As simulated in [33] for a single 200 nm thick Py film, stripe domains and rf
magnetic field $h_{rf}$ (dc magnetic field $H_{dc}$) are always perpendicular (parallel) during the entire hysteresis cycle and independent of the field sweep direction.

Above saturation, the magnetization of the coupled Py layer will be homogeneous and only the uniform FMR mode is observed. However, for applied magnetic fields lower than the saturation fields, stripe domains can give rise to two FMR modes, an acoustic mode and an optical mode, with the latter having a higher resonance frequency at the same magnetic field. The frequency difference between these modes can be substantial, though manipulation of the films can lead to a significant reduction in the separation of modes [33,34]. However, it should be mentioned that in the coupled trilayers, always just one type of mode is observed when sweeping the bias field $H_{dc}$ from positive to negative saturation and vice versa, with the mode order being always the following: uniform FMR mode $\rightarrow$ acoustic mode $\rightarrow$ optical mode $\rightarrow$ uniform FMR mode.

In order to understand the evolution of the resonance line, particularly in the region below saturation and between positive and negative coercive fields, we need to consider the orientation of the magnetization and the nature of the domain structure from the point of domain nucleation as the applied magnetic field $H_{dc}$ reduces from saturation to field strengths below the coercive field. This is intimately connected to the magnetization loops of the Py film. In the saturated state, the magnetization is rigorously aligned to the external field, with $H > H_{sat}$. In this domain state, the FMR absorption will rigidly follow the normal uniform mode, as given by the Kittel equation, such as expressed by Equation (23). We know that below both the saturation field and the coercive field, the magnetization can relax from the applied field orientation. In the coupled trilayers, any deviation from the Kittel equation would be indicative of a relaxation of the Py magnetization from the applied field direction, though the Py layer remains in a stripe domain state. Only below the coercive field does domain nucleation occur and the sample enters a multidomain state. For a stripe domain system, such as observed in Py coupled to NdCo, the relative sizes of the oppositely aligned domains will vary, as illustrated schematically in Figure 7. These oppositely aligned domains will undergo FMR in either the acoustic or optical modes, as shown previously in Figure 6, which occur at different magnetic fields (or frequencies).

From the hard axis data, see Figure 5, we note that the resonance line continues without deviation, on passing through $-H_c$, suggesting that the acoustic mode is excited (see Figure 8a). The resonance line continues undeviated on passing through zero-field. However, once the positive coercive field is reached, $+H_c$, there is an abrupt jump in the resonance line, as indicated by the red arrow in Figure 8b. At this point in the field sweep, the sample is by definition in a state with equal volumes of the two magnetic domains. To understand the jump in the resonance line, we suggest that at this point the acoustic mode is suppressed and the optical mode becomes visible. For equal volumes of oppositely aligned domains, we expect the transverse magnetization to be zero, so at the exact value of $H = +H_c$, the absorbed intensity will be zero. However, any further increase in $H$ will bring about an increase in the positive domains with respect to the negatively pointing
domains, and the transverse magnetization will be non-zero and thus an optical mode can be observed (see Figure 8a). We can resume this scenario in Figure 9, in which we follow the FMR hysteresis from negative to positive fields.

\[ -H_{\text{sat}} < H < -H_{\text{crit}} \]
\[ 0 < H < +H_c \]
\[ H = +H_c \]
\[ +H_c < H < +H_{\text{sat}} \]

**Figure 7.** Schematic illustration of the stripe domain pattern of the coupled Py layer for increasing magnetic field, starting at negative saturation, \(-H_{\text{sat}}\), and increasing in the positive direction up to \(+H_c < H < +H_{\text{sat}}\). Black arrows indicate the direction of the \(x\)-component of the in-plane magnetization \(m_x\) in the coupled Py layer, whereas their length is proportional to the magnitude of \(m_x\) inside the stripe domains. The change of the width of the stripe domains in the direction perpendicular to \(H_{\text{dc}}\) is, however, largely exaggerated and in reality only very small.

**Figure 8.** (a) Hard axis data of the X7.5 series. Red arrows indicate the field sweep directions with respect to the FMR line hysteresis around zero-field. The suggested modes corresponding to the different field regions of the \(f-H\) characteristic are also shown. (b) Easy axis frequency-field characteristic of the X5T5 sample for the up-sweep field direction. Critical and coercive fields are also indicated.

If we consider the resonance equation for the acoustic and optical excitations, we can adapt the FMR equation for the effective wave vectors associated with these modes. Since the in-phase, acoustic excitation follows from the uniform mode, we can consider a value of \(k_{\text{ac}} = 0\), while the optical mode should have a \(k\)-vector given by \(k_{\text{opt}} = \frac{2\pi}{\Lambda_D}\), where \(\Lambda_D\) corresponds to the periodicity of the stripe domain texture. We can now consider the frequency shift at \(H = H_c\) as deriving from the resonance equations for these two excitations. Thus we can write:

\[
\Delta f = f_{\text{opt}} - f_{\text{ac}} = \frac{\mu_0 \gamma^2 (2H_c + M) D k_{\text{opt}}^2 + \gamma^2 (D k_{\text{opt}}^2)^2}{4\pi^2 (f_{\text{opt}} + f_{\text{ac}})} \tag{30}
\]

where \(f_{\text{opt}}\) and \(f_{\text{ac}}\) are defined in Figure 9. Given that the wave vector for the optical mode must physically correspond to a real value, we can express the optical mode wave vector from Equation (30) as:

\[
k_{\text{opt}}^2 = \left(\frac{2\pi}{\Lambda_D}\right)^2 = \frac{\sqrt{\mu_0^2 (2H_c + M)^2 + 16\pi^2 \Delta f (f_{\text{opt}} + f_{\text{ac}}) / \gamma^2} - \mu_0 (2H_c + M)}{2D} \tag{31}
\]
Figure 9. Schematic illustrations of the in-plane magnetization and in-plane FMR hysteresis loops. In the lower panel, for the $M$–$H$ loop, we indicate the stripe domain patterns, which schematically show the relative sizes of the oppositely aligned magnetic stripe domain structure. The reversible portions (black), as well as the up-sweep (red) and down-sweep (blue) branches of the magnetization reversal loop, are also shown. The corresponding color scheme is also used in the upper panel for the FMR hysteresis. Indicatively shown are the expected acoustic and optical modes.

The proposed model, schematically illustrated in Figure 9, depicts the general form of both the magnetization and FMR hystereses. This is in agreement with previous findings [31] and with the data presented in this paper. At this point, we note that our proposed model is made under the assumption that the imprint of the magnetic stripe domain pattern from the NdCo film into the coupled Py layer is strong. However, the strength of interaction between those two magnetic layers varies according to the thickness of the Al spacer. Synchrotron-based experiments are in progress to understand this issue in more detail.

From the fact that the second term in the square root of Equation (31) is much larger than the first, we can simplify the expression and obtain an approximate relation between the stripe domain periodicity and the difference in frequency, $\Delta f = f_{\text{opt}} - f_{\text{ac}}$, such that:

$$\Lambda_D \simeq \frac{(2\pi\gamma D)^{0.5}}{[(f_{\text{opt}} + f_{\text{ac}})\Delta f]^{0.25}}$$

(32)
The exchange stiffness constant for Py is of the order of $A_{\text{ex}} = 1.3 \times 10^{-11} \text{ J m}^{-1}$ [35], which allows us to evaluate the spin wave constant $D = 2A_{\text{ex}}/M_s$. Using a value of $M_s = 0.7 \text{ T}$ (from fits of the in-plane VNA-FMR data of the 10 nm thick Py reference sample), we obtain $D = 4.309 \times 10^{-17} \text{ T m}^2$. Furthermore, we use $\gamma = g\mu_B/\hbar = 165.33 \text{ GHz/T}$. From the values of $f_{\text{opt}} = 4.6 \text{ GHz}$ and $f_{\text{ac}} = 3.7 \text{ GHz}$ for the hard axis measurement of sample X7.5T10, we calculate the stripe domain periodicity to be $\Lambda_D \simeq 135 \text{ nm}$. This is in excellent agreement with MFM images for this sample, where the periodicity was found to be around 140 nm.

There is a further element that requires explanation, which concerns the deviation of the FMR line from the uniform FMR line between the saturation and critical fields, as illustrated in Figure 5. Indeed, this deviation is significant for samples with strong coupling between the ferromagnetic layers, i.e., with low Al interlayer thicknesses. This is particularly noticeable in the hard axis measurements, where the deviations are more significant. For the thinnest Al interlayer of $t_{\text{Al}} = 2.5 \text{ nm}$, there is a very large increase. From the increase of the zero-field frequency for the free Py layer, we can estimate an increase of the resonance frequency in the region of 4.2–4.5 GHz for this sample. For the sample with $t_{\text{Al}} = 10 \text{ nm}$, this value drops to around 1.0–1.5 GHz. The value of this deviation of the resonance frequency, $\delta f$, should be related to the ferromagnetic coupling strength between the NdCo and Py layers. We can convert these frequencies into effective fields using a simple relation: $H_{\text{eff}} = \delta \omega/\gamma = 2\pi \delta f/\gamma$. Using the zero-field values for the frequencies, we estimate that the effective coupling field, $H_{\text{eff}}$ between the NdCo and Py layers drops from about 0.4 T to about 0.1 T as the Al interlayer thickness increases from 2.5 nm to 10 nm. This represents a significant ferromagnetic coupling between the layers.

5. Conclusions

Ferromagnetic resonance is an extremely sensitive tool for probing the dynamic magnetic behavior in ferromagnetic nanostructures and allows us to analyze in detail the properties of various types of nanometric systems. This will include a consideration of the dynamic magnetic properties of the system as well as boundary and magnetic coupling effects.

In this paper, we have shown two examples of the application of the VNA method for performing FMR experiments in magnetic nanostructures. In the first case, we use this technique to study the effect of nanostructuring on the dynamic magnetic properties of Co films and in particular the modification of the FMR spectra due to size reduction and edge effects. We show that the FMR for a continuous thin film can be interpreted from the excitation of PSSW modes, from which we can assess the pinning conditions arising at the magnetic boundaries of the upper and lower surface of the magnetic thin film. The effect of nanostructuring is seen to modify the wave vector of the PSSW modes and shifts the resonances accordingly. This arises from a consideration of the lateral confinement effect in the nanodot structure and can be taken into account in the expression of the three-dimensional wave vector. Furthermore, we note that an additional resonance is also observed and can be attributed to the existence of an edge localized resonance, which is due to the edges of the dot itself. The fit to the experimental values requires a small modification of the magnetization, which could also indicate that the edges of the ferromagnetic dots are reduced with respect to the bulk of the dot structure.

The second magnetic system that we have considered here are layered structures consisting of a hard magnetic NdCo film with perpendicular anisotropy coupled to a soft magnetic Py film, which naturally has an in-plane anisotropy. The coupling between the layers is controlled by the thickness of a non-magnetic Al spacer layer. Our FMR data were performed by making both up and down field sweeps from saturation and allowed us to highlight the hysteretic properties of the dynamic response. We have been able to explain the existence of this hysteresis by accounting for the switching of the modes between acoustic and optical resonances that naturally occur in unsaturated systems with different magnetic domains. Since the NdCo layer induces a regular magnetic stripe
domain structure in the Py film, we have been able to further interpret the data using a simple model to explain the frequency shift between the modes. This has ultimately been supported by the relation between the frequency shift and the stripe domain periodicity. The calculation of this periodicity gives a value of \( \Lambda_D \approx 135 \) nm and is in excellent agreement with MFM domain images, where a periodicity of 140 nm was observed.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- AGM Alternating gradient magnetometry
- CPW Coplanar waveguide
- dc Direct current
- DE Damon–Eschbach
- FMR Ferromagnetic resonance
- IMA In-plane magnetic anisotropy
- LLG Landau–Lifshitz–Gilbert
- MFM Magnetic force microscopy
- MOKE Magneto-optical Kerr effect
- PMA Perpendicular magnetic anisotropy
- PSSW Perpendicular standing spin wave
- Py Permalloy
- rf Radio frequency
- SWR Spin-wave resonance
- VNA Vector network analyzer
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