Quantum simulation of a lattice Schwinger model in a chain of trapped ions
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We discuss how a lattice Schwinger model can be realized in a linear ion trap, allowing a detailed study of the physics of Abelian lattice gauge theories related to one-dimensional quantum electrodynamics. Relying on the rich quantum-simulation toolbox available in state-of-the-art trapped-ion experiments, we show how one can engineer an effectively gauge-invariant dynamics by imposing energetic constraints, provided by strong Ising-like interactions. Applying exact diagonalization to ground-state and time-dependent properties, we study the underlying microscopic model, and discuss undesired interaction terms and other imperfections. As our analysis shows, the proposed scheme allows for the observation in realistic setups of spontaneous parity- and charge-symmetry breaking, as well as false-vacuum decay. Besides an implementation aimed at larger ion chains, we also discuss a minimal setting, consisting of only four ions in a simpler experimental setup, which enables to probe basic physical phenomena related to the full many-body problem. The proposal opens a new route for analog quantum simulation of high-energy and condensed-matter models where gauge symmetries play a prominent role.
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I. INTRODUCTION

At present, trapped ions are one of the physical systems in quantum-information science with the largest number of achievements [1, 2]. By coupling pseudo-spins represented by internal atomic states to collective lattice vibrations, high-fidelity entangling gates are now routinely performed in the lab [3–5]. A natural step forward undertaken in recent years was to exploit these technological possibilities for the quantum simulation of spin models [7–9], in both digital [5, 10] and analog [11] protocols. The underlying idea of such quantum simulations is to take advantage of accurate control of a physical quantum system, and to thus engineer an effective dynamics that mimics a quantum many-body model of interest [10–24]. First extensions into the domain of high-energy physics have also been undertaken, e.g., by simulating the Dirac equation [25], or with proposals for simulation of coupled quantum fields [26] or the Majorana equation [27]. But it remains an outstanding challenge in this field to extend these ideas to lattice gauge theories, whose many facets, from static to dynamical properties, present several technical difficulties for classical computations [28–31]. In the context of ultracold neutral atoms, several proposals for the quantum simulation of lattice gauge theories have been made recently [32–41], but the realization of gauge symmetries in alternative atomic or optical systems is currently unexplored [42]. The aim of this article is to show that the excellent control of the microscopic dynamics reached in ion traps may offer interesting perspectives in this direction. Concretely, we propose – relying on existing trapped-ion technology – a quantum simulation of the lattice Schwinger model [43], which is a one-dimensional (1D) version of quantum electrodynamics.

Currently, quantum simulation of gauge theories is receiving an increasing degree of interest, as these theories represent one of the most solid and elegant theoretical frameworks able to capture a variety of physical phenomena. For example, in condensed matter physics, gauge theories play a prominent role in frustrated spin systems, where the identification of emergent degrees of freedom in terms of gauge fields has provided a deeper insight into the physics of quantum spin liquids and exotic insulators [44–46]. At a microscopic level, in the standard model of particle physics, gauge theories provide a natural description of interactions between fundamental constituents of matter [28–31]. Despite their apparent simplicity, solving gauge theories is generally challenging, a long-standing example being the theory of strong interactions, quantum chromodynamics [28–31]. One of the main reasons for the difficulties in solving gauge theories is that they may present non-perturbative effects that are hard to capture within diagrammatic expansions, preventing the application of unbiased analytical approaches to the many-body problem.

Some of these limitations can be circumvented in the framework of lattice gauge theories (LGTs) [28–31]. Here, by means of Monte Carlo simulation of the corresponding lattice action, a broad regime of interaction parameters becomes accessible, thus allowing the investigation of non-perturbative effects with controlled numerical techniques [31, 40]. Nevertheless, classical simulations are severely limited by the sign problem, which prevents an accurate description of finite-density regimes (as relevant, e.g., for the core of dense neutron stars) and out-of-equilibrium dynamics (which is realized in heavy-ion collider experiments). Given these difficulties, it becomes particularly attractive to develop a quantum simulator of
LGTs.

The basic elements of a LGT are (typically fermionic) matter fields $\psi_i$ occupying lattice sites $i$, coupled to bosonic degrees of freedom, the gauge fields $U_{ij}$, which live on the links between neighboring sites (see Fig. 1a). In the context of a quantum simulator consisting of ultracold neutral atoms in an optical lattice, the fermionic fields can be naturally implemented with fermionic atoms. In contrast, the basic degrees of freedom in a trapped-ion quantum simulator are spins and bosons, constituted by internal states and collective ion vibrations, respectively. To make fermionic matter fields accessible to an ion setup, we therefore consider one-dimensional ion chains, allowing to use the Jordan–Wigner transformation to map fermionic degrees of freedom to pseudo-spins. Linear chains have the additional advantage that they are the natural geometry implemented in linear Paul traps.

Regarding the gauge fields, recent ideas to simulate classical gauge fields have emerged in the context of trapped ions [48–50], paralleling an exciting development in optical-lattice experiments [51–55]. Such classical fields have no dynamics of its own and may be described by a simple phase picked up during a tunneling process, $U_{ij} = e^{i\alpha_{ij}}$, with $\alpha \in \mathbb{R}$. Here, in contrast, we are interested in dynamical gauge fields, where $U_{ij}$ becomes a quantum field. In the Wilson formulation of LGTs [47] the $U_{ij}$ are characterized by continuous degrees of freedom. In a trapped-ion setup with discrete degrees of freedom, a natural formalism to implement the gauge fields is provided by the so called quantum link models (QLMs) [56–60], which represent a generic class of models that capture gauge invariance and at the same time facilitate quantum simulations. In this framework, Abelian gauge fields can be represented by spin-$S$ quantum operators, where the limit $S \to \infty$ recovers the corresponding continuous-variable gauge theory such as quantum electrodynamics or quantum chromodynamics. For lower spin representations, QLMs retain exactly the featured gauge symmetry and still share many features with the corresponding continuum gauge theories, such as the physics of confinement, string breaking, or false vacuum decay [50]. This last one is the example that we will analyze in the present article. The goal of this article is (i) to propose a realistic architecture, suitable for large ion chains, to realize such a QLM, and (ii) to illustrate how minimal instances of LGTs can be accessed even in basic setups. These points thus track a possible experimental roadmap where steps of increasing difficulty demonstrate significant signatures of many-body physics.

The present article is organized as follows. First, we introduce a QLM version of the Schwinger model (Sec. III), focusing especially on the spontaneous charge-conjugation and parity symmetry breaking encountered in this model. Then, in Sec. IV we explain how engineered spin–spin interactions can be used to enforce gauge invariance and to construct a microscopic Hamiltonian that — to second-order perturbation theory — generates the dynamics of the ideal QLM. In Sec. V we show the validity of the effective model by studying static and dynamic properties of the microscopic Hamiltonian, using exact diagonalizations of finite chains. Since experiments will likely start with very few ions, we present in Sec. VI a simpler (although, in contrast to Sec. III not scalable to larger chains) implementation with four ions. We show that this simple system already exhibits features related to the full many-body problem. In Sec. VII we outline a possible experimental sequence and discuss the most prominent error sources. Finally, in Sec. VIII we present our conclusions and an outlook on future directions.

II. ONE-DIMENSIONAL U(1) LATTICE GAUGE THEORIES AS QUANTUM LINK MODELS

In this article, we focus on a conceptually simple instance of a gauge theory, a one-dimensional U(1) QLM with staggered fermions. This model is chosen as a good compromise between feasibility and fundamental interest, allowing to demonstrate basic phenomena such as string breaking [61] shared with other, more complex LGTs [34]. It can be understood as a QLM version of the Schwinger model, which represents quantum electrodynamics in one dimension. The Hamiltonian describing the dynamics of this QLM is

$$H = -\frac{J}{2} \sum_{i=1}^{N} \left( \psi_i^\dagger U_{i,i+1} \psi_{i+1} + \text{h.c.} \right)$$

$$+ m \sum_{i=1}^{N} (-1)^i \psi_i^\dagger \psi_i + \frac{g^2}{2} \sum_{i=1}^{N} (E_{i,i+1})^2$$

$$= \tilde{H}_J + \tilde{H}_m + \tilde{H}_g.$$  \hspace{1cm} (1)

FIG. 1. (a) Lattice gauge theory. Fermions with annihilation operators $\psi_i$, living on lattice sites $i$, couple to gauge fields, represented by the operators $U_{i,i+1}$, living on links $i, i+1$. (b) A fermion tunnels from site $i$ to $i-1$ and flips the gauge field $S_{i-1,i}$ on the link in between. (c) A filled (empty) bullet denotes an occupied (empty) site. These can be mapped to spin up / down. (d) The tunneling process of panel b expressed in spin language.
The field operators $\psi_i^\dagger$ and $\psi_i$ at the lattice sites $i$ are creation and annihilation operators, respectively, of ‘staggered fermion’ particles. Staggered fermions are characterized by a mass term $H_m$ with alternating sign, and provide an elegant way of simultaneously incorporating matter and antimatter fields by using a single degree of freedom on bipartite lattices. In an associated quark picture, a fermion on even sites corresponds to a quark ($q$) and the absence of a fermion on odd sites to an anti-quark ($\bar{q}$); the opposite configurations denote the absence of quarks / anti-quarks. In order to keep the symmetry between matter and antimatter, the number of lattice sites $N_m$ has to be even.

In Hamiltonian $\tilde{H}$, the term $\tilde{H}_g$ describes the energy of the gauge field, with $E_{i,i+1}$ being an electric field operator associated with the link $i,i+1$. While in the Wilson formulation of LGTs, the link variables $U_{i,i+1}$ are parallel transporters spanning an infinite-dimensional Hilbert space, in the QLM formulation they may be defined as spin operators of arbitrary representation $S$, by setting $U_{i,i+1} = \tilde{S}_{i,i+1}^G$ and $E_{i,i+1} \propto \tilde{S}_{i,i+1}^z$. This choice of ‘quantum links’ retains the commutation relations $[\tilde{E}_{i,i+1}, U_{i,i+1}] = \tilde{U}_{i,i+1},$ required to assure gauge covariance of the gauge fields. The term $\tilde{H}_f$, finally, couples the matter and gauge fields via an assisted tunneling (see Fig. 1-b-c), and represents a key ingredient of any gauge theory in presence of matter fields [28][31][44].

The most distinctive feature of gauge theories such as the QLM of Eq. (1) is the presence of local (gauge) symmetries.

These imply that, given a set of local symmetry generators $\{\tilde{G}_i\}$, the system Hamiltonian is invariant under gauge transformations of the form

$$\tilde{H}' = \prod_i \exp\{i\alpha_i \tilde{G}_i\} \tilde{H} \prod_i \exp\{-i\alpha_i \tilde{G}_i\},$$

where $\{\alpha_i\}$ is an arbitrary set of parameters. For the gauge theory we are interested in, the generators read

$$\tilde{G}_i = E_{i-1,i} - E_{i,i+1} + \psi_i^\dagger \psi_i + \frac{(-1)^i - 1}{2},$$

where the constant term is due to the use of staggered fermions.

The gauge invariance expressed in Eq. (3) is equivalent to the condition $[\tilde{H}, \tilde{G}_i] = 0 \forall i$, implying that the Hamiltonian does not mix eigenstates of $\tilde{G}_i$ with different eigenvalues $\lambda_{\tilde{G}_i}$. Thus, gauge invariance may be imposed by restricting the Hilbert space to a sector with fixed $\lambda_{\tilde{G}_i}$.

In the case of the present U(1) gauge theory, the sector we are interested in is the one of balanced matter, i.e., equal number of quarks and anti-quarks, and we will restrict our considerations to this subspace. This subspace is defined by $\lambda_{\tilde{G}_i} = 0 \forall i$, i.e., it consists of all states satisfying the so-called Gauss law [29][60].

$$\tilde{G}_i |\text{phys}\rangle = 0 \quad \forall i.$$  

In the continuum limit, this condition reduces to the usual Gauss law of quantum electrodynamics, $\nabla \cdot \mathbf{E} = \rho$, where $\rho$ is the density of charged matter. We call states fulfilling the Gauss law the ‘physical’ states of our problem. The challenge for any quantum simulation of a gauge theory is to engineer the dynamics given by $\tilde{H}$, which connects only physical states, while avoiding gauge-variant perturbations to states $|\psi\rangle$ with $\tilde{G}_i |\psi\rangle \neq 0$. (Such perturbations correspond to, e.g., the spontaneous creation of an imbalance between quarks and anti-quarks, and are therefore ‘unphysical’.) Before explaining how this challenge can be met in the trapped ion chain, we first discuss the basic physics of the QLM of Eq. (1).

A. Charge-conjugation and parity symmetry breaking

Despite its simplicity, the model of Eq. (1) captures the physics of interesting phenomena associated to gauge theories. When the quantum links are represented by spins $S \geq 1$, the competition between the electric-field term $H_g$ and the mass term $H_m$, leads, for $J \ll m, g^2$, to a crossover between a ‘string’ state characterized by $\sum_i \langle \tilde{S}_{i,i+1}^z \rangle \neq 0 \ (m \gg g^2)$ and a ‘meson’ state featuring $\sum_i \langle \tilde{S}_{i,i+1}^z \rangle = 0 \ (m \ll g^2)$ [51][62].

In the $S = 1/2$ case that we are going to discuss in the rest of this article [63], the electric-field term $H_g$ is constant, and the system dynamics is described by the competition between the kinetic and the mass term. This competition leads to the spontaneous breaking of the parity (P) and charge-conjugation (C) symmetries, defined as

$$P \psi_{\frac{N_m}{2}+i} = \psi_{\frac{N_m}{2}-i}, \quad P \psi_{\frac{N_m}{2}+i}^\dagger = \psi_{\frac{N_m}{2}-i}^\dagger,$$

$$U_{\frac{N_m}{2}+i, \frac{N_m}{2}+i+1} = U_{\frac{N_m}{2}-i-1, \frac{N_m}{2}-i-1}^\dagger,$$

$$E_{\frac{N_m}{2}+i, \frac{N_m}{2}+i+1} = E_{\frac{N_m}{2}-i-1, \frac{N_m}{2}-i-1}^\dagger,$$

$$C \psi_i = (-1)^{i+1} \psi_i^\dagger,$$

$$C U_{i,i+1} = U_{i+1,i+2}^\dagger,$$

For sufficiently large positive values of $m/J$, the gauge fields are polarized, $\sum_i \langle \tilde{S}_{i,i+1}^z \rangle \neq 0 \ (\text{Fig. 2a, right side}).$ In the corresponding state, the parity and charge conjugation symmetries are spontaneously broken. For large negative values of $m/J$, parity and charge conjugation are restored, yielding $\sum_i \langle \tilde{S}_{i,i+1}^z \rangle = 0 \ (\text{Fig. 2b, left side}).$

To illustrate the physical meaning of this symmetry breaking, consider the mapping to the associated quark picture (Fig. 2). In this picture, C transforms a quark on site $i$ to an anti-quark at site $i+1$, etc. Now, for a pictorial visualization, consider a simplified scenario where $J = 0$, under periodic boundary conditions (for a discussion of various boundary conditions, see Ref. [54]). In that picture, at large negative $m$ the ground state consists
of alternating sources and drains of flux, and preserves C and P. The ground state at large positive $m$, however, displays a gauge-field string that threads across the system. This state is doubly degenerate, corresponding to the two polarization directions, and breaks C and P.

The transition from the former to the latter scenario is known as false vacuum decay. In a system with open boundary conditions, it leads to the formation of meson bound states at the boundaries. In the fermionic picture, these are represented by a quark–antiquark pair in the first two and last two sites. These meson bound states are connected by a polarized bulk with a string of spins oriented along one direction. Since the true vacuum has in the average a vanishing electric flux, the C and P breaking string for $m/J \to -\infty$ corresponds to a false vacuum. The transition between these two situations in a trapped-ion setup will be the main focus of this article. Notably, the phase diagram of the model Hamiltonian $H_{\text{QLM}}$ is only qualitatively known and subject of ongoing research [63]; its experimental implementation would constitute a relevant instance of a quantum simulation, especially when considering dynamics, such as associated with the false-vacuum decay and string breaking [61].
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**FIG. 2.** Ground states of the quantum link model (QLM) in several equivalent representations, for $m/J \to -\infty$ (left) and $m/J \to +\infty$ (right, only one of two degenerate solutions is drawn). Sketches are for vanishing quantum fluctuations ($J = 0^+$). Periodic boundary conditions, and gauge fields represented by spins 1/2.

(a) **Staggered-fermion QLM.** Physical states are invariant under gauge transformations with generators $\tilde{G}_i$, which span one matter and two gauge fields. (b) **Associated quark picture.** Fermions on even sites correspond to quarks ($q$, light green) and vacancies on odd sites to anti-quarks ($\bar{q}$, dark red); the opposite configurations denote the absence of (anti-)quarks. For $m/J \to -\infty$, alternating sources and drains of flux completely cover the chain, and the ground state is charge (C) and parity (P) invariant. For $m/J \to +\infty$, the system is empty of matter and has an un-broken flux string, breaking C and P symmetry. In this case, the Gauss law requires the same orientation for all gauge fields, allowing a double energy degeneracy, corresponding to the two directions of electric flux (only one of which is visualized here). (c) **Equivalent spin model $\tilde{H}_{\text{QLM}}$.** Fermions are mapped to spins via the Jordan–Wigner transformation. For $\tilde{S} = 1/2$ quantum links, right (left) flowing flux translates to an up (down) gauge-field spin. (d) **Rotated spin model $H_{\text{QLM}}$ for experimental implementation.** At $m/J \to -\infty$, the order parameters are characterized by $\sum_i (\psi_i^\dagger \psi_i - 1) = -1$ and $\sum_i (\sigma_i^z) = 1$. In the C and P breaking state at $m/J \to -\infty$, they take the values $\sum_i (\psi_i^\dagger \psi_i) = 0$ and $\sum_i (\sigma_i^z) = -1$.}

### B. Mapping to a spin model

To make the QLM of Eq. (1) accessible to a trapped-ion setup, we first map the fermionic fields to spin-1/2 degrees of freedom, using a Jordan–Wigner transformation,

$$
\psi_i^\dagger = e^{i\pi \sum_{k<i} (\tilde{\sigma}_k^z + 1)/2} \tilde{\sigma}_k^+, \quad \psi_i = e^{-i\pi \sum_{k<i} (\tilde{\sigma}_k^z + 1)/2} \tilde{\sigma}_k^-,
$$

$$
\psi_i^\dagger \psi_i = \frac{\tilde{\sigma}_i^z + 1}{2}.
$$

(7)

Then, the Hamiltonian that we aim at simulating reads

$$
\tilde{H}_{\text{QLM}} = -\frac{J}{2} \sum_i \left( \tilde{\sigma}_i^+ \tilde{\sigma}_{i+1}^+ \tilde{\sigma}_{i+1}^- + \text{h.c.} \right) + \frac{m}{2} \sum_i (-1)^i \tilde{\sigma}_i^z.
$$

(8)

Here, both types of spin operators denote the usual Pauli matrices, with $\tilde{\sigma}_i$ associated to the matter fields and $\tilde{S}_{i,i+1}$ to the link operators. Translated to spin language, the tunneling process $J$ sketched in Fig. (1b) becomes an assisted flip-flop process (Fig. [1b]). This is similar to a ferromagnetic XY interaction, but accompanied by a flip of the additional spin degree of freedom $S$. The second part in $\tilde{H}_{\text{QLM}}$ is simply a staggered, transverse magnetic field. The QLM model is now expressed purely by spin operators, which can be represented in the ions by pseudo-spins.
consisting of two internal states. In the implementation discussed below, the two types of spins are distinguished by choosing different internal levels to represent \( \sigma \) and \( S \) spins, respectively.

The gauge-invariant subspace that we are interested in fulfills the following constraint given by the spin version of the Gauss law [3–5],

\[
\mathcal{G}_i |\psi\rangle = 0, \quad \mathcal{G}_i = \frac{1}{2} \left[ \hat{S}_{i-1,i}^z - \hat{S}_{i,i+1}^z + \hat{\sigma}_i^z + (-1)^i \right].
\]

(9)

Here, we represented the electric field operator by the Hamiltonian

\[
\tilde{H}_i \equiv \frac{1}{2} \sum \left[ \hat{S}_{i-1,i}^z - \hat{S}_{i,i+1}^z + \hat{\sigma}_i^z + (-1)^i \right],
\]

(10)

where

\[
\tilde{H}_G = 2V \sum \mathcal{G}_i^2,
\]

(11)

For \( V \gg |J|, |m| \), this energetically suppresses unphysical, gauge-variant transitions to states with \( \tilde{\sigma}^z \) (see Sec. VII B for the consequences of relaxing this conditions). As we will see later, to create the desired couplings \( H_G \) with correct weights, we need to distinguish the \( \sigma \)- from the \( S \)-spins. This can be done by encoding the two types of fields in pseudo-spins with different resonance frequencies (Fig. 3).

Next, we describe how to engineer \( H_G \), as this will enforce gauge invariance. The associated high-energy scale will also be used to implement perturbatively the effective spin coupling \( \sim J \) characteristic of \( H_{QLM} \).

A. Effective spin–spin interactions

Engineering \( H_G \) in an ion setup requires the realization of single-spin operators proportional to \( \sigma^z \) and of spin–spin interactions of \( zz \) type. The implementation of \( \sigma^z \) operators is straightforward, e.g., by state-selective AC-Stark shifts due to off-resonant Raman transitions. The \( zz \) interactions can be engineered by a variety of schemes, e.g., by laser addressing of optical quadrupole qubits [4–6] or by driving rf transitions in ions in spatially varying magnetic fields [7–9]. The currently best-established technique for engineering \( zz \) interactions [9] encodes the pseudo-spins in two hyperfine states, and uses Raman lasers in “moving standing wave” configurations to generate interactions between the spins with the help of state-dependent AC-Stark shifts [10, 11]. In the following, we describe the main steps for obtaining effective spin–spin interactions with the last technique.

As sketched in Fig. 3, in this scheme, two lasers with optical frequencies \( \omega_1 \) and \( \omega_2 \) are far off-resonant with respect to a dipole-allowed transition to an auxiliary excited state \( |e\rangle \). To avoid spurious population of \( |e\rangle \), the detuning \( \Delta \) is much larger than the spontaneous decay rate of the excited state and the Rabi frequencies \( \Omega_i^p \), where \( i = 1, 2 \) numbers the laser beam and \( \mu = \downarrow, \uparrow \) the
internal state which is acted on. Under these conditions, one can eliminate the excited state, thus obtaining an effective Hamiltonian involving only the pseudo-spin states and collective vibrational modes.

The resulting atom–light interaction can be written as an effective Hamiltonian for the pseudo-spins:

\[
H_d = \sum_{n=1}^{N} \left( \frac{\hbar \Omega_{\alpha}^n}{2} e^{i \Omega_{\alpha}^n \Delta r_n - i \omega_{\alpha}^n t} + h.c. \right). 
\]

Here, \( N \) is the number of ions, and the pseudo-spins are represented by operators \( s_{\alpha}^n \), which denote \( \sigma \) or \( S \) spins, depending on whether the \( n \)-th ion encodes a matter or a gauge field. Further, \( \Delta r_n \) is the displacement of ion \( n \) from its equilibrium position; \( k_{\alpha} = k_1 - k_2 \) is the difference of the laser wave-vectors; \( \omega_{\alpha} = \omega_{1} - \omega_{2} \) is the difference of the laser frequencies; and \( \Omega_{\alpha}^n = (\Omega_{1,n}^\alpha - \Omega_{2,n}^\alpha) / \omega_{\alpha} \) is the two-photon differential Rabi frequency. Here, we assumed that the pseudo-spin energy-splitting \( \omega_{\alpha} \) is less than \( |\Delta| \) (\( \alpha = \sigma, S \)), meaning that the detuning to the excited level is approximately equal for the upper and the lower level.

Additionally, in writing Eq. (16), we exploited the fact that unwanted transitions between the pseudo-spin levels are avoided as long as the condition \( \omega_L \ll \omega_x \) is ensured.

For concreteness, we consider the situation where the pseudo-spin is coupled to the radial phonon modes in the \( x \) direction. To enable this coupling, the laser beatnote \( \omega_L \) has to be tuned close to the corresponding phonon frequencies \( \omega_x \). In a linear chain of ions in a Paul trap, the radial modes are ‘stiff,’ meaning that the energy scale associated to a local ion vibration (given by the transverse trapping potential) outweighs the coupling of vibrations via the Coulomb repulsion, i.e., \( \beta_x \equiv e^2 / (M \omega_x^2 d_0^2) \ll 1 \), where \( M \) is the ion mass, \( \omega_x \) the trap frequency in \( x \) direction, and \( d_0 \) the inter-ion distance. In such a situation, the radial phonon modes are only slightly dispersed and we can approximate \( \omega_2^x \approx \omega_x \). Thus, the lasers couple the internal states almost equally to all modes. The condition of tuning close to the phonon frequencies then becomes \( \omega_L = \omega_x - \delta_x \) with \( \delta_x \ll \omega_x \), as sketched in Fig. 3c.

Additionally, to address the vibrational modes in the \( x \) direction, the difference of the laser wave-vectors \( k_1 \) has to point along the \( x \) axis. Then, we can use the corresponding phonon operators to replace

\[
k_{L} \cdot \Delta r_n = \sum_{q=1}^{N} \eta_{q,n} a_q^\dagger + h.c. \tag{17}
\]

Here, \( \eta_{q,n} = M_{\alpha q} k_{\alpha} / \sqrt{2M \omega_2^q / \hbar} \) is the Lamb–Dicke parameter, with \( k_{\alpha} = |k_{\alpha}| \). The matrices \( M_{\alpha q} \), obtained by diagonalizing the elasticity matrix of the ion crystal, transform the localized vibrations of the \( n \)-th ion into normal modes with creation operator \( a_q^\dagger \).

Typically, \( \eta_{q,n} \ll 1 \), so that we can expand the exponential in Eq. (16) up to first order. Then, including the eigenenergies of the collective vibrational modes, we obtain a spin–phonon Hamiltonian of the form:

\[
H_{sp} = \sum_{q=1}^{N} \hbar \delta_q a_q^\dagger a_q + i \sum_{n=1}^{N} \hbar \omega_n n^2 / 2 \sum_{q=1}^{N} \eta_{q,n} a_q^\dagger + h.c. \tag{18}
\]

Here, we transformed into an interaction picture with respect to the laser beatnote \( \omega_L \), in which the eigenfrequencies of the phonon operators are shifted to \( \delta^q \equiv \omega_2 - \omega_L \).
Moreover, we employed a rotating-wave approximation neglecting terms rotating at frequencies $\omega_q^2 + \omega_L$, which is valid for $\Omega_n \ll \omega_L$. Since $\omega_L \approx \omega_s$, for realistic trap frequencies lying in the range $\omega_s = 1 - 10$ MHz, it suffices to consider $\Omega_n = 0.1 - 1$ MHz.

For pseudo-spins encoded in an optical quadrupole transition, one can derive an effective Hamiltonian equivalent to Eq. (15) by using two laser beams, one tuned close to the middle between carrier and red sideband, and the other between carrier and blue sideband, as depicted in Fig. 7. If these beams have the same Rabi frequency $\Omega'_n$, one obtains the spin–photon coupling as in Hamiltonian (18), with $\Omega_n = 2 |\Omega'_n|^2 / \omega_x$, 68. As a major advantage of this scheme, the two beams co-propagate, so that $k_L$ is directly the laser wavenumber instead of the difference between two beams, allowing larger coupling strengths.

In Hamiltonian (18), the local spin degree of freedom couples to delocalized phonon modes, which perturbatively transmit the desired interaction between different spins. To see this, it is useful to separate spins and phonons by the canonical transformation $H \rightarrow e^{S H} e^{-S}$ with

$$S = i \sum_n \frac{\Omega_n}{s} \sum_q \frac{\eta_q}{\delta_q} a_q^z - \text{h.c.}. \quad (19)$$

In addition to linear terms $\propto \sigma^z$, this gives the effective spin–spin interaction 69, 70, 72, 73

$$H_V = \sum_{m,n} V_{mn} \sigma^x_m \sigma^x_n, \quad (20)$$

where the sum is taken over all pairs of ions, and where the interaction strength is

$$V_{mn} = - \sum_q \frac{8 M M_{mq} M_{nq}}{\hbar^2 k_L^2} \frac{\eta_q}{\delta_q^2} \left( \frac{\delta_q}{\delta_q^2} \right). \quad (21)$$

For the moment, we assume that Eq. (20) is exact. We will address the errors arising in its derivation in Sec. VTB.

**B. Engineering the Gauss law**

When constructing $H_G$ via the spin–spin interactions (20), we have to consider an additional subtlety: the distance $d(S_{i-1,i}, S_{i,i+1})$ is twice as large as $d(S_{i-1,i}, \sigma_i)$ or $d(\sigma_i, S_{i,i+1})$, but, for $\beta_x \ll 1$, $V_{mn}$ approximately decays as a dipolar power law with distance between ions $m$ and $n$. Therefore, to obtain $H_G$ with equal couplings as given in Eq. (15), we need to strengthen the $S_{i-1,i}S_{i,i+1}$ interactions with respect to the terms $\sigma_i^z S_{i-1,i}^z$ and $\sigma_i^z S_{i,i+1}^z$. Since $\sigma$ and $S$ spins have different resonance frequencies, one can achieve different coupling strengths via global laser beams, where the beam that is close to resonance for the $S$-spin transition has a larger intensity than the one for the $\sigma$-spin transition. This possibility of strengthening the interaction $S_{i-1,i}^z S_{i,i+1}^z$ is the main reason why one needs two different types of pseudo-spins. Using $\Omega_n = \Omega_s$ if $n$ is a $\sigma$ spin and $|\Omega_n| = |\Omega_s| = 8 |\Omega_s|$ if $n$ denotes a $S$ spin, we obtain the Hamiltonian

$$H_V = \sum_{i,j} \frac{1}{D_{ij}} \sigma_i^z S_{j,j+1}^z + \sum_{i<j} \frac{1}{D_{ij}} \left[ S_{i,i+1}^z S_{j,j+1}^z + \frac{1}{2 \omega_s^2} \sigma_i^z \sigma_j^z \right], \quad (22)$$

with interaction energy scale

$$V = \hbar \frac{\eta_0^2}{8 \delta_x^2} \beta_x \omega_x, \quad (23)$$

where $\eta_0 \equiv k_L / \sqrt{2 M \omega_s / \hbar}$. In Eq. (22), $D_{ij} = |i - j|^3$ and $D_{ij}^S = |i - j| |\text{sgn}(i - j)|^3$ encode the dipolar distance dependence, where we defined $\text{sgn}(X) = +1$ if $X \geq 0$ and $\text{sgn}(X) = -1$ otherwise. Due to the choice of $|\Omega_s| = 8 |\Omega_s|$, the interactions for the pairs $\sigma_i^z S_{i-1,i}^z$, $\sigma_i^z S_{i+1,i}^z$, $S_{i-1,i}^z S_{i,i+1}^z$, and $S_{i-1,i}^z S_{i,i+1}^z$, have equal strengths, $D_{i-1,i} = D_{i,i+1} = D_{i+1,i} = 1$. Collecting the largest contributions $\sigma_i^z S_{i-1,i}^z$, $\sigma_i^z S_{i+1,i}^z$, and $S_{i-1,i}^z S_{i,i+1}^z$, and adding suitable single-spin operators $V \sum_i (\sigma_i^z + 2 S_{i,i+1}^z)$, we obtain $H_G$, given by Eq. (15), as desired [74]. If $V$ is stronger than all other energy scales, the system is now energetically constrained to stay in the gauge-invariant subspace.

As an undesired byproduct, Eq. (22) leaves us with the interactions

$$H_V^{\text{irr}} = \sum_i \left[ \sum_{j \neq i, i+1} \frac{1}{D_{ij}} \sigma_i^z S_{j,j+1}^z \right] + \sum_{i<j} \frac{1}{D_{ij}} S_{i,i+1}^z S_{j,j+1}^z + \sum_{i<j} \frac{1}{2 \omega_s^2} \sigma_i^z \sigma_j^z \right]. \quad (24)$$

We identify three types of (gauge invariant) imperfections, all of which follow dipolar power laws, but with different strengths due to $|\Omega_s| \neq |\Omega_x|$: (i) An interaction between matter and gauge fields, with the strongest contribution having the weight $V/27$. (ii) An interaction among matter fields, with the strongest contribution being $V/64$. (iii) An interaction among gauge fields, with the strongest contribution $V/8$. These interactions are much smaller than $V$. They can be treated as small perturbations as long as they decay sufficiently fast to be irrelevant in the renormalization-group sense, as is the case for dipolar interactions in 1D [75, 77]. An improved suppression of undesired longer-range interactions may be achievable by a suitable choice of detunings and trapping frequencies [69]. Alternatively, but more demanding, one could engineer the spin–phonon couplings with a larger number of laser frequencies, which allows to generate only the desired interaction pattern [77].

In Sec. IVB, we will address the quantitative effects of the gauge-invariant contributions given by $H_V^{\text{irr}}$. Before that, we will show how one can generate the desired dynamics $H_{QLM}$ within a perturbative framework, provided the system dynamics is energetically constrained onto the gauge-invariant subspace by means of a strong $H_G$. 

C. Engineering the system dynamics

The desired dynamics of the QLM given by Eq. (13) consists of the mass term $H_m$ and the matter–gauge field interaction $H_J$. The single-particle terms generating $H_m$ are simple to implement, e.g., via laser-induced AC-Stark shifts. On the other hand, the three-body terms appearing in $H_J$ present a major challenge, as they are usually not generated as direct interaction processes. Nevertheless, taking advantage of the large energy scale $V$ imposing gauge symmetry, they can be obtained in second-order perturbation theory. Our starting point are conventional two- and one-body terms,

$$H_1 = H_K + H_B = \sum_{i<j} K_{ij} \sigma_i^x \sigma_j^x + \sum_i BS_i^{zz},$$  \hspace{1cm} (25)

where we consider the regime $|K_{ij}|, |B| \ll V$. The single-spin terms of $H_B$ can be created in a straightforward way by radio-frequency or Raman beams driving the internal transition. The term $H_K$ can be implemented as Mølmer–Sørensen-type interactions [78]. Such interactions are generated by two lasers with equal Rabi frequencies $\Omega_{\sigma,xx}$, and with optical frequencies $\omega_\sigma \pm \delta_\sigma$. Here, $\omega_\sigma$ is the energy difference of the $\sigma$-pseudo-spin levels and the detuning $\delta_\sigma$ lies close to vibrational frequencies $\omega_q$. Due to the different energy splittings of the $\sigma$ and $S$ qubits, these lasers do not couple to the $S$ spins. The resulting spin–spin interactions act only among $\sigma$ spins, with strength $[12,13]

$$K_{ij} = -\sum_q \frac{\Omega_{\sigma,xx}^2 \eta_q \eta_q \hbar \omega_q}{\delta_\sigma^2 - \omega_q^2}. \hspace{1cm} (26)$$

To avoid cross terms of the type $\sigma_i^x \sigma_j^y$, it is convenient if the phonon modes addressed here are different from those used for the $zz$ couplings, for example by choosing vibrations in a different direction. Alternatively, such cross terms will be energetically suppressed by the Gauss law.

Taking $H_1$ as a perturbation to $H_G$, we can obtain an effective Hamiltonian for the low-energy sector of $H_G$, given by $E_\sigma \equiv \langle \psi | H_G | \psi \rangle = 0$. This sector is equivalent to the gauge-invariant subspace defined by $G_i | \psi \rangle = 0 \ \forall i$. In second-order perturbation theory, we obtain the effective interaction in the gauge-invariant subspace

$$H_J = -\frac{J}{2} \sum_i (\sigma_i^- S_{i,i+1}^+ \sigma_{i+1}^- + \text{h.c.}), \hspace{1cm} (27)$$

where we defined $J \equiv \frac{KB}{2}$, assuming a homogeneous $K_{i,i+1} = K$. Similar hopping terms, but realized within four hyperfine states of a single ion and for a single-mode coupling, have been envisioned in Ref. [26]. Notably, Eq. (27) is a nearest-neighbor Hamiltonian; longer-range interactions and terms such as $\sigma_i^x S_{i,i+1}^+ \sigma_{i+1}^- \sigma_i^x$ are suppressed by the energy penalty $H_G$ [79].

FIG. 4. Schematic level diagram of a single ion summarizing the applied spin–phonon couplings (sketched for optical quadrupole qubits as in $^{40}$Ca$^+$). The processes in Fig. 2b-c couple $S_i$ and $S_{i+1}$ to radial phonon modes. The correct weight of $zz$ interactions for the Gauss law requires effective coupling strengths $\Omega_{\sigma,xx} = 8 \Omega_{S,xx}$. Such interactions in $H_K$ may be generated by Mølmer–Sørensen-type couplings of strength $\Omega_{\sigma,zz}$. Coupling to undesired internal levels is avoided by selection rules and Zeeman splittings $\Delta \Omega_{S,zz}$. Whether the ion represents a $S$ or $\sigma$ spin is determined by its initialization in the state $|\uparrow\rangle_S$ or $|\downarrow\rangle_\sigma$.

Summarizing, the microscopic model reads

$$H_{\text{micro}} = H_K + H_B + H_m + H_G + H_V^{\text{err}} = \sum_{i<j} K_{ij} \sigma_i^x \sigma_j^x + \sum_i BS_i^{zz} + \frac{m}{2} \sum_i \sigma_i^z + 2V \sum_i (G_i)^2 + H_V^{\text{err}}. \hspace{1cm} (28)$$

Here, $G_i$ is given by Eq. (14) and $H_V^{\text{err}}$ by Eq. (24). The spin–phonon couplings required to generate $H_G$ and $H_K$ are summarized in Fig. 4.

In the limit $|K|, |B| \ll V$, the dynamics of $H_{\text{micro}}$ is confined to the gauge-invariant subspace and effectively reduces to $H_{\text{QLM}} + H_G$, plus the undesired dipolar $zz$ interactions $H_V^{\text{err}}$. The accuracy of the quantum simulation will, therefore, be dominated by two error sources. On the one hand, for the desired dynamics $H_{\text{QLM}}$ to dominate over $H_V^{\text{err}}$, one needs $|m|, |J| \gtrsim V/8$. On the other hand, one requires $|J| \ll V$ in order to neglect contributions to the effective interactions $G_i$ arising in higher orders of $J/V = KB/V^2$. Such contributions can modify the system dynamics and compromise gauge invariance. We will show next that the parameter window left open by these two error sources allows to retain approximate gauge invariance while at the same time observing the correct dynamics.
IV. NUMERICAL ANALYSIS

As explained in the previous section, at small $J/V$ the microscopic model $H_{\text{micro}}$, Eq. (28), reproduces the physics of the lattice gauge theory $H_{\text{QLM}}$, Eq. (13). In this section, we test these perturbation-theoretical considerations via exact diagonalizations of finite chains. We consider 6 matter-field plus 6 gauge-field spins, under periodic boundary conditions to avoid boundary effects (see Sec. IVB for a discussion of possible effects of non-homogeneous ion distances and open boundary conditions). For simplicity, we set $B = K$, and we assume a dipolar decay of the interactions in $HV$ and $HK$. In particular, we study the influence of these error terms on the system under changing the sign of $m$ (with $J > 0$). Below, we first consider ground-state properties. Afterwards, we estimate the optimal parameter values to see the false-vacuum decay in an adiabatic sweep from the C-and-P-invariant to the C-and-P-breaking situation.

A. Ground state of the microscopic model

The degree of gauge invariance achieved by the microscopic model is measured by violations to the Gauss law [14], which can be quantified by $G^2 \equiv \sum_i (G_i^2)/N_m$ (Fig. 5a-b). As expected, when $KB/V^2$ is not a small energy scale, second-order perturbation theory breaks down, and $H_G$ is no longer efficient in energetically suppressing gauge-variant terms. The onset of this effect is linear in $J/V$ and quadratic when expressed in $K/V$, as expected from second-order perturbation theory. Up to the range of $J/V \approx 0.3$, however, the system remains approximately gauge invariant.

As $J/V$ is increased, due to $H_D$ the gauge fields acquire a finite polarization $S^x \equiv \sum_i (S_i^x)/(N_m$ (Fig. 5c). Simultaneously, due to $H_K$ the matter fields display an antiferromagnetic ordering in the $z$ direction. Both effects are not foreseen in the ideal model [13]. These effects are more pronounced close to $m = 0$, which corresponds to a potential critical region in the QLM.

A quantitative indicator for deviations resulting from these perturbations is provided by the overlap of the exact microscopic ground-state to the ideal one (Fig. 5d). In general, this overlap is a very strict measure, and we can understand it as a loose lower bound to the quality of the ground state. As expected from the analysis of $S^x$ and the gauge invariance, it decreases at large $J/V$ and in a relatively broad region around $m = 0$. Additionally, the overlap is strongly suppressed at small $J/V$, due to the undesired dipolar terms $H_D$. These terms form a relevant contribution when $J/V \lesssim 1/8$ or $|m|/V \lesssim 1/8$. Being gauge invariant, they do not affect the Gauss law, but they do change the dynamics of the system.

To analyze in how far these deviations affect the ground-state phase diagram, we now study the order parameters $S^z \equiv \sum_i (S_i^z)/(N_m$ (Fig. 6a-b) and $\sigma^z = \sum_i (\sigma_i^z)/(N_m$ (Fig. 6c). As discussed in Fig. 2a, at
$m/J = -\infty$ we expect for the ideal model $\sigma^z = 1$ and $S^z = -1$. At $m/J = \infty$, we expect $\sigma^z = -1$ and $S^z = 0$. The last value is realized by a superposition of the two parity-breaking states with fluxes in negative and positive direction (see Fig. 2), i.e., by the two antiferromagnetic configurations of $S^{z}_{i,i+1}$ that are shifted by one lattice spacing (Fig. 3). The expected behavior at large $|m|$ is indeed what is observed in the microscopic model.

Deviating from the QLM, around $m = 0$, we find the precursor of a plateau where the order parameters remain constant at $S^z \approx \sigma^z \approx -1/3$ over an entire range of $m/J$. This plateau becomes more pronounced at smaller $J/V$ (for the curve at $J/V = 0.125$, it stretches beyond the plotted range). As a result, the corresponding curves change the sign of their curvature twice. Since peaks in $\partial \sigma^z/\partial (m/J)$ or $\partial S^z/\partial (m/J)$ are good indicators for quantum phase transitions in the thermodynamic limit, this suggests two distinct transition points in the microscopic model. This is in contrast to the ideal QLM, where we expect only a single quantum phase transition [64].

The assumption of two transitions is confirmed by the fidelity susceptibility, which is a reliable tool to detect conventional quantum phase transitions [80, 81]. It is defined as

$$\chi(m, J) = \lim_{\delta m \to 0} - \frac{\log |\langle \psi(m, J) | \psi(m + \delta m, J) \rangle|^2}{\delta m^2},$$

where $|\psi(m, J)\rangle$ is the ground state of the microscopic model at fixed $m$ and $J$. In analogy to other, long-established susceptibilities, the fidelity susceptibility measures the response of the ground state towards an external perturbation, in this case a change of the Hamiltonian. Close to a quantum critical point, the wave function changes its behavior drastically, yielding peaks in $\chi(m, J)$. For the microscopic model, we find two such peaks (see Fig. 3). As it can be expected, at the position of these peaks the Gaus law is more strongly violated (see Fig. 4).

The presence of two peaks in the fidelity susceptibility indicates the appearance of an intermediate phase around $m = 0$, which is absent in the ideal QLM. In this central region, the physics of the microscopic model is governed by a complex interplay between $H_m$ and $H^{\text{err}}_{\text{H}}$, while the mass term $H_m$ favors the states sketched in Fig. 2, with a finite $z$ polarization of the matter fields, the frustration arising from $H^{\text{err}}_{\text{H}}$ tends to suppress such polarizations. Due to this interplay, transitions away from this region occur roughly when $H_m$ dominates over $H^{\text{err}}_{\text{H}}$, i.e., when $|m|/V \gtrsim 1/8$ or, equivalently, $|m|/J \gtrsim V/(8J)$. For this reason, the extent of the intermediate region increases at smaller $J/V$. However, due to the dipolar nature of $H^{\text{err}}_{\text{H}}$, this region undergoes appreciable finite-size effects at the considered system sizes. Additionally, it presents a considerable asymmetry upon $m \to -m$. This asymmetry derives from the $\sigma^z_i S^z_{i,i+1}$ interactions, which favor the state achieved at $m/J \to -\infty$ over the one reached at $m/J \to +\infty$.

To summarize this analysis, while there seems to appear a novel phase due to $H^{\text{err}}_{\text{H}}$ in the region around $m = 0$, the transition from a parity-conserving to a parity-broken state can be clearly observed in the microscopic model, even at small chain lengths. Further, by restricting oneself to the regime of $J/V \approx 0.2$, one can realize a situation where $J$ dominates over the error terms $H^{\text{err}}_{\text{H}}$ and thus induces the desired dynamics – while retaining approximate gauge invariance.

B. Sweep across the transition

We now want to check the possibility of observing the false-vacuum decay and the associated spontaneous C and P breaking in experiments along the lines of Refs. [11, 13]. For this end, we consider an adiabatic sweep from the C-and-P-invariant to the C-and-P-broken state. We keep $V$ and $J$ positive and constant and apply a linear quench of the mass term, $m(t) = m_{\text{fin}} + t \delta m/\delta t$, with $m_{\text{fin}} = -m_{\text{init}}$ and fixed $V$ and $J$. Solid lines from lighter to darker shades (bottom to top in panel a): $m_{\text{init}}/J = -2, -3, -4$ for $\delta m/\delta t = 0.2 V^2/h$. Short (long) dashed lines: $m_{\text{init}}/J = -3$ and $\delta m/\delta t = 0.4 (0.1) V^2/h$. The arrows show how the precision of the quench increases for larger $m_{\text{init}}$ and smaller quench velocities $\delta m/\delta t$. The total times considered range from $t_{\text{fin}} = 15/hV$ (for $m_{\text{init}}/J = -3, \delta m/\delta t = 0.4$) to $60 hV/J$. These correspond to $3.2 - 9.5$ ms. (a-d) For a value of $J/V \approx 0.15 - 0.2$, the final, C-and-P-breaking state is reached with (a) high fidelity, (b) small gauge variance, and the desired behavior for (c) gauge field and (d) matter field.

![FIG. 7. Final state after a linear sweep, $m(t) = m_{\text{init}} + t \delta m/\delta t$, with $m_{\text{init}} = -m_{\text{init}}$ and fixed $V$ and $J$. Solid lines from lighter to darker shades (bottom to top in panel a): $m_{\text{init}}/J = -2, -3, -4$ for $\delta m/\delta t = 0.2 V^2/h$. Short (long) dashed lines: $m_{\text{init}}/J = -3$ and $\delta m/\delta t = 0.4 (0.1) V^2/h$. The arrows show how the precision of the quench increases for larger $m_{\text{init}}$ and smaller quench velocities $\delta m/\delta t$. The total times considered range from $t_{\text{fin}} = 15/hV$ (for $m_{\text{init}}/J = -3, \delta m/\delta t = 0.4$) to $60 hV/J$. These correspond to $3.2 - 9.5$ ms. (a-d) For a value of $J/V \approx 0.15 - 0.2$, the final, C-and-P-breaking state is reached with (a) high fidelity, (b) small gauge variance, and the desired behavior for (c) gauge field and (d) matter field.](image-url)
state after the sweep, \( \psi_{\text{fin}} \), with the ground state of the ideal QLM at the final parameter values, \( \psi_{\text{ideal}}(m_{\text{fin}}/J) \), i.e., \( F_{\text{qu}} \equiv |(\psi_{\text{fin}}|\psi_{\text{ideal}}(m_{\text{fin}}/J))|^2 \). As seen in Fig. 7, with increasing \( J/V \), these oscillations are imprinted on the final state. Since we take a snapshot at the fixed time \( t_{\text{fin}} \), this is especially sensitive to a change of sweep speeds. For \( J/V \approx 0.5 \), the quench happens entirely in the central region and \( \delta m/\delta t \) practically remain at their initial values; for a system is sketched in Fig. 8.

![Figure 8](image)

**FIG. 8. Setup for the minimal implementation using four ions.** Spin–spin interactions are created by pairs of Raman beams as explained in Fig. 3 with strengths \( \Omega_S = 2\Omega_r \). By tuning close to the vibrational mode \( q_0 \) characterized by amplitudes \( M_{nq_0} = (1, -1, -1, 1)_n/2 \), one obtains \( zz \) spin–spin couplings as desired for \( H_G \), Eq. (10) (green solid lines). An additional undesired, weaker interaction (orange dashed line) does not affect the system dynamics.

V. MINIMAL IMPLEMENTATION USING FOUR IONS

Up to now, we have considered an implementation of the QLM \( H_R \) that is suitable also for large ion chains. However, current experiments are typically restricted to a few ions. In the following, we discuss a minimal experiment that can be realized with four ions and by only addressing axial modes, but which already contains the physics of false vacuum decay explained above. We focus on the unrotated QLM \( H_R \) with \( S = 1/2 \) and two sites plus two links, under periodic boundary conditions. This system is sketched in Fig. 8.

A. Possible implementation

The implementation of this two-site QLM is straightforward: to induce the interactions for \( H_G \), we exploit that in a chain of four ions, there is a vibrational mode \( q_0 \) with amplitudes \( M_{nq_0} = (1, -1, -1, 1)_n/2 \). The index \( n \) labels the ions from 1 to 4, where \( n = 1, 3 \) denotes...
the matter fields $\sigma_1$ and $\sigma_2$, and $n = 2, 4$ the gauge fields $S_{12}$ and $S_{21}$, respectively. The frequency spacing of the phonon modes is $\propto \sqrt{\beta_\omega \omega_\alpha}$, where, as before, $\omega_\alpha$ denotes the trap frequency in direction $\alpha$, and $\beta_\alpha = e^2/(M\omega_\alpha^3d_0^6)$ is the associated stiffness parameter. For the axial direction, this energy spacing is sufficiently large to tune the beatnote $\omega_\perp$ of a laser pair close to mode $q_0$, with detuning $\delta_{q_0} = \omega_{q_0} - \omega_\perp$, while negligibly driving the other modes.

To obtain the correct weights of the interactions, we assume that the effective Rabi frequencies $\Omega_n$ coupling the $S$ spins to the phonons is twice as large as for the $\sigma$ ions, $\Omega_S = 2\Omega_\sigma$. Applying Eq. (21) to this case gives $V_{mn} = -R(\Omega^2_n\Omega_\sigma)\hbar^2k_0^2\mathcal{M}_{mq_0}/(8M\omega_{q_0}\delta_{q_0})$. We thus obtain the interaction strength between ion $m$ and $n$

$$V_{mn} = -V \left( \begin{array}{ccc} 0 & -1 & -\frac{1}{2} & 1 \\ -1 & 0 & 1 & -2 \\ -\frac{1}{2} & 1 & 0 & -1 \\ 1 & -2 & -1 & 0 \end{array} \right)_{mn},$$

with $V = |\Omega^2|\hbar^2k_0^2/(16M\omega_{q_0}\delta_{q_0})$. For negative detuning, these interactions constitute exactly the $zz$ interaction terms of the Gauss-law constraint $|10\rangle$ [i.e., the one before the rotation $|12\rangle$ in spin space]. Additionally, we obtain the undesired, but weaker interaction $\sigma_1^z\sigma_2^zV/2$. This interaction is gauge invariant, and we find that it does not alter the system dynamics (see Sec. V B).

The $\sigma_1^z\sigma_2^z$ interactions that generate $H_K$ can be mediated via a different phonon mode, with lasers that address only the $\sigma$ pseudo-spins. Notably, due to the large mode spacing, all interactions in this minimal implementation can be generated by using only axial modes. For the architecture presented in Secs. III and IV this was not possible, since a sufficiently fast decay of $H_K^{\sigma\sigma}$ required the use of radial modes.

An alternative four-ion implementation that avoids the use of two types of pseudo-spins can be obtained by grouping the gauge-field spins in the center. The order of the ions in the trap does then not correspond to their position in the lattice, but an adequate addressing of the vibrational modes can engineer the desired interactions. For example, the correct weight of the interactions in $H_G$ can be generated simply by off-resonantly driving the center-of-mass mode with a laser that is focused more strongly on the center of the chain. The $xx$ interactions between matter-field spins 1 and 2 (now at position 1 and 4 of the ion chain) can be transmitted by a mode that has amplitudes $\mathcal{M}_{mq} \approx (-0.66, -0.25, 0.25, 0.66)$. We checked numerically that the additional, unwanted $xx$ interactions induced by that mode do not compromise the ground-state behavior. In the following we focus on the cleaner case described in Fig. 8.

![FIG. 9. Product states at $m/J = \pm \infty$ for the minimal implementation of four ions. (a) State at $m/J \to -\infty$, conserving C and P invariance. (b) State at $m/J \to +\infty$, breaking C and P invariance. This state is degenerate with the opposite configuration of gauge-field spins (i.e., $|S_{12} = 1\rangle, |S_{21} = -1\rangle$).](image)

![FIG. 10. Observables in the minimal implementation. (a) The gauge-invariance is only violated substantially where $V/J$ is not a strong energy scale. The order parameters (b) $S^2 = \langle (S_{12} + (S_{21})) / 2\rangle$ and (c) $\sigma^x = \langle (\sigma_1^x + (\sigma_2^x)) / 2\rangle$ behave similar to the ideal QLM (solid line). The transition from a C and P invariant to a C and P breaking state can be clearly seen. The blue curves from lighter to darker and shorter to longer dashes denote $J/V = 0.125, 0.25, 0.275$, but practically coincide.](image)

**B. Numerical analysis of the ground-state behavior**

We now illustrate that the minimal implementation of Fig. 8 already contains much of the physics of the full-fledged many-body problem. Using again exact diagonalizations, we analyze in this section the ground state behavior. In the next section, we study the sweep dynamics. For better comparison with the implementation discussed in Sec. IV we interpret our results, presented in Fig. 10, in the rotated basis $|12\rangle$. For convenience, we reproduce in Fig. 9 the product states at $m/J \pm \infty$ for the present case of two sites under periodic boundary conditions.

As seen in Fig. 10, for this small system, gauge invariance is even better retained than what we saw in Sec. IV. Again, deviations are stronger at large $J/V$ and around $m = 0$, i.e., close to the expected phase transition of the ideal QLM (13). The order parameters $S^2$ and $\sigma^x$ behave very similarly to an ideal QLM of the same size (Fig. 10c). In particular, at large $|m|$, the polarization of the product states sketched in Fig. 9 is attained. The
behavior of the order parameters is practically independent of J/V. This finding suggests that in the considered parameter range the errors are negligible that are introduced by generating the system dynamics perturbatively (see Sec. III C). Moreover, the interactions Vσ1zσ2z/2 do not alter the ground state. Such interactions would favor an antiferromagnetic correlation between σ1z and σ2z, a behavior which violates the Gauss law \( 1 \). The influence of this interaction is therefore cancelled by the stronger \( H_G \). As a result, the region at small \( m/V \) that is not contained in the ideal QLM, and which appeared in the large-chain scheme due to the dipolar interactions \( H_{dp} \), is absent in this minimal model. Consequently, the fidelity susceptibility (not shown) has only a single peak at \( m = 0 \), in accordance with the ideal QLM.

C. Numerical analysis of adiabatic sweeps

In order to provide a better connection to experimental realizations, we now study adiabatic sweeps through the C and P breaking transition. For ease of comparison, we consider the same linear quench protocol as in Sec. IV B, namely, a sweep from \( m/J = 0 \) to \( m/J \gg 0 \), with the same sweep speeds and ranges.

As the quench fidelity shows (Fig. 11a), for the considered parameter range, the accuracy of the sweep does practically not depend on \( m_{init}/J \), but only on the chosen quench speed. As in the scheme of Sec. IV we remark a considerable drop of fidelity at low J/V. In this case, however, the drop has its origin not in dipolar error terms, but in the fact that the intrinsic energy scale of the system dynamics decreases with J/V. This results in a smaller gap, thus requiring slower evolutions to retain adiabaticity. Therefore, slower sweeps particularly improve the quench fidelity at small J/V.

This behavior is reflected in the order parameters \( \overline{S}^z \) (Fig. 11c) and \( \overline{\sigma}^z \) (Fig. 11d). For the considered quench velocities, the sweep is non-adiabatic at low J/V, and the order parameters almost retain their initial values \( \overline{S}^z = 1 \) and \( \overline{\sigma}^z = -1 \) (c.f. Fig. 9). Only when J/V \( \gtrsim 1 \), the final values of the order parameters approach the values expected for the ideal QLM at large \( m \), namely, \( \overline{S}^z = 0 \) and \( \overline{\sigma}^z = -1 \) (c.f. Fig. 9). We observe again an oscillatory behavior as a function of J/V. Similar to Sec. IV B, these oscillations appear because we take a snapshot of the evolution at a fixed final time \( t_{fin} \).

In contrast to quench fidelity and order parameters, the overall breaking of gauge invariance rises with J/V and does not depend much on the quench speed (Fig. 11b). It does, however, acquire stronger oscillations for faster sweeps. Thus, while adiabicity requires a sufficiently large J/V, to retain approximate gauge invariance, large J/V should be avoided – again there is an optimal parameter window. For the considered parameters, it lies around J/V \( \approx 0.1 \) – 0.2. Staying within this window, the minimal model retains approximate gauge invariance while displaying the C and P breaking physics characteristic of the full many-body problem.

VI. EXPERIMENTAL CONSIDERATIONS

In this section, we discuss some experimental issues, including an outline of a meaningful experimental run, as well as possible error sources.

A. Experimental sequence

A meaningful experimental sequence should typically contain (i) initialization in a state that can be prepared with high fidelity, (ii) time evolution under a desired Hamiltonian, and (iii) measurement of a relevant observable. All of these points can be implemented with high accuracy in state-of-the-art trapped-ion experiments.

For the initialization, one can choose the ground states at \( m/J = \pm \infty \). Since these are product states (as sketched in Fig. 11b), they can be prepared with high fidelity by optically pumping each ion into the appropriate internal state (this step includes preparing the ions as \( \sigma \) or \( S \) spins, as appropriate). Then, to protect gauge invariance, one needs to induce the Gauss-law interactions \( H_G \) by turning on the corresponding lasers. After-
wards, one can turn on the system dynamics given by $H_K + H_B + H_m$, in an adiabatic or an abrupt manner, depending on whether one wants to study ground states or quantum dynamics after a sudden quench. Notably, applying only $H_K + H_B$, without generating $H_m$, corresponds to a quench from $m/J = \pm \infty$ to $m = 0$. This quench ends in the critical region, which is a highly interesting situation [34].

The most important information can be read out easily by measuring the local polarization, i.e., the occupation of the pseudo-spin levels. From this simple measurement, one can extract the signature of the parity-breaking phase transition through $\langle S^z_{i,i+1} \rangle$ or $\langle \sigma_i^x \rangle$. From the corresponding two-point correlations, one can compute $\langle G^2 \rangle$ and thus quantify the breaking of gauge invariance. Complementary observables such as the $x$ spin components can be measured by rotating the spins prior to detection.

### B. Error sources

An important restriction of the proposed scheme is the condition $J/V \ll 1$. A small $J$ signifies a slow dynamics, so that one may ask whether physical phenomena associated to the QLM [13] are observable within realistic experimental time scales. For approximately realizing the correct gauge-invariant dynamics, we require values of $J \approx V/5$ (see Sec. IV). State-of-the-art experiments reach interaction strengths as large as $V/h \approx 2 \pi \times 1$ kHz [8, 17]. The corresponding time scale for the system dynamics is $h/J \approx 0.8$ ms. This is well below the dephasing time, which typically is $5 - 10$ ms and can reach up to $100$ ms [17]. It is also far below realistic relaxation times, which can reach up to $1$ s [8, 17]. As we have seen in Fig. 7, an adiabatic sweep with good fidelity requires only a few ms, so that the C-and-P-breaking transition should be observable in realistic setups.

For small $J/V$, another type of error might arise in the derivation of the effective spin-spin interactions. Namely, the step from the spin–phonon coupling [13] to the spin–spin interaction [20] involves truncating the canonical transformation [19] to leading order in $\gamma \equiv |\eta_{aq}|/2(5)$. One could think that higher-order terms neglected when deriving the strong interactions $V$ may compete with the first-order terms of weaker interactions such as $H_1$, Eq. [15]. However, the Lamb–Dicke parameter is $\eta_{aq} \ll 1$ in typical trapped-ion quantum simulations, so that $\gamma$ can be easily on the order of $1/8$ [15]. Consequently, higher-order terms in the canonical transformation are of order $\gamma^2 = 0.01$ [66]. We found in Sec. IV that reasonable parameters for $H_1$ are $J \approx KB/V \approx 5/7$, or equivalently $K/V, B/V \approx 0.45 \gg 0.01$.

Generally speaking, the inherent errors discussed in Sec. IV namely the dipolar terms $H_{zz}$ and gauge-variant contributions to $H_1$ that are not sufficiently suppressed by $H_V$, will by far dominate over other error sources, such as experimental inaccuracy. For example, for typical experimental parameters, errors due to finite phonon occupation, phonon heating, and micromotion can be estimated to be at most a few percent [66, 72]. Additional errors, appearing if non-commuting spin–spin interactions are induced simultaneously, are strongly suppressed if the used phonon frequencies are sufficiently different [66]. Let us also remark that the low-energy, many-body properties of the system are expected to be robust in the presence of small gauge-variant terms (see Ref. [80] and [37] for a general treatment and a discussion in the context of quantum simulators).

In our analysis for the longer chains (Sec. IV), we assumed equidistant ions, but in a realistic linear ion trap this is typically not truly fulfilled, resulting in inhomogeneous coupling strengths. To achieve equal distances, one could employ unharmonic trap potentials, study only the central part of a large ion chain, or resort to individual ion traps [69, 70]. However, even if the interactions are not homogeneous, the preservation of gauge invariance enforced by $H_G$ will remain valid, although with a position-dependent strength (the position-dependence of $V$ may possibly even be compensated by the one of $K$, so that $J = KB/V$ remains homogenous).

Moreover, realistic ion chains are governed by open boundary conditions, while in our numerical calculations of Sec. IV we considered periodic boundary conditions, because these reproduce better the physics of larger systems. Nevertheless, since all involved phases are gapped, we can expect a strong influence of the boundary conditions only close to quantum phase transitions. The physics of the false-vacuum decay should depend only weakly on the choice of boundary conditions.

Finally, let us note that the interactions used in our scheme have, in a different context, all been successfully implemented in experiments. Namely, quantum simulations using hyperfine qubits have been realized employing both the $zz$ couplings depicted in Fig. 3b-c [11, 17] as well as $xx$-type spin–spin couplings generated by Mølmer–Sørensen gates [12–16, 18]. For optical qubits, high-fidelity gates of $xx$ type [3, 5] and $zz$ type have been demonstrated [4]. An alternative implementation, based on rf-coupling of hyperfine qubits in spatially varying magnetic fields, has recently also been realized [6]. Rotations of the coordinate system allow to choose from these coupling schemes the most practical one for a given setup. For example, it may be simpler to implement $yy$ than $zz$ interactions, and to redefine the coordinate system accordingly.

### VII. CONCLUSION AND OUTLOOK

In conclusion, we have presented a scheme to realize, with existing technology, a lattice gauge theory in a chain of trapped ions. Studying ground-state and dynamical behavior via exact diagonalizations, we identified the optimal parameter regime for the observation of false-vacuum decay. An interesting roadmap for experiments
would be to demonstrate the basic building block with two or three ions. Then, it could proceed to the proof-of-principle realization of the parity-breaking transition with the use of four ions, and finally aim at a full-fledged quantum simulation on larger ion chains.

Our scheme leaves way for adjustment to the concrete experimental situation. For example, the distinction between matter and gauge-field spins could alternatively be achieved via staggered fields that shift the resonance frequencies for every other spin, or via individual laser addressing, or by separating the ions spatially, e.g., by employing a narrow zig-zag chain [57, 69]. Moreover, if a large number of laser frequencies is available, some of the most prominent errors due to dipolar interactions could be removed by appropriately engineering the spin–phonon couplings [77]. An additional advantage of our scheme is that imperfections in the realization of the Gauss law can be monitored by means of post-selection measurement of the local pseudo-spin polarization along the $z$-direction.

Regarding future perspectives, since the Jordan–Wigner transformation is only practical in one dimension, it seems to be out of reach for trapped ions to quantum simulate lattice gauge theories of fermionic matter in higher dimensions in an analog setup. This limitation can be overcome in digital quantum simulations, where the Jordan–Wigner mapping is useful also in higher dimensions, resulting in a number of gates that scales polynomially with the number of involved fermionic modes [61, 63]. While analog quantum simulations have, due to the ‘always-on’ nature of interactions, advantages in scalability, digital approaches allow larger control and especially error correction [20]. But despite the limitations set by the Jordan–Wigner transformation, a variety of relevant lattice gauge theories should be accessible to analog quantum simulation in larger dimensions, e.g., in the two-dimensional ion crystals that can now be realized in experiment [17]. Interesting examples may include gauge fields coupled to bosonic matter [46], possibly allowing the observation of the Higgs mechanism according to the Fradkin–Shenker scenario in 2D systems [34] (this phenomenon, beyond its intrinsic interest, has drawn particular attention in the context of condensed-matter theory, see, e.g., [95]). Another interesting future direction would be the investigation of pure gauge theories, either Abelian or non-Abelian [46]. The lattice versions of such gauge theories are often directly formulated in the language of spins, which makes trapped-ion setups seem rather promising. For example, a natural next step would be the quantum simulation of quantum dimer models as are usually obtained from frustrated spin Hamiltonians [46, 65].

In the shorter term, a number of rather straightforward extensions to the scheme proposed here seems foreseeable. For example, one could use three different types of pseudo-spins to simulate two flavors of matter fields coupled to a single gauge field. As another conceptually simple generalization, one could mimic $S = 1$ gauge fields by the use of three internal levels [96, 97]. Finally, it will be interesting to explore alternative possibilities to protect the gauge invariance, e.g., by the use of classical noise [98].
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