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Abstract

We present a series of statements about scaling entropy, a metric invariant of dynamical systems proposed by A. M. Vershik in the late 90’s (see [9], [7], and [10]). We show that it is a metric invariant indeed and calculate it in several special cases.

All measure spaces considered below are standard probability spaces (Lebesgue–Rokhlin spaces). Probability spaces with continuous measures are of major interest of this article, however all the definitions deal with general Lebesgue spaces (i.e. its measures may have atoms). We omit the sigma-algebra notation when we talk about probability spaces.

1 Definition and properties of scaling entropy sequence

Recall the definition of admissible semimetric and its $\varepsilon$-entropy (see, e.g., [12], [11]):

Definition 1. Semimetric $\rho$ on a standard probability space $(X, \mu)$ is called measurable if it is measurable on $(X^2, \mu^2)$ as a function of two variables, and admissible if it is separable on some subset $X_1 \subset X$ of full measure. In this latter case we call the triple $(X, \mu, \rho)$ an admissible semimetric triple.

The following definition goes back to A. N. Kolmogorov.

Definition 2. The function $\varepsilon \mapsto \mathbb{H}_{\varepsilon}(X, \mu, \rho)$ is called an epsilon entropy of a semimetric triple $(X, \mu, \rho)$ if it is defined for $\varepsilon > 0$ as follows. Let $k \in \mathbb{N}$ be the least natural number, such that the space $X$ can be partitioned into disjoint measurable subsets $X_0, X_1, \ldots, X_k$, such that $\mu(X_0) < \varepsilon$ and for any $j = 1, \ldots, k$ the diameter of the set $X_j$ in semimetric $\rho$ is less than $\varepsilon$. Define the $\varepsilon$-entropy of the triple $(X, \mu, \rho)$ as

$$\mathbb{H}_{\varepsilon}(X, \mu, \rho) = \log_2 k.$$  

If one can not find such a number $k$, then we define $\mathbb{H}_{\varepsilon}(X, \mu, \rho) = +\infty$.
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Recall that a measurable semimetric $\rho$ on a standard probability space $(X, \mu)$ is admissible if and only if $H_\varepsilon(X, \mu, \rho) < +\infty$ for any $\varepsilon > 0$ (see [12] for details).

In what follows we assume $T$ to be an ergodic automorphism of a standard probability space $(X, \mu)$. Let $\rho$ be a measurable semimetric on $(X, \mu)$. Clearly, the shifts $T^k \rho(x, y) = \rho(T^k x, T^k y)$ are also measurable semimetrics on $(X, \mu)$, moreover, for any $\varepsilon > 0$ one has

$$H_\varepsilon(X, \mu, \rho) = H_\varepsilon(X, \mu, T^k \rho).$$

Define finite averages of a semimetric $\rho$ with respect to $T$ by the formula

$$T^n \text{av}_\rho = \frac{1}{n} \sum_{k=0}^{n-1} T^k \rho.$$

The following generating property is an important dynamical property of semimetrics:

**Definition 3.** We say that a measurable semimetric $\rho$ on $(X, \mu)$ is (two-sided) generating for a metric dynamical system $(X, \mu, T)$ if its shifts $T^k \rho, k \in \mathbb{Z}$, separate points mod zero, i.e. there exists some measurable subset $X' \subset X$ of full measure, such that for any two different $x, y \in X'$ one can find $k \in \mathbb{Z}$, such that $T^k \rho(x, y) > 0$.

Note that any admissible metric is a generating semimetric for any automorphism $T$ because it separates points itself.

Recall the definition given by A. M. Vershik in [9], [10], [7].

**Definition 4.** Let $(X, \mu, T)$ be a metric dynamical system and $\rho$ be an admissible semimetric on $(X, \mu)$. A sequence $\{h_n\}$ of positive numbers is called a scaling sequence for the semimetric $\rho$, if for any $\varepsilon > 0$ one has

$$\limsup_n \frac{H\varepsilon(X, \mu, T_n \text{av}_\rho)}{h_n} < +\infty,$$

and for $\varepsilon > 0$ small enough one has

$$0 < \liminf_n \frac{H\varepsilon(X, \mu, T_n \text{av}_\rho)}{h_n}. \quad (2)$$

We denote by $\mathcal{H}(X, \mu, T, \rho)$ the class of all scaling sequences for the semimetric $\rho$.

**Remark 1.** If $\rho$ is some admissible semimetric, $h = \{h_n\} \in \mathcal{H}(X, \mu, T, \rho)$, and $h' = \{h'_n\}$ is a sequence of positive numbers, then $h' \in \mathcal{H}(X, \mu, T, \rho)$ if and only if $0 < \liminf h'_n \leq \limsup h'_n < \infty$.

The following theorem confirms the hypothesis of Vershik [10] about independence of a scaling sequence from a semimetric. It was proved in [12] (see Theorem 4 below) for automorphisms with purely point spectrum.

**Theorem 1.** Let $\rho, \tilde{\rho} \in \text{Adm}(X, \mu)$ be two summable admissible generating semimetrics on $(X, \mu)$. Then $\mathcal{H}(X, \mu, T, \rho) = \mathcal{H}(X, \mu, T, \tilde{\rho})$.

Theorem 1 leads to the following definition.
Definition 5. A sequence $h = \{h_n\}$ of positive numbers is called a scaling entropy sequence of a metric dynamical system $(X, \mu, T)$ if $h \in \mathcal{H}(X, \mu, T, \rho)$ for some (and then for any) summable admissible generating semimetric $\rho \in \text{Adm}(X, \mu)$. We will denote by $\mathcal{H}(X, \mu, T)$ the class of all scaling entropy sequences for the dynamical system $\mathcal{H}(X, \mu, T)$.

Corollary 1. The class of scaling entropy sequences is a metric invariant of ergodic dynamical systems.

It is an interesting question whether a scaling entropy sequence exists for any dynamical system (i.e. the set $\mathcal{H}(X, \mu, T)$ is nonempty).

The class of scaling entropy sequences is monotone in the following sense:

Corollary 2. Suppose that a metric dynamical system $(X_2, \mu_2, T_2)$ is a factor of a system $(X_1, \mu_1, T_1)$, and $h^1 = \{h^1_n\}$, $h^2 = \{h^2_n\}$ are corresponding scaling entropy sequences. Then $h^2_n = O(h^1_n)$, $n \to +\infty$.

2 Examples

2.1 Relation to Kolmogorov entropy

The following theorem clarifies the relation between scaling entropy sequences and Kolmogorov entropy.

Theorem 2. Let $T$ be an ergodic automorphism of a standard probability space $(X, \mu)$. Then:

1) if Kolmogorov entropy $h_\mu(T)$ is finite and positive, then the sequence $h_n = n$ is a scaling entropy sequence of a system $(X, \mu, T)$;

2) if $h_n$ is a scaling entropy sequence of a system $(X, \mu, T)$, then $h_\mu(T) = 0$ if and only if $h_n = o(n)$, $n \to +\infty$.

It is not difficult to calculate scaling entropy sequences of Bernoulli shifts. Let $(A, \nu)$ be a standard probability space, $X = A^\mathbb{Z}$ be the space of two-sided sequences, $\mu = \nu^\mathbb{Z}$ be the product measure on $X$, and $T: X \to X$ be the left shift.

Theorem 3. If the measure $\nu$ does not have atoms, then the sequence $h_n = n$ is a scaling entropy sequence of the Bernoulli shift $(X, \mu, T)$.

If the measure $\nu$ is continuous, then the entropy of the space $(A, \nu)$ is infinite. In this case according to the Kolmogorov theorem (see [1, 2, 3]) Kolmogorov entropy $h_\mu(T)$ is infinite. Therefore the converse of Theorem 2 first statement does not hold in general.

2.2 Automorphisms with pure point spectrum

The following characterization of automorphisms with pure point spectrum in terms of scaling entropy sequences was proved in [12].

Theorem 4. Let $T$ be an ergodic automorphism of a standard probability space $(X, \mu)$. Then the following are equivalent:
1) the spectrum of the system $(X, \mu, T)$ is purely point;

2) the set $\mathcal{H}(X, \mu, T)$ consists of all positive bounded separated from zero sequences.

We compare this result with another criterion of the pure pointness of the dynamical system spectrum due to A. G. Kushnirenko (see [4]). Recall the definition of $A$-entropy (sequential entropy) of an ergodic automorphism $T$ of a standard probability space $(X, \mu)$. Suppose that $A = \{a_n\}$ is an increasing sequence of natural numbers and $\xi$ is a measurable partition of $(X, \mu)$ with finite entropy $H(\xi) < +\infty$ ($H$ stands for entropy of measurable partition). Define $h_A(T, \xi) = \limsup_n \frac{H(\xi \circ T^n \xi)}{n}$ and $A$-entropy $h_A(T) = \sup_\xi h_A(T, \xi)$ of automorphism $T$, where supremum is taken over all partitions with finite entropy. In [4] Kushnirenko proved that an automorphism $T$ has purely point spectrum if and only if $h_A(T) = 0$ for any sequence $A$. We compare this result with Theorem 5 and obtain that if $h_A(T) > 0$, then the scaling entropy sequence increases. The following statement gives a quantitative estimate of this remark.

**Theorem 5.** If $A = \{a_n\}$, $h_A(T) > 0$, and $h = \{h_n\}$ is the scaling entropy sequence of an automorphism $T$, then $\liminf \frac{h_n}{\log \log n} > 0$.

### 2.3 Substitutions of constant length

Now we calculate the scaling entropy sequences of substitutional dynamical systems of constant length. We refer the reader to the monograph [8] for detailed information concerning substitutional dynamical systems.

Let $\xi$ be a substitution of length $q$ on an alphabet $A$ (i.e. it is a map from $A$ to $A^q$). We assume that for some symbol $\alpha \in A$ the first symbol of the word $\xi(\alpha)$ is $\alpha$ again. In such a case one can find an infinite word $u \in A^{\mathbb{N}_0}$ starting with $\alpha$ such that $\xi(u) = u$. Let $T$ be the left shift on $A^{\mathbb{N}_0}$, and $X_\xi$ be the closure of the sequence $T^u$, $n \in \mathbb{N}$, in the product topology. If the substitution $\xi$ is primitive, then the topological dynamical system $(X_\xi, T)$ is minimal and unique ergodic with unique invariant measure $\mu_\xi$. In such a manner we associate the metric dynamical system $(X_\xi, \mu_\xi, T)$ with the primitive substitution $\xi$. It turns out that the scaling entropy sequence of this dynamical system can be expressed in terms of two combinatorial parameters of the substitution. First of them, the height $h(\xi)$, can be defined for example as the greatest number $k$ relatively prime to $q$ such that if $u_n = u_0$ for some $n$, then $k \mid n$. Second, the column number $c(\xi)$, is defined as $\min\{|\{\xi^{n_k}(a)_k: a \in A\}| : n \in \mathbb{N}, 0 \leq k < q^n\}$ (note that this definition differs a little from the classical one given in [4] and [5]).

**Theorem 6.** Let $\xi$ be an injective primitive constant length substitution on an alphabet $A$, $|A| > 1$. Then the sequence $h_n = 1 + (c(\xi) - h(\xi)) \log n$ is a scaling entropy sequence of the substitutional dynamical system $(X_\xi, \mu_\xi, T)$.

The idea of the proof of this theorem is to study $\xi$-invariant semimetrics on an alphabet $A$.

Theorems [6] and [8] imply the following corollary.

**Corollary 3.** Let $\xi$ be an injective primitive constant length substitution on an alphabet $A$, $|A| > 1$. Then the spectrum of the corresponding dynamical system $(X_\xi, \mu_\xi, T)$ is purely point if and only if $c(\xi) = h(\xi)$.
Note that the similar criterion was first obtained in [5] and [6], but it was formulated a little bit different there. The difference is as follows. If the height \( h(\xi) \) is bigger than one, then \( c(\xi) \) is defined via some modified substitution. The result of Corollary 3 coincides with their criterion for the case \( h(\xi) = 1 \): the spectrum is pure point if and only if \( c(\xi) = 1 \). But if \( h(\xi) > 1 \), then criterion 3 (unlike the Kamae-Dekking criterion) does not require to consider modified substitutions.
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