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We propose a new efficient iterative method for generating random correlated binary sequences with prescribed correlation function. The method is based on consecutive linear modulations of initially uncorrelated sequence into a correlated one. Each step of modulation increases the correlations until the desired level has been reached. Robustness and efficiency for the proposed algorithm are tested by generating sequences with inverse power-law correlations. The substantial increase in the strength of correlation in the iterative method with respect to the single-step filtering generation is shown for all studied correlation functions. Our results can be used for design of disordered superlattices, waveguides, and surfaces with selective transport properties.
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1. INTRODUCTION

Generation of random numbers is a serious mathematical and numerical problem. Any numerical algorithm generates a finite-length pseudo-random sequence where correlations are inevitable. One of the quality factors of a random number generator includes strength of correlations since even quite weak correlations may lead to untruthful results obtained by the Monte-Carlo method [1]. However, random sequences with prescribed correlations are necessary for design of random lasers [2], waveguides and surfaces with selective transport properties [3–5], and for analysis of anomalous diffusion [6]. An uncorrelated sequence can be converted into a correlated one using one of the known algorithms: the Mandelbrot fast fractional gaussian noise generation [7], the Voss procedure of consequent random addition [8], the correlated Levy walks [9], the convolution method (often referred to as Rice's algorithm or inverse Fourier transformation) [3,11,12], the convoluted memory function shows the strength of the correlations and it is obtained from a linear integral equation containing the pair correlator. Analytical solution of this equation can be obtained in some special cases only, which narrows the area of practical applicability of the method.

If, however, the terms of a sequence are allowed to take only some discrete values, like it occurs, for example, in a sequence of nucleotides in a DNA molecule, the problem of generating either a truly random sequence or a sequence with prescribed correlations becomes more complicated. The limiting case of a sequence with discrete space of states is a sequence written by two symbols 0 and 1. Properties and mathematical criteria for truly random binary sequences have been intensively studied in the twentieth century see, e.g., review [13]. Unlike this, correlated binary sequences received much less attention. In particular, there is no known universal algorithm which may generate, like the aforementioned inverse Fourier transformation, a binary sequence with arbitrary correlation function.

Several different methods [14,23] are available now for generation of binary sequences with limited class of correlations. Each method has its own advantages and disadvantages. For example, the signum-generation method is numerically simple and straightforward, but it was found in Ref. [16], that the accuracy it reproduces the desired correlation function is very limited. Much earlier the drawbacks of this method were pointed out in Ref. [26]. Recently the signum-generation method was thoroughly examined, criticized and improved in Ref. [25].

Some special classes of correlated functions can be reconstructed in the binary sequences generated by linear transformation of a binary additive Markov chain using so-called memory function [17,21,22]. The memory function shows the strength of the correlations and it is obtained from a linear integral equation containing the pair correlator. Analytical solution of this equation can be obtained in some special cases only, which narrows the area of practical applicability of the method.

Recently a new filtering method, which involves the convolution procedure modified for generation of a binary sequence, has been proposed [24]. The relation between the filtering function, which serves as kernel of the convolution operator, and the pair correlator turns out to be relatively simple. The advantage of this method is that it requires less computation efforts to generate a long sequence. Here we introduce a multi-step iterative filtering method. After each step of modulation the gen-
erated sequence becomes more correlated than the one obtained at the previous step. We demonstrate that multiple iterations of initially uncorrelated binary sequence may relatively quickly lead to a binary sequence with desired pair correlator. The class of correlators valid for this procedure includes not only exponentially decaying correlators but also correlators with inverse-power-law decay. The latter class of correlators is necessary for modeling DNA sequences \cite{13, 14, 27, 30}, anomalous diffusion \cite{11, 51}, and dynamics of complex networks \cite{32}.

The paper is organized as follows. In Section II we discuss some general properties of binary sequences and reproduce the key features of the filtering method. In Section III we obtain a recursive relation between the binary correlation of a sequence with a given correlation function, starting from an uncorrelated one. For the both problems we demonstrate smooth gradual approach to the desired pair correlator with the number of consecutive iterations.

II. FILTERING METHOD

A random sequence \{a\} of two symbols, 0 and 1,
\[ a(n) = \{0, 1\}, \quad n \in \mathbb{N} = 0, 1, 2, \ldots, \quad (2.1) \]
can be characterized by the probability \( p_1 \) of occurring 1. Then, \( p_0 = 1 - p_1 \) gives the probability of occurring 0. The probability \( p_1 \) coincides with the mean value
\[ \bar{a} = a(n) = p_1 = \lim_{M \to \infty} \frac{1}{M} \sum_{n=0}^{M-1} a(n) \quad (2.2) \]
and averaging of any function \( f(n) \) over the chain is defined as
\[ \bar{f}(a(n)) = f(0)p_0 + f(1)p_1. \quad (2.3) \]

We are interested in study of two-point correlation function \( C_a(r) \)
\[ C_a(r) = \frac{\bar{\{a(n+r) - \bar{a}\}|\{a(n) - \bar{a}\}} \]
\[ = \lim_{M \to \infty} \frac{1}{M - r} \sum_{n=0}^{M-r-1} \{a(n+r) - \bar{a}\|a(n) - \bar{a}\}. \quad (2.4) \]

Our goal is to transform a random uncorrelated binary sequence \{a\} into a binary correlated sequence \{b\}. To specify this transformation we introduce conditional probability \( P(\cdot|\cdot) \) of occurring 1 at the \( n \)th place in a given sequence \{b\}. Then, the probability \( P(\cdot|\cdot) \) is defined through the linear transformation
\[ P(b(n) = 1|\{a\}) = \bar{b} + \sum_{n' = -\infty}^{\infty} F(n-n')(a(n') - \bar{a}). \quad (2.5) \]

Having the value of \( P(\cdot|\cdot) \), the \( n \)th symbol is generated by drawing randomly a number from the interval \([0,1]\). If this number is smaller than \( P(\cdot|\cdot) \), then \( b(n) = 1 \), otherwise, \( b(n) = 0 \). In fact, this procedure generates a statistical ensemble of the output sequences \{b\} for each input sequence \{a\}. We assume that the input sequence \{a\} is stationary. Since the linear transformation (2.5) has a form of convolution, it generates the ensemble of output sequence \{b\} which are also stationary. For the terms of the sequence \{b\} any deterministic dependence of the probability \( P(b(n) = 1|\{a\}) \) on its argument \( n \) is suppressed. This property, which provides the stationarity of the generated sequence, means that the method of generation of the \( n \)th term is independent of \( n \). Averaging of the probability \( P(b(n) = 1|\{a\}) \) over statistical ensemble of sequences \{a\} gives the mean value \( \bar{b} \). Since \( \bar{b} \) coincides with the mean probability for the symbol 1 to appear in the whole sequence, the linear transformation (2.5) preserves the ergodicity

\[ \bar{b} = \bar{b}(n) = P(b(n) = 1|\{a\}). \quad (2.6) \]

The filtering function \( F(n-n') \) in Eq. (2.5) describes the effect of the term \( a(n') \) on the probability of 1 occurring at the \( n \)th site in the sequence \{b\}. Positive values of \( F(n) \) enhance existing fluctuations in the sequence \{a\} and induce persistent correlations in the sequence \{b\}, while negative values of the function \( F(n') \) play the opposite smoothing role and induce anti-persistent correlations.

Being a probability, the function \( P(b(n) = 1|\{a\}) \) takes the values between zero and one, \( 0 \leq P(\cdot|\cdot) \leq 1 \). In terms of the filtering function this condition reads

\[ \sum_{n=-\infty}^{\infty} |F(n)| \leq \frac{\min(\bar{b}, 1-\bar{b})}{\sqrt{\bar{b}(1-\bar{b})}} \max(\bar{a}, 1-\bar{a}). \quad (2.7) \]

For the unbiased sequence, \( \bar{b} = \bar{a} = 1/2 \) this inequality is reduced to

\[ \sum_{n=-\infty}^{\infty} |F(n)| \leq 1. \quad (2.8) \]

Equation (2.8) defines a set of probabilities which are statistically independent. Therefore, the product \( P(b(n) = 1|\{a\})P(b(n) = 1|\{a\}) \) gives the probability that 1 occurs at the \( (n + r) \)th and nth sites for a given realization of the sequence \{a\}. For stationary sequence this product is independent of \( n \). Using the same arguments that were used to obtain Eq. (2.0), we get the following relation between the binary correlation function and the on-site probabilities:

\[ C_b(r) \equiv \frac{\bar{b}(n+r) - \bar{b}}{\{a(n) - \bar{a}\}} \]
\[ = \frac{[P(b(n=1|\{a\}) - \bar{b}] [P(b(n=1|\{a\}) - \bar{b}]}{\text{for } r \neq 0. \quad (2.9) \]
This relation can be re-written through the binary correlation functions of the input \( a(n) \) and output \( b(n) \) sequences. Using Eqs. (2.10) and (2.11) and assuming that the mean values and the variances of the two sequences \( a(n) \) and \( b(n) \) are equal

\[
\overline{a} = \overline{b}, \quad C_a(0) = C_b(0) = \overline{a}(1 - \overline{a}), \quad (2.10)
\]

we obtain

\[
K_b(r) = B_0 \delta_{r,0} + \sum_{n,n'=-\infty}^{\infty} F(n)F(n')K_a(n + n'). \quad (2.11)
\]

Here the normalized pair correlators \( K_a(r) \) and \( K_b(r) \) are defined as

\[
K_{a,b}(r) = \frac{C_{a,b}(r)}{C_a(0)} \quad (2.12)
\]

and the constant \( B_0 \)

\[
B_0 = 1 - \sum_{n,n'=-\infty}^{\infty} F(n)F(n')K_a(n - n') \quad (2.13)
\]

provides the normalization condition \( K_b(0) = 1 \). It is worthwhile mentioning that the fundamental relation (2.11) remains valid even for the case when the input sequence \( a(n) \) is correlated. Indeed, so far we did not assume that \( K_a(r) = \delta_{r,0} \).

The method of filtering probability, suggested here, is applicable for two mutually inverse problems. One of them (the direct problem) is numerical generation of a correlated sequence and calculation of the correlation function \( K_b(r) \) corresponding to a given filtering function \( F(n) \). Another one (the inverse problem), is reconstruction of the filtering function \( F(n) \) via a prescribed correlator \( K_b(r) \) of a random sequence. In the previous publication [24] we analyzed Eq. (2.11) when the input random sequence was uncorrelated, i.e. \( K_a(r) = \delta_{r,0} \). It was shown that the “discontinuity” of this equation at \( r = 0 \) is the cause of some restrictions that strongly narrow the class of correlation functions and corresponding random sequences which can be considered by this method.

### III. MULTI-STEP FILTERING

In practice strongly correlated binary sequence can be hardly generated starting from a white-noise sequence. However, multiple application of the filtering transformation (2.5) gradually increases the strength of correlations and may eventually lead to a binary sequence with desirable correlations. Therefore, it is worthwhile to consider a multi-step process of filtering transformations. For each \((m + 1)\)th step the input sequence in Eq. (2.5) is the sequence obtained at the previous \(m\)th step with \( K_m(r) \) being the correlator obtained after \(m\) steps of filtering.

The recurrence relation between the correlators \( K_{m+1}(r) \) and \( K_m(r) \) is readily obtained from Eqs. (2.11), (2.13),

\[
K_{m+1}(r) = B_m \delta_{r,0} + \sum_{n,n'=-\infty}^{\infty} F(n)F(n')K_m(r + n - n'), \quad (3.1)
\]

\[
B_m = 1 - \sum_{n,n'=-\infty}^{\infty} F(n)F(n')K_m(n - n'). \quad (3.2)
\]

Since we are dealing with stationary sequences, it is convenient to introduce the Fourier transform \( K(k) \) of the pair correlator \( K(r) \), known as the randomness power spectrum,

\[
K(k) = 1 + 2 \sum_{r=1}^{\infty} K(r) \cos(kr), \quad (3.3)
\]

\[
K(k) = \frac{1}{\pi} \int_{0}^{\pi} K(k) \cos(kr)dk. \quad (3.4)
\]

The correlator \( K(r) \) and its Fourier transform \( K(k) \) are both real and even functions of their arguments. Additionally, the power spectrum \( K(k) \) is a non-negative function of \( k \) for any real random process. The recurrence relation (3.1) in the Fourier representation reads

\[
K_{m+1}(k) = B_m + F^2(k)K_m(k), \quad (3.5)
\]

where \( F(k) \) is the Fourier transform of \( F(n) \). If the recurrence relations (3.1) and (3.5) converge in the limit \( m \to \infty \) the following simple equation is obtained:

\[
K(k) = B + F^2(k)K(k), \quad (3.6)
\]

\[
K(k) = \lim_{m \to \infty} K_m(k), \quad B = \lim_{m \to \infty} B_m. \quad (3.7)
\]

It should be noted that for the class of correlators complying with the condition

\[
\sum_{r=-\infty}^{\infty} |K(r)| < \infty, \quad (3.8)
\]

the existence of the limits (3.6) for the correlators is guaranteed by inequality (2.8). This follows directly from the Banach fixed-point theorem provided that distance between two correlation functions \( K_{m+1}(r) \) and \( K_m(r) \) is defined as \( \sum_{r} |K_{m+1}(r) - K_m(r)| \).

From Eq. (3.5) one obtains that a filtering function \( F(n) \) gives rise to the correlator which cannot exceed the limiting value

\[
K(k) = \frac{B}{2\pi} \int_{-\pi}^{\pi} \frac{\cos(kr)dk}{1 - F^2(k)}, \quad (3.8)
\]
function with a power-law decay generate a set of correlated sequences, using the filtering iterative method we perform numerical simulations and riches the "limit cycle" where the memory on "initial
ber of mappings given by Eq. (3.1) the output sequence
lator at the preceding step and, thus, on the correlator of
which, according to Eq. (3.1) depends also on the corre-
Here, due to the requirement (2.8), the constant
constant
\[ \alpha \]
5
2
1 iteration
5 iterations
20 iterations
100 iterations
limiting values

FIG. 1: (Color online) Correlation functions of the binary sequences generated using the filtering function \( F(n) \) after \( m = 1, 5, 20, \) and 100 iterations. The strongest correlations are observed for the solid black curve \( (m = \infty) \) corresponding to Eq. (3.8). The length of the sequence is \( 10^5 \) and the parameter \( \alpha = 0.2. \)

where, in accordance with Eq. (2.12), the normalization constant \( B \) is
\[
B = \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{dk}{1 - F^2(k)} \right]^{-1}. \tag{3.9}
\]
Here the correlator is completely defined by the filtering function \( F(n) \). It is not the case for the correlator \( K_m(k) \) which, according to Eq. (3.1) depends also on the correlator at the preceding step and, thus, on the correlator of the initial input sequence. However, after infinite number of mappings given by Eq. (3.1) the output sequence riches the "limit cycle" where the memory on "initial condition" is completely lost.

In order to illustrate the effectiveness of the proposed iterative method we perform numerical simulations and generate a set of correlated sequences, using the filtering function with a power-law decay
\[
F(n) = \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{dk}{1 - F^2(k)} \right]^{-1}. \tag{3.10}
\]
\[
F(k) = \sqrt{\frac{\alpha}{2}} \sin(|k|), \quad |k| \leq \pi. \tag{3.10}
\]
Here, due to the requirement (2.8), the constant \( \alpha \) lies within the interval
\[
0 < \alpha < \alpha_{\text{max}} = \frac{2}{\pi^2} \approx 0.203. \tag{3.11}
\]
The starting binary input sequence \( \{a\} \) is delta-correlated white-noise
\[
K_a(r) \equiv K_0(r) = \delta_{r,0}, \quad K_0(0) = 1. \tag{3.12}
\]

The correlators of the sequences generated after 1, 20 and 100 iterations and the correlator (3.8) of the sequence corresponding to infinite iterations are shown on Fig. 1. The lowest curve presents the correlator of the sequence \( \{b\} \) obtained after the first filtering of the uncorrelated sequence \( \{a\} \). This result is in complete correspondence with the analytical expression
\[
K_b(r) \equiv K_1(r) = \delta_{r,0} + \frac{\alpha}{r^2}(1 - \delta_{r,0}) \tag{3.13}
\]
that directly follows from Eqs. (2.11), (3.13) and (3.10). One can see that single-step filtering of the white-noise with the filtering function (3.10) generates a sequence with the power-law decaying correlations. A set of the curves in Fig. 1 shows increase of the strength of correlations with the number of iterations and gradual approach to the limiting value \( K(r) \) defined by Eq. (3.8).

Gradual increase of strength of correlations with the number of iterations \( m \) can be estimated for \( r \gg 1 \). In this limit Eq. (3.8) exhibits \( 1/r^2 \) behavior and the rate of the correlations increase can be characterized by the ratio
\[
\frac{K(r)}{K_1(r)} \approx \frac{4\sqrt{2}\alpha}{\pi^3(\alpha_{\text{max}} - \alpha)^2} \left( \frac{\alpha_{\text{max}} + \alpha}{\alpha_{\text{max}} - \alpha} \right)^{-1}, \quad |r| \gg 1. \tag{3.14}
\]
This ratio exceeds 1 for all the values of \( \alpha \) from the interval (3.11). For \( \alpha \) close to \( \alpha_{\text{max}} \), it diverges, showing infinite rate. Thus, each iteration of the transformation (3.1) indeed increases the strength of correlations in the generated binary sequence. These iterations, however, do not affect the rate the correlations decay with the distance \( r \), which remains the same, \( K_m(r) \sim 1/r^2 \) at \( r \gg 1 \) for any \( m \).

IV. INVERSE PROBLEM

In this Section we study the inverse problem which is formulated as generation of random binary sequence with prescribed correlation function, starting from delta-correlated white noise Eqs. (3.12).

From Eq. (3.11) one can readily obtain the filtering function,
\[
F_B(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dk \cos(kn) \sqrt{1 - \frac{B}{K(k)}}, \tag{4.1}
\]
which generates a sequence if the binary correlator \( K(r) \) and its Fourier transform \( K(k) \) are known. Here the constant \( B \) should be considered as a free parameter, unlike Eq. (2.8) where it is calculated from the normalization condition (3.9). Since the filtering function \( F_B(n) \) takes only the real values, the parameter \( B \) cannot exceed \( K(k) \). The lower bound for \( B \) is obtained from the
following chain of relations, including Eq. (2.8):

$$\sqrt{1 - \frac{B}{\mathcal{K}(k)}} = \mathcal{F}_B(k) = \sum_{n=-\infty}^{\infty} F_B(n) \exp(-ikn)$$

$$\leq \sum_{n=-\infty}^{\infty} |F_B(n)| \leq 1. \quad (4.2)$$

Comparing the first and last terms in this chain we conclude that the parameter $B$ should be positive, i.e., it is chosen from the interval

$$0 < B < \mathcal{K}(k), \quad |k| \leq \pi. \quad (4.3)$$

We exclude $B = 0$ from the allowed values since it is obvious that the corresponding filtering function $F_0(n) = \delta_{n,0}$ describes the identity transformation. Accordingly, a transformation with $B \to 0$ turns out to be a near-identity transformation.

Formally any choice of $B$ from the interval $[0, \mathcal{K}(k)]$ leads to a filtering function $F_B(n)$ which generates (after infinite number of iterations) a binary sequence with the same correlation function $K(r)$. However, it will be shown below that the proper choice of $B$ may optimize the convergence of the series of the intermediate correlators $K_m(r)$ to the desired $K(r)$ and rich better accuracy for the same number of iterations in the procedure.

A. Near-identity transformations

In this Subsection we study the filtering procedure with sufficiently small $B$. More specifically, we assume

$$0 < B \ll \min_{|k| \leq \pi} \mathcal{K}(k). \quad (4.4)$$

Expanding Eq. (4.1) over $B$ and keeping the linear term we obtain the filtering function for near-identity transformation

$$F_B(n) = \delta_{n,0} - Bf(n),$$

$$f(n) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\cos(kn)}{\mathcal{K}(k)} dk. \quad (4.5)$$

In terms of $f(n)$ the condition (2.8) reduces to

$$\frac{1}{2} f(0) - \sum_{n=1}^{\infty} |f(n)| \geq 0. \quad (4.6)$$

This inequality is used for optimization of the numerical procedure. It should be reminded that inequality (4.6) coincides with restriction (2.8) for small $B$ only, and it is weaker then Eq. (2.8) otherwise.

B. Exponentially decaying correlation

Short-range correlations can be approximated by exponentially decreasing correlator,

$$K(r) = \exp(-\gamma |r|), \quad \gamma > 0, \quad (4.7)$$

$$\mathcal{K}(k) = \frac{\sinh \gamma}{\cosh \gamma - \cos k}, \quad (4.8)$$

where $1/\gamma$ is the correlation radius. Since $\mathcal{K}(k)$ reaches its minimum at $k = \pi$, inequality (4.8) gets the following form:

$$0 < B < \frac{\tanh \frac{\gamma}{2}}{\gamma}. \quad (4.9)$$

For small $B \ll \tanh(\gamma/2)$ the near-identity transformation defined by Eq. (4.5) yields

$$f(n) = \frac{1}{4 \sinh \gamma} (\delta_{n,1} - 2\delta_{n,0} \cosh \gamma + \delta_{n,-1}). \quad (4.10)$$

Then condition (4.6) becomes $\tanh(\gamma/2) > 0$, i.e. the filtration procedure is allowed for any small $B$. Application of the multi-step method allows generation of binary sequences with correlator (4.7) for any value of $\gamma > 0$. Unlike this, the single-step filtering [24] is not applicable for $\gamma < \gamma_{cr} \approx 1.60$.

The correlated binary sequence of length $10^6$ was generated using the iterative filtering procedure with $F_B(n)$ given by Eq. (4.1) for two different values of $B$ and $\gamma = 0.5$. The corresponding correlators for $B = 0.1$ and $B = 0.02$ are shown in Fig. 2. For both values of $B$ the correlators in the generated sequences gradually approach (with the number of iterations) the exponential correlator (4.7). However, the rate of convergence depends on $B$. As one may expect, smaller values of $B$ leads to slower convergence.

C. Power-law correlator

A complex system or a system close to its critical state is characterized by long-range correlations, i.e., the correlator decays as inverse power law

$$K(r) = \delta_{r,0} + \frac{\alpha}{|r|^p} (1 - \delta_{r,0}), \quad p > 1, \quad (4.11)$$

$$\mathcal{K}(k) = 1 + 2\pi Z_p(k), \quad Z_p(k) = \sum_{r=1}^{\infty} \frac{\cos(kr)}{r^p}. \quad (4.12)$$

The constant $\alpha = K(1)$ is chosen to ensure that the condition $\mathcal{K}(k) \geq 1$ is satisfied within the whole interval $|k| \leq \pi$. Taking into account that $Z_p(0) = \zeta(p)$, where $\zeta(p)$ is the Riemann zeta function, the following interval for $\alpha$ is obtained:

$$- \frac{1}{2\zeta(p)} < \alpha < \frac{1}{2(1 - 2^{-p})\zeta(p)}. \quad (4.13)$$
The prescribed correlator (4.7). The length of the sequence is $10^8$.

The filtering function (4.1) corresponding to the power-law correlator (4.11) reads

$$F_B(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dk \cos(kn) \sqrt{1 - \frac{B}{1 + 2\alpha Z_p(k)}}. \quad (4.14)$$

Since the function $F_B(n)$ must satisfy inequality (2.8), there is one more restriction on the parameter $\alpha$. It is easier to obtain this restriction using Eq. (4.10) which defines the filtering function for small $B$,

$$0 < B \ll \min K(k) = 1 - 2\alpha(1 - 2^{1-p})\zeta(p), \quad (4.15)$$

rather than the general condition (2.8). Equation (4.10) gives

$$f(n) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\cos(kn) dk}{1 + 2\alpha Z_p(k)}. \quad (4.16)$$

Substituting this result to inequality (4.10) we obtain numerically the maximal value of $\alpha$ allowed for each value of $p$. This dependence is plotted in the inset of Fig. 3.

While the upper limit for $\alpha$ was obtained assuming that $B \ll 1$, it remains valid for any $B$. This conclusion follows from our numerical simulations which show that smaller $B$’s always allow larger values of $\alpha$.

We apply the iterative method for generation of three correlated sequences with correlator (4.11) and parameters $p_1 = 1.2$, $\alpha_1 = 0.45$; $p_2 = 2$, $\alpha_2 = 0.38$; and $p_3 = 4$, $\alpha_3 = 0.3$. The values of the parameter $\alpha$ are specially chosen to be close to the maximum values allowed by Eq. (4.10): $\alpha_{1\text{max}} \approx 0.461$, $\alpha_{2\text{max}} \approx 0.389$ and $\alpha_{3\text{max}} \approx 0.322$. Each of the generated sequences contains $10^8$ terms which were obtained after $m = 200$ steps of filtering iterations. The correlators of the generated sequences were calculated numerically. The results are shown in Fig. 3.

It is clear that the correlators of the generated sequences follow well the prescribed power-law decay up to $K(r) \approx 10^{-4}$. When the correlations fall below this critical value, the numerical results exhibit strong fluctuations and the agreement with the power-law decay is lost. This discrepancy is due to the finite length of the generated sequences. It follows from the law of large numbers that correlation function, as any other averaged statistical characteristic of a random sequence, is a deterministic quantity only if the sequence length is infinite. For a finite length $\mathcal{M}$ the correlation function becomes a $\mathcal{M}$-dependent fluctuating quantity. The amplitude of the fluctuations decays with $\mathcal{M}$ as $1/\sqrt{\mathcal{M}}$. For the sequences with length $\mathcal{M} = 10^8$ the fluctuations are $\approx 10^{-4}$, i.e. they become essential when the correlator

FIG. 2: (Color online) The correlator of the binary sequence generated with $B = 0.1$ (main panel) and $B = 0.02$ (insert) after 1, 10, and 100 filtering procedures. For $B = 0.1$ the correlator obtained after 100 iterations practically coincides with the prescribed correlator (4.7). The length of the sequence is $10^8$, and the parameter $\gamma = 0.5$.

FIG. 3: (Color online) Numerically calculated correlation function $K(r)$ of the sequences generated by the filtering function (4.11) for $p_1 = 1.2$, $\alpha_1 = 0.44$ (triangles), $p_2 = 2$, $\alpha_2 = 0.38$ (squares), and $p_3 = 4$, $\alpha_3 = 0.31$ (circles) shown in logarithmic scale. Solid straight lines represent the prescribed correlators (4.11). The number of filtering iterations is $m = 200$, the sequence length is $\mathcal{M} = 10^8$ elements, and $B = 0.05$. The dashed horizontal line at $K(r) = 10^{-4}$ indicates the fluctuation border $1/\sqrt{\mathcal{M}}$ of the correlator. The inset shows the possible values of the parameter $\alpha$. Solid line is the upper limit for $\alpha$ imposed by the condition (4.10). For $\alpha$’s below this limit the multi-step filtering procedure converges. The dashed line is obtained from the right condition (4.11). Above this line the function $K(r)$ given by Eq. (4.11) cannot serve as correlator of a random sequence. The points marked by triangle, square, and circle in the inset represent the particular values of $p$ and $\alpha$ chosen for generation of the data shown in the main panel. The lower limit for $\alpha$ given by Eq. (4.11) lies in the region of negative values and it is not shown here.
drops below $K(r) = 10^{-4}$. As we can see from Fig. 3, this value is, indeed, establishes the precision limit for numerical reproduction of the correlator $K(r)$.

D. Correlator with colored-noise spectral density

There is a special class of correlators $K(r)$ which decay very slowly with $|r|$. Here we consider binary sequences with colored-noise spectrum

$$K(k) = (1 - \beta) \left( \frac{\pi}{|k|} \right)^\beta, \quad 0 < \beta \leq 1. \quad (4.17)$$

The factor $1 - \beta$ is introduced for normalization $K(r = 0) = 1$ of the corresponding correlator in real space, where it decays as inverse power-law for $0 < \beta \leq 1$,

$$K(r) \approx (|r|)^{-1 - \beta} \Gamma(2 - \beta) \sin \frac{\pi \beta}{2}, \quad |r| \to \infty, \quad (4.18)$$

It, however, decays exponentially for $\beta > 1$.

Since the correlator $K(r)$ decays slowly, one might expect the filtering function

$$F_B(n) = \int_0^1 \cos(\pi x n) \sqrt{1 - \frac{B}{1 - \beta} x^\beta} \, dx. \quad (4.19)$$

to decrease very slowly, as well. However, due to oscillations of the integrand, the asymptotics of $F_B(n)$ falls off rapidly enough at $|n| \to \infty$,

$$F_B(n) \approx \frac{B \beta}{2 \sqrt{1 - \beta} |n|^1 - \beta} \left[ \Gamma(\beta) \sin(\pi \beta / 2) \sqrt{1 - \beta} \right], \quad (4.20)$$

providing convergence of the series in Eq. (2.8). Two terms in this asymptotics originate from the contributions of the end points, $x = 0$ and $x = 1$. Usually the point $x = 0$ gives the principal contribution described by the first term. The second term decays faster with $n$ and we show below that it may play a role only in the case of some special relation between $B$ and $\beta$.

Convergence of the series $\sum_n |F_B(n)|$ is not sufficient for the convergence of the multi-step filtering procedure. The latter is guaranteed by the condition (2.8), i.e. this series cannot exceed one. To calculate the series we assume that for any integer $n$ the value of the filtering function is positive, $F_B(n) > 0$. This is true for $|n| \to \infty$, as it can be seen from asymptotics (4.20). For moderate $n$ the value of the integral is dominated by positive contribution from the interval $0 \leq x \leq 1/2n$. The rest of the region of integration usually gives smaller (by its absolute value) contribution because of the decreasing square-root factor and oscillations. Exceptions from this rule are considered below. For positive values of $F_B(n)$

$$\sum_{n=-\infty}^{\infty} \cos(\pi x n) = 2\delta(x), \quad |x| < 1. \quad (4.21)$$

Now inequality (2.8) reads

$$\sum_{n=-\infty}^{\infty} F_B(n) = \int_0^1 dx \sqrt{1 - \frac{B}{1 - \beta} x^\beta} \sum_{n=-\infty}^{\infty} \cos(\pi x n)$$

$$= 2 \int_0^1 \delta(x) \sqrt{1 - \frac{B}{1 - \beta} x^\beta} \, dx = 1. \quad (4.22)$$

Thus, inequality (2.8) still remains true, for any $\beta$ and $B$ satisfying the condition $B/(1 - \beta) \leq 1$, that ensure convergence of the multi-step procedure.

In numerical simulations larger values of $B$ are preferable since they provide faster convergence. Therefore, in our numerical calculations we choose the value of $B$ which is a bit less than that allowed by inequality $B/(1 - \beta) \leq 1$. Figure 4 shows two power spectra for of the binary sequences generated with $\beta = 0.3$, $B = 0.6$ and $\beta = 0.75$, $B = 0.13$. While both spectra fit equally well the prescribed analytical curves, the numerical efforts they required are quite different. The number of iterations to generate a sequence with $\beta = 0.3$ was only 10. Unlike this, to generate a correlated sequence with $\beta = 0.75$ we performed $2 \cdot 10^3$ steps to rich approximately the same accuracy. This drastic difference is due to the smaller values of $B$ which are allowed when $\beta$ becomes relatively close to one.

It is important to note that although the larger values of the parameter $B$ provide faster convergence, they cannot be taken very close to the limiting value $1 - \beta$. It is
hard to evaluate the width of this prohibited interval in general case but the fact that such interval does exist can be seen from Eq. (4.20). For even \( n \) the second term gives negative contribution, which may overcome the positive first term, if \( \sqrt{1 - \beta + B} \to 0 \). Presence of even one negative term in the series (4.22) means that the original series with absolute values in Eq. (2.8) exceeds one, i.e. the multi-step filtering procedure diverges.

For values of \( B \) close to \( 1 - \beta \) asymptotics (4.20) becomes invalid and it must be replaced by

\[
F_{B=1-\beta}(n) = \int_0^1 \cos(\pi x n) \sqrt{1 - x^\beta} \, dx \approx \frac{\sin(\pi \beta/2) \Gamma(1+\beta)}{2|\pi n|^{1+\beta}} - \frac{(-1)^n \sqrt{\pi/2}}{2|\pi n|^{3/2}}.
\]

The width of the prohibited interval turns out to be narrow for \( \beta \) not so close to 1 and its presence does not impose practical limitation on the proposed method of generation of binary colored noise. For example, for \( \beta = 0.3 \) the width of the prohibited interval is exactly zero. This can be seen by evaluating the function \( F_{1-\beta}(n) \) numerically or using asymptotics (4.22). It remains positive for any integer \( n \) and \( \beta = 0.3 \). However, for \( \beta = 0.75 \) the function \( F_{1-\beta}(n) \) takes negative values for any even \( n \geq 2 \). Numerical evaluation of \( F_{B}(n) \) shows that this function is positive for \( B \leq 0.18 \), i.e. the width of the prohibited interval is 0.25 - 0.18 = 0.07.

It is worth mentioning that the discrete Fourier transform algorithm for generation of a non-binary sequence with spectral density (1.17) for any value of \( \beta \) is widely used in studies of fractional Brownian motion [34]. It was recently pointed out that for \( \beta > 1 \) this algorithm generates sequences that are not truly random [35]. It turns out that in the thermodynamic limit the correlator \( K(r) \) does not vanish at \( r \to \infty \) approaching a finite negative value. Domination of these anticorrelations is a source of extended quantum states predicted for the tight-binding model with diagonal disorder [36].

V. CONCLUSION

We propose a new multi-step iterative method for generation of correlated binary sequences with a prescribed pair correlation function. The method is based on the multiple filtering procedure when each next step of filtering generates a sequence with stronger correlations than those generated at the previous steps. We demonstrate the applicability of the new method by generating long binary sequences with exponential, inverse power-law decaying correlators, and binary sequences with colored noise. The latter case is a challenging problem since the power spectrum density \( K(k) \) is represented by a slowly decaying function, \( K(k) \sim |k|^{-\beta} \) with \( 0 < \beta < 1 \). We are not aware of any other method which generates a binary colored-noise sequence.
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