Survival prediction in patients with colon adenocarcinoma via multiomics data integration using a deep learning algorithm
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The present study proposed a deep learning (DL) algorithm to predict survival in patients with colon adenocarcinoma (COAD) based on multiomics integration. The survival-sensitive model was constructed using an autoencoder for DL implementation based on The Cancer Genome Atlas (TCGA) data of patients with COAD. The autoencoder framework was compared with PCA, NMF, t-SNE, and univariable Cox-PH model for identifying survival-related features. The prognostic robustness of the inferred survival risk groups was validated using three independent confirmation cohorts. Differential expression analysis, Pearson’s correlation analysis, construction of miRNA–target gene network, and function enrichment analysis were performed. Two risk groups with significant survival differences were identified in TCGA set using the autoencoder-based model (log-rank P-value = 5.51e⁻⁰⁷). The autoencoder framework showed superior performance compared with PCA, NMF, t-SNE, and the univariable Cox-PH model based on the C-index, log-rank P-value, and Brier score. The robustness of the classification model was successfully verified in three independent validation sets. There were 1271 differentially expressed genes, 10 differentially expressed miRNAs, and 12 hypermethylated genes between the survival risk groups. Among these, miR-133b and its target genes (GNB4, PTPRZ1, RUNX1T1, EPHA7, GPM6A, BICC1, and ADAMTS5) were used to construct a network. These genes were significantly enriched in ECM–receptor interaction, focal adhesion, PI3K–Akt signaling pathway, and glucose metabolism-related pathways. The risk subgroups obtained through a multiomics data integration pipeline using the DL algorithm had good robustness. miR-133b and its target genes could be potential diagnostic markers. The results would assist in elucidating the possible pathogenesis of COAD.

Introduction

Colorectal cancer (CRC) is the fourth most prevalent cancer and the second primary cause of cancer-related death in the United States. [1]. Due to improvements in cancer prevention, screening-based diagnosis, treatment modalities, and other factors, the incidence and mortality rate of CRC have significantly decreased [2]. Nonetheless, prognosis remains poor for patients with advanced colon cancer [3], and 90% of these patients have colon adenocarcinoma (COAD) [4]. Therefore, it is of great practical significance to improve the prognosis of patients with COAD by effective prognostic stratification.

Multiomics data integration provides more information on tumorigenesis and development than 1D omics data and delivers additional benefits for precision medicine [5]. Deep learning (DL) allows the processing of high-dimensional data with numerous features and can use its activation function to utilize complicated nonlinear patterns [6]. An autoencoder, a DL algorithm, can reconstruct original input data to produce new features to represent the dataset. The application of DL algorithms is
in its infancy for developing prognostic models. For instance, DL-based multiomics integration is robust in predicting the survival of patients with hepatocellular carcinoma [7]. Moreover, autoencoder-based multiomics integration has been used to identify survival-specific subtypes in patients with high-risk neuroblastoma [8] and bladder cancer [9]. However, further studies are needed to predict the survival rate of patients with COAD by integrating multiomics data through DL.

In the present study, we applied a DL computational framework based on multiomics data (mRNA data, miRNA data, CpG methylation data, and clinical information) from The Cancer Genome Atlas (TCGA) and built a prognostic model based on new features transformed by an autoencoder to stratify patients with COAD. The stratification identified two survival subgroups with significantly different survival rates, which were further successfully validated in three independent datasets. Functional analysis of the two survival subgroups uncovered critical miRNAs, target genes, and signaling pathways in the biology of COAD. The robust classification of patients with COAD using this model may be beneficial for prognosis prediction and the development of precision medicine.

**Methods**

**Datasets and preprocessing**

We obtained paired RNA sequencing (RNA-seq) data (RNA-seq Illumina HiSeq platform), miRNA sequencing (miRNA-seq) data (miRNA-seq Illumina Hiseq platform), and DNA methylation data (Methylation Illumina 450k platform) of 288 COAD samples with corresponding clinical information from TCGA database as the training set. For preprocessing of raw data, we first removed the probes or genes with values missing in more than 50% of samples. Methylation data were annotated using the RILuminaHumanMethylation 450kanno.ilmn12.hg19 package [10]. Beta values of several DNA methylation sites in the promoter region were averaged to be the mean promoter methylation value. The samples were deleted if more than 20% of the features were missing. The missing values were filled out using the `impute` package (https://www.bioconductor.org/packages/release/bioc/html/impute.html) of R. Eventually, input features with zero values across all samples were removed. E-GEOD-17538 with 232 samples (A-GEOD-13425, RNA-seq), E-GEOD-39582 with 558 samples (A-GEOD-13425, RNA-seq), and E-GEOD-28722 with 125 samples (A-GEOD-13425, RNA-seq) were downloaded from the ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/). The three datasets were used as validation sets. Clinical characteristics of TCGA set and the three validation sets are summarized in Table 1. Furthermore, the detailed clinical information of samples in TCGA, E-GEOD-17538, E-GEOD-39582, and E-GEOD-28722 datasets, is shown in Supplementary Tables S1–S4, respectively.

**Feature transformation**

We used multiomics data from TCGA set as the input for the autoencoder, a DL framework. As shown in Figure 1 [7], the three matrices were first unit norm-scaled by sample and then stacked to be a unique matrix. We applied `tanh` as the activation function for each layer. To train the autoencoder, we employed a gradient descent algorithm with 10 epochs and 50% dropout. With two hidden layers (550 and 1100 nodes, respectively), the autoencoder was implemented using the Python Keras library (https://github.com/fchollet/keras). By using the bottleneck layer of the autoencoder model, 275 transformed features were produced from the multiomics data.

It should be noted that: (1) this self-coding has no output noise setting, and the loss function is described below, and (2) this self-encoder is fully connected and self-coding. The detailed principle of self-coding is as follows:

**Abbreviations:** DFS, disease-free survival; OS, overall survival; TCGA, The Cancer Genome Atlas.
Suppose \( n \)-dimensional features are input: \( x = (x_1, ..., x_n) \), and the purpose of self-coding is to reshape \( X' \) through a continuous hidden layer.

Given a layer, we used \( \tanh \) as the activation function to connect the input \( X \) of each layer and the output \( y \) of each layer, which are shown as follows:

\[
y = f_i(x) = \tanh(W_i \cdot x + b_i)
\]

where the sizes of \( X \) and \( Y \) are \( D \) and \( P \), respectively, and \( W_i \) is the weight matrix of size \( p \times d \).

In the \( k \) layer, \( X' \) is defined as:

\[
x' = F_{1 \rightarrow k}(x) = f^o_1 \circ f^o_{k-1} \circ f^o_k(x)
\]

\[
f^o_{k-1} \circ f^o_k(x) = f_{k-1}(f_k(x))
\]

To train self-coding, we aimed at different weight vectors \( W_i \). We selected logloss as the objective function, which measures the error between input \( x \) and output \( x' \):

\[
\text{logloss}(x, x') = \sum_{k=1}^{d} x_k \log(x'_k)(1 - x_k) \log(1 - x'_k)
\]

To prevent overfitting, we used the weight vector \( W_i \) plus L1 regularized penalty term \( \alpha_w \), and in the active node, \( F_{1 \rightarrow k}(x) \) plus L2 regularization penalty term \( \alpha_a \). Therefore, the objective function is defined as follows:

\[
L(x, x') = \logloss(x, x') \sum_{i=1}^{k} (\alpha_w W_i + \alpha_a F_{1 \rightarrow k}(x)_i^2)
\]

\section*{Univariable cox regression analysis of transformed features and \( K \)-means clustering}

For each transformed feature, a univariable Cox proportional hazards (Cox-PH) model was constructed. The feature with a log-rank \( P \)-value < 0.05 was considered significant. We clustered the samples of TCGA set using the \( K \)-means clustering algorithm in the \texttt{nbclust} package (https://cran.r-project.org/web/packages/NbClust/index.html) of R. Silhouette index [11], and the Calinski–Harabasz criterion [12] was used to select the optimal number of clusters. The \texttt{nbclust} function of the R \texttt{nbclust} package was used to calculate the most clustered data when \( k \)-mer was 2-6. In fact, we selected the Silhouette index and Calinski–Harabasz criterion for the evaluation index. Finally, \texttt{NbClust} can obtain the highest clustering number according to the calculation results. The detailed values of the Silhouette index and Calinski–Harabasz criterion are shown in Supplementary Table S5. Following obtaining labels from \( K \)-means clustering, survival of different risk subgroups was compared using Kaplan–Meier survival curves and log-rank \( t \)-test.
Log-rank P-value [13], C-index [14], and Brier score [15] were calculated to assess the accuracy of survival prediction in the identified risk subgroups.

**Comparative analysis of DL framework with principal component analysis, nonnegative matrix factorization, and t-distributed stochastic neighbor embedding**

The DL framework was compared with other dimensionality reduction techniques, including principal component analysis (PCA) [16], nonnegative matrix factorization (NMF) [17], and t-distributed stochastic neighbor embedding (t-SNE) [18] for performance. For each method, 275 transformed features were used as features in the bottleneck layer of the DL framework. Using the same procedures mentioned above, the 275 transformed features underwent univariable Cox-PH model analysis, followed by K-means clustering of TCGA samples.

Moreover, the autoencoder based on three omics datasets was compared with the univariable Cox-PH model. Specifically, univariable Cox-PH analysis was conducted for all three omics datasets of TCGA set. The top 13 features were selected according to C-index score and were used to cluster the samples in TCGA set following the aforementioned K-means procedure (Figure 1).

**Data partitioning and robustness evaluation**

Using the same cross-validation (CV)-like procedure described in a previous study [7], we randomly split the samples of TCGA dataset into five folds using the caret package of R, among which three folds were used as the training set and the other two folds were used as the test set. Consequently, 10 new combinations (folds) were acquired. For each new combination, the training set (60% of samples) was used to construct a model, which was then verified in the test set (40% samples). The robustness of the model was evaluated by calculating the log-rank P-value, C-index, and Brier score.

**Supervised classification**

Following K-means clustering analysis, we performed analysis of variance (ANOVA) [19] with each omics dataset from TCGA. The top N features significantly associated with the labels of risk groups were identified based on ANOVA F-values. Default N values were set to 40 for RNA, 30 for methylation, and 30 for miRNA. The log-rank-P of this parameter was significant in both the training and validation sets, and the c-index was high.

The top 40 mRNAs and 30 methylation or 30 miRNA features identified by ANOVA were utilized to construct an SVM classifier, respectively, for predicting TCGA test data. The prediction accuracy of the SVM classification model was assessed using the log-rank P-value, C-index, and Brier score. The penalize SVM package of R was employed to carry out a grid search for the optimal combination of hyperparameters of the SVM model using five-fold CV and to develop SVM models.

**Confirmation using three independent validation sets**

Three independent confirmation sets (E-GEOD-17538, E-GEOD-28722, and E-GEOD-39582), all of which contained RNA-seq data, were used for validation of the two survival risk subgroups. First, we selected common mRNA features between each validation set and TCGA set, respectively, which were further subjected to median scale normalization and robust scale normalization. After the two scaling steps, the corresponding top 40 mRNA features selected by ANOV A were identified to construct an SVM classifier.

**Bioinformatic analysis**

Using TCGA data, we performed differential expression analysis in each individual omics layer between two survival risk groups identified by the autoencoder. The DESeq2 package [20] (https://bioconductor.org/packages/release/bioc/html/DESeq2.html) of R was used to identify differentially expressed miRNAs and genes with \(|\log_{2}\text{FC}|>1\) and FDR < 0.05 as the selection cutoff. A moderate t-test using the limma package (https://bioconductor.org/packages/release/bioc/html/l limma.html) in R was used to determine significant differences in methylation with |beta difference| > 0.1 and FDR < 0.05 as the strict threshold.

In order to investigate whether DNA methylation affects gene expression, associations between methylation level and gene expression were evaluated by performing Pearson's correlation analysis. A Pearson correlation coefficient < -0.5 and P-value < 0.0001 were defined as significant differences. To study the regulatory relationships among differentially expressed mRNAs and miRNAs, potential target genes of the identified differentially expressed miRNAs were predicted using miRDB [21] (prediction score > 80) and TargetScan databases (probability of conserved targeting >
Figure 2. Kaplan–Meier (KM) curves for overall survival (OS) using different strategies
KM curves for OS in The Cancer Genome Atlas (TCGA) set by using (A) autoencoder, (B) principal component analysis (PCA), (C) nonnegative matrix factorization (NMF), (D) t-distributed stochastic neighbor embedding (t-SNE), and (E) univariable Cox proportional hazards (PH) model.

0.8, http://www.targetscan.org/vert_71/). Among the common target genes between the two databases, the differentially expressed genes (DEGs) between the two survival risk groups were selected to construct an miRNA–target gene network. Kyoto encyclopedia of genes and genomes (KEGG) pathway enrichment analysis of the identified DEGs was performed using the KOBAS tool. Pathways satisfying an FDR <0.05 were considered significant.

**Results**

**Identification of two survival risk groups in TCGA multiomics data**

The results shown here are in part based on data generated by TCGA Research Network: https://www.cancer.gov/tcga. After preprocessing TCGA multiomics data, we obtained 413 miRNAs from miRNA-seq, 21,754 genes from RNA-seq, and 20,089 genes from DNA methylation data as input features for the autoencoder. The three-omics data were stacked together and transformed into 275 new features by an autoencoder of two hidden layers (550 and 1100 nodes, respectively). Each of the 275 transformed features (detailed information in Supplementary Table S6) underwent a univariable Cox-PH regression model. The 13 features (detailed information in Supplementary Table S7) significantly associated with survival (log-rank $P$-value $< 0.05$) were then subjected to $K$-means clustering analysis. The optimal number of clusters was two. TCGA samples were classified into two survival risk groups (G1 and G2). As shown in Figure 2A, better survival was observed in the G1 group compared with the G2 group ($log$-rank $P$-value $= 5.51e^{-7}$).

The C-index and Brier scores were 0.766 and 0.172, respectively. These results suggested that this classification identified two different prognostic subtypes in patients with COAD.

We compared the autoencoder to other alternative methods, including PCA, NMF, t-SNE, and univariable Cox-PH model, for prognostic classification of COAD samples. Using each of the first three approaches, we obtained 275
Figure 3. Kaplan-Meier (KM) curves for disease-free survival (DFS) and overall survival (OS) time in different datasets

KM curves for DFS time in (A) E-GEOD-17538, (B) E-GEOD-28722, and (C) E-GEOD-39582 datasets and KM curves for OS time in (D) E-GEOD-17538 and (E) E-GEOD-28722 datasets using the survival classification model.

transformed features, which is the same as the number of transformed features from the bottleneck layer of the autoencoder, and subjected these to a univariable Cox-PH model. In the Cox-PH approach, we performed univariable Cox-PH analysis on each input feature in the three omics data types. We ranked the features based on C-index values and selected the top 13 features, followed by \( K \)-means clustering. As depicted in Figure 2B–E, TCGA dataset was divided into two survival risk groups by each method. PCA (log-rank \( P \)-value = 0.191, C-index = 0.633, Brier score = \( 6.94 \times 10^{-3} \)), NMF (log-rank \( P \)-value = 0.203, C-index = 0.708, Brier score = \( 2.69 \times 10^{-2} \)), t-SNE (log-rank \( P \)-value = 0.189, C-index = 0.686, Brier score = \( 9.24 \times 10^{-4} \)), and Cox-PH (log-rank \( P \)-value = 0.203, C-index = 0.791, Brier score = \( 8.41 \times 10^{-2} \)) model failed to yield a significant log-rank \( P \)-value < 0.05. We found that only the autoencoder could determine significant survival subgroups in patients with COAD.

To validate the robustness of the two inferred survival risk groups obtained by the autoencoder, a classification model was built using the SVM algorithm with CV (Figure 1B). TCGA samples were randomly separated into training (60%) and test (40%) sets. Table 2 shows a high C-index (0.73 ± 0.06), low Brier score (0.14 ± 0.01), and significant log-rank \( P \)-value (1.40e \(-4\)) for the three-omics training set on average. Similar results were observed for the three-omics test data (log-rank \( P \)-value = 2.92e \(-2\), C-index = 0.64 ± 0.11, Brier score = 2.69e \(-2\)). With regard to the test of each omics dataset, this model also generated significant but marginally inferior results (Table 2). These results confirmed the robustness of the two inferential survival risk groups to the inherent stochastic processes of automatic encoder construction and training sample selection. Multiomics data proved to be superior to single-omics data for model construction.
Survival risk subtypes were successfully validated in three independent validation datasets

To study the robustness of the classification model for predicting the prognosis of patients with COAD, we tested the model on three independent cohorts (E-GEOD-17538, E-GEOD-39582, and E-GEOD-28722). The numbers of common mRNAs shared by each validation set and TCGA set were 12959, 12959, and 12478, respectively. We selected the common top 40 features based on ANOVA F-value followed by SVM classification.

For E-GEOD-17538, we achieved a high C-index of 0.735, a low Brier score of 0.133, and a log-rank P-value of 8.22e-4 for disease-free survival (DFS) time (Figure 3A). The classification using overall survival (OS) time for E-GEOD-17538 generated the following values: log-rank P-value = 1.11e-2, C-index = 0.653, and Brier score = 0.197 (Figure 3D). Additionally, the classification generated good results for E-GEOD-28722 (log-rank P-value = 1.66e-2, C-index = 0.740, and Brier score = 0.133; Figure 3E) as well as E-GEOD-39582 (log-rank P-value = 1.46e-2, C-index = 0.642, and Brier score = 0.220; Figure 3C) datasets. These results proved the reliability of the two survival risk groups by autoencoders in COAD. The classification using OS time for E-GEOD-28722 generated the following values: log-rank P-value = 2.27e-2, C-index = 0.627, and Brier score = 0.133 (Figure 3E).

Functional analysis of the two survival subgroups in TCGA dataset

Between the two identified survival risk groups, we found 1271 DEGs, including 828 up-regulated and 443 down-regulated genes in the G2 group relative to the G1 group (log2FC > 1 and FDR < 0.05, Figure 4A). In total, 10 differentially expressed miRNAs (DEMs), consisting of 8 up-regulated and 2 down-regulated miRNAs ([log2FC] > 1 and FDR < 0.05), and 12 hypermethylated genes (FDR < 0.05 and |delta methylation| > 0.1) were found (Figure 4B,C).

Correlations of methylation β values with gene expression values were evaluated by calculating Pearson’s correlation coefficients. Expression levels of phospholipase A2 group II A (PLA2G2A) and regenerating family member 4 (REG4) were significantly down-regulated by promoter hypermethylation (Pearson’s correlation coefficient < -0.5 and P-value < 0.001, Table 3). Potential target genes of 10 differentially expressed miRNAs were predicted using the miRDB (prediction score > 80) and TargetScan (Pct > 0.8) databases. The common target genes were mapped to DEGs. In total, seven target genes of mir-133b, including G protein subunit beta 4 (GNB4), protein tyrosine phosphatase receptor type Z1 (PTPRZ1), RUNX1 partner transcriptional co-repressor 1 (RUNX1T1), EPH receptor 7 (EPHA7), glycoprotein M6A (GPM6A), BicC family RNA binding protein 1 (BICC1), and ADAM metallopeptidase with thrombospondin type 1 motif 5 (ADAMTS5) were identified, and a miRNA target gene network was built (Figure 5).
Figure 4. Heat maps for differentially expressed genes between two survival risk groups (A) mRNAs, (B) miRNAs, and (C) differentially methylated genes.

Figure 5. miR-133b-target gene network

We performed pathway enrichment analysis for DEGs. The up-regulated genes were significantly associated with ECM–receptor interaction, focal adhesion, and PI3K-Akt signaling pathways (Figure 6A, FDR < 0.05), while the down-regulated genes were significantly associated with nitrogen metabolism, mucin type O-glycan biosynthesis, and pentose and glucuronate interconversions (Figure 6B, FDR < 0.05).

Discussion
At present, the survival and prognosis of patients with COAD are poor. Accurate stratification of patients with COAD indicative of prognosis would help to select the optimal therapy for each patient. In the present study, RNA-Seq,
Figure 6. Significantly enriched pathways for differentially expressed genes
(A) top 10 significant pathways for up-regulated genes; (B) top 10 significant pathways for down-regulated genes.

miRNA-Seq, and DNA methylation data of the same patients were downloaded from TCGA to develop a survival prediction model using the DL framework. The present model was based only on TCGA database and now the GEO database. Except for TCGA database, no other databases such as GEO database contained cancer samples with 'RNA-seq', 'miRNA', and 'methylation' data; thus, the GEO database could not be used to verify the dimension reduction of the autoencoder model. Two risk subgroups with robust survival differences were inferred by the autoencoder framework based on multiomics data. According to the C-index value, log-rank P-value, and Brier score, the autoencoder algorithm was preferred for selecting survival-related features to other alternative approaches, including PCA, NMF, t-SNE, and the univariate Cox-PH model, emphasizing the utility of this approach. The reliability of the two inferred risk groups was confirmed using the CV procedure. Moreover, this classification model generated good results in terms of C-index, Log-rank P-value, and Brier score on three additional validation datasets containing RNA-seq data, confirming its predictive efficiency. In the present study, the autoencoder model was used to reduce the dimension of multiomics data. The bottleneck feature was the dimension reduction feature of the autoencoder model, which was combined with the traditional risk grouping method. Our emphasis was on the advantages of multiomics integration, and we also compared the autoencoder with other dimensionality reduction methods. We aimed to obtain transformation characteristics by multiomics integration dimension reduction using DL and carried out risk assessment according to the dimensionality reduction features. Our results indicated that the present dimensionality reduction method was superior to other dimensionality reduction methods as well as unomics research, which could avoid differences in data platforms and omics of multiomics integration. The present study will help improve the prognosis of patients with COAD. The three confirmation cohorts used in the present study consisted of RNA-seq data only. Large cohort studies with good quality samples are anticipated to further validate the predictive utility of this two-risk group-specific model. We performed integrative bioinformatics analysis to search for critical molecules involved in the biology of COAD. A total of 1271 DEGs, 10 DEMs, and 12 hypermethylated genes were identified between the G1 and G2 risk subgroups. Notably, down-regulation of PLA2G2A and REG4 by promoter hypermethylation was observed. Phospholipase A2 is an enzyme related to the hydrolysis of fatty acyl ester. Expression of PLA2G2A and REG4 is of prognostic value for patients with stage II CRC [22,23]. Furthermore, miR-133b and its seven target genes (GNB4, PTPRZ1, RUNX1T1, EPHA7, GPM6A, BICC1, and ADAMTS5) were differentially expressed between the two risk groups. All the eight genes are associated with cell proliferation, invasion, and migration.
enhancement and poor prognosis in various cancers [24]. miR-133b expression is decreased in CRC and suppresses CRC metastasis, which is associated with the OS of CRC [25,26]. miR-133b down-regulation promotes CRC invasion and migration by modulating CXCR4 [24]. GNB4, a signal transduction molecule involved in the PI3K-AKT pathway, is hypermethylated and down-regulated in both CRC cell lines and colon cancers [27]. PTPRs are a subgroup of tyrosine phosphatases that participate in regulating the cell signaling events of several critical biological processes, such as proliferation, apoptosis, and migration [28]. PTPRZ1 expression is elevated in CRC, implicating its involvement in CRC development [29]. RUNX1T1, a transcriptional co-repressor, acts as a critical regulator of leukemogenesis. RUNX1T1 may play a suppressive role in CRC progression [30]. The involvement of Eph/ephrin signaling in a wide range of biological processes related to tumor progression and metastasis, such as cell attachment, migration, and angiogenesis, has been characterized [31]. The down-regulation of EphA7 by hypermethylation occurs in CRC [32]. GPM6A is a transmembrane protein that plays an important role in the differentiation and neuronal migration of neurons [33]. Overexpression of miR-133b in neuronal cultures leads to the downregulation of GPM6A, suggesting that GPM6A is a novel target for epigenetic regulation during prenatal stress [34]. The gene product Bicc1 is an RNA-binding molecule involved in regulating various proteins at the post-transcriptional level [35]. BICC1 is a genetic determinant of osteoblastogenesis and bone mineral density [36]. ADAMTS5 is a secreted proteinase that participates in cell adhesion, proliferation, and migration. ADAMTS5 is overexpressed in CRC, promoting CRC metastasis and cancer cell invasion [37]. High expression of ADAMTS5 is a potent biomarker for lymphatic invasion and lymph node metastasis in CRC [38]. These results indicate that these molecules may be used as promising biomarkers and therapeutic targets for COAD.

Functional analysis of the up-regulated DEGs revealed significant enrichment of various signaling pathways, such as ECM–receptor interaction, focal adhesion, and the PI3K-Akt signaling pathway. The down-regulated genes were significantly involved in several signaling pathways associated with glucose metabolism. A rich body of evidence has shown that the PI3K-Akt signaling pathway plays an essential role in the progression of colon cancer and is a promising target for cancer treatment [39,40]. Glucose intake is high in cancer cells together with the production of lactic acid [41]. However, these results were found based on bioinformatic analysis. We hope that the results of the present study will be beneficial for elucidating the possible pathogenesis of COAD.

Here, we performed an extensive study based on published data and bioinformatic analysis. The results of the present study should be further validated using in vitro or in vivo models. We hope that the results of this study will be beneficial to future research.

**Conclusion**

The present study robustly distinguishes survival subpopulations of patients with COAD using DL-based multomics integration. This classification is of direct clinical importance and contributes to improved outcomes in patients with COAD. miR-133b, GNB4, PTPRZ1, RUNX1T1, EPHA7, GPM6A, BICC1, and ADAMTS5 may be important molecular targets for COAD.

**Data Availability**

All data used and/or analyzed in this study are available from the TCGA database (https://gdc-portal.nci.nih.gov/) or the EBI Array database (https://www.ebi.ac.uk/arrayexpress/).

**Competing Interests**

The authors declare that there are no competing interests associated with the manuscript.

**Funding**

The authors declare that there are no sources of funding to be acknowledged.

**Author Contribution**

J.D.L. designed and performed the research, analyzed the data, and wrote the manuscript. J.J.W. and X.J.S. participated in the collection of clinical samples. F.F.L. and S.X.G. participated in the experimental design and provided financial and instrumental support. All authors have read and approved the final manuscript.

© 2020 The Author(s). This is an open access article published by Portland Press Limited on behalf of the Biochemical Society and distributed under the Creative Commons Attribution License 4.0 (CC BY).
Abbreviations
COAD, colon adenocarcinoma; DFS, disease-free survival; DL, deep learning; NMF, nonnegative matrix factorization; OS, overall survival; PCA, principal component analysis; TCGA, The Cancer Genome Atlas; t-SNE, t-distributed stochastic neighbor embedding.

References
1. Benson, A.B., Venook, A.P., Al-Hawary, M.M., Cederquist, L., Chen, Y.-J., Ciombor, K.K. et al. (2018) NCCN guidelines insights: colon cancer, version 2.2018. J. Natl. Comprehensive Cancer Network 16, 359–369, https://doi.org/10.6004/jnccn.2018.0021
2. Edwards, B.K., Ward, E., Kohler, B.A., Ehemann, C., Zauber, A.G., Anderson, R.N. et al. (2010) Annual report to the nation on the status of cancer, 1975-2006, featuring colorectal cancer trends and impact of interventions (risk factors, screening, and treatment) to reduce future rates. Cancer: Interdisciplinary Int. J. Am. Cancer Soc. 116, 544–573, https://doi.org/10.1002/cncr.24760
3. Anguraj, S., Lyssiotis, C.A., Krisztian, H., Collisson, E.A., Gibb, W.J., Stephan, W. et al. (2013) A colorectal cancer classification system that associates cellular phenotype and responses to therapy. Nat. Med. 19, 619–625
4. Fatemeh, H., Saedeh, A., Amir Mohammad, K. and Mehdi, E. (2014) Clinicopathological features of colon adenocarcinoma in Qazvin, Iran: a 16 year study. Asian Pacific J. Cancer Prevention APJCP 15, 951
5. Huang, S., Chaudhary, K. and Garmire, L.X. (2017) More is better: recent progress in multi-omics data integration methods. Front. Genet. 8, 84, https://doi.org/10.3389/fgene.2017.00084
6. Lan, K., Wang, D.-T., Fong, S., Liu, L.-s., Wong, K.K. and Dey, N. (2018) A survey of data mining and deep learning in bioinformatics. J. Med. Syst. 42, 139, https://doi.org/10.1007/s10916-018-1003-9
7. Chaudhary, K., Poirion, O.B., Lu, L. and Garmire, L.X. (2018) Deep Learning-Based Multi-Omics Integration Robustly Predicts Survival in Liver Cancer. Clin. Cancer Res. 24, 1248–1259, https://doi.org/10.1158/1078-0432.CCR-17-0853
8. Zhang, L., Lv, C., Jin, Y., Cheng, G., Fu, Y., Yuan, D. et al. (2018) Deep learning-based multi-omics data integration reveals two prognostic subtypes in high-risk neuroblastoma. Front. Genet. 9, https://doi.org/10.3389/fgene.2018.00477
9. Poirion, O.B., Chaudhary, K. and Garmire, L.X. (2018) Deep Learning data integration for better risk stratification models of bladder cancer. AMIA Summits on Translational Sci. Proc. 2017, 197
10. IlluminaHumanMethylation450kanno HK (2014) ilm12. hg19: Annotation for Illumina's 450k methylation arrays. R package version 0.2
11. Rousseeuw, P.J. (1987) Silhouettes: a graphical aid to the interpretation and validation of cluster analysis. J. Comput. Appl. Math. 20, 53–65, https://doi.org/10.1016/0737-0007(87)90125-7
12. Rucci, R. and Vichi, M. (2008) Two-mode multi-partitioning. Comput. Statistics Data Analysis 52, 1984–2003
13. O’Brien, P.C. (1988) Comparing two samples: extensions of the t, rank-sum, and log-rank tests. J. Am. Statist. Assoc. 83, 52–61
14. Simmons, M.N., Ching, C.B., Samplasski, M.K., Park, C.H. and Gill, I.S. (2010) Kidney tumor location measurement using the C index method. J. Urol. 183, 1708–1713, https://doi.org/10.1016/j.juro.2010.01.005
15. Gerds, T.A. and Schumacher, M. (2006) Consistent estimation of the expected Brier score in general survival models with right-censored event times. Biometrical J. 48, 1029–1040, https://doi.org/10.1002/bimj.200610301
16. Jolliffe, I.T. and Cadima, J. (2016) Principal component analysis: a review and recent developments. Philos. Transact. Royal Soc. A: Mathemat. Phys. Eng. Sci. 374, 20150202, https://doi.org/10.1098/rsta.2015.0202
17. Fu, X., Huang, K., Sidirooulos, N.D. and Ma, W.-K. (2019) Nonnegative matrix factorization for signal and data analytics: Identifiability, algorithms, and applications. IEEE Signal Process. Mag. 36, 59–80, https://doi.org/10.1109/MSP.2018.2877582
18. Gisbrecht, A., Schulz, A. and Hammer, B. (2015) Parametric nonlinear dimensionality reduction using kernel t-SNE. Neurocomputing 147, 71–82, https://doi.org/10.1016/j.neucom.2013.11.045
19. Bhapkar, V.P. (1980) 11 ANOVA and MANOVA: Models for categorical data. Handbook Statistics 1, 345–387, https://doi.org/10.1016/S0169-7116(80)80103-9
20. Löve, M.I., Huber, W. and Anders, S. (2014) Moderated estimation of fold change and dispersion for RNA-seq data with DESeq2. Genome Biol. 15, 550, https://doi.org/10.1186/s13059-014-0550-8
21. Wong, N. and Wang, X. (2014) miRDB: an online resource for microRNA target prediction and functional annotations. Nucleic Acids Res. 43, D146–D152, https://doi.org/10.1093/nar/gku1104
22. Buhmeida, A., Bendardaf, R., Hiliska, M., Laine, J., Collian, Y., Laato, M. et al. (2009) PLA2 (group IIA phospholipase A2) as a prognostic determinant in stage II colorectal carcinoma. Ann. Oncol. 20, 1230–1235, https://doi.org/10.1093/annonc/mdn783
23. Zhu, X., Han, Y., Yuan, C., Tu, W., Oiu, G., Lu, S. et al. (2015) Overexpression of Reg4, alone or combined with MMP-7 overexpression, is predictive of poor prognosis in colorectal cancer. Oncol. Rep. 33, 320–328, https://doi.org/10.3892/or.2014.3559
24. Duan, F.T., Qian, F., Fang, K., Lin, K.Y., Wang, W.T. and Chen, Y.Q. (2013) miR-133b, a muscle-specific microRNA, is a novel prognostic marker that participates in the progression of human colorectal cancer via regulation of CXCR4 expression. Mol. Cancer 12, 164, https://doi.org/10.1186/1476-4598-12-164
25. Pinar, A.A., Susanne, E., Iryna, K., Stefano, C., Ozata, D.M., Hong, X. et al. (2011) miR-185 and miR-133b deregulation is associated with overall survival and metastasis in colorectal cancer. Int. J. Oncol. 39, 311–318
26. Lin, C., Li, X., Zhang, Y., Hu, G., Guo, Y., Zhou, J. et al. (2014) TAp63 suppress metastasis via miR-133b in colon cancer cells. Br. J. Cancer 110, 2310, https://doi.org/10.1038/bjc.2014.118
27. Wang, X., Kuang, Y.Y. and Hu, X.-T. (2014) Advances in epigenetic biomarker research in colorectal cancer. World J. Gastroenteral. 20, 4276, https://doi.org/10.3748/wjg.v20.i15.4276

© 2020 The Author(s). This is an open access article published by Portland Press Limited on behalf of the Biochemical Society and distributed under the Creative Commons Attribution License 4.0 (CC BY).
28 Du, Y. and Grandis, J.R. (2015) Receptor-type protein tyrosine phosphatases in cancer. Chin. J. Cancer 34, 61, https://doi.org/10.5732/cjc.014.10146
29 Laczmanska, I., Karpinski, P., Gil, J., Laczmanski, L., Bebenek, M. and Sasiadek, M.M. (2016) High PTPRQ expression and its relationship to expression of PTPRZ1 and the presence of KRAS mutations in colorectal cancer tissues. Anticancer Res. 36, 677–681
30 Alfayez, M., Vishnubalaji, R. and Alajez, N.M. (2016) Runx-related Transcription Factor 1 (RUNX1T1) Suppresses Colorectal Cancer Cells Through Regulation of Cell Proliferation and Chemotherapeutic Drug Resistance. Anticancer Res. 36, 5257–5264, https://doi.org/10.21873/anticanres.11096
31 Giaginis, C., Tsoukalas, N., Bournakis, E., Alexandrou, P., Kavantzas, N., Patsouris, E. et al. (2014) Ephrin (Eph) receptor A1, A4, A5 and A7 expression in human non-small cell lung carcinoma: associations with clinicopathological parameters, tumor proliferative capacity and patients’ survival. BMC Clin. Pathol. 14, 8, https://doi.org/10.1186/1472-6890-14-8
32 Wang, J., Kataoka, H., Suzuki, M., Sato, N., Nakamura, R., Tao, H. et al. (2005) Downregulation of EphA7 by hypermethylation in colorectal cancer. Oncogene 24, 5637, https://doi.org/10.1038/sj.ong.1208720
33 Michibata, H., Okuno, T., Konishi, N., Kyono, K., Wakimoto, K., Aoki, K. et al. (2009) Human GPM6A is associated with differentiation and neuronal migration of neurons derived from human embryonic stem cells. Stem Cells Dev. 18, 629–640, https://doi.org/10.1089/scd.2008.0215
34 Monteleone, M.C., Adrover, E., Pallarés, M.E., Antonelli, M.C., Frasch, A.C. and Brocco, M.A. (2014) Prenatal stress changes the glycoprotein GPM6A gene expression and induces epigenetic changes in rat offspring brain. Epigenetics 9, 152–160, https://doi.org/10.4161/epi.25925
35 Lian, P., Li, A., Li, Y., Liu, H., Liang, D., Hu, B. et al. (2014) Loss of polycystin-1 inhibits Bicc1 expression during mouse development. PLoS ONE 9, e88816, https://doi.org/10.1371/journal.pone.0088816
36 Mesner, L.D., Brianne, R., Yi-Hsiang, H., Ani, M., Eric, L., Bryda, E.C. et al. (2014) Bicc1 is a genetic determinant of osteoblastogenesis and bone mineral density. J. Clin. Invest. 124, 2736–2749, https://doi.org/10.1172/JCI73072
37 Yu, L., Lu, Y., Han, X., Zhao, W., Li, J., Mao, J. et al. (2016) microRNA-140-5p inhibits colorectal cancer invasion and metastasis by targeting ADAMTS5 and IGFBPs. Stem Cell Res. Therapy 7, 180
38 Haraguchi, N., Ohara, N., Koseki, J., Takahashi, H., Nishimura, J., Hata, T. et al. (2017) High expression of ADAMTS5 is a potent marker for lymphatic invasion and lymph node metastasis in colorectal cancer. Mol. Clin. Oncol. 6, 130–134, https://doi.org/10.3892/mco.2016.1088
39 Xiangliang, Z., Huijuan, S., Hongsheng, T., Zhiyuan, F., Jiping, W. and Shuzhong, C. (2015) miR-218 inhibits the invasion and migration of colon cancer cells by targeting the PI3K/Akt/mTOR signaling pathway. Int. J. Mol. Med. 35, 1301–1308
40 Ke, T.W., Wei, P.L., Yeh, K.T., Chen, T.L. and Cheng, Y.W. (2015) MiR-92a Promotes Cell Metastasis of Colorectal Cancer Through PTEN-Mediated PI3K/AKT Pathway. Ann. Surg. Oncol. 22, 2649–2655, https://doi.org/10.1245/s10434-014-4305-2
41 Fang, S. and Fang, X. (2016) Advances in glucose metabolism research in colorectal cancer. Biomed. Rep. 5, 289–295, https://doi.org/10.3892/br.2016.719