ON A COUNTEREXAMPLE IN CONNECTION WITH THE PICARD-LINDELÖF THEOREM
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Abstract. We give an example, which demonstrates that in the situation of the Picard-Lindelöf theorem, the Lipschitz condition on the right hand side \( f(x, y) \) with respect to \( y \), cannot be replaced by Lipschitz continuity in \( y \) for every \( x \). We show that, in our example, the classical Euler method detects only one of infinitely many solutions and we outline how the latter can be adjusted to find also other solutions numerically.

The Picard-Lindelöf theorem is a classical topic of undergraduate analysis. One of its most common formulations is that the initial value problem

\[
y' = f(x, y), \quad y(x_0) = y_0,
\]

where \( x_0, y_0 \in \mathbb{R}, a, b > 0 \) and \( f : [x_0 - a, x_0 + a] \times [y_0 - b, y_0 + b] \to \mathbb{R} \) is continuous, has a unique local solution, provided that \( f = f(x, y) \) satisfies a Lipschitz condition with respect to \( y \), i.e., if

\[
\exists L \geq 0 \forall x \in [x_0 - a, x_0 + a] \forall y_1, y_2 \in [y_0 - b, y_0 + b] : |f(x_1, y_1) - f(x_2, y_2)| \leq L|y_1 - y_2|
\]

holds. From this “rectangle version” of the theorem, variations like unique local existence for any initial condition under a local Lipschitz condition, or existence of a global solution by requiring (2) on a strip \([x_0 - a, x_0 + a] \times \mathbb{R}\), can be derived.

In order to show that dropping the Lipschitz condition leads to losing the uniqueness, foundational textbooks often seem to use examples like \( y' = y^{2/3} \), cf. Arnold 2 p. 36, \( y' = |y|^{1/2} \), cf. Walter 5 p. 15, or variants of the latter. Following this line in the classroom, a natural question, namely whether or not reordering the quantifiers in (2) as follows

\[
\forall x \in [x_0 - a, x_0 + a] \exists L \geq 0 \forall y_1, y_2 \in [y_0 - b, y_0 + b] : |f(x, y_1) - f(x, y_2)| \leq L|y_1 - y_2|
\]

gives a sufficient condition for uniqueness, remains untouched. Since understanding that the order of quantifiers is of utmost importance in general, and since students might in particular confuse the Lipschitz condition with respect to \( y \) with Lipschitz continuity for every \( x \), we believe that a discussion of the latter question in the classroom is beneficial for students.

The aim of this short note is firstly to give an elementary counterexample which shows that (3) is not sufficient for uniqueness. Our second aim is to show that in the situation of this counterexample the classical Euler method finds only one solution whereas a small modification of the latter then finds also other solutions. When discussing numerical techniques with students, the latter can be used to illustrate that a successful algorithm a priori needs not to reveal the full truth.

We emphasize that there is a vast literature on the question how uniqueness could be regained by requiring (3) and additionally imposing conditions on \( L = L(x) \). Results like the criteria of Nagumo, Osgood or Perron have been established more than 50 years ago and examples showing that they are sharp are well-known. We refer to Hartman 3, Agarwal, Lakshmikantham 11, and the references therein.

The idea behind our counterexample is to divide the first quadrant by two parabolas with vertex at zero into three “distorted sectors”, cf. Fig. 2. The function \( f \) is then defined on the top and on the bottom sector in a way that the corresponding initial value problems are integrable and their solutions stay in
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the respective sectors. The gap over the middle sector is filled by “connecting opposite values with a straight line in y-direction”. The existence of two solutions disqualifies \( f \) from satisfying a Lipschitz condition. But cutting through the graph of \( f \) for fixed \( x \) in y-direction leads to a function \( f(x, \cdot) \), see Fig. 1, that is first constant, then linearly increasing, then again constant — and thus of course Lipschitz continuous.

**Example 1.** Consider the continuous function \( f: [0, \infty) \times [0, \infty) \rightarrow \mathbb{R} \), given by

\[
f(x, y) = \begin{cases} 
  x/2 & \text{if } 0 \leq y \leq x^2/2, \\
  x/2 + 5(y - x^2/2)/x & \text{if } x^2/2 < y < x^2, \\
  3x & \text{if } x^2 \leq y.
\end{cases}
\] (4)

Then the initial value problem \( y' = f(x, y), \ y(0) = 0 \), has the two solutions \( \varphi_1, \varphi_2: [0, \infty) \rightarrow \mathbb{R} \), \( \varphi_1(x) = x^2/4, \varphi_2(x) = 3x^2/2 \), which satisfy \( \varphi_1|_{[0, \varepsilon]} \neq \varphi_2|_{[0, \varepsilon]} \) for any \( \varepsilon > 0 \). Moreover, for any \( x \in [0, \infty) \) there exists \( L > 0 \) such that for all \( y_1, y_2 \in [0, \infty) \) the estimate \( |f(x, y_1) - f(x, y_2)| \leq L|y_1 - y_2| \) is valid.

**Proof.** As \( \varphi_1 \) lies completely in the area \( 0 \leq y \leq x^2/2 \) and \( \varphi_2 \) lies completely in the area \( x^2 \leq y \), it is straightforward to check that \( \varphi_1 \) and \( \varphi_2 \) both solve the initial value problem. It remains to establish Lipschitz continuity for every \( x \). If \( x = 0 \), then \( f(x, \cdot) \equiv 0 \) holds and the estimate is trivial. For \( x > 0 \) we observe that \( f(x, \cdot) \) is constant on \( [0, x^2/2] \) and constant on \( [x^2, \infty) \).
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**Figure 1:** For \( x > 0 \) the function \( f(x, \cdot) \) is constant on \( [0, x^2/2] \) and \([x^2, \infty)\).

Consequently, the estimate is again trivial, if \( y_1 \) and \( y_2 \) are both contained in one of these two intervals. If not, then we may assume w.l.o.g. that \( x^2/2 \leq y_1 < y_2 \leq x^2 \). If \( y_1 < x^2/2 \) we can “move” \( y_1 \) rightwards to \( x^2/2 \) without that the values of \( f(x, \cdot) \) change. Similarly, we can move \( y_2 > x^2 \) leftwards to \( x^2 \). For \( y_1, y_2 \in [x^2/2, x^2] \) we finally compute \( |f(x, y_1) - f(x, y_2)| = |x^2/2 + 5(y_1 - x^2/2)/x - x^2/2 + 5(y_2 - x^2)/x| = (5/2)|y_1 - y_2| \) which establishes the estimate with \( L = 5/2 \).

The above can be modified as follows in order to construct an initial value problem of the form considered in (1) with \( x_0 = y_0 = 0, \ a = b = 1 \). We define \( f(x, y) \) as in (4) if \( x, y \geq 0 \), put \( f(x, y) = 0 \) if \( x < 0 \) and \( f(x, y) = x^2/2 \) if \( x \geq 0 \) and \( y < 0 \). Then, (1) has the solutions \( \varphi_1: [-1, 1] \rightarrow \mathbb{R} \) and \( \varphi_2: [-1, (2/3)^{1/2}] \rightarrow \mathbb{R} \) given by \( \varphi_1(x) = x^2/4 \) and \( \varphi_2(x) = 3x^2/2 \) for \( x > 0 \) and \( \varphi_1(x) = \varphi_2(x) = 0 \) for \( x < 0 \). It is straightforward to show that \( f(x, \cdot) \) is Lipschitz continuous for every \( x \in [-1, 1] \).

Let us now approach the Cauchy problem (1) with \( f \) as in (4) from a computational point of view. Here, the Euler method yields only the solution \( \varphi_1 \), since \( f(0, 0) = 0 \) implies that the first part of the polygonal curve is always zero, and later the approximant stays in the area \( 0 \leq y \leq x^2/2 \) since “the slope field keeps it away from the upper boundary of this area”. On the other hand, one can also easily reach the solution \( \varphi_2 \) numerically. For this, one has to modify the Euler method by pushing the approximant in the initial step into the area \( x^2 \leq y \). This can be done, e.g., via

1: function PushEuler(f, x_0, y_0, K, h, n) 
2: \( x_1 \leftarrow x_0 + h \), \( y_1 \leftarrow y_0 + K \cdot h \)
3: for \( j \leftarrow 2 \) to \( n \) do
4: \( m \leftarrow f(x_{j-1}, y_{j-1}) \)
5: \( x_j \leftarrow x_{j-1} + h \), \( y_j \leftarrow y_{j-1} + m \cdot h \)
6: end for
7: return \((x_j, y_j)_{j=0,...,n}\)
8: end function

which leads with \( K = 1 \) for the initial value problem of our Example to Fig. 2.
An adaptation of that proof of Peano’s theorem relying on the Euler method, see e.g. [5, p. 78], shows the following: Given a continuous right hand side $f$, then a sequence $(p_k)_{k \in \mathbb{N}}$ of polygonal curves, corresponding to partitions of mesh size $h_k \to 0$, and arising from the algorithm above, contains a subsequence that converges on $[x_0, x_0 + a]$ uniformly to a solution of (1). For $f$ as in (4) and $K = 1$ it is easy to show that this subsequence converges to $\varphi_2$, see [4] for details.

We leave it to the reader to verify that the initial value problem of the example has in addition to $\varphi_1$ and $\varphi_2$ infinitely many other solutions and that (at least some of) these solutions can be approximated by our algorithm (solve the linear inhomogenous equation $y' = (5/x)y + 2x$ and try, e.g., $\textsf{PushEuler}(f, 0, 0, 0.07, 0.1, 10)$).
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