The θ-θ Diagram – Visualizing the one-dimensional nature of interstellar scattering screens in pulsar scintillation
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ABSTRACT

We introduce a novel analysis technique for pulsar secondary spectra. The power spectrum of pulsar scintillation (referred to as the “secondary spectrum”) shows differential delays and Doppler shifts due to interference from multi-path propagation through the interstellar medium. We develop a transformation which maps these observables to angular coordinates on a single thin screen of phase-changing material. This transformation is possible without degeneracies in the case of a one-dimensional distribution of images on this screen, which is often a successful description of the phenomenon. The double parabolic features of secondary spectra are transformed into parallel linear features, whose properties we describe in detail. Furthermore, we introduce methods to measure the curvature parameter and the field amplitude distribution of images by applying them to observations of PSR B0834+06. Finally, we extend this formalism to two-dimensional distributions of images on the interstellar screen.
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1 INTRODUCTION

Diffractive scintillation is observed in pulsar observations when the radiation is distributed over multiple paths through the interstellar medium (ISM) that interfere with each other at the observer. The resulting interference patterns – typically quasi-periodic criss-cross patterns of the pulse’s brightness in the plane of time and frequency – can only occur when the incoming radiation is spatially coherent. This is the case because pulsars are very compact sources.

Scintillation is sensitive to the geometry of propagation as well as its first-derivative temporal evolution. Additionally, it is formed by the properties of the medium the radiation is passing through. However, these effects of unknown complexity can be separated to first order from the geometry, which gives scintillation studies a huge potential in measuring the location and velocity of the pulsar and the lensing ISM structures – a discipline which is known as scintillometry. Since this basically resembles single-dish interferometry, it is sensitive to extremely small structures in the ISM. Furthermore, if the propagation paths can be constrained, they can be used as baselines of an interferometer of interstellar dimensions.

As was first discovered by Stinebring et al. (2001), the power spectrum of the intensity of scintillating pulsars often shows parabolic structures consisting of a dominant arc and sometimes potential downward arclets of the same curvature. The canonical explanation of these structures is a thin screen of phase-changing material somewhere in the ISM between observer and pulsar; the optical properties of interstellar screens have been described by Gwinn et al. (1998).

The scintillation arc phenomenon has been successfully explained using this model by Walker et al. (2004) and Cordes et al. (2006). Furthermore, Brisken et al. (2010) found through VLBI imaging that the structures are indeed sourced by distinct paths of propagation that are mostly located on a line and thus represent a one-dimensional thin screen as forecasted by theoretical models.

The nature of these compact structures in the ISM is still debated. Pen & Levin (2014) and Simard & Pen (2018) propose corrugated reconnection sheets of plasma at the boundary between between magnetic field configurations in the ISM, whose surface density waves are the source of the varying electron density responsible for diffraction. Gwinn (2019) and Gwinn & Sosenko (2019) have built another model that proposes magnetic noodles of plasma which are stabilized by parallel magnetic field lines that force constant plasma density along them.

The power spectrum of the pulsar’s dynamic spectrum – the secondary spectrum – can be understood as a power distribution over the signal’s delay of arrival and its Doppler rate (frequency shift) for all paths of propagation relative to each other. However, the quantities of interest are the angles of the incoming paths of radiation. In an ideal case of these paths being confined to a one-dimensional line on the sky, there is a one-to-one translation of delay and Doppler rate with the pairs of angles of interfering paths of propagation. In this paper, we present a transformation which utilizes this correspondence to present pulsar secondary spectra in a more physical and easier to analyse space.

The upper panels of Fig. 1 show a scattering screen with marked propagation paths – images – and the parabolic structure they cause in the secondary spectrum. The lower panels of Fig. 1 then schematic-
These sketches summarize the different data representations discussed in this paper. Features are colored in correspondence to the images on the screen that determine them. The red color marks a singularity in the transformations and the orange dot-dashed line marks the typical location of increased noise and thus low sensitivity.

Figure 2. This sketch shows the physical model behind pulsar scintillation. The emission of the pulsar is focused onto the observer from multiple points (paths 1 and 2) of a thin screen of interstellar scattering material. All three parts of the system are moving, such that the optical paths evolve from the one shown in blue to the one shown in red after a certain time. Note that the horizontal scale is orders of magnitude larger than the vertical scale.

This paper is organized as follows: In Section 2 the formalism of secondary spectra is recapitulated, in Section 3 the data set used for example applications throughout this paper is described, in Section 4 the creation of secondary spectra by Fourier transforming with respect to $\nu \times t$ and $\nu$ instead of $t$ and $\nu$ is introduced, in Section 5 the equations are abbreviated in terms of the observables, in Section 6 we address the problem of measuring the curvature parameter, in Section 7 the $\theta-\theta$ transformation is introduced and analysed for one-dimensional screens in Section 8 and for two-dimensional screens in Section 9. We state our conclusions, and discuss future applications of our method in Section 10.

2 THE SECONDARY SPECTRUM IN THE THIN SCREEN MODEL

In the thin screen model, the scattering screen is filled by a collection of images with two-dimensional angular positions $\theta$. Although in principle all paths through the ISM screen contribute to the observed signal, rapidly varying phases cause destructive interference such that only paths of stationary phase remain (see e.g. Gwinn et al. 1998). Images in the stationary phase approximation represent distinct paths of propagation of radiation emitted by the pulsar. As such, they differ from the ideal unperturbed emission by a complex factor whose magnitude constitutes an amplification and whose phase consists of an intrinsic phase shift induced by the refractive index of the scattering medium and a geometrical phase shift induced by the differing path length. Since it is a priori unknown if the signal results from resolved images or superimposed clusters of images, the most general parameterisation makes use of a two-dimensional amplitude field $B(\theta)$. The physical brightness can be identified with $B^2$, the square of the complex field amplitude $B$. This quantity absorbs the unknown intrinsic amplitude of the pulsar’s emission into the amplification.

The dynamic spectrum is the integrated flux of full pulses as a function of time $t$ and frequency $\nu$ thus, it is the square modulus of the electric field, which is determined by the sum of all images. In the thin screen model, it can thus be written in terms of phase shift.
differences of all pairs of images \((\theta_1, \theta_2)\):

\[
D(t, v) = \int d^2\theta_1 d^2\theta_2 B(\theta_1)B(\theta_2) \times e^{2\pi i [(\Delta \theta_{\text{psr}}(\theta_1, \theta_2, t, v) + \Delta \theta_{\text{scr}}(\theta_1, \theta_2, t, v)]},
\]

\[
\Delta \theta_{\text{psr}} = -\frac{v}{c}(\theta_1 - \theta_2) \cdot \nu_{\text{eff}} t
\]

\[+ \frac{v}{2c} D_{\text{eff}} (\theta_1^2 - \theta_2^2). \]

Above, \(c\) is the speed of light and \(D_{\text{eff}}\) and \(v_{\text{eff}}\) are the effective distance and the effective velocity, respectively. The effective quantities are defined by the distances of pulsar and screen and by velocities of earth, screen and pulsar perpendicular to the line of sight:

\[
D_{\text{eff}} \equiv \frac{d_{\text{scr}} d_{\text{psr}}}{d_{\text{psr}} - d_{\text{scr}}},
\]

\[
v_{\text{eff}} \equiv -\frac{d_{\text{psr}}}{d_{\text{psr}} - d_{\text{scr}}} v_{\text{scr}} + v_{\|} + \frac{d_{\text{scr}}}{d_{\text{psr}} - d_{\text{scr}}} v_{\text{psr}}.
\]

The physical model described here is visualized in Fig. 2. The time-independent part Eq. (2.4) of the optical phase difference is caused by the delayed pulse arrival due to different path lengths. Since the pulsar, ISM as well as the earth are moving, these path lengths change, which to first order results in Eq. (2.3), a relation proportional to time. As such, this relation is equal to the time derivative of the delay, and is therefore proportional to \(\theta\) instead of \(\theta^2\).

Condensing all geometric quantities into the effective distance and velocity corresponds to substituting the model by a screen filled with images at the effective distance moving with the effective velocity as shown in Fig. 3. This picture explains why the time-dependent term can be understood as a differential Doppler shift, namely the Doppler rate.

The zero-point on the screen is chosen to be the intersection with the line of sight at the start of the observation. If there is a dominant straight line of images on the screen, we can use this line as the x-axis and define positions on the screen by their distance \(\theta\) to the centre and their angle \(\alpha\) with respect to the positive side of this axis:

\[
\theta \equiv \theta (\cos \alpha, \sin \alpha)^T,
\]

\[
v_{\text{eff}} \equiv v_{\text{eff}} (\cos \beta, \sin \beta)^T.
\]

Here, the effective velocity vector \(v_{\text{eff}}\) has been expressed by its norm \(v_{\text{eff}}\) and its angle \(\beta\) relative to the screen’s axis.

The time and frequency dependence of the intrinsic phase is usually neglected on the scales of single observations. Thus, the secondary spectrum is a map of optical phase differences. The Fourier conjugates are physically interpreted as Doppler rate \(f_D\) with respect to time and delay \(\tau\) with respect to frequency:

\[
\tau = \frac{1}{2c} D_{\text{eff}} (\theta_1^2 - \theta_2^2),
\]

\[
f_D = -\frac{v}{c} v_{\text{eff}} [\theta_1 (\cos \beta \cos \alpha_1 + \sin \beta \sin \alpha_1)
\]

\[\quad - \theta_2 (\cos \beta \cos \alpha_2 + \sin \beta \sin \alpha_2)].
\]

where \(v_0\) is the centre frequency of the band. Here we implicitly assume that the bandwidth of the dynamic spectrum is small compared to its center frequency. The generalization is discussed in Section 4. We will now consider the case of all images lying strictly on a one-dimensional line, such that \(\alpha = 0\) or \(\pi\). Hence, we treat \(\theta\) as a signed number and remove \(\alpha\) from the equations:

\[
f_D = -\frac{v_0}{c} v_{\text{eff}} (\theta_1 - \theta_2) \cos \beta.
\]

It is beneficial to define the secondary spectrum \(S\) as the complex Fourier transform rather than the power spectrum as it is often done. In summary, the secondary spectrum connects to the dynamic spectrum as

\[
|S| (f_D, \tau) \equiv \left| \int dt dv D(t, v) e^{2\pi i [f_D t + \tau v]} \right|
\]

\[\propto \left| \int d^2\theta_1 d^2\theta_2 B(\theta_1)B(\theta_2) \times \delta(f_D - f_D(\theta_1, \theta_2)) \delta(\tau - \tau(\theta_1, \theta_2)) \right|.
\]

Although Dirac delta functions are used in Eq. (2.13), the secondary spectrum cannot be understood as a field of infinite resolution in \((f_D, \tau)\). Being a Fourier transform, its resolution is determined by the bandwidth and timespan of the dynamic spectrum. These are limited by observational restrictions as well as theoretically; a model of a screen that is static beyond common motion and has the same phase geometry for all frequencies is an approximation that must break down at some point.

Using the amplitude of the Fourier transform instead of the power spectrum allows us to utilize the correspondence \(|S| \propto B(\theta_1)B(\theta_2)\) and prevents the distortion of the behaviour of noise.

3 EXAMPLE DATA SET: PSR B0834+06

To visualize the techniques and transformations described in the following sections, we use data of the pulsar B0834+06 as an example here. Over the last two decades, this pulsar has become one of the best examples of strong scintillation. The data we use were taken on 2005 November 12 by Brisken et al. (2010) at the Arecibo observatory. Although this data set also includes VLBI measurements which have been successfully used to further constrain the interstellar screen, we will use single-dish data for demonstration. It consists of the pulsar’s intensity and ranges over 6815 seconds (5700 s on-source) and 32 MHz (310.5-342.5 MHz), sampled in 1364 time bins and 131072 frequency bins. For details of its reduction, we refer the reader to Simard et al. (2019a).

This data set has been shown by Brisken et al. (2010); Simard et al. (2019b) to agree very well with a one-dimensional thin screen. Only a particular feature at a delay of 1 ms seems to originate from a more complicated geometry like an offset or a second screen, as studied in detail by Liu et al. (2016). Other studies of this data set include Pen & Levin (2014) who investigated a reconnection sheet model as the source of scintillation and an application of holography by Pen et al. (2014).

The strong scintillation properties of pulsar B0834+06 have also been studied in other observations. To give an impression of the rich information available on the scintillation of this particular pulsar, we want to mention Rickett et al. (1997, 2011); Stonebring et al. (2001, 2003); Walker et al. (2004, 2008); Hill et al. (2005); Walker & Stonebring (2005); Tuntsov et al. (2013); Fadeev et al. (2018).

In this manuscript, we use the values \(v_{\text{eff}} = 305\) km/s and \(\beta = -28.6^\circ\) when plotting quantities which cannot be measured directly using single-station data. These values approximately match the results from Brisken et al. (2010) (see Table 4 therein).

4 NUT TRANSFORM

The success of the analysis presented in this paper strongly depends on the sharpness of structures in the secondary spectrum. Thus, a good resolution in Doppler rate and delay is required while at the same time a good signal to noise ratio is needed. Therefore, being
Table 1. This table shows a comparison of de-smearing methods (FFT: standard, NuT: time scaled by frequency, $\lambda$: wavelength instead of frequency) that differ by the parameters $\tilde{t}$ and $\tilde{\nu}$ used to perform the Fourier transform of the dynamic spectrum.

| method | $\tilde{t}$ | $\tilde{\nu}$ | $f_D$ | $\tau$ |
|--------|------------|-------------|------|-------|
| FFT    | $\nu$      | $\nu$       | $\frac{\nu}{v_0}f_D$ | $\tilde{t} + \frac{1}{v_0}f_D$ |
| NuT    | $\frac{\nu}{v_0}t$ | $\nu$       | $f_D$ | $\tilde{t}$ |
| $\lambda$ | $t$ | $\frac{\nu}{v_0}$ | $\frac{1}{v_0}f_D$ | $-\frac{1}{c}(\tilde{t} + \frac{1}{v_0}f_D)$ |

able to use the full available frequency range of the data to compute a single secondary spectrum is crucial. However, computing the power spectrum of a dynamic spectrum that ranges over a relatively wide band of frequencies leads to smearing effects caused by the wide frequency dependence of Eq. (2.10), which manifest in the spread of power belonging to the interference of one combination of images over a range of Doppler rates. These effects were quantitatively described by Gwinn (2019).

To correct for the smearing we scale the time information of each data point to a common frequency $v_0$ (the centre of the band): 
\[ \tilde{t} \equiv \frac{\nu}{v_0}t. \] (4.1)

Thus, the Fourier transform is effectively performed with respect to $\nu t$, which we refer to as the NuT transform.

The Fourier transform with respect to $\tilde{t}$ is then performed as a direct Fourier transform. A much faster FFT is no longer possible because of the varying spacing between samples that was introduced by the scaling. A similar technique was applied to simulations in Simard et al. (2019b).

The NuT transform is not the only proposed solution to the problem of smearing effects in a standard FFT. Another method that led to successful sharpening of scintillation arcs is to perform the Fourier transform with respect to wavelength $\lambda$ instead of frequency (see e.g. Fallows et al. 2014). To compare these methods it is worth looking at the phase part of the Fourier integral Eq. (2.12):
\[ \Phi = -\frac{\nu t}{c}(\theta_1 - \theta_2) \cdot v_{eff} + \frac{\nu}{2c}D_{eff}\left(\theta_1^2 - \theta_2^2\right) - f_D\tilde{t} - \tau\tilde{\nu}. \] (4.2)
\[ \equiv \frac{\nu}{v_0}f_D\frac{\nu t}{v_0} + \tilde{t}\nu - f_D\tilde{t} - \tau\tilde{\nu}. \] (4.3)

Here the integration variables were replaced by $\tilde{t}$ and $\tilde{\nu}$ that differ for each method and the phase was reformulated in terms of the desired outcomes $\hat{f}_D$ and $\hat{\tau}$. Non-vanishing contributions to the secondary spectrum arise if $d\Phi/d\nu = d\Phi/d\tau = 0$. The resulting Fourier modes from this condition are shown in Table 1.

As mentioned above, the NuT transform asserts the desired results, while the standard FFT approach produces a dependence on $\nu$ and hence a smearing for larger bandwidths. The term $\tilde{t}/\nu f_D$ is subdominant in the cases regarded here. Note that the Fourier transform with respect to $\lambda$ still suffers for larger bandwidths and thus is not a good choice for applying to data with inverted arclets, or other discrete features in the secondary spectrum, as are in our example data set. However, this transformation ensures $\tau/f_D^2 = -\frac{1}{c}\tilde{t}/f_D^2$.

Therefore, this method successfully prevents smearing of the main arc, which is sufficient in cases of weak scintillation.

Levin et al. (2016) propose yet another technique of rescaling the axes before performing the Fourier transform, in order to preserve the characteristic sizes of scintles over large ranges of frequency. This method is motivated by Kolmogorov turbulence which is incompatible with the assumption of frequency-independent image locations made here. Since the following analysis relies on this assumption, this method cannot be used here while we have to focus on cases where this assumption is valid.

The NuT transform ensures that – under the assumption of frequency-independent image positions – the interference power of radiation arriving under the angles $\theta_1$ and $\theta_2$ is concentrated at the Doppler value of
\[ f_D = -\frac{v_0}{c}v_{eff}(\theta_1 - \theta_2)\cos\beta \] (4.4)
under the assumption of a one-dimensional screen.

A secondary spectrum of the example data set is shown in Fig. 4, which, in addition, has been rescaled according to the density of the $(\theta,\nu)$-space, as described in Section 7.

5 OBSERVABLES AND ABBREVIATIONS

Before discussing shapes and transformations of the power distribution in secondary spectra, it is beneficial to choose suitable variables to reduce degeneracy. These observables are sufficient to describe all of the information present in a secondary spectrum. Extending the common abbreviation of effective distance and velocity, we choose the following parameterisation:
\[ \eta \equiv \frac{cD_{eff}}{2\nu_0^2 v_{eff}^2 \cos^2 \beta}, \] (5.1)
\[ \theta_1 \equiv -\frac{v_0 v_{eff} \cos \beta}{c} \theta_1, \] (5.2)
\[ \gamma_t \equiv \frac{\cos(\alpha) + \tan(\beta) \sin(\alpha)}{\cos(\beta)}. \] (5.3)

The curvature $\gamma_t$ is the only global parameter. Beyond it, there are 4 parameters that represent the two-dimensional coordinates of the two interfering images. The parameter $\gamma = \cos(\alpha) + \tan(\beta) \sin(\alpha)$ is only present in a two-dimensional distribution of images. Otherwise it will always be equal to one. Using these parameters, Eqs. (2.9)
and (2.10) reduce to

\[ f_D = \gamma_1 \tilde{\theta}_1 - \gamma_2 \tilde{\theta}_2, \]  
\[ \tau = \eta (\tilde{\theta}_1^2 - \tilde{\theta}_2^2). \]

Still, these parameters remain degenerate as long as there are one global and four specific parameters describing the position in a two-dimensional space. Hence, measuring the curvature is the first and most crucial step, discussed in Section 6. We will start by regarding the fully invertible case of a one-dimensional screen \((\gamma_1 = 1)\). However, if we include the extra information of identifying structures that belong to the same image, we can also constrain a 2D screen, which will be discussed in Section 9.

6 LINEARIZATION AND CURVATURE ESTIMATION

As a global parameter, the curvature is not only a prerequisite to constrain the distribution of images, but it is the only information that is accessible if the power distribution is very diffuse. The estimation of the curvature can be difficult if the power is not distributed along a rather thin parabola but a more diffuse parabola or a convolution of a parabola with inverted parabolas, like it is the case in the interesting cases of strong scintillation where interference between subimages is significant. In these cases, a Hough transform (e.g. Bhat et al. 2016; Xu et al. 2018), in which power is summed along thin parabolae of varying curvatures, is no longer reliable because of the multitude of overlaying structures present in the data.

If there is visible substructure, the parameter \(\eta\) also manifests as the curvature of the downward arclets. In principle, this allows for multiple constraints on the curvature, which enables a much more precise estimation compared to probing the main arc alone. On top of that, we can transform parabolae into easier detectable linear features, as will be described below. We will discuss one method to use linear properties for curvature estimation below. Another method using the same information is shown by Baker et al. (in preparation) to lead to a very sensitive curvature estimation.

Before even measuring the curvature, the secondary spectrum can be linearized by transforming from \((f_D, \tau)\)-space to \((f_D, \tau / f_D)\)-space, which results in expressions linear in \(\theta\):

\[ f_D = \tilde{\theta}_1 - \tilde{\theta}_2, \]  
\[ \tau / f_D = \eta (\tilde{\theta}_1 + \tilde{\theta}_2). \]

This simple transformation has the advantage of transforming only one of the axes of the secondary spectrum. After choosing the parameter range and pixel width of the new \(\tau / f_D\)-axis, for each pixel we sum over the pixels in \(\tau\) that belong to the width of a pixel in the new axis while accounting for the covered fraction of each pixel. This method is a bit slower than a simple one-to-one sampling but makes use of all available data and thus can lead to big improvements in signal to noise where the transformation increases the density of data. The result for the example data set is shown in Fig. 5.

We will now identify the parameter \(\eta\) in the transformed data. By inserting Eqs. (6.1) and (6.2) into each other, the slope of lines of constant \(\theta_1\) can be computed:

\[ \frac{\tau}{f_D} = \eta \left[ \tilde{\theta}_2 + (\tilde{f}_D + \tilde{\theta}_1) \right] \]  
\[ = -\eta f_D + 2\eta \theta_1. \]  

The corresponding result for constant \(\theta_2\) is

\[ \frac{\tau}{f_D} = \eta \left[ (\tilde{f}_D + \tilde{\theta}_2) + \tilde{\theta}_2 \right] \]  
\[ = \eta f_D + 2\eta \theta_2. \]

Hence, slopes of features in this linearized secondary spectrum are a direct probe of the curvature \(\eta\).

There are many possible ways to measure the slope of features. To prove the concept, we use the simple and fast option of performing a FFT. The slope of the lines results in preferred directions of Fourier modes, whose slope is the inverse curvature. To probe the visible features, the decimal logarithm is applied before performing the FFT, while all values below a certain threshold are dismissed. Since the linearized secondary spectrum is real and symmetric in \(f_D\), the resulting power spectrum is highly symmetric such that the first quadrant contains the full information. The logarithmically weighted sum over linearly aranged pixels of Fourier amplitude in this quarter peaks at the correct curvature. For the example data set, curvature estimation by this technique is shown in Figs. 6 and 7. Here, the peak of the sum was determined by fitting a parabola. Note that the uncertainty of the fit potentially underestimates the full uncertainty. For a reference on the achievable accuracy of curvature measurements with this data set, see Baker et al. (in preparation).

7 \(\theta-\theta\) TRANSFORMATION

The motivation to transform the secondary spectrum from \((f_D, \tau)\)-space to \((\theta_1, \theta_2)\)-space is to move from observational parameters to physical ones, which is possible because delay and Doppler rate resemble two constraints on two variables in the case of a perfectly one-dimensional screen. Since the power distribution is determined by a sum over all possible combinations of \(\theta\) with itself, the \(\theta-\theta\) diagram resembles the outer product of the field amplitude distribution vector with itself.

To derive the transformation, Eqs. (5.5) and (6.1) are solved for...
The corresponding solution for $\theta_2$ is straightforward:
\[
\tilde{\theta}_1 = f_D + \tilde{\theta}_2 \\
\Rightarrow \tau = \eta \left[ (f_D + \tilde{\theta}_2)^2 - \tilde{\theta}_2^2 \right] \\
= 2\eta f_D \left( \frac{1}{2} f_D + \tilde{\theta}_2 \right) \\
\Rightarrow \tilde{\theta}_2 = \frac{1}{2} \left( \frac{\tau}{\eta} - f_D \right) .
\]

Since this transformation is non-linear, the area in $\theta$-$\theta$ space that is covered by a pixel in the secondary spectrum will change according to its location. This area $A_0$ can be computed by integrating over a single pixel, using the Jacobian determinant of the transformation:
\[
\int d\tilde{\theta}_1 d\tilde{\theta}_2 = \int \left| \frac{\partial (\tilde{\theta}_1, \tilde{\theta}_2)}{\partial (f_D, \tau)} \right| df_D d\tau
= \left| \frac{\partial \tilde{\theta}_1}{\partial f_D} \frac{\partial \tilde{\theta}_2}{\partial \tau} - \frac{\partial \tilde{\theta}_1}{\partial \tau} \frac{\partial \tilde{\theta}_2}{\partial f_D} \right| df_D d\tau
= \frac{1}{2\eta |f_D|} \delta f_D \delta \tau .
\]

Hence, we can multiply the secondary spectrum by $|f_D|$ to get the interference power distribution of regions of equal size on the screen, as is shown in Fig. 4.

After inserting the scale factor from $\tilde{\theta}$ to $\theta$, we obtain an expression where the only physical parameter is the effective distance:
\[
A_0 = \int d\tilde{\theta}_1 d\tilde{\theta}_2 \approx c \frac{\delta f_D \delta \tau}{D_{\text{eff}} |f_D|} .
\]

When plotting the secondary spectrum after transforming it to $(\tilde{\theta}_1, \tilde{\theta}_2)$-space, the non-linearity of this transformation has several implications. Firstly, the pixels from the secondary spectrum do not translate to uniformly shaped regions in the $\theta$-$\theta$ diagram, as was shown above. Since the Fast Fourier Transform (FFT) spaces pixels in such a way that more closely spaced Fourier modes would not be independent any more, this effectively means that a pixel in the secondary spectrum is an integration of the power over regions of varying size and shape in the $\theta$-$\theta$ diagram. Secondly, the density of pixel centres in the $\theta$-$\theta$ diagram can be overdense or underdense depending on the location and there is a divergence of the transformation at $f_D = 0$.

Here, these issues are solved by the following strategy: For each uniformly sized and spaced pixel in the $\theta$-$\theta$ diagram, we compute the lowest and highest value for both $f_D$ and $\tau$. The corresponding area is then approximated as a square using the extremal values as border coordinates. Integrating over this square does not give an amplitude corrected by density for the power, but also uses all available data which reduces the noise where possible. Before doing the integration, the bright centre point of the secondary spectrum is set to zero. Each pixel at the axes ($f_D = 0$ or $\tau = 0$) is replaced by the median value of the secondary spectrum, which is used as a noise approximation. However, instead of integrating over these pixels as done for the other pixels, their full value is added to the result whenever the integration covers them independent of the actual area covered. This last correction is chosen because this region is dominated by noise which should not get reduced by distributing it over smaller areas. Thus, this correction prevents unrealistically low results from this region of increased noise and of irregular structure.

In theory, the $\theta$-$\theta$ diagram shows the outer product of the field amplitude distribution $B(\theta)$ with itself, i.e. the interference power
of two paths approaching the observer under the angles \( \theta_1 \) and \( \theta_2 \). This results in horizontal and vertical lines that represent brighter regions in \( \theta \). The field amplitude distribution vector could be read of by taking the square root of the diagonal where \( \theta_1 = \theta_2 \). However, the diagonal represents the centre point of the secondary spectrum and thus contains no useful information. In addition to the noise, which is especially strong on the other diagonal due to gaps in the data caused by switches to a calibrator source and pulse to pulse intensity variations, the correct transformation parameters have to be identified before the diagram can be analysed.

Except for the scaling of the axes, which is controlled by the effective velocity vector, the \( \theta-\theta \) diagram only depends on the curvature. If a wrong curvature is chosen to transform the secondary spectrum, the structure in the \( \theta-\theta \) diagram gets tilted such that interferences involving the same angle are no longer located at that angle, resulting in a visible shear of all structures in the diagram. When the curvature \( \eta' \) is used for the transformation, the slope of these lines can be computed. Using the notation \( \varepsilon \equiv \eta/\eta' \), we insert the correct dependencies of delay and Doppler rate – Eqs. (5.5) and (6.1) – into the transformation to \( \theta_1 \):

\[
\tilde{\theta}_1' = \frac{1}{2} \left( \frac{\tau}{\eta' f_0} + f_0 \right)
\]

\[
\equiv \frac{1}{2} \left( \frac{\eta (\tilde{\theta}_1' - \tilde{\theta}_2') + \tilde{\theta}_1 - \tilde{\theta}_2} {\eta' (\tilde{\theta}_1 - \tilde{\theta}_2)} \right)
\]

\[
= \frac{1}{2} \left( (\varepsilon (\tilde{\theta}_1 + \tilde{\theta}_2) + \tilde{\theta}_1 - \tilde{\theta}_2) \right)
\]

\[
= \frac{\varepsilon + 1}{2} \tilde{\theta}_1 + \frac{\varepsilon - 1}{2} \tilde{\theta}_2.
\]

The same logic applied to \( \theta_2 \) yields

\[
\tilde{\theta}_2' = \frac{1}{2} \left( \frac{\tau}{\eta' f_0} - f_0 \right)
\]

\[
= \frac{1}{2} \left( \frac{\eta (\tilde{\theta}_1' - \tilde{\theta}_2') - (\tilde{\theta}_1 - \tilde{\theta}_2)} {\eta' (\tilde{\theta}_1 - \tilde{\theta}_2)} \right)
\]

\[
= \frac{1}{2} \left( (\varepsilon (\tilde{\theta}_1 + \tilde{\theta}_2) - \tilde{\theta}_1 + \tilde{\theta}_2) \right)
\]

\[
= \frac{\varepsilon - 1}{2} \tilde{\theta}_1 + \frac{\varepsilon + 1}{2} \tilde{\theta}_2.
\]

For constant values of \( \theta_1 \), we can now insert the two results into each other such that we obtain \( \theta_1' \) as a function of \( \theta_2' \):

\[
\tilde{\theta}_1' = \frac{\varepsilon + 1}{2} \tilde{\theta}_1 + \frac{\varepsilon - 1}{2} \frac{2}{\varepsilon + 1} \left( \tilde{\theta}_2' - \frac{\varepsilon - 1}{2} \tilde{\theta}_1 \right)
\]

\[
= \frac{\varepsilon - 1}{\varepsilon + 1} \tilde{\theta}_2' + \frac{1}{\varepsilon + 1} \left( \varepsilon + 1 \right) - \left( \varepsilon - 1 \right)^2 \tilde{\theta}_1
\]

\[
= \frac{\varepsilon - 1}{\varepsilon + 1} \tilde{\theta}_2' + \frac{2 \varepsilon}{\varepsilon + 1} \tilde{\theta}_1.
\]

The above result resembles one straight line for each \( \theta_1 \). If the curvature estimate was correct, i.e. \( \varepsilon = 1 \), then the result is a straight line parallel to the \( \theta_2' \)-axis, as expected. We can apply the same logic while keeping \( \theta_2 \) constant:

\[
\tilde{\theta}_2' = \frac{\varepsilon + 1}{2} \tilde{\theta}_2 + \frac{\varepsilon - 1}{2} \frac{2}{\varepsilon + 1} \left( \tilde{\theta}_1' - \frac{\varepsilon - 1}{2} \tilde{\theta}_2 \right)
\]

\[
= \frac{\varepsilon - 1}{\varepsilon + 1} \tilde{\theta}_1' + \frac{1}{\varepsilon + 1} \left( \varepsilon + 1 \right) - \left( \varepsilon - 1 \right)^2 \tilde{\theta}_2
\]

\[
= \frac{\varepsilon - 1}{\varepsilon + 1} \tilde{\theta}_1' + \frac{2 \varepsilon}{\varepsilon + 1} \tilde{\theta}_2.
\]

This result in turn resembles one straight line for each \( \theta_2 \) which turns for the correct curvature value into a line parallel to the \( \theta_1' \)-axis. Both results imply the same absolute value of slope with respect to the corresponding axis. Thus, we can obtain the correct curvature by measuring the slope \( a \equiv (\varepsilon - 1)/ (\varepsilon + 1) \):

\[
a = \frac{\eta - \eta'}{\eta + \eta'}
\]

\[
\varepsilon = \frac{1 + a \eta'}{1 - a \eta'}.
\]

The \( \theta-\theta \) diagrams computed for the example data set using different curvature values are shown in Figs. 8 and 9. For these diagrams, the secondary spectrum was subtracted by its median first to reduce noise, especially in the corners where many pixels are summed into few pixels.

The true curvature could be estimated by the same technique as
in Section 6, however, it is more efficient to use the fact that the θ-θ diagram only resembles an outer product if the correct curvature was used for the transformation. This knowledge is applied by Baker et al. (in preparation) in developing an efficient method to precisely measure curvatures.

Once a good curvature estimation is found, it can be used to compute a θ-θ diagram for further analysis.

8 ONE-DIMENSIONAL ANALYSIS

If the scaling from \((f_0,\tau)\)-space to \((\theta_1,\theta_2)\)-space was correctly taken into account, the θ-θ diagram \(\Theta\) can be understood as the outer product of the field amplitude vector plus nonuniform noise:

\[
\Theta(\theta_1, \theta_2) = B(\theta_1)B(\theta_2) + N(\theta_1, \theta_2). 
\]

(8.1)

This noise term has three contributions: Firstly, there is background noise of the secondary spectrum that becomes nonuniform through the θ-θ transformation and therefore is most relevant in the corners. Secondly, there is additional noise close to the former \(\tau = 0\) axis that is created by the Fourier transform of data gaps caused by observing a calibrator source and pulse-to-pulse variations, located around the \(\theta_1 = -\theta_2\) axis. Lastly, there is noise due to signal leaking from one pixel into another which is caused by the finite sampling size in the secondary spectrum. Because of the transformation, the last source of noise is especially prominent on the \(\theta_1 = \theta_2\) line. In summary, the θ-θ diagram is dominated by noise on the diagonals and in the corners.

Since the signal itself is very weak in the corners if the field amplitude vector has a shape peaked around \(\theta = 0\), this region can be masked without loss of information. If the vicinity of the diagonals is masked in addition, the noise becomes subdominant and a fit to the outer product of the field amplitude vector – i.e. the eigenvector of this matrix – with itself can be attempted. An eigenvector decomposition (either of the complex matrix or only the amplitudes) relies on the knowledge of all matrix elements. If the diagonals and other critical regions have to be masked, this results in distorted eigenvalues. For this paper we instead fit the vector directly by minimizing residuals of the good matrix elements. This has the advantage that masks do not introduce systematic errors. An example fit is shown in Fig. 10. In addition, we could weight residuals according to the varying noise level across the matrix with this approach if a less aggressive mask than used for the example data is desired.

By using Eqs. (7.4) and (7.8), we obtain the coordinates in the \(\theta-\theta\) diagram as a function of one running parameter \(\theta\):

\[
\theta'_1(\theta) = \frac{1}{2}
\left( \frac{\theta^2 - \theta_2^2}{\theta - \theta_2}\gamma_2 + \theta + \theta_2\gamma_2 \right)
\]

(9.3)

\[
\theta'_2(\theta) = \frac{1}{2}
\left( \frac{\theta^2 - \theta_2^2}{\theta - \theta_2}\gamma_2 - \theta + \theta_2\gamma_2 \right)
\]

(9.4)

These lines can be identified in the diagram if the screen is sparse enough. However, the parameter \(\gamma\) does not translate unambiguously to a location on the screen. If we consider positions on a full circle \(-\pi \leq \alpha < \pi\), there are up to two solutions of Eq. (5.3):

\[
\gamma = \frac{\cos(\beta - \alpha)}{\cos \beta} = \frac{\cos(\pi\beta - \alpha) + 2\pi n}{\cos \beta}
\]

(9.5)

\[\Leftrightarrow \alpha = \beta \pm \arccos(\gamma \cos \beta) + 2\pi n\]

(9.6)

where \(n \in \mathbb{Z}\).

The identification of lines belonging to the same image is a complex task in the case of a two-dimensional screen and thus best done by eye. Here, the problem was solved by manually identifying a collection of features that belong to the same line. As shown above, these can then be fitted using the two parameters \(\theta_2\) and \(\gamma_2\). As a result, an irregularly spaced sample of images with ambiguous locations on the screen is obtained, shown in Fig. 11.

If the screen is sparse enough such that there exists only one image for the same value of \(\theta_2\), we can interpolate this sample in order to get a contiguous function \(\gamma_2(\theta_2)\). Effectively, the two-dimensional screen is now replaced by a one-dimensional field amplitude distribution \(B(\theta)\) and a distorting function \(\gamma(\theta)\). Thus, this distortion can be removed by sampling \((\theta'_1, \theta'_2)\) as a function of \((\theta_1, \theta_2)\) following

\[
\theta'_1(\theta_1, \theta_2) = \frac{1}{2}
\left( \theta_1^2 - \theta_2^2 \right) - \theta_1\gamma(\theta_1) + \theta_2\gamma(\theta_2)
\]

(9.7)

\[
\theta'_2(\theta_1, \theta_2) = \frac{1}{2}
\left( \theta_1^2 - \theta_2^2 \right) - \theta_1\gamma(\theta_1) + \theta_2\gamma(\theta_2)
\]

(9.8)

to get a corrected \(\theta-\theta\) diagram. An example is shown in Fig. 12, where the correction also was inverted on the fitted model. Visible problems of this approach are doubly counted pixels as well as pixels that cannot be assigned to a position in \((\theta_1, \theta_2)\)-space at all.

Using Eq. (9.6), the fitted eigenvector can be translated onto the screen, as shown in Fig. 13. As discussed above, this translation suffers from an ambiguity which produces two possible locations for most images. However, the lines were fitted using the assumption of a dominant one-dimensional distribution of images. Thus, most images and in particular the brightest ones have to lie at \(\theta_\perp = 0\).

9 TWO-DIMENSIONAL ANALYSIS

Although some features in Figs. 8 and 8 do not resemble straight lines, contiguous curved lines can still be identified. A possible explanation is a still dominant one-dimensional structure of images to interfere with. Thus, we can approximately solve for a curve caused by an image \(\theta_2\) of two-dimensional coordinates interfering with a straight line \(\theta_1(\theta)\):

\[
\theta_1 = (\theta, 0)^T, \quad \theta_2 = (\theta_2 \cos(\alpha), \theta_2 \sin(\alpha))^T.
\]

(9.1)

(9.2)

10 CONCLUSION

This work introduces transformations of pulsar secondary spectra that convert parabolic features associated with discrete images on a scattering screen to linear features. In particular we introduce the θ-θ diagram which translates a secondary spectrum caused by a one-dimensional screen to a data matrix that is equal to the outer product of the field amplitude distribution along these images.

We discuss the connection between the slopes of these linear features and the curvature of parabolas in the secondary spectrum, which is an important observable of scintillation. We introduce a method to utilize this finding for curvature estimation based on the properties of Fourier transforms.
By fitting the eigenvector of the $\theta$-$\theta$ diagram, we obtain the field amplitude distribution of the one-dimensionally distributed images. This approach has the advantage of using the full available data set. We extend this analysis to two-dimensional distributions of images under the premise of these being sparse and dominated by a one-dimensional line of images. By correcting manually identified lines for their shape distortion due to deviations from the one-dimensional case, we can fit for the field amplitude distribution even in the two-dimensional case, up to an ambiguity creating up to two solutions for the location of every image.

We demonstrate all techniques introduced in this work on scintillation data of PSR B0834+06 taken by Brisken et al. (2010). This data set is chosen because of its high quality and resolution as well as for the occurrence of very strong scintillation that makes interference between images far from the central line of sight visible.

This work is focused on introducing new data transformations. Hence, we explain the morphology of observable features in detail, and introduce ways to make use of this transformation. We chose to apply them to a well studied data set in order to allow for easy comparison rather than presenting new results for a particular pulsar. For an application of the $\theta$-$\theta$ diagram to PSR B0450-18 we refer the reader to Rickett et al. (in preparation).

As shown in Baker et al. (in preparation), it is possible to extend the concept of the $\theta$-$\theta$ diagram to include the complex phases of the secondary spectrum, which allows for even more precise constraints on the curvature.

The prevalence of thin and dominantly one-dimensional scattering screens in pulsar scintillation does not only offer good opportunities to study these ISM structures themselves but also makes them formidable tools to constrain geometric properties of the pulsars they are illuminated by. Directly employing their one-dimensional nature in techniques like the ones presented in this paper will further improve evolving applications of scintillometry like constraining orbital velocities, interstellar holography (resolving the ISM screen) and interstellar interferometry (using the ISM screen as an interferometer on astronomical scales to resolve the pulsar system).
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DATA AVAILABILITY

The interactive code used to manually fit lines to features in the $\theta$-$\theta$ diagram as shown in Fig. 11 is available at...
Figure 12. Upper left: Original $\theta$-$\theta$ diagram. Lower left: Applied correction for non-vanishing components in the second dimension and applied mask. Lower right: Result of the fit. Upper right: Transformation of the fit result using the two-dimensional information. The technique successfully reproduces the 1-ms feature and some wobbling in the lines, but fails at overlapping structures (especially close to the origin).

github.com/SprengerT/scint_thth.git. The exact parameters of the lines used for the analysis presented above are included.
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Figure 13. The two-dimensional screen model as inferred from single-dish data by interpolating manually identified lines suffers from an ambiguity that mirrors each point on the axis of the effective velocity, which is indicated by the black dotted line. The field amplitude distribution is shown in logarithmic scale. Since the dominant one-dimensional screen lies per definition at $\theta_{\perp} = 0$, only the 1-ms feature on the right respectively bottom of the plot is expected to deviate significantly from this axis in reality.