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Abstract
In recent years, various medical diagnosis problems have been addressed from the perspective of multi-attribute decision making. Among them, the three-way decision theory can provide a novel scheme to solve medical diagnosis issues under the framework of multi-attribute decision making via considering transforming relationships between loss functions and decision matrices. In this paper, we primarily explore a three-way decision method with tolerance dominance relations in ordered decision information systems. In existing three-way decision models, all objects can be divided into two states, we utilize decision attributes to obtain the set of two states in ordered decision information systems. Then, in order to improve the accuracy of patient classifications, the paper simultaneously considers the influence of loss and gain functions for each object, and uses loss and gain functions to obtain net profit functions as new measurement functions. Meanwhile, a class of three-way decisions in terms of multi-attribute decision making rules based on a tolerance dominance relation is established. In light of the proposed three-way decision method, we further construct a multi-attribute decision making method by using tolerance dominance relations and the constructed method is applied to a medical diagnosis issue of Lymphography. Finally, a comparison analysis and an experimental evaluation are performed to illustrate the feasibility and effectiveness of the presented methodology.
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1 Introduction

With the development of social economy, medical technologies are stepping into the big data era. Globally, according to the latest figures from the World Health Organization WHO (https://www.who.int/about/iarc/zh/), there are more than 14 million new cases of cancers each year, and that number is expected to mount to more than 21 million by 2030. Cancers kill approximately 8.8 million people each year, accounting for nearly one in six cancer deaths worldwide. Moreover, many cancer cases are diagnosed too late, and most cancer cases are diagnosed and detected at an advanced stage with little chance or hope of a cure. In addition, one of the hallmarks for cancers is the rapid formation of abnormal cells that grow beyond their normal range, invade nearby parts of the body and spread to other organs. Thus, with the development of medical technologies, the diagnosis of cancers is a particularly vital issue. Radiography is a commonly used X-ray examination method, which can be widely used in various fields, such as COVID-19 Mardani et al. (2020), focal liver lesions Chen et al. (2017), etc. For instance, Lymphography is used to determine if a patient has lymphoma disease, where Lymphography is a simple, safe and reliable diagnostic method for the detection of lymph node lesions. The changes in the internal structure of the lymph nodes can be observed from diverse aspects, thus realizing the diagnosis of cancer diseases. However, existing multi-attribute decision making (MADM for short) methods can only obtain the optimal target and cannot classify the target. In response to this challenge, Yao (2010) pioneered the three-way decision (TWD for short) theory, which can effectively reduce decision risks. In addition to immediately deciding what is and is not acceptable, decision makers also tend to defer decisions that cannot be immediately made. At present, the combination of TWD with MADM is becoming a popular issue in the research of decision theories. The corresponding TWD with tolerance dominance relations (TWD-TDR for short) models in an ordered decision information system is discussed via utilizing a tolerance dominance relation instead of an equivalence relation, and the model is especially applied to Lymphography in the current paper.

During the past decades, a variety of MADM methods have been extensively used in medical diagnosis Wang et al. (2019, 2021), image processing Li et al. (2020), resource allocations Liang et al. (2019b), economic managements Mendonca et al. (2020), staff recruitment Chen and Hong (2014), investment decisions Jia and Liu (2019), person-job fit Zhang et al. (2020), fire explosions Ren et al. (2017) and many other real-life applications. The determination of attribute weights is a key issue when modeling MADM problems. Pena et al. (2020) presented a taxonomy of existing methods and critically discussed explicit weighting methods. In detail, MADM can be regarded as an evaluation of schemes according to ordered decision information systems, then an evaluation matrix can be obtained. In earlier years, some classic MADM schemes have been successively put forward, such as the EDAS (Evaluation based on Distance from Average Solution) method Ghorabaee et al. (2015), the TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) method Hwang and Yoon (1981), the WAA (Weighted Average Algorithm) operator method Harsanyi (1955), etc. At present, MADM has been widely developed and promoted. Xie et al. (2016) constructed a ranking method based on weighted standardized cardinalities and interval-valued fuzzy sets for two types of inclusion indicators. For the sake of handling the interaction between attributes in the context of interval type-2 fuzzy sets, Liang et al. (2019a) constructed a non-additive integration of heterogeneous multi-attribute behavior TWD by using 2-additive Choquet integral. Liu and Liu Liu and Liu (2021) used dual generalized weighted Bonferroni mean operators and dual generalized
weighted Bonferroni geometric mean operators of 2-dimensional uncertain linguistic variables for developing a new MADM method. However, the equivalence relation in MADM methods is usually too strict, and the studies of some binary relations have recently become an interesting research hotspot.

In the ranking and comparison problems of MADM, Greco et al. (1999) established new rough approximations from the perspective of preference relations. Afterwards, a series of rough set models have been presented in light of dominance relations Greco et al. (2002a, b), which have enriched the research content of rough sets. In order to deal with mult-criteria classification problems, Greco et al. (2002a) considered the preference order of attribute domains and decision class sets at the same time, and further proposed a rough set method based on dominance relations. Then, the rough set approximation in light of dominance relations was applied to many information systems, such as dynamic information systems Li and Li (2015) and Li et al. (2013), incomplete information systems Du and Hu (2016), multi-scale information systems Huang et al. (2019), group information systems Chakhar et al. (2016) and interval-valued decision systems Yang et al. (2020). Meanwhile, plenty of scholars have explored novel practical applications by virtue of the above theoretical models, such as supplier selections Huang et al. (2019), speed control Augeri et al. (2015), salary managements Liu and Liang (2017), and so forth. When dealing with real-valued MADM problems, the rough set method based on dominance relations is too strict. Thus, many scholars have promoted dominance relations. For instance, Li and Xu (2014) constructed a new probabilistic rough set model in light of dominance relations by transforming the improbability measure. Yang et al. (2015) explored the notion of \(\alpha\)-dominance relations in the context of interval-valued information systems. Cocloho (2015) defined the concept of a linear limit state function and presented an evaluation method for the probability dominance. Du and Hu (2017) proposed two attribute reduction methods from the perspective of heuristic strategies and discernibility matrices. Huang et al. (2020) put forward an incremental approximation updating method in light of matrices in compound ordered information systems. With the development of dominance relations in the decision making field, there are several new studies in 2021. For instance, Yang et al. (2021) explored large-scale fuzzy decision making issues by virtue of dominance-based neighborhood rough sets as well as preference relations. Szlapczynski and Szlapczynska (2021) presented an approach for addressing multi-objective meta-heuristics via fusing decision makers’ preferences. In addition, in order to solve the problem that the classic dominance relation is too strict in sequential information systems, which may lead to the failure of ranking methods, Wang et al. (2021) studied TWD-based MADM (TWMADM for short) problems based on probabilistic dominance relations. Since the probabilistic dominance relation considered the pros and cons between the evaluation values of the objects under each attribute, it cannot reflect the pros and cons of evaluation values of objects under each attribute. Thus, Chen et al. (2014) introduced the concept of tolerance dominance relations and established a ranking method based on tolerance dominance relations. Generalizations on Chen et al. (2014) are temporarily scarce, and existing ranking methods based on tolerance dominance relations cannot solve MADM and TWD problems. Given the advantages of tolerance dominance relations, this paper will study TWMADM problems based on a tolerance dominance relation.

Uncertainties are ubiquitous in real life and it is significant to explore valid methods for addressing various uncertainties. In light of the above study motivation, Ma et al. (2021) synthesized three uncertainty theories, i.e., the soft set theory, the fuzzy set theory and the rough set theory, and reviewed data mining methods based on two types of mixed soft models: soft rough fuzzy sets and soft fuzzy rough sets. The rough set theory is a new
mathematical method for dealing with imprecise, uncertain and incomplete data. Nowadays, the research on rough sets involves feature selections Wang et al. (2020), attribute reductions Wang et al. (2020), data reductions Tan et al. (2020), MADM Zhan and Alcantud (2019); Zhan and Sun (2020) and TWD Yao (2020). TWD plays a leading role in decision making problems, where it can reduce decision risks more effectively than traditional two-way counterparts. In the following, we will review a number of main concepts of TWD. First, Yao (2010) established the TWD theory, and the intact process of TWD lies in separating a whole part into three stages to acquire an optimal result. The concept of decision-theoretic rough sets (DTRSs for short) can be semantically explained, hence TWD is largely investigated via the framework of rough sets. In recent years, we can see that TWD has been widely used and researched in a wider range of fields, such as artificial intelligence Zhang et al. (2020), medical diagnosis Li et al. (2020), supplier selections Liu et al. (2020), and so forth. Moreover, considering the significance of semantic interpretations for TWD, plenty of scholars have studied DTRSs in the early development phase of TWD Yao (2010, 2020). Recently, TWD models have been extended from different perspectives. Wang et al. (2020) constructed a regret-based TWD in the context of interval type-2 fuzzy information systems. Liu and Liang (2017) presented a TWD model in an ordered information system. Ye et al. (2020) put forward a new method in light of TWD in fuzzy information systems. Liang et al. (2017) used the analytic hierarchy process to express the loss functions, and proposed a method to determine tripartite decisions via using DTRSs. Shen et al. (2020) defined a cross-level blocking distribution matrix and proposed a hierarchical classification model in light of TWD. In order to avoid serious risks caused by a far-fetched classification of uncertain instances, Yue et al. (2020) explored a novel shadowed set for constructing the shadowed neighborhood of uncertain data classifications, and constructed a three-way classification method via using step functions. Recently, Yao (2019) systematically studied a series of TWD models from the perspective of conflict analysis. Sun et al. (2020) proposed a new updated conflict analysis model by virtue of probabilistic rough sets and TWD. Lang et al. (2020) investigated a three-way group conflict analysis in the context of pythagorean fuzzy information systems. Moreover, a set theory model of TWD was proposed by Yao (2021). More interestingly, studies combining TWD with medical diagnostic problems have received particular attention from lots of scholars. For instance, Wang et al. (2021) studied a TWD method for the diagnosis of infectious diseases in a hesitant fuzzy environment. Huang and Zhan (2021) proposed a TWD method for hepatitis diagnosis based on the regret theory under multi-scale information systems.

In this paper, we primarily explore a TWD method with tolerance dominance relations in ordered decision information systems. According to previous literature analysis, we present several key contributions and innovations of the paper below:

- In many extended versions of TWD, the loss functions of all objects are presented by viable semantic explanations Zhan et al. (2021). However, in real life, there are not only certain losses but also certain benefits for each object. For the sake of cutting down the decision risks of only considering losses or costs, this paper plans to introduce the loss and gain of each object to get the net gain, which is more in line with practical scenarios.
- In classic TWD models, a set of states are usually subjectively given by decision makers Li et al. (2020). For the sake of cutting down the influence of subjective decision making and supporting experts to make reasonable decisions, an objective expression for obtaining the set of states will be explored in this paper. Hence, the decision attribute is used to construct a set of states in this paper.
In extended TWD models, the dominance relations Greco et al. (2002a) and equivalence relations Yao (2010) are too strict to deal with information systems with real values, and corresponding application range is restricted. Thus, we propose a more general approach for settling a wide range of decision making issues. Then, a novel TWD model based on a tolerance dominance relation is established, which is an extension of existing TWD models.

Many existing MADM methods Ghorabaee et al. (2015), Harsanyi (1955) and Hwang and Yoon (1981) only consider information tables and fail to consider the losses and benefits of each object when making decisions. Consequently, we mean to research a more efficient approach via combining the losses with benefits of all objects. By taking the merits of TWD, the current paper plans to introduce a novel MADM approach via the notion of TWD, which is conducive to enriching both the theoretical aspect of TWD and the application range of MADM studies.

The rest of the paper is organized as follows: Sect. 2 briefly revisits some fundamental concepts of ordered decision information systems, tolerance dominance relations and TWD. In Sect. 3, a novel TWD model based on a tolerance dominance relation is constructed in ordered decision information systems. In Sect. 4, we establish a novel MADM approach and utilize it to medical cases in the UCI (University of California, Irvine) database. In Sect. 5, a comparative study is made by comparing the presented approach and existing counterparts, which shows that the presented TWD model is effective. In Sect. 6, the stability of the proposed approach is demonstrated by several experimental analysis. At last, Sect. 7 sums up the presented approach and illustrates potential future study options. The framework of this article is shown in Fig. 1.

2 Related works

In this section, we recall the knowledge of ordered decision information systems, tolerance dominance relations and TWD based on DTRSs.

2.1 Ordered decision information systems

In order to deal with multi-criteria classification problems, Greco et al. (2002a) simultaneously considered the preference order of conditional attributes and decision attributes, and further proposed a dominance-based rough set in an ordered decision information system. Now, we present the concept of ordered decision information systems in Definition 2.1.

**Definition 2.1** Greco et al. (2002a) An ordered decision information system is given as a four-tuple \( S = (U, C \cup D, V, f) \), where \( U = \{z_1, z_2, \ldots, z_n\} \) is a non-empty finite set of \( n \) objects, \( C = \{c_1, c_2, \ldots, c_m\} \) is a non-empty finite set of \( m \) condition attributes, \( D = \{d_1, d_2, \ldots, d_q\} \) is a finite set that consists of \( q \) decision attributes, \( V = \bigcup_{c_j \in C} V_{c_j} \), here \( V_{c_j} \) is the domain of values for \( c_j \), and \( f = \{f_j : U \rightarrow V_{c_j}\} \) is a mapping set, such that \( f(z_i, c_j) = c_j(z_i) = z_{ij} \in V_{c_j} \) for any \( z_i \in U \). If \( l > s \), then \( d_l > d_s \). An ordered decision information system is given in Table 1.
Then, in order to obtain the upper and lower approximations of rough sets in ordered decision information systems, Greco et al. (2002a) put forward the concept of upward and downward unions by considering the order relation of decision attributes. Now, we give the concepts of upward and downward unions in Definition 2.2.

Table 1 An ordered decision information system $S = (U, C \cup D)$

| $U/C \cup D$ | $c_1$ | $c_2$ | $\cdots$ | $c_m$ | $D$ |
|-------------|-------|-------|-----------|-------|-----|
| $z_1$       | $z_{11}$ | $z_{12}$ | $\cdots$ | $z_{1m}$ | $d_1$ |
| $z_2$       | $z_{21}$ | $z_{22}$ | $\cdots$ | $z_{2m}$ | $d_2$ |
| $\cdots$    | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |
| $z_n$       | $z_{n1}$ | $z_{n2}$ | $\cdots$ | $z_{nm}$ | $d_q$ |
Definition 2.2 Greco et al. (2002a) Assume that \( U \) is divided into \( q \) classes \( CL = \{ Cl_t, t \in T \} \) by the decision attributes \( D \), where \( T = \{ 1, \cdots, q \} \). Each \( z \in U \) belongs to one and only one class \( Cl_t \). The classes from \( CL \) are preference-ordered in light of ascending order of class indices, i.e., for all \( r, s \in T \) such that \( r > s \), the objects from \( Cl_r \) are preferred to the objects from \( Cl_s \). For \( t \in T \), the upward and downward unions are represented by \( Cl_t^\supseteq \) and \( Cl_t^\subseteq \), respectively.

\[
Cl_t^\supseteq = \bigcup_{s \geq t} Cl_s \quad \text{and} \quad Cl_t^\subseteq = \bigcup_{s \leq t} Cl_s.
\]

Remark 2.1 \( z \in Cl_t^\supseteq \) represents that \( z \) belongs at least to \( Cl_t \), whereas \( z \in Cl_t^\subseteq \) represents that \( z \) belongs at most to \( Cl_t \). Obviously, the following statements hold.

1. \( Cl_1^\supseteq = Cl_1^\subseteq = U, Cl_q^\supseteq = Cl_q^\subseteq = Cl_1 \).
2. \( Cl_t^\supseteq = U - Cl_{t+1}^\subseteq, t = 2, 3, \cdots, q \).
3. \( Cl_t^\subseteq = U - Cl_{t-1}^\supseteq, t = 1, 2, \cdots, q - 1 \).

Considering the order relation of evaluation values in ordered decision information systems, Greco et al. (2002a) put forward the concept of \( Q \)-dominating and \( Q \)-dominated sets. In what follows, we give the concept of \( Q \)-dominating and \( Q \)-dominated sets in Definition 2.3.

Definition 2.3 Greco et al. (2002a) For \( z_1, z_2 \in U \) and \( Q \subseteq C \), if all \( p \in Q, z_1 \succeq_p z_2 \) is true, we use \( z_1D_Qz_2 \) to indicate that \( z_1 \) dominates \( z_2 \) with respect to \( Q \). \( Q \)-dominating and \( Q \)-dominated sets are represented below:

\[
D_Q^+(z_1) = \{ z_2 \in U : z_2D_Qz_1 \},
\]

\[
D_Q^-(z_1) = \{ z_2 \in U : z_1D_Qz_2 \}.
\]

In order to deal with multi-criteria problems, Greco et al. (2002a) combined the relation of upward and downward unions with \( Q \)-dominating and \( Q \)-dominated sets to give a rough set model based on dominance relations. In the following, we give a rough set model based on the dominance relation in Definition 2.4.

Definition 2.4 Greco et al. (2002a) For any \( Y \subseteq U \), the \( Q \)-lower and the \( Q \)-upper approximations of \( Cl_t^\supseteq \) are represented below:

\[
\underline{Q}(Cl_t^\supseteq) = \{ z \in U | D_Q^+(z) \subseteq Cl_t^\supseteq \},
\]

\[
\overline{Q}(Cl_t^\supseteq) = \{ z \in U | D_Q^-(z) \cap Cl_t^\supseteq \neq \emptyset \}.
\]

In a similar way, the \( Q \)-lower and the \( Q \)-upper approximations of \( Cl_t^\subseteq \) are represented below:

\[
\underline{Q}(Cl_t^\subseteq) = \{ z \in U | D_Q^-(z) \subseteq Cl_t^\subseteq \},
\]

\[
\overline{Q}(Cl_t^\subseteq) = \{ z \in U | D_Q^+(z) \cap Cl_t^\subseteq \neq \emptyset \}.
\]
2.2 Tolerance dominance relations

In 2014, Chen et al. (2014) introduced the concept of tolerance dominance relations and established a ranking method of objects in an ordered decision information system. In what follows, we first revisit the knowledge of the dominated rate for the values of the objects in Definition 2.5.

**Definition 2.5** Chen et al. (2014) Let $S = (U, C \cup D, V, f)$ be an ordered decision information system. Then, for any $z_i, z_j \in U$ and $c \in C$, we have

$$e_c(z_i, z_j) = \begin{cases} \frac{f(z_j, c) - f(z_i, c)}{f(z_j, c)} & f(z_i, c) < f(z_j, c), \\ 0 & \text{otherwise,} \end{cases}$$

we call $e_c(z_i, z_j)$ the dominated rate of the values of the object $z_i$ relative to $z_j$ under the attribute $c$. $e_c(z_i, z_j) = 0$ means that the value of $z_i$ is at least not worse than the value of $z_j$ under the attribute $c$. Otherwise, $e_c(z_i, z_j) = 1$ means that the value of $z_i$ must be worse than the value of $z_j$ under the attribute $c$.

In order to aggregate the dominated rate of the object $z_i$ relative to the object $z_j$ under each attribute, we review the concept of a dominated matrix in Definition 2.6.

**Definition 2.6** Chen et al. (2014) Let $S = (U, C \cup D, V, f)$ be an ordered decision information system, for any $z_i, z_j \in U$ and $c \in C$, we have

$$E_C(z_i, z_j) = \frac{\sum_{c \in C} e_c(z_i, z_j)}{|C|},$$

where $|C|$ denotes the number of attribute sets. All $E = [E_C(z_i, z_j)]_{m \times m}$ of $E_C(z_i, z_j)$ is titled a dominated matrix of $S$ in terms of $c$.

Recently, Chen et al. (2014) gave the tolerance dominance relation according to the relation between the dominance matrix and the parameter $\sigma$. In the following, we review the concept of tolerance dominance relations below.

**Definition 2.7** Chen et al. (2014) Let $S = (U, C \cup D, V, f)$ be an ordered decision information system. For any $z_i, z_j \in U$ and $c \in C$, a tolerance dominance relation of $S$ in terms of $c$ is given as:

$$R_c^{\leq \sigma} = \{(z_i, z_j) : (z_i, z_j) \in U \times U | E_C(z_i, z_j) \leq \sigma, 0 \leq \sigma \leq 1\},$$

where $\sigma$ is titled a tolerance rate, $R_c^{\leq \sigma}$ is titled a $\sigma$-tolerance dominance relation.

Based on the concept of tolerance dominance relations, the object $z_j$ that satisfies the tolerance dominance relation with $z_i$ can be obtained. Therefore, Chen et al. (2014) proposed the concept of tolerance dominance classes. In what follows, we review the concept of tolerance dominance classes of $z_i$ in Definition 2.8.
**Definition 2.8** Chen et al. (2014) Let $S = (U, C \cup D, V, f)$ be an ordered decision information system. For $\forall c \in C$, given the tolerance rate $\sigma$, $[z_i]_C^{\mathcal{E}_\sigma} = \{z_j \in U | (z_j, z_i) \in \mathcal{R}_C^{\mathcal{E}_\sigma}\}$, then $[z_i]_C^{\mathcal{E}_\sigma}$ is the $\sigma$-tolerance dominance class of $z_i$ in terms of $C$.

### 2.3 TWD with DTRSs

Let $\Omega = \{\zeta, \neg \zeta\}$ denote a set of states, $H = \{h_P, h_B, h_N\}$ represent a set of actions, $h_P$, $h_B$, and $h_N$ denote the three domains in classifying an object $z_i$, i.e., $z_i \in \text{POS}(\zeta)$, $z_i \in \text{BND}(\zeta)$ and $z_i \in \text{NEG}(\zeta)$, respectively. Then, when $z_i \in \zeta$, let $\lambda_{PP}$, $\lambda_{BP}$ and $\lambda_{NP}$ represent the losses of taking the actions $h_P$, $h_B$ and $h_N$. Similarly, when $z_i \in \neg \zeta$, let $\lambda_{PN}$, $\lambda_{BN}$ and $\lambda_{NN}$ represent the losses of taking the actions $h_P$, $h_B$ and $h_B$. For any object $h_i \in Y$, $R(h_{\ast}|[z_i])(\ast = P; B; N)$ shows the expected losses of taking the actions $h_{\ast}$. In light of the Bayesian decision theory, we obtain the action with the least expected loss as the optimal case. Therefore, we can get three minimum decision rules. Since the conditional probabilities that satisfy $P(\zeta|[h_i]) + P(\neg \zeta|[h_i]) = 1$, the corresponding rules can be obtained:

- **(P)** If $P(\zeta|[z_i]) \geq \alpha$ and $P(\zeta|[z_i]) \geq \gamma$, decide $z_i \in \text{POS}(\zeta)$.
- **(B)** If $P(\zeta|[z_i]) \leq \alpha$ and $P(\zeta|[z_i]) \geq \beta$, decide $z_i \in \text{BND}(\zeta)$.
- **(N)** If $P(\zeta|[z_i]) \leq \beta$ and $P(\zeta|[z_i]) \leq \gamma$, decide $z_i \in \text{NEG}(\zeta)$.

where $\alpha$, $\beta$, and $\gamma$ are calculated as follows:

$$\alpha = \frac{\lambda_{PN} - \lambda_{BN}}{(\lambda_{PN} - \lambda_{BN}) + (\lambda_{BP} - \lambda_{PP})},$$

$$\gamma = \frac{\lambda_{PN} - \lambda_{NN}}{(\lambda_{PN} - \lambda_{NN}) + (\lambda_{NP} - \lambda_{PP})},$$

$$\beta = \frac{\lambda_{BN} - \lambda_{NN}}{(\lambda_{BN} - \lambda_{NN}) + (\lambda_{NP} - \lambda_{BP})}.$$

### 3 TWD in light of a tolerance dominance relation

In what follows, we get a set of two states based on decision attributes. On this basis, we consider the combination of loss functions with gain functions and design a new TWD model in light of a tolerance dominance relation.

**Definition 3.1** Give an ordered decision information system $S = (U, C \cup D, V, f)$, where $U = \{z_1, z_2, \cdots, z_n\}$ and $D = \{d_1, d_2, \cdots, d_q\}$. Let $l, s \in \{1, 2, \cdots, q\}$. If $l > s$, then $d_l > d_s$. It is assumed that the larger the values of $l$, the closer the state of the object is to the good state case. For instance, if we consider a diagnosis as a good state set, the severity of the disease is divided into three cases: normal, more severe, very severe which can be denoted by 1, 2, 3 respectively, we can know that 3 is closer to the diagnosis. Then the set $\Omega = \{\zeta, \neg \zeta\}$ is expressed as:

![Image](https://example.com/springer-image)
For Definition 3.1, we give the following explanation: If $l > s$, then $d_l > d_s$. Also when the values of $l$ is larger, the state of the object is closer to the good state. In classic TWD theories, $\mu_1$ represents the good state and $\neg \mu_1$ represents the bad state. Therefore, for fairness we divide the values of $d_l$ into two parts according to the average of the values of $d_l$. By combining with the majority principle, the corresponding object can be considered as good when the values of the decision attribute is better than the other half of the values of the decision attribute. Conversely, when the values of the decision attribute is inferior to the other half of the values of the decision attribute, the corresponding object can be considered as bad. We use an example of an enterprise project investment to present this concept.

**Example 3.1** An enterprise decides to select suitable investment projects to use its idle funds. The decision makers choose eight alternatives based on five indicators. The evaluation values are listed in Table 2.

From the data in Table 2, we can get that $\zeta = \{z_1, z_5, z_7\}$ and $\neg \zeta = \{z_2, z_3, z_4, z_6, z_8\}$ based on Definition 3.1.

**Remark 3.1** Suppose that $S = (U, C \cup D)$ is an ordered decision information system. Then $\Omega = \{\zeta, \neg \zeta\}$ meets the two conditions as: (1) $\zeta \cup \neg \zeta = U$ and (2) $\zeta \cap \neg \zeta = \emptyset$.

Based on the above analysis, the set of two states is obtained by Definition 3.1. Then, we calculate the conditional probability by using $\Pr(\zeta | [z_i]_{C}^{\geq s}) = \frac{[\zeta \cap [z_i]_{C}^{\geq s}]}{[z_i]_{C}^{\geq s}}$. Unlike classic DTRSs described in Sect. 2.2, we consider that all objects own gain functions and loss functions. Additionally, all objects may own diverse views as losses and gains. For instance, given the risks included in conducting a diagnostic decision in Lymphography, patients with more severe cases suffer less loss and more gain than those with less severe cases. In this paper, let $z_{ij} \in [z_{\min}, z_{\max}]$, based on the result in Jia and Liu (2019), the relative loss functions $L_j(z_i)$ and gain functions $G_j(z_i)$ according to the evaluation values of attributes are expressed as:

| $U/C \cup D$ | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $D$ |
|----------------|-------|-------|-------|-------|-----|
| $z_1$          | 0.8   | 0.6   | 0.7   | 0.8   | 4   |
| $z_2$          | 0.9   | 0.5   | 0.5   | 0.7   | 2   |
| $z_3$          | 0.3   | 0.6   | 0.4   | 0.4   | 1   |
| $z_4$          | 0.5   | 0.8   | 0.8   | 0.7   | 2   |
| $z_5$          | 0.7   | 0.4   | 0.4   | 0.5   | 3   |
| $z_6$          | 0.4   | 0.2   | 0.3   | 0.7   | 1   |
| $z_7$          | 0.9   | 0.5   | 0.9   | 0.8   | 3   |
| $z_8$          | 0.6   | 0.2   | 0.2   | 0.3   | 1   |
According to the semantic interpretation of the net profit functions $Q_{\star}(z_i)$ in real life, we can get the following conditions: (a) $Q_{PP}^i \leq Q_{BP}^i < Q_{NP}^i$ and (b) $Q_{NN}^i \leq Q_{BN}^i < Q_{PN}^i$. 

---

**Remark 3.2** According to the semantic interpretation of the net profit functions $Q_{\star}(z_i)$ in real life, we can get the following conditions: (a) $Q_{PP}^i \leq Q_{BP}^i < Q_{NP}^i$ and (b) $Q_{NN}^i \leq Q_{BN}^i < Q_{PN}^i$. 

---

**Table 3** The net profit function table for all objects

| $z_1$ | $Q_{PP}^1$ | $Q_{BP}^1$ | $Q_{NP}^1$ | $Q_{PN}^1$ | $Q_{NN}^1$ | $Q_{NN}^1$ |
| $z_2$ | $Q_{PP}^2$ | $Q_{BP}^1$ | $Q_{NP}^1$ | $Q_{PN}^1$ | $Q_{NN}^1$ | $Q_{NN}^1$ |
| ...  | ...        | ...        | ...        | ...        | ...        | ...        |
| $z_n$ | $Q_{PP}^n$ | $Q_{BP}^n$ | $Q_{NP}^n$ | $Q_{PN}^n$ | $Q_{NN}^n$ | $Q_{NN}^n$ |

\[
L_{\star}(z_i) = \left( \begin{array}{c} L_{PP}^j(z_i) \\ L_{BP}^j(z_i) \\ L_{NP}^j(z_i) \end{array} \right) = \left( \begin{array}{c} 0 \\ \xi_j(z_{ij} - z_{\min}^j) \\ z_{ij} - z_{\min}^j \end{array} \right) \quad (14)
\]

and

\[
G_{\star}(z_i) = \left( \begin{array}{c} G_{PP}^j(z_i) \\ G_{BP}^j(z_i) \\ G_{NP}^j(z_i) \end{array} \right) = \left( \begin{array}{c} (z_{ij} - z_{\min}^j) \\ (1 - \xi_j)(z_{ij} - z_{\min}^j) \\ 0 \end{array} \right) \quad (15)
\]

where $\xi_j \in [0, 0.5]$ denotes the risk avoidance coefficient.

For the sake of better explaining the loss function and the gain function along with their applications, we consider the relation between the loss functions and the gain functions. By virtue of the relation between the gain functions and the loss functions, the net profit functions are shown below:

\[
Q_{\star}(z_i) = \left( \begin{array}{c} Q_{PP}^j(z_i) \\ Q_{BP}^j(z_i) \\ Q_{NP}^j(z_i) \end{array} \right) = \left( \begin{array}{c} G_{PP}^j(z_i) - L_{PP}^j(z_i) \\ G_{BP}^j(z_i) - L_{BP}^j(z_i) \\ G_{NP}^j(z_i) - L_{NP}^j(z_i) \end{array} \right)
\quad (16)
\]

Since each attribute has a different weight value, we express the net profit functions of all attributes in more detail shown as follows:

\[
Q_{\star}(z_i) = \left( \begin{array}{c} Q_{PP}(z_i) \\ Q_{BP}(z_i) \\ Q_{NP}(z_i) \\ Q_{NN}(z_i) \end{array} \right) = \left( \begin{array}{c} \sum_{j=1}^{m} w_j(z_{ij} - z_{\min}^j) \\ \sum_{j=1}^{m} w_j(z_{ij} - z_{\min}^j) \end{array} \right) = \left( \begin{array}{c} \sum_{j=1}^{m} w_j(1 - 2\xi_j)(z_{ij} - z_{\min}^j) \\ \sum_{j=1}^{m} w_j(1 - 2\xi_j)(z_{ij} - z_{\min}^j) \end{array} \right) \quad (17)
\]

The net profit functions for each object is shown in Table 3.
For any object $z_i \in U$, $Q(h_\star|[z_i])$($\star = P; B; N$) shows the expected net profit of taking the actions $h_\star$, which are calculated as follows:

$$Q(h_P|[z_i]) = Q_{PP}Pr(\zeta|[z_i]) + Q_{PN}Pr(\gamma|[z_i]). \quad (18)$$

$$Q(h_B|[z_i]) = Q_{BP}Pr(\zeta|[z_i]) + Q_{BN}Pr(\gamma|[z_i]). \quad (19)$$

$$Q(h_N|[z_i]) = Q_{NP}Pr(\zeta|[z_i]) + Q_{NN}Pr(\gamma|[z_i]). \quad (20)$$

Based on the principle of net profit maximization, we can obtain the decision rules (P1)-(N1). Furthermore, the future $POS(\zeta)$, $BND(\zeta)$ and $NEG(\zeta)$ can be abbreviated as $(P)$, $(B)$ and $(N)$ respectively in this paper.

(P1) Decide $z_i \in POS(\zeta)$, if $Q(h_P|[z_i]) \geq Q(h_B|[z_i])$, and $Q(h_P|[z_i]) \geq Q(h_N|[z_i])$.

(B1) Decide $z_i \in BND(\zeta)$, if $Q(h_B|[z_i]) \geq Q(h_P|[z_i])$, and $Q(h_B|[z_i]) \geq Q(h_N|[z_i])$.

(N1) Decide $z_i \in NEG(\zeta)$, if $Q(h_N|[z_i]) \geq Q(h_P|[z_i])$, and $Q(h_N|[z_i]) \geq Q(h_B|[z_i])$.

By virtue of the statement of Remark 3.2, the decision rules (P1)-(N1) can be re-expressed below:

(P1’) Decide $z_i \in POS(\zeta)$, if $Pr(\zeta|z_i) \geq \alpha_i$ and $Pr(\zeta|z_i) \geq \gamma_i$,

(B1’) Decide $z_i \in BND(\zeta)$, if $Pr(\zeta|z_i) \leq \alpha_i$ and $Pr(\zeta|z_i) \geq \beta_i$,

(N1’) Decide $z_i \in NEG(\zeta)$, if $Pr(\zeta|z_i) \leq \beta_i$ and $Pr(\zeta|z_i) \leq \gamma_i$,

where the values of $\alpha_i$, $\beta_i$ and $\gamma_i$ are computed by

$$\alpha_i = \frac{Q^i_{PN} - Q^i_{BN}}{(Q^i_{PN} - Q^i_{BN}) + (Q^i_{BP} - Q^i_{PP})} \sum^m_j w_j (1 - \xi_j) (\xi^{j}_{\max} - z_{ij})$$

$$= \sum^m_j w_j (1 - \xi_j) (\xi^{j}_{\max} - z_{ij}) + \sum^m_j w_j \xi_j (\xi^{j}_{\min} - z_{ij}), \quad (21)$$

$$\beta_i = \frac{Q^i_{BN} - Q^i_{NN}}{(Q^i_{BN} - Q^i_{NN}) + (Q^i_{NP} - Q^i_{BP})} \sum^m_j w_j \xi_j (\xi^{j}_{\max} - z_{ij})$$

$$= \sum^m_j w_j \xi_j (\xi^{j}_{\min} - z_{ij}) + \sum^m_j w_j (1 - \xi_j) (\xi^{j}_{\max} - z_{ij}), \quad (22)$$
We can obtain two cases of thresholds: (1) When $z_{ij} = z_{\min}^j$, $\alpha_i = \beta_i = \gamma_i = 1$, it means that there is only one decision result of the rejection action; (2) When $z_{ij} = z_{\max}^j$, $\alpha_i = \beta_i = \gamma_i = 0$, it means that there is only one decision result of the acceptance action.

**Theorem 3.1** Consider $z_{ij} \in [z_{\min}^j, z_{\max}^j]$, the following three conclusions hold.

1. $\alpha_i$ is monotonically decreasing in $\xi$.
2. $\beta_i$ is monotonously increasing in $\xi$.
3. $\gamma_i$ is uncorrelated in $\xi$.

**Proof** Let $Z_A = z_{ij} - z_{\max}^j$, $Z_B = z_{\max}^j - z_{ij}$ and $Z_C = z_{ij} - z_{\min}^j$. Then

1. If $\alpha_i(\xi)$ is regarded as the function of $\xi$, the derivation of $\alpha_i(\xi)$ is shown as follows:

$$
\alpha_i'(\xi) = \frac{Z_A((1 - \xi)Z_B + \xi Z_C) - (1 - \xi)Z_B(Z_C - Z_B)}{((1 - \xi)Z_B + \xi Z_C)^2},
$$

where $((1 - \xi)Z_B + \xi Z_C)^2 > 0$ and

$$
Z_A((1 - \xi)Z_B + \xi Z_C) - (1 - \xi)Z_B(Z_C - Z_B) = Z_A((1 - \xi)Z_B + \xi Z_C) + (1 - \xi)Z_A + (1 - \xi)Z_C < 0.
$$

Therefore, $\alpha_i'(\xi) < 0$ and $\alpha_i$ is monotonically decreasing in the $\xi$.

2. In a similar way, one gets that

$$
\beta_i'(\xi) = \frac{Z_B(\xi Z_B + (1 - \xi)Z_C) - \xi Z_B(Z_B - Z_C)}{((\xi Z_B + (1 - \xi)Z_C)^2},
$$

where $((\xi Z_B + (1 - \xi)Z_C)^2 > 0$ and

$$
Z_B(\xi Z_B + (1 - \xi)Z_C) - \xi Z_B(Z_B - Z_C) = Z_B(\xi Z_B + (1 - \xi)Z_C) - \xi Z_B + \xi Z_C > 0.
$$

Therefore, $\beta_i'(\xi) > 0$ and $\beta_i$ is monotonically increasing in the $\xi$.

3. According to the expression form of $\gamma_i$, we can know that it is uncorrelated in $\xi$. 

\[\sum_{j} w_j(z_{\max}^j - z_{ij}) \]
Next, we analyze the effective result of the risk aversion coefficient.

From Table 4, when $\xi = 0$, we can get $\beta_i = 0$, $\alpha_i = 1$, this means that with only one uncertain decision, TWD can be reduced to original rough set models; when $0 < \xi < 0.5$, the thresholds satisfy the condition of TWD; When $\xi = 0.5$, we can get $\beta_i = \gamma_i = \alpha_i$ that means TWD becomes two-way decisions, and the boundary region is empty.

## 4 A novel TWD based MADM method in light of tolerance dominance relations

In what follows, we intend to build a novel TWD-MADM based on the above indicators that can be used for medical diagnostics, capacity assessment, and so forth.

### 4.1 Descriptions of the established MADM method

Let $U = \{z_1, z_2, \cdots, z_n\}$ be a non-empty finite set and $C \cup D = \{c_1, c_2, \cdots, c_m\} \cup \{d_1, d_2, \cdots, d_q\}$ be a non-empty finite set of properties. Generally speaking, the condition attribute set includes cost attributes and benefit attributes. Let $z_{ij}$ be an evaluation function related to the attribute $c_j$, each object can be evaluated by $z_{ij}$. Besides, a weight vector $W = (w_1, w_2, \cdots, w_m)^T$ is given to denote the relative significance of attributes with $w_j \in [0, 1]$ and $\sum_j w_j = 1$. In some particular cases, the attribute weights are unknown. In what follows, we give an ordered decision information system to succinctly express an MADM problem and calculate the normalized ordered decision information system by the following formulas:

$$t_{ij} = \frac{z_{ij} - c_{j}^{\min}}{c_{j}^{\max} - c_{j}^{\min}} \quad \text{if } c_j \text{ is a benefit attribute,} \quad (24)$$

$$t_{ij} = \frac{c_{j}^{\max} - z_{ij}}{c_{j}^{\max} - c_{j}^{\min}} \quad \text{if } c_j \text{ is a cost attribute.} \quad (25)$$

When dealing with MADM problems, different types of attributes may lead to different degrees of influences on decision outcomes. Therefore, it is necessary to consider that each attribute has its own attribute weight values. Among many calculation methods of attribute weight values, we choose the method of maximum deviation weights. In the method of the maximum deviation weight, the smaller the difference between the attribute values of all objects under that attribute, the less the influence of that attribute on the decision making of the object. Conversely, the greater the importance of the object. From the perspective of object ranking, the greater the deviation of the attribute values, the greater weight value.
should be given. By the above analysis, the method of the maximum deviation weight is considered to be a better method to obtain the objective weight values, and this method is described as follows.

**Definition 4.1** Wang (1998) Let \( S = (U, C \cup D) \) be an ordered decision information system, the formula to calculate the maximum deviation weight \( w_j \) for the \( j \)-th attribute is shown as:

\[
w_j = \frac{\sum_{i=1}^{n} \sum_{k=1}^{n} |z_{ij} - z_{kj}|}{\sum_{j=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{n} |z_{ij} - z_{kj}|},
\]

(26)

where \( |z_{ij} - z_{kj}| \) expresses for the distance between two evaluative values and \( z_{ij} \) for \( i, k \in \{1, 2, \ldots, n\}, j \in \{1, 2, \ldots, m\} \).

Hence, the maximum dispersion weight of all attributes can be computed in light of Definition 4.1.

For an MADM problem, the protocol sequencing can help physicians select the most severe patients or some of the more severe patients. According to the TWMADM model, all candidates are divided into one of three decision regions: \( POS(\zeta) \), \( BND(\zeta) \) or \( NEG(\zeta) \). Furthermore, the semantic interpretation of the rules in these three cases can be expressed as the expected net benefits associated with them. That is, for each object \( z_i \), its relevant expected net profit is calculated according to the decision rules \( (P_1^\prime)-(N_1^\prime) \) as follows:

\[
N(z_i) = \begin{cases} 
Q(h_{P}\mid z_i) & \text{if } z_i \in POS(\zeta), \\
Q(h_{B}\mid z_i) & \text{if } z_i \in BND(\zeta), \\
Q(h_{N}\mid z_i) & \text{if } z_i \in NEG(\zeta).
\end{cases}
\]

(27)

Finally, we rank all objects according to the expected net profit \( N(z_i) \) and the rule of \( (P) > (B) > (N) \).

### 4.2 A decision process of the TWMADM method

**Input:** An ordered decision information system \( S = (U, C \cup D, V, f) \).

**Output:** The ranking results for all objects.

**Step 1:** The ordered decision information system on \([0,1]\) is acquired by the normalization rule of Eqs. (24–25).

**Step 2:** The tolerance dominance classes \( [z_i]_{C}^{\xi, \eta} \) are obtained by Definition 2.8 and the state set \( \Omega = \{\xi, \neg \zeta\} \) by Definition 3.1.

**Step 3:** Calculate the conditional probability \( Pr(\zeta \mid [z_i]_{C}^{\xi, \eta}) \) for \( z_i \in U \).

**Step 4:** Obtain the loss (gain) functions of each object, the thresholds \( \alpha_i, \beta_i, \gamma_i \) are obtained by Eqs. (21–23).

**Step 5:** The region \( (P, B, N) \) of each object is determined by the decision rules \( (P_1^\prime)-(N_1^\prime) \) in the new TWD model.

**Step 6:** Based on Eqs. (18–20), calculate the expected net profit \( Q(h_\star \mid [z_i]) (\star = P, B, N) \).
Step 7: Rank all objects via the expected net profit \( N(z_i) \) and \((P) > (B) > (N)\) by Eq. (27).

Remark 4.1 In a TWMADM problem, suppose that \( n \) denotes the number of elements in the object set and \( m \) denotes the number of elements in the attribute set. In what follows, a detailed complexity analysis of Algorithm 1 will be listed below. In Step 1, the ordered decision information system on \([0,1]\) is acquired by the normalization rule of Eqs. (24–25), and the complexity degree is \( O(m) \). In Step 2, the tolerance dominance classes for all objects are obtained via Definition 2.8 and \( \Omega = \{\zeta, \neg\zeta\} \) via Definition 3.1, hence the complexity degree is \( O(n^2m) \). Step 3 calculates the conditional probability \( \Pr\left[\zeta | (z_i)^{[\xi]}\right] \) for \( z_i \in U \), and the complexity is \( O(m) \). Step 4 calculates the gain functions and the loss functions of each object and the thresholds \( \alpha_i, \gamma_i, \beta_i \) are obtained by Eqs. (21–23), and the complexity degree is \( O(n) \). Step 5 presents the regions \((P, B, N)\) of each object through the new TWD model, and the complexity degree is \( O(n) \). Step 6 calculates the expected net profit \( Q(h_\star) ([z_i]) (\star = P, B, N) \) by Eqs. (18–20), and the complexity is \( O(n) \). Step 7 ranks all objects via the relevant expected net profit \( N(z_i) \) and \((P) > (B) > (N)\) by Eq. (27), and the complexity degree is \( O(n) \). By the above analysis, the overall complexity degree of the constructed algorithm is \( O(n^2m) \).

To sum up, we build a TWMADM method in the ordered decision information system. The constructed model’s core points are to acquire the state sets by the order relation of decision relation, calculate the loss and gain functions by attribute evaluation values and obtain the value of the thresholds, respectively. Furthermore, we can acquire corresponding decision rules and determine decision results for each object. On the basis of the above-mentioned eight steps, we summarize the algorithm process of the built TWMADM model in Algorithm 1.

Algorithm 1: The algorithm step of the TWMADM model with the tolerance dominance relation.

| Step | Description |
|------|-------------|
| 1.   | Given the parameters \( \mu = 0.01 \), \( v = 0.02 \), \( d = 1 \), \( \delta = 0.1 \), \( \gamma = 0 \), \( \sigma = 0 \), \( \mu \in [0, 1) \), \( v \in [0, 1) \), \( d \in [0, 1) \), \( \delta \in [0, 1) \), \( \gamma \in [0, 1) \), \( \sigma \in [0, 1) \). |
| 2.   | Obtain a normalized ordered decision information system. \( \text{by Eqs. (24)-(25)} \). |
| 3.   | \( i = 1 \) to \( n \) do |
| 4.   | Calculate the tolerance dominance classes \( \xi \) for each object \( z_i \). \( \text{by Definition 2.8} \). |
| 5.   | Obtain the regions \((P, B, N)\) for each \( z_i \). \( \text{by Definition 3.1} \). |
| 6.   | Calculate the conditional probability \( \Pr\left[\zeta | (z_i)^{[\xi]}\right] \) for each \( z_i \). \( \text{by Eqs. (21)-(23)} \). |
| 7.   | Obtain the expected net profit \( Q(h_\star) ([z_i]) \). \( \star = P, B, N \). \( \text{by Eqs. (18)-(20)} \). |
| 8.   | Rank all objects via the relevant expected net profit \( N(z_i) \) and \((P) > (B) > (N)\). \( \text{by Eq. (27)} \). |
| 9.   | Return the decision rules \((\xi)\) and the ranking results \((\xi)\). |

 Springer
4.3 An illustrative example

We illustrate the presented method with an MADM example in the context of medical diagnosis from the UCI repository Kononenko and Cestnik (1988). Then, we suppose a hospital plans to use Lymphography to screen some patients for lymphoma. The example contains 148 objects \( z_i \), 18 conditional attributes \( c_j \), 1 decision attribute \( d_i \), and 4 possible final diagnostic classes Clark and Niblett (1987), where \( d = \{ d_1, d_2, d_3, d_4 \} \) stands for normal find, metastases, malign lymph and fibrosis, respectively. The conditional attributes refer to the data of disease conditions, which are obviously benefit attributes. The dataset is obtained from the Institute of Oncology of the University Medical Center in Ljubljana, Yugoslavia. The decision making process of Lymphography is shown as: these patients first undergo Lymphography. Then, doctors use the dataset to determine if a patient has lymphoma. Finally, the patient receives further treatment if true. In addition, the weight vector obtained according to Definition 4.1 is

\[
W = \{0.0518, 0.0882, 0.0517, 0.0161, 0.0657, 0.0893, 0.0225, 0.0746, 0.0105, 0.0526, 0.0509, 0.0561, 0.0474, 0.0617, 0.0617, 0.0719, 0.0799, 0.0591, 0.0500\}.
\]

According to the constructed TWMADM model, the ranking and classification result of Lymphography domain problem can be obtained, as shown in Fig. 2 and Table 5. In the TWMADM model, the risk aversion coefficient \( \xi = \{0.35, 0.4, 0.4, 0.4, 0.35, 0.4, 0.4, 0.4, 0.35, 0.4, 0.4, 0.4, 0.35, 0.4, 0.4, 0.35, 0.3, 0.3\} \) and the tolerance rate \( \sigma = 0.1 \).

It is clear from the ranking results in Fig. 2 and according to the ranking results obtained by processing the evaluation values obtained by lymphography with the proposed method shows that out of 148 patients, the 108th patient is most likely to be suffering from lymphoma. In Table 5, it is possible to visualize the division of all objects into three regions, in which both 72 patients are classified as \( POS(\xi) \), 46 patients are classified as \( BND(\xi) \), and
In this section, several classic decision making methods are selected for comparative analysis of the diagnosis of tumor diseases with decision problems, including the TOPSIS.
method Hwang and Yoon (1981), the EDAS method Ghorabaee et al. (2015) and the WAA operator method Harsanyi (1955), where the weight value is consistent with the weight value in this paper. We can know that the optimal results obtained by different MADM methods are consistent, i.e., the object $z_{108}$. This is consistent with the results of the presented method, which shows the validity and practicability of the presented method. The sequencing results of 148 objects obtained by several existing methods are shown in Fig. 3.

The principle of the three methods compared in Fig. 3 is introduced as follows: The TOPSIS method Hwang and Yoon (1981) is to use the distance between the evaluation value of the object and the positive ideal solution and the negative ideal solution to calculate the relative approximation of the object to the positive ideal solution and rank all the objects. The EDAS method Ghorabaee et al. (2015) uses the positive and negative distance between the evaluation value of the object and the average solution to evaluate the object. The WAA operator method Harsanyi (1955) is to rank the objects by weighting the evaluation values of the objects and then aggregate them. MADM refers to the decision making problem of selecting the optimal object and obtaining the complete order of the objects under the condition of considering multiple attributes. It is not difficult to find that Fig. 3, which evaluates the ranking results of proposed method with those of several different classic MADM methods, shows that the overall trend of the ranking results is similar. In addition, the complete ranking obtained by these four methods has its optimal object as $z_{108}$. That is, in the process of diagnosing whether a patient has lymphoma, the physician is more
likely to have lymphoma in patient $z_{108}$ compared to other patients. The proposed method is combined with TWD and divides all patients into three regions. Due to the different principles of the above methods, the ranking results may be different. When the most objects are consistent and other rankings are similar, it can be shown that the proposed method has certain effectiveness. Compared to the other three methods, the proposed method takes into account delayed decision making and reduces decision risks, which includes the TOPSIS method Hwang and Yoon (1981), the EDAS method Ghorabaee et al. (2015) and the WAA operator method Harsanyi (1955). Thus it shows that proposed method is not only effective in solving the decision problem, but also superior to other methods.

Afterwards, in order to analyze the similarity between the rankings obtained by the above compared methods from a qualitative point of view, Fig. 4 shows the Spearman rank correlation coefficient (SRCC for short) values obtained by the ranking results of four methods. When $n$ is the number of objects, $x_i$ and $y_i$ represent the ranking position of object $z_i$ in different methods. The SRCC represents the correlation between variables and its formula Gauthier (2001) is as follows:

$$SRCC = 1 - \frac{6 \sum_{i=1}^{n} (x_i - y_i)^2}{(n^3 - n)}.$$  

From Fig. 4, the SRCC value of the rankings obtained by the proposed model and the WAA operator method has the lowest value that is 0.7906, and the SRCC value of the rankings obtained by the proposed model and the TOPSIS method Hwang and Yoon (1981) has a greater value 0.8664. The SRCC values of the rankings obtained by the proposed model and the EDAS method Ghorabaee et al. (2015) are 0.8298. According to the Spearman rank correlation threshold table, when the sample size is 100 and the significance level of the two-sided test is 0.01, the SRCC value obtained by comparing the two samples is greater than 0.257, indicating that the two samples are highly correlated. The SRCC values of the proposed method and these methods are all greater than 0.7906, indicating that the ranking performance of these methods is highly consistent. Therefore, this further demonstrates the efficiency and rationality of the decision result derived by the proposed TWMADM model.
5.2 Comparison results with existing TWD methods

In this section, several existing TWD methods are selected for comparative analysis of the diagnosis of tumor diseases with decision making problems, including Jia and Liu’s method (2019), Zhan et al.’s method (2021)\(^1\) and Wang et al.’s method (2021)\(^2\), where the loss functions are consistent with those in this paper. We can know that the optimal results acquired by different TWD methods are consistent, i.e., the object \(z_{108}\). This is consistent with the results obtained by the presented method, which shows the effectiveness and practicability of the presented method. The sequencing results of 148 objects obtained by several existing methods are shown in Fig. 5.

The principle of the three methods compared in Fig. 5 is introduced as follows: Jia and Liu’s method (2019) uses the relative loss function to obtain the thresholds, and further uses the threshold and subjective conditional probability to rank and classify objects. Zhan et al.’s method (2021) uses the fuzzy state set to obtain the objective conditional probability based on the outranking relations, and then combines the subjective loss function to obtain the expected loss of each object, and then obtains the ranking

\(^1\) The parameters in the ELECTRE-I method \(\sigma = 0.6\) and \(p = 0.2\). Choose a pessimistic strategy.

\(^2\) The confidence level \(\sigma = 0.7\).
and classification results of the objects. Wang et al.’s method (2021) gives a way to obtain the objective state set, and then uses the objective conditional probability and subjective loss function based on the probabilistic dominance relation to obtain the expected loss of each object, and finally obtains the ranking and classification results of the objects. TWMADM refers to the decision making problem for selecting the optimal object, obtaining the complete ranking and the classification results of the objects under the condition of considering multiple attributes. It is worth noting that Fig. 4 shows the evaluation of the ranking results of different TWMADM methods, and it can be seen that the optimal object in the complete ranking obtained by Jia and Liu’s method (2019), Zhan et al.’s method (2021), and Wang et al.’s method (2021) with the proposed method and the three methods in Sect. 5.1 is $z_{108}$. Due to the different principles of the above methods, the ranking results may vary. When the proposed method is compared with existing methods, if most objects are consistent and other rankings are similar, it can indicate that the proposed method has certain effectiveness. However, in terms of the ranking analysis, the complete ranking results obtained by proposed method with Jia and Liu’s method (2019) and Zhan et al.’s method (2021) are all higher than 0.7474, indicating that the ranking performance of these methods is highly consistent. On the other hand, we find that the SRCCs between the proposed method and Jia and Liu’s method (2019), Zhan et al.’s method (2021) are all higher than these five decision methods and SRCCs between Wang et al.’s method (2021), showing

![Fig. 6 The ranking of all objects with different TWD methods](image)

Further, in order to analyze the similarity between the rankings obtained by the above compared methods from a qualitative point of view, Fig. 6 shows the SRCC values obtained by the ranking results of four methods.

According to the Spearman rank correlation threshold table, when the sample size is 100 and the significance level of the two-sided test is 0.01, the SRCC value obtained by comparing the two samples is greater than 0.257, indicating that the two samples are highly correlated. As can be seen from Fig. 6, the proposed method and two decision making methods, including Jia and Liu’s method (2019) and Zhan et al.’s method (2021) are all higher than 0.7474, indicating that the ranking performance of these methods is highly consistent. On the other hand, we find that the SRCCs between the proposed method and Jia and Liu’s method (2019), Zhan et al.’s method (2021) are all higher than these five decision methods and SRCCs between Wang et al.’s method (2021), showing
that proposed method outperforms Wang et al.’s method (2021). Therefore, this further demonstrates the efficiency and superiority of the decision result derived by the proposed model.

In addition, objects can be divided into three classes in TWD by different methods. Figure 7 shows the classification results of all patients with different methods.

In light of Fig. 7, only the proposed method can divide all objects into three regions relatively uniformly. Zhan et al.’s method (2021) and Wang et al.’s method (2021) can only divide almost all objects into bounding domains. When all objects are almost divided into the boundary domain, it is equivalent to need to classify the objects again, so the meaning of three classifications is lost. There are almost no objects in the negative domain of Jia and Liu’s method (2019), but the classification method of this method is obtained by using the threshold obtained by the relative loss function and the conditional probability given subjectively. Therefore, the distribution of the number of classified objects obtained by the method in this paper is more uniform and more in line with actual situations.

**Remark 5.1** The purpose of the proposed method is to solve the problem of ranking, classifying and selecting optimal objects under multiple attributes. The MADM problem is to study the acquisition of optimal objects and complete ranking under multiple attributes, so Figs. 3 and 5 show the ranking results of the proposed method and the six methods. Due to the different principles of the above methods, it may lead to differences in ranking results. When the principles of the methods are different, if the ranking positions of the optimal object and most objects are consistent, it can be shown that the proposed method has certain practical value. It can be seen that the optimal objects are consistent and the ranking trend is the same. As can be seen from Fig. 7, only the proposed method can divide all objects into three regions more uniformly. Overall, the proposed method has certain practicality and effectiveness.

**5.3 Discussions with the related methods**

In the above content, the feasibility of the TWD method constructed in this paper can be analyzed through the above different decision making methods. By comparing with the

![Fig. 7 The classification of all patients with different methods](image-url)
above several methods, the method constructed in this paper can divide objects into positive regions, boundary regions and negative regions. Some existing methods can only rank objects and choose the optimal. In addition, the method constructed in this paper not only considers the loss functions of each object, but also considers the gain functions. For instance, in the Lymphography problem, if the patient with the disease is diagnosed, there will be a relative loss, and at the same time, there will be a relative gain from early diagnosis and treatment, so we consider the net profit functions. Next, we show the differences among the above seven methods in Table 6.

According to the application of the above medical cases and the comparative analysis with other counterparts, we can sum up the following interesting findings from Table 6.

On the one side, the major diverse aspects between the presented method and existing counterparts are listed below:

(1) It is inevitable that some risks and losses exist in various decision making scenarios. This method considers the loss functions and the gain functions, whereas the traditional MADM matrix method only considers the MADM matrix, without considering the cost and the gain of decisions. For instance, assuming that the patient is unworthy of selections, this will bring relatively more losses and relatively less gains to the patient; On the contrary, assuming that the patient is a worthwhile choice, the patient will have relatively few losses and relatively more gains. Under the background of choice problems, the method utilizes the relative costs and benefits of the candidates to rank respective objects. However, some other MADM methods [the TOPSIS method Hwang and Yoon (1981), the EDAS method Ghorabaee et al. (2015), the WAA operator method Harsanyi (1955), Jia and Liu’s method (2019), Zhan et al.’s method (2021) and Wang et al.’s method (2021)] fail to incorporate costs and gain of decisions, therefore these methods cannot rank efficiently.

(2) By using the TWD model, the method divides the optional object into three regions, and then decides to accept the decision, defers the decision and rejects the decision. Some existing methods only prioritize the objects and choose the optimal choice. In some traditional MADM methods, the selection is divided into two regions, and then the acceptance and rejection decisions are made. Thus, this method reduces decision risks.

(3) This paper builds a TWD model based on the tolerance dominance relation and compares it with the probability dominance relation Wang et al. (2021). In this paper, the

| Different methods               | Set of objective states | Loss/Gain functions | Conditional probability | Ranking | Classification |
|--------------------------------|-------------------------|---------------------|-------------------------|---------|---------------|
| Proposed method                | ✓                       | ✓                   | ✓                       | ✓       | ✓             |
| TOPSIS method Hwang and Yoon (1981) | ×                      | ×                   | ✓                       | ×       | ×             |
| EDAS method Ghorabaee et al. (2015) | ×                      | ×                   | ×                       | ✓       | ×             |
| WAA operator method Harsanyi (1955) | ×                      | ×                   | ×                       | ✓       | ×             |
| Jia and Liu’s method (2019)     | ×                       | ✓                   | ✓                       | ✓       | ✓             |
| Zhan et al.’s method (2021)     | ×                       | ✓                   | ✓                       | ✓       | ✓             |
| Wang et al.’s method (2021)     | ×                       | ✓                   | ✓                       | ✓       | ✓             |
degree of superiority is considered in the tolerance dominance relation, whereas in the probabilistic dominance relation, there is only 0 or 1.

(4) Compared with the other six MADM methods, the proposed method considers decision attributes. This paper presents a method to obtain the set of objective states according to decision attributes. It can effectively avoid decision risks brought by the set of subjective states.

On the other side, based on what has been discussed above, the advantages of the new method are shown below:

(1) In the newly proposed method, we consider decision makers’ evaluations for alternatives, thus our model is built on the basis of an ordered information system. Hence we can get a set of two states based on the decision attribute.
(2) In actual decision making problems, the certain risks and losses will always exist when making decisions. In addition, there is a corresponding benefit when more beneficial decisions are made. Compared with Zhan et al.’s method (2021) and Wang et al.’s method (2021), the loss functions are given by the decision makers according to practical experiences, which may lead to the strong subjectivity. In order to decrease the decision risk and increase the profit brought by the decision, the method considers six loss functions and six gain functions of each object, as well as the net profit functions obtained by the integration of the loss functions and the gain functions, which is more consistent with actual situations and semantic interpretations.
(3) In order to better satisfy the demands of experts, we can adjust the credibility of $\sigma$-tolerance dominance class in the model of this method in light of experts’ diverse decision contexts and decision making preferences. At this point, it shows the flexibility of the approach.
(4) A comparative analysis is performed by comparing the presented method with the existing MADM counterparts, and the presented TWMADM enriches the research content of MADM, such as the edge boundary, the net profit functions, etc. Therefore, it can aid experts to make valid decisions.

In addition to the above differences and advantages, the proposed method has certain limitations, which are shown as follows: A direct limitation of this method is that the proposed method can only be used for MADM problems where there is a partial order relation between the evaluation values of objects. In addition, when there is no decision attribute in the original information table, the decision attributes of the objects need to be obtained according to the known information before making a decision.

6 Experimental evaluations

In this section, according to the instance of medical diagnosis in Sect. 4.3, the validity and stability of the TWD method presented in this paper are proved via three experiments.

6.1 Weight evaluations

There are $m$ objects $z_1, z_2, \cdots, z_m$ and $n$ indicators $c_1, c_2, \cdots, c_m$, where $z_{ij}$ is the index value of $z_i$ under $c_j$, $w_j$ is the weight of $c_j$ and $w_j \in [0, 1]$. Then $U = (z_{ij})_{m \times n}$ and $w_j$ can express
the assessment value in an initial decision matrix. In what follows, we define the notion of entropy weights.

**Definition 6.1** Hwang and Yoon (1981) Assume that $S = (U, C \cup D)$ is an ordered decision information system, the entropy weight value $(e_j)$ for all $j$th criteria is given below:

$$e_j = -\frac{1}{\ln n} \sum_{i=1}^{n} p_{ij} \ln p_{ij},$$

(29)

where $e_j > 0$ and $p_{ij} = \frac{z_{ij}}{\sum z_{ij}}$ for $i \in \{1, 2, \ldots, n\}$ and $j \in \{1, 2, \ldots, m\}$. For the case $z_{ij} = 0$, $p_{ij} \ln p_{ij} = 0$. Then, the entropy weight $w_j$ for the $j$th criterion can be further given below:

$$w_j = \frac{1 - e_j}{\sum_{j=1}^{m} (1 - e_j)}, j \in \{1, 2, \ldots, m\}.$$  

(30)

In what follows, in order to exhibit the validity of the newly constructed MADM method, the entropy weight in Definition 6.1 is applied instead of the weight value of the Lymphography mentioned in this paper, the entropy weights are shown as follows:

$W = \{0.0441, 0.0538, 0.0456, 0.0165, 0.0539, 0.0567, 0.0225, 0.0402, 0.0307, 0.0580, 0.0295, 0.0447, 0.0392, 0.0907, 0.0625, 0.0445, 0.0298, 0.2371\}.$

In order to analyze the stability of the ranking results of the proposed method under different weight values, Fig. 8 will show the ranking of all objects with different weights for different methods.

By Fig. 8, we observe that the optimal result for proposed method, the TOPSIS method Hwang and Yoon (1981), the EDAS method Ghorabaee et al. (2015), the WAA operator...
method Harsanyi (1955) is still the object $z_{108}$. Meanwhile, we find that the trend of the ranking results obtained by four different methods is similar under two different weights of attributes. Therefore, the proposed method is also efficient from the viewpoint of the ranking result under different attribute weights. It has been demonstrated for the different weights considered in this example that the proposed method is stable.

6.2 Parameter evaluations

In the presented method, the parameter $\sigma$ plays a decisive role in determining the conditional probability. Meanwhile, the parameter $\xi$ has an important effect on the classification of regions. Thus, it is necessary to explore the influence of parameter values on decision results.

6.2.1 Parameter evaluations based on the parameter $\sigma$

First, the range of $\sigma$ is determined. According to Definition 2.7, we know that $\sigma \in [0, 1]$. Furthermore, the parameter is a confidence level that indicates the degree to which one object is inferior to another one under the attribute subset. Further, when we consider $\sigma = 1$, it means that the value difference is infinite, that is, it is easy to meet the condition of superiority. When $\sigma = 0$, the requirement cannot accept any error, that is, it is difficult to meet the superior condition. Hence, the condition $\sigma > 0.5$ is very easy to satisfy, which makes the decision less rigorous, so we can determine that $\sigma \in (0, 0.5]$. Based on the example given in Sect. 4.3, we set the step size to 0.1$^3$, five different values are selected for the analysis. The result is shown in Fig. 9.

---

$^3$ The risk aversion coefficient $\xi = \{0.35, 0.4, 0.4, 0.4, 0.35, 0.4, 0.4, 0.4, 0.35, 0.4, 0.4, 0.4, 0.3, 0.3, 0.3, 0.3\}$. 

---

Fig. 9 The ranking of all objects with different values for the parameter $\sigma$
We can intuitively find from Fig. 9 that when the value of $\sigma$ changes, the overall trend of the ranking results is similar and consistent. Thus, the method presented in this paper is stable.

In addition, when $\sigma \in (0, 0.5]$ and set the step size to 0.1, Fig. 10 can intuitively describe the change of classification results when the value of $\sigma$ changes.

As can be seen from Fig. 10, when the parameters gradually increase, the number of objects in $BND(\zeta)$ and $NEG(\zeta)$ increases, whereas the number of objects in $POS(\zeta)$ decreases. Therefore, we know that the higher the fault tolerance, the smaller the number of objects in the accepted domain.

**6.2.2 Parameter evaluations based on the parameter $\xi$**

The decision model constructed in this paper considers the combination of relative loss functions with relative gain functions to get the net profit functions, and the net profit functions play an important place in the TWD decision process for classification. What is more worth analyzing is that the risk aversion factor may affect the net profit function. Figure 11 visually shows the ground segmentation obtained when $\xi \in (0, 0.5)$ and the step size is 0.05$^4$.

When we fix the tolerance rate $\sigma = 0.1$, we can observe from Fig. 11 that the ranking results obtained from the change in the value of $\xi$ for all objects are close. And all the optimal objects are obtained as $\varepsilon_{108}$. Therefore, it can be shown that proposed method is stable.

In addition, we select datasets from UCI database to classify and analyze the presented method. The description of the experimental datasets are shown in Table 7.

The classification results of several datasets are shown in Fig. 12.

Figure 12 shows the classification results of four datasets, namely, Lymphography, Connectionist Bench, Balance Scale and Wdbc when the value of the risk aversion coefficient

$^4$ The tolerance rate $\sigma = 0.1$. 

 Springer
ξ changes under the condition of σ = 0.1. The value of σ is fixed to 0.1 in order to keep it consistent with the value of question in Sect. 4.3. It is noted that the numbers of objects in the boundary domain decrease gradually with the increase of the parameter ξ, which is consistent with the theoretical knowledge in Sect. 3.

### 6.2.3 Parameter evaluations based on the combination between parameters σ and ξ

Based on the above analysis, it is also worth studying that the values of the parameters σ and ξ change simultaneously. Therefore, for σ ∈ (0, 0.5] and ξ ∈ (0, 0.5), set the step size
to 0.1 and 0.05, respectively, Fig. 13 can intuitively show the influence of simultaneous changes of the parameters on the number of classifications.

As can be seen from Fig. 13, when the parameters $\sigma$ and $\xi$ gradually increase at the same time, the number of objects in $\text{POS}(\xi)$ and $\text{NEG}(\xi)$ also increases gradually, whereas the number of objects in $\text{BND}(\xi)$ decreases gradually. Hence, we can acquire that the larger the value of the parameter is, the more domains the object in the certain classification will be obtained. At the same time, it can help decision makers make choices.

### 6.3 Error rate evaluations

According to the four datasets in Table 7, the decision result may vary with the change of parameters. Hence, it is necessary to use the decision attributes of the four datasets to assess the performance of the presented model. We apply the error rate to evaluate the performance of our proposed TWD based on the tolerance dominance relation. The error rate is given below Liang et al. (2019b):

![Graphs showing the classification of all objects for the four datasets](image-url)
Fig. 13  The classification of all objects for the parameters $\sigma$ and $\xi$

Fig. 14  The changes in error rate results for all objects in the four datasets
where $U$ denotes the total numbers of objects. $n_{\xi \rightarrow \text{NEG}(\zeta)}$ denotes the numbers of objects classified into the negative region $\text{NEG}(\zeta)$ belonging to $\xi$. $n_{\xi \rightarrow \text{POS}(\zeta)}$ denotes the numbers of objects classified into the positive region $\text{POS}(\zeta)$ belonging to $\xi$. 

$$\text{Error rate} = \frac{n_{\xi \rightarrow \text{NEG}(\zeta)} + n_{\xi \rightarrow \text{POS}(\zeta)}}{|U|},$$ (31)

where $U$ denotes the total numbers of objects.
of objects classified into the positive region \( \text{POS}(\zeta) \) belonging to \( \neg\zeta \). Obviously, the smaller the error rate, the better the performance of the proposed TWD model based on the tolerance dominance relation. Figures 14, 15 and 16 show the error rates for each object in the four datasets.

From Fig. 14, when \( \sigma = 0.1 \), the error rates of the four datasets vary with the increases of values of \( \xi \), where the abscissa represents \( \xi \in (0, 0.5) \) and step size of 0.05, and the ordinate represents the error rates with the ranges \((0, 0.3)\). From Fig. 15, when \( \xi = 0.2 \), the error rates of the four datasets change with the increases of values of the parameter \( \sigma \), where the abscissa represents the parameter \( \sigma \in (0, 0.5) \) and step size of 0.1, and the ordinate represents the error rates with the ranges \((0, 0.08)\).

As can be seen from Fig. 16, when \( \sigma \) and \( \xi \) simultaneously change, the error rates of the four datasets change. As can be seen from the whole, the error rates belong to \((0, 0.4)\) for the four datasets. It can be seen from Lymphography, Connectionist Bench, Balance Scale and Wdbc that under different \( \sigma \) values, with the increase of risk aversion coefficient, as the number of objects in the boundary domain increases, the error rates of the datasets decrease. In realistic decision making procedures, decision makers can enlarge the boundary area and reduce the error rates by changing the parameter values. This reflects the effectiveness of the presented method.

7 Conclusions and future research directions

In summary, by combining the MADM method, the TWD theory with decision makers’ preferences, we present a novel method to address MADM by tolerance dominance relations. By using the presented model, decision makers can not only acquire the ordering of objects, but also the classification of objects. The feasibility, validity and stability of the method are verified by the sample of Lymphography in the UCI database. The main contributions of the current work can be listed below:

- For the sake of obtaining a more applicable model, we have used the dominance relations to measure the relation among objects to obtain the dominance class, and then replace the equivalence class in the classic TWD model. When dealing with real-valued MADM problems, the tolerance dominance relation can avoid the limitation that the condition of the equivalence relation is too strict. We have introduced a novel TWD model in light of the tolerance dominance relation.
- In order to avoid the decision risk brought by different subjective state sets from existing methods, this paper proposes a method to obtain the target state set by considering the decision attributes in the TWD model. Furthermore, an objective conditional probability based on the tolerance dominance relation can be obtained.
- According to the idea of Zhan et al. (2021), we have considered not only the more reasonable semantic interpretation of the six loss functions, but also the six gain functions. In addition, we have considered the net benefit functions obtained by the combination of six loss functions and six gain functions, and the proposed TWD model has six relative net benefit functions for each object.
- In addition to the above key contributions, the application of TWD models in multivariate decision problems in this paper is also very valuable. Therefore, we establish a decision making method that combines TWD model with decision makers’ preference.
We use the data from UCI database to verify that the presented method can effectively address MADM by experimental analysis, error rate analysis and comparative analysis.

Furthermore, there are a series of questions in future studies: (1) The process of combining loss functions with gain functions to get net benefit functions is very meaningful to study in the future. (2) The presented TWD model can be expanded to diverse information systems. For instance, fuzzy coverings in information systems, hesitation fuzzy information systems, interval-valued information systems, feature selection problems and categorical data, etc. (3) The linkage between TWD and MADM is further worth studying.
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