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Abstract—Data clustering is an important task for data management because it groups similar data into clusters and acquires significant knowledge. K-means is one of the popular clustering algorithms; however, there are several weaknesses such as cluster quality often depended on initial centers and too sensitive to an outlier. To address the problems, this study proposed a new method of initial centers selection based on data density and a novel approach of outlier detection based on data distance. I conducted some experiments to evaluate the methods. For the new method of initial centers selection, I compared the number of iterations and the Silhouette scores from this method and the traditional K-means. For the outlier detection system, I measured the system performance by using a confusion matrix. As the results, the system of the study outperformed the traditional K-means because of higher speed and great accuracy acquired.

Index Terms—K-means, outlier detection, initial centers, a clustering algorithm, local outliers.

I. INTRODUCTION

Despite the huge volume of data, data mining is a useful technique to support people to manage the data because it can extract some knowledge and patterns existing in the data. For example, many previous studies [1] proposed ideas of data mining techniques, e.g., decision tree [2] and association rule [3], to deal with Heart Disease data. The findings from the previous studies may be applied to doctors by helping them to make a treatment decision. A concept of clustering can be also used to find factors and group people who have a risk of suicide [4]. Clustering is a technique of grouping data containing similar characteristics. Fig. 1 demonstrates the concept of a clustering process. It groups similar data characteristics; moreover, the point O in Fig. 2 represents an outlier. It appears in many fields such as machine learning, pattern recognition, image analysis and more. Besides finding the clusters, identifying outliers distinguished from inliers is a challenging task in clustering. An inlier lies within the general population of the observed value or points in the clusters. The inlier is in contrast to an outlier. The outlier is defined as an observation that deviates far from other observations or clusters.

There are several existing clustering algorithms such as K-means [5], DBSCAN [6], [7], K-medoids [8], [9], and BIRCH [10]. K-means is a popular clustering technique nowadays; although there are some obvious weaknesses. First, it is sensitive to the outliers [11], [12]; since a performance of clustering is depended on data purity. Second, it is difficult to realize the exact number of clusters [13]. Third, a number of clustering iteration is based on the size of the dataset and initial centers. Fourth, it deals with the pure numeric dataset only [14]. To improve the K-means, some extended processes have been necessary. For example, a study of MixK-means++ [15] attempted to mitigate the problem of mixed dataset operated to the extension of K-means.

For the task of clustering, a few outliers easily destroy the clusters; then, the problem of outliers should be addressed. However, as a viewpoint of abnormal observation, people focus on detecting the outliers, rather than finding clusters of inliers [16]. The outlier detection has important application in the data mining field such as fraud detection [17], customer behavior analysis [18], and intrusion detection [12]. Based on these perspectives, it is certainly useful for both normal and abnormal observations if the outliers can be identified and separated somehow. For instance, the study from [19] presented a DOPHIN approach that was an algorithm to detect the outliers by distance-based approaches on a large-scale dataset. A study by [20] introduced a Local outlier factor (LOF) algorithm approach on Graphics processing units for Intrusion detection systems. Its main idea was to observe a method that showed how to apply a CUDA based GPU implementation of the k-nearest neighbor algorithm to increase the speed of LOF classification. LOF used a concept of Density-based methods to detect the outliers and capture outliers’ degree depending on the density of their local neighborhoods. The algorithm assigned LOF values to instances; then the probability representing LOF value was identified to data instances. A high LOF value represented the data object as potential outliers; while others indicated by a low LOF value were defined as inlier instances [21].

Outlier detection is applicable to industries such as the banking sector and financial, government agencies and insurance. In the financial or business area, outlier detection
is usually called fraud detection. Fraud crimes have seemed increasing in recent years; therefore, the outlier detection becomes more significant than ever. Notwithstanding many efforts of the affected institutions, hundreds of millions of dollars are still lost to fraud and tend to increase every year. An electronic statistical book [22] showed that the fraud was detected on the actions of stolen credit cards, misleading accounting practices and forging checks in banking. Frauds in claim insurance had been discovered that reached 25%. A basic solution to detect rare instances is to utilize data mining techniques to identify outliers.

Today, outlier detection has been a challenging problem in the real world. Therefore, many studies attempted to overcome the problem. In this study, I propose a novel method of initial centers selection for K-means including introducing a density-based outlier detection. To select the center, a traditional K-means randomizes K initial centers to be seeds of clusters. Note that K represents the number of clusters, which is a predefined parameter for K-means. However, in this new method, I use a density-based idea to locate the most possible positions in data space to be the centers. In another word, high density or data points massive areas are candidates of the initial centers. Furthermore, I introduce a new method of outlier detection by using a basic idea of the distance-based method. Objectives of this study are to improve a method to select candidates of the initial centers for K-means as well as to present a new approach to outlier detection.

The remainder of the paper is organized into six sections as follows: Section II introduces related works. Section III describes the methodology. Section IV presents the process of experiments and results. Section V discusses the findings. Finally, Section VI presents a conclusion and suggests future works.

![Fig. 2. An illustration of a process of selecting K initial centers for K-means (assuming that K is three).](image)

### II. RELATED WORKS

During several past decades, there are many works interested in this domain and proposed dominant methods. Similar to this study, the novel K-means clustering and outlier detection had been introduced. I presented the idea of the K-means clustering method based on data density and the outlier detection based on data distance.

K-means clustering is a famous algorithm of clustering introduced by Lloyd [23] since 1982. The method is simple and efficient. Traditional K-means algorithm consists of four steps as following:

1. Choose k initial centers
2. Assign data points X to the closest center
3. Recompute and find new centers
4. Repeat step 2 and 3 until the centers no longer change

However, under several drawbacks, traditional K-means needs to be improved. The K-means clustering is traditionally applicable to numeric dataset only. Kanjanawattana [15] proposed a new K-means method that attempted to omit K-means limitations. It could apply to different types of data attributes, i.e., nominal and numeric data attributes. Moreover, the study also developed an idea based on the K-means++ algorithm [24] that presented a way to choose the initial values or called seeds. It could avoid poor clusters that yield considerable improvement in the final error of K-means. K-means++ was developed based on K-means; thus, its steps was surely similar to K-means, except the first step of algorithm which was a way to choose initial centers. It selected from the data point probability. However, K-means++ algorithm was inapplicable to the mixed-type data set, which combines categorical and the numerical attribute, because the standard K-means is suitable to numeric data set merely.

Most existing research about outlier detection aimed at numerical data sets and cannot straightway handle categorical sets. Moreover, the outlier detection method required quadric time based on the size of the data set. A
study [25] introduced a method called Attribute Value Frequency or AVF that was a rapid and flexible outlier detection strategy for categorical data. It linearly scaled with a number of attributes and data points as well as relied on a single data scanned. An experiment with AVF presented that the algorithm’s speed increased and provided effective performance.

There were some appropriated methods to attempt to discover outliers in categorical datasets. Most studies presented clustering technique to detect outliers because this is a common idea to detect anomaly among data. However, some studies proposed a method using a concept of frequent itemsets for the categorical attribute. However, there were a few existing studies related to outlier detection using a rule generated from frequent item set. A study [26] explored the effect of applying a condensed representation of the frequent itemsets on the correctness of the outlier detection approach. It called Non-Derivable Item sets or NDI. There were three steps of the NDI. First was to use Apriori algorithm to extract frequent itemsets. Second, the NDI stored a representative subset of all frequent itemsets instead of storing each frequent item. The third was to detect the outliers based on the frequent itemsets. Finally, the outlier detection based on the NDI frequent itemsets algorithm was proposed. This algorithm assigned an outlier score to a point based on the item sets in NDIRep (Data set, min_sup). The results indicated that the NDI-based outlier detection offered an important contribution in terms of rapidity and scalability over frequent itemsets based on outlier detection.

To mitigate the problem of choosing the initial centers, there are numerous related studies such as [27] and [28]. Also, Yedla et al. [29] proposed a method to find the better initial centers and to provide an effective solution for assigning the data points along to suitable clusters with low time complexity. This method had not required any additional input; however, the value of K was still necessary.

Outlier detection has been applied for several years in order to monitoring and removing anomalous observations from data. Outliers occurred because of changes in system behavior, mechanical faults, human error, fraudulent behavior, simply through natural deviations in populations, or instrument error. The main idea of outlier detection is to remove the contaminated data and purify them to be ready for mining [30].

Outlier detection also plays an important role in finance. Visa and Master card exhibited a sales volume of over $190.6 billion at the end of 2005 [31]. The statistics on credit card fraud indicated that approximately $2.8 million was lost from Master card and Visa due to fraud. In conclusion, at least $500 million was lost in a year by credit card fraud. With the significance of fraud detection, many studies attempted to present possible techniques to detect fraudulent behaviors and generate predictable models for credit card fraud detection. Bhattacharyya et al. [32] evaluated two data mining approaches, i.e., random forests and support vector machines, altogether with a well-known logistic regression.

Glancy et al. [33] proposed a quantitative model to detect abusive the financial report. The model detected the intention of concealing information and exhibited improper information with the US Securities and Exchange Commission (SEC) in annual filings. The input of the model was an entire text document for fraud detection. An accurate and coherent screening tool offered decision support for the beginning of fraud detection. Furthermore, Sanchez et al. [34] proposed an approach to extract knowledge from normal behavior patterns. They received lawless invoices from credit card databases for the purpose of prevention and fraud detection; moreover, the method had been practiced in retail companies of Chile.

Regarding the outlier detection, after reviewing several existing studies, K-means usually used to detect abnormal points separated from groups or outliers because clustering results by K-means are sensitive to outliers. Thus, this algorithm is suitable to use for evaluating the outlier detection system [35]. Chawla et al. [36] improved their previous method to guaranteed to converge to a local optimum and proposed a new approach to measure data distance presenting in the form of a Bregman divergence. Their method resulted in an improvement in the precision of the outlier detection task by nearly 100%.

III. METHODOLOGY

In this study, I introduced two novel methods, i.e., a method of initial centers selection in a process of K-means and a method of outlier detection.

- **Traditional K-means process**
  - Define K clusters and random the K initial centers
  - Compute instances’ distances
  - Group instances to closest cluster
  - No change = Done!

- **Adaptive K-means process**
  - Define K clusters and random the K initial centers
  - Compute instances’ distances
  - Group instances to closest cluster
  - No change = Done!

Fig. 3. A difference between the adaptive K-means and the traditional K-means.

A. Adaptive K-means Process

A traditional K-means contains four steps. First, the number of desired clusters is defined beforehand, and the initial centers are randomly selected. Second, all instances are computed their distances and grouped into the closest cluster. Then, the algorithm iteratively computes new centers again. Finally, all instances are regrouped to the new centers until the instances do not change the clusters. Fig. 3 presents a difference between the adaptive K-means proposed in this study and the traditional K-means.

In this study, I presented a new simple idea of selecting initial centers based on a density of each data dimensionality explaining within three steps. First, I separated a range of data into intervals. Second, for each data dimension, the number of instances matched to the interval were counted. Third, I selected the intervals with the top-K highest densities and measured the mean of the intervals. The process continues until all dimensions of data had been computed. These mean values represent the K initial centers. Fig. 2 demonstrates my new method of selecting initial centers. However, in this study, only the method of the initial centers had been introduced, other steps of K-means conserved.

B. A Novel Outlier Detection Approach

The initial centers had been selected by the method
presented in the previous subsection. After clustering the data by K-means, some proper clusters should be provided. However, the results seemed to be sensitively affected by outliers concealing in the clusters. Therefore, a process of outlier detection is important for improving clustering performance.

I proposed an effective method of outlier detection based on data distance. There are four steps described below.

First, suspected instances are remarked. The system detects them by defining the value of cluster bound. The cluster bound is average distances between member instances in a cluster and its center added to a value of the standard deviation of the distances. If a member instance is further than the cluster bound, it will be observed as a suspected instance.

Second, a value of MinPts should be defined beforehand. MinPts is the number of the nearest neighborhoods whose distances close to an observed instance. For example, if the MinPts is five, five neighborhoods closely away from the observed instance should be selected. Furthermore, the member instances selected as neighborhoods of the suspected instance also have their own neighborhoods.

Fig. 4. Detection of a suspected instance by computing the average distances from its closest neighbors (\(d_o\)) compared to the average distances within the neighbors (\(d_m\)).

Third, this system computes the distances between the suspected instance and its neighborhoods. Fig. 4 displays an example of a suspected instance (Instance O) and its neighborhoods (Instance M). The distances between Instance O and Instance M are represented as \(d_o\) and the distances among neighborhoods are call \(d_m\). Following this step, the system obtains the two average distances, i.e., average \(d_o\) and average \(d_m\). Note that, for average \(d_o\), all \(d_o\) among neighborhoods are retrieved. Thus, average \(d_o\) come from a summation of all \(d_o\) divide by the number of MinPts. Moreover, to acquire average \(d_m\), all neighborhoods of the suspected instance should have their own neighborhoods in the cluster; then, their distances are measured, and the system obtains average distances of among neighborhoods (average \(d_m\)).

Fourth, after obtaining the average \(d_o\) and \(d_m\), the system compares these obtained values. If the average \(d_o\) is greater than \(d_m\), the suspected instance will be judged as an outlier. Otherwise, the average \(d_o\) is lower than or equal \(d_m\), the suspected instance will be judged as an inlier. Finally, the process moves back to the previous step by selecting the next suspected instances. The process continues until all suspected instances were judged.

IV. EXPERIMENTS AND RESULTS

Here, I conducted two experiments to evaluate the new method of the initial center’s selection and the new method of outlier detection. The experimental data is about Thyroid disease. The dataset contained six numeric attributes and 7200 instances included outliers. In this dataset, it contained the outliers around 7.4% of total or 534 instances. To prepare the dataset for experiments, the dataset had been duplicated into two sets, i.e., the dataset included outliers (Dataset1) and the dataset excluded outliers (Dataset2).

Fig. 5. Experimental results of the clustering process.

Fig. 6. Silhouette scores comparing the adaptive K-means to the traditional K-means.

Fig. 7. The number of iterations comparing the adaptive K-means to the traditional K-means.

To evaluate the method of the adaptive K-means as regards to the initial center selection, I used Dataset2 because experimental results presented a true performance of the clustering process. I compared my adaptive K-means to the traditional K-means with different the number of clusters (K) and provided the results such as Silhouette scores and the number of iterations. Note that Silhouette score represents data consistency within individual clusters that indicates how well the data lies within the cluster. A higher value of Silhouette score means an instance properly matched to its cluster. The number of iterations represents the number of clustering process repeated. A higher value of iteration means a slower process.

After processing the dataset to both K-means, I obtained...
the results as presented in Fig. 5, 6 and 7. Fig. 5 displays statistical results of clustering performance. Figure 6 presents a diagram of Silhouette scores comparing between adaptive and traditional K-means. Fig. 7 illustrates a diagram showing the number of iterations counting during the clustering processes comparing to both K-means.

![Confusion Matrix](image)

Fig. 8. Confusion matrix using to evaluate the outlier detection system.

To validate the outlier detection, Dataset 1 conducted the experiments. The results were presented in a confusion matrix (Fig. 8). From the matrix, precision, recall, accuracy, and F-measures were 0.4, 0.38, 0.84, and 0.38 respectively.

V. DISCUSSIONS

The study presented a new idea to improve the efficiency of the K-means algorithm. There are two methods produced in this study, i.e., a method of initial center selection and a method of outlier detection. The objectives of this study were to introduce a method to select initial centers and to present a new approach to outlier detection. For evaluations, I separated the experiments into two parts because the experiments should coverage all part of the study.

For the first part of the experiments, I needed to validate the method of initial centers selection by comparing to the traditional K-means. I set up two measurements that are Silhouette scores and the number of iterations. Based on the results, I found that this system processed faster than the traditional K-means. As seen in Fig. 7, if K increased, the traditional K-means provided high iterations; meanwhile, iterations from the adaptive K-means were lower. This happened because the method of this study selected the suitable initial center candidates depended on data density, as different from the traditional K-means, which selected the initial centers by randomizing. Therefore, this system can obtain proper clusters quicker than the traditional one that helps to reduce the number of iterations. Moreover, as shown in Fig. 6, Silhouette scores of the traditional K-means and my adaptive K-means were similar. Thus, it clarified that the adaptive K-means outperformed to the traditional K-means because it worked much faster and the Silhouette scores were not much different.

For the second part of the experiments, the approach of outlier detection should be verified by measuring precision, recall, F-measures, and accuracy. The confusion matrix had been presented as shown in Fig. 8. As observed the precision, recall, the system can identify outliers correctly about 40% of the total. The values of these performance measurements may improve if I reduce the MinPts because this system selected neighborhoods by ranking the top-MinPts instances that have the closest distance; then, the lower MinPts means the small size of neighborhoods and the small average distances within the cluster. The idea of identifying suspected instances is that the distance from the suspected instance to the normal instances in the cluster should be higher than the distance among the normal instances and their neighborhoods within the cluster. This showed that the suspected instance had separated away from those instances in the cluster. However, I observed the accuracy that was up to 84% of the total. The system primarily located clustered instances by defining the bound value, which computed from the average distances within the cluster plus its standard deviation. The instances whose distances are lower than a bound value should be identified as inliers. Due to this idea, this system can identify inlier correctly reached 90%.

However, this system has some limitations found during the study. Originally, K-means needs a predefined parameter K that is a drawback of this algorithm. Unfortunately, another parameter called MinPts had been required for this system as well. Moreover, it is difficult to define the value of MinPts that is suitable for the observed data, as similar to the value of K. Further, the performance is highly depended on the data characteristics. For example, if the data are exceedingly concentrated or hardly separable, this new idea to obtain initial center candidates may not appropriate.

VI. CONCLUSIONS

This study improved the K-means algorithm by introducing the method of initial center candidates. The tradition K-means randomizes the K initial center; thus, the cluster quality is uncertainty. Moreover, I attempted to achieve a drawback of K-means that is too sensitive to an outlier. I proposed the novel method of outlier detection based on data distance. The system identified an instance, which was further than a bound value as a suspected instance and judged it as an outlier by comparing the data distance between suspected instances and normal instances.

For the evaluation, I conducted some experiments and obtained significant results. The finding showed that my method provided better performance than the traditional K-means. My method provided the small number of iterations even the number of K was increased. In the meantime, the Silhouette scores were not much different from the result of the traditional K-means. To validate the outlier detection, I obtained satisfied F-measure and accuracy. In the future, I will continue to develop the method to deal with high dimensional data.
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