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Abstract. Sound source identification is an important prerequisite for noise control. In recent years, new methods of sound source identification have been developed to improve the robustness of source identification. In this paper, a comprehensive review of noise source identification methods is developed to summarize its developing status and engineering applications. At first, a microphone array which is to acquire the sound pressure field is described. And then, the sound field visualization methods (beamforming and acoustic holography) and their advantages and disadvantages are reviewed. Finally, to improve the identification accuracy of the moving sound source, the hybrid acoustic holography methods with more generality and robustness are reviewed. Through the comparison and summary of the sound source identification methods, we expect this work may provide a potential guidance for the subsequent research studies in the field of sound source identification.
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1. Introduction

Mechanical vibration of objects is one of the main sources of sound in industrial production, it is particularly important to identify the sound source accurately for noise analysis and control. As the convenience of calculating acoustic information and realizing the location of component sound source, the sound source identification technology is widely used in engineering, such as military, medicine, ocean exploration, electronic communication and so on [1-5]. At present, there are many methods for sound source identification, which can be divided into traditional identification method (such as sound intensity method, surface vibration method, etc.), sound field visualization technology, etc. [6-8]. The traditional identification methods mainly include subjective identification method, lead covering method, partial operation method and surface vibration velocity method. Subjective identification method is greatly affected by human factors, and it is difficult to give quantitative analysis when multiple sound sources exist simultaneously [9]. Lead covering method uses lead plate (sound absorbing material) to cover all sound sources, and then opens a small opening on the sound source to expose it to achieve the purpose of measuring specific sound sources. This method is only suitable for medium and high frequency sources [10]. The partial operation method firstly measures the overall noise condition under the condition that all the components are running at the same time, and then stops the operation of the components to be observed one by one, and calculates the noise contribution of each measured component through theoretical derivation. The operation process of this method is cumbersome, and part of the acoustic contribution may be caused by the noise generated by the consistent natural frequency between components, so the measurement results are unstable and it is easy to get conclusions contrary to the facts [11]. Surface vibration velocity method is to arrange acceleration sensors on the surface of the object that produces vibration, and determine the noise size by the normal vibration velocity and amplitude [12]. As the operation process of traditional identification
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method is cumbersome, and the measurement results are easy to be disturbed by external factors, additional processing such as sensor arrangement is needed to achieve better noise source identification effect \[13, 14\], this method has been gradually phased out.

With the continuous development of information technology, sound source identification methods based on signal processing and image identification technology are developed to overcome the defects of traditional sound source identification technology, which can be called sound field visualization methods. These methods employ microphone array arranged in a certain way to collect the phase, amplitude, orientation and other information of the noise source, and then process the data and apply visual graphics to realize the noise source identification. Compared with the traditional identification method, the visualization method of sound field is easy to operate, and corresponding processing methods can be selected for different signals with different characteristics. The visualization method can not only identify surface sound source and internal sound source, but also identify different frequency components of the same sound source. No matter for stationary vibration signal or non-stationary vibration signal, it has good recognition effect.

The sound field visualization methods mainly include beamforming and acoustic holography methods \[15\]. Beamforming is a very simple and practical array signal processing algorithm in acoustic imaging technology, which is suitable for identification of medium and high frequency sound source and measurement of medium and long distance. But this method is limited by the number of array elements and array aperture, so the mainlobe of the synthesized beam is wider and its resolution is limited by Rayleigh resolution criterion \[16\]. Although beamforming technology has some limitations, such as the need for a large number of sensors and high cost, it has great engineering application value. Acoustic holography is to measure the sound pressure hologram through the holographic measuring surface surrounding the sound source, and then reconstruct the sound field from the sound pressure of the holographic surface based on the spatial field transformation relationship between the source surface and the holographic surface \[17\]. This method has strong anti-interference ability, can identify the main noise sources and their frequency characteristics on the object surface in complex sound field environment, which is suitable for the identification of low-frequency noise sources, but the identification ability of high-frequency signals needs to be further improved \[18\]. At present, sound field visualization methods are widely used in engineering, for instance, used in the fault diagnosis field combining signal processing and image processing technology \[19\] (as shown in Fig. 1) which can establish a complete array identification system and achieved good results.

To sum up, traditional identification methods are cumbersome, inefficient and inaccurate, and are difficult to diagnose the faults of precision instruments. The sound field visualization methods have improved the identification efficiency and accuracy and have the advantages of high robustness, strong identification ability, clearly and intuitive identification results. In this paper, the beamforming, acoustic holography and hybrid acoustic holography method are mainly discussed. Firstly, the development process of microphone array and the applicable scenarios of different array types are introduced, then the beamforming algorithm and application examples
are discussed; secondly, the development of generalized inverse beamforming is discussed combined with practical cases; thirdly, the basic theory of acoustic holography which focuses on the equivalent source method, static sound source identification and moving sound source identification is introduced; and then the hybrid acoustic holography methods and its advantages and disadvantages in solving practical problems are discussed, which come from the combination of the beamforming, acoustic holography and wave superposition; finally, the development of noise source identification methods based on microphone array is summarized.

The outline of the paper is as follows: Section 2 and Section 3 introduce the beamforming and acoustic holography methods in detail. In Section 4, the hybrid acoustic holography is discussed. The paper ends with the summary.

2. Microphone array

Microphone array is the basis of sound field visualization, which can receive various sound signals and combine these signals with corresponding algorithms to realize the recognition and location of sound source. Sound field visualization technology uses the sound field analysis method for reverse reconstruction, by displaying the reconstruction results in the corresponding image to express the abstract sound field, the location and sound field characteristics of the noise source are directly reflected, which provides convenience for the application of sound source identification in practical engineering. In the following part, the microphone arrays and several common sound field visualization methods are described in detail.

The microphone array is first developed as air defense equipment during World War I. And then, other scholars demonstrated the feasibility of this approach in beamforming through experiments [20]. The experiment results show that different microphone array arrangement produce different degrees of sidelobe effect, and the stronger the sidelobe effect is, the greater the influence on the measurement accuracy. A large number of scholars have adjusted the structure of the sensor array (such as cross (Fig. 2(a)), ring (Fig. 2(b)), rectangle (Fig. 2(c)), etc.). On this basis, Bertsch et al [21] have developed the coordinates of a group of microphone arrays with the function of weakening the sidelobe effect through Monte Carlo simulation, and used the array for noise measurement during aircraft landing. The results show that the phenomenon of false sound source is improved under the weaker sidelobe effect and the array's ability to identify noise source is improved effectively.

![Fig. 2. Main forms of microphone array](image)

In addition, to explore the relationship between sidelobe effect and measurement accuracy, Hald et al. [22] have designed several groups of two-dimensional microphone arrays with strong sidelobe suppression ability on the basis of orthogonal optimization algorithm; to obtain the fan-shaped wheel array, Hald et al. have optimized the wheel-shaped array in two-dimensional microphone arrays [22, 23], which create hardware conditions for the combination of acoustic holography and beamforming technology; Barsikow et al. [24] have applied the fan-shaped wheel microphone arrays to identify the noise sources of moving trains, and verified the feasibility of the method through experiments, which laid a foundation for the identification of moving sound sources by hybrid acoustic holography. In addition, a technology for acoustic measurement of large equipment using a small number of microphones has been developed, which partly solve the...
problem of data processing difficulties caused by a large number of arrays. Shah et al [25] have used this technology to measure the body noise of an airbus aircraft model made according to 1:11 and obtained ideal identification results. Starting from the perspective of frequency domain analysis, Harvey et al. [26] have used the frequency domain beamforming algorithm as the theoretical basis, and use the two-dimensional microphone array to measure the noise caused by stable airflow in different environments and realize the sound source location. The measurement results are consistent with the facts, which prove the practicability of the frequency domain method. Although the two-dimensional microphone array can shield the signal interference in the direction of noise source, it can’t achieve good weakening effect on the reflection and background interference behind the array [27]. Therefore, the two-dimensional microphone array is mostly used for indoor sound source identification with silencing equipment.

In conclusion, the design and measurement technology of microphone array has made great progress in practice. At present, a large number of scholars have committed to research this technology.

3. Beamforming

3.1. Beamforming algorithm

Beamforming is an advanced acoustic frontier technology for noise source identification, location and spatial sound field visualization. The expression of the algorithm is formulated as follows:

$$b(t) = \sum_{i=1}^{N} w_i \cdot p_i(t - \tau_i),$$

where, \(p_i(t)\) is the signal received by the \(i\) microphone in the array of \(N\) microphones, it’s also the input signal to the beamformer, \(w_i\) is the weighting coefficient, \(\tau_i\) is the signal delay, \(b(t)\) is the output signal of the beamformer.

Beamforming method is a mathematical method to process the acoustic signal collected by microphone array. As shown in Fig. 3, the beamforming is implemented as follows: Firstly, sound field data including target signal and noise are collected by two-dimensional or three-dimensional microphone array arranged in space; secondly, the data obtained in the previous step are processed by linear weighted combination to get the signal output. In this signal, the mainlobe and sidelobe can be separated by the position of the sound source and microphone, and then by strengthening the mainlobe signal and weakening the sidelobe signal, the sound source identification can be realized [28]. This technology is suitable for the measurement of medium and high frequency noise source signals. Compared with other methods, it has more advantages in medium and long distance measurement range.

As the beamforming method has the main functions of improving the signal to noise ratio of acoustic data, giving microphone array directionality, providing the conditions required for sound source identification, etc. To evaluate the performance of beamformer, we usually start with several important indexes such as mainlobe width and response, array gain, sidelobe level, robustness and frequency response. And Optimization of these parameters can achieve the best comprehensive effect. For example, Zhang et al. [29] have improved regularization algorithm by updating the output of the results can focus the mainlobe of the acoustic cloud image to the actual coherent sound source point; Arcondoulis et al. [30] have set up microphone array in irregular shape area, which obtains better identification ability than logarithmic spiral array, and also obtains better results in other performance evaluation indexes, the beamforming method with constant direction obtained after the optimization of the original algorithm can reduce the number of microphone without changing the mainlobe width and the identification performance of the array.
Delay-and-sum is the earliest beamforming algorithm, which is also a classical array signal processing method [31]. This method is simple but inefficient, moreover, the effect is not ideal in reducing the width of the main lobe and weakening the side lobe (as shown in Fig. 4, the mainlobe and sidelobe are exist simultaneously). Too wide mainlobe will affect the resolution of sound source identification, and the appearance of sidelobe will form noise on the sound source image. At present, two methods are usually used to reduce the mainlobe width and weaken the sidelobe effect. One is elimination method, which weakens the sidelobe effect by eliminating the cross spectrum generated by the known sound source in the cross-spectrum matrix of the existing signal. Cross-power spectrum is used to measure the frequency response of unknown linear systems in communication signal processing, it can also be used to estimate the time-delay of systems such as acoustic receiving signals. Rakesh [32] have used this algorithm to study the influence between microphone array size and quantitative aircraft body noise source; Oerlemans [33] identified the noise source of Airbus A360 model wing. Although the cross-power spectrum delay-and-sum algorithm can identify the noise source more accurately, it cannot truly reflect the real intensity of the sound source. Therefore, Hald et al [25] have further improved the cross spectral delay summation algorithm, and introduced the cross spectral difference function between the model sound field and the real sound field into the cross spectral imaging function algorithm. Compared with the cross spectral delay summation algorithm, the improved algorithm considers the difference of signal acquisition between microphones, and can accurately reconstruct the real intensity of sound source. Brooks has proposed a deconvolution acoustic source imaging (DAMAS) method [34], which extracts sound source information by solving linear equations about beamforming output results and real source coordinates with positive constraints. On this basis, Brooks extends the deconvolution sound source imaging method to the noise source identification of three-dimensional sound field, and then gives DAMAS-C and SC-DAMAS algorithms successively; then, some scholars imitate DAMAS2 method, convert spatial convolution into wavenumber domain product, and give FFT-NNLS method, which improves the calculation efficiency and accuracy of sound field [34].

In addition, when beamforming algorithm is used in underwater acoustic imaging, the far-field imaging ability is well, but the near-field imaging ability is insufficient. Under this background, a pruned distributed parallel subarray (P-DPS) algorithm and array design method are used to solve this problem. This method divides the 3D scene into multiple focal lengths according to the distance, transmits signals to different focal length to achieve the purpose of real-time imaging, which can improve the problems of slow calculation speed and low sparsity rate of beamforming technology on sparse array. To make up for the shortcomings of microphone signal pickup performance and signal post-processing technology, Guo [35] first uses beamforming algorithm to suppress noise, then uses the optimal improved logarithmic spectral amplitude combined with depth neural network to train the masking value of multi-objective function, and proposes a filtering method to eliminate residual noise signal; the algorithm is robust to speech signal input in non-ideal state.
The adaptive beamforming algorithm has made great contribution to improve the robustness and pick-up quality of speech identification technology. Based on the conventional beamforming microphone speech pickup system, Zhang et al. [36] have used the optimization method based on the minimum criterion to optimize the algorithm of the conventional beamforming microphone speech pickup system. The results show that it has made a reasonable compromise between the array gain and other indicators, and the interference signal in the low frequency band has been significantly reduced, the quality of speech pickup is significantly improved. The improved deconvolution sound source imaging algorithm based on convex minimization method is used in simulation experiments. The experimental results show that this method has better spatial resolution and dynamic range. There some scholars use multi-channel point sound source signals to simulate a point sound source with known actual sound source, according to the position of each microphone in the microphone array and combined with the theoretical calculation method of sound field, they obtain the size of each acoustic index that should be collected by each microphone, and then locate the actual sound source through beamforming algorithm, the positioning results are compared with the calibrated results to determine the sound field fitting degree, so as to realize the calibration of microphone array. Philip have used regular or irregular sensor array for beamforming algorithm to effectively identify the sound source of large equipment [37]. The experimental results of a large number of relevant experiments show that the traditional beamforming identification method is difficult to accurately locate the moving sound source. Therefore, some scholars first eliminate the Doppler-effect on the basis of the traditional beamforming algorithm, and then use that to identify the noise source of the vehicle in motion, the results show that the spectral characteristics obtained by the new algorithm are more obvious. Subsequently, the post filter beamforming algorithm based on time difference of arrival (TDOA), adaptive spectrum noise reduction (ASNR) and multi-source selection (MSS) has been proposed successively, which realizes the selection of filtering low-frequency, intermediate frequency or high-frequency noise through manual operation, and improves the signal-to-noise ratio of the output signal.

3.2. Generalized inverse beamforming

The traditional beamforming method has the disadvantages of obvious sidelobe effect and low image resolution. For example, when it is used to identify the two real sound sources located on the quadrant bisector (as shown in Fig. 5), there are two false sound sources appear in the identification results, the identification accuracy often hard to meet the requirements of experiments.

Generalized inverse beamforming (GIB) has attracted much attention because of its accurate positioning and high computational efficiency [38]. By iteratively solving the sound source distribution, the algorithm requires less number of array elements, which reduces the amount of
calculation and improves the identification accuracy. Through increasing the order of GIB, the beam sidelobe suppression ability can be doubled, so as to ensure that it has higher spatial resolution and more accurate sound source positioning ability [39]. This method was first proposed by Suzuki [40] to solve the problem of complex sound source identification. Its basic principle is to improve the spatial resolution of the identification results by using the inversion idea in beamforming theory. In the case of known microphone measurement vector \( p \), the intensity vector \( q \) of sound source can be inversely calculated by the following formula:

\[
p = Gq.
\] (2)

Compared with DAMAS, the generalized inverse beamforming method has less operation difficulty and simple operation process, and can be used for the identification of different types of noise sources. In the actual measurement, due to the influence of environmental interference, there are usually errors in the data collected by the microphone, which directly affect the measurement results. As there may be no definite solution, non-unique definite solution or even no solution in cyclic iterative inversion, regularization specification is usually used to weaken the identification error of generalized inverse beamforming method. Presezniak [41], Gauthier [42], Zamponi [43], Xu [44], Li [45] and any other scholars have made a lot of research and solved some problems to improve the resolution of generalized inverse beamforming. At present, the spatial resolution of GIB in low-frequency sound band positioning needs to be further improved.

4. Acoustic holography

Based on the concept of optical holography, the hypothesis of acoustic holography was put forward in the 1960s, and the acoustic holography method was formed by constructing a general theoretical framework. The method uses the intensity and phase of sound source to identify the sound source, which has strong anti-interference ability and good robustness in complex acoustic measurement environment. Acoustic holography can be divided into conventional acoustic holography, near-field acoustic holography (NAH) and far-field acoustic holography, the sound pressure on the sound source surface can be reconstructed by the following formula:

\[
\phi(x, y, z_s) = F^{-1}[\tilde{\phi}(k_x, k_y, z_h) \cdot \tilde{G}_D^{-1}(k_x, k_y, z_h - z_s)],
\] (3)

when \( z_s \) in the above formula is replaced by \( z_c \), the sound pressure at any position in the space can be reconstructed, the \( F \) represents the two-dimensional Fourier transform, \( F^{-1} \) represents the inverse two-dimensional Fourier transform; \( k_x \) and \( k_y \) are the wave numbers in \( x \) and \( y \) directions, respectively; \( \tilde{G}_D^{-1} \) is the inverse of \( \tilde{G}_D \).

Both acoustic holography and beamforming are noise source identification methods with
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microphone array as hardware equipment, but acoustic holography pays more attention to the phase and amplitude information of the sound wave emitted by the sound source. In NAH, sound pressure is measured by the holographic measuring surface surrounding the source, based on the spatial field transformation relationship between the source surface and the holographic surface, the sound field of the source surface is reconstructed by the sound pressure of the holographic surface. NAH measurement is close to the surface of sound source and retains evanescent wave components, so that the reconstruction accuracy of sound field greatly exceeds Rayleigh resolution criterion, which is incomparable to beamforming technology. The spatial transformation method of sound field signal is shown in Fig. 6.

![Fig. 6. The schematic diagram of space transformation of acoustic technology](image)

In the practical application of acoustic holography testing technology, we first need to assume two virtual planes: reconstruction plane and holographic plane (or sampling plane). The sound field information such as the amplitude and phase of the noise source is transmitted to the holographic plane through the air and collected by the microphone array. Then the sound field is reconstructed according to the information collected. NAH technology is especially suitable for the identification of low-frequency field source characteristics, the study of scatterer structure surface characteristics and structural modal vibration, as well as the prediction of source radiation power and far-field directivity of large structures. Komine [46] have used NAH to analyze aerodynamic noise. Yuan et al. [47] have developed a method for comprehensive testing and analysis technology, including reference microphone position selection, characteristic identification of incoherent source signals, and visualization of propagation paths of sound sources, contribution evaluation and output prediction of sound sources to system output. Experimental results show that this method is suitable for complex engineering practice.

Although the NAH technology has high reconstruction accuracy and good sound source identification effect, it usually needs to be used in anechoic pools or vast and quiet lakes to achieve good experimental results when it is used for underwater noise source identification [48]. Therefore, this method is greatly affected by environmental conditions. To solve this problem, a NAH noise source identification method is proposed which can be used in complex underwater acoustic field environment. Through experiments in anechoic pool, ideal lake and non-anechoic pool, similar experimental results were obtained, which overcomes the problem that NAH can’t be applied in complex underwater environment [48]. Wang [49] have combined with partial correlation analysis technology proposed an evaluation method for sound insulation performance of engine hood, which provides a guiding direction for improving comfort performance in passenger cars. Jia [50] have developed an acoustic holographic identification technology for fault diagnosis. Firstly, the external sound field of the identified object is reconstructed by microphone array. After obtaining the basic acoustic information, it is compared with the sound pressure and other data under the normal working state of the machine, and the error range is determined according to the sound pressure level, when the error between the test data and the normal data
exceeds the predetermined error limit, the system determines it as a fault, so as to realize the fault diagnosis of mechanical equipment [51]. Nagamatsu [52] have found that the resolution of the reconstructed sound field was low when using the acoustic holography method to identify the sound source with a frequency lower than 100Hz. By studying the optimal identification distance and the most applicable sound source frequency band of the NAH algorithm, Wu improved the traditional acoustic holography method and proposed a double NAH method to improve the resolution, this method is better than the original method in identification efficiency and experimental economy. Thomas [53] proposed a wavelet preprocessing method, experimental results show that this method has good applicability, and an objective criterion is proposed to prove the feasibility of this method. Table 1 is a summary of the improvement methods proposed by the above researchers.

There are still some unsolved problems in the practical engineering application of acoustic holography technology. For example, the sound pressure at the holographic measurement point contains not only the sound pressure generated by the target sound source, but also the interference components generated by other background sound sources, so how to remove the influence of these background interference components. If this problem can be solved, the environmental requirements of acoustic holographic measurement technology will be greatly reduced, and it will play a positive role in solving the problem of industrial noise source positioning and identification and the promotion of NAH technology.

| Authors          | Method                                                                 | Contribution                                           |
|------------------|------------------------------------------------------------------------|--------------------------------------------------------|
| Yuan et al. [47] | A comprehensive testing-analysis technology                           | Evaluate and predict the contribution of system output  |
| Liu et al. [48]  | A NAH noise source identification method                               | Solve the problem that NAH can’t be used in underwater environment |
| Wang et al. [49] | A sound insulation performance evaluation method of engine hood         | Improving comfort performance in passenger cars         |
| Jia et al. [50]  | An acoustic holographic identification technology                       | Realize the fault diagnosis of mechanical equipment     |
| Nagamatsu et al. [52] | A double NAH method                                                | Improve the resolution, identification efficiency and experiment economy |
| Thomas et al. [53] | A wavelet preprocessing method                                       | Lessen the effects due to the truncation of the hologram |

4.1. Equivalent source method

4.1.1. Wave superposition method

Wave superposition method was first proposed by Koopmann [54] as a robust algorithm in the full wave-number domain. It mainly studies modern image processing technology and visualization technology, and is used to analyze the radiation and scattering of sound (its principle is shown in Fig. 7), and overcomes two difficulties in solving the non-unique and singular integrals of the equation by the boundary element method based on the Helmholtz integral equation.

Wave superposition method considers that the sound field radiated from the surface of any shape object can be obtained by compounding the sound field generated by its internal alternative sound source [55], and then the research on the sound radiation on the surface of the object can be transformed into the research on the internal alternative sound source of the object, and the physical quantity close to the real sound field can be obtained through the virtual source. With the continuous improvement of wave superposition theory, its attention in the field of noise source identification is increasing [56]. Wu et al [57] have combined the wave superposition method with modern image recognition technology, and simulated the sound source of spherical pulsating signal by adding virtual damping in the virtual source intensity system, so as to propose a new
method combining the wave superposition method. The experimental results show that the wave superposition method can be used to identify any shape of sound source, and the best sound pressure acquisition effect can be obtained when two linear microphone arrays are arranged at 90° crossover overlap. Song [58] and Fahnline [59] have calculated the error caused by the wave superposition method, which is used to analyze the acoustic radiation problem and the instability problem in the acoustic radiation calculation, respectively.

![Schematic diagram of wave superposition sound field reconstruction](image)

**Fig. 7.** Schematic diagram of wave superposition sound field reconstruction

To realize the application of wave superposition method in dynamic sound source identification, Yang et al [60] have established the wave superposition relationship of moving sound field by using the linear Doppler frequency shift characteristics of short-time signal of moving sound source, and proposed a dynamic wave superposition method that can be applied to the field of moving sound source measurement. In this method, the sound source is predicted by beamforming, and then the dynamic superposition equation of sound source strength and sound pressure at the microphone is established based on the prediction results, so as to create the wave superposition method. This method does not need to change the number and array form of microphones. It can’t only ensure the economy of the experiment, but also reduce the difficulty of the experiment. It can obviously suppress the sidelobe effect in the process of sound source reconstruction and improve the problem of false sound sources. After combining the dipole sound source with the wave superposition theory, Song et al. [61] have studied the noise generated during the high-speed running of the train in the outdoor open field and the semi anechoic room respectively, and solved it by using the dual polar sound source of the least square method and genetic algorithm. The simulation experiment shows that this method has an ideal effect on the reconstruction of the sound field, the acoustic quantity decay equations of different trains at different speeds can be obtained, and the sound source position can be accurately analyzed. Aiming at the problem of false sound source in wave superposition, acoustic holography and beamforming, Li et al. [62] have proposed a wave superposition method based on dynamic optimization. This method uses acoustic array equipment to collect acoustic signals, estimates the sound pressure on the surface of the sound source object through the algorithm model, selects the maximum sound pressure point as the equivalent sound source, divides the sound source search area according to the position of the point, and takes the error between the prediction result and the real sound field as the algorithm evaluation index, the genetic algorithm is used for dynamic optimization to continuously reduce the error, realize the sound source reconstruction, and design the simulation experiment. The experimental results show that this technology can greatly weaken the false sound source and sidelobe effect.

### 4.1.2. HELS method

The implicit least square method (LSM) solves the problems of low efficiency of sound field
reconstruction, non-unique equation solution and singular integral in the NAH method based on constant element and boundary element. LSM and wave superposition are numerical calculation methods developed from the idea of equivalent source, but their solutions are obviously different. HELS is a least square method based on Helmholtz equation. When this method was first proposed, it can only provide accurate solutions for the reconstruction points outside the smallest sphere covering irregular sound sources, but only approximate analysis for the inner region of the sphere. Subsequently, a large number of scholars have studied the orthogonal function adaptation approximation of HELS. Dastour [63] have given a general construction method of the fourth-order finite difference scheme for Helmholtz equation based on point weight strategy. Cao et al [64] have proposed the generalized eigenvalue method and standard eigenvalue method for function approximation based on Chebyshev polynomials to solve the eigenvalues of helmholtz equation. The expansion term of the basis function has a direct influence on the results of sound field reconstruction, so the reasonable selection of the number of measurement points and expansion terms is particularly critical. Dwarka [65] and Macklin [66] have combined geometric analysis from the perspective of scalability, analyzed the sound field in the smallest sphere covering irregular sound source with trigonometric function and spherical function as basis function, and obtained the scalable convergence of HELS.

4.2. Static sound source identification

Theoretically, far-field acoustic holography can calculate acoustic quantities at any position outside the radiation source, while its resolution is limited by half wavelength ($\lambda/2$), it is only sensitive to the propagating wave components of low and medium frequency in space, and it is easy to ignore the evanescent wave components with high frequency information. Far field acoustic holography is often used to identify the sound source of large radiation sources such as trains or difficult to access sound generators. Some scholars have applied the method to calculate the distribution of noise sources. Aiming at the problem of low recognition accuracy due to aperture limitation of acoustic holography, an optimization scheme of microphone array and recognition algorithm has been proposed. Lu [67] has introduced grey relational clustering technology on the basis of traditional acoustic fault diagnosis to remove the extracted redundant sound source information. The optimized diagnosis technology has significantly improved the identification efficiency and algorithm robustness. On this basis, he has developed a high identification rate method for weak fault conditions of three-dimensional space sound field. After comparing the actual performance of several vehicle noise source identification methods, Zhao et al. [68] have optimized the algorithm according to the problems existing in the experimental data. The optimized experimental results have significantly improved the performance compared with the original reconstruction algorithm.

At present, it is urgent to integrate the idea of sound field separation with the theory of NAH and use it in this field. Mou et al. [69] have combined the idea of sound field separation with the theory of NAH, studied the near-field measurement technology under complex boundary conditions by means of sound pressure measurement, and designed an application system for this field. The sound field separation technology proposed by Deng et al [70] can solve the problem of poor effect of traditional NAH in internal sound source identification. As NAH has the widest application range, the highest resolution of experimental results and the strongest practicability, this technology has become mature and is widely used to identify medium and low frequency noise sources in close range.

4.3. Moving sound source identification

According to the Doppler effect, when the sound source and the measuring point move relative to each other, if the sound source is close to the measuring point, the frequency received by the microphone will be greater than the actual frequency of the sound source; if the sound source is
far away from the measuring point, the frequency received by the microphone will be less than the actual frequency of the sound source. Consequently, traditional measurement methods such as sound pressure measurement, sound intensity measurement and coherence function method can only identify the noise source in the static state, but cannot give the measurement results for the moving sound source.

As shown in Fig. 8, a sound source with radiation frequency $f$ moves from point A to point B with a constant speed $v$ at the initial moment, the measurement point is located at point P. After time $t_1$, the sound signal reaches point B, and at the same time, the sound wave with phase $\varphi$ is radiated, and $\alpha$ is the included angle between BP and the motion direction. After time $t_2$, the sound wave front of this phase reaches the sound receiving point P, the propagation distance is the length $R(t)$ of BP. Then, the frequency $f_{m0}$ of the sound wave with phase $\varphi$ radiated from the sound source at time $t_1$ received by the sound receiving point P at time $t$ is:

$$f_{m0} = \frac{f_0}{1 - M \cos \alpha}$$

(4)

in which, $M$ is the ratio of the sound velocity to $v$.

![Fig. 8. Schematic diagram of Doppler effect](image)

Sarkissian et al. [71] have tried to measure and analyze the noise of moving vehicles by using sound source identification technologies such as microphone array measurement and holographic measurement, but the results of sound field reconstruction and sound source identification are not accurate due to the influence of Doppler-effect. Starting from the Doppler phenomenon of wave, Yang et al. [72] have proposed a theoretical method to eliminate Doppler effect by designing a data acquisition and measurement device and using acoustic holography to deal with motion noise. This method can accurately establish the sound field distribution model of the object surface under the background of the noise generated by the high-speed motion of the object, and provide a new basis and solution for the analysis and improvement of the motion noise. This method can eliminate the Doppler-effect in the frequency domain and locate the sound source in the process of object movement, but it can’t carry out quantitative analysis of sound source. Yang et al. [73] have used the theory of NAH to study the identification of moving sound source again, realized the reconstruction of holographic surface, and eliminated the Doppler-effect in time domain. The new method has higher calculation accuracy and identification efficiency, and improves the disadvantages of over reliance on sound source frequency information in the preliminary work but can only be used for the analysis of single frequency sound sources. However, there is still no effective solution to the problems of sidelobe effect and false sound sources. Some scholars use wavelet transform to analyze the Doppler-effect in the process of moving sound source identification, and put forward corresponding solutions, which breaks the limitation that the identification method needs to predict the real frequency of sound source to eliminate the Doppler-effect, and provides a new idea for solving this kind of problem [74]. Such as Miao et al. [75] put forward a new solution to solve the problem of moving sound source, which can more accurately determine the position and sound pressure of moving sound source. Therefore, this method can also get rid of the limitations of sound source frequency and number, and have no longer need to eliminate Doppler-effect one by one for different frequencies and different sound sources. Vehicle noise measurement experiments show that the acoustic holography
reconstruction method of moving sound source can accurately reconstruct the sound field of high-speed moving sound source with different frequency components, which provides a valuable basis for its practical application.

5. Hybrid acoustic holography

Sound source identification methods such as beamforming, acoustic holography and wave superposition have irreplaceable advantages in their respective application fields, but they also have the problems of single function and relatively poor robustness. When the sound field environment changes or the accuracy of sound source identification is required, these methods cannot get satisfactory results. To improve the generality and robustness of sound source identification algorithm, the scholars combine various traditional sound source identification methods and propose a new sound source identification method: hybrid acoustic holography sound source identification method. The principle of hybrid acoustic holography is shown in Fig. 9, select a plane perpendicular to the direction of measurement and larger than the cross section of the object, and a small distance is shifted inward as the equivalent source plane S. The curve represents the projection of the object on the plane S. The grids are evenly divided on plane S (it is appropriate to choose the grid spacing as half of the wavelength corresponding to the highest analysis frequency), and then a candidate equivalent source is configured in each grid, such as P. Because the sound source identified by beamforming is located within the curve, this configuration can not only satisfy the principle of wave superposition method, but also improve the computational efficiency of beamforming.

![Fig. 9. Schematic diagram of sound pressure structure of holographic surface](image)

To obtain the free field information, firstly, the reflected field and the sound field synthesized by the free field can be separated, then the noise source can be identified by wave superposition, an algorithm of hybrid wave superposition and holography is obtained. It is easy to operate and practical, and can be used to identify noise sources of arbitrary shapes under specific sound fields [76], and this algorithm can also be used to solve the problem of interface reflection interference in underwater sound source identification. Wang et al. [76] have proposed a combined algorithm of wave superposition and beamforming, which can reconstruct the sound field of noise source with only a few microphones. Zhuo et al. [77] have proposed a combined sound source identification method for three-dimensional positioning of noise sources. Based on microphone array technology, this method draws the distribution map of sound sources on two-dimensional plane, takes the results shown in the map as the coordinates of equivalent sound sources, and solves the spatial coordinates of real sound sources through genetic algorithm, which can better
weaken the sidelobe effect and false sound sources. Zheng et al. [78] have proposed a wave superposition hybrid acoustic holography identification algorithm to solve the problems of sidelobe effect and false sound source. Firstly, the maximum sound pressure identified by the beamforming method is taken as the location of the ideal sound source; then the sound intensity is used to solve the equations listed based on the wave superposition theory; and the solution results are used to construct the acoustic holographic surface; finally the sound pressure of the reconstructed surface is calculated according to the results of the holographic surface. The simulation results show that the sound source identification based on the algorithm obviously suppresses the factors interfering with the experimental results such as sidelobe effect.

6. Conclusions

In this paper, a comprehensive review of noise source identification methods (beamforming and NAH methods) is developed to summarize its developing status. Firstly, the advantages and disadvantages of existing beamforming and NAH algorithms are summarized, and the application fields of these methods are discussed. In addition, to solve the problems of beamforming and NAH methods with single function and poor robustness (difficult to balance the accuracy of source identification and sound field reconstruction), hybrid acoustic holography method has been proposed and developed by a large number of scholars, this paper reviews and discusses them which can provide a reference for the research and development of sound source identification.

At present, the sound source identification method based on microphone array has made abundant achievements, but there are still some problems that have not been completely solved. For example, the positioning accuracy of the existing technology under strong reverberation and low SNR needs to be improved; neural network, genetic algorithm and other advanced optimization algorithms can be applied to optimize the structure parameters and weight function of microphone array; the size and shape of microphone array will greatly affect the accuracy of location, by changing the geometric parameters of array and optimizing the arrangement of array microphone, a more reasonable weight coefficient of microphone signal can be sought to improve the resolution of sound source identification.
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