Gyrokinetic modelling of anisotropic energetic particle driven instabilities in tokamak plasmas
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Abstract
Energetic particles produced by neutral beams are observed to excite energetic-particle-driven geodesic acoustic modes (EGAMs) in tokamaks. We study the effects of anisotropy of distribution function of the energetic particles on the excitation of such instabilities with ORB5, a gyrokinetic particle-in-cell code. Numerical results are shown for linear electrostatic simulations with ORB5. The growth rate is found to be sensitively dependent on the phase-space shape of the distribution function. The behavior of the instability is qualitatively compared to the theoretical analysis of dispersion relations. Realistic neutral beam energetic particle anisotropic distributions are obtained from the heating solver RABBIT and are introduced into ORB5 as input distribution function. Results show a dependence of the growth rate on the injection angle. A qualitative comparison to experimental measurements is presented and few disagreements between them are found, being the growth rate in the simulations much lower than that from experiments. An explanation for the difference is advanced.

1 Introduction

The geodesic acoustic mode (GAM) is a toroidally symmetric (n=0) acoustic perturbation of density and electric potential in toroidal plasma configurations. GAMs were theoretically first described by Winsor et al \cite{1} through an ideal MHD approach, giving proper estimate to the mode frequency, but excluding the kinetic effects. This first derivation was useful to estimate the frequency of the mode but missing kinetic effects, such as the Landau damping, could not describe the physics of the interaction with the particles and a more accurate estimation of the damping rate. Later, its dispersion relation was derived from a gyrokinetic approach \cite{2,3}. The GAM is found to be stable due to collisionless
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Landau damping with thermal ions [4, 5]. Particularly, the mode is found to be localized near the edge of the plasma column, since the damping rate is inversely proportional to $q^3$, where $q$ is the tokamak safety factor. Energetic particles (EPs) can excite this mode, generating an energetic-particle driven GAM or EGAM [6, 7, 8, 9, 10, 11]. The mode can be excited by inverse Landau damping with the resonant EPs, which causes a redistribution of the latter from higher to lower energies [12]. Linear excitation of EGAMs with both circulating energetic particles [6, 8], as well as trapped particles have been studied [8], using the deeply trapped particle model [13, 14]. Additionally, theory of EGAMs excited by not fully slowed-down energetic ions was derived in Ref. [15] in reference to experimental observations in Large Helical Device [16]. The mechanism of wave-particle energy exchange works with opposite contributions for EPs (giving energy to the mode, exciting it) and thermal ions (absorbing energy from it, damping it), therefore EGAMs are shown to be an effective means to transfer energy from high energy species to colder ones [9, 17]. Experimental evidence showed that EGAM’s frequency is about 50% of the usual GAM frequency [10]. Such observations have been supported by analytical computations of GAM dispersion relation and confirmed through numerical simulations [18, 19, 20, 9]. Nevertheless, it has been also shown that various unstable branches exist at different frequencies [19].

Plasma parameters can affect GAM/EGAM’s growth rate. EP density is one of the main parameters affecting it. Simulations and analytical computations showed that an increase in EP concentration leads to an increase of growth rate of the mode, marking at a certain value of energetic particle fraction with respect to electron density $n_{EP}/n_e$ the threshold value for the transition from a damped to an excited mode [6, 7, 8, 21, 20, 18, 19]. On the other hand, the frequency is usually found to be decreasing because of the transition from an higher frequency GAM to a lower frequency EGAM for increasing EP fraction. As already mentioned, the safety factor profile $q$ is affecting the GAM growth rate determining the radial position at which the mode will be located [5, 22]. Plasma elongation was theoretically predicted to affect the growth rate [23], while numerical simulations eventually verified the theory [21, 22].

The EP distribution function has a great influence on EGAM’s growth rate. Firstly, an anisotropy in velocity space is necessary for the excitation of the mode [24]. Furthermore, negative gradients in kinetic energy in the distribution function ($\partial f/\partial E < 0$) lead to damping of the EGAM [25]. Whereas, positive gradients of the distribution functions in velocity space are needed to drive EGAMs, and as a consequence of which a certain portion of EPs will be redistributed to lower energies. [26]. In previous work, analytical anisotropic distribution functions are bump-on-tail [9, 20, 8] and slowing down with pitch dependency [6, 11, 20, 8], as well as single pitch Maxwellian [8]. Analytical theory and simulations adopting pitch dependent slowing down distribution function described it as function of $\Lambda = \mu B/E$, with $\mu$ being the magnetic moment of the particle, $E$ total kinetic energy and $B$ background magnetic field.

The aim of this article is to study the effects of realistic distribution functions in order to obtain fully predictive simulations of experimental scenarios.
For this purpose a new distribution function is formulated and implemented in the gyrokinetic code ORB5 \[27\] (Section 2). The effects of the shape of the distribution function in the velocity space, in terms of its parameters, are reported and discussed (in Section 3). The numerical results are supported with theoretical analysis of the newly implemented distribution function, following the dispersion relation studies carried out in \[6, 8, 19\] (Section 4). Finally, experimental relevant distributions functions from Fokker-Planck solver code RABBIT \[28\] are presented and later used to obtain realistic simulations of NLED-AUG case \[29\] with experimental density and temperature profiles. Results are qualitatively compared with NLED-AUG case experimental data \[30\] and then discussed (in Section 5).

2 Theoretical model

2.1 Vlasov equation in ORB5

The code ORB5 solves the gyrokinetic (GK) Vlasov equation, coupled with relevant GK field equations, typically a Polarization equation (Poisson) and, in the electromagnetic model, a parallel Ampère’s law \[27\]. The GK Vlasov equation for the particle species \(p\), in the absence of collisions and sources, reads:

\[
\frac{df_p}{dt} = 0 ,
\]

\(d/dt\) is the convective derivative. The full derivation of the GK model of ORB5 can be found in \[31, 32\]. The distribution function is then decomposed into an analytically known background \(f_0\), solution of the unperturbed Vlasov equation, and a perturbed distribution functions \(\delta f\). The Vlasov equation becomes now an evolution equation for \(\delta f\)

\[
\frac{d\delta f}{dt} = -\frac{df_0}{dt} ,
\]

where \(f_0\) is typically written as a function of the kinetic energy, the adiabatic invariant per unit mass \(\mu\) and the gyrocenter position \(R\).

2.2 Analytical slowing down with pitch dependency

As explained in the introduction distribution functions have a strong impact on the GAM behaviour. It is of interest to study how different shapes in phase space influence the stability of the modes. To this purpose, we have implemented a new analytical distribution function for a pitch-angle dependent slowing down particles to compare analytical distribution function results with experimental ones, namely using distribution functions from RABBIT \[28\]. The distribution function is a function of energy and parallel velocity, both normalized with
respect to the sound speed \( v_s = \sqrt{T_e/m_i} \) (with \( k_B \), Boltzmann constant, understood), where \( T_e \) is the electron temperature and \( m_i \) the ion mass:

\[
f(v, \xi, \psi) = n_{val}(\psi) \frac{2\sqrt{2}}{\sigma_\xi \left[ \text{erf} \left( \frac{\xi_0 + 1}{\sqrt{2} \sigma_\xi} \right) - \text{erf} \left( \frac{\xi_0 - 1}{\sqrt{2} \sigma_\xi} \right) \right]} \exp \left( -\frac{(\xi - \xi_0)^2}{2\sigma_\xi^2} \right) \frac{3 \Theta(v_\alpha - v)}{4\pi(v_c(\psi)^3 + v^3)} \ln \left( 1 + \left( \frac{v_\alpha}{v_c(\psi)} \right)^3 \right)
\]

The analytical distribution function was obtained as a product of a slowing down in energy, characterized by the absolute value of velocity \( v = \sqrt{2\epsilon} \) (3rd and 4th RHS terms of Eq.3), and a gaussian in \( \xi = v_{\parallel}/|v| \) (\( \xi \) can range only from -1 to 1) centered in \( \xi_0 \) \( (1^{st} \) and \( 2^{nd} \) RHS terms in Eq.3), characterized by a width \( \sigma_\xi \). The distribution function depends radially on the magnetic flux coordinate \( \psi \), normalized with respect to its value at the separatrix. Here, \( \Theta(v_\alpha - v) \) is the Heaviside function defined as 1 for values of \( v < v_\alpha \) and 0 elsewhere, where \( v_\alpha \) is the injection velocity, and \( v_c(\psi) \) is the critical velocity of plasma, calculated from bulk plasma parameters (especially \( T_e \)) hence depending on the radial coordinate \( \psi \); \( n_{val}(\psi) \) is the local value of the normalized density. This distribution function was constructed on purpose to both create a versatile tool which could be analyzed in function of its two main parameters \( (\xi_0 \) and \( \sigma_\xi \)) and to produce an analytical distribution function which would best resemble the experimental distribution functions obtained from the Fokker-Planck solver code RABBIT [28] (see Fig.15). Note that this distribution function is not a solution of the equilibrium Vlasov equation, due to the explicit dependence on the parallel velocity. The secular evolution of the distribution function on the unperturbed trajectories has been neglected in the simulations to be consistent with the experiments, in which particle and heat sources are present. This distribution function represents a further step in the direction of the experimental-like distribution functions with respect to the isotropic slowing down presented in [33].
Figure 1: Analytical slowing down with pitch angle dependency ($\xi_0 = -0.6, \sigma_\xi = 0.4$), on the right $\xi_0$ and $\sigma_\xi$ are qualitatively represented in the $f_0$ plot.

ORB5 distribution functions are represented in the phase space used in Fig.1. The two coordinates used are parallel velocity $v_\parallel$, normalized with respect to the sound velocity $v_s = \sqrt{T_e/m_i}$, and a normalized energy $\varepsilon = v_\parallel^2/2 + \mu B$. All the points lying under the $\mu = 0 = \varepsilon = v_\parallel^2/2$ parabola are non physical, hence the code will not consider them. It is interesting to note the intrinsic difference between $v_\parallel$ and $\xi$. The first parameter is normalized with respect to a constant value $v_s$, while the latter is normalized with respect to the modulus of velocity which varies with energy. This causes the characteristic curvature in the analytical slowing down with pitch dependency and implies a reduction in the "width" of $f_0$, measured in $v_\parallel$ units, as we move to lower values of energy (or equivalently $|v|$).

Once defined the new distribution function, we show the results obtained from ORB5 simulations. The effects of the new distribution function are analyzed in function of the two main parameters which characterize the new slowing down distribution of energetic particles: $\xi_0$ and $\sigma_\xi$.

3 Numerical results from NLED-AUG case

Next, we will describe the results of ORB5 simulations of the NLED-AUG case [30], performed varying the parameters $\xi_0$, $\sigma_\xi$ and $n_{EP}$. Excitation threshold values will be found numerically for these parameters. NLED-AUG case is based on the ASDEX-Upgrade (AUG) shot 31213 at 0.84s. EPs were injected in the plasma at 93keV through an off-axis neutral beam injection (NBI) at an angle.
of 7.13° with respect to the magnetic axis. This shot is characterized by the magnetic equilibrium shown in Fig.2(a), and an off-axis EP density profile as in Fig.3. Some of the main parameters characterizing ASDEX-Upgrade shot 31213 are reported in Table 1. More details about NLED-AUG case can be found in reference [34].

Figure 2: NLED-AUG case magnetic equilibrium (left), safety factor profile (right)

Figure 3: NLED-AUG case temperature and density profiles [29]
| $a_0$ [m] | $R_0$ [m] | $B_0$ [T] | $\Omega_{ci}$ [rad/s] | $\omega_A$ [rad/s] |
|----------|-----------|----------|------------------|------------------|
| 0.482    | 1.666     | 2.202    | 1.054e8          | 4.98e6           |

| $T_e|_{s=0}$ [keV] | $T_i|_{s=0}$ [keV] | $n_e|_{s=0}$ [$m^{-3}$] | $n_i|_{s=0}$ [$m^{-3}$] | $n_{EP}|_{s=0}$ [$m^{-3}$] |
|------------------|------------------|------------------|------------------|------------------|
| 0.709            | 2.48             | 1.672e19         | 1.6018e19        | 6.98e17          |

Table 1: Parameters of NLED-AUG case [29]

The threshold values which will be presented in the following sections are not directly comparable to RABBIT distribution function cases. In fact, RABBIT distribution functions are not directly related to some analytical case obtained from Eq. 3 for some value of its parameters, especially $\sigma_\xi$. RABBIT distributions present an isotropization effect going to lower energies, something missing in the analytical slowing down, how it is shown in Fig. 1. Additionally, the analytical slowing down doesn’t represent the other two injection velocities at $E/2$ and $E/3$ present in the RABBIT $f_0$. Nevertheless, looking at the RABBIT distribution functions, and keeping in mind the characteristic injection angles of NLED-AUG case, we could tell that the corresponding $\xi_0$ for the RABBIT $f_0 \sim -0.9$. Furthermore, the trends of growth rate with respect of the $f_0$ parameters that will be found in the next sections will be observed also in the linear simulations for the RABBIT distribution functions.

### 3.1 Scan in $\xi_0$ and $\sigma_\xi$

We present in this section a scan in both $\xi_0$ and $\sigma_\xi$ of the EGAM growth rate. The scan has been obtained by running NLED-AUG case, described above, with ORB5. The code has been run linearly, electrostatically, considering adiabatic electrons [27, 35]. The distribution function, used as input, was obtained implementing equation (3) picking $\xi_0$ and $\sigma_\xi$ from a mesh of these two parameters, with $\xi_0$ ranging between 0.0 and $-0.9$ and $\sigma_\xi$ ranging between 0.1 and 0.6. The energetic particle concentration was constant for all the cases, namely $n_{EP}/n_e \approx 0.09$. The profiles are the same described above, namely those used in the off-axis case in reference [29]. Figure 4 shows the qualitative behavior of the growth rate $\gamma$ as $\xi_0$ and $\sigma_\xi$ vary. Clearly, both parameters can affect $\gamma$. The global trend of the growth rate is decaying for distributions with larger $\sigma_\xi$, while it grows for values of $\xi_0$ included between 0.2 and 0.9. We notice that the maximum growth rate for every $\sigma_\xi$ shifts toward higher $\xi_0$ as $\sigma_\xi$ increases (Fig. 4).

We actually notice that for high values of $\xi_0$, as $\sigma_\xi$ increases, we get a slight increase in growth rate before the isotropization effects prevail. This is not observed for others values of $\xi_0$, for which the decreasing trend of the growth rate with $\sigma_\xi$ is monotonic. As it will be explained later in Sec 3.5 this may be due to the fact that for such high pitch angles, as $\sigma_\xi$ increases, the positive gradient of $f_0$ in parallel velocity move in the area where the most unstable modes get most of their drive. This could cause the excitation of the modes with high $\xi_0$ and $\sigma_\xi \sim 0.4$ too. Anyhow, as $\sigma_\xi$ tends to $\infty$, the isotropization effects prevail and all the modes get damped. In the following subsections we will focus on the
effects of the three parameters $\sigma_{\xi}$, $\xi_0$ and $n_{EP}$, trying to give threshold values for each of them fixing the other two parameters to some reference values.

![Figure 4](image)

**Figure 4**: Growth rate as function of $\xi_0$ and $\sigma_{\xi}$ (NLED-AUG case), on the right top-view of the left plot

### 3.2 Effects of $\sigma_{\xi}$ and threshold value

It has been hypothesized that isotropic distribution functions in $v_\parallel$, provided they have everywhere negative gradients in energy ($\partial f/\partial \varepsilon < 0$), cannot excite $n = 0$ modes, namely EGAMs [24]. If $\sigma_{\xi}$ approaches $\infty$, pitch-dependent slowing down (SDs) become equivalent to isotropic SDs. It has been found that from values of $\sigma_{\xi} \sim 0.5$ any pitch dependent SD wouldn’t excite any EGAM, the mode (a GAM in this case) would rather be damped. Such results are shown in Fig.5 where NLED-AUG case [29] simulations were run with the analytical slowing down with pitch dependency for $\xi_0 = -0.5$ in a range of different $\sigma_{\xi}$. From Figure 5(a), representing the modes’ radial infinity norm of scalar potential amplitude signals, we see that the isotropic slowing down and those, whose $\sigma \rightarrow \infty$, don’t trigger any EGAM. On the other hand, small values of $\sigma_{\xi}$ are able to drive EGAMs with higher growth rates since the gradients of $f_0$ are steeper. In conclusion, we can state that the growth rate quickly decreases and eventually becomes negative as $\sigma_{\xi}$ values approach $\infty$. This trend is particularly clear in Fig.5(b), where the growth rates has been reported as function of the standard deviation $\sigma_{\xi}$.

We found the excitation threshold value at $\sigma_{\xi} \simeq 0.4$, considering $\xi_0 = -0.5$ and $n_{EP}/n_e = 0.09$. As we can observe from Fig.4 this value is indicative, since the highest growth rates are found for mid-range $\xi_0$. So the threshold value found for $\xi_0 = -0.5$ can be considered as a limit beyond which modes
are stable for any $\xi_0 < 0.75$. As observed in the previous section high values of $\xi_0$ show a non-monotonic trend with $\sigma_\xi$ and therefore have slightly higher threshold values for $\sigma_\xi$. Anyhow as $\sigma_\xi \to \infty$, the modes are damped because of the isotropization of the distribution function.

This result will find a theoretical confirmation in Section 4.

![Figure 5](image)

Figure 5: $\sigma$ scan for $\xi_0 = -0.5$ in NLED-AUG case. Plot on the left shows the amplitudes of the scalar potential field in time. Plot on the right shows the growth/damping rate dependence on $\sigma$.

### 3.3 Effects of $\xi_0$ and threshold values

Next, a scan has tested pitch-dependent slowing down with constant $\sigma = 0.25$ over $\xi_0$ ranging from 0 to -0.9. The results are plotted below:

![Figure 6](image)

Figure 6: Mode amplitudes of a scan in $\xi_0$, ranging from 0.0 to -0.9, at $\sigma = 0.25$ for NLED-AUG case.
Figure 7: Growth rate $\gamma$ (a) and frequency $\omega$ (b) of the scan in $\xi_0$ shown in Fig.6

Both Figures 6 and 7 show an evident increase of growth rate for mid-range values of $\xi_0$, while the mode is constant or damped for small or high values of $\xi_0$. References [6, 11] predicted that $\xi_0$ must be greater than a certain value to trigger an EGAM. Reference [18] instead predicted that both extremes values of $\xi_0$’s range have to be avoided in order to trigger an EGAM. Both references obtained such conditions in a different phase space, where the normalized parallel velocity was replaced by the perpendicular energy fraction $\Lambda$. Nevertheless, the results shown in Figure 6 and 7 confirm the analytical predictions made so far.

Theoretical analysis in Section 4 will offer theoretical explanation to such behavior, completing the analytical description of the pitch effects obtained so far. Figure 14, plotting the integrand of Eq.15, predicts the behavior of these numerical simulations in function of both parameters $\xi_0$ and $\sigma_\xi$.

We also notice that, as the growth rate increases for mid-range values of $\xi_0$, there’s a decay of frequency (Fig.7b). The frequencies shown in the plot are Lorentzian fits of the frequency spectrum. In truth there are two modes (the GAM and the EGAM, which differ by a factor 2, as said before) co-existing at the same time. For excited modes the EGAM contribution is greater, decreasing the Lorentzian fit value and vice versa. As already discussed, this is also in accordance with theoretical, numerical and experimental evidence [18, 19, 10].

Despite the excitation threshold is crossed at different $\xi_0$ values for different $\sigma_\xi$ and $n_{EP}/n_e$, from the results, plotted in Fig.4, 6 and 7, it’s clear that, whatever the other parameters are, the EGAM is excited for values of $\xi_0$ included in a certain interval $(\xi_{0,1}, \xi_{0,2})$, where usually $-1 \leq \xi_{0,1} \leq -0.5$ and $-0.5 \leq \xi_{0,2} \leq 0$. In our reference case, we fixed $\sigma_\xi = 0.25$ and, as before, $n_{EP}/n_e = 0.09$. For these parameters’ values, the $\xi_0$ threshold interval is $(\xi_{0,1}, \xi_{0,2}) \simeq (-0.9, -0.3)$ (Fig.6).
3.4 Scans in energetic particle concentration and threshold values

In this section we scanned with respect to fast particle concentration two of the previous simulations, namely the one with $\xi_0 = -0.5$, $\sigma_\xi = 0.2$ and another one with $\xi_0 = -0.9$, $\sigma_\xi = 0.2$. Comparing the two scans, we can get an idea about how the $\xi_0$ parameter influences the threshold values of EP concentration. The scans have been run using again the NLED-AUG case configuration described at the beginning of this section. Figures 8 and 9 show the change in growth rate as we increase the fraction of EPs. For both $\xi_0 = -0.5$ (Fig. 8 (left)) and $\xi_0 = -0.9$ (Fig. 9 (right)) the growth rate $\gamma$ increases steadily with $n_{EP}/n_e$. But, as we can see from both figures below, the $\gamma = 0$ threshold value is met at different values of $n_{EP}/n_e$ for the two cases. As expected, the case where $\xi_0 = -0.9$ is more stable, the density threshold value here is higher. In fact, for $\xi_0 = -0.5$, $(n_{EP}/n_e)_{thr} = 0.025$, while for $\xi_0 = -0.9$, $(n_{EP}/n_e)_{thr} = 0.07$.

![Figure 8: $n_{EP}/n_e$ scan for $\xi_0 = -0.5$ (left) and $\xi_0 = -0.9$ (right) in NLED-AUG case](image)
Figure 9: Growth rate and frequency dependence on $\frac{n_{pe}}{n_e}$ for $\xi_0 = -0.5$ (a,b) and $\xi_0 = -0.9$ (c,d) in NLED-AUG case

3.5 Phase space analysis

A mode-particle-resonance (MPR) diagnostic for ORB5 was developed in order to analyze which velocities of the energetic particle distribution were contributing the most to the excitation or damping of the mode [9]. The theoretical estimate for the resonance velocity comes from Eq.(41) of [9]:

$$v_{\parallel, res} = q R_0 \omega_{GAM},$$

(4)
where $\omega_{\text{GAM}}$ is the GAM frequency, $q$ the safety factor and $R_0$ the major radius. The reason for which we obtain such an expression of the resonance velocity will be outlined in section 4 (see denominator of Eq. (15)). As already said, for $\xi_0 = -0.5$, $\sigma_\xi = 0.2$, being $q \approx 2.3$, $R_0 = 1.66 \text{ m}$, $\omega_{\text{GAM}} = 35560 \text{ rad/s}$ the first resonant velocity is $v_\parallel = qR_0\omega_{\text{GAM}} = 1.36 \cdot 10^5 \text{ m/s}$. Normalized with respect to $v_s = \sqrt{k_B T_e/m_i} = 1.88 \cdot 10^5 \text{ m/s}$, we get $v_{\parallel, \text{res,norm}} = 0.723$. If we plot the MPR diagnostic superimposed to the distribution function as in Fig. 10 we notice that the resonant velocity at which most of the power is exchanged between the particles and the mode is at $v_{\parallel, \text{norm}} = 0.73$. This result shows the accordance between the theory and the numerical simulations. It is important to notice that the MPR is computed as the time derivative of the plasma kinetic energy see Eq. (9) in [9]. This means that negative MPR contributions (the majority in Fig. 10) correspond to the plasma kinetic energy decrease due to the energy transfer to the field. Therefore it corresponds to a positive power contribution to the mode, leading to the excitation of it. Therefore, in excited modes we’ll see most of MPR plots to be rather negative and in damped ones to be positive. As we can see the exciting part of the distribution function has a positive gradient in $v_\parallel$, while we see also some portion of damping contribution on the left of the graph, in correspondence of negative gradients of $f_0$ with respect to $v_\parallel$. In general we can state:

$$\frac{\partial f_0}{\partial v_\parallel} > 0 \implies J \cdot E < 0 \implies \text{excitation contribution} \quad (5)$$

$$\frac{\partial f_0}{\partial v_\parallel} < 0 \implies J \cdot E > 0 \implies \text{damping contribution} \quad (6)$$

![Figure 10: MPR diagnostic ($J \cdot E$) superimposed to $f_0(v_\parallel, \varepsilon)$](image)
3.6 Effects of ion Temperature

Changing the temperature of the thermal ions greatly affects their damping effect on the EGAM. Considering Eq. (4), since GAMs can have higher poloidal sidebands with \( m \geq 1 \), also the resonant velocity will have different values for the different sidebands:

\[
v_{∥,\text{res}}^m = \frac{qR_0\omega_{\text{GAM}}}{m}.
\] (7)

Nevertheless, numerical computations showed that the energy transfer between mode and thermal particles occurs mostly at the first resonant velocity [9]. The gaussian width of the distribution function of thermal ions is proportional to the square root of temperature as shown in Fig. 11.

![Figure 11: Distribution functions of thermal ions in \((v_∥,\mu)\) with \(T_i/T_e = 2.5\) (left) and \(T_i/T_e = 4.5\) (right), vertical lines highlight resonant velocities as computed from Eq. 7.](image)

As we see in the Figure 11, the \(v_{∥,\text{res}}\) intersect the ion distribution function in denser areas of the distribution function for higher values of \(\tau = T_i/T_e\), and viceversa for lower values of \(\tau\). This means that the mode is able to redistribute more energy to the thermal ion species if its temperature is higher leading to a stronger damping effect by the thermal species. It is interesting to notice that the resonant velocities for higher temperatures are higher, this is due to the fact that less excited modes (those obtained for higher \(\tau\) ) have higher frequencies (close to \(\omega_{\text{GAM}}\)). In order to analyze the effects of \(\tau\) of the ions, a scan in \(\tau\) has been performed by varying \(T_i\) in a range of values using the configuration on NLED-AUG case with \(\xi_0 = -0.5\) and \(\sigma_\xi = 0.3\). Figure 12 and 13 show clearly the effect of ion temperature. In Fig. 12 the modes are growing faster for lower values of \(\tau\). In figure 13 the growth rates are plotted as function of \(\tau\) and we can see the trend is monotonically decreasing. Meanwhile, the frequency has the opposite behaviour increasing with \(\tau\). Once more this is due to the transition from an excited and undamped low frequency EGAM to a undamped
high frequency GAM. Furthermore the GAM frequency can be written as \[6\]:

\[
\omega_{GAM} = \frac{v_{th}}{R_0} \sqrt{\frac{7}{4} + \frac{T_e}{T_i}},
\]

(8)

where \(v_{th} = \sqrt{2T_i/m_i}\). Hence, for higher values of \(T_i\) correspond higher values of GAM frequency.

Figure 12: Mode amplitudes of a scan in \(\tau\), ranging from 2.5 to 4.5, for NLED-AUG case

Figure 13: Growth rate \(\gamma/\omega_{ci}\) (a) and frequency \(\omega/\omega_{ci}\) (b) of the scan in \(\tau\) shown in Fig.12
4 Linear dispersion relation

In this section we offer an analytical explanation to the effects shown in Section 3. The derivation of the dispersion relation follows closely the steps presented in Ref. [6, 8]. The perturbed distribution function $\delta f$ can be represented in the following form:

$$\delta f = Q \frac{\partial f_0}{\partial \varepsilon} \frac{\delta \phi}{m} + \exp \frac{mc}{QB^2} k \times B \cdot v \delta H_g,$$  \hspace{1cm} (9)

where $\delta f$ has been split into an adiabatic response depending on the perturbed scalar potential $\delta \phi$ and a non-adiabatic part $\delta H_g$. The latter satisfies the linear gyrokinetic equation [36]:

$$\left( \omega - \omega_d + i\omega_r \frac{\partial}{\partial \theta} \right) \delta H_g = - \frac{Q}{m} \frac{\partial f_0}{\partial \varepsilon} J_0(k_\perp \rho_L) \omega \delta \phi.$$ \hspace{1cm} (10)

The transit frequency $\omega_{tr} = v_\parallel / qR_0$, the particle drift frequency is $\omega_d = \hat{\omega}_d \sin \theta = -k_r (v_\perp^2 + 2v_\parallel^2)/(2\Omega R_0)$, $\theta$ is the poloidal angle coordinate, $k_\perp$ is the perpendicular wave number, for GAMs $k_\perp \sim k_r$, $\rho_L = mc v_\perp / QB$ is the Larmor radius. $\Omega = QB/mc$ is the gyrofrequency, $J_0$ is the first kind Bessel function accounting for the finite Larmor radius (FLR) effects, $Q$ is the particle charge and the energy per unit mass of the particle is $\varepsilon = (v_\parallel^2 + v_\perp^2) / 2$. Considering adiabatic electrons ($\omega/\omega_{tr,e} \sim \sqrt{m_e/m_i} \ll 1$) and ignoring the FLR effects of electrons, Eq. 10 can be trivially solved for electrons and the quasi-neutrality condition can be written as [6]:

$$\bar{e} \left( n_e + n_h \right) (\delta \phi - \bar{\delta \phi}) = - \frac{e}{T_e} n_e \delta \phi + \langle J_0(k_\perp \rho_{L,c}) \delta H_{g,c} \rangle + \langle \frac{e}{m} \frac{\partial f_{0,h}}{\partial \varepsilon} \delta \phi + J_0(k_\perp \rho_{L,h}) \delta H_{g,h} \rangle,$$ \hspace{1cm} (11)

where the bar $\bar{...}$ represents a magnetic surface averaged quantity and the operator $\langle ... \rangle = \int ... d^3v$ a velocity space integration, the subscripts $c, h$ refer to thermal (cold) and energetic (hot) ion species, respectively.

We adopt $\delta = n_h/n_e \ll 1$ as a smallness parameter and assume $T_e/T_h = O(\delta)$ keeping $\beta_h/\beta_c \sim 1$, with $\beta$ being pressure to magnetic pressure ratio. In order to maximize the resonance drive for fast particles, we assume $\omega \sim \omega_{tr,h}$, $\omega_{d,c}/\omega \sim k_r \rho_{d,c} \sim O(\delta^{1/2})$ and $k_r \rho_{L,h} \sim O(\delta)$, with $\rho_{d,h}$ radial drift. For the thermal ion species: the radial drift is $k_r \rho_{d,c} \sim O(\delta)$ and the Larmor radius effects are of higher order: $k_r \rho_{L,c} \sim O(\delta^{3/2})$. We can then expand the perturbed potential and non-adiabatic response as a power series of $\delta^{1/2}$:

$$\delta \phi = \bar{\delta \phi} + \delta \phi^{(1)} + \delta \phi^{(3/2)} + ...$$ and $\delta H_g = \bar{\delta H_g} + \delta H_g^{(1/2)} + \delta H_g^{(1)} + \delta H_g^{(3/2)} + ...$. Exploiting such expansion, Eq. (11) can be rewritten for all the orders as in Eq.(3-9) of [6]. Such system can be combined with quasi-neutrality Eq. (11) and solved order by order (up to the 3$^{rd}$ order) we obtain the EGAM dispersion relation.
relation (see [6] for details):

$$-1 + \frac{\omega_G^2}{\omega^2} + \frac{m\Omega}{\delta \phi} \epsilon n e k^2 = 0,$$

(12)

where \(\omega_G = \left(\sqrt{\frac{2}{3}} + \frac{T}{T_e} \right) \frac{v_{th}}{R_0}\) is the GAM frequency and \(v_{th}\) is the core thermal velocity. The last term on the left hand side of Eq. (12) contains the integral in velocity space of the non-adiabatic component of the perturbation of the distribution function, written in phase-space coordinates \((\varepsilon, \xi)\) as:

$$\delta n_h = \int \delta H_h^{(3)}(\varepsilon) d\varepsilon = 2\pi \int_{-1}^{1} \int_{0}^{\infty} \delta H_h^{(3)}(-\sqrt{2\varepsilon}) d\varepsilon d\xi.$$

(13)

For passing particles, \(\delta H_h^{(3)} = -\frac{\omega_G^2}{2(\omega^2 - \omega_G^2)} \delta \phi\). Being \(\frac{\partial f_0}{\partial \varepsilon} = \frac{\partial f_0}{\partial \varepsilon} + \frac{\partial \xi}{\partial \varepsilon} \frac{\partial f_0}{\partial \xi}\), applying it to the slowing down with pitch dependency previously defined (Eq. (3)) the full derivative is:

$$\frac{\partial f_0}{\partial \varepsilon} = f_0(\varepsilon, \xi) \left(-\delta(\varepsilon - \varepsilon) - \frac{3}{2} \frac{\varepsilon^{1/2}}{\varepsilon^{3/2}} + \frac{\xi (\xi - \xi_0)}{\varepsilon^{3/2}} \right),$$

(14)

and the integral in Eq. (14) can be rewritten explicitly in terms of our coordinates as:

$$\delta n_h = \frac{k^2 \delta \phi q^2 e}{4\Omega^2 m} \int_{-1}^{1} \int_{0}^{\infty} \frac{(\varepsilon(1 + \xi^2))^{\frac{1}{2}}}{\xi^2 R_0^2 - 2\varepsilon \xi^2} \frac{\partial f_0}{\partial \varepsilon} d\varepsilon d\xi =$$

$$= 2\pi K \int_{-1}^{1} \int_{0}^{\infty} \frac{\varepsilon^{\frac{1}{2}}(1 + \xi^2)^{\frac{1}{2}}}{\xi^2 R_0^2 - 2\varepsilon \xi^2} \exp \left(\frac{-(\xi - \xi_0)^2}{2\sigma^2}\right) \frac{\Theta(\varepsilon - \xi)}{\varepsilon^{3/2}} d\varepsilon d\xi,$$

(15)

where

$$K = \sqrt{2} \frac{2 \sqrt{\frac{s}{\pi}}}{\sigma^2} \text{erf} \left(\frac{\xi_0 + 1}{\sqrt{2}\sigma}\right) - \text{erf} \left(\frac{\xi_0 - 1}{\sqrt{2}\sigma}\right) \frac{0.75}{\pi} \frac{n_{val}}{\ln(1 + \frac{\varepsilon_0^2}{\varepsilon_c^2})} \frac{k^2 \delta \phi q^2 e}{4\Omega^2 m}$$

(16)

Explicit integration in velocity space as in [6] is not possible since the distribution function is not characterized by a Dirac function. Not even an explicit integration as in [19] is possible, because the characteristic structure of the plasma dispersion function \((Z(z) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp(-y^2) dy)\) is not present in equation (15). Nevertheless, it’s possible to study the stability of the EGAM, noticing that the imaginary part of \(\omega\) (namely the growth rate of the mode) in equation (12) is positive if the imaginary part of \(\delta n_h\) is positive [8]. Without integrating eq. (15), it’s possible to plot the integrand function for an interval of energies and parallel velocities, imposing the \(\omega\) inside eq. (15) to equal its
value computed from the simulations (see Section 3). Changing the parameters $\xi_0$ and $\sigma_\xi$, we can see that the integrand’s sign is rather positive at most of the energy levels as we pick values of $\xi_0$ far from the extremes 0 and -1, and low values of $\sigma_\xi$. This result is consistent with the numerical results obtained in Section 3.

Some plots of the integrand computed at $\varepsilon \sim 30\text{keV}$ as function of $\xi$ are shown below in Fig.14. The only growing case of the three shown is the $(\xi_0 = -0.5, \sigma_\xi = 0.2)$ one (Fig.14a), the other ones are damped. As it was already discussed, this is due to the fact that when $\sigma_\xi \rightarrow \infty$ the distribution function becomes isotropic in phase space and, hence, unable to excite $n=0$ modes (Fig.14b), (as mentioned in the Introduction, $n=0$ modes need $f_0$ gradients in velocity space to be excited [24]). Meanwhile, too low values of $\xi_0$ correspond to the case where most of the particles are trapped, mitigating the effects of inverse Landau damping and hindering the excitation of the mode (Fig.14c). For values of $\xi_0$ close to -1, we have a specular effect, most of the energetic particles are deeply passing and hence are unable to exchange energy with the mode at $v_{||,\text{res}}$, hindering again the excitation of the mode.

![Figure 14: Plot of the integrand of Eq. (15) at $\varepsilon \sim 30\text{keV}$ for $\xi_0 = -0.5, \sigma_\xi = 0.2$ (a); $\xi_0 = -0.5, \sigma_\xi = 0.6$ (b), $\xi_0 = -0.1, \sigma_\xi = 0.2$ (c)](image)

This method is useful to theoretically validate the numerical results for extreme cases (strongly excited/damped modes), however it’s very hard to use it for an evaluation of an excitation threshold limit in terms of $n_{E_\parallel}/n_e$, $\xi_0$ or $\sigma_\xi$. In fact, for not strongly excited or damped modes, the integrand is partially negative and positive for different values of $\xi$ and $\varepsilon$. In order to evaluate threshold values we have to consider the results obtained from ORB5 simulations presented in Section 3.

These kinds of plots are also useful to evaluate the main resonance velocity. Setting the growth rate to 0, the denominator of the term $\frac{\varepsilon \xi^2}{q^2 R_0^2 \omega^2 - 2 \varepsilon \xi^2}$ will go to 0 marking a resonant condition for the power exchange between particles and the mode. For example, for $\xi_0 = -0.5, \sigma_\xi = 0.2$, the first resonant velocity is $v_{||} = \sqrt{2\varepsilon \xi^2} = \sqrt{q^2 R_0^2 \omega^2} = 1.36 \cdot 10^5 \text{m/s}$. This value is comparable to the result from the Mode-Particle-Resonance (MPR) diagnostic [9], obtained from ORB5 simulations.
4.1 Simplified dispersion relation

Simplified dispersion relation can be obtained if we consider the distribution in $\xi$ to be close to $\delta(\xi - \xi_0)$, in which case we have $f_0 = n_h / (2\sqrt{2}\pi \ln(\varepsilon_c/\varepsilon_a))\delta(\xi - \xi_0)\Theta(1 - \varepsilon/\varepsilon_a)$. Following the derivations envisaged in Refs. [6, 8] we obtain

$$-1 + \frac{\omega^2}{\omega^2_t} + N_b \left[ \frac{3}{2} (1 - \xi^2_0 + 4\xi^4_0) \ln \left( 1 - \frac{\omega^2}{\omega^2_t} \right) + \left( \frac{1}{1 - \omega^2_{ts}/\omega^2} - 1 \right) \right] = 0. \quad (17)$$

Here, $\omega_{ts} = \sqrt{2\varepsilon_a} \xi_0 / (qR_0)$ is the EP transit frequency and $N_b = q^2 / (4\xi^3_0 \ln(\varepsilon_a/\varepsilon_c)) n_h/ n_c$.

The GAM frequency with Landau damping due to thermal ions $\omega_G$ can be found as a solution of the equation (from [37]):

$$\omega = -q^2 \omega_{Ti} \left( F(\omega/\omega_{Ti}) + N^2(\omega/\omega_{Ti})/D(\omega/\omega_{Ti}) \right),$$

with $F(x) = x(x^2 + 3/2) + (x^4 + x^2 + 1/2)Z(x)$, $N(x) = x + (1/2 + x^2)Z(x)$ and $D(x) = Z(x) + (1 + T_i/T_e)(1/x)$ [3]. Eq. (17) is strictly valid for well circulating ions, i.e. $\xi_0 \sim \pm 1$. The logarithmic term in this equation, for $\omega < \omega_{ts}$ has complex values and gives a drive if the constant in front of it is positive, which is always the case here. This shows there is no threshold in $\xi_0$ related to the distribution function, however some drive is necessary to overcome the finite Landau damping. The last term in Eq. (17), along with the real part of the logarithmic term is responsible for shifting the frequency of the mode below the GAM frequency. Eq. (17) can be easily solved numerically to obtain the modes frequency and growth rate. A rough estimate of the growth rate can be given in the limit $\omega \gg \omega_{Ti}$ and $\gamma/\omega_r \ll 1$, where the GAM frequency can be approximated with

$$\omega^2 = q^2 \omega^2_{Ti} \left( \frac{7}{4} + \frac{T_e}{T_i} \right) - i\sqrt\pi q^2 \frac{\omega^5}{\omega^3_{Ti}} e^{-\omega^2/\omega^2_{Ti}},$$

giving a growth rate of

$$\gamma/\omega_r \approx q^2 \left( \frac{3\pi}{16 \ln(E_b/E_c)\xi^2_0} \frac{n_h}{n_c} (1 - \xi^2_0 + 4\xi^4_0) - \frac{\sqrt\pi \omega^3_{Ti}}{2 \omega^3_{Ti}} e^{-\omega^2/\omega^2_{Ti}} \right), \quad (18)$$

with $\omega_r$ being real frequency of the mode. This equation shows a threshold in the density ratio $n_h/n_c$, as well as dependence of the growth rate on the safety factor [6, 8]. The growth rate given here is the upper limit of this distribution with maximal anisotropy.

5 RABBIT distribution functions

RABBIT has been run to reproduce the fast particle distribution functions generated by NBI in NLED-AUG discharges #31213-6 [30]. The four different distribution functions are plotted in Figure 15. They show a strong anisotropy in $v_\parallel$, this is the reason that led us to build an analytical distribution function.
such as described in Section 2. Furthermore, the distribution functions consist of three different injection velocities $E, E/2, E/3$, as typical for positive NBI injectors. (The injection velocities in the figure seem to be different from shot to shot because of the normalization with respect to the electron temperature, on an absolute scale all the injection velocities are the same). These distribution functions originated from three different NBIs angles with respect to the axis of the machine. Shot 31213 has the most off-axis angle ($7.13^\circ$), shot 31214 the most on-axis ($6.07^\circ$) and 31215-6 a mid-range angle ($6.65^\circ$).

Figure 15: Realistic distribution functions generated from RABBIT, NLED-AUG case shots # 31213-4-5-6

In order to achieve experimental relevant scenarios, these distribution functions were given as input to the gyrokinetic code ORB5 with the realistic profiles of density and temperature from the experimental setup of the different shots. The EP realistic profiles from the four shots are represented in Figure 16.
Figure 16: Realistic EP density profiles, NLED-AUG case shots # 31213-4-5-6, as function of $s = \sqrt{\psi}$ with $\psi$ magnetic flux coordinate.

The results obtained from ORB5 using the RABBIT distribution functions are shown in Fig.17. As we notice, the growth rates are all negative. In fact, such NBI angles correspond to high $\xi_0$ values and, as we have seen from Section 3, such high values of $\xi_0$ produce rather stable modes.

Figure 17: NLED-AUG case modes for the four shots, using the four different distribution functions showed in Fig.15.
5.1 MPR diagnostic from RABBIT distribution functions

We repeat here the considerations previously done in Section 3, presenting the MPR diagnostic results for the simulation of shot 31213. We show a graph similar to that shown in Figure 10, this time it represents the MPR diagnostic contour plot superimposed to the RABBIT distribution function for the shot 31213 (Fig.18). Again we compute the theoretical estimate for the parallel resonant velocity, being 

\[ q \approx 2.3, \quad R_0 = 1.66 \text{ m} \quad \text{and} \quad \omega_{GAM} = 2.04 \cdot 10^5 \text{ rad/s}: \]

\[ \frac{\nu_{\parallel, res}}{v_{th,i}} = \frac{qR_0\omega_{GAM}}{v_{th,i}} = 4.15. \quad (19) \]

Figure 18 offers a much more complex image than Fig.10. Here there are different peaks, both negative and positive, positioned in different points of the distribution function. In the plot we can see that the highest negative peak, at which the power exchange takes place, is located at \( \nu_{\parallel} \simeq -4.75 \). This value is very close the main resonant velocity found in Eq. (19). Furthermore, according to Eq. (42) of [9], there are many resonant velocities due to the exchange of energy taking place at higher poloidal harmonics (|m| ≥ 1). Therefore, we can find other resonant velocities as:

\[ \nu_{\parallel, res}^{(m)} = \frac{qR_0\omega_{GAM}}{m}. \quad (20) \]

In fact, we notice a smaller peak indeed positioned in correspondence of another resonant velocity at \( \nu_{\parallel} = -1.34 \) (Fig.18). Considering m=3, and considering the result from Eq. (19), \( \nu_{\parallel, res}^{(3)} \simeq 1.38 \), which is very close to the secondary resonant velocity at which some of the power is exchanged in Fig.18. In the figure we see also other negative peaks either near the main resonance velocity or the other poloidal mode velocities, at higher energies. It is interesting to notice the position of the positive (damping) peaks too. Most of them in fact are disposed just above each of the three injection velocities. This result is somehow in accordance with the theory [24], in fact, the parts of the distribution function where \( \frac{\partial f_0}{\partial \varepsilon} < 0 \) are those damping the mode. In correspondence of the injection velocities we have very steep negative gradients which damp the mode. (In fact, the largest part of particles in these discontinuities can be only accelerated generating a damping effect on the mode.)
5.2 Results and threshold values for RABBIT distribution functions

In order to qualitatively compare the numerical results from ORB5 with the experimental data (Sec. 5.3), it is of interest to study the threshold values for the RABBIT distribution functions too. To this purpose, a scan in the fraction of EPs has been run as in Section 3.4. We have therefore set $n_{EP}/n_e$ to different values comprehended between 2% and 50%. The results have been plotted for the different distribution functions. We analyze case by case the three shots 31213,4,6.

5.2.1 EP density threshold values for shot 31213

In this scan we ran the NLED-AUG case with ORB5 with the distribution function and the profiles from shot 31213. The scan was performed up to an EP concentration $\sim 50\%$. Such a high concentration represents a sort of upper limit in this kind of scans. In fact, being $n_{EP}/n_e$ a volume averaged quantity for values higher than this we seriously risk to reach local values of EP concentration higher than the electron one, leading to non-physical results in the ORB5 code. Furthermore, in such extreme cases all the quantities depending on bulk plasma parameters lose their meaning, for example the GAM frequency, which depends on $T_i$. In Fig. 19 we can see the different modes in time on the left, and the modes’ growth rates and frequencies as function of $n_{EP}/n_e$ on the right. We
notice the continuous increase of growth rate with the fraction of EP. On the other hand, as expected, frequencies decrease as the modes are transitioning from damped GAMs to excited EGAMS. As we can see from the plots, we could fix a threshold value for case 31213 at \( n_{EP}/n_e \)\(_{thr} = 0.23\).

5.2.2 EP density threshold values for shot 31214

We repeat the same scan for NLED-AUG case # 31214. This time we also extend our scan \( n_{EP}/n_e = 0.5 \), for the excitation of the mode can be found just for higher EP fractions. Fig.20 is structured as Fig.19. Here, too, we find the usual behaviour of growth rate and frequency, as one increases while the other decreases as we increase the fraction of energetic particles. This time, the threshold value is found to be higher than in case 31213 (Fig.20), being more stable and the beam more on-axis than case 31213 case, the threshold value is higher, as already noticed in Section 3.4. As we can see from the plots, we could fix a threshold value for case 31214 at \( n_{EP}/n_e \)\(_{thr} \approx 0.32\).
Figure 20: $n_{EP}/n_e$ scan for NLED-AUG case shot 31214, modes in time (left), modes’ growth rates (a) and frequencies (b) as function of $n_{EP}/n_e$ (right)

5.2.3 EP density threshold values for shot 31216

The density scan was repeated for case # 31216, as before we reached $(n_{EP}/n_e) = 0.5$. Results are plotted in Fig. 21. The trend is the same as those found above: an increasing fraction of energetic particles implies an increase of growth rate and a reduction in frequency. Being the injection angle $6.65^\circ$, we expect the growth rate threshold to be somewhere between the threshold values of shots 31213 and 31214. Actually, we find out that the result is as represented in Fig. 21, in this case $(n_{EP}/n_e)_{thr} \simeq 0.27$.

Figure 21: $n_{EP}/n_e$ scan for NLED-AUG case shot 31216, modes in time (left), modes’ growth rates (a) and frequencies (b) as function of $n_{EP}/n_e$ (right)

5.3 Comparison with experimental measurements

The results obtained in the previous section are very interesting and follow the theoretical and numerical expectations reported above. Nevertheless if we ana-
lyze the data obtained from the magnetic pick-up coils showing the structures of the magnetic perturbations in NLED-AUG cases in Fig. 22, we notice that the EGAM (green line at \( \sim 50kHz \)) is excited for every case. As expected, the most unstable case is 31213 and the least case 31214. In this respect the trends found analytically, numerically and experimentally are compatible. Nevertheless, we have seen that in numerical simulations, with an EP fraction of \( (n_{EP}/n_e) \approx 9\% \), the modes are all damped. Threshold values for excitement in simulations with RABBIT \( f_0 \) are found at much higher EP fraction. This hints that there must be some non-linear effect, ignored in the electrostatic, linear simulations, that is driving EGAMs unstable even with such a small EP density. As theorized in [38], such effect could be due to non-linear interactions of \( n=1 \) Alfvénic modes and EGAMs. Reference [38] proved that it is possible for Alfvén modes to trigger EGAMs. Eventually, it was also shown that such interactions work the other way round: EGAMs can non-linearly excite Alfvén waves [39]. Possibly, considering these non-linear interactions too, a better estimate of the growth rate will be obtained for the NLED-AUG experimental cases. This non-linear electromagnetic approach to the study of driving effects of EP on plasma instabilities will be addressed in future work.

Figure 22: Experimental data from NLED-AUG case from magnetic pick-up coils (in order top-left, bottom-right: 31213,5,4,6)
6 Conclusions

In this paper we addressed the effects of anisotropic distribution functions on tokamak plasmas, and evaluated the effects of such distributions on the stability of Geodesic Acoustic Modes, taking in consideration as configuration the NLED-AUG case. Firstly, we implemented a new anistropic, asymmetric in \( v_\parallel \) distribution function, parametrized through two variables : \( \xi_0 \) and \( \sigma_\xi \) (section 2). Various scans have been run with the gyrokinetic code ORB5, and the threshold values have been obtained for the two parameters characterizing the distribution function: \( \xi_0 \) and \( \sigma_\xi \), and for the density fraction \( n_{EP}/n_e \) (section 3). It has been found that the modes gets unstable for low values of \( \sigma_\xi \) and for values of \( \xi_0 \) included in an interval \((-0.9, -0.3)\). This interval widens for decreasing \( \sigma_\xi \) and increasing EP fraction. The threshold value for \( n_{EP}/n_e \) has been found to change according to the \( \xi_0, \sigma_\xi \) configuration, yielding different values for different cases. The effects of ion temperature and the structure of the power exchange (MPR) have been verified too. The growth rate decreases as thermal ion temperature increases and it has been found that the theoretical main resonance velocity is actually the one at which most of the power is exchanged between the mode and the energetic particles. A theoretical model has been proposed based on the derivation of the dispersion relation of EGAMs to demonstrate the stability conditions of the extreme cases for \( \xi_0 \) and \( \sigma_\xi \). This method is not useful to evaluate threshold values, to that purpose the numerical simulations were used to derive such thresholds. Finally, experimental like distribution functions obtained from RABBIT have been used in the NLED-AUG cases 31213-6, with the experimental temperature and density profiles from the four different shots. Results showed all the modes were damped and the power exchange has been studied for the case 31213. A more complex structure with respect to the analytical distribution function was found this time. Interaction of EPs and the mode has been found to happen also at higher mode resonant velocities. Scans in EP fraction have been performed for the three cases 31213,4,6, representing the 3 different injection angles of the NBIs. As expected different threshold values were found for the different injection angles. At the end, a qualitative comparison with experimental measurements from magnetic pick-up coils shows that at the standard EP fraction (\(~9\%) EGAMs were triggered in AUG in all the cases (even if with different growth rates). From the simulations with the experimental-like \( f_0 \) and profiles only the case 31213 is weakly unstable. This hinted that some kind of non-linear effect should be considered in order to get fully predictive simulations. Also some experimental uncertainties could contribute to this behaviour of the different shots. Firstly, only shot 31216 had \( T_i \) measurements (through beam blips), the other \( T_i \) profiles were actually estimated using the 31216\(^{th} \) data. Actually, \( T_i \) could be smaller in shots 31213/4/5, driving higher growth rates in the simulations. In second place, discharges have impurities, whose effects are neglected in ORB5 simulations. Finally, q profiles might have an error since the damping is \( e^{-q^2} \), shifting the stability boundary. We can assume the interactions between the n=1 Alfvén modes and the EGAMs could be driving EGAMs looking at the results from reference [39]. In fact, the
anisotropic distribution function alone is not able to drive them linearly at such small EP fraction. This non-linear studies will be addressed in future work.
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