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Abstract

We propose a novel deep learning model, which supports permutation invariant training (PIT), for speaker independent multi-talker speech separation, commonly known as the cocktail-party problem. Different from most of the prior arts that treat speech separation as a multi-class regression problem and the deep clustering technique that considers it a segmentation (or clustering) problem, our model optimizes for the separation regression error, ignoring the order of mixing sources. This strategy cleverly solves the long-lasting label permutation problem that has prevented progress on deep learning based techniques for speech separation. Experiments on the equal-energy mixing setup of a Danish corpus confirms the effectiveness of PIT. We believe improvements built upon PIT can eventually solve the cocktail-party problem and enable real-world adoption of, e.g., automatic meeting transcription and multi-party human-computer interaction, where overlapping speech is common.

1 Introduction

In the last five years, the accuracy of automatic speech recognition (ASR) systems has significantly improved thanks to the deep learning techniques exploited in the recent ASR systems [6, 12, 21, 32]. Just six years ago, the word error rate (WER) on the widely accepted Switchboard conversational transcription benchmark task was over 20% and today it has been reduced to below 7% [19].

Despite the significant progress made in dictating single-speaker speech, the progress made in multi-talker mixed speech separation and recognition, often referred to as the cocktail-party problem [2, 3], has been less impressive. Although human listeners can easily perceive separate sources in an acoustic mixture, the same task seems to be extremely difficult for automatic computing systems, especially when only a single microphone recording of the mixed-speech is available [5, 28].

Nevertheless, solving the cocktail-party problem is critical to enable scenarios such as automatic meeting and lecture transcription, automatic captioning for audio/video recordings (e.g., Youtube), and multi-party human-machine interactions (e.g., in the world of Internet of things (IoT)), where speech overlapping is commonly observed. It could also pave the way for a new processing paradigm for smart, wearable, communication devices such as hearing aids.

Over the decades, many attempts have been made to attack this problem. Before the deep learning era, the most popular technique was computational auditory scene analysis (CASA) [4, 7]. In this approach, certain segmentation rules based on perceptual grouping cues [30] are (often semi-)manually designed to operate on low-level features to estimate a time-frequency mask that isolates the signal components belonging to different speakers. This mask is then used to reconstruct the signal. Non-negative matrix factorization (NMF) [16, 20, 22] is another popular technique which aims to learn a set of non-negative bases that can be used to estimate mixing factors during evaluation.
Both CASA and NMF led to very limited success in separating different sources in multi-talker mixed speech [5]. The most successful technique before the deep learning era is the model based approach [15, 25, 27], such as factorial GMM-HMM [10], that models the interaction between the target and competing speech signals and their temporal dynamics. Unfortunately, this model assumes and only works under closed-set speaker condition. In addition, inference in model based approaches is hardly scalable to a larger task with either more speakers or larger vocabulary.

Motivated by the success of deep learning techniques in single-talker ASR [6, 12, 21, 32], researchers have developed many deep learning techniques for speech separation in recent years. Typically, networks are trained based on parallel sets of mixtures and their constituent target sources [14, 26, 29, 31]. The networks are optimized to predict the source belonging to the target class, usually for each time-frequency bin. Unfortunately, these works often focus on, and only work for, separating speech from (often challenging) background noise (or music). Since speech has very different characteristics than noise/music, this can be a much easier task than separating multiple talkers. Note that, there are indeed works that are aiming at separating multi-talker mixed speech (e.g., [14]). However, these works rely on speaker-dependent models by assuming that the (often few) target speakers are known during training, and they often work only on limited vocabulary and grammar.

The difficulty in speaker-independent multi-talker speech separation comes from the label ambiguity or permutation problem which we will describe in detail in Section 2. To the best of our knowledge, only two deep leaning based works [11, 28] have tried to address and solve this harder problem. In Weng et al. [28], which achieved the best result on the dataset used in 2006 monaural speech separation and recognition challenge [5], the instantaneous energy was used to solve the label ambiguity problem and a two-speaker joint-decoder with speaker switching penalty was used to separate and trace speakers. This approach tightly couples with the decoder and is difficult to scale up to more than two speakers due to the way labels are determined. Hershey et al. [11] made significant progress in solving the cocktail-party problem. In their work, they trained an embedding for each time-frequency bin to optimize a segmentation (clustering) criterion. During evaluation, each time-frequency bin was first mapped into the embedding space upon which a clustering algorithm was used to generate a partition of the time-frequency bins. Impressively, their systems trained on two-speaker mixed-speech perform well on three-speaker mixed-speech. However, their approach has two major drawbacks. First, it assumes that each time-frequency bin belongs to only one speaker (i.e., a partition) due to the clustering step. Although this is a valid assumption on tasks such as image segmentation [13, 23], it’s only a very rough approximation on speech separation. Second, the clustering step is not jointly trained with the embedding. Both these drawbacks limit how good the system can perform.

In this paper, we propose a novel deep learning model for speaker independent multi-talker speech separation. The key ingredient of our model is permutation invariant training (PIT). Most prior arts treat speech separation as either a multi-class regression problem or a segmentation (or clustering) problem. Our model, however, considers it as a separation problem by optimizing for the separation regression error, ignoring the order of mixing sources during training. More specifically, our model first determines the best output-target assignment and then minimizes the error given the assignment. This strategy, which is directly implemented inside the network structure, elegantly solves the long-lasting label permutation problem that has prevented progress on deep learning based techniques for speech separation. Furthermore, our proposed algorithm is not limited to a particular number of mixed talkers - it works, in principle, for any number of mixed-talkers.

We evaluated our novel model on the hardest setup of a Danish corpus in which equal energy speech signals are mixed. Experimental results indicate that the proposed multi-talker speech separation technique performs very well on speakers unseen in the training process. Even more exciting, the system trained on Danish can separate English speech sources well. In fact, during the training process our model learned acoustic cues, which are both speaker and language independent, for source separation, similar to humans. We believe improvements built upon PIT can eventually solve the cocktail-party problem.

2 Speech separation problem

Although our approach is applicable to multi-channel speech signals, in this study we focus on monaural speech separation, which is more challenging and more widely deployable.
The goal of monaural speech separation is to estimate the individual source signals in a linearly mixed, single-microphone signal, in which the source signals generally overlap in the time-frequency domain. Let us denote the $S$ source signal sequences in the time domain as $x_s(t)$, $s = 1, \cdots, S$ and the mixed signal sequence as $y(t) = \sum_{s=1}^S x_s(t)$. The corresponding short time Fourier transformation (STFT) of these signals are $X_s(t, f)$ and $Y(t, f) = \sum_{s=1}^S X_s(t, f)$, respectively, for each time $t$ and frequency $f$. Given $Y(t, f)$, the goal of monaural speech separation is to recover each source $X_s(t, f)$. In many application scenarios, it is often sufficient to recover the top two or three high-energy mixing sources and treat the remaining low-energy sources as noise.

Although the signal recovery can be carried out, and our approach can work, in the complex-valued STFT domain, we follow the convention and apply our technique on STFT magnitude spectra. In other words, our processing does not involve phase information, and the STFT phase spectrum of the mixed signal is used in recovering time domain waveforms of the sources.

Obviously, given only the magnitude of the mixed spectrum $|Y(t, f)|$, the problem of recovering $|X_s(t, f)|$ is ill-posed, as there are an infinite number of possible $|X_s(t, f)|$ combinations that lead to the same $|Y(t, f)|$. To overcome this basic problem, the system has to learn from some training set $\mathcal{S}$ that contains pairs of $|Y(t, f)|$ and $|X_s(t, f)|$ to look for regularities. More specifically, we train a deep learning model $g(\cdot)$ such that $g(f(|Y|); \theta) = |X_s|$, $s = 1, \cdots, S$, where $\theta$ is a model parameter vector, and $f(|Y|)$ is some feature representation of $|Y|$. For simplicity and clarity we have omitted, and will continue to omit, time-frequency indexes when there is no ambiguity.

It is well-known (e.g., [26]) that better results can be achieved if, instead of estimating $|X_s|$ directly, we first estimate a set of masks $M_s(t, f)$ using a deep learning model $h(f(|Y|); \theta) = M_s(t, f)$ with the constraint that $M_s(t, f) \geq 0$ and $\sum_{s=1}^S M_s(t, f) = 1$ for all time-frequency bins $(t, f)$. This constraint can be easily satisfied with the softmax operation. We then estimate $|X_s|$ as $|X_s| = M_s \circ |Y|$, where $\circ$ is the element-wise product of two operands. This strategy is adopted in this study.

Note that since we first estimate masks, the model parameters can be optimized to minimize the mean square error (MSE) between the estimated mask $\tilde{M}_s$ and the ideal mask $M_s$.

$$J_m = \frac{1}{T \times F \times S} \sum_{s=1}^S \| \tilde{M}_s - M_s \|^2,$$

where $T$ and $F$ denote the number of time frames and frequency bins, respectively. This approach comes with two problems. First, in silence segments, $|X_s| = 0$ and $|Y| = 0$, so that $M_s$ is not well defined. Second, what we really care about is the error between the estimated magnitude and the true magnitude of each source, while a smaller error on masks may not lead to a smaller error on magnitude.

To overcome these limitations, recent works[26] directly minimize the MSE

$$J_x = \frac{1}{T \times F \times S} \sum_{s=1}^S \| |\tilde{X}_s| - |X_s| \|^2$$

between the estimated magnitude and the true magnitude. Note that in silence segments $|X_s| = 0$ and $|Y| = 0$, and so the accuracy of mask estimation does not affect the training criterion for those segments. In this study, we estimate masks $\tilde{M}_s$ which minimize $J_x$.

### 3 Permutation invariant training

Except for Hershey et al.’s work [11], all other recent speech separation works use the architecture depicted in Figure 2 in which a two-talker condition is illustrated. In this architecture, $N$ frames of feature vectors of the mixed signal $|Y|$ are used as the input to some deep learning models, such as deep neural networks (DNNs), convolutional neural networks (CNNs), and long short-term memory (LSTM) recurrent neural networks (RNNs), to generate one (often the center) frame of masks for each talker. These masks are then used to construct one frame of single-source speech $|\tilde{X}_1|$ and $|\tilde{X}_2|$, for source 1 and 2, respectively.
During training we need to provide the correct reference (or target) magnitude $|X_1|$ and $|X_2|$ to the corresponding output layers for supervision. Since the model has multiple output layers, one for each mixing source, and they depend on the same input mixture, reference assigning can be tricky esp. if the training set contains many utterances spoken by many speakers. This problem is referred to as the label ambiguity problem in [28] and label permutation problem in [11]. Due to this problem, prior arts perform poorly on speaker-independent multi-talker speech separation.

The solution proposed in this work is illustrated in Figure 2. There are two key inventions in this novel model: permutation invariant training (PIT) and segment-based decision making.

Comparing Figures 1 and 2 we can notice that in our new model the reference source streams are given as a set instead of an ordered list. In other words, the same training result is obtained, no matter in which order these sources are listed. This behavior is achieved with PIT highlighted inside the
In order to associate references to the output layers, we first compute the pairwise MSE between each reference $|X_s|$ and the estimated source $|\tilde{X}_s|$. We then determine the (total number of $S!$) possible assignments between the references and the estimated sources, and compute the total MSE for each assignment. The assignment with the least MSE is chosen and the model is optimized to reduce this least MSE. In other words we simultaneously conduct label assignment and error evaluation. With PIT, we optimize for the separation accuracy and choose whatever label assignment that can lead to lower separation error.

The main information used to determine the separation is the input of the network which is the mixed signal. Often, better results can be achieved by using as input $N$ successive frames (i.e., an input meta-frame) of features to the network for each shift of frame so that the contextual information can be exploited. However, exploiting contextual information in the input alone is not sufficient. Due to the correlation between the time-frequency bins, further improvement may be achieved if we estimate $M > 1$ frames of the separated speech for each meta-frame of input so that the assignment decision is made on a segment instead of one frame of reconstructed speech. Estimating multiple frames of the separated speech (i.e., an output meta-frame) also allows us to trace the same speaker during inference which we will describe in Section 4.

### 4 Speech separation and tracing

During inference, the only information available is the mixed speech. Speech separation can be directly carried out for each input meta-frame, for which an output meta-frame with $M$ frames of speech is estimated for each stream. The input meta-frame is then shifted by one (or more) frames. Since the output meta-frames have overlap, we can trace the speech by selecting the assignment that minimizes MSE on the overlapping frames. This simple speaker tracing algorithm mainly depends on the MSE between overlapping frames, we can improve the tracing accuracy by optimizing not only the reconstruction error as described in Section 5 but also the MSE between a subset (e.g., the center) of the overlapped frames, under the multi-task optimization framework.

Further tracing accuracy improvement can be achieved by mapping each estimated source into an embedding space and optimizing for the correlation between frames from the same source. For evaluation, we assume that reference signals $|X_1|$ and $|X_2|$ are available, from which we can estimate the assignment.

Once the relationship between the outputs and source streams are determined for each output meta-frame, the separated speech can be estimated, taking into account all meta-frames. The simplest approach is picking the center frame in each meta-frame that is corresponding to the same source, or directly concatenating the output of the non-overlapping output meta-frames. Since the same frame is contained in $M$ meta-frames, another solution is to average over meta-frames, potentially weighted based on the distance of the corresponding frame to the center frame in each meta-frame.

### 5 Related work

There are only two prior arts that are closely related to our work. In Weng et al.’s work [28], the label ambiguity problem is alleviated by using instantaneous energy as the cue. This approach carries with three problems. First, in many cases instantaneous energy is not sufficient to separate sources and thus the system performs poorly for those cases. In our approach, however, the PIT algorithm automatically determines the best cues for separation for each mixture. Second, it is difficult to extend the instantaneous energy based approach to more than two sources. PIT, however, does not have this limitation. Third, because instantaneous energy changes frequently and there is no additional cues to determine the streams, a complicated non-scalable joint-decoder is used for speaker tracing. Using PIT, however, it’s possible to build tracing mechanisms directly into the model.

Another related work is the deep clustering algorithm by Hershey et al. [11], which estimates the likelihood that two time-frequency bins belong to the same speaker. A clustering algorithm (e.g., k-means) is then used to cluster the time-frequency bins into partitions, each of which represents a source. While other prior arts [14, 26, 29, 31] treat the mixed-speech separation as a multi-class regression problem, the approach in [11] considers it a partition (or segmentation) problem. This view carries the limitation that each time-frequency bin belongs to one and only one source, while in fact each bin is a mixture of multi-talker speech. Our approach sits between the approach in [11] and
other prior arts [14, 26, 29, 31] and treats the mixed-speech separation problem as a truly separation problem. While it is difficult to incorporate, for example, complex masks into the system in [11], it is straight-forward in our model. In addition, the approach in [11] requires a post-DNN clustering step which cannot be jointly trained easily. In our model, however, all components are jointly trained end-to-end.

6 Experimental results

We have evaluated our approach on a Danish corpus [18] which consists of approximately 560 speakers each speaking 312 utterances. The utterances are a mix of normal sentences, commands and sequences of numbers. The average utterance duration is approximately 5 seconds.

The training requires both the mixed speech and each mixing source. Following other works (e.g., [11]) in this space, the training data were mixed artificially in our experiments. There are various ways to mix data from different sources. Since for both humans and machines the most difficult setup is when the mixing sources have the same energy (i.e., 0 dB) [5, 28], our evaluation focused on this condition. When the mixing utterances have different lengths the shorter ones were padded with small noise. We used a 257-dimensional STFT magnitude spectrum as the target and input feature to the network.

Our model was implemented using the computational network toolkit (CNTK) [8]. In all our experiments we used simple feed-forward DNNs with three hidden layers each with 1024 units, instead of more powerful CNNs [1, 17] and LSTMs. We show that even with this simple model, our approach can already perform surprisingly well, indicating the effectiveness of the proposed solution.

6.1 Training behavior

![Figure 3: MSE over epochs on the training and validation set with conventional training and PIT.](image)

In Figure 3 we plotted the training progress as measured by the MSE on the training and validation set with conventional training and PIT. From the figure we can see clearly that training goes nowhere with the conventional approach no matter how we adjust hyper-parameters due to the label permutation problem discussed in [11, 28]. In contrast, training converges quickly to very small MSE for both two- and three-talker mixed speech when PIT is used.
We further evaluated PIT on its potential to improve the signal-to-distortion ratio (SDR) [24], a metric widely used to evaluate speech enhancement performance, on a two-talker mixed-speech dataset. The dataset was constructed by randomly selecting a set of 45 male and 45 female speakers from the Danish corpus, and then allocating 232, 40, and 40 utterances from each speaker to generate mixed speech in the training, validation and closed-condition (CC) (seen speaker) test set, respectively. 40 utterances from each of another 45 male and 45 female speakers were randomly selected to construct the open-condition (OC) (unseen speaker) test set. To mix the speech for each set, we simply draw, at random, two utterances, from two different speakers and mix them. In this way we get same-gender (SG) and opposite-gender (OG) mixtures with 50/50 chance. We constructed 10k and 1k mixtures in total in the training and validation set, respectively, and 1k mixtures for each of the CC and OC test sets. Finally, an 1k mixture test set was constructed using 45 male and 45 female speakers, each with 140 utterances, from the si_tr_s part of the Wall Street Journal (WSJ0) [9] English corpus. This test set is used to evaluate the performance of the system on an unseen language.

In Table 1 we summarized the SDR improvement in dB from different separation configurations for same-gender (SG) and opposite-gender (OG) two-talker mixed speech in closed condition (CC), open condition (OC) and open language (WSJ0) datasets. In these experiments each frame was reconstructed by averaging over all output meta-frames that contain the same frame. Similar to [11] we have used the true mixing sources to determine the correct assignment during evaluation.

From the table we can make several observations. First, better SDR improvement can be achieved by estimating less output frames. However, we achieve better results on five frames over one and three frames. Since using five output frames has the additional benefit of providing additional information for reconstruction it is the preferred configuration. Second, an input window of 31 frames seems to be sufficient to achieve best results for the simple DNN used in the experiments. Third, The performance is almost always better when separating opposite-gender than same-gender mixed-speech and the difference increases as the output window size increases. Fourth, the system performs better on the closed condition than the open condition. However, the gap is so small that the difference may be ignored. Last, although the system has never seen English speech, it can improve SDR by over 9dB in the best condition. This best improvement is better than that reported in [11] which was trained on English data, used more powerful BLSTMs, and evaluated on simpler setups with SNRs across 0-10 dB. These results generally indicate that the system can learn some complicated time-frequency bin grouping cues automatically and can perform robustly across speakers and languages.

### Table 1: SDR improvements in dB from different separation configurations for same-gender (SG) and opposite-gender (OG) two-talker mixed speech in closed condition (CC), open condition (OC) and open language (WSJ0) datasets. The average of SG-CC and OG-CC as well as SG-OC and OG-OC are given by Avg. CC and Avg. OC, respectively.

| Method | Input/Output window | SG CC | OG CC | Avg. CC | SG OC | OG OC | Avg. OC | WSJ0 OC |
|--------|---------------------|-------|-------|---------|-------|-------|---------|---------|
| PIT    | 101\1  | 13.1  | 13.7  | 13.4   | 13.0  | 13.5  | 13.2   | 8.64    |
| PIT    | 101\3  | 13.2  | 13.8  | 13.5   | 13.1  | 13.5  | 13.3   | 8.65    |
| PIT    | 101\31 | 9.45  | 12.1  | 10.8   | 9.20  | 11.6  | 10.4   | 5.75    |
| PIT    | 101\51 | 8.26  | 11.6  | 9.95   | 8.01  | 11.0  | 9.52   | 5.03    |
| PIT    | 101\101| 7.29  | 10.7  | 9.00   | 7.01  | 10.2  | 8.61   | 4.29    |
| PIT    | 61\1   | 13.4  | 14.1  | 13.7   | 13.3  | 13.8  | 13.5   | 9.10    |
| PIT    | 61\3   | 13.6  | 14.3  | 14.0   | 13.5  | 14.0  | 13.8   | 9.12    |
| PIT    | 61\31  | 9.70  | 12.5  | 11.1   | 9.43  | 12.0  | 10.7   | 6.05    |
| PIT    | 61\61  | 8.00  | 11.7  | 9.87   | 7.75  | 11.1  | 9.44   | 5.17    |
| PIT    | 31\1   | 13.2  | 13.9  | 13.6   | 13.2  | 13.6  | 13.4   | 9.12    |
| PIT    | 31\3   | 13.6  | 14.3  | 14.0   | 13.6  | 14.0  | 13.8   | 9.24    |
| PIT    | 31\5   | 13.7  | 14.5  | 14.1   | 13.6  | 14.1  | 13.9   | 9.29    |
| PIT    | 31\7   | 13.5  | 14.4  | 14.0   | 13.4  | 14.1  | 13.8   | 9.03    |
| PIT    | 31\15  | 12.0  | 13.4  | 12.7   | 11.7  | 13.0  | 12.4   | 7.55    |
| PIT    | 31\31  | 9.69  | 12.5  | 11.1   | 9.46  | 12.0  | 10.7   | 6.18    |
In this paper, we have described a novel permutation invariant training technique for speaker-independent multi-talker speech separation. To the best of our knowledge this is the first successful work that employs the separation view of the task, instead of the multi-class regression or segmentation view that are used in prior arts but with intrinsic limitations. This is a big step toward solving the important cocktail-party problem in a real-world setup, where the set of speakers are unknown during the training time.

Our experiments on the equal-energy setup of two-talker mixed speech separation tasks indicate that PIT trained models generalize well to unseen speakers and languages. The key insight and idea in this work can be applied to many tasks where symmetry is a property.

The purpose of this paper is to describe the key and novel technique that enables training for the separation of multi-talker speech. The overall system can be improved in many ways. For example, we can use deep CNNs/LSTMs to increase the modeling power and add more training data to improve generalization. In addition, since the acoustic cues learned by the model is speaker and language independent, it’s possible for us to train a universal speech separation model using speech in various languages and noise under different conditions. For real-world deployment, more powerful speaker tracing algorithms need to be developed esp. for long utterances.

Although we reported our experiments on monaural speech separation, the same technique can be deployed in the multi-channel setup and combined with techniques such as beam-forming. In fact, since beam-forming and PIT separate speech with different information, they complement with each other. Further more, in the multi-channel setup, the training data for PIT can be automatically generated since each microphone gets the mixed speech, and the mixture sources can be estimated using beam-forming techniques.
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