Hearing the shape of a quantum boundary condition
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We study the isospectrality problem for a free quantum particle confined in a ring with a junction, analyzing all the self-adjoint realizations of the corresponding Hamiltonian in terms of a boundary condition at the junction. In particular, by characterizing the energy spectrum in terms of a spectral function, we classify the self-adjoint realizations in two classes, identifying all the families of isospectral Hamiltonians. These two classes turn out to be discerned by the action of parity (i.e. space reflection), which plays a central role in our discussion.

Keywords: quantum boundary conditions; self-adjoint extensions; isospectrality; parity symmetry; unitary group.

PACS numbers: 03.65.-w, 03.65.Db

1. Introduction

In a famous paper of 1966, enticingly entitled “Can one hear the shape of a drum?”, Mark Kac described an interesting inverse spectral problem involving bounded regions of the plane.\textsuperscript{1} As it is well known, in any bounded region $\Omega \subset \mathbb{R}^2$ the Laplacian with Dirichlet boundary conditions has a discrete spectrum, say $\{\lambda_n\}_{n\in\mathbb{N}}$, which can in principle always be determined by solving the eigenvalue equation

\[ -\Delta u_n(x,y) = \lambda_n u_n(x,y) , \quad u_n(x,y)|_{\partial\Omega} = 0 , \]

assuming that $\Omega$ and its boundary $\partial\Omega$ are sufficiently regular. This setting emerges as an idealized model of a drum, described as a two-dimensional vibrating membrane $\Omega$ whose boundary $\partial\Omega$ is kept fixed by a frame, so that the eigenvalues $\lambda_n$ represent
Fig. 1. A pair of isospectral polygons, constructed with seven half-square tiles differently arranged (the dotted lines are a guide for the eye), see Ref. 4 for details.

its normal frequencies. The inverse spectral problem introduced by Kac is thus the following: can we uniquely determine the region $\Omega$ just by knowing the corresponding Laplace eigenvalues $\{\lambda_n\}_{n \in \mathbb{N}}$? Or, conversely, can we construct two isospectral and non-isometric regions $\Omega_1$ and $\Omega_2$, i.e. having different shapes but the same spectrum?

Remarkably, even after more than fifty years, this problem has been only partially solved.\textsuperscript{2,3} A first negative answer has been given in 1992 by C. Gordon \textit{et al.},\textsuperscript{4} who constructed an isospectral pair of two-dimensional polygons, depicted in Fig. 1. In the case of two-dimensional domains with a smooth boundary, a positive result can be recovered by requiring some additional symmetries, see e.g. the work of S. Zelditch,\textsuperscript{5} but the general problem is still unsolved. Besides, many related questions (which may generally fall under the umbrella of “isospectrality”) are still open and object of research. Here we briefly mention some interesting topics, involving the isospectrality problem for regions with a fractal boundary,\textsuperscript{6} relativistic billiards,\textsuperscript{7} graphs,\textsuperscript{8,9} photonic systems,\textsuperscript{10} and also the experimental construction of some isospectral regions.\textsuperscript{11,12}

In this Article we will study an analogous problem, determining which boundary conditions, associated with a free quantum particle in a ring with a junction, have the same energy eigenvalues. In other words we fix the shape of the “drum” (which will be a one-dimensional ring) and we ask whether it is possible to distinguish different quantum boundary conditions just by the energy spectrum of the particle.

Apart from being the simplest nontrivial mathematical model to perform our analysis, the one-dimensional problem can be implemented in a superconducting quantum interference device (SQUID), a superconducting ring where different boundary conditions can be obtained by a flux-loop tunable junction.\textsuperscript{13–15}

From a physical perspective the inverse spectral problem might have applications in quantum metrology with SQUIDs,\textsuperscript{16} atoms in cavities,\textsuperscript{17} and ions and atoms in magnetic traps.\textsuperscript{18}

We remark that, although the physical configuration is fixed, the topology of the quantum system is not, being determined by the boundary conditions: while non-local boundary conditions effectively describe a particle in a ring, local conditions
model instead a particle confined in a segment (i.e. a one-dimensional box), see e.g. Refs. 19–24 for further details.

The paper is organized as follows. In Sec. 2 we introduce the system and the related Hamiltonian, describing all the allowed boundary conditions which ensure the self-adjointness of the Hamiltonian. Then in Sec. 3 we characterize the spectrum of the Hamiltonian in terms of the roots of a certain function. In Sec. 4, finally, after discussing the dependence of the spectrum on the boundary conditions, and interpreting the result by analyzing the behavior of the system under a parity transformation, we determine the geometric structure of the space of quantum boundary conditions and its relation with the space of Hamiltonians.

2. Quantum boundary conditions on a ring

We are interested in a free quantum particle in a ring with a junction. This system, which is essentially one-dimensional, is described by the kinetic-energy operator

$$H = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2}$$  \hspace{1cm} (2)

acting on the Hilbert space $L^2(-\ell/2, \ell/2)$, where $\ell$ denotes the length of the ring and $m$ is the mass of the particle. Equation (2) describes the action of $H$ in the ring away from the junction. In order to generate a well-defined dynamics, the Hamiltonian $H$ should be equipped with suitable boundary conditions, which specify the behavior of the particle at the junction. In quantum mechanics the possible behavior at the boundary, encoded in the domain $\mathcal{D}(H)$ of $H$, cannot be arbitrary, but is constrained by a basic principle: $H$ must be self-adjoint, i.e. $\mathcal{D}(H) = \mathcal{D}(H^\dagger)$ and $H = H^\dagger$. Indeed, self-adjointness is a necessary and sufficient condition for the operator to have a purely real spectrum and to generate a unitary dynamics.

Different domains correspond to different behavior of the particle at the junction and thus give rise to different dynamics. All the self-adjoint realizations of the kinetic energy $H$ are known to be in one-to-one correspondence with the set of $2 \times 2$ unitary matrices $U \in U(2)$. Each of these realizations, which we henceforth denote by $H_U$, is defined on the domain

$$\mathcal{D}(H_U) = \{ \psi \in \mathcal{H}^2(-\ell/2, \ell/2) : (I - U)\Psi = i(1 + U)\Psi' \} ,$$  \hspace{1cm} (3)

where $\mathcal{H}^2(-\ell/2, \ell/2)$ denotes the space of wave functions with square-integrable first and second derivative (second Sobolev space) on $[-\ell/2, \ell/2]$, $I$ is the $2 \times 2$ identity matrix, and

$$\Psi = \begin{pmatrix} \psi(-\ell/2) \\ \psi(\ell/2) \end{pmatrix} , \hspace{1cm} \Psi' = \ell_0 \begin{pmatrix} -\psi'(-\ell/2) \\ \psi'(\ell/2) \end{pmatrix} ,$$  \hspace{1cm} (4)

are the boundary values, with $\ell_0$ an arbitrary scale length which we take as $\ell_0 = \ell$ for convenience. In other words, to each unitary matrix $U$ there corresponds the quantum boundary condition

$$(I - U)\Psi = i(1 + U)\Psi' , \hspace{1cm} U \in U(2) ,$$  \hspace{1cm} (5)
which in turn prescribes a linear relation between the vectors of boundary data $\Psi$ and $\Psi'$.

In the following we are interested in the relationship between the spectrum $\sigma(H_U)$ of the Hamiltonian $H_U$ and its corresponding quantum boundary condition $U$. Before moving on, let us spend a few words on the parametrization of the unitary group $U(2)$, as it will be crucial to determine the geometry of the boundary conditions.

### 2.1. Parametrization of the unitary group

The unitary group $U(2)$ splits over $SU(2)$ as $U(2) = SU(2) \rtimes U(1)$, by the map

\[
SU(2) \times U(1) \rightarrow U(2), \quad (M, e^{i\eta}) \mapsto M \begin{pmatrix} e^{i\eta} & 0 \\ 0 & 1 \end{pmatrix},
\]

which usefully captures the group structure of $U(2)$. In the following, however, we are more interested in the manifold structure of this Lie group. For our purposes it will be thus more convenient to use a parametrization via the map

\[
SU(2) \times U(1) \rightarrow U(2), \quad (M, e^{i\eta}) \mapsto e^{i\eta}M.
\]

This map represents a double covering of $U(2)$, since both $(M, e^{i\eta})$ and $(-M, -e^{i\eta})$ are mapped to the same element $e^{i\eta}M$, and this means that $U(2)$ is given topologically by the quotient $(SU(2) \times U(1))/\mathbb{Z}_2$, see Appendix A for further details. In any case, the relevant point here is that by restricting the angle $\eta$ to the interval $[0, \pi]$, we get a one-to-one parametrization of $U(2)$.

For what concerns the parametrization of the $SU(2)$ part, a generic element $M \in SU(2)$ can be represented by the matrix

\[
M = \begin{pmatrix} a & b^* \\ -b & a^* \end{pmatrix}, \quad |a|^2 + |b|^2 = 1,
\]

the constraint on the complex numbers $a$ and $b$ implying that $\det(M) = 1$. Equivalently, we can express $M$ in terms of four real parameters $m_0$ and $\mathbf{m} = (m_1, m_2, m_3)$ subjected to the $S^3$ constraint $m_0^2 + |\mathbf{m}|^2 = 1$, that is:

\[
M = m_0 \mathbf{1} + i \mathbf{m} \cdot \mathbf{\sigma} = \begin{pmatrix} m_0 + i m_3 & m_2 + i m_1 \\ -m_2 + i m_1 & m_0 - i m_3 \end{pmatrix},
\]

where $\mathbf{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$ is the vector of the Pauli matrices. In the following we will need the following quantities in terms of the covering map (7):

\[
det(U) = e^{i2\eta}, \quad \text{tr}(U) = 2e^{i\eta}m_0, \quad \text{and} \quad \text{tr}(U \sigma_x) = 2ie^{i\eta}m_1.
\]

### 3. Spectrum via a spectral function

In this section we characterize the energy spectrum $\sigma(H_U)$ in terms of a suitable function. Let us introduce the notation

\[
\Psi_{\pm} = \Psi \pm i \Psi' = \begin{pmatrix} \psi(-\ell/2) \mp i\ell \psi'(-\ell/2) \\ \psi(\ell/2) \pm i\ell \psi'(-\ell/2) \end{pmatrix},
\]

\[
\bar{\Psi}_{\ell/2} = \begin{pmatrix} \psi(-\ell/2) \\ \psi(\ell/2) \end{pmatrix}, \quad \Psi_{\ell/2} = \begin{pmatrix} \psi(\ell/2) \\ \psi(-\ell/2) \end{pmatrix}, \quad \bar{\Psi}_0 = \begin{pmatrix} \psi(\ell/2) \\ -i\ell \psi'(-\ell/2) \end{pmatrix}, \quad \Psi_0 = \begin{pmatrix} \psi(\ell/2) \\ i\ell \psi'(-\ell/2) \end{pmatrix},
\]

\[
\Psi'_{\ell} = \begin{pmatrix} \psi'(-\ell/2) \\ \psi'(-\ell/2) \end{pmatrix}, \quad \Psi'_0 = \begin{pmatrix} \psi'(-\ell/2) \\ i\ell \psi(-\ell/2) \end{pmatrix}, \quad \bar{\Psi}'_{\ell/2} = \begin{pmatrix} \psi'(-\ell/2) \\ \psi'(-\ell/2) \end{pmatrix}, \quad \Psi'_{\ell/2} = \begin{pmatrix} \psi'(-\ell/2) \\ -i\ell \psi'(-\ell/2) \end{pmatrix},
\]

\[
\bar{\Psi}'_0 = \begin{pmatrix} \psi'(-\ell/2) \\ i\ell \psi'(-\ell/2) \end{pmatrix}, \quad \Psi'_0 = \begin{pmatrix} \psi'(-\ell/2) \\ -i\ell \psi'(-\ell/2) \end{pmatrix}.
\]
so that Eq. (5) can be compactly written as $\Psi_- = U\Psi_+$. The eigenvalue equation $(H_U - E)\psi(x) = 0$, namely
\[ \psi''(x) + \epsilon\psi(x) = 0, \quad \epsilon \equiv 2mE/\hbar^2 \in \mathbb{R}, \quad (12) \]
has a general solution of the form
\[ \psi(x; \epsilon) = c_1\psi_1(x; \epsilon) + c_2\psi_2(x; \epsilon), \quad (13) \]
where $c_1, c_2 \in \mathbb{C}$. Observe that $\epsilon$ can be either positive or negative. Inserting this solution in the expression for $\Psi_\pm$ we get
\[ \Psi_\pm = A_\pm(\epsilon) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}, \quad (14) \]
where
\[ A_\pm(\epsilon) = \begin{pmatrix} \psi_1\left(-\frac{\ell^2}{2}; \epsilon\right) \mp i\ell\psi'_1\left(-\frac{\ell^2}{2}; \epsilon\right) & \psi_2\left(-\frac{\ell^2}{2}; \epsilon\right) \mp i\ell\psi'_2\left(-\frac{\ell^2}{2}; \epsilon\right) \\ \psi_1\left(+\frac{\ell^2}{2}; \epsilon\right) \pm i\ell\psi'_1\left(+\frac{\ell^2}{2}; \epsilon\right) & \psi_2\left(+\frac{\ell^2}{2}; \epsilon\right) \pm i\ell\psi'_2\left(+\frac{\ell^2}{2}; \epsilon\right) \end{pmatrix}. \quad (15) \]
Thus we obtain that, for nontrivial $\Psi_\pm$,
\[ \Psi_- = U\Psi_+ \quad \Leftrightarrow \quad F_U(\epsilon) \equiv \text{det}[B(\epsilon) - U] = 0, \quad (16) \]
where
\[ B(\epsilon) \equiv A_-(\epsilon)A_+^{-1}(\epsilon). \quad (17) \]
The function $F_U(\epsilon)$ is called the spectral function of the system, and characterizes the spectrum of $H_U$ in terms of its roots:
\[ \sigma(H_U) = \{ E \in \mathbb{R} : F_U(2mE/\hbar^2) = 0 \} = \frac{\hbar^2}{2m} \ker(F_U). \quad (18) \]
We can manipulate the expression of $F_U(\epsilon)$ by making use of the relation
\[ \text{det}(M - N) = \text{det}(M) + \text{det}(N) + \text{tr}(MN) - \text{tr}(M)\text{tr}(N), \quad (19) \]
which is generally true for any pair of $2 \times 2$ matrices, obtaining that
\[ F_U(\epsilon) = \text{det}(B(\epsilon)) + \text{det}(U) + \text{tr}(B(\epsilon)U) - \text{tr}(B(\epsilon))\text{tr}(U). \quad (20) \]
Before computing the explicit expression of $F_U(\epsilon)$, some remarks are in order. To obtain the equivalence (16), and in particular to define $B(\epsilon)$, the matrix $A_+(\epsilon)$ has to be invertible: in the following we will explicitly show that this is indeed the case. Besides, one may be tempted to define a different spectral function
\[ \tilde{F}_U(\epsilon) \equiv \text{det}[A_-(\epsilon) - UA_+(\epsilon)]. \quad (21) \]
Since $\ker(\tilde{F}_U) = \ker(F_U)$, for our purposes the two functions are indeed equivalent. As it turns out however, $\tilde{F}_U(\epsilon)$ presents some subtleties regarding the point $\epsilon = 0$, namely the fact that $\tilde{F}_U(0) \neq \lim_{\epsilon \to 0} \tilde{F}_U(\epsilon)$. Instead, $F_U(\epsilon)$ is continuous for all $\epsilon \in \mathbb{R}$. 


3.1. Solution of the eigenvalue equation

To find the general solution (13), and thus to obtain the explicit expression of $B(\epsilon)$, it is convenient to distinguish the solutions with zero energy (i.e., the zero modes) from the others.

3.1.1. Zero modes

When $\epsilon = 0$ the eigenfunctions read

$$\psi(x; 0) = c_1 + c_2 x / \ell, \quad (22)$$

from which we get

$$A_\pm(0) = \begin{pmatrix} 1 + i/2 & \pm i \\ 1 - i/2 & \mp i \end{pmatrix}, \quad B(0) = \frac{1}{1 + 2i} \begin{pmatrix} 1 & 2i \\ 2i & 1 \end{pmatrix}. \quad (23)$$

3.1.2. Solutions with nonzero energy

When $\epsilon \neq 0$ the solution takes the form

$$\psi(x; \epsilon) = c_1 e^{ikx} + c_2 e^{-ikx}, \quad (\epsilon \neq 0), \quad (24)$$

where

$$k = k(\epsilon) = \begin{cases} \sqrt{\epsilon}, & \epsilon \geq 0, \\ i\sqrt{|\epsilon|}, & \epsilon < 0, \end{cases} \quad (25)$$

is the wave number. By a straightforward calculation we get that

$$A_\pm(\epsilon) = \begin{pmatrix} (1 \pm \epsilon \ell) e^{ik\ell / 2} & (1 \mp \epsilon \ell) e^{-ik\ell / 2} \\ (1 \mp \epsilon \ell) e^{-ik\ell / 2} & (1 \pm \epsilon \ell) e^{ik\ell / 2} \end{pmatrix} \quad (26)$$

and that

$$B(\epsilon) = \frac{2i}{\det[A_-^{-1}(\epsilon)]} \begin{pmatrix} [1 - (\epsilon \ell)^2] \sin(\ell \ell) & 2i \epsilon k \ell \\ 2i \epsilon k \ell & [1 - (\epsilon \ell)^2] \sin(\ell \ell) \end{pmatrix} \quad (27)$$

where $\frac{1}{2i} \det[A_-^{-1}(\epsilon)] = [1 + (\epsilon \ell)^2] \sin(\ell \ell) + 2i \epsilon k \ell \cos(\ell \ell)$. Remarkably, although the matrices

$$\lim_{\epsilon \to 0} A_\pm(\epsilon) = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \quad (28)$$

are not invertible and different from $A_\pm(0)$ (which are instead invertible), the limit matrix

$$\lim_{\epsilon \to 0} B(\epsilon) = \frac{1}{1 + 2i} \begin{pmatrix} 1 & 2i \\ 2i & 1 \end{pmatrix} = A_-^{-1}(0) A_+(0) = B(0) \quad (29)$$

is well-defined. This means that, unlikely $A_\pm(\epsilon)$, the matrix valued function $B(\epsilon)$ is continuous at $\epsilon = 0$. As we already observed, this is exactly the unwanted feature affecting the alternative spectral function $\tilde{F}_U(\epsilon)$ in Eq. (21).
3.2. Spectral function

By gathering the previous results, we obtain the expression

\[ B(\epsilon) = a(\epsilon) I + b(\epsilon) \sigma_x , \]  

(30)

defined for all \( \epsilon \in \mathbb{R} \) (eventually by a limit when \( \epsilon = 0 \)), where

\[ a(\epsilon) = \frac{1 - (k\ell)^2}{1 + (k\ell)^2} \sin(k\ell) + 2ik\ell \cos(k\ell) \xrightarrow{\epsilon \to 0} \frac{1}{1 + 2i} , \]  

(31)

\[ b(\epsilon) = \frac{2ik\ell}{1 + (k\ell)^2} \sin(k\ell) + 2ik\ell \cos(k\ell) \xrightarrow{\epsilon \to 0} \frac{2i}{1 + 2i} , \]  

(32)

and \( k = k(\epsilon) \) is given in (25). Since \( \text{tr}(B(\epsilon)) = 2a(\epsilon) \) and \( \det(B(\epsilon)) = a^2(\epsilon) - b^2(\epsilon) \equiv c(\epsilon) \), with

\[ c(\epsilon) = \frac{1 + (k\ell)^2}{1 + (k\ell)^2} \sin(k\ell) - 2ik\ell \cos(k\ell) \xrightarrow{\epsilon \to 0} \frac{1 - 2i}{1 + 2i} , \]  

(33)

by using Eq. (20) we finally obtain the explicit expression of the spectral function

\[ F_\Upsilon(\epsilon) = \det(U) - a(\epsilon) \text{tr}(U) + b(\epsilon) \text{tr}(U\sigma_x) + c(\epsilon) \]  

(34)

\[ = e^{2i\eta} - 2e^{i\eta}m_0a(\epsilon) + 2ie^{i\eta}m_1b(\epsilon) + c(\epsilon) , \]  

(35)

where in the second line we have used Eq. (10).

Before proceeding with our analysis, two comments are in order. Notice that the system admits zero modes if and only if \( F_\Upsilon(0) = 0 \), which in our parametrization (9) of \( U \in U(2) \) gives the condition

\[ \cos(\eta) - 2\sin(\eta) = m_0 + 2m_1 , \]  

(36)

see also Ref. 28 for a related result. In particular, when \( m_0^2 + m_1^2 = 1 \) so that \( m_0 = \cos(\theta) \) and \( m_1 = \sin(\theta) \) for a \( \theta \in [0, 2\pi] \), the above condition can be rewritten as

\[ \cos(\eta + \eta_0) = \cos(\theta - \eta_0) , \quad \eta_0 \equiv \arctan(2) , \]  

(37)

thus admitting the two solutions \( \theta_1(\eta) = \eta + 2\eta_0 \) and \( \theta_2(\eta) = -\eta \), whose only intersection occurs at the point \( \eta = -\eta_0 \).

Moreover, notice that the full information about \( \sigma(H_\Upsilon) \) is embedded in a single continuous function, that is \( F_\Upsilon(\epsilon) \). However, the alternative discontinuous spectral function \( \tilde{F}_U(\epsilon) \) given in Eq. (21) has usually a simpler expression for \( \epsilon \neq 0 \). 25,27,28

4. Symmetries and geometry of the spectral space

The spectral function \( F_\Upsilon(\epsilon) \) given in Eq. (35), and consequently the energy spectrum \( \sigma(H_\Upsilon) \), depends only on three of the four independent real parameters parametrizing the unitary \( U \in U(2) \), namely on \( \eta, m_0 \) and \( m_1 \), but not on \( m_2 \) or \( m_3 \) (recall that, since \( m_0^2 + m_1^2 = 1 \), once \( m_0 \) and \( m_1 \) have been fixed only one parameter between \( m_2 \) and \( m_3 \) is actually independent). This result was obtained in Refs. 27,28. Besides,
a similar result was obtained in Ref. 29 for a particle in a segment with Dirichlet boundary conditions and a point interaction at the middle point.

In the remaining part of this paper, we will better understand the symmetries of the energy spectrum by analyzing the action of the parity operator (and of the U(1) group it generates) on the Hamiltonians $H_U$, and we will also clarify the geometric structure of the space of the quantum boundary conditions.

### 4.1. Action of the parity transformation

The fact that $\sigma(H_U)$ is independent of $m_2$ (or $m_3$) is a consequence of a symmetry of the spectral function: for any $\delta \in \mathbb{R}$ we have that

$$F_U(\epsilon) = F_{U_\delta}(\epsilon),$$

where

$$U_\delta \equiv e^{i\delta \sigma_x} U e^{-i\delta \sigma_x}.$$  \hspace{1cm} (39)

One can easily verify that the above $U(2)$ transformation $U \mapsto U_\delta$ is indeed the most general one which simultaneously preserves the values of $\text{det}(U)$, $\text{tr}(U)$ and $\text{tr}(U \sigma_x)$ appearing in the expression (34) of the spectral function.

Moreover, observe that this symmetry, which can be regarded as a symmetry of the boundary, is ultimately due to a symmetry of the bulk associated with the one-parameter unitary group

$$\mathcal{P}_\delta \equiv e^{i\delta P} = \cos(\delta) I + i \sin(\delta) P,$$ \hspace{1cm} (40)

generated by the parity operator

$$P : \psi(x) \mapsto \psi(-x)$$ \hspace{1cm} (41)

on $L^2(-\ell/2, \ell/2)$. For each $\delta \in \mathbb{R}$ the action of $\mathcal{P}_\delta$ leaves formally invariant the Hamiltonian (2), that is the Laplacian, but changes its domain according to

$$\mathcal{P}_\delta H_U \mathcal{P}_\delta^\dagger = H_{U_\delta},$$ \hspace{1cm} (42)

with $U_\delta$ given by Eq. (39).

We thus conclude that $\mathcal{P}_\delta$, although strictly speaking is not a symmetry of $H_U$ (as in general $[\mathcal{P}_\delta, H_U] \neq 0$), establishes the unitary equivalence of two \textit{generally distinct} self-adjoint realizations of the same operator. The unitary $\mathcal{P}_\delta$ connects two different physical situations, corresponding to two distinct interactions of the particle with the boundary, and thus to two different quantum dynamics.

As a consequence, for each $\delta \in \mathbb{R}$ we get the following \textit{isospectral relation}:

$$\sigma(H_U) = \sigma(H_{e^{i\delta \sigma_x} U e^{-i\delta \sigma_x}}).$$ \hspace{1cm} (43)

Thus, the corresponding relation associated with the generator $P$ which was already observed in similar settings, \cite{29–31} namely

$$P H_U P^\dagger = H_{\sigma_x U \sigma_x},$$ \hspace{1cm} (44)
constitutes only the particular case $\delta = \pi/2$ of our Eq. (42). On the other hand, from the relation $[\mathcal{P}_\delta, H_U] = i \sin(\delta) [P, H_U]$ we obtain that $P$ is a symmetry of $H_U$, in the sense that $[P, H_U] = 0$, if and only if $\mathcal{P}_\delta$ is a symmetry of $H_U$ for any non-trivial $\delta \neq 0$.

Moreover, we stress that $P$ is not a symmetry of $H_U$ for all $U \in U(2)$. From a mathematical point of view this is due to the fact that the commutator $[P, H_U]$ actually depends on the domain of $H_U$, that is on the boundary conditions. From a physical point of view we may equivalently argue that imposing a suitable boundary condition can possibly induce a spontaneous symmetry breaking, see e.g. Refs. 25,32 for a discussion.

In any case, the relation (42) can be used to determine the full family of self-adjoint Hamiltonians which are actually symmetric under $P_\delta$ (or, equivalently, under $P$). By solving Eq. (39) for $U = U_\delta$, we find that such operators belong to the $(U(1) \times U(1))/\mathbb{Z}_2$ subgroup of $U(2)$ described by the family of matrices

$$U(\eta, \theta) \equiv e^{i(\eta + \theta \sigma_x)} = e^{i\eta} \begin{pmatrix} \cos(\theta) & i \sin(\theta) \\ i \sin(\theta) & \cos(\theta) \end{pmatrix}, \quad \eta \in [0, \pi[, \quad \theta \in [0, 2\pi[. \quad (45)$$

They form the unitary group of the Abelian C*-algebra generated by $\sigma_x$. In terms of the parametrization (7)–(9), $U(\eta, \theta)$ is obtained by setting $m_0 = \cos(\theta)$, $m_1 = \sin(\theta)$ and $m_2 = m_3 = 0$.

### 4.2. A twist in the spectral space

Let us consider the space of distinct spectra, that is the set

$$\Sigma \equiv \{\sigma(H_U) : U \in U(2)\}, \quad (46)$$

where, according to Eqs. (39) and (42), the unitary matrices $U$ and $U_\delta$ correspond to the same element $\sigma(H_U) = \sigma(H_{U_\delta})$ of $\Sigma$ for any $\delta \in \mathbb{R}$. From our previous discussion it follows that the spectral space $\Sigma$ can be parametrized by $\eta$, $m_0$ and $m_1$.

Therefore, seen as a manifold, $\Sigma$ has the same structure of $D \times (S^1/\mathbb{Z}_2)$, which is a solid torus twisted by an angle $\pi$. Here, $D = \{(m_0, m_1) : m_0^2 + m_1^2 \leq 1\}$ is the closed unit disk, whereas $S^1/\mathbb{Z}_2$, parametrized by the phase $\eta \in [0, \pi[$, represents a circle with antipodal points identified, see the construction depicted in Fig. 2 (a). The twist is due to the fact that, in order to identify the endpoints $\eta = 0$ and $\eta = \pi$, the phase factor $e^{i\pi} = -1 \in U(1)$ has to be absorbed in the SU(2) part of $U = (M, e^{in})$ by sending $M \mapsto -M$, that is by sending $(m_0, m_1) \mapsto (-m_0, -m_1)$, see Fig. 2 (b).

We remark that although a twisted torus is topologically indistinguishable from a non-twisted one, $S^1/\mathbb{Z}_2$ being indeed homeomorphic to $S^1$, a function defined on the torus is generally modified by the twist. The action of the twist, as well as its necessity, is highlighted in Fig. 3, where the twisted torus is compared with the non-twisted one and also with the “doubled” torus $\tilde{\Sigma} \cong D \times S^1$. 

Fig. 2. (a) The circle \( S^1 = \{ e^{i\eta} : \eta \in [0, 2\pi] \} \) can be constructed by imposing the equivalence relation \( \eta \sim \eta + 2\pi \) on the real line \( \mathbb{R} \), namely \( S^1 = \mathbb{R}/(2\pi \mathbb{Z}) \). Further imposing \( \eta \sim \eta + \pi \) corresponds to identifying its antipodal points by acting with \( \mathbb{Z}_2 \), obtaining thus another circle with half the radius. Note that on \( S^1 \) another \( \mathbb{Z}_2 \)-action can be given, by identifying \( \eta \sim -\eta \), and this results in the orbifold segment \([0, \pi]\), see e.g. Ref. 33. (b) The spectral space \( \Sigma \sim = D \times (S^1/\mathbb{Z}_2) \) can be constructed by gluing the two bases of the solid cylinder \( D \times [0, \pi] \) after applying a global twist of angle \( \pi \), identifying thus the edge segments with the same number (one or two) of arrows.

Let us now consider the space of Hamiltonians \( \mathcal{M} \), in which two distinct self-adjoint realizations \( H_U \neq H_V \), for \( U \neq V \), always represent two distinct points. This space is given thus by the set

\[
\mathcal{M} = \{ H_U : U \in U(2) \} \cong U(2).
\]

While each point of the twisted torus \( \partial \Sigma \cong S^1 \times (S^1/\mathbb{Z}_2) \) corresponds to exactly one of the \( \mathcal{P} \)-symmetric Hamiltonians with quantum boundary conditions \( U(\eta, \theta) \) of Eq. (45), each point of its interior \( \Sigma = \Sigma \setminus \partial \Sigma \) is instead associated with an isospectral family of Hamiltonians characterized by the relation (42), that is with an isospectral circle \( S^1 \) of self-adjoint realizations. We therefore obtain that

\[
\mathcal{M} \cong \partial \Sigma \cup (\Sigma \times S^1).
\]

4.2.1. Role of time reversal.

To conclude our analysis, we consider the role of the time reversal transformation

\[
T: \psi(x) \mapsto \psi^*(x)
\]
Hearing the shape of a quantum boundary condition

Fig. 3. From left to right: solid tori respectively obtained by gluing the two bases of $D \times [0, \pi]$; by gluing the two bases of $D \times [0, \pi]$ after a global twist of $\pi$; and by gluing the two bases of $D \times [0, 2\pi]$. In each plot the blue disk identifies the $\eta = 0$ section, whereas the red surface represent the (families of) self-adjoint realizations which admit zero-modes, see Eq. (36). The geometry of the spectral space $\Sigma$ is the middle one, whose representation is both continuous and one-to-one.

for $\psi \in L^2(-\ell/2, \ell/2)$, where $\psi^*(x)$ denotes the complex conjugate of $\psi(x)$. The action of the antiunitary operator $T$ on the Hamiltonian $H_U$ is given by

$$TH_U T^\dagger = H_U^\tau,$$

where $U^\dagger$ denotes the transpose of $U$. Since $U^\dagger$ can be obtained from $U$ simply by substituting $m_2$ with $-m_2$, we deduce that $T$ acts trivially on $\Sigma$: for each point $\sigma \in \Sigma$, represented e.g. by $\sigma = \sigma(H_U)$, we have that $\sigma(H_U) = \sigma(H_U^\tau)$. Moreover, since $U(\eta, \theta) = U^\dagger(\eta, \theta)$, the action of $T$ on $M$ is non-trivial only on the isospectral circle $S^1$, swapping each Hamiltonian having $m_2 \neq 0$ with the corresponding Hamiltonian having $m_2' = -m_2$.

5. Conclusions

We can now come back to our initial question, whose answer is complete, but only partially positive: we can indeed hear the shape of some boundary conditions. As we have shown, there is a family of boundary conditions (and thus of Hamiltonians $H_U$) such that each element is uniquely associated with the corresponding spectrum $\sigma(H_U)$. These boundary conditions are described by the matrices $U(\eta, \theta)$ defined in Eq. (45), they belong to the boundary of the spectral space $\Sigma$, and are associated with parity-symmetric self-adjoint realizations. Conversely, each spectrum $\sigma = \sigma(H_U)$ in the interior of $\Sigma$ is associated with a U(1)-family of isospectral boundary conditions, given by Eq. (39). The corresponding Hamiltonians, which are not symmetric under parity, are related by Eq. (43) and thus all “sound” the same.

Moreover, we found that the spectral space $\Sigma$ has a non-trivial topology, being a twisted solid torus. This result, that more generally extends also to the space of Hamiltonians $\mathcal{M}$, is ultimately due to the non simply-connectedness of the unitary group U(2) which parametrizes the quantum boundary conditions. In fact, an analogous “Möbius structure” has also been found in a different setting. Future study can thus be devoted to explore the implications of this non-trivial topology, which we expect to be associated with spectral holonomies and geometric phases.
a concrete physical implementation of our model with SQUIDs\cite{13-15} or with Bose Einstein condensates in circular optical traps\cite{35} would be of interest.

This work could further be expanded into different directions: by considering an analogous problem in higher-dimensional systems (which we expect to be a non-trivial task\cite{36,37}, as e.g. in a billiard,\cite{38} or by moving to more complex one-dimensional systems such as quantum graphs, or also by considering a relativistic setting described by the Dirac operator. In any case we believe that our results shed some light on the isospectrality problem of a “quantum drum” from a new point of view, which focuses on the boundary conditions rather than on the shape of the drum, and more generally contribute to the very active topic of boundary effects and their interplay with the bulk of a quantum system.\cite{39}
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\section*{Appendix A. Group extensions}
In this Appendix, for the sake of completeness, we briefly review some basic facts about group extensions,\cite{40} and describe two relevant extensions involving the unitary group U(2).\cite{41}

For a triple of groups \(N, E\) and \(G\), connected by the homomorphisms \(i: N \to E\) and \(\pi: E \to G\), the sequence
\begin{equation}
1 \to N \xrightarrow{i} E \xrightarrow{\pi} G \to 1,
\end{equation}
is said to be a short exact sequence as long as \(i\) is injective, \(\pi\) is surjective and \(i(N) = \ker(\pi)\), where \(\ker(\pi) = \{g \in E : \pi(g) = e_G\}\) and \(e_G\) is the identity element of \(G\). In this case, one can show that \(i(N)\) is a normal subgroup of \(E\) and that \(E/i(N) \cong G\), i.e. that \(E\) is a group extension of \(G\) by \(N\).

If moreover there exists a section, that is a homomorphism \(s: G \to E\) satisfying \(\pi \circ s = \text{id}_G\), the extension \(E\) is called split and one can prove that it corresponds to the semidirect product \(E = N \rtimes_\phi G\), where for each \(g \in G\) the homomorphism \(\phi_g: N \to N\) is given by
\begin{equation}
\phi_g(n) = i^{-1}(s(g)i(n)s(g^{-1})).
\end{equation}
We recall that the composition law of \(N \rtimes_\phi G\) is given by \((n, g)(n', g') = (n\phi_g(n'), gg')\). In particular, if \(\phi_g = \text{id}_N\) for each \(g \in G\), the split extension is trivial, and \(N \rtimes_\phi G\) is just the direct product \(N \times G\).

\subsection*{Appendix A.1. The unitary group U(2)}
There exist two interesting exact sequences involving U(2). The first one is
\begin{equation}
1 \to \text{SU}(2) \xrightarrow{i} \text{U}(2) \xrightarrow{\pi} \text{U}(1) \to 1,
\end{equation}
with \( i \) the canonical injection and \( \pi = \det \). Since the map
\[
s : U(1) \to U(2), \quad s(e^{i\eta}) = \begin{pmatrix} e^{i\eta} & 0 \\ 0 & 1 \end{pmatrix},
\]
is a section (it is a homomorphism and \( \pi \circ s = \text{id}_{U(1)} \)), we conclude that
\[
U(2) = SU(2) \rtimes \varphi U(1), \quad \phi_{e^{i\eta}} : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & e^{i\eta}b \\ e^{-i\eta}c & d \end{pmatrix},
\]
Using this construction, a generic \( U(2) \) element \( U = (M, e^{i\eta}) \) can thus be represented by the matrix product of \( M \in SU(2) \) and of the section \( s(e^{i\eta}) \):
\[
U = Ms(e^{i\eta}) = M \begin{pmatrix} e^{i\eta} & 0 \\ 0 & 1 \end{pmatrix}.
\]
The second exact short sequence is given instead by
\[
1 \to \mathbb{Z}_2 \overset{i}{\to} SU(2) \times U(1) \overset{\pi}{\to} U(2) \to 1,
\]
where now \( i : \pm 1 \mapsto (\pm I, \pm 1) \) and \( \pi : (M, e^{i\eta}) \mapsto e^{i\eta}M \). Also in this case we can find a section, namely
\[
s : U(2) \to SU(2) \times U(1), \quad s : U \mapsto (\det(U)^{-\frac{1}{2}}U, \det(U)^{\frac{1}{2}}),
\]
however the split extension turns out to be trivial, since \( \phi_U = \text{id}_{\mathbb{Z}_2} \) for each \( U \in U(2) \) (another way to see this, after observing that \( i(\mathbb{Z}_2) \) is a subgroup of the center \( Z(SU(2) \times U(1)) = \mathbb{Z}_2 \times U(1) \), is by recalling that each central extension which is split is also trivial). We can thus conclude that \( SU(2) \times U(1) \) is a double cover of \( U(2) \), in the sense that
\[
SU(2) \times U(1) = \mathbb{Z}_2 \times U(2),
\]
or equivalently that
\[
U(2) = (SU(2) \times U(1))/\mathbb{Z}_2.
\]
More concretely, by this second construction we can represent each \( U \in U(2) \) by the projection \( \pi((M, e^{i\eta})) \), that is by
\[
U = e^{i\eta}M,
\]
as long as we identify \((M, e^{i\eta})\) with \((-M, -e^{i\eta}) = (-M, e^{i(\eta+\pi)})\). As discussed in the main text, this identification gives rise to the twist of the spectral space.
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