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Abstract

Bayesian response adaptive clinical trials are currently evaluating experimental therapies for several diseases. Adaptive decisions, such as pre-planned variations of the randomization probabilities, attempt to accelerate the development of new treatments. The design of response adaptive trials, in most cases, requires time consuming simulation studies to describe operating characteristics, such as type I/II error rates, across plausible scenarios. We investigate large sample approximations of pivotal operating characteristics in Bayesian Uncertainty directed trial Designs (BUDs). A BUD trial utilizes an explicit metric $u$ to quantify the information accrued during the study on parameters of interest, for example the treatment effects. The randomization probabilities vary during time to minimize the uncertainty summary $u$ at completion of the study.

We provide an asymptotic analysis (i) of the allocation of patients to treatment arms and (ii) of the randomization probabilities. For BUDs with outcome distributions belonging to the natural exponential family with quadratic variance function, we illustrate the asymptotic normality of the number of patients assigned to each arm and
of the randomization probabilities. We use these results to approximate relevant operating characteristics such as the power of the BUD. We evaluate the accuracy of the approximations through simulations under several scenarios for binary, time-to-event and continuous outcome models.
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1 Introduction

Randomized clinical trials (RCTs) are essential to demonstrate the efficacy of novel experimental therapies [14]. The landscape of clinical studies has changed during the last decades, with an increasing number of trials that utilize adaptive designs, in some cases to evaluate several experimental treatments in biomarker-defined subpopulations [3, 33]. Adaptive designs are attractive to reduce the duration of the study and to allocate efficiently limited resources [8]. Most adaptive designs use data generated during the clinical trial for interim decisions [8], for example to vary the randomization probabilities during the study [3, 9, 33, 38] or to discontinue the evaluation of an experimental treatment [33]. In multi-arm studies adaptive randomization algorithms unbalance the randomization probabilities, in most cases, towards the most promising treatments. This can increase power compared to balanced randomization, and it can reduce the overall sample size necessary to test experimental treatments [35]. Adaptive randomization procedures have been developed for several designs, including multi-arm studies [9, 12], platform and basket studies [3, 33, 38].

The decision theoretic paradigm has been used to develop trial designs [7, 10, 16]. The study aims and costs are represented by a utility function $u(\cdot)$ of the data $\Sigma$ generated during the trial and the study design $d$. Using a Bayesian joint model for patient profiles, outcomes and other key variables, candidate designs $d$ can be compared by computing their expected utility $E[u(\Sigma, d)]$. The optimal design maximizes $E[u(\Sigma, d)]$ among all candidate designs. Several approximations of the described optimization have been proposed. For example, [34] discussed Bayesian Uncertainty directed trial Designs (BUDs), a class of approximate decision theoretic designs. The utility function $u$ in BUDs coincides with an information metric. In different words, the goal is to minimize uncertainty at completion of the study. BUDs for dose-finding and basket trials have been discussed in [17] and [31]. Previous work, related to BUDs, proposed information-based sampling schemes [11, 28, 30].

There is a rich literature on large sample analyses of adaptive designs. For instance, [1, 36] studied the behavior of sequential urn schemes. See also [2, 19, 29, 37] for a recent
summary on large sample results for urn schemes. The limiting behavior of adaptive biased coin designs have been investigated, among others, by [18, 21] and [22]. Relevant work connecting stochastic approximation with response-adaptive clinical trials include [4] and [25].

In this manuscript we focus on the asymptotic characteristics of BUDs. The design of adaptive clinical trials requires the estimation of pivotal operating characteristics, such as type I and II error rates and the distribution of patients randomized to each treatment arm. In most cases these estimates are based on time consuming Monte Carlo simulations, conducted for different candidate designs and varying key parameters, including sample sizes, enrollment rates, and outcome distributions. Approximations of the operating characteristics, beyond simulations, using asymptotic results, are crucial to compare designs across plausible scenarios.

The need for computationally efficient approximations of design-specific operating characteristics motivates our study. We show the almost sure convergence and asymptotic normality of the relative allocation of patients to treatment arms in BUDs. We first derive analytic results assuming that the treatment-specific outcome distributions belong to natural exponential family [15], and later relax this assumption. In our analysis, we represent BUD randomization procedures as stochastic approximations (SAs). We study the ordinary differential equations associated with the resulting SAs and the stability of the stationary points, following the framework developed in [5] and using results of [24, 25]. We illustrate through examples the accuracy of the asymptotic approximations by comparing asymptotic and Monte-Carlo estimates of operating characteristics of BUDs. Our asymptotic results allow investigators to quickly approximate the distribution of the number of patients that will be assigned to each arm and the power of BUDs.
We consider a clinical study that assigns $n$ patients sequentially to $K$ arms. We use $A_t \in \mathcal{A} = \{0, \cdots, K-1\}$ to indicate the assignment of individual $t = 1, \cdots, n$ to treatment arm $A_t$ and $Y_t \in \mathbb{R}$ is the response of individual $t$. We summarize the accumulated data up to enrollment $t$ by $\Sigma_t = \{(A_\ell, Y_\ell) ; \ell \leq t\}$.

The BUD is defined by first specifying a Bayesian model. Outcomes are conditionally independent $Y_t \sim f_\theta(Y_t|A_t)$ and $\theta \sim \pi(\theta)$ indicates the prior for the unknown parameter $\theta$. The function $u(\cdot)$ translates the posterior distribution $\pi(\theta|\Sigma_t)$ into utilities, and we use it to quantify the information $u(\Sigma_t)$ generated by the experiment up to stage $t$. Large values of $u(\Sigma_t)$ correspond to low uncertainty levels. The utility $u(\cdot)$ in a BUD is a convex functional of the posterior distribution of $\theta$, for example $u(\Sigma_t) = -\text{Var}(\theta|\Sigma_t)$. By Jensen’s inequality, the information, on average, increases with each enrollment,

$$\Delta_t(a) := E[u(\Sigma_{t+1})|A_{t+1} = a, \Sigma_t] - u(\Sigma_t) \geq 0,$$

for every $a \in \mathcal{A}$. The myopic and non randomized policy $A_{t+1} = \arg \max_{a \in \mathcal{A}} \Delta_t(a)$, which is often inappropriate for clinical experiments [9], is relaxed in BUDs by a randomized version, with randomization probabilities

$$p_{t,a} := p(A_{t+1} = a | \Sigma_t) \propto \Delta_t(a)^h,$$

where $h \geq 0$ is a tuning parameter. The randomization probabilities coincide with the myopic policy when $h \to \infty$, while with $h = 0$ the randomization probabilities become identical across arms.
2.1 Outcome distributions within the natural exponential family

We will focus on outcome distributions \( f_\theta \) in the natural exponential family (NEF) [6],

\[
f_\theta(y | A_t = a) = f_{\psi_a}(y) \propto \exp\{y\psi_a - b(\psi_a)\},
\]

where \( \psi_a \in \mathbb{R} \) is the canonical parameter and \( b(\cdot) \) is the cumulant transform. We indicate the mean with \( \theta_a = E[\psi | Y_t | A_t = a] = b'(\psi_a) \) and we use the equivalent parametrization \( f_{\psi_a} \) and \( f_{\theta_a} \) interchangeably. We use independent conjugate prior distributions [15] for \( \psi_a \),

\[
\pi(\psi_a | n_{0,a}, y_{0,a}) \propto \exp\{n_{0,a}\tilde{y}_{0,a}\psi_a - n_{0,a}b(\psi_a)\},
\]

with hyper-parameters \( n_{0,a} > 0 \) and \( \tilde{y}_{0,a} \in \mathbb{R} \). The posterior distribution for \( \psi = (\psi_0, \ldots, \psi_{K-1}) \) is \( \pi(\psi | \Sigma_t) = \prod_{a=0}^{K-1} \pi(\psi_a | \Sigma_t) \), where \( \pi(\psi_a | \Sigma_t) \) has the same form as (4) with updated parameters \( n_{t,a} = n_{0,a} + t\hat{p}_{t,a} \) and \( \tilde{y}_{t,a} = (n_{0,a}\tilde{y}_{0,a} + \sum_{s=1}^{t} Y_s(1(A_s = a))/n_{t,a}. \)

Here \( \hat{p}_{t,a} \) is the proportion of patients assigned to treatment \( a \) by time \( t \) and \( 1(A_s = a) = 1 \) if patient \( s \) received treatment \( a \) and zero otherwise. Let \( \sigma_a^2 = \int y^2 f_{\psi_a}(y)dy - (\int y f_{\psi_a}(y)dy)^2 \).

We consider

\[
u(\Sigma_t) = - \sum_{a=0}^{K-1} \text{Var}(\theta_a | \Sigma_t),
\]

and the expected information increment is

\[
\Delta_t(a) = \text{Var}(\theta_a | \Sigma_t) - E[\text{Var}(\theta_a | \Sigma_{t+1}) | A_{t+1} = a, \Sigma_t].
\]

We recall a useful result from the literature on conjugate Bayesian models [6, 15], \( \tilde{y}_{t,a} = E(\theta_a | \Sigma_t) \). Since \( A_{t+1} \) and \( \theta_a \) are conditionally independent, given \( \Sigma_t \), the information gain
equals

$$\Delta_t(a) = \text{Var}(E(\theta_a \mid \Sigma_{t+1}) \mid A_{t+1} = a, \Sigma_t)$$

$$= \text{Var} \left( \frac{n_{0,a} + \bar{y}_{0,a} + \sum_{s=1}^{t+1} Y_s 1(A_s = a)}{n_{0,a} + \tau \hat{p}_{t,a} + 1} \mid A_{t+1} = a, \Sigma_t \right)$$

$$= \text{Var} \left( \frac{Y_{t+1}}{n_{0,a} + \tau \hat{p}_{t,a} + 1} \mid A_{t+1} = a, \Sigma_t \right),$$

where the first equality follows from the law of total variance. We can therefore write

$$\Delta_t(a) = \frac{\sigma_{t,a}^2}{(n_{0,a} + \tau \hat{p}_{t,a} + 1)^2},$$

where $\sigma_{t,a}^2 = \text{Var}(Y_{t+1} \mid A_{t+1} = a, \Sigma_t)$.

3 Asymptotic properties

We discuss asymptotic properties of BUDs with sum of the (negative) posterior variances of $\theta_a, a = 0, \ldots, K - 1$, as information measure $u(\Sigma_t)$. In [34] a criterion is given for the allocation proportions to have a limit. Based on this result, we first prove convergence of allocation proportions and randomization probabilities under the assumption that the outcome distributions belong to the natural exponential family. We then investigate the rate of convergence of these quantities in the case $K = 2$.

**Proposition 1.** Consider a two arm BUD, $K = 2$, with outcome distribution belonging to the NEF (3), conjugates prior (4) and information metric $u(\Sigma_t)$ in (5). Then, as $t \to \infty$,

(i) the allocation of patients to treatments $a = 0, 1$ converges almost surely (a.s.),

$$\hat{p}_{t,a} \rightarrow \rho_a := \frac{\sigma_{2h}^2}{\sigma_0^{2h+1} + \sigma_1^{2h+1}} \ a.s. \ as \ t \to \infty \quad (7)$$

(ii) the randomization probability converges a.s. to the same limit,

$$p_{t,a} \rightarrow \rho_a \ a.s. \ as \ t \to \infty. \quad (8)$$
The proofs of the proposition and of all subsequent results are included in the Supplementary material. The following corollary states the extension of Proposition 1 for multi-arm settings $K > 2$.

**Corollary 1.** Under the same assumptions of Proposition 1, if $K > 2$, then, as $t \to \infty$, the allocation of patients to treatments $(\hat{p}_{t,0}, \ldots, \hat{p}_{t,K-1})$ and the randomization probabilities $(p_{t,0}, \ldots, p_{t,K-1})$ converge a.s. to $(\rho_0, \ldots, \rho_{K-1})$, where for $a \in \{0, \ldots, K-1\}$

$$
\rho_a = \frac{\sigma_a^{2h+1}}{\sum_{i=0}^{K-1} \sigma_i^{2ih+1}}.
$$

(9)

We recall that the NEFs with quadratic variance function consist of all NEFs such that $
\sigma_a^2 = v_0 + v_1 \theta_a + v_2 \theta_a^2$
for some constants $v_0, v_1, v_2$. In different words, the variance is a polynomial function of order $\leq 2$ of the mean [26]. This class contains models, such as the normal, Poisson, gamma, negative binomial and binomial distributions. We refer to Morris [26, 27] for a detailed study of this class of distributions.

We derive the rate of convergence and show the asymptotic normality of the randomization probabilities $p_{t,a}$ and of the allocation proportions $\hat{p}_{t,a}$ in BUDs with utility $u(\Sigma_t) = -\sum_{a=0}^{K-1} \text{Var}(\theta_a | \Sigma_t)$ when $K$ equals 2 and the model $f_{\theta_a}$ belongs to the NEF with quadratic variance. Lemma 1 approximates, for $a \in \{0, 1\}$, the variables $\sigma_{t,a}$ and $\tilde{y}_{t+1,a}$ with functions of $(\tilde{y}_{t,a}, p_{t,1})$ and $(Y_{t+1}, A_{t+1})$. For $a = 0, 1$, we use the following notation:

$$
\Delta \sigma_{t,a}^2 = \text{Var}(Y_{t+2} | A_{t+2} = a, \Sigma_{t+1}) - \text{Var}(Y_{t+1} | A_{t+1} = a, \Sigma_t),
$$

$$
v(\tilde{y}_{t,a}) = (v_0 + v_1 \tilde{y}_{t,a} + v_2 \tilde{y}_{t,a}^2)^{\frac{h}{2}}, W_t = [p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}]', \text{ and } k_a(W_t) = \left[1 + \left(\frac{p_{t,a}}{p_{t,1-a}}\right) \frac{2h}{v(\tilde{y}_{t,1-a})} \frac{v(\tilde{y}_{t,a})}{v(\tilde{y}_{t,0})}\right].$$

We also write $X(t) = \mathcal{O}_P(t^{-\alpha})$, for $\alpha > 0$, if for all $\epsilon > 0$ there exist finite $T, M > 0$ such that $P(|X(t)| > Mt^{-\alpha}) < \epsilon$ for all $t > T$. 
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**Lemma 1.** If the outcome distributions $f_{\psi_{a}}, a = 0, 1,$ of the two-arm BUD belong to the NEF with quadratic variance function, then

(i) $\sigma_{t,a} = v(\bar{y}_{t,a}) + O_{P}(t^{-1})$

(ii) $\tilde{y}_{t+1,a} = \bar{y}_{t,a} + (Y_{t+1} - \bar{y}_{t,a})\frac{1(A_{t+1} = a)}{t}k_{a}(W_{t}) + O_{P}(t^{-2})$

(iii) $\Delta\sigma_{t,a}^{2} = (v_{1} + 2v_{2}\tilde{y}_{t,a})(Y_{t+1} - \bar{y}_{t,a})\frac{1(A_{t+1} = a)}{t}k_{a}(W_{t}) + O_{P}(t^{-2})$.

In spirit to the previous result, the next Lemma illustrates that $p_{t+1,1}$ can be approximated by a function of $W_{t}, Y_{t+1}, A_{t+1}$ with an $O_{P}(t^{-2})$ error term.

**Lemma 2.** Let the outcome distributions $f_{\psi_{a}}, a = 0, 1$ of the two-arm BUD belong to the NEF with quadratic variance function. For the randomization probabilities $p_{t,1}, t \geq 1$ it holds that

$$p_{t+1,1} = p_{t,1} + hp_{t,1}(1-p_{t,1})\left\{ \left[ \frac{(v_{1} + 2v_{2}\bar{y}_{t,1})(Y_{t+1} - \bar{y}_{t,1})}{v(\bar{y}_{t,1})^{2}} - 2 \right] \frac{A_{t+1}}{t}k_{1}(W_{t}) \right. \left. + \left[ 2 - \frac{(v_{1} + 2v_{2}\bar{y}_{t,0})(Y_{t+1} - \bar{y}_{t,0})}{v(\bar{y}_{t,0})^{2}} \right] \frac{(1-A_{t+1})}{t}k_{0}(W_{t}) \right\} + O_{P}(t^{-2}).$$

(10)

The two Lemmas above suggest how to approximate $\bar{y}_{t,1,a} - \bar{y}_{t,a}$ for $a \in \{0, 1\}$ and $p_{t+1,1} - p_{t,1}$. For $t \geq 1$, we define the random vector $\tilde{G}_{t+1} = [G_{t+1,1}, G_{t+1,1}, G_{t+1,0}]'$, whose components are approximations of $t(p_{t+1,1} - p_{t,1})$ and $t(\bar{y}_{t+1,a} - \bar{y}_{t,a})$, respectively, where

$$G_{t+1} := hp_{t,1}(1-p_{t,1})\left\{ \left[ \frac{(v_{1} + 2v_{2}\bar{y}_{t,1})(Y_{t+1} - \bar{y}_{t,1})}{v(\bar{y}_{t,1})^{2}} - 2 \right] A_{t+1}k_{1}(W_{t}) \right. \left. + \left[ 2 - \frac{(v_{1} + 2v_{2}\bar{y}_{t,0})(Y_{t+1} - \bar{y}_{t,0})}{v(\bar{y}_{t,0})^{2}} \right] (1-A_{t+1})k_{0}(W_{t}) \right\},$$

and $G_{t+1,a} := 1(A_{t+1} = a)(Y_{t+1} - \bar{y}_{t,a})k_{a}(W_{t})$ for $a = 0, 1$. By computing the conditional expectations $\tilde{g}(W_{t}) = -E_{\psi}(\tilde{G}_{t+1} \mid \Sigma_{t})$ we define the map $\tilde{g}(\cdot) = [g(\cdot), g_{1}(\cdot), g_{0}(\cdot)]'$, whose
components are
\[ g(W_t) := -2h \frac{v(\tilde{y}_t, 1)}{v(\tilde{y}_t, 0)} \left( 1 - p_{t,1} \right) \frac{2h + 1}{p_{t,1}^{1/2h}} k_1(W_t)^2 \left( \frac{1}{k_1(W_t)} - p_{t,1} \right) - h p_{t,1} (1 - p_{t,1}) \times \]
\[ \left[ p_{t,1} \frac{(v_1 + 2v_2 \tilde{y}_t, 1) (b'(\psi_1) - \tilde{y}_t, 1)}{v(\tilde{y}_t, 1)^2} k_1(W_t) - (1 - p_{t,1}) \frac{(v_1 + 2v_2 \tilde{y}_t, 0) (b'(\psi_0) - \tilde{y}_t, 0)}{v(\tilde{y}_t, 0)^2} k_0(W_t) \right], \]
\[ g_a(W_t) := -p_{t,a} (b'(\psi_a) - \tilde{y}_t,a) k_a(W_t) \quad \text{for} \quad a \in \{0, 1\}. \]

In Proposition 2 we rewrite \( t(W_{t+1} - W_t) \) as the sum of (i) a function of \( W_t \), (ii) a \( \Sigma_t \)-martingale-difference sequence \( \Delta \tilde{M}_{t+1} \) and (iii) a \( \Sigma_{t+1} \)-measurable sequence of remainder terms. In particular, \( \Delta \tilde{M}_{t+1} = [\Delta M_{t+1}, \Delta M_{t+1,1}, \Delta M_{t+1,0}]' \) is defined by \( \tilde{G}_{t+1} + \tilde{g}(W_t) \).

**Proposition 2.** Let the outcome distributions \( f_{\psi_a}, a = 0, 1, \) of the two-arm BUD, with information metric \( u(\Sigma_t) \) in (5), belong to the NEF with quadratic variance function. Then,
\[ W_{t+1} = W_t - \frac{1}{t} \tilde{g}(W_t) + \frac{1}{t} (\Delta \tilde{M}_{t+1} + \tilde{r}_{t+1}), \tag{11} \]
where the reminder terms \( \tilde{r}_{t+1} := [r_{t+1}, r_{t+1,1}, r_{t+1,0}] \) are three \( O_P(t^{-1}) \) sequences.

Using Proposition 2 we use the theory of stochastic approximation \([5, 24]\) to derive the asymptotic distribution of \( W_t \). Following the stochastic approximation framework, we consider equation (11) together with the ordinary differential equation (ODE)
\[ \frac{dW_t}{dt} = -\tilde{g}(W_t), \tag{12} \]
where \( t \in (0, +\infty) \) denotes continuous time. The ODE has arbitrary initial conditions. Note that if we ignore the residual term \( \tilde{r}_{t+1} \), the difference \( W_{t+1} - W_t \) in (11) is equal to \( -\frac{1}{t} \tilde{g}(W_t) \) plus a \( \Sigma_t \)-martingale-difference sequence. We describe the distribution of \( W_t \), for large \( t \), using on an asymptotic analysis of the ODE (12). By identifying the stationary point \([\rho_1, b'(\psi_1), b'(\psi_0)]\) of the ODE, assessing its stability, and using some regularity conditions
on $\Delta \tilde{M}_{t+1}$ and $\tilde{r}_{t+1}$, we prove a central limit type result for $W_t$. In particular, Theorem 1 indicates the asymptotic normality of the randomization probability $p_{t,1}$.

**Theorem 1.** Under the assumptions of Proposition 2, $t^{1/2}(p_{t,1} - \rho_1) \to \mathcal{N}(0, \frac{\Gamma}{1 + 4h})$, as $t \to +\infty$, where

$$
\Gamma = h^2 \rho_1^2 (1 - \rho_1)^2 \left[ \frac{(v_1 + 2v_2 b'(\psi_1))^2}{\rho_1 \sigma_1^2} + \frac{(v_1 + 2v_2 b'(\psi_0))^2}{(1 - \rho_1) \sigma_0^2} + \frac{4}{\rho_1} + \frac{4}{1 - \rho_1} \right].
$$

(13)

The following corollary verifies the asymptotic normality of the relative allocation $\hat{p}_{t,1}$ by applying the Delta method and Slutsky’s Theorem.

**Corollary 2.** Under the assumptions of Theorem 1, as $t \to +\infty$,

$$
t^{1/2}(\hat{p}_{t,1} - \rho_1) \to \mathcal{N}(0, \frac{\Gamma}{4h^2(1 + 4h)} + \rho_1 (1 - \rho_1)^2 (v_1 + 2v_2 b'(\psi_1))^2 + \frac{\rho_1^2 (1 - \rho_1)}{4\sigma_0^2} (v_1 + 2v_2 b'(\psi_0))^2).
$$

4 Applications and examples

We apply the results in the previous section to the design of clinical trials. We consider three common outcomes, binary, time to event and continuous outcomes.

**Binary outcomes.** For $Y_t \in \{0, 1\}$, we use the Bernoulli model $f_{\psi_a}(1) = 1 - f_{\psi_a}(0) = \theta_a$, $\theta_a = 1/(1 + e^{-\psi_a})$, and conjugated prior $\theta_a \sim \text{Beta}(\alpha, \beta)$. The outcome variance $\sigma_a^2$ in expression (7) is $\theta_a(1 - \theta_a)$, and the parameters of the quadratic variance function in (13) are $v_1 = 1$ and $v_2 = -1$. Therefore, $t^{1/2}(\hat{p}_{t,1} - \rho_1)$ converges in distribution to a mean zero Gaussian variable with variance

$$
\frac{\rho_1^2 (1 - \rho_1)^2}{4} \left[ \frac{(1 - 2\theta_1)^2}{\rho_1 \sigma_1^2} + \frac{(1 - 2\theta_0)^2}{(1 - \rho_1) \sigma_0^2} \right] \left( 1 + \frac{1}{1 + 4h} \right) + \frac{4}{\rho_1 (1 + 4h)} + \frac{4}{(1 - \rho_1)(1 + 4h)}.
$$
The top panel of the second column of Figure 1 shows a trajectory \( \hat{p}_{t,1}, t = 1, \ldots, 10,000 \) for a single simulated two-arm BUD trial (black curve). The response probabilities \((\theta_0, \theta_1)\) are set equal to 0.2 and 0.4. We used \( \alpha = \beta = 2 \) and \( h = 5 \). The shaded area shows (point-wise at each \( t \)) upper and lower 2.5% quantiles of the distribution of \( \hat{p}_{t,1} \) across 1,000 simulations. The second row illustrates the distribution of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) across 1000 simulations of the two-arm BUD trial. The empirical distribution of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) has been smoothed with a kernel density estimator. The panel compares the \( \mathcal{N}(0, 0.097) \) density (asymptotic approximation) to the empirical distribution of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) across simulations, when \( t = 100, 1000 \) and \( 10,000 \). The last row compares the empirical distribution of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) to the \( \mathcal{N}(0, \frac{\Gamma}{1 + 4h}) \) density.

**Time-to-event outcomes.** We consider an exponential model

\[
f_{\psi_a}(y) = \exp\{-y\psi_a\}\psi_a, y \geq 0
\]

with mean \( \theta_0 = 1/\psi_a \), and we use the conjugated gamma prior \( \psi_a \sim \text{Gamma}(\alpha, \beta) \). The outcome variance \( \sigma_a^2 \) in expression (7) is \( 1/\psi_a^2 \), the parameters of the quadratic variance function in (13) are \((v_1, v_2) = (0, 1)\) and \( h = 5 \). Therefore, the asymptotic variance of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) is

\[
\rho_1^2(1 - \rho_1)^2 \left( \frac{1}{\rho_1} + \frac{1}{1 - \rho_1} \right) \left( \frac{2}{1 + 4h} + 1 \right).
\]

The third column of Figure 1 compares the asymptotic and empirical distributions of \( t^{1/2}(\hat{p}_{t,1} - \rho_1) \) and \( t^{1/2}(p_{t,1} - \rho_1) \), based on 1000 simulations of the BUD trial. In this example \((\theta_0, \theta_1) = (5, 7)\) and \((\alpha, \beta) = (3, 3)\).

**Continuous outcomes.** We consider a normal outcome model \( \mathcal{N}(\theta_a, \sigma_a^2) \) with known variance \( \sigma_a^2 \). We use a conjugated prior \( \theta_a \sim \mathcal{N}(0, v_{0,a}^2) \). In this case \( v_1 = v_2 = 0, h = 5 \), and

\[
t^{1/2}(\hat{p}_{t,1} - \rho_1) \longrightarrow_{t \to \infty} \mathcal{N}(0, \frac{\rho_1(1 - \rho_1)}{1 + 4h}).
\]

(14)

Column 1 of Figure 1 illustrates the empirical distribution of \( t^{1/2}(\hat{p}_{t,1} - \rho_1), t = 100, 1000 \)
Figure 1: The panels in the first row compare $\hat{p}_{t,1}$ with the limit $\rho_1$ (red line) in each of the three examples (binary, continuous and time to event outcomes). The other panels compare asymptotic and empirical distributions of randomization probabilities $p_{t,1}$ and allocation proportions $\hat{p}_{t,1}$. The empirical distributions in each of the three examples (binary, continuous and time to event outcomes) are based on 1000 simulations of the two-arm BUD trial.
Power analysis and sample size selection. We use the results in Section 3 to select the sample size of BUD studies accordingly to the targeted type I and II error rates. We approximate the power function of the BUD under fixed scenarios using Corollary 2.

We assume that the primary aim of the clinical trial is to test the one-sided null hypothesis \( H_0 : \theta_{0,1} = \theta_{0,0} \) against the alternative \( H_1 : \theta_{0,1} > \theta_{0,0} \). We verified (Supplementary material) that, under the sequential BUD design, the maximum-likelihood estimates (MLE) \( \hat{\theta}_{t,a} \) of the unknown true mean response \( \theta_{0,a} \) to treatment \( a = 0, 1 \) within the NEF of outcome models have the same limiting distribution as the MLE of a study design with fixed arm-specific sample sizes, i.e.

\[
t^{1/2} \begin{bmatrix} \hat{\theta}_{t,0} - \theta_{0,0} \\ \hat{\theta}_{t,1} - \theta_{0,1} \end{bmatrix} \xrightarrow{t \to \infty} \mathcal{N}(0, Diag(\eta_{0,0}, \eta_{0,1})),
\]

where \( \eta_{0,a} := (\rho_a I_{\theta_{0,a}})^{-1} \) and \( I_{\theta_{0,a}} \) is the Fisher information of \( f_{\theta_{0,a}} \).

We use a standard Wald-statistics, \( Z_a = \frac{\sqrt{t} \times (\hat{\theta}_{t,1} - \hat{\theta}_{t,0})}{\hat{\eta}_{t,a} + \hat{\eta}_{t,1}} \), where \( \hat{\eta}_{t,a} = 1/(\hat{\rho}_a \times \hat{I}_{\theta_{t,a}}) \), and the MLE \( \hat{\sigma}_a^2 \) for \( \hat{\rho}_a = \rho_a(\hat{\sigma}_a^2) \) in (7) to test \( H_0 \). The power function of the BUD design is approximated by \( \Phi\left(z_{1-\alpha} - \frac{\sqrt{t}(\theta_{0,1} - \theta_{0,0})}{\sqrt{\eta_{0,1} + \eta_{0,0}}} \right) \) where \( \Phi(\cdot) \) is the cumulative distribution function of a standard normal random distribution and \( \Phi(z_{1-\alpha}) = 1-\alpha \). Therefore \( t_{1-\alpha,1-\beta} = \frac{(z_{1-\alpha} - z_{1-\beta})^2(\eta_{0,0} + \eta_{0,1})}{(\theta_{0,1} - \theta_{0,0})^2} \) approximates the sample size of the BUD study to achieve a power equal to \( 1-\beta \) and type I error rate \( \alpha \).

Figure 2 compares, for three BUD designs (binary, time-to-event and continuous outcomes), power estimates based on asymptotic approximations (blue dotted lines) and on Monte Carlo simulations (1000 simulated trials, blue solid lines). The computational time for the simulation-based calculations is orders of magnitude larger than the normal approximation. We also show the empirical estimates of the type I error rates (brown solid lines) for the outlined asymptotic testing procedure with target type I error rate of \( \alpha = 0.05 \).
(brown dotted lines). For the normal outcome model, $\sigma^2_0 = 1, \sigma^2_1 = 3,$ and $\theta_0 = \theta_1 = 0$ (null scenario, brown lines) or $(\theta_1, \theta_2) = (0, 1)$ (positive treatment effect, blue lines). Similarly, for the Bernoulli and Exponential models the parameter values $\theta$ that defined null (brown lines) and alternative scenarios (blue lines) are indicated in the panels of Fig 2.

Figure 2: Power (blue lines) and type I error (red lines): comparison of estimates based on asymptotic approximations (dotted lines) and standard Monte Carlo simulations (1000 simulated trials, solid lines), for binary, continuous and time-to-event outcomes.

5 Convergence results beyond the NEF

We extend the almost sure convergence of the allocation proportion and randomization probability of a BUD (Proposition 1) to outcome distributions beyond the NEF. The following Lemma introduces approximations of the information increment (6) of BUDs with utility $u(\Sigma_t) = -\sum_{a=0}^1 \text{Var}(\theta_a|\Sigma_t)$, where $\theta_a$ is not required to be the mean of the outcomes as in Section 3. We use $X(t) = \alpha_P(a(t))$ to indicate that $X(t)/a(t)$ converges to zero in probability.

**Lemma 3.** Consider two-arm BUDs with information metric $u(\Sigma_t)$ in (5). The parameter
space $\Theta \subset \mathbb{R}$ is a bounded open interval, the parameter $\theta_{0,a}$ is an interior point of $\Theta$ for $a \in \{0, 1\}$ and the prior is the uniform distribution on $\Theta$. If (i) $\inf_{y,\theta_a} f_{\theta_a}(y) > 0$, (ii) $\sup_{y,\theta_a} f_{\theta_a}(y) < \infty$, and (iii) $\sup_{y,\theta_a} \left| \frac{\partial^k f_{\theta_a}(y)}{\partial \theta_a^k} \right| < \infty$ for $k = 1, 2, 3$, then

$$
\Delta_t(a) = I_{\theta_{0,a}}^{-1} \times (t_{\hat{p}_{t,a}})^{-2} + o_P((t_{\hat{p}_{t,a}})^{-2}).
$$

(16)

The following proposition states that, under the assumptions of Lemma 3, the asymptotic convergence (7) and (8) also hold outside the NEF.

**Proposition 3.** Under the assumptions of Lemma 3, it holds that

$$
\hat{p}_{t,a} \rightarrow \rho_a := \frac{I_{\theta_{0,a}}^{-\frac{h}{2k+1}}}{I_{\theta_{0,0}}^{-\frac{h}{2k+1}} + I_{\theta_{0,1}}^{-\frac{h}{2k+1}}} \text{ a.s. as } t \rightarrow \infty.
$$

(17)

and

$$
p_{t,a} \rightarrow \rho_a \text{ a.s. as } t \rightarrow \infty.
$$

(18)

for $a \in \{0, 1\}$.

Note that assumption (i) of Lemma 3 implies that the support of the outcome distribution $f_{\theta_a}$ is bounded. The regularity conditions of Lemma 3 can be modified, for example to cover settings where the outcome support is unbounded. A list of alternative assumptions is specified in the Supplementary material.

To illustrate the result we consider as an outcome model $f_{\theta_a}$ beyond the NEF the truncated Weibull model $f_{\theta_a}(y) = \frac{e^{-(ry)^{\theta_a}}(ry)^{\theta_a-1}r^{\theta_a}}{1-e^{-(t_0r)^{\theta_a}}}$, $y \in (0, t_0)$, with unknown shape parameter $\theta_a$ and known rate $r$ parameter. Panels A and B of Figure 3 show, similar to Figure 1, a trajectory of $p_{t,1}$ (Panel A) and $\hat{p}_{t,1}$ (Panel B) $t = 1, 2, \ldots, 6000$ for a single simulated two-arm BUD trial with $r = 1, \theta_0 = 1, \theta_1 = 1.5$ (black curve). The shaded area shows (point-wise at each $t$) upper and lower 2.5% quantiles of the empirical distribution of $p_{t,1}$ and $\hat{p}_{t,1}$ across 1,000 simulations. The blue lines indicate the means of $p_{t,1}$ and $\hat{p}_{t,1}$ across these simulations, while the red horizontal lines indicate their limit $\rho_a$.
Figure 3: Allocation proportions and randomization probabilities of a two-arm BUD design. The primary outcomes are modeled with a truncated Weibull distribution. The average allocation proportion and randomization probability across 1000 simulations (blue lines) are close to their limit ($t \to \infty$, red lines).
Discussion

Asymptotic analyses of Bayesian adaptive procedures simplify the design of clinical trials and reduce the need for time-consuming simulations to evaluate operating characteristics across potential trial scenarios. We derived asymptotic results for the randomization probabilities and the allocation proportions of BUDs using stochastic approximation techniques. BUD’s randomization procedure was expressed as a sequence of recursive equations which allowed the application of techniques from classical stochastic approximation theory. This allowed us to derive a central limit theorem for the relative allocation of patients to treatments and for the randomization probabilities. Potential applications of stochastic approximation theory in the analysis of trial designs have been previously discussed by [25]. In our work we showed that they allow to evaluate major operating characteristics of BUDs. We considered for example the variability of the allocation proportions during the trials and the power of the BUD design with a fixed sample size under a parameter \( \theta \) of interest. The stochastic approximation framework, as we showed in our examples, enables useful approximations of the patients’ assignment variability and other characteristics.
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Supplementary Material: “Approximating the Operating Characteristics of Bayesian Uncertainty Directed Trial Designs”

Proof. (Proposition 1) It is enough to prove (7) and (8) for \( a = 1 \). First, define

\[
F_t = -\hat{p}_{t,1} + \frac{\left( \frac{\sigma^2_t}{(t_0 + t_{\hat{p}_{t,1} + 1})^2} \right)^h}{\left( \frac{\sigma^2_t}{(t_0 + t_{\hat{p}_{t,1} + 1})^2} \right)^h + \left( \frac{\sigma^2_t}{(t_0 + t_{\hat{p}_{t,1} + 1})^2} \right)^h}
\]

and

\[
\tilde{F}_t = -\hat{p}_{t,1} + \frac{\hat{p}_{t,1}^{-2h} \sigma_1^{2h}}{\hat{p}_{t,0}^{-2h} \sigma_0^{2h} + \hat{p}_{t,1}^{-2h} \sigma_1^{2h}}.
\]

As a function of \( \hat{p}_{t,1} \), \( \tilde{F}_t \) is strictly decreasing. The unique root of \( \tilde{F}_t = 0 \) is

\[
\rho_1 := \frac{\sigma_1^{2h/(2h+1)}}{\sigma_0^{2h/(2h+1)} + \sigma_1^{2h/(2h+1)}} \tag{19}
\]

Now, we show that \( F_t - \tilde{F}_t \) converges to zero a.s. as \( t \to \infty \). The proof is based on the following elementary facts:

a If \( a_n, b_n, a'_n \) and \( b'_n \) are sequences of positive numbers, then

\[
\left| \frac{a_n}{a_n + b_n} - \frac{a'_n}{a'_n + b'_n} \right| \leq \min \left( \left| \frac{a_n}{b_n} - \frac{a'_n}{b'_n} \right|, \left| \frac{b_n}{a_n} - \frac{b'_n}{a'_n} \right| \right)
\]

Indeed

\[
\left| \frac{a_n}{a_n + b_n} - \frac{a'_n}{a'_n + b'_n} \right| = \left| \frac{1}{1 + b_n/a_n} - \frac{1}{1 + b'_n/a'_n} \right| = \left| \frac{b'_n/a'_n - b_n/a_n}{(1 + b_n/a_n)(1 + b'_n/a'_n)} \right| \leq \left| \frac{b'_n/a'_n - b_n/a_n}{(1 + b_n/a_n)(1 + b'_n/a'_n)} \right|
\]
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and
\[ \left| \frac{a_n}{a_n + b_n} - \frac{a'_n}{a'_n + b'_n} \right| = \left| 1 - \frac{a_n}{a_n + b_n} - 1 + \frac{a'_n}{a'_n + b'_n} \right| = \left| \frac{b_n}{a_n + b_n} - \frac{b'_n}{a'_n + b'_n} \right| \]

b If \( a_n, b_n, a'_n \), and \( b'_n \) are bounded sequences of numbers such that \( a_n - a'_n \to 0 \) and \( b_n - b'_n \to 0 \), then \( a_n b_n - a'_n b'_n \to 0 \). Indeed,
\[ |a_n b_n - a'_n b'_n| \leq |a_n b_n - a'_n b_n + a'_n b_n - a'_n b'_n| \leq |b_n| |a_n - a'_n| + |a'_n| |b_n - b'_n| \]

c If \( a_n \) and \( a'_n \) are bounded sequences such that \( a_n - a'_n \to 0 \) and \( r \) is a positive real number, then \( a''_n - a''_n \to 0 \). The thesis is obvious if \( r = 1 \). If \( r > 1 \), and \( M \) is an upper bound for both sequences, then
\[ |a''_n - a''_n| \leq 2rM^{r-1} |a_n - a'_n| \]

If \( r < 1 \), then
\[ |a''_n - a''_n| \leq |a_n - a'_n| r \]

Let us now prove that \( F_t - \tilde{F}_t \to 0 \) a.s.

By (a),
\[ |F_t - \tilde{F}_t| \leq \min \left( \frac{\sigma_{t,0}^2((n_{0,1} + 1)/t + \hat{p}_{t,0})^{2h}}{\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h} - \sigma_{t,0}^2\hat{p}_{t,1}^2}, \frac{\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h}}{\sigma_{t,0}^2((n_{0,1} + 1)/t + \hat{p}_{t,1})^{2h} - \sigma_{t,0}^2\hat{p}_{t,1}^2} \right) \]

Hence
\[ |F_t - \tilde{F}_t| \leq \left. \frac{\sigma_{t,0}^2((n_{0,1} + 1)/t + \hat{p}_{t,1})^{2h}}{\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h} - \sigma_{t,0}^2\hat{p}_{t,1}^2} \right|_{(\hat{p}_{t,0} > 1/2)} + \left. \frac{\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h}}{\sigma_{t,0}^2((n_{0,1} + 1)/t + \hat{p}_{t,1})^{2h} - \sigma_{t,0}^2\hat{p}_{t,1}^2} \right|_{(\hat{p}_{t,0} \leq 1/2)} \]
\[ \leq \left. \frac{\sigma_{t,0}^2\sigma_{t,1}^2((n_{0,1} + 1)/t + \hat{p}_{t,1})^{2h}\hat{p}_{t,0}^2}{\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h}\hat{p}_{t,0}^2 - \sigma_{t,0}^2\hat{p}_{t,0}^2} \right|_{(\hat{p}_{t,1} \geq 1/2)} + \left. \frac{\sigma_{t,0}^2\sigma_{t,1}^2((n_{0,0} + 1)/t + \hat{p}_{t,1})^{2h}\hat{p}_{t,0}^2}{\sigma_{t,0}^2((n_{0,1} + 1)/t + \hat{p}_{t,1})^{2h}\hat{p}_{t,0}^2 - \sigma_{t,0}^2\hat{p}_{t,0}^2} \right|_{(\hat{p}_{t,1} \geq 1/2)} \]
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Thus,

$$|F_t - \tilde{F}_t| \leq \sigma_{t,1}^{2h} \sigma_1^{-2h} 2^{4h} \left| \sigma_{t,0}^{2h} \sigma_1^{2h} \left((n_{0,1} + 1)/t + \hat{p}_{t,1}\right)^{2h} \hat{p}_{t,1}^{2h} - \sigma_{t,0}^{2h} \sigma_1^{2h} \left((n_{0,0} + 1)/t + \hat{p}_{t,0}\right)^{2h} \hat{p}_{t,0}^{2h} \right| 1(\hat{p}_{t,0} > 1/2)$$

$$+ \sigma_{t,0}^{2h} \sigma_1^{-2h} 2^{4h} \left| \sigma_{t,1}^{2h} \sigma_0^{2h} \left((n_{0,0} + 1)/t + \hat{p}_{t,0}\right)^{2h} \hat{p}_{t,1}^{2h} - \sigma_{t,1}^{2h} \sigma_0^{2h} \left((n_{0,1} + 1)/t + \hat{p}_{t,1}\right)^{2h} \hat{p}_{t,0}^{2h} \right| 1(\hat{p}_{t,1} \geq 1/2)$$

By (c), for every $a = 0, 1$,

$$\left( \hat{p}_{t,a} + \frac{n_{0,a} + 1}{t} \right)^{2h} \sigma_{t,a}^{2h} \to 0$$

Now, if $\omega \in (A_t = 0 \ i.o.) \cap (A_t = 1 \ i.o.)$, then $\sigma_{t,0}^2 \to \sigma_0^2$ and $\sigma_{t,1}^2 \to \sigma_1^2$ as $t \to \infty$. By (b), $F_t - \tilde{F}_t \to 0$. On the other hand, if $\omega \in (A_t = 0 \ ult.)$, then for $t$ large enough, $\sigma_{t,1} \to \sigma_1$, $\sigma_{t,0} \to \sigma_{T,0}$ for a finite stopping time $T$, $\hat{p}_{t,1} \to 0$ and $\hat{p}_{t,0} \to 1$. Thus, $1(\hat{p}_{t,1} \geq 1/2) \to 0$. Therefore, $F_t - \tilde{F}_t \to 0$.

Similarly, if $\omega \in (A_t = 1 \ ult.)$, then $F_t - \tilde{F}_t \to 0$.

Now, let $c$ be such that $\tilde{F}_t < -2c$ if $\hat{p}_{t,1} > \rho_1 + \epsilon$ and $\tilde{F}_t > 2c$ if $\hat{p}_{t,1} < \rho_1 - \epsilon$. Since $F_t - \tilde{F}_t \to 0$, there exists a random time $T$ such that $|F_t - \tilde{F}_t| < c$ for all $t \geq T$. For every $t \geq T$, $F_t < -c$ if $\hat{p}_{t,1} > \rho_1 + \epsilon$ and $F_t > c$ if $\hat{p}_{t,1} < \rho_1 - \epsilon$. Based on basics of stochastic approximation, it follows that $\hat{p}_{t,1} \to \rho_1$ almost surely. Additionally, by definition of $p_{t,1}$, we have

$$p_{t,1} = \frac{1}{1 + \left( \frac{n_{0,1} + tp_{t,1} + 1}{n_{0,0} + t(1 - p_{t,1}) + 1} \right)^{2h} \sigma_{t,0}^{2h} \sigma_{t,1}^{2h} \hat{p}_{t,1}^{2h}} \tag{20}$$

Hence, applying continuous mapping theorem (Theorem 2.3 of [32]), we have

$$p_{t,1} \xrightarrow{t \to \infty} \rho_1 \ a.s.$$

\[\square\]

**Proof.** (Corollary 1) For any pair of arms $(a_1, a_2)$, the subsequence of samples assigned to these two arms is equivalent to a two arm BUD design. Therefore, Proposition 1 implies
that almost surely
\[
\frac{\hat{p}_{t,a_1}}{\hat{p}_{t,a_1} + \hat{p}_{t,a_2}} \to_{t \to \infty} \rho_{a_1,a_2} := \frac{\frac{2h}{\sigma_{a_1}^2 + 1}}{\frac{2h}{\sigma_{a_1}^2 + 1} + \frac{2h}{\sigma_{a_2}^2 + 1}}.
\]

Then, the allocation proportions \((\hat{p}_{t,0}, \ldots, \hat{p}_{t,K-1})\) converge to a limit \((\rho_0, \ldots, \rho_{K-1})\), which is the unique solution to

\[
\sum_{a=0}^{K-1} \rho_a = 1 \text{ and } \rho_{a_1,a_2} = \rho_{a_1,a_2}(\rho_{a_1} + \rho_{a_2}) \text{ for all } \{a_1, a_2\} \subset \{0, \ldots, K-1\}.
\]

The solution of the above linear system is given by

\[
\rho_a = \frac{\frac{2h}{\sigma_{a}^2 + 1}}{\sum_{i=0}^{K-1} \frac{2h}{\sigma_{i}^2 + 1} + 1} \text{ for } a \in \{0, \ldots, K-1\}
\]

(21)

Analogously, (21) defines the limit \((\rho_0, \ldots, \rho_{K-1})\) of the randomization probabilities of the BUD in the multi-arm setup. □
Proof. (Lemma 1) We will make use of the following properties of $O_P(\cdot)$:

\begin{align}
O_P(a)O_P(b) &= O_P(ab) \\
O_P(a) + O_P(a) &= O_P(a). \tag{22}
\end{align}

Moreover, we will invoke the following properties of the distributions in the natural exponential family (see [15]):

\begin{align}
E_{\psi_a}(Y_i) &= b'(\psi_a) \quad \forall i = 1, \ldots, t + 1 \\
\text{Var}_{\psi_a}(Y_i) &= b''(\psi_a) \quad \forall i = 1, \ldots, t + 1 \\
E(b'(\psi_a) | \Sigma_t) &= \bar{y}_{t,a}. \tag{23}
\end{align}

From the law of total variance and the characterization of the distributions in the natural exponential family with quadratic variance function, we have

\begin{align}
\sigma_{t,a}^2 &= E(\text{Var}_{\psi_a}(Y_{t+1}) | \Sigma_t) + \text{Var}(E_{\psi_a}(Y_{t+1}) | \Sigma_t) \\
&= E(v_0 + v_1b'(\psi_a) + v_2b'(\psi_a)^2 | \Sigma_t) + \text{Var}(b'(\psi_a) | \Sigma_t) \\
&= v_0 + v_1\bar{y}_{t,a} + (v_2 + 1)E(b'(\psi_a)^2 | \Sigma_t) - E(b'(\psi_a) | \Sigma_t)^2 \\
&= v_0 + v_1\bar{y}_{t,a} + (v_2 + 1)(E(b'(\psi_a)^2 | \Sigma_t) - E(b'(\psi_a) | \Sigma_t)^2) + v_2\bar{y}_{t,a}^2 \tag{24}
\end{align}

for $a \in \{0, 1\}$. Now, from Theorem 5.3 of Morris [27],

\begin{align}
E(b'(\psi_a)^2 | \Sigma_t) - E(b'(\psi_a) | \Sigma_t)^2 &= \frac{1}{n_0,a + t\hat{p}_{t,a}} \left( v_0 + v_1\bar{y}_{t,a} + v_2\bar{y}_{t,a}^2 \right) \tag{25}
\end{align}

and (24) becomes

\begin{align}
\sigma_{t,a}^2 &= v_0 + v_1\bar{y}_{t,a} + v_2\bar{y}_{t,a}^2 + O_P(t^{-1}). \tag{26}
\end{align}

(26) is a consequence of the convergence of $\hat{p}_{t,a}$, due to (7), and of the properties (22). By taking the square root of (26), (i) follows.
Also, by inverting (20), we obtain

\[
\hat{p}_{t,1} = \frac{1}{1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{\sigma_{t,0}}{\sigma_{t,1}}} + \frac{1}{t} \frac{(n_{0,0} + 1) \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{1}{\sigma_{t,1}} - (n_{0,1} + 1)}{1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\sigma_{t,1}}{\sigma_{t,0}}}
\]

\[
= \frac{1}{1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{\sigma_{t,0}}{\sigma_{t,1}}} + \mathcal{O}(t^{-1}).
\]

(27)

and, therefore,

\[
\hat{p}_{t,1}^{-1} = 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{\sigma_{t,0}} + \mathcal{O}(t^{-1}) .
\]

(28)

We have

\[
\tilde{y}_{t+1,1} = A_{t+1} \left( \tilde{y}_{t,1} + \frac{Y_{t+1} - \tilde{y}_{t,1}}{tp_{t,1} + 1} \right) + (1 - A_{t+1}) \tilde{y}_{t,1}
\]

\[
= \tilde{y}_{t,1} + A_{t+1} \frac{Y_{t+1} - \tilde{y}_{t,1}}{tp_{t,1}} + \mathcal{O}(t^{-2})
\]

(29)

\[
= \tilde{y}_{t,1} + A_{t+1} \frac{(Y_{t+1} - \tilde{y}_{t,1})}{t} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{\sigma_{t,1}} \right] + \mathcal{O}(t^{-2})
\]

(30)

\[
= \tilde{y}_{t,1} + A_{t+1} \frac{(Y_{t+1} - \tilde{y}_{t,1})}{t} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{\sigma_{t,1}} \frac{v(\tilde{y}_{t,0})}{v(\tilde{y}_{t,1})} \right] + \mathcal{O}(t^{-2}).
\]

(31)

Equation (30) is obtained by plugging (28) into (29), equation (31) is a consequence of (i). So, we can generalize to arm \(a \in \{0, 1\} \) as follows

\[
y_{t+1,a} = \tilde{y}_{t,a} + 1(A_{t+1} = a) \frac{(Y_{t+1} - \tilde{y}_{t,a})}{t} \left[ 1 + \left( \frac{p_{t,a}}{p_{t,1-a}} \right) \frac{1}{\sigma_{t,0}} \frac{v(\tilde{y}_{t,a})}{v(\tilde{y}_{t,1})} \right] + \mathcal{O}(t^{-2})
\]

(32)

and this proves (ii). Finally, by using (ii), we get

\[
\Delta \sigma_{t,1}^2 = v_0 + v_1 \tilde{y}_{t+1,1} + v_2 \tilde{y}_{t+1,1}^2 - (v_0 + v_1 \tilde{y}_{t,1} + v_2 \tilde{y}_{t,1}^2)
\]

\[
= (v_1 + 2v_2 \tilde{y}_{t,1}) A_{t+1} \frac{(Y_{t+1} - \tilde{y}_{t,1})}{t} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{\sigma_{t,0}} \frac{v(\tilde{y}_{t,0})}{v(\tilde{y}_{t,1})} \right] + \mathcal{O}(t^{-2})
\]

(33)
and, analogously,

$$\Delta \sigma_{t,0}^2 = (v_1 + 2v_2\tilde{y}_{t,0})(1 - A_{t+1})\frac{(Y_{t+1} - \tilde{y}_{t,0})}{t} \left[ 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{\frac{1}{2}} \frac{v(\tilde{y}_{t,1})}{v(\tilde{y}_{t,0})} \right] + O_P(t^{-2}). \quad (34)$$

This completes the proof of (iii).
Proof. (Lemma 2) Throughout this proof, we consider first-order approximations of \( p_{t+1} - p_t \). First, by definition of the randomization probabilities of the BUD in terms of the information increments, we have

\[
p_{t+1,1} - p_{t,1} = \left[ \frac{\sigma^2_{t+1,1}}{(n_{0,1} + (t+1)p_{t+1,1} + 1)^2} \right]^h - \left[ \frac{\sigma^2_{t+1,0}}{(n_{0,0} + (t+1)p_{t+1,0} + 1)^2} \right]^h + \left[ \frac{\sigma^2_{t,1}}{(n_{0,1} + t(1-p_{t,1}) + 1 - A_{t+1})} \right]^h - 1 + \frac{\sigma^2_{t+1,0}}{\sigma^2_{t+1,1}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}} \right)^{2h} \]  

(35)

\[
\frac{\sigma^2_{t,0}}{\sigma^2_{t,1}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} \left[ 1 + \frac{\sigma^2_{t+1,0}}{\sigma^2_{t+1,1}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}} \right)^{2h} \right] 
\]  

(36)

\[
\frac{\sigma^2_{t,0}}{\sigma^2_{t,1}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma^2_{t+1,0}}{\sigma^2_{t+1,1}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}} \right)^{2h} \]  

(37)

To obtain (37) we have noticed that the two factors of the denominator in the right-hand-side of (36) share the same asymptotic behavior. Thus, we have isolated the principal part of the denominator in (36) and we have identified a remainder term which appears as \( O_P(t^{-1}) \) since, due to Proposition 1, \( \hat{p}_{t,1} \) converges almost surely to a limit which is different from 0 and 1 and \( \sigma^2_{t,a} \) converges to a finite limit different from 0 almost surely for \( a \in \{0, 1\} \). Now, we split the right-hand-side of (37) into two parts, referring to the possible assignements of
treatment \((t+1)\) and using the fact that \(A_{t+1}\) takes value 1 when treatment \((t+1)\) is assigned to arm 1 and 0 otherwise. So, when the response \(Y_{t+1}\) comes from arm 1, \(\sigma_{t+1,0}^2 = \sigma_{t,0}^2\) and, instead, when the \((t+1)^{th}\) treatment is assigned to arm 0, \(\sigma_{t+1,1}^2 = \sigma_{t,1}^2\). We get

\[
p_{t+1,1} - p_{t,1} = \begin{cases} 
A_{t+1} & \left[ \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} \right] \\
+ (1 - A_{t+1}) & \left[ 1 + \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} \right] \end{cases}
\]

\(\sigma_{t,0}^{2h} = \sigma_{t,1}^{2h} = \sigma_0^{2h}\) and, \(\hat{p}_{t,1} = 0\) for \(t < T\). Thus, we replace the numerators of the two addenda in (38) with the right-hand-side of (39).

Second, we invoke the following result, stated as a separate Lemma, whose proof is given subsequently.

**Lemma 4 (Supplementary).** *Under the assumptions of Lemma 2, we have*

\[
A_{t+1} \left[ \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} \right] = A_{t+1} h \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left[ \frac{\Delta \sigma_{t,1}^2}{\sigma_{t,1}^2} - \frac{2}{t \hat{p}_{t,1}} \right] + O_P(t^{-2})
\]

\((39)\)

and

\[
(1 - A_{t+1}) \left[ \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}} \right)^{2h} \right] = (1 - A_{t+1}) \frac{\hat{p}_{t,1} \sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} h \left[ \frac{\Delta \sigma_{t,0}^2}{\sigma_{t,0}^2} + \frac{2}{t(1 - \hat{p}_{t,1})} \right] + O_P(t^{-2}).
\]

\((40)\)

Thus, we replace the numerators of the two addenda in (38) with the right-hand-side of
equations (39) and (40) and we write

\[ p_{t+1,1} - p_{t,1} = \frac{h}{\sigma_{t,1}^2(1 - \hat{p}_{t,1})^{2h}} \left[ 1 + \frac{2h}{\sigma_{t,1}^2} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{t(1 - \hat{p}_{t,1})} \right)^2 \right] A_{t+1} \left( \frac{\Delta \sigma_{t,1}^2}{\sigma_{t,1}^2} - \frac{2}{t\hat{p}_{t,1}} \right) + \\
+ (1 - A_{t+1}) \left( -\frac{\Delta \sigma_{t,0}^2}{\sigma_{t,0}^2} + \frac{2}{t(1 - \hat{p}_{t,1})} \right) + \mathcal{O}_P(t^{-2}) \right] (1 + \mathcal{O}_P(t^{-1})). \] 

(41)

Third, retaining the dominant part of the denominator in equation (41), it follows that

\[ p_{t+1,1} - p_{t,1} = \frac{h}{\sigma_{t,1}^2(1 - \hat{p}_{t,1})^{2h}} \left[ 1 + \frac{2h}{\sigma_{t,1}^2} \left( \frac{\hat{p}_{t,1}}{1 - \hat{p}_{t,1}} \right)^2 \right] A_{t+1} \left( \frac{\Delta \sigma_{t,1}^2}{\sigma_{t,1}^2} - \frac{2}{t\hat{p}_{t,1}} \right) + \\
+ (1 - A_{t+1}) \left( -\frac{\Delta \sigma_{t,0}^2}{\sigma_{t,0}^2} + \frac{2}{t(1 - \hat{p}_{t,1})} \right) + \mathcal{O}_P(t^{-2}) \right] (1 + \mathcal{O}_P(t^{-1})). \] 

(42)

Next, noting that

\[ \frac{1 - p_{t,1}}{p_{t,1}} \frac{1}{\sigma_{t,1}} = \frac{\hat{p}_{t,1}}{1 - \hat{p}_{t,1}} + \frac{n_{0,1} + 1}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} - \frac{\hat{p}_{t,1}(n_{0,0} + 1)}{(t(1 - \hat{p}_{t,1}) + n_{0,0} + 1)(1 - \hat{p}_{t,1})} \]

(43)

it holds that

\[ \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{\frac{1}{2h}} \frac{\sigma_{t,1}}{\sigma_{t,0}} = \frac{\hat{p}_{t,1}}{1 - \hat{p}_{t,1}} + \mathcal{O}_P(t^{-1}) \]

(44)

and, thus,

\[ \left( \frac{\hat{p}_{t,1}}{1 - \hat{p}_{t,1}} \right)^{2h} = \left[ \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{\frac{1}{2h}} \frac{\sigma_{t,1}}{\sigma_{t,0}} + \mathcal{O}_P(t^{-1}) \right]^{2h} \]

\[ = \frac{1 - p_{t,1}}{p_{t,1}} \frac{\sigma_{t,1}^2}{\sigma_{t,0}^2} + \mathcal{O}_P(t^{-1}). \] 

(45)

Plugging (45) and (27) into (42) yield to
To obtain equation (46) we have noticed that

\[ p_{t+1,1} - p_{t,1} = (h p_{t,1} (1 - p_{t,1}) + \mathcal{O}_P(t^{-1})) \left\{ A_{t+1} \left[ \frac{\Delta \sigma^2_{t,1}}{\sigma^2_{t,1}} - \frac{2}{t} \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} - \frac{1}{2} \right] \right\} + \mathcal{O}_P(t^{-2}) \]

\[ + (1 - A_{t+1}) \left[ -\frac{\Delta \sigma^2_{t,0}}{\sigma^2_{t,0}} + \frac{2}{t} \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} + 1 \right] \right\} + \mathcal{O}_P(t^{-2}) \]

\[ (1 - \frac{p_{t,1}}{1 - p_{t,1}})^{-1} = 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} + \mathcal{O}_P(t^{-1}). \]

Indeed, by properties (22), (46) becomes

\[ p_{t+1,1} - p_{t,1} = h p_{t,1} (1 - p_{t,1}) + \mathcal{O}_P(t^{-1}) \]

\[ + \left\{ \frac{2}{t} \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} + 1 \right\} + \mathcal{O}_P(t^{-2}) \]

\[ + \left\{ 2(1 - A_{t+1}) \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} + 1 \right\} + \mathcal{O}_P(t^{-2}) \]

\[ + \left\{ \frac{2(1 - A_{t+1})}{t} \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{\frac{1}{2} \Delta \sigma^2_{t,0}}{\sigma_{t,0}} + 1 \right\} + \mathcal{O}_P(t^{-2}), \]

\[ (46) \]
where (49) follows from the fact that $A_{t+1} \Delta \sigma_{t,1}^2 = \Delta \sigma_{t,1}^2$ and $(1 - A_{t+1}) \Delta \sigma_{t,0}^2 = \Delta \sigma_{t,0}^2$ and (50) is a consequence of (i) of Lemma 1.

Finally, the statement of Lemma 2 is obtained by plugging the expression for $\sigma_{t,1}^2, \Delta \sigma_{t,1}^2, \sigma_{t,0}^2$ and $\Delta \sigma_{t,0}^2$ given in Lemma 1 into (50) and by invoking properties (22).
Proof. (Lemma 4 - Supplementary) We have

\[
A_{t+1}\left[ \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t\hat{p}_{t,1} + A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} \right]
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h}}{(n_{0,0} + 1 + t(1 - \hat{p}_{t,1}))^{2h}} \left[ (n_{0,1} + 1 + t\hat{p}_{t,1})^{2h} - \frac{(n_{0,1} + 1 + t\hat{p}_{t,1} + 1)^{2h}}{\sigma_{t+1,1}^{2h}} \right]
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} t^{2h} \hat{p}_{t,1}^{2h}}{(1 - \hat{p}_{t,1})^{2h}} \left[ \left( 1 + \frac{n_{0,1} + 1}{\hat{p}_{t,1}} \right)^{2h} - \left( 1 + \frac{n_{0,1} + 2}{\hat{p}_{t,1}} \right)^{2h} \right] \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{(1 - \hat{p}_{t,1})^{2h}} \left[ \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} + 2h \frac{n_{0,1} + 1}{\hat{p}_{t,1}} \sigma_{t+1,1}^{2h} - 2h \frac{n_{0,1} + 2}{\hat{p}_{t,1}} \sigma_{t,1}^{2h} + \mathcal{O}_P(t^{-2}) \right] \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t+1,1}^{2h} \sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left[ 1 + 2h \frac{n_{0,1} + 1}{\hat{p}_{t,1}} \right] \left( \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} \right) - \frac{2h}{\hat{p}_{t,1}} \sigma_{t,1}^{2h} + \mathcal{O}_P(t^{-2}) \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t+1,1}^{2h} \sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left[ \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} + \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} + \mathcal{O}_P(t^{-2}) \right] \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t+1,1}^{2h} \sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left[ \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} - 2h \frac{n_{0,1} + 1}{\hat{p}_{t,1}} \sigma_{t+1,1}^{2h} - 2h \frac{n_{0,1} + 2}{\hat{p}_{t,1}} \sigma_{t,1}^{2h} + \mathcal{O}_P(t^{-2}) \right] \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

\[
= A_{t+1} \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t+1,1}^{2h} \sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left[ 1 + 2h \frac{n_{0,1} + 1}{\hat{p}_{t,1}} \right] \left( \sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h} \right) - \frac{2h}{\hat{p}_{t,1}} \sigma_{t,1}^{2h} + \mathcal{O}_P(t^{-2}) \left( 1 + \mathcal{O}_P(t^{-1}) \right)
\]

The first equality is obtained leveraging the fact that the left-hand-side doesn’t vanishes only when \( A_{t+1} = 1 \). In (51) we collect the term \( t^{2h} \hat{p}_{t,1}^{2h} \) and we retain the dominant part to obtain (52). The remainder term appears as \( \mathcal{O}_P(t^{-1}) \) since \( \sigma_{t,a}^{2h} \) converges to a finite limit different from 0 almost surely for \( a \in \{0,1\} \) and, due to Proposition 1, \( \hat{p}_{t,1} \) and \( (1 - \hat{p}_{t,1}) \) converge almost surely to a limit which is different from 0: indeed, we can bound \( (1 - \hat{p}_{t,1}) \) in a compact set which doesn’t contain 0 with arbitrarily high probability.
The terms \((1 + \frac{n_{0,1} + 1}{t \hat{p}_{t,1}})^{2h}\) and \((1 + \frac{n_{0,1} + 2}{t \hat{p}_{t,1}})^{2h}\) in the left-hand-side of equation (52) can be approximated by Taylor expansion:

\[
(1 + \frac{n_{0,1} + 1}{t \hat{p}_{t,1}})^{2h} = 1 + 2h \frac{n_{0,1} + 1}{t \hat{p}_{t,1}} + O_P(t^{-2})
\]

and

\[
(1 + \frac{n_{0,1} + 2}{t \hat{p}_{t,1}})^{2h} = 1 + 2h \frac{n_{0,1} + 2}{t \hat{p}_{t,1}} + O_P(t^{-2}).
\]

Therefore (52) equals (53). The \(O_P(t^{-2})\) in (54) is justified by invoking Lemma 1 and noting that \(\Delta \sigma_{t,a}^2 = O_P(t^{-1})\) for \(a \in \{0, 1\}\). The term \(2^h \frac{n_{0,1} + 1}{t \hat{p}_{t,1}} (\sigma_{t+1,1}^{2h} - \sigma_{t,1}^{2h})\) in (54) enters the remainder term in (55). In (56) we have rewritten \(\sigma_{t+1,1}^{2h}\) as \(\sigma_{t,1}^{2h} + \Delta \sigma_{t,1}^{2h}\). The equality in (57) follows from a Taylor expansion of \((1 + \frac{\Delta \sigma_{t,1}^{2h}}{\sigma_{t,1}^{2h}})^3\).

With similar arguments we can prove (40). We have

\[
(1 - A_{t+1}) \left[ \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right]
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h}}{\sigma_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t,1}^{2h} \hat{p}_{t,1}^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

\[
= (1 - A_{t+1}) \left( \frac{\sigma_{t,0}^{2h} \hat{p}_{t,1}^{2h}}{\sigma_{t,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t \hat{p}_{t,1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1})} \right)^{2h} - \frac{\sigma_{t+1,0}^{2h}}{\sigma_{t+1,1}^{2h} (1 - \hat{p}_{t,1})^{2h}} \left( \frac{n_{0,1} + 1 + t(1 - \hat{p}_{t,1}) + 1 - A_{t+1}}{n_{0,0} + 1 + t(1 - \hat{p}_{t,1}) + 1} \right)^{2h} \right)
\]

This concludes the proof of this auxiliary Lemma.
Proof. (Proposition 2) In Lemma 2 we have simplified the expression for \( p_{t+1,1} - p_{t,1} \), highlighting its principal part. Inspired by this result, we verify that the updating rule for the randomization probabilities of a BUD can be written as a stochastic approximation of the following form

\[
p_{t+1,1} = p_{t,1} + \frac{1}{t}(G_{t+1} + r_{t+1})
\]

\[
= p_{t,1} - \frac{1}{t}g(p_{t,1}, \tilde{y}_t, \tilde{y}_0) + \frac{1}{t}(\Delta M_{t+1} + r_{t+1}),
\]

(60)

for a specific process \( G_{t+1} \), where \( g(p_{t,1}, \tilde{y}_t, \tilde{y}_0) = -E_{\psi_t} (G_{t+1} | \Sigma_t) \), \( r_{t+1} = O_P(t^{-1}) \) and \( \Delta M_{t+1} \) is a \( \Sigma_t \)-martingale difference sequence. So, Lemma 2 suggests us to define \( G_{t+1} \), as well as in the main text, as

\[
G_{t+1} := hp_{t,1}(1 - p_{t,1}) \left\{ \frac{(v_1 + 2v_2\tilde{y}_t)(Y_{t+1} - \tilde{y}_1)}{v(\tilde{y}_t)^2} - 2 \right\} A_{t+1} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right)^{\frac{1}{2}} \frac{v(\tilde{y}_0)}{v(\tilde{y}_1)} \right]
\]

\[
+ \left[ 2 - \frac{(v_1 + 2v_2\tilde{y}_t)(Y_{t+1} - \tilde{y}_0)}{v(\tilde{y}_t)^2} \right] (1 - A_{t+1}) \left[ 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{\frac{1}{2}} \frac{v(\tilde{y}_1)}{v(\tilde{y}_0)} \right]
\].

(61)

With this definition of \( G_{t+1} \), the randomization probabilities of a BUD meet the above properties of the stochastic approximation (60).

Now, \( g(p_{t,1}, \tilde{y}_t, \tilde{y}_0) = -E_{\psi} (G_{t+1} | \Sigma_t) \) implies that

\[
g(p_{t,1}, \tilde{y}_t, \tilde{y}_0) = -hp_{t,1}(1 - p_{t,1}) \left\{ -2p_{t,1} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right)^{1/2} \frac{v(\tilde{y}_0)}{v(\tilde{y}_1)} \right] + 
\right.
\]

\[
+ 2(1 - p_{t,1}) \left[ 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{1/2} \frac{v(\tilde{y}_1)}{v(\tilde{y}_0)} \right] - 
\]

\[
- hp_{t,1}(1 - p_{t,1}) \left\{ p_{t,1} \frac{(v_1 + 2v_2\tilde{y}_t)(b'(\psi_1) - \tilde{y}_1)}{v(\tilde{y}_t)^2} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right)^{1/2} \frac{v(\tilde{y}_0)}{v(\tilde{y}_1)} \right] 
\right.
\]

\[
- (1 - p_{t,1}) \frac{(v_1 + 2v_2\tilde{y}_t)(b'(\psi_0) - \tilde{y}_0)}{v(\tilde{y}_0)^2} \left[ 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right)^{1/2} \frac{v(\tilde{y}_1)}{v(\tilde{y}_0)} \right] \right\}.
\]

(62)
Rearranging the right-hand-side of (63), it follows that

\[
g(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) = -2p_{t,1} \frac{v(\tilde{y}_{t,1})}{v(\tilde{y}_{t,0})}(1 - p_{t,1}) \frac{2p_{t,1}}{v(\tilde{y}_{t,0})} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{2} v(\tilde{y}_{t,0}) \right] \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{2} v(\tilde{y}_{t,0}) - p_{t,1} \right] -
\]

\[
- h_{p_{t,1}}(1 - p_{t,1}) \left[ p_{t,1} \frac{(v_1 + 2v_2\tilde{y}_{t,1})(b'(\psi_1) - \tilde{y}_{t,1})}{v(\tilde{y}_{t,1})^2} \left[ 1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{2} v(\tilde{y}_{t,0}) \right] -
\]

\[
- (1 - p_{t,1}) \frac{(v_1 + 2v_2\tilde{y}_{t,0})(b'(\psi_0) - \tilde{y}_{t,0})}{v(\tilde{y}_{t,0})^2} \left[ 1 + \left( \frac{1 - p_{t,1}}{p_{t,1}} \right) \frac{1}{2} v(\tilde{y}_{t,1}) \right] \right\}.
\]

Nonetheless, \( \Delta M_{t+1} \), defined as

\[
\Delta M_{t+1} := G_{t+1} + g(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}),
\]

is a \( \Sigma_t \)-martingale difference sequence, since, by construction, its expectation with respect to \( \Sigma_t \) is zero. Additionally, \( t^{-1} r_{t+1} \), defined as \( (p_{t+1,1} - p_{t,1}) - t^{-1} G_{t+1} \), determined from (10) and (61), is \( \mathcal{O}_P(t^{-2}) \), due to Lemma 2. Indeed, \( r_{t+1} = \mathcal{O}_P(t^{-1}) \).

Analogously, we derive the stochastic approximation for \( \tilde{y}_{t+1,a} \) for \( a \in \{0, 1\} \): equation (ii) of Lemma 1 suggests us to define, as in the main text,

\[
G_{t+1,a} := 1(A_{t+1} = a)(Y_{t+1} - \tilde{y}_{t,a}) \left[ 1 + \left( \frac{p_{t,a}}{1 - p_{t,a}} \right) \frac{1}{2} v(\tilde{y}_{t,1-a}) \right]
\]

and

\[
g_a(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) := -E_{\psi}(G_{t+1,a} \mid \Sigma_t) = -p_{t,a}(b'(\psi_a) - \tilde{y}_{t,a}) \frac{v(\tilde{y}_{t,1-a})}{v(\tilde{y}_{t,a})},
\]

so that \( \tilde{y}_{t+1,a} \) satisfies the following recursive rule

\[
\tilde{y}_{t+1,a} = \tilde{y}_{t,a} + \frac{1}{t} G_{t+1,a} + r_{t+1,a}
\]

\[
= \tilde{y}_{t,a} - \frac{1}{t} g_a(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) + \frac{1}{t} (\Delta M_{t+1,a} + r_{t+1,a}),
\]
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where $\Delta M_{t+1,a} = G_{t+1,a} + g_a(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0})$ is a $\Sigma_t$-martingale difference sequence and $r_{t+1,a}$, defined as $t(\tilde{y}_{t+1,a} - \tilde{y}_{t,a}) - G_{t+1,a}$ from (32) and (68), is $O_P(t^{-1})$.

Indeed, joining the above results, we get the stochastic approximation for the vector $[p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}]'$ as stated in Proposition 2.
Proof. (Theorem 1) The ordinary differential equation associated to the stochastic approximation of Proposition 2 has the following form

\[
\begin{align*}
\frac{dp}{dt} &= -g(p, \tilde{y}_1, \tilde{y}_0) \\
\frac{d\tilde{y}_1}{dt} &= -g_1(p, \tilde{y}_1, \tilde{y}_0) \\
\frac{d\tilde{y}_0}{dt} &= -g_0(p, \tilde{y}_1, \tilde{y}_0)
\end{align*}
\]  

(70)

with initial condition

\[
\begin{align*}
p(0) &= p_0 \\
\tilde{y}_1(0) &= \tilde{y}_{01} \\
\tilde{y}_0(0) &= \tilde{y}_{00}
\end{align*}
\]  

(71)

where \([p_0, \tilde{y}_{01}, \tilde{y}_{00}] \in (0, 1) \times \mathbb{R}^2\) and \(\tilde{g} = [g, g_1, g_0]'\) is defined in the main text. Refer to [5] and [24] for a presentation of the mathematical results and theory on stochastic approximation. We prove that

A1) the point \([\rho_1, b'(\psi_1), b'(\psi_0)]\) is a stationary point of the ordinary differential equation (70);

A2) \(\tilde{g}\) is differentiable and the minimum eigenvalue of \(D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0))\) is \(> \frac{1}{2}\);

A3) \(E_{\psi}(\Delta \tilde{M}_{t+1} \Delta \tilde{M}_{t+1}' | \Sigma_t)\) converges a.s. to a symmetric and definite positive matrix \(\tilde{\Gamma}\) and, in particular, \(\text{Var}_{\psi}(G_{t+1} | \Sigma_t) = E_{\psi}(\Delta M_{t+1}^2 | \Sigma_t) \xrightarrow{t \to \infty} \Gamma = \tilde{\Gamma}_{1,1} \text{ a.s.} \);

A4) for some \(\delta > 0\), \(\sup_t E_{\psi} \left(\|\Delta \tilde{M}_{t+1}\|^2 + \delta \|\Sigma_t\right) < \infty\);

A5) for an \(\epsilon > 0\), \((t+1)E_{\psi} \left(\|\tilde{r}_{t+1}\|^2 1_{\{\|p_t, \tilde{y}_{t,1}, \tilde{y}_{t,0}\| - [p_1, b'(\psi_1), b'(\psi_0)] < \epsilon\}}\right) \xrightarrow{t \to \infty} 0\).

Thus, from Theorem A.2 on asymptotics of stochastic approximation by Laruelle and Pagès in [25] (see also Theorem 3 at page 110 in [5]), we can conclude that

\[
\begin{bmatrix}
  p_{t,1} - p_1 \\
  \tilde{y}_{t,1} - b'(\psi_1) \\
  \tilde{y}_{t,0} - b'(\psi_0)
\end{bmatrix} \xrightarrow{t \to \infty} \mathcal{N}(0, \tilde{\Sigma})
\]  

(72)
where
\[\tilde{\Sigma} := \int_0^\infty \left( e^{-(D\tilde{g}(\rho_1,b'(\psi_1),b'(\psi_0)) - \frac{I_3}{2})u} \right) \tilde{\Gamma} e^{-(D\tilde{g}(\rho_1,b'(\psi_1),b'(\psi_0)) - \frac{I_3}{2})u} du. \tag{73}\]

In the following steps we verify that A1)-A5) are satisfied by the stochastic approximation of Proposition 2 and we compute the asymptotic variance of \(p_{t,1}\).

**STEP 1: Assumptions A1)-A2), ODE, stationarity and stability**

The unique stationary point of the ODE (70) is \([\rho_1, b'(\psi_1), b'(\psi_0)]\), since
\[\tilde{g}(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) = 0 \text{ if and only if } [p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}] = [\rho_1, b'(\psi_1), b'(\psi_0)]. \tag{74}\]

Moreover, standard computations show that the differential of \(\tilde{g}\) evaluated at the equilibrium point takes value
\[D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0)) = \begin{bmatrix} 1 + 2h & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \tag{75}\]

Thus the minimum eigenvalue of \(D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0))\) is \(1 > \frac{1}{2}\).

**STEP 2: Assumption A3), finiteness of the limiting variance**

In order to prove that the matrix \(\tilde{\Gamma} = \lim_{t \to \infty} E_{\psi}(\Delta \tilde{M}_{t+1} \Delta \tilde{M}_{t+1}' | \Sigma_t)\) is positive definite it is sufficient to show that the diagonal elements of the matrix obtained by the triangularization of \(\tilde{\Gamma}\) are positive. In fact, by Sylvester’s criterion, \(\tilde{\Gamma}\) is positive definite if and only if all the \(k^{th}\) leading principal minor of the matrix are positive for \(k = 1, 2, 3\). Now, by using elementary row operations, the matrix can be reduced to an upper triangular matrix and, since the \(k^{th}\) leading principal minor of a triangular matrix is the product of its diagonal elements up to row \(k\), Sylvester’s criterion is equivalent to checking whether its diagonal elements are all positive.

The components of the matrix \(\tilde{\Gamma}\) can be determined combining the explicit expression of the
conditional expectation of the pairwise products of the components of $\Delta M_{t+1}$, expressed in terms of the explicit expressions of $\tilde{G}_{t+1}$ and $\tilde{g}$, and the following remarks:

a) $E_{\psi_1}(A_{t+1}(Y_{t+1} - \tilde{y}_{t,1}) | \Sigma_t) \xrightarrow{t \to \infty} 0$ and $E_{\psi_0}((1 - A_{t+1})(Y_{t+1} - \tilde{y}_{t,0}) | \Sigma_t) \xrightarrow{t \to \infty} 0$ since

$$\tilde{y}_{t,a} = \sum_{s=1}^{t} Y_s 1(A_s = a) t^{\hat{p}_{t,a}} + O_p(t^{-1})$$

for $a \in \{0, 1\}$ and the law of large numbers can be applied to the outcomes of the two arms;

b) $E_{\psi_1}(b'(\psi_1) - \tilde{y}_{t,1} | \Sigma_t) \xrightarrow{t \to \infty} 0$ and $E_{\psi_0}(b'(\psi_0) - \tilde{y}_{t,0} | \Sigma_t) \xrightarrow{t \to \infty} 0$ due to a similar reasoning as above;

c) the conditional expectation of products containing $A_{t+1}$ and $(1 - A_{t+1})$ as factors vanishes;

d) $p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}$ converge.

Thus,

$$\hat{\Gamma}_{1,1} = \Gamma = \lim_{t \to \infty} \text{Var}_\psi(G_{t+1} | \Sigma_t)$$

$$= h^2 \rho_1^2 (1 - \rho_1)^2 \left[ \frac{(v_1 + 2v_2 b'(\psi_1))^2}{\rho_1 \sigma_1^2} + \frac{(v_1 + 2v_2 b'(\psi_0))^2}{(1 - \rho_1) \sigma_0^2} + \frac{4}{\rho_1} + \frac{4}{1 - \rho_1} \right],$$ (76)

$$\hat{\Gamma}_{2,2} = \lim_{t \to \infty} \text{Var}_\psi(G_{t+1,1} | \Sigma_t)$$

$$= \frac{\sigma_1^2}{\rho_1},$$ (77)

$$\hat{\Gamma}_{3,3} = \lim_{t \to \infty} \text{Var}_\psi(G_{t+1,0} | \Sigma_t)$$

$$= \frac{\sigma_0^2}{1 - \rho_1},$$ (78)

$$\hat{\Gamma}_{1,2} = \hat{\Gamma}_{2,1} = \lim_{t \to \infty} \text{Var}_\psi(\Delta M_{t+1} \Delta M_{t+1,1} | \Sigma_t)$$

$$= h(1 - \rho_1)(v_1 + 2v_2 b'(\psi_1)),$$

$$\hat{\Gamma}_{1,3} = \hat{\Gamma}_{3,1} = \lim_{t \to \infty} \text{Var}_\psi(\Delta M_{t+1} \Delta M_{t+1,0} | \Sigma_t)$$

$$= h \rho_1(v_1 + 2v_2 b'(\psi_0)),$$

$$\hat{\Gamma}_{2,3} = \hat{\Gamma}_{3,2} = \lim_{t \to \infty} \text{Var}_\psi(\Delta M_{t+1,1} \Delta M_{t+1,0} | \Sigma_t)$$

$$= 0.$$ (79)

To triangularize $\hat{\Gamma}$, it is sufficient to substitute the first row by a linear combination of
the second and third rows, so that the elements (1,2) and (1,3) of the matrix vanish. In particular the entry (1,1) becomes

$$\tilde{\Gamma}_{3,3}(\tilde{\Gamma}_{2,2}\tilde{\Gamma}_{1,1} - \tilde{\Gamma}_{1,2}^2) - \tilde{\Gamma}_{1,3}^2\tilde{\Gamma}_{2,2} = 4h^2\sigma_0^2\sigma_1^2$$

$$> 0.$$ \hspace{1cm} (80)

Since the above inequality holds and $\tilde{\Gamma}_{2,2} > 0, \tilde{\Gamma}_{3,3} > 0$, we can conclude that the matrix $\tilde{\Gamma}$ is positive definite.

**STEP 3: Assumption A4), finiteness of $(2 + \delta)^{th}$-moment**

To prove A4) it is sufficient to prove the finiteness of $\sup_t E_\psi(\Delta M_{t+1}^2 | \Sigma_t)$, $\sup_t E_\psi(\Delta M_{t+1,1}^2 | \Sigma_t)$ and $\sup_t E_\psi(\Delta M_{t+1,0}^2 | \Sigma_t)$ separately. But this follows from the convergence of $[p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}]$ and the finiteness of the moments of distributions in the natural exponential family with quadratic variance function.

**STEP 4: Assumption A5), remainder term**

Assumption A5) is a consequence of the construction of the remainder term $\tilde{r}_{t+1}$.

Recall that $r_{t+1}, r_{t+1,1}$ and $r_{t+1,0}$ are $O_P(t^{-1})$ as stated in Proposition 2 and they have been obtained by isolating the dominant terms in the expression for $t(p_{t+1,1} - p_{t,1}), t(\tilde{y}_{t,1} - b'(\psi_1)), t(\tilde{y}_{t,0} - b'(\psi_0))$ and subtracting the components of $\tilde{G}_{t+1}$, respectively.

Thus, if $||[p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}] - [\rho_1, b'(\psi_1), b'(\psi_0)]|| < \epsilon$ for some $\epsilon > 0$, then also $|\sigma_{t,1}^2 - \sigma_1^2| < \delta_1$, $|\sigma_{t,0}^2 - \sigma_0^2| < \delta_2$ for some $\delta_1, \delta_2$ and $\hat{p}_{t,1} \in K$, where $K$ is a compact subset of $(0,1)$, since it can be computed as in (27). Under this conditions, for $\forall w$, $t^2||\tilde{r}_{t+1}||^2$ is, by construction, an algebraic function of random variables that have small variability around their limits, which are different from zero and are finite, and, therefore, it is bounded. This implies that

$$(t + 1)E_\psi (||\tilde{r}_{t+1}||^21\{||[p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}] - [\rho_1, b'(\psi_1), b'(\psi_0)]|| < \epsilon\}) \rightarrow 0.$$ \hspace{1cm} (81)

**STEP 5: SA theorem**
From the above steps, we have shown that Theorem A.2 on asymptotics of stochastic approximation by Laruelle and Pagès in [25] holds: it follows that

$$t^{1/2}(p_{t,1} - \rho_1) \xrightarrow{t \to \infty} \mathcal{N}(0, \Sigma),$$

where $\Sigma$ is the entry $(1, 1)$ of the matrix $\tilde{\Sigma}$, defined in (73). Thus, we have

$$\tilde{\Sigma} = \int_0^{\infty} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \left( -D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0)) + \frac{I_3}{2} \right)^k \right)^' u^k \Gamma \sum_{j=0}^{\infty} \frac{1}{j!} \left( \left( -D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0)) + \frac{I_3}{2} \right)^j \right)^j u^j du. \hspace{2cm} (82)$$

and, due to the diagonal structure of the matrix $D\tilde{g}(\rho_1, b'(\psi_1), b'(\psi_0))$ computed in (75), we write

$$\Sigma = \int_0^{\infty} \sum_{k,j=0}^{\infty} \frac{1}{k!} \left( \frac{1}{2} - 2h \right)^k \Gamma \frac{1}{j!} \left( \frac{1}{2} - 2h \right)^j u^{k+j} du$$

$$= \int_0^{\infty} e^{2(-\frac{1}{2} - 2h)u} \Gamma du$$

$$= \frac{\Gamma}{1 + 4h},$$

where $\Gamma$ has been computed in (76). With similar reasoning as above, we obtain the multivariate Central Limit type result (72) for $[p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}]'$, where the asymptotic variance-covariance matrix given in (73) becomes

$$\tilde{\Sigma} = \begin{bmatrix} \Gamma & 0 & 0 \\ \frac{1}{1 + 4h} & \sigma^2_1 & 0 \\ 0 & \frac{\sigma^2_0}{\rho_1} & 0 \\ 0 & 0 & \frac{1}{1 - \rho_1} \end{bmatrix}. \hspace{2cm} (83)$$

This completes the proof. \hfill \Box
Proof. (Corollary 2) First, by inverting the definitory equation

$$p_{t,1} = \frac{1}{1 + \frac{\sigma^2 h}{\sigma^2 t,0^2} \left( \frac{t_{0,1} + 1 + t\hat{p}_{t,1}}{t_{0,0} + 1 + (1 - \hat{p}_{t,1})} \right)^{2h}}.$$  \hfill (84)

and by (i) of Lemma 1, we have

$$\hat{p}_{t,1} = \frac{1}{1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{2} \frac{v(\tilde{y}_{t,0})}{v(\tilde{y}_{t,1})} + O_P(t^{-1}).}$$  \hfill (85)

Second, starting from the asymptotic result (72) with (83), we can apply a multivariate Delta Method and Slutsky Theorem (see 5.5.17 and 5.5.24 of [13]) to deduce the asymptotic normality of the allocation proportion of a BUD. In particular, we use the principal part of (85), that is the function

$$f(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) = \frac{1}{1 + \left( \frac{p_{t,1}}{1 - p_{t,1}} \right) \frac{1}{2} \frac{v(\tilde{y}_{t,0})}{v(\tilde{y}_{t,1})}},$$

to conclude that

$$t^{1/2}(f(p_{t,1}, \tilde{y}_{t,1}, \tilde{y}_{t,0}) - f(\rho_1, b'(\psi_1), b'(\psi_0))) \xrightarrow{t \to \infty} N(0, \nabla f(\rho_1, b'(\psi_1), b'(\psi_0))' \tilde{\Sigma} \nabla f(\rho_1, b'(\psi_1), b'(\psi_0))),$$

where \(\tilde{\Sigma}\) is the diagonal matrix given in (83). Standard calculations show that

$$\nabla f(\rho_1, b'(\psi_1), b'(\psi_0))' = \left[ \frac{1}{2h}, \frac{\rho_1(1 - \rho_1)}{2\sigma^2} (v_1 + 2v_2b'(\psi_1)), -\frac{\rho_1(1 - \rho_1)}{2\sigma^2} (v_1 + 2v_2b'(\psi_0)) \right].$$

Thus, the asymptotic variance of the allocation proportion \(\hat{p}_{t,1}\) is equal to

$$\frac{\Gamma}{4h^2(1 + 4h)} + \frac{\rho_1(1 - \rho_1)^2}{4\sigma^2} (v_1 + 2v_2b'(\psi_1))^2 + \frac{\rho_1^2(1 - \rho_1)}{4\sigma^2} (v_1 + 2v_2b'(\psi_0))^2,$$

that can be re-written as

$$\frac{\rho_1^2(1 - \rho_1)^2}{4} \left[ \left( \frac{v_1 + 2v_2b'(\psi_1)^2}{\rho_1\sigma^2} \right) + \left( \frac{v_1 + 2v_2b'(\psi_0)^2}{(1 - \rho_1)\sigma^2} \right) \left( 1 + \frac{1}{1 + 4h} \right) + \frac{4}{\rho_1(1 + 4h)} + \frac{4}{(1 - \rho_1)(1 + 4h)} \right].$$
Behavior of the MLE of $\theta_a$

The maximum-likelihood estimates (MLE) $\hat{\theta}_{t,a}$ of the unknown true mean response to treatment $a = 0, 1$ within the NEF of outcome models, under the sequential BUD design, have the same limiting distribution as the MLE of a study design with fixed sample size. Whilst we are considering a response-adaptive procedure, a version of the central limit theorem for the MLE arising in the classical setting of independent and identically distributed random variables is preserved. For the proof of this result we refer to [20] that presents and proves it in a more general framework (see Theorem 3.1).

Regularity conditions (Lemma 3)

In this section, we provide a less stringent set of conditions under which the approximation of the information gain (16) holds. For simplicity, we consider observations $Y_1, \ldots, Y_n$ from a single arm. Let us denote by $\mathcal{F}_n$ the sigma algebra generated by them. Assume that the parameter space $\Theta \subset \mathbb{R}$ is a bounded open interval, that the true value of the parameter $\theta_0$ is an interior point of $\Theta$ and that the prior is the uniform distribution on $\Theta$. Let $f(y, \theta)$ and $l(y, \theta)$ denote the density function and the log-likelihood of the observations, respectively. Denote by

$$\dot{f}(y, \theta) = \frac{\partial}{\partial \theta} f(y, \theta), \quad \ddot{f}(y, \theta) = \frac{\partial^2}{\partial \theta^2} f(y, \theta)$$

and by $\hat{\theta}_n$ the MLE based on a sample of size $n$. Also, let

$$f(y, \theta, \rho) = \sup_{|\theta - \theta'| \leq \rho} f(y, \theta'), \quad Q(y, r) = \sup_{|\theta| > r} f(y, \theta)$$

for $\rho, r > 0$.

We require regularity conditions of Johnson in [23] to hold:

a) $f$ is three times continuously differentiable with respect to $\theta$.

b) For every $\theta \in \Theta$ and $\rho, r > 0$, $f(y, \theta, \rho)$ and $Q(y, r)$ are measurable functions of $y$ and
that, for sufficiently small \( \rho \) and sufficiently large \( r \),

\[
E_{\theta_0} [\log f(Y, \theta, \rho)]^+ < \infty, \quad E_{\theta_0} [\log Q(Y, r)]^+ < \infty.
\]

c) There exists \( G_k \) for \( k = 1, 2 \) satisfying \( \frac{\partial^k}{\partial \theta^k} l(y, \theta) \leq G_k(y) \) for \( \theta \) in a neighborhood of \( \theta_0 \) and \( E_{\theta_0} G_k(Y) < \infty \).

In addition to assumptions a)-c) we assume that the following conditions are satisfied:

d) There exists \( G_3 \) such that \( \sup_{|\theta - \hat{\theta}_n| < \delta} \frac{\partial^3}{\partial \theta^3} l(y, \theta) \leq G_3(y) \) and \( E_{\theta_0} G_3(Y) < \infty \).

e) For some \( \delta > 0 \)

\[
\int \sup_{|\theta - \hat{\theta}_n| < \delta} |\hat{f}(y, \theta)| dy = O_P(1), \tag{86}
\]

\[
\int \sup_{|\theta - \hat{\theta}_n| < \delta} \frac{|\hat{f}(y, \theta)|}{f(y, \hat{\theta}_n)} \hat{f}(y, \hat{\theta}_n) dy = O_P(1), \tag{87}
\]

\[
\int \sup_{|\theta - \hat{\theta}_n| < \delta} \hat{f}(y, \theta)^2 \frac{1}{f(y, \hat{\theta}_n)} dy = O_P(1), \tag{88}
\]

\[
\int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta} \frac{|\hat{f}(y, \theta_1)|}{f(y, \hat{\theta}_n)} f(y, \theta_2) dy = O_P(1), \tag{89}
\]

\[
\int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta, |\theta_3 - \hat{\theta}_n| < \delta} \frac{\hat{f}(y, \theta_1)^2 |\hat{f}(y, \theta_2)|}{f(y, \theta_3) f(y, \hat{\theta}_n)} dy = O_P(1). \tag{90}
\]
Lemma 5 (Supplementary). Let \(Y_1, Y_2, \ldots\) be a sequence of random variables satisfying the regularity conditions of the previous section. For every \(n\), let \(\mathcal{F}_n\) the sigma algebra generated by \(Y_1, \ldots, Y_n\). Then, \(\Delta_n := \text{Var}(\theta \mid \mathcal{F}_n) - E(\text{Var}(\theta \mid \mathcal{F}_{n+1}) \mid \mathcal{F}_n) = I_{\theta_0}^{-1} n^{-2} + o_P(n^{-2})\).

Before proving Lemma 5 (Supplementary), let us introduce some further notation and preliminary results.

First, notice that, for every \(\theta\),
\[
\int \dot{f}(y, \theta) dy = 0. \tag{91}
\]

Let
\[
a_{k,n}(\theta) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial^k}{\partial \theta^k} \log f(Y_i, \theta).
\]

By definition \(a_{1,n}(\hat{\theta}_n) = 0\). Moreover
\[
a_{2,n}(\hat{\theta}_n) \to -I_{\theta_0} \quad \text{a.s.}
\]
as \(n \to \infty\), where \(I_{\theta} = E_{\theta}(\frac{\partial}{\partial \theta} \log f(Y, \theta))^2 = -E_{\theta}(\frac{\partial^2}{\partial \theta^2} \log f(Y, \theta))\). Also,
\[
\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} = \exp\left(\frac{1}{2} na_{2,n}(\hat{\theta}_n)\phi^2 + \frac{1}{6} na_{3,n}(\theta^*_n)\phi^3\right),
\]
for some \(\theta^*_n = \theta^*_n(\phi)\) that satisfies \(|\theta^*_n - \hat{\theta}_n| < \phi\).

By the change of variable \(u = \sqrt{n}\phi\), we obtain
\[
\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + u/\sqrt{n})}{f(Y_i, \hat{\theta}_n)} = \exp(a_{2,n}(\hat{\theta}_n)u^2/2 + a_{3,n}(\theta^*_n)u^3/(6\sqrt{n}))
\]
for some \(\theta^*_n = \theta^*_n(u)\) that satisfies \(|\theta^*_n - \hat{\theta}_n| < u/\sqrt{n}\).

Let \(C_n(u) = a_{2,n}(\hat{\theta}_n)u^2/2 + a_{3,n}(\theta^*_n)u^3/(6\sqrt{n})\), then
\[
\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + u/\sqrt{n})}{f(Y_i, \hat{\theta}_n)} = e^{C_n(u)}.
\]

\[
\text{(92)}
\]
By Lemma 2.2, Lemma 2.3 and (2.5) in [23] there exist $\epsilon, \delta$ and $N_0$ such that, $P$-a.s.,

\[\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \leq \exp(-\phi^2/12) \quad \text{for } |\phi| \leq \delta \text{ and } n \geq N_0 \quad (93)\]

and

\[\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \leq \exp(-n\epsilon) \quad \text{for } |\phi| > \delta \text{ and } n \geq N_0. \quad (94)\]

By the change of variable $u = \sqrt{n}\phi$, we obtain

\[\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + u/\sqrt{n})}{f(Y_i, \hat{\theta}_n)} \leq \exp(-u^2/(12n)) \quad \text{for } |u| \leq \delta\sqrt{n} \text{ and } n \geq N_0 \quad \text{a.s.} \quad (95)\]

and

\[\prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + u/\sqrt{n})}{f(Y_i, \hat{\theta}_n)} \leq \exp(-n\epsilon) \quad \text{for } |u| > \delta\sqrt{n} \text{ and } n \geq N_0 \quad \text{a.s..} \quad (96)\]

The first inequality can be rewritten as

\[e^{C_n(u)} \leq \exp(-u^2/(12n)) \quad \text{for } |u| \leq \delta\sqrt{n} \text{ and } n \geq N_0 \quad \text{a.s..} \quad (97)\]

**Proof.** (Lemma 5 - Supplementary) First, in STEP 1, we show that

\[\Delta_n = \frac{1}{\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \ d\phi} \left( \int \frac{\left( \int_{f(Y_i, \hat{\theta}_n + \phi)} \prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi) \ d\phi \right)^2}{\int \prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi) \ d\phi} dy - \left( \int \frac{\prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi)}{\prod_{i=1}^{n} f(Y_i, \hat{\theta}_n) \ d\phi} \ d\phi \right)^2 \right). \]

Then, we provide a useful approximation of $\Delta_n$: let $\delta$ be defined such that inequalities (95) and (96) hold, and let

\[\bar{\Delta}_n = \frac{1}{\int_{-\delta}^{\delta} \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \ d\phi} \left( \int_{-\delta}^{\delta} \frac{\left( \int_{-\delta}^{\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \ d\phi \right)^2}{\int_{-\delta}^{\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi) \ d\phi} dy - \left( \int_{-\delta}^{\delta} \frac{\prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi)}{\prod_{i=1}^{n} f(Y_i, \hat{\theta}_n) \ d\phi} \ d\phi \right)^2 \right). \]

The proof proceeds by proving in STEP 2 that $\bar{\Delta}_n = I_{\theta_0}^{-1}n^{-2} + o_P(n^{-2})$ and then in STEP
\[
\Delta_n = \tilde{\Delta}_n + o_P(n^{-2}).
\] 

By extending the above approximation of the information increment to the two arm setting, we conclude the proof of Lemma 5 (Supplementary).

**STEP 1: Expression of \( \Delta_n \)**

Since

\[
\text{Var}(\theta \mid \mathcal{F}_{n+1}) = E(\theta^2 \mid \mathcal{F}_{n+1}) - E(\theta \mid \mathcal{F}_{n+1})^2,
\]

then

\[
E(\text{Var}(\theta \mid \mathcal{F}_{n+1}) \mid \mathcal{F}_n) = E(\theta^2 \mid \mathcal{F}_n) - E(E(\theta \mid \mathcal{F}_{n+1})^2 \mid \mathcal{F}_n).
\]

Thus,

\[
\Delta_n = E(E(\theta \mid \mathcal{F}_{n+1})^2 \mid \mathcal{F}_n) - E(\theta \mid \mathcal{F}_n)^2
\]

\[
= E(E(\theta - \hat{\theta}_n \mid \mathcal{F}_{n+1})^2 \mid \mathcal{F}_n) - E(\theta - \hat{\theta}_n \mid \mathcal{F}_n)^2.
\]

It holds

\[
\Delta_n = \int \frac{\left( \int \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2}{\left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2} \cdot \int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi dy - \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2
\]

\[
= \int \frac{\left( \int \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2}{\left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2} \cdot \int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi dy - \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2
\]

\[
= \frac{1}{\int \frac{\prod_{i=1}^{n} f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi} \left( \int \frac{\left( \int \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2}{\left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2} \cdot \int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi dy - \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \theta_n)} d\phi \right)^2 \right)
\]

**STEP 2: \( \tilde{\Delta}_n = I_{\theta_0}^{-1} n^{-2} + o_P(n^{-2}) \)**
We have

\[ \bar{\Delta}_n = \frac{1}{f^{-\delta} \prod_{i=1}^n f(Y_i, \hat{\theta}_n + \phi) f(Y_i, \hat{\theta}_n)} \left( \int \left( f_{-\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^n f(Y_i, \hat{\theta}_n + \phi) d\phi \right)^2 dy \right) \]

\[ = \frac{1}{n} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C_n(u)} du \left( \int \left( f_{-\delta} \phi f(y, \hat{\theta}_n + u/\sqrt{n}) e^{C_n(u)} du \right)^2 dy \right) \]

\[ = \frac{1}{n} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} \frac{A_n(y)}{B_n(y)} dy \]

where (99) is the definition of \( \bar{\Delta}_n \) and (100) is a consequence of the change of variable \( u = \sqrt{n}\phi \) and (92). Thus,

\[ \bar{\Delta}_n = \frac{1}{n} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C_n(u)} du \left( \int \left( f_{-\delta} \phi f(y, \hat{\theta}_n + u/\sqrt{n}) e^{C_n(u)} du \right)^2 dy \right) \]

\[ = \frac{1}{n} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} \frac{A_n(y)}{B_n(y)} dy \]

where

\[ A'_n(y) = \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u f(y, \hat{\theta}_n + u/\sqrt{n}) e^{C_n(u)} du \]

\[ B'_n(y) = \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} f(y, \hat{\theta}_n + u/\sqrt{n}) e^{C_n(u)} du \]

\[ A_n(y) = \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u f(y, \hat{\theta}_n) e^{C_n(u)} du \]

\[ B_n(y) = \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} f(y, \hat{\theta}_n) e^{C_n(u)} du \]

Therefore, we can rewrite (101) as follows

\[ \bar{\Delta}_n = \frac{1}{n} \left( \int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} e^{C_n(u)} du \right)^2 \left[ 2 \int A_n(y) (A'_n(y) - A_n(y)) f(y, \hat{\theta}_n) dy + \int \frac{(A'_n(y) - A_n(y))^2}{f(y, \hat{\theta}_n)} dy - \int \frac{A'_n(y)^2 B'_n(y) - B_n(y)^2}{B'_n(y) f(y, \hat{\theta}_n)} dy \right] \]

We will show that \( \bar{\Delta}_n = I_{b_0}^{-1} n^{-2} + o_P(n^{-2}) \), by showing that:
1. \[ \int \frac{A_n(y)A_n(y) - A_n(y)}{f(y, \theta_n)} dy = o_P\left(\frac{1}{n}\right) \]

2. \[ \int \frac{(A_n(y) - A_n(y))^2}{f(y, \theta_n)} dy = \frac{1}{n} 2\pi I_{\delta_n}^{-2} + o_P\left(\frac{1}{n}\right) \]

3. \[ \int \frac{A(y)^2 B(y) - B'(y)}{f(y, \theta_n)} dy = o_P\left(\frac{1}{n}\right) \]

4. \[ \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} e^{C_n(u)} du = (2\pi)^{1/2} I_{\delta_n}^{-1/2} + o(1) \]

Let us show that \( \int \frac{A_n(y)A_n(y) - A_n(y)}{f(y, \theta_n)} dy = o_P\left(\frac{1}{n}\right) \)

There exists \( \theta_n^1 \) such that \( |\theta_n^{(1)} - \hat{\theta}_n| < \delta \) and

\[
\int \frac{A_n(y)(A_n(y) - A_n(y))}{f(y, \theta_n)} dy = \int \left( \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{C_n(u)} du \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u \left( \hat{f}(y, \hat{\theta}_n) \frac{u}{\sqrt{n}} + \bar{f}(y, \theta_n^{(1)}) \frac{u^2}{n} \right) e^{C_n(u)} du \right) dy
\]

\[
= \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{C_n(u)} du \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} \bar{f}(y, \theta_n^{(1)}) \frac{u^3}{n} e^{C_n(u)} dudy
\]

\[ \leq \frac{1}{n} \sup_{\theta} \int |\bar{f}(y, \theta)| dy \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{C_n(u)} du \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u^3 e^{C_n(u)} du, \] (103)

where in (102) we have used (91) and the fact that \( \int u^2 e^{C_n(u)} du < \infty \). Furthermore,

\[
\int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{C_n(u)} du = \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{a_{2,n}(\theta_n)u^2/2 + a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} du
\]

\[
= \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{a_{2,n}(\theta_n)u^2/2} \left( 1 + \left( e^{a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} - 1 \right) \right) du
\]

\[
= \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} u e^{a_{2,n}(\theta_n)u^2/2} e^{a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} - 1)du
\]

\[
\leq \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} \frac{u^4}{6\sqrt{n}} e^{a_{2,n}(\theta_n)u^2/2 + a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} du
\]

\[
\leq \frac{1}{\sqrt{n}} \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} \frac{u^4}{6} e^{a_{3,n}(\theta_n^*)e^{C_n(u)} du
\]

\[
\leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} G_3(Y_i) \frac{1}{\sqrt{n}} \int_{\sqrt{\delta_n}}^{\sqrt{\delta_n}} \frac{u^4}{6} e^{C_n(u)} du
\]

\[ = O_P\left(\frac{1}{\sqrt{n}}\right), \]  (105)

where (104) follows from \( e^x - 1 \leq xe^x \) for any \( x \in \mathbb{R} \) and equation (105) is a consequence of assumption d), equation (97) and dominated convergence theorem. On the other hand,
by (97),
\[ \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} |u|^3 e^{C_n(u)} du < \infty. \]  
(106)

Thus, combining (103) and (106) with (86), we get
\[ \int \frac{A_n(y)(A'_n(y) - A_n(y))}{f(y, \hat{\theta}_n)} dy = O_P\left(\frac{1}{n\sqrt{n}}\right) \]

2. Let us show that \( \int \frac{(A'_n(y) - A_n(y))^2}{f(y, \hat{\theta}_n)} dy = \frac{1}{n} 2\pi I^{-2} + o_P(\frac{1}{n}). \)

There exists \( \theta_n^{(2)} \) such that \( |\theta_n^{(2)} - \hat{\theta}_n| < \delta \) and
\[
\int \frac{(A'_n(y) - A_n(y))^2}{f(y, \hat{\theta}_n)} dy = \int \frac{\hat{f}(y, \hat{\theta}_n)^2}{f(y, \hat{\theta}_n)} dy \left( \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u^2 e^{C_n(u)} du \right)^2 \frac{1}{f(y, \hat{\theta}_n)} dy + R_n
\]

with
\[
|R_n| \leq \frac{1}{n^{1/2}} \int_{|\theta - \hat{\theta}_n| < \delta} \left( \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u^4 e^{C_n(u)} du \right)^2 \frac{1}{f(y, \hat{\theta}_n)} dy
\]
\[= O_P\left(\frac{1}{n^{1/2}}\right), \]

by (87) and (97).

On the other hand,
\[
\frac{1}{n} \int \frac{\hat{f}(y, \hat{\theta}_n)^2}{f(y, \hat{\theta}_n)^2} f(y, \hat{\theta}_n) dy \left( \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u^2 e^{C_n(u)} du \right)^2 \sim \frac{1}{n} E_{\hat{\theta}_n} \left( \frac{\hat{f}(Y, \hat{\theta}_n)^2}{f(Y, \hat{\theta}_n)^2} \right) I^{-2} 2\pi I_0^{-2} \sim \frac{1}{n} \frac{2\pi}{I_0^{-2}}.
\]

Furthermore,
\[
\frac{1}{n} \int \left( \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} \hat{f}(\theta_n^{(2)}) u^3 e^{C_n(u)} du \right)^2 \frac{1}{f(y, \hat{\theta}_n)} dy \leq \frac{1}{n^2} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u^4 e^{C_n(u)} du \int_{|\theta - \hat{\theta}_n| < \delta} \hat{f}(x)^2 \frac{1}{f(y, \hat{\theta}_n)} dy
\]
\[= o_P\left(\frac{1}{n}\right), \]
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where last equality follows from (88).

3. Let us show that \[ \int \frac{A'(y)^2 B'(y) - B(y)}{f(y, \hat{\theta}_n)} dy = o_P\left(\frac{1}{n}\right). \]

There exist \( \theta^{(3)}_n \) and \( \theta^{(4)}_n \) such that \( |\theta^{(3)}_n - \hat{\theta}_n| < \delta, |\theta^{(4)}_n - \hat{\theta}_n| < \delta \) and

\[
\int \frac{A'(y)^2 B'(y) - B(y)}{f(y, \hat{\theta}_n)} dy = \int \left( \frac{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} \frac{n}{\sqrt{n}} e^{C_n(u)} du}{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} f(y, \hat{\theta}_n + \frac{u}{\sqrt{n}}) e^{C_n(u)} du} \right)^2 \left( \frac{\frac{n}{\sqrt{n}} \hat{\theta}_n + u}{\sqrt{n}} \right) e^{C_n(u)} du 
\]

\[
= \int \left( \frac{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} u e^{C_n(u)} du}{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} e^{C_n(u)} du} \right)^2 \left( \frac{\frac{n}{\sqrt{n}} \hat{\theta}_n + u}{\sqrt{n}} \right) e^{C_n(u)} du 
\]

\[
\leq 4 \int \left( \frac{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} u e^{C_n(u)} du}{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} e^{C_n(u)} du} \right)^2 \left( \frac{\frac{n}{\sqrt{n}} \hat{\theta}_n + u}{\sqrt{n}} \right) e^{C_n(u)} du 
\]

\[
\leq 4 \int \left( \frac{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} u e^{C_n(u)} du}{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} e^{C_n(u)} du} \right)^3 \int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta} \left| \frac{\hat{f}(y, \theta_1)}{f(y, \theta_2)} \right| \hat{f}(y, \hat{\theta}_n) dy 
\]

\[
+ 4 \int \frac{1}{n\sqrt{n}} \left( \frac{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} u^2 e^{C_n(u)} du}{\int_{-\sqrt{\delta}}^{\sqrt{\delta}} e^{C_n(u)} du} \right) \int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta} \left| \hat{f}(y, \theta_1) \hat{f}(y, \theta_2) \right| \hat{f}(y, \hat{\theta}_n) dy 
\]

\[
= \frac{1}{n^2} O_P(1) \left( \int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta} \left| \frac{\hat{f}(y, \theta_1)}{f(y, \theta_2)} \right| \hat{f}(y, \hat{\theta}_n) dy 
\]

\[
+ \int \sup_{|\theta_1 - \hat{\theta}_n| < \delta, |\theta_2 - \hat{\theta}_n| < \delta} \left| \hat{f}(y, \theta_1) \hat{f}(y, \theta_2) \right| \hat{f}(y, \hat{\theta}_n) dy \right) 
\]

\[
= o_P\left(\frac{1}{n}\right), \quad (109)
\]

where in (107) we have used \((a + b)^2 \leq 4(a^2 + b^2)\) and in (108) we have invoked (97) and (105). Equation (109) follows from (89) and (90).
4. Let us show that $\int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C_n(u)} du \to (2\pi)^{1/2} I_{\theta_0}^{-1/2}$.

We have, for $|\theta_n^* - \hat{\theta}_n| < \delta$,

$$\int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C_n(u)} du = \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{a_{2,n}(\hat{\theta}_n)u^2/2 + a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} du$$

$$= \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{a_{2,n}(\hat{\theta}_n)} du + \tilde{R}_n$$

with

$$|\tilde{R}_n| \leq \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{a_{2,n}(\hat{\theta}_n)} \left( e^{a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} - 1 \right) du$$

$$\leq \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{a_{2,n}(\hat{\theta}_n)} a_{3,n}(\theta_n^*) \frac{u^3}{6\sqrt{n}} e^{a_{3,n}(\theta_n^*)u^3/(6\sqrt{n})} du$$

$$\leq \frac{1}{\sqrt{n}} \left| \frac{1}{n} \sum_{i=1}^{n} G_3(Y_i) \right| \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} u^3 e^{C_n(u)} du$$

$$= o_P(1).$$

Since

$$e^{a_{2,n}(\hat{\theta}_n)u^2/2} \to e^{-I_{\theta_0}u^2/2} \quad \text{a.s.}$$

then

$$\int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C_n(u)} du = (2\pi)^{1/2} I_{\theta_0}^{-1/2} + o_P(1).$$

**STEP 3: Asymptotic behavior of $\Delta_n - \tilde{\Delta}_n$**

Let us show that $\Delta_n - \tilde{\Delta}_n = o_P(1/n^2)$. 
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It holds that

$$
\Delta_n - \bar{\Delta}_n = \frac{1}{\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi} \left[ \int \left( \int \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 dy - \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 \right] - \frac{1}{\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi} \left[ \int \left( \int_{-\delta}^{\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 dy - \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 \right] - \int \left( \int_{-\delta}^{\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 dy + \left( \int \phi \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 - \int \left( \int_{-\delta}^{\delta} \phi f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \right)^2 dy \right].
$$

By STEP 2

$$
\int_{[-\delta, \delta]} \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi = \frac{1}{\sqrt{n}} \int_{-\sqrt{n}\delta}^{\sqrt{n}\delta} e^{C\phi^2} du = \frac{1}{\sqrt{n}} \left( 2\pi \right)^{1/2} I_{\theta_0}^{-1/2} + o_p\left( \frac{1}{\sqrt{n}} \right).
$$

On the other hand, by (94),

$$
\int_{[-\delta, \delta]} \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi \leq C' e^{-n\epsilon}.
$$

Thus,

$$
\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi = C \frac{1}{\sqrt{n}} + o_p\left( \frac{1}{\sqrt{n}} \right)
$$

and

$$
\frac{\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi}{\int \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} d\phi} \mid \Delta_n \mid = o_p\left( \frac{1}{n^2} \right).
$$
Moreover,

\[
\left| \int \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right|^2 - \left| \int \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right|^2 \\
\leq \left| \int \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right|^2 \\
+ \left| \int \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right|^2 \\
\leq 2 \left| \int \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right|^2 \\
+ \int \left( \frac{f^m(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi}{\int f(y, \hat{\theta}_n + \phi) \prod_{i=1}^{n} \frac{f(Y_i, \hat{\theta}_n + \phi)}{f(Y_i, \hat{\theta}_n)} \, d\phi} \right)^2 \\
\leq C^m e^{-n\epsilon},
\]

where last inequality comes from (94). Analogously,
This concludes the proof of STEP 3 and, thus, of Lemma 5 (Supplementary).

Proof. (Lemma 3) Assumptions of Lemma 3 imply regularity conditions (a)-(e) given above. The result follows from Lemma 5 (Supplementary).

Proof. (Proposition 3) It is enough to prove the results for \( a = 1 \). For two-arm BUDs we have

\[
\Delta_t(a) = \text{Var}(\theta_a | \Sigma_t) - E(\text{Var}(\theta_a | \Sigma_{t+1}) | A_{t+1} = a, \Sigma_t)
\]

for \( a \in \{0, 1\} \). Define

\[
F_t = -\hat{p}_{t,1} + \frac{\Delta_t(1)^h}{\Delta_t(1)^h + \Delta_t(0)^h}
\]

and

\[
\tilde{F}_t = -\hat{p}_{t,1} + \frac{I_{\theta_{0,1}}^{-h} (t\hat{p}_{t,1})^{-2h}}{I_{\theta_{0,1}}^{-h} (t\hat{p}_{t,1})^{-2h} + I_{\theta_{0,0}}^{-h} (t(1 - \hat{p}_{t,1}))^{-2h}}.
\]

As a function of \( \hat{p}_{t,1} \), \( \tilde{F}_t \) is strictly decreasing. The unique root of \( \tilde{F}_t = 0 \) is

\[
\rho_1 := \frac{I_{\theta_{0,1}}^{-h} \frac{2h}{2h+1}}{I_{\theta_{0,0}}^{-h} \frac{2h}{2h+1} + I_{\theta_{0,1}}^{-h} \frac{2h}{2h+1}}.
\]  

Now, we show that \( F_t - \tilde{F}_t \) converges to zero a.s. as \( t \to \infty \). Recall that if \( a_n, b_n, a'_n \) and \( b'_n \) are sequences of positive numbers, then

\[
\left| \frac{a_n}{a_n + b_n} - \frac{a'_n}{a'_n + b'_n} \right| \leq \min \left( \left| \frac{a_n}{b_n} - \frac{a'_n}{b'_n} \right|, \left| \frac{b_n}{a_n} - \frac{b'_n}{a'_n} \right| \right).
\]

Thus, we get

\[
| F_t - \tilde{F}_t | \leq \min \left( \left| \frac{\Delta_t(1)^h}{\Delta_t(0)^h} - \frac{I_{\theta_{0,1}}^{-h} (t\hat{p}_{t,1})^{-2h}}{I_{\theta_{0,0}}^{-h} (t(1 - \hat{p}_{t,1}))^{-2h}} \right|, \left| \frac{\Delta_t(0)^h}{\Delta_t(1)^h} - \frac{I_{\theta_{0,0}}^{-h} (t(1 - \hat{p}_{t,1}))^{-2h}}{I_{\theta_{0,1}}^{-h} (t\hat{p}_{t,1})^{-2h}} \right| \right).
\]
Hence

\[
| F_t - \tilde{F}_t | \leq \min \left( \frac{\Delta_t h I_{\theta_0,0}^{-h} (t(1 - \hat{p}_t, 1))^{-2h} - \Delta_t h I_{\theta_0,1}^{-h} (t\hat{p}_t, 1)^{-2h}}{\Delta_t h I_{\theta_0,0}^{-h} (t(1 - \hat{p}_t, 1))^{-2h}}, \frac{\Delta_t h I_{\theta_0,1}^{-h} (t\hat{p}_t, 1)^{-2h} - \Delta_t h I_{\theta_0,0}^{-h} (t(1 - \hat{p}_t, 1))^{-2h}}{\Delta_t h I_{\theta_0,1}^{-h} (t\hat{p}_t, 1)^{-2h}} \right). \tag{111}
\]

Additionally, by Lemma 3, for every \( a = 0, 1 \), we have

\[
\Delta_t h (a) = I_{\theta_0,a}^{-1} (t\hat{p}_t, 1)^{-2h} + o_P((t\hat{p}_t, a)^{-2h})
\]

and, indeed, by properties of \( o_P(\cdot) \),

\[
\Delta_t h (a) = I_{\theta_0,a}^{-h} (t\hat{p}_t, 1)^{-2h} + o_P((t\hat{p}_t, a)^{-2h}). \tag{112}
\]

Thus, plugging (112) into the right-hand side of (111), we conclude that \( F_t - \tilde{F}_t \to 0 \). Now, let \( c \) be such that \( \tilde{F}_t < -2c \) if \( \hat{p}_{t,1} > \rho_1 + \epsilon \) and \( \tilde{F}_t > 2c \) if \( \hat{p}_{t,1} < \rho_1 - \epsilon \). Since \( F_t - \tilde{F}_t \to 0 \), there exists a random time \( T \) such that \( | F_t - \tilde{F}_t | < c \) for all \( t \geq T \). For every \( t \geq T \), \( F_t < -c \) if \( \hat{p}_{t,1} > \rho_1 + \epsilon \) and \( F_t > c \) if \( \hat{p}_{t,1} < \rho_1 - \epsilon \). Based on basics of stochastic approximation theory, it follows that \( \hat{p}_{t,1} \to \rho_1 \) almost surely. Additionally, by definition of \( p_{t,1} \), equation (112) and properties of \( o_P(\cdot) \), we have

\[
p_{t,1} = \frac{I_{\theta_0,1}^{-h} (t\hat{p}_t, 1)^{-2h}}{I_{\theta_0,1}^{-h} (t\hat{p}_t, 1)^{-2h} + I_{\theta_0,0}^{-h} (t(1 - \hat{p}_t, 1))^{-2h}} + o_P(1). \tag{113}
\]

Therefore, applying continuous mapping theorem, we have

\[
p_{t,1} \xrightarrow{t \to \infty} \rho_1 \text{ a.s.}.
\]

\( \square \)