Data-enhanced learning compensation for linear predictive control of nonlinear chemical processes
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Abstract: In chemical processes, nonlinearities, uncertainties, and constraints have resulted in much more complex optimization problems, since optimization algorithms depend on model characteristics. Optimization success for chemical processes requires a proper combination of the optimization technique and the model that is appropriate. In this paper, we propose a data-enhanced learning compensation method for linear predictive control of nonlinear chemical processes. By using more reliable data to increase the accuracy of the model, optimizing performance can be greatly enhanced. Our method can be used in situations where engineering constraints must be met by a system with dynamics not well understood or nonlinearities that make previous control methods ineffective. Finally, a practical example of the CSTR is provided to demonstrate the efficacy of the proposed methods.
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1. INTRODUCTION
Over the past 20 years, the chemical industry has undergone significant change due to higher energy costs, stricter environmental regulations, and increased global competition for pricing and quality. In order to deal with these issues, optimization is one of the most important engineering tools (Edgar et al. (2001)). To reduce costs and meet constraints, plant designs and operating procedures have been modified, with a focus on improving efficiency and increasing profitability. Optimal operating conditions can be implemented via increased automation at the process level. However, the constraints, nonlinearities, and uncertainties of chemical processes have greatly increased the size and complexity of the optimization problems.

Chemical processes always involve nonlinear dynamics and constraints. Therefore, constrained optimization is more suitable for controlling chemical processes. Usually, the optimal operating point of a plant lies at the intersection of constraints. To achieve economic objectives of a process, the real-time modeling of nonlinear behaviors and the constraints handling become critical issues for any successful controller (Zhou et al. (2022c)). Prett and García (2013) point out that model predictive control (MPC) is the only way to handle constraints effectively. MPC and linear quadratic regulation (LQR) are popular techniques because of their theoretical foundations and their robustness and stability guarantees. However, many formulations use linear time-invariant (LTI) approximations of the dynamics of the system (Mayne (2014)). In order to enhance closed-loop performance and maintain these robustness and stability guarantees, data science and machine learning can be incorporated into constrained optimal control problems.

In recent years, data science and machine learning have been increasingly used in chemical processes (Qin and Dong (2020)) since modern information technology allows us to collect huge amounts of data, such as historical data from previous measurements and real-time data during process runs. It would be extremely helpful if we could use those online or offline process data to predict and assess system states, make decisions, and perform real-time optimization (Zhou (2012); Yang et al. (2016)). Hewing et al. (2020) categorized the research on the identification tools and developed a learning controller using MPC formulation. Utilizing historical inputs and/or outputs data, Lu et al. (2019) examined various levels of data-driven learning mechanisms to process control with constraints. Results above illustrate that data-driven learning (always including optimization) is a superior method for handling nonlinearities and/or constraints in process control. In light of this, we are investigating the data-driven learning method for chemical processes.

In this paper, we explore how data-driven learning can be incorporated into constrained optimal control for chemical processes. With the advancement of optimization algorithms, the modeling step usually presents more choices and challenges than the optimization technique (Zhou (2012); Yang et al. (2016)). Hewing et al. (2020) categorized the research on learning-based MPC, i.e., integrating or combining MPC with learning methods. Thus, we propose a data-enhanced learning compensation method for linear predictive control of nonlinear chemical processes. We demonstrate that by utilizing more efficient data to improve the accuracy of the model, the control performance can be enhanced, and the convergence rate can be increased. The flexibility of our design allows it to handle situations in which engineering constraints have to be met by a system exhibiting dynamics not well understood or nonlinear-
Fig. 1. A simplified illustration of the CSTR.

ities that make traditional control methods ineffective. Finally, through numerical experiments for the continuous stirred-tank reactor (CSTR) systems that are ubiquitous in the chemical industry, we demonstrate that the data-enhanced learning MPC is more efficient than LQR and (robust) MPC.

Notations. For vector $x$, $x^T$ denotes its transpose. For matrix $A \in \mathbb{R}^{n \times m}$, $A > 0$ or $A \succeq 0$ means that $A$ is positive definite or semi-positive definite. Given two sets $A$ and $B$, set addition $A \oplus B \triangleq \{a+b|a \in A, b \in B\}$; set subtraction $A \ominus B \triangleq \{a|a \in \mathbb{R}^n, a \in B\}$. Additionally, we consider the constraints on state and manipulated variables for the CSTR system given by (1). These constraints (Zhou et al. (2020)) are set as follows:

\[ c_A = 0.878 \text{ mol/L, } T = 324.5 \text{ K, } T_c = 300 \text{ K} \]

Mixed: ii) the mass densities of the feed and product streams are equal and constant; iii) the liquid volume in the reactor is kept constant. For energy balance equation given by (1b), assumptions used are as follows: i) the coolant temperatures and the cooling coil walls have negligible thermal capacitances compared with liquid temperatures; ii) all of the coolant is at the same temperature as $T_c$; iii) the rate of heat transfer from the reactor contents to the coolant is given by $UA(T_c - T)$, where $U$ is the overall heat transfer coefficient and $A$ is the area of heat transfer. $U$ and $A$ are assumed to be constants; iv) the enthalpy change associated with mixing the feed with the liquid in the tank is negligible compared with the enthalpy change for the chemical reaction; that is, the heat of mixing is negligible compared to the heat of reaction; v) shaft work and ambient heat losses can be neglected. Using all the above assumptions, we define normalized and dimensionless variables $x$ and $u$ as $x = \left[ \begin{array}{c} x_1 \end{array} \right]$ and $u = \left( T_c - T_e \right)/T_e$ with $x_1 = (c_A - c^i)/c^i$ and $x_2 = (T - T_c)/T_c$. Next, to simplify the model given by (1), we use the nominal values for the parameters shown in Table A.1 and obtain the nonlinear process of the CSTR as follows:

\[
\frac{dx_1}{dt} = -x_1 + 0.1399 - 7.2 	imes 10^{-5} \exp \left( \frac{-26.9666}{x_2+1} \right) \quad (4a)
\]

\[
\frac{dx_2}{dt} = -3.0921x_2 + 1.9342u - 0.0791 + 4.0724 \times 10^{-5} \exp \left( \frac{-26.9666}{x_2+1} \right) \quad (4b)
\]

As stated before, the model given by (4) was based on a lot of assumptions. This makes it difficult for the model to capture uncertainties inherent to the real plant, such as unmodeled dynamics and uncertainty in parameter values. Thus, it is best to use historical process data to help us build real-time models and perform optimizations in real-time. To accomplish this, we examine how historical data can be used to optimize control performance during controller design for the CSTR system illustrated in Fig. 1. Since all the historical process data, such as the inputs and states, are available, we use the notations $\mathbb{I}$ and $\mathbb{O}$ to indicate the input and state data sets; that is, $\mathbb{I} = \left\{ x_0, u_1, u_2, \ldots \right\}$ and $\mathbb{O} = \left\{ x_0, x_1, \ldots, x_s \right\}$. It is important to note that the nonlinear model given by (4) is continuously differentiable and it is used to simulate plant responses and perform verification in the presence of uncertainties, even when some advanced linear control system design techniques are used in the next section.

3. CONTROLLER DESIGNS

In this work, we consider that only a linear model of the nonlinear chemical process around the operating point is available for controller design, and that linear model is described by

\[ x(t + 1) = Ax(t) + Bu(t) \]

in which $t$ is the sampling time and $x(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^m$ denote the state and input, respectively, with $n$ and $m$ representing dimensions. The matrix pair $(A, B)$ is assumed to be controllable. The following sections will provide several controllers for this process, highlighting our main results.

3.1 LQR

In LQR controller, the optimization relies on the minimization of quadratic cost function (Olalla et al. (2009)). In most cases, LQR controllers provide superior performance without complicated algorithms and additional computational analysis. Besides, the LQR controller is simple, easy to implement, and
has a lower memory capacity (Ogata (2010)). In this subsection, we focus on LQR formulation for the system. Generally, the LQR controller is designed with the from of $u(t) = Kx(t)$, where $K \in \mathbb{R}^{m \times n}$ is a feedback control gain that is to be determined by optimizing the performance measure $J(x(t), u(t)) = \sum_{t=0}^{\infty} x^T(t)Qx(t) + u^T(t)Ru(t)$, where $Q \succeq 0$ and $R > 0$ are symmetric sign-definite weighting matrices. Thus, the LQR formulation for (5) is given by

$$\min_{u(t)} J(x(t), u(t)), \quad \text{s.t.} \quad (5)$$

(6a)

The complete LMI formulation of the problem given by (6) can refer to Olalla et al. (2009). Following Lewis et al. (2012), the unique solution to the LQR problem (6) is given by

$$u^*(t) = Kx(t) \in \mathbb{R}^m$$

(7a)

where $K = -(R + B^TPB)^{-1}B^TPA$ and $P = Q + A^TPA - A^TPB(R + B^TPB)^{-1}B^TPA$. Note that the LQR is capable of achieving robust stability and stability despite model inaccuracies. However, it cannot take into account the constraints.

3.2 Tube-Based MPC

Since LQR cannot handle the constraints, we use an alternative MPC method. MPC is incredibly successful in the process industries because of its conceptual simplicity and its ability to deal with hard constraints (Qin and Badgwell (2003)). Several current developments in MPC are summarized in Mayne (2014). In this section, we develop a MPC method for the chemical system. For nominal MPC, we solve the optimal control problem (OCP) by disregarding all the disturbances. Because of the open-loop nature of OCP, we employ a simple parameterized local policy, termed tube-based MPC. Outlined by Chisci et al. (2001), tube-based MPC enforces the satisfaction of the constraints in solving OCP by keeping closed-loop trajectory inside tubes that satisfy the constraints.

For the system given by (5), we consider a parameterized local control policy as $u(t) = Kx(t) + \xi(t)$, where $\xi$ is the same as we used in (7). In this case, for (5), we obtain the uncertain term as $g(x(t), u(t)) \triangleq f(x(t), u(t)) - Ax(t) - Bu(t)$, where $f(\cdot, \cdot)$ denotes a discrete-time representation of the uncertain nonlinear process. Besides, we assume that, given two polytope constraint sets $\mathcal{X}$ and $\mathcal{U}$, $g(\cdot, \cdot)$ is bounded as $g(x(t), u(t)) \in \mathcal{Y} \subset \mathbb{R}^n$, $\forall x \in \mathcal{X}$, $u \in \mathcal{U}$. To ensure stability (Rakovic et al. 2012), we need a control invariant set $\Omega \subset \mathbb{R}^n$ which resides the state at the end of each prediction horizon $t$, i.e., $x(t+N) \in \Omega$, where $N$ denotes the prediction horizon. To enforce satisfaction of the constraints, we should have $\Omega \subset \{x : x \in \mathcal{X}, Kx \in \mathcal{U}\}$. For disturbance invariance, we should keep $(A + BK)\Omega \subset \Omega$. Methods for computing positively invariant outer approximations of $\Omega$ are given in Rakovic et al. (2005). To decrease conservatism and improve robustness, we use different disturbance tubes $\mathcal{X}_k$ for every prediction step, which satisfy

$$\mathcal{X}_0 = \{0\}, \quad \mathcal{X}_k = \mathcal{X} \cap \{A + BK\}^k \mathcal{U}, \quad k = 1, 2, \ldots, N. \quad (8)$$

Finally, the tube-based MPC problem can be formulated as

$$\min_{\tilde{u}(t)} J_F(\tilde{x}(t), \tilde{u}(t)) \quad (9a)$$

$$= \sum_{k=0}^{N-1} \tilde{x}^T(t)Q\tilde{x}(t) + \tilde{u}^T(t)R\tilde{u}(t) + \tilde{x}^T(t+N)P\tilde{x}(t+N)$$

s.t. $\tilde{x}(t+k+1) = A\tilde{x}(t+k) + B\tilde{u}(t+k)$, $\tilde{x}(t) = x(t)$

$$\tilde{u}(t+k) = K\tilde{x}(t+k) + \xi(t+k)$$

$$\tilde{x}(t+k+1) \in \mathcal{X}_k \otimes \mathcal{X}_{k+1}, \tilde{x}(t+N) \in \Omega \otimes \mathcal{X}_{N} \quad (9b)$$

$$\tilde{u}(t+k) \in \mathcal{U} \otimes (K\mathcal{X}_k), \quad k = 0, 1, \ldots, N-1 \quad (9c)$$

By solving of (9), we obtain that nominal control and state sequences $\{\xi(t), \xi(t+1), \ldots, \xi(t+N-1)\}$, $\{\tilde{x}(t+1), \tilde{x}(t+2), \ldots, \tilde{x}(t+N)\}$ satisfies $\tilde{x}(t+k+1) = A\tilde{x}(t+k) + B\tilde{u}(t+k)$.

Finally, the tube-based MPC problem can be formulated as

$$\min_{\tilde{u}(t)} J_F(\tilde{x}(t), \tilde{u}(t)) \quad (10a)$$

$$= \sum_{k=0}^{N-1} \tilde{x}^T(t)Q\tilde{x}(t) + \tilde{u}^T(t)R\tilde{u}(t) + \tilde{x}^T(t+N)P\tilde{x}(t+N)$$

s.t. $\tilde{x}(t+k+1) = A\tilde{x}(t+k) + B\tilde{u}(t+k)$

$$+ \tilde{e}_1(\tilde{x}(t+k), \tilde{u}(t+k)), \tilde{x}(t) = x(t) \quad (10b)$$

$$\tilde{u}(t+k) = K\tilde{x}(t+k) + \tilde{\xi}(t+k)$$

$$\tilde{x}(t+k+1) \in \mathcal{X} \otimes \mathcal{X}_{k+1}, \tilde{x}(t+N) \in \Omega \otimes \mathcal{X}_{N}$$

$$\tilde{u}(t+k) \in \mathcal{U} \otimes (K\mathcal{X}_k), \quad k = 0, 1, \ldots, N-1 \quad (10c)$$

For this problem, (10c) is used to derive deterministic guarantees on the robustness and stability properties of the resulting closed-loop system, while (12b) is an adaptive model of the
system which learns the true underlying dynamics of the chemical system over time. Since the variable \( \hat{x} \) is used in adaptive model (12b) with data compensation, thereby yielding more accurate predictions for the actual state trajectory. Choosing control inputs according to the learned (more accurate) dynamics (12b), yet subject to the robustness constraints on the model (12c), results in lower cost and higher performance, while also dropping the strict condition used in Marafioti et al. (2014).

Using (10), we obtain \( g(x(t), u(t)) = f(x(t), u(t)) - Ax(t) - Bu(t) \). Thus, the main goal of \( \Theta_i(x, u) \) in (12b) is to make that \( \Theta_i(x, u) \to g(x(t), u(t)) \) as more data become available for compensation. With sufficiently rich data for approximating the nonlinear term, we would expect that the nonlinear system can be learned using (12b). Next, we shall discuss how we develop the data compensation method to ensure (13).

To save computational burden, we use the polynomial approximation to develop a parametric function, such that \( \Theta_i(x, u) \) is a polynomial in \( (x(t), u(t)) \). Thus, we would like to find some positive integers \( r_1, r_2 \) such that

\[
\Theta_i(x, u) = P^T \hat{m}_{0, r_1}(x) + P^T \hat{m}_{0, r_2}(u)
\]  

(14)

where \( \hat{m}_{0, r_1}(x) \) and \( \hat{m}_{0, r_2}(u) \) with two positive integer \( r_1 \) and \( r_2 \) denote the polynomials of the vector \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) with the order at least 0 and at most \( r_1 \) and \( r_2 \), respectively, i.e.,

\[
\hat{m}_{0, r_1}(x) = \begin{bmatrix} 1 & x(t) & \cdots & x^r(t) \end{bmatrix}, \quad \hat{m}_{0, r_2}(u) = \begin{bmatrix} 1 & u(t) & \cdots & u^r(t) \end{bmatrix}
\]  

(15)

and, \( p_s,p_u \) denote two vectors that need to be identified using the available data. Note that \( m_{0, r_1}(x) \) and \( m_{0, r_2}(u) \) are concatenated polynomial vectors for \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) and \( \Theta_i(x, u) \) in (14) is a linear function parameterized by a set of coefficients \( \Xi = [p_s^T,p_u^T]^T \in \mathbb{R}^{l} \) with \( l = (r_1 + 1) + (r_2 + 1) \); that is, \( \Theta_i(x, u) \) is a polynomial vector consisting of the \( (r_1 + r_2 + 2) \) vectors. Then, writing in a compact form for (14) results in

\[
\Theta_i(x(t), u(t)) = \Xi^T \hat{m}_{0, r_1}(x(t))\hat{m}_{0, r_2}(u(t)).
\]  

(16)

Next, using the input data \( \{u(t)\}_{t=0}^k \) in set \( \mathbb{S} \) and the data \( \{x(t)\}_{t=0}^k \) in set \( \mathbb{O} \), we can construct the data \( y(t) = x(t+1) - (Ax(t) + Bu(t)) \) and then, form \( \hat{m}_{0, r_1}(x) \) and \( \hat{m}_{0, r_2}(u) \) for \( t = 1,2,\ldots,k \). Then given two integers \( r_1 \) and \( r_2 \), using the least-squares method, we can optimize the parameter \( \Xi \) by solving

\[
\hat{x} = \arg\min_{\Xi} \sum_{t=0}^{k} \left\| (y(t) - \hat{m}_{0, r_1}(x(t))\hat{m}_{0, r_2}(u(t)))\right\|^2
\]  

(18)

Note that the \( \Theta_i(x(t), u(t)) \) given by (16) is linear in the coefficients \( \Xi \), where \( \hat{m}_{0, r_1}(x) \) and \( \hat{m}_{0, r_2}(u) \) are two sets of polynomial vectors. This indicates that the least-squares optimization (18) has linear computational complexity, which greatly simplifies the computation load.

We highlight that the data-enhanced learning function given by (14) has two different meanings. The first is that (14) allows for corrections to be made to the nominal model given by (5); the second element of (15) modifies the \( A, B \) matrices of the nominal model; the remainder of (15) produces a more accurate model than the nominal one. The second is that the coefficients of (14) are characterized as unique optimizers of the least-squares problem (18). Using data-enhanced learning compensation given by (14) for the nominal model, it provides specific predictions of future behaviors, resulting in more accurate inputs and outputs for minimization of the performance function in solving (12).

3.4 Summary of the Main Results

Our proposed method describing the data-enhanced learning compensation for tube MPC is summarized in Algorithm 1.

\[\text{Algorithm 1: Data-enhanced learning predictive controller}
\]

**Data:** Collect historical input and output data

**Input:** \( r_1, r_2 \)

**Output:** \( \zeta(t) \) for every \( k \)

while \( k \geq \text{max}(r_1, r_2) \)

if \( t \geq 0 \)

Form \( \hat{m}_{0, r_1}(x) \) and \( \hat{m}_{0, r_2}(u) \) given by (15);

Solve (18) to obtain an estimate of \( \Xi \);

Solve (12) to obtain \( \zeta(k+1), k = 0,1,\ldots,N-1 \);

end

Apply \( \hat{u}(t) = K\hat{x}(t) + \zeta(t) \) to the system;

\( t \leftarrow t+1 \);

end

Note that the data-enhanced learning compensation method for MPC does not need any \( a \) priori assumptions for the nonlinear dynamic behavior \( f(\cdot, \cdot) \) or the nonlinear term \( g(\cdot, \cdot) \) in (10) after extracting a dominant linear behavior. This implies a distinctive feature of our design: Algorithm 1 is flexible enough to handle a broad range of nonlinear chemical processes: from a partially known system to an unknown system, identifying the system from effective data as a dominant linear plant. Using the previous data, it enables us to incorporate non-traditional models of adaptation into the prediction model, resulting in a lower cost and higher performance.

Due to the fact that our method retains the feasibility and constraint satisfaction of the tube MPC given by (9), we can design the data-enhanced learning function without having to worry about stability properties or the ‘persistent excitation’ requirement used in Marafioti et al. (2014). For the true plant, as long as (14) can be computed with available data, the proposed Algorithm 1 can be executed. In this sense, our proposed Algorithm 1 illustrates a clear separation between robustness and performance.

4. CASE STUDIES

In this section, we revisit the motivating example to demonstrate the properties of the developed controllers and the superior performance of Algorithm 1. To that end, using a sampling time of 0.1 min, we obtain the discrete-time state-space model with the form of (5) with matrices \( A,B \) given by

\[
A = \begin{bmatrix} 0.8906 & -0.3419 \\ 0.0900 & 0.9607 \end{bmatrix}, \quad B = \begin{bmatrix} -0.0337 \\ 0.1811 \end{bmatrix}
\]

Note that the pair \( (A,B) \) is controllable. Using (2), we can write the constraints given by (3) in the following form

\[
\mathcal{X} = \{x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix}; \quad -0.5 < x_1(t) < 0.5 \\ -0.4 < x_2(t) < 0.4 \} \quad (19a)
\]

\[
\mathcal{U} = \{u(t) : -0.8 < u(t) < 0.8 \} \quad (19b)
\]
The initial values of the CSTR system are set as $T(0)=320\ \text{K}$ and $c_1(0)=0.5\ \text{mol/L}$, which corresponds to $x(0)=[-0.4300,-0.0138]$. Next, to render the states to the operating point given by (2), we will now check the system performance under all the controllers developed in Section 3.

First, to apply the LQR controller to the system, we set the weighting matrices as $Q=P=\text{diag}([10\ 10])$ and $R=0.1$, respectively. Thus, we obtain the feedback control gain $K$ as

$$K = \begin{bmatrix} 2.5529 \\ -4.7132 \end{bmatrix}.$$ 

The system performance under the LQR controller given by (7) is depicted in Fig. 2. Note that the LQR controller can stabilize the CSTR system. However, it violates the constraint of the input lower bound given by (19b) at the beginning. If the constraints are violated at any time $t$, serious consequences may ensue, for example, physical components may be damaged or saturation may cause a loss of closed-loop stability. Fig. 2 indicates that the LQR cannot handle the constraints.

Next, to apply the tube-based MPC to the system, we set the control horizon as $N=5$ and construct the control invariant set $\Omega$ and the robust tubes $\mathcal{R}_k$ given by (8), which are both illustrated in Fig. 3. Then we solve the OCP given by (9) at each sampling time $t$. The system performance under the tube-based MPC is depicted in Fig. 4. As shown in Fig. 4, the tube-based MPC can render the states to the operating point without violating the constraints given by (19).

Then, we apply our proposed Algorithm 1 to the system. First, we set $r_1=2$ and $r_2=2$ for (15). Then we use Algorithm 1 to control the CSTR system given by (4) at each sampling time $t$. The system performance under Algorithm 1 is shown in Fig. 5. From the comparison of Figs. 5 and 4, we see that Algorithm 1 can significantly accelerate the convergence rate of tube-based MPC, while also satisfying all the constraints given by (19).

Finally, to illustrate the superior performance of Algorithm 1, we compare the accumulated costs associated with the LQR, the tube-based MPC, and Algorithm 1, as shown in Fig. 6. Fig. 6 reveals that the accumulated cost for Algorithm 1 is less than that of the LQR and the tube-based MPC. This indicates that the data-enhanced learning compensation method can improve the control performance of linear predictive controllers.

5. CONCLUSIONS

As chemical processes always have nonlinear dynamics and constraints, constrained optimization is a better method to control them. LQR and MPC have gained popularity because of their robustness and stability guarantees, but their formulations are typically LTI derivations of underlying system dynamics.
By incorporating statistics and machine learning techniques into the design process, this paper developed a data-enhanced learning compensation for closed loop performance improvement. Using this method, one can tune the prediction model used in tube-based MPC while ensuring the robustness and performance of the closed-loop system simultaneously. The method can be used for situations where engineering constraints must be satisfied by a system with dynamics that are unknown or with nonlinearities that make traditional control methods ineffective.
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Appendix A. PARAMETERS OF THE CSTR SYSTEM

| Parameter | Explanation | Nominal value | Units |
|-----------|-------------|---------------|-------|
| $T_i$     | Inlet flow rate | 100          | L/min |
| $c_{in}$  | Feed concentration | 1            | mol/L |
| $T_i$     | Feed temperature  | 350         | K     |
| $V$       | Volume of CSTR   | 100          | L     |
| $k_0$     | Pre-exponential factor | $7.2 \times 10^{10}$ | min$^{-1}$ |
| $E/R$     | Activation energy | 8750         | K     |
| $U/A$     | Heat transfer constant | $5 \times 10^4$ | J/min·K |
| $\rho$    | Density of A-B mixture | 1000        | g/L   |
| $C_p$     | Heat capacity of A-B mixture | 0.239      | J/g·K |
| $\Delta H_r$ | Heat of reaction for $A \rightarrow B$ | $-5 \times 10^4$ | J/mol |