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[1] Turbulence in the upper ocean generates fluctuations in temperature and salinity, which result in variations in inherent optical properties (IOPs) and further change the underwater light field. A simulation-based study is performed for the radiative transfer (RT) of natural light in the turbulent flows in the upper ocean. For a canonical problem of turbulent shear flow interacting with the sea surface with and without surface waves, large-eddy simulations are performed for fluid motions and the transport of temperature and salinity. Based on the resolved turbulence temperature and salinity fields, IOP variations are quantified, and the inhomogeneous RT equation is then simulated using a Monte Carlo method. Through the simulations of a variety of cases with different flow, temperature, and salinity conditions, the statistics of downwelling irradiance are quantified and analyzed. It is found that the vertical profile of the mean downwelling irradiance is mainly determined by the vertical structure of the mean values of the IOPs; and turbulence effect is manifested in the horizontal variations of the downwelling irradiance. The magnitude of the irradiance variation is governed by the differences in the temperature and salinity between their values at the surface and in the deep region. In the presence of surface waves, the irradiance variation is enhanced due to the surface deformation, which is also largely affected by wave–turbulence interaction. The LES and inhomogeneous RT simulation may provide a useful tool for the characterization of upper-ocean turbulence processes based on underwater RT measurements.
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1. Introduction

[2] The fluctuations of solar irradiance and radiance in the upper ocean have been studied experimentally and theoretically for half a century. Existing analytical and numerical models are based on the assumption that the in-water irradiance and radiance variations are associated with the focusing and defocusing of sunlight at the air–water interface and the light scattering and absorption within the ocean body. Scattering acts like a low-pass filter and smooths out the high frequencies of the light field. The fluctuation magnitude of downwelling irradiance decreases when the single scattering albedo increases. Experimentalists including Snyder and Dera [1970], Dera and Stramski [1986], Stramski and Legendre [1992], and Gernez and Antoine [2009] built specific instruments to measure temporal variations of underwater solar irradiance and radiance. Recently, You et al. [2009] theoretically investigated the wave-induced irradiance fluctuation with direct simulation. Shen et al. [2011] developed an analytical model for the probability distribution of underwater irradiance induced by wind-driven surface waves. Both the above two theoretical studies employed empirical linear wave spectral models and assumed that the solar light propagates in a homogeneous ocean medium. However, it should be noted that wave nonlinearity can sometimes be important and that due to oceanic turbulence, fluctuations of temperature and salinity may cause variations of inherent optical properties (IOPs) to change the solar light field.

[3] Although the light propagation affected by atmospheric turbulence and clouds has been widely studied, less attention has been paid to the turbulence effect on the ocean side. A pioneering work was done by Chilton et al. [1969], who investigated the effect of oceanic turbulence on underwater images. Gilbert and Honey [1972] also studied this effect and found that the fluctuations in temperature and salinity can be large enough to degrade image quality, especially for coherent light. Bogucki et al. [1998, 2004] numerically and experimental studied the effect of refractive index change caused by oceanic turbulence on the scattering coefficient and volume scattering function at near-forward angles. Bogucki et al. [2007a] then developed a method to extract the rate of temperature variance dissipation from light scattering measurements; Bogucki et al. [2007b] also numerically investigated the effect of turbulence-induced IOP variations on returning lidar signals. Recently, Lu et al. [2006] studied...
the propagation of a partially coherent beam in oceanic turbulence and illustrated the dependence of the normalized root-mean-square (RMS) width of the beam on turbulence. Korotkova and Farwell [2011] investigated the effect of oceanic turbulence on the polarization of stochastic beams. The above studies focus on the propagation of fully or partially coherent light beams within the oceanic turbulence. In these cases, the variation of refractive index is the major factor contributing to the distortion of light beams. Both Lu et al. [2006] and Korotkova and Farwell [2011] used the spectral model of refractive index for the seawater, which was developed by Nikishov and Nikishov [2000] with the approximation of single scattering for coherent light.

In oceans under natural conditions, the incoherent solar light is dominant. It has been found that turbulence has a relatively weaker effect on incoherent light than on coherent light [Mobley, 1994; Lu et al., 2006]. Duntley [1974] showed that for solar light, the very small change of refractive index due to turbulence does not significantly affect the distribution of radiant energy in water. The scattering change in turbulent flows was found unimportant to the overall redistribution of radiant energy by Mobley [1994]. Nevertheless, it has been observed that turbulence leads to changes in time-averaged volume scattering function. Honey and Sorenson [1970] studied the turbulence-induced optical absorption and scattering properties in ocean and found enhancement of forward scattering at very narrow angles. Bogucki et al. [1998, 2004] built a theoretical model and reproduced the same behavior of volume scattering function at very small forward scattering angles. Besides the volume scattering function, the dependence of absorption and scattering coefficients and refractive index of pure seawater on temperature and salinity was illustrated in many studies including Pegau et al. [1997], Zhang et al. [2009], McNeil [1977], Pope and Fry [1997], and Quan and Fry [1995]. The models obtained from their studies are discussed in section 2.2.

With the increasing capability of underwater light sensing, which has become a potential way of passive measurement of upper ocean conditions, it has become possible and worthwhile to quantify the small fluctuations in natural underwater light. Instead of the Maxwell equations with the approximation of single scattering or first-order treatment of multiple scattering, radiative transfer equation (RTE) with spatially dependent absorption and scattering coefficients and phase function has become amenable to solve to yield the solar radiant energy propagation in oceanic and atmospheric turbulence. In general, changes of refractive index in real and imaginary parts are interpreted as the respective changes of scattering and absorption coefficients in the RTE. Recently, derivations of modified RTE accounting for continuously changing refractive index were reported [Shendeleva and Molloy, 1999; Tualle and Tinet, 2003; Premaratne et al., 2005; Bal, 2006]. Their derivations are based on approximation of geometric optics, and the bending effect of light is explicitly expressed in the RTE.

In this paper, we report a simulation based study on the effect of oceanic turbulence on natural underwater light field. We develop numerical models for the large-eddy simulation (LES) of turbulent flows in the upper ocean and the transport of scalars (section 2.1). Based on empirical formula in literatures, we incorporate IOP variations due to temperature and salinity fluctuations (section 2.2) to our radiative transfer simulations. Starting from the general RTE that accounts for refractive index changes, we show the validity of ignoring the refractive index term in the upper ocean environment in Monte Carlo (MC) simulations (section 2.3). In section 3, we show the simulation results of downwelling irradiance with and without dynamic ocean surface waves. Finally, we present the conclusions and discussion in section 4.

2. Numerical Models

2.1. Ocean Turbulence Model

We consider a turbulent shear flow in the upper ocean with the presence of surface waves (Figure 1). The frame of reference has axes x, y, and z pointing to the streamwise, spanwise, and vertical directions, respectively. The origin of the coordinate system is located on the undisturbed sea surface.

The governing equations of LES are the filtered momentum equations for incompressible and Newtonian flows

$$\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial (\tilde{u}_j \tilde{u}_i)}{\partial x_j} = - \frac{1}{\rho} \frac{\partial P}{\partial x_i} - \frac{\partial \tau_{SGS}^{ij}}{\partial x_j}, \quad i = 1, 2, 3, \tag{1}$$

and the filtered continuity equation

$$\frac{\partial \tilde{u}_i}{\partial x_i} = 0. \tag{2}$$

Here, “(·)” denotes the filtered (i.e., resolved at grid scale) value in LES; \( \tilde{u}_i \) (also denoted as \( \tilde{u}, \tilde{v}, \) and \( \tilde{w} \)) is the resolved velocity; \( \rho \) is the water density; \( P \) is the resolved dynamic pressure; and \( \tau_{SGS}^{ij} = \tilde{u}_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j \) is the subgrid-scale (SGS) stress, which represents the effect of turbulence eddies smaller than the grid scale on the resolved motion [Sagaut, 2006]. We use the Smagorinsky model [Smagorinsky, 1963] to represent \( \tau_{SGS}^{ij} \) as

$$\tau_{SGS}^{ij} = -2 \left( C_v \Delta \right)^2 |S| \tilde{S}_j, \tag{3}$$

where \( C_v \) is the Smagorinsky coefficient for velocity; \( \Delta \) is the filter width (which equals to grid size in this study); \( \tilde{S}_j = (\tilde{u}_i \tilde{u}_j + \tilde{u}_j \tilde{u}_i)/2 \) is the filtered strain rate; and \( |S| = (2 \tilde{S}_i \tilde{S}_j)^{1/2} \).

Figure 1. Schematics of the turbulent shear flow in the upper ocean considered in the present study.
Note that the use of the Smagorinsky model for boundary layer flows requires some caution [see, e.g., Sagaut, 2006]. Shen and Yue [2001] performed an extensive analysis on the inter-scale energy transfer in turbulent flows with a free surface based on data of direct numerical simulation (DNS) on fine grid, and assessed the performance of SGS models through a priori and a posteriori tests on coarse grid. It is found that it is important to correctly represent the variation of the model coefficient in free-surface turbulent flows, and a dynamic procedure to determine the model coefficient is necessary for capturing the physics of free-surface turbulence. In the present study, we have employed the dynamic Smagorinsky model of Germano et al. [1991] and Lilly [1992] as well as a particular variant of it, namely the scale-dependent Lagrangian dynamic model [Bou-Zeid et al., 2005]. The latter has two attractive features especially suitable for the present wave–turbulence interaction problem. First, in the dynamic procedure [Germano et al., 1991; Lilly, 1992] of determining model coefficient, Lagrangian averaging along fluid paths [Meneveau et al., 1996] is used to overcome the difficulty of lacking homogeneous direction for performing spatial averaging to reduce model coefficient fluctuations (for review, see, e.g., Meneveau and Katz [2000]) in the flow field that is heterogeneous due to the presence of waves. Second, the complex disequilibrium turbulence field near the boundary can be better addressed with the scale-dependent treatment of the model coefficient [Porté-Agel et al., 2000]. More discussion on the scale-dependent and Lagrangian dynamic modeling approach can be found in the work of Bou-Zeid et al. [2004, 2005]. In the present paper, all the results are based on LES using this model.

At the sea surface, the nonlinear kinematic boundary condition (KBC) is

\[
\begin{align*}
\frac{\partial \eta}{\partial t} + u \frac{\partial \eta}{\partial x} + v \frac{\partial \eta}{\partial y} + w \frac{\partial \eta}{\partial z} - \tilde{w} = 0, & \quad \text{at } z = \eta, \quad (4) \\
\end{align*}
\]

where \( \eta \) is the surface elevation. We assume the local wind to be weak and model the air as a region with constant pressure. The nonlinear dynamic boundary conditions (DBC) at \( z = \eta \),

\[
\begin{align*}
\vec{t}_1 \cdot [\vec{\sigma}] \cdot \vec{n}^T &= 0, & \vec{t}_2 \cdot [\vec{\sigma}] \cdot \vec{n}^T &= 0, & \vec{n} \cdot [\vec{\sigma}] \cdot \vec{n}^T &= 0, \\
\end{align*}
\]

represent the balance of the stress at the free surface. In equation (5), \( \vec{\sigma}_{ij} = - (\vec{P}/\rho - g z) \delta_{ij} + \tau_{ij}^{\text{SGS}} \), where \( g \) is the gravitational acceleration and \( \delta_{ij} \) is the Kronecker delta; \( \vec{t}_1 \) and \( \vec{t}_2 \) are the tangential directions of the sea surface and \( \vec{n} \) is the normal direction of the sea surface pointing from the water to the air. They are expressed as

\[
\begin{align*}
\vec{t}_1 &= \left( \frac{1}{\sqrt{\eta_x^2 + 1}}, \frac{0}{\sqrt{\eta_x^2 + 1}}, \frac{\eta_x}{\sqrt{\eta_x^2 + 1}} \right), & \vec{t}_2 &= \left( \frac{0}{\sqrt{\eta_y^2 + 1}}, \frac{1}{\sqrt{\eta_y^2 + 1}}, \frac{-\eta_y}{\sqrt{\eta_y^2 + 1}} \right), & \vec{n} &= \left( -\eta_x, -\eta_y, 1 \right) / \sqrt{\eta_x^2 + \eta_y^2 + 1}. \\
\end{align*}
\]

At the bottom of the computational domain \( z = -H \) that is deep enough to have negligible effect on the near-surface motion, a shear-free boundary condition is applied as

\[
\frac{\partial \tilde{u}}{\partial z} = \frac{\partial \tilde{v}}{\partial z} = 0, \quad \tilde{w} = 0. \quad (7)
\]

In the horizontal directions, we use a periodic boundary condition.

For the transport of a scalar in the flow, the governing equation for the scalar concentration, \( \bar{\theta} \), is

\[
\frac{\partial \bar{\theta}}{\partial t} + \tilde{u} \frac{\partial \bar{\theta}}{\partial x} + \tilde{v} \frac{\partial \bar{\theta}}{\partial y} + \tilde{w} \frac{\partial \bar{\theta}}{\partial z} = \frac{\partial Q_\text{SGS}}{\partial x}, \quad (8)
\]

where \( Q_\text{SGS} \) representing the subgrid-scale diffusion of the scalar is modeled as

\[
Q_\text{SGS} = -2C_0 \left( \frac{\Delta}{2} \right)^2 \frac{\partial \bar{\theta}}{\partial x}. \quad (9)
\]

Similar to the velocity field simulation, the Smagorinsky coefficient for the scalar, \( C_0 \), is calculated based on the scale-dependent Lagrangian dynamic model.

Two types of scalars, which respectively correspond to temperature and salinity, are considered here. For the temperature, \( \bar{T} \), because its turbulence transport is mainly controlled by the heat flux due to air-side processes (e.g., evaporation), its boundary conditions are [Handler et al., 1999; Kermami et al., 2011]

\[
\frac{\partial \bar{T}}{\partial n} = T_{\text{surface}}, \quad \text{at } z = \eta, \quad (10)
\]

\[
\bar{T} = T_{\text{deep}}, \quad \text{at } z = -H. \quad (11)
\]

In the simulation, we take \( T_{\text{deep}} = 5^\circ \text{C} \) and \( T_{\text{surface}} \) is adjusted to make the average value of \( T_{\text{surface}} \) equal to \( 10^\circ \text{C}, \ 15^\circ \text{C} \), or \( 20^\circ \text{C} \). For the salinity, \( \bar{S} \), because its turbulence transport process is governed by the concentration difference, the boundary conditions are

\[
\bar{S} = S_{\text{surface}}, \quad \text{at } z = \eta, \quad (12)
\]

\[
\bar{S} = S_{\text{bottom}}, \quad \text{at } z = -H. \quad (13)
\]

We take \( S_{\text{bottom}} = 35 \text{ ppt} \) and \( S_{\text{surface}} = 32 \text{ ppt}, 33 \text{ ppt}, \) or \( 34 \text{ ppt} \). Here, ppt stands for “parts per thousand.”

To accurately capture the flow motion under the unsteady sea surface, we use a boundary-fitted grid that follows the surface undulatory motion. An algebraic mapping is used to transform the irregular physical domain bounded by the wave surface into a rectangular computational domain by normalizing \( z \) with the distance from the sea surface to the computational domain bottom. The governing equations for the flow, (1) and (2), subject to the boundary conditions are integrated in time with a fractional step method [Kim and Moin, 1985]. The surface elevation is advanced in time through the integration of the KBC with a Runge–Kutta
scheme. For the spatial discretization, a pseudo-spectral method is used in the horizontal directions. In the vertical direction, we use a finite-difference method. The details of the numerical schemes and the validations are provided by Guo and Shen [2009, 2010] and Yang and Shen [2011a, 2011b]. The numerical scheme for the scalar governing equation, (8), is similar to that of the momentum equation, with an additional treatment for the scalar flux to conserve scalar mass and prevent unphysical extrema and oscillations in scalar concentration that sometimes occur due to numerical dispersion and diffusion [Chamecki et al., 2008]. We combine a positive-definite flux limiter [Skamarock, 2006] that prevents the occurrence of negative scalar concentration values, and a monotonic flux limiter [Zalesak, 1979] that prevents the maxima amplification problem, in a way similar to Skamarock and Weisman [2009] and Wang et al. [2009].

14] The size of the computational domain is \( L_x \times L_y \times H = 260 \text{ m} \times 260 \text{ m} \times 100 \text{ m} \). In the horizontal directions, an evenly distributed 192-point grid is used. In the vertical direction, we use a 97-point grid that is clustered toward the sea surface to have higher resolution near the surface.

15] Superposed with small velocity noises as seed for turbulence (and a long-crested wave train if surface wave is considered), the simulation starts with a shear flow with a mean velocity profile

\[
\left( \frac{\bar{u}}{U_0} \right) = 0.9988 \text{ sech}^2 \left( \frac{0.88137 \frac{z}{L_0}}{} \right),
\]

which is representative of wake flows near the sea surface [Triantafyllou and Dimas, 1989]. An Orr-Sommerfeld stability analysis of equation (14) has been performed by Triantafyllou and Dimas [1989]. The nonlinear evolution of the mean profile is studied by Dimas and Triantafyllou [1994] and Shen et al. [2000]. Shen et al. [2001, 2004] and Khakpour et al. [2011] studied the turbulence structures and scalar field.

16] In this study, for wave effect, two scenarios are considered. One is that the initial wave train propagates in the same direction as the mean flow; and the other is that they travel in opposite directions. In both scenarios, the wavelength of the wave train is \( L^p = 65 \text{ m} \) and the initial wave amplitude is \( \alpha^p = 1 \text{ m} \). In the simulations, the sea surface dynamically interacts with the underlying turbulent flow and, as a result, the wave train is distorted and additional small-amplitude, short waves are generated. In addition to these wave scenarios, cases with a flat surface are also simulated to represent a calm ocean surface.

2.2. Atmosphere and Ocean IOPs Models

17] We consider the solar light propagating in the atmosphere-ocean system. A plane-parallel geometry is assumed for the atmosphere, which is modeled as a two-layer system based on the Maritime Aerosol Model I (MAR-I) [Adams and Gray, 2011]. The upper layer contains continental-type aerosols, and the lower layer contains maritime-type aerosols. Assume \( \tau_c \) is the optical thickness of the continental haze layer, \( \tau_m \) is the optical thickness of the maritime haze layer, and \( \tau_r \) is the optical thickness of the Rayleigh scattering layer. We have

\[
\tau_c = 0.025, \quad \tau_r = 0.114, \quad \omega_0 = 0.957
\]

for the upper layer, and

\[
\tau_m = 0.05, \quad \tau_r = 0.031, \quad \omega_0 = 1
\]

for the lower layer. Here, \( \omega_0 \) is the single scattering albedo.

The volume scattering function for the Rayleigh scattering layer is approximated as the Rayleigh scattering phase function, and the volume scattering function for the continental and maritime haze layers uses the Henyey–Greenstein (HG) phase function.

19] The case 1 water [Morel and Prieur, 1977] is assumed for the ocean model. For simplicity, for most of the cases considered in this study, we assume that the chlorophyll concentration along the depth is uniformly distributed with a value \( C = 0.1 \text{ mg m}^{-3} \), which corresponds to very clear (oligotrophic) water. Empirical models of absorption coefficient \( a(T, S, C; \lambda) \), scattering coefficient \( b(T, S, C; \lambda) \), and refractive index \( n(T; S; \lambda) \) are described below.

2.2.1. Absorption Coefficient

19] A model for the absorption coefficient \( a(T, S, C; \lambda) \) in units of \( \text{m}^{-1} \) was given by Haltrin [1998] as:

\[
a(T, S, C; \lambda) = a_w(T, S; \lambda) + a_0(\lambda)\left( \frac{C}{C^0} \right)^{0.602} + a_b^0 e^{-k_b \lambda} + a_b^1 C F e^{-k_b \lambda}.
\]

Here, \( a_w(T, S; \lambda) \) is the pure water absorption coefficient in \( \text{m}^{-1} \) with \( \lambda \) being the wavelength of light in nm; \( a_0(\lambda) \) is the specific absorption coefficient of chlorophyll in \( \text{m}^{-1} \); \( C \) is the total concentration of chlorophyll in mg m\(^{-3}\); \( C^0 \) is a constant with the value \( C^0 = 1 \text{ mg m}^{-3} \); \( a_b^0 = 35.959 \text{ m}^2 \text{ mg}^{-1} \) and \( a_b^1 = 18.828 \text{ m}^2 \text{ mg}^{-1} \) are the specific absorption coefficients of fulvic acid and humic acid, respectively; \( C_f \) and \( C_h \) are respectively the concentrations of fulvic and humic acids, both in mg/m\(^3\); and the two remaining constants in the above equation are \( k_b = 0.0189 \text{ nm}^{-1} \) and \( k_b = 0.01105 \text{ nm}^{-1} \). The relations among \( C, C_f, \) and \( C_h \) are given by Haltrin [1998] as

\[
C_f = 1.74098 \cdot C \cdot e^{0.12327 C}, \quad C_h = 0.19334 \cdot C \cdot e^{0.12343 C}.
\]

According to Pegau et al. [1997], one can write the pure water absorption coefficient \( a_w \) as a function of temperature \( T \) and salinity \( S \) as

\[
a_w(T, S; \lambda) = a_w(T_r, 0; \lambda) + \Psi_T(T - T_r) + \Psi_S S,
\]

where \( T_r \) is the reference temperature, and \( \Psi_T \) and \( \Psi_S \) are coefficients of temperature and salinity, respectively. Their values at different light wavelengths are given in Tables 2 and 4 of Pegau et al. [1997]. And \( a_0(\lambda) \) were measured by Bricaud et al. [1995], who parameterized \( a_0(\lambda) \) with the following formula:

\[
a_0(\lambda) = A(\lambda) C_0^B(\lambda).
\]
The values of $A$ and $B$ for representative $\lambda$ considered in the present study are listed in Table 1. Putting the above equations together, we have the following formula:

$$a(T, S; \lambda) = a_w(T, 0; \lambda) + A(T) + B(T; S)$$

$$+ a_s^b(\lambda) \left( \frac{C}{C_0} \right)^{0.602} + a_s^C e^{-k_s} \lambda + a_s^g C_0 e^{-k_s} \lambda.$$  

(22)

In this study, the total chlorophyll concentration is assumed to be independent of the temperature and salinity.

2.2.2. Scattering Coefficient

[20] For the scattering coefficient $b(T, S; \lambda)$ that is in units of m$^{-1}$, we use the model presented by Haltrin [1998] and Zhang et al. [2009], which is written as

$$b(T, S, C; \lambda) = b_w(T, S; \lambda) + b^b_0(\lambda) C_s + b^b_1(\lambda) C_l.$$  

(23)

Here, $b_w(T, S; \lambda)$ is the scattering coefficient of pure water in m$^{-1}$; $b^b_0(\lambda)$ and $b^b_1(\lambda)$ are respectively the specific scattering coefficients for small and large particulate matters, both in units of m$^2$ g$^{-1}$. The spectral dependence of $b^b_0(\lambda)$ and $b^b_1(\lambda)$ was given by Kopelevich [1983] as

$$b^b_0(\lambda) = (1.1513 \text{ m}^2 \text{ g}^{-1}) \left( \frac{400}{\lambda} \right)^{1.7}$$  

(24)

$$b^b_1(\lambda) = (0.3411 \text{ m}^2 \text{ g}^{-1}) \left( \frac{400}{\lambda} \right)^{0.5}.$$  

(25)

And $C_s$ and $C_l$, both in g m$^{-1}$, are respectively the concentrations of small and large particulate matters and they are determined using the following relations [Haltrin, 1998]:

$$C_s = 0.01739 \cdot C \cdot e^{0.11631 - C},$$  

(26)

$$C_l = 0.76284 \cdot C \cdot e^{0.03092 - C}. $$  

(27)

[21] According to Morel and Prieur [1977], the scattering coefficient of pure water can be obtained as

$$b_w(T, S; \lambda) = 16.06 \left( \frac{\lambda_0}{\lambda} \right)^{4.32} \beta_w(90; T, S; \lambda_0), $$

(28)

where $\lambda_0$ is the reference wavelength of light; $\beta_w(90; T, S; \lambda_0)$ is the volume scattering function at 90°. The detailed expression of $\beta_w(90; T, S; \lambda_0)$ can be found in equation (2) and Table 1 of Zhang et al. [2009]. Putting above formula together, we obtain the scattering coefficient $b(T, S, C; \lambda)$ as

$$b(T, S, C; \lambda) = 16.06 \left( \frac{\lambda_0}{\lambda} \right)^{4.32} \beta_w(90; T, S; \lambda_0) + b^b_0(\lambda)$$

$$+ 0.01739 \cdot C \cdot e^{0.11631 - C} + b^b_1(\lambda)$$

$$+ 0.76284 \cdot C \cdot e^{0.03092 - C}. $$

(29)

2.2.3. Refractive Index

[22] For the refractive index $n(T, S; \lambda)$, we employ the expression of McNeil [1977], who used the data provided by Austin and Halikas [1976] to obtain an empirical equation for the refractive index of seawater as a function of light wavelength, temperature, and pressure. In the upper ocean, the influence of pressure on refractive index is very small. Therefore, the empirical equation is simplified as

$$n(T, S; \lambda) = 1.3247 - 2.5 \times 10^{-6} T^2 + S(2 \times 10^{-4} - 8 \times 10^{-7} T)$$

$$+ \frac{3300}{\lambda^2} - \frac{3.2 \times 10^7}{\lambda^4}. $$

(30)

2.2.4. Phase Function

[23] According to Mobley [1994], the phase function of the seawater $p(T, S; \Theta; \lambda)$ can be written as a summation of phase functions of different components. Here we consider two components, pure seawater and particles:

$$p(T, S; \Theta; \lambda) = \frac{b_w(T, S; \lambda)}{b(T, S; \lambda)} p_w(\Theta) + \frac{b_s(T, S; \lambda)}{b(T, S; \lambda)} p_s(\Theta),$$

(31)

where $\Theta$ is the scattering angle; $b_w(T, S, \lambda)$ is the depth-independent scattering coefficient of pure seawater; $b_s(T, S, \lambda)$ is the particle scattering coefficient; $b = b_p + b_w$ is the total scattering coefficient; $p_w(\Theta)$ is the phase function of pure water, which is expressed as $p_w(\Theta) = 0.06225 (1 + 0.0835 \cos^2 \Theta)$; and $p_s(\Theta)$ is the Petzold average particle phase function [Petzold, 1972].

2.3. Monte Carlo Method for the Simulation of Inhomogeneous RTE

[24] Considering an incoherent and unpolarized light beam propagating in an isotropic and inhomogeneous medium, its propagation characteristic can be described by a general RTE that considers inhomogeneity in absorption coefficient, scattering coefficient, and refractive index:

$$\Omega \cdot \nabla I(r; \Omega; \lambda) = -F I(r; \Omega; \lambda) - c(r; \lambda) I(r; \Omega; \lambda)$$

$$+ b(r; \lambda) \int d\Omega' p(r; \Omega'; \lambda) I(r; \Omega'; \lambda) I(r; \Omega; \lambda)$$

(32)

In the above equation, $I(r; \Omega; \lambda)$ in W m$^{-2}$ sr$^{-1}$ nm$^{-1}$ is the radiance, which is a function of location $r$, solid angle $\Omega$, and wavelength $\lambda$. The solid angle $\Omega$ in units of sr represents the direction of the light beam. The relation between the solid angle $\Omega$ and the direction in polar coordinates ($\theta, \phi$) can be expressed as $d\Omega = \sin \theta \ d\theta d\phi$. The wavelength dependence
is defined by averaging the radiance over a small interval \( \Delta \lambda \) and imposing \( \Delta \lambda \to 0 \). \( \nabla \) is the gradient in cartesian coordinates; \( c(\mathbf{r}; \lambda) \) and \( b(\mathbf{r}; \lambda) \) are respectively the attenuation and scattering coefficients; \( p(\mathbf{r}; \Omega, \Omega'; \lambda) \) is the scattering phase function; and \( Q(\mathbf{r}; \Omega, \lambda) \) are the source terms. All of the above variables are functions of location \( \mathbf{r} \). \( \mathbf{F} \) is an operator imposed on the radiance to govern the bending of light beam due to the refractive index changes. Several authors reported slightly different forms of \( \mathbf{F} \) [Shendeleva and Mollov, 1999; Tualle and Tinet, 2003; Bal, 2006]. But all these forms include the term of the gradient of refractive index, \( \nabla n \).

[25] The general RTE with variable refractive index can be solved with a MC method combined with a ray-tracing technique [e.g., Born and Wolf, 1970]. In the upper ocean, say, within the top 100 m below the sea surface, the typical magnitude of temperature and salinity variations is \( \Delta T \sim 10^\circ \text{C} \) and \( \Delta S \sim 2 \text{ ppt} \) [e.g., Hansen and Thacker, 1999]. Using the empirical models in section 2.2, for \( \lambda \sim 500 \text{ nm}, T \sim 10^\circ \text{C}, \) and \( S \sim 34 \text{ ppt} \), say,

\[
\frac{\partial n}{\partial T} \sim -10^4(\circ \text{C})^{-1}, \frac{\partial n}{\partial S} \sim 2 \times 10^{-4}(\text{ppt})^{-1}.
\]

Therefore, the gradient of refractive index can be estimated as

\[
\nabla n \sim \frac{\left(\Delta n\right)^2}{100} \sim \frac{1}{100} \left[ \left(\frac{\partial n}{\partial T}\right)^2 \left(\Delta T\right)^2 + \left(\frac{\partial n}{\partial S}\right)^2 \left(\Delta S\right)^2 \right]^{1/2} \sim 1 \times 10^{-5} \text{ m}^{-1}.
\]

[26] As a result, compared with the magnitudes of absorption and scattering coefficient fluctuations, which is about \( 1 \times 10^{-3} \text{ m}^{-1} \), the effect of the variation of refractive index on the solar radiance energy distribution for natural light is thus two orders of magnitude smaller and can generally be ignored [Mobley, 1994]. To simplify the picture, we subsequently focus primarily on the effects of variations of absorption coefficient and volume scattering function on the radiative transfer, and neglect those directly due to variations of the refractive index. The numerical simulations now can be based on the well-known form of RTE in inhomogeneous medium by assuming \( \mathbf{F} = 0 \), obtaining substantial computational efficiency and simplification.

[27] The MC method is regarded as the most straightforward and physics-orientated method for the prediction of the RT. In this study, we develop a three-dimensional forward MC radiative transfer model to simulate the natural unpolarized light propagation inside the ocean turbulent flow. During each absorption and scattering cycle in the MC simulation, four random numbers, \( R_i \), where \( i = 1, 2, 3, \) and 4, are generated to determine the photon traveling distance \( \ell \), scattered polar angle \( \Theta \), and azimuthal angle \( \Phi \). The traveling distance is obtained by satisfying the condition

\[
R_1 = 1 - \exp \left[ - \int_0^\ell c(\mathbf{r}; \lambda) \right],
\]

where the integral is taken in the direction of photon propagation. After traveling by a distance \( \ell \), it is determined if the photon is scattered \( (R_2 \leq \omega_0(\mathbf{r}; \lambda)) \) or absorbed \( (R_2 \geq \omega_0(\mathbf{r}; \lambda)) \). If scattered, the scattered polar angle \( \Theta \) and azimuthal angle \( \Phi \) are obtained by satisfying

\[
R_3 = 2\pi \int_0^{\pi} p(\theta) \sin \theta \, d\theta,
\]

and

\[
\Phi = 2\pi R_4,
\]

where for the seawater the scattered azimuthal angle \( \Phi \) with respect to the incident direction is uniformly distributed over \( [0, 2\pi] \).

[28] To validate the MC code, we have compared our simulation with that of Mobley [1994]. Consider a water body of case 1 water with variation of IOPs caused by the vertical profile of chlorophyll. The chlorophyll profiles can often be approximated by a Gaussian [Lewis et al., 1983]:

\[
C(z) = C_0 + \frac{h}{\sqrt{2\pi}} \exp\left[-1/2\left(\frac{z-z_{\text{max}}}{s}\right)^2\right].
\]

Here, the parameters \( C_0, h, s, \) and \( z_{\text{max}} \) are chosen as \( C_0 = 0.2 \text{ mg m}^{-3}, h = 144 \text{ mg m}^{-2}, s = 9 \text{ m}, \) and \( z_{\text{max}} = -17 \text{ m} \). The total absorption coefficient \( a(z; \lambda) \) was obtained by Mobley [1991] as

\[
a(\lambda) = \left[ a_u(\lambda) + 0.064a_s(\lambda)C_{\text{ch}}^{0.65} \right] \left[ 1 + 0.2 \exp(-0.014(\lambda - 400)) \right],
\]

where \( a_s(\lambda) \) is a nondimensional, statistically derived chlorophyll-specific absorption coefficient; \( a_u(\lambda) \) and \( a_s(\lambda) \) are given in Table 3.7 of Mobley [1994]. The total scattering coefficient \( b(z; \lambda) \) is obtained from the bio-optical model given by Gordon and Morel [1983]:

\[
b(\lambda) = \left(\frac{550}{\lambda}\right)^{0.30C_{\text{ch}}^{0.62}}.
\]

The phase function used is the same as in equation (31). The solar incidence is in the direction of 57°; the ratio of sky-total incident irradiance is 0.3 [Mobley, 1994]; and the ocean surface is assumed to be flat.

[29] Figure 2 shows the comparison between the present Monte Carlo model with that of Mobley [1994] in terms of downwelling and upwelling irradiance for the light wavelengths of \( \lambda = 400 \text{ nm}, 500 \text{ nm}, 600 \text{ nm}, \) and 700 nm. It can be seen that the agreement is good.

3. Simulation Results

[30] From the LES, we obtain instantaneous, three-dimensional flow and scalar fields, based on which we perform MC simulations for the RTE. This paper focuses on the discussion of downwelling irradiance, \( E_d(\mathbf{r}, t; \lambda) \), which is defined as

\[
E_d(\mathbf{r}, t; \lambda) = \int_{\theta=0}^{2\pi} \int_{\phi=0}^{\pi/2} I(\mathbf{r}, t; \Omega; \lambda) |\cos \theta| \, d\Omega,
\]
where \( t \) is the time. Two statistical quantities are of particular interest to the study of the variations of downwelling irradiance, namely its mean value and the coefficient of variation. The mean value of \( E_d \) is defined as 
\[
\langle E_d \rangle \left( z; \lambda \right) = \frac{1}{L_t L_x L_y} \int_{-L_y/2}^{L_y/2} \int_{-L_x/2}^{L_x/2} E_d(\mathbf{r}; t; \lambda) \, dx \, dy \, dt,
\]
where \( L_t \) is the duration of the simulation, and \( L_x L_y \) is the area of the horizontal plane. Here and hereafter, \( \langle \cdot \rangle \) denotes the averaged value. Accordingly, the coefficient of variation of \( E_d \) is defined as
\[
CV_{E_d}(z; \lambda) = \left\langle \frac{\langle E_d(\mathbf{r}; t; \lambda) \rangle - \langle E_d(z; \lambda) \rangle}{\langle E_d(z; \lambda) \rangle} \right\rangle^{1/2}.
\]

For the results shown below, for simplicity, we consider only the cases with the Sun’s position at zenith and solar incidence normal to the ocean surface. It is assumed that at the bottom of the computational domain \( (z = -100 \text{ m}) \), which we denote as the “deep region” in this study), the temperature and salinity have the asymptotic values of \( T_{\text{deep}} = 5^\circ \text{C} \) and \( S_{\text{deep}} = 35 \text{ ppt} \), respectively. The differences in the temperature and salinity between the deep region and the sea surface play an important role in affecting the underwater light patterns and variations. A variety of surface values of \( T \) and \( S \) are considered, including \( T_{\text{surface}} = 10^\circ \text{C}, 15^\circ \text{C}, \) and \( 20^\circ \text{C} \) and \( S_{\text{surface}} = 32 \text{ ppt}, 32 \text{ ppt}, \) and \( 34 \text{ ppt}. \) Hereafter, we denote these cases as the temperature difference \( \Delta T = T_{\text{surface}} - T_{\text{deep}} = 5^\circ \text{C}, 10^\circ \text{C}, \) and \( 15^\circ \text{C} \) and the salinity difference \( \Delta S = S_{\text{deep}} - S_{\text{surface}} = 1 \text{ ppt}, 2 \text{ ppt}, \) and \( 3 \text{ ppt}. \) Note that here, the surface temperature is warmer than below, while the surface salinity is lower than below.

### 3.1. Under Calm Ocean Surface

We first consider the case where the wave is absent to investigate the effect of the underwater turbulence. For the case of light wavelength \( \lambda = 500 \text{ nm} \), temperature difference \( \Delta T = 15^\circ \text{C} \), and salinity difference \( \Delta S = 2 \text{ ppt} \), the vertical profiles of the mean values and the coefficients of variation of the attenuation coefficient \( c \) and the single scattering albedo \( \omega_0 \) are shown in Figure 3. From Figure 3a, we can see that as the location becomes deeper, \( \langle c \rangle \) decreases while \( \langle \omega_0 \rangle \) increases. The majority of their change occurs near the sea surface over a depth of around 20 m. From Figure 3b, we can observe that \( CV_c \) and \( CV_{\omega_0} \) are quite close to each other. Their maximum values are located very close to the sea surface.

For the same case as above, Figure 4 shows an example of the instantaneous distributions of the attenuation coefficient \( c \) and the single scattering albedo \( \omega_0 \), and downwelling irradiance \( E_d \) on a horizontal plane that is 12.5 m below the ocean surface. Figure 4a shows that the horizontal variation of \( c \) is \( O(10^{-3}) \text{ m}^{-1} \). Figure 4b shows that the instantaneous
\( \omega_0 \) has a distribution pattern similar to that of \( c \), and the magnitude of \( \omega_0 \) variation is also small. The distribution of \( E_d \) (plotted in Figure 4c) has high correlation with those of \( c \) and \( \omega_0 \) and, not surprisingly, the relative fluctuations of \( E_d \) is weak because the change in IOPs is small.

### 3.1.1. Turbulent Flow With and Without Turbulence Fluctuation

[34] In oceanic turbulent flows, temperature and salinity vary in the vertical direction due to the difference between their sea surface and deep region values, as well as in the horizontal directions due to turbulence fluctuations. We use numerical simulation to illustrate these two effects by considering two cases. The first case is the one discussed earlier, which has the light wavelength \( \lambda = 500 \text{ nm} \), temperature difference \( \Delta T = 15^\circ\text{C} \), and salinity difference \( \Delta S = 2 \text{ ppt} \) in a turbulent flow under a calm ocean surface. The attenuation coefficient \( c \) and single scattering albedo \( \omega_0 \) in this flow have the profiles of the mean values shown in Figure 3a and the profiles of the coefficients of variation shown in Figure 3b.

The second case is an artificial one, which has the same vertical profiles of the mean IOPs as in the first case, but with the turbulence-induced horizontal fluctuations in the IOPs removed. That is, the second case has uniform IOPs in the horizontal directions.

[35] We perform MC simulations for the above two cases and plot the results in Figure 5. Figure 5a shows that these two cases have the almost identical vertical profiles of the mean \( E_d \). This result indicates that the vertical structures of the mean IOPs, which are identical between the two cases, play a dominant role in the vertical variation of the irradiance on average. Mobley [1994] pointed out that “turbulence-induced scatter is unimportant in the overall redistribution of radiant energy in lakes and oceans.” Our result is consistent with this statement as far as the mean irradiance is concerned. The turbulence effect is, on the other hand, manifested in the horizontal variation of \( E_d \), which is quantified through \( CV_{E_d} \) and is plotted in Figure 5b. As shown, \( CV_{E_d} \) behaves differently between the two cases. For the second case in which the

---

**Figure 3.** Vertical profiles of (a) the mean value and (b) the coefficient of variation of the attenuation coefficient \( c \) (black) and the scattering albedo \( \omega_0 \) (red). The case with the light wavelength \( \lambda = 500 \text{ nm} \), the temperature difference \( \Delta T = 15^\circ\text{C} \), and the salinity difference \( \Delta S = 2 \text{ ppt} \) is shown here.

**Figure 4.** Instantaneous horizontal distributions of (a) the attenuation coefficient \( c \), (b) the single scattering albedo \( \omega_0 \), and (c) the downwelling irradiance \( E_d \) at the depth of 12.5 m. The case of calm ocean surface with the light wavelength \( \lambda = 500 \text{ nm} \), the temperature difference \( \Delta T = 15^\circ\text{C} \), and the salinity difference \( \Delta S = 2 \text{ ppt} \) is shown here.
turbulence fluctuations are removed, $CV_{Ed}$ is zero by definition. In the numerical result shown in Figure 5b, it has small values due to the numerical noise in MC simulation. Nevertheless, the noise magnitude is appreciably smaller than the $CV_{Ed}$ value of the first case, which shows the turbulence effect. The figure also shows that in the turbulence case, away from the ocean surface, $CV_{Ed}$ increases and reaches its maximum value around the depth of 20 m and then decreases. This result is consistent with the IOP variations depicted in Figure 3b, which has relatively large magnitude in the region of $-20 \leq z \leq 0$ m. Below $z \approx -20$ m, the scattering effect, which reduces the variation of the light field, becomes more important, and $CV_{Ed}$ decreases gradually when the depth increases.

3.1.2. Effects of Light Wavelength

Lights of different wavelengths have different IOPs, which lead to different radiant energy distributions in oceanic turbulent flow. To illustrate this effect, we consider $\lambda = 400$ nm, 500 nm, and 600 nm. Based on section 2.2, we calculate the corresponding IOPs. On average, the attenuation coefficient $c \approx 0.0590$ m$^{-1}$, 0.0535 m$^{-1}$, and 0.595 m$^{-1}$, respectively, and the single scattering albedo $\omega_0 \approx 0.62$, 0.54, and 0.43, respectively. Mainly affected by $\omega_0$, the cases of $\lambda = 400$ nm and 600 nm have respectively the slowest and fastest attenuation rates, as shown in Figure 6a.

[37] The coefficients of variation for the attenuation coefficient and single scattering albedo behave differently from their mean values. Using the parameterizations given in section 2.2, we found that the case of $\lambda = 400$ nm has the largest $CV_c$ and $CV_{\omega_0}$ values among the three wavelengths, with the remaining two wavelengths having similar profiles of $CV_c$ and $CV_{\omega_0}$ between them (not plotted here). As a result, as shown in Figure 6b, the coefficient of variation of downwelling irradiance is the largest for $\lambda = 400$ nm, and is similar between $\lambda = 500$ nm and 600 nm.

Figure 5. Vertical profiles of (a) the mean value and (b) the coefficient of variation of the downwelling irradiance $E_d$ for the cases of with the consideration of turbulence fluctuation (red) and without the consideration of turbulence fluctuation (black). The case of calm ocean surface with the light wavelength $\lambda = 500$ nm, the temperature difference $\Delta T = 15^\circ$C, and the salinity difference $\Delta S = 2$ ppt is shown here.

Figure 6. Vertical profiles of (a) the mean value and (b) the coefficient of variation of the downwelling irradiance $E_d$ for different light wavelengths including $\lambda = 400$ nm (black), 500 nm (blue), and 600 nm (red). The case of calm ocean surface with the temperature difference $\Delta T = 15^\circ$C and the salinity difference $\Delta S = 2$ ppt is shown.
are performed. Because the variations of the mean values of information of the Snell surface. It has been shown that with linearization approximation at the ocean is present to investigate the combined effect of wave and turbulence effect on the light field, we calculate a variety of the mean value of downwelling irradiance is almost indiscernible in our simulation results. The coefficient of variation of is respectively 0.0533 m
respectively. This corresponds to the typical ocean conditions of the deep ocean having temperature 5°C while the sea surface temperature ranges from 10°C to 20°C. Based on the parameterizations in section 2.2, for the temperature of 5°C, 10°C, 15°C, and 20°C, the attenuation coefficient is respectively 0.0533 m⁻¹, 0.0534 m⁻¹, 0.0535 m⁻¹, and 0.0536 m⁻¹, and the single scattering albedo ω₀ is respectively 0.541, 0.540, 0.539, and 0.538. Due to the very small change in c and ω₀, it can be expected that the difference in the mean value of downwelling irradiance E_d is negligibly small among the different ΔT cases. The effect of ΔT is mainly manifested in the coefficient of variation of E_d, which is plotted in Figure 7a. As shown, relatively larger temperature difference leads to relatively bigger CV_E_d.

We next consider the effect of salinity difference. Simulations with ΔT = 15°C and ΔS = 1 ppt, 2 ppt, and 3 ppt are performed. Because the variations of the mean values of c and ω₀ are small, the effect of ΔS on the mean values of E_d is almost indiscernible in our simulation results. The coefficients of variation of E_d for different ΔS are shown in Figure 7b. From the comparison between Figures 7a and 7b, it can be concluded that the influence of salinity fluctuations on the underwater light variation is weaker than that of temperature fluctuations.

3.2. Under Dynamic Ocean Surface Waves

In this section, we discuss the cases in which the wave is present to investigate the combined effect of wave and turbulence on underwater irradiance. The majority of previous studies used linearization approximation at the ocean surface. It has been shown that with linearization approximation of the Snell’s law, the power spectrum density of downwelling irradiance has a linear dependence on the spectra of surface elevation, surface slope, and surface curvature [Walker, 1994]. Recently, the downwelling irradiance has been found to be governed by a Poisson distribution with its mean value being a function of surface slope and surface curvature [Shen et al., 2011].

To illustrate the effect of surface deformation on the underwater light field, Figure 8 shows instantaneous surface elevation and downwelling irradiance on a horizontal plane below the surface for the case of light wavelength λ = 500 nm. The focusing and defocusing effect of the surface geometry on the underwater irradiance is clearly seen. Due to wave–turbulence interaction, the surface wave is distorted, which results in complex patterns in the underwater light field. In the case shown in Figures 8a and 8b, the wave and the turbulent shear flow are in the same direction. Compared with the case plotted in Figures 8c and 8d in which the wave and shear flow are in opposite directions, the first case has larger wave amplitude because of wave–turbulence interaction, and more coherent distribution of the underwater downwelling irradiance.

The statistics of downwelling irradiance is shown in Figure 9. In addition to the above two cases, we also consider the scenario of having the wave only but without the turbulent shear flow. As shown in Figure 9a, the difference in the mean downwelling irradiance is small among these three cases. This similarity indicates that the averaged effect of light attenuation is governed by the mean IOPs, which have similar vertical variations among the three cases. Similar results are shown for the calm ocean surface cases discussed in section 3.1. The turbulence effect is manifested in the magnitude of horizontal variation of the downwelling irradiance. Due to the fluctuations in IOPs caused by turbulence and, more importantly, due to the distortion of the wave surface caused by wave–turbulence interaction, the CV_E_d profiles are different among the three cases as shown in Figure 9b. When the wave and turbulent shear flow are in opposite directions, CV_E_d has the largest magnitude, consistent with the observation in Figure 8d that the spatial fluctuations.
variation of $E_d$ is relatively larger compared with that in Figure 8c. If there exists wave only, Figure 9c shows that $CV_{Ed}$ has smaller magnitude compared with the turbulence case, indicating the turbulence effect. We also note that in our results, the maxima of $CV_{Ed}$ occur at a depth around 60 m, which is shallower than the focal point discussed by Zaneveld and Hwang [2001]. This discrepancy is associated with the scattering by ocean particles. Moreover, the wave
surface modulation due to wave–turbulence interaction, which is captured directly in our fully-nonlinear dynamic ocean surface calculation, also affects the location of the maximum variation of $E_d$.

Finally, to show that the resolution of our simulation is adequate, we plot in Figure 10 the results of $\langle E_d \rangle$ and $C V_{E_d}$ profiles with different cut-off wavenumbers, $k_c$, of the ocean surface representation. The results shown in previous figures all have $k_c = 4.65 \text{ m}^{-1}$. When the resolution is increased to $k_c = 2.32 \text{ m}^{-1}$ or decreased to $k_c = 6.98 \text{ m}^{-1}$, Figure 10 shows that the difference in the simulation results is negligibly small, indicating the adequacy of the simulation resolution used in this study.

4. Conclusions and Discussion

In this study, we have numerically studied the effects of turbulence in the upper ocean on the underwater irradiance. We obtained the ocean turbulence data by performing large-eddy simulations. We quantified the turbulence structures of IOPs with empirical models for the dependence of IOPs on temperature and salinity. We then used a Monte Carlo method to simulate the radiative transfer process in the turbulence field, and quantified the natural solar light distribution inside the inhomogeneous ocean body.

With the simulation data, we have investigated the effect of oceanic turbulence on the statistics of underwater light field in terms of the mean value and the coefficient of variation of downwelling irradiance. A variety of flow, temperature, and salinity conditions are examined. It is found that the vertical profile of the mean downwelling irradiance is mainly determined by the vertical structure of the mean values of IOPs. Turbulence effect is manifested in the horizontal variation of the downwelling irradiance, which correlates with the variations of the attenuation coefficient and single scattering albedo. This effect is illustrated by simulations of different light wavelengths which have different IOPs. It is also found that the relative magnitude of downwelling irradiance variation is largely affected by the differences in the temperature and salinity between the sea surface and the deep region, because the differences determine the magnitude of IOP variations. Under typical ocean conditions, between the temperature and salinity, the former has a relatively stronger effect on the irradiance than the latter does. In the presence of ocean surface waves, the horizontal variation of downwelling irradiance is enhanced due to surface deformation, which is largely affected by wave–turbulence interaction.

From this study, it is shown that oceanic turbulence induces variations in temperature and salinity and modulates the wave surface through wave–turbulence interaction. The variation in the underwater irradiance field due to the turbulence-induced IOP change inside the ocean body has small magnitude. As such, measurement instruments need to have high resolutions to capture such phenomenon. On the other hand, from Figure 4, we see that high correlation exists between the downwelling irradiance and oceanic IOPs. If high-quality underwater irradiance measurement is available, using the relations between IOPs and temperature and salinity, one may be able to deduce the frequency spectra of temperature and salinity in the ocean by measuring the time series of downwelling irradiance.

We note that the present simulation approach is employed because the light source in question is the incoherent solar light. Therefore, the radiative transfer equation is chosen over the Maxwell’s equations for the purpose of obtaining underwater radiant energy distribution. We also note that in this study, the chlorophyll concentration is assumed to be constant along the depth and thus does not fluctuate with turbulence. For some other applications, the mixing of chlorophyll by oceanic turbulence plays an important role in the underwater radiative transfer. The present numerical simulation approach can be extended to these applications, if the chlorophyll transport and other processes, such as the interaction with nutrients and the photosynthetically active radiation, are included to the computational framework.
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