Image Classification Algorithm Based on Improved AlexNet
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Abstract. Aiming at the problems that the traditional CNN has many parameters and a large proportion of fully connected parameters, a image classification method is proposed, which based on improved AlexNet. This method adds deconvolution layer to traditional AlexNet and classifies the images by full connection layer. Using Cifar-10 data set to test the classification algorithm. The results indicate that the method not only reduces the number of parameters and parameters proportion of the full connection layer, but also improves the classification accuracy compared with AlexNet.
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1. Introduction

Image classification is a popular study field in the computer vision field, and it could be applied to many fields such as video content recognition, face recognition\(^1\), vehicle license plate recognition, etc. In the internet era, image data has increased dramatically, and image classification problems have become more and more important. Traditional image classification algorithms are mainly divided into two categories: spatial domain image classification algorithms\(^2,3\) and transform domain image classification algorithms\(^4\). Images are mapped into the transform domain for classification by the transform domain algorithm, in the transform domain, but some images cannot be well extracted for classification, and the generality of this type of method is not good. Spatial domain-based image classification algorithms design various feature extraction methods in image space, which are used to classify the images, this type of method depends on the feature extraction of the image. Therefore, feature extraction is the difficulty of this method.

In recent years, image classification used machine learning algorithms widely and achieved good results. Deep learning is an important branch of machine learning, it is applied in computer vision\(^5\), natural language processing, speech recognition\(^6\) and so on, and significant progress has been made\(^7\). Deep learning is to construct neural network architecture with multiple hidden layers, through layer-by-layer feature extraction to combine to form more abstract features. Compared with traditional artificial feature extraction, features extracted by deep learning is more representative and more expressive\(^8\). Traditional neural networks perform complex non-linear transformations through multiple hidden layers to fit functions, but often because of too many parameters, the obtained model is prone to over fitting, at the same time, when there are too many hidden layers, the gradient will disappear or the gradient will explode.

In 2012, the AlexNet model first applied deep learning to image classification, which made historical breakthroughs in convolutional neural networks and greatly drove the development of convolutional neural networks\(^9\). Compared the convolutional neural network with traditional neural networks, the convolutional neural network greatly reduced the network complexity, reduces the number of parameters, and effectively solves the problem of overfitting.
However, in traditional convolutional neural network, the parameters proportion about the full connection layer is relatively large. For example, in AlexNet, the parameters proportion about the full connection layer is 96.2%. To reduce the parameter proportion about the full connection layer and reduce the amount of calculation, a deconvolution operation was introduced after the convolution operation, which greatly reduced the parameter proportion about the full connection layer, the results show that the parameters number is reduced, the overfitting degree is reduced, and good results are achieved by this method.

2. Convolutional Neural Network

Convolutional neural network is a feedforward neural network, a feature extractor was introduced, which is consist of a convolutional layer and a pooling layer, and can effectively recombine the extracted low-level features to extract higher-level features. Automatic feature extraction reduces a lot of manual investment, which is faster and more efficient, in the meantime, the number of parameters is reduced due to the sharing of weights\textsuperscript{[10]}.

A convolutional neural network usually consists of a convolutional layer, a pooling layer, a full connection layer, and an output layer\textsuperscript{[11]}. The convolutional layer is the core part of a convolutional neural network and consists of multiple convolutional kernels, different features can be extracted with different convolutional kernels. In traditional neural networks, each neuron must be connected to all neurons in the previous layer, and the amount of calculation is too large; each neuron in the convolution neural network only extracts the features from the local perception of the previous layer, which effectively reduces the number of parameters. The number of convolution kernels corresponds to the number of output feature maps, various features can be learned by multi-core convolution. To a certain extent, increasing the number of convolution kernels can obtain more features and improve the expression ability of the model. The deconvolution layer is also called transposed convolution, which is usually used to restore the extracted feature image to the original image, which is widely used in image restoration and super-resolution reconstruction. This paper uses the deconvolution layer for image classification, restores the features extracted by the convolution layer, continuously reduces the number of feature maps, and finally outputs through the full connection layers. Because of deconvolution operation, the number of output characteristic graph is greatly reduced compared with the output of convolution layer, which makes the number of nodes in the full connection layer decrease, thus reducing the proportion of parameters in the full connection layer.

The pooling layer is also known as down sampling layer. Usually, after the convolution layer, the multidimensional feature map output from the convolution layer is sampled to reduce the size of the feature map, so as to maintain the image distortion invariance such as displacement, scaling and rotation\textsuperscript{[12]}, and reduce the complexity of the network and alleviate over fitting to a certain extent. It is generally divided into mean pooling, maximum pooling and random pooling. The maximum pooling can better preserve the texture information of the image, while the mean pooling can effectively preserve the background information of the image, while the random pooling is between the two, the corresponding probability selection is made according to the element value of the sampling area\textsuperscript{[13]}. The output layer usually uses the Softmax classifier, which is suitable to solve multi-classification problems, the calculation amount is relatively small, and the training speed is fast\textsuperscript{[14]}. Assume that the function is defined as in equation (1):

\[
E_{\theta}(x^{(i)}) = \begin{bmatrix}
p(y^{(i)} = 1 | x^{(i)} ; \theta) \\
p(y^{(i)} = 2 | x^{(i)} ; \theta) \\
\vdots \\
p(y^{(i)} = K | x^{(i)} ; \theta)
\end{bmatrix} = \frac{1}{\sum_{j=1}^{K} e^{\theta_j^{T}x^{(i)}}} \begin{bmatrix} e^{\theta_1^{T}x^{(i)}} \\
e^{\theta_2^{T}x^{(i)}} \\
\vdots \\
e^{\theta_K^{T}x^{(i)}}\end{bmatrix}
\]

among them \( \theta \) is the model parameter, \( K \) is the number of categories, and the total classification probability of each category is 1. The loss function corresponding to the Softmax classifier is shown in equation (2):
\[
J(\theta) = -\frac{1}{m} \left[ \sum_{i=1}^{m} \left( \sum_{j=1}^{k} l_i y(i) = j \right) \right] \log \left( \frac{e^{\theta^T x(i)}}{\sum_{l=1}^{k} e^{\theta^T x(i)}} \right)
\]  

(2)

Where \( m \) is the samples number, \( l \{ \text{the expression is true} \} = 1 \), \( l \{ \text{the expression is false} \} = 0 \), update the value of \( \theta \) by minimizing the loss function to predict the category of new samples.

3. Improved AlexNet Image Classification Algorithm

3.1. AlexNet Model

AlexNet has about 650,000 neurons with a total of 60 million parameters, compared to Lenet-5, the network scale has been greatly improved. In the 2012 ImageNet image classification competition, it has achieved a huge advantage of 11% higher accuracy than the second place.

As shown in figure 1, AlexNet is an 8-layer convolutional neural network, it is consisted of 5 convolutional layers and 3 full connection layers, of which the maximum pooling operation is performed after three convolutional layers. Different from previous neural networks, AlexNet uses ReLU as the activation function to instead of the traditional sigmoid and tanh functions. ReLU is a non-saturated activation function, which not only effectively improves the training speed of the model, but also better controls the problem of gradient disappearance and gradient explosion, it is easy to train a deeper network [15]. The form of ReLU function is shown in equation (3):

\[
\text{ReLU}(x) = \max(0, x)
\]

(3)

In AlexNet, dropout is used to reduce the degree of over fitting, that is, training process of the model, neurons are stopped with a certain probability, thus the dependence on local nodes is reduced, and the generalization ability of the model is improved[16]. But the introduction of large convolution kernel, on the one hand, increases the number of parameters, on the other hand, it makes it easy to lose local features in the feature extraction process; at the same time, the proportion of full connection layer parameters are relatively large, and the features extracted from convolution part have great influence on the results, so it is particularly important to enhance the proportion of convolution parameters.

3.2. Algorithm

Based on an in-depth study of the AlexNet model, a deconvolution layer is added to AlexNet. As shown in figure 2 is the designed network structure.
**Figure 2.** Schematic diagram of the algorithm structure in this paper.

The network is made of 4 convolutional layers, 2 deconvolutional layers, and 2 full connection layers. A 3×3 convolution kernel is used for feature extraction to avoid missing some detailed features. At the same time, the overlapped maximum pooling is used for down sampling to decrease the feature map size. The network structure detailed parameters are given in Table 1.

| Network layer | Enter | Convolution kernel size / moving step size | Number of feature maps | Activation function | Dropout | Pooling layer / moving step | Output |
|---------------|-------|------------------------------------------|------------------------|--------------------|---------|-----------------------------|--------|
| Conv1         | 28×28×3 | 3×3/1 | 64 | ReLU | No | No | 28×28×64 |
| Conv2         | 28×28×64 | 3×3/1 | 64 | ReLU | 0.8 | 3×3/2 | 14×14×64 |
| Conv3         | 14×14×64 | 3×3/1 | 128 | ReLU | No | No | 14×14×128 |
| Conv4         | 14×14×128 | 3×3/1 | 256 | ReLU | 0.8 | 3×3/2 | 7×7×256 |
| DeConv1       | 7×7×256 | 3×3/1 | 128 | ReLU | 0.5 | 3×3/2 | 4×4×128 |
| DeConv2       | 4×4×128 | 3×3/1 | 64 | ReLU | 0.5 | 3×3/2 | 2×2×64 |
| Fc1           | 256 | - | - | ReLU | 0.5 | - | 256 |
| Output        | 256 | - | - | Softmax | - | - | 10 |

The biggest difference between this model and AlexNet is that the deconvolution layer is introduced between the convolution layer and the full connection layer. The feature maps number is simplified by deconvolution operation, and then the output is carried out through the full connection layer. Due to the simplification of the feature maps number, the input of the full connection layer is greatly reduced, and the node number in the full connection layer is greatly reduced, the parameter proportion of full connection layer in the whole network is reduced.

To reduce the model over fitting degree, increasing a penalty factor to the loss function to avoid that parameters are too large or too small, to keep the model relatively simple. If the loss function after regularization is $\tilde{J}$, then

$$\tilde{J}(\theta) = J(\theta) + \alpha \Omega(\theta)$$

as in equation (4), $\alpha \in [0, +\infty)$, if $\alpha$ is 0, there is no regularization, the larger $\alpha$ is, the greater the penalty is, and the larger the proportion of regularization is. In this paper, L2 regularization is used to enhance the model generalization ability, and the model weight is attenuated to approach 0, as in equation (5):

$$\tilde{J}(\omega) = J(\omega) + \frac{1}{2} \alpha \|\omega\|_2^2$$

The batch normalizing (BN) layer is increased after the convolution layer to normalize the data, which not only speeds up the network convergence, but also helps to resolve the problems of gradient...
disappearance and gradient explosion\cite{17}. BN layer normalizes the data by calculating the mean and variance of input samples, and introduces two parameters, $\gamma$ and $\beta$, to recover the learned feature distribution by training these two parameters continuously, the formula is shown in equation (6) and (7): among them $\mu$ is the sample mean, $\sigma$ is the sample variance, $\varepsilon$ is a constant close to 0.

\[
\hat{x}_i = \frac{x_i - \mu}{\sqrt{\sigma^2 + \varepsilon}}
\]

\[
y_i = \gamma \hat{x}_i + \beta = \text{BN}_{\gamma,\beta} (x_i)
\]

4. Experiment and Analysis

4.1. Selection of Data Set
As shown in figure 3, the data set Cifar-10 is used, the size of the image is 32×32, and it is divided into 50,000 training samples and 10,000 test samples, including 10 kinds of objects, such as aircraft, car, boat, truck, cat, dog, bird, deer, horse and frog. To improve the model generalization ability, the training samples were randomly cut into 28×28 images and expanded 6 times to 300,000 training samples, and then the data is standardized.

![Figure 3. Cifar-10 partial data.](image)

4.2. Analysis of Results
In the process of training, each batch size is 128, a total of 120 cycles of training, and each training cycle, the order of training samples will be disordered, to avoid in each training cycle, data loss function, accuracy distribution is roughly the same.

The comparison results are shown in table 2 between the used model and the AlexNet parameters. The model used is new_AlexNet_2, and AlexNet_1 and AlexNet_2 are obtained by reasonable adjustment of parameters for small-scale image classification according to the AlexNet model, the difference is that the feature maps number of the AlexNet_2 model is twice as much as AlexNet_1; based on their respective models, new_AlexNet_1 and new_AlexNet_2 are compared with AlexNet_1 and AlexNet_2, and deconvolution layers are introduced between the convolution layers and the full connection layers. The table 2 shows that when the feature maps number is constant, the deconvolution operation introduced into the convolution layer and the full connection layer, it will
reduce the total parameters number greatly and reduce the parameter proportion of full connection layer in the model.

### Table 2. Comparison of model parameters.

| Network name   | Is there a deconvolution layer | Number of feature maps | Total number of parameters | full connection layer parameter proportion |
|----------------|---------------------------------|------------------------|---------------------------|-------------------------------------------|
| AlexNet_1      | no                              | Halved                 | 2211k                     | 95.4%                                     |
| new_AlexNet_1  | Have                            | Halved                 | 148k                      | 12%                                       |
| AlexNet_2      | no                              | constant               | 8819k                     | 95.4%                                     |
| new_AlexNet_2  | Have                            | constant               | 586k                      | 11.6%                                     |

The experimental simulation results are shown in figure 4. The abscissa is the training cycle, and the ordinate is the loss function or the model accuracy, the loss function is smaller, the higher the model accuracy, and the more reliable the prediction result of the model. Figure (a) and figure (b) show that the experimental results of AlexNet_1 and new_AlexNet_1, in the case of halving the feature maps number. It can be seen that after the introduction of the deconvolution layer, the accuracy rate has been improved to a certain degree, and the test set accuracy rate is about 1% higher. Figure (c) and figure (d) show the experimental data of AlexNet_2 and new_AlexNet_2 under the condition that the feature map is unchanged, through comparison, it can be seen that the feature maps number has doubled, and the accuracy rate has been significantly improved, the test set accuracy is about 3% higher.

The results show that the used method effectively reduces the model parameters number, simplifies the model scale, not only increases the network training speed, but also makes the accuracy rate
improved significantly. When the convolution layer features number is large, the effect is obvious, and the accuracy rate reaches 87.2% finally, which is improved by about 3%. Therefore, it has great significance to improving the model accuracy by reducing the parameters number and reducing the parameters proportion of the full connection layer in the model.

5. Conclusion
Based on AlexNet, the deconvolution layer is introduced between the convolution layer and the full connection layer, which reduces the parameters proportion of the full connection layer, and simplifies the parameters number of the model, it not only increases the network training speed, but also ensures the model classification accuracy. During the subsequent work, we can improve the convolution layer by dividing a 3×3 convolution operation into 3×1 and 1×3 convolution operations. At the same time, we use 1×1 convolution kernel to realize the operation of increasing and decreasing dimensions, so as to further reduce the network parameters number.
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