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The elementary geometry, which is learned in school, deals with basic concepts such as a point, a straight line, a segment. They are used to compose more complicated concepts: a polygonal line, a polygon, a polyhedron. Some curvilinear forms are also considered: a circle, a cylinder, a cone, a sphere, a ball.

The analytical geometry basically deals with the same geometric objects as the elementary geometry does. The difference is in a method for studying these objects. The elementary geometry relies on visual impressions and formulate the properties of geometric objects in its axioms. From these axioms various theorems are derived, whose statements in most cases are also revealed in visual impressions. The analytical geometry is more inclined to a numeric description of geometric objects and their properties.

The transition from a geometric description to a numeric description becomes possible due to coordinate systems. Each coordinate system associate some groups of numbers with geometric points, these groups of numbers are called coordinates of points. The idea of using coordinates in geometry belongs French mathematician Rene Descartes. Simplest coordinate systems suggested by him at present time are called Cartesian coordinate systems.

The construction of Cartesian coordinates particularly and the analytical geometry in general are based on the concept of a vector. The branch of analytical geometry studying vectors is called the vector algebra. The vector algebra constitutes the first chapter of this book. The second chapter explains the theory of straight lines and planes and the theory of curves of the second order. In the third chapter the theory of surfaces of the second order is explained in brief.

The book is based on lectures given by the author during several years in Bashkir State University. It was planned as the first book in a series of three books. However, it happens that
the second and the third books in this series were written and published before the first book. These are

- «Course of linear algebra and multidimensional geometry» [1];
- «Course of differential geometry» [2].

Along with the above books, the following books were written:

- «Representations of finite group» [3];
- «Classical electrodynamics and theory of relativity» [4];
- «Quick introduction to tensor analysis» [5].
- «Foundations of geometry for university students and high school students» [6].

The book [3] can be considered as a continuation of the book [1] which illustrates the application of linear algebra to another branch of mathematics, namely to the theory of groups. The book [4] can be considered as a continuation of the book [2]. It illustrates the application of differential geometry to physics. The book [5] is a brief version of the book [2]. As for the book [6], by its subject it should precede this book. It could be recommended to the reader for deeper logical understanding of the elementary geometry.

I am grateful to Prof. R. R. Gadylshin and Prof. D. I. Borisov for reading and refereeing the manuscript of this book and for valuable advices.

December, 2010. R. A. Sharipov.
CHAPTER I

VECTOR ALGEBRA.

§ 1. Three-dimensional Euclidean space.
Acsiomatics and visual evidence.

Like the elementary geometry explained in the book [6], the analytical geometry in this book is a geometry of three-dimensional space \( \mathbb{E} \). We use the symbol \( \mathbb{E} \) for to denote the space that we observe in our everyday life. Despite being seemingly simple, even the empty space \( \mathbb{E} \) possesses a rich variety of properties. These properties reveal through the properties of various geometric forms which are comprised in this space or potentially can be comprised in it.

Systematic study of the geometric forms in the space \( \mathbb{E} \) was initiated by ancient Greek mathematicians. It was Euclid who succeeded the most in this. He has formulated the basic properties of the space \( \mathbb{E} \) in five postulates, from which he derived all other properties of \( \mathbb{E} \). At the present time his postulates are called axioms. On the basis of modern requirements to the rigor of mathematical reasoning the list of Euclid’s axioms was enlarged from five to twenty. These twenty axioms can be found in the book [6]. In favor of Euclid the space that we observe in our everyday life is denoted by the symbol \( \mathbb{E} \) and is called the three-dimensional Euclidean space.

The three-dimensional Euclidean point space \( \mathbb{E} \) consists of points. All geometric forms in it also consist of points. subsets of the space \( \mathbb{E} \). Among subsets of the space \( \mathbb{E} \) straight lines
and planes (see Fig. 1.2) play an especial role. They are used in the statements of the first eleven Euclid’s axioms. On the base of these axioms the concept of a segment (see Fig. 1.2) is introduced. The concept of a segment is used in the statement of the twelfth axiom.

The first twelve of Euclid’s axioms appear to be sufficient to define the concept of a ray and the concept of an angle between two rays outgoing from the same point. The concepts of a segment and an angle along with the concepts of a straight line and a plane appear to be sufficient in order to formulate the remaining eight Euclid’s axioms and to build the elementary geometry in whole.

Even the above survey of the book [6], which is very short, shows that building the elementary geometry in an axiomatic way on the basis of Euclid’s axioms is a time-consuming and laborious work. However, the reader who is familiar with the elementary geometry from his school curriculum easily notes that proof of theorems in school textbooks are more simple than those in [6]. The matter is that proofs in school textbooks are not proofs in the strict mathematical sense. Analyzing them carefully, one can find in these proofs the usage of some non-proved propositions which are visually obvious from a supplied drawing since we have a rich experience of living within the space $\mathbb{E}$. Such proofs can be transformed to strict mathematical proofs by filling omissions,
i.e. by proving visually obvious propositions used in them.

Unlike [6], in this book I do not load the reader by absolutely strict proofs of geometric results. For geometric definitions, constructions, and theorems the strictness level is used which is close to that of school textbooks and which admits drawings and visually obvious facts as arguments. Whenever it is possible I refer the reader to strict statements and proofs in [6]. As far as the analytical content is concerned, i.e. in equations, in formulas, and in calculations the strictness level is applied which is habitual in mathematics without any deviations.

§ 2. Geometric vectors. Vectors bound to points.

DEFINITION 2.1. A geometric vector $\overrightarrow{AB}$ is a straight line segment in which the direction from the point $A$ to the point $B$ is specified. The point $A$ is called the initial point of the vector $\overrightarrow{AB}$, while the point $B$ is called its terminal point.

The direction of the vector $\overrightarrow{AB}$ in drawing is marked by an arrow (see Fig. 2.1). For this reason vectors sometimes are called directed segments.

Each segment $[AB]$ is associated with two different vectors: $\overrightarrow{AB}$ and $\overrightarrow{BA}$. The vector $\overrightarrow{BA}$ is usually called the opposite vector for the vector $\overrightarrow{AB}$.

Note that the arrow sign on the vector $\overrightarrow{AB}$ and bold dots at the ends of the segment $[AB]$ are merely symbolic signs used to make the drawing more clear. When considered as sets of points the vector $\overrightarrow{AB}$ and the segment $[AB]$ do coincide.

A direction on a segment, which makes it a vector, can mean different things in different situations. For instance, drawing a vector $\overrightarrow{AB}$ on a geographic map, we usually mark the displacement of some object from the point $A$ to the point $B$. However,
if it is a weather map, the same vector $\overrightarrow{AB}$ can mean the wind direction and its speed at the point $A$. In the first case the length of the vector $\overrightarrow{AB}$ is proportional to the distance between the points $A$ and $B$. In the second case the length of $\overrightarrow{AB}$ is proportional to the wind speed at the point $A$.

There is one more difference in the above two examples. In the first case the vector $\overrightarrow{AB}$ is bound to the points $A$ and $B$ by its meaning. In the second case the vector $\overrightarrow{AB}$ is bound to the point $A$ only. The fact that its arrowhead end is at the point $B$ is a pure coincidence depending on the scale we used for translating the wind speed into the length units on the map. According to what was said, geometric vectors are subdivided into two types:

1) purely geometric;
2) conditionally geometric.

Only displacement vectors belong to the first type; they actually bind some two points of the space $\mathbb{E}$. The lengths of these vectors are always measured in length units: centimeters, meters, inches, feet etc.

Vectors of the second type are more various. These are velocity vectors, acceleration vectors, and force vectors in mechanics; intensity vectors for electric and magnetic fields, magnetization vectors in magnetic materials and media, temperature gradients in non-homogeneously heated objects et al. Vectors of the second type have a geometric direction and they are bound to some point of the space $\mathbb{E}$, but they have not a geometric length. Their lengths can be translated to geometric lengths only upon choosing some scaling factor.

Zero vectors or null vectors hold a special position among geometric vectors. They are defined as follows.

Definition 2.2. A geometric vector of the space $\mathbb{E}$ whose initial and terminal points do coincide with each other is called a zero vector or a null vector.

A geometric null vector can be either a purely geometric vector
or a conditionally geometric vector depending on its nature.

§ 3. Equality of vectors.

Definition 3.1. Two geometric vectors $\overrightarrow{AB}$ and $\overrightarrow{CD}$ are called equal if they are equal in length and if they are codirected, i.e. $|AB| = |CD|$ and $\overrightarrow{AB} \parallel \overrightarrow{CD}$.

The vectors $\overrightarrow{AB}$ and $\overrightarrow{CD}$ are said to be codirected if they lie on a same line as shown in Fig. 3.1 or if they lie on parallel lines as shown in Fig. 3.2. In both cases they should be pointing in the same direction. Codirectedness of geometric vectors and their equality are that very visually obvious properties which require substantial efforts in order to derive them from Euclid’s axioms (see [6]). Here I urge the reader not to focus on the lack of rigor in statements, but believe his own geometric intuition.

Zero geometric vectors constitute a special case since they do not fix any direction in the space.

Definition 3.2. All null vectors are assumed to be codirected to each other and each null vector is assumed to be codirected to any nonzero vector.

The length of all null vectors is zero. However, depending on the physical nature of a vector, its zero length is complemented with a measure unit. In the case of zero force it is zero newtons,
in the case of zero velocity it is zero meters per second. For this reason, testing the equality of any two zero vectors, one should take into account their physical nature.

**Definition 3.3.** All null vectors of the same physical nature are assumed to be equal to each other and any nonzero vector is assumed to be not equal to any null vector.

Testing the equality of nonzero vectors by means of the definition 3.1, one should take into account its physical nature. The equality $|\vec{AB}| = |\vec{CD}|$ in this definition assumes not only the equality of numeric values of the lengths of $\vec{AB}$ and $\vec{CD}$, but assumes the coincidence of their measure units as well.

**A remark.** Vectors are geometric forms, i.e. they are sets of points in the space $\mathbb{E}$. However, the equality of two vectors introduced in the definition 3.1 differs from the equality of sets.

§ 4. **The concept of a free vector.**

Defining the equality of vectors, it is convenient to use parallel translations. Each parallel translation is a special transformation of the space $p: \mathbb{E} \to \mathbb{E}$ under which any straight line is mapped onto itself or onto a parallel line and any plane is mapped onto itself or onto a parallel plane. When applied to vectors, parallel translation preserve their length and their direction, i.e. they map each vector onto a vector equal to it, but usually being in a different place in the space. The number of parallel translations is infinite. As appears, the parallel translations are so numerous that they can be used for testing the equality of vectors.

**Definition 4.1.** A geometric vector $\vec{CD}$ is called equal to a geometric vector $\vec{AB}$ if there is a parallel translation $p: \mathbb{E} \to \mathbb{E}$ that maps the vector $\vec{AB}$ onto the vector $\vec{CD}$, i.e. such that $p(A) = C$ and $p(B) = D$.

The definition 4.1 is equivalent to the definition 3.1. I do not prove this equivalence, relying on its visual evidence and
assumed the reader to be familiar with parallel translations from
the school curriculum. A more meticulous reader can see the
theorems 8.4 and 9.1 in Chapter VI of the book [6].

**Theorem 4.1.** For any two points \( A \) and \( C \) in the space \( \mathbb{E} \) there is exactly one parallel translation \( p : \mathbb{E} \to \mathbb{E} \) mapping the
point \( A \) onto the point \( C \), i.e. such that \( p(A) = C \).

The theorem 4.1 is a visually obvious fact. On the other hand
it coincides with the theorem 9.3 from Chapter VI in the book
[6], where it is proved. For these two reasons we exploit the
theorem 4.1 without proving it in this book.

Let’s apply the theorem 4.1 to some geometric vector \( \overrightarrow{AB} \). Let
\( C \) be an arbitrary point of the space \( \mathbb{E} \) and let \( p \) be a parallel
translation taking the point \( A \) to the point \( C \). The existence
and uniqueness of such a parallel translation are asserted by the
theorem 4.1. Let’s define the point \( D \) by means of the formula
\( D = p(B) \). Then, according to the definition 4.1, we have

\[
\overrightarrow{AB} = \overrightarrow{CD}.
\]

These considerations show that each geometric vector \( \overrightarrow{AB} \) has a
copy equal to it and attached to an arbitrary point \( C \in \mathbb{E} \). In
the other words, by means of parallel translations each geometric
vector \( \overrightarrow{AB} \) can be replicated up to an infinite set of vectors equal
to each other and attached to all points of the space \( \mathbb{E} \).

**Definition 4.2.** A free vector is an infinite collection of geo-
metric vectors which are equal to each other and whose initial
points are at all points of the space \( \mathbb{E} \). Each geometric vector in
this infinite collection is called a geometric realization of a given
free vector.

Free vectors can be composed of purely geometric vectors or
of conditionally geometric vectors as well. For this reason one
can consider free vectors of various physical nature.
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In drawings free vectors are usually presented by a single geometric realization or by several geometric realizations if needed.

Geometric vectors are usually denoted by two capital letters: \( \overrightarrow{AB}, \overrightarrow{CD}, \overrightarrow{EF} \) etc. Free vectors are denoted by single lowercase letters: \( \vec{a}, \vec{b}, \vec{c} \) etc. Arrows over these letters are often omitted since it is usually clear from the context that vectors are considered. Below in this book I will not use arrows in denoting free vectors. However, I will use boldface letters for them. In many other books, but not in my book [1], this restriction is also removed.

§ 5. Vector addition.

Assume that two free vectors \( \mathbf{a} \) and \( \mathbf{b} \) are given. Let’s choose some arbitrary point \( A \) and consider the geometric realization of the vector \( \mathbf{a} \) with the initial point \( A \). Let’s denote through \( B \) the terminal point of this geometric realization. As a result we get \( \mathbf{a} = \overrightarrow{AB} \). Then we consider the geometric realization of the vector \( \mathbf{b} \) with initial point \( B \) and denote through \( C \) its terminal point. This yields \( \mathbf{b} = \overrightarrow{BC} \).

**Definition 5.1.** The geometric vector \( \overrightarrow{AC} \) connecting the initial point of the vector \( \overrightarrow{AB} \) with the terminal point of the vector \( \overrightarrow{BC} \) is called the sum of the vectors \( \overrightarrow{AB} \) and \( \overrightarrow{BC} \):

\[
\overrightarrow{AC} = \overrightarrow{AB} + \overrightarrow{BC}.
\]

(5.1)

The vector \( \overrightarrow{AC} \) constructed by means of the vectors \( \mathbf{a} = \overrightarrow{AB} \) and \( \mathbf{b} = \overrightarrow{BC} \) can be replicated up to a free vector \( \mathbf{c} \) by parallel translations to all points of the space \( \mathbb{E} \). Such a vector \( \mathbf{c} \) is naturally called the sum of the free vectors \( \mathbf{a} \) and \( \mathbf{b} \). For this vector we write \( \mathbf{c} = \mathbf{a} + \mathbf{b} \). The correctness of such a definition is guaranteed by the following lemma.

**Lemma 5.1.** The sum \( \mathbf{c} = \mathbf{a} + \mathbf{b} = \overrightarrow{AC} \) of two free vectors \( \mathbf{a} = \overrightarrow{AB} \) and \( \mathbf{b} = \overrightarrow{BC} \) expressed by the formula (5.1) does not
depend on the choice of a point $A$ at which the geometric realization $\overrightarrow{AB}$ of the vector $\mathbf{a}$ begins.

**Proof.** In addition to $A$, let’s choose another initial point $E$. Then in the above construction of the sum $\mathbf{a} + \mathbf{b}$ the vector $\mathbf{a}$ has two geometric realizations $\overrightarrow{AB}$ and $\overrightarrow{EF}$ (see Fig. 5.1). Then

$$\overrightarrow{AB} = \overrightarrow{EF}, \quad \overrightarrow{BC} = \overrightarrow{FG}. \quad (5.2)$$

Instead of (5.1) now we have two equalities

$$\overrightarrow{AC} = \overrightarrow{AB} + \overrightarrow{BC}, \quad \overrightarrow{EG} = \overrightarrow{EF} + \overrightarrow{FG}. \quad (5.3)$$

Let’s denote through $p$ a parallel translation that maps the point $A$ to the point $E$, i.e. such that $p(A) = E$. Due to the theorem 4.1 such a parallel translation does exist and it is unique. From $p(A) = E$ and from the first equality (5.2), applying the definition 4.1, we derive $p(B) = F$. Then from $p(B) = F$ and from the second equality (5.2), again applying the definition 4.1, we get $p(C) = G$. As a result we have

$$p(A) = E, \quad p(C) = G. \quad (5.4)$$
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The relationships \((5.4)\) mean that the parallel translation \(p\) maps the vector \(\overrightarrow{AC}\) to the vector \(\overrightarrow{EG}\). Due to the definition \(4.1\) this fact yields \(\overrightarrow{AC} = \overrightarrow{EG}\). Now from the equalities \((5.3)\) we derive

\[
\overrightarrow{AB} + \overrightarrow{BC} = \overrightarrow{EF} + \overrightarrow{FG}.
\] (5.5)

The equalities \((5.5)\) complete the proof of the lemma \(5.1\). □

The addition rule given by the formula \((5.1)\) is called the triangle rule. It is associated with the triangle \(ABC\) in Fig. 5.1.

§ 6. Multiplication of a vector by a number.

Let \(\mathbf{a}\) be some free vector. Let’s choose some arbitrary point \(A\) and consider the geometric realization of the vector \(\mathbf{a}\) with initial point \(A\). Then we denote through \(B\) the terminal point of this geometric realization of \(\mathbf{a}\). Let \(\alpha\) be some number. It can be either positive, negative, or zero.

Let \(\alpha > 0\). In this case we lay a point \(C\) onto the line \(AB\) so that the following conditions are fulfilled:

\[
\overrightarrow{AC} \parallel \overrightarrow{AB}, \quad |\overrightarrow{AC}| = |\alpha| \cdot |\overrightarrow{AB}|. \tag{6.1}
\]

As a result we obtain the drawing which is shown in Fig. 6.1.

If \(\alpha = 0\), we lay the point \(C\) so that it coincides with the point \(A\). In this case the vector \(\overrightarrow{AC}\) appears to be zero as shown in Fig. 6.2 and we have the relationship

\[
|\overrightarrow{AC}| = |\alpha| \cdot |\overrightarrow{AB}|. \tag{6.2}
\]
In the case $\alpha < 0$ we lay the point $C$ onto the line $AB$ so that the following two conditions are fulfilled:

\[ \overrightarrow{AC} \uparrow \overrightarrow{AB}, \quad |AC| = |\alpha| \cdot |AB|. \]  

This arrangement of points is shown in Fig. 6.3.

**Definition 6.1.** In each of the three cases $\alpha > 0$, $\alpha = 0$, and $\alpha < 0$ the geometric vector $\overrightarrow{AC}$ defined through the vector $\overrightarrow{AB}$ according to the drawings in Fig. 6.1, in Fig. 6.2, and in Fig. 6.3 and according to the formulas (6.1), (6.2), and (6.3) is called the product of the vector $\overrightarrow{AB}$ by the number $\alpha$. This fact is expressed by the following formula:

\[ \overrightarrow{AC} = \alpha \cdot \overrightarrow{AB}. \]  

The case $\mathbf{a} = \mathbf{0}$ is not covered by the above drawings in Fig. 6.1, in Fig. 6.2, and in Fig. 6.3. In this case the point $B$ coincides with the points $A$ and we have $|AB| = 0$. In order to provide the equality $|AC| = |\alpha| \cdot |AB|$ the point $C$ is chosen coinciding with the point $A$. Therefore the product of a null vector by an arbitrary number is again a null vector.

The geometric vector $\overrightarrow{AC}$ constructed with the use of the vector $\mathbf{a} = \overrightarrow{AB}$ and the number $\alpha$ can be replicated up to a free vector $\mathbf{c}$ by means of the parallel translations to all points of the space $\mathbb{E}$. Such a free vector $\mathbf{c}$ is called the product of the free vector $\mathbf{a}$ by the number $\alpha$. For this vector we write $\mathbf{c} = \alpha \cdot \mathbf{a}$. The correctness of this definition of $\mathbf{c} = \alpha \cdot \mathbf{a}$ is guaranteed by the following lemma.

**Lemma 6.1.** The product $\mathbf{c} = \alpha \cdot \mathbf{a} = \overrightarrow{AC}$ of a free vector $\mathbf{a} = \overrightarrow{AB}$ by a number $\alpha$ expressed by the formula (6.4) does not depend on the choice of a point $A$ at which the geometric realization of the vector $\mathbf{a}$ is built.
Proof. Let’s prove the lemma for the case \( \mathbf{a} \neq \mathbf{0} \) and \( \alpha > 0 \). In addition to \( A \) we choose another initial point \( E \). Then in the construction of the product \( \alpha \cdot \mathbf{a} \) the vector \( \mathbf{a} \) gets two geometric realizations \( \overrightarrow{AB} \) and \( \overrightarrow{EF} \) (see Fig. 6.4). Hence we have

\[
\overrightarrow{AB} = \overrightarrow{EF}. \tag{6.5}
\]

Let’s denote through \( p \) the parallel translation that maps the point \( A \) to the point \( E \), i.e. such that \( p(A) = E \). Then from the equality (6.5), applying the definition 4.1, we derive \( p(B) = F \). The point \( C \) is placed on the line \( AB \) at the distance \( |AC| = |\alpha| \cdot |AB| \) from the point \( A \) in the direction of the vector \( \overrightarrow{AB} \). Similarly, the point \( G \) is placed on the line \( EF \) at the distance \( |EG| = |\alpha| \cdot |EF| \) from the point \( E \) in the direction of the vector \( \overrightarrow{EF} \). From the equality (6.5) we derive \( |AB| = |EF| \). Therefore \( |AC| = |\alpha| \cdot |AB| \) and \( |EG| = |\alpha| \cdot |EF| \) mean that \( |AC| = |EF| \). Due to \( p(A) = E \) and \( p(B) = F \) the parallel translation \( p \) maps the line \( AB \) onto the line \( EF \). It preserves lengths of segments and maps codirected vectors to codirected ones. Hence \( p(C) = G \). Along with \( p(A) = E \) due to the definition 4.1 the equality \( p(C) = G \) yields \( \overrightarrow{AC} = \overrightarrow{EG} \), i.e.

\[
\alpha \cdot \overrightarrow{AB} = \alpha \cdot \overrightarrow{EF}.
\]

The lemma 6.1 is proved for the case \( \mathbf{a} \neq \mathbf{0} \) and \( \alpha > 0 \). Its proof for the other cases is left to the reader as an exercise. \( \square \)

Exercise 6.1. Consider the cases \( \alpha = 0 \) and \( \alpha < 0 \) for \( \mathbf{a} \neq \mathbf{0} \)
and consider the case $\mathbf{a} = \mathbf{0}$. Prove the lemma 6.1 for these cases and provide your proof with drawings analogous to that of Fig 6.4.

§ 7. Properties of the algebraic operations with vectors.

The addition of vectors and their multiplication by numbers are two basic algebraic operations with vectors in the three-dimensional Euclidean point space $\mathbb{E}$. Eight basic properties of these two algebraic operations with vectors are usually considered. The first four of these eight properties characterize the operation of addition. The other four characterize the operation of multiplication of vectors by numbers and its correlation with the operation of vector addition.

**Theorem 7.1.** The operation of addition of free vectors and the operation of their multiplication by numbers possess the following properties:

1) commutativity of addition: $\mathbf{a} + \mathbf{b} = \mathbf{b} + \mathbf{a}$;
2) associativity of addition: $(\mathbf{a} + \mathbf{b}) + \mathbf{c} = \mathbf{a} + (\mathbf{b} + \mathbf{c})$;
3) the feature of the null vector: $\mathbf{a} + \mathbf{0} = \mathbf{a}$;
4) the existence of an opposite vector: for any vector $\mathbf{a}$ there is an opposite vector $\mathbf{a}'$ such that $\mathbf{a} + \mathbf{a}' = \mathbf{0}$;
5) distributivity of multiplication over the addition of vectors: $k \cdot (\mathbf{a} + \mathbf{b}) = k \cdot \mathbf{a} + k \cdot \mathbf{b}$;
6) distributivity of multiplication over the addition of numbers: $(k + q) \cdot \mathbf{a} = k \cdot \mathbf{a} + q \cdot \mathbf{a}$;
7) associativity of multiplication by numbers: $(k q) \cdot \mathbf{a} = k \cdot (q \cdot \mathbf{a})$;
8) the feature of the numeric unity: $1 \cdot \mathbf{a} = \mathbf{a}$.

Let’s consider the properties listed in the theorem 7.1 one by one. Let’s begin with the commutativity of addition. The sum $\mathbf{a} + \mathbf{b}$ in the left hand side of the equality $\mathbf{a} + \mathbf{b} = \mathbf{b} + \mathbf{a}$ is calculated by means of the triangle rule upon choosing some geometric realizations $\mathbf{a} = \overrightarrow{AB}$ and $\mathbf{b} = \overrightarrow{BC}$ as shown in Fig. 7.1.

Let’s draw the line parallel to the line $BC$ and passing through the point $A$. Then we draw the line parallel to the
line \( AB \) and passing through the point \( C \). Both of these lines are in the plane of the triangle \( ABC \). For this reason they intersect at some point \( D \). The segments \([AB], [BC], [CD], \) and \([DA]\) form a parallelogram.

Let’s mark the vectors \( \overrightarrow{DC} \) and \( \overrightarrow{AD} \) on the segments \([CD]\) and \([DA]\). It is easy to see that the vector \( \overrightarrow{DC} \) is produced from the vector \( \overrightarrow{AB} \) by applying the parallel translation from the point \( A \) to the point \( D \). Similarly the vector \( \overrightarrow{AD} \) is produced from the vector \( \overrightarrow{BC} \) by applying the parallel translation from the point \( B \) to the point \( A \). Therefore \( \overrightarrow{DC} = \overrightarrow{AB} = a \) and \( \overrightarrow{BC} = \overrightarrow{AD} = b \).

Now the triangles \( ABC \) and \( ADC \) yield

\[
\overrightarrow{AC} = \overrightarrow{AB} + \overrightarrow{BC} = a + b, \\
\overrightarrow{AC} = \overrightarrow{AD} + \overrightarrow{DC} = b + a.
\]

(7.1)

From (7.1) we derive the required equality \( a + b = b + a \).

The relationship \( a + b = b + a \) and Fig. 7.1 yield another method for adding vectors. It is called the parallelogram rule. In order to add two vectors \( a \) and \( b \) their geometric realizations \( \overrightarrow{AB} \) and \( \overrightarrow{AD} \) with the common initial point \( A \) are used. They are completed up to the parallelogram \( ABCD \). Then the diagonal of this parallelogram is taken for the geometric realization of the sum: \( a + b = \overrightarrow{AB} + \overrightarrow{AD} = \overrightarrow{AC} \).

**Exercise 7.1.** Prove the equality \( a + b = b + a \) for the case where \( a \parallel b \). For this purpose consider the subcases

1) \( a \uparrow\downarrow b \); 2) \( a \uparrow b \) and \( |a| > |b| \);
3) \( a \uparrow\downarrow b \) and \( |a| = |b| \); 4) \( a \uparrow b \) and \( |a| < |b| \).
The next property in the theorem 7.1 is the associativity of the operation of vector addition. In order to prove this property we choose some arbitrary initial point $A$ and construct the following geometric realizations of the vectors: $\mathbf{a} = \overrightarrow{AB}$, $\mathbf{b} = \overrightarrow{BC}$, and $\mathbf{c} = \overrightarrow{CD}$. Applying the triangle rule of vector addition to the triangles $ABC$ and $ACD$, we get the relationships

$$\mathbf{a} + \mathbf{b} = \overrightarrow{AB} + \overrightarrow{BC} = \overrightarrow{AC},$$

$$(\mathbf{a} + \mathbf{b}) + \mathbf{c} = \overrightarrow{AC} + \overrightarrow{CD} = \overrightarrow{AD}.$$  \hspace{1cm} (7.2)

(see Fig. 7.2). Applying the same rule to the triangles $BCD$ and $ABD$, we get the analogous relationships

$$\mathbf{b} + \mathbf{c} = \overrightarrow{BC} + \overrightarrow{CD} = \overrightarrow{BD},$$

$$\mathbf{a} + (\mathbf{b} + \mathbf{c}) = \overrightarrow{AB} + \overrightarrow{BD} = \overrightarrow{AD}.$$  \hspace{1cm} (7.3)

The required relationship $(\mathbf{a} + \mathbf{b}) + \mathbf{c} = \mathbf{a} + (\mathbf{b} + \mathbf{c})$ now is immediate from the formulas (7.2) and (7.3).

**A remark.** The tetragon $ABCD$ in Fig. 7.2 is not necessarily planar. For this reason the line $CD$ is shown as if it goes under the line $AB$, while the line $BD$ is shown going over the line $AC$.

The feature of the null vector $\mathbf{a} + \mathbf{0} = \mathbf{a}$ is immediate from the triangle rule for vector addition. Indeed, if an initial point $A$ for the vector $\mathbf{a}$ is chosen and if its geometric realization $\overrightarrow{AB}$ is built, then the null vector $\mathbf{0}$ is presented by its geometric realization $\overrightarrow{BB}$. From the definition 5.1 we derive $\overrightarrow{AB} + \overrightarrow{BB} = \overrightarrow{AB}$ which yields $\mathbf{a} + \mathbf{0} = \mathbf{a}$.

The existence of an opposite vector is also easy to prove. Assume that the vector $\mathbf{a}$ is presented by its geometric realization
Let’s consider the opposite geometric vector $\mathbf{BA}$ and let’s denote through $\mathbf{a}'$ the corresponding free vector. Then

$$\mathbf{a} + \mathbf{a}' = \mathbf{AB} + \mathbf{BA} = \mathbf{AA} = 0.$$ 

The distributivity of multiplication over the vector addition follows from the properties of the *homothety transformation* in the Euclidean space $\mathbb{E}$ (see §11 of Chapter VI in [6]). It is sometimes called the *similarity transformation*, which is not quite exact. Similarity transformations constitute a larger class of transformations that comprises homothety transformations as a subclass within it.

Let $\mathbf{a} \parallel \mathbf{b}$ and let the sum of vectors $\mathbf{a} + \mathbf{b}$ is calculated according to the triangle rule as shown in Fig. 7.3. Assume that $k > 0$. Let’s construct the homothety transformation $h_{kA}: \mathbb{E} \rightarrow \mathbb{E}$ with the center at the point $A$ and with the homothety factor $k$. Let’s denote through $E$ the image of the point $B$ under the transformation $h_{kA}$ and let’s denote through $F$ the image of the point $C$ under this transformation:

$$E = h_{kA}(B), \quad F = h_{kA}(C).$$

Due to the properties of the homothety the line $EF$ is parallel to...
the line $BC$ and we have the following relationships:

\[
\overrightarrow{EF} \parallel \overrightarrow{BC}, \quad |EF| = |k| \cdot |BC|, \\
\overrightarrow{AE} \parallel \overrightarrow{AB}, \quad |AE| = |k| \cdot |AB|, \quad (7.4) \\
\overrightarrow{AF} \parallel \overrightarrow{AC}, \quad |AF| = |k| \cdot |AC|.
\]

Comparing (7.4) with (6.1) and taking into account that we consider the case $k > 0$, from (7.4) we derive

\[
\overrightarrow{AE} = k \cdot \overrightarrow{AB}, \quad \overrightarrow{EF} = k \cdot \overrightarrow{BC}, \quad \overrightarrow{AF} = k \cdot \overrightarrow{AC}. \quad (7.5)
\]

The relationships (7.5) are sufficient for to prove the distributivity of the mutiplication of vectors by numbers over the operation of vector addition. Indeed, from (7.5) we obtain:

\[
k \cdot (\mathbf{a} + \mathbf{b}) = k \cdot (\overrightarrow{AB} + \overrightarrow{BC}) = k \cdot \overrightarrow{AC} = \overrightarrow{AF} = \\
= \overrightarrow{AE} + \overrightarrow{EF} = k \cdot \overrightarrow{AB} + k \cdot \overrightarrow{BC} = k \cdot \mathbf{a} + k \cdot \mathbf{b}. \quad (7.6)
\]

The case where $\mathbf{a} \parallel \mathbf{b}$ and $k < 0$ is very similar to the case just above. In this case Fig. 7.3 is replaced by Fig. 7.4. Instead of the relationships (7.4) we have the relationships

\[
\overrightarrow{EF} \parallel \overrightarrow{BC}, \quad |EF| = |k| \cdot |BC|, \\
\overrightarrow{AE} \parallel \overrightarrow{AB}, \quad |AE| = |k| \cdot |AB|, \quad (7.7) \\
\overrightarrow{AF} \parallel \overrightarrow{AC}, \quad |AF| = |k| \cdot |AC|.
\]

Taking into account $k < 0$ from (7.7) we derive (7.5) and (7.6).

In the case $k = 0$ the relationship $k \cdot (\mathbf{a} + \mathbf{b}) = k \cdot \mathbf{a} + k \cdot \mathbf{b}$ reduces to the equality $\mathbf{0} = \mathbf{0} + \mathbf{0}$. This equality is trivially valid.
EXERCISE 7.2. Prove that \( k \cdot (a + b) = k \cdot a + k \cdot b \) for the case \( a \parallel b \). For this purpose consider the subcases

1) \( a \uparrow \downarrow b \);
2) \( a \uparrow \downarrow b \) and \( |a| > |b| \);
3) \( a \uparrow \downarrow b \) and \( |a| = |b| \);
4) \( a \uparrow \downarrow b \) and \( |a| < |b| \).

In each of these subcases consider two options: \( k > 0 \) and \( k < 0 \).

Let’s proceed to proving the distributivity of multiplication of vectors by numbers over the addition of numbers. The case \( a = 0 \) in the equality \((k + q) \cdot a = k \cdot a + q \cdot a\) is trivial. In this case the equality \((k + q) \cdot a = k \cdot a + q \cdot a\) reduces to \( 0 = 0 + 0 \).

The cases \( k = 0 \) and \( q = 0 \) are also trivial. In these cases the equality \((k + q) \cdot a = k \cdot a + q \cdot a\) reduces to the equalities \( q \cdot a = 0 + q \cdot a \) and \( k \cdot a = k \cdot a + 0 \) respectively.

Let’s consider the case \( a \neq 0 \) and for the sake of certainty let’s assume that \( k > 0 \) and \( q > 0 \). Let’s choose some arbitrary point \( A \) and let’s build the geometric realizations of the vector \( k \cdot a \) with the initial point \( A \). Let \( B \) be the terminal point of this geometric realization. Then \( \overrightarrow{AB} = k \cdot a \). Similarly, we construct the geometric realization \( \overrightarrow{BC} = q \cdot a \). Due to \( k > 0 \) and \( q > 0 \) the vectors \( \overrightarrow{AB} \) and \( \overrightarrow{BC} \) are codirected to the vector \( a \). These vectors lie on the line \( AB \) (see Fig. 7.5). The sum of these two vectors

\[
\overrightarrow{AC} = \overrightarrow{AB} + \overrightarrow{BC}
\]

lie on the same line and it is codirected to the vector \( a \). The length of the vector \( \overrightarrow{AC} \) is given by the formula

\[
|AC| = |AB| + |BC| = k|a| + q|a| = (k + q)|a|.
\]
Due to $\overrightarrow{AC} \parallel a$ and due to $k + q > 0$ from (7.9) we derive

$$\overrightarrow{AC} = (k + q) \cdot a. \quad (7.10)$$

Let’s substitute (7.10) and (7.8) and take into account the relationships $\overrightarrow{AB} = k \cdot a$ and $\overrightarrow{BC} = q \cdot a$ which follow from our constructions. As a result we get the required equality $(k + q) \cdot a = k \cdot a + q \cdot a$.

**Exercise 7.3.** Prove that $(k + q) \cdot a = k \cdot a + q \cdot a$ for the case where $a \neq 0$, while $k$ and $q$ are two numbers of mutually opposite signs. For the case consider the subcases

1) $|k| > |q|$; 
2) $|k| = |q|$; 
3) $|k| < |q|$.

The associativity of the multiplication of vectors by numbers is expressed by the equality $(kq) \cdot a = k \cdot (q \cdot a)$. If $a = 0$, this equality is trivially fulfilled. It reduces to $0 = 0$. If $k = 0$ or if $q = 0$, it is also trivial. In this case it reduces to $0 = 0$.

Let’s consider the case $a \neq 0$, $k > 0$, and $q > 0$. Let’s choose some arbitrary point $A$ in the space $E$ and build the geometric realization of the vector $q \cdot a$ with the initial point $A$. Let $B$ be the terminal point of this geometric realization. Then $\overrightarrow{AB} = q \cdot a$ (see Fig. 7.6). Due to $q > 0$ the vector $\overrightarrow{AB}$ is codirected with the vector $a$. Let’s build the vector $\overrightarrow{AC}$ as the product $\overrightarrow{AC} = k \cdot \overrightarrow{AB} = k \cdot (q \cdot a)$ relying upon the definition 6.1. Due to $k > 0$ the vector $\overrightarrow{AC}$ is also codirected with $a$. The lengths of $\overrightarrow{AB}$ and $\overrightarrow{AC}$ are given by the formulas

$$|AB| = q |a|, \quad |AC| = k |AB|. \quad (7.11)$$
From the relationships (7.11) we derive the equality

$$|AC| = k(q|a|) = (kq)|a|.$$  

(7.12)

The equality (7.12) combined with $\overrightarrow{AC} \uparrow \uparrow \overrightarrow{a}$ and $kq > 0$ yields $\overrightarrow{AC} = (kq) \cdot \overrightarrow{a}$. By our construction $\overrightarrow{AC} = k \cdot \overrightarrow{AB} = k \cdot (q \cdot \overrightarrow{a})$. As a result now we immediately derive the required equality $(kq) \cdot \overrightarrow{a} = k \cdot (q \cdot \overrightarrow{a})$.

**Exercise 7.4.** Prove the equality $(kq) \cdot \overrightarrow{a} = k \cdot (q \cdot \overrightarrow{a})$ in the case where $\overrightarrow{a} \neq \overrightarrow{0}$, while the numbers $k$ and $q$ are of opposite signs. For this case consider the following two subcases:

1) $k > 0$ and $q < 0$;  
2) $k < 0$ and $q > 0$.

The last item 8 in the theorem 7.1 is trivial. It is immediate from the definition 6.1.

§ 8. Vectorial expressions and their transformations.

The properties of the algebraic operations with vectors listed in the theorem 7.1 are used in transforming vectorial expressions. Saying a vectorial expression one usually assumes a formula such that it yields a vector upon performing calculations according to this formula. In this section we consider some examples of vectorial expressions and learn some methods of transforming these expressions.

Assume that a list of several vectors $\overrightarrow{a}_1, \ldots, \overrightarrow{a}_n$ is given. Then one can write their sum setting brackets in various ways:

$$((\overrightarrow{a}_1 + \overrightarrow{a}_2) + (\overrightarrow{a}_3 + (\overrightarrow{a}_4 + \ldots + (\overrightarrow{a}_{n-1} + \overrightarrow{a}_n) \ldots)),
\ldots(((\overrightarrow{a}_1 + \overrightarrow{a}_2) + \overrightarrow{a}_3) + \overrightarrow{a}_4) + \ldots + \overrightarrow{a}_{n-1}) + \overrightarrow{a}_n).$$  

(8.1)

There are many ways of setting brackets. The formulas (8.1) show only two of them. However, despite the abundance of the
ways for brackets setting, due to the associativity of the vector addition (see item 2 in the theorem 7.1) all of the expressions like (8.1) yield the same result. For this reason the sum of the vectors $a_1, \ldots, a_n$ can be written without brackets at all:

$$a_1 + a_2 + a_3 + a_4 + \ldots + a_{n-1} + a_n. \quad (8.2)$$

In order to make the formula (8.2) more concise the summation sign is used. Then the formula (8.2) looks like

$$a_1 + a_2 + \ldots + a_n = \sum_{i=1}^{n} a_i. \quad (8.3)$$

The variable $i$ in the formula (8.3) plays the role of the cycling variable in the summation cycle. It is called a *summation index*. This variable takes all integer values ranging from $i = 1$ to $i = n$. The sum (8.3) itself does not depend on the variable $i$. The symbol $i$ in the formula (8.3) can be replaced by any other symbol, e.g. by the symbol $j$ or by the symbol $k$:

$$\sum_{i=1}^{n} a_i = \sum_{j=1}^{n} a_j = \sum_{k=1}^{n} a_k. \quad (8.4)$$

The trick with changing (redesignating) a summation index used in (8.4) is often applied for transforming expressions with sums.

The commutativity of the vector addition (see item 1 in the theorem 7.1) means that we can change the order of summands in sums of vectors. For instance, in the sum (8.2) we can write

$$a_1 + a_2 + \ldots + a_n = a_n + a_{n-1} + \ldots + a_1.$$

The most often application for the commutativity of the vector addition is changing the summation order in multiple sums. Assume that a collection of vectors $a_{ij}$ is given which is indexed
by two indices $i$ and $j$, where $i = 1, \ldots, m$ and $j = 1, \ldots, n$. Then we have the equality

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} = \sum_{j=1}^{n} \sum_{i=1}^{m} a_{ij} \quad (8.5)
$$

that follows from the commutativity of the vector addition. In the same time we have the equality

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} = \sum_{j=1}^{m} \sum_{i=1}^{n} a_{ji} \quad (8.6)
$$

which is obtained by redesignating indices. Both methods of transforming multiple sums (8.5) and (8.6) are used in dealing with vectors.

The third item in the theorem 7.1 describes the property of the null vector. This property is often used in calculations. If the sum of a part of summands in (8.3) is zero, e.g. if the equality

$$
a_{k+1} + \ldots + a_{n} = \sum_{i=k+1}^{n} a_{i} = 0
$$

is fulfilled, then the sum (8.3) can be transformed as follows:

$$
a_{1} + \ldots + a_{n} = \sum_{i=1}^{n} a_{i} = \sum_{i=1}^{k} a_{i} = a_{1} + \ldots + a_{k}.
$$

The fourth item in the theorem 7.1 declares the existence of an opposite vector $a'$ for each vector $a$. Due to this item we can define the subtraction of vectors.

**Definition 8.1.** The difference of two vectors $a - b$ is the sum of the vector $a$ with the vector $b'$ opposite to the vector $b$. This fact is written as the equality

$$
a - b = a + b'.
$$

(8.7)
Exercise 8.1. Using the definitions 6.1 and 8.1, show that the opposite vector \( a' \) is produced from the vector \( a \) by multiplying it by the number \(-1\), i.e.

\[
a' = (-1) \cdot a.
\]  

(8.8)

Due to (8.8) the vector \( a' \) opposite to \( a \) is denoted through \(-a\) and we write \( a' = -a = (-1) \cdot a \).

The distributivity properties of the multiplication of vectors by numbers (see items 5 and 6 in the theorem 7.1) are used for expanding expressions and for collecting similar terms in them:

\[
\alpha \cdot \left( \sum_{i=1}^{n} a_i \right) = \sum_{i=1}^{n} \alpha \cdot a_i, \tag{8.9}
\]

\[
\left( \sum_{i=1}^{n} \alpha_i \right) \cdot \mathbf{a} = \sum_{i=1}^{n} \alpha_i \cdot \mathbf{a}. \tag{8.10}
\]

Transformations like (8.9) and (8.10) can be found in various calculations with vectors.

Exercise 8.2. Using the relationships (8.7) and (8.8), prove the following properties of the operation of subtraction:

\[
a - a = 0; \quad (a + b) - c = a + (b - c); \]
\[
(a - b) + c = a - (b - c); \quad (a - b) - c = a - (b + c); \]
\[
\alpha \cdot (a - b) = \alpha \cdot a - \alpha \cdot b; \quad (\alpha - \beta) \cdot \mathbf{a} = \alpha \cdot \mathbf{a} - \beta \cdot \mathbf{a}.\]

Here \( a, b, \) and \( c \) are vectors, while \( \alpha \) and \( \beta \) are numbers.

The associativity of the multiplication of vectors by numbers (see item 7 in the theorem 7.1) is used expanding vectorial expressions. Here is an example of such usage:

\[
\beta \cdot \left( \sum_{i=1}^{n} \alpha_i \cdot \mathbf{a}_i \right) = \sum_{i=1}^{n} \beta \cdot (\alpha_i \cdot \mathbf{a}_i) = \sum_{i=1}^{n} (\beta \alpha_i) \cdot \mathbf{a}_i. \tag{8.11}
\]
In multiple sums this property is combined with the commutativity of the regular multiplication of numbers by numbers:

\[
\sum_{i=1}^{m} \alpha_i \cdot \left( \sum_{j=1}^{n} \beta_j \cdot a_{ij} \right) = \sum_{j=1}^{n} \beta_j \cdot \left( \sum_{i=1}^{m} \alpha_i \cdot a_{ij} \right).
\]

**A remark.** It is important to note that the associativity of the multiplication of vectors by numbers is that very property because of which one can omit the dot sign in writing a product of a number and a vector:

\[\alpha \mathbf{a} = \alpha \cdot \mathbf{a}.\]

Below I use both forms of writing for products of vectors by numbers intending to more clarity, conciseness, and aesthetic beauty of formulas.

The last item 8 of the theorem 7.1 expresses the property of the numeric unity in the form of the relationship \(1 \cdot \mathbf{a} = \mathbf{a}\). This property is used in collecting similar terms and in finding common factors. Let’s consider an example:

\[
\mathbf{a} + 3 \cdot \mathbf{b} + 2 \cdot \mathbf{a} + \mathbf{b} = \mathbf{a} + 2 \cdot \mathbf{a} + 3 \cdot \mathbf{b} + \mathbf{b} = 1 \cdot \mathbf{a} + 2 \cdot \mathbf{a} + 3 \cdot \mathbf{b} + 1 \cdot \mathbf{b} = (1 + 2) \cdot \mathbf{a} + (3 + 1) \cdot \mathbf{b} = 3 \cdot \mathbf{a} + 4 \cdot \mathbf{b}.
\]

**Exercise 8.3.** Using the relationship \(1 \cdot \mathbf{a} = \mathbf{a}\), prove that the conditions \(\alpha \cdot \mathbf{a} = \mathbf{0}\) and \(\alpha \neq 0\) imply \(\mathbf{a} = \mathbf{0}\).

§ 9. Linear combinations. Triviality, non-triviality, and vanishing.

Assume that some set of \(n\) free vectors \(\mathbf{a}_1, \ldots, \mathbf{a}_n\) is given. One can call it a collection of \(n\) vectors, a system of \(n\) vectors, or a family of \(n\) vectors either.

Using the operation of vector addition and the operation of multiplication of vectors by numbers, one can compose some
vectorial expression of the vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$. It is quite likely that this expression will comprise sums of vectors taken with some numeric coefficients.

**Definition 9.1.** An expression of the form $\alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n$ composed of the vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$ is called a *linear combination* of these vectors. The numbers $\alpha_1, \ldots, \alpha_n$ are called the *coefficients of a linear combination*. If

$$\alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n = \mathbf{b},$$

(9.1)

then the vector $\mathbf{b}$ is called the *value of a linear combination*.

In complicated vectorial expressions linear combinations of the vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$ can be multiplied by numbers and can be added to other linear combinations which can also be multiplied by some numbers. Then these sums can be multiplied by numbers and again can be added to other subexpressions of the same sort. This process can be repeated several times. However, upon expanding, upon applying the formula (8.11), and upon collecting similar terms with the use of the formula (8.10) all such complicated vectorial expressions reduce to linear combinations of the vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$. Let’s formulate this fact as a theorem.

**Theorem 9.1.** *Each vectorial expression composed of vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$ by means of the operations of addition and multiplication by numbers can be transformed to some linear combination of these vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$.***

The value of a linear combination does not depend on the order of summands in it. For this reason linear combinations differing only in order of summands are assumed to be coinciding. For example, the expressions $\alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n$ and $\alpha_n \mathbf{a}_n + \ldots + \alpha_1 \mathbf{a}_1$ are assumed to define the same linear combination.

**Definition 9.2.** A linear combination $\alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n$ composed of the vectors $\mathbf{a}_1, \ldots, \mathbf{a}_n$ is called *trivial* if all of its coefficients are zero, i.e. if $\alpha_1 = \ldots = \alpha_n = 0$. 
DEFINITION 9.3. A linear combination \( \alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n \) composed of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is called \textit{vanishing} or \textit{being equal to zero} if its value is equal to the null vector, i.e. if the vector \( \mathbf{b} \) in (9.1) is equal to zero.

Each trivial linear combination is equal to zero. However, the converse is not valid. Noe each vanishing linear combination is trivial. In Fig. 9.1 we have a triangle \( ABC \). Its sides are marked as vectors \( \mathbf{a}_1 = \overrightarrow{AB}, \mathbf{a}_2 = \overrightarrow{BC}, \text{ and } \mathbf{a}_3 = \overrightarrow{CA} \). By construction the sum of these three vectors \( \mathbf{a}_1, \mathbf{a}_2, \text{ and } \mathbf{a}_3 \) in Fig. 9.1 is zero:

\[
\mathbf{a}_1 + \mathbf{a}_2 + \mathbf{a}_3 = \overrightarrow{AB} + \overrightarrow{BC} + \overrightarrow{CA} = \mathbf{0}. \tag{9.2}
\]

The equality (9.2) can be written as follows:

\[
1 \cdot \mathbf{a}_1 + 1 \cdot \mathbf{a}_2 + 1 \cdot \mathbf{a}_3 = 0. \tag{9.3}
\]

It is easy to see that the linear combination in the left hand side of the equality (9.3) is not trivial (see Definition 9.2), however, it is equal to zero according to the definition 9.3.

DEFINITION 9.4. A linear combination \( \alpha_1 \mathbf{a}_1 + \ldots + \alpha_n \mathbf{a}_n \) composed of the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is called \textit{non-trivial} if it is not trivial, i.e. at least one of its coefficients \( \alpha_1, \ldots, \alpha_n \) is not equal to zero.

§ 10. Linear dependence and linear independence.

DEFINITION 10.1. A system of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is called \textit{linearly dependent} if there is a non-trivial linear combination of these vectors which is equal to zero.
The vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) shown in Fig. 9.1 is an example of a linearly dependent set of vectors.

It is important to note that the linear dependence is a property of systems of vectors, it is not a property of linear combinations. Linear combinations in the definition 10.1 are only tools for revealing the linear dependence.

It is also important to note that the linear dependence, once it is present in a collection of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \), does not depend on the order of vectors in this collection. This follows from the fact that the value of any linear combination and its triviality or non-triviality are not destroyed if we transpose its summands.

**Definition 10.2.** A system of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is called **linearly independent**, if it is not linearly dependent in the sense of the definition 10.1, i.e. if there is no linear combination of these vectors being non-trivial and being equal to zero simultaneously.

One can prove the existence of a linear combination with the required properties in the definition 10.1 by finding an example of such a linear combination. However, proving the non-existence in the definition 10.2 is more difficult. For this reason the following theorem is used.

**Theorem 10.1 (linear independence criterion).** A system of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is linearly independent if and only if vanishing of a linear combination of these vectors implies its triviality.

**Proof.** The proof is based on a simple logical reasoning. Indeed, the non-existence of a linear combination of the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \), being non-trivial and vanishing simultaneously means that a linear combination of these vectors is inevitably trivial whenever it is equal to zero. In other words vanishing of a linear combination of these vectors implies triviality of this linear combination. The theorem 10.1 is proved. \( \square \)

**Theorem 10.2.** A system of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is linearly independent if and only if non-triviality of a linear combination of these vectors implies that it is not equal to zero.
The theorem 10.2 is very similar to the theorem 10.1. However, it is less popular and is less often used.

Exercise 10.1. Prove the theorem 10.2 using the analogy with the theorem 10.1.

§ 11. Properties of the linear dependence.

Definition 11.1. The vector \( \mathbf{b} \) is said to be expressed as a linear combination of the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) if it is the value of some linear combination composed of the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) (see (9.1)). In this situation for the sake of brevity the vector \( \mathbf{b} \) is sometimes said to be linearly expressed through the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) or to be expressed in a linear way through \( \mathbf{a}_1, \ldots, \mathbf{a}_n \).

There are five basic properties of the linear dependence of vectors. We formulate them as a theorem.

Theorem 11.1. The relation of the linear dependence for a system of vectors possesses the following basic properties:

1) a system of vectors comprising the null vector is linearly dependent;
2) a system of vectors comprising a linearly dependent subsystem is linearly dependent itself;
3) if a system of vectors is linearly dependent, then at least one of these vectors is expressed in a linear way through other vectors of this system;
4) if a system of vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) is linearly independent, while complementing it with one more vector \( \mathbf{a}_{n+1} \) makes the system linearly dependent, then the vector \( \mathbf{a}_{n+1} \) is linearly expressed through the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \);
5) if a vector \( \mathbf{b} \) is linearly expressed through some \( m \) vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_m \) and if each of the vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_m \) is linearly expressed through some other \( n \) vectors \( \mathbf{c}_1, \ldots, \mathbf{c}_n \), then the vector \( \mathbf{b} \) is linearly expressed through the vectors \( \mathbf{c}_1, \ldots, \mathbf{c}_n \).
The properties 1)–5) in the theorem 11.1 are relatively simple. Their proofs are purely algebraic, they do not require drawings. I do not prove them in this book since the reader can find their proofs in §3 of Chapter I in the book [1].

Apart from the properties 1)–5) listed in the theorem 11.1, there is one more property which is formulated separately.

**Theorem 11.2 (Steinitz).** If the vectors \( a_1, \ldots, a_n \) are linearly independent and if each of them is linearly expressed through some other vectors \( b_1, \ldots, b_m \), then \( m \geq n \).

The Steinitz theorem 11.2 is very important in studying multidimensional spaces. We do not use it in studying the three-dimensional space \( \mathbb{E} \) in this book.

§12. Linear dependence for \( n = 1 \).

Let’s consider the case of a system composed of a single vector \( a_1 \) and apply the definition of the linear dependence 10.1 to this system. The linear dependence of such a system of one vector \( a_1 \) means that there is a linear combination of this single vector which is non-trivial and equal to zero at the same time:

\[
\alpha_1 a_1 = 0. \tag{12.1}
\]

Non-triviality of the linear combination in the left hand side of (12.1) means that \( \alpha_1 \neq 0 \). Due to \( \alpha_1 \neq 0 \) from (12.1) we derive

\[
a_1 = 0 \tag{12.2}
\]

(see Exercise 8.3). Thus, the linear dependence of a system composed of one vector \( a_1 \) yields \( a_1 = 0 \).

The converse proposition is also valid. Indeed, assume that the equality (12.2) is fulfilled. Let’s write it as follows:

\[
1 \cdot a_1 = 0. \tag{12.3}
\]
The left hand side of the equality (12.3) is a non-trivial linear combination for the system of one vector $a_1$ which is equal to zero. Its existence means that such a system of one vector is linearly dependent. We write this result as a theorem.

**Theorem 12.1.** A system composed of a single vector $a_1$ is linearly dependent if and only if this vector is zero, i.e. $a_1 = 0$.

§ 13. Linear dependence for $n = 2$.

**Collinearity of vectors.**

Let’s consider a system composed of two vectors $a_1$ and $a_2$. Applying the definition of the linear dependence 10.1 to it, we get the existence of a linear combination of these vectors which is non-trivial and equal to zero simultaneously:

$$\alpha_1 a_1 + \alpha_2 a_2 = 0.$$  \hfill (13.1)

The non-triviality of the linear combination in the left hand side of the equality (13.1) means that $\alpha_1 \neq 0$ or $\alpha_2 \neq 0$. Since the linear dependence is not sensitive to the order of vectors in a system, without loss of generality we can assume that $\alpha_1 \neq 0$. Then the equality (13.1) can be written as

$$a_1 = -\frac{\alpha_2}{\alpha_1} a_2.$$  \hfill (13.2)

Let’s denote $\beta_2 = -\alpha_2/\alpha_1$ and write the equality (13.2) as

$$a_1 = \beta_2 a_2.$$  \hfill (13.3)

Note that the relationship (13.3) could also be derived by means of the item 3 of the theorem 11.1.

According to (13.3), the vector $a_1$ is produced from the vector $a_2$ by multiplying it by the number $\beta_2$. In multiplying a vector by a number it length is usually changed (see Formulas (6.1), (6.2), (6.3), and Figs. 6.1, 6.2, and 6.3). As for its direction, it
either is preserved or is changed for the opposite one. In both of these cases the vector $\beta_2 \mathbf{a}_2$ is parallel to the vector $\mathbf{a}_2$. If $\beta_2 = 0$ the vector $\beta_2 \mathbf{a}_2$ appears to be the null vector. Such a vector does not have its own direction, the null vector is assumed to be parallel to any other vector by definition. As a result of the above considerations the equality (13.3) yields

$$\mathbf{a}_1 \parallel \mathbf{a}_2.$$ (13.4)

In the case of vectors for to denote their parallelism a special term *collinearity* is used.

**Definition 13.1.** Two free vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ are called *collinear*, if their geometric realizations are parallel to some straight line common to both of them.

As we have seen above, in the case of two vectors their linear dependence implies the collinearity of these vectors. The converse proposition is also valid. Assume that the relationship (13.4) is fulfilled. If both vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ are zero, then the equality (13.3) is fulfilled where we can choose $\beta_2 = 1$. If at least one the two vectors is nonzero, then up to a possible renumering these vectors we can assume that $\mathbf{a}_2 \neq \mathbf{0}$. Having built geometric realizations $\mathbf{a}_2 = \overrightarrow{AB}$ and $\mathbf{a}_1 = \overrightarrow{AC}$, one can choose the coefficient $\beta_2$ on the base of the Figs. 6.1, 6.2, or 6.3 and on the base of the formulas (6.1), (6.2), (6.3) so that the equality (13.3) is fulfilled in this case either. As for the equality (13.3) itself, we write it as follows:

$$1 \cdot \mathbf{a}_1 + (-\beta_2) \cdot \mathbf{a}_2 = \mathbf{0}.$$ (13.5)

Since $1 \neq 0$, the left hand side of the equality (13.5) is a non-trivial linear combination of the vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ which is equal to zero. The existence of such a linear combination means that the vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ are linearly dependent. Thus, the converse proposition that the collinearity of two vectors implies their linear dependence is proved.
Combining the direct and converse propositions proved above, one can formulate them as a single theorem.

**Theorem 13.1.** A system of two vectors $\mathbf{a}_1$ and $\mathbf{a}_2$ is linearly dependent if and only if these vectors are collinear, i.e. $\mathbf{a}_1 \parallel \mathbf{a}_2$.

§ 14. Linear dependence for $n = 3$.

**Coplanaritity of vectors.**

Let's consider a system composed of three vectors $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$. Assume that it is linearly dependent. Applying the item 3 of the theorem 11.1 to this system, we get that one of the three vectors is linearly expressed through the other two vectors. Taking into account the possibility of renumerating our vectors, we can assume that the vector $\mathbf{a}_1$ is expressed through the vectors $\mathbf{a}_2$ and $\mathbf{a}_3$:

$$\mathbf{a}_1 = \beta_2 \mathbf{a}_2 + \beta_3 \mathbf{a}_3. \quad (14.1)$$

Let $A$ be some arbitrary point of the space $\mathbb{E}$. Let's build the geometric realizations $\mathbf{a}_2 = \vec{AB}$ and $\beta_2 \mathbf{a}_2 = \vec{AC}$. Then at the point $C$ we build the geometric realizations of the vectors $\mathbf{a}_3 = \vec{CD}$ and $\beta_3 \mathbf{a}_3 = \vec{CE}$. The vectors $\vec{AC}$ and $\vec{CE}$ constitute two sides of the triangle $ACE$ (see Fig. 14.1). Then the sum of the vectors (14.1) is presented by the third side $\mathbf{a}_1 = \vec{AE}$.

The triangle $ACE$ is a planar form. The geometric realizations of the vectors $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$ lie on the sides of this triangle. Therefore they lie on the plane $ACE$. Instead of $\mathbf{a}_1 = \vec{AE}$, $\mathbf{a}_2 = \vec{AB}$, and $\mathbf{a}_3 = \vec{CD}$ by means of parallel translations we can build some other geometric realizations of these three vectors. These geometric realizations do not lie on the plane $ACE$, but they keep parallelism to this plane.
DEFINITION 14.1. Three free vectors \( \mathbf{a}_1, \mathbf{a}_2, \) and \( \mathbf{a}_3 \) are called coplanar if their geometric realizations are parallel to some plane common to all three of them.

LEMMA 14.1. The linear dependence of three vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) implies their coplanarity.

EXERCISE 14.1. The above considerations yield a proof for the lemma 14.1 on the base of the formula (14.1) in the case where

\[ \mathbf{a}_2 \neq \mathbf{0}, \quad \mathbf{a}_3 \neq \mathbf{0}, \quad \mathbf{a}_2 \parallel \mathbf{a}_3. \]  

Consider special cases where one or several conditions (14.2) are not fulfilled and derive the lemma 14.1 from the formula (14.1) in those special cases.

LEMMA 14.2. The coplanarity of three vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) imply their linear dependence.

PROOF. If \( \mathbf{a}_2 = \mathbf{0} \) or \( \mathbf{a}_3 = \mathbf{0} \), then the propositions of the lemma 14.2 follows from the first item of the theorem 11.1. If \( \mathbf{a}_2 \neq \mathbf{0}, \mathbf{a}_3 \neq \mathbf{0}, \mathbf{a}_2 \parallel \mathbf{a}_3 \), then the proposition of the lemma 14.2 follows from the theorem 13.1 and from the item 2 of the theorem 11.1. Therefore, in order to complete the proof of the lemma 14.2 we should consider the case where all of the three conditions (14.2) are fulfilled.

Let \( A \) be some arbitrary point of the space \( \mathbb{E} \). At this point we build the geometric realizations of the vectors \( \mathbf{a}_1 = \overrightarrow{AD}, \mathbf{a}_2 = \overrightarrow{AC}, \) and \( \mathbf{a}_3 = \overrightarrow{AB} \) (see Fig. 14.2). Due to the coplanarity of the vectors \( \mathbf{a}_1, \mathbf{a}_2, \) and \( \mathbf{a}_3 \) their geometric realizations \( \overrightarrow{AB}, \overrightarrow{AC}, \) and \( \overrightarrow{AD} \) lie on a plane. Let’s denote this plane through

\[ \text{Fig. 14.2} \]
\( \alpha \). Through the point \( D \) we draw a line parallel to the vector \( \mathbf{a}_3 \neq \mathbf{0} \). Such a line is unique and it lies on the plane \( \alpha \). This line intersects the line comprising the vector \( \mathbf{a}_2 = \overrightarrow{AC} \) at some unique point \( E \) since \( \mathbf{a}_2 \neq \mathbf{0} \) and \( \mathbf{a}_2 \parallel \mathbf{a}_3 \). Considering the points \( A, E, \) and \( D \) in Fig. 14.2, we derive the equality

\[
\mathbf{a}_1 = \overrightarrow{AD} = \overrightarrow{AE} + \overrightarrow{ED}.
\]

(14.3)

The vector \( \overrightarrow{AE} \) is collinear to the vector \( \overrightarrow{AC} = \mathbf{a}_2 \neq \mathbf{0} \) since these vectors lie on the same line. For this reason there is a number \( \beta_2 \) such that \( \overrightarrow{AE} = \beta_2 \mathbf{a}_2 \). The vector \( \overrightarrow{ED} \) is collinear to the vector \( \overrightarrow{AB} = \mathbf{a}_3 \neq \mathbf{0} \) since these vectors lie on parallel lines. Hence \( \overrightarrow{ED} = \beta_3 \mathbf{a}_3 \) for some number \( \beta_3 \). Upon substituting

\[
\overrightarrow{AE} = \beta_2 \mathbf{a}_2, \quad \overrightarrow{ED} = \beta_3 \mathbf{a}_3
\]

into the equality (14.3) this equality takes the form of (14.1).

The last step in proving the lemma 14.2 consists in writing the equality (14.1) in the following form:

\[
1 \cdot \mathbf{a}_1 + (-\beta_2) \cdot \mathbf{a}_2 + (-\beta_3) \cdot \mathbf{a}_3 = \mathbf{0}.
\]

(14.4)

Since \( 1 \neq 0 \), the left hand side of the equality (14.4) is a non-trivial linear combination of the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) which is equal to zero. The existence of such a linear combination means that the vectors \( \mathbf{a}_1, \mathbf{a}_2, \) and \( \mathbf{a}_3 \) are linearly dependent. \( \square \)

The following theorem is derived from the lemmas 14.1 and 14.2.

**Theorem 14.1.** A system of three vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) is linearly dependent if and only if these vectors are coplanar.

§ 15. **Linear dependence for** \( n \geq 4 \).

**Theorem 15.1.** Any system consisting of four vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \mathbf{a}_4 \) in the space \( \mathbb{E} \) is linearly dependent.
§15. LINEAR DEPENDENCE FOR \( n \geq 4 \).

**Theorem 15.2.** Any system consisting of more than four vectors in the space \( \mathbb{E} \) is linearly dependent.

The theorem 15.2 follows from the theorem 15.1 due to the item 3 of the theorem 11.1. Therefore it is sufficient to prove the theorem 15.1. The theorem 15.1 itself expresses a property of the three-dimensional space \( \mathbb{E} \).

**Proof of the theorem 15.1.** Let’s choose the subsystem composed by three vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) within the system of four vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \mathbf{a}_4 \). If these three vectors are linearly dependent, then in order to prove the linear dependence of the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \mathbf{a}_4 \) it is sufficient to apply the item 3 of the theorem 11.1. Therefore in what follows we consider the case where the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) are linearly independent.

From the linear independence of the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \), according to the theorem 14.1, we derive their non-coplanarity. Moreover, from the linear independence of \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) due to the item 3 of the theorem 11.1 we derive the linear independence of any smaller subsystem within the system of these three vectors. In particular, the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) are nonzero and the vectors

---

**Fig. 15.1**
\( \mathbf{a}_1 \) and \( \mathbf{a}_1 \) are not collinear (see Theorems 12.1 and 13.1), i.e.

\[
\mathbf{a}_1 \neq 0, \quad \mathbf{a}_2 \neq 0, \quad \mathbf{a}_3 \neq 0, \quad \mathbf{a}_1 \parallel \mathbf{a}_2. \tag{15.1}
\]

Let \( A \) be some arbitrary point of the space \( \mathbb{E} \). Let’s build the geometric realizations \( \mathbf{a}_1 = \overrightarrow{AB}, \mathbf{a}_2 = \overrightarrow{AC}, \mathbf{a}_3 = \overrightarrow{AD}, \mathbf{a}_4 = \overrightarrow{AE} \) with the initial point \( A \). Due to the condition \( \mathbf{a}_1 \parallel \mathbf{a}_2 \) in (15.1) the vectors \( \overrightarrow{AB} \) and \( \overrightarrow{AC} \) define a plane (see Fig. 15.1). Let’s denote this plane through \( \alpha \). The vector \( \overrightarrow{AD} \) does not lie on the plane \( \alpha \) and it is not parallel to this plane since the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \) are not coplanar.

Let’s draw a line passing through the terminal point of the vector \( \mathbf{a}_4 = \overrightarrow{AE} \) and being parallel to the vector \( \mathbf{a}_3 \). Since \( \mathbf{a}_3 \parallel \alpha \), this line crosses the plane \( \alpha \) at some unique point \( F \) and we have

\[
\mathbf{a}_4 = \overrightarrow{AE} = \overrightarrow{AF} + \overrightarrow{FE}. \tag{15.2}
\]

Now let’s draw a line passing through the point \( F \) and being parallel to the vector \( \mathbf{a}_2 \). Such a line lies on the plane \( \alpha \). Due to \( \mathbf{a}_1 \parallel \mathbf{a}_2 \) this line intersects the line \( AB \) at some unique point \( G \). Hence we have the following equality:

\[
\overrightarrow{AF} = \overrightarrow{AG} + \overrightarrow{GF}. \tag{15.3}
\]

Note that the vector \( \overrightarrow{AG} \) lies on the same line as the vector \( \mathbf{a}_1 = \overrightarrow{AB} \). From (15.1) we get \( \mathbf{a}_1 \neq 0 \). Hence there is a number \( \beta_1 \) such that \( \overrightarrow{AG} = \beta_1 \mathbf{a}_1 \). Similarly, from \( \overrightarrow{GF} \parallel \mathbf{a}_2 \) and \( \mathbf{a}_2 \neq 0 \) we derive \( \overrightarrow{GF} = \beta_2 \mathbf{a}_2 \) for some number \( \beta_2 \) and from \( \overrightarrow{FE} \parallel \mathbf{a}_3 \) and \( \mathbf{a}_3 \neq 0 \) we derive that \( \overrightarrow{FE} = \beta_3 \mathbf{a}_3 \) for some number \( \beta_3 \). The rest is to substitute the obtained expressions for \( \overrightarrow{AG}, \overrightarrow{GF}, \) and \( \overrightarrow{FE} \) into the formulas (15.3) and (15.2). This yields

\[
\mathbf{a}_4 = \beta_1 \mathbf{a}_1 + \beta_2 \mathbf{a}_2 + \beta_3 \mathbf{a}_3. \tag{15.4}
\]
The equality (15.4) can be rewritten as follows:

\[ 1 \cdot \mathbf{a}_4 + (-\beta_1) \cdot \mathbf{a}_1 + (-\beta_2) \cdot \mathbf{a}_2 + (-\beta_3) \cdot \mathbf{a}_3 = 0. \] (15.5)

Since \( 1 \neq 0 \), the left hand side of the equality (15.5) is a non-trivial linear combination of the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \mathbf{a}_4 \) which is equal to zero. The existence of such a linear combination means that the vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \mathbf{a}_3 \) are linearly dependent. The theorem 15.1 is proved. \( \square \)

§ 16. Bases on a line.

Let \( \mathbf{a} \) be some line in the space \( \mathbb{E} \). Let’s consider free vectors parallel to the line \( \mathbf{a} \). They have geometric realizations lying on the line \( \mathbf{a} \). Restricting the freedom of moving such vectors, i.e. forbidding geometric realizations outside the line \( \mathbf{a} \), we obtain partially free vectors lying on the line \( \mathbf{a} \).

**Definition 16.1.** A system consisting of one non-zero vector \( \mathbf{e} \neq 0 \) lying on a line \( \mathbf{a} \) is called a **basis** on this line. The vector \( \mathbf{e} \) is called the **basis vector** of this basis.

Let \( \mathbf{e} \) be the basis vector of some basis on the line \( \mathbf{a} \) and let \( \mathbf{x} \) be some other vector lying on this line (see Fig. 16.1). Then \( \mathbf{x} \parallel \mathbf{e} \) and hence there is a number \( x \) such that the vector \( \mathbf{x} \) is expressed through \( \mathbf{a} \) by means of the formula

\[ \mathbf{x} = x \mathbf{e}. \] (16.1)

The number \( x \) in the formula (16.1) is called the **coordinate** of the vector \( \mathbf{x} \) in the basis \( \mathbf{e} \), while the formula (16.1) itself is called the **expansion** of the vector \( \mathbf{x} \) in this basis.

When writing the coordinates of vectors extracted from their expansions (16.1) in a basis these coordinates are usually sur-
rounded with double vertical lines

\[ \mathbf{x} \mapsto \| \mathbf{x} \|. \quad (16.2) \]

Then these coordinated turn to matrices (see [7]). The mapping (16.2) implements the basic idea of analytical geometry. This idea consists in replacing geometric objects by their numeric presentations. Bases in this case are tools for such a transformation.

§ 17. Bases on a plane.

Let \( \alpha \) be some plane in the space \( \mathbb{E} \). Let’s consider free vectors parallel to the plane \( \alpha \). They have geometric realizations lying on the plane \( \alpha \). Restricting the freedom of moving such vectors, i.e. forbidding geometric realizations outside the plane \( \alpha \), we obtain partially free vectors lying on the plane \( \alpha \).

**Definition 17.1.** An ordered pair of two non-collinear vectors \( \mathbf{e}_1, \mathbf{e}_2 \) lying on a plane \( \alpha \) is called a basis on this plane. The vectors \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) are called the basis vectors of this basis.

In the definition 17.1 the term “ordered system of vectors” is used. This term means a system of vectors in which some ordering of vectors is fixed: \( \mathbf{e}_1 \) is the first vector, \( \mathbf{e}_2 \) is the second vector. If we exchange the vectors \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) and take \( \mathbf{e}_2 \) for the first vector, while \( \mathbf{e}_1 \) for the second vector, that would be another basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2 \) different from the basis \( \mathbf{e}_1, \mathbf{e}_2 \):

\[ \tilde{\mathbf{e}}_1 = \mathbf{e}_2, \quad \tilde{\mathbf{e}}_2 = \mathbf{e}_1. \]

Let \( \mathbf{e}_1, \mathbf{e}_2 \) be a basis on a plane \( \alpha \) and let \( \mathbf{x} \) be some vector
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lying on this place. Let’s choose some arbitrary point \( O \in \alpha \) and let’s build the geometric realizations of the three vectors \( \mathbf{e}_1, \mathbf{e}_2, \) and \( \mathbf{x} \) with the initial point \( O \):

\[
\mathbf{e}_1 = \overrightarrow{OA}, \quad \mathbf{e}_2 = \overrightarrow{OB}, \quad \mathbf{x} = \overrightarrow{OC}.
\] (17.1)

Due to our choice of the vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{x} \) and due to \( O \in \alpha \) the geometric realizations (17.1) lie on the plane \( \alpha \). Let’s draw a line passing through the terminal point of the vector \( \mathbf{x} \), i.e., through the point \( C \), and being parallel to the vector \( \mathbf{e}_2 = \overrightarrow{OB} \). Due to non-collinearity of the vectors \( \mathbf{e}_1 \nparallel \mathbf{e}_2 \) such a line intersects the line comprising the vector \( \mathbf{e}_1 = \overrightarrow{OA} \) at some unique point \( D \) (see Fig. 17.1). This yields the equality

\[
\overrightarrow{OC} = \overrightarrow{OD} + \overrightarrow{DC}.
\] (17.2)

The vector \( \overrightarrow{OD} \) in (17.2) is collinear with the vector \( \mathbf{e}_1 = \overrightarrow{OA} \), while the vector \( \overrightarrow{DC} \) is collinear with the vector \( \mathbf{e}_2 = \overrightarrow{OB} \). For this reason there are two numbers \( x_1 \) and \( x_2 \) such that

\[
\overrightarrow{OD} = x_1 \mathbf{e}_1, \quad \overrightarrow{DC} = x_2 \mathbf{e}_2.
\] (17.3)

Upon substituting (17.3) into (17.2) and taking into account the formulas (17.1) we get the equality

\[
\mathbf{x} = x_1 \mathbf{e}_1 + x_2 \mathbf{e}_2.
\] (17.4)

The formula (17.4) is analogous to the formula (16.1). The numbers \( x_1 \) and \( x_2 \) are called the coordinates of the vector \( \mathbf{x} \) in the basis \( \mathbf{e}_1, \mathbf{e}_2 \), while the formula (17.4) itself is called the expansion of the vector \( \mathbf{x} \) in this basis. When writing the coordinates of vectors they are usually arranged into columns and surrounded with double vertical lines

\[
\mathbf{x} \mapsto \begin{vmatrix} x_1 \\ x_2 \end{vmatrix}.
\] (17.5)
The column of two numbers \( x_1 \) and \( x_2 \) in (17.5) is called the coordinate column of the vector \( \mathbf{x} \).

§ 18. Bases in the space.

Definition 18.1. An ordered system of three non-coplanar vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) is called a basis in the space \( \mathbb{E} \).

Let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) be a basis in the space \( \mathbb{E} \) and let \( \mathbf{x} \) be some vector. Let’s choose some arbitrary point \( O \) and build the geometric realizations of all of the four vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3, \) and \( \mathbf{x} \) with the common initial point \( O \):

\[
\mathbf{e}_1 = \overrightarrow{OA}, \quad \mathbf{e}_2 = \overrightarrow{OB}, \quad \mathbf{e}_3 = \overrightarrow{OC}, \quad \mathbf{x} = \overrightarrow{OD}.
\]  

(18.1)

The vectors \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) are not collinear since otherwise the whole system of three vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) would be coplanar. For this reason the vectors \( \mathbf{e}_1 = \overrightarrow{OA} \) and \( \mathbf{e}_2 = \overrightarrow{OB} \) define a plane (this plane is denoted through \( \alpha \) in Fig.18.1) and they lie on this plane. The vector \( \mathbf{e}_3 = \overrightarrow{OC} \) does not lie on the plane \( \alpha \) and it is not parallel to this plane (see Fig. 18.1).

Let’s draw a line passing through the terminal point of the vector \( \mathbf{x} = \overrightarrow{OD} \) and being parallel to the vector \( \mathbf{e}_3 \). Such a line is not parallel to the plane \( \alpha \) since \( \mathbf{e}_3 \parallel \alpha \). It crosses the plane \( \alpha \) at some unique point \( E \). As a result we get the equality

\[
\overrightarrow{OD} = \overrightarrow{OE} + \overrightarrow{ED}.
\]  

(18.2)
Now let’s draw a line passing through the point $E$ and being parallel to the vector $e_2$. The vectors $e_1$ and $e_2$ in (18.1) are not collinear. For this reason such a line crosses the line comprising the vector $e_1$ at some unique point $F$. Considering the sequence of points $O, F, E$, we derive

$$\overrightarrow{OE} = \overrightarrow{OF} + \overrightarrow{FE}. \quad (18.3)$$

Combining the equalities (18.3) and (18.2), we obtain

$$\overrightarrow{OD} = \overrightarrow{OF} + \overrightarrow{FE} + \overrightarrow{ED}. \quad (18.4)$$

Note that, according to our geometric construction, the following collinearity conditions are fulfilled:

$$\overrightarrow{OF} \parallel e_1, \quad \overrightarrow{FE} \parallel e_2, \quad \overrightarrow{ED} \parallel e_3. \quad (18.5)$$

From the collinearity condition $\overrightarrow{OF} \parallel e_1$ in (18.5) we derive the existence of a number $x_1$ such that $\overrightarrow{OF} = x_1 e_1$. From the other two collinearity conditions in (18.5) we derive the existence of two other numbers $x_2$ and $x_3$ such that $\overrightarrow{FE} = x_2 e_2$ and $\overrightarrow{ED} = x_3 e_3$. As a result the equality (18.4) is written as

$$\mathbf{x} = x_1 e_1 + x_2 e_2 + x_3 e_3. \quad (18.6)$$

The formula (18.6) is analogous to the formulas (16.1) and (17.4). The numbers $x_1, x_2, x_3$ are called the coordinates of the vector $\mathbf{x}$ in the basis $e_1, e_2, e_3$, while the formula (18.6) itself is called the expansion of the vector $\mathbf{x}$ in this basis. In writing the coordinates of a vector they are usually arranged into a column surrounded with two double vertical lines:

$$\mathbf{x} \mapsto \begin{vmatrix} x_1 \\ x_2 \\ x_3 \end{vmatrix}. \quad (18.7)$$
The column of the numbers $x_1, x_2, x_3$ in (18.7) is called the coordinate column of a vector $\mathbf{x}$.

§ 19. Uniqueness of the expansion of a vector in a basis.

Let $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ be some basis in the space $\mathbb{E}$. The geometric construction shown in Fig. 18.1 can be applied to an arbitrary vector $\mathbf{x}$. It yields an expansion of (18.6) of this vector in the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$. However, this construction is not a unique way for expanding a vector in a basis. For example, instead of the plane $OAB$ the plane $OAC$ can be taken for $\alpha$, while the line can be directed parallel to the vector $\mathbf{e}_2$. The line $EF$ is directed parallel to the vector $\mathbf{e}_3$ and the point $F$ is obtained in its intersection with the line $OA$ comprising the geometric realization of the vector $\mathbf{e}_1$. Such a construction potentially could yield some other expansion of a vector $\mathbf{x}$ in the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$, i.e. an expansion with the coefficients different from those of (18.6). The fact that actually this does not happen should certainly be proved.

**Theorem 19.1.** The expansion of an arbitrary vector $\mathbf{x}$ in a given basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ is unique.

**Proof.** The proof is by contradiction. Assume that the expansion (18.6) is not unique and we have some other expansion of the vector $\mathbf{x}$ in the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$:

$$\mathbf{x} = \tilde{x}_1 \mathbf{e}_1 + \tilde{x}_2 \mathbf{e}_2 + \tilde{x}_3 \mathbf{e}_3. \quad (19.1)$$

Let’s subtract the expansion (18.6) from the expansion (19.1). Upon collecting similar term we get

$$(\tilde{x}_1 - x_1) \mathbf{e}_1 + (\tilde{x}_2 - x_2) \mathbf{e}_2 + (\tilde{x}_3 - x_3) \mathbf{e}_3 = 0. \quad (19.2)$$

According to the definition 18.1, the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ is a triple of non-coplanar vectors. Due to the theorem 14.1 such a triple of vectors is linearly independent. Looking at (19.2), we see that
there we have a linear combination of the basis vectors $e_1$, $e_2$, $e_3$ which is equal to zero. Applying the theorem 10.1, we conclude that this linear combination is trivial, i.e.

$$\tilde{x}_1 - x_1 = 0, \quad \tilde{x}_2 - x_2 = 0, \quad \tilde{x}_3 - x_3 = 0.$$  \hspace{1cm} (19.3)

The equalities (19.3) mean that the coefficients in the expansions (19.1) and (18.6) do coincide, which contradicts the assumption that these expansions are different. The contradiction obtained proves the theorem 19.1. \hfill \Box

**Exercise 19.1.** By analogy to the theorem 19.1 formulate and prove uniqueness theorems for expansions of vectors in bases on a plane and in bases on a line.

§ 20. **Index setting convention.**

The theorem 19.1 on the uniqueness of an expansion of vector in a basis means that the mapping (18.7), which associates vectors with their coordinates in some fixed basis, is a bijective mapping. This makes bases an important tool for quantitative description of geometric objects. This tool was improved substantially when a special index setting convention was admitted. This convention is known as Einstein’s tensorial notation.

**Definition 20.1.** The *index setting convention*, which is also known as *Einstein’s tensorial notation*, is a set of rules for placing indices in writing components of numeric arrays representing various geometric objects upon choosing some basis or some coordinate system.

Einstein’s tensorial notation is not a closed set of rules. When new types of geometric objects are designed in science, new rules are added. For this reason below I formulate the index setting rules as they are needed.
Definition 20.2. Basis vectors in a basis are enumerated by lower indices, while the coordinates of vectors expanded in a basis are enumerated by upper indices.

The rule formulated in the definition 20.2 belongs to Einstein’s tensorial notation. According to this rule the formula (18.6) should be rewritten as

$$\mathbf{x} = x^1 \mathbf{e}_1 + x^2 \mathbf{e}_2 + x^3 \mathbf{e}_3 = \sum_{i=1}^{3} x^i \mathbf{e}_i,$$  \hspace{1cm} (20.1)

while the mapping (18.7) should be written in the following way:

$$\mathbf{x} \mapsto \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix}.$$ \hspace{1cm} (20.2)

Exercise 20.1. The rule from the definition 20.2 is applied for bases on a line and for bases on a plane. Relying on this rule rewrite the formulas (16.1), (16.2), (17.4), and (17.5).

§ 21. Usage of the coordinates of vectors.

Vectors can be used in solving various geometric problems, where the basic algebraic operations with them are performed. These are the operation of vector addition and the operation of multiplication of vectors by numbers. The usage of bases and coordinates of vectors in bases relies on the following theorem.

Theorem 21.1. Let some basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ in the space $\mathbb{E}$ be chosen and fixed. In this situation when adding vectors their coordinates are added, while when multiplying a vector by a number its coordinates are multiplied by this number, i.e. if

$$\mathbf{x} \mapsto \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix}, \hspace{1cm} \mathbf{y} \mapsto \begin{pmatrix} y^1 \\ y^2 \\ y^3 \end{pmatrix},$$  \hspace{1cm} (21.1)
then for $x + y$ and $\alpha \cdot x$ we have the relationships

$$ x + y \mapsto \begin{vmatrix} x^1 + y^1 \\ x^2 + y^2 \\ x^3 + y^3 \end{vmatrix}, \quad \alpha \cdot x \mapsto \begin{vmatrix} \alpha x^1 \\ \alpha x^2 \\ \alpha x^3 \end{vmatrix}. \quad (21.2) $$

**Exercise 21.1.** Prove the theorem 21.1, using the formulas (21.1) and (21.2) for this purpose, and prove the theorem 19.1.

**Exercise 21.2.** Formulate and prove theorems analogous to the theorem 21.1 in the case of bases on a line and on a plane.

§ 22. Changing a basis. Transition formulas and transition matrices.

When solving geometric problems sometimes one needs to change a basis replacing it with another basis. Let $e_1, e_2, e_3$ and $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ be two bases in the space $E$. If the basis $e_1, e_2, e_3$ is replaced by the basis $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$, then $e_1, e_2, e_3$ is usually called the *old basis*, while $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ is called the *new basis*. The procedure of changing an old basis for a new one can be understood as a *transition* from an old basis to a new basis or, in other words, as a *direct transition*. Conversely, changing a new basis for an old one is understood as an *inverse transition*.

Let $e_1, e_2, e_3$ and $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ be two bases in the space $E$, where $e_1, e_2, e_3$ is an old basis and $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ is a new basis. In the direct transition procedure vectors of a new basis are expanded in an old basis, i.e. we have

$$ \tilde{e}_1 = S^1_1 e_1 + S^2_1 e_2 + S^3_1 e_3, $$
$$ \tilde{e}_2 = S^1_2 e_1 + S^2_2 e_2 + S^3_2 e_3, $$
$$ \tilde{e}_3 = S^1_3 e_1 + S^2_3 e_2 + S^3_3 e_3. \quad (22.1) $$

The formulas (22.1) are called the *direct transition formulas*. The numeric coefficients $S^1_1, S^2_1, S^3_1$ in (22.1) are the coordinates
of the vector $\mathbf{e}_1$ expanded in the old basis. According to the definition 20.2, they are enumerated by an upper index. The lower index 1 of them is the number of the vector $\mathbf{e}_1$ of which they are the coordinates. It is used in order to distinguish the coordinates of the vector $\mathbf{e}_1$ from the coordinates of $\mathbf{e}_2$ and $\mathbf{e}_3$ in the second and in the third formulas (22.1).

Let’s apply the first mapping (20.2) to the transition formulas and write the coordinates of the vectors $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$ as columns:

$$
\mathbf{e}_1 \mapsto \begin{vmatrix} S_1^1 \\ S_1^2 \\ S_1^3 \end{vmatrix}, \quad \mathbf{e}_2 \mapsto \begin{vmatrix} S_2^1 \\ S_2^2 \\ S_2^3 \end{vmatrix}, \quad \mathbf{e}_3 \mapsto \begin{vmatrix} S_3^1 \\ S_3^2 \\ S_3^3 \end{vmatrix}.
$$

(22.2)

The columns (22.2) are usually glued into a single matrix. Such a matrix is naturally denoted through $S$:

$$
S = \begin{vmatrix} S_1^1 & S_1^2 & S_1^3 \\ S_2^1 & S_2^2 & S_2^3 \\ S_3^1 & S_3^2 & S_3^3 \end{vmatrix}.
$$

(22.3)

Definition 22.1. The matrix (22.3) whose components are determined by the direct transition formulas (22.1) is called the direct transition matrix.

Note that the components of the direct transition matrix $S_j^i$ are enumerated by two indices one of which is an upper index, while the other is a lower index. These indices define the position of the element $S_j^i$ in the matrix $S$: the upper index $i$ is a row number, while the lower index $j$ is a column number. This notation is a part of a general rule.

Definition 22.2. If elements of a double index array are enumerated by indices on different levels, then in composing a matrix of these elements the upper index is used as a row number, while the lower index is used a column number.
Definition 22.3. If elements of a double index array are enumerated by indices on the same level, then in composing a matrix of these elements the first index is used as a row number, while the second index is used as a column number.

The definitions 22.2 and 22.3 can be considered as a part of the index setting convention from the definition 20.1, though formally they are not since they do not define the positions of array indices, but the way to visualize the array as a matrix.

The direct transition formulas (22.1) can be written in a concise form using the summation sign for this purpose:

\[
\tilde{e}_j = \sum_{i=1}^{3} S_j^i e_i, \quad \text{where } j = 1, 2, 3. \tag{22.4}
\]

There is another way to write the formulas (22.1) concisely. It is based on the matrix multiplication (see [7]):

\[
\| \tilde{e}_1 \quad \tilde{e}_2 \quad \tilde{e}_3 \| = \| e_1 \quad e_2 \quad e_3 \| \cdot \begin{bmatrix}
S_1^1 & S_2^1 & S_3^1 \\
S_1^2 & S_2^2 & S_3^2 \\
S_1^3 & S_2^3 & S_3^3
\end{bmatrix}. \tag{22.5}
\]

Note that the basis vectors \(\tilde{e}_1, \tilde{e}_2, \tilde{e}_3\) and \(e_1, e_2, e_3\) in the formula (22.5) are written in rows. This fact is an instance of a general rule.

Definition 22.4. If elements of a single index array are enumerated by lower indices, then in matrix presentation they are written in a row, i.e. they constitute a matrix whose height is equal to unity.

Definition 22.5. If elements of a single index array are enumerated by upper indices, then in matrix presentation they are written in a column, i.e. they constitute a matrix whose width is equal to unity.
Note that writing the components of a vector $\mathbf{x}$ as a column in the formula (20.2) is concordant with the rule from the definition 22.5, while the formula (18.7) violates two rules at once — the rule from the definition 20.2 and the rule from the definition 22.5.

Now let’s consider the inverse transition from the new basis $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ to the old basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$. In the inverse transition procedure the vectors of an old basis are expanded in a new basis:

$$
\mathbf{e}_1 = T_1^1 \tilde{e}_1 + T_1^2 \tilde{e}_2 + T_1^3 \tilde{e}_3,
\mathbf{e}_2 = T_2^1 \tilde{e}_1 + T_2^2 \tilde{e}_2 + T_2^3 \tilde{e}_3, \quad (22.6)
\mathbf{e}_3 = T_3^1 \tilde{e}_1 + T_3^2 \tilde{e}_2 + T_3^3 \tilde{e}_3.
$$

The formulas (22.6) are called the inverse transition formulas. The numeric coefficients in the formulas (22.6) are coordinates of the vectors $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ in their expansions in the new basis. These coefficients are arranged into columns:

$$
\begin{align*}
\mathbf{e}_1 & \mapsto \begin{pmatrix} T_1^1 \\ T_1^2 \\ T_1^3 \end{pmatrix}, & \mathbf{e}_2 & \mapsto \begin{pmatrix} T_2^1 \\ T_2^2 \\ T_2^3 \end{pmatrix}, & \mathbf{e}_3 & \mapsto \begin{pmatrix} T_3^1 \\ T_3^2 \\ T_3^3 \end{pmatrix}.
\end{align*} \quad (22.7)
$$

Then the columns (22.7) are united into a matrix:

$$
T = \begin{pmatrix} T_1^1 & T_2^1 & T_3^1 \\ T_1^2 & T_2^2 & T_3^2 \\ T_1^3 & T_2^3 & T_3^3 \end{pmatrix}. \quad (22.8)
$$

**Definition 22.6.** The matrix (22.8) whose components are determined by the inverse transition formulas (22.6) is called the inverse transition matrix.

The inverse transition formulas (22.6) have a concise form, analogous to the formula (22.4):

$$
\mathbf{e}_j = \sum_{i=1}^{3} T_j^i \tilde{e}_i, \text{ where } j = 1, 2, 3. \quad (22.9)
$$
There is also a matrix form of the formulas (22.6):

\[ \| \mathbf{e}_1 \mathbf{e}_2 \mathbf{e}_3 \| = \| \tilde{\mathbf{e}}_1 \tilde{\mathbf{e}}_2 \tilde{\mathbf{e}}_3 \| \cdot \begin{vmatrix} T_1^1 & T_2^1 & T_3^1 \\ T_1^2 & T_2^2 & T_3^2 \\ T_1^3 & T_2^3 & T_3^3 \end{vmatrix}. \] (22.10)

The formula (22.10) is analogous to the formula (22.5).

**Exercise 20.1.** By analogy to (22.1) and (22.6) write the transition formulas for bases on a plane and for bases on a line (see Definitions 16.1 and 17.1). Write also the concise and matrix versions of these formulas.

\[ S \cdot T = 1 \quad T \cdot S = 1. \] (23.1)

Let’s recall that the unit matrix is a square $n \times n$ matrix that has ones on the main diagonal and zeros in all other positions. Such a matrix is often denoted through the same symbol 1 as the numeric unity. Therefore we can write

\[ 1 = \begin{vmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{vmatrix}. \] (23.2)
In order to denote the components of the unit matrix (23.2) the symbol $\delta$ is used. The indices enumerating rows and columns can be placed either on the same level or on different levels:

$$\delta^{ij} = \delta^i = \delta_{ij} = \left\{ \begin{array}{ll} 1 & \text{for } i = j, \\ 0 & \text{for } i \neq j. \end{array} \right. \quad (23.3)$$

**Definition 23.1.** The double index numeric array $\delta$ determined by the formula (23.3) is called the **Kronecker symbol**\(^1\) or the **Kronecker delta**.

The positions of indices in the Kronecker symbol are determined by a context where it is used. For example, the relationships (23.1) can be written in components. In this particular case the indices of the Kronecker symbol are placed on different levels:

$$\sum_{j=1}^{3} S^i_j T^j_k = \delta^i_k, \quad \sum_{j=1}^{3} T^i_j S^j_k = \delta^i_k. \quad (23.4)$$

Such a placement of the indices in the Kronecker symbol in (23.4) is inherited from the transition matrices $S$ and $T$.

Note that the transition matrices $S$ and $T$ are square matrices. For such matrices the concept of the **determinant** is introduced (see [7]). This is a number calculated through the components of a matrix according to some special formulas. In the case of the unit matrix (23.2) these formulas yield

$$\det 1 = 1. \quad (23.5)$$

The following fact is also well known. Its proof can be found in the book [7].

**Theorem 23.2.** The determinant of a product of matrices is equal to the product of their determinants.

---

\(^1\) Don’t mix with the Kronecker symbol used in number theory (see [8]).
Let’s apply the theorem 23.2 and the formula (23.5) to the products of the matrices $S$ and $T$ in (23.1). This yields

$$\det S \cdot \det T = 1.$$  \hfill (23.6)

**Definition 23.2.** A matrix with zero determinant is called *degenerate*. If the determinant of a matrix is nonzero, such a matrix is called *non-degenerate*.

From the formula (23.6) and the definition 23.2 we immediately derive the following theorem.

**Theorem 23.3.** For any two bases in the space $\mathbb{E}$ the corresponding transition matrices $S$ and $T$ are non-degenerate and the product of their determinants is equal to the unity.

**Theorem 23.4.** Each non-degenerate $3 \times 3$ matrix $S$ is a transition matrix relating some basis $e_1, e_2, e_3$ in the space $\mathbb{E}$ with some other basis $\tilde{e}_1, \tilde{e}_2, \tilde{e}_3$ in this space.

The theorem 23.4 is a strengthened version of the theorem 23.3. Its proof can be found in the book [1].

**Exercise 23.1.** Formulate theorems analogous to the theorems 23.1, 23.2, and 23.4 in the case of bases on a plane and in the case of bases on a line.

§ 24. **Index setting in sums.**

As we have already seen, in dealing with coordinates of vectors formulas with sums arise. It is convenient to write these sums in a concise form using the summation sign. Writing sums in this way one should follow some rules, which are listed below as definitions.

**Definition 24.1.** Each summation sign in a formula has its scope. This scope begins immediately after the summation sign to the right of it and ranges up to some delimiter:

1) the end of the formula;
2) the equality sign;
3) the plus sign «+» or the minus sign «−» not enclosed into brackets opened after a summation sign in question;
4) the closing bracket whose opening bracket precedes the summation sign in question.

Let’s recall that a summation sign is present in a formula and if some variable is used as a cycling variable in this summation sign, such a variable is called a *summation index* (see Formula (8.3) and the comment to it).

**Definition 24.2.** Each summation index can be used only within the scope of the corresponding summation sign.

Apart from simple sums, multiple sums can be used in formulas. They obey the following rule.

**Definition 24.3.** A variable cannot be used as a summation index in more than one summation signs of a multiple sum.

**Definition 24.4.** Variables which are not summation indices are called *free variables*.

Summation indices as well as free variables can be used as indices enumerating basis vectors and array components. The following terminology goes along with this usage.

**Definition 24.5.** A free variable which is used as an index is called a *free index*.

In the definitions 24.1, 24.2 and 24.3 the commonly admitted rules are listed. Apart from them there are more special rules which are used within the framework of Einstein’s tensorial notation (see Definition 20.1).

**Definition 24.6.** If an expression is a simple sum or a multiple sum and if each summand of it does not comprise other sums, then each free index should have exactly one entry in this expression, while each summation index should enter twice — once as an upper index and once as a lower index.
DEFINITION 24.7. The expression built according to the definition 24.6 can be used for composing sums with numeric coefficients. Then all summands in such sums should have the same set of free indices and each free index should be on the same level (upper or lower) in all summands. Regardless to the number of summands, in counting the number of entries to the whole sum each free index is assumed to be entering only once. The level of a free index in the sum (upper or lower) is determined by its level in each summand.

Let’s consider some expressions as examples:

\[\sum_{i=1}^{3} a^i b_i, \quad \sum_{i=1}^{3} a^i g_{ij}, \quad \sum_{i=1}^{3} \sum_{k=1}^{3} a^i b^k g_{ik},\] (24.1)

\[\sum_{k=1}^{3} 2 A^i_k b^m u^k v_q + \sum_{j=1}^{3} 3 C_{jq}^{ijm} - \sum_{r=1}^{3} \sum_{s=1}^{3} C_{qs}^{rism} B_{v_r}.\] (24.2)

EXERCISE 24.1. Verify that each expression in (24.1) satisfies the definition 24.6, while the expression (24.2) satisfies the definition 24.7.

DEFINITION 24.8. Sums composed according to the definition 24.7 can enter as subexpressions into simple and multiple sums which will be external sums with respect to them. Then some of their free indices or all of their free indices can turn into summation indices. Those of free indices that remain free are included into the list of free indices of the whole expression.

In counting the number of entries of an index in a sum included into an external simple or multiple sum the rule from the definition 24.7 is applied. Taking into account this rule, each free index of the ultimate expression should enter it exactly once, while each summation index should enter it exactly twice — once as an upper index and once as a lower index. In counting the number of entries of an index in a sum included into an
external simple or multiple sum the rule from the definition 24.7 is applied. Taking into account this rule, each free index of the ultimate expression should enter it exactly once, while each summation index should enter it exactly twice — once as an upper index and once as a lower index. In counting the number of entries of an index in a sum included into an external simple or multiple sum the rule from the definition 24.7 is applied. Taking into account this rule, each free index of the ultimate expression should enter it exactly once, while each summation index should enter it exactly twice — once as an upper index and once as a lower index. In counting the number of entries of an index in a sum included into an external simple or multiple sum the rule from the definition 24.7 is applied. Taking into account this rule, each free index of the ultimate expression should enter it exactly once, while each summation index should enter it exactly twice — once as an upper index and once as a lower index.

As an example we consider the following expression which comprises inner and outer sums:

\[ \sum_{k=1}^{3} A^i_k \left( B^k_{q} + \sum_{i=1}^{3} C^k_{iq} u^i \right) . \] (24.3)

**Exercise 24.2.** Make sure that the expression (24.3) satisfies the definition 24.8.

**Exercise 24.3.** Open the brackets in (24.3) and verify that the resulting expression satisfies the definition 24.7.

The expressions built according to the definitions 24.6, 24.7, and 24.8 can be used for composing equalities. In composing equalities the following rule is applied.

**Definition 24.9.** Both sides of an equality should have the same set of free indices and each free index should have the same position (upper or lower) in both sides of an equality.
§ 25. Transformation of the coordinates of vectors under a change of a basis.

Let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) and \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) be two bases in the space \( \mathbb{E} \) and let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) be changed for the basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \). As we already mentioned, in this case the basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) is called an old basis, while \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) is called a new basis.

Let’s consider some arbitrary vector \( \mathbf{x} \) in the space \( \mathbb{E} \). Expanding this vector in the old basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) and in the new basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \), we get two sets of its coordinates:

\[
\mathbf{x} \mapsto \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix}, \quad \mathbf{x} \mapsto \begin{pmatrix} \tilde{x}^1 \\ \tilde{x}^2 \\ \tilde{x}^3 \end{pmatrix}. \tag{25.1}
\]

Both mappings (25.1) are bijective. For this reason there is a bijective correspondence between two sets of numbers \( x^1, x^2, x^3 \) and \( \tilde{x}^1, \tilde{x}^2, \tilde{x}^3 \). In order to get explicit formulas expressing the coordinates of the vector \( \mathbf{x} \) in the new basis through its coordinates in the old basis we use the expansion (20.1):

\[
\mathbf{x} = \sum_{j=1}^{3} x^j \mathbf{e}_j. \tag{25.2}
\]

Let’s apply the inverse transition formula (22.9) in order to express the vector \( \mathbf{e}_j \) in (25.2) through the vectors of the new basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \). Upon substituting (22.9) into (25.2), we get

\[
\mathbf{x} = \sum_{j=1}^{3} x^j \left( \sum_{i=1}^{3} T_{j}^{i} \tilde{\mathbf{e}}_i \right) = \sum_{j=1}^{3} \sum_{i=1}^{3} x^j T_{j}^{i} \tilde{\mathbf{e}}_i = \sum_{i=1}^{3} \left( \sum_{j=1}^{3} T_{j}^{i} x^j \right) \tilde{\mathbf{e}}_i. \tag{25.3}
\]

The formula (25.3) expresses the vector \( \mathbf{x} \) as a linear combination of the basis vectors \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \), i.e. it is an expansion of the vector.
\( \mathbf{x} \) in the new basis. Due to the uniqueness of the expansion of a vector in a basis (see Theorem 19.1) the coefficients of such an expansion should coincide with the coordinates of the vector \( \mathbf{x} \) in the new basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \):

\[
\tilde{x}^i = \sum_{j=1}^{3} T_{ij}^j x^j, \quad \text{there } i = 1, 2, 3. \tag{25.4}
\]

The formulas (25.4) expressing the coordinates of an arbitrary vector \( \mathbf{x} \) in a new basis through its coordinates in an old basis are called the direct transformation formulas. Accordingly, the formulas expressing the coordinates of an arbitrary vector \( \mathbf{x} \) in an old basis through its coordinates in a new basis are called the inverse transformation formulas. The latter formulas need not be derived separately. It is sufficient to move the tilde sign from the left hand side of the formulas (25.4) to their right hand side and replace \( T_{ij}^j \) with \( S_{ij}^j \). This yields

\[
x^i = \sum_{j=1}^{3} S_{ij}^j \tilde{x}^j, \quad \text{where } i = 1, 2, 3. \tag{25.5}
\]

The direct transformation formulas (25.4) have the expanded form where the summation is performed explicitly:

\[
\tilde{x}^1 = T_{11}^1 x^1 + T_{21}^1 x^2 + T_{31}^1 x^3, \\
\tilde{x}^2 = T_{12}^2 x^1 + T_{22}^2 x^2 + T_{32}^2 x^3, \tag{25.6} \\
\tilde{x}^3 = T_{13}^3 x^1 + T_{23}^3 x^2 + T_{33}^3 x^3.
\]

The same is true for the inverse transformation formulas (25.5):

\[
x^1 = S_{11}^1 \tilde{x}^1 + S_{21}^1 \tilde{x}^2 + S_{31}^1 \tilde{x}^3, \\
x^2 = S_{12}^2 \tilde{x}^1 + S_{22}^2 \tilde{x}^2 + S_{32}^2 \tilde{x}^3, \tag{25.7} \\
x^3 = S_{13}^3 \tilde{x}^1 + S_{23}^3 \tilde{x}^2 + S_{33}^3 \tilde{x}^3.
\]
Along with (25.6), there is the matrix form of the formulas (25.4):

\[
\begin{pmatrix}
\tilde{x}^1 \\
\tilde{x}^2 \\
\tilde{x}^3 
\end{pmatrix} =
\begin{pmatrix}
T_1^1 & T_1^2 & T_1^3 \\
T_2^1 & T_2^2 & T_2^3 \\
T_3^1 & T_3^2 & T_3^3 
\end{pmatrix}
\begin{pmatrix}
x^1 \\
x^2 \\
x^3 
\end{pmatrix} \cdot
\begin{pmatrix}
\tilde{x}^1 \\
\tilde{x}^2 \\
\tilde{x}^3 
\end{pmatrix} \tag{25.8}
\]

Similarly, the inverse transformation formulas (25.5), along with the expanded form (25.7), have the matrix form either

\[
\begin{pmatrix}
x^1 \\
x^2 \\
x^3 
\end{pmatrix} =
\begin{pmatrix}
T_1^1 & T_2^1 & T_3^1 \\
T_1^2 & T_2^2 & T_3^2 \\
T_1^3 & T_2^3 & T_3^3 
\end{pmatrix}
\begin{pmatrix}
\tilde{x}^1 \\
\tilde{x}^2 \\
\tilde{x}^3 
\end{pmatrix} \cdot
\begin{pmatrix}
\tilde{x}^1 \\
\tilde{x}^2 \\
\tilde{x}^3 
\end{pmatrix} \tag{25.9}
\]

**Exercise 25.1.** Write the analogs of the transformation formulas (25.4), (25.5), (25.6), (25.7), (25.8), (25.9) for vectors on a plane and for vectors on a line expanded in corresponding bases on a plane and on a line.

§ 26. **Scalar product.**

Let \(\mathbf{a}\) and \(\mathbf{b}\) be two nonzero free vectors. Let’s build their geometric realizations \(\mathbf{a} = \overrightarrow{OA}\) and \(\mathbf{b} = \overrightarrow{OB}\) at some arbitrary point \(O\). The smaller of two angles formed by the rays \([OA]\) and \([OB]\) at the point \(O\) is called the angle between vectors \(\overrightarrow{OA}\) and \(\overrightarrow{OB}\). In Fig. 26.1 this angle is denoted through \(\varphi\). The value of the angle \(\varphi\) ranges from 0 to \(\pi\):

\[0 \leq \varphi \leq \pi.\]

**Fig. 26.1**

The lengths of the vectors \(\overrightarrow{OA}\) and \(\overrightarrow{OB}\) do not depend on the choice of a point \(O\) (see Definitions 3.1 and 4.2). The same is true for the angle between them. Therefore
we can deal with the lengths of the free vectors \( \mathbf{a} \) and \( \mathbf{b} \) and with the angle between them:

\[
|\mathbf{a}| = |\mathbf{OA}|, \quad |\mathbf{b}| = |\mathbf{OB}|, \quad \widehat{\mathbf{ab}} = \angle \mathbf{AOB} = \varphi.
\]

In the case where \( \mathbf{a} = 0 \) or \( \mathbf{b} = 0 \) the lengths of the vectors \( \mathbf{a} \) and \( \mathbf{b} \) are defined, but the angle between these vectors is not defined.

**Definition 26.1.** The *scalar product* of two nonzero vectors \( \mathbf{a} \) and \( \mathbf{b} \) is a number equal to the product of their lengths and the cosine of the angle between them:

\[
(\mathbf{a}, \mathbf{b}) = |\mathbf{a}| |\mathbf{b}| \cos \varphi. \tag{26.1}
\]

In the case where \( \mathbf{a} = 0 \) or \( \mathbf{b} = 0 \) the scalar product \( (\mathbf{a}, \mathbf{b}) \) is assumed to be equal to zero by definition.

A comma is the multiplication sign in the writing the scalar product, not by itself, but together with round brackets surrounding the whole expression. These brackets are natural delimiters for multiplicands: the first multiplicand is an expression between the opening bracket and the comma, while the second multiplicand is an expression between the comma and the closing bracket. Therefore in complicated expressions no auxiliary delimiters are required. For example, in the formula

\[
(\mathbf{a} + \mathbf{b}, \mathbf{c} + \mathbf{d})
\]

the sums \( \mathbf{a} + \mathbf{b} \) and \( \mathbf{c} + \mathbf{d} \) are calculated first, then the scalar multiplication is performed.

**A remark.** Often the scalar product is written as \( \mathbf{a} \cdot \mathbf{b} \). Even the special term «dot product» is used. However, to my mind, this notation is not good. It is misleading since the dot sign is used for denoting the product of a vector and a number and for denoting the product of two numbers.
§ 27. Orthogonal projection onto a line.

Let \( \mathbf{a} \) and \( \mathbf{b} \) be two free vectors such that \( \mathbf{a} \neq \mathbf{0} \). Let’s build their geometric realizations \( \mathbf{a} = \overrightarrow{OA} \) and \( \mathbf{b} = \overrightarrow{OB} \) at some arbitrary point \( O \). The nonzero vector \( \overrightarrow{OA} \) defines a line. Let’s drop the perpendicular from the terminal point of the vector \( \overrightarrow{OB} \), i.e., from the point \( B \), to this line and let’s denote through \( C \) the base of this perpendicular (see Fig. 27.1). In the special case where \( \mathbf{b} \parallel \mathbf{a} \) and where the point \( B \) lies on the line \( OA \) we choose the point \( C \) coinciding with the point \( B \).

The point \( C \) determines two vectors \( \overrightarrow{OC} \) and \( \overrightarrow{CB} \). The vector \( \overrightarrow{OC} \) is collinear to the vector \( \mathbf{a} \), while the vector \( \overrightarrow{CB} \) is perpendicular to it. By means of parallel translations one can replicate the vectors \( \overrightarrow{OC} \) and \( \overrightarrow{CB} \) up to free vectors \( \mathbf{b}_\parallel \) and \( \mathbf{b}_\perp \) respectively. Note that the point \( C \) is uniquely determined by the point \( B \) and by the line \( OA \) (see Theorem 6.5 in Chapter III of the book [7]). For this reason the vectors \( \mathbf{b}_\parallel \) and \( \mathbf{b}_\perp \) do not depend on the choice of a point \( O \) and we can formulate the following theorem.

**Theorem 27.1.** For any nonzero vector \( \mathbf{a} \neq \mathbf{0} \) and for any vector \( \mathbf{b} \) there two unique vectors \( \mathbf{b}_\parallel \) and \( \mathbf{b}_\perp \) such that the vector \( \mathbf{b}_\parallel \) is collinear to \( \mathbf{a} \), the vector \( \mathbf{b}_\perp \) is perpendicular to \( \mathbf{a} \), and they both satisfy the equality being the expansion of the vector \( \mathbf{b} \):

\[
\mathbf{b} = \mathbf{b}_\parallel + \mathbf{b}_\perp.
\]  

(27.1)

One should recall the special case where the point \( C \) coincides with the point \( B \). In this case \( \mathbf{b}_\perp = \mathbf{0} \) and we cannot verify visually the orthogonality of the vectors \( \mathbf{b}_\perp \) and \( \mathbf{a} \). In order
to extend the theorem 27.1 to this special case the following definition is introduced.

**Definition 27.1.** All null vectors are assumed to be perpendicular to each other and each null vector is assumed to be perpendicular to any nonzero vector.

Like the definition 3.2, the definition 27.1 is formulated for geometric vectors. Upon passing to free vectors it is convenient to unite the definition 3.2 with the definition 27.1 and then formulate the following definition.

**Definition 27.2.** A free null vector \( \mathbf{0} \) of any physical nature is codirected to itself and to any other vector. A free null vector \( \mathbf{0} \) of any physical nature is perpendicular to itself and to any other vector.

When taking into account the definition 27.2, the theorem 27.1 is proved by the constructions preceding it, while the expansion (27.1) follows from the evident equality

\[
\overrightarrow{OB} = \overrightarrow{OC} + \overrightarrow{CB}.
\]

Assume that a vector \( \mathbf{a} \neq \mathbf{0} \) is fixed. In this situation the theorem 27.1 provides a mapping \( \pi_a \) that associates each vector \( \mathbf{b} \) with its parallel component \( \mathbf{b}_\parallel \).

**Definition 27.3.** The mapping \( \pi_a \) that associates each free vector \( \mathbf{b} \) with its parallel component \( \mathbf{b}_\parallel \) in the expansion (27.1) is called the orthogonal projection onto a line given by the vector \( \mathbf{a} \neq \mathbf{0} \) or, more exactly, the orthogonal projection onto the direction of the vector \( \mathbf{a} \neq \mathbf{0} \).

The orthogonal projection \( \pi_a \) is closely related to the scalar product of vectors. This relation is established by the following theorem.

**Theorem 27.2.** For each nonzero vector \( \mathbf{a} \neq \mathbf{0} \) and for any
vector \( \mathbf{b} \) the vector \( \pi_a(\mathbf{b}) \) is calculated by means of the formula

\[
\pi_a(\mathbf{b}) = \frac{(\mathbf{b}, \mathbf{a})}{|\mathbf{a}|^2} \mathbf{a}.
\] (27.2)

**Proof.** If \( \mathbf{b} = \mathbf{0} \) both sides of the equality (27.2) do vanish and it is trivially fulfilled. Therefore we can assume that \( \mathbf{b} \neq \mathbf{0} \).

It is easy to see that the vectors in two sides of the equality (27.2) are collinear. For the beginning let’s prove that the lengths of these two vectors are equal to each other. The length of the vector \( \pi_a(\mathbf{b}) \) is calculated according to Fig. 27.1:

\[
|\pi_a(\mathbf{b})| = |\mathbf{b}_\parallel| = |\mathbf{b}| \cos \varphi. 
\] (27.3)

The length of the vector in the right hand side of the formula (27.2) is determined by the formula itself:

\[
\left| \frac{(\mathbf{b}, \mathbf{a})}{|\mathbf{a}|^2} \mathbf{a} \right| = \left| \frac{(\mathbf{b}, \mathbf{a})}{|\mathbf{a}|^2} \right| |\mathbf{a}| = \frac{|\mathbf{b}| |\mathbf{a}| \cos \varphi}{|\mathbf{a}|} = |\mathbf{b}| \cos \varphi. 
\] (27.4)

Comparing the results of (27.3) and (27.4), we conclude that

\[
|\pi_a(\mathbf{b})| = \left| \frac{(\mathbf{b}, \mathbf{a})}{|\mathbf{a}|^2} \mathbf{a} \right|. 
\] (27.5)

Due to (27.5) in order to prove the equality (27.2) it is sufficient to prove the codirectedness of vectors

\[
\pi_a(\mathbf{b}) \uparrow \frac{(\mathbf{b}, \mathbf{a})}{|\mathbf{a}|^2} \mathbf{a}. 
\] (27.6)

Since \( \pi_a(\mathbf{b}) = \mathbf{b}_\parallel \), again applying Fig. 27.1, we consider the following three possible cases:

\[
0 \leq \varphi < \pi/2, \quad \varphi = \pi/2, \quad \pi/2 < \varphi \leq \pi.
\]
In the first case both vectors (27.6) are codirected with the vector \( \mathbf{a} \neq \mathbf{0} \). Hence they are codirected with each other.

In the second case both vectors (27.6) are equal to zero. They are codirected according to the definition 3.2.

In the third case both vectors (27.6) are opposite to the vector \( \mathbf{a} \neq \mathbf{0} \). Therefore they are again codirected with each other. The relationship (27.6) and the theorem 27.2 in whole are proved. □

**Definition 27.4.** A mapping \( f \) acting from the set of all free vectors to the set of all free vectors is called a *linear mapping* if it possesses the following two properties:

1) \( f(\mathbf{a} + \mathbf{b}) = f(\mathbf{a}) + f(\mathbf{b}) \);
2) \( f(\alpha \mathbf{a}) = \alpha f(\mathbf{a}) \).

The properties 1) and 2), which should be fulfilled for any two vectors \( \mathbf{a} \) and \( \mathbf{b} \) and for any number \( \alpha \), constitute a property which is called the *linearity*.

**Theorem 27.3.** For any nonzero vector \( \mathbf{a} \neq \mathbf{0} \) the orthogonal projection \( \pi_\mathbf{a} \) onto a line given by the vector \( \mathbf{a} \) is a linear mapping.

In order to prove the theorem 27.3 we need the following auxiliary lemma.

**Lemma 27.1.** For any nonzero vector \( \mathbf{a} \neq \mathbf{0} \) the sum of two vectors collinear to \( \mathbf{a} \) is a vector collinear to \( \mathbf{a} \) and the sum of two vectors perpendicular to \( \mathbf{a} \) is a vector perpendicular to \( \mathbf{a} \).

**Proof of the lemma 27.1.** The first proposition of the lemma is obvious. It follows immediately from the definition 5.1.

Let’s prove the second proposition. Let \( \mathbf{b} \) and \( \mathbf{c} \) be two vectors, such that \( \mathbf{b} \perp \mathbf{a} \) and \( \mathbf{c} \perp \mathbf{a} \).
In the cases $b = 0$, $c = 0$, $b + c = 0$, and in the case $b \parallel c$ the second proposition of the lemma is also obvious. In these cases geometric realizations of all the three vectors $b$, $c$, and $b + c$ can be chosen such that they lie on the same line. Such a line is perpendicular to the vector $a$.

Let’s consider the case where $b \not\parallel c$. Let’s build a geometric realization of the vector $b = \overrightarrow{OB}$ with initial point at some arbitrary point $O$. Then we lay the vector $c = \overrightarrow{BC}$ at the terminal point $B$ of the vector $\overrightarrow{OB}$. Since $b \not\parallel c$, the points $O$, $B$, and $C$ do not lie on a single straight line altogether. Hence they determine a plane. We denote this plane through $\alpha$. The sum of vectors $\overrightarrow{OC} = \overrightarrow{OB} + \overrightarrow{BC}$ lies on this plane. It is a geometric realization for the vector $b + c$, i.e. $\overrightarrow{OC} = b + c$.

We build two geometric realizations $\overrightarrow{OC}$ and $\overrightarrow{BD}$ for the vector $a$. These are two different geometric vectors. From the equality $\overrightarrow{OA} = \overrightarrow{BD}$ we derive that the lines $OA$ and $BD$ are parallel. Due to $b \perp a$ and $c \perp a$ the line $BD$ is perpendicular to the pair of crosswise intersecting lines $OB$ and $BC$ lying on the plane $\alpha$. Hence it is perpendicular to this plane. From $BD \perp \alpha$ and $BD \parallel OA$ we derive $OA \perp \alpha$, while from $OA \perp \alpha$ we derive $\overrightarrow{OA} \perp \overrightarrow{OC}$. Hence the sum of vectors $b + c$ is perpendicular to the vector $a$. The lemma 27.1 is proved.

**Proof of the theorem 27.3.** According to the definition 27.4, in order to prove the theorem we need to verify two linearity conditions for the mapping $\pi_a$. The first of these conditions in our particular case is written as the equality

$$\pi_a(b + c) = \pi_a(b) + \pi_a(c).$$

(27.7)

Let’s denote $d = b + c$. According to the theorem 27.2, there are expansions of the form (27.1) for the vectors $b$, $c$, and $d$:

$$b = b_\parallel + b_\perp,$$

(27.8)

$$c = c_\parallel + c_\perp,$$

(27.9)
\[ d = d_\parallel + d_\perp. \]  

(27.10)

According the same theorem 27.2, the components of the expansions (27.8), (27.9), (27.10) are uniquely fixed by the conditions

\[ \begin{align*}
  b_\parallel & \parallel a, \\
  b_\perp & \perp a, \\
  c_\parallel & \parallel a, \\
  c_\perp & \perp a, \\
  d_\parallel & \parallel a, \\
  d_\perp & \perp a.
\end{align*} \]  

(27.11)  

(27.12)  

(27.13)

Adding the equalities (27.8) and (27.9), we get

\[ d = b + c = (b_\parallel + c_\parallel) + (b_\perp + c_\perp). \]  

(27.14)

Due to (27.11) and (27.12) we can apply the lemma 27.1 to the components of the expansion (27.14). This yields

\[ \begin{align*}
  (b_\parallel + c_\parallel) & \parallel a, \\
  (b_\perp + c_\perp) & \perp a.
\end{align*} \]  

(27.15)

The rest is to compare (27.14) with (27.10) and (27.15) with (27.13). From this comparison, applying the theorem 27.2, we derive the following relationships:

\[ \begin{align*}
  d_\parallel &= b_\parallel + c_\parallel, \\
  d_\perp &= b_\perp + c_\perp.
\end{align*} \]  

(27.16)

According to the definition 27.3, the first of the above relationships (27.16) is equivalent to the equality (27.7) which was to be verified.

Let’s proceed to proving the second linearity condition for the mapping \( \pi_a \). It is written as follows:

\[ \pi_a(\alpha b) = \alpha \pi_a(b). \]  

(27.17)

Let’s denote \( e = \alpha b \) and then, applying the theorem 27.2, write

\[ \begin{align*}
  b &= b_\parallel + b_\perp, \\
  e &= e_\parallel + e_\perp.
\end{align*} \]  

(27.18)  

(27.19)
According to the theorem 27.2, the components of the expansions (27.18) and (27.19) are uniquely fixed by the conditions

\[
\begin{align*}
\mathbf{b}_\parallel & \parallel \mathbf{a}, & \mathbf{b}_\perp & \perp \mathbf{a}, \\
\mathbf{e}_\parallel & \parallel \mathbf{a}, & \mathbf{e}_\perp & \perp \mathbf{a}.
\end{align*}
\] (27.20)

Let’s multiply both sides of (27.18) by \(\alpha\). Then we get

\[
\mathbf{e} = \alpha \mathbf{b} = \alpha \mathbf{b}_\parallel + \alpha \mathbf{b}_\perp. \tag{27.22}
\]

Multiplying a vector by the number \(\alpha\), we get a vector collinear to the initial vector. For this reason from (27.20) we derive

\[
\begin{align*}
(\alpha \mathbf{b}_\parallel) & \parallel \mathbf{a}, & (\alpha \mathbf{b}_\perp) & \perp \mathbf{a},
\end{align*}
\] (27.23)

Let’s compare (27.22) with (27.19) and (27.23) with (27.21). Then, applying the theorem 27.2, we obtain

\[
\begin{align*}
\mathbf{e}_\parallel & = \alpha \mathbf{b}_\parallel, & \mathbf{e}_\perp & = \alpha \mathbf{b}_\perp.
\end{align*}
\] (27.24)

According to the definition 27.3 the first of the equalities (27.24) is equivalent to the required equality (27.17). The theorem 27.3 is proved. \(\square\)

\section*{§28. Properties of the scalar product.}

\textbf{Theorem 28.1.} The scalar product of vectors possesses the following four properties which are fulfilled for any three vectors \(\mathbf{a}, \mathbf{b}, \mathbf{c}\) and for any number \(\alpha\):

1) \((\mathbf{a}, \mathbf{b}) = (\mathbf{b}, \mathbf{a})\);

2) \((\mathbf{a} + \mathbf{b}, \mathbf{c}) = (\mathbf{a}, \mathbf{c}) + (\mathbf{b}, \mathbf{c})\);

3) \((\alpha \mathbf{a}, \mathbf{c}) = \alpha (\mathbf{a}, \mathbf{c})\);

4) \((\mathbf{a}, \mathbf{a}) \geq 0\) and \((\mathbf{a}, \mathbf{a}) = 0\) implies \(\mathbf{a} = \mathbf{0}\).
DEFINITION 28.1. The property 1) in the theorem 28.1 is called the property of *symmetry*; the properties 2) and 3) are called the properties of *linearity with respect to the first multiplicand*; the property 4) is called the property of *positivity*.

PROOF OF THE THEOREM 28.1. The property of symmetry 1) is immediate from the definition 26.1 and the formula (26.1) in this definition. Indeed, if one of the vectors \( a \) or \( b \) is equal to zero, then both sides of the equality \((a, b) = (b, a)\) equal to zero. Hence the equality is fulfilled in this case.

In the case of the nonzero vectors \( a \) and \( b \) the angle \( \varphi \) is determined by the pair of vectors \( a \) and \( b \) according to Fig. 26.1, it does not depend on the order of vectors in this pair. Therefore the equality \((a, b) = (b, a)\) in this case is reduced to the equality

\[
|a| |b| \cos \varphi = |b| |a| \cos \varphi.
\]

It is obviously fulfilled since \( |a| \) and \( |b| \) are numbers complemented by some measure units depending on the physical nature of the vectors \( a \) and \( b \).

Let’s consider the properties of linearity 2) and 3). If \( c = 0 \), then both sides of the equalities \((a + b, c) = (a, c) + (b, c)\) and \((\alpha a, b) = \alpha (a, b)\) are equal to zero. Hence these equalities are fulfilled in this case.

If \( c \neq 0 \), then we apply the theorems 27.2 and 27.3. From the theorems 27.2 we derive the following equalities:

\[
\pi_c(a + b) - \pi_c(a) - \pi_c(b) = \frac{(a + b, c) - (a, c) - (b, c)}{|c|^2} c,
\]

\[
\pi_c(\alpha a) - \alpha \pi_c(a) = \frac{(\alpha a, c) - \alpha (a, c)}{|c|^2} c.
\]

Due to the theorem 27.3 the mapping \( \pi_c \) is a linear mapping (see Definition 27.4). Therefore the left hand sides of the above equalities are zero. Now due to \( c \neq 0 \) we conclude that the
§ 29. Calculation of the scalar product through the
coordinates of vectors in a skew-angular basis.

Let $e_1, e_2, e_3$ be some arbitrary basis in the space $E$. According to the definition 18.1, this is an ordered triple of non-coplanar vectors. The arbitrariness of a basis means that no auxiliary restrictions are imposed onto the vectors $e_1, e_2, e_3$, except for

numerators of the fractions in their right hand sides are also zero. This fact proves the properties 2) and 3) from the theorem 28.1 are valid in the case $c \neq 0$.

According to the definition 26.1 the scalar product $(a, a)$ is equal to zero for $a = 0$. Otherwise, if $a \neq 0$, the formula (26.1) is applied where we should set $b = a$. This yields $\varphi = 0$ and

$$(a, a) = |a|^2 > 0.$$ 

This inequality proves the property 4) and completes the proof of the theorem 28.1 in whole. □

**Theorem 28.2.** Apart from the properties 1)–4), the scalar product of vectors possesses the following two properties fulfilled for any three vectors $a, b, c$ and for any number $\alpha$:

5) $(c, a + b) = (c, a) + (a, b)$;
6) $(c, \alpha a) = \alpha (c, a)$.

**Definition 28.2.** The properties 5) and 6) in the theorem 28.2 are called the properties of linearity with respect to the second multiplicand.

The properties 5) and 6) are easily derived from the properties 2) and 3) by applying the property 1). Indeed, we have

$$(c, a + b) = (a + b, c) = (a, c) + (b, c) = (c, a) + (c, b),$$

$$(c, \alpha a) = (\alpha a, c) = \alpha (a, c) = \alpha (c, a).$$

These calculations prove the theorem 28.2.

§ 29. Calculation of the scalar product through the
coordinates of vectors in a skew-angular basis.
CHAPTER I. VECTOR ALGEBRA.

non-coplanarity. In particular, this means that the angles between the vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) in an arbitrary basis should not be right angles. For this reason such a basis is called a skew-angular basis and abbreviated as SAB.

**Definition 29.1.** In this book a skew-angular basis (SAB) is understood as an arbitrary basis.

Thus, let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) be some skew-angular basis in the space \( \mathbb{E} \) and let \( \mathbf{a} \) and \( \mathbf{b} \) be two free vectors given by its coordinates in this basis. We write this fact as follows:

\[
\mathbf{a} = \begin{pmatrix} a^1 \\ a^2 \\ a^3 \end{pmatrix}, \quad \mathbf{b} = \begin{pmatrix} b^1 \\ b^2 \\ b^3 \end{pmatrix}, \tag{29.1}
\]

Unlike (21.1), instead of the arrow sign in (29.1) we use the equality sign. Doing this, we emphasize the fact that once a basis is fixed, vectors are uniquely identified with their coordinates.

The conditional writing (29.1) means that the vectors \( \mathbf{a} \) and \( \mathbf{b} \) are presented by the following expansions:

\[
\mathbf{a} = \sum_{i=1}^{3} a^i \mathbf{e}_i, \quad \mathbf{b} = \sum_{j=1}^{3} b^j \mathbf{e}_j. \tag{29.2}
\]

Substituting (29.2) into the scalar product \( \langle \mathbf{a}, \mathbf{b} \rangle \), we get

\[
\langle \mathbf{a}, \mathbf{b} \rangle = \left( \sum_{i=1}^{3} a^i \mathbf{e}_i, \sum_{j=1}^{3} b^j \mathbf{e}_j \right). \tag{29.3}
\]

In order to transform the formulas (29.3) we apply the properties 2) and 5) of the scalar product from the theorems 28.1 and 28.2. Due to these properties we can take the summation signs over \( i \) and \( j \) out of the brackets of the scalar product:

\[
\langle \mathbf{a}, \mathbf{b} \rangle = \sum_{i=1}^{3} \sum_{j=1}^{3} \langle a^i \mathbf{e}_i, b^j \mathbf{e}_j \rangle. \tag{29.4}
\]
Then we apply the properties 3) and 6) from the theorems 28.1 and 28.2. Due to these properties we can take the numeric factors $a^i$ and $b^j$ out of the brackets of the scalar product in (29.4):

$$\langle a, b \rangle = \sum_{i=1}^{3} \sum_{j=1}^{3} a^i b^j (e_i, e_j). \quad (29.5)$$

The quantities $(e_i, e_j)$ in the formula (29.5) depend on a basis $e_1, e_2, e_3$, namely on the lengths of the basis vectors and on the angles between them. They do not depend on the vectors $a$ and $b$. The quantities $(e_i, e_j)$ constitute an array of nine numbers

$$g_{ij} = (e_i, e_j) \quad (29.6)$$

enumerated by two lower indices. The components of the array (29.6) are usually arranged into a square matrix:

$$G = \begin{bmatrix}
g_{11} & g_{12} & g_{13} 
g_{21} & g_{22} & g_{23} 
g_{31} & g_{32} & g_{33}
ge_{11} & g_{12} & g_{13} 
ge_{21} & g_{22} & g_{23} 
ge_{31} & g_{32} & g_{33}
g_{11} & g_{12} & g_{13} 
ge_{21} & g_{22} & g_{23} 
ge_{31} & g_{32} & g_{33}
ge_{11} & g_{12} & g_{13} 
ge_{21} & g_{22} & g_{23} 
ge_{31} & g_{32} & g_{33}
\end{bmatrix} \quad (29.7)$$

**Definition 29.2.** The matrix (29.7) with the components (29.6) is called the Gram matrix of a basis $e_1, e_2, e_3$.

Taking into account the notations (29.6), we write the formula (29.5) in the following way:

$$\langle a, b \rangle = \sum_{i=1}^{3} \sum_{j=1}^{3} a^i b^j g_{ij}. \quad (29.8)$$

**Definition 29.3.** The formula (29.8) is called the *formula for calculating the scalar product through the coordinates of vectors in a skew-angular basis*.  
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The formula (29.8) can be written in the matrix form

\[(a, b) = \begin{vmatrix} a^1 & a^2 & a^3 \end{vmatrix} \cdot \begin{bmatrix} g_{11} & g_{12} & g_{13} \\ g_{21} & g_{22} & g_{23} \\ g_{31} & g_{32} & g_{33} \end{bmatrix} \cdot \begin{vmatrix} b^1 \\ b^2 \\ b^3 \end{vmatrix} \text{ (29.9)}\]

Note that the coordinate column of the vector \( b \) in the formula (29.9) is used as it is, while the coordinate column of the vector \( a \) is transformed into a row. Such a transformation is known as \textit{matrix transposing} (see [7]).

\textbf{Definition 29.4.} A transformation of a rectangular matrix under which the element in the intersection of \( i \)-th row and \( j \)-th column is taken to the intersection of \( j \)-th row and \( i \)-th column is called the \textit{matrix transposing}. It is denoted by means of the sign \( \top \). In the \TeX{} and LaTeX computer packages this sign is coded by the operator \texttt{\textbackslash top}.

The operation of matrix transposing can be understood as the mirror reflection with respect to the main diagonal of a matrix.

Taking into account the notations (29.1), (29.7), and the definition 29.4, we can write the matrix formula (29.9) as follows:

\[(a, b) = a^\top \cdot G \cdot b. \text{ (29.10)}\]

In the right hand side of the formula (29.10) the vectors \( a \) and \( b \) are presented by their coordinate columns, while the transformation of one of them into a row is written through the matrix transposing.

\textbf{Exercise 29.1.} \textit{Show that for an arbitrary rectangular matrix \( A \) the equality \( (A^\top)^{\top} = A \) is fulfilled.}

\textbf{Exercise 29.2.} \textit{Show that for the product of two matrices \( A \) and \( B \) the equality \( (A \cdot B)^{\top} = B^{\top} \cdot A^{\top} \) is fulfilled.}
Exercise 29.3. Define the Gram matrices for bases on a line and for bases on a plane. Write analogs of the formulas (29.8), (29.9), and (29.10) for the scalar product of vectors lying on a line and on a plane.

§ 30. Symmetry of the Gram matrix.

Definition 30.1. A square matrix $A$ is called symmetric, if it is preserved under transposing, i.e. if the following equality is fulfilled: $A^\top = A$.

Gram matrices possesses many important properties. One of these properties is their symmetry.

Theorem 30.1. The Gram matrix $G$ of any basis $e_1, e_2, e_3$ in the space $E$ is symmetric.

Proof. According to the definition 30.1 the symmetry of $G$ is expressed by the formula $G^\top = G$. According to the definition 29.4, the equality $G^\top = G$ is equivalent to the relationship

$$g_{ij} = g_{ji}$$

(30.1)

for the components of the matrix $G$. As for the relationship (30.1), upon applying (29.6), it reduces to the equality

$$(e_i, e_j) = (e_j, e_i)$$

which is fulfilled due to the symmetry of the scalar product (see Theorem 28.1 and Definition 28.1). □

Note that the coordinate columns of the vectors $a$ and $b$ enter the right hand side of the formula (29.10) in somewhat unequal way — one of them is transposed, the other is not transposed. The symmetry of the matrix $G$ eliminates this difference. Redesignating the indices $i$ and $j$ in the double sum
(29.8) and taking into account the relationship (30.1) for the components of the Gram matrix, we get

\[
(a, b) = \sum_{j=1}^{3} \sum_{i=1}^{3} a^j b^i g_{ji} = \sum_{i=1}^{3} \sum_{j=1}^{3} b^i a^j g_{ij}.
\]  
(30.2)

In the matrix form the formula (30.2) is written as follows:

\[
(a, b) = b^\top \cdot G \cdot a.
\]  
(30.3)

The formula (30.3) is analogous to the formula (29.10), but in this formula the coordinate column of the vector \( b \) is transposed, while the coordinate column of the vector \( a \) is not transposed.

**Exercise 30.1.** Formulate and prove a theorem analogous to the theorem 30.1 for bases on a plane. Is it necessary to formulate such a theorem for bases on a line.

§ 31. Orthonormal basis.

**Definition 31.1.** A basis on a straight line consisting of a nonzero vector \( e \) is called an *orthonormal basis*, if \( e \) is a unit vector, i.e. if \(|e| = 1\).

**Definition 31.2.** A basis on a plane, consisting of two non-collinear vectors \( e_1, e_2 \), is called an *orthonormal basis*, if the vectors \( e_1 \) and \( e_2 \) are two vectors of the unit lengths perpendicular to each other.

**Definition 31.3.** A basis in the space \( \mathbb{E} \) consisting of three non-coplanar vectors \( e_1, e_2, e_3 \) is called an *orthonormal basis* if the vectors \( e_1, e_2, e_3 \) are three vectors of the unit lengths perpendicular to each other.

In order to denote an orthonormal basis in each of the three cases listed above we use the abbreviation ONB. According to
§ 32. Gram matrix of an orthonormal basis.

Let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) be some orthonormal basis in the space \( \mathbb{E} \). According to the definition 31.3 the vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) satisfy the following relationships:

\[
|\mathbf{e}_1| = 1, \quad |\mathbf{e}_2| = 1, \quad |\mathbf{e}_3| = 1, \quad \mathbf{e}_1 \perp \mathbf{e}_2, \quad \mathbf{e}_2 \perp \mathbf{e}_3, \quad \mathbf{e}_3 \perp \mathbf{e}_1.
\]  

(32.1)

Applying (32.1) and (29.6), we find the components of the Gram matrix for the orthonormal basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \):

\[
g_{ij} = \begin{cases} 1 & \text{for } i = j, \\ 0 & \text{for } i \neq j. \end{cases}
\]  

(32.2)

From (32.2) we immediately derive the following theorem.

**Theorem 32.1.** The Gram matrix (29.7) of any orthonormal basis is a unit matrix:

\[
G = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = 1.
\]  

(32.3)
Let’s recall that the components of a unit matrix constitute a numeric array $\delta$ which is called the Kronecker symbol (see Definition 23.1). Therefore, taking into account (23.3), the equality (32.2) can be written as:

$$g_{ij} = \delta_{ij}.$$  \hspace{1cm} (32.4)

The Kronecker symbol in (32.4) inherits the lower position of indices from $g_{ij}$. Therefore it is different from the Kronecker symbol in (23.4). Despite being absolutely identical, the components of the unit matrix in (32.3) and in (23.1) are of absolutely different nature. Having negotiated to use indices on upper and lower levels (see Definition 20.1), now we are able to reflect this difference in denoting these components.

§ 33. **Calculation of the scalar product through the coordinates of vectors in an orthonormal basis.**

According to the definition 29.1 the term *skew-angular basis* is used as a synonym of an arbitrary basis. For this reason an orthonormal basis is a special case of a skew-angular basis and we can use the formula (29.8), taking into account (32.4):

$$(a, b) = \sum_{i=1}^{3} \sum_{j=1}^{3} a^i b^i \delta_{ij}.$$ \hspace{1cm} (33.1)

In calculating the sum over $j$ in (33.1), it is the inner sum here, the index $j$ runs over three values and only for one of these three values, where $j = i$, the Kronecker symbol $\delta_{ij}$ is nonzero. For this reason we can retain only one summand of the inner sum over $j$ in (33.1), omitting other two summands:

$$(a, b) = \sum_{i=1}^{3} a^i b^i \delta_{ii}.$$ \hspace{1cm} (33.2)
§34. RIGHT AND LEFT TRIPLES OF VECTORS.

We know that $\delta_{ii} = 1$. Therefore the formula (33.2) turns to

$$(\mathbf{a}, \mathbf{b}) = \sum_{i=1}^{3} a^i b^i. \quad (33.3)$$

**Definition 33.1.** The formula (33.3) is called the formula for calculating the scalar product through the coordinates of vectors in an orthonormal basis.

Note that the sums in the formula (29.8) satisfy the index setting rule from the definition 24.8, while the sum in the formula (33.3) breaks this rule. In this formula the summation index has two entries and both of them are in the upper positions. This is a peculiarity of an orthonormal basis. It is more symmetric as compared to a general skew-angular basis and this symmetry hides some rules that reveal in a general non-symmetric bases.

The formula (33.3) has the following matrix form:

$$(\mathbf{a}, \mathbf{b}) = \begin{vmatrix} b^1 \\ b^2 \\ b^3 \end{vmatrix} \cdot \begin{vmatrix} a^1 & a^2 & a^3 \end{vmatrix}. \quad (33.4)$$

Taking into account the notations (29.1) and taking into account the definition 29.4, the formula (33.4) can be abbreviated to

$$(\mathbf{a}, \mathbf{b}) = \mathbf{a}^\top \cdot \mathbf{b}. \quad (33.5)$$

The formula (33.4) can be derived from the formula (29.9), while the formula (33.5) can be derived from the formula (29.10).

§34. Right and left triples of vectors. The concept of orientation.

**Definition 34.1.** An ordered triple of vectors is a list of three vectors for which the order of listing vectors is fixed.
Definition 34.2. An ordered triple of non-coplanar vectors $\mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3$ is called a right triple if, when observing from the end of the third vector, the shortest rotation from the first vector toward the second vector is seen as a counterclockwise rotation.

In the definition 34.2 we implicitly assume that the geometric realizations of the vectors $\mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3$ with some common initial point are considered as it is shown in Fig. 34.1.

Definition 34.3. An ordered triple of non-coplanar vectors $\mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3$ is called a left triple if, when observing from the end of the third vector, the shortest rotation from the first vector toward the second vector is seen as a clockwise rotation.

A given rotation about a given axis when observing from a given position could be either a clockwise rotation or a counterclockwise rotation. No other options are available. For this reason each ordered triple of non-coplanar vectors is either left or right. No other triples sorted by this criterion are available.

Definition 34.4. The property of ordered triples of non-coplanar vectors to be left or right is called their orientation.

§ 35. Vector product.

Let $\mathbf{a}$ and $\mathbf{b}$ be two non-collinear free vectors. Let’s lay their geometric realizations $\mathbf{a} = \overrightarrow{OA}$ and $\mathbf{b} = \overrightarrow{OB}$ at some arbitrary point $O$. In this case the vectors $\mathbf{a}$ and $\mathbf{b}$ define a plane $AOB$ and lie on this plane. The angle $\varphi$ between the vectors $\mathbf{a}$ and $\mathbf{b}$ is determined according to Fig. 26.1. Due to $\mathbf{a} \parallel \mathbf{b}$ this angle ranges in the interval $0 < \varphi < \pi$ and hence $\sin \varphi \neq 0$.

Let’s draw a line through the point $O$ perpendicular to the plane $AOB$ and denote this line through $c$. The line $c$ is
perpendicular to the vectors \( \mathbf{a} = \overrightarrow{OA} \) and \( \mathbf{b} = \overrightarrow{OB} \):

\[
\begin{align*}
\mathbf{c} &\perp \mathbf{a}, \\
\mathbf{c} &\perp \mathbf{b}.
\end{align*}
\]

(35.1)

It is clear that the conditions (35.1) fix a unique line \( c \) passing through the point \( O \) (see Theorems 1.1 and 1.3 in Chapter IV of the book [6]).

There are two directions on the line \( c \). In Fig 35.1 they are given by the vectors \( \mathbf{c} \) and \( \tilde{\mathbf{c}} \).

The vectors \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) constitute a right triple, while \( \mathbf{a}, \mathbf{b}, \tilde{\mathbf{c}} \) is a left triple. So, specifying the orientation chooses one of two possible directions on the line \( c \).

**Definition 35.1.** The vector product of two non-collinear vectors \( \mathbf{a} \) and \( \mathbf{b} \) is a vector \( \mathbf{c} = [\mathbf{a}, \mathbf{b}] \) which is determined by the following three conditions:

1) \( \mathbf{c} \perp \mathbf{a} \) and \( \mathbf{c} \perp \mathbf{b} \);
2) the vectors \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) form a right triple;
3) \( |\mathbf{c}| = |\mathbf{a}||\mathbf{b}| \sin \varphi \).

In the case of collinear vectors \( \mathbf{a} \) and \( \mathbf{b} \) their vector product \([\mathbf{a}, \mathbf{b}]\) is taken to be zero by definition.

A comma is the multiplication sign in the writing the vector product, not by itself, but together with square brackets surrounding the whole expression. These brackets are natural delimiters for multiplicands: the first multiplicand is an expression between the opening bracket and the comma, while the second multiplicand is an expression between the comma and the closing bracket. Therefore in complicated expressions no auxiliary delimiters are required. For example, in the formula

\[
[a + b, c + d]
\]
the sums \( \mathbf{a} + \mathbf{b} \) and \( \mathbf{c} + \mathbf{d} \) are calculated first, then the vector multiplication is performed.

A remark. Often the vector product is written as \( \mathbf{a} \times \mathbf{b} \). Even the special term «cross product» is used. However, to my mind, this notation is not good. It is misleading since the cross sign is sometimes used for denoting the product of numbers when a large formula is split into several lines.

A remark. The physical nature of the vector product \([\mathbf{a}, \mathbf{b}]\) often differs from the nature of its multiplicands \(\mathbf{a}\) and \(\mathbf{b}\). Even if the lengths of the vectors \(\mathbf{a}\) and \(\mathbf{b}\) are measured in length units, the length of their product \([\mathbf{a}, \mathbf{b}]\) is measured in units of area.

Exercise 35.1. Show that the vector product \(\mathbf{c} = [\mathbf{a}, \mathbf{b}]\) of two free vectors \(\mathbf{a}\) and \(\mathbf{b}\) is a free vector and, being a free vector, it does not depend on where the point \(O\) in Fig. 35.1 is placed.

§ 36. Orthogonal projection onto a plane.

Let \(\mathbf{a} \neq \mathbf{0}\) be some nonzero free vector. According to the theorem 27.1, each free vector \(\mathbf{b}\) has the expansion

\[
\mathbf{b} = \mathbf{b}_\parallel + \mathbf{b}_\perp
\]  

(36.1)

relative to the vector \(\mathbf{a}\), where the vector \(\mathbf{b}_\parallel\) is collinear to the vector \(\mathbf{a}\), while the vector \(\mathbf{b}_\perp\) is perpendicular to the vector \(\mathbf{a}\). Recall that through \(\pi_\mathbf{a}\) we denoted a mapping that associates each vector \(\mathbf{b}\) with its component \(\mathbf{b}_\parallel\) in the expansion (36.1). Such a mapping was called the orthogonal projection onto the direction of the vector \(\mathbf{a} \neq \mathbf{0}\) (see Definition 27.3).

Definition 36.1. The mapping \(\pi_\perp \mathbf{a}\) that associates each free vector \(\mathbf{b}\) with its perpendicular component \(\mathbf{b}_\perp\) in the expansion (36.1) is called the orthogonal projection onto a plane perpendicular to the vector \(\mathbf{a} \neq \mathbf{0}\) or, more exactly, the orthogonal projection onto the orthogonal complement of the vector \(\mathbf{a} \neq \mathbf{0}\).

Definition 36.2. The orthogonal complement of a free vector
\( \alpha \) is the collection of all free vectors \( x \) perpendicular to \( a \):

\[
\alpha = \{ x : x \perp a \}. \tag{36.2}
\]

The orthogonal complement \((36.2)\) of a nonzero vector \( a \neq 0 \) can be visualized as a plane if we choose one of its geometric realizations \( a = \overrightarrow{OA} \). Indeed, let’s lay various vectors perpendicular to \( a \) at the point \( O \). The ending points of such vectors fill the plane \( \alpha \) shown in Fig. 36.1.

![Fig. 36.1](image)

The properties of the orthogonal projections onto a line \( \pi_a \) from the definition 27.1 and the orthogonal projections onto a plane \( \pi_{\perp a} \) from the definition 36.1 are very similar. Indeed, we have the following theorem.

**Theorem 36.1.** For any nonzero vector \( a \neq 0 \) the orthogonal projection \( \pi_{\perp a} \) onto a plane perpendicular to the vector \( a \) is a linear mapping.

**Proof.** In order to prove the theorem 36.1 we write the relationship \((36.1)\) as follows:

\[
b = \pi_a(b) + \pi_{\perp a}(b). \tag{36.3}
\]

The relationship \((36.3)\) is an identity, it is fulfilled for any vector \( b \). First we replace the vector \( b \) by \( b + c \) in \((36.3)\), then we replace \( b \) by \( \alpha b \) in \((36.3)\). As a result we get two relationships

\[
\pi_{\perp a}(b + c) = b + c - \pi_a(b + c), \tag{36.4}
\]
\[
\pi_{\perp a}(\alpha b) = \alpha b - \pi_a(\alpha b). \tag{36.5}
\]

Due to the theorem 27.3 the mapping \( \pi_a \) is a linear mapping. For this reason the relationships \((36.4)\) and \((36.5)\) can be
transformed into the following two relationships:

\[
\pi_{\perp a}(b + c) = b - \pi_a(b) + c - \pi_a(c), \quad (36.6)
\]
\[
\pi_{\perp a}(\alpha b) = \alpha (b - \pi_a(b)). \quad (36.7)
\]

The rest is to apply the identity (36.3) to the relationships (36.6) and (36.7). As a result we get

\[
\pi_{\perp a}(b + c) = \pi_{\perp a}(b) + \pi_{\perp a}(c), \quad (36.8)
\]
\[
\pi_{\perp a}(\alpha b) = \alpha \pi_{\perp a}(b). \quad (36.9)
\]

The relationships (36.8) and (36.9) are exactly the linearity conditions from the definition 27.4 written for the mapping \( \pi_{\perp a} \). The theorem 36.1 is proved.  

§ 37. Rotation about an axis.

Let \( \mathbf{a} \neq \mathbf{0} \) be some nonzero free vector and let \( \mathbf{b} \) be some arbitrary free vector. Let’s lay the vector \( \mathbf{b} = \mathbf{BO} \) at some arbitrary point \( B \). Then we lay the vector \( \mathbf{a} = \mathbf{OA} \) at the terminal point of the vector \( \mathbf{BO} \). The vector \( \mathbf{a} = \mathbf{OA} \) is nonzero. For this reason it defines a line \( OA \). We take this line for the rotation axis. Let’s denote through \( \theta_{a}^\varphi \) the rotation of the space \( \mathbb{E} \) about the axis \( OA \) by the angle \( \varphi \) (see Fig. 37.1). The vector \( \mathbf{a} = \mathbf{OA} \) fixes one of two directions on the rotation axis. At the same time this vector fixes the positive direction of rotation about the axis \( OA \).

**Definition 37.1.** The rotation about an axis \( OA \) with fixed direction \( \mathbf{a} = \mathbf{OA} \) on it is called a positive rotation if, being observed from the terminal point of the vector \( \mathbf{OA} \), i.e.
when looking from the point $A$ toward the point $O$, it occurs in
the counterclockwise direction.

Taking into account the definition 37.1, we can consider the
rotation angle $\varphi$ as a signed quantity. If $\varphi > 0$, the rotation $\theta_\mathbf{a}^\varphi$ occurs in the positive direction with respect to the vector $\mathbf{a}$, if $\varphi < 0$, it occurs in the negative direction.

Let’s apply the rotation mapping $\theta_\mathbf{a}^\varphi$ to the vectors $\mathbf{a} = \overrightarrow{OA}$ and $\mathbf{b} = \overrightarrow{BO}$ in Fig. 37.1. The points $A$ and $O$ are on the rotation axis. For this reason under the rotation $\theta_\mathbf{a}^\varphi$ the points $A$ and $O$ stay at their places and the vector $\mathbf{a} = \overrightarrow{OA}$ does not change. As for the vector $\mathbf{b} = \overrightarrow{BO}$, it is mapped onto another vector $\overrightarrow{\tilde{B}O}$. Now, applying parallel translations, we can replicate the vector $\overrightarrow{\tilde{B}O}$ up to a free vector $\tilde{\mathbf{b}} = \overrightarrow{\tilde{B}O}$ (see Definitions 4.1 and 4.2). The vector $\tilde{\mathbf{b}}$ is said to be produced from the vector $\mathbf{b}$ by applying the mapping $\theta_\mathbf{a}^\varphi$ and is written as

$$\tilde{\mathbf{b}} = \theta_\mathbf{a}^\varphi(\mathbf{b}).$$

(37.1)

**Lemma 37.1.** The free vector $\tilde{\mathbf{b}} = \theta_\mathbf{a}^\varphi(\mathbf{b})$ in (37.1) produced from a free vector $\mathbf{b}$ by means of the rotation mapping $\theta_\mathbf{a}^\varphi$ does not depend on the choice of a geometric realization of the vector $\mathbf{a}$ defining the rotation axis and on a geometric realization of the vector $\mathbf{b}$ itself.

**Definition 37.2.** The mapping $\theta_\mathbf{a}^\varphi$ acting upon free vectors of the space $\mathbb{E}$ and taking them to other free vectors in $\mathbb{E}$ is called the rotation by the angle $\varphi$ about the vector $a$.

**Exercise 37.1.** Rotations and parallel translations belong to the class of mappings preserving lengths of segments and measures of angles. They take each segment to a congruent segment and each angle to a congruent angle (see [6]). Let $p$ be some parallel translation, let $p^{-1}$ be its inverse parallel translation, and let $\theta$ be a rotation by some angle about some axis. Prove that the
Composite mapping $\tilde{\theta} = p \circ \theta \circ p^{-1}$ is the rotation by the same angle about the axis produced from the axis of $\theta$ by applying the parallel translation $p$ to it.

Exercise 37.2. Apply the result of the exercise 37.1 for proving the lemma 37.1.

Theorem 37.1. For any nonzero free vector $a \neq 0$ and for any angle $\varphi$ the rotation $\theta_{a}^{\varphi}$ by the angle $\varphi$ about the vector $a$ is a linear mapping of free vectors.

Proof. In order to prove the theorem we need to inspect the conditions 1) and 2) from the definition 27.4 for the mapping $\theta_{a}^{\varphi}$. Let's begin with the first of these conditions. Assume that $b$ and $c$ are two free vectors. Let's build their geometric realizations $\overrightarrow{BC} = b$ and $\overrightarrow{CO} = c$. Then the vector $\overrightarrow{BO}$ is the geometric realization for the sum of vectors $b + c$.

Now let's choose a geometric realization for the vector $a$. It determines the rotation axis. According to the lemma 37.1 the actual place of such a geometric realization does not matter for the ultimate definition of the mapping $\theta_{a}^{\varphi}$ as applied to free vectors. But for the sake of certainty we choose $a = \overrightarrow{OA}$.

Let's apply the rotation by the angle $\varphi$ about the axis $OA$ to the points $B$, $C$, and $O$. The point $O$ is on the rotation axis. Therefore it is not moved. The points $B$ and $C$ are moved to the points $\tilde{B}$ and $\tilde{C}$ respectively, while the triangle $BCO$ is moved to the triangle $\tilde{B}\tilde{C}O$. As a result we get the following relationships:

$$
\theta_{a}^{\varphi}(\overrightarrow{BC}) = \overrightarrow{\tilde{B}\tilde{C}}, \\
\theta_{a}^{\varphi}(\overrightarrow{CO}) = \overrightarrow{\tilde{C}O}, \\
\theta_{a}^{\varphi}(\overrightarrow{BO}) = \overrightarrow{\tilde{BO}}.
$$

(37.2)

But the vectors $\overrightarrow{BC}$ and $\overrightarrow{CO}$ in (37.2) are geometric realizations for the vectors $\tilde{b} = \theta_{a}^{\varphi}(b)$ and $\tilde{c} = \theta_{a}^{\varphi}(c)$, while $\overrightarrow{BO}$ is a geometric
realization for the vector $\theta^\varphi_a(b + c)$. Hence we have

$$\theta^\varphi_a(b + c) = \overrightarrow{BO} = \overrightarrow{BC} + \overrightarrow{CO} = \theta^\varphi_a(b) + \theta^\varphi_a(c). \quad (37.3)$$

The chain of equalities $(37.3)$ proves the first linearity condition from the definition $27.4$ as applied to $\theta^\varphi_a$.

Let's proceed to proving the second linearity condition. It is more simple than the first one. Multiplying a vector $b$ by a number $\alpha$, we make the length of its geometric realizations $|\alpha|$ times as greater. If $\alpha > 0$, geometric realizations of the vector $\alpha b$ are codirected to geometric realizations of $b$. If $\alpha < 0$, they are opposite to geometric realizations of $b$. And if $\alpha = 0$, geometric realizations of the vector $\alpha b$ do vanish. Let's apply the rotation by the angle $\varphi$ about some geometric realization of the vector $a \neq 0$ some geometric realizations of the vectors $b$ and $\alpha b$. Such a mapping preserves the lengths of vectors. Hence it preserves all the relations of their lengths. Moreover it maps straight lines to straight lines and preserves the order of points on that straight lines. Hence codirected vectors are mapped to codirected ones and opposite vectors to opposite ones respectively. As a result

$$\theta^\varphi_a(\alpha b) = \alpha \theta^\varphi_a(b). \quad (37.4)$$

The relationship $(37.4)$ completes the proof of the linearity for the mapping $\theta^\varphi_a$ as applied to free vectors. \Box

§ 38. The relation of the vector product with projections and rotations.

Let's consider two non-collinear vectors $a \nparallel b$ and their vector product $c = [a, b]$. The length of the vector $c$ is determined by the lengths of $a$ and $b$ and by the angle $\varphi$ between them:

$$|c| = |a||b| \sin \varphi. \quad (38.1)$$
The vector $c$ lies on the plane $\alpha$ perpendicular to the vector $b$ (see Fig. 38.1). Let’s denote through $a_\perp$ the orthogonal projection of the vector $a$ onto the plane $\alpha$, i.e., we set

$$a_\perp = \pi_\perp b(a). \quad (38.2)$$

The length of the above vector (38.2) is determined by the formula $|a_\perp| = |a| \sin \varphi$. Comparing this formula with (38.1) and taking into account Fig. 38.1, we conclude that in order to superpose the vector $a_\perp$ with the vector $c$ one should first rotate it counterclockwise by the right angle about the vector $b$ and then multiply by the negative number $-|b|$. This yields the formula

$$[a, b] = -|b| \cdot \theta^\pi/2_b(\pi_\perp b(a)). \quad (38.3)$$

The formula (38.3) sets the relation of the vector product with the two mappings $\pi_\perp b$ and $\theta^\pi/2_b$. One of them is the projection onto the orthogonal complement of the vector $b$, while the other is the rotation by the angle $\pi/2$ about the vector $b$. The formula (38.3) is applicable provided the vector $b$ is nonzero:

$$b \neq 0, \quad (38.4)$$

while the condition $a \parallel b$ can be broken. If $a \parallel b$ both sides of the formula (38.4) vanish, but the formula itself remains valid.

§ 39. Properties of the vector product.

Theorem 39.1. The vector product of vectors possesses the following four properties fulfilled for any three vectors $a$, $b$, $c$ and
for any number $\alpha$:

1) $[a, b] = -[b, a]$;
2) $[a + b, c] = [a, c] + [b, c]$;
3) $[\alpha a, c] = \alpha [a, c]$;
4) $[a, b] = 0$ if and only if the vectors $a$ and $b$
    are collinear, i.e. if $a \parallel b$.

**Definition 39.1.** The property 1) in the theorem 39.1 is
called *anticommutativity*; the properties 2) and 3) are called the
properties of *linearity with respect to the first multiplicand*; the
property 4) is called the *vanishing condition*.

**Proof of the theorem 39.1.** The property of anticommu-
tativity 1) is derived immediately from the definition 35.1. Let
$a \parallel b$. Exchanging the vectors $a$ and $b$, we do not violate the
first and the third conditions for the triple of vectors $a$, $b$, $c$ in
the definition 35.1, provided they are initially fulfilled. As for
the direction of rotation in Fig. 35.1, it changes for the opposite
one. Therefore, if the triple $a$, $b$, $c$ is right, the triple $b$, $a$, $c$ is
left. In order to get a right triple the vectors $b$ and $a$ should be
complemented with the vector $-c$. This yield the equality

$$[a, b] = -[b, a]$$  \hspace{1cm} (39.1)

for the case $a \parallel b$. If $a \parallel b$, both sides of the equality (39.1) do
vanish. So the equality remains valid in this case too.

Let $c \neq 0$. The properties of linearity 1) and 2) for this
case are derived with the use of the formula (38.3) and the
theorems 36.1 and 37.1. Let’s write the formula (38.3) as

$$[a, c] = -|c| \cdot \theta_c^{\pi/2}(\pi_c(a)).$$  \hspace{1cm} (39.2)

Then we change the vector $a$ in (39.2) for the sum of vectors
$a + b$ and apply the theorems 36.1 and 37.1. This yields

$$[a + b, c] = -|c| \cdot \theta_c^{\pi/2}(\pi_c(a + b)) = -|c|.$$
\[ \theta \pi^2 (\pi \perp_c (a) + \pi \perp_c (b)) = -|c| \cdot \theta \pi^2 (\pi \perp_c (a)) - \]
\[ - |c| \cdot \theta \pi^2 (\pi \perp_c (b)) = [a, c] + [b, c]. \]

Now we change the vector \( a \) in (39.2) for the product \( \alpha a \) and then apply the theorems 36.1 and 37.1 again:

\[ [\alpha a, c] = -|c| \cdot \theta \pi^2 (\pi \perp_c (\alpha a)) = -|c| \cdot \theta \pi^2 (\alpha \pi \perp_c (a)) =\]
\[ = -\alpha |c| \cdot \theta \pi^2 (\pi \perp_c (a)) = \alpha [a, c]. \]

The calculations which are performed above prove the equalities 2) and 3) in the theorem 39.1 for the case \( c \neq 0 \). If \( c = 0 \), both sides of these equalities do vanish and they appear to be trivially fulfilled.

Let’s proceed to proving the fourth item in the theorem 39.1. For \( a \parallel b \) the vector product \([a, b]\) vanishes by the definition 35.1. Let \( a \nparallel b \). In this case both vectors \( a \) and \( b \) are nonzero, while the angle \( \phi \) between them differs from 0 and \( \pi \). For this reason \( \sin \phi \neq 0 \). Summarizing these restrictions and applying the item 3) of the definition 35.1, we get

\[ |[a, b]| = |a| |b| \sin \phi \neq 0, \]

i.e. for \( a \nparallel b \) the vector product \([a, b]\) cannot vanish. The proof of the theorem 39.1 is over. \( \square \)

**Theorem 39.2.** Apart from the properties 1)–4), the vector product possesses the following two properties which are fulfilled for any vectors \( a, b, c \) and for any number \( \alpha \):

5) \([c, a + b] = [c, a] + [a, b];\)

6) \([c, \alpha a] = \alpha [c, a].\)

**Definition 39.2.** The properties 5) and 6) in the theorem 39.2 are called the properties of \textit{linearity with respect to the second multiplicand}. 


The properties 5) and 6) are easily derived from the properties 2) and 3) by applying the property 1). Indeed, we have

\[[ \mathbf{c}, \mathbf{a} + \mathbf{b}] = -[\mathbf{a} + \mathbf{b}, \mathbf{c}] = -[\mathbf{a}, \mathbf{c}] - [\mathbf{b}, \mathbf{c}] = [\mathbf{c}, \mathbf{a}] + [\mathbf{c}, \mathbf{b}], \]

\[[ \mathbf{c}, \alpha \mathbf{a}] = -[\alpha \mathbf{a}, \mathbf{c}] = -\alpha [\mathbf{a}, \mathbf{c}] = \alpha [\mathbf{c}, \mathbf{a}]. \]

These calculations prove the theorem 39.2.

§ 40. Structural constants of the vector product.

Let $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ be some arbitrary basis in the space $\mathbb{E}$. Let’s take two vectors $\mathbf{e}_i$ and $\mathbf{e}_j$ of this basis and consider their vector product $[\mathbf{e}_i, \mathbf{e}_j]$. The vector $[\mathbf{e}_i, \mathbf{e}_j]$ can be expanded in the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$. Such an expansion is usually written as follows:

\[[ \mathbf{e}_i, \mathbf{e}_j] = C^1_{ij} \mathbf{e}_1 + C^2_{ij} \mathbf{e}_2 + C^3_{ij} \mathbf{e}_3. \tag{40.1} \]

The expansion (40.1) contains three coefficients $C^1_{ij}, C^2_{ij}$ and $C^3_{ij}$. However, the indices $i$ and $j$ in it run independently over three values 1, 2, 3. For this reason, actually, the formula (40.1) represent nine expansions, the total number of coefficients in it is equal to twenty seven.

The formula (40.1) can be abbreviated in the following way:

\[[ \mathbf{e}_i, \mathbf{e}_j] = \sum_{k=1}^{3} C^k_{ij} \mathbf{e}_k. \tag{40.2} \]

Let’s apply the theorem 19.1 on the uniqueness of the expansion of a vector in a basis to the expansions of $[\mathbf{e}_i, \mathbf{e}_j]$ in (40.1) or in (40.2). As a result we can formulate the following theorem.

**Theorem 40.1.** Each basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ in the space $\mathbb{E}$ is associated with a collection of twenty seven constants $C^k_{ij}$ which are determined uniquely by this basis through the expansions (40.2).

**Definition 40.1.** The constants $C^k_{ij}$, which are uniquely de-
terminated by a basis \( e_1, e_2, e_3 \) through the expansions (40.2), are called the *structural constants of the vector product* in this basis.

The structural constants of the vector product are similar to the components of the Gram matrix for a basis \( e_1, e_2, e_3 \) (see Definition 29.2). But they are more numerous and form a three index array with two lower indices and one upper index. For this reason they cannot be placed into a matrix.

§ 41. Calculation of the vector product through the coordinates of vectors in a skew-angular basis.

Let \( e_1, e_2, e_3 \) be some skew-angular basis. According to the definition 29.1 the term *skew-angular basis* in this book is used as a synonym of an arbitrary basis. Let’s choose some arbitrary vectors \( a \) and \( b \) in the space \( \mathbb{E} \) and consider their expansions

\[
a = \sum_{i=1}^{3} a^i e_i, \quad b = \sum_{j=1}^{3} b^j e_j
\]

(41.1)

in the basis \( e_1, e_2, e_3 \). Substituting (41.1) into the vector product \( [a, b] \), we get the following formula:

\[
[a, b] = \left[ \sum_{i=1}^{3} a^i e_i, \sum_{j=1}^{3} b^j e_j \right].
\]

(41.2)

In order to transform the formula (41.2) we apply the properties 2) and 5) of the vector product (see Theorems 39.1 and 39.2). Due to these properties we can bring the summation signs over \( i \) and \( j \) outside the brackets of the vector product:

\[
[a, b] = \sum_{i=1}^{3} \sum_{j=1}^{3} [a^i e_i, b^j e_j].
\]

(41.3)

Now let’s apply the properties 3) and 6) from the theorems 39.1 and 39.2. Due to these properties we can bring the numeric
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factors $a^i$ and $b^j$ outside the brackets of the vector product (41.3):

$$[a, b] = \sum_{i=1}^{3} \sum_{j=1}^{3} a^i b^j [e_i, e_j].$$  (41.4)

The vector products $[e_i, e_j]$ in the formula (41.4) can be replaced by their expansions (40.2). Upon substituting (40.2) into (41.4) the formula (41.4) is written as follows:

$$[a, b] = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j C_{ij}^k e_k.$$  (41.5)

**Definition 41.1.** The formula (41.5) is called the formula for calculating the vector product through the coordinates of vectors in a skew-angular basis.

§ 42. Structural constants of the vector product in an orthonormal basis.

Let’s recall that an orthonormal basis (ONB) in the space $\mathbb{E}$ is a basis composed by three unit vectors perpendicular to each other (see Definition 31.3). By their orientation, triples of non-coplanar vectors in the space $\mathbb{E}$ are subdivided into right and left triples (see Definition 34.4). Therefore all bases in the space $\mathbb{E}$ are subdivided into right bases and left bases, which applies to orthonormal bases as well.

Let’s consider some right orthonormal basis $e_1, e_2, e_3$. It is shown in Fig. 42.1. Using the definition 35.1, one can calculate various pairwise vector products of the vectors composing this basis. Since the geometry of a right
ONB is rather simple, we can perform these calculations up to an explicit result and compose the multiplication table for $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$:

$$
\begin{align*}
[\mathbf{e}_1, \mathbf{e}_1] &= 0, & [\mathbf{e}_1, \mathbf{e}_2] &= \mathbf{e}_3, & [\mathbf{e}_1, \mathbf{e}_3] &= -\mathbf{e}_2, \\
[\mathbf{e}_2, \mathbf{e}_1] &= -\mathbf{e}_3, & [\mathbf{e}_2, \mathbf{e}_2] &= 0, & [\mathbf{e}_2, \mathbf{e}_3] &= \mathbf{e}_1, \\
[\mathbf{e}_3, \mathbf{e}_1] &= \mathbf{e}_2, & [\mathbf{e}_3, \mathbf{e}_2] &= -\mathbf{e}_1, & [\mathbf{e}_3, \mathbf{e}_3] &= 0.
\end{align*}
$$

Let’s choose the first of the relationships (42.1) and write its right hand side in the form of an expansion in the basis $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$:

$$
[\mathbf{e}_1, \mathbf{e}_1] = 0\mathbf{e}_1 + 0\mathbf{e}_2 + 0\mathbf{e}_3.
$$

Let’s compare the expansion (42.2) with the expansion (40.1) written for the case $i = 1$ and $j = 1$:

$$
[\mathbf{e}_1, \mathbf{e}_1] = C^{1}_{11}\mathbf{e}_1 + C^{2}_{11}\mathbf{e}_2 + C^{3}_{11}\mathbf{e}_3.
$$

Due to the uniqueness of the expansion of a vector in a basis (see Theorem 19.1) from (42.2) and (42.3) we derive

$$
C^{1}_{11} = 0, \quad C^{2}_{11} = 0, \quad C^{3}_{11} = 0.
$$

Now let’s choose the second relationship (42.1) and write its right hand side in the form of an expansion in the basis $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$:

$$
[\mathbf{e}_1, \mathbf{e}_2] = 0\mathbf{e}_1 + 0\mathbf{e}_2 + 1\mathbf{e}_3.
$$

Comparing (42.5) with the expansion (40.1) written for the case $i = 1$ and $j = 2$, we get the values of the following constants:

$$
C^{1}_{12} = 0, \quad C^{2}_{12} = 0, \quad C^{3}_{12} = 1.
$$

Repeating this procedure for all relationships (42.1), we can get the complete set of relationships similar to (42.4) and (42.6).
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Then we can organize them into a single list:

\[ C_{11}^1 = 0, \quad C_{11}^2 = 0, \quad C_{11}^3 = 0, \]
\[ C_{12}^1 = 0, \quad C_{12}^2 = 0, \quad C_{12}^3 = 1, \]
\[ C_{13}^1 = 0, \quad C_{13}^2 = -1, \quad C_{13}^3 = 0, \]
\[ C_{21}^1 = 0, \quad C_{21}^2 = 0, \quad C_{21}^3 = -1, \]
\[ C_{22}^1 = 0, \quad C_{22}^2 = 0, \quad C_{22}^3 = 0, \]
\[ C_{23}^1 = 1, \quad C_{23}^2 = 0, \quad C_{23}^3 = 0, \]
\[ C_{31}^1 = 0, \quad C_{31}^2 = 1, \quad C_{31}^3 = 0, \]
\[ C_{32}^1 = -1, \quad C_{32}^2 = 0, \quad C_{32}^3 = 1, \]
\[ C_{33}^1 = 0, \quad C_{33}^2 = 0, \quad C_{33}^3 = 0. \]

The formulas (42.7) determine all of the 27 structural constants of the vector product in a right orthonormal basis. Let’s write this result as a theorem.

**Theorem 42.1.** For any right orthonormal basis \( e_1, e_2, e_3 \) in the space \( E \) the structural constants of the vector product are determined by the formulas (42.7).

**Theorem 42.2.** For any left orthonormal basis \( e_1, e_2, e_3 \) in the space \( E \) the structural constants of the vector product are derived from (42.7) by changing signs «+» for «−» and vise versa.

**Exercise 42.1.** Draw a left orthonormal basis and, applying the definition 35.1 to the pairwise vector products of the basis vectors, derive the relationships analogous to (42.1). Then prove the theorem 42.2.

§ 43. Levi-Civita symbol.

Let’s examine the formulas (42.7) for the structural constants of the vector product in a right orthonormal basis. One can
easily observe the following pattern in them:

\[ C^k_{ij} = 0 \text{ if there are coinciding values of the indices } i, j, k. \] (43.1)

The condition (43.1) describes all of the cases where the structural constants in (42.7) do vanish. The cases where \( C^k_{ij} = 1 \) are described by the condition

\[ C^k_{ij} = 1 \text{ if the indices } i, j, k \text{ take the values } (1, 2, 3), (2, 3, 1), \text{ or } (3, 1, 2). \] (43.2)

Finally, the cases where \( C^k_{ij} = -1 \) are described by the condition

\[ C^k_{ij} = -1 \text{ if the indices } i, j, k \text{ take the values } (1, 3, 2), (3, 2, 1), \text{ or } (2, 1, 3). \] (43.3)

The triples of numbers in (43.2) and (43.3) constitute the complete set of various permutations of the numbers 1, 2, 3:

\[
(1, 2, 3), \quad (2, 3, 1), \quad (3, 1, 2), \\
(1, 3, 2), \quad (3, 2, 1), \quad (2, 1, 3).
\] (43.4)

The first three permutations in (43.4) are called **even permutations**. They are produced from the right order of the numbers 1, 2, 3 by applying an even number of pairwise transpositions to them. Indeed, we have

\[
(1, 2, 3); \\
(1, 2, 3) \xrightarrow{1} (2, 1, 3) \xrightarrow{2} (2, 3, 1); \\
(1, 2, 3) \xrightarrow{1} (1, 3, 2) \xrightarrow{2} (3, 1, 2).
\]

The rest three permutations in (43.4) are called **odd permutations**. In the case of these three permutations we have

\[
(1, 2, 3) \xrightarrow{1} (1, 3, 2);
\]
(1, 2, 3) \rightarrow (3, 2, 1); \\
(1, 2, 3) \rightarrow (2, 1, 3).

**Definition 43.1.** The permutations (43.4) constitute a set, which is usually denoted through $S_3$. If $\sigma \in S_3$, then $(-1)^\sigma$ means the parity of the permutation $\sigma$:

$$(-1)^\sigma = \begin{cases} 
1 & \text{if the permutation } \sigma \text{ is even;} \\
-1 & \text{if the permutation } \sigma \text{ is odd.}
\end{cases}$$

Zeros, unities, and minus unities from (43.1), (43.2), and (43.3) are usually united into a single numeric array:

$$\varepsilon_{ijk} = \varepsilon_{ijk} = \begin{cases} 
0 & \text{if there are coinciding values of the indices } i, j, k; \\
1 & \text{if the values of the indices } i, j, k \\
& \text{form an even permutation of the numbers } 1, 2, 3; \\
-1 & \text{if the values of the indices } i, j, k \\
& \text{form an odd permutation of the numbers } 1, 2, 3.
\end{cases}$$

**Definition 43.2.** The numeric array $\varepsilon$ determined by the formula (43.5) is called the Levi-Civita symbol.

When writing the components of the Levi-Civita symbol either three upper indices or three lower indices are used. Thus we emphasize the equity of all these three indices. Placing indices on different levels in the Levi-Civita symbol is nor welcome. Summarizing what was said above, the formulas (43.1), (43.2), and (43.3) are written as follows:

$$C_{ij}^k = \varepsilon_{ijk}.$$  \hspace{1cm} (43.6)

**Theorem 43.1.** For any right orthonormal basis $e_1, e_2, e_3$ the
structural constants of the vector product in such a basis are determined by the equality (43.6).

In the case of a left orthonormal basis we have the theorem 42.2. It yields the equality

$$C^k_{ij} = -\varepsilon^{ijk}.$$  \hspace{1cm} (43.7)

**Theorem 43.2.** For any left orthonormal basis $e_1, e_2, e_3$ the structural constants of the vector product in such a basis are determined by the equality (43.7).

Note that the equalities (43.6) and (43.7) violate the index setting rule given in the definition 24.9. The matter is that the structural constants of the vector product $C^k_{ij}$ are the components of a geometric object. The places of their indices are determined by the index setting convention, which is known as Einstein’s tensorial notation (see Definition 20.1). As for the Levi-Civita symbol, it is an array of purely algebraic origin.

The most important property of the Levi-Civita symbol is its *complete skew symmetry* or *complete antisymmetry*. It is expressed by the following equalities:

$$\varepsilon_{ijk} = -\varepsilon_{jik}, \quad \varepsilon_{ijk} = -\varepsilon_{ikj}, \quad \varepsilon_{ijk} = -\varepsilon_{kji},$$
$$\varepsilon^{ijk} = -\varepsilon^{jik}, \quad \varepsilon^{ijk} = -\varepsilon^{ikj}, \quad \varepsilon^{ijk} = -\varepsilon^{kji}.$$  \hspace{1cm} (43.8)

The equalities (43.8) mean that under the transposition of any two indices the quantity $\varepsilon_{ijk} = \varepsilon^{ijk}$ changes its sign. These equalities are easily derived from (43.5).

§ 44. Calculation of the vector product through the coordinates of vectors in an orthonormal basis.

Let’s recall that the term *skew-angular basis* in this book is used as a synonym of an arbitrary basis (see Definition 29.1). Let $e_1, e_2, e_3$ be a right orthonormal basis. It can be treated as a
special case of a skew-angular basis. Substituting (43.6) into the
formula (41.5), we obtain the formula

\[ [\mathbf{a}, \mathbf{b}] = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j \varepsilon_{ijk} \mathbf{e}_k. \]  

(44.1)

Here \( a^i \) and \( b^j \) are the coordinates of the vectors \( \mathbf{a} \) and \( \mathbf{b} \) in the
basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3. \)

In order to simplify the formulas (44.1) note that the majority
components of the Levi-Civita symbol are equal to zero. Only
six of its twenty seven components are nonzero. Applying the
formula (43.5), we can bring the formula (44.1) to

\[ [\mathbf{a}, \mathbf{b}] = a^1 b^2 \mathbf{e}_3 + a^2 b^3 \mathbf{e}_1 + a^3 b^1 \mathbf{e}_2 - \\
- a^2 b^1 \mathbf{e}_3 - a^3 b^2 \mathbf{e}_1 - a^1 b^3 \mathbf{e}_2. \]  

(44.2)

Upon collecting similar terms the formula (44.2) yields

\[ [\mathbf{a}, \mathbf{b}] = \mathbf{e}_1 (a^2 b^3 - a^3 b^2) - \\
- \mathbf{e}_2 (a^1 b^3 - a^3 b^1) + \mathbf{e}_3 (a^1 b^2 - a^2 b^1). \]  

(44.3)

Now from the formula (44.3) we derive

\[ [\mathbf{a}, \mathbf{b}] = \mathbf{e}_1 \begin{vmatrix} a^2 & a^3 \\ b^2 & b^3 \end{vmatrix} - \mathbf{e}_2 \begin{vmatrix} a^1 & a^3 \\ b^1 & b^3 \end{vmatrix} + \mathbf{e}_3 \begin{vmatrix} a^1 & a^2 \\ b^1 & b^2 \end{vmatrix}. \]  

(44.4)

In deriving the formula (44.4) we used the formula for the
determinant of a 2 \( \times \) 2 matrix (see [7]).

Note that the right hand side of the formula (44.4) is the
expansion of the determinant of a 3 \( \times \) 3 matrix by its first row
(see [7]). Therefore this formula can be written as:

\[ [\mathbf{a}, \mathbf{b}] = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ a^1 & a^2 & a^3 \\ b^1 & b^2 & b^3 \end{vmatrix}. \]  

(44.5)
Here \( a^1, a^2, a^3 \) and \( b^1, b^2, b^3 \) are the coordinates of the vectors \( \mathbf{a} \) and \( \mathbf{b} \) in the basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \). They fill the second and the third rows in the determinant (44.5).

**Definition 44.1.** The formulas (44.1) and (44.5) are called the *formulas for calculating the vector product through the coordinates of vectors in a right orthonormal basis*.

Let’s proceed to the case of a left orthonormal basis. In this case the structural constants of the vector product are given by the formula (43.7). Substituting (43.7) into (41.5), we get

\[
[a, b] = -3 \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j \varepsilon_{ijk} \mathbf{e}_k.
\] (44.6)

Then from (44.6) we derive the formula

\[
[a, b] = \left| \begin{array}{ccc}
\mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\
a^1 & a^2 & a^3 \\
b^1 & b^2 & b^3
\end{array} \right|.
\] (44.7)

**Definition 44.2.** The formulas (44.6) and (44.7) are called the *formulas for calculating the vector product through the coordinates of vectors in a left orthonormal basis*.

**§ 45. Mixed product.**

**Definition 45.1.** The *mixed product* of three free vectors \( \mathbf{a}, \mathbf{b}, \) and \( \mathbf{c} \) is a number obtained as the scalar product of the vector \( \mathbf{a} \) by the vector product of \( \mathbf{b} \) and \( \mathbf{c} \):

\[
(a, b, c) = (a, [b, c]).
\] (45.1)

As we see in the formula (45.1), the mixed product has three multiplicands. They are separated from each other by
Commas. Commas are the multiplication signs in writing the mixed product, not by themselves, but together with the round brackets surrounding the whole expression.

Commas and brackets in writing the mixed product are natural delimiters for multiplicands: the first multiplicand is an expression between the opening bracket and the first comma, the second multiplicand is an expression placed between two commas, and the third multiplicand is an expression between the second comma and the closing bracket. Therefore in complicated expressions no auxiliary delimiters are required. For example, in

$$(a + b, c + d, e + f)$$

the sums $a + b$, $c + d$, and $e + f$ are calculated first, then the mixed product itself is calculated.

§ 46. Calculation of the mixed product through the coordinates of vectors in an orthonormal basis.

The formula (45.1) reduces the calculation of the mixed product to successive calculations of the vectorial and scalar products. In the case of the vectorial and scalar products we already have rather efficient formulas for calculating them through the coordinates of vectors in an orthonormal basis.

Let $e_1, e_2, e_3$ be a right orthonormal basis and let $a, b, c$ be free vectors given by their coordinates in this basis:

$$a = \begin{bmatrix} a^1 \\ a^2 \\ a^3 \end{bmatrix}, \quad b = \begin{bmatrix} b^1 \\ b^2 \\ b^3 \end{bmatrix}, \quad c = \begin{bmatrix} c^1 \\ c^2 \\ c^3 \end{bmatrix}.$$ (46.1)

Let’s denote $d = [b, c]$. Then the formula (45.1) is written as

$$(a, b, c) = (a, d).$$ (46.2)

In order to calculate the vector $d = [b, c]$ we apply the formula
(44.1) which now is written as follows:

$$d = \sum_{k=1}^{3} \left( \sum_{i=1}^{3} \sum_{j=1}^{3} b^i c^j \varepsilon_{ijk} \right) e_k. \quad (46.3)$$

The formula (46.3) is an expansion of the vector \(d\) in the basis \(e_1, e_2, e_3\). Hence the coefficients in this expansion should coincide with the coordinates of the vector \(d\):

$$d^k = \sum_{i=1}^{3} \sum_{j=1}^{3} b^i c^j \varepsilon_{ijk}. \quad (46.4)$$

The next step consists in using the coordinates of the vector \(d\) from (46.4) for calculating the scalar product in the right hand side of the formula (46.2). The formula (33.3) now is written as

$$(a, d) = \sum_{k=1}^{3} a^k d^k. \quad (46.5)$$

Let’s substitute (46.4) into (46.5) and take into account (46.2). As a result we get the formula

$$(a, b, c) = \sum_{i=1}^{3} a^k \left( \sum_{i=1}^{3} \sum_{j=1}^{3} b^i c^j \varepsilon_{ijk} \right). \quad (46.6)$$

Expanding the right hand side of the formula (46.6) and changing the order of summations in it, we bring it to

$$(a, b, c) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} b^i c^j \varepsilon_{ijk} a^k. \quad (46.7)$$

Note that the right hand side of the formula (46.7) differs from that of the formula (44.1) by changing \(a^i\) for \(b^i\), changing \(b^j\) for
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c^i, and changing e_k for a^k. For this reason the formula (46.7) can be brought to the following form analogous to (44.5):

\[
(a, b, c) = \begin{vmatrix}
a^1 & a^2 & a^3 \\
b^1 & b^2 & b^3 \\
c^1 & c^2 & c^3 \\
\end{vmatrix}.
\] (46.8)

Another way for transforming the formula (46.7) is the use of the complete antisymmetry of the Levi-Civita symbol (43.8). Applying this property, we derive the identity \( \varepsilon_{ijk} = \varepsilon_{kij} \). Due to this identity, upon changing the order of multiplicands and redesignating the summation indices in the right hand side of the formula (46.7), we can bring this formula to the following form:

\[
(a, b, c) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k \varepsilon_{ijk}. \] (46.9)

**Definition 46.1.** The formulas (46.8) and (46.9) are called the formulas for calculating the mixed product through the coordinates of vectors in a right orthonormal basis.

The coordinates of the vectors \( a, b, \) and \( c \) used in the formulas (46.8) and (46.9) are taken from (46.1).

Let’s proceed to the case of a left orthonormal basis. Analogs of the formulas (46.8) and (46.9) for this case are obtained by changing the sign in the formulas (46.8) and (46.9):

\[
(a, b, c) = -\begin{vmatrix}
a^1 & a^2 & a^3 \\
b^1 & b^2 & b^3 \\
c^1 & c^2 & c^3 \\
\end{vmatrix}.
\] (46.10)

\[
(a, b, c) = -\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k \varepsilon_{ijk}. \] (46.11)
Definition 46.2. The formulas \((46.10)\) and \((46.11)\) are called the formulas for calculating the mixed product through the coordinates of vectors in a left orthonormal basis.

The formulas \((46.10)\) and \((46.11)\) can be derived using the theorem 42.2 or comparing the formulas \((43.6)\) and \((43.7)\).

§ 47. Properties of the mixed product.

Theorem 47.1. The mixed product possesses the following four properties which are fulfilled for any four vectors \(a, b, c, d\) and for any number \(\alpha\):

1) \((a, b, c) = -(a, c, b)\), 
   \((a, b, c) = -(a, b, a)\), 
   \((a, b, c) = -(b, a, c)\);

2) \((a + b, c, d) = (a, c, d) + (b, c, d)\);

3) \((\alpha a, c, d) = \alpha (a, c, d)\);

4) \((a, b, c) = 0\) if and only if the vectors \(a, b, c\) are coplanar.

Definition 47.1. The property 1) expressed by three equalities in the theorem 47.1 is called the property of complete skew symmetry or complete antisymmetry, the properties 2) and 3) are called the properties of linearity with respect to the first multiplier, the property 4) is called the vanishing condition.

Proof of the theorem 47.1. The first of the three equalities composing the property of complete antisymmetry 1) follows from the formula \((45.1)\) and the theorems 39.1 and 28.1:

\[(a, b, c) = (a, [b, c]) = (a, -[c, b]) = -(a, [c, b]) = -(a, c, b).\]

The other two equalities entering the property 1) cannot be derived in this way. Therefore we need to use the formula \((46.8)\). Transposition of two vectors in the left hand side of this formula corresponds to the transposition of two rows in the determinant in the right hand side of this formula. It is well known that the
transposition of any two rows in a determinant changes its sign. This observation proves all of the three equalities composing the property of complete antisymmetry for the mixed product.

The properties of linearity 2) and 3) of the mixed product in the theorem 47.1 are derived from the corresponding properties of the scalar and vectorial products due to the formula (45.1):

\[
(a + b, c, d) = (a + b, [c, d]) = (a, [c, d]) + (b, [c, d]) = (a, c, d) + (b, c, d),
\]

\[
(\alpha a, c, d) = (\alpha a, [c, d]) = \alpha (a, [c, d]) = \alpha (a, c, d).
\]

Let’s proceed to proving the fourth property of the mixed product in the theorem 47.1. Assume that the vectors \(a, b,\) and \(c\) are coplanar. In this case they are parallel to some plane \(\alpha\) in the space \(\mathbb{E}\) and one can choose their geometric realizations lying on this plane \(\alpha\). If \(b \parallel c\), then the vector product \(d = [b, c]\) is nonzero and perpendicular to the plane \(\alpha\). As for the vector \(a\), it is parallel to this plane. Hence \(d \perp a\), which yields the equalities \((a, b, c) = (a, [b, c]) = (a, d) = 0\).

If \(b \parallel c\), then the vector product \([b, c]\) is equal to zero and the equality \((a, b, c) = 0\) is derived from \([b, c] = 0\) with use of the initial formula (45.1) for the scalar product.

Now, conversely, assume that \((a, b, c) = 0\). If \(b \parallel c\), then the vectors \(a, b,\) and \(c\) determine not more than two directions in the space \(\mathbb{E}\). For any two lines in this space always there is a plane to which these lines are parallel. In this case the vectors \(a, b,\) and \(c\) are coplanar regardless to the equality \((a, b, c) = 0\).

If \(b \parallel c\), then \(d = [b, c] \neq 0\). Choosing geometric realizations of the vectors \(b\) and \(c\) with some common initial point \(O\), we easily build a plane \(\alpha\) comprising both of these geometric realizations. The vector \(d \neq 0\) in perpendicular to this plane \(\alpha\). Then from \((a, b, c) = (a, [b, c]) = (a, d) = 0\) we derive \(a \perp d\), which yields \(a \parallel \alpha\). The vectors \(b\) and \(c\) are also parallel to the plane \(\alpha\) since their geometric realizations lie on this plane.
Hence all of the three vectors \( \mathbf{a} \), \( \mathbf{b} \), and \( \mathbf{c} \) are parallel to the plane \( \alpha \), which means that they are coplanar. The theorem 47.1 is completely proved. □

**Theorem 47.2.** Apart from the properties 1)–4), the mixed product possesses the following four properties which are fulfilled for any four vectors \( \mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d} \) and for any number \( \alpha \):

5) \((\mathbf{c}, \mathbf{a} + \mathbf{b}, \mathbf{d}) = (\mathbf{c}, \mathbf{a}, \mathbf{d}) + (\mathbf{c}, \mathbf{b}, \mathbf{d})\);

6) \((\mathbf{c}, \alpha \mathbf{a}, \mathbf{d}) = \alpha (\mathbf{c}, \mathbf{a}, \mathbf{d})\);

7) \((\mathbf{c}, \mathbf{d}, \mathbf{a} + \mathbf{b}) = (\mathbf{c}, \mathbf{d}, \mathbf{a}) + (\mathbf{c}, \mathbf{d}, \mathbf{b})\);

8) \((\mathbf{c}, \mathbf{d}, \alpha \mathbf{a}) = \alpha (\mathbf{c}, \mathbf{d}, \mathbf{a})\).

**Definition 47.2.** The properties 5) and 6) in the theorem 47.2 are called the properties of linearity with respect to the second multiplicand, the properties 7) and 8) are called the properties of linearity with respect to the third multiplicand.

The property 5) is derived from the property 2) in the theorem 47.1 in the following way:

\[
(\mathbf{c}, \mathbf{a} + \mathbf{b}, \mathbf{d}) = -(\mathbf{a} + \mathbf{b}, \mathbf{c}, \mathbf{d}) = -( (\mathbf{a}, \mathbf{c}, \mathbf{d}) + (\mathbf{b}, \mathbf{c}, \mathbf{d}) ) = \\
= -(\mathbf{a}, \mathbf{c}, \mathbf{d}) - (\mathbf{b}, \mathbf{c}, \mathbf{d}) = (\mathbf{c}, \mathbf{a}, \mathbf{d}) + (\mathbf{c}, \mathbf{b}, \mathbf{d}).
\]

The property 1) from this theorem is also used in the above calculations. As for the properties 6), 7), and 8) in the theorem 47.2, they are also easily derived from the properties 2) and 3) with the use of the property 1). Indeed, we have

\[
(\mathbf{c}, \alpha \mathbf{a}, \mathbf{d}) = -(\alpha \mathbf{a}, \mathbf{c}, \mathbf{d}) = -\alpha (\mathbf{a}, \mathbf{c}, \mathbf{d}) = \alpha (\mathbf{c}, \mathbf{a}, \mathbf{d}),
\]

\[
(\mathbf{c}, \mathbf{d}, \mathbf{a} + \mathbf{b}) = -(\mathbf{a} + \mathbf{b}, \mathbf{d}, \mathbf{c}) = -( (\mathbf{a}, \mathbf{d}, \mathbf{c}) + (\mathbf{b}, \mathbf{d}, \mathbf{c}) ) = \\
= -(\mathbf{a}, \mathbf{d}, \mathbf{c}) - (\mathbf{b}, \mathbf{d}, \mathbf{c}) = (\mathbf{c}, \mathbf{d}, \mathbf{a}) + (\mathbf{c}, \mathbf{d}, \mathbf{b}),
\]

\[
(\mathbf{c}, \mathbf{d}, \alpha \mathbf{a}) = -(\alpha \mathbf{a}, \mathbf{d}, \mathbf{c}) = -\alpha (\mathbf{a}, \mathbf{d}, \mathbf{c}) = \alpha (\mathbf{c}, \mathbf{d}, \mathbf{a}).
\]

The calculations performed prove the theorem 47.2.
§ 48. The concept of the oriented volume.

Let \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) be a right triple of non-coplanar vectors in the space \( \mathbb{E} \). Let’s consider their mixed product \( (\mathbf{a}, \mathbf{b}, \mathbf{c}) \). Due to the item 4) from the theorem 47.1 the non-coplanarity of the vectors \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) means \( (\mathbf{a}, \mathbf{b}, \mathbf{c}) \neq 0 \), which in turn due to (45.1) implies \( [\mathbf{b}, \mathbf{c}] \neq 0 \).

Due to the item 4) from the theorem 39.1 the non-vanishing condition \( [\mathbf{b}, \mathbf{c}] \neq 0 \) means \( \mathbf{b} \not\parallel \mathbf{c} \). Let’s build the geometric realizations of the non-collinear vectors \( \mathbf{b} \) and \( \mathbf{c} \) at some common initial point \( O \) and denote them \( \mathbf{b} = \overrightarrow{OB} \) and \( \mathbf{c} = \overrightarrow{OC} \). Then we build the geometric realization of the vector \( \mathbf{a} \) at the same initial point \( O \) and denote it through \( \mathbf{a} = \overrightarrow{OA} \). Let’s complement the vectors \( \overrightarrow{OA}, \overrightarrow{OB}, \) and \( \overrightarrow{OC} \) up to a skew-angular parallelepiped as shown in Fig. 48.1.

Let’s denote \( \mathbf{d} = [\mathbf{b}, \mathbf{c}] \). The vector \( \mathbf{d} \) is perpendicular to the base plane of the parallelepiped, its length is calculated by the formula \( |\mathbf{d}| = |\mathbf{b}| |\mathbf{c}| \sin \alpha \). It is easy to see that the length of \( \mathbf{d} \) coincides with the base area of our parallelepiped, i.e. with the area of the parallelogram built on the vectors \( \mathbf{b} \) and \( \mathbf{c} \):

\[
S = |\mathbf{d}| = |\mathbf{b}| |\mathbf{c}| \sin \alpha. \tag{48.1}
\]

**Theorem 48.1.** For any two vectors the length of their vector product coincides with the area of the parallelogram built on these two vectors.

The fact formulated in the theorem 48.1 is known as the geometric interpretation of the vector product.
Now let’s return to Fig. 48.1. Applying the formula (45.1), for the mixed product \((\mathbf{a}, \mathbf{b}, \mathbf{c})\) we derive

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = (\mathbf{a}, [\mathbf{b}, \mathbf{c}]) = (\mathbf{a}, \mathbf{d}) = |\mathbf{a}| |\mathbf{d}| \cos \varphi. \tag{48.2}
\]

Note that \(|\mathbf{a}| \cos \varphi\) is the length of the segment \([OF]\), which coincides with the length of \([AH]\). The segment \([AH]\) is parallel to the segment \([OF]\) and to the vector \(\mathbf{d}\), which is perpendicular to the base plane of the skew-angular parallelepiped shown in Fig. 48.1. Hence the segment \([AH]\) represents the height of this parallelepiped and we have the formula

\[
h = |AH| = |\mathbf{a}| \cos \varphi. \tag{48.3}
\]

Now from (48.1), (48.3), and (48.2) we derive

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = S h = V, \tag{48.4}
\]

i.e. the mixed product \((\mathbf{a}, \mathbf{b}, \mathbf{c})\) in our case coincides with the volume of the skew-angular parallelepiped built on the vectors \(\mathbf{a}, \mathbf{b}, \text{ and } \mathbf{c}\).

In the general case the value of the mixed product of three non-coplanar vectors \(\mathbf{a}, \mathbf{b}, \mathbf{c}\) can be either positive or negative, while the volume of a parallelepiped is always positive. Therefore in the general case the formula (48.4) should be written as

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = \begin{cases} 
V, & \text{if } \mathbf{a}, \mathbf{b}, \mathbf{c} \text{ is a right triple of vectors;} \\
-V, & \text{if } \mathbf{a}, \mathbf{b}, \mathbf{c} \text{ is a left triple of vectors.} 
\end{cases} \tag{48.5}
\]

**Definition 48.1.** The oriented volume of an ordered triple of non-coplanar vectors is a quantity which is equal to the volume of the parallelepiped built on these vectors in the case where these vectors form a right triple and which is equal to the volume of
this parallelepiped taken with the minus sign in the case where these vectors form a left triple.

The formula (48.5) can be written as a theorem.

**Theorem 48.2.** The mixed product of any triple of non-coplanar vectors coincides with their oriented volume.

**Definition 48.2.** If $e_1, e_2, e_3$ is a basis in the space $E$, then the oriented volume of the triple of vectors $e_1, e_2, e_3$ is called the oriented volume of this basis.

---

**§ 49. Structural constants of the mixed product.**

Let $e_1, e_2, e_3$ be some basis in the space $E$. Let’s consider various mixed products composed by the vectors of this basis:

$$c_{ijk} = (e_i, e_j, e_k). \quad (49.1)$$

**Definition 49.1.** For any basis $e_1, e_2, e_3$ in the space $E$ the quantities $c_{ijk}$ given by the formula (49.1) are called the structural constants of the mixed product in this basis.

The formula (49.1) is similar to the formula (29.6) for the components of the Gram matrix. However, the structural constants of the mixed product $c_{ijk}$ in (49.1) constitute a three index array which cannot be laid into a matrix.

An important property of the structural constants $c_{ijk}$ is their complete skew symmetry or complete antisymmetry. This property is expressed by the following equalities:

$$c_{ijk} = -c_{jik}, \quad c_{ijk} = -c_{ikj}, \quad c_{ijk} = -c_{kji}. \quad (49.2)$$

The relationships (49.2) mean that under the transposition of any two indices the quantity $c_{ijk}$ changes its sign. These relationships are easily derived from (43.5) by applying the item 1) from the theorem 47.1 to the right hand side of (49.1).
The following relationships are an immediate consequence of the property of complete antisymmetry of the structural constants of the mixed product $c_{ijk}$:

\[ c_{iik} = -c_{iik}, \quad c_{ijj} = -c_{ijj}, \quad c_{iji} = -c_{iji}, \quad (49.3) \]

They are derived by substituting $j = i$, $k = j$, and $k = i$ into (49.2). From the relationships (49.3) the vanishing condition for the structural constants $c_{ijk}$ is derived:

\[ c_{ijk} = 0, \text{ if there are coinciding values of the indices } i, j, k. \quad (49.4) \]

Now assume that the values of the indices $i, j, k$ do not coincide. In this case, applying the relationships (49.2), we derive

\[ c_{ijk} = c_{123} \text{ if the indices } i, j, k \text{ take the values } (1, 2, 3), (2, 3, 1), \text{ or } (3, 1, 2); \quad (49.5) \]

\[ c_{ijk} = -c_{123} \text{ if the indices } i, j, k \text{ take the values } (1, 3, 2), (3, 2, 1), \text{ or } (2, 1, 3). \quad (49.6) \]

The next step consists in comparing the relationships (49.4), (49.5), and (49.6) with the formula (43.5) that determines the Levi-Civita symbol $\varepsilon_{ijk}$. Such a comparison yields

\[ c_{ijk} = c_{123} \varepsilon_{ijk}. \quad (49.7) \]

Note that $c_{123} = (e_1, e_2, e_3)$. This formula follows from (49.1). Therefore the formula (49.7) can be written as

\[ c_{ijk} = (e_1, e_2, e_3) \varepsilon_{ijk}. \quad (49.8) \]

**Theorem 49.1.** In an arbitrary basis $e_1, e_2, e_3$ the structural constants of the mixed product are expressed by the formula (49.8) through the only one constant — the oriented volume of the basis.
§ 50. Calculation of the mixed product through the coordinates of vectors in a skew-angular basis.

Let \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) be a skew-angular basis in the space \( \mathbb{E} \). Let’s recall that the term skew-angular basis in this book is used as a synonym of an arbitrary basis (see Definition 29.1). Let \( \mathbf{a}, \mathbf{b}, \) and \( \mathbf{c} \) be free vectors given by their coordinates in the basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \):

\[
\begin{align*}
\mathbf{a} &= \begin{pmatrix} a^1 \\ a^2 \\ a^3 \end{pmatrix}, & \mathbf{b} &= \begin{pmatrix} b^1 \\ b^2 \\ b^3 \end{pmatrix}, & \mathbf{c} &= \begin{pmatrix} c^1 \\ c^2 \\ c^3 \end{pmatrix}.
\end{align*}
\] (50.1)

The formulas (50.1) mean that we have the expansions

\[
\mathbf{a} = \sum_{i=1}^{3} a^i \mathbf{e}_i, \quad \mathbf{b} = \sum_{j=1}^{3} b^j \mathbf{e}_j, \quad \mathbf{c} = \sum_{k=1}^{3} c^k \mathbf{e}_k.
\] (50.2)

Let’s substitute (50.2) into the mixed product \((\mathbf{a}, \mathbf{b}, \mathbf{c})\):

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = \left( \sum_{i=1}^{3} a^i \mathbf{e}_i, \sum_{j=1}^{3} b^j \mathbf{e}_j, \sum_{k=1}^{3} c^k \mathbf{e}_k \right).
\] (50.3)

In order to transform the formula (50.3) we apply the properties of the mixed product 2), 5), and 7) from the theorems 47.1 and 47.2. Due to these properties we can bring the summation signs over \( i, j, \) and \( k \) outside the brackets of the mixed product:

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} (a^i \mathbf{e}_i, b^j \mathbf{e}_j, c^k \mathbf{e}_k).
\] (50.4)

Now we apply the properties 3), 6), 8) from the theorems 47.1 and 47.2. Due to these properties we can bring the numeric factors \( a^i, b^j, c^k \) outside the brackets of the mixed product (50.4):

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k (\mathbf{e}_i, \mathbf{e}_j, \mathbf{e}_k).
\] (50.5)
The quantities \((\mathbf{e}_i, \mathbf{e}_j, \mathbf{e}_k)\) are structural constants of the mixed product in the basis \(\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3\) (see (49.1)). Therefore the formula (50.5) can be written as follows:

\[
(a, b, c) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k c_{ijk}. \tag{50.6}
\]

Let's substitute (49.8) into (50.6) and take into account that the oriented volume \((\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\) does not depend on the summation indices \(i, j, k\). Therefore the oriented volume \((\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\) can be brought outside the sums as a common factor:

\[
(a, b, c) = (\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3) \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k \varepsilon_{ijk}. \tag{50.7}
\]

Note that the formula (50.7) differs from the formula (46.9) only by the extra factor \((\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\) in its right hand side. As for the formula (46.9), it is brought to the form (46.8) by applying the properties of the Levi-Civita symbol \(\varepsilon_{ijk}\) only. For this reason the formula (50.7) can be brought to the following form:

\[
(a, b, c) = (\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3) \begin{vmatrix} a^1 & a^2 & a^3 \\ b^1 & b^2 & b^3 \\ c^1 & c^2 & c^3 \end{vmatrix}. \tag{50.8}
\]

**Definition 50.1.** The formulas (50.6), (50.7), and (50.8) are called the formulas for calculating the mixed product through the coordinates of vectors in a skew-angular basis.

**§ 51. The relation of structural constants of the vectorial and mixed products.**

The structural constants of the mixed product are determined by the formula (49.1). Let's apply the formula (45.1) in order to
transform (49.1). As a result we get the formula
\[ c_{ijk} = (e_i, [e_j, e_k]). \] (51.1)

Now we can apply the formula (40.2). Let’s write it as follows:
\[ [e_j, e_k] = \sum_{q=1}^{3} C_{jk}^{q} e_q. \] (51.2)

Substituting (51.2) into (51.1) and taking into account the properties 5) and 6) from the theorem 28.2, we derive
\[ c_{ijk} = \sum_{q=1}^{3} C_{jk}^{q} (e_i, e_q). \] (51.3)

Let’s apply the formulas (29.6) and (30.1) to (51.3) and bring the formula (51.3) to the form
\[ c_{ijk} = \sum_{q=1}^{3} C_{jk}^{q} g_{q i}. \] (51.4)

The following formula is somewhat more beautiful:
\[ c_{ijk} = \sum_{q=1}^{3} C_{ij}^{q} g_{q k}. \] (51.5)

In order to derive the formula (51.5) we apply the identity \( c_{ijk} = c_{jki} \) to the left hand side of the formula (51.4). This identity is derived from (49.2). Then we perform the cyclic redesignation of indices \( i \rightarrow k \rightarrow j \rightarrow i \).

The formula (51.5) is the first formula relating the structural constants of the vectorial and mixed products. It is important from the theoretical point of view, but this formula is of little
use practically. Indeed, it expresses the structural constants of the mixed product through the structural constants of the vector product. But for the structural constants of the mixed product we already have the formula (49.8) which is rather efficient. As for the structural constants of the vector product, we have no formula yet, except the initial definition (40.2). For this reason we need to invert the formula (51.5) and express $C^q_{ij}$ through $c_{ijk}$.

In order to reach this goal we need some auxiliary information on the Gram matrix.

**Theorem 51.1.** The Gram matrix $G$ of any basis in the space $\mathbb{E}$ is non-degenerate, i.e. its determinant is nonzero: $\det G \neq 0$.

**Theorem 51.2.** For any basis $e_1, e_2, e_3$ in the space $\mathbb{E}$ the determinant of the Gram matrix $G$ is equal to the square of the oriented volume of this basis:

$$\det G = (e_1, e_2, e_3)^2. \quad (51.6)$$

The theorem 51.1 follows from the theorem 51.2. Indeed, a basis is a triple of non-coplanar vectors. From the non-coplanarity of the vectors $e_1, e_2, e_3$ due to item 4) of the theorem 47.1 we get $(e_1, e_2, e_3) \neq 0$. Then the formula (51.6) yields

$$\det G > 0, \quad (51.7)$$

while the theorem 51.1 follows from the inequality (51.7).

I will not prove the theorem 51.2 right now at this place. This theorem is proved below in §56.

Let’s proceed to deriving consequences from the theorem 51.1. It is known that each non-degenerate matrix has an inverse matrix (see [7]). Let’s denote through $G^{-1}$ the matrix inverse to the Gram matrix $G$. In writing the components of the matrix $G^{-1}$ the following convention is used. Let’s proceed to deriving consequences from the theorem 51.1. It is known that each non-degenerate matrix has an inverse matrix (see [7]). Let’s
denote through $G^{-1}$ the matrix inverse to the Gram matrix $G$. In writing the components of the matrix $G^{-1}$ the following convention is used. Let’s proceed to deriving consequences from the theorem 51.1. It is known that each non-degenerate matrix has an inverse matrix (see [7]). Let’s denote through $G^{-1}$ the matrix inverse to the Gram matrix $G$. In writing the components of the matrix $G^{-1}$ the following convention is used.

**Definition 51.1.** For denoting the components of the matrix $G^{-1}$ inverse to the Gram matrix $G$ the same symbol $g$ as for the components of the matrix $G$ itself is used, but the components of the *inverse Gram matrix* are enumerated with two upper indices:

$$G^{-1} = \begin{vmatrix} g^{11} & g^{12} & g^{13} \\ g^{21} & g^{22} & g^{23} \\ g^{31} & g^{32} & g^{33} \end{vmatrix}$$

(51.8)

The matrices $G$ and $G^{-1}$ are inverse to each other. Their product in any order is equal to the unit matrix:

$$G \cdot G^{-1} = 1, \quad G^{-1} \cdot G = 1.$$  

(51.9)

From the regular course of algebra we know that each of the equalities (51.9) fixes the matrix $G^{-1}$ uniquely once the matrix $G$ is given (see. [7]). Now we apply the matrix transposition operation to both sides of the matrix equalities (51.9):

$$(G \cdot G^{-1})^\top = 1^\top = 1.$$  

(51.10)

Then we use the identity $(A \cdot B)^\top = B^\top \cdot A^\top$ from the exercise 29.2 in order to transform the formula (51.10) and take into account the symmetry of the matrix $G$ (see Theorem 30.1):

$$(G^{-1})^\top \cdot G^\top = (G^{-1})^\top \cdot G = 1.$$  

(51.11)
The rest is to compare the equality (51.11) with the second matrix equality (51.9). This yields

\[(G^{-1})^\top = G^{-1}\]  \hspace{1cm} (51.12)

The formula (51.12) can be written as a theorem.

**Theorem 51.3.** For any basis \(e_1, e_2, e_3\) in the space \(E\) the matrix \(G^{-1}\) inverse to the Gram matrix of this basis is symmetric.

In terms of the matrix components of the matrix (51.7) the equality (51.12) is written as an equality similar to (30.1):

\[g_{ij} = g_{ji}.\]  \hspace{1cm} (51.13)

The second equality (51.9) is written as the following relationships for the components of the matrices (51.8) and (29.7):

\[\sum_{k=1}^{3} g^{sk} g_{kq} = \delta^s_q.\]  \hspace{1cm} (51.14)

Here \(\delta^s_q\) is the Kronecker symbol defined by the formula (23.3).

Using the symmetry identities (51.13) and (30.1), we write the relationship (51.14) in the following form:

\[\sum_{k=1}^{3} g_{qk} g^{ks} = \delta^s_q.\]  \hspace{1cm} (51.15)

Now let’s multiply both sides of the equality (51.5) by \(g^{ks}\) and then perform summation over \(k\) in both sides of this equality:

\[\sum_{k=1}^{3} c_{ijk} g^{ks} = \sum_{k=1}^{3} \sum_{q=1}^{3} C^q_{ij} g_{qk} g^{ks}.\]  \hspace{1cm} (51.16)

If we take into account the identity (51.15), then we can bring
§52. Effectivization of the formulas for calculating vectorial and mixed products.

Let’s consider the formula (29.8) for calculating the scalar product in a skew-angular basis. Apart from the coordinates of the formula (51.16) to the following form:

\[ \sum_{k=1}^{3} c_{ijk} g^{ks} = \sum_{q=1}^{3} C_{ij}^{q} \delta_{qs}, \tag{51.17} \]

When summing over \( q \) in the right hand side of the equality (51.17) the index \( q \) runs over three values 1, 2, 3. Then the Kronecker symbol \( \delta_{qs} \) takes the values 0 and 1, the value 1 is taken only once when \( q = s \). This means that only one of three summands in the right hand side of (51.17) is nonzero. This nonzero summand is equal to \( C_{ij}^{s} \). Hence the formula (51.17) can be written in the following form:

\[ \sum_{k=1}^{3} c_{ijk} g^{ks} = C_{ij}^{s}. \tag{51.18} \]

Let’s change the symbol \( k \) for \( q \) and the symbol \( s \) for \( k \) in (51.18). Then we transpose left and right hand sides of this formula:

\[ C_{ij}^{k} = \sum_{q=1}^{3} c_{ijq} g^{qk}. \tag{51.19} \]

The formula (51.19) is the second formula relating the structural constants of the vectorial and mixed products. On the base of the relationships (51.5) and (51.19) we formulate a theorem.

**Theorem 51.4.** For any basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) in the space \( \mathbb{E} \) the structural constants of the vectorial and mixed products in this basis are related to each other in a one-to-one manner by means of the formulas (51.5) and (51.19).
vectors, this formula uses the components of the Gram matrix (29.7). In order to get the components of this matrix one should calculate the mutual scalar products of the basis vectors (see formula (29.6)), for this purpose one should measure their lengths and the angles between them (see Definition 26.1). No other geometric constructions are required. For this reason the formula (29.8) is recognized to be effective.

Now let’s consider the formula (41.5) for calculating the vector product in a skew-angular basis. This formula uses the structural constants of the vector product which are defined by means of the formula (40.2). According to this formula, in order to calculate the structural constants one should calculate the vector products \([e_i, e_j]\) in its left hand side. For this purpose one should construct the normal vectors (perpendiculars) to the planes given by various pairs of basis vectors \(e_i, e_j\). (see Definition 35.1).

Upon calculating the vector products \([e_i, e_j]\) one should expand them in the basis \(e_1, e_2, e_3\), which require some auxiliary geometric constructions (see formula (18.4) and Fig. 18.1). For this reason the efficiency of the formula (41.5) is much less than the efficiency of the formula (29.8).

And finally we consider the formula (50.7) for calculating the mixed product in a skew-angular basis. In order to apply this formula one should know the value of the mixed product of the three basis vectors \((e_1, e_2, e_3)\). It is called the oriented volume of a basis (see Definition 48.2). Due to the theorem 48.2 and the definition 48.1 for this purpose one should calculate the volume of the skew-angular parallelepiped built on the basis vectors \(e_1, e_2, e_3\). In order to calculate the volume of this parallelepiped one should know its base area and its height. The area of its base is effectively calculated by the lengths of two basis vectors and the angle between them (see formula (48.1)). As for the height of the parallelepiped, in order to find it one should drop a perpendicular from one of its vertices to its base plane. Since we need such an auxiliary geometric construction, the formula (50.7) is less effective as compared to the formula (29.8) in the case of
§ 52. EFFECTIVIZATION OF THE FORMULAS...

the scalar product.

In order to make the formulas (41.5) and (50.7) effective we use the formula (51.6). It leads to the following relationship:

\[(e_1, e_2, e_3) = \pm \sqrt{\det G}.\]  (52.1)

The sign in (52.1) is determined by the orientation of a basis:

\[(e_1, e_2, e_3) = \begin{cases} 
\sqrt{\det G} & \text{if the basis } e_1, e_2, e_3 \\
-\sqrt{\det G} & \text{if the basis } e_1, e_2, e_3 
\end{cases}\]  (52.2)

Let’s substitute the expression (52.1) into the formula for the mixed product (50.7). As a result we get

\[(a, b, c) = \pm \sqrt{\det G} \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^i b^j c^k \varepsilon_{ijk}.\]  (52.3)

Similarly, substituting (52.1) into the formula (50.8), we get

\[(a, b, c) = \pm \sqrt{\det G} \begin{vmatrix} a^1 & a^2 & a^3 \\
b^1 & b^2 & b^3 \\
c^1 & c^2 & c^3 \end{vmatrix}.\]  (52.4)

**Definition 52.1.** The formulas (52.3) and (52.4) are called the effectivized formulas for calculating the mixed product through the coordinates of vectors in a skew-angular basis.

In the case of the formula (41.5), in order to make it effective we need the formulas (49.8) and (51.19). Substituting the expression (52.1) into these formulas, we obtain

\[c_{ijk} = \pm \sqrt{\det G} \varepsilon_{ijk},\]  (52.5)

\[C_{ij}^k = \pm \sqrt{\det G} \sum_{q=1}^{3} \varepsilon_{ijq} g^{qk}.\]  (52.6)
Definition 52.2. The formulas (52.5) and (52.6) are called the effectivized formulas for calculating the structural constants of the mixed and vectorial products.

Now let’s substitute the formula (52.6) into (41.5). This leads to the following formula for the vector product:

\[ [\mathbf{a}, \mathbf{b}] = \pm \sqrt{\det G} \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{q=1}^{3} a^i b^j \varepsilon_{ijq} g^{qk} e_k. \] (52.7)

Definition 52.3. The formula (52.7) is called the effectivized formula for calculating the vector product through the coordinates of vectors in a skew-angular basis.

§ 53. Orientation of the space.

Let’s consider the effectivized formulas (52.1), (52.3), (52.4), (52.5), (52.6), and (52.7) from § 52. Almost all information on a basis in these formulas is given by the Gram matrix G. The Gram matrix arising along with the choice of a basis reflects an important property of the space E — its metric.

Definition 53.1. The metric of the space E is its structure (its feature) that consists in possibility to measure the lengths of segments and the numeric values of angles in it.

The only non-efficiency remaining in the effectivized formulas (52.1), (52.3), (52.4), (52.5), (52.6), and (52.7) is the choice of sign in them. As was said above, the sign in these formulas is determined by the orientation of a basis (see formula (52.2)). There is absolutely no possibility to determine the orientation of a basis through the information comprised in its Gram matrix. The matter is that the mathematical space E described by Euclid’s axioms (see [6]), comprises the possibility to distinguish a pair of bases with different orientations from a pair of bases with coinciding orientations. However, it does not contain any reasons for to prefer bases with one of two possible orientations.
The concept of right triple of vectors (see Definition 34.2) and the possibility to distinguish right triples of vectors from left ones is due to the presence of people, it is due to their ability to observe vectors and compare their rotation with the rotation of clock hands. Is there a fundamental asymmetry between left and right not depending on the presence of people and on other non-fundamental circumstances? Is the space fundamentally oriented? This is a question on the nature of the physical space $\mathbb{E}$. Some research in the field of elementary particle physics says that such an asymmetry does exist. As for me, as the author of this book I cannot definitely assert that this problem is finally resolved.

§ 54. Contraction formulas.

Contraction formulas is a collection of four purely algebraic identities relating the Levi-Civita symbol and the Kronecker symbol with each other.

**Theorem 54.1.** The Levi-Civita symbol and the Kronecker symbol are related by the first contraction formula

$$\varepsilon^{mnp} \varepsilon_{ijk} = \begin{vmatrix} \delta^m_i & \delta^m_j & \delta^m_k \\ \delta^n_i & \delta^n_j & \delta^n_k \\ \delta^p_i & \delta^p_j & \delta^p_k \end{vmatrix}.$$  \hspace{1cm} (54.1)

**Proof.** Let’s denote through $f_{ijk}^{mnp}$ the right hand side of the first contraction formula (54.1). The transposition of any two lower indices in $f_{ijk}^{mnp}$ is equivalent to the corresponding transposition of two columns in the matrix (54.1). It is known that the transposition of two columns of a matrix results in changing the sign of its determinant. This yield the following relationships for the quantities $f_{ijk}^{mnp}$:

$$f_{ijk}^{mnp} = -f_{jik}^{mnp}, \quad f_{ijk}^{mnp} = -f_{ikj}^{mnp}, \quad f_{ijk}^{mnp} = -f_{kji}^{mnp}.$$  \hspace{1cm} (54.2)
The relationships (54.2) are analogous to the relationships (49.2). Repeating the considerations used in § 49 when deriving the formulas (49.4), (49.5), (49.6), from the formula (54.2) we derive

\[
f_{ijk}^{mnp} = \begin{cases} 
0 & \text{if there are coinciding values of the indices } i, j, k; \\
f_{123}^{mnp} & \text{if the values of the indices } i, j, k \\
& \text{form an even permutation of the numbers } 1, 2, 3; \\
-f_{123}^{mnp}, & \text{if the values of the indices } i, j, k \\
& \text{form an odd permutation of the numbers } 1, 2, 3.
\end{cases} 
\] (54.3)

Let’s compare the formula (54.3) with the formula (43.5) defining the Levi-Civita symbol. Such a comparison yields

\[
f_{ijk}^{mnp} = f_{123}^{mnp} \varepsilon_{ijk}. 
\] (54.4)

Like the initial quantities \( f_{ijk}^{mnp} \), the factor \( f_{123}^{mnp} \) in (54.4) is defined as the determinant of a matrix:

\[
f_{123}^{mnp} = \begin{vmatrix} 
\delta_1^m & \delta_2^m & \delta_3^m \\
\delta_1^n & \delta_2^n & \delta_3^n \\
\delta_1^p & \delta_2^p & \delta_3^p 
\end{vmatrix}. 
\] (54.5)

Transposition of any pair of the upper indices in \( f_{123}^{mnp} \) is equivalent to the corresponding transposition of rows in the matrix (54.5). Again we know that the transposition of any two rows of a matrix changes the sign of its determinant. Hence we derive the following relationships for the quantities (54.5):

\[
f_{123}^{mnp} = -f_{123}^{mnp}, \quad f_{123}^{mnp} = -f_{123}^{mnp}, \quad f_{123}^{mnp} = -f_{123}^{mnp} 
\] (54.6)

The relationships (54.6) are analogous to the relationships (54.2), which are analogous to (49.2). Repeating the considerations used
in §49, from the relationships (54.6) we immediately derive the formula analogous to the formula (54.3):

\[
f_{123}^{mnp} = \begin{cases} 
0 & \text{if there are coinciding values of the indices } m, n, p; \\
 f_{123}^{123} & \text{if the values of the indices } m, n, p \\
- f_{123}^{123} & \text{if the values of the indices } m, n, p 
\end{cases}
\]

(54.7)

Let’s compare the formula (54.7) with the formula (43.5) defining the Levi-Civita symbol. This comparison yields

\[
f_{123}^{mnp} = f_{123}^{123} \varepsilon^{mnp}.
\]

(54.8)

Let’s combine the formulas (54.4) and (54.8), i.e. we substitute (54.8) into (54.4). This substitution leads to the formula

\[
f_{ijk}^{mnp} = f_{123}^{123} \varepsilon^{mnp} \varepsilon_{ijk}.
\]

(54.9)

Now we need to calculate the coefficient \( f_{123}^{123} \) in the formula (54.9). Let’s recall that the quantity \( f_{ijk}^{mnp} \) was defined as the right hand side of the formula (54.1). Therefore we can write

\[
f_{ijk}^{mnp} = \begin{vmatrix} 
\delta^m_i & \delta^m_j & \delta^m_k \\
\delta^n_i & \delta^n_j & \delta^n_k \\
\delta^p_i & \delta^p_j & \delta^p_k 
\end{vmatrix}
\]

(54.10)

and substitute \( i = m = 1, j = n = 2, k = p = 3 \) into (54.10):

\[
f_{123}^{123} = \begin{vmatrix} 
\delta^1_1 & \delta^1_2 & \delta^1_3 \\
\delta^2_1 & \delta^2_2 & \delta^2_3 \\
\delta^3_1 & \delta^3_2 & \delta^3_3 
\end{vmatrix} = \begin{vmatrix} 
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 
\end{vmatrix} = 1.
\]

(54.11)
Taking into account the value of the coefficient \( f_{123} \) given by the formula (54.11), we can transform the formula (54.9) to

\[
f^{mnp}_{ijk} = \varepsilon^{mnp} \varepsilon_{ijk}.
\]  

(54.12)

Now the required contraction formula (54.1) is obtained as a consequence of (54.10) and (54.12). The theorem 54.1 is proved. □

**Theorem 54.2.** The Levi-Civita symbol and the Kronecker symbol are related by the second contraction formula

\[
\sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} = \begin{vmatrix} \delta^{m}_{i} & \delta^{m}_{j} & \delta^{m}_{k} \\ \delta_{i}^{n} & \delta_{j}^{n} & \delta_{k}^{n} \\ \delta_{i} & \delta_{j} & 1 \end{vmatrix}.
\]

(54.13)

**Proof.** The second contraction formula (54.13) is derived from the first contraction formula (54.1). For this purpose we substitute \( p = k \) into the formula (54.1) and take into account that \( \delta^{k}_{k} = 1 \). This yields the formula

\[
\varepsilon^{mnk} \varepsilon_{ijk} = \begin{vmatrix} \delta^{m}_{i} & \delta^{m}_{j} & \delta^{m}_{k} \\ \delta_{i}^{n} & \delta_{j}^{n} & \delta_{k}^{n} \\ \delta_{i}^{k} & \delta_{j}^{k} & 1 \end{vmatrix}.
\]

(54.14)

Let’s insert the summation over \( k \) to both sides of the formula (54.14). As a result we get the formula

\[
\sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} = \sum_{k=1}^{3} \begin{vmatrix} \delta^{m}_{i} & \delta^{m}_{j} & \delta^{m}_{k} \\ \delta_{i}^{n} & \delta_{j}^{n} & \delta_{k}^{n} \\ \delta_{i}^{k} & \delta_{j}^{k} & 1 \end{vmatrix}.
\]

(54.15)

The left hand side of the obtained formula (54.15) coincides with the left hand side of the second contraction formula (54.13) to be proved. For this reason below we transform the right hand side of the formula (54.15) only. Let’s expand the determinant in
§54. CONTRACTION FORMULAS.

the formula (54.15) by its last row:

\[
\sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} = \sum_{k=1}^{3} \left( \delta_i^k \begin{vmatrix} \delta_j^m & \delta_k^m \\ \delta_j^n & \delta_k^n \end{vmatrix} - \delta_j^k \begin{vmatrix} \delta_i^m & \delta_k^m \\ \delta_i^n & \delta_k^n \end{vmatrix} + \begin{vmatrix} \delta_i^m & \delta_j^m \\ \delta_i^n & \delta_j^n \end{vmatrix} \right). \tag{54.16}
\]

The summation over \( k \) in the right hand side of the formula (54.16) applies to all of the three terms enclosed in the round brackets. Expanding these brackets, we get

\[
\sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} = \sum_{k=1}^{3} \delta_i^k \begin{vmatrix} \delta_j^m & \delta_k^m \\ \delta_j^n & \delta_k^n \end{vmatrix} - \sum_{k=1}^{3} \delta_j^k \begin{vmatrix} \delta_i^m & \delta_k^m \\ \delta_i^n & \delta_k^n \end{vmatrix} + \sum_{k=1}^{3} \begin{vmatrix} \delta_i^m & \delta_j^m \\ \delta_i^n & \delta_j^n \end{vmatrix}. \tag{54.17}
\]

The first sum in the right hand side of (54.17) contains the factor \( \delta_i^k \). In performing the summation cycle over \( k \) this factor appears to be nonzero only once when \( k = i \). For this reason only one summand of the first sum does actually survive. In this term \( k = i \). Similarly, in the second sum also only one its term does actually survive, in this term \( k = j \). As for the last sum in the right hand side of (54.17), the expression being summed does not depend on \( k \). Therefore it triples upon calculating this sum. Taking into account that \( \delta_i^i = \delta_j^j = 1 \), we get

\[
\sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} = \begin{vmatrix} \delta_j^m & \delta_i^m \\ \delta_j^n & \delta_i^n \end{vmatrix} - \begin{vmatrix} \delta_i^m & \delta_j^m \\ \delta_i^n & \delta_j^n \end{vmatrix} + 3 \begin{vmatrix} \delta_i^m & \delta_j^m \\ \delta_i^n & \delta_j^n \end{vmatrix}. \]

The first determinant in the right hand side of the above formula differs from two others by the transposition of its columns. If we perform this transposition once more, it changes its sign and
we get a formula with three coinciding determinants. Then, collecting the similar terms, we derive

\[
\sum_{k=1}^{3} \varepsilon^{m n k} \varepsilon_{i j k} = (-1 - 1 + 3) \begin{vmatrix} \delta^m_i & \delta^m_j \\ \delta^n_i & \delta^n_j \end{vmatrix}.
\] (54.18)

Now it is easy to see that the formula (54.18) leads to the required formula (54.13). The theorem 54.2 is proved. □

**Theorem 54.3.** *The Levi-Civita symbol and the Kronecker symbol are related by the third contraction formula*

\[
\sum_{j=1}^{3} \sum_{k=1}^{3} \varepsilon^{m j k} \varepsilon_{i j k} = 2 \delta^m_i.
\] (54.19)

**Proof.** The third contraction formula (54.19) is derived from the second contraction formula (54.13). For this purpose let’s substitute \( n = j \) into the formula (54.13), take into account that \( \delta^j_j = 1 \), and insert the summation over \( j \) into both sides of the obtained equality. This yields the formula

\[
\sum_{j=1}^{3} \sum_{k=1}^{3} \varepsilon^{m j k} \varepsilon_{i j k} = \sum_{j=1}^{3} \left| \begin{array}{cc} \delta^m_i & \delta^m_j \\ \delta^n_i & \delta^n_j \end{array} \right| = \sum_{j=1}^{3} (\delta^m_i - \delta^m_j \delta^j_i).
\]

Upon expanding the brackets the sum over \( j \) in the right hand side of the above formula can be calculated explicitly:

\[
\sum_{j=1}^{3} \sum_{k=1}^{3} \varepsilon^{m j k} \varepsilon_{i j k} = \sum_{j=1}^{3} \delta^m_i - \sum_{j=1}^{3} \delta^m_j \delta^j_i = 3 \delta^m_i - \delta^m_i = 2 \delta^m_i.
\]

It is easy to see that the calculations performed prove the formula (54.19) and the theorem 54.3 in whole. □
§ 55. AND THE JACOBI IDENTITY.

**Theorem 54.4.** The Levi-Civita symbol and the Kronecker symbol are related by the fourth contraction formula

$$\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \varepsilon^{ijk} \varepsilon_{ijk} = 6. \quad (54.20)$$

**Proof.** The fourth contraction formula (54.20) is derived from the third contraction formula (54.19). For this purpose we substitute $m = i$ into (54.19) and insert the summation over $i$ into both sides of the obtained equality. This yields

$$\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \varepsilon^{ijk} \varepsilon_{ijk} = 2 \sum_{i=1}^{3} \delta^{i}_{i} = 2 \sum_{i=1}^{3} 1 = 2 \cdot 3 = 6.$$ 

The above calculations prove the formula (54.20), which completes the proof of the theorem 54.4. \(\square\)

§ 55. The triple product expansion formula and the Jacobi identity.

**Theorem 55.1.** For any triple of free vectors $a$, $b$, and $c$ in the space $E$ the following identity is fulfilled:

$$[a, [b, c]] = b(a, c) - c(a, b), \quad (55.1)$$

which is known as the triple product expansion formula\(^1\).

**Proof.** In order to prove the identity (55.1) we choose some right orthonormal basis $e_1, e_2, e_3$ in the space $E$ and let’s expand the vectors $a$, $b$, and $c$ in this basis:

$$a = \sum_{i=1}^{3} a^i e_i, \quad b = \sum_{j=1}^{3} b^j e_j, \quad c = \sum_{k=1}^{3} c^k e_k. \quad (55.2)$$

\(^1\) In Russian literature the triple product expansion formula is known as the double vectorial product formula or the «BAC minus CAB» formula.
Let’s denote $d = [b, c]$ and use the formula (44.1) for to calculate the vector $d$. We write this formula as

$$d = \sum_{k=1}^{3} \left( \sum_{i=1}^{3} \sum_{j=1}^{3} b^i c^j \varepsilon_{ijk} \right) e_k. \quad (55.3)$$

The formula (55.3) is the expansion of the vector $d$ in the basis $e_1, e_2, e_3$. Therefore we can get its coordinates:

$$d^k = \sum_{i=1}^{3} \sum_{j=1}^{3} b^i c^j \varepsilon_{ijk}. \quad (55.4)$$

Now we again apply the formula (44.1) in order to calculate the vector $[a, [b, c]] = [a, d]$. In this case we write it as follows:

$$[a, d] = \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{k=1}^{3} a^m d^k \varepsilon_{mkn} e_n. \quad (55.5)$$

Substituting (55.4) into the formula (55.5), we get

$$[a, d] = \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{k=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \varepsilon_{ijk} \varepsilon_{mkn} e_n =$$

$$= \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \left( \sum_{k=1}^{3} \varepsilon_{ijk} \varepsilon_{mkn} \right) e_n. \quad (55.6)$$

The upper or lower position of indices in the Levi-Civita symbol does not matter (see (43.5)). Therefore, taking into account (43.8), we can write $\varepsilon_{mkn} = \varepsilon^{mkn} = -\varepsilon^{mnk}$ and bring the formula (55.6) to the following form:

$$[a, d] = - \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \left( \sum_{k=1}^{3} \varepsilon^{mnk} \varepsilon_{ijk} \right) e_n. \quad (55.7)$$
The sum enclosed in the round brackets in (55.7) coincides with the left hand side of the second contraction formula (54.13). Applying (54.13), we continue transforming the formula (55.7):

\[
[a, d] = - \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \begin{vmatrix} \delta^m_i & \delta^m_j \\ \delta^n_i & \delta^n_j \end{vmatrix} e_n = \\
= \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j (\delta^n_i \delta^m_j - \delta^m_i \delta^n_j) e_n = \\
= \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \delta^n_i \delta^m_j e_n - \\
- \sum_{n=1}^{3} \sum_{m=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} a^m b^i c^j \delta^n_i \delta^m_j e_n = \\
= \sum_{i=1}^{3} \sum_{j=1}^{3} a^j b^i c^j e_i - \sum_{i=1}^{3} \sum_{j=1}^{3} a^i b^i c^j e_j.
\]

The result obtained can be written as follows:

\[
[a, [b, c]] = \left( \sum_{j=1}^{3} a^j c^j \right) \left( \sum_{i=1}^{3} b^i e_i \right) - \left( \sum_{i=1}^{3} a^i b^i \right) \left( \sum_{j=1}^{3} c^j e_j \right).
\]

Mow let’s recall that the scalar product in an orthonormal basis is calculated by the formula (33.3). The formula (33.3) is easily recognized within the above relationship. Taking into account this formula, we get the equality

\[
[a, [b, c]] = (a, c) \sum_{i=1}^{3} b^i e_i - (a, b) \sum_{j=1}^{3} c^j e_j.
\]

In order to bring (55.8) to the ultimate form (55.1) it is sufficient to find the expansions of the form (55.2) for \( b \) and \( c \) within the
above formula \((55.8)\). As a result the formula \((55.8)\) takes the form \([\mathbf{a}, [\mathbf{b}, \mathbf{c}]] = (\mathbf{a}, \mathbf{c}) \mathbf{b} - (\mathbf{a}, \mathbf{b}) \mathbf{c}\), which in essential coincides with \((55.1)\). The theorem 55.1 is proved. □

**Theorem 55.2.** For any triple of free vectors \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\) in the space \(\mathbb{E}\) the Jacobi identity is fulfilled:

\[
[\mathbf{a}, [\mathbf{b}, \mathbf{c}]] + [\mathbf{b}, [\mathbf{c}, \mathbf{a}]] + [\mathbf{c}, [\mathbf{a}, \mathbf{b}]] = 0. \tag{55.9}
\]

**Proof.** The Jacoby identity \((55.9)\) is easily derived with the use of the triple product expansion formula \((55.1)\):

\[
[\mathbf{a}, [\mathbf{b}, \mathbf{c}]] = \mathbf{b} (\mathbf{a}, \mathbf{c}) - \mathbf{c} (\mathbf{a}, \mathbf{b}). \tag{55.10}
\]

Let’s twice perform the cyclic redesignation of vectors \(\mathbf{a} \rightarrow \mathbf{b} \rightarrow \mathbf{c} \rightarrow \mathbf{a}\) in the above formula \((55.10)\). This yields

\[
[\mathbf{b}, [\mathbf{c}, \mathbf{a}]] = \mathbf{c} (\mathbf{b}, \mathbf{a}) - \mathbf{a} (\mathbf{b}, \mathbf{c}), \tag{55.11}
\]

\[
[\mathbf{c}, [\mathbf{a}, \mathbf{b}]] = \mathbf{a} (\mathbf{c}, \mathbf{b}) - \mathbf{b} (\mathbf{c}, \mathbf{a}). \tag{55.12}
\]

By adding the above three equalities \((55.10), (55.11),\) and \((55.12)\) in the left hand side we get the required expression \([\mathbf{a}, [\mathbf{b}, \mathbf{c}]] + [\mathbf{b}, [\mathbf{c}, \mathbf{a}]] + [\mathbf{c}, [\mathbf{a}, \mathbf{b}]]\), while th right hand side of the resulting equality vanishes. The theorem 55.2 is proved. □

§ 56. The product of two mixed products.

**Theorem 56.1.** For any six free vectors \(\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{x}, \mathbf{y},\) and \(\mathbf{z}\) in the space \(\mathbb{E}\) the following formula for the product of two mixed products \((\mathbf{a}, \mathbf{b}, \mathbf{c})\) and \((\mathbf{x}, \mathbf{y}, \mathbf{z})\) is fulfilled:

\[
(\mathbf{a}, \mathbf{b}, \mathbf{c}) (\mathbf{x}, \mathbf{y}, \mathbf{z}) = \begin{vmatrix}
(\mathbf{a}, \mathbf{x}) & (\mathbf{b}, \mathbf{x}) & (\mathbf{c}, \mathbf{x}) \\
(\mathbf{a}, \mathbf{y}) & (\mathbf{b}, \mathbf{y}) & (\mathbf{c}, \mathbf{y}) \\
(\mathbf{a}, \mathbf{z}) & (\mathbf{b}, \mathbf{z}) & (\mathbf{c}, \mathbf{z})
\end{vmatrix}. \tag{56.1}
\]
In order to prove the formula (56.1) we need two properties of the matrix determinants which are known as the *linearity with respect to a row* and the *linearity with respect to a column* (see [7]). The first of them can be expressed by the formula

\[
\sum_{i=1}^{r} \alpha_i \begin{vmatrix}
  x_1^1 & \cdots & x_n^1 \\
  \vdots & \ddots & \vdots \\
  x_1^k(i) & \cdots & x_n^k(i) \\
  \vdots & \ddots & \vdots \\
  x_1^n & \cdots & x_n^n
\end{vmatrix} = \sum_{i=1}^{r} \alpha_i x_1^k(i) \cdots \sum_{i=1}^{r} \alpha_i x_n^k(i) .
\]

**Lemma 56.1.** If the \( k \)-th row of a square matrix is a linear combination of some \( r \) rows (non necessarily coinciding with the other rows of this matrix), then the determinant of such a matrix is equal to a linear combination of \( r \) separate determinants.

The linearity with respect to a column is formulated similarly.

**Lemma 56.2.** If the \( k \)-th column of a square matrix is a linear combination of some \( r \) columns (non necessarily coinciding with the other columns of this matrix), then the determinant of such a matrix is equal to a linear combination of \( r \) separate determinants.

I do not write the formula illustrating the lemma 56.2 since it does not fit the width of a page in this book. This formula can be obtained from the above formula by transposing the matrices in both its sides.

**Proof of the theorem 56.1.** Let \( e_1, e_2, e_3 \) be some right orthonormal basis in the space \( \mathbb{E} \). Assume that the vectors \( a, b, c, x, y, \) and \( z \) are given by their coordinates in this basis. Let’s denote through \( L \) the left hand side of the formula (56.1):

\[
L = (a, b, c) (x, y, z) .
\]
In order to calculate $L$ we apply the formula (46.9). In the case of the vectors $\mathbf{a}$, $\mathbf{b}$, $\mathbf{c}$ the formula (46.9) yields

$$ (\mathbf{a}, \mathbf{b}, \mathbf{c}) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} a^{i} b^{j} c^{k} \varepsilon_{ijk}. \quad (56.3) $$

In the case of the vectors $\mathbf{x}$, $\mathbf{y}$, $\mathbf{z}$ the formula (46.9) is written as

$$ (\mathbf{x}, \mathbf{y}, \mathbf{z}) = \sum_{m=1}^{3} \sum_{n=1}^{3} \sum_{p=1}^{3} x^{m} y^{n} z^{p} \varepsilon^{mnp}. \quad (56.4) $$

Note that raising indices of the Levi-Civita symbol in (56.4) does not change its values (see (43.5)). Now, multiplying the formulas (56.3) and (56.4), we obtain the formula for $L$:

$$ L = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{m=1}^{3} \sum_{n=1}^{3} \sum_{p=1}^{3} a^{i} b^{j} c^{k} x^{m} y^{n} z^{p} \varepsilon^{mnp} \varepsilon_{ijk}. \quad (56.5) $$

The product $\varepsilon^{mnp} \varepsilon_{ijk}$ in (56.5) can be replaced by the matrix determinant taken from the first contraction formula (54.1):}

$$ L = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{m=1}^{3} \sum_{n=1}^{3} \sum_{p=1}^{3} a^{i} b^{j} c^{k} x^{m} y^{n} z^{p} \varepsilon^{mnp} \varepsilon_{ijk}. \quad (56.6) $$

The next step consists in applying the lemmas 56.1 and 56.2 in order to transform the formula (56.6). Applying the lemma 56.2, we bring the sum over $i$ and the associated factor $a^{i}$ into the first column of the determinant. Similarly, we bring the sum over $j$ and the factor $b^{j}$ into the second column, and finally, we bring the sum over $k$ and its associated factor $c^{k}$ into the third column of the determinant. Then we apply the lemma 56.1 in order to distribute the sums over $m$, $n$, and $p$ to the rows of the determinant.
determinant. Simultaneously, we distribute the associated factors $x^m$, $y^n$, and $z^p$ to the rows of the determinant. As a result of our efforts we get the following formula:

$$L = \begin{vmatrix}
3 \sum_{i=1}^{3} a^i x^m \delta_i^m & 3 \sum_{j=1}^{3} b^j x^m \delta_j^m & 3 \sum_{k=1}^{3} c^k x^m \delta_k^m \\
3 \sum_{i=1}^{3} a^i y^n \delta_i^n & 3 \sum_{j=1}^{3} b^j y^n \delta_j^n & 3 \sum_{k=1}^{3} c^k y^n \delta_k^n \\
3 \sum_{i=1}^{3} a^i z^p \delta_i^p & 3 \sum_{j=1}^{3} b^j z^p \delta_j^p & 3 \sum_{k=1}^{3} c^k z^p \delta_k^p
\end{vmatrix}.$$  

Due to the Kronecker symbols the double sums in the above formula are reduced to single sums:

$$L = \begin{vmatrix}
\sum_{i=1}^{3} a^i x^i & \sum_{j=1}^{3} b^j x^j & \sum_{k=1}^{3} c^k x^k \\
\sum_{i=1}^{3} a^i y^i & \sum_{j=1}^{3} b^j y^j & \sum_{k=1}^{3} c^k y^k \\
\sum_{i=1}^{3} a^i z^i & \sum_{j=1}^{3} b^j z^j & \sum_{k=1}^{3} c^k z^k
\end{vmatrix}. \quad (56.7)$$

Let’s recall that our basis $e_1, e_2, e_3$ is orthonormal. The scalar product in such a basis is calculated according to the formula (33.3). Comparing (33.3) with (56.7), we see that all of the sums within the determinant (56.7) are scalar products of vectors:

$$L = \begin{vmatrix}
(a, x) & (b, x) & (c, x) \\
(a, y) & (b, y) & (c, y) \\
(a, z) & (b, z) & (c, z)
\end{vmatrix}. \quad (56.8)$$
Now the formula (56.1) follows from the formulas (56.2) and (56.8). The theorem 56.1 is proved. □

The formula (56.1) is valuable for us not by itself, but due to its consequences. Assume that \( e_1, e_2, e_3 \) is some arbitrary basis. Let’s substitute \( a = e_1, b = e_2, c = e_3, x = e_1, y = e_2, z = e_3 \) into the formula (56.1). As a result we obtain

\[
(e_1, e_2, e_3)^2 = \begin{vmatrix}
(e_1, e_1) & (e_2, e_1) & (e_3, e_1) \\
(e_1, e_2) & (e_2, e_2) & (e_3, e_2) \\
(e_1, e_3) & (e_2, e_3) & (e_3, e_3)
\end{vmatrix}.
\] (56.9)

Comparing (56.9) with (29.7) and (29.6), we see that the matrix (56.9) differs from the Gram matrix \( G \) by transposing. If we take into account the symmetry of the Gram matrix (see theorem 30.1), than we find that they do coincide. Therefore the formula (56.9) is written as follows:

\[
(e_1, e_2, e_3)^2 = \det G.
\] (56.10)

The formula (56.10) coincides with the formula (51.6). This fact proves the theorem 51.2, which was unproved in § 51.
CHAPTER II

GEOMETRY OF LINES AND SURFACES.

In this Chapter the tools of the vector algebra developed in Chapter I are applied for describing separate points of the space \( \mathbb{E} \) and for describing some geometric forms which are composed by these points.

§ 1. Cartesian coordinate systems.

Definition 1.1. A *Cartesian coordinate system* in the space \( \mathbb{E} \) is a basis \( e_1, e_2, e_3 \) complemented by some fixed point \( O \) of this space. The point \( O \) being a part of the Cartesian coordinate system \( O, e_1, e_2, e_3 \) is called the origin of this coordinate system.

Definition 1.2. The vector \( \overrightarrow{OX} \) binding the origin \( O \) of a Cartesian coordinate system \( O, e_1, e_2, e_3 \) with a point \( X \) of the space \( \mathbb{E} \) is called the radius vector of the point \( X \) in this coordinate system.

![Fig. 1.1](image)

The free vectors \( e_1, e_2, e_3 \) being constituent parts of a Cartesian coordinate system \( O, e_1, e_2, e_3 \) remain free. However they are often represented by geometric realizations attached to the origin \( O \) (see Fig. 1.1). These geometric realizations are extended
up to the whole lines which are called the \textit{coordinate axes} of the Cartesian coordinate system $O$, $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$.

\textbf{Definition 1.3.} The \textit{coordinates} of a point $X$ in a Cartesian coordinate system $O$, $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$ are the coordinates of its radius vector $\mathbf{r}_X = \overrightarrow{OX}$ in the basis $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$.

Like other vectors, radius vectors of points are covered by the index setting convention (see Definition 20.1 in Chapter I). The coordinates of radius vectors are enumerated by upper indices, they are usually arranged into columns:

$$
\mathbf{r}_X = \begin{vmatrix}
  x^1 \\
  x^2 \\
  x^3
\end{vmatrix}.
$$

However, in those cases where a point $X$ is represented by its coordinates these coordinates are arranged into a comma-separated row and placed within round brackets just after the symbol denoting the point $X$ itself:

$$
X = X(x^1, x^2, x^3).
$$

The upper position of indices in the formula (1.2) is inherited from the formula (1.1).

Cartesian coordinate systems can be either \textit{rectangular} or \textit{skew-angular} depending on the type of basis used for defining them. In this book I follow a convention similar to that of the definition 29.1 in Chapter I.

\textbf{Definition 1.4.} In this book a \textit{skew-angular coordinate system} is understood as an \textit{arbitrary coordinate system} where no restrictions for the basis are imposed.

\textbf{Definition 1.5.} A rectangular coordinate system $O$, $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$ whose basis is orthonormal is called a \textit{rectangular coordinate system with unit scales along the axes}.
A remark. The radius vector of a point $X$ written as $\overrightarrow{OX}$ is a geometric vector whose position in the space is fixed. The radius vector of a point $X$ written as $\mathbf{r}_X$ is a free vector. We can perform various operations of vector algebra with this vector: we can add it with other free vectors, multiply it by numbers, compose scalar products etc. But the vector $\mathbf{r}_X$ has a special mission — to be a pointer to the point $X$. It can do this mission only if its initial point is placed to the origin.

Exercise 1.1. Relying on the definition 1.1, formulate analogous definitions for Cartesian coordinate systems on a line and on a plane.

§ 2. Equations of lines and surfaces.

Coordinates of a single fixed point $X$ in the space $\mathbb{E}$ are three fixed numbers (three constants). If these coordinates are changing, we get a moving point that runs over some set within the space $\mathbb{E}$. In this book we consider the cases where this set is some line or some surface. The case of a line differs from the case of a surface by its dimension or, in other words, by the number of degrees of freedom. Each surface is two-dimensional — a point on a surface has two degrees of freedom. Each line is one-dimensional — a point on a line has one degree of freedom.

Lines and surfaces contain infinitely many points. Therefore they cannot be described by enumeration where each point is described separately. Lines and surfaces are described by means of equations. The equations of lines and surfaces are subdivided into several types. If the radius vector of a point enters an equation as a whole without subdividing it into separate coordinates, such an equation is called a vectorial equation. If the radius vector of a point enters an equation through its coordinates, such an equation is called a coordinate equation.

Another attribute of the equations is the method of implementing the degrees of freedom. One or two degrees of freedom can be implemented in an equation explicitly when the radius
vector of a point is given as a function of one or two variables, which are called parameters. In this case the equation is called parametric. Non-parametric equations behave as obstructions decreasing the number of degrees of freedom from the initial three to one or two.

§ 3. A straight line on a plane.

Assume that some plane \( \alpha \) in the space \( \mathbb{E} \) is chosen and fixed. Then the number of degrees of freedom of a point immediately decreases from three to two. In order to study various forms of equations defining a straight line on the plane \( \alpha \) we choose some coordinate system \( O, e_1, e_2 \) on this plane. Then we can define the points of the plane \( \alpha \) and the points of a line on it by means of their radius-vectors.

1. Vectorial parametric equation of a line on a plane.

Let's consider a line on a plane with some coordinate system \( O, e_1, e_2 \). Let \( X \) be some arbitrary point on this line (see Fig. 3.1) and let \( A \) be some fixed point of this line. The position of the point \( X \) relative to the point \( A \) is marked by the vector \( \overrightarrow{AX} \), while the position of the point \( A \) itself is determined by its radius vector \( \mathbf{r}_0 = \overrightarrow{OA} \). Therefore we have

\[
\mathbf{r} = \overrightarrow{OX} = \mathbf{r}_0 + \overrightarrow{AX}.
\] (3.1)

Let’s choose and fix some nonzero vector \( \mathbf{a} \neq \mathbf{0} \) directed along the line in question. The vector \( \overrightarrow{AX} \) is expressed through \( \mathbf{a} \) by means of the following formula:

\[
\overrightarrow{AX} = \mathbf{a} \cdot t.
\] (3.2)
§3. A STRAIGHT LINE ON A PLANE.

From the formulas (3.1) and (3.2) we immediately derive:

\[ \mathbf{r} = \mathbf{r}_0 + \mathbf{a} \cdot t. \]  \hspace{1cm} (3.3)

**Definition 3.1.** The equality (3.3) is called the *vectorial parametric* equation of a line on a plane. The constant vector \( \mathbf{a} \neq \mathbf{0} \) in it is a *directional vector* of the line, while the variable \( t \) is a *parameter*. The constant vector \( \mathbf{r}_0 \) in (3.3) is the *radius vector of an initial point*.

Each particular value of the parameter \( t \) corresponds to some definite point on the line. The initial point \( A \) with the radius vector \( \mathbf{r}_0 \) is associated with the value \( t = 0 \).

2. **Coordinate parametric equations** of a line on a plane. Let’s determine the vectors \( \mathbf{r}, \mathbf{r}_0, \) and \( \mathbf{a} \) in the vectorial parametric equation (3.3) through their coordinates:

\[ \mathbf{r} = \begin{bmatrix} x \\ y \end{bmatrix}, \quad \mathbf{r}_0 = \begin{bmatrix} x_0 \\ y_0 \end{bmatrix}, \quad \mathbf{a} = \begin{bmatrix} a_x \\ a_y \end{bmatrix}. \]  \hspace{1cm} (3.4)

Due to (3.4) the equation (3.3) is written as two equations:

\[ \begin{cases} x = x_0 + a_x t, \\ y = y_0 + a_y t. \end{cases} \]  \hspace{1cm} (3.5)

**Definition 3.2.** The equalities (3.5) are called the *coordinate parametric* equations of a straight line on a plane. The constants \( a_x \) and \( a_y \) in them cannot vanish simultaneously.

3. **Normal vectorial equation** of a line on a plane. Let \( \mathbf{n} \neq \mathbf{0} \) be a vector lying on the plane \( \alpha \) in question and being perpendicular to the line in question (see Fig. 3.1). Let’s apply the scalar multiplication by the vector \( \mathbf{n} \) to both sides of the equation (3.3). As a result we get

\[ (\mathbf{r}, \mathbf{n}) = (\mathbf{r}_0, \mathbf{n}) + (\mathbf{a}, \mathbf{n}) t. \]  \hspace{1cm} (3.6)
But \( \mathbf{a} \perp \mathbf{n} \). For this reason the second term in the right hand side of (3.6) vanishes and the equation actually does not have the parameter \( t \). The resulting equation is usually written as

\[
(r - r_0, \mathbf{n}) = 0. 
\] (3.7)

The scalar product of two constant vectors \( r_0 \) and \( \mathbf{n} \) is a numeric constant. If we denote \( D = (r_0, \mathbf{n}) \), then the equation (3.7) can be written in the following form:

\[
(r, \mathbf{n}) = D. 
\] (3.8)

Definition 3.3. Any one of the two equations (3.7) and (3.8) is called the normal vectorial equation of a line on a plane. The constant vector \( \mathbf{n} \neq \mathbf{0} \) in these equations is called a normal vector of this line.

4. Canonical equation of a line on a plane. Let’s consider the case where \( a_x \neq 0 \) and \( a_y \neq 0 \) in the equations (3.5). In this case the parameter \( t \) can be expressed through \( x \) and \( y \):

\[
t = \frac{x - x_0}{a_x}, \quad t = \frac{y - y_0}{a_y}. 
\] (3.9)

From the equations (3.9) we derive the following equality:

\[
\frac{x - x_0}{a_x} = \frac{y - y_0}{a_y}. 
\] (3.10)

If \( a_x = 0 \), then the first of the equations (3.5) turns to

\[
x = x_0. 
\] (3.11)

If \( a_y = 0 \), then the second equation (3.5) turns to

\[
y = y_0. 
\] (3.12)
Like the equation (3.10), the equations (3.11) and (3.12) do not comprise the parameter $t$.

**Definition 3.4.** Any one of the three equalities (3.10), (3.11), and (3.12) is called the *canonical* equation of a line on a plane. The constants $a_x$ and $a_y$ in the equation (3.10) should be nonzero.

5. **The equation of a line passing through two given points** on a plane. Assume that two distinct points $A \neq B$ on a plane are given. We write their coordinates

$$A = A(x_0, y_0), \quad B = B(x_1, y_1). \quad (3.13)$$

The vector $\mathbf{a} = \overrightarrow{AB}$ can be used for the directional vector of the line passing through the points $A$ and $B$ in (3.13). Then from (3.13) we derive the coordinates of $\mathbf{a}$:

$$\mathbf{a} = \begin{bmatrix} a_x \\ a_y \end{bmatrix} = \begin{bmatrix} x_1 - x_0 \\ y_1 - y_0 \end{bmatrix}. \quad (3.14)$$

Due to (3.14) the equation (3.10) can be written as

$$\frac{x - x_0}{x_1 - x_0} = \frac{y - y_0}{y_1 - y_0}. \quad (3.15)$$

The equation (3.15) corresponds to the case where $x_1 \neq x_0$ and $y_1 \neq y_0$. If $x_1 = x_0$, then we write the equation (3.11):

$$x = x_0 = x_1. \quad (3.16)$$

If $y_1 = y_0$, we write the equation (3.12):

$$y = y_0 = y_1. \quad (3.17)$$

The conditions $x_1 = x_0$ and $y_1 = y_0$ cannot be fulfilled simultaneously since the points $A$ and $B$ are distinct, i.e. $A \neq B$. 
Definition 3.5. Any one of the three equalities (3.15), (3.16), and (3.17) is called the equation of a line passing through two given points (3.13) on a plane.

6. General equation of a line on a plane. Let’s apply the formula (29.8) from Chapter I in order to calculate the scalar product in (3.8). In this particular case it is written as

\[(r, n) = \sum_{i=1}^{2} \sum_{j=1}^{2} r^i n^j g_{ij},\]  

(3.18)

where \(g_{ij}\) are the components of the Gram matrix for the basis \(e_1, e_2\) on our plane (see Fig. 3.1). In Fig. 3.1 the basis \(e_1, e_2\) is drawn to be rectangular. However, in general case it could be skew-angular as well. Let’s introduce the notations

\[n_i = \sum_{j=1}^{2} n^j g_{ij}.\]  

(3.19)

The quantities \(n^1\) and \(n^2\) in (3.18) and in (3.19) are the coordinates of the normal vector \(n\) (see Fig. 3.1).

Definition 3.6. The quantities \(n_1\) and \(n_2\) produced from the coordinates of the normal vector \(n\) by mens of the formula (3.19) are called the covariant coordinates of the vector \(n\).

Taking into account the notations (3.19), the formula (3.18) is written in the following simplified form:

\[(r, n) = \sum_{i=1}^{2} r^i n_i.\]  

(3.20)

Let’s recall the previous notations (3.4) and introduce new ones:

\[A = n_1, \quad B = n_2.\]  

(3.21)
Due to (3.4), (3.20), and (3.21) the equation (3.8) is written as

\[ Ax + By - D = 0. \]  

Definition 3.7. The equation (3.22) is called the \textit{general equation} of a line on a plane.

7. Double intersect equation of a line on a plane. Let’s consider a line on a plane that does not pass through the origin and intersects with both of the coordinate axes. These conditions mean that \( D \neq 0, A \neq 0, \) and \( B \neq 0 \) in the equation (3.22) of this line. Through \( X \) and \( Y \) in Fig. 3.2 two intercept points are denoted:

\[ X = X(a, 0), \quad Y = Y(0, b). \]  

\textit{Fig. 3.2}

The quantities \( a \) and \( b \) in (3.23) are expressed through the constant parameters \( A, B, \) and \( D \) of the equation (3.22) by means of the following formulas:

\[ a = D/A, \quad b = D/B. \]  

The equation (3.22) itself in our present case can be written as

\[ \frac{x}{D/A} + \frac{y}{D/B} = 1. \]  

If we take into account (3.24), the equality (3.25) turns to

\[ \frac{x}{a} + \frac{y}{b} = 1. \]
Definition 3.8. The equality (3.26) is called the double intercept equation of a line on a plane.

The name of the equation (3.26) is due to the parameters $a$ and $b$ being the lengths of the segments $[OX]$ and $[OY]$ which the line intercepts on the coordinate axes.

§ 4. A plane in the space.

Assume that some plane $\alpha$ in the space $E$ is chosen and fixed. In order to study various equations determining this plane we choose some coordinate system $O, e_1, e_2, e_3$ in the space $E$. Then we can describe the points of this plane $\alpha$ by their radius vectors.

1. Vectorial parametric equation of a plane in the space. Let’s denote through $A$ some fixed point of the plane $\alpha$ (see Fig. 4.1) and denote through $X$ some arbitrary point of this plane. The position of the point $X$ relative to the point $A$ is marked by the vector $\overrightarrow{AX}$, while the position of the point $A$ is determined by its radius vector $r_0 = \overrightarrow{OA}$. For this reason

$$r = \overrightarrow{OX} = r_0 + \overrightarrow{AX}. \quad (4.1)$$

Let’s choose and fix some pair of non-collinear vectors $a \parallel b$ lying on the plane $\alpha$. Such vectors constitute a basis on this plane (see Definition 17.1 from Chapter I). The vector $\overrightarrow{AX}$ is expanded in the basis of the vectors $a$ and $b$:

$$\overrightarrow{AX} = a \cdot t + b \cdot \tau. \quad (4.2)$$
Since $X$ is an arbitrary point of the plane $\alpha$, the numbers $t$ and $\tau$ in (4.2) are two variable parameters. Upon substituting (4.2) into the formula (4.1), we get the following equality:

$$r = r_0 + a \cdot t + b \cdot \tau. \quad (4.3)$$

**Definition 4.1.** The equality (4.3) is called the *vectorial parametric equation* of a plane in the space. The non-collinear vectors $a$ and $b$ in it are called *directional vectors* of a plane, while $t$ and $\tau$ are called *parameters*. The fixed vector $r_0$ is the *radius vector of an initial point*.

2. **Coordinate parametric equation** of a plane in the space. Let’s determine the vectors $r$, $r_0$, $a$, $b$, in the vectorial parametric equation (4.3) through their coordinates:

$$r = \begin{vmatrix} x \\ y \\ z \end{vmatrix}, \quad r_0 = \begin{vmatrix} x_0 \\ y_0 \\ z_0 \end{vmatrix}, \quad a = \begin{vmatrix} a_x \\ a_y \\ a_z \end{vmatrix}, \quad b = \begin{vmatrix} b_x \\ b_y \\ b_z \end{vmatrix}. \quad (4.4)$$

Due to (4.4) the equation (4.3) is written as three equations

$$\begin{cases} x = x_0 + a_x t + b_x \tau, \\
y = y_0 + a_y t + b_y \tau, \\
z = z_0 + a_z t + b_z \tau. \end{cases} \quad (4.5)$$

**Definition 4.2.** The equalities (4.5) are called the *coordinate parametric equations* of a plane in the space. The triples of constants $a_x, a_y, a_z$ and $b_x, b_y, b_z$ in these equations cannot be proportional to each other.

3. **Normal vectorial equation** of a plane in the space. Let $n \neq 0$ be a vector perpendicular to the plane $\alpha$ (see Fig. 4.1). Let’s apply the scalar multiplication by the vector $n$ to both sides of the equation (4.3). As a result we get

$$(r, n) = (r_0, n) + (a, n) t + (b, n) \tau. \quad (4.6)$$
But $\mathbf{a} \perp \mathbf{n}$ and $\mathbf{b} \perp \mathbf{n}$. For this reason the second and the third terms in the right hand side of (4.6) vanish and the equation actually does not have the parameters $t$ and $\tau$. The resulting equation is usually written as

$$(\mathbf{r} - \mathbf{r}_0, \mathbf{n}) = 0. \tag{4.7}$$

The scalar product of two constant vectors $\mathbf{r}_0$ and $\mathbf{n}$ is a numeric constant. If we denote $D = (\mathbf{r}_0, \mathbf{n})$, then the equation (4.7) can be written in the following form:

$$(\mathbf{r}, \mathbf{n}) = D. \tag{4.8}$$

**Definition 4.3.** Any one of the two equalities (4.7) and (4.8) is called the *normal vectorial equation* of a plane in the space. The constant vector $\mathbf{n} \neq \mathbf{0}$ in these equations is called a *normal vector* of this plane.

4. Canonical equation of a plane in the space. The vector product of two non-coplanar vectors $\mathbf{a} \parallel \mathbf{b}$ lying on the plane $\alpha$ can be chosen for the normal vector $\mathbf{n}$ in (4.7). Substituting $\mathbf{n} = [\mathbf{a}, \mathbf{b}]$ into the equation (4.7), we get the relationship

$$(\mathbf{r} - \mathbf{r}_0, [\mathbf{a}, \mathbf{b}]) = 0. \tag{4.9}$$

Applying the definition of the mixed product (see formula (45.1) in Chapter I), the scalar product in the formula (4.9) can be transformed to a mixed product:

$$(\mathbf{r} - \mathbf{r}_0, \mathbf{a}, \mathbf{b}) = 0. \tag{4.10}$$

Let’s transform the equation (4.10) into a coordinate form. For this purpose we use the coordinate presentations of the vectors $\mathbf{r}$, $\mathbf{r}_0$, $\mathbf{a}$, and $\mathbf{b}$ taken from (4.4). Applying the formula (50.8) from Chapter I) and taking into account the fact that the oriented
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volume of a basis \((e_1, e_2, e_3)\) is nonzero, we derive

\[
\begin{vmatrix}
  x - x_0 & y - y_0 & z - z_0 \\
  a_x & a_y & a_z \\
  b_x & b_y & b_z 
\end{vmatrix} = 0. \tag{4.11}
\]

If we use not the equation \((4.7)\), but the equation \((4.8)\), then instead of the equation \((4.10)\) we get the following relationship:

\[(r, a, b) = D. \tag{4.12}\]

In the coordinate form the relationship \((4.12)\) is written as

\[
\begin{vmatrix}
  x & y & z \\
  a_x & a_y & a_z \\
  b_x & b_y & b_z 
\end{vmatrix} = D. \tag{4.13}
\]

**Definition 4.4.** Any one of the two equalities \((4.11)\) and \((4.13)\) is called the **canonical equation** of a plane in the space. The triples of constants \(a_x, a_y, a_z\) and \(b_x, b_y, b_z\) in these equations should not be proportional to each other.

**Definition 4.5.** The equation \((4.10)\) and the equation \((4.12)\), where \(a \not\parallel b\), are called the **vectorial forms of the canonical equation** of a plane in the space.

5. **The equation of a plane passing through three given points.** Assume that three points \(A, B,\) and \(C\) in the space \(\mathbb{E}\) unit lying on a straight line are given. We write their coordinates

\[
A = A(x_0, y_0, z_0), \\
B = B(x_1, y_1, z_1), \tag{4.14} \\
C = C(x_2, y_2, z_2).
\]

The vectors \(\mathbf{a} = \overrightarrow{AB}\) and \(\mathbf{b} = \overrightarrow{AC}\) can be chosen for the directional vectors of a plane passing through the points \(A, B,\)
and $C$. Then from the formulas (4.14) we derive
\[
\mathbf{a} = \begin{vmatrix} a_x \\ a_y \\ a_z \end{vmatrix} = \begin{vmatrix} x_1 - x_0 \\ y_1 - y_0 \\ z_1 - z_0 \end{vmatrix}, \quad \mathbf{b} = \begin{vmatrix} b_x \\ b_y \\ b_z \end{vmatrix} = \begin{vmatrix} x_2 - x_0 \\ y_2 - y_0 \\ z_2 - z_0 \end{vmatrix}. \quad (4.15)
\]

Due to (4.15) the equation (4.11) can be written as
\[
\begin{vmatrix} x - x_0 & y - y_0 & z - z_0 \\ x_1 - x_0 & y_1 - y_0 & z_1 - z_0 \\ x_2 - x_0 & y_2 - y_0 & z_2 - z_0 \end{vmatrix} = 0. \quad (4.16)
\]

If we denote through $\mathbf{r}_1$ and $\mathbf{r}_2$ the radius vectors of the points $B$ and $C$ from (4.14), then (4.15) can be written as
\[
\mathbf{a} = \mathbf{r}_1 - \mathbf{r}_0, \quad \mathbf{b} = \mathbf{r}_2 - \mathbf{r}_0. \quad (4.17)
\]

Substituting (4.17) into the equation (4.10), we get
\[
(\mathbf{r} - \mathbf{r}_0, \mathbf{r}_1 - \mathbf{r}_0, \mathbf{r}_2 - \mathbf{r}_0) = 0. \quad (4.18)
\]

**Definition 4.6.** The equality (4.16) is called the *equation of a plane passing through three given points.*

**Definition 4.7.** The equality (4.18) is called the *vectorial form of the equation of a plane passing through three given points.*

6. **General equation** of a plane in the space. Let’s apply the formula (29.8) from Chapter I in order to calculate the scalar product $(\mathbf{r}, \mathbf{n})$ in the equation (4.8). This yields
\[
(\mathbf{r}, \mathbf{n}) = \sum_{i=1}^{3} \sum_{j=1}^{3} r^i n^j g_{ij}, \quad (4.19)
\]

where $g_{ij}$ are the components of the Gram matrix for the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ (see Fig. 4.1). In Fig. 4.1 the basis $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3$ is
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drawn to be rectangular. However, in general case it could be skew-angular as well. Let’s introduce the notations

\[ n_i = \sum_{j=1}^{3} n^j g_{ij}. \] (4.20)

The quantities \( n^1, n^2, \) and \( n^3 \) in (4.19) and (4.20) are the coordinates of the normal vector \( \mathbf{n} \) (see Fig. 4.1).

**Definition 4.8.** The quantities \( n_1, n_2, \) and \( n_3 \) produced from the coordinates of the normal vector \( \mathbf{n} \) by means of the formula (4.20) are called the covariant coordinates of the vector \( \mathbf{n} \).

Taking into account the notations (4.20), the formula (4.19) is written in the following simplified form:

\[ (\mathbf{r}, \mathbf{n}) = \sum_{i=1}^{2} r^i n_i. \] (4.21)

Let’s recall the previous notations (4.4) and introduce new ones:

\[ A = n_1, \quad B = n_2, \quad C = n_3. \] (4.22)

Due to (4.4), (4.21), and (4.22) the equation (4.8) is written as

\[ A x + B y + C y - D = 0. \] (4.23)

**Definition 4.9.** The equation (4.23) is called the general equation of a plane in the space.

7. Triple intercept equation of a plane in the space. Let’s consider a plane in the space that does not pass through the origin and intersects with each of the three coordinate axes. These conditions mean that \( D \neq 0, A \neq 0, B \neq 0, \) and \( C \neq 0 \) in (4.23). Through \( X, Y, \) and \( Z \) in Fig. 4.2 below we denote three
intercept points of the plane. Here are the coordinates of these three intercept points $X$, $Y$, and $Z$ produced by our plane:

\[ X = X(a, 0, 0), \]
\[ Y = Y(0, b, 0), \quad (4.24) \]
\[ Z = Y(0, 0, c). \]

The quantities $a$, $b$, and $c$ in (4.24) are expressed through the constant parameters $A$, $B$, $C$, and $D$ of the equation (4.23) by means of the formulas

\[ a = D/A, \]
\[ b = D/B, \quad (4.25) \]
\[ c = D/C. \]

The equation of the plane (4.23) itself can be written as

\[ \frac{x}{D/A} + \frac{y}{D/B} + \frac{z}{D/C} = 1. \quad (4.26) \]

If we take into account (4.25), the equality (4.26) turns to

\[ \frac{x}{a} + \frac{y}{b} + \frac{z}{c} = 1. \quad (4.27) \]

**Definition 4.10.** The equality (4.27) is called the *triple intercept equation* of a plane in the space.

§ 5. **A straight line in the space.**

Assume that some straight line $a$ in the space $E$ is chosen and fixed. In order to study various equations determining this line we choose some coordinate system $O, e_1, e_2, e_3$ in the space $E$. Then we can describe the points of the line by their radius
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vectors relative to the origin $O$.

1. **Vectorial parametric equation** of a line in the space. Let’s denote through $A$ some fixed point on the line (see Fig. 5.1) and denote through $X$ an arbitrary point of this line. The position of the point $X$ relative to the point $A$ is marked by the vector $\overrightarrow{AX}$, while the position of the point $A$ itself is determined by its radius vector $\mathbf{r}_0 = \overrightarrow{OA}$. Therefore we have

$$\mathbf{r} = \mathbf{r}_0 + \overrightarrow{AX}. \quad (5.1)$$

*Fig. 5.1*

Let’s choose and fix some non-zero vector $\mathbf{a} \neq \mathbf{0}$ directed along the line in question. The vector $\overrightarrow{AX}$ is expressed through the vector $\mathbf{a}$ by means of the formula

$$\overrightarrow{AX} = \mathbf{a} \cdot t. \quad (5.2)$$

From the formulas (5.1) and (5.2) we immediately derive

$$\mathbf{r} = \mathbf{r}_0 + \mathbf{a} \cdot t. \quad (5.3)$$

**Definition 5.1.** The equality (5.3) is called the *vectorial parametric equation* of the line in the space. The constant vector $\mathbf{a} \neq \mathbf{0}$ in this equation is called a *directional vector* of the line, while $t$ is a *parameter*. The constant vector $\mathbf{r}_0$ is the *radius vector of an initial point*.

Each particular value of the parameter $t$ corresponds to some definite point on the line. The initial point $A$ with the radius vector $\mathbf{r}_0$ is associated with the value $t = 0$. 
2. **Coordinate parametric equations** of a line in the space. Let’s determine the vectors \( \mathbf{r}, \mathbf{r}_0, \) and \( \mathbf{a} \) in the vectorial parametric equation (5.3) through their coordinates:

\[
\mathbf{r} = \begin{bmatrix} x \\ y \\ z \end{bmatrix}, \quad \mathbf{r}_0 = \begin{bmatrix} x_0 \\ y_0 \\ z_0 \end{bmatrix}, \quad \mathbf{a} = \begin{bmatrix} a_x \\ a_y \\ a_z \end{bmatrix}. \tag{5.4}
\]

Due to (5.4) the equation (5.3) is written as three equations:

\[
\begin{cases}
  x = x_0 + a_x t, \\
  y = y_0 + a_y t, \\
  z = z_0 + a_z t.
\end{cases} \tag{5.5}
\]

**Definition 5.2.** The equalities (5.5) are called the *coordinate parametric equations* of a line in the space. The constants \( a_x, a_y, a_z \) in them cannot vanish simultaneously.

3. **Vectorial equation** of a line in the space. Let’s apply the vectorial multiplication by the vector \( \mathbf{a} \) to both sides of the equation (5.3). As a result we get

\[
[\mathbf{r}, \mathbf{a}] = [\mathbf{r}_0, \mathbf{a}] + [\mathbf{a}, \mathbf{a}] t. \tag{5.6}
\]

Due to the item 4 of the theorem 39.1 in Chapter I the vector product \([\mathbf{a}, \mathbf{a}]\) in (5.6) is equal to zero. For this reason the equation (5.6) actually does not contain the parameter \( t \). This equation is usually written as follows:

\[
[\mathbf{r} - \mathbf{r}_0, \mathbf{a}] = 0. \tag{5.7}
\]

The vector product of two constant vectors \( \mathbf{r}_0 \) and \( \mathbf{a} \) is a constant vector. If we denote this vector \( \mathbf{b} = [\mathbf{r}_0, \mathbf{a}] \), then the equation of the line (5.7) can be written as

\[
[\mathbf{r}, \mathbf{a}] = \mathbf{b}, \text{ where } \mathbf{b} \perp \mathbf{a}. \tag{5.8}
\]
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DEFINITION 5.3. Any one of the two equalities (5.7) and (5.8) is called the vectorial\(^1\) equation of a line in the space. The constant vector \(b\) in the equation (5.8) should be perpendicular to the directional vector \(a\).

4. Canonical equation of a line in the space. Let’s consider the case where \(a_x \neq 0\), \(a_y \neq 0\), and \(a_z \neq 0\) in the equations (5.5). Then the parameter \(t\) can be expressed through \(x\), \(y\), and \(z\):

\[
t = \frac{x - x_0}{a_x}, \quad t = \frac{y - y_0}{a_y}, \quad t = \frac{z - z_0}{a_z}.
\]  
(5.9)

From the equations (5.9) one can derive the equalities

\[
\frac{x - x_0}{a_x} = \frac{y - y_0}{a_y} = \frac{z - z_0}{a_z}.
\]  
(5.10)

If \(a_x = 0\), then instead of the first equation (5.9) from (5.5) we derive \(x = x_0\). Therefore instead of (5.10) we write

\[
x = x_0, \quad \frac{y - y_0}{a_y} = \frac{z - z_0}{a_z}.
\]  
(5.11)

If \(a_y = 0\), then instead of the second equation (5.9) from (5.5) we derive \(y = y_0\). Therefore instead of (5.10) we write

\[
y = y_0, \quad \frac{x - x_0}{a_x} = \frac{z - z_0}{a_z}.
\]  
(5.12)

If \(a_z = 0\), then instead of the third equation (5.9) from (5.5) we derive \(z = z_0\). Therefore instead of (5.10) we write

\[
z = z_0, \quad \frac{x - x_0}{a_x} = \frac{y - y_0}{a_y}.
\]  
(5.13)

\(^1\) The terms «vectorial equation» and «vectorial parametric equation» are often confused and the term «vector equation» is misapplied to (5.3).
If \( a_x = 0 \) and \( a_y = 0 \), then instead of (5.10) we write
\[
x = x_0, \quad y = y_0.
\] (5.14)

If \( a_x = 0 \) and \( a_z = 0 \), then instead of (5.10) we write
\[
x = x_0, \quad z = z_0.
\] (5.15)

If \( a_y = 0 \) and \( a_z = 0 \), then instead of (5.10) we write
\[
y = y_0, \quad z = z_0.
\] (5.16)

**Definition 5.4.** Any one of the seven pairs of equations (5.10), (5.11), (5.12), (5.13), (5.14), (5.15), and (5.16) is called the **canonical equation** of a line in the space.

**5. The equation of a line passing through two given points** in the space. Assume that two distinct points \( A \neq B \) in the space are given. We write their coordinates
\[
A = A(x_0, y_0, z_0), \quad B = B(x_1, y_1, z_1).
\] (5.17)
The vector \( \mathbf{a} = \overrightarrow{AB} \) can be used for the directional vector of the line passing through the points \( A \) and \( B \) in (5.17). Then from (5.17) we derive the coordinates of \( \mathbf{a} \):
\[
\mathbf{a} = \begin{vmatrix} a_x & x_1 - x_0 \\ a_y & y_1 - y_0 \\ a_z & z_1 - z_0 \end{vmatrix}. \] (5.18)
Due to (5.18) the equations (5.10) can be written as
\[
\frac{x - x_0}{x_1 - x_0} = \frac{y - y_0}{y_1 - y_0} = \frac{z - z_0}{z_1 - z_0}. \] (5.19)
The equations (5.19) correspond to the case where the inequalities \( x_1 \neq x_0 \), \( y_1 \neq y_0 \), and \( z_1 \neq z_0 \) are fulfilled.

If \( x_1 = x_0 \), then instead of (5.19) we write the equations

\[
x = x_0 = x_1, \quad \frac{y - y_0}{y_1 - y_0} = \frac{z - z_0}{z_1 - z_0}.
\] (5.20)

If \( y_1 = y_0 \), then instead of (5.19) we write the equations

\[
y = y_0 = y_1, \quad \frac{x - x_0}{x_1 - x_0} = \frac{z - z_0}{z_1 - z_0}.
\] (5.21)

If \( z_1 = z_0 \), then instead of (5.19) we write the equations

\[
z = z_0 = z_1, \quad \frac{x - x_0}{x_1 - x_0} = \frac{y - y_0}{y_1 - y_0}.
\] (5.22)

If \( x_1 = x_0 \) and \( y_1 = y_0 \), then instead of (5.19) we write

\[
x = x_0 = x_1, \quad y = y_0 = y_1.
\] (5.23)

If \( x_1 = x_0 \) and \( z_1 = z_0 \), then instead of (5.19) we write

\[
x = x_0 = x_1, \quad z = z_0 = z_1.
\] (5.24)

If \( y_1 = y_0 \) and \( z_1 = z_0 \), then instead of (5.19) we write

\[
y = y_0 = y_1, \quad z = z_0 = z_1.
\] (5.25)

The conditions \( x_1 = x_0 \), \( y_1 = y_0 \), and \( z_1 = z_0 \) cannot be fulfilled simultaneously since \( A \neq B \).

**DEFINITION 5.5.** Any one of the seven pairs of equalities (5.19), (5.20), (5.21), (5.22), (5.23), (5.24), and (5.25) is called the equation of a line passing through two given points \( A \) and \( B \) with the coordinates (5.17).
6. **The equation** of a line in the space as the **intersection of two planes**. In the vectorial form the equations of two intersecting planes can be written as (4.8):

\[(r, n_1) = D_1, \quad (r, n_2) = D_2.\] (5.26)

For the planes given by the equations (5.26) do actually intersect their normal vectors should be non-parallel: \(n_1 \not\parallel n_2\).

In the coordinate form the equations of two intersecting planes can be written as (4.23):

\[
A_1 x + B_1 y + C_1 y - D_1 = 0,
A_2 x + B_2 y + C_2 y - D_2 = 0.\] (5.27)

**Definition 5.6.** Any one of the two pairs of equalities (5.26) and (5.27) is called the equation of a line in the space obtained as the **intersection of two planes**.

§ 6. **Ellipse. Canonical equation of an ellipse.**

**Definition 6.1.** An ellipse is a set of points on some plane the sum of distances from each of which to some fixed points \(F_1\) and \(F_2\) of this plane is a constant which is the same for all points of the set. The points \(F_1\) and \(F_2\) are called the **foci** of the ellipse.

Assume that an ellipse with the foci \(F_1\) and \(F_2\) is given. Let’s draw the line connecting the points \(F_1\) and \(F_2\) and choose this line for the \(x\)-axis of a coordinate system. Let’s denote through \(O\) the midpoint of the segment \([F_1 F_2]\) and choose it for the origin. We choose the second coordinate axis (the \(y\)-axis) to
be perpendicular to the $x$-axis on the ellipse plane (see Fig. 6.1). We choose the unity scales along the axes. This means that the basis of the coordinate system constructed is orthonormal.

Let $M = M(x, y)$ be some arbitrary point of the ellipse. According to the definition 6.1 the sum $|MF_1| + |MF_2|$ is equal to a constant which does not depend on the position of $M$ on the ellipse. Let’s denoter this constant through $2a$ and write

$$|MF_1| + |MF_2| = 2a. \quad (6.1)$$

The length of the segment $[F_1F_2]$ is also a constant. Let’s denote this constant through $2c$. This yields the relationships

$$|F_1O| = |OF_2| = c, \quad |F_1F_2| = 2c. \quad (6.2)$$

From the triangle inequality $|F_1F_2| \leq |MF_1| + |MF_2|$ we derive the following inequality for the constants $c$ and $a$:

$$c \leq a. \quad (6.3)$$

The case $c = a$ in (6.3) corresponds to a degenerate ellipse. In this case the triangle inequality $|F_1F_2| \leq |MF_1| + |MF_2|$ turns to the equality $|F_1F_2| = |MF_1| + |MF_2|$, while the $MF_1F_2$ itself collapses to the segment $[F_1F_2]$. Since $M \in [F_1F_2]$, a degenerate ellipse with the foci $F_1$ and $F_2$ is the segment $[F_1F_2]$. The case of a degenerate ellipse is usually excluded by setting

$$0 \leq c < a. \quad (6.4)$$

The formulas (6.2) determine the foci $F_1$ and $F_2$ of the ellipse in the coordinate system we have chosen:

$$F_1 = F_1(-c, 0), \quad F_2 = F_2(c, 0). \quad (6.5)$$

Having determined the coordinates of the points $F_1$ and $F_2$ and knowing the coordinates of the point $M = M(x, y)$, we derive the
following relationships for the segments \([MF_1]\) and \([MF_2]\):

\[
|MF_1| = \sqrt{y^2 + (x + c)^2},
|MF_2| = \sqrt{y^2 + (x - c)^2}.
\]  

(6.6)

**Derivation of the canonical equation of an ellipse.** Let’s substitute (6.6) into the equality (6.1) defining the ellipse:

\[
\sqrt{y^2 + (x + c)^2} + \sqrt{y^2 + (x - c)^2} = 2a.
\]  

(6.7)

Then we move one of the square roots to the right hand side of the formula (6.7). As a result we derive

\[
\sqrt{y^2 + (x + c)^2} = 2a - \sqrt{y^2 + (x - c)^2}.
\]  

(6.8)

Let’s square both sides of the equality (6.8):

\[
y^2 + (x + c)^2 = 4a^2 - 4a \sqrt{y^2 + (x - c)^2} + y^2 + (x - c)^2.
\]  

(6.9)

Upon expanding brackets and collecting similar terms the equality (6.9) can be written in the following form:

\[
4a \sqrt{y^2 + (x - c)^2} = 4a^2 - 4xc.
\]  

(6.10)

Let’s cancel the factor four in (6.10) and square both sides of this equality. As a result we get the formula

\[
a^2 (y^2 + (x - c)^2) = a^4 - 2a^2 xc + x^2 c^2.
\]  

(6.11)

Upon expanding brackets and recollecting similar terms the equality (6.11) can be written in the following form:

\[
x^2 (a^2 - c^2) + y^2 a^2 = a^2 (a^2 - c^2).
\]  

(6.12)
Both sides of the equality (6.12) contain the quantity $a^2 - c^2$. Due to the inequality (6.4) this quantity is positive. For this reason it can be written as the square of some number $b > 0$:

$$a^2 - c^2 = b^2. \quad (6.13)$$

Due to (6.13) the equality (6.12) can be written as

$$x^2 b^2 + y^2 a^2 = a^2 b^2. \quad (6.14)$$

Since $b > 0$ and $a > 0$ (see the inequalities (6.4)), the equality (6.14) transforms to the following one:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1. \quad (6.15)$$

**Definition 6.2.** The equality (6.15) is called the *canonical* equation of an ellipse.

**Theorem 6.1.** For each point $M = M(x, y)$ of the ellipse determined by the initial equation (6.7) its coordinates obey the canonical equation (6.15).

The proof of the theorem 6.1 consists in the above calculations that lead to the canonical equation of an ellipse (6.15). This canonical equation yields the following important inequalities:

$$|x| \leq a, \quad |y| \leq b. \quad (6.16)$$

**Theorem 6.2.** The canonical equation of an ellipse (6.15) is equivalent to the initial equation (6.7).

**Proof.** In order to prove the equation 6.2 we transform the expressions (6.6) relying on (6.15). From (6.15) we derive

$$y^2 = b^2 - \frac{b^2}{a^2} x^2. \quad (6.17)$$
Substituting (6.17) into the first formula (6.6), we get

$$|MF_1| = \sqrt{b^2 - \frac{b^2}{a^2} x^2 + x^2 + 2x c + c^2} = \sqrt{\frac{a^2 - b^2}{a^2} x^2 + 2x c + (b^2 + c^2)}. \quad (6.18)$$

Now we take into account the relationship (6.13) and write the equality (6.18) in the following form:

$$|MF_1| = \sqrt{a^2 + 2x c + \frac{c^2}{a^2} x^2} = \sqrt{(\frac{a^2 + c x}{a})^2}. \quad (6.19)$$

Upon calculating the square root the formula (6.19) yields

$$|MF_1| = \frac{|a^2 + c x|}{a}. \quad (6.20)$$

From the inequalities (6.4) and (6.16) we derive $a^2 + c x > 0$. Therefore the modulus signs in (6.20) can be omitted:

$$|MF_1| = \frac{a^2 + c x}{a} = a + \frac{c x}{a}. \quad (6.21)$$

In the case of the second formula (6.6) the considerations similar to the above ones yield the following result:

$$|MF_2| = \frac{a^2 - c x}{a} = a - \frac{c x}{a}. \quad (6.22)$$

Now it is easy to see that the equation (6.7) written as $|MF_1| + |MF_2| = 2a$ due to (6.6) is immediate from (6.21) and (6.22). The theorem 6.2 is proved. □

Let’s consider again the inequalities (6.16). The coordinates of any point $M$ of the ellipse obey these inequalities. The first of the inequalities (6.16) turns to an equality if $M$ coincides with $A$ or if $M$ coincides with $C$ (see Fig. 6.1). The second inequality (6.16) turns to an equality if $M$ coincides with $B$ or if $M$ coincides $D$. 
DEFINITION 6.3. The points $A$, $B$, $C$, and $D$ in Fig. 6.1 are called the vertices of an ellipse. The segments $[AC]$ and $[BD]$ are called the axes of an ellipse, while the segments $[OA]$, $[OB]$, $[OC]$, and $[OD]$ are called its semiaxes.

The constants $a$, $b$, and $c$ obey the relationship (6.13). From this relationship and from the inequalities (6.4) we derive

$$0 < b \leq a. \quad (6.23)$$

DEFINITION 6.4. Due to the inequalities (6.23) the semiaxis $[OA]$ in Fig. 6.1 is called the major semiaxis of the ellipse, while the semiaxis $[OB]$ is called its minor semiaxis.

DEFINITION 6.5. A coordinate system $O, e_1, e_2$ with an orthonormal basis $e_1, e_2$ where an ellipse is given by its canonical equation (6.15) and where the inequalities (6.23) are fulfilled is called a canonical coordinate system of this ellipse.

§ 7. The eccentricity and directrices of an ellipse. The property of directrices.

The shape and sizes of an ellipse are determined by two constants $a$ and $b$ in its canonical equation (6.15). Due to the relationship (6.13) the constant $b$ can be expressed through the constant $c$. Multiplying both constants $a$ and $c$ by the same number, we change the sizes of an ellipse, but do not change its shape. The ratio of these two constants

$$\varepsilon = \frac{c}{a}. \quad (7.1)$$

is responsible for the shape of an ellipse.

DEFINITION 7.1. The quantity $\varepsilon$ defined by the relationship (7.1), where $a$ is the major semiaxis and $c$ is the half of the interfocal distance, is called the eccentricity of an ellipse.
The eccentricity (7.1) is used in order to define one more numeric parameter of an ellipse. It is usually denoted through $d$:

$$d = \frac{a}{\varepsilon} = \frac{a^2}{c}. \quad (7.2)$$

**Definition 7.2.** On the plane of an ellipse there are two lines parallel to its minor axis and placed at the distance $d$ given by the formula (7.2) from its center. These lines are called directrices of an ellipse.

![Fig. 7.1](image)

Each ellipse has two foci and two directrices. Each directrix has the corresponding focus of it. This is that of two foci which is more close to the directrix in question. Let $M = M(x, y)$ be some arbitrary point of an ellipse. Let’s connect this point with the left focus of the ellipse $F_1$ and drop the perpendicular from it to the left directrix of the ellipse. Let’s denote through $H_1$ the base of such a perpendicular and calculate its length:

$$|MH_1| = |x - (-d)| = |d + x|. \quad (7.3)$$

Taking into account (7.2), the formula (7.3) can be brought to

$$|MH_1| = \left| \frac{a^2}{c} + x \right| = \frac{|a^2 + cx|}{c}. \quad (7.4)$$

The length of the segment $MF_1$ was already calculated above. Initially it was given by one of the formulas (6.6), but later the more simple expression (6.20) was derived for it:

$$|MF_1| = \frac{|a^2 + cx|}{a}. \quad (7.5)$$
If we divide (7.5) by (7.4), we obtain the following relationship:

\[
\frac{|MF_1|}{|MH_1|} = \frac{c}{a} = \varepsilon. \tag{7.6}
\]

The point \(M\) can change its position on the ellipse. Then the numerator and the denominator of the fraction (7.6) are changed, but its value remains unchanged. This fact is known as the property of directrices.

**Theorem 7.1.** The ratio of the distance from some arbitrary point \(M\) of an ellipse to its focus and the distance from this point to the corresponding directrix is a constant which is equal to the eccentricity of the ellipse.

§ 8. The equation of a tangent line to an ellipse.

Let’s consider an ellipse given by its canonical equation (6.15) in its canonical coordinate system (see Definition 6.5). Let’s draw a tangent line to this ellipse and denote through \(M = M(x_0, y_0)\) its tangency point (see Fig. 8.1). Our goal is to write the equation of a tangent line to an ellipse.

An ellipse is a curve composed by two halves — the upper half and the lower half. Any one of these two halves can be treated as a graph of a function

\[y = f(x)\]  \tag{8.1}

with the domain \((-a, a)\). The equation of a tangent line to the graph of a function is given by the following well-known formula (see [9]):

\[y = y_0 + f'(x_0)(x - x_0).\]  \tag{8.2}
In order to apply the formula (8.2) to an ellipse we need to calculate the derivative of the function (8.1). Let’s substitute the expression (8.1) for \( y \) into the formula (6.15):

\[
\frac{x^2}{a^2} + \frac{(f(x))^2}{b^2} = 1. \tag{8.3}
\]

The equality (8.3) is fulfilled identically in \( x \). Let’s differentiate the equality (8.3) with respect to \( x \). This yields

\[
\frac{2x}{a^2} + \frac{2f(x)f'(x)}{b^2} = 0. \tag{8.4}
\]

Let’s apply the formula (8.4) for to calculate the derivative \( f'(x) \):

\[
f'(x) = -\frac{b^2 x}{a^2 f(x)}. \tag{8.5}
\]

In order to substitute (8.5) into the equation (8.2) we change \( x \) for \( x_0 \) and \( f(x) \) for \( f(x_0) = y_0 \). As a result we get

\[
f'(x_0) = -\frac{b^2 x_0}{a^2 y_0}. \tag{8.6}
\]

Let’s substitute (8.6) into the equation of the tangent line (8.2). This yields the following relationship

\[
y = y_0 - \frac{b^2 x_0}{a^2 y_0} (x - x_0). \tag{8.7}
\]

Eliminating the denominator, we write the equality (8.7) as

\[
a^2 y y_0 + b^2 x x_0 = a^2 y_0^2 + b^2 x_0^2. \tag{8.8}
\]

Now let’s divide both sides of the equality (8.8) by \( a^2 b^2 \):

\[
\frac{x}{a^2} + \frac{y}{b^2} = \frac{x_0^2}{a^2} + \frac{y_0^2}{b^2}. \tag{8.9}
\]
Note that the point \( M = M(x_0, y_0) \) is on the ellipse. Therefore its coordinates satisfy the equation (6.15):

\[
\frac{x_0^2}{a^2} + \frac{y_0^2}{b^2} = 1. \tag{8.10}
\]

Taking into account (8.10), we can transform (8.9) to

\[
\frac{x}{a^2} + \frac{y}{b^2} = 1. \tag{8.11}
\]

This is the required equation of a tangent line to an ellipse.

**Theorem 8.1.** For an ellipse determined by its canonical equation (6.15) its tangent line that touches this ellipse at the point \( M = M(x_0, y_0) \) is given by the equation (8.11).

The equation (8.11) is a particular case of the equation (3.22) where the constants \( A, B, \) and \( D \) are given by the formulas

\[
A = \frac{x_0}{a^2}, \quad B = \frac{y_0}{b^2}, \quad D = 1. \tag{8.12}
\]

According to the definition 3.6 and the formulas (3.21) the constants \( A \) and \( B \) in (8.12) are the covariant components of the normal vector for the tangent line to an ellipse. The tangent line equation (8.11) is written in a canonical coordinate system of an ellipse. The basis of such a coordinate system is orthonormal. Therefore the formula (3.19) and the formula (32.4) from Chapter I yield the following relationships:

\[
A = n_1 = n^1, \quad B = n_2 = n^2. \tag{8.13}
\]

**Theorem 8.2.** The quantities \( A \) and \( B \) in (8.12) are the coordinates of the normal vector \( \mathbf{n} \) for the tangent line to an ellipse which is given by the equation (8.11).

The relationships (8.13) prove the theorem 8.2.
§ 9. Focal property of an ellipse.

The term focus is well known in optics. It means a point where light rays con verge upon refracting in lenses or upon reflecting in curved mirrors. In the case of an ellipse let’s assume that it is manufactured of a thin strip of some flexible material and assume that its inner surface is covered with a light reflecting layer. For such a materialized ellipse one can formulate the following focal property.

**Theorem 9.1.** A light ray emitted from one of the foci of an ellipse upon reflecting on its inner surface passes through the other focus of this ellipse.

**Theorem 9.2.** The perpendicular to a tangent line of an ellipse drawn at the tangency point is a bisector in the triangle composed by the tangency point and two foci of the ellipse.

The diagram illustrates these theorems. The perpendicular segment $MN$ is directed along the normal vector of the tangent line. In order to prove that this segment is a bisector of the triangle $F_1MF_2$ it is sufficient to prove the equality

$$\cos(\widehat{F_1MN}) = \cos(\widehat{F_2MN}).$$

(9.1)

The cosine equality (9.1) is equivalent to the following equality
for the scalar products of vectors:

\[
\frac{(\vec{MF}_1, \mathbf{n})}{|\vec{MF}_1|} = \frac{(\vec{MF}_2, \mathbf{n})}{|\vec{MF}_2|}. \tag{9.2}
\]

The coordinates of the points \( F_1 \) and \( F_2 \) in a canonical coordinate system of the ellipse are known (see formulas (6.5)). The coordinates of the point \( M = M(x_0, y_0) \) are also known. Therefore we can find the coordinates of the vectors \( \vec{MF}_1 \) and \( \vec{MF}_2 \) used in the above formula (9.2):

\[
\vec{MF}_1 = \left\| \begin{array}{c} -c - x_0 \\ -y_0 \end{array} \right\|, \quad \vec{MF}_2 = \left\| \begin{array}{c} c - x_0 \\ -y_0 \end{array} \right\|. \tag{9.3}
\]

The coordinates of the normal vector \( \mathbf{n} \) of the tangent line in Fig. 9.1 are given by the formulas (8.12) and (8.13):

\[
\mathbf{n} = \left\| \begin{array}{c} x_0 \\ \frac{a^2}{a^2} \\ y_0 \\ \frac{b^2}{b^2} \end{array} \right\|. \tag{9.4}
\]

Using (9.3) and (9.4), we apply the formula (33.3) from Chapter I for calculating the scalar products in (9.2):

\[
(\vec{MF}_1, \mathbf{n}) = -\frac{c \cdot x_0 - x_0^2}{a^2} - \frac{y_0^2}{b^2} = -\frac{c \cdot x_0}{a^2} - \frac{x_0^2}{a^2} - \frac{y_0^2}{b^2}, \tag{9.5}
\]

\[
(\vec{MF}_2, \mathbf{n}) = \frac{c \cdot x_0 - x_0^2}{a^2} - \frac{y_0^2}{b^2} = \frac{c \cdot x_0}{a^2} - \frac{x_0^2}{a^2} - \frac{y_0^2}{b^2}.
\]

The point \( M = M(x_0, y_0) \) lies on the ellipse. Therefore its coordinates should satisfy the equation of the ellipse (6.15):

\[
\frac{x_0^2}{a^2} + \frac{y_0^2}{b^2} = 1. \tag{9.6}
\]
Due to (9.6) the formulas (9.5) simplify and take the form
\[
(\overrightarrow{MF_1}, n) = \frac{-c x_0}{a^2} - 1 = -\frac{a^2 + c x_0}{a^2},
\]
\[
(\overrightarrow{MF_2}, n) = \frac{c x_0}{a^2} - 1 = -\frac{a^2 - c x_0}{a^2}.
\]
(9.7)

In order to calculate the denominators in the formula (9.2) we use the formulas (6.21) and (6.22). In this case, when applied to the point \( M = M(x_0, y_0) \), they yield
\[
|MF_1| = \frac{a^2 + c x_0}{a}, \quad |MF_2| = \frac{a^2 - c x_0}{a}.
\]
(9.8)

From the formulas (9.7) and (9.8) we easily derive the equalities
\[
\frac{(\overrightarrow{MF_1}, n)}{|MF_1|} = -\frac{1}{a}, \quad \frac{(\overrightarrow{MF_2}, n)}{|MF_2|} = -\frac{1}{a}
\]
which proves the equality (9.2). As a result the theorem 9.2 and the theorem 9.1 equivalent to it both are proved.  \( \square \)

§ 10. Hyperbola. Canonical equation of a hyperbola.

DEFINITION 10.1. A hyperbola is a set of points on some plane the modulus of the difference of distances from each of which to some fixed points \( F_1 \) and \( F_2 \) of this plane is a constant which is the same for all points of the set. The points \( F_1 \) and \( F_2 \) are called the foci of the hyperbola.

Assume that a hyperbola with the foci \( F_1 \) and \( F_2 \) is given. Let’s draw the line connecting the points \( F_1 \) and \( F_2 \) and choose this line for the \( x \)-axis of a coordinate system. Let’s denote through \( O \) the midpoint of the segment \([F_1F_2]\) and choose it for the origin. We choose the second coordinate axis (the \( y \)-axis) to be perpendicular to the \( x \)-axis on the hyperbola plane.
§ 10. HYPERBOLA.

(see Fig. 10.1). We choose the unity scales along the axes. This means that the basis of the coordinate system constructed is orthonormal.

Let \( M = M(x, y) \) be some arbitrary point of the hyperbola in Fig. 10.1. According to the definition of a hyperbola \( 10.1 \) the modulus of the difference \( |MF_1| - |MF_2| \) is a constant which does not depend on a location of the point \( M \) on the hyperbola. We denote this constant through \( 2a \) and write the formula

\[ ||MF_1| - |MF_2|| = 2a. \]  \( 10.1 \)

According to \( 10.1 \) the points of the hyperbola are subdivided into two subsets. For the points of one of these two subsets the condition \( 10.1 \) is written as

\[ |MF_1| - |MF_2| = 2a. \]  \( 10.2 \)

These points constitute the right branch of the hyperbola. For the points of the other subset the condition \( 10.1 \) is written as

\[ |MF_2| - |MF_1| = 2a. \]  \( 10.3 \)

These points constitute the left branch of the hyperbola.

The length of the segment \( [F_1F_2] \) is also a constant. Let’s denote this constant through \( 2c \). This yields

\[ |F_1O| = |OF_2| = c, \quad |F_1F_2| = 2c. \]  \( 10.4 \)

From the triangle inequality \( |F_1F_2| \geq ||MF_1| - |MF_2|| \), from
(10.2), from (10.3), and from (10.4) we derive
\[ c \geq a. \]  
\tag{10.5}

The case \( c = a \) in (10.5) corresponds to a degenerate hyperbola. In this case the inequality \( |F_1F_2| \geq ||MF_1| - |MF_2|| \) turns to the equality \( |F_1F_2| = ||MF_1| - |MF_2|| \) which distinguishes two subcases. In the first subcase the equality \( |F_1F_2| = ||MF_1| - |MF_2|| \) is written as
\[ |F_1F_2| = |MF_1| - |MF_2|. \]  
\tag{10.6}
The equality (10.6) means that the triangle \( F_1MF_2 \) collapses into the segment \([F_1M]\), i.e. the point \( M \) lies on the ray going along the \( x \)-axis to the right from the point \( F_2 \) (see Fig. 10.1).

In the second subcase of the case \( c = a \) the equality \( |F_1F_2| = ||MF_1| - |MF_2|| \) is written as follows
\[ |F_1F_2| = |MF_2| - |MF_1|. \]  
\tag{10.7}
The equality (10.7) means that the triangle \( F_1MF_2 \) collapses into the segment \([F_1M]\), i.e. the point \( M \) lies on the ray going along the \( x \)-axis to the left from the point \( F_1 \) (see Fig. 10.1).

As we see considering the above two subcases, if \( c = a \) the degenerate hyperbola is the union of two non-intersecting rays lying on the \( x \)-axis and being opposite to each other.

Another form of a degenerate hyperbola arises if \( a = 0 \). In this case the branches of the hyperbola straighten and, gluing with each other, lie on the \( y \)-axis.

Both cases of degenerate hyperbolas are usually excluded from the consideration by means of the following inequalities:
\[ c > a > 0. \]  
\tag{10.8}
The formulas (10.4) determine the coordinates of the foci \( F_1 \)
and $F_2$ of our hyperbola in the chosen coordinate system:

$$F_1 = F_1(-c, 0), \quad F_2 = F_2(c, 0). \quad (10.9)$$

Knowing the coordinates of the points $F_1$ and $F_2$ and knowing the coordinates of the point $M = M(x, y)$, we write the formulas

$$|MF_1| = \sqrt{y^2 + (x + c)^2},$$
$$|MF_2| = \sqrt{y^2 + (x - c)^2}. \quad (10.10)$$

**Derivation of the canonical equation of a hyperbola.**

As we have seen above, the equality (10.1) defining a hyperbola breaks into two equalities (10.2) and (10.3) corresponding to the right and left branches of the hyperbola. Let’s unite them back into a single equality of the form

$$|MF_1| - |MF_2| = \pm 2a. \quad (10.11)$$

Let’s substitute the formulas (10.10) into the equality (10.11):

$$\sqrt{y^2 + (x + c)^2} - \sqrt{y^2 + (x - c)^2} = \pm 2a. \quad (10.12)$$

Then we move one of the square roots to the right hand side of the formula (10.12). As a result we derive

$$\sqrt{y^2 + (x + c)^2} = \pm 2a + \sqrt{y^2 + (x - c)^2}. \quad (10.13)$$

Squaring both sides of the equality (10.13), we get

$$y^2 + (x + c)^2 = 4a^2 \pm$$
$$\pm 4a \sqrt{y^2 + (x - c)^2} + y^2 + (x - c)^2. \quad (10.14)$$

Upon expanding brackets and collecting similar terms the equality (10.14) can be written in the following form:

$$\mp 4a \sqrt{y^2 + (x - c)^2} = 4a^2 - 4xc. \quad (10.15)$$
Let’s cancel the factor four in (10.15) and square both sides of this equality. As a result we get the formula

\[ a^2 (y^2 + (x - c)^2) = a^4 - 2a^2 xc + x^2 c^2. \]  (10.16)

Upon expanding brackets and recollecting similar terms the equality (10.16) can be written in the following form:

\[ x^2 (a^2 - c^2) + y^2 a^2 = a^2 (a^2 - c^2). \]  (10.17)

An attentive reader can note that the above calculations are almost literally the same as the corresponding calculations for the case of an ellipse. As for the resulting formula (10.17), it coincides exactly with the formula (6.12). But, nevertheless, there is a difference. It consists in the inequalities (10.8), which are different from the inequalities (6.4) for an ellipse.

Both sides of the equality (10.17) comprises the quantity \(a^2 - c^2\). Due to the inequalities (10.8) this quantity is negative. For this reason the quantity \(a^2 - c^2\) can be written as the square of some positive quantity \(b > 0\) taken with the minus sign:

\[ a^2 - c^2 = -b^2. \]  (10.18)

Due to (10.18) the equality (10.17) can be written as

\[ -x^2 b^2 + y^2 a^2 = -a^2 b^2. \]  (10.19)

Since \(b > 0\) and \(a > 0\) (see inequalities (10.8)), the above equality (10.19) transforms to the following one:

\[ \frac{x^2}{a^2} - \frac{y^2}{b^2} = 1. \]  (10.20)

**Definition 10.2.** The equality (10.20) is called the *canonical equation* of a hyperbola.
Theorem 10.1. For each point $M(x, y)$ of the hyperbola determined by the initial equation (10.12) its coordinates satisfy the canonical equation (10.20).

The above derivation of the canonical equation (10.20) of a hyperbola proves the theorem 10.1. The canonical equation leads (10.20) to the following important inequality:

$$|x| \geq a. \quad (10.21)$$

Theorem 10.2. The canonical equation of a hyperbola (10.20) is equivalent to the initial equation (10.12).

Proof. The proof of the theorem 10.2 is analogous to the proof of the theorem 6.2. In order to prove the theorem 10.2 we calculate the expressions (10.10) relying on the equation (10.20). The equation (10.20) itself can be written as follows:

$$y^2 = \frac{b^2}{a^2} x^2 - b^2. \quad (10.22)$$

Substituting (10.22) into the first formula (10.10), we get

$$|MF_1| = \sqrt{\frac{b^2}{a^2} x^2 - b^2 + x^2 + 2xc + c^2} = \sqrt{\frac{a^2 + b^2}{a^2} x^2 + 2xc + (c^2 - b^2)}. \quad (10.23)$$

Now we take into account the relationship (10.18) and write the equality (10.23) in the following form:

$$|MF_1| = \sqrt{a^2 + 2xc + \frac{c^2}{a^2} x^2} = \sqrt{\left(\frac{a^2 + cx}{a}\right)^2}. \quad (10.24)$$

Upon calculating the square root the formula (10.24) yields

$$|MF_1| = \frac{|a^2 + cx|}{a}. \quad (10.25)$$
From the inequalities (10.8) and (10.21) we derive $|c x| > a^2$. Therefore the formula (10.25) can be written as follows:

$$|MF_1| = \frac{c |x| + \text{sign}(x) a^2}{a} = \frac{c |x|}{a} + \text{sign}(x) a. \quad (10.26)$$

In the case of the second formula (10.10) the considerations, analogous to the above ones, yield the following result:

$$|MF_2| = \frac{c |x| - \text{sign}(x) a^2}{a} = \frac{c |x|}{a} - \text{sign}(x) a. \quad (10.27)$$

Let’s subtract the equality (10.27) from the equality (10.26). Then we get the following relationships:

$$|MF_1| - |MF_2| = 2 \text{sign}(x) a = \pm 2a. \quad (10.28)$$

The plus sign in (10.28) corresponds to the case $x > 0$, which corresponds to the right branch of the hyperbola in Fig. 10.1. The minus sign corresponds to the left branch of the hyperbola. Due to what was said the equality (10.28) is equivalent to the equality (10.11), which in turn is equivalent to the equality (10.12). The theorem 10.2 is proved. □

Let’s consider again the inequality (10.21) which should be fulfilled for the $x$-coordinate of any point $M$ on the hyperbola. The inequality (10.21) turns to an equality if $M$ coincides with $A$ or if $M$ coincides with $C$ (see Fig. 10.1).

**Definition 10.3.** The points $A$ and $C$ in Fig. 10.1 are called the vertices of the hyperbola. The segment $[AC]$ is called the transverse axis or the real axis of the hyperbola, while the segments $[OA]$ and $[OC]$ are called its real semiaxes.

The constant $a$ in the equation of the hyperbola (10.20) is the length of the segment $[OA]$ in Fig. 10.1 (the length of the real semiaxis of a hyperbola). As for the constant $b$, there is no
segment of the length $b$ in Fig. 10.1. For this reason the constant $b$ is called the length of the *imaginary semiaxis* of a hyperbola, i.e. the semiaxis which does not actually exist.

**Definition 10.4.** A coordinate system $O, e_1, e_2$ with an orthonormal basis $e_1, e_2$ where a hyperbola is given by its canonical equation (10.20) is called a *canonical coordinate system* of this hyperbola.

§11. The eccentricity and directrices of a hyperbola. The property of directrices.

The shape and sizes of a hyperbola are determined by two constants $a$ and $b$ in its canonical equation (10.20). Due to the relationship (10.18) the constant $b$ can be expressed through the constant $c$. Multiplying both constants $a$ and $c$ by the same number, we change the sizes of a hyperbola, but do not change its shape. The ratio of these two constants

$$
\varepsilon = \frac{c}{a}.
$$

is responsible for the shape of a hyperbola.

**Definition 11.1.** The quantity $\varepsilon$ defined by the relationship (11.1), where $a$ is the real semiaxis and $c$ is the half of the interfocal distance, is called the *eccentricity* of a hyperbola.

The eccentricity (11.1) is used in order to define one more parameter of a hyperbola. It is usually denoted through $d$:

$$
d = \frac{a}{\varepsilon} = \frac{a^2}{c}.
$$

**Definition 11.2.** On the plane of a hyperbola there are two lines perpendicular to its real axis and placed at the distance $d$ given by the formula (7.2) from its center. These lines are called *directrices* of a hyperbola.
Each hyperbola has two foci and two directrices. Each directrix has the corresponding focus of it. This is that of two foci which is more close to the directrix in question. Let $M(x, y)$ be some arbitrary point of a hyperbola. Let’s connect this point with the left focus of the hyperbola $F_1$ and drop the perpendicular from it to the left directrix of the hyperbola. Let’s denote through $H_1$ the base of such a perpendicular and calculate its length $|MH_1|$:$$|MH_1| = |x - (-d)| = |d + x|. \quad (11.3)$$Taking into account $(11.2)$, the formula $(11.3)$ can be brought to$$|MH_1| = \left| \frac{a^2}{c} + x \right| = \frac{|a^2 + c x|}{c}. \quad (11.4)$$The length of the segment $MF_1$ was already calculated above. Initially it was given by one of the formulas $(10.10)$, but later the more simple expression $(10.25)$ was derived for it:$$|MF_1| = \frac{|a^2 + c x|}{a}. \quad (11.5)$$If we divide $(11.5)$ by $(11.4)$, we obtain the following relationship:$$\frac{|MF_1|}{|MH_1|} = \frac{c}{a} = \varepsilon. \quad (11.6)$$The point $M$ can change its position on the hyperbola. Then the numerator and the denominator of the fraction $(11.6)$ are...
changed, but its value remains unchanged. This fact is known as the property of directrices.

**Theorem 11.1.** *The ratio of the distance from some arbitrary point $M$ of a hyperbola to its focus and the distance from this point to the corresponding directrix is a constant which is equal to the eccentricity of the hyperbola.*

§ 12. *The equation of a tangent line to a hyperbola.*

Let’s consider a hyperbola given by its canonical equation (10.20) in its canonical coordinate system (see Definition 10.4). Let’s draw a tangent line to this hyperbola and denote through $M = M(x_0, y_0)$ its tangency point (see Fig. 12.1). Our goal is to write the equation of a tangent line to a hyperbola.

A hyperbola consists of two branches, each branch being a curve composed by two halves — the upper half and the lower half. The upper halves of the hyperbola branches can be treated as a graph of some function of the form

$$y = f(x)$$

(12.1)

defined in the union of two intervals $(-\infty, -a) \cup (a, +\infty)$. Lower halves of a hyperbola can also be treated as a graph of some function of the form (12.1) with the same domain. The equation of a tangent line to the graph of the function (12.1) is given by the following well-known formula (see [9]):

$$y = y_0 + f'(x_0) (x - x_0).$$

(12.2)

In order to apply the formula (12.2) to a hyperbola we need
to calculate the derivative of the function (12.1). Let’s substitute the function (12.1) into the equation (10.20):

$$\frac{x^2}{a^2} - \frac{(f(x))^2}{b^2} = 1. \quad (12.3)$$

The equality (12.3) is fulfilled identically in \(x\). Let’s differentiate the equality (12.3) with respect to \(x\). This yields

$$\frac{2x}{a^2} - \frac{2f(x)f'(x)}{b^2} = 0. \quad (12.4)$$

Let’s apply (12.4) for to calculate the derivative \(f'(x)\):

$$f'(x) = \frac{b^2 x}{a^2 f(x)}. \quad (12.5)$$

In order to substitute (12.5) into the equation (12.2) we change \(x\) for \(x_0\) and \(f(x)\) for \(f(x_0) = y_0\). As a result we get

$$f'(x_0) = \frac{b^2 x_0}{a^2 y_0}. \quad (12.6)$$

Let’s substitute (12.6) into the equation of the tangent line (12.2). This yields the following relationship

$$y = y_0 + \frac{b^2 x_0}{a^2 y_0} (x - x_0). \quad (12.7)$$

Eliminating the denominator, we write the equality (12.7) as

$$a^2 y y_0 - b^2 x x_0 = a^2 y_0^2 - b^2 x_0^2. \quad (12.8)$$

Now let’s divide both sides of the equality (12.8) by \(a^2 b^2\):

$$\frac{x x_0}{a^2} - \frac{y y_0}{b^2} = \frac{x_0^2}{a^2} - \frac{y_0^2}{b^2}. \quad (12.9)$$
Note that the point \( M = M(x_0, y_0) \) is on the hyperbola. Therefore its coordinates satisfy the equation (10.20):

\[
\frac{x_0^2}{a^2} - \frac{y_0^2}{b^2} = 1. \tag{12.10}
\]

Taking into account (12.10), we can transform (12.9) to

\[
\frac{x \, x_0}{a^2} - \frac{y \, y_0}{b^2} = 1. \tag{12.11}
\]

**Theorem 12.1.** For a hyperbola determined by its canonical equation (10.20) its tangent line that touches this hyperbola at the point \( M = M(x_0, y_0) \) is given by the equation (12.11).

The equation (12.11) is a particular case of the equation (3.22) where the constants \( A, B, \) and \( D \) are given by the formulas

\[
A = \frac{x_0}{a^2}, \quad B = -\frac{y_0}{b^2}, \quad D = 1. \tag{12.12}
\]

According to the definition 3.6 and the formulas (3.21) the constants \( A \) and \( B \) in (12.12) are the covariant components of the normal vector for the tangent line to a hyperbola. The tangent line equation (12.11) is written in a canonical coordinate system of a hyperbola. The basis of such a coordinate system is orthonormal. Therefore the formula (3.19) and the formula (32.4) from Chapter I yield the following relationships:

\[
A = n_1 = n^1, \quad B = n_2 = n^2. \tag{12.13}
\]

**Theorem 12.2.** The quantities \( A \) and \( B \) in (12.12) are the coordinates of the normal vector \( \mathbf{n} \) for the tangent line to a hyperbola which is given by the equation (12.11).

The relationships (12.13) prove the theorem 12.2.
§ 13. Focal property of a hyperbola.

Like in the case of an ellipse, assume that a hyperbola is manufactured of a thin strip of some flexible material and assume that its surface is covered with a light reflecting layer. For such a hyperbola we can formulate the following focal property.

**Theorem 13.1.** A light ray emitted in one focus of a hyperbola upon reflecting on its surface goes to infinity so that its backward extension passes through the other focus of this hyperbola.

**Theorem 13.2.** The tangent line of a hyperbola is a bisector in the triangle composed by the tangency point and two foci of the hyperbola.

The theorem 13.2 is a purely geometric version of the theorem 13.1. These theorems are equivalent due to the reflection law saying that the angle of reflection is equal to the angle of incidence.

**Proof.** Let’s consider some point $M = M(x_0, y_0)$ on the hyperbola and draw the tangent line to the hyperbola through this point as shown in Fig. 13.1. Let $N$ be the $x$-intercept of this tangent line. Due to $M$ and $N$, we have the segment $[MN]$. This segment is perpendicular to the normal vector $\mathbf{n}$ of the tangent line. In order to prove that $[MN]$ is a bisector in the triangle $F_1MF_2$ it is sufficient to prove that $\mathbf{n}$ is directed along the bisector for the external angle of this triangle at its vertex $M$. This condition can be written as

$$
\frac{\langle F_1M, \mathbf{n} \rangle}{|F_1M|} = \frac{\langle MF_2, \mathbf{n} \rangle}{|MF_2|}.
$$

(13.1)
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The coordinates of the points \( F_1 \) and \( F_2 \) in a canonical coordinate system of the hyperbola are known (see formulas (10.9)). The coordinates of the point \( M = M(x_0, y_0) \) are also known. Therefore we can find the coordinates of the vectors \( \overrightarrow{F_1M} \) and \( \overrightarrow{MF_2} \) used in the above formula (13.1):

\[
\overrightarrow{F_1M} = \begin{pmatrix} x_0 + c \\ y_0 \end{pmatrix}, \quad \overrightarrow{MF_2} = \begin{pmatrix} c - x_0 \\ -y_0 \end{pmatrix}.
\] (13.2)

The tangent line that touches the hyperbola at the point \( M = M(x_0, y_0) \) is given by the equation (12.11). The coordinates of the normal vector \( n \) of this tangent line in Fig. 13.1 are given by the formulas (12.12) and (12.13):

\[
n = \begin{pmatrix} \frac{x_0}{a^2} \\ -\frac{y_0}{b^2} \end{pmatrix}
\] (13.3)

Relying upon (13.2) and (13.3), we apply the formula (33.3) from Chapter I in order to calculate the scalar products in (13.1):

\[
(F_1M, n) = \frac{cx_0 + x_0^2}{a^2} - \frac{y_0^2}{b^2} = \frac{cx_0}{a^2} + \frac{x_0^2}{a^2} - \frac{y_0^2}{b^2},
\]

\[
(MF_2, n) = \frac{cx_0 - x_0^2}{a^2} + \frac{y_0^2}{b^2} = \frac{cx_0}{a^2} - \frac{x_0^2}{a^2} + \frac{y_0^2}{b^2}.
\] (13.4)

The coordinates of the point \( M \) satisfy the equation (10.20):

\[
\frac{x_0^2}{a^2} - \frac{y_0^2}{b^2} = 1.
\] (13.5)

Due to (13.5) the formulas (13.4) simplify to

\[
(F_1M, n) = \frac{cx_0}{a^2} + 1 = \frac{cx_0 + a^2}{a^2},
\]

\[
(MF_2, n) = \frac{cx_0}{a^2} - 1 = \frac{cx_0 - a^2}{a^2}.
\] (13.6)
In order to calculate the denominators in the formula (13.1) we use the formulas (10.26) and (10.27). In this case, when applied to the point $M = M(x_0, y_0)$, they yield

$$|MF_1| = \frac{c|x_0| + \text{sign}(x_0) a^2}{a},$$

$$|MF_2| = \frac{c|x_0| - \text{sign}(x_0) a^2}{a}.$$  \hfill (13.7)

Due to the purely numeric identity $|x_0| = \text{sign}(x_0) x_0$ we can write (13.7) in the following form:

$$|MF_1| = \frac{c x_0 + a^2}{a} \text{sign}(x_0),$$

$$|MF_2| = \frac{c x_0 - a^2}{a} \text{sign}(x_0).$$ \hfill (13.8)

From the formulas (13.6) and (13.8) we easily derive the equalities

$$\frac{(F_1M, \textbf{n})}{|MF_1|} = \frac{\text{sign}(x_0)}{a}, \quad \frac{(MF_2, \textbf{n})}{|MF_2|} = \frac{\text{sign}(x_0)}{a}$$

that prove the equality (13.1). The theorem 13.2 is proved. □

As we noted above the theorem 13.1 is equivalent to the theorem 13.2 due to the light reflection law. Therefore the theorem 13.1 is also proved.

§ 14. Asymptotes of a hyperbola.

Asymptotes are usually understood as some straight lines to which some points of a given curve come unlimitedly close along some unlimitedly long fragments of this curve. Each hyperbola has two asymptotes (see Fig. 14.1). In a canonical coordinate system the asymptotes of the hyperbola given by the equation
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The equations \( y = \pm \frac{b}{a} x \) (10.20) are determined by the following equations:

\[
y = \pm \frac{b}{a} x. \tag{14.1}
\]

One of the asymptotes is associated with the plus sign in the formula (14.1), the other asymptote is associated with the opposite minus sign.

The theory of asymptotes is closely related to the theory of limits. This theory is usually studied within the course of mathematical analysis (see [9]). For this reason I do not derive the equations (14.1) in this book.

\[\section{15. Parabola. Canonical equation of a parabola.}\]

\[
\text{Definition 15.1. A parabola is a set of points on some plane each of which is equally distant from some fixed point } F \text{ of this plane and from some straight line } d \text{ lying on this plane. The point } F \text{ is called the focus of this parabola, while the line } d \text{ is called its directrix.}
\]

Assume that a parabola with the focus \( F \) and with the directrix \( d \) is given. Let’s drop the perpendicular from the point \( F \) onto the line \( d \) and denote through \( D \) the base of such a perpendicular. Let’s choose the
line $DF$ for the $x$-axis of a coordinate system. Then we denote through $O$ the midpoint of the segment $[DF]$ and choose this point $O$ for the origin. And finally, we draw the $y$-axis of a coordinate system through the point $O$ perpendicular to the line $DF$ (see Fig. 15.1). Choosing the unity scales along the axes, we ultimately fix a coordinate system with an orthonormal basis on the parabola plane.

Let’s denote through $p$ the distance from the focus $F$ of the parabola to its directrix $d$, i.e. we set

$$|DF| = p. \quad (15.1)$$

The point $O$ is the midpoint of the segment $[DF]$. Therefore the equality $(15.1)$ leads to the following equalities:

$$|DO| = |OF| = \frac{p}{2}. \quad (15.2)$$

The relationships $(15.2)$ determine the coordinates of $D$ and $F$:

$$D = D(-p/2, 0), \quad F = F(p/2, 0). \quad (15.3)$$

Let $M = M(x, y)$ be some arbitrary point of the parabola. According to the definition $(15.1)$, the following equality is fulfilled:

$$|MF| = |MH| \quad (15.4)$$

(see Fig. 15.1). Due to $(15.3)$ the length of the segment $[MF]$ in the chosen coordinate system is given by the formula

$$|MF| = \sqrt{y^2 + (x - p/2)^2}. \quad (15.5)$$

The formula for the length of $[MH]$ is even more simple:

$$|MH| = x + p/2. \quad (15.6)$$
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Substituting (15.5) and (15.6) into (15.4), we get the equation

\[ \sqrt{y^2 + (x - p/2)^2} = x + p/2. \]  

(15.7)

Let’s square both sides of the equation (15.7):

\[ y^2 + (x - p/2)^2 = (x + p/2)^2. \]  

(15.8)

Upon expanding brackets and collecting similar terms in (15.8), we bring this equation to the following form:

\[ y^2 = 2px. \]  

(15.9)

Definition 15.2. The equality (15.9) is called the canonical equation of a parabola.

Theorem 15.1. For each point \( M(x, y) \) of the parabola determined by the initial equation (15.7) its coordinates satisfy the canonical equation (15.9).

Due to (15.1) the constant \( p \) in the equation (15.9) is a non-negative quantity. The case \( p = 0 \) corresponds to the degenerate parabola. From the definition 15.1 it is easy to derive that in this case the parabola turns to the straight line coinciding with the \( x \)-axis in Fig. 15.1. The case of the degenerate parabola is excluded by means of the inequality

\[ p > 0. \]  

(15.10)

Due to the inequality (15.10) from the equation (15.9) we derive

\[ x \geq 0. \]  

(15.11)

Theorem 15.2. The canonical equation of the parabola (15.9) is equivalent to the initial equation (15.7).

Proof. In order to prove the theorem 15.2 it is sufficient
to invert the calculations performed in deriving the equality (15.9) from (15.7). Note that the passage from (15.8) to (15.9) is invertible. The passage from (15.7) to (15.8) is also invertible due to the inequality (15.11), which follows from the equation (15.9). This observation completes the proof of the theorem 15.2. □

**Definition 15.3.** The point $O$ in Fig. 15.1 is called the *vertex* of the parabola, the line $DF$ coinciding with the $x$-axis is called the *axis* of the parabola.

**Definition 15.4.** A coordinate system $O, e_1, e_2$ with an orthonormal basis $e_1, e_2$ where a parabola is given by its canonical equation (15.9) and where the inequality (15.10) is fulfilled is called a *canonical coordinate system* of this parabola.

§ 16. The eccentricity of a parabola.

The definition of a parabola 15.1 is substantially different from the definition of an ellipse 6.1 and from the definition of a hyperbola 10.1. But it is similar to the property of directrices of an ellipse in the theorem 7.1 and to the property of directrices of a hyperbola in the theorem 11.1. Comparing the definition of a parabola 15.1 with these theorems, we can formulate the following definition.

**Definition 16.1.** The eccentricity of a parabola is postulated to be equal to the unity: $\varepsilon = 1$.

§ 17. The equation of a tangent line to a parabola.

Let’s consider a parabola given by its canonical equation (15.9) in its canonical coordinate system (see Definition 15.4). Let’s draw a tangent line to this parabola and denote through $M = M(x_0, y_0)$ the tangency point (see Fig. 17.1). Our goal is to write the equation of the tangent line to the parabola through the point $M = M(x_0, y_0)$.

An parabola is a curve composed by two halves — the upper half and the lower half. Any one of these two halves of
a parabola can be treated as a graph of some function

$$y = f(x) \quad (17.1)$$

with the domain \((0, +\infty)\). The equation of a tangent line to the graph of a function \((17.1)\) is given by the well-known formula

$$y - y_0 = f'(x_0)(x - x_0). \quad (17.2)$$

(see [9]). In order to apply the formula \((17.2)\) to a parabola one should calculate the derivative of the function \((17.1)\). Let’s substitute \((17.1)\) into the equation \((15.9)\):

$$(f(x))^2 = 2px. \quad (17.3)$$

The equality \((17.3)\) is fulfilled identically in \(x\). Let’s differentiate the equality \((17.3)\) with respect to \(x\). This yields

$$2f(x)f'(x) = 2p. \quad (17.4)$$

Let’s apply the formula \((17.4)\) for to calculate the derivative

$$f'(x) = \frac{p}{f(x)}. \quad (17.5)$$

In order to substitute \((17.5)\) into the equation \((17.2)\) we change \(x\) for \(x_0\) and \(f(x)\) for \(f(x_0) = y_0\). As a result we get

$$f'(x_0) = \frac{p}{y_0}. \quad (17.6)$$

Let’s substitute \((17.6)\) into the equation of the tangent line
This yields the following relationship:

\[ y - y_0 = \frac{p}{y_0} (x - x_0). \quad (17.7) \]

Eliminating the denominator, we write the equality (17.7) as

\[ y y_0 - y_0^2 = p x - p x_0. \quad (17.8) \]

Note that the point \( M = M(x_0, y_0) \) is on the parabola. Therefore its coordinates satisfy the equality (15.9):

\[ y_0^2 = 2 p x_0. \quad (17.9) \]

Taking into account (17.9), we can transform (17.8) to

\[ y y_0 = p x + p x_0. \quad (17.10) \]

This is the required equation of a tangent line to a parabola.

**Theorem 17.1.** For a parabola determined by its canonical equation (15.9) the tangent line that touches this parabola at the point \( M = M(x_0, y_0) \) is given by the equation (17.10).

Let’s write the equation of a tangent line to a parabola in the following slightly transformed form:

\[ p x - y y_0 + p x_0 = 0. \quad (17.11) \]

The equation (17.11) is a special instance of the equation (3.22) where the constants \( A, B, \) and \( D \) are given by the formulas

\[ A = p, \quad B = -y_0, \quad D = p x_0. \quad (17.12) \]

According to the definition 3.6 and the formulas (3.21), the constants \( A \) and \( B \) in (17.12) are the covariant components of the normal vector of a tangent line to a parabola. The
equation (17.11) is written in a canonical coordinate system of the parabola. The basis of a canonical system is orthonormal (see Definition 15.4). In the case of an orthonormal basis the formula (3.19) and the formula (32.4) from Chapter I yield

\[ A = n_1 = n^1, \quad B = n_2 = n^2. \]  

**Theorem 17.2.** The quantities \( A \) and \( B \) in (17.12) are the coordinates of the normal vector \( n \) of a tangent line to a parabola in the case where this tangent line is given by the equation (17.10).

The relationships (17.13) prove the theorem 17.2.

§ 18. **Focal property of a parabola.**

Assume that we have a parabola manufactured of a thin strip of some flexible material covered with a light reflecting layer. For such a parabola the following focal property is formulated.

**Theorem 18.1.** A light ray emitted from the focus of a parabola upon reflecting on its surface goes to infinity parallel to the axis of this parabola.

**Theorem 18.2.** For any tangent line of a parabola the triangle formed by the tangency point \( M \), its focus \( F \), and by the point \( N \) at which this tangent line intersects the axis of the parabola is an isosceles triangle, i.e. the equality \( |MF| = |NF| \) holds.

As we see in Fig. 18.1, the theorem 18.2 follows from the theorem 18.1 due to the reflection law saying that the angle of reflection is equal to the angle of
incidence and due to the equality of inner crosswise lying angles in the intersection of two parallel lines by a third line (see [6]).

**Proof of the theorem 18.2.** For to prove this theorem we choose some tangency point \( M(x_0, y_0) \) and write the equation of the tangent line to the parabola in the form of (17.10):

\[
y y_0 = p x + p x_0. \tag{18.1}
\]

Let’s find the intersection point of the tangent line (18.1) with the axis of the parabola. In a canonical coordinate system the axis of the parabola coincides with the \( x \)-axis (see Definition 15.3). Substituting \( y = 0 \) into the equation (18.1), we get \( x = -x_0 \), which determines the coordinates of the point \( N \):

\[
N = N(-x_0, 0). \tag{18.2}
\]

From (18.2) and (15.3) we derive the length of the segment \([NF]\):

\[
|NF| = p/2 - (-x_0) = p/2 + x_0. \tag{18.3}
\]

In the case of a parabola the length of the segment \([MF]\) coincides with the length of the segment \([MH]\) (see Definition 15.1). Therefore from (15.3) we derive

\[
|MF| = |MH| = x_0 - (-p/2) = x_0 + p/2. \tag{18.4}
\]

Comparing (18.3) and (18.4) we get the required equality \(|MF| = |NF|\). As a result the theorem 18.2 is proved. As for the theorem 18.1, it equivalent to the theorem 18.2. □

§ 19. The scale of eccentricities.

The eccentricity of an ellipse is determine by the formula (7.1), where the parameters \( c \) and \( a \) are related by the inequalities (6.4). Hence the eccentricity of an ellipse obeys the inequalities

\[
0 \leq \varepsilon < 1. \tag{19.1}
\]
The eccentricity of a parabola is equal to unity by definition. Indeed, the definition 16.1 yields

\[ \varepsilon = 1. \] (19.2)

The eccentricity of a hyperbola is defined by the formula (11.1), where the parameters \( c \) and \( a \) obey the inequalities (10.8). Hence the eccentricity of a hyperbola obeys the inequalities

\[ 1 < \varepsilon \leq +\infty. \] (19.3)

The formulas (19.1), (19.2), and (19.3) show that the eccentricities of ellipses, parabolas, and hyperbolas fill the interval from 0 to \(+\infty\) without omissions, i.e. we have the continuous scale of eccentricities.

§ 20. Changing a coordinate system.

Let \( O, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) and \( \tilde{O}, \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) be two Cartesian coordinate systems in the space \( \mathbb{E} \). They consist of the bases \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) and \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) complemented with two points \( O \) and \( \tilde{O} \), which are called origins (see Definition 1.1). The transition from the basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) to the basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) and vice versa is described by two transition matrices \( S \) and \( T \) whose components are in the following transition formulas:

\[ \tilde{\mathbf{e}}_j = \sum_{i=1}^{3} S^j_i \mathbf{e}_i, \quad \mathbf{e}_j = \sum_{i=1}^{3} T^i_j \tilde{\mathbf{e}}_i \] (20.1)

(see formulas (22.4) and (22.9) in Chapter I).

In order to describe the transition from the coordinate system \( O, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) to the coordinate system \( \tilde{O}, \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) and vice versa two auxiliary parameters are employed. These are the vectors \( \mathbf{a} = \overrightarrow{OO} \) and \( \tilde{\mathbf{a}} = \overrightarrow{\tilde{O}O} \).
Definition 20.1. The vectors \( \mathbf{a} = \overrightarrow{O\tilde{O}} \) and \( \tilde{\mathbf{a}} = \overrightarrow{\tilde{O}O} \) are called the origin displacement vectors.

The origin displacement vector \( \mathbf{a} = \overrightarrow{O\tilde{O}} \) is usually expanded in the basis \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \), while the other origin displacement vector \( \tilde{\mathbf{a}} = \overrightarrow{\tilde{O}O} \) is expanded in the basis \( \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \):

\[
\mathbf{a} = \sum_{i=1}^{3} a^i \mathbf{e}_i, \quad \tilde{\mathbf{a}} = \sum_{i=1}^{3} \tilde{a}^i \tilde{\mathbf{e}}_i. \tag{20.2}
\]

The vectors \( \mathbf{a} = \overrightarrow{O\tilde{O}} \) are \( \tilde{\mathbf{a}} = \overrightarrow{\tilde{O}O} \) opposite to each other, i.e. the following relationships are fulfilled:

\[
\mathbf{a} = -\tilde{\mathbf{a}}, \quad \tilde{\mathbf{a}} = -\mathbf{a}. \tag{20.3}
\]

Their coordinates in the expansions (20.2) are related with each other by means of the formulas

\[
\tilde{a}^i = -\sum_{j=1}^{3} T^i_j a^j, \quad a^i = -\sum_{j=1}^{3} S^i_j \tilde{a}^j. \tag{20.4}
\]

The formulas (20.4) are derived from the formulas (20.3) with the use of the formulas (25.4) and (25.5) from Chapter I.

§ 21. Transformation of the coordinates of a point under a change of a coordinate system.

Let \( O, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) and \( \tilde{O}, \tilde{\mathbf{e}}_1, \tilde{\mathbf{e}}_2, \tilde{\mathbf{e}}_3 \) be two Cartesian coordinate systems in the space \( \mathbb{E} \) and let \( X \) be some arbitrary point in the space \( \mathbb{E} \). Let’s denote through

\[
X = X(x^1, x^2, x^3), \quad \tilde{X} = X(\tilde{x}^1, \tilde{x}^2, \tilde{x}^3) \tag{21.1}
\]
the presentations of the point $X$ in these two coordinate systems. The radius vectors of the point $X$ in these systems are related with each other by means of the relationships

$$r_X = a + \tilde{r}_X, \quad \tilde{r}_X = \tilde{a} + r_X, \quad (21.2)$$

The coordinates of $X$ in (21.1) are the coordinates of its radius vectors in the bases of the corresponding coordinate systems:

$$r_X = \sum_{j=1}^{3} x^j e_j, \quad \tilde{r}_X = \sum_{j=1}^{3} \tilde{x}^j \tilde{e}_j. \quad (21.3)$$

From (21.2), (21.3), and (20.2), applying the formulas (25.4) and (25.5) from Chapter I, we easily derive the following relationships:

$$\tilde{x}^i = \sum_{j=1}^{3} T^i_j x^j + \tilde{a}^i, \quad x^i = \sum_{j=1}^{3} S^i_j \tilde{x}^j + a^i. \quad (21.4)$$

**Theorem 21.1.** Under a change of coordinate systems in the space $\mathbb{E}$ determined by the formulas (20.1) and (20.2) the coordinates of points are transformed according to the formulas (21.4).

The formulas (21.4) are called the direct and inverse transformation formulas for the coordinates of a point under a change of a Cartesian coordinate system.

§ 22. Rotation of a rectangular coordinate system on a plane. The rotation matrix.

Let $O, e_1, e_2$ and $\tilde{O}, \tilde{e}_1, \tilde{e}_2$ be two Cartesian coordinate system on a plane. The formulas (20.1), (20.2), and (20.4) in this case are written as follows:

$$\tilde{e}_j = \sum_{i=1}^{2} S^i_j e_i, \quad e_j = \sum_{i=1}^{2} T^i_j \tilde{e}_i. \quad (22.1)$$
\[ a = \sum_{i=1}^{2} a^i e_i, \quad \tilde{a} = \sum_{i=1}^{2} \tilde{a}^i \tilde{e}_i, \quad (22.2) \]

\[ \tilde{a}^i = -\sum_{j=1}^{2} T_{ij} a^j, \quad a^i = -\sum_{j=1}^{2} S_{ij} \tilde{a}^j. \quad (22.3) \]

Let \( X \) be some arbitrary point of the plane. Its coordinates in the coordinate systems \( O, e_1, e_2 \) and \( \tilde{O}, \tilde{e}_1, \tilde{e}_2 \) are transformed according to the formulas similar to (21.4):

\[ \tilde{x}^i = \sum_{j=1}^{2} T_{ij} x^j + \tilde{a}^i, \quad x^i = \sum_{j=1}^{2} S_{ij} \tilde{x}^j + a^i. \quad (22.4) \]

Assume that the origins \( O \) and \( \tilde{O} \) do coincide. In this case the parameters \( a^1, a^2 \) and \( \tilde{a}^1, \tilde{a}^2 \) in the formulas (22.2), (22.3), (22.3), and (22.4) do vanish. Under the assumption \( O = \tilde{O} \) we consider the special case where the bases \( e_1, e_2 \) and \( \tilde{e}_1, \tilde{e}_2 \) both are orthonormal and where one of them is produced from the other by means of the rotation by some angle \( \varphi \) (see Fig. 22.1). For two bases on a plane the transition matrices \( S \) and \( T \) are square matrices \( 2 \times 2 \). The components of the direct transition matrix \( S \) are taken from the following formulas:

\[ \tilde{e}_1 = \cos \varphi \cdot e_1 + \sin \varphi \cdot e_2, \]
\[ \tilde{e}_2 = -\sin \varphi \cdot e_1 + \cos \varphi \cdot e_2. \quad (22.5) \]

The formulas (22.5) are derived on the base of Fig. 22.1.

Comparing the formulas (22.5) with the first relationship in (22.1), we get \( S_{11} = \cos \varphi, \quad S_{12} = \sin \varphi, \quad S_{21} = -\sin \varphi, \quad S_{22} = \cos \varphi \).
Hence we have the following formula for the matrix $S$:

$$S = \begin{pmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{pmatrix}. \quad (22.6)$$

**Definition 22.1.** The square matrix of the form (22.6) is called the *rotation matrix by the angle* $\varphi$.

The inverse transition matrix $T$ is the inverse matrix for $S$ (see theorem 23.1 in Chapter I). Due to this fact and due to the formula (22.6) we can calculate the matrix $T$:

$$T = \begin{pmatrix} \cos(-\varphi) & -\sin(-\varphi) \\ \sin(-\varphi) & \cos(-\varphi) \end{pmatrix}. \quad (22.7)$$

The matrix (22.7) is also a rotation matrix by the angle $\varphi$. But the angle $\varphi$ in it is taken with the minus sign, which means that the rotation is performed in the opposite direction.

Let’s write the relationships (22.4) taking into account that $a = 0$ and $\tilde{a} = 0$, which follows from $O = \tilde{O}$, and taking into account the formulas (22.6) and (22.7):

$$\tilde{x}^1 = \cos(\varphi) x^1 + \sin(\varphi) x^2, \quad (22.8)$$
$$\tilde{x}^2 = -\sin(\varphi) x^1 + \cos(\varphi) x^2,$$

$$x^1 = \cos(\varphi) \tilde{x}^1 - \sin(\varphi) \tilde{x}^2,$$
$$x^2 = \sin(\varphi) \tilde{x}^1 + \cos(\varphi) \tilde{x}^2. \quad (22.9)$$

The formulas (22.8) and (22.9) are the transformation formulas for the coordinates of a point under the rotation of the rectangular coordinate system shown in Fig. 22.1.

**§ 23. Curves of the second order.**

**Definition 23.1.** A *curve of the second order* or a *quadric*...
on a plane is a curve which is given by a polynomial equation of the second order in some Cartesian coordinate system

\[ A x^2 + 2 B x y + C y^2 + 2 D x + 2 E y + F = 0. \]  

(23.1)

Here \( x = x^1 \) and \( y = x^2 \) are the coordinates of a point on a plane. Note that the transformation of these coordinates under a change of one coordinate system for another is given by the functions of the first order in \( x^1 \) and \( x^2 \) (see formulas (22.4)). For this reason the general form of the equation of a quadric (23.1) does not change under a change of a coordinate system though the values of the parameters \( A, B, C, D, E, \) and \( F \) in it can change. From what was said we derive the following theorem.

**Theorem 23.1.** For any curve of the second order on a plane, i.e. for any quadric, there is some rectangular coordinate system with an orthonormal basis such that this curve is given by an equation of the form (23.1) in this coordinate system.

§ 24. **Classification of curves of the second order.**

Let \( \Gamma \) be a curve of the second order on a plane given by an equation of the form (23.1) in some rectangular coordinate system with the orthonormal basis. Passing from one of such coordinate systems to another, one can change the constant parameters \( A, B, C, D, E, \) and \( F \) in (23.1), and one can always choose a coordinate system in which the equation (23.1) takes its most simple form.

**Definition 24.1.** The problem of finding a rectangular coordinate system with the orthonormal basis in which the equation of a curve of the second order \( \Gamma \) takes its most simple form is called the problem of bringing the equation of a curve \( \Gamma \) to its canonical form.

An ellipse, a hyperbola, and parabola are examples of curves of the second order on a plane. The canonical forms of the
Definition 24.2. The problem of grouping curves by the form of their canonical equations is called the problem of classification of curves of the second order.

Theorem 24.1. For any curve of the second order $\Gamma$ there is a rectangular coordinate system with an orthonormal basis where the constant parameter $B$ of the equation (23.1) for $\Gamma$ is equal to zero: $B = 0$.

Proof. Let $O, e_1, e_2$ be rectangular coordinate system with an orthonormal basis $e_1, e_2$ where the equation of the curve $\Gamma$ has the form (23.1) (see Theorem 23.1). If $B = 0$ in (23.1), then $O, e_1, e_2$ is a required coordinate system.

If $B \neq 0$, then we perform the rotation of the coordinate system $O, e_1, e_2$ about the point $O$ by some angle $\varphi$. Such a rotation is equivalent to the change of variables

$$
\begin{align*}
x &= \cos(\varphi) \tilde{x} - \sin(\varphi) \tilde{y}, \\
y &= \sin(\varphi) \tilde{x} + \cos(\varphi) \tilde{y}
\end{align*}
$$

(24.1)

in the equation (23.1) (see formulas (22.9)). Upon substituting (24.1) into the equation (23.1) we get the analogous equation

$$
\tilde{A} \tilde{x}^2 + 2 \tilde{B} \tilde{x} \tilde{y} + \tilde{C} \tilde{y}^2 + 2 \tilde{D} \tilde{x} + 2 \tilde{E} \tilde{y} + \tilde{F} = 0
$$

(24.2)

whose parameters $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}, \tilde{E}$, and $\tilde{F}$ are expressed through the parameters $A, B, C, D, E$, and $F$ of the initial equation (23.1). For the parameter $\tilde{B}$ in (24.2) we derive the formula

$$
\tilde{B} = (C - A) \cos(\varphi) \sin(\varphi) + B \cos^2(\varphi) - B \sin^2(\varphi) = \frac{C - A}{2} \sin(2\varphi) + B \cos(2\varphi).
$$

(24.3)
Since \( B \neq 0 \), we determine \( \varphi \) as a solution of the equation

\[
\text{ctg}(2\varphi) = \frac{A - C}{2B}.
\]  
(24.4)

The equation (24.4) is always solvable in the form of

\[
\varphi = \frac{\pi}{4} - \frac{1}{2} \arctg\left(\frac{A - C}{2B}\right).
\]  
(24.5)

Comparing (24.4) and (24.3), we see that having determined the angle \( \varphi \) by means of the formula (24.5), we provide the vanishing of the parameter \( \tilde{B} = 0 \) in the rotated coordinate system. The theorem 24.1 is proved. □

Let’s apply the theorem 24.1 and write the equation of the curve \( \Gamma \) in the form of the equation (23.1) with \( B = 0 \):

\[
A x^2 + C y^2 + 2D x + 2E y + F = 0.
\]  
(24.6)

The equation (24.6) provides the subdivision of all curves of the second order on a plane into three types:

– the **elliptic type** where \( A \neq 0, C \neq 0 \) and the parameters \( A \) and \( C \) are of the same sign, i.e. \( \text{sign}(A) = \text{sign}(C) \);

– the **hyperbolic type** where \( A \neq 0, C \neq 0 \) and the parameters \( A \) and \( C \) are of different signs, i.e. \( \text{sign}(A) \neq \text{sign}(C) \);

– the **parabolic type** where \( A = 0 \) or \( C = 0 \).

The parameters \( A \) and \( C \) in (24.6) cannot vanish simultaneously since in this case the degree of the polynomial in (24.6) would be lower than two, which would contradict the definition 23.1.

**Curves of the elliptic type.** If the conditions \( A \neq 0, C \neq 0 \), and \( \text{sign}(A) = \text{sign}(C) \) are fulfilled, without loss of generality we can assume that \( A > 0 \) and \( C > 0 \). In this case the equation (24.6) can be written as follows:

\[
A\left(x + \frac{D}{A}\right)^2 + C\left(y + \frac{E}{C}\right)^2 + \left(F - \frac{D^2}{A} - \frac{E^2}{C}\right) = 0.
\]  
(24.7)
Let’s perform the following change of variables in (24.7):

\[ x = \tilde{x} - \frac{D}{A}, \quad \quad y = \tilde{y} - \frac{E}{C}. \]  \hfill (24.8)

The change of variables (24.8) corresponds to the displacement of the origin without rotation (the case of the unit matrices \( S = 1 \) and \( T = 1 \) in (22.4)). In addition to (24.8) we denote

\[ \tilde{F} = F - \frac{D^2}{A} - \frac{E^2}{C}. \]  \hfill (24.9)

Taking into account (24.8) and (24.9), we write (24.7) as

\[ A \tilde{x}^2 + C \tilde{y}^2 + \tilde{F} = 0, \]  \hfill (24.10)

where the coefficients \( A \) and \( C \) are positive: \( A > 0 \) and \( C > 0 \).

The equation (24.10) provides the subdivision of curves of the elliptic type into three subtypes:

- the case of an **ellipse** where \( \tilde{F} < 0 \);
- the case of an **imaginary ellipse** where \( \tilde{F} > 0 \);
- the case of a **point** where \( \tilde{F} = 0 \).

In the case of an ellipse the equation (24.10) is brought to the form (6.15) in the variables \( \tilde{x} \) and \( \tilde{y} \). As we know, this equation describes an ellipse.

In the case of an imaginary ellipse the equation (24.10) reduces to the equation which is similar to the equation of an ellipse:

\[ \frac{\tilde{x}^2}{a^2} + \frac{\tilde{y}^2}{b^2} = -1. \]  \hfill (24.11)

The equation (24.11) has no solutions. Such an equation describes the empty set of points.

The case of a point is sometimes called the case of a **pair of imaginary intersecting lines**, which is somewhat not exact. In
this case the equation (24.10) describes a single point with the coordinates $\tilde{x} = 0$ and $\tilde{y} = 0$.

**Curves of the hyperbolic type.** If the conditions $A \neq 0$, $C \neq 0$, and \( \text{sign}(A) \neq \text{sign}(C) \) are fulfilled, without loss of generality we can assume that $A > 0$ and $C < 0$. In this case the equation (24.6) can be written as

$$A \left( x + \frac{D}{A} \right)^2 - \tilde{C} \left( y - \frac{E}{\tilde{C}} \right)^2 + \left( F - \frac{D^2}{A} + \frac{E^2}{\tilde{C}} \right) = 0, \quad (24.12)$$

where $-C = \tilde{C} > 0$. Let’s denote

$$\tilde{F} = F - \frac{D^2}{A} + \frac{E^2}{\tilde{C}} \quad (24.13)$$

and then perform the following change of variables, which corresponds to a displacement of the origin:

$$x = \tilde{x} - \frac{D}{A}, \quad y = \tilde{y} + \frac{E}{\tilde{C}}. \quad (24.14)$$

Due to (24.13) and (24.14) the equation (24.12) is written as

$$A \tilde{x}^2 - \tilde{C} \tilde{y}^2 + \tilde{F} = 0, \quad (24.15)$$

where the coefficients $A$ and $\tilde{C}$ are positive: $A > 0$ and $\tilde{C} > 0$.

The equation (24.15) provides the subdivision of curves of the hyperbolic type into two subtypes:
- the case of a **hyperbola** where $\tilde{F} \neq 0$;
- the case of a **pair of intersecting lines** where $\tilde{F} = 0$.

In the case of a hyperbola the equation (24.15) is brought to the form (10.20) in the variables $\tilde{x}$ and $\tilde{y}$. As we know, it describes a hyperbola.

In the case of a pair of intersecting lines the left hand side of the equation (24.15) is written as a product of two multiplicands
and the equation (24.15) is brought to

\[
(\sqrt{A} \tilde{x} + \sqrt{\tilde{C}} \tilde{y})(\sqrt{A} \tilde{x} - \sqrt{\tilde{C}} \tilde{y}) = 0. \tag{24.16}
\]

The equation (24.16) describes two line on a plane that intersect at the point with the coordinates \(\tilde{x} = 0\) and \(\tilde{y} = 0\).

**Curves of the parabolic type.** For curves of this type there are two options in the equation (24.6): \(A = 0, C \neq 0\) or \(C = 0, A \neq 0\). But the second option reduces to the first one upon changing variables \(x = -\tilde{y}, y = \tilde{x}\), which corresponds to the rotation by the angle \(\varphi = \pi/2\). Therefore without loss of generality we can assume that \(A = 0\) and \(C \neq 0\). Then the equation (24.6) is brought to

\[
y^2 + 2Dx + 2Ey + F = 0. \tag{24.17}
\]

In order to transform the equation (24.17) we apply the change of variables \(y = \tilde{y} - E\), which corresponds to the displacement of the origin along the \(y\)-axis. Then we denote \(\tilde{F} = F + E^2\). As a result the equation (24.17) is written as

\[
\tilde{y}^2 + 2Dx + \tilde{F} = 0. \tag{24.18}
\]

The equation (24.18) provides the subdivision of curves of the parabolic type into four subtypes:

- the case of a **parabola** where \(D \neq 0\);
- the case of a **pair of parallel lines**
  where \(D = 0\) and \(\tilde{F} < 0\);
- the case of a **pair of coinciding lines**
  where \(D = 0\) and \(\tilde{F} = 0\);
- the case of a **pair of imaginary parallel lines**
  where \(D = 0\) and \(\tilde{F} > 0\).

In the case of a parabola the equation (24.18) reduces to the equation (15.9) and describes a parabola.
In the case of a pair of parallel lines we introduce the notation \( \bar{F} = -y_0^2 \) into the equation (24.18). As a result the equation (24.18) is written in the following form:

\[
(\tilde{y} + y_0)(\tilde{y} - y_0) = 0.
\] (24.19)

The equation (24.19) describes a pair of lines parallel to the \( y \)-axis and being at the distance \( 2y_0 \) from each other.

In the case of a pair of coinciding lines the equation (24.18) reduces to the form \( \tilde{y}^2 = 0 \), which describes a single line coinciding with the \( y \)-axis.

In the case of a pair of imaginary parallel lines the equation (24.18) has no solutions. It describes the empty set.

§ 25. Surfaces of the second order.

Definition 25.1. A surface of the second order or a quadric in the space \( \mathbb{E} \) is a surface which in some Cartesian coordinate system is given by a polynomial equation of the second order:

\[
A x^2 + 2B x y + C y^2 + 2D x z + 2E y z +
+ F z^2 + 2G x + 2H y + 2I z + J = 0. \tag{25.1}
\]

Here \( x = x^1, y = x^2, z = x^3 \) are the coordinates of points of the space \( \mathbb{E} \). Note that the transformation of the coordinates of points under a change of a coordinate system is given by functions of the first order in \( x^1, x^2, x^3 \) (see formulas (21.4)). For this reason the general form of a quadric equation (25.1) remains unchanged under a change of a coordinate system, though the values of the parameters \( A, B, C, D, E, F, G, H, I, \) and \( J \) can change. The following theorem is immediate from what was said.

Theorem 25.1. For any surface of the second order in the space \( \mathbb{E} \), i.e. for any quadric, there is some rectangular coordinate system with an orthonormal basis such that this surface is given
by an equation of the form (25.1) in this coordinate system.

§ 26. Classification of surfaces of the second order.

The problem of classification of surfaces of the second order in $E$ is solved below following the scheme explained in § 2 of Chapter VI in the book [1]. Let $S$ be surface of the second order given by the equation (25.1) on some rectangular coordinate system with an orthonormal basis (see Theorem 25.1). Let’s arrange the parameters $A$, $B$, $C$, $D$, $E$, $F$, $G$, $H$, $I$ of the equation (25.1) into two matrices

\[
\mathcal{F} = \begin{bmatrix} A & B & D \\ B & C & E \\ D & E & F \end{bmatrix}, \quad \mathcal{D} = \begin{bmatrix} G \\ H \\ I \end{bmatrix}.
\] (26.1)

The matrices (26.1) are used in the following theorem.

Theorem 26.1. For any surface of the second order $S$ there is a rectangular coordinate system with an orthonormal basis such that the matrix $\mathcal{F}$ in (26.1) is diagonal, while the matrix $\mathcal{D}$ is related to the matrix $\mathcal{F}$ by means of the formula $\mathcal{F} \cdot \mathcal{D} = 0$.

The proof of the theorem 26.1 can be found in [1]. Applying the theorem 26.1, we can write the equation (25.1) as

\[
A x^2 + C y^2 + F z^2 + 2 G x + 2 H y + 2 I z + J = 0.
\] (26.2)

The equation (26.2) and the theorem 26.1 provide the subdivision of all surfaces of the second order in $E$ into four types:

- the **elliptic type** where $A \neq 0$, $C \neq 0$, $F \neq 0$ and the quantities $A$, $C$, and $F$ are of the same sign;
- the **hyperbolic type** where $A \neq 0$, $C \neq 0$, $F \neq 0$ and the quantities $A$, $C$ and $F$ are of different signs;
- the **parabolic type** where exactly one of the quantities $A$, $C$, and $F$ is equal to zero and exactly one of the quantities
\( G, H, \) and \( I \) is nonzero.

– the \textbf{cylindrical type} in all other cases.

\textbf{Surfaces of the elliptic type.} From the conditions \( A \neq 0, C \neq 0, F \neq 0 \) in (26.2) and from the condition \( \mathcal{F} \cdot \mathcal{D} = 0 \) in the theorem 26.1 we derive \( G = 0, H = 0, \) and \( I = 0. \) Since the quantities \( A, C, \) and \( F \) are of the same sign, without loss of generality we can assume that all of them are positive. Hence for all surfaces of the elliptic type we can write (26.2) as

\[
A x^2 + C y^2 + F z^2 + J = 0,
\]

where \( A > 0, C > 0, \) and \( F > 0. \) The equation (26.3) provides the subdivision of surfaces of the elliptic type into three subtypes:

– the case of an \textbf{ellipsoid} where \( J < 0; \)
– the case of an \textbf{imaginary ellipsoid} where \( J > 0; \)
– the case of a \textbf{point} where \( J = 0. \)

The case of an ellipsoid is the most non-trivial of the three. In this case the equation (26.3) is brought to

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1.
\]

The equation (26.4) describes the surface which is called an

\begin{center}
\textbf{Fig. 26.1} \hspace{2cm} \textbf{Fig. 26.2}
\end{center}
ellipsoid. This surface is shown in Fig. 26.1.

In the case of an imaginary ellipsoid the equation (26.3) has no solutions. It describes the empty set.

In the case of a point the equation (26.3) can be written in the form very similar to the equation of an ellipsoid (26.4):

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 0. \quad (26.5)$$

The equation (26.5) describes a single point in the space $\mathbb{E}$ with the coordinates $x = 0$, $y = 0$, $z = 0$.

**Surfaces of the hyperbolic type.** From the three conditions $A \neq 0$, $C \neq 0$, $F \neq 0$ in (26.2) and from the condition $F \cdot D = 0$ in the theorem 26.1 we derive $G = 0$, $H = 0$, and $I = 0$. The quantities $A$, $C$, and $F$ are of different signs. Without loss of generality we can assume that two of them are positive and one of them is negative. By exchanging axes, which preserves the orthogonality of coordinate systems and orthonormality of their bases, we can transform the equation (26.2) so that we would have $A > 0$, $C > 0$, and $F < 0$. As a result we conclude that for all surfaces of the hyperbolic type the initial equation (26.2) can be brought to the form

$$A x^2 + C y^2 + F z^2 + J = 0, \quad (26.6)$$

where $A > 0$, $C > 0$, $F < 0$. The equation (26.6) provides the subdivision of surfaces of the hyperbolic type into three subtypes:

- the case of a hyperboloid of one sheet where $J < 0$;
- the case of a hyperboloid of two sheets where $J > 0$;
- the case of a cone where $J = 0$.

In the case of a hyperboloid of one sheet the equation (26.6) can be written in the following form:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 1. \quad (26.7)$$
The equation (26.7) describes a surface which is called the hyperboloid of one sheet. It is shown in Fig. 26.2.

In the case of a hyperboloid of two sheets the equation (26.6) can be written in the following form:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = -1. \quad (26.8)$$

The equation (26.8) describes a surface which is called the hyperboloid of two sheets. This surface is shown in Fig. 26.3.

\[ \text{Fig. 26.3} \quad \text{Fig. 26.4} \]

In the case of a cone the equation (26.6) is transformed to the equation which is very similar to the equations (26.7) and (26.8), but with zero in the right hand side:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} - \frac{z^2}{c^2} = 0. \quad (26.9)$$

The equation (26.9) describes a surface which is called the cone. This surface is shown in Fig. 26.4.

**Surfaces of the parabolic type.** For this type of surfaces exactly one of the three quantities $A$, $C$, and $F$ is equal to zero. By exchanging axes, which preserves the orthogonality of coordinate systems and orthonormality of their bases, we can
transform the equation (26.2) so that we would have $A \neq 0$, $C \neq 0$, and $F = 0$. From $A \neq 0$, $C \neq 0$, and from the condition $\mathcal{F} \cdot \mathcal{D} = 0$ in the theorem 26.1 we derive $G = 0$ and $H = 0$. The value of $I$ is not determined by the condition $\mathcal{F} \cdot \mathcal{D} = 0$. However, according to the definition of surfaces of the parabolic type exactly one of the three quantities $G$, $H$, $I$ should be nonzero. Due to $G = 0$ and $H = 0$ we conclude that $I \neq 0$. As a result the equation (26.2) is written as

$$A x^2 + C y^2 + 2 I z + J = 0,$$

(26.10)

where $A \neq 0$, $C \neq 0$, and $I \neq 0$. The condition $I \neq 0$ means that we can perform the displacement of the origin along the $z$-axis equivalent to the change of variables

$$z \to z - \frac{J}{2 I}.$$

(26.11)

Upon applying the change of variables (26.11) to the equation (26.10) this equation is written as

$$A x^2 + C y^2 + 2 I z = 0,$$

(26.12)

where $A \neq 0$, $C \neq 0$, $I \neq 0$. The equation (26.12) provides the subdivision of surfaces of the parabolic type into two subtypes:

- the case of an **elliptic paraboloid** where the quantities $A \neq 0$ and $C \neq 0$ are of the same sign;
- the case of a **hyperbolic paraboloid**, where the quantities $A \neq 0$ and $C \neq 0$ are of different signs.

In the case of an elliptic paraboloid the equation (26.12) can be written in the following form:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} = 2 z.$$

(26.13)

The equation (26.13) describes a surface which is called the
elliptic paraboloid. This surface is shown in Fig. 26.5.

In the case of a hyperbolic paraboloid the equation (26.12) can be transformed to the following form:

$$\frac{x^2}{a^2} - \frac{y^2}{b^2} = 2z.$$  \hspace{1cm} (26.14)

The equation (26.14) describes a saddle surface which is called the hyperbolic paraboloid. This surface is shown in Fig. 26.6.

**Surfaces of the cylindrical type.** According to the results from § 2 in Chapter VI of the book [1], in the cylindrical case the dimension reduction occurs. This means that there is a rectangular coordinate system with an orthonormal basis where the variable $z$ drops from the equation (26.2):

$$A x^2 + C y^2 + 2 G x + 2 H y + J = 0.$$  \hspace{1cm} (26.15)

The classification of surfaces of the second order described by the equation (26.15) is equivalent to the classification of curves of the second order on a plane described by the equation (24.6). The complete type list of such surfaces contains nine cases:

- the case of an **elliptic cylinder**;
– the case of an **imaginary elliptic cylinder**;
– the case of a **straight line**;

- the case of a **hyperbolic cylinder**;
- the case of a **pair of intersecting planes**;
- the case of a **parabolic cylinder**;
- the case of a **pair of parallel planes**;
- the case of a **pair of coinciding planes**;
- the case of a **pair of imaginary parallel planes**.

In the case of an elliptic cylinder the equation (26.15) can be transformed to the following form:

\[
x^2/a^2 + y^2/b^2 = 1. \tag{26.16}
\]

The equation (26.16) coincides with the equation of an ellipse on a plane (6.15). In the space \( \mathbb{E} \) it describes a surface which is called the **elliptic cylinder**. This surface is shown in Fig. 26.7.

In the case of an imaginary elliptic cylinder the equation
(26.15) can be transformed to the following form:

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} = -1. \quad (26.17)$$

The equation (26.17) has no solutions. Such an equation describes the empty set.

In the case of a straight line the equation (26.15) can be brought to the form similar to (26.16) and (26.17):

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} = 0. \quad (26.18)$$

The equation (26.18) describes a straight line in the space coinciding with the $z$-axis. In the canonical form this line is given by the equations $x = 0$ and $y = 0$ (see (5.14)).

In the case of a hyperbolic cylinder the equation (26.15) can be transformed to the following form:

$$\frac{x^2}{a^2} - \frac{y^2}{b^2} = 1. \quad (26.19)$$

The equation (26.19) coincides with the equation of a hyperbola on a plane (6.15). In the spatial case it describes a surface which is called the hyperbolic cylinder. It is shown in Fig. 26.8.

The next case in the list is the case of a pair of intersecting planes. In this case the equation (26.15) can be brought to

$$\frac{x^2}{a^2} - \frac{y^2}{b^2} = 0. \quad (26.20)$$

The equation (26.20) describes the union of two intersecting planes in the space given by the equations

$$\frac{x}{a} - \frac{y}{b} = 0, \quad \frac{x}{a} + \frac{y}{b} = 0. \quad (26.21)$$
The planes (26.21) intersect along a line which coincides with the $z$-axis. This line is given by the equations $x = 0$ and $y = 0$.

In the case of a parabolic cylinder the equation (26.15) reduces to the equation coinciding with the equation of a parabola

$$y^2 = 2px. \quad (26.22)$$

In the space the equation (26.22) describes a surface which is called the *parabolic cylinder*. This surface is shown in Fig. 26.9.

In the case of a pair of parallel planes the equation (26.15) is brought to $y^2 - y_0^2 = 0$, where $y_0 \neq 0$. It describes two parallel planes given by the equations

$$y = y_0, \quad y = -y_0. \quad (26.23)$$

In the case of a pair of coinciding planes the equation (26.15) is also brought to $y^2 - y_0^2 = 0$, but the parameter $y_0$ in it is equal to zero. Due to $y_0 = 0$ two planes (26.23) are glued into a single plane which is perpendicular to the $y$-axis and is given by the equation $y = 0$.

In the case of a pair of imaginary parallel planes the equation (26.15) is brought to $y^2 + y_0^2 = 0$, where $y_0 \neq 0$. Such an equation has no solutions. For this reason it describes the empty set.
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