Graphical modeling of stochastic processes driven by correlated noise

Mogensen, Søren Wengel; Hansen, Niels Richard

Published in:
Bernoulli

DOI:
10.3150/21-BEJ1446

Publication date:
2022

Document version
Publisher's PDF, also known as Version of record

Document license:
Other

Citation for published version (APA):
Mogensen, S. W., & Hansen, N. R. (2022). Graphical modeling of stochastic processes driven by correlated noise. Bernoulli, 28(4), 3028-3050. https://doi.org/10.3150/21-BEJ1446
Graphical modeling of stochastic processes driven by correlated noise
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We study a class of graphs that represent local independence structures in stochastic processes allowing for correlated noise processes. Several graphs may encode the same local independencies and we characterize such equivalence classes of graphs. In the worst case, the number of conditions in our characterizations grows superpolynomially as a function of the size of the node set in the graph. We show that deciding Markov equivalence of graphs from this class is coNP-complete which suggests that our characterizations cannot be improved upon substantially. We prove a global Markov property in the case of a multivariate Ornstein-Uhlenbeck process which is driven by correlated Brownian motions.
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1. Introduction

Graphical modeling studies how to relate graphs to properties of probability distributions [31]. There is a rich literature on graphical modeling of distributions of multivariate random variables [34], in particular on graphs as representations of conditional independencies. In stochastic processes, local independence can be used as a concept analogous to conditional independence and several papers use graphs to encode local independencies [3,14,15,37,39,50]. Didelez [13, 15] studies graphical modeling of local independence of multivariate point processes. Mogensen et al. [39] also consider diffusions. This previous work only models direct influence between coordinate processes in a multivariate stochastic process. We consider the more general case in which the noise processes driving the continuous-time stochastic process may be correlated. Eichler [17, 19, 20], Eichler and Didelez [21] study this in the time series case (i.e., stochastic processes indexed by discrete time).

A specific local independence structure can be represented by several different graphs, and the characterization of such Markov equivalence classes is an important question in graphical modeling. We study these equivalence classes and characterize them. Our characterizations are computationally demanding as they may involve exponentially many conditions (as a function of the number of nodes in the graphs). We prove that deciding Markov equivalence in this class of graphs is coNP-hard, and therefore one would not expect to find a characterization which allows the problem of Markov equivalence to be decided in polynomial time.

Markov properties are central in graphical modeling as they allow us to deduce independence from graphs. The graphical results in this paper apply to various classes of stochastic processes for which it is possible to show a so-called global Markov property. As an example, we study systems of linear stochastic differential equations (SDEs), and in particular Ornstein-Uhlenbeck processes. Such models have been used in numerous fields such as psychology [25], neuroscience [16,43,53], finance [6,51,58], biology [5], and survival analysis [2,32]. In this paper, we show that multivariate Ornstein-Uhlenbeck pro-
cesses with correlated driving Brownian motions satisfy a global Markov property with respect to certain graphs. Previous work in continuous-time models considers independent noise processes only and the present work extends this framework to cases where the driving processes are correlated. We emphasize that the global Markov property proven in this paper only applies to Ornstein-Uhlenbeck processes. In the case of uncorrelated noise, analogous results apply to quite general classes of continuous-time stochastic processes [15,39] and for this reason we expect that more general continuous-time versions of the global Markov property are possible, also in the presence of correlated noise. To our knowledge, the global Markov property in this paper is the first such result allowing correlated noise in continuous-time models. It is analogous to results in time series models with correlated noise processes [17,19–21]. The graphical and algorithmic results we present also apply to these time series models. They also apply to more general continuous-time processes if a similar global Markov property can be shown.

Many results and ideas in this paper are reminiscent of classical probabilistic graphical models such as Bayesian networks and chain graph models [34]. In these models, graphs are used as representations of conditional independencies of a multivariate random vector. Conditional independence is a symmetric ternary relation in the sense that if \( X \) is conditionally independent of \( Y \) given \( Z \) then \( Y \) is also conditionally independent of \( X \) given \( Z \). When considering graphical modeling of stochastic processes, we can part ways with the symmetry and obtain a more fine-grained representation of independence and for this reason we study representations of local independence. The asymmetry of local independence also leads to different notions of graphical separation and therefore a different graph-theoretic framework is needed than in the symmetric case. This is also evident in earlier work on graphical models of local independence [13,15,18,37].

1.1. Overview and organization

The paper consists of two parts. In the first part (Section 2), we describe local independence for Itô processes. The basic definitions relating to local independence and local independence graphs apply to a wide range of stochastic processes and for this reason we start from this general class. In Subsection 2.2, we state the global Markov property which relates the graphical representations used in this paper to local independence statements. In Subsection 2.3, we consider the smaller class of Itô diffusions. First, we show that in a certain subclass of Itô diffusions one can obtain a very simple relation between the local independence structure of a stochastic process and the conditional independence structure of its equilibrium distribution. However, in general local independence structure cannot be deduced from conditional independence in the equilibrium distribution and we show this with an example using the class of Ornstein-Uhlenbeck processes. We finish this section by proving that the global Markov property holds in Ornstein-Uhenbeck processes driven by correlated noise.

The second part of the paper (Sections 3, 4, 5) provides results on directed correlation graphs (cDGs) – the class of graphs that we use to represent local independencies in a stochastic process with correlated noise. Section 3 defines cDGs and introduces the fundamental graphical definitions we need. Section 4 gives a characterization of the cDGs that encode the same independencies. This directly leads to an algorithm for checking equivalence of cDGs. This algorithm runs in exponential time (in the number of nodes in the graphs). In Section 5 we state another characterization of Markov equivalence and we prove that deciding Markov equivalence of cDGs is coNP-complete.

The two parts of the paper are connected by the global Markov property which allows us to infer local independencies from properties of a cDG. Using the global Markov property, e.g., in the class of Ornstein-Uhlenbeck processes with correlated noise, the results of the paper allow us to reason about the local independence structure of a stochastic process on the basis of a graph which represents both
direct influence between coordinate processes and the correlation structure of the noise processes. The graphical results of the second part describe for which processes the global Markov property implies the same local independence structure. This enables structure learning based on local independence, i.e., recovering the graphical structure from observation of the process.

Proofs that were omitted from the main text can be found in the supplementary material [38].

2. Local independence

Before diving into a formal introduction, we will consider a motivating example.

**Example 1.** Consider the three-dimensional Ornstein-Uhlenbeck process which solves the following stochastic differential equation

\[
\frac{d}{dt} \begin{pmatrix} X_t^\alpha \\ X_t^\beta \\ X_t^\gamma \end{pmatrix} = \begin{pmatrix} M_{\alpha\alpha} & 0 & 0 \\ M_{\beta\alpha} & M_{\beta\beta} & 0 \\ 0 & 0 & M_{\gamma\gamma} \end{pmatrix} \begin{pmatrix} X_t^\alpha \\ X_t^\beta \\ X_t^\gamma \end{pmatrix} dt + \begin{pmatrix} \sigma_\alpha & 0 & 0 \\ 0 & \sigma_\beta & 0 \\ 0 & 0 & \sigma_\gamma \end{pmatrix} \frac{d}{dt} \begin{pmatrix} W_t^1 \\ W_t^2 \\ W_t^3 \end{pmatrix}
\]

where \((W_t^1, W_t^2, W_t^3, W_t^4)^T\) is a standard four-dimensional Brownian motion. In this example, all entries in the matrices \(M\) and \(\sigma_0\) above that are not explicitly 0 are assumed nonzero.

The interpretation of the stochastic differential equation via the Euler-Maruyama scheme yields the update equation

\[
\begin{align*}
\tilde{X}_{t+\Delta}^\alpha &= \tilde{X}_t^\alpha + \Delta M_{\alpha\alpha} \tilde{X}_t^\alpha + \sqrt{\Delta} \sigma_\alpha \epsilon_t^1 \\
\tilde{X}_{t+\Delta}^\beta &= \tilde{X}_t^\beta + \Delta (M_{\beta\alpha} \tilde{X}_t^\alpha + M_{\beta\beta} \tilde{X}_t^\beta) + \sqrt{\Delta} (\sigma_\beta \epsilon_t^2 + \rho_\beta \epsilon_t^4) \\
\tilde{X}_{t+\Delta}^\gamma &= \tilde{X}_t^\gamma + \Delta M_{\gamma\gamma} \tilde{X}_t^\gamma + \sqrt{\Delta} (\sigma_\gamma \epsilon_t^3 + \rho_\gamma \epsilon_t^4)
\end{align*}
\]

where \(\epsilon_t \sim \mathcal{N}(0, I)\). The Euler-Maruyama scheme evaluated in \(t = n\Delta\) for \(n \in \mathbb{N}_0\) gives a process, \((\tilde{X}_{n\Delta})_{n \geq 0}\), which, as \(\Delta \to 0\), converges to the Ornstein-Uhlenbeck process, \((X_t)_{t \geq 0}\), solving the stochastic differential equation. From the update equations we see that the infinitesimal increment of each coordinate depends on the value of that coordinate, and in addition the \(\beta\)-coordinate increment depends on the \(\alpha\)-coordinate (because \(M_{\beta\alpha} \neq 0\)). Moreover, the increments for coordinates \(\beta\) and \(\gamma\) are correlated as they share the noise variable \(\epsilon_t^4\). Figure 1 (left) provides a graphical representation with arrows readily read from the drift matrix, \(M\), and the diffusion matrix, \(\sigma_0 \sigma_0^T\). The ‘unrolled’ graph (Figure 1, right) is a directed acyclic graph (DAG) which corresponds to the Euler-Maruyama scheme and provides a discrete-time representation of the dynamics.

A central purpose of this paper is to clarify the mathematical interpretation of local independence graphs with blunt edges such as the one in Figure 1 (left), and our results include a characterization of all graphs with equivalent mathematical content. As showcased in the example above, we allow a nondiagonal \(\sigma_0 \sigma_0^T\) which is a novelty in graphical modeling of continuous-time stochastic processes.

2.1. Itô processes and local independence graphs

We will for the purpose of this paper focus on vector-valued, continuous-time stochastic processes with continuous sample paths. Thus let \(X = (X_t)_{t \in \mathcal{T}}\) denote such an \(n\)-dimensional process with time index
Figure 1. A local independence graph (left) and an ‘unrolled’ graph (right) where time is made explicit (see Example 1). The two graphs represent the same local independence structure of a stochastic process, $X$. A node $\delta$ for $\delta \in \{\alpha, \beta, \gamma\}$ represents the increments of the $X^\delta_t$-process at time $t$. On the right, the $\varepsilon^4$-process is a ‘white noise’ process which creates dependence between $X^\beta_t$ and $X^\gamma_t$. In the ‘rolled’ version of the graph (left) this is represented by a blunt edge, $\beta \rightarrow \gamma$. When unrolling a local independence graph to obtain a graphical representation in terms of lagged variables, one could also choose to include $\alpha_s \rightarrow \beta_t$ in the unrolled graph for all $s < t$ if $\alpha \rightarrow \beta$ in the local independence graph (see also [12,27,55] and [37, supplementary material]).

$t \in T \subseteq \mathbb{R}$ and with $X_t = (X^\alpha_t)_{\alpha \in [n]} \in \mathbb{R}^n$ being a real-valued vector indexed by $[n] = \{1, \ldots, n\}$. The time index set, $T$, will in practice be of the forms $[0,T]$, $[0,\infty)$, or $\mathbb{R}$, however, we will in general just assume that $T$ is an interval containing $0$.

We use local independence [1,9,15,52] to give a mathematically precise definition of what it means for the historical evolution of one coordinate, $\alpha \in [n]$, to not be predictive of the infinitesimal increment of another coordinate, $\beta \in [n]$, given the historical evolution of a set of coordinates, $C \subseteq [n]$. As such, it is a continuous-time version of Granger causality [see, e.g., 24], and its formulation is directly related to filtration problems for stochastic processes. In a statistical context, local independence allows us to express simplifying structural constraints that are directly useful for forecasting and such constraints are also useful for causal structure learning.

The process $X$ is defined on the probability space $(\Omega, \mathcal{F}, P)$ and we let $\sigma(X^\delta_s; s \leq t, \delta \in D) \subseteq \mathcal{F}$ denote the $\sigma$-algebra on $\Omega$ generated by $X^\delta_s$ for all $s \in T$ up to time $t$ and all $\delta \in D$. For technical reasons, we define $\mathcal{F}^D_t$ to be the $P$-completion of the $\sigma$-algebra

$$\bigcap_{t' > t} \sigma(X^\delta_{s'}; s \leq t', \delta \in D),$$

so that $(\mathcal{F}^D_t)_{t \in T}$ is a complete, right-continuous filtration for all $D \subseteq [n]$. We will let $\mathcal{F}_t = \mathcal{F}^{[n]}_t$ denote the filtration generated by all coordinates of the process. Within this setup we will restrict our attention to Itô processes with continuous drift and constant diffusion coefficient.

**Definition 2 (Regular Itô process).** We say that $X$ is a regular Itô process if there exists a continuous, $\mathcal{F}_t$-adapted process, $\lambda$, with values in $\mathbb{R}^n$ and an $n \times n$ invertible matrix $\sigma$ such that

$$W_t = \sigma^{-1} \left(X_t - X_0 - \int_0^t \lambda_s \, ds\right)$$

is an $\mathcal{F}_t$-adapted standard Brownian motion.
One reason for the interest in the general class of Itô processes is the fact that they are closed under marginalization. That is, the marginal of an Itô process when marginalizing over a set of coordinate processes is again an Itô process which follows from Theorem VI.8.4 in [49]. A regular Itô process is sometimes written in differential form as

\[ \text{d}X_t = \lambda_t \text{d}t + \sigma \text{d}W_t. \]  

(1)

Here \( \lambda_t \) is known as the drift of the process and \( \sigma \) as the (constant) diffusion coefficient (an \( n \times n \) matrix). We define the diffusion matrix for a regular Itô process as the positive definite matrix

\[ \Sigma = \sigma \sigma^T. \]  

(2)

If we consider the more general case where there may be more noise processes than observed processes, we can define the process \( X_t \), as in Example 1, as the solution of the stochastic differential equation

\[ \text{d}X_t = \lambda_t \text{d}t + \sigma_0 \text{d}W_t \]  

(3)

for an \( m \)-dimensional standard Brownian motion \( W \) and with the diffusion coefficient \( \sigma_0 \) an \( n \times m \) matrix. If \( \sigma_0 \) has rank \( n \), such a solution is also a regular Itô process with diffusion matrix \( \Sigma = \sigma_0 \sigma_0^T \). Indeed, we can take \( \sigma = (\sigma_0 \sigma_0^T)^{1/2} \) in Definition 2. Observe also that for any regular Itô process,

\[ X_t - X_0 - \int_0^t \lambda_s \text{d}s = \sigma W_t \]

is an \( \mathcal{F}_t \)-martingale and \( \int_0^t \lambda_s \text{d}s \) is the compensator of \( X_t \) in its Doob-Meyer decomposition.

**Definition 3.** Let \( X \) be a regular Itô process with drift \( \lambda \), and let \( A, B, C \subseteq [n] \). We say that \( B \) is locally independent of \( A \) given \( C \), and write \( A \not\rightarrow B \mid C \), if for all \( \beta \in B \) the process

\[ t \mapsto E \left( \lambda_t^\beta \mid \mathcal{F}_t^C \right) \]

is a version of

\[ t \mapsto E \left( \lambda_t^\beta \mid \mathcal{F}_t^{C \cup A} \right). \]

We note that local independence is *asymmetric* in the sense that \( B \) being locally independent of \( A \) given \( C \) does not imply that \( A \) is locally independent of \( B \) given \( C \). Let \( \alpha, \beta \in [n] \). It follows immediately from the definition that \( \alpha \not\rightarrow \beta \mid [n] \setminus \{\alpha\} \) if \( \lambda_t^\beta \) is \( \mathcal{F}_t^{[n] \setminus \{\alpha\}} \)-measurable. That is, if \( \lambda_t^\beta \) does not depend on the sample path of the \( \alpha \)-coordinate.

We define a *local independence graph* below and this generalizes the definitions of Didelez [15] and Mogensen and Hansen [37] in the context of continuous-time stochastic processes to allow a non-diagonal diffusion matrix, \( \Sigma \). Eichler [17] gives a related definition in the case of time series (discrete time) with correlated noise and uses the term *path diagram* (see also Definition 6). Moreover, local independence graphs can be seen as abstract generalizations of continuous-time Bayesian networks. In these models, a multivariate continuous-time Markov process in a finite state space is represented by a graph in which edges indicate how transition intensities of a coordinate process depend on the states of other coordinate processes [40,41]. Didelez [14] describes the connection between this model class and local independence.
**Definition 4 (Local independence graph).** Consider a regular Itô process with diffusion matrix $\Sigma$. A local independence graph is a graph, $\mathcal{D}$, with nodes $[n]$ such that for all $\alpha, \beta \in [n]$

$$\alpha \not\rightarrow_{\mathcal{D}} \beta \Rightarrow \alpha \not\rightarrow \beta | [n] \setminus \{\alpha\}$$

and such that for $\alpha \neq \beta$

$$\alpha \not\rightarrow_{\mathcal{D}} \beta \Rightarrow \Sigma_{\alpha\beta} = 0$$

where $\not\rightarrow_{\mathcal{D}}$ denotes a directed edge in $\mathcal{D}$ and $\not\leftrightarrow_{\mathcal{D}}$ denotes a blunt edge.

A local independence graph can be inferred directly from $\lambda$ and $\Sigma$, see also Definition 6 below.

### 2.2. The global Markov property

Graphical representations of local independence are mostly of interest when they can be used to infer nontrivial results about additional local independencies. This is the case when a global Markov property holds (its definition uses the concept of $\mu$-separation which will be defined in Section 3).

**Definition 5 (The global Markov property).** Let $X$ be a regular Itô process for which the coordinate processes are indexed by $[n]$ and let $\mathcal{D}$ be a local independence graph for $X$ (Definition 4). We say that $X$ satisfies the global Markov property with respect to $\mathcal{D}$ if for all $A, B, C \subseteq [n]$ it holds that if $B$ is $\mu$-separated by $A$ given $C$ in $\mathcal{D}$, then $B$ is locally independent of $A$ given $C$ in the distribution of $X$.

We note that $\mu$-separation is a property of the graph which means that when the global Markov property holds, we can read local independencies from the graph alone. Mogensen et al. [39] show that regular Itô processes with a diagonal $\sigma$ satisfy the global Markov property with respect to their local independence graphs – assuming certain integrability constraints are satisfied – and one can read local independencies from the graph using a straightforward algorithm. This allows us to answer a filtration question: for $D \subseteq [n]$ and $\beta \in [n]$, which coordinates in $D$ does

$$E \left( \lambda_t^\beta \mid \mathcal{F}^D_t \right)$$

depend upon? We conjecture that the global Markov property holds for nondiagonal $\sigma$ in a broad class of processes, but this cannot be shown using the same techniques as in [39]. We do, however, show in Theorem 10 that for a particular class of Itô diffusions the global Markov property does in fact hold for the canonical local independence graph that will be defined below. The proof uses an explicit representation of the conditional expectation processes within this particular class of processes and therefore does not generalize to all Itô processes. Global Markov properties have also been proven in (discrete-time) time series models [22]. These results and the analogy to Markov properties in DAG-based models suggest that generalization of Theorem 10 is possible, even if other methods of proof are needed.

The global Markov property can be seen to be somewhat similar to that of chain graphs under the MVR interpretation [11,56] (see also [30]). In this sense, one can think of Theorem 10 as analogous to extending the global Markov property from DAGs to chain graphs.
2.3. Itô diffusions

A regular Itô diffusion is a regular Itô process such that the drift is of the form

\[ \lambda_t = \lambda(X_t) \]

for a continuous function \( \lambda : \mathbb{R}^n \rightarrow \mathbb{R}^n \). In differential form,

\[ dX_t = \lambda(X_t) \, dt + \sigma \, dW_t. \]

Itô diffusions with a constant diffusion coefficient are particularly interesting examples of Itô processes. They are Markov processes, but they are not closed under marginalization and we need to consider the larger class of Itô processes to obtain a class which is closed under marginalization.

The following definition introduces a canonical local independence graph which we will use to show a global Markov property. To our knowledge, this is a novel definition in this context, though it is very similar in spirit to path diagrams \([61,62]\) and other mixed graph representations of multivariate random variables. Analogous definitions can also be found in discrete-time processes \([17]\).

**Definition 6 (Canonical local independence graph).** Let \( X \) be a regular Itô diffusion with a continuously differentiable drift \( \lambda : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and diffusion matrix \( \Sigma \). The canonical local independence graph is the graph, \( D \), with nodes \([n]\) such that for all \( \alpha, \beta \in [n] \)

\[ \partial_{\alpha} \lambda_{\beta} \neq 0 \iff \alpha \rightarrow_D \beta \]

and such that for \( \alpha \neq \beta \)

\[ \Sigma_{\alpha\beta} \neq 0 \iff \alpha \leftarrow_D \beta. \]

As \( \partial_{\alpha} \lambda_{\beta} = 0 \) implies that \( \lambda_{\beta}^{\alpha} = \lambda_{\beta}( (X_t^\delta)_{\delta \in [n] \setminus \{\alpha\}} ) \) is measurable, the following result is an immediate consequence of Definitions 4 and 6.

**Proposition 7.** The canonical local independence graph is a local independence graph.

Definition 6 gives a simple operational procedure for determining the canonical local independence graph for a regular Itô diffusion directly from \( \lambda \) and \( \Sigma \), though it is not guaranteed to be neither a unique nor a minimal local independence graph. If, for instance, \( X = (X^\alpha, X^\beta, X^\gamma) \) is a process with \( \lambda_{\beta} = X^\gamma X^\alpha \) then \( \alpha \rightarrow \beta \) in the canonical local independence graph, but if \( X \) satisfies the constraint \( X^\alpha + X^\gamma = 0 \), then \( \alpha \not\rightarrow \beta \mid \{\beta, \gamma\} \). This follows from \( \lambda_{\beta} = X^\gamma X^\alpha = -(X^\gamma)^2 \) being \( \mathcal{F}_t^{\{\beta, \gamma\}} \)-adapted. It is thus possible that \( \lambda_{\beta} \) has a functional form that appears to depend on the coordinate \( \alpha \), while actually \( \alpha \not\rightarrow \beta \mid [n] \setminus \{\alpha\} \).

**Example 8 (Smoluchowski diffusion).** In this example we link the notion of local independence and the local independence graph to classical undirected graphical models (see, e.g., \([31]\)) for a special class of diffusions that are widely studied in equilibrium statistical physics. A Smoluchowski diffusion is a regular Itô diffusion with

\[ \lambda(x) = -\nabla V(x) \]

for a continuously differentiable function \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( \sigma = \sqrt{2\tau} I \) for a constant \( \tau > 0 \). Thus the diffusion matrix \( \Sigma = 2\tau I \) is diagonal. The function \( V \) is called the potential and \( \tau \) is called a temperature.
parameter. Since the drift is a gradient, the dynamics of a Smoluchowski diffusion are a gradient flow perturbed by white noise. If \( V(x) \to \infty \) for \( \|x\| \to \infty \) and
\[
Z = \int e^{-\frac{1}{\tau}V(x)} \, dx < \infty,
\]
the diffusion has the Gibbs measure with density
\[
\pi(x) = \frac{1}{Z} e^{-\frac{1}{\tau}V(x)}
\]
as equilibrium distribution, see Proposition 4.2 in [42]. When \( V \) is twice differentiable, Definition 6 gives the canonical local independence graph, \( \mathcal{D} \), with arrows \( \alpha \to \beta \) whenever \( \partial_\alpha \lambda_\beta = -\partial_\alpha \partial_\beta V \neq 0 \). Since
\[
\partial_\alpha \lambda_\beta = -\partial_\beta \partial_\alpha \lambda_\beta = -\partial_\beta \partial_\alpha V = \partial_\beta \lambda_\alpha
\]
the graph \( \mathcal{D} \) enjoys the symmetry property that \( \alpha \to \beta \) if and only if \( \beta \to \alpha \). We denote by \( \mathcal{G} \) the undirected version of \( \mathcal{D} \), i.e., \( \alpha - \beta \) if and only if \( \alpha \to \beta \) if and only if \( \beta \to \alpha \) (see Figure 2). For any \( \alpha, \beta \in [n] \) with \( \alpha \not\sim_\mathcal{G} \beta \) it follows from \( \partial_\alpha \partial_\beta V = \partial_\beta \partial_\alpha V = 0 \) that
\[
V(x) = V_1(x_\alpha, x_{-\{\alpha, \beta\}}) + V_2(x_\beta, x_{-\{\alpha, \beta\}})
\]
where \( x_{-\{\alpha, \beta\}} \) denotes the vector \( x \) with coordinates \( x_\alpha \) and \( x_\beta \) removed. From this decomposition of \( V \) we see that \( \pi \) has the pairwise Markov property with respect to \( \mathcal{G} \), and it follows from the Hammersley-Clifford theorem that \( \pi \) factorizes according to \( \mathcal{G} \). That is, the potential has the following additive decomposition
\[
V(x) = \sum_{c \in C(\mathcal{G})} V_c(x_c)
\]
where \( C(\mathcal{G}) \) denotes the cliques of \( \mathcal{G} \). This establishes a correspondence between local independencies for a Smoluchowski diffusion and Markov properties of its equilibrium distribution.

We emphasize that the link in Example 8 between local independencies representing structural constraints on the dynamics on the one side and Markov properties of an equilibrium distribution on the other side is a consequence of the symmetry of the drift of Smoluchowski diffusions combined with the

---

**Figure 2.** A: Canonical local independence graph of a Smoluchowski diffusion such that \( \partial_\alpha \partial_\gamma V = \partial_\gamma \partial_\alpha V = 0 \) (see Example 8). B: The equilibrium distribution of a Smoluchowski diffusion with canonical local independence graph as in A satisfies a Markov property with respect to this undirected graph. This would not be true of a general Ornstein-Uhlenbeck process with local independence graph as in A (see Example 9). This is an example of the fact that the conditional independencies of the equilibrium distribution need not reflect the local independencies of a stochastic process.
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diffusion matrix being a scalar multiple of the identity matrix. For diffusions with a non-gradient drift or with a more complicated diffusion matrix the equilibrium distribution may have no conditional independencies even though there are strong structural constraints on the dynamics of the process which can be expressed in terms of a sparse local independence graph. A simple process which can illustrate this is the Ornstein-Uhlenbeck process.

Example 9 (Ornstein-Uhlenbeck process). A regular Itô diffusion with drift

\[ \dot{\lambda}(x) = M(x - \mu) \]

for an \( n \times n \) matrix \( M \) and an \( n \)-dimensional vector \( \mu \) is called a regular Ornstein-Uhlenbeck process. With \( D \) its canonical local independence graph, \( \alpha \rightarrow D \beta \) whenever \( M_{\beta \alpha} \neq 0 \), and \( \alpha \nearrow \beta \mid [n] \setminus \{\alpha\} \) if \( M_{\beta \alpha} = 0 \). If \( M \) is a stable matrix (all eigenvalues have negative real parts), then the Ornstein-Uhlenbeck process has an invariant Gaussian distribution \( \mathcal{N}(\mu, \Gamma_\infty) \) where \( \Gamma_\infty \) solves the Lyapunov equation,

\[ M\Gamma_\infty + \Gamma_\infty M^T + \Sigma = 0, \]

see Proposition 3.5 in [42] or Theorem 2.12 in [28].

If \( M \) is also symmetric, then \( \lambda \) is a gradient, and if \( \Sigma = 2\tau I \) we see that the solution of the Lyapunov equation is \( \Gamma_\infty = -\tau M^{-1} \), and \( \lambda \) is the negative gradient of the quadratic potential

\[ V(x) = -\frac{1}{2}(x - \mu)^T M(x - \mu) = \frac{\tau}{2}(x - \mu)^T \Gamma_\infty^{-1}(x - \mu). \]

Thus the equilibrium distribution is in a Gaussian graphical model represented by an undirected graph \( G \) in which the edges are determined by the non-zero entries of \( \Gamma_\infty^{-1} = -\frac{1}{\tau} M \). For this Smoluchowski diffusion we see very explicitly that the edge \( \alpha - \beta \) is in \( G \) if and only if both \( \alpha \rightarrow \beta \) and \( \beta \rightarrow \alpha \) are in \( D \). However, it is not difficult to find an asymmetric but stable matrix \( M \) such that \( \Gamma_\infty^{-1} \) is a dense matrix, even if \( \Sigma = I \), and the canonical local independence graph cannot in general be determined from Markov properties of the invariant distribution.

For a general \( M \) and general \( \Sigma \), and with \( D \in [n] \), we see that

\[
E \left( \lambda^D_t \mid \mathcal{F}_t^D \right) = \sum_{\delta \in \mathcal{V}} M_{\beta \delta} \left( E \left( X_t^\delta \mid \mathcal{F}_t^D \right) - \mu_\delta \right)
= \sum_{\delta \in \text{pa}(\beta)} M_{\beta \delta} \left( E \left( X_t^\delta \mid \mathcal{F}_t^D \right) - \mu_\delta \right),
\]

where \( \text{pa}(\beta) = \{\delta \mid M_{\beta \delta} \neq 0\} \) denotes the set of parents of \( \beta \) in \( D \). Thus determining if \( \alpha \not\rightarrow \beta \mid C \) (Definition 3) amounts to determining if

\[ E \left( X_t^\delta \mid \mathcal{F}_t^C \right) \]

are versions of

\[ E \left( X_t^\delta \mid \mathcal{F}_t^{C \cup \{\alpha\}} \right) \]

for \( \delta \in \text{pa}(\beta) \). In words, if we can predict the values of all the processes \( X_t^\delta \), for \( \delta \in \text{pa}(\beta) \), that enter into the drift of coordinate \( \beta \) just as well from the \( C \)-histories as we can from the \( C \cup \{\alpha\} \)-histories, then \( \beta \) is locally independent of \( \alpha \) given \( C \).
As a final component of this section, we state a result showing that an Ornstein-Uhlenbeck process, \( X \), satisfies a global Markov property with respect to a cDG, \( D \), when \( D \) is the canonical local independence graph of \( X \) (Definition 6). As we identify the coordinate processes of \( X \) with nodes in \( D \), we use \([n]\) to denote both the node set of \( D \) and the index set of the coordinate processes of \( X \). In the case of a diagonal \( \Sigma \), the global Markov property for Itô processes was shown in [39] under some regularity conditions, and we extend this to the case of nondiagonal \( \Sigma \), i.e., allowing correlated driving Brownian motions, for Ornstein-Uhlenbeck processes.

We assume that the Ornstein-Uhlenbeck process, \( X = (X_t)_{t \geq 0} \), is started at time zero and before stating the global Markov property, we will describe a condition on the initial distribution, that is, the distribution of \( X_0 \). Let \( D \) be a cDG. We say that the distribution of \( X_0 \) is compatible with \( D \) if for all disjoint \( A, B, C \subseteq [n] \) it holds that \( A \perp_m B \mid C \) in \( D \) (see a definition of \( m \)-separation in the supplementary material [38]) implies that \( X_0^A \) and \( X_0^B \) are conditionally independent given \( X_0^C \). This is a quite natural assumption on the distribution of \( X_0 \) in the following sense. From \( D \), we can construct a directed mixed graph (DMG), \( G \), by simply replacing blunt edges in \( D \) with bidirected edges. Such a DMG has been used as a graphical representation of a linear structural equation model [30],

\[
X_0 = \mu + BX_0 + \varepsilon,
\]

where the directed edges of \( G \) represent the nonzero entries of the matrix \( B \) and the bidirected edges of \( G \) represent a nonzero correlation in the covariance of the Gaussian noise term \( \varepsilon \). If \( X_0 \) is generated from a linear structural equation model with sparsity encoded by \( G \) (the DMG corresponding to \( D \)), then it follows from global Markov properties in this model class that the distribution of \( X_0 \) is compatible with \( D \) [30,57].

**Theorem 10.** Let \( X = (X_t)_{t \geq 0} \) be a regular Ornstein-Uhlenbeck process, let \( D \) be its canonical local independence graph (Definition 6), and let \( A, B, C \subseteq [n] \). Assume that \( X_0 \) is a (non-degenerate) multivariate Gaussian vector and that \( X_0 \) is independent of the Brownian motion driving the Ornstein-Uhlenbeck process. Assume furthermore that the distribution of \( X_0 \) is compatible with \( D \). Then \( X \) satisfies the global Markov property with respect to \( D \).

The result allows us to infer sparsity in the dependence structure in the evolution of the process from structural sparsity encoded by a cDG and \( \mu \)-separation. The proof of Theorem 10 is found in the supplementary material [38] and it uses a set of equations describing the conditional mean processes, \( t \mapsto E[X_t^U \mid \mathcal{F}_t^W], [n] = U \cup W \), see [33]. From these somewhat explicit representations, one can reason about the measurability of the conditional mean processes. If every local independence in \( X \) implies a \( \mu \)-separation in \( D \), we say that \( X \) is faithful to \( D \). One could possibly use similar techniques to show faithfulness results in the class of Ornstein-Uhlenbeck processes.

The following sections of the paper will develop the graph theory needed to answer questions about local independence via properties of a local independence graph. This theory can be applied as long as the processes considered have the global Markov property.

### 3. Directed correlation graphs

A graph is a pair \((V,E)\) where \( V \) is a set of nodes and \( E \) is a set of edges. Each node represents a coordinate process and therefore we will let \( V = \{1,2,\ldots,n\} = [n] \) when we model a stochastic process \( X = (X_t)_{t \in T} \) such that \( X_t = (X_t^\alpha)_{\alpha \in [n]} \in \mathbb{R}^n \). Every edge is between a pair of nodes. Edges can be of different types. In this paper, we will consider directed edges, \( \rightarrow \), bidirected edges, \( \leftrightarrow \), and blunt edges,
Let \( \alpha, \beta \in V \). Note that \( \alpha \to \beta \) and \( \beta \to \alpha \) are different edges. We do not distinguish between \( \alpha \leftrightarrow \beta \) and \( \beta \leftrightarrow \alpha \), nor between \( \alpha \leftarrow \beta \) and \( \beta \leftarrow \alpha \). We allow directed and bidirected loops (self-edges), \( \alpha \to \alpha \) and \( \alpha \leftrightarrow \alpha \), but not blunt loops, \( \alpha \to \alpha \). If the edge \( \alpha \to \beta \) is in a graph, then we say that \( \alpha \) is a parent of \( \beta \) and write \( \alpha \in \pa{\beta} \). If \( \alpha \) and \( \beta \) are joined by a blunt edge, \( \alpha \leftarrow \beta \), then we say that they are spouses. We use \( \alpha \sim \beta \) to symbolize a generic edge between \( \alpha \in V \) and \( \beta \in V \) of any of these three types. We say that \( \alpha \) and \( \beta \) are adjacent in the graph \( D \) if \( \alpha \sim \beta \) in \( D \). We use the notation \( \alpha \sim_D \beta \) to highlight that the edge is in \( D \) and we use subscript \( \sim_j \) to identify edges, \( j \in \mathbb{N} \). We use \( \alpha \leftrightarrow \beta \) to symbolize that either \( \alpha \to \beta \) or \( \alpha \leftrightarrow \beta \).

**Definition 11.** Let \( D = (V, E) \) be a graph. We say that \( D \) is a directed graph (DG) if every edge is directed. We say that \( D \) is a directed correlation graph (cDG) if every edge is directed or blunt. We say that \( D \) is a directed mixed graph (DMG) if every edge is directed or bidirected.

One should note that a bidirected edge \( \alpha \leftrightarrow \beta \) is not the same as the combination of the directed edges \( \alpha \to \beta \) and \( \alpha \leftarrow \beta \). Therefore, between a pair of nodes, \( \alpha \) and \( \beta \), in a DMG there may be any subset of edges \( \{ \alpha \to \beta, \alpha \leftarrow \beta, \alpha \leftrightarrow \beta \} \). See Figure 3 for an example cDG and an example DMG.

The class of DMGs is studied by Mogensen and Hansen [37], Mogensen et al. [39]. Eichler [17, 19] studies classes of graphs similar to cDGs as well as a class of graphs which contains both the DMGs and the cDGs as subclasses. Varando and Hansen [59] use cDGs as representations of sparse parametrizations of equilibrium covariance matrices of stochastic processes in the context of structure learning. This paper is mostly concerned with the class of cDGs, however, we mention the DMGs for two reasons: 1) to compare with the cDGs and demonstrate their differences, and 2) to show that the concept of \( \mu \)-separation can be applied to both classes of graphs, and therefore also to a superclass of graphs containing both the DMGs and the cDGs. In a cDG, a directed edge corresponds to a direct dependence in the drift of the process while a blunt edge represents a correlation in the driving Brownian motions (Definition 4). In a DMG, a directed edge has the same interpretation as in a cDG, however, a bidirected edge corresponds to a dependence arising from partial observation, i.e., marginalization. Correlated driving Brownian motions and marginalization create different local independence structures, hence the distinction between DMGs and cDGs.

**Figure 3.** Example cDG (left) and example DMG (right). The blunt edges in a cDG correspond to correlated driving processes which is different from the bidirected edges of a DMG as those correspond to marginalization, i.e., unobserved processes. The notion of \( \mu \)-separation can be applied to both classes of graphs. Left: cDG on nodes \( V = \{ \alpha, \beta, \gamma, \delta \} \). \( \gamma \) is \( \mu \)-separated (Definition 13) from \( \delta \) by \( \alpha \) as \( \beta \notin \pa{\alpha} \) is a collider on any walk from \( \delta \) to \( \gamma \). On the other hand, \( \alpha \) is not \( \mu \)-separated from \( \beta \) given \( \emptyset \) as, e.g., \( \beta \leftarrow \gamma \to \alpha \) is \( \mu \)-connecting given \( \emptyset \). The same walk is not \( \mu \)-connecting from \( \beta \) to \( \alpha \) given \( \alpha \), however, \( \beta \leftarrow \gamma \to \alpha \) is \( \mu \)-connecting from \( \beta \) to \( \alpha \) given \( \alpha \). We see that \( \alpha \) is \( \mu \)-separated from \( \beta \) given \( \{ \alpha, \delta \} \). Right: bidirected edges have heads at both ends and this means that \( \beta \leftrightarrow \alpha \) is \( \mu \)-connecting from \( \beta \) to \( \alpha \) given any subset of \( V \setminus \{ \beta \} \). In particular, \( \alpha \) is not \( \mu \)-separated from \( \beta \) given \( \{ \alpha, \delta \} \). This is not true in the cDG (left).
A walk, $\omega$, is an ordered, alternating sequence of nodes ($\gamma_i$) and edges ($\sim_j$) such that each edge, $\sim_i$, is between $\gamma_i$ and $\gamma_{i+1}$,

$$\gamma_1 \sim_1 \gamma_2 \sim_2 \cdots \sim_k \gamma_{k+1}.$$ 

For each directed edge, its orientation is also known as otherwise $\alpha \to \beta$ and $\beta \leftarrow \alpha$ would be indistinguishable. We say that $\gamma_1$ and $\gamma_{k+1}$ are endpoint nodes, and we say that the walk is from $\gamma_1$ to $\gamma_{k+1}$. For later purposes, orientation of the walk is essential. We let $\omega^{-1}$ denote the walk obtained by traversing the nodes and edges of $\omega$ in reverse order. At times, we will also say that a walk, $\omega$, is between $\gamma_1$ and $\gamma_{k+1}$, but only when its orientation does not matter in which case we essentially identify $\omega$ with $\omega^{-1}$. We say that a walk is trivial if it has no edges and therefore only a single node, and otherwise we say that it is nontrivial. Consider a walk as above. We say that a non-endpoint node, $\gamma_i$, $i \notin \{1, k + 1\}$, is a collider if the subwalk

$$\gamma_{i-1} \sim_{i-1} \gamma_i \sim_i \gamma_{i+1}$$

is of one of the following types

$$\gamma_{i-1} \sim_{i-1} \gamma_i \sim_{i-1} \gamma_{i+1},$$

$$\gamma_{i-1} \sim_{i-1} \gamma_i \sim_{i+1},$$

$$\gamma_{i-1} \sim_{i-1} \gamma_i \sim_{i+1},$$

$$\gamma_{i-1} \sim_{i-1} \gamma_i \sim_{i+1},$$

and otherwise we say that it is a noncollider. This means that the property of being a collider or a noncollider is relative to a walk and, seeing that nodes may be repeated on a walk, it is actually a property of an instance of a node on a specific walk. Note that endpoint nodes are neither colliders nor noncolliders. We say that $\alpha$ and $\beta$ are collider connected if there exists a (nontrivial) walk from $\alpha$ to $\beta$ such that every non-endpoint node is a collider.

We say that $\alpha \rightarrow \rightarrow \beta$ has a head at $\beta$, and that $\alpha \rightarrow \rightarrow \beta$ has a tail at $\alpha$. We say that edges $\alpha \rightarrow \rightarrow \beta$ and $\alpha \rightarrow \rightarrow \beta$ have a neck at $\beta$. It follows that $\gamma_i$ above is a collider if and only if both adjacent edges have a neck at $\gamma_i$. A path is a walk such that every node occurs at most once. We say that a path from $\alpha$ to $\beta$ is directed if every edge on the path is directed and pointing towards $\beta$. If there is a directed path from $\alpha$ to $\beta$, then we say that $\alpha$ is an ancestor of $\beta$ and that $\beta$ is a descendant of $\alpha$. We let $\text{an}(\beta)$ denote the set of ancestors of $\beta$, and for $C \subseteq V$, we define $\text{an}(C) = \cup_{\gamma \in C} \text{an}(\gamma)$. We let $\text{an}(\gamma_1, \ldots, \gamma_k)$ denote $\text{an}(\{\gamma_1, \ldots, \gamma_k\})$. Note that $C \subseteq \text{an}(C)$. A cycle is a path $\alpha \sim \ldots \sim \beta$ composed with an edge $\beta \sim \alpha$. If the path from $\alpha$ to $\beta$ is directed and the edge is $\beta \rightarrow \alpha$, then we say that the cycle is directed. A DG without any directed cycles is said to be a directed acyclic graph (DAG).

When $\mathcal{D} = (V, E)$ is a graph and $\bar{V} \subseteq V$, we let $\mathcal{D}_{\bar{V}}$ denote the induced graph on nodes $\bar{V}$, i.e., $\mathcal{D}_{\bar{V}} = (\bar{V}, \bar{E})$.

$$\bar{E} = \{ e \in E : e \text{ is between } \alpha, \beta \in \bar{V} \}.$$ 

We will use $\mu$-connecting walks and $\mu$-separation to encode independence structures using cDGs. These concepts were introduced in [37,39] and they generalize the notion of $\delta$-separation [13,15]. $\mu$-separation was originally used in DMGs, though the adaptation to cDGs is straightforward.
Definition 12 (\(\mu\)-connecting walk [37]).} Consider a nontrivial walk, \(\omega\),
\[
\alpha \sim_1 \gamma_2 \sim_2 \ldots \sim_{k-1} \gamma_k \sim_k \beta
\]
and a set \(C \subseteq V\). We say that \(\omega\) is \(\mu\)-connecting from \(\alpha\) to \(\beta\) given \(C\) if \(\alpha \notin C\), every collider on \(\omega\) is in \(\text{an}(C)\), no noncollider is in \(C\), and \(\sim_k\) has a head at \(\beta\).

It is essential that the above definition uses walks, and not only paths. As an example consider \(\alpha \leftarrow \beta \leftarrow \gamma\). In this graph, there is no \(\mu\)-connecting path from \(\alpha\) to \(\beta\) given \(\beta\), but there is a \(\mu\)-connecting walk.

Definition 13 (\(\mu\)-separation [37]).} Let \(\mathcal{D} = (V,E)\) be a cDG or a DMG and let \(A, B, C \subseteq V\). We say that \(B\) is \(\mu\)-separated from \(A\) (given or by) \(C\) in \(\mathcal{D}\) if there is no \(\mu\)-connecting walk from any \(\alpha \in A\) to any \(\beta \in B\) given \(C\) and we denote this by \(A \perp_{\mu} B \mid C \ [\mathcal{D}]\), or just \(A \perp_{\mu} B \mid C\).

When sets \(A, B,\) or \(C\) above are singletons, e.g., \(A = \{\alpha\}\), we write \(\alpha\) instead of \(\{\alpha\}\) in the context of \(\mu\)-separation. We say that the set \(C\) in the definition of \(\mu\)-separation is a conditioning set. Mogensen and Hansen [37] introduced \(\mu\)-separation as a generalization of \(\delta\)-separation [13,15], however, only in DMGs, and not in cDGs. As in other classes of graphs, one can decide \(\mu\)-separation in cDGs by using an auxiliary undirected graph, known as a moral or augmented graph. This is described in the supplementary material [38]. We will mostly use the above walk-based definition, though at times we use or mention the definition using augmented graphs when this definition is particularly useful.

The following definitions are often applied in the literature to different classes of graphs and separation criteria. When \(\mathcal{D} = (V,E)\) is a cDG or DMG, we define its independence model (or separation model), \(\mathcal{I}(\mathcal{D})\), as the collection of \(\mu\)-separations that hold, i.e.,
\[
\mathcal{I}(\mathcal{D}) = \{(A,B,C) : A,B,C \subseteq V, A \perp_{\mu} B \mid C \ [\mathcal{D}]\}.
\]

Definition 14 (Markov equivalence).} Let \(\mathcal{D}_1 = (V,E_1)\) be a cDG or a DMG and let \(\mathcal{D}_2 = (V,E_2)\) be a cDG or a DMG. We say that \(\mathcal{D}_1\) and \(\mathcal{D}_2\) are Markov equivalent if \(\mathcal{I}(\mathcal{D}_1) = \mathcal{I}(\mathcal{D}_2)\).

For any finite set \(V\), Markov equivalence is an equivalence relation on a set of graphs with node set \(V\). When \(\mathcal{D}\) is a cDG or a DMG, we let \([\mathcal{D}]\) denote the Markov equivalence class of \(\mathcal{D}\) restricted to its own class of graphs. That is, if \(\mathcal{D}\) is a cDG, then \([\mathcal{D}]\) denotes the set of Markov equivalent cDGs. If \(\mathcal{D}\) is a DMG, then \([\mathcal{D}]\) denotes the set of Markov equivalent DMGs. For a cDG or DMG, \(\mathcal{D} = (V,E)\), and a directed, blunt, or bidirected edge, \(e\), between \(\alpha \in V\) and \(\beta \in V\), we use \(\mathcal{D} + e\) to denote the graph \((V,E \cup \{e\})\).

For graphs \(\mathcal{D}_1 = (V,E_1)\) and \(\mathcal{D}_2 = (V,E_2)\), we write \(\mathcal{D}_1 \subseteq \mathcal{D}_2\) if \(E_1 \subseteq E_2\). Graphical separation criteria (including \(\mu\)-separation) are most often monotone in the sense that if \(\mathcal{D}_1 \subseteq \mathcal{D}_2\), then \(\mathcal{I}(\mathcal{D}_2) \subseteq \mathcal{I}(\mathcal{D}_1)\). In this case, we define the notion of a maximal graph.

Definition 15 (Maximality).} Let \(\mathcal{D} = (V,E)\) be a cDG (DMG). We say that \(\mathcal{D}\) is maximal if no directed or blunt (directed or bidirected) edge can be added Markov equivalently, i.e., if for every directed or blunt (directed or bidirected) edge, \(e\), such that \(e \notin E\), it holds that \(\mathcal{D}\) and \(\mathcal{D} + e\) are not Markov equivalent.

Remark 16. Eichler [17], Eichler and Didelez [22], and Eichler [18] describe graphs that represent local independence (or Granger non-causality) in time series in the presence of correlated noise processes.
In those papers, undirected (dashed or solid) edges, −, are used to represent the correlations among the noise variables, while we use blunt edges, ↔. Using an undirected edge could suggest that the edge acts like an edge with tails in both ends which is not the case. A blunt edge does also not act like a bidirected edge in a DMG, and this warrants the usage of an edge with a third kind of mark.

Notational clarity and simplicity become even more important when considering graphical marginalizations of cDGs. When marginalizing a cDG one needs to consider edges that, when composed with other edges, act like a blunt edge in one end and like a directed edge in the other (see also [19]). This can naturally be visualized by the edge ↦. For example, the graph $\alpha \rightarrow \beta \leftrightarrow \gamma \rightarrow \delta$ leads to the graph $\alpha \rightarrow \beta \mapsto \delta$ when $\gamma$ is marginalized away. We will not in this paper pursue this larger class of graphs, but our choice of the blunt edge, ↔, to represent correlations among the noise variables was made so that it extends naturally to marginalized cDGs.

4. Markov equivalence of directed correlation graphs

Different cDGs can encode the same separation model and in this section we will describe the Markov equivalence classes of cDGs. This is essential as it allows us to understand which graphical structures represent the same local independencies. This understanding is needed if we want to learn graphical representations from tests of local independence in observed data. We begin the section by noting a strong link between the independence model of a cDG and its directed edges.

**Proposition 17.** Let $D = (V, E)$ be a cDG. Then $\alpha \rightarrow \beta$ if and only if $\alpha \perp \beta | V \setminus \{\alpha\}$ does not hold.

The proposition can be found in [37] in the case of DGs. It implies that if $D_1$ and $D_2$ are Markov equivalent cDGs, then they have the same directed edges, and therefore $\operatorname{an}_{D_1}(C) = \operatorname{an}_{D_2}(C)$ for all node sets $C$. We will often omit the subscript when it is clear from the context from which graph(s) the ancestry should be read.

**Proof.** If the edge is in the graph, it is $\mu$-connecting given any subset of $V$ that does not contain $\alpha$, in particular given $V \setminus \{\alpha\}$. On the other hand, assume $\alpha \rightarrow \beta$ is not in the graph. Any $\mu$-connecting walk from $\alpha$ to $\beta$ must have a head at $\beta$, $\alpha \sim \ldots \sim \gamma \rightarrow \beta$.

We must have that $\gamma \neq \alpha$, and it follows that $\gamma$ is in the conditioning set, i.e., the walk is closed. □

In graphs that represent conditional independence in multivariate distributions, such as ancestral graphs and acyclic directed mixed graphs, one can use inducing paths to characterize which nodes cannot be separated by any conditioning set [45,60]. In DMGs, inducing paths can be defined similarly [37]. In cDGs, we define both inducing paths and weak inducing paths. We say that a path is a collider path if every non-endpoint node on the path is a collider. If $\alpha \neq \beta$, then $\alpha \rightarrow \beta$ and $\alpha \leftrightarrow \beta$ are both collider paths.

**Definition 18 (Inducing path (strong)).** A (nontrivial) collider path from $\alpha$ to $\beta$ is a (strong) inducing path if the final edge has a head at $\beta$ and every non-endpoint node is an ancestor of $\alpha$ or of $\beta$.

Mogensen and Hansen [37] also allow cycles in the definition of inducing paths. In the following, we assume that $\alpha \rightarrow \alpha$ for all $\alpha \in V$ and therefore this would be an unnecessary complication. We
see immediately that in a cDG, the only inducing path is a directed edge. However, we include this definition to conform with the terminology in DMGs where more elaborate inducing paths exist. In this paper, we drop one of the conditions from Definition 18 to obtain a graphical structure which is more interesting in cDGs, a \textit{weak inducing path}.

\textbf{Definition 19 (Weak inducing path).} A (nontrivial) collider path between $\alpha$ and $\beta$ is a \textit{weak inducing path} if every non-endpoint node is an ancestor of $\alpha$ or of $\beta$.

We note that a strong inducing path is also a weak inducing path. Furthermore, if there is a weak inducing path from $\alpha$ to $\beta$, there is also one from $\beta$ to $\alpha$, and this justifies saying that a weak inducing path is \textit{between} $\alpha$ and $\beta$ in Definition 19. Also note that a \textit{weak} inducing path is most often called an inducing path in the literature on acyclic graphs. When we just say \textit{inducing path}, we mean a strong inducing path.

If $\mathcal{D}$ is a cDG such that $\alpha \rightarrow_{\mathcal{D}} \alpha$ for all $\alpha \in V$, then we say that $\mathcal{D}$ \textit{contains every loop}. From this point on, we will assume that the cDGs we consider all contain every loop.

\textbf{Proposition 20.} Let $\mathcal{D} = (V, E)$ be a cDG such that $\alpha \rightarrow_{\mathcal{D}} \alpha$ for all $\alpha \in V$. There is a weak inducing path between $\alpha$ and $\beta$ if and only if there is no $C \subseteq V \setminus \{\alpha, \beta\}$ such that $\alpha \independent_{\mu} \beta \mid C$.

Mogensen and Hansen \cite{37} show a similar result in the case of strong inducing paths in DMGs. We say that $\beta$ is \textit{inseparable} from $\alpha$ if there is no $C \subseteq V \setminus \{\alpha\}$ such that $\beta$ is $\mu$-separated from $\alpha$ by $C$.

\textbf{Example 21.} Mogensen and Hansen \cite{37} use $\mu$-separation in \textit{directed mixed graphs} (DMGs) to represent local independence models. It is natural to ask if the independence models of cDGs can be represented by DMGs. The answer is no and to show this we consider the cDG in Figure 4A. We ask
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\caption{A cDG, $\mathcal{D}$, on nodes $V = \{\alpha, \beta, \gamma\}$ such that the separation model $\mathcal{I}(\mathcal{D})$ cannot be represented by a DMG on nodes $V$ (see Example 21).}
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\caption{A directed graph (DG).}
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\caption{When the $\delta$-node ($\delta$-process) is unobserved in B, the DG marginalizes to the directed mixed graph (DMG) in C in the sense that the local independencies over the observed set of coordinate processes, $\{\alpha, \beta, \gamma\}$, implied by $\mu$-separation are the same in graphs B and C \cite{37}. Bidirected loops are omitted from the visualization of the DMG.}
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then if there exists a DMG on the same node set which has the same set of \( \mu \)-separations as this cDG. In the cDG, we see that the node \( \gamma \) is separable from \( \alpha \) and vice versa, i.e., there can be no edge between the two in the DMG. The node \( \gamma \) is not separated from \( \alpha \) given \( \{ \beta \} \), and therefore \( \beta \) must be a collider on a path between the two. However, then there is a head at \( \beta \) on an edge from \( \gamma \) and therefore \( \beta \) is inseparable from \( \gamma \) which is a contradiction. This shows that the independence model of the cDG in Figure 4A cannot be represented by any DMG on the same node set. It follows that the set of separation models of cDGs on some node set is not in general a subset of the separation models of DMGs on the same node set. Similarly, one can find DMGs that are not Markov equivalent with any cDG.

The DMGs represent local independence in partially observed stochastic processes (some coordinate processes may be unobserved) through a global Markov property using \( \mu \)-separation. The bidirected edges represent unobserved ‘confounder’ processes in the DMGs, i.e., confounder processes that have been marginalized away (see Figure 4, graphs B and C, for an example). Both DMGs and cDGs represent local independence through their respective global Markov properties and \( \mu \)-separation. We note that the local independence models corresponding to marginalization and correlated noise are different when represented by DMGs and cDGs, respectively, as there exist DMGs that are not Markov equivalent with any cDG and vice versa.

DGs constitute a subclass of cDGs and within the class of DGs every Markov equivalence class is a singleton, i.e., two DGs are Markov equivalent if and only if they are equal.

**Proposition 22 (Markov equivalence of DGs [37]).** Let \( D_1 = (V, E_1) \) and \( D_2 = (V, E_2) \) be DGs. Then \( D_1 \in [D_2] \) if and only if \( D_1 = D_2 \).

Proposition 22 does not hold in general when \( D_1 \) and \( D_2 \) are cDGs. As an example, consider a graph on nodes \( \{ \alpha, \beta \} \) such that \( \alpha \to \beta \) and \( \beta \to \alpha \). This graph is Markov equivalent with the graph where \( \alpha \leftrightarrow \beta \) is added. The next result is an immediate consequence of Proposition 17 and shows that Markov equivalent cDGs always have the same directed edges.

**Corollary 23.** Let \( D_1 = (V, E_1) \) and \( D_2 = (V, E_2) \) be cDGs. If they are Markov equivalent, then for all \( \alpha, \beta \in V \) it holds that \( \alpha \to_{D_1} \beta \) if and only if \( \alpha \to_{D_2} \beta \).

We say that a graph, \( D \), is a greatest element of its equivalence class, \([D]\), if it is a supergraph of all members of the class, i.e., \( \tilde{D} \subseteq D \) for all \( \tilde{D} \in [D] \). We say that \( D \) is a least element if \( D \subseteq \tilde{D} \) for all \( \tilde{D} \in [D] \). Mogensen and Hansen [37] show the below result on Markov equivalence.

**Theorem 24 (Greatest Markov equivalent DMG [37]).** Let \( G \) be a directed mixed graph. Then \([G]\) has a greatest element (within the class of DMGs), i.e., there exists \( \tilde{G} \in [G] \) such that \( \tilde{G} \) is a supergraph of all Markov equivalent DMGs.

The theorem provides a concise and intuitive way to understand sets of Markov equivalent DMGs. If \( G \) is a DMG, then we can visualize \([G]\) by drawing its greatest element and simply showing which edges are in every DMG in \([G]\) and which are only in some DMGs in \([G]\). cDGs represent local independencies allowing for correlation in the driving noise processes and one can ask if the same result on Markov equivalence holds in this class of graphs. The answer is in the negative as illustrated by the following example.

**Example 25.** Consider the graph, \( D \), to the left on the first row of Figure 5. The edge \( \alpha \leftrightarrow \gamma \) can be added Markov equivalently and the edge \( \beta \leftrightarrow \gamma \) can be added Markov equivalently (center and right
4.1. A characterization of Markov equivalence of cDGs

When we have a global Markov property, such as the one in Theorem 10, the $\mu$-separations of a cDG imply local independencies in the distribution of the stochastic process. We saw in Figure 5 that different cDGs may represent the same $\mu$-separations and it is therefore important to understand which cDGs are equivalent in terms of the $\mu$-separations that they entail, that is, are Markov equivalent. The central result of this section is a characterization of Markov equivalence of cDGs. We introduce the notion of collider equivalence of graphs as a first step in stating this result.

**Definition 26.** Let $\mathcal{D}_1 = (V, E_1), \mathcal{D}_2 = (V, E_2)$ be cDGs with the same directed edges, and let $\omega$ be a (nontrivial) collider path in $\mathcal{D}_1$,

$$\alpha \sim \gamma_1 \sim \ldots \sim \gamma_{k_1} \sim \beta.$$  

We say that $\omega$ is covered in $\mathcal{D}_2$ if there exists a (nontrivial) collider path in $\mathcal{D}_2$  

$$\alpha \sim \tilde{\gamma}_1 \sim \ldots \sim \tilde{\gamma}_{k_2} \sim \beta$$

such that for each $\tilde{\gamma}_j$ we have $\tilde{\gamma}_j \in \text{an}(\alpha, \beta)$ or $\tilde{\gamma}_j \in \bigcup_i \text{an}(\gamma_i)$.

In the above definition $\{\gamma_j\}$ or $\{\tilde{\gamma}_j\}$ may be the empty set, corresponding to $\alpha$ and $\beta$ being adjacent, $\alpha \sim \beta$. One should also note that a single edge, $\alpha \sim \beta$, constitutes a collider path between $\alpha$ and $\beta$ (when...
α ≠ β) and that a single edge covers any collider path between α and β as it has no non-endpoint nodes. When D1 and D2 have the same directed edges it holds that anD1(C) = anD2(C) for all C ⊆ V and therefore one can read the ancestry of α, β, and {γ₁} in either of the graphs in the above definition.

**Definition 27 (Collider equivalence).** Let D1 and D2 be cDGs on the same node set and with the same directed edges. We say that D1 and D2 are **collider equivalent** if every (nontrivial) collider path in D1 is covered in D2 and every (nontrivial) collider path in D2 is covered in D1.

In the context of collider equivalence, the convention that every node is an ancestor of itself, i.e., γ ∈ an(γ) for all γ ∈ V, is important. From this convention, it follows immediately that every cDG is collider equivalent with itself. However, this would not necessarily be the case without this convention.

We do not need to consider walks in the above definitions (only paths) as we assume that all directed loops are included and therefore all nodes are collider connected to themselves by assumption. If there is a collider walk between α and β (α ≠ β), then there is also a collider path. Furthermore, if a collider walk between α and β (α ≠ β) in D1 is covered by a collider walk in D2, then it is also covered by a collider path, and we see that one would obtain an equivalent definition by using collider walks instead of collider paths in Definitions 26 and 27.

**Remark 28.** Collider equivalence implies that two graphs have the same weak inducing paths in the following sense. Assume ω is a weak inducing path between α and β in D1, and that D1 and D2 are collider equivalent and have the same directed edges. In D2, there exists a collider path, ω̄, such that every non-endpoint node is an ancestor of a node on ω, i.e., an ancestor of {α, β} using the fact that ω is a weak inducing path. This means that ω̄ is a weak inducing path in D2.

**Lemma 29.** Let D1 = (V, E₁), D2 = (V, E₂) be cDGs that contain every loop. If D1 and D2 are not collider equivalent, then they are not Markov equivalent.

**Proposition 30.** Assume α, β ∈ C. If ω is a collider path between α and β such that every collider is in an({α, β} ∪ C), then there is a walk between α and β such that no noncollider is in C and every collider is in an(C).

A more general version of Proposition 30 was shown by Richardson [44] using a similar proof and m-separation (a definition of m-separation is given in the supplementary material [38]).

**Theorem 31 (Markov equivalence of cDGs).** Let D1 = (V, E₁) and D2 = (V, E₂) be cDGs that contain every loop. The graphs D1 and D2 are Markov equivalent if and only if they have the same directed edges and are collider equivalent.

We give a direct proof of this theorem. One can also use the augmentation criterion in the supplementary material [38] to show this result.

**Proof.** Assume first that D1 and D2 have the same directed edges and are collider equivalent. Then anD1(C) = anD2(C) for all C ⊆ V so we will omit the subscript and write simply an(C). Let ω denote a µ-connecting walk from α to β given C in D₁. We will argue that we can also find a µ-connecting walk in D₂. We say that a nontrivial subwalk of ω is a **maximal collider segment** if all its non-endpoint nodes are colliders on ω, its endpoint nodes are not colliders, and it contains at least one blunt edge (note that on a general walk this should be read as instances of these nodes and edges as nodes and edges may be repeated on a walk). We can partition ω into a sequence of subwalks such that every
subwalk is either a maximal collider segment, or a subwalk consisting of directed edges only. We note that maximal collider segments may be adjacent, i.e., share an endpoint. Every segment of \( \omega \) that consists of directed edges only is also present in \( D_2 \). Consider a maximal collider segment between \( \delta \) and \( \varepsilon \). This is necessarily a collider walk in \( D_1 \). If \( \delta \neq \varepsilon \), there exists a collider path between \( \delta \) and \( \varepsilon \) in \( D_1 \), and therefore a covering collider path, \( \rho \), in \( D_2 \) using collider equivalence. The final edge of \( \omega \) must be directed and point towards the final instance of \( \beta \) and therefore \( \beta \) is not in a maximal collider segment, and \( \delta \) and \( \varepsilon \) are not the final node on \( \omega \). If \( \delta = \varepsilon \), then we can remove this segment from \( \omega \) and obtain a connecting walk as the final \( \beta \) is not an endpoint of a maximal collider segment. Assume \( \delta \neq \varepsilon \). \( \delta \) and \( \varepsilon \) are noncolliders on \( \omega \), or endpoint nodes on \( \omega \). If \( \delta = \alpha \) or \( \varepsilon = \alpha \), then they are not in \( C \). In either case, we see that \( \delta, \varepsilon \notin C \). We will now find an open (given \( C \)) walk between \( \delta \) and \( \varepsilon \) using \( \rho \). We know that \( \rho \) is a collider path and that every non-endpoint node on \( \rho \) is an ancestor of \( \{ \delta, \varepsilon \} \) or of a collider in the original maximal collider segment, and therefore of \( C \). It follows from Proposition 30 that we can find a walk between \( \delta \) and \( \varepsilon \) such that no noncollider is in \( C \) and every collider is in an \(( C )\).

We create a walk from \( \alpha \) to \( \beta \) in \( D_2 \) by simply substituting each maximal collider segment with the corresponding open walk. This walk is open in any node which is not an endpoint of a maximal collider segment. If an endpoint of a maximal collider segment changes collider status on this new walk, then it must be a noncollider on \( \omega \) and a parent of a node in \( \text{an}(C) \), i.e., also in \( \text{an}(C) \) itself. Finally, we note that the last segment (into \( \beta \)) is not a maximal collider segment and therefore still has a head into \( \beta \).

On the other hand, if they do not have the same directed edges, it follows from Proposition 17 that they are not Markov equivalent. If they are not collider equivalent, it follows from Lemma 29 that they are not Markov equivalent.

In the case of directed acyclic graphs it holds that Markov equivalent graphs have the same adjacencies, however, this is not true in the case of cDGs, and in fact, it is also not true among maximal cDGs (Definition 15) as seen in Figure 6.

**Proposition 32.** Let \( D = (V, E) \) be a cDG, and let \( \alpha, \beta \in V \). Let \( e \) denote a blunt edge between \( \alpha \) and \( \beta \). If \( \alpha \) and \( \beta \) are connected by a weak inducing path consisting of blunt edges only, then \( D + e \in [D] \).

**4.2. Markov equivalent permutation of nodes**

The example in Figure 6 shows a characteristic of some Markov equivalent cDGs. In the example, one can obtain one graph from the other by a permutation of the endpoints of blunt edges within the set...
\{\gamma,\delta\}. In this section, we formulate sufficient conditions for a cDG to be Markov equivalent with a permutation graph. While the formal definition of a permutation graph is new to our knowledge, the basic idea is also found in earlier work on Markov equivalence of DGs under \(d\)-separation [46,48].

**Definition 33 (Cyclic set).** We say that \(S \subseteq V\) is a cyclic set if for every \((\alpha, \beta) \in S \times S\), it holds that \(\alpha \in \text{an}(\beta)\).

The following is a formal definition of a permutation graph as illustrated in the example of Figure 6.

**Definition 34 (Permutation graph).** Let \(D = (V, E)\) be a cDG and let \(\rho\) be a permutation of the node set, \(V\). We define \(P_\rho(D)\) as the cDG on nodes \(V\) such that

\[
\alpha \rightarrow_{P_\rho(D)} \beta \quad \text{if and only if} \quad \alpha \rightarrow_D \beta,
\]

\[
\rho(\alpha) \leftarrow_{P_\rho(D)} \rho(\beta) \quad \text{if and only if} \quad \alpha \leftarrow_D \beta.
\]

**Proposition 35.** Let \(D = (V, E)\) be a cDG which contains every loop and let \(S \subseteq V\). Let \(\rho\) be a permutation of \(V\) such that \(\rho(\alpha) = \alpha\) for all \(\alpha \not\in S\). If \(\text{pa}(\beta) = \text{pa}(\gamma)\) for all \(\beta, \gamma \in S\), then \(P_\rho(D) \in [D]\).

Note that \(\text{pa}(\beta) = \text{pa}(\gamma)\) implies that \(\beta \rightarrow_D \gamma\) as \(\beta \in \text{pa}(\beta)\) for all \(\beta\). Furthermore, the fact that \(\beta \rightarrow_D \gamma\) for all \(\beta, \gamma \in S\) implies that \(S\) is a cyclic set.

Figure 6 shows two graphs that are Markov equivalent by Proposition 35. In some graphs one can find permutations, not fulfilling the assumptions of Proposition 35, that generate Markov equivalent graphs, and this proposition is therefore not a necessary condition for Markov equivalence under permutation of blunt edges. One example is in the first row of Figure 7. The center and right graphs are Markov equivalent and one is generated from the other by permuting the blunt edges of \(\beta\) and \(\gamma\), however, the conditions of Proposition 35 are not fulfilled.

## 5. Deciding Markov equivalence

In this section, we will consider the problem of deciding Markov equivalence algorithmically. That is, given two cDGs on the same node set, how can we decide if they are Markov equivalent or not? A possible starting point is Theorem 31. While it is computationally easy to check whether the directed edges of two cDGs are the same (quadratic in the number of nodes in their mutual node set), collider equivalence could be hard as there may be exponentially many collider paths in a cDG. In this section, we give a different characterization of Markov equivalence (Theorem 36) which proves the correctness of a simple algorithm (Algorithm 1) for deciding Markov equivalence of two cDGs. This algorithm avoids checking each collider path explicitly. However, in the worst case it also has a superpolynomial runtime which is to be expected due to the complexity result in Theorem 42.

The directed part of a cDG, \(\mathcal{D}(D) = (V, F)\), is the DG on nodes \(V\) such that \(\alpha \rightarrow_{\mathcal{D}(D)} \beta\) if and only if \(\alpha \rightarrow_D \beta\). The blunt part of a cDG, \(\mathcal{U}(D)\), is the cDG obtained by removing all directed edges. Let \(\mathcal{G} = (V, E)\) be a graph with only blunt edges. The connected components of \(\mathcal{G}\) are the disjoint sets, \(V_1, \ldots, V_l\), such that \(\cup_i V_i = V\) and such that \(\alpha, \beta \in V_i\) if and only if there is a path in \(\mathcal{G}\) connecting \(\alpha\) and \(\beta\). The connected components can be found in time which is proportional to \(\max(|V|, |E|)\) [26]. The blunt components of \(\mathcal{D}\) are the connected components of \(\mathcal{U}(D)\). We say that \(D_1 = (V, E_1)\) and \(D_2 = (V, E_2)\) have the same collider connections if it holds for all \(\alpha \in V\) and \(\beta \in V\) that \(\alpha\) and \(\beta\) are collider connected.
Figure 7. Markov equivalence in cDGs. Graphs from different Markov equivalence classes are separated by line segments. First row: These are three members of a Markov equivalence class of size 21. The only restriction on \(2^5\) combinations of blunt edges (all but \(\beta \rightarrow \gamma\) can be present) is the fact that we cannot have both \(\alpha \rightarrow \beta\) and \(\alpha \rightarrow \gamma\) present and that either \((\alpha, \delta), (\beta, \delta),\) or \((\gamma, \delta)\) are spouses as otherwise there would not be a weak inducing path between \(\alpha\) and \(\delta\). Second row: These graphs are Markov equivalent. The collider path \(\alpha \rightarrow \beta \leftarrow \delta\) in the first graph is covered in the two others by the walk \(\alpha \leftarrow \gamma \leftarrow \delta\) as \(\gamma \in \text{an}(\beta)\). The edge \(\beta \leftarrow \delta\) is covered by the weak inducing path \(\delta \leftarrow \gamma \leftarrow \beta\) in the center and right graphs of the row. The equivalence class of these graphs has cardinality 16 which is every combination of blunt edges (excluding \(\alpha \leftarrow \delta\) which cannot be in a Markov equivalent graph) that makes the graph connected via blunt edges as well as two more (one of which is the rightmost graph of this row). Third row: The first graph is not collider equivalent with the following two: the collider path \(\alpha \rightarrow \beta \leftarrow \delta\) is not covered by any collider path in the second graph; the collider path \(\alpha \leftarrow \gamma\) is not covered by any collider path in the third.

in \(\mathcal{D}_1\) if and only if they are collider connected in \(\mathcal{D}_2\). We say that a subset of nodes, \(A\), is ancestral if \(A = \text{an}(A)\). We will only consider cDGs that contain every loop.

We start from the following result which is seen to be a reformulation of the augmentation criterion in the supplementary material [38].
Algorithm 1 Markov equivalence

Require: cDGs, \( D_1 = (V,E_1), D_2 = (V,E_2) \)

if \( \mathbb{D}(D_1) \neq \mathbb{D}(D_2) \) then
    return FALSE
end if

for \( A \in \mathcal{A}(C(D_1)) \) do
    Define \( A = \bigcup_{C \in A} C \)
    if \( (D_1)_A \) and \( (D_2)_A \) do not have the same collider connections then
        return FALSE
    end if
end for

return TRUE

Theorem 36. Let \( D_1 = (V,E_1) \) and \( D_2 = (V,E_2) \) be cDGs (both containing every loop) such that \( \mathbb{D}(D_1) = \mathbb{D}(D_2) \). \( D_1 \) and \( D_2 \) are Markov equivalent if and only if for every ancestral set it holds that \( (D_1)_A \) and \( (D_2)_A \) have the same collider connections.

The above theorem can easily be turned into an algorithm for deciding if two cDGs are Markov equivalent (Algorithm 1). However, there may be exponentially many ancestral sets in a cDG. For instance, in the case where the only directed edges are loops all subsets of \( V \) are ancestral and therefore the algorithm would need to compare collider connections in \( 2^n \) pairs of graphs where \( n \) is the number of nodes in the graphs (of course, one could omit the empty set and singletons).

5.1. An algorithm for deciding equivalence

In the algorithm based on Theorem 36 we will use the condensation of a cDG. This is not needed, but does provide a convenient representation of the ancestor relations between nodes in a cyclic graph. Let \( D = (V,E) \) be a cDG. We say that \( \alpha, \beta \in V \) are strongly connected if there exists a directed path from \( \alpha \) to \( \beta \) and a directed path from \( \beta \) to \( \alpha \), allowing trivial paths. Equivalently, \( \alpha \) and \( \beta \) are strongly connected if and only if \( \alpha \in \text{an}(\beta) \) and \( \beta \in \text{an}(\alpha) \). This is an equivalence relation on the node set of a cDG and we say that the equivalence classes are the strongly connected components of the graph. The definition of strong connectivity is often used in DGs [10]. We simply use a straightforward generalization to the class of cDGs such that the directed part of the cDG determines strong connectivity. The strongly connected components are also the maximal cyclic sets (Definition 33).

The condensation of \( D \) (also known as the acyclic component graph of \( D \)) is the directed acyclic graph obtained by contracting each strongly connected component to a single vertex. That is, if \( C_1, \ldots, C_m \) are the strongly connected components of \( D \) (\( C_i \subseteq V \) for all \( i \)), then the condensation of \( D \) has node set \( \mathbb{C} = \{C_1, \ldots, C_m\} \) and \( C_i \rightarrow C_j \) if \( i \neq j \) and there exists \( \alpha \in C_i, \beta \in C_j \) such that \( \alpha \rightarrow_{D} \beta \) [10]. We denote the condensation of \( D \) by \( C(D) \). We also define the completed condensation of \( D \), \( \bar{C}(D) \), which is the graph on nodes \( \mathbb{C} \cup \{\emptyset\} \) such that \( \bar{C}(D)_{\emptyset} = C(D) \) and such that \( \emptyset \) is a parent of every other node and a child of none. The condensation and the completed condensation are both DAGs. When \( D \) has \( d \) directed edges that are not loops, then strongly connected components can be found in linear time, that is, \( O(n + d) \) where \( n = |V| \) [10].

In the following, we will be considering sets of nodes in \( D \), i.e., subsets of \( V \), as well as sets of nodes in \( C(D) \), that is, subsets of \( \mathbb{C} \). We write the former as capital letters, \( A, B, C \). We write the latter as capital letters in bold font, \( \mathbf{A, B, C} \), to emphasize that they are subsets of \( \mathbb{C} \), not of \( V \).
Proposition 37. The ancestral sets in \( \mathcal{D} \) are exactly the sets of the form \( \bigcup_{C \in A} C \) for an ancestral set, \( A \), in \( \mathcal{C}(\mathcal{D}) \).

The above proposition shows that we can consider the condensation when finding ancestral sets in a cDG. We let \( \mathcal{A}(\mathcal{D}) \) denote the set of ancestral sets in \( \mathcal{D} \). The correctness of Algorithm 1 follows from Theorem 36 and Proposition 37. The algorithm considers ancestral sets in the condensation, however, a version using ancestral sets directly in \( \mathcal{D}_1 \) is of course also possible and this essentially gives an equivalent algorithm. In the algorithm, one can decide collider connectivity by noting that \( \alpha \) and \( \beta \) are collider connected in a cDG, \( \mathcal{D} \), if and only if there exists a blunt component, \( U \), such that \( \alpha \in \text{pa}_{\mathcal{D}}(U) \) and \( \beta \in \text{pa}_{\mathcal{D}}(U) \), using that the graphs contain every loop.

5.2. Virtual collider tripaths

This section describes a graphical structure that we will call a virtual collider tripath. We will use these to give a necessary condition for Markov equivalence which is computationally easy to check. However, this is only a necessary condition and not sufficient for Markov equivalence. The results in this subsection therefore lead to an algorithm for checking Markov equivalence which is computationally feasible, but is only an approximation in the sense that it will not always correctly distinguish between graphs that are not Markov equivalent. In the next section we see that the problem of deciding Markov equivalence of cDGs is coNP-complete and therefore we should not expect to find an algorithm which always correct and also computationally efficient.

Definition 38 (Virtual collider tripath). Let \( \alpha, \beta \in V \) and let \( C \) be a node in \( \bar{\mathcal{C}}(\mathcal{D}) \), i.e., \( C \) is a strongly connected component or the empty set. We say that \( (\alpha, \beta, C) \) is a virtual collider tripath if there exists a (nontrivial) collider path \( \alpha \sim \gamma_1 \sim \ldots \sim \gamma_m \sim \beta \) such that \( \gamma_i \in \text{an}(\{\alpha, \beta\} \cup C) \) for all \( i = 1, \ldots, m \).

Note that if \( \alpha = \beta \), then there is no path fulfilling the requirements of Definition 38, hence \( (\alpha, \alpha, C) \) is not a virtual collider tripath for any \( C \). Richardson [47] describes virtual adjacencies in DGs equipped with \( d \)-separation. Those are structures that in terms of separation act as adjacencies. The idea behind virtual collider tripaths is similar; for a fixed pair of nodes, \( \alpha \) and \( \beta \), a virtual collider tripath, \( (\alpha, \beta, C) \), acts as if there exists \( \gamma \in C \) such that \( \alpha \sim \gamma \sim \beta \) is a collider walk. Note also that if \( \alpha \) and \( \beta \) are adjacent, then \( (\alpha, \beta, C) \) is a virtual collider tripath for any strongly connected component \( C \). Finally, note that there are no restrictions on whether or not \( \alpha, \beta \), or both are elements in the set \( C \subseteq V \).

Definition 39 (Maximal virtual collider tripath). We say that a virtual collider tripath, \( (\alpha, \beta, C) \), is maximal if there is no \( \tilde{C} \neq C \) such that \( (\alpha, \beta, \tilde{C}) \) is a virtual collider tripath and \( \tilde{C} \) is an ancestor of \( C \) in \( \bar{\mathcal{C}}(\mathcal{D}) \).

We say that two cDGs, \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \), have the same (maximal) virtual collider tripaths if it holds that \( (\alpha, \beta, C) \) is a (maximal) virtual collider tripath in \( \mathcal{D}_1 \) if and only if \( (\alpha, \beta, C) \) is a (maximal) virtual collider tripath in \( \mathcal{D}_2 \).

Proposition 40. Let \( C \) be a strongly connected component or the empty set. If \( (\alpha, \beta, C) \) is not a virtual collider tripath and \( \alpha \neq \beta \), then \( \beta \) and \( \alpha \) are \( m \)-separated by \( \text{an}(\{\alpha, \beta\} \cup C) \setminus \{\alpha, \beta\} \).

A definition of \( m \)-separation can be found in the supplementary material [38]. The next theorem gives a necessary condition for Markov equivalence of cDGs.
Figure 8. These cDGs on nodes \{\alpha, \beta, \gamma, \delta, \epsilon, \zeta\} have the same maximal virtual collider tripaths, however, they disagree on whether \zeta is \mu-separated from \alpha by \{\beta, \gamma, \delta, \epsilon\}.

Theorem 41. Let \mathcal{D}_1 = (V, E_1) and \mathcal{D}_2 = (V, E_2) be cDGs containing every loop. If they are Markov equivalent, then they have the same directed edges and the same maximal virtual collider tripaths.

The example in Figure 8 shows that having the same directed edges and the same maximal virtual collider tripaths is not a sufficient condition for Markov equivalence.

5.3. Complexity of deciding Markov equivalence

We have given two characterizations of Markov equivalence of cDGs and argued that they both use exponentially many conditions in the worst case. In this section, we prove that this, most likely, cannot be circumvented.

coNP is the class of decision problems for which a no-instance can be verified using a polynomial-length counterexample in polynomial time and a problem is in coNP if and only if its complement is in NP. If a problem is as hard as any problem in coNP, then we say that the problem is coNP-hard. If a problem is coNP-hard and also in coNP, we say that it is coNP-complete [23,54]. Various inference problems in graphical models are known to be computationally hard [7,8,29,35]. On the other hand, there exist polynomial-time algorithms for deciding Markov equivalence in several classes of graphs, e.g., maximal ancestral graphs [4] and DGs under \textit{d}-separation [48]. This is different in cDGs under \mu-separation.

Theorem 42. Deciding Markov equivalence of cDGs is coNP-complete.

The complexity result implies that, unless P = coNP (which is commonly believed to not be the case), one cannot find a characterization of Markov equivalence of cDGs which allows us to decide equivalence of two cDGs in polynomial time as a function of the size of the graphs.

6. Conclusion

We have studied graphs that represent independence structures in stochastic processes that are driven by correlated noise processes. We have characterized their equivalence classes in two ways and proven...
that deciding equivalence is coNP-complete. The characterizations of Markov equivalence do, however, suggest subclasses of cDGs in which deciding Markov equivalence is feasible, e.g., in cDGs with blunt components of bounded size, or in cDGs with other restrictions on blunt paths (Mogensen [36, Chapter 4] provides an example).

We have also shown a global Markov property in the case of Ornstein-Uhlenbeck processes driven by correlated Brownian motions. It is an open question if and how this can be extended to other or larger classes of continuous-time stochastic processes.

The definition of a canonical local independence graph which was used to prove the global Markov property resembles that of a causal graph. In time series models (discrete time) a causal semantics can be defined rigorously [21] and by extending the material in the present paper one may possibly provide a causal semantics in the continuous-time framework.
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