Differential Motion Evolution for Fine-Grained Motion Deformation in Unsupervised Image Animation
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Abstract

Image animation is the task of transferring the motion of a driving video to a given object in a source image. While great progress has recently been made in unsupervised motion transfer, requiring no labelled data or domain priors, many current unsupervised approaches still struggle to capture the motion deformations when large motion/view discrepancies occur between the source and driving domains. Under such condition, there is simply not enough information to capture the motion field properly. We introduce DiME (Differential Motion Evolution), an end-to-end unsupervised motion transfer framework integrating differential refinement for motion estimation. Key findings are twofold: (1) by capturing the motion transfer with an ordinary differential equations (ODE), it helps to regularize the motion field, and (2) by utilizing the source image itself, we are able to inpaint occluded/missing regions arising from large motion changes. Additionally, we also propose a natural extension to the ODE idea, which is that DiME can easily leverage multiple different views of the source object whenever they are available by modeling an ODE per view. Extensive experiments across 9 benchmarks show DiME outperforms the state-of-the-arts by a significant margin and generalizes much better to unseen objects.

1. Introduction

Motion transfer (or image animation) animates a source object according to the motion derived from a driving video, where the object identities in the source and driving images could be different. It has a wide range of applications including entertainment [47, 49], and video conferencing [37, 57, 64]. Traditional motion transfer approaches typically require a large amount of labeled data, e.g., manually-selected landmarks, semantic segmentations, and parametric 3D models [3, 6, 40, 51, 65, 72]. Recent deep generative models such as GAN/VAE-based work avoids the need of object modeling but still depends on pre-trained object-specific representation models such as key-points, poses and shapes extractors [7, 8, 19, 41, 56].

Most recently, a stream of unsupervised motion transfer approaches have been proposed to avoid relying on specific domain priors or significant labeling efforts, by leveraging the unsupervised key-points [47, 48, 57, 61] or regions [47] extractors to approximate the motion deformation fields between the source and driving domains. An encoder-decoder network is used to extract features from the source image, which are then warped to the driving domain according to the predicted deformation during generation. These unsupervised approaches could be trained end-to-end without additional domain priors, making it possible to animate a broader range of objects.

However, without pre-specified models (e.g., 3D morphable models [3]) or domain priors (e.g., extracted poses [41, 56]) of the source object as additional inputs, the above unsupervised approaches still struggle when there is large motion changes between the source and the driving video (e.g., source is a left side view of a face whereas the driving video is a frontal view): 1) the key-point/region-based transformation only provides a coarse estimation of the motion deformation, and is insufficient to capture more fine-grained motions; 2) without additional information, the missing regions under the driving view need to be inpainted by the image generator from scratch, which could lead to visually unrealistic results (Fig. 3, Fig. 4).

We propose DiME (Differential Motion Evolution), an end-to-end unsupervised framework for motion transfer, switchable between single source (one-shot) and multiple sources (few-shot) setups during both training and inference. We highlight the capabilities of DiME as follows:

Motion transfer by regularized optimization. We reformulate the motion estimation task as a regularized optimization problem, constrained by a system of regularized ODEs, where the number of ODEs is determined by the number of reference images of the source object, naturally resulting in a flexible one/few-shot setup.\textsuperscript{1} Each

\textsuperscript{1}In the one-shot setup, since no reference image is used, the ODE system reduces to a single ODE.
ODE parameterizes the evolution dynamics of the motion deformation from the corresponding source/reference image to the driving domain. The integration of the ODE system thus acts as a smooth refinement of the estimated motion deformation fields (Sec. 3.2), while avoiding the expensive sparse-to-dense flow computations (e.g., Jacobians in [47, 57], singular value decompositions (SVD) in [49]).

**Source identity conditioned motion warping.** We further condition the motion deformation on the source identity, by extracting a “self-flow” field from the source itself, which imposes information from regions with similar appearance within the source object to help inpaint the occluded/missing regions under the driving domain (Sec. 3.2).

**Flexible multi-view fusion during inference.** Designed in an integrated ODE system, DiME is not restricted by the number of source images to be used during inference time. Depending on specific application scenarios, one could either opt for the one-shot setup, or choose the few-shot setup to further boost the model’s performance (Sec. 4.2). To the best of our knowledge, DiME is the first few-shot motion transfer model that does not rely on prior object representations, making it possible to be generalized to a broader range of objects (Sec. 4.1, Fig. 4).

Extensive experiments across nine datasets containing human faces, human bodies, robots, and cartoon animals consistently demonstrate that DiME outperforms the state-of-the-arts by a significant margin (Sec. 4.1, Tab. 1). Ablation studies explore the effectiveness of DiME’s design in detail (Sec. 4.2). Further, we test DiME’s performance on zero-shot motion transfer, i.e., transferring motion to novel objects that have not been seen during training. DiME generalizes the best and performs the stablist especially when dealing with large motion changes (Sec. 4.2, Fig. 4).

2. Related Work

**Image Animation** Image animation transfers the motion information from one driving video to a source image, where the identities in the source image and driving video are not necessarily the same. Traditional supervised approaches require pre-specified landmarks, segmentations or 3D models [3, 6, 19, 40, 51, 65, 72]. As a result, these approaches usually need a large amount of labelled data, restricting the model to specific domains (e.g., faces, bodies, etc.). Recently, several unsupervised approaches have been proposed to address the above challenges on the model flexibility [47–49, 55, 57, 61, 64]. Monkey-Net [47] learns a set of key-points for sparse motions prediction in an unsupervised manner. The first order motion model (FOMM) [48] improves the motion estimation by resorting to local affine transformations. The articulated-animation model (AA) [49] is also designed to improve the motion estimation, but instead proposing to apply the principal component analysis (PCA) on the sparse motions’ heatmaps. By leveraging unsupervised approaches, these models are able to scale image animation to a wider range of objects, e.g., faces, bodies, robots, and cartoon animals [47, 48].

**Few-Shot Motion Retargeting** For better generalization to unseen domains and handling large motion changes, models have been proposed to take more than one image of the source object with arbitrary poses. This few-shot strategy has been recently used in face reenactment [20, 40, 65], body retargeting [27, 28, 31, 32, 41, 55], clothing transfer [2, 34, 35, 39], etc. However, all these works rely on specific object representations such as 3D meshes, facial landmarks or body poses as conditional inputs, provided by pre-trained models. This limits the few-shot retargeting settings for a broader applications on objects whose representations are not well-explored. DiME, on the other hand, does not need any additional pre-defined object representation. Given only one or a few images of the source object and a driving video, DiME integrates a system of ODEs forward to obtain a fine-grained motion deformation field from the source to the driving domain, in an entirely unsupervised and end-to-end fashion, making it possible for DiME to perform motion transfer on a much broader range of objects in addition to faces/bodies, such as cloths, robots, or even cartoon characters (Sec. 4).

**Neural-ODEs** Ordinary differential equations (ODEs) are widely used to represent the evolution of system dynamics. Models such as residual networks and recurrent neural networks, represent complex transformations by predicting a sequence of changes as the hidden states [33, 43]. Chen et al. [9] first proposed the neural-ODEs to parameterize the continuous dynamics of hidden units using neural networks. ANODE [68] further addressed the instability issue of neural-ODEs by Discretize-Then-Optimize (DTO) differentiation. Going beyond the transport phenomena in physics and chemistry, neural-ODEs have been used in computer vision tasks, e.g., image segmentation [54], reconstruction [62], super-resolution [38], classification [22], and medical imaging [29, 30], where neural-ODEs succeeded in capturing complex transformations via the continuous evolution of the system dynamics. In DiME, we formulate the few-shot motion estimation problem in an ODE system, where each ODE solves the coarse-to-fine refinement of the motion deformation fields between the source and driving domains (Sec. 3.2). This differential motion evolution strategy also naturally avoids the computationally expensive Jacobians or SVD operations [48, 49, 57] required for dense motion approximation.

**Regularized Optimal Mass Transport and Energy Minimization** Optimal mass transport (OMT) [25] treats the problem of optimally transporting mass distribution from one configuration to another via the minimization of a target (cost) function. Benamou and Brenier reformulated OMT
in a computational fluid dynamics (CFD) framework [1], where OMT was proven to be equal to a regularized energy minimization problem with a continuity constraint, e.g., a PDE system. Recently, OMT theory has received extensive research attention with applications in machine learning [52], image processing/registration [17, 18, 21], network theory [5], biomedical science [26, 66], and the Schrödinger bridge and entropic regularization [10, 11], etc.

In DiME, we are interested in formulating the motion transfer task as a regularized minimization problem, yet in the context of motion transfer, the target is minimizing the motion differences between the source and driving images, with the associated continuity constraint representing the coarse-to-fine evolution of the estimated motion deformation (Sec. 3.1).

3. DiME: Differential Motion Evolution

In Sec. 3.1, we describe the problem setup where the motion transfer task is presented as a regularized optimization problem, and provide an overview on DiME’s workflow. In Sec. 3.2, we detail our proposed coarse-to-fine motion evolution in an ODE system, followed by the source identity conditioned motion warping. In Sec. 3.3, we conclude DiME’s entire framework for end-to-end motion transfer.

3.1. Motion Transfer via Regularized Optimization

Problem Setup. Let $S=S(x) \subseteq \Omega_S$ denote a source image containing the source object, $\mathbb{R} = \{\{\mathbb{R}^d(x) \subseteq \Omega : i = 1, \ldots, N_{\text{ref}}\}$ denote the $N_{\text{ref}}$ reference image(s) containing different views of the same source object. Further, let $D = \mathbb{D}(x, t) \subseteq \Omega_D$, $t = 0, 1, \ldots, T$ refers to an image from a driving video, which may contain a different object than the source object. Our goal is to estimate $\Phi_{S \rightarrow D}$, a dense motion deformation between $S$ and $D$, and to generate a series of images $S_D \in \{S_D(x, t) \subseteq \Omega_D : t = 0, 1, \ldots, T\}$, where each generated image borrows the motion transferred from $D$ yet preserves the original identity of the source object. When $S$ and $D$ contains the same identity, the problem equals a video reconstruction task.

Essentially, DiME treats the motion transfer task as a regularized optimization problem [1, 25]. While we still aim to minimize the motion differences between the generated $S_D$ and the driving set $D$, our approach imposes a continuity constraint that results in a smoother and finer-grained motion deformation field $\Phi_{S \rightarrow D}$, the benefit of which is especially evident when there is large motion discrepancy. Mathematically, our optimization target writes

\[
\begin{align*}
    \frac{d\Phi_{S \rightarrow D}(\varepsilon)}{d\varepsilon} &= \int_{\Omega_D} d(S_D(x, \varepsilon), D(x)), \quad \varepsilon \in [0, 1], \quad (1) \\
    \Phi_{S \rightarrow D}(0) &= \Phi_{S \rightarrow D}, \quad (2)
\end{align*}
\]

- Eq. (1) is the minimization target, $d$ refers to the distance function defined to measure the motion differences between $S_D$ and $D$. Detailed definitions of $J$ is discussed in Sec. 3.3.

\[2\] In the one-shot (single-view) setup, $N_{\text{ref}} = 0$ and $\mathbb{R} = \emptyset$.

- Eq. (2) imposes a continuity constraint on the motion deformation field $\Phi_{S \rightarrow D}$, which is essentially an initial value problem which gradually refines a coarse guess ($\Phi_{S \rightarrow D}$) of the motion deformation field towards the final prediction ($\Phi_{S \rightarrow D}(1)$) via $\varepsilon$, where $\varepsilon$ denotes the refinement status. Detailed discussion of the motion evolution is in Sec. 3.2.

- The mathematical proof for the existence and uniqueness theorem of the above regularized motion transfer optimization problem is provided in Appendix A.

Workflow Overview. In general, three sequential steps form our end-to-end DiME framework (Fig. 1): 1) An encoder-structured network first extracts features of the source identity ($F_S$) from the input source ($S$) and reference images ($\mathbb{R}$) respectively; 2) A dense motion deformation field from the source image to the driving domain is predicted, and then applied to warp the extracted source features ($F_S$) to the driving domain conditioned on the source identity; 3) A following decoder-structured network takes the driving-domain-warped features ($F$) and generates $S_D$, the final prediction results of transferring the motion from the driving videos to the source identity.

3.2. Differential Coarse-to-fine Motion Evolution

In this section, we present the key component of DiME, the coarse-to-fine motion deformation field estimation. Briefly, we solve the motion deformation prediction through an initial value problem (IVP), which initializes an ODE with a coarse estimation, followed by a gradual refinement towards a final fine-grained prediction (Eq. (2)).

Coarse motion initialization. To start with, DiME uses an encoder-decoder network [47, 48, 57] to extract $K$ corresponding key-points from the source ($S$) and reference images ($\mathbb{R}$) of the source object, as well as from the driving object ($D$), respectively,

\[
\begin{align*}
    \{x_S^k\}, \{x_{\mathbb{R}^d(i)}^k\}, \{x_D^k\}, \quad (k = 1, \ldots, K, i = 1, \ldots, N_{\text{ref}}). \quad (3)
\end{align*}
\]

The keypoint-wise displacements from the source domains ($S, \mathbb{R}$) to the driving domain ($D$) are therefore:

\[
\begin{align*}
    \{\Delta^0_S, \Delta^0_{\mathbb{R}^d} = x_D^k - x_S^k\}, \{\Delta^0, \Delta^0_{\mathbb{R}^d(i) \rightarrow D} = x_D^k - x_{\mathbb{R}^d(i)}^k\}. \quad (4)
\end{align*}
\]

$\Delta^0 := 0$ is an additional term for the static background. A convolutional network is then applied to regress over the sparse, keypoint-wise displacements, to obtain the initial coarse predictions on the dense motion transformation:

\[
\begin{align*}
    \Phi_{S \rightarrow D}, \quad \Phi_{\mathbb{R}^d(i) \rightarrow D}, \quad (i = 1, \ldots, N_{\text{ref}}). \quad (5)
\end{align*}
\]

Motion deformation refinement in an ODE system. Given the initial coarse predictions on the motion deformation field in Eq. (5), DiME gradually refines the coarse motion deformation fields in a system of non-linear ODEs. Specifically, ($\varepsilon \in [0, 1], i = 1, \ldots, N_{\text{ref}}$)

\[
\begin{align*}
    \frac{d\Phi_{S \rightarrow D}(\varepsilon)}{d\varepsilon} &= f_0(\Phi_{S \rightarrow D}(\varepsilon), \varepsilon), \quad (i = 1, \ldots, N_{\text{ref}}) \\
    \frac{d\Phi_{\mathbb{R}^d(i) \rightarrow D}(\varepsilon)}{d\varepsilon} &= f_1(\Phi_{\mathbb{R}^d(i) \rightarrow D}(\varepsilon), \varepsilon), \quad (6)
\end{align*}
\]
ODE Solve (Eqs. (6-7))

is needed, and thus the above ODE system, Eqs. (6-7), reduces to a single

Figure 1. Overview of DiME’s framework (Sec. 3.1). An encoder first extracts image features of the input source and reference images. A dense motion deformation field from the source to the driving domain is predicted and applied to warp the source features to the driving domain, conditioned on the source identity (Sec. 3.2). Finally, an image generator takes the driving-domain-warped features and outputs the end fashion and optimized with the introduced continuity constraints on the coarse-to-fine evolution of the motion deformation (Sec. 3.3).

where 

senting the motion evolution dynamics.

Coarse-to-fine Motion Evolution (Sec. 3.2)

Essentially, the integration of the above ODE system

(See the proof for the existence and uniqueness theorem of solutions to the above non-linear ODE system in Appendix A.)

where 

f_0, f_1, \ldots, f_{N_{ref}} are convolutional networks representing the motion evolution dynamics. (See the proof for the existence and uniqueness theorem of solutions to the above non-linear ODE system in Appendix A.)

Essentially, the integration of the above ODE system (Eqs. (6-7)) equals a refinement process from the initial coarse motion deformations (Eq. (5)) to the final result of the fine-grained motion deformation estimation:

\[
\begin{align*}
\Phi_{S \rightarrow D}(0) &= \Phi_{S \rightarrow D}, \\
\Phi_{R(i) \rightarrow D}(0) &= \Phi_{R(i) \rightarrow D},
\end{align*}
\]

(7)

In Monkey-Net [47], the initial regression result \(\Phi_{S \rightarrow D}\) is directly used to warp the source image \(S\) and generate the final image prediction. In FOMM [48], additional first-order displacements are applied for predicting the regression coefficients. In [49], the sparse displacements are alternatively formulated via principal component analysis (PCA). DiME’s motion evolution approach is a generalized model applicable for all the above approaches. Without the motion evolution, DiME reduces to [47-49], where the initial status \(\Phi_{S \rightarrow D}\) formulated in the corresponding work is directly used as the final prediction for \(\Phi_{S \rightarrow D}\).

Source identity conditioned motion warping. Upon obtaining the refined dense motion deformation \(\Phi_{S \rightarrow D}\), we have the driving-domain-warped features:

\[
\begin{align*}
\Phi_{S \rightarrow D} &= \Phi_{S \rightarrow D} \circ F_S, \\
F_{R(i) \rightarrow D} &= \Phi_{R(i) \rightarrow D} \circ F_{R(i)} \circ F_{R(i) \rightarrow D}, \quad i = 1, \ldots, N_{ref}.
\end{align*}
\]

(9)

However, the pixel-wise domain deformation warping is not enough (Fig. 2). In reality, large deformation resulting from significant pose changes are common, e.g., head turning right from left, eyes opening and closing, etc. Without corresponding poses in the source and references, it may not be recoverable by the domain deformation in Eq. (8) regardless of its refinement level, i.e., one cannot deform intensities from a non-existing domain to another. That been said, for domains with symmetrical structures, especially in the case of human faces and bodies, features in the existing regions of the source domain itself could be potentially reused to assist \(\Phi_{S \rightarrow D}\) in warping the motion from the source to the driving domain, and inpainting the missing regions, by conditioning on flow fields extracted from the source identity.

Specifically, DiME applies an encoder-decoder network [71] to predict the “self-flow” — flow deformation fields \(\Phi_{S \rightarrow S}, \Phi_{R(i) \rightarrow R(i)}\) that borrows features from the existing regions of the source domain itself and warps them to the missing regions on the driving domain:

\[
\begin{align*}
\Phi_{S \rightarrow S} &= \Phi_{S \rightarrow S} \circ F_{S \rightarrow D}, \\
F_{R(i) \rightarrow R(i)} &= \Phi_{R(i) \rightarrow R(i)} \circ F_{R(i) \rightarrow D}, \quad i = 1, \ldots, N_{ref}.
\end{align*}
\]

(10)

In this way, \(\Phi_{S \rightarrow S} (\Phi_{R(i) \rightarrow R(i)})\) learns where to copy features from the source domain to the missing regions on the driving domain (if similar parts exist), and therefore helps to reduce the burden of generating all the missing regions from scratch in the image generator.

Finally, we apply a soft confidence mask \(\alpha^{(i)} (i = 0, \ldots, N_{ref})\) to perform a weighted-sum over the warped fea-
tures from the source ($S$) and reference images ($R$),
\[
\begin{align*}
F_{\text{motion}} &= \alpha^{(0)}F_{S \rightarrow R} + \sum_{i=1}^{N_{\text{ref}}} \alpha^{(i)}F_{R^{(i)} \rightarrow R}, \\
F_{\text{Id}} &= \alpha^{(0)}F_{S \rightarrow S} + \sum_{i=1}^{N_{\text{ref}}} \alpha^{(i)}F_{R^{(i)} \rightarrow R^{(i)}},
\end{align*}
\] (11)
and condition the source identity warped feature ($F_{\text{Id}}$) on the motion deformation warped features ($F_{\text{motion}}$), to obtain $F$, for the final motion-transferred image generation (Fig. 1):
\[
F = F_{\text{motion}} \oplus F_{\text{Id}}. \tag{12}
\]
$F$ is then forwarded to an image generator [47, 48, 57] to obtain the final output of the generated image $S|_{\mathbb{D}}$.

3.3. End-to-End Motion Transfer Optimization

As mentioned in Sec. 3.1, during the end-to-end training of DiME, we aim to minimize the motion differences between $S|_{\mathbb{D}}$ and $\mathbb{D}$, while encouraging $S|_{\mathbb{D}}$ to preserve the source identity. Following previous work [48, 49], we define $J$ in Eq. (1) as the multi-resolution perceptual reconstruction metric between the generated $S|_{\mathbb{D}}$ and the target $\mathbb{D}$, which is computed from their corresponding feature spaces from the pre-trained VGG-19 [24] network:
\[
J = \sum_{i=1}^{4} \sum_{j=1}^{5} |V_i(S_{\mathbb{D},j}) - V_i(D_j)| + \lambda R, \quad \lambda > 0, \tag{13}
\]
where $i$ denotes the $i$th layer of the VGG-19, and $j$ refers to the $j$th downsampling level of corresponding images, and $R$ is an additional regularization term which encourages the key-points extraction consistency:
\[
R = \sum_{k=1}^{K} |\chi \odot x^{k}_{S} - x^{k}_{\chi \odot S}|, \tag{14}
\]
$\chi$ is certain random geometric transformations [23, 48], minimizing $R$ encourages the equivalence of extracted key-points ($x^{k}_{S}$,$x^{k}_{\chi \odot S}$) under different geometric transformations.

4. Experiments

We evaluate the performance of DiME over three different tasks: (1) Video reconstruction (Sec. 4.1), where the source image and driving video contains the same object identity; (2) Image animation (Sec. 4.1), where the source image and driving video hold different identities; (3) Model generality (Sec. 4.1), where we test the models on videos containing novel object categories that are not seen during training. We compare DiME with three current state-of-the-art methods: FOMM [48], Articulated Animation (AA) [49] and face-vid2vid [57]. We demonstrate that DiME significantly outperforms the state-of-the-arts across different datasets with varying object categories (Sec. 4.1), and generalizes well to a wide range of out-of-domain datasets (Sec. 4.1).

Datasets We experiment on nine datasets listed as below, with object categories varying from human faces, human bodies, talking head, to robots and cartoons.

- VoxCeleb [36]: a talking head video dataset from YouTube. We used the same pre-processing and train-test splitting strategies as [48]. We obtained 18,314 videos for training and 507 for testing, with lengths varying from 64 to 1,024 frames. All videos were resized to 256 × 256.
- DFDC [15]: the Deepfake Detection Challenge dataset with 15,039 videos for training and 1,807 for testing, each with 300 frames and were processed to contain only the talking-heads with the same pipeline for VoxCeleb.
- UVa-Nemo [13, 14]: a facial analysis dataset containing 1,110 videos for training and 124 for testing, each starts from a neutral expression [48, 58].
- TED-talks [49]: a TED talk video dataset of 1,200 videos for training and 120 for testing, with lengths from 64 to 1,024 frames. We cropped the upper part of the human body, and downsampled all videos to 384 × 384 [49].
- AIST Dance DB [53]: a dance dataset containing 12,187 videos for training and 493 for testing, with lengths from 400 to 1,800 frames. Videos were cropped according to body tracking and resized to 256 × 256.
- Tai-Chi-HD [36]: a dataset with 769 tai-chi videos from YouTube following [36]. Overall, 682 videos were used for training and 87 for testing.
- Fashion [63]: a dataset of 600 videos (500 for training, 100 for testing), each has around 350 frames and includes a model testing clothes of diverse appearances and textures.
- BAIR [16]: a dataset of 43,008 videos with 256 × 256 size (42,880 for training, 128 for testing) collected by a Sawyer robotic arm pushing diverse objects, each has 30 frames.
- Mgif [47]: a dataset containing 1,000 videos (900 for training, 100 for testing) of different moving 2D cartoon animals, with each video as a gif file.

Figure 2. Comparisons on talking-head video synthesis (DFDC).

Metrics We utilize various metrics for extensively evaluating individual tasks across multiple aspects:

\[^{4}\text{Code in https://github.com/ITCoders/Human-detection-and-Tracking}\]
| Dataset       | Method       | Video Reconstruction | Image Animation |
|--------------|--------------|----------------------|------------------|
|              | L1 (↓)       | LPIPS (↓)            | FID (↓)          | MS-/SSIM (↑) | PSNR (↑) | ADR (↑) | FID (↓) | CSIN (↑) |
| FOMO [48]    | 0.047 (0.040) | 0.14 (0.11)          | 50.82 (43.28)    | 0.84/0.75 (0.87/0.78) | 22.74 (23.77) | 2.29 (1.36) | 62.88 (52.10) | 0.78 (0.81) |
| AA [49]      | 0.044 (0.034) | 0.13 (0.18)          | 50.69 (44.02)    | 0.86/0.77 (0.90/0.82) | 23.18 (24.61) | 2.15 (1.26) | 86.03 (79.59) | 0.75 (0.75) |
| XFace [60]   | 0.078         | N/A                  | N/A              | N/A           | N/A       | 7.69     | N/A     | N/A     |
| MonkeyNet [46] | 0.049         | 0.136                 | N/A              | N/A           | N/A       | 1.39     | N/A     | N/A     |
| Bair         | 0.041 (0.25)  | 0.123                 | N/A              | N/A           | N/A       | 1.31     | N/A     | N/A     |
| LIA [59]     | 0.030         | N/A                  | N/A              | N/A           | N/A       | 1.24     | N/A     | N/A     |
| SAMT [59]    | 0.045         | N/A                  | N/A              | N/A           | N/A       | 1.22     | N/A     | N/A     |
| TPSMM [60]   | 0.034         | N/A                  | N/A              | N/A           | N/A       | 1.33     | N/A     | N/A     |
| AA [49]      | 0.049 (0.042) | 0.10 (0.09)          | 50.90 (44.08)    | 0.86/0.77 (0.90/0.82) | 23.18 (24.61) | 2.15 (1.26) | 86.03 (79.59) | 0.75 (0.75) |
| DFDC (507)   | 0.019 (0.012) | 0.03 (0.027)         | 19.60 (18.03)    | 0.96/0.95 (0.97/0.95) | 32.90 (31.91) | 1.17 (1.12) | 27.46 (23.80) | 0.93 (0.94) |
| UvA-Nemo (124)| 0.0196 (0.0151)| 0.04 (0.037)         | 30.09 (30.31)    | 0.95/0.93 (0.96/0.94) | 35.05 (31.00) | 1.52 (1.24) | 72.11 (67.65) | 0.83 (0.83) |
| TED-talks (120) | 0.0018 | 0.013                 | 33.22 | 0.95/0.91 | 27.99 | 1.28 | 44.89 | 0.92 |
| AIST (403)   | 0.011 (0.0043)| 0.07 (0.043)         | 37.71 (30.74)    | 0.96/0.95 | 26.97 | 1.36 | 53.65 | 0.95 |
| DiME         | 0.03 (0.03) | 0.18 (0.16)          | 56.57 (50.93)    | 0.70/0.80 (0.83/0.81) | 25.11 (23.95) | 6.99 (6.87) | 123.31 (112.75) | 0.92 (0.93) |
| AA [49]      | 0.025 (0.023) | 0.15 (0.14)          | 46.86 (42.97)    | 0.82/0.79 (0.85/0.82) | 25.27 (26.05) | 3.71 (3.12) | 112.35 (109.70) | 0.95 (0.95) |
| LIA [59]     | 0.027         | 0.11                   | N/A              | N/A           | N/A       | 3.14     | N/A     | N/A     |
| AA [49]      | 0.019 (0.013) | 0.04 (0.037)         | 30.09 (30.31)    | 0.95/0.93 (0.96/0.94) | 35.05 (31.00) | 1.52 (1.24) | 72.11 (67.65) | 0.83 (0.83) |
| DiME         | 0.018       | 0.11                  | 31.84 (30.86)    | 0.89/0.86 | 28.15 | 2.97 | 93.55 | 0.95 |
| AIST (403)   | 0.024 (0.023) | 0.19 (0.16)          | 50.90 (44.08)    | 0.86/0.77 (0.90/0.82) | 23.18 (24.61) | 2.15 (1.26) | 86.03 (79.59) | 0.75 (0.75) |
| DiME         | 0.035       | 0.15                  | 76.41 (69.78)    | 0.83/0.78 | 23.08 | 5.36 | 123.10 | 0.99 |
| Fashion      | 0.026 (0.023) | 0.09 (0.08)          | 136.84 (131.89)  | 0.90/0.85 (0.91/0.86) | 20.22 (20.35) | 2.29 (1.26) | 71.32 (65.71) | 0.83 (0.83) |
| Ngif (100)   | 0.033 (0.031) | 0.12 (0.10)          | 154.88 (146.46)  | 0.87/0.84 (0.87/0.84) | 19.56 (19.79) | 1.99 | 196.94 (183.68) | N/A |
| AA [49]      | 0.026 (0.026) | 0.09 (0.08)          | 136.84 (131.89)  | 0.90/0.85 (0.91/0.86) | 20.22 (20.35) | 2.29 (1.26) | 71.32 (65.71) | 0.83 (0.83) |
| DiME         | 0.021       | 0.072                 | 117.74 (102.90)  | 0.92 (0.90) | 21.34 | N/A | 180.30 | N/A |

Table 1. Comparing DiME with the state-of-the-art methods on human face datasets (VoxCeleb, DFDC, UvA-Nemo), human body datasets (TED-talks, AIST, Tai-Chi-HD, Fashion), robot dataset (Bair) and cartoon animal dataset (Ngif). The number of reconstruction testing samples are listed in parentheses below each dataset name. For animation tests, 200 source-driving object pairs are randomly generated for each dataset. For fair comparisons, we additionally list, in the parentheses, the best scores of FOMM [48] and Articulated Animation (AA) [49] computed from the same reference images used by DiME. DiME consistently achieves the best performance on all metrics across all nine datasets.

**Reconstruction correctness (for video reconstruction):**
- **L1:** the average L1 between the generated and real images, measuring the overall reconstruction correctness.
- **LPIPS:** the perceptual distance between the generated and real images, which correlates better with human observations compared to L1.
- **PSNR:** the mean squared error (MSE) between the generated and real images indicating reconstruction quality.
- **MS-/SSIM:** SSIM measures the structural similarity between the generated and real images which is a more robust indicator than PSNR [57]. MS-/SSIM is a multi-scale variant of SSIM working on multiple scales of the images and has been shown to correlate well with human perception.

**Video quality:** FID (Fréchet Inception Distance): the distance between the distributions of the generated and real images. We use PyTorch’s official implementation [44], where the distribution distances are computed based on features extracted from the pre-trained InceptionV3 net-
work. For video reconstruction, the distance is measured with respect to the driving images, for image animation, it is measured with respect to the source.

**Semantic consistency** - AKD (Average Key-point Distance): the average distance between keypoints detected from the generated and real images. For human body datasets, we use a pre-trained key-point detector [7, 48]. For face datasets, we use the facial landmark detector [4].

**Animation identity preservation (for image animation)** - CSIM: evaluates the quality of identity preservation. Specifically, it measures the cosine similarity between identity embedding vectors of the generated and real images. For human face datasets, the embeddings are extracted from a pre-trained face identity recognition model [12, 20, 57]. For human body datasets, we use the identity embeddings from the pre-trained PyTorch ReID model [48, 70].

**4.1. Benchmark Results**

Following previous work [48, 49, 57], we adopt U-Net [42] as the feature extraction backbone in step 1), and Johnson architecture [24] as the image generator in step 3). We train DiME following the strategy of [48, 49], and re-train the baseline models [48, 49] using the same strategy. Throughout all experiments, we randomly select three reference images of the source object for DiME. For a fairer comparison, we also report the best scores of using the same reference images for one-shot baseline models FOMM [48] and Articulated Animation (AA) [49]. In parentheses of Tab. 1), which could be viewed as the few-shot variant of baseline models.

**Video Reconstruction** We first compare DiME with the state-of-the-arts for video reconstruction. Quantitative results are listed in Tab. 1 (note that face-vid2vid [57] is not applicable to datasets with objects other than talking heads), qualitative comparisons for DFDC are shown in Fig. 2. Clearly, DiME performs the best regarding every metric across all nine datasets, containing human faces, bodies, robots and cartoon animals. For the straightforward L1 reconstruction error, our approach outperforms all state-of-the-art methods by nearly 30% on average. Using LPIPS, which was shown to correlate better with human observations [67], our approach improves the state-of-the-art by approximately 30% across all datasets.

Notably, despite using additional reference images for one-shot baseline models FOMM [48] and Articulated Animation (AA) [49], and picking the best results (in parentheses of Tab. 1) indeed help improve the overall performance of FOMM [48] and AA [49], DiME still achieves the best scores.

**Image Animation** We also report both quantitative (Tab. 1) and qualitative comparisons (Fig. 3) for the image animation task. For each dataset, we randomly generated 200 pairs of videos containing difference identities as source-driving pairs. On all nine datasets, DiME outperforms the state-of-the-art. Particularly, it achieves clear improvements in CSIM, which reflects how well the identity is preserved in the generated video compared to the source image. This result could be observed qualitatively in Fig. 3. In fact, we could observe that both FOMM [48] and AA [49] find it difficult to transfer the motion in the driving frame, which causes clear identity changes in the generated images. In contrast, DiME is able to transfer the motion and preserve the source identity better.

Similar to video reconstruction (Sec. 4.1), additional reference images only marginally improve the animation performances of baseline models (FOMM, AA), while DiME outperforms all the compared models on all datasets.

**Zero-shot Motion Transfer** We further explore the generality of DiME, and compare its zero-shot motion transfer performance with the state-of-the-art approaches. Specifically, we are interested in the scenario where models are trained on one dataset but tested on another dataset with different object category that has not been seen during training (Fig. 4). We have already compared the reconstruction...
results for models that were trained on VoxCeleb (human faces) dataset (Tab. 1), here, we use the same models trained from VoxCeleb but test them on Nemo (human faces) and MGif (cartoons) dataset (Tab. 2). As illustrated in Tab. 2, DiME achieves significant improvements across all metrics over the state-of-the-art models. Note that on Nemo dataset, DiME that trained on VoxCeleb dataset even outperforms the state-of-the-art models that are specifically trained on Nemo dataset (see Tab. 1). As shown in Fig. 4, when tested on doma ins different from VoxCeleb (human faces), both FOMM [48] and AA [49] struggle to preserve the source identities of cartoon animals.

### 4.2. Ablation Studies

**Motion Evolution Contributions** In order to analyze how DiME contributes to the final performance, we design the three variants of the proposed DiME model: (1) w/o refine: DiME without the motion deformation refinement (Sec. 3.2), i.e., using Eq. (5) as the final estimation for the motion deformation field; (2) w/o ID: DiME without being conditioned on the source identity (Sec. 3.2), i.e., using only \( \mathbf{F}_{\text{motion}} \) in Eq. (11) for image generation; (3) one-shot: DiME without additional reference image, i.e., the one-shot version of DiME, with only the source image as the input from the source domain. As demonstrated in Tab. 3, the full DiME model performs the best among all model variants, and ignoring any of the proposed designs in DiME would harm the model’s overall motion transfer performance. We also provide qualitative comparisons of the above three model variants with the full DiME model (Fig. 5). Without motion refinement, the predicted dense motion deformation fields struggle to capture large motion changes between the source and driving domains (e.g., headpose and mouth shape in 2nd row). Without conditioning on the source identity, we observe unrealistic patterns in the missing regions (e.g., facial details in 1st row). With only one source viewpoint, it is challenging to realistically deform the details in source image to the driving domain (e.g., facial expressions in 3rd row).

#### Number of Reference Images

In essence, optimized in an ODE system, the number of reference images (\( N_{\text{ref}} \)) DiME uses in inference is not restricted by that in training. Here we explore DiME’s performance with varying \( N_{\text{ref}} \) during inference. As shown in Tab. 4, for reconstruction, increasing the number of reference images generally helps improve the model’s performance. On the other hand, for animation, increasing the number of reference images, which lead to higher memory cost, did not necessarily boost performance. Based on our experiments, three reference images could achieve reasonably good performance for both the reconstruction and animation tasks.

### 5. Conclusions

We proposed DiME, an end-to-end, unsupervised motion transfer framework designed to handle large motion changes. DiME formulates motion transfer as regularized optimization with an ODE system, where the integration of ODEs differentially refine the motion deformations, and intrinsically results in its flexible one/few-shot setup. We further condition the motion warping on features from the source identity, resulting in more realistic generations in the missing regions. Experiments across nine datasets with varying objects consistently demonstrate DiME’s superiority over the state-of-the-arts. Zero-shot testing on model’s generality further shows that DiME performs well and stably on novel objects that it has not seen during training.
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A. Motion Deformation Estimation in an ODE System: Existence and Uniqueness

Initial condition. As introduced in Sec. 3.2, DIME first obtains coarse motion by extracting $K$ corresponding keypoints from the source ($S$) and reference images ($R$) of the source object, as well as from the driving object ($D$), respectively. The resulting motion deformation field, $\varphi_{S\rightarrow D}$, $\varphi_{R(i)\rightarrow D}$, $i = 1, \ldots, N_{ref}$, (A.2) is then viewed as the initial value of the motion estimation ODE system.

Motion refinement in an ODE system. As described in Sec. 3.2, given the initial value of coarse motion deformation predictions in Eq. (A.2), DIME gradually refines Eq. (A.2) in a system of non-linear ODEs. I.e., $(\varepsilon \in [0, 1], i = 1, \ldots, N_{ref})$

$$\left\{ \begin{array}{l}
\frac{d\varphi_{S\rightarrow D}(\varepsilon)}{d\varepsilon} = f_{0}(\varphi_{S\rightarrow D}(\varepsilon), \varepsilon), \\
\frac{d\varphi_{R(i)\rightarrow D}(\varepsilon)}{d\varepsilon} = f_{i}(\varphi_{R(i)\rightarrow D}(\varepsilon), \varepsilon), \\
\end{array} \right.$$  (A.3)

where $f_{0}, f_{1}, \ldots, f_{N_{ref}}$ are convolutional networks representing the motion evolution dynamics. Note when we perform one-shot motion transfer, no reference image is needed, and thus the above ODE system will reduce to a single ODE with an initial condition.

The integration of the above ODE system (Eqs. (A.3-A.4)) results in the refinement process from the initial coarse motion deformations (Eq. (A.2)), to the fine-grained motion deformation estimation:

$$\left\{ \begin{array}{l}
\Phi_{S\rightarrow D} = \varphi_{S\rightarrow D}(1), \\
\Phi_{R(i)\rightarrow D} = \varphi_{R(i)\rightarrow D}(1), \quad i = 1, \ldots, N_{ref}.
\end{array} \right.$$  (A.5)

Here, we prove the solution stated in Eq. (A.5) to the entire ODE system 1) exists, and 2) is unique.

Proof. For simplicity, let us first write Eqs. (A.3-A.4) in their matrix forms:

$$\frac{d\Phi(\varepsilon)}{d\varepsilon} = F(\Phi(\varepsilon), \varepsilon), \quad \Phi(0) = \Psi,$$  (A.6)

where

$$\begin{bmatrix} \Phi \\ F \end{bmatrix} = \begin{bmatrix} \varphi_{S\rightarrow D}, \varphi_{R(1)\rightarrow D}, \ldots, \varphi_{R(N_{ref})\rightarrow D} \\ f_{0}, f_{1}, \ldots, f_{N_{ref}} \end{bmatrix}^T.$$  (A.7)

Existence. Given the continuity nature of convolutional networks, for the non-linear function $F$, there exist functions $A(\varepsilon), U(\varepsilon)$ which depend continuously on $\varepsilon$ for $\varepsilon \in [0, 1]$, such that the following linear system stands,

$$\frac{d\Phi(\varepsilon)}{d\varepsilon} = A(\varepsilon)\Phi(\varepsilon) + U(\varepsilon), \quad \Phi(0) = \Psi.$$  (A.8)

Since $A, U$ are continuous over $\varepsilon \in [0, 1]$, they are therefore bounded and we could use the uniform norm:

$$\|A\| := \sup_{\varepsilon \in [0, 1]}|A(\varepsilon)|, \quad \|U\| := \sup_{\varepsilon \in [0, 1]}|U(\varepsilon)|.$$  (A.9)

First, we integrate both side of Eq. (A.8) to find

$$\Phi(\varepsilon) = \Psi + \int_{0}^{\varepsilon} [A(s)\Phi(s) + U(s)] \, ds.$$  (A.10)

By solving Eq. (A.10) by successive approximation with sufficiently large $N$ steps $k = 0, 1, 2, \ldots, N$, we obtain

$$\Phi_{k+1}(\varepsilon) = \Psi + \int_{0}^{\varepsilon} [A(s)\Phi_{k}(s) + U(s)] \, ds.$$  (A.11)

Since $\varepsilon$ in this paper only denotes the refinement status and is not restricted to any physical unit meaning, we could further assume $\varepsilon$ is in a smaller interval $[0, \beta]$, where $\beta < min(1, 1/\|A\|)$. By subtracting the sequence in Eq. (A.11), we have

$$\Phi_{k+1}(\varepsilon) - \Phi_{k}(\varepsilon) = \int_{0}^{\varepsilon} A(s)\left[\Phi_{k}(s) - \Phi_{k-1}(s)\right] \, ds$$

$$\leq \beta \|A\| \int_{0}^{\varepsilon} \left[\Phi_{k}(s) - \Phi_{k-1}(s)\right] \, ds$$

$$\leq \beta \|A\| \|\Phi_{k} - \Phi_{k-1}\|$$

$$\leq c \|\Phi_{k} - \Phi_{k-1}\|,$$  (A.12)

where $c := \beta \|A\| < 1$. Note that since $\Phi$ is continuous in $[0, \beta]$, $\int_{0}^{\varepsilon} [\Phi_{k}(s) - \Phi_{k-1}(s)] \, ds$ has the uniform norm, $\|\Phi_{k} - \Phi_{k-1}\|$, which is independent of $\varepsilon$.

Because the right hand side of Eq. (A.12) is independent of $\varepsilon$, the sequence of the successive approximations is contracting

$$\|\Phi_{k+1} - \Phi_{k}\| \leq c \|\Phi_{k} - \Phi_{k-1}\|.$$  (A.13)

Using the above inequality repeatedly we reach the following series

$$\|\Phi_{k+1} - \Phi_{k}\| \leq c \|\Phi_{k} - \Phi_{k-1}\| \leq \cdots \leq c^k \|\Phi_{1} - \Phi_{0}\|.$$  (A.14)
Since $c \in (0, 1)$, the series $\sum c^k \|\Phi_1 - \Phi_0\|$ converges. Therefore, by the Weierstrass M-test, the series $\sum |\Phi_{k+1} - \Phi_k|$ of continuous functions converges absolutely and uniformly in the interval $[0, \beta]$ to some continuous function. Meanwhile,

$$
\sum_{k=0}^{N} [\Phi_{k+1}(\epsilon) - \Phi_k(\epsilon)] = [\Phi_{N+1}(\epsilon) - \Phi_N(\epsilon)] \\
+ [\Phi_N(\epsilon) - \Phi_{N-1}(\epsilon)] \\
+ \cdots + [\Phi_1(\epsilon) - \Phi_0(\epsilon)] \\
= \Phi_{N+1}(\epsilon) - \Phi_0 \\
= \Phi_{N+1}(\epsilon) - \Psi. 
$$  \hspace{1cm} (A.15)

As a result, the sequence of continuous functions $\Phi_N(\epsilon)$ converges uniformly in $[0, \beta]$ to some continuous function $\Phi(\epsilon)$. Let the successive approximation steps be approaching infinite, i.e., $k \to \infty$ in Eq. (A.11), we reach that $\Phi(\epsilon)$ is the desired solution of the linear ODE system in Eq. (A.8), which also indicates the the existence of $\Phi(\epsilon)$ in Eq. (A.6). In this last step, we used the uniform convergence to interchange limit and integral in Eq. (A.11).

**Uniqueness.** Now we further demonstrate the uniqueness of the solution $\Phi(\epsilon)$ to Eq. (A.8). Same as in the above existence proof, we consider the interval $[0, \beta]$. Let us assume there exist two solutions to Eq. (A.8), respectively $\Phi_a(\epsilon)$ and $\Phi_b(\epsilon)$. We now analyze their distance $W(\epsilon) := \Phi_a(\epsilon) - \Phi_b(\epsilon)$.

Deriving from Eq. (A.8), we further have

$$
\frac{dW(\epsilon)}{d\epsilon} = A(\epsilon)W(\epsilon), \quad W(0) \equiv 0. 
$$  \hspace{1cm} (A.16)

Integrating both sides of the above equation, we obtain

$$
W(\epsilon) = \int_0^\epsilon A(s)W(s) \, ds. 
$$  \hspace{1cm} (A.17)

Therefore, similar to the derivations in Eq. (A.12),

$$
W(\epsilon) \leq \beta \|A\|\|W\| \leq c\|W\|. 
$$  \hspace{1cm} (A.18)

Coupling with $c \leq 1$, Eq. (A.18) indicates $\|W\| \equiv 0$, which means the two assumed solutions $\Phi_a(\epsilon)$ and $\Phi_b(\epsilon)$ are equal to each other for $\forall \epsilon \in [0, \beta]$. This concludes the uniqueness of the solution of the ODE system in Eq. (A.6).