Tongue fissure visualization by using deep learning – an example of the application of artificial intelligence in traditional medicine
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Abstract

Background Traditional Chinese medicine (TCM) describes physiological and pathological changes inside and outside the human body by the application of four methods of diagnosis. One of the four methods, tongue diagnosis, is widely used by TCM physicians, since it allows direct observations that prevent discrepancies in the patient’s history and, as such, provides clinically important, objective evidence. The clinical significance of tongue features has been explored in both TCM and modern medicine. However, TCM physicians may have different interpretations of the features displayed by the same tongue, and therefore intra- and inter-observer agreements are relatively low. If an automated interpretation system could be developed, more consistent results could be obtained, and learning could also be more efficient. This study will apply a recently developed deep learning method to the classification of tongue features, and indicate the regions where the features are located.

Methods A large number of tongue photographs with labeled fissures were used. Transfer learning was conducted using the ImageNet-pretrained ResNet50 model to determine whether tongue fissures were identified on a tongue photograph. Often, the neural network model lacks interpretability, and users cannot understand how the model determines the presence of tongue fissures. Therefore, Gradient-weighted Class Activation Mapping (Grad-CAM) was also applied to directly mark the tongue features on the tongue image.

Results Only 6 epochs were trained in this study and no graphics processing units (GPUs) were used. It took less than 4 minutes for each epoch to be trained. The correct rate for the test set was approximately 70%. After the model training was completed, Grad-CAM was applied to localize tongue fissures in each image. The neural network model not only determined whether tongue fissures existed, but also allowed users to learn about the tongue fissure regions.

Conclusions This study demonstrated how to apply transfer learning using the ImageNet-pretrained ResNet50 model for the identification and localization of tongue fissures and regions. The neural network model built in this study provided interpretability and intuitiveness, (often lacking in general neural network models), and improved the feasibility for clinical application.
excessive “heat” or inadequate body fluid in the human body, and therefore, many studies in modern medicine have focused on tongue fissures. Ching et al. found that patients with burning mouth syndrome were more prone to tongue fissures than the average person [1]. Feil et al. found that the occurrence of tongue fissures is directly related to age, gender (more men have tongue fissures than women), and burning mouth syndrome [2]. Dudko et al. found that of the 104 patients with tongue fissures or geographic tongue, 70% had mold detected in the mouth, 35% exhibited idiopathic pain and burning, and 10% had dry mouth [3]. This is consistent with the concept of heat in TCM theory as previously discussed. Sjögren's syndrome is a disease which affects moisture-producing glands in the human body, and usually results in dry mouth. Soto-Rojas et al. found that 70% of patients with Sjögren's syndrome had red tongue and fissures [4], which is consistent with the aforementioned concept of “inadequate body fluid” in TCM. Sudarshan et al. designed a detailed classification method based on the direction, location, and number of tongue fissures, and whether burning mouth syndrome is present. This method may be used as a reference for disease assessment in the future [5]. Based on the appearance of psoriasis patient's tongues, Daneshpazhooh et al. found that 66% of those patients had fissures [6], while Zargari found that only 8.2% had fissures [7], and Qahtani et al. found that only 4% had fissures [8]. The large differences found in these reports suggest that the determination of tongue fissures may be subjectively, thus different observers report different results.

TCM physicians may have different interpretations for the features on the same tongue, and, in addition, the same TCM physician may have different interpretations of the same tongue at different times. Therefore, inter-observer agreement on tongue features is relatively low [9, 10]. It is likely that if an automated interpretation system could be developed, more consistent results would be obtained, and human error would be reduced. In addition, junior physicians and students could also learn about tongue diagnosis more efficiently. Hence, the objective of this study is to develop a computerized interpretation system to supplement the human diagnostic process.

**Methods**

**Classification models**

This study describes the application of Grad-CAM to ResNet in order to localize tongue fissures. The system framework is shown in Fig. 2. ResNet is a neural network model that won first prize in the image classification competition during the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2015. ResNet's error rate is only 3.57%, which is lower than the reported error rate of 5.1% made by a human expert [14]. Grad-CAM provides a visual interpretation to a neural network model. [16]

**Training dataset and training process**

This study screened 489 de-identified tongue images from the Department of Chinese Medicine of a medical center in Taiwan, all of which were interpreted by a TCM physician with over 30 years of experience. After interpretation, all the images were divided into two groups: Group F comprising 312 images with tongue fissures, and Group N comprising 177 images without tongue fissures. Horizontal
flipping was applied to all the images to achieve data augmentation. Then, all the images were randomly divided into a training group (80%) and a test group (20%). The neural network did not have any information about the location of tongue fissures. In this study, transfer learning was performed using the ImageNet-pretrained ResNet50 model. Only the last layer of the model was replaced by a binary classifier, and was retrained so that the other layers remained intact without any modification. After training was completed, Grad-CAM was added to the model to localize tongue fissures.

The deep neural network model is easily misled by adversarial images. However, when the model is unable to determine the ground truth class of an adversarial image, Grad-CAM is still able to localize and correctly classify the relevant regions. Based on these observations, Grad-CAM was applied in this study to localize tongue fissures in all images, regardless of whether the model recognized the presence of tongue fissures in the images or not.

Results

Only 6 epochs were trained in this study and no GPU (graphics processing unit) was used. It took less than 4 minutes for each epoch to be trained. The correct rate for the test set was approximately 70%. After the model training was completed, Grad-CAM was applied in order to localize tongue fissures in each image.

Additional experiments assured our proposed method was robust and repeatable. We ran 100-200 epochs for several optimizers such as stochastic gradient decent (SGD), Adam and Root mean square propagation (RMSprop). Batch size of 128, 256, 512 and 1024 and learning rates of 0.05, 0.005, 0.001 and 0.0001 have been tried. After observing several tests we chose a batch size of 128 to train for 150 epochs. With different shuffling of the data, each optimizer was used to train for 20 times. Better results are as the following:

With SGD, loss of 0.48 and accuracy of 0.74 were achieved in the 45th epoch. With RMSprop, loss of 0.30 and accuracy of 0.88 were achieved in the 34th epoch. With Adam, loss of 0.51 and accuracy of 0.78 were achieved in the 7th epoch. Grad-CAM was applied to these three models to localize tongue fissure.

Tongue fissures localized by our network model

As previously discussed, Grad-CAM was still able to localize tongue fissure regions in images in Group F, namely those regarded by the neural network as having no tongue fissure. For instance, Fig. 3 shows the results of localization of tongue fissures that are closer to their actual positions.

Other fissures localized by our neural network

In addition to tongue fissures, fissures on the face may also be localized by Grad-CAM. For example, some nasolabial folds, prejowl sulci and the philtrum would also be marked as shown in Fig. 4. Although these fissures were not the target of this study (i.e. tongue fissures), it can be assumed from these results that this neural model has accurately learned the pattern of a fissure.
Not all tongue fissures were covered in the localized regions in some images. In addition, some other features, such as lip wrinkles and grooves between the upper lip and the tongue, similar to fissures but not actually fissures, were also marked as shown in Fig. 5.

**Discussion**

In the past few decades, automated interpretation of the tongue was performed through conventional feature extraction algorithms and statistical methods. L.C. Lo et al. and Hsu, Y.C. et al. used conventional image processing techniques to detect tongue features, and located corresponding regions. However, these studies did not provide assessment methods and results in detail [10, 11]. In recent years, artificial intelligence (AI) has been actively applied to medical technology, and significant progress has been made with deep learning in image processing, thereby eliminating the need for image processing experts to extract image features manually [12]. Furthermore, transfer learning, a deep learning model that is pretrained using big data sets, can often be easily applied to different big data sets to interpret image categories. In this study, a pretrained model was applied to the classification of tongue features, and tongue features were directly marked on tongue images.

Some studies have applied deep learning to the analysis of tongue images, but deep learning is yet to be applied to the clinical interpretation of tongue diagnoses in TCM. For example, Meng et al. designed the CHDNet model, which combined deep learning and support vector machine classifiers to extract and classify tongue features [13]. However, the digital features extracted by this model did not visualize the tongue features mentioned in TCM. As a consequence, these digital features could not be applied to clinical inspection diagnosis. Additionally, the classification results showed either “gastritis” or “no gastritis”, which were not related to either the name of a disease or diagnosis in TCM. Hou et al. analyzed tongue color using deep learning, outperforming the conventional methods [14]. The present study applied deep learning visualization techniques to tongue diagnosis, and used specific tongue features as reported by TCM physicians as an example to determine whether those features existed, and to locate the region where they were distributed. We used a well-known deep learning model named ResNet50 to discover and localize tongue fissures. [17] To our knowledge, this is the only study that has applied deep learning visualization techniques to tongue diagnosis in TCM.

Deep learning has been widely used in image classification. Using tongue fissures as an example, a deep neural network model—after the training is completed—can determine whether any tongue image contains tongue fissures, but it is unable to provide a clear basis for users to understand its logic. Essentially, the model functions as a black box that does not allow intuitive interpretation. For example, if the model identifies a certain tongue image as having a tongue fissure, but the user visually interprets it as having no tongue fissure, then the user cannot understand why the model arrived at that interpretation. An explanation might be that perhaps the tongue fissures identified by the model are vague, and cannot be easily spotted through manual inspection. On the other hand, if an incorrect judgment is made by the model, it would be very difficult for the user and the engineer to correct the model. Therefore, many studies have attempted to increase the interpretability of deep neural networks through various types of
algorithms, such as visualization. For instance, Zhou et al. proposed Class Activation Mapping (CAM), which is able to locate class-specific regions in images [15]. However, CAM requires a neural network to satisfy specific requirements, i.e., a fully-convolutional neural network followed by a global average pooling layer and then a linear prediction layer. Hence, the network model often requires modifications. In another study, Selvaraju et al. proposed Gradient-weighted Class Activation Mapping (Grad-CAM), which is a generalization of CAM that may be easily applied to any existing neural network model without having to modify and train it [16]. Grad-CAM uses the gradient information of the last convolutional layer to differentiate the importance of each neuron and heat maps to show the degree of correlation between each region and class-specific regions. For example, red represents high specificity, while blue represents low specificity.

There were some limitations in this study. If tongue segmentation can be performed on tongue images first, where only the tongue in the image is retained, fissures outside the tongue will not interfere with the learning process of the neural network, and the localization of tongue fissures should be more accurate. However, the quality of localization cannot be accurately assessed because large numbers of tongue fissure images which have been recognized by the academic community in TCM, or on which consensus has been reached and marked, are currently not available as ground truths. As a result, inter-observer agreement is not high; hence, it is not easy to obtain consistent ground truths [9]. But automatic tongue fissure localization still can be used as a screening tool in a medical environment without experienced TCM.

Conclusions

This study demonstrated how to quickly complete transfer learning by application of the ImageNet-pretrained ResNet50 model to identify tongue fissures, and how to locate tongue fissure regions using Grad-CAM based on this network model. The results of this study show that our approach is feasible. In future, other deep neural networks may be applied and fine-tuned to obtain better results. We hope that there will be more AI (artificial intelligence) applications developed that are related to tongue diagnosis in TCM, so that this traditional technique, which is so rich with expert experience, can be passed down and more widely used.
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Figure 1

Examples of tongue features. Both tongues have tooth marks on the edges and fissures in the middle. The tongue on the left has thin furs, while the one on the right has thick furs.
Figure 2

System architecture for tongue fissure visualization
Figure 3

Tongue fissures localized by our neural network
Figure 4

Other identified fissures. Nasolabial folds, prejowl sulci and the philtrum are also localized by our model.
Incorrect tongue fissures. Grooves between the upper lip and the tongue, as well as lip wrinkles were mistaken by our model for tongue fissures.

Figure 5