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Abstract

A well-known theorem of Blind and Mani [4] says that every simple polytope is uniquely determined by its graph. In [11], Kalai gave a very short and elegant proof of this result using the concept of acyclic orientations. As it turns out, Kalai’s proof can be suitably generalized without much effort. We apply our results to a special class of cubical polytopes.
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1 Introduction

Polytopes arise as sets of admissible solutions for linear optimization problems. Most practical applications rely on Dantzig’s Simplex Method to solve a given linear program. This algorithm starts at any vertex of the polytope and walks along improving edges to the optimum vertex. Thus the structure of the vertex-edge-graph is of considerable importance for the performance of the Simplex Method. There is reason to believe that geometric insight into the relationship between a polytope and its graph will help to solve some of the many unanswered questions about the worst-case running time of the Simplex Algorithm. For an overview over facts about graphs of polytopes see Ziegler [14, Chapter 3].

In this context it is natural to ask how far the graph of a polytope determines the (combinatorial) structure of the polytope. The known answer is: not very much, in general. For instance, there is a class of simplicial $d$-polytopes with $n$ vertices, called cyclic polytopes, whose vertex-edge-graph is the complete graph on $n$ vertices, which is the same as the graph of an $(n-1)$-simplex. In particular, in general, it is not even possible to determine the dimension of a polytope from its graph. See also Grünbaum [4, Chapter 12].

The situation is quite different for simple polytopes, as it has been shown by Blind and Mani [1]. Simple polytopes with isomorphic graphs are combinatorially equivalent. The purpose of this paper is to show how much information in addition to the graph is necessary in order to be able to reconstruct a general polytope. The first part of the paper closely follows Kalai’s proof [11] of the theorem of Blind and Mani mentioned above. For questions concerning the complexity of the reconstruction procedure based on Kalai’s proof see Achatz and Kleinschmidt [4].

The second part of this paper is devoted to a special class of cubical polytopes. It is shown that capped polytopes in the sense of Blind and Blind [3] can be reconstructed from their dual graphs.
Recently, Cordovil, Fukuda, and Guedes de Oliveira [6] proved a Blind-Mani type theorem in the context of oriented matroids. And we should also mention a result of Björner, Edelman, and Ziegler [2]: A zonotope can be reconstructed from its graph. The proofs in both papers rely on entirely different techniques than the ones used here.

2 The general reconstruction scheme

Let $P$ be an arbitrary polytope and $\Gamma_P$ its vertex-edge graph. For each vertex $v$ of $P$, let $\eta_v$ be the map from the set $\mathcal{F}(v)$ of facets containing $v$ to the set of subsets of the set $\Gamma_P(v)$ of edges through $v$ such that each facet $F$ is mapped onto the set of edges through $v$ which are contained in $F$. We call the family of images $\{\eta_v(\mathcal{F}(v)) \mid v \text{ vertex of } P\}$ the edge labeled vertex figures of $P$. Observe that the vertex $v$ can be recovered from the set $\eta_v(\mathcal{F}(v))$ of edge sets.

Lemma 2.1 The face lattice of each vertex figure is determined by the edge labeled vertex figures.

We follow Kalai’s approach by examining acyclic orientations of $\Gamma_P$, see also Ziegler [14, Section 3.4]. A good acyclic orientation has precisely one sink on each non-empty face. An abstract objective function of $P$ is a good acyclic orientation of $\Gamma_P$ which also has precisely one source on each non-empty face. For simple polytopes it is known that the good acyclic orientations are precisely the abstract objective functions and also the shellings of the boundary of the dual (simplicial) polytope. This is a consequence of Kalai’s proof. Note, however, that the graph of a non-simple polytope may have an acyclic orientation which is not an abstract objective function; see the example in Figure 1.

![Figure 1: A good acyclic orientation of the graph of a 3-polytope which is not an abstract objective function. The vertex 0 is the unique sink, while the vertices 1 and 5 are sources. The subgraph corresponding to the facets \{1, 2, 6\} and \{4, 5, 8\}, respectively, is initial with respect to the acyclic orientation.](image)

An induced subgraph $\Sigma$ is called initial with respect to an acyclic orientation if there is no directed edge pointing to a vertex in $\Sigma$ from any vertex of the complement of $\Sigma$. 
For an example of an initial subgraph with respect to a good acyclic orientation consider the following. Take an arbitrary linear objective function with minimal face $M$. Tilting the linear objective function slightly into general position induces a good acyclic orientation (and even an abstract objective function). The induced subgraph on $M$ is initial. In particular, good acyclic orientations always exist.

In order to determine the combinatorial structure of $P$ we have to find out which subsets of the vertex set form facets. Call a non-empty induced subgraph $\Phi$ of $\Gamma_P$ an $F$-subgraph if it has the following properties:

(i). There is a good acyclic orientation $O$ of $\Gamma_P$ such that $\Phi$ is initial with respect to $O$.

(ii). For each vertex $v$ of $\Phi$ there is a (unique) facet $F \in \mathcal{F}(v)$ such that $\eta_v(F) = \Phi(v)$, where by $\Phi(v)$ we denote the set of edges through $v$ in $\Phi$.

(iii). The subgraph $\Phi$ is minimal with respect to inclusion among the induced subgraphs of $\Gamma_P$ satisfying the properties above.

Note that the minimality condition enforces the connectedness of an $F$-subgraph. See again the example in Figure 1 for an induced subgraph of the graph of a 3-polytope satisfying (i) and (ii), but not (iii).

**Lemma 2.2** The $F$-subgraphs of $\Gamma_P$ are precisely the subgraphs of facets of $P$.

**Proof.** Clearly, the induced subgraph on the vertex set of any facet is an $F$-subgraph.

For the converse let $\Phi$ be an $F$-subgraph. There is a good acyclic orientation $O$ of $\Gamma_P$ such that $\Phi$ is initial with respect to $O$. Choose a sink $s$ among the vertices of $\Phi$. By assumption there is a facet $F \in \mathcal{F}(s)$ with $\eta_s(F) = \Phi(s)$. Because $O$ is good, the vertex $s$ is the unique sink of $F$. Moreover, all the vertices of $F$ are contained in $\Phi$ because $\Phi$ is initial with respect to $O$. Comparing $\Phi$ with the $F$-graph $\Gamma_F \leq \Gamma_P$ corresponding to $F$ yields $\Phi = \Gamma_F$ due to the minimality of $\Phi$. $\square$

The proof of the preceding lemma shows that it is not necessary to require the uniqueness of the facet in (ii) of the definition of an $F$-subgraph.

**Theorem 2.3** A polytope can be reconstructed from its graph and the edge labeled its vertex figures.

**Proof.** Consider all possible acyclic orientations of the graph $\Gamma_P$. In view of Lemma 2.2 it suffices to exhibit all good acyclic orientations of $\Gamma_P$.

Fix an acyclic orientation $O$ and a vertex $v$. We want to compute the number $f^O(v)$ of faces in which the vertex $v$ is a sink with respect to $O$. This is the number of faces containing $v$ built from edges incoming at $v$ only. All faces through $v$ can be enumerated because the face lattice of the vertex figure is known, cf. Lemma 2.1. Filter these faces for the incoming edge condition. Note that for $P$ simple the number $f^O(v)$ solely depends on the in-degree of $v$ with respect to $O$, which is not true for general polytopes. In particular, we do not have a formula in closed form.

Let $f^O = \sum_v f^O(v)$ and let $f$ be the number of non-empty faces. We proceed as Kalai in his proof. As each non-empty face has at least one sink we have $f^O \geq f$. Further, $O$
is good if and only if $f^O = f$. Because good acyclic orientations always exist we have that $f = \min\{ f^O \mid O \text{ acyclic orientation on } \Gamma_P \}$. □

For $P$ a simple $d$-polytope, the edge labeled the vertex figure of the vertex $v$ coincides with the set $\binom{\Gamma_P(v)}{d-1}$, that is, the set of subsets of $\Gamma_P(v)$ of cardinality $d - 1$. By iterated intersection they generate the boolean lattice $[2]^d$ (top element removed). Each vertex figure of a simple $d$-polytope is a $(d - 1)$-simplex.

Corollary 2.4 Every simple polytope can be reconstructed from its graph.

3 Cubical polytopes

Simple polytopes are precisely the duals of simplicial polytopes. From a certain perspective cubical polytopes behave somewhat similar to simplicial polytopes. So the following conjecture is tempting; see also [6, Problem 3.3].

Conjecture 3.1 Every cubical polytope can be reconstructed from its dual graph.

The dual graph $\Delta_P$ of a polytope $P$ is the vertex-edge graph of the dual polytope of $P$, i.e. $\Delta_P = \Gamma_{P^{\text{dual}}}$. The nodes and edges of $\Delta_P$ correspond to facets and ridges (codimension 2 faces) of $P$.

Note that, like for simplicial polytopes, there is no hope for cubical polytopes to be reconstructible from their graph: In [10] it is shown that there are cubical $d$-polytopes with the graph of the $n$-dimensional cube for arbitrary $n > d$. The neighborly cubical polytopes constructed in loc. cit. can be seen as cubical analogues of the (simplicial) cyclic polytopes mentioned in the introduction.

Figure 2: A 3-dimensional cubical zonotope (with 6 zones) and its dual graph.

By definition every facet of a cubical $d$-polytope is a $(d - 1)$-cube. In particular, every facet contains $2(d - 1)$ ridges, i.e. the dual graph of a cubical $d$-polytope is $2(d - 1)$-regular. A vertex figure of any vertex in a dual-to-cubical $d$-polytope is a $(d - 1)$-dimensional cross.
polytope. In view of Theorem 2.3 in order to prove the conjecture it is sufficient to identify how the neighbors of any facet in the dual graph can be related to the vertices of a cross polytope. The main problem is that the induced subgraph among the neighbors in the dual graph is not the graph of a cross polytope, in general. Usually, there are many edges missing. For instance, in the example of a cubical 3-polytope in Figure 7 the induced subgraphs of the facets numbered 1, 7, 8, and 9, are totally disconnected.

We will show that Conjecture 3.1 holds for a very special class of cubical polytopes: A cubical polytope \( P \) is called capped over a cubical polytope \( Q \) if there is a combinatorial cube \( C \) such that \( P = Q \cup C \) and \( Q \cap C \) is a facet of \( Q \). The unique facet of \( P \) which does not contain any vertex of \( Q \) is called the cap of \( P \) with respect to \( Q \). A cubical polytope is called capped if it is obtained from iterated capping starting with a combinatorial cube; see Blind and Blind [3].

A few remarks on capped cubical polytopes. The property of being capped is not a combinatorial property as can be seen from Figure 3. For an example of a cubical polytope which is not combinatorially equivalent to a capped polytope, see the zonotope in Figure 2.

Figure 3: A capped and a not capped cubical polytope which are combinatorially equivalent. The polytope on the right is not capped because the quadrangle consisting of the 4 vertices around the waist is not planar.

Before we will study dual graphs of cubical polytopes it is helpful to collect a few results about the graphs of cubical polytopes (and even more general graphs).

A pure polytopal complex is called cubical if all its facets are combinatorial cubes. A cubical sphere is a cubical complex which is homeomorphic to a sphere. We want to introduce the notion of constructibility of a pure cubical complex inductively. Every cube is constructible. If \( A \) and \( B \) are constructible \( d \)-dimensional cubical complexes, \( A \cup B \) is a cubical complex, and \( A \cap B \) is pure \((d-1)\)-dimensional constructible, then \( A \cup B \) is constructible.

The graph of a complex is its 1-skeleton. Note that a constructible complex (and thus also its graph) are necessarily connected, as a straightforward inductive argument shows.

The following observation is due to Günter M. Ziegler.

**Proposition 3.2** The graph of a constructible cubical complex of dimension at least 2 does not contain any odd cycles. In particular, its graph is bipartite.
Proof. No cube contains any odd cycle.

Assume there is a constructible cubical complex $C$ which contains an odd cycle $\gamma$ and which is not a cube. Then there are constructible cubical complexes $A, B$ such that $A \cup B = C$. By an induction on the number of construction steps necessary to build up $C$ we can assume that $\gamma$ is contained in neither $A$ nor $B$. That is, $\gamma$ passes through the intersection $A \cap B$, which is connected, because of our assumption on the dimension. It is conceivable that $\gamma$ enters and leaves $A \cap B$ several times. Pick two vertices $x, y$ on $\gamma$ in $A \cap B$ such that neither half of $\gamma$, obtained from cutting at $x$ and $y$, is contained in $A \cap B$. If there is only one vertex in the intersection, then either $A$ or $B$ contains an odd cycle and we are done. Choose a path $\pi$ in $A \cap B$ between $x$ and $y$. Depending on the parity of the length of $\pi$, combining $\pi$ with either half of $\gamma$ yields an odd cycle $\gamma'$. Observe that $\gamma'$ enters and leaves the intersection one times less than $\gamma$. An obvious induction now gives the result. \(\square\)

The boundary of a triangle is a 1-dimensional constructible cubical complex. This shows that the assumption concerning the dimension is necessary.

By a theorem of Bruggesser and Mani \[5\] the boundary of a polytope is known to be shellable and thus constructible. In particular, the boundary of a cubical polytope is a constructible cubical complex. So the above result implies that the graph of a cubical $d$-polytope, where $d \geq 3$, does not contain any triangle.

Two disjoint facets of a cube are called opposite.

Lemma 3.3 Let $A, B, C$ be facets in a cubical $d$-polytope $P$, where $d \geq 3$, such that $A \cap B$ and $B \cap C$ are opposite ridges in $B$.

Then $A \cap C$ is not a ridge.

Proof. Assume $A \cap C$ is a ridge, cf. Figure 4.

Choose an edge $e_A$ in $A$ which is not contained in $B$ or $C$. Let $(x, y) = e_A$ with $x \in C$ and $y \in B$. There is a unique edge $e_B$ through $y$ which is contained in $B$, but not contained in $A$. Now choose a linear objective function $\lambda$ such that:

(i). the edge $e_B$ is the unique maximal face of $B$ with respect to $\lambda$, and

(ii). the function $\lambda$ attains the same value on $e_B$ and at $x$.

Let $m_A$ be the maximal face of $A$ with respect to $\lambda$. Clearly, $m_A$ contains the edge $e_A$. If $m_A$ were strictly greater than $e_A$, then the intersection $m_A \cap B$ would be strictly greater than $y$. This would contradict the maximality of $e_B$. We have $m_A = e_A$.

Denote by $z$ the vertex of $e_B$ which is contained in $C$. Let $m_C$ be the maximal face of $C$ with respect to $\lambda$. Now $m_C$ contains the points $x$ and $z$. As in the argument above, $m_C \supseteq \{x, z\}$ contradicts the maximality of $e_B$ in $B$. We conclude that $m_C = \{x, z\}$ is an edge. The vertices $x, y, z$ form a triangle in the graph of the cubical polytope $P$. Due to Proposition 3.2 we arrive at the final contradiction. \(\square\)

Note that there are (abstract) cubical complexes with a bipartite graph which do violate the conclusion of the preceding lemma: Take a Möbius strip built out of three quadrangles, cf. Figure 5.

Dualizing Lemma 3.3 yields that, if $e$ is an edge between two neighbors of a vertex $v$ in a dually cubical polytope, then $e$ and $v$ form a triangular face. For general polytopes it may
Figure 4: Three cubical facets and a linear function.

Figure 5: A cubical complex homeomorphic to the Möbius strip.
Figure 6: The graph of a 3-polytope with edge $(1, 2)$ induced among the neighbors of 0.

happen that the induced subgraph on the neighbors of a given vertex $v$ has edges which are not contained in any proper face through $v$, see the example in Figure 6.

A further consequence of the above lemma is that the induced subgraph among the neighbors in the dual graph of a cubical $d$-polytope is a subgraph of a complete graph on $2(d - 1)$ vertices minus a perfect matching. This means that finding the edge labeling of the vertex figure of a facet in the dual graph is particularly easy for a cubical polytope.

Lemma 3.4 Let $P$ be a cubical $d$-polytope, $F$ one of its facets, $\Omega$ the set of neighbors of $F$ in $\Delta_P$.

Then the set

$$\{ \{N_1, \ldots, N_{d-1}\} \mid N_i \in \Omega, \text{ any two facets } N_i \text{ and } N_j \text{ intersect non-trivially in } P \}$$

is the edge labeling of the vertex figure of $F$ in $P^{\text{dual}}$.

Differently phrased, Lemma 3.4 says that it suffices to recognize the antipodal pairs among the neighbors of a facet in the dual graph. A similar result holds for uniform oriented matroids, that is, oriented matroids which generalize cubical zonotopes; cf. Cordovil, Fukuda, and Guedes de Oliveira [6, Theorem 3.1].

Lemma 3.5 Let $P$ be capped over the cubical polytope $Q$ with cap $F$.

Then the induced subgraph $\Omega$ among the neighbors of $F$ in $\Delta_P$ is a complete graph minus a perfect matching. Moreover, $\Delta_Q$ is obtained from $\Delta_P$ by contracting $\Omega \cup \{F\}$ to a single node. The edge labeled vertex figures of $Q^{\text{dual}}$ determines the edge labeled vertex figures of $P^{\text{dual}}$ and vice versa.

In Figure 7 the facet numbered 3 is a cap. The induced subgraph among its neighbors is the graph of a quadrangle which is a 2-dimensional cross polytope.

If we already know that the cubical polytope is capped, then we also obtain the converse of Lemma 3.4.

Lemma 3.6 Let $P$ be a capped cubical $d$-polytope.

If $F$ is a facet with the property that the induced subgraph among the neighbors of $F$ in $\Delta_P$ is a complete graph minus a perfect matching, then $F$ is a cap.
Figure 7: A capped cubical polytope and its dual graph.

Proof. Consider the set $\mathcal{R}$ of all the ridges contained in neighbors of $F$ in $\Delta_P$, but which are disjoint from $F$. By assumption the sublattice of the face lattice of $P$ generated by $\mathcal{R}$ is isomorphic to the face lattice of a $(d - 1)$-cube. We have to show that the ridges of $F$ are the facets of a convex (combinatorial) cube, i.e. we have to show that the ridges in $\mathcal{R}$ are contained in a hyperplane.

A capped cubical $d$-polytope can also be seen as a $d$-dimensional (constructible) cubical complex. The facets of this complex are the (combinatorial) cubes which are attached one by one. Each facet of a capped cubical polytope is contained in a unique facet of the complex, i.e. a unique $d$-cube. Say, $F$ is a facet of the $d$-cube $C$. Then the ridges in $\mathcal{R}$ are contained in the unique facet of $C$ which is opposite to $F$. □

If we have a capped cubical polytope $P$, then Lemma 3.6 allows us to detect a cap by looking at the dual graph. Applying Lemma 3.5 then allows us to remove the cap, thus yielding a capped cubical polytope with fewer facets. Iterating this procedure we gather the edge labeled vertex figures of $P$. Now Theorem 2.3 gives the desired result.

Theorem 3.7 Every capped cubical polytope can be reconstructed from its dual graph.

Note the property in Lemma 3.6 does not characterize a capping. If the induced subgraph among the neighbors of some facet $F$ happens to be complete minus a perfect matching, then the ridges contained in the neighbors of $F$ which are disjoint from $F$ are combinatorially isomorphic to the boundary of a cube, but they are not necessarily contained in a hyperplane.

An example for this situation can be seen in Figure 3 (right).
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