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Abstract

Drought is a serious natural disaster that has a long duration and a wide range of influence. To decrease the drought-caused losses, drought prediction is the basis of making the corresponding drought prevention and disaster reduction measures. While this problem has been studied in the literature, it remains unknown whether drought can be precisely predicted or not with machine learning models using weather data. To answer this question, a real-world public dataset is leveraged in this study and different drought levels are predicted using the last 90 days of 18 meteorological indicators as the predictors. In a comprehensive approach, 16 machine learning models and 16 deep learning models are evaluated and compared. The results show no single model can achieve the best performance for all evaluation metrics simultaneously, which indicates the drought prediction problem is still challenging. As benchmarks for further studies, the code and results are publicly available in a Github repository.
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1. Introduction

Drought is a natural phenomenon that occurs when the precipitation is significantly lower than the normal level for a period of time. It develops slowly over time, has complex causes, and has a long duration and a wide range of influence. Drought has caused major damage to the natural environment, human life and social economy. It is one of the most widespread, common and catastrophic natural disasters in the world today, and the losses caused by drought are far greater than other meteorological disasters. Take China as an example. On average, at least one severe drought occurs in China every year, and drought-related losses account for 30% of the country’s total disaster losses. From a global perspective, in the occurrence of natural disasters, 22% of the economic losses and 33% of the affected population can be attributed to drought.

Drought is not only affected by natural factors such as precipitation, temperature and evapotranspiration, but also closely related to human activities such as over-farming, over-irrigation, deforestation, and over-exploitation of available water resources. In recent years, with the impact of global warming and rapid social and economic development, the frequency, intensity, and scope of droughts have increased, and the damage caused by them has become more serious. Drought has attracted widespread attention from the academia, the government and the public globally. Accurate drought prediction plays an important role in planning and managing regional water resources and mitigating the harmful effects of drought. It also provides scientific basis for drought monitoring, early warning and risk assessment, and helps relevant departments to make decisions in the corresponding drought prevention and disaster reduction measures.

To quantify the drought levels, different indices are used in previous studies, including Standard Precipitation Evaporation Index (SPEI) \[1, 2, 3, 4, 5, 6, 7\], Standardized Precipitation Index (SPI) \[3, 8, 9\], Groundwater Resource Index (GRI) \[10\], and Effective Drought Index (EDI) \[11\]. While these indices are continuous values, a discrete set of drought levels can be set by dividing differ-
ent value ranges. Both formulations are widely used in the literature, i.e., the regression formulation when an index is predicted and the classification formulation when the drought level is predicted. The latter formulation is adopted in this study.

As effective tools, various machine learning models have already been applied in the environmental research. Machine learning aims to learn a mapping relationship between the input features and targets. Unlike weather models, machine learning does not depend on the domain knowledge or physical intrinsic mechanisms. However, machine learning models usually require a lot of data to work, which is not a serious problem in the environmental area with more and more observations accumulated in past decades. As a specific type of machine learning, deep learning is represented by various deep neural networks, which have been extremely successfully in the past decade for a series of problems, e.g., image recognition, time series prediction, etc. Their effectiveness for drought prediction would also be evaluated in this study, along with the traditional machine learning models.

The relevant studies of applying machine learning techniques for drought prediction would be discussed in Section 2. However, there are still some shortcomings in these studies. In most studies, only two or three models are used, without giving a comprehensive evaluation or consideration for other possible alternatives. Since many deep learning models are proposed in recent years, they have not been applied in hydrological studies yet.

In this study, we aim to give a comprehensive evaluation that covers most of the popular machine learning and deep learning models for drought prediction as a case study. We also aim to incorporate some of the latest progress from the deep learning field, e.g., Time Series Transformer, which has not been considered for this specific task in the current literature as far as the authors know. To summarize, a total of 16 machine learning models and 16 deep learning models are used in this study. The machine learning models include Logistic Regression (LR), k Nearest Neighbor (KNN), Naivars Bayes (NB), Support Vector Machine (SVM) with the linear and Radial Basis Func-
tion (RBF) kernels, Linear Discriminant Analysis (LDA) [19], Quadratic Discriminant Analysis (QDA) [19], Ridge Classifier (Ridge) [20], Decision Tree (DT) [21], Random Forest (RF) [22], Extra Trees (ET) [23], AdaBoost Classifier (AdaBoost) [24], Gradient Boosting Classifier (GB) [25], Extreme Gradient Boosting (XGBoost) [26], Light Gradient Boosting (LightGBM) [27], and CatBoost Classifier [28]. The deep learning models include Multilayer Perceptron (MLP) [29], Recurrent Neural Network (RNN) [30], Gated Recurrent Unit (GRU) [31], Long Short-Term Memory (LSTM) [32], Fully Convolutional Network (FCN) [33], Residual Neural Network (ResNet) [33], Residual Convolutional Neural Network (ResCNN) [33], Temporal Convolutional Networks (TCN) [34], InceptionTime [35], XceptionTime [36], Omni-Scale 1D-CNN (OS-CNN) [37], XCM [38], RNN_FC [39], GRU_FC [39], LSTM_FC [39], and Time Series Transformer (TST) [40].

In this study, a specific dataset is leveraged to evaluate the performance of different machine learning and deep learning models. This public dataset collects 18 meteorological indicators across the United States from 2000 to 2020, which contain wind speed, temperature, surface pressure, humidity, precipitation, etc. They are used as the predictors in the machine learning and deep learning models, to predict five different drought levels, which are defined on well-known drought indices, e.g., SPI. While this study is based on meteorological data which are also used in many previous studies, other data sources can also be used for drought prediction. For example, without using meteorological data, satellite image and topography data are used to predict the severe drought area with random forest [41].

Five classification evaluation metrics are used for comparing the performance, namely, accuracy, precision, recall, F1 score and Matthews Correlation Coefficient (MCC). Considering the imbalanced classes, the macro average values are used for these metrics. Our experiments demonstrate that no single model can achieve the best performance for all evaluation metrics simultaneously. Overall, deep learning models perform better than machine learning models. Among machine learning models, XGBoost achieves the highest accuracy.
and SVM with the RBF kernel achieves the highest F1 score and MCC. Among deep learning models, GRU achieves the highest accuracy, LSTM achieves the highest F1 score, and XceptionTime achieves the highest MCC.

Our contributions in this study are summarized as follows:

- **Comprehensive Evaluation.** For drought level prediction using weather data, a comprehensive evaluation of state-of-the-art machine learning and deep learning models are conducted in this study, based on a real-world dataset collected in US spanning from 2000 to 2020.

- **Benchmarks.** Besides the data which is publicly available in the Kaggle website, the code and results are also made publicly available in a Github repository for any further studies as benchmarks.

- **Future Directions.** Besides the findings from our experiments, two possible future directions are also pointed out for inspiring future studies.

The remainder of this paper is organized as follows. In Section 2, relevant research studies are reviewed. In Section 3, the prediction problem and dataset are described. In Section 4, both the machine learning and deep learning models are introduced. In Section 5, the experiments and results are discussed. In Section 6, the conclusion is drawn and the future research directions are pointed out.

2. Related Work

In the literature, machine learning models are already used, with different input data and prediction targets. Compared with statistical models, machine learning models show a better performance in a series of studies. In this section, only those using machine learning methods are discussed. More related work can be found in a recent survey.

---

1. Source: https://www.kaggle.com/cdmix/us-drought-meteorological-data
2. https://github.com/jwwthu/DL4Climate/tree/main/DroughtPrediction
While machine learning and deep learning models are frequently evaluated and compared in various areas, there is no certain conclusion that which model always wins. Without comparing deep learning models, machine learning models are compared with statistical models or compared with each other. For Xiangjiang River basin, the relation between soil moisture and drought is quantified in [1]. It is found that among the climate factors that influence the agriculture drought, the Ridge Point of western Pacific subtropical high (WPSH) is the key factor. Then the Support Vector Regression (SVR) model is proposed for the agricultural drought prediction. Compared with solely using drought index as input, the SVR model incorporating climate indices improves the prediction accuracy by 5.1% in testing. For drought prediction in China, a series of statistical, dynamic and hybrid models are evaluated in [8], and the results show that the ensemble streamflow prediction (ESP) method and wavelet machine learning models outperform other statistical models in forecasting SPI in six months (SPI6). For one-month ahead prediction of SPI in Ankara province and SPEI in central Antalya region, three types of machine learning models, namely, decision tree, genetic programming, and gradient boosting decision tree, are evaluated and compared in [3]. Three classes of wet, normal, and dry events are used to model the drought situation. And the results demonstrate the superiority of the proposed gradient boosting decision tree.

When traditional machine learning models are compared with deep learning models, the winner is hard to tell. For a case study in the Tibetan Plateau, China, for the period of 1980-2019, four machine learning models, namely Random Forest (RF), the Extreme Gradient Boost (XGB), the Convolutional neural network (CNN) and the Long-term short memory (LSTM), are developed and evaluated in [4], for the prediction of SPEI3 and SPEI6. Various combinations of climate variables are used as model inputs under different scenarios. Their results also demonstrate that there is no single winner model for all the scenarios, in which XGB and RF models are relatively better than the other two models. Three machine learning methods, namely, SVM, ANN and KNN, are developed in [6] to predict the drought level over Pakistan, which is classified
into three types as moderate, severe and extreme. To choose suitable input features, a novel feature selection named Recursive Feature Elimination (RFE) is leveraged and the results show ANN and KNN-based models perform better than SVM. Instead of using a single weather station, data from 32 stations during 1961 to 2016 in Shaanxi province, China are used in [7]. To select input features, a cross-correlation function and a distributed lag nonlinear model (DLNM) is applied. Then two machine learning models are used for predicting SPEI 1-6 months in advance, including XGBoost and ANN. The results show that XGBoost has a higher prediction accuracy.

Over the New South Wales (NSW) region of Australia, the Long Short-Term Memory (LSTM) is used to predict the SPEI at two different time scales (SPEI1, SPEI3) in [2], using hydro-meteorological variables as model inputs. The Climatic Research Unit (CRU) dataset from 1901 to 2018 is used to validate the performance of LSTM, compared with other machine learning models including random forests and artificial neural networks. The results show that LSTM achieves an AUC value of 0.83 and 0.82 for SPEI1 and SPEI3 respectively. Using data spanning from 1901 to 2018, a stacked LSTM model is proposed in [5] and used to predict SPEI from 1 month to 12 months in the New South Wales region of Australia. The hydro-meteorological and climatic variables are used as model inputs. The experiments demonstrate that the stacked LSTM model can outperform traditional ML models.

Instead of comparing different models, different variants of ANN are compared and used for predicting the Groundwater Resource Index (GRI)-based drought at different timescales (6, 12, and 24 months) in Yazd plain, Iran in [10]. These variants are based on the Salp Swarm Algorithm (SSA), Particle Swarm Optimization (PSO), and Genetic Algorithm (GA). The results show that under certain input scenario, these models would perform better. In a similar approach, different variants of SVR are evaluated in [11] for Effective Drought Index (EDI) 1 month ahead, at different locations of Uttarakhand State of India. The variants are based on two different optimization algorithms, i.e., Particle Swarm Optimization (PSO) and Harris Hawks Optimization (HHO). The results
show that SVR-HHO outperforms SVR-PSO.

Probabilistic drought forecasting is also considered in previous studies. Unlike deterministic forecasting which generates a single value, probabilistic forecasting gives the predictive mean and confidence interval, which could be more helpful if the extreme cases are to be considered in practice. Taking the drought prediction in the three-river headwater region of China as the demonstration, an improved LSTM model is proposed in [9] for probabilistic drought forecasting. The experiments showed that improved LSTM can forecast drought index and uncertainty information better than other machine learning models, e.g., autoregressive moving average, generalized linear regression, and artificial neural network.

While deep learning models are proven effective in many academic studies, they are less adopted in operational hydrology because of the ‘black-box’ nature of deep neural networks. It would be difficult to explain the decision process of deep learning models for drought classification or prediction. To tackle this problem, many efforts have been made to enhance the interpretability of these models. For example, the decision tree is used in [43] to extract knowledge from the input-output relation of a trained ANN model, to establish simple rules for drought forecasting and monitoring.

3. Problem and Dataset Description

In this study, the drought prediction problem across the US is considered, based on an open Kaggle dataset, which is publicly available [3]. The original data comes from NASA POWER Project [4] and US Drought Monitor [5] which is a measure of drought across the US manually created by experts using a wide range of data. The problem to investigate in this study is whether droughts could be predicted using only meteorological data, with the help of state-of-the-
art machine learning and deep learning methods.

Each data sample in this specific dataset contains the drought level at a specific point in a specific US county, accompanied by the last 90 days of 18 meteorological indicators. These meteorological indicators and their descriptions are shown in Table 1. They would be used as the input features for various machine learning and deep learning models. These features have already been standardized before being uploaded to the Kaggle website. There are also no missing data in the dataset, thus no further pre-processing techniques are applied in this study.

| Indicator     | Description                                      |
|---------------|--------------------------------------------------|
| WS10M_MIN     | Minimum Wind Speed at 10 Meters (m/s)             |
| QV2M          | Specific Humidity at 2 Meters (g/kg)              |
| T2M_RANGE     | Temperature Range at 2 Meters (°C)                |
| WS10M         | Wind Speed at 10 Meters (m/s)                     |
| T2M           | Temperature at 2 Meters (°C)                      |
| WS50M_MIN     | Minimum Wind Speed at 50 Meters (m/s)             |
| T2M_MAX       | Maximum Temperature at 2 Meters (°C)              |
| WS50M         | Wind Speed at 50 Meters (m/s)                     |
| TS            | Earth Skin Temperature (°C)                       |
| WS50M_RANGE   | Wind Speed Range at 50 Meters (m/s)               |
| WS50M_MAX     | Maximum Wind Speed at 50 Meters (m/s)             |
| WS10M_MAX     | Maximum Wind Speed at 10 Meters (m/s)             |
| WS10M_RANGE   | Wind Speed Range at 10 Meters (m/s)               |
| PS            | Surface Pressure (kPa)                            |
| T2MDEW        | Dew/Frost Point at 2 Meters (°C)                  |
| T2M_MIN       | Minimum Temperature at 2 Meters (°C)              |
| T2MWET        | Wet Bulb Temperature at 2 Meters (°C)             |
| PRECTOT       | Precipitation (mm day-1)                          |
In this study, the drought prediction problem is categorized as a classification problem in the field of machine learning. Different drought classes are shown in Table 2 as prediction targets. The value ranges of different drought levels are also shown in Table 2 for the following indices:

- Palmer Drought Severity Index (PDSI) which was developed in the 1960s and is calculated using monthly temperature and precipitation data along with information on the water-holding capacity of soils.

- CPC Soil Moisture Model (Percentiles) which is estimated by a one-layer hydrological model that takes observed precipitation and temperature and calculates soil moisture, evaporation and runoff.

- USGS Weekly Streamflow (Percentiles) which displays maps, graphs, and tables that describe real-time, recent, and past streamflow conditions for the United States, including flood and droughts.

- Standardized Precipitation Index (SPI) which uses historical precipitation records for any location to develop a probability of precipitation that can be computed at any number of timescales. Drought events are indicated when the results of SPI become continuously negative and reach a value of -1. SPI was proposed back to 1992 and was recommended as the main meteorological drought index by World Meteorological Organization (WMO) in 2009.

The whole dataset is split into three subsets, i.e., training set, validation set, and test set, as shown in Table 3. The training set is used for updating the model parameters. The validation set is used for choosing the best hyper parameters,  

---

*Source: [https://droughtmonitor.unl.edu/About/AbouttheData/DroughtClassification.aspx](https://droughtmonitor.unl.edu/About/AbouttheData/DroughtClassification.aspx)
* [http://www.droughtmanagement.info/palmer-drought-severity-index-pdsi/](http://www.droughtmanagement.info/palmer-drought-severity-index-pdsi/)
* [https://www.cpc.ncep.noaa.gov/products/SoilMst_Monitoring/US/SoilMst/SoilMst.shtml](https://www.cpc.ncep.noaa.gov/products/SoilMst_Monitoring/US/SoilMst/SoilMst.shtml)
* [https://waterwatch.usgs.gov/](https://waterwatch.usgs.gov/)
* [https://www.droughtmanagement.info/standardized-precipitation-index-spi/](https://www.droughtmanagement.info/standardized-precipitation-index-spi/)
Table 2: The drought classification used in this study.

| Class       | Description | Range                      | Class       | Description | Range                      |
|-------------|-------------|----------------------------|-------------|-------------|----------------------------|
| Palmer Drought Severity Index (PDSI) | -1.0 to -1.9 | 21 to 30                  | CPC Soil Moisture Model (Percentiles) | 21 to 30 | -0.5 to -0.7 |
| D0          | Abnormally Dry | N/A                       | USGS Weekly Streamflow (Percentiles) | 11 to 20 | -0.8 to -1.2 |
| D1          | Moderate Drought | -2.0 to -2.9 | -1.3 to -1.5 |
| D2          | Severe Drought | -3.0 to -3.9 | 6 to 10 | -1.6 to -1.9 |
| D3          | Extreme Drought | -4.0 to -4.9 | 3 to 5 | -2.0 or less |
| D4          | Exceptional Drought | -5.0 or less | 0 to 2 | -2.0 or less |

which cannot be simply learned from the data. The test set is used to evaluate and compare the performance of different models as the out-of-sample case. The class distributions in three subsets are shown in Figure 1. As one can tell from Figure 1, this specific drought prediction problem is challenging because the distribution of classes is highly imbalanced.

Table 3: The data split used in this study.

| Split   | Year Range (inclusive) | Data Sample Number | Data Percentage (approximate) |
|---------|-------------------------|--------------------|-------------------------------|
| Training | 2000-2009               | 118,024            | 47%                           |
| Validation | 2010-2011             | 20,721             | 10%                           |
| Test     | 2012-2020               | 102,430            | 43%                           |
4. Methods

4.1. Machine Learning Models

4.1.1. Logistic Regression

Logistic Regression (LR) [15] is originally proposed for binary classification tasks, in which the Logistic function is used to map the input $x$ to an output range from 0 to 1, to fit the pattern of binomial data:

$$\sigma(x) = \frac{1}{1 + e^{-x}}$$

As the output of the Logistic function would always be between 0 and 1, it is usually set to be the probability of the output variable belonging to the positive class. Through choosing a threshold, the classification task can be performed by claiming the prediction as one when the output variable is above the threshold, and zero otherwise. For the case of the multi-class classification, the multinomial Logistic regression can be used.
4.1.2. K Nearest Neighbor

K Nearest Neighbor (KNN) \[16\] is a non-parametric model that can be used for both classification and regression tasks. It is a relatively simple method as it essentially uses K nearest data points in the feature space to determine the predicted value for the data point of interest. Multiple distance measures can be used to determine the proximity between data points, including Minkowski distance, Euclidean distance and Manhattan distance. For the classification task, the majority rule is usually applied and the class to which most of the K nearest data points belong would be the final prediction. For the regression task, the mean value of the K nearest data points would be the final prediction. For determining the optimal K value, the cross validation approach is often used.

4.1.3. Naivers Bayes

Naivers Bayes (NB) \[17\] makes a prediction through estimating posterior probability \( p(C|F_1, F_2, ..., F_n) \) from prior probability \( p(C) \) and conditional probability \( p(F_1, F_2, ..., F_n|C) \). It is called naive because it makes a strong assumption that the features are independent. With this assumption, one can calculate the posterior probability of a specific class \( C \) through simply multiplying the prior probability with the probabilities of each feature \( F_i \) conditioned on being the class \( C \) as shown below:

\[
p(C|F_1, F_2, ..., F_n) = \frac{p(C) \times p(F_1, F_2, ..., F_n|C)}{p(F_1, F_2, ..., F_n)} = \frac{1}{Z} p(C) \times p(F_1|C) \times p(F_2|C) \times \cdots \times p(F_n|C)
\]

where \( Z \) is a scaling factor. The class with the highest posterior probability would thus be the final prediction.

4.1.4. Support Vector Machine

Support Vector Machine (SVM) \[18\] is originally used for binary classification task. Given the data points in the \( N \) dimensional space, SVM uses a \( N - 1 \) dimensional threshold or a \( N - 1 \) dimensional hyper-plane to separate two classes, so that the distance between points on the edges for each class to
the hyper-plane is maximized. The shortest distance between the observations and the hyper-plane is called the margin $\rho$. Using the formula for calculating the distance between two parallel lines, we get the following formula for the margin:

$$\rho = \frac{2}{||w||}$$  

(3)

where $w$ is the normal vector to the hyper-plane. Maximizing margin $\rho$ would be equivalent to minimizing $\frac{1}{2}||w||^2$, subject to the following constraint:

$$\min_{w,b} \frac{1}{2}||w||^2 \quad s.t. \quad y_i (X_i^T \cdot W + b) - 1 \geq 0, \quad i = 1, 2, \ldots, N$$  

(4)

When allowing misclassifications, the distance between the observations and the hyper-plane is called a soft margin. When using a soft margin to determine the location of a threshold, the hyper-plane is named a soft margin classifier. In the case when two classes overlap or intertwine with each other, classifying data points in their original dimensional space becomes infeasible. In this case, kernel functions, e.g., polynomial kernel or Radial Basis Function (RBF) kernel, can be utilized to map the data points into higher dimensions, so that a classifier can be found after calculating the relationship between each pair of data. Two types of kernel functions are used in this study, i.e., the linear kernel in SVM (Linear) and the RBF kernel in SVM (RBF).

### 4.1.5. Linear Discriminant Analysis

As another classification method, Linear Discriminant Analysis (LDA) \[19\] assumes that the measurements from each class are normally distributed and the covariance of each class is identical. Compared with Principal Component Analysis (PCA), LDA focuses on maximizing the separability among known categories, instead of reducing the data dimension or finding the direction with the most variance. LDA accomplishes this objective by creating new axes for projecting the data points on to, with the distance between means of different groups maximized and the variance within each group minimized.
4.1.6. Quadratic Discriminant Analysis

Quadratic Discriminant Analysis (QDA) \[19\] is similar to LDA. The difference is that QDA does not require the covariance between each class to be identical and the decision surface derived from the likelihood ratio test for classification is quadratic.

4.1.7. Ridge

Ridge Classifier (Ridge) \[20\] is a modification of Ridge regression for classification tasks. Ridge regression modifies the objective function of regression model to prevent the over-fitting problem. By adding a penalty value to the sum of squared estimates of errors, Ridge regression can reduce the parameter values of those insignificant variables, as insignificant variables cannot reduce enough amount of sum of squared estimates of errors to compensate for the penalty.

Ridge classifier is essentially the same as ridge regression, but with some manipulation on the target variable. For the binary classification task, Ridge classifier is performed as follow. Firstly, the target variable is transformed into \(+1\) or \(-1\), based on the class to which it belongs. Secondly, a ridge regression model is built to predict the target variable. Thirdly, if the output is greater than 0, the data point is predicted as positive and vice versa. For the multi-class classification task, the general one-vs-the-rest approach can be performed.

4.1.8. Decision Tree

Decision Tree (DT) \[21\] is a structure composed of the root node, the internal node and the leaf node. A root node is the very first node for a decision tree. Leaf nodes are the last nodes of each branch which would determine the final prediction for all the data points that fall into this branch. Internal nodes are the intermediate nodes. For the root node and internal nodes, a single feature is used to separate the dataset into two categories, which can be numerical or categorical. To determine which feature to be chosen for each node, different metrics can be used, e.g., the Gini impurity or the information gain. The
building process of a decision tree can be terminated in multiple conditions, e.g., when there is no feature left to use or the maximum tree depth is reached.

4.1.9. Random Forest

Random Forest (RF) \cite{22} uses different subsets of variables and observations to fit different decision trees and makes the final prediction based on the majority vote from individual trees. One bootstrapped sample, which is repetitively sampled from the training set, is used to fit one decision tree. For each node in a tree, \( N \) distinct variables are sampled from the available feature set randomly and the best feature among selected is chosen for the node. The number \( N \) is decided by the out-of-bag error, which is the error of the trained model to predict those data points that have never been included in any bootstrapped samples.

4.1.10. Extra Trees

Extra Trees (ET) \cite{23} is a modification of random forest. There are two major differences between extra trees and random forest. The first is that each tree is trained using the whole sample set in extra trees, rather than a bootstrapped sample subset as in random forest. The second is that the splitting in each tree is randomized in extra trees. A random value is selected for each feature, instead of picking the local optimal point for each feature based on criteria like Gini Impurity. Different random split schemes for each feature are evaluated and the one with the best score is chosen to split the node finally. It is shown that extra trees can generalize well and perform better on noisy data when compared with random forest.

4.1.11. AdaBoost

As another ensemble method, AdaBoost Classifier (AdaBoost) \cite{24} combines multiple weak learners to perform the classification task. These learners can be stamps that only consist of one root node and two leaves. Each of the learners has its own weight when voting for the final prediction, depending on how well it performs. Different from the bagging approach in random forests, AdaBoost...
allows the subsequent learner to learn from the mistakes of its previous learner through giving the mistakenly classified samples higher weights. This idea is named as boosting and has been used in other boosting-based classifiers.

4.1.12. Gradient Boosting Classifier

Gradient Boosting Classifier (GB) [25] is another boosting-based ensemble model. The individual tree models are trained sequentially. After the first tree trained with the target, the residual can be calculated and the following tree would fit the residual of its previous one. In the classification case, the residual can be calculated as the difference between the predicted probability generated using the Logistic function and the true value, e.g., 0 for the negative class and 1 for the positive class. The final prediction can be made with a threshold, which would be 1 if the predicted probability is higher than the threshold and 0 otherwise. When there is no improvement with more trees or the maximum number of trees reaches the specified limit, the building process of GB would terminate.

4.1.13. Extreme Gradient Boosting

As an improvement from previous boosting models, Extreme Gradient Boosting (XGBoost) [26] has been widely used in the data science community with its unique advantages. Similar with GB, XGBoost fits Classification and Regression Trees (CARTs) to the residuals. The data split scheme for each node of a tree is based on the similarity score. A regularization term can also be added to the calculation of similarity scores and output values, which shrinks both of these values and results in more pruning to prevent overfitting. XGBoost also contains many engineering improvements for the efficient training and inference.

4.1.14. Light Gradient Boosting

Light Gradient Boosting (LightGBM) [27] makes several improvements from XGBoost. Firstly, it uses the histogram algorithm, which converts a continuous variable into a discrete variable by splitting it into different bins and replacing all the data points that fall into the bin with an integer. This step could save a
lot of memory and computation when iterating all the data samples. Secondly, it allows the leaf-wise tree growth instead of a level-wise one, which means that when building the tree, LightGBM looks for the leaf that can make the best progress and grows on that leaf. This is better because the leaf-wise tree growth method could focus on profitable leaves instead of growing all the leaves on the same level. LightGBM adds a maximum depth on trees to prevent overfitting. Thirdly, it uses Gradient-based One-Side Sampling (GOSS), which selects data points with the large gradient and randomly samples some data points with the low gradient to form a new data set. GOSS helps to balance data reduction and accuracy. Moreover, LightGBM applies Exclusive Feature Bundling (EFB) to bundle exclusive features together, which helps to reduce the feature dimension and increase the computation speed.

4.1.15. CatBoost

CatBoost Classifier (CatBoost) \cite{28} has three major improvements when compared to other gradient boosting models. Firstly, it builds symmetric or oblivious trees which use the same feature and splitting value for each node at the same level. This type of tree is simpler, faster to compute and capable of preventing overfitting. Tuning the hyper-parameters would not change the prediction accuracy significantly for this type of tree, and this specific tree model provides a good prediction in the first run. The second improvement is that CatBoost uses the categorical feature support, which transforms categorical variables into numeric variables using their label values. Greedy feature combinations are used in CatBoost, to prevent too many combinations. Finally, to solve the prediction shift problem, CatBoost utilizes the ordered boosting, which performs a random permutation of data samples.

4.2. Deep Learning Models

4.2.1. Multilayer Perceptron

Multilayer Perceptron (MLP) \cite{29} is the simplest format of artificial neural networks, as shown in Figure 2. MLP uses hidden layers and nonlinear activation
functions in a feed-forward neural network. In the neural network, a neuron is used to perform the basic operation. The mapping between input \( x \) and output \( y \) is as follows:

\[
y = \sigma(w \cdot x + b)
\]

(5)

where \( w \) and \( b \) are parameters to learn from data, \( \sigma(\cdot) \) is the nonlinear activation function.

The input features are formatted in a vector format, making MLP universal for many problems. However, this format fails to capture the temporal dependency or the spatial relationship in a two-dimensional image efficiently, thus is often outperformed by more efficient network structures, e.g., recurrent neural networks and convolutional neural networks.

![Figure 2: The structure of MLP.](image)

4.2.2. Recurrent Neural Networks

To capture the sequential dependency, Recurrent Neural Network (RNN) \[30\] adds previous outputs as inputs, while keeping hidden states. RNNs are useful for dealing with sequential data, e.g., natural language or time series. However, it is bothered by the vanishing gradient problem. Variants of RNNs are designed for alleviating this problem, e.g., Long Short-Term Memory (LSTM) \[32\] and Gated Recurrent Unit (GRU) \[31\]. The structures of RNNs are shown in Figure \[3\].
A typical LSTM cell \cite{44} is shown in Figure 3(b) in which \( t \) is the time slot index, \( x_t \) is the input, i.e., a data sample, \( h_t \) is the output value, and \( c_t \) is the cell state. Compared with RNN, LSTM is featured with its three gate mechanisms, namely, the forget gate, the input gate, and the output gate.

The forget gate decides what information to throw away from the cell state:

\[
f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f)
\]

where \( \sigma(*) \) denotes the sigmoid activation function, \( W_* \) and \( b_* \) represent parameters.

The input gate decides what new information is to be stored in the cell state:

\[
\begin{align*}
\tilde{c}_t &= \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \\
c_t &= f_t \ast c_{t-1} + i_t \ast \tilde{c}_t
\end{align*}
\]
where \(\tanh(*)\) denotes the tanh activation function, and \(\tilde{c}_t\) denotes a matrix of new candidate values that could be added to the cell state.

The output gate decides what information to output from the cell state:

\[
o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o)
\]
\[
h_t = o_t \ast \tanh(c_t)
\] (8)

As another RNN variant, a typical GRU cell is shown in Figure 3(c). Compared with LSTM, GRU combines the forget and input gates into the update gate. The cell state and hidden state are also merged, too. The other parts of LSTM are kept in GRU. Then the whole process of GRU can be shown as follows:

\[
z_t = \sigma(W_{xz}x_t + W_{hz}h_{t-1} + b_z)
\]
\[
r_t = \sigma(W_{xr}x_t + W_{hr}h_{t-1} + b_r)
\]
\[
\tilde{h}_t = \sigma(W_{xo}x_t + W_{ho}r_t \ast h_{t-1} + b_o)
\]
\[
h_t = (1 - z_t) \ast h_{t-1} + z_t \ast \tilde{h}_t
\] (9)

4.2.3. 1D Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are extremely successful for two-dimensional data, but they can also be used for sequential data. In 1D Convolutional Neural Network (1D CNN), the convolutional kernel moves in one direction, instead of two directions. While recurrent neural networks are designed for sequential data, they are not as efficient as convolutional neural networks, which can be trained in parallel. Besides, many design ideas for two-dimensional CNN are transferred to 1D CNN, e.g., Fully Convolutional Network (FCN) \[33\] without using fully connected layers, Residual Neural Network (ResNet) \[33\] and Residual Convolutional Neural Network (ResCNN) \[33\] with the shortcut connection, InceptionTime \[35\] inspired by the Inception structure, and XceptionTime \[36\] inspired by the Xception structure.

As improvements over the normal 1D CNN, causal convolution and dilated convolution are proposed and used in Temporal Convolutional Networks (TCN) \[34\]. Causal convolution is proposed for dealing with sequences. Given
the input sequence $X = (x_1, x_2, \cdots, x_t)$ and the convolution filter (or kernel) $F = (f_1, f_2, \cdots, f_K)$ with size $K$ in a hidden layer, the target is to predict the output sequence $Y = (y_1, y_2, \cdots, y_t)$. Then the causal convolution for $x_t$ is

$$
(F \ast X)(x_t) = \sum_{k=1}^{K} f_k x_{t-K+k} \tag{10}
$$

where only $x_i$ with $i \leq t$ is used to avoid future information usage. With more hidden layers, each output element depends on a longer history of the input sequence.

Take a step further, one can add the dilatation rate $d$ in the convolution operation as follows:

$$
(F \ast_d X)(x_t) = \sum_{k=1}^{K} f_k x_{t-(K-k)d} \tag{11}
$$

where a larger $d$ would increase the receptive field. In practice, $d$ is exponentially increased in different hidden layers, as shown in a specific example of dilated causal convolution in Figure 4, where $d = 1, 2, 4$.

**Figure 4:** The dilated causal convolution used in TCN.

Furthermore, two recent 1D CNN variants are also incorporated in this study, namely, Omni-Scale 1D-CNN (OS-CNN) [37] and XCM [38]. OS-CNN can capture the proper kernel size during the model learning period, while XCM, an eXplainable Convolutional neural network for Multivariate time series classification, enables a good generalization ability and explainability.

### 4.2.4. RNN-CNNs

To utilize the feature extraction abilities of both RNN and FCN, RNN\_FCN as well as its variants GRU\_FCN and LSTM\_FCN are proposed in [39] and
further developed. The general structure of RNN_FC is shown in Figure 5, in which the outputs of the RNN module and FCN module are concatenated, before feeding into the softmax activation function that generates a probability distribution. In Figure 5, the RNN module can be replaced with GRU for GRU_FC and LSTM for LSTM_FC.

![Figure 5: The structure of RNN_FC.](image)

### 4.2.5. Time Series Transformer

The Transformer model was originally proposed by the Google team in 2017 and was adapted to machine translation [45]. It abandoned the traditional recurrent neural network method of extracting sequence information and pioneered an attention mechanism to achieve fast parallelism, which improved the shortcomings of slow recurrent neural network training. Transformer is based on a typical encoder-decoder structure and only the encoder part is used in Time Series Transformer (TST) [40], as shown in Figure 6.

The attention mechanism can be described as mapping a query and a set of key-value pairs to an output. The input consists of queries and keys of dimension $d_k$, and values of dimension $d_v$. The matrix of outputs is calculated as follows:

$$Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V$$ (12)

where $Q$ is the query matrix, $K$ is the key matrix, and $V$ is the value matrix.
By using multiple attention heads, the multi-head attention is calculated as follows:

$$MultiHead(Q, K, V) = Concat(head_1, \ldots, head_h)W^O$$  \hspace{1cm} (13)

where $head_i = Attention(QW^Q_i, KW^K_i, VW^V_i)$, and $W$ are parameter matrices.
5. Experiments

5.1. Settings

All the numerical experiments are conducted on a desktop computer. The main system configurations are as follows:

- **CPU**: core i5-9600K CPU;
- **GPU**: NVIDIA GeForce RTX 2700 8GB;
- **Memory**: DDR4 32GB.

Python 3.7 is chosen as the programming language for implementing both the machine learning and deep learning models, because of its popularity and wide support in the machine learning community. Specifically speaking, the machine learning models are implemented with the packages including scikit-learn\textsuperscript{11} xgboost\textsuperscript{12} lightgbm\textsuperscript{13} and catboost\textsuperscript{14}. The deep learning models are implemented with the packages including pytorch\textsuperscript{15} fastai\textsuperscript{16} and tsai\textsuperscript{17}. For tuning the hyper parameters on the validation set, pycaret\textsuperscript{18} is used for packing and tuning the machine learning models, and hyperopt\textsuperscript{19} is used for searching the hyper parameter space of deep learning models. Due to space constraint, the full list of hyper parameter search space for all models is attached in Appendix A. More details of the experiment setting can be found in the notebooks contained in the associated Github repository\textsuperscript{20}.

\textsuperscript{11}https://scikit-learn.org/
\textsuperscript{12}https://xgboost.readthedocs.io/
\textsuperscript{13}https://lightgbm.readthedocs.io/
\textsuperscript{14}https://catboost.ai/
\textsuperscript{15}https://pytorch.org/
\textsuperscript{16}https://www.fast.ai/
\textsuperscript{17}https://timeseriesai.github.io/tsai/
\textsuperscript{18}https://pycaret.org/
\textsuperscript{19}http://hyperopt.github.io/hyperopt/
\textsuperscript{20}https://github.com/jwwthu/DL4Climate/tree/main/DroughtPrediction
5.2. Evaluation Metrics

We use five evaluation metrics in this study to quantify the prediction performance of each model, namely, accuracy, precision, recall, F1 score and Matthews correlation coefficient (MCC). In the case of a binary classification, we have the following $2 \times 2$ confusion matrix to present the prediction results of a classifier in Table 4.

| Predication Outcome | 1       | 0       |
|---------------------|---------|---------|
| Actual Value        | True Positive (TP) | False Negative (FN) |
|                     | False Positive (FP) | True Negative (TN) |

Then accuracy is defined as follows:

$$\text{accuracy} = \frac{TP + TN}{TP + FN + FP + TN}$$ (14)

where TP, TN, FN, and FP are defined in Table 4.

Similarly, precision, recall, F1 score and MCC can be defined as follows:

$$\text{precision} = \frac{TP}{TP + FP}$$ (15)

$$\text{recall} = \frac{TP}{TP + FN}$$ (16)

$$F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$ (17)

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$ (18)

The best value for accuracy, precision, recall and F1 score is 1, which represents a perfect prediction, and the worst value is 0. The best value for MCC is also 1, but the smallest value is -1, which represents a reverse prediction. The value of MCC being 0 represents the case of random guess, which is actually
the worst case. In a reverse prediction, one can simply reverse the classifier’s outcome to get the ideal classifier.

Since we are dealing with a multi-class situation in this study, these metrics can be first calculated for each class independently, by taking the samples from a specific class as positive and the remaining samples as negative. Then the average value among all classes is calculated as the final result. Since this is an imbalanced dataset, the average value is calculated in a macro way without considering the proportion for each class in the dataset. Compared with using a weight that depends on the number of true labels of each class, the macro F1 score results in a bigger penalization when the model does not perform well with the minority classes. All the following results are the macro average values.

5.3. Results

The detailed results of machine learning models are listed in Table 5 and the detailed results of deep learning models are listed in Table 6. We also calculate the best (max) value, the mean value and the standard deviation for each evaluation metrics, as shown in the last three rows of Table 5 and Table 6.

From Table 5 and Table 6, we have the following observations:

- The performance of deep learning models is closer to each other, compared with the case of machine learning models. This observation is based on the smaller standard deviation values in Table 6, and is reasonable because it is more common for some deep learning models sharing a similar mechanism, e.g., RNN, GRU and LSTM all belong to recurrent neural networks.

- The deep learning models perform better than the machine learning models generally, as indicated by the higher mean values in Table 6. This is also reasonable because of the strong learning ability of deep neural networks, which is also proven effective in relevant studies.

- Among machine learning models, XGBoost achieves the highest accuracy and SVM with the RBF kernel achieves the highest F1 score and MCC. Among deep learning models, GRU achieves the highest accuracy, LSTM
achieves the highest F1 score, and XceptionTime achieves the highest MCC. No single model can achieve the best performance for all evaluation metrics simultaneously.

Table 5: The results of machine learning models.

| Model        | Accuracy | Precision | Recall | F1 Score | MCC  |
|--------------|----------|-----------|--------|----------|------|
| LR           | 0.715    | 0.272     | 0.248  | 0.255    | 0.270|
| kNN          | 0.564    | 0.217     | 0.216  | 0.215    | 0.097|
| NB           | 0.449    | 0.235     | 0.237  | 0.193    | 0.154|
| SVM (linear) | 0.729    | 0.226     | 0.192  | 0.178    | 0.183|
| SVM (RBF)    | 0.617    | 0.283     | 0.308  | 0.284    | 0.298|
| LDA          | 0.720    | 0.285     | 0.254  | 0.259    | 0.258|
| QDA          | 0.726    | 0.180     | 0.167  | 0.141    | 0.014|
| Ridge        | 0.726    | 0.268     | 0.195  | 0.195    | 0.192|
| DT           | 0.724    | 0.150     | 0.173  | 0.153    | 0.075|
| RF           | 0.727    | 0.218     | 0.170  | 0.148    | 0.056|
| ET           | 0.727    | 0.158     | 0.167  | 0.141    | 0.013|
| AdaBoost     | 0.726    | 0.270     | 0.195  | 0.187    | 0.120|
| GB           | 0.726    | 0.281     | 0.223  | 0.232    | 0.230|
| XGboost      | 0.731    | 0.279     | 0.200  | 0.202    | 0.202|
| LightGBM     | 0.712    | 0.280     | 0.241  | 0.251    | 0.263|
| CatBoost     | 0.730    | 0.273     | 0.190  | 0.183    | 0.164|
| Max          | 0.731    | 0.285     | 0.308  | 0.284    | 0.298|
| Mean         | 0.691    | 0.242     | 0.211  | 0.201    | 0.162|
| Std          | 0.076    | 0.045     | 0.043  | 0.047    | 0.092|

We further show the confusion matrices on the test set of XGBoost, SVM (RBF), GRU and LSTM in Figure 7 as the representatives. The confusion matrices for all the evaluated models on the test set are attached in Appendix B. It can be seen from Figure 7(a) and Figure 7(c) the predictions of models with a higher accuracy are concentrated on the case of “No Drought”. The
Table 6: The results of deep learning models.

| Model        | Accuracy | Precision | Recall | F1 Score | MCC  |
|--------------|----------|-----------|--------|----------|------|
| MLP          | 0.711    | 0.284     | 0.278  | 0.277    | 0.303|
| RNN          | 0.730    | 0.344     | 0.238  | 0.245    | 0.263|
| GRU          | 0.733    | 0.326     | 0.267  | 0.281    | 0.312|
| LSTM         | 0.720    | 0.327     | 0.294  | 0.302    | 0.320|
| FCN          | 0.711    | 0.345     | 0.283  | 0.291    | 0.314|
| ResNet       | 0.725    | 0.291     | 0.233  | 0.244    | 0.254|
| ResCNN       | 0.727    | 0.298     | 0.229  | 0.238    | 0.252|
| TCN          | 0.704    | 0.323     | 0.290  | 0.298    | 0.307|
| InceptionTime| 0.730    | 0.316     | 0.253  | 0.261    | 0.300|
| XceptionTime | 0.725    | 0.339     | 0.282  | 0.298    | 0.322|
| OS-CNN       | 0.730    | 0.301     | 0.248  | 0.261    | 0.283|
| XCM          | 0.710    | 0.320     | 0.273  | 0.286    | 0.296|
| RNN_FCN      | 0.703    | 0.330     | 0.290  | 0.297    | 0.317|
| GRU_FCN      | 0.721    | 0.308     | 0.269  | 0.281    | 0.294|
| LSTM_FCN     | 0.724    | 0.317     | 0.264  | 0.277    | 0.295|
| TST          | 0.730    | 0.313     | 0.261  | 0.273    | 0.299|
| Max          | 0.733    | 0.345     | 0.294  | 0.302    | 0.322|
| Mean         | 0.721    | 0.318     | 0.266  | 0.276    | 0.296|
| Std          | 0.010    | 0.018     | 0.021  | 0.020    | 0.022|

predictions of “Exceptional Drought”, i.e., “D4”, are rarely seen. However, for models with a higher macro F1 score in Figure 7(b) and Figure 7(d), the predictions are more balanced. However, there are still many errors when the prediction is “D4” but the actual value is not, which degrades the macro F1 score by a large margin. The drought level prediction is still challenging, especially for predicting the rarely seen severe cases.
Figure 7: Examples of confusion matrices. (a) XGboost; (b) SVM (rbf); (c) GRU; (d) LSTM.

6. Conclusion

In this study, a comprehensive evaluation of state-of-the-art machine learning and deep learning models are conducted for drought prediction in this study, based on a real-world dataset collected in US spanning from 2000 to 2020. The results show that no single model can achieve the best performance for all five evaluation metrics used in this study simultaneously. Overall, deep learning models perform better than machine learning models. Among machine learning models, XGBoost and SVM (RBF) are relatively better and among deep learning models, GRU, LSTM, and XceptionTime are relatively better. Because of the imbalanced nature with the happening of different drought levels, the macro F1 score is far from satisfactory, even for the best model in this study and more exploration is needed in the future studies.

Two future directions are promising. The first direction is the combination
of effective feature selection algorithms with machine learning models. For example, Principal Component Analysis (PCA) can be used to reduce the input dimension from 1710 (i.e., 90 days × 18 meteorological indicators) to a smaller value, e.g., 50 or 100. The reduced input features may not only accelerate the training process, but also reduces the possibility of overfitting, especially for deep learning models. However, the prediction performance may also be harmed. It is worthy to explore if there is an optimal tradeoff when the feature selection process is applied.

Another direction is the use of oversampling approach that creates synthetic minority class samples and helps to the imbalanced problem, e.g., Synthetic Minority Oversampling TEchnique (SMOTE). Contrary to feature selection, oversampling would add new training samples, increasing both the training time and computer memory requirements, which should be considered in practice. There may also be an optimal tradeoff between the extra training time consumption and the performance improvement, which is left for future studies.
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