Knowledge-driven active learning
Gabriele Ciravegna, Frédéric Precioso, Marco Gori

To cite this version:
Gabriele Ciravegna, Frédéric Precioso, Marco Gori. Knowledge-driven active learning. 2022. hal-03526510

HAL Id: hal-03526510
https://hal.science/hal-03526510v1
Preprint submitted on 14 Jan 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
KNOWLEDGE-DRIVEN ACTIVE LEARNING

Gabriele Ciravegna
Universit`a di Firenze\textsuperscript{1}
Universit`e C\^ote d’Azur\textsuperscript{2}
\textsuperscript{1}Italy, \textsuperscript{2}France

Frederic Precioso
Universit`e C\^ote d’Azur
France

Marco Gori
Universit`a di Siena\textsuperscript{1}
Universit`e C\^ote d’Azur\textsuperscript{2}
\textsuperscript{1}Italy, \textsuperscript{2}France

ABSTRACT

In the last few years, Deep Learning models have become increasingly popular. However, their deployment is still precluded in those contexts where the amount of supervised data is limited and manual labelling expensive. Active learning strategies aim at solving this problem by requiring supervision only on few unlabelled samples, which improve the most model performances after adding them to the training set. Most strategies are based on uncertain sample selection, and even often restricted to samples lying close to the decision boundary. Here we propose a very different approach, taking into consideration domain knowledge. Indeed, in the case of multi-label classification, the relationships among classes offer a way to spot incoherent predictions, i.e., predictions where the model may most likely need supervision. We have developed a framework where first-order-logic knowledge is converted into constraints and their violation is checked as a natural guide for sample selection. We empirically demonstrate that knowledge-driven strategy outperforms standard strategies, particularly on those datasets where domain knowledge is complete. Furthermore, we show how the proposed approach enables discovering data distributions lying far from training data. Finally, the proposed knowledge-driven strategy can be also easily used in object-detection problems where standard uncertainty-based techniques are difficult to apply.

1 INTRODUCTION

Deep Learning (DL) methods have achieved impressive results over the last few years in fields ranging from computer vision to machine translation (LeCun et al., 2015). Most of the research, however, focused on improving model performances, while little attention has been paid to overcome the intrinsic limits of DL algorithms (Marcus, 2018). In particular, in this work we will focus on the amount of data problem. Indeed, deep neural networks need large amounts of labelled data to be properly trained. With the advent of Big Data, sample collection does not represent an issue any more. Nonetheless, the number of supervised data in some contexts is limited, and manual labelling can be expensive and time-consuming (Yu et al., 2015). Therefore, a common situation is the unlabelled pool scenario (McCallumzy & Nigamy, 1998), where many data are available, but only some are annotated. Historically, two strategies have been devised to tackle this situation: semi-supervised learning which focus on improving feature representations by processing the unlabelled data with unsupervised techniques (Zhu & Goldberg, 2009); active learning in which the training algorithm indicates which data should be annotated to improve the most its performances. The main assumption behind active learning strategies is that there exists a subset of samples that allows to train a model with a similar accuracy as when fed with all training data. Iteratively, the model indicates the optimal samples to be annotated from the unlabelled pool. This is generally done by ranking the unlabelled samples w.r.t. a given measure and by selecting the samples associated to the highest scores. In this paper, we propose an active learning strategy that compares the predictions over the unsupervised data with the available domain knowledge and exploits the inconsistencies as an index for selecting data to be annotated. Domain knowledge can be generally expressed as First-Order Logic (FOL) clauses and translated into real-valued logic constraints by means of T-Norms (Klement et al., 2013). This formulation has been employed in the semi-supervised learning scenario to improve classifier performance by enforcing the constraints on the unsupervised data (Gnecco et al., 2015; Diligenti et al., 2017). More recently, constraints violation has been effectively used also as a metric to detect adversarial attacks (Melacci et al., 2020). To the best of our knowledge,
however, domain-knowledge (in the form of logic constraints) violation has never been used as an index in the selection process of an active learning strategy.

A straightforward intuition in active learning is that the algorithm should select the data on which model predictions significantly differ from those produced on the training data. Uncertain sample selection follows this intuition by picking the points on which, e.g., the prediction entropy is high, in contrast to the entropy on the training set which is very low. We also follow this idea by taking into consideration the violation of a given knowledge on unseen data. Indeed, while the logic constraints derived from the domain knowledge are mostly satisfied on the training data, the same does not hold outside the training distribution. To give an example, let us consider the case of Dog image recognition (Figure 1). A model may have learnt on a set of dog images where dogs’ muzzle were identifiable. However, on an image coming from an unseen distribution (e.g., a dog belonging to a different species), the model may still recognize the muzzle, but it may not recognize the dog (Figure 1, on the right). The proposed method would detect this image as requiring an annotation because it violates (among others) the logic constraint \( \forall x : \text{Muzzle}(x) \Rightarrow \text{Dog}(x) \). A main assumption of this strategy is that the model does not only output the main object in every image, but it also recognizes some properties of the object or the parts it is composed of. In other words, we define the problem as multi-label classification. Please notice that this assumption does not limit the application to the standard image-classification scenario, since also object-detection can be regarded as a multi-label classification problem (Gong et al., 2019; Zhao et al., 2020). We show that the proposed strategy outperforms the standard uncertain sample selection method, particularly in those contexts where domain-knowledge is rich. We empirically demonstrate that this is mainly due to the fact that the proposed strategy allows discovering data distributions lying far from training data, unlike uncertainty-based approaches. Neural networks, indeed, are known to be over-confident of their prediction, and they are generally unable to recognize samples lying far from the training data distribution. This issue, beyond exposing them to adversarial attacks (Szegedy et al., 2013; Goodfellow et al., 2014), prevents uncertainty-based strategies from detecting these samples as points that would require an annotation. On the contrary, even though a neural network may be confident of its predictions, the interaction between the predicted classes may still offer a way to spot out-of-the-distribution samples. As reported in the example above, a neural network may predict with high level of confidence the presence of the muzzle in the image and, as certainly, it may not recognize the dog. The missing interaction of the two classes, however, allows spotting an incoherent prediction. Finally, as anticipated above, the Knowledge-driven Active Learning (KAL) strategy can be also employed in the object-detection context where standard uncertainty-based ones are difficult to apply (Choi et al., 2021; Haussmann et al., 2020).

In Section 2, the proposed method is explained in details, with first an example on inferring the XOR operation and then contextualized in a more realistic active learning domain; the experimental results on three datasets are described in Section 3 comparing the proposed technique with a standard active learning strategy; in Section 4 the related work is briefly resumed; finally, in Section 5 some final comments on the work are reported with possible extensions and future works.

Figure 1: An example of how the proposed method works. Networks predictions on unseen data are compared with a given knowledge (in the form of FOL formulas). Knowledge violation is used as a metric to select samples (figure on the right) which require annotations in an active learning strategy. Images from the PASCAL-Part dataset (Chen et al., 2014).
2 Knowledge-driven Active Learning

In this paper, we focus on multi-label classification problems with \( c \) classes, in which each input \( x \in X \) is associated to one or more classes and \( d \) represent the input dimensionality. We also consider the case in which additional domain knowledge is available for the problem at hand, which may be represented by a set of relationships existing either between the input features \( x \) and the classes or simply among the classes. How to exploit such knowledge to select the best points for training a classifier is the main subject of this section, and it follows the principles presented in (Gori & Melacci, 2013) [Gnecco et al., 2015], [Diligenti et al., 2017]. Using domain knowledge in the selection process provides precious information to define a criterion for identifying examples on which the model requires supervision.

Let us consider the classification problem \( f : X \rightarrow Y \), where \( X \subseteq \mathbb{R}^d \) represents the feature space which may also comprehend non-structured data (e.g. input images) and \( Y \subseteq \{0,1\}^c \) is the output space composed of \( c \geq 1 \) dimensions. More precisely, we consider a vector function \( f = [f^1, \ldots, f^c] \), where each function \( f^i \) predicts the probability that \( x \) belongs to the \( i \)-th class. When considering an object-detection problem, for a given class and a given image, we consider as class membership probability the maximum score value among all predicted bounding boxes around objects belonging to that class. Formally, \( f^i(x_j) = \max_{s_h \in S^i(x_j)} s_h(x_j) \) where \( S^i(x_j) \) is the set of the confidence scores of the bounding boxes predicting the \( i \)-th class for sample \( x_j \).

Obviously, in case a certain class is not predicted in any of the bounding box, we set \( f^i(x_j) = 0 \).

By considering each \( f^i \) as a logic predicate, First-Order Logic (FOL) becomes the natural way of describing relationships between data and classes or only among the classes. Let us illustrate this with an example of the first case, \( \forall x \in X, x^1(x) \land x^2(x) \Rightarrow f(x) \), where \( x^1(x), x^2(x) \) respectively represent the logic predicates associated to the first and second feature, and meaning that when both predicates are true also the output function \( f(x) \) needs to be true. Now, let us provide an example for the second case, \( \forall x \in X, f^n(x) \land f^i(x) \Rightarrow f^u(x) \), for some \( n, z, u \), meaning that the intersection between the \( v \)-th class and the \( z \)-th class is always included in the \( u \)-th one. Let us also consider the case in which there exists \( X_s \subseteq X \), representing the portion of input data already associated to an annotation \( y_s \in Y_s \subseteq Y \). We define with \( u \) the dimensionality of the starting set of labelled data. At each iteration, a set of \( p \) samples \( \{x_1, x_2, \ldots, x_p\} = X_p \subseteq X_u \subseteq X \) is selected by the active learning strategy to be annotated, being \( X_u \) the set of (still) unlabelled input data. This process is repeated for a number of iterations \( b \), after which the training terminates.

2.1 Converting Domain-Knowledge into loss functions

The Learning from Constraints framework (Gnecco et al., 2015), (Gori & Melacci, 2013), (Diligenti et al., 2017) define a way to convert domain knowledge into logic constraints and how to use them on the learning problem. Among a variety of other type of constraints (see, e.g., Table 2 in (Gnecco et al., 2015)), it studies the process of handling FOL formulas so that they can be both injected into the learning problem (in Semi-Supervised learning) or used as a knowledge verification measure (as in (Melacci et al., 2020) and in the proposed method). Based on this assumption, an active learning strategy can detect whether the predictions made by the model on out-of-sample data are coherent with the domain knowledge or not. Going into more detail, the FOL formulas representing the domain knowledge are converted into numerical constraints using the Triangular Norms (T-Norms, (Klement et al., 2013)). These binary functions generalize the conjunction operator \( \land \) and offer a way to mathematically compute the satisfaction level of a given rule. Following the previous example, \( f^1(x) \land f^2(x) \Rightarrow f(x) \) is converted into a bilateral constraint \( \phi(f(x)) = 1 \) that, by employing the product T-Norm, is \( 1 - x^1(x)x^2(x)(1 - f(x)) = 1 \). With \( \phi(f(x)) = 1 - \phi(f(x)) \) we indicate the loss function associated to the bilateral constraints, which measures the level of satisfaction of the given constraints and has its minimum value in zero. Again, recalling the previous example, the associated loss function would be \( x^1(x)x^2(x)(1 - f(x)) \), which indeed is satisfied when either \( x^1(x) \) or \( x^2(x) \) are zeros or \( f(x) \) is approximately one. Finally, the loss function considering all the available FOL formulas \( K \) for the given problem is computed to select the points which violates most the constraints. In particular, this is done by aggregating the losses of all the corresponding constraints for all the samples \( x \in X_u \):

\[
\text{KAL} : \quad [x_1, x_2, \ldots, x_p] = \arg \max_{x \in X_u} \sum_{k} \phi_k(f(x)) \quad (1)
\]
Figure 2: A visual example on the XOR-like problem, showing the principles of the KAL strategy. We depict network predictions with different colour degrees (light colours negative predictions, dark colours positive prediction). In blue, we depict the points selected in previous iterations, in orange those selected at the current iteration. Black lines at $x^1 = 0.5$ and $x^2 = 0.5$ are reported only for visualization purposes. From left to right, the situation at the 1st, 10th and 100th iteration.

2.2 A PERFECT EXAMPLE: THE XOR-like PROBLEM

A well-known problem in machine learning is the inference of the eXclusive OR (XOR) operation. To show the working principles of the proposed approach, we propose here a variant of this experiment in which a neural network has to learn a XOR-like operation from a distribution of non-boolean samples. More in details, we sampled 10000 points from the distribution $x \in [0,1]^2$, and we assigned a label $y(x)$ as following:

$$
y(x) = \begin{cases} 1, & \text{for } 0.5 \leq x^1 < 1, 0 < x^2 \leq 0.5, \\
1, & \text{for } 0 < x^1 \leq 0.5, 0.5 \leq x^2 < 1, \\
0, & \text{otherwise}\end{cases}
$$

(2)

Also, we can express the XOR operation through a FOL formula $(x^1 \land \neg x^2) \lor (\neg x^1 \land x^2) \Leftrightarrow f[1]$. For the sake of clarity, here we drop the argument $(x)$ of the logic predicates within logic formulas. As seen before, through the T-Norm operation we can convert the logic rule into a numerical constraint, and we can calculate its violation through the loss functions:

$$
\hat{\phi}_1 = f(1 - x^1(1 - x^2))(1 - x^2(1 - x^1)), \\
\hat{\phi}_2 = (1 - f)(1 - (1 - x^1(1 - x^2))(1 - x^2(1 - x^1))),
$$

(3)

each one representing one direction of the double implication. For an automatic derivation of the loss associated to the violation of a certain rule, please refer to Marra et al. (2019). The Knowledge-driven Active Learning strategy can therefore compute for each sample the associated loss (Eq. 3) and at each iteration select the point that mostly violate them (Eq. 1).

In Fig. 2 we reported an example of the proposed strategy starting from $n = 10$ labelled data and by selecting $p = 5$ points at each iteration for a total of $k = 200$ iterations. We depicted the network predictions with different colour degrees ranging from the light beige (negative predictions) to black (positive predictions), the points selected in previous iterations in blue and the points selected at the current iteration in orange. It is easy to notice that already after 10 iterations (figure at the centre) the network has mostly learnt the correct data distribution. After 100 iterations (figure on the right), the proposed strategy has correctly selected most of the points along the decision boundaries, allowing the network to already solve the problem (accuracy $\sim 99\%$, see Sec. 3). At last, notice how the random starting points (figure on the left) did not cover all the data distributions (no blue points in the right-bottom quadrant). Nonetheless, KAL correctly selects points from the unseen distribution (orange points), since they are violating at most the given knowledge.

Practically, the predicate $x^i$ is obtained by applying a sigmoid function over the i-th feature of the input sample $x$, $\sigma(x) = \frac{1}{1 + e^{-k(x-k)}}$, where $k$ is a temperature parameter determining the steepness of the sigmoid (set to $k = 10$), and $-0.5$ is added to the argument $x$ to centre the function at 0.5.
2.3 Real-life Scenario: Partial Knowledge and Different Type of Rules

It is clear that, in the case of the XOR-like problem, the knowledge is complete, in the sense that this rule already explains the learning problem. However, the purpose of that simple experiment is only to show the potentiality of the proposed approach in integrating the available symbolic knowledge into a learning problem. In a real-life scenarios, such a situation is unrealistic, but still we might have access to some useful knowledge that may help us to solve more quickly a given learning problem. More precisely, we consider multi-label classification problems, where classes stand for concepts as much as attributes, with annotations involving several semantic levels. This is an increasingly common task in fields ranging from medical domain (Chen et al., 2019), to cultural heritage (Bobasheva et al., 2021), and fine-grained classification (Wah et al., 2011), to cite a few.

In this type of scenario and when considering a given domain-knowledge, there exists a variety of FOL-formulas to express the relations between the classes. Let us consider the classes as entities in an Entity-Relationship (ER) model (Chen, 1976). In multi-label classification, the domain knowledge generally consists of many-to-many relationships with two sets of classes, where the entities from both sets can be involved in many relationships. To translate this into a set of FOL rules, we generally make use of an implication rule between instances of the two entities. Let us consider, as an example, a Man-vs-Dog classification: we might know that one of the main object (e.g., a dog, belonging to the first set of entity) is composed of several parts (e.g., a muzzle, a body, a tail, four paws, from the second set of entities). A straightforward translation of this compositional property into a FOL rule might be \( \forall x, \text{Dog}(x) \Rightarrow \text{Muzzle}(x) \lor \text{Body}(x) \lor \text{Tail}(x) \lor \text{Paws}(x) \). However, formulating the composition in the opposite way is also formally correct, i.e., from the parts to the main object (e.g., \( \forall x, \text{Muzzle}(x) \Rightarrow \text{Dog}(x) \)). These two types of knowledge in the following will be respectively referred as type \( a \) and type \( b \) rules. When considering the previous classification problem, however, it is also true that at least a human or a dog need to be present in each image, formally \( \forall x, \text{Dog}(x) \lor \text{Man}(x) \). Finally, if the dataset is properly labelled, at least one of the object-parts needs to be present, therefore \( \forall x, \text{Head}(x) \lor \text{Arm}(x) \lor \text{Body}(x) \ldots \text{Muzzle}(x) \lor \text{Paws}(x) \lor \text{Tail}(x) \). We refer to the latter as type \( c \) and type \( d \) formulas. While some of the previously formulas may be more useful than others, we empirically discovered that we achieve the best results when all the types of formulas are given (see PASCAL-Part experiment in Sec 3.4).

2.4 Adding Diversity Sampling

As it has been anticipated in the introduction, uncertainty-based method in DL may not be very effective in case they are not paired with a diversity sampling strategy, similarly to Brinker (2003) introducing diversity in Tong & Koller (2001) margin-based approach. Also in the case of KAL this holds true, given a set of rules \( K \), the proposed method might select \( p \) samples all violating the same rule \( \delta_r(f(x)) \). Even though a neural network may need different samples to learn a novel distribution of data, picking a batch of samples belonging to the same distribution might be a poor strategy and slow down the overall training process. In order to avoid this issue, we decided to select a maximum number of samples \( r \) violating a certain rule \( k \). More precisely, we group samples \( x \in X_u \) according to the rule they violate the most, and we select a maximum number \( r \) of samples from each cluster (still following the ranking given by Eq. 1).

3 Experiments

In this work, we considered three different scenarios, comparing the proposed technique with other active learning strategies. More precisely, we evaluated the various methods on the inference of the XOR-like problem (already introduced in Section 2.2), on an image-classification scenario (on the Animals dataset), and on an object-recognition task (on the PASCAL-Part dataset (Chen et al., 2014)). In Section 3.1 we report the details regarding each experimental problems; in Section 3.2 the types of knowledge employed in the experiments is reported; in Section 3.3 the compared methods are briefly described and analysed; finally, in Section 3.4 qualitative and quantitative analysis of the different active learning strategies are reported for the three learning problems. All the experiments have been repeated three times, starting from a different weight initialization of the models. The code required to run the experiments is published on a publicly available repository and it is provided in the supplementary material. Also, a simple code example is reported in Appendix A showing how to train a model on the XOR-like problem following the KAL strategy.
3.1 Experimental Details

The problem of inferring the XOR-like operation has been already introduced in Section 3.4; it is an artificial dataset consisting of 10000 samples \( x \in X^2 \), mapped the corresponding label \( y \in Y^1 \) as in Eq. 3. A neural network \( f : X^2 \rightarrow Y^1 \) is used to solve the task. It is equipped with a single hidden layer of 100 neurons and Rectified Linear Unit (ReLU) activation, and a single output neuron with sigmoid activation. It has been trained with an AdamW optimizer (Loshchilov & Hutter, 2017) for 100 epochs at each iteration, with a learning rate \( \eta = 10^{-2} \). Standard cross-entropy loss has been used to enforce \( f \) to learn the available supervisions. By starting from \( n = 10 \) samples, we added \( p = 5 \) labelled samples at each iteration for a total of \( b = 198 \) iterations, resulting in 1000 supervisions at the last iteration. The accuracy reported in Figure 4a corresponds to the model accuracy over the whole pool of data, i.e., over both the labelled and the unlabelled samples.

For more real-life style problems, we have considered two datasets where the domain-knowledge is partial and more complex than the above XOR experiment.

The Animals’ dataset is a collection of 8287 images of animals, taken from the ImageNet database.

The task consists in the classification of 7 main classes (Albatross, Giraffe, Cheetah, Ostrich, Penguin, Tiger, Zebra) and 26 representing animal attributes (e.g., Mammal, Fly or Lay_Eggs), for a total of \( c = 33 \) classes. Images have been resized to a dimension \( d = 256 \times 256 \) pixels. A ResNet50 Convolutional Neural Network (He et al., 2015) has been employed to solve the task \( f : X^d \rightarrow Y^c \). Going into more details, a transfer learning strategy has been employed: the network \( f \) was pretrained on the ImageNet dataset and only the last fully connected layer has been trained (from scratch) on the Animals dataset. Again, an AdamW optimizer is considered with a learning rate \( \eta = 10^{-3} \) for 1000 epochs at each iteration with standard cross-entropy loss. Owing to the increased difficulty of the problem, we started with \( n = 100 \) labelled samples, and we added \( p = 50 \) samples each time for \( b = 98 \) iterations, for a total of 5000 labelled samples. For diversity sampling, at each iteration we pick a maximum of \( r = 20 \) samples violating the same rule. Since Animals is a multi-label classification problem, in Figure 4b we reported the F1 score of the model when varying the number of supervised training samples.

The PASCAL-Part dataset is composed of 10103 images of varying size, depicting objects (MAN, DOG, etc.) and object-parts (Head, Muzzle, Tail, etc.). We preprocessed the dataset following the approach of Serafini & Garcez (2016), merging specific parts into unique labels. Furthermore, we have divided original part classes describing very different objects into different classes (e.g., body to bottle-body and aeroplane-body), leading to \( c = 66 \) classes, out of which 16 are main objects. In this dataset, labels are given in the form of segmentation masks. A Faster R-CNN network (Ren et al., 2016) is trained on the bounding boxes extracted from each mask, the leftmost and highest pixels are used for the first coordinate and the opposites for the second one. Owing to the computational complexity of the task, the model has been trained for 50 epochs at each iteration, with an SGD optimizer with momentum and a learning rate schedule with an initial value \( \eta = 3 \cdot 10^{-3} \) decreasing by 0.3 every 20 epochs. In this case, we started with \( n = 500 \) labelled examples and by adding \( p = 50 \) samples for \( b = 10 \) iterations for a total of 1000 supervisions. At each iteration we pick a maximum of \( r = 5 \) samples violating the same rule. In Figure 4c we reported the growth of the mean Average Precision (mAP) of the model averaged 10 times with Intersection over Union (IoU) ranging from 0.5 to 0.95.

3.2 Employed Knowledge

As anticipated, in the XOR problem, the rule employed for the KAL strategy is \( (x^1 \land \neg x^2) \lor (\neg x^1 \land x^2) \Rightarrow f \). In the case of Animals, instead, the employed knowledge is a simple collection of 16 FOL formulas, defined by Winston & Horn (1986) as a benchmark. They involve relationships between animals and their attributes, such as \( \forall x \) Fly(x) \land Lay_Eggs(x) \Rightarrow Bird(x) \) (mostly type b) rules, following the notation introduced in Section 2.3. To this collection of rules, we have also added a type c) and a type d) rule, i.e., a mutual exclusive disjunction among the animal classes (only one animal is present in each image) and a standard disjunction over the animal attributes (each animal has more than one attribute). On the contrary, on PASCAL-Part FOL rules we have devised a set of rules covering all the types presented in Section 2.3 therefore we have type a) rules, listing the parts

\[^1\text{Animals: www.image-net.org/}\]
\[^2\text{PASCAL-Parts: http://roozbehm.info/pascal-parts/pascal-parts.html}\]
belonging to a certain object, (e.g., Motorbike(x) ⇒ Wheel(x)\(\lor\) Headlight(x)\(\lor\) Handlebar(x)\(\lor\) Saddle(x)), type b) listing all the objects in which a part can be found (e.g., Handlebar(x) ⇒ Bicycle(x)\(\lor\) Motorbike(x)), type c) rule, involving a disjunction of all the main classes and type d), involving a disjunction of all the object-parts, for a total of 62 rules employed. A complete list of the rules employed in both experiments is reported in Appendix C.

3.3 Compared methods

We compared KAL to three other active learning strategies: standard UNCERTAIN-sample selection, RANDOM selection, but also a SUPERVISED strategy, i.e., a utopian active learning strategy which consists in evaluating the supervision loss on the whole pool of the unlabelled samples. Obviously, this latter is an unfeasible active learning strategy because it would require to already have the labels of all the samples in the unlabelled pool. However, as the RANDOM selection can be regarded as a lower-bound, we can consider SUPERVISED as a possible upper-bound of the quality of an active learning strategy. More precisely, it is computed as the cross entropy between the predictions of the network \(f\) and the actual labels \(y\):

\[
s_{\text{SUPERVISED}}: [x_1, x_2, \ldots, x_p] = \text{arg max}_{x \subset X_u, y \subset Y_u} \sum_{i=1}^{c} - (y_i \cdot \log(f_i(x)) + (1 - y_i) \cdot \log(1 - f_i(x))),\]

where \(Y_u\) is the set of labels associated to the samples \(X_u\). Regarding the UNCERTAIN-sample selection, among other possibilities, we consider here the closest samples to the decision boundaries. Formally:

\[
s_{\text{UNCERTAIN}}: [x_1, x_2, \ldots, x_p] = \text{arg max}_{x \subset X_u} \|f(x) - 0.5\|,\]

where an \(L_1\) norm is employed to compute the distance from the decision boundary (0.5).

3.4 Experimental Results

For a qualitative evaluation of the proposed approach, in Figure 3 we reported the samples selected by the various strategies at the 100th iteration on the XOR task, starting from the same randomly selected samples of Figure 2. Further figures showing the training prediction at different iteration are reported in Appendix B for each of the compared methods. In this context, where the knowledge of the domain is complete, it is obvious how the proposed approach mostly selects the samples along the actual decision boundaries (i.e., \(x_1 = 0.5\) and \(x_2 = 0.5\)) and is capable of discovering data distributions that are not represented by the sting samples. This behaviour mimics the one obtained when selecting the points through the SUPERVISED technique. On the contrary, when employing UNCERTAIN sample selection, novel data distributions are difficult to discover, leading to poorer performances. Indeed, as shown in Figure 4a, UNCERTAIN sample selection requires many more points on average to fully cover all data distributions. It is also worth noticing how with RANDOM selection the model does not reach 100% accuracy even after 1000 samples, highlighting hence the need of an active learning strategy to perfectly solve this task. A similar situation is also repeated on the Animals’ classification task, as reported in Figure 4b, which analyses the growth of the F1 score.
Figure 4: a), b), c) Performance growth on the three experiments when increasing the number of labelled samples. d) Scatter plot of the model supervision loss vs the knowledge violation loss on the Animals’s problem at the 50th iteration. In orange, the point selected by the KAL strategy.

We further investigated these results analysing the correlation between the supervision loss (argument of Eq. 4) and the knowledge-violation loss (argument of Eq. 1), on the Animals’ problem. In Figure 4d, we report a scatter plot of these two metrics calculated over the unlabelled samples at the 50th training iteration. Samples selected by the KAL strategy are depicted in orange, in grey the remaining samples in the unlabelled pool. This scatter plot shows a high-level of correlation of the two distributions: on average, predictions associated with high supervision loss are also associated with high knowledge violation. In particular, we can notice that the points selected by the proposed method are on average wrong model predictions (supervision loss greater than 10). In other words, this figure suggests that knowledge violation can indeed be used as an index to select the points on which the model most likely requires supervision, validating the overall approach.

4A Faster-RCNN trained following a standard supervised learning technique on 90% of the dataset and evaluated on the remaining 10% has a test mAP $\sim 41.5\%$ after 200 epochs.
4 RELATED WORK

It has been pondered that human beings’ cognition mainly consists in two different tasks: perceiving the world and reasoning over it (Solso et al., 2005). While in humans they take place at the same times, in artificial intelligence these two tasks are separately conducted by machine learning and logic programming. It has been argued that joining these two fields (to create a so-called hybrid model) may overcome some of the most important limits of deep learning, among which the data hungry issue (Marcus, 2018). In the literature, there exists a variety of proposals aiming at this objective, ranging from Statistical Relational Learning (SRL) (Koller et al., 2007) and Probabilistic Logic Programming (De Raedt & Kimmig, 2015) which focus on integrating learning with logic reasoning, to enhanced networks focusing on relations (Santoro et al., 2017) or with external memories (Graves et al., 2016). To the best of our knowledge, however, none of these methods can be directly applied in the standard active learning scenario. On the contrary, we have shown that the learning from constraints (Gnecco et al., 2015; Diligenti et al., 2017) framework can be naturally leveraged to devise active learning strategies in context where a domain-knowledge is available.

Devising an active learning strategy is not an easy task. As previously introduced, an approach could be to simply select the points on which the model is just wrong about. Since this is obviously not possible, in the literature, two main approaches have been followed: uncertainty sampling which select the data on which the model is the least confident, possibly extended with diversity sampling which maximizes the data distribution exploration among selected samples; curriculum learning which instead focuses first on easy samples then extending the training set to incorporate more and more difficult ones while also targeting more diversity. Standard uncertain strategies consist in choosing samples that maximize the prediction entropy (Houlsby et al., 2011; Cao & Tsang, 2021), the distance from the hyperplane in SVM (Schölkopf & Cohn, 2000), or the variation ratio in Query-by-committee with ensemble methods (Buridge et al., 2007; Ducoffe & Precioso, 2017; Beluch et al., 2018). Establishing prediction uncertainty is more difficult with DL models. Indeed, they generally tend to be over-confident, particularly when employing softmax activation functions (Thulasidasan et al., 2019). Furthermore, there is no easy access to the distance to the decision boundary as for SVM, so it needs to be computed. This problem has been tackled by devising different uncertain strategies, such as employing Bayesian Neural Network with Monte Carlo Dropout (Gal et al., 2017), predicting the loss associated to each sample (Yoo & Kweon, 2019), or calculating the minimum distance required to create an adversarial example (Ducoffe & Precioso, 2018). As pointed out by Pop & Fulop (2018), however, uncertain strategy alone may choose the same categories many times and may create unbalanced datasets. In order to solve this, uncertain sample selection needs to be coupled with diversity sampling strategies. Diversity is generally obtained by preferring batches of data maximizing the mutual information between model parameters and predictions (Kirsch et al., 2019), or core-set points (Sener & Savarese, 2018), or, also, samples nearest to k-means cluster centroids (Zhdanov, 2019). At last, by considering gradient parameters with respect to the predicted category, one can compute at the same time prediction uncertainty (by selecting samples with higher gradient norm) and sample diversity (by maximizing the diversity among the selected samples gradients) (Ash et al., 2019).

5 CONCLUSIONS

In this paper we proposed an active learning strategy (KAL) driven by knowledge consistency principles. The KAL strategy inspects model predictions on unseen data to detect those violating the logic constraints. The latter are extracted from an available domain-knowledge by means of T-Norm. The performance of a model equipped with such a strategy outperforms standard uncertainty-based approaches. As future work, KAL paves the way for novel online learning methods in which the model keep learning only on those points where the knowledge is violated. The proposed approach could be refined by asking for supervision only for the predicates involved in the violated rules, reducing further the number of required labelled data and leading to a more balanced training set improving the prediction on smaller classes. At last, in case no knowledge is available on a certain problem, a first idea could be to pair the KAL strategy with the method proposed in Ciravegna et al. (2021), where FOL explanations of network predictions are extracted on training data, to continuously check whether the knowledge learnt on the training distribution is also valid on unseen data.
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A SOFTWARE

The Python code and the scripts used for the experiments, including parameter values and documentation, is freely available under Apache 2.0 Public Licence from a GitHub repository. The proposed approach requires only a few lines of code to train a model following the KAL strategy, as we sketch in the following code example (Listing 1).

Listing 1: KAL code - Example on the XOR problem.
In this appendix, we report further snapshots of the training process in Figure 5. They depict for each of the compared methods the model predictions at different iterations, similarly to what has been shown in Figure 2 for the KAL strategy (which are also reported for comparison). As it has already been noticed, UNCERTAIN is the only method unable to discover the data distribution in the right-bottom angle (for which no samples have been drawn during the initial random sampling) even after 100 iterations. Also, it is interesting to notice how the sampling selection performed by the proposed approach resembles that made by the SUPERVISED one. For the complete animations showing the evolution of the training at each iteration for each method, please check the public GitHub repository and the supplementary materials.

Figure 5: A visual example on the XOR-like problem, showing how the training evolves in each of the compared strategies. We depict network predictions with different colour degrees (light colours negative predictions, dark colours positive prediction). In blue, we depict the points selected in previous iterations, in orange those selected at the current iteration. Black lines at $x_1 = 0.5$ and $x_2 = 0.5$ are reported only for visualization purposes. From left to right, the situation at the 1st, 10th and 100th iteration.
C LIST OF EMPLOYED RULES

In each of the presented task, we need to predict a set of classes that can be associated to logic predicates. The available domain knowledge is converted into FOL formulas involving such predicates. The formulas representing the domain knowledge on the ANIMALS and PASCAL-Part dataset are reported in Table 1 and Table 2, respectively, where each predicate \( f(x) \) is indicated with a starting capital letter (e.g., \( \text{Mammal}(x) \)). Following the notation given in 2.3 rules are divided into categories.

Table 1: Domain knowledge on the Animals dataset.

| Type a and b rules: | ∀x: Hair(x) ∨ Mammal(x) |
|---------------------|--------------------------|
|                     | ∀x: Milk(x) ⇒ Mammal(x)  |
|                     | ∀x: Feather(x) ⇒ Bird(x) |
|                     | ∀x: Fly(x) ∧ LayEggs(x) ⇒ Bird(x) |
|                     | ∀x: Mammal(x) ∧ Meat(x) ⇒ Carnivore(x) |
|                     | ∀x: Carnivore(x) ∧ PointedTeeth(x) ∧ Claws(x) ∧ ForwardEyes(x) ⇒ Carnivore(x) |
|                     | ∀x: Mammal(x) ∧ Hoofs(x) ⇒ Ungulate(x) |
|                     | ∀x: Mammal(x) ∧ Cud(x) ⇒ Ungulate(x) |
|                     | ∀x: Carnivore(x) ∧ Cud(x) ⇒ Evented(x) |
|                     | ∀x: Carnivore(x) ∧ Tawny(x) ∧ DarkSpots(x) ⇒ Cheetah(x) |
|                     | ∀x: Carnivore(x) ∧ Tawny(x) ∧ BlackStripes(x) ⇒ Tiger(x) |
|                     | ∀x: Ungulate(x) ∧ LongLegs(x) ∧ LongNeck(x) ∧ Tawny(x) ∧ DarkSpots(x) ⇒ Giraffe(x) |
|                     | ∀x: Blackstripes(x) ∧ Ungulate(x) ∧ White(x) ⇒ Zebra(x) |
|                     | ∀x: Bird(x) ∧ ¬Fly(x) ∧ LongLegs(x) ∧ LongNeck(x) ∧ Black(x) ⇒ Ostrich(x) |
|                     | ∀x: Bird(x) ∧ ¬Fly(x) ∧ Swim(x) ∧ BlackWhite(x) ⇒ Penguin(x) |
|                     | ∀x: Bird(x) ∧ GoodFlyer(x) ⇒ Albatross(x) |

| Type c rule:        | ∀x: mutual_excl(Albatross(x), Giraffe(x), Cheetah(x), Ostrich(x), Penguin(x), Tiger(x), Zebra(x)) |

| Type d rule:        | ∀x: Mammal(x) ∨ Hair(x) ∨ Milk(x) ∨ Feathers(x) ∨ Bird(x) ∨ Fly(x) |
|                     | ∀ FlyEggs(x) ∨ Meat(x) ∨ Carnivore(x) ∨ PointedTeeth(x) ∨ Claws(x) ∨ ForwardEyes(x) |
|                     | ∀ Hoofs(x) ∨ Ungulate(x) ∨ Cud(x) ∨ Evented(x) ∨ Tawny(x) ∨ BlackStripes(x) |
|                     | ∀ LongLegs(x) ∨ LongNeck(x) ∨ DarkSpots(x) ∨ White(x) ∨ Black(x) ∨ Swim(x) |
|                     | ∀ BlackWhite(x) ∨ GoodFlyer(x) |
### Table 2: Domain knowledge on the PASCAL-Part dataset.

#### Type a rules:

| Rule |
|------|
| ∀v : Screen(v) ⇒ (Tvmonitor(v)) |
| ∀v : Coach(v) ⇒ (Train(v)) |
| ∀v : Torso(v) ⇒ (Person(v) ∨ Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Cat(v) ∨ Sheep(v)) |
| ∀v : Leg(v) ⇒ (Person(v) ∨ Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Cat(v) ∨ Sheep(v)) |
| ∀v : Head(v) ⇒ (Person(v) ∨ Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Cat(v) ∨ Sheep(v)) |
| ∀v : Ear(v) ⇒ (Person(v) ∨ Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Cat(v) ∨ Sheep(v)) |
| ∀v : Eye(v) ⇒ (Person(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Cat(v) ∨ Horse(v) ∨ Sheep(v)) |
| ∀v : Ebro(v) ⇒ (Person(v)) |
| ∀v : Mouth(v) ⇒ (Person(v)) |
| ∀v : Hair(v) ⇒ (Person(v)) |
| ∀v : Nose(v) ⇒ (Person(v) ∨ Dog(v) ∨ Cat(v)) |
| ∀v : Neck(v) ⇒ (Person(v) ∨ Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Cat(v) ∨ Sheep(v)) |
| ∀v : Arm(v) ⇒ (Person(v)) |
| ∀v : Muzzle(v) ⇒ (Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Sheep(v)) |
| ∀v : Hoof(v) ⇒ (Horse(v)) |
| ∀v : Tail(v) ⇒ (Horse(v) ∨ Cow(v) ∨ Dog(v) ∨ Bird(v) ∨ Sheep(v) ∨ Cat(v) ∨ Aeroplane(v)) |
| ∀v : BottleBody(v) ⇒ (Bottle(v)) |
| ∀v : Paw(v) ⇒ (Dog(v) ∨ Cat(v)) |
| ∀v : AeroplaneBody(v) ⇒ (Aeroplane(v)) |
| ∀v : Wing(v) ⇒ (Aeroplane(v) ∨ Bird(v)) |
| ∀v : Wheel(v) ⇒ (Aeroplane(v) ∨ Car(v) ∨ Bicycle(v) ∨ Bus(v) ∨ Motorbike(v)) |
| ∀v : Stern(v) ⇒ (Aeroplane(v)) |
| ∀v : Cap(v) ⇒ (Bottle(v)) |
| ∀v : Hand(v) ⇒ (Person(v)) |
| ∀v : Frontside(v) ⇒ (Car(v) ∨ Bus(v) ∨ Train(v)) |
| ∀v : Rightside(v) ⇒ (Car(v) ∨ Bus(v) ∨ Train(v)) |
| ∀v : Roofside(v) ⇒ (Car(v) ∨ Bus(v) ∨ Train(v)) |
| ∀v : Backside(v) ⇒ (Car(v) ∨ Bus(v) ∨ Train(v)) |
| ∀v : Leftside(v) ⇒ (Car(v) ∨ Train(v) ∨ Bus(v)) |
| ∀v : Door(v) ⇒ (Car(v) ∨ Bus(v)) |
| ∀v : Mirror(v) ⇒ (Car(v) ∨ Bus(v)) |
| ∀v : Headlight(v) ⇒ (Car(v) ∨ Bus(v) ∨ Train(v) ∨ Motorbike(v) ∨ Bicycle(v)) |
| ∀v : Motorbike(v) ⇒ (Wheel(v) ∨ Headlight(v) ∨ Handlebar(v) ∨ Saddle(v)) |
| ∀v : Window(v) ⇒ (Car(v) ∨ Bus(v)) |
| ∀v : Plate(v) ⇒ (Car(v) ∨ Bus(v)) |
| ∀v : Engine(v) ⇒ (Aeroplane(v)) |
| ∀v : Foot(v) ⇒ (Person(v) ∨ Bird(v)) |
| ∀v : Chainwheel(v) ⇒ (Bicycle(v)) |
| ∀v : Saddle(v) ⇒ (Bicycle(v) ∨ Motorbike(v)) |
| ∀v : Handlebar(v) ⇒ (Bicycle(v) ∨ Motorbike(v)) |
| ∀v : TrainHead(v) ⇒ (Train(v)) |
| ∀v : Beak(v) ⇒ (Bird(v)) |
| ∀v : Pot(v) ⇒ (Potteplant(v)) |
| ∀v : Plant(v) ⇒ (Pottedplant(v)) |
| ∀v : Horn(v) ⇒ (Cow(v) ∨ Sheep(v)) |

#### Type b rules:

| Rule |
|------|
| ∀v : Tvmonitor(v) ⇒ (Screen(v)) |
| ∀v : Train(v) ⇒ (Coach(v) ∨ Leftside(v) ∨ TrainHead(v) ∨ Headlight(v) ∨ Frontside(v) ∨ Rightside(v) ∨ Backside(v) ∨ Roofside(v)) |
| ∀v : Person(v) ⇒ (Torso(v) ∨ Leg(v) ∨ Head(v) ∨ Ear(v) ∨ Eye(v) ∨ Ebro(v) ∨ Mouth(v) ∨ Hair(v) ∨ Nose(v) ∨ Neck(v) ∨ Arm(v) ∨ Hand(v) ∨ Foot(v)) |
| ∀v : Horse(v) ⇒ (Head(v) ∨ Ear(v) ∨ Muzzle(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Hoof(v) ∨ Tail(v) ∨ Eye(v)) |
| ∀v : Cow(v) ⇒ (Head(v) ∨ Ear(v) ∨ Eye(v) ∨ Muzzle(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Tail(v) ∨ Horn(v)) |
| ∀v : Bottle(v) ⇒ (BottleBody(v) ∨ Cap(v)) |
| ∀v : Dog(v) ⇒ (Head(v) ∨ Ear(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Paw(v) ∨ Eye(v) ∨ Muzzle(v) ∨ Nose(v) ∨ Tail(v)) |
| ∀v : Aeroplane(v) ⇒ (AeroplaneBody(v) ∨ Wing(v) ∨ Wheel(v) ∨ Sternum(v) ∨ Engine(v) ∨ Tail(v)) |
| ∀v : Car(v) ⇒ (Frontside(v) ∨ Rightside(v) ∨ Leftside(v) ∨ Door(v) ∨ Mirror(v) ∨ Headlight(v) ∨ Wheel(v) ∨ Window(v) ∨ Plate(v) ∨ Roofside(v) ∨ Backside(v) ∨ Leftside(v)) |
| ∀v : Bus(v) ⇒ (Plate(v) ∨ Frontside(v) ∨ Rightside(v) ∨ Door(v) ∨ Mirror(v) ∨ Headlight(v) ∨ Window(v) ∨ Wheel(v) ∨ Leftside(v) ∨ Backside(v) ∨ Roofside(v)) |
| ∀v : Bicycle(v) ⇒ (Wheel(v) ∨ Chainwheel(v) ∨ Saddle(v) ∨ Handlebar(v) ∨ Headlight(v)) |
| ∀v : Bird(v) ⇒ (Head(v) ∨ Eye(v) ∨ Beak(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Foot(v) ∨ Tail(v) ∨ Wing(v)) |
| ∀v : Cat(v) ⇒ (Head(v) ∨ Ear(v) ∨ Eye(v) ∨ Nose(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Paw(v) ∨ Tail(v)) |
| ∀v : Motorbike(v) ⇒ (Wheel(v) ∨ Headlight(v) ∨ Handlebar(v) ∨ Saddle(v)) |
| ∀v : Sheep(v) ⇒ (Head(v) ∨ Ear(v) ∨ Eye(v) ∨ Muzzle(v) ∨ Torso(v) ∨ Neck(v) ∨ Leg(v) ∨ Tail(v) ∨ Horn(v)) |
| ∀v : Pottedplant(v) ⇒ (Pot(v) ∨ Plant(v)) |

#### Type c rules:

| Rule |
|------|
| ∀v : Tvmonitor(v) ∨ Train(v) ∨ Person(v) ∨ Boat(v) ∨ Horse(v) ∨ Cow(v) ∨ Bottle(v) ∨ Dog(v) ∨ Aeroplane(v) ∨ Car(v) ∨ Bus(v) ∨ Bicycle(v) ∨ Table(v) ∨ Chain(v) ∨ Bird(v) ∨ Cat(v) ∨ Motorbike(v) ∨ Sheep(v) ∨ Sofa(v) ∨ Pottedplant(v) |

#### Type d rules:

| Rule |
|------|
| ∀v : Screen(v) ∨ Coach(v) ∨ Torso(v) ∨ Leg(v) ∨ Head(v) ∨ Ear(v) ∨ Eye(v) ∨ Ebro(v) ∨ Mouth(v) ∨ Hair(v) ∨ Nose(v) ∨ Neck(v) ∨ Arm(v) ∨ Muzzle(v) ∨ Hoof(v) ∨ Tail(v) ∨ BottleBody(v) ∨ Paw(v) ∨ AeroplaneBody(v) ∨ Wing(v) ∨ Plane(v) ∨ Roofside(v) ∨ Backside(v) ∨ Leftside(v) ∨ Engine(v) ∨ Foot(v) ∨ Chainwheel(v) ∨ Saddle(v) ∨ Handlebar(v) ∨ TrainHead(v) ∨ Beak(v) ∨ Pot(v) ∨ Plant(v) ∨ Horn(v) |