BALLISTIC TRANSPORT IN PERIODIC AND RANDOM MEDIA
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Abstract. We prove ballistic transport of all orders, that is, \( \|x^m e^{-itH}\psi\| \asymp t^m \), for the following models: the adjacency matrix on \( \mathbb{Z}^d \), the Laplace operator on \( \mathbb{R}^d \), periodic Schrödinger operators on \( \mathbb{R}^d \), and discrete periodic Schrödinger operators on periodic graphs. In all cases we give the exact expression of the limit of \( \|x^m e^{-itH}\psi\|/t^m \) as \( t \to +\infty \). We then move to universal covers of finite graphs (these are infinite trees) and prove ballistic transport in mean when the potential is lifted naturally, giving a periodic model, and when the tree is endowed with random i.i.d. potential, giving an Anderson model. The limiting distributions are then discussed, enriching the transport theory. Some general upper bounds are detailed in the appendix.

1. Introduction

1.1. Background. Ballistic motion is a dynamical property found in certain delocalized Schrödinger operators.

Broadly speaking, in considering a Schrödinger operator, say \( H = -\Delta + V \) on \( L^2(\mathbb{R}^d) \), we can understand localization in some spectral interval \( I \) in three senses: (a) Spectral localization means that \( \sigma(H) \cap I \) is pure point. (b) Exponential localization means that moreover the eigenfunctions decay exponentially. (c) Dynamical localization means that states initially localized in a bounded domain will not leave this domain much as time goes on.

The opposite regime of delocalization is similarly understood in three senses: (a’) spectrally, one expects absolutely continuous (AC) spectrum, (b’) spatially, the (generalized) eigenfunctions may ideally be equidistributed in some sense, (c’) dynamically, one expects the wave packets to spread on the space as time goes on.

The RAGE theorem establishes some links between spectral and dynamical (de)localization. Recall that if \( \psi_0 \in L^2(\mathbb{R}^d) \) is some initial state of the system, then \( e^{-itH}\psi_0 \) describes the state of the system at time \( t \). Now define the following subspaces of \( \mathcal{H} := L^2(\mathbb{R}^d) \):

\[
\mathcal{H}_p := \overline{\text{span}\{\text{eigenvectors of } H\}} \quad \text{and} \quad \mathcal{H}_c := \mathcal{H}_p^\perp.
\]

The RAGE theorem (see [29, Section 5.2]) asserts that

\[
f \in \mathcal{H}_p \iff \forall \varepsilon > 0 \exists K \subset \mathbb{R}^d \text{ compact s.t. } \sup_{t \in \mathbb{R}} \| \chi_K e^{-itH}f \| \leq \varepsilon,
\]

\[
f \in \mathcal{H}_c \iff \forall K \subset \mathbb{R}^d \text{ compact}: \lim_{T \to +\infty} \frac{1}{T} \int_0^T \| \chi_K e^{-itH}f \|^2 dt = 0.
\]

Hence: (i) A state is in the pure point space \( \mathcal{H}_p \) iff at all times, most of its mass lies within a fixed compact set. (ii) A state is in the continuous space \( \mathcal{H}_c \) iff its time evolution escapes (in average) from any compact set, after sufficient time has passed.
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Exploring further the dynamical aspects of delocalization, a common object of study is the mean square displacement \( r^2(t) := \| x e^{-itH} \|_2^2 \). In presence of AC spectrum, i.e., if the absolutely continuous subspace \( \mathcal{H}_{ac} \) is nontrivial, one can deduce from the RAGE theorem\(^1\) that 
\[
\lim_{t \to \infty} \| x^n e^{-itH} \| = \infty \quad \text{for any } f \in \mathcal{H}_{ac}, f \neq 0.
\]

In this article we are interested in the rate of this divergence. It is known that \( r^2(t) \leq t^2 \), see Theorem A.4 for a more general result. The operator exhibits ballistic transport if we also have \( r^2(t) \geq t^2 \), at least in a time-averaged sense.

Here we discuss several models that exhibit the exact ballistic rate, that is, \( \| x^n e^{-itH} \| \asymp t^n \) for \( f \in \mathcal{H}_{ac}, f \neq 0 \) and all \( m \geq 1 \).

1.2. Contents. Our aim is to provide a comprehensive outlook of various techniques to prove ballistic motion for different models.

In Section 2 we establish ballistic transport for the adjacency matrix on \( \mathbb{Z}^d \) (Section 2.1), followed by the Laplace operator on \( \mathbb{R}^d \) (Section 2.2). This is of course folklore, however we are not aware of references computing the exact limit of \( \| x^n e^{-itH} \| / t^{2n} \) as \( t \to +\infty \).

Then, in Section 3.1, we move on to Schrödinger operators with periodic potential on \( \mathbb{R}^d \), extending the result of [5] to all \( m \). After that, in Section 3.2, we proceed to the less studied discrete periodic Schrödinger operators on periodic graphs. This includes the hexagonal lattice, face-centered and body-centered cubic lattices, and a lot more. For these models we establish ballistic motion, assuming \( \psi \) has a nontrivial AC component, i.e., its spectral projection onto \( \mathcal{H}_{ac} \) is nontrivial.

In Section 4 we move to infinite trees that enjoy some form of periodicity. More specifically, we consider a finite graph \( G \) endowed with some potential \( V \), then consider the universal cover \( \mathcal{T} = \hat{G} \) endowed with the naturally lifted potential in Section 4.2. We proceed afterwards to replace such lifted potentials by random i.i.d. potentials in Section 4.3, which gives an Anderson model.

For both models (periodic and random) we establish ballistic transport in mean, that is, we consider \( 2 \eta \int_0^{\infty} e^{-2\eta t} \| |x|^{3/2} x e^{-itH} \psi(x) \|_2^2 \, dt \), instead, with \( \eta \downarrow 0 \). The periodic result follows, the random result appeared before in the special case of the \( d \)-regular tree in [1, 17].

In Section 5 we refine our results for the periodic models of Section 3 by studying the limiting distribution of \( \chi_{x} / t \when \chi_{x} \) has distribution \( e^{-itH} \psi(x) \|_2^2 \) and \( \psi \) is normalized. Note that if \( \nu_{\psi}^{c} \) is the distribution of \( \chi_{x} / t \), then ballistic motion is merely the statement that the second moment 
\[
\lim_{t \to +\infty} \mathbb{E}_{\nu_{\psi}^{c}}(x^2) = 0.
\]

Here we actually compute the nontrivial limit \( \nu_{\psi}^{c} \) of the measures \( \nu_{\psi}^{c} \) as \( t \to +\infty \). This gives a richer understanding of the transport theory; in particular, this gives an expression for the limit 
\[
\lim_{t \to +\infty} \mathbb{E}_{\nu_{\psi}^{c}}(f) = \mathbb{E}_{\nu_{\psi}}(f) \quad \text{for any continuous } f.
\]

Appendix A contains complete proofs of the ballistic upper bounds, which is well-known [24] for \( m = 1, 2 \). We also prove some differentiability results for the moments in the Heisenberg picture, i.e., for the maps \( t \to \psi e^{itH} x^n e^{-itH} \), which are needed in the text.

To conclude this introduction we refer to the beautiful paper [22] for finer interplay between the spectral measures and quantum dynamics. We also mention the recent papers [9, 14] which prove ballistic transport for quasiperiodic Schrödinger operators, under certain conditions.

2. The free Laplacian

2.1. Discrete case. We consider the integer lattice \( \mathbb{Z}^d \) and the space \( \ell^2(\mathbb{Z}^d) \) of square summable sequences \( \psi: \mathbb{Z}^d \to \mathbb{C} \) equipped with the scalar product \( \langle \phi, \psi \rangle := \sum_{n \in \mathbb{Z}^d} \phi(n) \overline{\psi(n)} \). On the other

\(^1\)It is known [29] that for \( f \in \mathcal{H}_{ac}, (1.2) \) strengthens to the fact that 
\[
\lim_{t \to +\infty} \| x K e^{-itH} f \| = 0.
\]

This implies that 
\[
\lim_{t \to +\infty} \| x K e^{-itH} f \| = \inf_{t \to +\infty} \| e^{-itH} f \|. \]

Taking \( K = \Lambda_r := \{ |x| \leq r \} \), we thus get 
\[
\lim_{t \to +\infty} \| x^n e^{-itH} f \| \geq \lim_{t \to +\infty} r^n \| x K e^{-itH} f \| = r^n \| f \|. \]

As \( r \) is arbitrary, this shows 
\[
\lim_{t \to +\infty} \| x^n e^{-itH} f \| = \infty.
\]
hand we consider the torus $\mathbb{T}^d = \mathbb{R}^d / \langle 2\pi \mathbb{Z} \rangle^d = [0, 2\pi)^d$ and the space $L^2(\mathbb{T}^d)$ of square integrable functions $f: \mathbb{T}^d \to \mathbb{C}$ equipped with the scalar product $(f, g) := \int_{\mathbb{T}^d} f(\theta)g(\theta) d\theta$. The Fourier transform $\mathcal{F}: L^2(\mathbb{T}^d) \to \ell^2(\mathbb{Z}^d)$ is defined by
\[
(\mathcal{F}f)(n) := \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} f(\theta) e^{-in\cdot\theta} d\theta = \{\epsilon_n, f\},
\]
where $\epsilon_n(\theta) := \frac{e^{in\cdot\theta}}{\sqrt{2\pi}}$. In particular, $\mathcal{F}\epsilon_n = \delta_n$ where $\{\delta_n\}_{n \in \mathbb{Z}^d}$ is the standard Hilbert basis of $\ell^2(\mathbb{Z}^d)$. The inverse Fourier transform $\mathcal{F}^{-1}: \ell^2(\mathbb{Z}^d) \to L^2(\mathbb{T}^d)$ is given by
\[
[\mathcal{F}^{-1}(\psi)](\theta) = \hat{\psi}(\theta) = \frac{1}{(2\pi)^d} \sum_{n \in \mathbb{Z}^d} \psi(n) e^{in\cdot\theta} = \sum_{n \in \mathbb{Z}^d} \psi(n) \epsilon_n(\theta).
\]

In this section we consider the adjacency matrix $\mathcal{A}$ acting in $\ell^2(\mathbb{Z}^d)$, that is,
\[
(\mathcal{A}\psi)(n) = \sum_{w \sim n} \psi(w) = \sum_{j=1}^d (\psi(n - \epsilon_j) + \psi(n + \epsilon_j))
\]
where $\{\epsilon_j\}_{j=1}^d$ is the standard basis of $\mathbb{Z}^d$ and $w \sim v$ means that the vertices $v, w \in \mathbb{Z}^d$ are nearest neighbors. By Fourier transform $\psi(n - \epsilon_j) + \psi(n + \epsilon_j)$ becomes $(\delta_j + e^{-i\theta_j})\psi(\theta)$. So $\hat{\mathcal{A}} = \mathcal{F}^{-1} \mathcal{A} \mathcal{F}$ is the operator of multiplication by $\phi(\theta) := \sum_{j=1}^d 2\cos \theta_j$ in $L^2(\mathbb{T}^d)$ and the spectrum of $\mathcal{A}$ is absolutely continuous: $\sigma(\mathcal{A}) = \sigma_{ac}(\mathcal{A}) = [-2d, 2d]$.

Given $n \in \mathbb{Z}^d$, $\psi: \mathbb{Z}^d \to \mathbb{C}$, and $m \in \mathbb{N}$, let $n^m\psi: \mathbb{Z}^d \to \mathbb{C}^d$ denote the map defined by $n^m\psi(n) := (n_1^m\psi(n), \ldots, n_d^m\psi(n))$.

**Theorem 2.1.** For any $\psi \in \ell^2(\mathbb{Z}^d)$ with $\|n^m\psi\| < \infty$, $m \in \mathbb{N}$ we have
\[
\lim_{t \to +\infty} \frac{\|n^m e^{it\mathcal{A}}\psi\|^2}{t^{2m}} = \left(\frac{2m}{m}\right) \|\psi\|^2 + \sum_{q=0}^{m-1} \left(\frac{2m}{q}\right) (-1)^{q+m} \langle \psi, S_{2m-2q}\psi \rangle,
\]
where $S_k \psi(n) := \sum_{j=1}^d (\psi(n - k\epsilon_j) + \psi(n + k\epsilon_j))$ is a $k$-step adjacency matrix.

Moreover, this limit is $>0$ if $\psi \neq 0$ and we have the upper bound
\[
\lim_{t \to +\infty} \frac{\|n^m e^{it\mathcal{A}}\psi\|^2}{t^{2m}} \leq 4^m d \|\psi\|^2.
\]

This somehow suggests that $\frac{e^{-i\mathcal{A}t}n^m e^{it\mathcal{A}}}{t^{2m}}$ converges weakly to the bounded operator $d\left(\frac{2m}{m}\right) I_d + \sum_{q=0}^{m-1} \left(\frac{2m}{q}\right) (-1)^{q+m} S_{2m-2q}$.

**Proof.** Denote $\psi_t := e^{it\mathcal{A}}\psi$. We first prove that $\|n^m \psi_t\| < \infty$ implies $\|n^m \psi_t\| < \infty$ for any $t \geq 0$.

By Fourier transform $n^m \psi = D^m \hat{\psi}$ where $D^m := (-i)^m (\partial_{\theta_1}^m, \ldots, \partial_{\theta_d}^m)$. So $\|n^m \psi\| < \infty$ means $\hat{\psi} \in H^m(\mathbb{T}^d)$. Moreover, since $\mathcal{A}$ is the operator of multiplication by $\phi(\theta) = \sum_{j=1}^d 2\cos \theta_j$ it leaves invariant $H^m(\mathbb{T}^d)$ and similarly for $e^{it\mathcal{A}} = e^{it\hat{\mathcal{A}}}$. So $\psi_t = e^{it\mathcal{A}} \psi \in H^m(\mathbb{T}^d)$ and $n^m \psi_t = D^m \psi_t \in L^2(\mathbb{T}^d)$ which means that $n^m \psi_t \in \ell^2(\mathbb{Z}^d)$.

The limit in (2.1) is strictly positive if $\psi \neq 0$ as a consequence of (2.6) below. We then show how formula (2.1) implies the upper bound (2.2) which is a slight improvement over the general bound (A.8) of Appendix A. By using $\|S_k\| \leq 2d$ to estimate the right-hand side of (2.1) we get
\[
\lim_{t \to +\infty} \frac{\|n^m e^{it\mathcal{A}}\psi\|^2}{t^{2m}} \leq \left(\frac{2m}{m}\right) + 2d \sum_{q=0}^{m-1} \left(\frac{2m}{q}\right) \|\psi\|^2 = \left(\frac{2m}{d}\right) \sum_{q=0}^{m-1} \left(\frac{2m}{q}\right) \|\psi\|^2 = (1 + 1)^{2m} d \|\psi\|^2.
\]
Now we give the proof of formula (2.1). Let \( \psi_t := e^{itA}\psi \) be as above. Since \( \tilde{A} \) is the operator of multiplication by \( \phi(\theta) := 2\sum_{j=1}^{d} \cos \theta_j \), we have
\[
\tilde{n}^{m}\tilde{\psi}_t = D^{m}\tilde{\psi}_t = D^{m}(e^{it\tilde{A}}\tilde{\psi}) = D^{m}(e^{it\phi}\tilde{\psi}).
\]
In particular,
\[
\|n^{m}e^{itA}\psi\|_{L^{2}(\mathbb{Z}^{d})} = \|D^{m}(e^{it\phi}\tilde{\psi})\|_{L^{2}(\mathbb{R}^{d})}. \tag{2.3}
\]

By Leibniz,
\[
\partial_{\theta}^{m}(e^{it\phi(\theta)}\tilde{\psi}(\theta)) = \sum_{r=0}^{m} \binom{m}{r} \partial_{\theta}^{m-r}e^{it\phi(\theta)}\partial_{\theta}^{r}\tilde{\psi}(\theta). \tag{2.4}
\]
Clearly the leading term in \( t \) is for \( r = m \) and we have
\[
\partial_{\theta}^{m}e^{it\phi(\theta)} = (-2it\sin \theta_{j})^{m}e^{it\phi(\theta)} + O(t^{m-1}) \tag{2.5}
\]
for some \( O(t^{m-1}) \) which can be made explicit. Since \( \tilde{\psi} \in H^{m}(\mathbb{T}^{d}) \), we deduce from (2.3)-(2.5) that
\[
\|n^{m}e^{itA}\psi\|^{2} = 4^{m}t^{-2m} \sum_{j=1}^{d} \|(\sin \theta_{j})^{m}\tilde{\psi}\|^{2} + O(t^{2m-1}). \tag{2.6}
\]

Now we observe that
\[
(\sin \theta)^{2m} = \frac{(e^{i\theta} - e^{-i\theta})^{2m}}{(2)^{2m}} = \frac{(-1)^{m} \sum_{q=0}^{2m} \binom{2m}{q} e^{iq\theta} e^{-i(2m-q)}(-1)^{2m-q}}{4^{m}}.
\]
Using \((-1)^{2m-q} = (-1)^{q}\) and \(\binom{2m}{q} = \binom{2m}{q}\), we thus have
\[
4^{m}(\sin \theta)^{2m} = \binom{2m}{m} + \sum_{q=0}^{m-1} \binom{2m}{q}(-1)^{q+m}(2\cos(2m-2q)\theta).
\]

Recall that \( \ell^{2}(\mathbb{Z}^{d}) \rightarrow \ell^{2}(\mathbb{Z}^{d}) \) is defined by
\[
(S_{k}\psi)(n) := \sum_{j=1}^{d} (\psi(n - k\epsilon_{j}) + \psi(n + k\epsilon_{j})).
\]

By Fourier transform \( \psi(n - k\epsilon_{j}) + \psi(n + k\epsilon_{j}) \) becomes \( (e^{ik\theta_{j}} + e^{-ik\theta_{j}})\tilde{\psi} \). So \( \tilde{S}_{k} := \mathcal{F}^{-1}S_{k}\mathcal{F} \) is the operator of multiplication by the function \( \phi_{k} \) in \( L^{2}(\mathbb{T}^{d}) \), with \( \phi_{k}(\theta) := \sum_{j=1}^{d} 2\cos k\theta_{j} \). It follows that
\[
4^{m} \sum_{j=1}^{d} \|(\sin \theta_{j})^{m}\tilde{\psi}\|^{2} = \left\langle \hat{\psi}, 4^{m} \sum_{j=1}^{d} (\sin \theta_{j})^{2m}\hat{\psi} \right\rangle
\]
\[
= d \binom{2m}{m} \|\hat{\psi}\|^{2} + \sum_{q=0}^{m-1} \binom{2m}{q}(-1)^{q+m}\langle \hat{\psi}, \phi_{2m-2q}\hat{\psi} \rangle
\]
\[
= d \binom{2m}{m} \|\hat{\psi}\|^{2} + \sum_{q=0}^{m-1} \binom{2m}{q}(-1)^{q+m}\langle \hat{\psi}, \tilde{S}_{2m-2q}\hat{\psi} \rangle
\]
\[
= d \binom{2m}{m} \|\hat{\psi}\|^{2} + \sum_{q=0}^{m-1} \binom{2m}{q}(-1)^{q+m}\langle \hat{\psi}, \tilde{S}_{2m-2q}\hat{\psi} \rangle.
\]
Recalling (2.6), dividing by \( t^{2m} \) and taking \( t \to +\infty \), we obtain the statement. \( \square \)
Remark 2.2. For $m = 1$ we get $\lim_{t \to +\infty} \frac{\|u^{it\Delta} \psi\|^2}{t^2} = 2d \|\psi\|^2 - \langle \psi, S_2 \psi \rangle$. In particular a bound like $\|u^{it\Delta} \psi\| \geq Ct\|\psi\|$ cannot be valid for a positive constant $C$ independent of $\psi$. In fact, let $d = 1$. Consider $\psi = (\psi_j)$ given by $\psi_1 = \cdots = \psi_n = \frac{1}{\sqrt{n}}$ and $\psi_j = 0$ otherwise. Then $\|\psi\|^2 = 1$ and $\sum_j \psi_j \psi_{j+2} = \psi_1 \psi_3 + \cdots + \psi_{n-2} \psi_n + \psi_{n-1} \psi_{n+1} + \psi_n \psi_{n+2} = \frac{1}{n} + \cdots + \frac{1}{n} + 0 + 0 = \frac{n-2}{n}$. So in this case the limit is $2(1 - \frac{n-2}{n}) = \frac{4}{n}$, which can get arbitrarily small while conserving $\|\psi\| = 1$.

2.2. Continuous case. Consider now the case of the Laplacian $\Delta$ on Euclidean space $\mathbb{R}^d$. The space $L^2(\mathbb{R}^d)$ is equipped with the scalar product $\langle \phi, \psi \rangle := \int_{\mathbb{R}^d} \phi(x)\overline{\psi(x)}dx$ and the Fourier transform $\mathcal{F}: L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is defined by

$$\mathcal{F}(\psi)(y) \equiv \hat{\psi}(y) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \psi(x)e^{-iy \cdot x}dx.$$\nonumber

For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ we denote $x^k := (x_1^k, \ldots, x_d^k)$ and $x^k \psi(x) := (x_1^k \psi(x), \ldots, x_d^k \psi(x))$. Let also $D^k := (-i)^k(\partial_{x_1}^k, \ldots, \partial_{x_d}^k)$ and $\Delta := \partial_{x_1}^2 + \cdots + \partial_{x_d}^2$.

**Theorem 2.3.** Assume $\psi \in L^2(\mathbb{R}^d)$ satisfies $\sum_{k=0}^m \|x^{m-k} D^k \psi\|^2 < \infty$. Then

$$\lim_{t \to +\infty} \frac{\|x^m e^{it\Delta} \psi\|^2}{t^{2m}} = 4^m \|D^m \psi\|^2.$$\nonumber

Let $\mathbf{m} = (m_1, \ldots, m_d)$, $m := \max\{m_1, \ldots, m_d\}$, and $x^m := (x_1^{m_1}, \ldots, x_d^{m_d})$. The proof shows more generally that

$$\lim_{t \to +\infty} \frac{\|x^m e^{it\Delta} \psi\|^2}{t^{2m}} = 4^m \sum_{1 \leq j \leq d} \|D_{x_j}^m \psi\|^2.$$\nonumber

**Proof.** Using the Fourier transform one sees that

$$e^{it\Delta} \psi(x) = \frac{e^{ix \cdot y/4t}}{(4\pi t)^{d/2}} \int_{\mathbb{R}^d} e^{iy \cdot x/4t} \psi(y)e^{-iy \cdot x/2t}dy,$$\nonumber

see, e.g., [29, Section 7.4, (7.43)]. Denoting $\phi_t(y) := e^{iy \cdot x/4t} \psi(y)$, this can be written as

$$e^{ix \cdot y/4t} \phi_t(x) = \frac{e^{ix \cdot y/4t}}{(2t)^{d/2}} \phi_t \left( \frac{x}{2t} \right).$$\nonumber

Thus,

$$\|x^m e^{it\Delta} \psi\| = \frac{1}{(2t)^{d/2}} \|x^m \phi_t \left( \frac{x}{2t} \right)\| = (2t)^m \frac{1}{(2t)^{d/2}} \|x^{m_1} \phi_t \left( \frac{x}{2t} \right)\| = (2t)^m \|D^m \phi_t\| = (2t)^m \|D^m \phi\|.$$\nonumber

By Leibniz formula,

$$\partial_y^m \phi_t(y) = \sum_{k=0}^m \binom{m}{k} \partial_{y^k}^{m-k} e^{iy \cdot y/4t} \partial_{y^k}^{m} \psi(y) = e^{iy \cdot y/4t} \partial_y^m \psi(y) + O(t^{-1}).$$\nonumber

The error term $O(t^{-1})$ depends on $\psi$ and its derivatives. It can be made explicit as follows. The Faà di Bruno formula implies that

$$\partial_y^r e^{iy \cdot y/4t} = e^{iy \cdot y/4t} \sum_{r=0}^{|y/2|} \binom{|y/2|}{r} \frac{y!}{(2r)!} i^{p-r} \partial_y^{p-r} \partial_y^r.$$\nonumber
Thus,

\[ O_\psi(t^{-1}) = e^{iy/4t} \sum_{k=0}^{m-1} \left( \frac{(m-k)\lambda}{k!} \right) \sum_{r=0}^{m-k-r} \frac{1}{2^{m-k-r-r}r!} y_j^{m-k-2r} \partial_{y_j}^r \psi(y). \]

By (2.8) and for any \( x \), \(|\partial_{x_j}^m \psi(x)| \to |\partial_{x_j}^m \psi(x)| \) as \( t \to +\infty \). The explicit form of \( O_\psi(t^{-1}) \) and our assumption \( \sum_{k=0}^{m} x^{m-k} D^k \psi \) does not exist.

### Remark 2.4
The regularity of \( \psi \) above is important. In fact, as shown in [24, p. 294] for \( d = 1 \), the function \( \psi(x) = \sqrt{2|x|e^{-|x|}} \) satisfies \( \|x^2 e^{i\Delta t} \psi\|^2 = \langle e^{i\Delta t} \psi, x^4 e^{i\Delta t} \psi \rangle = +\infty \) for any \( t > 0 \). Note that here \( D^2 \psi \) does not exist.

### 3. Periodic operators in Euclidean space

#### 3.1. Continuous case
Consider \( H = H_0 + V = -\Delta + V \) on \( L^2(\mathbb{R}^d) \) with \( V \) a periodic potential. We assume \( V \in C^{m-1}(\mathbb{R}^d) \) and its partial derivatives of order \( < m \) are bounded. Denote as above \( D := -i\nabla_x = -i(\partial_{x_1}, \ldots, \partial_{x_d}) \).

Recall the direct integral notations. If \( (M, dm) \) is some measure space and \( \mathfrak{h} \) a Hilbert space, its direct integral over \( M \) is the Hilbert space \( \mathcal{H} \) defined by

\[ \mathcal{H} = \int_M \mathfrak{h} \, dm := \mathcal{L}^2(M, dm; \mathfrak{h}), \quad (f, g)_{\mathcal{H}} := \int_M \langle f_m, g_m \rangle_{\mathfrak{h}} \, dm, \tag{3.1} \]

where \( f = (f_m)_{m \in M} \) and \( g = (g_m)_{m \in M} \). Moreover, a measurable family \( (A(m))_{m \in M} \) of operators in \( \mathfrak{h} \) defines an operator \( A \) in \( \mathcal{H} \) by

\[ A = \int_M A(m) \, dm, \quad (Af)_m = A(m)f_m. \tag{3.2} \]

For definiteness we assume the potential is \((2\pi\mathbb{Z})^d\)-periodic. Let \( T_d^d := \mathbb{R}^d/(2\pi\mathbb{Z})^d = [0, 2\pi)^d \) and \( T_d^d :\mathbb{R}^d/\mathbb{Z}^d = [0, 1)^d \). We define an operator

\[ U : L^2(\mathbb{R}^d) \to \int_{T_d^d} L^2(T_d^d) d\theta, \quad \psi \mapsto (U\psi)_{\theta} \in \mathcal{L}^2(T_d^d) \]

by setting

\[ (U\psi)_{\theta}(x) := \sum_{n \in \mathbb{Z}^d} e^{-i\theta \cdot (x+2\pi n)} \psi(x+2\pi n) \tag{3.3} \]

for each \( \theta \in T_d^d \) and \( x \in T_d^d \subset \mathbb{R}^d \). So we indeed have \( (U\psi)_{\theta} \in L^2(T_d^d) \). This operator \( U \) is unitary and we have (see proof below)

\[ UHU^{-1} = \int_{T_d^d} H(\theta) d\theta \tag{3.4} \]

where \( H(\theta) = (D + \theta) \cdot (D + \theta) + V \) on \( L^2(T_d^d) \) with form domain \( H^1(T_d^d) \). This means \( H(\theta) = \sum_{j=1}^{d} (-i\partial_{x_j} + \theta_j)^2 + V \). We prefer to denote \( D \cdot D \) rather than \( D^2 \) to avoid confusing with the notation \( D^m = (-i)^m (\partial_{x_1}^m, \ldots, \partial_{x_d}^m) \) from the previous section.

Here \( H(\theta) \) has compact resolvent and

\[ H(\theta) = \sum_{n=1}^{\infty} E_n(\theta) P_n(\theta), \]

where \( E_n(\theta) \) are the eigenvalues of \( H(\theta) \) and \( P_n(\theta) \) are the corresponding eigenspaces. The eigenvalues are bounded by \( \lambda_{n, \max} = \sup_{\theta} \{ \lambda_{n}(\theta) \} \) for each \( n \).
where \( E_n(\theta) \) are its eigenvalues in non-decreasing order and \( P_n(\theta) \) are the corresponding eigenprojections. Moreover, for every \( n \), the following set has full Lebesgue measure in \( \mathbb{T}^d_* \):
\[
S_n := \{ \theta \in \mathbb{T}^d_* : P_n(\theta) \text{ and } E_n(\theta) \text{ are smooth at } \theta, \text{ and } \nabla \theta E_n(\theta) \neq 0 \}.
\]
These facts are standard, see \cite{30, Theorems 1 and 2} or \cite{6, Proposition 10.11}. For the last assertion, note that \( E_n(\theta) \) is non-constant and analytic outset a nullset \cite{30}, so all its partial derivatives are analytic, and the zero set of each \( \partial \theta_j E_n(\theta) \) has measure zero \cite[Lemma 5.22]{21}.

**Proof of (3.4).** For future use we prove (3.4). We have for \( \phi \in \mathcal{S}(\mathbb{R}^d) \),
\[
\left( \left( \int_{\mathbb{T}^d_*} Dd\theta \right) \phi \right)_\theta(x) := D(\phi)\theta(x)
= \sum_{n \in \mathbb{Z}^d} \left\{ \text{De}^{-i\theta(x+2\pi n)}\phi(x+2\pi n) + e^{-i\theta(x+2\pi n)}D\phi(x+2\pi n) \right\}
= -\theta(\phi)\theta(x) + (UD\phi)\theta(x),
\]
Relation (3.6) means
\[
(UD\phi)\theta = (D + \theta)(\phi)\theta,
\]
that is, \(-i(U\partial \phi, \phi) = (-i\partial \phi, \theta)\theta\) for \( j = 1, \ldots, d \). So by iterating this relation we get
\[-(U\partial^2 \phi)\theta = (-i\partial \phi, \theta_j)^2(\phi)\theta \Rightarrow \theta + \theta_j)^2(\phi)\theta + \theta V(\phi) = H(\theta)(\phi)\theta, \]
with \( H(\theta) = \sum_{j=1}^d (-i\partial \phi, \theta_j)^2 + V \), which is (3.4). \( \square \)

In the following, for \( \psi \in L^2(\mathbb{R}^d), x \in \mathbb{R}^d \) and \( f \in L^2(\mathbb{T}^d), \theta \in \mathbb{T}^d_* \),
\[
x^m\psi(x) := (x^m_1 \psi(x), \ldots, x^m_d \psi(x)) \text{ and } (\nabla \theta)^m := ((\partial \theta_1, f)^m, \ldots, (\partial \theta_d, f)^m).
\]

**Theorem 3.1.** Assume \( \psi \in H^{2m}(\mathbb{R}^d), \psi \neq 0 \) satisfies \( \|x^m\psi\| < \infty \). Then
\[
\lim_{t \to +\infty} \frac{\|x^m e^{-itH}\psi\|^2}{t^{2m}} = \int_{\mathbb{T}^d_*} \sum_{n=1}^\infty \|\nabla \theta E_n(\theta)\|^2 \|P_n(\theta)(U\psi)\|^2 \|L^2(\mathbb{T}^d) \|d\theta > 0,
\]
where \( \|\nabla \theta E_n(\theta)\|^2 = \sum_{j=1}^d (\partial \theta_j E_n(\theta))^2 \).

This theorem was previously obtained for \( m = 1 \) by J. Asch and A. Knauf in [5]. In contrast to [5] we will not consider temporal means of moment derivatives in the proof, as their rigorous manipulation becomes overly complicated for higher \( m \).

The extension to potentials periodic with respect to a different lattice than \((2\pi \mathbb{Z})^d\) is quite immediate once the lattice vocabulary has been settled, we prefer to postpone this to the next subsection where it is a less standard material.

**Proof.** The proof is divided into three steps. Step 2 is in some sense the main argument, which is quite simple, while Steps 1 and 3 are technical justifications. In Step 1 we show it suffices to prove relation (3.10) below. In Step 2 we prove this relation for \( \psi \) in some spectral subspace, then we consider general \( \psi \) in Step 3.

**Step 1.** For a linear operator \( O \), define the propagator sandwich
\[
O(t) := e^{itH}Oe^{-itH}
\]
suggested by the Heisenberg picture. Below we take for $O$ the operator of multiplication by $x^m$. Since $\|x^m\| < \infty$, we have $x^m e^{-iHt} \psi \in L^2(\mathbb{R}^d)$ for all $t \geq 0$ by Theorem A.4, so we may apply $U$ to it. We claim Theorem 3.1 will follow if we prove the strong convergence

$$\lim_{t \to +\infty} Ux^m(t)\psi = \left(\int_{T^d} \sum_{n=1}^{\infty} (\nabla E_n(\theta))^m P_n(\theta) d\theta \right) U\psi,$$

(3.10)

for $e^{itH}$ and $U$ are unitary, we then get by definitions (3.1) and (3.2) that

$$\frac{\|x^m e^{-itH} \psi\|^2}{t^{2m}} = \frac{\|Ux^m(t)\psi\|^2}{t^{2m}} \to \left(\int_{T^d} \sum_{n=1}^{\infty} (\nabla E_n(\theta))^m P_n(\theta) d\theta \right)^2 \|U\psi\|^2$$

$$= \int_{T^d} \sum_{n=1}^{\infty} \| (\nabla E_n(\theta))^m P_n(\theta)(U\psi)\|^2_{L^2(\mathbb{T}_d)} d\theta$$

$$= \int_{T^d} \sum_{n=1}^{\infty} \| (\nabla E_n(\theta))^m P_n(\theta)(U\psi)\|^2_{L^2(\mathbb{T}_d)} d\theta$$

since the $P_n(\theta)$ are orthogonal projections.

This is indeed $> 0$: if $S \subset T'_d$ is the intersection over $n$ of all sets $S_n$ considered in (3.5), each of them being of full measure, $S$ also has full measure, and restricting the integral over $S$ we see that it is zero iff

$$\sum_{n=1}^{\infty} \| (\nabla E_n(\theta))^m P_n(\theta)(U\psi)\|^2_{L^2(\mathbb{T}_d)} = 0$$

for a.e. $\theta \in T'_d$, which occurs on $S$ iff $\| P_n(\theta)(U\psi)\|^2_{L^2(\mathbb{T}_d)} = 0$ for all $n$, a.e. $\theta \in T'_d$, and so $U\psi = 0$ and $\psi = 0$, in contradiction with our assumption on $\psi$.

Step 2. Now by (3.3),

$$(Ux^m \phi)\theta(x) = \sum_{n \in \mathbb{Z}^d} e^{-i\theta \cdot (x + 2\pi n)}(x + 2\pi n)^m \phi(x + 2\pi n) = i^m \nabla^m \theta (U \phi)\theta(x),$$

where $\nabla^m \theta = (\partial_\theta^m f, \ldots, \partial_\theta^m g)$. Recalling (3.8), we thus have

$$(Ux^m(t)\psi)\theta = i^m e^{itH(\theta)} \nabla^m \theta e^{-itH(\theta)} (U\psi)\theta.$$

Assume for now that $\psi$ satisfies $(U\psi)\theta = \sum_{n=1}^{N} P_n(\theta)(U\psi)\theta$ for some $N$ independent of $\theta$, i.e.,

$$P_n(\theta)(U\psi)\theta = 0$$

(3.11)

Then, denoting $\nabla^m \theta f \nabla^m \theta g = (\partial_\theta^m f d\theta_1 g, \ldots, \partial_\theta^m f d\theta_N g)$, we have

$$\nabla^m \theta e^{-itH(\theta)} (U\psi)\theta = \sum_{n=1}^{N} \nabla^m \theta [e^{-itE_n(\theta)} P_n(\theta)(U\psi)\theta]$$

$$= \sum_{n=1}^{N} \sum_{p=0}^{m} \binom{m}{p} (\nabla^p \theta e^{-itE_n(\theta)} \nabla^{m-p} [P_n(\theta)(U\psi)\theta]$$

$$= \sum_{n=1}^{N} \sum_{p=0}^{m} \binom{m}{p} \nabla^p \theta (-i\nabla E_n(\theta))^m P_n(\theta)(U\psi)\theta + O_n,\theta(t^{m-1})$$

for some error term $O_n,\theta(t^{m-1})$ which can be made explicit. By dominated convergence,

$$\lim_{t \to +\infty} \int_{T^d} \left\| \frac{1}{t^m} i^m e^{itH(\theta)} \sum_{n=1}^{N} O_n,\theta(t^{m-1}) \right\|^2 d\theta = 0.$$

(3.12)
Indeed, the error term consists of derivatives of $E_n(\theta)$, $P_n(\theta)$ and $(U \psi)_\theta$ of order $\leq m$, which are all bounded. Recall that $\nabla^k \psi(x) = (-i)^k (U x^k \psi)_\theta$ and the $E_n(\theta)$ and $P_n(\theta)$ are analytic in each coordinate $\theta_i$ by [15, Theorem VII.3.9]. See also [6, Lemmas 10.12 and 10.13].

On the other hand,

$$i^m e^{itH(\theta)} \sum_{n=1}^N (-it \nabla E_n(\theta))^m e^{-it E_n(\theta)} P_n(\theta)(U \psi)_\theta$$

$$= i^m \sum_{k=1}^\infty e^{it E_k(\theta)} P_k(\theta) \sum_{n=1}^N (\nabla E_n(\theta))^m e^{-it E_n(\theta)} P_n(\theta)(U \psi)_\theta$$

$$= i^m \sum_{k=1}^\infty (\nabla E_k(\theta))^m P_k(\theta)(U \psi)_\theta$$

since $P_k(\theta)P_n(\theta) = \delta_{k,n} P_n(\theta)$ and $P_k(\theta)(U \psi)_\theta = 0$ for $k > N$. We thus showed that

$$\lim_{t \to +\infty} \int_{T^d} \left\| \frac{U x^m(t) \psi}{t^m} - \sum_{k=1}^\infty (\nabla E_k(\theta))^m P_k(\theta)(U \psi)_\theta \right\|^2 d\theta = 0,$$

completing the proof in the case where $\psi$ satisfies (3.11) for some $N$.

**Step 3.** It remains to justify why we can reduce the general case to the particular case where $\psi$ satisfies (3.11), i.e., $P_k(\theta)(U \psi)_\theta = 0$ for all $k > N$. Let

$$\psi_N := U^{-1} \left( \int_{\mathbb{T}^d} \sum_{n=1}^N P_n(\theta) d\theta \right) U \psi$$

and $A \psi := U^{-1} \left( \int_{\mathbb{T}^d} \sum_{k=1}^\infty (\nabla E_k(\theta))^m P_k(\theta) d\theta \right) U \psi$.

Then

$$\left\| \frac{x^m(t) \psi}{t^m} - A \psi \right\| \leq \left\| \frac{x^m(t) \psi_N}{t^m} - A \psi_N \right\| + \left\| \frac{x^m(t) \psi_N}{t^m} - \frac{x^m(t) \psi_N}{t^m} \right\| + \|A(\psi_N - \psi)\|.$$
Using (3.8), i.e., \((UH^k\phi)\_\theta = H^k(\theta)(U\phi)\_\theta\), we thus have
\[
\|H^k(\psi_N - \psi)\|^2 = \|UH^k(\psi_N - \psi)\|^2 = \int_{\mathbb{T}^d} \|H(\theta)^k \sum_{m=1}^{\infty} P_n(\theta)(U\psi)\|_{L^2(\mathbb{T}^d)}^2 \, d\theta.
\]
But, for any \(k \leq m\),
\[
\sum_{n=1}^{\infty} \|P_n(\theta)H(\theta)^k(U\psi)\|_{L^2(\mathbb{T}^d)}^2 = \|H(\theta)^k(U\psi)\|_{L^2(\mathbb{T}^d)}^2 \leq c' \|U\psi\|_{H^{2\epsilon}(\mathbb{T}^d)} < \infty.
\]
Hence, \(\|H^k(\psi_N - \psi)\|^2\) vanishes as \(N \to \infty\) by dominated convergence. This completes the proof that the second norm \(\|\psi_N - \psi\|\) vanishes as \(t \to +\infty\) followed by \(N \to \infty\).

Finally,
\[
\|A\|^2 = \int_{\mathbb{T}^d} \sum_{n=1}^{\infty} \|((\nabla \theta E_n(\psi))^m P_n(\theta)(U\phi)\)\|_{L^2(\mathbb{T}^d)}^2 \, d\theta
\]
\[
= \int_{\mathbb{T}^d} \sum_{n=1}^{\infty} \|((\nabla \theta E_n(\psi))^m P_n(\theta)(H(\theta) + i)^{-m/2} P_n(\theta)(U(H + i)^{m/2}\phi)\|_{L^2(\mathbb{T}^d)}^2 \, d\theta,
\]
where we used (3.8) and the fact that \(H(\theta)\) commutes with \(P_n(\theta)\). This can now be bounded by
\[
\int_{\mathbb{T}^d} \sum_{n=1}^{\infty} \|((\nabla \theta E_n(\psi))^m P_n(\theta)(H(\theta) + i)^{-m/2}\|_{L^2(\mathbb{T}^d)}^2 \|P_n(\theta)(U(H + i)^{m/2}\phi)\|_{L^2(\mathbb{T}^d)}^2 \, d\theta.
\]  
(3.14)

Now,
\[
((\nabla \theta E_n(\psi))^m P_n(\theta)(H(\theta) + i)^{-m/2} = ((\nabla \theta E_n(\psi))^m P_n(\theta)(\sum_{k=1}^{\infty} (E_k(\theta) + i)^{-m/2} P_k(\theta)
\]
\[
= \frac{(\nabla \theta E_n(\psi))^m}{(E_n(\theta) + i)^{m/2}} P_n(\theta).
\]
So for \(g \in L^2(\mathbb{T}^d)\) we have
\[
\|((\nabla \theta E_n(\psi))^m P_n(\theta)(H(\theta) + i)^{-m/2} g\| = \left| \frac{(\nabla \theta E_n(\psi))^m}{(E_n(\theta) + i)^{m/2}} \right| \|P_n(\theta)g\|.
\]  
(3.15)

It thus suffices to estimate this norm for \(m = 1\). For this, we observe that
\[
((\nabla \theta E_n(\psi))^m P_n(\theta)(H(\theta) + i)^{-m/2} P_n(\theta).\)  
(3.16)

This is based on \(E_n(\theta)P_n(\theta) = H(\theta)P_n(\theta)\) and \(\nabla \theta H(\theta) = \nabla \theta ((D + \theta)^2 + V) = 2(D + \theta)\). More precisely, on the one hand, we have
\[
\nabla \theta(P_n H(\theta) P_n) = \nabla \theta(P_n H(\theta) P_n) + P_n(\nabla \theta H(\theta)) P_n + P_n H(\theta) \nabla \theta P_n
\]
\[
= P_n(\nabla \theta H(\theta)) P_n + E_n \nabla \theta P_n = P_n(\nabla \theta H(\theta)) P_n + E_n \nabla \theta P_n.
\]
On the other hand,
\[
\nabla \theta(P_n H(\theta) P_n) = \nabla \theta(E_n P_n) = (\nabla \theta E_n) P_n + E_n \nabla \theta P_n.
\]
Thus, \((\nabla \theta E_n) P_n = P_n(\nabla \theta H(\theta)) P_n = 2P_n(D + \theta) P_n\) as stated in (3.16).

We next note that, since \(V \geq -b\) for \(b = \|V\|_{\infty}\), then
\[
\|(D + \theta) f\|^2 = \langle f, (D + \theta)^2 f \rangle = \langle f, H(\theta) f \rangle - \langle f, V f \rangle \leq \|H(\theta) + b\|^{1/2} f\|^2.
\]

The fact that \(\nabla \theta H(\theta) g = 2(D + \theta) g\) for any \(g \in L^2(\mathbb{T}^d)\) is clear by definition of the derivative. Computing \(\nabla \theta e^{-itH(\theta)}\) however is less clear. This is why we used the spectral decomposition of \(H(\theta)\) in Step 2 to estimate it.
We thus have, using (3.16),
\[
\| (\nabla \theta E_n(\theta)) P_n(\theta)(H(\theta) + i)^{-1/2} g \| = 2 \| P_n(\theta)(D + \theta) P_n(\theta)(H(\theta) + i)^{-1/2} g \|
\leq 2 \| (H(\theta) + b)^{1/2} (H(\theta) + i)^{-1/2} P_n(\theta) g \|
\leq c \| P_n(\theta) g \|_{L^2}
\]
with \( c \) independent of \( \theta \). Recalling (3.15), this says that \( \left| \frac{\nabla \theta E_n(\theta)}{(E_n(\theta) + 1)^{1/2}} \right| \leq c \). By (3.15), this implies \( \| (\nabla \theta E_n(\theta))^m P_n(\theta)(H(\theta) + i)^{-m/2} \|_{L^2 \to L^2} \leq c^m \).

Back to (3.14), we thus showed that
\[
\| A \phi \|^2 \leq c_{2m} \int_{T^d} \sum_{n=1}^{\infty} \| P_n(\theta)(U(H + i)^{m/2} \phi) \|_{L^2(T^d)}^2 d\theta
\]
\[
= e_{2m} \int_{T^d} \| (U(H + i)^{m/2} \phi) \|_{L^2(T^d)}^2 d\theta
\]
\[
= e_{2m} \| (H + i)^{m/2} \phi \|_{L^2(\mathbb{R}^d)}^2.
\]

Thus, \( \| A(\psi_N - \psi) \| \leq e_{2m}(\psi - \psi_N, (H + i)^{(m/2)}(\psi - \psi_N))^{1/2} \). Since we previously showed that \( H^k(\psi_N - \psi) \to 0 \) for any \( k \leq m \), we get that the third norm \( \| A(\psi_N - \psi) \| \) vanishes as \( N \to \infty \). This completes the proof.

\[\square\]

**Example 3.2** (the laplacian). For \( V = 0 \), i.e., \( H = -\Delta \) we have \( E_k(\theta) = \sum_{j=1}^{d}(k_j + \theta_j)^2 \), corresponding to the eigenvectors \( e_k(x) = \frac{1}{(2\pi)^{d/2}} e^{i k \cdot x}, k \in \mathbb{Z}^d \), and \( P_k(\theta) f = \langle e_k, f \rangle e_k \). So the limit reduces to
\[
\int_{T^d} \sum_{k \in \mathbb{Z}^d} \sum_{\theta \in T^d} \langle e_k, (U \psi)_{a \theta} \rangle^2 d\theta = 4^m \int_{T^d} \sum_{k \in \mathbb{Z}^d} \sum_{\theta \in T^d} \langle e_k, (D + \theta)^{m} (U \psi)_{a \theta} \rangle^2 d\theta
\]
\[
= 4^m \int_{T^d} \| (UD^m \psi)_{a \theta} \|_{L^2(T^d)}^2 d\theta
\]
\[
= 4^m \| D^m \psi \|^2.
\]
This agrees with Theorem 2.3 where this special case was already considered.

### 3.2. Periodic discrete graphs

We now consider periodic Schrödinger operators on discrete graphs \( \Gamma \subset \mathbb{R}^d \).

#### 3.2.1. Preliminaries

The spectral theory has been considered in great generality in [18] (and earlier in [20] in the special case of \( \mathbb{Z}^d \)). The infinite graph \( \Gamma = (V, E) \) is assumed to be locally finite and invariant under translations by some fixed basis \( \{a_1, \ldots, a_d\} \) in \( \mathbb{R}^d \). This includes the hexagonal lattice, the triangular lattice, the body-centered and face-centered cubic lattices, and much more. The authors in [18] take the convention of writing the vertices in this coordinate system. This shortens the notation compared to say [25, pp. 303–309] but it can also be quite confusing and nonstandard. As a compromise we introduce notations as follows.

- Given \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), we let \( x_a = x_1 a_1 + \cdots + x_d a_d \).
- Let \( \mathbb{Z}^d_{\theta a} := \{n_1 a_1 + \cdots + n_d a_d : n_j \in \mathbb{Z}\} = \{n_a : n \in \mathbb{Z}^d\} \).
- Let \( b_1, \ldots, b_d \) be the dual basis, that is, \( a_j \cdot b_j = 2\pi \delta_{a j} \). We similarly denote \( x_b = x_1 b_1 + \cdots + x_d b_d \).
- Let \( C_a = \{x_1 a_1 + \cdots + x_d a_d : x_j \in [0, 1)\} \) and \( C_b = \{x_1 b_1 + \cdots + x_d b_d : x_j \in [0, 1)\} \) be the unit cells in the respective bases.
- Let \( \mathbb{T}^d_a := [0, 1)^d \). Consider \( \rho : \mathbb{T}^d_a \to C_b, \rho(\theta) = \theta_b = \sum_{i=1}^{d} \theta_i b_i \). We endow \( C_b \) with the image measure \( d\rho_* \) of the Lebesgue measure. In particular, \( \int_{C_b} f d\rho_* = \int_{\mathbb{T}^d_a} f(\theta_b) d\theta \).
For example, if \( a_i = e_i \), is the standard basis, then \( b_i = 2\pi e_i \), \( x_a = x \), \( \theta_b = 2\pi \theta \), \( C_a = [0, 1]^d \), \( C_b = [0, 2\pi]^d \) and \( d\rho^* = \frac{d\theta}{2\pi} \). In general, if \( b_i = \sum_{j=1}^d \beta_j(i)e_j \), then \( \rho(\theta) = B\theta \), where \( B \) is the matrix \( (\beta_j(j))_{j=1}^d \) and we get \( d\rho^* = \frac{d\theta}{\det B} \), see e.g. \([29, \text{Appendix A.7}]\).

We let \( V_f = V \cap C_a \) be the unit crystal, \( V_f = \{v_1, \ldots, v_n\} \). Since \( \Gamma + a_k = \Gamma \), we have
\[
V = \mathbb{Z}_n^d + V_f.
\]  
(3.17)

At the level of edges, such additive invariance implies that \( N_{n_a + v_a} = n_a + N_{v_a} \), i.e., \( \{u : u \sim n_a + v_a\} = \{n_a + v : v \sim v_a\} \).

Recall (3.17). If \( v \in V \), we shall denote
\[
v = [v]_a + \{v\}_a,
\]
where \([v]_a \in \mathbb{Z}_a^d\) and \(\{v\}_a \in V_f\) are the integer and fractional parts of \(v\), respectively.

3.2.2. The Schrödinger operator. We now consider the Schrödinger operator
\[
H = A + Q
\]
on \( \Gamma \), where \( Q \) is a periodic potential satisfying \( Q(v + a_i) = Q(v) \). In particular, \( Q \) has at most \( \nu \) distinct values; those on \( V_f \). One could also consider \( \Delta + Q \), where \( \Delta = \delta - A \) and \( d \) is the degree matrix; this is in fact the framework in \([18]\) and \( d \) can just be regarded as a periodic potential.

We define \( U : \ell^2(\Gamma) \to \int_{C_a}^\oplus \ell^2(V_f) \, d\rho^* \) by
\[
(U\psi)_{\theta}(v_n) = \sum_{k_a \in \mathbb{Z}_a^d} e^{-i\theta_b(v_n + k_a)}\psi(v_n + k_a).
\]  
(3.18)

Then \( U \) is unitary:
\[
\|U\psi\|^2 = \int_{C_a} \|(U\psi)_{\theta}\|^2_{\ell^2(V_f)} \, d\rho^* = \sum_{v_n \in V_f} \sum_{k_a \in \mathbb{Z}_a^d} \psi(v_n + k_a)\overline{\psi(v_n + k_a)} \int_{\mathbb{T}_d^2} e^{i\theta_b(n_a + k_a)} \, d\theta = \sum_{v_n \in V_f} \sum_{k_a \in \mathbb{Z}_a^d} |\psi(k_a + v_n)|^2 = \|\psi\|^2,
\]
where we used that \( \theta \cdot x_a = \sum_{i,j} \theta_i b_i \cdot x_j a_j = 2\pi \theta \cdot x_a \). This shows isometry. Given \( g \in \int_{C_a}^\oplus \ell^2(V_f) \, d\rho^* \), the function \( \psi(v_n + k_a) = \int_{\mathbb{T}_d^2} e^{i\phi - n_a - k_a} \, d\phi \) satisfies \((U\psi)_{\theta}(v_n) = g_{\theta}(v_n)\). This can be seen by expanding \( \theta \mapsto e^{i\theta} e^{i\phi} g_{\theta}(v_n) \) in the orthonormal basis \(\{e^{-i\theta_b(k_a)}\}_{k_a \in \mathbb{Z}_a^d}\) of \( \ell^2(\mathbb{T}_d^2) \). Thus, \( U \) is unitary as asserted.

We claim that \( U H U^{-1} = \int_{C_a}^\oplus H(\theta) \, d\rho^* \), where \( H(\theta) \) acts on \( \ell^2(V_f) \) by\( ^3\)
\[
[H(\theta) f](v_n) = \sum_{u \sim v_n} e^{i\theta_b(u - v_n)} f(u) + Q(v_n) f(v_n),
\]  
(3.19)

where the sum runs over the neighbors \( u \) of \( v_n \) in the full graph \( \Gamma \) (not just in \( V_f \)).

\( ^3\)Our operators \( U \) and \( H(\theta) \) differ slightly from those of \([18]\). Namely, they consider \((U\psi)_{\theta}(v_n) = e^{i\theta_b v_n}(U\psi)_{\theta}(v_n)\), so they obtain instead the fiber operator \( H(\theta) \) = \( e^{i\theta_b} H(\theta)e^{-i\theta_b} \), where \((e^{i\theta_b} f)(v_n) = e^{i\theta_b v_n} f(v_n)\). Since \( H(\theta) \) and \( H(\theta) \) are unitarily equivalent, they share the same eigenvalues \( E_n(\theta) \); moreover \( \tilde{P}_n(\theta) = e^{i\theta_b} P_n(\theta)e^{-i\theta_b} \). We have avoided the introduction of “bridges” and quotient graphs and used fractional parts instead, which we think is more transparent for our purposes.
In fact, given $\psi \in \ell^2(\Gamma)$,

$$(UA\psi)\theta_b(v_n) = \sum_{k_a \in \mathbb{Z}^d_\ell} e^{-i\theta_b(v_n+k_a)} \sum_{u \sim k_a + v_n} \psi(u) = \sum_{k_a \in \mathbb{Z}^d_\ell} e^{-i\theta_b(v_n+k_a)} \sum_{u \sim v_n} \psi(k_a + u)$$

$$= \sum_{u \sim v_n} e^{i\theta_b(u-v_n)} \sum_{k_a \in \mathbb{Z}^d_\ell} e^{-i\theta_b((u)_a + [u]_a + k_a)} \psi([u]_a + [u]_a + k_a)$$

$$= \sum_{u \sim v_n} e^{i\theta_b(u-v_n)} (U\psi)\theta_b([u]_a).$$

Since $Q$ is $\mathbb{Z}^d_\ell$-periodic, if follows that $(UH\psi)\theta_b(v_n) = H(\theta_b)(U\psi)\theta_b(v_n)$ as asserted.

For the purposes of ballistic transport, we regard $H(\theta_b)$ as a complex $\nu \times \nu$ matrix (indeed $\ell^2(V_f) \equiv \mathbb{C}^\nu$) and observe that $\theta_j \mapsto H(\theta_b)$ is analytic for any fixed $(\theta_b)_{k \neq l}$. We may write $H(\theta_b) = \sum_{m=1}^\nu E_n(\theta_b) P_n(\theta_b)$, where $E_n(\theta_b)$ are the eigenvalues (in increasing order, counting multiplicities) and $P_n(\theta_b)$ the eigenprojections.

The authors in [18] then use Floquet theory to deduce that the spectrum of $H$ consists of at most $\nu$ bands (intervals), $\sigma(H) = \sigma_{ac}(H) \cup \sigma_{fb}(H)$, where $\sigma_{ac}(H)$ are the bands of AC spectrum, while $\sigma_{fb}(H)$ is the set of flat bands, i.e., intervals degenerate to a single point, which can occur in general. For example, for the Laplacian there are no flat bands in the case of the triangular lattice, while there is a flat band in the case of the face-centered cubic lattice [18, Proposition 8.3].

**Theorem 3.3.** Let $H = A + Q$, with $Q$ periodic on the periodic discrete infinite graph $\Gamma$. Assume $\psi \in \ell^2(\Gamma)$ satisfies $\|x^m\psi\| < \infty$. Then

$$\lim_{t \to +\infty} \frac{\|x^m e^{-itH}\psi\|^2}{\ell^{2m}} = \int_{\mathbb{T}^d_\ell} \sum_{n=1}^\nu \left\| \frac{(\nabla_{\theta_b} E_n(\theta_b))}{2\pi} m P_n(\theta_b)(U\psi)\theta_b \right\|^2 d\theta,$$

where $\nabla_{\theta_b} := \sum_{i=1}^d a_i \partial_{\theta_i}$. The limit is nonzero if $\psi$ has a nontrivial AC component. The limit is zero if $\psi$ is an eigenvector.

The quantity $2\pi$ did not appear in Theorem 3.1 because we considered $\nabla_{\theta} := \sum_{i=1}^d a_i \partial_{\theta_i}$, while in that result $a_i = 2\pi e_i$, so $\nabla_{\theta} = 2\pi \nabla_{\theta}$, there, $\theta_b = \theta$.

It can indeed happen that $\psi$ is an eigenvector (corresponding to a flat band, as in face-centered cubic lattices). On the other hand, $H$ always has at least one band of AC spectrum, see [19, Theorem A.1].

**Proof.** We have $x^m(t)\psi \in \ell^2(\Gamma)$ by Theorem A.1. As in Theorem 3.1, it suffices to show that

$$\lim_{t \to +\infty} \frac{Ux^m(t)\psi}{\ell^m} = \left(\int_{\mathbb{T}^d_\ell} \sum_{n=1}^\nu \frac{(\nabla_{\theta_b} E_n(\theta_b))}{2\pi} m P_n(\theta_b) d\theta \right) U\psi.$$  

(3.21)

Recall (3.18). We note that if $v_n = \sum_{j=1}^d s_j a_j$, $s_j \in [0, 1)$, then $\theta_b \cdot (k_a + v_n) = \sum_{j=1}^d \theta_j b_i \cdot (k_j + s_j)$. Hence, $\theta_b e^{-i\theta_b (k_a + v_n)} = -2\pi i (k_i + s_i) e^{-i\theta_b (k_a + v_n)}$ and $\nabla_{\theta_b} e^{-i\theta_b (k_a + v_n)} = -2\pi i (k_a + v_n) e^{-i\theta_b (k_a + v_n)}$. We thus get

$$(Ux^m \phi)\theta_b(v_n) = \sum_{k_a \in \mathbb{Z}^d_\ell} e^{-i\theta_b (k_a + v_n)} (k_a + v_n)^m \phi(k_a + v_n) = \frac{(2\pi)^m}{m} \nabla_{\theta_b}^m (U\phi)\theta_b(v_n) \cdot (k_a + v_n).$$

(3.22)

Hence,

$$(Ux^m(t)\psi)\theta_b = \frac{(2\pi)^m}{m} e^{itH(\theta_b)} \nabla_{\theta_b}^m e^{-itH(\theta_b)} (U\psi)\theta_b.$$


On the other hand,

$$
\nabla V_n e^{-itH(\theta_b)}(U\psi)\theta_b = \sum_{n=1}^{\nu} \nabla V_n e^{-itE_n(\theta_b)} P_n(\theta_b)(U\psi)\theta_b
\n= \sum_{n=1}^{\nu} e^{-itE_n(\theta_b)} (-it\nabla E_n(\theta_b))^m P_n(\theta_b)(U\psi)\theta + O_n,\theta(t^{m-1})
$$

(3.23)

for some error term $O_n,\theta(t^{m-1})$ which can be made explicit.

From here we conclude the proof of (3.20) as in (3.12)-(3.13). Here it is even easier because the technical Step 3 is no longer needed, as the sums are already finite.

It remains to prove the last two claims.

Suppose first that $\psi$ has a nontrivial AC component. Since $\sigma(H) = \bigcup_{n=1}^{\nu} \sigma_n$, where $\sigma_n = E_n(C_b) = [E_n^-, E_n^+]$ are the spectral bands, then we have $1_B H \neq 0$ for some $B \subset \sigma_n$ of positive measure, where $\sigma_n$ is non-degenerate. This implies that $E_n$ is a non-constant piecewise analytic function [18], so $\nabla E_n(\theta_b) \neq 0$ a.e. If $B$ lies in the intersection of several bands $\sigma_k$, we ignore the degenerate ones as they are just finitely many points in $B$, as for the non-degenerate ones, they also have $\nabla E_k(\theta_b) \neq 0$ a.e.

If the RHS of (3.20) is zero, then $\int_{T^d} \sum_{E_n(\theta_b) \in B} \left\| \left( \frac{\sum E_n(\theta_b) \rho}{2\pi} \right)^m P_n(\theta_b)(U\psi)\theta_b \right\|_{\mathbb{C}^n}^2 \, d\theta = 0$, so

$$
\sum_{E_n(\theta_b) \in B} \left\| \left( \frac{\sum E_n(\theta_b) \rho}{2\pi} \right)^m P_n(\theta_b)(U\psi)\theta_b \right\|_{\mathbb{C}^n}^2 = 0 \quad \text{a.e., so \sum_{E_n(\theta_b) \in B} P_n(\theta_b)(U\psi)\theta_b \|_{\mathbb{C}^n}^2 = 0 \quad \text{a.e. by the previous paragraph, so } \|1_B(H(\theta_b))(U\psi)\theta_b \|^2 = 0 \quad \text{a.e. But } 1_B(H)\psi \neq 0 \text{ by hypothesis. If } H = \int_{T^d} H(\theta_b) \, dp, \text{ we have}
$$

$$
\|1_B(H)\psi\|^2 = \|U1_B(H)\psi\|^2 = \|1_B(H')U\psi\|^2 = \int_{T^d} \|1_B(H')(U\psi)(\theta_b)\|^2 \, dp = \int_{T^d} \|1_B(H(\theta_b))(U\psi)\theta_b \|^2 \, dp.
$$

We see that $\|1_B(H(\theta_b))(U\psi)\theta_b \|^2 = 0 \text{ a.e. would imply } \|1_B(H)\psi\|^2 = 0$, a contradiction. Thus, the RHS of (3.20) is nonzero. This checks the claim for $\psi$ with a nontrivial AC component.

Now let $\psi$ be an eigenvector. Clearly then $\|\sum e^{-itH(\theta)}\psi\|^2 = \|\sum e^{-it\lambda\psi}\|^2 = \|\sum e^{it\psi}\|^2 \to 0$ as $t \to +\infty$. In that case the RHS of (3.20) is also zero because such an eigenvector corresponds to some flat band $\sigma_0(H) = E_r(C_b)$, i.e. $E_r(\theta_b) = \lambda$ is constant in $\theta$, so $\nabla E_r(\theta_b)$ is identically zero. On the other hand $(U\psi)\theta_b = (U1(\lambda)(H)\psi)\theta_b = [1(\lambda)(H')(U\psi)]\theta_b = 1(E_r(\theta_b))(H(\theta_b))(U\psi)\theta_b = P_r(\theta_b)(U\psi)\theta_b$. Since $P_n(\theta_b)P_r(\theta_b) = \delta_n,rP_r(\theta_b)$, the RHS of (3.20) reduces to

$$
\int_{T^d} \left\| \left( \frac{\sum E_n(\theta_b)}{2\pi} \right)^m P_r(\theta_b)(U\psi)\theta_b \right\|_{\mathbb{C}^n}^2 \, d\theta = 0.
$$

Example 3.4 (the integer lattice). In the case of the adjacency matrix $A$ on $\mathbb{Z}^d$, we have $V_f = \{0\}$, $H(\theta_b) = \sum_{u \sim b} e^{i\theta_b} u = 2 \sum_{j=1}^{d} \cos 2\pi \theta_j$, only one eigenvalue $E_1(\theta_b) = 2 \sum_{j=1}^{d} \cos 2\pi \theta_j$, which traces the spectrum $[-2d, 2d]$ as $\theta$ varies over $T^d$, and $P_1(\theta_b) = \text{Id}$. So Theorem 3.3 asserts
that
\[ \lim_{t \to +\infty} \frac{\|n^m e^{-itH}\psi\|^2}{t^{2m}} = \int_{\mathbb{T}^2} \left( \frac{\nabla E_1(\theta_b)}{2\pi} \right)^2 \left\| \sum_{k \in \mathbb{Z}^d} e^{-ik \cdot \theta_b} \psi(k) \right\|^2 d\theta = 4^m \int_{\mathbb{T}^2} \left( \sum_{j=1}^{d} \sin^{2m} \theta_j \right) |\psi(\theta)|^2 d\theta. \]

This expression is the same as (2.6), so we recover Theorem 2.1.

**Example 3.5** (the triangular lattice). The triangular lattice has \( V = \mathbb{Z}^2 \), but with two additional links:

\[ \mathcal{A}\psi(n) = \psi(n - \mathbf{e}_1) + \psi(n + \mathbf{e}_1) + \psi(n - \mathbf{e}_2) + \psi(n + \mathbf{e}_2) + \psi(n - \mathbf{e}_1 + \mathbf{e}_2) + \psi(n + \mathbf{e}_1 + \mathbf{e}_2), \]

where \((\mathbf{e}_{1,2})\) is the standard basis.\(^4\) see [18, Fig. 3]. This is a 6-regular graph. Here \( V_f = \{0\} \), \( H(\theta_b) = \sum_{u \neq 0} e^{i\theta_b} u \), there is one eigenvalue \( E_1(2\pi\theta) = 2 \cos 2\pi\theta_1 + 2 \cos 2\pi\theta_2 + 2 \cos 2\pi(\theta_1 + \theta_2) \) which traces the interval \([-3,6] = \sigma(A) = \sigma_{ac}(A) \) as \( \theta \) varies over \( \mathbb{T}^2 \). Again \( P_1(2\pi\theta) = \text{Id} \). So Theorem 3.3 asserts that

\[ \lim_{t \to +\infty} \frac{\|n^m e^{-itH}\psi\|^2}{t^{2m}} = 4^m \int_{\mathbb{T}^2} \left( \sin \theta_1 + \sin(\theta_1 + \theta_2) \right)^{2m} \left( \sin \theta_2 + \sin(\theta_1 + \theta_2) \right)^{2m} |\psi(\theta)|^2 d\theta. \]

**Example 3.6** (the hexagonal lattice). The hexagonal (honeycomb/graphene) lattice is 3-regular, see [18, Fig. 7]. Here \( a_1 = a(1,0), a_2 = \frac{\sqrt{3}}{2}(1,1) \), where \( a \) is the distance between a vertex and its second nearest neighbor. We have \( V_f = \{0,v\} \), where \( v = \frac{a}{2}(1,1) = \frac{a_1 + a_2}{2} \), \( V = \mathbb{Z}^2 + V_f \), and

\[ \mathcal{A}\psi(k_a) = \psi(k_a + v) + \psi(k_a - v - a_1) + \psi(k_a + v - a_1), \]

\[ \mathcal{A}\psi(k_a + v) = \psi(k_a + v) + \psi(k_a + a_1) + \psi(k_a + a_2). \]

By (3.19), we have \( H(\theta_b)f(0) = \sum_{u \neq 0} e^{i\theta_b u} f(\{u\}a) \). Using (3.24), this yields \( H(\theta_b)f(0) = e^{i\theta_b v} f(v) + e^{i\theta_b (v-a_1)} f(v) + e^{i\theta_b (v-a_2)} f(v) \). Similarly, we have

\[ H(\theta_b)f(v) = \sum_{u \neq 0} e^{i\theta_b (u-v)} f(\{u\}a) = e^{-\theta_b v} f(0) + e^{i\theta_b (a_1-v)} f(0) + e^{i\theta_b (a_2-v)} f(0). \]

This shows that

\[ H(\theta_b) = \begin{pmatrix} 0 & e^{i\theta_b v} \xi(\theta_b) \\ e^{-i\theta_b v} \xi(\theta_b) & 0 \end{pmatrix}, \]

where \( \xi(\theta_b) := 1 + e^{-2\pi i \theta_1} + e^{-2\pi i \theta_2}. \) The eigenvalues are given by

\[ \pm |\xi(\theta_b)| = \pm \sqrt{3 + 2 \cos 2\pi\theta_1 + 2 \cos 2\pi\theta_2 + 2 \cos 2\pi(\theta_1 + \theta_2)}. \]

So

\[ \frac{\nabla_{\theta_b} E_{\pm}(\theta_b)}{2\pi} = \mp \left( \sin 2\pi\theta_1 + \sin 2\pi(\theta_1 - \theta_2) \right) a_1 + \pm \left( \sin 2\pi\theta_2 + \sin 2\pi(\theta_2 - \theta_1) \right) a_2. \]

Since we have \( |(\nabla_{\theta_b} E_\pm(\theta_b))^m|^2 = |(\nabla_{\theta_b} E_\pm(\theta_b))^m|^2 \), the definitions of \( P_{\pm}(\theta_b) \) do not matter as we use \( \|P_{\pm}(\theta_b)(U\psi)|_{\theta_b}\|^2 + \|P_{\pm}(\theta_b)(U\psi)|_{\theta_b}\|^2 = \|U\psi\|_{\theta_b}^2 \). We conclude that

\[ \lim_{t \to +\infty} \frac{\|n^m e^{-itH}\psi\|^2}{t^{2m}} = \int_{\mathbb{T}^2} e^{2m \left( \sin \theta_1 + \sin \frac{\theta_2 + \sin(\theta_1 - \theta_2)}{2} \right)^2 + \left( \frac{\pi}{2} \sin \frac{\theta_2 + \sin(\theta_2 - \theta_1)}{2} \right)^2} \left( \sum_{k_a \in \mathbb{Z}^2} e^{-ik_a \cdot \theta_b} \psi(k_a)^2 + \sum_{k_a \in \mathbb{Z}^2} e^{-ik_a \cdot \theta_b} \psi(k_a + v)^2 \right) d\theta. \]

\(^4\)Some authors replace the last two terms by \( \psi(n - \mathbf{e}_1 + \mathbf{e}_2) + \psi(n + \mathbf{e}_1 - \mathbf{e}_2) \), this is just a different shearing convention and slightly changes the eigenvalue \( E_1(\theta) \).
Remark 3.7. While revising the paper, we discovered the recent work [10] which considers ballistic transport for periodic Jacobi matrices. This corresponds to $\Gamma = \mathbb{Z}^d, m = 1$ and adjacency matrices carrying periodic weights (besides the periodic potential).

4. Universal covers

4.1. Background. Let $\mathcal{T}$ be a tree, that is, a connected graph with no cycles. Consider a Schrödinger operator

$$H = A + W$$
onumber

on $\mathcal{T}$, where $A$ is the adjacency matrix of the tree and $W$ a potential on $\mathcal{T}$. We start by recalling some properties of the Green function of $H$.

Given $\gamma \in \mathbb{C}^+ := \{ z \in \mathbb{C} : \text{Im} \, z > 0 \}$ and $(v, w)$ a directed edge in $\mathcal{T}$, let

$$G^\gamma(v, w) := \langle \delta_v, (H - \gamma)^{-1} \delta_w \rangle$$

denote the Green function of $H$ and

$$\zeta^\gamma_v(w) := \frac{G^\gamma(v, w)}{G^\gamma(v, v)}.$$

The following identities are then classical (see, e.g., [3, Section 2]):

$$\frac{1}{G^\gamma(v, v)} = W(v) + \sum_{w \sim v} \zeta^\gamma_w(u) - \gamma, \quad \frac{-1}{\zeta^\gamma_w(v)} = W(v) + \sum_{u \in \mathcal{N}_v \setminus \{w\}} \zeta^\gamma_u(v) - \gamma, \quad (4.1)$$

$$\frac{1}{\zeta^\gamma_v(w)} - \zeta^\gamma_w(v) = -\frac{1}{G^\gamma(v, v)}, \quad \zeta^\gamma_v(v) = \frac{G^\gamma(v, v)}{G^\gamma(v, w) \zeta^\gamma_w(v)}, \quad (4.2)$$

$$G^\gamma(v_0, v_0) = G^\gamma(v_0, v_0) \zeta^\gamma_{v_0}(v_1) \cdots \zeta^\gamma_{v_{k-1}}(v_k), \quad G^\gamma(v, w) = G^\gamma(w, v), \quad (4.3)$$

for any non-backtracking path $(v_0; v_k)$ in a tree $\mathcal{T}$.

The quantity $-\zeta^\gamma_w(w)$ can also be expressed as the Green function $G^\gamma_{\mathcal{T}(v_0)}(w, w)$ of a subtree of $\mathcal{T}$. By the Herglotz property, we thus have $-\text{Im} \zeta^\gamma_w(w) = |\text{Im} \zeta^\gamma_w(w)|$ for any $(v, w)$. In particular, (4.1) implies the important relation

$$\sum_{u \in \mathcal{N}_v \setminus \{w\}} |\text{Im} \zeta^\gamma_u(v)| = \left| \frac{\text{Im} \zeta^\gamma_w(u)}{\zeta^\gamma_w(v)^2} \right| - \text{Im} \gamma. \quad (4.4)$$

4.2. Universal covers. Suppose $(G, W)$ is any finite graph endowed with a potential $W$ and let $(\mathcal{T}, W) = (\tilde{G}, \tilde{W})$ be its universal cover, where the potential $W$ is lifted naturally by $\tilde{W}(v) = W(\pi v)$, if $\pi : \mathcal{T} \to G$ is the covering projection. For example, if $G$ is $d$-regular, then $\mathcal{T}$ is the infinite $d$-regular tree. We assume that the minimal degree of $G$ is $\geq 2$.

The spectral theory of such trees has a rich history, see [4] and references therein. It is known in particular that the spectrum consists of bands of absolutely continuous spectrum, possibly with infinitely degenerate eigenvalues between the bands. Moreover, in the interior of the bands, all Green functions limits $G^\lambda(v, w) := \lim_{\eta \to 0} G^{\lambda+i\eta}(v, w)$ and $\zeta^\lambda(v) := \lim_{\eta \to 0} \zeta^{\lambda+i\eta}(w)$ exist, $\text{Im} \, G^\lambda(v, v) > 0$ for any $v$, while $\text{Im} \zeta^\lambda(v)$ is strictly negative, that is $|\text{Im} \zeta^\lambda(w)| = -\text{Im} \zeta^\lambda(w) > 0$ within the bands.

We henceforth denote

$$\gamma := \lambda + i\eta \quad \text{with} \quad \eta > 0.$$ 

As in [23], we define the spectral quantities

$$z_\gamma := \inf_{(v, w) \in B(\mathcal{T})} |\text{Im} \zeta^\gamma_w(w)| \quad \text{and} \quad z_\lambda := \inf_{(v, w) \in B(\mathcal{T})} |\text{Im} \zeta^\lambda_w(w)|,$$
where the infimum is over the set $B(T)$ of directed edges of $T$. Actually $\zeta_+(w) = \zeta_+(w')$ if $\pi(v, w) = \pi(v', w')$, so $z_\lambda$ is just a minimum over the (lifts of) directed edges of $G$. In particular, $z_\lambda > 0$.

Back to the topic of ballistic transport, fix an origin $o \in T$, let $|x| := d(x, o)$ and $(x\psi)(x) := |x|\psi(x)$. In this section we shall consider averaged moments instead:

$$\langle x^\beta \rangle_{\psi, \eta} := \frac{\eta}{\pi^2} \int_0^\infty e^{-2\beta t} \|x^{\beta/2} e^{-itH}\psi\|^2 dt.$$ 

Let denote $G^z := (H - z)^{-1}$. A well-known application of the Plancherel identity yields that

$$\langle x^\beta \rangle_{\psi, \eta} = \frac{\eta}{\pi} \int_{-\infty}^\infty \|x^{\beta/2} G^{\lambda+in}\psi\|^2 dt. \tag{4.5}$$

Our aim is to find lower bounds for $\liminf_{a \to +\infty} \eta^\beta \langle x^\beta \rangle_{\psi, \eta}$. Using Theorem A.1 and the Tauberian theorem [28, Theorem 10.3], such a lower bound implies

$$\liminf_{a \to +\infty} \frac{1}{a^{\beta+1}} \int_0^a \|x^{\beta/2} e^{-itH}\psi\|^2 dt > 0 \quad \text{and} \quad \limsup_{t \to +\infty} \frac{\|x^{\beta/2} e^{-itH}\psi\|^2}{t^\beta} > 0.$$

**Theorem 4.1.** We have

$$\liminf_{\eta \to 0} \eta^\beta \langle x^\beta \rangle_{\delta_{\lambda}, \eta} \geq \frac{1}{2^{\beta+1}\pi} \int_{\sigma(H)} z_\lambda^\beta \operatorname{Im} G^\lambda(o, o) \, d\lambda > 0.$$ 

**Note.** For $\beta = 0$ it follows from (4.5) that

$$\eta^0 \langle x^\beta \rangle_{\psi, \eta} = \frac{\eta}{\pi} \int_{-\infty}^\infty \|G^{\lambda+in}\psi\|^2 dt = \frac{1}{\pi} \int_{-\infty}^\infty \operatorname{Im}(\psi, G^{\lambda+in}\psi) \, dt.$$ 

So the presence of $\operatorname{Im} G^\lambda(o, o)$ above is quite natural, while the moment effect is captured by $z_\lambda^\beta$.

**Proof.** We have

$$\eta^{\beta+1} \sum_v |v|^\beta |G^{\lambda+in}(o, v)|^2 \geq \eta^{\beta+1} \sum_{|v| > b\eta^{-1}} |v|^\beta |G^{\lambda+in}(o, v)|^2$$

$$\geq \eta^{\beta+1} b^\beta \eta^{-\beta} \sum_{|v| > b\eta^{-1}} |G^{\lambda+in}(o, v)|^2$$

$$= \eta b^\beta \left[ \|G^{\lambda+in}\delta_0\|^2 - \sum_{|v| \leq b\eta^{-1}} |G^{\lambda+in}(o, v)|^2 \right]$$

$$= b^\beta \left[ \operatorname{Im} G^{\lambda+in}(o, o) - \eta \sum_{|v| \leq b\eta^{-1}} |G^{\lambda+in}(o, v)|^2 \right], \tag{4.6}$$

where we used the spectral theorem $G^z(o, o) = \int_{\sigma(A)} \frac{1}{z-A} \, d\mu_{o, o}(x)$ in the last equality.

Note that

$$\eta \sum_{|v| \leq b\eta^{-1}} |G^{\lambda+in}(o, v)|^2 \leq \eta \|G^{\lambda+in}\delta_0\|^2 = \operatorname{Im} G^{\lambda+in}(o, o).$$

This trivial estimate makes the lower bound (4.6) useless however, which is natural since it doesn’t use any delocalization of $H$. The argument below can be summarized as showing that $b$ can be chosen so that

$$\eta \sum_{|v| \leq b\eta^{-1}} |G^{\lambda+in}(o, v)|^2 \leq \frac{1}{2} \operatorname{Im} G^{\lambda+in}(o, o).$$
Denoting \( v_0 := o \), we have
\[
\sum_{|v| \leq M} |G^{\lambda + i\eta}(v_0, v)|^2 = |G^{\lambda + i\eta}(v_0, v_0)|^2 + \sum_{r=1}^{M} \sum_{v_1 \sim v_0} \sum_{(v_2; v_r)} |G^{\lambda + i\eta}(v_0, v_r)|^2
\]
where the last sum is over all nonbacktracking paths \((v_2; v_M)\) of length \( r = 2 \) “outgoing” from the directed edge \((v_0, v_1)\), i.e., \( v_2 \sim v_1 \) and \( v_2 \neq v_0 \). Now, for \( \gamma = \lambda + i\eta \),
\[
\sum_{(v_2; v_r)} |G^\gamma(v_0, v_r)|^2 = |G^\gamma(o, o)|^2 \sum_{(v_2; v_r)} |\zeta^\gamma_{v_0}(v_1) \cdots \zeta^\gamma_{v_{r-1}}(v_r)|^2
\]
\[
\leq |G^\gamma(o, o)|^2 \max_{(v, w)} \left| \frac{\zeta^\gamma(w)}{\Im(\zeta^\gamma(w))} \right| \sum_{(v_2; v_r)} \left| \zeta^\gamma_{v_0}(v_1) \cdots \zeta^\gamma_{v_{r-1}}(v_r) \right|^2 \Im \zeta^\gamma_{v_{r-1}}(v_r)
\]
\[
\leq |G^\gamma(o, o)|^2 \left| \Im \zeta^\gamma_0(v_1) \right| \max_{(v, w)} \left| \frac{1}{\Im(\zeta^\gamma(w))} \right|, \tag{4.7}
\]
where we applied (4.4) \( r - 1 \) times in the last step.

By (4.1), \( \Im G^{\lambda + i\eta}(o, o) = \sum_{u \sim o} |\Im \zeta^{\lambda + i\eta}(u) + \eta| G^{\lambda + i\eta}(o, o) \bigl\| G^{\lambda + i\eta}(o, o) \bigl\|^2 \). Thus,
\[
\sum_{(v_2; v_r)} |G^{\lambda + i\eta}(v_0, v_r)|^2 \leq \frac{\Im G^{\lambda + i\eta}(o, o)}{\sum_{u \sim o} |\Im \zeta^{\lambda + i\eta}(u) + \eta|} \frac{|\Im \zeta^{\lambda + i\eta}(v_1)|}{z^{\lambda + i\eta}}
\]
where we estimated \( \frac{1}{\Im(\zeta^\gamma(w))} \) using (4.1) and the definition of \( z^{\lambda + i\eta} \). Thus,
\[
\sum_{|v| \leq M} |G^{\lambda + i\eta}(o, v)|^2 \leq |G^{\lambda + i\eta}(o, o)|^2 + M \frac{\Im G^{\lambda + i\eta}(o, o)}{z^{\lambda + i\eta}}. \tag{4.8}
\]
Take \( M = b\eta^{-1} \). It follows from (4.6) that
\[
\eta^{\beta + 1} \sum_v |v|^\beta |G^{\lambda + i\eta}(o, v)|^2 \geq b^\beta \left[ \Im G^{\lambda + i\eta}(o, o) - \frac{b \Im G^{\lambda + i\eta}(o, o)}{z^{\lambda + i\eta}} - \eta |G^{\lambda + i\eta}(o, o)|^2 \right].
\]
Choose \( b = \frac{2^\beta}{z^{\lambda + i\eta}} \). Then
\[
\eta^{\beta + 1} \sum_v |v|^\beta |G^{\lambda + i\eta}(o, v)|^2 \geq \frac{2^\beta}{2^{\beta + 1}} \left[ \Im G^{\lambda + i\eta}(o, o) - 2\eta |G^{\lambda + i\eta}(o, o)|^2 \right]. \tag{4.9}
\]
As \( \eta \downarrow 0 \), we get the lower bound \( \frac{2^\beta}{2^{\beta + 1}} \Im G^{\lambda}(o, o) > 0 \).

This estimate is true for any \( \lambda \) in the union of intervals \( \cup_j \tilde{I}_j \) of AC spectrum, which is a set of positive measure. Using Fatou’s lemma, we thus get
\[
\liminf_{\eta \downarrow 0} \eta^{\beta + 1} \int_{-\infty}^{\infty} \sum_v |v|^\beta |G^{\lambda + i\eta}(o, v)|^2 \, d\lambda \geq \int_{\cup_j \tilde{I}_j} \frac{2^\beta}{2^{\beta + 1}} \Im G^{\lambda}(o, o) \, d\lambda > 0.
\]
The claim follows by (4.5). \( \square \)

**Remark 4.2.** We may extend the result to functions \( \psi \) of compact support, but the bound we get is not very good. Namely, if \( \psi \) is supported in \( \Lambda \subset T \), we obtain
\[
\liminf_{\eta \downarrow 0} \eta^{\beta} \langle x^\beta \psi, \psi, \eta \rangle \geq \frac{1}{2^{2\beta + 1} |\Lambda|^\beta} \int_{\sigma(H)} \frac{2^\beta}{2^{\beta + 1}} (\Im(\psi, G^\lambda \psi))^\beta \, d\lambda,
\]
where \( \langle \Im G^{\lambda}(\cdot, \cdot) \psi \rangle = \Im G^{\lambda}(w, w) \psi(w) \). In particular, the bound becomes useless as the size of the support becomes infinite, which does not seem natural in view of our previous ballistic
estimates. We thus omit the proof and think it a worthwhile question to obtain estimates for general \( \psi \), without \( \eta \)-time averaging, and to find the exact limit.

### 4.3. The Anderson model on universal covers

We now study weak random perturbations of universal covering trees. The simplest example is the Anderson model on the \((q+1)\)-regular tree, for which ballistic transport was previously established in the time-averaged sense by A. Klein [17], and by M. Aizenman and S. Warzel [1]. Here we study the general case.

**Assumptions.** Compared to the previous subsection, we need to assume the tree \( T = \tilde{G} \) has a bit nicer geometry. If \( b \in B(T) \) we let \( o(b) \) and \( t(b) \) denote the origin and terminus of \( b \), respectively.

- We now assume the minimal degree is \( \geq 3 \).
- Since \( G \) is finite, there are finitely many isomorphism classes of \((T, b)\) as \( b \) runs over the directed edges of \( T \) and \((T, b)\) is considered as a tree with “root” \( b \). If \( N_b := \{ b_+: o(b_+) = t(b) \} \) is the set of edges outgoing from \( b \), then we assume that for each \( b \), there is at least one \( b_+ \in N_b \) such that \((T, b)\) is isomorphic to \((T, b_+)\).

The second condition is perhaps better visualized using the language of cone types, see [16, condition (M1*)] in which it was introduced. Explicit examples of such trees can be found in [4]. Concerning the random potential, we assume

- Each vertex \( v \in T \) is endowed with a random variable \( W(v) \), the \( (W(v))_{v \in T} \) are i.i.d. with common distribution \( \nu \) of compact support. We also impose some regularity as in [1, assumption A2] for comfort, but perhaps this can be avoided.

It is known [16] that under these conditions the random Schrödinger operator \( H = A + \epsilon W \) inherits the purely absolutely continuous spectrum of \( A \) almost surely if \( \epsilon \) is small enough – one of the few results of Anderson delocalization. The result of [16] can also be used to derive some inverse moments bounds on the imaginary parts of the Green functions, see [2, Theorem 5.2] for details (in a different model). More precisely, it can be shown that within the stable intervals \( I \) of pure AC spectrum, we also have

\[
\sup_{\lambda \in I} \sup_{\eta \in (0,1)} \sup_{b \in B(T)} \mathbb{E}(|\text{Im} \xi_{\eta \lambda}^{b}(t_b)|^{-s}) < \infty, \tag{4.10}
\]

for \( 0 \leq s \leq 5 \), where \( \sup_b \) runs over the set \( B(T) \) of directed edges of \( T \) and it is in fact a maximum as it can be equivalently taken over the directed edges of \( G \).

**Theorem 4.3.** Under the previous assumptions,

\[
\liminf_{\eta \downarrow 0} \eta^3 \mathbb{E}(x^3 1_{f(H)\delta_\eta}) > 0.
\]

The proof also works for states \( f(H)\delta_\eta \) instead of \( 1_H(H)\delta_\eta \), if \( f \) is piecewise continuous and supported in \( I \). This result appeared before in [1,17] in the special case \( T = \mathbb{T}_q \), the \((q+1)\)-regular tree.

**Proof.** The main argument is the same as in Theorem 4.1, but there are two technical difficulties. First, we are dealing with the state \( 1_H(H)\delta_\eta \) instead of \( \delta_\eta \). Second, we cannot estimate the expectation of a maximum as in (4.7).

Let us begin the proof. Let \( f(H) = 1_H(H) \). By (4.5), we have

\[
\eta^3 \mathbb{E}(x^3 f(H)\delta_\eta) = \frac{\mu^{\beta+1}}{\pi} \int_{-\infty}^{\infty} \sum_{v \in T} |v|^3 \mathbb{E}(|(f(H)G^{\lambda+i\eta} \delta_\eta)(v)|^2) \, d\lambda.
\]
Essentially the same proof as [1, Lemma 2.1] shows that \( f(H) \) can be replaced by \( f(\lambda) \). More precisely, we get

\[
\eta^2 \mathbb{E}(x^3 1_{f(H) \leq \eta}) = \frac{\eta^{\beta+1}}{\pi} \int_0^\infty \frac{1}{v} \mathbb{E}(|G^{\lambda+i\eta}(a,v)|^2) \, d\lambda + o(\eta). \tag{4.11}
\]

This settles the first difficulty mentioned above.

**Note.** We mention in passing that for the proof of [1, Lemma 2.1], one doesn’t really need a Wegner bound. Inequality \([1, (2.7)]\) holds deterministically since

\[
\frac{\|f\|^2}{\pi} \int_0^\infty \int_{\sigma(H)} \frac{d\mu_\varphi(x)}{(x-\lambda)^2 + \eta^2} \, d\lambda = \frac{\|f\|^2}{\pi} \int_{\sigma(H)} \frac{d\mu_\varphi(x)}{2} = \|f\|^2 \|\varphi\|^2.
\]

Similarly, one can avoid the Wegner bound in \([1, (2.10)]\) by writing \( Q(\eta) = \mathbb{E} f_{\sigma(H)} F_\eta(x) d\mu_\varphi(x) \), where \( F_\eta(x) = \frac{1}{\pi} \int_0^\infty (f(x) - f(\lambda))^2 \frac{d\lambda}{(\lambda-x)^2 + \eta^2} \), then use dominated convergence. In fact \( F_\eta(x) \to 0 \) by a well-known calculation, cf. [13, p. 6], for continuous \( f \). The extension to piecewise continuous \( f \) is straightforward as long as \( \mathbb{E}(\mu_\varphi(\{a\})) = 0 \) for any \( a \), which is weaker than a Wegner bound.

Using Fatou’s lemma and (4.6), we see as before that the proof is now reduced to showing that \( \sum_{(v_0, v_r)} \mathbb{E}(|G^r(v_0, v_r)|^2) \) stays bounded independently of \( r \) and \( \eta \in (0, 1) \). Let \( \gamma := \lambda + i\eta \). We have

\[
\mathbb{E}(|G^r(v_0, v_r)|^2) = \mathbb{E}(|\zeta_{v_0}^r(v_0) \cdots \zeta_{v_r}^r(v_r-1)|^2 | G^r(v_r, v_r) |^2)
\]

but

\[
|G^r(v_r, v_r)| \leq \sum_{u \sim v_r} \frac{1}{|\text{Im} \zeta^r_u(u) + \eta|} \leq \frac{1}{|\text{Im} \zeta^r_{v_r}(v_r+1)|},
\]

and \( \zeta^r_{v_r}(v_r+1) \) is independent of \( \zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1) \). Indeed, \( \zeta^r_{v_r}(v_r+1) = -G_T(v_r+1, v_r+1)(v_r+1, v_r+1) \) is the Green function of the connected component \( T(v_r+1, v_r) \) containing \( v_r+1 \) obtained by removing the directed edge \( (v_r, v_r+1) \) from \( T \), while \( \zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1) = -G_T(v_r, v_r-1)(v_0, v_r-1) \) lives on a disjoint subtree (see [3, Eq. (2.7)]). Thus,

\[
\mathbb{E}(|G^r(v_0, v_r)|^2) \leq \mathbb{E}(|\zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1)|^2) \mathbb{E}(|\text{Im} \zeta^r_{v_r}(v_r+1)|)^{-1}.
\]

Again by independence, we may insert \( \mathbb{E}(\text{Im} \zeta^r_{v_0}(v_0)) \) and get

\[
\mathbb{E}(|G^r(v_0, v_r)|^2) \leq \mathbb{E}(|\zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1)|^2) \mathbb{E}(\text{Im} \zeta^r_{v_r}(v_r+1))^{-1} \mathbb{E}(\text{Im} \zeta^r_{v_r}(v_r+1))^{-1} \mathbb{E}(\text{Im} \zeta^r_{v_r}(v_r+1))^{-1}.
\] \tag{4.12}

The second fraction is

\[
\frac{\mathbb{E}(|\text{Im} \zeta^r_{v_0}(v_0)|)^{-1}}{\mathbb{E}(\text{Im} \zeta^r_{v_r}(v_r+1))^{-1}} \leq \mathbb{E}(|\text{Im} \zeta^r_{v_0}(v_0)|)^2 \leq C \quad \text{by (4.10).}
\]

For the first term, now that we gained the \( \mathbb{E}(\text{Im} \zeta^r_{v_0}(v_0)) \), we would like to put back the \( |G^r(v_r, v_r)|^2 \) we removed. More precisely, we would like to find some \( C \) independent of \( r \) such that

\[
\mathbb{E}(|\zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1)|^2) \mathbb{E}(\text{Im} \zeta^r_{v_r}(v_r+1)) \leq C \mathbb{E}(|\zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1)|^2 | G^r(v_r, v_r) |^2).
\] \tag{4.13}

Define \( E_2(f) := \frac{\mathbb{E}(\text{Im} \zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1))|G^r(v_r, v_r)|^2}{\mathbb{E}(\text{Im} \zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1))|G^r(v_r, v_r)|^2} \). We should thus establish a lower bound \( E_2(|G^r(v_r, v_r)|^2) \geq C \) for some \( C \) independent of \( r \) and \( \gamma \). This is nontrivial, but can be done exactly like [1, pp. 8-10], using (4.10).

Since \( |\zeta^r_{v_0}(v_0) \cdots \zeta^r_{v_r}(v_r-1)G^r(v_r, v_r)|^2 = |G^r(v_0, v_r)|^2 \), we have finally shown that

\[
\mathbb{E}(|G^r(v_0, v_r)|^2) \leq cC \mathbb{E}(|G^r(v_0, v_r)|^2 | \text{Im} \zeta^r_{v_r}(v_r+1)) |. \]
We may now apply (4.4) multiple times to get
\[
\sum_{(v_0, v_1)} \mathbb{E}(|G^{\gamma}(v_0, v_1)|^2) \operatorname{Im} \zeta^{\gamma}_{\Delta}(v_{r+1}) \leq \mathbb{E}(|G^{\gamma}(v_0, v_0)|^2 | \operatorname{Im} \zeta^{\gamma}_{\Delta}(v_1))
\]
\[
= \mathbb{E}\left( \frac{\operatorname{Im} G^{\gamma}(o, o) | \operatorname{Im} \zeta^{\gamma}_{\Delta}(v_1)|}{\sum_{u \sim o} | \operatorname{Im} \zeta^{\gamma}_{\Delta}(u) + \eta} \right) \leq \mathbb{E}(\operatorname{Im} G^{\gamma}(o, o)).
\]
Taking \( b = \frac{cC}{2D} \), where \( D \) is the maximal degree, we deduce as in (4.9) that
\[
\eta^{\beta + 1} \sum_u |v|^\beta \mathbb{E}(|G^{\lambda+i\eta}(o, v)|^2) \geq \frac{1}{2} \left( \frac{cC}{2D} \right)^\beta \mathbb{E}[\operatorname{Im} G^{\lambda+i\eta}(o, o) - 2\eta|G^{\lambda+i\eta}(o, o)|^2].
\]
By (4.11), we thus have
\[
\lim_{\eta \downarrow 0} \inf \eta^{\beta} \mathbb{E}(|\langle x^{\lambda} \rangle_1^H|) \geq \mathbb{E}[\operatorname{Im} G^{\lambda+i\eta}(o, o)] = \frac{\pi}{4} \left( \frac{cC}{2D} \right)^\beta \mathbb{E}[\|1_H(I)\|_2^2] > 0.
\]
The last quantity is strictly positive by (4.10) and classical identities. Note indeed that
\[
\mathbb{E}(\operatorname{Im} G^{\gamma}(o, o)) \geq \mathbb{E}((|G^{\gamma}(o, o)|^2) \operatorname{Im} \zeta^{\gamma}_{\Delta}(u)) \text{ for any } u \sim o.
\]
By Cauchy–Schwarz this is \( \geq \frac{\mathbb{E}(|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)|^{1/2})}{\mathbb{E}(|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)|^{1/2})} \). But, by (4.1)-(4.2),
\[
|G^{\gamma}(o, o)|^{-2} \leq 2|\zeta^{\gamma}_{\Delta}(u)|^2 + \frac{2}{|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)|^2} \leq 2(|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u')|^{-2} + |\operatorname{Im} \zeta^{\gamma}_{\Delta}(o)|^{-2}).
\]
Also, \( \mathbb{E}(\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)^{-1/2}) \geq \frac{1}{\mathbb{E}(\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)^{-1/2})} \). Thus, using (4.10),
\[
\mathbb{E}(\operatorname{Im} G^{\gamma}(o, o)) \geq \frac{1}{4} \min_{u, u' \sim o} \mathbb{E}(|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u)^{-1/2}|^{-1}) \mathbb{E}(|\operatorname{Im} \zeta^{\gamma}_{\Delta}(u')^2|^{-1}) > 0.
\]
The proof is completed. \( \square \)

5. Epilogue: limiting distributions

As the paper was being finalized, we came upon some articles on the topic of quantum walks and found interesting connections. The results we derive in this section are inspired by [11, 26, 27].

Quantum walks are discrete in nature, traditionally consisting of simple shift operators on \( \ell^2(\mathbb{Z}) \) with additional degrees of freedom. Schrödinger evolutions \( e^{-itH} \) are a lot more complex than shifts, however the quantum walks have been recently generalized in [26, 27] and the theories now seem to share a good common ground.

Suppose in either continuous or discrete model that \( \|\psi\| = 1 \). Then \( \|e^{-itH}\psi\| = 1 \) as the operator is unitary, so the entries \( |e^{-itH}\psi(x)|^2 \) define a probability density on \( \mathbb{R}^d \) (resp. \( G \)), and \( \|x^m e^{-itH}\psi\|^2 \) is just the 2m-moment of this measure. Our results thus imply that for certain models, all the (normalized, even) moments of this probability measure converge. This method naturally evokes the method of moments, see [7, Theorem 30.2].

We shall here give a fuller probabilistic/quantum mechanical picture of the transport theory by discussing the limiting behavior of this measure. If \( H \) is a Schrödinger operator on a general graph and \( X_t \) is a random vector with distribution \( |e^{-itH}\psi(v)|^2 \), we first show that \( \frac{X_t^2}{t} \) is always asymptotically confined in a compact set. Afterwards we compute exactly the limiting distribution of \( \frac{X_t^2}{t} \) for the periodic models of Section 3.
5.1. General facts. Our first task is to properly modify the probability measure to incorporate the division by \(t^m\). This is easy. On \(\mathbb{R}^d\), if
\[
d\mu^\psi_t(x) := |e^{-itH}\psi(x)|^2 \, dx,
\] (5.1)
and if \(Q(t): \mathbb{R}^d \to \mathbb{R}^d\) is defined by \(Q(t)(x) := x/t\) then
\[
\frac{1}{t^m}E\mu^\psi_t(x^m) = \int_{\mathbb{R}^d} \left(\frac{x}{t}\right)^m d\mu^\psi_t(x) = \int_{\mathbb{R}^d} |Q(t)(x)|^m d\mu^\psi_t(x) = \int_{\mathbb{R}^d} y^m dQ^*(t)\mu^\psi_t(y),
\]
where \(Q^*(t)\mu^\psi_t\) is the image measure, see e.g. [29, Appendix A.7]. Thus, \(\frac{1}{t^m}E\mu^\psi_t(x^m) = E_Q^*(t)\mu^\psi_t(x^m)\) and we have a statement about the convergence of moments of the measure
\[
\nu^\psi_t := Q^*(t)\mu^\psi_t.
\] (5.2)

This measure has a very natural meaning. Suppose \(X_t\) is a random vector in \(\mathbb{R}^d\) with distribution \(|e^{-itH}\psi(x)|^2 \, dx\). Then for \(B \subset \mathbb{R}^d\), we have \(\nu^\psi_t(B) = \mu^\psi_t(tB) = \mathbb{P}(X_t \in tB) = \mathbb{P}(\frac{X_t}{t} \in B)\). In other words, \(\nu^\psi_t\) is the distribution of \(\frac{X_t}{t}\). Note that \(\nu^\psi_t\) is also a probability measure since \(\nu^\psi_t(\mathbb{R}^d) = \mu^\psi_t(\mathbb{R}^d) = 1\).

Similarly, on a graph \(G \subset \mathbb{R}^d\), if \(\psi\) is normalized, we define \(\mu^\psi_t(v) := |e^{-itH}\psi(v)|^2\), then \(Q(t): G \to \mathbb{R}^d\) by \(Q(t)(v) := v/t\), and \(\nu^\psi_t := Q^*(t)\mu^\psi_t\). Note that \(\nu^\psi_t\) is a measure on \(\mathbb{R}^d\) while \(\nu^\psi_t\) is a measure on \(G\).

The map \(\psi \mapsto \nu^\psi_t\) enjoys a nice form of uniform continuity:

**Lemma 5.1.** For any measurable \(B\) we have \(|\nu^\psi_t(B) - \nu^\psi_t(B)| \leq (\|\psi\| + \|\varphi\|)\|\psi - \varphi\|\).

**Proof.** We write the proof on \(\mathbb{R}^d\), the same works on graphs. We have
\[
|\nu^\psi_t(B) - \nu^\psi_t(B)| = |\mu^\psi_t(tB) - \mu^\psi_t(tB)| = \int_{tB} \left( |e^{-itH}\psi(x)|^2 - |e^{-itH}\varphi(x)|^2 \right) dx
\]
\[
\leq \int_{\mathbb{R}^d} \left( |e^{-itH}\psi(x)| + |e^{-itH}\varphi(x)| \right) |e^{-itH}\psi(x) - e^{-itH}\varphi(x)| dx
\]
\[
\leq (\|e^{-itH}\psi\|_2 + \|e^{-itH}\varphi\|_2)\|e^{-itH}(\psi - \varphi)\|_2 = (\|\psi\|_2 + \|\varphi\|_2)\|\psi - \varphi\|_2. \quad \square
\]

To understand this measure further, we state a result which is always valid, regardless of the transport being ballistic or not.

**Proposition 5.2.** Let \(H = \mathcal{A} + V\) be a Schrödinger operator on a countable graph \(G \subset \mathbb{R}^d\) with maximal degree \(\leq D\). Assume \(|x - y| \leq 1\) for any \(x \sim y\) in \(G\), where \(|\cdot|\) is the Euclidean norm. Assume the potential \(V\) is bounded. Suppose \(\psi \in L^2(G)\) satisfies \(\|\psi\| = 1\). Let \(\Lambda_{LD} := [-LD, LD]^d\). Then
\[
\lim_{t \to +\infty} \nu^\psi_t(\Lambda_{LD}) = 1.
\]

Physically, this means that if \(X_t\) is a random vector with distribution \(|e^{-itH}\psi(v)|^2\), \(v \in G\), then \(X_t/t\) is asymptotically confined in the compact set \(\Lambda_{LD}\), which is independent of \(V\), regardless of the transport behavior. If \(G = \mathbb{Z}^d\) then \(L = 1\) and \(D = 2d\).

A quantum walk analog of this result previously appeared in [27, Theorem 3.10] for “smooth” \(\psi\), with a different proof.

**Proof.** This follows from the moment upper bounds, Theorem A.1. Fix some \(o \in G\) and denote \(|x| := d(x, o)\) where \(d(\cdot, \cdot)\) is the graph distance. We first assume that \(\|x^m\psi\| < \infty\) for all \(m\). We then know from Remark A.3 that
\[
\limsup_{t \to +\infty} \frac{1}{t} \sum_{x \in G} |x|^k |e^{-itH}\psi(x)|^2 \leq D^k
\] (5.3)
for any $k$. To pass to the graph distance to the Euclidean distance $| \cdot |_2$, we note that given $x \in G$, if $|x| = n$, then there is a path $(v_0, \ldots, v_n)$ such that $v_0 = o$ and $v_n = x$. So $|x - v_0|_2 \leq \sum_{j=0}^{n-1} |v_{j+1} - v_j|_2 \leq nL$ by our assumptions. Thus, $|x - v_0|_2 \leq L|x|$. Since $|x^n|_2 = \sum_{j=1}^d x_j^2 m \leq \left( \sum_{j=1}^d x_j^2 \right)^m = |x|^{2m} \leq (|x - v_0|_2 + |v_0|_2)^{2m}$, we get $|x^n|_2 \leq (L|x| + |o|)^{2m}$. It now follows from (5.3) that

$$
\limsup_{t \to \infty} E_{\nu^x_t}(|x^n|_2^2) = \limsup_{t \to \infty} \frac{1}{t^{2m}} E_{\nu^x_t}(|x^n|_2^2) = \limsup_{t \to \infty} \frac{1}{t^{2m}} \sum_{x \in G} |x^n|_2^2 e^{-itH}\psi(x)^2 \leq (LD)^{2m}.
$$

Now let $K = A_{LD}$, $K_\delta = [-LD - \delta, LD + \delta]^d$ and $B \subset K_\gamma$. Then $x \in B$ implies $|x_i| > LD + \delta$ for some $i$, which implies $|x^n|_2 = \sum_{j=1}^d x_j^{2m} > (LD + \delta)^{2m}$. Thus, $E_{\nu^x_t}(|x^n|_2^2) \geq \int_B |x^n|_2^2 d\nu^\psi(x) \geq (LD + \delta)^{2m}\nu^\psi(B)$. It follows that $\limsup_{t \to \infty} \nu^\psi(B) \leq \gamma (LD + \delta)^{2m}$ for all $m$. Taking $m \to \infty$ yields $\lim_{t \to \infty} \nu^\psi(B) = 0$. As $\delta$ is arbitrary and $\nu^\psi$ is a probability measure, this shows that $\limsup_{t \to \infty} \nu^\psi(B) = 0$. This completes the proof when $||x^n\psi|| < \infty$ for all $m$.

For general $\psi$, we argue by approximation. In fact, if $\psi_N \to \psi$, $\nu_N$ has compact support, then $|\nu^\psi_N(K) - 1| \leq |\nu^\psi_N(K) - 1| + |\nu^\psi(N) - \nu^\psi_N(K)|$. Using Lemma 5.1 then taking $t \to \infty$, we get $\limsup_{t \to \infty} |\nu^\psi_t(K) - 1| \leq (\|\psi_N\| + \|\psi\|)||\psi - \psi_N||$. Since $\|\psi_N\| \to \|\psi\|$, the claim follows by taking $N \to \infty$.

Remark 5.3. One may be tempted to deduce the same result in the case of the continuous Schrödinger operator with smooth potential, evoking Theorem A.4. This does not work however because the constant $C_m$ in Theorem A.4 depends on $m$, in contrast to the discrete case. This is not just an artefact, the result is wrong in general in the continuous case. In fact, for the simplest case $H = -\Delta$ on $\mathbb{R}^d$, we have by (2.7),

$$
\nu^\psi_t(B) = \mu^\psi_t(tB) = \int_B e^{it\Delta}\psi(x)^2 dx = \frac{1}{(2\pi)^d} \int_B \left| \hat{\phi}_t(x) \right|^2 dx = \int_{B/2} \left| \hat{\phi}_t(y) \right|^2 dy
$$

for any measurable $B \subset \mathbb{R}^d$, with $\phi_t(y) := e^{iy^2/4t}\psi(y)$. As $t \to \infty$, we have $\phi_t(y) \to \psi(y)$ pointwise, so $\phi_t \to \psi$ in $L^2$ by dominated convergence, and $\hat{\phi}_t \to \hat{\psi}$ in $L^2$ by Parseval. In particular, $\|1_B(\hat{\phi}_t - \hat{\psi})\|_2 \to 0$. We thus get for any measurable $B \subset \mathbb{R}^d$ and $\psi \in L^2(\mathbb{R}^d)$,

$$
\nu^\psi_t(B) \to \int_{B/2} |\hat{\psi}(y)|^2 dy.
$$

This has no reason to vanish for $B$ outside some compact region. For example, if $\psi(x) = e^{-x^2/2}$, then $\psi(y) = e^{-y^2/2}$ and $\lim_{t \to \infty} \nu^\psi_t(B) > 0$ for any $B$ of positive measure.

On a different note, (5.4) also implies the following result.

Lemma 5.4. Consider $H = -\Delta$ on $\mathbb{R}^d$. Then for any $\psi \in L^2(\mathbb{R}^d)$, $||\psi|| = 1$, $\nu^\psi_t$ converges weakly to the AC measure $\nu^\psi_{\infty}$ given by $d\nu^\psi_{\infty}(x) = 2^{-d} |\hat{\psi}(\frac{x}{2})|^2 dx$.

Proof. This follows immediately from the portemanteau theorem.

Lemma 5.4 says that if $X_t$ is a random vector with distribution $|e^{it\Delta}\psi|^2 dx$ then $X_t$ converges in distribution to a random vector $Y$ with distribution $2^{-d} |\hat{\psi}(\frac{x}{2})|^2 dx$.

5.2. Periodic models. We start with the discrete case. Given a periodic graph $\Gamma$ as in Section 3.2, and a $\mathbb{Z}_d^n$-periodic Schrödinger operator

$$
H = A + Q,
$$
let $\psi \in \ell^2(\Gamma)$ satisfy $\|\psi\| = 1$. Let $\Omega := \mathbb{T}^d \times \{1, \ldots, \nu\}$ and define $\mu^\psi$ on $\Omega$ by
\[
\int_{\Omega} f(\theta, n) \, d\mu^\psi(\theta, n) = \int_{\mathbb{T}^d} \sum_{n=1}^{\nu} f(\theta, n) E_n(\theta) \|\psi\|_n^2 \, d\theta.
\] (5.5)
This is a probability measure since
\[
\mu^\psi(\Omega) = \int_{\mathbb{T}^d} \sum_{n=1}^{\nu} \|E_n(\theta)\|_n^2 \, d\theta = \|U\psi\|_n^2 = \|\psi\|_n^2 = 1.
\]
Next, consider the map $h : \Omega \to \mathbb{R}^d$ given by $h(\theta, n) := \frac{1}{2\pi} \nabla \theta E_n(\theta)$ and let $\nu^\psi$ be the image measure on $\mathbb{R}^d$ given by
\[
\nu^\psi := h_* \mu^\psi.
\] (5.6)

**Theorem 5.5.** Let $\Gamma$ be a periodic discrete graph endowed with a periodic Schrödinger operator $H$. Let $X_t$ be a random vector with distribution $|e^{-itH}\psi(v)|^2$, $v \in \Gamma$. Then $\hat{X}_T$ converges to a random vector $Y$ on $\mathbb{R}^d$ with distribution $\nu^\psi$ given by (5.5)-(5.6).

This agrees with Theorem 3.3, as $E_{\nu^\psi}(|x_m^m|^2) = \sum_{i=1}^{d} E_{\nu^\psi}(x_i^{2m}) = \sum_{i=1}^{d} E_{\psi}(h_i^{2m}(\theta, n))$ is the RHS of (3.20).

We prove this result using our analysis in Section 3 and the idea from [11] to use the Cramér-Wold device. Perhaps the theory in [27] could also be adapted to prove a theorem of this kind.

**Proof.** We may assume $\|x_m^m\psi\| < \infty$ for all $m$, see Remark 5.10.

We first note that $\nu^\psi$ is supported on a compact set since $\Omega$ is compact and $h$ is continuous. In one dimension this implies that $Y$ is characterized by its moments. In higher dimensions and lattices things are a bit more complicated.

Denote $x = \sum_{i=1}^{d} \alpha_i(x) a_i$ and let $p_m^{(c)}(x) := (\sum_{i=1}^{d} c_i \alpha_i(x))^m$ where $c = (c_1, \ldots, c_d)$. Suppose we showed that $E_{\nu^\psi}(p_m^{(c)}(x)) \to E_{\nu^\psi}(p_m^{(c)}(x))$ for any $m = 1, 2, \ldots$ and $c$. Denoting $x = (x_1, \ldots, x_d)$ and $q_m^{(\ell)}(x) := (\sum_{j=1}^{d} \ell_j x_j)^m$, since $x_j = x \cdot e_j = \sum_{i=1}^{d} \alpha_i(x) a_i \cdot e_j$, we get
\[
q_m^{(\ell)}(x) = \sum_{i=1}^{d} \ell_i a_i \cdot e_j \alpha_i(x) = \sum_{i=1}^{d} c_i \alpha_i(x) = p_m^{(c)}(x)
\]
for $c_i := \sum_{j=1}^{d} \ell_j a_i \cdot e_j$. Consequently, we have $E_{\nu^\psi}(q_m^{(\ell)}(x)) \to E_{\nu^\psi}(q_m^{(\ell)}(x))$ for any $m$ and $\ell$, so $E(q_m^{(\ell)}(X_T)) \to E(q_m^{(\ell)}(Y))$ for $Y$ as in the statement. This implies that $\sum_{j=1}^{d} \ell_j X_j$ converges in distribution to $\sum_{j=1}^{d} \ell_j Y_j$ for any $\ell$ by [7, Theorem 30.2], where $X_t = (X_{t,1}, \ldots, X_{t,d})$ and $Y = (Y_1, \ldots, Y_d)$. By the Cramér-Wold device [7, Theorem 29.4], this implies that $\hat{X}_T$ converges in distribution to $Y$.

So consider $p_m^{(c)}(x)$. Since $h(\theta, n) = \frac{1}{2\pi} \nabla \theta E_n(\theta) = \frac{1}{2\pi} \sum_{i=1}^{d} a_i \partial_\theta E_n(\theta)$, we have
\[
E_{\nu^\psi}(p_m^{(c)}(x)) = E_{\nu^\psi}(p_m^{(c)}(h)) = \int_{T^d} \sum_{n=1}^{\nu} \left( \frac{1}{2\pi} \sum_{j=1}^{d} c_j \partial_\theta E_n(\theta) \right)^m \|P_n(\theta)\| \, d\theta
\]
\[
= \left\langle U\psi, \left( \frac{1}{2\pi} \sum_{n=1}^{\nu} \left( \frac{1}{2\pi} \sum_{j=1}^{d} c_j \partial_\theta E_n(\theta) \right)^m P_n(\theta) \, d\theta \right) U\psi \right\rangle.
\]
On the other hand,
\[
E_{\nu^\psi}(p_m^{(c)}(x/t)) = \sum_{x \in \Gamma} \left( \sum_{j=1}^{d} c_j \alpha_j(x) \right)^m |e^{-itH}\psi(x)|^2 = \frac{1}{t} \langle U\psi, U e^{itH} \sum_{j=1}^{d} c_j \alpha_j(x) \rangle e^{-itH}\psi
\]
It thus suffices
to prove that
\[
\lim_{t \to +\infty} \frac{U e^{itH} \left( \sum_{j=1}^{d} c_j \phi_j(x) \right)^m e^{-itH}}{t^m} = \left( \int_{\mathbb{T}} \sum_{n=1}^{\nu} \left( \frac{1}{2\pi} \sum_{j=1}^{d} c_j \partial_{\theta_j} E_n(\theta_b) \right) P_n(\theta_b) d\theta \right) U \psi . \tag{5.7}
\]

By the multinomial theorem we have
\[
\left( \sum_{j=1}^{d} c_j \phi_j(x) \right)^m = \sum_{l_1 + \cdots + l_r = m} \frac{m!}{l_1! \cdots l_r!} \partial_{\theta_1}^{l_1} \cdots \partial_{\theta_r}^{l_r} \phi_1(x) \cdots \phi_r(x) .
\]

We showed before (3.22) that \( \partial_{\theta_j} e^{-i\theta_j (k_\alpha + v_n)} = -2\pi i (k_\alpha + v_n) e^{-i\theta_j (k_\alpha + v_n)} \) if \( k_\alpha = \sum_{i=1}^{d} k_i \alpha_i \) and \( v_n = \sum_{i=1}^{d} s_i \alpha_i \), i.e., if \( \alpha_i (k_\alpha + v_n) = k_i + s_i \). We thus have \( \alpha_i (k_\alpha + v_n) l_i e^{-i\theta_j (k_\alpha + v_n)} = \left( \frac{1}{2\pi} \right)^l_i \partial_{\theta_j}^{l_i} e^{-i\theta_j (k_\alpha + v_n)} \). This yields
\[
(U \phi_1(x)^{l_1} \cdots \phi_r(x)^{l_r}) \phi_b(v_n) = \sum_{k_\alpha \in \mathbb{Z}_a^d} e^{-i\theta_j (k_\alpha + v_n)} \alpha_1 (k_\alpha + v_n)^{l_1} \cdots \alpha_r (k_\alpha + v_n)^{l_r} \phi(k_\alpha + v_n)
\]
and so,
\[
\left( U e^{itH} \left( \sum_{j=1}^{d} c_j \phi_j(x) \right)^m e^{-itH} \right)_{\theta_b} = \left( e^{itH} \right)_{\theta_b} \left( U \left( \sum_{j=1}^{d} c_j \phi_j(x) \right)^m e^{-itH} \right)_{\theta_b}
\]
\[
= \sum_{l_1 + \cdots + l_r = m} \frac{m!}{l_1! \cdots l_r!} \partial_{\theta_1}^{l_1} \cdots \partial_{\theta_r}^{l_r} \left( U \phi \right)_{\theta_b} .
\]

As in (3.23),
\[
\partial_{\theta_1}^{l_1} \cdots \partial_{\theta_r}^{l_r} e^{-itH(\theta_b)}(U\psi)_{\theta_b} = \sum_{n=1}^{\nu} e^{-iE_n(\theta_b)} (-it \partial_{\theta_j} E_n(\theta_b))^{l_1} \cdots (-it \partial_{\theta_j} E_n(\theta_b))^{l_r} P_n(\theta_b)(U\psi)_{\theta_b} + O_{n,\theta}(l_1 + \cdots + l_r - 1) ,
\]
where the error term contains as usual derivatives of \( E_n(\theta_b) \), \( P_n(\theta_b) \), and \( (U\psi)_{\theta_b} \). Since \( l_1 + \cdots + l_r = m \), using the multinomial theorem again we conclude that (5.7) holds, the details are the same as (3.12)-(3.13).

\[\square\]

**Example 5.6** (the integer lattice). If \( H = A \) on \( \mathbb{Z}^d \), this gives, for Borel \( f : [-2, 2]^d \to \mathbb{C} \),
\[
E_{\nu_{\infty}}(f) = \mathbb{E}_{\nu}(f(h)) = \int_{\mathbb{T}^d} f(-2\sin \theta_1, \ldots, -2\sin \theta_d) |\psi(\theta)|^2 d\theta.
\]

**Example 5.7** (the triangular lattice). In this case, we similarly get
\[
E_{\nu_{\infty}}(f) = \int_{\mathbb{T}^2} f(-2\sin \theta_1 - 2\sin \theta_2, -2\sin \theta_2 - 2\sin \theta_1) |\psi(\theta)|^2 d\theta.
\]

**Example 5.8** (the hexagonal lattice). The hexagonal distribution can be calculated similarly using the information in Example 3.6. Here we also need \( P_{\pm}(\theta_b) \). This is simple: if \( e^{i\theta_j} - \xi(\theta_b) \), then the normalized eigenvectors of \( H(\theta_b) \) are \( w_{\pm}(\theta_b) = \frac{1}{\sqrt{2}} (1, \pm e^{-i\psi(\theta_b)})^T \), so \( P_{\pm}(\theta_b) = \langle w_{\pm}, \cdot \rangle w_{\pm} \). In particular, \( ||P_{\pm}(\theta_b)(U\psi)_{\theta_b}||^2 = \langle (U\psi)_{\theta_b} \pm e^{i\psi(\theta_b)}(U\psi)_{\theta_b} \rangle^2 \).

We may now tackle the continuous case.
Theorem 5.9. Consider a Schrödinger operator $H$ on $\mathbb{R}^d$ with smooth periodic potential $V$ having bounded derivatives and let $\psi \in L^2(\mathbb{R}^d)$. Let $X_t$ be a random vector with distribution $\{e^{-itH} \psi(x)\} dx$. Then $\bar{\Delta}_\nu$ converges to a random vector $Y$ on $\mathbb{R}^d$ with distribution $\nu_\infty$ having the analogous expression (5.5)-(5.6) (so $\sum_{n=1}^\nu$ becomes $\sum_{n=1}^\infty$).

Proof. Here $\Omega := \mathbb{T}^d \times \mathbb{N}^*$ is no longer compact so we cannot use the method of moments directly. However we can argue by approximation. Namely, given $\psi \in L^2$, we know that $\psi_N := U^{-1} \left( \int_{\mathbb{T}^d} \sum_{n=1}^N P_n(\theta) d\theta \right) U \psi$ satisfies $\| \psi_N - \psi \|_2 \to 0$ (in fact, in the proof of Theorem 3.1, Step 3 we showed the stronger fact $\| \psi_N - \psi \|_{H^{2m}} \to 0$ if $\psi \in H^{2m}(\mathbb{R}^d)$).

For fixed $N$, we may take $\Omega_N := \mathbb{T}^d \times \{1, \ldots, N\}$. Then the proof of Theorem 5.5 shows that $\nu_N^{\psi_N}$ converges weakly to $\nu_\infty^{\psi_\infty}$ as $t \to +\infty$. Given $B \subset \Omega$, it remains to control $|\nu_N^{\psi_N}(B) - \nu_t^{\psi}(B)|$ and $|\nu_\infty^{\psi_\infty}(B) - \nu_\infty^{\psi}(B)|$. The former vanishes uniformly in $t, B$ by Lemma 5.1. Similarly,

$$|\nu_N^{\psi_N}(B) - \nu_\infty^{\psi_\infty}(B)| = \left| \int_{\mathbb{T}^d} \sum_{n=1}^\infty 1_{k-1,N}(\theta, n)(\| P_n(\theta)(U \psi_N) \| - \| P_n(\theta)(U \psi) \|)^2 d\theta \right|$$

$$\leq \int_{\mathbb{T}^d} \sum_{n=1}^\infty (\| P_n(\theta)(U \psi_N) \| + \| P_n(\theta)(U \psi) \|) \| P_n(\theta)(U \psi) - (U \psi_N) \| d\theta$$

where we used Cauchy–Schwarz for $f$ in the last step and the fact that $\| \phi \|_2 = \| U \phi \|_2 = \int_{\mathbb{T}^d} \sum_{n=1}^\infty \| P_n(\theta)(U \psi) \| d\theta$. This completes the proof. \qed

Remark 5.10. The same approximation trick works for any dense subspace. In fact we did not use the explicit form of $\psi_N$ in the previous proof.

APPENDIX A. Upper bounds and derivatives

Here we first prove that the $m$-moments grow at most like $t^m$. This already appeared in various forms: for continuous Schrödinger operators see [24] for $m = 1, 2$; for discrete Schrödinger operators, upper bounds can be deduced from [1, Appendix B] for general moments but $\psi = \delta_x$. Using the upper bounds, we then give rigorous proofs of the moment derivative formulas (A.11) and (A.22).

We start with some general remarks on lower bounds.

A.1. Lower bounds. On $L^2(X)$, if $x_0 \in X$ is fixed and $|x| := d(x, x_0)$, then we have

$$\| |x|^j \phi \| \leq \langle \phi, |x|^{2j} \phi \rangle = \int_X |x|^{2j} |\phi|^2 \leq \left( \int_X |x|^{2m} |\phi|^2 \right)^{j/m} \left( \int_X |\phi|^2 \right)^{(m-j)/m}$$

$$= \| |x|^{2m} \phi \|^{2j/m} \| \phi \|^{(m-j)/m}, \quad (A.1)$$

where we used Hölder’s inequality with $f = |x|^{2j} |\phi|^{2j/m}$ and $g = |\phi|^{(2m-2j)/m}$. It follows that $\| |x|^j \phi \|^m \leq \| |x|^{m} \phi \| \| \phi \|^{m-j}$. In particular,

$$\liminf_{t \to +\infty} \frac{\| |x|^{me^{-itH} \psi} \|^{2}}{t^{2m}} \geq \liminf_{t \to +\infty} \frac{\| |x|^{j} \phi \|^{2}}{t^2} \| \phi \|^{2-2m} \quad (A.2)$$

On $\mathbb{R}^d$ we usually consider $\| |x|^j \phi \|$ instead of $\| |x|^i \phi \|$, where $x^i \phi := (x_1^i \phi, \ldots, x_d^i \phi)$. We have $\| x^i_\phi \|^2 \leq \| x^i \phi \|^{2j/m} \| \phi \|^{2(m-j)/m}$ by the same argument. Using the Plancherel identity gives the Gagliardo–Nirenberg inequality $\| D^j \phi \| \leq \| D^j \phi \|^{2j/m} \| \phi \|^{(m-j)/m}$. 

If $H$ is a Schrödinger operator, $x_k(t) := e^{itH} x_k e^{-itH}$ and $D_k(t) := e^{itH} (-i\partial_x) e^{-itH}$, then this implies
\[
\|x_k(t)\| \leq \|x_k^m(t)\|^{1/m} \|\phi\|^{(m-j)/m},
\]
\[
\|D_k(t)\| \leq \|D_k^m(t)\|^{1/m} \|\phi\|^{(m-j)/m}.
\]

(A.3)

Lastly in this connection, recall the uncertainty principle $\|\phi\|^2 \leq 2\|x_k \phi\|\|x_k \phi\|$. The above yields the generalization $\|\phi\|^2 \leq 2\|x_k^m \phi\|^{1/m} \|\phi\|^{(m-j)/m} \|D_k^m \phi\|^{1/m} \|\phi\|^{(m-j)/m}$, i.e.
\[
\|\phi\|^2 \leq 2^m \|x_k^m \phi\| \cdot \|D_k^m \phi\|.
\]

(A.4)

Applying this to $\phi = e^{-itH} \psi$, we thus get
\[
\|x_k(t)\| \cdot \|D_k(t)\| \leq 2^{m-j} \|x_k^m(t)\| \cdot \|D_k^m(t)\|.
\]

(A.5)

More generally, for $j, n \leq m$,
\[
\|x_k^j(t)\| \cdot \|D_k^n(t)\| \leq 2^{m-j+n} \|x_k^m(t)\| \cdot \|D_k^m(t)\|.
\]

(A.6)

The preceding estimates provide useful lower bounds for $x_k^m(t) \psi$ and $D_k^m(t) \psi$ in terms of lower moments.

We now consider upper bounds.

A.2. Discrete case. In the following, given a countable graph $G$, we fix some vertex $o \in G$ regarded as an origin and denote $|x| := d(x,o)$ and $x^m \psi(x) := |x|^m \psi(x)$.

**Theorem A.1.** Let $H = A + V$ be a Schrödinger operator on a countable graph $G$ with maximal degree $\leq D$. We assume the potential $V$ is bounded. Then for any $t \geq 0$ and $m \in \mathbb{N}$, if $\|x^m \psi\| < \infty$, then
\[
\|x^m e^{-itH} \psi\| \leq \sum_{r=0}^m p_{m-r}(t) \|x^r \psi\|,
\]

(A.7)

where $p_k(t)$ is a polynomial in $t$ of degree $k$ with $p_0(t) = 1$, and the leading term of the top polynomial $p_m(t)$ is $D^m t^m$. In particular,
\[
\limsup_{t \to +\infty} \frac{\|x^m e^{-itH} \psi\|}{t^m} \leq D^m \|\psi\|.
\]

(A.8)

Note that each $p_k(t)$ also depends on $m$, that is, for each fixed $m$ there is a set of polynomials $p_{m}(t), \ldots, p_{k_m}(t)$ with $p_{k_m}$ of degree $k$ such that (A.7) is satisfied with $p_k \equiv p_{k_m}$. See Remark A.3 for a further comment.

**Proof.** By induction on $m$. The statement is trivial for $m = 0$ since $e^{-itH}$ is unitary.

Let $m = 1$. For an operator $O$, recall we denote $O(t) := e^{itH} O e^{-itH}$. In particular, $x(t) := e^{itH} x e^{-itH}$ when $O$ is the operator of multiplication by $x$. We formally have
\[
\frac{d}{dt} x(t) \psi = iH e^{itH} x e^{-itH} \psi - i e^{itH} x H e^{-itH} \psi
\]
\[
= i e^{itH} [H, x] e^{-itH} \psi
\]
\[
= i e^{itH} [A, x] e^{-itH} \psi.
\]

(A.9)

This calculation is formal because the first derivative $iH e^{itH} x e^{-itH} \psi$ requires $x e^{-itH} \psi \in L^2(G)$, while the second $-i e^{itH} x H e^{-itH} \psi$ requires $\lim_{t \to +0} x e^{-itH} \psi = -ix H e^{-itH} \psi$. See, e.g., [12, Lemma 10.17]. None of these facts is a priori clear (in fact the first point is partly what the theorem tries to prove, we only know that $x \psi \in L^2(G)$, a priori). Note that this formal calculation is justified however if instead of $x$ we multiply by a bounded function.
As the RHS is independent of $\phi$ we get
\[
[A, f_\epsilon(|x|)]\phi(x) = \sum_{y \sim x} [f_\epsilon(|y|) - f_\epsilon(|x|)]\phi(y) =: \sum_{y \sim x} \alpha_{x,y}\phi(y).
\]
Here $|\alpha_{x,y}| = |f_\epsilon'(\lambda)|$ for some $\lambda \in [|x| - 1, |x| + 1]$. Hence, $|\alpha_{x,y}| \leq \frac{1}{(1+|x|)^2} \leq 1$. We thus get
\[
\|[A, f_\epsilon(|x|)]\phi\|^2 \leq D \sum_{x} \sum_{y \sim x} |\phi(y)|^2 \leq D^2 \|\phi\|^2.
\]
Applying this to $\phi = e^{-itH}\psi$, we get $\|[A, f_\epsilon(|x|)]e^{-itH}\psi\| \leq D\|\psi\|$. So using [8, Theorem 5.6.1],
\[
\|(f_\epsilon(|x|)(t))\psi\| \leq \left\| \left( f_\epsilon(|x|) \right)(0) \psi + \int_0^t \frac{d}{ds}(f_\epsilon(|x|))(s)\psi ds \right\|
\leq \left\| f_\epsilon(|x|)\psi \right\| + \int_0^t \left\| [A, f_\epsilon(|x|)]e^{-isH}\psi \right\| ds
\leq \|\psi\| + tD\|\psi\|.
\]
Since $\epsilon > 0$ is arbitrary, taking $\epsilon \downarrow 0$ and using Fatou’s lemma, we get
\[
\|xe^{-itH}\psi\|^2 = \sum_{x} |x|^2 |(e^{-itH}\psi)(x)|^2 \leq \liminf_{\epsilon \downarrow 0} \frac{1}{\epsilon} \sum_{x} \frac{|x|^2}{(1+\epsilon|x|)^2} |(e^{-itH}\psi)(x)|^2
\leq \liminf_{\epsilon \downarrow 0} \|f_\epsilon(|x|)e^{-itH}\psi\|^2
\leq (\|\psi\| + tD\|\psi\|)^2,
\]
(A.10)
where we used $\|f_\epsilon(|x|)e^{-itH}\psi\| = \|(f_\epsilon(|x|))(t)\psi\|$ since $e^{itH}$ is unitary. This settles $m = 1$.

Now assume the statement holds for all $k < m$. Let $f_\epsilon(\lambda) = \frac{\lambda^m}{1+\lambda^m}$. Here $|f_\epsilon'(\lambda)| \leq m|\lambda|^{m-1}$. Arguing as before, we get
\[
\|[A, f_\epsilon(|x|)]\phi\|^2 \leq Dm^2 \sum_{x} \sum_{y \sim x} |\phi(y)|^2
\leq D^2m^2 \|(|x| + 2)^{m-1}\phi\|^2.
\]
Hence,
\[
\|(f_\epsilon(|x|))(t)\psi\| \leq \|f_\epsilon(|x|)\psi\| + Dm \sum_{q=0}^{m-1} \left( \frac{m-1}{q} \right) 2^{m-1-q} \int_0^t \|x^q e^{-isH}\psi\| ds,
\]
Since $f_\epsilon(|x|) \leq |x|^m$, using the induction hypothesis we get
\[
\|(f_\epsilon(|x|))(t)\psi\| \leq \|x^m \psi\| + Dm \sum_{q=0}^{m-1} \left( \frac{m-1}{q} \right) 2^{m-1-q} \sum_{r=0}^q \tilde{p}_{q-r+1}(t) \|x^r \psi\|.
\]
As the RHS is independent of $\epsilon$, taking $\epsilon \downarrow 0$ and using Fatou’s lemma again yields $\|x^m(t)\psi\| \leq \sum_{q=0}^{m-1} \tilde{p}_{m-q}(t) \|x^q \psi\|$. The above also shows the coefficient of $\|x^m \psi\|$ is $p_0(t) = 1$. The top polynomial $p_m(t)$ is found by taking $q = m - 1$ and $r = 0$ and equals $\sum_{q=0}^{m-1} \tilde{p}_{q-m}(t)$ ds. As the leading term of $p_{m-1}(s)$ is $D^{m-1}s^{m-1}$ by hypothesis, the leading term of $Dm \int_0^s \tilde{p}_{m-1}(s) ds$ is $D^mt^m$.

A posteriori, the formal differentiation (A.9) is actually valid. Recall $x(t) := e^{itH}xe^{-itH}$. □
Corollary A.2. Under the same assumptions, \( \lim_{s \to t} x^m(s) \psi = x^m(t) \psi \) and
\[
\frac{d}{ds} x^m(t) \psi = i e^{itH} [A, x^m] e^{-itH} \psi.
\] (A.11)

Proof. We have
\[
\| x^m(s) \psi - x^m(t) \| = \| e^{isH} x^m e^{-isH} \psi - e^{itH} x^m e^{-itH} \psi \|
\leq \| e^{isH} x^m e^{-isH} \psi - e^{itH} x^m e^{-itH} \psi \| + \| e^{isH} x^m e^{-itH} \psi - e^{itH} x^m e^{-itH} \psi \|
= \| x^m e^{-isH} \psi - x^m e^{-itH} \psi \| + \| e^{isH} x^m e^{-itH} \psi - e^{itH} x^m e^{-itH} \psi \|. \tag{A.12}
\]

We know from Theorem A.1 that \( \phi = x^m e^{-itH} \psi \in D(H) = L^2(G) \) for any \( t \geq 0 \), so
\[
\lim_{s \to t} e^{isH} x^m e^{-itH} \psi = e^{itH} x^m e^{-itH} \psi.
\]
This settles the second term in the RHS.

For the first term, we use Fatou’s lemma as in (A.10). Let \( f_\varepsilon(\lambda) = \frac{\lambda^m}{1 + \varepsilon \lambda} \). We have
\[
f_\varepsilon(|x|) e^{-itH} \psi = f_\varepsilon(|x|) e^{-isH} \psi + \int_s^t \frac{d}{ds} f_\varepsilon(|x|) e^{-isH} \psi \, ds.
\]
for some polynomials \( p_k \), by Theorem A.1. These are uniformly bounded by some \( M(t) \) for all \( \alpha \in [t-1, t+1] \) and we get
\[
\| f_\varepsilon(|x|) e^{-isH} \psi - f_\varepsilon(|x|) e^{-itH} \psi \| \leq |t-s| M(t) \| x^m e^{-itH} \psi \|, \quad \text{with}
\]
\( \| x^m e^{-itH} \psi \| \) independent of \( \varepsilon \).

By Fatou’s lemma, \( \| x^m e^{-isH} \psi - x^m e^{-itH} \psi \|^2 \leq \liminf_{\varepsilon \to 0} \| f_\varepsilon(|x|) e^{-isH} \psi - f_\varepsilon(|x|) e^{-itH} \psi \|^2 \). Thus,
\[
\| x^m e^{-isH} \psi - x^m e^{-itH} \psi \| \leq |t-s| M(t) \sum_{m=0}^{m-1} \| x^m e^{-itH} \psi \| \to 0 \quad \text{as} \quad s \to t.
\]
Recalling (A.12), this completes the proof of the first claim.

For the derivative we first make some simplifications. Given \( \delta > 0 \),
\[
\| x^m(t+\delta) \psi - x^m(t) \psi \| = \| i e^{itH} [H, x^m] e^{-itH} \psi \|
\leq \| i e^{itH} [H, x^m] e^{-itH} \psi \|
+ \| x^m (e^{-itH} \psi - e^{-itH} \psi) \|
+ \| H x^m (e^{-itH} \psi - e^{-itH} \psi) \|
\leq \| i e^{itH} [H, x^m] e^{-itH} \psi \|
+ \| x^m (e^{-itH} \psi - e^{-itH} \psi) \|
+ \| H x^m (e^{-itH} \psi - e^{-itH} \psi) \| \tag{A.13}\]

For the first term, we know from Theorem A.1 that \( x^m e^{-itH} \psi \in D(H) = L^2(G) \), so this term vanishes as \( \delta \to 0 \). For the second term, we use the spectral theorem: \( \| \frac{e^{it \lambda} - 1}{i \delta} \psi \|^2 = \int \frac{|e^{it \lambda} - 1|^2}{\delta} d\mu_\phi(\lambda) \leq \lambda^2 \int \lambda^2 d\mu_\phi(\lambda) = \| \phi \|^2 \). With this bound, we see the second and third terms vanish as \( \delta \to 0 \) by the argument of (A.12) (note that \( H \) is bounded; see also Corollary A.5 for unbounded operators). So it remains to control the last term. For this we first use Fatou’s lemma to replace \( x^m \) by \( f_\varepsilon(|x|) \) as follows.

We know that
\[
\frac{d}{ds} f_\varepsilon(|x|) e^{-isH} \psi = f_\varepsilon(|x|)(-iHe^{-isH}) \psi \quad \text{and} \quad \frac{d}{ds} f_\varepsilon(|x|)(-iH e^{-isH}) \psi = -f_\varepsilon(|x|) H^2 e^{-isH} \psi.
\]
It follows from [8, Theorem 5.6.2] that for small \( \delta \),
\[
\left\| f_t(|x|) \left( \frac{e^{-it\delta H} - e^{-itH}}{\delta} \psi + iH e^{-itH} \psi \right) \right\| \leq \frac{|\delta|}{2} \sup_{x \in [-1,t+1]} \|x^m H^2 e^{-itH} \psi\|,
\]
where we used that \( f_t(|x|) \leq |x|^m \). Using Theorem \( A.1 \) again, we may bound the RHS by \( \frac{|\delta|}{2} M(t) \sum_{r=0}^m \|x^r H^2 \psi\| \), with \( M(t) \) independent of \( \epsilon \). Fatou’s lemma implies as before that the last term in (A.13) is now bounded by \( \frac{|\delta|}{2} M(t) \sum_{r=0}^m \|x^r H^2 \psi\| \). Taking \( \delta \to 0 \) finally completes the proof. \( \square \)

**Remark A.3.** Theorem \( A.1 \) implies that
\[
\limsup_{t \to +\infty} \frac{1}{t^{2m}} \sum_{x \in G} |x|^{2m} |e^{-itH} \psi(x)|^2 \leq D^{2m} \| \psi \|^2.
\]
This also implies a control for odd powers. Namely, if \( \|x^m \psi\| < \infty \), letting \( \psi_t := e^{-itH} \psi \), we have by Cauchy–Schwarz that
\[
\sum |x|^m |\psi_t(x)|^2 \leq (\sum |x|^{2m} |\psi_t(x)|^2)^{1/2} (\sum |\psi_t(x)|^2)^{1/2}. \quad \text{So} \quad \frac{1}{t} \sum |x|^m |\psi_t(x)|^2 \leq \left( \frac{1}{t} \sum |x|^{2m} |\psi_t(x)|^2 \right)^{1/2} \| \psi \| \quad \text{and thus}
\]
\[
\limsup_{t \to +\infty} \frac{1}{t^{2m}} \sum_{x \in G} |x|^{2m} |\psi_t(x)|^2 \leq D^{2m} \| \psi \|^2.
\]

### A.3. Continuous case.

Assume now that on \( \mathbb{R}^d \), we have a potential \( V \in C^{m-1} \) such that \( V \) and its partial derivatives of order \( < m \) are bounded. Let \( H = H_0 + V = -\Delta + V \). Then we claim that
\[
\|D^m \phi\|^2 \leq C_{m,V} \sum_{k=0}^m \|H^k \phi\|. \quad (A.14)
\]
Indeed, using \( X^m - Y^m = \sum_{p=0}^{m-1} X^p (X - Y)^{m-1-p} \), we have
\[
\|D^m \phi\|^2 = \langle \phi, D^2m \phi \rangle \leq \langle \phi, H_0^m \phi \rangle = \langle \phi, H^m \phi \rangle - \sum_{p=0}^{m-1} \langle \phi, H_0^p V H^{m-1-p} \phi \rangle.
\]

with the convention \( \sum_{p=0}^{-1} := 0 \).

Now (A.14) is clear for \( m = 0 \). If (A.14) holds for all \( p < m \), then using Cauchy–Schwarz, Leibniz formula, and our assumption on \( V \), we get
\[
|\langle \phi, H_0^p V H^{m-1-p} \phi \rangle| \leq c_{d,p} \|D^p \phi\| \cdot \|D^p V H^{m-1-p} \phi\| \leq c_{V,m} \sum_{q=0}^{m-p} \|D^q \phi\| \cdot \|D^q V H^{m-1-p} \phi\|.
\]
So by induction hypothesis,
\[
\|D^m \phi\|^2 \leq \| \phi \| \cdot \|H^m \phi\| + c_{V,m} \sum_{p=0}^{m-1} \sum_{q=0}^{m-p} \|H^q \phi\| \cdot \|H^{m-1-p+q} \phi\|.
\]

Using \( ab \leq \frac{1}{2}(a^2 + b^2) \), we thus get \( \|D^m \phi\|^2 \leq c_{V,m} \sum_{k=0}^m \|H^k \phi\|^2 \), implying (A.14). This implies that for \( D(t) := e^{itH} D e^{-itH} \) and \( \psi_t := e^{-itH} \psi \), we have
\[
\|D(t)^r \psi_t\| = \|D^r \psi_t\| \leq C_{r,V} \sum_{k=0}^r \|H^k \psi\| \leq C_{r,V} \| \psi \| H^{2r}, \quad (A.15)
\]

independently of \( t \), where we used that \( H^k e^{-itH} = e^{-itH} H^k \).

**Theorem A.4.** If \( V \in C^{m-1}(\mathbb{R}^d) \), if \( V \) and its partial derivatives of order \( < m \) are bounded, and if \( \psi \in H^{2m}(\mathbb{R}^d) \), then \( \|x^m e^{-itH} \psi\| \leq 2^{m-1} (\|x^m \psi\| + C_{m} \sum_{k=0}^m \|H^k \psi\|) \).
A sketch of an earlier result can also be found in [24, Theorem 4.1]. We first give a formal proof, then indicate how to make it rigorous.

**Proof (formal).** Recall that \( x^m = (x_1^m, \ldots, x_d^m) \). In this proof we denote \( x^{2m} = x_1^{2m} + \cdots + x_d^{2m} \) instead of \( |x|^2 \) to avoid too cumbersome formulas.

Formally, \( \frac{d}{dt} x^{2m}(t) \psi = ie^{itH} [-\Delta, x^{2m}] e^{-itH} \psi \) for \( \psi \in D(H) \). But, for \( F \) smooth on \( \mathbb{R}^d \) we have \( [-\Delta, F] \phi = -(\Delta F) \phi - 2\nabla F \cdot \nabla \phi = -\nabla \cdot [(\nabla F) \phi] - \nabla F \cdot \nabla \phi \). In particular, for \( F(x) = x^{2m} \), since \( \nabla x^{2m} = 2m(x_1^{2m-1}, \ldots, x_d^{2m-1}) \), we get

\[
\frac{d}{dt} \left| x^m(t) \psi \right|^2 = \frac{d}{dt} \langle \psi, x^{2m}(t) \psi \rangle = i \langle \psi, [-\Delta, x^{2m}] \psi \rangle = \langle \psi, D(t) \cdot [\nabla x^{2m}(t) \psi] + (\nabla x^{2m})(t) \cdot D(t) \psi \rangle \\
\leq 4m \sum_{j=1}^d \|x_j^m(t)\psi\| \cdot \|x_j^{m-1}(t)D_j(t)\psi\|,
\]

where \( D_j := -i\partial_{x_j} \) and \( D_j(t) := e^{itH} D_j e^{-itH} \). We have in general

\[
\|x_j^n(t)D_j^k(t)\psi\| = \langle \psi, D_j^k(t)x_j^{2n}(t)D_j^k(t)\psi \rangle^{1/2} \\
\leq \sum_{p=0}^k \binom{k}{p} (2n) \cdots (2n - p) \|\psi, x_j^{2n-p}(t)D_j^{2k-p}(t)\psi\|^{1/2} \tag{A.16}
\]

\[
\leq \sum_{p=0}^k \sum_{r,m} c_{p,k,n} \|x_j^{m}(t)\psi\|^{1/2} \|x_j^{2n-p-m}(t)D_j^{2k-p}(t)\psi\|^{1/2}. \tag{A.17}
\]

We may apply the same inequality to \( \|x_j^{2n-p-m}(t)D_j^{2k-p}(t)\psi\| \). Doing this \( \ell - 1 \) times we see that the term with highest power is

\[
C_{k,n} \|x_j^{m}(t)\psi\|^{1/2} \|x_j^{2\ell - 1(n-m)+m}(t)D_j^{2\ell - k}(t)\psi\|^\frac{1}{2\ell - k}.
\]

**The case \( m = 2^\ell \).** Let \( n = m - 1 = 2^\ell - 1 \). Then by applying (A.17) \( \ell - 1 \) times, we get

\[
\frac{d}{dt} \|x(t)^m\psi\|^2 \leq C_m \sum_{j=1}^d \|x_j^m(t)\psi\| \cdot \|x_j^m(t)\psi\|^{1-\frac{1}{2\ell - k}} \sum_{r=0}^{2\ell - 1} \sum_{r,m} c_{r,m} \|x_j^r(t)D_j^r(t)\psi\| \tag{A.18}
\]

In fact, the terms have the general form

\[
x_j^{2\ell - 1(n-m)+m-2^{\ell - 1}p_1-2^{\ell - 2}p_2-\cdots-p_{\ell - 1}}(t)D_j^{2\ell - k-2^{\ell - 2}p_1-\cdots-p_{\ell - 1}}(t)\psi.
\]

For \( m = 2^\ell, n = m - 1, k = 1 \), we see the powers of \( x_j(t) \) and \( D_j(t) \) match indeed.

We next apply (A.16) plus Cauchy–Schwarz to get

\[
\frac{d}{dt} \|x^m(t)\psi\|^2 \leq C_m \sum_{j=1}^d \|x_j^m(t)\psi\|^{2 - \frac{1}{2\ell - 1}} \sum_{r=0}^{2\ell - 1} \sum_{r,m} c_{r,m} \sum_{r=0}^r \|x_j^{2r-p}(t)\psi\|^{2r} \|D_j^{2r-p}(t)\psi\|^{2r}. \tag{A.19}
\]
Recalling (A.5) and (A.15), we conclude that for \( m = 2^\ell \),
\[
\frac{d}{dt} \|x^m(t)\psi\|^2 \leq C_{m,d} \sum_{j=1}^{d} \|x^m_j(t)\psi\|^2 \frac{2^\ell}{t} \|D^m_j(t)\psi\|^{1/m}
\]
\[
\leq C_{m,d,V} \sum_{k=0}^{m} \|H^k_\psi\|^{1/m}. \quad (A.20)
\]
Thus,
\[
\frac{d}{dt} \langle \psi, x^{2m}(t)\psi \rangle = \frac{1}{2m} \langle \psi, x^{2m}(t)\psi \rangle^{m-1} \frac{d}{dt} \langle \psi, x^{2m}(t)\psi \rangle \leq \sum_{k=0}^{m} \|H^k_\psi\|^{1/m}.
\]
We thus have \( \|x^m(t)\psi\|^{1/m} \leq \|x^m(t)\psi\|^{1/m} + C \sum_{k=0}^{m} \|H^k_\psi\|^{1/m}. \) The result follows in this case.

The general case. For general \( m \) we let \( \ell \) such that \( 2^\ell \leq m < 2^{\ell+1} \). Say \( m = 2^\ell + q \) with \( 0 \leq q < 2^\ell \). Then following the scheme, we apply (A.17) \( \ell - 1 \) times. Then \( \|x^m_j(t)D^m_j(t)\psi\|^{1/m} \) in (A.18) is replaced by \( \|x^{2^\ell+q}(t)D^{2^\ell+q}_j(t)\psi\|^{1/m} \). The proof must be slightly modified as now \( 2^{\ell+1}+q \leq 2^{\ell+1}+2q = m + q \), i.e., the powers of \( x_j(t) \) in (A.19) can exceed \( m \). To the \( \ell \) highest terms \( r = 2^\ell - q + 1, \ldots , 2^{\ell-1} \), we apply (A.17) once more to get \( \sum_{r=0}^{\ell} c_{p,q,r} \|x^m_2(t)\psi\|\|x^{2^\ell+2q-p-m}(t)D^{2^\ell-p}_j(t)\psi\|^{1/m} \). We can now apply (A.16) plus Cauchy–Schwarz to this and the lower terms as before. Then (A.19) is replaced by
\[
\frac{d}{dt} \|x(t)^m\psi\|^2 \leq C_m \sum_{j=1}^{d} \|x^m_j(t)\psi\|^2 \frac{2^{\ell-1}}{t} \left( \sum_{r=0}^{2^\ell-1} \sum_{p=0}^{2^\ell-1-q} c_{p,q,r} \|x^m_j(t)\psi\|^{2^\ell-1} \right)
\]
\[
\times \left( \sum_{r=0}^{2^\ell-1-q} \sum_{p=0}^{2^\ell-1-q} c_{p,q,r} \|x^{2^\ell+2q-p}(t)\psi\|^{2^\ell-1} \|D^{2^\ell-p}_j(t)\psi\|^{2^\ell-1} \right)
\]
\[
+ \sum_{r=0}^{2^\ell-1-q} c_{r,m} \|x^m_j(t)\psi\|^{2^\ell-1-q} \|D^{2^\ell-p}_j(t)\psi\|^{2^\ell-1-q} \]. \quad (A.21)
\]
We may now apply (A.6) and (A.15) to get
\[
\|x^{2^\ell+2q-2m-2q-p}(t)\psi\| \cdot \|D^{2^\ell-p-2q-p}_j(t)\psi\| \leq 2^{2^\ell-2q-2m-q} \|x^m_j(t)\psi\|^{2q/2} \|D^m_j(t)\psi\|^{2m-2q}/m.
\]
Recall \( q = m - 2^\ell \), so \( 2^{\ell+1}/m = 2^{\ell+1} - 1 \). In the first sum of (A.21), \( \|x^m(t)\psi\| \) thus gets elevated to the power \( 2 - 2^{\ell+1}/m + 2^{\ell+1} - 1 \) as required. For the lower terms, the power is similarly \( 2 - 1 - 2m - 2q/2^{\ell+1} = 2 \). This completes the formal proof.

Proof (completed). To make the formal proof rigorous we consider the operator of multiplication by
\[
F_\epsilon(x) := \frac{x^{2m}}{1 + \epsilon x^{2m}} \equiv \frac{x_1^{2m} + \cdots + x_d^{2m}}{1 + \epsilon (x_1^{2m} + \cdots + x_d^{2m})}, \quad \epsilon > 0.
\]
This is a bounded operator. For \( F_\epsilon(x)(t) := e^{itH} F_\epsilon(x) e^{-itH} \) we get
\[
\frac{d}{dt} F_\epsilon(x)(t)\psi = i e^{itH} \Delta, F_\epsilon(x) e^{-itH} \psi \text{ for } \psi \in D(H).
\]
Again $[-\Delta, F_c] \phi = -((\Delta F_c) \phi - 2\nabla F_c \cdot \nabla \phi) = -\nabla \cdot [(\nabla F_c) \phi] - \nabla F_c \cdot \nabla \phi$. On the other hand
\[
\nabla \psi = 2m \begin{pmatrix} x_{m-1}^{2m-1} & \cdots & x_{m-1}^{2m} \\
1 + \epsilon x^{2m-1} & \cdots & 1 + \epsilon x^{2m} \end{pmatrix},
\]
So
\[
\frac{d}{dt} \langle \psi, F_c(x)(t)\psi \rangle = \langle \psi, D(t) \cdot [(\nabla F_c)(x)(t)]\psi \rangle + \langle \nabla \psi \rangle (x)(t) \cdot D(t) \psi
\]
\[
= 2m \sum_{j=1}^{d} \left( \frac{x_j}{1 + \epsilon x^{2m}} \right) D_j(t) \psi + \left( \frac{x_j}{1 + \epsilon x^{2m}} \right) D_j(t) \psi
\]
\[
\leq 4m \sum_{j=0}^{d} \left\| \frac{x_j}{1 + \epsilon x^{2m}} \right\| \left\| \frac{x_j}{1 + \epsilon x^{2m}} \right\| D_j(t) \psi
\]
We have $\| x_j x_{1/2} \| \| x_j \| x_{1/2} \leq \langle \psi, F_c(x) \psi \rangle^{1/2} = \langle \psi, F_c(x)(t)\psi \rangle^{1/2}$ where
\[
\psi_t = e^{-itH}\psi.
\]
On the other hand,
\[
\left\| \frac{x_j}{1 + \epsilon x^{2m}} \right\| \left\| \frac{x_j}{1 + \epsilon x^{2m}} \right\| D_j(t) \psi = \left\| \psi, D_j(t) \frac{x_j}{1 + \epsilon x^{2m}} x_{2m} \right\| D_j(t) \psi
\]
\[
\leq \sum_{\ell=0}^{k} \frac{(k)}{p} x_{2r} (1 + \epsilon x^{2m})^p D_j 2^k = p \left( \frac{p}{\ell} \right) (2r - \ell + 1) x_{2r-\ell} \frac{1}{1 + \epsilon x^{2m}}.
\]
If $f^e(u) := \frac{1}{(1 + \epsilon u)^2}$ and $g(x) := x^{2m}$ then by the Fà di Bruno formula,
\[
\partial_j x_j \frac{1}{1 + \epsilon x^{2m}} = \partial_j x_j f(x) = \sum_{\ell=1}^{n} c_{n, m, n} f^{(m_1 + \cdots + m_n)}(g(x)) \prod_{i=1}^{n} (\partial_j g(x))^{m_i}.
\]
But $f^{(q)}(u) = (-\epsilon)^q (q + 1)! (1 + \epsilon u)^{-2-q}$ and $\partial_j x_j g(x) = (2m) \cdots (2m - i + 1)x_{2m-i}$. Thus,
\[
\partial_j x_j \frac{1}{1 + \epsilon x^{2m}} = \sum_{\ell=1}^{n} c_{n, m, n} (1 + \epsilon x^{2m})^{2m-1} \cdots (2m - n + 1)x_{2m-n} x_j^{2m-1}
\]
\[
\times (2m)(2m - 1)x_{2m-2} \cdots (2m - n + 1)x_{2m-n} \prod_{i=1}^{n} (\partial_j g(x))^{m_i}.
\]
where we used $\sum m_i = n$ in the last step. But $x_j^{2m} x_j^{2m} \leq (1 + \epsilon x^{2m})^m$. Thus,
\[
\partial_j x_j \frac{x_j^{2r}}{1 + \epsilon x^{2m}} \leq \sum_{\ell=0}^{P} \left( \frac{p}{\ell} \right) (2r - \ell + 1) x_{2r-\ell} \sum_{\ell=1}^{n} c_{p-\ell, m, n} x_{2r-\ell} \frac{1}{1 + \epsilon x^{2m}}.
\]
It follows that
\[
\left\| \frac{x_j^m}{1 + \epsilon x^{2m}}(t)D_j^m(t)\psi \right\| \leq \sum_{p=0}^{k} c_{p,k,r} \left\| \psi, \frac{x_j^{2r-p}}{(1 + \epsilon x^{2m})^2}(t)D_j^{2k-p}(t)\psi \right\|^{1/2} \\
\leq \sum_{p=0}^{k} c_{p,k,r} \left\| x_j^m(1 + \epsilon x^{2m})(t)\psi \right\|^{1/2} \left\| \frac{x_j^{2r-p-m}}{1 + \epsilon x^{2m}}(t)D_j^{2k-p}(t)\psi \right\|^{1/2}.
\]
This proves the analog of (A.16)-(A.17). From here, the proof goes as before and we get
\[
\left\| \frac{x_j^m}{1 + \epsilon x^{2m}}\psi \right\|^{1/m} \leq \left\| x^m\psi \right\|^{1/m} + C\epsilon \sum_{k=0}^{m} \| H^k\psi \|^{1/m},
\]
independently of \(\epsilon\). The result follows by taking \(\epsilon \downarrow 0\), using Fatou's lemma. \(\Box\)

**Corollary A.5.** Under the same assumptions on \(V\), if \(\psi \in H^{2m+4}(\mathbb{R}^d)\) and \(x^m\psi \in L^2(\mathbb{R}^d)\), then
\[
\frac{d}{dt}x^m(t)\psi = i\psi H [-\Delta, x^m]e^{-itH}\psi.
\] (A.22)

**Proof.** The proof is the same as that of Corollary A.2, using Theorem A.4. In more details, the fact that \(x^m(s)\psi \to x^m(t)\psi\) as \(s \to t\) for \(\psi \in H^{2m+2}(\mathbb{R}^d)\) is proved the same way by considering \(f(x) = \frac{x^m}{\sqrt{1 + \epsilon x^{2m}}}\) instead. For the derivative, to deal with the second and third terms at the end of (A.13), we use that \(Hx^m = x^mH + [-\Delta, x^m]\) instead. The term \(x^mH\) is dealt with as before. For the second term \([-\Delta, x^m]\), let \(\phi^j_k := e^{-itH}\psi - e^{-i(t+\delta)H}\psi\). We have \(\|[-\Delta, x^m]\phi^j_k\| \leq \sum_{1=1}^{d} |m(m-1)||x_i^{m-2}\phi^j_k| + 2m|x_i^{m-1}\partial_i\phi^j_k|\). The calculations (A.16)-(A.19) and their later generalization to all \(m\) imply that we may bound the second term by \(C\|x^m\phi^j_k\|^{1/2} \|D^m\phi^j_k\|^{1/2}\). The norm \(\|x^2\phi^j_k\| \to 0\) as \(\delta \to 0\) for \(p = m - 2, m\) using the analog of (A.12), while \(\|D^m\phi^j_k\|\) is controlled using (A.15). Finally the last term in (A.13) is controlled using the same Fatou argument and we get (A.22).

\[\Box\]

**References**

[1] M. Aizenman and S. Warzel, *Absolutely continuous spectrum implies ballistic transport for quantum particles in a random potential on tree graphs*, J. Math. Phys. 53 (2012), no. 9, 095205, 15.

[2] N. Anantharaman, M. Ingegneu, M. Sabri, and B. Winn, *Absolutely continuous spectrum for quantum trees*, Comm. Math. Phys. 383 (2021), no. 1, 537–594.

[3] N. Anantharaman and M. Sabri, *Poisson kernel expansions for Schrödinger operators on trees*, J. Spectr. Theory 9 (2019), no. 1, 243–268.

[4] ______, *Recent results of quantum ergodicity on graphs and further investigation*, Ann. Fac. Sci. Toulouse Math. (6) 28 (2019), no. 3, 559–592.

[5] J. Asch and A. Knauf, *Motion in periodic potentials*, Nonlinearity 11 (1998), no. 1, 175–200.

[6] A.-M. Berthier, *Spectral theory and wave operators for the Schrödinger equation*, Research Notes in Mathematics, vol. 71, Pitman (Advanced Publishing Program), Boston, Mass.-London, 1982.

[7] P. Billingsley, *Probability and measure*, 3rd ed., Wiley Series in Probability and Mathematical Statistics, John Wiley & Sons, Inc., New York, 1995. A Wiley-Interscience Publication.

[8] H. Cartan, *Calcul différentiel*, Hermann, Paris, 1967 (French).

[9] M. Duerinckx, A. Gloria, and C. Shirley, *Approximate normal forms via Floquet-Bloch theory: Neumark stability for linear waves in quasiperiodic media*, Comm. Math. Phys. 383 (2021), no. 2, 633–683.

[10] J. Fillman, *Ballistic transport for periodic Jacobi operators on \(\mathbb{Z}^d\)*, From Operator Theory to Orthogonal Polynomials, Combinatorics, and Number Theory, Oper. Theory Adv. Appl., vol. 285, Birkhäuser, Cham, 2021, pp. 57–68.

[11] G. R. Grimmett, S. Janson, and P. F. Scudo, *Weak limits for quantum random walks*, Phys. Rev. E 69 (2004), no. 2, 026119.

[12] B. C. Hall, *Quantum theory for mathematicians*, Graduate Texts in Mathematics, vol. 267, Springer, New York, 2013.
[13] R. P. Kanwal, *Generalized functions*, 3rd ed., Birkhäuser Boston, Inc., Boston, MA, 2004. Theory and applications.

[14] Y. Karpeshina, L. Parnovski, and R. Shterenberg, *Ballistic transport for Schrödinger operators with quasi-periodic potentials*, J. Math. Phys. 62 (2021), no. 5, Paper No. 053504, 12.

[15] T. Kato, *Perturbation theory for linear operators*, Classics in Mathematics, Springer-Verlag, Berlin, 1995. Reprint of the 1980 edition.

[16] M. Keller, D. Lenz, and S. Warzel, *Absolutely continuous spectrum for random operators on trees of finite cone type*, J. Anal. Math. 118 (2012), no. 1, 363–396.

[17] A. Klein, *Spreading of wave packets in the Anderson model on the Bethe lattice*, Comm. Math. Phys. 177 (1996), no. 3, 755–773.

[18] E. Korotyaev and N. Saburova, *Schrödinger operators on periodic discrete graphs*, J. Math. Anal. Appl. 420 (2014), no. 1, 576–611.

[19] E. Korotyaev and N. Saburova, *Spectral estimates for the Schrödinger operator on periodic discrete graphs*, Algebra i Analiz 30 (2018), no. 4, 61–106 (Russian, with Russian summary); English transl., St. Petersburg Math. J. 30 (2019), no. 4, 667–698.

[20] H. Krüger, *Periodic and limit-periodic discrete Schrödinger operators* (2011), available at https://arxiv.org/abs/1108.1584.

[21] P. Kuchment, *An overview of periodic elliptic operators*, Bull. Amer. Math. Soc. (N.S.) 53 (2016), no. 3, 343–414.

[22] Y. Last, *Quantum dynamics and decompositions of singular continuous spectra*, J. Funct. Anal. 142 (1996), no. 2, 406–445.

[23] E. Le Masson and M. Sabri, *$L^p$ norms and support of eigenfunctions on graphs*, Comm. Math. Phys. 374 (2020), no. 2, 211–240.

[24] C. Radin and B. Simon, *Invariant domains for the time-dependent Schrödinger equation*, J. Differential Equations 29 (1978), no. 2, 289–296.

[25] M. Reed and B. Simon, *Methods of modern mathematical physics. IV. Analysis of operators*, Academic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1978.

[26] H. Saigo and H. Sako, *Space-homogeneous quantum walks on $\mathbb{Z}$ from the viewpoint of complex analysis*, J. Math. Soc. Japan 72 (2020), no. 4, 1201–1237.

[27] B. Simon, *Functional integration and quantum physics*, Pure and Applied Mathematics, vol. 86, Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York-London, 1979.

[28] C. H. Wilcox, *Theory of Bloch waves*, J. Analyse Math. 33 (1978), 146–167.

AB: INSTITUT DE MATHÉMATIQUES DE JUSSIEU-PARIS RIVE GAUCHE, UNIVERSITÉ DE PARIS, 8 PLACE AU-RELINE NEMOURS, CASE 7012, 75205 PARIS CEDEX 13, FRANCE.

Email address: anne.boutet-de-monvel@imj-prg.fr

MS: DEPARTMENT OF MATHEMATICS, FACULTY OF SCIENCE, CAIRO UNIVERSITY, GIZA 12613, EGYPT.

Email address: mnsabri@sci.cu.edu.eg