ON THE MINIMUM TIME FUNCTION AROUND THE ORIGIN
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Abstract. We deal with finite dimensional linear and nonlinear control systems. If the system is linear and autonomous and satisfies the classical normality assumption, we improve the well known result on the strict convexity of the reachable set from the origin by giving a polynomial estimate. The result is based on a careful analysis of the switching function. We extend this result to nonautonomous linear systems, provided the time dependent system is not too far from the autonomous system obtained by taking the time to be 0 in the dynamics.

Using a linearization approach, we prove a bang-bang principle, valid in dimensions 2 and 3 for a class of nonlinear systems, affine and symmetric with respect to the control. Moreover we show that, for two dimensional systems, the reachable set from the origin satisfies the same polynomial strict convexity property as for the linearized dynamics, provided the nonlinearity is small enough.

Finally, under the same assumptions we show that the epigraph of the minimum time function has positive reach, hence proving the first result of this type in a nonlinear setting. In all the above results, we require that the linearization at the origin be normal.

We provide examples showing the sharpness of our assumptions.

1. Introduction

In the theory of autonomous linear control systems, the assumption of normality, i.e., a strong controllability assumption requiring that if each control component is used separately, then Kalman rank condition is satisfied, is well known. In particular (see [15, Sections 14, 15, and 16]), normality implies that the control steering the origin to a point \( x \) in minimum time is unique and bang-bang; moreover the reachable set from the origin, \( R^\tau \), is a strictly convex body for all times \( \tau > 0 \). Simple examples, on the other hand, show that convexity of the reachable set is easily lost when passing to a nonlinear dynamics, even if the control covers all directions and appears linearly. In particular, the control system

\[
\begin{align*}
\dot{y}_1(t) &= -|y_2(t)|^2 + u_1(t), & -1 \leq u_1 \leq 1 \\
\dot{y}_2(t) &= u_2(t), & -1 \leq u_2 \leq 1
\end{align*}
\]

which was analyzed in [6], fails to have convex (and even normally regular, i.e., “without inward corners”) reachable sets from the origin at any positive time.

Similarly, the minimum time to reach the origin for a linear system is semiconvex, i.e., it is a quadratic perturbation of a convex function, provided a first order controllability assumption is satisfied (see [6, 7]), or has epigraph with positive reach, i.e., it satisfies a quite good kind of generalized convexity, provided Kalman rank condition holds (see [11, 12]). On the other hand, the same example introduced above shows that such properties may fail even for a simple nonlinear
dynamics.
We are not aware of any result of semiconvexity type valid for a nonlinear dynamics, where actually results of semiconcave type are more natural and easier to obtain, provided the target (or the dynamics) satisfy an inner ball condition (see [7, 3, 13, 17, 4, 5]). Further results on the regularity of the minimum time function $T$, for two dimensional systems with a single input control, are described in [2, Chapter 3], where in particular, under generic assumptions, a characterization of smooth and nonsmooth points of the level sets of $T$ is given.

In this paper, we give a contribution to the understanding of the behavior of the minimum time function both for linear, autonomous and nonautonomous, and nonlinear control systems. We take the origin as the target (or as the source, for the reversed dynamics), hence going outside the realm of semiconcavity, and give results, under easily verifiable assumptions, on the following topics:

- strict convexity of the reachable set from the origin
- uniqueness of the optimal control
- a nonlinear bang-bang principle
- extending backwards optimal trajectories
- positive reach of the epigraph of $T$.

Our method is based on new results on linear control systems satisfying the normality condition, and on linearization at the origin. The underlying idea, in fact, is requiring enough strength to such linearization, so that examples like [11] are ruled out. Our linear results hold in any space dimension, while the nonlinear part is confined to two or three dimensional spaces. Our arguments are based essentially on a careful analysis of the switching function, namely the function whose sign is expected to determine the optimal control, according to Pontryagin’s Maximum Principle. The point is exactly showing that this sign is well defined, except for at most finitely many zeros. To this aim, the normality assumption is pivotal, as it permits to split any finite interval into finitely many sets, each one being a disjoint union of finitely many intervals, where the switching function or its derivatives are uniformly bounded away from zero (see Lemma 3.2). From this fact we are able to deduce a quantitative estimate on the strict convexity of the reachable set. More precisely (see Theorem 3.3), for a linear control system in $\mathbb{R}^N$ we show that for all $\tau > 0$ there exists a positive constant $\gamma > 0$ such that

$$\langle \zeta, y - x \rangle \leq -\gamma \| \zeta \| \| y - x \|_N$$

for all $x, y \in \mathcal{R}^\tau$, $\zeta \in N_{\mathcal{R}^\tau}(x)$

(here $N_{\mathcal{R}^\tau}(x)$ denotes the normal cone to $\mathcal{R}^\tau$ at $x$). We show through an example that the exponent $N$ is optimal. Section 3 is devoted to the above topic, together with an auxiliary study for a linear nonautonomous dynamics.

The nonlinear part starts with a nonlinear bang-bang result (Section 4), valid up to dimension 3. We consider a nonlinear control system which is affine with respect to the control: if the linearization at the origin is normal, then every optimal control is bang-bang. The proof is based on Pontryagin’s Maximum Principle: if the nonlinearity contains only parts which are of order larger or equal to the space dimension, then we are able to transfer to the switching function all the properties satisfied by the switching function of the dynamics linearized at the origin. This idea is at the basis also of the strict convexity of the reachable set for a nonlinear two dimensional dynamics (see Theorem 5.1) and of proving that all points close enough to the origin are optimal, i.e., any trajectory steering a point to the origin optimally can be extended backwards still remaining optimal (see Theorem 6.2). In this case, the difficulty is extending the optimal control: our analysis permits to predict
backwards the sign of the switching function. Finally, we show under the same assumptions that the epigraph of the minimum time function $T$ has positive reach, hence obtaining a rich bunch of regularity properties for $T$, as listed in Theorem 2.4. We also show through an example (see Example 5.3) that the assumptions on the nonlinear part cannot be avoided, while (1.1) shows that normality at the origin is essential. The restrictions on the space dimension for the nonlinear results will be explained after the relevant proofs (see Remarks 4.2 and 5.4).

To our knowledge, the results we present here as well as most of the used methods do not trace back to previous literature. In particular, the nonlinear bang-bang results of Krener [16] and Sussmann [19] seem to be of a very different nature.

2. Preliminaries

2.1. Nonsmooth analysis and sets with positive reach.

In all the paper, the space dimension $N$ will be supposed larger or equal to 2.

Let $K \subseteq \mathbb{R}^N$ be closed. The distance function to $K$ and the projection mapping onto $K$ are defined respectively by

$$d_K(x) = \min\{\|y - x\| : y \in K\},$$
$$\pi_K(x) = \{y \in K : \|y - x\| = d_K(x)\}.$$

The boundary of $K$ is $\text{bdry} K$. Given $x \in K$ and $v \in \mathbb{R}^N$, we say that $v$ is a proximal normal to $K$ at $x$ (and we will denote this fact by $v \in N_K(x)$) if there exists $\sigma = \sigma(v, x) \geq 0$ such that

$$\langle v, y - x \rangle \leq \sigma \|y - x\|^2 \quad \text{for all } y \in K;$$

equivalently $v \in N_K(x)$ if and only if there exists $\rho > 0$ such that $\pi_K(x + \rho v) = \{x\}$, and in this case we say that the proximal normal $v$ is realized by a ball of radius $\rho > 0$. If $K$ is convex then $N_K(x)$ coincides with the normal cone of Convex Analysis. The proximal subdifferential of a function $f : \Omega \to \mathbb{R}$ at a point $x$ of its domain, $\partial f(x)$, is the set of vectors $v \in \mathbb{R}^N$ such that

$$(v, -1) \in N_{\text{epi}(f)}(x, f(x)),$$

where $\text{epi}(f)$, the epigraph of $f$, is defined as

$$\text{epi}(f) = \{(x, y) \in \Omega \times \mathbb{R} : y \geq f(x)\}.$$

For an introduction to nonsmooth analysis we make reference, e.g., to [10] Chapters 1 and 2.

We will make use of the following concepts due to Federer [14]: given an arbitrary set $K \subseteq \mathbb{R}^N$, we set

$$\text{Unp}(K) = \{x \in \mathbb{R}^N : \pi_K(x) \text{ is a singleton}\},$$
$$\text{reach}(K, x) = \sup\{r \geq 0 : x + r\mathbb{R}^n \subseteq \text{Unp}(K)\},$$

the latter being defined for $x \in K$. We remark that $\text{reach}(K, x)$ is continuous with respect to $x \in K$.

**Definition 2.1.** We say that a closed $K \subseteq \mathbb{R}^N$ has positive reach if

$$\text{reach}(K) := \inf_{x \in K} \text{reach}(K, x) > 0.$$

A locally closed set $K$ has locally positive reach if $\text{reach}(K, x) > 0$ for every $x \in K$. 
The positive reach property is actually an external sphere condition with (locally) uniform radius. More precisely, it holds (see [14 § 4]):

**Proposition 2.2.** Let \( K \subset \mathbb{R}^N \) be closed. Then \( K \) has positive reach if and only if there exists a continuous function \( \varphi : K \to [0, +\infty) \) such that the inequality

\[
\langle v, y - x \rangle \leq \varphi(x) \|v\| \|y - x\|^2
\]

holds for all \( x, y \in K \) and \( v \in N_K(x) \).

We say that \( f : \Omega \to \mathbb{R} \) is of class \( C^{1,1}_1(\Omega) \) (here \( \Omega \subseteq \mathbb{R}^N \) is open) if its partial derivatives exist and are Lipschitz.

**Remark 2.3.** The case when \( \varphi(x) \equiv 0 \) in (2.1) is equivalent to the convexity of \( K \), and (2.1) is in this sense a generalization of convexity. Furthermore, it is easy to see that if the boundary of \( K \) is the graph of a \( C^{1,1} \)-function, then \( K \) has positive reach and \( \varphi \) in (2.1) can be taken as constant. Hence positive reach property generalizes \( C^{1,1}_1 \)-manifolds as well.

Lower semicontinuous functions whose epigraph has positive reach enjoy remarkable regularity properties, which are similar to properties of convex functions. In particular, the following result holds true (we state it for continuous functions for simplicity). The Lebesgue \( N \)-dimensional measure and the Hausdorff \( d \)-dimensional measure are denoted, respectively, by \( \mathcal{L}^N \) and \( \mathcal{H}^d \).

**Theorem 2.4.** Let \( \Omega \subset \mathbb{R}^N \) be open, and let \( f : \Omega \to \mathbb{R} \) be continuous, and such that \( \text{epi}(f) \) has locally positive reach. Then there exists a sequence of sets \( \Omega_h \subseteq \Omega \) such that \( \Omega_h \) is compact in \( \Omega \) and

1. the union of \( \Omega_h \) covers \( \mathcal{L}^N \)-almost all \( \Omega \);
2. for all \( x \in \bigcup_h \Omega_h \) there exist \( \delta = \delta(x) > 0 \), \( L = L(x) > 0 \) such that
   \[ f \text{ is Lipschitz on } B(x, \delta) \text{ with ratio } L, \text{ and hence semiconvex on } B(x, \delta). \]

Consequently,

3. \( f \) is a.e. Fréchet differentiable and admits a second order Taylor expansion around a.e. point of its domain.

Moreover, the set of points where the graph of \( f \) is nonsmooth has small Hausdorff dimension. More precisely,

4. for every \( k = 1, \ldots, N \), the set \( \{ x \in \text{int} \text{ dom}(f) \mid \text{the dimension of } \partial f(x) \text{ is } \geq k \} \) is countably \( \mathcal{H}^{N-k} \)-rectifiable.

Finally,

5. \( f \) has locally bounded variation in \( \Omega \).

This result is essentially Theorem 5.1 and Proposition 7.1 in [11]. For properties of semiconvex/semiconcave functions we refer to [7].

### 2.2. Control theory.

We will consider control systems linear or nonlinear with respect to the space variable and affine and symmetric with respect to the control. More precisely, we will consider the linear control system

\[
\begin{cases}
\dot{y}(t) = Ay(t) + Bu(t) \quad \text{a.e.} \\
u(t) \in U = [-1, 1]^M \quad \text{a.e.} \\
y(0) = 0,
\end{cases}
\]

(2.2)
where $1 \leq M \leq N$ and $A \in \mathbb{M}_{N \times N}$, $B \in \mathbb{M}_{N \times M}$, being possibly time dependent, and $\mathcal{U} = [-1, 1]^M \ni (u_1, \ldots, u_M) =: u$, together with the nonlinear control system

\[
\begin{align*}
\dot{y}(t) &= F(y(t)) + G(y(t))u(t) \quad \text{a.e.} \\
u(t) &\in [-1, 1]^M \quad \text{a.e.} \\
y(0) &= 0,
\end{align*}
\]

where $F$ and $G$ are suitable vector fields (the actual assumptions will be stated later). We will use also the notation $B = (b_1, \ldots, b_M)$ or $G = (g_1, \ldots, g_M)$, where each entry is an $N$-dimensional column. We denote by $\mathcal{U}_{ad}$, the set of admissible controls, i.e., all measurable functions $u$, such that $u(s) \in \mathcal{U}$ for a.e. $s$. For any $u(\cdot) \in \mathcal{U}_{ad}$, the (unique, as it will follow from the assumptions on $F$ and $G$) Carathéodory solution of (2.2) or of (2.3) is denoted by $y^u(\cdot)$. In the linear case,

\[y^u(t) = \int_0^t e^{A(t-s)}Bu(s)ds,
\]

so that the reachable set from 0 in time $t$ can be described by

\[\mathcal{R}^t = \left\{\int_0^t e^{A(t-s)}Bu(s)ds \mid u(\cdot) \in \mathcal{U}_{ad}\right\}.
\]

It is well known that in the linear case the set $\mathcal{R}^t$ is convex and compact (see, e.g., [15, Lemma 12.1]), while in the nonlinear case (2.3) $\mathcal{R}^t := \{y^u(t) \mid u(\cdot) \in \mathcal{U}_{ad}\}$ is compact and not necessarily convex (see, e.g., [8, Chapter 10]).

For a fixed $x \in \mathbb{R}^N$, we define

\[\theta(x, u) := \min \left\{t \geq 0 \mid y^{x,u}(t) = 0\right\},
\]

where $y^{x,u}(\cdot)$ denotes the solution of $\dot{y} = F(y) + G(y)u$ such that $y(0) = x$. Of course, $\theta(x, u) \in [0, +\infty]$, and $\theta(x, u)$ is the time taken for the trajectory $y^{x,u}(\cdot)$ to reach 0, provided $\theta(x, u) < +\infty$.

The minimum time $T(x)$ to reach 0 from $x$ is defined by

\[T(x) := \inf \left\{\theta(x, u) \mid u(\cdot) \in \mathcal{U}_{ad}\right\}.
\]

Observe that the sublevel $\mathcal{R}_t = \{x : T(x) \leq t\}$ of $T(\cdot)$ equals the reachable set from the origin within the (same) time $t$ for the reversed dynamics

\[\dot{x} = -F(x) - G(x)u, \quad u \in \mathcal{U}.
\]

If $\bar{u}$ is an admissible control steering $x$ to the origin in the minimum time $T(x)$ (i.e., an optimal control), then the Dynamic Programming Principle (see, e.g., Proposition 2.1, Chapter IV, in [1]) implies that $T(\cdot)$ is strictly increasing along the optimal trajectory $y^{x,\bar{u}}(\cdot)$. Therefore, for all $0 < t < T(x)$ the point $y^{x,\bar{u}}(t)$ belongs to the boundary of $\mathcal{R}_t$.

Pontryagin’s Maximum Principle is a fundamental tool for the analysis of optimal control problems. We state it for points belonging to the boundary of reachable sets. In view of the previous remark, this will apply also to points belonging to optimal trajectories. We give first its linear version.

**Theorem 2.5** (Pontryagin’s Maximum Principle for linear systems). Consider the problem (2.2), fix $T > 0$, and suppose $\bar{x} \in \mathcal{R}^T$ is realized by the control $\bar{u}(\cdot) \in \mathcal{U}_{ad}$ (i.e., $y^{\bar{u}}(T) = \bar{x}$). Then $\bar{x} \in \text{bdry} \mathcal{R}^T$ if and only if for some $\zeta \in N_{\mathcal{R}^T}(\bar{x})$, $\zeta \neq 0$, it holds

\[\dot{u}_i(t) = \text{sign}(\zeta, e^{A(T-t)}b_i), \quad \text{a.e. } t \in [0, T],
\]

for all $i = 1, 2, \ldots, M$.
A well known reference for this result is [15, Lemma 13.1].

Before stating Pontryagin’s principle for the nonlinear case (2.3) (with $M = 1$), we need to introduce the Maximized Hamiltonian.

We define for every triple $(x, p, u) \in \mathbb{R}^N \times \mathbb{R}^N \times [-1, 1]$

$$H(x, p, u) = \langle p, F(x) \rangle + u \langle p, G(x) \rangle$$

and

$$H(x, p) = \max \{H(x, p, u) : u \in [-1, 1]\}.$$

Then Pontryagin’s principle reads as follows (see, e.g., [2, Section 2.1] or [9, Theorem 3.5.4]).

**Theorem 2.6** (Pontryagin’s Maximum Principle for nonlinear systems). Fix $T > 0$ and let $y^u$ be a trajectory of (2.3) such that $y^u(T)$ belongs to the boundary of $\mathcal{R}^T$. Then there exist a function $\lambda : [0, T] \to \mathbb{R}^N$, never vanishing, and a constant $\lambda_0 \leq 0$ such that for a.e. $t \in [0, T]$ one has:

i) $\dot{\lambda}(t) = -\lambda(t)(DF(y^u(t))) + DG(y^u(t))u(t))$,

ii) $H(y^u(t), \lambda(t), u(t)) + \lambda_0 = 0$,

iii) $H(y^u(t), \lambda(t), u(t)) = H(y^u(t), \lambda(t))$.

Furthermore,

$$\lambda(T) \in N_{\mathcal{R}^T}(y^u(T))$$

where here $N_{\mathcal{R}^T}(y^u(T))$ denotes the Clarke normal cone.

**Definition 2.7.** We say that a control $u$ is essentially determined by Pontryagin’s Principle if for any $u_1$ satisfying iii) in Theorem 2.6 (for the adjoint curve $\lambda$ associated with the trajectory $y^u$) one has $u_1(t) = u(t)$ a.e. in $[0, T]$.

In the following we will make extensive use of the classical concept of normality for linear systems, which we are now going to introduce.

**Definition 2.8.** The system (2.2) is normal if and only if for every column $b_i$ of $B$, $i = 1, \ldots, M$, we have

$$\text{Rank}[b_i, Ab_i, \ldots, A^{N-1}b_i] = N.$$

The main classical result for normal linear systems is concerned with the reachable set.

**Theorem 2.9.** Assume that the linear control system (2.2) is normal. Then the reachable set $\mathcal{R}^T$ is strictly convex for any $T > 0$.

**Proof.** One can find a proof in [15, Sections 14 and 15].

**Remark 2.10.** If the system (2.2) is normal then $(A, B)$ satisfies the Kalman rank condition. Therefore the minimum time function is everywhere finite and continuous (actually Hölder continuous with exponent $1/N$, see, e.g., Theorem 17.3 in [15] and Theorem 1.9, Chapter IV, in [1] and references therein).
3. Quantitative strict convexity of reachable sets: the linear case

3.1. Autonomous systems.
This subsection is devoted to improving the classical result on the strict convexity of reachable sets for normal linear control systems of the type \([2,2]\). We will give an estimate for the boundary of reachable sets which implies a uniform (polynomial) strict convexity with an optimal exponent. In the first Lemma we define the switching function and begin studying its behavior under the normality assumption.

**Lemma 3.1.** Let \(A \in \mathbb{M}_{N \times N} \) and \(b \in \mathbb{R}^N\) be such that
\[
\text{Rank}[b, Ab, \ldots, A^{N-1}b] = N.
\]
Take \(\zeta \in \mathbb{R}^N\), with \(\|\zeta\| = 1\), and define, for \(s \in [0, +\infty)\)
\[
g(s) = \langle e^{As}b, \zeta \rangle.
\]
Then there exists a constant \(L\), depending only on \(A, b, N\) such that, for all \(s \in [0, +\infty)\),
\[
\sum_{i=0}^{N-1} |g^{(i)}(s)| \geq Le^{-\|A\|s}.
\]
**Proof.** Set
\[
K = \left( b, \ Ab, \ldots, A^{N-1}b \right)
\]
and observe that, by (3.1)
\[
L = \min_{\|\zeta\|=1} \|K\zeta\| > 0.
\]
Fix \(\zeta \in \mathbb{R}^N\) with \(\|\zeta\| = 1\) and write \(\zeta_1(s) = e^{sA^T}\zeta\). Observe that \(\zeta = e^{-A^Ts}\zeta_1(s)\) and \(\|\zeta_1(s)\| \geq e^{-s\|A\|}\). We compute now, for \(i = 0, 1, \ldots, N-1\),
\[
g^{(i)}(s) = \langle e^{As}A^ib, \zeta \rangle = \langle A^ib, \zeta_1(s) \rangle.
\]
Therefore,
\[
K\zeta_1(s) = \left( b, \ Ab, \ldots, A^{N-1}b \right)\zeta_1(s)
= \left( g^{(0)}(s), \ g^{(1)}(s), \ldots, g^{(N-1)}(s) \right).
\]
Using (3.3) we have that
\[
\|K\zeta_1(s)\| \geq L e^{-s\|A\|}.
\]
On the other hand,
\[
\|K\zeta_1(s)\| \leq \sum_{i=0}^{N-1} |g^{(i)}(s)|
\]
and the proof is concluded. \(\Box\)

The next Lemma is crucial for estimating the number of zeros of the switching function \(g\) (corresponding to the number of switching points of the optimal control associated with \(g\)) and for studying their multiplicity. We recall that the constant \(L\) was defined in (3.4).
Lemma 3.2. Let $A \in \mathbb{M}_{N \times N}$ and $b \in \mathbb{R}^N$ be satisfying \((3.1)\). Take $\zeta \in \mathbb{R}^N$, $\|\zeta\| = 1$, and fix $T > 0$. Let $g(s), s \in [0, T]$, be defined as in \((3.2)\).

Then there exist disjoint sets $I_0, \ldots, I_{N-1}$ and numbers $N_i$, depending only on $A, b, T$ and $N$ such that

$$[0, T] = \bigcup_{i=0}^{N-1} I_i$$

and, for all $i = 0, 1, \ldots, N - 1$, the set $I_i$ is the disjoint union of at most $N_i$ intervals. Moreover, for each $i = 0, 1, \ldots, N - 1$, for all $s \in I_i$, we have

$$|g^{(i)}(s)| \geq \frac{C}{N} e^{-\|A\| s}.$$

Proof. We proceed by induction for $i$ from $0$ to $N - 1$. Set

$$c(s) = \frac{C e^{-\|A\| s}}{N},$$

and

$$J_0 = \{ s \in (0, T) \mid |g(s)| < c(s) \}.$$

Since $J_0$ is open, we can write it as the disjoint union of at most countably many open intervals,

$$J_0 = \bigcup_{k=1}^{\infty} J_0^k.$$

We assume, without loss of generality, that there are at least $N$ such intervals. Fix now any number $N' \geq N$, and take a subfamily of the intervals $J_0^k$ consisting of at most $N'$ elements. Without loss of generality, we can rearrange their indexes $k$ so that $J_0^k = (a_{2k}, a_{2k+1})$, where $1 \leq k \leq N'$ and $0 \leq a_2 < a_3 < a_4 < a_5 \leq \ldots \leq a_{2k-1} < a_{2k+1} \leq a_{2N'+1} \leq T$.

Now, fix $k$ and consider the $N$ intervals $(a_{2k}, a_{2k+1}), \ldots, (a_{2(k+N'-1)}, a_{2(k+N)-1})$. Set, for $j = 0, 1, \ldots, N - 1$,

$$(a_{2(k+j)}, a_{2(k+j)+1}) := I_j^-,$$

and, for $j = 0, 1, \ldots, N - 2$

$$[a_{2(k+j)+1}, a_{2(k+j+1)}] := I_j^+.$$

Observe that

$$\bigcup_{j=0}^{N-1} I_j^- \cup \bigcup_{j=0}^{N-2} I_j^+ = (a_{2k}, a_{2(k+N)-1}).$$

We are going to give a lower bound on $|a_{2(k+N)-1} - a_{2k}|$ which will turn out to be independent of both $k$ and $N'$. From this fact it will follow automatically that the intervals $(a_{2k}, a_{2k+1})$ are nonempty only for finitely many $k$.

Observe that for each $j = 0, 1, \ldots, N - 2$, there exists at least one point $c_j^1 \in I_j^+$ such that $g'(c_j^1) = 0$. Therefore, there exist at least $N - 2$ points, say $c_j^2$, for $j = 0, 1, \ldots, N - 3$, such that

$$c_j^2 \in (c_j^1, c_j^1+1) \quad \text{and} \quad g''(c_j^2) = 0.$$

Proceeding by induction we see that, for each $i = 1, \ldots, N - 1$, there exists at least one point $c_i \in (a_{2k+1}, a_{2(k+N)-1})$ such that $g^{(i)}(c_i) = 0$.

Pick any $s_0 \in (a_{2k}, a_{2k+1})$. We have

$$|g(s_0)| < c(s_0),$$
and, for \( i = 1, \ldots, N - 1 \),
\[
|g^{(i)}(s_0)| = |g^{(i)}(s_0) - g^{(i)}(c_i)| = \left| \int_{s_0}^{c_i} g^{(i+1)}(s)ds \right|
\leq \int_{a_{2k}}^{a_{2(k+N)-1}} |g^{(i+1)}(s)|ds \leq (a_{2(k+N)-1} - a_{2k})e^{\|A\|T} \|A^{i+1}b\|,
\]
where the last inequality is due to (3.5). Therefore,
\[
\sum_{i=1}^{N-1} |g^{(i)}(s_0)| \leq (a_{2(k+N)-1} - a_{2k})e^{\|A\|T} \sum_{i=1}^{N-1} \|A^{i+1}b\|.
\]

On the other hand, recalling (3.3), (3.7), and (3.9) we have
\[
\sum_{i=1}^{N-1} |g^{(i)}(s_0)| \geq \mathcal{L}e^{\|A\|s_0} - c(s_0) = \frac{N-1}{N} \mathcal{L}e^{\|A\|s_0} \geq \frac{N-1}{N} \mathcal{L}e^{\|A\|T}.
\]

From (3.10) and (3.11) we obtain
\[
a_{2(k+N)-1} - a_{2k} \geq \frac{(N-1)\mathcal{L}e^{-\|A\|T}}{N \sum_{i=1}^{N-1} \|A^{i+1}b\|},
\]
which is the desired estimate. Observe that the right hand side of (3.12) depends only on \( A, b, T \) and \( N \).

We set now \( N_0 \) to be the number of nonempty intervals contributing to the union in (3.3), and recall that we have just proved that \( N_0 \) depends only on \( A, b, T \) and \( N \), and actually
\[
N_0 \leq \frac{N^2}{N-1} \mathcal{L}e^{2\|A\|T} \sum_{i=1}^{N-1} \|A^{i+1}b\| + N - 1.
\]
Set \( I_0 = [0, T] \setminus J_0 \) and observe that we have completed the proof of the lemma for \( i = 0 \).

After this step, we formulate our induction process. We are going to construct, for each \( i = 0, \ldots, N - 1 \), two disjoint sets \( I_i, J_i \) with the following properties

(ind1) for every \( s \in I_i \), \( |g^{(i)}(s)| \geq c(s) \);
(ind2) for every \( s \in J_i \), \( \sum_{j=i+1}^{N-1} |g^{(j)}(s)| \geq (N - i - 1)c(s) \);
(ind3) \( J_i \cup I_i = J_{i-1} \);
(ind4) \( J_i \) is a finite union of open intervals whose number is at most \( N_i \), and \( N_i \) depends only on \( T, \mathcal{L}, A, b, N, i \);
(ind5) \( I_i \) is the finite union of at most \( N_i + N_{i-1} \) intervals.

For \( i = 0 \) the above construction was already performed (take \( J_{-1} = (0, T) \)). Pick any \( i = 1, \ldots, N - 2 \) (the case \( i = N - 1 \) will be treated separately) and assume that (ind1), \ldots, (ind5) hold up to \( i - 1 \). We wish to show that the above statements hold for \( i \) as well. To this aim, consider the set
\[
J_i := \{ s \in J_{i-1} \mid |g^{(i)}(s)| < c(s) \}.
\]

For every connected component \((a, b)\) of \( J_{i-1} \), we are going to prove that \( J_i^{(a,b)} := J_i \cap (a, b) \) is a finite union of intervals, and give a bound on their number \( N_i^{(a,b)} \).

So, fix a connected component \((a, b)\) of \( J_i \) and represent the open set \( J_i^{(a,b)} \) as a disjoint union of at most countably many intervals \( J_i^k \), \( k \in \mathbb{N} \) (for simplicity of writing we drop the dependence on \((a, b)\)). Assume without loss of generality that there are at most \( N - i \) intervals \( J_i^k \), fix any number \( N'' \geq N - i \), and take any subfamily of \( \{ J_i^k \} \) consisting of at most \( N'' \) intervals. We can write
\( J_i^k = (a_{2k}, a_{2k+1}) \), where \( 1 \leq k \leq N' \) and \( a \leq a_2 < a_3 \leq a_4 < a_5 \leq \ldots < a_{2N'+1} \leq b \). Fix \( k \) and consider the intervals \( (a_{2k}, a_{2k+1}), \ldots, (a_{(k+N'-i-1)}, a_{(k+N'-i-1)}) \). Set, for \( j = 0, \ldots, N - i - 1, \)

\[
(a_{2(k+j)}, a_{2(k+j)+1}) := I_j^- ,
\]

and, for \( j = 0, \ldots, N - i - 2, \)

\[
[a_{2(k+j)+1}, a_{2(k+j)+1}] := I_j^+ .
\]

Observe that

\[
\bigcup_{j=0}^{N-i-1} I_j^- \cup \bigcup_{j=1}^{N-i-2} I_j^+ = (a_{2k}, a_{2(k+N'-i)-1}).
\]

For each \( j = 0, \ldots, N - i - 2 \) there exists at least one point \( c_j^j \in I_j^+ \) such that \( g^{(i)}(c_j^j) = 0 \). Proceeding by induction we see that for each \( m = 0, \ldots, N - i - 2 \) there exists a point \( c_m \in (a_{2k+1}, a_{2(k+N'-i)-1}) \) such that \( g^{(i+m)}(c_m) = 0 \). Pick any \( s_0 \in (a_{2k}, a_{2(k+1)}) \). By arguing as for \( i = 0 \), we obtain on one hand

\[
|g^{(i)}(s_0)| < c(s_0)
\]

and, for all \( m = 0, \ldots, N - i - 1, \)

\[
|g^{(i+m)}(s_0)| \leq (a_{2(k+N'-i)-1} - a_{2k})e^{\|A\|T} \|A^{i+m+1}b\|,
\]

the latter inequality being due to (3.15). Thus

\[
\sum_{m=i+1}^{N-1} |g^{(m)}(s_0)| \leq (a_{2(k+N'-i)-1} - a_{2k})e^{\|A\|T} \sum_{m=i+1}^{N-1} \|A^{m+1}b\|.
\]

On the other hand, owing to (ind2) and (3.14), we obtain

\[
\sum_{m=i+1}^{N-1} |g^{(m)}(s)| \geq (N - i - 1)c(s_0).
\]

By combining the above inequality with (3.15) we now obtain

\[
a_{2(k+N'-i)-1} - a_{2k} \geq \frac{N - i - 1}{N} \frac{1}{\mathcal{L}e^{-\|A\|T}} \sum_{m=i+1}^{N-1} \|A^{m+1}b\|.
\]

Therefore, \( J_i^{(a,b)} \) is the union of finitely many disjoint open intervals \( (a_{2k+1}^{i+1}, a_{2k+1}^{i+1}), k = 1, \ldots, N_i^{(a,b)} \), where

\[
\mathcal{N}_i^{(a,b)} \leq \frac{N(N - i)}{N - i - 1} \frac{|b - a|}{\mathcal{L}} e^{2\|A\|T} \sum_{m=i+1}^{N-1} \|A^{m+1}b\| + N - i - 1.
\]

We define

\[
I_i^{(a,b)} = \{ s \in (a, b) \mid |g^{(i)}(s)| \geq c(s) \}
\]

and observe that \( I_i^{(a,b)} \) is the union of at most \( \mathcal{N}_i^{(a,b)} + 1 \) intervals.

We finally set \( I_i \) to be the union of the \( I_i^{(a_j,b_j)} \) over all the (at most \( \mathcal{N}_{i-1} \)) connected components \((a_j, b_j)\) of \( J_{i-1} \). Therefore, \( I_i \) is the union of at most \( \mathcal{N}_i + \mathcal{N}_{i-1} \) intervals, where

\[
\mathcal{N}_i = \sum_{j=1}^{\mathcal{N}_{i-1}} \mathcal{N}_i^{(a_j,b_j)} \leq \frac{N(N - i)}{N - i - 1} \frac{T}{\mathcal{L}} e^{2\|A\|T} \sum_{m=i+1}^{N-1} \|A^{m+1}b\| + \mathcal{N}_{i-1}(N - i - 1). \]
Finally we observe that \( J_i \) is the union of at most \( \mathcal{N}_i \) open intervals.

If \( i = N - 1 \), we observe that for each \( s \in J_{N-2} \), recalling (ind2) we have \(|g^{(N-1)}(s)| \geq c(s)\). Therefore we set \( J_{N-1} = \emptyset \) and \( I_{N-1} = J_{N-2} \). The proof is concluded. \( \square \)

We are now going to prove the main result of this subsection.

**Theorem 3.3.** Consider the linear control system

\[
\dot{x} = Ax + Bu,
\]

where \( 1 \leq M \leq N \), \( A \in \mathbb{M}_{N \times N}, B \in \mathbb{M}_{N \times M} \), and \( u = (u_1, \ldots, u_M) \in [-1,1]^M \). Assume that (3.18) is normal, i.e., for every column \( b_j \), \( j = 1, \ldots, M \), of \( B \),

\[
\text{rank } [b_j, Ab_j, \ldots, A^{N-1}b_j] = N.
\]

Let \( \mathcal{R}_T \) be defined according to (2.4). Then for all \( T > 0 \) there exists a constant \( \gamma > 0 \), depending only on \( N, M, A, B, T \) such that for all \( x, y \in \mathcal{R}_T \), for all \( \zeta \in N_{\mathcal{R}_T}(x) \), the inequality

\[
\langle \zeta, y - x \rangle \leq -\gamma \| \zeta \| \| y - x \|^N
\]

holds. Moreover, there exists another constant \( \gamma' \), depending only on \( N, M, A, B, T \), such that

\[
\text{the ball } B(0, \gamma'T^N) \text{ is contained in } \mathcal{R}_T.
\]

for all \( T > 0 \). Finally, the constants \( \gamma \) and \( \gamma' \) are bounded away from zero as \( T \to 0^+ \).

**Proof.** We consider first the case \( M = 1 \), so (3.18) reads as

\[
\dot{x} = Ax + bu, \quad |u| \leq 1,
\]

for a suitable \( b \in \mathbb{R}^N \). Fix \( \bar{x} \in \text{bdry} \mathcal{R}_T \) together with an optimal control \( \bar{u}(). \) steering 0 to \( \bar{x} \) in time \( T \) and \( \zeta \in N_{\mathcal{R}_T} (\bar{x}) \), \( \|\zeta\| = 1 \). We assume first that \( \zeta \) satisfies Pontryagin’s maximum principle, i.e., for a.e. \( t \in [0,T] \),

\[
\bar{u}(t) = \text{sign} (\zeta, e^{A(T-t)}b)
\]

and prove (3.19) for such \( \zeta \). The general case will then follow using Proposition 7.3.

So, we take \( \bar{y} \in \mathcal{R}_T \) together with a control \( u() \) steering 0 to \( \bar{y} \) and compute:

\[
\langle \zeta, \bar{y} - \bar{x} \rangle = \int_0^T \langle \zeta, e^{A(T-t)}b(\bar{u}(t) - \bar{u}(t)) \rangle \, dt
\]

(recalling 2.6)

\[
= -\int_0^T \| \langle \zeta, e^{A(T-t)}b \rangle \| |u(t) - \bar{u}(t)| \, dt.
\]

Set \( K(t) = \frac{1}{2} |u(t) - \bar{u}(t)| \) and observe that \( 0 \leq K(t) \leq 1 \) for a.e. \( t \in [0,T] \), and

\[
\langle \zeta, \bar{y} - \bar{x} \rangle = -2 \int_0^T \| \langle \zeta, e^{A(T-t)}b \rangle \| K(t) \, dt = -2 \int_0^T \| \langle \zeta, e^{A(t)}b \rangle \| K(T-t) \, dt.
\]

Moreover,

\[
\| \bar{y} - \bar{x} \| = \left\| \int_0^T e^{A(T-t)}b(\bar{u}(t) - \bar{u}(t)) \, dt \right\| \leq 2e^{T\|A\|} \| b \| \int_0^T K(t) \, dt.
\]

Set, for \( s \in [0, +\infty), \)

\[
g(s) = \langle e^{As}, \zeta \rangle.
\]
By Lemma 3.2 there exist disjoint sets $I_0, I_1, \ldots, I_{N-1}$ and numbers $\mathcal{N}_i$ such that $[0, T] = \bigcup_{i=0}^{N-1} I_i$, each $I_i$ is the disjoint union of at most $\mathcal{N}_i$ intervals and (3.6) holds. Observe that, in particular, it follows that $g$ may vanish at most at finitely many times, and so, recalling (2.6), the control $\bar{u}$ is piecewise constant and equal to either 1 or to $-1$.

We rewrite

$$
(3.23) \quad \langle \zeta, \bar{y} - \bar{x} \rangle = -2 \sum_{i=0}^{N-1} \int_{I_i} |g(s)|K_1(s) ds
$$

where $K_1(s) = K(T - s)$. We are now going to estimate separately the integrals $\int_{I_i} |g(s)|K_1(s) ds$, for all $i = 0, 1, \ldots, N - 1$.

For $i = 0$, we have

$$
(3.24) \quad \int_{I_0} |g(s)|K_1(s) ds \geq \frac{C}{N} e^{-\|A\|T} \int_{I_0} K_1(s) ds.
$$

Fix now $i = 1, 2, \ldots, N - 1$, and write, recalling Lemma 3.2,

$$
T_i = \bigcup_{j=1}^{\mathcal{N}_i} [a_{ij}, b_{ij}]
$$

where all open intervals $(a_{ij}, b_{ij})$ are disjoint. Recalling (3.6), we have, for all $s \in I_i$, $|g^{(i)}(s)| \geq \frac{C}{N} e^{-\|A\|T}$. Fix $j \in \{1, 2, \ldots, \mathcal{N}_i\}$. We are now going to apply inductively Lemma 7.2 on $[a_{ij}, b_{ij}]$ with the functions $g^{(i-k-1)}$ in place of $f$, for $k = 0, \ldots, i - 1$. Let $k = 0$ and set $f = g^{(i-1)}$. Then the assumption (7.1) is satisfied with $C = \frac{C}{N} e^{-\|A\|T}$, thanks to (3.6), and Lemma 7.2 yields that for some point $c^0_{ij} \in [a_{ij}, b_{ij}]$ we have

$$
|g^{(i-1)}(s)| \geq C|s - c^0_{ij}| \quad \forall s \in [a_{ij}, b_{ij}].
$$

Let $k = 1$. By applying Lemma 7.2 on each of the two (possibly degenerate) intervals $a_{ij}, c^0_{ij}, c^1_{ij}, b_{ij}$ to the function $f = g^{(i-2)}$ with $C = \frac{C}{N} e^{-\|A\|T}$, we find suitable points $c^1_{ij} \in [a_{ij}, c^0_{ij}]$ and $c^2_{ij} \in [c^0_{ij}, b_{ij}]$ such that we have both

$$
|g^{(i-2)}(s)| \geq \frac{C}{2} (s - c^1_{ij})^2 \quad \forall s \in [a_{ij}, c^0_{ij}]
$$

and

$$
|g^{(i-2)}(s)| \geq \frac{C}{2} (s - c^2_{ij})^2 \quad \forall s \in [c^0_{ij}, b_{ij}].
$$

By continuing the induction process until $k = i - 1$, we split the interval $[a_{ij}, b_{ij}]$ into at most $2^i$ intervals $[a_{ij}, c^0_{ij}, c^1_{ij}, c^2_{ij}], [c^1_{ij}, c^2_{ij}], \ldots, [c^{2^i-1}_{ij}, b_{ij} = c^{2^i}_{ij}]$ (some of them being possibly degenerate) such that for all $l = 0, 1, \ldots, 2^i - 1$ and $s \in [c^l_{ij}, c^{l+1}_{ij}]$ one has

$$
(3.25) \quad \text{either } |g(s)| \geq \frac{C}{2^i} (s - c^l_{ij})^i \text{ or } |g(s)| \geq \frac{C}{2^i} (c^{l+1}_{ij} - s)^i.
$$

Recalling (3.23) and the above discussion, we have

$$
\langle \zeta, \bar{y} - \bar{x} \rangle = -2 \sum_{i=0}^{N-1} \int_{I_i} |g(s)|K_1(s) ds\nonumber
$$

$$
= -2 \left[ \int_{I_0} |g(s)|K_1(s) ds + \sum_{i=1}^{N-1} \sum_{j=0}^{\mathcal{N}_i-1} \sum_{l=0}^{2^i-1} \int_{c^l_{ij}}^{c^{l+1}_{ij}} |g(s)|K_1(s) ds \right].
$$
Recalling (3.22) and (3.25), and \( C = \frac{2\xi}{N} e^{-\|A\|T} \), we obtain from the above expression that

\[
\langle \zeta, \bar{y} - \bar{x} \rangle \leq -\frac{2C}{N} e^{-\|A\|T} \left[ \int_{I_0} K_1(s) \, ds + \sum_{i=1}^{N-1} \sum_{j=0}^{N'(i-1)} \int_{c_{ij}}^{c_{ij}+1} e^{s \cdot \bar{y}} (\|A\|T) ds \int_{c_{ij}}^{c_{ij}+1} |s - c_{ij}^i| \right]
\]

where \( c_{ij}^i \) is either \( c_{ij}^i \) or \( c_{ij}^{i+1} \), according to the two possibilities appearing in (3.25). Applying Lemma 7.1 to each summand of (3.26) we therefore obtain

\[
\langle \zeta, \bar{y} - \bar{x} \rangle \leq -\frac{2C}{N} e^{-\|A\|T} \left[ \int_{I_0} K_1(s) \, ds + \sum_{i=1}^{N-1} \sum_{j=0}^{N'(i-1)} \int_{c_{ij}}^{c_{ij}+1} K_1(s) ds \left( \int_{c_{ij}}^{c_{ij}+1} (i+1)! \right) \right]
\]

(3.27)

Thus, recalling that \( 0 \leq K_1(s) \leq 1 \) a.e.,

\[
\langle \zeta, \bar{y} - \bar{x} \rangle \leq -\frac{2C}{N} e^{-\|A\|T} \left[ \int_{I_0} K_1(s) \, ds \right]^{N} + \sum_{i=1}^{N-1} \frac{1}{(i+1)!} 2^{N(i)} \left( \int_{I_0} K_1(s) ds \right)^{N-i}.
\]

Owing to (3.13) and (3.17), we see that \( N_0 < N_1 < \ldots < N_N \leq C(A, b, N) e^{2\|A\|T} \) where \( C(A, b, N) \) depends only on \( A, b, N \). Therefore, we obtain finally from (3.27) and the definition of \( K_1 \) that

\[
\langle \zeta, \bar{y} - \bar{x} \rangle \leq -C(A, b, N, T) e^{-\|A\|T} \left( \int_{0}^{T} |u(t) - \bar{u}(t)| \right)^{N},
\]

where \( C(A, b, N, T) \) is a positive constant, depending only on \( A, b, N, T \) such that

\[
\lim_{T \to 0} C(A, b, N, T) > 0.
\]

Recalling (3.22), we complete the proof for the case \( M = 1 \) (i.e., a scalar control) by setting

\[
\gamma = 2^{-N} e^{-\|A\|(N+1)T} \|b\|^{-N} C(A, b, N, T).
\]

Let now \( M > 1 \). Take \( \bar{x} \in \text{bdry} \mathcal{R}^T \) together with an optimal control \( \bar{u}(\cdot) = (\bar{u}_1(\cdot), \ldots, \bar{u}_M(\cdot)) \) steering the origin to \( \bar{x} \) in the optimal time \( T \), and \( \bar{y} \in \mathcal{R}^T \) with a control \( u(\cdot) = (u_1(\cdot), \ldots, u_M(\cdot)) \) steering the origin to \( \bar{y} \) in time \( T \). Then, for each \( \zeta \in N_{\mathcal{R}^T}(\bar{x}), \|\zeta\| = 1 \), we can write

\[
\langle \zeta, \bar{y} - \bar{x} \rangle \leq \int_{0}^{T} \langle \zeta, e^{A(T-s)} B w(s) \rangle ds = \sum_{i=1}^{M} \int_{0}^{T} \langle \zeta, e^{A(T-s)} b_i \rangle (u_i(s) - \bar{u}_i(s)) ds,
\]

where \( B = (b_i)_{i=1,2,\ldots,M} \). Recalling (2.6) we have also

\[
\langle \zeta, \bar{y} - \bar{x} \rangle = -\sum_{i=1}^{M} \int_{0}^{T} \left| \langle \zeta, e^{A(T-s)} b_i \rangle \right| |u_i(s) - \bar{u}_i(s)| \, ds.
\]
Moreover,

\[(3.32) \quad \|\bar{y} - \bar{x}\| \leq e^{\|A\|^T} \sum_{i=1}^{M} \|b_i\| \int_0^T |u_i(s) - \bar{u}_i(s)| ds.\]

We now apply the same argument leading to (3.28) to each summand of the right hand side of (3.30). Therefore we obtain, using (3.31), that

\[(3.33) \quad \langle \zeta, \bar{y} - \bar{x} \rangle \leq -C'(A, B, T, N, M) e^{-\|A\|^T} \sum_{i=1}^{M} \left( \int_0^T |u_i(s) - \bar{u}_i(s)| ds \right)^N,
\]

where the positive constant \(C'\) depends only on \(A, B, T, N, M\) and

\[\liminf_{T \to 0} C'(A, B, T, N, M) > 0.\]

We conclude the proof of (3.19) by applying (3.32) and setting \(\gamma = 2N e^{-((N+1)|A|^T M^T)N},\) where \(C''\) is a constant enjoying the same properties as \(C'.\)

Remark 3.4. The exponent \(N\) in (3.19) is optimal.

In fact, consider the dynamics

\[x^{(N)} = u, \quad u \in [-1, 1].\]

Let \(x_1(\cdot)\) be the solution corresponding to the control \(u \equiv 1\). Fix \(s > 0\) and let \(x_s(\cdot)\) be the solution corresponding to the control

\[u_s(t) = \begin{cases} 1 & 0 < t < s \\ -1 & s < t. \end{cases}\]

Fix any \(T > 0\) and observe that \(x_1(T) = T^N/N!\), while, for \(0 < s < T,\)

\[x_s(T) - x_1(T) = -2N(T - s)^N.\]

Observe also that \(|x_s^{(N-1)}(T) - x_1^{(N-1)}(T)| = 2|T - s|,\) so that setting \(X_i = (x_i, x'_i, \ldots, x_i^{(N-1)}), i = 1, s,\) one obtains

\[\langle e_1, X_s(T) - X_1(T) \rangle = -\frac{2}{N!}(T - s)^N \geq -\gamma \|X_s(T) - X_1(T)\|^N,
\]

for a suitable positive constant \(\gamma\). If \(s \to T,\) then \(X_s(T) \to X_1(T),\) and this shows that \(N\) is the smallest exponent allowed in (3.19). \(\square\)
3.2. Nonautonomous systems.

The following Lemma is a first step for studying the reachable sets in the case of nonlinear control systems by using the linearization approach which we design in this paper. We will prove that under the rank condition (normality) at 0 of the linear nonautonomous control system (3.35), the strict convexity of the reachable sets is preserved up to a sufficiently small time, provided \( A(t) \) and \( B(t) \) are not too far from \( A(0), B(0) \). Sufficient conditions for the validity of the assumptions if \( N = 2 \) will be given below. In Section 4 sufficient conditions in the case where \( A \) and \( B \) come from a linearization around a trajectory will also be given.

Let \( A : \mathbb{R}^+ \to \mathbb{M}_{N \times N} \) and \( B : \mathbb{R}^+ \to \mathbb{M}_{N \times M}, 1 \leq M \leq N, \) be measurable and consider the linear nonautonomous control system

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t),
\]

together with

\[
\dot{x}(t) = A(0)x(t) + B(0)u(t),
\]

where \( u = (u_1, \ldots, u_M) \in [-1, 1]^M \). We denote by \( M^T(\cdot, \cdot) \) the matrix solution of

\[
\begin{cases}
\frac{\partial}{\partial t} X(t, s) = X(t, s)A(t) \text{ for } t, s \geq 0 \\
M(s, s) = I
\end{cases}
\]

and by \( M_0^T(\cdot, \cdot) \) the matrix solution of

\[
\begin{cases}
\frac{\partial}{\partial t} X(t, s) = X(t, s)A(0) \text{ for } t, s \geq 0 \\
M_0(s, s) = I
\end{cases}
\]

Let \( b(\cdot) \) be a column of \( B(\cdot) \), let \( T > 0 \) and define, for any \( \zeta \in \mathbb{R}^N \),

\[
g(t) = \langle \zeta M^T(T, t), b(t) \rangle,
\]

and

\[
g_0(t) = \langle \zeta M_0^T(T, t), b(0) \rangle.
\]

Observe that \( g \) and \( g_0 \) can be seen as the switching functions related to (3.35) and (3.36), respectively.

We state now an abstract result which permits to transfer to \( g \) some properties of \( g_0 \) and to establish the quantitative strict convexity estimate for the reachable set from the origin of (3.35). Sufficient conditions in order to apply the following lemma to suitable linearizations in dimension 2 and 3 will be given in Section 4.

**Lemma 3.5.** Fix \( \zeta \in \mathbb{R}^N, ||\zeta|| = 1, \) and let \( g \) and \( g_0 \) be defined according to (3.37) and (3.38), respectively. Assume that

(i) \( \text{rank}[b(0), A(0)b(0), \ldots, A^{N-1}(0)b(0)] = N; \)

(ii) \( g \) is \( N - 2 \) times differentiable and \( g^{(N-2)} \) is absolutely continuous;

(iii) there exists a constant \( K = K(A, B) \) and a time \( T' \) such that for all \( i = 0, \ldots, N - 1 \) one has

\[
|g^{(i)}(t) - g_0^{(i)}(t)| \leq Kt \quad \text{for all } 0 \leq t \leq T'.
\]
Let $L$ be defined by (3.4), with $A(0), b(0)$ in place of $A, b$, respectively.

Then there exists $T = T(A, B, N, \tau')$ with the following property:

for every $0 < \tau < T$ there exist disjoint sets $I_i$ and numbers $N_i, i = 0, \ldots, N - 1$, depending only on $A(0), B(0), \tau$, such that

(a) $[0, T] = \bigcup_{i=0}^{N-1} I_i$;

(b) each $I_i, i = 0, \ldots, N - 1$ is the disjoint union of at most $N_i$ intervals;

(c) for each $i = 0, \ldots, N - 2$ and each $s \in I_i$
\[ |g^{(i)}(s)| \geq \frac{L}{2N} e^{-\|A(0)\| \tau}; \]

(d) $g^{(N-1)}$ has constant sign in every connected component of $I_{N-1}$ and, for each $s \in I_{N-1}$
\[ |g^{(N-1)}(s)| \geq \frac{L}{2N} e^{-\|A(0)\| \tau}. \]

Remark 3.6. $I_0, \ldots, I_{N-1}$ are exactly the intervals constructed in Lemma 3.2 with $g_0$ in place of $g$.

Proof of Lemma 3.5. Let $I_0, \ldots, I_{N-1}$ be the sets appearing in the statement of Lemma 3.2 with $g_0$ in place of $g$, so that, in particular, (a) and (b) hold. Moreover, for each $s \in I_i$ we have
\[ |g_0^{(i)}(s)| \geq \frac{L}{N} e^{-\|A(0)\| \tau}. \]

Therefore, if $KT < \frac{L}{2N} e^{-\|A(0)\| \tau}$, also (c) and (d) hold, owing to (iii). □

Remark 3.7. Sufficient conditions for the validity of the assumptions of Lemma 3.5 in the case $N = 2$.

Let $N = 2$. Sufficient conditions for the validity of assumptions (ii) and (iii) in the above Lemma are the following:

(C0) $A(\cdot)$ is measurable and
\[ \|A(t) - A(0)\| \leq Lt \text{ for all } t \geq 0; \]

(C1) $B(\cdot)$ is absolutely continuous and
\[ \left\| \frac{d}{dt} B(t) \right\| \leq 2Lt \text{ for all } t \geq 0, \]

where $L$ is a positive constant.

Observe that condition (C0) implies that $t = 0$ is a continuity point for $A(\cdot)$, so that $A(0)$ in (C0) is meaningful. □

As an immediate corollary of Lemma 3.5 we obtain the following

Theorem 3.8. Consider the linear nonautonomous control system (3.35) under the assumptions of Lemma 3.5. Let $R^\tau$ denote the reachable set at time $\tau > 0$ from the origin for (3.35). Then there exist a time $T = T(A, B, N) > 0$ and a constant $\gamma = \gamma(A, B, N) > 0$ such that for every $0 \leq \tau \leq T$, for every $x, y \in R^\tau$, for every $\zeta \in N_{R^\tau}(x)$, we have
\[ \langle \zeta, y - x \rangle \leq -\gamma \|\zeta\|\|y - x\|^N. \]

Moreover, there exists another constant $\gamma' = \gamma'(A, B, N) > 0$ such that for every $0 < \tau \leq T$
\[ \text{(3.41) \quad the ball } B(0, \gamma' \tau^N) \text{ is contained in } R^\tau. \]
Proof. The argument developed in the proof of Theorem 3.3 can be used also in this case. Indeed, fix \( \bar{x} \in \text{bdry } R^\tau \) together with a control \( \bar{u}(\cdot) \) steering 0 to \( \bar{x} \) in time \( \tau \) and let \( \zeta \in N_{R^\tau}(\bar{x}) \), \( \|\zeta\| = 1 \), be such that

\[
(4.2) \quad \bar{u}(t) = \text{sign}(\zeta, b(t)M(\tau, t)) \quad \text{for a.e. } t \in (0, \tau)
\]

(here, as at the beginning of the proof of Theorem 3.3, we assume that \( B = b \) is a vector, i.e., the control is scalar).

Then the proof proceeds exactly as for Theorem 3.3 provided that \( g \) is given by

\[
g(t) = \langle \zeta, b(t)M(\tau, t) \rangle,
\]

so that for all \( \bar{y} \in R^\tau \) one has

\[
(\zeta, \bar{y} - \bar{x}) = -2 \sum_{i=0}^{N-1} \int_{I_i} |g(s)| K_1(s) \, ds,
\]

where \( K_1(s) = \frac{1}{2}|u(\tau - s) - \bar{u}(\tau - s)| \), \( u(\cdot) \) is the control which steers the origin to \( \bar{y} \), and the sets \( I_i \) are those appearing in the statement of Lemma 3.5. \( \square \)

4. A NONLINEAR BANG BANG PRINCIPLE IN DIMENSIONS 2 AND 3

Starting from the present section we will deal with nonlinear control systems, which are affine and symmetric with respect to the control. This section is devoted to giving sufficient conditions so that controls steering the origin to the boundary of the reachable set are always bang-bang, provided the final time is sufficiently small. More precisely, the following result holds.

Theorem 4.1. Let \( N = 2 \) or \( N = 3 \). Consider the control system

\[
(4.1) \quad \begin{cases}
\dot{x}(t) = F(x(t)) + G(x(t))u(t), \\
x(0) = 0,
\end{cases}
\]

where \( 1 \leq M \leq N \), \( u(\cdot) = (u_1(\cdot), \ldots, u_M(\cdot)) \in [-1, 1]^M \text{ a.e.} \), and \( F : \mathbb{R}^N \rightarrow \mathbb{R}^N \) and \( G = (G_1, \ldots, G_M) : \mathbb{R}^N \rightarrow \mathbb{M}_{N \times N} \) satisfy the following assumptions:

(i) \( F \) and \( G \) are of class \( C^{N-1} \) and all partial derivatives are Lipschitz with constant \( L \);
(ii) \( F(0) = 0 \);
(iii) \( \text{rank}[G_i(0), DF(0)G_i(0), \ldots, (DF(0))^{N-1}G_i(0)] = N \) for \( i = 1, \ldots, M \);
(iv) if \( N = 3 \), then \( DG(0) = 0 \) and \( D^2F(0) = 0 \).

Let \( R^\tau \) denote the reachable set of (4.1) at time \( \tau > 0 \). Then there exists \( \mathcal{T} > 0 \), depending only on \( DF(0), G(0), L, N \), such that for every \( 0 < \tau < \mathcal{T} \) the following properties hold:

(a) every admissible control \( u(\cdot) \) such that the corresponding trajectory \( y^u(\cdot) \) of (4.1) at time \( \tau \) belongs to the boundary of \( R^\tau \) is essentially determined by the curve \( \lambda(\cdot) \), the solution of the adjoint equation

\[
(4.2) \quad \begin{cases}
\dot{\lambda}(t) = -\lambda(t)(DF(y^u(t)) + DG(y^u(t))u(t)) \\
\lambda(\tau) = \zeta \in N_{R^\tau}(y^u(\tau)), \quad \|\zeta\| = 1,
\end{cases}
\]

through the identity

\[
(4.3) \quad u(t) = \text{sign} \langle \lambda(t), G(y^u(t)) \rangle \quad \text{a.e.};
\]

(b) \( u \) is bang-bang, i.e., \( u(t) \in \{-1, 1\}^M \text{ a.e.} \), and is piecewise constant;
First of all, we compute the matrix solution of (3.37), with $A \in t$. Let also $\lambda$ such that $\bar{\lambda} := y''(\tau) \in \text{bdry} \mathcal{R}^T$. By the Maximum Principle (see Theorem 2.6) there exist $\zeta \in N_{\mathcal{R}^T}(\bar{x})$, $\|\zeta\| = 1$, and an adjoint curve $\lambda(\cdot)$, a solution of (4.2), such that $u$ satisfies (4.3). Proving (a), (b), and (c) amounts to showing that the switching function $(\lambda(t), G(y^u(t)))$ vanishes at most finitely many times in $[0, \tau]$ and the number of its zeros depends only on $DF(0), G(0), L$, and $N$.

For convenience we rewrite the switching function in the following way. Let $M^T(\cdot, \cdot)$ denote the switching function, and let $M^T(0) = 0$ and let $g_0$ be defined according to (3.39). We wish to apply Lemma 3.5 to the above introduced mappings $g$ and $g_0$.

First of all, we compute $g'$ and observe that it is continuous. Indeed,

$$g'(t) = \langle \zeta, b'(t) \rangle \cdot M(\tau, t) : + \langle \zeta, b(t) \rangle \cdot \frac{\partial}{\partial t} M(\tau, t)$$

$$= \langle \zeta, DG^T(y^u(t))y''(t)M(\tau, t) \rangle + \langle \zeta, b(t) A^T(t)M(\tau, t) \rangle$$

$$= \langle \zeta, DG^T(y^u(t))(F(y^u(t)) + G(y^u(t))u(t)) \rangle \cdot M(\tau, t)$$

$$+ \langle \zeta, -G^T(y^u(t))(DF(y^u(t)) + DG(y^u(t))u(t)) \rangle \cdot M(\tau, t)$$

$$= \langle \zeta, (DG^T(y^u(t))F^T(y^u(t)) - D^T(y^u(t))G^T(y^u(t))) \rangle \cdot M(\tau, t)$$

$$= \langle \lambda(t), [F^T, G^T](y^u(t)) \rangle,$$

where $[F^T, G^T](x) := DG^T(x)F^T(x) - D^T(x)G^T(x)$ denotes the Lie bracket.

Moreover, if $N = 3$ $g'$ is a.e. differentiable and we have

$$g''(t) = \langle \lambda(t), [F^T, G^T](y^u(t)) \rangle + \langle \lambda(t), \frac{d}{dt}[F^T, G^T](y^u(t)) \rangle.$$
where the constant $K_3$ depends only on $K_1, K_2$. Therefore, there exists a constant $K_I$, depending only on $DF(0), G(0), L$, and $\tau$ such that

\begin{equation}
|I| \leq K_I t^2 \quad \text{for all } t \in [0, \tau].
\end{equation}

(4.4)

Assumptions (i) and (ii) yield in turn

\begin{equation}
|II| \leq K_{II} t \quad \text{for all } t \in [0, \tau],
\end{equation}

(4.5)

for a suitable constant $K_{II}$ depending only on $DF(0), L$, and $\tau$, and

\begin{equation}
|III| \leq K_{III} t \quad \text{for all } t \in [0, \tau],
\end{equation}

(4.6)

where again $K_{III}$ and $K_{IV}$ depend only on $DF(0), G(0), L$, and $\tau$.

Therefore, summing (4.4), (4.5), (4.6), and (4.7), we obtain that there exist $K$ and $T' > 0$, depending only on $DF(0), G(0), L$, and $N$, such that

\begin{equation}
|g'(t) - g_0'(t)| \leq K t \quad \text{for all } 0 \leq t \leq T'.
\end{equation}

(4.8)

Let now $N = 3$, and observe that owing to assumption (iv) each summand $I, II, III, IV$, divided by $t^2$, is bounded and a.e. differentiable, so that

\begin{equation}
|g''(t) - g_0''(t)| \leq K' t \quad \text{for a.e. } t \in [0, T'],
\end{equation}

where the constant $K'$ depends only on $DF(0), G(0), L$ and so does $T'$.

Observe that all the above constants do not depend on $\zeta$. Therefore, invoking assumption (iii), we can apply Lemma 3.5 (for $N = 2, 3$), thus obtaining that there exists $T > 0$, depending only on $G(0), DF(0), L$, and $N$ with all the properties (a), (b), (c), and (d), which are exactly those required to complete the proof.

In the general case (i.e., $1 < M \leq N$), it suffices to apply the above argument to each column of $G$. The proof is concluded. \qed

\textbf{Remark 4.2.} On the assumption $N = 2$ or $N = 3$.

The restriction $N \leq 3$ depends on our method for comparing the switching function $g$ for the nonautonomous system coming from the linearization along an optimal trajectory, with the switching function for autonomous system obtained by linearizing at the origin. This comparison requires higher order derivatives of $g$, whose existence we are not able to insure if $N > 3$. \qed

5. Quantitative strict convexity of reachable sets and uniqueness of optimal controls: the nonlinear two dimensional case

In this subsection, we will show that, provided the linearization at 0 satisfies the normality condition and the nonlinear part is smooth and small enough, the reachable set is strictly convex up to a sufficiently small time.

\textbf{Theorem 5.1.} Consider the control system

\begin{equation}
\begin{cases}
\dot{x}(t) = F(x(t)) + G(x(t))u(t), \\
x(0) = 0,
\end{cases}
\end{equation}

(5.1)
under the following assumptions (in the following $M$ is either 1 or 2):

$$u(\cdot) = (u_1(\cdot), u_M(\cdot)) \in [-1, 1]^M \text{ a.e., } F : \mathbb{R}^2 \to \mathbb{R}^2, G : \mathbb{R}^2 \to M_{2 \times M}$$

are of class $C^{1,1}$ (with Lipschitz constant $L$) and

(i) $F(0) = 0$,

(ii) $\text{Rank } [G_i(0), DF(0)G_i(0)] = 2$ for $i = 1, M$ where $G = (G_1, G_M)$,

(iii) $DG(0) = 0$.

Let $\mathcal{R}^\tau$ denote the reachable set at time $\tau > 0$ for (5.1). Then there exists $T > 0$, depending only on $L, DF(0), G(0)$, with the following properties:

(a) for every $\tau \leq T$ and every $x \in \text{bdry } \mathcal{R}^\tau$ there exists one and only one admissible control $u$ steering the origin to $x$ in time $\tau$ (and $u$ is bang-bang with finitely many switchings).

(b) For every $0 < \tau < T$ the reachable set $\mathcal{R}^\tau$ is strictly convex. More precisely, for every $x_1 \in \text{bdry } \mathcal{R}^\tau$ and $x_2 \in \mathcal{R}^\tau$, for every $\zeta \in N_{\mathcal{R}^\tau}(x_1)$, one has

$$\langle \zeta, x_2 - x_1 \rangle \leq -\gamma \|\zeta\|\|x_2 - x_1\|^2,$$

where $\gamma$ is a positive constant depending only on $L, DF(0), G(0)$.

(c) There exist another time $T' > T$, depending only on $L, DF(0), G(0)$, such that for every $0 < \tau < T'$ the reachable set $\mathcal{R}^\tau$ has positive reach. More precisely, for every $x_1 \in \text{bdry } \mathcal{R}^\tau$ and $x_2 \in \mathcal{R}^\tau$, for every $\zeta \in N_{\mathcal{R}^\tau}(x_1)$, one has

$$\langle \zeta, x_2 - x_1 \rangle \leq \gamma' \|\zeta\|\|x_2 - x_1\|^2,$$

where $\gamma'$ is a nonnegative constant depending only on $L, DF(0), G(0)$.

(d) There exist another positive constant $\gamma''$ and a positive time $T'' \leq T$, depending only on $L, DF(0), G(0)$, such that the ball $B(0, \gamma'' R^2)$ is contained in $\mathcal{R}^\tau$ for all $0 < \tau < T''$.

(e) The minimum time function is continuous in $\mathcal{R}^\tau$, for all $0 < \tau < T''$.

**Proof.** We begin proving the result for $M = 1$, i.e., for a scalar control.

Fix $\tau > 0$ and $x_1 \in \text{bdry } \mathcal{R}^\tau$, together with an optimal control $u_1(\cdot)$ steering 0 to $x_1$ and the associate trajectory $x_1(\cdot)$. Take any $x_2 \in \mathcal{R}^\tau$ together with $u_2(\cdot)$ steering 0 to $x_2$ and the associate trajectory $x_2(\cdot)$, and set $x(t) = x_2(t) - x_1(t)$. Then, for a.e. $t \in [0, \tau]$,

$$\dot{x}(t) = A_1(t)x(t) + G(x_1(t))w(t),$$

where $w(t) = u_2(t) - u_1(t)$ and

$$A_1(t) = \int_0^1 DF(x_1(t) + \tau x(t))d\tau + u_2(t) \int_0^1 DG(x_1(t) + \tau x(t))d\tau.$$

Let $z(\cdot)$ be the solution of the linear system which is defined by linearizing along the optimal trajectory $x_1(\cdot)$:

$$\begin{cases}
\dot{z}(t) = A(t)z(t) + G(x_1(t))w(t), \\
z(0) = 0,
\end{cases}$$

where $A(t) = DF(x_1(t)) + DG(x_1(t))u_1(t)$.

We have

$$\frac{d}{dt}\|x(t) - z(t)\| \leq \|A_1(t)x(t) - A(t)z(t)\| \leq \|A(t)\|\|x(t) - z(t)\| + \|A_1(t) - A(t)\|\|x(t)\| \leq L_1\|x(t) - z(t)\| + L\|x(t)\|^2,$$
where \( L_1 = \| DF(0) \| + 2Le^{2Lt}. \)

Thus, by Gronwall’s inequality we get

\[
\| x(t) - z(t) \| \leq e^{Lt} L \int_0^t \| x(s) \|^2 \, ds.
\]

On the other hand, observing that

\[
\frac{d}{dt}\| x(t) \| \leq L_2 \| x(t) \| + L_3 | w(t) |,
\]

(where \( L_2 = \| DF(0) \| + 4Le^{2Lt} \) and \( L_3 = | G(0) | + e^{2Lt} \)) we also have

\[
\| x(t) \| \leq L_4 e^{Lt} \int_0^t \| w(s) \| \, ds.
\]

From (5.6) and (5.7), one obtains

\[
\| x(t) - z(t) \| \leq L_4 t \left( \int_0^t \| w(s) \| \, ds \right)^2,
\]

where \( L_4 = LL_3^2 e^{(L_1 + 2L_2)t}. \)

Since \( \bar{x}_1 \in \text{bdry } \mathcal{R}^n \), by Pontryagin’s maximum principle there exists an absolutely continuous function \( \lambda : [0, \tau] \to \mathbb{R}^2 \) with the following properties

\[
\dot{\lambda}(t) = -\lambda(t) A(t), \quad \lambda(\tau) = \zeta \in N_{\mathcal{R}^n}(\bar{x}_1), \quad \zeta \neq 0,
\]

(5.9)

\[
u_1(t) = \text{sign}(\lambda(t), G(x_1(t))).
\]

We set now \( b(t) = G(x_1(t)) \) and consider the linear nonautonomous control system

(5.10)

\[
\begin{cases}
\dot{y}(t) = A(t)y(t) + b(t)u(t), \\
y(0) = 0,
\end{cases}
\]

for (5.10). Observe moreover that \( A(\cdot) \) is measurable, and, since both \( F \) and \( G \) are Lipschitz with constant \( L \) and \( DG(0) = 0 \), we have

\[
\| A(t) - A(0) \| \leq \| DF(x_1(t)) + DG(x_1(t))u_1(t) - DF(0) \| \\
\leq 2L \| x_1(t) \| \leq 2L \| G(0) \| e^{2Lt}.
\]

Finally, \( b'(t) = DG(x_1(t)) \bar{x}_1(t) \) so that

\[
\| b'(t) - b(0) \| = \| b'(t) \| \leq L \| x_1(t) \| (2L \| x_1(t) \| + \| G(0) \|) \leq K t,
\]

where \( K = Le^{2Lt} (2Le^{2Lt} + 1) \| G(0) \|^2 \).

Therefore, all assumptions of Theorem 3.8 are satisfied by (5.10), so that there exists a time \( T_0 > 0 \) depending only on \( L, DF(0), G(0) \) such that if \( 0 \leq \tau < T_0 \) the following properties hold:

i) \( u_1(t) \) is uniquely determined by (5.9) on \((0, \tau)\),

ii) there exists a constant \( \gamma(\tau) > 0 \), depending only on \( L, DF(0), G(0), \tau \) such that, for all trajectories \( y(\cdot) \) of \( (5.10) \), \( \langle \zeta, y(\tau) - y_1(\tau) \rangle \leq -\gamma(\tau) \| y(\tau) - y_1(\tau) \|^2 \). More precisely, recalling (3.28),

\[
\langle \zeta, y_2(\tau) - y_1(\tau) \rangle \leq -\gamma(\tau) \left( \int_0^\tau | w(s) | \, ds \right)^2,
\]

(5.11)
where \(y_2(\cdot)\) is the trajectory of (5.10) associated with the control \(u_2(\cdot)\) and \(\gamma_1\) enjoys the same properties of \(\gamma\).

We remark (see (6.29)) that \(\gamma_1(\tau)\) is bounded away from 0 as \(\tau \to 0^+\). Moreover, one can see that \(z(t) = y_2(t) - y_1(t)\). Therefore

\[
\langle \zeta, x_2 - x_1 \rangle = \langle \zeta, x(\tau) - z(\tau) \rangle + \langle \zeta, z(\tau) \rangle \\
\leq \|x(\tau) - z(\tau)\| + \langle \zeta, z(\tau) \rangle.
\]

(5.12)

Recalling (5.8) and (5.11), we obtain

\[
\langle \zeta, x_2 - x_1 \rangle \leq (L_4 \tau - \gamma_1(\tau)) \left( \int_0^\tau |w(s)| ds \right)^2.
\]

(5.13)

Thus if \(\tau \leq \frac{1}{2L_4} \liminf_{\tau \to 0^+} \gamma(\tau) =: T_1\) then

\[
\langle \zeta, x_2 - x_1 \rangle \leq -\frac{\gamma_1(\tau)}{2} \left( \int_0^\tau |w(s)| ds \right)^2.
\]

From this inequality the uniqueness of the control steering the origin to \(x_1\) in time \(\tau\) follows immediately by contradiction. Setting \(T = \min\{T_0, T_1\}\) and recalling (5.7) we obtain (5.2). The proof of the strict convexity is completed by applying Proposition 7.3.

We consider now the statement concerning the ball contained in the reachable set. To this aim, take \(u_2 \equiv 0\) and set \(y_1\) to be the solution of (5.3) with \(u_1\) in place of \(w\). Then (5.8) yields, for all \(t > 0\),

\[
\|x_1(t) - y_1(t)\| \leq L_4t^3.
\]

Recalling (3.41), we obtain from the previous inequality that

\[
\|x_1(t)\| \geq \|y_1(t)\| - L_4t^3 \geq \tilde{\gamma}t^2 - L_4t^3,
\]

for a suitable constant \(\tilde{\gamma}\), which yields in particular that 0 belongs to the interior of \(R^t\), \(0 \leq t \leq T\).

Since the above argument can be repeated for every point in the boundary of \(R^t\) and the constant \(L_4\) is independent of the reference point, the statement follows by recalling that we already proved that \(R^t\) is convex for all \(0 \leq t \leq T\).

The continuity of \(T\) follows easily from the fact that reachable sets contain a ball (see, e.g., Propositions IV.1.2 and IV.1.6 in [1]).

In the case \(M = 2\), it suffices to apply the above arguments to each control. \(\square\)
Remark 5.3. An example of a two dimensional nonlinear control system satisfying assumptions (i) and (ii) of Theorem 5.1 such that the reachable set \( R^\tau \) is not convex for all \( \tau > 0 \).

Consider the control system

\[
\begin{aligned}
\dot{x}_1 &= x_2(1 + u) \\
\dot{x}_2 &= u, \quad u \in [-1, 1].
\end{aligned}
\]  

Set \( F(x_1, x_2) = (x_2, 0) \), \( G(x_1, x_2) = (x_2, 1) \), and observe that the assumptions (i) and (ii) of Theorem 5.1 are satisfied, while (iii) is not. The Hamiltonian for this system is

\[
H((x_1, x_2), (p_1, p_2), u) = x_2p_1 + u(p_1x_2 + p_2),
\]

and Pontryagin’s Maximum Principle states that if \( \bar{x}(\cdot) \) is an optimal trajectory corresponding to the control \( \bar{u}(\cdot) \), then there exists a function \( \lambda = (\lambda_1, \lambda_2) \), never vanishing, and a constant \( \lambda_0 \leq 0 \) such that, for a.e. \( t \),

\[
\begin{aligned}
\lambda_1(t) &\equiv \lambda_1 \neq 0 \\
\dot{\lambda}_2(t) &= -(1 + \bar{u}(t))\lambda_1 \\
\bar{x}_2(t)\lambda_1 + \bar{u}(t)(\lambda_1\bar{x}_2(t) + \lambda_2(t)) + \lambda_0 &= 0 \\
\bar{u}(t)(\lambda_1\bar{x}_2(t) + \lambda_2(t)) &= \max_{|u|\leq1} u(\lambda_1\bar{x}_2(t) + \lambda_2(t)).
\end{aligned}
\]

Now, observe that

\[
\lambda_1\bar{x}_2(t) + \lambda_2(t) = \lambda_1 \int_0^t \bar{u}(s) \, ds - \lambda_1 t - \lambda_1 \int_0^t \bar{u}(s) \, ds + \lambda_2(0) = -\lambda_1 t + \lambda_2(0).
\]

Therefore the function \( \lambda_1\bar{x}_2(t) + \lambda_2(t) \) has at most one zero, so that the optimal control \( \bar{u} \) is unique, bang-bang, and has at most one switching.

Fix now \( \tau > 0 \) and \( 0 < s < 1 \) and consider the control

\[
u_s(t) = \begin{cases} \\
1 & 0 < t < s\tau \\
-1 & s\tau < t < \tau.
\end{cases}
\]

The trajectory of \((5.14)\) emanating from the origin and corresponding to the control \( u_2 \) is, at time \( \tau \),

\[
x_s^1 := x_s^1(\tau) = s^2\tau^2, \quad x_s^2 := x_s^2(\tau) = \tau(2s - 1).
\]

Simple computations show that any other bang-bang control with at most one switching cannot reach \((\bar{x}_s^1, \bar{x}_s^2)\) at a time \( \tau' < \tau \), for all \( 0 < s < 1 \). Thus \( u_s \) is optimal. In particular, the curve \( \gamma(s) := (\bar{x}_s^1, \bar{x}_s^2) \) belongs to the boundary of the reachable set \( R^\tau \). The unique unit normal to the curve \( \gamma(s) \) at \( s = 1/2 \) which points outside \( R^\tau \) is

\[
\zeta = \frac{(2, -\tau)}{\sqrt{4 + \tau^2}}.
\]

We compute:

\[
\langle \zeta, \gamma(s) - \gamma(\frac{1}{2}) \rangle = \frac{2\tau^2(s - \frac{1}{2})^2}{\sqrt{4 + \tau^2}}.
\]
which implies that \( \mathcal{R}^\tau \) is not convex. Observe however that \( \mathcal{R}^\tau \) has positive reach at \( \gamma \left( \frac{1}{2} \right) \) for every \( \tau > 0 \), since
\[
\langle \zeta, \gamma(s) - \gamma \left( \frac{1}{2} \right) \rangle \leq \frac{8}{(16 + \tau^4)\sqrt{4 + \tau^2}} \| \gamma(s) - \gamma \left( \frac{1}{2} \right) \|^2.
\]
\[\square\]

**Remark 5.4.** *On the assumption \( N = 2 \).*

Motivations for the restriction \( N = 2 \) are twofold. First of all, our analysis is based on the switching function of the nonautonomous system obtained by linearizing around an optimal trajectory, and this method requires \( N \leq 3 \) (see Remark 4.2). Second, the distance between trajectories of the nonlinear system (5.1) and of the linearized system (5.5) is of order two with respect to the control (see (5.8)), and this quadratic perturbation can be balanced by the strict convexity of the reachable set of the linearized system only if \( N = 2 \) (see (5.13)). \[\square\]

### 6. Further Results for the Nonlinear Two Dimensional Case

This section is devoted to proving that the epigraph of the minimum time function has positive reach, under the assumptions of Theorem 5.1. To this aim, a result on optimal points, i.e., on points which are crossed by an optimal trajectory, is needed.

#### 6.1. Optimal points.

The classical definition of optimal point reads as follows.

**Definition 6.1.** Let \( x \in \mathbb{R}^N \setminus \{0\} \). We say that \( x \) is optimal if and only if there exists a point \( x_1 \) such that \( T(x_1) > T(x) \) and a control \( u \) with the property that \( y^{x_1,u}(\cdot) \) steers \( x_1 \) to 0 in the optimal time \( T(x_1) \) and \( x = y^{x_1,u}(T(x_1) - T(x)) \).

The following is the result on optimal points which will be used in the next subsection in order to ensure the positive reach of the epigraph of the minimum time function. It is based on the same estimates which lead to the strict convexity of the reachable set, and so it is restricted to two dimensional control systems.

**Theorem 6.2.** Let \( N = 2 \) and let the assumptions of Theorem 5.1 be satisfied. Let \( T > 0 \) be such that, according to Theorem 5.1, for all \( 0 \leq \tau < T \), the reachable set \( \mathcal{R}^\tau \) of (5.1) satisfies (5.2) for all \( 0 < \tau < T \). Let \( \bar{x} \) be such that \( T(\bar{x}) < T \). Then \( \bar{x} \) is an optimal point.

**Proof.** We consider first the case where \( G \) is a vector and the control \( u \) is one-dimensional. Set \( \tau = T(\bar{x}) \) and let \( \bar{u}(\cdot) \) be the admissible control steering \( \bar{x} \) to 0 in the optimal time \( \tau \), together with the associate trajectory \( \bar{x}(\cdot) \). Set, for all \( t \in [0, \tau] \),
\[
A(t) = DF(\bar{x}(t)) + DG(\bar{x}(t))\bar{u}(t), \quad b(t) = G(\bar{x}(t))
\]
We assume preliminarily that \( \bar{x} \) belongs to the boundary of \( \mathcal{R}^\tau \) and let, by the Maximum Principle, \( \lambda \) be a solution of
\[
\begin{cases}
\dot{\lambda}(t) = -\lambda(t)A(t), \\
\lambda(\tau) = \zeta,
\end{cases}
\]
where \( \zeta \in N_{\mathcal{R}^\tau}(\bar{x}) \), \( \zeta \neq 0 \), and, for a.e. \( t \in [0, \tau] \),
\[
\bar{u}(t) = \text{sign}(\lambda(t), b(t)).
\]
Set, for $t \in [0, \tau]$,
$$g(t) = \langle \lambda(t), b(t) \rangle.$$ 
We are now going to extend $\bar{u}(\cdot)$ in an interval $[\tau, \tau + \delta]$ for a suitable $\delta > 0$, with the property that the extended control and its associate trajectory satisfy the Maximum Principle.

Three cases may occur:

(i) $g(\tau) > 0$,
(ii) $g(\tau) < 0$,
(iii) $g(\tau) = 0$.

In the first case, we set $\bar{u}(t) = 1$ for all $t > \tau$ and let $\bar{x}(\cdot)$ be the associate trajectory satisfying $\bar{x}(\tau) = \bar{x}$. We extend analogously $A(\cdot), b(\cdot), \lambda(\cdot)$ and $g(\cdot)$ for $t > \tau$. Set $g(\tau) := \delta_1$. Observe that $g$ is locally Lipschitz, so that, for $t > \tau$,
$$g(t) = g(\tau) + g(t) - g(\tau) > \delta_1 - L_1(t - \tau)$$
for a suitable constant $L_1$. Therefore we can find $\delta > 0$ such that $0 \leq \tau + \delta < T$ and $g(t) > 0$ for all $t \in [\tau, \tau + \delta]$, i.e.,
$$\bar{u}(t) = \text{sign } g(t) \quad \forall t \in [\tau, \tau + \delta].$$

The second case is entirely analogous, by substituting $1$ with $-1$.

We consider now the third case. Let the $I_0, I_1$ be given by Lemma [3.3] for the function $g$ in the interval $[0, \tau]$. Observe that necessarily $\tau \in I_1$, so that, in particular, $g'(\tau) \neq 0$. We set, for $t > \tau$
$$\bar{u}(t) = 1 \quad \text{ if } \quad g'(\tau) > 0$$
or
$$\bar{u}(t) = -1 \quad \text{ if } \quad g'(\tau) < 0$$
and let $\bar{x}(\cdot)$ be the associate trajectory satisfying $\bar{x}(\tau) = \bar{x}$. We extend analogously $A(\cdot), b(\cdot), \lambda(\cdot)$ and $g(\cdot)$ for $t > \tau$. Observe that
$$\dot{g}(t) = \langle \lambda(t), [F, G](\bar{x}(t)) \rangle,$$
where $[F, G](x) = DG(x)F(x) - DF(x)G(x)$ denotes the Lie bracket of $F$ and $G$. Therefore $\dot{g}$ is continuous, so that there exists $\delta > 0$ such that the sign of $\dot{g}(t)$ equals the sign of $\dot{g}(\tau)$ for all $t \in [\tau - \delta, \tau + \delta]$. Therefore our construction of $\bar{u}(\cdot)$ on $[0, \tau + \delta]$ is such that for a.e. $t \in [0, \tau + \delta]$,
$$\bar{u}(t) = \text{sign } g(t).$$

Consequently, all conclusions of Theorem [5.1] hold up to the time $\tau + \delta$. In particular, for all $t \in [0, \tau + \delta]$, $\bar{x}(t) \in \text{bdry } \mathcal{R}^4$. Since $T(\cdot)$ is continuous in a neighborhood of the trajectory $\bar{x}(\cdot)$, we obtain that $\bar{u}(\cdot)$ steers the origin optimally to $\bar{x}(\tau + \delta)$ in time $\tau + \delta$. Since the above argument can be applied also to the reversed dynamics $\dot{x} = -F(x) + G(x)u$, $u \in [-1, 1]$, then $T(\bar{x}(\tau + \delta)) = \tau + \delta$. Let us now drop the assumption $\bar{x} \in \text{bdry } \mathcal{R}^T$. Since $T$ is strictly decreasing along the optimal trajectory $\bar{x}(\cdot)$, and so $\dot{x}(t) \in \text{bdry } \mathcal{R}^{T-t}$ for all $0 < t < \tau$, there exists a nontrivial adjoint vector $\lambda(\cdot)$ which uniquely determines $\bar{u}(t)$ as in (6.2) up to the time $\tau$. Thus the above argument can be applied also to $\bar{x}$. If $G$ is a $2 \times 2$ matrix, it suffices to perform the above construction for each column of $G$. The proof is concluded.

We conclude the section with two corollaries. The first one is an immediate consequence of the proof of Theorem [6.2].
Corollary 6.3. Under the same assumptions of Theorem 6.2 let \( \tau = T(\bar{x}) < \tau_1 < T \). Then there exists \( x_1 \in \text{bdry} \mathcal{R}^\tau \) and a control \( u_1 : [\tau, \tau_1] \to [-1, 1] \) such that the trajectory \( \tilde{x}(\cdot) \) corresponding to the control

\[
\tilde{u}(t) = \begin{cases} 
\tilde{u}(t) & 0 < t \leq \tau, \\
u_1(t) & \tau < t \leq \tau_1.
\end{cases}
\]

and such that \( \tilde{x}(0) = x_1 \) reaches 0 in the optimal time \( \tau_1 \) and moreover \( \tilde{x}(\tau_1 - \tau) = \bar{x} \).

From Corollary 6.3 we obtain that \( \tilde{x}(\cdot) \) and \( \lambda(\cdot) \) in the proof of Theorem 6.2 can be extended up to the time \( T \). Therefore, we obtain the following further corollary.

Corollary 6.4. Under the assumptions of Theorem 5.1, the maximized Hamiltonian along \( \tilde{x}(\cdot) \) associated with \( \lambda(\cdot) \) is constant in \([0, T)\), i.e.,

\[
H(\tilde{x}(t), \lambda(t)) = C \quad \forall t \in [0, T).
\]

Proof. Let \( G \) be a vector and so the control \( u \) be scalar. Then

\[
H(\tilde{x}(t), \lambda(t)) = \langle \lambda(t), F(\tilde{x}(t)) \rangle + |\langle \lambda(t), G(\tilde{x}(t)) \rangle|.
\]

Observe that the switching function \( g(t) = \langle \lambda(t), G(\tilde{x}(t)) \rangle \) vanishes at most on a countable subset of \([0, T)\). Therefore, for a.e. \( t \in [0, T) \), we have

\[
\frac{d}{dt} H(\tilde{x}(t), \lambda(t)) = \left( -\langle \lambda(t), [F, G](\tilde{x}(t)) \rangle + \langle \lambda(t), [F, G](\tilde{x}(t)) \rangle \right) \text{sign} g(t) = 0.
\]

If \( G \) is a \( 2 \times 2 \) matrix, it suffices to perform the above computation for each column. The proof is concluded. \( \square \)

6.2. The epigraph of the minimum time function has positive reach.

The present section is devoted to studying the “convexity type” of the minimum time function \( T(\cdot) \), in the case where the dynamics satisfies a weak controllability condition, i.e., the function \( T(\cdot) \) is merely continuous. The statement is two dimensional, since it is based on Theorem 6.2.

Theorem 6.5. Let \( N = 2 \) and let the assumptions of Theorem 5.1 hold. Let \( \mathcal{T} \) be given by Theorem 5.7. Then for every \( 0 < \tau < T \) the epigraph of the minimum time function \( T(\cdot) \) on \( \mathcal{R}^\tau \) has positive reach.

Corollary 6.6. Under the same assumptions of Theorem 6.3 the minimum time function \( T \) satisfies all the properties listed in Theorem 2.4.

Before beginning the proof of Theorem 6.5 we introduce the minimized Hamiltonian and study its sign.

Definition 6.7. Let \( x, \zeta \in \mathbb{R}^N \). We define the minimized Hamiltonian for the control system in (5.1) as

\[
h(x, \zeta) = \langle \zeta, F(x) \rangle + \min_{u \in U} \langle \zeta, G(x)u \rangle.
\]

Proposition 6.8. Let \( x \) belong to the boundary of the reachable set \( \mathcal{R}^\tau \) for (5.1) for some \( \tau > 0 \). Let \( \zeta \in N_F^x(x) \). Then \( h(x, \zeta) \leq 0 \).

1here \( N_F^x(x) \) denotes the Fréchet normal cone to \( \mathcal{R}^\tau \) at \( x \), i.e., all vectors \( v \) such that \( \limsup_{\mathcal{R}^\tau \ni y \rightarrow x} \langle v, (y-x)/\|y-x\| \rangle \leq 0 \).
Proof. Let $\bar{u}(\cdot)$ be an admissible control steering $x$ to $0$ in time $\tau$, together with the associate trajectory $\bar{x}(\cdot)$. Then, for all $0 \leq t \leq \tau$ the point $\bar{x}(t)$ belongs to $\mathcal{R}^+$, so that, by definition of Fréchet normal we have

$$\limsup_{t \to 0^+} \left\langle \zeta, \frac{\bar{x}(t) - x}{\|x(t) - x\|} \right\rangle \leq 0.$$  

Observing that $\|x(t) - x\| \leq Kt$ for a suitable constant $K$, we have

$$\limsup_{t \to 0} \left\langle \zeta, \frac{\bar{x}(t) - x}{t} \right\rangle \leq 0.$$  

In other words,

$$0 \geq \limsup_{t \to 0} \left\langle \zeta, \frac{1}{t} \int_0^t (F(\bar{x}(s)) + G(\bar{x}(s))\bar{u}(s))ds \right\rangle = \left\langle \zeta, F(x) \right\rangle + \limsup_{t \to 0} \left\langle \zeta, G(x)\frac{\int_0^t \bar{u}(s)ds}{t} \right\rangle.$$  

Let $t_n \to 0$ be a sequence such that $\lim_{n \to \infty} \frac{1}{t_n} \int_0^{t_n} \bar{u}(s)ds := \bar{u}$ exists. By the convexity of $\mathcal{U}$, $\bar{u} \in \mathcal{U}$, and so $h(x, \zeta) \leq \left\langle \zeta, F(x) \right\rangle + \left\langle \zeta, G(x)\bar{u} \right\rangle \leq 0.$ \hfill $\square$

We are now ready to prove Theorem 6.5.

Proof of Theorem 6.5. Let $x \neq 0$ be such that $T(x) < \mathcal{T}$ and let $(\bar{u}(\cdot), \bar{x}(\cdot))$ be an optimal pair for $x$. By Maximum Principle\footnote{observe that we are applying Theorem 2.14 for the reversed dynamics $\dot{z} = -F(x) - G(x)u$} there exists $0 \neq \zeta \in N_{\mathcal{R}^+T(x)}(x)$ such that the adjoint arc $\lambda$, with

$$\begin{cases} 
\dot{\lambda}(t) = \lambda(t)\left(DF(\bar{x}(t)) + DG(\bar{x}(t))\bar{u}(t)\right), \\
\lambda(T(x)) = \zeta
\end{cases}$$

satisfies

$$\left\langle \lambda(t), F(\bar{x}(t)) + G(\bar{x}(t))\bar{u}(t) \right\rangle = h(\bar{x}(t), \lambda) \quad \text{for a.e. } t \in (0, T(x)).$$

We claim that

$$\left(\zeta, h(x, \zeta)\right) \in N_{\text{eqi}(\mathcal{T})}^P(x, T(x)),$$

i.e., there exists a constant $\sigma > 0$ such that, for all $y \in \mathbb{R}^N$ with $0 < T(y) < \mathcal{T}$ and for all $\beta \geq T(y)$, we have

$$\left\langle (\zeta, \theta), (y, \beta) - (x, T(x)) \right\rangle \leq \sigma \|y - x\|^2 + |\beta - T(x)|,$$

where $\theta = h(x, \zeta)$, and, moreover,

$$\sigma \text{ is independent of } x \text{ and } \zeta.$$  

Indeed, we consider two cases:

(a) $T(y) \leq T(x)$;
(b) $T(y) > T(x)$.

In the first case, $y \in \mathcal{R}^{T(x)}$, so that by Theorem 5.1

$$\left\langle \zeta, y - x \right\rangle \leq 0.$$  

If $\beta \geq T(x)$ then (6.4) is automatically satisfied, since $\theta \leq 0$ by Proposition 6.8. If instead $\beta < T(x)$, we set $x_1 = \bar{x}(\beta)$. 
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We estimate first $\langle \zeta, y - x_1 \rangle$. Since $y \in \mathcal{R}^\beta$, recalling Remark \[2\] we have for suitable constants $K_1, K_2$ given by Gronwall’s Lemma,

$$\langle \zeta, y - x_1 \rangle = \langle \lambda(\beta), y - x_1 \rangle + \langle \lambda(T(x)) - \lambda(\beta), y - x_1 \rangle \leq \langle \lambda(T(x)) - \lambda(\beta), y - x_1 \rangle + K_1\|\lambda(T(x))\||T(x) - \beta\|\|y - x_1\| \leq K_1\|\lambda(T(x))\||T(x) - \beta\|(\|y - x\| + \|x_1 - x\|) \leq K_1\|\zeta\||T(x) - \beta\|(\|y - x\| + K_2|T(x) - \beta|) \leq K_3\|\zeta\|\|y - x\|^2 + |T(x) - \beta|^2$$

for another suitable constant $K_3$.

Second, we estimate $\langle \zeta, x_1 - x \rangle$. We have

$$\langle \zeta, x_1 - x \rangle = \int_{\beta}^{T(x)} \langle \lambda(T(x)), F(\bar{x}(s)) + G(\bar{x}(s))\bar{u}(s) \rangle\, ds \leq \int_{\beta}^{T(x)} \langle \lambda(s), F(\bar{x}(s)) + G(\bar{x}(s))\bar{u}(s) \rangle\, ds \leq (T(x) - \beta)h(x, \zeta) + K_4\|\zeta\|\|T(x) - \beta\|^2,$$

for a suitable constant $K_4$, owing to Corollary \[4\] (applied to the reversed dynamics $\dot{x} = -F(x) - G(x)u$). Therefore, since $h(x, \zeta) \leq 0$,

$$\langle (\zeta, \theta), (y, \beta) - (x, T(x)) \rangle \leq (K_3 + K_4)\|\zeta\|\|y - x\|^2 + |T(x) - \beta|^2,$$

and the proof for the case (a) is concluded by observing that $K_3$ and $K_4$ are independent of $\zeta$ and $x$.

In the second case we need to use the optimality of $x$. We observe first that, since $\theta \leq 0$, we only need to prove \[4\] for $\beta = T(y)$. Recalling Corollary \[3\] we can extend the control $\bar{u}$ up to the time $T(y)$ so that the associated trajectory (still denoted by $\bar{x}(\cdot)$) remains optimal. Let also $\lambda$ be the extended adjoint vector and denote by $\tilde{x}(\cdot)$ the trajectory of the reversed dynamics associated with the extended control $\bar{u}$, i.e.,

$$\begin{cases}
\dot{\tilde{x}}(t) = -F(\tilde{x}(t)) - G(\tilde{x}(t))\bar{u}(t), \\
\tilde{x}(0) = 0,
\end{cases}$$

where $\bar{u}(t) = \bar{u}(T(y) - t)$.

Set $x_1 = \tilde{x}(T(y))$. We estimate first $\langle \zeta, y - x_1 \rangle$. We have, by arguing similarly as before,

$$\langle \zeta, y - x_1 \rangle = \langle \lambda(T(y)), y - x_1 \rangle + \langle \lambda(T(x)) - \lambda(T(y)), y - x_1 \rangle \leq \langle \lambda(T(x)) - \lambda(T(y)), y - x_1 \rangle \leq K_5\|\zeta\|\|(|T(y) - T(x)|^2 + \|y - x_1\|^2).$$
On the other hand,
\[
\langle \zeta, x_1 - x \rangle = \int_{T(x)}^{T(y)} \langle \zeta, -F(\tilde{x}(s)) - G(\tilde{x}(s)) \tilde{u}(s) \rangle ds
\]
\[
= \int_{T(x)}^{T(y)} \langle \lambda(s), -F(\tilde{x}(s)) - G(\tilde{x}(s)) \tilde{u}(s) \rangle ds
\]
\[
+ \int_{T(x)}^{T(y)} \langle \lambda(T(x)) - \lambda(s), -F(\tilde{x}(s)) - G(\tilde{x}(s)) \tilde{u}(s) \rangle ds
\]
\[
\leq \max_{u \in \Omega} \int_{T(x)}^{T(y)} (\lambda(s), -F(\tilde{x}(s)) - G(\tilde{x}(s))u) ds + K_6 \|\zeta\|(T(y) - T(x))^2
\]
(for a suitable constant $K_6$ given by Gronwall’s Lemma).

Recalling Corollary 6.4 the maximized Hamiltonian in the integral of the first summand is constant. Therefore we obtain
\[
\langle \zeta, x_1 - x \rangle \leq -h(x, \zeta)(T(y) - T(x)) + K_6 \|\zeta\|(T(y) - T(x))^2.
\]
Combining the above estimates we obtain finally
\[
\langle (\zeta, \theta), (y, T(y)) - (x, T(x)) \rangle \leq (K_5 + K_6)\|\zeta\| (\|y - x\|^2 + |T(y) - T(x)|^2),
\]
and the proof of the claim is concluded, by observing, again, that $K_5, K_6$ are independent of $x$ and $\zeta$.

In order to conclude the proof we observe that $N_{\text{epi}(T)}^P$ is pointed at every point $(x, T(x))$, $x \in \mathcal{R}^\tau$, since it is easy to see that the projection of every $(\zeta, \theta) \in N_{\text{epi}(T)}^P(x, T(x))$ onto $\mathbb{R}^N$ is normal to the strictly convex set $\mathcal{R}^\tau$. Therefore, we can apply Corollary 3.1 in [17], with $\Omega_P = \text{int}\mathcal{R}^\tau$, which shows that epi$(T)$ has positive reach. \hfill \Box

7. Appendix

This section is devoted to some technical lemmas which are used in the proof of the main results.

**Lemma 7.1.** Let $K : (a, b) \to [0, 1]$ be measurable and let $k \in \mathbb{N}$. Then
\[
\int_a^b (t - a)^k K(t) dt \geq \frac{1}{k + 1} \left( \int_a^b K(t) dt \right)^{k+1},
\]
and
\[
\int_a^b (b - t)^k K(t) dt \geq \frac{1}{k + 1} \left( \int_a^b K(t) dt \right)^{k+1}.
\]

**Proof.** Indeed,
\[
\int_a^b (t - a)^k K(t) dt = k! \int_a^{t_k} \int_a^{t_{k-1}} \cdots K(t_0) dt_0 \cdots dt_k.
\]
Since $K(t) \in [0, 1]$ for a.e. $t \in [0, 1]$, we obtain that
\[
\int_a^b (t - a)^k K(t) dt \geq k! \int_a^{t_k} K(t_k) \int_a^{t_{k-1}} K(t_{k-1}) \cdots \int_a^{t_0} K(t_0) dt_0 \cdots dt_k
\]
One can easily prove that
\[
\int_a^b K(t_k) \int_a^{t_k} K(t_{k-1}) \cdots \int_a^{t_1} K(t_0) dt_0 \cdots dt_k = \frac{1}{(k + 1)!} \left( \int_a^b K(t) dt \right)^{k+1}
\]
The proof is complete. \hfill \Box
Lemma 7.2. Let \( f : [a, b] \to \mathbb{R} \) be absolutely continuous and monotone. Fix \( k \geq 0 \) and assume that there exists \( C \in \mathbb{R}^+ \) such that

\[
|f'(s)| \geq C(s-a)^k \quad \forall s \in [a, b].
\]

Then, either \( f \) has no zeros in \((a, b)\) and then, for all \( s \in (a, b) \) either

\[
|f(s)| \geq \frac{C}{k+1}(s-a)^{k+1} \quad \text{or} \quad |f(s)| \geq \frac{C}{k+1}(b-s)^{k+1},
\]

or there exists \( c \in (a, b) \) such that \( f(c) = 0 \) and then, for all \( s \in [a, b] \),

\[
|f(s)| \geq \frac{C}{k+1}|c-s|^{k+1}.
\]

The same conclusions hold if (7.1) is substituted by

\[
|f'(s)| \geq \frac{C}{k+1}(b-s)^k \quad \forall s \in [a, b].
\]

Proof. We treat the case where \( f \) is nondecreasing, while the other one can be handled by taking \(-f\). So (7.1) now reads as

\[
f'(s) \geq C(s-a)^k \quad \forall s \in [a, b].
\]

If \( f \) has no zeros, we have two cases, namely \( f(s) > 0 \) for all \( s \in (a, b) \) or \( f(s) < 0 \) for all \( s \in (a, b) \). For the first case

\[
f(s) - f(a) = \int_a^s f'(t)dt \geq C \int_a^s (t-a)^kdt = \frac{C}{k+1}(s-a)^{k+1},
\]

so that

\[
f(s) \geq \frac{C}{k+1}(s-a)^{k+1}.
\]

In the second case,

\[
f(b) - f(s) = \int_s^b f'(t)dt \geq C \int_s^b (t-a)^kdt = \frac{C}{k+1}[(b-a)^{k+1} - (s-a)^{k+1}] \geq \frac{C}{k+1}(b-s)^{k+1}.
\]

Therefore,

\[
f(s) \leq f(b) - \frac{C}{k+1}(b-s)^{k+1} \leq -\frac{C}{k+1}(b-s)^{k+1}.
\]

Assume now that there exists \( c \in (a, b) \) such that \( f(c) = 0 \). Then, for all \( s \in [a, c] \) we have

\[
-f(s) = f(c) - f(s) = \int_s^c f'(t)dt \geq \frac{C}{k+1}(c-s)^{k+1},
\]

while for all \( s \in [c, b] \) we have

\[
f(s) = f(s) - f(c) = \int_c^s f'(t)dt \geq \frac{C}{k+1}[(s-a)^{k+1} - (c-a)^{k+1}]
\]

\[
\geq \frac{C}{k+1}(s-c)^{k+1},
\]

and the proof is complete. \( \square \)
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Proposition 7.3. Let $K \subset \mathbb{R}^N$ be compact and assume that there exist $\gamma > 0$ and $p > 1$ with the following property: for every $x \in \text{bdry } K$, there exists $\zeta \neq 0$ such that for every $y \in K$ one has

$$\langle \zeta, y - x \rangle \leq -\gamma \|\zeta\| \|y - x\|^p. \quad (7.2)$$

Then $K$ is convex (with nonempty interior) and, for each $x \in \text{bdry } K$, (7.2) is satisfied by all $\zeta \in N_K(x)$.

Proof. We show first that $K$ is strictly convex. To this aim, assume by contradiction that there exist points $x_1 \neq x_2 \in K$ such that the segment $[x_1, x_2]$ is not contained in the interior of $K$. Let $0 < t < 1$ be such that $x_t = (1 - t)x_1 + tx_2 \in \text{bdry } K$ and let $\zeta \neq 0$ be such that (7.2) holds with $x_t$ in place of $x$. Obviously, $\langle \zeta, x_2 - x_1 \rangle = 0$, and this is a contradiction. Since $K$ is convex with nonempty interior, for each $x \in \text{bdry } K$ the normal cone $N_K(x)$ is pointed and so it is the convex hull of its exposed rays (see [18]).

We now use Theorem 4.6 in [11] and see that for every unit vector $w$ belonging to an exposed ray of $N_K(x)$, there exists a sequence $x_n \to x$ such that $N_K(x_n) = \mathbb{R}^+ w_n$, $\|w_n\| = 1$ and $w_n \to w$.

Of course (7.2) holds with $x_n$ (resp., $w_n$) in place of $x$ (resp., $\zeta$), so that by passing to the limit, $w$ also satisfies (7.2). By taking convex combinations, we conclude the proof. □
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