Benchmark of the Local Drift-kinetic Models for Neoclassical Transport Simulation in Helical Plasmas
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The benchmarks of the neoclassical transport codes based on the several local drift-kinetic models are reported here. Here, the drift-kinetic models are ZOW, ZMD, DKES-like, and global, as classified in [Matsuoka et al., Physics of Plasmas 22, 072511 (2015)]. The magnetic geometries of HSX, LHD, and W7-X are employed in the benchmarks. It is found that the assumption of \( \mathbf{E} \times \mathbf{B} \) incompressibility causes discrepancy of neoclassical radial flux and parallel flow among the models when \( \mathbf{E} \times \mathbf{B} \) is sufficiently large compared to the magnetic drift velocities. For example, \( M_p \leq 0.4 \) where \( M_p \) is the poloidal Mach number. On the other hand, when \( \mathbf{E} \times \mathbf{B} \) and the magnetic drift velocities are comparable, the tangential magnetic drift, which is included in both the global and ZOW models, fills the role of suppressing unphysical peaking of neoclassical radial fluxes found in the other local models at \( E_r \approx 0 \). In low collisionality plasmas, in particular, the tangential drift effect works well to suppress such unphysical behavior of the radial transport caused by simulations. It is demonstrated that the ZOW model has the advantage of mitigating the unphysical behavior in the several magnetic geometries, and that it also implements evaluation of bootstrap current in LHD with the low computation cost compared to the global model.
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I. INTRODUCTION

The magnetic field geometry of a fusion device is given by the external coil system and the plasma current. One of the advantages of stellarator/heliotron configuration compared to axisymmetric tokamaks is that plasma current is not necessary to sustain the confinement magnetic field. However, owing to the geometry, the helical ripple enhances the neoclassical radial particle and energy transport. Therefore, optimization of the field geometry is required for minimizing the neoclassical transport together with stabilizing the magnetohydrodynamics (MHD) equilibrium and improving the fast particle confinement.1 The future fusion device will be operated in the higher-beta and higher-temperature condition compared to that in the present experimental devices. In such a collisionless and high pressure gradient plasma, the neoclassical bootstrap current is supposed to increase enough to interact with the MHD equilibrium. A self-consistent algorithm is required to investigate both the optimization of the neoclassical transport and the MHD equilibrium. The algorithm must satisfy both the efficiency and the accuracy in order to evaluate a quantitative study for the design of a fusion reactor.

From this viewpoint, neoclassical transport in helical plasmas has been investigated by transport codes based on several local approximations, for example, DKES, GSRAKE4, EUTERPE5, and NEO-26 et al. A comprehensive cross-benchmark of several local codes has been presented in Ref. 7. In the local models, the tangential grad-B and curvature drift on the flux surfaces is often assumed to be negligibly small compared to the parallel motion and \( \mathbf{E} \times \mathbf{B} \) drift. Further, the monoenergy assumption is sometimes employed in the local neoclassical codes, in which the momentum conservation of the collision operator is broken because the Lorentz pitch-angle scattering operator is adopted. Note that momentum correction techniques by Taguchi8, Sugama-Nishimura9,10,11, and Maaßberg12 have been devised to recover the parallel momentum balance. Several benchmarks have shown that the momentum correction affects the quantitative accuracy of neoclassical transport calculations in helical plasmas1213, especially in the quasi-axisymmetric HSX plasma.1415

The recent studies indicate the contribution of the magnetic tangential drift16,17,18 in the evaluation of radial neoclassical transport when the \( \mathbf{E} \times \mathbf{B} \) drift velocity is slower than the magnetic drift. Matsuoka16 has devised a way to include the tangential magnetic drift in the local drift-kinetic equation solver. There are also some global neoclassical codes which treat the full 3-dimensional guiding-center motion including both the radial and tangential magnetic drift term. However, only a few global neoclassical codes have been applied on helical plasmas,19,20,21 Compared with the local codes, the global codes are stricter solutions to evaluate the drift-kinetic equation with the finite magnetic drift effect, but it takes more computational resources than the local
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codes. Therefore, it is almost impossible to utilize the
global codes to investigate the interaction between boot-
strap current and MHD equilibrium because it requires
iterations between neoclassical transport and MHD sim-
ulations. The local approximations are appropriate for
the purpose, but this has not been thoroughly verified
among the neoclassical local models with global ones to
guarantee the quantitative reliability of the neoclassical
radial flux and parallel flow obtained from these local
drift-kinetic models.

In this paper, following the previous study by
Matsuoka\textsuperscript{16}, the neoclassical transport is examined with
four types of neoclassical transport codes in Large Helical
Device(LHD), Helically Symmetric Experiment(HSX), and
Wendelstein 7-X(W7-X). The series of numerical
simulations are carried out by the $\delta f$ drift-kinetic equa-
tion solver FORTEC-3D\textsuperscript{19}. In the beginning, FORTEC-
3D was developed as a global neoclassical transport code;
recently, it has been extended to treat several types of
the local drift-kinetic models\textsuperscript{16}. The following approxi-
mations are employed to evaluate the neoclassical trans-
port. (a) The global model takes the minimum assumption,
which considers both the tangential and radial mag-
netic drift on the convective derivative term on the per-
turbed distribution, $v_m \cdot \nabla \delta f$. The global model
solves the drift-kinetic equation in 5-dimensional phase space.
(b) The zero orbit width model (ZOW) excludes the ra-
dial component of magnetic drift, and it becomes a local
neoclassical model. The magnetic drift term is treated as

$$\ddot{v}_m \equiv v_m - (v_m \cdot \nabla \psi) e_\psi,$$

where $\psi$ is a flux-surface label and $e_\psi \equiv \partial X/\partial \psi$. The local indicates the neglect of radial drift in the guiding-
center equation of motion. Therefore, the ZOW model
becomes a 4-dimensional model and reduces computa-
tional resources. However, the ZOW model breaks Li-
ouville’s theorem in the phase space. The ZOW model
requires a modification in the delta-f method to solve
the model properly as will be explained in Sec. IIIE.
(c) The zero magnetic drift (ZMD) model takes a further
approximation. The ZMD model ignores not only the ra-
dial magnetic drift but also the tangential magnetic drift
from a particle orbit. Then, the magnetic drift term in
the drift-kinetic equation is treated as $v_m \cdot \nabla \delta f = 0$. Li-
ouville’s theorem is satisfied in the ZOW. (d) The DKES
model further employs mono-energetic assumption, i.e.,
$\dot{\psi}/\dot{v} = 0$, and the incompressible $E \times B$ drift
approximation.\textsuperscript{23} With the Lorentz pitch-angle scatter-
ing operator, the drift-kinetic equation in DKES model
reduces to a 3-dimensional model.

The remainder of this paper is organized as follows. In
Sec.II, the drift kinetic equations based on global, ZOW,
ZMD and DKES models are described. The conservation
properties of the phase-space volume of each model is also
discussed in this section. Then, the numerical scheme of
the $\delta f$ method is explained briefly in Sec.IIIE. The par-
ticle, parallel momentum, and energy balance equations
in each drift-kinetic model are examined in Sec.III. In
Sec.IV, the simulation results are presented. The drift-
kinetic models are benchmarked by the neoclassical fluxes
such as the radial particle flux, radial energy flux, and
flux-surface average parallel mean flow. The effect of $E \times B$, the effect of magnetic drift, and the electron
neoclassical transport are analyzed. Finally, the boot-
strap current is presented. A summary is given in Sec.V.
In Appendix A, the property of the source/sink term is
presented. In Appendix B, the derivations of the second-
order viscosity tensors $\Pi_2$ for the local models are pre-

II. LOCAL DRIFT-KINETIC MODELS

The neoclassical transport simulations are carried out
by the $\delta f$ method under the following transport ordering
assumptions. The gyro-radius $\rho$ is small compared with
the typical scale length $L$, i.e., $\rho/L \sim O(\delta)$, where $\delta$ represents a small ordering parameter. It is assumed that the plasma time evolution is slow,

$$\frac{\partial}{\partial t} \sim O\left(\frac{\delta^2 v_{th}}{L}\right)$$

where $v_{th} = \sqrt{2T/m}$ is thermal velocity. The order of magnitude of the $E \times B$ drift velocity is assumed as

$$\frac{v_E}{v_{th}} \sim O\left(\frac{\rho}{L}\right) \sim O(\delta),$$

where the $E \times B$ drift velocity is given as

$$v_E \equiv \frac{|E \times B|}{B^2}.$$

If the radial electric field satisfies the ambipolar condi-
tions, its magnitude is assumed as

$$M_p \equiv \frac{v_E}{v_{th}} \frac{B_p}{B_p} \sim \frac{E_p}{v_{th} B_{ax}} q R_{ax}/r$$

(2)

where $B_p$ and $B_{ax}$ are the poloidal magnetic field
strength and the magnetic field strength on the magnetic
axis, respectively. $r$, $R_{ax}$, and $q$ denote the minor radius,
the major radius of the magnetic axis, and the safety
factor, respectively. In the present work, the order of magnitude $M_p \sim 1$ for ions is allowed on the local drift-
kinetic simulations because (a) the ion thermal velocity is
much slower than the electron and (b) the order of the poloidal magnetic field magnitude is approximately

$$B_p \sim \frac{r}{q R_{ax}} B_{ax} \sim O(\delta B).$$

Even though $M_p \sim 1$ is allowed, it still assumes that the slow-flow ordering is valid, $v_E/v_{th} \ll 1$.

The guiding-center distribution function of species $a$ is
denoted as $f_a(Z,t)$. The guiding-center variable $Z$ is
chosen as \( Z \equiv (X, v, \xi, t) \) with the guiding-center position \( X \), guiding-center velocity \( v \), and the cosine component of parallel velocity pitch angle \( \xi \equiv v_i/v \). The parallel velocity \( v_i \) is defined as \( v_i \equiv v \cdot b \) where \( b \equiv B/|B| \) is a unit vector of the magnetic field. In Boozer coordinates, the position vector \( X \) is assigned as \( X \equiv (\psi, \theta, \zeta) \), where \( \psi, \theta, \) and \( \zeta \) are toroidal magnetic flux, poloidal angle, and toroidal angles, respectively. The magnetic field \( B \) is given as

\[
B = \nabla \times \frac{\psi}{1 + \iota(\psi)} \times \nabla \psi
= I(\psi) \nabla \theta + G(\psi) \nabla \psi + \beta^*(\psi, \theta, \zeta) \nabla \psi.
\]

The guiding center drift-kinetic equation of species \( a \) is given by

\[
\frac{\partial f_a}{\partial t} + \frac{dZ_a}{dt} \frac{\partial f_a}{\partial Z_i} = C_a + S_a, \tag{3}
\]

where \( C_a \) is Coulomb collision operator and \( S_a \) is a source/sink term. The conservation law in the phase-space or the Liouville’s theorem is presented as

\[
\frac{\partial \mathcal{J}}{\partial t} + \frac{\partial}{\partial Z_i} \left( \mathcal{J} \frac{dZ_i}{dt} \right) = \mathcal{J} \mathcal{G}, \tag{4}
\]

where \( \mathcal{J} \) represents the Jacobian of the phase space. \( \mathcal{G} \equiv 0 \) if the trajectory follows the guiding center Hamiltonian. As the recent studies showed, the local drift-kinetic models are derived from approximation of the guiding center motion but do not satisfy the Hamiltonian. Therefore, \( \mathcal{G} \equiv 0 \) is not guaranteed in general. For some local neoclassical models, the approximated guiding-center equations of motion \( dZ_i/dt \) are chosen ingeniously to maintain \( \mathcal{G} \equiv 0 \). To consider a general case, \( \mathcal{G} \neq 0 \) is retained in the following derivation. Combining Eqs.\( \text{(4)} \) and \( \text{(3)} \), the conservative form of drift-kinetic equation is obtained as

\[
\frac{\partial (\mathcal{J} f_a)}{\partial t} + \frac{\partial}{\partial Z_i} \left( \mathcal{J} f_a \frac{dZ_i}{dt} \right) = \mathcal{J} [C_a + S_a] + \mathcal{J} f_a \mathcal{G}, \tag{5}
\]

which is used in taking the moments of drift-kinetic equation in section III.

### A. Global Drift-kinetic Model

The original FORTEC-3D is a global drift-kinetic code of which guiding center motion satisfies the Hamiltonian. FORTEC-3D treats the drift-kinetic equation for the perturbed distribution function and equation as follows: the distribution function \( f_a \) is decomposed into a Maxwellian \( f_{a,M} \) and perturbation \( f_{a,1} \)

\[
f_{a,1}(X, v, \xi, t) \equiv f_a(X, v, \xi, t) - f_{a,M}(\psi, v), \tag{6}
\]

where the local Maxwellian \( f_{a,M} \) is defined as

\[
f_{a,M} = n_a(\psi) \left( \frac{m_a}{2\pi T_a(\psi)} \right)^{3/2} \exp \left( -\frac{m_a v^2}{2T_a(\psi)} \right), \tag{7}
\]

\[
\left( \frac{\partial}{\partial t} + \nabla \cdot \left( \frac{\partial}{\partial Z} \right) \right) f_{a,1} = S_{a,0} + C^L(f_{a,1}) + S_{a,1}, \tag{8}
\]

where \( \mathcal{G} = 0 \) is retained in the following derivation. Combining Eqs.\( \text{(4)} \) and \( \text{(3)} \), the conservative form of drift-kinetic equation is obtained as

\[
\frac{\partial (\mathcal{J} f_a)}{\partial t} + \frac{\partial}{\partial Z_i} \left( \mathcal{J} f_a \frac{dZ_i}{dt} \right) = \mathcal{J} [C_a + S_a] + \mathcal{J} f_a \mathcal{G}, \tag{5}
\]

where

\[
\mathcal{J} f_a = \frac{m_a}{2\pi T_a(\psi)} \exp \left( -\frac{m_a v^2}{2T_a(\psi)} \right), \tag{7}
\]

\[
\left( \frac{\partial}{\partial t} + \nabla \cdot \left( \frac{\partial}{\partial Z} \right) \right) f_{a,1} = S_{a,0} + C^L(f_{a,1}) + S_{a,1}, \tag{8}
\]

On the other hand, \( S_{a,1} \) is an additional source/sink term, which helps the numerical simulation to reach a quasi-steady state. The \( S_{a,1} \) is discussed in Sec. III A and III B.

The guiding-center trajectory is given as follows:\(^{22}\)

\[
X = v t, \tag{11a}
\]

\[
\frac{dv}{dt} = \frac{e_a}{m_a v} X^* + \frac{\mu}{m_a v} \frac{\partial B}{\partial \theta}, \tag{11b}
\]

\[
\frac{d\xi}{dt} = -\frac{\xi}{v} \frac{dv}{dt} - \frac{b}{m_a v} \cdot (\mu \nabla B - e_a E^*) + \frac{\xi}{v} \frac{dX}{dt} \cdot \kappa, \tag{11c}
\]

where, \( m_a \) and \( e_a \) denote the mass and charge of the species \( a \), and

\[
\mu = \frac{m_a v^2}{2B} (1 - \xi^2), \tag{12a}
\]

\[
A^* = A + \frac{m_a v^2}{e_a} b, \tag{12b}
\]

\[
E^* = -\frac{\partial A^*}{\partial t} - \nabla \Phi, \tag{12c}
\]

\[
B^* = \nabla \times A^*, \tag{12d}
\]

\[
B_\parallel^* = b \cdot B^*, \tag{12e}
\]

\[
\kappa = (b \cdot \nabla) b. \tag{12f}
\]

The trajectory is derived from Hamiltonian so that it satisfies the Liouville equation, i.e.,

\[
\mathcal{J} \mathcal{G} = 0 \tag{13}
\]

Note that the phase-space Jacobian in Boozer coordinates is

\[
\mathcal{J} = \frac{2\pi B_\parallel^* v^2}{B} \left( G + \iota I \right), \tag{14}
\]
B. Zero Orbit Width (ZOW) Model

The zero orbit width (ZOW) approximation is a local drift-kinetic model, which ignores only the radial drift $\psi \partial f_1/\partial \psi$. The subscript of particle species is omitted here and hereafter unless it is necessary. The drift-kinetic equation Eq.(8) becomes

$$\left( \frac{\partial}{\partial t} + \dot{Z}_{\text{zow}} \cdot \frac{\partial}{\partial Z}\right)f_1 = S_0 + C^I(f_1) + S_1$$

(15)

where $\dot{Z}_{\text{zow}} = \frac{4}{\pi}(\theta, \zeta, v, \xi)$. In the present study, stationary electromagnetic field approximation is assumed

$$\frac{\partial B}{\partial t} = \frac{\partial \Phi}{\partial t} = 0.$$  

(16)

Thus, the electric field is approximated as

$$E^* \simeq -\nabla \psi \frac{d \Phi}{d \psi}$$

(17)

where $\Phi = \Phi(\psi)$ is the electrostatic potential, which is assumed to be a flux-surface function for simplicity. Other approximations employed in local models are $B^* \cdot b \simeq B$ and

$$\kappa \simeq \frac{\nabla \times B}{B}.$$  

(18)

Here, the $O(\delta)$ correction in $B^*_{||}$ is neglected. When $\beta \equiv p/(B^2/2\mu_0)$, one has

$$\kappa = b \times \left( \frac{\nabla B \times B}{B^2} - \frac{\nabla \times B}{B} \right)$$

$$= \frac{1}{B} \left( \nabla B \cdot b \cdot \nabla \psi \right) + J \times B$$

$$= \frac{\nabla \times B}{B} + \frac{\mu_0 J \times B}{B^2}$$

$$= \frac{\nabla \times B}{B} + \mu_0 \frac{\nabla p}{B^2} \simeq \frac{\nabla \times B}{B} + O(\beta)$$

(19)

where $p = p(\psi)$ denotes the scalar pressure. The second term is negligible in low-$\beta$ approximation.

The particle trajectories $Z_{\text{zow}}$ are treated as if they are crawling on a specific flux surface and given as follows:

\begin{align}
\dot{X} &= \psi \xi b + \psi E + \psi_m, \\
\dot{v} &= -e_a m_a v_m \cdot \nabla \psi \frac{d \Phi}{d \psi}, \\
\dot{\xi} &= -\frac{1 - \xi^2}{2B} \left( \psi b \cdot \nabla B \right) \\
&\quad - \xi(1 - \xi^2) \frac{d \Phi B \times \nabla B}{2B^3} \cdot \nabla \psi.
\end{align}

(20a)

(20b)

(20c)

Note that the radial magnetic drift $v_m \cdot \nabla \psi$ is still kept in the time evolution of velocity $\dot{v}$. Even though the $\psi \partial f_1/\partial \psi$ term is neglected in the LHS of Eq.(15), the source/sink term $S_0 \times \psi$ in the RHS is the same as $E \times B$ in the global model. The $E \times B$ drift is defined as

$$\psi E \equiv \frac{d \Phi}{d \psi} \frac{B \times \nabla \psi}{B^2}$$

(21)

and the magnetic drift is defined as

$$v_m \cdot \nabla \psi \equiv \frac{m_a e^2}{2 e B^3} \left( 1 + \xi^2 \right) B \times \nabla B \cdot \nabla \psi.$$  

(22)

The radial virtual drift velocity $\psi$ in the local model is evaluated from $\nabla \psi$ - product of Eq. (22), and the tangential magnetic drift $v_m$ is defined as in Eq.(1),

$$\dot{\psi}_m \equiv v_m - \psi \epsilon_\psi.$$  

The Jacobian of ZOW in phase space becomes

$$J = \frac{2\pi B^2}{B} G + I \simeq 2\pi B^2 G + I.$$  

(23)

The guiding-center equations of motion Eq.(20) does not include the radial drift term $\psi \dot{Z}$ and disobeys Hamiltonian. As a result, $Z_{\text{zow}}$ is compressible on 4-dimensional phase space where

$$G = \nabla_z \cdot Z_{\text{zow}} = \frac{1}{J} \frac{\partial}{\partial z_i} (J \dot{Z}_i) \neq 0.$$  

(24)

Here, $\nabla_z$ represents the divergence in the phase space. Following (20) and (23), the variation of phase-space volume along the guiding-center trajectories is

$$\nabla_z \cdot \dot{Z}_{\text{zow}} = \frac{mv^2(1 + \xi^2)}{2 e B(G + I)} \left\{ \frac{3 \partial B}{B} \psi \left( \frac{\partial B}{\partial \psi} - G \frac{\partial B}{\partial \theta} \right) \right\}$$

$$+ \left( \psi \frac{\partial B}{\partial \psi} \frac{\partial \theta}{\partial \psi} - I \frac{\partial^2 B}{\partial \psi^2} \right).$$  

(25)

This term affects the balance equation of particle number, parallel momentum, and energy, which will be discussed in Sec. III.

C. Zero Magnetic Drift (ZMD) Model

The zero magnetic drift (ZMD) model is similar to ZOW. It follows Eq.(20) but it excludes all the magnetic drift term in $\dot{X}$. The particle trajectories of ZMD is given as the following:

\begin{align}
\dot{X} &= \psi \xi b + \psi E, \\
\dot{v} &= -e_a m_a v_m \cdot \nabla \psi \frac{d \Phi}{d \psi}, \\
\dot{\xi} &= -\frac{1 - \xi^2}{2B} \left( \psi b \cdot \nabla B \right) \\
&\quad - \xi(1 - \xi^2) \frac{d \Phi B \times \nabla B}{2B^3} \cdot \nabla \psi.
\end{align}

(25a)

(25b)

(25c)

Following the ZMD 4-dimensional guiding-center orbit, the incompressibility of the phase-space volume $G = 0$ is still retained.
D. DKES-like Model

The DKES-like model takes a further approximation on ZMD, that is, the mono-energetic assumption $\dot{v} = 0$. Then, the DKES-like model is reduced to be a 3-dimensional problem, in which $\dot{Z}^{\text{dikes}} = d/dt(\psi, \theta, \zeta)$ on the LHS of the drift-kinetic equation. Following the trajectory Eq. (25) and the mono-energetic particle approximation $\dot{v} = 0$, the phase space volume is not conserved:

$$\nabla_z \cdot \dot{Z}^{\text{dikes}} = 3(1 + \zeta^2) 2B^3 J \left( G \frac{\partial B}{\partial \theta} - i \frac{\partial B}{\partial \zeta} \right) \frac{d\Phi}{d\psi} \tag{26}$$

In order to maintain $\mathcal{G} = 0$, the electric potential $\nabla \Phi$ is replaced by

$$\nabla \Phi \simeq \nabla \Phi \frac{B^2}{(B^2)} \tag{27}$$

and the incompressible $E \times B$ drift is denoted as

$$\dot{v}_E = \frac{E \times B}{(B^2)}. \tag{28}$$

In summary, the guiding-center trajectory in the DKES-like model is given as follows:

$$\dot{X} = v \xi \mathbf{b} + \dot{v} \mathbf{E}, \tag{29a}$$

$$\dot{v} = 0, \tag{29b}$$

$$\dot{\xi} = - \frac{(1 - \xi^2)v}{2B} \mathbf{b} \cdot \nabla B, \tag{29c}$$

and the particle trajectory conserves the phase space volume, $\mathcal{G} = \nabla_z \cdot \dot{Z}^{\text{dikes}} = 0$.

In the original DKES code, the collision operator is simplified by the Lorentz pitch-angle scattering operator

$$\mathcal{L} f_a = \nu_{ab} \frac{\partial}{\partial \xi} (1 - \xi^2) \frac{\partial}{\partial \xi} f_a, \tag{30}$$

where the particle does not change the velocity either by guiding-center motion or by collision. However, in the series of simulations in this paper, all models use the same linear collision operator to benchmark neoclassical transport. The linear collision operator includes the energy scattering term and field-particle part to maintain the conservation property of Fokker-Plank operator. Between the original DKES and the DKES-like in the simulation, the effects of different collision operators appear in a quasi-symmetric geometry because of the conservation of momentum. It is essential to evaluate neoclassical transport as discussed in Sec. IV A.

E. Two-weight $\delta f$ Scheme

The two-weight $\delta f$ scheme is employed to solve the global and local drift-kinetic models in Section II A - II D. Let us briefly explain the two-weight $\delta f$ scheme in the case of $\mathcal{G} \neq 0$. The weight functions $w$ and $p$ are given as follows:

$$f_1(Z) = g(Z) w(Z) \tag{31a}$$

$$f_M(Z) = g(Z) p(Z) \tag{31b}$$

where $g(Z)$ is the marker distribution function. Following Eq. (8), an operator includes the total derivative along the particle trajectory and the test-particle collision is defined as

$$\frac{D f_1}{Dt} = \frac{\partial f_1}{\partial t} + \dot{Z} \cdot \frac{\partial f_1}{\partial Z} - C_T(f_1)$$

$$= S_0 + S_1 + C_F \tag{32}$$

Here, we employ the linearized collision operator decomposed into the test-particle part $C_T$ and the field-particle part $C_F$. The former is implemented by the Monte Carlo method and the latter is constructed so as to satisfy the conservation properties of particle number, parallel momentum, and energy for like-species collisions. In the ion calculation, the ion-electron collision is neglected because of the large mass-ratio $m_e/m_i \ll 1$, while the electron-ion collision is approximated by the pitch-angle scattering operator Eq. (30) with stationary background, that is, Maxwellian ions.

According to Eqs. (4) and (5), the drift-kinetic equation of marker distribution $g(Z)$ is obtained

$$\frac{Dg}{Dt} = -g \mathcal{G}. \tag{33}$$

Eq. (32) is extended with Eq. (31a)

$$\frac{D f_1}{Dt} = w \frac{Dg}{Dt} + g \frac{Dw}{Dt}. \tag{34}$$

Following (32), (33), and (34), the time evolution of the weight function $w$ is obtained

$$\dot{w} = \frac{1}{g} \frac{D f_1}{Dt} w + \frac{Dg}{g} \frac{Dw}{Dt} \tag{35}$$

Similarly, the time evolution of the weight function $p$ is obtained as follows:

$$\dot{p} = \frac{p}{f_M} \left( \dot{Z} \cdot \frac{\partial}{\partial Z} \right) f_M + p \mathcal{G} \tag{36}$$

The time evolution of the weights $w$ Eq. (35) and $p$ (36) include $\mathcal{G}$ which is non-zero in the ZOW model only. The last term in Eqs. (35) and (36) is required so that the two-weight $\delta f$ scheme is applicable to the case in which the phase-space volume is not conserved. Note that $\dot{Z}$ in RHS of Eq. (36) depends on the drift-kinetic models. For the global model, it is denoted as

$$\dot{Z} \cdot \frac{\partial f_M}{\partial Z} = -S_0; \tag{37}$$
for ZOW and ZMD, it is denoted as
\[
\dot{Z} \frac{\partial f_M}{\partial Z} = \dot{\psi} \frac{\partial f_M}{\partial \psi}, \tag{38}
\]
for the DKES-like, due to \(\dot{\nu} = 0, \dot{\psi} = 0\), and \(G = 0\), the weight function \(p\) becomes constant as
\[
\dot{p} = 0. \tag{39}
\]

III. MOMENTS OF DRIFT-KINETIC EQUATION

In this section, the balance equations of particle number, parallel momentum, and energy are investigated for global and local models. The compressibility of phase space \(G\) and the approximations on guiding-center trajectories in each model are taken into account. The requirement of adaptive source-sink term \(S_1\) is explained, which is essential for obtaining a steady-state solution in some models.

In order to take moments of Eq.(5), consider an arbitrary function \(A(X,v,\xi,t)\) which is independent of the gyro-phase. For density variable \(\int d^3v f_a\) in \(X\)-space, the balance equation is yielded by multiplying \(A\) with Eq.(5) and taking integral over the velocity-space. By partial integral, Eq.(5) is rewritten as
\[
\frac{\partial}{\partial t} \left( \int d^3v f_a A \right) + \nabla \cdot \left( \int d^3v f_a A \dot{X} \right) = \int d^3v \left( f_a \frac{dA}{dt} + \left[ a_c + S_a \right] A \right) + \int d^3v f_a G A, \tag{40}
\]
where the integral of velocity-space is given as
\[
\int d^3v = 2\pi \int d\nu v^2 \int d\xi J. \]

Furthermore, the following equation is employed to derive Eq.(40)
\[
\frac{dA}{dt} = \left( \frac{\partial}{\partial t} + \dot{Z} \cdot \frac{\partial}{\partial Z} \right) A. \tag{41}
\]

A. The Particle and Energy Balance on the Local DKE Models

In order to derive the conservation law of particle number, substituting \(A = 1\) into Eq.(40) yields
\[
\frac{\partial}{\partial t} \left( \int d^3v f_a \right) + \nabla \cdot \left( \int d^3v f_a \dot{X} \right) = \int d^3v S_a + \int d^3v f_a G, \tag{42}
\]
where \(\int d^3v \ C_a = 0\) is used. The continuity equation is obtained as
\[
\frac{\partial n_a}{\partial t} + \nabla \cdot (n_a V_a) = \int d^3v S_a + \int d^3v f_a G. \tag{43}
\]
The density \(n_a\) and the mean flow velocity \(n_a V_a\) are defined as
\[
n_a = \int d^3v f_a, \tag{43a}
\]
\[
n_a V_a = \int d^3v \ X f_a. \tag{43b}
\]
The balance of kinetic energy is obtained by substituting \(A = \mathcal{K}\) into Eq.(40),
\[
\frac{\partial}{\partial t} \left( \int d^3v f_a \mathcal{K} \right) + \nabla \cdot \left( \int d^3v f_a \mathcal{K} \dot{X} \right) = \int d^3v \left( f_a \frac{d\mathcal{K}}{dt} + [\mathcal{C}_a + S_a] \mathcal{K} \right) + \int d^3v f_a G \mathcal{K}. \tag{44}
\]
Here the kinetic energy \(\mathcal{K}\) is defined as
\[
\mathcal{K} \equiv \frac{1}{2} m_a v^2 + \mu B = \mathcal{E} - e_a \Phi \tag{45}\]
where \(\mu\) is the magnetic momentum, \(\mathcal{E}\) is the total energy, and \(\Phi\) is the electrostatic potential. The time derivative of the kinetic energy is denoted as
\[
\frac{d\mathcal{K}}{dt} = \frac{d\mathcal{E}}{dt} - e_a \frac{d\Phi}{dt} = \mu \frac{\partial B(X,t)}{\partial t} + e_a \mathcal{E}^* \cdot \frac{dX}{dt}, \tag{46}
\]
where \(\mathcal{E}^*\) is defined in Eq.(12c). In the series of simulations, a stationary electromagnetic field approximation is employed, which are Eqs.(16) and (17). Therefore, Eq.(46) is approximated as
\[
\frac{d\mathcal{K}}{dt} \approx -e_a \frac{d\Phi}{dt} = -e_a \frac{dX}{dt} \cdot \nabla \Phi. \tag{47}
\]
According to Eqs.(42), (64), and (44), if the Liouville theorem is violated, \(G\) affects the particle, momentum, and energy balance. The approximation trajectories and balance equations in the local models are presented in the following subsections.

The flux-surface-average is denoted as
\[
\langle A \rangle \equiv \frac{\int d\theta d\xi J A}{V'}, \tag{48}
\]
where \(A\) is an arbitrary function and \(V'\) is defined as
\[
V' \equiv \frac{dV}{d\psi} = \int d\theta d\xi J. \tag{49}
\]
The particle density from \( f_{a,1} \) is denoted as
\[
N_1 \equiv \int d^3v \; f_1(Z).
\] (50)

According to continuity equation Eq.(42), the time evolution of density is
\[
\frac{\partial \langle N_1 \rangle}{\partial t} + \left\langle \nabla \cdot \left( N_1 V \right) \right\rangle = \left\langle \int d^3v \; S_1 \right\rangle + \left\langle \int d^3v \; f_1 \; G \right\rangle.
\] (51)

After taking the flux-surface-average, the contribution of \( S_0 \) is zero because the source/sink term is a Maxwellian Eq.(7) with flux-surface functions \( n \) and \( T \). Note here that in the global model the particle flow \( N_1 V \) contains the radial component and \( G = 0 \). Then, Eq.(51) for the global model becomes
\[
\frac{\partial \langle N_1 \rangle}{\partial t} + \frac{d}{dV} \langle \Gamma^\psi V' \rangle = \left\langle \int d^3v S_1 \right\rangle,
\] (52)
where the particle flux is calculated by
\[
\Gamma^\psi \equiv \left\langle \int d^3v \; f_1 \psi \right\rangle,
\] (53)
and the following identity is employed
\[
\langle \nabla \cdot A \rangle = \frac{d}{dV} \langle A \cdot \nabla V \rangle = \frac{1}{V'} \frac{d}{d\psi} \langle V' A \cdot \nabla \psi \rangle.
\] (54)

The finite \( d(\Gamma^\psi V')/dV \) term is a corollary of global simulation in which the actual radial particle flux across a flux surface is solved. Therefore, it is essentially required to include the particle source to obtain a steady-state solution. On the other hand, in the three local models, the \( N_1 V \) term has only the tangential component to the flux surface. Therefore, the \( \langle \nabla \cdot (N_1 V) \rangle \) term vanishes in ZOW, ZMD and DKES-like models. However, for ZOW, the artificial source/sink term \( S_1 \) is required because of the compressibility \( \mathcal{G} \neq 0 \),
\[
\frac{\partial \langle N_1 \rangle}{\partial t} = \left\langle \int d^3v \; S_1 \right\rangle + \left\langle \int d^3v \; f_1 \; G \right\rangle.
\] (55)

According to Eq.(24), the last term in Eq.(55) is estimated as \( O(\delta^2) \). For ZMD and DKES-like, the particle density \( N_1 \) is constant naturally without \( S_1 \), as pointed out by Landreman,17
\[
\frac{\partial \langle N_1 \rangle}{\partial t} = 0.
\] (56)

The energy balance equation for each model is derived similarly, as follows. The energy flux is introduced as
\[
Q = \int d^3v f_1 \mathcal{K} \mathbf{X},
\] (57)
and the flux-surface-average of radial energy flux is defined as
\[
Q^\psi = \left\langle \int d^3v f_1 \mathcal{K} \psi \right\rangle.
\] (58)
The pressure perturbation on flux surface is given as
\[
P_1 = \frac{2}{3} \int d^3v f_1 \mathcal{K}.
\] (59)

According to balance of kinetic energy Eq.(44), the time evolution of \( P_1 \) is rewritten as
\[
\frac{3}{2} \frac{\partial}{\partial t} \langle P_1 \rangle + \langle \nabla \cdot Q \rangle = \left\langle \int d^3v f_1 \; \frac{d\mathcal{K}}{dt} \right\rangle + \left\langle \int d^3v \; S_1 \; \mathcal{K} \right\rangle + \left\langle \int d^3v f_1 \; \mathcal{G} \; \mathcal{K} \right\rangle.
\] (60)

In Eq.(60), the contribution from \( S_0 \) vanishes again. The energy exchange by collision is omitted because we neglect the ion-electron collision and the electron-ion collision is approximated by pitch-angle scattering in the simulations. In the RHS of Eq.(60), the time evolution of kinetic energy is approximated as
\[
\left\langle \int d^3v f_1 \; \frac{d\mathcal{K}}{dt} \right\rangle \approx eE_\psi \left\langle \int d^3v \; \psi^* \mathbf{f}_1 \right\rangle = eE_\psi \; \Gamma^\psi,
\] (61)
which represents the work done by the radial current. For the global model, the finite \( \langle \nabla \cdot Q \rangle = d(Q^\psi V')/dV \) remains as in Eq.(52). Therefore, an energy source \( S_1 \mathcal{K} \) is essentially required to reach a steady-state. On the other hand, the radial energy flux \( Q^\psi \) vanishes in the local models. For the ZOW and ZMD models, \( S_1 \mathcal{K} \) is required to satisfy the balance equation of energy because of \( d\mathcal{K}/dt \) and \( \mathcal{G} \)
\[
\frac{\partial}{\partial t} \langle P_1 \rangle = \left\langle \int d^3v \; S_1 \; \mathcal{K} \right\rangle + eE_\psi \; \Gamma^\psi + \left\langle \int d^3v f_1 \; \mathcal{G} \; \mathcal{K} \right\rangle
\] (62)
where \( \mathcal{G} \) appears only in the ZOW model. Eq.(62) indicates that ZMD cannot maintain the conservation law on energy when \( E_\psi \neq 0 \), even if it holds the constant particle number in Eq.(56). Finally, DKES-like maintains the energy balance without \( S_1 \mathcal{K} \) because of \( d\mathcal{K}/dt = 0 \) and \( \mathcal{G} = 0 \).

Recently, Sugama has derived another type of ZOW model18 in which guiding-center variables are chosen as \( (\mathbf{X}, v_\parallel, \mathcal{K}) \) and the tangential magnetic drift is defined as
\[
\mathbf{v}_m = \mathbf{v}_m - \frac{(\mathbf{v}_m \cdot \nabla \psi)}{|\nabla \psi|^2} \nabla \psi.
\] (63)
In this model, the magnetic moment $\mu$ is allowed to vary in time so that the kinetic energy $K$ is conserved. It is shown that the new local model satisfies both particle and energy balance relations without source/sink term. Although such a conservation property is desirable as a drift-kinetic model, we employ Matsukka’s ZOW model here for two reasons. First, the definition of tangential magnetic drift as in Eq. (40) requires the geometric factor $|\nabla \psi|^2$ on each marker’s position, which will increase the computation cost. Second, it is necessary to find a modified Jacobian with which the phase-space volume conservation is recovered in this local model. To obtain such a modified Jacobian, another differential equation as Eq. (84) in Ref. 18 is required to be solved. Instead, in this paper, we adopt the source/sink term in ZOW and ZMD models after the verification as discussed in Appendix A. The verification shows that the source/sink term does not affect the long-term time average value of neoclassical fluxes after the simulation reaches a quasi-steady state.

### B. The Parallel Momentum Balance and Parallel Flow

The parallel momentum balance equation is derived from Eq. (40) with $A = m_a v_{\parallel}$:

$$\frac{\partial}{\partial t} (n_a m_a v_{\parallel}) + b \cdot (\nabla \cdot P_a) = n_a e_a E_{\parallel} + F_{\parallel,a} + \int d^3v \ S_a m_a v_{\parallel} + \int d^3v \ f_a \mathcal{G} m_a v_{\parallel},$$

(64)

where $E_{\parallel} = b \cdot E$ and $P_a$ is the pressure tensor. The parallel friction of collision $F_{a,\parallel}$ is given as

$$F_{a,\parallel} = b \cdot \sum_{b \neq a} F_{ab} = \sum_{b \neq a} \int d^3v \ C_{ab} (f_a, f_b) m_a v_{\parallel}.$$  

(65)

In order to derive Eq. (64), the expression of the time derivative of the parallel velocity $\dot{v}_{\parallel}$ is required. For the global model, it is given as

$$\dot{v}_{\parallel} = -\frac{1}{m} b \cdot \left( \mu \nabla B - eE^* \right) + v_{\parallel} \dot{X} \cdot \kappa$$

(66)

following the particle orbit Eqs. (11) and (12f). We substitute Eq. (66) into the parallel momentum equation Eq. (40). The pressure tensor $P$ includes the diagonal component, the Chew-Goldberger-Low (CGL) tensor $P_{\text{CGL}}$, and the $\Pi_2$ term, the viscosity tensor $\Pi_2$. See Appendix B for the derivation. According to the $\delta f$ method, the viscosity tensors become

$$b \cdot \nabla \cdot P_{\text{CGL}} = b \cdot \nabla \cdot \left[ \int d^3v \ \left( m v_{\parallel}^2 b b + \mu B (I - b b) \right) f_1 \right],$$

(67a)

$$b \cdot \nabla \cdot \Pi_2 = b \cdot \nabla \cdot \left[ \int d^3v \ m v_{\parallel} \left( \dot{X}_{\perp} b + b \dot{X}_{\perp} \right) f_1 \right],$$

(67b)

where $f_{a,0}$ is an even function but $v_{\parallel} \dot{X}_{\perp}$ is an odd function. Therefore, $f_{a,0}$ does not contribute to $\nabla \cdot \Pi_2$. According to Eq. (67a), $\nabla \cdot P_{\text{CGL}}$ does not explicitly depend on the approximations in $v_m$ and $v_E$. Multiplying Eq. (64) with $B$, the flux-surface-average of the parallel momentum balance equation becomes

$$\left\langle \frac{\partial}{\partial t} (nmV_{\parallel} B) \right\rangle + \left\langle B \cdot \nabla \cdot (P_{\text{CGL}} + \Pi_2) \right\rangle$$

$$= \left\langle neE_{\parallel} B \right\rangle + \left\langle F_{\parallel} B \right\rangle + \left\langle B \int d^3v \ S_1 m v_{\parallel} \right\rangle.$$  

(68)

For the ZOW model, the parallel momentum balance equation is calculated with $\dot{X}_{\perp} = v_E + \dot{e}_m$ and the time derivative of parallel velocity

$$\dot{v}_{\parallel} = -\frac{\mu}{m} b \cdot \nabla B + v_{\parallel} v_E \cdot \frac{\nabla \cdot B}{B}$$

$$= -\frac{\mu}{m} b \cdot \nabla B + v_{\parallel} \dot{X}_{\perp} + v_{\parallel} \kappa \left( \dot{\psi} \frac{\partial B}{B \partial \psi} \right),$$  

(69)

following the particle orbit Eq. (20). Then, the parallel momentum balance equation becomes

$$\left\langle \frac{\partial}{\partial t} (nmV_{\parallel} B) \right\rangle + \left\langle B \cdot \nabla \cdot (P_{\text{CGL}} + \Pi_{2,\text{ZOW}}) \right\rangle$$

$$= \left\langle F_{\parallel} B \right\rangle + \left\langle B \int d^3v \ S_1 m v_{\parallel} \right\rangle + \left\langle B \int d^3v \ f \mathcal{G} m v_{\parallel} \right\rangle.$$  

(70)

For the ZOW model, the $P_{\text{CGL}}$ term is the same form as Eq. (67a) and the $\Pi_2$ term, Eq. (67b), is rewritten as

$$\langle B \cdot \nabla \cdot \Pi_{2,\text{ZOW}} \rangle$$

$$= \langle B \cdot \nabla \left[ mnV_{\parallel} (bv_E + v_E b) \right] \rangle$$

$$+ \langle B \cdot \nabla \cdot \left[ \int d^3v \ m v_{\parallel} (\dot{e}_m b + b \dot{e}_m) f_1 \right] \rangle$$

$$+ \left\langle \int d^3v \ m v_{\parallel} \left( \frac{\psi \partial B}{B \partial \psi} \right) f_1 \right\rangle,$$  

(71)

where $\dot{e}_m$ is defined by Eq. (1). Eq. (71) shows that $\langle \nabla \cdot \Pi_{2,\text{ZOW}} \rangle$ of the ZOW model includes not only the $E \times B$
drift but also the partial magnetic drift. In the ZOW model, there is an extra term of viscosity in Eq.(70),
\[ \left\langle \int d^3v \, nm_B \right\rangle (B \frac{\psi \partial B}{B \partial \psi}) f_1 \] (72)
which comes from the last term of Eq.(69) and is estimated as \( \mathcal{O}(\delta^2) \). Actually, the \( \partial B/\partial \psi \) is \( \mathcal{O}(\delta) \) terms in MHD-equilibrium of helical devices, and Eq.(72) becomes \( \mathcal{O}(\delta^3) \). The symmetry of \( \Pi_{2,2 \text{ZOW}} \) is broken because of the third term in Eq.(71). Furthermore, there is an additional term on the RHS in Eq.(70),
\[ \left\langle B \int d^3v \, f \, G \, mv_B \right\rangle \] (73)
which is estimated as \( \mathcal{O}(\delta^2) \). The effect of Eq.(73) on the parallel flow will be discussed in Sec.IV B below. Following the order of magnitude, the contribution of Eq.(71) and (73) are comparable in the parallel momentum equation Eq.(64). The parallel electric field \( \mathbf{E}_p \) and its contribution to the parallel momentum balance are neglected in the local models for simplicity.

For the ZMD model, the parallel momentum balance equation is calculated with \( \mathbf{X}_\perp = \mathbf{v}_f \) and the time derivative of parallel velocity
\[ \dot{v}_f = -\frac{\nu}{m} \mathbf{v}_f \cdot \nabla \mathbf{B} + \nu f_1 \mathbf{X}_\perp \cdot \mathbf{k}, \] (74)
following the particle orbit Eq.(25). If the scalar pressure is assumed as a function of \( p = p(\psi) \), \( \nabla \mathbf{B} / \mathbf{B} \cdot \mathbf{v}_f \) is rewritten as \( \nabla \mathbf{B} / \mathbf{B} \cdot \mathbf{v}_f \), according to Eq.(19). Then, the parallel momentum balance equation becomes
\[ \left\langle \frac{\partial}{\partial t} (nm_B) \right\rangle + \left\langle \mathbf{B} \cdot \nabla \cdot (\mathbf{P}_{CGL} + \Pi_{2, \text{ZMD}}) \right\rangle = \langle F_p \rangle + \left\langle B \int d^3v \, S_1 \, mv_B \right\rangle. \] (75)
Equation (67b) for ZMD is rewritten as
\[ \left\langle \mathbf{B} \cdot \nabla \cdot (\Pi_{2, \text{ZMD}}) \right\rangle = \left\langle \mathbf{B} \cdot \nabla \cdot [nm_B (n_b \mathbf{v}_E + n_f \mathbf{v}_E)] \right\rangle \] (76)
where \( v_m \) does not exist in \( \Pi_2 \). This equation shows that ZMD maintains not only \( \mathcal{G} = 0 \) but also the symmetry of \( \left\langle \mathbf{B} \cdot \nabla \cdot (\Pi_{2, \text{ZMD}}) \right\rangle \).

For the DKES model, the parallel momentum balance equation is calculated with \( \mathbf{X}_\perp = \mathbf{v}_f \) from Eq.(28) and the time derivative of parallel velocity
\[ \dot{v}_f = -\frac{\nu}{m} \mathbf{b} \cdot \nabla \mathbf{B}, \] (77)
following the particle orbit Eq.(29). Then, the parallel momentum balance equation becomes
\[ \left\langle \frac{\partial}{\partial t} (nm_B) \right\rangle + \left\langle \mathbf{B} \cdot \nabla \cdot (\mathbf{P}_{CGL} + \Pi_{2, \text{DKES}}) \right\rangle = \langle F_p \rangle B \] \[ + \left\langle B \int d^3v \, S_1 \, mv_B \right\rangle. \] (78)
With the incompressible \( \mathbf{E} \times \mathbf{B} \) flow, Eq.(67b) is rewritten as
\[ \left\langle \mathbf{B} \cdot \nabla \cdot (\Pi_{2, \text{DKES}}) \right\rangle = \left\langle \mathbf{B} \cdot \nabla \cdot \left[ \frac{nm_B}{B^2} (\mathbf{b} \mathbf{E} + \mathbf{B} \times \mathbf{E} \times \mathbf{B}) \right] \right\rangle \] \[ + \left\langle B n_B \frac{\partial}{\partial \psi} \mathbf{v}_f \cdot \mathbf{k} \right\rangle. \] (79)

DKES maintains \( \mathcal{G} = 0 \) and the symmetry is broken in viscosity \( \left\langle \mathbf{B} \cdot \nabla \cdot (\Pi_{2, \text{DKES}}) \right\rangle \).

The viscosity tensors are different among the ZOW, ZMD, and DKES-like models because of the approximation of incompressible \( \mathbf{E} \times \mathbf{B} \) drift. The effect of incompressibility is discussed in Sec.IV A below.

For the parallel momentum balance in all of the global and local models, the constraint imposed on the source/sink term \( S_1 \) is that its contribution to parallel momentum should vanish;
\[ \int d^3v \, S_1 \, mv_B = 0. \] (80)

In fact, unlike the particle or energy balance relation, the drift-kinetic simulation reaches a steady state of parallel flow without any additional source/sink term. Note that the parallel momentum source vanishes not by flux-surface averaging, but is set to be zero anywhere on a flux surface. The effect of parallel friction \( F_p \) and the finite-\( \mathcal{G} \) terms on the parallel momentum are discussed in the next section.

IV. SIMULATION RESULT AND DISCUSSION

A series of simulations are carried out to benchmark the local and the global drift-kinetic models. We compare the neoclassical radial particle flux \( \Gamma_\psi \) Eq.(53), radial energy flux Eq.(58), and the flux-surface average parallel mean flow multiplied by \( B \),
\[ \langle \mathbf{v}_{a,1} \rangle B = \left\langle \int d^3v \, f_{a,1} \mathbf{v}_{a,1} B(\psi, \theta, \zeta) \right\rangle. \] (81)

To see the radial fluxes and the heat fluxes in the units [1/m²s] and [W/m²], respectively, these are redefined as
\[ \Gamma_a = \frac{dr}{\psi} \Gamma_\psi, \quad Q_a = \frac{dr}{\psi} Q_\psi, \]
where \( r = a \sqrt{|\psi|/\psi_{\text{edge}}} \) and \( a \) is the effective minor radius of the plasma boundary, \( \psi = \psi_{\text{edge}} \), \( a \) and \( \psi_{\text{edge}} \) are given from VMEC MHD equilibrium calculation code.²⁵ Note that in the local models even though \( f_1 \) does not contribute to radial fluxes in the particle and energy balance equations in Sec.III A, \( \Gamma_a \) and \( Q_a \) are evaluated by the virtual radial displacement \( \mathbf{v}_m \cdot \nabla r \)-term in the local approximations.

The plasma parameters are given as TABLE I. Two types of normalized ion collisionality \( \nu_\perp^* \) are given in
the artificial density and temperature profiles are given in the LHD and W7-X investigations so that the plasmas are in 1/ν regime around |E_r| ~ 0. The HSX kinetic profile is the diagnostic data from HSX experiment.\textsuperscript{28} Compared to the other devices, the collisionality of the HSX plasma is high in terms of \( ν_{ib} \) because of very low \( T_i \). In TABLE I, the ambipolar \( E_r \) of the LHD and HSX simulations are shown, which have been evaluated by GSRAKE and DKES/PENTA, respectively.

In the following benchmarks, there are three types of DKES models, namely DKES, DKES-like, and DKES/PENTA. First, DKES is the original code with the pitch angle scattering collision operator. Thus, it does not guarantee the conservation of momentum. Second, DKES-like is the solver of Eq.\textsuperscript{(29)} with the \( δf \) method and the linearized collision operator as ZOW and ZMD. The test-particle portions of collision operator include both the pitch-angle and energy scattering terms. The field-particle term maintains the conservation of particle numbers, parallel momentum, and energy in the simulation.\textsuperscript{10} The third model, DKES/PENTA, is the numerical result from DKES and with momentum correction by Sugama-Nishimura method.\textsuperscript{9,11} For LHD, local models are also benchmarked with GSRAKE code\textsuperscript{1}, which solves the mono-energy and the ripple-averaged drift-kinetic equations. GSRAKE is similar to DKES but the magnetic field spectrum in GSRAKE is approximated.\textsuperscript{4} It should be emphasized that the \( \mathbf{E} \times \mathbf{B} \) drift term in GSRAKE is compressible, although this point has not been clearly mentioned in previous studies.\textsuperscript{47} The original GSRAKE code is made so that it can include the tangential magnetic drift term. However, the term is omitted in the present benchmarks because the magnetic drift term is found to make the simulation result unstable.\textsuperscript{1,28}

### A. Effect of \( \mathbf{E} \times \mathbf{B} \) Compressibility

The radial electric field \( E_r \) is given as a parameter in this series of investigations. In Figs. 1 and 2, the ion radial particle and energy fluxes among the different approximations are presented on LHD, W7-X, and HSX, respectively. The figures of parallel flow simulations are shown in Fig. 3. The global simulations are carried out for LHD only because the global simulation requires much more computational resources than the local to reach a steady-state solution of \( \langle V_{i,B} \rangle \). In Figs. 1 - 3, the good agreements appear among the local models in \( \Gamma_i, Q_i, \) and \( \langle V_{i,B} \rangle \) if the radial electric field amplitude is moderate in terms of the poloidal Mach number, that is, \( 0 < |M_p| < 1 \).

Let us first focus on the difference which appears on the neoclassical fluxes at large-\( E_r \) values. When the amplitude of \( E_r \) rises, the discrepancies increase between DKES-like and the other local models. As shown in Figs. 1(a), 2(a), and 3(a), the LHD radial and parallel fluxes of the ZOW, ZMD, and GSRAKE models agree with the global model well. Thus, the discrepancies come from the incompressibility approximation of the \( \mathbf{E} \times \mathbf{B} \) drift on DKES-like according to Eq.\textsuperscript{(28)}. According to Figs. 1-3, the \( \mathbf{E} \times \mathbf{B} \) compressibility effect is expected to be significant when \( |M_p| > 0.4 \).

The \( E_r \)-dependence of \( \Gamma_i, \) \( Q_i, \) and \( \langle V_{i,B} \rangle \) found in the HSX case need more explanations. First, in Fig.1(d), all the cases, except for the original DKES, show a good agreement. The disagreement between the DKES model and the others is also found in the ion energy flux Fig. 2(c) and parallel flow Fig. 3(c). Recall that our DKES-like simulation uses the collision operator which ensures the conservation of parallel momentum in ion-ion collisions. The simulation result suggests that the momentum conservation property of the collision operator is essential for neoclassical transport calculation on quasi-symmetric devices like HSX. Secondly, as \( E_r \) increases, the neoclassical fluxes of all the models disagree with one another. As in the LHD and W7-X cases, the \( \mathbf{E} \times \mathbf{B} \) compressibility is supposed to be the main cause of the disagreement. However, it should be pointed out that the ion parallel flow in HSX becomes supersonic at \( M_p > 1 \) as shown in Fig.3. Here, the parallel Mach number is defined as

\[
M_p \equiv \frac{\langle V_{i,B} \rangle}{v_{th}B_{ax}}. \tag{82}
\]

In the paper, the drift-kinetic models are constructed

| TABLE I: Simulation parameters on each configurations. |
|------------------------------------------------------|
| \( r/a \) | LHD | W7-X | HSX |
|----------|-----|-----|-----|
| \( i \) | 0.7375 | 0.7500 | 0.3100 |
| \( R_{ax}/a \) | 3.60/0.64 | 5.51/0.51 | 1.21/0.126 |
| \( n_i \) \([\times 10^{18}/m^3]\) | 3.10 | 0.406 | 3.83 |
| \( T_i \) \([keV]\) | 0.891 | 0.350 | 0.061 |
| \( T_e \) \([keV]\) | 0.891 | 0.350 | 0.544 |
| \( B_{ax} \) \([T]\) | 2.99 | 2.77 | 1.00 |
| \( \nu_{ib} \) | 0.0368 | 0.0910 | 17.3 |
| \( \nu_{EPS} \) | 0.0017 | 0.0017 | 0.101 |
| \( \mathcal{M}_p \) | -0.015 | N/A | 0.95 |
| \( \mathcal{M}_\parallel \) | -1.73 | N/A | 3.47 |
under the assumption $\mathcal{M}_\parallel \ll 1$ because we just takes the zeroth order distribution as the Maxwellian without the mean flow. See Eqs. (6) and (7). The parallel flow dependence on $E_r$ in HSX is contrastive to that in W7-X, in which parallel mean flow remains very slow compared to thermal velocity, as in Fig. 3(b). Both HSX and W7-X configurations aim at reducing radial neoclassical flux. However, the magnetic configuration of W7-X is chosen to reduce the parallel neoclassical flow, too. This leads to the different dependence of parallel flow on $E_r$ in these two devices. Note also that $T_e \gg T_i$ in HSX while $T_i = T_e$ in LHD and W7-X cases. In such a $T_e \gg T_i$ plasma, $\mathcal{M}_p$ of $E \times B$ flow by ambipolar-$E_r$ can be $\mathcal{O}(1)$ because of the slow ion thermal velocity $v_{th,i}$. For example, under the ambipolar condition, $\mathcal{M}_p \simeq -0.015$ and $E_r \simeq -1.73$ kV/m on LHD by GSRAKE, while $\mathcal{M}_p \simeq 0.95$, and $E_r \simeq 3.47$ kV/m on HSX by DKES/PENTA. Such a large $\mathcal{M}_p$ with the quasi-symmetric configuration of HSX results in $\mathcal{M}_\parallel \sim \mathcal{O}(1)$. When $\mathcal{M}_\parallel > 1$, all the drift-kinetic models violate the assumption of the slow-flow-ordering. Therefore, although $\mathcal{M}_p \sim \mathcal{O}(1) E \times B$ flow is allowed in ZOW and ZMD models, the validation of the drift-kinetic models at $\mathcal{M}_\parallel \sim \mathcal{O}(1)$ has to be reconsidered by taking account of the centrifugal force and potential variation along the magnetic field lines$^{19}$. This problem is beyond the scope of the present study.

**B. Effect of Magnetic Drift and Collisionality**

Let us turn to the simulations around $E_r = 0$. In Figs. 1-2, there are the very large peaks of $\Gamma_i$ and $Q_i$ at $E_r = 0$ in the LHD and W7-X cases by the ZMD and the DKES-like models. On the contrary, the global and the ZOW models show the reduction of radial fluxes at $E_r \simeq 0$ and the peaks shift to negative-$E_r$ side. This tendency, which has been found in the previous study$^{16}$, greatly modifies the neoclassical transport in $1/\nu$-regime, especially in the LHD case. For the HSX case, however, such a peak at $E_r = 0$ is not found in the ZMD and DKES-like models. What causes the reduction of $\Gamma_i$ and $Q_i$ in ZOW, and what makes the configuration dependence? Here we consider the problem by analytical formulation.

In a simple stellarator/heliotron magnetic configuration like LHD, the amplitude of the magnetic field is given approximately

$$|B| \approx B_0[1 - \epsilon_h \cos(l\theta - m\zeta) - \epsilon \cos \theta],$$  

(83)

where $\epsilon_h$ and $\epsilon$ are helical and toroidal magnetic field modulations, respectively. $l$ is the helical field coil number and $m$ is the number of toroidal periods. Once a particle is trapped by the helical ripples, its orbit drifts across the magnetic surface and contributes to the radial flux. The estimation of particle flux is roughly given as$^{11}$

$$\Gamma \sim -\left( \int \frac{\nu_{eff}}{(\nu_{eff})^2 + (\omega_h + \omega_E)^2} \frac{V^2}{V^2} \frac{\partial f_M}{\partial r} \ d^3 v \right).$$  

(84)

FIG. 1: Ion particle fluxes $\Gamma_i$ of (a) LHD, (c) W7-X, and (d) HSX, respectively. (b) is an enlarged view of (a) around $E_r \sim 0$. The multiple numerical results of DKES model with the different collision operators are shown in (d). The vertical line shows the value of poloidal Mach number $\mathcal{M}_p$ defined in Eq.(2).
Here, \( \nu_{\text{eff}} \) is the effective collision frequency of trapped particle and defined as \( \nu_{\text{eff}} \equiv \nu / \epsilon \). \( \omega_h \) and \( \omega_E \) represent the poloidal precession frequency of the trapped particles by the magnetic drift and \( E \times B \) drift, respectively. \( V_\perp \) denotes the radial drift velocity. For trapped particles, they are estimated as:

\[
\begin{align*}
V_\perp & \sim \frac{v_d}{\epsilon_t B_0} \frac{\partial B}{\partial \theta} \sim v_d \frac{\epsilon}{\epsilon_t}, \\
\omega_h & \sim \frac{v_d}{\epsilon_t B_0} \frac{\partial B}{\partial r}, \quad \omega_E \sim \frac{E_r}{r B_0},
\end{align*}
\]

where \( v_d \equiv K/e B_0 R_0 \) and \( \epsilon_t = r / R_0 \). If \( (\nu_{\text{eff}})^2 \gg (\omega_h + \omega_E)^2 \), then Eq. (84) indicates that the particle transport is inversely proportional to the collision frequency. The

FIG. 2: Ion energy fluxes \( Q_i \) of (a) LHD, (b) W7-X, and (c) HSX, respectively.

FIG. 3: Ion parallel flow of (a) LHD, (b) W7-X, and (c) HSX, respectively. (d) presents the enlarged details around \( E_r \sim 0 \) for the LHD and W7-X cases. The vertical axis represents the parallel Mach number \( M_\parallel \) as defined in Eq. (82).
diffusion coefficient in $1/\nu$-regime is approximated as$^{32}$

$$D_h \approx \epsilon \tau_h^{1/2} (\Delta h)^2 \nu_{\text{eff}}^3 \sim \epsilon \tau_h^{3/2} \left( \frac{T}{eB_0 R_0 \epsilon_t} \right)^2 \frac{1}{\nu},$$

(86)

where $\Delta h = V_{\perp}/\nu_{\text{eff}}$ is the estimation of the radial step size of helically trapped particles. Approximating $\omega_h \rightarrow 0$ in Eq. (84) corresponds to ZMD and DKES models. Then, around $E_r = 0$, $\Gamma_i$ shows $1/\nu_{\text{eff}}(1 + x^2)$-type dependence where $x = (\omega_E/\nu_{\text{eff}})^2$. The $\omega_E$ is common for all the particles on a flux surface so that it makes a strong resonance at $\omega_E = 0$. Once the finite $\omega_h$ is considered, the peak of $\Gamma_i$ appearing at the poloidal resonance condition $\omega_h + \omega_E = 0$ becomes blurred because of $\omega_h$ dependence on $v, \theta$, and $\zeta$. This explains the difference between the ZOW and the ZMD models in the LHD case.

The analytic model of the $1/\nu$-type diffusion infers that the strong resonance of trapped-particles at $E_r = 0$ in ZMD and DKES-like models is damped by Coulomb collisions. To demonstrate this, the 10 times larger density dependence on $\nu$ in the same way.

Concerning the W7-X case, the magnetic field spectrum is much more complicated than the simple model Eq. (83). It is generally expressed in a Fourier series as follows:

$$B(\psi, \theta, \zeta) = B_0 \sum_{m,n} b_{m,n}(\psi) \cos(m\theta - 5n\zeta).$$

(87)

Compared with LHD, W7-X has good modular coil feasibility to adjust $b_{m,n}$ where the helical $b_{1,1}$ and toroidal $b_{1,0}$ magnetic field modulations are equal to $\epsilon \tau_h$ and $\epsilon$ respectively in Eq.(83). One of the neoclassical optimizations is performed by the reduction of average toroidal curvature $b_{1,0}/\epsilon_t \approx 0.5^{26}$ compared to that in LHD, $\epsilon/\epsilon_t \approx 1$. According to Eq. (86), this partially explains the smallness of $1/\nu$-regime transport in W7-X. However, the magnetic spectrum of W7-X contains other Fourier components which are comparable to $b_{1,0}$ and $b_{1,1}$. Thus, the simple analytic model, such as Eqs. (83) and (86), is insufficient to explain its optimized neoclassical transport level.

The quasi-isodynamic concept of the neoclassical optimized stellarator configuration is as follows: the trapped particles in the toroidal magnetic mirrors $b_{0,1}$ precess in the poloidal direction while their radial displacements are small and return to the same flux surface after they circulate poloidally. The trapped particle trajectory in quasi-isodynamic W7-X configuration has been analyzed using the second adiabatic invariant

$$\mathfrak{J}_\parallel = \int d\psi \nu_\parallel = \int d\zeta \sqrt{\frac{(2k - 2\mu B)/m}{B \cdot \nabla \zeta}} \propto \int d\zeta \sqrt{\frac{B_{\text{ref}} - B}{B^2}},$$

(88)

where $B_{\text{ref}}$ represents the magnetic field strength at the reflecting point of a trapped particle. Deeply-trapped particles move along the $\mathfrak{J}_\parallel = \text{const.}$ surfaces. Then, if the constant- $\mathfrak{J}_\parallel$-contours on a poloidal cross-section are near a flux-surface function and if the contours are closed, the radial transport of the trapped particles is suppressed. However, the standard configuration, which we investigate, is not fully optimized as is the quasi-isodynamic configuration. The $\mathfrak{J}_\parallel = \text{constant}$ surfaces in the standard configuration have small deviation from the flux surfaces$^{33}$. Therefore, in the limit $\omega_E + \omega_h = 0$, the deeply-trapped particles drift radially along the $\mathfrak{J}_\parallel$ contours. Consequently, the radial flux in W7-X solved with ZMD and DKES-like models shows the strong peak at $E_r = 0$. As expected from the form of Eq. (84), either by increasing the collision frequency or by taking account of finite $\omega_h$ as in the ZOW model results in decreasing the radial transport at $E_r = 0$. In Fig. 5 we have examined the radial and parallel flux in 10 times larger density W7-X plasma than those in Figs. 1(c) and 3(b). As found in the LHD case, the difference among the ZOW, ZMD, and DKES-like models at $E_r = 0$ diminished in the higher collisionality W7-X case. It is worthwhile to note that it has already been pointed out that the improvement of collisionless particle confinement in W7-X configuration is realized not only in quasi-isodynamic geometry but also by enhancing the poloidal magnetic drift in finite-\(\beta\) W7-X plasma because $\partial b_{0,0}/\partial r \propto \omega_h$ increases as the plasma-\(\beta\).$^{34}$

Concerning the parallel flows, Fig.3 shows that all models agree with each other well at $0 \ll \mathcal{M}_p \ll 1$. 


|
|---|
|Model | $\Gamma [1/m^2s]$ |
|ZOW | $1.72 \times 10^{15}$ |
|ZMD | $2.15 \times 10^{16}$ |
|DKES-like | $2.10 \times 10^{16}$ |

**TABLE II**: The particle flux of HSX at $E_r = 0$ with 0.01 times density than that in Table I.

Compared to the radial flux, the magnetic drift does not influence the parallel flow strongly at $E_r \sim 0$, even in the low-collisionality LHD and W7-X cases. On the other hand, the discrepancies of parallel flows at large-|$\mathcal{M}_p$| appear as clearly as that of the radial flux.

In the simulations, steady-state solution of parallel flow is obtained when the parallel momentum balance relation Eq.(68) is satisfied. As explored in Sec. III B, in the parallel momentum balance relation, the differences among the drift-kinetic models includes four parts: (1) the explicit difference of the tangential drift velocities in $\langle \mathbf{B} \cdot \nabla \cdot \mathbf{\Pi}_2 \rangle$, (2) the implicit difference of $\langle \mathbf{B} \cdot \nabla \cdot \mathbf{P}_{\text{CGL}} \rangle$ through $f_1$, (3) the extra term Eq.(72) which breaks the symmetry of $\mathbf{\Pi}_2$ in ZOW, and (4) the term (73) related to $\mathcal{G} = \nabla_z \cdot \mathbf{Z}_{\text{ZOW}} \neq 0$. $\langle \mathbf{B} \cdot \nabla \cdot \mathbf{\Pi}_2 \rangle$ in DKES-like and ZMD models do not contain $\hat{v}_m$. These models disagree with each other gradually as $E_r$ increases. This indicates that the discrepancy between Eqs.(76) and (79) on the compressibility of $\mathbf{E} \times \mathbf{B}$ affects the evaluation of parallel flow. Meanwhile, the ZMD and ZOW tendencies are similar in the wide range of $E_r$ in Figs.3. As a result, the two extra parallel-viscosity terms appearing in the ZOW model do not influence the parallel flow. In Fig.3(d), there are small peaks at $E_r = 0$. When $E_r = 0$, the poloidal resonance leads to the extra large parallel fluxes in Fig.1(a) and 1(c). Equations (53) and (84) suggest that $f_1$ becomes very large at the resonance. However, the resonance occurs on trapped particles, which cannot contribute to parallel flow. The influence of resonance is passed to the passing particles via collisions to change the momentum balance through $\langle \mathbf{B} \cdot \nabla \cdot \mathbf{P}_{\text{CGL}} \rangle$. The parallel flows peak at $E_r = 0$ is much less than the radial flux peaks because it is driven by this indirect mechanism.

In summary, as long as the collisionality is low enough to present the $1/\nu$-type diffusion at the condition $|\omega_E| < |\omega_h|$, the ZMD and DKES-like models, which ignore the tangential magnetic drift term, tend to overestimate the neoclassical flux at $E_r \rightarrow 0$ in all three helical configurations in this work. The ZOW model reproduces the similar trend as the global simulation in which the finite $\omega_h$ term results in reducing the $1/\nu$-type diffusion. The strong poloidal resonance $\omega_E = 0$ without $\omega_h$ term in these local models results in the strong modification in the perturbed distribution function $f_1$, and it indirectly affects the evaluation of parallel flow $\langle V_e^\parallel B \rangle$, too.

**FIG. 4**: (a) The radial particle flux and (b) ion parallel flow of high collision frequency test of LHD. The normalized collision frequency is 10 times higher than $\nu^*$ on LHD in Table I.

**C. Electron Neoclassical Transport and Bootstrap Current**

In order to benchmark the bootstrap current calculation at ambipolar condition among the local models, the electron neoclassical transport simulations were carried out for the LHD case. The results are shown in Figs. 6. In the entire range of $E_r$, it is found that the differences of $\Gamma_e$, $Q_e$, and $\langle V_e^\parallel B \rangle$ between the two groups, i.e., (global, ZOW) and (ZMD, DKES-like), are smaller than those in the ion calculations. As the electron thermal velocity is much faster than the ions, the poloidal Mach number for electrons is always regarded as $\mathcal{M}_{p,e} \sim O(\delta)$. Therefore, the $\mathbf{E} \times \mathbf{B}$-compressibility is not important for the electron calculation. Moreover, compared with Fig.1(a), Fig.6(a) does not present any obviously unphysical peak of the radial particle transport at $E_r \approx 0$. There is the same feature in the energy flux. (See Fig.1(a) and 6(b).) Even though the normalized collision frequencies $\nu_{e,B}$ (or $\nu_{e,PS}$) are the same in the ion and electron simulations, it seems that the collision effect is stronger in electrons than ions to blur the tangential magnetic drift effect around $E_r = 0$. Note that the precession drift frequency by the magnetic drift is also the same order between ions and electrons. See Eq.(85). The difference of the tendency at $E_r \approx 0$ between ions and electrons is considered as follows. The collision frequency of particle species $a$ is
The normalized collision frequency is 10 times larger than \( \nu^* \) of W7-X in Table 1.

For the LHD simulations, the temperature is set as \( T_e = T_i \). Thus, the ratio of collision frequency between the electron and ion is

\[
\frac{\nu_e}{\nu_i} \propto \left( \frac{m_i}{m_e} \right)^{\frac{1}{2}} \gg 1
\]

because of \( Z_i = Z_e = 1 \) in this work. On the other hand, the normalized collision frequency \( \nu_{i,e} (= \nu_{i,e,P_S}) \) is defined as \( \nu_{i,e} \equiv q R_{ax} \nu_a / v_{th,a} \). Therefore, the ratio between the normalized electron and ion collision frequency is

\[
\frac{\nu_{i,e}}{\nu_{e,i}} \propto \left( \frac{m_i}{m_e} \right)^{\frac{1}{2}} \frac{v_{th,e}}{v_{th,i}}.
\]

Eqs. (90) and (91) suggest that \( \nu_e \gg \nu_i \) though \( \nu_{i,e} = \nu_{e,i} \). In Eq.(84), it is not the normalized collision frequency but the real collision frequency that appears in the form \( \nu_{a,e} = \nu_{a} / v_{th} \). \( \omega_h \) and \( \omega_E \) are the same order between ions and electrons so that the ratio between these terms in the denominator of Eq. (84),

\[
(\omega_h + \omega_E)^2 / \nu_{a,e}^2
\]

is smaller for electrons than that for ions. Therefore, the finite-\( \omega_e \) effect in the ZOW model is not as important for electrons than for ions.

The LHD bootstrap current is investigated among the drift-kinetic models. In Fig.7, the bootstrap current is estimated by ion and electron parallel flows as

\[
J_{BC} = e (Z_i \langle v_{i,||} B \rangle n_i - \langle v_{e,||} B \rangle n_e) / B_{ax}.
\]

It is found that the discrepancy of bootstrap current among the models increases when \( E_r \) rises. This indicates that the gap mainly comes from the effect of \( E \times B \) compressibility on the ion parallel flow as it is found in Fig.3(a). The local drift-kinetic models are divided into two groups, DKES-like and the others. In the following discussion, the two extra terms in the ZOW model, Eqs.(72) and (73), are ignored because it is found that the difference caused from these two terms is negligible among the ZMD and the ZOW models. Neglecting the \( n e B \) term in Eq.(68), the parallel momentum balance in a steady-state is written as

\[
\langle B \cdot \nabla \cdot (P_{CGL} + \Pi_2) \rangle_a = \langle BF_{a,||} \rangle.
\]

The friction force acting on ions is ignored, \( f_{i,||} = -F_{i,||} \) so that the total parallel momentum is not conserved in the simulation. Moreover, as explained in section II.E, the electron-ion collision in the simulation is simplified by the pitch-angle scattering operator Eq.(30) where ion mean flow is ignored. Therefore, in the present simulation models, the electron parallel momentum balance is approximated as

\[
\langle B \cdot \nabla \cdot (P_{CGL} + \Pi_2) \rangle_e = -\nu_{e,||} m_e n_e V_{e,||} B.
\]

where \( \nu_{e,||} \) is the parallel momentum-transfer frequency. The friction force acting on ions is ignored, \( F_{e,||} = -F_{e,||} \) so that the total parallel momentum is not conserved in the simulation. Moreover, as explained in section II.E, the electron-ion collision in the simulation is simplified by the pitch-angle scattering operator Eq.(30) where ion mean flow is ignored. Therefore, in the present simulation models, the electron parallel momentum balance is approximated as

\[
\langle B \cdot \nabla \cdot (P_{CGL} + \Pi_2) \rangle_e = -\nu_{e,||} m_e n_e V_{e,||} B.
\]

In Eqs.(95) and (96), the viscosity \( \Pi_2 \) is directly influenced by the treatment of the guiding center motion tangential to the flux surface. See Eqs.(71), (76), and (79). \( J_{BS} \) in the DKES-like model deviates from that in the ZOW and the ZMD model. This shows that the incompressible-\( E \times B \) assumption in \( \Pi_2 \) mainly causes the difference in parallel momentum balance. Meanwhile, the contribution of the tangential magnetic drift \( \hat{v}_m \) is minor in the parallel momentum balance equation because the difference is negligible between the ZMD and the ZOW models in Fig.7. It should be noted that the approximation in the \( f_{i,||} \) in our simulation is valid when
\[ |V_{||e}| \gg |V_{||i}|. \] Actually, the electron and ion parallel flows can become comparable. For a more quantitative evaluation of bootstrap current, the effect should be considered when ion mean flow dominates the bootstrap current, for example, when \( J_{BS} \) is at \( E_r > 30 \text{kV/m} \) in Fig. 7. The present work is to investigate neoclassical transport among the local drift-kinetic models so that the rigorous treatment of the parallel friction is left for future work.

In this section, the dependence of neoclassical transport on radial electric field was studied. The obvious difference appears at \( E_r \approx 0 \) or \( M_p \approx 1 \) among the drift-kinetic models. For the practical application on helical devices, it is important for evaluating the neoclassical fluxes at the ambipolar condition. The LHD ambipolar condition is investigated by searching the \( E_r \) value where \( Z_i \Gamma_i = \Gamma_e \). As shown in Table III, the ambipolar-\( E_r \) values from different models are located between \(-2.6 \) and \(-1.5 \) [kV/m]. The amplitude of electric field, radial flux, and bootstrap current at the ambipolar condition are obtained by the interpolation as shown in Table III. The ambipolar-\( E_r \) magnitude of the ZMD model is close to the DKES-like and GSRAKE magnitudes, while the ZOW model predicts closer \( E_r \) to the global simulation. Around the ambipolar condition, the bootstrap current amplitudes are just minor differences among the drift-kinetic models. Owing to \( T_i \sim T_e \), the ambipolar condition is on the ion-root. In the present case, the finite \( E_r \) on the ion-root is sufficient to suppress the poloidal resonance but insufficient to make an obvious gap by the \( E \times B \) compressibility. The present case does not show any obvious advantage of the ZOW model compared to the other local models. If the tangential magnetic drift \( \hat{v}_m \) increases or if the plasma collisionality is lower, the ZOW model will perhaps be more reliable than the other models in predicting the ambipolar-\( E_r \), bootstrap current, and radial fluxes. The result of the ZOW model is close to the global simulation values so that the code requires less computation resources than the global. For example, in the LHD case, the ZOW model takes about 20\% computational resources compared to a global calculation with the same number of radial flux surfaces. In local simulation, one can choose a proper time step size according to the local parameters. On the other hand, in a global code, the time step size is a common parameter for all the markers. The step size must be small enough to resolve the fast guiding-center motion in the core, but it is much too fine for the markers in the low-temperature peripheral region. Another advantage of local simulation is fewer time steps to finish a calculation than a global one. For a local model, the calculation can be stopped after the time evolution converges on a single flux surface. For a global model, the calculation has to be continued until the whole the plasma reaches a steady state.
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**FIG. 6:** (a) The electron radial particle flux, (b) the energy flux, and (c) the parallel flow in the LHD case which are shown in Table I.

### V. SUMMARY

A series of neoclassical transport benchmarks have been presented among the drift-kinetic models in helical plasmas. The two-weight \( \delta f \) scheme is employed to carry out the calculations of particle flux, energy flux, and parallel flow. The \( \delta f \) formulation in this work allows the violation of Liouville’s theorem in a local drift-kinetic approximation as in the ZOW model. The treatments of the convective derivative term \( (v_E + \hat{v}_m) \cdot \nabla f_a \) are different among the local drift-kinetic models. For example, the ZOW model maintains the tangential magnetic drift \( \hat{v}_m \) which results in the compressible phase-space flow, \( \mathcal{G} \neq 0 \). On the contrary, in the ZMD and the DKES models, the magnetic drift is completely neglected, but instead the phase-space volume is conserved. The finite
indicates that the $\hat{v}_0$ correction term is negligible in neoclassical transport calculation. The only exception is around $v_E \simeq 0$, where the ZMD and DKES-like models show the very large peaks of neoclassical flux. Owing to the tangential magnetic drift $\hat{v}_m$, the ZOW simulation evaluates the radial fluxes and parallel flows around $E_r \simeq 0$ which are much more smoothly dependent on $E_r$ and similar to those obtained from the global calculations.

Effects of the tangential magnetic drift $\hat{v}_m$ because stronger under the following conditions. First, according to the simulations, the tangential magnetic drift $\hat{v}_m$ is more obvious in LHD than W7-X and HSX. In W7-X and HSX, the magnetic configuration is chosen so as to reduce the radial drift of trapped particles and remains the neoclassical transport in $1/\nu$-regime. This reduces the peak value of $\Gamma_i$ at the poloidal resonance, $\omega_E + \omega_\theta = 0$ in Eq. (84), and results in the small gap between the ZMD and the ZOW models in these machines compared to LHD. Second, the effect is obvious in the low collisional plasma. At $E_r \simeq 0$, the tangential magnetic drift is required to avoid the poloidal resonance. Otherwise, the artificially strong $1/\nu$-type neoclassical transport will occur. Third, the ZOW, ZMD, and DKES-like models agree with one another in a series of electron simulations. The discrepancies occur more clearly on the ions. This suggests that the conventional local drift-kinetic models are sufficient for electron simulation.

The difference in the treatment of the $E \times B$ drift term has also been found to cause a large error in neoclassical transport calculation. The assumption of incompressible $E \times B$ drift in the DKES-like model results in the mis-calculation of the neoclassical transport for the larger poloidal Mach number of $\mathcal{M}_p > 0.4$. Due to the mass dependency of $\mathcal{M}_p > \sqrt{\Lambda_\alpha} \sim \sqrt{m_\alpha}$, the heavier ion $\mathcal{M}_p$ such as He and W increases. Therefore, the parameter window in which the incompressible $E \times B$ approximation is valid will be narrower for heavier species.

Regarding the practical application, the neoclassical flux and bootstrap current are evaluated at the ambipolar condition. The ion-root usually exists when $T_i \simeq T_e$; the electron-root appears when $T_i \ll T_e$ 36. The peak of $\Gamma_i$ at $E_r = 0$ is an artifact of the ZMD and the DKES-like models. It suggests that the $T_e/T_i$ is the threshold of transition between the ion-root and the electron-root. Therefore, the magnitude of $T_e/T_i$ will be less/lower in the global and the ZOW models than in the ZMD and the DKES models. The neoclassical transport varies drastically if the ambipolar-$E_r$ switches from an ion-root to an electron-root. Therefore, the introduction of tangential magnetic drift term in a local code plays an important role for the investigation of the ambipolar-root transition. Figure 7 indicates that the $\hat{v}_m$ term slightly affects the bootstrap current evaluation. Furthermore, the sign of the bootstrap current may change when the ambipolar-$E_r$ transits from a negative to a positive root. This will be also related to the study on the bootstrap current effect on MHD equilibrium.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$E_r [kV/m]$ & $\Gamma [10^{19}/m^2 s]$ & $J_{BS} [kA/m^2]$ & $Q_i [kW/m^2]$ & $Q_e [kW/m^2]$ \\
\hline
Global & -2.34 & 0.057 & 2.88 & 0.272 & 0.343 \\
ZOW & -2.59 & 0.089 & 3.23 & 0.614 & 0.515 \\
ZMD & -1.55 & 0.123 & 3.22 & 0.880 & 0.819 \\
DKES & -1.66 & 0.125 & 3.55 & 0.595 & 0.807 \\
GSRAKE & -1.73 & 0.089 & N/A & 0.519 & 0.628 \\
\hline
\end{tabular}
\caption{The ambipolar conditions obtained from each model in the LHD case.}
\end{table}

FIG. 7: The bootstrap current in the LHD case by combining Fig.3(a) with Fig.6(c).
On the basis of the present study, the particle flux, energy flux, and bootstrap current of FFHR-d1 will be studied in the future. The investigation will be carried out by iteration between the MHD equilibrium and the bootstrap current calculations in order to collect data for the design of FFHR-d1. The FFHR-d1 magnetic configuration is similar to LHD so that the present study on an LHD configuration provides useful insight on the magnetic drift effect on the neoclassical transport in FFHR-d1. The effect of the bootstrap current on the MHD equilibrium will play a more important role in FFHR-d1 than that in present LHD operations because the central \( \beta \) will be about 5%\(^{17} \).

It is found that the \( \dot{v}_m \) term does not only decrease the height of the peak of \( \Gamma \) but also changes the value of \( E_r \) at which \( \Gamma_i(r, E_r) \) peaks. The approximated amount of the shift in \( E_r \) in LHD can be estimated by the bounce-averaged poloidal precession drift\(^4 \) of thermal ions as in Eq. (85). The bounce-averaged magnetic drift for deeply-trapped particles is approximated as

\[
\omega_b \sim \frac{v_d}{\epsilon_i B_0} \frac{\partial B_{210}(\rho)}{\partial r} \langle \cos(m\theta - n\zeta) \rangle_b
\]

\[
\sim \frac{4 v_d}{\epsilon_i a} \quad (97)
\]

where \( \rho \equiv r/a \) and \( \langle \cdots \rangle_b \) denotes the bounce-average over a particle trajectory trapped in a helical magnetic ripple. The radial dependence of the helical component is approximated as \( B_{210}(\rho) \sim 2(a/R_0)B_0 \rho^2 \) according to the tendency found in the MHD equilibrium for LHD plasma. In Eq. (97), \( (\theta, \zeta) = (0, \pi/10) \) is chosen because this is the bottom position of both toroidal and helical ripples. Substituting the parameters \( B_0, a, \epsilon_i \), and \( v_d \) for the LHD case, the shift of the \( \Gamma_i \)-peak is estimated as

\[
E_r \sim \frac{4T_i \rho}{\epsilon_i R_0} \quad (98)
\]

at which poloidal resonance \( \omega_R + \omega_b = 0 \) occurs. Eq. (98) agrees with the tendency of the peak shift in \( \Gamma_i \) from the ZOW and the global models, which are Figs. 8-10 in Matsuoka et al.\(^{15} \). Since high-temperature discharge \( T_i > 10 \text{keV} \) is planned in FFHR-d1, it is anticipated that the peak of \( \Gamma_i \) in the ZOW model will appear more negative-\( E_r \) which can be close to the ion-root \( E_r \) value. In such a case, the difference between the ZOW and ZDM models becomes significant in evaluating the neoclassical transport level in the ambipolar condition.
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**Appendix A: Source and Sink Term in FORTEC-3D**

As explained in Sec. IIIA and IIIB, an adaptive source and sink term is introduced in the global and local FORTEC-3D codes. Thus, the flux-surface averaged density and pressure perturbation from the \( f_1 \) part, which are defined by Eqs. (50) and (59), become negligible compared to the background density and pressure, i.e., \( \langle N_1 \rangle \ll n \) and \( \langle P_1 \rangle \ll nT \). Such a source/sink term is constructed according to the following considerations.

First, the source/sink term acts to reduce the flux-surface average perturbations \( \langle N_1 \rangle \) and \( \langle P_1 \rangle \). It is considered that the source/sink term should not smoothen the spatial variation of them on the flux surface, because the non-uniform distribution reflects the compressible flow on the flux surface. Therefore, the source-sink term is constructed to reduce \( \langle N_1 \rangle \) and \( \langle P_1 \rangle \), while it maintains the fluctuation patterns on the flux surface, \( N_1 - \langle N_1 \rangle \) and \( P_1 - \langle P_1 \rangle \). Second, the source-sink term should be adaptive. The strength of the source-sink term is proportional to \( \langle N_1 \rangle \) and \( \langle P_1 \rangle \) so that the users do not have to control the strength of the source-sink term. Third, the source/sink term does not contribute as a parallel momentum source as shown in Eq. (80), because the steady-state parallel momentum balance can be found without giving an artificial source/sink term.

In the drift-kinetic equation for \( f_1 \) (32), the source-sink term \( S_1 \), which satisfies the conditions explained above, is given in the form \( S_1 = s(\psi, v, \xi, t)f_M \) with the following constraints:

\[
\int d^3v \; sf_M = -\nu_S \langle N_1 \rangle, \quad \int d^3v \; m_a v_b^0 sf_M = 0, \quad \int d^3v \; \frac{m_a v^2}{2} sf_M = -\frac{3}{2} \nu_S \langle P_1 \rangle, \quad (A1)
\]

where \( \nu_S \) is a numerical factor to control the strength of the adaptive source-sink term. There is arbitrariness to make a source/sink term which satisfies Eq. (A1). The examples of the adaptive source/sink terms can be found in the references\(^{17,18} \). In FORTEC-3D code, the source/sink term is implemented by diverting the field-particle collision operator \( C_F f_M \). The field-particle operator is made so as to satisfy the following conservation laws for the
like-particle linearized collision term\(^9\),

\[
\int d^3v \ C_F f_M = - \int d^3v \ C_T(f_1), \\
\int d^3v \ mv_i |C_F f_M| = - \int d^3v \ mv_i |C_T(f_1)|, \hspace{1cm} (A2) \\
\int d^3v \ \frac{mv_i^2}{2} C_F f_M = - \int d^3v \ \frac{mv_i^2}{2} C_T(f_1).
\]

By comparing Eqs. (A1) and (A2), one can see that operator \(C_F\) can be directly used to implement the source/sink term. In FORTEC-3D, the source/sink term is operated in the \((\theta, \zeta)\) cells on a flux-surface which is the same as those prepared for the collision terms. In this simulation, \(20 \times 10(20 \times 20)\) cells on a \((\theta, \zeta)\)-plane are employed. The strength of the source/sink term \(\nu_S\) is varied case by case because the growth rate of \(\langle N_1 \rangle\) and \(\langle P_1 \rangle\) depends on the drift-kinetic model, magnetic configuration, and parameters such as \(E_\psi\). See Eqs.(51) and (62). In most cases, the moderate strength \(\nu_S = 0.5 \sim 1.0 \times \nu_i\) is enough to suppress \(\langle N_1 \rangle\) and \(\langle P_1 \rangle\) to \(O(10^{-2})\), where \(\nu_i\) is the ion-ion collision frequency. As demonstrated in Fig. 8 for the ZOW and ZMD simulations in the LHD case, it is confirmed that the final steady-state solutions of the neoclassical fluxes are not affected by the strength of the source/sink term nor the timing from when the source/sink term is turned on. It is obvious that without the source/sink term the ZMD model does not conserve \(\langle P_1 \rangle\) The \(\langle N_1 \rangle\) and \(\langle P_1 \rangle\) both continue to change in the ZOW model, as expected from the particle and energy balance relations in Sec. III A. In the series of simulations without source/sink, the neoclassical fluxes \(\Gamma_i\) and \(\langle V_i B \rangle\) continue evolving and one cannot obtain a quasi-steady state solution. By adopting \(\nu_S = 0.5\) or \(1.0\), the ZOW and ZMD models both converge to a quasi-steady state at which one can take a time average. It is observed that the pattern of the fluctuations on the flux surface, \(N_1 - \langle N_1 \rangle\) and \(P_1 - \langle P_1 \rangle\), are sustained before and after turning on the source/sink term. This scheme works well in the global, ZOW, and ZMD models. For the DKES-like model, the source/sink term is not necessary because it preserves the total particle number and energy ideally. However, the weak source/sink was given in the DKES-like model in this work to reduce the numerical error accumulation in \(N_1\) and \(P_1\).

**Appendix B: Derivation of Viscosity Tensor**

The parallel moment equation is derived from Eq.(40) with \(A = mv_i\),

\[
\frac{\partial}{\partial t} \left( \int d^3v f mv_i \right) + \nabla \cdot \left( \int d^3v f mv_i \hat{X} \right) = \left( \int d^3v f mv_i \right) + \left( \int d^3v f m \left[ S + C \right] \right) + \int d^3v f mv_i \mathcal{G}, \hspace{1cm} (B1)
\]

**FIG. 8**: The time evolution of (a) the density perturbation \(\langle N_1 \rangle\), (b) the pressure perturbation \(\langle P_1 \rangle\), (c) the neoclassical particle flux \(\Gamma_i\), and (d) the parallel flow \(\langle V_i B \rangle\) are the LHD ion case shown in Sec. IV A. Furthermore, Figs.(a) and (b) are normalized by background density and pressure, respectively. In Fig.(d), the parallel flows of the ZMD model are plotted offset by \(-4\). The source/sink term is turned on at \(t = 1.6\tau_i\) or \(2.7\tau_i\). The numbers after “SS” in the legend indicate the strength of the source/sink term, \(\nu_S\).
With \( \dot{v}_\parallel \) in the global model, Eq.\((66)\), we have the following relation

\[
\nabla \cdot \left( \int dv^3 f m v_\parallel \hat{X} \right) - \left( \int dv^3 f m \dot{v}_\parallel \right) \\
= \nabla \cdot \left( \int dv^3 f m v_\parallel b \right) + \int dv^3 f b \cdot (\mu \nabla B - e_a E) \\
+ \nabla \cdot \left( \int dv^3 f m v_\parallel \hat{X}_\perp \right) - \int dv^3 f m v_\parallel \hat{X}_\perp \cdot \kappa \\
= b \cdot \left\{ \frac{1}{m} \left( \int dv^3 f [m v_\parallel^2 b b + \mu B (I - b b)] \right) \right\} \\
+ b \cdot \left[ \frac{1}{m} \left( \int dv^3 f m v_\parallel \left( b \hat{X}_\perp + \hat{X}_\perp b \right) \right) \right] \\
+ e_a E_\parallel \int dv^3 f. \\
\text{(B2)}
\]

Then, Eq.\((64)\) is obtained by rewriting Eq.\((B1)\),

\[
\frac{\partial}{\partial t} (nmV_\parallel) + b \cdot (\nabla \cdot \mathbf{P}) \\
= ne_a E_\parallel + F_\parallel + \int d^3v S m v_\parallel + \int d^3v f \mathcal{G} m v_\parallel,
\]

where

\[
\mathbf{P} \equiv \mathbf{P}_{CGL} + \Pi_2, \quad \text{(B3a)}
\]
\[
\mathbf{P}_{CGL} = \int d^3v \left[ (mv_\parallel^2 b b + \mu B (I - b b)) \right] f, \quad \text{(B3b)}
\]
\[
\Pi_2 = \int d^3v m v_\parallel \left( \hat{X}_\perp b + b \hat{X}_\perp \right) f. \quad \text{(B3c)}
\]

It should be noted that the \( \hat{X}_\perp \cdot \kappa \) term in Eq.(B2) is involved in the symmetry of the \( \Pi_2 \) tensor. On the other hand, Eq.(B2) is independent of the explicit form of \( \hat{X}_\perp \).

For the ZOW model, the parallel momentum balance equation is calculated with \( \hat{X}_{ZOW} = v_\parallel b + v_E + \dot{v}_m \) and

\[
\dot{v}_\parallel = -\frac{1}{m} b \cdot (\mu \nabla B) + v_E \cdot \nabla \frac{1}{B} \frac{B}{B} \\
= -\frac{1}{m} b \cdot (\mu \nabla B) + v_E \cdot \hat{X}_{ZOW} \cdot \kappa \\
- v_\parallel \left( \hat{X}_{ZOW} \cdot \kappa - v_E \cdot \nabla \frac{1}{B} \frac{B}{B} \right). \\
\text{(B4)}
\]

Then, the last term in Eq.(B4) is rewritten as

\[
\hat{X}_{ZOW} \cdot \kappa - v_E \cdot \nabla \frac{1}{B} \frac{B}{B} \\
= (v_m + v_E) \cdot \kappa - v_E \cdot \nabla \frac{1}{B} \frac{B}{B} \\
= (v_m + v_E) \cdot \left( \frac{\nabla \frac{1}{B} \frac{B}{B}}{B} + \frac{\mu_0 J \times B}{B^2} \right) - v_E \cdot \nabla \frac{1}{B} \frac{B}{B} \\
= \left[ v_m \cdot (I - \nabla \psi e_\psi) \right] \cdot \left( \frac{\nabla \frac{1}{B} \frac{B}{B}}{B} + \frac{\mu_0 \nabla p}{B^2} \right) + v_E \cdot \frac{\mu_0 \nabla p}{B^2} \\
= -\frac{1}{m} \frac{\partial B}{\partial \psi} \frac{1}{B} \frac{B}{B}. \\
\text{(B5)}
\]

Therefore, Eq.(69) is obtained. Using this \( \dot{v}_\parallel \) for the ZOW model, Eq.(B2) is rewritten as

\[
\frac{\partial}{\partial t} \left( \int dv^3 f m v_\parallel \right) + b \cdot \left\{ \frac{1}{m} \left( \int dv^3 f m v_\parallel^2 b b \right) \right\} \\
+ b \cdot \nabla \cdot [\mathbf{P}_{CGL} + \Pi_{2,ZOW}] \\
= \left( \int dv^3 f m v_\parallel S \right) + \left( \int dv^3 f m v_\parallel G \right), \quad \text{(B6)}
\]

where

\[
b \cdot \nabla \cdot \Pi_{2,ZOW} \\
= b \cdot \left\{ \nabla \cdot \left[ \int dv^3 f m v_\parallel \left( b \hat{X}_{ZOW} + \hat{X}_{ZOW} b \right) \right] \right\} \\
- \left( \int dv^3 v_\parallel \frac{1}{B} \frac{\partial B}{\partial \psi} \right). \quad \text{(B7)}
\]

The second term in Eq.(B7) breaks the symmetry of the \( \Pi_2 \) tensor.

For the ZMD model, the parallel momentum balance equation is calculated with \( \hat{X}_{ZMD} = v_\parallel b + v_E \) and

\[
\dot{v}_\parallel = -\frac{1}{m} b \cdot (\mu \nabla B) + v_E \cdot \nabla \frac{1}{B} \frac{B}{B}. \quad \text{(B8)}
\]

Because of the difference of \( \hat{X}_\perp \) between ZOW and ZMD, one finds that

\[
v_E \cdot \nabla \frac{1}{B} \frac{B}{B} - \hat{X}_{ZMD} \cdot \kappa \\
= v_E \cdot \nabla \frac{1}{B} \frac{B}{B} - \left( \nabla \frac{1}{B} \frac{B}{B} + v_E \cdot \frac{\mu_0 J \times B}{B^2} \right) \\
= 0. \quad \text{(B9)}
\]

Therefore, \( \Pi_{2,ZMD} \) becomes

\[
b \cdot \nabla \cdot \Pi_{2,ZMD} \\
= b \cdot \left\{ \nabla \cdot \left[ \int dv^3 f m v_\parallel \left( b \hat{X}_{ZMD} + \hat{X}_{ZMD} b \right) \right] \right\} \\
= b \cdot \left\{ \nabla \cdot \left[ nmV_\parallel (b v_E + v_E b) \right] \right\}. \quad \text{(B10)}
\]

Note that Eq.(B10) is equivalent to Eq.(33) in Ref.\(^{17}\).

For the DKES model, the parallel momentum balance equation is calculated with \( \hat{X}_{DKE} = v_\parallel b + v_E \) and

\[
\dot{v}_\parallel = -\frac{1}{m} b \cdot (\mu \nabla B), \quad \text{(B11)}
\]

which lacks in the \( \hat{X} \cdot \kappa \) term. Therefore, \( \Pi_{2,DKE} \) becomes

\[
b \cdot \nabla \cdot \Pi_{2,DKE} = b \cdot \left\{ \nabla \cdot \left[ \int dv^3 f m v_\parallel (b \dot{v}_E + \dot{v}_E b) \right] \right\} \\
+ nmV_\parallel v_E \cdot \kappa. \quad \text{(B12)}
\]

which is equivalent to Eq.(34) in Ref.\(^{17}\). The symmetry of Eq.(B12) is broken. Note that in the derivations shown in
Appendix B, we use assumptions $p = p(\psi)$, $J \times B = \nabla p$, and $E = -\nabla \Phi(\psi)$.

In conclusion, the symmetry of viscosity tensor $\Pi_2$ depends on the form of $\dot{\xi}$ in each local model.
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