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Abstract—Multiuser multiple-input multiple-output wireless communications systems have the potential to satisfy the performance requirements of fifth-generation and future wireless networks. In this context, cell-free (CF) systems, where the antennas are distributed over the area of interest, have attracted attention because of their potential to enhance the overall efficiency and throughput performance when compared to traditional networks based on cells. However, the performance of CF systems is degraded by imperfect channel state information (CSI). To mitigate the detrimental effects of imperfect CSI, we employ rate splitting (RS) - a multiple-access scheme. The RS approach divides the messages of the users into two separate common and private portions so that interference is managed robustly. Unlike prior works, where the impact of RS in CF systems remains unexamined, we propose a CF architecture that employs RS with linear precoders to address deteriorated systems. Our numerical experiments show that our RS-CF system outperforms existing systems in terms of sum-rate, obtaining up to 10% higher gain.

Index Terms—Multiuser MIMO, Cell-Free, Rate-Splitting, Ergodic Sum-Rate.

I. INTRODUCTION

Future wireless networks are envisaged to provide new services such as augmented reality, virtual reality, and internet of things (IoT). These applications require higher data rates, denser connectivity and lower latency than traditional wireless systems. In this context, cell-free (CF) multiple-input multiple-output (MIMO) systems have emerged as a potential technology to satisfy these demands of modern applications [1]. The CF MIMO systems are shown to have higher energy efficiency (EE) and throughput per user than conventional cellular systems [2,3]. As a result, CF deployment has lately garnered significant research interest. These systems employ multiple distributed access points (APs) that are connected to a central processing unit (CPU). The APs serve a small group of users which are also geographically distributed.

Similar to conventional MIMO systems [4], CF network also suffers from multiuser interference (MUI). To address MUI in the CF downlink, precoding techniques are employed. For instance, conjugate beamforming (CB) or matched filter (MF) precoder is a popular a low complexity precoding technique for CF [2]. In [3], zero-forcing (ZF) precoder for CF systems was investigated. The CB and ZF precoders were designed in [5] with power allocation techniques to provide rate fairness among users. Recently, scalable minimum mean-square error (MMSE) precoders and combiners, which facilitate the deployment for CF systems, have also been proposed [6]. In [7], an iterative MMSE precoding was combined with a power allocation scheme.

In general, the precoder design assumes that the transmitter has perfect knowledge of the channel state information at the transmitter (CSIT) expressed as the channel matrix. It is obtained by employing pilot sequences along with reciprocity properties in systems using time division duplex (TDD) and feedback channels in frequency division duplex (FDD) systems [8]. However, in practice, knowledge of perfect CSIT is an unrealistic assumption because channel estimate suffers from several sources of errors. For example, pilot contamination from noise adversely affects the estimation procedure. Moreover, time-varying dynamic channel requires constant CSIT update. Consequently, the transmitter has access to only partial or imperfect CSIT. Therefore, the precoder design is unable to mitigate the MUI leading to a residual MUI at the receiver. This residual MUI scales with the transmit power [4]. Therefore, transmit techniques that can deal with imperfect CSIT are important.

Recently, rate-splitting (RS) [9] has emerged as a novel approach to address CSIT imperfections more effectively than other conventional schemes. Indeed, RS outperforms conventional schemes such as the precoding in spatial division multiplexing (SDMA) and the power-domain non-orthogonal multiple access (NOMA), by achieving higher rates than both schemes [10]. Surprisingly, RS has shown benefits even against dirty paper coding [11]. Interestingly, RS constitutes a generalized framework which has other transmission schemes such as SDMA, NOMA and multicasting as special cases [12–14]. The RS operates by splitting the message of one or several users into common and private messages. The common message must be decoded by all the users while the private message must be decoded by only the corresponding users. By adjusting the content and the power of the common message, RS controls how much interference should be decoded and how much interference is treated as noise, which is the major strength of this scheme.

Initially proposed in [15], RS dealt with the interference channels [16], where independent transmitters sent information to independent receivers [17]. This was extended in [18] to the
broadcast channel of a multiple-antenna system, where RS was shown to provide gains in terms of degrees-of-freedom (DoFs) with respect to conventional multi-user (MU) MIMO under imperfect CSIT. In particular, [19] showed that RS achieves the optimal DoF region under imperfect CSIT.

Since then, several deployments and performance metrics involving RS were studied. The authors of [20, 21] investigate the sum-rate maximization in multiple-input single-output (MISO) networks employing RS along with linear precoders. Not only the sum-rate maximization criterion has been considered but also a max-min fairness approach has been presented in [22], where overloaded multigroup multicasting scenarios where also considered. In [23] RS was proposed for a system with random vector quantization feedback. In [24, 25], RS with common stream combining techniques was developed to exploit multiple antennas at the receiver and improve the overall sum-rate performance. In [26], RS was employed in a single cell along with algorithms to reduce the number of streams and perform successive decoding for large number of users. However, the application of RS in CF systems remains relatively unexplored in previous studies.

In this paper, we propose a CF architecture that employs RS to send the information to the users. We perform singular value decomposition (SVD) over the channel matrix to obtain the common precoder. To send the private symbols, we employ MF and ZF precoders. Moreover, we derive expressions for signal-to-interference-plus-noise (SINR) and the ergodic-sum-rate (ESR) of the proposed RS-based CF system. Numerical experiments show that the RS strategy benefits from the decentralized deployment of CF systems in terms of ESR performance. Contrary to prior works, where the ESR saturates quickly because of CSIT imperfections, we show that combining CF with RS yields a consistently increasing ESR even in the high SNR regime, robustness against imperfect CSIT, and significant sum-rate performance gains over standard CF and MU-MIMO networks.

The rest of this paper is organized as follows. In Section II, we describe the system model of a CF MIMO system. We introduce the proposed RS-based CF system in Section III and present derivations of performance metrics in Section IV. We validate our approaches through numerical examples in Section V and give the conclusions in Section VI.

Throughout the paper, we reserve bold lowercase, bold uppercase and calligraphic letters for the vectors, matrices, and sets respectively; \(\text{Tr}(\cdot)\) and \(\mathbb{E}[\cdot]\) represent trace and statistical expectation operators, respectively; the notations \((\cdot)^\top\), \((\cdot)^H\), \((\cdot)^\ast\), \(\|\cdot\|\) and \(|\cdot|\) denote the transpose, Hermitian, complex conjugate, Euclidean norm, and magnitude, respectively. A diagonal matrix with the diagonal vector \(v\) is \(\text{diag}(v)\). An \(N \times K\) matrix with column vectors \(a_1, \cdots, a_K\), each of length \(N\), is \(A = (a_1, \cdots, a_K)\). The operator \(\Re\{\cdot\}\) retains the real part of a complex argument. The notation \(a \sim \mathcal{CN}(0, \sigma^2_a)\) denotes circularly symmetric complex Gaussian random variable \(a\) with zero mean and variance \(\sigma^2_a\).

Figure 1. Illustration of the CF MIMO system with randomly distributed APs and UEs. The CPU coordinates the APs.

II. SYSTEM MODEL

Consider the downlink of a wireless network, in which the cells have not been partitioned. As a result, the users are not allocated to a specific base station (BS). The \(M\) single antenna APs are distributed randomly and cover the geographical area of interest. Assume that \(K\) users are randomly distributed in an under-loaded regime i.e., \(M > K\). In this network, several antennas placed at different geographical points provide service to single-antenna user equipment (UE). This is different from a conventional cellular network that assigns the users to specific BSs. All antennas are connected to an RS-based central processing unit (CPU) that may be located in a cloud.

The information is encoded into a vector of symbols \(s = [s_1, \cdots, s_K]^\top \in \mathbb{C}^K\), where \(s_k\) contains the data intended for the \(k\)-th user. The matrix \(A = \text{diag}(a_1, a_2, \cdots, a_K) \in \mathbb{R}^{K \times K}\) denotes the power allocation matrix which assigns a fraction of the available transmit power \(P_t\) to each symbol. Then, a precoder \(P = [p_1, \cdots, p_K] \in \mathbb{C}^{M \times K}\) maps the symbols to the corresponding APs, which send the transmit vector \(x = P\mathbf{s}\) to the users. The system follows a transmit power constraint, i.e., \(\mathbb{E}[\|x\|^2] \leq P_t\).

We employ a flat-fading channel model where the channel coefficient between \(m\)-th AP and \(k\)-th user is

\[
g_{m,k} = \sqrt{\zeta_{m,k} h_{m,k}},
\]

where \(\zeta_{m,k}\) is the large-scale fading coefficient that incorporates the path loss and shadowing effects and \(h_{m,k}\) is an independently and identically distributed (i.i.d.) random variable that represents the small-scale fading coefficient and follows the distribution \(\mathcal{CN}(0, 1)\). Let us denote by \(\tau_c\) the length in samples of the coherence time, which is the interval where the channel impulse response do not change. Then, the small-scale fading coefficients do not change during the coherence interval. The uplink channel between all APs and users is \(G \in \mathbb{C}^{M \times K}\).

The system employs TDD protocol and, therefore, the channel is estimated by exploiting the channel reciprocity property and pilot training. First, all users simultaneously and synchronously transmit the pilot sequences \(\pi_1, \cdots, \pi_K \in \mathbb{C}^\tau\). After receiving the pilots, the CPU computes the channel
estimate $\hat{G} = [\hat{g}_1, \hat{g}_2, \ldots, \hat{g}_K] \in \mathbb{C}^{M \times K}$ and uses it for precoding. The error in the channel estimate is the $M \times K$ matrix $\tilde{G} = [\tilde{g}_1, \tilde{g}_2, \ldots, \tilde{g}_K]$, which is equal to $\tilde{G} = G - \hat{G}$. The variable $\hat{g}_{m,k}$ denotes the channel estimate between the $m$th AP and the $k$th user and $\tilde{g}_{m,k}$ represents the error affecting the channel estimate $\hat{g}_{m,k}$. Specifically,

$$\hat{g}_{m,k} \sim \mathcal{CN} \left(0, (1 - \sigma_z^2) \zeta_{m,k} \right), \quad \tilde{g}_{m,k} \sim \mathcal{CN} \left(0, \sigma_z^2 \zeta_{m,k} \right),$$

(2)

where $\sigma_z^2$ models different levels of imperfect CSI. The received signal is

$$y = G^T P s + w,$$

(3)

where the vector $w = [w_1, w_2, \ldots, w_K]^T \sim \mathcal{CN}(0, \sigma_w^2 I)$ represents the additive white Gaussian noise (AWGN) at the receiver.

### III. RS-BASED CF DEPLOYMENT

In our proposed RS-based CF, both common and private messages are encoded and modulated into a vector of symbols. The common symbol $s_c$ is superimposed on the private symbols $s$ to yield the symbol vector $s^{(RS)} = [s_c, s_1, \ldots, s_K]^T \in \mathbb{C}^{K+1}$. The power allocation matrix is $A^{(RS)} = \text{diag} (a_1, a_2, \ldots, a_K)$, where $a_i$ is the coefficient that allocates a fraction of the available power $P_i$ to the common symbol, where $a_i, i = 1, \ldots, K$ are the coefficients that allocate the powers to the private streams. To map the common symbol to the transmit antennas, a common precoder $P_c$ is included into the precoding matrix $P^{(RS)} = [P_c, P_1, \ldots, P_K] \in \mathbb{C}^{M \times (K+1)}$. The APs send the transmit vector $x^{(RS)} = P^{(RS)} A^{(RS)} s^{(RS)}$ with the private and common data to the users. The received signal at the $k$-th user is

$$y_k = a_c s_c \hat{g}_k^T P_c + \sum_{i=1}^K a_i s_i \hat{g}_k^T P_i + \sum_{j=1}^K a_j s_j \hat{g}_k^T P_j + w_k.$$

(4)

The vector with information of all users is

$$y = a_c s_c \hat{G}_c^T P_c + \sum_{i=1}^K a_i s_i \hat{G}_i^T P_i + a_c s_c \hat{G}_c^T P_c + \sum_{j=1}^K a_j s_j \hat{G}_j^T P_j + w.$$

(5)

At the receiver, first the common message is decoded and then successive interference cancellation (SIC) is performed to subtract the common information from the received signal. Note that we assume that perfect CSIT is available at the receiver. Removing the common symbol at the $k$-th user yields

$$y_k = a_k s_k \hat{g}_k^T P_k + \sum_{\substack{i \neq k}} \sum_{j=1}^K a_j s_j \hat{g}_k^T P_j + w_k.$$

(6)

Thereafter, the receiver recovers its private message. In what follows, we present the design of MF and ZF precoders for the proposed RS-based CF system, which are simple and widely-used precoding techniques.

#### A. MF precoder design

We employ a MF precoder to send the private symbols due to its reduced computational complexity. This precoder is simply obtained by the Hermitian of the channel estimate $\hat{G}$, i.e., $P = \hat{G}^*$. To obtain the common precoder, we perform SVD over the channel estimate $\hat{G}$ [24]. This produces $\hat{G}^T = U \Psi V^H$, where $\Psi \in \mathbb{R}^{K \times M}$ is a matrix that has zeros outside its main diagonal. The $k$th element in the main diagonal of $\Psi$ is denoted by $\psi_k$. Additionally, the matrices $U = [u_{1,1}, u_{2,1}, \ldots, u_{K,1}]^T \in \mathbb{C}^{(K+1)}$ are unitary matrices where $u_k, k$ denotes the $k$-th row of matrix $U$. Then, we set the common precoder equal to the first column of matrix $U$, i.e., $p_c = v_1$. Then, the precoder employed in the proposed architecture is

$$P^{(RS)} = [v_1, \hat{g}_2^*, \hat{g}_3^*, \ldots, \hat{g}_K^*].$$

(7)

Then, the received signal at the $k$-th user is

$$y_k = a_c s_c \tilde{g}_k^T v_1 + \sum_{i=1}^K a_i s_i \tilde{g}_k^T v_i + \sum_{j=1}^K a_j s_j \tilde{g}_k^T \hat{g}_j + w_k.$$

(8)

#### B. ZF precoder design

The ZF precoder is the pseudoinverse of the channel estimate [27], i.e.,

$$P = \hat{G}^* \left( \hat{G}^T \hat{G}^* \right)^{-1}.$$

(9)

Let us introduce the matrix $A = [\lambda_1, \lambda_2, \ldots, \lambda_K]$. Considering that $A = (\hat{G}^T \hat{G}^*)^{-1}$ gives $P^{(RS)} = [v_1, \hat{G}^* \lambda_1, \ldots, \hat{G}^* \lambda_K]$. The received signal is

$$y_k = a_c s_c \hat{g}_k^T v_1 + a_c s_k + a_c s_k \hat{g}_k^T v_1 + \sum_{i=1}^K a_i s_i \hat{g}_k^T \hat{g}_i^* + w_k.$$

(10)

#### C. Power allocation

The proposed precoders must fulfill the transmit power constraint, i.e., $\mathbb{E} \|x^{(RS)}\|^2 \leq P_t$. Note that a part of the power must be reserved to transmit the common symbol. Given $a_c^2 = \delta P_t$, where $\delta \in [0, 1]$ represents the fraction of power allocated to the common stream. Then, the power available for transmitting the private streams is $(1 - \delta) P_t$. The performance of the RS structure depends on an appropriate power allocation, which in this case translates to find an appropriate value of $\delta$. If $\delta$ is properly set, the performance of RS-CF should be at least as good as the performance obtained by CF without RS because the system can set $\delta = 0$ implying that the splitting procedure is avoided.

In this work, we employ an exhaustive search to find a suitable value $\delta^{(o)}$ given that uniform power allocation is used across the private symbols. The value $\delta^{(o)}$ obeys

$$\delta^{(o)} = \max \delta S_r (\delta),$$

(11)

where $\max S_r (\delta)$ denotes the ESR and is explained in more detail in Section IV. Other approaches to perform power allocation in RS are also of interest, such as convex optimization [20] and monotonic optimization [28] techniques.
IV. SUM-RATE PERFORMANCE

From [4], average power of received signal at $k$-th user is

$$E[|y_k|^2] = a_k^2|\hat{g}_k^T p_k|^2 + \sum_{i=1}^{K} a_i^2|g_i^T p_i|^2 + \sigma_w^2. \quad (12)$$

While decoding the common symbol at the $k$-th user, the instantaneous SINR is

$$\gamma_{c,k} = \frac{a_k^2|\hat{g}_k^T p_k|^2}{d_{c,k} + \sum_{i=1}^{K} a_i^2|g_i^T p_i|^2 + \sigma_w^2}, \quad (13)$$

where $d_{c,k} = 2\Re\left\{ (\hat{g}_k^T p_k) \left( \hat{g}_k^T p_k \right)^* + a_k^2|\hat{g}_k^T p_k|^2 \right\}$ corresponds to the power loss arising from the error in the channel estimate. After applying SIC, the instantaneous SINR while decoding the private symbol at the $k$-th user is

$$\gamma_k = \frac{a_k^2|\hat{g}_k^T p_k|^2}{d_k + \sum_{i=1}^{K} a_i^2|g_i^T p_i|^2 + \sigma_w^2}, \quad (14)$$

where $d_k = 2\Re\left\{ (\hat{g}_k^T p_k) \left( \hat{g}_k^T p_k \right)^* + a_k^2|\hat{g}_k^T p_k|^2 \right\}$.

For Gaussian signaling, the instantaneous common rate (CR) at the $k$-th user is

$$R_{c,k} = \log_2 (1 + \gamma_{c,k}). \quad (15)$$

The private rate at user $k$ is

$$R_k = \log_2 (1 + \gamma_k). \quad (16)$$

The instantaneous rates are not achievable if we consider imperfect CSIT. Therefore, we employ average sum-rate (ASR) wherein the effects of errors in the channel estimate are averaged out. The ASR consists of two parts, the average common rate (CR) and the average private rate. Following this definition, the average CR at the $k$-th user is $\bar{R}_{c,k} = \mathbb{E}\left[ R_{c,k} | \hat{G} \right]$. Analogously, the average private rate at the $k$-th user is $\bar{R}_k = \mathbb{E}\left[ R_k | \hat{G} \right]$. The performance of the system over a large number of channel realizations is measured by the ESR

$$S_r = \min_k \mathbb{E}\left[ \bar{R}_{c,k} \right] + \sum_{k=1}^{K} \mathbb{E}\left[ \bar{R}_k \right]. \quad (17)$$

Note that in (17) we employ the minimum CR found across users in order to guarantee that all users decode the common symbol successfully.

Remark 1. Under perfect CSIT, the instantaneous sum rate is achievable. In such cases, $\hat{G} = 0$. The SINRs in (13) and (14) becomes, respectively,

$$\gamma_{c,k} = \frac{a_k^2|\hat{g}_k^T p_k|^2}{\sum_{i=1}^{K} a_i^2|g_i^T p_i|^2 + \sigma_w^2}, \quad (18)$$

and

$$\gamma_k = \frac{a_k^2|\hat{g}_k^T p_k|^2}{d_k + \sum_{i=1}^{K} a_i^2|g_i^T p_i|^2 + \sigma_w^2}. \quad (19)$$

The ESR is

$$S_r = \min_k \mathbb{E}\left[ R_{c,k} \right] + \sum_{k=1}^{K} \mathbb{E}\left[ R_k \right]. \quad (20)$$

A. Sum-rate of MF precoder

To obtain ESR for the MF precoder, we derive a closed-form expression for the SINR in the following Proposition [1].

Proposition 1. When decoding the common stream, the SINR is

$$\gamma_{c,k} = \frac{a_k^2 |u_{k,1}|^2}{d_{c,k}} + \sum_{i=1}^{K} a_i^2 |(\hat{g}_k^T + \hat{g}_i^T) \hat{g}_i^T|^2 + \sigma_w^2, \quad (21)$$

with $d_{c,k} = a_k^2 \left( 2\Re\{ u_{k,1}^* (\hat{g}_k^T v_1) \} + |\hat{g}_k^T v_1|^2 \right)$. When decoding the private message after SIC, the SINR is

$$\gamma_k = \frac{a_k^2 |\hat{g}_k|^4}{d_{k}^{(MF)}} + \sum_{i=1}^{K} a_i^2 |(\hat{g}_k^T + \hat{g}_i^T) \hat{g}_i^T|^2 + \sigma_w^2, \quad (22)$$

where $d_{k}^{(MF)} = a_k^2 \left( 2||\hat{g}_k^T||^2 \Re\{ \hat{g}_k^T G_k \} + ||\hat{g}_k^T \hat{g}_k^T||^2 \right)$.

Proof: From the precoder in (7), we obtain the average power of the received signal at user $k$ as

$$E[|y_k|^2] = a_k^2 \left( |\hat{g}_k^T + \hat{g}_k^T v_1|^2 + \sum_{i=1}^{K} a_i^2 |(\hat{g}_k^T + \hat{g}_i^T) \hat{g}_i^T|^2 + \sigma_w^2 \right). \quad (23)$$

Expanding $T_1$ gives

$$T_1 = (\hat{g}_k^T v_1 + \hat{g}_k^T \hat{v}_1) \left( \hat{g}_k^T v_1 + \hat{g}_k^T \hat{v}_1 \right)^* = |\hat{g}_k^T v_1|^2 + 2\Re\{ (\hat{g}_k^T \hat{v}_1)^* (\hat{g}_k^T v_1) \} + |\hat{g}_k^T v_1|^2. \quad (24)$$

Observe that

$$\hat{g}_k^T v_1 = u_{k,1} \Psi \mathcal{V} v_1 = u_{k,1} \psi_1 = u_{k,1} \psi_1. \quad (25)$$

Then, (24) becomes

$$T_1 = \psi_1^2 |u_{k,1}|^2 + 2\Re\{ u_{k,1}^* (\hat{g}_k^T v_1) \} + |\hat{g}_k^T v_1|^2. \quad (26)$$

Expanding $T_2$ yields

$$T_2 = (\hat{g}_k^T \hat{g}_k^T + \hat{g}_k^T \hat{g}_k^T)^* \left( \hat{g}_k^T \hat{g}_k^T + \hat{g}_k^T \hat{g}_k^T \right) = |\hat{g}_k^T \hat{g}_k^T|^2 + 2\Re\{ (\hat{g}_k^T \hat{g}_k^T)^* (\hat{g}_k^T \hat{g}_k^T) \} + |\hat{g}_k^T \hat{g}_k^T|^2. \quad (27)$$

reducing (27), when $k = i$, to

$$T_2 = ||\hat{g}_i||^4 + 2||\hat{g}_i||^2 \Re\{ \hat{g}_i^T \hat{g}_i^T \} + ||\hat{g}_i^T \hat{g}_i^T||^2. \quad (28)$$

By substituting (26) and (28) in (13) and (14) we get (21) and (22).

The ESR of the proposed system is obtained by substituting (21) and (22) into (15), (16), and (17).

Remark 2. Under perfect CSIT, the SINRs simplify as

$$\gamma_{c,k} = \frac{a_k^2 |u_{k,1}|^2}{\sum_{i=1}^{K} a_i^2 |(\hat{g}_k^T + \hat{g}_i^T) \hat{g}_i^T|^2 + \sigma_w^2}, \quad (29)$$

and

$$\gamma_k = \frac{a_k^2 ||\hat{g}_k||^4}{\sum_{i=1}^{K} a_i^2 |(\hat{g}_k^T + \hat{g}_i^T) \hat{g}_i^T|^2 + \sigma_w^2}. \quad (30)$$
B. Sum-rate of ZF precoder

Similar to the MF precoder, we have the following Proposition 2 for the SINR of the ZF precoder.

Proposition 2. For the ZF, the SINR when decoding the common message is

\[
\gamma_c, k = \frac{a_k^2 |\psi_{m,k}|^2}{d_k^{(1)} + a_k^2 + \sum_{i=1}^K a_i^2 |\hat{G}_k^T \hat{G} \cdot \lambda_i|^2 + \sigma_w^2},
\]

(31)

whereas the SINR when decoding the private message at \(k\)-th user is

\[
\gamma_k = \frac{a_k^2 |\hat{g}_k^T \hat{G} \cdot \lambda_i|^2}{\sigma_w^2}.
\]

(32)

Proof: For the ZF precoder, we have \(\hat{g}_k^T \hat{G} = 1\) and \(\hat{g}_k^T \hat{G} = 0\) for all \(i \neq k\). Then, the average power of the received signal is

\[
\mathbb{E}[|y_k|^2] = a_c^2 T_i + a_k^2 + \sum_{i=1}^K a_i^2 |\hat{g}_k^T \hat{G} \cdot \lambda_i|^2 + \sigma_w^2
\]

(33)

From (33) we can obtain (31) and (32).

Similar to the MF case, the ESR is computed by substituting (31) and (32) into (15), (16), and (17).

V. NUMERICAL EXPERIMENTS

We assessed the performance of the proposed RS-CF configuration through numerical experiments. We modeled the large-scale fading coefficients as

\[
\zeta_{m,k} = P_{m,k} \cdot 10^{-\sigma_{z,m,k}^{(s)}},
\]

(34)

where \(P_{m,k}\) represents the path loss and the parameter \(10^{-\sigma_{z,m,k}^{(s)}}\) models the shadowing effects with standard deviation \(\sigma_{z} = 8\) dB and the random variable \(z_{m,k}\) is Gaussian distributed with zero mean and unit variance. The path loss is calculated using a three-slope model as

\[
P_{m,k} = \begin{cases} 
-L - 35 \log_{10}(d_{m,k}), & d_{m,k} > d_1 \\
-L - 15 \log_{10}(d_1) - 20 \log_{10}(d_{m,k}), & d_0 < d_{m,k} \leq d_1 \\
-L - 15 \log_{10}(d_1) - 20 \log_{10}(d_0), & \text{otherwise},
\end{cases}
\]

(35)

where \(d_{m,k}\) is the distance between the \(m\)-th AP and \(k\)-th users, \(d_1 = 50\) m, \(d_0 = 10\) m, and the attenuation \(L\) is given by

\[
L = 46.3 + 33.9 \log_{10}(f) - 13.82 \log_{10}(h_{AP}) - (1.1 \log_{10}(f) - 0.7) h_u + (1.56 \log_{10}(f) - 0.8),
\]

(36)

where \(h_{AP} = 15\) m and \(h_u = 1.65\) are the positions of, respectively, AP and user equipment above the ground and frequency \(f = 1900\) MHz.

The noise variance is

\[
\sigma_w^2 = T_o k_B B N_f,
\]

(37)

where \(T_o = 290\) K is the noise temperature, \(k_B = 1.381 \times 10^{-23}\) J/K is the Boltzmann constant, \(B = 20\) MHz is the bandwidth and \(N_f = 9\) dB is the noise figure. The SNR is

\[
\text{SNR} = \frac{P_i T_i (G^T G)^{-1}}{MK \sigma_w^2}.
\]

(38)

We first considered the CF downlink in a cluster with 6 single antenna APs, which are independently and uniformly distributed in a 600×600 m² region, in which 3 users are placed uniformly at random. Fig. 2 shows the performance of a standard MU-MIMO system with a BS placed at the center of the area. The power allocated to the common stream was found by employing exhaustive search with a grid step of 0.001, whereas we employ uniform power allocation across private streams. The ASR for every specific channel realization was computed using 100 error matrices \(G\). On the other hand, a total of 100 channel realizations were employed to obtain the ESR, i.e., resulting in a total of 10000 trials. The results show a consistent gain, which is up to 10%, of the proposed RS-CF over conventional schemes.
Figure 4 shows that RS-CF has the best performance with a consistent gain of approximately 1 dB across all error variances.

VI. CONCLUSIONS

We proposed a novel wireless communications architecture that combines the benefits of CF and RS techniques to yield a network that is more robust to imperfect CSIT. In particular, we employed RS with linear precoders and derived closed-form expressions to compute the sum-rate performance of the proposed RS-CF system. Numerical results demonstrated that our RS-CF system with MF and ZF precoders outperform existing RS-BS-MF, RS-BS-ZF, and standard CF-MF, CF-ZF, BS-MF and BS-ZF systems in terms of sum-rate. When compared to RS-based systems, the RS-CF ESR shows up to 10% improvement.
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