Monthly Precipitation Forecasting in the Han River Basin, South Korea, Using Large-Scale Teleconnections and Multiple Regression Models
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Abstract: In this study, long-term precipitation forecasting models capable of reflecting constantly changing climate characteristics and providing forecasts for up to 12 months in advance were developed using lagged correlations with global and local climate indices. These models were applied to predict monthly precipitation in the Han River basin, South Korea. Based on the lead month of forecast, 10 climate indices with high correlations were selected and combined to construct four-variable multiple regression models for monthly precipitation forecasting. The forecast results for the analytical period (2010–2019) showed that predictability was low for some summer seasons but satisfactory for other seasons and long periods. In the goodness-of-fit test results, the Nash–Sutcliffe efficiency (0.48–0.57) and the ratio of the root mean square error to the standard deviation of the observation (0.66–0.72) were evaluated to be satisfactory while the percent bias (9.4%–15.5%) was evaluated to be between very good and good. Due to the nature of the statistical models, however, the predictability is highly likely to be reduced if climate phenomena that are different from the statistical characteristics of the past appear in the forecast targets or predictors. The forecast results were also presented as tercile probability information (below normal, normal, above normal) through a comparison with the observation data of the past 30 years. The results are expected to be utilized as useful forecast information in practice if the predictability for some periods is improved.
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1. Introduction

Reliable prediction of precipitation is essential for stable operation and management of water resources. In particular, a long-term forecast ranging from one month to several months, which corresponds to seasonal forecasts, is very important for responding to disasters caused by extreme weather events, such as droughts, floods, and heat waves, and securing stable water resources. Forecasting models have been widely used to predict climate elements, such as precipitation and temperature. These models can be mainly divided into two types depending on their approach [1–3]. The first type uses dynamic models that obtain numerical solutions through various equations that describe the fluid phenomena in the atmosphere, ocean, and land. The general circulation models (GCMs) are widely used here. The second type performs forecasting through statistical relationships between the forecast targets and the atmosphere-ocean-land data.
The statistical approaches used included analog methods, time series models, multiple regression models, canonical correlation models, and artificial neural network models.

Some countries, including South Korea, Australia, the United States, the United Kingdom, and Japan, use numerical dynamic models to provide monthly and seasonal forecasting data on precipitation and temperature. With the development of modeling and computing technologies, there is an increase in the short-term (a few days or less) predictability through the reproduction of complex and nonlinear phenomena. However, the accuracy of long-term prediction of more than several months is still not sufficient when using numerical dynamic models, due to the uncertainty caused by initial conditions and the increasing error caused by the integration time of these models [1,4,5]. Statistical models, on the other hand, are relatively flexible in model construction and have a potential to improve the forecast period and predictability depending on the accumulation of observations and related data, although their predictability is unstable compared to dynamic models. Until 2013, the long-term weather forecast in Australia was performed using statistical techniques [6], and the runoff forecast data for major nationwide branches are still being generated using statistical techniques. Statistical techniques are also utilized in South Korea, the United States, and Japan, and forecasts based on various statistical approaches have been attempted by many studies due to the benefits of statistical models compared to dynamic models despite the fact that they cannot explain physical relationships among natural phenomena. A representative statistical approach in recent years is to derive monthly or seasonal forecast information by constructing forecasting models, such as multiple regression and artificial neural network models, through the teleconnections with large-scale climate indices and forecast targets (e.g., precipitation). Many statistical forecasts have been performed with the focus on precipitation and temperature, as well as on runoff [7–12], snowfall [13–15], crop yield [16–19], and brown planthopper infestation [20].

In South Korea, seasonal forecasting technology has been actively developed since the 2000s. Many studies on monthly and seasonal precipitation forecasting have also been conducted using regression models [9,21–27], canonical correlation models [28,29], and artificial neural network models [30–32].

There are two limitations in precipitation forecasting studies using teleconnections with climate indices, other than the predictability issue. One limitation is that it is difficult to judge predictability on future periods that were not used in the analysis even though the studies [21,25–27,33,34] generally present optimized results for calibration and validation periods by dividing the past analytical period. This means that if forecasting models are derived based on the correlation results for a certain period only, the utilization of the models can be difficult when teleconnections vary due to climate change in the future. The other limitation is that the lead time of the forecast is limited by the lead time of the predictors. For example, if the analysis results for correlations with climate data that occurred in the same month as the forecast target are presented [35–37], it is not possible to forecast more than one month using these results although statistical interactions can be identified. In other words, when n-month preceding data of climate indices are selected as predictors, only n months or less can be forecasted.

Therefore, this study was conducted with a focus on building more flexible models and providing forecast information to improve utilization for practical purposes. The monthly precipitation of the Han River basin in South Korea was set as the forecast target. The 39 global climate indices and 6 local climate indices in the target basin, including precipitation and temperature, were utilized as predictors. Statistical multiple regression models were used as forecasting technique, and forecasting models capable of predicting up to 12 months in advance were constructed by analyzing the lagged correlations with climate indices and selecting the optimal predictors according to the forecast lead time. The range of forecast values were derived from a number of forecasting models constructed for each target month, and tercile probability information was also presented for monthly forecasts through a comparison with the observation data of the past 30 years.
2. Materials and Methods

2.1. Study Area and Data Sets

The Han River basin, which is the focus area of this study, is located in the center of the Korean Peninsula as shown in Figure 1. It is a large basin that represents approximately 19% (41,947 km²) of the total area of the Korean Peninsula. This area includes Seoul, the capital of South Korea, with more than 27 million people. Table 1 shows the names and geographical locations of the automated synoptic observation system (ASOS) stations of the Korea Meteorological Administration (KMA).
Table 1. ASOS stations used in this study.

| ID | Station name       | Latitude (°N) | Longitude (°E) | Elevation (m a.s.l.) |
|----|--------------------|--------------|----------------|----------------------|
| 90 | Sokcho             | 38.25        | 128.56         | 18.06                |
| 93 | Bukchuncheon       | 37.95        | 127.75         | 95.61                |
| 95 | Cheorwon           | 38.15        | 127.30         | 155.48               |
| 98 | Dongducheon        | 37.90        | 127.06         | 115.62               |
| 99 | Paju               | 37.89        | 126.77         | 30.59                |
| 100| Daegwallyeong      | 37.68        | 128.72         | 772.57               |
| 101| Chuncheon          | 37.90        | 127.74         | 76.47                |
| 104| Bukgangneung       | 37.80        | 128.86         | 78.90                |
| 105| Gangneung          | 37.75        | 128.89         | 26.04                |
| 106| Donghae            | 37.51        | 129.12         | 39.91                |
| 108| Seoul              | 37.57        | 126.97         | 85.67                |
| 112| Incheon            | 37.48        | 126.62         | 68.99                |
| 114| Wonju              | 37.34        | 127.95         | 148.60               |
| 116| Gwanaksan          | 37.44        | 126.96         | 626.76               |
| 119| Suwon              | 37.27        | 126.99         | 34.84                |
| 121| Yeongwol           | 37.18        | 128.46         | 240.60               |
| 127| Chungju            | 36.97        | 127.95         | 116.30               |
| 129| Seosan             | 36.78        | 126.49         | 25.86                |
| 130| Uljin              | 36.99        | 129.41         | 50.00                |
| 131| Cheongju           | 36.64        | 127.44         | 58.70                |
| 201| Ganghwa            | 37.71        | 126.45         | 47.84                |
| 202| Yangpyeong         | 37.49        | 127.49         | 47.26                |
| 203| Icheon             | 37.26        | 127.48         | 80.09                |
| 211| Inje               | 38.06        | 128.17         | 200.16               |
| 212| Hongcheon          | 37.68        | 127.88         | 139.95               |
| 214| Samcheok           | 37.37        | 129.22         | 3.90                 |
| 216| Taebaek            | 37.17        | 128.99         | 712.82               |
| 217| Jeongseongun       | 37.38        | 128.65         | 307.40               |
| 221| Jecheon            | 37.16        | 128.19         | 259.80               |
| 226| Boeun              | 36.49        | 127.73         | 174.99               |
| 232| Cheonan            | 36.76        | 127.29         | 81.50                |
| 271| Bonghwa            | 36.94        | 128.91         | 324.30               |
| 272| Yeongju            | 36.87        | 128.52         | 210.79               |
| 273| Mungyeong          | 36.63        | 128.15         | 170.61               |

The monthly precipitation for the last 10 years (2010–2019) was selected as forecast targets. A total of 45 indices, including 39 global climate indices, such as the Antarctic oscillation (AAO) and the Atlantic meridional mode (AMM), provided by the National Oceanic and Atmospheric Administration (NOAA) and 6 local climate indices for the target basin were utilized as predictors. Table 2 summarizes the global and local climate indices that were used as predictors, where the global indices are monthly data provided by each institution.

To analyze the lagged correlations between precipitation and predictors, the data of the predictors from 1968 to 2019 were used, where the data of precipitation and other local climate indices were area-averaged using the monthly data from 34 ASOS stations of the KMA in and around the basin.
Table 2. Predictors used in this study.

| Predictor   | Description                                           | Provider |
|-------------|-------------------------------------------------------|----------|
| AAO         | Antarctic oscillation                                  | NOAA     |
| AMM         | Atlantic meridional mode                              | NOAA     |
| AMO         | Atlantic multidecadal oscillation                      | NOAA     |
| AO          | Arctic oscillation                                     | NOAA     |
| BEST        | Bivariate ENSO timeseries                             | NOAA     |
| CAR         | Caribbean SST index                                   | NOAA     |
| CPOLR       | Central Pacific outgoing long wave radiation index (170E–140W, 5S–5N) | NOAA     |
| EA          | East Atlantic pattern                                 | NOAA     |
| EAWR        | East Atlantic / Western Russia pattern                 | NOAA     |
| EPNP        | East Pacific / North Pacific oscillation               | NOAA     |
| GML         | Global mean land-ocean temperature index              | NASA     |
| MEI.v2      | Multivariate ENSO index version 2                     | NOAA     |
| NAO         | North Atlantic oscillation                            | NOAA     |
| NOI         | Northern oscillation index                            | NOAA     |
| NP          | North Pacific pattern                                 | NCAR 1   |
| NTA         | North tropical Atlantic SST index                     | NOAA     |
| ONI         | Oceanic Niño index                                    | NOAA     |
| PNA         | Pacific American index                                | NOAA     |
| POL         | Polar / Eurasia pattern                               | NOAA     |
| QBO         | Quasi-biennial oscillation                            | NOAA     |
| SCAND       | Scandinavia pattern                                  | NOAA     |
| SLP_DAR     | Darwin sea level press                                | NOAA     |
| SLP_EEP     | Equatorial eastern Pacific sea level press            | NOAA     |
| SLP_INDO    | Indonesia sea level press                             | NOAA     |
| SLP_TAH     | Tahiti sea level press                                | NOAA     |
| SOI         | Southern oscillation index                            | NOAA     |
| SOLAR       | Solar flux (10.7 cm)                                  | NOAA     |
| TNA         | Tropical northern Atlantic index                      | NOAA     |
| TNI         | Trans-Niño index                                      | NOAA     |
| TPI         | Tripole index for the interdecadal Pacific oscillation| NOAA     |
| TSA         | Tropical southern Atlantic index                      | NOAA     |
| WHWP        | Western hemisphere warm pool                          | NOAA     |
| WP          | Western Pacific index                                 | NOAA     |
| EASMI       | East Asian summer monsoon index                       | [38]     |
| PCP         | Monthly precipitation                                 | KMA      |
| TMP         | Monthly average temperature                           | KMA      |
| VapPr       | Monthly average vapor pressure                        | KMA      |
| HMD         | Monthly average relative humidity                     | KMA      |
| LocPr       | Monthly average local pressure                        | KMA      |
| HrDL        | Monthly sum of daylight hours                         | KMA      |

1 The National Center for Atmospheric Research.

2.2. Teleconnection Analysis

In order to determine predictors for constructing forecasting models, the correlation between the past precipitation data and 1–18 months of the preceding data for each predictor were analyzed.
In this instance, the delayed correlations between the forecast target (precipitation) and predictors were analyzed using the data of the past 40 years based on the target month considering the short-term variability of each index and their long-term variability due to climate change.

Figure 2 shows the correlations between the precipitations and the preceding data for 1–18 months for each index from the past 40 years (1970–2009) based on January and July 2010, and Figure 3 shows the results of analyzing the correlations between the monthly precipitation and each predictor over the past 40 years (1979–2018) based on January and July 2019. The interpretation of correlation coefficients differs depending on the field of study [39], and as suggested by Evans [40], in statistics, the absolute values above 0.4 are considered to be moderate. Therefore, in this study, when the absolute value of the correlation was 0.4 or higher, the numerical values were also indicated. Red indicates a positive correlation, and blue indicates a negative one. The absence of color means that there is no climate index available for that period.

As shown in Figure 2(a), the correlations between the precipitation in January from 1970 to 2009, and the predictors revealed the highest value, $-0.483$ in the EASMI data of the preceding 17 months, i.e., EASMI (17). Other significant correlations were found in TPI (7) ($-0.420$) and HrDL (9) ($0.407$). Meanwhile, as shown in Figure 2(b), TNA (12) ($0.539$) exhibited the highest correlation with the precipitation in July from 1970 to 2009, followed by NTA (11) ($0.520$) and NTA (12) ($0.517$). The correlation results were different for each month of each year. In general, significant positive correlations were observed for summer (July to September), and significant negative correlations were observed for winter.

In this study, forecasting models were constructed using 10 indices that exhibited high correlations for each target month. Figure 4 shows the correlations of the climate indices that were used for constructing monthly forecasting models from January to December 2010, issued in December 2009. Figure 5 shows the results for the highly correlated indices used in the monthly forecast models issued in December 2018. As shown in Figures 2 to 5, many predictors with negative correlations were selected for winter forecasting, while many predictors with positive correlations were utilized for summer.

![Figure 2](image-url)  
Figure 2. Results of the correlation analysis with predictors for forecasting the precipitation of (a) January and (b) July 2010.
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Figure 3. Results of the correlation analysis with predictors for forecasting the precipitation of (a) January and (b) July 2019.
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Figure 4. Correlations of the climate indices used for monthly forecasting models from January to December 2010.
2.3. Forecasting Model Construction

In this study, a multiple regression model with a simple configuration was selected as a forecast model. In regression analysis, many researchers, including Altman [41], said that there should be at least 10 observations per variable. If too little variables are selected, the reliability of the regression model may decrease. In this study, we used data from the past 40 years (i.e., 40 monthly data) to derive the forecast models for each month, so a regression equation with four independent variables was used and constructed as follows:

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \epsilon, \]  

where \( Y \) is the response (monthly precipitation); \( \beta_0, \beta_1, \beta_2, \beta_3, \beta_4 \) are the regression coefficients; \( X_1, X_2, X_3, X_4 \) are the highly correlated climate indices (predictors); and \( \epsilon \) is the residual term of the model.

As shown in Figures 4 and 5, 10 indices with high correlations were extracted based on the correlation analysis results for each target month, and multiple regression models were constructed by combining four indices among these. In this instance, the predictors that can be used were limited based on the lead month of forecast. For example, in the case of forecasting the precipitation for May 2010 in December 2009 (i.e., forecasting five months in advance), the climate data with the preceding periods of less than 5 months were excluded from predictors even if they had high correlations. In the course of deriving regression models consisting of 4 independent variables among 10 indices with high correlations, regression models that had multicollinearity between the variables or those that generated a negative value for the target month were excluded. In addition, leave-one-out cross-validation was performed for the data over a period of 40 years to improve the goodness of fit of the forecasting models; the forecasts were finally derived by selecting 2520 regression models for each month. Models for forecasting up to 12 months ahead from the time of the forecast were constructed. To evaluate the predictability of the models, forecasts for the period from January 2010
to December 2019 were derived, and the results were compared with the observed data in the corresponding period.

3. Results and Discussion

3.1. Application Frequency of Climate Indices

Figures 6 and 7 show the frequency of the climate indices that were used in the 2520 regression models, which were finally selected by combining 10 climate indices with high correlations for each month, based on the correlation analysis results in Figures 4 and 5, respectively. The high correlations did not necessarily result in a high application frequency, and most of the selected climate indices were used evenly.

**Figure 6.** Application frequency of the climate indices used for monthly precipitation forecasting in 2010.
Figure 7. Application frequency of the climate indices used for monthly precipitation forecasting in 2019.

Figure 8 shows the 10 indices with the highest application frequency for the entire period (2010–2019) by analyzing the application frequency of climate indices for each month (January to December). The results were collected for all lead months, and it was found that the climate indices with relatively longer lead times exhibited a high application frequency. For precipitation forecasting in January, PNA (16), which is the 16-month preceding data of the PNA index, SO_EQ (10), and EASM (17) were applied in many models. For July, CAR (13), WHWP (12), and TNA (12) were frequently applied.
When comparing the results of the previous studies that analyzed correlations between precipitation in the Korean Peninsula and global climate indices with the results presented in Figure 8, common results were found for some indices although the areas and periods were different. Cho et al. [9] used the indices of AO (5) in February, AO (8) in May, and NAO (6) in June for predicting monthly precipitation in the Andong Dam basin. Kim and Kim [24] analyzed correlations between the global climate indices and the monthly precipitation of 60 weather stations in South Korea and found that the indices of AO (5) and NAO (6) were highly correlated with the precipitation in February and June, respectively. Kim et al. [25] proposed a multiple regression model using AO (4) with a high correlation to forecast the precipitation in October at 12 weather stations in South Korea. Kim et al. [36] found that AO (5), NAO (6), and NOI (5) had a high correlation with the precipitation in February, June, and November, respectively, through a teleconnection analysis with global climate indices. The results of this study were therefore similar to those of the previous studies in forecasting the precipitation in South Korea for the months of February, May, June, October, and November.

3.2. Results of Monthly Precipitation Forecasting

Figure 9 shows the results of forecasting that was performed in December 2009, and a comparison of the forecasts with the observed values for the period from January to December in 2010 are illustrated. January 2010 represents the forecast result of one month ahead and December 2010 represents the forecast result of 12 months ahead. As mentioned above, 2520 forecasts were derived for each month, and the forecast ranges were drawn using box plots. These box plots describe the 25th, 50th (i.e., the median), and 75th percentiles of the forecasts, and the whiskers refer to the maximum and minimum values excluding outliers. In the same manner, Figure 10 shows the results of the forecasting from January to December 2019, which was forecasted in December 2018.
As shown in the above two examples, the forecast ranges for spring and winter, when precipitation is relatively low, were narrow and not significantly different from the observed values. However, the range was very wide in the summer when there was a large amount of precipitation, and the difference from the observed value was also large for some months.

Figures 11 and 12 show the 12-month forecast results predicted in June 2010 and in June 2018, respectively. Compared to the results in Figures 9 and 10, the forecast ranges were different depending on the lead time of forecasting, but the impact of the lead time was not significant.
As shown in Figures 9 to 12, it is possible to derive the forecast values for the next 12 months based on the forecast time. Figure 13 compares the average values of the monthly forecasts with the observed values for the entire analytical period (January 2010 to December 2019). As up to 12 average values for the forecasts for each month were generated depending on the lead month (LM) of the forecast, these were divided by shades. As shown in Figure 13, there was no significant difference in forecast depending on the lead month; however, there were clear differences from summer observation data for certain years. In July 2011 and 2013 when there was much precipitation, the models were not sufficient in reproducing the phenomena of heavy rain. Meanwhile, for 2014, 2015, and 2019, when the precipitation was low, the predictability of summertime was found to be relatively low. For the other periods, however, the tendencies of the observation data were reproduced relatively well.
Figure 13. Results of monthly precipitation forecasting according to the lead month of forecast.

Figure 14 shows the results of the goodness-of-fit test analyzed by the lead time for the forecast results presented in Figure 13. The percent bias (PBIAS) ranged from 9.4% to 15.5%, and the ratio of the root mean square error (RMSE) to the standard deviation of the observation (RSR) ranged from 0.66 to 0.72. The Nash–Sutcliffe efficiency (NSE) ranged from 0.48 to 0.57, and the Pearson correlation coefficient (r) ranged from 0.73 to 0.78. When compared with the evaluation grade of each index suggested by Moriasi et al. [42], NSE and RSR were evaluated to be satisfactory while PBIAS was rated to be between very good and good. In other words, the predictability for some specific periods was low, but the predictability over a long period was found to be satisfactory. There was no tendency according to the lead month of forecast (1–12 months of lead time), and some goodness-of-fit indices exhibited better results for the 12-month lead time. These appear to be the characteristics of statistical models.
3.3. Probabilities of Monthly Precipitation Forecasts

Some countries that perform long-term forecasts by government agencies, such as South Korea, Australia, the United States, the United Kingdom, and Japan, provide tercile probability information (below normal, normal, above normal) through a comparison with historical observations. In this study, the tercile probability was analyzed for the 2520 forecasts of each month compared to the observed precipitation data over the past 30 years.

Figure 15(a) compares the forecast results from January to December 2010 predicted in December 2009 with the observation data of the past 30 years for each month, using box plots, and Figure 15(b) also compares the forecasts for the next 12 months predicted in December 2018 and the observations over the past 30 years. From the figures, it is possible to qualitatively judge the levels of the forecast results compared to the past observation data. Figure 16 quantitatively shows the results in Figure 15 as a tercile probability information. Figure 16 shows that more precipitation than normal was forecasted for February and July in 2010, and a normal precipitation was highly probable for January and April 2019.
4. Conclusions

In this study, statistical precipitation forecasting models capable of reflecting long-term climate change and providing forecasts up to 12 months in advance were developed through the continuous update of the past climate data and the use of selected predictors according to the forecast lead time.

As a test, the monthly precipitation of the Han River basin was set as the forecast target, and 1–18 months of lagged correlations were analyzed for 45 global and local climate indices. Ten climate indices with high correlations were selected for each target month according to the lead month of
forecast. These were combined to construct four-variable multiple regression models for monthly precipitation forecasting. In this process, many indices with positive correlations were selected for summer, and indices with negative correlations were selected for winter. In the course of deriving regression models, the models that had multicollinearity between the independent variables or derived values smaller than zero for the target month were excluded. In addition, leave-one-out cross-validation was performed for the data of the past 40 years to derive 2520 forecasting models with good predictability for each month.

When examining the climate indices used in the monthly forecasting models for the entire period (2010–2019), we found that similar indices were also used in previous studies for the analysis of precipitation in South Korea for the months of February, May, June, October, and November. The results of comparing monthly forecasts (forecast ranges) with observation data for the period between 2010 and 2019 revealed that predictability was relatively low for the summer of 2011 and 2013 when the precipitation was high due to sudden heavy rain, and for the summer of 2014, 2015, and 2019 when the precipitation was significantly lower than normal. For the other periods, however, the tendencies of the observation data were reproduced relatively well. In the goodness-of-fit analysis results, NSE and RSR were evaluated to be satisfactory while PBIAS was evaluated to be between very good and good. In other words, predictability for some specific periods was low, but predictability over a long period was found to be satisfactory. The monthly forecast results were also presented as tercile probability information (below normal, normal, above normal) through a comparison with the observation data of the past 30 years to be used for practical purposes in the future.

The novelty of this study lies in the fact that, unlike previous studies, it developed a method that allows forecasts for future periods (up to 12 months), by updating the relationships between the forecast targets and predictors of each month based on the statistical characteristics of the past data. However, the predictability of some summer periods is very low. This is attributed to irregular rainfall characteristics (such as heavy rains caused by typhoons and monsoonal front) in summer in northeast Asia, including Korea. In particular, the prediction of summer precipitation is a very important issue in water management related to the response to flooding. Due to the limitations of statistical models, however, predictability is bound to decline if precipitation or climate indices that are different from the past statistical characteristics occur. That is, for now, there is a problem of poor predictability due to insufficient past available data required to find a statistical relationship, but in the future, if the data continues to accumulate and some statistical relationship is explained from the accumulated data, the predictability for a specific period may improve. In future studies, it will be important to track predictors that can reflect abnormal weather conditions (e.g., sudden typhoons, heavy rain, and temporary droughts) and to improve forecasting models that consider such predictors.

5. Discussions

The investigation of teleconnections with climate signals, as performed by many researchers, is the first process to predict precipitation statistically using the relationships with climate indices. Many studies have been successful in deriving meaningful correlations between precipitation and climate indices [2,21,24–31,33,37], but using these correlations to obtain reliable long-term precipitation estimates is still difficult. As shown in this study, the results show high accuracy for regions or periods with relatively stationary climate characteristics, but the prediction accuracy is still low for irregular climatic conditions, making it difficult to use in practice. In particular, the predictability of the heavy rains caused by typhoons or monsoonal fronts in northeast Asia is significantly lower. The reasons for this may be a failure to find a signal of a climate index related to such a heavy rain, a failure to properly understand the signal of precipitation, or a lack of a significant teleconnection between the precipitation and climate indices in the historical data. Since the relationship between precipitation and climate indices is very complicated, and the signals of precipitation and climate indices have regular or irregular variability depending on temporal scales, various studies have been conducted to analyze these variabilities. He and Guan [43] developed a
wavelet-based method to solve these problems, presenting three difficulties (interdependent difficulty of explanatory variables, multitemporal component difficulty, nonuniform time-lag difficulty) in the process of correlation and variability analysis.

For the interdependent difficult, a multicollinearity validation was performed to avoid intercorrelations between the climate indices in this study. The variation inflation factor (VIF) was used as a criterion for multicollinearity. Various recommendations for acceptable levels of VIF have been published in the literature, and this study applied a value of 10, which has been mostly recommended as the maximum level of VIF [44–47].

Multitemporal component analysis is considered to be a very useful way to examine several limited climate indices. However, this study tried to include as many climate indices as possible. As a result, a total of 45 indices (39 global and 6 local) were used as candidates as predictors. Using many climate indices does not necessarily increase predictability, but it can increase the utility in constructing statistically flexible models. A direct statistical relationship was analyzed for the original time series between precipitation and climate indices. As He and Guan [43] mentioned, there is a limitation that a direct comparison of the original time series can only reveal part of the relationship, and if various correlations for different temporal scales are found, it can be very useful for prediction. In the future, more detailed analyses of the correlations at different temporal scales will be performed for the climate indices that have been found to be highly correlated in this study through other studies.

For the non-uniform time-lag difficulty, as in the examples of Figures 2 and 3, since the correlation was analyzed using data from the past 40 years according to the forecast month, the results of the correlation analysis differ from month to month. This is the difference from previous studies. Most of the existing studies [2,21,23–25,27,31,33,34] have constructed a “fixed” model using these climate indices after investigating the lag time (month) and the climate indices that showed the maximum (or higher) correlation among all available historical data. If the signal characteristics of the climate indices differ from the past (i.e., the statistical characteristics vary with time), there will be restrictions on the continued use of the “fixed” model in the future. However, in this study, the models were constructed by flexibly analyzing the corresponding past data according to the forecast month, and even if the climate characteristics changed, the statistical relationship was newly derived from the moved historical data to update the forecast models. These “flexible” models have the advantage of being able to actively respond to long-term climate change.
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