Real-Time Motor Fault Diagnosis Based on TCN and Attention
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Abstract: Motor failure can result in damage to resources and property. Real-time motor fault diagnosis technology can detect faults and diagnosis in time to prevent serious consequences caused by the continued operation of the machine. Neural network models can easily and accurately fault diagnose from vibration signals. However, they cannot notice faults in time. In this study, a deep learning model based on a temporal convolutional network (TCN) and attention is proposed for real-time motor fault diagnosis. TCN can extract features from shorter vibration signal sequences to allow the system to detect and diagnose faults faster. In addition, attention allows the model to have higher diagnostic accuracy. The experiments demonstrate that the proposed model is able to detect faults in time when they occur and has an excellent diagnostic accuracy.
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1. Introduction

The motor system is an important cornerstone of modern industry, and its operation directly affects most aspects of industrial production. Often, motors operate under unstable conditions, such as frequent starts and shutdowns and speed and load changes. This results in motor systems that can easily be damaged or fail. When a fault starts to occur during operation, the motor does not stop immediately. However, continued running leads to many serious economic losses and even safety incidents. Therefore, the diagnosis and condition monitoring of motor faults are of great practical importance and application value.

The off-line fault diagnosis method collects signals that can characterize the operating state of the motor, such as temperature, electric current, vibration and other physical quantities. Of course, the use of multimodal information input gives better and more accurate fault diagnosis results. However, not all physical quantities are valid enough and easy to obtain. Lots of diagnostic methods use vibration information from motor operation, as vibration signals are relatively easy to collect and contain sufficient fault information. There are many ways to extract fault information from vibration signals. Traditional analysis methods include fast Fourier-transform (FFT) [1,2], empirical mode decomposition (EMD) [3,4], wavelet transform (WT) [5,6], variational mode decomposition (VMD) [7,8] and ensemble empirical mode decomposition (EEMD) [9]. Traditional methods are often subject to the constraints imposed by the harsh environment of practical engineering.

With the development of machine learning technology, the extraction of fault feature information inside the vibration signal by machine learning has achieved good results. Kankar [10] investigated the use of artificial neural networks (ANN) and SVM for fault diagnosis of ball bearings. The study used a high-speed rotor test stand supported by a rolling bearing. As a result, the vibration response of the ball bearing to various defects was obtained. Praveenkumar [11] proposed the application of machine learning techniques to automotive gearbox fault diagnosis. In the experimental study, vibration signals of gearboxes were collected under good and fault conditions. Then, statistical features were
extracted from the vibration signals, and the SVM method was used for fault identification. Additionally, support vector machines (SVMs) [12], Bayesian networks (BN), artificial neural networks (ANNs) [13] and deep learning (DL) have appeared in all kinds of fault diagnosis tasks. Among these methods and techniques, deep learning [14] is a good choice for problem solving as it learns features through large amounts of data.

Deep learning architectures refer to neural networks with multiple hidden layers that learn hierarchical representations from raw data. With the increase in computing power and advanced network training techniques, deep learning was successfully applied in various fields. In machine fault diagnosis, deep architectures can automatically learn useful representations and identify certain failure modes from a large amount of sensor data [15–18]. In contrast to traditional fault diagnosis methods and manual diagnostics, deep learning does not require a priori knowledge to learn features hierarchically from input data and select the representation that best represents the working state of the machine by gradually adjusting the connection weights. There are many deep learning structures that have been achieved in the field of fault diagnosis. Ding [19] diagnosed spindle bearing faults by constructing wavelet packet energy distribution and deep ConvNet. Liang [20] used GANS and CNN to learn wavelet-extracted features to diagnose faults in rotating machinery. Shao [21] converted the original signal into a time–frequency field by wavelet transform and used deep migration learning to diagnose faults in motors, gearboxes and bearings. INCE et al. [22] used overlapping segmentation preprocessing methods to construct training and test samples of various fault states and then each training sample was divided into “time steps” at a certain scale and used as input for the established 1D convolutional neural network model. Then, each training sample was divided by a certain scale of “time step” and used as the input for the established 1D convolutional neural network model. Zhang et al. [23] proposed a deep convolutional neural network (WDCNN) with a wide first-layer kernel, which used the original vibration signal as input (data increments were used to generate more inputs) and used the wide kernel in the first convolutional layer to extract features and suppress high-frequency noise. The use of deep learning models for fault diagnosis in machinery and equipment is aimed at having a highly accurate and easy-to-use model to help companies better maintain their equipment. Lin [24] proposed an automatic fault diagnosis system combining VMD and ResNet101. The method unified the pre-analysis of motor fault signals, feature extraction and health state identification under one framework to achieve end-to-end intelligent fault diagnosis. Zhuo [25] established the mapping relationship between actual faults and image-intuitive features by symmetric point pattern (SDP) and scale invariant feature transform (SIFT) and then used the mapping relationship to build a dictionary to diagnose motor faults by matching points with the dictionary template generated from normal and abnormal motor signals. Shao [26] proposed a method to learn from multiple types of sensor signal for accurate induction motor fault identification. The current and vibration sensor signals were converted to time–frequency distribution (TFD) by wavelet transform and fed into a deep convolutional neural network to learn the features.

As in the above example, accurate motor fault diagnosis has been achieved by many scholars through deep learning and convolutional neural networks. However, the studies they have carried out focused on the accuracy of diagnosis, and the length of vibration sequences required for a single diagnosis are long. This leads to the system not being able to detect or perform correct treatment in time when a fault occurs in the motor during operation. Therefore, we designed a real-time motor fault diagnosis system which can improve the diagnosis speed and enable the system to detect faults in time while ensuring the accuracy of model fault diagnosis. In this paper, we propose a real-time motor fault diagnosis model based on TCN and attention. Causal convolution is used to ensure that all available information is used and that the neural network extracts features from only the preceding vibration information. Residual connections are used to prevent overfitting of the deep network. In addition, to improve the diagnostic accuracy of the network, attention is added to the inflated convolutional layer, allowing the network to focus on
the fault features through attention, enabling the network to diagnose better. At last, the experiments are tested using a publicly available motor dataset. The rest of the paper is organized as follows: Section 2 describes the principles of TCN and attention. Section 3 describes the proposed method, and Section 4 discusses the experimental results in the motor failure experimental platform. Section 5 gives the conclusion.

2. Materials

2.1. TCN

Traditional convolutional neural networks have powerful feature extraction capability. The time convolutional network (TCN) [27] is a new type of neural network improved from the 1D convolutional neural network. It not only retains the powerful feature extraction ability of traditional convolutional neural networks but is also well suited for processing time series.

For sequences $X^{T+1} = \{x_0, x_1, \ldots, x_T\}$, $Y^{T+1} = \{y_0, y_1, \ldots, y_T\}$, find a function $f: X^{T+1} \rightarrow Y^{T+1}$, making $y_t = f(x_1, x_2 \ldots x_t)$. The TCN fits this function.

The core of the TCN network comprises three areas: causal convolution, dilated convolution and residual connections. Each is explained as follows.

2.1.1. Dilated Convolution

Unlike traditional convolutional neural networks, causal convolution cannot use future data. For the value of a neuron at moment $t$, information can only be obtained from the data at or before moment $t$ of the neuron in the previous layer. For the input sequence $X = (x_1, x_2, \cdots, x_T)$, if the convolution kernel is $F = (f_1, f_2, \cdots, f_K)$, the output of the causal convolution is represented by Equation (1):

$$
(F^\top X)(x_t) = \sum_{k=1}^{K} f_k x_{t-K+k}
$$

(1)

Figure 1 shows the schematic diagram of causal convolution.

![Schematic diagram of causal convolution](image)

Figure 1. Schematic diagram of causal convolution.

In Figure 1, each point represents a neuron, and when a sequence signal is input sequentially from left to right, the neurons in the hidden and output layers are only computed using the current or previous sequence signal. Causal convolution extracts features only from the preceding vibration information and is used to provide real-time diagnosis, which allows the trained model to find fault features and make diagnosis faster. However, causal convolution leads to a smaller field of view of the network, and the network must be deepened if valid information is to be extracted from particular preceding signals. These shortcomings will be resolved in other structures.
2.1.2. Dilated Convolution

The dilation factor is introduced in dilated convolution. The dilated convolutional layers are not fully connected when linking neurons from the previous layer; only one out of every few upper layer neurons link to the next layer of neurons. For the input sequence \( X = (x_1, x_2, \cdots, x_T) \), if the convolution kernel is \( F = (f_1, f_2, \cdots, f_K) \), the output of the causal convolution is represented by Equation (2):

\[
(F_d^* X)(x_t) = \sum_{k=1}^{K} f_k x_{t-(K-k)d}
\]

where \( d \) is the dilation factor. Figure 2 shows the schematic diagram of dilated convolution.

As shown in Figure 2, the output of the inflated convolutional layer is intermittently linked to the upper layer neurons by a dilation factor. Unlike the small field of view of the traditional convolution kernel, the dilation factor makes the convolution field of view much larger. It is worth mentioning that, when \( d = 1 \), this convolutional layer is the traditional convolutional layer. When \( d \) takes a larger value, the field of view of the convolution layer is larger but more information is lost. In general, a larger value of \( d \) should not be taken at the lower convolutional layers to prevent the loss of valid information.

2.1.3. Residual Connection

Residual connections are used in ResNet, as proposed by Kaiming He et al. in 2015 [28]. So far, many researchers have demonstrated the need for their ability to prevent overfitting in deep networks. In TCN, the depth of the network increases with the introduction of causal and dilated convolution, which may lead to gradient disappearance or gradient explosion and degradation of the network performance. To solve this problem, residual connections are applied in the network. The input \( x \) of the model is weighted and fused into the output \( F(x) \) of the model to obtain the final output \( y \):

\[
y = Activation(x + F(x))
\]

where \( Activation() \) is the activation function.

2.2. Attention

When a fault occurs in a motor during operation, the fault source and other mechanical parts collide to produce high-frequency resonance attenuation vibration, which makes the vibration of different signal segments and locations not exactly the same value for fault diagnosis; some features can be used for accurate diagnosis of fault information, and some features have greater interference with the accuracy of fault diagnosis. To measure the
importance of these features, attention is used to obtain the weight coefficients of different features.

The attention mechanism [29] was proposed by Bengio’s team in 2014 and has been widely applied in various areas of deep learning in recent years. The attention mechanism is excellent in machine translation tasks. Squeeze-and-excitation networks (SENet) [30], proposed in 2018, apply the attention mechanism to CNN. The SE block first performs squeeze on the feature map obtained by convolution to obtain the global features at channel level and then performs excitation on the global features to learn the relationship between each channel and also obtain the weights of different channels and, finally, multiplies the original feature map to get the final features. Essentially, the SE block performs the attention or the gating on the channel dimension. This attention mechanism allows the model to pay more attention to the most informative channel features and suppress unimportant channel features. Another point is that the SE block is generic, which means that it can be embedded into existing network architectures.

As shown in Figure 3, the SE block includes two main operations: squeeze and excitation. Squeeze is the compression of the \(H \times W \times C\) dimensional feature map into a \(1 \times 1 \times C\) vector by a global averaging pooling operation along the direction of the feature channels, where the two-dimensional feature map of each channel is squeezed into a channel feature response value with a global perceptual field. The output after squeeze is obtained by Equation (4):

\[
z_c = \frac{1}{HW} \sum_{v=1}^{H} \sum_{w=1}^{W} u_c(v, w) \tag{4}\]

where \(u_c(v, w)\) denotes the two-dimensional matrix of the current channel. \(z_c\) denotes the output after squeeze in the channel \(c\).

![Figure 3. Schematic of SE block.](image)

Excitation uses two fully connected layers and an activation function to parameterize the gating. The fully connected layer is used to better fuse the full input feature information, while the activation function is used to map the input features to normalized weights between 0 and 1. The output is given by Equation (5):

\[
s_c = \sigma(W_2 \delta(W_1 z_c)) \tag{5}\]

where \(\sigma\) is the sigmoid function; \(\delta\) is the ReLU activation function; \(W_1\) and \(W_2\) are the weights of the two fully connected layers; and \(s_c\) is the output after the excitation.

Finally, the channel weights output above are weighted to the original features using multiplication, thus, achieving a reassignment of the original features in the channel dimension. The squeeze and excitation modules extract the relevant information through different channels, allowing the model to notice the features of higher relevance.

We introduced squeeze and excitation modules into the TCN. After the original vibration signal was convolved causally, squeeze and excitation were added to the expanded convolution layer, and different vibration features were treated as different channels. Reas-
signing weights to the nodes of the inflated convolution layer made the network increase its attention to the fault features. The structure of the SE block is shown in Figure 4.

![SE block in TCN](image)

**Figure 4.** SE block in TCN.

C is the number of feature maps in each batch; W is the length of the output of a single signal through the dilated convolution layer. By global averaging pooling, this batch was squeezed into a $W \times 1 \times 1$ tensor. To reduce the parameters, the size was compressed $r$ in the next layer of the ReLU-activated full convolutional layer. Then, another layer of sigmoid-activated full convolutional layer was passed. The output tensor of size $W \times 1 \times 1$ was the attention weight of the input sequence. Finally, each input was scaled with attentional weights to obtain the output of the SE block.

### 3. Proposed Method

Considering the previous deep learning structures, we propose a TCN model that incorporates an attention mechanism. The whole system structure is shown in Figure 5.

The vibration signal is measured and transmitted by an in-line sensor while the motor is running. The raw vibration signals are fed into a neural network for training and learning fault characteristics. Finally, the trained neural network is used to monitor the operation of the motor online and to diagnose the type of fault in time for the decision-making system to make the right decision when a fault occurs.

As the core part of the system, the network is our proposed TCN that incorporates attention. The input one-dimensional vibration signal sequence is first extracted with features by a conventional convolutional layer. Then, an expanded convolutional layer is used to expand the field of view and down sample. Next, the attention weights of the expanded convolutional layer are changed by SE block and linked to the following expanded convolutional layer by residuals. Finally, an output value is obtained by the full convolution layer to determine what state the motor is running in at the current time. It is worth noting that, in order to obtain the current motor operation as soon as possible, all the convolutional layers in the network are causally convolved to ensure that only the previous vibration signal is used to determine the fault condition.
The TCN has fewer parameters compared to regular convolutional networks and is able to extract features from shorter signals. Additionally, the attention weights obtained by the SE block allow the network to pay attention to useful information in the feature map. The SE block’s addition tends to give the network higher accuracy.

4. Experiments and Discussion

4.1. Machinery Fault Database

This database is composed of 1951 multivariate time series acquired by sensors on a Spectra Quest’s Machinery Fault Simulator (MFS) Alignment-Balance-Vibration (ABVT) at http://www02.smt.ufrj.br/~offshore/mfs/ (Data updated on Wednesday, 16 June 2021). Motor parameters are as follows: frequency range, 700–3600 rpm; system weight, 22 kg; axis diameter, 16 mm; axis length, 520 mm; rotor, 15.24 cm; bearings distance, 390 mm; number of balls, 8; ball diameter, 0.7145 cm; cage diameter, 2.8519 cm. The 1951 comprises six different simulated states: normal function, imbalance fault, horizontal and vertical misalignment faults and inner and outer bearing faults. Each sequence was generated at a 50 kHz sampling rate during 5 s, totaling 250,000 samples. These sequences were measured at different loads and speeds, and the fault settings are described in detail below:

1. Normal sequences: there were 49 sequences without any fault, each with a fixed rotation speed within the range of 737 rpm to 3686 rpm with steps of approximately 60 rpm;
2. Imbalance faults: there were 333 sequences with load values within the range of 6 g to 35 g. There were roughly 49 sequences in each load value;
3. Horizontal parallel misalignment: There were 197 sequences obtained by shifting the motor shaft horizontally by 0.5 mm, 1.0 mm, 1.5 mm and 2.0 mm;
4. Vertical parallel misalignment: there were 301 sequences obtained by shifting the motor shaft horizontally by 0.51 mm, 0.63 mm, 1.27 mm, 1.40 mm, 17.8 mm and 1.90 mm;
5. Underhang bearing faults: the dataset mounted the three faulty bearings (outer track, rolling elements and inner track) between the rotor and the motor (overhanging position). Because bearing failure is practically undetectable when there is no imbalance,
three masses of 6 g, 20 g and 35 g were added to induce a detectable effect, with different rotation frequencies, as before. There were roughly 185 sequences in each type of failure;

6. Overhang bearing faults: the same faulty bearing as above was mounted between the rotor and the motor (underhang position). There were roughly 188 sequences in each type of failure.

To test the various performances of the network, we obtained new datasets by filtering the information of the above vibration sequences. We obtained four datasets and the data are shown in the Table 1.

| Dataset | Normal | Imbalance fault | Horizontal parallel misalignment | Vertical parallel misalignment | Underhang bearing faults | Overhang bearing faults |
|---------|--------|-----------------|-------------------------------|------------------------------|--------------------------|-------------------------|
| A (18)  | 49     | 97              | 50                            | 101                          | 188                      | 188                     |
| B (6)   | 49     | 97              | 49                            | 100                          | 184                      | 188                     |
| C (6)   | 49     | 94              | 49                            | 100                          | 186                      | 137                     |
| D (6)   | 49     | -               | 45                            | -                            | 45                       | -                       |

Dataset A had the most comprehensive classification of fault types and locations with 18 categories. Dataset B differed only in fault type, with six categories. Dataset C was filtered to find the most distinctive type of fault characteristic in each fault type. Since each sequence of the raw data was generated at a sampling rate of 50 kHz, we wished to study the fault feature extraction with lower sampling frequency. We obtained the dataset D by undersampling the sequence of 50 kHz to 10 kHz.

4.2. Experiment #1: Network Diagnostic Accuracy

We divided the dataset into a training set and a test set, and they were inputted into the proposed network trained in the first experiment. Due to the large variation in the number of samples for each label in the dataset, in order to avoid the problems caused by unbalanced data, we chose to randomly undersample the data to ensure the same number of samples for each epoch. In addition, each vibration sequence sample contained 250,000 data (the sample of sequences in dataset D contained 5000 data). Obviously, this sequence was too long to be entered by the network in its entirety. Therefore, we set a parameter s to let the neural network randomly extract a continuous sequence of length s from the pair each time a sample was input. The motor speed was 700 rpm to 3800 rpm when taking the dataset. The value of s should contain at least one revolution of the vibration signal of the motor; so, s was taken as 150.

We trained the four datasets in TCN, Attention–TCN and 1DCNN several times. The average accuracy of the network on the test sets is shown in Figure 6.
From the figure, we can see that the proposed Attention–TCN had higher accuracy compared to the other two on the four datasets. The accuracy of TCN was higher than CNN on dataset A, but, on datasets B and C, the accuracy of TCN was lower than CNN. This was expected because, in datasets B and C, the faults differed significantly, and the CNN was able to extract enough fault features and identify them.

It is also interesting to note that there was a large variance in the accuracy of the network when training dataset D. The accuracy of a single test even differed from the average by 5.2%. We believe that this phenomenon was caused by data loss when undersampling some vibration sequence samples. Therefore, we do not analyze the incorrect diagnosis of dataset D for the remainder of this experiment.

To further investigate the error diagnosis of the network, we plotted the confusion matrix of the network when testing datasets A, B and C, as shown in Figure 7.

The 'IF' in the figure is equal to the ‘imbalance fault’. ‘NO’ is equal to the ‘normal’. ‘HP’ is equal to the ‘horizontal parallel misalignment’. ‘VP’ is equal to the ‘vertical parallel misalignment’. ‘UB’ is equal to the ‘underhang bearing faults’. ‘OB’ is equal to the ‘overhang bearing faults’. Each test sample was a randomly extracted vibration sequence from an untrained sequence.

In the confusion matrix, we found that the faultless samples could be judged correctly. The proposed network could correctly diagnose the type of fault. However, it could not
diagnose the specific fault occurrence location well. In the test results of dataset A, the misjudged fault diagnosis essentially made the correct determination of the fault type. Additionally, from the diagnosis results, the bearing failure was more easily misdiagnosed. This is because, with a balanced mass, the signal of a bearing failure was difficult for the sensors mounted on the motor to pick up. In dataset C, we kept only the vibration sequences of bearing failures at the highest weighting. Therefore, the correct bearing fault diagnosis was made in dataset C.

Table 2 shows the accuracy of other deep learning models for motor fault diagnosis.

| Model                          | Accuracy |
|--------------------------------|----------|
| TFD-DCNN (multi-signal) [26]   | 99.83%   |
| VMD-ResNet101 [24]             | 94.00%   |
| CDFL [31]                      | 99.36%   |
| SAE [32]                       | 97.61%   |
| DBN [33]                       | 95.33%   |
| SIFT [25]                      | 95.16%   |
| TCN                            | 94.60%   |
| Attention–TCN                  | 97.00%   |

The accuracy of the proposed model surpassed the past work of a subset of researchers. The model in this paper was not the best compared with other excellent models. However, longer samples were used in the diagnostic process in others. For example, TFD-DCNN (multi-signal) used multiple signals, and the length of a single sample sequence was 1024. The sample length of Attention–TCN was only 150 to achieve such accuracy. This is of great significance in the task of real-time diagnosis of motor faults.

4.3. Experiment #2: Fault Diagnosis of Short-Sequence Vibration Signals

In addition to having diagnostic accuracy, we wanted the system to be able to alert us more quickly when a motor runs into trouble. So, we studied a trained network to get the correct diagnosis through the shortest possible vibration signal.

In this experiment, we observed the accuracy performance of different networks in the test set by changing the value of length of a single sample sequence for the input network $s$. We set $s = 25, 50, 75, 100, 125, 150, 200$ and then input datasets A and B into the three networks to train and test them several times. The experimental results are shown in Figure 8.

![Figure 8](image-url) - The test accuracy of the network for different $s$ values.
We found that, when the length of a single vibration signal sample sequence was short, it led to difficulty in extracting fault features for certain sequences. Only when the length of the sample sequence was greater than 125 could we ensure that the fault features of the original vibration signal could be extracted completely. When the length of the vibration sequence was below 75, the entire network performance degraded rapidly. However, the feature extraction ability of TCN was higher compared to CNN in the case of low sequence length. Although Attention–TCN worked better than CNN for all sequence lengths, it had lower accuracy than TCN at low sequence lengths. This also shows that, for vibration sensors of motor operation, TCN needed fewer vibration signals to make a fault diagnosis. This is significant for the real-time failure diagnosis of the motor.

4.4. Experiment #3: Real-Time Motor Fault Diagnosis System

The datasets used in the previous simulation tests were set in a strict environment which does not match the actual operating environment of the motor. Therefore, we hoped to experimentally verify the performance of the proposed network in a real motor real-time diagnosis system. Figure 9 shows the motor platform built.

![Failue diagnosis experiment platform](image)

Figure 9. Failure diagnosis experiment platform.

We used a special motor for the test, and the vibration sensor was mounted on top of the motor housing to collect the vibration signal in the radial direction of the motor. The vibration sensor had an acquisition frequency of 10 kHz and was connected to the computer through a microcontroller. The coupling was equipped with a speed sensor to know the real-time speed of the motor. We set two kinds of fault on the motor: imbalance faults and bearing faults. We saved and stored the trained neural network and its weights in the computer. The vibration sensor acquisition data were sent to the computer via microcontroller communication, and we set the sequence length $s$. Whenever the computer accepted a vibration sequence of length $s$, the sequence was fed into a neural network to calculate and obtain a diagnosis.

We used this platform to collect and store experimental data for the fine-tuning or training of the network model. We kept the speed at 1000/2000/3000 rpm under the same load and collected data when the speed was stable. The duration of each sequence was 10 s, and the acquisition frequency was 10 kHz. One sequence was obtained for each speed for each fault type. The data from the experimental platform were organized into dataset E. The type and data number of each sequence in dataset E are shown in the Table 3.
Table 3. The categories and sequence length of the dataset E.

| Categories          | Dataset E 1000 rpm | Dataset E 2000 rpm | Dataset E 3000 rpm |
|---------------------|--------------------|--------------------|--------------------|
| Normal              | 100,000            | 100,000            | 100,000            |
| Imbalance Fault     | 100,000            | 100,000            | 100,000            |
| Bearing Faults      | 100,000            | 100,000            | 100,000            |

We used dataset D to pre-train the neural network and then freeze the previous layers. The last layer, the fully connected layer, was fine-tuned with the dataset E. We set $s = 25, 50, 75, 100, 125, 150$ for the test experiment, and the experimental results are shown in Figure 10.

![Figure 10](image-url)  

**Figure 10.** Accuracy of three network migration learning tests.

From the results, we can see that the accuracy of the network in this case was abysmal. For any sequence length, the fault diagnosis accuracy did not even exceed 80%, and this was just a three-category dataset. This is obviously not ideal as a neural network model for real-time motor fault diagnosis. Bai [27] pointed out in his paper that TCN has no advantage in migration learning due to its insufficient receptive field. Therefore, we decided to train the neural network only through the dataset E. The results of the experiment are shown in the Figure 11.

As we expected, the accuracy of the diagnosis became high again when the network abandoned migration learning and was trained entirely by dataset E. The proposed network had higher accuracy than CNN in dealing with short sequences. The Attention–TCN and TCN networks already reached 90% accuracy at sequence lengths of 25–50, yet CNN reached the same diagnostic accuracy only at sequence lengths of 50–75. This indicates that TCN networks are good at extracting features in shorter sequences and are also more suitable for real-time motor fault diagnosis.

In addition, we also found that the accuracy of TCN decreased with the growth of sequence length. This showed the same trend in Experiment #2, but the decline was not significant in Experiment #2. We believe that the feeling field of TCN is still not large enough that it causes information loss when processing more information. The TCN with the introduction of the attention mechanism showed no decrease in accuracy. The presence of the attention mechanism allowed TCN to notice the information that is easily ignored at first when faced with long sequences.
Figure 11. The accuracy of the three networks in dataset E.

5. Conclusions

We compared the proposed Attention–TCN with TCN and CNN in various datasets, including public datasets and motor experimental platforms. The following conclusions were obtained:

1. Attention allows the TCN to be more accurate in motor fault diagnosis tasks and helps the TCN to extract the correct fault features in longer sequences;
2. The proposed Attention–TCN can find useful fault information in a shorter vibration sequence and make a correct judgment. This illustrates that Attention–TCN is better than other network models in real-time motor fault diagnosis;
3. The migration learning capability of TCN is weak, and even migration under the same fault type can cause a significant decrease in accuracy.

It is worth noting our satisfaction with the excellent performance of the proposed model. However, the real-time fault diagnosis of motors needs to be further studied. Our proposed TCN model, although more suitable than other models, must be used to ensure that the input vibration sequence is of fixed size. Although faster diagnosis is possible with TCN, it is not strictly in “real time”. In our next study, we hope to find a method, such as RNN, which can obtain the correct diagnosis by inputting a signal sequence of arbitrary length. Additionally, we wish to give the model a stronger migration learning capability, which means that all motors, or at least the same types of motor, can use the system directly, instead of having to go through the time-consuming and laborious task of setting up faults and training the model.
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