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The click-through rate (CTR) prediction task is used to estimate the probabilities of users clicking on recommended items, which are extremely important in recommender systems. Recently, the deep factorization machine (DeepFM) algorithm was proposed. The DeepFM algorithm incorporates a factorization machine (FM) to learn not only low-order features but also the interactions of higher-order features. However, DeepFM lacks user diversity representations and does not consider the text. In view of this, we propose a text-attention FM (TAFM) based on the DeepFM algorithm. First, the attention mechanism in the TAFM algorithm is used to address the diverse representations of users and goods and to mine the features that are most interesting to users. Second, the TAFM model can fully learn text features through its text component, text attention component, and N-gram text feature extraction component, which can fully explore potential user preferences and the diversity among user interests. In addition, the convolutional autoencoder in the TAFM can learn some higher-level features, and the higher-order feature mining process is more comprehensive. On the public dataset, the better performing models in the existing models are deep cross network (DCN), DeepFM, and product-based neural network (PNN), respectively, and the AUC score metrics of these models hover between 0.698 and 0.699. The AUC score of our design model is 0.730, which is at least 3% higher than that of the existing models. The accuracy metric of our model is at least 0.1 percentage points higher than that of existing models.

1. Introduction

Currently, the amount of information on the Internet is exploding [1], and it is becoming increasingly expensive for people to find information of interest. Recommendation systems can effectively alleviate the problem of information overload [2], and it is generally divided into two phases: recall and ranking. The ranking phases often need to be converted into a task of predicting the click-through rates (CTRs) of items.

The CTR prediction task, predicts the probability of a user clicking on a recommended item. Feature engineering and the automation of feature combinations are the main advancement directions of CTR prediction technology. Traditional support vector machines (SVMs) [3], Bayesian models [4], and logistic regression models [5] perform well in data-rich scenarios but require manual feature engineering and feature combination. Zhang et al. [6] and Xu et al. [7] used factorization machine models (FMMs) to automatically fit the interactions between features. This type of model is a matrix decomposition-based machine learning algorithm proposed by Rendle [8]; it combines the advantages of SVMs and factorization models in terms of linear complexity and generalizability. Then, it combines the integration ideas of bagging and boosting to conduct integrated learning for dealing with high-dimensional sparse problems, but a model based on an FM cannot learn deep feature interactions. Yu et al. [9] proposed utilizing the deep factorization machine (DeepFM) model to achieve personalized social ad recommendations. Wu et al. [10] proposed utilizing the deep cross network (DCN) model to better classify products in financial product malls. All these
models have achieved good results in the recommendation field, but they cannot access the diversity of user interests at a deeper level.

Therefore, this paper proposes the text-attention FM (TAFM) algorithm, which can solve the problem of user interest diversity and fully exploit higher-order feature interactions by mining text features, designing attention mechanisms, and employing convolutional self-encoders. The specific contributions are as follows:

1. The TAFM model mines text features in a deep neural network (DNN) part. We design a DNN layer and an intent mining layer to form a deep layer. The intent mining layer includes a text component, a text attention component, and an N-gram text feature extraction component. The text component performs text feature extraction, and the long short-term memory (LSTM) [11] contained in this component solves the long-time dependence of text. Compared with RNN, LSTM effectively prevents gradient explosion and gradient dispersion problems via the introduction of gating units. The text attention component is used to mine the key information in the input text. This component is designed with bidirectional LSTM (BiLSTM)-Attention to extracting key information from the given text, and it uses this BiLSTM and attention mechanism to capture the most important semantic information contained in the sentences [12]. The attention mechanism automatically focuses on the words that have decisive impacts on the classification process and captures the most important semantic information in the sentences without utilizing additional knowledge and natural language processing (NLP) systems. The N-gram text feature extraction component is used to mine the N-gram features [13] in the text by designing CNN [14] that forms one-dimensional convolution representations. Multiple components can further mine the invisible textual intent features from the user's comment data.

2. In the embedding part of traditional deep learning prediction models, only simply designed embeddings layers are used for the features; they transform high-dimensional sparse features into low-dimensional dense features as model inputs. However, directly passing high-dimensional data into an embedding layer leads to excess parameters, impacting the effectiveness of the model. In this paper, we adopt the format of an FM based on domain knowledge and introduce the concept of fields. Second, in the embedding layer, this paper also designs a convolutional self-encoder, which can retain more information in the high-dimensional space and can tap into the high-dimensional implicit relationships between features. In addition, the embedding layer is designed with a multiheaded attention mechanism, which can mine the features that are most interesting to users during the model learning process and assign greater weights to these features to achieve interest diversification.

3. When conducting experiments on the public Zhihu dataset, the proposed model achieves satisfactory results in terms of accuracy and achieves an area under the curve (AUC) metric [15], that is, 3 percentage points higher than those of the existing models.

The remaining part of the article is organized as follows: In the second part, we present the research progress regarding the CTR prediction problem and analyze the advantages and shortcomings of the existing algorithms in detail. In the third part, we discuss some principles of the TAFM model in detail and introduce the algorithm implementation process. In the fourth part, we design experiments to compare and analyze the model proposed in this paper with the existing models. In the fifth part, we discuss the experimental results, draw conclusions, and provide an outlook on our future work.

2. Related Work

As mentioned earlier, previous works have produced acceptable results. Logistic regression and FMs, which are characterized by simplicity, speed, and low resource consumption, have been used in recommender systems for many years; however, these linear models lack complex interactions between features and have difficulty handling sparse features with high dimensionality. With deep learning making a splash in NLP and image processing, some recent works have also applied deep learning to CTR prediction tasks. The following section summarizes and discusses related work in terms of three aspects: deep learning, feature interaction, and attention mechanisms.

2.1. Deep Learning in CTR Prediction. As the volume of data increases, the business of CTR prediction is gradually becomes complex, machine learning models such as logistic regression cannot handle large-scale sparse matrices, and nonlinear models such as deep learning and neural networks models gradually become mainstream.

Li et al. [16] proposed a gated recurrent unit (GRU) model based on GRU neural networks to predict advertising CTRs, and by optimizing the improved step control method used by GRU neural networks, the model could reach the optimal point better and faster with fewer iterations. Jiang et al. [17] proposed a feature-based DNN (FDNN) model based on a fuzzy restricted Boltzmann machine (FRBM) and a Gaussian–Bernoulli restricted Boltzmann machine (GBRBM). The FRBM and GBRBM, which automatically extract the hidden explanatory information from the original dataset, amplify the long-tailed important information and weaken the irrelevant information; thus, the prediction result of the FDNN is better than that of the LR model by 3.25%.
However, when applied to the CTR prediction task, a simple deep learning model does not consider the interactions of lower-order features and therefore, it cannot yield diverse feature interaction methods and does not tap into the diversity of user interests.

2.2. Feature Interaction in CTR Prediction. In addition to simply designing deep learning models for CTR prediction, more works have focused on the way in which features are crossed. To improve the feature interaction capability of a model and reduce its labor cost, the model structure is often used to automate the feature interaction process.

An FM [18] can map high-dimensional features to low-dimensional features and perform feature interaction via the inner product of low-dimensional feature vectors. A field-aware FM (FFM) [19] adds the concept of domain feature interaction to the FM feature interaction mechanism to further enhance the depth of feature interaction. A neural FM (NFm) [20] replaces the original FM algorithm with a biinteraction pooling layer by crossing feature vectors for feature intersection. Additionally, a DNN is added to modify the algorithm according to the relationships between the higher-order crossovers of features. An operation-aware neural network (ONN) [21] adds a second-order implicit crossover layer between its DNN and embedding layers to improve the resulting model. To reflect the weights of different feature crossovers, an attentional FM (AFM) [22] incorporates an attention mechanism to give different weights to the impacts of feature crossovers on CTR prediction and automatically learns such weights. An interaction-aware FM (IFM) [23] produces an improved model by incorporating both the output of the embedding layer and the original input into an implicit crossover operation; methods such as the adaptive factorization network (AFN) [24] yield improved models by adding a whole weight model on top of the original model. Other approaches further improve the ability of models to predict CTRs by modeling DNNs and FM in parallel; examples include DeepFM and wide and deep [25], which use the output of the embedding layer directly as the input of the FM and DNN. Some methods also extend FM feature crossover through the idea of deep learning, e.g., the deep and cross model [26], which was a follow-up to the wide and deep model; the associated paper proposed the DCN, which replaces the wide part with a cross implemented by a special network structure to automatically construct finite higher-order cross features and learn the corresponding weights. xDeepFM [27] utilizes a CIN network based on deep and cross with reference to the computation processes of convolutional neural networks (CNNs) and RNNs, adding pooling summation operations at each layer to improve the crossover network of deep and cross.

However, these models do not handle the embedding layer in a deep manner and do not consider multimodal features. For example, in CTR prediction realistic scenes may contain some important textual information.

2.3. Attention Mechanisms of CTR Prediction Models. With the great success of attention mechanisms in the field of NLP, the introduction of attention mechanisms to CTR prediction models has become a hot research topic.

As mentioned earlier, an AFM incorporates an attention mechanism into the improved FM model. AutoInt [28] replaces the original attention layer with a multi-headed self-attention layer based on the AFM; the deep interest evolution network (DIEN) [29] and deep interest network (DIN) [30] replace the embedding layer with self-attention and multi-headed self-attention mechanism layers for model learning, respectively, and these two schemes have achieved good results in some complex scenarios with data clutter. The convolutional FM (CFM) [31] utilizes a self-attention mechanism to pool the output of the embedding layer and then uses a CNN to learn the relationships between features.

Similarly, these models do not consider multimodal user features, and they do not mine customer intent deeply enough. In summary, when designing a CTR prediction algorithm, not only should the solution to the feature sparsity problem be considered, but the low-order feature interactions and high-order feature interactions should also be considered. In addition, the mining of multimodal features also needs to be comprehensively considered. This is conducive to the accurate understanding of users’ intentions and the mining of the user interest diversity.

3. Method

In this section, we present the proposed TAFM in detail. The model aims to combine an attention mechanism and text understanding to achieve improved CTR prediction performance (see Figure 1). The TAFM in its entirety consists of a deep layer, an FM layer, an attention layer, and an autoencoder layer. The four model layers exist in a side-by-side manner, and the final output layer is a combination of the outputs of the four model layers. The deep layer consists of a DNN layer and an intent mining layer, which are used to process text data. These text data can include user comments or recommended text.

When user attribute data and text data are obtained, the user attribute data and items (which can be commodity attributes) are mapped to a common space. Notably, these user attribute data and item attribute data may be continuous or noncontinuous. Continuous data can be converted into categorical data by preprocessing. After performing data preprocessing, we design the attention layer and autoencoder layer to extract the high-dimensional features of the data and mine the associations between the features. The attention layer and autoencoder layer are connected in parallel with the deep layer and FM layer, which can reduce the model inference time. As mentioned earlier, textual data play a pivotal role in recommendation systems. Therefore, in the deep layer, we design a DNN layer and an intent mining layer. The inputs of the DNN layer include items such as user attributes and product attributes, and the inputs of the intent mining layer are text data.
As shown in Figure 1, the FM layer, attention layer, autoencoder layer, and deep layer of the TAFM model share the embedding layer. The prediction result of the model can be written as in Equation (1):

$$\hat{y}_{TAFM} = (y_{FM} + y_{Attention} + y_{AutoEncoder} + y_{Deep}).$$

(1)

where $\hat{y}_{TAFM}$ denotes the final prediction result of the TAFM model, $y_{FM}$ denotes the calculation result of the FM layer, $y_{Attention}$ denotes the prediction result of the attention layer, $y_{AutoEncoder}$ denotes the calculation result of the autoencoder layer, and $y_{Deep}$ denotes the calculation result of the deep layer.

### 3.1. Feature Embedding

The purpose of a recommendation system is to recommend items of interest to users, so it is necessary to model the attributes of users and items. The representations of user and item attributes directly affect the quality of the output recommendation results, so it is necessary to efficiently represent user interests and item attributes.

One-hot coding involves the representation of a categorical variable as a binary vector. A binary vector possesses only one activation point. In such a vector, only one feature value is not 0 (all others are 0). For example, a feature called “gender” has only two features, “male” and “female”; the feature value of “male” is coded as “10,” and the feature value of “female” is coded as “01.” The attributes of a user can be “gender = female, height = 160, age = 17,” where “gender” is a categorical feature and “age” and “height” are continuous features (see Figure 2).

Since a recommendation system has a large number of attributes, the feature dimensionality is high and sparse after one-hot encoding, so the embedding layer needs to map the high-dimensional sparse features into dense features from the input layer to the embedding layer (as shown in Figure 3). From Figure 3, the number of domain categories in the original dataset is $N$, and each domain $a$ ($1 \leq a \leq n$) is represented as a low-dimensional vector $e_a \in \mathbb{R}^1 \times k$ after passing through the embedding layer, where $k$ is the embedding dimensionality. The connection weight between the input layer and the embedding layer is $V_{ij}$, indicating that the $i$-th feature is in the $j$-th dimension of the hidden vector after embedding. Therefore, the original feature input is converted into an embedding matrix $E = (e_1^T, e_2^T, e_3^T, \ldots, e_n^T)^T$, where $E \in \mathbb{R}^{n \times k}$.

Features are generally classified into continuous features (also called numeric features) and categorical features (also called discontinuous features). We preprocess continuous-
type features before inputting them into the embedding layer, as shown in Equation (2).

\[
V_{\text{continuous}} = \begin{cases} 
V_{\text{input}} - 2, & \text{if } V_{\text{input}} \leq 2, \\
\log^2(V_{\text{input}}), & \text{if } V_{\text{input}} > 2, 
\end{cases}
\]

(2)

where \( V_{\text{input}} \) denotes an original numerical feature and \( V_{\text{continuous}} \) denotes a preprocessed continuous feature. The purpose of doing this is to narrow down the original continuous-type features to a suitable range in which the continuous-type features are not too sparse.

3.2. FM Layer. One of the problems faced by recommendation systems is data sparsity, which can lead to poor training for algorithmic models, which in turn affects the final results of these recommendation systems. An FM model is based on linear regression and the introduction of a feature interaction term; the expression of an FM is shown in Equation (3):

\[
y_{FM} = w_0 + \sum_{i=1}^{n} w_{ij} x_i + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} w_{ij} x_i x_j.
\]  

(3)

where \( w_0 \) denotes the constant bias and \( n \) denotes the number of features in the given sample.

In a case with sparse data, it is highly probable that \( x_i \) or \( x_j \) is 0, so it is difficult to train to obtain \( w_{ij} \). An auxiliary vector \( v_i = (v_{i1}, v_{i2}, \ldots, v_{ik}) \) is introduced to represent the feature \( x_i \), as shown in Equation (4).

\[
V = \begin{pmatrix}
v_{i1} & v_{i2} & \cdots & v_{ik} \\
v_{j1} & v_{j2} & \cdots & v_{jk} \\
\vdots & \vdots & \ddots & \vdots \\
v_{n1} & v_{n2} & \cdots & v_{nk}
\end{pmatrix} = \begin{pmatrix}
v_1 \\
v_2 \\
\vdots \\
v_n
\end{pmatrix}.
\]

(4)

We solve for \( w_{ij} \) with \( v_i \cdot v_j \), as expressed in Equation (5):

\[
\hat{W} = VV^T = \begin{pmatrix}
v_1 \\
v_2 \\
\vdots \\
v_n
\end{pmatrix} \begin{pmatrix}
v_1^T \\
v_2^T \\
\vdots \\
v_n^T
\end{pmatrix}.
\]

(5)

Therefore, The FM is calculated as shown in Equation (6). The specific calculation procedure is described in the literature [8]:

\[
y_{FM} = \text{bias} + \langle \text{bias}_i, x_i \rangle + \sum_{j=1}^{d} \sum_{j'=1}^{d} \langle e_{i,j}, e_{j',j} \rangle x_i \cdot x_j.
\]

(6)

where \( \text{bias}_i \in \mathbb{R}^d, e \in \mathbb{R}^k \) (d is the number of features and e is the vector dimension); \( \langle \text{bias}_i, x_i \rangle \) denotes the first-order importance between features. \( \langle e_{i,j}, e_{j',j} \rangle \) is the second order between feature interactions, where the vector feature \( e \) of each feature is implemented through the embedding layer.

3.3. Attention Layer. The TAFM is an improvement over the DeepFM model, which uses average pooling to obtain a consistent and nondiverse representation of user interests. To solve the problems of DeepFM, the TAFM introduces a multiheaded attention mechanism after embedding the user behavior list. With the introduction of the multihead attention mechanism, the model can specify the content that the global context should focus on and then provide more attention resources for this content. Each head in the multihead attention mechanism is computed in exactly the same way but with different parameters, thus enabling content representation from multiple subspaces. This feature allows the recommender system to learn more useful information. The basis of the multihead attention mechanism is its scaling point attention mechanism, and the structure of this mechanism is shown in Figure 4.

The input of the scaling point attention mechanism [8] is composed of \( Q, K, \) and \( V \). The scaled dot-product attention mechanism first computes the dot product of \( Q \) and \( K \). After that, a scaling layer is added to suppress the growth rate of the result. The final output is shown in Equation (8):

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V.
\]

(7)

where \( d_k \) is the dimension of the key. When \( d_k \) is large, the dot product result will become very discrete, so the dot product result is normalized by dividing it by \( \sqrt{d_k} \). In the
abovementioned equation, \( Q \) is the query matrix (multiple query vectors put together in the form of a matrix), \( K \), and \( V \) are the keys and values represented by the matrix, respectively.

The multiheaded attention mechanism [32] operates by performing \( h \) different linear mappings of \( Q \), \( K \), and \( V \) and scaling dot-product attention calculations on the \( h \) different mapping results in parallel. The results of the scaled dot-product attention process are then stitched and fed into the linear mapping layer (see Figure 5).

The output of the multihead attention mechanism is as shown in Equation (9):

\[
y_{\text{Attention}} = \text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W_O, \tag{8}
\]

\[
\text{head}_i = \text{Attention}(QW_{i}^{O}, KW_{i}^{K}, VW_{i}^{V}).
\]

where we assume that the vector dimensions of keys (i.e., queries) and values are \( d_k \) and \( d_v \), respectively. Then \( W_i^{O}, W_i^{K}, W_i^{V}, W_O \) are linear transformation parameters in the abovementioned equation; \( i = 1, 2, \ldots, n \). \( h \) is the "head number" of multihead attention, the number of "heads" (\( h = 8 \) in the model).

3.4. Autoencoder Layer. After the previous discussion, it is clear that an important factor affecting the recommendation system is the features extracted by the model. A traditional linear model only considers independent individual features, while the FM algorithm considers the interactions of second-order features. To retain more information in the high-dimensional space and further tap into the high-dimensional implicit relationships between features, it is necessary to further improve the existing recommendation algorithm at the feature extraction level.

3.5. Deep Layer. In addition to static attributes, such as user characteristics and item characteristics, textual information is also an important factor that affects a recommendation system.

To fully exploit the implicit information contained in the given text, we embed the text attributes into the deep layer of the TAFM. First, we design a DNN layer for item feature extraction. Second, to deeply mine the semantic information of the input text sequences, we design an intent mining layer. The text component in the intent mining layer can capture the sequence information and semantic information in the text, and the text attention component in the intent mining layer can capture the most important words and semantic information in the sentences without using additional knowledge or an NLP system. In addition, the N-gram text feature extraction component in the intent mining layer obtains an N-gram feature representation of the input sentence via one-dimensional convolution.

In summary, the DNN layer in the deep layer extracts static user attribute features. The text information is extracted by the text component, the text attention component, and the N-gram text feature extraction component in the deep layer. Finally, the vectors output by the DNN layer and the intent mining layer are stitched together to form the output of the deep layer (see Figure 7). In the figure, “static” refers to static attributes, such as the user’s age, height, and other attributes. “Text” refers to the text attributes. Text attributes are dynamic attributes in the recommendation system. The diversity of text is also the source of the diversity of user interests. We recommend different texts to the same user to tap into the different interests of this user. The following section introduces the designed components.

3.5.1. DNN Component. This component consists of three linear layers and three activation function layers arranged in a sequential crossover. The activation function uses the rectified linear unit (ReLU) function in Equation (10):

\[
f_{\text{RELU}} = \max(0, x). \tag{9}
\]
3.5.2. Text Component. An RNN can effectively solve sequence problems. In the past few years, RNNs have achieved great success in speech recognition, language modeling, text translation, and other tasks, but an RNN has the problems of gradient explosion and gradient disappearance due to the presence of continuous cyclic input information. The text component LSTM [34] introduces a gating unit, which can solve the above-mentioned problems faced by RNNs (see Figure 8). The mathematical expression of the text component LSTM is shown in Equation (11):

\[
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f), \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i), \\
    \tilde{C}_t &= \tanh(W_C \cdot [h_{t-1}, x_t] + b_C), \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t, \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o), \\
    h_t &= o_t \cdot \tanh(C_t).
\end{align*}
\]

(10)

where \( x_t \) represents the current input value, \( h_t \) represents the output of the current hidden layer, and \( h_{t-1} \) represents the output of the hidden layer at the previous moment. \( C_t \) represents the memory cell in the current hidden layer, \( C_{t-1} \) represents the memory cell in the hidden layer at the previous moment and \( C_t \) represents the state of the memory cell. The function of the memory cell is to control the transmission of information in the memory unit. \( i_t \) represents the input gate, which is used to control the information that needs to be retained. \( o_t \) represents the output gate, which is used to control the information that must be output. \( f_t \) is the forget gate, used to control the information that needs to be discarded. \( W_f, W_i, W_C, \) and \( W_o \) are weight matrices. \( b_f, b_i, b_C, \) and \( b_o \) are bias matrices. \( \sigma \) is the sigmoid function. Both sigmoid and tanh are activation functions, and their expressions are shown in Equation (12):

\[
\begin{align*}
    \sigma(x) &= \frac{1}{1 + e^{-x}}, \\
    \tanh(x) &= \frac{e^x - e^{-x}}{e^x + e^{-x}}.
\end{align*}
\]

(11)

3.5.3. Text Attention Component. To dig deeper into the semantic information of keywords, we design the text attention component. This component is based on the neural attention mechanism so that it can capture the most important semantic information in sentences, and the attention mechanism can automatically focus on words with decisive impacts.

Each training sequence of the BiLSTM consists of forwarding and backward LSTM layers, and the input \( x_t \) at time \( t \) in the BiLSTM is extracted by the BiLSTM layer features so that the model can learn the text sequence relationships in a more comprehensive manner. The BiLSTM can be viewed as two unidirectional LSTM units, so the hidden layer state of the BiLSTM at time \( t \) is obtained by weighting the forward hidden layer state \( h_1 \) and the backward hidden layer state \( h_2 \) is weighted and summed as in Equation (13):
\[\overrightarrow{h_t} = \text{LSTM}\left( x_t, \overrightarrow{h_{t-1}} \right),\]
\[\overleftarrow{h_t} = \text{LSTM}\left( x_t, \overleftarrow{h_{t-1}} \right),\]
\[h_t = \overrightarrow{h_t} + \overleftarrow{h_t} + b_t,\]

where \(w_t\) and \(v_t\) represent the weights corresponding to \(\overrightarrow{h_t}\) and \(\overleftarrow{h_t}\) at time \(t\), respectively, and \(b_t\) represents the bias corresponding to the hidden layer state at time \(t\).

The input of the attention mechanism layer is the output vector \(h_t\) processed by the BiLSTM neural network layer in the previous layer. At this moment, \(h_t\) is the new \(h_t\) obtained by the weighted summation of the forward hidden layer state \(\overrightarrow{h_t}\) and the backward hidden layer state \(\overleftarrow{h_t}\). The specific formula of the attention mechanism layer is shown in Equation (14):

\[
u_t = \tanh(w_h h_t + b_w),
\]
\[
 a_t = \frac{\exp(u_t^T u_w)}{\sum_t \exp(u_t^T u_w)},
\]
\[
 s_t = \sum a_t h_t,
\]

where \(h_t\) is the output vector processed by the BiLSTM neural network layer in the previous layer, \(w_h\) is the weight coefficient, and \(b_w\) is the bias coefficient. \(u_t\) represents the energy value determined by \(h_t\), \(a_t\) is the weight coefficient of each hidden layer state in the new hidden layer, \(u_w\) is an attention matrix, that is, randomly initialized and continuously updated during the training process, and \(s_t\) is the output vector of the attention mechanism. The softmax function is used to perform corresponding calculations on the output layer, and the formula is as follows:

\[
y_j = \text{softmax}(w_s s_t + b_j),
\]

where \(w_s\) denotes the weight coefficient matrix to be trained from the attention mechanism layer to the output layer, \(b_j\) denotes the bias corresponding to the training process to be performed, and \(y_j\) is the output vector.

The text attention component can fully mine not only the semantic information of text but also the keyword information of text (see Figure 9).

### 3.5.4. N-Gram Feature Extraction Component

The TAFM designs an N-gram [35] text feature extraction component to obtain the N-gram feature representation of a sentence via one-dimensional convolution (see Figure 10). In the recommendation system, the input text is composed of several consecutive words, so the height of the convolution kernel...
can be set to extract the correlations of adjacent words in the user’s behavior sequence; this approach not only considers the meaning of words in dynamic behavior text but also takes the word order and context into account. In Figure 10, the height of the convolution kernel is set to 5 to extract 5-gram features from the text. After the convolution layer, the data are passed through the ReLU activation function, the maximum pooling layer, and the fully connected layer to obtain the text features. The advantage of using convolutional kernels over the N-gram model in traditional machine learning is that only the composition of consecutive words is considered, and the word list in the training set does not grow explosively.

### 4. Experiments and Results

In this section, we conduct experiments and analyze the results. First, we introduce the hardware environment and dataset of our experiments, and second, we describe some metrics used to evaluate the experimental results in detail. Finally, we conduct a comparison experiment and discuss our experimental results.

#### 4.1. Experimental Environment and Dataset

Our experimental code uses the PyTorch-1.7 framework and the underlying Python3 language. The operating system used for the experiments is the Centos7 operating system. The server used for the experiments is a Nvidia GeForce RTX with 12 GB of video memory and CUDA version 10.1.

#### 4.2. Dataset

Zhihu (https://www.zhihu.com/), the Chinese Internet’s high-quality question and answer community and an original content platform for creators, was officially launched in January 2011 with the brand mission of “allowing people to better share their knowledge, experience and insights and find their own answers.” In such knowledge-sharing or Q&A communities, the number of questions far exceeds the number of quality responses. Therefore, how to connect knowledge, experts and users and increase the willingness of experts to answer questions become the central issues faced by such services. This paper uses Zhihu’s public dataset, which is located at https://www.biendata.xyz/competition/zhihu2019/data/. The dataset includes Zhihu’s question information, user profiles, user answer records, user invitation acceptances, etc. It mainly includes the following contents.

1. **Issue information.** Includes <question ID, question creation time, question topic, question text, question description>, etc.
2. **The user’s answers.** Include <answer ID, question ID, author ID, text of answer, answer time, number of likes, number of favorites, number of thanks, number of comments>, etc.
3. **User persona data.** Include <user ID, gender, active frequency, following topics, long-term interests, salt value>, etc.
4. **Word embedding vector.** Includes <topic, token (word), single-word 64-dimensional embedding> and other data.
5. **The most recent January invitation data.** Include <question ID, user ID, invitation time, and whether answered>.

We execute a linkage operation on multiple data files based on the user IDs and question IDs. Finally, we collate 16 categorical features and 7 numerical features for model training (see Table 1).

| Field name                        | Description                                                                 | Numeric type |
|-----------------------------------|-----------------------------------------------------------------------------|--------------|
| m_sex                             | User gender                                                                 | Discrete     |
| m_access_frequencies              | Frequency of user access                                                    | Discrete     |
| m_twoA~m_twoE                     | Anonymous fields for dichotomous user features                             | Discrete     |
| m_categoryA~m_categoryE           | Anonymous fields for user classification features                          | Discrete     |
| m_num_interest_topic              | Number of topics of interest to users                                       | Discrete     |
| num_topic_attention_intersection  | Intersection count of user-focused topics and question-bound topics        | Discrete     |
| num_topic_interest_intersection   | Intersection count of topics of interest to users and question-bound topics | Discrete     |
| m_salt_score                      | User salt score                                                             | Continuous   |
| m_num_atten_topic                 | Number of topics followed by users                                          | Continuous   |
| q_num_title_chars_words           | Question title word count                                                   | Continuous   |
| q_num_desc_chars_words            | Number of characters in the problem description                            | Continuous   |
| q_num_desc_words                  | Number of words in the problem description                                  | Continuous   |
| q_num_title_words                 | Number of words in the question title                                       | Continuous   |
| days_to_invite                    | Number of days since the invitation was created for the issue               | Continuous   |

#### Table 1: Dataset field descriptions.
title and question-related attributes to users according to the requirements of the given business scenario. Here the question title is given as text data in the recommendation system.

4.3. Evaluation Metrics. In this paper, various evaluation criteria are used to test the model effects. The loss function and evaluation metrics used by the TAFM algorithm are described in the following section.

The cross entropy and root mean square error (RMSE) [36] are used as loss functions to evaluate the error value of the recommendation model with respect to the algorithm calculation, and the formulas for calculating the cross entropy and RMSE are shown in equation (16).

\[
\text{Log-Loss} = -\sum_{i=1}^{N} \left[ y_i \ln \hat{y}_i + (1 - y_i) \ln (1 - \hat{y}_i) \right],
\]
\[
\text{Log-RMSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i),
\]

where \( y \) denotes the predicted result and \( \hat{y} \) denotes the true value, \( N \) denotes the number of samples.

Precision and recall are calculated by confusion matrix [37], which can be used to evaluate how good or bad the recommendation model is in terms of recommendation effectiveness. The parameters and calculation methods involved are as follows: a true positive (TP) means that a positive class is predicted as positive; a true negative (TN) means that a negative class is predicted as negative; a false positive (FP) means that a negative class is predicted as positive; and a false negative (FN) means that a positive class is predicted as negative. The formulas for the recall and precision metrics are shown in equation (17).

\[
\text{recall} = \frac{TP}{TP + FN},
\]
\[
\text{precision} = \frac{TP}{TP + FP}.
\]

However, both recall and accuracy are focused metrics and cannot be combined. Therefore, we combine the accuracy (ACC) and F1-score [38] values to determine the effectiveness of the model, as shown in equation (18).

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN},
\]
\[
\text{F1-Score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

The AUC [39] evaluates the merit of the obtained recommendation results from the perspective of sample probability, which is simply introduced as the probability of acquiring a positive sample, that is, greater than the negative sample in a pair of randomly selected samples (one positive sample and one negative sample); the model obtained from training is used to predict these two samples, as shown in Equation (18).

\[
\text{AUC} = \frac{1}{M \times N} \sum_{i=1}^{M \times N} I(P_{\text{positive}} > P_{\text{negative}}),
\]
\[
I(P_{\text{positive}} > P_{\text{negative}}) = \begin{cases} 
1, & P_{\text{positive}} > P_{\text{negative}} \smallskip \vspace{-0.5cm} \\
0.5, & P_{\text{positive}} = P_{\text{negative}} \smallskip \vspace{-0.5cm} \\
0, & P_{\text{positive}} > P_{\text{negative}} \smallskip \vspace{-0.5cm}
\end{cases}
\]

where \( M \) denotes the number of positive samples, \( N \) denotes the number of negative samples, and \( M \times N \) represents the total number of sample pairs. \( P_{\text{positive}} \) refers to the probability of getting a positive sample for the prediction, \( P_{\text{negative}} \) refers to the probability of getting a negative sample for the prediction.

4.4. Experimental Hyperparameter Settings. The inputs of the TAFM include the files related to the user features, question features, and user question cross features of the Zhihu dataset. The preprocessing and input procedures of this process are as follows:

(1) The user information mainly includes the user ID, gender, active frequency, topics followed, long-term interests, and salt value. The question information includes the question ID, question creation time, question topic, question text, and question description. The cross features of a user question mainly include the user’s answer and the user’s invitation. The specific fields of the user’s answer are the answer ID, question ID, author ID, text of answer, answer time, number of likes, number of favorites, number of thanks, and number of comments; the specific fields of the user’s invitation are the question ID, user ID, invitation time, and whether to answer. These attributes are similar to the internal connections in the MySQL database, and the key to these connections is mainly the ID of each attribute. The text attribute is selected as the title of the text and mapped to a 64-dimensional word vector.

(2) The attributes of the data are processed. Attributes are divided into continuous and discrete attributes, as introduced in Table 1. The continuous and discrete variables are embedded to obtain a dense vector. In the model, we call the features that have not been processed by embedding the original features, and the features that have been processed by embedding are called the embedded features. Therefore, three kinds of features are utilized in our algorithm: original features, embedded features (original features with dense embedding-based processing), and text. In the deep layer of the algorithm, we input the text into the intent mining layer and the embedded features into the DNN layer. In the FM layer, attention layer, and autoencoder layer, we use only the embedding features as inputs.
The data dimensions are summarized as follows: the original dimensionality of the input data is 23, and the dimensionality after performing embedding-based processing [16, 23]. The input of the depth layer requires the embedded data dimensionality to be large, and the dimensionality is 23 times 16, totaling 368 dimensions.

(3) The deep layer passes the input text through the LSTM, BiLSTM-Attention, and CNN layers, and the obtained output is stitched with the input of the deep layer, after which it is processed into a one-dimensional vector by full concatenation.

\[ \text{The main parameters of the LSTM model are as follows: the input dimensionality is 64, the hidden layer dimensionality is 10, and the number of network layers is 4.} \]

\[ \text{In BiLSTM-Attention, the last layer is the fully connected layer, the input dimensionality of the fully connected layer is two times that of the hidden layer, and the output dimensionality is 10.} \]

\[ \text{In CNN, the number of input channels for the convolutional layer is 1, the number of output channels is 3, the height of the convolutional kernel is 5, and the width of the convolutional kernel is 64.} \]
The convolutional layer is followed by a ReLU function and a maximum pooling layer. The pooling layer has a height of 5 and a height of 1. The fully connected layer of the CNN layer has an input dimensionality of 21 and an output dimensionality of 10.

Overall, the deep layer input vector has 368 dimensions, and the LSTM, BiLSTM-Attention, and CNN outputs all have 10 dimensions. The four output vectors are spliced, and the input of the fully connected layer has 1 dimension. We design a weight decay parameter in the model optimizer to prevent the model from overfitting, and we design a dropout mechanism inside the model.

4.5. Experimental Results. This experiment utilizes 9,489,162 data points. We partition the data according to an 8:1:1 ratio, and after the partitioning process is completed, the data are used as the training set, validation set, and test set. In this paper, the AFM, the CCPM, the DCN, DeepFM, Factorization Machine supported Neural Network (FNN) [40], multiple linear regression (MLR) [41], the NFM, Product-based Neural Network (PNN) [42], wDeepFM, and xDeepFM are selected as the baseline models, and the models are graphically compared below.

The performance of the baseline models on the training set during training is measured with the RMSE loss, cross-entropy loss, accuracy, and AUC score metrics, which are presented in the four subplots (see Figure 11). The PNN...
The cross-entropy loss is a measure of the similarity between the output and the target feature maps. Inference consistency is a measure of the distances between feature maps. The goal is to converge faster; this is due to the RMSE loss function, which is effective for capturing global combined features; similarly, the TAFM model learns the features of the given text, which makes the recommendation results more accurate. Second, the outermost self-attention layer of the model can learn the importance of different cross features, and the self-roller encoder layer can learn the invisible features contained in the text features.

| Learning rate | Batch size | Accuracy | AUC   | Log_loss |
|---------------|------------|----------|-------|----------|
| 0.0001        | 2048       | 0.825604 | 0.697758 | 0.4256   |
| 0.0005        | 2048       | 0.825103 | 0.697491 | 0.4263   |
| 0.001         | 16         | 0.821059 | 0.673495 | 0.4414   |
| 0.001         | 32         | 0.825450 | 0.681666 | 0.4342   |
| 0.001         | 64         | 0.824624 | 0.717330 | 0.4216   |
| 0.001         | 128        | 0.826032 | 0.724808 | 0.4166   |
| 0.001         | 256        | 0.826041 | 0.726161 | 0.4162   |
| 0.001         | 512        | 0.825287 | 0.695343 | 0.4265   |
| 0.001         | 1024       | 0.826938 | 0.730182 | 0.4144   |
| 0.001         | 2048       | 0.826891 | 0.728792 | 0.4141   |
| 0.005         | 2048       | 0.825827 | 0.697286 | 0.4257   |
| 0.01          | 2048       | 0.823770 | 0.682339 | 0.4326   |
| 0.1           | 2048       | 0.822422 | 0.5    | 17.7577  |

Table 2: Effect of different learning rates and batch sizes on the model.

| Algorithm model | Model accuracy | AUC   | Log_loss |
|-----------------|----------------|-------|----------|
| AFM             | 0.82291        | 0.63090 | 0.4506   |
| CCPM            | 0.82296        | 0.63170 | 0.4504   |
| DCN             | 0.82564        | 0.69840 | 0.4245   |
| DeepFM          | 0.82543        | 0.69830 | 0.4247   |
| FNN             | 0.82554        | 0.69740 | 0.425    |
| MLR             | 0.82336        | 0.65860 | 0.4412   |
| NFM             | 0.82528        | 0.69670 | 0.4254   |
| PNN             | 0.82585        | 0.69970 | 0.4239   |
| xDeepFM         | 0.82352        | 0.63430 | 0.4491   |
| wDeepFM         | 0.82560        | 0.69790 | 0.4248   |
| TAFM            | 0.82694        | 0.73018 | 0.4144   |

Table 3: Performance of different models in the test set.

As seen in Table 2, when the learning rate is set to 0.01 and the batch size is set to 1024, the TAFM model achieves optimal performance, with an accuracy of 0.8269 and an AUC score of 0.73018.

Combining the evaluation metrics, we conduct experiments on the baseline models and the TAFM on the test set (see Table 3).

As seen in Table 3, the TAFM accuracy is higher than that of the existing baseline models, and the AUC score is at least 3 percentage points higher than that of the existing models. The TAFM model learns the features of the given text, which makes the recommendation results more accurate. Second, the outermost self-attention layer of the model can learn the importance of different cross features, and the self-roller encoder layer can learn the invisible features contained in the text features.

Our analysis of each model is compared as follows: AFM adds the expressiveness of attention, which increases the interpretability of the model to some extent. But it is still a shallow model, and the model does not learn the higher-order cross-sectional features. Therefore, AFM performs the worst in terms of AUC score. One of the difficulties of CCPM using CNN for feature extraction in the CTR task is that it computes local feature combinations and cannot effectively capture global combined features; similarly, the AUC score of CCPM model is about 0.63. DCN has the capability of explicit higher-order feature crossover, which can transfer the original information in CrossNet, but DCN is bitwise in performing crossover, and the final DCN output has some limitations, and this form limits the expressiveness of the model to some extent. The DeepFM model can learn both low-order and high-order features, sharing the information representation of features, but the DNN is still implicit for learning high-order features. The FNN offline training FM obtains embedding, that is, input to the NN, which is equivalent to introducing a priori expert experience, accelerating the training and convergence of the model, while the NN model eliminates the learning feature embedding step and has low training overhead. However, FNN is not an end-to-end two-stage model, which is not conducive to online learning. The pretraining embedding is limited by the FM model, and only the high-order crossover interaction via the outer product operation, which is computationally intensive. DeepFM and xDeepFM do not exhibit large fluctuations; this is because their features are deep after embedding, so their AUC curves are smoother and perform better.
of features is considered in the FNN, and the low-order feature information is not retained. So the AUC scores of the DCN, DeepFM, and FNN models are approximately 0.698. The MLR model is a generalization of the linear LR model, and although the MLP can theoretically approximate any function with arbitrary accuracy, the more generalized the representation, the less easy it is to fit a specific pattern of specific data. The AUC score of the model is approximately 0.658. NFM uses the bi-interaction layer (bi-linear interaction) structure for second-order cross information so that the information of cross features can be better learned by the DNN structure and reduce the difficulty of DNN in learning higher-order cross feature information. An obvious drawback is that it does not consider any interaction between features. Therefore, these deep learning methods must rely entirely on the subsequent deep layer to learn meaningful feature interactions. The PNN network adds a product layer between the embedding layer and the fully connected layer to complete the feature combination. PNN and FNN are similar to other existing deep learning models in that it is difficult to extract low-order feature combinations efficiently. xDeepFM can learn both explicit higher-order feature crossover (CIN) and implicit higher-order feature crossover (DNN), and the CIN uses vectorwise crossover (instead of bitwise crossover in the DCN) in learning crossover features. However, the time complexity of xDeepFM is too high in practical computation, and the sum-pooling operation of the model will lose some information. wDeepFM learns both low-order feature crossover (wide part) and high-order feature crossover (deep part). However, the crossover features still need to be designed manually. The AUC scores of the above-mentioned models range from 0.63 to 0.69. Our model TAFM is higher than the existing models in terms of accuracy and AUC metrics.

### 4.6. Ablation Study
To verify the validity of our model, we designed ablation experiments for the variants of the TAFM model. Among them, the design of all model variants is shown in Table 4.

The experimental results of the variant of the TAFM model are shown in Table 5. As seen in Table 5, when the TAFM model is stripped of the convolutional autoencoder and the multiheaded attention mechanism, the accuracy of the model is about 0.824 and the AUC score is about 0.697. The experimental results show that the convolutional autoencoder is designed so that more information in the high-dimensional space can be retained and the high-dimensional implicit relationships between features can be mined. In addition, the embedding layer is designed with a multiheaded attention mechanism, which can mine the features that are more interesting to users during the model learning process and assign more weights to these features to achieve interest diversification. When the TAFM model removes the text-related component, the model accuracy hovers around 0.825, and the AUC score is about 0.69. As seen in the experimental results, we design the BiLSTM-Attention for key information extraction of text. The textual attention component captures the most important semantic information in sentences using a bidirectional long and short-term memory network (BiLSTM) and an attention mechanism. The attention mechanism automatically focuses on the words that have a decisive impact on classification and captures the most important semantic information in the sentences. The n-gram text feature extraction component mines the n-gram features in the text. In summary, all the components of the model have a positive impact on the experimental results.

### Table 4: Results of ablation experiment.

| Model variants | Explanation |
|----------------|-------------|
| TAFM_ae | TAFM_ae refers to the removal of the convolutional autoencoder from the TAFM model. |
| TAFM_a | TAFM_a refers to the removal of the outermost multiheaded attention mechanism based on the TAFM model. |
| TAFM_ae_a | TAFM_ae_a refers to the TAFM model with both the outermost multiheaded attention mechanism and the convolutional autoencoder removed. |
| TAFM_1 | TAFM_1 refers to the TAFM model with the LSTM removed. |
| TAFM_b | TAFM_b refers to the removal of BiLSTM_Attention from the TAFM model. |
| TAFM_c | TAFM_c refers to the TAFM model with the textCNN removed. |
| TAFM_1_b | TAFM_1_b refers to the TAFM model with both LSTM and BiLSTM_Attention removed. |
| TAFM_1_c | TAFM_1_c refers to the base of TAFM model with both LSTM and TextCNN removed. |
| TAFM_b_c | TAFM_b_c refers to the removal of both BiLSTM_Attention and TextCNN on top of the TAFM model. |
| TAFM_b_1_c | TAFM_b_1_c refers to the TAFM model with BiLSTM_Attention, LSTM and TextCNN removed at the same time; in other words, this variant removes the entire text module. |

### Table 5: Results of ablation experiment.

| Algorithm model | Model accuracy | AUC | Log_loss |
|-----------------|----------------|-----|----------|
| TAFM_ae         | 0.82497        | 0.69691 | 0.4266   |
| TAFM_a          | 0.82490        | 0.69709 | 0.4265   |
| TAFM_ae_a       | 0.82485        | 0.69743 | 0.4264   |
| TAFM_1          | 0.82478        | 0.69659 | 0.4272   |
| TAFM_b          | 0.82573        | 0.69546 | 0.4262   |
| TAFM_c          | 0.82515        | 0.69596 | 0.4265   |
| TAFM_1_b        | 0.82543        | 0.69676 | 0.4269   |
| TAFM_1_c        | 0.82516        | 0.69707 | 0.4266   |
| TAFM_b_c        | 0.82607        | 0.69815 | 0.4251   |
| TAFM_b_1_c      | 0.82051        | 0.69554 | 0.4268   |
| TAFM             | 0.82694        | 0.73018 | 0.4144   |
5. Conclusions

To address the current problem that relevant deep learning recommendation algorithms cannot provide recommendations based on text, this paper designs a text recommendation algorithm based on an attention mechanism. In the embedding layer, we propose a method to process numerical features and prevent the gaps between features from exploding through the transformation of these numerical features. In the deep layer, we propose a text feature extraction method, design a text layer for text feature extraction to solve the long-time dependence of text and design a text attention layer to extract key text information and capture the most important semantic information contained in sentences. The attention mechanism can automatically focus on the words that have decisive impacts on the classification process and capture the most important semantic information in sentences. An N-gram text feature extraction layer is designed to obtain the N-gram feature representations of sentences via one-dimensional convolution, and multiple text feature extraction components further mine the hidden layer features from the text that are useful for the recommendation system. In the overall algorithm, the proposed multiheaded attention mechanism can clarify the content that the global context should focus on and then provide more attention resources for this content. Finally, convolutional autoencoders are designed to learn the invisible features of interaction features. After an experimental comparison and analysis, the TAFM algorithm improves the AUC metric by 3 percentage points over those of the other algorithms. However, the algorithm in this paper also has a limitation: its time complexity is higher than that of DeepFM due to the large computational volume of the model. This will be improved in our follow-up work.

There are three directions to be explored in the future. First, we will explore the association between individual features of users and items through an additional representation layer that should be able to represent the order of user-item pairs so that our recommendation algorithm is more interpretable. Secondly, we need to simplify the representation of the text, which will make our model more advantageous for industrial replication. We will try to further extract textual information by short text clustering [43], ensemble learning, DistilBERT [44], and try to optimize the time complexity [45]. Finally, we would like to incorporate external data (e.g., knowledge graph, speech, images) into CTR prediction to mine the intent behind users with richer features.
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