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ABSTRACT

Mislabeled samples are ubiquitous in real-world datasets as rule-based or expert labeling is usually based on incorrect assumptions or subject to biased opinions. Neural networks can “memorize” these mislabeled samples and, as a result, exhibit poor generalization. This poses a critical issue in fault detection applications, where not only the training but also the validation datasets are prone to contain mislabeled samples. In this work, we propose a novel two-step framework for robust training with label noise. In the first step, we identify outliers (including the mislabeled samples) based on the update in the hypothesis space. In the second step, we propose different approaches to modifying the training data based on the identified outliers and a data augmentation technique. Contrary to previous approaches, we aim at finding a robust solution that is suitable for real-world applications, such as fault detection, where no clean, "noise-free" validation dataset is available. Under an approximate assumption about the upper limit of the label noise, we significantly improve the generalization ability of the model trained under massive label noise.
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1 Introduction

Many real-world datasets exhibit label noise [1]. In practical applications of fault detection, labels for distinguishing between healthy and faulty conditions are often generated by predefined rules or else based on assumptions. For example, a system is considered to be healthy within a defined period of time after a performed maintenance action. However, this assumption does not always hold, which results in mislabeled samples in both the training and validation datasets. While deep neural networks (NN) have been applied successfully in the field of Prognostics and Health Management (PHM) [2], [3], their performance is heavily impacted if trained on a dataset with label noise. As universal approximators, NNs are capable of fitting to any labels [4] and leads to poor generalization of the resulting models. In the absence of a clean validation dataset, this lack of generalization cannot be detected since the model might exhibit good performance on a validation dataset that is impacted by the same label bias as the training dataset. However, the model may not have learned the true relationship between input and output. This is especially problematic in the context of fault detection in industrial assets, where faults are safety-critical.

In this work, we tackle the challenge of training a robust model despite the presence of label noise and without exact knowledge about the label noise or a clean dataset with which to perform hyperparameter (HP) tuning. We propose a two-step framework that first identifies outliers based on the samples’ consistency with the hypothesis update and second, modifies the training dataset based on the identified outlier samples. An adaptation of the data augmentation technique called mixup [6] is introduced for the data modification. We aim at providing universally applicable recommendations for learning under label noise.
To the best of our knowledge, this is the first study to tackle the inability to tune certain HP if no reliable ground truth information is available. Our proposed solution relies only on a rough assumption regarding the level of label noise. Ultimately, we significantly improve the generalization ability of the trained models under massive label noise on an image dataset and a time series dataset for fault detection.

After reviewing the existing relevant literature in Sec. 2, the proposed framework is introduced in Sec. 3. The methodology is evaluated on the experimental setup as defined in Sec. 4 and the results are shown in Sec. 5. Based on the discussion in Sec. 6, final recommendations about training deep models with label noise are given in Sec. 7.

2 Related Work

Robust learning on noisy datasets has attracted increasing attention - especially in the context of deep learning. In the literature review, we aim at giving a brief overview of different approaches and their limitations with respect to the scenario relevant for fault detection. We elaborate in more detail only closely related methods. For a detailed survey on classification under label noise, the reader is referred to [7].

Direct approaches aim at detecting mislabeled samples explicitly. E.g. all samples are ranked by their probability of being assigned to the original label (based on the current model’s prediction) and a fraction $\alpha$ of this ranked list is then presented to experts for relabeling [8]. Hence, this approach i.a. relies on human intervention.

Other approaches based on the model’s prediction aim at automatic relabeling [9], [10]. However, these tend to favor trivial solutions to the classification task. To counteract this, they require prior knowledge, such as the prior distribution over all classes [9]. In addition to the model’s prediction, logits [11] and the training loss [12] were also considered to identify mislabeled samples.

As an alternative to relabeling, several researchers have proposed altering the current model’s prediction to match the label noise as in [13]–[15]. Yet, some approaches presuppose e.g. the ground truth noise model [13], [14]. Others aim to learn this model but do not carefully focus on the memorization ability of DNNs [9]. We argue that a clean validation dataset is required to tune crucial HP such as when to start updating the noise model $Q$ [15].

Learning to reweight samples of a noisy dataset has been proposed in the field of meta-learning [16], [17]. For example, a meta-gradient step was proposed in [17] to reweight samples by evaluating the gradient directions based on a noise-free dataset before the network is updated. These methodologies usually rely on a small, noise-free validation dataset [16], [17] and are therefore not applicable in our setting.

Indirect approaches deal with mislabeled data only implicitly. They aim at robust optimization in general, resulting in good generalization of the model despite the presence of mislabeled samples. Modified loss functions have been proposed, including generalized cross entropy [18] and an information-theoretic loss function [19]. Also, different regularization techniques have been shown to yield good generalization [5], [20]. Each of the proposed approaches comes with a set of specific HP. We argue that tuning these optimally requires a clean validation dataset, which is not available in the scenario considered here.

Vicinal Risk Minimization (VRM) [21] has been proposed as an alternative to Empirical Risk Minimization (ERM) [22], and not only in the context of label noise. It relies on the assumption that the true density function of the data is smooth in the vicinity of any data point and therefore opts to represent it by a vicinity distribution instead of the empirical one as in ERM [23]. Recently, VRM has been shown to stabilize the training of NNs on noisy data with mixup [6]. The data is augmented by drawing samples from a generic vicinal distribution, resulting in convex combinations of the datapoints and their respective labels. Thus, linear behaviour between the classes is favored, which has been shown to prevent the model from overfitting to individual mislabeled samples.

In this work, we tackle the problem in a more general context compared to previous works, by relaxing two strong assumptions that do not hold for many practical applications: 1) we rely neither on a clean dataset for tuning the methodology nor 2) on the exact knowledge of the label noise level. The proposed end-to-end approach does not require any human intervention. It combines elements of both direct approaches (outlier detection (OD)) and indirect approaches since the detected outliers are used to adapt the model training. Since mixup has shown good performance in other contexts and introduces only one additional HP that can be related to the noise level estimation, we also evaluate its performance and compare it to the proposed approaches.
3 Methodology

3.1 Problem Formulation

In a classification task, we aim at finding a function $h$ that captures the true relationship between a variable $X$ and a label $Y$, which follow the joint distribution $P(X,Y)$. In reality, only a finite number of samples of this joint distribution are available - a finite dataset $D$. The set of functions $h \in A(D)$ that can be reached depends i.a. on the provided dataset $D$ [5]. Given a training dataset $D'$ with unknown label noise, we aim at finding a deep model $h$ that performs well on the underlying true but unknown data distribution $P(X,Y)$. Since no ground truth is available, all HP can only be tuned on $D'$.

3.2 Proposed Framework

We introduce a novel two-step framework for robust training with label noise (see Fig. (1)). In a first step, we identify a set of outliers including mislabeled samples (see Sec. 3.4 and Step 1 in Fig. (1)). The novel algorithm aims at early detection based on the gradient update in the hypothesis space, i.e. mislabeled samples are identified before they have been considered for the model update in order to prevent the NN from overfitting to these samples.

In a second step, the training data is modified based on the previously identified outliers. A new adaptation of the data augmentation technique called mixup is proposed. In Eq. (1),

$$\tilde{x} = \lambda x_i + (1 - \lambda)x_j$$
$$\tilde{y} = \lambda y_i + (1 - \lambda)y_j$$

(1)

the original mixup augmentation of $(x_i, y_i)$ is defined as proposed in [6], where $\lambda \sim Beta(\alpha, \alpha)$ and the sample-label pairs $(x_j, y_j)$ are randomly chosen. The novel adaptation of the data augmentation is explained in Sec. 3.4. Multiple data modification techniques, including the automatic relabeling of the training dataset, are proposed in Sec. 3.5 (see Step 2 in Fig. (1)).

3.3 Assumptions

We aim at developing a universal approach for the scenario in which label noise is suspected but no ground truth information is available. In such situations, necessity compels us to make only rough assumptions. Hence, we make the following rough assumptions regarding the label noise:

1. the number of mislabeled samples is less than 50% of the entire dataset
2. we use a rough estimate of the upper limit of label noise (little, medium, massive) to set a maximum threshold of possibly detected outliers and to set the HP

We argue that this is a very loose assumption compared to those required in previous studies where, e.g. the exact label noise must be known [9]. We also evaluate extreme scenarios in which the estimated upper noise limit is 10-20% above the actual noise ratio. Furthermore, we assess the sensitivity of the proposed framework to these assumptions. To evaluate potential limitations, the scenarios are evaluated for cases in which the assumptions concerning the noise level are wrong (see Sec. 6).
3.4 Outlier Detection

Outliers are defined as samples that are inconsistent with the update in the hypothesis space, i.e. samples with gradients surpassing certain thresholds as defined in Algorithm 1. The gradient $\partial_k^i$ in the parameter space for all samples $i$ and nodes $k$ is calculated (see line 7 in Algorithm 1), representing the gradient distribution in the parameter space. The thresholds are set based on the confidence interval of the gradient distribution: $w_{lower}^l$ and $w_{upper}^l$ are set to be below the 25th percentile and above the 75th percentile by a factor of 1.5 of the Interquartile Range (IQR) (see lines 9 - 13 in Algorithm 1). Furthermore, to enable convergence, a minimal threshold is set for the IQR. The gradients are calculated with respect to the cross-entropy loss as it emphasizes difficult samples [18]. For all proposed approaches, hard labels (the maximum-a-posterior (MAP) estimates) are used for the gradient calculation. Furthermore, we use assumptions about the upper limit of the label noise to set a maximum number of outliers that can be detected. This limit is defined in Table (1). All samples that are not detected as outliers are considered consistent in updating the hypothesis.

Computational Complexity: Since the parameter space of NNs can be very high-dimensional, the proposed outlier selection algorithm is computationally expensive. Thus, we propose to represent the gradient distribution over all samples in a compact way by only considering the mean gradient per layer $l \in L$ of the NN, defined as

$$\partial_{l,mean}^i = \frac{1}{K} \sum_{k \in K} \left( \frac{\partial f_i(w)}{\partial w_{k,l}} \right),$$

where $f$ is the loss function, $k \in K$ the nodes in the respective layers $l \in L$ and $w$ the weights of the NN.

Outliers are defined as samples whose mean gradient surpasses the defined thresholds in any of the layers. Furthermore, we only consider the weights of the NN and neglect the biases. In this research, the outlier selection is performed for each class individually. It is important to note that this is not necessary but rather a design choice. The per-class detection enables the approach to be applied to imbalanced datasets as well. This makes the proposed approach more universally applicable.

Algorithm 1 Outlier Detection

1: procedure DETECTOUTLIER($D'$, $h$)
2: $C$: # classes $\in D'$
3: $L$: # layers $\in h$
4: for all $c \in C$ do
5: for all $l \in L$ do
6: for all $(x_i, y_i) \in c$ do
7: $\partial_{l,mean}^i = \frac{1}{K} \sum_{k \in K} \left( \frac{\partial f_i(w)}{\partial w_{k,l}} \right)$
8: end for
9: $p_{25} = \text{Percentile}_{25}(\{\partial_{l,mean}^i\}_{i \in c})$
10: $p_{75} = \text{Percentile}_{75}(\{\partial_{l,mean}^i\}_{i \in c})$
11: $IQR_l = p_{75} - p_{25}$
12: $w_{l,low} = p_{25} - 1.5 \times IQR_l$
13: $w_{l,up} = p_{75} + 1.5 \times IQR_l$
14: end for
15: end for
16: $O = \{i \mid i \in c; \exists l \in L; \partial_{l,mean}^i \notin [w_{l,low}, w_{l,up}]\}$
17: $D^* = D' \setminus O$
18: return $O, D^*$
19: end procedure

3.5 Data Modification

We propose different approaches to stabilizing the training through data modification using the detected set of outliers. These range from ERM on the non-outliers to VRM on the complete dataset. All approaches are visualized in Step 2 of Fig. 1.
More concretely, we propose to enforce different degrees of data augmentation, i.e. of linear interpolation between outliers and non-outliers, by using different values of $\alpha$ in Eq. (1). Furthermore, all samples are only mixed with non-outliers ($x_j$ in Eq. (1)). We refer to this as Adapted MixUp. If no outliers are detected, we optimize based on the empirical distribution, i.e. $\alpha = 0$. Thereby, memorization of outliers (incl. mislabeled samples) is prevented while, simultaneously, the model is still able to learn nonlinear relationships based on the dataset that is consistent with the hypothesis. The different approaches for the data augmentation step are introduced below:

DeleteOutlier: The identified outliers are removed from the training set for the next model update, i.e. for the next ERM optimization step. Yet the dataset for the OD remains unaltered, i.e. the OD is always performed on the original dataset.

MixOutlier: All samples are augmented with Adapted MixUp. A higher value of $\alpha$ is used on the currently detected set of outliers and a lower one for the current set of non-outliers. Again, the dataset for the OD is left unaltered.

MixAllOutlier: This approach is equivalent to MixOutlier except that samples that were detected as an outlier in any of the iterations are treated as outliers in each subsequent augmentation step.

MixAllOutlier + Relabel: This is based on MixAllOutlier. However, the labels in the dataset are permanently altered by building convex combinations with a factor of 0.6 from the label and the current prediction of the model - similar to Reed, Lee, Anguelov, et al. [10].

4 Experimental Setup

The proposed two-step framework is evaluated based on two different datasets with different characteristics. We aim at evaluating the following properties: (1) Exp.1: different training dynamics on two datasets given symmetric label noise; (2) Exp.2: feasibility of Adapted MixUp; (3) Exp.3: performance of the proposed OD approach and (4) Exp.4: the generalization capabilities of the resulting deep models evaluated on a clean test dataset. All experiments are repeated 5 times and the mean and standard deviation are reported. Symmetric label noise is added to the inherently clean training datasets as described in [16], [24], [25].

For evaluation purposes only, the test dataset is not corrupted by label noise. Our evaluation focuses on binary classification tasks as this is a relevant setup for fault detection. However, the proposed framework is also applicable to multi-class classification tasks. We compare the proposed framework, comprising the OD combined with the different variants of data augmentation, to the two baseline methods ERM and mixup.

4.1 Datasets

We evaluate the approaches on the MNIST dataset [26], containing images of handwritten digits from 0 to 9. We reformulate it as a binary classification task for demonstration purposes - i.e. digits 0-3 are grouped into class 0 (30596 training samples, 5139 test samples) and digits 4-9 are grouped into class 1 (29404 training samples, 4862 test samples) - to simulate defect detection in PHM where fault types, as well as the healthy states, can have multiple patterns (which can be regarded as different operating conditions). The dataset contains 60000 training samples and 10000 test samples in total and has previously been used as a benchmark dataset for anomaly detection in PHM applications [27]. The images are normalized.

Furthermore, we apply the proposed framework to a simulated time series dataset - the Building Defect Detection dataset (BDD dataset) - to detect faults in buildings [28]. We conducted the experiments on the multi-zone variable air volume AHU dataset (MZVAV-2-2). The dataset contains measurements in a healthy state as well as measurements from three different fault patterns (leaking valve of heating coil, stuck valve of cooling coil, and stuck outdoor air damper). The sensor readings are recorded once per minute over 26 days. Half-hour time windows are selected for the classification as this is sufficient to distinguish healthy from faulty conditions. In total, this resulted in 1247 sample-label pairs, of which 623 are considered healthy and 624 are considered faulty. 20% of the data is randomly selected for the test dataset. In total, we consider 15 sensor readings, i.e. all besides one set point and one control signal (AHU: Supply Air Temperature Set Point, AHU: Exhaust Air Damper Control Signal). Therefore, one sample consists of 450 measurements (30 minutes x 15 sensors). The measurements for each sensor are standardized.

4.2 Hyperparameter Settings

As we assume that no clean, reliable validation dataset is available for HP tuning, we can only rely on metrics based on the training dataset and on the aforementioned assumptions. All parameters regarding the model and the standard
Table 1: Setting of $\alpha$ under different noise assumptions based on proposed values in [6].

| Assumption       | Noise Ratio | Upper Threshold | $\alpha$ |
|------------------|-------------|-----------------|----------|
| Little Noise     | 0$-$<10%    | 10%             | 0.4      |
| Medium Noise     | 10$-$<30%   | 30%             | 8        |
| Massive Noise    | 30$-$<50%   | 50%             | 32       |

Table 2: Final Accuracy on Clean Test Dataset with Ground Truth Information.

| Dataset | Method   | 10%       | 20%       | 30%       | 40%       |
|---------|----------|-----------|-----------|-----------|-----------|
| MNIST   | mixup    | 97 ± 0%   | 95 ± 0%   | 90 ± 1%   | 80 ± 1%   |
|         | MixOutlier | 98 ± 0%   | 98 ± 0%   | 98 ± 0%   | 98 ± 0%   |
| BDD     | mixup    | 93 ± 0%   | 90 ± 1%   | 87 ± 1%   | 78 ± 1%   |
|         | MixOutlier | 93 ± 1%   | 93 ± 0%   | 93 ± 2%   | 94 ± 0%   |

optimization algorithm were chosen such that a training accuracy of at least 75% is achieved for all label noise ratios for each dataset under ERM.

The model used for MNIST dataset is a four-layer fully connected NN with 128, 32, 10 nodes activated by ReLU, and 2 nodes activated by the sigmoid function. It is updated with Adam [29] (initial learning rate of 0.001). The batch size is set to 64. The model used for the two BDD datasets is a five-layer fully connected NN with 256, 128, 64, 16 nodes activated by ReLU, and 2 nodes activated by the sigmoid function. The optimizer Adam [29] is used (initial learning rate of 0.0001) and the batch size is set to 16. Both models are trained by minimizing the cross-entropy loss as well as the entropy calculated based on the model's prediction as an additional regularization loss [9].

The minimal IQR for the OD is set heuristically to 0.0001 and is kept constant over all experiments - see Sec. 3.4. For mixup, the default values for $\alpha$ proposed in the original paper are used [6] based on a basic assumption about the label noise as defined in Table (1). Unless stated otherwise, for our proposed approaches, we set $\alpha = 0.4$ for the set of non-outliers $D^*$ (as it corresponds to the assumption of Little Noise) and $\alpha = 32$ for the outlier dataset (corresponding to the Massive Noise setting). As mentioned above, if no outliers are detected at all during the training process, we revert to ERM by using a value of $\alpha = 0$.

5 Results

5.1 Experiment 1 - Training Dynamics on Mislabeled Data

As preliminary results, we demonstrate the overfitting behaviour leading to poor generalization as described in the introduction. For this purpose, we train a model with ERM on a noisy dataset and plot the accuracy on the mislabeled training dataset and the test accuracy on a "clean" test dataset. In Fig. (2a) and Fig. (2b), results with different noise ratios are plotted. This demonstrates how the models overfit to noisy labels.

5.2 Experiment 2 - Adapted MixUp

As a preliminary exploration, we evaluate the feasibility of enforcing different degrees of interpolation as described in Sec. 3.5 to demonstrate the rationale behind the proposed methodology. Therefore, we assume that we know the ground truth labels of the noisy training set and can thus identify the mislabeled samples. The results are compared to the original mixup augmentation [6]. While $\alpha$ for the original mixup is set as stated in Sec. 4.2 for the Adapted MixUp a fixed value of $\alpha = 32$ is set for the mislabeled samples and a value of $\alpha = 0$ is set for the non-outliers as it is known to be noise-free given the ground truth information.

The results for 10% − 40% label noise are shown in Table (2). For 0% label noise, the approach is equivalent to ERM under the assumption that ground truth information is available. Therefore, this evaluation is not listed in the table. The
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Figure 2: Training and Test Accuracy.

(a) MNIST dataset.

(b) Building Defect Detection dataset.
Adapted MixUp augmentation, given ground truth information, leads to better generalization capabilities compared to default mixup - especially under massive noise. The final performance of Adapted MixUp is independent of the label noise ratio for both datasets.

5.3 Experiment 3 - Outlier Detection

We evaluate the proposed algorithm for OD on the first 10 epochs on one iteration of the MixOutlier approach, which is representative for all other approaches - see Fig. (3a) and Fig. (3b), where mislabeled samples in the outlier dataset are distinguished from those that are correctly labeled.

Given no label noise, only correctly labeled samples are identified as outliers. While the number of outliers quickly decreases on the MNIST dataset from 4521 (7.5% of the entire dataset) to 281 (0.5% of the entire dataset) within the first 10 epochs, it stays rather constant over the first 273 epochs with 141 ± 18 outlier samples on the BDD dataset. In the subsequent epochs, considerably fewer outliers are detected (64 ± 11).

Given medium noise levels, the detection of mislabeled samples is very efficient. 99% of the mislabeled samples are identified within the first few epochs on the MNIST dataset for both noise settings. On the BDD dataset, 95% of mislabeled samples are initially identified on the dataset with 10% label noise and 87% on the dataset with 20% label noise. Yet the detection approach is lacking precision at the medium noise level as the set of outliers also includes correctly labeled samples. For example, on the BDD dataset 144 (on the dataset with 10% label noise) and 141 (on the dataset with 20% label noise) correctly labeled samples are initially in the set of outliers. This corresponds to 16% and 18% of all correctly labeled samples in the respective datasets. Yet, as the training continues, the number of mislabeled samples in the set of outliers stays approximately constant over all epochs (88% ± 4% and 81% ± 6% of the truly mislabeled samples), whereas in the last training epoch, the number of correctly labeled samples decreases to 8% and 9% of the correctly labeled samples in the respective training datasets.

Given a massive noise level (40% label noise ratio), the algorithm is more precise but less effective on both datasets. Initially on MNIST, 13% of all mislabeled samples are detected and 2% of all correctly labeled ones. As the training continues, up to 67% of mislabeled samples are detected and 20% of the correctly labeled ones.

5.4 Experiment 4 - Binary Classification

All introduced approaches combining the proposed OD with Adapted MixUp, as introduced in Sec. 3.5, are applied to the MNIST dataset and to the BDD dataset mislabeled by different ratios as described in Sec. 4. The approaches are compared to ERM and mixup. The results are shown in Table 3.
While all proposed approaches show similar performance to the baseline method mixup on MNIST with 0 and 10% label noise, they outperform mixup on higher noise ratios. The performance gain compared to the baseline methods is most visible when using the MixAllOutlier+Relabel approach on the MNIST dataset with a label noise ratio of 40% (accuracy gain of 31% accuracy compared to ERM and 14% compared to mixup).

On the BDD dataset, the best-performing approach depends on the label noise ratio. On the datasets with little to medium noise levels, mixup performs about as well as MixOutlier, whereas all of the other proposed approaches perform worse. At massive noise levels, most of the proposed approaches outperform both baseline methods (ERM and mixup). Again, the model trained with MixAllOutlier+Relabel on 40% label noise achieves the biggest gain in accuracy compared to the models trained on the baseline methods.

### 6 Discussion

**Training Dynamics on Two Datasets:** The models trained on both datasets provide a suitable testbed for evaluating the universality and sensitivity of the proposed approaches as they show different dynamics under label noise.

**Outlier Detection:** Given the ground truth information about all labels, Adapted MixUp augmentation leads to a good generalization capability for both datasets and all label noise settings. However, the detection of mislabeled samples is a challenging task. While the OD shows similar behaviour on both datasets, its precision and effectiveness depends on the label noise ratio: it is more effective and less precise at medium noise levels and vice versa - more precise but less effective at massive noise levels. The lower precision at medium noise levels does not negatively impact the performance of the models trained on the larger MNIST dataset. It does, however, decrease the model’s final performance on the smaller BDD dataset compared to the baseline method mixup (e.g. with the DeleteOutlier, MixAllOutlier, or MixAllOutlier+Relabel approach). The low effectiveness at massive noise levels especially affects the performance of models that are able to “memorize” the mislabeled samples faster than they are detected. This becomes particularly evident looking at the final performance of the models trained with DeleteOutlier or MixOutlier on MNIST with 40% label noise.

**Generalization Capabilities of the Trained Models:** Contrary to the previous study of Zhang, Cisse, Dauphin, et al. [6], mixup does not outperform ERM in our experiments if no label noise (0%) is present. This is most likely due to the fact that $\alpha$ has not been tuned but rather set based on assumptions about the upper limit of the label noise as defined in Sec. 4.2. MixOutlier slightly outperforms ERM on the clean BDD training dataset. This might hint towards findings in the literature on curriculum learning where a curriculum that sorts the training dataset can guide optimization towards a preferable optimum [30]. However, the performance gain in our experiments is not significant and the results on MNIST do not support the hypothesis that the proposed approach acts as a curriculum that is beneficial for optimization. Therefore, this is left for future research.

If the dataset is truly mislabeled (label noise ratio > 0%), all of our proposed approaches along with mixup outperform the baseline method ERM. Mixup results in a satisfactory performance at medium noise levels on both datasets. However, MixOutlier yields a superior performance on MNIST and a comparable performance on the BDD dataset. Most of the other proposed approaches in Sec. 3.5 suffer from the insufficient precision of the OD on the smaller BDD dataset, as described above at medium noise levels. In the case of massive noise, the performance of the baseline method mixup drops compared to the other noise levels. While some of the proposed approaches suffer from the initially low effectiveness of the OD (as described above), they still perform as well as or better than baseline method...
Table 4: Final Accuracy with Overestimated Noise Level.

| Dataset | Assumed Noise Limit | Method                  | Actual Label Noise |
|---------|---------------------|-------------------------|--------------------|
|         |                     |                         | 0%                 |
| MNIST   | Massive 50%         | mixup                   | 98 ± 0%            |
|         |                     | MixAllOutlier           | 98 ± 0%            |
|         |                     | MixAllOutlier + Relabel | 97 ± 0%            |
| BDD     | Massive 50%         | mixup                   | 94 ± 0%            |
|         |                     | MixAllOutlier           | 92 ± 1%            |
|         |                     | MixAllOutlier + Relabel | 86 ± 0%            |

Table 5: Final Accuracy with Underestimated Noise Level.

| Dataset | Assumed Noise Limit | Method      | Actual Label Noise |
|---------|---------------------|-------------|--------------------|
|         |                     |             | 20%                |
| MNIST   | Little 10%          | mixup       | 89 ± 1%            |
|         |                     | MixOutlier  | 82 ± 1%            |
|         | Medium 30%          | mixup       | 94 ± 0%            |
|         |                     | MixOutlier  | 97 ± 0%            |
| BDD     | Little 10%          | mixup       | 90 ± 2%            |
|         |                     | MixOutlier  | 86 ± 2%            |
|         | Medium 30%          | mixup       | 89 ± 1%            |

mixup. Moreover, MixAllOutlier and MixAllOutlier+Relabel outperform mixup significantly on both datasets at high noise levels (accuracy gain of 6-14%).

Based on the above evaluations, we recommend choosing the optimization methodology based on the assumption regarding the label noise. We recommend using MixOutlier or the baseline mixup for scenarios in which little to medium noise is suspected and the MixAllOutlier approach for massive noise.

Sensitivity Analysis of the Recommendations: To evaluate the sensitivity of these recommendations, the behaviour of the proposed approaches is evaluated for cases in which the assumption regarding the upper limit of label noise is incorrect. We assess only the best-performing approaches per noise level, i.e. MixAllOutlier and MixOutlier+Relabel (Table 4) for a massive assumed noise level, and MixOutlier (Table 5) for a little to medium assumed noise level. The performance is compared to the baseline method mixup given the same assumptions, i.e. the HP setting of $\alpha$ as described in Table 1.

The sensitivity analysis reveals that the baseline mixup approach is less sensitive to erroneous assumptions of the label noise. This is particularly true if the noise level is underestimated, as the number of detected outliers surpasses the threshold and, therefore, hardly any outliers are considered. However, if the noise level is overestimated, the best-performing approaches depend on the dataset. Yet the baseline mixup shows, on average, the best performance over all settings and on both datasets. Hence, one drawback of the proposed framework is its sensitivity to inaccurate assumptions - especially if the noise is underestimated. However, these false assumptions can be easily identified: For example, if the number of detected outliers constantly surpasses the estimated upper noise level, it is a clear indication of faulty assumptions.
7 Conclusion

In this study, we proposed multiple variations of a two-step framework to train fault detection models that are robust to label noise. The framework first identifies outliers based on the hypothesis update and then modifies the training dataset accordingly. The framework’s hyperparameters are set on the basis of a rough assumption regarding the label noise. Ultimately, we demonstrate that the different strategies handle the level of noise and the uncertainty of this level very differently. Our proposed approaches outperform other approaches from the literature when the level of noise is expected to be high. In practical applications, it is considered realistic to obtain a good estimate regarding an upper noise limit. This is particularly the case for technical systems, where a rough assumption can be made as to how noisy the labels are expected to be (representing how unsure the domain experts are about the labels). In addition, our extensive evaluation can be used by practitioners to choose the appropriate approach based on a rough estimation of the upper limit of the label noise level. Lastly, our framework enables the early detection of outliers in the optimization process. This can provide additional information about the dataset that can be used for further evaluation. For example, analyzing the set of outliers already in the first training iteration provides information on the label noise in the dataset. Still, in real applications, the success of the optimization cannot be evaluated if no clean test dataset is available to measure the performance of the resulting model. However, the analysis of the detected outliers could be used to validate the model instead. Evaluating the proposed methodology on more datasets is left for future research, particularly in terms of assessing the robustness of the approaches with respect to intra-class variability. Furthermore, evaluating the proposed OD in terms of its ability to act as a curriculum for efficient learning will be subject to further research.
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