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Although the theory of density evolution in maps and ordinary differential equations is well developed, the situation is far from satisfactory in continuous time systems with delay. This paper reviews some of the work that has been done numerically and the interesting dynamics that have emerged, and the largely unsuccessful attempts that have been made to analytically treat the evolution of densities in differential delay equations. We also present a new approach to the problem and illustrate it with a simple example.
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In this paper we highlight an open problem in mathematics that has implications for any system whose dynamics are dependent on behavior in the past. Namely how can we describe the evolution of densities in such systems. We review what is known about the evolutions of densities in discrete time maps as well as in systems with dynamics described by ordinary differential equations or stochastic differential equations and then highlight the rather formidable mathematical problems that arise when one wishes to consider delayed, or hereditary, dynamics.

I. INTRODUCTION

We are accustomed to thinking about the trajectories of dynamical systems and their possible bifurcations as a parameter is varied. Typically one encounters bifurcation sequences like stable steady state $\rightarrow$ simple limit cycle $\rightarrow$ complicated limit cycle $\rightarrow$ ‘chaotic’ solutions, but the definition of what constitutes chaos is tricky\textsuperscript{1B}.

Here, we want to turn this around and think about the evolution of densities. This is akin to the Gibbs’ notion of looking at an ensemble of dynamical systems, and this ensemble is described by the corresponding density of states. This just means that we are thinking about looking at a very large number of copies of a dynamical system, under the assumption that each copy is not interacting with any others.

II. DENSITY EVOLUTION IN DYNAMICAL SYSTEMS

Though the idea of density evolution may seem an unfamiliar one initially, in point of fact many readers will find that they are really quite familiar with it from other contexts.

From a purely formal standpoint we start with the definition of the Frobenius-Perron (FP) operator $P^t : L^1 \rightarrow L^1$

\[
\int_A P^t f(x) m(dx) = \int_{S^{-1}_t(A)} f(x) m(dx)
\]

which maps densities to densities. From a technical standpoint\textsuperscript{1B}, $(X, \mathcal{A}, m)$ is a $\sigma$-finite measure space, and $S_t : X \rightarrow X$ a measurable nonsingular transformation, i.e. $S^{-1}_t(A) \in \mathcal{A}$ for all $A \in \mathcal{A}$ and $m(S^{-1}_t(A)) = 0$ whenever $m(A) = 0$.

This still may look rather unfamiliar, but some examples will smooth the way. First of all note that if $A = [a,x]$ the Frobenius-Perron operator becomes

\[
\int_a^x P^t f(s) ds = \int_{S^{-1}_t([a,x])} f(s) ds,
\]

so

\[
P^t f(x) = \frac{d}{dx} \int_{S^{-1}_t([a,x])} f(s) ds. \tag{2}
\]

For example, with the tent (hat) map

\[
S(x) = \begin{cases} \frac{ax}{a(1-x)} & \text{for } x \in \left[0, \frac{1}{2}\right] \\ \frac{a(1-x)}{a} & \text{for } x \in \left[\frac{1}{2}, 1\right], \end{cases} \tag{3}
\]

$S_n$ is the $n$th iterate of $S$, $n \in \mathbb{N}$, and the corresponding Frobenius-Perron operator is the $n$th iterate $P^n$ of the operator

\[
P f(x) = \frac{1}{a} \left[f\left(\frac{x}{a}\right) + f\left(1 - \frac{x}{a}\right)\right].
\]

In a more familiar vein if we have a system of ordinary differential equations

\[
\frac{dx_i}{dt} = \mathcal{F}_i(x), \quad i = 1, \ldots, d,
\]

then from the definition of the Frobenius-Perron operator we can derive the evolution equation for $f(x,t) = P^t f(x)$:

\[
\frac{\partial f}{\partial t} = -\sum_{i=1}^d \frac{\partial (f \mathcal{F}_i)}{\partial x_i}, \tag{4}
\]

which is just the generalized Liouville equation\textsuperscript{1B}.

Finally if we have a stochastic differential equation

\[
dx = \mathcal{F}(x) dt + \sigma(x) dw(t)
\]
where \( w \) is a Wiener process, then the evolution equation for the density \( f(x,t) \equiv P^t f_0(x) \) is the Fokker-Planck equation\(^3\)

\[
\frac{\partial f}{\partial t} = -\sum_{i=1}^{d} \frac{\partial (f \mathcal{F}_i)}{\partial x_i} + \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2 (a_{ij} f)}{\partial x_i \partial x_j}
\]

where \( a_{ij}(x) = \sum_{k=1}^{d} \sigma_{ik}(x) \sigma_{jk}(x) \).

However, if we have a variable \( x \) evolving under the action of some dynamics described by a differential delay equation

\[
x'(t) = \epsilon^{-1} \mathcal{F}(x(t),x(t-\tau)), \quad x(t) = \phi(t) \quad t \in [-\tau,0], \quad (5)
\]

then things are not so clear. We would like to know how some initial density of the variable \( x \) will evolve in time.

Denote the ‘density’ of \( x \) on the interval \([t-\tau,t]\) by \( \rho(x,t,t') \), \( \forall t' \in [t-\tau,t] \). Then we would like to be able to determine an evolution operator \( \mathcal{W} \) such that the equation

\[
\mathcal{W} \rho_0(x) = 0, \quad \rho_0(x) = \rho(x,0,t') \quad (6)
\]

describes the evolution of \( \rho(x,t,t') \) given a density of initial functions \( \rho_0(x,0,t') \). Unfortunately, we don’t really know how to do this, and that’s the whole point of this paper.

The reason that the problem is so difficult is embodied in \(^5\) and the infinite dimensional nature of the problem because of the necessity of specifying the initial function \( \phi(t) \) for \( t \in [-\tau,0] \), and even further the ‘density’ of initial functions \( \rho_0(x,0,t') \) for \( t' \in [-\tau,0] \).

We know about what \( \mathcal{W} \) should look like in various limiting cases. For instance, to consider an extensively studied example\(^2\), if \( \mathcal{F}(x(t),x(t-\tau)) = -x(t) + S(x(t-\tau)) \) so \( (5) \) becomes

\[
\epsilon x'(t) = -x(t) + S(x(t-\tau)), \quad x(t) = \phi(t) \quad t \in [-\tau,0], \quad (7)
\]

then we expect that:

1. If we let \( \epsilon \to 0 \) and restrict consideration to \( t/\tau \in \mathbb{N} \), then \( \mathcal{W} \) as in \(^6\) should reduce to the Frobenius-Perron operator \(^2\) for the map \( S \).

2. If \( \tau \to 0 \) then we should recover the Liouville equation \(^4\) from \( \mathcal{W} \).

3. If \( \epsilon \to 0 \), then from \( \mathcal{W} \) as in \(^6\) we should recover the operator governing the evolution of densities in a function space under the action of the functional map

\[
x(t) = S(x(t-\tau)),
\]

for \( t \in \mathbb{R}^+ \), though we don’t know what that should be\(^5\).

We must note that in this case if \( t/\tau \in \mathbb{N} \), then it has been shown\(^6\) that the structure of the dynamics of \(^6\) is not necessarily preserved by \(^7\), so what would happen to the questions of ‘densities’ is totally unclear.

### A. Classifying density evolution dynamics

Just as dynamists classify the different types of trajectory behaviours\(^2\), ergodic theorists have also classified different types of convergence of density evolution (Ref. \(^2\) Chapter 4). In this classification, we always let \( S: X \to X \) be a nonsingular transformation on a \( \sigma \)-finite measure space \((X, \mathcal{A}, \mu)\) that preserves a probability measure \( \mu \) with density \( f \).

The weakest type of convergence is contained in the property of ergodicity. \( S \) is ergodic if every invariant set \( A \in \mathcal{A} \)\(^8\) is such that either \( \mu(A) = 0 \) or \( \mu(X \setminus A) = 0 \). This is equivalent to the existence of a unique stationary density \( f_s \) so \( P f_s = f_s \).

Next in the hierarchy is the stronger property of mixing. \( S \) is mixing if

\[
\lim_{t \to \infty} \mu(S_t^{-1}(B)) = \mu(A) \mu(B) \quad \text{for all } A,B \in \mathcal{A}.
\]

Mixing is equivalent to

\[
\lim_{t \to \infty} \langle P^t f, g \rangle = \langle f_s, g \rangle
\]

for every bounded measurable function \( g \).

Then we have the property of asymptotic stability (or exactness). Assume \( S \) is such that \( S(A) \in \mathcal{A} \) for each \( A \in \mathcal{A} \). \( S \) is asymptotically stable if

\[
\lim_{t \to \infty} \mu(S_t(A)) = 1 \quad \text{for all } A,B \in \mathcal{A}.
\]

Asymptotic stability is equivalent to

\[
f(x,t) \equiv P^t f_0(x) \to f_s(x)
\]

for all initial densities.

Finally there is asymptotic periodicity (Ref. \(^2\) Chapter 5.3). In this case, for all initial densities \( f_0(x) \), there exists a sequence of basis densities \( \lambda_1, \ldots, \lambda_r \) and a sequence of bounded linear functionals \( \lambda_1, \ldots, \lambda_r \) such that

\[
P f_0(x) = \sum_{j=1}^{r} \lambda_j(f_0) g_j(x) + Q f_0(x),
\]

where \( Q \) is an operator such that \( \| P^t Q f \| \to 0 \) as \( t \to \infty \) for all integrable \( f \). The densities \( g_j \) have disjoint supports and \( P g_j = g_{\alpha(j)} \), where \( \alpha \) is a permutation of \( (1, \ldots, r) \). An invariant density is given by

\[
f_s = \frac{1}{r} \sum_{j=1}^{r} g_j.
\]

**Example: General hat map**

The hat map is perfect to illustrate these various types of dynamics, since it is known\(^2\) that \(^5\) is ergodic for \( a > 1 \) and we have an analytic expression\(^11\) for the stationary density \( f_s \). Furthermore, \(^4\) is asymptotically periodic\(^12\) with period \( r = 2^n, n = 0, 1, \ldots \) for

\[
2^{1/2n+1} < a \leq 2^{1/2n}.
\]
Thus, for example, \( \{ P^t f \} \) has period 1 for \( 2^{1/2} < a \leq 2 \), period 2 for \( 2^{1/4} < a \leq 2^{1/2} \), period 4 for \( 2^{1/8} < a \leq 2^{1/4} \), etc. Finally it is known\(^3\) that (3) is exact for \( a = 2 \).

B. Can dynamical systems display a ‘chaotic’ evolution of densities?

The short answer is that nobody knows—it’s an open problem!

As pointed out in the Introduction, the trajectory sequence of potential solution behaviors through bifurcations in dynamical or semi-dynamical systems is

- stable steady state → simple limit cycle
- complicated limit cycle → ‘chaotic’ solutions
- and a great deal is known about the possible transitions between different qualitative behaviors\(^1\)

Analogously, the bifurcation structure in the evolution of sequences of densities under the action of a Frobenius-Perron operator is\(^2\)

- asymptotically stable stationary density
  → simple asymptotic periodicity
  → complicated asymptotic periodicity

but the analysis of bifurcations of densities is only in a rudimentary state of development (Ref.\(^{13}\), Chapter 9).

Thinking about these two different sequences raises the immediate and obvious question “How could (can) one construct an evolution operator for densities that would display a ‘chaotic’ evolution of densities?” Thus, is

- asymptotically stable stationary density
  → asymptotic periodicity
  → ‘chaotic’ density evolution possible?

The Frobenius-Perron operator (1) is a linear operator, so our suspicion is that in order to have a chaotic density evolution it would be necessary to have a non-linear evolution operator. We have speculated elsewhere\(^{14,16}\) that maybe the density evolution operator might need to be density dependent, thus leading to nonlinearity.

Example: A density dependent extension of the hat map

Consider a density dependent hat map

\[
x_{n+1} = \begin{cases} 
    a[f] x_n, & x_n \in [0, \frac{1}{2}], \\
    a[f](1-x_n), & x_n \in [\frac{1}{2}, 1],
\end{cases}
\]

where \( f_n \) is the density of \( x_n \) and the functional \( a[f] \) is defined by

\[
a[f] = 1 + \int_A^{A+\delta} f(x)dx.
\]

The corresponding nonlinear evolution (pseudo-Frobenius-Perron) operator is\(^4\)

\[
P_f f(x) = \frac{1}{2} \bigg[ f(x) + f \bigg( 1 - \frac{x}{a[f]} \bigg) \bigg]
\]

III. DENSITY EVOLUTION IN DIFFERENTIAL DELAY EQUATIONS

A. Asymptotic periodicity in a deterministic differential delay equation

Let \( x_\tau = x(t - \tau) \) with \( \tau = 1 \) and consider the hat map (3) turned into a delay equation\(^7\)(see Eq. (7) in particular)

\[
\frac{dx}{dt} = -\alpha x + \begin{cases} 
    ax_\tau & \text{if } x_\tau < 1/2 \\
    a(1-x_\tau) & \text{if } x_\tau \geq 1/2
\end{cases} \quad a \in (1, 2], \quad \text{(9)}
\]

and examine the result of picking many different initial functions and following the trajectories forward in time. At successive times \( t \) we sample across all of the trajectories and form a histogram of the values of \( x(t) \) that is an approximation to a ‘density’.

See Figure 1 where there is clear numerical evidence for the existence of periodicity in the evolution of the histograms along the trajectories, and which the authors in Ref\(^{17}\) argued was evidence for asymptotic periodicity of densities in this system, supported by their analytic calculations. Note in particular in Figure 1 that a change in the distribution of the initial functions changes the temporal sequence of densities, but not the period.

B. Asymptotic periodicity in stochastically perturbed delay equations

Asymptotic periodicity can be induced by noise\(^{13,19}\) in a Keener map

\[
S(x) = (ax + b) \quad \text{(mod 1), } 0 < a, b < 1,
\]

\[i.e.\] when the dynamics are given by

\[
x_{n+1} = (ax_n + b + \xi_n) \quad \text{(mod 1), } 0 < a, b < 1, \quad \text{(10)}
\]

and the noise source \( \xi \) is distributed with a density \( \tilde{f} \). Consider the Keener map (10) with noise \( \xi \) turned into a stochastic delay equation\(^7\)(again see Eq. (7))

\[
\frac{dx}{dt} = -\alpha x + [(ax_t + b + \xi) \mod 1] 0 < a, b < 1 \quad \text{(11)}
\]

and examine the evolution of many initial functions as shown in Figure 2.

In this figure there are two noteworthy features. First, an alteration in the distribution of the noise with the distribution of initial functions kept the same leads to an apparent qualitative change in the ‘density’ dynamics, going from asymptotically stable in (b) to asymptotically periodic in (c). Secondly,
a change in the distribution of the initial functions with the distribution of the noise kept constant [(c) to (d)] leads to a change in the details of the temporal density evolution without a change in the period.

C. Deterministic Brownian motion

A typical formulation of the Brownian motion of a particle of mass \( m \) with position \( x \) and velocity \( v \) subject to a frictional force \( \gamma v \) is

\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -\gamma v + \eta(t),
\end{align*}
\]

where \( \eta \) is a fluctuating “force” due to collisions of the particle with others of much small mass, and is usually given by \( \eta(t) = \sigma \xi(t) \), and \( \xi = \frac{dW}{dt} \) is a ‘white noise’ (and delta correlated) which is the ‘derivative’ of a Wiener process \( W(t) \). \( \xi(t) \) is normally distributed with mean \( \mu = 0 \) and variance \( \sigma = 1 \).

The question of whether one can produce a similar Brownian motion using a totally deterministic model is interesting, and has been answered in the affirmative\(^{[13]}\).

Brownian motion from a differential delay equation

In Ref.\(^{[20]}\) the authors studied numerically the system

\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -\gamma v + \sin(2\pi \beta v(t-1)), \\
v(t) &= \phi(t), -1 \leq t \leq 0.
\end{align*}
\]

In this system the ‘random’ force (the sinusoidal term) is oscillating ever more rapidly as \( \beta \) increases. It was shown\(^{[20]}\) for a variety of numerical situations, that the mean square displacement of the particle obeys \( \langle \Delta x(t)^2 \rangle \sim t \), while the velocity is distributed as a quasi-Gaussian \( \sim e^{-Cv^2} \) for \( v \in [-K, K] \) (see Figure\(^{[3]}\)). The numerics indicated that the bound \( K \) and the standard deviation \( \sigma \) are given by

\[
\begin{align*}
K(\beta, \gamma) &= \frac{1}{\sqrt{\gamma}(0.68\sqrt{\beta} + 0.60\sqrt{\gamma})}, \\
\beta(\beta, \gamma) &= \frac{0.32}{\sqrt{\beta \gamma}}.
\end{align*}
\]

FIG. 1. Illustration of asymptotic periodicity in the density evolution of a hat map differential delay equation with \( \alpha = 13 \) and \( a = 10 \). The simulation extends from \( t = 400 \) to \( t = 402.9 \) and is based on the integration of 22,500 initial functions. (a) Each initial function was a random process distributed uniformly on \([0.65, 0.75]\). (b) Here the initial functions were uniformly distributed on \([0.65, 0.75]\) for 17,000 of the cases and \([0.35, 0.45]\) for the remaining 5,500. It was observed that the cycling was not transient and persisted for as long as the simulation ran. Modified from Ref.\(^{[17]}\).

FIG. 2. Noise induced apparent asymptotic periodicity and stability in the stochastic differential delay equation. As in Figure\(^{[1]}\) each simulation was performed with 22,500 random initial functions. In all four panels, the parameters of the equation were \( a = 0.5, b = 0.567, \alpha = 10 \). For panels (a)-(c) the initial density was as in Figure\(^{[1]}\). (a) No noise in the system: \( f(x,t) \) is not a density, but rather a generalized function. (b) Noise supported uniformly on \([0,0.1]\). Numerically, the system appears to be asymptotically stable (exact). (c) Noise uniformly supported on \([0,0.2]\). (d) Same noise as in (c), with an initial density as in Figure\(^{[1]}\)(b). Modified from Ref.\(^{[17]}\).
Brownian motion induced by perturbation from a non-invertible and chaotic map

In Ref. [21] the authors examined the properties of the system

\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -\gamma v + \eta(t),
\end{align*}
\]

where the fluctuating “force” consists of a series of delta-function like impulses given by

\[
\eta(t) = \kappa(\tau) \sum_{j=0}^{\infty} h(\xi(t)) \delta(t-j\tau)
\]

with \(\tau > 0\) and a scaling parameter \(\kappa(\tau) > 0\).

The real valued function \(h\) is defined on a probability space \((X, \mathcal{A}, \mu)\) and \(\xi\) is a highly chaotic deterministic variable defined by \(\xi(t) = \xi_j\) for \(j \leq t < (j+1)\tau\), \(j \geq 0\), with \(\xi_{j+1} = S(\xi_j)\) and \(\xi_0\) the identity on \(X\), where \(S: X \to X\) is an ergodic map with invariant measure \(\mu\), e.g. 

\(S\) is the hat map (3) on \([0,1]\) and \(h\) is the identity. It was shown in Ref. [21] Section 4 that the limit \(\tau \to 0\) reproduces the characteristics of an Ornstein-Uhlenbeck process which is the solution of the stochastic differential equation

\[
\begin{align*}
\frac{dX(t)}{dt} &= V(t) dt, \\
\frac{dV(t)}{dt} &= -\gamma V(t) dt + \sigma dw(t),
\end{align*}
\]

where \(\{w(t): t \geq 0\}\) is a Wiener process, provided

1. \(\kappa(\tau)^2/\tau\) converges to 1 as \(\tau \to 0\) and
2. there is \(\beta > 1/2\) such that

\[
\limsup_{t \to \infty} \frac{\beta}{t} ||P^t h||_1 < \infty,
\]

where \(||\cdot||_1\) is the norm in \(L^1(X, \mathcal{A}, \mu)\) and \(P^t\) is the Frobenius-Perron operator (1) corresponding to \(S_t\).

For precise statements and further examples see [21,22].

IV. WHAT DO THESE EXAMPLES SHOW?

So what are we displaying in Figures [1] through [3]? Reference to Figure [4] makes it clear that what we are examining is not really the evolution of the density \(\rho(x,t,t')\) but rather \(f(x,t) = \rho(x,t,t' \equiv t)\).

This is not necessarily a bad thing because \(f(x,t) = \rho(x,t,t' \equiv t)\) is the quantity that would typically be measured in an experimental situation: We make measurements of \(x\) at either discrete times, or a continuum of times, and from these measurements construct temporal histograms of some state variable as in Figures [1] or [2] or maybe we look at the long time limiting behaviour as in Figure [3].

In Figure [4] we are looking at a snapshot of the evolution of all of these trajectories emanating from many initial functions just as we would do in an experiment. However, the unanswered question is how this is related to the density evolving under the delayed dynamics? That is, how do we get from \(\rho(x,t,t')\) to \(f(x,t) = \rho(x,t,t' \equiv t)\)? This is precisely the problem raised in Section [1].

V. HOW TO FORMULATE?

We now turn to a consideration of the fundamental problem posed in this paper. Namely, given a system whose evolution is determined by a differential delay equation of the form (5) for example, and whose initial phase point \(\phi \in C\) is distributed over many possible initial states, how does the probability distribution for the phase point evolve in time? Or equivalently given an ensemble of independent systems, each governed by (5), and whose initial functions are distributed according to some density over \(C\), how does this ensemble density evolve in time?

The answer to this question seems deceptively simple and would appear to be provided by the Frobenius-Perron operator formalism of Section [1]. Suppose the initial distribution of phase points is described by a probability measure \(\mu_0\) on \(C\) so the probability that the initial function \(\phi\) is an element of \(A \subset C\) is given by \(\mu_0(A)\). Then, after a time \(t\), the new distribution is described by the measure \(\mu_t\) given by

\[
\mu_t = \mu_0 \circ S_t^{-1}
\]

if \(S_t\) is a measurable transformation on \(C\). Thus after a time \(t\) the probability that the phase point is an element of \(A \subset C\) is \(\mu_t(A) = \mu_0(S^{-1}(A))\).

If the initial distribution of states \(\phi\) is described by a density \(f(\phi)\) with respect to some measure \(m\) and \(S_t\) is a nonsingular transformation, then after a time \(t\) the density will have evolved to \(P^t f\), where the Frobenius-Perron operator \(P^t\) corresponding to \(S_t\) is defined by

\[
\int_A P^t f(\phi) m(d\phi) = \int_{S_t^{-1}(A)} f(\phi) m(d\phi)
\]

for all measurable \(A \subset C\).

Equations (13) (14) apparently answer the question posed above about the evolution of the density.
FIG. 4. A schematic illustration of the connection between the evolution of an ensemble of initial functions and what would be measured in a laboratory. In the case that the delay has been scaled to $\tau = 1$, an ensemble of $N$ initial functions on $[-1,0]$ is allowed to evolve forward in time under the action of the delayed dynamics. At time $t$ we sample the distribution of the values of $x$ across all $N$ trajectories and form an approximation to a density $f(x,t)$. Modified from Ref. [17].

differential equations. However, this is illusory [23] since they provide only a symbolic restatement of the problem. Everything that is specific to a given differential delay equation is contained in $S^{-1}_t$.

Although the differential delay equation can be expressed in terms of an evolution semigroup, there is no apparent way to invert the resulting transformation $S_t$. This inversion will most certainly be non-trivial, since solutions of delay equations often cannot be uniquely extended into the past [24], and thus $S_t$ will not have a unique inverse. $S^{-1}_t$ may have numerous branches that need to be accounted for when evaluating $S^{-1}_t(A)$ in the Frobenius-Perron equation [14]. This is a serious barrier to deriving a closed-form expression for the Frobenius-Perron operator $P^t$.

There are other subtle issues [23] raised by equations (13)–(14).

- The most apparent difficulty is that the integrals in (14) are over sets in a function space, and it is unclear how such integrals can be carried out.
- It is also unclear what family of measures we are considering, and in particular what subsets $A \subset C$ are measurable (i.e., what is the relevant $\sigma$-algebra on $C$?).
- Also, in equation (14) what should be considered a natural choice for the measure $m$ with respect to which probability densities are to be defined?
- And finally, does it make sense to talk about probability densities in the function space $C$?

These, then, are the rather formidable mathematical problems that we see in any attempt to formulate a framework to describe the evolution of a ‘density’ under the action of a dynamical systems containing delays. These have bedeviled us, as well as many of our collaborators, for a number of years. We now turn to a brief consideration of failed attempts that we have published over the years in an attempt to solve this problem. A detailed presentation of these can be found in Ref. [23].

Possible lines of attack

- Considerations related to an examination of fluid flow, and turbulence in particular, bear some superficial similarities to the problems involved in thinking about density evolution in delay systems because both are infinite dimensional. In Ref. [23], Chap. 5 an extension of the work of Ref. [25] involving Hopf functionals is examined as a possible way of tackling delayed density evolution. This is a exposition of work first published in Ref. [26] and though a Hopf-like functional differential equation governing the evolution of these densities was derived it was not possible to proceed further with this method. Interestingly this approach leads to a suggestive potential connection with the functional expansions of quantum field theory and Feynman diagrams.

- The method of steps [24] is a classic tool used in the proof of the existence and uniqueness of solutions of differential delay equations and Ref. [23], Chap. 6 examined its potential utility for a formulation of the delay differential equation density problem. This approach, while promising and useful from a numerical perspec-
tive, seems to lead only to a weak solution and to not be of great utility.

• As we have noted above, an adequate theory of integration on infinite dimensional spaces is lacking. Such a theory is needed if we are to further develop the Frobenius-Perron operator formalism to characterize the evolution of densities for delay differential equations, which requires a theory of integration of functionals. However, there is a notable exception worth mentioning. There is one probability measure (or family of measures) on a function space, called Wiener measure, for which there is a substantial theory of integration\[27\]. The success of these investigations, together with the considerable machinery that has been developed around the Wiener measure, suggests that Wiener measure might be a good choice for the measure of integration in the study of other infinite dimensional systems such as delay equations but this requires further investigation.

• Another possible approach is to take a differential delay equation and, through a process of discretization (e.g. with an Euler approximation) turn it into a high dimensional map.\[12\] Using this approach it was then possible to prove certain properties for the density evolution of the high dimensional map using results from Ref.\[33\] but it was never possible to successfully make the transition from these results to a consideration of the discretized differential delay equation (Ref.\[23\] Chaps. 7,8).

In the same spirit of the previous suggestion, another numerical approximation approach\[28\] has been extended\[29\] to delay equations to obtain a representation of the limiting attractor in a projected space. Numerical efforts like these are extremely valuable because they offer potential insights into what analytic approaches should be giving as answers once we figure out what the analytic approach actually is. Many more examples of the utility and the shortcomings of this numerical approximation approach can be found in Ref.\[23\].

None of these approaches have yielded a satisfactory way of dealing with the problems enumerated at the beginning of this section and it is clear from the extensive considerations of Ref.\[23\] that a radically new approach is required. In the next section we outline a possible approach and show its applicability to a very simple example.

VI. A NOVEL APPROACH

In this section we outline a new approach to the delayed dynamics density evolution problem formulated in \[15\] and show its potential applicability to a specific and relatively simple, tractable example.

Briefly in the first part of this section (Liouville-like formulation) we straightforwardly derive an evolution equation \[22\] for \(f(x,t)\) when the dynamics are given by \[15\], and note that the equation that we obtain reduces to the standard Liouville equation \[4\] when \(\nabla\) does not depend on \(x(t-\tau)\).

We then turn in the second part of the section (entitled A tractable example: Gaussian processes) to a consideration of a Gaussian process \(\xi\) with continuous sample paths on the initial interval \([-\tau, 0]\) as the initial function for the simple linear differential delay equation \[25\]. We derive the analog of \[22\] in \[28\], and are able to analytically characterize the nature of the solutions for all \((a, b, \tau)\).

### Liouville-like formulation

Let \(C = C([-\tau, 0], \mathbb{R}^d)\) denote the Banach space of all continuous functions \(\phi: [-\tau, 0] \to \mathbb{R}^d\) equipped with the supremum norm and the Borel \(\sigma\)-algebra. Consider the equation

\[
\begin{align*}
  x'(t) &= \nabla f(x(t), x(t-\tau)), \quad t \geq 0, \\
  x(t) &= \phi(t), \quad t \in [-\tau, 0],
\end{align*}
\]

\[15\] where \(\phi \in C\) and \(\nabla\) is such that for each \(\phi \in C\) there exists a continuous function \(x: [-\tau, \infty) \to \mathbb{R}^d\) such that \[15\] has a unique global solution depending continuously on \(\phi\). For each \(t \geq 0\) define the solution map \(S_t: C \to C\) by

\[S_t(\phi)(s) = x_t(s) = x(t+s) \quad \text{for } s \in [-\tau, 0], \]

\[16\] where \(x(t)\) is a solution of \[15\] with \(x_0 = \phi\). It is well known\[30\] that \(\{S_t\}_{t \in \mathbb{R}^+}\) is a semi-dynamical system on \(C\) and the transformation \((t, \phi) \mapsto S_t(\phi)\) is continuous.

Let \(B(C)\) be the space of bounded Borel measurable functions \(\psi: C \to \mathbb{R}\) with the supremum norm

\[\|\psi\|_\infty = \sup_{\phi \in C} |\psi(\phi)|,\]

and let \(\mathcal{M}(C)\) (resp. \(\mathcal{M}_1(C)\)) denote the space of finite (resp. probability) Borel measures on \(C\). For any \(\psi \in B(C)\) and \(\mu \in \mathcal{M}(C)\) we use the scalar product notation

\[\langle \psi, \mu \rangle = \int_C \psi(\phi) \mu(d\phi).\]

Let \(C_b \subset B(C)\) be the Banach space of all bounded uniformly continuous functions \(\psi: C \to \mathbb{R}\) with the supremum norm. We say that a family \(\psi_t \in C_b, t > 0\) converges weakly\[37,38\] to \(\psi \in C_b\) as \(t \to 0^+\) (denoted by \(w\)-lim\(_{t \to 0^+}\) \(\psi_t = \psi\)) if

\[\lim_{t \to 0^+} \langle \psi_t, \mu \rangle = \langle \psi, \mu \rangle \quad \text{for each } \mu \in \mathcal{M}(C).\]

This is equivalent to the following two conditions:

\[\lim_{t \to 0^+} \psi_t(\phi) = \psi(\phi) \quad \text{for every } \phi \in C \quad \text{and } \sup_t \|\psi_t\|_\infty < \infty.\]

A semigroup \(\{T_t\}_{t \geq 0}\) of linear operators on the space \(C_b\) is defined by

\[T_t\psi(\phi) = \psi(S_t(\phi)), \quad t \geq 0, \quad \phi \in C, \psi \in C_b,\]

\[17\]
where \( S_t \) is the solution map \([16]\). Since the semidynamical system \( \{S_t\}_{t \geq 0} \) is continuous, we obtain

\[
\lim_{t \to 0} T^t \psi(\phi) = \psi(\phi) \quad \text{for all } \phi \in C, \ C \subset C_b.
\]

Note also that

\[
\sup_{t \geq 0} ||T^t \psi||_{\infty} \leq ||\psi||_{\infty}.
\]

Consequently, the semigroup \( \{T^t\}_{t \geq 0} \) is weakly continuous at \( t = 0 \). Define the weak generator \( \mathcal{L} : \mathcal{D}(\mathcal{L}) \subset C_0 \to C_b \) of the semigroup \( \{T^t\}_{t \geq 0} \) by \( \psi \in \mathcal{D}(\mathcal{L}) \subset C_0 \to C_b \)

\[
\mathcal{L} \psi = w - \lim_{t \to 0^+} \frac{1}{t} (T^t \psi - \psi).
\]

In particular, for \( \psi \in \mathcal{D}(\mathcal{L}) \) and \( \mu \in \mathcal{M}(C) \) we have

\[
\langle T^t \psi, \mu \rangle = \langle \psi, \mu \rangle + \int_0^t \langle \mathcal{L} (T^s \psi), \mu \rangle ds, \quad t > 0. \tag{18}
\]

Let \( \mu_0 \in \mathcal{M}(C) \). For each \( t \geq 0 \), define the probability measure \( \mu_t \) on the space \( C \) by \( \mu_t = \mu_0 \circ S_t^{-1} \) as in \([13]\), where \( S_t \) is the solution map \([16]\). Then, by \((17)\), we have

\[
\langle \psi, \mu_t \rangle = \langle T^t \psi, \mu_0 \rangle, \quad t \geq 0, \psi \in C_b.
\]

It follows from \((18)\) and the change of variables formula that

\[
\langle \psi, \mu_t \rangle = \langle \psi, \mu_0 \rangle + \int_0^t \langle \mathcal{L} \psi, \mu_t \rangle ds \tag{19}
\]

for all \( t > 0 \) and \( \psi \in \mathcal{D}(\mathcal{L}) \). However, it is difficult to identify the domain \( \mathcal{D}(\mathcal{L}) \) of the weak generator \( \mathcal{L} \). Thus, we introduce an extended generator for the solution map \( S_t \). It is defined as a linear operator \( \mathcal{L} \) from its domain \( \mathcal{D} \) to the set of all Borel measurable functions on \( C \), where we say that \( \psi \in \mathcal{D} \) if for each \( t > 0 \) we have

\[
\int_0^t ||\mathcal{L} \psi||_{\infty} \leq \infty
\]

and \((19)\) holds. Then we say that \( \{\mu_t\}_{t \geq 0} \) is the solution of the equation

\[
\frac{\partial}{\partial t} \mu_t = \mathcal{L} \mu_t. \tag{20}
\]

Instead of defining the whole domain \( \mathcal{D} \), one can start with a sufficiently large subset of \( \mathcal{D} \). A typical example is \( \mathcal{F} \mathcal{C}_c(C) \) the set of smooth cylinder functions on \( C \). These are functions of the form \( \psi(\phi) = g(l_1(\phi), \ldots, l_n(\phi)), \phi \in C, n \geq 1 \), for some continuous linear functionals \( l_1, \ldots, l_n \) on \( C \), and \( g \in C_0^\infty(\mathbb{R}^n) \). Another example of \( \mathcal{D} \) is the set of quasi-compact functions introduced by Mohammed \([18]\). We will use below yet another subset of \( \mathcal{D} \) that will allow us to change \((20)\) into a partial differential equation \((22)\).

The marginal distribution \( \mu(t) \) of the measure \( \mu_t = \mu_0 \circ S_t^{-1} \) is defined on \( \mathbb{R}^d \) by

\[
\mu(t)(B) = \mu_t\{\phi \in C : \phi(0) \in B\}, \quad B \in \mathcal{B}(\mathbb{R}^d).
\]

This can be rewritten with the projection map \( \pi_0 : C \to \mathbb{R}^d \) defined by \( \pi_0(\phi) = \phi(0), \phi \in C \), as \( \mu(t) = \mu_0 \circ \pi_0^{-1} \). Note that \( \mu(t) \) is the distribution of \( x(t \land \tau) \) for all \( t \geq 0 \).

Let \( C^1_c(\mathbb{R}^d) \) denote the space of functions that are continuously differentiable and have compact support. Consider the differential operator from the space \( C^1_c(\mathbb{R}^d) \) to the set of all Borel measurable functions on \( C \) defined by

\[
Lg(\phi) = \sum_{i=1}^d \mathcal{F}_i(\phi(0), \phi(-\tau)) \frac{\partial g}{\partial x_i}(\phi(0)), \quad \phi \in C, c \in C^1_c(\mathbb{R}^d).
\]

Let \( g \in C^1_c(\mathbb{R}^d) \) be such that \( Lg \in \mathcal{B}(C) \). Now if \( \psi = g \circ \pi_0 \), then \( \psi \in \mathcal{D} \) and \( \mathcal{L} \psi = Lg \).

We say that \( \{\mu_t\}_{t \geq 0} \) is a solution of the equation

\[
\frac{\partial}{\partial t} \mu(t) = L^* \mu_t
\]

if for each \( t > 0 \) and \( c \in C^1_c(\mathbb{R}^d) \) the following holds

\[
\int_0^t ||Lg||_{\mathcal{D}} \mu(r) dr < \infty
\]

and

\[
\int_{\mathbb{R}^d} g(x) \mu(t)(dx) = \int_{\mathbb{R}^d} g(x) \mu(0)(dx) + \int_0^t \langle Lg, \mu_t \rangle dr. \tag{21}
\]

Note that this is equivalent to requiring that \( \psi \in \mathcal{D} \) and \( \mathcal{L} \psi = Lg \) for \( \psi = g \circ \pi_0 \) and \( c \in C^1_c(\mathbb{R}^d) \). Next, observe that if we introduce the measure

\[
\nu(t) = \mu_t \circ \pi_0^{-1}, \quad t \geq 0,
\]

where \( \pi_{0, \tau} : C \to \mathbb{R}^d \times \mathbb{R}^d \) is the projection map \( \pi_{0, \tau}(\phi) = (\phi(0), \phi(-\tau)), \phi \in C \), then

\[
\langle Lg, \mu_t \rangle = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \sum_{i=1}^d \mathcal{F}_i(x,y) \frac{\partial g}{\partial x_i}(x) \nu(t)(dx,dy),
\]

by the change of variables formula. The measure \( \nu(t) \) is the distribution of \( (x(t), x(-t)) \).

Now suppose additionally that the measure \( \nu(t) \) has a density \( f_y \) with respect to the Lebesgue measure on \( \mathbb{R}^d \ i.e., \nu(t)(dx,dy) = f_y(x,y,t)dx dy \). Then the measure \( \mu(t) \) has a density \( f \) with respect to the Lebesgue measure on \( \mathbb{R}^d \) and

\[
f(x,t) = \int_{\mathbb{R}^d} f_y(x,y,t)dy.
\]

We also have

\[
f(y,t-\tau) = \int_{\mathbb{R}^d} f_y(x,y,t)dx, \quad t \geq \tau.
\]

We can rewrite \((21)\) as

\[
\int_{\mathbb{R}^d} g(x)f(x,t)dx = \int_{\mathbb{R}^d} g(x)f_0(x)dx + \int_0^t \int_{\mathbb{R}^d} \sum_{i=1}^d \mathcal{F}_i(x,y) \frac{\partial g}{\partial x_i}(x)f_v(x,y,r)dx dy dr,
\]

where \( v(t) = \nu(t) \circ \pi_0^{-1} \).
which is the weak form of the equation

$$\frac{\partial}{\partial t} f(x,t) = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} \int_{\mathbb{R}^d} \mathcal{F}(x,y) f_v(x,y,t) dy.$$  \hspace{1em} (22)

Eq. (22) reduces to the Liouville equation if \( \mathcal{F} \) does not depend on \( y \).

Finally, recall that a Borel probability measure \( \mu \) on \( C \) is called a Gaussian measure (see Ref. 39) if the measure \( \mu \circ \xi^{-1} \) is Gaussian on \( \mathbb{R} \) for each continuous linear functional \( f \) on \( C \). Suppose that the solution map \( S_t \) is linear. Then if we take as \( \mu_0 \) a Gaussian measure on \( C \), the measure \( \mu_t \) will be again Gaussian. We will look at such examples next.

A tractable example: Gaussian processes

A Gaussian process is a family \( \xi = \{ \xi(t) \}_{t \in T} \) of (real-valued) random variables defined on some probability space \( (\Omega, \Sigma, \mathbb{P}) \), indexed by a parameter set \( T \), such that every finite linear combination \( \sum_{i=1}^{n} c_i \xi(t_i) \) is either identically zero or has a Gaussian distribution on \( \mathbb{R} \). Given a Gaussian process \( \xi \) its mean function is \( a(t) = E(\xi(t)), t \in T \), and its covariance function is the bivariate symmetric function

$$R(t,s) = \text{cov} (\xi(t), \xi(s)) = E(\xi(t) - a(t)) (\xi(s) - a(s)).$$

The process is called centered if its mean function is zero. Note that a covariance function is non-negative definite, i.e.

$$\sum_{i,j=1}^{n} R(t_i,t_j) c_i c_j \geq 0$$  \hspace{1em} (23)

for any \( t_1, \ldots, t_n \in T \) and \( c_1, \ldots, c_n \in \mathbb{R}, n \geq 1 \). A Gaussian process is said to be non-degenerate if its covariance function is positive definite, i.e. inequality (23) is strict for all non-zero \( (c_1, \ldots, c_n) \in \mathbb{R}^n \).

For a centered Gaussian process the Gaussian distribution of a finite combination \( \sum_{i=1}^{n} c_i \xi(t_i) \) is determined through the variance \( E(\sum_{i=1}^{n} c_i \xi(t_i))^2 \) that can be calculated with the help of the covariance function \( R \). Thus the covariance function of a centered Gaussian process completely determines all of the finite-dimensional distributions (that is, the joint distributions of \( (\xi(t_1), \ldots, \xi(t_n)) \) for any \( t_1, \ldots, t_n \in T \) and \( n \geq 1 \)). Consequently the distribution of the entire centered Gaussian process \( \xi \) is uniquely determined through its covariance function.

Given a symmetric non-negative definite function \( R: [-\tau,0] \times [-\tau,0] \to \mathbb{R} \) there exists a centered Gaussian process with \( R \) being its covariance function, by the Kolmogorov extension theorem. If the process has continuous sample paths then it defines a Gaussian measure on \( C \), the distribution of the process \( \xi \), by

$$\mu(B) = \mathbb{P}(\xi \in B), \quad B \in \mathcal{B}(C).$$

If we have two centered Gaussian processes with continuous sample paths and the same covariance function then they have the same distribution.

Consider the Gaussian process

$$\xi(t) = \zeta \cos(t - \theta), \quad t \in \mathbb{R},$$

where \( \zeta \) and \( \theta \) are independent random variables, the amplitude \( \zeta \) has the Rayleigh distribution with density \( xe^{-x^2/2}, x \geq 0 \), and \( \theta \) is uniformly distributed on \( [0, 2\pi) \). Observe that the mean \( E(\xi(t)) \) is zero and the covariance function is

$$R(t,s) = \text{cov}(\xi(t), \xi(s)) = E(\xi(t) \xi(s)) = \cos(t-s).$$

Then \( \xi(t) \) is normally distributed with mean 0 and variance 1. Since \( R(t,t-\tau) = 0 \) with \( \tau = \pi/2 \), \( \xi(t) \) and \( \xi(t-\tau) \) have a Gaussian distribution on \( \mathbb{R}^2 \), we see that \( \xi(t) \) and \( \xi(t-\tau) \) are uncorrelated, thus independent. Note that \( \xi \) is a solution of

$$x'(t) = -x(t - \frac{\pi}{2}).$$  \hspace{1em} (24)

We take as \( \mu_0 \) the Gaussian measure being the distribution of the Gaussian process \( \xi = \{ \xi(s) \}_{s \in [-\tau,0]} \). Then \( S_\tau \xi \) is a centered Gaussian process with the same covariance function as \( \xi \). Hence \( \mu_t = \mu_0 \circ S^{-1}_\tau \) for all \( t \geq 0 \) implying that the measure \( \mu_0 \) is invariant for the solution map \( S_t \) of equation (23). We also have \( f(x,t) = f(x) \) and \( f_\tau(y,x,t) = f(x) f(y) \), where \( f(x) \) is the density of the standard normal distribution. Hence (22) holds with \( d = 1 \) and \( \mathcal{F}(x,y) = y \). However, if we take \( \xi(t) = \zeta \cos(t), t \in \mathbb{R} \), where now \( \zeta \) has the standard normal distribution, then \( \xi \) is a Gaussian process with \( R(t,s) = \cos(t-s) \cos(s) \) and \( \xi(t) \) is also a solution of (24), but \( \xi \) is degenerate since the distribution of \( (\xi(t), \xi(t-\tau)) = (\zeta(\cos(t), \sin(t))) \) is concentrated on a line.

We can extend (24) in the following way. Consider the linear differential equation

$$x'(t) = ax(t) + bx(t-\tau),$$  \hspace{1em} (25)

where \( a, b \) are real constants and a Gaussian process \( \xi = \{ \xi(s) \}_{s \in [-\tau,0]} \) with continuous sample paths on \( [-\tau,0] \) as the initial condition \( x_0 = \xi \). Then the solution map \( S_t \) is a linear mapping of \( C \), and thus \( S_t \xi \) is a Gaussian process, so the distribution of \( S_t \xi \) is a Gaussian measure on \( C \).

Thus we can start with a positive definite symmetric function \( R_0 \) such that the corresponding Gaussian process \( \xi \) has continuous sample paths on \( [-\tau,0] \). Then \( S_\tau \xi \) will be a centered Gaussian process with a covariance function \( R_\tau \). The measure \( \mu(t) \), being the distribution of \( x(t) = S_t \xi(0) \), is Gaussian with mean zero \( 0 \) and variance \( \sigma^2(t) = R_t(0,0) \), and the measure \( v(t) \), being the distribution of \( x(t), x(t-\tau) = (S_t \xi(0), S_t \xi(-\tau)) \), is Gaussian with covariance matrix

$$Q_t = \begin{pmatrix} R_t(0,0) & R_t(-\tau,0) \\ R_t(-\tau,0) & R_t(-\tau,-\tau) \end{pmatrix}.$$  \hspace{1em} (26)

Note that \( \sigma^2(t-\tau) = R_t(-\tau,0) \) for \( t \in [0, \tau] \) and \( \sigma^2(t-\tau) = R_t(-\tau,-\tau) \) for \( t \geq \tau \). Now if \( \sigma^2(t) \neq 0 \) then the density of \( f(x,t) \) is

$$f(x,t) = \frac{1}{\sqrt{2\pi\sigma^2(t)}} e^{-\frac{x^2}{2\sigma^2(t)}}.$$  \hspace{1em} (26)
and if \( \det(Q_t) \neq 0 \) then the density \( f_v \) of \( v(t) \) is given by
\[
f_v(x, y, t) = \frac{1}{2\pi \sqrt{\det(Q)} e^{-\frac{s(x-t)^2 + 2b(\sum_{i=1}^{n} x_i) + \sigma^2(t)^2}{2\det(Q)}}. \tag{27}
\]

Observe that in this example Eq. (22) is of the form
\[
\frac{\partial}{\partial t} f(x, t) = -\frac{\partial}{\partial x} (a x f(x, t)) - \frac{\partial}{\partial x} \int_{\mathbb{R}} b y f_v(x, y, t) dy
\]
and that
\[
\int_{\mathbb{R}} y f_v(x, y, t) dy = \frac{R_\epsilon(-\tau, 0)}{\sigma^2(t)} x f(x, t).
\]
Thus \( f \) is a solution of
\[
\frac{\partial}{\partial t} f(x, t) = -\left(a + \frac{b R_\epsilon(-\tau, 0)}{\sigma^2(t)}\right) x f(x, t). \tag{28}
\]
It is easily seen that \( f \) satisfies Eq. (28) if and only if
\[
\frac{d}{dt}(\sigma^2(t)) = 2a \sigma^2(t) + 2b R_\epsilon(-\tau, 0), \quad t > 0. \tag{29}
\]
It follows from (25) that (29) holds. We see that
\[
\sigma^2(t) = e^{2at} \sigma^2(0) + 2b \int_0^t e^{2a(t-s)} R_\epsilon(-\tau, 0) ds, \quad t > 0.
\]
Consequently, to obtain the densities \( f \) and \( f_v \) it is enough to determine \( R_\epsilon(-\tau, 0) \) and then \( \sigma^2(t) \).

To find the covariance function \( R_\epsilon \) observe that we can write the solution of (25) as (see Section 1.6 in Ref. 36)
\[
x(t) = X(t) \xi(0) + b \int_{-\tau}^t X(t - \tau) \xi(0) d\tau,
\]
where \( X(t) \) is the fundamental solution of (25), i.e. \( X(t) = 0 \)
for \( t < 0 \) and
\[
x(t) = \sum_{k=0}^{[t/\tau]} \frac{b^k}{k!} (t - k\tau)^k e^{\alpha(t-k\tau)}, \quad t \geq 0, \tag{30}
\]
where \( \lfloor t \rfloor = \max\{k \in \mathbb{Z} : k \leq s \} \). We rewrite \( x(t) \) with the help of the Lebesgue-Stieltjes integral as
\[
x(t) = \int_{-\tau}^0 \xi(r) dM_\epsilon(r),
\]
where the function \( M_\epsilon_t : [-\tau, 0] \rightarrow \mathbb{R} \) is defined by
\[
dM_\epsilon(r) = b X(t - \tau) dr + X(t) \delta_0(dr), \quad t \geq 0,
\]
and
\[
dM_\epsilon(r) = \delta_t(dr), \quad t < 0,
\]
with \( \delta_t \) denoting the point measure at \( t \). Since
\[
S_\epsilon \xi(s) = \int_{-\tau}^0 \xi(r) dM_{\epsilon+s}(r), \tag{31}
\]
we obtain
\[
S_\epsilon \xi(s_1) S_\epsilon \xi(s_2) = \int_{-\tau}^0 \int_{-\tau}^0 \xi(r_1) \xi(r_2) dM_{\epsilon+s_1}(r_1) dM_{\epsilon+s_2}(r_2).
\]
Taking the expectation on both sides of the above leads to
\[
R_\epsilon(s_1, s_2) = \int_{-\tau}^0 \int_{-\tau}^0 R_\epsilon(r_1, r_2) dM_{\epsilon+s_1}(r_1) dM_{\epsilon+s_2}(r_2). \tag{32}
\]
Since the covariance function \( R_\epsilon : [-\tau, 0] \times [-\tau, 0] \rightarrow \mathbb{R} \) is symmetric, we can assume that \( -\tau \leq s_1 \leq s_2 \leq 0 \). If \( t \in [0, s_2] \) then
\[
R_\epsilon(s_1, s_2) = R_\epsilon(t+s_1, t+s_2),
\]
for \( t \in (-s_2, -s_1] \) we have
\[
R_\epsilon(s_1, s_2) = e^{a(t+s_2)} R_\epsilon(0, 0) + b \int_{-\tau}^{t+s_2 - \tau} e^{a(t+s_2-r)} R_\epsilon(r, t+s_1) dr
\]
and if \( t > -s_1 \) then
\[
R_\epsilon(s_1, s_2) = X(t+s_1) X(t+s_2) R_\epsilon(0, 0)
+ b X(t+s_1) \int_{-\tau}^0 X(t+s_2-r-\tau) R_\epsilon(r, 0) dr
+ b X(t+s_2) \int_{-\tau}^0 X(t+s_1-r-\tau) R_\epsilon(r, 0) dr
+ b^2 \int_{-\tau}^0 \int_{-\tau}^0 X(t+s_1-r_1-\tau) X(t+s_2-r_2-\tau)
\times R_\epsilon(r_1, r_2) dr_1 dr_2.
\]
Thus we can find the covariance function \( R_\epsilon \) by specifying the covariance function \( R_0 \) and using (30) in the above equation.

Define
\[
\alpha_0 = \max\{\text{Re}\lambda : \lambda = a + be^{-\tau\lambda}\},
\]
By Theorem 5.2 in Chapter 1 of Ref. 36 for each \( \alpha > \alpha_0 \) there is a constant \( c \) such that \( |X(t)| \leq ce^{at} \) for all \( t > 0 \). In particular, if \( \alpha_0 = 0 \) then \( X(t) \) converges to zero exponentially fast. Since \( R_\epsilon \) being a continuous function is bounded, we see that \( R_\epsilon \) approaches 0 if \( \alpha_0 < 0 \). Based on the work of [36], see also Ref. 36, Section 5.2 and Thm. A.5, we have \( \alpha_0 < 0 \) if and only if
\[
\alpha \tau < 1, \quad \beta \tau + \alpha \tau < 0, \quad \beta \tau + \alpha \tau \cos \kappa + \alpha \tau \sin \kappa > 0,
\]
where \( \kappa \) is the root of \( \kappa = \alpha \tan \kappa, 0 < \kappa < \pi \) if \( a \neq 0 \) and \( \kappa = \pi/2 \) if \( a = 0 \). These are values of \((-a, -b)\) inside the cusp like area of Ref. [36], Figure 5.1. Then we will have
\[
\lim_{t \to \infty} \sigma^2(t) = 0
\]
leading to
\[
\lim_{t \to \infty} \int_{-\epsilon}^\epsilon f(x, t) dx = 1 \quad \text{for all } \epsilon > 0,
\]
by Chebyshev’s inequality

$$1 - \int_{-\varepsilon}^{\varepsilon} f(x,t)dx = \mathbb{P}(|x(t)| > \varepsilon) \leq \frac{1}{\varepsilon^2} \sigma^2(t).$$

If, for example $R_0$ is nonnegative with $\sigma^2(0) = R_0(0,0) > 0$ and $a \geq 0$, $b > 0$ then $\sigma^2(t) \geq X(t)^2 \sigma^2(0)$ and $X(t) \to \infty$ as $t \to \infty$. Thus

$$\lim_{t \to \infty} \sigma^2(t) = \infty$$

implying that

$$\lim_{t \to \infty} \int_{-\varepsilon}^{\varepsilon} f(x,t)dx = 0,$$

since

$$f(x,t) \leq \frac{1}{\sqrt{2\pi \sigma^2(t)}}, \quad x \in \mathbb{R}, t > 0.$$  

It might also happen that $\sigma^2(t)$ is a constant, as it was for Eq. (23) and $R_0(s_1,s_2) = \cos(s_2 - s_1)$.

Suppose now that the covariance function $R_0$ can be written in the form

$$R_0(s_1,s_2) = \int_{-\tau}^{0} \eta_r(s_1) \eta_r(s_2)dr,$$  

for some function $\eta_r : [-\tau,0] \to \mathbb{R}$ such that $(s,r) \mapsto \eta_r(s)$ is Borel measurable. Then it follows from (32) and (31) that the covariance $R_t$ is given by

$$R_t(s_1,s_2) = \int_{-\tau}^{0} S_t \eta_r(s_1) \eta_r(s_2)dr$$  

and in particular, we have

$$\sigma^2(t) = \int_{-\tau}^{0} \{S_t \eta_r(0)\}^2dr.$$  

One example of (33) is $R_0(s_1,s_2) = \min\{s_1,s_2\} + \tau$ for $s_1,s_2 \in [-\tau,0]$, since (33) holds with

$$\eta_r(s) = 1_{[0,\tau]}(s), \quad s,r \in [-\tau,0].$$  

Then we have $\xi(s) = W(s + \tau)$, where $W = \{W(t)\}_{t \geq 0}$ is the standard Wiener process on $[0,\infty)$. Another one is

$$R_0(s_1,s_2) = \begin{cases} u(s_1)v(s_2), & s_1 \leq s_2, \\
(s_2)u(s_1), & s_1 > s_2, \end{cases}$$

where $u,v$ are nonnegative differentiable functions with $u(-\tau) = 0$ and $v(s) > 0$. Here we can define $\xi(s) = v(s)W(\frac{u(s)}{v(s)})$ and we get (34) with

$$\eta_r(s) = v(s) \sqrt{\frac{u(r)}{v(r)}} 1_{[-\tau,0]}(r) \quad s,r \in [-\tau,0].$$

Finally, we calculate the covariance $R_t$ as in (34) for $t \in (0,\tau]$, when $\eta_r$ is given by (33), so that $S_t \eta_r(s) = 1_{[t,0]}(s)$ for $t + s < 0$ and

$$S_t \eta_r(s) = X(t + s) + b \int_{t}^{0} X(t + s - q - \tau)dq$$

for $s,r \in [-\tau,0], t > -s$. Observe that

$$S_t \eta_r(s) = \begin{cases} 1 + b(t + s - r - \tau)^+, & a = 0, \\
e^{a(t+s-r-\tau)} + \frac{b}{a} (e^{a(t+s-r-\tau)} - 1), & a \neq 0, \end{cases}$$

for $t + s \in [0,\tau]$, where $(q)^+ = \max\{0,q\}$. Let $-\tau \leq s_1 \leq s_2 \leq 0$. We have

$$R_t(s_1,s_2) = t + s_1 + \tau, \quad t \in [0,-s_2],$$

but if $t \in (-s_2, s_1)$ then

$$R_t(s_1,s_2) = \begin{cases} t + s_1 + \tau + \frac{b}{2} \left(t + s_2\right)^2, & a = 0, \\
e^{a(t+s_2)} - 1 - a(t+s_2), & a \neq 0; \end{cases}$$

and if $s_1 < t \leq \tau - s_2$, then for $a = 0$ we obtain

$$R_t(s_1,s_2) = \tau + \frac{b}{2} \left(t + s_2\right)^2 + \frac{b}{2} \left(t + s_1\right)^2 + \frac{b^2}{3} \left(t + s_1\right)^3 + \frac{b^2}{2} \left(t + s_2\right)^2 (s_2 - s_1)$$

while for $a \neq 0$ we have

$$R_t(s_1,s_2) = e^{a(t+s_1+s_2)} + \frac{b}{a^2} e^{a(t+s_1)} (e^{a(t+s_2)} - 1 - a(t+s_2)) + \frac{b}{a^2} (e^{a(t+s_2)} - 1) (e^{a(t+s_1)} - 1 - a(t+s_1)) + \frac{b^2}{2a^3} e^{a(s_2-s_1)} (e^{a(t+s_1)} - 1)^2.$$  

In particular, we see that for $t \in [0,\tau]$ 

$$R_t(\tau,0) = \begin{cases} t + \frac{b}{2} t^2, & a = 0, \\
e^{a(t+\tau)} - 1 - at, & a \neq 0, \end{cases}$$

and

$$\sigma^2(t) = \begin{cases} \tau + b^2 t^2 + \frac{b^2}{3} t^3, & a = 0, \\
e^{a(t+\tau)} - 1 - at + \frac{b^2}{2a} (e^{a(t+\tau)} - 1) - 2(e^{a(t+\tau)} - 1), & a \neq 0. \end{cases}$$  

Since $\sigma^2(t) > 0$ and $\text{det}(Q_0) > 0$ for $t \in (0,\tau]$, the densities $f$ in (26) and $f_\tau$ in (27) are well defined. However, it should be noted that the Frobenius-Perron operator as in (14) will not be well defined if we take as a reference measure $m$ on $C$ the Gaussian measure $\mu_0$. Suppose, on the contrary, that $\mu_\tau$ is well defined. According to the Feldman-Hajek theorem[129], two Gaussian measures are either equivalent (mutually absolutely continuous) or singular. The Gaussian measure $\mu_t$, being the distribution of the process $S_t \xi$ with covariance function $R_t$, is equivalent to the Gaussian measure $\mu_0^{1112}$ if and only if

$$R_t(s_1,s_2) = \min\{s_1,s_2\} + \tau - \int_{-\tau}^{s_1} \int_{-\tau}^{s_2} K_t(r_1,r_2)dr_1dr_2,$$
where \( K_t \in L^2([−t, 0]^2) \) is a symmetric function such that the integral operator

\[
K_t \phi(s) = \int_{−t}^{0} K_t(s,r)\phi(r)dr
\]

does not have eigenvalue 1. The kernel \( K_t \) is unique and for a.e. \((s_1,s_2)\) satisfies

\[
K_t(s_1,s_2) = −\frac{∂}{∂s_1}\frac{∂}{∂s_2}R_t(s_1,s_2).
\]

The formula that we have obtained for \( R_t \) implies that the function \( K_t \) does not exist in this example, thus showing that \( \mu_t \) is singular with respect to \( m = \mu_0 \). Hence, there exists a measurable set \( A \subset C \) such that \( m(A) = 0 \) and \( m(S_t^{-1}(A)) = 1 \), contradicting \( |t| \) with \( f(φ) \equiv 1 \). Consequently, the approach presented here in Section VI may be more effective than the ones we briefly mentioned in Section VI.

VII. SUMMARY

Here we have highlighted an open mathematical problem. Namely, how can one formulate and study the evolution of densities in systems with dynamics that contain delays? This is not simply an abstract mathematical problem devoid of interest. Rather it is of prime scientific interest because of the increasing prevalence of studies of systems whose dynamics contain significant time delays, and the fact that we have no way of theoretically treating these systems. Various approximations are available, and we have briefly discussed some of these while mentioning that there is a much more extensive consideration of these. We have also presented a tentative new approach to the problem in Section VI.

Tied into this problem is the related issue of the lack of a well developed theory of bifurcation patterns of densities analogous to what exists for trajectories of dynamical systems. In this vein we have also raised the question of whether it is possible for semi-dynamical systems to display a chaotic pattern of density evolution—currently an open question.
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