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Figure 1: We propose a radiance field framework equipped with time-aware neural voxels, which can learn dynamic scenes with an extremely fast convergence speed. Comparisons with D-NeRF [Pumarola et al. 2021] are shown. Sparse time-view images are taken and novel time and view images can be synthesized with our method.

ABSTRACT

Neural radiance fields (NeRF) have shown great success in modeling 3D scenes and synthesizing novel-view images. However, most previous NeRF methods take much time to optimize one single scene. Explicit data structures, e.g., voxel features, show great potential to accelerate the training process. However, voxel features face two big challenges to be applied to dynamic scenes, i.e., modeling temporal information and capturing different scales of point motions. We propose a radiance field framework by representing scenes with time-aware voxel features, named as TiNeuVox. A tiny coordinate deformation network is introduced to model coarse motion trajectories and temporal information is further enhanced in the radiance network. A multi-distance interpolation method is proposed and applied on voxel features to model both small and large motions. Our framework significantly accelerates the optimization of dynamic radiance fields while maintaining high rendering quality. Empirical evaluation is performed on both synthetic and real scenes. Our TiNeuVox completes training with only 8 minutes and
1 INTRODUCTION
Rendering plays a critically important role in various applications, e.g., virtual reality, interactive gaming, and movie production etc. High-quality and fast rendering techniques bring users realistic experience and make more applications possible. Recent neural rendering methods, represented by NeRF (neural radiance fields) [Mildenhall et al. 2020], have shown great power for modeling 3D scenes with compact implicit representations and synthesizing high-quality novel-view images. However, conventional NeRF methods [Barron et al. 2021; Mildenhall et al. 2020] mainly focus on static scenes, while real-life scenarios usually involve object motions or topological changes. A series of subsequent NeRF works [Li et al. 2021a; Park et al. 2021a,b; Pumarola et al. 2021; Tretschk et al. 2021a] improve radiance field construction towards dynamic scenes.

Besides, fast training and rendering speed of NeRF is needed in real-life applications. Conventional NeRF methods bear large time and computation cost to optimize the field networks, i.e. dozens of hours in general. Especially, most existing methods model dynamic scenes by introducing an additional deformation network with a similar scale of the radiance network, which maps point coordinates into a canonical space. This manner means much more cost for training and inferring dynamic fields. The cumbersome time cost impedes wide applications in real-life scenarios.

Representing scenes with explicit data structures shows great success in dramatically accelerating NeRF training and rendering [Hedman et al. 2021; Müller et al. 2022; Sun et al. 2022; Yu et al. 2022]. However, it is challenging to represent dynamic scenes with explicit structures from two main aspects. On the one hand, these scenes involve complicated point motions where encoding temporal information is required. One direct and simple solution is to expand the voxel grids with an additional time dimension. However, this manner will undoubtedly increase memory cost significantly. Changing voxel grids from 4D to 5D, i.e. $(C, N_x, N_y, N_z) \rightarrow (C, N_x, N_y, N_z, N_t)$, will multiply the storage cost by $N_t$. On the other hand, there usually exist motions of different scales. Voxels with high resolutions locate in small grids, which fail to model large motions; voxels in large grids fail to capture details with small motions.

To tackle the above challenges, we propose a new dynamic radiance field method, named as TiNeuVox, by representing scenes with time-aware voxel features. To encode temporal information, we first build a highly compressed deformation network which maps 3D point coordinates into a coarse canonical space. Voxel features are queried with the transformed coordinates. We further enhance the temporal information by feeding time and coordinate embeddings into the latter radiance network. Thus deviation introduced by point mapping can be automatically suppressed by the neural network. Moreover, we propose a multi-distance interpolation method, where features are obtained from voxels with multiple distances. In this way, both small and large motions can be modeled even though only one single-resolution voxel features are constructed.

We summarize our contributions as follows.

- We are the first to represent dynamic scenes with optimizable explicit data structures, which shows extremely high training efficiency.
- We encode coarse point motions with a tiny deformation network and enhance temporal information in the radiance network. A multi-distance interpolation technique is proposed to model both small and large motions with one single resolution of voxel features.
- We evaluate our method on both synthetic and real scenes, where our TiNeuVox achieves better or similar rendering quality with 8-MB storage by taking only 8 minutes, 150x faster than D-NeRF [Pumarola et al. 2021] and 192x faster than Hyper-NeRF [Park et al. 2021b].
2021] and producing sharper results by setting up key frames [Li et al. 2021b] etc. A series of articulated NeRF methods [Noguchi et al. 2021; Su et al. 2021; Weng et al. 2022; Xu et al. 2021] are also proposed to represent human body motions. Most of current dynamic NeRF methods still bear cumbersome training cost. We dramatically accelerate the training speed by introducing optimized explicit voxel features, while a compressed deformation network along with temporal information enhancement is designed. The overall framework achieves a good quality-speed trade-off via proper computation allocation on explicit and implicit representations.

2.2 Neural Rendering Acceleration

Rendering Acceleration. Though conventional NeRF methods show high rendering quality, it bears high latency as a series of points along each ray need to be sampled and inferred for volume rendering. Some works propose to reduce inference times for acceleration by improving sampling strategies [Arandjelović and Zisserman 2021; Fang et al. 2021; Lindell et al. 2021; Neff et al. 2021; Pa la and Clark 2021] or introducing efficient rendering techniques [Sitzmann et al. 2021]. Garbin et al. [2021]; Hedman et al. [2021]; Liu et al. [2020]; Reiser et al. [2021]; Sitzmann et al. [2019]; Wizadwongsa et al. [2021]; Yu et al. [2021a] store properties like densities produced by pre-trained radiance fields into explicit data structures, e.g. voxel grids or MIPs (multiple image planes). Only a few points need to be inferred by a small network for view-dependent color predictions. Though these methods have achieved real-time rendering performance, they still bear immense pre-training cost and cumbersome additional storage cost.

Convergence Acceleration. Some methods explore to reduce training cost from the generalization perspective. Chen et al. [2021]; Liu et al. [2022]; Wang et al. [2022, 2021a]; Yu et al. [2021b] substantially pre-train NeRF on various scenes to obtain generalizable properties or features. [Deng et al. 2021] achieves faster training speed with external depth information. Some works [Sun et al. 2022; Yu et al. 2022] propose to represent scenes with explicit voxel-grid features/properties and directly optimize these voxels for extremely fast convergence speed, reducing training time from hours to minutes. However, storage cost is significantly increased for storing voxel features. Recent works effectively reduce the storage cost via voxel hashing [Müller et al. 2022; Nießner et al. 2013], tensor decomposition [Chen et al. 2022; Kolda and Bader 2009] and bitrate dictionary lookup [Takikawa et al. 2022] while still maintaining surprisingly high training speed. These voxel-optimized methods yet only focus on static scenes, where voxel features are direct to construct for only spatial information. We introduce optimizing explicit voxel features into dynamic scenes. Temporal information is encoded to obtain time-aware neural voxel features. Our TiNeuVox achieves similar or better rendering performance than previous dynamic NeRF methods with training time reduced from days to 8 minutes.

3 METHOD

In this section, we first review methodologies of the original NeRF [Mildenhall et al. 2020] in Sec 3.1. Second, we describe how we represent dynamic scenes with explicit voxel features in Sec. 3.2. Then we propose to encode temporal information along with voxel features in Sec. 3.3. Finally, the overall framework and optimization procedures are presented in Sec. 3.4.

3.1 Preliminaries

Neural radiance fields are first proposed in [Mildenhall et al. 2020], which models 3D scenes by mapping the coordinate \((x, y, z)\) and view direction \((\theta, \phi)\) of each point in the space into its color \(c\) and density \(\sigma\). The mapping function is usually instantiated as a neural network \(\Phi_r\). This process can be formulated as

\[
c, \sigma = \Phi_r(x, y, z, \theta, \phi).
\] (1)

To get the expected color \(C(r)\) of the pixel in the image captured by the camera, a ray \(r(t) = o + td\) marching from the center of the camera to the pixel is involved, where \(o\) and \(d\) are the origin and direction of the ray respectively. \(t\) denotes the distance from one point to the camera, which ranges from a pre-defined near bound \(t_0\) to far bound \(t_f\). The pixel color is rendered by sampling a series of points along the ray and performing the classical volume rendering [Kajiya and Von Herzen 1984]:

\[
\hat{C}(r) = \sum_{i=1}^{N} T_i(1 - \exp(-\sigma_i \delta_i)) c_i,
\] (2)

where \(\delta_i\) is the distance between the \(i_{th}\) and \((i+1)_{th}\) sample point, \(N\) denotes the number of sampled points. Eq. 2 connects real 3D points with image pixels by accumulating colors \(c_i\) and densities \(\sigma_i\) of sample points along the ray. Finally, radiance fields are optimized via gradient descent by minimizing the following loss:

\[
\mathcal{L} = \|\hat{C}(r) - C(r)\|^2_2,
\] (3)

where \(C(r)\) denotes the groundtruth color of the pixel.

Besides, NeRF [Mildenhall et al. 2020] finds that details cannot be depicted by merely inputting \(x, y, z\) coordinates and \(\theta, \phi\) view directions. A positional encoding is introduced to map the input into a periodic formualation.

\[
y(x) = (\sin(2^0 x), \cos(2^0 x), ..., \sin(2^{L-1} x), \cos(2^{L-1} x)),
\] (4)

where \(L\) is a hyperparameter that controls the highest frequency of the input.

3.2 Multi-Distance Interpolation with Neural Voxels

Conventional NeRF methods [Barron et al. 2021; Mildenhall et al. 2020; Park et al. 2021a,b; Pumarola et al. 2021] build radiance fields with pure implicit representations, i.e. neural networks. Though this manner achieves promising rendering quality with high storage efficiency, it usually takes non-negligible time cost to optimize the fields, e.g. dozens of hours or even several days. To accelerate the convergence of radiance fields, we propose to represent scenes with explicit data structures except for implicit ones. To this end, neural voxels are introduced, which are a set of features organized as morphology of voxel grids. These features are designed to be further queried and inferred by neural networks to obtain certain properties, such as radiance and transmittance. As shown in Fig. 2, a scene is represented with grids of neural voxels \(V \in \mathbb{R}^{C_x \times N_x \times N_y \times N_z}\).
Figure 2: Overall framework of TiNeuVox. First, a deformation network $\Phi_d$ takes both point coordinates $\gamma(x, y, z)$ and encoded time embeddings $t_i = \Phi_t(\gamma(t_i))$ as input to obtain the shifted coordinates $(x', y', z')$. Then voxel features in grids with different sampling strides are queried and interpolated according to deformed coordinates. To enhance temporal information, coordinates $\gamma(x, y, z)$ and time embeddings $t_i$ are further concatenated with interpolated voxel features, $\gamma(v_s), \gamma(v_m)$, and $\gamma(v_l)$, which are finally fed into the radiance network to produce the density $\sigma$ and color $c$.

Figure 3: Illustration of multi-distance interpolation.

Figure 3: Illustration of multi-distance interpolation. To predict the property of one 3D point, neural voxels stored in eight vertices of the grid this point lies in are queried and interpolated trilinearly. The interpolated feature is then inferred by neural networks to predict the expected properties. Considering points in dynamic scenes may move with a dramatic motion trajectory, small grids of neural voxels have limited capacity to model these point movements. We propose a multi-distance interpolation method to model point motions with various scales. As shown in Fig. 3, besides the smallest grid, voxel features are also interpolated from vertices of larger grids. This means the final features for inference not only come from nearest voxels, but also from sub- and subsub-nearest voxels. In this way, small motions can be modeled via near voxels while motions in a large region are perceived with farther voxels.

We implement the above process as follows. When performing interpolation, we sample neural voxels from the pre-built grids $V$ with different strides $s_1, s_2, s_3, \ldots$. Then features are trilinearly interpolated with several sampled voxel grids respectively. Finally, these features are concatenated and fed into neural networks. This process can be formulated as

$$v = v_1 \oplus \cdots \oplus v_m \oplus \cdots \oplus v_M,$$

where $M$ denotes the total number of defined sampling strides, $x, y, z$ denote the coordinates of the 3D point.

Moreover, before being fed into the neural network for inference, these interpolated voxel features are first positional-encoded as in Eq. 4. This manner is of critical importance for compressing neural voxels into small sizes while maintaining strong performance for modeling details, which is evaluated in experiments (Sec. 4.3).

3.3 Temporal Information Encoding

Dynamic scenes involve complicated point motions in the space. We propose to encode temporal information from two perspectives as follows.

Coarse Coordinate Deformation. Like most previous implicit NeRF methods for dynamic scenes [Park et al. 2021a,b; Pumarola et al. 2021], we introduce a deformation network to shift coordinates of points which simulates the movement of points, but compress the network into a very small one. Denoting coordinates of one point as $(x, y, z)$ and the deformation network as $\Phi_d$, the coordinates are mapped into new ones according to encoded time embeddings $t_i = \Phi_t(y(t_i))$:

$$x', y', z' = \Phi_d(x, y, z, t_i).$$
We use only 3-layer MLPs (multilayer perceptrons) as the deformation network, which is much smaller than ones adopted in previous dynamic-scene methods. As this deformation network is applied on every sample point which accounts for a large potion of computation cost, we compress this network from both widths and depths for accelerating optimization and rendering processes.

Temporal Information Enhancement. As the aforementioned deformation network is severely compressed in our method, it may introduces unavoidable deviation for coordinate shifting due to its limited capacity. Besides, this deviation will be aggravated as neural voxels are queried according to point coordinates. Thus, final error not only comes from interpolation weights but also from the queried vertices. As shown in Fig. 2, to alleviate this deviation/mismatch, we propose to further enhance the temporal information by concatenating interpolated features in Eq. 5 with positional-encoded coordinates and neural-encoded temporal embeddings. All the concatenated features and embeddings are further fed into neural networks, where the above deviation will be automatically suppressed.

3.4 Overall Framework and Optimization

Our overall framework is illustrated in Fig. 2. First, the time stamp is encoded by a two-layer MLPs Φt, and then fed into a compressed deformation network Φd along with coordinates of the sampled point (x, y, z) to obtain shifted coordinates (x’, y’, z’) as in Eq. 6. The shifted coordinates are used for querying and interpolating neural voxels with a multi-distance manner as in Eq. 5. Then, the concatenated neural voxel σ as in Eq. 5, encoded time embeddings t = Φt(γ(t)) and original coordinates (x, y, z) are all concatenated to be fed into a narrow and shallow radiance network Φr to obtain the final density σ and color \(c, \sigma = \Phi_r(\gamma(a), t, \gamma(x, y, z), \gamma(d))\),

\[e, \sigma = \Phi_r(\gamma(a), t, \gamma(x, y, z), \gamma(d)),\]  

where γ denotes the positional encoding as in Eq. 4 and \(d = (\theta, \phi)\) represents the ray direction which is fed into Φr in the latter stage.

For each ray, we sample points evenly from the near bound to the far bound. By performing the above computation on each sampled point along a ray, the final predicted color can be obtained via volume rendering as Eq. 2. Parameters of all the neural voxels and networks can be optimized by minimizing the distance between predicted colors and groundtruth colors of image pixels as Eq. 3. Besides, following [Sun et al. 2022] we adopt two additional loss functions for regularization. One supervises predicted colors of all the sampled points along the ray with the groundtruth image pixel color for stabilization. The other one builds a cross-entropy loss on \(T_{N+1}\) to distinguish fore- and back-ground, where \(T_{N+1}\) denotes the accumulated transmittance for an additional point as computed in Eq. 2.

Besides, once we obtain the predicted density values with the radiance network, we filter points for the rest part of neural network inference with a pre-defined density threshold. This manner can effectively reduce cost of view-dependent color prediction but rarely affect the rendering quality.

4 EXPERIMENTS

In this section, we first provide our implementation details in Sec. 4.1. Then we show evaluation results and compare TiNeuVox with other related methods in Sec. 4.2. We further perform a series of ablation studies on the key components of TiNeuVox and provide detailed results and analysis in Sec. 4.3.

4.1 Implementation Details

We implement our framework as Fig. 2 mainly with PyTorch [Paszke et al. 2019] and provide two versions, i.e. TiNeuVox-S (small) and TiNeuVox-B (base). For TiNeuVox-S, neural voxels are constructed with a resolution of 100× and a channel number of 4; neural voxels in TiNeuVox-B are at 160×××. All neural voxels are initialized with zero-values. For acceleration, we set the initial resolutions of voxel grids as \(2^5\) of the given ones, which are doubled after 2k, 4k, and 6k iterations during training. This manner reduces the training time by 12% but achieves a similar PSNR. The channel dimension \(C_{t}\) of hidden layers is set as 64 for TiNeuVox-S and 256 for TiNeuVox-B. The dimension \(C_{t}\) of time embeddings is set the same as each positional-encoded voxel feature, i.e. \(20\) for TiNeuVox-S and \(30\) for TiNeuVox-B. The frequency number \(L\) of positional encoding (Eq. 4) is set as \(10\) for coordinates \((x, y, z)\), \(4\) for view direction \(d\), \(8\) for the time stamp \(t\), and \(2\) for neural voxels. Points are sampled with a step of half the voxel size along each ray for volume rendering.

For optimization, an Adam [Kingma and Ba 2015] optimizer is used with \((0.9, 0.99)\) \(\beta\) values. In each iteration, 4096 rays are randomly sampled from the whole dataset to form a batch. The initial learning rate is set as \(8 \times 10^{-2}\) for all voxels features, \(6 \times 10^{-4}\) for parameters of the deformation network \(\Phi_d\), and \(8 \times 10^{-4}\) for parameters of the other MLPs, which finally decays by \(0.1\) with an exponential schedule. The color regularization loss and background cross-entropy loss are weighted by \(10^{-2}\) and \(10^{-3}\) respectively. To further compress the neural voxel storage, we convert them into the half-precision floating-point format for the last 1k iterations. It takes 20k iterations in total on one single GeForce RTX 3090 GPU for every scene evaluated in this paper unless specified.

4.2 Evaluation

In this section, we evaluate our method on both synthetic and real dynamic scenes for novel view synthesis. Experimental results are compared with other state-of-the-art (SOTA) methods both quantitatively and qualitatively.

360° Synthetic Scenes. We adopt the dataset provided by D-NeRF [Pumarola et al. 2021] for synthetic-scene evaluation, containing 8 scenes with dynamic objects under large motions and realistic non-Lambertian materials. Each scene contains 50 – 200 images for training and 20 images for testing. To fairly compare with D-NeRF [Pumarola et al. 2021], each image is trained and rendered at 400 × 400 pixels.

As shown in Tab. 1, we provide two versions of our TiNeuVox as described in Sec. 4.1. Three metrics are used for evaluation, i.e. peak signal-to-noise ratio (PSNR), structural similarity (SSIM) [Wang et al. 2004] and learned perceptual image patch similarity (LPIPS) [Zhang et al. 2018]. Conventional NeRF [Mildenhall et al. 2020] and fast-convergence methods, including DirectVoxGO
Table 1: Comparisons about training/memory cost and rendering quality on synthetic scenes.

| Method         | w/ Time Enc. | w/ Explicit Rep. | Time | Storage | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
|----------------|--------------|------------------|------|---------|--------|--------|---------|
| NeRF [Mildenhall et al. 2020] | ✗            | ✗                | ~ hours | 5 MB    | 19.00  | 0.87   | 0.18    |
| DirectVoxGO [Sun et al. 2022] | ✗            | ✓                | 5 mins  | 205 MB  | 18.61  | 0.85   | 0.17    |
| Plenoxels [Yu et al. 2022]     | ✗            | ✓                | 6 mins  | 717 MB  | 20.24  | 0.87   | 0.16    |
| T-NeRF [Pumarola et al. 2021]  | ✓            | ✗                | ~ hours | –       | 29.51  | 0.95   | 0.08    |
| D-NeRF [Pumarola et al. 2021]  | ✓            | ✗                | ~ hours | –       | 30.50  | 0.95   | 0.07    |
| TiNeuVox-S (ours)              | ✓            | ✓                | 8 mins  | 8 MB    | 30.75  | 0.96   | 0.07    |
| TiNeuVox-B (ours)              | ✓            | ✓                | 28 mins | 48 MB   | 32.67  | 0.97   | 0.04    |

Figure 4: Qualitative comparisons between D-NeRF [Pumarola et al. 2021] and our TiNeuVox on synthetic scenes.

Real Scenes. We further evaluate our method on real non-rigidly deforming scenes provided by HyperNeRF [Park et al. 2021b]. To obtain images from these scenes, a multi-view data capture rig is built with 2 Pixel 3 phones rigidly attached roughly 16cm apart. More details can be referred to in Park et al. [2021a,b]. We perform experiments on four scenes released by Park et al. [2021b], i.e. Broom, 3D Printer, Chicken, and Peel Banana. Following Park et al. [2021b], PSNR and MS-SSIM [Wang et al. 2003] are used as evaluation metrics. Each image is trained and rendered at half of 1080p resolutions, i.e. 960 × 540 pixels, for quantitative evaluation. To fairly compare with HyperNeRF [Park et al. 2021b]3, qualitative results are obtained at full-HD with roughly 1920 × 1080 pixels, taking 40k iterations while HyperNeRF takes 1M iterations.

Table 2: Quantitative comparisons on real dynamic scenes.

| Method         | Time | PSNR↑ | MS-SSIM↑ |
|----------------|------|-------|----------|
| NeRF [Mildenhall et al. 2020] | ~ hours | 20.1  | 0.745    |
| NV [Lombardi et al. 2019]     | ~ hours | 16.9  | 0.571    |
| NSFF [Li et al. 2021a]        | ~ hours | 26.3  | 0.916    |
| Nerfies [Park et al. 2021a]   | ~ hours | 22.2  | 0.803    |
| HyperNeRF [Park et al. 2021b] | 32 hours | 22.4  | 0.814    |
| TiNeuVox-S (ours)              | 10 mins | 23.4  | 0.813    |
| TiNeuVox-B (ours)              | 30 mins | 24.3  | 0.837    |

3We find LPIPS [Zhang et al. 2018] values reported in [Park et al. 2021b] hard to reproduce so we omit this evaluation metric.

3Time cost of HyperNeRF [Park et al. 2021b] is estimated according to descriptions in their paper but on TPU.

1We test this time cost by reproducing D-NeRF [Pumarola et al. 2021] on one single RTX 3090 GPU for fair comparison.
Figure 5: Qualitative comparisons between TiNeuVox and other methods on real dynamic scenes.

Table 3: Ablation study about components of encoding time information with TiNeuVox-B, i.e. deforming coordinates, enhancing temporal information, and encoding neural time embeddings.

| Deform Coord. | Enhance Temp. Info. | Enc. Neural Time Embeds. | PSNR | SSIM | LPIPS |
|---------------|---------------------|--------------------------|------|------|-------|
| ✓             | ✓                   | ✓                        | 32.668 | 0.971 | 0.041 |
| ✓             | ✓                   | ✗                        | 29.684 | 0.956 | 0.065 |
| ✓             | ✗                   | ✓                        | 31.473 | 0.968 | 0.045 |
| ✓             | ✓                   | ✗                        | 32.384 | 0.971 | 0.044 |

However, our rendered images are slightly more blurred than HyperNeRF. We deduce that far more iterations ($1M$) and additional regularization losses for real dynamic scenes in HyperNeRF matter. We would like to further explore these regularization techniques in future, which are compatible with our frameworks.

4.3 Ablation Study

In this section, we perform a series of experiments to study key components and factors involved in our method to better understand the mechanism and demonstrate the effectiveness. Following experiments are performed on all the synthetic dynamic scenes [Pumarola et al. 2021] and averaged metric values are reported.

Temporal Information Encoding. We study three components for encoding time information, i.e. coordinate deformation $\Phi_d$, temporal information enhancement as in Fig. 2, and encoding time embeddings with the neural network $\Phi_t$. As shown in Tab. 3, all of the three components is of critical importance to the final rendering performance.

Multi-distance Interpolation Effectiveness. We study effectiveness of the proposed multi-distance interpolation (MDI) and show results in Tab. 4. Experiments with a single $1$ sampling stride equal to interpolation without the multi-distance manner. For the small resolution setting with $100^3$, MDI brings a $0.467$ PSNR promotion. It can be observed the larger resolutions are, the bigger advantages MDI bring, i.e. $0.874$ for $160^3$ and $1.593$ for $256^3$. This is because larger the resolution is, a smaller region each grid can represent. Noting that for $256^3$, each grid is too small to capture complete motions without MDI.

To clearly demonstrate the MDI mechanism, we visualize gradient magnitudes on neural voxels interpolated with different distances, where red colors denote distant voxel samples have larger gradients and yellow colors denote near samples have larger gradients. Similar to ideas in Grad-CAM [Selvaraju et al. 2017], gradient magnitudes represent the activation strength or importance of voxel samples. As shown in Fig. 6, distant voxels samples (red) show higher importance for large-motion points (e.g. arms); small-motion points (e.g. head) prefer near voxel samples (yellow). We clarify the MDI mechanism as follows. The coordinate deformation network is highly compressed so it can only model a coarse motion. This deviation becomes more dominant for larger motions and may lead to wrong voxel queries. This exacerbates even more at higher-resolution voxel grids. MDI enables each voxel to perceive multi-distance points; hence even when wrong voxels are queried, voxel features can still provide correct information.

5 DISCUSSION AND CONCLUSION

Limitations & Future Works. We perform preliminary experiments on the NSFF [Li et al. 2021a] scene "truck", which contains a...
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