Static and dynamic properties of interacting spin-1 bosons in an optical lattice
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We study the physics of interacting spin-1 bosons in an optical lattice using a variational Gutzwiller technique. We compute the mean-field ground state wave-function and discuss the evolution of the condensate, spin, nematic, and singlet order parameters across the superfluid-Mott transition. We then extend the Gutzwiller method to derive the equations governing the dynamics of low energy excitations in the lattice. Linearizing these equations, we compute the excitation spectra in the superfluid and Mott phases for both ferromagnetic and antiferromagnetic spin-spin interactions. In the superfluid phase, we recover the known excitation spectrum obtained from Bogoliubov theory. In the nematic Mott phase, we obtain gapped, quadratically dispersing particle and hole-like collective modes, whereas in the singlet Mott phase, we obtain a non-dispersive gapped mode, corresponding to the breaking of a singlet pair. For the ferromagnetic Mott insulator, the Gutzwiller mean-field theory only yields particle-hole like modes but no Goldstone mode associated with long range spin order. To overcome this limitation, we supplement the Gutzwiller theory with a Schwinger boson mean-field theory which captures super-exchange driven fluctuations. In addition to the gapped particle-hole-like modes, we obtain a gapless quadratically dispersing ferromagnetic spin-wave Goldstone mode. We discuss the evolution of the singlet gap, particle-hole gap, and the effective mass of the ferromagnetic Goldstone mode as the superfluid-Mott phase boundary is approached from the insulating side. We discuss the relevance and validity of Gutzwiller mean-field theories to spinful systems, and potential extensions of this framework to include more exotic physics which appears in the presence of spin-orbit coupling or artificial gauge fields.

I. INTRODUCTION

Recent progress in ultra-cold atoms has made it possible to study strongly correlated phenomena in a number of different contexts, which have no natural analog in condensed matter physics. One such example is spinless and spinful many-body bosonic systems, whose rich physics has been experimentally explored in the continuum and in optical lattices [1–6]. Large spin systems offer interesting possibilities to study the interplay between competing/complementary orders at zero and finite temperatures such as single-particle and pair superfluidity, spin and liquid crystallinity, all of which can be probed using a variety of experimental tools [7–10]. Recently, attention has turned to the physics of bosonic and fermionic systems in the presence of spin-orbit coupling or artificial gauge fields [11–18]. Spin-orbit coupling and artificial gauge fields introduce degeneracies in the single-particle spectrum, which tends to frustrate the usual Bose condensation, setting the stage for the appearance of exotic ordered phases even at the mean-field level, such as striped Bose condensates which spontaneously break translational symmetry [19–22] or magnetized spin stripe phases which spontaneously break time-reversal symmetry [23]. Furthermore, single particle degeneracies can amplify the role of quantum fluctuations leading to chiral superfluids [24] or bosonic phases with topological order, which resemble the integer and fractional quantum Hall effect [25] of electrons in a magnetic field.

With these exciting experimental advances, it has become increasingly important to develop theoretical methods which are sophisticated enough to describe the multitude of order parameters and broken symmetry phases that can potentially occur in these interesting interacting systems, even at the mean-field level. In addition, it is essential to first gain significant insight into the various forms of order such systems can develop before introducing the next level of complexity through artificial gauge fields or spin orbit coupling. With this in mind, we perform a variational Gutzwiller study of the mean-field physics of a spin-1 Bose gas in an optical lattice, in the absence of spin-orbit coupling. We highlight the key virtues and limitations of this method in describing spinful bosonic systems, by giving a comprehensive account of the static and dynamic properties of the spin-1 Bose gas in an optical lattice. We then supplement this method by a Schwinger boson mean-field theory to capture the gapless Goldstone mode in the ferromagnetic Mott phase. We discuss extensions of this approach to the spin-orbit coupled, large spin problem.

The bosonic Gutzwiller mean-field technique, introduced by Rokhsar and Kotliar [26], describes the mean-field physics of the Bose Hubbard model [27], which is realized by trapping bosons in a deep optical lattice [3, 4]. Known to be exact in infinite dimensions, the technique captures local physics by decomposing the full Bose Hubbard Hamiltonian into a sum of on-site Hamiltonians coupled by mean-fields. The transition from the superfluid to the Mott insulator is then obtained by self-consistently solving for where the mean-field order parameter vanishes. Within the Mott lobes, the Gutzwiller Hamiltonian is therefore purely local (i.e., identical to the zero
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hopping limit), and hence does not a priori capture any correlations. In the spinless case, where exact Quantum Monte Carlo (QMC) simulations are possible [28], the Gutzwiller method is known to correctly capture the qualitative features of the phase diagram. We will apply the Gutzwiller technique to spin-1 bosons in the current work.

The equilibrium physics of this model for spinless bosons is well known, and recently it has been extended to include spinor systems, such as the one we study here [29–34]. For spinless bosons, this technique has recently also been extended to finite clusters, where the physics within an $m \times n$ plaquette is solved exactly, and the plaquettes are coupled by mean-fields. Systematic studies using this cluster Gutzwiller method have shown that for relatively small cluster sizes, quantitative agreement is obtained for the location of the phase boundaries with numerically exact Quantum Monte Carlo studies [35]. Importantly, such cluster methods offer a comparatively numerically efficient way to systematically incorporate correlation effects and perform non-equilibrium dynamics, which is highly relevant to ongoing experiments on strongly correlated bosons [36–39].

In this paper we provide a systematic study of the physics of the spin-1 Bose Hubbard model. We discuss the equilibrium theory and highlight the advantages and disadvantages of the Gutzwiller approach in correctly capturing the spin physics in an interacting bosonic system. Although the equilibrium phase boundaries for this model have been established by several authors [29,30,32], a systematic study of the various order parameters present in the spin-1 Bose Hubbard model has been lacking. As this is essential in forming a comprehensive understanding of each phase, a new feature of our work is a focus on the evolution of the various order parameters, such as the spin, nematic and singlet order. As these order parameters can be directly measured in experiments, such a study is a necessity in the interpretation of the experiment and the understanding of the spinful Bose-Hubbard quantum phase diagram.

Recently, several authors [40–42] have extended the Gutzwiller technique to capture dynamics, by linearizing the mean-field equations of motion about the superfluid and Mott insulating ground states. Indeed the linearized theory correctly captures the well-known Bogoliubov modes in the superfluid, the gapped particle-hole like modes in the Mott insulator, and correctly describes qualitative aspects of how these modes evolve across the superfluid-Mott phase boundary. Here we extend the time-dependent Gutzwiller framework developed by Krutitsky and Navez [41] to spin-1 Bose Hubbard model, and compute the low energy spectrum across the entire superfluid-Mott phase diagram for ferromagnetic and anti-ferromagnetic spin-dependent interactions [43,44]. In particular, we show that the Gutzwiller approach by itself, fails to fully capture the spin physics in the Mott insulator, and therefore we supplement this theory with a Schwinger boson mean-field theory, which captures inter-site magnetic fluctuations. Our combined Gutzwiller + Schwinger boson approach thus more or less fully captures the low energy mean-field properties of the spin-1 Bose Hubbard model, and sets the stage for studies of more complicated correlated bosonic Hamiltonians, which include spin-orbit coupling or artificial gauge fields, which we leave for future study.

The rest of this paper is organized as follows: in Sec. II, we present the Gutzwiller mean-field equations, and define the various order-parameters which we use to compute the ground state properties and the superfluid-insulator phase boundaries. In Sec. III, we present the Gutzwiller phase diagrams for ferromagnetic and anti-ferromagnetic interactions focussing on the evolution of the spin, nematic and singlet order parameters across the entire phase diagram, which are absent in the spinless case. In Sec. IV, we linearize around the Gutzwiller ground state to produce the equations for the low energy collective modes. In Sec. V, we present the excitation spectra for ferromagnetic and anti-ferromagnetic interactions in the superfluid and Mott phases. In Sec. VI, we discuss the relevance of our results to experiments and in Sec. VII, we provide a summary of our results and discuss directions for future work. Readers uninterested in the detailed theoretical derivations of the equations may skip Sections II and IV, which are technical in nature.

II. GUTZWILLER MEAN-FIELD THEORY: STATICS

In this section we outline the Gutzwiller mean-field theory which we use to compute the ground state energy, wave-function and order parameters in the following sections. We remark that the Gutzwiller mean-field equations have been obtained previously by several authors [29,30,32] and are only reproduced here for completeness (and for providing a background, as well as a context for the new results obtained by us for the spin-1 bosons). Our starting point is the generalized Hamiltonian of the spin-1 Bose gas in an optical lattice [10]

$$H - \mu N = - t \sum_{\langle i,j \rangle,\alpha} (a_{i\alpha}^\dagger a_{j\alpha} + H.c.) + \frac{U_0}{2} \sum_i \hat{n}_i (\hat{n}_i - 1)$$

$$+ \frac{U_2}{2} \sum_i (S^2 - 2\hat{n}_i) - \mu \sum_i \hat{n}_i$$

(1)

where $\langle i,j \rangle$ denotes nearest neighbor sites, a chemical potential $\mu$, and we have defined $\hat{n}_i = \sum_\alpha a_{i\alpha}^\dagger a_{i\alpha}$, $S = \sum_{\alpha,\beta} a_{i\alpha}^\dagger T_{\alpha\beta} a_{i\beta}$, where the $T$ are a vector of spin-1 matrices. While the mean field equations are generic for any dimensionality and lattice geometry, in the following we focus on a three dimensional cubic lattice.

To derive the Gutzwiller equations, we proceed by writing the tight binding model at the mean field level by treating each neighbor of site $i$ using the mean field
level truncation
\[ a_{i\alpha}^\dagger a_{j\alpha} \rightarrow \langle a_{i\alpha}^\dagger a_{j\alpha} + a_{i\alpha}^\dagger (a_{j\alpha}) \rangle. \] (2)

Following the standard Gutzwiller mean-field theory, we write the ground state wave function in the Fock basis as a direct product over single site wave functions as
\[ |\Psi_{GS}\rangle = \otimes_{i=1}^{N_{sil}} |\phi_i\rangle \] (3)
|\phi_i\rangle = \sum_{m_{-1},m_0,m_1} A_{m_{-1}m_0m_1} |m_{-1},m_0,m_1\rangle \] (4)
where \( m_{-1}, m_0, m_1 \) denote Fock states in the \( m_z = -1, 0, 1 \) state respectively, and we have assumed the \( A_{m_{-1}m_0m_1} \) to be site independent. We will now evaluate
\[ \langle \phi_i | \frac{U_0}{2} (S_i^2 - 2\hat{n}_i) | \phi_i \rangle = U_2 \sum_{m_{-1},m_0,m_1} \left[ ] \right] A_{m_{-1}m_0m_1}^* A_{m_{-1}m_0m_1} \] (5)
\[ + A_{m_{-1}m_0m_1}^* A_{m_{-1}(m_0+2)(m_1-1)} A_{m_{-1}(m_0+2)(m_1-1)} \] \[ + A_{m_{-1}m_0m_1}^* A_{m_{-1}(m_0-2)(m_1+1)} A_{m_{-1}(m_0-2)(m_1+1)} \] \[ \times \left( U_0 \right) (m_{-1} + m_0 + 1)(m_{-1} + m_0 + 1) \] \[ - \mu(m_{-1} + m_0 + 1) \).

The spin operator \( S_i^2 \) yields off diagonal terms in Fock space. In particular we obtain
\[ \langle \phi_i | - t \sum_{\alpha} a_{i\alpha}^\dagger \sum_{m_{-1},m_0,m_1} A_{m_{-1}m_0m_1}^* A_{m_{-1}m_0m_1} \] (6)
\[ \left[ A_{m_{-1}(m_0-1)} \sqrt{m_1} \right] \] \[ + A_{m_{-1}(m_0-1)} \sqrt{m_1} \] \[ + A_{m_{-1}(m_0-1)} \sqrt{m_1} \]
where \( z \) denotes the number of nearest neighbors, and for the destruction operator this yields
\[ \langle \phi_i | - t \sum_{\alpha} a_{i\alpha} \sum_{m_{-1},m_0,m_1} A_{m_{-1}m_0m_1}^* A_{m_{-1}m_0m_1} \] (7)
\[ \left[ A_{m_{-1}(m_0+1)} \sqrt{m_1+1} \right] \] \[ + A_{m_{-1}(m_0+1)} \sqrt{m_1+1} \] \[ + A_{m_{-1}(m_0+1)} \sqrt{m_1+1} \].

We self consistently determine the values of \( \langle a_{i\alpha} \rangle \), by viewing the ground state expectation value of the Hamiltonian as \( A.H.A \), where \( A \) is a vector of all the \( A_{m_{-1}m_0m_1} \), and we just have to diagonalize \( H = \langle n_1, n_0, n_{-1} | H | m_{-1}, m_0, m_1 \rangle \) iteratively. This is equivalent to determining the \( A_{m_{-1}m_0m_1} \) coefficients variationally through solving
\[ \frac{\delta}{\delta A_{m_{-1}m_0m_1}} \langle \Psi_{GS} | H - \mu N | \Psi_{GS} \rangle = 0, \] (8)
and similarly for \( A_{m_{-1}m_0m_1} \). At each step of the numerical iteration, we self-consistently determine the mean-field \( \langle a_{i\alpha} \rangle \), which is identical on every site in the homogeneous system we study. In what follows, we therefore occasionally drop the site index when unnecessary.

We note that the mean-field theory described here can be readily generalized to capture translational symmetry breaking phases by allowing the mean-field to vary on every site. However, absent spin-orbit coupling or artificial gauge fields, we do not expect translational symmetry breaking phases to occur, and therefore restrict our study to spatially homogeneous mean fields.

### A. Order parameters

The spin-1 system generally possesses four order parameters namely, the condensate fraction, the spin, the nematic director, and the singlet order parameter, which we determine using the ground state wavefunction computed above. The condensate fraction in the three hyperfine spin states can be expressed as \( \langle a = \)
In this section we present the phase diagram of the spin-1 Bose Hubbard model and highlight the key virtues and shortcomings of the Gutzwiller approach with respect to other approaches, namely the weak coupling and strong coupling expansions. We stress here that while our results for the phase boundaries are not new, and have been discussed by several authors, we focus on the evolution of the spin, nematic, and singlet order parameters across the superfluid-Mott transition, which has not yet been discussed in the literature and is essential to understand and characterize the nature of each phase as manifested in experiments. Importantly, these order parameters distinguish the spin-1 gas from its well studied spinless counterpart and are generically present in higher spin systems, such as spin-3 Chromium atoms. Understanding how these evolve in the spin-1 Bose Hubbard model is therefore crucial to developing theories of larger spin systems, which are currently being explored experimentally.

III. PHASE DIAGRAM

A. Ferromagnetic interactions

We start by discussing the conceptually simple ferromagnetic case for $U_2 < 0$, which occurs for $^{87}$Rb, where the system has only two order parameters, the superfluid order parameter and the total spin $S = \sqrt{S_x^2 + S_y^2 + S_z^2}$. In Fig. 1, we plot the theoretically calculated evolution of the superfluid order parameter, which clearly shows the superfluid-Mott phase boundary, where the superfluid order parameter vanishes. The second order nature of the phase transition is clear from the smooth manner in which the order parameter goes to zero. This is to be expected, as on the ferromagnetic side, the total spin simply locks to the density, and the system resembles a spinless gas, which is known to have a second order superfluid-Mott insulator transition. The total spin $S/n$ normalized by the total density is equal to unity throughout the phase diagram.

A curious feature of this mean-field theory is that the dependence on $U_2$ completely drops out for the $n = 1$ Mott lobe, as is evident from Eq. 5. This is because, absent the mean-field term, number fluctuations are completely frozen out and the $n = 1$ Mott lobe is obtained by setting either $m_0$, $m_1$ or $m_{-1} = 1$, while the others are zero. The physics of the $n = 1$ Mott insulator thus has to be inferred by continuity from the superfluid side. For $U_2 < 0$, where the superfluid is ferromagnetic, the Mott insulator is also ferromagnetic, whereas for $U_2 > 0$, where the superfluid is polar, the Mott insulator is nematic. A better treatment of the ferromagnetic Mott insulator, which captures spin fluctuations can be done using a Schwinger boson mean-field theory, described in detail in Sec. VB.1.

B. Anti-ferromagnetic interactions

We now turn to the more interesting case of anti-ferromagnetic interactions, which are present in $^{23}$Na.
Here the system is described by three order parameters, the complex superfluid order parameter, the tensor nematic order parameter $N/n^2$, and the scalar singlet order parameter, which measures the number of singlets created on a given site.

In Fig. 2, we present the phase diagram for antiferromagnetic spin-dependent interactions $U_2 > 0$ in terms of the nematic and the singlet order parameters. To display the nematic order parameter, we compute the largest eigenvalue $\lambda_N$ of the nematic tensor $N/n^2$ for every value of $t/U_0$ and $\mu/U_0$ throughout the phase diagram. The inset shows a cut of the nematic order parameter at fixed $\mu$ through the $n = 2$ Mott lobe. The labels I and II indicate the nature of the superfluid-Mott insulator transition as being first and second order respectively.

In the superfluid phase, we recover the well known continuum result, namely that the largest eigenvalue of the nematic tensor is $\lambda_N \rightarrow 0.5$. In the superfluid, the spin, density and nematic orders compete [8], which enforces a constraint on the nematic tensor such that the sum of the eigenvalues equals 1. In the even integer Mott lobes, the system enters the singlet phase, which is characterized by zero total spin $\langle S \rangle = 0$, and zero nematicity. In other words, all three eigenvalues of the nematic tensor are zero in this phase. Unlike the ferromagnetic gas, several authors have argued that the transition from the singlet Mott insulator to the nematic superfluid is first order [29, 30, 32], and this has been confirmed numerically in 1 and 2D through exact Quantum Monte Carlo simulations [31, 33].

The first order nature of the transition should also be evident in the evolution of the nematic, condensate and singlet order parameter across the phase boundary. In the inset on the left panel, we plot a cut through the nematic order parameter across the $n = 2$ Mott lobe, which clearly shows a discrete jump at the superfluid-singlet Mott transition. As the nematic order can be probed experimentally using optical birefringence techniques [53], this is an example of a first order quantum phase transition that can be readily studied in the laboratory. Additionally, the superfluid order parameter also shows a discrete jump at this transition to zero, unlike for a second order transition. Near the odd integer Mott lobes, the transition is once again second order.

Unlike the nematic order parameter, which is identically zero in the singlet Mott insulator, the singlet order parameter $\langle \Theta \rangle$ takes on an integer value equal to half the total particle number in the even Mott lobes. The inset on the right panel shows two horizontal cuts through the phase diagram across the superfluid - n Mott transition where $n = 1$ (solid) and $n = 2$ (dashed). The singlet order parameter is zero in the $n = 1$ Mott lobe, as expected, and precisely 1 in the $n = 2$ Mott lobe. Furthermore, the singlet order parameter shows a small but finite jump at the Mott-superfluid transition, once again revealing the first order nature of the transition.

A first order superfluid-Mott transition usually implies a small but finite coexistence region where a metastable superfluid phase can occur in addition to a Mott insulator with local singlets. Such a coexistence region has been discussed within the mean-field context [32] and validated through exact Quantum Monte Carlo simulations.

**FIG. 2:** (Color Online) Density plot showing the evolution of the nematic (left) and singlet (right) order parameters in the anti-ferromagnetic ($U_2 = 0.1U_0$) spin-1 Bose gas. The nematic order parameter is computed by taking the maximum eigenvalue of the nematic tensor. In the singlet phases, labelled I, nematic order vanishes, and the superfluid-Mott transition is first order, as indicated by the finite jump in the nematic order, as shown in the inset. In contrast, the transition into the lobe labelled II is a continuous second order quantum phase transition. On the right, the singlet order takes on an integer value equal to 1(2) in the $n = 2(4)$ Mott lobes, corresponding to the number of local singlets per site. The inset shows the singlet order parameter for two different cuts across the phase diagram: the cuts traverse the $n = 2$ (dashed) and $n = 1$ (solid) Mott-superfluid phase boundaries. At the $n = 2$ Mott-superfluid phase boundary, the singlet order parameter displays a finite jump, which is evidence of the first order nature of the transition.
in 1D [31]. Nonetheless, the first order transition can be readily probed by studying the evolution of the superfluid, nematic or singlet order parameters. Precisely figuring out whether this transition is indeed first order or an artifact of the mean-field approximation will demand more sophisticated numerical simulations (e.g. QMC) in two and three dimensions, which our work should motivate.

For very small $U_2/U_0$, Imambekov et al. [10] find an additional first order phase transition within the Mott lobe, which corresponds to a transition from a nematic Mott phase to a singlet phase. This transition is not captured by the Gutzwiller mean-field theory, because it does not include any spin fluctuations in the Mott insulator. Nonetheless, the Gutzwiller theory gets the correct local spin physics at zero hopping, and extrapolates this wave-function throughout the entire Mott lobe. Note that within this mean field theory, the singlet Mott lobes are larger than the nematic lobes. This is because the tendency to form local singlets which is favored by the repulsive spin-dependent interactions tends to destroy superfluid order more easily, thus enhancing the Mott region of the phase diagram.

It has been argued that for $U_2 = 0$, the Hamiltonian of the system has $SU(2S + 1)$ symmetry, and the ground state is an $SU(3)$ ferromagnet [51, 52]. Within the Gutzwiller theory, in the superfluid phase, we find that the ground state has ferromagnetic order, but the Gutzwiller theory is no longer pinned to the total density. As the Mott transition is approached however, $\langle S \rangle \to n$.

IV. GUTZWILLER MEAN-FIELD THEORY: DYNAMICS

Having formed a more comprehensive understanding of the static ground state quantum phase diagram using the Gutzwiller technique, we now turn our attention to the low lying excitation spectrum in the spin-1 gas. Some of the results derived here for $U_2 > 0$ were recently obtained in Ref. 43 and Ref. [44]. Here we present some more details on the excitation spectrum for $U_2 > 0$, and also describe the excitations on the ferromagnetic side $U_2 < 0$. We start by presenting a complete derivation of the equations of motion, which describe the full mean-field dynamics about the Gutzwiller ground state, generalizing the earlier work in Ref. [41] for the spinless Bose Hubbard model.

To begin, we generalize the Gutzwiller wave-function to include dynamics

$$\phi_i = \sum_{m_{-1}, m_0, m_1} A_{m_{-1} m_0 m_1}(i, t) |m_{-1}, m_0, m_1\rangle$$

and the coefficients explicitly depend on the site index $i$ and the time $t$. We now wish to variationally minimize the time dependent Schrödinger equation with respect to $A_{m_{-1} m_0 m_1}$, we have

$$\delta \frac{\delta}{\delta A_{m_{-1} m_0 m_1}} (\Psi_{GS} | i \partial_t - H + \mu N | \Psi_{GS}) = 0. \quad (11)$$

Taking the variational derivative, we arrive at

$$i \partial_t A_m = D_m A_m + S_{m}^{+} A_{(m-1)(m+2)(m-1)}$$

$$+ S_{m}^{+} A_{(m-1)(m-2)(m+1)} - t \left[ \sqrt{m-1} A_{(m-1)m0m1} + \sqrt{m0} A_{m1m0m1} \right]$$

$$- t \left[ \sqrt{m-1 + IA_{(m-1)m0m1} + \sqrt{m0 + IA_{m1m0m1}} + \sqrt{m1 + IA_{m1m0m1}}} \right].$$

where we have introduced the shorthand notation $m = (m_{-1}, m_0, m_1)$, and the dependence of $A_m$ on space and time ($i, t$) is implicit. We have also defined the following $m$ dependent terms to simplify the writing

$$D_m = \frac{U_0}{2} (m_{-1} + m_0 + m_1)(m_{-1} + m_0 + m_1 - 1)$$

$$+ U_2 \left( \frac{1}{2} |m_{-1} - m_1|^2 - m_{-1} - m_1 \right) + \mu (m_{-1} + m_0 + m_1)$$

$$+ m_{-1} m_0 - \mu (m_{-1} + m_0 + m_1)$$

$$S_{m}^{+} = U_2 \sqrt{m_{-1} + 1} (m_{0} + 1)(m_{-1} + 1),$$

$$S_{m}^{-} = U_2 \sqrt{(m_{0} + 1)(m_{-1} + 1)(m_{-1} + 2)}.$$

To obtain the low energy spectrum, we follow Ref. 32, and expand the wave-function coefficients about the mean-field solution

$$A_m(i, t) \approx e^{-E_0 (A_m^{(0)} + A_m^{(1)}(i, t))}, \quad (14)$$

where $E_0$ is the ground state energy, $A_m^{(0)}$ is the mean field solution and $A_m^{(1)}$ are the fluctuations. We then expand the space and time dependence of $A_m^{(1)}$ into plane wave states to obtain

$$A_m^{(1)}(i, t) = \sum_{k, \omega_k} u_{m, k} e^{i(kr - i\omega_k t)} + \sum_{m', k} v_{m', k} e^{-i(kr - i\omega_k t)}, \quad (15)$$

where $\omega_k$ is the low energy dispersion we are trying to calculate. Inserting this ansatz into Eq. 12, and keeping only terms linear in $u_k$ and $v_k$, we obtain
\[ \omega_k u_{k,m} = (D_m - E_0) u_{k,m} + S^+_m u_{k,(m-1)(m_0+2)(m_1-1)} + S^+_m u_{k,(m+1)(m_0-2)(m_1+1)} \]
\[ - t \left( \sqrt{m-1} \psi^{(0)}_{m-1} u_{k,(m-1)m_0m_1} + \sqrt{m_0} \psi^{(0)}_{m_0} u_{k,m_0(m_0-1)m_1} + \sqrt{m_1} \psi^{(0)}_{m_1} u_{k,m_0(m_0-1)m_1} \right) \]
\[ - t \left( \sqrt{m-1} \psi^{(0)*}_{m-1} u_{k,(m+1)(m_0+1)m_1} + \sqrt{m_0} \psi^{(0)*}_{m_0} u_{k,m_0(m_0+1)m_1} + \sqrt{m_1} \psi^{(0)*}_{m_1} u_{k,m_0(m_0+1)m_1} \right) \]
\[ - t \gamma_k \left( \sqrt{m} U^+_{m-1} A_{m-1}(0)m_0m_1 + \sqrt{m_0} U^+_{m_0} A_{m_0}(0)m_1 + \sqrt{m_1} U^+_{m_1} A_{m_0}(0)m_0m_1 \right) \]
\[ - t \gamma_k \left( \sqrt{m} U^-_{m-1} A_{m-1}(0)m_0m_1 + \sqrt{m_0} U^-_{m_0} A_{m_0}(0)m_1 + \sqrt{m_1} U^-_{m_1} A_{m_0}(0)m_0m_1 \right) , \]

where we have introduced \( \psi^{(0)}_\alpha = 2z(\alpha), \psi^{(0)*}_\alpha = 2z(\alpha^*) \) (the (0) here denotes an evaluation with respect to the mean field ground state \( A^{(0)}_\alpha \)),

\[ \gamma_k = 2 (\cos(k_x) + \cos(k_y) + \cos(k_z)) \quad (17) \]
and

\[ U^+_{m_0} = \sum_{m'} \sqrt{m'_0 + 1} \]
\[ \times \left( A^{(0)}_{m m'} u_{k,(m_0+1)m'_0m'_1} + A^{(0)}_{m_0+1m'_0m'_1} u_{k,m_0m'_1} \right) \quad (18) \]
\[ U^-_{m_0} = \sum_{m'} \sqrt{m'_0} \]
\[ \times \left( A^{(0)}_{m m'} u_{k,(m_0-1)m'_0m'_1} + A^{(0)}_{m_0-1m'_0m'_1} u_{k,m_0m'_1} \right) \quad (19) \]

\[ -\omega_k v_{k,m}^* = (D_m - E_0) v_{k,m}^* + S^+_m v_{k,(m-1)(m_0+2)(m_1-1)} + S^+_m v_{k,(m+1)(m_0-2)(m_1+1)} \]
\[ - t \left( \sqrt{m-1} \psi^{(0)}_{m-1} v_{k,(m_0+1)m_0m_1} + \sqrt{m_0} \psi^{(0)}_{m_0} v_{k,(m_0-1)m_0m_1} + \sqrt{m_1} \psi^{(0)}_{m_1} v_{k,(m_0-1)m_0m_1} \right) \]
\[ - t \left( \sqrt{m-1} \psi^{(0)*}_{m-1} v_{k,(m_0+1)m_0m_1} + \sqrt{m_0} \psi^{(0)*}_{m_0} v_{k,(m_0-1)m_0m_1} + \sqrt{m_1} \psi^{(0)*}_{m_1} v_{k,(m_0-1)m_0m_1} \right) \]
\[ - t \gamma_k \left( \sqrt{m} V^+_{m-1} A_{m-1}(0)m_0m_1 + \sqrt{m_0} V^+_{m_0} A_{m_0}(0)m_1 + \sqrt{m_1} V^+_{m_1} A_{m_0}(0)m_0m_1 \right) \]
\[ - t \gamma_k \left( \sqrt{m} V^-_{m-1} A_{m-1}(0)m_0m_1 + \sqrt{m_0} V^-_{m_0} A_{m_0}(0)m_1 + \sqrt{m_1} V^-_{m_1} A_{m_0}(0)m_0m_1 \right) , \]

where \( \alpha \neq \gamma \neq \delta \in \{-1, 0, 1\} \). For example for \( \alpha = 0 \) this would yield

\[ U^+_{m_0} = \sum_{m'} \sqrt{m'_0 + 1} \]
\[ \times \left( A^{(0)}_{m m'} u_{k,m'_0+1m'_1} + A^{(0)}_{m'_0+1m'_1} u_{k,m_0m'_1} \right) . \]

Similarly, for the vs, we obtain

\[ V^+_{m_0} = \sum_{m'} \sqrt{m'_0 + 1} \]
\[ \times \left( A^{(0)}_{m m'} v_{k,m'_0+1m'_1} + A^{(0)}_{m'_0+1m'_1} v_{k,m_0m'_1} \right) , \]
\[ V^-_{m_0} = \sum_{m'} \sqrt{m'_0} \]
\[ \times \left( A^{(0)}_{m m'} v_{k,m'_0-1m'_1} + A^{(0)}_{m'_0-1m'_1} v_{k,m_0m'_1} \right) . \]

property that for every eigenvalue \( \omega_k \), \( -\omega_k \) is also an allowed eigenvalue. In the following section, we discuss in detail the lowest collective modes \( \omega_k \) for repulsive and attractive \( U_2 \) across the entire superfluid-Mott insulator phase diagram.

V. EXCITATIONS

A. Anti-ferromagnetic interactions

We begin by discussing the case of anti-ferromagnetic interactions \( U_2 > 0 \). In Fig. 3 we plot the evolution of
the low lying excitation spectrum across the superfluid-singlet Mott phase diagram. Throughout, we fix $U_2 = 0.1 U_0$ and vary $t/U_0$ and $\mu/U_0$ with a density of $n \approx 2$, in order to access different regimes of the singlet Mott insulator-superfluid phase diagram.

In the superfluid phase, we recover the three linearly dispersing modes; one density mode, and two degenerate spin modes, as originally described by the authors of Refs. 5, 6 for the continuum spin-1 Bose gas. The sound speeds associated with the density $c_d$ and spin modes $c_s$ are proportional to $\sqrt{U_0}$ and $\sqrt{U_0^2}$ respectively, and are typically vastly different in atoms such as $^{23}$Na (Ref. 5). As the Mott transition is approached however, density fluctuations are suppressed and consequently $c_d$ approaches $c_s$ monotonically. The sound speed associated with the spin mode remains relatively unaffected, as it is not directly related to the compressibility. As discussed in Sec. IIIA, the transition from the superfluid to the singlet-Mott insulator is first order, and is characterized by an abrupt jump in the superfluid order parameter. Thus at the Mott transition, the sound velocity also shows a discontinuous jump to zero (not shown). This is in contrast to the spinless case (or the ferromagnetic spin-1 gas or the nematic Mott-superfluid transition), where the sound speed either remains finite (at the Mott tip [41]) or goes to zero continuously, following the superfluid order parameter.

Near the Mott transition, but still in the superfluid phase, we additionally find two gapped modes: a quadratically dispersing particle-hole mode and a non-dispersive mode which corresponds to the breaking of a singlet pair. The latter mode is absent in odd integer Mott lobes, and is a new feature of the spin-1 gas, with no analog in the spinless case.

In Fig. 4, we plot the particle-hole gap $\Delta_{\text{ph}}$ and the singlet gap $\Delta_s$ across the superfluid-Mott phase boundary. The particle-hole gap evolves non-monotonically as the superfluid-insulator transition is crossed, going to zero at the phase boundary, signaling a quantum phase transition. For a second order quantum phase transition, the closing of the gap obeys the same power laws on either size of the transition scaling as $\Delta \sim |t - t_c|^\nu$ where $t_c$ is the critical point, and $\nu$ is the correlation length critical exponent. This is no longer true for a first order transition; as shown in Fig. 4, the gap closes discontinuously when the transition is approached from the superfluid side, but continuously if approached from the Mott side.

Deep in the $n = 2$ Mott insulator, the gap approaches $\Delta_{\text{ph}} \to U_0/2$ as $t \to 0$. By contrast, within the Gutzwiller approximation, the singlet gap is independent of the hopping in the Mott insulator and can be readily estimated by diagonalizing the on-site Hamiltonian. The particle-hole gap discontinuously goes to zero as the Mott-superfluid phase boundary is approached from the superfluid side, indicative of a first order transition. It approaches $0.5U_0$ deep in the Mott insulator phase.
in the Mott insulator as its effective mass is proportional to \( t \). The degenerate gapped modes corresponding to particle and hole-like excitations. The gapped spin mode is effectively non-dispersive.

Deep in the Mott insulator, there are two non-degenerate gapped modes corresponding to particle-hole-like mode. The sound speed associated with the density mode vanishes at the transition and deep in the Mott insulator, there are two non-degenerate gapped modes corresponding to particle and hole-like excitations. The gapped spin mode is effectively non-dispersive in the Mott insulator as its effective mass is proportional to \( t \) which is exponentially small.

In the nematic (odd \( n \)) Mott lobes, and the ferromagnetic Mott lobe for small \(|U_2|/U_0\), the low energy description corresponds to a ferromagnetic, spin-1 bilinear-biquadratic \( J-K \) spin Hamiltonian (see Eq. 22 below), originally derived by Imambekov et al. [10] and Snoek and Zhou [47]. In the nematic Mott insulator, the low energy excitations are linearly dispersing nematic waves, whose spectrum was studied in detail by Imambekov et al. [10], and is not reproduced here. This theory is beyond the naive Gutzwiller approach we develop above, as the Gutzwiller theory does not contain any spin fluctuations in the Mott lobes. Below we study this biquadratic spin model on the ferromagnetic side, and compute the spin wave spectrum and discuss its evolution as a function of \( t \).

**B. Ferromagnetic interactions**

We now turn to the case of ferromagnetic interactions \( U_2 < 0 \) which is shown in Fig. 5. Deep in the superfluid phase, we once again recover the excitation spectrum derived for the spin-1 Bose gas in Refs. 5, 6. The low lying spectrum displays a single linearly dispersing mode corresponding to density excitations and two quadratically dispersing modes corresponding to the spin excitations about the ferromagnetic ground state. One of the modes has a free-particle spectrum which corresponds to spin waves while the other mode is gapped, and corresponds to “quadrupolar” spin fluctuations [5].

Deep in the Mott insulator, there are two non-degenerate low lying excitations which correspond to particle and hole-like modes respectively. These modes are also present in the spinless case. At the Mott transition one of the gaps vanishes, signaling the phase transition into a superfluid and the other gap remains finite across the phase boundary as shown in Fig. 6. Near the phase boundary but on the superfluid side, the effective mass of the spin mode decreases, as in a lattice, the effective mass is proportional to the hopping, which scales exponentially with the lattice depth. Furthermore, the spin gap associated with the quadrupolar spin mode vanishes at the transition. At the ferromagnetic transition the superfluid density vanishes, leading to a vanishing phonon velocity.

Note that unlike the spinless gas however, the ferromagnetic Mott insulator has long range spin order, and thus according to Goldstone’s theorem, has a gapless mode corresponding to spin excitations. However this mode is not captured within the naive Gutzwiller approach as spin fluctuations in this theory are tied to the condensate order parameter, and therefore vanish at the Mott transition. To capture spin fluctuations in the insulating phase therefore, we augment the Gutzwiller theory with a Schwinger boson mean-field theory for the spin, which is described next.
1. Schwinger boson mean-field theory

In the following subsection we determine the low lying excitations in the ferromagnetic Mott phase using the Schwinger boson mean field theory [54] (SBMFT). We will focus on the $n = 1$ Mott lobe for simplicity, but our results are also relevant to any value of $n$ with a change of the spin model parameters. Working in the limit $U_0 \gg |U_2| \gg t$, we can apply standard perturbation theory in $t/(U_0 + gU_2)$ (where $g$ is a small integer) which yields the spin-1 biquadratic model [10, 47]

$$H_{JK} = \sum_{\langle i,j \rangle} \left( -JS_i \cdot S_j - \frac{1}{2} K(S_i \cdot S_j)^2 \right). \quad (22)$$

The parameters $J > 0$ and $K/2 > 0$ are related to $t, U_0, U_2$ via Eq. 22 of Ref. 10. Focusing on the ferromagnetic ground state we can assume that the $K$ term is not sufficient to destroy the long range ferromagnetic order. Thus, we can treat the biquadratic term at the mean field level, which yields ($S_i \cdot S_j)^2 \rightarrow -\Phi_{ij}^2 + 2\Phi_{ij} S_i \cdot S_j$, where $\Phi_{ij} = (S_i \cdot S_j)$, and therefore this decoupling essentially just renormalized the nearest neighbor ferromagnetic interaction to $J + K\Phi_{ij}$. We generalize the spin symmetry from SU(2) to SU($N$) and introduce Schwinger bosons through $S_i = b_{in}^\dagger s_{mn} b_{in}$, where $s_{mn}$ are the generators of SU($N$) and $m, n = 1, \ldots, N$. The $b$ operators must satisfy the constraint $\sum_n b_{in}^\dagger b_{in} = NS$, and the SBMFT is exact in the limit $N \rightarrow \infty$. We stress that the bosonic spinon operators $b_{in}$ are not the bosonic operators in the Bose-Hubbard model in Eq. 1. Following standard SBMFT techniques we decouple the spin-spin interaction in the ferromagnetic channel through $S_i \cdot S_j =: F_{ij}^\dagger F_{ij} : |N - S^2$, where $F_{ij} = \sum_n b_{in}^\dagger b_{jn}$, and $\cdots$ denotes normal ordering. Solving the SBMFT equations with $N = 2$ and $S = 1$ at zero temperature yields a ferromagnetic ground state [54] with a bosonic excitation spectrum given by

$$\omega_k = z(J + K) - (J + K)\gamma_k \quad (23)$$

$$\approx (J + K)|k|^2. \quad (24)$$

We recover the expected quadratically dispersing ferromagnetic spin waves with an effective mass $m^* = 1/(2(J + K)) \sim U_0/t^2$ (in units of $\hbar = 1$). Therefore, we conclude that the correct excitation spectrum in the ferromagnetic Mott lobes have gapless Goldstone modes which disperse quadratically and cannot be captured within the Gutzwiller approach. We emphasize that Eq. 22 is only valid deep in the Mott insulator and not near the transition where the truncation of basis states needed to arrive at this equation is no longer valid due to the vanishing of the particle-hole gap.

An alternative approach to obtaining the low energy spectrum in the magnetic Mott insulating regions is to use a $1/z$ expansion, where $z$ is the lattice coordination number [55, 56]. To lowest order, this expansion recovers the Gutzwiller theory, but provides a systematic way to include normal and anomalous correlations from uncondensed bosons. This method also serves as a starting point for Bosonic Dynamical mean-field theory. It will be extremely interesting to explore extensions of this method to magnetic phases in spin-orbit coupled bosonic systems.

VI. EXPERIMENTAL IMPLICATIONS

The continuum physics of the spin-1 Bose gas has been well studied experimentally, and the phase diagram is well established [1, 2, 57–60]. By contrast, the phase diagram of the lattice spin-1 gas has received relatively little attention from the experimental community, despite the plethora of interesting phases and phase transitions present in this model. As we have shown here, the strongly correlated spin-1 superfluid and Mott regimes have many distinct features that are absent in the well studied spinless Bose Hubbard model [3]. Indeed it will be extremely interesting to study the evolution of the nematic and singlet order parameters in a strongly correlated spin-1 gas with anti-ferromagnetic interactions, as in $^{23}$Na. Importantly, the evolution of these order parameters reveals a first order quantum phase transition near the superfluid-singlet Mott insulator, which has been confirmed numerically in 1D. It will be very exciting if the predicted first order nature of the quantum phase transition can be explored experimentally.

The excitations in the spin-1 gas are also strikingly different from their spin-0 counterparts. For example, unlike the spinless Mott insulator, which is truly featureless, the ferromagnetic Mott insulator has quadratically dispersing spin waves, corresponding to long range spin order. The excitations in the weakly interacting superfluid limit of the spin-1 ferromagnetic gas were recently explored by Marti et al. [61], where a spin wave was externally imprinted on to the cloud and its coherent evolution was subsequently imaged. This method can also be applied in the Mott insulating regime to explore the spin wave spectrum in the ferromagnetic Mott lobe. Particle-hole like excitations couple to density fluctuations which are readily generated using modulation spectroscopy [62] or Bragg spectroscopy [63]. For anti-ferromagnetic interactions, the low energy excitations are nematic waves, which are linearly dispersing in the superfluid and nematic Mott insulator. As is known from the theory of liquid crystals, the nematic tensor couples to the polarization of the incoming light beams, leading to optical birefringence, which can be used to probe nematic order and nematic waves [53].

VII. CONCLUSIONS AND OUTLOOK

To conclude, in this paper we have presented a comprehensive mean-field description of the static and dynamic properties of the superfluid-Mott insulator transition in a
spin-1 Bose gas. A key distinction in our work from previous works on this subject is our focus on the evolution of the important order parameters for the ferromagnetic and anti-ferromagnetic interactions, namely the spin in the ferromagnetic case, and the singlet and nematic order parameter in the anti-ferromagnetic case.

Additionally, we have described the low lying excitation spectrum of the spin-1 gas across the entire phase diagram for positive and negative $U_2$. For $U_2 > 0$, we have discussed the evolution of the singlet and the particle-hole gap, which can be probed using modulation spectroscopy [62]. The singlet gap is a new feature of the spin-1 gas, and has no analog in the spinless case. We have discussed the limitations of the Gutzwiller approach in that it neglects the quantum fluctuations which couple the singlet and particle-hole modes. This would make the singlet gap vary as a function of tunneling, eventually going to zero at the singlet-superfluid transition.

On the ferromagnetic side, we have discussed the evolution of the quadrupolar spin gap and the particle-hole like excitations across the phase diagram. Furthermore, we have pointed out a shortcoming of the Gutzwiller approach in describing spin fluctuations in the Mott insulator. Unlike the spinless Mott insulator, the ferromagnetic Mott insulator is not featureless but rather is characterized by long range spin order. However, within this theory, spin fluctuations are tied to the condensate order parameter. Therefore, this theory accurately captures the spin modes in the condensate and reproduces the Bogoliubov spectrum at weak coupling. However, in the Mott insulator, where the condensate order parameter vanishes, spin fluctuations are frozen out, and as a result, the ferromagnetic Mott insulator does not have any spin fluctuations, in violation of Goldstone’s theorem. To overcome this limitation, we have presented a Schwinger boson mean-field theory, which retains spin fluctuations in the Mott insulator and yields an additional free-particle like mode with an effective mass $m^*$ which varies like $U_0/t^2$ within the Mott insulating phase. This mode is a new feature of the spin-1 gas, and can be probed using magnon interferometry [61].

Theoretically, the Gutzwiller approach developed here serves as a natural starting point for exploring more complicated Hamiltonians where the single particle physics involves a coupling between spin and kinetic degrees of freedom, such as the spin-orbit coupled Bose Hubbard model. The interplay between large spin and spin-orbit coupling can lead to simultaneous nematic, ferromagnetic orders with broken translational symmetry [64] or exotic spin models with novel ground states even at the classical level [65, 66]. In the presence of single particle degeneracies such as those introduced by spin-orbit coupling, or artificial gauge fields, the absence of a bosonic Pauli principle severely limits exact numerical approaches, and only small system sizes can be accurately simulated numerically. Extending the Gutzwiller method to study the mean-field physics of these large spin, spin-orbit coupled models is therefore imperative [67, 68], and serves as a useful starting point for exploring the role of quantum fluctuations, the breakdown of mean-field theory and other strongly correlated effects, such as the fermionization of bosons in flat bands [69]. Importantly, this mean-field theory can be systematically generalized to incorporate fluctuation effects by solving the system exactly for small clusters, coupled by mean fields or by supplementing the Gutzwiller method with Schwinger bosons as done here to correctly capture low energy spin physics.
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