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Abstract

Recent advances in the field of meta-learning have tackled domains consisting of large numbers of small (“few-shot”) supervised learning tasks. Meta-learning algorithms must be able to rapidly adapt to any individual few-shot task, fitting to a small support set within a task and using it to predict the labels of the task’s query set. This problem setting can be extended to the Bayesian context, wherein rather than predicting a single label for each query data point, a model predicts a distribution of labels capturing its uncertainty. Successful methods in this domain include Bayesian ensembling of MAML-based models, Bayesian neural networks, and Gaussian processes with learned deep kernel and mean functions. While Gaussian processes have a robust Bayesian interpretation in the meta-learning context, they do not naturally model non-Gaussian predictive posteriors for expressing uncertainty. In this paper, we design a theoretically principled method, VMGP, extending Gaussian-process-based meta-learning to allow for high-quality, arbitrary non-Gaussian uncertainty predictions. On benchmark environments with complex non-smooth or discontinuous structure, we find our VMGP method performs significantly better than existing Bayesian meta-learning baselines.

1. Introduction

From early childhood, humans have the ability to generalize information across tasks and draw conclusions from few examples. Given a single example of a new object, toddlers can generalize the object’s name to others of similar shapes. This ability is not innate, but with only 50–150 objects in their vocabulary, children between 18 and 30 months old learn to master this one-shot classification task (Pereira & Smith, 2009).

Computationally, this problem of generalization is formulated as meta-learning: quickly learning a new task given a set of training tasks which share a common structure. Meta-learning is critical for achieving human-like performance computationally with little data, and recent algorithms have shown success in few-shot image classification and regression problems (Finn et al., 2017; Nichol et al., 2018).

However, learning to classify or regress from few examples naturally brings uncertainty. Quantifying and understanding such uncertainty is critical before meta-learning algorithms can be deployed; e.g. autonomous vehicles may be placed in an environment with few prior examples, and must estimate uncertainty to maintain safety and know when to relinquish control. In health care applications, where per-task data is often limited, learning algorithms should estimate uncertainty to gain physicians’ trust when patient safety is on the line (Begoli et al., 2019).

Bayesian methods provide a solution for uncertainty quantification. Rather than output a single label $y$ for an input $x$, Bayesian models assume a prior distribution over their parameters, and predict a posterior distribution $Pr(y | x)$ over the labels which reflects the model’s uncertainty in its predictions. Methods for Bayesian supervised learning, such as Bayesian neural networks (Hernández-Lobato & Adams, 2015) and ensemble models (Liu & Wang, 2016; Lakshminarayanan et al., 2017) have been extended to meta-learning to provide task-specific posterior predictions (Yoon et al., 2018; Ravi & Beatson, 2018), building on existing optimization-based meta-learning approaches such as MAML (Finn et al., 2017).

Gaussian processes (GPs) are a popular Bayesian model that have recently been extended to meta-learning. Gaussian processes allow for a principled way to model covariance between datapoints and produce high-quality uncertainty estimates. Existing Gaussian process-based meta-learning approaches allow for learning the traditionally static, predefined kernel and mean function priors by substituting deep networks for them and training across a set of similar tasks (Fortuin & Rätsch, 2019; Patacchiola et al., 2020; Titsias et al., 2020; Sæmundsson et al., 2018).
However, previous GP-based meta-learning approaches do not easily scale to complex non-Gaussian likelihoods. Because these models (Fortuin & Rätsch, 2019; Patachola et al., 2020) directly use a Gaussian process to predict a probability distribution $\Pr(y \mid x)$ of the labels, their label distribution for any given test input is approximately Gaussian. This can be highly detrimental on regression tasks with discontinuous or less smooth targets.

1.1. Contributions

In this work, we propose a modification to previous GP-based Bayesian meta-learning approaches, terming our approach a Variational Meta-Gaussian Process (VMGP). Rather than fitting a GP directly to the label distribution $\Pr(y \mid x)$, we use a GP to learn a Gaussian latent variable distribution $\Pr(z \mid x)$. We then use a deep network to predict labels $y$ from these latent variables $z$. By conditioning the latent variables $z$, at evaluation time, we are able to express and sample from arbitrary non-Gaussian predictive posteriors. We make the following key contributions:

- In Section 3.2, we derive a new variational loss for training our model, since the addition of the non-Gaussian likelihood mapping the latent space to predictions prevents direct analytical optimization.
- In Section 3.3, we design a principled Bayesian method to condition our latent space on a small support set and generate a predictive posterior distribution over the query labels.
- In Section 3.5, we describe, motivate, and give a means of approximating the metric, negative log-likelihood (NLL), that we use to compare the uncertainty of Bayesian meta-learning algorithms in regression domains.
- In Section 4.2, we introduce a new function regression dataset environment with more complex functions than standard meta-learning toy regression datasets. We show our model outperforms and achieves more expressive GP-based meta-learning than existing state-of-the-art methods, both on our environment and other standard complex few-shot regression tasks.

2. Background

2.1. Few-shot Regression

Formally, in the few-shot learning setting, each task $D$ consists of two partitions: the task training set $D_{\text{supp}}$ (henceforth referred to as the “support set”) and the task testing test $D_{\text{query}}$ (the “query set”). $D_{\text{supp}} = \{(x_j, y_j)\}_{j=1}^k$ is a set of $k$ (input, output) pairs, and $D_{\text{query}} = \{(x_j, y_j)\}_{j=1}^\epsilon$ is defined similarly. The tasks are grouped together in a dataset $M$ and are assumed to be i.i.d samples from the same distribution $p(M)$. In practice, $k$ is a constant small number (e.g. 5) across all $D \in M$, and is referred to as the number of shots.

$M_{\text{train}}$ and $M_{\text{test}}$ are distinct subsets of tasks sampled from $M$ used for training and evaluating our meta-algorithm, respectively. At meta-train time, the algorithm loops through the tasks $D \in M_{\text{train}}$, and learns to predict the labels of the task’s query set given a query input and the support set $D_{\text{supp}}$. During meta-evaluation, we repeat this process for the tasks in $M_{\text{test}}$, except our algorithm does not have access to the ground truth query labels.

2.2. Bayesian Meta-Learning

The canonical optimization-based MAML (Finn et al., 2017) algorithm operates as follows: We start our model with some pre-trained meta-parameters $\theta$. On each task $D$, we compute the model loss on $D_{\text{supp}}$, take one gradient step w.r.t $\theta$, and compute the loss of the model with these temporary new parameters on $D_{\text{query}}$. We sum the losses over all tasks $D$ and run gradient descent on this sum of losses w.r.t the meta-parameters $\theta$:

$$\min_{\theta} \sum_{D \in M_{\text{train}}} L(\theta - \alpha \nabla \theta L(\theta, D_{\text{supp}}), D_{\text{query}})$$

At test time, we evaluate the query inputs using the fine-tuned parameters: $\phi \leftarrow \theta - \alpha \nabla \theta L(\theta, D_{\text{supp}})$.

We can convert MAML into a Bayesian meta-learning model simply by running an ensemble of them (EMAML). For each testing point $x_{\text{query}}$, we treat the $i$-th MAML’s predicted label $\hat{y}_i = f_{\phi_i}(x_{\text{query}})$ as a sample from the “posterior distribution” of MAML outputs given $x_{\text{query}}$. Further enhancements on EMAML include BMAML (Yoon et al., 2018), which, among other improvements, uses Stein Variational Gradient Descent (Liu & Wang, 2016) to push each of its MAMLs apart to ensure model diversity.

ALPaCA is another Bayesian meta-learning algorithm for regression tasks (Harrison et al., 2018). ALPaCA can be viewed as Bayesian linear regression with a deep learning kernel. Instead of determining the MAP parameters for $y_i = \theta^T x_i + \epsilon_i$, with $\epsilon_i \sim \mathcal{N}(0, \Sigma)$, as in standard Bayesian regression, ALPaCA learns Bayesian regression with a basis function $\phi: \mathbb{R}^{|x|} \rightarrow \mathbb{R}^{|\phi|}$, implemented as a deep neural network. Thus, $y$ is regressed as $y^T = \phi(x)^T K + \varepsilon$, for $\varepsilon \sim \mathcal{N}(0, \Sigma_{\varepsilon})$, $K \in \mathbb{R}^{(|\phi| \times |x|)}$. $K$ has a prior of a matrix normal distribution (Wu, 2020). As with standard Bayesian linear regression, ALPaCA is able to produce Gaussian predictive posteriors quantifying its uncertainty at evaluation.

In our results section, we use EMAML and ALPaCA as baselines. We only compare against one MAML-based model because past work has shown MAML-based methods to generally be less competitive on environments similar to the few-shot regression ones we run experiments on (Pata-
2.3. Gaussian Processes

In a Gaussian process, we assume there exists some unknown function \( f \) that relates our inputs \( x \) and our labels \( y \) with noise: \( y = f(x) + \varepsilon \). We further assume the distribution \( p(f \mid x) \) over such functions given any finite set \( x \) of inputs is a multivariate Gaussian with a prior mean and covariance (kernel) function. During training, the Gaussian process analytically produces the distribution \( p(f \mid x, y) \) over functions \( f \) by conditioning on a training dataset \((x, y)\). At test time, we take our testing data points \( x^* \), sample a function \( f \sim p(f \mid x, y) \), and analytically compute the posterior distribution over our predicted labels \( \Pr(\hat{y}^* \mid x, y, x^*) \) (Williams & Rasmussen, 2006).

2.4. Bayesian Meta-Learning with Gaussian Processes

Gaussian processes have a natural meta-learning interpretation—instead of pre-defining a mean and covariance function, we learn them across a set of tasks. Fitting the mean and kernel functions (the prior) corresponds to meta-training, while evaluation is performed by conditioning on the \( D_{\text{supp}} \) of a given task.

Previous GP-based meta-learning works have replaced the mean and covariance functions with deep neural networks. Fortuin & Rätsch (2019) found improvements on step-function regression tasks using a learned mean function. Patacchiola et al. (2020) reported strong accuracy improvements and quantitatively estimated uncertainty on toy regression, facial pose estimation, and few-shot image classification datasets with their learned deep kernel (DKT) model.

We use DKT with an RBF kernel as a baseline in our results section.

2.5. Variational Inference

The core goal of our method proposed in Section 1.1 is to be able to express arbitrary non-Gaussian prediction distributions. We accomplish this goal by learning an unobserved latent variable distribution \( z \) that adheres to an analytically tractable multivariate Gaussian distribution. Thus, variational inference, which aims to learn latent variables \( z \) given observed variables, is invaluable (Blei et al., 2017).

In particular, we adapt the common variational approach of maximizing an evidence lower bound (ELBO) on the log likelihood of data with a learned variational posterior \( q \),

\[
\log p(x) \geq \mathbb{E}_{q(z \mid x)} \log p(x \mid z) - D_{KL}[q(z \mid x) || p(z)].
\]

Past work has used variational approaches to learn approximate GPs on large datasets using inducing point methods (Hensman et al., 2015; Salimbeni & Deisenroth, 2017; Williams & Rasmussen, 2006). Unlike these methods, we focus on few-shot regression, and thus are able to use exact GPs. While exact GPs usually do not train on enough data to make variational inference viable, in our setting, even though we only condition our GPs on small support sets, during meta-training, our model is exposed to enough training data across tasks to learn sophisticated latent structure.

3. Approach

Similar to Patacchiola et al. (2020), we view the meta-learning process as consisting of two steps:

1. Meta-training. Our model learns to maximize the predicted likelihood of each task’s labels \( y \) given the data-points \( x \) (Type-II MLE estimation).

2. Meta-evaluation. Our model predicts the conditional distribution of the task’s labels \( y_{\text{query}} \) for the unlabeled query set \( x_{\text{query}} \) given the labeled support set \((x_{\text{supp}}, y_{\text{supp}})\).

Unlike past approaches, our model’s predictive posterior \( \Pr(y \mid x) \) is not constrained to be Gaussian. Rather, we learn a set of latent variables \( z \) modeled by a multivariate Gaussian. Intuitively, all task-specific structure will “factor” through these latent variables. By requiring them to follow a multivariate Gaussian, we gain the ability to analytically condition their values for a given task, which we will show is essential for prediction.

From this latent space, we learn a mapping \( f(y \mid z) \) to the predicted labels. Two immediate challenges present themselves:

1. Directly computing the likelihood \( \Pr(y \mid x) \) for meta-training now requires the intractable integral \( \int_z \Pr(y \mid x, z) \Pr(z \mid x) \text{dz} \).

2. Adapting to the support set \((x_{\text{supp}}, y_{\text{supp}})\) at meta-evaluation requires conditioning on the latent values \( z_{\text{supp}} \). However, we have a priori no way to get the latent values for the support set from \( x_{\text{supp}} \) and \( y_{\text{supp}} \).

We solve both of these problems using techniques from variational inference. By maintaining a variational distribution \( q(z \mid x, y) \), we are able to obtain an ELBO training objective, and at evaluation, sample possible latent variables for the support set.

3.1. Derivation

During meta-training, we are presented with a series of tasks \((x, y) \sim \mathcal{M}\). We assume there is some latent structure to
we must simply maximize the
\[
\begin{equation}
L(x, y; \theta, \phi, \psi) = D_{KL}[q_\psi(z \mid x, y) \parallel p_\theta(z \mid x)] - E_{q_\psi(z \mid x)} \log f_\phi(y \mid z),
\end{equation}
\]
and thus an overall loss of
\[
L'(\theta, \phi, \psi) = E_{(x,y) \sim M_{\text{train}}}[L(x, y; \theta, \phi, \psi)].
\]
We minimize the loss in Equation (3) through gradient descent with respect to \(\theta, \phi, \psi\), as shown in Algorithm 1.

Intuitively, the \(D_{KL}[q_\psi(z \mid x, y) \parallel p_\theta(z \mid x)]\) term in Equation (2) encourages \(p_\theta\) to be a good approximation of \(q_\psi\) that does not use information from \(y\), while simultaneously encouraging \(q_\psi\) to use less information from \(y\) to allow \(p_\theta\) to be a good approximation of it. This similarity is essential at evaluation time (Section 3.3) for modeling the relationship between the latent structure of support and query sets. We can analytically compute this term using the closed form KL-divergence between multivariate Gaussians:

\[
D_{KL}[N_0(\mu_0, \Sigma_0) \parallel N_1(\mu_1, \Sigma_1)] = \frac{1}{2} \left[ \text{tr}(\Sigma_1^{-1} \Sigma_0) + (\mu_1 - \mu_0)^\top \Sigma_1^{-1} (\mu_1 - \mu_0) - k + \ln \left( \frac{\det \Sigma_1}{\det \Sigma_0} \right) \right],
\]

with \(k = \lvert D \rvert\) the dimension of the distributions.

Meanwhile, the \(-E_{q_\psi(z \mid x)} \log f_\phi(y \mid z)\) term can be seen as an \(\ell_2\) predictive loss (modeling \(f_\phi(y \mid z)\) as a fixed-variance diagonal Gaussian), encouraging the model to accurately predict labels \(y\) from the latent space \(z\), which has obvious utility for the model’s performance.

3.3. Evaluation

At evaluation, our model should for a given task support set \((x_{\text{supp}}, y_{\text{supp}})\) and query datapoints \(x_{\text{query}}\), predict the query labels \(y_{\text{query}}\). In other words, the desired prediction (“predictive posterior”) is \(\text{Pr}(y_{\text{query}} \mid x_{\text{query}}, y_{\text{supp}}, x_{\text{supp}})\). To avoid requiring a restrictive analytic expression for this distribution, we merely require that our algorithm produce samples \(y_{\text{query}} \sim \text{Pr}(y_{\text{query}} \mid x_{\text{query}}, y_{\text{supp}}, x_{\text{supp}})\) from the posterior.

To generate a sample

\[
y_{\text{query}} \sim P_\Theta(y_{\text{query}} \mid x_{\text{query}}, y_{\text{supp}}, x_{\text{supp}})
\]
We note the critical role each of the three distributions we can say by conditioning that

\[
P(Y | Z) \approx \Pr(Y | x_{query}^* , x_{supp}^*, x_{query})
\]

where as before \( P_{\theta} \) is our learned approximation of the true \( \Pr(Y | Z) \), it suffices to generate a sample from the joint distribution \( P_{\theta}(y_{query}, z_{query}, z_{supp} | x_{query}, y_{supp}, x_{supp}) \). Applying the probability chain rule, we can approach this sampling iteratively,

first taking

\[
z_{supp} \sim q_{\psi}(z_{supp} | x_{query}, y_{supp}) \quad \text{eq. (4)}
\]
	hen

\[
z_{query} \sim p_{\theta}(z_{query} | x_{query}, z_{supp}, x_{supp}) \quad \text{eq. (5)}
\]

and finally

\[
y_{query} \sim f_{\phi}(y_{query} | z_{query}) \quad \text{eq. (6)}
\]

The final \( y_{query} \) is the desired sample from posterior. Note that the distribution \( p_{\theta}(z_{query} | x_{query}, z_{supp}, x_{supp}) \) in Equation (5) is obtained by conditioning the joint distribution \( p_{\theta}(z_{query}, z_{supp} | x_{query}, y_{supp}, x_{supp}) \) on the value of \( z_{supp} \) sampled in Equation (4). This conditioning can be done analytically precisely because of our construction of \( p_{\theta} \) as a multivariate Gaussian distribution. Indeed, it is a well-known result of the multivariate Gaussian (Williams & Rasmussen, 2006) that if we can write

\[
p_{\theta}(z_{query}, z_{supp} | x_{query}, x_{supp}) = \mathcal{N}
\left(\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_1 + \Sigma_{12} \Sigma_{22}^{-1} (z_{supp} - \mu_2), \\
\Sigma_{11} - \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}
\end{bmatrix}, \begin{bmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{bmatrix}\right)
\]

we can say by conditioning that

\[
p_{\theta}(z_{query} | x_{query}, z_{supp}, x_{supp}) = \mathcal{N}(\mu_1 + \Sigma_{12} \Sigma_{22}^{-1} (z_{supp} - \mu_2), \Sigma_{11} - \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}).
\]

We note the critical role each of the three distributions \( p_{\theta}, f_{\phi}, q_{\psi} \) trained using Equation (3) in our method. Using \( q_{\psi} \), we are able to extract the latent structure \( z_{supp} \) of the support task \( (x_{supp}, y_{supp}) \). Then, using the covariance between the latent variables modeled by \( p_{\theta} \), we are able to obtain the latent structure \( z_{query} \) of the query task \( x_{query} \) from the latent structure of the support task \( z_{supp} \). (Notably, we cannot use \( q_{\psi} \) to obtain \( z_{query} \) since \( q_{\psi} \) takes \( y \) as an input, which we do not have for the query set.) Finally, with the model \( f_{\phi} \), we map from the sampled latent structure \( z_{query} \) of the query set to a sampled value for \( y_{query} \). This method is summarized in Algorithm 2.

### 3.4. Architecture

To implement our algorithms in Section 3.2 and Section 3.3, we need differentiable parameterized models for \( p_{\theta}, f_{\phi}, \) and \( q_{\psi} \). Both \( p_{\theta} \) and \( q_{\psi} \) output multivariate Gaussians, and as such the natural choice is to model them as Gaussian processes. To allow maximal expressiveness, both \( p_{\theta} \) and \( q_{\psi} \) use deep kernel functions consisting of a learned embedding using a multilayer perceptron (MLP) model composed with an RBF kernel, a popular architecture for regression tasks (Patacchiola et al., 2020; Fortuin & Rätsch, 2019).

Since \( p_{\theta} \) represents a prior over the latent variables (it does not condition on \( y \)), it uses a constant mean function to avoid overfitting to the biases of the \( x_{supp} \) in the training tasks. However, since \( q_{\psi} \) represents a posterior that is already conditioned on \( y \), \( q_{\psi} \) needs the ability express this conditional distribution which likely does not have a constant mean, and so \( q_{\psi} \) uses a deep mean function predicted by an MLP.

Noting the assumed structure of \( f_{\phi} \) in Section 3.1 (so all the covariance between \( y \) factors through \( z \)), \( f_{\phi} \) should produce a diagonal Gaussian with small fixed variance \( \epsilon/2 \) over \( y \) given values of \( z \). So, we can equivalently represent \( f_{\phi} \) as a deterministic MLP mapping \( z \rightarrow y \), and view the \( \log f_{\phi}(y | z) \) term in Equation (3) as an \( \ell_2 \) loss \( \epsilon^{-2} \| f(z) - y \|_2^2 \) (where the hyperparameter value \( \epsilon = 0.01 \) was found to empirically be effective).

### 3.5. Uncertainty Metric

At test-time, we validate our model on testing tasks with \( D_{supp} = (x_{supp}, y_{supp}) \) and \( D_{query} = (x_{query}, y_{query}) \). Using Equations (4) to (6) we are then able to generate samples from the model’s predictive posterior:

\[
y_{query} \sim P_{\theta}(y_{query} | x_{query}, y_{supp}, x_{supp}).
\]

To compare the uncertainty represented by the predictive posteriors of different Bayesian meta-learning algorithms, \( P(y_{query} | x_{query}, y_{supp}, x_{supp}) \), we require a standardized metric that can be computed using only samples from the predictive posterior and the true value of \( y_{query} \), which we denote \( y_{query}^* \). A “good” Bayesian meta-learning algorithm should predict a posterior

\[
P(y_{query}) \approx \Pr(y_{query} | x_{query}, y_{supp}, x_{supp})
\]

under which the true value \( y_{query}^* \) has high probability \( P(y_{query}^*) \).

A standard metric that stratifies our desideratum is the negative log-likelihood metric, used for evaluating many Bayesian learning algorithms (Harrison et al., 2018; Wang et al., 2019; Jankowiak et al., 2020). We can define the NLL metric as follows,

\[
\text{NLL}(P, y^*) = -\log P(y^*),
\]
where \( P(y) \) is the predictive posterior of a Bayesian algorithm about some datapoint \( x \) with true value \( y^* \).

As noted previously, we cannot assume there is an analytic form to the predicted posteriors of our algorithms, making the PDF term \( P(y^*) \) in Equation (8) intractable. We propose the following approximation for Equation (8):

\[
\text{NLL}_\xi(P, y^*) = -\log \mathbb{E}_{y \sim P(y)}(\xi \pi)^{-1/2} e^{-\xi^{-1}(y^* - y)^2},
\]

(9)

which can now be computed through Monte Carlo sampling.

As noted previously, we cannot assume there is an analytic form to the predicted posteriors of our algorithms, making the PDF term \( P(y^*) \) in Equation (8) intractable. We propose the following approximation for Equation (8):

\[
\text{NLL}_\xi(P, y^*) = -\log \mathbb{E}_{y \sim P(y)}(\xi \pi)^{-1/2} e^{-\xi^{-1}(y^* - y)^2},
\]

where \( \xi \) is sufficiently small, \( \text{NLL}_\xi(P, y^*) \) converges to the true \( \text{NLL}_\xi(P, y^*) \). Thus, dropping the constant terms in Equation (9), we select as our final metric

\[
\text{NLL}(P, y^*) = -\log \mathbb{E}_{y \sim P(y)} e^{-\xi^{-1}(y^* - y)^2},
\]

(10)

for a small choice of \( \xi \), computed with Monte Carlo samples from the posterior. Empirically, we find that since the tasks in our experiments do not exhibit pathological behavior, using \( \xi = 0.1 \) in Equation (10) yields good, low-variance NLL approximations.

### 3.6. Analysis

We can view the MLP models used in Section 3.4 as universal function approximators, able to learn continuous functions arbitrarily well (Lu et al., 2017). Past work on GPs for meta-learning (Patacchiola et al., 2020; Fortuin & Rätsch, 2019; Harrison et al., 2018) have used universal function approximators to model mean and covariance functions, but then are only able to produce Gaussian predictive posteriors. Meanwhile, ensemble methods (Yoon et al., 2018) are able to model non-Gaussian posteriors, however, they provide a less direct Bayesian justification for their predictions compared to Gaussian processes.

**Observation 1.** Any distribution \( \text{Pr}(y | x) \) with continuous density can be factored through our latent variables \( z \) under a deterministic continuous mapping \( f(z) = y \) and \( \text{Pr}(z | x) \) a multivariate Gaussian.

**Proof.** Indeed, suppose we have a one dimensional latent space \( \text{Pr}(z | x) = \mathcal{N}(0, 1) \). Let \( \Phi \) be the CDF of \( z \) and \( \Psi \) the CDF of \( \text{Pr}(y | x) \). Defining \( f(z) = \Psi^{-1}(\Phi(z)) \), it is easy to see that for \( z \sim \mathcal{N}(0, 1) \), \( f(z) \) is distributed according to \( \text{Pr}(y | x) \). Further, \( f \) is a composition of CDFs of continuous densities, and thus continuous.

Now, for any true task posterior \( \text{Pr}(y | x) \), we know from Observation 1 there exists a continuous map \( f \) from a Gaussian latent space that is able to represent \( \text{Pr}(y | x) \). In Section 3.4, we learn the map \( f_\phi : z \rightarrow y \) using an MLP. Since \( f_\phi \) can be viewed as a universal function approximator, we then see, for correctly chosen optimization parameters and architecture, \( f_\phi \) will be able to learn \( f \), and our model will converge to predicting true task posteriors.

Thus, our model extends existing GP-based meta-learning algorithms by theoretically allowing arbitrary non-Gaussian posterior prediction distributions to be learned in a principled way.
We trained each model on each regression dataset for 10,000 iterations, with the models fitting to a batch of 50 tasks during each iteration. Each batch consisted of new regression tasks sampled directly from our dataset’s generator.

After training, we validated our model’s posterior predictions using the NLL metric from Equation (10) on sampled testing tasks, approximated with 20 Monte Carlo predictive posterior samples. We also measured an MSE metric by reducing the posterior samples of a model to a single prediction through averaging. While MSE reducing can be used to check our models are learning, it fails to measure the actual quality of predictive posteriors. We present MSE results in Appendix B.

Our models were implemented using the PyTorch and GPyTorch libraries (Paszke et al., 2019; Gardner et al., 2018).

### 4.1. Experimental Details

We compared our VMGP method (Figure 1) against the three baselines mentioned in Section 2: Deep Kernel Transfer with an RBF Kernel (henceforth referred to as DKT), ALPaCA, and EMAML with 20 one-step MAML particles (Patacchiola et al., 2020; Harrison et al., 2018; Yoon et al., 2018).

All models were trained with a backbone MLP with 2 hidden layers, each with 40 units followed by a ReLU activation. MAML inner learning rates were set to 0.1. All models used Adam for optimization with a learning rate of $10^{-3}$ (Kingma & Ba, 2014).

We trained each model on each regression dataset for 10,000 iterations, with the models fitting to a batch of 50 tasks during each iteration. Each batch consisted of new regression tasks sampled directly from our dataset’s generator.

After training, we validated our model’s posterior predictions using the NLL metric from Equation (10) on sampled testing tasks, approximated with 20 Monte Carlo predictive posterior samples. We also measured an MSE metric by reducing the posterior samples of a model to a single prediction through averaging. While MSE reducing can be used to check our models are learning, it fails to measure the actual quality of predictive posteriors. We present MSE results in Appendix B.

Our models were implemented using the PyTorch and GPyTorch libraries (Paszke et al., 2019; Gardner et al., 2018).

### 4.2. Latent Gaussian Environment

We propose a new, challenging function regression environment which directly models a function space which will have non-Gaussian predictive posteriors when conditioned on a few-shot training set. Each environment is parameterized by a fixed deterministic “transform” function $f$, and a zero-mean Gaussian process $G$ using a log-lengthscale 0.5 RBF kernel, with a base log-variance sampled from $N(0,1)$. To generate a $k$-shot task with $q$ query points, we sample $k + q$ values $x$ from $N(0,1)$. We then sample $z \sim G(x)$, and finally obtain $y = f(z)$ as the labels, so our generated task is $D = (x, y)$.

We tested our method and baselines using each

$$f \in \{\arctan(1/z), 5 \, \text{floor}(z), \tan(z), 5 \sin(1/z)\}$$

(clamping $|f| < 10$ for the tan function). We chose these transform functions since they exhibit interesting global/non-continuous behavior, making it challenging for models to predict good posterior predictions. We used $k = 10$ support points and $q = 5$ query points for all these environments, except arctan(1/z), which used $k = 5$ support points since it is smoother than the other tasks, and thus easier to learn well with a small $D_{\text{supp}}$. The results are shown in Table 1. We also report MSE results in Table 4 in the Appendix.

### 4.3. Standard Regression Environments

#### 4.3.1. Sinusoid Regression

We also tested our model on two standard regression environments common in meta-learning literature (Finn et al., 2017; Yoon et al., 2018; Patacchiola et al., 2020; Fortuin & Ratsch, 2019). In the “Standard” sinusoid regression dataset, tasks were defined by sinusoid functions $y = A \sin(Bx + C) + \epsilon$, where our amplitude, frequency, and phase parameters

|                  | arctan(1/z) | 5 floor(z) | tan(z)  | 5 sin(1/z) |
|------------------|-------------|------------|---------|------------|
| EMAML            | 5.474 ± 0.011 | 63.621 ± 1.095 | 85.602 ± 1.794 | 71.703 ± 0.804 |
| ALPaCA           | 1.979 ± 0.038  | 4.559 ± 0.087  | 23.677 ± 0.848  | 7.994 ± 0.171  |
| DKT              | 1.851 ± 0.040  | 5.270 ± 0.125  | 19.704 ± 0.664  | 7.019 ± 0.141  |
| VMGP (ours)      | 1.593 ± 0.047  | 3.990 ± 0.208  | 16.867 ± 1.086  | 4.784 ± 0.122  |

Table 1. Average NLL ± Std. Error for Latent Gaussian Environment Datasets.

|                  | Standard    | High Frequency | Out of Range | Tangent    |
|------------------|-------------|----------------|--------------|------------|
| EMAML            | 24.565 ± 0.607 | 37.416 ± 0.818 | 43.173 ± 2.491 | 219.335 ± 4.047 |
| ALPaCA           | 2.300 ± 0.091 | 4.117 ± 0.081  | 0.702 ± 0.073  | 44.021 ± 1.829  |
| DKT              | 3.167 ± 0.146 | 3.817 ± 0.079  | 2.785 ± 0.154  | 35.997 ± 1.142  |
| VMGP (ours)      | 3.366 ± 0.159 | 3.720 ± 0.142  | 3.422 ± 0.385  | 19.500 ± 2.042  |

Table 2. Average NLL ± Std. Error for Sinusoid Environment Datasets.
were sampled uniformly from $A \in [0.1, 5.0], B \in [0.2\pi]$, and $C \in [0.5, 2.0]$. We then added observation noise $\epsilon \sim N(0, (0.01)2)$ to each data point. A task was defined by sampling a value of $A, B,$ and $C$. The support and query datasets of a task were generated by sampling $k$ and $q$ $x$-values, respectively, uniformly randomly in $[-5.0, 5.0]$ and recording the input-label pairs $(x_i, A \sin(Bx_i + C) + \epsilon_i)$, where $\epsilon_i$ is noise sampled as described above.

We tested our model on three variants of this dataset.

- A “High Frequency” sinusoid dataset, where $C$ was sampled uniformly from a larger range: $C \in [0.5, 15.0]$.
- A “Tangent” variant, which replaced the $\sin()$ with a $\tan()$ and clamped $y$ values between $-10.0$ and $10.0$.
- An “Out of Range” variant, where $M_{\text{test}}$ was generated normally, and test tasks $M_{\text{test}}$ were generated by sampling data points uniformly from $x \in [-5.0, 10.0]$.

We tested our models using $k = 5$ support points on the “Standard” dataset, and $k = 10$ on the other datasets. We use a constant $q = 5$ query points throughout. Negative log-likelihood results are shown in Table 2. We also report MSE in Table 5 in the Appendix.

### 4.3.2. Step Function Regression

Lastly, we tested our model on step function regression, which is also common in meta-learning literature (Harrison et al., 2018; Fortuin & Rätsch, 2019). In our step function environment, each task was defined by three points which were uniformly sampled from $[-2.5, 2.5]$. We labeled the samples $a$, $b$, and $c$ in increasing order, and our step function $y$ was defined for inputs $x$ as follows:

| $x$ | $a$ | $b$ | $c$ |
|-----|-----|-----|-----|
| $y$ | $-1 + \varepsilon$ | $1 + \varepsilon$ | $-1 + \varepsilon$ | $1 + \varepsilon$ |

where $\varepsilon \sim N(0, 0.03^2)$ was noise sampled once per data point. Essentially, tasks in this dataset were functions that began at $-1$, switched abruptly between $-1$ and $1$ at three specified data points, and ended at $1$. The support and query datasets of a task were generated by sampling $k = 5$ and $q = 5$ $x$-values uniformly randomly in the range $[-5.0, 5.0]$, and recording the input-output pairs $(x_i, y_i)$.

We also tested on a “high frequency” variant of this step function dataset where we had five switches instead of three in $[-2.5, 2.5]$, and our $y$ switched between $-2 + \varepsilon$ and $2 + \varepsilon$. We report NLL results on both step function variants in Table 3. We also report MSE in Table 6 in the Appendix.

### 5. Discussion

Table 1 shows our VMGP model outperforms all baselines on the four transform functions in the Latent Gaussian Environment. Looking qualitatively at the results, we see this performance arises directly from our model’s ability to learn non-Gaussian posteriors. In Figure 2, we show an example of each model’s predictions for a task from the $5 \text{ floor}(z)$ dataset. The figures above each prediction show samples from the predictive posterior distribution conditioned on a testing point. We see that VMGP is the only method able to accurately represent this posterior as a multimodal mixture of point distributions: it learns that from the training data that the testing point is likely to either be $-5$, $0$, or $5$, rather than a sample from some Gaussian distribution like ALPaCA and DKT predict.

Table 2 shows our model’s NLL performance on datasets from the Sinusoid Regression Environment. We see that our model outperforms all others on the High Frequency and Tangent datasets, but ALPaCA bests it on Standard and Out of Range. Both DKT and ALPaCA also tend to outperform our model in terms of pure MSE accuracy (Table 5). We theorize these NLL results could be because the Standard/Out of Range sinusoids are relatively smooth functions, so the extra expressivity afforded by our model is simply not necessary for decent regression results. The High Frequency sinusoids and clamped tangent function are less Gaussian, giving our model an advantage. Example predictions by each model for Sinusoid Environment tasks are shown in Figure 4 in the Appendix.

Table 3 shows our model’s NLL performance beats the baselines on both datasets from our Step Function Environment, and the margin of victory is larger on the more difficult high frequency dataset. Examining the predictive posterior (Figure 3) for a testing point, we again see a clear bimodal distribution, which no other method is able to express.

In general, VMGP’s extra expressivity comes at the cost of slower learning, since our model has extra network parameters to learn. So, for simple sinusoidal regression datasets, running all models for the same number of iterations may naturally put ALPaCA and DKT ahead.
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Figure 2. Predictions (bottom row) and posterior predictive distribution density (for the one red testing point, top row) from each model on a 5 floor(z) Latent Function task. The columns are, from left to right, EMAML (with 100 MAMLs), ALPaCA, DKT, and VMGP (ours).

Figure 3. VGMP’s predictions (left) and posterior predictive distribution density (for the red testing point at \( x \approx 0.5 \)) on a High Frequency Step Function Environment task.

6. Conclusion

In this paper, we presented VMGP, a variational Gaussian-process-based meta-learning model. On most datasets, VMGP was able to predict significantly better posteriors for modeling its uncertainty compared to baseline methods.

As measured by our NLL metric, VMGP significantly outperformed all other methods on our novel latent Gaussian environments described in Section 4.2, as well as standard difficult trigonometric environments in Section 4.3 and the alternating step functions in Section 4.3.1.

Qualitative examinations of the posterior predictions confirmed that when regressing functions with discontinuities or less smooth behavior, VMGP was able to produce visibly multimodal and skewed non-Gaussian posterior predictive distributions.

6.1. Future Work

Additional architectural tuning for the hyperparameters of the VMGP method could likely improve our results. Specifically, given the complexity of our VMGP architecture, which jointly trains three models \( p_{\theta}, f_{\phi}, q_{\psi} \), it may be beneficial to explore larger learning rates and higher numbers of training iterations than the defaults of \( 10^{-3} \) and 10,000 respectively. We also used the same 2-layer 40-hidden-unit MLP architecture for \( p_{\theta}, f_{\phi}, q_{\psi} \), so it may be beneficial to experiment with varying the individual (or overall) deep model architectures.

Additional improvements to VMGP may come from combining it with more complex kernels than the current RBF kernel. Patacchiola et al. (2020) found that their deep kernel transfer meta-learning was more effective with a spectral kernel in certain environments, and similar benefits would likely be conferred on VMGP. Furthermore, by combining VMGP with a linear kernel and mean function, VMGP could learn nonlinear transforms of Bayesian linear regression, yielding a combined VMGP+ALPaCA method that may perform better in environments where ALPaCA does well. For some difficult periodic functions for which all methods struggle to obtain accurate predictions (cf. Figure 4), testing combining our methods with kernels that confer knowledge of a periodic prior could yield improvements.

Robustness of VMGP could also be tested by training on a real-world image-based pose prediction task (Gong et al., 1996). By replacing the MLP models in VMGP with CNNs, we can run the VMGP algorithm directly on these tasks.

References

Begoli, E., Bhattacharya, T., and Kusnezov, D. The need for uncertainty quantification in machine-assisted med-
Bayesian Meta-Learning Through Variational Gaussian Processes

Blei, D. M., Kucukelbir, A., and McAuliffe, J. D. Variational inference: A review for statisticians. *Journal of the American statistical Association*, 112(518):859–877, 2017.

Finn, C., Abbeel, P., and Levine, S. Model-agnostic meta-learning for fast adaptation of deep networks. *arXiv preprint arXiv:1703.03400*, 2017.

Fortuin, V. and Rätsch, G. Deep mean functions for meta-learning in gaussian processes. *arXiv preprint arXiv:1901.08098*, 2019.

Gardner, J., Pleiss, G., Weinberger, K. Q., Bindel, D., and Wilson, A. G. Gpytorch: Blackbox matrix-matrix gaussian process inference with gpu acceleration. In *Advances in Neural Information Processing Systems*, pp. 7576–7586, 2018.

Gong, S., McKenna, S., and Collins, J. J. An investigation into face pose distributions. In *Proceedings of the Second International Conference on Automatic Face and Gesture Recognition*, pp. 265–270. IEEE, 1996.

Harrison, J., Sharma, A., and Pavone, M. Meta-learning priors for efficient online bayesian regression. *CoRR*, abs/1807.08912, 2018. URL http://arxiv.org/abs/1807.08912.

Hensman, J., Matthews, A., and Ghahramani, Z. Scalable variational gaussian process classification. 2015.

Hernández-Lobato, J. M. and Adams, R. Probabilistic back-propagation for scalable learning of bayesian neural networks. In *International Conference on Machine Learning*, pp. 1861–1869, 2015.

Jankowiak, M., Pleiss, G., and Gardner, J. R. Deep sigma point processes. *arXiv preprint arXiv:2002.09112*, 2020.

Kingma, D. P. and Ba, J. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

Kingma, D. P. and Welling, M. Auto-encoding variational bayes. *arXiv preprint arXiv:1312.6114*, 2013.

Lakshminarayanan, B., Pritzel, A., and Blundell, C. Simple and scalable predictive uncertainty estimation using deep ensembles. In *Advances in neural information processing systems*, pp. 6402–6413, 2017.

Liu, Q. and Wang, D. Stein variational gradient descent: A general purpose bayesian inference algorithm. In *Advances in neural information processing systems*, pp. 2378–2386, 2016.

Lu, Z., Pu, H., Wang, F., Hu, Z., and Wang, L. The expressive power of neural networks: A view from the width. In *Advances in neural information processing systems*, pp. 6231–6239, 2017.

Nichol, A., Achiam, J., and Schulman, J. On first-order meta-learning algorithms. 2018.

Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan, G., Killeen, T., Lin, Z., Gimelshein, N., Antiga, L., et al. Pytorch: An imperative style, high-performance deep learning library. In *Advances in neural information processing systems*, pp. 8026–8037, 2019.

Patacchiola, M., Turner, J., Crowley, E. J., O’Boyle, M., and Storkey, A. J. Bayesian meta-learning for the few-shot setting via deep kernels. *Advances in Neural Information Processing Systems*, 33, 2020.

Ravi, S. and Beatson, A. Amortized bayesian meta-learning. In *International Conference on Learning Representations*, 2018.

Sæmundsson, S., Hofmann, K., and Deisenroth, M. P. Meta reinforcement learning with latent variable gaussian processes. *arXiv preprint arXiv:1803.07551*, 2018.

Salimbeni, H. and Deisenroth, M. Doubly stochastic variational inference for deep gaussian processes. In *Advances in Neural Information Processing Systems*, pp. 4588–4599, 2017.

Titsias, M. K., Nikoloutsopoulos, S., and Galashov, A. Information theoretic meta learning with gaussian processes. *arXiv preprint arXiv:2009.03228*, 2020.

Wang, K., Pleiss, G., Gardner, J., Tyree, S., Weinberger, K. Q., and Wilson, A. G. Exact gaussian processes on a million data points. In *Advances in Neural Information Processing Systems*, pp. 14648–14659, 2019.

Williams, C. K. and Rasmussen, C. E. *Gaussian processes for machine learning*, volume 2. MIT press Cambridge, MA, 2006.

Wu, Y. Alpaca vs. gp-based prior learning: A comparison between two bayesian meta-learning algorithms, 2020.

Yoon, J., Kim, T., Dia, O., Kim, S., Bengio, Y., and Ahn, S. Bayesian model-agnostic meta-learning. In *Advances in Neural Information Processing Systems*, pp. 7332–7342, 2018.
A. Code

Our code is publicly available at https://github.com/vivekmyers/vmgp. An interactive notebook illustrating our methods can be accessed at https://colab.research.google.com/drive/1TGWta5PcgEyGC6oBQOGHsN1pG14Hnup6?usp=sharing.

B. MSE Results

Tables 4, 5, and 6 show our MSE results on the Latent Gaussian Environment, Sinusoid Environment, and Step Function Environment datasets.

|                      | arctan(1/z) | floor(z) | tan(z)       | sin(1/z)       |
|----------------------|-------------|----------|--------------|---------------|
| EMAML                | 0.586 ± 0.011 | 8.496 ± 0.153 | 9.684 ± 0.201 | 8.793 ± 0.093 |
| ALPaCA               | 0.503 ± 0.013 | 2.783 ± 0.052 | 9.077 ± 0.217 | 6.273 ± 0.089 |
| DKT                  | **0.488 ± 0.0129** | **2.694 ± 0.051** | 8.212 ± 0.189 | 6.355 ± 0.079 |
| VMGP (ours)          | 0.581 ± 0.022 | 3.487 ± 0.102 | **7.922 ± 0.288** | 13.556 ± 0.116 |

*Table 4. Average MSE ± Std. Error for Latent Gaussian Environment Datasets.*

|                      | Standard | High Frequency | Out of Range | Tangent     |
|----------------------|----------|----------------|--------------|-------------|
| EMAML                | 4.145 ± 0.097 | 4.268 ± 0.092 | 12.619 ± 0.693 | 25.648 ± 0.462 |
| ALPaCA               | **1.209 ± 0.044** | 4.165 ± 0.091 | **0.198 ± 0.020** | 26.761 ± 0.582 |
| DKT                  | 2.021 ± 0.069 | **3.745 ± 0.084** | 1.556 ± 0.065 | **22.204 ± 0.440** |
| VMGP (ours)          | 2.210 ± 0.075 | 3.764 ± 0.172 | 1.882 ± 0.170 | 24.350 ± 0.861 |

*Table 5. Average MSE ± Std. Error for Sinusoid Environment Datasets.*

|                      | Standard | High Frequency |
|----------------------|----------|----------------|
| EMAML                | 0.395 ± 0.004 | 2.110 ± 0.023 |
| ALPaCA               | **0.377 ± 0.006** | **1.841 ± 0.027** |
| DKT                  | 0.527 ± 0.005 | 2.214 ± 0.018 |
| VMGP (ours)          | 0.474 ± 0.007 | 2.059 ± 0.029 |

*Table 6. Average MSE ± Std. Error for Step Function Environment Datasets.*
C. Regression Examples

Figure 4. Sinusoid Regression Examples. Columns, from left: EMAML, AlPaCA, DKT, VMGP (ours). Each row shows an example test task from a different variant of the sinusoid environment. Rows, from top: Standard, High Frequency, Out of Range, Tangent.