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Complex network theory has shown success in understanding the emergent and collective behavior of complex systems [1]. Many real-world complex systems were recently discovered to be more accurately modeled as multiplex networks [2–6]—in which each interaction type is mapped to its own network layer; e.g. multi-layer transportation networks, coupled social networks, metabolic and regulatory networks, etc. A salient physical phenomena emerging from multiplexity is super-diffusion: exhibited by an accelerated diffusion admitted by the multi-layer structure as compared to any single layer. Theoretically super-diffusion was only known to be predicted using the spectral gap of the full Laplacian of a multiplex network and its interacting layers. Here we turn to machine learning which has developed techniques to recognize, classify, and characterize complex sets of data. We show that modern machine learning architectures, such as fully connected and convolutional neural networks, can classify and predict the presence of super-diffusion in multiplex networks with 94.12% accuracy. Such predictions can be done in situ, without the need to determine spectral properties of a network.

PACS numbers: 89.75.-k Complex Systems; Neural Networks, 84.35.+i; Brownian Motion, 05.40.Jc; Networks in Phase Transitions, 64.60.aq

Complex systems are often well-approximated by complex networks or graphs, i.e. elements of the system can be represented as nodes where connections between nodes correspond to non-trivial interaction patterns [1–9]. A multiplex (multi-layer) network is a generalized framework to study complex networks with more than one interacting layer: each layer represents a different type of interaction between constituent nodes [2–6]. Vast efforts have only more recently been devoted to study the differences and new phenomenon in networks when multiplexity is taken into account [10–11]. By considering multiplexity, a network becomes a so called multi-layer structure—thereby aggregating all layers into one single-layer network, or considering each layer separately typically entails a lossy compression [6].

Considering multiplexity has lead to the discovery of new behavior in networked systems. The seminal paper by Buldyrev [14] proves multiplex networks (interdependent networks in their case) exhibit a first order abrupt phase transition in their percolation phase diagram. This finding is in contrast to continuous phase transitions exhibited in the percolation phase diagram of monoplex networks (single-layer networks) [14–16]. Then numerous papers tried to understand different behaviors that arise in studying multilayer graphs. Examples include, structural processes such as site, bond percolation [8–20, 22–24, 26], first-depth percolation or observability, kcore [25], optimal percolation [27], as well as dynamical processes such as epidemic spreading [28], synchronization [29], diffusion [29, 30, 37], controllability [34] and recently multi-dynamics running on top of multilayer structures [28, 41–44]. Here we focus on super-diffusion—a physically observed phenomena in which a coupling between two distinct types of networks, creates ‘shortcuts’ e.g. using a bus and then a metro can result in crossing town much faster than relying on either buses or the metros alone.

Conventionally, multiplex networks and particularly super-diffusion has been studied using a variety of tools from statistical physics, spectral graph theory and other tailored methods which are paired with powerful computer simulations and/or numerical methods [2]. The computer simulations are case dependent; e.g. Monte Carlo sampling is used to study percolation, or simulation of epidemic spreading, whereas spectral methods are related to some specific problems including community detection, percolation threshold, combinatorial problems, etc. A specific (yes/no) question answered using spectral graph theory is the presence of super-diffusion in a given multiplex network. In current approaches, the spectral gap of the graph Laplacian—the first non-trivial eigenvalue of the Laplacian—is calculated to determine whether a multiplex system exhibits super-diffusion or not [30].

Machine learning has been successfully applied in a number of complex networks studies [52]. This includes hyperbolic embedding of complex networks [54], link prediction [55] and representation learning [56]. However, augmenting the tool-set of complex networks with modern deep learning approaches is still in its nascent stages, with work reporting link prediction [55]. The ability of modern machine learning techniques to classify, identify, and/or interpret massive data sets such as images fore-shadows their suitability to provide network scientists with similar success cases when studying the extremely large data sets embodied in the state-space of complex networks.

In this study, we employ a deep learning approach
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which trains a neural network to (successfully) classify the presence of super-diffusion phenomena in multiplex networks. We represent the data-set in a gray-scale image and employ two different neural network architectures from machine learning (multilayer perceptron) and deep learning (convolutional neural network [67], [68]). Definitively, our trained neural networks predict super-diffusion in multiplex networks with 94.12% accuracy. Such predictions can be done in situ, without the need of a networks spectral properties. We believe that the success of this finding will foster a wide application of deep learning to study complex networks.

a. Super-diffusion. Diffusion processes are among the simplest dynamics studied on multiplex structures [30]. Gomez et al. [30] studied diffusion in a duplex (two layer multiplex network) and found out that under certain circumstances, diffusion can be faster in a multiplex network compared to diffusion in each of the layers separately [30]. This phenomena—which is called super-diffusion in multiplex networks—can be predicted by leveraging the relation between the spectrum of a Laplacian matrix and diffusion time-scales. The combinatorial Laplacian (as called in graph theory) governs dynamics of diffusion running on top of the graph i.e. the Laplacian is the generator of the stochastic process describing the random walk on the graph. While there are fundamental connections between the spectrum of the Laplacian of a graph with structural properties of a graph itself, there are also relationships between the spectrum and dynamics running on top of the graph. In the case of diffusion processes, the second smallest eigenvalue (the first nontrivial one) of the Laplacian controls the timescale of the diffusion process. In the case of multiplex networks, the Laplacian matrix has the counterpart which is called supra-Laplacian [8] which is the same as the Laplacian matrix yet offers an easier interpretation (with proper labeling of nodes) as a block diagonal matrix in which diagonal blocks are the Laplacian of each of the layers (capturing intra-layer connections) and off-diagonal blocks which capture interlayer connections.

\[
L(L_1, L_2, w) = \begin{pmatrix}
L_1 + wI & -wI \\
-wI & L_2 + wI
\end{pmatrix}
\]  

\hspace{1cm} (1)

Gomez et al. [30] showed that strength of interlayer connections \(w\) is a tunable parameter between slow and fast diffusion regimes. For weak inter-layer connections, multiplexity slows down the diffusion while strong inter-layer connections define a new behavioral regime which asymptotically approaches the behavior of the aggregated layer (the superposition of the two layers). In the strong coupling regime, if

\[
\lambda_2(L) \geq \text{Max}\{\lambda_2(L_1), \lambda_2(L_2)\}
\]  

(2)

super-diffusion is exhibited or in other words, multiplexity helps diffusion happen faster. These two distinct regimes are direct consequence of structural transitions in the formation of multiplex networks starting from separate layers and then placing inter-layer links between them and increasing the weight of these links [36] [38-40, 73]. The phenomena was also reported recently for directed multiplex networks [37].

De Domenico et al. [32] numerically tested for the super-diffusion phenomena on multiplex networks composed of two layers which first and second layers are Erdős-Rényi random graphs from \(G(N, p_1)\) and \(G(N, p_2)\) respectively, in which, \(G(N, p)\) is the classical random graph ensemble which there are \(N\) nodes and each pair of the nodes are connected with probability \(p\). They found out that super-diffusion in these specific multiplexes happens mostly in the same connection probability regime \(p_1 \approx p_2\) [32]. For a multiplex that its layers are generated with very different probabilities, multiplexity or having multilayer structure has no benefits in terms of diffusion timescale and hence, diffusion in at least one of the layers when considered independently will be faster than this connected multiplex. Fig. 1 shows the phenomena of super-diffusion and its phase diagram on random multiplex networks.

While the super-diffusion phase diagram achieved using numerical test, the following question is legitimate: is it possible to design a machine learning algorithm to detect presence of super-diffusion given a multiplex network? To answer this question we propose a supervised ML algorithm.

b. Deep Learning. Machine learning (ML), particularly deep learning is now the standard tool in many different areas: from computer vision [67, 72] to condensed matter physics [57-62] and quantum systems [63-66]. Application of complex networks to different ML areas has a long story for supervised learning [47], unsupervised learning [49], semi-supervised learning [48]. Instead of using complex networks to study deep neural networks, in this paper we present the converse: i.e. we apply ML methods to study complex networks.

Which neural network structures are most suited to predict super-diffusion in multiplex networks? To this end the following architectures of Artificial Neural Networks (ANN) were applied: (1) fully connected neural networks (FCNN) with \(l_2\) regularization; (2) FCNN with dropout and (3) convolutional neural networks (CNN). The realization was implemented using Keras API [46] backed by TensorFlow [45].

c. Training Set. We consider duplexes—multiplex networks with two layers (see appendix 2 for the generalization of the framework for multiplex networks with more than two layers). Both the first and second layers have exactly \(N\) nodes and are created independently according to the Erdős-Rényi random graph model: \(G(N, p_1)\) and \(G(N, p_2)\) respectively. In the \(G(N, p)\) model, a graph is constructed (here each graph forms one duplex layer) by connecting nodes randomly. Each edge is included in the graph with probability \(p\) independent from every other edge. Equivalently, all graphs with \(N\) nodes and \(M\) edges have equal probability of

\[
p^M(1-p)^{\binom{N}{2}-M}.
\]  

\hspace{1cm} (3)
Here the parameter $p$ in this model can be thought of as a weighting function—as $p$ increases from 0 to 1, the model becomes more and more likely to include graphs with increasing numbers of edges and increasingly less likely to include graphs with fewer edges. In particular, the case $p = 1/2$ corresponds to the case where all $2^{N/2}$ graphs on $N$ nodes are chosen with equal probability.

Both layers are undirected and unweighted graphs. Connection patterns are encoded in an adjacency matrix $A^{[1]} (A^{[2]})$ for the first (second) layer, where $A^{[1]}_{ij} = 1$ (and then $A^{[2]}_{ij} = 1$) if there is a link between node $i$ and node $j$ (all intra-layer links have weights equal to 1). Then we connect these two identical layers by one-to-one interlayer links each with non-negative weight $w$. According to [30, 36], changing the interlayer weights enables one to explore monoplex-multiplex regimes.

We divide the $p_1$-$p_2$ phase diagram into bins with $\delta p = 0.02$ for the training phase and $\delta p = 0.01$ in the testing phase. For each bin, we create 30 training and 20 test sample multiplex networks ($G(N, p_1), G(N, p_2)$). If super-diffusion will be exhibited

$$\lambda_2(L^{sup}) \geq \text{Max}\{\lambda_2(L_1), \lambda_2(L_2)\}$$

(4)

then we label the input set $\{A^{[k]}, A^{[m]}, \ldots\}$ as 1, and otherwise with 0.

We generated 75,000 random graph instances for the training set and 200,000 instances for the test set.

d. **Fully connected neural networks for super-diffusion prediction.** To feed our data to fully connected neural network we make the following transformation. Since adjacency matrices are symmetric $N \times N$ with zeros on the diagonal, we can represent multiplex networks as a matrix with an upper triangle equal to the upper triangle of the first layer and a lower triangle equal to the lower triangle of the second layer. Then this matrix can be reshaped to a $N^2 \times 1$ column matrix.

To test the quality recovered from use of a fully connected neural network (FCNN) we choose a simple architecture which consists of one input layer, one hidden layer and one output layer with two neurons. The activation function of the hidden layer is the so-called, ReLU (Rectified Linear Unit) function. To use our FCNN as a classifier, the output layer is activated by a sigmoid function. For the first FCNN model, the loss function was chosen as average cross-entropy between predicted and actual values with additional $l_2$ regularization term to prevent over-fitting. The optimization procedure of the loss function was done by the extension to stochastic gradient descent [49].

The resulting accuracy of the model is 93% on the test data. The FCNN with dropout recovers the same result.

To reconstruct Fig. 1 we plot the distribution of the predicted result. The results are presented in Fig. 2 (b) and (c). We notice that the shape of the distributions varies for real super-diffusion (a) particularly for the left-down and up-right corners of the plot.

e. **Convolutional neural networks for super-diffusion prediction.** The design of convolutional neural networks (CNN) which we utilized for the problem is shown on Fig. 3. The input of the CNN is two channel $50 \times 50$ binary image followed by two convolutional layers with a small size $5 \times 5$ filters and pooling layers. The result is flattened and connected to FCN with two outputs with preceding activation sigmoid function.

To feed data to the CNN we represented the 2 separated adjacency matrices of a multiplex network as binary images of 50 by 50 pixels and assigned those as two separated channels on the input layer. This procedure is shown on the left side of Fig. 3.

Interestingly enough the resulting accuracy 94% is slightly better for the CNN then for FCNN and the shape of the distribution of predicted result looks more similar to the real distribution Fig. 2 (d-f). This fact points out that the representation of a multiplex network as a multi-channel image for CNNs inputs is quite promising feature to investigate properties of multiplexes. And probably more complicated CNN’s architectures could perform better results. See appendix I for more information on the accuracy of the results predicted by CNN.

f. **Conclusions.** We have found that convolutional neural network technology, developed for applications such as computer vision, can be used to detect super-diffusion in multiplex networks. We argue that this idea is quite natural and likely can attribute some of its success due to our representation of a multiplex layers adjacency matrix as channels of an image.

While traditional machine learning techniques have long been part of the complex networks tool-kit, deep learning is in its nascent days of application. Indeed, two-layer FCN was used as perhaps the simplest example of deep neural network, likewise with our simplistic simple CNN structure ($l_2$ regularization and drop-out techniques were used to prevent over fitting). In both cases, training resulted in high detection probability, thereby confirming proof of principle even for simplistic neural network architectures (over 94% accuracy).

Based on our findings, we however anticipate a further use of deep learning in the field of complex networks, such as detecting phase transitions, and network dismantling. Interestingly, the application of complex networks as a tool to study properties of supervised learning [47], unsupervised learning [19] and semi-supervised learning [15] has long been considered. By applying deep learning to study properties of complex networks we then hope to form a bridge and a future where these two subjects complement each other with deep learning regularly applied to complex networks.

As mentioned, the main property of multiplex networks which appears useful and quite natural for CNN, is the adjacency matrix which can be represented as data-set for every layer. This has the same format as image channels and is likely accountable as to why CNN filters can detect features responsible for super-diffusion in multiplex networks so readily.
then we label the input set \{A^k, A^m, \ldots\} as 1, and otherwise with 0. We generated 100,000 random graph instances for the training set and 50,000 instances for the test set (the latter has same \(\delta_p = 0.020\) and 20 samples per bin). Fig. 6 shows the resulting heatmap on test set.

\[ \lambda_2(L^{\text{sup}}) \geq \max\{\lambda_2(L_1), \lambda_2(L_2), \lambda_2(L_3)\} \]  

**Appendix 1** Here we show some metrics obtained by a cross validation where we divided the whole set in 10 stratified folds (each preserve the percentage of samples for both classes). For every step we kept 9 folds for training and 1 for testing. Fig. 4 shows the ROC curve (receiver operating characteristic curve) of the different folds and the mean AUC (area under the ROC curve) of 98\%. The average accuracy obtained from the different folds is 94\%. Table I shows the confusion matrices for K-Fold validation (top) and for the independent test set (bottom). Fig. 5 shows the loss curve for the 10-fold stratification over 40 epochs, as additional metrics we generated heatmaps for each epoch and measured against the ground truth with Mean Squared Error and Structural Similarity Index with results shown in Table II.

**Appendix 2** Here we extend the framework presented in the main text to 3-layer multiplex networks (feeding CNN with adjacency matrices of the layers and following training procedure as explained in the main text). Fig. 3 shows the ability of our deep learning framework to predict super diffusion in case of multiplex networks with more than two layers. This proves the extension feasibility of the machinery to higher order multiplex networks. In the case of multiplex networks with three layers, We divide the \(p_1-p_2-p_3\) phase diagram into bins with \(\delta_p = 0.020\). For each bin we create 15 training samples multiplex networks \(G(N,p_1), G(N,p_2), G(N,p_3))\). If super-diffusion will be exhibited

\[ \lambda_2(L^{\text{sup}}) \geq \max\{\lambda_2(L_1), \lambda_2(L_2), \lambda_2(L_3)\} \]  

Data availability. The data that support the plots within this paper and other findings of this study as well as all source code are available online[7].
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FIG. 1. (Super-Diffusion in multiplex networks.) A heat map of super-diffusion in the whole phase diagram of 2-layer multiplex networks was created, in which each layer has been formed using the Erdős-Rényi random graph model \( G(N, p) \), where \( N \) is number of nodes (\( N = 50 \)) and \( p \) is the connection probability. For each \((p_1, p_2)\) we create 10 samples of the 2-layer random multiplex networks, then we check the condition of super-diffusion; \( \lambda_2(L) \geq \text{Max}\{\lambda_2(L_1), \lambda_2(L_2)\} \) and then color code the probability of the super-diffusion for the bin \((p_1, p_2)\). The plot indicates that super-diffusion happens mainly in the region that connections probabilities are close to each other. The left (right) zoomed window shows the whole phase diagram of \( \lambda_2(L) \) for the case that super-diffusion happens (does not happen). Vertical yellow line in the zoomed windows represents the phase transition point: \( p^* = \frac{1}{2} \lambda_2(Q) \) where \( Q = L_1 \bar{L}^t L_2 \) and \( \bar{L}^t \) is the Moore-Penrose pseudoinverse of \( \bar{L} = L_1 + L_2 \) \[38\]. The circular layout of networks are shown in color-code based on Fiedler vectors of \( L \) which is the eigenvector corresponding to the spectral gap; before the transition point networks are decoupled and after transition point they are coupled \[36\].
FIG. 2. (Machine learning super-diffusion.) Heatmap formed from averaging of ideal super-diffusion over (a) test data and predictions with (b) FCN with dropout, (c) FCN with l2 regularization, (d) CNN at first, (e) at fifth (f) and at twentieth epoch. Those heatmaps are just for data visualization, each p1-p2 square (with $\delta p = 0.01$) contains the percentage of super-diffusion classified instances. The Structural Similarity with the ground truth (a) are 91% (b), 88.9% (c), 89.9% (d), 90.5% (e) and 92% (f).
FIG. 3. (Deep neural network architecture detecting super-diffusion.) Two-layer random multiplex instances were randomly generated; each layer was generated independently from random graph model $G(N,p)$, which $N$ is the number of nodes ($= 50$) and $p$ is the connection probability. Adjacency matrices of each layer are represented as binary images of $50 \times 50$ and then fed to the CNN as two separated channels ($A_1$, $A_2$) (the complete input shape is $[50 \times 50 \times 2]$). A first convolution (CONV1) is performed using a $5 \times 5$ filter, same padding, ReLU activation function and 32 channels (the output shape is $[25 \times 25 \times 32]$). One max pooling layer (POOL1) is used to halve the input size with window size of $2 \times 2$ and same padding (resulting in the shape of $[13 \times 13 \times 32]$). The second convolution (CONV2) has the same properties of (CONV1) except for the number of channels—growing now to 64 (shape of $[25 \times 25 \times 64]$). After a second max pooling layer (POOL2) that has the same properties of (POOL1) the resulting data (of shape $[13 \times 13 \times 64]$) is flattened to a single vector (of $[10816]$ elements) and fed to a fully connected layer (of $[1024]$ nodes) and to a final output layer (with $[1]$ output node). The output is as a binary classifier which determines if the instance exhibits super diffusion or not.
TABLE I. Confusion Matrix for 10-fold cross-validation (top) and for independent test set (bottom).

| Positive | Negative | PPV = 0.85 ± 0.04 |
|----------|----------|------------------|
| Positive | 1602.1   | 291.7            |
| Negative | 385.9    | 8819.3           |
|          |          |                  |

TPR = 0.81 ± 0.06 TNR = 0.97 ± 0.01  
(Sensitivity) (Specificity)

| Positive | Negative |
|----------|----------|
| Positive | 30193    | 5494      |
| Negative | 6772     | 157541    |

TPR = 0.82 TNR = 0.97  
(Sensitivity) (Specificity)
FIG. 4.  **(Performance of SD detection (ROC curves))** Cross-validation on a stratified 10-fold data. Two datasets with different partitions of the connection probabilities of 75K and 36K elements are merged and shuffled. Then, the entire dataset is split into 10 folds, with each fold containing the same percentage of SD cases (17%). The architecture is initialized 10 times, with the training occurring on 9 folds and testing being performed on the remaining 10th fold. Areas under the curve (AUC) for different folds and the mean AUC are shown.

TABLE II. MSE and SSIM metrics as a function of learning epochs.

| Epoch | MSE  | SSIM |
|-------|------|------|
| 1     | 0.028| 0.894|
| 5     | 0.023| 0.901|
| 10    | 0.018| 0.911|
| 15    | 0.012| 0.922|
| 20    | 0.012| 0.926|
| 25    | 0.020| 0.894|
| 30    | 0.019| 0.904|
| 35    | 0.012| 0.922|
| 40    | 0.014| 0.919|

FIG. 5. **(Loss curve for K-Fold validation)** The binary cross-entropy was used as a loss function. Shown are the mean value (solid line) and the standard deviation (shaded).
FIG. 6. (Generalizing to more than two layers.) Predicted super diffusion phase diagram in 3-layer random multiplex networks. Each layer is an Erdős-Rényi random graph sampled from $G(N, p)$ ensemble, where $N$ is number of nodes ($N = 50$) and $p$ is the connection probability. For each $(p_1, p_2, p_3)$ we create 20 samples of the 3-layer random multiplex networks, then we check the condition of super-diffusion on each of them. Color coding is based on the probability of the existence of super diffusion in each bin. For clarity we kept only data points corresponding to probabilities higher than 0.5. Projections of the main heatmap in (x,y), (x,z) and (y,z) planes represent the super diffusion in corresponding sub-duplexes formed by different combinations of layers. The only change in the DNN architecture is the input layer which is composed of three channels (the complete input shape is [50 x 50 x 3]). The classification accuracy obtained is 94%