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Abstract

In this paper we consider the problem of uniformity testing with limited memory. We observe a sequence of independent identically distributed random variables drawn from a distribution $p$ over $[n]$, which is either uniform or is $\varepsilon$-far from uniform under the total variation distance, and our goal is to determine the correct hypothesis. At each time point we are allowed to update the state of a finite-memory machine with $S$ states, where each state of the machine is assigned one of the hypotheses, and we are interested in obtaining an asymptotic probability of error at most $0 < \delta < 1/2$ uniformly under both hypotheses. The main contribution of this paper is deriving upper and lower bounds on the number of states $S$ needed in order to achieve a constant error probability $\delta$, as a function of $n$ and $\varepsilon$, where our upper bound is $O(\frac{n \log n}{\varepsilon^2})$ and our lower bound is $\Omega(n + \frac{1}{\varepsilon})$. Prior works in the field have almost exclusively used collision counting for upper bounds, and the Paninski mixture for lower bounds. Somewhat surprisingly, in the limited memory with unlimited samples setup, the optimal solution does not involve counting collisions, and the Paninski prior is not hard. Thus, different proof techniques are needed in order to attain our bounds.
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1. Introduction

During the past couple of decades, distribution testing has developed into a mature field. One of the most fundamental tasks in this field is the problem of uniformity testing. In this problem, the objective is to design a sample-optimal algorithm that, given i.i.d samples from a discrete distribution $p$ over $[n]$ and some parameter $\varepsilon > 0$, can distinguish (with probability $0 < \delta < 1/2$) between the case where $p$ is uniform and the case where $p$ is $\varepsilon$-far from uniform in total variation. The common benchmark for characterizing the statistical hardness of uniformity testing is the minimax sample complexity, namely the number of independent samples from the distribution one needs to see in order to guarantee that the expected $0 - 1$ loss is at most $\delta$. However, as the amount of available data is constantly increasing, collecting enough samples for accurate estimation is becoming less of a problem, and it is the dedicated computational resources that constitute the main bottleneck on the performance that a testing algorithm can attain.

As a result, the topic of testing under computational constraints is currently drawing considerable attention, and in particular, the problem of testing under memory constraints has been recently studied in various different setups, as we elaborate in Section 2. In order to single out the effects limited memory has on our algorithms, we let the number of samples we process be arbitrarily large.
Perhaps surprisingly, the bounded memory problem does not become trivial in the unbounded sample regime. Moreover, the optimal solution to the problem without memory constraints does not translate to the memory constrained case, as we shall later see.

Let us formally define the problem of interest: \( X_1, X_2, \ldots \) is a sequence of independent identically distributed random variables drawn from a distribution \( p \) over \([n]\), which is either uniform or is \( \varepsilon \)-far from uniform under the total variation distance. Let \( \mathcal{H}_0 \) denote the hypothesis \( p = u \), and \( \mathcal{H}_1 \) the composite hypothesis \( p \in \Theta \), where \( \Theta \triangleq \{ q : d_{TV}(q, u) > \varepsilon \} \), where \( u \) is the uniform distribution over \([n]\). An \( S \)-state uniformity tester consists of two functions: \( f \), and \( d \), where \( f: [S] \times [n] \to [S] \) is a state transition (or memory update) function, and \( d: [S] \to \{ \mathcal{H}_0, \mathcal{H}_1 \} \) is a decision function. Letting \( M_t \) denote the state of the memory at time \( t \), this finite-state machine evolves according to the rule

\[
M_0 = s_{init},
\]

\[
M_t = f(M_{t-1}, X_1) \in [S],
\]

for some predetermined initial state \( s_{init} \in [S] \). If the machine is stopped at time \( t \), it outputs the decision \( d(M_t) \). Note that here the memory update function \( f \) is not allowed to depend on time. The restriction to time-invariant algorithms is operationally appealing, since storing the time index necessarily incurs a memory cost. Furthermore, since the number of samples is unbounded, simply storing the code generating a time-varying algorithm may require unbounded memory. We define the asymptotic expected \( 0 - 1 \) loss under each hypothesis (also known as the type-1 and type-2 probabilities of error) as

\[
P_e(f, d|\mathcal{H}_0) = \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \Pr(d(M_i) = 1|X_1, X_2, \ldots \sim u),
\]

\[
P_e(f, d|\mathcal{H}_1) = \sup_{p \in \Theta} \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \Pr(d(M_i) = 0|X_1, X_2, \ldots \sim p).
\]

We are interested in the minimax memory complexity of the tester, \( S^*(n, \varepsilon) \), defined as the smallest integer \( s \) for which there exist \( (f, d) \) such that \( P_e(f, d|\mathcal{H}_i) \leq \delta \), for any \( i \in \{0, 1\} \). In previous works dealing with memory limited testing/estimation problems, the memory complexity was taken to be either the number of bits or the number of memory words needed to solve the problem, up to multiplicative constants. In those cases, a large gap between, for example, \( S = n \) and \( S = n^2 \) states, would correspond only to a factor of 2 in the number of bits we need to store. These definitions of memory complexity are natural in the large memory regime. However, in this work, we consider the small memory regime, so the definition in terms of the number of states seems more appropriate to us. In such regime, one might not be able to increase the number of available memory bits even by a constant factor. In other words, we are interested in deriving additive constant bounds on the number of bits stored, rather than constant factor bounds.

The sample complexity of uniformity testing is well known, as a result of the works of Goldreich and Ron (2000) and Paninski (2008), and is \( \Theta(\sqrt{n}/\varepsilon^2) \). The lower bound is established using \( \chi^2 \) divergences, where the input is drawn from the Paninski mixture. The upper bound is based on collision estimators, since \( \sqrt{n} \) samples will result in 1 expected collision on average under the uniform distribution, and \( 1 + \Omega(\varepsilon^2) \) expected collisions on average under the alternative, and the variances are small enough to distinguish between the hypotheses. Collision estimators have henceforth become
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the default algorithmic tool whenever uniformity testers are involved, and most upper bounds in the field rely on some variant of the collision estimator. In a similar fashion, the Paninski prior has become a recurring ingredient in lower bounds for the problem, since it is difficult to identify with limited samples. As it turns out, when memory is the more stringent restriction, these approaches are lacking. This can be observed in a recent work of Diakonikolas et al. (2019) that is concerned with the sample complexity under memory constraints of uniformity testing, and in which the memory $S > n^{1/2}$ considered by the authors is substantially greater than what our results imply, even though the authors work with the more lenient streaming algorithms, that allow for time-varying functions. The increased required memory in Diakonikolas et al. (2019) mainly stems from the fact that the algorithm considered there is based on collision estimation, which is more wasteful in general. On the other hand, the sample complexity attained by that algorithm is much smaller than the number of samples the algorithm proposed here requires, but this reduced sample size comes at the price of increased memory (we discuss this in Section 4).

Our main results are twofold. The first is showing that reduction of the uniformity testing problem to sequential binary hypothesis testing results in a substantial saving in memory, with respect to collision estimation. The performance of a scheme based on this idea is analyzed, and gives rise to an upper bound on the memory complexity (Theorem 1). The second result consists of two lower bounds on the memory complexity. For the first lower bound, we use a member of the Paninski prior family to show that $S^*(n, \varepsilon) = \Omega(1/\varepsilon)$. However, even for the full Paninski mixture, we show that $O(1/\varepsilon)$ states are sufficient for reliably testing against the uniform distribution, when the number of available samples is large. Consequently, we must choose a different approach for our $\Omega(n)$ lower bound. Through analysis of stationary distributions of Markov processes, we show that for any uniformity tester with insufficient memory there is some distribution $q$ with $d_{TV}(q, u) > \varepsilon$ which induces the same stationary distribution on its memory states as the uniform distribution, hence is indistinguishable from it (Theorem 2). This is in contrast to the standard approach of finding a suitable prior on $\Theta$ under which the Bayesian problem is hard.

Theorem 1

$$S^*(n, \varepsilon) = O\left(\frac{n \log n}{\varepsilon}\right).$$

(5)

It is worth noting that the algorithm achieving this upper bound is deterministic. Our lower bound holds for randomized algorithms.

Theorem 2

$$S^*(n, \varepsilon) = \Omega\left(n + \frac{1}{\varepsilon}\right).$$

(6)

We note that both bounds hold also for the hypothesis testing problem of the collision probability, in which we test between collision probability that is either $\frac{1}{n}$ or greater than $\frac{1+\varepsilon^2}{n}$.

2. Related work

The study of learning and estimation under memory constraints has been initiated in the late 1960s by Cover and Hellman (with a precursor by Robbins (1956)) and remained an active research area
for a decade or so. Most of the old work on learning with finite memory has been focused on the hypothesis testing problem. For the problem of deciding whether an i.i.d. sequence was drawn from \( \text{Bern}(p) \) or \( \text{Bern}(q) \), Cover et al. (1969) described a time-varying finite-state machine with only \( S = 4 \) states, whose error probability approaches zero with the sequence length. As time-varying procedures suffer from the shortcomings described earlier, Hellman and Cover (1970) addressed the same binary hypothesis testing problem within the class of time-invariant randomized procedures. They have found an exact characterization of the smallest attainable error probability for this problem. In a recent paper, Berg et al. (2020) derived a lower bound on the error probability attained by any \( S \)-state deterministic procedure, showing that while the smallest attainable error probability decreases exponentially fast with \( S \) in both the randomized and the deterministic setups, the base of the exponent can be arbitrarily larger in the randomized case.

The work on the uniformity testing problem has been initiated by Goldreich and Ron (2000), who proposed a simple and natural uniformity tester that relies on the collision probability of the unknown distribution, which is the probability that two samples drawn according to \( p \) are equal, and succeeds after drawing \( O(\sqrt{n}/\varepsilon^4) \) samples. In subsequent work, Paninski (2008) showed an information-theoretic lower bound of \( \Omega(\sqrt{n}/\varepsilon^2) \) on the sample complexity and provided a matching upper bound that holds under some assumption on \( \varepsilon \), which has been later shown to be unnecessary Diakonikolas et al. (2014). It was recently shown in Goldreich (2016) that the more general problem of distribution testing can be reduced to uniformity testing with only a constant factor loss in sample complexity. In Acharya et al. (2019), the authors addressed the distributed variant of the problem: each player receives one sample from the distribution, about which they can only provide limited information to a central referee.

The space-complexity (which is the minimal memory in bits needed for the algorithm) of estimating the empirical collision probability is well-studied for worst case data streams of a given length, dating back to the seminal work of Alon et al. (1999). In Crouch et al. (2016) the authors studied the trade-off between sample complexity and space complexity for the problem of estimating the collision probability. The trade-off between sample complexity and space/communication complexity for the distribution testing problem has recently been addressed by Diakonikolas et al. (2019), who gave upper and lower bounds on the sample complexity under memory constraints. On a broader level, the problem of estimating statistics with bounded memory is receiving more and more attention in the machine learning literature lately, see, e.g., Chien et al. (2010); McGregor et al. (2012); Kontorovich (2012); Steinhardt and Duchi (2015); Steinhardt et al. (2016); Raz (2018); Dagan and Shamir (2018); Dagan et al. (2019); Sharan et al. (2019). Another closely related active line of work is that of estimating statistics under limited communication, e.g., Zhang et al. (2013); Garg et al. (2014); Braverman et al. (2016); Xu and Raginsky (2017); Jordan et al. (2018); Han et al. (2018a,b); Barnes et al. (2018); Acharya et al. (2018); Hadar et al. (2019); Hadar and Shayelevitz (2019); Acharya et al. (2020).

3. Preliminaries

In this section, we introduce the mathematical notation and background necessary to state and prove our results in the following sections.

3.1. Notations

We write \([n]\) to denote the set \(\{1, \ldots, n\}\), and consider discrete distributions over \([n]\). We use the notation \(p_i\) to denote the probability of element \(i\) in distribution \(p\), and the notation \(p_i^{(i,j)}\) to denote
the probability of element \(i\) restricted to \((i, j)\), that is, \(p_{i}^{(i, j)} = \frac{p_{i}}{p_{i} + p_{j}}\). The \(\ell^k\) norm of a distribution is \(\|p\|_k = \sqrt[k]{\sum_{i=1}^{n} |p_i|^k}\). The total variation distance between distributions \(p\) and \(q\) is defined as half their \(\ell^1\) distance, i.e., \(d_{TV}(p, q) = \frac{1}{2} \|p - q\|_1 = \frac{1}{2} \sum_{i=1}^{n} |p_i - q_i|\). The collision probability of a distribution \(p\) is defined as the squared \(\ell^2\) norm of \(p\), that is, \(C_{\text{oll}}(p) = \|p\|_2^2 = \sum_{i=1}^{n} p_i^2\).

3.2. Equivalence to collision estimation

As we mentioned, the problem of uniformity testing with limited samples and unlimited memory is equivalent to the collision testing problem, due to the following two reasons:

1. \(d_{TV}(p, u) > \varepsilon\) implies \(C_{\text{oll}}(p) > \frac{1+\varepsilon^2}{n}\), since, using the Cauchy-Schwarz inequality:

\[
C_{\text{oll}}(p) = \sum_{i=1}^{n} p_i^2
\]

\[
= \frac{1}{n} + \sum_{i=1}^{n} \left( p_i - \frac{1}{n} \right)^2
\]

\[
\geq \frac{1}{n} + \frac{1}{n} \left( \sum_{i=1}^{n} \left| p_i - \frac{1}{n} \right| \right)^2
\]

\[
= \frac{1 + d_{TV}(p, u)^2}{n},
\]

and we can solve the latter problem with \(O(\sqrt{n}/\varepsilon^2)\) samples, hence we can also solve the former with the same number of samples.

2. The lower bound on the sample complexity is proven for the Paninski prior, \(q_{\text{Pan}}(z)\), whose value at each coordinate \(i \in [n]\) is determined by the vector \(z \in \{-1, 1\}^{n/2}\), and is given by

\[
q_{\text{Pan}}^i(z) = \begin{cases} 
\frac{1+\varepsilon z_i/2}{n}, & \text{if } i \text{ even} \\
\frac{1-\varepsilon z_{i+1}/2}{n}, & \text{if } i \text{ odd}
\end{cases}
\]

(9)

It is not difficult to see that \(d_{TV}(u, q_{\text{Pan}}) = \varepsilon\) and \(C_{\text{oll}}(q_{\text{Pan}}(z)) = \frac{1+\varepsilon^2}{n}\), for all \(z \in \{-1, 1\}^{n/2}\). Now taking \(z_1, \ldots, z_{n/2}\) to be Rademacher random variables, we obtain a distribution on \(\Theta\), for which the sample complexity in the Bayesian setting is \(\Omega(\sqrt{n}/\varepsilon^2)\). This implies the same lower bound for the composite hypothesis testing problem.

4. Upper Bound

Following the above equivalence, it seems only natural to try and obtain upper bounds by utilizing collision-based estimators in our bounded memory framework as well. Naively implementing the collision counting decision rule of Goldreich and Ron (2000); Paninski (2008) requires \(\Omega(n\sqrt{n}/\varepsilon^2)\) states. However, since the number of samples is unbounded, this algorithm is extremely wasteful. As a warm-up, we first propose the following variation, which uses the unlimited number of samples to save memory, by only counting consecutive collisions. Note that the probability that two consecutive samples are equal under \(p\) is exactly \(\sum_{i=1}^{n} p_i^2 = C_{\text{oll}}(p)\). We define a collision machine
to be a machine that, at each time point, outputs a 1 if the current sample is the same as the preceding sample and 0 otherwise. This can be implemented using $O(n)$ states, since we are storing an element of the domain (the preceding sample) to check for collisions, and results in a Bernoulli process with parameter $p = \frac{1}{n}$ under the uniform distribution, or a Bernoulli process with parameter $p > \frac{1+\epsilon^2}{n}$ under the alternative (due to (8)). Thus, if we can successfully distinguish between two i.i.d Bernoulli processes with parameters that are roughly $\frac{\epsilon}{n}$ apart, our uniformity tester will separate the hypotheses successfully. To that end, we appeal to Berg et al. (2021), where we defined the following machine which, given $X_1, X_2, \ldots \sim \text{Bern}(\theta)$, can distinguish between the composite hypotheses $\theta < q$ and $\theta > p$, for $p > q$.

**Definition 3** RUNS($N, p, q$) is the machine with $N \geq 4$ states depicted in Figure 1, designed to decide between the hypotheses $H_0 : \{\theta > p\}$ vs. $H_1 : \{\theta < q\}$, for some $0 < q < p < 1$. The machine is initialized at state $s$ and evolves according to the sequence of input bits $X_1, X_2, \ldots$. If the machine observes a run of $N - s$ ones before observing a run of $s - 1$ zeros, it decides $H_0$, otherwise it decides $H_1$. The initial state of the machine is $s = f(N, p, q)$, where

$$f(N, p, q) \triangleq 2 + \left\lceil \frac{\log pq}{\log p(1-p) + \log q(1-q)} (N - 3) \right\rceil,$$  \hspace{1cm} (10)

is an integer between 2 and $N - 1$. We denote the (worst case) error probability of the machine by $P_e^{\text{RUNS}(N, p, q)} = \max \{p_1^0, p_0^1\}$, where

$$p_1^0 = \sup_{\theta \leq q} P \left( \text{RUNS}(N, p, q) \text{ decides } H_0 \right),$$ \hspace{1cm} (11)

$$p_0^1 = \sup_{\theta > p} P \left( \text{RUNS}(N, p, q) \text{ decides } H_1 \right).$$ \hspace{1cm} (12)

![Figure 1: RUNS($N, p, q$) - Deterministic Binary Hypothesis Testing Machine](image)

In the same paper, we have shown that with $N = O(K)$ states, the machine RUNS($N, p, q$) can decide whether $\theta > p$ or $\theta < q = p - 1/K$ with constant error probability $\delta < 1/2$.

**Lemma 4** (Berg et al. (2021)) For any $\frac{2}{K} \leq p \leq 1 - \frac{1}{K}$, $q = p - \frac{1}{K}$ and $0 < \delta < 1/2$, let

$$N = N(\delta, p, K) \triangleq 3 + \left\lceil K \cdot 6 \log \frac{2}{\delta \cdot (p - 1/K)(1-p)} \right\rceil.$$  \hspace{1cm} (13)

Then

$$P_e^{\text{RUNS}(N, p, q)} < \delta.$$ \hspace{1cm} (14)

1. Their machine was designed to solve the simple binary hypothesis test $H_0 : \{\theta = p\}$ vs. $H_1 : \{\theta = q\}$, but the difference between the two problems is not significant.
We can thus separate the two hypotheses with $O(n/\varepsilon^2)$ states, so overall we need the product of the two parts, which is $O(n^2/\varepsilon^2)$ states, a memory size that is quadratic in $n/\varepsilon$. We note that in order to distinguish hypotheses that are $1/K$ apart, we must have $\Omega(K)$ states [Hellman and Cover (1970)], therefore once the reduction to pairwise collisions has been done, using RUNS is essentially the best possible, up to constants. It is worth mentioning that the effective sample complexity of this machine (the expected number of samples needed for the algorithm to converge) is $O(n/\varepsilon^2)$, which is indeed greater then the $O(n/\varepsilon)$ sample complexity without memory constraints. This follows since $n$ samples will result in 1 collision on average under the uniform distribution, and $1 + \Omega(\varepsilon^2)$ collisions on average under the alternative. However, the memory used is substantially smaller than $n^{1/\varepsilon^2}$, the smallest considered by Diakonikolas et al. (2019). As it turns out, we can find good uniformity testers with even smaller memory. In the following, we describe a uniformity tester with a memory size that is only linear in $n/\varepsilon$, up to logarithmic factors.

### 4.1. Proof of Theorem 1

In a nutshell, our algorithm reduces uniformity testing (and collision estimation) to a sequence of binary tests. The intuition here is that if $d_{TV}(p, u) > \varepsilon$ then there must be some symbols $(i, j) \in [n] \times [n]$ such that either $\Pr(X = i|X \in \{i, j\})$ or $\Pr(X = j|X \in \{i, j\})$ are sufficiently biased, where by sufficiently we mean with some bias $\Omega(\varepsilon)$. We could then clearly run binary tests over all $n^2$ pairs of symbols, but it turns out we can reduce this significantly to just $2n$ tests. One way to do this is to test, for all $i > 1$, whether $\Pr(X = 1|X \in \{1, i\})$ or $\Pr(X = i|X \in \{1, i\})$ are sufficiently biased. If $p = u$, none of these probabilities are sufficiently biased, whereas if $d_{TV}(p, u) > \varepsilon$, at least one of them is (we prove this in the sequel). Of course, this machine can get stuck for an arbitrarily long time if $\Pr(X \in \{1, i\})$ is extremely small (or even zero) for some $i > 1$, as it will be waiting for an arbitrarily low probability event. To circumvent this issue, we ensure that the algorithm terminates at some point by first checking that $\Pr(X = 1)$ is not too small. Specifically, we check that it is not much smaller than $n^{-1}$. The reason is since $p$ can only be uniform, in which case all probabilities are $n^{-1}$, or $\varepsilon$-far from uniform. Thus, if $\Pr(X = 1)$ is much smaller than $n^{-1}$, we can confidently assert that $p$ is not uniform. Otherwise, we continue to the previously mentioned testing of pairs.

Let us now describe the particular structure of the proposed machine. In our construction, the state space $[S]$ is partitioned into $K = 2n + 1$ disjoint sets denoted by $S_1, \ldots, S_K$, which we will refer to as mini-chains. Each mini-chain performs a binary hypothesis test, and we move sequentially from one mini-chain to the next, until we become confident of our decision, in which case we enter an absorbing state. $S_1$ is a RUNS($N, p, q$) machine for testing whether the probability of the symbol 1, namely $p_1$, is sufficiently large, and its parameters are $q = \frac{1}{4n}, p = \frac{1}{2n}$, and

$$N_1 = N \left( \frac{\delta}{2n}, \frac{1}{2n}, \frac{1}{4n} \right) \triangleq 3 + \left\lfloor 6 \cdot 4n \log \frac{4 \cdot 4n}{\delta \cdot (1 - \frac{1}{2n})} \right\rfloor \tag{15}$$

states. If it decides in favor of $p$ it outputs $H_1$ and terminates, whereas if it decides in favor of $p$ it continues to $S_2$. Mini-chains $S_2$ to $S_{2n}$ test consecutively for the conditional distributions $p_2^{(1, 2)}, p_1^{(1, 2)}$ up to $p_1^{(1, n)}, p_2^{(1, n)}$ between $q = \frac{1}{2} + \epsilon$ and $p = \frac{1}{2} + \frac{\varepsilon}{\delta + \varepsilon}$, for $\varepsilon = \frac{\varepsilon}{\delta + \varepsilon}$. To that end, we use identical RUNS($N, p, q$) machines which, when testing for the pair $(1, i)$, change their state only upon observing symbols 1 or $i$. Let $P_{\varepsilon} \triangleq \frac{\delta p}{2n}$, and construct the machines to attain worst case error
probability of at most $P_e$. Thus, the number of states needed is, for all $2 \leq j \leq 2n + 1$,
\[ N_j = N \left( P_e, \frac{1}{2} + \tilde{\varepsilon}, \frac{\varepsilon}{2} \right) \triangleq 3 + \left[ \frac{12}{\varepsilon} \log \frac{4}{\varepsilon P_e \cdot (1 + \tilde{\varepsilon})(1/2 - \tilde{\varepsilon})} \right] \tag{16} \]
states. Here, if the machine decides in favor of $q$ it moves to the next mini-chain, whereas if it decides in favor of $p$ it outputs $H_1$ and terminates. The construction of $S_{2n+1}$ is similar, with the exception that if it decides in favor of $q$ it outputs $H_0$ and terminates. Thus, the machine only outputs $H_0$ after all binary tests are completed, and none of the conditional probabilities are found to be too biased. The binary hypothesis testing machines are concatenated left to right, such that the $2i$-th machine, for $i \in [n]$, is as depicted in Figure 2.

![Figure 2: Illustration of mini-chain $S_{2i}$](image)

The structure of the $(2i + 1)$-th machine, for $1 \leq i \leq n - 1$, is similar, except that the arrow labels 1 and $i$ are swapped, since we test for $p_i^{(1,i)}$ instead of $p_i^{(1,1)}$. The only difference in the $2n + 1$ machine is the last state, which is an absorbing one. The total number of states is:
\[ S = \sum_{j=1}^{2n+1} N_j = N_1 + 2n \cdot N_2 \tag{17} \]
\[ \leq 4(2n + 1) + 24n \cdot \log \frac{4 \cdot 4n}{\delta (1 - 1/2n)} + \frac{24n}{\varepsilon} \cdot \log \frac{4 \cdot 4n}{\delta (1 + \tilde{\varepsilon})(1/2 - \tilde{\varepsilon})} \tag{18} \]
\[ \leq 4(2n + 1) + 24n \left( 1 + \frac{1}{\varepsilon} \right) \cdot \log \frac{16n}{\delta (1 + \tilde{\varepsilon})(1/2 - \tilde{\varepsilon})} \tag{19} \]
\[ \leq 9n + \frac{10 \cdot 24n}{\varepsilon} \cdot \log \frac{40n}{\delta} \tag{20} \]
We now show that this is indeed an $(S, \delta)$ uniformity tester. Consider first the case $p = u$, which implies $p_i = \frac{1}{2}$ for all $i$. The probability of outputting $H_1$ in $S_1$ is upper bounded by $\frac{\delta}{2}$. The probability of outputting $H_1$ in any of the consecutive binary tests is the probability we make an error in at least one binary test, and is, at most
\[ 1 - (1 - P_e)^{2n} = 1 - \left( 1 - \frac{\delta/2}{2n} \right)^{2n} \leq 1 - e^{-\delta/2} \leq \frac{\delta}{2}. \tag{21} \]
Hence, by the union bound, the total error probability is at most $\delta$. For the case $p \in \Theta$, we show that if $d_{TV}(p, u) > \varepsilon$, then the probability of outputting $H_0$ is smaller than $\delta$. To that end, it is sufficient to show that there is some $i$ for which $\max \{ p_i^{(i,i)}, p_i^{(i,1)} \} > \frac{1}{2} + \tilde{\varepsilon}$, since that would imply the probability that either $S_{2i}$ or $S_{2i+1}$ output $H_1$ is at least $1 - P_e$, which in turn implies that the overall error probability of the algorithm is at most $P_e = \frac{\delta/2}{2n} < \delta$. Thus, we prove the following lemma in the appendix.
Lemma 5 If $d_{TV}(p, u) > \varepsilon$, then there exist some $i \in [n]$ such that
\[
\max\{p^{(i, 1)}_1, p^{(i, 1)}_u\} > \frac{1}{2} + \varepsilon.
\] (22)

While we leave the investigation of the optimal memory-sample complexity trade off to future work, it is worth mentioning that the effective sample complexity of the above algorithm is $O(n^2 e^{O(1/\varepsilon)})$.

This follows since there are $O(n)$ mini-chains that we traverse in sequence, each is activated every $O(n)$ samples on average, and the mixing time of each one is $e^{O(1/\varepsilon)}$. Thus, if $\varepsilon$ is taken to be a constant and $n$ is the dominating factor, we can loosely say that, with respect to the simpler collision tester proposed earlier, a quadratic saving in memory states is translated to a quadratic increase in the number of expected samples needed for testing.

5. Lower Bound

In this section we prove Theorem 2. We prove the $\Omega(1/\varepsilon)$ bound via reduction to simple binary hypothesis testing. The proof of the $\Omega(n)$ bound is separated to the ergodic and non-ergodic cases, corresponding to irreducible and reducible machines respectively: in the first part we prove the ergodic case using linear algebra tools, and in the second part we show that any good uniformity tester that induces a non-ergodic Markov chain can be reduced to a good uniformity tester that induces an ergodic Markov chain.

5.1. Proof of the $\Omega(1/\varepsilon)$ bound

In this proof, we use the fact that a good uniformity tester is also a good binary hypothesis tester for hypotheses that are $\varepsilon$ apart. Assume we have an $(S, \delta)$ uniformity tester. We use this machine to construct a randomized binary hypothesis testing machine that decides whether an independent identically distributed sequence of bits $B_1, B_2, \ldots$ is either $\text{Bern}(\frac{1}{2})$ distributed or $\text{Bern}(\frac{1 - \varepsilon}{2})$ distributed as follows:

1. Let $U_i \overset{iid}\sim \text{Unif}(\left[\frac{n}{2}\right])$ and let $B_i \overset{iid}\sim \text{Bern}(\theta)$, where $\theta$ is either $\frac{1}{2}$ or $\frac{1 - \varepsilon}{2}$.

2. We generate the random variables $X_i \in [n]$ by setting $X_i = 2U_i - B_i$. Note that if $\theta = \frac{1}{2}$, then $X_i \sim u$. On the other hand, if $\theta = \frac{1 - \varepsilon}{2}$, then
\[
X_i \sim p = \frac{1}{n} \cdot [1 - \varepsilon, 1 + \varepsilon, 1 - \varepsilon, 1 + \varepsilon, \ldots],
\] (23)

so that $d_{TV}(p, u) = \varepsilon$ (in this case is one of the priors in the Paninski family of (9)).

3. Thus, our randomized machine can distinguish between $\text{Bern}(\frac{1}{2})$ and $\text{Bern}(\frac{1 - \varepsilon}{2})$. Appealing to Hellman and Cover (1970)[Theorem 3], it therefore must have $S = \Omega(1/\varepsilon)$ states.

5.2. Proof of the $\Omega(n)$ bound for ergodic machines

As we mentioned earlier, the Paninski prior is not a good choice for lower bounds in the memory limited regime, for the following reason: Any distribution in the Paninski family has either $p_1^{(1, 2)} = \frac{1 + \varepsilon}{2}$ or $p_2^{(1, 2)} = \frac{1 + \varepsilon}{2}$. Thus, we can test these two options with two $\text{RUNS}(N, p = \frac{1 + \varepsilon}{2}, q = p - \frac{\varepsilon}{2})$ machines with $O(1/\varepsilon)$ states, hence the Paninski mixture cannot give us a lower bound that depends
on the dimension $n$. The reason for this is that since the number of samples is unlimited, we can afford to wait for events that sharply distinguish between the hypotheses, and, in particular relevance to the above argument, to wait for appearances of the first two symbols alone. When one cares about sample complexity only, then this approach is obviously very wasteful since many samples are ignored. But when one is concerned with memory complexity only, then waiting for rare binary events turns out to be the right approach, since reducing the dimension of the testing problem is of most importance.

We first consider the case of ergodic machines, corresponding to irreducible Markov chains. The method of proof is the following: Any finite-state machine induces a Markov chain, that is characterized by some transition matrix $P$. Our method of proof is based on analysis of stationary distributions and properties of Markov chain transition matrices, specifically their null space. Firstly, we show that for any finite-state machine with $S$ states and properties of Markov chain transition matrices, specifically their null space. Secondly, we tighten this result by showing that when $S = O(n)$ there is some distribution $p$ over $[n]$ with $d_{TV}(p, u) > \varepsilon$ that induces the same stationary distribution as $u$. Secondly, we tighten this result by showing that when $S = O(n)$ there is some distribution $p$ over $[n]$ with $d_{TV}(p, u) > \varepsilon$ that induces the same stationary distribution as $u$ (but not necessarily the same transition matrix), thus $p$ is indistinguishable from $u$ when viewed through the state sequence of the machine.

**Lemma 6** Denote the transition matrix induced by a distribution $p$ as $P(p)$. Then for any finite-state machine with $S = O(\sqrt{n})$ there must exist some distribution $p$ with $d_{TV}(p, u) > \varepsilon$ such that $P(u) = P(p)$.

**Proof** Fix a finite state machine with $S$ states, and define the matrix $A \in [0, 1]^{S^2 \times n}$ whose rows are indexed by $(i, j) \in [S] \times [S]$. The entry $A_{(i,j),m}$ specifies the probability of moving to state $j$ from state $i$ when the input is $m \in [n]$. Note that for deterministic machines the values of $A$ can only be 0 or 1, but our lemma in fact holds for the more general case of randomized machines. Let $p(u) = Au$, where $u = [1/n \ldots 1/n]^T$, be the vectorized form of the transition matrix induced on the machine by the uniform distribution, that is, $p(u)$ is generated by stacking the columns of $P(u)$ on top of each other. Now, if $S^2 < n$, the matrix $A$ must have a nontrivial kernel of rank at least $n - S^2$. Let $V$ be the subspace spanned by $\ker(A) \cap \ker([1 \ldots 1])$. We have that $\dim(V) \geq n - 1 - S^2 \triangleq k$. Before we continue, we need the following lemma, due to David E. Speyer.

**Lemma 7** Let $V$ be a $k$-dimensional linear subspace of $\mathbb{R}^n$. Define its $p \to q$ norm as

$$
\|V\|_{p \to q} = \max_{x \in V \setminus \{0\}} \frac{\|x\|_q}{\|x\|_p}.
$$

(24)

Then, for all $q \geq 1$,

$$
\|V\|_{\infty \to q} \geq \sqrt[k]{k}.
$$

(25)

**Proof** Let $Q$ be the hypercube $[-1, 1]^n$. Then $V \cap Q$ is a bounded nonempty polytope, thus it must have a vertex. Denote that vertex as $x = (x_1, \ldots, x_n)$. Without loss of generality, we may assume that there is some integer $0 < r < n$ such that $x_i = 1$ for all $1 \leq i \leq r$ and $|x_i| < 1$ for all $r + 1 \leq i \leq n$. This is since $Q$ is symmetric, thus we can always rearrange the coordinates of $V$ without affecting its norms. We claim that $r \geq k$. Assume towards contradiction that it is not the case. Then there must be some nonzero vector $v \in V$ with $v_i = 0$ for all $1 \leq i \leq r$, such that for a

2. https://math.stackexchange.com/questions/1850488
small enough constant $\varepsilon$, both $x + \varepsilon v$ and $x - \varepsilon v$ would be in $V \cap Q$, contradicting that $x$ is a vertex. Thus $\|x\|_\infty = 1$ and $\|x\|_q \geq \sqrt{\mathcal{T}} \geq \sqrt{\mathcal{K}}$.

Proof of Lemma 6, continued: Lemma 7 implies that there must be a vector $x \in V$ with $\|x\|_\infty = 1/n$ and $\|x\|_1 \geq k/n$. For this $x$, we can define $q = u - x$. Recalling that $V$ is orthogonal to $[1 \ldots 1]$, we have $\sum q_i = \sum u_i - \sum x_i = 1$, thus $q$ is a valid probability distribution and $d_{TV}(u, q) = \frac{1}{2}\|x\|_1 \geq k/2n$. Since $x \in \ker(A)$, we have that the transition probability $q$ induces on the machine is

$$p(q) = Aq = A(u - x) = Au = p(u).$$

(26)

Thus, for any finite state machine with $S = ((1 - 2\varepsilon)n - 1)^{1/2}$ states, there exists a distribution $q$ with $d_{TV}(u, q) \geq \varepsilon$ such that $P(u) = P(q)$.

Proof of Theorem 2, irreducible case: Recall that the stationary row vector satisfies $\pi_u = \pi_y P(u)$. This can be written as $\pi_u = M p(u) = MAu$, where $M \in [0, 1]^{S \times S^2}$ is of the form

$$M = \begin{pmatrix} \pi_u & 0 & \ldots & 0 \\ 0 & \pi_u & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \ldots & \pi_u \end{pmatrix}$$

(27)

Denote $B = MA \in [0, 1]^{S \times n}$. Similarly to Lemma 6, we have that if $S < n$, the matrix $B$ must have a nontrivial kernel of rank at least $n - S$. Letting $V_1$ be the subspace spanned by $\ker(B) \cap \ker([1 \ldots 1])$, we have that $\dim(V_1) \geq n - 1 - S \triangleq \mathcal{K}$. Appealing to Lemma 7, there is some valid probability distribution $q = u - x$ with $d_{TV}(u, q) \geq k/2n$ and $x \in \ker(B)$. We thus have that $Bq = Bu = \pi_u$. But $Bq = \pi_u$ are simply the stationary equations for the chain under $q$, thus $\pi_q = \pi_u$. This implies that for any finite state machine with $S = (1 - 2\varepsilon)n - 1$ states, there exists a distribution $q$ with $d_{TV}(u, q) \geq \varepsilon$ such that $\pi_u = \pi_q$.

5.3. Proof of the $\Omega(n)$ bound for non-ergodic machines

We now prove the case of non-ergodic machines, corresponding to reducible Markov chains. Specifically, we show that any $(S, \delta)$ non-ergodic uniformity tester can be reduced to an $(S, \delta + \gamma)$ ergodic uniformity tester, where $\gamma$ can be made arbitrarily small. We start by considering a simple non-ergodic machine with only two absorbing states.

Lemma 8 Consider a Markov chain with initial state $s$ and two absorbing states 0 and 1, such that the absorption probabilities are $p^\infty = [\Pr(s \rightarrow 0 | \mathcal{H}_j), \Pr(s \rightarrow 1 | \mathcal{H}_j)]$ under hypothesis $\mathcal{H}_j$. Further let $T_{hit}$ be the maximal expected hitting time of state $i$ under $\mathcal{H}_j$, given that we absorb in $i$, where the maximum is over all $i, j \in \{0, 1\}$. Let $M > 0$ be some positive constant. Then for any $j \in \{0, 1\}$, the ergodic chain that results by connecting each absorbing state to $s$ with probability $\delta = \frac{1}{M T_{hit}}$ has stationary probabilities $\pi^j_0, \pi^j_1$ such that

$$|\pi^j_i - p^\infty_i(i)| \leq \frac{1}{M + 1} \cdot \max_{i \in \{0, 1\}} p^\infty_i(i) \leq \frac{1}{M + 1}.$$  

(28)
Proof Consider the ergodic Markov chain obtained by connecting each of the absorbing states 0 and 1 to s with probability $\delta = \frac{1}{\tau_{\text{hit}}}$. The transition rules of the transient states are left unchanged. Assume w.l.o.g that the correct hypothesis is $\mathcal{H}_0$, and for simplicity let $p_\infty = p_\infty^0, \pi_i = \pi_i^0$. Appealing to Kac (1947) [Theorem 2 - Kac’s return time], the stationary distribution of state $i \in \{0, 1\}$ is $\pi_i = \frac{1}{\mathbb{E}[\tau_i]}$, where $\mathbb{E}[\tau_i]$ is the expected first return time to state $i$. The expected return time to state 0 (under $\mathcal{H}_0$) can be upper bounded by the following argument: with probability $1 - \delta$ we return in one step, otherwise we play the following game. We flip a Bern$(1 - p_\infty(0))$ coin that determines whether we end in state 0 or not. If the coin value is 1, we travel the chain at most $\tau_{\text{hit}}$ time units on average and then another $\delta^{-1}$ time units on average ’stuck’ in state 1 before returning to state s and flipping the coin again. If the coin value is 0, we arrive at the desired state and terminate the game after at most $\tau_{\text{hit}}$ time units on average. This is since the limiting distribution $p_\infty(0)$ is simply the probability of arriving at state 0 before arriving at state 1.

Formally, let $W$ denote the number of rounds in the above game, i.e., the number of times we return to s before hitting state 0. Thus $\Pr(W = m) = (1 - p_\infty(0))^{m-1}p_\infty(0)$, and furthermore, $\mathbb{E}[\tau_0|W = m] \leq \tau_{\text{hit}} + mT_{\text{hit}} + m\delta^{-1}$. We then have

$$\mathbb{E}[\tau_0] = (1 - \delta) + \delta \cdot \sum_{m=0}^{\infty} \Pr(W = m) \mathbb{E}[\tau_0|W = m]$$

$$= (1 - \delta) + \delta \cdot p_\infty(0) \sum_{m=0}^{\infty} (1 - p_\infty(0))^m \left(\tau_{\text{hit}} + mT_{\text{hit}} + m\delta^{-1}\right)$$

$$= (1 - \delta) + \delta \cdot p_\infty(0) \left(\frac{T_{\text{hit}}}{p_\infty(0)} + (T_{\text{hit}} + \delta^{-1}) \sum_{m=0}^{\infty} m(1 - p_\infty(0))^m\right)$$

$$= (1 - \delta) + \delta \cdot T_{\text{hit}} + (\delta T_{\text{hit}} + 1) \cdot \frac{1 - p_\infty(0)}{p_\infty(0)}$$

$$\leq 1 + \frac{\delta T_{\text{hit}} + 1 - p_\infty(0)}{p_\infty(0)} = 1 + \frac{\delta T_{\text{hit}}}{p_\infty(0)}.$$  

Substituting $\delta = \frac{1}{\tau_{\text{hit}}}$ we have $p_\infty(0) - \pi_0 \leq p_\infty(0) \cdot \frac{1}{\lambda + 1}$, which implies $\pi_1 - p_\infty(1) \leq p_\infty(0) \cdot \frac{1}{\lambda + 1}$. Applying the above argument to $\mathbb{E}[\tau_1]$ concludes the proof.

Proof of Theorem 2, reducible case: Consider a Markov chain comprised of $K$ recurrent classes $\mathcal{R}_1, \ldots, \mathcal{R}_K$, and a set $\mathcal{T}$ of transient states with initial state $s$. Assume w.l.o.g that $s \in \mathcal{T}$, as otherwise the machine is in fact irreducible. Let $\tau_{\text{hit}}$ be the maximum of the sum of the expected hitting time of class $\mathcal{R}_k$ and the mixing time of the class under $\mathcal{H}_j$, given that we absorb in $\mathcal{R}_k$, where the maximum is over all $k \in [K], j \in \{0, 1\}$. Motivated by the construction of Lemma 8 we connect all recurrent states (that is, all states not in $\mathcal{T}$) to $s$ with probability $\delta = \frac{1}{\tau_{\text{hit}}}$, and with probability $1 - \delta$ leave their transition rules unchanged, thus generating an ergodic Markov chain. Assume w.l.o.g that the correct hypothesis is $\mathcal{H}_0$, and to simplify notations let $P_e = P_e(f, d|\mathcal{H}_0)$ and $\Pr(s \to \mathcal{R}_k) = \Pr(s \to \mathcal{R}_k|\mathcal{H}_0)$ for all $k \in [K]$. For each $k$, consider a chain with $|\mathcal{T}| + 2$ states, obtained from the original chain by merging the states in $\mathcal{R}_k$ and $\{\mathcal{R}_j\}_{j \neq k}$ into two respectively absorbing states. By applying Lemma 8, the stationary probability of the class $\mathcal{R}_k$ for all $k \in [K]$, has

$$|\pi(\mathcal{R}_k) - \Pr(s \to \mathcal{R}_k)| \leq \frac{1}{M + 1},$$  

(34)
where $\pi(\mathcal{R}_k)$ is the stationary probability of the class $\mathcal{R}_k$. We now bound the stationary probability of state $i \in \mathcal{R}_k$ given class $\mathcal{R}_k$, for all $k \in [K]$. To that end, let $\tilde{\pi}_i = \frac{\pi_i}{\pi(\mathcal{R}_k)}$ for $i \in \mathcal{R}_k$, and let $\pi_i^\infty$ be the limiting distribution of state $i$ in the original chain, given that we absorb in $\mathcal{R}_k$. We show the following lemma, whose proof is relegated to the appendix.

**Lemma 9** For any $k \in [K]$ and $i \in \mathcal{R}_k$,

$$\tilde{\pi}_i \geq \pi_i^\infty - \frac{|\mathcal{R}_k|}{M} \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right).$$

Let $\Pr(C) = \sum_{k=1}^{K} \Pr(s \to \mathcal{R}_k) \Pr(C|\mathcal{R}_k)$ be the asymptotic probability of success in the original chain, and let $\Pr(C_{\text{erg}})$ be the asymptotic probability of success in the new ergodic chain. Then

$$\Pr(C_{\text{erg}}) \geq \sum_{k=1}^{K} \pi(\mathcal{R}_k) \Pr(C_{\text{erg}}|\mathcal{R}_k) \geq \sum_{k=1}^{K} \Pr(s \to \mathcal{R}_k) \Pr(C_{\text{erg}}|\mathcal{R}_k) - \sum_{k=1}^{K} \frac{1}{M + 1}$$

$$\geq \Pr(C) - \sum_{k=1}^{K} \frac{|\mathcal{R}_k|^2}{M} \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right) - \frac{K}{M + 1}$$

$$\geq \Pr(C) - \frac{S^2 (1 + 1/\pi(\mathcal{R}_k)) + K}{M},$$

where (37) follows from (34), (38) follows from $\Pr(C_{\text{erg}}|\mathcal{R}_k) = \sum_{i:d(i) = H_0} \tilde{\pi}_i$ and by substituting Lemma 9, and (39) follows from $\sum_{k=1}^{K} |\mathcal{R}_k|^2 \leq S^2$. We conclude by recalling that Theorem 2 for the irreducible case implies that any irreducible machine with probability of error smaller than $1/2$ must have $\Omega(n)$ states, therefore, by choosing $M$ to be sufficiently large, the bound

$$P_e \leq P_e + \frac{S^2 (1 + 1/\pi(\mathcal{R}_k)) + K}{M}$$

implies that so should any reducible machine.
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### Appendix A. Proof of Lemma 5

**Proof** Assume toward contradiction that, for all $i$,

$$ p_1^{(i,1)} \leq \frac{1}{2} + \tilde{\varepsilon} \implies p_1 \leq \frac{1 + 2\tilde{\varepsilon}}{1 - 2\tilde{\varepsilon}} \cdot p_i, \quad (41) $$

$$ p_i^{(i,1)} \leq \frac{1}{2} + \tilde{\varepsilon} \implies p_i \leq \frac{1 + 2\tilde{\varepsilon}}{1 - 2\tilde{\varepsilon}} \cdot p_1. \quad (42) $$

(41) and (42) imply that

$$ 1 = \sum_{i=1}^{n} p_i \leq np_1 \cdot \frac{1 + 2\tilde{\varepsilon}}{1 - 2\tilde{\varepsilon}}, \quad (43) $$

$$ 1 = \sum_{i=1}^{n} p_i \geq np_1 \cdot \frac{1 - 2\tilde{\varepsilon}}{1 + 2\tilde{\varepsilon}}. \quad (44) $$

Thus we have

$$ \frac{1 - 2\tilde{\varepsilon}}{1 + 2\tilde{\varepsilon}} \cdot \frac{1}{n} \leq p_1 \leq \frac{1 + 2\tilde{\varepsilon}}{1 - 2\tilde{\varepsilon}} \cdot \frac{1}{n}, \quad (45) $$

and, as a result, for all $i > 1$,

$$ \left(\frac{1 - 2\tilde{\varepsilon}}{1 + 2\tilde{\varepsilon}}\right)^2 \cdot \frac{1}{n} \leq p_i \leq \left(\frac{1 + 2\tilde{\varepsilon}}{1 - 2\tilde{\varepsilon}}\right)^2 \cdot \frac{1}{n}. \quad (46) $$

Finally, we have

$$ d_{TV}(p, u) = \sum_{i=1}^{n} \left| p_i - \frac{1}{n} \right| \leq \max \left\{ \frac{8\tilde{\varepsilon}}{(1 - 2\tilde{\varepsilon})^2}, \frac{8\tilde{\varepsilon}}{(1 + 2\tilde{\varepsilon})^2} \right\} = \frac{8\tilde{\varepsilon}}{(1 - 2\tilde{\varepsilon})^2}. \quad (47) $$

and by substituting $\tilde{\varepsilon} = \frac{\varepsilon}{8 + 4\varepsilon}$, we arrive at $d_{TV}(p, u) \leq \varepsilon$, a contradiction. Thus, there must be some $i$ for which either $p_1^{(i,1)}$ or $p_i^{(i,1)}$ are greater than $\frac{1}{2} + \tilde{\varepsilon}$. $\blacksquare$
Appendix B. Proof of Lemma 9

**Proof** Assume w.l.o.g that $\mathcal{R}_k = [m]$. Let $\pi_i$ be the stationary distribution of state $i$ in the ergodic chain, and for all $i \in \mathcal{R}_k$, let $\pi_i^\infty$ be the limiting distribution of state $i$ in the original chain, given that we absorb in $\mathcal{R}_k$. Furthermore, let $p_{ij}$ be the transition probability from state $i$ to state $j$ in the original chain. The stationary equations for $\pi_j^\infty$ and $\pi_j$, for any $j \in \mathcal{R}_k$, are

$$
\pi_j^\infty = \sum_{i \in \mathcal{R}_k} \pi_i^\infty p_{ij}, 
$$

$$
\pi_j = \sum_{i \in \mathcal{R}_k} \pi_i p_{ij}(1 - \delta) + \sum_{i \in T} \pi_i p_{ij}. 
$$

Thus we have

$$
\tilde{\pi}_j = \sum_{i \in \mathcal{R}_k} \tilde{\pi}_i p_{ij}(1 - \delta) + \frac{1}{\pi(\mathcal{R}_k)} \sum_{i \in T} \pi_i p_{ij} 
$$

$$
= \sum_{i \in \mathcal{R}_k} \tilde{\pi}_i p_{ij} + \frac{1}{\pi(\mathcal{R}_k)} \sum_{i \in T} \pi_i p_{ij} \delta \sum_{i \in \mathcal{R}_k} \tilde{\pi}_i p_{ij}.
$$

Denote $\tilde{\pi} = [\tilde{\pi}_1, \ldots, \tilde{\pi}_m]$, $\pi^\infty = [\pi_1^\infty, \ldots, \pi_m^\infty]$, $\mathbf{e} = [e_1, \ldots, e_m]$. Further Let $\mathbf{P}$ denote the transition matrix of the original chain restricted to $\mathcal{R}_k$, and define $\mathbf{d} \triangleq \tilde{\pi} - \pi^\infty$. Note that since both $\pi^\infty$ and $\tilde{\pi}$ are valid probability distributions over $[m]$, we have that $\mathbf{d} \perp 1$. Writing the above equations in matrix form, we have

$$
\mathbf{d} = \mathbf{dP} + \mathbf{e},
$$

$$
\mathbf{d}(I - \mathbf{P}) = \mathbf{e}.
$$

Let $\lambda_{\min}(I - \mathbf{P})$ be the minimal eigenvalue $\lambda \neq 0$ of $I - \mathbf{P}$, and $\lambda_{\max}(\mathbf{P})$ be the maximal eigenvalue $\lambda \neq 1$ of $\mathbf{P}$. Thus,

$$
\|\mathbf{e}\|_2 = \|\mathbf{d}(I - \mathbf{P})\|_2 \geq \|\mathbf{d}\|_2 \cdot \lambda_{\min}(I - \mathbf{P}) 
$$

$$
= \|\mathbf{d}\|_2 (1 - \lambda_{\max}(\mathbf{P})),
$$

where (54) follows since for any matrix $A$ operating on vector space $V$, its minimal eigenvalue has $\lambda_{\min} = \min_{v \in V} \frac{\|Av\|_2}{\|v\|_2}$, and (55) follows since the eigenvalues of $I - \mathbf{P}$ are $1 - \lambda_i(\mathbf{P})$ (recall that all the eigenvalues of a Markov transition matrix has $|\lambda_i| \leq 1$). The reason we dispense with $\lambda = 0$, which is indeed an eigenvalue of $I - \mathbf{P}$ with eigenvector $1$, is that $\mathbf{d} \perp 1$, hence the largest contraction it can undergo is by $\lambda_{\min}(I - \mathbf{P})$. On the other hand,

$$
\|\mathbf{e}\|_2 \leq m \cdot \|\mathbf{e}\|_\infty \leq m \cdot \delta \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right),
$$

where the first inequality is a standard norm inequality, and the second is a result of the following lemma, which we introduce without the (simple) proof:
Lemma 10  Let \( \{X_n\} \) be a stationary process over some alphabet \( \mathcal{S} \). Then for any disjoint partition \( \mathcal{C} \cup \mathcal{C}' = \mathcal{S} \), it holds that

\[
\Pr(X_n \in \mathcal{C}, X_{n+1} \in \mathcal{C}') = \Pr(X_n \in \mathcal{C}', X_{n+1} \in \mathcal{C}).
\] (57)

Appealing to the lemma with \( \mathcal{C} = \mathcal{T}, \mathcal{C}' = \bigcup_{k=1}^{K} \mathcal{R}_k \), we have

\[
\sum_{k=1}^{K} \sum_{j \in \mathcal{R}_k} \sum_{i \in \mathcal{T}} \pi_{i}p_{ij} = \sum_{k=1}^{K} \sum_{j \in \mathcal{R}_k} \sum_{i \in \mathcal{T}} \pi_{i}p_{ij} = \sum_{k=1}^{K} \sum_{i \in \mathcal{R}_k} \pi_{i} \cdot \delta \leq \delta,
\] (58)

since the only transition from any \( i \in \mathcal{R}_k \) to \( \mathcal{T} \) is transition to \( s \) with probability \( \delta \). Thus we have, for any \( j \in [K] \),

\[
|e_j| \leq \frac{1}{\pi(\mathcal{R}_k)} \sum_{i \in \mathcal{T}} \pi_{i}p_{ij} + \delta \sum_{i \in \mathcal{R}_k} \tilde{\pi}_{i}p_{ij}
\] (59)

\[
\leq \frac{1}{\pi(\mathcal{R}_k)} \sum_{k=1}^{K} \sum_{j \in \mathcal{R}_k} \sum_{i \in \mathcal{T}} \pi_{i}p_{ij} + \delta
\] (60)

\[
\leq \frac{\delta}{\pi(\mathcal{R}_k)} + \delta,
\] (61)

and (56) is established. Combining (55) and (56), and recalling that \( \|d\|_2 \geq \|d\|_\infty \), we conclude

\[
\|d\|_\infty \leq \frac{m \cdot \delta}{1 - \lambda_{\text{max}}(\mathbf{P})} \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right)
\] (62)

\[
\leq m \cdot \delta(T^k_{\text{mix}} + 1) \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right)
\] (63)

\[
\leq \frac{m}{M} \left(1 + \frac{1}{\pi(\mathcal{R}_k)}\right),
\] (64)

where \( T^k_{\text{mix}} \) is the mixing time of the Markov chain with transition matrix \( \mathbf{P} \), (63) follows from Levin and Peres (2017)[Theorem 12.5], and (64) follows from substituting \( \delta = \frac{1}{M \text{hit}} \).