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Abstract—Attackers utilize a plethora of adversarial techniques in cyberattacks to compromise the confidentiality, integrity, and availability of the target organizations and systems. Information security standards such as NIST, ISO/IEC specify hundreds of security controls that organizations can enforce to protect and defend the information systems from adversarial techniques. However, implementing all the available controls at the same time can be infeasible and security controls need to be investigated in terms of their mitigation ability over adversarial techniques used in cyberattacks as well. The goal of this research is to aid organizations in making informed choices on security controls to defend against cyberthreats through an investigation of adversarial techniques used in current cyberattacks. In this study, we investigated the extent of mitigation of 298 NIST SP800-53 controls over 188 adversarial techniques used in 669 cybersecurity groups and malware cataloged in the MITRE ATT&CK framework based upon an existing mapping between the controls and techniques. We identify that, based on the mapping, only 101 out of 298 control are capable of mitigating adversarial techniques. However, we also identify that 53 adversarial techniques cannot be mitigated by any existing controls, and these techniques primarily aid adversaries in bypassing system defense and discovering targeted system information. We identify a set of 20 critical controls that can mitigate 134 adversarial techniques, and on average, can mitigate 72% of all techniques used by 98% of the cataloged adversaries in MITRE ATT&CK. We urge organizations, that do not have any controls enforced in place, to implement the top controls identified in the study.
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1. Introduction

Information technology (IT) systems have been gaining continuous attention from threat actors with financial motives [1] and organized backing [2]. For example, Checkpoint reports a 50% increase in attacks per week on corporate networks in 2021 compared to 2020 [3]. Forbes reports that a recent penetration testing project finds cyber-criminals can penetrate 93% of corporate networks [4], [5]. Attackers utilize a plethora of tactics, techniques, and procedures (TTPs) in cyberattacks to compromise the confidentiality, integrity, and availability of the targeted systems. Cybersecurity researchers and practitioners identify and design security controls to protect and defend information systems and organizations from adversarial TTPs. Security controls are the safeguards and countermeasures to protect the confidentiality, integrity, and availability of information systems by satisfying security requirements defined by the organizations [6]. The controls specify the mitigation framework and guidelines to avoid, detect, counteract, or minimize security risks on information systems, data, assets, and people. For example, NIST SP800-53 [7] specifies a control AC-7: unsuccessful logon attempts which requires organizations to enforce a limit of consecutive unsuccessful login attempts. AC-7 mitigates an adversarial technique T1110: brute force [8] where a user can gain access to systems by guessing the password using consecutive attempts.

Cybersecurity organizations and vendors have developed security control frameworks and standards, such as NIST SP800-53 [7], ISO/IEC 27001 [9], and CIS [10]. Although IT organizations implement, integrate, and enforce security controls in their operations, cyberattacks continue to grow. For example, in the Colonial Pipeline ransomware attack [11], the attackers gained unauthorized access by logging in to a Virtual Private Network (VPN) using an already-compromised password (a violation of NIST 800-53 identification and authentication controls IA-5 [7]), as reported in the House Committee on Homeland Security hearing [12]. Experts express concerns that most critical infrastructure does not enforce mandatory controls [13], [14]. The adoption of security controls is especially lacking in small and medium businesses (SMBs). Security vendor BullGuard discovered that 43% of SMBs in USA and UK do not have any endpoint security in place [15]. Moreover, a survey in 2022 on 2,000 SMBs in USA revealed that only 5% of the owners consider cybersecurity as the biggest risk [16]. Overall, these examples substantiate that organizations are not prepared enough to defend against cyberattacks and they need to enforce security controls in their environment.

To achieve protection against cyberthreats, organizations can implement security controls, as suggested in NIST SP800-53 or ISO/IEC 27001. However, as both NIST and ISO/IEC catalog hundreds of controls, implementing all of them can be infeasible. Organizations that do not have any controls in place can prioritize the implementation of the most important controls as a starting point in terms of mitigation of adversarial techniques. Organizations that have already enforced controls, need to continuously assess the effectiveness of the controls based on their ability to mitigate the more frequent adversarial techniques. In the literature, researchers studied the optimal selection of controls [17], [20] based upon budget, assets, and risk. However, controls need to be investigated in terms of their mitigation ability over adversarial techniques used in cyberattacks as well.
The goal of this research is to aid organizations in making informed choices on security controls to defend against cyberthreats through an investigation of adversarial techniques used in current cyberattacks. We state the following research questions (RQ) below.

- **RQ1**: To what extent do security controls mitigate the adversarial techniques used in cyberattacks?
- **RQ2**: What controls need to be adopted first in terms of the extent of mitigation of adversarial techniques?

We investigate the extent of mitigation of 298 NIST SP800-53 controls over 188 adversarial techniques cataloged in the MITRE ATT&CK framework based upon an existing mapping between the controls and techniques conducted by Center for Threat Informed Defense (CTID). We propose a security control metric suite to aid organizations in making an informed choice on security controls. To answer RQ1, we evaluate the metric suite on 298 NIST SP800-53 security controls, and 188 adversarial techniques cataloged in the MITRE ATT&CK framework. To answer RQ2, we apply clustering on the controls based on the metrics to identify the set of controls that mitigates the majority of the techniques used in current cyberattacks. We contribute the following:

1. A security control metric suite for characterizing to what extent a control mitigates adversarial techniques. The metrics provide a cost-agnostic recommendation on choosing the security controls. Organizations having no controls in place can use the metric to determine the choice of controls. Organizations that have enforced controls can use the metric suite to assess the effectiveness of their enforced controls (see § 3).

2. Evaluation of the NIST SP800-53 security controls on the (i) extent of mitigating ATT&CK techniques; and (ii) extent of mitigating techniques used in 125 cybercrime groups and 544 malware cataloged in ATT&CK based on the proposed metric suite (see § 3).

3. Identification of 20 critical controls that should be adopted first to achieve protection against the majority of the adversarial techniques (see § 3).

4. A set of actionable takeaways on how organizations can use the proposed metrics in practice (see § 3).

5. Dataset and source code for this research made available at [24] for replication, including re-running the research when the ATT&CK Framework and/or the ATT&CK-NIST mapping are updated.

The rest of the paper is organized as follows. § 3 discusses the proposed metric suite. § 4 discusses the methodology. § 5, § 6, and § 7 discuss the findings. § 8 and § 9 discuss the takeaways and limitations followed by related work (§ 10) and conclusion (§ 11).

2. Key Concepts

This section discusses several related key concepts.

## 2.1. Security Controls and NIST SP800-53

Security controls refers to the safeguards and countermeasures to protect the confidentiality, integrity, and availability of information systems by satisfying security requirements defined by the organizations [6]. By using security controls, organizations can protect hardware, software, networks, and data from malicious actions from adversaries causing loss or damage. The NIST SP800-53 revision 5 catalogs 298 security controls across 20 categories. The controls follow the naming convention CC-i which denotes the i-th control in CC category. For example, CM-2 is the 2nd control in the CM (configuration management) category.

## 2.2. Tactics, Techniques, and Procedures (TTPs)

Adversaries utilize a variety of tactics, techniques, and procedures (TTPs) to compromise the confidentiality, integrity, and availability of target systems [21], [25]. Tactic refers to the adversaries’ overall goal for performing malicious actions. Techniques refers to the method adversaries perform to achieve the tactical goal. Procedure refers to the specific step-by-step implementation of the corresponding technique. Overall, adversary behavior and stages of an attack can be analyzed and profiles based upon what TTPs are used by the adversaries [26]. For example, in the ATT&CK framework, adversaries use privilege escalation, TA0004 [27] to gain elevated permission on a system. Adversaries can use access token manipulation, T1134 [21] techniques for escalating the privilege. Thus, adversaries can tamper with access tokens to gain elevated privilege in an environment. A procedure for manipulating access token is using Metasploit’s named-pipe impersonation [28], which has been implemented by the FIN6 cybercrime group [29].

## 2.3. MITRE ATT&CK

The MITRE organization developed the ATT&CK framework in 2013, which catalogs of TTPs based on real-world observations of cyberattacks. ATT&CK catalogs a set of tactics, where each tactic catalogs a set of corresponding techniques, and each technique catalogs a set of corresponding procedure(s). The procedures are collected from publicly available articles and reports describing cyberattacks. ATT&CK catalogs a set of cyber-criminals or entities performing malicious campaigns tracked by a common name, and we refer to these entities as cybercrime-groups [31]. ATT&CK also catalogs a set of software/tools, scripts, and executables used for malicious purposes, and we refer to these as malware [32]. ATT&CK catalogs 125 cybercrime groups and 544 malware which we refer as to adversary entities.

## 2.4. Mapping between NIST SP800-53 controls and ATT&CK techniques

Center for Threat Informed Defense (CTID) operated by MITRE Engenuity [33], developed a mapping
between ATT&CK version 10 techniques and NIST SP800-53 revision 5 controls. The mapping contains information on whether a given control can mitigate a given technique. For example, the control named AC-10: Concurrent Session Control mitigates the technique T1185: Browser Session Hijacking [34]. MITRE ATT&CK provides a set of mitigation guidelines for techniques. CTID investigates these mitigation guidelines and then identifies the corresponding security controls associated with the guidelines through qualitative analysis and thus performs the mapping. Although the mapping implies whether a particular control can mitigate a particular technique, the mapping cannot indicate: (a) if the control fully or partially mitigates the techniques; (b) if the control is sufficient for mitigation of the techniques or the control along with other controls performing synergistically are needed to mitigate the technique. Hence, in this study, if a control mitigates a technique, we assume that the control can aid an organization fully or partially in mitigating the technique from the aspect of (a) identifying or detecting the techniques; (b) protecting the relevant asset from the impact of the techniques; and (c) responding to or recovering from the damage caused by technique.

3. Security Control Metric Suite

Organizations use security controls as a defense mechanism against adversaries. Quantification of the defensive capability of controls can aid in making an informed choice on the controls. Pendleton et al. [35] catalog a set of defensive criteria for measuring the strength of defense systems, and we use three following criteria proposed in [35]: coverage, redundancy, and risk. The coverage criteria reflect a control’s ability to mitigate particular actions of adversaries and a fraction of adversaries. The redundancy criteria reflect the availability of a control alternative, where the alternatives can mitigate the same threat in case of failure. Organizations enforce security controls to mitigate risks from potential cyberthreats. In this study’s scope, adversarial techniques pose risks, and security controls reduce or eliminate risk through mitigating techniques. Based upon the three criteria, we propose a security control metric suite containing five metrics to measure coverage, and one metric each to measure redundancy and risk. We discuss the metrics below.

3.1. Technique Coverage (TEC)

The technique coverage of a control $c$ is the number of techniques $c$ can mitigate based on the mapping § 2.4. We provide an example. Assume two controls $c_1, c_2$, and three techniques $te_1, te_2, te_3$. $c_1$ mitigates $te_1, te_2$, and $c_2$ mitigates $te_3$. Hence, $TEC(c_1) = 2$, and $TEC(c_2) = 1$.

3.2. Tactic Coverage (TAC)

Tactic coverage (TAC) of a control $c$ is the percentage of total mitigated techniques of a tactic $ta$. Hence,

\[ TAC(c, ta) = \frac{|mte_{ta}|}{|te_{ta}|} \]  

where, $te_{ta}$ is the set of techniques from the tactic $ta$, $|te_{ta}|$ is the number of techniques in $ta$, and $|mte_{ta}|$ is the number of mitigated techniques from $ta$. We provide an example. Assume two tactics $ta_1, ta_2$, three techniques $te_1, te_2, te_3$ where $te_1, te_3$ are from $ta_1$, and $te_2$ is from $ta_2$. We also assume two controls $c_1, c_2$ where $c_1$ mitigates $te_1, te_2$, and $c_2$ mitigates $te_3$. Hence,

\[ TAC(c_1, ta_1) = 0.5, TAC(c_1, ta_2) = 1 \]
\[ TAC(c_2, ta_1) = 0.5, TAC(c_2, ta_2) = 0 \]

3.3. Mean Tactic Coverage (MTAC)

Mean tactic coverage (MTAC) of a control $c$ is the mean of TAC of all tactics. Hence,

\[ MTAC(c) = \frac{\sum_{i=1}^{n} TAC(c, ta_i)}{n} \]  

where the number of tactics is $n$. From the example in § 3.2

\[ MTAC(c_1) = \frac{TAC(c_1, ta_1) + TAC(c_1, ta_2)}{2} = 0.75 \]
\[ MTAC(c_2) = \frac{TAC(c_2, ta_1) + TAC(c_2, ta_2)}{2} = 0.25 \]

3.4. Control Redundancy (CR)

Control redundancy (CR) of a control $c$ refers to the average number of alternative controls for each of the adversary techniques $c$ mitigates. Hence,

\[ CR(c) = \frac{\sum_{i=0}^{n} ac_i}{n} \]  

where $n$ is the number of adversary techniques $c$ mitigates, $ac_i$ is the count of alternative controls that mitigate the $i^{th}$ technique. We provide an example. We assume, three techniques $te_1, te_2, te_3$ and three controls $c_1, c_2, c_3$. $c_1$ mitigates $te_1, te_2$, $c_2$ mitigates $te_2, te_3$, $c_3$ mitigates $te_3$. We observe that only $c_1$ can mitigate $te_1$, no other control exists that can mitigate $te_1$. However, $te_2$ can be mitigated by both $c_1, c_2$. Hence, $CR(c_1) = \frac{0+1}{2} = 0.5$, $c_2$ mitigates two techniques $te_2, te_3$, and these two techniques have alternative controls for mitigation. Hence, $CR(c_2) = \frac{1+1}{2} = 1$. $c_3$ mitigates one technique $te_3$, and the technique also has one alternative. Hence, $CR(c_3) = \frac{1}{1} = 1$. 

3
3.5. Adversary Coverage (AC)

Adversary Coverage (AC) of a control $c$ refers to the fraction of adversary entities where $c$ mitigates at least one technique from the set of techniques used by the adversary entity. Hence,

$$AC(c) = \frac{|mae|}{|ae|}$$

(4)

where $|ae|$ is the count of adversary entities and $|mae|$ is the count of adversaries where at least one technique of the adversary is mitigated by $c$. We provide an example. Assume, four adversary entities $ae_1, ae_2, ae_3, ae_4$ and five techniques $te_1, te_2, te_3, te_4, te_5$. $ae_1$ uses $te_1, te_2$. $ae_2$ uses $te_3, te_4$. $ae_3$ uses $te_5, te_1, ae_4$ uses $te_1$. We also assume two controls $c_1, c_2$ where $c_1$ mitigates $te_1, te_2$, and $c_2$ mitigates $te_3, te_4, te_5$. We see, $c_1$ mitigates at least one technique of $ae_1, ae_3, ae_4$. and $c_2$ mitigates at least one technique of $ae_2, ae_3$. Hence, $AC(c_1) = 0.75$, and $AC(c_2) = 0.5$.

3.6. Adversary Technique Coverage (ATC)

Adversary technique coverage (ATC) of a control $c$ refers to the mean count of mitigated techniques of adversary entities. Hence,

$$ATC(c) = \frac{\sum_{i=1}^{n} pmtae_i}{n}$$

(5)

where $n$ is the number of adversary entities, and $pmtae_i$ denotes the percentage of mitigated techniques by $c$ in $i^{th}$ adversary entity. From the example in § 3.5 Adversary Coverage, we observe, $c_1$ mitigates 2 out of 2 techniques of $ae_1$, 0 out of 2 techniques of $ae_2$, 1 out of 2 techniques of $ae_3$, and 1 out of 1 techniques of $ae_4$, $c_2$ mitigates 0 out of 2 techniques of $ae_1$, 2 out of 2 techniques of $ae_2$, 1 out of 2 techniques of $ae_3$, and 0 out of 1 techniques of $ae_4$.

$$ATC(c_1) = \frac{(2/2) + (0/2) + (1/2) + (1/1)}{4} = 0.625$$

$$ATC(c_2) = \frac{(0/2) + (2/2) + (1/2) + (0/1)}{4} = 0.375$$

3.7. Control’s mitigated risk (CMR)

Control’s mitigated risk (CMR) of a control $c$ refers to the mitigated risk of all techniques mitigated by $c$. Thus,

$$CMR(c) = \sum_{i=0}^{n} R(te_i)$$

(6)

where $R(te_i)$ denotes the risk of $i^{th}$ technique among the $n$ mitigated techniques by $c$. We use the following generic equation [36] p. 13 to measure the risk of an adversarial technique $te$.

$$R(te) = LK(te) \times SV(te)$$

(7)

where, $LK(te)$, and $SV(te)$ refers to the likelihood and severity of $te$. We approximate $LK(te)$ by computing the fraction of adversary entities that use the technique. However, we also require to approximate how severe an adversarial technique is. We provide an example followed by the equation on how we approximate the severity of adversarial techniques below.

Fig. 1 shows a real-world example of adversaries using techniques. A cybercriminal group, admin@338 [37], uses three following techniques: (a) $TI059$; (b) $TI566$ [39]; and (c) $TI204$ [40]. Another cybercriminal group named APT-C-36 [41] uses three following techniques: (a) $TI059$; (b) $TI027$ [42]; and (c) $TI105$ [43]. We observe that adversaries used $TI059$ technique with four different adversarial techniques. As adversaries use techniques to achieve
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tactical goals toward breaching a system, we assume that techniques used in conjunction with techniques from different tactics are relatively more severe. For example, an adversary can perform a plethora of malicious operations through T1059: Command and scripting interpreter, such as executing malicious code (TA0002: Execution [44]) or transferring confidential files to remote (TA0011: Command and control [45]). In the figure, adversaries first perform T1566: phishing to fulfill TA0001: Initial access [46] and then the adversary tricks users into T1204: user execution to gain the tactical objective of TA0002: Execution tactic. Hence, given that adversary uses T1566: phishing, the adversary may fulfill the TA0002: Execution tactic.

From the example, we observe two severity perspectives of a given technique: (a) how many tactical objectives an adversary gains through using the technique; and (b) how probable an adversary is to gain the tactical objectives in (a) by performing the technique. On the right side of the figure, we build a bipartite graph showing the severity perspective of T1059 and T1566. In the graph, a node on the left represents a technique, a node on the right represents a tactic and an edge represents the technique used with another technique from the corresponding tactic. The degree count of T1059 and T1566 are four and one, respectively, indicating the number of tactics the technique is used in conjunction. The labels on the edges of T1059 show the likelihood of conjunction given that an adversary uses T1059. We use the following equation to measure SV(te) adapted from [17]:

$$SV(te) = e^{-h/\alpha} \times C$$ (8)

Here, $C$ denotes the degree count of $te$, $h$ denotes the mean of $1 - p_i$ where $te$ is used in conjunction with techniques from $n$ tactics, and $p_i$ is the likelihood of the conjunction of $i^{th}$ among the $n$ tactics. $\alpha$ is a constant, and we set $\alpha = 8$ as mentioned in [17]. We provide an example of the equation from the figure. The degree count of T1059 is 4, and techniques from four tactics are used in conjunction with a likelihood of 0.5 each. Hence, $h = \frac{(1-0.5)+(1-0.5)+(1-0.5)+(1-0.5)}{4} = 0.5$ and $SV(T1059) = e^{-0.5/8} \times 4 = 3.76$. The degree count of T1566 is 1, and techniques from one tactic is used in conjunction with a likelihood of 1.0 each. Hence, $h = \frac{(1-1)+(1-1)}{2} = 0$ and $SV(T1566) = e^{-0/8} \times 1 = 1$. We provide an example on how we can compute CMR based on the figure. Assume two controls $c_1,c_2$ where $c_1$ mitigates T1059 and T1566, and $c_2$ mitigates T1566. Both adversaries use T1059, and hence, $LK(T1059) = 1$. One out of the two adversaries uses T1566. Hence, $LK(T1566) = 0.5$.

$$R(T1059) = LK(T1059) \times SV(T1059) = 1 \times 3.76 = 3.76$$
$$R(T1566) = LK(T1566) \times SV(T1566) = 0.5 \times 1 = 0.5$$
$$CMR(c_1) = R(T1059) + R(T1566) = 4.26$$
$$CMR(c_2) = R(T1566) = 0.5$$

**Summary of the metrics:** In Table [1] we discuss the practical implication of the metrics.

## 4. Methodology

In this section, we discuss the methodology of the study. **Construct dataset:** We obtain the catalog of NIST SP800-53r5 controls from [7]. Then we obtain the following from ATT&CK webpage [47]: (a) catalog of ATT&CK tactics from [48]; (b) catalog of ATT&CK techniques from [49]; (c) catalog of cybercrime groups and the set of techniques used by each group from [50], and (d) catalog of malware and the set of techniques used by each malware from [51]. The obtained MITRE ATT&CK catalogs are from Enterprise MITRE ATT&CK version 10. We then obtain the mapping between NIST SP800-53 controls and ATT&CK techniques from [22]. Based on the mapping, we combine the obtained data according to the schema presented in Fig. 2. According to the schema: (a) adversary entities use ATT&CK techniques; (b) adversaries achieve ATT&CK tactic by using ATT&CK techniques; (c) NIST SP800-53 controls mitigate ATT&CK techniques. The dataset contains information on 298 controls, 188 ATT&CK techniques, 14 ATT&CK tactics. The dataset also contains the set of techniques used by 669 adversary entities, among which 125 entities are cybercrime groups, and 544 entities are malware.

**Evaluate controls on MITRE ATT&CK tactics, techniques, and adversary entities:** We first evaluate the controls based on the TEC, TAC, MTAC, and CR metrics from the proposed metric suite. We perform the evaluation on cataloged adversarial techniques in MITRE ATT&CK based on the proposed metric suite. We perform the evaluation on cataloged adversarial techniques in MITRE ATT&CK based on the mapping § 2.4. We then evaluate the controls based on AC, ATC, and CMR metrics on the cataloged adversary entities in MITRE ATT&CK based on the mapping § 2.4. We answer RQ1 based on the evaluation of controls by the aforementioned metrics.

**Apply clustering:** Based upon the evaluation of NIST SP800-53 controls on ATT&CK tactics, techniques, and adversary entities, we obtain numeric values of TEC, MTAC, AC, ATC, CR, and CMR of all the controls that can mitigate techniques. First, we normalize all the values for the corresponding metrics from 0 to 1. As six dimensions exist for each control, we apply principal component analysis [52] to reduce the dimensions of the controls into 2. We then perform clustering on the controls. The clustering groups the controls having similar characteristics into clusters based on the metrics, and we then answer RQ2 by observing the characteristics of each of the obtained clusters. We first apply the elbow method [53] to identify the optimum number of clusters, and we then apply K-Means clustering [54] to identify the clusters among the controls.
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We observe that the top ten controls mitigate between 36% to 64% of the 188 techniques in ATT&CK. From the top ten, we observe the following aspects of security functions that can aid organizations in gaining protection from a relatively high number of adversary techniques. First, organizations need to implement system-wide monitoring of operations across networks, devices, applications, data, and users (SI-4). Second, organizations need to establish and document secure configurations across system components that they can review, test, and improve in a traceable manner (CM-6). Finally, organizations need to enforce the least-required functional privilege across users, applications, and devices with appropriate authentication and authorization (AC-6, CM-7). From the table, we also observe that only 101 (34%) of 298 NIST controls have a TEC value greater than zero which indicates that the 101 controls can mitigate at least one technique. In contrast, the remaining 197 controls cannot mitigate any technique. We refer to these 101 controls as mitigating controls. The mean, median, Q3 of the TEC values suggest that the mitigating controls primarily mitigate a relatively lower number of techniques. However, the top ten mitigates techniques three to six times more than that of controls in the 75th percentile. The observation also emphasizes that organizations should prioritize the enforcement of the top ten controls shown in the table because of their ability to mitigate a relatively large number of techniques. We report the top ten techniques having the highest

## 5. Findings on RQ1

This section reports our findings on evaluating NIST SP800-53 controls by TEC, TAC, MTAC, and CR metrics on the mapped MITRE ATT&CK techniques and corresponding tactics. Then we report our findings on evaluating NIST SP800-53 controls by AC, ATC, and CMR metrics on 669 adversary entities cataloged in MITRE ATT&CK.

### 5.1. Findings on Technique Coverage (TEC)

We report the top ten controls by TEC values in Table 2. We observe that the top ten controls mitigate between 36% to 64% of the 188 techniques in ATT&CK. From the top ten, we observe the following aspects of security functions that can aid organizations in gaining protection from a relatively high number of adversary techniques. First, organizations need to implement system-wide monitoring of operations across networks, devices, applications, data, and users (SI-4). Second, organizations need to establish and document secure configurations across system components that they can review, test, and improve in a traceable manner (CM-6). Finally, organizations need to enforce the least-required functional privilege across users, applications, and devices with appropriate authentication and authorization (AC-6, CM-7). From the table, we also observe that only 101 (34%) of 298 NIST controls have a TEC value greater than zero which indicates that the 101 controls can mitigate at least one technique. In contrast, the remaining 197 controls cannot mitigate any technique. We refer to these 101 controls as mitigating controls. The mean, median, Q3 of the TEC values suggest that the mitigating controls primarily mitigate a relatively lower number of techniques. However, the top ten mitigates techniques three to six times more than that of controls in the 75th percentile. The observation also emphasizes that organizations should prioritize the enforcement of the top ten controls shown in the table because of their ability to mitigate a relatively large number of techniques. We report the top ten techniques having the highest

### TABLE 1: Practical implication of the introduced metrics

| Metric                      | Implication                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| Technique Coverage (TEC)    | TEC indicates how many techniques a control can mitigate. A relatively higher TEC of a control indicates that the control mitigates a relatively higher number of techniques. Organizations can achieve protection against a relatively high number of adversarial techniques by implementing controls with high TEC. |
| Tactic Coverage (TAC)       | TAC indicates how many techniques of a given tactic a control can mitigate. A relatively higher TAC of a control and a given tactic indicates that the control mitigates a relatively higher number of techniques of the tactic. An adversary can use multiple techniques of the same tactic to achieve the tactical goal. For example, ATT&CK catalogs 13 techniques that can aid an adversary in gaining the objective of TA0004: Privilege escalation. Hence, a control having a relatively higher TAC value for TA0004: Privilege escalation tactic can aid organizations in gaining relatively higher protection against privilege escalation attempts from adversaries. |
| Mean Tactic Coverage (MTAC) | MTAC reflects a control’s overall mitigation of techniques from all 14 tactics cataloged in ATT&CK. A higher value in MTAC indicates that the control mitigates a relatively higher number of techniques from all 14 tactics. Hence, organizations can achieve protection against a relatively high number of adversarial techniques across all 14 tactics by implementing controls with high MTAC. |
| Control Redundancy (CR)     | CR reflects how important a control is for mitigating techniques from the perspective of available alternative controls. A relatively lower value indicates that the control has a relatively lower number of alternatives. Organizations may require to enforce the control and ensure that control does not fail. |
| Adversary Entity Coverage (AC) | AC reflects how relevant a control is against all the cataloged adversary entities in ATT&CK. A relatively higher value indicates that the control can be effective against a relatively higher number of adversaries. Organizations can achieve protection against a relatively high number of adversarial techniques by implementing controls with high AC. |
| Adversary Entity Technique Coverage (ATC) | ATC indicates how many techniques of a given tactic a control can mitigate. A relatively higher ATC of a control and a given tactic indicates that the control can be effective against a relatively higher number of techniques of the tactic. An adversary can use multiple techniques of the same tactic to achieve the tactical goal. For example, ATT&CK catalogs 13 techniques that can aid an adversary in gaining the objective of TA0004: Privilege escalation. Hence, a control having a relatively higher ATC value for TA0004: Privilege escalation tactic can aid organizations in gaining relatively higher protection against privilege escalation attempts from adversaries. |
| Control’s Mitigated Risk (CMR) | CMR reflects the risk mitigation capability of a control. Organizations can mitigate a relatively higher amount of risk by implementing controls with a relatively higher CMR. |

### TABLE 2: Top ten controls by TEC metric

| Security Control             | TEC |
|------------------------------|-----|
| SI-4: System Monitoring      | 120 |
| CM-6: Configuration Settings | 111 |
| CM-2: Baseline Configuration | 97  |
| AC-3: Access Enforcement     | 91  |
| CM-7: Least Functionality    | 85  |
| CA-7: Continuous Monitoring  | 84  |
| AC-6: Least Privilege        | 83  |
| SI-3: Malicious Code Protection | 81 |
| SI-7: Software, Firmware, and Information Integrity | 70 |
| SC-7: Boundary Protection   | 68  |

Number of controls with $ TEC > 0 $ | 101 |
Q1 and Q3 (25th and 75th percentile) of TEC of mitigating controls | 3, 19 |
Mean and median of TEC of mitigating controls | 19, 6 |

### TABLE 3: Top ten techniques having the most number of controls

| Technique | Count |
|-----------|-------|
| T1552: Unsecured Credentials - TA0006: Credential access | 35 |
| T1530: Data from Cloud Storage Object - TA0009: Collection | 33 |
| T1213: Data from Information Repositories - TA0009: Collection | 31 |
| T1021: Remote Services - TA0008: Lateral Movement | 31 |
| T1210: Exploitation of Remote Services - TA0008: Lateral Movement | 30 |
| T1547: Boot or Logon Autostart Execution - TA0003: Persistence | 29 |
| T1190: Exploit Public-Facing Application - TA0001: Initial Access | 27 |
| T1574: Hijack Execution Flow - TA0005: Defense Evasion | 27 |
| T1602: Data from Configuration Repository - TA0009: Collection | 25 |
| T1505: Server Software Component - TA0003: Persistence | 25 |

Number of mitigated techniques | 135 |
Q1 and Q3 of the count of controls of mitigated techniques | 8, 20 |
Mean and median of the count of controls of mitigated techniques | 14, 13 |
TABLE 4: Mitigating controls in each tactic category

| Tactic name                          | CT  | CPMT   | CC    |
|--------------------------------------|-----|--------|-------|
| TA0001: Initial Access               | 46  | 9 (100%) | 14    |
| TA0002: Execution                    | 44  | 12 (100%) | 37    |
| TA0003: Persistence                  | 55  | 19 (100%) | 22    |
| TA0004: Privilege escalation         | 47  | 13 (100%) | 17    |
| TA0005: Defense evasion              | 50  | 40 (78%) | 23    |
| TA0006: Credential access            | 57  | 15 (100%) | 15    |
| TA0007: Discovery                    | 58  | 29 (10%)  | 7     |
| TA0008: Lateral movement             | 69  | 9 (89%)   | 5     |
| TA0009: Collection                   | 60  | 17 (11%)  | 11    |
| TA0100: Exfiltration                 | 61  | 9 (9%)    | 3     |
| TA0111: Command and control          | 45  | 16 (100%) | 26    |
| TA0120: Impact                       | 62  | 13 (100%) | 13    |
| TA0342: Resource Development         | 63  | 7 (0%)    | 0     |
| TA0343: Reconnaissance               | 64  | 10 (10%)  | 11    |

Legends: CT: count of techniques, CPMT: count and percentage of mitigated techniques, CC: count of mitigating controls

number of controls for mitigation in Table 3 and descriptive statistics on the count of the mitigating controls of the techniques. We show the names of the techniques followed by the corresponding tactic. The table shows that 135 out of 188 ATT&CK techniques have at least one mitigating control, indicating that 53 (28%) of ATT&CK techniques cannot be mitigated by any control. We refer to the 135 techniques having at least one mitigating control as the mitigable techniques. The mean and median of the mitigable techniques indicate that the mitigable techniques primarily have multiple mitigating controls. As we mention in the § 2.4, despite a technique having multiple mitigating controls, the technique may not be mitigated by only a single control. Hence, organizations may need to implement more than one control to mitigate any techniques. On the other hand, a technique with multiple mitigating controls suggests that the mitigation of the technique may require the combined enforcement of multiple controls. For example, the topmost technique in Table 3, T1552: Unsecured Credentials, has 35 mitigating controls. Except SI-3, all the top ten controls in Table 2 mitigate this technique. The observation suggests that enforcing access control or applying system monitoring cannot single-handedly deter an adversary from exploiting unsecured credentials. We observe that, except for T1547, and T1574, an adversary can exploit the eight other techniques remotely to collect confidential data, perform a lateral movement, or gain initial access. All the top ten techniques shown in Table 3 have at least 25 mitigating controls. The observation emphasizes that organizations need to enforce controls to protect the remote facets of their systems most.

5.2. Findings on Tactic Coverage (TAC) and Mean Tactic Coverage (MTAC)

We first report the number of mitigated techniques and mitigating controls in each of the 14 tactic categories in Table 4. We observe that techniques belonging to Resource development tactic do not have any mitigating controls. We also observe that seven tactics have all their respective techniques mitigated. However, we identify six tactics where not all of the techniques are mitigated. For example, the Reconnaissance tactic has ten techniques but only one of them can be mitigated. Similarly, 66% of the techniques in the Discovery tactic are not mitigated. The number of mitigating controls are highest in the three following tactics: Defense evasion, Persistence, and Privilege escalation. However, the following tactics have the lowest number of mitigating controls: Reconnaissance, Command and control, and Discovery, although Command and control have all their techniques mitigated. The observations suggest that new controls should be identified for Discovery, Defense evasion, Collection, and Impact tactics as these tactics have unmitigated techniques. On the other hand, only one technique: T1598: Phishing for information is mitigable out of 17 techniques from the Reconnaissance and Resource development tactics. However, adversaries use techniques from these two tactics to formulate cyberattack strategies, acquire, and configure resources on their end. Thus, adversaries do not directly operate on the victim’s end. Hence, developing controls to mitigate these techniques from the two tactics is practically infeasible. Organizations should limit the availability of the organizations and systems-related sensitive information to third parties, as suggested in ATT&CK.

We report the top ten controls by MTAC metric and corresponding TAC metric for the 14 ATT&CK tactics in Table 5. We indicate the highest TAC value among all mitigating controls for a given tactic by an asterisk. In case of a tie, we give an asterisk to all the highest values. First, we observe that, except AC-4, all other controls also appear in the top ten control by TEC metric (Table 2). The observation suggests that the more techniques a control mitigates, the better coverage the control has across all 14 tactics. We also observe that SI-4 and CM-6 mitigate the highest percentage of techniques of 9 and 6 tactics, respectively. AC-3 and CM-2 have the highest TAC value for two tactics, while AC-6, CM-7 and CA-7 have the highest TAC value for only one tactic each. The observation suggests that system-wide monitoring, secure configuration, and appropriate access with the least privilege/functionality of system components can be the most effective enforcement against multiple adversary tactics. The highest mean and median of the fourteen TAC values across all mitigating controls are 0.20 and 0.11, respectively. The observations indicate the top ten controls in Table 5 mitigate a relatively high number of techniques from 14 tactics. However, a relatively low mean and lower median TAC for 14 tactics and MTAC suggest that a control primarily does not mitigate a high percentage of techniques from a single tactic and does not have a high MTAC value. Hence, organizations may enforce the top ten controls in Table 5 as a priority to achieve overall protection against various adversary tactics.

5.3. Findings on Control Redundancy (CR)

We report the top ten controls having the least CR values in Table 6. Although a relatively low CR value indicates that the corresponding controls have a relatively lower number of
TABLE 5: Top ten controls by MTAC and TAC of 14 ATT&CK tactics

| Control | TAC                                      | IA  | EX  | PS  | PE  | DE  | CA  | DC  | LM  | CL  | EF  | CC  | IM  | RD  | RC  |
|---------|------------------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SI-4:   | System Monitoring                        | 0.67| 0.92| 0.95| 0.92| 0.7 | 0.7 | 0.93| 0.21| 0.89| 0.65| 0.1 | 0.62| 0   | 0.1 |
| CM-6:   | Configuration Settings                   | *0.78| 0.83| *0.1| *0.1| 0.7 | 0.87| *0.21| 0.78| 0.41| 0.78| 0.94| 0.46| 0   | *0.1|
| AC-3:   | Access Enforcement                       | 0.67| 0.67| 0.84| 0.92| 0.57| 0.57| 0.17| *0.89| 0.53| 0.56| 0.38| *0.77| 0   | 0.55|
| CM-2:   | Baseline Configuration                   | 0.44| 0.75| 0.84| 0.77| 0.55| 0.55| 0.07| *0.89| 0.41| 0.67| 0.94| 0.46| 0   | *0.1|
| CA-7:   | Continuous Monitoring                    | 0.56| 0.5  | 0.63| 0.77| 0.48| 0.48| 0.87| 0.57| 0.35| 0.78| 0.94| 0.31| 0   | *0.1|
| AC-6:   | Least Privilege                          | *0.78| 0.83| 0.84| 0.92| 0.57| 0.57| 0.17| 0.67| 0.35| 0.56| 0   | 0.54| 0   | 0.49|
| CM-7:   | Least Functionality                      | 0.44| *0.92| 0.84| 0.77| 0.52| 0.52| 0.17| 0.67| 0.24| 0.44| 0.81| 0.38| 0   | 0.47|
| SI-3:   | Malicious Code Protection                | 0.44| 0.67| 0.53| 0.69| 0.3 | 0.3 | 0.47| 0.07| 0.67| 0.41| 0.78| 0.94| 0.38| 0   | *0.1|
| AC-4:   | Information Flow Enforcement             | 0.56| 0.33| 0.42| 0.46| 0.25| 0.25| 0.4 | 0.07| 0.56| 0.29| 0.78| 0.94| 0.31| 0   | *0.1|
| SI-7:   | Software, Firmware, and Information      | 0.44| 0.83| 0.79| 0.69| 0.5 | 0.5 | 0.53| 0.03| 0.44| 0.47| 0.11| 0.06| 0.54| 0   | 0.39|

Table 5: Mean and median CR of mitigating controls: 18.2, and 18.7

We observe ten controls with relatively high TEC but relatively low CR values (QT4). Organizations can prioritize the enforcement of these controls as they have relatively fewer alternative controls but can mitigate a relatively higher number of techniques. These ten controls are the top nine controls shown in Table 5 and SC-7: Boundary Protection. On the other hand, we identify 67 controls with relatively high CR but relatively low TEC values (QT2). Hence, these controls can have lower priority as they have a relatively higher number of alternatives but do not mitigate many techniques. Finally, we identify 23 controls with either high TEC and CR values (QT1) or low TEC and CR values (QT3). Organizations can also prioritize these controls as they either mitigate a large number of techniques or have a lower number of alternative controls.

We report the top ten controls by the AT and ATC metrics in Table 7. The controls are ranked by the AC metric. For the ATC metric, we show the rank after the corresponding ATC value. We observe, for both AC and ATC, the top ten controls are the same, and the order is similar except CM-6, CM-2, and SI-3. We observe, the
TABLE 8: Top Ten most used unmitigated techniques by the adversaries

| Technique                                      | Pct  |
|------------------------------------------------|------|
| T1082: System Information Discovery [68] - TA0007: Discovery | 0.42 |
| T1083: File and Directory Discovery [67] - TA0007: Discovery | 0.36 |
| T1057: Process Discovery [68] - TA0007: Discovery | 0.31 |
| T1016: System Network Configuration Discovery [69] - TA0007: Discovery | 0.29 |
| T1140: Deobfuscate/Decode Files or Information [70] - TA0005: Defense Evasion | 0.26 |
| T1033: System Owner/User Discovery [71] - TA0007: Discovery | 0.22 |
| T1113: Screen Capture [72] - TA0009: Collection | 0.18 |
| T1518: Software Discovery [73] - TA0007: Discovery | 0.15 |
| T1074: Data Staged [74] - TA0009: Collection | 0.12 |
| T1012: Query Registry [75] - TA0007: Discovery | 0.12 |

Mean and median percentage of unmitigated techniques among adversaries: 0.27, 0.26

The top nine controls in Table [7] are identical to the top nine controls by TEC in Table [2]. The observation suggests the top ten controls have relatively higher technique coverage; hence, they can solve at least one technique of 90% of the adversaries. We also observe that the top ten controls can mitigate, on average, 37-71% of the techniques used by adversaries. However, the mean and median ATC of all mitigating controls is relatively very low compared to that of the ATC of the top ten, which indicates that organizations may prioritize the controls in Table [7] to protect against a relatively high percentage of adversaries and to nullify a relatively high percentage of adversarial techniques from each adversary.

However, as we identify in § 5.1 that ATT&CK contains 53 techniques that do not have mitigating controls, we investigate to what extent adversaries use the unmitigated techniques. We report the top ten most used unmitigated techniques by the adversaries in Table [8]. The table shows the techniques, their corresponding tactic, and the percentage of adversaries using these techniques. We identify that unmitigated techniques are primarily from TA0007: Discovery tactic, where adversaries use these techniques to identify software, hardware, networks, applications, operating systems, vulnerabilities, and architecture-related information of the target systems. The information aids adversaries in formulating their attack strategies. The table also suggests that, on average, 25% of adversarial techniques from an adversary do not have any controls for mitigation. Hence, organizations must introduce new controls for mitigating these techniques and prioritize detection of these techniques in their environments.

5.5. Findings on Control’s Mitigated Risk (CMR)

We report the top ten techniques having the most risk in Table [9]. We observe that the top four techniques are built-in system functionalities abused by the adversaries. For example, through T1059: Command and scripting interpreter technique, adversaries use the command line interface, which comes pre-built in all major operating systems. We also observe four techniques from the TA0007: Discovery tactic are present in the top ten techniques. However, none of the four has any mitigating control. We report the top ten controls that mitigate the most risks in Table [10]. We observe that the top nine controls in Table [10] also appear among the top ten controls shown in Table [2]. The observation suggests that the controls mitigating a relatively higher number of techniques have a relatively higher value in CMR. The mean and median of CMR of mitigating controls suggest that a control primarily does not have a relatively high CMR value. Hence, the top controls shown in Table [10] are more important than the rest in terms mitigating risks incurred by the adversarial techniques. We investigate common controls that mitigate all the six mitigable techniques shown in Table [9] and we identify the four following controls: SI-4: System Monitoring, SI-3: Malicious Code Protection, CM-6: Configuration Settings, and CM-2: Baseline Configuration. Hence, organizations can enforce these four controls with maximum prioritization.

6. Findings on RQ2

We perform clustering on the controls based on the six metrics: TEC, MTAC, CR, AC, ATC, and CMR. After applying the elbow method, we identify that the optimal
number of clusters is two. Then we apply K-means clustering to identify the two clusters. We provide the boxplot of the six metrics of the two clusters in Fig. 4. We name the two clusters as Cluster-A and Cluster-B. Cluster-A contains 20 controls in total, while the remaining 81 controls belong to Cluster-B. Comparing the two clusters, we observe that controls in Cluster-A mitigate a higher number of techniques (TEC), mitigate a higher percentage of techniques across all 14 ATT&CK tactics (MTAC), and are effective against a higher number of adversary entities (AC and ATC). However, we also identify that controls in the Cluster-A have a lower number of redundant controls (CR). Controls in Cluster-A also mitigate a higher amount of risk than that of Cluster-B. In Table 11 we report the comparison between the two clusters and we observe the following. Controls from Cluster-A mitigate 23 more techniques than that of Cluster-B. Controls from Cluster-A mitigate, on average 10% more techniques across all 14 ATT&CK tactics than that of Cluster-B. Controls from Cluster-A mitigate at least one technique in 2% more adversary entities than that of Cluster-B. Finally, controls from Cluster-A mitigate, on average, 18% more techniques from each adversary entity than that of Cluster-B. Overall, we observe that, controls from Cluster-A outperform controls from Cluster-B despite the fact that, Cluster-B contains four times more control than that of Cluster-A. Overall, organizations can prioritize the enforcement of the 20 controls in the Cluster-A over the remaining 81 controls from the Cluster-B. We refer to these controls as the top 20 critical controls and report them in Table 12.

From the table, we observe that organizations should focus on the following measures to ensure protection against adversarial techniques.

**Secure the access to the system:** Organizations should enforce appropriate security to all possible access paths to the systems (AC-2, AC-3). Organizations should also ensure that all the entities gaining physical or logical access to the systems are authenticated and authorized (IA-2). During the process of introducing any change in system components or its actors, the system may momentarily become vulnerable, and hence, organizations should restrict access to the systems (CM-5). Moreover, the flow of information inside the systems and between external systems should also be secured through appropriate access control, so that no system component or users gains access to the information not required for the roles and responsibilities (AC-4).

**Apply right configurations:** Information systems primarily consist of heterogeneous components and users which work together to support business activities. The users and components can have different configurations, in the context of what extent of functionalities, privileges, or responsibilities are assigned to them. Oftentimes, a misconfiguration in components and users introduces security weaknesses to a system. For example, an application only requires a write permission to perform a task, however, if the application is misconfigured to have execute permission, then adversaries can execute malicious code by compromising the application. Thus, organizations should focus on the right configuration of the components they are using to minimize the attack surface. Hence, organizations should take a minimalist approach while assigning duties, privileges, and functionalities to the system components (AC-5, AC-6, CM-7). Organizations should also adopt a baseline security configuration that they can review, test, and update in case of identified compromises (CM-2, CM-6). Moreover, they should maintain a traceable inventory of system components and implement a mechanism for detecting unauthorized changes made to the system (CM-8, SI-7).

**Mitigate weaknesses in the systems and minimize the risk of hidden weaknesses:** Organizations should identify any latent weaknesses in their environment through penetration testing (CA-8), vulnerability scanning (RA-5), and system flaw remediation (SI-2). However, despite these measures, a system may have hidden weaknesses. Hence, organizations should validate any incoming data from external systems to prevent attacks related to insecure input such as cross-site scripting, SQL injection, and shell code execution (SI-10). Organizations should also deploy anti-malware services to prevent further malicious code executions (SI-3).

**Observe system and control behavior:** Organizations should actively monitor every activity of system components (SI-4), and access to the system through system boundaries (SC-7) to identify any suspicious motives of adversaries. Finally, organizations should prepare criteria and metrics for assessing the performance of the enforced controls and consistently measure their performance (CA-7).
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Figure 4: Boxplot of the metrics of the two identified clusters of the mitigating control

| Cluster | Controls | MT | AFTM  | FA  | AFTMA  |
|---------|----------|-----|-------|-----|--------|
| Cluster-A | 20       | 134 | 0.75  | 0.98| 0.72   |
| Cluster-B | 81       | 111 | 0.65  | 0.96| 0.54   |

MT: count of total mitigated techniques, AFTM: average fraction of techniques mitigated from all tactics, FA: fraction of adversaries where at least one technique is mitigated, AFTMA: average fraction of techniques mitigated for all adversaries

| Cluster | Controls | MT | AFTM  | FA  | AFTMA  |
|---------|----------|-----|-------|-----|--------|
| Cluster-A | 20       | 134 | 0.75  | 0.98| 0.72   |
| Cluster-B | 81       | 111 | 0.65  | 0.96| 0.54   |

MT: count of total mitigated techniques, AFTM: average fraction of techniques mitigated from all tactics, FA: fraction of adversaries where at least one technique is mitigated, AFTMA: average fraction of techniques mitigated for all adversaries

Table 11: Comparison between the two clusters of controls
The evaluation of all 101 mitigating controls is reported in Table 13 at the Appendix.

### Summary of the findings

The foremost four controls: Organizations must implement the following four controls with the topmost prioritization: **CM-2: Baseline configuration, CM-6: Configuration settings, SI-3: Malicious code protection, and SI-4: System monitoring.** These four controls mitigate six of the top ten most risky techniques, shown in Table 12. However, the remaining four techniques do not have any control for mitigation.

The unmitigated but frequent adversary techniques: New controls should be developed for gaining protections against **TA0007: Discovery-related techniques.** Seven out of the top ten most frequent but unmitigated techniques among adversaries are from the Discovery tactic.

**The super eight controls:** We identify the four controls from the foremost four plus **AC-3: Access enforcement, AC-6: Least privilege, CA-7: Continuous monitoring, and CM-7: Least functionality.** These eight controls that appears top in all metrics except CR. However, these eight controls have relatively lower CR value but higher TEC. Overall, organizations can prioritize these controls as they come on top in every metric except CR.

### 8. Takeaways

In this section, we discuss several takeaways from the metrics introduced in this study.

**Technique Coverage (TEC) is the most important metric in the proposed metric suite.** We propose seven metrics in the metric suite, however, except in the case of CR, the top eight controls by the five metric: TAC, MTAC, AC, ATC, and CMR are identical to the top eight controls by the TEC. The reason is that the computation of TAC, MTAC, AC, ATC, and CMR metrics are based...
upon the mitigation of techniques in the respective tactics, and the corresponding adversaries using the techniques. Computing CMR requires the sum of risk mitigated by the techniques mitigated. Overall, the study provides seven metrics to analyse the control’s mitigation ability, however, TEC is the most important metric of the seven. TEC not only provides a numeric measure on a control’s mitigation coverage over techniques but also reflects how important the control is across a range of adversary techniques. For example, SI-4: System monitoring mitigates 120 controls highlighting the substantial importance of monitoring everything in an environment if organizations need to defend themselves against a large number of techniques. One of the mitigated techniques by SI-4 is T1059: Command and scripting interpreter. However, if SI-4 is implemented in desktops but not in mobile devices used in the organization, then an adversary can execute code in mobile devices. Thus, TEC provides a baseline to organization about a control’s expected mitigation ability and trace any weaknesses in the implementation of controls.

Tactic Coverage (TAC) and Mean Tactic Coverage (MTAC) aid organizations in choosing controls against particular adversary tactics. Organizations can identify what facet of their system is vulnerable to what particular tactics and then based upon TAC, they can prioritize what controls they need to implement in what facet of their systems. MTAC, on the other hand, indicates what control should be applied across all components because, adversaries can achieve their tactical goals on different components in the perimeter and the core components of the systems

Control Redundancy (CR) emphasizes on mitigation diversity and reliability of a control’s implementation. CR of a control also implies that how many diverse ways techniques can be mitigated, which captures a tradeoff situation for an organization. A relatively high CR means the corresponding technique can be mitigated in many ways but organizations have to implement multiple alternative controls. On the other hand, a relatively low CR value means organizations do not need to implement many alternative controls. However, they must implement the controls with low CR and they have to ensure the reliability of the control implementation, because, if the control fails, relatively low number of alternative exists.

Adversarial Coverage (AC) and Adversarial Technique Coverage (ATC) aids organization in choosing controls against the changing threat landscape. AC of a control implies how effective the control is against current trend of threat landscape. Based on AC, organizations can identify the need for new controls or re-assessment of existing controls. Organizations can collect data on their environment to identify what are the important controls for them based on their potential adversary entities. For example, several cybercrime groups only targets energy sectors, such as [79] while the others target only financial sectors, such as [37]. Thus, organizations can determine the set of important controls based on the relevant cybercrime groups in their corresponding business domains. ATC can aid organizations in determining what fraction of techniques for their respective cybercrime groups can be mitigated. If an organization identify that their controls are mitigating a low fraction of techniques from adversaries, then they should enhance or introduce new controls. They can also identify for what techniques, there is no mitigation, and for those cases, they can train employees and focus on more detection and recovering measures. For example, discovery tactics have a relatively low number of mitigating controls. Thus, if an organization identifies a suspicious process trying to gather system information, they must shut down respective operations of those components to minimize attack surface.

Although, the Control’s Mitigated Risk (CMR) is proportionate to technique coverage, the measure is data driven, and hence, CMR could vary with different organizations: Our proposed risk metric quantifies the severity of techniques in terms of how they co-occur with other tactics based on the assumption that the more a technique co-occurs with other tactics, the more severe the technique is. We approximate the severity from the cataloged adversaries in ATT&CK, which reflects cyberattacks on various domains of businesses. However, CMR could be calculated based on the data of co-occurring techniques obtained from a particular organization or environment. An organization can individually identify key assets and components in their system and find out what techniques affects them and then calculate the risk of a particular technique on a particular assets and then calculate the top controls in terms of mitigating risks on the asset or system facets

Clustering the controls by the metrics aids organization in approximating the set of critical controls. In this study we find two clusters, and based on the comparison shown in Table [11] organizations can choose Cluster-A over Cluster-B. We also identify that 13 out of top 20 critical controls [80] proposed by CIS controls [10] has overlap with our identified top 20 controls. However, in case of future updates in the NIST controls, ATT&CK techniques, and the mapping, the outcome of the cluster could be different. However, through clustering, an organization, who does not have any existing control, can obtain an approximate understanding on what group of controls have the most desired effectiveness in each metric.

The metric suite can aid in assessment of controls. Organizations should monitor and identify adversarial activities inflicted upon in their systems and test if certain controls are performing as expected. Hence, our metrics can be used by an organization on their collected data to identify: (a) what controls are not working; (b) where controls should have been enforced; and (c) where to implement new controls. NIST provides a guideline [81], [82] where they suggests to examine, interview, and test all the controls enforced in an organization for continuous assessment. Our metrics can aid them in the examining phases of the controls based upon their ability to mitigate techniques. For example, one of the mapped techniques to SI-4: System monitoring is T1204: User execution. Hence, an organization can examine, in what capacity, their implemented system monitoring could aid them in mitigating user execution of malicious
command. One way to mitigate user execution through monitoring is to checking the event log of all executed commands. If the organization identifies their monitoring activities do not cover checking execution logs, they can update the control accordingly.

9. Threats to validity

The metrics introduced in this study are based on the mapping (§ 2.4) and the ATT&CK Version 10 TTPs. We evaluate the controls on the metrics, although the mapping cannot imply the whether an adversarial technique can fully or partially be mitigated by the mapped control(s). We also did not investigate the why aspects of control mitigating techniques. For example, why SI-4 comes to the top in six metrics out of the seven. Moreover, frequently co-occurring techniques might have underlying factors that lead multiple controls mitigating the same set of techniques, cybercrime groups or malware. We advocate for further investigation on how controls mitigate techniques, and what underlying factors are prevalent in mitigation.

The proposed metric suite does not measure several constraints such as cost, implementation times, required resources, logistics and pedagogical support. Although, cost is a very important issue for choosing controls, in this study, we primarily aim to aware organizations about what security controls are the most important in terms of their mitigation ability over a set of documented adversarial techniques, and relevance against reported cybercrime groups and malware. As our metric suites provides a scalar value for each of the NIST controls, the metric suite can be incorporated with existing optimal control selection methods. The calculation of risk is based on the observed occurrence of techniques cited in ATT&CK only. However, one dataset may not reflect the actual frequency of adversarial techniques.

Overall, the metrics provide an initial baseline on decision making - what controls organizations need to identify, select, implement, and prioritize. Hence, organizations need to formulate additional metrics and criteria to measure how effectively the controls are working. We make the dataset and source code for this research made available for replication, including re-running the research when the ATT&CK Framework and/or the ATT&CK-NIST mapping are updated. We only investigate NIST SP800-53 controls and ATT&CK techniques. However, organizations also use other control standards, such as ISO/IEC 27001 and CIS top 20. We encourage investigation on other control standards as well as future versions of ATT&CK and NIST SP800-53 to gain a better understanding on the generalizable facts from our findings.

10. Related work

We discuss several related work in this section. Dutta et al. mapped the CIS top 20 controls to cyber-kill-chain phases. NIST cybersecurity framework, vulnerabilities and assets. The authors then proposed an optimization technique to select the most cost effective security controls associated with the kill-chain phase probabilities, asset vulnerabilities and risk. Hadar et al. proposed a simulator for automatic prioritization of security controls based on an attack graph of assets, vulnerabilities, and adversary attempts on the network devices. Their proposed framework identifies the missing controls on assets, and thus, minimize the attack surface, and they demonstrated their model on ISO/IEC 27001 controls. Kuppa et al. applied machine learning techniques to automatically map common vulnerabilities and exposure (CVE) to ATT&CK techniques. They mapped 62,000 CVE records from past 10 years to 37 different ATT&CK techniques. Researchers have investigated the selection and prioritization of control as well. Li et al. and Sawik et al. proposed that optimal selection of control having multiple objectives from stakeholders such as mitigated risk, and cost. They found the optimal set based on epidemic models of malware spreading and integer programming respectively. Khajouei et al. prioritized ISO/IEC 27001 controls through fuzzy analytic hierarchy process (AHP) technique. Al-Safwani et al. proposes a control prioritization model on TOPSIS technique. Overall, we find little research on the investigation of security controls mitigating adversarial attack techniques, and we investigate and evaluate the controls in terms of mitigation of adversarial techniques.

11. Conclusion

Organizations implement and enforce security controls by satisfying security requirements to avoid, detect, and mitigate the cyberthreats from adversaries. As implementing all available controls can be infeasible, organizations need to make an informed choice on the controls. To this end, we propose a security control metric suite to aid organizations in objectively identifying what controls they need to choose. We evaluate the NIST SP800-53 controls based on the metrics on adversarial techniques and tactics cataloged in MITRE ATT&CK. We also evaluate the controls on adversarial techniques used in real-world cyberattacks by 125 cybercrime groups, and 544 malware cataloged in ATT&CK. We identify a set of 20 critical controls that can mitigate 134 adversarial techniques, and on average, can mitigate 72% of all techniques used by 98% of the cataloged adversaries in MITRE ATT&CK. We urge organizations, that do not have any controls enforced in place, to implement the top controls identified in the study. Findings of our paper can benefit cybersecurity practitioners and researchers by providing on organizational constraint agnostic (i.e. cost, risk, budget, logistics) baseline for decision making on the selection of controls. Moreover, organizations can formulate additional metrics and criteria to assess how effectively the controls are performing in their own organizations.
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Appendix
| Control | TEC  | MTAC | CR   | AC   | ATC  | CMR  |
|---------|------|------|------|------|------|------|
| SI-4    | 120  | 0.68 | 14.25| 0.98 | 0.71 | 8.03 |
| CM-6    | 111  | 0.63 | 14.49| 0.98 | 0.66 | 7.37 |
| CM-2    | 97   | 0.55 | 14.73| 0.96 | 0.61 | 6.70 |
| AC-3    | 91   | 0.55 | 15.59| 0.94 | 0.47 | 5.31 |
| CM-7    | 85   | 0.47 | 14.82| 0.95 | 0.51 | 5.57 |
| CA-7    | 84   | 0.51 | 15.65| 0.96 | 0.57 | 6.32 |
| AC-6    | 83   | 0.49 | 16.00| 0.92 | 0.42 | 4.88 |
| SI-3    | 81   | 0.46 | 14.19| 0.96 | 0.62 | 6.96 |
| SI-7    | 70   | 0.39 | 16.81| 0.92 | 0.41 | 4.51 |
| SC-7    | 68   | 0.39 | 14.32| 0.88 | 0.33 | 3.68 |
| AC-4    | 67   | 0.39 | 15.75| 0.90 | 0.36 | 4.00 |
| AC-2    | 66   | 0.39 | 17.44| 0.90 | 0.37 | 4.26 |
| IA-2    | 60   | 0.36 | 17.18| 0.88 | 0.33 | 3.71 |
| AC-5    | 53   | 0.32 | 18.25| 0.88 | 0.32 | 3.57 |
| CM-5    | 51   | 0.31 | 19.10| 0.86 | 0.29 | 3.24 |
| RA-5    | 46   | 0.29 | 18.50| 0.84 | 0.24 | 2.81 |
| CM-8    | 42   | 0.27 | 19.50| 0.80 | 0.21 | 2.32 |
| SI-10   | 36   | 0.19 | 16.19| 0.87 | 0.25 | 2.76 |
| SI-2    | 34   | 0.20 | 18.79| 0.85 | 0.27 | 2.90 |
| CA-8    | 34   | 0.20 | 19.68| 0.80 | 0.18 | 2.04 |
| AC-17   | 30   | 0.18 | 18.53| 0.78 | 0.17 | 1.96 |
| AC-16   | 26   | 0.15 | 19.96| 0.71 | 0.15 | 1.66 |
| AC-20   | 26   | 0.20 | 18.73| 0.46 | 0.08 | 1.02 |
| IA-5    | 23   | 0.15 | 18.48| 0.35 | 0.07 | 0.78 |
| SI-15   | 21   | 0.11 | 16.86| 0.67 | 0.11 | 1.19 |
| IA-4    | 16   | 0.10 | 23.00| 0.61 | 0.10 | 1.14 |
| SC-18   | 15   | 0.09 | 20.60| 0.70 | 0.11 | 1.28 |
| SA-11   | 15   | 0.09 | 21.53| 0.51 | 0.07 | 0.77 |
| SC-28   | 15   | 0.10 | 21.40| 0.41 | 0.06 | 0.69 |
| SI-12   | 14   | 0.08 | 21.07| 0.50 | 0.07 | 0.77 |
| SC-3    | 14   | 0.08 | 21.21| 0.35 | 0.06 | 0.63 |
| SA-8    | 13   | 0.10 | 18.92| 0.57 | 0.08 | 0.98 |
| CM-3    | 12   | 0.06 | 21.67| 0.73 | 0.13 | 1.35 |
| IA-8    | 12   | 0.08 | 21.83| 0.71 | 0.12 | 1.19 |
| SC-4    | 12   | 0.06 | 20.42| 0.48 | 0.06 | 0.65 |
| AC-19   | 12   | 0.07 | 21.08| 0.44 | 0.05 | 0.59 |
| CM-11   | 11   | 0.07 | 21.00| 0.73 | 0.14 | 1.53 |
| IA-9    | 11   | 0.05 | 17.36| 0.70 | 0.12 | 1.26 |
| CP-9    | 11   | 0.05 | 13.73| 0.54 | 0.08 | 0.82 |
| SA-10   | 11   | 0.07 | 22.27| 0.53 | 0.07 | 0.77 |
| SC-39   | 11   | 0.07 | 21.36| 0.45 | 0.06 | 0.64 |
| AC-18   | 11   | 0.06 | 20.27| 0.42 | 0.04 | 0.52 |
| AC-23   | 10   | 0.08 | 19.50| 0.42 | 0.05 | 0.67 |
| SC-23   | 8    | 0.04 | 16.00| 0.57 | 0.07 | 0.79 |
| CP-7    | 8    | 0.04 | 13.12| 0.42 | 0.04 | 0.52 |
| SC-8    | 8    | 0.05 | 19.88| 0.29 | 0.03 | 0.37 |
| SC-2    | 8    | 0.05 | 21.25| 0.16 | 0.02 | 0.21 |
| SC-34   | 7    | 0.04 | 19.57| 0.26 | 0.03 | 0.30 |
| SC-29   | 7    | 0.04 | 21.57| 0.16 | 0.02 | 0.20 |
| SC-30   | 7    | 0.04 | 21.57| 0.16 | 0.02 | 0.20 |
| AC-7    | 6    | 0.06 | 21.33| 0.18 | 0.02 | 0.29 |
| SA-15   | 6    | 0.05 | 25.33| 0.20 | 0.02 | 0.26 |
| CP-10   | 6    | 0.03 | 11.83| 0.09 | 0.01 | 0.13 |
| SC-20   | 5    | 0.03 | 13.80| 0.54 | 0.06 | 0.69 |
|      |      |      |      |      |      |
|------|------|------|------|------|------|
| SC-44| 5    | 0.02 | 13.60| 0.28 | 0.04 |
| SI-16| 5    | 0.03 | 18.40| 0.38 | 0.04 |
| SI-8 | 5    | 0.03 | 12.20| 0.20 | 0.03 |
| CM-10| 5    | 0.03 | 21.20| 0.26 | 0.03 |
| SC-12| 5    | 0.03 | 21.20| 0.28 | 0.03 |
| CP-2 | 5    | 0.03 | 9.60 | 0.08 | 0.01 |
| IA-7 | 5    | 0.02 | 19.00| 0.12 | 0.01 |
| MP-7 | 5    | 0.04 | 10.00| 0.06 | 0.01 |
| SC-31| 4    | 0.03 | 17.25| 0.48 | 0.05 |
| CP-6 | 4    | 0.02 | 16.75| 0.41 | 0.04 |
| SC-13| 4    | 0.02 | 15.25| 0.29 | 0.03 |
| SA-17| 4    | 0.04 | 17.25| 0.21 | 0.02 |
| CA-3 | 4    | 0.03 | 16.75| 0.20 | 0.02 |
| AC-12| 4    | 0.03 | 21.75| 0.13 | 0.01 |
| IA-6 | 4    | 0.02 | 23.75| 0.11 | 0.01 |
| SC-26| 4    | 0.02 | 23.75| 0.06 | 0.00 |
| SC-35| 4    | 0.02 | 23.75| 0.06 | 0.00 |
| SI-5 | 4    | 0.02 | 23.75| 0.06 | 0.00 |
| SC-41| 4    | 0.04 | 10.75| 0.06 | 0.01 |
| IA-3 | 4    | 0.02 | 27.25| 0.06 | 0.00 |
| SI-14| 3    | 0.02 | 23.67| 0.37 | 0.04 |
| SC-36| 3    | 0.01 | 19.00| 0.38 | 0.03 |
| SA-22| 3    | 0.03 | 17.33| 0.22 | 0.02 |
| SA-4 | 3    | 0.04 | 20.67| 0.20 | 0.02 |
| SA-9 | 3    | 0.02 | 17.33| 0.19 | 0.01 |
| SA-3 | 3    | 0.03 | 26.00| 0.17 | 0.02 |
| CA-2 | 3    | 0.02 | 23.33| 0.07 | 0.01 |
| AC-10| 3    | 0.01 | 14.67| 0.03 | 0.00 |
| SC-21| 2    | 0.01 | 12.00| 0.44 | 0.04 |
| SC-22| 2    | 0.01 | 12.00| 0.44 | 0.04 |
| SC-16| 2    | 0.01 | 17.00| 0.27 | 0.02 |
| AC-21| 2    | 0.02 | 26.00| 0.19 | 0.02 |
| SC-38| 2    | 0.01 | 12.00| 0.18 | 0.01 |
| SA-16| 2    | 0.03 | 24.00| 0.17 | 0.01 |
| AC-11| 2    | 0.02 | 26.50| 0.11 | 0.01 |
| SC-17| 2    | 0.02 | 13.50| 0.01 | 0.00 |
| SC-10| 1    | 0.00 | 17.00| 0.43 | 0.04 |
| SC-37| 1    | 0.00 | 17.00| 0.43 | 0.04 |
| AC-22| 1    | 0.02 | 22.00| 0.19 | 0.02 |
| AC-24| 1    | 0.02 | 22.00| 0.19 | 0.02 |
| AC-25| 1    | 0.02 | 22.00| 0.19 | 0.02 |
| IR-5 | 1    | 0.00 | 20.00| 0.12 | 0.01 |
| SC-6 | 1    | 0.00 | 20.00| 0.12 | 0.01 |
| IA-11| 1    | 0.00 | 13.00| 0.06 | 0.00 |
| AC-14| 1    | 0.00 | 13.00| 0.01 | 0.00 |
| AC-8 | 1    | 0.01 | 6.00 | 0.00 | 0.00 |
| MA-5 | 1    | 0.00 | 6.00 | 0.00 | 0.00 |