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Despite the large amount of work done in quantum field theory in curved space-times, there are not many great results available for perturbative calculations of particle processes in these systems. Such processes are expected to be important in the early stages of the universe, as well as near highly relativistic objects like black holes and, recently, in effective field theories of condensed matter systems. The difficulties with carrying out perturbative calculations in curved space-times are related to the practical difficulty of quantizing in curved space-times. This suggests the need for investigating new approximations and comparing the results of different methods of carrying out the calculations. In this paper, we compare different perturbative approaches to particle scattering problems and illustrate them with examples. In particular, we look at a 1+1 dimensional static spacetime. We also examine the spacetime particle generation in a 1+1 Robertson-Walker universe, where we find that the curved space LSZ formula yields new information compared to the in-in formalism.

I. INTRODUCTION

By now, quantum field theory in curved space-times is a well-established subject, with several textbooks devoted to it (e.g. the classic \[1\], or the more recent \[2\]). There is a healthy community of researchers working on the topic \[3\], with plenty of recent progress on, for example, the mathematical foundations of quantum field theory (QFT) in curved space-times.

On the mathematical side, work has largely concentrated on the algebraic QFT framework, which has previously been used to formalize QFT in flat space-time in a mathematically rigorous way. There are various existence proofs for the physically relevant quantities in QFT in curved space-times, and rigorous algebraic formalization seems to be proceeding apace \[4\].

Recently, it has also become evident that certain open quantum systems can be treated as being in effectively curved space-times. A small open quantum system that can be described by a non-Hermitian Hamiltonian might be modeled by placing the system on a curved surface, thus potentially expanding the use of the curved space-time formalism to ordinary quantum systems \[10\]. Quantum technologies have also become sufficiently sensitive that ground-based experiments may soon be possible \[11\]. There is also recent work on effectively curved spacetimes in Bose-Einstein condensates \[12\]. Hence, even experimental realization of some curved space-time systems seems now to be within reach.

Despite these successes, there are various practical problems with carrying out curved space-time calculations. As was already pointed out by Fulling in 1973 \[13\], quantization in curved space-times faces several conceptual and technical problems — even the notion of “particle” seems elusive. In general globally hyperbolic space-times, it is difficult to even separate the solution into positive and negative energy parts, which is necessary for canonical quantization \[14\]. Despite of the aforementioned mathematical progress in algebraic QFT, the methods developed do not easily lend themselves to practical calculation. The fundamental reason is the inequivalence of the in and out vacuums that complicates matters. Therefore the calculation of S-matrix elements (or other quantities such as in-in expectation values) is an arduous task.

Though there are enormous practical difficulties, some methods and results do exist. For example, the LSZ reduction formula can be generalized to curved space-times \[15\]. The added-up formalism, which attempts to circumvent the problems associated with inequivalent vacuums \[16\] has been applied to various cosmological systems \[18\]. Another method of circumventing the vacuum issue is the Schwinger-Keldysh formalism \[21\]. However, results have only been obtained in a restricted class of space-times, and with somewhat dubious methods (for example, in the case of the FRW metric, one is forced to use “instantaneous quantization”, whereby each instant of time essentially requires a new quantization procedure \[2\]); in the case of the Schwinger-Keldysh formalism, the calculations tend to become very complicated very quickly, as can be seen already in the example in \[21\].

Various results are available for the backreaction of quantum fields on the curved space-time, especially for the stress-energy tensor; a few examples from recent years can be found in \[22\]. There is, however, an evident need for more effective methods in carrying out practical perturbative calculations in curved space-times; it is still desirable to obtain more results.

The previously mentioned ground-based experiments
and effectively curved space-times are potential application areas, but so are the cosmological phenomena. Near the time of the Big Bang the effect of the curvature of space-time on particle processes was likely significant and cosmological measurements are performed with ever-increasing accuracy, necessitating the inclusion of more processes in to the cosmological particle models. However, these applications require specific calculational methods different from the backreaction calculations.

So, to that end, we compare the results of a perturbative LSZ-type calculation and "added-up probability" calculation with each other, and discuss their equivalence in various scenarios. To our knowledge, there aren’t any other examples of the curved space LSZ formula in being used for a concrete perturbative calculation in the way that we do here (though see 28), so we hope to illuminate its use and potential benefits. We provide examples of doing such calculations, and arguments for and against utilizing in-out amplitudes.

The paper is organized as follows. In section II we review the added up probability formalism of Audrechtsch and Spangehl. A similar review follows in III for the curved space Lehmann-Symanzik-Zimmermann (LSZ) reduction formula. Section IV analyzes the differences in the LSZ and added up formalisms. Section V presents results for two models. In section VI we discuss the results and their meaning for perturbation theory in curved space-times.

II. IN-IN PROBABILITY AMPLITUDES

In-in calculations are based on the idea that in-out matrix elements, such as

\[ S_{\text{in-out}} = \langle k_i, \text{out}|p_i, \text{in} \rangle \]

(1)
can be hard to both interpret and calculate in curved space-times due to the fact that, for example, the in-out effective field equations require the specification of endpoint boundary conditions 21. On the other hand the in-in amplitudes

\[ S_{\text{in-in}} = \langle k_i, \text{in}|p_i, \text{in} \rangle \]

(2)
can be interpreted as expectation values and utilized perturbative techniques. Hence it is often argued that it is more physically illuminating to calculate in-in matrix elements 2 16 17 21.

One example of in-in methods is the added-up probability method that was developed by Audrechtsch and Spangehl 16 17. The basic idea is that, in curved space-time calculations, the space-time itself can be a source of particle generation. However, in the case of conformal coupling, the background space-time does not appear in the equations of motion for massless particles. Hence, they are good indicators of the outcomes of particle processes, as they won’t interact directly with the space-time.

Mathematically the idea can be realized in two scalar field system by writing the S-matrix element in curved spacetime as

\[ \langle \text{out}, d^\phi s^\psi |S|c^\phi r^\psi, \text{in} \rangle = \sum_{g,t} \langle \text{out}, d^\phi s^\psi |g^\phi t^\psi, \text{in} \rangle \langle \text{in}, g^\phi t^\psi |S|d^\phi s^\psi, \text{in} \rangle, \]

(3)

where the sum g, t ranges over a complete basis of particle states, such that \( \sum_{g,t} \langle g^\phi t^\psi, \text{in} \rangle \langle \text{in}, g^\phi t^\psi | = I \). We indicate massive, non-conformally coupled particles by \( \phi \) and massless, conformally coupled particles by \( \psi \). The first factor on the right hand side is proportional to \( \langle \text{out}, 0|0, \text{in} \rangle \), as can be seen by a direct calculation (16, eqs 3.1-3.3), with the proportionality factor calculated from the Bogoljubov coefficients. In flat space-time, this term would be unity, but in curved space-times, the in-and out vacuums may differ from one another. However, we are mostly interested in the particles that take part in processes, instead of the ones spontaneously generated by the space-time: as stated above, massless particles with conformal coupling are not generated by the space-time. This makes them good counters of particle processes.

Thus, we wish to ask the question: what is the probability for the massless particles to end up in a particular state, regardless of what the massive particles do? In other words, we want to calculate the added-up transition probability

\[ w_{\text{add}}(s^\psi|c^\phi r^\psi) = \sum_d |\langle \text{in}, d^\phi s^\psi |S|c^\phi r^\psi, \text{in} \rangle|^2, \]

(4)

where the sum runs over all massive particle states. Thus one can perform perturbation theory on the S-matrix as per usual setting

\[ S = 1 - i\lambda A + O(\lambda^2), \]

(5)
calculating the reduced matrix element, and so on; from this point on, the calculation proceeds exactly as in flat space-time, only the mode functions are changed. Note, however, that the interaction term in the curved space contains the metric determinant, i.e. for a flat space-time interaction \( L_{\text{int}} \), in curved space-time you end up with the regulated S-matrix

\[ S = \lim_{\alpha \to 0} \exp \left[ i \int d^D x \sqrt{-g} L_{\text{int}} \exp(-\alpha |t|) \right]. \]

(6)

Essentially, eq. (4) discards the significance of the Bogoljubov coefficients on the end result as the formula is relying on the conformal coupling of the massless field, and we have to make an informed choice about what information we consider physically relevant.

Another example of in-in methods is the Schwinger-Keldysh formalism 21 29. The idea is to set the time integration in the action on a contour consisting of one part going forwards in time and one part going backwards in time. These different parts of the contour are
then given different dynamics by setting the sources as $J_+$ and $J_-$ for the forwards and the backwards parts, respectively. One proceeds by inserting the set of complete out-states \cite{21}:  
\begin{equation}
e^{iW[J_+,J_-]} = \sum_{\alpha} \langle \text{in}, 0 | \text{out}, \alpha \rangle_{J_+} \langle \text{out}, \alpha | \text{in}, 0 \rangle_{J_-}. \tag{7}
\end{equation}

Then, in the path integral formalism, we get
\begin{equation}
e^{iW[J_+,J_-]}
\propto \int D\phi' \int e^{-i(S[\phi_-]+\int d^4x J_- \phi_-)} \mu_1[\phi_-]d\phi_-
\times \int e^{i(S[\phi_+]+\int d^4x J_+ \phi_+)} \mu_1[\phi_+]d\phi_+. \tag{8}
\end{equation}

where the functional integral over $\phi'$ takes care of a potentially complicated boundary condition $\phi_+ = \phi_- = \phi$ on $\Sigma$, with $\Sigma$ the space-like hypersurface that defines an instant of time which serves as the turnaround point for the integration contour. The integral measure terms $\mu$ have to be chosen carefully, and aren’t guaranteed to be the same as in flat space; there is some discussion of this in various places, for instance, in \cite{21}.

With this setup the Green’s functions are generated by taking functional derivatives with respect to $J_+$ and $J_-$. Finally the sources are set to equal and then zero, as in the usual path integral formalism, but different combinations still yield different propagators: two derivatives with respect to $J_+$ yield the time ordered 2-point propagator, two derivatives with respect to $J_-$ give the anti-time ordered propagator, and the mixed derivatives give no time ordering; more details can be found in \cite{21}.

### III. CURVED SPACETIME LSZ REDUCTION FORMULA

It is possible to derive reduction formulae analogous to those of flat space-times also for curved backgrounds. This was originally done by Birrell and Taylor in \cite{15}. We note that the primary difference in the derivation of the flat and curved space-time reduction formulae is that one cannot use simple relation $|\text{in}, 0\rangle = |\text{out}, 0\rangle$. This means non-trivial Bogoljubov coefficients are present — since the creation and annihilation operators for the out and in vacuums are different, one obtains extra terms in the reduction formula.

We simply quote the end result of a lengthy derivation; for one species of scalar field the matrix element reads as

\begin{align}
\langle \text{out}, \{ k_i \}^{(s)} | \text{in}, \{ p_i \}^{(r)} \rangle &= \sum_{\rho} \gamma^{(r-l)/2} \\
&\times \left[ O(z_{\rho(1)}) \cdots O(z_{\rho(k)}) \alpha_{m_{(k+1)}n_{(k+1)}}^{-1} \cdots \alpha_{m_{(1)}n_{(1)}}^{-1} \right] \\
&\times \Lambda_{\rho(l+1)p(l+2)} \cdots \Lambda_{\rho(r-1)p(r)} \sum_{\sigma} i^{l-\omega+k}/2 \\
&\times Q_{\omega(z_\alpha)} \times \sum_{\omega} V_{\sigma(z_{\alpha+1})} \cdots V_{\sigma(z_{\alpha+k})} \\
\langle \text{out}, 0 | T(\phi(z_{\alpha+1}) \cdots \phi(z_{\alpha+k})) | \text{in}, 0 \rangle \right]. 
\end{align}

Here, the sums are understood to be over permutations of indices; $O_\alpha = i \sum_{\rho} \alpha_{m_{\rho}n_{\rho}}^{-1} \int \sqrt{-g_\alpha} d^3z \bar{f}^l(\bar{z})$ is an integral operator for incoming particle with mode functions $f^l$, and $Q_\alpha$ is the corresponding operator for outgoing particle with mode function $f^r$. The numbers $s$ and $r$ indicate how many particles are present in the sets $\{ k_i \}^{(s)}$ and $\{ p_i \}^{(r)}$, and $\alpha$ and $\beta$ are Bogoljubov coefficients, and $V$ and $A$ are combinations of Bogoljubov coefficients given by $A_{ij} = i \sum_{\rho} \beta_{m_{\rho}n_{\rho}} \alpha_{m_{\rho}n_{\rho}}^{-1}$ and $V_{ij} = i \sum_{\rho} \beta_{m_{\rho}n_{\rho}} \alpha_{m_{\rho}n_{\rho}}^{-1}$. We define $\alpha$ and $\beta$ in the usual fashion: $\alpha_{ij} = \langle \bar{u}_i, u_j \rangle$, with $u_i$ the mode functions in the in-vacuum, $\bar{u}$ the mode functions in the out-vacuum both of them forming complete sets.

The formula is rather opaque. It is easier to understand it by showing how to reduce just one particle from the in and out-states. For an in-states this is given by

\begin{align}
\langle \text{out}, \{ k_i \}^{(s)} | \text{in}, \{ p \}^{(r)} \rangle &= O_{z_i} \langle \text{out}, \{ k_i \}^{(s)} | T(\phi(z_i)) | \text{in}, \{ p \}^{(r)} - \{ p_i \} \rangle \\
&+ \sum_{j=1}^{r-1} \alpha_{m_{j}n_{j}} \langle \text{out}, \{ k_j \}^{(s)} - \{ k_j \}^{(s)} | \text{in}, \{ p \}^{(r)} - \{ p_i, p_j \} \rangle, 
\end{align}

and for the out-state, the reduction works as

\begin{align}
\langle \text{out}, \{ k_i \}^{(s)} | \text{in}, \{ p \}^{(r)} \rangle &= Q_{z_i} \langle \text{out}, \{ k_i \}^{(s)} - \{ k_i \}^{(s)} | T(\phi(z_i)) | \text{in}, \{ p \}^{(r)} \rangle \\
&+ i \sum_{j=1}^{s} V_{ij} \langle \text{out}, \{ k_i \}^{(s)} - \{ k_i, k_j \} | \text{in}, \{ p \}^{(r)} \rangle. 
\end{align}

More details are found in \cite{15}. In practice, it is easier to use forms \cite{11} and \cite{10} rather than \cite{9}, since it is hard to keep track of the various combinations and permutations involved in \cite{9}. It is worth noting that the reduction formula differs from the flat space-time formula by the introduction of new terms dependent on the Bogoljubov coefficients $V_{ij}$, $A_{ij}$ and $\alpha_{ij}^{-1}$.

Setting $\alpha = I$ and $\beta = 0$, and assuming that there are no "straight-through" particles that have the same momentum in the in and out states, we get the flat space formula.
Also, in static space-times $\alpha = I$ and $\beta = 0$, but, since momentum is not necessarily conserved, one might expect there to be particles with the same four momentum in the in and out states even in the presence of interactions. However, when calculating physical quantities such as decay rates etc., such scenarios represent a set with a zero measure. So, as long as we are not interested in the in-out matrix elements per say but rather observables calculable from them, we can discard the term in involving $\alpha^{-1}$.

IV. THE DIFFERENCES BETWEEN THE IN-OUT AND THE IN-IN FORMALISM

A. Equivalence of the in-out and in-in formalisms in static spacetime

Let us start by proving that the in-in and in-out LSZ formalisms presented in the previous sections are in fact equivalent in static spacetimes. This seems intuitive, since in static space-times the in and out vacuums are the same; it is also manifestly true if we calculate in-out amplitudes by setting $(k_i,\text{out}|p_1,\text{in}) = \sum_m (k_i,|p_1,m,\text{in})|k_m,\text{in}|p_1,\text{in})$, since then the Bogoljubov factor $(k_i,|p_1,m,\text{in})$ is just 1. We should therefore be greatly distressed if it turned out the LSZ formula wasn’t equal to the in-in formalism in static spacetimes. We will prove this for two fields — the generalization is easy to see.

Let $\phi^1, \phi^2$ be the fields associated with the system having a static spacetime in D dimensions, with $\phi^2$ the outgoing and $\phi^1$ the incoming fields, and $a^1, a^2$ the associated annihilation operators. Let the mode functions be called $f^1$ and $f^2$ respectively. The interaction is then assumed to be of the form $\lambda (\phi^1)^2 (\phi^2)^2$. In that case, the added up formalism gives the series

$$
\langle k_1...k_m|S|p_1...p_l \rangle = \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \int d^D z_k \sqrt{-g_{zz}} L_1(z_k) |p_1...p_l \rangle
$$

(12)

$$
= \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} (a_{k_1}^2) \ldots (a_{k_m}^2) \prod_{k=0}^{n} \int dz_k \times \sqrt{-g_{zz}} L_1(z_k) (a_{k_1}^\dagger) \ldots (a_{k_m}^\dagger) |0 \rangle
$$

(13)

$$
= \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \left( \int dk_1 \ldots dk_m [a_{k_1}^2, (a_{k_1}^\dagger) \ldots [a_{k_m}^2, (a_{k_m}^\dagger) \ldots ] \right)
\times \prod_{k \in L} \int d^D z_k \sqrt{-g_{zz}} (f_{k_1}^2(z_k) \ldots f_{p_1}^1(z_k) |0 \rangle
$$

(14)

Here, we understand $L$ to be the set of such $n$ that the vacuum is not annihilated. Also, we take the measures $k_i$ to contain both the discrete and continuous part of the spectra.

The annihilation and creation operators have been replaced with commutators, since $aa^\dagger |0 \rangle = [a, a^\dagger]|0 \rangle$. Note that in $[14]$, there are also commutators that are combinations of internal vertices only. The commutators simply produce Dirac deltas and some terms related to normalization, which ought to be canceled by the integrals over the spectrum; hence we can simply do those integrals and end up with

$$
\langle k_1...k_m|S|p_1...p_l \rangle = \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \sum_{\sigma} \sigma \prod_{k \in L} \int d^D z_k \sqrt{-g_{zz}} (f_{k_1}^2(z_k) \ldots f_{p_1}^1(z_k)).
$$

(15)

Here we take the sum over $\sigma$ to be a sum over all the different Feynman diagrams arising from $[14]$, each of course having its own combinatorial factor $\sigma$. Again, note that this expression can contain loop terms, and in the general case we do not assume that the series is renormalizable.

We now compare to the in-out formalism. First, we note that the reduction formula is much simplified in the static case; it reads

$$
\langle k_1...k_m|p_1...p_l \rangle = \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \int d^D y_n d^D x_j \sqrt{-g_{zz}} \langle 0 | T(\phi^2(y_n) \phi^1(x_j) |0 \rangle
$$

$$
\times \left( \int d^D y_n \right) \left( \int d^D x_j \right) \sqrt{-g_{zz}} \langle 0 | T(\phi^2(y_n) \phi^1(x_j) |0 \rangle
$$

(18)

Starting off from this formula, we get immediately

$$
\langle k_1...k_m|p_1...p_l \rangle
$$

(17)

$$
= \prod_{n=1,j=1}^{m,l} \left( \int d^D y_n d^D x_j \sqrt{-g_{zz}} \langle 0 | T(\phi^2(y_n) \phi^1(x_j) |0 \rangle
$$

$$
\times \left( \int d^D y_n \right) \left( \int d^D x_j \right) \sqrt{-g_{zz}} \langle 0 | T(\phi^2(y_n) \phi^1(x_j) |0 \rangle
$$

(19)

Note that we have written an equals sign to the series expansion, even though it has been argued that many series in QFT are asymptotic [30]. Hence the equality is only formal. We can now apply the operators $K$ recursively in to the expectation value of the free fields. Let us denote them with $\tau$, as previously. Then we can see that

$$
\prod_{n,j,v} \left( \frac{-i}{\sqrt{-g_{zz}}} \right) \left( \frac{-i}{\sqrt{-g_{zz}}} \right) \delta(x_{\tau_{1}} - z_{\tau_{1}}) \delta(y_{\tau_{4}} - z_{\tau_{4}})
$$

(20)
The permutations $\sigma$ are over all the possible ways to connect the different indices, not including combinations of external vertices such as $\delta(x_1 - x_2)$, $\delta(y_1 - y_2)$ and so on. It may not seem immediately obvious that such terms aren’t allowed from this form; showing why this is the case is illustrative. Whenever one ends up with a Dirac delta connecting two external vertices, one necessarily ends up being unable to do one of the integrals over the external vertices:

$$\int d^D y_i \sqrt{-g_{x_i}} d^D x_j (f^2(y_i))^* f^1(x_i) K_{x_i} \delta(y_i - x_i). \quad (21)$$

Due to the properties of the Dirac delta function, this is equivalent to

$$- \int d^D y_i \sqrt{-g_{x_i}} dx_j (f^2(y_i))^* (K_{x_i} f^1(x_i)) \delta(y_i - x_i). \quad (22)$$

But according to definition, $K_{x_i} f^1(x_i) = 0$. So all such terms end up vanishing; this is true regardless of whether the metric is static or not — this observation does not even require the equation of motion to be separable to space and time dependent parts (although in such cases canonical quantization tends to be impossible).

Now we note that the metric terms are cancelled immediately by the prefactors in (20), and since they produce canonical quantization tends to be impossible.

But according to definition, $K_{x_i} f^1(x_i) = 0$. So all such terms end up vanishing; this is true regardless of whether the metric is static or not — this observation does not even require the equation of motion to be separable to space and time dependent parts (although in such cases canonical quantization tends to be impossible).

Now we note that the metric terms are cancelled immediately by the prefactors in (20), and since they produce canonical quantization tends to be impossible.

The equivalence of the previous section does not hold for more complicated spacetimes; it obviously does not hold for time-dependent metrics, where spontaneous (massive) particle creation is possible. Nevertheless, the in-in formalism is frequently applied to such problems, and not without reason. A similar calculation as above in fact also applies for particle processes in which the out-state contains only conformally coupled massless particles.

For concreteness, consider $\langle k_1 k_2 | p_1 \rangle$, where $k_i$ are associated with a conformally coupled massless field and $p_1$ is a massive particle. Associate the operators $Q, \psi$ to the massless particles, $O, \phi$ to the massive particle. The LSZ formula yields the result

$$\langle k_1 k_2 | p_1 \rangle = Q_{y_2} Q_{y_1} O_{z_1} \langle 0, \text{out} | T \psi(y_2) \psi(y_1) \phi(x_1) | 0, \text{in} \rangle + O_{z_1} i V_{k_1 k_2} \langle 0, \text{out} | \phi(x_1) | 0 \rangle. \quad (24)$$

The second term looks curious, and certainly differs from the in-in amplitude. But since it depends on Bogoljubov factors $\beta$, and since those are zero for a conformally coupled massless field, the term is zero. The argument easily generalizes to any number of conformally coupled particles in the out-state and massive particles in the in-state. Incidentally, this means that the cosmological in-in calculations in [18-20] involving a decay process in to massless particles are genuinely unaffected by the time-dependence of the metric — it only comes in to play when finding the mode functions, but the in-out calculation would produce the exact same result as the in-in calculation. This is the same result as the assertion in [19]: the LSZ formula offers some concreteness to the argument presented there.

We will return to the time-dependent case in Section V.E when we look at some terms in the energy density of a Robertson-Walker metric.

V. CASE STUDIES

We will now work out two particular cases to make the previous discussion concrete. The first is a static spacetime calculation to illustrate the use of the LSZ formula and works exactly the same way as the calculation for two fields done here. Whether this is a sensible thing to do in the in-out case will be discussed later, when we give examples.

It is worth noting that the LSZ formula and the in-in formalism are of course equivalent in the flat spacetime case. However, even for the case of a static spacetime, the result is not that easy to see directly from the LSZ formula. The presence of a non-trivial metric forces the equations in to a more complicated form. These ideas should become clearer with the examples that follow.

B. In-out amplitudes in non-static spacetimes

The equivalence of the previous section does not hold for more complicated spacetimes; it obviously does not hold for time-dependent metrics, where spontaneous (massive) particle creation is possible. Nevertheless, the in-in formalism is frequently applied to such problems, and not without reason. A similar calculation as above in fact also applies for particle processes in which the out-state contains only conformally coupled massless particles.

For concreteness, consider $\langle k_1 k_2 | p_1 \rangle$, where $k_i$ are associated with a conformally coupled massless field and $p_1$ is a massive particle. Associate the operators $Q, \psi$ to the massless particles, $O, \phi$ to the massive particle. The LSZ formula yields the result

$$\langle k_1 k_2 | p_1 \rangle = Q_{y_2} Q_{y_1} O_{z_1} \langle 0, \text{out} | T \psi(y_2) \psi(y_1) \phi(x_1) | 0, \text{in} \rangle + O_{z_1} i V_{k_1 k_2} \langle 0, \text{out} | \phi(x_1) | 0 \rangle. \quad (24)$$

The second term looks curious, and certainly differs from the in-in amplitude. But since it depends on Bogoljubov factors $\beta$, and since those are zero for a conformally coupled massless field, the term is zero. The argument easily generalizes to any number of conformally coupled particles in the out-state and massive particles in the in-state. Incidentally, this means that the cosmological in-in calculations in [18-20] involving a decay process in to massless particles are genuinely unaffected by the time-dependence of the metric — it only comes in to play when finding the mode functions, but the in-out calculation would produce the exact same result as the in-in calculation. This is the same result as the assertion in [19]: the LSZ formula offers some concreteness to the argument presented there.

We will return to the time-dependent case in Section V.E when we look at some terms in the energy density of a Robertson-Walker metric.
for extracting a perturbation series. We compare it also to the in-in calculation.

We then do a calculation for the Robertson-Walker metric, emphasizing certain aspects of particle creation that are opaque in the in-in formalism. In particular, it is possible to extract information about the number of particle pairs generated by the spacetime.

A. 1+1 dimensional case, $g = 2ax \eta$

The model we will be doing the calculations for has the metric $g_{\mu \nu} = 2ax \eta_{\mu \nu}$, which we solve for $x \geq 0$. The metric is conformally flat. We will calculate the decay channel $\phi \rightarrow \psi \psi$, where $\phi$ is a massive scalar and $\psi$ is a massless one. Our aim is to calculate the decay rate $\Gamma_{\phi \rightarrow \psi \psi}$. The diagrams up to first order can be seen in Figure 1.

The Lagrangian is

$$L = \int d^2x \sqrt{-g} \left[ \mathcal{L}_{\phi, \text{free}} + \mathcal{L}_{\psi \psi, \text{free}} + \mathcal{L}_{\text{int}} \right],$$

$$\mathcal{L}_{\text{int}} = -\lambda \phi \bar{\psi} \psi.$$

The free particle Lagrangians are the same as in flat space-time, and the metric is the one given above.

For non-interacting fields we have two different equations of motion. In the massless case, we end up with the same exponential modes as for a flat space-time. For the massive field, we are lead to the mode equation

$$\left( -\frac{d^2}{dx^2} - \omega^2 + 2axm^2 \right) \chi(x) = 0$$

from which, given the boundary condition $\chi(0) = 0$, we get the normalized (in accord with [13]) eigenfunctions

$$\chi_n(x) = \mathcal{N} \text{Ai} \left( \frac{-\omega_n^2 + 2am^2x}{2^{2/3}(am^2)^{2/3}} \right),$$

$$\mathcal{N} = \sqrt{\frac{2am^2}{2^{2/3}(am^2)^{2/3}}},$$

Here, $\text{Ai}$ is the Airy function and $\zeta_n$ are its zeros [31], which all are negative. The inner function of $\text{Ai}$ in Eq. [28] we denote by $f(x, \omega)$. In our case, because of the boundary condition we have chosen, the energy eigenvalues are given by

$$\omega_n^2 = -2^{2/3}(am^2)^{2/3} \zeta_n.$$

It is worth noting, that our calculation differs from [13] because of this boundary condition: we in effect insist that particles do not "leak" out of the universe defined by $x \geq 0$. This results in a discrete spectrum labeled by positive integer $n$.

The solution [28] leads to a field operator of the form

$$\phi(x) = \sum_n \mathcal{N} \text{Ai} \left( \frac{-\omega_n^2 + 2am^2x}{2^{2/3}(am^2)^{2/3}} \right) \left[ e^{-i\omega_n t} a^\dagger + e^{i\omega_n t} a \right],$$

which are to be used in our calculations. We will also denote the differential operator, the Klein-Gordon operator, in [27] by $K_x$.

1. In-in probability amplitude

Using field operator [31], we want to calculate $|\langle \psi_{k_1} \psi_{k_2} | S | \phi_p \rangle|^2$; this is the tricky part of obtaining the decay rate. As the appearing time integral results in a Dirac delta, to first order we end up with the matrix element

$$S^p_{k_1, k_2} = -i2\lambda \delta(\omega_{k_1} + \omega_{k_2} - \omega_p) \times \int dx \left[ \chi(x) \psi_p^2(x) \sqrt{-g} \right].$$

where $\omega_p$ is the incoming particle energy having possible values given by Eq. [30], and $\psi_p(x)$ is the spatial part of the flat-space Klein-Gordon solution.

After rather standard technical calculations (some details in Appendix A), we find

$$\Gamma_{\phi \rightarrow \psi \psi} = \frac{16\pi^3a\lambda^2}{\omega_p^2m^2 \text{Ai}'(\zeta_n)^2} I_n,$$

where

$$I_n = \int_0^\infty dy dy' y'y' \text{Ai}(\zeta_n + y) \text{Ai}(\zeta_n + y') \times \left[ \cos(\sqrt{-\zeta_n}(y - y')) + J_0(\sqrt{-\zeta_n}(y - y')) \right].$$

with $J_0$ a Bessel function of the first kind. The integral $I_n$ is only a numerical quantity and the essential parameter dependencies of the rate are included in its prefactor. Note also, that as the metric space is static the decay rate is time independent. Figure 2 illustrates the decay rates for various parameter combinations.

FIG. 1. The possible first order Feynman diagrams for the decay of a massive particle in to two massless ones. Note, that generally neither diagram (a) nor (b) conserves momentum; obviously the latter diagram never conserves energy, since a particle is spontaneously created by the background. In our metric, which is static, there is no background-induced particle creation, so (b) does not contribute.

(\(f_i\))
2. LSZ reduction formula

For the case of a static spacetime, the formula (39) can be vastly simplified. First of all, the combinations Λ and V of Bogolubov coefficients are trivial. The outgoing modes will be plane waves, and incoming modes will be the Airy functions. We end up with the reduction formula

\[
\langle k_1 k_2 | \omega_p \rangle = i N \int d^2 y_1 d^2 y_2 d^2 x_1 \frac{1}{\sqrt{-g_{y_1} g_{y_2} g_{x_1}}} e^{ik_1 y_1 + ik_2 y_2} \times \text{Ai}(f(x, \omega)) e^{-i\omega|t}\mathcal{K}_{y_1} \mathcal{K}_{y_2} \mathcal{K}_{x_1} \langle 0 | T(\psi(y_1) \psi(y_2)) \phi(x_1) | 0 \rangle
\]

(35)

We now develop the Green’s function as a series and use methods given in [15] to reduce the resulting expression. To first order

\[
\langle 0 | T(\psi(y_1) \psi(y_2)) \phi(x_1) | 0 \rangle \approx i \lambda \int d z \sqrt{-g_z} \times \langle 0 | T\psi_0(z) \phi_0(z) \phi_0(y_1) \phi_0(y_2) \phi_0(x_1) | 0 \rangle
\]

(36)

where the subscript 0 denotes free field here. Then, generically according to Birrell and Taylor (14, Eq. 3.15),

\[
\mathcal{K}_{x_1} \tau(x_1, x_2, \ldots x_n) = -\frac{i}{\sqrt{-g_x}} \sum_{j=1}^{n} \delta(x - x_j) \times \tau(x_1, x_2, x_{j-1}, x_{j+1}, \ldots x_n)
\]

(37)

\[
\tau(x_1, x_2, \ldots x_n) = \frac{\langle \text{out}, 0 | T \phi(x) \ldots \phi(x_n) | \text{in}, 0 \rangle}{\langle \text{out}, 0 | \text{in}, 0 \rangle}
\]

(38)

First we calculate the first \(\mathcal{K}_{x_1}\) operation in (35). According to equation (37), only one term survives,

\[
\mathcal{K}_{x_1} \tau(x_1, y_1, y_2, z^\psi, z^\psi, z^\psi) = -\frac{i}{\sqrt{-g_{x_1}}} \left[ \delta(x_1 - z) \tau(y_1, y_2, z^\psi, z^\psi) \right]
\]

(39)

while the rest of the terms are zero. Note, that the coordinates \(z^\psi, z^\psi\) are all equal to the interaction point coordinate \(z\) while we have labeled them just for for book keeping purposes.

Next apply the \(\mathcal{K}_{y_2}\) operation. Again, according to (37),

\[
\mathcal{K}_{y_2} \tau(y_1, y_2, z^\psi, z^\psi) = -\frac{i}{\sqrt{-g_{y_2}}} \left[ 2\delta(y_2 - z) \tau(y_1, z^\psi) + \delta(y_2 - y_1) \tau(z^\psi, z^\psi) \right]
\]

(40)

where the factor two emerges from two separate but similar terms with same coordinate \(z^\psi\). Finally we apply \(\mathcal{K}_{y_1}\): obviously the only term left is

\[
\mathcal{K}_{y_1} \tau(y_1, z^\psi) = -\frac{i}{\sqrt{-g_{y_1}}} \delta(y_1 - z)
\]

(41)

as the operation to the latter term, \(\mathcal{K}_{y_2} \delta(y_2 - y_1) \tau(z^\psi, z^\psi)\), gives effectively zero due to the Dirac delta function integration property \(\int dx \delta(x - y) f(x) = -\int dx \delta(x - y) \partial_x f(x)\).

We may now insert eqs. (39)-(41) in to (35), yielding

\[
\langle k_1 k_2 | \omega_p \rangle = -2i\lambda N \int d^2 z \sqrt{-g_z} e^{ik_1 z - ik_2 z} \text{Ai}(f(z, \omega)) e^{-i\omega|t}
\]

(43)

But this is exactly the same expression that we end up with in the added-up calculation — the steps taken in the appendix apply to this integral just as well.

In this case, it was easy to see the LSZ and added-up calculations give the same results. Let us now look at a time-dependent case.

B. Quartet creation in a time-dependent metric

In this case, we investigate the creation of massive scalar particles in a time-dependent metric, i.e. the matrix element \(\langle k_1 k_2 k_3 k_4 | 0 \rangle\). Such a process exists e.g. in
the Robertson-Walker metric with the $\phi^4$ interaction [32]. From the reduction formula we get:

$$
\langle \text{out}, k_1 k_2 k_3 k_4 | 0, \text{in} \rangle = Q_{y1} Q_{y2} Q_{y3} Q_{y4} \langle 0, \text{out} | T \delta(y_1) \delta(y_2) \delta(y_3) \delta(y_4) | 0, \text{in} \rangle + i \sum_{a} V_{y1(1), y2(2)} V_{y3(3), y4(4)} \langle 0, \text{out} | T \phi(y_1) \delta(y_2, y_3) \phi(y_4) | 0, \text{in} \rangle
$$

$$
- (V_{k_1, k_2} V_{k_3, k_4} + V_{k_1, k_3} V_{k_2, k_4} + V_{k_1, k_4} V_{k_2, k_3}) \langle 0, \text{out}, 0, \text{in} \rangle
$$

(44)

We may interpret these as follows. The first term gives essentially the in-in amplitude, as discussed in [32] for quartet creation: the self-interaction simply creates 4 particles and it corresponds figure 3. The following term, containing a sum over all possible combinations of $k_i$ indices, indicates a process by which two particles are generated by the space-time, two are created by self-interaction containing loop diagram to be renormalized (figure 3). Finally, the last term (figure 3c) is a process in which all the four particles observed were generated by the space-time with no regard for the interaction, i.e. they are generated gravitationally. Hence, the amplitude is a sum of all the possible ways in which one could end up with four particles in the (asymptotically flat) out-vacuum. This seems to make sense: an observer with a detector may detect particles created for any of the above reasons.

Thus, there is some interesting information that can be extracted from the in-out formalism but not from the in-in formalism: the likelihood of the different space-time particle creation processes. In the in-in formalism, particle creation by the space-time is taken in to account by performing the Bogoljubov transformation to the creation and annihilation operators. In the in-out formalism, to get the full density of particles created by the space-time, one must take in to account possibilities $\langle k_1 k_2 |, \langle k_1 k_2 k_3 k_4 |, \langle k_1 k_2 k_3 k_4 k_5 k_6 |$, and so on (compare with the calculation in [32], in principle, an infinite number of particle pairs might be created at once. However, in-in formalism, one gets the density of particles by integrating over the square of the Bogoljubov coefficient $\beta_{ij}$.

Let us have a look at the space-time generation of a particle pair for a very simple case: the 1+1 Robertson-Walker universe, for which calculations are performed in ref. [32] using the in-in formalism (see also [1]). The line element is $ds^2 = dt^2 - a^2(t) dx^2$, which can be written in conformal form as $ds^2 = C(\eta) (d\eta^2 - dx^2)$. Choosing the conformal factor as $C(\eta) = A + B \tanh \eta$, we make the following points:

- This universe is flat in the remote past and future.
- The amount of expansion is given by $2B$.
- The speed or ”suddenness” of the expansion is proportional to $\eta$, which we call rapidity parameter.

For such a universe, the Bogoljubov coefficients are (details can be found in, for example, [1]):

$$
\alpha_k = \left( \frac{\omega_{\text{out}}}{\omega_{\text{in}}} \right)^{1/2} \frac{\Gamma\left(1 - (i\omega_{\text{in}})/r \right) \Gamma\left(-i\omega_{\text{out}}/r \right)}{\Gamma\left(-i\omega_{\text{in}}/r \right) \Gamma\left(1 + (i\omega_{\text{in}})/r \right)}
$$

(45)

$$
\beta_k = \left( \frac{\omega_{\text{out}}}{\omega_{\text{in}}} \right)^{1/2} \frac{\Gamma\left(1 - (i\omega_{\text{in}})/r \right) \Gamma\left(i\omega_{\text{out}}/r \right)}{\Gamma\left(i\omega_{\text{in}}/r \right) \Gamma\left(1 - (i\omega_{\text{in}})/r \right)}
$$

(46)



With $\alpha_{kk'} = \alpha_k \delta_{kk'}$, $\beta_{kk'} = \beta_k \delta_{kk'}$ and

$$
\omega_{\text{in}} = (k^2 + m^2(A - B))^{1/2},
$$

(47)

$$
\omega_{\text{out}} = (k^2 + m^2(A + B))^{1/2},
$$

(48)

$$
\omega_{\pm} = \frac{1}{2} (\omega_{\text{in}} \pm \omega_{\text{in}}).
$$

(49)

From these, one can infer

$$
|\alpha_k|^2 = \frac{\sinh(\pi \omega_{\text{in}}/r)}{\sinh(\pi \omega_{\text{in}}/r) \sinh(\pi \omega_{\text{out}}/r)}
$$

(50)

$$
|\beta_k|^2 = \frac{\sinh(\pi \omega_{\text{out}}/r)}{\sinh(\pi \omega_{\text{in}}/r) \sinh(\pi \omega_{\text{out}}/r)}
$$

(51)

Using the in-in formalism, one can calculate the total number density of the particles created by space-time to the out-state, $\rho_{\text{out}} = \langle 0, \text{in} | a_{\text{in}} a_{\text{out}} | 0, \text{in} \rangle = \int dk |\alpha_k|^2$, by using the properties of the Bogoljubov transformation.

Next we are now interested in computing the portion of this density caused by pair creation instead of quartet and higher order terms. We do this by applying the LSZ formula to the state $\langle k_1 k_2 | 0 \rangle$ and setting interactions to zero. Then

$$
\langle k_1 k_2, \text{out} | 0, \text{in} \rangle = i V_{k_1, k_2}.
$$

(52)

We can compute $V_{k_1, k_2}$ by using the definition $V_{k_1, k_2} = i \sum_k \beta_{kk'} \alpha_{kk'} = i \int dk |\beta_k|^2 |\alpha_k|^2$.

Investigating then $\langle k_1 k_2, \text{out} | N | k_1 k_2, \text{out} \rangle$, which we do by using (52) as the amplitude for a two-particle creation process, we find the density of particles created by a pair creation process

$$
\rho_{\text{pair}} = \int dk |\beta_k|^2 |\alpha_k^{-1}|^2,
$$

(53)
which is compared numerically to the total number of particles created, the ratio $\rho_{\text{pair}}/\rho_{\text{tot}}$, in figure 4. The numerics indicate that the proportion of four or more particle creation processes grows strongly along with growing rapidity parameter $\rho$ and amount of expansion $B$. Indeed, there are two asymptotics that are of special interest: the slow expansion limit near $r = 0$, and the limit $r \sim \infty$ of sudden expansion. Near $r = 0$ the in-in formalism and the two-particle LSZ process give the same results as expected. The other asymptotic case $\rho \sim \infty$ is analytically too complicated for the LSZ case, but numerical calculations suggest that two particle creation process goes towards a non-zero asymptotic value. The asymptotic constant gets lower as $B$ gets larger.

VI. DISCUSSION

We have seen that the in-in and in-out formalisms are, as expected, equal in the case of static spacetimes, and even equal in some limited cases of time-dependent metrics when massless conformally coupled particles are involved. Though this can be proved in a general fashion, we have done it here by a direct calculation applying perturbation theory. We have also shown that certain conceptual issues can be clarified using the in-out, rather than the more customary in-in, formalism. The calculations here give a practical example to learn from for doing curved space LSZ calculations.

The analysis shows that using the in-out formalism, we gain access to more information than with the in-in formalism, even though the physical observables calculated are the same. With the in-out formalism, we can see which channels are more or less likely sources of particle creation. In principle this allows us also to calculate the contribution of any creation channel at will, or cut off either low-energy or high-energy channels. Calculations will rapidly become more complicated as higher-order terms are taken into account, as the in-out formalism contains more diagrams for each order of the series. Use of the in-out formalism could potentially lead to new insights in e.g. perturbative cosmological calculations; it might be interesting to see whether suppressing some channels would significantly change physical conclusions.

Appendix A: Details of the added-up probability calculation

Starting with (32) and denoting the creation operators of the $\phi$-field with $a^i$, and $b^i$ for $\psi$, we note that $|\phi_p\rangle = a^i_p|0\rangle$ and $\langle\psi_{k_1}\psi_{k_2}| = \langle 0|b^i_{k_1}b^i_{k_2}$. Hence only a few terms survive in (32). We obtain

$$\langle S^p_{k_1,k_2} \rangle^2 = 4\pi^2 \lambda^2 \delta(\omega_{k_1} + \omega_{k_2} - \omega_p) \int_0^\infty \int_0^\infty dx dx' (2a)^2 xy' N^2 \text{Ai}(\frac{-\omega_p^2 + 2am^2x}{22/3 (am^2)^{2/3}}) \text{Ai}(\frac{-\omega_p^2 + 2am^2x'}{22/3 (am^2)^{2/3}}) e^{i(k_1+k_2)(x'-x)}

= (2a)^2 N^2 4\pi^2 \lambda^2 \delta(\omega_{k_1} + \omega_{k_2} - \omega_p) \int_0^\infty \int_0^\infty dx dx' g(x,x') e^{i(k_1+k_2)(x'-x)},$$

(A1)

where we have denoted all the solely $x$-dependent terms as $g(x,x')$, which thus includes the Airy functions and vector $x x'$. Since we are interested in the total decay rate, the momenta $k_1$ and $k_2$ must be integrated over. With the measure is $dk = \frac{dk}{\sqrt{2\pi}}$, the integrals are doable analytically. Firstly, the Dirac delta function makes the first integral
trivial. The second integral splits into four parts, according to whether \( k \) is negative or positive. We get the integral

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\tilde{k}_{1} d\tilde{k}_{2} \frac{d^{2} k_{1} k_{2}}{k_{1}^{2} k_{2}^{2}} = (2a)^{2} N^{2} 2\pi^{2} \int_{0}^{\infty} dx dx' g(x, x') \left[ \int_{-\infty}^{\omega_{p}} \frac{d\tilde{k}_{2}}{2 \sqrt{|k_{2}| - |\omega_{p}|}} e^{i\left(k_{2} - k_{2} - \omega_{p}\right)(x' - x)} \right. \\
+ \left. \int_{-\omega_{p}}^{\omega_{p}} \frac{d\tilde{k}_{2}}{2 \sqrt{|k_{2}| - |\omega_{p}|}} e^{i\left(k_{2} - k_{2} + \omega_{p}\right)(x' - x)} \right]
\]

\[
= (2a)^{2} N^{2} 2\pi^{2} \int_{0}^{\infty} dx dx' g(x, x') \pi \left( \cos(\omega_{p}(x' - x)) + J_{0}(\omega_{p}(x' - x)) \right).
\]

(A2)

Then we perform the variable change \( y = \frac{2am^{2}x}{(2am^{2})^{1/3}} = \frac{y}{(2am^{2})^{1/3}} \). Because \( \frac{-\omega_{p}^{2}}{(2am^{2})^{1/3}} \) is supposed to be a constant, an Airy function zero \( \zeta_{n} \), \( n = 1, 2, 3, \ldots \), we obtain

\[
g(y, y') = \frac{y'y'}{(2am^{2})^{2/3}} \text{Ai}(\zeta_{n} + y) \text{Ai}(\zeta_{n} + y'), \]

(A3)

\[
\cos(\omega_{p}(x' - x)) = \cos\left(\omega_{p}\left(\frac{y}{(2am^{2})^{2/3}} - \frac{y'}{(2am^{2})^{2/3}}\right)\right) = \cos(\sqrt{-\zeta_{n}}(y - y')).
\]

(A4)

\[
J_{0}(\omega_{p}(x' - x)) = J_{0}(\sqrt{-\zeta_{n}}(y - y')).
\]

(A5)

We now get the desired result \([15]\) directly by combining the three terms, and dividing by the flux factor \( 4\omega_{p}^{3} \).
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