I. INTRODUCTION

We consider the problem of detecting the presence or absence of some phenomenon of interest from a large collection of time series, a subset of which are predictive, but whose precise mathematical relationship to the phenomenon of interest is a-priori unknown. Variants of this fundamental problem arise in areas such as finance, neuroscience and brain computer interfaces, structural health monitoring, machine diagnostics, and anomaly detection, just to name a few. All of these areas present the analyst with time series, which may be noisy, and only a few of which may be relevant to the prediction task at hand.

Our applied motivation comes from gravitational-wave astrophysics, which uses gravitational phenomena to study the properties of the universe and its occupants. This scientific quest is driven by extraordinarily sensitive detectors, such as KAGRA, Virgo and LIGO [1–12], which can detect spatial effects as small as $(10^{-19}m/\sqrt{\text{Hz}})$. A major confounding factor is the presence of noise transients, a.k.a. glitches, in the detector output—non-astrophysical nuisances caused by factors as varied as seismic and ionospheric activity, nearby road and train traffic, optical effects within a detector, etc. They can obscure or even mimic gravitational waves, so it is important to distinguish them from true astrophysical signals. One avenue is to make use of terrestrial information about the detector: glitches which can be predicted based on the auxiliary data of the detector alone (without using actual detector output) are unlikely to be astrophysical in origin.

[13] introduced a first demonstration of this concept, leveraging the more than 200,000 additional data streams a detector records (referred to as auxiliary channels) to predict glitches with moderate to high accuracy. This method is based on classical tools: one first extracts hand-crafted features from each of the potentially informative subset (about 40,000) of auxiliary channels around the time in question, and then applies sparse logistic regression to perform prediction based on a small subset of these features.

Can we learn better features for glitch detection in gravitational-wave astrophysics? More generally, under what circumstances is it possible to reliably learn from an overwhelmingly large number of noisy and mostly irrelevant data streams? Modern machine learning architectures, such as deep neural networks, learn adaptive features from raw data as well as how to combine those features hierarchically. Compared to classical, manually-defined features, such learned features are bet-
ter able to capture richer properties of raw data relevant to the task, especially in scenarios with complex and/or high-dimensional data such as natural images and audio. Moreover, the hierarchical, nonlinear nature of deep neural networks makes them far more powerful than classical linear models, enabling them to learn complex ways of aggregating and synthesizing information from the output of their learned feature detectors [14–17].

In this work, we systematically explore the properties of several machine learning architectures and evaluate the extent to which they are beneficial for learning a successful classifier in the problem setting described above. In Sec. III we compare the fixed-feature, logistic regression–based model of [13] (which we refer to as FF) to an equivalent linear model with features learned from raw data (which we refer to as LF) and find significant improvement. In Sec. IV, we confirm previous findings that regularization-induced sparsity is essential to learning effective classifiers in this setting and extend it to other more complex models. In Sec. V, we move from flat, linear classifiers to deeper, nonlinear ones and evaluate the effect of depth on performance. In Sec. VI, we discuss our results and synthesize the observations gleaned from this exploration. We believe the insights gained will be valuable beyond the problem setting of gravitational-wave astrophysics.

II. PROBLEM FORMULATION AND PRIOR WORK

We consider the problem of binary classification of a time of interest \( t \) from multiple time series. Given \( P \) time series \( x_1, \ldots, x_P \) where each \( x_p \) is a sequence of time-ordered, real-valued scalar samples

\[
x_p = (x_{p,1}, \ldots, x_{p,T}) \in \mathbb{R}^T
\]
sampled at some frequency \( f_p \), we would like to make a prediction \( y_t \in \{-1, 1\} \), where the labels \(-1\) and \(1\) indicate the presence or absence of some phenomenon of interest at time \( t \). We assume that the \( P \) time series (or a subset of them) encode enough information near time \( t \) to make such a prediction, but make no further assumptions about the structure or content of the time series.

A. Motivating Application: Glitch Prediction in Gravitational Wave Astrophysics

The above problem formulation is motivated by concerns in gravitational-wave astrophysics, which uses incredibly sensitive interferometric detectors to measure small distortions in spacetime created by astrophysical events such as merging black holes. In addition to the main gravitational-wave measurement data, the two detectors of the Laser Interferometer Gravitational-wave Observatory (LIGO) project continuously record hundreds of thousands of time series describing a wide array of aspects of the detector’s internal and external state and environment. These are used for monitoring its many components and subsystems to diagnose errors, identify sources of noise, and so on. In our problem formulation, the time series \( x_1, \ldots, x_P \) represent these auxiliary measurements.

One particularly troublesome ongoing phenomenon is the frequent appearance in the main gravitational-wave data stream of brief, loud noise artifacts commonly known within LIGO as “glitches.” These glitches, which can appear as frequently as every few seconds, significantly hinder the detectors’ sensitivity to the astrophysical phenomena they are intended to measure because they can drown out real astrophysical events or even mimic them, potentially causing false positive detections. Glitches are thought to be attributable to a wide variety of internal and terrestrial sources; identifying, investigating, and mitigating the various types of glitches that appear and their causes has been a major focus of LIGO’s engineering efforts for decades [18–43], often relying on ML techniques. Currently, many glitch types are identified via methods that directly analyze the gravitational-wave data stream along with one or more auxiliary channels, such as seismic motion monitoring. Still, many glitches and glitch types are of unknown origin and, if history is a predictor, many new glitch types will emerge in the future.

In contrast, in this work, our goal is to predict glitches using only information hidden in undiscovered subsets of the auxiliary channels. Phenomena which are predictable from only auxiliary channels that are not sensitive to gravitational waves are clearly terrestrial in nature and can be flagged as such.

a. Ground-truth labels. In our general problem formulation, the target labels \( y_t \in \{1, -1\} \) represent the presence and absence of glitches in the gravitational-wave data stream, and the goal is to accurately predict these labels. Following [13], the labels we use for training and evaluation are computed by Omicron [44], an existing excess power based transient search that directly analyzes the main gravitational-wave data stream to identify glitches. Also following [13], we choose negative examples (“glitch-free points”) by randomly sampling points in time that are sufficiently distant from any time identified by Omicron as containing a glitch.

B. Prior Work: Glitch Prediction with Fixed Features and Shallow Models

The possibility of making such predictions was recently demonstrated in the initial work of [13]. The FF method of [13] is based on classical statistical tools: it extracts certain hand-crafted features from the auxiliary channels \( x_p \) and then predicts the label \( y_t \) by linearly combining these features and passing them through a sigmoid func-
tion to return a probability estimate:
\[ \hat{y}_t = \sigma \left( \sum_{k,p} \omega_{kp} [f_k \ast x_p]_t + b \right). \] (1)

Here, \( \ast \) denotes discrete correlation and \( \sigma(x) \) denotes the logistic function: \( \sigma(x) = (1 + \exp(-x))^{-1} \). The filters \( f_k \) are fixed; in [13], these correspond to certain intuitively-chosen patterns of behavior that might be predictive, such as spikes and level changes. The weights \( \omega_{kp} \) of this linear combination are learned from training data via gradient descent on an objective function that measures the error between the known ground-truth labels \( y_t \) and the current model's predictions \( \hat{y}_t \).

This method achieves 80-85% accuracy in glitch detection on unseen validation and test data. These results demonstrated that glitches can indeed be predicted with moderate accuracy using only auxiliary data and hence that many glitches can be identified as terrestrial in origin and safely discarded, increasing confidence in remaining detection candidates. While these results were inspiring, the FF method is arguably very far from leveraging all of the structure in these complex datasets, and hence very far from optimal in its ability to predict glitches based on auxiliary channels. Limitations of this approach include:

- (i) **Hand-crafted vs. learned features.** The FF method is based on hand-crafted features designed from intuition-based predictions of a few patterns of behavior that might be predictive; it cannot leverage the ability of modern machine learning techniques to learn more expressive, highly tuned features from raw data [14, 17] [Sec. III]

- (ii) **Depth.** Increased depth has consistently been found to improve performance and trainability, even over shallower models with equivalent statistical capacity [16, 17] [Sec. V]

- (iii) **Linear vs. nonlinear models.** The ability of modern models to deal with nonlinear structure in data is crucial; deeper hierarchical models without nonlinear activation functions can be reduced to an equivalent flat model [17] [Sec. V]

In this paper, we systematically investigate these issues, developing a sequence of models which fundamentally improve over the flat, fixed-feature model discussed above. We also adopt aspects of that method that prove to be essential to both approaches—most notably regularization-induced sparsity (Sec. IV)—and describe how we adapt them to our proposed methods.

III. FROM FIXED TO LEARNED FEATURES

The principal weakness of the FF method (Eq. 1), as discussed in [13] and Sec. II B, is that the feature extraction procedure must be defined manually, and optimizing it individually for tens of thousands of time series is not practical. A major factor in the explosive success of modern machine learning methods in the past decade has been their ability to flexibly learn features from raw data rather than rely on inflexible hand-designed features [14, 15, 17]. It is natural, then, to consider whether replacing the fixed features of the above model with learned features would improve its performance.

A. Flat Model With Learned Features

To that end, we first consider a nearly equivalent model which differs from FF only in the computation of features from the raw data \( x_p \). We replace the fixed, manually-defined feature extraction procedure with a convolutional model (defined explicitly in Sec. A1) that learns a filter \( w_{1p}^0 (p \in \{1 \ldots P\}) \) for each of the \( P \) time series. For comparison, we preserve for now all other aspects of the FF model, including its linearity and (lack of) depth.

In the general notation of Sec. A1 (Eq. A1), our learned feature model takes the form

\[ \alpha^1 = \sigma \left( \sum_{p=1}^P w_{1p}^0 \ast x_p + b \right), \] (2)

where, as in Eq. 1, \( \sigma \) is a logistic function. The estimated probability that \( x \) belongs to the class “glitch” is

\[ \hat{y}_t = \alpha^1. \] 

The filters \( w_{1p}^0 \) are jointly optimized during the training process. Below, we refer to this model as LF. As in the FF model, we also apply a sparsifying regularization term to the filters to encourage \( \|w_{1p}^0\|_2 = 0 \) for most \( p \) (see Section IV). The major increase in generality in moving from FF to LF comes from the fact that the \( w_{1p}^0 \) can be arbitrary vectors—in contrast, FF restricts these filters to be linear combinations \( \sum_k \omega_{kp} f_k \) of the fixed filters \( f_k \).

B. Performance Comparison

We now compare the performance of the FF model with an LF model as described above, setting the input data length to 2.5 s to match the amount of time considered by the FF model for each sample. (In Sec. III C, we show that longer input lengths enable significantly better performance, further underscoring the advantages and

---

1 The features described by [13] include several based on standard deviation, a nonlinear function that cannot be implemented as linear convolution. Strictly speaking, therefore, it is not correct to say that the LF model is an exact generalization of an FF model that employs standard deviation or other nonlinear functions. However, the flexibility afforded by learning the feature extractors—even only linear ones—from raw data would almost certainly outweigh any loss of flexibility from restricting ourselves to linear features. This assumption is consistent with our results with the single-layer LF model. Such nonlinear functions could be learned by the deeper models discussed in Sec. V.
FIG. 1. A few of the features learned by an LF model with six-second filters. The x-axes correspond to filter length in seconds; the y-axes show the magnitude of the filter over time. Intuitively, a higher overall magnitude indicates the associated channel is more important to the model’s decisions—when correlated with a higher-magnitude filter, an input data segment will contribute more heavily to the sum and resulting probability estimate than the same segment correlated with a lower-magnitude filter. The lower-right panel shows a filter with magnitude 0, like the vast majority of the learned filters in the model (see Sec. IV).

flexibility of learned features.) For efficiency, we only consider auxiliary channels that are sampled at 16 Hz for both models.

To train the LF and FF models, we follow the procedures described in Section B2 and in [13], respectively, with a few minor modifications to facilitate as direct a comparison as reasonably possible (see Sec. B2 for details). Following [13], we train and evaluate both models on data from LIGO’s Engineering Run 14 (ER14). We draw training data from only the final 10,000 s of the 30,000 s training data period because that work found that 10,000 s was a sufficient amount of data for good performance.\(^2\) We do not subsample glitches during this period, using instead all 8,596 glitches and an equal number of glitch-free points (chosen using the procedure described in [13]) as training data. As discussed in Sec. B2, for the validation results reported we sample a subset of 500 glitches and an equal number of glitch-free points from the validation period; for the test results, we use all glitches present in the test period and an equal number of glitch-free points.

As in [13], for both types of model we perform a grid search over the regularization hyperparameters (using the same grid for both), training models with many parameter settings and evaluating their performance on the validation dataset; we choose the setting that gives the best performance on the validation dataset.

We find that the FF model of [13] achieves an accuracy of 85.9% (with a true positive rate, true negative rate, and loss of 87.6%, 84.1%, and 0.3392 respectively)\(^3\) on the validation dataset, compared to an accuracy of 87.3% (TPR 86.1%, TNR 88.6%, loss 0.3004) for the LF model, an overall 9.9% reduction in relative error rate.

\(^2\) It is possible that compared to the FF model the models presented here would see greater benefit from a longer training data period because of increased flexibility provided by learned features and other aspects; on the other hand, since the learned features are more closely tuned to the training data, they might be less robust to longer-term changes in the state of the detector, e.g. changes in the shape of glitch-predictive features over time. We leave investigation of the optimal length of time from which to draw training data to future work.

\(^3\) The slightly improved performance of the FF model compared to the same model in [13] is most likely due to the combination of modifications to the training procedure described above and the shorter training data period, as [13] reported an overall slight decrease in performance as the length of the training period increased beyond 10,000 s. Also, although we would expect that at least some of the higher-frequency channels contain useful information for the classifier—perhaps even more so, proportionally, than the 16 Hz channels—it is possible that decreasing the data dimensionality improved the model’s ability to identify relevant data by enough to outweigh the benefit of the higher-frequency channels.
On the test dataset, it achieves an accuracy of 85.8% (TPR 91.2%, TNR 80.5%), compared to an accuracy of 88.6% (TPR 86.7%, TNR 90.4%) for the LF model, an overall 19.7% reduction in relative error rate.

### C. Input Segment Length

So far, for the sake of comparison with the FF model, we have limited the input data segment length for the LF model to the 2.5 s surrounding each sample time, matching the amount of data used to compute the hand-defined features of the FF model. As noted in [13], those features—including the length of input data they consider—were chosen largely arbitrarily, and we would like to see whether longer (or shorter) input segments might further improve the performance of learned features.

To that end, we consider input segment length as an additional hyperparameter over which to search while maintaining the same (flat) model structure. Although it would be possible to implement FF models that accept other segment lengths—and the FF model may well also have benefited from considering longer data segments—it is more straightforward to do so with the LF model: we simply adjust a single hyperparameter and let the model decide how best to make use of the additional data.

Our results indicate that a segment length of four to six seconds is ideal for this model and data (see Fig. 2), providing significant improvement over the shorter segments considered previously. Too short, and the model may miss relevant behavior that does not coincide precisely with the appearance of the glitch; too long, and the model may become too difficult to optimize because of the presence of too much extraneous data.

Fig. 1 illustrates some of the features learned in this model. They can reflect behavior such as local maxima (top left, top center); level changes (center left); oscillatory behavior (bottom center); and more complicated effects specific to each channel that are useful for distinguishing between glitchy and glitch-free times. Their shapes represent clues to physical/environmental effects that result in glitches and could help diagnose their origins, highlighting an important added benefit of the LF approach.

By accuracy on our validation dataset, the best-performing LF model over every hyperparameter setting tested achieves an accuracy of 90.9% (TPR 85.8%, TNR 95.6%, loss 0.2423). This represents a 35.5% reduction in error rate over the FF model discussed above (and a 25.5% reduction over the LF model with input length limited to 2.5 s). The lowest validation loss achieved was 0.2376, but this model had slightly worse accuracy at 90.4% (TPR 91.3%, TNR 89.5%). In Section V, we present experimental results with deeper models that further improve performance.

![FIG. 2. Loss on validation dataset (lower is better) vs. feature/input segment length, showing for a given length the best performing model over all hyperparameters tested (i.e., initial learning rate as well as elastic net $\alpha$ and $\lambda$—see Eq. 3 and Fig. 3)](image-url)

### IV. THE ROLE OF SPARSITY

A crucial factor in the success of the FF model was the incorporation of a sparsifying regularization term in the optimization objective function—i.e., a term that encourages many of the weights $\omega_{kp}$ to be set to 0 during training, leaving only the most relevant features to be considered. Not only did this improve the model’s efficiency and interpretability, it also significantly improved its performance compared to a standard, non-sparsifying regularizer on the overall L2 norm of $\omega$. The effectiveness of sparse regularization has been observed in a variety of problem settings, leading to widespread adoption of regularizers such as the L1 norm/LASSO [45] and the elastic net [46]. It is particularly relevant in this problem because the vast majority of the $P$ time series contain no useful information for the task.

In developing the LF model, we similarly found sparsity to be an essential property. Following [13], we employ the elastic net as a regularizer on the magnitudes of the learned filters in the LF model to encourage $\| \mathbf{w}_{kp} \|_2 = 0$ for most $p$. The elastic net is a linear combination of L2 and L1 regularization, with tuneable weight on each component:

$$ R(\eta) = \frac{\lambda}{2} \sum_p \eta_p^2 + \alpha \sum_p |\eta_p| $$  \hspace{1cm} (3)

where the hyperparameters $\lambda$ and $\alpha$ control the strengths of the L2 and L1 components, respectively. In our case, we want the regularization to apply to each channel’s learned filter $\mathbf{w}_{kp}^{0}$ and act on the filter as a whole, rather than on every sample of all filters independently, so we take $\eta_p = \| \mathbf{w}_{kp}^{0} \|_2$ in the above equation. We implement the L1 regularization update following the technique of
FIG. 3. Loss on validation dataset (lower is better; values greater than 1 are clipped) as a function of $\alpha$ (x-axis) and $\lambda$ (y-axis) of Eq. 3 for the best-performing initial learning rate.

Following the training procedure described in Sec. B 2 with an LF model with no sparsifying regularization, and despite trying a much larger grid of hyperparameter settings, no model at any setting tested was able to achieve more than 64.4% validation accuracy. In contrast, as discussed in Sec. III, sparse models were able to achieve an accuracy of more than 90% while learning nonzero features for only a small fraction of the 33,939 channels considered (i.e., all but a few channels are ignored by the model when making predictions). See Fig. 3 for an illustration of validation accuracy as a function of the sparsity hyperparameters $\alpha$ and $\lambda$ of Eq. 3 and Fig. 4 for an illustration of how validation accuracy correlates with the resulting sparsity of the model.

We also observed that even when we do not explicitly induce sparsity, under certain circumstances training will spontaneously converge to a model that is sparse in one or more respects. We describe these findings in Appendix C.

V. DEEPER MODELS

In the previous sections, we argued that (i) feature learning and (ii) sparse channel selection are essential ingredients in the design of high-performing glitch predictors. We illustrated these ingredients in the simplest possible setting of shallow (single-layer) architectures. However, experience in application areas such as vision, audio, and natural language processing suggests that feature learning becomes even more powerful in deeper architectures, which learn hierarchical features. Deeper models have the following potential advantages in glitch prediction:

- (i) Higher order interactions between channels are better captured by deep models. A canonical example is the exclusive or relationship, which cannot be represented by a single-layer model. In our setting, this would correspond to the situation in which there are two auxiliary channels which are jointly predictive of a certain type of glitch in the sense that exactly one channel is active (but not both). Deep models are capable of capturing this and other higher order interactions across channels.4

- (ii) Robust feature extraction from individual channels is facilitated by deeper models, in which low-level features are repeatedly combined to produce a hierarchy of increasingly abstract, higher-level features. This robustness is amplified by including pooling operations at various levels, which increases robustness to temporal shifts, variations in signal shape, etc.5

4 Determining precisely what, if any, higher order interactions are present across the LIGO auxiliary channels demands a combination of device modeling and exploratory data analysis. The deeper models proposed in this paper provide one tool for empirically probing the relationship between auxiliary channels and their utility in classifying various glitch types and diagnosing their origins. We will report on this direction in future work.

5 Of course, one can also perform pooling in shallow models. Later in this section, we introduce deep models with pooling (VGG6, VGG13, VGG13-BN), which achieve state-of-the-art performance on our datasets of interest. The excellent performance of these models should arguably be attributed not just to depth but to the combination of depth, nonlinearity, and pooling.
In the remainder of this section, we illustrate the power of depth by introducing a sequence of increasingly deeper models, culminating in nonlinear deep models that significantly outperform the previous state-of-the-art for glitch prediction on the datasets considered here. These results corroborate the utility of depth in feature learning, with the caveat that many of the specific architectures considered here vary in other ways (e.g., presence vs. absence of nonlinearities and temporal pooling).

a. Models with one hidden layer. 1Hid and 1HidReLU both contain a convolutional layer mapping P one-dimensional time-series inputs of length $T$ to a single hidden layer with $P^1$ scalar-valued feature maps. This is followed by a single fully-connected layer that linearly combines the hidden-layer outputs into a single scalar output and adds a scalar bias; the result is then passed through a rectifying nonlinearity before the fully-connected layer, whereas 1Hid does not. We set $P^1$ to 100 and did not comprehensively study or optimize it, but in limited preliminary experiments we observed little impact from halving or doubling it. (In fact, as discussed in Sec. C2, in many cases the training spontaneously converges to a model with only one or a few active feature maps, but these models can perform as well as or better than models with more active feature maps.)

b. Models with many hidden layers. We also experimented with three deeper models inspired by the VGG16 network [16], with reduced depth for computational efficiency. In both models, all convolutional kernels have length three and all max-pooling layers have a kernel size and stride of two. We fix the length of the input segments to 80 samples (5 seconds) for VGG6 and 200 samples (12.5 seconds) for VGG13. VGG6 consists of a total of five convolutional layers followed by one fully-connected layer, with max-pooling after the second and fifth convolutional layer. VGG13 consists of a total of 11 convolutional layers, four max-pooling layers, and two fully-connected layers. It is identical in structure to VGG6 through the second max-pooling layer, which is followed by two groups of three convolutional layers and a max-pooling layer, then by two fully-connected layers. VGG13-BN is identical to VGG13 except for the insertion of a batch normalization layer [48] before every nonlinearity.

c. Experimental results with deeper models. We test these deeper models on the same ER14 dataset used in the previous sections. Table I reports the validation accuracy and loss achieved by each model and compares these to the shallow models (FF and LF) introduced in previous sections. Validation performance increases nearly monotonically with depth; the best-performing model is VGG13-BN, which achieves a validation accuracy of 93.1% and loss of 0.1732 and a test accuracy of 94.7% and loss of 0.1578. Fig. 6 shows an ROC curve of VGG13-BN’s performance on the test dataset. It is worth noting that the improved performance in VGG6 and VGG13 may be attributable not only to their depth but to architectural details such as the use of short convolution filters and pool-

| Model       | Feature Learning? | Depth | Nonlinear? | Pooling? | Best Val Loss (Acc) | Best Val Acc (Loss) | Test Acc |
|-------------|-------------------|-------|------------|----------|---------------------|---------------------|----------|
| FF          | x                 | 1     | x          | x        | 0.3392 (85.9%)      | 86.0% (0.3567)      | 85.8%    |
| LF          | ✓                 | 1     | x          | x        | 0.2376 (90.4%)      | 90.9% (0.2423)      | 90.6%    |
| 1Hid        | ✓                 | 2     | x          | x        | 0.2385 (90.5%)      | 91.2% (0.2486)      | 90.0%    |
| 1HidReLU    | ✓                 | 2     | ✓          | x        | 0.2330 (91.0%)      | 91.0% (0.2330)      | 91.0%    |
| VGG6        | ✓                 | 6     | ✓          | ✓        | 0.2010 (91.9%)      | 93.0% (0.2050)      | 94.0%    |
| VGG13       | ✓                 | 13    | ✓          | ✓        | 0.1956 (93.4%)      | 93.4% (0.1956)      | 93.6%    |
| VGG13-BN    | ✓                 | 13    | ✓          | ✓        | 0.1732 (93.1%)      | 93.6% (0.1822)      | 94.7%    |

TABLE I. Architectural features and performance over the models discussed. Column six shows the best (lowest) loss on the validation dataset over every hyperparameter setting tested for a given model, along with that model’s accuracy on the validation dataset. Column seven shows the best accuracy on the validation dataset, along with the loss. To compute accuracy on the test dataset in column eight, we used the model that achieved the best loss.

---

**FIG. 5.** Scatter plot of Table I showing best validation loss vs. test accuracy for each model. For validation loss on the x-axis, lower is better, so the models in the upper left have the best overall performance. Model complexity generally increases from the lower right to the upper left.

- (iii) Increased statistical capacity. Deeper models can accommodate more complicated statistical relationships between the auxiliary channels and the gravitational-wave strain.
VI. CONCLUSION

In this paper, we have demonstrated the potential of feature learning for glitch prediction in gravitational-wave astrophysics and, more generally, for learning from high-dimensional time series. We have argued that feature learning and architectural choices including sparsity, depth, and nonlinearity are essential to achieving the best possible performance in this setting. Our architectural explorations culminate in state-of-the-art performance on the ER14 dataset, with a best validation accuracy of 93.6% and test accuracy of 94.7% – an overall approximately 63% reduction in the test error rate compared to the shallow, fixed feature model!

In general, deeper models require more resources: more training data, and more compute at both training and test time. Obtaining these best possible resource-performance tradeoffs is an important direction for future work: in [49] we study complexity-performance tradeoffs in information extraction from a single time series. One especially important tradeoff in learning from high-dimensional time series is the tradeoff between sample complexity (how much training data) and test-time performance. In practice, system characteristics can change over time, and it is important to be able to rapidly adapt to these changes, using limited training data. Online learning of deep models, using a combination of large offline datasets and limited streaming data, is an important direction for future work.

Feature learning and deep models introduce new opportunities for using machine learning not just as a tool for prediction but as a tool for generating insights into the data generating process. The models we have described all employ automatic feature learning, which not only improves performance on the classification task compared to fixed features but also can provide valuable diagnostic information—for example, by identifying environmental factors or specific subsystems of a gravitational-wave detector associated with transient noise glitches. Insight gained during these investigations enable automated adaptability to slowly-changing, time-dependent data as emerging features can be discovered and learned.

Sparse channel selection, as discussed in Section IV, leads to models that identify a few especially relevant channels for prediction, which—like feature learning—is also beneficial both to performance and interpretability. Compared to flat, linear, sparse models such as FF, the deep, nonlinear models proposed here squeeze more relevant information out of the small number of selected channels, as witnessed by their substantially improved prediction performance. Mining these more accurate models for insights into the data generation process is another important direction for future work.
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Appendix A: Models

1. Convolutional Model and Notation

Our models are structured as convolutional neural networks. A convolutional neural network is comprised of a sequence of \( L \) layers, which generate features \( \alpha^1, \ldots, \alpha^L \). Each \( \alpha^\ell \) consists of \( P^\ell \) feature maps (time series) \( \alpha^\ell_1, \ldots, \alpha^\ell_{P^\ell} \in \mathbb{R}^{T^\ell} \). For notational consistency, we let \( \alpha^0 \) denote the input features \( \alpha^0_p = x_p \), with \( P^0 = P \) and \( T^0 = T \).

For a given input \( x \), features are generated sequentially by applying an affine map followed by (possible) nonlinearity and pooling operations:

\[
\alpha_i^{\ell+1} = P^{\ell} \sigma^{\ell} \left( \sum_{j=1}^{P^{\ell}} w^{\ell}_{ij} \ast \alpha_j^{\ell} + b_i^{\ell} \right) .
\]  

(A1)

Here, the \( \ast \) operation denotes discrete correlation;\(^6\) the \( w^{\ell}_{ij} \in \mathbb{R}^{d^\ell} \) \((i = 1 \ldots P^{\ell+1}, \ j = 1 \ldots P^{\ell})\) are a collection of filters, and the \( b_i^{\ell} \in \mathbb{R} \) are scalar biases. Because the affine map in Eq. A1 is built out of correlation operations, it is shift-equivariant: if \( S_k \) denotes a temporal shift by \( k \) samples,

\[
\sum_{j=1}^{P^{\ell}} w^{\ell}_{ij} \ast S_k[\alpha_j^{\ell}] + b_i^{\ell} = S_k \left( \sum_{j=1}^{P^{\ell}} w^{\ell}_{ij} \ast \alpha_j^{\ell} + b_i^{\ell} \right) .
\]

This is a highly desirable property for analyzing time series. The above convolutional structure respects the temporal structure of the \( \alpha_j^{\ell} \), and the resulting mapping requires far fewer parameters and far less computation compared to a generic affine map of the same dimension.

In Eq. A1, \( \sigma^{\ell} \) denotes a scalar activation function, which is extended to vector inputs by applying it elementwise. In our nonlinear models, we often use the ReLU activation \( \sigma^{\ell}(u) = \text{ReLU}(u) = \max(u, 0) \). The notation of Eq. A1 also accommodates “linear layers” with no nonlinear activation, simply by setting \( \sigma^{\ell}(u) = u \). If \( \sigma^{\ell}(u) = u \) for all \( \ell \), the network output is a linear function of the input \( x \). However, nonlinear models are often preferable due to their greater expressive power: in our experiments, nonlinear models typically outperform their linear counterparts, especially when the number of layers \( L \) is large.

Finally, the operation \( P^{\ell} \) performs temporal pooling by taking maxima over contiguous subsets of entries. This operation is observed to improve robustness to temporal shifts and distortions by aggregating feature responses over time, and it is included in several of the deeper networks that we introduce in Sec. V. The general notation

\[6\) Correlation is equivalent to a true convolution up to a flipping of the filters \( w^{\ell}_{ij} \). In implementation, the correlation operation may be subsampled (strided) for efficient computation and storage.\]
of Eq. A1 is flexible enough to accommodate architectures that do not pool simply by taking maxima over subsets consisting of single indices.

The fixed-feature model FF (Eq. 1) can be seen as an instance of the general model (Eq. A1), with \( L = 1 \) layers, with inputs \( \alpha_p^0 = x_p \), a single output \( \hat{y} = \alpha^0 \), and filters \( w_{ip}^0 = \sum_k w_{kp} f_k \). That is to say, the logistic predictor is a one-layer neural network, which uses a linear combination of the fixed, hand-designed features \( f_k \).

The general model of Eq. A1 allows for significantly more flexible architectures, in which (i) features can be combined hierarchically, and (ii) features can be learned from data. In these more flexible architectures, learning is performed in a similar manner to as described above for the FF model—i.e., gradient descent on a measure of the error between the ground-truth labels and the predictions made by the current state of the model predictions; the only major difference is in the greater number of parameters (see Sec. B2 for a detailed description of our training procedures).

2. Model Details

In all of the following models, we impose sparsity in the form of elastic net regularization (as discussed in Sec. IV) only at the lowest layer, on the connections between the \( P \) input channels and the \( P^1 \) first-layer feature maps. That is, for a given channel–feature map pair \( (p, i) \), the norm of the corresponding learned filter \( \|w_{ip}^0\|_2 \) corresponds to one element of the vector \( \eta \) on which the elastic net regularization \( R(\eta) \) is computed (Eq. 3). We implement the L1 component of the elastic net by explicitly computing \( \alpha\|\eta\|_1 \) and adding to the loss and the L2 component via standard weight decay, which is applied to every parameter of the model at the same magnitude.

a. Models with one hidden layer. As described in Sec. V, 1Hid and 1HidReLU both contain a convolutional layer mapping \( P \) one-dimensional time-series inputs of length \( T \) to a single hidden layer with \( P^1 \) scalar-valued feature maps, followed by a single fully-connected layer that linearly combines the hidden layer outputs into a single scalar-valued output, which is passed through a sigmoid nonlinearity to produce a probability estimate. The convolutional layer’s filters are each the same length \( T \) as the input and therefore produce a single scalar value for each pair of an input and a feature map. As is standard in one-dimensional CNN architectures, for a given feature map \( i \in \{1 \ldots P^1\} \), the values obtained from convolving each input \( p \in \{1 \ldots P\} \) with the learned filter \( w_{ip}^0 \in \mathbb{R}^T \) corresponding to that input–feature map pair are summed and a bias term \( b_i \) corresponding to that feature map is added. The learned weights for the single convolutional layer therefore consist of a three-way tensor \( \mathbf{W} \in \mathbb{R}^{P \times P^1 \times T} \), and the biases consist of a vector \( \mathbf{b} \in \mathbb{R}^{P^1} \).

b. Models with many hidden layers. VGG13, VGG6, and VGG13–BN are inspired by the VGG16 models of [16] (specifically, configuration D of Table 1), with reduced depth for computational efficiency. In both models, all convolutional kernels have length three and all max-pooling layers have a kernel size and stride of two. Each convolutional layer includes a bias for each of its output feature maps, and we employ a rectifying nonlinearity after each convolutional layer. We do not employ padding, so each convolutional layer outputs a segment two samples shorter than the input and each max-pooling layer halves its input’s length.

VGG6 consists of a total of five convolutional layers followed by one fully-connected layer, with max-pooling after the second and fifth convolutional layer. The first two convolutional layers output 128 feature maps, while the following three output 256. After the final max-pooling layer, the segment length has been reduced to 16. With the 256 output feature maps of length 16 as input, the fully-connected layer linearly combines 4,096 inputs into a single scalar-valued output, which is passed through a sigmoid nonlinearity to produce a probability estimate.

VGG13 consists of a total of 11 convolutional layers, four max-pooling layers, and two fully-connected layers. It is identical in structure to VGG6 through the second max-pooling layer. This is followed by two sets of three convolutional layers with 512 feature maps followed by a max-pooling layer. After the final max-pooling layer, the segment length has been reduced to seven. With the 512 output feature maps of length seven as input, the first fully-connected layer has 3,584 inputs and 4,096 outputs; the second fully-connected layer linearly combines its 4,096 inputs into a single scalar-valued output, which is passed through a sigmoid nonlinearity to produce a probability estimate.

Appendix B: Datasets and Training Protocols

1. Datasets for Glitch Prediction

Following [13], in this paper we consider data from LIGO’s auxiliary channels during ER14 in March 2019. We follow the same procedure to reduce the approximately 250,000 auxiliary channels in a detector to approximately 40,000 by excluding channels that are constant or only vary in a predictable fashion (e.g. counting time cycles). Of these, approximately 35,000 have a sample rate of 16 Hz, with the rest having various higher sample rates up to 65,536 Hz; for efficiency, we restrict our analyses in this work to channels with a sample rate of 16 Hz and leave higher-frequency channels to future work. We further exclude any channels known or suspected to be coupled to the gravitational-wave data stream following the same procedure as [13].

For efficiency, we draw training data from a shorter subset of the ER14 training period used in [13] (GPS time 1,235,890,000 to 1,235,900,000, i.e. the final 10,000 seconds of the 30,000-second period of [13]) because [13] demonstrated that 10,000 seconds is a sufficient amount...
of time from which to draw training data. As in [13], we draw validation data from the following 10,000 seconds (GPS time 1,235,900,000 to 1,235,910,000) and test data from the following 10,000 seconds (GPS time 1,235,910,000 to 1,235,920,000).

We normalize each channel by computing the mean and standard deviation of the raw channel data over the entire training data period; then we subtract the training mean and divide by the standard deviation for all data in the training, validation, and test periods.

Following [13], our positive samples are drawn from points in time identified by Omicron [44] as a glitch peak; our negative samples are drawn randomly from periods where no glitch was identified by Omicron within two seconds. We select the same number of negative samples as there are positive samples in each dataset.

2. Training and Evaluation Protocols

We follow the following training procedure for all models discussed here unless otherwise specified. As discussed in Sec. B.1, we draw training, validation, and test data from three separate but nearby time periods. Each model is initialized with the standard Kaiming Uniform [50] method with the same random seed. Thereafter, we randomly (again using the same random seed for all models) sample 64 data points from the training period for each training batch and perform stochastic gradient descent with the Adam optimizer [51]. The models and training process are implemented in Python with PyTorch [52].

To evaluate the model during training for learning rate decay and early stopping, we also choose a subset of points from the validation period (the number varies across model types depending on memory constraints, but we use the same points for a given model type). We evaluate the model on this validation batch every 50 training iterations. At each validation, if the loss is lower than previously seen, we retain the model state. When the validation loss fails to decrease for four consecutive validations, we reduce the learning rate by a factor of four; when the validation loss fails to decrease for ten consecutive validations, training ends and we return the model state that performed best on the validation batch.

We also choose a second, larger (1,000-sample) validation batch to evaluate and compare models with different parameter settings. Once training is complete, we evaluate each model on this larger batch and choose the best-performing one. The validation accuracies and losses we report are computed for this model on this batch.

Finally, we calculate test accuracy by running only the best-performing model of a given type (chosen based on the second validation batch, as described above) on a dataset consisting of every glitch from the test period and an equal number of appropriately-chosen glitch-free points from the test period.

When directly comparing the FF and LF models, we test several initial learning rates and employ learning rate decay and early stopping based on the loss on a held-out validation subset of the training data rather than running with a fixed learning rate schedule and number of epochs; learning rate decreases by a factor of five after each epoch of no improvement on a validation set until reaching a minimum threshold, at which point training terminates. We also normalize all data based on the mean and standard deviation of the raw time series over the entire training period rather than normalizing after computing features for the subset of training samples chosen (as was done in [13]). For LF, we also test the same initial learning rates and validate during training with a validation batch as described above every epoch (defined as the model seeing approximately as many samples as present in the training dataset, although not necessarily all of them due to the random sampling procedure used to create the training batches) rather than every 50 training batches. Learning rate decreases by a factor of five after each epoch of no improvement until reaching the same minimum threshold as for FF, at which time training terminates.

To determine the best input segment length for LF, as discussed in Sec. IIIC, we consider it as an additional hyperparameter over which to search while maintaining the same (flat) model structure. Our results indicate that a segment length of four to six seconds is ideal for this model and data (see Fig. 2).

Appendix C: Implicit Sparsifying Regularization

In Section IV, we argued that sparsifying regularization plays a critical role in successful approaches to prediction from large sets of time series: by regularizing the bottom layer weights, we can force the model to select only the most relevant channels, improving both statistical efficiency and interpretability. We suggested elastic net regularization as a practical and effective means of obtaining sparsity. Interestingly, even if we do not explicitly apply sparsifying regularization to the network weights, it is still possible to induce sparsity indirectly, through various architectural choices. In this appendix, we briefly describe two different forms of implicit sparsifying regularization that emerge in certain experiments described in the main body of the paper.

1. Implicit Regularization for Channel Selection

Our first form of implicit regularization can be motivated through the following experiment, which seems to contradict the claims of Section IV. We build a shallow model, in which each input channel is convolved with a channel-specific filter, and then the outputs are linearly combined to produce a final prediction. We apply weight decay (L2 regularization) to all of the weights of the model, and train in the same manner described in the body of the paper, with an input segment length of 6
seconds. This approach achieves a validation accuracy of 89.4%—essentially the same as LF. (In contrast, as discussed in Sec. IV, with neither the extra linear layer nor explicit sparse regularization, the best accuracy achieved is 64.4%.) The resulting model is also quite sparse, with all but a few hundred channels having a magnitude of zero or negligibly close to zero.\footnote{We use “magnitude” here to refer to the product of the L2 norm of its learned filter and the corresponding linear weight scalar. Because of the lack of an explicit approach to handle the non-differentiability of the implicit sparsifying regularization, most of these magnitudes do not become exactly 0, but the vast majority are smaller than $10^{-9}$.}

There are two surprises here: first, this setup does not involve any explicit sparsifying regularization—just weight decay. Second, the extra linear layer has no effect on the expressiveness of this model class—because the extra linear layer simply applies a (scalar) linear transform to the output of the first layer, the class of input-output relationships that can be implemented by this two-layer model is exactly the same as that which can be represented by LF.

These surprises are actually linked: one can prove that under L2 regularization, the effect of the extra linear layer is to induce a sparsifying regularization on the first layer filters. This is essentially a consequence of the basic relationship

$$\min_{xy=w} \frac{1}{2}x^2 + \frac{1}{2}y^2 = |w|. \quad (C1)$$

In words, this says that “overparameterizing the scalar $w$ by writing it as a product of two quantities $x$ and $y$ that are L2-regularized is equivalent to L1 regularization on $w$.”

This phenomenon extends quite broadly. Let $f : \mathbb{R}^d \to \mathbb{R}$. Consider the problem of minimizing $f(w)$ with respect to $w$:

$$\min_{w \in \mathbb{R}^d} f(w) \quad (C2)$$

We are interested in what happens if we introduce an additional scalar variable of optimization $\beta$, replace $w$ with $\beta w$ and introduce L2 regularization on both $w$ and $\beta$:

$$\min_{w \in \mathbb{R}^d, \beta} f(\beta w) + \frac{1}{2}\beta^2 + \frac{1}{2}\|w\|^2_2. \quad (C3)$$

We argue that this extended problem is equivalent to a regularized problem in $w$ only:

$$\min_{w \in \mathbb{R}^d} f(w) + r(w), \quad (C4)$$

where $r$ is a regularizer. To that end, consider the following problem

$$\min_{\beta \in \mathbb{R}} \frac{1}{2}\beta^2 + \frac{1}{2}\|w\|^2_2 \quad (C5)$$

It is possible to solve this problem in closed form. $w$ is feasible if and only if $w = sv$ for some $s$. In this situation, the only feasible $\beta$ is $\beta = \|v\|_2/\|w\|_2$. Plugging in, we find an equivalent problem

$$\min_{s} \frac{1}{2}s^2 + \frac{\|v\|^2_2}{2}. \quad (C6)$$

Setting the derivative equal to zero, we obtain $s_* = \frac{1}{\|w\|^2_2}$. Plugging back in, we obtain

$$\min_{\beta \in \mathbb{R}} \frac{1}{2}\beta^2 + \frac{1}{2}\|w\|^2_2 = \|v\|_2. \quad (C7)$$

Applying this observation, our extended problem (Eq. C3) is equivalent to

$$\min_{w \in \mathbb{R}^d} f(w) + \gamma\|w\|_2. \quad (C8)$$

Note that here, the L2 norm of $w$ is not squared. This is a form of vector sparse regularization which encourages $w = 0$. These observations can be extended to a multi-filter setting in which there are $K$ vector valued variables of optimization $w_1, \ldots, w_K$. In this setting, adding one extra variable $\beta_i$ for each $w_i$ induces a sum-of-norms regularization:

$$\min_{w_1, \ldots, w_K, \beta_1, \ldots, \beta_K} f(\beta_1 w_1, \beta_2 w_2, \ldots, \beta_K w_K) \quad (C9)$$

$$+ \sum_{i=1}^{K} \frac{1}{2}\beta_i^2 + \frac{1}{2}\|w_i\|^2_2$$

$$\equiv \min_{w_1, \ldots, w_K} f(w_1, \ldots, w_K) + \gamma \sum_{i=1}^{K}\|w_i\|_2. \quad (C9)$$

Again, this is a vector sparsity regularizer, which encourages just a few of the $w_i$ to be nonzero. It is also possible to work out equivalent problems when other regularizers are placed on the auxiliary variables $\beta_i$. This kind of implicit regularization, in which adding redundant optimization variables dramatically changes the effect of the regularizer, has been demonstrated in a number of previous works (see, e.g., [53, 54]).

2. Sparsifying Feature Maps with Long Steps

A different type of sparsification is observed in deeper models with a ReLU nonlinearity: training with a larger learning rate produces more models in which many of the second layer feature maps are identically zero on the entire training dataset, without negatively impacting performance. In Table IV, we report both the number of nonzero feature maps and the validation accuracy, for various step sizes $s$. When $s$ is large, the number of nonzero feature maps can be as small as one. When $s$ is smaller, the fraction of nonzero feature maps approaches 50%. Interestingly, performance varies only moderately
across this range of $s$, even though the nature of the learned model varies significantly.

This phenomenon can be attributed to the ReLU nonlinearity $\sigma(u) = \max\{u, 0\}$; its output is identically zero when $u$ is negative. The composition of the ReLU with an affine function produces a feature $\alpha(x) = \max\{w^*x + b, 0\}$ which is identically zero on the halfspace $H_{\text{off}} = \{x \mid w^*x + b \leq 0\}$. If, across the training dataset, all inputs to this function map to this halfspace, this feature will be identically zero. Moreover, it is likely to stay zero: since

$$\forall x \in \text{interior}(H_{\text{off}}), \frac{\partial \alpha(x)}{\partial w} = 0, \text{ and } \frac{\partial \alpha(x)}{\partial b} = 0$$

gradient/subgradient updates to $(w, b)$ stay zero. In the literature, this is sometimes referred to as a dead neuron. It has been observed both experimentally and theoretically that taking very large steps in $w$ and $b$ tends to push data points $x$ into $H_{\text{off}}$, producing large numbers of dead neurons, leading to very sparse representations, as reported in Table IV.

This type of sparsification may have less overt statistical benefits, although it could convey benefits in terms of interpretability of the learned model and test-time efficiency.
| Initial step size $s$ | % of Successful Parameter Settings | Avg. % Nonzero Feature Maps | Best loss  |
|----------------------|------------------------------------|---------------------------|-----------|
| 0.001                | 8.9%                               | 26.0%                     | 0.2881    |
| 0.002                | 14.4%                              | 12.2%                     | 0.2605    |
| 0.02                 | 23.6%                              | 9.3%                      | 0.2512    |
| 0.2                  | 21.0%                              | 2.1%                      | 0.2330    |

TABLE II. In ReLU models, large steps sparsify by producing “dead neurons”. We trained $1\text{HidReLU}$ at several initial learning rates, using the same set of other hyperparameter settings, and evaluated what percentage of these settings performed “acceptably well,” i.e. achieved a loss better than an appropriately chosen threshold (second column). The third column lists the average percentage of nonzero hidden feature map at each learning rate among those well-performing models. The fourth column lists the lowest loss achieved at that learning rate over all other hyperparameters. Interestingly, as initial step size increases, the models become increasingly sparse at the feature map level without sacrificing performance.

| Initial step size $s$ | % of Successful Parameter Settings | Avg. % Nonzero Feature Maps | Best loss  |
|----------------------|------------------------------------|---------------------------|-----------|
| 0.00025              | 30.2%                              | 36.7%                     | 0.1956    |
| 0.0005               | 23.3%                              | 27.9%                     | 0.2032    |
| 0.001                | 9.7%                               | 23.8%                     | 0.2091    |
| 0.002                | 8.3%                               | 17.8%                     | 0.2166    |

TABLE III. The same table as above for $\text{VGG13}$. We observe the same behavior as for $1\text{HidReLU}$ in the percentage of nonzero feature maps decreasing as the initial learning rate increases. However, although the best loss remains relatively consistent, the percentage of successful parameter settings decreases rather than increases with increasing step size, suggesting that it is more difficult to train deeper models with with higher step sizes.

| Initial step size $s$ | % of Successful Parameter Settings | Avg. % Nonzero Feature Maps | Best loss  |
|----------------------|------------------------------------|---------------------------|-----------|
| 0.00025              | 22.6%                              | 15.2%                     | 0.1732    |
| 0.0005               | 22.9%                              | 20.3%                     | 0.1806    |
| 0.001                | 21.9%                              | 15.9%                     | 0.1822    |
| 0.002                | 17.4%                              | 24.6%                     | 0.1977    |

TABLE IV. The same table as above for $\text{VGG13-BN}$. Batch normalization appears to have a stabilizing effect, reducing the impact of step size on the behaviors observed above.