A two-step gravitational cascade for the fragmentation of self-gravitating discs
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ABSTRACT
Self-gravitating discs are believed to play an important role in astrophysics in particular regarding the star and planet formation process. In this context, discs subject to an idealized cooling process, characterized by a cooling time-scale $\beta$ expressed in unit of orbital timescale, have been extensively studied. We take advantage of the Riemann solver and the 3D Godunov scheme implemented in the code Ramses to perform high-resolution simulations, complementing previous studies that have used smoothed particle hydrodynamics (SPH) or 2D grid codes. We observe that the critical value of $\beta$ for which the disc fragments is consistent with most previous results, and is not well converged with resolution. By studying the probability density function of the fluctuations of the column density ($\Sigma$-PDF), we argue that there is no strict separation between the fragmented and the unfragmented regimes but rather a smooth transition with the probability of apparition of fragments steadily diminishing as the cooling becomes less effective. We find that the high column density part of the $\Sigma$-PDF follows a simple power-law whose slope turns out to be proportional to $\beta$ and we propose an explanation based on the balance between cooling and heating through gravitational stress. Our explanation suggests that a more efficient cooling requires more heating implying a larger fraction of dense material which, in the absence of characteristic scales, results in a shallower scale-free power-law. We propose that the gravitational cascade proceeds in two steps, first the formation of a dense filamentary spiral pattern through a sequence of quasi-static equilibrium triggered by the viscous transport of angular momentum, and second the collapse alongside these filaments that eventually results in the formation of bounded fragments.
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1 INTRODUCTION
Discs are ubiquitous in astrophysics and a key property is their ability to fragment. Far enough from the centre, the gas can collapse under its own gravity and forms bound objects. This is of prime importance in protoplanetary disc around young stars for instance, since it is a possible scenario for planet formation (Boss 1998, 2000). Under which conditions this collapse can occur is still poorly understood. First, the disc must be gravitationally unstable. This was quantified by Toomre (1964) with the so-called Toomre $Q$ parameter

$$Q = \frac{c_s \kappa}{\pi G \Sigma}.$$  \hspace{1cm} (1)

This parameter is obtained by a linear stability analysis. It takes into account the competing effects of the self-gravitation (via the column density $\Sigma$ and the gravitational constant $G$) versus the thermal support (via the sound speed $c_s$) and the tidal shear (via the epicyclic frequency $\kappa$, equals to the rotation rate $\Omega$ for Keplerian rotation). Values of $Q \lesssim 1$ correspond to unstable discs.

Gammie’s results were extended to three-dimensional (3D) global discs by Rice et al. (2003) using smoothed particle dynamics (SPH) simulations. Lodato & Rice (2004, 2005) found that the dissipation of energy in steady-state discs was well described by a local viscous approach. Rice et al. (2005) found

Since gravitational instabilities result in the heating of the disc, the cooling rate must be accounted for. Gammie (2001) ran two-dimensional shearing-box simulations of a local part of a thin disc. He used a simple cooling model, removing internal energy with a cooling time

$$t_{\text{cool}} = \beta \Omega^{-1},$$  \hspace{1cm} (2)

where $\beta$ is a free parameter. The author has shown that if $\beta \gtrsim \beta_{\text{crit}} = 3$, then the disc eventually reach a steady state where the cooling is balanced by the heating created by the dissipation of the turbulence generated by the gravitational instability. In Shakura & Sunyaev (1973)’s $\alpha$ formalism, this balance writes

$$\alpha = \frac{4}{9\gamma(\gamma - 1)\beta^\gamma},$$  \hspace{1cm} (3)

where $\gamma$ is the adiabatic index. On the contrary, if the cooling is stronger and $\beta \leq \beta_{\text{crit}}$, then the disc fragments.

Since gravitational instabilities result in the heating of the disc, the cooling rate must be accounted for. Gammie (2001) ran two-dimensional shearing-box simulations of a local part of a thin disc. He used a simple cooling model, removing internal energy with a cooling time

$$t_{\text{cool}} = \beta \Omega^{-1},$$  \hspace{1cm} (2)

where $\beta$ is a free parameter. The author has shown that if $\beta \gtrsim \beta_{\text{crit}} = 3$, then the disc eventually reach a steady state where the cooling is balanced by the heating created by the dissipation of the turbulence generated by the gravitational instability. In Shakura & Sunyaev (1973)’s $\alpha$ formalism, this balance writes

$$\alpha = \frac{4}{9\gamma(\gamma - 1)\beta^\gamma},$$  \hspace{1cm} (3)

where $\gamma$ is the adiabatic index. On the contrary, if the cooling is stronger and $\beta \leq \beta_{\text{crit}}$, then the disc fragments. Gammie’s results were extended to three-dimensional (3D) global discs by Rice et al. (2003) using smoothed particle dynamics (SPH) simulations. Lodato & Rice (2004, 2005) found that the dissipation of energy in steady-state discs was well described by a local viscous approach. Rice et al. (2005) found
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Table 1. Main notations and abbreviations used in the article.

| Notation | Description |
|----------|-------------|
| $G$      | Gravitational constant |
| $M_*$    | Mass of the central object |
| $g_*$    | Gravity field due to the star |
| $g_{\text{gas}}$ | Gravity field due to the gas |
| $\rho$   | Gas density |
| $\Sigma$ | Column density |
| $\Omega$ | Rotation frequency |
| $\alpha$ | Shakura and Sunyaev $\alpha$ parameter |
| $\sigma_{\text{grav}}$ | Gravitational stress contribution to $\alpha$ |
| $h$      | Scale height of the disc |
| $Q$      | Toomre’s parameter |
| $\kappa$ | Epicyclic frequency |
| $M_d$    | Disc’s mass |
| $r_d$    | Disc’s maximal radius |
| $t_{\text{cool}}$ | Cooling time |
| $\beta$ | $\Omega t_{\text{cool}}$ Cooling parameter |
| $\beta_{\text{crit}}$ | Critical value of $\beta$ for fragmentation |
| $l$      | Refinement level |
| $l_{\text{max}}$ | Maximal refinement level |
| $L$      | Size of the simulation box (code unit) |
| $v$      | Gas velocity |
| $v_{\text{kepl}}$ | Keplerian speed |
| $P$      | Gas pressure |
| $\gamma$ | Adiabatic index |
| $T$      | Gas temperature |
| $E$      | Gas total energy |
| $U$      | Gas internal energy |
| $c_s$    | Sound speed |
| $\sigma = \Sigma/\Sigma_0$ | Fluctuation of column density |
| $\mathcal{P}_\beta$ | PDF of $\log(\sigma)$ for a given value of $\beta$ |
| $\sigma_0$ | See figure 6 |
| $P_0$    | See figure 6 |
| $s$      | Power-law slope of $\mathcal{P}_\beta$ |
| $g_{\text{fil}}$ | Gravity field toward the centre of filament |
| $R_{\text{fil}}$ | Rotational support within filaments |
| $f_{P,\text{fil}}$ | Pressure force within filaments |
| $\mathbf{V}$ | Vector |
| $V_\alpha$ | The $\alpha$ component of vector $\mathbf{V}$ |
| $\mathbf{X}$ | Azimuthal mean of $X$ |
| $\epsilon_\alpha$ | Unitary vector for the axis $\alpha$ |

a value $\beta_{\text{crit}}$ between 6 and 7 for $\gamma = 5/3$ for discs ten times
less massive than the star. Using Equation (3), they interpret this limit as a maximum value of the stress $\alpha$ a disc can undergo before fragmenting, and estimate it as $\alpha_{\text{max}} \sim 0.06$. Interestingly, Meru & Bate (2011a) found that the value of $\beta_{\text{crit}}$ found by Rice et al. (2005) is a function of the local disc mass, and Meru & Bate (2011b) found that the value was not converged with resolution. Several authors tried to explain this non-convergence. Lodato & Clarke (2011) argue that the resolution requirements were not fulfilled in all previous SPH simulations. On the other hand, Rice et al. (2012) stressed the effect of the amount of artificial viscosity added to resolve shocks, which can add an extra heating and prevent fragmentation. They also advised to use another implementation of the $\beta$-cooling called smoothed cooling. Meru & Bate (2012) have shown that changing the amount of artificial viscosity indeed changes the value of $\beta_{\text{crit}}$, and from runs with very high resolution (16 millions of SPH particles) they predict a converged value around 20. Rice et al. (2014) extended the work of Rice et al. (2012) and exhibited a converged $\beta_{\text{crit}}$ between 6 and 8 with adjusted artificial viscosity parameters and smoothed cooling.

Other factors can change the determination of the fragmentation boundary. Clarke et al. (2007) used the same set-up as in Rice et al. (2005) but reduced progressively the value of $\beta$ instead of setting it from the beginning. They found a value of $\beta_{\text{crit}}$ two times lower than Rice et al. (2005). Paardekooper et al. (2011) stress the influence of using smooth initial conditions, suggesting to use relaxed initial conditions instead. In a later work, Paardekooper (2012) have found than disc can fragment even for very high value of $\beta$ and argue that fragmentation is a stochastic process, with the probability of forming fragments diminishing for high value of $\beta$. Young & Clarke (2015) proposed a formula for the probability of forming surviving fragments by measuring the wait time between destroying shocks in 2D simulations. More recently, Klee et al. (2017) suggested that oversteepening by the slope limiting function in 2D grid simulation may increase the value of $\beta_{\text{crit}}$ and also cause the stochastic fragmentation. Deng et al. (2017) claim they obtained exact convergence using a Godunov solver on a meshless finite mass scheme, with $\beta_{\text{crit}} \geq 3$. Spiral or annular structures are found in all the global disc simulations mentioned above, as well in simulation using a constant value of $t_{\text{cool}}$ throughout the disc (Meija et al. 2005; Michael et al. 2012).

This academic problem is of interest because it may help to understand the subtle interplay between the differential rotation, the self-gravity and the thermal processes in real discs. Even without considering a lot of the physics actually involved, the problem shows a deep complexity that has not been cleared out by the numerous previous studies in the literature.

In this paper, we present 3D simulations of a disc undergoing Gammie’s $\beta$-cooling using a Riemann solver and a Godunov scheme on a 3D grid. By doing this, we get rid of the difficulty of setting manually the value of the artificial viscosity. Since the artificial viscosity seems to have a big influence on the fragmentation of the disc, it is important to study the convergence of the fragmentation boundary in this regime. We found that the distinction between fragmented and unfragmented discs is unclear and indeed does not seem to converge with resolution. If we also keep in mind Paardekooper (2012)’s claim that fragmentation is a stochastic process, it may be more relevant to study how the properties of the discs evolve when we change $\beta$ rather than trying to draw a clear line between two supposedly separated regimes. That motivated us to study the column density fluctuation probability density function ($\Sigma$-PDF). It appears to show a power-law profile, with a slope that smoothly depends on $\beta$. The dependence on $\beta$ can be simply explained with the $\alpha$ disc formalism and can be used to build an empirical determination of the probability to fragment as a function of $\beta$. We also found that the setting of the $\Sigma$-PDF and the of fragmentation are the result of a two-step process. First a filamental spiral...
pattern (FSP) is created because of the gravitational instabilities and stabilized by the differential rotation. Secondly, the gas collapses alongside the filaments. A similar scenario was previously proposed by Takahashi et al. (2016). Our work brings a more precise description of the formation of the filament in the first step, and a probabilistic estimation of the amount of fragmentation expected in the second step.

The paper is organized as follows. In section 2, we present our numerical method and the set of simulation we ran. The global results for the fragmentation boundary and the $\Sigma$-PDF are presented in section 3. We then present our two-step scenario with first the formation of filamentary structure (4) and then their collapse into fragments (5). We draw our conclusions in section 6. A summary of the main notations used is available in Table 1.

2 SIMULATION OF SELF-GRAVITATING DISCS WITH $\beta$-COOLING

2.1 Numerical set-up

We simulate a disc of gas undergoing purely hydrodynamic forces, its own gravity and the $\beta$-cooling. The simulation is run with the 3D-grid code RAMSES (Teyssier 2002) that uses a Godunov scheme. The flux between each cell is computed to allow comparison. The specific disc set-up for Ramses ran with the 3D-grid code

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \tag{4}
\]

\[
\frac{\partial u}{\partial t} + u \cdot \nabla v = -\frac{1}{\rho} \nabla P + g_s + g_{\text{gas}}, \tag{5}
\]

\[
\frac{\partial E}{\partial t} + \nabla \cdot ((E + P) v) = -\frac{U}{t_{\text{cool}}}, \tag{6}
\]

where $E$ is the total energy, $P$ is the pressure, $v$ is the velocity, $U$ is the internal energy, and $g_s$ and $g_{\text{gas}}$ are the gravitational fields of the star and the gas, respectively.

2.2 Initial and boundary conditions

We use the same initial conditions as in Meru & Bate (2012) to allow comparison. The specific disc set-up for RAMSES was inspired by Hennebelle et al. (2017). The disc is initially close to equilibrium with an initial column density profile $\Sigma \propto r^{-1}$ and a temperature profile $T \propto r^{-1/2}$ where $r$ is the cylindrical radius. The disc has a radius $r_d = 0.25$ (code units), after which the density is divided by 100. The density and temperature at the disc radius $r_d$ are chosen so that the mass of the disc is $M_d = 0.1 M_\star$, where $M_\star$ is the mass of the central object, and the initial value of the Toomre parameter at the disc radius is $Q_{0,d} = 2$. The adiabatic index of the gas is $\gamma = 5/3$.

The simulation is run within a cube of size $L = 2$. Although the problem has a cylindrical symmetry, we use Cartesian coordinates. This prevents having a singularity at the centre of the box but has several caveats. The first concern with the Cartesian grid is the poor conservation of the total angular momentum (Lichtenberg & Schleicher 2015). Hennebelle et al. (2017) investigated this issue in a set-up similar to ours with a slightly lower resolution and found that the value of $\alpha$ induced by the loss or gain of angular momentum is under $10^{-3}$ (see their Figure 2), which is well below the typical value of fragmenting discs (a few $10^{-2}$ according to Rice et al. (2005)). Similar measurement were made with our specific set-up but with a gravitationally stable disc ($Q > 3$), in appendix A. We found an even lower value for the numerical $\alpha$, below $10^{-4}$ (Figure A1). Another caveat is the poor resolution on the centre of the cube but this is mitigated by the use of the adaptive mesh refinement (AMR). Finally, having a cubic box may introduce spurious reflection at the border of the simulation. To avoid this, we maintain a dead zone (FSP) is created because of the gravitational instabilities and stabilized by the differential rotation. Secondly, the gas collapses alongside the filaments. A similar scenario was previously proposed by Takahashi et al. (2016). Our work brings a more precise description of the formation of the filament in the first step, and a probabilistic estimation of the amount of fragmentation expected in the second step.

The paper is organized as follows. In section 2, we present our numerical method and the set of simulation we ran. The global results for the fragmentation boundary and the $\Sigma$-PDF are presented in section 3. We then present our two-step scenario with first the formation of filamentary structure (4) and then their collapse into fragments (5). We draw our conclusions in section 6. A summary of the main notations used is available in Table 1.

2.2 Initial and boundary conditions

We use the same initial conditions as in Meru & Bate (2012) to allow comparison. The specific disc set-up for RAMSES was inspired by Hennebelle et al. (2017). The disc is initially close to equilibrium with an initial column density profile $\Sigma \propto r^{-1}$ and a temperature profile $T \propto r^{-1/2}$ where $r$ is the cylindrical radius. The disc has a radius $r_d = 0.25$ (code units), after which the density is divided by 100. The density and temperature at the disc radius $r_d$ are chosen so that the mass of the disc is $M_d = 0.1 M_\star$, where $M_\star$ is the mass of the central object, and the initial value of the Toomre parameter at the disc radius is $Q_{0,d} = 2$. The adiabatic index of the gas is $\gamma = 5/3$.

The simulation is run within a cube of size $L = 2$. Although the problem has a cylindrical symmetry, we use Cartesian coordinates. This prevents having a singularity at the centre of the box but has several caveats. The first concern with the Cartesian grid is the poor conservation of the total angular momentum (Lichtenberg & Schleicher 2015). Hennebelle et al. (2017) investigated this issue in a set-up similar to ours with a slightly lower resolution and found that the value of $\alpha$ induced by the loss or gain of angular momentum is under $10^{-3}$ (see their Figure 2), which is well below the typical value of fragmenting discs (a few $10^{-2}$ according to Rice et al. (2005)). Similar measurement were made with our specific set-up but with a gravitationally stable disc ($Q > 3$), in appendix A. We found an even lower value for the numerical $\alpha$, below $10^{-4}$ (Figure A1). Another caveat is the poor resolution on the centre of the cube but this is mitigated by the use of the adaptive mesh refinement (AMR). Finally, having a cubic box may introduce spurious reflection at the border of the simulation. To avoid this, we maintain a dead zone

2.3 Simulations

One of the goals of this work is to study the convergence of the fragmentation boundary with a Godunov scheme. To do so,
we run simulations for several values of $\beta$ and several resolutions. To reduce the computation time, we use the RAMSES’s Adaptative Mesh Refinement (AMR). The level of refinement of a cell is the number of times the simulation box must be divided in eight equal part to get the cell. The minimal level of refinement is 8, meaning that the root grid has a size of $256^3$. The disc itself is refined at a minimum level of 10. Only the parts of the simulation which are prone to form fragments are simulated with full resolution. Each cell is refined until the Jeans’s length is covered by at least 20 cells or it reaches the maximum level of refinement $l_{\text{max}}$. Thus, the resolution of a simulation is given by the value of $l_{\text{max}}$. Table 2 lists the simulations that were run for this study. A first set of simulations with $l_{\text{max}} = 11$ to $l_{\text{max}} = 12$ are run until about 5 Outer Rotation Periods (ORP); that is, that the gas at the border of the disc had 5 orbits around the star. A second set of simulations, labelled tic, for Turbulent Initial Condition, were run from relaxed initial conditions for $l_{\text{max}} = 12$ and $l_{\text{max}} = 13$. More precisely, they were restarted from a simulation at $\beta = 20$ and $l_{\text{max}} = 12$ for which the whole disc reached a gravitoturbulent state (after two ORPs). According to Paardekooper et al. (2011) and Clarke et al. (2007), departing from such turbulent conditions should reduce spurious fragmentation.

3 RESULTS

Figure 1 features column density maps for $\beta$ between 6 and 9 and a resolution $l_{\text{max}}$ from 12 to 13. For each of these simulations, a structure of spiral arms develops. As we shall see it what follows, the filamentary nature of these arms is important. We will thus refer to it as the Filamentary Spiral Pattern (FSP). When the disc is fragmented, the bounded fragments appear within the FSP. They are more frequent for low value of $\beta$ and high value of the resolution. Gas nearby to these clumps are locally orbiting around them.

3.1 The fragmentation boundary

In this section we determine a fragmentation boundary to compare with previous result in the literature. There is no clear separation between the fragmented and unfragmented cases, and we shall see that the boundary depend on the definition chosen for a fragment as well as on the resolution.

Definition 1: We define a fragment as a zone where the column density $\Sigma$ is 30 times higher than the mean azimuthal column density $\Sigma$, which survives for at least one orbital period. This definition was inspired by Paardekooper (2012).
Note that changing the threshold of 30 or the minimum survival time may change the value of the fragmentation boundary, and thus this definition is quite unsatisfactory. However, this should not influence the convergence result. The fragmentation result is reported on the table 2, allowing us to get an upper and lower estimate of the fragmentation boundaries at a given resolution. These estimates are presented in Figure 2. We find a fragmentation boundary which is near $\beta = 9$ for our highest resolution. This is close to values previously found in the literature for 3D simulations with SPH (Meru & Bate 2011a, 2012). At coarser resolution the fragmentation boundary lies at a lower value of $\beta$. There is no change of the boundary when TIC are used for the intermediate resolution.

**Definition 2:** As discussed above, Definition 1 is unsatisfactory because the results depend on free parameters. We introduce another definition inspired by Rice et al. (2003) and compare the results. The definition is the following: a fragment is a gravitationally bound clump of gas, that is for which the sum of the internal energy and its self-gravitational energy is negative and which survives for at least one orbital period. We used the HOP algorithm (Eisenstein & Hut 1998) to find such clumps and select the ones that fulfill the energy criterion. Clumps are then followed from one snapshot to the other to determine if it survives more than one orbital period. We tested this method for the group JR12 a found bounded clump for the simulation with $\beta = 9$, the simulation with $\beta = 10$ being still unfragmented according to this definition. The determined fragmentation boundary for this resolution is by consequence slightly superior when Definition 2 is used.

We conclude that the simulations of a $\beta$-cooling with a Riemann solver and a Godunov scheme we ran yield fragmentation boundary result close from what was found with other techniques in the literature. The fragmentation boundary seems to lie between $\beta = 8$ and $\beta = 10$, and is not well converged with resolution. The two definitions we used for a fragment, borrowed from older publications, led to two different (but close) determinations of the fragmentation boundary.

**Figure 3.** The time-averaged $\Sigma$-PDF (see the text) for the simulation $\beta = 6$ of the group JR12. The overdense zone is well fitted by a power-law.

### 3.2 Column density probability density function

Both the results above and the long-lasting debate in the literature about the value and the convergence of the fragmentation boundary make it hard to consider the fragmentation boundary as a reliable criterion for the fragmentation in discs. It is well-established that increasing the time-scale at which the disc is cooling (by increasing $\beta$) makes it less likely to fragment. However, it is unclear that there is a well-defined limit between the fragmented and the unfragmented regimes and the transition seems to be rather smooth. As a consequence, a more statistical approach should be used to study this transition.

The density fluctuation probability function ($\rho$-PDF) is a powerful tool widely used in the context of the fragmentation of the interstellar medium (Hennebelle & Falgarone 2012). In the context of astrophysical discs, $\rho$-PDF has been used by Hopkins (2013) to argue that the fragmentation can occur for any value of $\beta$ in theory. However, the $\rho$-PDF of a simulated disc is hard to interpret because of the disc’s strong radial and vertical structure. To get rid of the intrinsic fluctuations due to the structure, we use the probability function of the logarithm of the column density fluctuations $\sigma = \Sigma/\Sigma$ with respect to its azimuthal average. In this paper, we call it $\Sigma$-PDF and note it $P_\beta(\log(\sigma))$. Using the column density suppresses the fluctuations due to the vertical stratification and averaging azimuthally instead of globally removes the effects of the radial structure.

Figure 3 shows an example of such a $\Sigma$-PDF. The graph can be separated in three regions. First the average and underdense zone ($\sigma < \sigma_0$) presents approximately a log-normal shape, then the overdense zone ($\sigma_0 < \sigma < \sigma_{frag}$) has a power-
law shape and finally a third one ($\sigma > \sigma_{\text{frag}}$) may correspond to the fragments. The value of $\sigma_0$ is also chosen so that the value $P_0 = P_\beta(\log(\sigma_0))$ is the same for all the simulations independently of $\beta$ (Figure 6). We will see in the section 3.4 that this value may actually be of prime importance. The value of $\sigma_{\text{frag}}$ is 30 in accordance with Definition 1.

Power-laws in $\rho$-PDF of molecular clouds are the signature of a dominating self-gravity but in our particular situation the differential rotation may also play a role.

3.3 Relationship between the slope of the $\Sigma$-PDF and $\beta$

From Figure 4, we can see that the slope of the $\Sigma$-PDF strongly depends on the cooling parameter $\beta$. To measure this, we define $s$ the slope of the overdense zone of the time-

averaged $\Sigma$-PDF ($\sigma_0 < \sigma < \sigma_{\text{frag}}$):

$$P_\beta(\log(\sigma)) = P_0 \left( \frac{\sigma}{\sigma_0} \right)^s.$$  

We compute $s$ from the simulation by fitting a power-law on the $\Sigma$-PDF. Slow cooling (that is high value of $\beta$) led to higher value of $s$ as highlighted in Figure 5. There seems to be a linear relationship between $s$ and $\beta$. A linear fit of the data from the group JR12 yields the following relationship.

$$s = a_s \beta + b_s, \quad a_s \approx -0.2, b_s \approx -1.6, R^2 = 0.97,$$

where $R$, the multiple correlation coefficient of the fit, is remarkably close to 1. The group JR12 is chosen for the fit because it is the group for which we explored the widest range of value of $\beta$. As said above, $P_0 = P_\beta(\log(\sigma_0))$ is approximately the same whatever the value of $\beta$ and approximately equal to 0.5 (see Figure 6).

3.4 Energy balance in the disc

In this section, we try to understand and interpret the dependence on $\beta$ of the slope of the $\Sigma$-PDF shown in Figure 5. We consider an annular ring between radius $r$ and $r + \Delta r$ (with $\Delta r \ll r$), of mean column density $\Sigma$ and volume $V = 4\pi hr \Delta r$ where $h$ is the scale height of the disc. In a self-gravitating
Here, we made the important assumption that the $\Sigma$-PDF remains self-similar and that there is no physical scale at which the power-law breaks up. Indeed it is well known that self-gravity generates power-law density PDF which in the context of molecular clouds for instance tends to be proportional to $\rho^{-3/2}$ (see e.g. Kritsuk et al. (2011), Lee & Hennebelle (2018)). If we approximate $\varphi_\rho$ and $\varphi_r$ as in Equations (10) and (11), Equation (13) becomes

$$\alpha_{\text{grav}} = \frac{2}{3} \frac{\epsilon_r \epsilon_\varphi}{\pi G \Sigma} \frac{2}{c_s^2} \int_{0}^{\infty} \frac{P_0}{\sigma_0} \int_{0}^{\infty} \frac{\sigma_0}{\Sigma} \frac{\varphi_\rho \varphi_\varphi}{\sigma_0^2} \frac{1}{\Sigma} d\Sigma.$$

We further assume that the dominant contribution to $\alpha_{\text{grav}}$ comes from this part of the PDF. We can rewrite Equation (9) by summing over $\Sigma$ instead of the volume that leads to

$$\alpha_{\text{grav}} = \frac{2}{3} \frac{h}{2 \pi G c_s^2} \int_{\sigma_0}^{\infty} \frac{P_0}{\sigma_0} \frac{\varphi_\rho \varphi_\varphi}{\sigma_0} \frac{1}{\Sigma} d\Sigma.$$

Figure 6. Zoom over the PDFs of Figure 4. The value of the PDF is roughly the same for $\sigma_0 = 2$ and is $P_0 \approx 0.5$ (blue area).

As shown in Figure 3, the column density PDF can be decomposed in a low column density part, which contains most of the mass and is not strongly affected by $\beta$ and a high column density one which is clearly a power-law and whose slope depends on $\beta$. Using Equation (7), the PDF for $\Sigma$ when $\Sigma > \sigma_0 \Sigma$ can be written as

$$\text{PDF}(\Sigma) = \frac{P_0}{\sigma_0 \Sigma} \left( \frac{\Sigma}{\sigma_0 \Sigma} \right)^{s-1}.$$

We compare it to the empirical relation (8). The intercept value of $\sim 2$ is in good agreement with the value of $b_0 = -1.6$ found in our simulations. Both the approximations used for the model and the statistical variations in the simulations do not allow for more precision. The value of the linear coefficient $a_s = 0.2$ in our simulation and the fact that $\sigma_0 P_0 \approx 2$ suggest that $\epsilon_r \epsilon_\varphi \approx 0.025$. We would like to stress again that the assumption of only considering the contribution of the power-law zone of the PDF we made to write Equation (13) is crucial to end up with a linear relationship. This also true for our choice of $\sigma_0$ (see Figure 6), which suggests that this value is a threshold for the development of efficient gravitational heating.

We compare it to the empirical relation (8). The intercept value of $\sim 2$ is in good agreement with the value of $b_0 = -1.6$ found in our simulations. Both the approximations used for the model and the statistical variations in the simulations do not allow for more precision. The value of the linear coefficient $a_s = 0.2$ in our simulation and the fact that $\sigma_0 P_0 \approx 2$ suggest that $\epsilon_r \epsilon_\varphi \approx 0.025$. We would like to stress again that the assumption of only considering the contribution of the power-law zone of the PDF we made to write Equation (13) is crucial to end up with a linear relationship. This also true for our choice of $\sigma_0$ (see Figure 6), which suggests that this value is a threshold for the development of efficient gravitational heating.

Here, we made the important assumption that the $\Sigma$-PDF remains self-similar and that there is no physical scale at which the power-law breaks up. Indeed it is well known that self-gravity generates power-law density PDF which in the context of molecular clouds for instance tends to be proportional to $\rho^{-3/2}$ (see e.g. Kritsuk et al. (2011), Lee & Hennebelle (2018)). If we approximate $\varphi_\rho$ and $\varphi_r$ as in Equations (10) and (11), Equation (13) becomes

$$\alpha_{\text{grav}} = \frac{2}{3} \frac{\epsilon_r \epsilon_\varphi}{\pi G \Sigma} \frac{2}{c_s^2} \int_{\sigma_0}^{\infty} \frac{P_0}{\sigma_0} \frac{\rho}{\Sigma} \frac{1}{\Sigma} d\Sigma.$$

On the other hand, we know from a thermodynamical equilibrium that the parameter $\alpha$, linked to the heating process, is directly related to the coefficient $\beta$, which describes the cooling (Gammie 2001). In our case, Equation (3) writes

$$\alpha = \frac{2}{5} \frac{1}{\beta}.$$

The parameter $\alpha$ appearing in Equation (15) is the sum of the gravitational contribution from Equation (14) and the contribution of the Reynolds stress (accounting for density and velocity fluctuations). We neglect the second for simplicity, which seems reasonable for such massive disc (see Figure 5 of Lodato & Rice (2004)). Therefore combining Equations (14) and (15), we get

$$s = \frac{5}{3} \frac{\epsilon_r \epsilon_\varphi}{c_s^2} \sigma_0^2 P_0 \beta - 2.$$

In our self-gravitating assumption, the scale height $h$ is written as

$$h = \frac{c_s^2}{\pi G \Sigma}.$$

We thus retrieve the following linear relationship:

$$s = -\frac{10}{3} \epsilon_r \epsilon_\varphi \sigma_0^2 P_0 \beta - 2.$$

We compare it to the empirical relation (8). The intercept value of $\sim 2$ is in good agreement with the value of $b_0 = -1.6$ found in our simulations. Both the approximations used for the model and the statistical variations in the simulations do not allow for more precision. The value of the linear coefficient $a_s = 0.2$ in our simulation and the fact that $\sigma_0 P_0 \approx 2$ suggest that $\epsilon_r \epsilon_\varphi \approx 0.025$. We would like to stress again that the assumption of only considering the contribution of the power-law zone of the PDF we made to write Equation (13) is crucial to end up with a linear relationship. This also true for our choice of $\sigma_0$ (see Figure 6), which suggests that this value is a threshold for the development of efficient gravitational heating.

However, the assumption of a gas dominated radial gravity field (Equation (11)) is not as important. In the other extreme case where the radial component $g_r$ is dominated by the stellar contribution ($g_r \sim GM/\sigma^2 r^2$), we get

$$s = -\frac{5}{3} \frac{GM h \epsilon_\varphi}{c_s^2 r^2} \sigma_0 P_0 \beta - 1.$$

We can write the scale height as

$$h^2 = \frac{r^3 c_s^2}{GM_*}.$$
and we finally get
\[ s = -\frac{5}{3} \frac{r}{h} \varepsilon \varphi \sigma_0 P_0 \beta - 1. \] (21)
which is also a linear relationship given that \( r/h \) is constant.

3.5 The \( \Sigma \)-PDF as a predictive tool

Our characterization of \( \Sigma \)-PDF of \( \beta \)-cooled self-gravitating discs may be used as a predictive tool to estimate the amount of fragmentation of a disc from the value of \( \beta \). We empirically found that the overdense region of the \( \Sigma \)-PDF can be described by a power-law (Equation (7)). We also found that the relation between the slope \( s \) and \( \beta \) is linear (Equation (8)). From these two equations, we can derive the following expression for the overdensity region of the \( \Sigma \)-PDF
\[ P_\beta (\log(\sigma)) = P_0 \left( \frac{\sigma}{\sigma_0} \right)^{a_\beta + b_s}. \] (22)

The proportion of the disc where the fluctuation of column density overpass a given threshold \( \sigma_{\text{frag}} \) can be then estimated by the integral
\[ P_{\text{frag}}(\beta) = \int_{\log\sigma_{\text{frag}}}^\infty P_\beta(\log(\sigma)) \, d\log(\sigma) \]
\[ = \int_{\sigma_{\text{frag}}}^{\infty} P_\beta(\log(\sigma)) \frac{d\sigma}{\sigma} \]
\[ = P_0 \int_{\sigma_{\text{frag}}}^{\infty} \left( \frac{\sigma}{\sigma_0} \right)^{s-1} \, d\sigma. \] (23)

Since for \( \beta > 0, s < 0 \),
\[ P_{\text{frag}}(\beta) = -\frac{P_0}{s} \left( \frac{\sigma_{\text{frag}}}{\sigma_0} \right)^s \]
\[ = -\frac{P_0}{a_\beta + b_s} \left( \frac{\sigma_{\text{frag}}}{\sigma_0} \right)^{a_\beta + b_s}. \] (26)

With Definition 1, \( \sigma_{\text{frag}} = 30 \). If the corresponding surface \( S_{\text{frag}} = P_{\text{frag}}(\beta) \pi r_d^2 \) is lower than the minimal resolved surface, no fragment can be seen, but they will appear when we increase the resolution. Note that Relation (26) only quantify the probability of forming dense clumps of gas but says nothing on their boundedness and time of survival. Another important parameter is also by how many cells the surface \( S_{\text{frag}} \) is resolved. In Figure 7, we compare the prediction made by this empirical model and the values we measured in the simulations. The results indicates that \( S_{\text{frag}} \) must be resolved by at least approximately 40 cells before we begin to observe fragments.

The important point here is that the characterization of the \( \Sigma \)-PDF gives a way to estimate the proportion of the surface of a disc that undergoes fragmentation. This enables to bypass the ill-determined \( \beta_{\text{crit}} \) as a criterion for fragmentation. The relationship between the index of the power-law \( s \) with \( \beta \) is well converged for \( l_{\text{max}} \geq 12 \) as can be seen in Figure 5.

4 FIRST STEP OF THE GRAVITATIONAL CASCADE: THE FORMATION OF A FILAMENTARY SPIRAL PATTERN

From Figures 1 and 8, we can see that for all the values of \( \beta \) we considered, the disc develops a Filamentary Spiral Pattern
(FSP). The dense gas is mainly found in the filaments, so we expect that the shape of the overdense region of the $\Sigma$-PDF results from their $\Sigma$-PDF (see Figure 9). Furthermore, when the disc fragments, fragments appear within the FSP. From the study of these filaments, we devised a two-step scenario for the condensation of gas within the disc. The first step, presented below, is the formation of almost radially stable filaments. The second one, presented in the section 5, is the collapse of the gas alongside these filaments.

### 4.1 The properties of the filaments in our simulation

#### 4.1.1 Extraction

We use the package filfinder (Koch & Rosolowsky 2015) to extract filaments from a map of column density (Figure 10). This package detects filaments with an adaptive threshold from a flattened image. This allows to address the structural dynamic range of column density of the disc and the high overdensities due to fragments. Figure 9 shows that the $\Sigma$-PDF restricted to the extracted FSP reproduce the shape of the overdense region of the $\Sigma$-PDF of the whole disc. It also reproduces the slope and its variation with $\beta$. This good agreement together with the probability analysis (Figure 7) and the visual impression that fragments form inside the FSP (Figures 1 and 8) stresses the need to understand what drives their evolution.

#### 4.1.2 Equilibrium in the filaments

To better understand the shape of the filaments we analyse their support against self-gravity. The radial projection of Euler’s equation in cylindrical coordinates for a given point in the disc writes

$$-\frac{GM_s}{r^2} + g_{\text{gas}} + \frac{v_r^2}{r} = \frac{\partial_t P}{\rho} = \frac{\partial_t v_r + v_r \partial_r v_r}{\rho} ,$$

where $r$ and $\phi$ are respectively the radial and azimuthal coordinates, $P$ is the pressure and $g_{\text{gas}}$ the gravitational field due to the gas.

Let’s consider a filament like in the cartoon of Figure 11. We assume that the filament is locally perpendicular to the radial direction. We consider a given point $F$ within a filament at a distance $r_F$ from the star and the corresponding point $C$ at the centre of the filament in the same radial direction with a radius $r_C$. By subtracting Equation (27) evaluated at $F$ and at $C$ we get

$$g_{\text{gas},F} - g_{\text{gas},C} + \frac{\partial_r P_F}{\rho_F} - \frac{\partial_r P_C}{\rho_C} + \frac{v_r^2}{r_F} - \frac{v_r^2}{r_C} - \frac{v_{\phi,F}^2}{r_F} + \frac{v_{\phi,C}^2}{r_C} = \partial_t v_r + v_r \partial_r v_r - (\partial_t v_{\phi,C} + v_r \partial_r v_{\phi,C}) ,$$

where $v_k = -\sqrt{\frac{GM_s}{r}}$ is the Keplerian speed.

We assume that the filament is at equilibrium. This assumption is sustained by the fact that once formed, filaments last for several orbital periods and seems neither to expand nor to retract. With this assumption, the right-hand term $Dv_r,fil = \partial_t v_r,F + v_r,F \partial_r v_r,F - (\partial_t v_r,C + v_r,C \partial_r v_{\phi,C})$ is nul. The validity of this assumption is supported by the bottom right-hand panel of Figure 12. We define:

$$g_{\text{fil}} = g_{\text{gas},F} - g_{\text{gas},C} ,$$

the self-gravity of the filament,

$$R_{\text{fil}} = \left( \frac{v_{\phi,F}^2}{r_F} - \frac{v_{\phi,C}^2}{r_C} \right) - \left( \frac{v_{\phi,F}^2}{r_F} - \frac{v_{\phi,C}^2}{r_C} \right) ,$$

the support/collapse term due to differential rotation, and

$$f_{\text{fil}} = \frac{\partial_r P_F}{\rho_F} - \frac{\partial_r P_C}{\rho_C} .$$

Figure 8. Column density maps for the group JR13_TIC. Fragments form within the FSP.
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Figure 9. Σ-PDF at approximately 4.5 ORPs for the group JR13, TIC. The blue line in the PDF for the disc while the orange dashed line is the PDF restricted to the extracted filaments (see the text). The two PDFs correspond in the overdense part.

the thermal support. Assuming that the geometrical centre of the filament coincides with the density and pressure maximum of the filament, the second term $\partial_r P_C/\rho_C$ is equal to zero. In reality the filaments can be slightly asymmetrical and a little correction would be needed, but is neglected in this study. The equilibrium in the filaments is written as

$$g_{\text{fil}} + f_{P,\text{fil}} + R_{\text{fil}} = 0.$$  \hfill (32)

We first investigate whether a stronger $\beta$ (that is a less efficient cooling) results in a higher effective polytropic index $\gamma_{\text{eff}}$ such as $P = \rho^{\gamma_{\text{eff}}}$. This may result in a stronger thermal support in the high $\beta$ case and explain a steeper Σ-PDF. Figure 13 shows that there is no evidence of such a relationship between $\gamma_{\text{eff}}$ in the filaments and $\beta$.

Secondly, we investigate the various support, thermal and rotational within the filaments. Figure 12 shows PDFs of the ratio of $R_{\text{fil}}$, $g_{\text{fil}}$ and $f_{P,\text{fil}}$ for several values of $\beta$. The top right-hand and bottom left-hand panels show that the thermal support within the filament should be taken into account but does not depends so much on $\beta$. In simulations with higher $\beta$, the support provided by the differential rotation is stronger. For instance, on Figure 12 top left-hand panel, in more of 50% of the surface of filaments $R_{\text{fil}}/|g_{\text{fil}}|$ is comprised between 0 and 1 for $\beta = 4$, and between 0.5 and 1.5 for $\beta = 12$ as the distribution shifts to the right as $\beta$ increases. This can be explained by the fact that simulation with a lower $\beta$ (and thus more efficient cooling) are subject to gravitational instabilities that generates turbulent motions within

Figure 10. Example of filament extraction with FILFINDER, for the simulation $\beta = 6$ of the group JR13, TIC. The brighter pixels correspond to the extracted filaments and the white line is the skeleton of individual filaments. The inner ($r < 0.04$) and outer ($r > 0.18$) regions of the disc are masked out. Some filaments are not extracted by the algorithm because they are below the threshold.

Figure 11. Schematic view of a filament.
Figure 12. Ratio of forces within filaments. The notations are explained in section 4.1.2 and in Table 1. All quantities are computed from filaments extracted from a mid-plane slice of the simulation of the group JR13 at the same time as in Figure 8. **Top left:** PDF of the ratio of the centrifugal force over gravity. The distribution shifts to right towards 1 when $\beta$ increases, meaning that rotational tends to match gravity. The violin plot beneath displays a kernel density estimate of the distribution for each $\beta$. The median is pictured with a white circle and half of the distribution is within the black box. **Top right:** PDF of the ratio of pressure force over gravity. The pressure force plays an important role in the stability of the filaments but $\beta$ has only a small influence on it. **Bottom left:** Ratio of centrifugal force over pressure force. The distribution shifts to the right as $\beta$ increase, another hint that the importance of rotational support increases as the cooling becomes less efficient. **Bottom right:** PDF of the normalized difference between the radial velocity within the filaments and the radial velocity at the centre of the filaments. Almost everywhere within the filament the radial velocity is negligible with respect to the Keplerian speed (the filament are close to be at equilibrium radially). The probability of a radial collapse (given by the right tail of the distribution) is higher for low value of $\beta$. 

\[ R_{\text{fil}}/(g_{\text{fil}}) \]
\[ f_{P\text{fil}}/(g_{\text{fil}}) \]
\[ \log(|R_{\text{fil}}/f_{P\text{fil}}|) \]
\[ \log(|v_r - v_{r,c}|/v_{\text{kepl}}) \]
the disc (Gammie 2001). This turbulent motions dissipate angular momentum and thus reduce the rotational support. The role of the drop of rotational support due to viscous motions was previously stressed by Lin & Kratter (2016).

Our statistical measurements demonstrate the importance of the differential rotation in the processes of shaping the filaments and their PDF and thus in the fragmentation process. It would be interesting if we could use these finding to build a model explaining the actual shape of the filament as in the example of the Figure 14. This is the object of the next section.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure13.pdf}
\caption{Pressure-density relation in the filaments. The top panel shows the averaged value of the logarithm of the pressure in logarithmic bins of density. The slope of this curve (bottom panel) is the adiabatic effective index \(\gamma_{\text{eff}}\) within the filament. It was computed by fitting the above curves between 0 and 2 (blue shaded region) to exclude fragments. It is slightly lower than 1 (around 0.8), meaning that the filaments are close to isothermality. The data are computed from filaments extracted from the mid-plane slice of simulation of the group JR13 (same times as in Figure 8).}
\end{figure}

### 4.2 Analytical model for the shape of the filaments

To assess the results obtained in the numerical simulations (section 4.1), we seek for an analytical model to describe the FSP that forms in the disc. This self-gravitating structures is supported by thermal pressure and rotation.

#### 4.2.1 Analytical framework and assumptions

For the purpose of building a analytical model for the filaments in the disc, we make several simplifying assumptions:

(i) we make the shearing box approximation,
(ii) we consider that the filaments are at mechanical equilibrium,
(iii) we assume that the gas is locally isothermal,
(iv) we assume that the filaments are thin.

As we shall see, some of these assumptions can be disputed, even in the simplified view of the simulations discussed above. However, they provide a simple analytical framework that permits to illustrate how the interplay between gravity, rotation, pressure and energy dissipation shapes the filaments and the \(\Sigma\)-PDF.

**Shearing box approximation and mechanical equilibrium**: As in section 4.1, we focus on the equilibrium of filaments. Like previous studies (Gammie 2001; Paardekooper 2012; Klee et al. 2017) we use a local model (or shearing box). Lodato & Rice (2004, 2005) investigated the validity of such a model for self-gravitating discs and found no evidence of global wave energy transport, allowing for a local treatment of the energy dissipation. We consider a small region within a filament at a radius \(r_0\) comoving with the disc at the angular speed \(\Omega_0\) (see Figure 11). We introduce the local coordinates \(x = r - r_0\) and \(y = r_0(\varphi - \Omega t)\). We assume that the disc is Keplerian and that the filament is at mechanical equilibrium, that is \(D\rho / Dt = 0\) and \(v_y = 0\). We also assume that the filament is azimuthally uniform, that is \(\partial_y = 0\). The equations of motion are expanded to the first order in \(|y|/r_0\):

\[ g_{ii}\epsilon_y + 3\Omega_0^2 y\epsilon_y - \Omega_0^2 z\epsilon_z - 2\Omega_0\epsilon_x \times v - \frac{1}{\rho} \nabla P = 0. \]  

(33)

**Isothermal behaviour**: In our simulations, the adiabatic index of the gas is \(\gamma = 5/3\). However, the effective adiabatic index in the filaments is much lower with \(\gamma_{\text{eff}} \sim 0.85\) (Figure 13). Filaments are not so far from being isothermal and assuming them to be so greatly simplifies the equations. In our model,

\[ P = c_s^2 \rho \]  

(34)

and thus

\[ \nabla P \cdot \epsilon_y = c_s^2 \partial_y \rho \]  

(35)

where the sound speed \(c_s\) is constant.

**Thin disc approximation**: We assume that the disc is thin, that is \(z \ll r\) and thus \(\Omega_0^2 z \ll 1\) as well. For isothermal self-gravitating disc at vertical equilibrium, the scale height writes (Goldreich & Lynden-Bell 1965; Kratter & Lodato 2016):

\[ h = \frac{c_s}{\sqrt{2\pi G \rho_c}}. \]  

(36)
where \( \rho_c \) is the density in the mid-plane. The column density can be written
\[
\Sigma = 2h \rho_c. \tag{37}
\]
By multiplying Equation (33) by 2\( h \) and projecting in the \( y \)-direction we obtain
\[
\Sigma \left( g_{\text{fil}} + 3 \Omega_0^2 y - 2 \Omega_0 v_x \right) - 2 c_s^2 \partial_y \Sigma = 0. \tag{38}
\]

### 4.2.2 Transport of angular momentum

An essential aspect in the problem under investigation is the transport of angular momentum through the \( \alpha \)-viscosity. The transport equation in the shearing box approximation is
\[
\partial_t \Sigma v_x + \partial_y (\Sigma v_x v_y) = \partial_y (\nu \Sigma \partial_y v_x), \tag{39}
\]
where \( \nu = \alpha c_s h \) is the effective viscosity. Since we seek for stationary solutions, we simply require that \( \nu \Sigma \partial_y v_x \) is equal to a constant. Combining Equations (36) and (37), we see that \( \Sigma \propto \sqrt{\rho_c} \); therefore, \( \nu \Sigma \) is a constant as long as the gas remains isothermal. We thus get
\[
v_x = \Omega_0 y, \tag{40}
\]
where \( K \) is a dimensionless number. Combining this relation with Equation (38), we arrive to
\[
\Sigma \left( g_{\text{fil}} + (3 - 2K) \Omega_0^2 y \right) = 2 c_s^2 \partial_y \Sigma. \tag{41}
\]
This equation describes a filament that is at perfect mechanical equilibrium.

### 4.2.3 Gravitational potential

To get \( g_{\text{fil}} \), we have to perform an integration through the filament. We assume that the filament is symmetrical with respect to the \( x \)-axis and goes from \( y = -\Lambda \) to \( y = \Lambda \). As in the thin disc geometry, the plane \( z = 0 \) is singular, we calculate the gravitational field at \( z = \varepsilon \). From the direct integration over \( x \) and \( y \) we get
\[
g_{\text{fil}}(0, y, \varepsilon) = G \int_{-\Lambda}^{\Lambda} \frac{\Sigma(x, y')(y - y')}{(x^2 + (y - y')^2 + \varepsilon^2)^{3/2}} \, dx \, dy',
\]
where we took into account that \( \Sigma \) is invariant along the \( x \)-axis and
\[
I = \int_{-\Lambda}^{\Lambda} \frac{dx'}{(1 + x'^2)^{3/2}} = 2. \tag{43}
\]

### 4.2.4 Solution of the equation of motion

For the purpose of solving the numerical problem we rewrite \( g_{\text{fil}} \) as
\[
g_{\text{fil}}(0, y, \varepsilon) = 2G \int_{0}^{\Lambda} \Sigma(0, y') D(y, y', \varepsilon) \, dy', \tag{44}
\]
where
\[
D(y, y', \varepsilon) = \frac{y' - y}{(y - y')^2 + \varepsilon^2} - \frac{y' + y}{(y' + y)^2 + \varepsilon^2}. \tag{45}
\]
With this last expression, we see that Equation (41) is an integro-differential equation of the first order. It is determined by its boundary conditions. We assume that \( \partial_y \Sigma(0) = 0 \) and that \( \Sigma(0) = \Sigma_0 \) is given. We start by normalizing Equa-
tion (41). We write

\[ y = y_0 \tilde{y} \quad \text{with} \quad y_0 = \frac{\sqrt{2} c_s}{\sqrt{3} - 2 K \tilde{\Omega}_0}, \quad (46) \]

\[ \Sigma = \Sigma_0 \tilde{\Sigma} \quad \text{with} \quad \Sigma_0 = \frac{c_s^2}{y_0 G}, \quad (47) \]

where it is assumed that \( 3 - 2 K > 0 \) (i.e., centrifugal support exerts a support). Equation (41) becomes

\[ \frac{\partial \tilde{\Sigma}}{\partial \tilde{y}} = \int_0^{\tilde{y}} \tilde{\Sigma}(0, y') D(y', \tilde{y}, \varepsilon) dy' + \tilde{y}. \quad (48) \]

To generate a sequence of equilibrium we can simply increase the value of \( \Sigma(0) \) while imposing that the mass \( \int_0^{\tilde{y}} \tilde{\Sigma}(y') dy' \) remains invariant. In principle, this may have imposed to search for the corresponding \( \Lambda = y_0 \Lambda \) for each value of \( \Sigma(0) \). In practice, it turns out that for \( \Lambda \simeq 1.5 \) all solutions have approximately the same mass. To integrate Equation (48), we use the python package IDESOLVER (Karpe 2018).

The results are displayed in Figure 15. The column density profiles (top panel) show that as the gas contracts along the \( y \)-axis the filament becomes progressively more peaked. Middle panel reveals that indeed at \( y = 1.5 \), all filament masses are almost identical while the kinetic energy decreases as it should along the sequence of equilibrium triggered by the viscous transport of angular momentum.

Figure 14 portrays a comparison between a solution of the analytical model and a series of filament profiles extracted from the simulation. The good agreement that can be seen confirms the proposed picture of a quasi-equilibrium contraction in the radial direction driven by the viscous transport of angular momentum. This is the first condensation step underwent by self-gravitating discs subject to \( \beta \) cooling, leading to the formation of gas filaments.

5 SECOND STEP OF THE GRAVITATIONAL CASCADE: COLLAPSE OF THE GAS WITHIN FILAMENTS

In the previous part, we have established that in self-gravitating \( \beta \)-cooled discs, the gas condenses in rotationally supported filaments. The \( \Sigma \)-PDF is however not the direct result of the radial column density profile of the filament. Indeed, to reproduce a PDF with a slope \( s \), very shallow power-law column density profile of slope \( 1/s \) would be required. Such slope are not measured in our simulations (Figure 14), not yielded by the analytical model (Figure 15) and would require unrealistic broad filament to reproduce all the dynamic range of the PDF. The power-law slope is built by the filament and is not entirely set by its radial profile, so it is set alongside the filaments. Figure 16 confirms this assertion as it shows that the filaments are not equally dense along their spine. This reveals that there is a crucial second step to explain the \( \Sigma \)-PDF. Once the gas is condensed into filaments, it continues to collapse but along the filament ridge. To visualize collapsing motion, Figure 17 displays a bi-dimensional map of the excess of tangential velocity \( v_2 / v_{\text{topl}} - 1 \). High gradients are clearly visible and reveal ongoing collapse motions. The filaments are over-Keplerian at some places and under-Keplerian at others, meaning that the gas accumulates at the transition. In fragmented discs, the fragments coincide with these accumulation zones. Obviously the collapse is stronger, meaning that the velocity gradients are higher, when \( \beta \) is lower. Qualitatively speaking, the fragmentation of the filamentary spiral pattern resembles the fragmentation of thermally supported self-gravitating filaments as studied for instance by Ostriker (1964) and Fiege & Pudritz (2000). The most important difference is that the filamentary spiral pattern is radially supported by the differential rotation.

The idea of a two-step scenario (condensation within spiral arm and then fragmentation) was previously proposed by Takahashi et al. (2016). They provide a fragmentation criterion within the filaments: a filament fragments if the value of the Toomre \( Q \) parameter within it is below 1. Our maps of the Toomre \( Q \) parameter within our simulations (see Figure B2 in the appendix) shows that \( Q < 0.6 \) is indeed a necessary condition for fragmentation. Our work on the characterization of the \( \Sigma \)-PDF in section 3 gives an additional quantification of the amount of fragments expected to be found in the fila-
Figure 16. Map of fluctuations of column density $\sigma = \Sigma / \bar{\Sigma}$ (left) in logarithmic bins represented on the $\Sigma$-PDF (right) for $\beta = 8$. Dense parts of the PDF ($\log(\sigma) > 0.5$) are only present in some restricted regions of the filaments.

Figure 17. Azimuthal velocity $v_\varphi$ in the FSP relative to the Keplerian velocity $v_{\text{kepl}}$ on mid-plane slice taken at about 4.5 ORPs. Blue parts are rotating less faster than red parts, so the disc is collapsing alongside the filaments at the transition between the two zones. Discrepancies of the azimuthal speed are less important for high values of $\beta$. Distances are in code units.
ments, which is not given by the $Q < 0.6$ criterion. However, our computation of the probability to forms fragments needs to be generalized to take into account the effect of irradiation and more realistic cooling.

### 6 DISCUSSIONS AND CONCLUSIONS

We have presented simulations of self-gravitating disc undergoing a simple model of cooling, the β-cooling (section 2). Using the Godunov scheme implemented in RAMSES, we found a value of the fragmentation limit $\beta_{\text{crit}}$ around 9, in rough accordance to previous results from simulations using SPH (section 3.1).

However, the fragmentation limit is quite blurry, both in our simulations (it is not converged and is sensible to the definition we choose) and in the literature as shown in the introduction. We found that the tendency of a disc to form fragments is better described by the probability density function of the fluctuation of the column density ($\Sigma$-PDF, section 3.2) as the PDF is more flat for strong cooling (low value of $\beta$), matching the excess of fragmentation (section 3.3). Actually, the slope of the PDF depends linearly on $\beta$ and this linear dependence can be understood using the relation between $\beta$ and the turbulent parameter $\alpha$ found by Gammie (2001). The evolution of the slope of the PDF is thus the result of a balance of energy (section 3.4). In some extent, our conclusions are similar to those of Paardekooper et al. (2011), as we found that is no such thing as a clear fragmentation boundary, but the probability of forming bound fragments diminish as $\beta$ increases. The formula (26) of section 3.5 is a first attempt to empirically capture this behaviour, but it ought to be better constrained with simulations with higher $\beta$. We tried to better understand the process leading to the formation of the PDF and fragmentation. From our study, we propose a two-step scenario:

(i) First, the gas form radially stable, rotationally supported filaments. The rotational support is stronger for less efficient cooling, as the angular momentum is less efficiently dissipated (section 4).

(ii) Secondly, the gas collapses alongside the filaments to form the dense part of the PDF and eventually fragments (section 5).

The investigation of what may first look like a simple academic problem lead us towards a better qualitative understanding of the process of fragmentation in self-gravitating discs. A further improvement of this work would be to have a more quantitative view of the whole process, and especially the second step of our scenario that we have just brushed here. Simulation taking into account the irradiation of the stars shows it can efficiently suppress fragmentation, except far away from the star (Rice et al. 2011; Zhu et al. 2012). Another interesting question would be to know to what extent the scenario for fragmentation remains valid in presence of irradiation and with a more realistic cooling function.
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APPENDIX A: CONSERVATION OF ANGULAR MOMENTUM

As mentioned in section 2, the poor conservation of the total angular momentum can be a concern when using a Cartesian grid for a cylindrical problem (Lichtenberg & Schleicher 2015). We run a simulation of a stable disc to repeat the measurement done by Hennebelle et al. (2017) in their Figure 2. The goal is to measure how the bad conservation of angular momentum can influence the fragmentation by artificially increasing the turbulence in the disc. The setup we use is the same as described in section 2, except that the temperature is initially set so that the value of $Q$ at the outer edge of the disc is 3, and the $\beta$-cooling is switched off. If the conservation of angular momentum was perfect, we would expect that the disc remains completely stable and that the value of the Shakura & Sunyaev's $\alpha$ parameter remains equal to 0 or at least very close. Departure from $\alpha = 0$ can be seen as an artificial stress due to various numerical effects, including a bad conservation of angular momentum. Figure A1 shows the contribution of the Reynolds and gravitational stress tensors to the parameter $\alpha$, respectively $\alpha_{\text{reynolds}}$ and $\alpha_{\text{grav}}$, computed as in Lodato & Rice (2004). The value of $\alpha$ for this artificial stress goes quickly below $10^{-4}$ and thus has not any significant impact on the fragmentation process.

APPENDIX B: TOOMRE’S $Q$ PARAMETER

The Toomre $Q$ parameter (Toomre 1964)

$$Q = \frac{c_s K}{\sigma \Sigma}.$$  \hspace{1cm} (B1)

is crucial to quantify the stability of self-gravitating disc (Gammie 2001; Takahashi et al. 2016). Figure B1 features a figure of the azimuthally averaged value of $Q$ in the simulations from the group JR13_TIC. For $\beta > 10$ the radial profile of $Q$ is a plateau with $Q \approx 2–3$. Note that this is the commonly accepted critical value for gravitational instability in presence of non-axisymmetric perturbations (Romeo & Mogotsi 2017, and references therein). Lower values of $\beta$ yield higher values of the azimuthal average of the $Q$ parameter, which may be found surprising but is explained by the fact that in these simulations, the mass is concentrated in very thin filaments. Indeed, Figure B2 featuring the map of $Q$ shows that in these simulations $Q$ is very low in the fragmenting filaments and quite high in the rest of the disc. By comparing Figure B2 and Figure 8, we can notice that, as stated by Takahashi et al. (2016), $Q < 0.6$ is a necessary condition for fragmentation within the filaments, but we also have non-fragmenting filaments with $Q < 0.6$, in the $\beta = 16$ simulation for instance.

This paper has been typeset from a TeX/\LaTeX\ file prepared by the author.
Figure B1. Radial profile of the Q Toomre parameter for the JR13 TIC simulation, from snapshots at the same time as Figure 8. The black dashed line corresponds to the critical value $Q = 1$.

Figure B2. Map of the Toomre Q parameter in the disc. Zones with $Q < 0.6$ appear in white or red and are located in the filaments. Green zones are gravitational stable according to the Toomre criterion. In the grey zones the epicyclic frequency was not computed because of the adaptive resolution.