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We study the Quantum Approximate Optimization Algorithm (QAOA) in the context of the MAX-CUT problem. Noisy quantum devices are only able to accurately execute QAOA at low circuit depths, while classically-challenging problem instances may call for a relatively high circuit-depth. This is due to the need to build correlations between reachable pairs of vertices in potentially large graphs [1]. To enhance the solving power of low-depth QAOA, we introduce a classical preprocessing step that initializes QAOA with a biased superposition of possible cuts in the graph, referred to as a warm-start. In particular, we initialize QAOA with a solution to a low-rank semidefinite programming relaxation of the MAX-CUT problem. Our experimental results show that this variant of QAOA, called QAOA-warm, is able to outperform standard QAOA on lower circuit depths in solution quality and training time. While this improvement is partly due to the classical warm-start, we find strong evidence of further improvement using QAOA circuit at small depth. We provide experimental evidence of improved performance as well as theoretical properties of the proposed framework.

I. INTRODUCTION

There is growing interest in utilizing near-term quantum technology [2] to solve challenging problems in combinatorial optimization. Farhi et al. [3] recently introduced the Quantum Approximate Optimization Algorithm (QAOA), designed specifically for combinatorial optimization problems. This is a hybrid quantum-classical algorithm, where the state of a quantum processor is controlled by variational parameters designed specifically for combinatorial optimization problems. This is a hybrid quantum-classical algorithm, where the state of a quantum processor is controlled by variational parameters $\gamma$ and $\beta$, which are optimized using a classical processor.

We consider the MAX-CUT problem, which is one of the most studied problems in combinatorial optimization. Given a simple weighted graph $G = (V, E)$ with vertex set $V = [n]$, edge set $E \subseteq \binom{V}{2}$, and weights $w : E \to \mathbb{R}$, the MAX-CUT problem is to find a partition of $V$ into two sets $S, V \setminus S \subseteq V$ such that the total weight of the edges that are cut by this partitioning, i.e., $\text{cut}(S) := \sum_{e \in E} w_e \cdot 1[e \in S \times (V \setminus S)]$, is maximized. The best-possible (under Unique Games Conjecture [4]) polynomial-time approximation factor for solving the MAX-CUT problem is $0.878$ (for graphs with non-negative edge weights), and is given by the seminal Goemans-Williamson (GW) [7] algorithm. This method creates a random partition of the vertex set using the solution to a convex relaxation of MAX-CUT using a semi-definite program (SDP). MAX-CUT is not only NP-hard to compute but also is hard to classically approximate better than a multiplicative factor of $16/17$ for non-negative edge weights [8, 9]. Graphs with both positive and negative edge weights seem harder to find approximate solutions for (e.g., see [10] for a related problem). Given a perfect noise-free quantum computer, on the other hand, the QAOA algorithm is able to converge to the optimal solution as the number of QAOA stages $p$ increases. This is due to QAOA’s asymptotic equivalence to the Quantum Adiabatic Algorithm (QAA) as $p \to \infty$ [8]. The caveat is that increasing $p$ not only increases the number of parameters to be optimized, but makes the circuit more susceptible to quantum noise. Sufficiently deep circuits are effectively inaccessible due to the practical limitations of current and near-term quantum hardware.

In this work, we study the impact of low-rank local optima for MAX-CUT relaxations as initializations for QAOA. We refer to these non-standard initializations of the QAOA algorithm as warm starts (following the classical optimization literature [11, 13]) and explore their impact on the performance of the hybrid variational method. Our warm-states are separable, and are based on a local optima of Burer-Monteiro’s low-rank relaxation of MAX-CUT on a given graph [14, 15]. We use standard QAOA mixers with this initialization and refer to this variant as QAOA-warm. A key result of our study is that, our numerical simulations show QAOA-warm typically outperforms standard QAOA in quality of solution for low $p$-depth. In particular, we perform numerical simulations on 1264 graph instances of up to 12 nodes. We find that QAOA-warm achieves a higher average approximation ratio than standard QAOA for 96.8%, 90.0%, 72.8%, and 53.6% of instances for circuit depths $p = 1, 2, 4, 8$ respectively. While
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² Under the Unique Games Conjecture (UGC), this 0.878-approximation ratio is the best factor we can hope to achieve, which simply means that assuming UGC there does not exist a polynomial-time classical algorithm for MAX-CUT with a $(0.878 + \epsilon)$-approximation ratio, for any $\epsilon > 0$. [4, 9].
this improvement is partly due to the classical warm-start, we find that the improvement due to the QAOA circuit on the warm-start is significant, e.g., at least 50% improvement in the approximation ratio at \( p = 1 \) compared to \( p = 0 \) (warm-start initialization) on 74 instances, and at least 80% improvement on 22 instances at depth \( p = 1 \). We also explore the variational parameter space with and without initializations using warm-starts, and show interesting theoretical properties for warm-starts. For QAOA-warm at \( p = 1 \), our numerical simulations indicate that the energy landscape frequently has a more ridge-like structure which can potentially be exploited in regards to optimization of the variational parameters. Additionally, with QAOA-warm, our simulations show an overall improvement in the expected cut values across the landscape.

For graphs with non-negative edge weights, it is known that standard QAOA starts with a 0.5-approximation guarantee at \( p = 0 \) (as measuring the initial state \(|+\rangle^\otimes n \) yields the same result as if uniform classical sampling all possible cuts). In contrast, given any graph with non-negative edge weights and a \( \kappa \)-approximate solution to the Burer-Monteiro relaxation of the problem in 2 or 3 dimensions, we prove our pre-processing stage allows QAOA-warm to guarantee at least a \( 0.75\kappa \) or \( 0.66\kappa \) approximation (respectively) at any depth, in particular \( p = 0 \). This general bound augments the current literature where provable guarantees for standard QAOA at low depth are only known for special cases, e.g., regular graphs. For \( n \)-node even cycles, depth-\( p \) QAOA achieves an approximation ratio of at most \( \frac{2p+1}{2p+2} \) whenever \( n > 2p \) [16]. It is conjectured that the approximation ratio is exactly \( \frac{2p+1}{2p+2} \) [3]. On the other hand, for these even cycles, the warm-starts simply result in an optimal cut due to the antipodal structure of the \( \kappa \) guarantee at \( p = 0 \) (as measuring the initial state \(|+\rangle\rangle \rangle^\otimes n \). This is to be expected since standard QAOA’s equivalence to the Quantum Adiabatic Algorithm is dependent on the fact that the initial state \(|+\rangle^\otimes n \) is a maximum energy eigenstate of the mixing Hamiltonian, but this will not typically be the case for the initial state of QAOA-warm. In other words, for any graph \( G \), there exists a graph-dependent depth \( p \) such that standard QAOA does at least as well as QAOA-warm.

a. Related Work. There have been many different approaches to improving QAOA. Zhou et al. [17] proposed the INTERP and FOURIER heuristics to improve parameter optimization. These approaches bootstrap QAOA parameter initialization to the QAOA solver itself, and do not use any classical-side optimization. Zhu et al. [18] introduced layer-dependent mixer operators that rely on an ansatz for the QAOA states. Sack and Serbyn [19] meanwhile focused on QAOA parameter optimization by connecting QAOA more closely to its quantum adiabatic origins. Our approach meanwhile leverages the considerable body of work on classical solvers. Bärtsc et al. [20] altered the mixing term to use a Grover-like circuit. However, their approach is not well suited to MAX-CUT as it does not have a subspace of preferred states. Unreachable states that are independent of initial conditions were explored in [21], and a contrast was drawn between these states and the barren plateau problem, where poor initialization results in inefficient optimization. Our work connects the two cases, finding cases where initial states fail to mix properly and yield low-value approximate solutions. In a recent parallel study by Egger et al. [22], the authors explore two warm-start techniques. In the former, they perform a continuous relaxation of variables for a Quadratic Unconstrained Binary Optimization (QUBO) and modify the mixer in a way that ensures one achieves optimality as the circuit depth tends to infinity. In the latter, they initialize QAOA based on a single cut that is classically obtained from a MAX-CUT instance, and then modify the mixer so that the value of that specific cut can be recovered at depth-1 QAOA. Our approach, on the other hand, is to use low-rank local optima for relaxations to MAX-CUT (with rank greater than 1). Additionally, Egger et al. [22] modify the mixer so that the warm start is the lowest energy eigenstate, while we maintain the standard mixer in this work. Overall, since our approach allows more flexibility in the initialization of warm-starts, it ultimately translates to improvements in performance, especially at low-circuit depths (as discussed in Appendix E).

b. Outline. We believe our study draws interesting connections between classical and quantum hybrid algorithms while positively impacting the performance of the QAOA algorithm. In the rest of this paper, we review QAOA in Section II A and the Goemans-Williamson algorithm as well as the low-rank Burer-Monteiro formulation for it in Section II B. We introduce our key ideas as a preprocessing stage in Section III; present our computational and theoretical results in Sections IV and V respectively, and conclude with a discussion and open questions in Section VI.

2 QUBO is in fact equivalent to MAX-CUT [23], and therefore all our results apply to QUBO as well.
II. QUANTUM AND CLASSICAL OPTIMIZATION ALGORITHMS

Before delving into the relevant algorithms in quantum and classical settings, we first define the notion of approximation ratio (AR) for Max-Cut in general weighted graphs. Given a candidate solution $S'$ of a graph $G$, call $S'$ an $\alpha$-approximate solution if $\frac{\text{cut}(S')}{\text{Max-Cut}(G)} \leq \alpha$ where $\text{Max-Cut}(G) = \max_{S \subseteq V} \text{cut}(S)$ and $\text{MIN-Cut}(G) = \min_{S \subseteq V} \text{cut}(S)$. Defined this way, the approximation ratio $\alpha$ will always lie in the interval $[0, 1]$. An $\alpha$-approximate algorithm is defined to be an algorithm that always returns an $\alpha$-approximate solution (in expectation). Note that when $G$ only contains non-negative edge weights, then $\text{MIN-Cut}(G) = 0$, in which case, being an $\alpha$-approximate solution is equivalent to being at least an $\alpha$-fraction of the optimal solution.

A. The Quantum Approximate Optimization Algorithm

In this section, we review the hybrid quantum-classical algorithm of QAOA for the Max-Cut problem. QAOA assigns a quantum spin to every binary output variable. In each of the $p$ layers of the algorithm, the problem Hamiltonian $H_C$ and a mixing Hamiltonian $H_B = \sum_{i \in [n]} \sigma_i^Z$, where $\sigma_i^Z$ is a Pauli matrix for qubit $i$ with $k = x, y, z$, are alternately applied to the initial quantum processor state $|s_0\rangle$, generating a variational wavefunction $|\psi_p(\gamma, \beta)\rangle = e^{-i\beta_p H_B}e^{-i\gamma_p H_C} \cdots e^{-i\beta_1 H_B}e^{-i\gamma_1 H_C} |s_0\rangle$,

where $|s_0\rangle = \{\uparrow\} \otimes n$ is the standard initial state. Sampling from the final variational state will yield a cut with an expected cut value of:

$$F_p(\gamma, \beta) = \langle \psi_p(\gamma, \beta) | H_C |\psi_p(\gamma, \beta) \rangle.$$ 

For the maximization problem Max-Cut, the cost Hamiltonian for a graph $G = (V, E)$ (with weights $w : E \rightarrow \mathbb{R}$) can be written as

$$H_C = \frac{1}{2} \sum_{(i,j) \in E} w_{ij} (1 - \sigma_i^Z \sigma_j^Z).$$

The (near) optimal parameters of the algorithm, $\gamma, \beta$, are found by a classical algorithm to maximize the performance of the QAOA algorithm, with $F_p(\gamma, \beta)$ viewed as a multi-dimensional non-convex function. We let $M_p$ denote the expected cut value with optimal choice of $\gamma, \beta$ parameters, i.e.,

$$M_p = \max_{\gamma, \beta} F_p(\gamma, \beta).$$

It is not difficult to see that $M_p$ is a non-decreasing function in $p$; moreover, as previously mentioned, $M_p \rightarrow \text{MAX-Cut}(G)$ as $p \rightarrow \infty$ [1]. For graphs with non-negative edge-weights, the ratio $M_p/\text{MAX-Cut}(G) \geq 0.5$ for all $p \geq 0$ due to the 0.5-approximation ratio achieved at $p = 0$ for the standard initialization.

To find the optimal variational parameters, one can simply perform a dense grid search for $\gamma, \beta \in [-\pi, \pi]^{2p}$, but this would be feasible only for small circuit depths. For scalability, one can instead treat $F_p(\gamma, \beta)$ as a black-box$^3$ and utilize a classical optimizer to (iteratively) update and find suitable values of $\gamma$ and $\beta$ in an effort to maximize the expected cut value. For any classical optimization algorithm $A$, it will eventually terminate at some $(\gamma, \beta) = (\hat{\gamma}, \hat{\beta})$; we will then let QAOA$(G; A)$ denote the expected value of the cut at $(\hat{\gamma}, \hat{\beta})$, i.e.,

$$\text{QAOA}(G; A) = F_p(\hat{\gamma}, \hat{\beta}).$$

To optimize the variational parameters, we consider four choices of the optimizer: ADAM [24], COBYLA [25], Nelder-Mead [26], and BFGS [27]. Since $F_p(\gamma, \beta)$ is non-convex, classical optimizers are not guaranteed to stop at a globally optimal choice of $\gamma$ and $\beta$, i.e., the expected result of QAOA will not always be equal to $M_p$ (i.e. the expected result of QAOA had we initialized $\gamma$ and $\beta$ optimally). ADAM and BFGS operate with the first-order information (i.e., using gradient estimates), whereas COBYLA and Nelder-Mead operate with the zeroth-order information (i.e.,

3 For actual quantum devices, the value of $F_p(\gamma, \beta)$ and its gradients can be estimated by taking multiples measurements of $\psi_p(\gamma, \beta)$ in the computational basis.

4 One can calculate (or approximate) the gradient using a variety of methods. Our implementation approximates the gradient using an analytic forward difference method implemented in TENSORFLOW QUANTUM (with default parameters error order=1 and grid spacing=0.001). By analytic, we mean that any expectations computed in the calculation are computed exactly (instead of using a sampling-based approximation).
function value estimates). On quantum devices, gradients are estimated using multiple evaluations of the function $F_p(\gamma, \beta)$ at various $(\gamma, \beta)$; these function evaluations are noisy since $F_p(\gamma, \beta)$ itself is estimated by taking an average of multiple quantum measurements. For this reason, gradient-free optimizers are typically more robust against quantum noise and are recommended in practice over gradient-based methods. Application of machine learning techniques for optimizing the variational parameters (a technique known as meta-learning) has also shown promise in the noisy quantum setting. Recent results regarding the concentration of the (standard) QAOA landscape can also be for optimizing the variational parameters. Even though the runtimes for various optimizers may significantly differ, we find that the choice of the optimizer has much smaller impact on the approximation ratio achieved for QAOA-warm. (discussed in Section IV).

### B. Classical Optimization Algorithms

In this section we review two classical approximation algorithms for Max-Cut. Recall that given a (weighted) graph $G = (V, E)$ with weights $w : E \to \mathbb{R}$, the Max-Cut problem is to find a partitioning of the vertices into two subsets, $S$ and $T = V \setminus S$, that maximizes the number of cut edges, i.e.,

$$\text{Max-Cut}(G) = \frac{1}{2} \max_{S \subseteq V} \sum_{i,j \in V} w_{ij} 1[i \in S] 1[j \not\in S].$$

Note that if $(i, j) \notin E$, we can just take $w_{ij}$ to be zero. Instead of maximizing over subsets of $V$, one can rewrite the problem as maximizing over $\{-1, 1\}^{|V|}$ instead. To do this, we associate every vertex $i \in V$ with a decision variable $x_i$, where $x_i = +1$ indicates that vertex $i \in S$ and $x_i = -1$ indicates that $i \notin S$. Observe that for an edge $(i, j) \in E$, we have that the edge is cut if and only if $x_i \neq x_j$. Using the above fact, one can easily check that:

$$\frac{1}{4} w_{i,j} (x_i - x_j)^2 = \begin{cases} w_{ij}, & (i, j) \text{ is cut}, \\ 0, & (i, j) \text{ is not cut}. \end{cases}$$

By adding up the contribution of each edge and letting $n = |V|$, it becomes clear that one can reformulate the Max-Cut problem as the following maximization problem:

$$\max_{x \in \{\pm 1\}^n} \text{cut}(x) = \max_{x \in \{\pm 1\}^n} \frac{1}{4} \sum_{i<j} w_{i,j} (x_i - x_j)^2$$

$$= \max_{x \in \{\pm 1\}^n} \frac{1}{4} \sum_{i,j} w_{i,j} (1 - x_i x_j)$$

$$= \frac{1}{2} W + \max_{x \in \{\pm 1\}^n} \frac{1}{4} \langle -A, xx^T \rangle,$$

where $A$ is the adjacency matrix of $G$, $\langle \cdot, \cdot \rangle$ denotes the Frobenius product of two matrices, and $W = \sum_{i,j \in E} w_{ij}$.

a. Goemans-Williamson (GW) Algorithm. In the seminal work of Goemans and Williamson in 1995, the authors pioneered the use of semi-definite programs for solving combinatorial problems. Considering $Y = xx^T \succeq 0$ from equation (3), Max-Cut becomes equivalent to maximizing $\langle -A, Y \rangle$ by matrix $Y$ from the positive semidefinite cone, subject to having a unit diagonal, in addition to being rank-1. Relaxing the last constraint gives us a semidefinite program as follows:

$$\text{maximize} \quad \langle -A, Y \rangle$$
$$\text{subject to} \quad \langle Y, e_i e_i^T \rangle = 1, \quad \forall i \in [n],$$
$$Y \in \mathbb{S}_+^n,$$

where $n = |V|$ and $\mathbb{S}_+^n$ is the set of all $n \times n$ positive semidefinite matrices. The value given by the relaxation above was first considered in 1993 by Delorme and Poljak in the form of an eigenvalue maximization problem with the equivalence shown shortly after by Poljak and Rendl in 1995. The above relaxation is in the form of a semi-definite

---

5 Not to be confused with the bra-ket notation, the Frobenius product of two same-sized matrices $A$ and $B$, denoted by $\langle A, B \rangle$, is equal to $\text{Tr}(A^T B)$ where $\text{Tr}(\cdot)$ denotes the trace of a matrix and $(\cdot)^T$ denotes conjugate transposition.

6 We use “$A \succeq 0$” to mean that $A$ is a positive semidefinite matrix, i.e., $A$ is a symmetric matrix with real, nonnegative eigenvalues.
program and hence since it is a convex program it can be solved in polynomial time up to arbitrary precision, e.g., by using interior point methods \[33\].

For a Cholesky decomposition of \( Y = X^T X \) (with \( X \in \mathbb{R}^{n \times n} \)), one can think of the solution to the above SDP as an embedding which maps vertex \( i \) to \( X_{i,i} \), i.e., the \( i \)th column of \( X \). This embedding can be viewed as a maximizer of a relaxation of equation \[2\] where \( x_i \) still has unit distance from the origin, but now in \( \mathbb{R}^n \), i.e., \( x_i \) lies on the \((n - 1)\)-sphere\[\text{7}\]. To map this high dimensional solution to a cut in the graph, the GW algorithm considers a random hyperplane through the origin to partition the vertices into two sets according to which side of the hyperplane they lie on; Goemans and Williamson \[7\] showed that this choice of rounding yields a 0.878-approximation to Max-Cut in expectation, when the edge weights are non-negative.

\[b. \text{Burer-Monteiro (BM) Method.}\]

Observe that changing variables as \( Y = X^T X \) (with \( X \in \mathbb{R}^{n \times n} \)), one can eliminate the positive semi-definite constraint in \[1\] and obtain the following equivalent reformulation:

\[
\begin{align*}
\text{maximize} & \quad \langle -A, X^T X \rangle \\
\text{subject to} & \quad \|x_i\|_2 = 1, \quad \forall i \in [n], \\
& \quad x_i \in \mathbb{R}^n, \quad \forall i \in [n],
\end{align*}
\]

where \( x_i \) denotes the \( i \)th column of \( X \). Burer and Monteiro \[14\] proposed relaxing \( x_i \) for each vertex to \( \mathbb{R}^k \) instead of \( \mathbb{R}^n \) in \[6\], i.e., use \( x_i \in \mathbb{R}^k \). Unlike the relaxation used in the Goemans-Williamson relaxation, this modification yields a non-convex optimization problem. We refer to this modification as the rank-\( k \) Burer-Monteiro Max-Cut (BM-MC\( k \)) relaxation.

Not only is optimizing a non-convex (non-concave) optimization problem difficult, but even finding a local optimum to a non-convex optimization problem can be challenging due to saddle-points. Nevertheless, first and second-order optimization methods have showed promising performance in converging to high quality local optima for low-rank BM formulation of Max-Cut (and many other combinatorial optimization problems). Burer and Monteiro invented this heuristic method, motivated by existence of a low rank optimal solutions to the original \((n \text{ dimensional})\) SDP whenever \( \frac{k}{n} \) is no less than the number of constraints of the SDP, known as the Barvinok-Pataki bound \[34 \ 35\]. Their method has showed promising performance in practice, even in constant dimensions and is an active area of research in non-convex optimization theory \[36 \ 38\]. Recently, Mei et al. \[39\] showed that, for Max-Cut SDPs corresponding to graphs with non-negative edge-weights, any second-order local optimum for the BM formulation is approximately optimal with respect to the original SDP.

**Theorem 1 (Mei et al. \[39\]).** For graphs with non-negative edge weights, the objective at a locally optimal solution, for the above non-convex, rank-\( k \) SDP formulation, is within a factor \( 1 - \frac{1}{k+1} \) of that of the rank-\( n \) SDP.

The above theorem highlights the fact that increasing \( k \) improves performance of the BM formulation; however, for the purposes of this work (and simple mapping to the Bloch sphere), we restrict our attention to rank-2 and rank-3 solutions. We next discuss our key ideas on bringing in warm starts from classical optimization to quantum algorithms.

### III. PREPROCESSING STAGE FOR QAOA-WARM

In this section, we discuss our classical preprocessing stage for warm-starts in QAOA, which are obtained through the Burer-Monteiro Max-Cut (BM-MC\( k \)) relaxation in rank \( k \) (for \( k = 2, 3 \)). Given a classical solution \( x_i \in S_k \) (for \( i \in V \) for graph \( G = (V, E) \)), our warm-starts comprise a separable product state \( |q_1 \rangle \otimes |q_2 \rangle \otimes \cdots \otimes |q_n \rangle \), wherein the pure state of each qubit \( |q_i \rangle \) can be represented on its own Bloch sphere at the location of the corresponding vertex \( x_i \in S_k \). These initial qubit positions are obtained using a classical Burer-Monteiro algorithm in rank-2 (BM-MC\( 2 \)) and rank-3 (BM-MC\( 3 \)).

To motivate such an approach for creating warm-starts for QAOA, we highlight two key observations. First, since the objective of BM-MC\( k \) can be written as \( \max_{x_i, x_j \in S_{k-1}} \sum_{(i,j) \in E} w_{ij} \|x_i - x_j\|^2 \), the classical solutions are incentivized to move the adjacent vertices as far apart as possible, ideally, to opposite ends of the sphere. This helps increase the probability of an edge being in a cut obtained not only by hyperplane rounding but also quantum sampling (as long as the corresponding qubits are aligned with the measurement axis as much as possible, i.e. at the north and south poles of the Bloch sphere). In general, if there is a cluster of vertices at both the poles of the sphere, then

\[7\] The \( k \)-sphere, denoted \( S^k \), is defined as \( S^k = \{ x \in \mathbb{R}^{k+1} : \|x\| = 1 \} \).
the probability of capturing the weight of the edges that go across these clusters is increased for both classical and quantum approaches.

Next, we find a reduction to the quantum sampling objective from the BM-MC objective for an edge. Consider an edge \( e = (i, j) \), such that one of the vertices is located at the top of Bloch sphere. Then the probability of that edge being cut via quantum sampling and the contribution that edge makes to the BM-MC\(_k\) objective coincides. Consider an edge \( e = (i, j) \) such that \( x_i = (0, 0, 1)^T \), and \( x_j = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T \) (where \( \theta \) and \( \phi \) are the polar and azimuthal angle respectively). The expected contribution of \( e \) to the Max-Cut from quantum sampling is equal to \( w_{i,j} \sin^2(\theta/2) \). The contribution to the BM-MC\(_k\) objective from edge \( e \) can be written as \( \frac{1}{2} w_{i,j}(1 - \cos(\theta)) = w_{i,j} \sin^2(\theta/2) \), which is equivalent to the expected contribution of \( e \) from quantum sampling.\(^8\)

A natural question at this point is if we are worsening the quality of cuts that the QAOA algorithm is initialized with using warm-starts, and if quantum sampling of a classical solution is even competitive compared to a hyperplane rounding of the same. We show in Figure 1 that quantum sampling of the warm-start (QS1) initialization outperforms the expected cut obtained using the standard initial state for QAOA (QS2). Moreover, with an appropriate initial rotation of the warm-start (Section III B), QS1 outperforms hyperplane rounding (HR) for the majority of instances.

We explain next the pipeline of constructing warm-starts using appropriate initial rotations.

### A. Solving BM-MC

We use the Burer-Monteiro algorithm in \( k \) dimensions for \( k = 2, 3 \), for finding approximate solutions to Max-Cut. In each dimension, we begin with \( n \) points chosen uniformly at random on the unit circle (for \( k = 2 \)) or unit sphere (for \( k = 3 \)). We represent these points in polar coordinates (for \( k = 2 \)) or spherical coordinates (for \( k = 3 \)); that is, we keep track of the polar \((\theta)\) angles (for \( k = 2, 3 \)) and azimuthal \((\phi)\) angles (for \( k = 3 \)) of each point. To find locally optimal solutions, we perform stochastic coordinate ascent\(^9\) by making small random perturbations to these angles (thus maintaining feasibility) and update our solution if the objective increases; see Appendix A 1 b for more detail. We find 5 local optima and take the best solution. Let \( x^* : V \rightarrow S^k \) be a solution to BM-MC\(_k\), i.e., a Burer-Monteiro relaxation of Max-Cut in the \( k \)-dimensional space.

### B. Random Rotations

Classical hyperplane rounding for BM-MC\(_k\) is invariant under a global rotation of the entire solution, however quantum sampling is not. For example, in Figure 2 we consider 3 rotations of a particular BM-MC initialization of 3 qubits on the Bloch sphere, and though hyperplane rounding is agnostic to a rotation of the Bloch sphere, quantum

---

\(^8\) This may not be true in general for the Max-Cut over the entire graph, due to alignment with the measurement axis.

\(^9\) Stochastic coordinate ascent works well in practice in finding a local optimum, see e.g., 39. Nevertheless, for guaranteed convergence one can use other methods such as (fast) Riemannian Trust-Region methods.
FIG. 2. Comparison of the hyperplane rounding and quantum sampling for a 3-cycle (Max-Cut = 2): figure (a) shows a local optimal BM-MC₃ solution, where any random hyperplane will give a cut of size 2. Both (b) and (c) show two different embeddings of the BM-MC₃ solution (from (a)) onto the Bloch sphere. In (b), the qubits lie on the x = 0 plane and quantum sampling results in an expected cut of 1.875. In (c), all qubits lie on the equator of the Bloch sphere (similar to the standard start of QAOA), so each edge has a probability of 1/2 of being cut, yielding a total expected cut of 1.5. Both (b) and (c) demonstrate that the orientation of the rotated BM-MC₃ solution is important when embedding it into the Bloch sphere and can result in different expected cuts.

Sampling depends on the choice of the measurement axis. The difference in approximation attained by quantum sampling in two different orientations of the same solution on Bloch sphere demonstrates the importance of choosing a suitable rotation when embedding the BM-MCₖ solution to the Bloch sphere. Thus, before mapping the rank-ₖ approximate solutions from BM-MCₖ, a rotation is performed to mitigate unfavorable orientations due to warm-starts.

We consider two types of random rotation schemes: uniform rotation in $\mathbb{R}^k$ (for all the vertices), and random “vertex-at-top” rotations where a vertex is sampled uniformly and mapped to the $(0, 0, 1)^T$ vector for rank-3 and $(1, 0)^T$ in rank-2 solutions. Uniform random rotations can provably recover a significant fraction of the BM-MCₖ objective (see Section V) whereas vertex-at-top rotations serve as a useful heuristic. We describe both of these rotations in Appendix A. We use the shorthand $R_U(x^*)$ and $R_V(x^*)$ to denote the rotations of the approximate solution $x^*$ by a random vertex-at-top rotation $R_V$ and a random uniform rotation $R_U$ respectively.

C. Mapping to the Bloch Sphere

To map the rotated solutions $R(x^*) = ((\theta_1, \varphi_1), \ldots, (\theta_n, \varphi_n))$ (with $R \in \{R_U, R_V\}$), we can simply map the rank-3 solutions for each vertex to the Bloch sphere (see Figure 3) using a tensorizable state for each qubit, i.e., the “quantum mapping” $Q$ is given by:

$$Q(x^*) = Q_3(\theta_1, \varphi_1) \otimes \cdots \otimes Q_3(\theta_n, \varphi_n),$$

where

$$Q_3(\theta, \varphi) = \cos(\theta/2) |0\rangle + e^{i\varphi} \sin(\theta/2) |1\rangle.$$

For rank-2 solutions, let $R(x^*) = (\theta_1, \ldots, \theta_n)$ be the rotated approximate solution in polar coordinates where $\theta_i \in [0, 2\pi)$ for $i = 1, \ldots, n$. We embed the solution into the $yz$-plane of the Bloch sphere with the following quantum mapping:

$$Q(x^*) = Q_2(\theta_1) \otimes \cdots \otimes Q_2(\theta_n),$$

where $Q_2(\theta)$ is given by:

$$Q_2(\theta) = \begin{cases} 
\cos \left( \frac{\theta}{2} \right) |0\rangle + e^{-i\pi/2} \sin \left( \frac{\theta}{2} \right) |1\rangle, & \theta \in [0, \pi), \\
\cos \left( \pi - \frac{\theta}{2} \right) |0\rangle + e^{i\pi/2} \sin \left( \pi - \frac{\theta}{2} \right) |1\rangle, & \theta \in [\pi, 2\pi). 
\end{cases}$$

The quantum mapping for rank-2 solutions is motivated by the fact that for rank-3 solutions, certain initializations along the $x$-axis cause QAOA-warm to perform poorly (see Section V B); mapping to the $yz$-plane of the Bloch sphere allows us to avoid these problematic states.
FIG. 3. We begin with a locally optimal solution from BM (top-left). We then apply a rotation \( R \in \{R_U, R_V\} \); here we show \( R_U \) being applied (top-right). Lastly, we use \( Q \) to map this rotated solution to a separable quantum state.

Algorithm 1: QAOA-warm using BM-MC

\[
\text{Input: } G = (V, E), w : E \to \mathbb{R}, p, k, R \in \{R_U, R_V\} \\
x \leftarrow \text{BM-MC}_k(G, w) \quad // \text{approximate solution} \\
|s_0\rangle \leftarrow \bigotimes_{v \in V} Q_k(R(x^* (v))), \text{ for } i \in [n], \text{ for random } R \\
\text{return QAOA}(G, w, |s_0\rangle, p)
\]

D. Performing a biased QAOA

Now we perform QAOA, as described in Section II A, while redefining initial state \( |s_0\rangle \) as the tensor product of the qubit-states due to the previous step, i.e.,

\[
|s_0\rangle = \bigotimes_{v \in V} Q_k(R(x^* (v))),
\]

and run QAOA with the chosen depth and optimize over the 2p parameters \( \gamma = (\gamma_1, \ldots, \gamma_p), \beta = (\beta_1, \ldots, \beta_p) \) in order to maximize \( F_p(\gamma, \beta) = \langle \psi_p(\gamma, \beta) | H_C | \psi_p(\gamma, \beta) \rangle \). We initialize \( \gamma, \beta \) close to 0 which allows us to start with a solution quality close to what would be obtained by just doing quantum sampling\(^{10}\). Moreover, the ridge-like geometry of the parameter landscape (seen in Sections IV E and V A) also suggests that points near the origin are suitable for initialization of the variational parameters.

We summarize QAOA-warm in pseudocode in Algorithm 1. In the next section we present experimental results with warm-starts, followed by theoretical development of properties of standard QAOA and QAOA-warm.

IV. RESULTS

In this section, we discuss the results of our numerical simulations of QAOA-warm. We first discuss the details of the preprocessing pipeline and the graph instances used in Section IV A. In order to compare QAOA-warm to other MAX-CUT algorithms, one can use different black-box optimizers, such as ADAM, COBYLA, Nelder-Mead and BFGS. We first run computations to pick a single optimizer, then to pick the rank of the initialization, and the rotation scheme to work with in Sections IV B and IV C. In Section IV D, we next provide aggregate results for QAOA-warm including (i) a comparison against other MAX-CUT algorithms, (ii) improvement in approximation

\(^{10}\) Initializing the parameters to \textit{exactly} 0 is not advised due issues regarding saddle points. In particular, standard QAOA at \( p = 1 \) has a saddle point at the origin and thus terminates immediately. We instead initialize \( \gamma_k, \beta_k \) by sampling uniformly at random from the interval \([-0.0001, 0.0001]\) for \( k = 1, \ldots, p \). In the case of standard QAOA, if we still get stuck after a few epochs (due to the saddle point), we discard the run and retry with new randomized initial parameter values.
ratio with increased \( p \) depth, and (iii) trends in (median) approximation ratio with varying \( p \)-depth and graph size. Lastly, to understand the behavior of QAOA-warm, we discuss the qualitative shape and numerical properties of the parameter landscape of QAOA-warm (and standard QAOA) in Section IV E.

A. Experimental Setup

a. Graph Instances. We consider a collection of 1264 graphs, \( \mathcal{G} \), generated as follows. We first generated a set of unweighted graphs, which includes all non-isomorphic graphs for \( n = 2 \) to \( n = 6 \) vertices (142 instances), and 29 random graphs for each size \( n = 7 \) to \( n = 12 \) sampled from different random graph generators in PYTHON’s NETWORKX package. These random graph generators include Erdős-Rényí, Barabasi Albert, Dual of Barabasi-Albert, Watts-Strogatz, and Newman-Watts-Strogatz models (detailed in Appendix A 3). Many experimental studies in the current QAOA literature only consider graphs from a single random graph model (e.g. Erdős-Rényí); however graphs from such models can have predictable behavior when it comes to Max-Cut in the current QAOA literature only consider graphs from a single random graph model (e.g. Erdős-Rényí); however graphs from such models can have predictable behavior when it comes to Max-Cut.

Next, we create three weighted versions of each of the 316 unit-weighted instances constructed above, by considering independent edge-weightings drawn from (i) uniform distribution on \([-10, -9, \cdots, 9, 10]\) \( \setminus \{0\} \), (ii) uniform distribution on \(\{1, 2, \cdots, 10\}\), and (iii) weights of form \( \pm 2^k \) with \( \Pr[w_e = 2^k] = \Pr[w_e = -2^k] = 2^{-k-2} \) for all non-negative integers \( k \). The weighted and unweighted instances together give us a total of 1264 instances. The last family of weighted instances is constructed due to high variation of performance of classical heuristics on similar instances, observed in a previous study by Dunning et al [23]. Note that the last two ways of sampling edge-weights results in only positive edge-weight graphs. We will often present results for mixed-weight graphs (positive and negative weights), and positive-only separately.

b. Running the Preprocessing Stage. We computed QAOA-warm, Goemans-Williamson and standard QAOA solutions for each of the weighted graph instances \( G \in \mathcal{G} \). Both standard QAOA and QAOA-warm were run for circuit depths \( p \in \{1, 2, 4, 8\} \), for each optimizer considered, and QAOA-warm for each considered rank of BM-MC \( k \) \(( k = 2, 3 \) \) and for each rotation type (vertex-at-top and uniform random). We consider the best of 5 warm-starts (in objective value) when selecting BM-MC \( k \) warm-starts, and subsequently the best of 5 random rotations, i.e., the rotation that yields the highest expected cut value at the end of the hybrid-optimization loop. For any two runs of standard QAOA or QAOA-warm that differ only in choice of optimizer, the initial parameter values used are the same (with \( \gamma_i \) and \( \beta_i \) sampled uniformly from the interval \([-0.0001, 0.0001]\) for all \( i = 1, \ldots, p \)). Our implementation of standard QAOA and QAOA-warm utilizes Google’s TENSORFLOW QUANTUM library and IBM’s Qiskit library. The state \( |+\rangle^{\otimes n} \) is initialized by applying a Hadamard gate to each qubit in \( |0\rangle^{\otimes n} \). For states initialized based on low-rank approximate solutions, we generate the initial state as discussed in Section II 11 which is easily implemented using standard rotation gates. For each epoch of each run of standard QAOA or QAOA-warm, our implementation records the values of the variational parameters, the expected cut value at those parameters, and the probability distribution of all \( 2^n \) cuts. Each run of standard QAOA and QAOA-warm terminated when the difference in successive values of \( F_p(\gamma, \beta) \) was less than \( W \times 10^{-6} \), where \( W \) is the sum of the absolute values of the edge weights. We next summarize the results from these numerical simulations.

B. Optimizer Choice

We consider four different optimizers to optimize the \( 2p \) variational parameters: ADAM, BFGS, Nelder-Mead, and COBYLA and present comparisons between these set of optimizers. As demonstrated in Figure 3 when ADAM is compared to the other three optimizers, the expected cut values obtained for QAOA-warm are similar (i.e. within 0.01 difference in approximation ratio) for at least 90% of the runs at \( p = 1 \); this percentage decreases at \( p = 8 \) but the approximation ratios are still relatively similar for the majority of the instances. This suggests that the approximation ratios achieved for QAOA-warm are largely independent of the optimizer used; for this reason, all remaining results involving approximation ratios for QAOA-warm will be in terms of runs using the ADAM optimizer. It should be noted that all of the optimizers considered vary in regards to runtime, e.g., the cost per iteration and the number of iterations required to train the variational parameters (we discuss this further in Appendix D).

---

11 For example, when using the Erdős-Rényi graph model, if each edge appears independently with probability \( q \), and if we take a random cut with \( k \) vertices on one side and \( n-k \) vertices on the other side, then one would observe \( q k(n-k) \) edges across the cut (in expectation).
FIG. 4. This figure compares runs of QAOA-warm and standard QAOA that only differ in choice of optimizer. We compare each optimizer to ADAM; more specifically, we plot $r_A - r_O$ where $r_A$ is the approximation achieved by ADAM and $r_O$ is the approximation achieved by the other optimizer considered. The top row shows comparisons of QAOA-warm runs for circuit depths $p = 1$ (red) and $p = 8$ (blue) whereas the bottom row shows comparisons for standard QAOA for circuit depths $p = 4$ (red) and $p = 8$ (blue). Overlapping regions of the histograms are in purple. We give a red label to the bin $[-0.01, 0.01]$ to highlight the cases where the optimizers perform similarly (to ADAM).

Even though the choice of the optimizer had almost no impact on the QAOA-warm in terms of approximation factors obtained, Figure 4 illustrates a noticeable effect on approximation ratios achieved for standard QAOA however, especially at the higher circuit depths that we tested ($p = 4$ and $p = 8$). In particular, we find that runs using the ADAM optimizer tend to have better performance for QAOA. For this reason, the remaining results in this paper regarding standard QAOA will only include runs that utilize the ADAM optimizer in order to obtain a more simple, direct, and fair comparison with QAOA-warm.

Even though the choice of the optimizer had almost no impact on the QAOA-warm in terms of approximation factors obtained, Figure 4 illustrates a noticeable effect on approximation ratios achieved for standard QAOA however, especially at the higher circuit depths that we tested ($p = 4$ and $p = 8$). In particular, we find that runs using the ADAM optimizer tend to have better performance for QAOA. For this reason, the remaining results in this paper regarding standard QAOA will only include runs that utilize the ADAM optimizer in order to obtain a more simple, direct, and fair comparison with QAOA-warm.

12 We suspect this is an artefact of the parameter landscapes becoming flatter with the warm-starts.
TABLE II. We consider 4 algorithms: Goemans-Williamson (G), rank-2 Burer-Monteiro with hyperplane rounding (B), QAOA-warm (W), and standard QAOA (S). There is a row for each of the 4! = 24 ways the algorithms can perform relative to one another with the cell value indicating the percentage of instances for which that ordering occurs. As an example, the top-leftmost value indicates that for 25.08% of instances, \( W \geq B \geq G \geq S \) in terms of expected AR with \( W \) and \( S \) being depth-1.

The four largest entries in each column are bolded for emphasis. To account for numerical error for nearly solved instances, we declare QAOA-warm (W) as the best as long as it is within 0.001 AR of the best algorithm. We include columns corresponding to the entire graph library \( G \) as well as the subset of \( G \) that have positive-weighted edges.

### C. Choice of Rank and Rotations

To compare QAOA-warm against standard-QAOA, GW, and hyperplane rounding of BM-MC\(_2\), we need to narrow in to the choice of the BM-MC\(_k\) rank (2 or 3) and the type of rotation (vertex-at-top or uniform random) to use. We explore these two choices in this subsection.

Recall that we consider the best-of-5 warm-starts for each type of rotation\(^\text{13}\). Over the 1264 graph instances, for rank-3 initializations, we find that the vertex-at-top rotations typically have a slight increase in performance over random uniform rotations, especially when rank-3 solutions are used (e.g., at depth \( p = 1 \), rank-3 vertex-at-top rotations obtain 0.9576 approximation ratio on average, whereas rank-3 uniform rotations obtain 0.9440). These results seem reasonable since vertex-at-top rotations rarely end up in states that plateau for warm-starts (see Section V B for an example of such a warm-start). We include a summary of average approximation ratios observed across the four choices of rank and rotations in Table I.

On the other hand, when using rank-2 initializations, there is virtually no difference between the two rotation approaches, as rank-2 solutions were specifically designed to avoid bad states for warm-starts. For the ease of presentation, the remainder of the results in this paper will utilize rank-2 initializations with a vertex-at-top rotation scheme as this appears to be one of the most promising combinations for QAOA-warm.

\(^{13}\) We found that restarting standard QAOA multiple times did not impact the results significantly.
FIG. 5. Histograms comparing the performance in (depth-p) QAOA-warm (with best of 5 rotations) and (depth-p) standard QAOA for both $p = 1$ (blue) and $p = 8$ (red). Overlapping portions of the histogram are in purple. The left plot is generated using the graphs in our graph library $G$ (see Section IV A) whereas for the right plot, we restrict our attention to only those graphs in $G$ with positive edge weights.

D. Aggregate Results

Here we use aggregated results of QAOA-warm in order to answer three key questions: (Q1) How does QAOA-warm fare compare to standard QAOA and classical MAX-CUT algorithms (BM-MC and Goemans-Williamson), (Q2) How much of QAOA-warm’s approximation ratio can be attributed to the warm-start itself v/s what is done by the quantum circuit, and (Q3) What are the trends in QAOA-warm’s approximation ratio with varying depth and graph size and how does this compare with standard QAOA?

(Q1). To answer the first question, we compare standard QAOA, QAOA-warm, GW, and hyperplane rounding of the BM-MC2 solutions in Table II. At depth-1, QAOA-warm is at least as good as the other three algorithms for 56.1% of the instances meanwhile standard QAOA is the best for less than 1% of the instances. However, as the circuit depth increases, standard QAOA is the best algorithm for a larger proportion of instances (37.66% of instances at depth $p = 8$); meanwhile, QAOA-warm is still at least as good as the other algorithms for 49.8%, nearly half, of the instances. These results support our claim that warm-starts show improvements in performance of QAOA at low circuit depths. Since standard QAOA achieves the optimal cut in the limit as the circuit depth increases and thus, for any particular graph, there exists some (instance-dependent) circuit depth $p$ for which standard QAOA beats GW [3]. Current and near-term quantum devices are only able to reliably run QAOA for low circuit depth (due to the presence of quantum noise), and therefore we propose that QAOA-warm can be of significant use in this regime. Although our current implementation of QAOA-warm does not perform as well at higher circuit depths (compared to standard QAOA), it may be possible to extend QAOA-warm in order to see continued improvement with increased circuit depth by changing the mixers; we discuss this more in Section VI.

We next consider the difference in approximation ratios obtained by QAOA-warm and standard QAOA. In Figure 5 we provide a detailed comparison between approximation ratios attained by QAOA-warm and standard QAOA in the form of a histogram. We see improvements in the approximation ratio ranging from 0.1 to 0.5 when using warm-starts, especially at low circuit depth. These results are consistent with those depicted in Table II. We note that in this figure, as in the others, we take the best of 5 vertex-at-top rotations for QAOA-warm; and in Appendix A.4 we include results in the case where the median and worst (of 5) vertex-at-top rotations are used instead.

(Q2.) We now address the second key question regarding how much of the performance of QAOA-warm can be attributed to the warm-start itself. This is an important question to address because if the improvement generated by QAOA-warm is due only to the initial quantum state at $p = 0$ having higher overlap with good solutions, then there would be no point in running the quantum device. To test this, we compare, in Figure 6, the improvement in approximation ratio from depth-0 QAOA-warm (i.e. just measuring the initial state obtained from the preprocessing stage) to depth-1 QAOA-warm, as well as the improvement when we change the depth from 1 to 8. For 74 instances, we observed that the approximation ratio from QAOA-warm improved by at least 50% when going from $p = 0$ to $p = 1$ and by at least 80% for 22 instances. This shows the promise of using QAOA on top of the warm-starts. On the other hand, the increase in approximation ratio from depth-1 QAOA-warm to depth-8 QAOA-warm is milder,
FIG. 6. The number of instances for which QAOA-warm obtained at least an $r\%$ improvement in expected AR as the circuit depth increases from $p = 0$ to $p = 1$ (left) and from $p = 1$ to $p = 8$ (right). For each instance, the best percent improvement (across all five vertex-at-top rotations) is used. Note that % improvements in approximation ratios go up to 80-120% from $p = 0$ to $p = 1$, and up to 12-20% from as depth increases from $p = 1$ to $p = 8$.

FIG. 7. This figure shows how standard QAOA (dotted) and QAOA-warm (solid) perform as we alter the circuit depth and the number of nodes. For QAOA-warm, we take the best of 5 vertex-at-top rotations. For the left plot, for each $n = 2, \ldots, 12$, we find the approximation ratio achieved for both standard QAOA and QAOA-warm for each $n$-node instance in $\mathcal{G}$ (see Section IV.A), and take the median of those approximation ratios. The right plot is constructed similarly except only instances in $\mathcal{G}$ with positive edge-weights are considered. We plot the results for circuit depths $p = 1, 2, 4, 8$.

ranging upto 10% for positive-weighted instances and upto 22.3% for general graphs. These results show that running QAOA-warm does yield an increase in approximation ratio beyond simply sampling the initial warm-start state; however, the returns diminish with higher circuit depths (this is expected because QAOA-warm can plateau for some instances, Section V.B).

(Q3). Lastly, to address the third question, we consider how the performance of QAOA-warm varies across $n$ (number of nodes) and $p$ (circuit depth), which we illustrate for our graph library in Figure 7. While there is a significant improvement in performance for standard QAOA with increasing circuit depth, we find that QAOA-warm consistently outperforms standard QAOA (on average), except at $p = 8$. We also see that at fixed depth, the performance of both standard QAOA and QAOA-warm degrades as the number of nodes increases, while the degradation of QAOA-warm is much flatter compared to standard QAOA. We further discuss pre-processing and parameter search time for QAOA-warm in Appendix D.

E. Parameter Landscapes and Trajectories

We now consider looking at \textit{all} parameter combinations for $\gamma$ and $\beta$ in order to obtain a better understanding of the landscape that we need to optimize over for standard QAOA and QAOA-warm. For any graph $G$, initial state $|s_0\rangle$, and circuit depth $p = 1$, we can plot a parameter landscape which allows us to visualize the solution quality as a function of the variational parameters $\gamma_1$ and $\beta_1$. In particular, each point $(\gamma_1, \beta_1)$ in the landscape is assigned a color which corresponds to the approximation ratio (i.e. the quantity $F\left(\gamma, \beta\right) - \text{Min-Cut}(G)$).

As an example, we plot the parameter landscape for graph $\tilde{G}$ in Figure 8 without and with warm-starts (using 2
For each parameter landscape, we ran the QAOA training loop twenty times with random initializations of $(\gamma_1, \beta_1)$ and overlayed the trajectories of the parameter values throughout the training loop for the variational parameters. When no warm-start is used, the parameter landscape has many peaks and valleys and a wide range of solution qualities; using a warm-start drastically changes the landscape. However, if we rotate one of the approximate solution of BM-MC$_3$ for ̂$G$ using a vertex-at-top rotation, this yields a ridge-like parameter landscape where the optimal parameter values lie near the line $\beta_1 = 0$. This behavior is no longer there for a different vertex-at-top rotation for the same approximation solution. The endpoints of the optimization trajectories on the resultant are scattered, and the ridge-like shape is not as pronounced. When performing a uniform rotation, the globally optimal solution qualities are comparable to the solution qualities when rotating vertex 1 to the top; however, the landscape retains some less symmetric peaks and valleys and some of the trajectories end at local optima that are far from optimal.

Overall, we see that the rotation used in the preprocessing stage can have a considerable effect on both the shape of the landscape and the solution qualities. Ideally, with a good choice of rotation, the parameter landscape has a ridge-like shape with high solution qualities near the line $\beta_1 = 0$, in which case, $\gamma = \beta = 0$ is a natural choice of initialization when running QAOA-warm.

To quantify flatness of the parameter landscapes when using warm-starts, we consider some simple aggregate statistics of the landscapes of all unit-weight graphs 14 in $G$. For each graph, we view each point in the parameter landscape as producing a cut with approximation ratio in $[0,1]$. We compute the minimum, maximum, and average approximation ratios found across each landscape 15. As shown in Figure 9, QAOA-warm landscapes have lower range of approximation values, e.g., 80.4% of the instances have a range of at most 0.4 in the approximation values attained in the landscape. This means that any two choices of $\gamma_1, \beta_1$ parameters will produce solutions with a difference in approximation of at most 0.4. In contrast, only 27.5% of our graph instances have such a range of approximation factors for the standard QAOA. We further see that when we use warm-starts, the overall quality of approximation across the parameter landscape improves. This can be seen by observing a higher minimum, maximum, and average approximation ratios than standard QAOA.

14 Due to the symmetries in the QAOA circuit for unit-weight graphs, we know that it suffices to check the values of $F_p(\gamma, \beta)$ for $(\gamma, \beta)$ in $[-\pi, \pi] \times [-\pi/4, \pi/4]$.  
15 The minimum, maximum, and average are computed by considering a discretization of the landscape. In particular, we consider the values of $F_1(\gamma_1, \beta_1)$ for all $(\gamma_1, \beta_1) \in D = \{(\pi \frac{i}{50}, \pi \frac{j}{50}) : i = -50, -49, \ldots, 50 \text{ and } j = -50, -49, \ldots, 50\}$.
FIG. 9. This figure shows how various statistics of the parameter landscape change with the variant of QAOA considered (standard QAOA, QAOA-warm with vertex-at-top rotations, and QAOA-warm with random rotations). For each unit weight graphs in our graph library \( G \) (See Section IV A) and for each QAOA variant, we first generate the parameter landscape; we use a single rank-2 initialization for both rotation schemes considered for QAOA-warm. For each landscape, we calculate the minimum, maximum, and average across the landscape in addition to the range (the difference between the highest and lowest approximation ratio achieved in the landscape).

V. THEORETICAL BOUNDS

In this section, we theoretically analyze QAOA-warm and demonstrate its strengths and weaknesses compared to standard QAOA. The literature on provable approximation guarantees for QAOA is sparse. In 2014, Farhi et al. \[3\] proved a \( 0.6924 \) approximation for 3-regular graphs at \( p = 1 \); for triangle-free \( d \)-regular graphs, Wang et al. \[41\] demonstrated that depth-1 QAOA achieves an approximation ratio of at least \( \frac{1}{2} \left( 1 + \frac{1}{\sqrt{e(d+1)}} \right) \). Wurst and Love extend Farhi et al.’s result to show that depth-2 QAOA achieves a 0.7559-approximation on 3-regular graphs (and depth-3 QAOA achieves a 0.7924-approximation ratio on 3-regular graphs under some conjectures). For higher circuit depths and for more general graphs, not much else is known about QAOA approximation bounds.

Our results add to this narrative. We first show that, at \( p = 0 \) (i.e. before any gates are applied beyond initialization), QAOA-warm on graphs with non-negative edge-weights achieves at least \( 0.75\kappa \) and \( 0.66\kappa \) the Max-Cut when using a \( \kappa \)-approximate BM-MC\(_2\) and BM-MC\(_3\) solution\[16\] (which may correspond to distributions over cuts) respectively; for \( \kappa > 2/3 \) and \( \kappa > 3/4 \) (for rank-2 and rank-3 respectively), this results in an improvement from the 1/2-approximation provided by standard QAOA at \( p = 0 \). Though the worst-case results on approximation ratios for Burer-Monteiro relaxation give trivial bound\[17\] for rank-2 and rank-3 solutions, \( \kappa \) could be much higher in practice (e.g., in our simulations, we observed \( \kappa \geq 0.999 \) for all positive-weighted instances for BM-MC\(_3\), the same can be said for BM-MC\(_2\) with the exception of 19 instances with the smallest \( \kappa \) observed being \( \kappa = 0.833 \)).

Next, we discuss QAOA-warm’s performance in the case where the initialization has a particular antipodal structure. We prove that such structures naturally arise when considering locally approximate BM-MC\(_3\) solutions for

\[16\] In this context, we say that a local BM-MC\(_k\) solution \( x \) is \( \kappa \)-approximate if the ratio between the BM-MC\(_k\) objective at \( x \) and the Max-Cut is \( \kappa \). Note that if \( x \) is globally optimal with respect to the BM-MC\(_k\) objective, then \( \kappa \geq 1 \) as the BM-MC\(_k\) objective is a relaxation of the Max-Cut objective.

\[17\] In the worst-case, it is known that a local optimum (up to second order) for a rank \( k \) formulation of BM-MC\(_k\) is at least a \( \lambda = 1 - \frac{1}{k-1} \) approximation of the rank-\( \kappa \) SDF relaxation for graphs with non-negative edge-weights (Theorem 1 \[3] \[30\]).
(connected) even cycles. For these cases, vertex-at-top rotations recover the optimal solution. For uniform rotations on these antipodal structures, one can achieve optimality using BM-MC solutions.

A. Approximation Bounds for QAOA-warm

We first show that a biased initialization (using classical algorithms) can improve the theoretically known performance of QAOA in some cases.

Solving a rank-$n$ SDP relaxation of Max-Cut is polynomial time solvable. Obtaining an optimal rank-1 solution is the ultimate goal and seems to be the hardest rank-constrained problem. The higher the rank, the more tractable the problem becomes. We show if one accomplishes the harder objective in the classical phase of QAOA-warm, the quantum phase will be better initiated. Our randomized mapping from a low-rank BM solution to the Bloch sphere guarantees to preserve the objective by a factor of 0.75 and 0.66 at $p = 0$ for rank-2 and rank-3 initialization respectively.

Theorem 2. Let $G$ be a graph with non-negative edge weights. If $x$ is a $\kappa$-approximate solution to BM-MC$_3$ (for $G$) in 3-dimensions, (randomized) initialization of QAOA with $R_U(x)$ has (expected) performance guarantee of 0.66$\kappa$ at $p = 0$, i.e., only using quantum sampling with zero circuit depth for QAOA. Similarly, if $x$ is a $\kappa$-approximate solution of BM-MC$_2$ (for Max-Cut of $G$) in 2-dimensions, initialization of QAOA with $R_U(x)$ has an expected performance guarantee of 0.75$\kappa$ at $p = 0$.

Proof. We start by proving the $2/3$ performance of a randomized mapping from BM-MC$_3$ to the Bloch sphere. Let $F'_0 = F'_0(\gamma, \beta)$ be the expected value of Max-Cut obtained by quantum sampling (i.e., QAOA for $p = 0$).

\[
\frac{F'_0}{\text{MAX-CUT}(G)} \geq \kappa \cdot \frac{F'_0}{\text{BM-MC}_3(x)} \quad \text{(since BM-MC}_3(x) \geq \kappa \text{MAX-CUT}(G))}
\]

\[
\geq \kappa \min_{(i,j) \in E} \frac{E[1[i \text{ and } j \text{ have different spins}]]}{\frac{1}{4} ||x_i - x_j||^2} \quad \text{(} \frac{a+b}{b+c} \geq \min(\frac{a}{b}, \frac{c}{d}) \text{ for } a, b, c, d \geq 0; w_{ij} \text{'s cancel})
\]

It suffices to lower bound the ratio between edge-wise contribution from quantum sampling versus edge-wise contribution to the semi-definite objective (which upper bounds the BM-MC$_k$ denominator). Instead of rotating the sphere, we can choose a random direction $w \in S^2$ to correspond to the positive spin of the Bloch sphere. Consider an edge $e = (i, j) \in E$ whose endpoints are at angles $\alpha$ on $S^2$ with respect to $x$, i.e., $x_i \cdot x_j = \cos \alpha$. Let $\theta_1$ and $\theta_2$ correspond to angles from $x_i$ and $x_j$ to the positive spin $w$ of the (rotated) sphere. We can write

\[
\min_{(i,j) \in E} \frac{E[1[i \text{ and } j \text{ have different spins}]]}{\frac{1}{4} ||x_i - x_j||^2} \geq \min_{\alpha \in [0, \pi]} \frac{f(\theta_1, \theta_2)}{\sin^2(\alpha/2)},
\]

where

\[
f(\theta_1, \theta_2) = \cos^2 \frac{\theta_1}{2} \sin^2 \frac{\theta_2}{2} + \cos^2 \frac{\theta_2}{2} \sin^2 \frac{\theta_1}{2},
\]

where we replaced $E[1[i \text{ and } j \text{ have different spins}]]$ by a sum of probabilities of the two cases corresponding to assignment of different spins to $i$ and $j$, formulated considering the state is a product state and observing that $||x_i - x_j||^2 = 2 - 2 \cos(\alpha) = 4 \sin^2(\theta/2)$. We can rewrite the above as

\[
\min_{\alpha \in [0, \pi]} \frac{E_{\theta_1, \theta_2}[c_1 g_1(\theta_1) g_2(\theta_2) + c_2 g_1(\theta_2) g_2(\theta_1) g_1(\theta_2)]}{2(1 - \cos(\alpha))} = \min_{\alpha \in [0, \pi]} \frac{E_{\theta_1, \theta_2}[c_1(1 - \cos(\theta_1) \cos(\theta_2))]}{(1 - \cos(\alpha))},
\]

where $g_1(\theta) = 1 + \cos(\theta)$ and $g_2(\theta) = 1 - \cos(\theta)$.

To further simplify notation of our optimization problem let us assume that instead of rotating $x_i$ and $x_j$ and sampling with respect to a spin direction, we randomly choose the positive spin pivot $w$ such that the $z$-axis is now rotated to be at $w \in S^2$. Without loss of generality, assume $x_i = (1, 0, 0), x_j = (\cos \alpha, \sin \alpha, 0)$ and $w = (\cos \theta, \sin \theta \cos \phi, \sin \theta \sin \phi) \in S^2$ is uniformly sampled from the sphere. Let

\[
h(\theta, \phi, \alpha) = \cos \theta (\cos \alpha \cos \theta + \sin \alpha \sin \theta \cos \phi).
\]

This gives us the following:

\[
\min_{\alpha \in [0, \pi]} \frac{E_{\theta_1, \theta_2}[c_1(1 - \cos(\theta_1) \cos(\theta_2))]}{(1 - \cos(\alpha))}.
\]
This finishes the proof for BM-MC$_3$.

Recall that for BM-MC$_2$, we perform a uniformly at random rotation along a unit circle on the Bloch sphere passing through $|0\rangle$ and $|1\rangle$. The proof is similar to the rank $k=3$ case, and easier. It suffices to lower bound the following ratio:

$$\min_{(i,j) \in E} \frac{E[1|i \text{ and } j \text{ have different spins}]}{\frac{1}{4} \|x_i - x_j\|^2} \geq \min_{\alpha \in [0, \pi]} \frac{f(\alpha)}{\sin^2(\alpha/2)},$$

by 0.75. Here $f(\alpha)$ denotes the probability that two unentangled qubits with (angular) distance $\alpha$ over the sphere/circle, are measured by opposite spins. Similar as in previous proof we can simplify the ratio as

$$\min_{\alpha \in [0, \pi]} \frac{E_{\theta_1, \theta_2}[1 - \cos(\theta_1) \cos(\theta_2)]}{(1 - \cos(\alpha))},$$

where $\theta_1$ and $\theta_2$ are the angles between two vertices and the pivot.

Again we can think of vertices to be fixed over the sphere and randomly rotate the $|1\rangle$ pivot. Without loss of generality, let $x_i = (1, 0)$ and $x_j = (\cos \alpha, \sin \alpha)$. The random pivot can be formulated as $(\cos \theta, \sin \theta)$ where $\theta$ is uniformly distributed over $[0, 2\pi)$. We can write $\theta_1 = \theta$ and $\theta_2 = \theta - \alpha$. The target ratio can be written as

$$\min_{\alpha \in [0, \pi]} \frac{1 - \frac{1}{2} \int_0^{2\pi} \cos(\theta) \cos(\theta - \alpha) d\theta}{1 - \cos(\alpha)}\]

$$= \min_{\alpha \in [0, \pi]} \frac{1 - \frac{1}{2} \int_0^{2\pi} \cos^2(\theta) \cos(\alpha) d\theta + 0}{1 - \cos(\alpha)}$$

$$= \min_{\alpha \in [0, \pi]} \frac{1 - \frac{1}{2} \cos(\alpha)}{1 - \cos(\alpha)} = \frac{3}{4}.$$

In addition to preserving a provable fraction of the classical BM-MC$_k$ objective, QAOA-warm can provably outperform standard QAOA on certain families of graphs. In particular, for even cycles, we show that any locally optimal BM-MC$_3$ is also a globally optimal rank-1 solution. Hence the preprocessing stage yields a warm-start that is simply a collection of antipodal points corresponding to the MAX-CUT, which can easily be recovered with a suitable rotation. On the other hand, depth-$p$ standard QAOA is only able to achieve an approximation ratio at most $(2p + 1)/(2p + 2)$ [3, 11]. More details regarding the behavior of QAOA-warm on warm-starts with antipodal structures can be found in Appendix [4].

### B. Limitations of QAOA-warm

We now look at some of the limitations of QAOA-warm. Specifically, we observe a decrease in performance due to warm-starts close to the eigenstates of the mixer with zero eigenvalue.

#### 1. QAOA-warm at High Circuit Depth

In the case of the standard initialization for QAOA, we know that with the optimum choice of parameters $\gamma, \beta$, the probability of sampling the MAX-CUT approaches 1 as the circuit depth $p$ approaches infinity. This is not the case for QAOA-warm:

**Theorem 3.** There exist initializations of QAOA-warm for which the probability of measuring the MAX-CUT does not approach 1 as the circuit depth $p$ tends to infinity.
Approximation Ratio

FIG. 10. A plot of the percentage of the Max-Cut achieved with QAOA-warm (when the optimal variational parameters are chosen) with \( p = 1 \) for a one-edge graph \( G \) at various starting states \( |s_0\rangle = Q(x) \) where one point of \( x \) has polar angle \( \theta \) and azimuthal angle \( \phi \) and the remaining point is diametrically opposed. The starting states that perform the worst, i.e. \( |+\rangle \) and \( |-\rangle \), are marked with a black \( \times \). For each point in the figure, the optimal variational parameters were estimated by performing a dense grid-search over the variational parameter space.

Proof idea. Let \( G \) be a graph on two vertices connected by an edge of unit weight. Suppose that we run QAOA-warm starting with the state \( |s\rangle := |u\rangle \otimes |v\rangle \) where \( |u\rangle := |+\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \) and \( |v\rangle := |-\rangle = \frac{1}{\sqrt{2}} (|0\rangle - |1\rangle) \). Note that \( |s\rangle \) corresponds to an optimal solution to BM-MC_3.

For \( p = 0 \), it is easy to show that we obtain, in expectation, 50% of the Max-Cut of \( G \). After the cost term of the circuit is applied, the resulting state is unaffected by the mixing term (since the resulting state is an eigenstate of the mixing Hamiltonian with eigenvalue zero) and thus there is no change in measurement. Even higher circuit depths have no effect in driving the system out of the eigenstate and thus \( F_p(\gamma, \beta) = 0 \) for all \( p \) and any \( \gamma, \beta \), i.e., QAOA-warm (initialized with \( |s\rangle \)) obtains only 50% of the Max-Cut of \( G \) (in expectation) regardless of circuit depth or choice of variational parameters.

We include a complete proof in Appendix B. The previous theorem shows that QAOA-warm may perform poorly on specific states, however we next discuss that this behavior is consistent across slight perturbations around this state as well. In Figure 10, at any point \((\phi, \theta)\) we depict the percentage of Max-Cut obtained using the optimal choice of variational parameters if the initial state of the first qubit is given by the polar and azimuthal angles \( \theta \) and \( \phi \) and the second qubit is diametrically opposed. Note that the optimal Max-Cut is achieved with probability 1 only when both vertices lie in the \( yz \)-plane. The worst case occurs when the vertices lie on the \( x \)-axis; this is consistent with Theorem 3. In general, in expectation, there is a larger gap to optimality the closer the solution \( x \) is to the \( x \)-axis; which suggests that it is reasonable to embed the approximate solutions of BM-MC_2 in the \( yz \)-plane of the Bloch sphere (as done in our preprocessing stage). Lastly, we believe that this behavior is consistent at larger circuit depths as well.

VI. DISCUSSION

In this work, we proposed using classical approximate solutions to low-rank Max-Cut formulations to initialize the QAOA algorithm. There are significant differences in classical approximation algorithms for Max-Cut and quantum algorithms. For example, in the classical approach the vertices that share the same 3-dimensional representation on the sphere will always be on the same side of the cut (no matter which hyperplane is selected). In contrast, quantum sampling creates a very different distribution (with a larger support) over cuts, wherein vertices with the same state can be sampled on different sides of the cut. Despite this difference, we observe that as the angle \( \theta \) of the vertices to the measurement axis approaches 0, the probability distribution of the classical solution approaches that of the quantum sampling. Intuitively, as vertices start clustering at the antipodes on the 3-dimensional sphere, quantum sampling of the corresponding qubits and hyperplane rounding of the 3-dimensional representation both give similar cuts. Moreover, SDP-based solutions spread adjacent vertices (with positive edge weights) as far as possible on the \( k \)-dimensional sphere, which can be beneficial for quantum sampling as well.

Standard QAOA is a local algorithm. If the circuit depth \( p \) is not high enough, then standard QAOA may fail to achieve near-optimal solutions [[1, 12]]. However, when one considers the preprocessing stage used in QAOA-warm, such a locality property no longer exists. A clear example of this is BM-MC_2 applied to an odd cycle: the optimal
solution consists of the vertices evenly spaced apart along the unit circle. However, if a single edge is deleted, the optimal solution collapses to a rank-1 solution. The edge deletion has a global effect on the positions of all the vertices, and consequently, on the probability of each edge being cut. Put another away, although the quantum operations in QAOA-warm are still local, the warm-start encodes information about the global structure of the graph, in which case, building up correlations between distant qubits (via a high circuit depth) may not be necessary if a high-quality warm-start is used.

Warm-starts also appear to flatten the energy landscape in terms of \((\beta, \gamma)\). In the most extreme case (for example Figure 14(b)), the warm start finds the optimal solution, completely decoupling the QAOA optimization loop from \(\gamma_1\) and the cost Hamiltonian \(H_C\). Even when this does not occur, warm-starting still appears to make QAOA less sensitive to initial \((\beta, \gamma)\) values by starting off in the neighborhood of a possible solution. In particular, the role of \(\gamma\) is diminished, as the warm-start has already begun optimizing the cost-energy. This suggests that QAOA-warm serves as a kind of dimensional reduction, emphasizing the amplitude manipulation of the mixer over the energy weighting of the cost Hamiltonian. This is not a guarantee that the QAOA optimization will find the optimal solution in the reduced space; the reduction may hide the optimal solution for graphs that are especially challenging for SDP solvers. However, this flattening may prove important for physical implementations of QAOA. The warm-start flattened landscapes may make QAOA more robust to both classical and quantum noise that would otherwise complicate the optimal solution search.

In this work, we restricted our attention to rank-2 and rank-3 initializations, whereas in classical methods, one could also make an attempt at finding rank-\(k\) \((k > 3)\) solutions. These solutions are easier to find, and yield provably better approximations as \(k\) increases [39]. However, increasing the number of dimensions makes the mapping to the quantum states non-trivial. Exploration of higher-rank approximations are left as a future research direction.

Another direction for future work is to apply QAOA-warm to other combinatorial problems. One path is reduction of other problems in NP to Max-Cut [15]. Alternately, Quadratic Unconstrained Binary Optimization (QUBO) problems can easily be recast as a Max-Cut problem (and vice versa) with the number of variables differing by at most 1 [23]. Many combinatorial problems are easily expressed in the form of a QUBO [44, 45] so Max-Cut is also an interesting problem to consider from a practical standpoint. However, it may be of interest to see if our approach can be used directly for other combinatorial problems without resorting to such reductions.

Lastly, as seen in Section VI B, we acknowledge that QAOA-warm, in its current form, has limitations; in particular, increased circuit depth does not necessarily yield optimality of Max-Cut in the limit. Nonetheless, we believe that QAOA-warm is a promising approach since, even at low circuit depth, it is able to start with relatively high approximation ratios (compared to standard QAOA). This performance may be extendable to higher circuit depth via modifications to the mixing Hamiltonian \(H_B\); this idea yields positive results in Egger et al.’s work and we believe that mixer modifications may be beneficial to QAOA-warm as well.

VII. CONCLUSION

We explored the idea of warm-starts for initializing the quantum state of the QAOA algorithm, and showed promising experimental and theoretical results for low-rank initializations using approximate SDP solution. On average, we find that QAOA-warm performs better in terms of time and quality of solutions in low depth circuits, compared to standard QAOA. Moreover, even though a portion of the approximation ratio of QAOA-warm can be attributed to the classical warm-start itself, we find that running QAOA-warm introduces significant improvements in expected cut quality beyond simply (quantum) sampling the initial warm-start state for many instances. As the circuit depth increases, QAOA-warm is however unable to converge to the optimal solution (unlike standard QAOA). We believe that this could be remedied by considering further modifications to QAOA-warm (e.g. modifying the mixing Hamiltonian), although standard mixers might provide easier implementation on certain hardware. We further acknowledge that beyond the approximation ratio, there are a variety of methods and metrics in which to measure the performance of QAOA and its possible variants. We leave such an exploration of the cut distributions (and metrics on those distributions) for potential future work; we refer the reader to a paper by Herrman et al. for such results on standard QAOA [46].

Overall, we believe that the use of the standard mixers with warm-starts allows a principled way of bringing in information from classical solvers into quantum algorithms. The concept of warm-starts and plateauing of quality of approximation at higher \(p\) depth could be of interest to researchers looking at reachability of solution state space and, at the limitations and strengths of the standard QAOA itself.
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We first describe the rotation in 3-dimensions for vertex $v_i = (\sin \theta_i \cos \phi_i, \sin \theta_i \sin \phi_i, \cos \theta_i)^T$,

which is sampled uniformly at random (for $i \in [n]$). The rotation that maps $v_i \in \mathbb{R}^3$ to $(0, 0, 1)^T$ is obtained by first rotating clockwise along the $z$-axis by $\phi_i$, followed by a clockwise rotation along the $y$-axis by $\theta_i$, followed by a uniform at random rotation $\mu$ in $[0, 2\pi]$ around the $z$-axis.

Indeed, one can check that $R_V(\mathbf{x}^*(v_i)) = (0, 0, 1)^T$ (which will correspond to the quantum state $|0\rangle$ on the Bloch Sphere). For rank-2 solutions, with a uniform at random vertex $v_i = (\cos(\theta_i), \sin(\theta_i))^T$ sampled from $i \in [n]$, we can simply work with polar coordinates and shift all polar angles by $\theta_i$ to obtain the random vertex-at-top rotation. To
Algorithm 2: Obtain Solution for BM-MC

Input: Weighted graph $G = (V, E), w : E \rightarrow \mathbb{R}, k \in \{2, 3\}$

1. If $k = 2$, let $\theta_1, \ldots, \theta_n \in \mathbb{R}$ be the angles of $n$ points chosen uniformly at random on the 2-dimensional unit circle. If $k = 3$, let $(\theta_1, \phi_1), \ldots, (\theta_n, \phi_n)$ be the spherical coordinates of $n$ points chosen uniformly at random on the 3-dimensional sphere.

2. repeat
   3. for $i = 1$ through $n$ do // coordinate ascent
   4. Sample the perturbation value(s) $\Delta \theta$ (and $\Delta \phi$ if $k = 3$) from $U(-\eta, \eta)$ for small $\eta > 0$.
   5. Update $\theta_i = \theta_i + \Delta \theta$ (and $\phi_i = \phi_i + \Delta \phi$ if $k = 3$) and compute the BM objective.
   6. If the objective improves, keep the perturbation.
   7. end
   8. until no improvement in objective by $\geq 10^{-5} \sum_{e \in E} |w_e|$ within 100 evaluations.

be precise, we set $\theta_j = \theta_j - \theta_i$ where $\theta_j$ denotes the angle of the point corresponding to the $j$th vertex in the rank-2 solution.

b. Uniform at Random Rotation

In this case, we uniformly pick a rotation of the $k$-dimensional sphere and apply it. For rank-3 solutions, one way to accomplish this is by picking a point $\hat{x}$ uniformly at random from the surface of the sphere, rotating $\hat{x}$ to the top of the sphere (in a way similar to the vertex-at-top rotations), and then performing a uniform random rotation in $[0, 2\pi]$ around the $z$-axis. Such an $\hat{x}$ can be generated by picking $\alpha, \beta$ uniformly at random from the interval $[0, 1]$ and then setting $\phi = 2\pi\alpha$ and $\theta = \arccos(2\beta - 1)$. The pair $(\theta, \phi)$ will then correspond to the polar and azimuthal angles of the randomly chosen point $\hat{x}$ on the surface of the sphere.

For rank-2 solutions, we can simply shift all the angles by some random angle. More precisely, set $\theta_j = \theta_j + \hat{\theta}$ where $\theta_j$ denotes the angle of the point corresponding to the $j$th vertex in the rank-2 solution and $\hat{\theta}$ is chosen uniformly at random in $[0, 2\pi]$.

2. Finding approximate BM-MC$_k$ solutions.

In Algorithm 2, we describe our implementation for obtaining the semidefinite programming (SDP) solution for BM-MC$_k$ for $k = 2, 3$ using coordinate ascent. In the algorithms below, we write $U(a, b)$ to denote the uniform distribution on the interval $[a, b]$ (where $a, b \in \mathbb{R}$ with $a < b$). We set $\eta = 1/20$ for experiments in this work. We normalize the angles output by BM-MC$_3$ to enforce the standard range of angles for spherical coordinates without changing the objective value.

3. Graph Instances.

As mentioned in Section IV for our simulations, we first generate a collection of unit-weight graphs. From each one, we create multiple weighted graphs by applying different edge-weight distributions to the unit-weight graph. Below, we describe the collection of unit-weight graphs that were generated for this process.

The collection of non-isomorphic graphs up to 6 nodes were generated using SageMath [43]. The remaining instances were generated using various random graph generators found in the NetworkX package [40]; the parameter names used below are the same as those used in the corresponding NetworkX functions.

- All non-isomorphic connected graphs up to 6 nodes (142 instances)
- Erdos-Renyi (42 instances): for each $n$ from $n = 7$ to $n = 12$, create 7 instances with $p$ sampled from $[0, 1]$ uniformly.
- Random Regular (42 instances): for each $n$ from $n = 7$ to $n = 12$, create 7 instances with $d$ sampled uniformly from valid degrees.
- Barabasi Albert (18 instances): for each $n$ from $n = 7$ to $n = 12$ and for all $m$ in $\{1, 2, 3\}$, create 1 instance (with initial graph being star graph on $m + 1$ nodes).
FIG. 11. Illustration depicting the range of graph metrics for our instance library $\mathcal{G}$. When comparing unit-weight Erdős-Rényi graphs (red) with the remaining graphs in $\mathcal{G}$ (blue), there is an increase in the range of values obtained for both graph metrics.

- Dual Barabasi Albert (36 instances): for each $n$ from $n = 7$ to $n = 12$ and for all $\{(m_1, m_2) : m_1, m_2 \in \{1, 2, 3\}, m_1 \neq m_2\}$ with $p = 0.25$, create 1 instance with initial graph on star with $\max(m_1, m_2) + 1$ nodes
- Watts Strogatz Graphs (18 instances): for each $n$ from $n = 7$ to $n = 12$, for all $k$ in $\{2, 4, 6\}$, create 1 instance with $p$ sampled uniformly from $[0, 1]$.
- Newman Watts Strogatz Graphs (18 instances): for each $n$ from $n = 7$ to $n = 12$, for all $k$ in $\{2, 4, 6\}$, create 1 instance with $p$ sampled uniformly from $[0, 1]$.

Figure 11 demonstrates how varied our ensemble is with respect to two important graph metrics dependent on eigenvalues of the normalized Laplacian [49].

4. QAOA-Warm with Median and Worst Vertex-At-Top Rotations

For our numerical simulations in Section IV we use the best of either 5 vertex-at-top rotations or best of 5 uniform rotations for QAOA-warm. Performing multiple runs of QAOA-warm with different rotations and taking the best allows one to mitigate the possibility of using a warm-start with a poor rotation. We present the results with respect to the median rotation here. We plot the results below in Figure 12; we see that the results do not differ much from what was seen in Figure 5. In Figure 13 we also plot the results when the worst of 5 vertex-at-top rotations are used to give an idea of the worst-case performance for QAOA-warm.
FIG. 13. Histograms comparing the performance in (depth-p) QAOA-warm and (depth-p) standard QAOA for both $p = 1$ (blue) and $p = 8$ (red) where the worst vertex-at-top rotations are used. Overlapping portions of the histogram are in purple. The left plot is generated using the graphs in our graph library $G$ (see Section IV A) whereas for the right plot, we restrict our attention to only those graphs in $G$ with positive edge weights.

FIG. 12. Histograms comparing the performance in (depth-p) QAOA-warm and (depth-p) standard QAOA for both $p = 1$ (blue) and $p = 8$ (red) where the median vertex-at-top rotations are used. Overlapping portions of the histogram are in purple. The left plot is generated using the graphs in our graph library $G$ (see Section IV A) whereas for the right plot, we restrict our attention to only those graphs in $G$ with positive edge weights.

Appendix B: Proofs

a. Proof for Theorem 3

Proof. We consider a graph $G = (V, E)$ on two vertices connected by an edge of unit weight initialized with $|s⟩ := |u⟩ \otimes |v⟩$ where $|u⟩ := |+⟩ = \frac{1}{\sqrt{2}}(|0⟩ + |1⟩)$ and $|v⟩ := |−⟩ = \frac{1}{\sqrt{2}}(|0⟩ − |1⟩)$. (Note that $|s⟩ = Q(x^*)$ where $x^* = ((1, 0, 0)^T, (−1, 0, 0)^T)$ is an optimal solution to BM-MC.)

We first consider the $p = 1$ case. For convenience, let $\gamma := \gamma_1$ and $\beta := \beta_1$ for this case. Observe,

$|s⟩ = |u⟩ \otimes |v⟩ = \frac{1}{\sqrt{2}}(|0⟩ + |1⟩) \otimes \frac{1}{\sqrt{2}}(|0⟩ − |1⟩) = \frac{1}{2}(|00⟩ − |01⟩ + |10⟩ − |11⟩)$. 


Note that if we were to do a quantum measurement of this state, we would get each of the four states $|00\rangle$, $|01\rangle$, $|10\rangle$, $|11\rangle$ with equal probability, i.e., the theorem holds in the $p = 0$ case as well. Since $H_C$ is the Hamiltonian of the MAX-CUT problem, $H_C |01\rangle = 1 \cdot |01\rangle$. Thus, $e^{-i\gamma H_C} |01\rangle = e^{-i\gamma} |01\rangle = e^{-i\gamma} |01\rangle$. Similar calculations show that $e^{-i\gamma H_C} |10\rangle = e^{-i\gamma} |10\rangle$, $e^{-i\gamma H_C} |00\rangle = |00\rangle$, and $e^{-i\gamma H_C} |11\rangle = |11\rangle$ and thus by linearity,

$$|s\rangle := e^{-i\gamma H_C} |s\rangle = e^{-i\gamma H_C} \left( \frac{1}{2}(|00\rangle - |01\rangle + |10\rangle - |11\rangle) \right) = \frac{1}{2} \left( |00\rangle - |11\rangle + e^{-i\gamma} (|10\rangle - |01\rangle) \right).$$

For a 2-node graph, $H_B = \sigma_1^2 + \sigma_2^2$, and thus,

$$H_B(|00\rangle - |11\rangle) = \sigma_1^2 |00\rangle - \sigma_1^1 |11\rangle + \sigma_2^0 |00\rangle - \sigma_2^2 |11\rangle = 0,$

and similarly $H_B(|10\rangle - |01\rangle) = 0$.

By the above observations and linearity, we have that $H_B |s\rangle = 0$, i.e., $|s\rangle$ is an eigenvector of $H_B$ with eigenvalue 0 and thus,

$$|\psi_1(\gamma, \beta)\rangle = e^{-i\beta H_B} |s\rangle = e^{-i\beta} |s\rangle = |s\rangle,$$

i.e., the mixing Hamiltonian has no effect on the quantum state. Writing out $|s\rangle$, we have

$$|\psi_1(\gamma, \beta)\rangle = \frac{1}{2} \left( |00\rangle - |11\rangle + e^{-i\gamma} (|10\rangle - |01\rangle) \right).$$

If we repeat all of these calculations in the case that $p > 1$, we get that

$$|\psi_p(\gamma, \beta)\rangle = \frac{1}{2} \left( |00\rangle - |11\rangle + e^{-i\gamma p} \cdots e^{-i\gamma} (|10\rangle - |01\rangle) \right)$$

$$= \frac{1}{2} \left( |00\rangle - |11\rangle + e^{-i \sum_{i=1}^p \gamma_i} (|10\rangle - |01\rangle) \right),$$

in which case all four states $|00\rangle$, $|01\rangle$, $|10\rangle$, $|11\rangle$ are measured with equal probability meaning that the expected cut value for $G$ is 50% of the maximum cut in $G$. 

\[ \Box \]

b. Proof for Theorem 4.

Proof. Without loss of generality, let $G$ be a cycle with $n$ vertices. Let $x : V \rightarrow S^2$ be a local optimum for BM-MC$_3$. Our proof consists of two steps. First, we show rank(span($\{ x_v : v \in V \}$)) $\leq 2$. Next, building upon this characterization for the local optima we show that in fact the above rank is exactly 1 and all edges are (fully) cut, i.e., global optimum is achieved.

We use first order necessary conditions, known as KKT, to derive the desired characterization. Let us formulate the Lagrangian for our constrained optimization problem,

$$\mathcal{L}(x, \alpha) = \sum_{(u,v) \in E} \|x_u - x_v\|^2 - \sum_{v \in V} \alpha_v (\|x_v\|^2 - 1),$$

where $\alpha_v \in \mathbb{R}$ is a multiplier corresponding to the condition $\|x_v\| = 1$, $\forall v \in V$. It is easy to see the objective for our constrained optimization problem is equal to $\max_{x : V \rightarrow S^2} \min_{\alpha : V \rightarrow \mathbb{R}} \mathcal{L}(x, \alpha)$. Further using Lagrangian duality theory, we apply KKT optimality conditions that require (at any local optima) stationary condition $\frac{\partial \mathcal{L}}{\partial x_v} = 0$ is satisfied for all $v \in V$ in addition to the following feasibility and complementary slackness conditions (which are trivially satisfied):

- Primal feasibility requires $\|x_v\| = 1$, $\forall v \in V$.
- Dual feasibility requires $\alpha_v \in \mathbb{R}$, $\forall v \in V$.
- Complementary slackness requires $\alpha_v = 0$ whenever $\|x_v\| \neq 1$.

The stationary condition can be reformulated as

$$\frac{\partial}{\partial x_v} \left( \sum_{(u,v) \in E} (x_v - x_u)^T (x_v - x_u) - \alpha_v (x_v^T x_v - 1) \right) = 0 \quad \forall v \in V.$$
Thus, for all \( \forall v \in V \), we have the following stationary condition: \( \sum_{(u,v) \in E} (x_v - x_u) = \alpha_v x_v \).

Considering our graph being a cycle, where every vertex \( v \in V \) has two neighbors, the stationary condition implies a linear dependence of \( x_v \) with \( x_u \)'s corresponding to its neighbors. Hence, \( \text{rank(span}\{x_v, x_w, x_u\}) \leq 2 \) where \( w \) and \( u \) are two neighbors of \( v \). Note that if this rank is 1, one can easily show neighbors of this vertex (and consequently for every vertex) are at antipodal points \( x_w = x_u = -x_v \). Otherwise, \( x_w \) and \( x_u \) are mirrored with respect to span(\( \{x_v\}\)). In this case, these three vectors lie on a unique plane. Inductively, one can see all vertices of the cycle lie on the same plane.

With all the points lying on the same plane, it remains to show that the additional dimension (direction) in \( \mathbb{R}^3 \) allows one to (locally) increase the objective. Without loss of generality, let \( x_v \in \mathbb{R}^3 \) be a point on the unit sphere with polar angle \( \theta = \pi/2 \) and azimuthal angle \( \phi_v \). Coloring vertices of the cycle by two colors \( c_v \in \{1, 2\} \), it is easy to see for \( x_v = (1, \pi/2 + (-1)^{c_v} \phi_v) \) all edges stretch (unless they are antipodal) so the objective increases. This shows \( x \) was not a local optimum, in case of a rank 2 assignment.

\[ \Box \]

c. **Proof for Observation 5**

**Proof.** Since we are working only with circuit depth \( p = 1 \), for simplicity, we use \( \gamma \) and \( \beta \) to denote \( \gamma_1 \) and \( \beta_1 \) respectively.

If \( |s_0\rangle = Q(R_V(x)) \) where \( R_V(\cdot) \) is a vertex-at-top rotation and \( x \) is as described in the statement of the observation, then it is straightforward to see that there exists a reordering of the vertices such that \( |s_0\rangle = |0\rangle^\otimes r \otimes |1\rangle^\otimes (n-r) \) where \( |S\rangle = r \) (where the first \( r \) qubits correspond to vertices in \( S \)).

Let \( M = \text{MAX-CUT}(G) \). Since \( H_C \) is the Hamiltonian of the MAX-CUT problem and \( |s_0\rangle \) corresponds to an optimal cut, then \( |s_0\rangle \) is a eigenvector of \( H_C \) with eigenvalue \( M \). Thus,

\[ e^{-i\gamma H_C} |s_0\rangle = e^{-i\gamma M} |s_0\rangle = \alpha |s_0\rangle. \tag{B1} \]

where \( \alpha = e^{-i\gamma M} \). Using equation (B1), we have that

\[ |\psi_1(\gamma, \beta)\rangle = e^{-i\beta H_R} e^{-i\gamma H_C} |s_0\rangle = \alpha e^{-i\beta H_R} |s_0\rangle = \alpha \left( |s_\beta\rangle^\otimes r \otimes |s_\beta^\prime\rangle^\otimes (n-r) \right) , \]

where \( s_\beta = \cos(\beta) |0\rangle - i \sin(\beta) |1\rangle \) and \( s_\beta^\prime = \cos(\beta) |1\rangle - i \sin(\beta) |0\rangle \).

The expected energy is the sum of the expected energy for each edge \((u, v) \in E\) and each edge contributes a non-zero amount if and only if both endpoints have a different spin after measurement. However, since \( |\psi_1(\gamma, \beta)\rangle \) is an unentangled state, then we can consider measuring each vertex independently.

Consider an edge \((u, v) \in E\) and suppose that \( u \in S \) and \( v \in S \). Then,

\[ \Pr(u \text{ and } v \text{ measured to be } |0\rangle \text{ and } |1\rangle \text{ respectively}) \]
\[ = \Pr(u \text{ measured to be } |0\rangle) \cdot \Pr(v \text{ measured to be } |1\rangle) \quad (|\psi_1(\gamma, \beta)\rangle \text{ is unentangled}) \]
\[ = \Pr(s_\beta \text{ measured to be } |0\rangle) \cdot \Pr(s_\beta \text{ measured to be } |1\rangle) \quad \text{(by construction)} \]
\[ = \cos^2(\beta) \cdot \sin^2(\beta). \quad \text{(def of } s_\beta) \]

Similar calculations show that if \( u \in S \) and \( v \notin S \), then the probability that \( u \) is measured to be \( |1\rangle \) and \( v \) is measured to be \( |0\rangle \) is also \( \cos^2(\beta) \sin^2(\beta) \). In the case that \( u \in S \) and \( v \notin S \), one can similarly show that the probability of measuring both to have differing spins is given by \( \cos^4(\beta) + \sin^4(\beta) \).

Combining all the calculations above, the expected energy is given by

\[ F_1(\gamma, \beta) = 2(W - M) \sin^2(\beta) \cos^2(\beta) + M (\sin^4(\beta) + \cos^4(\beta)) , \]

where \( W \) is the sum of all edge weights (i.e. \( W = \sum_{(u,v) \in E} w_{uv} \)).

Observe that when \( \beta = 0 \), the above equation reduces to \( F_1(\gamma, \beta) = M \) as desired. By applying various trigonometric identities and algebraic manipulations, we can rewrite the above function as

\[ F_1(\gamma, \beta) = \frac{1}{4} \left( (2M - W \cos(4\beta) + 2M + W) \right). \]

The MAX-CUT of a graph is at least half the sum of the edge weights, i.e., \( M \geq W/2 \) (which implies \( 2M - W \geq 0 \)).\(^{19}\) Since \( \cos(4\beta) \) is decreasing in \( |\beta| \) for \( \beta \in [-\pi/4, \pi/4] \), then it must be that \( F_1 \) is decreasing (in \( |\beta| \) for \( \beta \in [-\pi/4, \pi/4] \)).\(^{19}\)

\[ \Box \]

\(^{18}\) The \( \alpha \) term is a global phase change that doesn’t affect the measurement and can thus be ignored.

\(^{19}\) To see this, observe that the expected sum of the weights of the edges crossing a random cut (where one independently places each vertex on one side of the cut or the other with probability 1/2) will be \( W/2 \). Since the expectation is \( W/2 \), there must exist at least one cut where the sum of the weights crossing the cut is at least \( W/2 \), i.e., \( M \geq W/2 \).
In non-linear optimization, the Karush–Kuhn–Tucker (KKT) conditions are first-order necessary conditions which characterize the set of optimal solutions. The usage of the KKT conditions generalizes the method of Lagrange multipliers \[50][51].

Appendix C: QAOA-Warm on Antipodal Structures

We illustrate a set of graph instances where QAOA-WARM has a significant advantage over standard QAOA by considering BM-MC\(_k\) solutions that have a special structure. For any positive integer \(k\), we say that \(x \in (\mathbb{R}^k)^n\) has an optimal antipodal structure (in \(\mathbb{R}^k\)) for a graph \(G = (V,E)\) if there exists \(S \subseteq V\) and a unit vector \(u \in \mathbb{R}^k\) such that \((S,V \setminus S)\) is a Max-Cut of \(G\) and \(x_i = u\) if \(i \in S\) and \(x_i = -u\) if \(i \notin S\). That is, the points corresponding to each vertex lie at antipodal points on the sphere in a way determined by some Max-Cut of \(G\). If we consider \(|s_0\rangle = Q(R_V(x))\) where \(R_V\) is a random vertex-at-top rotation and \(x\) has optimal antipodal structure, then we basically recover the Max-Cut. In this case, QAOA-WARM with initial state \(|s_0\rangle\) yields the Max-Cut of \(G\) for \(p = 0\).

For any connected bipartite graph and any \(k\) (including \(k = 2, 3\)), one can show that any globally optimal solution \(x\) of BM-MC\(_k\) will have the antipodal structure described above. For the special case of even cycles, we find that the BM-MC\(_3\) optimization of Max-Cut always finds the global optimum. These observations simply imply that random vertex-at-top rotations recover good solutions from the classical regime.

Theorem 4. For a union of \(r\) even-cycles, any local optimum \(x^*\) for BM-MC\(_3\) is a global optimum.

The characterization of local optima above for even cycles simply implies that initializing QAOA-WARM with the random vertex-at-top rotation \(Q(R_V(x^*))\) will also recover the Max-Cut. To prove the structure of local optima in Theorem 4, we exploit the structure of the graph and utilize KKT conditions to first show that any local optimum of BM-MC\(_3\) has rank at most 2\(^20\). Further, we show that any rank-2 solution can be improved locally, thus resulting in rank-1 local (and therefore, global) optima. Details of the proof can be found in the Appendix B.

It is conjectured that the performance of standard QAOA for \(n\)-node even cycles is \((2p + 1)/(2p + 2)\) when \(n > 2p\)\(^3\)\(^11\). The above theorem is a concrete example where QAOA-WARM outperforms standard QAOA, due to a warm-start with a classical optimal solution. We find that warm-starts often result in flatter parameter landscapes for QAOA-WARM, e.g., see Figure 14 depicting the landscapes for various variants of QAOA-WARM on cycle \(C_4\) on four vertices (i.e. \(C_4 = (V,E)\) with \(V = \{1, 2, 3, 4\}\) and \(E = \{(1, 2), (2, 3), (3, 4), (1, 4)\}\)). For the vertex-at-top rotation in particular, notice that the solution quality monotonically decreases in \(|\beta_1|\) with the optimal parameters all lying on the line \(\beta_1 = 0\). We make this precise in the following observation.

Observation 5. Let \(k \in \{2, 3\}\) and \(G = (V,E)\) be a graph with weights \(w : E \to \mathbb{R}\) and \(S \subseteq V\) be such that \((S,V \setminus S)\) is a Max-Cut of \(G\). Let \(y\) be a unit vector in \(\mathbb{R}^k\). Let \(x\) be such that \(x_u = y\) if \(u \in S\) and \(x_u = -y\) if \(u \notin S\). If we initialize QAOA-WARM with the initial state \(|s_0\rangle = Q(R_V(x))\) where \(R_V\) is a random vertex-at-top rotation, then, we recover the Max-Cut since the states are aligned with \(|0\rangle\) and \(|1\rangle\). The expected cut value at \((\gamma_1, \beta_1)\) is given by

\[
F_1(\gamma_1, \beta_1) = \frac{1}{4} \left( 2M - W \cos(4\beta) + 2M + W \right),
\]

where \(M = \text{Max-Cut}(G)\) and \(W = \sum_{e \in E} w_e\). Observe that \(F_1(\gamma_1, 0) = \text{Max-Cut}(G)\) for all \(\gamma_1 \in \mathbb{R}\) and \(F_1(\gamma_1, \beta_1)\) decreases as \(|\beta_1|\) increases for all \(|\beta_1| \in [0, \pi/4]\).

\(^{20}\) In non-linear optimization, the Karush–Kuhn–Tucker (KKT) conditions are first-order necessary conditions which characterize the set of optimal solutions. The usage of the KKT conditions generalizes the method of Lagrange multipliers \[50][51].
FIG. 15. This figure shows how the median runtime changes for both GW and BM-MC$_k$ ($k = 2, 3$) as the number of nodes increases. The extended graph library $G'$ (2076 instances) was used to generate the results above; we also run plot the results for just the positive-weighted graphs in $G'$ as well. The top and bottom of the colored regions corresponding to 75 and 25 percentiles respectively.

FIG. 16. This figure shows how the median runtime changes for the optimization loop of both standard QAOA and QAOA-warm for various optimizers (ADAM, BFGS, and Nelder-Mead). COBYLA was not included due to technical limitations with our software; in particular, we were unable to gain direct access to the source code needed to in order to exclude the runtime of function or gradient evaluations. as the circuit depth increases. These runtimes do not include the time taken to evaluate/estimate the function values or gradients of the expected cut value $F_p(\gamma, \beta)$ (since in practice, such calls would be made on the quantum device). These plots were generated by randomly selecting 20 8-node graphs from our graph library $G$ (see Section IV A), with 10 of the 20 graphs having only positive edge weights. For each solid colored line (corresponding to the median), there are two dashed lines of the same color above and below representing the 75th and 25th percentiles respectively. On the right, we plot the runtimes for BFGS separately in order to more easily see the trend in runtime as $p$ increases.

The form of the expression for $F_1(\gamma_1, \beta_1)$ follows from the fact that the cost term of the quantum circuit has no effect and that $\beta_1$ can be interpreted as a rotation angle (about the $x$-axis) in the Bloch sphere that moves the state away from the measurement axis. The details of this derivation are included in Appendix B.

In contrast to the vertex-at-top rotations preserving the optimality of antipodal solutions (Observation 5), this is not always the case for uniform rotations. In Figure 14 for example, the uniform rotation does not yield the optimal cut for $C_4$ for any choice of parameters in rank-3. However, if we instead use the BM-MC$_2$ solution with a uniform rotation to obtain $R(x)$, then there does exist a combination of parameter values that yields the optimal cut (by choosing $\gamma_1 = 0$ and an appropriate choice of $\beta_1$, application of the quantum circuit can be interpreted as a rotation that aligns $R(x)$ with the measurement axis in this case). This is due to potential proximity of uniformly rotated rank-3 solutions to the eigenstates of the mixer, which we can avoid in rank-2 initializations as discussed in Section VB.

Appendix D: Pre-processing Time vs Parameter Search Time

Here, we compare runtimes for various aspects of QAOA-warm to those of standard QAOA and GW. For the preprocessing stage, finding an approximate solution for BM-MC$_k$ takes up the bulk of the time (i.e., 1-3 seconds). The rotation applied to the solution and the mapping of the rotated solution to the Bloch sphere is negligible. We
plot the runtimes for BM-MC$_k$ for $k = 2, 3$ in Figure 15. To get a better idea of scaling, we consider an expanded graph library $\mathcal{G}'$ consisting of 2076 instances; $\mathcal{G}'$ is generated in the same way as $\mathcal{G}$ (see Section IV A) but we instead consider graphs of up to 19 nodes. Finding approximate solutions to rank-2 BM-MC$_3$ is considerably faster than rank-3 BM-MC$_3$; furthermore, the runtimes are similar regardless of edge weight values. Plots of GW’s runtime for all graphs in $\mathcal{G}'$ are included in Figure 15 as before, we see the runtimes are similar even if restrict our attention to only positive-weighted graphs. Note that our code for BM-MC runs is not optimized, and possibly faster implementations for this might be possible.

For both classical algorithms (GW and BM-MC$_k$), we see that the runtime increases superlinearly in the number of nodes $n$. In regards to theoretical results, the runtime of GW is dominated by solving the SDP; Lee and Padmanabhan develop an algorithm where one can get within factor $1 - \varepsilon$ of the optimal SDP objective in $O(m/\varepsilon^{3.5})$ time where $m$ is the number of edges in the graph. Similarly, for BM-MC$_k$, Mei et al. show that one can use a variant of the fast Riemannian trust-region algorithm to find a locally optimal solution in $O(n^2dk^4\log n)$ time for $d$-regular graphs.

We now consider the runtime of the optimization loop used in both standard QAOA and QAOA-WARM as seen in Figure 16 for various optimizers (ADAM, BFGS, Nelder-Mead). To get an idea of the runtime of the classical portions of the optimization loop, we exclude the time taken to estimate the function values or gradients of $F_p(\gamma, \beta)$. During our preliminary experiments, we found that the number of nodes did not have any noticable effect on the runtime of the optimization loop for either standard QAOA or QAOA-WARM for any of the optimizers. However, for all optimizers, Figure 16 shows that more time is needed to optimize $\gamma$ and $\beta$ as the circuit depth increases. With the exception of BFGS, for all optimizers and circuit depths, it appears that QAOA-WARM converges to a set of parameters more quickly compared to standard QAOA.

We now discuss the runtime of the preprocessing stage of QAOA-WARM relative to the runtime of QAOA-WARM’s optimization loop. A direct comparison is difficult since the former is independent of the circuit depth $p$ and the latter is independent of the number of nodes $n$. However, for the $p$ and $n$ considered in our experiments, it appears (from Figures 15 and 16) that the preprocessing stage takes orders of magnitude longer. We remark that our current implementation for finding approximate BM-MC$_k$ solutions (Algorithm 2) was not designed to find solutions quickly; we suspect other methods can find solutions more quickly. Additionally, we remark that the runtime preprocessing stage appears to scale modestly as the number of nodes increases. The trends in Figure 16 also suggest that as the circuit depth $p$ increases, that the proportion of QAOA-WARM spent in the preprocessing stage diminishes. Moreover, the real runtime of the optimization loop on an actual quantum device would be longer since one needs to consider the time needed to query the quantum device in order to estimate the value or gradient of $F_p(\gamma, \beta)$ at every iteration of the optimization loop. Lastly, there is the additional benefit that if one wants to perform multiple QAOA-WARM runs with different initializations of the variational parameters or different rotation schemes, then one only needs to find a solution to BM-MC$_k$ once.

Appendix E: Comparison With Egger et al.

Both our approach and that of Egger et al. consider a variant of QAOA initialized with a separable state obtained by some classical method. In this section, we describe the similarities and differences between the two approaches.

In their first approach, which Egger et al. refer to as “Continuous warm-start QAOA”, they consider QAOA applied to the Quadratic Unconstrained Binary Optimization (QUBO) problem which can be formulated as

$$\min_{x \in \{0, 1\}^n} x^T \Sigma x, \quad \text{(E1)}$$

where $\Sigma$ is an $n \times n$ symmetric matrix. One can consider the relaxation,

$$\min_{x \in [0, 1]^n} x^T \Sigma x, \quad \text{(E2)}$$

where now each $x_i$ lies in the interval $[0, 1]$. If $\Sigma$ is positive semidefinite, then Equation E2 is a convex program which can easily be solved by classical optimizers to obtained an optimal solution $x^*$. Next, Egger et al. produces an unentangled state by mapping each $x_i^* \in [0, 1]$ to a portion of a great-circle on the Bloch sphere; more specifically,

\[21\] We exclude such portions since including them would not be reflective of the runtime obtained on an actual quantum device; a quantum device can estimate $F_p(\gamma, \beta)$ (the expected cut value) in time polynomial in $n$ whereas a numerical simulation would (typically) take time that is exponential in $n$. 


the initial state $|s_0\rangle$ is given by

$$|s_0\rangle = \bigotimes_{j=1}^{n} \left[ R_Y \left( 2 \arcsin \left( \sqrt{x_j^*} \right) \right) |0\rangle \right],$$

(E3)

where $R_Y(\theta)$ is a rotation on the Bloch sphere about the $y$-axis by angle $\theta$. This initialization significantly differs from our initialization scheme in that our relaxation relaxes each variable to a unit vector (instead of a position in an interval) and (for rank-3 initializations) we are not restricted to any particular portion of the Bloch sphere. Additionally, since Max-Cut is equivalent to QUBO [23], our approach can also be used to solve arbitrary QUBO problems; however, this approach by Egger et al. is not applicable to Max-Cut since one can show that the corresponding $\Sigma$ matrix in Equation [E2] would not be positive semidefinite.

Egger et al. also modify the mixing Hamiltonian $H_B$ in their approach; in particular, they choose\(^{22}\) $H_B = \bigoplus_{j=1}^{n} H_{B,j}$ where

$$H_{B,j} = \begin{bmatrix} 2x_j^* - 1 & -2\sqrt{x_j^*(1-x_j^*)} \\ -2\sqrt{x_j^*(1-x_j^*)} & 1 - 2x_j^* \end{bmatrix}. $$

(E4)

One can show that $|s_0\rangle$ from Equation [E3] is a ground state of $H_B$ as described above; Egger et al. remark that this allows us to apply the adiabatic theorem and conclude that this variant of QAOA approaches the optimal solution as the circuit depth tends to infinity (assuming an optimal choice of variational parameters). Unfortunately, our QAOA-warm approach has no such guarantees.

Egger et al. also consider another variant of QAOA called “Rounded warm-start QAOA.” Unlike their previous approach, this approach is more readily applicable to Max-Cut. In this approach, a cut $(S,V \setminus S)$ is first generated via classical means (e.g. the rounding procedure found in the GW algorithm). Then, each qubit corresponding to a vertex in $S$ is initialized to $R_Y(\pi/3)|0\rangle$; similarly, each vertex in $V \setminus S$ is initialized to $R_Y(2\pi/3)|0\rangle$. The mixer used in this approach is the same as Equation [E4] but with the diagonal elements multiplied by $-1$. It can be shown that this approach allows one to recover the same cut that was initially used to create the initial quantum state. However, unlike their previous approach, the adiabatic theorem is not applicable in this case (since the initial state is no longer a ground state of the mixer), and thus, not much is known about the theoretical convergence of this rounded approach.

a. Experimental Comparison

We perform a similar set of numerical simulations that Egger et al. used for Max-Cut (i.e. their rounded approach) and compare their approach with our own. When using their approach, for each instance considered, we also use a GW-solver to (classically) obtain 10 cuts, keeping only the best 5. Each of these cuts are used to create a different initial state using their Rounded Warm-Start QAOA approach (with a regularization parameter of $\varepsilon = 0.25$ which guarantees that their approach can recover the cut used for initialization at a particular set of variational parameters at $p = 1$). Similar to our numerical simulations for QAOA-warm, we also test their approach at circuit depths $p = 1, 2, 4, 8$.

We consider two possible choices regarding the initialization of the variational parameters $\gamma$ and $\beta$: (1) initializing near the origin and (2) initializing at $\beta_1 = \pi/2, \gamma_1 = 0$ (with the remaining parameters being initialized to 0 for $p > 1$). The former initialization is the same as that used for QAOA-warm and the latter is guaranteed to produce the cut used to initialize the quantum state.

For the Egger et al. approach, we found that for most instances, when taking the best of 5 cuts produced by GW, that at least one of them would be the optimal cut. This yields uninteresting results since choosing $\beta_1 = \pi/2$ (with the remaining parameters being 0) would automatically yield the optimal cut when using Egger et al.’s approach. For this reason, we have removed all such instances (76.2% of the instance library) in our comparison. The removal of such instances also removes all instances for which QAOA-warm achieves optimality at $p = 0$ (26.3% of the instance library).

As seen in Figure [7] at low circuit depth ($p = 1$), regardless of initialization scheme used for Egger et al.’s approach, QAOA-warm is able outperform it for the majority of the instances. The advantage that QAOA-warm has over Egger et al.’s approach is subdued at higher $p$ (e.g. we see a leftward shift in the histograms when going from $p = 1$ to $p = 8$) or when using the secondary initialization scheme for Egger et al.’s approach.

\(^{22}\) In fact, the matrix would be negative definite in the case of Max-Cut. It is straightforward to show that this implies that any locally optimal solution to the proposed relaxation of the QUBO (corresponding to the Max-Cut instance) would yield only purely binary solutions in $\{0,1\}^n$.

\(^{23}\) The authors do consider further modifications of the initial state by introducing an $\epsilon > 0$ parameter that ensures the qubits are not initialized too close to the poles; this is done to avoid degenerate initializations that would cause Egger et al.’s variant of QAOA to fail to converge as the circuit depth $p \to \infty$. The mixer is also adjusted accordingly.
FIG. 17. Histograms are used to compare the performance of QAOA-warm and Egger et al.’s [22] Rounded Warm-Start QAOA approach in our graph library $G$ (see Section IV A) for circuit depths $p = 1$ (blue) and $p = 8$ (red); regions in purple are the overlaps of the two histograms. The left column uses all the graphs in $G$ (see Section IV A) whereas the right column only considers those with positive edge weights. The top row considers initializing the variational parameters to the origin for both approaches whereas the bottom row considers initializing $\beta_1 = \pi/2$ (with the remaining parameters at zero) for Egger et al.’s approach.