DAS: A DEEP ADAPTIVE SAMPLING METHOD FOR SOLVING PARTIAL DIFFERENTIAL EQUATIONS
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Abstract. In this work we propose a deep adaptive sampling (DAS) method for solving partial differential equations (PDEs), where deep neural networks are utilized to approximate the solutions of PDEs and deep generative models are employed to generate new collocation points that refine the training set. The overall procedure of DAS consists of two components: solving the PDEs by minimizing the residual loss on the collocation points in the training set and generating a new training set to further improve the accuracy of the current approximate solution. In particular, we treat the residual as a probability density function and approximate it with a deep generative model, called KRnet. The new samples from KRnet are consistent with the distribution induced by the residual, i.e., more samples are located in the region of large residual and less samples are located in the region of small residual. Analogous to classical adaptive methods such as the adaptive finite element, KRnet acts as an error indicator that guides the refinement of the training set. Compared to the neural network approximation obtained with uniformly distributed collocation points, the developed algorithms can significantly improve the accuracy, especially for low regularity and high-dimensional problems. We present a theoretical analysis to show that the proposed DAS method can reduce the error bound and demonstrate its effectiveness with numerical experiments.
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1. Introduction. In recent years, solving partial differential equations (PDEs) with deep learning methods is receiving increasingly more attention [14, 43, 18]. Two major types of deep learning methods have been proposed for solving PDEs, including the variational form using deep learning techniques [10, 19, 46, 20] and the physical informed neural networks (PINNs) [37, 32, 31, 18], both of which reformulate a PDE problem as an optimization problem and train a deep neural network (DNN) to approximate the solution of PDE through minimizing the corresponding loss functional. The variational form is based on the weak formulation of PDEs, while the physical informed neural networks are based on the residual loss of PDEs. Similar idea of solving PDEs via minimizing the residual loss can be traced back to the works [23, 8] in the 1990’s, where a shallow neural network is optimized on a priori fixed mesh as an approximation of the solution. Some efforts have been made to incorporate traditional computational techniques to enhance the performance of solving PDEs with deep neural networks. In [25, 26, 9, 12, 20], deep neural networks based on domain decomposition are proposed to improve the efficiency. A penalty free neural network method [35] and Phygeonet [12] are developed to deal with complex geometries and irregular domains. A weak formulation with primal and adversarial networks is proposed in [45], where the PDE problem is converted to an operator norm minimization problem induced by the weak formulation.

One critical step for all these methods is to approximate the loss functional, where the integral is usually approximated by the Monte Carlo method with collocation points randomly generated by a uniform distribution on the computational domain. Since the minimization of the discrete loss functional yields the approximate solution, the accuracy of the approximate solution is closely related to the accuracy of the discrete loss functional. In contrast to classical computational methods, where the main concern is the approximation error, one needs to balance the approximation error and the generalization error for the neural network approximation, where the approximation error mainly originates from the model capability of the neural network and the generalization error is mainly related to the data points in the training set, i.e., the samples for the discretization of the loss functional. However, in many PDE models, the uniform random sampling strategy is not efficient especially when the PDE solution has a low regularity, in other words, an integrand of low regularity may have a large variance in terms of a uniform distribution. This issue becomes worse for high-
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dimensional problems due to the curse of dimensionality. In high-dimensional spaces, most of the volume of the computational domain concentrates around its surface \cite{1, 40, 44}, which means that uniform samples become less effective for training deep neural networks to approximate the solution of high-dimensional PDEs. For example, the collocation points from the uniform distribution are not suitable for solving the Fokker-Planck equation with high-dimensional spatial variables, while an adaptive strategy through sampling the current approximate solution is effective \cite{39}. In \cite{13}, a selection network is introduced to serve as a weight function to assign higher weights for samples with large point-wise residual, which yields a more accurate solution if the selection network is properly chosen. However, to obtain a valid selection network, one needs to impose additional constraints on the selection network, which is often a non-trivial task. For low-dimensional problems, it is well known that one can employ adaptive numerical schemes to deal with PDEs with low regularity solutions \cite{30, 28, 11}, which also suggests that the uniform samples are not the best choice. Therefore, adaptive sampling strategies are crucial for developing more efficient and reliable deep learning techniques for the approximation of PDEs.

In this work, we develop a deep adaptive sampling method (DAS) for the neural network approximation of PDEs based on residual minimization, where a deep generative model, called KRnet \cite{38, 42, 41}, is used to guide the sample generation for the training set. To this end, we need to construct two deep neural network models: one for approximating the solution and the other for refining the training set. The neural network approximation is achieved by the standard procedure of residual minimization. KRnet defines a transport map \cite{34} from the data distribution to a prior one (e.g. the standard Gaussian). KRnet retains two traits of flow-based generative models \cite{7, 22}: exact invertibility of the transport map and efficient computation of the Jacobian determinant, based on which one can obtain an explicit density model using the change of variables and an effective approach for generating samples through the invertible mapping. The key point in our proposed framework is that the residual is viewed as a probability density function (PDF) up to a constant and approximating this PDF can be achieved by minimizing the Kullback-Leibler (KL) divergence between the KRnet-induced density model and the residual-induced distribution. We then use KRnet to generate new collocation points, where more points are put in the region of large residual and less points are put in the region of small residual. The new collocation points can be used to further improve the accuracy of the current approximate solution since they are distributed consistently with the current residual. Simply speaking, KRnet acts as an error indicator for the refinement of the training set, which shares similarities with the classical adaptive finite element method subject to a residual-based posteriori error estimator.

The remainder of the paper is organized as follows. In the next section, we briefly describe the deep learning method used in this work for the approximation of PDEs. Our DAS approach is presented in section 3. We provide the theoretical analysis of DAS in section 4. In section 5, we demonstrate the efficiency of our adaptive sampling approach with numerical experiments. The paper is concluded in section 6.

2. Deep learning for PDEs. Let $\Omega \subset \mathbb{R}^d$ be a spatial domain, which is bounded, connected and with a polygonal boundary $\partial \Omega$, and $\mathbf{x} \in \mathbb{R}^d$ denote a spatial variable. The PDE problem is stated as: find $u(\mathbf{x}) \in F : \mathbb{R}^d \mapsto \mathbb{R}$ where $F$ is a proper function space defined on $\Omega$, such that

\[
L u(\mathbf{x}) = s(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega,
\]

\[
b u(\mathbf{x}) = g(\mathbf{x}) \quad \forall \mathbf{x} \in \partial \Omega, \tag{2.1}
\]

where $L$ is the partial differential operator, $b$ is the boundary operator, $s(\mathbf{x})$ is the source function, and $g(\mathbf{x})$ represents the boundary conditions.

Let $u(\mathbf{x}; \Theta)$ be a neural network with parameters $\Theta$. The goal is to use $u(\mathbf{x}; \Theta)$ to approximate the solution $u(\mathbf{x})$ through optimizing a loss functional defined as

\[
J(u(\mathbf{x}; \Theta)) = \| r(\mathbf{x}; \Theta) \|_{L^2, \Omega}^2 + \gamma \| b(\mathbf{x}; \Theta) \|_{L^2, \partial \Omega}^2 = J_r(u(\mathbf{x}; \Theta)) + \gamma J_b(u(\mathbf{x}; \Theta)), \tag{2.2}
\]
where $r(x; \Theta) = Lu(x; \Theta) - s(x)$, and $b(x; \Theta) = bu(x; \Theta) - g(x)$ measure how well $u(x; \Theta)$ satisfies the partial differential and boundary operators, respectively, and $\gamma > 0$ is a penalty parameter. Here, $\|u(x)\|^2_{L^2(\Omega)} = \int_{\Omega} |u(x)|^2 dx$ and $\|u(x)\|^2_{L^2(\partial\Omega)} = \int_{\partial\Omega} |u(x)|^2 dx$. The loss functional (2.2) is usually discretized numerically before the optimization with respect to $\Theta$ is addressed. In practice, one often chooses two sets of uniformly distributed collocation points $S_\Omega = \{x^{(i)}_\Omega\}_{i=1}^{N_\Omega}$ and $S_{\partial\Omega} = \{x^{(i)}_{\partial\Omega}\}_{i=1}^{N_{\partial\Omega}}$ respectively for the discretization of the two terms in the objective functional (2.2), leading to the following empirical loss

$$J_N(u(x; \Theta)) = \|r(x; \Theta)\|_{N_r, S_\Omega}^2 + \gamma \|b(x; \Theta)\|_{N_b, S_{\partial\Omega}}^2,$$  

(2.3)

where $N = (N_r, N_b)$, $\gamma > 0$, and

$$\|u(x)\|_{N_r, S_\Omega} = \left(\frac{1}{N_r} \sum_{i=1}^{N_r} u^2(x^{(i)}_\Omega)\right)^{\frac{1}{2}},$$

$$\|u(x)\|_{N_b, S_{\partial\Omega}} = \left(\frac{1}{N_b} \sum_{i=1}^{N_b} u^2(x^{(i)}_{\partial\Omega})\right)^{\frac{1}{2}}.$$  

Note that in the definition of $J_N$ we do not take into account the constants $|\Omega| = \int_{\Omega} dx$ and $|\partial\Omega| = \int_{\partial\Omega} dx$ and the ratio induced by these two constants can be dealt with by choosing $\hat{\gamma} = \frac{|\partial\Omega|}{|\Omega|}$ such that $J_N(u)$ is a Monte Carlo approximation of $J(u)$ up to a constant scaling factor $|\Omega|$. We then seek an approximate solution by minimizing the empirical loss (2.3), i.e.,

$$\min_{\hat{\Theta}} J_N(u(x; \Theta)),$$  

(2.4)

which can be solved by stochastic gradient-based methods [3, 21].

Recently, some prior error estimates of neural-network-based methods for solving PDEs are established. Combining the analysis technique of the least square finite element method [2] with the universal approximation property of neural networks [5, 16, 15, 24], Shin et. al. propose an abstract framework for the error estimation of physical informed neural networks [36]. Lu et. al. derive a prior estimate of the generalization error for the deep Ritz method with two-layer neural networks [27]. In this work, we focus on the method of residual minimization. Our approach can be extended to other cases. Suppose that $u(x; \Theta_N^*)$ is the minimizer of the empirical loss $J_N(u(x; \Theta))$ and $u(x; \Theta^*)$ is the minimizer of $J(u(x; \Theta))$, i.e.,

$$u(x; \Theta^*) = \arg \min_{\Theta} J(u(x; \Theta)),$$

$$u(x; \Theta_N^*) = \arg \min_{\Theta} J_N(u(x; \Theta)).$$

We have

$$u(x; \Theta_N^*) - u(x) = u(x; \Theta_N^*) - u(x; \Theta^*) + u(x; \Theta^*) - u(x),$$  

(2.5)

i.e.,

$$\mathbb{E} \|u(x; \Theta_N^*) - u(x)\|_\Omega \leq \mathbb{E} \|u(x; \Theta_N^*) - u(x; \Theta^*)\|_\Omega + \|u(x; \Theta^*) - u(x)\|_\Omega,$$  

(2.6)

where $\mathbb{E}$ indicates the expectation and the norm $\|\cdot\|_\Omega$ corresponds to the function space $F$ for $u(x; \Theta)$. The first term describes the statistical error from discretizing the loss functional with the Monte Carlo approximation, and the second term is the approximation error of minimizing the loss functional over the hypothesis space. The approximation error depends on the capability of neural networks, while the statistical error depends on the definition of $S_\Omega$ and $S_{\partial\Omega}$. In this work, we focus on how to reduce the statistical error. More specifically, we intend to develop an adaptive sampling approach to refine the training set and the approximate solution alternatively. For simplicity, we focus on the integration of the residual $r(x; \Theta)$ and assume that the integral on the boundary is well approximated by a prescribed $S_{\partial\Omega}$.  

3
3. Deep adaptive sampling method. Our deep adaptive sampling method, i.e., the DAS method, will be established from the viewpoint of importance sampling.

3.1. Some ideas on variance reduction. We outline our basic ideas on variance reduction in this section and more details about the algorithm will be presented later. To improve the Monte Carlo approximation of the objective functional $J(u)$, we need to reduce the variance. We here consider the importance sampling technique. For simplicity, we only consider $J_r(u(x;\Theta))$ in equation (2.2), which is the loss induced by the residual. We have

$$J_r(u(x;\Theta)) = \int_\Omega r^2(x;\Theta)dx = \int_\Omega \frac{r^2(x;\Theta)}{p(x)}p(x)dx \approx \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x_{i\Omega};\Theta)}{p(x_{i\Omega})}, \quad (3.1)$$

where the set $\{x_{i\Omega}\}_{i=1}^{N_r}$ is generated with respect to the probability density function (PDF) $p(x)$ instead of a uniform distribution as in equation (2.3). If the variance of $r^2(X)p^{-1}(X)$ in terms of $p(x)$ is smaller than the variance of $r^2(X)$ in terms of a uniform distribution, the accuracy of the Monte Carlo approximation will be improved for a fixed sample size $N_r$. The optimal choice for $p(x)$ is

$$p(x) = \frac{r^2(x;\Theta)}{\mu}, \quad (3.2)$$

where $\mu = \int_\Omega r^2(x;\Theta)dx$. Although the optimal choice is useless in practice since $\mu$ is the quantity to be computed, it suggests that variance reduction can be achieved if $p(x)$ is close to the residual-induced distribution.

Another option for variance reduction is to relax the definition of $J_r(u)$ as:

$$J_{r,p}(u(x;\Theta)) = \int_\Omega r^2(x;\Theta)p(x)dx \approx \frac{1}{N_r} \sum_{i=1}^{N_r} r^2(x_{i\Omega};\Theta), \quad (3.3)$$

where the set $\{x_{i\Omega}\}_{i=1}^{N_r}$ is sampled from the PDF $p(x)$ and $p(x) > 0$ on $\Omega$. It is seen that the minimizer of $J_{r,p}(u(x;\Theta))$ is also the solution of problem (2.1), if we assume that the minimization is with respect to $u(x;\Theta)$ that satisfies the boundary conditions exactly. To reduce the error induced by the Monte Carlo approximation, we may adjust $p(x)$ to make the minimizer of the discretized $J_{r,p}$ correspond to a residual $r^2(x;\Theta)$ that is nearly a constant. This option is similar to the classical adaptive finite element method, where mesh refinement/coarsening is supposed to make the approximation error nearly uniform. For our case, we may again sample the PDF that is close to the residual-induced distribution and add more samples from the region of large residual into the training set. After several refinement, we end up with a training set whose underlying distribution $p(x)$ is nonuniform similar to the final nonuniform mesh of the adaptive finite element method.

To make the above ideas practical, the key issue is to generate samples efficiently from a PDF $p(x) \approx \mu^{-1}r^2(x;\Theta)$ for a fixed $\Theta$. To achieve this, we employ a recently developed deep generative model called KRnet for probability approximation and sample generation.

3.2. KRnet for PDF approximation. In this section, we briefly review KRnet which is a flow-based generative model for density estimation or approximation [39, 38]. Let $X \in \mathbb{R}^d$ be a random vector associated with a given data set, and its PDF is denoted by $p_X(x)$. The target is to estimate $p_X(x)$ using available data. Let $Z \in \mathbb{R}^d$ be a random vector associated with a PDF $p_Z(z)$, where $p_Z(z)$ is a prior distribution (e.g., Gaussian distributions). The flow-based generative modeling is to seek an invertible mapping $z = f(x)$ [7]. By the change of variables, we have the PDF of $X = f^{-1}(Z)$ as

$$p_X(x) = p_Z(f(x)) |\det \nabla_x f|, \quad (3.4)$$
Once the prior distribution \(p_Z(z)\) is specified, equation (3.4) provides an explicit density model for \(X\). The inverse of \(f(\cdot)\) provides a convenient way to sample \(X\) as \(X = f^{-1}(Z)\). The basic idea of KRnet is to define the structure of \(f(x)\) in terms of the Knothe-Rosenblatt rearrangement. Let \(\mu_Z\) and \(\mu_X\) be the probability measures of two random variables \(Z, X \in \mathbb{R}^d\) respectively. A mapping \(T: Z \mapsto X\) is called a transport map such that \(T\# \mu_Z = \mu_X\), where \(T\# \mu_Z\) is the push-forward of \(\mu_Z\) such that \(\mu_X(B) = \mu_Z(T^{-1}(B))\) for every Borel set \(B\) [4]. The transport map \(T\) given by the Knothe-Rosenblatt rearrangement has a lower-triangular structure

\[
z = T^{-1}(x) = \begin{bmatrix}
T_1(x_1) \\
T_2(x_1, x_2) \\
\vdots \\
T_d(x_1, \ldots, x_d)
\end{bmatrix}.
\]  

(3.5)

Let \(x = [x_1, \ldots, x_K]^T\) be a partition of \(x\), where \(x_i = [x_{i,1}, \ldots, x_{i,m}]^T\) with \(1 \leq K \leq d, 1 \leq m \leq d\), and \(\sum_{i=1}^{K} \dim(x_i) = d\). The KRnet takes an overall form

\[
z = f_{\text{KRnet}}(x) = \begin{bmatrix}
f_1(x_1) \\
f_2(x_1, x_2) \\
\vdots \\
f_K(x_1, \ldots, x_K)
\end{bmatrix},
\]  

(3.6)

where the number of active dimensions reduces from \(f_K(\cdot)\) to \(f_1(\cdot)\) according to the partition of \(x\). KRnet consists of one outer loop and \(K - 1\) inner loops which is illustrated in Figure 3.1. The outer loop has \(K - 1\) stages, corresponding to the \(K - 1\) mappings \(f_i\) in equation (3.6) with \(i = 2, \ldots, K\), and for each stage, an inner loop of \(L\) affine coupling layers (see equation (3.10)) is defined. More specifically, we have

\[
z = f_{\text{KRnet}}(x) = L_N \circ f_{[K-1]}^{\text{outer}} \circ \cdots \circ f_{[1]}^{\text{outer}}(x),
\]  

(3.7)

and

\[
p_{\text{KRnet}}(x) = p_Z(f_{\text{KRnet}}(x)) |\det \nabla_x f_{\text{KRnet}}|,
\]  

(3.8)

where \(f_{[i]}^{\text{outer}}\) is defined as

\[
f_{[i]}^{\text{outer}} = L_S \circ f_{[K,L]}^{\text{inner}} \circ \cdots \circ f_{[1,K]}^{\text{inner}} \circ L_R.
\]  

(3.9)

Here \(f_{[k,i]}^{\text{inner}}\) indicates a combination of one affine coupling layer and one scale and bias layer, and \(L_N, L_S\) and \(L_R\) indicate the nonlinear layer, the squeezing layer and the rotation layer, respectively, which are briefly reviewed as follows. More details can be found in [38, 39].

**Affine coupling layer** is a simple bijection construted by a shallow neural network. Let \(x = [x_1, x_2]^T\) be a partition of \(x\) with \(x_1 \in \mathbb{R}^{m}\) and \(x_2 \in \mathbb{R}^{d-m}\). The affine coupling layer is defined as follows [38]

\[
\begin{align*}
\hat{x}_1 &= x_1 \\
\hat{x}_2 &= x_2 \circ (1 + \alpha \tanh(s(x_1))) + e^\beta \circ \tanh(t(x_1)),
\end{align*}
\]  

(3.10)

where \(0 < \alpha < 1\) is a hyperparameter and the parameter \(\beta \in \mathbb{R}^{d-m}\) is trainable. This way, the Jacobian matrix is lower-triangular whose determinant can be evaluated efficiently. Furthermore, \((s, t)\) is usually modeled by a neural network \(\text{NN}\)

\[
(s, t) = \text{NN}(x_1).
\]  

(3.11)
In our numerical experiments, we set $\alpha = 0.6$. Since the affine coupling layer only updates one part of $x$, another affine coupling layer is needed for a complete update. In other words, another affine coupling layer can be used to update $\tilde{x}$ as

\[
\tilde{x}_1 = \tilde{x}_1 \odot (1 + \alpha \tanh(\tilde{s}(\tilde{x}_2))) + e^\beta \odot \tanh(\tilde{t}(\tilde{x}_2)) + e^\gamma \odot \tanh(\tilde{t}(\tilde{x}_2)) + e^\gamma \\
\tilde{x}_2 = \tilde{x}_2,
\]

where the components $\tilde{x}_1$ are updated and $\tilde{x}_2$ remains unchanged.

*Squeezing layer* $L_S$ is used to deactivate some dimensions using a mask. The squeezing layer is defined as follows

\[
q = \begin{bmatrix} 1, \ldots, 1, 0, \ldots, 0 \end{bmatrix}^T,
\]

(3.12)

where the components $q \odot x$ will keep being updated and the rest components $(1 - q) \odot x$ will be fixed from then on.

*Scale and bias layer* provides a simplification of the batch normalization [17], which is defined as

\[
\hat{x} = a \odot x + b,
\]

(3.13)

where $a$ and $b$ are trainable and initialized by the mean and standard deviation of the data. After the initialization, $a$ and $b$ will be treated as regular trainable parameters that are independent of the data.

*Rotation layer* $L_R$ defines a linear mapping of the input $x$

\[
\hat{x} = \hat{W}x.
\]
through a trainable matrix
\[
\hat{W} = \begin{bmatrix} W & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} L & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} U & 0 \\ 0 & I \end{bmatrix},
\]
where \( W \in \mathbb{R}^{n \times n}, n \) is defined in the mask \( q, I \in \mathbb{R}^{(d-n) \times (d-n)} \) is an identity matrix, and \( W = LU \) is the LU factorization of \( W \). Entries below the main diagonal of \( L \) and entries in the upper triangle of \( U \) are trainable. In practice, we simply optimize the trainable entries of \( L \) and \( U \) without enforcing the orthonormality of \( \hat{W} \) and such a simplification works well.

**Nonlinear layer** \( L_N \) provides a component-wise nonlinear transformation. For simplicity, we only consider one component \( x \) of the data. We start with a nonlinear mapping \( F(s) : [0, 1] \rightarrow [0, 1] \):
\[
F(s) = \int_0^s p(t)dt,
\]
where \( p(s) \) can be regarded as a probability density function. Let \( 0 = s_0 < s_1 < \ldots < s_{n+1} = 1 \) be a mesh of the interval \([0, 1]\) with element size \( h_i = s_{i+1} - s_i \). Define \( p(s) \) as a piece-wise linear polynomial
\[
p(s) = \frac{w_{i+1} - w_i}{h_i} (s - s_i) + w_i, \quad \forall s \in [s_i, s_{i+1}].
\]
Then \( F(s) \), corresponding to a cumulative density function, is a quadratic function
\[
F(s) = \frac{w_{i+1} - w_i}{2h_i} (s - s_i)^2 + w_i (s - s_i) + \sum_{k=0}^{i-1} \frac{w_k + w_{k+1}}{2} h_i, \quad \forall s \in [s_i, s_{i+1}],
\]
whose inverse and derivative can be explicitly computed. We decompose \((-\infty, \infty) = (-\infty, -a) \cup [-a, a] \cup (a, \infty) \) with \( a > 0 \), and define the following nonlinear mapping from \( \mathbb{R} \) to \( \mathbb{R} \)
\[
\hat{F}(x) = \begin{cases} 
\beta_s(x + a) - a, & x \in (-\infty, -a) \\
2aF\left(\frac{x + a}{2a}\right) - a, & x \in [-a, a] \\
\beta_s(x - a) + a, & x \in (a, \infty),
\end{cases}
\]
where \( \beta_s > 0 \) is a scaling factor. A nonlinear mapping is considered for the data located in \([-a, a]\) and \( \hat{F}(x) \) maps \([-a, a]\) to itself. On \((-\infty, -a) \cup (a, \infty) \), \( \hat{F}(x) \) is simply a linear mapping.

**3.3. A deep generative model for the residual-induced distribution.** Let \( p_{\text{KRnet}}(x; \Theta_f) \) be the density model induced by \( \text{KRnet} \) \( f_{\text{KRnet}}(\cdot; \Theta_f) \) (see equation (3.8)), where \( \Theta_f \) includes the model parameters. We intend to use \( p_{\text{KRnet}}(x; \Theta_f) \) to approximate the PDF induced by the residual as discussed in section 3.1. However, the support of \( p_{\text{KRnet}}(x) \) is \( \mathbb{R}^d \) while the computation domain, say \( \Omega = [-1, 1]^d \), is usually compact. We need to deal with such a discrepancy. Let \( B = (-1 + \delta, 1 + \delta)^d \) with \( 0 < \delta < \infty \) such that \( \Omega \subset B \). For each dimension of \( x \), we define the following logistic mapping
\[
y = \ell(x) = \frac{s}{2} \log \frac{x + (1 + \delta)}{1 + \delta} - x,
\]
with \( s > 0 \) being a scale parameter, which defines a one-to-one correspondence between \( x \in (-1 + \delta, 1 + \delta) \) and \( y \in (-\infty, +\infty) \). Let \( \ell(x) : B \rightarrow \mathbb{R}^d \) be a \( d \)-dimensional mapping such that
\[
\ell_i(x_i) = \ell(x_i), \quad i = 1, \ldots, d.
\]
Then the following invertible mapping
\[
z = f_{\text{KRnet}} \circ \ell(x) \tag{3.15}
\]
defines a PDF
\[ \hat{p}_{\text{KRnet}}(x; \Theta_f) = p_{\text{KRnet}}(\ell(x); \Theta_f) | \nabla_x \ell(x) |, \] (3.16)
where the support of \( \hat{p}_{\text{KRnet}}(x; \Theta_f) \) is \( B \).

We now consider a modification of \( r^2(x; \Theta) \). Define a cutoff function as
\[ h(x) = \begin{cases} 1, & x \in \Omega, \\ \prod_{i=1}^d h_\delta(x_i), & x \in B \setminus \Omega, \end{cases} \]
where \( h_\delta(x) \) is a piecewise linear function
\[ h_\delta(x) = \begin{cases} 1, & x \in [-1, 1], \\ \delta^{-1}(x + 1 + \delta), & x \in (-1 - \delta, -1), \\ \delta^{-1}(1 + \delta - x), & x \in (1, 1 + \delta), \\ 0, & x \in (-\infty, -1 - \delta] \cup [1 + \delta, \infty). \end{cases} \]

We consider a modified PDF for any \( \Theta \)
\[ \hat{r}_X(x) \propto r^2(x; \Theta) h(x). \] (3.17)
Note that both \( \hat{r}_X(x) \) and \( \hat{p}_{\text{KRnet}}(x; \Theta_f) \) have the support \( B \). We then solve the following optimization problem
\[ \Theta_f^* = \arg \min_{\Theta_f} D_{\text{KL}}(\hat{r}_X(x) || \hat{p}_{\text{KRnet}}(x; \Theta_f)), \] (3.18)
where \( D_{\text{KL}}(\cdot || \cdot) \) indicates the Kullback-Leibler (KL) divergence between two distributions. We use
\[ p_X(x) \propto \hat{p}_{\text{KRnet}, \Theta_f^*}(x) I_\Omega(x) \] (3.19)
as an approximation of the PDF induced by \( r^2(x; \Theta) \), where \( I_\Omega(x) \) is an indicator function such that \( I_\Omega(x) = 1 \) if \( x \in \Omega \); 0, otherwise. If \( \delta \ll 1 \), most the samples \( \ell^{-1} \circ f_{\text{KRnet}}^{-1}(z^{(i)}; \Theta_f^*) \) will be located in \( \Omega \). Since \( \hat{r}_X(x) \propto r^2(x; \Theta) \) on \( \Omega \), \( p_X(x) \) approximates the \( r^2(x; \Theta) \)-induced PDF well when \( \delta \) is small. In our numerical experiments, we set \( \delta = 0.01 \) and \( s = 2 \).

We now look at the approximation of \( \Theta_f^* \). The KL divergence in the optimization problem (3.18) can be written as
\[ D_{\text{KL}}(\hat{r}_X(x) || \hat{p}_{\text{KRnet}}(x; \Theta_f)) = \int_B \hat{r}_X \log \hat{r}_X dx - \int_B \hat{r}_X \log \hat{p}_{\text{KRnet}} dx. \] (3.20)
The first term on the right-hand side corresponds to the differential entropy of \( \hat{r}_X \), which does not affect the optimization with respect to \( \Theta_f \). So minimizing the KL divergence is equivalent to minimizing the cross entropy between \( \hat{r}_X \) and \( \hat{p}_{\text{KRnet}} \) [6, 33]:
\[ H(\hat{r}_X, \hat{p}_{\text{KRnet}}) = - \int_B \hat{r}_X \log \hat{p}_{\text{KRnet}} dx. \] (3.21)
Since the samples from \( \hat{r}_X \) are not available, we approximate the cross entropy using the importance sampling technique:
\[ H(\hat{r}_X, \hat{p}_{\text{KRnet}}) \approx - \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{r}_X(x_B^{(i)})}{\hat{p}_{\text{KRnet}}(x_B^{(i)}; \Theta_f)} \log \hat{p}_{\text{KRnet}}(x_B^{(i)}; \Theta_f), \] (3.22)
where the samples \( \{ x_B^{(i)} \}_{i=1}^{N} \) of \( \hat{p}_{\text{KRnet}} \) can be generated efficiently by the KRnet, i.e.,
\[ x_B^{(i)} = \ell^{-1} \circ f_{\text{KRnet}}^{-1}(z^{(i)}) \] (3.23)
with $z^{(i)}$ being sampled from a standard Gaussian. We then minimize the discretized cross entropy (3.22) to obtain an approximation of $\Theta_f^*$.  

**Remark 3.1.** An alternative approach for the approximation of $\hat{r}_X(x)$ is to minimize the following KL divergence:

$$D_{KL}(\hat{p}_{\text{KRnet}}(x; \Theta_f) \| \hat{r}_X(x)) = \int_B \hat{p}_{\text{KRnet}}(x; \Theta_f) \log \hat{p}_{\text{KRnet}}(x; \Theta_f) dx - \int_B \hat{p}_{\text{KRnet}}(x; \Theta_f) \log \hat{r}_X(x) dx, \tag{3.24}$$

which can be approximated by samples from $\hat{p}_{\text{KRnet}}(x; \Theta_f)$. Note that the KL divergence is asymmetric. Minimizing the KL divergence (3.20) is not equivalent to the minimization of the KL divergence (3.24), although both minimizers will be achieved at $\hat{p}_{\text{KRnet}}(x; \Theta_f) = \hat{r}_X(x)$ if $\hat{r}_X$ can be reached exactly by a certain parameter $\Theta_f$.

### 3.4. Adaptive sampling procedure.
We are now ready to present our algorithms. In this work, we mainly focus on the adaptivity of $S_{\Theta}$ for simplicity. The key step of our adaptivity strategy is to refine the training set $S_{\Theta}$, and we provide two options to do it, corresponding to two algorithms.

I. We replace the whole current set of collocation points using new samples from the probability measure for importance sampling. This corresponds to equation (3.1).

II. We gradually add more collocation points to the current training set. This corresponds to equation (3.3), where the new samples are mainly from the region of large residual.

We first present strategy I. Let $S_{\Theta,0} = \{x^{(i)}_{\Theta,0}\}_{i=1}^{N_r}$ and $S_{\partial \Theta,0}$ be two sets of collocation points that are uniformly sampled from $\partial \Omega$ and $\partial \Omega$ respectively. Using $S_{\Theta,0}$ and $S_{\partial \Theta,0}$, we minimize the empirical loss (2.3) to obtain $u(x; \Theta_{N}^*)$. With $u(x; \Theta_{N}^*)$, we minimize the cross entropy (3.22) to get $\hat{p}_{\text{KRnet}}(x; \Theta_f^*)$. To refine the training set, a new set $S_{\Theta,1} = \{x^{(i)}_{\Theta,1}\}_{i=1}^{N_r}$ is generated by $\ell^{-1} \circ f^{-1}_{\text{KRnet}}(z^{(i)}; \Theta_f^*)$ (see equation (3.15)). Then we continue to update the approximate solution $u(x; \Theta_{N}^*)$ using $S_{\Theta,1}$ as the training set. In general, we use $S_{\Theta,k} = \{x^{(i)}_{\Theta,k}\}_{i=1}^{N_r}$ to obtain $u(x; \Theta_{N}^*)$ as

$$\Theta_{N}^{*,(k+1)} = \arg \min_{\Theta} J_N^S(u(x; \Theta)), \tag{3.25}$$

where $u(x; \Theta)$ is initialized as $u(x; \Theta_{N}^{*,(k)})$ and $J_N^S$ is defined as

$$J_N^S(u(x; \Theta)) = \frac{1}{N_r} \sum_{i=1}^{N_r} r^2(x^{(i)}_{\Theta_{N}^*,(k)}; \Theta) + \frac{1}{N_b} \sum_{i=1}^{N_b} b^2(x^{(i)}_{\partial \Theta_{N}^*,(k)}; \Theta). \tag{3.26}$$

Starting with $\hat{p}_{\text{KRnet}}(x; \Theta_f^{*,(k)})$, the density model $\hat{p}_{\text{KRnet}}(x; \Theta_f)$ is updated as

$$\Theta_f^{*,(k+1)} = \arg \min_{\Theta_f} -\frac{1}{N_r} \sum_{i=1}^{N_r} r^2(x^{(i)}_{\Theta_f^*,(k+1)}; \Theta_f^{*,(k+1)}) \log \hat{p}_{\text{KRnet}}(x^{(i)}_{\Theta_f^*,(k+1)}; \Theta_f), \tag{3.27}$$

where $x^{(i)}_{\Theta_f^*,(k+1)}$ are obtained as in equation (3.23). A new set $S_{\Theta,k+1} = \{x^{(i)}_{\Theta,k+1}\}_{i=1}^{N_r}$ of collocation points is then generated. As detailed in section 3.3, the support of data points generated by KRnet is $B = (-1 + \delta, 1 + \delta)^d$, while the computation domain is $\Omega = [-1, 1]^d$. So we need to deal with the collocation points located in $B \setminus \Omega$. Instead of neglecting these points, we project them onto $\partial \Omega$.

We define an entry-wise projection operator $P(x) : B \rightarrow \Omega$ as

$$P(x_i) = \begin{cases} -1, & \text{if } x_i < -1, \\ x_i, & \text{if } 1 \geq x_i \geq -1, \quad i = 1, \ldots, d, \\ 1, & \text{if } x_i > 1. \end{cases} \tag{3.27}$$
For a sequence of i.i.d. samples \( z^{(j)} \) generated from the standard Gaussian with \( j = 1, 2, \ldots \), we compute \( x_B^{(j)} = \mathcal{P}^{-1}(\mathcal{R}^{-1}(z^{(j)})) \). If \( x_B = \mathcal{P}(x_B) \), we assign \( x_B^{(j)} \) to \( S_{\Omega,k+1} \); otherwise, we add \( \mathcal{P}(x_B^{(j)}) \) to \( S_{\partial \Omega,k} \). The updated training set \( S_{\Omega,k+1} \) and \( S_{\partial \Omega,k+1} \) will be used for the next training stage. This procedure is repeated until the stopping criterion is satisfied (see Algorithm 1). Since the collocation points in \( S_{\Omega,k} \) will be completely replaced at the next stage, we call this type of deep adaptive sampling strategy DAS-R for short.

We now look at strategy II. Unlike DAS-R, the number of collocation points in the training set \( S_{\Omega} \) increases gradually. So we denote this type of deep adaptive sampling strategy by DAS-G for short. Starting with an initial set of collocation points \( S_{\Omega,0} = \{ x_{\Omega,0}^{(i)} \}^{n_0}_{i=1} \) (as well as \( S_{\partial \Omega,0} \)) drawn from a uniform distribution defined on \( \Omega \), we minimize the empirical loss (2.3) on the training set \( S_{\Omega} \). Our two adaptive training methods are summarized in Algorithm 1 (DAS-R) and Algorithm 2 (DAS-G), where \( N_{\text{adaptive}} \) is a given number of maximum adaptivity iterations, \( m \) is the batch size for stochastic gradient, and \( N_e \) is the number of epochs for training \( u(x; \Theta) \) and \( \hat{p}_{\text{KRnet}}(x; \Theta_f) \).

The algorithms consist of three steps: solving PDE, training KRnet and refining the training set.

---

**Algorithm 1** DAS-R for PDEs

**Input:** Initial \( \hat{p}_{\text{KRnet}}(x; \Theta_f^{(0)}) \), \( u(x; \Theta^{(0)}) \), maximum epoch number \( N_e \), batch size \( m \), initial training set \( S_{\Omega,0} = \{ x_{\Omega,0}^{(i)} \}^{N_0}_{i=1} \) and \( S_{\partial \Omega,0} = \{ x_{\partial \Omega,0}^{(i)} \}^{N_0}_{i=1} \).

1. for \( k = 0 : N_{\text{adaptive}} - 1 \) do
2. // Solve PDE
3. for \( i = 1 : N_e \) do
4. for \( j \) steps do
5. Sample \( m \) samples from \( S_{\Omega,k} \).
6. Sample \( m \) samples from \( S_{\partial \Omega,k} \).
7. Update \( u(x; \Theta) \) by descending the stochastic gradient of \( J_N^S(u(x; \Theta)) \) (see equation (3.25)).
8. end for
9. end for
10. // Train KRnet
11. for \( i = 1 : N_e \) do
12. for \( j \) steps do
13. Sample \( m \) samples from \( S_{\Omega,k} \).
14. Update \( \hat{p}_{\text{KRnet}}(x; \Theta_f) \) by descending the stochastic gradient of \( H(\hat{r}_X, \hat{p}_{\text{KRnet}}) \) (see equation (3.22)).
15. end for
16. end for
17. // Refine training set
18. Generate \( S_{\Omega,k+1} \subset \Omega \) through \( \hat{p}_{\text{KRnet}}(x; \Theta_f^{*(k+1)}) \).
19. end for

**Output:** \( u(x; \Theta_N^*) \)
Algorithm 2 DAS-G for PDEs

**Input:** Initial \( \tilde{p}_{\text{KRnet}}(x; \Theta_f^{(0)}) \), \( u(x; \Theta^{(0)}) \), maximum epoch number \( N_e \), batch size \( m \), initial training set \( S_{\Omega,0} = \{x_{\Omega,0}^{(i)}\}_{i=1}^{n_r} \) and \( S_{\partial\Omega,0} = \{x_{\partial\Omega,0}^{(i)}\}_{i=1}^{n_r} \).

1. **for** \( k = 0 : N_{\text{adaptive}} - 1 \) **do**
   2. // Solve PDE
   3. **for** \( i = 1 : N_e \) **do**
   4. **for** \( j \) steps **do**
   5. Sample \( m \) samples from \( S_{\Omega,k} \).
   6. Sample \( m \) samples from \( S_{\partial\Omega,k} \).
   7. Update \( u(x; \Theta) \) by descending the stochastic gradient of \( J_N(u(x; \Theta)) \) (see equation (2.3)).
   8. **end for**
   9. **end for**
10. // Train KRnet
11. **for** \( i = 1 : N_e \) **do**
12. **for** \( j \) steps **do**
13. Sample \( m \) samples from \( S_{\Omega,k} \).
14. Update \( \tilde{p}_{\text{KRnet}}(x; \Theta_f) \) by descending the stochastic gradient of \( H(\hat{r}_X, \tilde{p}_{\text{KRnet}}) \) (see equation (3.22)).
15. **end for**
16. **end for**
17. // Refine training set
18. Generate \( S_{\Omega,k+1}^\theta \subset \Omega \) with size \( n_r \) through \( \tilde{p}_{\text{KRnet}}(x; \Theta_f^{*(k+1)}) \).
19. \( S_{\Omega,k+1} = S_{\Omega,k} \cup S_{\Omega,k+1}^\theta \).
20. **end for**

**Output:** \( u(x; \Theta_N^*) \)

4. **Analysis of DAS.** As discussed in section 3.4, the key point of our DAS method is to achieve the variance reduction for estimating the residual loss, based on which we expect to improve the accuracy. Under certain conditions, we show that the DAS method has a variance reduction for the residual loss, and the expectation of error bound becomes smaller when the adaptive sampling strategy is employed. We introduce the following assumptions before stating our main results.

**Assumption 1.** [2] In problem (2.1), we let \( F = \mathcal{H} \) be a Hilbert space and \( \mathcal{L} \) a linear operator. Assume that the differential operator \( \mathcal{L} \) and the boundary operator \( b \) satisfy

\[
C_1 \|v\|_{2,\Omega} \leq \|\mathcal{L}v\|_{2,\Omega} + \|bv\|_{2,\partial\Omega} \leq C_2 \|v\|_{2,\Omega} \quad \forall v \in \mathcal{H}
\]

(4.1)

where \( \mathcal{H} \) is a Hilbert space defined on \( \Omega \) and the positive constants \( C_1 \) and \( C_2 \) are independent of \( v \).

The above condition is called the stability bound [2], which is essential to the existence and uniqueness of problem (2.1). Except for this assumption, the following two assumptions for the relationship between \( r(x; \Theta_f^{*(k)}) \) and \( \tilde{p}_{\text{KRnet}}(x; \Theta_f^{*(k)}) \) are given.

**Assumption 2.** Assume that \( \tilde{p}_{\text{KRnet}}(x; \Theta_f^{*(k)}) \) is the optimal candidate for the change of measure in equation (3.1)

\[
\tilde{p}_{\text{KRnet}}(x; \Theta_f^{*(k)}) = c_k r^2(x; \Theta_N^{*(k)})
\]

(4.2)
where $c_k = 1/\int_{\Omega} r^2(x; \Theta_N^{*,(k)}) dx$ is the normalization constant.

**Assumption 3.** Let
\[ R_k = \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x^{(i)}; \Theta_N^{*,(k)})}{\hat{p}_{KRnet}(x^{(i)}; \Theta_f^{*,(k-1)})} \]
be the discrete residual loss at the $k$-th stage, where each $x^{(i)}$ is drawn from $\hat{p}_{KRnet}(x; \Theta_f^{*,(k-1)})$.

Assume that $r^2(x^{(i)}; \Theta_N^{*,(k)})/\hat{p}_{KRnet}(x^{(i)}; \Theta_f^{*,(k-1)}) \in [\tau_1, \tau_2]$ almost surely for each $i = 1, 2, \ldots, N_r$.

**Theorem 4.1.** Let $u(x; \Theta_N^{*,(k)})$ be an approximate solution of (2.1). Suppose that $\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})$ satisfies Assumption 2. Let $\hat{r}_{k,\hat{p}_{KRnet}}(x; \Theta_f^{*,(k)})$ denote the discrete approximation of $\left\| r(x; \Theta_N^{*,(k)}) \right\|_{\Omega}^2$ with respect to $\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})$.

\[ \hat{r}_{k,\hat{p}_{KRnet}}(x; \Theta_f^{*,(k)}) = \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x^{(i)}; \Theta_N^{*,(k)})}{\hat{p}_{KRnet}(x^{(i)}; \Theta_f^{*,(k)})}, \]

where each $x^{(i)}$ is independently drawn from $\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})$. Then for any PDF $q(x)$, the following inequality holds
\[ \text{Var}(\hat{r}_{k,\hat{p}_{KRnet}}(x; \Theta_f^{*,(k)})) \leq \text{Var}(\hat{r}_{k,q}(x)). \]

**Proof.** Noting that
\[ \text{Var}(\hat{r}_{k,\hat{p}_{KRnet}}(x; \Theta_f^{*,(k)})) = \frac{1}{N_r} \text{Var}(\frac{r^2(x; \Theta_N^{*,(k)})}{\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})}) \]
\[ \text{Var}(\hat{r}_{k,q}(x)) = \frac{1}{N_r} \text{Var}(\frac{r^2(x; \Theta_N^{*,(k)})}{q(x)}), \]

we consider the variance of $r^2(x; \Theta_N^{*,(k)})/\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})$ and $r^2(x; \Theta_N^{*,(k)})/q(x)$.

It is easy to see that the change of measure induce an unbiased estimator. So we only need to pay attention to the second-order moments. We then have
\[ \mathbb{E}(\frac{r^4(x; \Theta_N^{*,(k)})}{\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})}) = \int_{\Omega} \frac{r^4(x; \Theta_N^{*,(k)})}{\hat{p}_{KRnet}(x; \Theta_f^{*,(k)})} dx \]
\[ = c_k^{-1} \int_{\Omega} r^2(x; \Theta_N^{*,(k)}) dx \]
\[ = \left[ \mathbb{E}(\frac{r^2(x; \Theta_N^{*,(k)})}{q(x)}) \right]^2 \]
\[ \leq \mathbb{E}(\frac{r^4(x; \Theta_N^{*,(k)})}{q^2(x)}) = \mathbb{E}(\frac{r^4(x; \Theta_N^{*,(k)})}{q^2(x)}), \]

where the Jensen inequality is applied. \( \Box \)

**Theorem 4.2.** Let $u(x; \Theta_N^{*,(k)}) \in F$ be a solution of (2.3) where the collocation points are independently drawn from $\hat{p}_{KRnet}(x; \Theta_f^{*,(k-1)})$. Suppose that Assumption 1 and Assumption 3 are satisfied. Given $0 < \varepsilon < 1$, the following error estimate holds
\[ \left\| u(x; \Theta_N^{*,(k)}) - u(x) \right\|_{\Omega} \leq \sqrt{2} c_1^{-1} \left( R_k + \varepsilon + \left\| h(x; \Theta_N^{*,(k)}) \right\|_{\Omega}^2 \right)^{\frac{1}{2}}. \]
with probability at least \(1 - \exp(-2N_r \varepsilon^2/\tau_2^2)\).

**Proof.** By Assumption 1, we have

\[
\|u(x; \Theta_N^{*,(k)}) - u(x)\|_{2,\Omega} \leq C_1^{-1} \left( \left\| \mathcal{L}(u(x; \Theta_N^{*,(k)}) - u(x)) \right\|_{2,\Omega} + \left\| b(u(x; \Theta_N^{*,(k)}) - u(x)) \right\|_{2,\Omega} \right) \\
\leq \sqrt{2} C_1^{-1} \left( \left\| \mathcal{L}(u(x; \Theta_N^{*,(k)}) - u(x)) \right\|_{2,\Omega}^2 + \left\| b(u(x; \Theta_N^{*,(k)}) - u(x)) \right\|_{2,\Omega}^2 \right)^{\frac{1}{2}}.
\]

Combining \(\mathcal{L}u(x) = s(x)\), \(bu(x) = C\), \(r(x; \Theta_N^{*,(k)}) = \mathcal{L}u(x; \Theta_N^{*,(k)}) - s(x)\) and \(b(x; \Theta_N^{*,(k)}) = bu(x; \Theta_N^{*,(k)}) - g(x)\) gives

\[
\|u(x; \Theta_N^{*,(k)}) - u(x)\|_{2,\Omega} \leq \sqrt{2} C_1^{-1} \left( \left\| r(x; \Theta_N^{*,(k)}) \right\|_{2,\Omega}^2 + \left\| b(x; \Theta_N^{*,(k)}) \right\|_{2,\Omega}^2 \right)^{\frac{1}{2}}.
\]  

(4.3)

Noting that \(E(R_k) = \left\| r(x; \Theta_N^{*,(k)}) \right\|_{2,\Omega}^2\), and according to the Hoeffding inequality, we have

\[
P(R_k - E(R_k) \geq -\varepsilon) \geq 1 - \exp \left( \frac{-2N_r \varepsilon^2}{\tau_2^2} \right).
\]  

(4.4)

Combining (4.3) and (4.4) gives that

\[
\left\| u(x; \Theta_N^{*,(k)}) - u(x) \right\|_{2,\Omega} \leq \sqrt{2} C_1^{-1} \left( R_k + \varepsilon + \left\| b(x; \Theta_N^{*,(k)}) \right\|_{2,\Omega}^2 \right)^{\frac{1}{2}}
\]

with probability at least \(1 - \exp(-2N_r \varepsilon^2/\tau_2^2)\).

**COROLLARY 4.3.** Under the same conditions of Theorem 4.2, suppose that Assumption 2 is satisfied and the boundary loss \(J_b(u)\) is zero, then the following inequality holds

\[
E(R_{k+1}) \leq E(R_k)
\]

**Proof.** Noting that

\[
\Theta_N^{*,(k+1)} = \arg \min_{\Theta} \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x^{(i)}; \Theta)}{\hat{p}_{\text{Ker}(x^{(i)}; \Theta)}}
\]

Since \(\Theta_N^{*,(k+1)}\) is the optimal solution at \((k+1)\)-th stage, we have

\[
R_{k+1} = \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x^{(i)}; \Theta_N^{*,(k+1)})}{\hat{p}_{\text{Ker}(x^{(i)}; \Theta^{*,(k)})}} \leq \frac{1}{N_r} \sum_{i=1}^{N_r} \frac{r^2(x^{(i)}; \Theta_N^{*,(k)})}{\hat{p}_{\text{Ker}(x^{(i)}; \Theta^{*,(k)})}}.
\]  

(4.5)

Plugging \(\hat{p}_{\text{Ker}(x; \Theta^{*,(k)})} = c_k r^2(x; \Theta_N^{*,(k)})\) into (4.5) gives that

\[
R_{k+1} \leq \frac{1}{c_k}.
\]

Noting that \(R_{k+1}\) is a random variable and taking its expectation, it follows that

\[
E(R_{k+1}) \leq \frac{1}{c_k} = \int_{\Omega} r^2(x; \Theta_N^{*,(k)})dx = E(R_k),
\]
which completes the proof. □

Remark 4.4. If the boundary conditions are well satisfied, and the expectation of the upper bound in Theorem 4.2 gets sharper after the adaptive sampling procedure, the DAS algorithm will improve the accuracy. However, Corollary 4.3 only shows that the expectation of $R_k$ does not get worse. This is due to the simplification of our adaptivity procedure, where refining the approximate solution and updating the training set are implemented in a sequential way. Considering that the approximation error and the statistical error coexist in the deep learning solver, updating the training set should be adapted into the learning process such that the approximation error and the statistical error can be studied in a more unified way. Research in this direction is beyond the scope of the current paper.

5. Numerical experiments. In this section, we conduct some numerical experiments to demonstrate the effectiveness of the proposed DAS method. All deep neural network models are trained by the ADAM method [21].

5.1. Low regularity test problems. In this part, two-dimensional low regularity problems are considered, where the solution of the first one has a peak and the solution of the second one has two peaks.

5.1.1. Two-dimensional peak problem. The following elliptic equation is considered
\[-\Delta u(x_1, x_2) = s(x_1, x_2) \quad \text{in } \Omega,\]
\[u(x_1, x_2) = g(x_1, x_2) \quad \text{on } \partial \Omega,\]
(5.1)
where the computation domain is $\Omega = [-1, 1]^2$. In order to quantify the error, we use the following reference solution
\[u(x_1, x_2) = \exp\left(-1000[(x_1 - r_c)^2 + (x_2 - r_c)^2]\right),\]
which has a peak at the point $(r_c, r_c)$ and decreases rapidly away from $(r_c, r_c)$. This test problem is often used to test the performance of adaptive finite element methods [29].

We choose a six-layer fully connected neural network $u(x; \Theta)$ with 32 neurons to approximate the solution, and the activation function of $u(x; \Theta)$ is set to the hyperbolic tangent function since the solution is twice differentiable. The penalty parameter in equation (2.3) is set to $\hat{\gamma} = 1$. For KRnet, we take $L = 6$ affine coupling layers, and two fully connected layers with 24 neurons for NN (see (3.11)). The activation function of KRnet is the rectified linear unit (ReLU) function since we only use the KRnet for density approximation. The number of epochs for training both $u(x; \Theta)$ and $p(x; \Theta_f)$ is set to $N_e = 3000$. The learning rate for ADAM optimizer is set to 0.0001, and the batch size is set to $m = 500$. Here, we set $(r_c, r_c) = (0.5, 0.5)$. To assess the effectiveness of our DAS methods, we generate a uniform meshgrid with size $256 \times 256$ in $[-1, 1]^2$ and compute the mean square error on these grid points.

In Figure 5.1, we plot the approximation errors given by different sampling strategies with respect to the sample size in the left plot and with respect to the number of epochs in the right plot. For each $|\mathcal{S}_\Omega|$, we take three runs with different random seeds for initialization and compute the mean error of the three runs as the final error. For DAS strategies, the numbers of adaptivity iterations are set to $N_{\text{adaptive}} = 4, 6, 8, 10$ for $|\mathcal{S}_\Omega| = 2 \times 10^3, 3 \times 10^3, 4 \times 10^3, 5 \times 10^3$ respectively, and $n_r = 500$ is set for the DAS-G strategy (see section 3.4). For the uniform sampling strategy, the number of epochs is set to be the same as the total number of epochs of each DAS method. It is clear that for this test problem the DAS methods (DAS-G and DAS-R) have a better performance than the uniform sampling strategy and DAS-R performs better than DAS-G. The errors of DAS-G and DAS-R decrease more quickly than that of the uniform sampling method in terms of both the sample size $|\mathcal{S}_\Omega|$ and the number of epochs. We also note that the errors of DAS-R and DAS-G decay in a much more smooth and consistent way than the uniform sampling method for a fixed sample size.
5.1.2. Two-dimensional test problem with two peaks. In this test problem, we consider the following equation

\[-\nabla \cdot \left[ u(x_1, x_2) \nabla (x_1^2 + x_2^2) \right] + \nabla^2 u(x_1, x_2) = s(x_1, x_2) \quad \text{in } \Omega,\]

\[u(x_1, x_2) = g(x_1, x_2) \quad \text{on } \partial \Omega,\]

where the computation domain is \(\Omega = [-1,1]^2\). The exact solution of (5.2) is chosen as

\[u(x_1, x_2) = e^{-1000[(x_1-0.5)^2+(x_2-0.5)^2]} + e^{-1000[(x_1+0.5)^2+(x_2+0.5)^2]},\]

which has two peaks at the points (0.5, 0.5) and (-0.5, -0.5). Here, the Dirichlet boundary condition on \(\partial \Omega\) is given by the exact solution.

We choose a six-layer fully connected neural network \(u(x; \Theta)\) with 64 neurons to approximate the solution of (5.2). The activation function of \(u(x; \Theta)\) is set to the hyperbolic tangent function, and the penalty parameter in equation (2.3) is set to \(\hat{\gamma} = 1\). For KRnet, we take \(L = 8\) affine coupling layers, and two fully connected layers with 48 neurons for NN (see (3.11)). The activation function of KRnet is the rectified linear unit (ReLU) function. The number of epochs for training both \(u(x; \Theta)\) and \(p(x; \Theta_f)\) is set to \(N_e = 5000\). The learning rate for ADAM optimizer is set to 0.0001, and the batch size is set to \(m = 500\). Again, we generate a uniform meshgrid with size 256 \(\times\) 256 in \([-1,1]^2\) and compute the mean square error on these grid points to assess the effectiveness of our DAS methods.
Figure 5.2: Solutions, two-dimensional peak test problem.

Figure 5.5 shows the approximation errors for this test problem, where the left one displays the errors with respect to the sample size $|S_\Omega|$ for different sampling strategies, and the right one shows the error evolution of DAS-G at different adaptivity iteration steps. For each $|S_\Omega|$, we again take three runs with different random seeds for initialization and compute the mean error of the three runs as the final error. For the DAS-G strategy, the numbers of adaptivity iterations is set to $N_{\text{adaptive}} = 5$ (also for DAS-R), and the numbers of collocation points in $S_{\Omega}^g(k = 1, 2, 3, 4)$ is set to $n_r = 500, 1 \times 10^3, 1.5 \times 10^3, 2 \times 10^3$ for $|S_\Omega| = 2.5 \times 10^3, 5 \times 10^3, 7.5 \times 10^3, 10^4$ respectively. For the uniform sampling strategy, we train the model with $2.5 \times 10^4$ epochs to match the total number of epochs of DAS methods. From Figure 5.5, it can be seen that for this test problem our DAS methods (DAS-G and DAS-R) have a better performance than the uniform sampling strategy and DAS-G performs better than DAS-R. It is seen that the approximation error decreases as the adaptivity iteration step $k$ increases.

In Figure 5.6 we compare the exact solution, the DAS solutions given by $10^4$ nonuniform samples and the approximate solution given by $10^4$ uniform samples. It is seen that DAS methods are much more effective than the uniform sampling method to capture the information around the two peaks. Figure 5.7 shows the evolution of $S_{\Omega}^g$ of DAS-G method with respect to adaptivity iterations $k = 1, 2, 3, 4$ ($|S_{\Omega}^g| = 2 \times 10^3$), where the initial training set $S_{\Omega,0}^g$ consists of uniform collocation points on $\Omega$ (see section 3.4). $S_{\Omega,1}^g$ shows that the error profile has two peaks. After the training set is augmented with $S_{\Omega,1}$, the error profile becomes more flat as shown by the distribution of $S_{\Omega,2}^g$. After the training set is augmented with $S_{\Omega,2}$, the largest error is found again around the two peaks,
and then the subsequent augmentation of the training set yields a more flat error profile. Such a pattern is repeated until no improvement can be reached.

5.2. High-dimensional test problems. Next we consider the $d$-dimensional elliptic equation

$$-\Delta u(x) = s(x), \quad x \in \Omega = [-1,1]^d,$$

with an exact solution

$$u(x) = e^{-10\|x\|^2},$$

where the Dirichlet boundary condition on $\partial\Omega$ is given by the exact solution. This test problem is also used to test the performance of adaptive finite element methods [30], where the dimensionality $d = 2$ or 3 for that setting. But we are more interested in cases with larger $d$. Note that the geometric properties of high-dimensional spaces are significantly different from our intuitions on low-dimensional ones, e.g., most of the volume of a high-dimensional cube is located around its corners [40, 1, 44]. If we use uniform samples to generate $S_\Omega$, most of the collocation points in $S_\Omega$ are near the surface of the hypercube. Since the information of the exact solution is mainly from the neighborhood of the origin, most of the samples in $S_\Omega$ may not contribute to training the neural network when $d$ is large enough.

We choose a six-layer fully connected neural network $u(x; \Theta)$ with 64 neurons to approximate the solution, and the activation function of $u(x; \Theta)$ is set to the hyperbolic tangent function. We set the penalty parameter $\hat{\gamma} = 1$ in equation (2.3). For KRnet, we set $K = 3$ and take $L = 6$ affine coupling layers, and two fully connected layers with 64 neurons for NN (see (3.11)). The activation function of KRnet is the rectified linear unit (ReLU) function. The number of epochs for training both $u(x; \Theta)$ and $p(x; \Theta_f)$ is set to $N_e = 3000$. The learning rate for ADAM optimizer is set to 0.0001, and the batch size is set to $m = 5000$. The numbers of adaptivity iterations is set to $N_{\text{adaptive}} = 5$. To measure the quality of approximation, we generate a tensor grid with $n_t$ points around the origin (in $[-0.1,0.1]^d$) where $n_t$ is the number of nodes for each dimension. We define the relative error

$$\text{Relative error} = \frac{\|u_{NN} - u\|_2}{\|u\|_2}, \quad (5.3)$$
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where $\bm{u}_{NN}$ and $\bm{u}$ denote two vectors whose elements are the function values of $u(x; \Theta)$ and $u(x)$ at the tensor grid respectively.

We first investigate the relation between the error and the dimensionality $d$ when the uniform sampling strategy is employed. Figure 5.8(a) shows the relative errors in terms of a varying $d$ for a sample size $|\Omega| = 2 \times 10^5$. To roughly match the number of grid points for different $d$, we set $n_r = 16, 6, 4, 3$ for $d = 4, 6, 8, 10$ respectively. It is seen that the relative error grows quickly to $O(1)$ as $d$ increases. However, as shown in Figure 5.8(b), all training losses are finally close to zero for $d = 4, 6, 8, 10$. This phenomenon demonstrates that the uniform sampling method become less effective as $d$ increases and the convergence of the approximate solution is highly dependent on the
(a) The exact solution.  (b) DAS-R approximation.  
(c) DAS-G approximation.  (d) Approximation using the uniform sampling strategy.

Fig. 5.6: Solutions, two-dimensional test problem with two peaks.

choice of $S_\Omega$ for a large $d$.

Figure 5.9 shows the relative errors for the uniform sampling strategy, DAS-R and DAS-G, where different numbers of samples $|S_\Omega|$ are considered. For each $|S_\Omega|$, we again take three runs with different random seeds for initialization and compute the mean error of the three runs as the final error. For the DAS-G strategy, the numbers of collocation points in $S_{\Omega,k} (k = 1, 2, 3, 4)$ is set to $n_c = 10^4, 2 \times 10^4, 3 \times 10^4, 4 \times 10^4$ for $|S_\Omega| = 5 \times 10^4, 10^5, 1.5 \times 10^5, 2 \times 10^5$ respectively. For the uniform sampling strategy, we train the model with $1.5 \times 10^4$ epochs to match the total number of epochs of DAS methods. Both DAS-G and DAS-R improve the accuracy significantly compared to the uniform sampling strategy. In addition, the error of DAS-G decreases slightly faster than that of DAS-R for this test problem. In Figure 5.10 we compare the error evolution of different sampling strategies. From the left plot of Figure 5.10, as the number of epochs increases, the errors of DAS-G and DAS-R decrease quickly, while the error of the uniform sampling strategy does not decrease. This result suggests that for high-dimensional problems DAS methods are able to achieve a good approximation with a relatively small number of nonuniform samples while much more uniform samples are needed for the same accuracy. The right plot of Figure 5.10 shows the error of DAS-G at each adaptivity iteration step $k$. It is seen that the error drops dramatically after we refine the solution using $S_{\Omega,1}$. Figure 5.11 and 5.12 show 3000 samples from the training sets ($|S_\Omega| = 2 \times 10^5$) DAS-R and DAS-G for the first four adaptivity iterations, where the components $x_6$ and $x_7$ are used for visualization. We have also checked the other components, and no significantly different results were found. For DAS-R, 3000 samples are randomly chosen from $S_{\Omega,k} (k = 1, 2, 3, 4)$. For DAS-G,
3000 samples for visualization are randomly selected from $S_{\Omega,k}^g$ ($k = 1, 2, 3, 4$). It is seen that the profile of $S_{\Omega,k}$ is gradually flattened as $k$ increases, meaning the nonuniform samples are able to smooth the error profile which has a peak around the origin. As for DAS-G, the improvement takes a slightly different path. $S_{\Omega,1}^g$ shows that the error profile has a peak around the origin. After the training set is augmented with $S_{\Omega,1}$, the error profile becomes quite flat as shown by the distribution of $S_{\Omega,2}^g$. This is as expected since more collocation points are added to the neighborhood of the origin which should reduce the approximation error over there. After the training set is augmented with $S_{\Omega,2}$, the largest error is found again around the origin, and the subsequent augmentation of the training set yields a quite flat error profile. Such a pattern is similar to what we have observed in Figure 5.7.

6. Conclusion. In this paper we have developed a deep adaptive sampling (DAS) method to improve the neural network approximation of PDEs iteratively. The key idea of DAS is to employ a deep generative model to generate collocation points that are consistent with the distribution induced by an appropriate error indicator function. In this way, the training set is refined according to the regularity of the PDE solution, which follows the similar principle of adaptive mesh refinement of classical numerical methods. Numerical experiments have shown that the DAS method is able to significantly improve the accuracy for the approximation of low regularity problems especially when the dimensionality is relatively large. The proposed DAS method provides a very general and flexible framework for an adaptive learning strategy. There are several possible ways to further improve it. First, DAS consists of two DNN-based models: one model serves as an approximator for the PDE solution and the other one serves as an error indicator for the selection of collocation points. Both models can be chosen in terms of a certain criterion. In this work, we use a regular DNN for PDE approximation and KRnet for density approximation and sample generation. Second, the underlying distribution for the training set can be problem dependent. In this work, we choose the residual-induced distribution. We may also use the gradient of the approximation solution to define
Fig. 5.8: The convergence behavior of high-dimensional PDEs with uniform sampling method. Loss is close to zero, but the error is still large for the ten-dimensional test problem.

Fig. 5.9: The error w.r.t sample size $|S_\Omega|$, ten-dimensional test problem.

an indicator distribution. In [39], we employ KRnet to approximate the Fokker-Planck equation, where the collocation points are sampled from the approximate solution. Third, the DAS method is not limited to steady-state PDE problems. We may employ the DAS method on the space-time domain to refine the training set for the approximation of time-dependent problems. Last but not least, the current training process can also be improved. Although the current DAS methods work well enough to demonstrate the effectiveness of the algorithm, many questions remain open, e.g., what is the optimal way for the two deep models to communicate and what is the optimal sample size for $S_{\Omega, k}$. Research on these issues will be reported in forthcoming papers.
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Fig. 5.10: The error evolution of different sampling strategies with $|S_\Omega| = 2 \times 10^5$ and $d = 10$. Left: A comparison of DAS-G, DAS-R and the uniform sampling method; Right: The error evolution of DAS-G at different adaptivity iteration steps.

Fig. 5.11: The evolution of $S_{\Omega,k}$ in DAS-R, ten-dimensional test problem.
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