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Abstract—Visualization research often focuses on perceptual accuracy or helping readers interpret key messages. However, we know very little about how chart designs might influence readers’ perceptions of the people behind the data. Specifically, could designs interact with readers’ social cognitive biases in ways that perpetuate harmful stereotypes? For example, when analyzing social inequality, bar charts are a popular choice to present outcome disparities between race, gender, or other groups. But bar charts may encourage deficit thinking, the perception that outcome disparities are caused by groups’ personal strengths or deficiencies, rather than external factors. These faulty personal attributions can then reinforce stereotypes about the groups being visualized. We conducted four experiments examining design choices that influence attribution biases (and therefore deficit thinking). Crowdworkers viewed visualizations depicting social outcomes that either mask variability in data, such as bar charts or dot plots, or emphasize variability in data, such as jitter plots or prediction intervals. They reported their agreement with both personal and external explanations for the visualized disparities. Overall, when participants saw visualizations that hide within-group variability, they agreed more with personal explanations. When they saw visualizations that emphasize within-group variability, they agreed less with personal explanations. These results demonstrate that data visualizations about social inequity can be misinterpreted in harmful ways and lead to stereotyping. Design choices can influence these biases: Hiding variability tends to increase stereotyping while emphasizing variability reduces it.
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1 INTRODUCTION

Understanding (and addressing) social inequity often begins with quantifying outcome disparities. For example, in Data Feminism, D’Ignazio and Klein tell the story of Christine Darden who blazed trails in aerodynamics and more equitable career outcomes at NASA [21]. The latter achievement began with a bar chart, showing disparate promotion rates between white men and women of color. Upon seeing this chart, NASA leadership was “shocked at the disparity.” The analysis created awareness about the systemic nature of the disparities, clearing an early obstacle for Darden and others to take on more significant roles within the organization.

Practitioners often use bar charts to communicate inter-group differences [71], where each marker encodes the average outcome for group members (via position and length). This technique, while conventional and accurate [13, 50, 76], can lead to systematic misinterpretation of data [4, 37, 44, 69]. For example, people tend to think data values that fall within the bar are more likely than points outside the bar [51] or that the tip of each bar represents the outer limit of the group data, rather than the average value [41]. The presentation of mean differences in bar charts can influence how they are assessed [52, 67].

When visualizing social outcomes – especially between dominant and minoritized groups – these conventional approaches have an additional risk. They encourage **deficit thinking** – a perspective that social groups with worse outcomes are somehow personally deficient [17]. That is, through a process of rationalizing outcome disparities, a number of social cognitive biases conspire to reinforce stereotypical beliefs about the groups in focus [20].

Conventional data design choices reinforce this deficit framing. Charts that emphasize differences between groups (e.g. as point estimates of group averages) and downplay differences within groups (i.e. intra-group outcome variability) can create an exaggerated sense of certainty [30, 47] about how well a summary statistics represents the whole group; essentially the group average acts as a quantitative stereotype (e.g. seeing that Group B has worse *average* outcomes than other groups, viewers can mistakenly conclude that the average in the graph applies to all members of Group B and, therefore, everyone in Group B must have worse outcomes than all other people). The false conclusions of group homogeneity (i.e. low intra-group outcome variability) then support another: that the worse outcomes are caused by intrinsic personal attributes, therefore the groups with the worst outcomes are personally deficient [18, 20, 80].

Research so far focuses on chart selection to maximize perceptual accuracy or increase cognitive affordances [50, 79]. But we know very little about how visualization designs can influence viewers’ social perceptions of the people depicted in data. With visualization becoming more ubiquitous for communication of social issues (e.g. in data-driven journalism), it is more critical than ever to consider how visualizations influence perceptions about the people being visualized.

**Contributions:** We contribute four controlled experiments demonstrating that visualization readers are subject to attribution bias, and this bias can be exacerbated or mitigated by visualization design choices. Our results suggest that emphasizing within-group outcome variability can reduce readers’ tendencies toward personal attributions (and therefore stereotyping).

2 RELATED WORK

2.1 Deficit Thinking and Stereotyping

Stereotypes are over-generalizations about a group of people [53]. Stereotypes are harmful when we let them determine our expectations about individual members of a group [20]. Stereotyping is facilitated by perceptions of group homogeneity; when we overestimate the similarity of people within a group, it’s easier to apply stereotypes to individual members of the group [20]. Unfortunately, we’re predisposed toward overestimating group homogeneity for other groups than our own [46, 59]. Our faulty judgments about other people reinforce stereotypes. For example, we often attribute others’ successes or failures to personal qualities, even when the outcomes are obviously outside their control [45]. Compounding this, when we observe something negative about a person from another group, we tend to associate similar negative attributes with other members of the group (reinforcing stereotypes) [3, 25]. These biases help explain the risks of deficit-
framing. By emphasizing between-group differences 1) perceptions of within-group homogeneity become exaggerated, 2) the lower-outcome groups (subconsciously) take the blame, and 3) the faulty personal attributions are then amplified to the entire group. Prejudicial tendencies can be overcome. The more exposure we have to people from other groups, the less likely we are to stereotype them (exposure helps us appreciate group heterogeneity) [19, 60].

Practitioners have argued that certain charts encourage deficit thinking. By emphasizing direct comparisons between groups, they create the (false) impression that groups with the worst outcomes (often marginalized groups) are personally deficient relative to groups with the best outcomes (often majority groups) [8, 64]. Deficit thinking encourages “victim blaming;” it favors explanations that hold group members personally responsible for outcomes (e.g., “It’s because of who they are”), as opposed to explanations related to external causes (e.g., “It’s because of systemic racism”) [17]. This perspective reinforces harmful stereotypes, setting lower expectations for minoritized groups that become self-fulfilling prophecies [20]. This bias can occur unconsciously and is difficult to inhibit [18, 34, 63], locking readers into a tunnel vision that leaves more complex (external), but widespread, systemic problems unconsidered and unaddressed [17].

2.2 Communicating Uncertainty

Showing only summary statistics can create a false impression of homogeneity, misleading viewers to think that groups of data have low within-group variability [4, 66]. Despite acknowledging the value of depicting uncertainty, visualization authors often omit it due to limited resources, concerns for making errors, or worries about reader understanding [30]. While it’s true that readers can misinterpret uncertainty [35, 58], certain visualization designs can enhance their understanding [27, 36, 39, 78]. For example, gradient and violin plots outperform bar charts (even with error bars) [14], Hypothetical Outcome Plots (HOPs) outperform violins [32]. Even showing predicted hurricane paths as ensemble plots leads to better understanding compared to monolithic visualizations [16, 62].

Showing uncertainty in data can introduce other revealing forms of cognitive bias. Hofman et al. show that when viewers underestimate outcome variability (by mistaking 95% CIs for 95% PIs), they overestimate the effects of certain treatments [27]. And Xiong et al. show a link between data granularity and perceived causation [80]; more granular (less aggregated) charts minimize mistaking correlation for causation. These effects might be explained by visualization readers’ over-sensitivity to co-occurrences and a tendency to generalize based on limited data [35]. By disclosing more variability in data, visualization authors provide readers more counterexamples, which can mitigate cognitive biases and encourage critical thinking [9, 48]. Visualization designs can clarify or obscure the shape of the underlying data distribution. If stereotypes stem from underestimating the dispersion of within-group outcomes (homogeneity), then designs that hide variability (e.g. bar charts) might encourage stereotyping relative to designs that emphasize variability (e.g. jitter plots).

3 Study Motivation and Overview

We conducted four experiments to understand how data visualization can influence viewers’ explanations of inter-group disparities in social outcomes, specifically their tendencies toward personal attributions (e.g., “their data looks like this because of who they are”) or external attributions (e.g., “their data looks like this because of reasons outside their control”). Stimuli, survey, data, and analysis script are available here: https://osf.io/r4cwa/?view_only=66f42a49c98484df7a3ce03941d9af20. Based on existing work, we make the following hypotheses:

Hypothesis No.1. When interpreting visualizations depicting social outcome disparities, viewers’ reported beliefs may reflect causal explanations not supported by the visualized data, but consistent with documented social cognitive biases (e.g., attribution errors).

Hypothesis No.2. Visualizations that mask within-group outcome variability (e.g., bar charts, dot plots, sans error bars) may encourage stronger personal attributions compared to charts that emphasize within-group variability (e.g., jitter plots, prediction intervals).

Hypothesis No.3. The type of uncertainty visualized may influence viewers’ attributions. Visualizing inferential uncertainty (e.g., confidence intervals) may encourage stronger personal attributions compared to visualizing outcome uncertainty (e.g., prediction intervals).

Hypothesis No.4. For unit charts (e.g., jitter plots), the number of people (data points) shown per group may influence attribution.

In each experiment, we presented participants with visualizations depicting disparities in a particular outcome (e.g., income) across 3-4 hypothetical groups of people. Users reported their agreement with statements based on either personal or external causes for the visualized disparities. Each experiment compares a different set of visualizations, chosen to test the above hypothesis.

4 Experiment 1: Bar and Jitter Plots

When interpreting data about people, viewers can form mental explanations for why the data follows a certain pattern, even when the data offers no such explanation. The explanation can be attributed to personal or external causes. In Experiment 1, we investigate whether hiding or disclosing within-group variability impacts viewers’ agreement with personal or external explanations of social outcome data.
We generated the visualizations referencing data from the US Bureau of Labor Statistics [54] depicting wages for waitstaff. We adjusted the data to match proportional overall pay disparities between race/ethnicity groups [55]. For the dot plots, the values were normally, randomly distributed. We selected waitstaff wages because it's a realistic topic that might reasonably elicit either personal or external explanations of the disparities. (More on this in Experiment 2, where we additionally investigate the effect of topic.)

4.2 Experiment 1: Procedure

Participants saw a single page with a single chart and three sections. The chart was randomly assigned to be one of the four from Figure 1. The first section checked for comprehension and attention. See “Participants” for notes on exclusion criteria. In the second section, participants rated how much they agreed with external (e.g., “Based on the graph, Group A likely works in a more expensive restaurant than Group D.”) or personal (e.g., “Based on the graph, Group A likely works harder than Group D.”) explanations of the disparities. To keep the length of the experiment manageable and avoid the fatigue effect, participants were randomly assigned 5 questions soliciting agreement with personal attributions and 5 questions soliciting agreement with external attributions, from a pool of 33 similar questions (18 personal, 15 external). The questions were presented in random order. Participants responded by moving a slider initialized at 50 (neither agree nor disagree), ranging from 0 (strong disagree) to 100 (strong agree). The third section asked participants to explain the visualized disparities in their own words and to self-identify with a race/ethnicity and a political party. Race and political affiliation were asked to control for possible in-group or out-group biases [18, 29, 57, 74].

4.3 Experiment 1: Participants and Exclusions

We recruited participants via Amazon’s Mechanical Turk and pre-screened for those who are located in the U.S., have 98%+ MTurk approval rating, and did not participate in any of the pilot tests. To filter out spammers, we also filtered for participants that correctly answered two attention checks (e.g., 2+2=?). did not put nonsensical responses in the free-response questions, and correctly answered a simple set of numeracy questions (e.g., identify the highest earning group).

Power analysis based on an omnibus effect suggested that 280 participants would be sufficient to see the expected effect size on chart design from previous pilot studies (for 80% power at 5% significance). To account for losing participants to the above criteria, (531 participants were recruited across 2 sessions to account for potential exclusions, randomly assigned to view either the jitter or the bar plot. After applying the exclusion criteria, we ended up with 329 participants 152 saw the jitter plot, and 177 saw the bar chart), with the group type (chart labeled with letters or race) counterbalanced. Since we collected data from more participants than indicated by the power analysis, we conducted a post-hoc power analysis to assess its impact on our results.

4.4 Experiment 1: Results

We constructed a mixed-effect linear model to fit participants’ agreement ratings [5] with question type (personal or external), chart type (bar or jitter plot), and their interactions. We additionally included participant race, political orientation, and chart labels (ambiguous numbers or explicitly racial groups) as fixed effects. We used a random intercept term accounting for individual differences and question index as random effects.

We found a significant main effect of question type (F = 35.991, 30.59, p < 0.001, \(\eta^2 = 0.54\)), such that participants agreed more with external explanations of the data rather than personal explanations (MD = 15.9, p < 0.0001, d = 0.724), as shown in the first panel of Figure 3. There is also a main effect of chart type (F = 6.711(1, 322.09, p = 0.010, \(\eta^2 = 0.02\)). People agreed slightly more with both personal and external explanations of data when they viewed bar charts (MD = 5.37, p = 0.0096, d = 0.245). Post-hoc power analysis suggests 73.4% power with our sample size and effect size (alpha = 0.05).

There is a significant interaction between chart type and question type (F = 4.831, 2951.64, p = 0.028), which is driven by participants agreeing more with personal explanations of data patterns when viewing bar charts compared to dot plots, according to post-hoc pair-wise comparison with Tukey’s adjustment (MD = 7.06, p = 0.0014, d = 0.322). There is no significant difference between participant agreement ratings on external explanations between bar charts and jitter plots (MD = 3.68, p = 0.096).

4.4.1 Effects of Group Type

As shown in Figure 3, there appears to be a significant effect of chart label (F(1, 321.99) = 8.97, p = 0.0030, \(\eta^2 = 0.03\)) such that participants agreed less with both personal and external explanations of data when the charts are explicitly labeled with race, compared to when the charts are labeled with ambiguous letters.

4.4.2 Effects of Participant Demographics

We analyzed potential effects of co-variates demographic factors on our key dependent variable. Overall, participants’ race was not a significant factor affecting agreement ratings (F(4, 320.06) = 0.93, p = 0.45). Political orientation was a significant predictor for agreement ratings (F(2, 319.93) = 7.84, p < 0.0005, \(\eta^2 = 0.05\)). It’s important to note that we controlled for the potential effects of politics by treating it as a fixed-effect predictor in the model, but the current experiment does not control for these effects in the design, so the results are purely descriptive. This experiment was not designed to identify the potential effects of political orientation on the tendency to make attribution errors. We discuss future opportunities to do this optimally in Section 9.

4.5 Experiment 1: Discussion

Consistent with Hypothesis No.1, participants agreed with causal explanations of the outcomes that were not supported by the visualized data. While they expressed stronger agreement for external attributions, 38% of participants agreed with personal attributions (i.e., their average personal attribution response was >= 51). More critically, personal attribution agreement was stronger when participants viewed bar charts, compared to jitter plots. This supports Hypothesis No.2, suggesting that visualization design (specifically, those emphasizing within-group variability) can influence attribution biases. The type of group visualized also influenced attribution agreement (both external and personal). Participants expressed stronger attribution agreement when the charts visualized groups labeled with ambiguous letters, compared to charts with explicitly racial groups. This may suggest that participants intuitively recognized that attributions based on race are unreasonable. Or, as previously noted, it could suggest that the presence of race triggered social-desirability biases [23, 65, 68], causing participants to artificially suppress attribution tendencies. To address this potential bias, we remove the racial group labels condition from subsequent experiments.

5 EXPERIMENT 2: NO VARIANCE, INTERVAL, AND JITTER

In Experiment 2, we further test whether showing within-group variability can mitigate attribution bias. Considering that the bar charts and the jitter plots used in Experiment 1 differed both in the amount of within-group variability they show and the visual encoding marks (bars vs. dots), we control for the effect of visual encoding marks in Experiment 2 by testing dot plots (with no error bars) against jitter plots. Dot plots are similar to bar charts as they both use position to encode the mean group values, but dot plots provide a symmetrical representation of the disparities. (More on this in Experiment 2, where we additionally investigate the effect of topic.)

There is a significant interaction between chart type and question type (F = 4.831, 2951.64, p = 0.028), which is driven by participants agreeing more with personal explanations of data patterns when viewing bar charts compared to dot plots, according to post-hoc pair-wise comparison with Tukey’s adjustment (MD = 7.06, p = 0.0014, d = 0.322). There is no significant difference between participant agreement ratings on external explanations between bar charts and jitter plots (MD = 3.68, p = 0.096).

4.4.1 Effects of Group Type

As shown in Figure 3, there appears to be a significant effect of chart label (F(1, 321.99) = 8.97, p = 0.0030, \(\eta^2 = 0.03\)) such that participants agreed less with both personal and external explanations of data when the charts are explicitly labeled with race, compared to when the charts are labeled with ambiguous letters.

4.4.2 Effects of Participant Demographics

We analyzed potential effects of co-variates demographic factors on our key dependent variable. Overall, participants’ race was not a significant factor affecting agreement ratings (F(4, 320.06) = 0.93, p = 0.45). Political orientation was a significant predictor for agreement ratings (F(2, 319.93) = 7.84, p < 0.0005, \(\eta^2 = 0.05\)). It’s important to note that we controlled for the potential effects of politics by treating it as a fixed-effect predictor in the model, but the current experiment does not control for these effects in the design, so the results are purely descriptive. This experiment was not designed to identify the potential effects of political orientation on the tendency to make attribution errors. We discuss future opportunities to do this optimally in Section 9.

4.5 Experiment 1: Discussion

Consistent with Hypothesis No.1, participants agreed with causal explanations of the outcomes that were not supported by the visualized data. While they expressed stronger agreement for external attributions, 38% of participants agreed with personal attributions (i.e., their average personal attribution response was >= 51). More critically, personal attribution agreement was stronger when participants viewed bar charts, compared to jitter plots. This supports Hypothesis No.2, suggesting that visualization design (specifically, those emphasizing within-group variability) can influence attribution biases. The type of group visualized also influenced attribution agreement (both external and personal). Participants expressed stronger attribution agreement when the charts visualized groups labeled with ambiguous letters, compared to charts with explicitly racial groups. This may suggest that participants intuitively recognized that attributions based on race are unreasonable. Or, as previously noted, it could suggest that the presence of race triggered social-desirability biases [23, 65, 68], causing participants to artificially suppress attribution tendencies. To address this potential bias, we remove the racial group labels condition from subsequent experiments.

5 EXPERIMENT 2: NO VARIANCE, INTERVAL, AND JITTER

In Experiment 2, we further test whether showing within-group variability can mitigate attribution bias. Considering that the bar charts and the jitter plots used in Experiment 1 differed both in the amount of within-group variability they show and the visual encoding marks (bars vs. dots), we control for the effect of visual encoding marks in Experiment 2 by testing dot plots (with no error bars) against jitter plots. Dot plots are similar to bar charts as they both use position to encode the mean group values, but dot plots provide a symmetrical representation of the mean values, without risking the within-the-bar bias [51]. This change enables us to compare the effect of showing within-group variability without worrying about the confounding factor of visual encoding marks. We also introduced a third visualization type, dot plot with prediction intervals, to test whether how within-group variability is displayed has an effect. This also enables us to isolate unit-encoding to observe its effect. The three charts are shown in Figure 4. Furthermore, we included three topics (household income, literacy scores, and life expectancy) to test whether the effects are robust across topics.
### Key Results

**Experiment 1**
Can visualization choices affect attribution?  
bar charts v.s. jitter plots

**Experiment 2**
Does visualizing outcome variability affect attribution?  
dot plots v.s. prediction intervals v.s. jitter plots

**Experiment 3**
Does type of uncertainty visualized affect attribution?  
conf. intervals v.s. prediction intervals

**Experiment 4**
Does implied sample size impact jitter plot attribution?  
jitters (equal count) v.s. jitters (unequal count)

#### Personal Attribution

| **Personal attribution with jitter plots was significantly less than bar charts** |
| --- | --- | --- |
| bars | 46.0 | MD = 7.0  
| p = 0.0014 |
| jitters | 39.0 |

| **Personal attribution with prediction intervals was significantly less than dot plots** |
| --- | --- | --- |
| dot plots (no variance) | 51.4 | MD = 7.3  
| p = 0.0045 |
| prediction intervals | 44.3 |
| jitters | 46.3 |

| **Personal attribution with P.I.s was significantly less than C.I.s.** |
| --- | --- | --- |
| confidence intervals | 51.0 | MD = 5.1  
| p = 0.0424 |
| prediction intervals | 45.9 |

| **No significant difference.** |
| --- | --- | --- |
| jitters (unequal count) | 47.9 |
| jitters (equal count) | 47.5 |

#### External Attribution

| **No significant difference.** |
| --- | --- | --- |
| bars | 60.2 |
| jitters | 56.5 |

| **No significant difference.** |
| --- | --- | --- |
| dot plots (no variance) | 61.9 |
| prediction intervals | 58.3 |
| jitters | 42.8 |

| **No significant difference.** |
| --- | --- | --- |
| confidence intervals | 62.9 |
| prediction intervals | 60.1 |

| **No significant difference.** |
| --- | --- | --- |
| jitters (unequal count) | 61.5 |
| jitters (equal count) | 63.9 |

---

**Fig. 2.** Key results comparing agreement ratings with personal and external attributions for all experiments. Orange indicates designs with low variability salience, teal indicates designs with high variability salience. Asterisks indicate significant Tukey-adjusted pairwise differences. Results and confidence intervals are based on estimated marginal means (interval overlap should not be used for inference).

---

### 5.1 Experiment 2: Participants

We followed the same procedure of recruiting participants and a similar protocol to filter for spammers and invalid answers as to that in Experiment 1. Additionally, with the growing number of invalid responses researchers are collecting from MTurk, we added a pre-filter for VPN-suspicious IPs following recommended best practices from social science research [2, 40]. Power analysis based on an omnibus effect suggested 375 participants would achieve 80% power to see the expected effect size on chart design from previous pilot studies at an
Experiments 1 - Misc. Results
Agreement rating estimated-marginal means and 95% CIs

| Agreement Rating by Question Attribution Type |  
| personal | 42.5  
| external | 58.4  
| Agreement Rating by Design |  
| bars | 53.1  
| jitter | 47.8  
| Agreement Rating by Group Type |  
| letters | 53.5  
| race | 47.3  
| Agreement Rating by Politics |  
| democrat | 53.6  
| other | 43.6  
| republican / lib. | 54.2  

Fig. 3. Experiment 1 agreement rating estimated-marginal means and 95% CIs across factors for both personal and external attributions. First: Ratings by question attribution type. Second: Ratings for chart type. Third: Ratings for charts labeled with letters or racial information. Fourth: Ratings for participants across political orientations. Results and CIs are based on estimated marginal means (interval overlap should not be used for inference).

5.2 Experiment 2: Stimuli and Design
We used a between-subject design where each participant was randomly assigned to view one chart depicting one topic. The jitter plot is similar to the one used in Experiment 1, but we accounted for the difference in within-group sample size by making the number of data points in each group identical, with n = 300 per group.

Based on the time it took for participants to complete Experiment 1, we further reduced the number of questions asked of participants, for both external and personal explanations, from five to two each, to make the experiment length more manageable. The questions, similar to the setup in Experiment 1, were chosen from a set of external and personal attribution questions. The questions were presented in random order. Participants responded by moving a slider initialized at 50 (neither agree nor disagree), ranging from 0 (strong disagree) to 100 (strong agree).

5.3 Experiment 2: Results
We again constructed a mixed-effect linear model to fit participants’ ratings of agreement [5] with question type (personal or external), chart type (no-variance dot plot, prediction interval plot, and jitter plot), and their interactions. We additionally included chart topics (literacy scores, household income, and life expectancy), participant race, political orientation, and participant gender as fixed effects. We used a random intercept term accounting for individual differences and question index as random effects.

We found a significant main effect of question type (F(2, 5.96) = 4.10, p = 0.017, \( \eta^2 = 0.02 \)). Post-hoc comparison with Tukey’s adjustment reveals that this effect is driven by the difference between the no-variance dot plot and the prediction interval; participants reported stronger agreement for both personal and external attribution when looking at the no-variance dot plot (MD = 5.45, p = 0.013, d = 0.245).

We found a significant main effect of question type (F(2, 5.96) = 6.18, p = 0.048, \( \eta^2 = 0.51 \)). Participants more highly agreed with external compared to personal attributions (MD = 13.7, p = 0.0478, d = 0.616). Post-hoc power analysis indicates that with our current sample size we have 84.4% power to detect our given effect for design, and 100% power to detect that for question type at an alpha level of 0.05.

We found a trending significant interaction between chart type and question type (F(2, 1293.94) = 2.72, p = 0.066). Post-hoc comparison with Tukey’s adjustment reveals that this effect is driven by significant differences in agreement ratings for the personal explanations for data. Specifically, participants agreed most with personal explanations for the data when it’s visualized as a no-variance dot plot, compared to a prediction interval plot (MD = 7.30, p = 0.0045, d = 0.328), and a jitter plot (MD = 5.08, p = 0.075, d = 0.228), as shown in Figure 2.

5.3.1 Effects of Topic and Participant Demographics
We created visualizations using datasets from three topics to increase the external validity and the generalizability of our results. Though not an experimental variable of interest, we did find a small but significant effect of topic (F(2, 421.13) = 5.95, p = 0.0028, \( \eta^2 = 0.03 \)). As shown in the third panel of Figure 5, participants were more likely to agree with explanations of outcome disparity overall when viewing charts depicting the literacy score topic.

As shown in the bottom panels of Figure 5, we observed a significant effect of gender on agreement ratings (F(2, 421.12) = 3.64, p = 0.027, \( \eta^2 = 0.02 \)), as well as a significant effect of race (F(4, 421.12) = 3.513, p = 0.0078, \( \eta^2 = 0.03 \)). But this time we observed no significant effect of political orientation (F(2, 421.26) = 2.27, p = 0.105).

5.4 Experiment 2: Discussion
Consistent with Experiment 1 (and Hypothesis 1), participants agreed with causal explanations of the outcomes that were not supported by the visualized data. While they expressed stronger agreement for external attributions, many agreed with personal attributions as well.
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Experiment 2 - Misc. Results
Agreement rating estimated-marginal means and 95% CIs

Agreement Rating by Question Attribution Type
personal 47.3
external 61.0

Agreement Rating by Design
dotplot (no variance) 56.6
prediction intervals 51.2
jitter 54.6

Agreement Rating by Topic
hhi 52.8
lifespan 51.5
numeracy 58.0

Agreement Rating by Participant Gender
female 53.9
male 58.1
other 50.4

Agreement Rating by Participant Race
asian 62.4
black 57.6
latino/hispanic 46.2
other 49.0
white 55.4

We again found that personal attribution agreement was influenced by the presence of outcome variability in the charts; personal attribution agreement was significantly stronger for dot plots (sans error bars) compared to prediction intervals. Combined with results from Experiment 1, this suggests that showing within-group outcome variability reduces personal attribution bias, supporting Hypothesis No.2. Although this result seems to generalize across topics and demographics, the present experiment was not designed to observe nuanced individual differences. We discuss future opportunities to further investigate this in Section 9.

6 EXPERIMENT 3: CONFIDENCE AND PREDICTION INTERVALS

In Experiment 2, both jitter plots and prediction intervals communicate within-group outcome uncertainty. Confidence intervals, however, are a perhaps more common type of uncertainty visualization used in practice. Unlike prediction intervals, which represent outcome uncertainty (i.e., variation of outcomes around the mean, using standard deviation), confidence intervals represent inferential uncertainty (i.e., uncertainty in the estimate of a mean, using standard error). Hoffman et al. show that confidence intervals lead viewers to overestimate effect sizes, compared to prediction intervals [27]. They also suggest that this might contribute to stereotyping when visualizing inter-group social outcomes. This implies that personal attributions could be influenced not just by the presence of uncertainty within a visualization, but by the type of uncertainty.

The difference between inferential and outcome uncertainty has a salient visual consequence: Confidence intervals are relatively short compared to prediction intervals. And confidence intervals can be made arbitrarily small with increased sample sizes. So prediction intervals might show long, overlapping ranges, while confidence intervals of the same data are shorter and visually separate. This becomes problematic when considering practitioners’ inconsistency with error bars [43] and (lay) readers’ tendencies to misread them [6, 14, 27]. We suspect that in Experiments 1 and 2, the differences in personal attribution are related to outcome range salience. Jitter plots and prediction intervals convey a wide range of outcomes and seeing them overlap reminds readers that people across groups often experience similar outcomes, undercutting group membership as a cause for disparities and therefore tendencies toward personal attribution. If this is the case, and if lay audiences tend to misread confidence and prediction intervals as if they’re simply ranges, then shorter, non-overlapping intervals would elicit more personal attribution than longer, overlapping intervals.

To shed light on whether the type of uncertainty (and consequent interval sizes) visualized has an effect on attribution biases, in Experiment 3, we compare the effect of visualizing within-group uncertainty using prediction versus confidence intervals.

Fig. 5. Experiment 2 agreement rating estimated-marginal means and 95% CIs across factors for both personal and external attributions. First: Ratings by question attribution type. Second: Ratings for chart type. Third: Ratings by topic. Fourth: Ratings by participants’ self-identified gender. Fifth: Ratings by participants’ self-identified race/ethnicity. Gender and race charts also show jitter plots of individual responses. Results and CIs are based on estimated marginal means (interval overlap should not be used for inference).

6.1 Experiment 3: Participants, Design, and Procedure

We followed the same procedure as Experiment 2 of recruiting participants and the same protocol to filter for spammers and invalid answers. We recruited 281 participants, 141 of which saw the confidence interval plot and 140 saw the prediction interval plot. We followed the same experimental procedure as that in Experiment 2, except that we randomly showed participants either a confidence or a prediction interval plot, as shown in Figure 6.

Fig. 6. Confidence interval and prediction interval plots used in Experiment 3.

6.2 Experiment 3: Results

We constructed a mixed-effect linear model to fit participants’ ratings of agreement [5] with question type (personal or external) and the type...
of uncertainty interval visualized (confidence interval or prediction interval), as well as their interactions. We additionally included chart topics (literacy scores, household income, and life expectancy), participant race, political orientation, and participant gender as fixed effects. We used a random intercept term accounting for individual differences and question index as random effects.

We found a trending significant main effect of uncertainty interval type (F(1, 268.71) = 3.53, p = 0.061, η² = 0.01), and a trending significant effect of question type (F(1, 5.93) = 5.04, p = 0.066, η² = 0.46).

Overall participants provided higher rating for the confidence interval plot compared to the prediction interval plot (MD = 3.93, SE = 2.09, d = 0.176), and for the external questions compared to the personal questions (MD = 13.1, SE = 5.83, d = 0.387). Post-hoc power analysis suggests 100% power to detect an effect of question type given our sample size. The smaller effect size of the interval type may contribute to us not detecting a significant difference between the two designs, as we are at 38.9% power at an alpha level of 0.05.

There is no significant interaction between design and question type (F(1, 835.67) = 0.70, p = 0.40). However, post-hoc comparisons with Tukey’s adjustment on the interaction pairs suggest that, while there is no significant difference between agreement ratings on the external explanations for the two uncertainty interval types (MD = 2.82, p = 0.26), there is a significant difference between agreement ratings on the personal explanations. See Figure 2. Specifically, participants who saw the visualizations generated using confidence intervals agreed more with personal explanations of data patterns compared to the participants who saw the visualizations generated using prediction intervals (MD = 5.05, p = 0.04, d = 0.226).

Effects of Topic and Participant Demographics

We found a significant effect of topic (F(2, 269.48) = 7.24, p < 0.001, η² = 0.032), such that participants agreed the least with both external and personal attributions when reading the visualization depicting the life expectancy topic. See the third panel in Figure 7.

As shown in the bottom panels of Figure 7, there is a significant effect of gender (F(2, 269.03) = 3.78, p = 0.024, η² = 0.027), as well as a trending significant effect of race (F(4, 268.94) = 2.24, p = 0.065, η² = 0.032). We observed no significant effect of political orientation (F(2, 268.91) = 0.54, p = 0.58).

Experiment 3: Discussion

Consistent with Experiments 1 and 2, personal attribution agreement depended on the chart type and was lower for the chart that visually emphasized outcome variability (the prediction interval). Even though both charts show uncertainty, the chart visualizing outcome uncertainty (prediction intervals, based on the standard deviation of outcomes, showing wider bars) reduced personal attribution agreement compared to the chart visualizing inferential uncertainty of the mean (confidence intervals, based on standard errors, showing smaller bars).

Our results are also consistent with Hofman et al.’s study, showing that confidence intervals exaggerate viewers’ judgments about effect size, compared to prediction intervals [27]. The authors speculate that confidence intervals give a false impression of low variance for within-group outcomes, nudging viewers toward false dichotomies [7] (i.e., that all members of one group have superior outcomes to all members of another). Our results support their predictions, further suggesting that confidence intervals can be misread as indicators of outcome dispersion, giving false impressions of intra-group homogeneity, leading to stronger personal attributions, and therefore increased stereotyping.

Experiment 4: Within-Group Sample Size

In Experiment 1 and Experiment 2, we tested the effect of showing within-group variation with jitter plots on mitigating attribution bias. We generated two types of jitter plots: one with equal group sample size (n = 300, Experiment 2), and one with unequal group sample size (Experiment 1). While the dot plot with an unequal group sample size more closely resembles real-world data set, it is not yet clear whether the relative number of data points within each group will have an effect on attribution bias (as measured by agreement ratings). In this experiment, we compare participant agreement ratings on external and personal attributions between a jitter plot with an unequal group sample size and a jitter plot with an equal group sample size.

7.1 Experiment 4: Participants, Design, and Procedure

We followed the same recruiting, exclusion protocols, experimental design, and procedure as the previous experiment, except that we randomly showed participants either the jitter plot with equal group sam-
7.2 Experiment 4: Results

We constructed a mixed-effect linear model to fit participants’ ratings of agreement [5] with question type (personal or external) and the sample size choice (even sample size across groups or unequal sample size across groups), as well as their interactions. Same with our previous models, we included chart topics (literacy scores, household income, and life expectancy), participant race, political orientation, and participant gender as fixed effects. For random effects, we used a random intercept term accounting for individual differences and questions.

We found no significant main effect of sample size choice (F(1, 253.30) = 0.95, p = 0.629). But we did find a significant main effect of question type (F(1, 5,93) = 7.14, p = 0.037, eta^2 = 0.55), such that participants agreed more with the external explanations compared to the personal explanations (MD = 15.0, SE = 5.63, d = 0.654). There is no significant interaction effect between question type and chart design (F(1, 790.48) = 1.03, p = 0.31). Post-hoc comparisons with Tukey’s adjustment on the interaction pairs further suggest that the agreement ratings for neither personal nor external explanations differed depending on the sample size choice. As shown in Figure 2, participants that viewed jitter plots with an unequal sample size across groups agreed equally as much as participants that viewed jitter plots with an equal sample size across groups.

7.3 Experiment 4: Discussion

We observed no difference in attribution agreement between the two conditions, suggesting that findings from Experiment 2 (where we used a jitter plot with equal sample sizes between groups) would generalize to more realistic datasets with unequal group sample sizes.

However, the effect of relative group sample size on attribution bias (or on visualization interpretation in general) remains an interesting topic. Existing work in human cognition suggests that the number of data points can influence viewer perception and interpretation of data [15, 28, 82]. For example, adding more data points to a visualization adds substantial noise to how readers mentally represent the visualization and subsequently recall the visualization [50], and the amount of data disclosed in a visualization can impact viewer trust [77]. People also perceive the correlations of a smaller sample size as more extreme [38]. There is also a general cognitive tendency for people to use the number of people in a group to make group-based social judgments [61, 72]. When the group sample size is large, people become less likely to perceive the members of the group as individuals and more likely to treat the group as a whole [42] (which is usually used to explain the bystander effect [22]). In light of this work, we speculate that viewers might be less likely to consider individual differences when the group size is large (e.g., group D in the chart). They might attribute disparities between groups with large sample sizes as something fundamentally different between the groups, with diminished considerations for within-group variations, and fall victim to attribution bias.

On the other hand, it is possible that the number of data points within a group does not have an effect. For example, in social psychology examining the effect of social conformity, the number of members within a group has little effect on conformity behaviors, rather, the total number of distinct groups matters more [75]. In the workplace, people also do not perceive small groups to be significantly different from large groups in terms of productivity and commitment [56]. So if these results generalize to interpretations of data visualizations, we would expect the number of data points within each group to have less effect on attribution bias.

While the current Experiment 4 was not designed to test for the effect of relative group sample size, this is an interesting and underexplored topic for future research. We offer more discussion and suggestions with regards to this topic in Section 9.

8 General Discussion

In Experiment 1, participants saw either a bar chart (sans variability indicators) or a jitter plot. We found that bar charts increased personal attribution agreement compared to jitter plots. This result supports Hypothesis No.1 and Hypothesis No.2.

In Experiment 2, to better isolate the influential visualization factors, participants saw one of three chart types: a dot plot (sans variability indicators), a jitter plot, or a prediction interval. We found that, consistent with before, the chart masking intra-group variability (the plain dot plot) elicited stronger personal attribution. This result supports Hypothesis No.1 and Hypothesis No.2.

In Experiment 3, to understand the effect of visualizing different types of uncertainty, participants saw either confidence intervals (representing inferential uncertainty) or prediction intervals (representing outcome uncertainty). We found that confidence intervals elicited stronger personal attribution. This result corroborates existing findings [6] and supports Hypothesis No.3.

In Experiment 4, we compared jitter plots with equal numbers of within-group data points to plots with unequal numbers of within-group data points. We found no difference in participants’ attributions. This result does not support Hypothesis No.4.

Overall, these experiments suggest that readers can misinterpret charts about inter-group outcome disparities in ways that reinforce stereotypes and that visualizations emphasizing outcome variability can reduce this effect. The charts we showed participants only showed data about outcomes, not why the outcomes occurred; however a substantial number of participants misinterpreted the charts as evidence...
supporting personal attributions (i.e., that outcome differences were caused by differences in personal characteristics of each group).

An even larger subset of participants misinterpreted the charts as evidence supporting external attributions (i.e., that outcome differences were due to external forces outside the groups’ control). While these conclusions were also unsupported by the stimuli charts, this shows participants were more willing to take an empathetic view of outcome disparities, which is perhaps a win for humanity, if not rationality.

We found that participants’ tendencies toward personal attributions can be influenced by visualization design choices. Specifically, visualizations that emphasize within-group outcome variability (i.e., jitter plots, prediction intervals) reduced agreement with personal attributions relative to visualizations that hide or minimize it (i.e., bar charts, dot plots, confidence intervals). Visualization design did not significantly influence external attributions.

The results support arguments that conventional visualization approaches may be harmful in the context of racial equity [8, 64] and suggest that when visualizing data about people, particularly members of minoritized communities, designers have a duty of care beyond accurately representing the facts of the data. The results also underscore the rhetorical nature of visualizations by demonstrating a novel way that framing can impact viewers’ interpretations of the data [31].

Design Implications: When visualizing data about people, especially those in minoritized groups, designers should consider the social-cognitive impacts of their design choices. Conventional approaches (e.g., bar charts) that are safe in other contexts may introduce unexpected harms. Our work also suggests that group averages alone are insufficient for responsibly visualizing social outcome disparities. To reduce social-cognitive biases that lead to harmful stereotyping, visualizations should show the diversity of outcomes within groups, not just the differences between them.

9 LIMITATION AND FUTURE DIRECTIONS

As an initial investigation of how visualization design can impact reader perceptions of people and stereotypes, we discuss several limitations and suggest a path forward for future experiments.

Visualization effects on external attributions: Interestingly, we found no significant differences between visualization design conditions with respect to external attributions. This may be related to the experiment design, where the questions themselves prime users with plausible explanations for the visualized disparities (and 50% of the questions implied external explanations). Asking for open-ended responses may produce different results. The results do suggest, though, that when viewers are reminded of possible external explanations, or they are already familiar with them (i.e., restaurant worker pay), then conventional approaches do not seem to diminish agreement with external attributions. Under these limited conditions the results suggest no significant “distraction” effects between design conditions. Future work can leverage other methods to further investigate this effect.

| Topic         | Exp 1 | Exp 2 | Exp 3 | Exp 4 |
|---------------|-------|-------|-------|-------|
| Race          | p = 0.44 | p = 0.0078 | p = 0.065 | p = 0.56 |
| Political     | p < 0.001 | p = 0.11 | p = 0.058 | p = 0.30 |
| Gender        | -     | p = 0.027 | p = 0.024 | p = 0.43 |
| Topic         | -     | p = 0.0028 | p < 0.001 | p = 0.13 |

Table 1. Summary of the effect of demographic and topic factors. Darker hue represents more statistically significant differences.

Individual Differences and Effect of Topic: We observed some effects of participant gender, race, and political orientation in our study, as well as an effect of the visualization topic. See Table 1 for a comparison of their effects between experiments. Note that the present experiment was not designed nor powered to identify potential individual differences in attribution bias, such as the effect of political orientation. But future work can do larger-scaled studies to more deeply investigate the effects of demographic factors, and model bias-driven misinterpretation of visualizations, such as accounting for the participants’ individual prior beliefs on the topics depicted or exploring potential interaction effects between political orientation and external versus internal attributions during data interpretation.

Anthropomorphic Visualizations: We found that participants tend to attribute outcome disparities to personal factors more when reading charts that hide within-group variability, and less so when reading charts that show within-group variability. While prediction intervals and jitter plots both show within-group outcome dispersion, it is possible that jitter plot perceptions are influenced by visualization anthropomorphism, such that the individual points plotted motivate readers to think about the individual people the data represents [10, 49, 81]. To the extent that anthropomorphism influences empathy, and empathy influences attribution errors, this may introduce another dynamic worth exploring. Future experiments can investigate this by comparing charts that show aggregated means only, charts that show individual participant’s data, or charts that represent individual participants with anthropomorphic icons, such as in [12, 26].

Other Measures: Given social-desirability biases, measuring stereotyping requires indirect, sometimes creative approaches. We used agreement ratings with statements describing personal and external attributions, but surveys like this can be subject to self-reporting biases [1]. Our participants reacted differently depending on whether racial groups were explicitly labeled on the chart or not. This might suggest that the presence of racial information intuitively triggered social-desirability biases, causing participants to artificially suppress personal attributions in their self-reporting. Future studies can consider using other methodologies such as hypothetical scenarios [70] or test for implicit biases [11] to account for this effect. The present study also only tested bar charts and versions of dot plots (e.g., with and without intervals, with jitters). Future work can explore the effect of other visualization designs such as color choices or other chart types.

Sample Size and Blocking: In the current study the number of participants in each experimental condition was not identical. We chose to keep extra participants we sampled and conducted post-hoc power analysis to compare its effect, but future work should leverage the blocking features in online crowdsourcing platforms to ensure the sample size in each condition match each other or additionally randomly select to exclude participants from conditions to match the sample sizes while keeping with the power analysis.

Jitter and Visual Differences: We used the same set of samples to generate jitter plots and only tested four sets of means using four topics. The dataset used was based on real data. We kept the dataset consistent throughout the experiment to maximize control, so we could identify the exact effect of attribution bias without the number of conditions exploding [73]. However, as demonstrated in [78] and [33], the arrangement of jittered patterns and the perceptual proxies of the data (driven by the shape of different means) can also influence viewer takeaways from the visualization. Future experiments can further test out a range of effects on attribution bias by varying the visual differences in the underlying dataset, including changing the jittered patterns, group means, and within-group data variability.
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