Propagators for gauge-invariant observables in cosmology
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Abstract
We make a proposal for gauge-invariant observables in perturbative quantum gravity in cosmological spacetimes, building on the recent work of Brunetti et al (2016 J. High Energy Phys. JHEP08(2016)032). These observables are relational, and are obtained by evaluating the field operator in a field-dependent coordinate system. We show that it is possible to define this coordinate system such that the non-localities inherent in any higher-order observable in quantum gravity are causal, i.e. the value of the gauge-invariant observable at a point $x$ only depends on the metric and inflation perturbations in the past light cone of $x$. We then construct propagators for the metric and inflaton perturbations in a gauge adapted to that coordinate system, which simplifies the calculation of loop corrections, and give explicit expressions for relevant cases: matter- and radiation-dominated eras and slow-roll inflation.
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1. Introduction

The theory of inflation [1–4] is the most successful theoretical explanation for the early history of our universe, with observational evidence provided by the anisotropies in the cosmic microwave background (CMB) [5–7]. According to this theory, the anisotropies in the CMB were sourced by quantum fluctuations of the metric, which arise in treating gravity as an effective quantum field theory [8]. This approach is known as perturbative quantum gravity and makes predictions valid at energy scales well below the Planck scale. It is therefore the only approach to quantum gravity which has been observationally tested, at least in the linear regime.
Extending the theory to second and higher order, where it becomes nonlinear, one faces a severe obstacle: the construction of diffeomorphism-invariant observables. In perturbative quantum gravity, the diffeomorphism invariance of the underlying gravitational theory translates into a gauge symmetry for the metric perturbations (calling any metric perturbation ‘graviton’ for short, and not only the transverse traceless part). In contrast to other gauge theories, such as Yang–Mills theory, this gauge symmetry does not act in an internal space but changes the position of the field itself. As a consequence, local fields (i.e. defined at a point of the background spacetime) cannot be gauge invariant. At linear order it is still possible to find local gauge-invariant observables, such as the linearised Riemann tensor for a flat-space background or the linearised Weyl tensor for conformally flat backgrounds. However, in general this is impossible already at second order, as shown in [11–13] at various levels of mathematical sophistication.

Various approaches have been devised to deal with this problem:

- Instead of the bare field operators, one ‘dresses’ them with a graviton cloud in such a way that the resulting composite operator is invariant [14–16].
- In order to take into account the quantum fluctuations of the metric, one defines the distance between points in correlation functions not using the background metric, but with perturbed geodesics [17–27].
- One employs the so-called relational observables, which are obtained by considering the field operator at the point where another field has a given value [12, 13, 28, 29], instead of at a point of the background spacetime. This approach goes back a long way [30–37], see [38] for a recent review. In general, this amounts to taking scalars constructed from various background fields as configuration-dependent coordinates, and therefore needs a sufficiently generic background spacetime since one needs to be able to differentiate points by the values of these scalars. Alternatively, one could add the scalar fields by hand to the theory (e.g. the famous Brown-Kuchař dust [39]), but this changes the physical content of the theory.

In this article, we will adopt the last proposal, where one is immediately faced with the problem of extending the concept also to highly symmetric spacetimes such as cosmological ones. In a single-field inflationary model, the expansion of the background Friedmann–Lematre–Robertson–Walker (FLRW) spacetime is driven by a scalar field (the inflaton) that only depends on time. All scalars that can be constructed from the background metric and inflaton then also only depend on time, and it is impossible to distinguish points on an equal-time hypersurface by the values of these scalars. This obstacle has been overcome only recently [40].

The article is organised as follows: section 2 explains how to construct invariant observables in perturbative quantum gravity in detail, with two different (but related) concrete proposals for cosmology. In section 3 we construct propagators for the graviton and inflaton in a gauge adapted to the previous proposals for a general inflaton potential, expressing them in terms of three scalar propagators which depend on the concrete model. We also show there that the second proposal satisfies the conditions needed for a rigorous treatment of higher-order loop corrections. In sections 4 and 5 we solve the differential equations for these scalar propagators in two cases relevant in cosmology, namely constant slow-roll parameter \( \epsilon \) (which covers matter- and radiation-dominated eras) and slow-roll inflation. We conclude with section 6, and

---

3 In fact, at linear order it is always possible to construct a complete set of local and gauge-invariant observables starting from a certain invariant characterisation of the background spacetime, see [9] for the characterisation and [10] for the (on-shell) construction of such a set for cosmological backgrounds.
some technical computations are done in the appendices. We use the ‘+++’ convention of \[41\], work in \(n\) spacetime dimensions, and set \(c = \hbar = 1\) and \(\kappa^2 = 16\pi G_N\).

### 2. Construction of invariant observables

As explained in the introduction, the main problem in the construction of relational observables around a cosmological background spacetime is the high symmetry of the latter. This obstacle has been overcome only recently \[40\]^4, and their solution is as follows: consider a spatially flat FLRW spacetime with background line element

\[
ds^2 = g_{\mu\nu} \, dx^\mu \, dx^\nu = a^2(\eta) \left( -d\eta^2 + dx^2 \right),
\]

where \(\eta\) is conformal time and \(a(\eta)\) the scale factor, and a scalar field \(\phi\) (the inflaton). Requiring \(\phi\) to solve the Klein–Gordon equation with potential \(V(\phi)\) in this background, and the FLRW spacetime itself to be a solution of Einstein’s equation with the scalar stress tensor as source, we obtain the Friedmann equations

\[
\begin{align*}
\kappa^2 V(\phi) &= 2(n - 2)(n - 1 - \epsilon)H^2, \quad (2a) \\
\kappa^2 (\phi')^2 &= 2(n - 2)\epsilon H^2 a^2, \quad (2b)
\end{align*}
\]

where a prime denotes a derivative with respect to conformal time. The Hubble parameter \(H\) and the first two slow-roll parameters \(\epsilon\) and \(\delta\) are defined from the scale factor as

\[
\begin{align*}
H &\equiv \frac{a'}{a^2}, \\
\epsilon &\equiv -\frac{H'}{H a^2}, \\
\delta &\equiv \frac{\epsilon'}{2H a},
\end{align*}
\]

and are related to the widely used Hubble slow-roll parameters \(\epsilon_H\) and \(\eta_H\) as \[49\]

\[
\epsilon = \epsilon_H, \quad \delta = \epsilon_H - \eta_H.
\]

We now perturb the above system according to

\[
g_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} = a^2 (\eta_{\mu\nu} + \kappa h_{\mu\nu}), \quad \phi \rightarrow \tilde{\phi} = \phi + \kappa \phi^{(1)}.
\]

The perturbed inflaton field serves nicely as a field-dependent time coordinate:

\[
\tilde{X}^{(0)} = \eta(\tilde{\phi}),
\]

where \(\eta(\phi)\) is obtained by inverting the background relation \(\phi(\eta)\) (assuming an appropriately non-degenerate dependence, i.e. \(\phi' \neq 0\)). In particular, to first order we obtain

\[
\tilde{X}^{(0)}(x) = \eta, \quad \tilde{X}^{(0)}(x) = \frac{\partial \eta(\phi)}{\partial \phi} \phi^{(1)}(x) = \frac{\phi^{(1)}(x)}{\phi'}.
\]

To obtain the remaining \(n - 1\) scalar fields, the authors of \[40\] observe that in the background spacetime, the spatial coordinates \(x^i\) are harmonic with respect to the spatial Laplacian: \(\Delta x^i = 0\). The Laplacian transforms as a scalar under spatial rotations and translations, and one can therefore obtain the \(\tilde{X}^{(i)}\) by imposing that they are harmonic with respect to the perturbed Laplacian,

\[
\tilde{\Delta}_x \tilde{X}^{(i)} = 0,
\]

\(^4\) We note that for the specific case of the local expansion rate and possible backreaction in inflation, many proposals have been put forward; see, e.g. \[42–48\]. We return to this important observable in the discussion.
and that on the background they reduce to the $x^i$. We will give an explicit solution of this equation (in perturbation theory) in section 2.1. As expected, the resulting $\tilde{X}^{(i)}$ are non-local functionals of the metric and inflaton perturbations, and the physical content of the theory is not altered. However, they have an important drawback: the non-locality is non-causal, in the sense that the value of $\tilde{X}^{(i)}$ at a point $x$ depends on the metric and inflaton perturbation at points which are spacelike separated from $x$. From a mathematical point of view, this means that the usual rigorous approach to quantum field theory in curved spacetime \cite{29, 50–57} is not applicable, and the renormalisability of loop corrections to invariant observables constructed using these coordinates is not guaranteed. From a physical point of view, the invariant observables constructed using these coordinates are influenced by processes at arbitrarily far spacelike separations, which is clearly undesirable (a form of ‘action-at-a-distance’).

Of course, this drawback stems from the fact that we are defining the $\tilde{X}^{(i)}$ as solutions to an elliptic equation, which immediately shows a way out. Namely, on the background the spatial coordinates $x^i$ are also harmonic with respect to the $d'$-Alembertian:

$$\nabla^2 x^i = 0.$$  

The $d'$-Alembertian also transforms as a scalar, and we obtain another set of configuration-dependent coordinates $\tilde{Y}^{(\mu)}$ by using the same time coordinate,

$$\tilde{Y}^{(0)} = \tilde{X}^{(0)} = \eta(\tilde{\phi}),$$

and then imposing that the spatial $\tilde{Y}^{(i)}$ are harmonic with respect to the perturbed $d'$-Alembertian,

$$\tilde{\nabla}^2 \tilde{Y}^{(i)} = 0.$$  

The explicit solution for these coordinates is given in section 2.2, and this time it is possible to choose the solution such that the non-locality is causal, i.e. the $\tilde{Y}^{(i)}$ at a point $x$ only depend on the metric and inflaton perturbation at points which lie in the past light cone of $x$.

2.1. An elliptic condition

To determine the explicit form of the $\tilde{X}^{(i)}$, we first need to define the perturbed spatial Laplacian. For this, we define a time-like unit vector from the gradient of the (perturbed) inflaton,

$$\tilde{u}_\mu \equiv \frac{\tilde{\nabla}_\mu \tilde{\phi}}{\sqrt{-\tilde{g}_{\mu\nu} \tilde{\nabla}_\mu \tilde{\nabla}_\nu \tilde{\phi}}},$$

which fulfils $\tilde{u}_\mu \tilde{u}^\mu = -1$, and the induced metric on the hypersurfaces of constant $\tilde{\phi}$

$$\tilde{g}_{\mu\nu} \equiv \tilde{g}_{\mu\nu} + \tilde{u}_\mu \tilde{u}_\nu.$$  

The perturbed spatial Laplacian is the Laplacian of the constant-inflaton hypersurfaces, which acting on scalar functions has the explicit form

$$\tilde{\Delta} f = \tilde{g}^{\mu\nu} \tilde{\nabla}_\mu \left( \tilde{\nabla}_\nu f \right) = \tilde{g}^{\mu\nu} \tilde{\nabla}_\mu \tilde{\nabla}_\nu f + \left( \tilde{\nabla}_\mu \tilde{u}_\mu \right) \tilde{u}_\nu \tilde{\nabla}_\nu f.$$  

On the background, we have $\tilde{u}_\mu^{(0)} = -a \delta_\mu^0$, and it follows that

$$\tilde{\Delta}_0 f = a^{-2} \Delta f.$$  

The unique Green’s function for $\tilde{\Delta}_\phi^{(0)}$ with vanishing boundary conditions at spatial infinity is $\tilde{G}_\phi^{(0)} \equiv a^2 \Delta^{-1}$, and let us denote by $\tilde{G}_\phi$ the Green’s function of $\tilde{\Delta}$. We calculate
\[ \tilde{\Delta}_\phi^{(0)} \tilde{G}_\phi^{(0)} = \tilde{\Delta}_\phi \tilde{G}_\phi = \left[ \tilde{\Delta}_\phi^{(0)} + \left( \tilde{\Delta}_\phi - \tilde{\Delta}_\phi^{(0)} \right) \right] \left[ \tilde{G}_\phi^{(0)} + \left( \tilde{G}_\phi - \tilde{G}_\phi^{(0)} \right) \right]. \]  

(15)

From which it follows by convoluting with \( \tilde{G}_\phi^{(0)} \) on the left that
\[
\tilde{G}_\phi = \tilde{G}_\phi^{(0)} - \tilde{G}_\phi^{(0)} \cdot \left( \tilde{\Delta}_\phi - \tilde{\Delta}_\phi^{(0)} \right) \tilde{G}_\phi^{(0)}.
\]

(16)

Note that the second term on the right-hand side is at least of linear order in perturbations. By repeatedly replacing \( \tilde{G}_\phi \) by the right-hand side we obtain a perturbative expansion for \( \tilde{G}_\phi \), which reads
\[
\tilde{G}_\phi = \sum_{n=0}^{\infty} \left[ -\tilde{G}_\phi^{(0)} \cdot \left( \tilde{\Delta}_\phi - \tilde{\Delta}_\phi^{(0)} \right) \right] \tilde{G}_\phi^{(0)}. \]

(17)

The explicit solution of equation (8) for the \( \tilde{X}^{(i)} \) is then given by
\[
\tilde{X}^{(i)} = \left( 1 - \tilde{G}_\phi \cdot \tilde{\Delta}_\phi \right) x^i = \sum_{n=0}^{\infty} \left[ -\tilde{G}_\phi^{(0)} \cdot \left( \tilde{\Delta}_\phi - \tilde{\Delta}_\phi^{(0)} \right) \right] x^i.
\]

(18)

Applying \( \tilde{\Delta}_\phi \), this clearly fulfills equation (8), and the solution is non-trivial because \( \tilde{G}_\phi \cdot \tilde{\Delta}_\phi \) is the identity only on functions which vanish at spatial infinity, which is not the case for the \( x_i \). In particular, to first order we obtain
\[
\tilde{X}^{(1)}(x) = x^i, \quad \tilde{X}^{(1)}(x) = -\int \tilde{G}_\phi^{(0)}(x, y) \tilde{\Delta}_\phi^{(1)}(y) d^ny.
\]

(19)

### 2.2. A hyperbolic condition

The construction of the \( \tilde{Y}^{(i)} \) proceeds absolutely analogous to the elliptic case, only substituting the perturbed spatial Laplacian by the perturbed d’Alembertian. However, now the background Green’s function \( \tilde{G}^{(0)} \) of the background d’Alembertian \( \tilde{\nabla}^2 = a^{-2} \left[ \partial^2 - (n - 2) \mu \partial_\mu \right] \) is not unique. Different choices of that Green’s function correspond to different choices of initial conditions, which in turn define different coordinates \( \tilde{Y}^{(i)} \). In a recent explicit calculation in the usual flat-space in-out formalism, the Feynman propagator was used to construct a certain field-dependent coordinate system which greatly simplified the graviton loop corrections to a gauge-invariant quantity [58]. However, in general curved spacetimes one is usually interested in the (causal) evolution of the expectation value of observables, for which the retarded Green’s function \( \tilde{G}_{\text{ret}} \) is needed, and which corresponds to the initial conditions \( \tilde{Y}^{(0)} \big|_{\eta \to -\infty} = x^i \) and \( \partial_\eta \tilde{Y}^{(i)} \big|_{\eta \to -\infty} = 0 \). The explicit solution of equation (10) for the \( \tilde{Y}^{(i)} \) is then given by the analogue of equation (18), namely
\[
\tilde{Y}^{(i)} = \left( 1 - \tilde{G}_{\text{ret}} \cdot \tilde{\nabla}^2 \right) x^i = \sum_{n=0}^{\infty} \left[ -\tilde{G}_{\text{ret}}^{(0)} \cdot \left( \tilde{\nabla}^2 - \tilde{\nabla}^2_{(0)} \right) \right] x^i.
\]

(20)

Again, the solution is non-trivial because the \( x^i \) do not vanish in the infinite past, and in particular at first order we obtain
\[
\tilde{Y}^{(1)}(x) = x^i, \quad \tilde{Y}^{(1)}(x) = -\int \tilde{G}_{\text{ret}}^{(0)}(x, y) \tilde{\nabla}^2_{(1)}(y) d^ny.
\]

(21)
2.3. Invariant observables

Using the field-dependent coordinates defined above, we can now construct invariant observables. For simplicity, we restrict to the case of the $X^\mu$; the corresponding construction using the $Y^\mu$ is again completely analogous. We first need to invert the functional relation $\tilde{X}^\mu(x)$ to obtain the background coordinates $x^\mu$ as functionals of the field-dependent coordinates $X^\mu$. To first order, this is easy to do:

$$x^\mu = \tilde{X}^\mu - \kappa \tilde{X}^\mu_{(1)}(x) + \ldots = \tilde{X}^\mu - \kappa \tilde{X}^\mu_{(1)}(\tilde{X}) + \ldots,$$

(22)

where $\tilde{X}^\mu_{(1)}$ is given in equation (19), and $\tilde{X}^\mu_{(1)}$ in equation (7). For a scalar field $S$, the corresponding invariant observable $S$ is obtained by evaluating $S$ at the point $x^\mu$, holding the $X^\mu$ fixed. Naturally, $S$ itself will have an expansion in terms of metric and inflaton perturbations, given by $S = S_{(0)} + \kappa S_{(1)} + \ldots$ and we have to expand both and collect terms of the same order. To first order, this results in

$$S_{(0)} = S_{(0)}, \quad S_{(1)} = S_{(1)} - \tilde{X}^\mu_{(1)} \partial_\mu S_{(0)},$$

(23)

where all quantities are now evaluated at $\tilde{X}$. Since the change of a scalar field under infinitesimal diffeomorphisms parametrized by a vector field $\xi^\mu$ is given by

$$\delta_\xi S = \xi^\rho \partial_\rho S \Rightarrow \delta_\xi S_{(0)} = 0, \quad \delta_\xi S_{(1)} = \xi^\rho \partial_\rho S_{(0)},$$

(24)

and the configuration-dependent coordinates also transform as scalars,

$$\delta_\xi \tilde{X}^\mu_{(1)} = \xi^\rho \partial_\rho \tilde{X}^\mu_{(0)} = \xi^\mu,$$

(25)

we verify that $S$ is indeed invariant to first order,

$$\delta_\xi (S_{(0)} + \kappa S_{(1)}) = 0 + \ldots$$

(26)

We see that the change $x^\mu \to \tilde{X}^\mu$ is a field-dependent diffeomorphism, which has the effect of compensating for the explicit gauge transformation of fields by including the transformation of the metric and inflaton perturbations.

Note that the $\tilde{X}$ are now just labels (as the coordinates $x^\mu$ had been before); in particular, one should not replace the $X^\mu$ by their definitions (6) or (8), which would only give back the original scalar field $S(x)$. In fact, once the explicit expressions (23) for the invariant observable are obtained, one can forget about their origin, and call $\tilde{X}$ again $x$.

For higher-spin fields, one has also to include the Jacobian arising from the diffeomorphism. For example, a invariant vector field $V^\mu$ is obtained as

$$V^\mu = \frac{\partial \tilde{X}^\mu}{\partial x^\rho} V^\rho(x) = \left( \frac{\partial x^\rho}{\partial \tilde{X}^\mu} \right)^{-1} V^\rho(x),$$

(27)

where the derivative is taken of the functional relation (22), and again the $\tilde{X}$ are held fixed. To first order, we calculate

$$V^\mu_{(0)} = V^\mu_{(0)}, \quad V^\mu_{(1)} = V^\mu_{(1)} - \tilde{X}^\rho_{(1)} \partial_\rho V^\mu_{(0)} + \left( \partial_\rho \tilde{X}^\mu_{(1)} \right) V^\rho_{(0)},$$

(28)

and using that the change of a vector under infinitesimal diffeomorphisms reads

$$\delta_\xi V^\mu = \xi^\rho \partial_\rho V^\mu - V^\rho \partial_\rho \xi^\mu \Rightarrow \delta_\xi V^\mu_{(0)} = 0, \quad \delta_\xi V^\mu_{(1)} = \xi^\rho \partial_\rho V^\mu_{(0)} - V^\rho \partial_\rho \xi^\mu,$$

(29)
it is again straightforward to check that $V^\mu$ is indeed invariant to first order. The generalisation to higher orders in perturbation theory is also straightforward but somewhat lengthy, such that we refrain from writing the explicit expressions down.

3. Propagators using suitable gauge conditions

Since the observables constructed with the configuration-dependent coordinates are invariant under gauge transformations, we can compute their correlation functions in any convenient gauge. A suitable gauge is obviously one which makes the first-order coordinate corrections $\tilde{X}^{(1)}$ or $\tilde{Y}^{(1)}$ vanish, as the amount of terms one needs to compute is decreased substantially. For $\tilde{X}^{(0)}$ (and $\tilde{Y}^{(0)}$) this follows directly from the expansion (7), namely we need to impose $\phi^{(1)} = 0$. For the spatial coordinates, we need to impose $\tilde{\Delta}_\phi^{(1)} X^i = 0$ in order to make $\tilde{X}_X^{(1)}$ (19) vanish, while the condition for $\tilde{Y}_Y^{(1)}$ (21) is $\tilde{\nabla}^2 x^i = 0$. To obtain an explicit expression in terms of the metric perturbation, we expand these operators to first order in metric perturbations (using the definition (13)):

\[ \tilde{u}_\mu^{(1)} = \frac{a}{2} \delta_\mu^0 h_{00} - \frac{a}{\phi^0} \tilde{\partial}_\mu \phi^{(1)} \quad (30a) \]

\[ \tilde{\Delta}_\phi^{(1)} f = -a^{-2} \left[ h^{ij} \partial_i \partial_j f + \frac{2}{\phi^0} \partial^i \phi^{(1)} \partial_i f' + \frac{1}{\phi^0} \Delta \phi^{(1)} f' \right] \]

\[ -a^{-2} \left[ \partial^k h_{00} - \frac{1}{2} \partial h_{kk} + (n - 3) \frac{H}{\delta} \partial \partial \phi^{(1)} \right] \partial f, \quad (30b) \]

\[ \tilde{\nabla}_Y^{(1)} f = -a^{-2} h^{\mu \nu} \partial_\mu \partial_\nu f - a^{-2} \left[ \partial_\mu h^{\mu \nu} - \frac{1}{2} \partial h + (n - 2) H a h^{0 \mu} \right] \partial_\mu f. \quad (30c) \]

Acting on the spatial coordinates, it follows that

\[ \tilde{\Delta}_\phi^{(1)} X^i = -a^{-2} \left[ \partial_i h_{kk} - \frac{1}{2} \partial \partial h_{kk} + (n - 3) \frac{H a}{\delta} \partial \partial \phi^{(1)} \right], \quad (31a) \]

\[ \tilde{\nabla}_Y^{(1)} X^i = -a^{-2} \left[ \partial_i h^{\mu \nu} - \frac{1}{2} \partial h + (n - 2) H a h^{0 \mu} \right]. \quad (31b) \]

To impose the vanishing of the right-hand sides even inside time-ordered products (and thus the Feynman propagator in the free theory), we add a Lagrange multiplier (or auxiliary field) term to the action:

\[ S_{GF} = - \int B_\mu \left[ g^{\mu \nu} h_{00}^{(0) \phi^{(1)} + \gamma^{(0) \mu}} D^{(1) \mu} x^\nu \right] \sqrt{-g} d^4 x, \quad (32) \]

where $D = \tilde{\Delta}_\phi$ for the $\tilde{X}^{(1)}$, and $D = \tilde{\nabla}^2$ for the $\tilde{Y}^{(1)}$.

To actually determine the propagator in these gauges, it is useful to decompose the metric perturbations according to their transformation under rotations and translations of the spatial hypersurfaces. This decomposition reads [59]

\[ h_{00} = S + 2X^0 + 2HaX_0, \quad (33a) \]
\[ h_{0k} = V_k + X'_{k} + \partial_{k} X_0, \quad (33b) \]
\[ h_{l\ell} = H_{l\ell} + \delta_{l\ell} \Sigma + 2 \partial_{(k} X_{\ell)} - 2 Ha \delta_{k\ell} X_0, \quad (33c) \]
\[ \phi^{(1)} = \frac{\phi'}{2 Ha} \left( Q + \Sigma - 2 Ha X_0 \right), \quad (33d) \]

where \( S, \Sigma \) and \( Q \) are scalars, \( V_k \) is a transverse vector (\( \partial^k V_k = 0 \)) and \( H_{l\ell} \) is a symmetric transverse traceless tensor (\( \partial^k H_{l\ell} = 0 = \delta^{kl} H_{l\ell} \)). Under a gauge transformation with parameter \( \xi_\mu \), the metric and inflaton perturbation change according to

\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu - 2 Ha \eta_{\mu\nu} \xi_0, \quad \delta_\xi \phi^{(1)} = -\xi_0 \phi', \quad (34) \]

and \( S, \Sigma, Q, V_k \) and \( H_{l\ell} \) are invariant, while the change of \( X_\mu \) is given by \( \delta_\xi X_\mu = \xi_\mu \). The tensor \( H_{l\ell} \) is the proper graviton (with two polarisations in four dimensions), and \( Q \) is the Mukhanov-Sasaki variable [60]. Using this decomposition, the quadratic part of the gravitational action is given by [59]

\[ S_G = \int \left[ H_{l\ell} H_{k\ell} + H_{k\ell} \triangle H_{l\ell} - 2 V^k \triangle V_k \right] a^{n-2} d^4 x + \frac{n-2}{4} \int \left[ \epsilon (Q')^2 + \epsilon Q \triangle Q + 2 T \left( \triangle \Sigma + \epsilon Ha Q' \right) - (n - 1 - \epsilon) H^2 a^2 T^2 \right] a^{n-2} d^4 x, \quad (35) \]

where

\[ T \equiv S + \frac{\Sigma'}{Ha} + \epsilon (Q + \Sigma). \quad (36) \]

### 3.1. A gauge for the elliptic condition

Using the decomposition (33), the gauge-fixing term (32) for \( D = \tilde{\Delta} \phi \) reads

\[ S_{GF} = \int \left[ -\frac{\phi'}{2H} B_0 (Q + \Sigma - 2 Ha X_0) + B_i \left( \triangle X^i + \frac{n-3}{2} \partial^i Q \right) \right] a^{n-2} d^4 x \]
\[ = \int \left[ B^T \triangle X^i - C_0 Y_0 - B Y \right] a^{n-2} d^4 x, \quad (37) \]

where we defined

\[ B \equiv \partial B_i, \quad B^i \equiv \Pi^i_j B_j, \quad X \equiv \partial X_i, \quad X^i \equiv \Pi^i_j X_j, \]
\[ Y_0 \equiv X_0 - \frac{Q + \Sigma}{2 Ha}, \quad Y \equiv \partial Y_i + \frac{n-3}{2} Q, \quad C_0 \equiv -B_i \partial_0 \phi', \quad (38) \]

with the transverse projector

\[ \Pi_{ij} \equiv \delta_{ij} - \frac{\partial_i \partial_j}{\Delta}. \quad (39) \]

The expression for the gravitational action can be further simplified by using

\[ U \equiv \triangle \Sigma + \epsilon Ha Q', \quad V \equiv T - \frac{U}{(n - 1 - \epsilon) H^2 a^2}, \quad (40) \]
such that equation (35) reduces to

\[
S_G = \frac{1}{4} \int H^\mu P_\mu H_{\mu\nu} d^nx + \frac{1}{2} \int Q P_Q Q d^nx - \frac{1}{2} \int V^\mu P_\mu V_\nu d^nx
+ \frac{n-2}{4} \int \frac{a^\nu}{(n-1-\epsilon)H^2} U^2 d^nx - \frac{n-2}{4} \int (n-1-\epsilon)H^2 d^nx d^nx,
\]

(41)

where we defined the symmetric differential operators

\[
P_H \equiv a^{\nu-2} (\partial^\nu - (n-2)H a \partial_\nu),
\]

(42a)

\[
P_Q \equiv \frac{n-2}{2} a^{\nu-2} \epsilon (\partial^\nu - (n-2+2\delta)H a \partial_\nu),
\]

(42b)

\[
P_V \equiv a^{\nu-2} \Delta.
\]

(42c)

Next, let us assume that we know the propagators corresponding to the differential operators (42), which fulfill

\[
P_{\mu/0} G^{\mu}_{\mu/0}(x,x') = \delta^\mu(x-x'),
\]

(43)

and where the superscript F stands for ‘Feynman’. These can be written explicitly in time-ordered form:

\[
G^F_{\mu/0}(x,x') = \Theta(\eta - \eta')G^+_{\mu/0}(x,x') + \Theta(\eta' - \eta)G^+_{\mu/0}(x',x),
\]

(44)

where the superscript + denotes the Wightman function, and the corresponding retarded propagators are

\[
G^{\text{ret}}_{\mu/0}(x,x') \equiv G^F_{\mu/0}(x,x') - G^+_{\mu/0}(x',x) = \Theta(\eta - \eta') \left[ G^+_{\mu/0}(x,x') - G^+_{\mu/0}(x',x) \right].
\]

(45)

Since \(P_H\) and \(P_Q\) are hyperbolic operators, they have unique retarded Green’s functions with the proper support in the past light cone\(^5\). The situation is different for \(P_V\), which is an elliptic operator. In fact, since the only regular solution of \(\Delta f = 0\) (with vanishing boundary conditions at spatial infinity) is \(f = 0\), there is no Wightman function for \(P_V\), which would have to satisfy the homogeneous equation \(P_V G^{\text{ret}}_V(x,x') = 0\). One can of course invert \(P_V\) and obtain a ‘Feynman propagator’, which reads

\[
G^F(x,x') = a^{2-n} \Delta^{-1} \delta^n(x-x') = -a^{2-n} \delta(\eta - \eta') \frac{\Gamma \left( \frac{n-3}{2} \right)}{4\pi^{n-2} \left| x - x' \right|^n},
\]

(46)

where the second equality is valid for \(n \geq 4\). The corresponding ‘retarded propagator’, defined in analogy to the hyperbolic case (45), is equal to the ‘Feynman propagator’ since the Wightman function vanishes. It is clear from the explicit expression (46) that it does not have the proper support, since it does not vanish when \(x\) and \(x'\) are spacelike separated. We will see at the end of this section that the problem persists for the correlation functions of the metric and inflaton perturbation and the auxiliary field \(B_\mu\).

Since the gravitational action (41) is diagonal in field space, we can easily invert it to obtain the time-ordered correlation functions

\(^5\)Since the field operators commute for spacelike separations, we have \(G^+_{\mu/0}(x',x) = G^+_{\mu/0}(x,x')\) in this case and the term in brackets vanishes outside the light cone.
\[
-\frac{1}{\alpha} \langle TH_0(x)H_0(x') \rangle = 2 \Pi_{ij}(2 \Pi_{ij} - \frac{2}{n-2} \Pi_{ij}) G_H^F(x,x'),
\]

(47a)

\[
-\frac{1}{\alpha} \langle TV(x)V(x') \rangle = -\Pi_{ij} a^{2-n} \Delta^{-1} \delta^n(x-x'),
\]

(47b)

\[
-\frac{1}{\alpha} \langle TQ(x)Q(x') \rangle = G_Q^F(x,x'),
\]

(47c)

\[
-\frac{1}{\alpha} \langle TU(x)U(x') \rangle = \frac{2}{n-2} (n-1-\epsilon) H^2 a^{4-n} \delta^n(x-x'),
\]

(47d)

\[
-\frac{1}{\alpha} \langle TV(x)V(x') \rangle = \frac{2}{n-2} (n-1-\epsilon) H^2 a^{4-n} \delta^n(x-x'),
\]

(47e)

with all other correlators between these variables vanishing, and where the projectors ensure transversality (for \(H_0\) and \(V_0\)) and tracelessness (for \(H_0\)). The corresponding Wightman functions are given by the same expressions, replacing \(G^F \rightarrow G^+\) and \(\delta^n \rightarrow 0\), and the retarded correlation functions by replacing \(G^F \rightarrow G^{\text{ret}}\) (and leaving the \(\delta^n\) untouched). Since the Wightman and retarded correlation functions are always obtained in this way, in the following we will only give the expressions for the time-ordered correlation functions. Finding the propagators for the other variables is a bit more tricky since the gauge-fixing action (37) is not diagonal. To calculate the inverse, we use the following trick: assume an action of the form \(\int APB d^nx\), where \(A\) and \(B\) are fields and \(P\) a symmetric differential operator with propagator \(G^F\). We add the action \(\frac{2}{n-2} \int B^{\bar{P}} B d^nx\) and shift the fields to obtain

\[
\int APB d^nx + \frac{\alpha}{2} \int B^{\bar{P}} B d^nx = -\frac{1}{\alpha} \int APA d^nx + \frac{\alpha}{2} \int B^\bar{P} B d^nx
\]

(48)

with \(\bar{B} = B + \frac{1}{\alpha} A\). This can now be inverted to get

\[
-\frac{1}{\alpha} \langle TA(x)A(x') \rangle = -\alpha G^F(x,x'),
\]

(49a)

\[
-\frac{1}{\alpha} \langle TA(x)B(x') \rangle = -\frac{1}{\alpha} \langle TB(x)A(x') \rangle = 0,
\]

(49b)

\[
-\frac{1}{\alpha} \langle TB(x)B(x') \rangle = \frac{1}{\alpha} G^F(x,x'),
\]

(49c)

and undoing the shift we obtain

\[
-\frac{1}{\alpha} \langle TA(x)A(x') \rangle = -\alpha G^F(x,x'),
\]

(50a)

\[
-\frac{1}{\alpha} \langle TA(x)B(x') \rangle = -\frac{1}{\alpha} \langle TB(x)A(x') \rangle = G^F(x,x'),
\]

(50b)

\[
-\frac{1}{\alpha} \langle TB(x)B(x') \rangle = 0.
\]

(50c)

The original propagators are now obtained in the limit \(\alpha \rightarrow 0\), and we see that only the cross term between \(A\) and \(B\) is non-vanishing. It follows that

\[
-\frac{1}{\alpha} \langle TB^T(x)X_j^T(x') \rangle = -\frac{1}{\alpha} \langle TX_j^T(x)B^T(x') \rangle = a^{2-n} \Delta^{-1} \delta^n(x-x'),
\]

(51a)

\[
-\frac{1}{\alpha} \langle TC_0(x)Y_0(x') \rangle = -\frac{1}{\alpha} \langle T Y_0(x)C_0(x') \rangle = a^{2-n} \delta^n(x-x'),
\]

(51b)

\[
-\frac{1}{\alpha} \langle TB(x)Y(x') \rangle = -\frac{1}{\alpha} \langle TY(x)B(x') \rangle = a^{2-n} \delta^n(x-x'),
\]

(51c)
and all other correlators vanishing.

To obtain the correlation functions of the metric and inflaton perturbation and the auxiliary field, we have to express them in terms of the variables (38) (using also the decomposition (33)), which results in

\[
\begin{align*}
\phi^{(1)} & = -\phi' Y_0, \\
B_0 & = \frac{C_0}{a \phi'}, \\
B_i & = B_i^T + \frac{\partial_i B}{\Delta}.
\end{align*}
\]

Using the above correlation functions (47) and (51), we finally obtain

\[
\begin{align*}
-i \left\langle T \phi^{(1)}(x)\phi^{(1)}(x') \right\rangle & = -i \left\langle T \phi^{(1)}(x)h_{\mu\nu}(x') \right\rangle = 0, \\
-i \left\langle T h_{00}(x)h_{00}(x') \right\rangle & = \frac{1}{(Ha)(\eta)(Ha)(\eta')} \partial_\mu \partial_{\nu'} G^F_Q(x,x'), \\
-i \left\langle T h_{00}(x)h_{0k}(x') \right\rangle & = \frac{1}{(Ha)(\eta)(Ha)(\eta')} \partial_\mu \left[ \frac{n - 3 + \epsilon(\eta')}{2} \frac{\partial_{\nu'}}{\Delta} - \frac{1}{2(2Ha)(\eta')} \right] \partial_\nu G^F_Q(x,x') \\
& - \frac{a^2 - n}{(n - 2)Ha} \frac{\partial_{\nu'}}{\Delta} \delta^a(x - x'), \\
-i \left\langle T h_{00}(x)h_{kl}(x') \right\rangle & = -\Pi_{kl} \frac{1}{(Ha)(\eta)} \partial_\mu G^F_Q(x,x'), \\
-i \left\langle T h_{0k}(x)h_{0k}(x') \right\rangle & = -\partial_\nu \left[ \frac{n - 3 + \epsilon(\eta)}{2} \frac{\partial_\mu}{\Delta} - \frac{1}{2(2Ha)(\eta)} \right] \\
& \times \left[ \frac{n - 3 + \epsilon(\eta')}{2} \frac{\partial_{\nu'}}{\Delta} - \frac{1}{2(2Ha)(\eta')} \right] G^F_Q(x,x') \\
& - a^2 - n \left[ \delta_{\nu} - \frac{n - 3 + \epsilon}{2(n - 2)} \frac{\partial_{\nu}}{\Delta} \right] \Delta^{-1} \delta^a(x - x'), \\
-i \left\langle T h_{0k}(x)h_{kl}(x') \right\rangle & = \left[ \frac{n - 3 + \epsilon(\eta)}{2} \frac{\partial_\mu}{\Delta} - \frac{1}{2(2Ha)(\eta)} \right] \partial_\nu \Pi_{kl} G^F_Q(x,x'), \\
-i \left\langle T h_{ij}(x)h_{kl}(x') \right\rangle & = \left( 2\Pi_{ik}(\Pi_{jl} - \frac{2}{n - 2} \Pi_i \Pi_{jl} \right) G^F_H(x,x') + \Pi_{ij} \Pi_{kl} G^F_Q(x,x').
\end{align*}
\]

with the second projector

\[
\Pi_{ij} \equiv \delta_{ij} + (n - 3) \frac{\partial_i \partial_j}{\Delta}.
\]
and

\[-i \langle TB_0(x)\phi^{(1)}(x') \rangle = -a^{1-n}\delta^n(x-x'), \tag{55a}\]

\[-i \langle TB_0(x)h_{00}(x') \rangle = -\frac{2a^{1-n}}{\phi'} (\partial_\eta - Ha) \delta^n(x-x'), \tag{55b}\]

\[-i \langle TB_0(x)h_{0k}(x') \rangle = -\frac{a^{1-n}}{\phi'} \partial_k \delta^n(x-x'), \tag{55c}\]

\[-i \langle TB_0(x)h_{ij}(x') \rangle = -2Ha^{2-n} \frac{\delta_{ik} \partial_j}{\Delta} \delta^n(x-x'), \tag{55d}\]

\[-i \langle TB_1(x)\phi^{(1)}(x') \rangle = 0, \tag{55e}\]

\[-i \langle TB_1(x)h_{00}(x') \rangle = 0, \tag{55f}\]

\[-i \langle TB_1(x)h_{0k}(x') \rangle = -\delta_{ik}a^{2-n} \partial_\eta \Delta^{-1} \delta^n(x-x'), \tag{55g}\]

\[-i \langle TB_1(x)h_{ij}(x') \rangle = -2a^{2-n} \frac{\delta_{ik} \partial_j}{\Delta} \delta^n(x-x'). \tag{55h}\]

If we now form the corresponding retarded Green’s functions by subtracting the Wightman function from the Feynman function, we obtain results without the proper support (in the past light cone), as explained before. This can be seen very clearly for the auxiliary field, where we have for example

\[-i \langle B_1(x)h_{0k}(x') \rangle^{\text{ret}} = -\delta_{ik}a^{2-n} \partial_\eta \Delta^{-1} \delta^n(x-x'), \tag{56}\]

since the Wightman function in this case vanishes; and this expression does not vanish for spacelike separated \(x\) and \(x'\), as follows from the explicit form of \(\Delta^{-1} \delta^n(x-x')\) (46). One might think that since the auxiliary field only enforces the gauge condition (32), this does not represent a problem in the quantum theory, but the problem also appears for the correlator of the metric perturbations. Let us define

\[D_{H}^F(x,x') \equiv \Delta^{-1} \left[ \partial_\eta \partial_\eta \phi \phi'_{H}(x,x') - a^{2-n} \delta^n(x-x') \right], \tag{57a}\]

\[D_{Q}^F(x,x') \equiv \Delta^{-1} \left[ \partial_\eta \partial_\eta \phi \phi'_{Q}(x,x') - \frac{2a^{2-n}}{(n-2)\epsilon} \delta^n(x-x') \right], \tag{57b}\]

and the corresponding retarded Green’s functions by replacing \(G^F\) by \(G^\text{ret}\). It is shown in appendix B that those have the proper support (in the past light cone for the retarded Green’s functions), since the Dirac \(\delta\) is cancelled when the time derivatives act on the time-ordering \(\Theta\) functions. Replacing second mixed time derivatives by the above, we obtain for example

\[-i \langle h_{00}(x)h_{0k}(x') \rangle^{\text{ret}} = \frac{1}{(Ha)(\eta')} \left[ \frac{n-3+\epsilon(\eta')}{2} \partial_k D_{Q}^\text{ret}(x,x') - \frac{1}{2(Ha)(\eta')} \partial_k \partial_\eta D_{Q}^\text{ret}(x,x') \right] \]

\[+ \frac{n-3}{n-2} a^{1-n} \partial_k \delta^n(x-x'). \tag{58}\]
While the two terms in the first line have the proper support (and no extra terms involving a Dirac δ are generated from a single time derivative, as is also shown in appendix B), there is a \( \Delta^{-1} \delta^a(x - x') \) remaining, which does not vanish for spacelike separated \( x \) and \( x' \) (46).

3.2. A gauge for the hyperbolic condition

In this case, it is not possible to find variables to decouple the gauge-fixing and the gravitational action, and we have to work with the sum \( S = S_G + S_{Gr} \) from the outset. Using the decomposition (33), the sum of gravitational action (35) and gauge-fixing term (32) for \( D = \nabla^2 \) reads

\[
S = \frac{1}{2} \int B_0 \frac{\partial^2}{\partial t^2} (Q + \Sigma - 2HaX_0) \, \alpha^{reg} \, d^a x + \int B_i \left[ -V^i - (n - 2)HaV^i \right] \, \alpha^{reg} \, d^a x + S_G
\]

\[
= \frac{1}{4} \int H^a_{ij} P_{H} \partial_B Y_i \, d^a x - \frac{1}{2} \int W^a W_i \, d^a x + \int B_0 \delta^a \alpha^{reg} \, d^a x
\]

\[
+ \frac{1}{2} \int \left( B_0 Y_i \right) \Delta \left( \frac{P_{H} - P_{V}}{W_{0}} \right) \left( X_i \right) \, d^a x
\]

\[
+ \frac{n - 2}{4} \int (n - 1 - \epsilon) H^2 \, d^a x - \frac{n - 2}{4} \int (n - 1 - \epsilon) H^2 \, d^a x
\]

\[
+ \frac{1}{2} \int \left( \begin{array}{c} Q \\ C \end{array} \right) \left( \begin{array}{cc} P_{Q} & \frac{1}{2} \left( \frac{1}{2} P_{H} - \frac{1}{2} P_{V} \right) \\ 0 & -P_{V} \end{array} \right) \left( \begin{array}{c} Q \\ C \end{array} \right) \, d^a x, \tag{59}
\]

where we defined

\[
B_0 \equiv \partial^2 B_0, \quad B^T_0 \equiv \Pi_t B_0, \quad X_0 \equiv \partial^2 X_0, \quad X^T_0 \equiv \Pi_t X_0,
\]

\[
W_{0} \equiv V_{i} - \Delta^{-1} B_{0}^{T}, \quad Y_{i} \equiv \Delta^{-1} B_{0}^{T} + X_{i}^{T}, \quad Y_{0} \equiv X_{0} - \frac{Q + \Sigma}{2Ha}
\]

\[
Y \equiv X - \frac{\epsilon}{2} Q, \quad U \equiv \Delta \Sigma + \epsilon HaQ' - \frac{1}{n - 2} \left[ B + (n - 1 - \epsilon) Ha \Delta^{-1} B' \right],
\]

\[
V \equiv T - \frac{U}{(n - 1 - \epsilon) H^2 a^2} - \frac{\Delta^{-1} B'}{(n - 2)Ha}, \quad C \equiv \Delta^{-1} B,
\]

and a star denotes the adjoint operator, that is (since \( P_{H} \) is symmetric)

\[
\left( \frac{\epsilon}{2} P_{H} \right)^* f = P_{H} \left( \frac{\epsilon}{2} f \right). \tag{61}
\]

It is straightforward to check that

\[
\left( P_{H} - P_{V} \begin{array}{c} P_{V} \\ -P_{H} - P_{V} \end{array} \right) \left( G_{H}^{\epsilon} + G_{V}^{\epsilon} \begin{array}{c} G_{H}^{\epsilon} \\ -G_{H}^{\epsilon} + G_{V}^{\epsilon} \end{array} \right) (x, x') = \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) \delta^a(x - x'), \tag{62}
\]

where \( G_{V}^{\epsilon} \) is the solution to

\[
P_{H} G_{V}^{\epsilon}(x, x') = P_{V} G_{H}^{\epsilon}(x, x'). \tag{63}
\]

One also checks that
\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\delta^a(x - x') = \begin{pmatrix}
\frac{P_Q}{\pi^2} & \frac{1}{\pi^2}P_Q - zP_H \\
0 & \frac{1}{\pi^2}P_Q - \frac{1}{\pi^2}P_H + P_V + \frac{1}{\pi^2}P_V & 0 \\
0 & 0 & \frac{1}{\pi^2}P_H
\end{pmatrix} (x, x')
\]

and we obtain the correlation functions

\[ -i \langle TH_0(x)H_0(x') \rangle = \left( 2\Pi_{ij} \Pi_{ij} + \frac{2}{n - 2} \Pi_{ij} \Pi_{ij} \right) G^F_{ij}(x, x'), \]

\[ -i \langle TW_0(x)W_0(x') \rangle = -a^{2 - \eta} \Pi_{ij} \triangle^{-1} \delta^a(x - x'), \]

\[ -i \langle TY_i(x)Y_j(x') \rangle = \Pi_{ij} \triangle^{-1} \left( G^F_{ij}(x, x') + G^F_{ij}(x, x') \right), \]

\[ -i \langle TX_i^T(x)X_j^T(x') \rangle = \Pi_{ij} \triangle^{-1} \left( -G^F_{ij}(x, x') + G^F_{ij}(x, x') \right), \]

\[ -i \langle TU(x)U(x') \rangle = \frac{2}{n - 2} (n - 1 - \epsilon) H^2 a^{4 - \eta} \delta^a(x - x'), \]

\[ -i \langle TV(x)V(x') \rangle = -\frac{2}{n - 2} \frac{1}{n - 1 - \epsilon} H^2 a^{4 - \eta} \delta^a(x - x'), \]

\[ -i \langle TQ(x)Q(x') \rangle = \frac{1}{\phi^a} \delta^a(x - x'), \]

\[ -i \langle TQ(x)Y(x') \rangle = - \frac{\epsilon(q')}{2} G^F_{ij}(x, x') + \frac{1}{n - 2} G^F_{ij}(x, x'), \]

\[ -i \langle TC(x)Y(x') \rangle = - G^F_{ij}(x, x'), \]

\[ -i \langle TY(x)Y(x') \rangle = \frac{n - 1 - \epsilon(\eta) - \epsilon(q')}{{2(n - 2)}} G^F_{ij}(x, x') + \frac{\epsilon(\eta)\epsilon(q')}{4} G^F_{ij}(x, x') - G^F_{ij}(x, x'), \]

with all other correlators not related by the exchange of \(x\) and \(x'\) vanishing.

Reversing the definitions (60) (using the decomposition (33)), we obtain
\[ h_{00} = V + \frac{U}{(n-1-\epsilon)H^2 a^2} + \frac{Q'}{Ha} + \frac{C'}{n(n-2)Ha} + 2Y_0' + 2HaY_0, \]

\[ h_{0k} = W_k + Y'_k + \frac{\delta_k}{\Delta} \left[ \frac{U}{2Ha} + \epsilon \delta HaQ + \frac{n-1-\epsilon}{2(n-2)} C' + Y' \right] + \delta_k \left[ Y_0 + \frac{C + (n-2)Q}{2(n-2)Ha} \right], \]

\[ h_{ij} = H_{ij} + 2\tilde{\partial}_i X_{ij}^T + \frac{\delta_{ij}}{\Delta} \left[ 2Y + \epsilon Q \right] - \delta_{ij} (Q + 2HaY_0). \]

\[ \phi^{(1)} = -Y_0 \phi', \quad B_0 = B_0, \quad B_1 = \Delta Y_i - \Delta X_{ij}^T + \partial_i C. \quad (66) \]

and a long but straightforward calculation using the correlation functions (65) gives the correlators of the metric and inflaton perturbation and the auxiliary field. We can simplify the resulting expressions by using equation (57) to replace \( \partial_{x'} \partial_{y'} G_{i}^{E}(x', y') \) by \( D^{E}_{i} \) when it is necessary to cancel Dirac \( \delta \)'s, and using also

\[ D^{E}_{i}(x, x') \equiv \frac{\partial_{x'} \partial_{y'} G^{i}_{2}(x, x')} \Delta. \quad (67) \]

This leads to

\[ -i \left\langle T \phi^{(1)}(x) \phi^{(1)}(x') \right\rangle = -i \left\langle T \phi^{(1)}(x) h_{\mu
u}(x') \right\rangle = 0, \quad (68a) \]

\[ -i \left\langle T h_{00}(x) h_{00}(x') \right\rangle = \frac{1}{(Ha)(\eta)(Ha)(\eta')} \partial_{y'} \partial_{y'} G_{Q}^{E}(x, x'), \quad (68b) \]

\[ -i \left\langle T h_{00}(x) h_{0k}(x') \right\rangle = \frac{\epsilon', \eta'}{2(Ha)(\eta)} \partial_{k} D_{Q}^{E}(x, x') - \frac{1}{2(Ha)(\eta)(Ha)(\eta')} \partial_{y'} \partial_{y'} G_{Q}^{E}(x, x'), \quad (68c) \]

\[ -i \left\langle T h_{00}(x) h_{ij}(x') \right\rangle = -\delta_{ij} \frac{1}{(Ha)(\eta)} \partial_{y'} G_{Q}^{E}(x, x'), \quad (68d) \]

\[ -i \left\langle T h_{00}(x) h_{i}^{k}(x') \right\rangle = \Pi_{ik} \left[ D_{i}^{E}(x, x') + D_{k}^{E}(x, x') \right] + \frac{\delta_{ik}}{\Delta} \left[ \frac{n-1}{2(n-2)} D_{i}^{E}(x, x') \right. \]

\[ \left. + D_{k}^{E}(x, x') + \frac{\epsilon' (Ha)(\eta) \delta_{n} + \epsilon' (Ha)(\eta') \delta_{n} - \Delta}{4(Ha)(\eta)(Ha)(\eta')} G_{Q}^{E}(x, x') \right) \]

\[ \frac{- \epsilon' \eta' G_{Q}^{E}(x, x')}{4}, \quad (68e) \]

\[ -i \left\langle T h_{0k}(x) h_{i}(x') \right\rangle = -\frac{\delta_{ik} \delta_{k} \eta'}{\Delta} \partial_{y'} G_{Q}^{E}(x, x') \]

\[ -\delta_{ik} \frac{1}{n-2} \partial_{y} G_{Q}^{E}(x, x') - \left[ \frac{\epsilon'(\eta)}{2} \partial_{y} - \frac{\Delta}{2(Ha)(\eta)} \right] G_{Q}^{E}(x, x'), \quad (68f) \]

\[ -i \left\langle T h_{ij}(x) h_{k}(x') \right\rangle = \left( 2 \delta_{ij} \delta_{k} + \frac{2}{n-2} \delta_{ij} \delta_{k} \right) G_{iu}^{E}(x, x') + \delta_{ij} \delta_{k} G_{Q}^{E}(x, x') \]

\[ -4 \frac{\partial_{x'} \partial_{y'} G_{Q}^{E}(x, x')}{\Delta}, \quad (68g) \]
and
\[ -i \langle TB_0(x) \phi^{(1)}(x') \rangle = -a^{1-n} \delta^n(x - x'), \tag{69a} \]
\[ -i \langle TB_0(x) h_{00}(x') \rangle = -\frac{2}{\phi'} a^{1-n} (\partial_\eta - Ha) \delta^n(x - x'), \tag{69b} \]
\[ -i \langle TB_0(x) h_{0k}(x') \rangle = -\frac{a^{1-n}}{\phi'} \partial_k \delta^n(x - x'), \tag{69c} \]
\[ -i \langle TB_0(x) h_{kk}(x') \rangle = -2 \delta_{kl} \frac{Ha^2}{\phi'} \delta^n(x - x'), \tag{69d} \]
\[ -i \langle TB_i(x) \phi^{(1)}(x') \rangle = 0, \tag{69e} \]
\[ -i \langle TB_i(x) h_{00}(x') \rangle = 0, \tag{69f} \]
\[ -i \langle TB_i(x) h_{0k}(x') \rangle = \delta_{ik} \partial_\eta \delta^n(x - x'), \tag{69g} \]
\[ -i \langle TB_i(x) h_{kk}(x') \rangle = -2 \delta_{ik} \partial_k \delta^n(x - x'). \tag{69h} \]

This time, there are no terms proportional to $\Delta^{-1} \delta^n(x - x')$ remaining, and the only potentially problematic non-local operators are projection operators, or operators of the form $\partial_\delta \partial_\eta \Delta^{-1}$. It is shown in appendix B that these do not enlarge the support of retarded propagators, and also $D_2$ can be shown to have the proper support (again, see appendix B). Therefore, the corresponding retarded Green’s functions have the proper support for the hyperbolic gauge condition.

4. Propagators for constant $\epsilon$

For constant slow-roll parameter $\epsilon$, we can integrate the defining relations (3) to find explicit forms of the Hubble parameter and the scale factor. This results in
\[ \delta = 0, \quad H = Hoa^{-\epsilon}, \quad a = \left[-(1 - \epsilon)Ho\eta\right]^{-\frac{1}{2n}}, \tag{70} \]
and for $\epsilon \to 0$ we recover de Sitter space. A matter-dominated universe has $\epsilon_{\text{mat}} = (n - 1)/2$, while radiation domination is $\epsilon_{\text{rad}} = n/2$. The differential operator $P_Q$ (42) is just a constant multiple of $P_H$:
\[ P_Q = \frac{n - 2}{2} \epsilon P_H. \tag{71} \]

Therefore, the corresponding propagators are simply a constant multiple of each other:
\[ G_Q(x, x') = \frac{2}{(n - 2)\epsilon} G_H(x, x'). \tag{72} \]

Furthermore we calculate
\[ P_H \left( \eta \partial_\eta + \eta' \partial_{\eta'} - 2\mu \right) = (\eta \partial_\eta + \eta' \partial_{\eta'} + 1) P_H - 2P_V, \tag{73} \]
where the parameter $\mu$ is defined by
\[ \mu \equiv \frac{n - 1 - \epsilon}{2(1 - \epsilon)} , \quad \left( \mu_{\text{mat}} = - \frac{n - 1}{2(n - 3)} , \quad \mu_{\text{rad}} = - \frac{1}{2} \right) \]  
(74)

and it follows that (using that \( P_H G_H^{\mu}(x, x') = \delta^\mu(x - x') \))

\[ P_H (\eta \partial_\eta + \eta' \partial_{\eta'} - 2\mu) G_H^{\mu}(x, x') = -2P_V G_H^{\mu}(x, x') + (\eta \partial_\eta + \eta' \partial_{\eta'} + 1) \delta^\mu(x - x'). \]  
(75)

Since

\[ \eta' \partial_{\eta'} \delta(\eta - \eta') = - \partial_\eta [\eta' \delta(\eta - \eta')] = - \delta(\eta - \eta') - \eta \partial_\eta \delta(\eta - \eta'), \]  
(76)

the last term in equation (75) vanishes, and comparing with equation (63) we infer that

\[ G_2^{\mu}(x, x') = - \frac{1}{2} (\eta \partial_\eta + \eta' \partial_{\eta'} - 2\mu) G_H^{\mu}(x, x'). \]  
(77)

To determine \( G_H^{\mu}(x, x') \), we write the equation \( P_H G_H^{\mu}(x, x') = \delta^\mu(x - x') \) in the form

\[ \left[ \partial^2 + \frac{(n - 2)(n - 2\epsilon)}{4(1 - \epsilon)^2 \eta^2} \right] \left[ a(\eta) a(\eta') \right]^{\frac{1 - \nu}{\nu}} G_H^{\mu}(x, x') = \delta^\mu(x - x'). \]  
(78)

The propagator of a scalar of mass \( m \) in pure de Sitter space fulfils

\[ \left[ \partial^2 + \frac{(n - 2)nH_0^2 - 4m^2}{4H_0^2 \eta^2} \right] \left( \frac{1}{H_0^2 \eta} \right)^{\frac{1 - \nu}{\nu}} G^{\mu \text{dS}}(x, x') \right] = \delta^\mu(x - x'), \]  
(79)

and we thus have

\[ G_H^{\mu}(x, x') = \left[ H_0^2 \eta a(\eta) a(\eta') \right]^{\frac{1 - \nu}{\nu}} G^{\mu \text{dS}}(x, x') = \left[ a(\eta) a(\eta') \right]^{\frac{1 - \nu}{\nu}} G^{\mu \text{dS}}(x, x') \]  
(80)

with

\[ M^2 = -(n - 2)\epsilon \frac{2(n - 1) - n\epsilon}{4(1 - \epsilon)^2} H_0^2. \]  
(81)

We note that depending on the value of \( \epsilon \), this may not be positive, and we will see that \( M^2 < 0 \) leads to infrared (IR) divergences in the natural Bunch–Davies vacuum state.

In spatial Fourier space, the de Sitter Wightman function in this state is given by (see, e.g. [61])

\[ \tilde{G}^{\mu \text{dS}}_{\mu \nu}(\eta, \eta', \mathbf{p}) = -iH_0^{\nu - 2} (\eta \eta')^{\frac{1 - \nu}{\nu}} H_0^{(1)} (\mathbf{-p} \eta) H_0^{(2)} (\mathbf{-p} \eta'), \]  
(82)

where the parameter \( \nu \) is related to the mass according to

\[ \nu \equiv \sqrt{\frac{(n - 1)^2}{4} - \frac{m^2}{H_0^2}}. \]  
(83)

It follows from equations (80) and (70) that

\[ \tilde{G}_H^{\mu}(\eta, \eta', \mathbf{p}) = -i(1 - \epsilon)^{\frac{(n - 2)\epsilon}{2}} H_0^{\nu - 2} (\eta \eta')^{\nu} H_0^{(1)} (\mathbf{-p} \eta) H_0^{(2)} (\mathbf{-p} \eta'), \]  
(84)

where the parameter \( \mu \) is given by (74). For the function \( D_H^{\mu} \) (57), we obtain using Hankel function identities [62]
\[ \frac{\partial}{\partial q} G^\triangledown_{\mu
u}(\eta,\eta',p) = i(1 - \epsilon) \frac{(n-1)}{(\pi^{n-1}/4)(\eta\eta')^{\mu}} H_{n-1}^{(1)} (-|p\eta|) H^{(2)}_{\mu-1} (-|p|\eta') . \]  

To obtain explicit expressions in position space, we recall the integral [61]

\[ 2^{n-2}\pi^{2}\frac{\Gamma(\eta\eta')^{n-1}}{\Gamma(\eta)} \int H_{\nu}^{(1)} (-|p|\eta) H_{\nu}^{(2)} (-|p|\eta') e^{ipr} \frac{d^{n-1}p}{(2\pi)^{n-1}} \]

\[ = \frac{\Gamma\left(\frac{n+1}{2} + \nu\right)\Gamma\left(\frac{n+1}{2} - \nu\right)}{\Gamma\left(\frac{n}{2}\right)} 2F_1 \left[ n + 1, 1 - \nu + n - \frac{1}{2} ; 1 - \nu + n - \frac{1}{2} - i0 \operatorname{sgn}(\eta - \eta') \right] \]

with

\[ Z \equiv 1 - \frac{\eta^2 - (\eta - \eta')^2}{2\eta\eta'} , \]  

which is valid whenever the integrand does not diverge too strongly for small \(|p|\); in the case above, this means \(|\Re \nu| < (n-1)/2\). In single-field inflation, we have \(\epsilon > 0\) (2), and it is easy to see that \(\Re \nu > (n-1)/2\) (74) for all \(0 < \epsilon < 1\). Therefore, we can not use this integral for the Wightman function; one possibility is to cut it off for some small \(|p|\) [63, 64]. This is of course the well-known IR problem for massless fields in cosmological spacetimes [65, 66], and appears also for the Feynman propagator \(G^\triangledown_\mu\) (44). However, we are mostly interested in the retarded Green’s function \(G^\triangledown_\mu\) (45), which is independent of the quantum state, and where these state-dependent IR divergences cancel. Namely, in spatial Fourier space we have

\[ \tilde{G}^\triangledown_\mu(\eta,\eta',p) = \Theta(\eta - \eta') \left[ \tilde{G}^\triangledown_{\mu} (\eta',\eta',p) - \tilde{G}^\triangledown_{\mu} (\eta',\eta,p) \right] \]

\[ = -i \Theta(\eta - \eta') \left( 1 - \epsilon \right) \frac{(n-1)}{(\pi^{n-1}/4)(\eta\eta')^{\mu}} \]

\[ \times \left[ H_{\mu}^{(1)} (-|p|\eta) H_{\mu}^{(2)} (-|p|\eta') - H_{\mu}^{(1)} (-|p|\eta') H_{\mu}^{(2)} (-|p|\eta) \right] , \]  

which is regular as \(|p| \to 0\). We can therefore use the integral (86) to obtain

\[ G^\triangledown_\mu(x,x') = -i \Theta(\eta - \eta') \left( H(\eta)H(\eta') \right)^{\frac{n-1}{2}} \frac{\Gamma\left(\frac{n+1}{2} + \nu\right)\Gamma\left(\frac{n+1}{2} - \nu\right)}{(4\pi)^{\frac{n}{2}}} \]

\[ \times \left[ 2F_1 \left[ n - \frac{1}{2} + \mu, n - 1 - \nu; n - 1 - \mu, n - 1 + Z - \frac{1}{2} + i0 \operatorname{sgn}(\eta - \eta') \right] \right. \]

\[ - \left. 2F_1 \left[ n - \frac{1}{2} + \mu, n - 1 - \nu; n - 1 - \mu, n - 1 + Z - \frac{1}{2} + i0 \operatorname{sgn}(\eta - \eta') \right] \right] , \]  

the discontinuity of the hypergeometric function across its branch cut. An explicit expression for the discontinuity is calculated in appendix C, and the final result (C.19) strongly depends on the spacetime dimension \(n\). For \(n = 4\), we obtain after some simplifications

\[ G^\triangledown_\mu(x,x') = - \Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \]

\[ \times \left[ \frac{2 - \epsilon}{2(1 - \epsilon)^2} \Theta(Z - 1) 2F_1 \left[ 3 - \frac{2\epsilon}{1 - \epsilon}, 1 - \epsilon; 1 - \frac{Z}{2} \right] + \delta(Z - 1) \right] , \]  

which is of the general Hadamard form [67–70]. For \(D^\triangledown_{\mu}\), we obtain by the same procedure
\[ D^\text{ret}_{\text{H}}(x, x') = -\text{\small i} \Theta(\eta - \eta') [H(\eta)H(\eta')]^{1/2} \frac{\Gamma\left(\frac{n+1}{2}\right) \Gamma\left(\frac{n+1}{2} - \mu\right)}{(4\pi)^{3/2}} \times \begin{align*} &\begin{bmatrix} 2 \text{F}_{1} \left[ \frac{n-3}{2} + \mu, \frac{n+1}{2} - \mu; \frac{n+1}{2} - \frac{1}{2} + i0 \right] \\ - 2 \text{F}_{1} \left[ \frac{n-3}{2} + \mu, \frac{n+1}{2} - \mu; \frac{n+1}{2} - \frac{1}{2} - i0 \right] \end{bmatrix} \end{align*} \]

in the general case, and
\[ D^\text{ret}_{\text{H}}(x, x') = \Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \]
\[ \times \left[ \frac{\epsilon}{2(1-\epsilon)^2} \Theta(Z-1) \text{2F}_{1} \left( \frac{2-\epsilon}{1-\epsilon}, \frac{1-2\epsilon}{1-\epsilon}; \frac{1-Z}{2} \right) + \delta(Z-1) \right] \]

for \( n = 4 \).

In the matter-dominated case where \( \epsilon = 3/2 \) (for \( n = 4 \)), this simplifies further to
\[ G^\text{ret}_{\text{H}}(x, x') = -\Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \left[ \Theta(Z-1) + \delta(Z-1) \right], \quad (93a) \]
\[ D^\text{ret}_{\text{H}}(x, x') = \Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \left[ 3\Theta(Z-1)(Z-1) + \delta(Z-1) \right], \quad (93b) \]

and in the radiation-dominated case with \( \epsilon = 2 \), we obtain
\[ G^\text{ret}_{\text{H}}(x, x') = -\Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \delta(Z-1), \quad (94a) \]
\[ D^\text{ret}_{\text{H}}(x, x') = \Theta(\eta - \eta') \frac{H(\eta)H(\eta')}{4\pi} \left[ \Theta(Z-1) + \delta(Z-1) \right]. \quad (94b) \]

### 4.1. The elliptic condition

Expressing the propagators \( G_{\text{H}}^\text{G} \) (72) and \( G_{\text{K}}^\text{K} \) (77) in terms of \( G_{\text{H}}^\text{G} \), the correlation functions (53) simplify. From equation (70) it follows that \( Ha = \frac{3}{2} ([1 - \epsilon] \eta')^{-1} \), and we obtain
\[ -\text{i} \left\langle \mathcal{T} \phi^{(i)}(x)\phi^{(i)}(x') \right\rangle = -\text{i} \left\langle \mathcal{T} \phi^{(i)}(x)h_{\mu\nu}(x') \right\rangle = 0, \quad (95a) \]
\[ -\text{i} \left\langle \mathcal{T} h_{00}(x)h_{00}(x') \right\rangle = \frac{2(1-\epsilon)^2 n \eta \eta'}{(n-2)\epsilon} \partial_{\eta} \partial'_{\eta'} G_{\text{H}}^\text{G}(x, x'), \quad (95b) \]
\[ -\text{i} \left\langle \mathcal{T} h_{00}(x)h_{k\bar{k}}(x') \right\rangle = \frac{1-\epsilon}{(n-2)\epsilon} a^{n-2} \left[ (n-3+\epsilon) \frac{\partial_{\eta'}}{\partial_{\eta}} + (1-\epsilon) \eta' \right] \partial_{k} G_{\text{H}}^\text{G}(x, x') \]
\[ -\text{i} \left\langle \mathcal{T} h_{k\bar{k}}(x)h_{k\bar{k}}(x') \right\rangle = \frac{a^{n-2}}{(n-2)\epsilon} \partial_{k} \partial'_{k} \delta^{n}(x-x'), \quad (95c) \]
\[ -i \langle T h_{00}(x) h_{00}(x') \rangle = \frac{2(1 - \epsilon)}{(n - 2)\epsilon} \hat{\Pi}_{ij} \eta \partial_i \bar{G}^F_{00}(x, x'), \quad (95d) \]

\[ -i \langle T h_{00}(x) h_{0k}(x') \rangle = -\frac{1}{2(n - 2)\epsilon} \partial_k \left[ (n - 3 + \epsilon) \frac{\partial^0}{\Delta} + (1 - \epsilon) \eta \right] \times \left[ (n - 3 + \epsilon) \frac{\partial^0}{\Delta} + (1 - \epsilon) \eta \right] G^F_{0k}(x, x') \]

\[ -a^2 \delta_k \left[ \frac{n - 3 + \epsilon}{2(n - 2)\epsilon} \partial_k \right] \Delta^{-1} \delta^0(x - x'), \quad (95e) \]

\[ -i \langle T h_{00}(x) h_{0l}(x') \rangle = \frac{1}{(n - 2)\epsilon} \left[ (n - 3 + \epsilon) \frac{\partial_0}{\Delta} + (1 - \epsilon) \eta \right] \partial_0 \hat{\Pi}_{ij} G^F_{0l}(x, x'), \quad (95f) \]

\[ -i \langle T h_{00}(x) h_{lk}(x') \rangle = \left( 2 \Pi_{ik} \Pi_{lj} - \frac{2}{n - 2} \Pi_{k} \Pi_{lj} + \frac{2}{(n - 2)\epsilon} \hat{\Pi}_{ik} \hat{\Pi}_{lj} \right) G^F_{0l}(x, x'), \quad (95g) \]

where the projection operators \( \Pi_{ij} \) and \( \hat{\Pi}_{ij} \) are defined in equations (39) and (54), respectively. As we have seen previously, the inherent non-locality in this gauge is non-causal, namely the would-be ‘retarded’ Green’s function does not vanish for spacelike separated points. Therefore, this gauge condition is not very useful from a physical point of view, but for completeness we wanted to give the explicit form (95) of the correlation functions.

### 4.2. The hyperbolic condition

Again, expressing the propagators \( G^F_Q \) (72) and \( G^F_2 \) (77) in terms of \( G^F_{00} \), and also \( D^F_Q \) (57) and \( D^F_2 \) (67) by \( D^F_{00} \), the correlation functions (68) simplify. For \( D^F_2 \), the replacement is not trivial, but using the equation satisfied by \( G^F_{00} \) (43) we calculate

\[ \frac{D^F_2(x, x')}{(x' - x)^2} = -\frac{1}{2} (\eta \partial_0 + \eta' \partial_{0'}) - 2 \mu + 2 \right) D^F_{00}(x, x'), \quad (96a) \]

\[ (\eta \partial_0 + \eta' \partial_{0'}) G^F_{00}(x, x') = (\eta \partial_0 + \eta' \partial_{0'} - 4 \mu + 2 \right) D^F_{00}(x, x'). \quad (96b) \]

Using also the definition of \( \mu \) (74), we obtain

\[ -i \langle T \phi^{(1)}(x) \phi^{(1)}(x') \rangle = -i \langle T \phi^{(1)}(x) h_{\mu0}(x') \rangle = 0, \quad (97a) \]

\[ -i \langle T h_{00}(x) h_{00}(x') \rangle = \frac{2(1 - \epsilon)^2}{(n - 2)\epsilon} \eta \partial_0 \partial_{0'} G^F_{00}(x, x'), \quad (97b) \]

\[ -i \langle T h_{00}(x) h_{0k}(x') \rangle = -\frac{(1 - \epsilon)\eta}{(n - 2)\epsilon} \partial_k \left[ D^F_{00}(x, x') + \frac{1 - \epsilon}{\epsilon} \eta \partial_0 G^F_{00}(x, x') \right], \quad (97c) \]

\[ -i \langle T h_{00}(x) h_{0l}(x') \rangle = \frac{2(1 - \epsilon)}{(n - 2)\epsilon} \eta \partial_0 G^F_{00}(x, x'), \quad (97d) \]
\[ -i \langle T h_{\alpha} (x) h_{\beta} (x') \rangle = - \frac{1}{2} \left( \delta_{\alpha \beta} + \frac{1 - \epsilon \partial_{\alpha} \partial_{\beta}}{n - 2} \right) (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) D^F_{\alpha \beta} (x, x') \]
\[ \quad - \frac{(1 - \epsilon)^2}{2(n - 2)\epsilon} \eta' \partial_{\eta} \partial_{\beta} G^F_{\alpha \beta} (x, x'), \quad (97e) \]
\[ -i \langle T h_{\alpha} (x) h_{\beta} (x') \rangle = \delta_{\alpha \beta} \left[ \eta G^F_{\alpha \beta} (x, x') + \eta' D^F_{\alpha \beta} (x, x') \right] + \delta_{\alpha \beta} \frac{1 - \epsilon}{(n - 2)\epsilon} \eta \partial_{\eta} G^F_{\alpha \beta} (x, x'), \quad (97f) \]
\[ -i \langle T h_{\alpha} (x) h_{\beta} (x') \rangle = \left( 2\delta_{\alpha \beta} \partial_{\eta} + \frac{2(1 - \epsilon)}{(n - 2)\epsilon} \delta_{\alpha \beta} \partial_{\eta} \partial_{\beta} \right) G^F_{\alpha \beta} (x, x') \]
\[ \quad + 2 (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) \frac{\partial_{\eta} \partial_{\beta} \partial_{\eta}}{\Delta} G^F_{\alpha \beta} (x, x'). \quad (97g) \]

In contrast to the elliptic condition, here there are no inverse Laplacians left acting on Dirac \( \delta \) distributions, and as explained in appendix B the projection operators \( \partial_{\eta} \partial_{\beta} \Delta^{-1} \) do not increase the support of retarded Green’s functions. Therefore, as anticipated the non-locality in this gauge is causal, and no suspicious ‘action-at-a-distance’ results.

5. Propagators for slow-roll inflation

In the slow-roll approximation, we assume that \( \epsilon \ll 1 \) and \( |\delta| \ll 1 \), and only keep terms linear in the small parameters \( \epsilon \) and \( \delta \) (see, e.g. [49, 71]). From the defining relations (3) we see that \( \epsilon' = \mathcal{O} (\epsilon \delta) \), and can thus neglect \( \epsilon' \) except when it is multiplied by an inverse power of a small parameter. We assume that the same is true for \( \delta' \). Within this approximation, integrating the relations (3) we obtain
\[ \epsilon = \epsilon_0 a^2 \delta, \quad H = H_0 a^{-\epsilon}, \quad a = \left[ -(1 - \epsilon)H_0 \eta \right]^{-1/\epsilon}, \quad (98) \]
where \( \epsilon_0 \) and \( H_0 \) are constant, and in particular we have
\[ H_0 a = - \frac{1}{(1 - \epsilon)\eta} \quad (99) \]
as in the constant \( \epsilon \) case. In fact, since most relations are identical to the constant \( \epsilon \) case, we can restrict ourselves to the end results, only pointing out the essential differences. This approximation is only valid for some limited range of conformal times \( \eta \); expanding the expression (98) for \( \epsilon \) in powers of \( \delta \), we obtain
\[ \epsilon = \epsilon_0 \left[ 1 + 2\delta \ln a + 2\delta^2 \ln^2 a + \mathcal{O} (\delta^3) \right]. \quad (100) \]

In order to neglect the third and all higher-order terms, we must have \( |\delta \ln a| \ll 1 \), and similarly from the expansion of the expression for \( H \) we obtain the condition \( |\epsilon \ln a| \ll 1 \). That is, the approximation is valid for as long as the logarithm of the scale factor changes much less than \( N = 1/\max (|\delta|, \epsilon) \). In particular, the two times \( \eta \) and \( \eta' \) appearing in the propagator that we give in the rest of this section must not be more than \( N \) e-foldings apart for the given...
expressions to be valid. If this condition is satisfied, we can in fact assume \( \epsilon \) and \( \delta \) to be constant, see for example [71].

The first propagator \( G_{B}^{q}(x,x') \) is related to the de Sitter propagator of mass \( M \) in the same way as before (80), but the mass (81) is now expanded to first order in \( \epsilon \):

\[
M^{2} = -\frac{(n-1)(n-2)}{2} \epsilon H_{0}^{2}.
\]

(101)

It follows that the Wightman function is given (in Fourier space) by

\[
\tilde{G}_{0}^{+}(\eta,\eta',\mathbf{p}) = -i\frac{\pi}{4} [H(\eta)H(\eta')]^{-\frac{1}{2}} (\eta\eta')^{-\frac{1}{2}} H_{\mu}^{(1)} (-|\mathbf{p}|\eta) H_{\mu}^{(2)} (-|\mathbf{p}|\eta'),
\]

where the parameter \( \mu \) is

\[
\mu \equiv \frac{n}{2} + \frac{n-2}{2} \epsilon.
\]

(102)

(103)

which coincides with the linearisation of the constant \( \epsilon \) case (74). Using Hankel identity identities [62], we also obtain

\[
\tilde{D}_{0}^{+}(\eta,\eta',\mathbf{p}) = i\frac{\pi}{4} [H(\eta)H(\eta')]^{-\frac{1}{2}} (\eta\eta')^{-\frac{1}{2}} H_{\mu-1}^{(1)} (-|\mathbf{p}|\eta) H_{\mu-1}^{(2)} (-|\mathbf{p}|\eta'),
\]

for the function \( D_{0}^{+} \) (57), which is the linearisation of (85).

In the slow-roll approximation, equation (43) for the second propagator \( G_{Q}^{q}(x,x') \) can be cast in the form

\[
\frac{\partial^{2} + n(n-2) + 2(n-1)(n-2)\epsilon + 4(n-1)\delta}{4\eta^{2}} \times [a(\eta)a(\eta')]^{-\frac{1}{2}} \sqrt{\epsilon(\eta)\epsilon(\eta')}G_{Q}^{\epsilon}(x,x') = \delta^{\prime}(x-x').
\]

(105)

Comparing with equation (79) fulfilled by the de Sitter propagator we conclude that

\[
G_{Q}^{q}(x,x') = [\epsilon(\eta)\epsilon(\eta')]^{-\frac{1}{2}} \left[ [a^{-\epsilon}(1-\epsilon)](\eta)[a^{-\epsilon}(1-\epsilon)](\eta') \right]^{\frac{1}{2}} G_{M}^{dS}(x,x'),
\]

(106)

where the mass \( M \) is now given by

\[
M^{2} = -(n-1)\left(\frac{n-2}{2} \epsilon + \delta\right) H_{0}^{2},
\]

(107)

and it follows that

\[
\tilde{G}_{Q}^{+}(\eta,\eta',\mathbf{p}) = -i\frac{\pi}{4} \left[ [H(1-\epsilon)](\eta)[H(1-\epsilon)](\eta') \right]^{-\frac{1}{2}} (\eta\eta')^{-\frac{1}{2}} H_{\nu}^{(1)} (-|\mathbf{p}|\eta) H_{\nu}^{(2)} (-|\mathbf{p}|\eta'),
\]

where the parameter \( \nu \) reads

\[
\nu = \frac{n-1}{2} + \frac{n}{2} \epsilon + \delta.
\]

(108)

(109)

\footnote{If one is not interested in the coordinate-space expressions, but only in the results in Fourier space, the approximation can be improved by taking \( \epsilon \) and \( \delta \) constant but different for each mode, namely at horizon crossing where \( Hu = |p| \); see, e.g. [71]. The condition \(|\delta(\epsilon) ln a| \ll 1 \) is then unnecessary.}
Using Hankel function identities [62], we also calculate
\[
\tilde{D}^{	ext{ret}}_Q(\eta, \eta', \mu) = i \frac{\pi}{4} \frac{[H(1 - \epsilon)(\eta)H(1 - \epsilon)(\eta')]}{\sqrt{\epsilon(\eta)\epsilon(\eta')}} \frac{\Gamma\left(\frac{n-1}{2} + \nu\right) \Gamma\left(\frac{n+1}{2} - \nu\right)}{(4\pi)^n \Gamma\left(\frac{n}{2}\right)} H^{(1)}_{\nu}(-|\mu|) H^{(1)}_{\nu}(-|\mu|)
\]
(110)
for the function \(D^{	ext{ret}}_Q\) (57), and in the limit \(\delta \to 0\) where \(\nu \to \mu\), we recover the small \(\epsilon\) approximation to the result (85) of the constant \(\epsilon\) case, taking into account the relation (72) between \(G_0\) and \(G_{1\mu}\) in that case together with the definition (57).

For the retarded Green’s functions, it follows in the same way as for the constant \(\epsilon\) case that
\[
G^\text{ret}_Q(x, x') = i \Theta(\eta - \eta') \frac{[H(1 - \epsilon)(\eta)H(1 - \epsilon)(\eta')]}{\sqrt{\epsilon(\eta)\epsilon(\eta')}} \frac{\Gamma\left(\frac{n-3}{2} + \nu\right) \Gamma\left(\frac{n+1}{2} - \nu\right)}{(4\pi)^n \Gamma\left(\frac{n}{2}\right)} \times
\]
\[
\left[ 2F_1\left[ n - \frac{3}{2} + \nu, n + \frac{1}{2} - \nu; \frac{1}{2} + \frac{1}{2} + i0\right] - 2F_1\left[ n - \frac{3}{2} + \nu, n + \frac{1}{2} - \nu; \frac{1}{2} + \frac{1}{2} - i0\right] \right]
\]
(111)
and
\[
D^\text{ret}_Q(x, x') = -i \Theta(\eta - \eta') \frac{[H(1 - \epsilon)(\eta)H(1 - \epsilon)(\eta')]}{\sqrt{\epsilon(\eta)\epsilon(\eta')}} \frac{\Gamma\left(\frac{n-3}{2} + \nu\right) \Gamma\left(\frac{n+1}{2} - \nu\right)}{(4\pi)^n \Gamma\left(\frac{n}{2}\right)} \times
\]
\[
\left[ 2F_1\left[ n - \frac{3}{2} + \nu, n + \frac{1}{2} - \nu; \frac{1}{2} + \frac{1}{2} + i0\right] - 2F_1\left[ n - \frac{3}{2} + \nu, n + \frac{1}{2} - \nu; \frac{1}{2} + \frac{1}{2} - i0\right] \right],
\]
(112)
In \(n = 4\) dimensions, we can again use the result (C.19) to obtain
\[
G^\text{ret}_Q(x, x') = \Theta(\eta - \eta') \frac{[H(1 - \epsilon)(\eta)H(1 - \epsilon)(\eta')]}{4\pi \sqrt{\epsilon(\eta)\epsilon(\eta')}} \times
\]
\[
\left[ \Theta(Z - 1) \left[ 1 + (\epsilon + \delta) \frac{1 + 2Z}{1 + Z} + (\epsilon + \delta) \ln\left(\frac{1 + Z}{2}\right) \right] + \delta(Z - 1) \right]
\]
(113)
and
\[
D^\text{ret}_Q(x, x') = \Theta(\eta - \eta') \frac{[H(1 - \epsilon)(\eta)H(1 - \epsilon)(\eta')]}{4\pi \sqrt{\epsilon(\eta)\epsilon(\eta')}} \left[ (\epsilon + \delta) \frac{\Theta(Z - 1)}{1 + Z} + \delta(Z - 1) \right],
\]
(114)
working to first order in the slow-roll parameters \(\epsilon\) and \(\delta\) and using that
\[
2F_1(3 + \alpha, -\alpha; 2; x) = 1 + \alpha \left[ \frac{x}{2(x - 1)} + \ln(1 - x) \right] + \mathcal{O}(\alpha^2),
\]
(115)
which can be easily derived from the known series expansion of the hypergeometric function [62]. Again, they are of the general Hadamard form [67–70].

The other retarded Green’s function \(G^\text{ret}_{1\mu}(x, x')\) is given by the same expression (89) as in the constant \(\epsilon\) case, with the parameter \(\mu\) given by (103), and since the relation (73) is still valid to first order in slow-roll, we also have
\[ G_2^F(x, x') = \frac{1}{2} (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) G_4^F(x, x'), \] (116)

and the same for the Wightman function.

### 5.1. The elliptic condition

Similar to the constant \( \epsilon \) case, the would-be ‘retarded’ Green’s function does not vanish for spacelike separated points, and the non-locality in this gauge is non-causal. Furthermore, the expressions (53) do not simplify substantially by using the relation (99) and expanding to first order in the slow-roll parameters, and we thus refrain from writing the resulting correlators explicitly.

### 5.2. The hyperbolic condition

To simplify the expressions (68), we use the relation (99), the relation (116) to express \( G_2^F \) in terms of \( G_4^F \), and the relations (96) which are still valid to first order in slow-roll. This results in

\[ -i \langle T \phi^{(1)}(x) \phi^{(1)}(x') \rangle = -i \langle T \phi^{(1)}(x) h_{\mu\nu}(x') \rangle = 0, \] (117a)

\[ -i \langle T h_{00}(x) h_{00}(x') \rangle = (1 - 2\epsilon) \eta \eta' \partial_{\eta} \partial_{\eta'} G_4^F(x, x'), \] (117b)

\[ -i \langle T h_{00}(x) h_{0k}(x') \rangle = \frac{\epsilon}{2} \eta \partial_k D_0^F(x, x') - \frac{1}{2} (1 - 2\epsilon) \eta \eta' \partial_{\eta} \partial_{\eta'} G_4^F(x, x'), \] (117c)

\[ -i \langle T h_{00}(x) h_{0\ell}(x') \rangle = \delta_{\ell f} (1 - \epsilon) \eta \partial_{\eta} G_4^F(x, x'), \] (117d)

\[ -i \langle T h_{0k}(x) h_{0\ell}(x') \rangle = \frac{1}{2} \delta_{k\ell} (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) D_0^F(x, x') - \frac{n - 3}{2(n - 2)} \partial_k \partial_{\ell} D_0^F(x, x') - \frac{\partial_k \partial_{\ell} \epsilon \eta' \partial_{\eta} + \epsilon \eta \partial_{\eta'} + (1 - 2\epsilon) \eta \eta' \partial_{\eta} \partial_{\eta'}}{4} G_4^F(x, x'), \] (117e)

\[ -i \langle T h_{0k}(x) h_{\mu\ell}(x') \rangle = \frac{\delta_{ik} \partial_{\ell}}{\Delta} \eta \partial_{\eta} (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) G_4^F(x, x') - \delta_{i\ell} \partial_{\eta} \left[ \frac{1}{n - 2} \partial_{\eta} G_4^F(x, x') - \frac{1}{2} [\epsilon \partial_{\eta} + (1 - \epsilon) \eta \Delta] G_4^F(x, x') \right], \] (117f)

\[ -i \langle T h_{0k}(x) h_{\mu\ell}(x') \rangle = \left( 2 \delta_{i\ell} (\delta_{jk} - \frac{2}{n - 2} \delta_{j\ell} \delta_{k0}) G_4^F(x, x') + \delta_{j\ell} \delta_{k0} G_4^F(x, x') \right) + 2 \frac{\partial_{\ell} \partial_{\mu} (\delta_{kj})}{\Delta} (\eta \partial_{\eta} + \eta' \partial_{\eta'} - 2\mu) G_4^F(x, x'). \] (117g)

As before, the corresponding retarded Green’s functions have a proper support in the past light cone. Moreover, one can check that the above expressions agree with the small-\( \epsilon \) expansion of the previous result (97) for constant \( \epsilon \).
6. Discussion

We have shown how to construct gauge-invariant observables by defining an invariant coordinate system to all orders in perturbation theory around cosmological background spacetimes, given by equations (9) and (20). As with other proposals, these observables are non-local beyond linear order. However, an improvement with respect to a similar proposal by Brunetti et al [40] (given by equations (6) and (18)) is that the non-locality is causal, i.e. the observables at a point $x$ only depend on the metric and inflaton perturbations in the past light cone of $x$. Therefore, our observables do not suffer from any unphysical ‘action-at-a-distance’, and one can apply the rigorous algebraic approach to quantum field theory in curved spacetime [29, 50–57].

Unfortunately, the perturbative expansion of these observables quickly becomes unwieldy. Nevertheless, since the observables are explicitly gauge-invariant one can of course calculate their correlation functions in a suitable gauge, which in this case should be adapted to the invariant coordinate system. Namely, the gauge is chosen such that the first-order coordinate corrections (7) and (21) vanish, which greatly simplifies the perturbative expansion. We have determined the propagators for the metric and inflaton perturbations in this gauge (and also for the proposal by Brunetti et al), which are given by equations (68) and (69) (and by (53) and (55) for the Brunetti et al proposal) for a general cosmological spacetime. These propagators depend on three scalar propagators, whose explicit form depends on the concrete background spacetime. We have also determined these scalar propagators in the two cases most relevant for early universe cosmology:

- Constant slow-roll parameter $\epsilon$, which covers matter- and radiation-dominated eras. The resulting metric and inflaton propagators are (97) for our observables, and (95) for the Brunetti et al proposal.
- Slow-roll inflation, where the metric and inflaton propagators are given by (117).

With the explicit propagators at hand, calculations of invariant quantum corrections to cosmological observables is now straightforward. One important observable is the local expansion rate, which can be obtained as the divergence of the normalised gradient of the inflaton 

$$H \equiv \frac{\nabla^\mu u_\mu}{n-1}, \quad u_\mu \equiv \frac{\nabla_\mu \phi}{\sqrt{-\nabla^\nu \phi \nabla_\nu \phi}}.$$  

(118)

Perturbing the metric and inflaton according to equation (5), we obtain

$$\tilde{H} \equiv \frac{\tilde{\nabla}^\mu \tilde{u}_\mu}{n-1} = H + \kappa H^{(1)} + \kappa^2 H^{(2)} + \ldots,$$  

(119)

where the first-order correction $H^{(1)}$ reads (in accordance with [47, 48])

$$H^{(1)} = -\frac{\Delta \phi^{(1)}}{(n-1)\alpha \phi} + \frac{H}{2} \frac{1}{h_{00}} + \frac{1}{2(n-1)\alpha} \left( \partial_{\eta} h_{ik}^2 - 2\partial^k h_{0k} \right).$$  

(120)

The corresponding invariant observable $\mathcal{H} = H + \kappa H^{(1)} + \kappa^2 H^{(2)} + \ldots$ is constructed according to (23), and to first order we obtain [using the expansion of the invariant coordinates (7)]

$$\mathcal{H}^{(1)} = H^{(1)} - \tilde{X}^{(1)} \partial_\mu H = H^{(1)} + \frac{cH^2 a}{\phi'} \phi^{(1)}.$$  

(121)
This observable measures the local expansion rate as seen by observers co-moving with the coordinate system \( \tilde{X}^{(\mu)} \), in particular (since \( \tilde{X}^{(0)} = \eta(\tilde{\phi}) \) (6)) co-moving with the inflaton. As we have seen, the coordinate system \( \tilde{X}^{(\mu)} \) involves non-causal non-localities, and one should thus use the coordinate system \( \tilde{Y}^{(\mu)} \) instead, but since \( \tilde{Y}^{(0)} = \tilde{X}^{(0)} \) (9), the difference only shows up at second and higher order. Since \( \mathcal{H} \) is invariant, one can use any gauge to calculate its expectation value. However, in the gauge that we have determined in this work where the propagator is given by (68), the first-order coordinate corrections \( \tilde{\mathcal{Y}}^{(1)} \) vanish, and we have

\[
\mathcal{H}^{(1)}_{\text{our gauge}} = H^{(1)}, \quad \mathcal{H}^{(2)}_{\text{our gauge}} = H^{(2)} - \tilde{Y}^{(\mu)} \partial_{\mu} H = H^{(2)} - \kappa^2 \left( \frac{(1 - \epsilon + \delta) H}{4(n - 2)} \right) \left( \phi^{(1)} \right)^2.
\]

Moreover, since the gauge condition enforces \( \phi^{(1)} = 0 \), the last term vanishes and we have even \( \mathcal{H}^{(2)}_{\text{our gauge}} = H^{(2)} \). This obviously simplifies the calculations, compared to the general result for the second-order correction

\[
\mathcal{H}^{(2)} = H^{(2)} - \tilde{Y}^{(\mu)}_{(1)} \partial_{\mu} H^{(1)} - \left[ \tilde{Y}^{(\mu)}_{(2)} - \tilde{Y}^{(\nu)}_{(1)} \partial_{\nu} \tilde{Y}^{(\mu)}_{(1)} \right] \partial_{\mu} H + \frac{1}{2} \tilde{Y}^{(\mu)}_{(1)} \tilde{Y}^{(\nu)}_{(1)} \partial_{\mu} \partial_{\nu} H.
\]

A one-loop calculation of the expectation value of a similar quantity in a de Sitter background has been completed recently [48], and we hope to be able to report on the result for the invariant expansion rate \( \mathcal{H} \) soon.
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Appendix A. Metric expansions

Writing a general metric \( \tilde{g}_{\mu\nu} \) as background \( g_{\mu\nu} \) plus perturbation \( h_{\mu\nu} \), we obtain to first order in the perturbation

\[
\tilde{g}_{\mu\nu} = g_{\mu\nu} + \kappa h_{\mu\nu},
\]

\[
\tilde{g}^{\mu\nu} = g^{\mu\nu} - \kappa h^{\mu\nu} + \mathcal{O} (\kappa^2),
\]

\[
\sqrt{-\tilde{g}} = \sqrt{-g} \left( 1 + \frac{1}{2} \kappa h \right) + \mathcal{O} (\kappa^2),
\]

\[
\tilde{\Gamma}_{\beta\gamma}^{\alpha} = \Gamma_{\beta\gamma}^{\alpha} + \frac{1}{2} \kappa \left( \nabla_{\beta} h_{\gamma}^{\alpha} + \nabla_{\gamma} h_{\beta}^{\alpha} - \nabla_{\alpha} h_{\beta\gamma} \right) + \mathcal{O} (\kappa^2),
\]

(122)

(123)
\[ \tilde{R}_{\alpha\beta}=R_{\alpha\beta}+\frac{1}{2}\kappa\left(\nabla_\gamma\nabla_{[\beta}h_{\alpha\delta]}-\nabla_\delta\nabla_{[\beta}h_{\alpha\gamma]}+\nabla_\alpha\nabla_{[\beta}h_{\gamma\delta]}-\nabla_\beta\nabla_{[\gamma}h_{\alpha\delta]}\right) \]
\[ -\frac{1}{2}\kappa\left(R_{\alpha\beta\gamma\delta}h_{\alpha\beta}^\mu+h_{\alpha\beta}\nabla_{[\gamma}h_{\delta]}^\mu\right)+O\left(\kappa^2\right), \quad (A.1e) \]

\[ \tilde{R}_{\alpha\beta}=R_{\alpha\beta}+\kappa\nabla^\delta\nabla_{(\alpha}h_{\beta)\delta}-\frac{1}{2}\kappa\nabla^2h_{\alpha\beta}-\frac{1}{2}\kappa\nabla_\alpha\nabla_\beta h+O\left(\kappa^2\right), \quad (A.1f) \]

\[ \tilde{R}=R-\kappa h^{\alpha\beta}R_{\alpha\beta}+\kappa\nabla^\alpha\nabla^\beta h_{\alpha\beta}-\kappa\nabla^2 h+O\left(\kappa^2\right). \quad (A.1g) \]

Higher orders can then be obtained by repeating the expansion, i.e.

\[ F[g]=F[g]+\kappa\int\left[\frac{\delta F[g]}{\delta g_{\mu\nu}(x)}\right]h_{\mu\nu}(x)\sqrt{-g}\,d^nx \]
\[ +\frac{1}{2}\kappa^2\int\left[\frac{\delta F[g]}{\delta g_{\mu\nu}(x)\delta g_{\rho\sigma}(y)}\right]h_{\mu\rho}(x)h_{\nu\sigma}(y)\sqrt{-g}\,d^nxd^n y+O\left(\kappa^3\right), \quad (A.2) \]

and the second functional derivative is calculated by setting \( g=\tilde{g} \) after performing the first one, etc.

**Appendix B. Some formulæ for propagators and their support**

We determine some identities for the retarded Green’s functions \( G_{\text{ret}}^{\text{H/Q/2}} \) (45). The first two fulfil the differential equation

\[ P_H G_{\text{ret}}^{\text{H/Q}}(x,x')=\delta^0(x-x'), \quad (B.1) \]

where the differential operators \( P_H \) are defined in equation (42), while \( G_{\text{ret}}^{\text{H}} \) is a solution of (63)

\[ P_H G_{\text{ret}}^{\text{H}}(x,x')=P_V G_{\text{ret}}^{\text{V}}(x,x'), \quad (B.2) \]

given by

\[ G_{\text{ret}}^{\text{V}}(x,x')=\int G_{\text{ret}}^{\text{V}}(x,y)P_V(y)G_{\text{ret}}^{\text{V}}(y,x')\,d^n y. \quad (B.3) \]

Defining the commutator

\[ \Delta(x,x')\equiv G^+(x,x')-G^+(x',x)=-\Delta(x',x), \quad (B.4) \]

we can write \( G_{\text{ret}}^{\text{V}}(x,x')=\Theta(\eta-\eta')\Delta(x,x'). \) Integrating equation (B.1) (with the differential operators acting at \( x' \)) over \( \eta' \) from \( \eta-\tau \) to \( \eta+\tau \) and taking the limit \( \tau \to 0 \), we obtain

\[ \delta^{n-1}(x-x')=\lim_{\tau\to0}\int_{\eta-\tau}^{\eta+\tau}[\delta^{n-2}(\eta')\Delta G_{\text{ret}}^{\text{H}}(x,x')-\partial_{\eta'}(\delta^{n-2}(\eta')\partial_{\eta'}G_{\text{ret}}^{\text{H}}(x,x'))]d\eta' \]
\[ =-\lim_{\tau\to0}[\delta^{n-2}(\eta')\partial_{\eta'}G_{\text{ret}}^{\text{H}}(x,x')]_{\eta-\tau}^{\eta+\tau} \]
\[ =\delta^{n-2}(\eta)\lim_{\tau\to0}[\partial_{\eta'}(\delta^{n-2}(\eta')\Delta G_{\text{ret}}^{\text{H}}(x,x'))]_{\eta-\tau}^{\eta+\tau} \]
\[ =\delta^{n-2}(\eta)\lim_{\tau\to0}[\partial_{\eta'}\Delta G_{\text{ret}}^{\text{H}}(x,x')]_{\eta'=\eta-\tau} \]
\[ =a^n(\eta)\partial_{\eta'}\Delta G_{\text{ret}}^{\text{H}}(x,x')_{\eta'=\eta}, \quad (B.5) \]
because \( G^{\text{ret}}(x, x') \) vanishes for \( \eta' = \eta + \tau > \eta \), and \( \Delta(x, x') \) is antisymmetric \((B.4)\). In the same way, we obtain

\[
\partial_{\eta'} \Delta_H(x, x') \bigg|_{\eta' = \eta} = -a^{2-n}(\eta) \delta^{n-1}(x - x'),
\]

\( \partial_{\eta'} \Delta_Q(x, x') \bigg|_{\eta' = \eta} = - \partial_{\eta} \Delta_Q(x, x') \bigg|_{\eta' = \eta} = \frac{2a^{2-n}(\eta)}{(n-2)\epsilon(\eta)} \delta^{n-1}(x - x'). \)

To obtain an expression for the combinations \( D^*_H/Q \) \((57)\), we calculate

\[
\partial_{\eta} \partial_{\eta'} G^{\text{ret}}_H(x, x') = \partial_{\eta} \left[ -\delta(\eta - \eta') \Delta_H(x, x') + \Theta(\eta - \eta') \partial_{\eta'} \Delta_H(x, x') \right]
\]

\[
= \delta(\eta - \eta') \partial_{\eta'} \Delta_H(x, x') + \Theta(\eta - \eta') \partial_{\eta} \partial_{\eta'} \Delta_H(x, x')
\]

\[
= a^{2-n} \delta^{n}(x - x') + \Theta(\eta - \eta') \partial_{\eta} \partial_{\eta'} \Delta_H(x, x'),
\]

and therefore

\[
D^*_H(x, x') = \Theta(\eta - \eta') \frac{\partial_{\eta} \partial_{\eta'}}{\Delta} \Delta_H(x, x').
\]

In the same way, it follows that

\[
D^*_Q(x, x') = \Theta(\eta - \eta') \frac{\partial_{\eta} \partial_{\eta'}}{\Delta} \Delta_Q(x, x').
\]

For a single time derivative, we calculate in general

\[
\partial_{\eta} G^{\text{ret}}(x, x') = \delta(\eta - \eta') \Delta(x, x') + \Theta(\eta - \eta') \partial_{\eta} \Delta(x, x') = \Theta(\eta - \eta') \partial_{\eta} \Delta(x, x'),
\]

such that such terms do not generate Dirac \( \delta \)'s. Lastly, we calculate for the retarded combination \( D^*_2 \) \((67)\)

\[
D^*_2(x, x') = \frac{\partial_{\eta} \partial_{\eta'}}{\Delta} G^*_H(x, x') = \frac{1}{\Delta} \int \partial_{\eta} G^*_H(x, y) P_V(y) \partial_{\eta'} G^*_H(y, x') \, d^n y
\]

\[
= \frac{1}{\Delta} \int \Theta(\eta - y^0) \partial_{\eta} \Delta_H(x, y) P_V(y) \left[ \Theta(y^0 - \eta') \partial_{\eta'} \Delta_H(y, x') \right] \, d^n y
\]

using the solution \((B.3)\), and since \( P_V = a^{n-2} \Delta \) \((42)\), no extra Dirac \( \delta \)'s are generated in this case as well.

Going to (spatial) Fourier space, one then can check in each case that the time derivatives generate each an extra factor of \( |p| \), which cancel the factor \( |p|^{-2} \) coming from the inverse Laplacian. The same is true for the projection operators \( \partial_i \partial_j \Delta^{-1} \), and thus the small-\( p \) behaviour of the retarded Green’s functions in Fourier space is unchanged. The problematic IR divergences for the two-point function, which arise from the small-\( p \) behaviour and lead to terms which are supported on equal-time hypersurfaces, are state-dependent and cancel out in the retarded Green’s functions. Since the small-\( p \) behaviour is unchanged when acting with time derivatives over inverse Laplacians and projection operators, no new such terms are generated, and the retarded Green’s functions keep their proper support inside the past light cone. This can also be verified explicitly, by acting with the inverse Laplacians on the Fourier-transformed retarded Green’s function and verifying that the small-\( p \) divergences cancel and the integral \((86)\) can be used, see for example equation \((85)\).
Appendix C. Hypergeometric function across the branch cut

We use the Euler integral formula [62] for the Gauß hypergeometric function

\[ 2F1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-zt)^{-a} \, dt, \]  

(C.1)

valid for \( \Re c > \Re b > 0 \) and all complex \( z \notin [1, \infty) \). The standard result for the discontinuity of \( 2F1 \) across the branch cut, which we denote by

\[ \Delta 2F1(a, b; c; z) = 2F1(a, b; c; z + i0) - 2F1(a, b; c; z - i0), \]  

(C.2)

proceeds as follows: assume that \( z > 1 \). Since

\[ (1-zt)^{-a} = \exp[-a(\ln|1-zt| + i \arg(1-zt))], \]  

(C.3)

and for \( x \in \mathbb{R} \)

\[ \arg(x + i0) = \pi \Theta(-x), \quad \arg(x - i0) = -\pi \Theta(-x), \]  

(C.4)

we have for all \( t > 0 \)

\[ \Delta(1-zt)^{-a} = [1-(z+i0)t]^{-a} - [1-(z-i0)t]^{-a} = |1-zt|^{-a} \Theta(t-1) 2i \sin(a\pi) \]  

(C.5)

and thus

\[ \Delta 2F1(a, b; c; z) = \frac{2i \sin(a\pi)\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(zt-1)^{a} \, dt. \]  

(C.6)

We now perform a change of variables

\[ t = \frac{1}{z} + \frac{z-1}{z} s, \]  

(C.7)

to obtain

\[ \Delta 2F1(a, b; c; z) = \frac{2i \sin(a\pi)\Gamma(c)}{\Gamma(b)\Gamma(c-b)} (z-1)^{c-b-a} z^{1-c} \int_0^1 s^{-a}(1-s)^{c-b-1}[1 + (z-1)s]^{b-1} \, ds \]

\[ = \frac{2i \sin(a\pi)[\Gamma(1-a)+\Gamma(c)]}{\Gamma(b)\Gamma(c-b-a+1)} (z-1)^{c-b-a} z^{1-c} \]

\[ \times 2F1(1-b, 1-a; c-b-a+1; 1-z) \]

\[ = \frac{2i \pi \Gamma(c)(z-1)^{c-b-a}z^{1-c}}{\Gamma(a)\Gamma(b)\Gamma(c-b-a+1)} 2F1(1-b, 1-a; c-b-a+1; 1-z), \]  

(C.8)

where in the second step we used the integral representation again, and the third step follows from the \( \Gamma \) reflection identity. To bring this into the usual form, we use the Euler transformation [62] (which follows from applying the Pfaff transformation twice, which in turn is obtained by changing \( t \to (1-t) \) in the integral representation) and get

\[ \Delta 2F1(a, b; c; z) = \frac{2i \pi \Gamma(c)(z-1)^{c-b-a}}{\Gamma(a)\Gamma(b)\Gamma(c-b-a+1)} 2F1(1-b, 1-a; c-b-a+1; 1-z). \]  

(C.9)

However, this derivation is obviously problematic when \( z = 1 \) and \( \Re(c-a-b) \leq -1 \), which happens for large enough \( \Re a \) even if \( \Re(c-b) > 0 \). In this case, the integral representation has a non-integrable singularity at \( z = 1 \), and from the Euler transformation we
know that the hypergeometric function then diverges as \((1 - z)^{c-a-b}\). To cover this case, we use the integral representation for the transformed hypergeometric function:

\[
\begin{align*}
2F_1(a, b; c; z) &= (1 - z)^{c-a-b} 2F_1(c - a, c - b; c; z) \\
&= (1 - z)^{c-a-b} \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{c-b-1}(1 - t)^{b-1}(1 - z)^{a-c} \, dt.
\end{align*}
\]

We can now calculate the discontinuity by first subtracting sufficiently many terms of the Taylor expansion of \((1 - z)^{a-c}\) around \(z = 1\), and treat those terms separately. The separate terms will give a discontinuity only if \(c - a - b \in \mathbb{Z}\), and for the moment let us treat the case \(c - a - b = -1\) (and \(\Re a > 1\), \(\Re b > 0\)). Then

\[
\begin{align*}
2F_1(a, b; a + b - 1; z) &= (1 - z)^{-1} \frac{\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a - 1)} \int_0^1 t^{a-b-2} \left( \frac{1 - t}{1 - z} \right)^{b-1} \, dt \\
&= (1 - z)^{-1} \frac{\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a - 1)} \int_0^1 t^{a-b-2} \left[ \left( \frac{1 - t}{1 - z} \right)^{b-1} - 1 \right] \, dt + (1 - z)^{-1} \frac{\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a)}.
\end{align*}
\]

We now recall the formulæ

\[
\ln(x + i0) = \ln|x| + i\pi\Theta(-x), \quad \frac{1}{x + i0} = \mathcal{P} \frac{1}{x} - i\pi\delta(x),
\]

from which it follows by repeated differentiation that

\[
\frac{1}{(x + i0)^k} - \frac{1}{(x - i0)^k} = \frac{(-1)^k}{(k - 1)!} 2i\pi\delta^{(k-1)}(x).
\]

We furthermore calculate for \(z > 1\)

\[
\Delta \left[ (1 - z)^{-1} \left( \frac{1 - t}{1 - z} \right)^{b-1} - 1 \right] = \Theta(z - 1)|z - 1|^{-1}(1 - t)^{b-1}(zt - 1)^{1-b} 2i\sin(b\pi)
\]

and thus

\[
\Delta 2F_1(a, b; a + b - 1; z) = \frac{2i\sin(b\pi)\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a - 1)(z - 1)} \Theta(z - 1) \int_0^1 t^{a-b-2}((1 - t)(zt - 1)^{1-b} \, dt \\
+ 2i\pi\delta(1 - z) \frac{\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a)} \\
= - \frac{2i\pi\Gamma(a + b - 1)}{\Gamma(b - 1)\Gamma(a - 1)} \Theta(z - 1) z^{2-a-b} 2F_1(2 - a, 2 - b; 2; 1 - z) \\
+ 2i\pi\delta(1 - z) \frac{\Gamma(a + b - 1)}{\Gamma(b)\Gamma(a)}.
\]

using the same variable change \(t = [1 + (z - 1)s]/z\) as before. We can use again the Euler transformation to bring it into a nicer form, which is
\[ \Delta_{2F1}(a, b; a + b - 1; z) = -\frac{2\pi i \Gamma(a + b - 1)}{\Gamma(a - 1)\Gamma(b - 1)} \times \left[ \Theta(z - 1) 2F1(a, b; 2; 1 - z) - \frac{\delta(1 - z)}{(a - 1)(b - 1)} \right]. \]  

(C.16)

Note that the first term is the limit of the general result as \( c \to a + b - 1 \), but the usual treatment misses the \( \delta \) term.

For \( c - a - b = -k \) with \( k \in \mathbb{N} \) we can thus just calculate the singular terms, and take the regular one from the previous result. We have

\[ 2F1(a, b; a + b - k; z) = (1 - z)^{-k} \frac{\Gamma(a + b - k)}{\Gamma(b)\Gamma(a - k)} \int_0^1 t^{a-k-1}(1-t)^{b-1}(1-z)^{-b+k} \, dt \]

\[ = (1 - z)^{-k} \frac{\Gamma(a + b - k)}{\Gamma(b)\Gamma(a - k)} \sum_{\ell=0}^{k-1} \frac{\Gamma(b - k + \ell)}{\Gamma(b - k)\ell!} (z - 1)^\ell \int_0^1 t^{a-k-1+\ell}(1-t)^{b-1-\ell} \, dt + \text{reg.}, \]

where ‘reg.’ means terms whose discontinuity is regular as \( z \to 1 \). The integral can be done and we obtain

\[ \Delta_{2F1}(a, b; a + b - k; z) = \frac{\Gamma(a + b - k)}{\Gamma(a)\Gamma(b)} \sum_{\ell=0}^{k-1} \frac{\Gamma(a - k + \ell)\Gamma(b - k + \ell)}{\Gamma(a - k)\Gamma(b - k)\ell!} (-1)^\ell 2\pi i \delta(k-1-\ell)(z - 1) \]

\[ + \lim_{\ell \to k} \frac{2\pi i \Gamma(a + b - \ell)}{\Gamma(a)\Gamma(b)\Gamma(1 - \ell)} \Theta(z - 1)(z - 1)^{-\ell} 2F1(b - \ell, a - \ell; 1 - \ell; 1 - z), \]

(C.18)

and using hypergeometric identities [62] to evaluate the limit we obtain finally

\[ \Delta_{2F1}(a, b; a + b - k; z) = (-1)^k \frac{2\pi i \Gamma(a + b - k)}{\Gamma(a - k)\Gamma(b - k)k!} \]

\[ \times \left[ \Theta(z - 1) 2F1(a, b; k + 1; 1 - z) - \sum_{\ell=0}^{k-1} \frac{\Gamma(a - 1 - \ell)\Gamma(b - 1 - \ell)k!}{\Gamma(a)\Gamma(b)\Gamma(k - \ell)} (-1)^\ell \delta(\ell)(z - 1) \right]. \]

(C.19)
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