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ABSTRACT

Many forensic scientists consider that identification (individualisation) – in the sense of statements of the kind “the questioned item and the known item come from the same source” – is a concept that is central to their discipline. This is so despite decade-long, fundamental critiques levelled by both practitioners and academics against the conceptual and practical feasibility of forensic identification. Oddly, there is a constant stream of publications in (peer-reviewed) forensic science journals that treat forensic identification axiomatically as a valid object of study, sidestepping the fundamental critiques. This paper reviews and discusses three exemplary strands of publications that exemplify this persistent trend. These strands are called descriptivism, diagnosticism and machinism. The former term refers to methods borrowed from the now increasingly popular approaches used in the field of machine learning. In turn, descriptivism and diagnosticism refer to general design aspects of mainstream research methods, illustrated here through a critical review of two recent papers on, respectively, forensic odontology and a framework for interpreting fingerprint evidence. The critique of the use of ‘identification’ in these strands of publication includes, but goes beyond, semantic details and the reiteration of long-known shortcomings of obsolete technical language such as ‘match’ and ‘matching’. Specifically, this paper exposes deeper problems such as the subtle and argumentatively unfounded carrying-over of source conclusions to ultimate issues and the use probability concepts for questions that require more than the mere quantification of uncertainty. This paper submits that in order to foster trust in an era of continually expanding publishing activities, it should be a vital interest to forensic science journals to better examine what identification-related research can and cannot legitimately purport to achieve.

1. S.A.D. but true

One of the most striking elements in the recent roadmap – or “vision” [41] – issued by the European Network of Forensic Science Institutes (ENFSI) is the persistence of the concept and practice of ‘individualisation’, i.e. the (testimonial) claim that the potential donor pool of a forensic trace can be reduced to a single source. The document asserts, for example, that biometrics “allows a person to be individualised and authenticated, based on a set of recognisable and verifiable data, which are very distinctive.” [41, at p. 2, emphasis added]. The idea that one can apply naked statistics to the individual is not insignificant or inconsequential. As the ENFSI perspective makes plain, “pattern recognition of features of comparison for individualisation and source attributions” – widely known as S.A.D. (Source Attribution Determination) – is still to be counted among the “fundamentals in forensic science” [41, at p. 3]. The ENFSI thus reiterates the view, widely attributed Kirk [64], that individualisation is the essence of forensic science, and illustrates its ubiquitous character. Yet, individualisation and, more generally, the application of naked statistical evidence to individuals is in conflict with the readiness of courts to (i) sanction transgressions of boundaries of (expert) competence and (ii) reinforce the requirement of ‘specific evidence’. This raises the question of whether forensic science has grasped
the signs of time.

During one of its symposia organised in 2017, the National Institute of Standards and Technology (NIST) issued a tweet, quoting Ian Evett as saying: “The identification paradigm is going to die, because as scientists we realize there’s no basis for it.” [26]

As of the time of writing of this paper (December 2021), this tweet counted only 4 likes and 2 retweets. This is a rather limited echo among the tens of thousands of NIST’s followers on Twitter. Yet, Evett’s statement is by no means the first of its kind. In 2014, Cole [31] critically exposed the persistence of the notion of identification – or: forensic individualisation – in ongoing reforms of the reporting practice of forensic fingerprint examiners, despite the field’s shaky conceptual foundations. And, some 30 years ago, Stoney asked: “What made us ever think we could individualize using statistics?” In essence, Stoney argued, trying to prove uniqueness is a “ridiculous notion” [93, at p. 198], because it is an attempt to go beyond what can be scientifically justified. One would have hoped that scientists take calls for revising reporting practice in identification matters to heart. Indeed, in a widely cited paper published in the journal Science, Saks and Koehler forecasted “The coming paradigm shift in forensic identification science” [83], i.e. a move towards more robust and less categorical statements. However, as of today, any fair assessment of the current state of practice in forensic science must admit that this paradigm shift has not (yet) materialised, quite to the contrary. Several observations attest to this fact. A recent study by Swofford et al. [96] found that “almost no respondents currently report probabilistically” and “more surprisingly, most respondents who claimed to report probabilistically, in fact, do not”. Even more surprisingly, this study also revealed “that two-thirds of respondents perceive probabilistic reporting as ‘inappropriate.’” In the same vein, one can observe that the term “identification” is still part of approved reporting language, such as the Uniform Language for Testimony and Reports (ULTR) [106], issued by United States Department of Justice (U.S. DOJ). Moreover, one of the world’s oldest and largest forensic associations, the International Association for Identification, even features the term prominently in its name. And yet, ongoing discussions demonstrate that current reporting formats – based on the traditional term “identification” – are a serious cause of concern for the legal system at large. An example for this is the recent approval (for publication for public comment) by the Judicial Conference Committee on Rules of Practice and Procedure of amendments to Rule 702 of the Federal Rules of Evidence (concerning expert witness testimony). [9]

Strangely, large parts of current forensic science literature acknowledge little to nothing of the selected assertions and associated arguments mentioned above. As readers can easily verify themselves, nowadays virtually every single new issue of the mainstream forensic science journals contains one or more articles in which authors describe or refer to so-called “identification” methods, that is techniques and procedures enabling scientists – so the claim – to provide conclusions about the source (or, origin) of traces, marks and impressions of unknown source. A few examples will be presented in later parts of this paper. Thus, what is at question here is how forensic science can (hope to) build a coherent body of knowledge, which is a necessary requirement for the production of defensible information in the legal process, when the notion of identification continues to be treated in such an ambiguous manner.

This paper argues that problematic identification claims in forensic science literature are largely self-perpetuating and, often, manifest themselves in disguise. They are theory-averse, paired with tendencies to misconceive professional practice as science. Three broad themes will be exposed here, i.e. publication trends, through which identification claims are commonly made. These themes are called here descriptivism, diagnosticism and machinism. The latter term is used as a placeholder for certain machine learning (ML) approaches borrowed from the field of artificial intelligence (AI). What descriptivism, diagnosticism and machinism have in common is that they neither acknowledge nor offer a solution to the conceptual impossibility of forensic identification, but take the contrary as premise. This paper submits that this is problematic in at least three ways. First, publications that handle the notion of identification in a vague and a logically unsound manner contribute to condoning unscientific attitudes and practices. Second, such publications continue to foster unrealistic expectations among consumers of forensic science services – expectations that go beyond what science on its own can provide. Third, such publications undermine both, trust in the publication business itself and progress in forensic science: because when no lessons from foundational literature are drawn, so-called ‘original research papers’ simply cannot be well grounded. Thus, in light of the seemingly ever-expanding publishing business, there is a greater need than ever for editors of forensic science journals to ensure (i) the proper acknowledgement of the particular conditions and circumstances under which claims of identification are and are not warranted, and (ii) a better distinction between improvements on merely analytical or tool problems as opposed to advancement on core forensic science topics, such as identification.

This paper is organised as follows. Sections 2, 3 and 4 present and discuss, respectively, the notions of descriptivism, diagnosticism and machinism as introduced above. Conclusions are presented in section 5. The three core sections 2 to 4 present self-contained discussions that may be read in any order. The arguments presented in sections 2 and 3 are illustrated through a critical review of two recent papers on, respectively, forensic odontology and a framework for interpreting fingerprint evidence.

2. Descriptivism

2.1. Preliminary remarks on forensic identification

Before looking into a first type of way in which identification claims arise in literature, descriptivism (Section 2.2), let us briefly clarify what exactly is meant here by the term “identification”, and recall some of the multiple reasons why identification rendered by practising scientists are unwarranted.

Throughout this paper, the term “identification” is used as a synonym for “individualisation”, i.e. the statement that a particular object, trace or mark comes from a specific source (object or person). This is to be distinguished from identification understood as classification, i.e. “placing the object in a restricted class” [64, at p. 236]. This paper is also not dealing with identification in the sense of (biometric) verification, which is based on a one-to-one comparison (see e.g. Ref. [39] for further discussion of the relationship between biometrics and forensic science). Further, the use of the term identification (individualisation) here assumes what is called an open set framework, i.e. the consideration of a large pool of potential sources. In the widest sense, this amounts to the so-called “Earth population paradigm” [25]. Hence, this paper does not assume the closed set framework [25] where the number of potential sources is limited and could be examined exhaustively, a situation in which identification can sometimes be achieved by elimination (e.g., when there are clear differences in class characteristics).

The reasons why identification claims are unwarranted range,
broadly speaking, from the less than perfect nature of real-world types of evidence and the invalid character of the utterance ‘to the exclusion of all others’, to the conceptual limitation according to which identifications require more than the evidence one has. Most importantly, identifications require value judgments, which is a direct consequence of understanding identifications as decisions [12,16]. This means that scientists who make identifications, accept – explicitly or not – to combine both scientific elements and assumptions about non-scientific case aspects. The consequence of this has concisely been noted by Stoney: “This [i.e., making identifications] created an overwhelming and unrealistic burden, asking fingerprint examiners, in the name of science, for something that science cannot provide. As a necessary consequence, fingerprint examiners became unscientific” [95, at p. 400].

2.2. Defining descriptivism in the context of the professionalisation of forensic science (vs. the scientification of forensic practice)

Descriptivism is understood here as the observational study of the reporting schemes used by practitioners and the interpretation of the observed reporting behaviour – the is – as the ought. Stated otherwise, what is meant here are studies that provide a descriptive account of current reporting practice regarding identification and that imply that the observed reporting behaviour is the way practice should be. To be clear, the problem here is not descriptivism per se, because observation and description are important pillars of empirical science. The problem lies in the uncritical treatment of the object of study – the practice of rendering identification conclusions – as valid despite strong arguments to the contrary (as mentioned in Section 2.1), which contributes to perpetuating identification claims in forensic literature.

One way to illustrate descriptivism, and to recognise publications that fall prey to it, is to see descriptivism as an instance of the professionalisation of forensic science. By this is meant, more simply stated, publications that defer to forensic practice and treat it as a standard or norm. As will be further elaborated below, this is problematic, especially where the practice of interest deals with identification.

The professionalisation of forensic science must be distinguished from the (desirable) counter-perspective, concerned with the scientification of forensic practice. What is meant by this is that, generally, one would hope that insights from a scientific analysis of the notion of identification would contribute to render forensic practice more scientific, and hence more defensible and trustworthy. This would be in analogy to many other sciences that help advance the respective professional fields (e.g., medicine, engineering, etc.), resulting in the improvement in matters such as of the quality of life or the protection of our environment. A forensic example for this is the revolution that forensic odontology in DVI cases, for which an internationally agreed standard-setting guide exists. But identification, in this context, is part of an administrative procedure. More specifically, identification is a conclusion reached by a commission, also called “identification board”, entrusted (mandated) with this task. Such a conclusion is then put forward to a relevant judicial entity for further consideration. Yet, even though forensic odontology in DVI is considered a “primary identifier” [59], along with friction ridge and DNA analysis, identification commissions make decisions based on possibly multiple reports received from different areas of expertise, not necessarily odontology alone. The focus of the paper by Chiam et al. [29], however, is not committee decisions, but individual odontologists’ conclusions, which is problematic in several respects.

Firstly, reporting, without suitable caveats, on the study of odontologists’ use of conclusion scales involving the term identification has the potential to suggest that closely related areas of expertise, too, could proffer identification conclusions, and varying degrees thereof. Specifically, the suggestion that odontologists can “identify” a deceased person, and that odontologists’ identifications are scientific, is prone to foster the idea that bitemark examination, a sub-field of forensic odontology, can “identify” the person that left a given bitemark – to the exclusion of all others. However, this idea is not warranted, for various reasons (see Ref. [84] for a critical review). Besides the conceptual reasons for the impossibility of inference of source, mentioned in Section 2.1, bite-mark examiners typically work in criminal cases where the notion of inference of source has a meaning that is completely different from the one used in committee decisions regarding the identity of human remains in DVI work. While the starting point in the latter case is an actual human remain (teeth, jaw, etc.), the starting point in the former case is a mark supposedly left by human teeth. If such a mark or

7 Using a formal analysis, it can be shown that a decision to identify rests upon a combination of probabilities, characterising uncertainty regarding the truth of the proposition of common source, and utilities, characterising the desirability of decision consequences.
8 Left aside here is the openly unscientific point of view according to which, by definition, forensic feature comparison is experience-based, and source identification conclusions do not claim to be scientific. See e.g. the position advocated by the U.S. DOJ as reported by the Advisory Committee on Evidence Rules [1, at p. 20].

2.3. An example of descriptivism in forensic odontology

As a recent example to illustrate descriptivism in the context of forensic identification, consider the paper “Interpretation, confidence and application of the standardised terms: identified, probable, possible, exclude and insufficient in forensic odontology identification” [29]. This paper is chosen here because its title is filled with terms and concepts that are at the heart of the discussion here (for another recent example see e.g. Ref. [110]). The paper [29] investigates and reports on the use, by forensic odontologists, of conclusion scales involving varying degrees of identification when confronted with radiographs from test cases. This research is inspired by the practice of forensic odontology professionals who use standardised conclusions, such as identification, and varying degrees thereof, as part of their work. Note, however, for the reasons exposed in Section 2.1, a forensic odontologist cannot – in the same way as fingerprint examiners and other identification-“ists” – reach scientific identification conclusions. So where lies the problem?

The crucial distinction, not made in the above-mentioned paper, is that while the observable reporting practice of forensic odontologists can be studied scientifically, the nature of examiners’ conclusions is not scientific and will remain so, regardless of the scientific character of the descriptive method used to study it. Before elaborating further on this point, an important side-note needs to be added: it is not contested nor criticised here that there are practical situations in which identification decisions are needed and made on an operational basis. A typical example is the processing of disaster victim identification (DVI) cases, which for an internationally agreed standard-setting guide exists. But identification, in this context, is part of an administrative procedure. More specifically, identification is a conclusion reached by a commission, also called “identification board”, entrusted (mandated) with this task. Such a conclusion is then put forward to a relevant judicial entity for further consideration. Yet, even though forensic odontology in DVI is considered a “primary identifier” [59], along with friction ridge and DNA analysis, identification commissions make decisions based on possibly multiple reports received from different areas of expertise, not necessarily odontology alone. The focus of the paper by Chiam et al. [29], however, is not committee decisions, but individual odontologists’ conclusions, which is problematic in several respects.

Firstly, reporting, without suitable caveats, on the study of odontologists’ use of conclusion scales involving the term identification has the potential to suggest that closely related areas of expertise, too, could proffer identification conclusions, and varying degrees thereof. Specifically, the suggestion that odontologists can “identify” a deceased person, and that odontologists’ identifications are scientific, is prone to foster the idea that bitemark examination, a sub-field of forensic odontology, can “identify” the person that left a given bitemark – to the exclusion of all others. However, this idea is not warranted, for various reasons (see Ref. [84] for a critical review). Besides the conceptual reasons for the impossibility of inference of source, mentioned in Section 2.1, bite-mark examiners typically work in criminal cases where the notion of inference of source has a meaning that is completely different from the one used in committee decisions regarding the identity of human remains in DVI work. While the starting point in the latter case is an actual human remain (teeth, jaw, etc.), the starting point in the former case is a mark supposedly left by human teeth. If such a mark or
trace is actually the consequence of biting, then, by definition, it is an incomplete and/or distorted representation of dentition, in the same way that a fingerprint is an imperfect representation of friction ridge skin surface. For this reason, marks (of any kind) can exhibit similarity with reference materials (i.e., control impressions) from sources other than the actual source, which poses a fundamental obstacle to identification. That is, however peculiar a given human dental configuration may be, bitemarks are a necessarily imperfect representation of such features; hence, variability in dental features across humans per se cannot serve as a warrant for identification of the source of bitemarks. Parts of the scientific community appear to have gone some way towards acknowledging this limitation. For example, the Standards and Guidelines for Evaluating Bitemarks (vers. 2-19-2018) of the American Board of Forensic Odontology (ABFO) does not caution identification conclusions; i.e., the Section “1. Standards” states that “An ABFO Diplomate shall not express conclusions unconditionally linking a bite mark to a dentition”, and Section 2.c only covers the conclusions “Excluded”, “Not excluded” and “Inconclusive”. While these are debatable terms in their own right (their discussion is beyond the scope of this paper, but see e.g. Ref. [9]), the important point for us here is that this terminology does not contain the term “identification”. Yet, in published literature, one still sees overstatements such as “Analyses based on the individual characteristics of the dentitions can identify the biter” [48], at p. 1 and bitemark study designs in which “identification” is a response type [e.g., 48]. A further example of a forensic field that is characterised by these limitations is the study of hand vein patterns (see e.g. the spurious claim that “[i]f only matches are seen, the identity of the suspect is highly plausible” [55, at p. 6]).

Secondly, the mere fact that there are commissions entrusted with disaster victim identifications through consensus decisions should not be taken as a suggestion that an individual examiner’s conclusion, e.g. by a forensic odontologist, should also use terminology involving the term identification. There is no reason, in principle, why forensic odontologists could not use a reporting format that aligns with the principles of evaluative reporting applicable throughout forensic science [109], and forensic genetics in particular [51]. These principles focus on the value of the findings – similarities and differences observed during comparative examinations – given competing propositions about the source (identity) of the examined materials. The result is a measure of the extent to which the findings are capable to discriminate between propositions that specify a particular person of interest versus an unknown person and/or specific other person(s) of interest as the source. Most importantly, this reporting format abstains from opining directly on propositions, such as identity of source, and degrees to which such propositions are thought to be true.13

Thirdly, a descriptive study that merely summarises the responses of examiners given during test cases, using “identification language”, provides no insight into the rationale of how to go from observations to conclusions. Chiam et al.’s [29] finding that examiners’ confidence in their conclusions varies by case difficulty is neither surprising nor particularly helpful. The deeper question of how to logically assess the value of a finding for evaluative purposes, regardless of the quality of the evidence (i.e., the “difficulty” it poses during examination), remains completely unilluminated. We do not fundamentally advance the state of forensic science if we continue to survey examiners’ mere opinions without addressing the crucial questions of how one is actually to go about evaluating observations made during comparison work (e.g., which features to select, how to assess their discriminative capacity, etc.). Similarly, few would argue that in order to advance the understanding of how to add 2 and 2 we should collect and summarise the responses of individuals who merely answer the question intuitively. Clearly: “It would be better to teach them arithmetic” [69, at p. ix]. As an aside, note that this critique of descriptivism also applies to black box studies, a type of ground truth testing prominently brought (back) to the attention of the forensic community by the PCAST Report [77]. Although of value for providing an instant view of the average performance of a given examiner or a group of examiners in a particular area of forensic expertise – which may represent useful information for assessing admissibility – traditional black box studies only record the examiners’ outputs (framed in “identification language”) and the congruence of these outputs with respect to ground truth. This is of rather limited scientific value. What is more, using a reporting format that is anchored in disputable “identification language” renders such studies unscientific by design.

The criticisms above should not be understood, however, as a rejection of descriptivism in principle. Some studies look beyond treating human respondents as automatons that render outputs on a predefined scale. They do so by using open-response questions regarding examiners’ reporting frameworks and language (which may be of any kind), and examiners’ understanding thereof (see, e.g., Ref. [96]). Such studies provide a diagnosis of where a given field of practice currently stands, and where improvements should be made. This is in stark contrast to black box studies that are predicated on accepting the status quo of reporting in identification language as the relevant reference point. It is acknowledged here that descriptivism is hardly avoidable: after all, the present paper, too, involves descriptive elements. It is also acknowledged here that the critiques of descriptivism focus on aspects that go beyond the aims and scope of the various papers that have been cited above. Notwithstanding, the main concern here is that choosing a non-scientific conclusion scale as an object of empirical study contributes to subtly perpetuating the idea that the use of such a conclusion scale is acceptable and that it could lead to scientifically warranted conclusions. The point of this paper is that treating or misunderstanding the is as the ought undermines the “science” in forensic science which, in turn, compromises the scientific evaluation of forensic practice.

3. Diagnosticism

3.1. Defining diagnosticism in the context of forensic identification: overview and critique

In the previous section, it has been argued that one way in which current forensic science literature contributes to perpetuating the practice of reporting identification conclusions is by considering them to be part of a valid professional toolkit. Indeed, many forensic examiners use identification language in their day-to-day reporting practice. In essence, such publications report on subjecting examiners to test cases for which they render conclusions in terms of (varying degrees of) identification/exclusion, and then summarise the proportion of conclusions in each reporting category for known same- and different-source pairs, respectively. This amounts to an essentially descriptive account of forensic identification.

Another strain of published research, called here diagnosticism, uses descriptivism as a starting point and seeks to legitimise reporting language in terms of identification within a framework of classic diagnostic reasoning. More specifically, this strain of research amounts to working out what may be called the “diagnosticity” of forensic examiners’ asserted identification conclusions. For example, when a forensic examiner reports “identification”, the analytical framework of diagnostic reasoning could help answering the question – so the idea – of how probable it is that a given person or object of interest is the source of a given trace, mark or impression. Research predicated on this kind of diagnosticism represents our second example for a way in which current forensic science literature keeps unwarranted identification claims in

12 http://abfo.org/wp-content/uploads/2012/08/ABFO-Standards-Guidelines-for-Evaluating-Bitemarks-Feb-2018.pdf (last accessed January 22nd, 2022).
13 As an aside, note that value of evidence statements are more readily amenable to logical combination, while direct opinions about propositions (i.e., source conclusions) are not [97].
existence. As will be argued below, attempts to enact diagnosticism in forensic science can run into deep conceptual problems and a series of side-effects that are best illustrated by example. Here, the recent paper by Smith and Neal [90] will be used to explain concerns about diagnosticism. For another example of diagnosticism, but with less technical details than [90], see Ref. [40].

Smith and Neal focus on ‘forensic science ‘matching’ techniques’, that is ‘forensic procedures that involve making ‘match’ decisions between a crime-scene sample and a sample from the suspect’ [90, at p. 319]. The authors discuss two notions, discriminability and reliability. They define the former, discriminability, as the capacity of a technique or procedure to distinguish between what they call “matches” and “non-matches”, i.e. the event of the compared materials coming from the same and different source, respectively. By reliability the authors mean the probability of the event that compared materials come from the same source (“match”) given that the examiner has reported “match” (i.e., the conclusion called “identification”). The authors invoke the diagnostic concepts of sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV), along with notions from signal detection theory.

On a broad view, the conceptualisation by Smith and Neal [90] is not fundamentally new. Yet, the authors state their account in a slightly distinctive way that leads to a several problematic assertions. The sections below outline and discuss these problems.

3.1.1. Definition of the starting point: distinguishing between the internal and the external view

In essence, Smith and Neal argue that a distinction should be made between, on the one hand, the probability of an examiner’s response given ground truth and, on the other hand, the probability of ground truth given an examiner’s response. This point has been made repeatedly in forensic and legal literature since at least three decades now [103]. The point is most commonly known as the avoidance of the transposed conditional [45]. However, when taking a closer look, one can note a peculiarity in the way in which Smith and Neal state their framework. They inquire about the probability of encountering the examiner’s response. This amounts to an external perspective: i.e., taking the viewpoint of an external observer who looks at the examiner as a provider of output, and then asks “what is the probability of the expert providing a particular output (here: conclusion) given that the compared items come (do not come) from the same source?” In this perspective, the examiner is treated as a black box, comparable to and exchangeable with an abstract device or machine.

This differs from the viewpoint adopted in more traditional forensic science literature, and leads to a critical problem. In traditional forensic literature on evaluating forensic science results, the focus is not on the examiner’s response (e.g., identification or exclusion), but on the examiner’s first-hand observations and findings – often referred to as the evidence or results – given competing propositions about the source of the evidential material. Let us call this the internal perspective here because, fundamentally, this view refers to how examiners view the problem of assigning probative value to their observations in the light of contrasting propositions. Stated otherwise, the starting point here is the examiner’s observation of analytical features in the examined material, and the question is how to quantify the diagnostic capacity of the observed configuration of features (e.g., a given arrangement of features in a friction ridge mark) in the particular case at hand. The focus here is on the examiner using scientific knowledge and expertise to assign a value to an observed aspect of the examined item. Let us now look at some implications of the distinction between the internal and external perspective.

The level of scrutiny pursued by the internal perspective is absent in the account of Smith and Neal. Their external perspective focuses only on the aggregate-case probability of an examiner rendering a particular type of conclusion in test cases of a given kind, i.e. known same- or different-source pairs, eventually graded further in terms of degree of difficulty (e.g., close non-matches [65]). This way of looking at the problem of expert evidence amounts to treating the event of the expert rending a given conclusion (e.g., “identification”) as the evidence, and assigning it a probability based on data from ground-truth testing. Specifically, this probability is equated with the proportion of times the expert concluded “identification” for test cases in which the compared items come from the same and different source, respectively. This leads to standard summary statistics such as sensitivity and 1-specificity. Clearly, and this cannot be stressed enough, these aggregate-case performance metrics tell one nothing about the informative content of the actually examined evidential material: the evidential material may be anything, from a low-quality fingerprint with only a few poorly visible features to a high-quality mark with dozens of minutiae. Note that the internal perspective is different in this regard as it focuses on assessing the informative content of configurations of features (e.g., minutiae) observed in the instant case – i.e., the actual findings in the first place. The external perspective is blind to this.

It follows from the above that adopting the external perspective leads to an artificial characterisation of the value of specific expert evidence. To understand why reducing the evaluation of expert evidence to aggregate-case statistics (from black box studies) leaves the informative content of the examined trace material unaddressed, consider e.g. the case of an examiner (method or technique) that claims or is considered to have a sensitivity of 0.99 and a false positive rate (i.e., 1-specificity) of 0.001 (i.e., one in thousand). Stated otherwise, the probability for such an examiner to report “identification” is 990 times greater if the compared items come from the same source than if they come from different sources. But suppose now that the observed configuration of features in the examined mark is only moderately discriminative, e.g. the probability of observing the features in the mark if the mark came from a person other than the person of interest is merely one in hundred. In such a case, quantifying the value of the expert evidence in terms of the expert’s average performance characteristics (i.e., sensitivity and 1-specificity) will overstate the probative value, compared to the actual – and more limited – informative content of the trace. The reverse, though, may occur, too. Thus, two aspects are important: the rarity of the analytical features of the examined trace or mark, and the performance characteristics of the examiner. One way to coherently approach these two components has been proposed by Thompson et al. [104] (see also [98] for a representation in terms of a graphical probabilistic model). But even if Smith and Neal transitioned to the more general account of Thompson et al. [104], their focus on rates of false positives would still be insufficient for the need. In fact, what is needed in individual case assessment is not the aggregate-case proportion (i.e., rate) of false positive outcomes, but the case-specific probability of the expert reporting “correspondence” when in fact there is no correspondence between the compared items, i.e. the so-called “false positive probability, FPP” [104, at p. 54]. The deeper problem here is that a rate, or relative frequency, as emphasised by Smith and Neal, is not the same as a

---

14 See Section 3.2.1 for a critical discussion of the term “match”.

15 Left aside here are situations in which the examiner’s response is merely a 1:1 translation of the “naked” outcome of a diagnostic test, such as a spot test, used for detecting target substances (e.g., blood, saliva, drugs), reported factually. This type of examination is concerned with classification (i.e., assignment of an item or object to a particular class) rather than identification (individualisation). See Section 2.1 on the difference between classification and identification.

16 Critics may argue that this drawback may be overcome by conducting black box testing under varying testing conditions (e.g., reflecting different case/trace types, levels of difficulty, etc.). But this objection is self-defeating as the number of case types is potentially unlimited. Moreover, the aggregate-case perspective, by design, does not quantify the value of the trace-related features.
computing the probability of ground truth (here: the proposition that the identification, using Bayes' theorem. Let us be precise about what this posterior probability, call it S/N, means. It is:

\[ \text{S/N: The posterior probability of the proposition that the compared items come from the same source given that the examiner’s report of an identification, using Bayes' theorem.} \]

This is an artificial, case-plain probability because it amounts to interpreting the value of (fingerprint) evidence in terms of the expert’s (method’s or technique’s) general performance characteristics only. Most importantly, the practical consequence of using S/N would be to draw the same conclusion in all cases where the expert reports “identification”, disregarding, thus, the informative content of the configuration of features of the mark examined in the case at hand. It is doubtful whether consumers of expert evidence are interested in such an abstract matter, let alone whether they should be encouraged to believe that a S/N posterior probability suitably reflects what they should conclude from the examined evidential trace, mark or impression.

Some quarters of forensic science have long been aware of this problem. Their research efforts have focused on methods for evaluating the capacity of analytical features in traces, marks and impressions – not merely an expert’s abstract assertion of “identification” – to help discriminate between competing propositions regarding the source of evidential items. The metric they have developed for quantifying the value of forensic observations and findings is the likelihood ratio [e.g., 2, 81]. It is actually both surprising and alienating that Smith and Neal manage to conceal, in their paper, this strain of existing theory based on the likelihood ratio. The notion of discriminability that Smith and Neal discuss for expert assertions of “identification” (and degrees thereof), seemingly as a novelty, is essentially the same as what traditional forensic literature on evaluation of findings is doing for decades, though with a focus on analytical features of evidential materials. See e.g. Refs. [42,43,91, the supplementary materials of [52] for an annotated historical overview of relevant literature on the use of the likelihood ratio for evaluative purposes in forensic science, and [79] for an account of performance assessment of likelihood ratio procedures. The merit of this perspective is to clarify the idea that the proper role of the forensic scientist is to focus on the value of examined items and materials – i.e. their analytical features – and to abstain from expressing direct opinions about source propositions [109].

In summary, the above considerations imply two main drawbacks for Smith and Neal’s account. Considering an expert’s conclusion in terms of “identification” language as the starting point is, first, prone to conveying that the expert is expressing a direct opinion on a proposition (i.e., a ground truth state), which is beyond the expert’s area of competence. Second, their account is uninformative about the actual evidential material, i.e. its analytical features. It is not suggested here, however, that an expert’s general performance characteristics are irrelevant altogether: these metrics may be of value for characterising the qualification of an expert for a particular task in general or on average (as compared to laypersons), which may be a relevant consideration at some stage in legal proceedings (e.g., questions of admissibility). It is maintained here, however, that such general performance descriptors are uninformative by design about the evidential value of any particular trace, mark or impression. Specifically, the computation of a S/N posterior probability, as defined above, is answering an abstract question, disconnected from the actual case.

Smith and Neal concede that their account is not readily applicable in an operational environment (“We are far from being able to confidently apply this framework in the courtroom” [90, at p. 330]). This can be agreed with, but not because there is a lack of data, as Smith and Neal argue, but because their account does not focus on quantifying the value of the actual evidence. The lack of data of the kind that Smith and Neal have in mind leads them to assert that “the scientific study of forensic science is still in its infancy and there is a lot of work to be done before estimates of reliability in a given case can be made with any level of precision” [90, at p. 330]. This misrepresents the state-of-the-art of forensic evaluation methods based on the likelihood ratio, as referenced above. Examples are, just to name a few, [73] in forensic voice comparison, [101] in DNA analysis and [75] in fingerprint analysis. In the particular case of probabilistic genotyping systems for analysing the results of DNA mixtures, a recent NIST report [22] found that there are at least 60 publications that contain some form of validation data.

### 3.1.2. The traps of attempts to conceptualise identification as an instance of classic diagnostic testing

Proponents of diagnosticism portray forensic identification (e.g., in friction ridge analysis, toolmark examination etc.) as an example of a “diagnostic testing procedure” [90, at p. 319]. Though a seemingly telling description at first sight, the analogy between the problem of forensic identification and standard diagnostic testing can be challenged. To explain this point of view, let us start by stating the main aspects of classic diagnostic testing.

According to medical literature, a diagnostic test is, broadly speaking, designed to “identify” individuals with a target condition (e.g., 30]. A diagnostic test is part of a process that seeks to classify individuals into categories. These categories designate particular (pathological) conditions. Both categories and conditions are defined and agreed upon by a relevant scientific community. In the simplest case, a diagnostic test and results of related diagnostic accuracy studies can be thought through in terms of a 2 × 2 table (a four-cell matrix): there are two columns representing, respectively, the presence and absence of the target condition in the examined individual, and two rows representing the test outcomes, commonly referred to as “positive” and “negative” respectively. It should be emphasised that this is a simple description because, in practice, diagnostic tests may not always render clearly positive or negative outcomes (e.g., 87–89). The binary simplification is, however, no detriment to the generality of the argument pursued here. The question to investigate now is whether this classic diagnostic setup suitably captures the problem of forensic identification.

The classic diagnostic setup is readily illustrated in applications where the purpose is to recognise individuals or items in a population of individuals or items that belong to a certain category (or, class). All members of the category of interest have a given target condition or property. For example, one may wish to “determine” whether a given fluid is blood (or sperm, saliva, etc.), or – in a medical context – whether a person is infected by a certain type of virus. To “detect” the target condition, a diagnostic test will focus on one or more features thought to be systematically associated with the members of the class of interest. For example, tests for human pregnancy commonly focus on detecting human chorionic gonadotropin (hCG). While different tests may vary in their performance of “detecting” target features, by providing some sort of signal, the important point for us here is a more general one. The point is that there is a well-defined feature (or combination of features), the detection of which is used to ascribe persons or items to a particular class. Designing diagnostic accuracy studies for this type of problem is readily feasible: it suffices to arrange test items with known group membership status, subject them to the testing procedure and record the test results (e.g., presence or absence of signal). Conducting such studies

---

17 Smith and Neal might object to this by arguing that they are not only considering the conclusions “identification” and “exclusion”, but also intermediate labels reflecting “different degrees of matchingness.” [90, at p. 324]. Degrees of similarity are quantified elsewhere in forensic literature in terms of similarity metrics (also called scores), but this is not what Smith and Neal deal with. They focus on discrete labels, assigned by examiners, as surrogates of degrees of similarity.
is also fairly standard and smooth in the sense that all the testing process essentially needs to do is concentrate on the same pre-defined class characteristic(s). Coarsely speaking, the aim is to design the test in such a way that it yields a signal whenever the class characteristic(s) is (are) present (and discernible/detectable), keeping an eye on metrics such as false positives and false negatives.

This paper contends that the above diagnostic testing framework has little to do with forensic identification (or, forensic inference of source) and that a considerable bend needs to be operated to claim that forensic identification methods are, as Smith and Neal take as a premise, an instance of diagnostic testing. For a deeper understanding of this point, consider again the generic example of an examiner who compares a fingerprint found on a crime scene with a reference print from a person of interest. The examiner observes a certain number of similarities and differences between the mark and the reference print. It is unknown whether the mark comes from the person of interest, or from an unknown person. To conceptualise this as an instance of diagnostic testing, one needs to cope with two aspects: one is framing the target class, the other is defining the feature(s) thought to be "indicative" of that class. Both of these aspects, if bent to the above account of classic diagnostic testing, lead to considerable mind contortions that, as argued below, epitomise the problems outlined in Section 3.1.1.

Start with the first aspect: is there something like a "class" in forensic identification? Let us assume that proponents of diagnosticism might say that the target class is the population of mark-print pairs, for each of which both mark and print come from the same source. That is, querying whether the mark-print comparison at hand is an instance of the population of same-source pairs. This would emulate the focus of a diagnostic test, which is to recognise a person or item as a member of a particular class (e.g., classifying a biological fluid as blood). Thus, the class feature in forensic identification would be the fact that the compared items come form the same source. While this sounds overly cumbersome, let us provisionally accept this idea of "same-sourceness" as a category property and move on to the second aspect. It requires us to ask: is there a defining feature of "same-sourceness", akin to the human pregnancy hormone (hCG), on which the diagnostic testing procedure could focus? It is here that the idea of conceptualising forensic identification as a problem of classic diagnostic testing collapses. In forensic identification, there is no class-wide, standard analytical feature that all same-source pairs have in common. And the reason for this is that, strictly speaking, each same-source pair defines its own category. Forensic identification — i.e., individualisation — is classification for categories defined by a single item. Theoretically, each same-source pair has, in its entirety, its own feature set, to the exclusion of all others. This renders forensic identification much more challenging than what the idea of classic diagnostic testing suggests. While in classic diagnostic testing it is sufficient to "detect" an agreed-upon class-wide feature that many people (items) may possess, forensic identification encounters the fundamental problem of determining whether a given detected combination of analytical features is uniquely indicative of a single source. Thus, in all cases where the pool of candidate sources cannot exhaustively be investigated, forensic identification must rest upon an unprovable claim of discernible uniqueness.

The problems of the supposed analogy between classic diagnostic testing and forensic identification run even deeper. Recall that in conventional diagnostic testing, such as pregnancy testing or body fluid "classification", the target analyte for each category is pre-defined exactly (e.g., hCG). But in forensic identification, there is no analogue to this. One simply cannot tell, for any candidate source (e.g., a finger, screwdriver, etc.), what the feature set in a trace or mark left by the candidate source will exactly look like. Depending on factors such as the angle and pressure, and subsequent external constraints (e.g., exposure to environmental conditions), there will be an inevitable variation in the combination of features present in different marks, traces or impressions even though they come from the same source. Thus, if one cannot even tell, a priori, what the feature combination in a trace of a any given source looks like, it remains unclear how forensic examiners can claim, when they observe particular features (e.g., striations in a toolmark, minutiae in a fingerprint), that those features are uniquely "pointing" towards a particular candidate source.

However, diagnosticism, as Smith and Neal frame it, stays away from the above problem of definability, recognisability and quantifiability of features for classes thought to contain a single member. Instead, diagnosticism treats all identifications in the same way, by taking the expert’s assertion of "identification" – akin to a "positive" diagnostic testing result or the wag of the tail of a (drug) detection dog – as the sole indicator of "same-sourceness". Thus, by reducing scientific evidence to an expert’s mere statement, diagnosticism amounts to turning a blind eye to the actual trace material and the probative value of its features. This brings us back to the main argument of this paper: publications predicated on this sort of diagnosticism do not help advance the fundamental understanding of the evidential value of forensic traces, impressions and marks. It keeps the conceptual framework limited to nothing better than the level of scrutiny one can apply, e.g., to detection dogs. This massively undervalues human intelligence. Most importantly, diagnosticism treats forensic identification in terms of aggregate-case expert performance characteristics whereas, in reality, the fundamental problem of inference of source is the empirically unsurmountable justificatory burden deriving from the notion of “to the exclusion of all others”.

3.2. Further side-effects of misconstrued diagnosticism

Diagnosticism in literature on forensic identification is typically accompanied by a series of topics pertaining, among others, to terminology and the concept of probability. When dealt with in a confusing way, these topics make diagnosticism even more convoluted and more laborious to deconstruct. The sections below exemplify a few of these topics, using again Smith and Neal’s [90] paper as an example.

3.2.1. The problematic nature of the “match” paradigm

The terms “match” and “matching” – as an adjective, a noun and a verb – are so commonly used in forensic science literature and practice that the reader may wonder what could be wrong with these terms. The short answer is: almost everything, which is why these terms should have no place in forensic science, despite the fact that they are prominently used throughout official documents, such as the PCAST Report [77]. Longer answers have previously been given by other authors [47,72], making it all the more exasperating that “match”-terminology continues to be highly prevalent in current forensic science literature.

19 This includes DNA traces. Even though there are standard sets of markers (loci), the actual allelic configuration of an individual source at each of the selected markers is, a priori, unknown. In addition, perturbing phenomena such as drop-in and drop-out may occur [e.g., 21].
20 This analogy has previously been made in a presentation by Christophe Champod held at the National Commission on Forensic Science Meeting #12, Washington, DC, January 9, 2017.
21 Research on forensic interpretation currently addresses this topic using so-called feature- and score-based likelihood ratio procedures (see also discussion and further references in Section 3.1.1).
22 See also Thompson [102] (“forensic scientists should use this term [match] cautiously, if at all, when reporting their conclusions” [at p. 797]).
A main problem of the term "match" is that it is used to denote two fundamentally different targets: observations on the one hand, and ground truth on the other hand. This makes it difficult to know, at any one point in time and without additional explanation, what exactly discussants mean. Consider this in the context of Smith and Neal’s account of forensic diagnosticism. In the introduction of their paper, they state: “The present work focuses exclusively on forensic procedures that involve making ‘match’ decisions between a crime-scene sample and a sample from the suspect.” [90, at p. 319] This sentence suggests that the term “match” is a descriptor of the extent of agreement between the observable features of the two compared items, assessed and declared by the examiner. As Evett et al. [47] put it: “The match paradigm calls for a judgement, by the scientist, as to whether or not the two sets of observations agree within the range of what would be expected (…)” [at p. 18]. But this is not the only way in which Smith and Neal use the term. They also assert that “science ought to be focused on measuring the extent to which a procedure can discriminate between two classes, ‘matches’ and ‘non-matches’ (discriminability).” [90, at p. 319] In this sentence, the term “match” refers to the proposition that two compared items (objects, traces, marks or impressions) come from the same source, i.e. a ground truth state. The amalgam of the two meanings is most visible when Smith and Neal conceptualise forensic identification as a “rating task”, i.e. a “2 [ground truth: match, non-match] x 2 [decision: match, non-match] confusion matrix” [90, at p. 324], and when they discuss the computation of posterior probabilities $p(M|D)$, where $M$ denotes “match” and “D” the scientist’s assertion (“decision”) that there is a match. This leaves the lay consumer of expert evidence wonder why, on the one hand, an expert asserts “match” (understood as observation) while, on the other hand, the expert’s assertion does not mean that a match (understood as ground truth) is certain, but at best probable to some extent.

The discrepancy mentioned above is all too well known in connection with the similarly problematic term “identification”. For example, the DOJ’s ULTR, defines a “source identification” as “an examiner’s conclusion that two friction ridge skin impressions originated from the same source” [106, at p. 2] but, at the same time, insists that “an examiner shall not (...) assert that two friction ridge skin impressions originated from the same source to the exclusion of all other sources” [106, at p. 3]. It is hardly surprising that the reactions to such statements have been incisive and sharp. For example, during a meeting of the Advisory Committee on Evidence Rules, it has rightly been “queried how an examiner logically could state that a mark came from a particular defendant without saying it didn’t come from another person” [1, at p. 20]. It has even been suggested that the language amounts to “rhetorical chicanery” [1, at p. 21]. Indeed, as mentioned previously in Section 2.1, in most practical cases examiners cannot “exclude all others”, hence the problem is the use of language in the first place that suggests the contrary. This is as much the case for the term “match” as it is for the term “identification”.

On a more conceptual side, two additional complications are worth mentioning. First, the term “match” suggests something like “identity” or “being identical”, or even “identification”, yet in forensic comparison work this is an impossibility. Because, by definition, an object can only be identical with itself, two items cannot be identical with one another even if they come from the same source. Second, as argued by Morrison et al. [72], the term “match” is particularly unsuitable in cases where the data relating to the measurement of features are not discrete, but continuously-valued. Interestingly, the common understanding of the term “match” actually admits that the nature of data is not discrete, otherwise the “match paradigm” would not require, as noted in the above quote from Evett et al. [47], a judgment by the scientist.

Sceptics might invoke that the notion of “match” is not limited to a binary understanding in terms of “match/non-match”, but includes, using Smith and Neal’s words, the idea of (degrees of) “matchingness” [90, at p. 324]. This, however, is only a lip service because Smith and Neal suggest to implement this notion, alas, through, a discrete scale of categories of “matchingness”. It is not clear how this ought to be implemented because if – as contended here – there is no unique way of defining when a degree of similarity between compared items constitutes a “match” rather than a “non-match”, this difficulty will only be exacerbated when considerations are extended from binary- to (discrete) multiple-category scales. In this sense, the “match” paradigm cannot serve as a substitute for attending to understanding the nature and probative value of analytical features in the first place, which is a necessary requirement for the explainability of scientific evidence.

In summary, thus, one can see that there is no dimension in which “match”-terminology proves useful. It is internally inconsistent and not conducive to the attainment of the aims it purports to achieve. Most concerning is that “match”- terminology is one way in which diagnosticism is given a seemingly formal framework whereby unwarranted claims of forensic identification are being perpetuated in forensic science literature.

3.2.2. Forensic “prediction” techniques?

A further side-effect of both diagnosticism and its manifestation through “match”-terminology is the confusion that reigns around the term “prediction”. Smith and Neal, for example, assert that “forensic science ‘matching’ techniques” [90, at p. 319] are “used to predict ground truth” [90, at p. 319; emphasis added]. While the appearance of the term “prediction” is little surprising in a context marked by diagnosticism, with its core notions of positive/negative predictive value, this is not an excuse for incorrectly using the term in forensic science applications [8,15]. The reason for the unsuitability of the term “prediction” as a descriptor of a forensic examiner’s conclusion in the context of inference of source should be obvious: the issue of whether or not a given trace or recovered material comes from a candidate source is a fixed matter of the present, which is the exclusive consequence of an event that happened in the past. A source proposition in forensic inference bears no relationship with a hitherto unrealised event to which the term “prediction” could allude to. For the same reasons, it should be obvious that there is no place for the term “prediction” in matters such as inference about the cause of death [53], the position of individuals in a car prior to a road accident [18], or externally visible features of donors of DNA [61,107], just to name a few examples from forensic science literature that demonstrate the widespread confusion about this term.

3.2.3. Unfounded carrying-over of source conclusions to ultimate issues

The reader might find this paper’s insistence on the (logical) impossibility and unsuitability of forensic examiners’ opining on source propositions (Section 2.1) and the use of ‘match’-terminology pedantic and, after all, a relatively minor problem. This, however, would misconceive the seriousness of the matter because the truth is that the problems run much deeper: in particular, questions of source are prone to be carried over to ultimate issues, such as (criminal) liability. While evidence for this concern among laypersons is more anecdotal than based on hard evidence, its is known that academics can fall for this confusion, thus giving us reason to fear that it might also occur among laypersons.

Consider the following assertion by Smith and Neal: “through use of Bayes’ Theorem, the forensic scientist can shed light on the answer to the question that the criminal justice system wants to know: what is the probability that the suspect is guilty?” [90, at p. 321] Just to make it clear for the readership, the suggestion here is, literally, that forensic

---

23 An example for equating the term “match” with “identification” (in the sense of same source) is the statement: “The examiner (...) determines whether the latent print from the crime scene matches the source print provided by the suspect (identification) or not (exclusion).” [90, at p. 320; emphasis as in original].

24 On this point, see also the argument presented in Section 3.1.1 on the a priori undefinability of the feature configuration in traces.
scientists compute a probability of “guilt”. Thus, the paper provides an example for the subtle shift from considerations of source (or, “match” in Smith and Neal’s terminology) to the ultimate issue (guilt). Their paper starts by explaining the framework of diagnostic testing using propositions of source, including notions such as positive/negative predictive value, and then – in later parts – refers to the same propositions in terms of “guilt”. These ideas are problematic in at least two ways, not to mention the fact that opining on ultimate issues by scientists is procedurally barred.\(^{25}\)

First, it is important to recall and understand that aggregate-case metrics of diagnostic performance, derived from controlled experiments using known same- and different-source pairs as assumed under Smith and Neal’s account, cannot – by definition – directly serve as quantifiers of probative value with respect to ultimate issues. This does not mean that inference of source cannot be extended to inference about ultimate issues. This is possible, theoretically, but requires a more elaborate probabilistic analysis, already reported in forensic science literature in the early 1990s [44,92,94]. What these developments show is that extending considerations from source to what is also known as “crime level” [33] requires more than information regarding the relative rarity of the analytical features (of the trace material).\(^{26}\) In essence, there are two additional factors to consider. One concerns the question of whether the recovered trace material is relevant, where “relevance” refers to the question of whether recovered material comes from the offender, i.e. thus helping in the consideration of persons of interest as possible offenders.\(^{27}\) The other factor refers to the event of material coming from the person of interest even though the material is not related to the event under investigation (i.e., the material is not relevant in the sense defined above) and the person of interest is not the offender. For a reconstruction of these probabilistic developments, using graphical probability models, see e.g. Ref. [50]. Clearly, these considerations are above and beyond aspects characterising the expert’s comparison task, hence aggregate-case metrics of diagnostic performance of the kind advocated by Smith and Neal come not even close by the requirements of logically extending inference of source to higher propositional levels (such as “crime level”). Hence, one can but conclude that Smith and Neal’s assertion that error rates considered in terms of positive/negative predictive value from classic diagnostic testing (i.e., predicated on varying assumptions of source) “would directly inform on how strongly the evidence implies that the suspect is guilty or innocent” [90, at p. 329] is simply incorrect.

Second, Smith and Neal’s suggestion that Bayes’ theorem may be used to compute “the probability that the suspect is guilty” [90, at p. 321] is technically, conceptually and definitionally improper because “guilt” is not a proposition, but – as repeatedly pointed out by legal scholars [e.g., 3,4] – a legal conclusion, i.e. a decision.\(^{28}\) While there is a way to approach decisions regarding ultimate issues in a formal analysis, this requires more than probability theory; it requires decision theory [60,63], which can also be applied with a more limited focus to treating (forensic) source conclusions as decisions [12,16,32]. Further discussion of this topic is presented later in Section 3.2.5.

### 3.2.4. Probability conundrums

The suggestion of Smith and Neal that scientific evidence could lead to a posterior probability of “guilt” is not only problematic in the way explained in the previous section. Smith and Neal take the idea of a posterior probability a step further and conjecture about complementing probability with an interval. More specifically, they write: “Eventually, the field might be able to provide a confidence interval of sorts regarding the probability for a given case (…)” [90, at p. 330]. This proposal is objectionable on two grounds and should be advised against. First, trying to fuse the core Bayesian notion of posterior probability with the frequentist concept of confidence interval is a contradiction in terms (see Ref. [62] for a detailed discussion). Second, a probability for a single non-repeatable event is not an interval, but a single number, expressing one’s uncertainty about the truth or otherwise of this event; different numbers (probabilities) – by definition – express different states of uncertainty. One may not find it easy or be unwilling to pin down one’s probability in terms of a single number, but this does not imply or suggest that there should be a “confidence interval of sorts” [90, at p. 330]. Likewise, one should also resist the temptation of placing a probability on a probability as the loose idea of “confidence in a probability (assertion)”, widely used in informal discussion, might suggest.\(^{29}\)

In view of this, scientists should carefully choose their reporting language. For example, they may use expressions of orders of magnitude, but they should not use a perceived difficulty in applying the concept of probability as a reason to tweak this concept in incoherent ways (e.g., adding a confidence interval), so as to bend it towards mere intuitions. Probability is a normative, not a descriptive framework [14].

There is yet a further problem in the way in which Smith and Neal conceive of the “probability of guilt”. They spend considerable effort discussing the role of base rates in the computation of positive/negative predictive value and \(p(M|D)\), suggesting that the base rate is or serves as a (suitable) proxy for the prior probability. Similar ideas are widely advocated in legal literature [e.g., 34], but present a series of shortcomings [e.g., 11]. Exposing these shortcomings in detail is beyond the scope of this paper and redundant with respect to existing literature on this topic. We shall only recall one strain of argument from a definitional point of view. Consider that the notion of base rate refers, broadly speaking, to the proportion of a population that has a given feature (or condition). This is readily understood in the context of medical diagnosis where the focus of inquiry is the prevalence of a certain disease in a population of interest. One can also think this notion through in terms of inspecting members of the target population, leading to frequency data. Likewise, a forensic scientist might inquire about the proportion of a population that has a certain blood type. However, the relative frequency of a feature in a sample from a target population is conceptually different from the probability that a given member of the target population has the feature of interest. “Going from the former to the latter requires additional argument and assumptions” [99]. What is more, in the legal context, conceiving of probability regarding the ultimate issue in the individual case, using frequentist ideas, has repeatedly been exposed as unworkable [e.g., 6,49,60,67]. Of course, one is free to ignore these challenges, but it is clearly insufficient then to leave readers alone with assertions such as:

“(...) the base rate in the real world is unknown (...). We simply do not know how often the police suspect actually is the culprit.”

\(^{25}\) For a discussion of and further references on the ultimate issue rule, see e.g. Robertson et al. [82, p. 50-54] and Dennis [38, para. 20-022].

\(^{26}\) Recall that, as noted in Section 3.1.1, Smith and Neal’s account does not focus on quantifying the diagnostic capacity of analytical features, but only on aggregate-case performance metrics.

\(^{27}\) For a development in cases where “source” refers to an object (e.g., shoe) rather than a person, see Evett et al. [46].

\(^{28}\) As an aside, this also renders the idea of a “base rate” [90, at p. 326] (of guilt), to which Smith and Neal’s expression “how often the police suspect actually is the culprit” [90, at p. 326] alludes to, vacuous.

\(^{29}\) On this point, see also Lindley [68]: “(...) it is nonsense for you to have a belief about your belief if only because to do so leads to an infinite regress of beliefs about beliefs about beliefs” [at p. 115]. For a discussion of this point in the legal context, see Ref. [11].

\(^{30}\) On the notion of orders of magnitude of probabilities and likelihood ratios see, for example, the ENFSI Guideline for Evaluative Reporting in Forensic Science [199].

\(^{31}\) For further discussion, see also de Finetti [36, at p. 128]: “The frequency with which certain events obtained or will obtain cannot be identified with probability. Frequency is a mere fact, independent of both the meaning of probability and the probability values assigned to the events.”
Exacerbating this problem, there is no single base rate; the base rate varies across jurisdictions, police departments, divisions within the same police department, and even across individual officers.” [90, at p. 326]

This is tantamount to introducing a concept and, at the same time, admitting that it is not operational. 32 It is worth noting that the conceptual limitation of the chosen framework is an instance of the deeper and unsurmountable problem that the frequentist perspective does not provide an operational definition of probability [66]. Smith and Neal’s suggestion that readers could explore “posterior by prior curves” [90, at p. 326], i.e. considering a range of prior probabilities and displaying the corresponding posterior probabilities, offers no help. It merely exemplifies Bayes’ theorem, which is uncontested, and hence a point that does not need to be made. Insofar, posterior by prior curves amount to treating the symptoms rather than addressing the root causes. The unresolved problem remains how to choose a prior probability in the first place. Interestingly, Smith and Neal ask “how are we to decide which base rate to factor into our calculations (...)?” [90, at p. 326; emphasis added], suggesting that probability assignment is a decision. While there is, actually, an important theoretical account that considers probability assertion as a decision [e.g., 35–37]. 33 Smith and Neal do not go along that route. Little surprisingly, the decisional account of probability assertion would direct us to considerations quite different from base rates. It requires one to admit that probability assignment is, first of all, a personal decision for which one needs to take responsibility. Deciding to assign a particular probability, in this perspective, is informed by data (see Ref. [99] for a discussion), but does not reduce to data only 34 as suggested by the (simplistic) equation of probability with base rate.

3.2.5. The vague notion of “decision criterion”

Diagnosticism typically refers to examiners’ conclusions as decisions. For example, as noted earlier, Smith and Neal discuss “forensic procedures that involve making ‘match’ decisions” [90, at p. 319]. This is in line with mainstream parlance that uses “decision” as a fashionable term, developed in forensic literature over the past decade, but revealed as a way to circumvent the justificatory burden associated with the idea of identification in the sense of “to the exclusion of all others” (see, in particular [31], and, more recently, [32]). That is, rather than providing a rationale for a proffered conclusion (e.g., “identification”), reference is made to a conclusion as a decision, adding that examiners have been trained and shown to be able to make such decisions reliably – exactly as is stipulated by diagnosticism.

Let us now address a further problem of discussions that refer to forensic identification as a decision: the use of the vague notion of “decision criterion”. This notion is vague because it is often used as though it were clear what this term meant. Consider, for example, Smith and Neal’s assertion: “The examiner’s decision criterion is the amount of information the examiner requires to make a particular classification decision.” [90, at p. 322] While, at first sight, this sounds sensible, this can be seen as merely emulating an intuition drawn from day-to-day decision making; i.e., the common saying that one decides, or that one’s decision criterion is met, whenever one has “enough information”. This may sound elaborate, but is devoid of any substance: neither “information” and its measurement (required to give meaning to the term “amount”) are defined, nor what the requisite criterion for decision precisely is. Many forensic science disciplines have a long history of operating upon this idea of thinking that there is a fixed relationship between (a given amount of) information and a particular conclusion, most notably friction ridge analysis with its now widely abandoned minimum number of minutiae identification standards (e.g., the so-called 12 point rule). In these accounts, the type of conclusion to be given is a rigid function of nothing else but the kind of observation made. 35 These traditional attempts to define decision schemes akin to a rule-based system with if–then clauses do not withstand scrutiny on at least two points. First, information (or, in a forensic context, an observation) is only a starting point for inference, i.e. the reasonable reasoning under uncertainty. But this remains far from a decision because inference is only a preliminary to decision. Second, making a decision logically requires one to draw one’s attention to the potential decision consequences, prior to making a decision [57]. Clearly, not all potential consequences of one’s actions are equally desirable, hence one’s decision making framework should account for the relative (un-)desirability of decision consequences as well as for the probability with which each of those consequences are thought to occur. Hence, on pain of falling short of reality, any decision criterion for forensic identification must specify how to aggregate these fundamental decision ingredients. The prime candidate theory to do this is (Bayesian) decision theory, and it has been studied to see what kind of light it could shed on the question of decision criteria for forensic identification [12,16,100]. The conclusion is rather disappointing for proponents of “identificationism” and diagnosticism. In essence, decision theory shows us that a decision involves two elements. One of these elements is what we believe, i.e. how strongly we believe that one potential state of the world, rather than another, is true. The other element is our preferences among decision consequences, expressed e.g. in terms of utilities or losses. However, since scientists are not in a position to specify any of these ingredients, 36 they are not in a position to make any decisions.

The bottom line of this “is that experts should abandon the identification/individualisation conclusion altogether” [28, at p. 96]. Clearly, this would dissolve the diagnosticians’ primary object of study – identification conclusions/decisions – which may explain why current literature largely shies away from addressing the fundamental challenges that decision theory poses to forensic identification. Instead, what one sees, are studies that proceed axiomatically as though identification, as practised by scientists, is a well-founded and admissible reporting category.

4. Machinism

4.1. Machinism in the context of forensic identification

The discussion of forensic identification so far in this paper is predicated on the view that identification is, in essence, a human activity and, thus, imperfect by design. This imperfection is the reason for the empirical study of the performance of human examiners as well as the development of conceptual frameworks for processing partially reliable information provided by examiners. Given the inherent deficiency of

32 As an aside, inquiring about a “naked” base rate is pointless insofar as scientific evidence is heard, most of the time, other evidence has already been heard, hence the starting point is not in the void. In addition, inquiries into categorising cases into abstract classes took a controversial turn in legal literature, in particular in discussions of the so-called reference class problem [e.g., 5].

33 See also [11] for a discussion in the legal context, and [13,17] for forensic science applications.

34 For further discussion of data-centrism, see also Section 4.3.
human expertise, it is hardly surprising to see that, in recent years, scientists brought up the idea of assigning forensic comparison work to machines, either partially or completely, including the conclusion stage. More specifically, the idea – called here “machinism” – is to design machines that can “learn” the task of forensic comparison and identification so as to eliminate the foibles of human expertise [223]. This direction of research seeks to draw advantage of the vast field of machine learning (ML), a sub-field of artificial intelligence, which currently attracts strong interest in virtually all areas of science, in particular where large amounts of data are available.

This section provides a sketch of the standard ML setting, exposes the key assumptions underlying standard ML procedures and explains why they fall short of the nature of forensic identification. It will be argued, thus, that attempts to approach forensic identification in its entirety through ML represent a further instance of the persistence of identification claims in forensic science literature.

4.2. A sketch of the basic ML setting and its position within AI

Broadly speaking, ML can be seen as a form of computer programming, intended to give computers the ability to perform certain tasks or, as some may say, cognitive abilities. ML is a sub-field of artificial intelligence (AI) [e.g., 71] which, in turn, is a discipline within computer science. It is important to understand that there are different “philosophies” within AI and computer programming. In the era spanning approximately from the 1950s to the late 1980s, the predominant (or, classic) view was that a computer program contains all the information necessary to transform inputs to outputs. Stated otherwise, it is assumed that the human programmer is effectively able to define the (cognitive) tasks the computer ought to perform. A term commonly encountered in this context is symbolic AI,37 referring to programming instructions involving formal symbolic representations. While this perspective is well suited for certain tasks, such as logic and probabilistic reasoning, there are many other tasks that humans cannot easily define in terms of formal rules. Examples are perceptual and motor tasks. Such tasks have been approached by what is called sub-symbolic AI. This approach is based on the idea of learning from experience, rather than strict symbolic representation of rules and properties. That is, the target task is thought to require knowledge that cannot directly be provided by the human programmer, but is to be extracted from input data examples during a training stage. This brings us to the topic of ML, a subfield of AI.

Within the limited scope of this paper, it is not possible to address ML in its entirety. Deep learning, a special subfield of ML, will be left aside.38 Also not addressed here is unsupervised learning, typically concerned with tasks such as clustering (i.e., given input data-points, assigning each of the data-points to a group). Instead, we will look in more detail at supervised learning.39 This type of learning is concerned with the general problem of processing inputs (features) to outputs (labels) based on examples of inputs for which the associated output labels are known (i.e., the training data).40 Two main applications of supervised learning are regression and classification. Only the latter will be addressed here. Both, regression and classification use one or more input variables, but the two types of learning differ in their outputs. In regression, the output is real-valued whereas in classification – binary or multi-class – it is categorical. Let us now consider the general ML setting for classification.

In a nutshell, a basic ML setting consists of two functions.41 The first is a parameterised function or model that maps inputs to outputs. The parameters of this function are ‘learned’ through training data using the function’s corresponding learning algorithm. There is a difference, thus, between the function that performs classification based on some parameters (i.e., the learned or trained model), and the corresponding learning algorithm [e.g., 7]. As an aside, note, however, that there may also be parameters that cannot be learned from data. These are so-called hyperparameters and finding values for these parameters is called ‘tuning’ a model.42 The second function of the ML setting measures the performance (or error) of the classifier by comparing the outputs (i.e., labels or category assignments) to the actual labels (i.e., known category membership) of the training data. The general problem is to learn the parameters of the classification function so as to optimise the chosen measure of success for the given input data.

4.3. A critique of ML as applied to forensic identification (individualisation)

At this point the reader might be tempted to think that our presentation got lost in the details and yet remained too general and incomplete on the level of specific ML models, and the relevance of these topics for forensic identification. Let us consider, thus, a commonly used classification method as an example: random forests. A random forest (RF) is a tree-based method that involves, at the training stage, the construction of multiple decision trees (forming the ‘forest’). Broadly speaking, a decision tree43 is a method for assigning an item to a class (or category) based on an item’s features, by asking oneself through a series of questions. To construct an individual tree of a RF, the training data is bootstrapped. That is, only a part of the training data is selected (though a datapoint can be chosen more than once). A tree is then constructed based on a random selection of features (i.e., variables). Repeating this procedure many times creates the RF. To use the RF, a new input item is processed through all the trees in the forest and the individual classification output of each tree is recorded. The new input item is assigned to the class (category) which has received the most votes. To assess the performance of a RF, one can process part of the data that has been set aside for testing (the so-called ‘out-of-bag sample’). The testing leads to data regarding the proportion of correct and incorrect classifications. See e.g. Ref. [54] for an example of the use of the RF classifier in the context of land-to-land mark comparisons on fired bullets, and [24] for source inference of ammonium nitrate.

Let us take a closer look now at the idea of applying the standard ML setting (Section 4.2) to the problem of forensic identification. Applying the standard ML scheme to forensic identification would mean, in the first step, selecting relevant data for the problem at hand: here, this would be – for example – data pertaining to pairs of items known to come from the same source, and data pertaining to pairs of items known to come from different sources. Often, it may not be possible to process data directly by ML models and, thus, it may be necessary to pre-process data and/or conduct feature engineering. Next, a selected ML model is trained with part of the data. That is, the model is ‘fed’ with (many) examples of inputs for which the category label (here: same or different source) is known. Once one has a trained model, its performance is...
evaluated by processing another part of the data, set aside for testing. If the resulting performance is found acceptable, the ML workflow is complete, otherwise one may need to repeat some of the previous steps.

Suppose that we had followed the above procedure to set up a trained ML model for the problem of forensic identification (as defined in Section 2.1). Would it be of any practical use? Would it be sensible to think that it could be used to process real-case inputs (whose labels are unknown) and provide categorical conclusions for those inputs (i.e., to label them)? This paper argues that there are (at least) two fundamental problems with the idea that the standard ML setting could serve as a template for forensic identification (conclusions).

The first is a two-fold design problem regarding the question being addressed, which reaches too far. One the one hand, recall that a core design feature of a ML model – defined in the sense outlined above – is to output direct identification conclusions. Yet, as clarified in Section 2.1, identification (open set) is a practical impossibility. Arguably, a ML setting with the built-in type of conclusion ‘identification’ attempts to achieve the impossible, i.e. some sort of – using Salmon’s words – ‘epistemological magic.’ [85, at p. 66] Thus, using such a system would amount to trying ‘to perform real magic.’ [85, at p. 66] On the other hand, even if one were to accept a less-than-perfect form of identification, it would still – from a legal point of view – violate the procedural scope of action attributed to expert evidence. That scope excludes decisions.

The second problem is methodological and has to do with the data-centricism of the standard ML scheme. As is clear from the description given in Section 4.2, the standard ML scheme is based on the idea of ‘cranking out’ an answer (output) by relying on (observed) data only. This has been called and criticised as the ‘radical empiricist agenda for machine learning research’ [76, at p. 79]. An exclusively data-driven scheme will produce outputs that fall short of the fundamental ingredients that define forensic identification, namely value judgments (i.e., preferences among decision consequences) and prior probabilities referring to other, non-scientific evidence available in the instant case. By way of example, suppose one wishes to use a RF model for forensic identification: such a model would process a given input through a forest of trees, constructed using training data only, and output a conclusion based on majority vote. Such a procedure gives no regard to our relative aversion against a false identification as compared to a missed identification (i.e., preferences among decision consequences), nor can it take into account or be readily combined with any other information that one may have regarding the competing propositions of interest. Yet, both of these aspects are essential.

In view of these stumbling blocks, one might argue that all that needs to be done is ‘fix’ the standard ML scheme by modifying, for example, the nature of the output (i.e., abstaining from making categorical statements). This, however, would bring us back to what conventional statistical (learning) procedures already do. These produce, as outputs, value of evidence expressions (in terms of likelihood ratios). In addition, methods exist to assess the performance such procedures using data similar to those used in the ML scheme (e.g., 70,79,80).

Yet another objection to this paper’s critique of the standard ML scheme might be that preferences among decision consequences could be programmed into the procedure. But this, too, would neither be novel nor solve the problem. First, because preferences in decision analysis are already covered by decision-theoretic accounts of forensic identification [e.g., 12,16]. Second, the point of decision-theoretic accounts is not to actually defer decision-making authority to an abstract device (machine). Quite to the contrary, in legal applications, decision-making is operated by humans, not by machines – set aside some (low-level) tasks, such as triaging and preliminary classifications during investigation. Decision theory is merely one (other) way to articulate what is at stake in forensic identification [28], but the theory does neither tell one what one’s beliefs nor one’s preferences should be; only how to logically combine these two ingredients.

It is not contested here, however, that there are some tasks for which ML applications may be deployed in forensic science, such as classification in the broader sense of assigning an object or item to a particular category of items (i.e., rather than individualisation in the sense of reducing a set of possible sources to a single member). An example are systems designed to help recognise images with illegal content (e.g., 105) to assist practitioners in dealing with large quantities of data under time constraints. But, as is clear, even for domain-specific classification tasks, users might wish to remain in charge of making the ‘final calls’, by manually inspecting a system’s item labelling (categorisation). The reason for this is that conclusions in classification may be of legal relevance (e.g., the classification of a given item as an illegal drug [29]) and have procedural implications for individuals.

In summary, one can see that the architecture of the standard ML setup cannot capture the essence of forensic identification. ML focuses on ‘learning’ the associations between inputs and their respective labels, the success of which may be empirically investigated using testing data. Yet, when it comes to treating a new (i.e., real-world) case beyond the training and testing data, the labelling of an input is an operation that requires more – as was pointed out – than what may have been learned from past data only, whatever the quantity of those data. Stated otherwise, forensic identification in the instant case cannot be ‘learned’ in the way standard ML procedures operate. Hence, publications that suggest that forensic identification could be dealt with as a problem of standard ML represent yet one other form in which unwarranted identification claims persist in forensic science literature.

5. Conclusions

Forensic identification – in the sense of individualisation [64] – is part and parcel of the way forensic scientists operate and widely regarded as an asset to the criminal justice system. And yet, forensic identification has a discomforting dark side, due to its shaky theoretical foundations. Practitioners often circumvent this issue by arguing, somewhat circularly, that identification “works” because they can demonstrate the ability to reliably make identifications under well-defined, but often idealistic, conditions. While some forensic scientists have chosen to further develop their reporting practice, away from categorical identification statements toward value of evidence expressions (e.g., 73), many other forensic scientists have not [96]. This is much to the frustration of consumers of expert information who are concerned about the potential of overstatements and contradictions in terms. Changes in policy and practice being reputedly slow, and the willingness of some quarters of forensic science to review and innovate their reporting schemes rather limited (e.g., 31), the burden of scrutinising forensic conclusions in casework will continue to remain, at least for the near future, a constant challenge. This burden comes at a cost that not every defendant would be able to afford.

The conclusion, however, that the persistence of identification
claims is merely a problem of forensic practice, would be short-sighted. As has been argued in this paper, forensic science literature, too, takes its share in perpetuating problematic forensic identification claims. To better understand this phenomenon and its adverse consequences, this paper has exposed three publication strands through which forensic identification claims are commonly made. These strands have been called descriptivism, diagnosticism and machinism, with the latter being a shorthand term for the now increasingly fashionable approaches based on machine learning. The problem of these publication strands is that, rather than acknowledging that identification is a conclusion that goes beyond what science can provide [95], the contrary is taken as a premise. What is more, as has been shown with reference to Ref. [90], identification conclusions are prone to raise a host of further problems, such as the unwarranted carrying over of source conclusions to ultimate issues and the confusing use of “match” terminology and probability concepts. Thus, problematic identification claims do not manifest themselves in isolation, but arise as a stack of convoluted problems. And yet, it is exasperating to note that these problems are neither new nor unavoidable.

This paper has pinpointed to selected publications to demonstrate that the continuing use of the classic identification paradigm in current forensic science literature, and the persistence of associated problems therein, is more than a mere theoretical consideration. It rather permeates every part of forensic science. The discussed publications were selected, however, for the sole purpose of illustration. They do not represent the main point of the argument. Instead, the primary purpose was to uncover more general properties of the various ways (i.e., publication strands) whereby identification claims are commonly made. The three publication strands discussed in Sections 2 to 4, while not claiming to provide an infallible or exhaustive account of the problem, are an attempt to bettering our understanding of the way in which problematic identification claims arise, which can serve as a first step toward avoiding them.

Thus, on pain of contributing to the persistence of domain-wide pursuits of unwarranted identification claims, forensic science journals should exert greater care in ensuring that publications properly acknowledge the suitability, scope and limitations of research methods used in studies involving the notion of identification. In view of the analysis presented in this paper, more emphasis should be placed on the distinction between, on the one hand, improvements on “tool problems” that use forensic identification merely as an illustrative example and, on the other hand, studies that make no compromise on the characteristics of forensic identification in the first place, and that choose research methods as a function of these fundamental understandings.
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