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1 Introduction

Abrikosov realized long ago that vortex solutions in superconductors confine magnetic “charges” [1], a result that was used to formulate the idea that a similar mechanism should occur for the confinement of quarks [2–4], despite the physics of the problem being dramatically different. These differences are fundamental, quarks are firstly electric sources and not magnetic and furthermore they are also charged under the colour group, absent from all previous superconductor-related discussions. Therefore, if this idea is to be successful in describing real quarks some analogous and yet dual mechanism for vortex formation must be responsible, spiced up with some new ingredients. Rather than condensation of electric charges, as per the well-known Cooper pair mechanism, what should occur is condensation of magnetic monopoles, leading to a similar Meissner effect only now for electric rather than magnetic fields. In addition, the resulting vortices must possess some additional internal degrees of freedom, responsible for the transmission of the colour flux. The problem
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is further complicated by the fact that the physics of quarks is inherently strongly coupled, meaning all effective classical descriptions are at best inaccurate.

Despite the overwhelming complications, a major breakthrough in the realization of this idea was the work of Seiberg and Witten [5], who discovered that magnetic monopoles do indeed condense in a softly broken $\mathcal{N} = 2$ Super Yang-Mills theory. Their condensation does in fact yield electric flux tubes, one of the main desired ingredients, however the mechanism behind this remains purely Abelian and fails to describe any of the actual physics of Nature’s quarks. In particular, these flux tubes predict extra multiplicities in the hadron spectrum [6, 7] not observed in any experiments, not mentioning the need for supersymmetry. It therefore becomes important to study alternative types of vortex solutions. Non-abelian vortices [8, 9] are standard solitonic vortex solutions with additional orientational moduli localized at their cores. These moduli are the Goldstone bosons resulting from the breaking of a non-Abelian global symmetry in the vortex core. They can be realized in some vacua of $\mathcal{N} = 2$ SQCD in which they do in fact yield interesting confinement phenomena [10], as well as several more relations between two and four dimensional theories [11–13]. Since their initial discovery, an extensive literature on this subject has been developed [14–19] which mainly involves far from straightforward models usually including some degree of supersymmetry. In great part because of these complications, the dynamics of such non-Abelian vortices remains an open and important question.

There are however plenty of analytical and/or numerical studies on dynamics of the global/local Abelian vortices in the literature, see for example [20–22] and references therein. In comparison, studies on the dynamics of non-Abelian vortices are indeed very few. The static interaction (semi-dynamical problem) of the non-Abelian global vortices with $\mathbb{C}P^{N-1}$ orientational moduli was studied in ref. [24]. That of the non-Abelian local vortices with $\mathbb{C}P^{N-1}$ orientational moduli was studied in refs. [25, 26], and that for the non-Abelian local vortices with $S^{N-1}$ orientational moduli in ref. [27]. Studies which have attempted to investigate such dynamics [28–30] have resorted to moduli approximations for slowly moving BPS vortices, avoiding the full numerical bulk calculations necessary for an in depth study of this rich physics. This is not surprising, the bulk supersymmetric models even when truncated to their bosonic subsectors involve a plethora of fields, complicating the calculations dramatically.

Interestingly, non-Abelian vortex cousins have also been found in different contexts without supersymmetries. One of them is high-density QCD where a mixture of non-Abelian global and local vortices exists [31–36]. There are also intensive studies on these vortices from various perspectives [37–49]. The other recent topic is related to non-Abelian vortices in the so-called two Higgs doublet model, which is one of the simplest extensions of the Standard Model (SM) with an additional Higgs doublet [50]. A topologically stable vortex was first found in ref. [51], and has been recently revived in refs. [52, 53]. A topological monopole attached to the non-Abelian strings was found in [54–56]. Similar configurations are also studied in an axion model [57].

Recently, inspired by Witten’s superconducting string model [58], Shifman [59] has proposed a particulary simple model which also contains non-Abelian vortices, free of any supersymmetry. This model was easily generalized to many non-Abelian soliton setups.
In [60, 61] the model was used to investigate cholesteric and spin vortices in an analogous
model to liquid crystals in condensed matter, and in [62] the system was generalized to
include isospin degrees of freedom on ‘t Hooft-Polyakov monopole solutions. These moduli
were also added to Skyrmions in [63], and a dual non-Abelian monopole-vortex complex
was constructed in [64]. A preliminary study of non-Abelian vortex lattices was performed
in [27], relying upon the simplicity of the original model and its close analogue to the
Abrikosov lattice solution. These works are all in the classical regime of the theory, ignoring
all strong coupling effects. Attempts to include such effects in this model were first initiated
in [65], where non-Abelian vortices were first built in a holographic context assuming no
backreaction of the matter fields in the gravitational sector. This was extended in [66],
where the fully backreacted non-Abelian vortex solution was built.

The simplicity of this model allows one to keep the numerical calculations of non-
Abelian vortex dynamics simple enough for a bona-fide bulk simulation. This paper is
devoted to precisely such a study. By taking advantage of recent technical advances in
the field of neural networks we were able to implement all necessary numerical simulations
on graphical processing units, thus speeding up the complex two-dimensional relaxation
procedures by two orders of magnitude. This dramatic reduction in computing time allowed
us to delve into the dynamics of non-Abelian vortices in fine detail, elucidating the phase
diagram, scattering physics and additional aspects of this fascinating subject. Our work
covers global and local, BPS and non-BPS, and slow and fast moving vortices.

This paper is structured as follows. In section 2 we introduce the model, which is
a slight variation of Shifman’s original model corresponding to a specific combination of
coupling constants in the potential; in section 3 we begin our scattering investigations in the
global vortex context, which serves as a warmup for the gauged case. In section 4 we provide
a detailed analytic study of the interaction between non-Abelian vortices, in particular
extending and refining the results of [27] to higher accuracy in the mass parameters. In
section 5 we finally investigate the full scattering dynamics of local non-Abelian vortices,
restricting to the scattering of parallel, anti-parallel and orthogonal internal orientations.
Some exotic results on anti-vortex and multi-vortex scatterings are included in section 6 to
illustrate the full generality and applicability of our methods. Finally, section 7 is devoted
to summarizing the results of the paper.

2 The model

The model we study in this work is an Abelian-Higgs model with neutral scalar fields. The
matter contents are the U(1) gauge field $A_\mu$, the charged Higgs field $\phi$, and the neutral
real scalar fields $\chi_a (a = 1, \cdots, N)$. We consider one of the simplest models which admits
a nontrivial vortex with internal orientational moduli. The Lagrangian is

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + D_\mu \phi (D^\mu \phi)^* + \partial_\mu \chi_a \partial^\mu \chi_a - V,$$

$$V = \Omega^2 \chi_a^2 + \lambda \left( |\phi|^2 + \chi_a^2 - v^2 \right)^2.$$
The covariant derivative is defined as $D_\mu \phi = (\partial_\mu + ieA_\mu)\phi$ where $e$ is a U(1) charge. In addition to the U(1) gauge symmetry, this model has $O(N)$ global symmetry $\vec{\chi} \to U\vec{\chi}$ with $U \in O(N)$. In what follows, we assume $\Omega^2 > 0$, $v^2 > 0$, and $\lambda > 0$. Then the potential minimum reads

$$|\phi| = v, \quad \vec{\chi} = 0. \quad (2.3)$$

This is the Higgs branch in the sense that the U(1) gauge symmetry is broken. On the other hand, the global $O(N)$ symmetry is unbroken. To be more precise, let us examine the potential minima by considering the Hessian $H$

$$H = \begin{pmatrix}
\frac{\partial^2 V}{\partial x^2} & \frac{\partial^2 V}{\partial x \partial y} \\
\frac{\partial^2 V}{\partial y \partial x} & \frac{\partial^2 V}{\partial y^2}
\end{pmatrix}, \quad x \equiv |\phi| \geq 0, \quad y = \sqrt{\chi^2_i} \geq 0. \quad (2.4)$$

There are three candidates for local minima: $(x, y) = (0, 0)$, $(v, 0)$ and $(0, \tilde{v})$ with $\tilde{v} \equiv \sqrt{2v^2\lambda - \Omega^2}$, the latter existing only when $2v^2\lambda \geq \Omega^2$. The determinant and trace of the Hessian $H$ are shown in Table 1. For a point to be local minimum, both $\det H$ and $\text{tr} H$ are required to be positive. Therefore, under the conditions $\Omega^2 > 0$, $v^2 > 0$ and $\lambda > 0$, $(x, y) = (0, 0)$ and $(0, \tilde{v})$ cannot be local minima. Instead, $(x, y) = (v, 0)$ is always a local minimum where all bosonic excitations are massive and

$$m_\phi^2 = 4v^2\lambda, \quad m_\gamma^2 = 2e^2v^2, \quad m_\chi^2 = \Omega^2. \quad (2.5)$$

The spontaneously broken U(1) symmetry gives rise to the well-known Abrikosov-Nielsen-Olesen vortices which are topological solitons associated with the first homotopy group

$$\pi_1(U(1)) = \mathbb{Z}. \quad (2.6)$$

The topological winding number is related to the asymptotic behavior of the phase of $\phi$ by

$$\phi|_{r \to \infty} \to ve^{ik\theta}, \quad (2.7)$$

with $\{r, \theta\}$ the usual polar coordinates. The single-valuedness condition on $\phi$ forces $k$ to be an integer, which is nothing but the topological winding number $k \in \mathbb{Z}$. Then, the finiteness of energy requires

$$D_\theta \phi \to 0 \quad \Rightarrow \quad A_\theta \to \frac{i}{e} \phi^{-1} \partial_\theta \phi = \frac{k}{e}, \quad (2.8)$$

therefore the magnetic flux is quantized as

$$\Phi = \int d^2xF_{12} = \int_0^{2\pi} d\theta \left. A_\theta \right|_{r \to \infty} = \frac{2\pi}{e} k. \quad (2.9)$$
The non-superconducting vortex (a) and the superconducting vortex (b). The parameter choice is \((e, \lambda, v) = (2, 2, 2)\) with \(\Omega = 3\) for (a) and \(\Omega = 1\) for (b).

Additionally, the finiteness of energy requires \(\phi\) to vanish at the center of vortex as

\[
\phi \bigg|_{r \to 0} \to 0. \quad (2.10)
\]

While the asymptotic behavior of \(\phi\) is determined by the topology, that of \(\vec{\chi}\) depends on dynamical details. To see this, let us consider an effective mass of \(\vec{\chi}\) under the vortex background for \(\phi\):

\[
m^2_\chi \equiv \Omega^2 + 2\lambda \left( |\phi|^2 - v^2 \right) \to \begin{cases} 
\Omega^2 & \text{as } r \to \infty \\
\Omega^2 - 2\lambda v^2 & \text{as } r \to 0 
\end{cases} . \quad (2.11)
\]

This implies that condensation of \(\vec{\chi}\) tends to be suppressed if \(\Omega^2 \gg 2\lambda v^2\). On the contrary, when \(\Omega^2 \ll 2\lambda v^2\), \(\vec{\chi}\) tends to condense only in the vicinity of the vortex core. Namely, the vortex becomes superconducting.\(^1\) Figures 1a and 1b show examples of non-superconducting and superconducting vortices, respectively.

In what follows, we will be mainly interested in the superconducting vortex because it has the peculiar feature of being accompanied by the so-called non-Abelian moduli. This can be understood as follows. As shown in figure 1b, the \(\vec{\chi}\) field condenses at the center of the vortex. There, the global \(\text{SO}(N)\) symmetry is spontaneously broken to \(\text{SO}(N-1)\). Hence, the Nambu-Goldstone bosons of \(\text{SO}(N)/\text{SO}(N-1)\) appear but they are localized around the vortex core since \(\text{SO}(N)\) is unbroken in the bulk. In addition, the presence of the vortex also breaks the translational symmetry, so that the moduli space of the single vortex is

\[
\mathcal{M}_{1\text{-vortex}} = \mathbb{R}^2 \times \frac{\text{SO}(N)}{\text{SO}(N-1)} \simeq \mathbb{R}^2 \times S^{N-1}. \quad (2.12)
\]

The orientational moduli \(S^{N-1}\) are the so-called non-Abelian moduli.

In the subsequent sections, we will study scattering of two non-Abelian vortices. The vortices can be regarded as particles of a finite size moving on the real plane \(\mathbb{R}^2\), since

\(^1\)Strictly speaking this is an abuse of terminology, borrowed from Witten’s superconducting string setup, since in this case the string is not superconducting as the internal condensate is global. We will however use this terminology here to describe those vortices which possess a non-zero condensate in the core. There are many papers studying conditions for a scalar field to condense on the Abelian vortex [58, 67–75].
their individualities are obviously distinguishable as long as they are well separated. In addition, the vortices should scatter inside the internal $S^{N-1}$ space. The situation somehow resembles the scattering of two particles with spin as shown in figure 2.

3 Scattering of global non-Abelian vortices: a warm up

3.1 Set up

In this section we will study the non-Abelian vortices in the simplified model where the $U(1)$ symmetry is a global symmetry. Namely, we consider the Lagrangian

$$L = \partial_\mu \phi \partial^\mu \phi^* + \partial_\mu \chi_a \partial^\mu \chi_a - V,$$

where the scalar potential is same as the one in eq. (2.2). This simplified model also admits vortices associated with the spontaneously broken global $U(1)$ symmetry. However they are not local but global solitons. The biggest difference is in their masses. The mass of the local vortex is finite, whereas that of the global vortex diverges as $\log \Lambda$ where $\Lambda$ is an IR cutoff scale. On the other hand, concerning the condensation of $\vec{\chi}$ the global vortex is quite similar to the local vortex. According to the ratio between $\Omega^2$ and $\lambda v^2$, the global vortex induces the local condensation of $\vec{\chi}$ as the local vortex shown in figure 1.

Even though the dynamics of the global vortices with non-Abelian orientations is itself interesting, we only study it here as a first step before the more complicated numerical simulation of local vortices in subsequent sections.

In what follows, we will consider the case of $N = 3$. Namely, the internal orientation manifold is $S^2$. We will numerically simulate the scattering problem of two superconducting vortices ($\Omega^2 < \lambda v^2$). We prepare the initial configurations as follows:

1) First, numerically solve the equations of motion for the static single non-Abelian vortex at the origin. Let $\phi^{(0)}$ and $\chi^{(0)}$ be the solution

$$\phi = \phi^{(0)}(x, y), \quad \chi = \chi^{(0)}(x, y)n.$$
Here \( \mathbf{n} \) is a constant three vector satisfying \( |\mathbf{n}| = 1 \) which determines a point on the internal \( S^2 \) moduli space. In what follows, we will set \( \mathbf{n} \) to be oriented along the third axis denoting \( \mathbf{n}_0 = (0, 0, 1) \), which is always possible without loss of generality.

2) We shift the static solution by \( \delta x = \pm a/2 \) and \( \delta y = \pm b/2 \), and boost it with velocity \( u \) along the \( x \) axis. We also act with an SO(3) rotation on \( \chi \) as

\[
\phi^{(1)} = \phi^{(0)} \left( \gamma \left(x - \frac{a}{2} + ut\right), y - \frac{b}{2} \right), \quad \chi^{(1)} = \chi^{(0)} \left( \gamma \left(x - \frac{a}{2} + ut\right), y - \frac{b}{2} \right) \mathbf{n}_1, \tag{3.3}
\]

\[
\phi^{(2)} = \phi^{(0)} \left( \gamma \left(x + \frac{a}{2} - ut\right), y + \frac{b}{2} \right), \quad \chi^{(2)} = \chi^{(0)} \left( \gamma \left(x + \frac{a}{2} - ut\right), y + \frac{b}{2} \right) \mathbf{n}_2, \tag{3.4}
\]

where the rapidity is \( \gamma = 1/\sqrt{1 - u^2} \), and \( \mathbf{n}_i = R_i \mathbf{n}_0 \) is a rotated \( S^2 \) vector with SO(3) rotation matrix \( R_i \)

\[
R_i = \begin{pmatrix}
1 & 0 & 0 \\
0 & \sin \alpha_i & \cos \alpha_i \\
0 & -\cos \alpha_i & \sin \alpha_i
\end{pmatrix}, \tag{3.5}
\]

with \( \alpha_i \in [-\pi/2, \pi/2] \). We refer to \( \alpha_1 - \alpha_2 \) as the relative internal angle at the initial time.

3) We prepare the initial configuration for integrating the equations of motion in the real time à la Abrikosov as

\[
\phi(0, x, y) = \frac{1}{v} \phi^{(1)}(0, x, y) \phi^{(2)}(0, x, y), \tag{3.6}
\]

\[
\chi_a(0, x, y) = \chi_a^{(1)}(0, x, y) + \chi_a^{(2)}(0, x, y), \tag{3.7}
\]

and

\[
\dot{\phi}(0, x, y) = \frac{1}{v} \left( \dot{\phi}^{(1)}(0, x, y) \phi^{(2)}(0, x, y) + \phi^{(1)}(0, x, y) \dot{\phi}^{(2)}(0, x, y) \right), \tag{3.8}
\]

\[
\dot{\chi}_a(0, x, y) = \dot{\chi}_a^{(1)}(0, x, y) + \dot{\chi}_a^{(2)}(0, x, y). \tag{3.9}
\]

The initial configurations prepared through these steps are illustrated in figure 3.

### 3.2 Head on collisions

We now show results of the head on collisions of two non-Abelian vortices with three different \( \alpha_2 = \frac{\pi}{2}, 0, -\frac{\pi}{2} \) whereas we fix \( \alpha_1 = \frac{\pi}{2} \). We call the two vortices parallel if \( \alpha_1 - \alpha_2 = 0 \), anti-parallel if \( \alpha_1 - \alpha_2 = \pi \), and orthogonal if \( \alpha_1 - \alpha_2 = 0 \). We will set our parameters \( (\lambda, v, \Omega) = (2, 2, 1) \), so that the vortices are in the superconducting regime (\( |\chi| \neq 0 \) in the vortex core). Moreover, we always set the initial distance as \( a = 10 \) in the unit of \( \Omega \). The impact parameter is set to zero, \( b = 0 \).
Schematic picture of the initial state of two non-Abelian vortices. The left diagram shows the vortices in the real plane and the right the vortices in the internal plane. The painted ovals stand for the boosted vortices which are squashed because of the Lorentz contraction effect.

**Figure 3.**

First we consider the scattering of two vortices with parallel orientations. We repeatedly perform numerical simulations by changing the initial velocity \( u \) as \( u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85 \). Since the two vortices are global vortices with positive topological charges \( k = 1 \), we expect that they interact by a long range repulsive force as usual global vortices without the orientational degrees of freedom. Our results are consistent with this expectation. Indeed, for \( a = 10 \) a threshold is found at \( u_c \in (0.7, 0.75) \) above which the vortices scatter at right angles while below they backscatter along the incoming directions. Figure 4 shows the positions \((X_i(t), Y_i(t))\) of the vortices determined by \( \phi(X_i(t), Y_i(t)) = 0 \). As is seen from figure 4, the vortices bounce off on the x axis for \( u = 0.6, 0.65, 0.7 \). On the other hand, the vortices go beyond the potential barrier and collide head on and scatter at right angles (the motion transitions from the x axis to the y axis) for \( u = 0.75, 0.8, 0.85 \).

We also observed how the internal orientations evolve. We find that they are preserved for all cases, namely, \( \alpha_1 = \alpha_2 = \frac{\pi}{2} \) throughout the whole simulations. However, the amplitude \(|\chi|\) is not a constant of motion. A massive (Higgs) mode is excited during the

**Figure 4.**

The trajectories \((X_i(t), Y_i(t))\) of the two parallel vortices for \( u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85 \).
Figure 5. Evolution of $\vec{\chi}_2 = \vec{\chi}(X_2(t), Y_2(t))$ for $u = 0.6$ and $u = 0.85$.

Figure 6. Evolution of energy density for two parallel vortices scattering with velocities $u = 0.85$.

Figure 7. The trajectories $X_i(t)$ of two anti-parallel vortices for $u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9$. We do not show $Y_i(t)$ because it always vanishes.

scattering as shown in figure 5, the excitation being particularly intense after the vortices scatter at right angles. This is because the fields $\phi$ and $\chi$ are strongly deformed during the collision, where the individual presence of two vortices is not obvious at all, see figure 6.

Anti-parallel vortices $(\alpha_1, \alpha_2) = \left(\frac{\pi}{2}, -\frac{\pi}{2}\right)$. Let us next study the scattering of two anti-parallel vortices. In addition to $u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85$, in this case we also simulated the scattering with $u = 0.9$. The results are quite different from those of the parallel vortices in the sense that the vortices always backscatter, regardless of the initial velocity $u$, see figure 7. We observed that the internal orientation is a constant in time, similarly to the parallel case, namely, $(\alpha_1, \alpha_2) = \left(\frac{\pi}{2}, -\frac{\pi}{2}\right)$ holds throughout the simulation. However,
Figure 8. Evolution of $\vec{\chi}_2 = \vec{\chi}(X_2(t), Y_2(t))$ for $u = 0.6$ and $u = 0.85$.

Figure 9. Evolution of energy density for the two anti-parallel vortices scattering with $u = 0.85$.

As we have seen, the anti-parallel vortices bounce off even in the case of high initial velocities $u = 0.9$. This implies that the inter-vortex force between anti-parallel global vortices is a very strong repulsion.

Orthogonal vortices $(\alpha_1, \alpha_2) = \left( \frac{\pi}{2}, 0 \right)$. As in the previous case, we simulated the scattering of orthogonal vortices for $u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9$. The resulting dynamics are qualitatively and partially equal to those of the parallel vortices. Namely, there is a threshold velocity below (above) which the vortices backscatter (scatter at right angle). The threshold $u_c$ is in this case (for $a = 10$) between $u = 0.75$ and $u = 0.8$, which is higher than that of parallel vortices, marking stronger repulsive inter-vortex forces. Figure 10 shows the results of our numerical simulations, and is quite similar to figure 4 for the parallel vortices. However, there is an important difference: the internal orientations are no longer constants of motion. Figure 11 shows the evolution of the orientations $\alpha_{1,2}$ for the cases that the vortices backscatter ($u = 0.6, 0.65, 0.7, 0.75$). For all of these simulations, the orientations initially do not change. However, they start to vary approximately when the vortices reach their closest separation. $\alpha_1$ decreases toward $\frac{\pi}{4}$, and at the same time $\alpha_2$ increases toward $\frac{3\pi}{4}$. The decreasing of $\alpha_1$ and increasing of $\alpha_2$ linearly continues for relatively small $u = 0.6, 0.65$. Therefore, the dynamics of the internal orientation is almost circular motion at constant velocity. However, this is not the case for $u$ near the threshold. We found that the internal orientations oscillate around $\alpha_{1,2} = \frac{\pi}{4}$ for $u = 0.75$, see the right-most panel of figure 11.
Figure 10. The trajectories $(X_i(t), Y_i(t))$ of the two orthogonal vortices for $u = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9$.

Figure 11. Evolutions of internal orientations $\alpha_{1,2}$ of the orthogonal vortices with the velocities $u = 0.6, 0.65, 0.7, 0.75$ below the threshold. Evolution of the internal orientations for $u$ beyond the threshold is significantly different from that below the threshold. As shown in figure 12, when the vortices collide on the real plane, the orientations also collide on the internal sphere. While the vortices scatter off at right angles in the real plane, the orientations become stuck at $\alpha_1 = \alpha_2 = \pi/4$. In other words, the orthogonal vortices become parallel vortices after scattering at right angles. This is an unexpected phenomenon compared to the previous study of head-on collisions of BPS non-Abelian vortices with $\mathbb{C}P^{N-1}$ non-Abelian moduli, where the orientations also scatter at right angles in the internal space [29]. Hence, the orientations becoming stuck in parallel orientations is specific to the non-Abelian vortices with $S^{N-1}$ orientational moduli.
Necessary condition for right angle scattering. We observed that the two orientations tend to be parallel when the vortices approach on the real plane. Then, we observed that right angle scattering can occur only when the orientations are parallel at least at the moment of the collision. This is also true for the scattering of parallel vortices as we have seen in figure 4. Hence, the necessary condition for right-angles scattering to occur is that the two orientations should be parallel at the moment of the collision. This is reasonable in the following sense. For right angle scattering, we cannot say which vortex scatters towards which direction since physical observables like the energy density are symmetric under replacement of the two vortices. Namely, at the moment of scattering, they completely merge into each other and scatter off at right angles. This can happen only when the two vortices are indistinguishable. Therefore, the orientations should be parallel if the vortices scatter at right angles.

3.3 Scattering of orthogonal vortices with non-zero impact parameter

We now briefly show the scattering of orthogonal vortices when turning on the impact parameter $b$. Figure 13 summarizes our results. We observe that the impact parameter does not significantly affect the physics of the orientational moduli. Since we are primarily interested in this aspect, we shall not investigate this matter further until section 6.

4 Static interaction of local non-Abelian vortices

We are now ready to proceed with the scattering of fully local non-Abelian vortices by turning on the U(1) gauge coupling $e \neq 0$. 

Figure 12. Evolutions of internal orientations $\alpha_{1,2}$ of the orthogonal vortices with the velocities $u = 0.8, 0.85, 0.9$ above the threshold.
4.1 Abelian v.s. non-Abelian vortices

When the gauge coupling is turned on, the gauge fields become dynamical fields. The full equations of motion resulting from Lagrangian (2.1) with potential (2.2) are

\[
\partial^\mu \partial_\mu A^\nu - \partial^\nu \partial_\mu A^\mu + ie (\phi D^\nu \phi^* - \phi^* D^\nu \phi) = 0, \quad (4.1)
\]

\[
D^\mu \phi + \frac{\partial V}{\partial \phi^*} = 0, \quad (4.2)
\]

\[
\partial_\mu \partial^\mu \chi_i + \frac{1}{2} \frac{\partial V}{\partial \chi_i} = 0. \quad (4.3)
\]

To begin, we analyze the single non-Abelian local vortex. Let us make a common ansatz for the single vortex placed at the origin

\[
\phi = v f(r)e^{i\theta}, \quad \chi = v g(r)n, \quad A^i = \frac{1}{e} \frac{\epsilon^{ij} n_j}{r^2} (1 - a(r)), \quad (4.4)
\]

where \( r \) and \( \theta \) are the two-dimensional polar coordinates, and \( n \) is an arbitrary constant unit vector. The equations of motion become

\[
f'' + \frac{1}{r} f' - \frac{a^2}{r^2} f - \frac{m_\phi^2}{2} (f^2 + g^2 - 1)f = 0, \quad (4.5)
\]

\[
g'' + \frac{1}{r} g' - \frac{m_\phi^2}{2} (f^2 + g^2 - 1)g - m_\chi^2 g = 0, \quad (4.6)
\]

\[
a'' - \frac{1}{r} a' - m_\gamma^2 f^2 a = 0. \quad (4.7)
\]

Here, primes stand for derivatives in terms of \( r \). We can further simplify these equations.
by introducing a dimensionless coordinate \( \rho \equiv m_\phi r \), resulting in

\[
\ddot{f} + \frac{1}{\rho} \dot{f} - \frac{a^2}{\rho^2} f - \frac{1}{2} (f^2 + g^2 - 1) f = 0,
\]

\[ (4.8) \]

\[
\ddot{g} + \frac{1}{\rho} \dot{g} - \frac{1}{2} (f^2 + g^2 - 1) g - \left( \frac{m_\chi}{m_\phi} \right)^2 g = 0,
\]

\[ (4.9) \]

\[
\ddot{a} - \frac{1}{\rho} \dot{a} - \left( \frac{m_\gamma}{m_\phi} \right)^2 f^2 a = 0,
\]

\[ (4.10) \]

where dots are now derivatives with respect to \( \rho \). We are to solve these equations with the following boundary conditions

\[
(f, g, a) \to (1, 0, 0) \quad \text{for} \quad \rho \to \infty, \]

\[ (4.11) \]

\[
(f, \dot{g}, a) \to (0, 0, 1) \quad \text{for} \quad \rho \to 0. \]

\[ (4.12) \]

Typical solutions are shown in figure 1.

The vortex solutions essentially depend on the two mass ratios \( m_\chi/m_\phi \) and \( m_\gamma/m_\phi \). Our main concern here is to clarify when the vortex becomes of the non-Abelian type. Namely, we want to understand for which parameter region \( \chi \)-condensation at the vortex core is non-zero. As mentioned below eq. (2.11), we can roughly say that the \( \chi \)-condensation is non-zero when \( \frac{m_\chi}{m_\phi} \ll \frac{1}{\sqrt{2}} \) holds \((\Omega^2 \ll 2\lambda v^2)\). However, as we will discuss in the next subsection, an important property of the non-Abelian vortex is deeply related with the fact that the mass ratios \( \frac{m_\chi}{m_\phi} \) and \( \frac{m_\gamma}{m_\phi} \) are smaller or larger than \( \frac{1}{2} \). It seems quite hard to analytically obtain a phase boundary dividing the parameter space into two regions, Abelian vortex and non-Abelian vortex. Instead, here we perform a numerical survey. We numerically solve the above vortex equations for points in the \((\frac{m_\chi}{m_\phi}, \frac{m_\gamma}{m_\phi})\) plane. We choose \( \frac{m_\chi}{m_\phi} = \frac{n_\chi}{10^{100}} \) and \( \frac{m_\gamma}{m_\phi} = \frac{n_\gamma}{10^{101}} \) with integers \( 1 \leq n_\chi \leq 121 \) and \( 1 \leq n_\gamma \leq 211 \). We call a vortex non-Abelian only if the \( \chi \)-condensation at the vortex center satisfies \( g(0) > 0.01 \), otherwise we regard it as Abelian. The result is shown in figure 14. The phase boundary between the Abelian and non-Abelian phases stands to the left side of the green vertical line \( \frac{m_\chi}{m_\phi} = \frac{1}{\sqrt{2}} \), as expected. Near the phase boundary, the \( \chi \) condensation is very small. Hence, we expect the non-Abelian vortex can easily transform into the Abelian one under a dynamical process, and vice versa. When we use non-Abelian vortices throughout the paper, we make sure to take parameters from deep within the non-Abelian phase.

4.2 Static inter-vortex forces from a point vortex approximation

Let us next derive the static vortex potential which will be important to understand the various types of collisions of non-Abelian vortices. It was previously studied in [27], but here we analyze it in further detail, finding the previously obtained formula of the inter-vortex interaction includes important higher order corrections. Below we will use the techniques developed in refs. [23] and [26].

4.2.1 The Abelian phase

Before investigating the static vortex interaction of non-Abelian vortices, let us review that for the Abelian ones. Therefore, we assume \( g = 0 \) for the time being. Let us focus on the
Figure 14. The phase diagram of the single vortex. The vortex is of the Abelian type in the blue region, otherwise it is of the non-Abelian type. The solid line $m_\gamma = m_\chi$ is the analytic estimation of the phase boundary between type I* A (above) and type II (below) non-Abelian vortices, whereas the dashed line $m_\gamma = 2m_\chi$ corresponds to the analytic estimation of the boundary between type I* A (below) and type I* B (above), see discussion around table 2.

asymptotic behaviors of the profile functions by perturbing them as $f = 1 - \delta f$, and $a = \delta a$ at $r \to \infty$. Plugging these into the above equations of motion, and picking up only terms which are of leading order at $r \to \infty$, we have

$$\begin{align*}
\delta f'' + \frac{\delta f'}{r} - m_\gamma^2 \delta f &= -\frac{\delta a^2}{r^2}, \\
\delta a'' - \frac{\delta a'}{r} - m_\gamma^2 \delta a &= 0.
\end{align*}$$

(4.13) (4.14)

Note that we keep the quadratic term at the right hand side of eq. (4.13) since they can be of the same order as $\delta f$ [76, 77], as we will see shortly below. Let us first solve eq. (4.14). Normalizable solutions are given by

$$\delta a = \frac{1}{\sqrt{2}} \frac{\mu}{2\pi} m_\gamma r K_1(m_\gamma r) \simeq \frac{\mu}{4\sqrt{\pi}} \sqrt{m_\gamma r} e^{-m_\gamma r},$$

(4.15)

where $\mu$ is an undetermined constant which can be fixed numerically if necessary. One can check that $\mu$ is positive from the equations of motion. As expected, the decay constant is $m_\gamma^{-1}$. With this asymptotic function in hand, we can now determine $\delta f$ by solving eq. (4.13). If we ignore the quadratic term on the right hand side, we have $\delta f \simeq \frac{a}{4\sqrt{\pi}} \frac{1}{\sqrt{m_\phi r}} e^{-m_\phi r}$. However, the term on the right hand side is of order $-\frac{\mu^2 m_\gamma}{16\pi} e^{-2m_\gamma r}$. Therefore, it can be
ignored only when $m_\phi < 2m_\gamma$ holds [76]. When $m_\phi > 2m_\gamma$ we have to take it into account, and the correct asymptotic behavior of $\delta f$ is then given by a piecewise expression

\[
\delta f \simeq \begin{cases} 
q \left( \frac{1}{4\pi} \frac{m_\phi}{\sqrt{m_\phi}} \right)^{\frac{1}{2}} e^{-m_\phi r} & \text{for } m_\phi < 2m_\gamma, \\
\frac{m_\phi}{16\pi m_\phi^2 - 4m_\gamma^2 m_\gamma r} e^{-2m_\gamma r} & \text{for } m_\phi > 2m_\gamma,
\end{cases}
\]

(4.16)

where $q$ is a positive constant. This can also be expressed in terms of the Bessel function $K_0$ as

\[
\delta f \simeq \begin{cases} 
q \left( \frac{1}{2\sqrt{2} \pi} \right)^{\frac{1}{2}} K_0(m_\phi r) & \text{for } m_\phi < 2m_\gamma, \\
\frac{m_\phi}{m_\gamma^2 - 4m_\gamma r} \left( \frac{\mu}{2\sqrt{2} \pi} K_0(m_\gamma r) \right)^2 & \text{for } m_\phi > 2m_\gamma,
\end{cases}
\]

(4.17)

Now we are ready to figure out the asymptotic interaction between two static vortices. To this end, let us move to a different gauge where $\phi$ becomes real by $\phi \rightarrow e^{-i\theta} \phi$ and $A_\mu \rightarrow A_\mu + \frac{1}{r} \partial_\mu \theta$. Then, we introduce a real scalar field $\varphi$ through $\phi = 1 - \varphi / \sqrt{2}$.

**The case of $m_\phi < 2m_\gamma$.** For a single vortex, the asymptotic behaviors in the new gauge are given by

\[
\varphi \rightarrow v q \frac{1}{2\pi} K_0(m_\phi r),
\]

(4.18)

\[
A^i \rightarrow -\frac{1}{e} \partial^i \varphi \left( \frac{1}{\sqrt{2} \pi} \right)^{\frac{1}{2}} m_\gamma r K_1(m_\gamma r) = -\frac{1}{\sqrt{2} \pi e} \left( \vec{k} \times \vec{\nabla} \right)^i K_0(m_\gamma r),
\]

(4.19)

where we used $\frac{d}{dr} K_0(r) = -K_1(r)$ and introduced a constant vector $\vec{k} = (0, 0, 1)$. Our next task is to replicate these asymptotic behaviors in a quadratic Lagrangian,

\[
L_{\text{free}} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{m_\gamma^2}{2} A_\mu A^\mu + \frac{1}{2} \partial_\mu \varphi \partial^\mu \varphi - \frac{m_\phi^2}{2} \varphi^2.
\]

(4.20)

In addition, we introduce source terms [23]

\[
L_s = \varphi \rho_\phi - A_\mu j^\mu.
\]

(4.21)

Then the equations of motion are given by

\[
(\partial_\mu \partial^\mu + m_\phi^2)\varphi - \partial^\nu \partial_\nu \varphi = j^\mu,
\]

(4.22)

\[
(\partial_\mu \partial^\mu + m_\phi^2)\varphi = \rho_\phi.
\]

(4.23)

In order to reproduce the asymptotic behaviors from the above linearized equations, we can make use of the 2 dimensional Green function

\[
\left( -\vec{\nabla}^2 + m_\phi^2 \right) K_0(m_\phi r) = 2\pi \delta^{(2)}(\vec{x}).
\]

(4.24)

We end up with the following point sources to replicate a single Abelian vortex as a point object

\[
\rho_\phi = v q \delta^{(2)}(\vec{x}), \quad (j^0, \vec{j}) = \left( 0, -\frac{1}{\sqrt{2}} \vec{k} \times \vec{\nabla} \delta^{(2)}(\vec{x}) \right).
\]

(4.25)
Now, we can place one Abelian vortex at $\vec{x} = \vec{x}_1$ and the other at $\vec{x} = \vec{x}_2$. Namely, we have
\[
\rho_i^\phi = v q \delta^{(2)}(\vec{x} - \vec{x}_i),
\]
\[
(j_i^0, j_i) = \left(0, -\frac{\mu}{\sqrt{2}} \vec{k} \times \vec{\nabla} \delta^{(2)}(\vec{x} - \vec{x}_i)\right),
\]
with $i = 1, 2$, the total source being just the sum of two sources,
\[
(\rho^\phi, j^\mu) = \sum_{i=1}^2 (\rho_i^\phi, j_i^\mu).
\]
Since we work in the linearized theory, the created fields are simply superpositions of each field
\[
\varphi_i = v \frac{q}{2\pi} K_0(m_\phi |\vec{x} - \vec{x}_i|),
\]
\[
\vec{A}_i = -\frac{1}{\sqrt{2}} \frac{\mu}{2\pi e} \vec{k} \times \vec{\nabla} K_0(m_\gamma |\vec{x} - \vec{x}_i|).
\]
Hence, the interaction between two point sources mediated by the fields $\varphi$, and $\vec{A}$ reads
\[
L_{\text{int}}^\phi = \int d^2 x \left(\rho_1^\phi \varphi_2 - j_1^1 \vec{A}_2^0\right).
\]
This can be understood as the interaction between the first source at $\vec{x} = \vec{x}_1$ and the fields created by the second source (of course, one can interchange the indices $1 \leftrightarrow 2$, which leads to the same result). One can easily obtain
\[
L_{\text{int}}^\phi = v^2 \frac{q^2}{2\pi} K_0(m_\phi |\vec{x}_1 - \vec{x}_2|).
\]
The interaction mediated by the massive photon can also be computed as
\[
L_{\text{int}}^\gamma = \frac{\mu^2}{4\pi e^2} \int d^2 x \left(\vec{k} \times \vec{\nabla} \delta^{(2)}(\vec{x} - \vec{x}_1)\right) \cdot \left(\vec{k} \times \vec{\nabla} K_0(m_\gamma |\vec{x} - \vec{x}_2|)\right)
\]
\[
= -\frac{\mu^2}{4\pi e^2} (\vec{\nabla} \varphi_1)^2 K_0(m_\gamma |\vec{x}_1 - \vec{x}_2|)
\]
\[
= -\frac{v^2 \mu^2}{2\pi} K_0(m_\gamma |\vec{x}_1 - \vec{x}_2|),
\]
where we used eq. (4.24) and $\vec{\nabla} \varphi_1$ stands for the gradient operator in terms of $\vec{x}_1$. Having these formulae at hand, we can call $q$ an Abelian scalar charge, and $\mu$ a magnetic dipole moment, respectively. Hence, we reproduce the well-known formula for the Abelian vortices
\[
v^{-2} V_{\text{int}}(a) = -\frac{q^2}{2\pi} K_0(m_\phi a) + \frac{\mu^2}{2\pi} K_0(m_\gamma a),
\]
with $a = |\vec{x}_1 - \vec{x}_2|$. Since the modified Bessel function is exponentially small as $K_0(r) \sim \sqrt{\frac{r}{\pi}} e^{-r}$, the interaction mediated only by the lightest field dominates whereas the rest are suppressed. Therefore, when $m_\phi$ is the smallest ($m_\phi < m_\gamma < 2m_\gamma$), the inter-vortex force is attractive with $v^{-2} V_{\text{int}}(a) = -\frac{q^2}{2\pi} K_0(m_\phi a)$. On the other hand, when $m_\gamma < m_\phi < 2m_\gamma$, the
interaction is dominated by the massive photon with the repulsive potential \( v^{-2}V_{\text{int}}(a) = \frac{\mu^2}{\pi^2}K_0(m_\gamma a) \).

However, we have to be careful in the region \( m_\phi > 2m_\gamma \) where eq. (4.32) is no longer valid. In order to get a correct formula, we have to take the lower asymptotic function in eq. (4.17).\(^2\) The asymptotic behavior of \( \delta f \) in this case is not \( \delta f \sim K_0(m_\phi r) \) but \( \delta f \sim K_0(m_\gamma r)^2 \). To derive the correct interaction potential associated with \( \phi \), we have to go back to eq. (4.23). Comparing this to eq. (4.13), we can read a scalar source

\[
\rho_\phi = \sqrt{2} v \frac{\delta a^2}{\pi^2} \simeq \sqrt{2}vm_\gamma^2 \left( \frac{\mu}{2\sqrt{2} \pi} K_0(m_\gamma r) \right)^2 \quad \text{for} \quad m_\phi > 2m_\gamma
\]

and the asymptotic field \( \delta f \) generated by this source is nothing but the lower asymptotic function in eq. (4.17):

\[
\varphi = \sqrt{2} v \frac{m_\phi^2}{m_\phi^2 - 4m_\gamma^2} \left( \frac{\mu}{2\sqrt{2} \pi} K_0(m_\gamma r) \right)^2 \quad \text{for} \quad m_\phi > 2m_\gamma.
\]

Therefore, the \( \phi \)-interaction for \( m_\phi > 2m_\gamma \) is given by

\[
L_{\phi}^{\text{int}} = \frac{v^2 \mu^4}{64\pi^4} \frac{m_\gamma^4}{m_\phi^2 - 4m_\gamma^2} \int d^2x K_0(m_\gamma |\vec{x} - \vec{x}_1|)^2 K_0(m_\gamma |\vec{x} - \vec{x}_2|)^2.
\]

Though we do not have an analytic formula for the integral in the above equation, we can find a simple approximation for it numerically with a good accuracy

\[
\int d^2x K_0(|\vec{x} - \vec{x}_1|)^2 K_0(|\vec{x} - \vec{x}_2|)^2 \simeq 5a^2K_0(a)^2,
\]

for \( a \gg 1 \). Figure 15 shows the numerical evaluation of the integral and the above analytic approximation. By using this formula, we finally find the asymptotic \( \phi \)-interaction

\[
v^{-2}V_{\text{int}}^\phi \simeq -\frac{5\mu^4}{64\pi^4} \frac{m_\gamma^4}{m_\phi^2 - 4m_\gamma^2} (m_\gamma a)^2 K_0(m_\gamma a)^2 \quad \text{for} \quad m_\phi > 2m_\gamma.
\]

\(^2\)To the best of our knowledge, the following derivation of the static inter-vortex potential with \( m_\phi > 2m_\gamma \) does not exist in the literature.

**Figure 15.** Numerical evaluation of eq. (4.38).
Thus, the asymptotic potential is in this case given by $V_{\text{int}} \propto (m_\gamma d)^{-\frac{3}{2}} e^{-2m_\gamma d}$. This is an attractive force, but much smaller than $V_{\text{int}}$. Therefore, the repulsive force due to the massive photon dominates the scalar one for all the region $m_\gamma < m_\phi$.

In summary, we reproduced the well-known fact that the Abelian vortices attract (repel) each other when $m_\phi < m_\gamma$ ($m_\phi > m_\gamma$). The case $m_\phi < m_\gamma$ is commonly called type I, while the opposite is type II.

### 4.2.2 The non-Abelian phase

Let us next investigate the static vortex interactions of non-Abelian vortices. We assume $(m_\chi/m_\phi, m_\gamma/m_\phi)$ is chosen as a point well within the non-Abelian phase. Again, we focus on the asymptotic behaviors of the profile functions by perturbing them as $f = 1 - \delta f$, $g = \delta g$, and $a = \delta a$ at $r \to \infty$. Note that now we have $\delta g \neq 0$. Plugging these into the equations of motion, and picking up only terms which are of leading order at $r \to \infty$, we have

$$\begin{align*}
\delta f'' + \frac{\delta f'}{r} - m_\phi^2 \delta f &= - \frac{\delta a^2}{r^2} - \frac{m_\phi^2 \delta g^2}{2}, \\
\delta g'' + \frac{\delta g'}{r} - m_\chi^2 \delta g &= 0.
\end{align*}$$

We have an additional term proportional to $\delta g^2$ in the first equation (4.40) but the linearized equation of $\delta a$ is unchanged from eq. (4.14). Therefore, $\delta a$ is given by eq. (4.15). On the other hand, eq. (4.41) is solved by

$$\delta g = \frac{1}{\sqrt{2}} \frac{p}{2\pi} K_0(m_\chi r) \simeq \frac{p}{4\sqrt{\pi} \sqrt{m_\chi}} e^{-m_\chi r},$$

where $p$ is an undetermined constant, which without loss of generality we take to be positive since its sign can be absorbed in $n$. As expected, the decay constant of $\delta g$ is $m_\chi^{-1}$.

Now we are ready to solve the linearized equation for $\delta f$. Compared to the Abelian case, we have the additional contribution from $\delta g^2$. Therefore, we have to compare three masses $m_\phi$, $2m_\gamma$, and $2m_\chi$. Since we are interested in non-Abelian vortices, we impose $2m_\chi < m_\phi$ hereafter, see figure 14. We can divide the parameter space into two regions. One has $2m_\gamma = \min\{2m_\gamma, 2m_\chi, m_\phi\}$, so that $2m_\gamma < 2m_\chi < m_\phi$, and the other has $2m_\chi = \min\{2m_\gamma, 2m_\chi, m_\phi\}$, which can happen if $2m_\chi < 2m_\gamma < m_\phi$ or $2m_\chi < m_\phi < 2m_\gamma$. We already solved the former case, the result is shown in the lower line of eq. (4.17). The latter case can be treated along similar lines, and we have

$$\delta f \simeq \begin{cases} 
\frac{m_\gamma^2}{m_\phi^2 - 4m_\chi^2} \left( \frac{\mu}{2\sqrt{2} \pi} K_0(m_\gamma r) \right)^2 & \text{for } 2m_\chi = \min\{m_\phi, 2m_\chi, 2m_\gamma\}, \\
\frac{1}{2} \frac{m_\phi^2}{m_\phi^2 - 4m_\chi^2} \left( \frac{p}{2\sqrt{2} \pi} K_0(m_\chi r) \right)^2 & \text{for } 2m_\chi = \min\{m_\phi, 2m_\chi, 2m_\gamma\}.
\end{cases}$$

Now we are ready to discuss the asymptotic interactions between two static non-Abelian vortices. To this end, as was done in the Abelian case, let us move to a different gauge where $\phi$ becomes real by $\phi \to e^{-i\theta} \phi$ and $A_\mu \to A_\mu + \frac{1}{r} \partial_\mu \theta$. We then introduce a real
scalar field $\varphi$ through $\phi = 1 - \varphi/\sqrt{2}$ and use the renormalized field $\zeta = \sqrt{2} \chi$. Introducing a quadratic Lagrangian

$$L_{\text{free}} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{m_\varphi^2}{2} A_\mu A^\mu + \frac{1}{2} \partial_\mu \varphi \partial^\mu \varphi - \frac{m_\varphi^2}{2} \varphi^2 + \frac{1}{2} \partial_\mu \zeta \cdot \partial^\mu \zeta - \frac{m_\chi^2}{2} \zeta \cdot \zeta, \tag{4.44}$$

together with sources

$$L_s = \varphi \rho_\phi + \zeta \cdot \rho_\chi - A_\mu j^\mu, \tag{4.45}$$

the equations of motion are given by

$$\begin{align*}
(\partial_\mu \partial^\mu + m_\varphi^2) a^\nu - \partial^\nu \partial_\mu a^\mu &= j^\nu, \tag{4.46} \\
(\partial_\mu \partial^\mu + m_\phi^2) \varphi &= \rho_\phi, \tag{4.47} \\
(\partial_\mu \partial^\mu + m_\chi^2) \zeta &= \rho_\chi. \tag{4.48}
\end{align*}$$

The massive photon sector is exactly the same as the Abelian case. Similarly, the $\varphi$ sector with $2m_\gamma = \min\{m_\phi, 2m_\gamma, 2m_\chi\}$ is again identical to the Abelian case when $m_\phi > 2m_\gamma$. Therefore, we do not repeat their analysis here, the results are given in eqs. (4.33) and (4.39). On the other hand, the $\varphi$ sector with $2m_\chi = \min\{m_\phi, 2m_\gamma, 2m_\chi\}$ is new, the difference with the case $2m_\gamma = \min\{m_\phi, 2m_\gamma, 2m_\chi\}$ being in the coefficients in front of $K_0(m_\gamma r)^2$ and $K_0(m_\chi r)^2$. Thus, we immediately find

$$V_{\text{int}}^\gamma = v^2 \mu^2 \frac{1}{2\pi} K_0(m_\gamma d), \tag{4.49}$$

and

$$\frac{V_{\text{int}}^\phi}{v^2} \simeq \begin{cases} 
\frac{-5 \mu^4}{64 \pi^4} \frac{m_\varphi^2}{m_\phi^2 - 4m_\gamma^2} (m_\gamma d)^2 K_0(m_\gamma d)^2 & \text{for } 2m_\gamma = \min\{m_\phi, 2m_\chi, 2m_\gamma\} \\
\frac{-5 \mu^4}{128 \pi^4} \frac{m_\varphi^4}{(m_\phi^2 - 4m_\gamma^2)m_\chi^2} (m_\chi d)^2 K_0(m_\chi d)^2 & \text{for } 2m_\chi = \min\{m_\phi, 2m_\chi, 2m_\gamma\}
\end{cases} \tag{4.50}$$

Note that these expressions are insensitive to the relative orientation of the non-Abelian vortices.

The final task is finding the source for $\chi$, but this is mostly straightforward and the result is

$$\rho_\chi = v p m_i \delta^{(2)}(\vec{x}). \tag{4.51}$$

Now let us prepare one non-Abelian vortex with $\vec{n}_1$ at $\vec{x} = \vec{x}_1$ and the other with $\vec{n}_2$ at $\vec{x} = \vec{x}_2$. Namely, we have $\rho_\chi^i = v p m_i \delta^{(2)}(\vec{x} - \vec{x}_i)$ with $i = 1, 2$, and the total source is just a sum of two sources. Since we work in the linearized theory, the resulting fields are just superpositions of each field

$$\zeta_i(\vec{x}) = \frac{v p}{2\pi} n_i K_0(m_\chi |\vec{x} - \vec{x}_i|). \tag{4.52}$$

Hence, the interaction between two point sources mediated by the field $\zeta$ reads

$$v^{-2} V_{\text{int}}^\chi = - v^{-2} \int d^2 x \rho_\chi^1 \cdot \zeta_2 = - \frac{p^2}{2\pi} \vec{n}_1 \cdot \vec{n}_2 K_0(m_\chi d). \tag{4.53}$$
In contrast to the interaction associated with $\phi$ and $\gamma$, this expression depends on the relative orientation $n_1 \cdot n_2 = \cos(\alpha_1 - \alpha_2)$.

In summary, we have two regimes for the full interaction potential among the two non-Abelian vortices. One corresponds to $2m_\gamma = \min\{m_\phi, 2m_\gamma, 2m_\chi\}$, and we will refer to it as the type II non-Abelian phase,

$$
\frac{V_{\text{int}}(d)}{v^2} = -\frac{5\mu^4}{64\pi^4} \frac{m_\gamma^2}{m_\phi^2 - 4m_\chi^2} (m_\gamma d)^2 K_0(m_\gamma d)^2 - n_1 \cdot n_2 \frac{p^2}{2\pi} K_0(m_\chi d) + \frac{\mu^2}{2\pi} K_0(m_\gamma d).
$$

(4.54)

The other corresponds to $2m_\chi = \min\{m_\phi, 2m_\gamma, 2m_\chi\}$, and we will refer to it as the type I* non-Abelian phase,

$$
\frac{V_{\text{int}}(d)}{v^2} = -\frac{5p^4}{128\pi^4} \frac{m_\phi^4}{(m_\phi^2 - 4m_\chi^2)m_\chi^2} (m_\chi d)^2 K_0(m_\chi d)^2 - n_1 \cdot n_2 \frac{p^2}{2\pi} K_0(m_\chi d) + \frac{\mu^2}{2\pi} K_0(m_\gamma d).
$$

(4.55)

We would like to emphasize at this point that the first terms in eqs. (4.54) and (4.55) are not usual since the scalar field $\phi$'s mass is not $m_{\gamma,\chi}$ but rather $m_\phi$.

Now we are ready to correctly add up the results and present the static inter-vortex forces.

**The type II non-Abelian vortex.** When $m_\gamma$ is the smallest among $\{m_\gamma, 2m_\gamma, m_\chi, 2m_\chi, m_\phi\}$ we say vortices are type II non-Abelian. The corresponding inter-vortex potential is given by (4.54). More concretely, there are two cases: $m_\gamma < 2m_\gamma < m_\chi < 2m_\chi < m_\phi$ and $m_\gamma < m_\chi < 2m_\gamma < 2m_\chi < m_\phi$. For both of them the lightest mass is $m_\gamma$ and the inter-vortex force is dominated by the repulsive potential, i.e. the third term of eq. (4.54), $V_{\text{int}}^\gamma \sim d^{-\frac{1}{2}} e^{-m_\gamma d}$. Strictly speaking we should distinguish both cases since the subdominant interaction is $V_{\text{int}}^\phi \sim -d^{-\frac{1}{2}} e^{-m_\phi d}$ for the former, while it is $V_{\text{int}}^\chi \sim -n_1 \cdot n_2 d^{-\frac{1}{2}} e^{-m_\chi d}$ for the latter. However, these are much smaller than $V_{\text{int}}^\gamma$, hence we can ignore the difference. Namely, irrespective of the relative internal orientations the vortices repel in the type II case.

**The type I* non-Abelian vortex.** The alternative parameter choice for the non-Abelian vortex is $m_\chi = \min\{m_\gamma, 2m_\gamma, m_\chi, 2m_\chi, m_\phi\}$, corresponding to the inter-vortex potential in eq. (4.55). The dominant interaction is mediated by the lightest field $\chi$, and the corresponding potential is $V_{\text{int}}^\chi \sim -n_1 \cdot n_2 d^{-\frac{1}{2}} e^{-m_\chi d}$, which comes from the second term of eq. (4.55). Interestingly, this is an attractive force when the non-Abelian vortices are parallel, $n_1 \cdot n_2 > 0$, but becomes repulsive for anti-parallel vortices with $n_1 \cdot n_2 < 0$. This is a distinctive property of the local non-Abelian vortices in comparison with local Abelian vortices or global non-Abelian vortices. Moreover, when the orientations are orthogonal $n_1 \cdot n_2 = 0$ the dominant term vanishes and we have to look at the subdominant part. There are then two cases according to the ordering of the masses. The first case, which we call type I*$A$, corresponds to $m_\chi < m_\gamma < 2m_\chi < \min\{m_\phi, 2m_\gamma\}$. The subdominant interaction for the orthogonal vortices $n_1 \cdot n_2 = 0$ is then repulsive, being mediated by the massive photon with the corresponding potential given by $V_{\text{int}}^\gamma \sim d^{-\frac{1}{2}} e^{-m_\gamma d}$. The second
case, which we call type I*B, arises for \( m_\chi < 2m_\chi < \min\{m_\gamma, 2m_\gamma, m_\phi\} \). Then the interaction between orthogonal vortices is attractive, mediated by the \( \phi \) field with a potential \( V_\phi \sim d^{-\frac{1}{3}} e^{-2m_\chi d} \).

The analytic estimation of the phase boundaries discussed above is shown in figure 14, where the solid line \( (m_\gamma = m_\chi) \) is the phase boundary between types I*A and II, whereas the dashed line \( (m_\gamma = 2m_\chi) \) corresponds to the boundary between types I*A and I*B. The intervortex-forces found above for the three types of vortices, type II, type I*A and type I*B, are summarized in table 2.

So far, we have concentrated on understanding the asymptotic inter-vortex force between two non-Abelian vortices with winding numbers \(+1\) and \(+1\). However, the above derivation also holds with minimal changes for the vortex-antivortex pair with winding numbers \(+1\) and \(-1\). When we replace a vortex by an anti-vortex, the ansatz given in eq. (4.4) is changed to

\[
\phi = vf(r)e^{-i\theta}, \quad \chi = vg(r)n, \quad A_i = \frac{1}{e} e^{ij} x^j p^2 (1 + a(r)).
\]

While the scalar profile functions \( f \) and \( g \) are unchanged, signs are changed in \( e^{i\theta} \rightarrow e^{-i\theta} \) and \( a \rightarrow -a \). This implies that the asymptotic inter-vortex forces mediated by the scalar fields \( \varphi \) and \( \chi \) are the same as those for the vortex-vortex pairs. On the other hand, the magnetic interaction changes its sign, namely it is always attractive. The static inter-vortex force between a non-Abelian vortex and antivortex is summarized in table 3. A vortex and an antivortex of the Abelian type always attract each other irrespective of being either type I or type II. In contrast, the anti-parallel non-Abelian vortex and antivortex repel if they are of type I*.

A comment is now in order. In the previous section we studied global vortices and saw that the interaction in that case is also dependent on the relative orientational moduli. However, it was a short-range interaction and therefore subdominant for well-separated vortices. Indeed, there exists a massless Nambu-Goldstone (NG) mode associated with the broken global U(1) symmetry which gives rise to a long-range repulsion between two global

| \( v-v \) | lightest mass \( m_\gamma \) | parallel | orthogonal | anti-parallel |
|---------|------------------|---------|------------|--------------|
| type II | repulsion        | repulsion | repulsion  |
| type I*A | attraction | repulsion | repulsion  |
| type I*B | attraction | attraction | repulsion  |

Table 2. Static inter-vortex force between non-Abelian vortices.

| \( v-\bar{v} \) | lightest mass \( m_\gamma \) | parallel | orthogonal | anti-parallel |
|---------|------------------|---------|------------|--------------|
| type II | attraction        | attraction | attraction | attraction  |
| type I*A | attraction | repulsion | repulsion  |
| type I*B | attraction | attraction | repulsion  |

Table 3. Static inter-vortex force between a non-Abelian vortex and antivortex.
vortices. This washes out all the short-range forces associated with the massive fields, as can be seen in figures 4, 7, and 10, where the vortices with relatively slow initial scattering velocity always, irrespective of the relative orientations, backscatter due to the long-range repulsion. In contrast, when we turn on the gauge coupling $e$ as done in this section, the NG mode is absent since it is eaten by the gauge field. Hence, there are no massless fields leading to a long-range interaction. This is the reason why the inter-vortex forces critically depend on the internal orientations for the type I* non-Abelian vortices.

4.3 Numerical simulations

The classification of the non-Abelian vortex types obtained in the previous subsection essentially relies on the point-vortex approximation which is valid only for very well-separated non-Abelian vortices. In this subsection we numerically confirm it. This is not only necessary as a consistency check of our numerical results, comparing them with the previously found analytical formulae, but also to shed new light towards understanding the vortex interactions beyond the asymptotic and static approximation. To this end, we need to numerically solve the full equations of motion (4.1)–(4.3) for an initial configuration with two static vortices at relative distance $a$.

First let us prepare all the formulae which we will use throughout this and the next sections. In what follows we will impose the Lorentz gauge condition,

$$\partial_\mu A^\mu = 0,$$

so that the equation for the gauge field (4.1) reduces to

$$\partial^\mu \partial_\mu A^\nu + ie (\phi D^\nu \phi^* - \phi^* D^\nu \phi) = 0.$$  \hspace{1cm} (4.58)

Divergence of this equation reads

$$\partial^2 (\partial_\mu A^\mu) = 0,$$  \hspace{1cm} (4.59)

where we used $\partial_\nu (\phi D^\nu \phi^* - \phi^* D^\nu \phi) = (\phi D_\nu \phi^* - \phi^* D_\nu \phi) = \phi \frac{\partial V}{\partial \phi} - \phi^* \frac{\partial V}{\partial \phi^*} = 0$. We will numerically solve the equations of motion under the Lorentz gauge condition eq. (4.57). To perform this consistently, we will choose initial configurations which satisfy eq. (4.57) at an initial time, say $t = 0$. Then the longitudinal component $\partial_\mu A^\mu$ propagates from $\partial_\mu A^\mu = 0$ by eq. (4.59), so that it remains zero and the Lorentz gauge condition is automatically satisfied at any time after $t = 0$.

For numerical purposes let us write down the full set of equations of motion in terms of real fields, expressing $\phi = \phi_r + i \phi_i$. We have

$$\nabla^2 \phi_r - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2) \phi_r - 2e \vec{A} \cdot \vec{\nabla} \phi_i - e^2 \vec{A}^2 \phi_r = 0,$$

$$\nabla^2 \phi_i - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2) \phi_i + 2e \vec{A} \cdot \vec{\nabla} \phi_r - e^2 \vec{A}^2 \phi_i = 0,$$

$$\nabla^2 \chi_i - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2) \chi_i - \Omega^2 \chi_i = 0,$$

$$\nabla^2 A_x - 2e^2 |\phi|^2 A_x - 2e (\phi_r \partial_x \phi_i - \phi_i \partial_x \phi_r) = 0,$$

$$\nabla^2 A_y - 2e^2 |\phi|^2 A_y - 2e (\phi_r \partial_y \phi_i - \phi_i \partial_y \phi_r) = 0,$$

\hspace{1cm} (4.60) \hspace{1cm} (4.61) \hspace{1cm} (4.62) \hspace{1cm} (4.63) \hspace{1cm} (4.64)
where we have set $\partial_0 = 0$ and used the Lorentz gauge condition $\vec{\nabla} \cdot \vec{A} = 0$ with $A_0 = 0$. These are essentially the same as eqs. (4.8)–(4.10) under the axial symmetry condition.

Once a static solution to these equations is found, we next make an ansatz for an initial state of our numerical simulation. The superposition of scalar fields $\phi$ and $\chi_i$ proceeds as explained in the previous section 2. For the gauge field,

1) Let $A_x^{(0)}$ and $A_y^{(0)}$ be the solution for the static single non-Abelian vortex at the origin

$$A_0 = 0, \quad A_x = A_x^{(0)}(x,y), \quad A_y = A_y^{(0)}(x,y). \quad (4.65)$$

2) We shift the static solution by $\delta x = \pm a/2$ and $\delta y = \pm b/2$, and boost it with velocity $u$ along the $x$ axis as

$$\begin{cases}
A_0^{(1)}(t,x,y) = -\gamma u A_x^{(0)} \left( \gamma \left( x - \frac{a}{2} + ut \right), y - \frac{b}{2} \right) \\
A_x^{(1)}(t,x,y) = \gamma A_x^{(0)} \left( \gamma \left( x - \frac{a}{2} + ut \right), y - \frac{b}{2} \right) \\
A_y^{(1)}(t,x,y) = A_y^{(0)} \left( \gamma \left( x - \frac{a}{2} + ut \right), y - \frac{b}{2} \right),
\end{cases} \quad (4.66)$$

$$\begin{cases}
A_0^{(2)}(t,x,y) = \gamma u A_x^{(0)} \left( \gamma \left( x + \frac{a}{2} - ut \right), y + \frac{b}{2} \right) \\
A_x^{(2)}(t,x,y) = \gamma A_x^{(0)} \left( \gamma \left( x + \frac{a}{2} - ut \right), y + \frac{b}{2} \right) \\
A_y^{(2)}(t,x,y) = A_y^{(0)} \left( \gamma \left( x + \frac{a}{2} - ut \right), y + \frac{b}{2} \right).
\end{cases} \quad (4.67)$$

Note that we generate a time component of the gauge field which comes from boosting the vector field from the static solution.

3) We prepare the initial configuration for integrating the equations of motion in real time à la Abrikosov as

$$A_\mu(0,x,y) = A_\mu^{(1)}(0,x,y) + A_\mu^{(2)}(0,x,y) \quad (4.68)$$

and

$$\dot{A}_\mu(0,x,y) = \dot{A}_\mu^{(1)}(0,x,y) + \dot{A}_\mu^{(2)}(0,x,y). \quad (4.69)$$

This initial configuration satisfies the Lorentz gauge condition $\partial_\mu A_\mu|_{t=0} = 0$ since the static configuration before boosting is prepared under the Lorentz gauge condition $\vec{\nabla} \cdot \vec{A}^{(0)} = 0$. As mentioned above, as long as the initial fields satisfy this condition, we are guaranteed that it will be satisfied throughout the time evolution of the system. We made sure to check this numerically for the solutions presented in this paper. In practice, with typical simulation parameters (see below) we find the mean absolute error in the gauge condition remains $O(10^{-2})$ during our simulations, in full accordance with the numerical accuracy of our discrete methods.

---

3Our notation is $x^\mu = (t, \vec{x})$, $\partial^\mu = (\partial_t, -\vec{\nabla})$, $A^\mu = (A_t, -\vec{A})$, $x_\mu = (t, -\vec{x})$, $\partial_\mu = (\partial_t, \vec{\nabla})$, $A_\mu = (A_t, \vec{A})$. 

---
After these preliminaries, we must now solve the full dynamical equations of motion of the system, which are expressed with respect to the real fields as

\begin{align}
-\partial_\mu \partial^\mu \phi_t - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2)\phi_t + 2eA_\mu \partial^\mu \phi_t + e^2 A^\mu A_\mu \phi_t &= 0, \quad (4.70) \\
-\partial_\mu \partial^\mu \phi_i - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2)\phi_i - 2eA_\mu \partial^\mu \phi_i + e^2 A^\mu A_\mu \phi_i &= 0, \quad (4.71) \\
-\partial_\mu \partial^\mu \chi_i - 2\lambda (|\phi|^2 + \chi_i \chi^i - v^2)\chi_i - \Omega^2 \chi_i &= 0, \quad (4.72) \\
\partial_\mu \partial^\mu A_0 + 2e^2 |\phi|^2 A_0 + 2e (\phi_i \partial_\mu \phi_i - \phi_i \partial^\mu \phi_i) &= 0, \quad (4.73) \\
-\partial_\mu \partial^\mu A_x - 2e^2 |\phi|^2 A_x - 2e (\phi_i \partial_\mu \phi_i - \phi_i \partial^\mu \phi_i) &= 0, \quad (4.74) \\
-\partial_\mu \partial^\mu A_y - 2e^2 |\phi|^2 A_y - 2e (\phi_i \partial_\mu \phi_i - \phi_i \partial^\mu \phi_i) &= 0. \quad (4.75)
\end{align}

These are the full equations of motion which we will work with hereafter.

We solve eqs. (4.70)–(4.75) by first discretizing the \((x, y)\) plane with a regular grid, computing differential operators using a second order finite element scheme with central differences in the bulk and backwards ones on the boundaries. Time evolution is then achieved using a fourth order Runge-Kutta method. To ensure a smooth time-evolution of all the physical fields, we take Neumann boundary conditions everywhere. Typical parameters for all of our simulations were grid-sizes of 401 \times 401 points and finite timesteps of size \(dt = 10^{-3}\), corresponding to grid-spacing of order \(O(10^{-2})\) and \(O(10^3)\) time-iterations to simulate each scattering process. Accuracy is generally of order \(O(10^{-2})\), and when necessary we adjusted the discretization parameters to ensure it remains at this level.

For the sake of speed, the full algorithm is implemented in Mathematica so that it can be run on graphical processing units. For this purpose, we transform eqs. (4.70)–(4.75) into a fixed computation graph acting on raw numerical arrays, making use of Mathematica’s convenient neural network framework. Note that for maximal efficiency the Runge-Kutta time iteration is also implemented in a similar way.

For our initial purpose of studying the static inter-vortex forces we simply set the initial boost velocity \(u = 0\), as well as the impact parameter \(b = 0\). Namely, we superpose two static non-Abelian vortices at a distance \(a\) at initial time \(t = 0\), and numerically integrate the equations of motion. We then observe whether the vortices approach or separate each other. In order to choose the initial distance \(a\) we follow the following procedure: we first measure a characteristic vortex size \(L\), defined as the maximal half-life among the fields \(\phi, \chi\) and \(A_\theta\). Then we set \(a = 6L\), so that vortex individuality is well preserved. Figure 16 gives examples of our simulations of the type I* vortices with \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.05, 0.3)\). As expected, the parallel vortices attract whereas antiparallel ones repel, see the panels (a1) and (a2) of figure 16 for the former, and (b1) and (b2) for the latter. Similarly, figure 17 shows an example of our numerical simulations for type II non-Abelian vortices with \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.25, 0.1)\). The numerical results are consistent with the analytic result that the type II vortices repel each other irrespective of whether the relative orientation is parallel or antiparallel.

Another check of the analytic formulae for the static inter-vortex forces is given by looking at the evolution of the internal orientations. We can define a force which acts between orientational moduli \(n_1\) and \(n_2\). According to the analytic formulae (4.54) and (4.55), it
Figure 16. The inter-vortex forces for the type I* non-Abelian vortices with \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.05, 0.3)\), or more explicitly \((v = 5, \lambda = 1/4, e = 3/10\sqrt{2}, \Omega = 1/4)\). Panels (a1) and (a2) correspond to parallel vortices, whereas panels (b1) and (b2) correspond to anti-parallel vortices. Panels on the left show the time evolution of \(|\phi|^2\) (cross sections at \(y = 0\)), while panels on the right present the \(x\)-position of the vortex centers from \(t = 0\) to \(t = 30\).

is natural to introduce an internal force

\[
F(\alpha) = -\frac{d}{d\alpha}V_{\text{int}} = -\frac{p^2}{2\pi}K_0(m_\chi a) \sin \alpha, \tag{4.76}
\]

where \(\alpha\) stands for the relative angle \(\alpha = \alpha_1 - \alpha_2\), such that \(n_1 \cdot n_2 = \cos \alpha\). This force vanishes at \(\alpha = 0\) and \(\pi\), meaning the relative orientation should not vary under time evolution when the initial configuration is a superposition of a pair of static (unboosted) vortices whose orientations are parallel or anti-parallel. Indeed, we observed that the relative orientations are kept parallel/anti-parallel during the whole simulation periods in all our numerical simulations. In contrast, the internal force is not zero for \(\alpha \neq 0, \pi\), pointing towards the parallel direction \(\alpha = 0\) in the internal space. Figure 18 shows examples of time evolution of the internal orientations for the parallel and anti-parallel cases (corresponding to figure 16), and also the orthogonal case for the parameter choice \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.05, 0.3)\).

Finally, we performed a numerical survey in the parameter space \((m_\chi/m_\phi, m_\gamma/m_\phi)\) to check the validity of our analytic classification of non-Abelian vortices. We repeatedly sim-
Figure 17. The inter-vortex forces for type II non-Abelian vortices with \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.25, 0.1)\), or more explicitly \((v = 4, \lambda = 1/4, e = 1/10\sqrt{2}, \Omega = 1)\). Panels (a1) and (a2) are for parallel vortices, whereas panels (b1) and (b2) are for anti-parallel vortices. Panels on the left show time evolution of \(|\phi|^2\) (cross sections at \(y = 0\)), while panels on the right present the \(x\)-position of the vortex centers from \(t = 0\) to \(t = 90\).

Figure 18. Time evolution of the internal orientations for the parallel, antiparallel and orthogonal cases, for parameters \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.05, 0.3)\) or more explicitly \((v = 5, \lambda = 1/4, e = 3/10\sqrt{2}, \Omega = 1/4)\).
Figure 19. Numerical survey of vortex types in parameter space \((m_\chi/m_\phi, m_\gamma/m_\phi)\). The white region on the right hand side corresponds to Abelian vortices (of type II since \(m_\gamma/m_\phi < 1\)), whereas shaded regions to its left correspond to non-Abelian ones. Type I* non-Abelian vortices are found in the upper-left region (light-blue shading), while type II non-Abelian vortices are found in the lower-left one (orange shading). The dashed black line marks the analytic approximation to the type I* – type II non-Abelian boundary found in section 4.2.2, with the actual boundary being shifted to higher \(m_\gamma/m_\phi\) values.

We simulated the initial motion of two static vortices with parallel orientations for various points of the parameter space. We classify the vortices as type I* (II) if the parallel vortices attract (repel).\footnote{It is hard to numerically distinguish type I*A and I*B vortices because the orthogonal orientations change very quickly, certainly before the vortices start to move appreciably.} Figure 19 shows the result of this survey, and agrees nicely with the (approximate) analytic result stating that the phase boundary between type I* and type II vortices falls in the line \(m_\gamma = m_\chi\). Therefore, we are reassured that our numerical code works correctly.

5 The scattering of non-Abelian local vortices

After having determined the phase diagram of non-Abelian vortex types, we now proceed to investigate their scattering dynamics.

5.1 Head-on collisions: type II non-Abelian vortices

Let us begin with head-on collisions of type II non-Abelian vortices. A common property of this type of vortices for any set of parameters is the orientation-independent repulsive
force between static vortices. The static repulsive force should also have consequences in the dynamics of vortices, such as the head-on collisions we will study below. In other words, the repulsive force can qualitatively explain most of the simulation results. Due to this fact, dynamics of the type II non-Abelian local vortices will be mostly similar to that of the non-Abelian global vortices. However, the repulsion between global vortices is a long-range force mediated by the massless NG field, whereas forces between local vortices correspond to a short-range force which is in competition with the other forces mediated by the massive scalar fields $\phi$ and $\chi$. This makes the dynamics of the local vortices different from that of the global vortices in some cases.

For our first example, let us take the point $(m_\chi/m_\phi, m_\gamma/m_\phi) = (0.25, 0.1)$ which is deep enough within the phase boundary between type I* and type II, see figure 19. Therefore, the vortices we consider here are solidly of type II. More explicitly, we take $v = 4$, $\lambda = 1/4$, $\epsilon = 1/10\sqrt{2}$, $\Omega = 1$. For this choice of parameters, the vortex size defined as the half-life length of the gauge field is found to be $L \sim 3.25$. We prepare our initial configuration with $a = 4L$ so that initial separation is $\sim 13$, and set the impact parameter $b = 0$ for eqs. (3.3), (3.4), (4.66) and (4.67). We performed the simulation for various initial velocities from $u = 0.3$ to $u = 0.9$, with steps of $\delta u = 0.1$. As before, for each initial velocity we consider three different initial orientations, namely parallel, anti-parallel, and orthogonal.

**Parallel vortices.** First we describe the simulations scattering two vortices with parallel orientations. Figure 20 shows the positions $(X_i(t), Y_i(t))$ of the vortices determined by $\phi(X_i(t), Y_i(t)) = 0$. The simulation results are qualitatively very similar to those of the head-on collisions of the parallel non-Abelian global vortices given in figure 4. The vortices bounce off on the $x$ axis for relatively small $u$, whereas they collide head-on and scatter at right angles for large initial velocities. We also observed that internal orientations are preserved at $\alpha_1 = \alpha_2 = \pi/2$, namely $\chi_1 = \chi_3 = 0$, during all the simulations. The critical velocity separating bounce-back and right-angles scattering behaviours lies between $u = 0.5$ and $u = 0.6$. We show snapshots of $-|\phi|^2$, $\chi_2$ and $B_z$ for the bounce-back case in figure 21, and for the right-angles scattering case in figure 22. Note that since we are dealing with moving vortices an electric field is also generated, and we also display it in the figures. The peaks of
Figure 21. Snapshots of $-|\phi|^2$, $\chi_2$, $B_z$ and $|E|^2$ for head-on scattering of type II parallel non-Abelian vortices with initial velocity $u = 0.5$.

$-|\phi|^2$, $\chi_2$, and $B_z$ interlock during the simulations. In the figures, one can also see that the magnetic field $B_z$ has peaks with the largest width compared to $\phi$ and $\chi_2$. This is a feature of type II vortices, reflecting the order of masses $m_\gamma < m_{\phi,\chi}$, and explains that the dominant inter-vortex force is repulsive, namely the repulsion occurring between magnetic fluxes.

Anti-parallel vortices. Let us next examine head-on collisions of type II anti-parallel vortices. We expect to see evidence for a stronger repulsive force in comparison with parallel vortices, because the $\chi$ field also contributes with a repulsive channel in addition to the dominant magnetic repulsion. Our simulation results support this nicely, as shown in figure 23. The critical velocity separating bounce-back and right-angles scattering is now found to be between $u = 0.7$ and $u = 0.8$, i.e. it is larger compared to the parallel case, implying that indeed the repulsive force for the anti-parallel vortices is stronger than that between the parallel ones. The bounce-back scatterings of the anti-parallel vortices for $u < 0.8$ are quite similar to those found in the parallel cases shown in figure 21. A difference appears only for the $\chi$ field. For the anti-parallel cases, the orientations of the bounce-back scatterings are preserved at $(\alpha_1, \alpha_2) = (\pi/2, -\pi/2)$, namely $\chi_1 = \chi_2 = 0$ during the whole simulations. In figure 24 we show only the evolution of $\chi_3$ for initial velocity $u = 0.5$, since evolution of $\phi$ and $B_z$ are essentially the same as those shown in figure 21.

In contrast to the parallel case, the anti-parallel scatterings of local vortices have significantly different properties from those of the global vortices. Indeed, let us compare figure 7 for the global case and figure 23 for the local case. In the former, the global
Figure 22. Snapshots of $-|\phi|^2$, $\chi_2$, $B_z$ and $|E|^2$ for head-on collision of type II parallel non-Abelian vortices with initial velocity $u = 0.6$.

Figure 23. Trajectories $X_i(t)$ and $Y_i(t)$ of two anti-parallel non-Abelian vortices of type II colliding head-on with initial velocities $u = 0.3, 0.4, \cdots, 0.9$ (marked on the plots for clarity).

Figure 24. Snapshots of the $\chi_3$ field for the head-on collision of type II anti-parallel non-Abelian vortices with initial velocity $u = 0.5$. The vortices bounce-back due to the repulsive force acting between type II vortices.
vortices are protected by the strong repulsive interaction, so that the vortices bounce-back even at high initial velocity $u = 0.9$. On the other hand, since the long range repulsive force is absent due to gauging of the $U(1)$ symmetry, the local vortices at high velocity $u = 0.8$ and $u = 0.9$ scatter at right angles by overcoming a repulsive potential barrier. As we have seen before in the previous studies both on global and local vortices, right-angles scattering occurs only when the orientations are parallel at the moment of collision. In other words, the non-Abelian vortices exhibit right-angles scattering only when they are identical (parallel) and therefore indistinguishable at the instant of impact. Indeed, it is widely known that right-angles scattering is a peculiar feature which commonly appears in head-on scattering of identical solitons, such as Abelian vortices, monopoles and skyrmions. Yet the non-Abelian vortices are not identical solitons if their orientations are different. In some sense, the anti-parallel vortices we are considering are in fact the furthest away possible from indistinguishability, and as we have already mentioned their orientations remain anti-parallel during the scatterings. This poses no problems for bounce-back scenarios, and indeed we found the anti-parallel vortices bounce-back with their orientations preserved for $u \leq 0.7$ as shown in figure 24. Nevertheless, we observe that anti-parallel vortices with $u = 0.8$ and $u = 0.9$ scatter at right-angles when colliding head-on, immediately posing the question: how can we explain this, if the vortices are not indistinguishable? The answer is depicted in figure 25. The evolution of $\phi$ and $B_z$ are qualitatively the same as ordinary scattering at right angles, shown for example in figure 22. However, $\chi_3$ is seen to evolve very

**Figure 25.** Snapshots of $-|\phi|^2$, $\chi_3$, $B_z$ and $|E|^2$ for the head-on scattering of type II anti-parallel vortices with the initial velocity $u = 0.8$. 
Figure 26. Snapshots of $\chi_3$ for the head-on collision of type II anti-parallel non-Abelian vortices with initial velocity $u = 0.7$. The vortices bounce-back due to the repulsive force dominating in the type II case, however the orientations are exchanged at the moment of collision.

Figure 27. Trajectories $X_i(t)$ and $Y_i(t)$ of two initially orthogonal non-Abelian vortices of type II, scattering head-on with initial velocities $u = 0.3, 0.4, \cdots, 0.9$ (marked on the plots for clarity).

differently from the usual scatterings. Around the moment of collision, the $\chi_3$ fields are no longer interlocked to the vortices. The impact of the collision makes the $\chi$-condensation scatter off the vortex core, and we cannot clearly say the vortices are either parallel or anti-parallel. At that point, they have become something intermediate between Abelian and non-Abelian vortices. From the fact that our numerical simulations exhibit right-angles scattering, we should interpret that the vortices are identical solitons at the instant of collision. Some time after impact the vortices again acquire well-defined orientations, but now they are parallel and come accompanied by extensive ripples in the $\chi_3$ component.

Finally, we observe a new, strange behaviour for initial velocities $u$ close but not quite large enough to achieve right-angles scattering. Let us concentrate on the case of $u = 0.7$ for which the vortices bounce-back as shown in figure 23. Their kinetic energy is only slightly below the threshold required to overcome the potential barrier, so they come very close to each other before bouncing back. This leads to a new phenomenon where the vortices exchange their orientations as $(\alpha_1, \alpha_2) = (\pi/2, -\pi/2) \rightarrow (-\pi/2, \pi/2)$ during the bounce-back dynamics, see figure 26.

Orthogonal vortices. The final category of type II non-Abelian vortex scatterings we analyze corresponds to head-on collisions of two initially orthogonal vortices, $(\alpha_1, \alpha_2) = (0, \pi/2)$. Figure 27 shows the vortex orbits for various initial velocities from $u = 0.3$ to $u = 0.9$. The scattering orbits of the initially orthogonal vortices are found to be quite
Figure 28. Snapshots of $\chi_2$ and $\chi_3$ for the head-on collision of type II non-Abelian vortices, with initially orthogonal orientations and initial velocity $u = 0.5$. The vortices bounce-back due to the type II repulsive force, the orientations dynamically change during and after the scattering. Internal orientations in $S^3$ are represented in the last row.

similar to those of the parallel vortices shown in figure 20. This observation implies that the internal orientations do not play a major role during the scatterings, which is expected for the type II case. Yet evolution in the internal orientation space is quite different. While orientations for the parallel cases are preserved throughout the scattering processes, those for the orthogonal scatterings evolve non-trivially and exhibit two distinct behaviours depending on whether the scattering is of the bounce-back or right-angles type. From figure 27, the threshold between these two behaviours is found somewhere between $u = 0.5$ and $u = 0.6$. Evolution of $\chi_2$ and $\chi_3$ for $u = 0.5$ (bounce-back) is shown in figure 28. Initially, the orientations are orthogonal since $(\chi_1, \chi_2, \chi_3) = (0, \chi_*, 0)$ at one vortex center and $(0, 0, \chi_*)$ at the other vortex center, where $\chi_*$ stands for some positive constant. The evolution of $\chi_2$ and $\chi_3$ is identical upon the reflections $x \leftrightarrow -x$ and $\chi_2 \leftrightarrow \chi_3$. The positive peaks of $\chi_2$ and $\chi_3$ come close and eventually pass through each other, although the host vortices bounce-back. At the same time, in the aftermath of the scattering, negative condensations are generated. Figure 29 shows the evolution of the relative orientation $\alpha_1 - \alpha_2$, and we find qualitatively similar motion for all the scatterings below the threshold velocity. For low initial velocities, one vortex’s internal orientation rotates clockwise in the $(\chi_2, \chi_3)$ plane, whereas the other vortex’s orientation rotates anti-clockwise. The (de-compactified) angle between them increases with time, as shown in figure 29.

Scatterings with greater initial velocities, $u = 0.6, \cdots, 0.9$, which are all above the right-angles scattering threshold, are also qualitatively similar to each other. The vortices scatter at right angles, and the initially orthogonal internal orientations gradually come
Figure 29. Evolution of the relative orientations of type II non-Abelian vortices during head-on scatterings with initially orthogonal orientations and velocities $u = 0.3, \cdots, 0.9$.

Figure 30. Snapshots of $\chi_2$ and $\chi_3$ for the head-on collision of type II non-Abelian orthogonal vortices with initial velocity $u = 0.6$. The vortices scatter at right angles, their orientations having become parallel to each other at the time of collision, and continuing to be so in the asymptotic outgoing state. Internal orientations in $S^3$ are represented in the last row.

closer to each other and become parallel at the instant of collision. After the collision, they remain parallel as the vortices move away from the collision point. The right-angles scattering is again a consequence of indistinguishability of the vortices at the moment of impact, see figure 29. We show the evolution of $\chi_2$ and $\chi_3$ for the scattering of initially orthogonal vortices prepared with velocity $u = 0.6$ in figure 30. Note that we have met qualitatively similar dynamics in the internal orientations for the non-Abelian global vortices, see for example figure 12. As mentioned before in the study of global vortices, the orientations becoming stuck in parallel directions after a right-angles scattering is a distinctive feature of the non-Abelian vortices with $S^{N-1}$ orientational moduli. In contrast, BPS non-Abelian
5.2 Head-on collisions: type I* non-Abelian vortices

Let us next study head-on scatterings of type I* non-Abelian vortices. We will focus on one representative point in parameter space, corresponding to \((m_\chi/m_\phi, m_\gamma/m_\phi) = (0.05, 0.3)\) or more explicitly \((v = 5, \lambda = 1/4, e = 3/10\sqrt{2}, \Omega = 1/4)\). For this choice, the vortex size is found to be \(L \sim 2.33\) and the initial distance between two vortices is set to be \(a = 6L\). As before, in our simulations the initial incoming velocities are taken in the range \(u = 0.3\) to \(u = 0.9\).

Parallel vortices. Results for head-on collisions of type I* vortices with parallel orientations and various initial velocities are summarized in figure 31. In all previous examples, vortices bounce backwards when the initial incoming velocity is small enough. However, in this case we observe that the vortices always scatter at right angles, irrespective of the initial velocities. This happens because the inter-vortex force between parallel type I* vortices is strongly attractive. The effects of the attractive force are clearly seen in figure 31. The vortices are accelerated towards the impact point before the collision, and they slow down after the collision. The simulation shows that the vortices are bound to each other for low-lying \(u\), and they will coalesce after several bounces by emitting kinetic energy. On the other hand, the vortices seem not to form a bound state and move away towards infinity for large \(u\). We cannot make a prediction only from the numerical simulations, but together with considerations based on the analytical formula eq. (4.55), it is plausible that there exists an escaping velocity which separates bound states and scattering states.

Anti-parallel vortices. Results for the head-on collisions of type I* non-Abelian vortices with anti-parallel orientations are summarized in figure 32. The scatterings are quite similar to those of the type II anti-parallel vortices shown in figure 23. Bounce-back scatterings for small velocities, bounce-back scattering while exchanging orientations for intermediate

Figure 31. Trajectories \(X_i(t)\) and \(Y_i(t)\) of the parallel non-Abelian vortices of type I*, for initial velocities \(u = 0.3, 0.4, \ldots, 0.9\) (marked on the plots for clarity).
Orthogonal vortices. Results for the head-on collisions of type $I^*$ non-Abelian vortices with orthogonal orientations are summarized in figure 33. Trajectories of orthogonal vortices in the $(x, y)$ plane are very similar to those of the parallel cases shown in figure 31. We encountered a similar situation for type II vortices, and as before the matching between the trajectories of parallel and orthogonal vortices implies that the internal orientations do not significantly affect vortex motion. However, evolution of the internal orientations is quite different between the parallel and orthogonal cases as shown in figure 34. The orientations are preserved to be parallel for the former while they approach each other and become parallel after the impact for the latter. The internal parallelism again ensures right-angle scattering is possible. Again, this is a unique property of non-Abelian vortices with $S^{N-1}$ orientational moduli.
Figure 34. Evolution of the relative orientations of type I* non-Abelian vortices during head-on scatterings with initially orthogonal orientations and velocities $u = 0.3, \cdots, 0.9$.

6 More general scatterings

Our numerical methods are completely general, and as such prove to be well-suited to analyze a vast array of situations beyond the two-vortex head-on scatterings considered in section 5. In this section we present partial results for other cases that may be of interest. We have no pretensions of exhaustivity, and instead aim to convey the general flavour of some of the more prominent avenues one can immediately follow. More detailed studies of some of these situations could be warranted, but are left for future publications for the sake of brevity.

Scatterings with non-vanishing impact parameter. All along section 5 the impact parameter $b$ introduced in (4.66)–(4.67) has remained turned off. We now consider cases where $b$ is non-zero, corresponding to scatterings in which vortices approach each other in the $x$ direction, but have a relative displacement in the $y$ direction.

We illustrate the typical situation when the force between vortices is repulsive in figure 35a, where we consider the scattering of two type II non-Abelian vortices with parallel orientations, initial velocities $u = 0.5$ and impact parameter $b/L = 0.25, 0.50, 0.75, 1$, where $L$ is again the vortex size. For comparison, typical results for scatterings with attractive inter-vortex forces and non-vanishing impact parameter are illustrated in figure 35b, using in this case type I* non-Abelian vortices with otherwise identical parameters. We see in the latter case that the vortices attract each other when they are far away, but repel when they become very close. Thus, the interactions occurring near the origin push the vortices away, before the attractive forces regain their prominence once more, slowing the vortices and bending their trajectories as they move away.

As in the previous section, for parallel and antiparallel vortices the internal orientations are preserved during the whole simulations, but in the case of initially orthogonal internal orientations these evolve with time in a non-trivial fashion. We illustrate such a situation in figure 36, where we plot the trajectories (a) and the angle between the internal orientations of the vortices (b), for the non-Abelian type I* case with initial velocity $u = 0.5$ and impact parameters $b/L = 0.25, 0.50, 0.75, 1$. 

---

Figure 36. Evolution of the relative orientations of type I* non-Abelian vortices during head-on scatterings with initially orthogonal orientations and velocities $u = 0.3, \cdots, 0.9$. 

---
Figure 35. Trajectories \((X_i(t), Y_i(t))\) of type II (a) and type I* (b) non-Abelian vortices with parallel internal orientations, scattering with impact parameters \(b/L = 0.25, 0.50, 0.75, 1\). The vortices start at large values of \(|X_i|\) (darker points) moving towards the origin with initial velocity \(u = 0.50\), and scatter at increasingly obtuse angles as \(b/L\) increases.

Figure 36. Scattering of type I* non-Abelian vortices with initially orthogonal internal orientations and impact parameters \(b/L = 0.25, 0.50, 0.75, 1\). (a) Trajectories \((X_i(t), Y_i(t))\) of the vortices: starting at large values of \(|X_i|\) (darker points) and moving towards the origin with initial velocity \(u = 0.50\), they scatter at increasingly obtuse angles as \(b/L\) increases. (b) Angle formed between the internal orientations of the vortices during the scattering process.

Scatterings of vortices and anti-vortices. We can also study scattering processes involving a vortex and an antivortex. A particularly interesting situation arises for type I* non-Abelian anti-parallel vortex-antivortex collisions, since in this case the corresponding forces are repulsive, see table 3. We therefore expect to observe qualitatively similar behavior to that of the head-on collision of type II non-Abelian vortices with anti-parallel orientations, see e.g. figures 23–26, at least for low initial velocities. Our results are shown in figure 37 where as expected we see that for low enough initial velocities a vortex and an antivortex colliding head-on bounce back due to the repulsion. The threshold velocity is in this case somewhere between \(u = 0.6\) and \(u = 0.7\), and for velocities higher than this threshold we observe on the other hand a markedly different situation. Indeed, upon colliding the vortex and antivortex do not scatter but annihilate each other, leaving behind
Figure 37. Trajectories for non-Abelian vortex-antivortex head-on scatterings of type I*, with initial velocities \( u = 0.3, 0.4, \cdots, 0.9 \) (marked on the plots for clarity). In all cases, \( Y_i(t) = 0 \) at all times. The curves for \( u = 0.7, 0.8, 0.9 \) are truncated before the end of the simulation (\( t = 30 \)) because the vortex-antivortex pair annihilates during the collision.

A pulsating core that decays by emitting waves. Snapshots of the collision with initial velocity \( u = 0.7 \) at various times, corresponding to such an annihilation process, are shown in figure 38. Comparing with figure 25 we see that although the evolution looks qualitatively similar before the collision, after it occurs there are no vortices but just waves.

Multi-vortex scatterings. A simple generalization of the procedure described in section 4.3 allows us to prepare states with more than two vortices in the initial configuration. Time evolution then proceeds exactly as described there, so we are essentially limited only by our imagination and computational resources when it comes to analyzing more complicated vortex interactions.

For illustration purposes we consider here \( n = 3 \) and \( n = 4 \) scattering vortices, and for concreteness we prepare the initial state with the \( n \) vortices regularly distributed along an origin-centered circle of diameter \( a = 8L \). Each vortex is boosted with the same initial velocity \( u \) towards the origin, so that the whole configuration is invariant under rotations of \( 2\pi/n \) around the origin, up to differences in the internal orientations of each vortex.

In figure 39 we show the trajectories of \( n = 3 \) non-Abelian vortices of type II, scattering with initial velocities \( u = 0.5 \) (a) and \( u = 0.7 \) (b), with all vortices having parallel internal orientations. The inter-vortex forces being repulsive, we see that for low initial velocities the vortices bounce back before colliding, whereas at higher initial velocities they scatter at the origin. Note that because the three vortices are indistinguishable, the color association in the outer state of figure 39b is completely arbitrary and we could therefore also say e.g. that the vortices pass through each other.

A markedly different situation arises when the inter-vortex forces are attractive. Indeed, if the attraction is strong enough we can expect the formation of long-lived bound states of the \( n \) vortices, see discussion around figure 31. While we cannot guarantee this is the case based solely on numerical evidence, since our simulations necessarily involve a
Figure 38. Snapshots of $-|\phi|^2$, $\chi_3$, $B_z$ and $|E|^2$ for the head-on scattering of a type I* anti-parallel vortex-antivortex state with initial velocity $u = 0.7$. Note the vortices annihilate during the collision occurring around $t = 11.5$, and only waves are present thereafter.

Figure 39. Trajectories $(X_i(t), Y_i(t))$ of $n = 3$ type II non-Abelian vortices with parallel internal orientations, scattering with initial velocity $u = 0.5$ (a) and $u = 0.7$ (b). The vortices start on the circle of diameter $a = 8L$ (outer dashed circle) moving first towards the origin and then scattering away from it (points go from darker to lighter shades). The inner dashed circle in (b) has diameter $L/2$, and within it there is no way to distinguish individual vortices.
finite amount of time, this seems to be true e.g. for \( n = 4 \) type I* non-Abelian vortices with parallel internal orientations prepared with initial velocity \( u = 0.5 \), as shown in figure 40.

7 Summary and conclusion

In this paper we investigate in detail the dynamics, particularly in scattering problems, of non-Abelian vortices with internal \( S^{N-1} \) orientational moduli on the two dimensional plane. The symmetry of the model under consideration is \( U(1) \times SO(N) \), the \( U(1) \) factor being spontaneously broken and giving rise to topologically non-trivial vortices. We separately studied two cases: the first case corresponds to the \( U(1) \) symmetry being a global symmetry, while in the second case it is a local symmetry. The other factor \( SO(N) \) is always global and it is unbroken in the vacuum. However, its spontaneous breaking \( SO(N) \to SO(N-1) \) locally occurs in the vicinity of the vortex center. This makes the vortices non-Abelian by accompanying the massless NG modes \( S^{N-1} \cong SO(N)/SO(N-1) \) (the internal orientation moduli). The presence of the internal orientation makes the dynamics of the vortices quite rich and complicated. Clarifying this point was the main purpose of this paper.

In section 3 we concentrated on the scattering problem of non-Abelian global vortices with \( S^2 \) \((N = 3)\) orientational moduli. As usual Abelian global vortices, a long-range repulsive force mediated by the massless \( U(1) \) NG mode in the bulk dominates the asymptotic inter-vortex forces. Namely, irrespective of the internal orientation, the vortices asymptotically repel each other. We numerically studied head-on scatterings for three different cases: the relative internal orientation being initially parallel, antiparallel, and orthogonal. For each of these cases we considered various initial velocities \( u \). Scatterings of the vortices with parallel orientations are qualitatively very similar to well-known dynamics of Abelian global vortices. When \( u \) is sufficiently small, the vortices bounce off backward. On the other hand, when \( u \) exceeds a critical velocity the vortices scatter at right angles. In contrast, scatterings of the non-Abelian vortices with antiparallel orientations are different from those of the Abelian vortices. The vortices always bounce back before their centers come into contact, at least for initial velocities up to 90 % of speed of light. The orthogonal case is the most interesting: when the initial velocity \( u \) is small, the vortices bounce-back
as in the case of parallel vortices, yet a difference can be found in the motion in internal space. During the scatterings, in general the orientations are not fixed but change. Namely, energy transfer between real and internal space occurs. When \( u \) is sufficiently large, now the vortices scatter at right angles. When this happens, the orientations get closer as the vortices approach in real space, and they become parallel at the moment of impact. After the collision, the orientations remain parallel. As is expected, the presence of the internal orientations leads to rich dynamics. We also briefly investigated scattering problems with non-zero impact parameter.

In section 4 and 5 we studied the local non-Abelian vortices with \( S^2 \) orientation \((N = 3)\). In section 4, we first obtained the phase boundary in the parameter space \((m_\chi/m_\phi, m_\gamma/m_\phi)\) which separates two vortex types, corresponding to the Abelian (SO(3) is unbroken) and non-Abelian (SO(3) is broken to SO(2)) vortices. Next, we studied the static inter-vortex forces between well-separated vortices. This was previously studied by two of the present authors [27] in a very similar model. We carefully reexamined the asymptotic behavior of a single non-Abelian vortex, and found that a modification to the previous result is needed for the \( \phi \) field (winding field). Reflecting the fact that the non-Abelian vortex exists only for \( 2m_\chi \ll m_\phi \), the asymptotic interaction associated with the \( \phi \) field is modified. This is essential to conclude that there are only two phases of the non-Abelian vortices, the type II and type I*. Based on the analytic study of the asymptotic properties, we found that the former occurs for \( m_\gamma < m_\chi \) and the latter for \( m_\gamma > m_\chi \). The asymptotic interaction between type II vortices is a magnetic repulsion, and is independent of the internal orientations. In comparison with the global vortices, the repulsive force is a short range force because it is mediated by the massive photon. In contrast, the interaction between type I* vortices is sensitive to the internal orientations. When they are parallel (antiparallel), the interaction is attractive (repulsive). We numerically obtained the phase diagram of the vortex types, and verified that the analytic result based on the asymptotic analysis is consistent with the numerical results when \( m_\chi/m_\phi \) and \( m_\gamma/m_\phi \) are small. However, we found that the true type II region is slightly larger than the analytic estimation \( m_\gamma < m_\chi \).

In section 5, we performed numerical simulations of head-on scatterings of type II and type I* vortices. First, consistency between the numerical results and the analytic estimations provided a mutual check on the validity of both analysis. We examined three different cases, with parallel, antiparallel and orthogonal internal orientations for both types of vortices. We found that much richer phenomena occurs compared to the global vortices. Firstly, we examined type II vortices. The head-on collisions of parallel vortices are qualitatively similar to those of non-Abelian global vortices with parallel orientations. The vortices bounce-back for a small initial velocity \( u \), and they scatter at right angles when \( u \) is sufficiently large. In contrast, the scatterings of antiparallel vortices show marked differences with respect to the global case. When \( u \) is small, global and local vortices are qualitatively the same, namely they just bounce-back. But when \( u \) is large, the local vortices scatter at right angles. At first glance, this is counterintuitive because right-angles scattering usually occurs for two identical solitons, yet antiparallel vortices are not identical solitons. To resolve the puzzle, we carefully observed the numerical simulations and found that the orientations scatter around the moment of impact, and indeed at this point the
vortices have become identical. This does not happen for the global vortices because they are protected by the stronger long range repulsive force. A further interesting phenomenon was observed for an intermediate initial velocity between bounce-back scattering and right-angles scattering. The vortices bounce-back but the orientations are exchanged between two vortices. The head-on scatterings of the orthogonal type II vortices proceed very similarly to those of the parallel cases if we only look at the spatial motion. However, the dynamics of the internal orientations are distinctive. For small initial velocities, the vortices bounce-back and the initially orthogonal orientations non-trivially evolve in time: the relative angle is initially $\alpha_1 - \alpha_2 = -\pi/2$, but immediately starts changing and continues to evolve throughout our simulations. For large $u$’s, the vortices scatter at right-angles and the orientations become parallel after the collision.

Next we examined the scattering of type I* vortices. This case is the most different from the global case. The presence of the internal orientations is essential for separating Abelian and non-Abelian vortices. However, it is washed out by the long range repulsive force (the massless NG boson) for the global vortices. On the other hand, long range interactions are absent in the local model, and the type I* interaction depends crucially on the internal orientations. Hence, it is the best playground to observe non-Abelian properties. The head-on scatterings of parallel vortices are characteristic of the non-Abelian local vortices. The dominant inter-vortex force is attractive, so the vortices never bounce-back but always scatter at right angles. On the other hand, the antiparallel vortices feel the repulsion, they should bounce-back and indeed we observed this numerically. For the orthogonal cases, we found that the scatterings in real space are almost the same as those of the parallel cases, but motion of the internal orientations is different. The orientations of parallel vortices are fixed to be parallel throughout the scatterings, but those of the orthogonal vortices approach each other and finally become parallel. As we have seen, the scatterings of the non-Abelian vortices are quite rich and complicated. To further solidify our investigation, we confirmed the asymptotic inter-vortex interactions. We found that it is indeed useful to have qualitative understandings for various scatterings. We also included a more exotic section with multi-vortex scatterings.

One of the important discoveries of this work is to reveal a difference between two kinds of non-Abelian vortices, those with $\mathbb{C}P^{N-1}$ internal orientations on one hand, and those with $S^{N-1}$ internal orientations on the other. Head-on collisions of BPS non-Abelian vortices of the former type scatter at right angles both in real and internal spaces [29]. In contrast, collisions of the latter type become stuck in parallel orientations of the internal space after right-angles scattering. Scattering at right angles is related to reconnection probabilities of cosmic strings in $3+1$ dimensions. The reconnection probabilities of non-Abelian vortices with $\mathbb{C}P^{N-1}$ moduli are known to be unity [28, 29]. However, there exist no studies on the reconnection problem of non-Abelian cosmic strings with $S^{N-1}$ orientational moduli. This would be an interesting avenue of research, but is beyond the scope of this work, therefore we leave it for future work.

The setup used in this paper involves classical computations valid exclusively at small couplings of the fields. A relevant question is therefore what effects, if any, strong coupling has on the dynamics of vortices with orientational moduli. This is generically a hard
question to answer. Initial studies in this direction were performed in \cite{65, 66}, where holographic non-Abelian vortices were constructed, with and without backreaction on the gravitational sector. These models provide the first realizations of these kind of vortices in strongly coupled (albeit large N) field theories. An interesting avenue of future work would therefore involve the scattering of these vortices in a holographic setting. Presumably this strong coupling information is contained in gravitational waves, generated at the moment of collision. We leave this important question to a future study.
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