Topological descriptor of thermal conductivity in amorphous materials
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Abstract

Quantifying the correlation between the complex structures of amorphous materials and their physical properties has been a longstanding problem in materials science. In amorphous Si, a representative covalent amorphous solid, the presence of a medium-range order (MRO) has been intensively discussed. However, the specific atomic arrangement corresponding to the MRO and its relationship with physical properties, such as thermal conductivity, remains elusive. We solved this problem by combining topological data analysis, machine learning, and molecular dynamics simulations. Using persistent homology, we constructed a topological descriptor that can predict thermal conductivity. Moreover, from the inverse analysis of the descriptor, we determined the typical ring features correlated with both the thermal conductivity and MRO. The results provide an avenue for controlling material characteristics through the topology of the nanostructures.
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The structure of amorphous materials is characterized by the absence of long-range order (LRO) and the presence of some medium-range order (MRO)\(^1\) beyond the short-range order (SRO). Revealing the quantitative correlation between the structural and physical properties of amorphous materials remains a challenging task. Thermal conductivity is a fundamental physical property that shows unique behavior in amorphous materials owing to the strong interaction between lattice vibrations and disorders. The lack of LRO reduces the lattice thermal conductivity by several orders than that of a crystal with the same stoichiometry\(^2\). The heat carriers, vibrational modes, in amorphous materials are generally classified into propagating and non-propagating modes\(^3,4\). The former is exhibited in the low-frequency range and has characteristics similar to those of phonons in the crystal. In contrast, the latter carries heat in a diffusive manner rather than propagating energy as phonons do in the crystal. It is expected that the MRO affects the propagation and diffusion of these vibrational modes, and thus the thermal conductivity.

The structural signature of the MRO and thermal conductivity have been intensively investigated in amorphous Si, which is widely used in various applications, from solar cells to image sensors\(^5,6\). The presence of MRO has been investigated theoretically through the dihedral angle distribution with ring statistics\(^7\)\(^-\)\(^{11}\) and detected using fluctuation electron microscopy\(^12,13\). The lattice thermal conductivity has been measured or simulated in samples with a wide variation in preparation methods and sizes\(^14\)-\(^{20}\). Recently, it has been proposed that the MRO affects the thermal conductivity mediated by the propagating modes\(^21\).
Previous studies indicated that determination of the atomic structure corresponding to the MRO and extraction of the correlation between the MRO and the lattice thermal conductivity are essential to precisely control the thermal properties of amorphous Si. However, these tasks remain challenging because determining the essential features of MRO from traditional structural analysis is difficult, such as the pair distribution function and bond-orientation order analysis.

Recently, persistent homology\textsuperscript{22–25}, an emerging technique in the field of topological data analysis\textsuperscript{26,27}, has been employed to describe the atomic structures corresponding to MRO in SiO\textsubscript{2} glass\textsuperscript{28–31}, metallic glass\textsuperscript{28,32,33}, and amorphous ice\textsuperscript{34}. The advantage of persistent homology is that multiscale topological information can be extracted from complicated structures\textsuperscript{35}. For the analysis of persistent homology, we considered a growing sequence of network structures for given data points with different scale lengths defined by the filtration procedure. A schematic of the filtration procedure for a two-dimensional case is shown in Fig. 1. As can be seen, we considered circles centered at the respective data points. Subsequently, the radius of each circle gradually increases. The sequence of increase in radius is often referred to as “time.” At some radius, the circles start to intersect with each other, and we set an edge between the centers of the circles. When the edges form a closed ring, this corresponds to a topological feature called a “cycle.” As the radius further increases, the ring gets fully covered by circles. This is interpreted as the cycle converting into another class of topological features called a “boundary.” The topology of the data is represented by the pairs of birth and death times at which the cycle appears and is converted into a boundary. This filtration procedure can be generalized into three or higher dimensions using spheres or hyperspheres. The two-dimensional visualization of birth and death time pairs is called a persistence diagram (PD). The inverse analysis technique\textsuperscript{36} provides a characteristic structure that generates a specific birth–death pair in the PD. Moreover, the vectorization of a PD\textsuperscript{37,38} enables the creation of a descriptor used in the machine learning procedure.
Several recent studies have extracted unique geometric characteristics by combining the analysis of PDs and machine learning\textsuperscript{33,39,40}. These methods are expected to be powerful techniques for revealing the correlation between the structural and physical properties of amorphous materials.

In this study, using persistent homology, we constructed reliable descriptors for lattice thermal conductivity, reflecting the topological features of the MRO in amorphous Si. A structural model of amorphous Si was generated via the melt-quench method using classical molecular dynamics (MD), where the system temperature was increased above the melting temperature and then gradually cooled to room temperature. The difference in structural characteristics was introduced by changing the cooling rate in the MD simulation from $10^{14}$ to $10^{11}$ K/s. We selected 570 snapshots from the equilibrated MD simulation after the melt-quench procedure, and the thermal conductivity mediated by non-propagating modes and the PD were evaluated for each structure. Next, we constructed a descriptor of the topological features using the persistent image of the PD. We demonstrated that supervised training for the dataset of these descriptors and lattice thermal conductivities could achieve accurate predictions. In addition, from the inverse analysis by volume-optimal cycle, we determined the typical ring features correlated with the thermal conductivity and MRO. Our study is the first demonstration of the prediction of the physical properties of amorphous materials based on topological features. In addition, our results illustrate the hidden relationship between MRO and the physical properties of amorphous materials. This study opens an avenue for controlling material characteristics through the topology of nanostructures.
II. Methods

A. Molecular dynamics simulation

The amorphous model structures in this study were generated using a melt-quench algorithm and classical MD simulations with the LAMMPS package. The simulation unit cell size was 32.76 Å × 32.76 Å × 32.76 Å with periodic boundary conditions, and 1,728 Si atoms were included in the unit cell. We employed the Stillinger–Weber interatomic potential. All MD simulations were performed using an NVT ensemble. The system temperature was controlled using a Nosé–Hoover thermostat, with 1 fs time step. The initial crystal structure was first melted by increasing the temperature from 300 to 3,300 K at the rate of $3.0 \times 10^{12}$ K/s. After the equilibration step of 500 ps, the systems were cooled to 300 K at different cooling rates ranging from $1.0 \times 10^{14}$ to $1.0 \times 10^{11}$ K/s. The systems were maintained at 300 K for 500 ps to stabilize, and then the amorphous model structures were sampled from the trajectory of the equilibrium MD steps. We sampled 30 structures at 19 different cooling rates. The atomic coordinates of the amorphous structures were visualized using VESTA.

B. Thermal conductivity calculation

Vibrational modes in amorphous solids can be classified into propagons, diffuson, and locons. Propagons are low-frequency modes that retain elastic wave characteristics similar to acoustic phonons. Diffusons are delocalized vibrations but have no apparent periodicity in their eigenvector. Locons are strongly localized modes. Heat transport in amorphous solids is governed by propagons (propagating modes) and diffusons (non-propagating modes). The thermal conductivity by the latter cannot be described by the phonon gas model combined with the Boltzmann transport equation, which
is widely used in crystals. The Allen–Feldman theory\textsuperscript{3,4} is one of the alternative methods to compute diffuson thermal conductivity.

The starting point of the Allen-Feldman theory is the following definition of thermal conductivity based on the Kubo formula.

\[
\kappa_{\mu} = \frac{V}{T} \int_0^\beta d\lambda \int_0^\infty dt \langle S_\mu(-i\hbar \lambda)S_\mu(t) \rangle . \quad (1)
\]

In the above, \( \mu = x, y, z; \) \( V \) is the system’s volume; \( T \) is the temperature and \( \beta = 1/k_B T; \) \( S_\mu \) is the \( \mu \) component of the heat flux operator \( S. \) In the harmonic approximation, the heat flux operator can be decomposed into the contributions of respective modes. The decomposed heat flux operator \( S_{mn} \) is defined by the eigenvectors of vibrational modes and the dynamical matrix \( D_{\alpha\beta}^{ij}, \) as follows:

\[
S = \sum_{m,n} S_{mn} a_\alpha^\dagger a_\beta , \quad (2)
\]

\[
S_{mn} = \frac{\hbar}{2V} V_{mn} (\omega_m + \omega_n) , \quad (3)
\]

\[
V_{mn} = \frac{i}{2\sqrt{\omega_m \omega_n}} \sum_{\gamma \gamma'} (R_\gamma - R_{\gamma'}) D_{\alpha\beta}^{\gamma\gamma'} e^\alpha(\gamma, m) e^\beta(\gamma', n) . \quad (4)
\]

In the above, \( m, n \) are the indices of the vibrational modes; \( a_\alpha^\dagger (a_\beta) \) corresponds to the generation (annihilation) operator of a vibrational mode; \( \alpha, \beta = x, y, z; \) \( \omega_m \) is the vibrational frequency of the mode \( m; \) \( \gamma, \gamma' \) are indices that distinguish the atoms in a supercell; \( R_\gamma \) is the position vector of atom \( \gamma; \) \( e^\alpha(\gamma, m) \) is the polarization of the eigenvector of the vibrational mode \( m \) at atom \( \gamma \) along \( \alpha \) direction. Note that the definition of the dynamical matrix \( D_{\alpha\beta}^{\gamma\gamma'} \) is


\[ D^{\gamma \gamma'}_{\alpha \beta} = \frac{1}{m_{\gamma} m_{\gamma'}} \left( \frac{\partial^2 E}{\partial u_{\gamma}^\alpha \partial u_{\gamma'}^\beta} \right), \quad (5) \]

where \( E \) is the total energy and \( u_{\gamma}^\alpha \) is the displacement of the atom.

The average of thermal conductivity along \( \mu = x, y, z \) directions is often expressed by

\[ \kappa = \frac{1}{V} \sum_m C_m(T) D_m, \quad (6) \]

where \( C_m(T) = \frac{\hbar \omega_m}{\tau} \left( \frac{\partial^2 n_m}{\partial \omega_m^2} \right) \) is the specific heat of mode \( m \) and \( D_m \) is the mode diffusivity defined by

\[ D_m = \frac{\pi V^2}{3h^2 \omega_m^3} \sum_n |S_{m n}|^2 \delta(\omega_m - \omega_n). \quad (7) \]

In this study, we evaluated \( D_m \) and \( \kappa \) using GULP package\(^{47}\). The structures were optimized before calculating the thermal conductivity to eliminate the appearance of imaginary frequencies. During the calculation of diffusivities, we approximated the delta function by the Lorentzian with a width of five times the average mode frequency spacing \((\sim 5 \times 0.124 \text{ cm}^{-1})\). Furthermore, to avoid ambiguities in the definition of the threshold frequency of the propagating modes\(^{14,48-50}\), we evaluated the contribution from all vibrational modes by diffuson diffusivity\(^3\). We note that this approximation caused underestimation of the contribution from the propagating mode. This underestimation did not affect our conclusion on the relationship between local coordinates and thermal conductivities, as we discussed in Sec. IIIC and Supplementary Materials.

C. Persistent homology analysis

The HomCloud code\(^{51}\) was used to analyze the persistent homology of amorphous models. The PDs were evaluated for the optimized structures used in the thermal conductivity calculations. We focused
on the first homology. For machine learning analysis, the diagrams were converted into vectors using the persistent image method\textsuperscript{37, 38}. We chose a linear weighting for the distance from the diagonal line in the construction of persistent image vectors. The standard deviation of the Gaussian used in the persistent image method was set to 0.06. We focused on the square region $[0.0, 6.0]_{\text{birth}} \times [0.0, 6.0]_{\text{death}}$, which was divided into $300 \times 300$ meshes.

\section*{D. Machine learning}

Ridge regression and principal component analysis (PCA) using persistent image vectors were conducted using the Scikit-learn package\textsuperscript{52}. For ridge regression, 80\% of the 570 samples were used as training data and the rest as test data. The regularization parameter was set to 1.0, which resulted in the average $R^2$ score of 0.992 for a five-fold cross-validation. In PCA, 40 samples were used, among which, 20 samples were taken from the models generated at the cooling rate of $1.0 \times 10^{14}$, and the rest were taken from those at $1.0 \times 10^{11}$ K/s.

\section*{III. Results and Discussion}

\subsection*{A. Regression model of thermal conductivity using persistent homology}

To quantitatively investigate the relationship between PD and thermal conductivity, we constructed a regression model of thermal conductivity based on persistent homology. First, we generated samples with various degrees of randomness in the structures through melt-quench simulations with different cooling rates\textsuperscript{53–55}. Fig. 2 (a) shows the correlation between the cooling rate and thermal conductivity. A slower cooling rate generally results in a higher thermal conductivity compared with a faster cooling rate. Figs. 2 (b) and (c) present the averaged PDs obtained from 30 structures generated at cooling rates of $10^{11}$ and $10^{14}$ K/s, respectively. The difference appears in the $[1.4, 1.7]_{\text{birth}}$ region. In Fig. 2 (b),
a sharp vertical line appears in $[1.4, 1.5]_{\text{birth}} \times [3.5, 5.0]_{\text{death}}$, which fades and shifts toward a larger birth–smaller death zone in (c). The birth time (~1.5 Å²) of the sharp vertical line in (b) is explained by the squared value of half of the nearest neighbor distance in amorphous Si (~2.5 Å). Even in the amorphous phase, the variation in the nearest neighbor distance is within 0.3 Å; thus, the distribution of the birth becomes narrow. The death time corresponds to the maximum radius of the ball that can pass through the cycle. Therefore, the death time reflects both the size and shape of the cycle. As shown later, the cycles can have up to 44 vertices, which indicates a wide range of sizes. Furthermore, cycles with the same number of vertices and bond lengths have the same birth times but can have different death times when they have different combinations of interior angles. This results in a wide range of death times to form a vertical line. The differences between (b) and (c) are discussed in the following sections.

Further we performed a regression analysis between the persistent image vector generated from the PD and thermal conductivity. Fig. 3 (a) shows the results of the fitting using ridge regression. The root mean squared error of the prediction was 0.007 W/mK, indicating a strong correlation between persistent homology and thermal conductivity. Fig. 3 (b) shows the reconstructed PD from the ridge coefficient of the fitted model. The color level indicates positive and negative influences on the thermal conductivity. The presence of birth–death pairs in the blue region corresponds to a higher thermal conductivity, and that in the red region corresponds to a lower thermal conductivity. The distribution of the area with dark blue and red colors matches the area where a difference is observed in the PDs at cooling rates of $10^{11}$ and $10^{14}$ K/s.

B. Relationship between local structure, persistent homology, and thermal conductivity
To clarify the atomic configurations that determine the dependence of thermal conductivity on the cooling rate, we focused on two extreme cases. For the models with a higher thermal conductivity, we
selected 20 structures generated at the slowest cooling rate of $10^{11}$ K/s. The thermal conductivities of these samples were in the range of 0.997–1.017 W/mK. For the models with a lower thermal conductivity, we selected the same number of structures generated at the fastest cooling rate of $10^{14}$ K/s, where the thermal conductivities were 0.776–0.783 W/mK. Hereafter, we define the former group as the slowest-cooled model and the latter as the fastest-cooled model. We performed a PCA for the persistent image vectors obtained in these models. The results of the PCA on 40 models, 20 of which were slowest-cooled and the rest were fastest-cooled, are shown in Fig. 4. From Fig. 4 (a), it can be observed that the first principal component properly separates the slowest- and fastest-cooled models. Therefore, we reconstructed a PD from the coefficient of the first principal component, as displayed in Fig. 4 (b).

In Fig. 4 (b), the coefficient for each element in the persistent image vector is projected onto the mesh of the square region $[0.0, 6.0]_{\text{birth}} \times [0.0, 6.0]_{\text{death}}$. As shown in Fig. 4 (a), the slowest- (fastest-) cooled models have negative (positive) first principal components. Considering that the elements of the persistent image vector are non-negative, the blue and red areas correspond to the birth–death pair position observed in the slowest- and fastest-cooled models, respectively. The overall features of the PD reconstructed from the coefficient of the ridge regression and the first principal component were consistent. The results in Fig. 4 (b) are summarized as follows:

1. Pairs in $[1.38,1.52]_{\text{birth}} \times [3.52,4.90]_{\text{death}}$ for the slowest-cooled models have positive contributions to the thermal conductivity.

2. Pairs in $[1.52,1.86]_{\text{birth}} \times [2.86,4.11]_{\text{death}}$ for the fastest-cooled models have negative contributions to the thermal conductivity.

These two characteristics can be partly understood by the difference in the randomness of the bond lengths in the slowest- and fastest-cooled models. The narrow birth time range in (1.) directly
corresponds to the sharp distribution of the bond length in the slowest-cooled models. Considering that the longer death time corresponds to the cycles with a large size, the wider distribution of the death time within a narrow birth time reflects the uniformity of the bond length. In contrast, the larger inhomogeneity of the bond length in the fastest-cooled samples tends to shift the distribution of the birth-death pair to the larger birth time region because the birth time is determined by the maximum bond length in the cycle. Although there are cycles with large sizes in the fastest-cooled samples, the wider variety of the birth time blurs the distribution of the pairs with a large death time. Thus, the PCA coefficients of the fastest-cooled samples are mainly distributed in the $[1.52-1.86]_{\text{birth}} \times [2.86-4.11]_{\text{death}}$ region.

To discuss the difference quantitatively, we performed an inverse analysis to obtain the atomic configuration for the dominant birth–death pairs with large PCA coefficients. We extracted the birth–death pairs in the slowest-cooled (fastest-cooled) models by filtering with the condition that the coefficient of the first principal component was $<-0.06 (>0.02)$. To realize similar length scales of the pairs extracted from the two cases, we clipped the death time within $[3.7, 3.9]$. Using these procedures, we selected 785 (1,266) pairs in the slowest-cooled (fastest-cooled) models. By tracing the filtration procedure, we could determine the candidates of the cycle that correspond to each birth-death pair. Sometimes, several candidates have equivalent topological characteristics. There are several concepts for the choice of the representative cycle in such a case. Here, we adopted the volume-optimal cycle$^{36}$, in which, we chose a cycle that minimizes the internal volume. As we focused on the first homology, the shape of a volume-optimal cycle becomes a ring structure. The number of vertices (boundary points) in each volume-optimal cycle is presented in Fig. 5. The results show that ring structures with five vertices are the major volume-optimal cycles in both the slowest- and fastest-cooled models. We also analyzed the number of children’s birth–death pairs for each volume-optimal
cycle, as shown in the lower half of Fig. 5. The children of a parental cycle correspond to the approximate partial structures generated between the birth and death of the parental cycle, which reflects the hierarchy in the topological features. We observed that the five-vertex cycles do not have children’s birth–death pair; thus, they can be considered as the primary units governing the thermal conductivity.

Moreover, we conducted a traditional structural analysis to investigate the characteristics of these five-vertex cycles. Fig. 6 exhibits a histogram of the lengths of the edges and angles in the five-vertex cycles, together with a comparison between the PCA for these data and PD. Figs. 6 (a) and (b) show that the randomness in the edge lengths and angles is larger in the fastest-cooled models than in the slowest-cooled models. Thus, we attempted to classify the slowest- or fastest-cooled model via PCA using the five values of edge length and angle in each structure. As shown in Figs. 6 (c) and (d), the PCA using the values of edge length exhibited a better separation than that using the angle. This indicates that the strength of the randomness of the edge length is the major difference between the five-vertex cycles in the slowest- and fastest-cooled models. Considering that the edge length and bond angle are typical descriptors for the SRO, the insufficient separation of the two models with these values would indicate the length scale of the five-vertex cycles beyond the SRO. The successful separation of the two models by PD shown in Fig. 6 (e) can be attributed to the multiscale character of the persistent homology analysis.

In addition to the evaluation of the primal five-vertex cycles, we analyzed the volume-optimal cycles for children’s birth–death pairs. Fig. 7 (a) presents the distribution of the number of vertices in each child’s volume-optimal cycle. From these results, we focused on the children’s cycles with three, four, five, and six vertices. The distributions of each type of children’s cycles, together with the PD,
are provided in Fig. 7 (b) and (c). A notable difference appears in the four-vertex children’s cycles between the slowest- and fastest-cooled models. In the slowest-cooled models, the number of four-vertex children’s cycles was much smaller than that in the fastest-cooled models. In addition, the distribution of the four-vertex children’s cycles in \([1.6,2.5]_{\text{birth}} \times [2.5,3.0]_{\text{death}}\) matches the red area appearing in the reconstructed PD from the coefficients of ridge regression and the first principal component shown in Figs. 3 (b) and 4 (b). Considering that the birth times of these four-vertex children’s cycles are greater than those of most of the primal five-vertex cycles, these structures are considered to be the representative perturbations that make the topology in the slowest- and fastest-cooled models different in the scale larger than the primal five-vertex cycles.

Next, we discuss the relationship between our results and MRO in amorphous Si. As discussed above, the five-vertex cycles without children strongly correlate with thermal conductivity. This indicates that these five-vertex cycles are the minimal components of the MRO that affect the thermal conductivity of amorphous Si. In addition, the hierarchy of the children’s cycles indicates a strong difference in structures with high and low thermal conductivity. The four-vertex children’s cycles observed in the low-thermal-conductivity models would correspond to the perturbation that breaks the MRO.

The correlation between the MRO and the thermal conductivity is further supported by comparing the radial distribution function (RDF) obtained from the entire amorphous structure and the partial region limited to the volume-optimal cycles and their children’s cycles correlating with the thermal conductivity. As shown in Fig. 8 (a), the RDF also depends on the cooling rate. At each cooling rate, there is a sharp first peak at \(\sim 2.5\) Å and a second peak at \(\sim 3.8\) Å. The second peak is accompanied by a shallow peak around 3.3 Å. The first peak corresponds to the SRO, while the second peak corresponds to the MRO with the shortest length scale. We employed a ridge regression model to
predict the thermal conductivity from the RDF. For the vector data used in the ridge regression, we used the RDF obtained by binning the pair-wise distance in the range 2.0–6.0 Å into 200 bins. As presented in Figs. 8 (b) and (d), a smaller L2 regularization parameter ($\alpha$) indicates a better prediction. However, the distribution of the coefficient is clearer with a large regularization parameter; thus, we show the ridge coefficients obtained with $\alpha = 50.0$ in Fig. 8 (c). A comparison between Figs. 8 (a) and (c) indicates that the sharper first and second peaks increase the thermal conductivity, whereas the tail of the first peak and the shallow peak around 3.3 Å are associated with decreased thermal conductivity.

Next, we evaluated the RDF using partial structures in the slowest- and fastest-cooled models. The RDF restricted to the volume-optimal cycles that correlate with the large positive and negative first principal components in Fig. 4 shows the enhanced difference in the shapes of the first and second peaks, as depicted in Fig. 9 (a). When we further restricted the RDF calculation to the volume-optimal cycles with five vertices, only the two peak structures associated with SRO and MRO appear, and no intensity between 2.5–3.5 Å, as in Fig. 9 (b). This indicates that these five-vertex cycles do not contain the configurations that break the MRO and correlate with both SRO and MRO. These results strongly support the idea that these five-vertex cycles are the units of the MRO. Furthermore, the four-vertex children’s cycles that appear in the fastest-cooled models demonstrate a shallow peak structure at 3.3 Å in the RDF, as shown in Fig. 9 (c). This also suggests that the MRO is disturbed by the presence of four-vertex children’s cycles in the fast-cooling models.

Finally, we examined how the five- and four-vertex cycles directly influence the thermal conductivity. Fig. 10 (a) shows that the overall frequency dependences of the mode diffusivities for the slowest- and fastest-cooled models are similar. However, the difference in the magnitudes of the mode diffusivities in the range 180–400 cm$^{-1}$ gives rise to the difference in the thermal conductivities.
of the two models, which is apparent in the cumulative thermal conductivity (Fig. 10 (b)). From the inversion participation ratio (IPR) shown in Fig. 10 (c), the mobility edge, which characterizes the transition from diffusive modes to strongly localized modes, is estimated to be ~ 570 cm$^{-1}$. Therefore, the modes in the range 180–400 cm$^{-1}$ were assigned to the diffusive modes.

The vibrational density of states (DOS) for the two models presented in Fig. 10 (d) have two typical peaks with frequencies of ~180 and ~550 cm$^{-1}$. These spectral shapes are consistent with those of previous studies on amorphous Si$^{10,56}$. Despite the apparent difference exhibited in the second peak, the total DOS at around 180 cm$^{-1}$, which predominantly contributes to the thermal conductivity, is similar for the two models. To obtain further insight, we decomposed the DOS into the respective atoms (Fig. 10 (e)). The DOS projected onto the atoms involved in the five-vertex cycles for the slowest-cooled samples holds two-peak structures, indicating that the five-vertex cycles determine the overall frequency dependence of the total DOS. In contrast, the projected DOS related to the four-vertex children's cycles for the fastest-cooled models has a decreased second peak and a small new peak near the maximum frequency, marked by the black arrow.

From the IPR results (Fig. 10 (c)), the new peak corresponds to the strongly localized vibrational modes on the atoms in four-vertex children's cycles, and its emergence is attributed to the large deformation of the bonds yielded by the formation of the four-vertex children’s cycles. This deformation results in inhomogeneity of the force constants. As shown in Eq. (4), the overlap between the eigenvectors, $e^\alpha(\gamma, m)e^\beta(\gamma', n)$, governs the diffusivity. The inhomogeneity of the force constant introduces the randomness of the atomic displacements, which reduces the overlap and hinders the diffusivity of the modes. This explains the deviation of the thermal conductivities for the two models, despite the similarity in the total DOSs.
To confirm the difference in the inhomogeneity of the force constants, we plotted a histogram of the absolute values of the dynamical matrix element $D^{\gamma\gamma'}_{a\beta}$ defined as Eq. (5). As we discussed above, five-vertex cycles (four-vertex children’s cycles) are the primal structure (perturbation) of MRO. Thus, we focused on the matrix elements correlated to these cycles. In Fig. 10(f), histograms for the three sets are plotted: set 1 is $\{|D^{\gamma\gamma'}_{a\beta}| : \gamma \text{ or } \gamma' \in \text{five-vertex cycles in slowest-cooled samples}\}$, set 2 is $\{|D^{\gamma\gamma'}_{a\beta}| : \gamma \text{ or } \gamma' \in \text{five-vertex cycles in fastest-cooled samples}\}$, and set 3 is $\{|D^{\gamma\gamma'}_{a\beta}| : \gamma \text{ or } \gamma' \in \text{four-vertex children’s cycles in fastest-cooled samples}\}$. In every histograms, there is a peak structure in the range 0.4–0.7 eV/amu·Å². The peak in set 2 is much broader than that in set 1. And, the peak in set 3 is broader than that in set 3. These are interpreted as the force constant in the fastest-cooled samples has larger inhomogeneity than that in the slowest-cooled samples. More specifically, the MRO and its breaking correlate with the inhomogeneity of the force constants. This provides a direct connection between the local structures, MRO, and thermal conductivity of amorphous Si.

C. Analysis in larger system size

The above results show that persistent homology links disorders in the local structure and thermal conductivity. However, the sample size used in the previous sections was relatively small. In addition, in the Allen-Feldman theory, we treated the contributions from all modes by diffuson diffusivity. Therefore, the thermal transport by low-frequency propagating modes may not have been appropriately evaluated. To rule out the possibility that the obtained results are artifacts because of the sample size or underestimation of the contribution from the propagating mode, we further analyzed a larger system containing 4,096 Si atoms with the cell size of 4.378 nm × 4.378 nm × 4.378 nm.
We focused on cooling rates of $10^{11}$ and $10^{14}$ K/s as representatives for the slow and fast cooling conditions. Ten samples of amorphous structures were prepared using these cooling rates, followed by thermal conductivity analysis using the Green-Kubo method and persistent homology analysis. Details of the calculation and results are summarized in Supplementary Materials. We evaluated the dynamic structure factor using the following definition to confirm the presence of the propagating mode in this sample size:

$$S_{L,T}(\mathbf{q}, \omega) = \sum_{\nu} \sum_{i} |u_{L,T}^{i} e^{i(\mathbf{q} \cdot \mathbf{r})}|^2 \delta(\omega - \omega(q = 0, \nu)), \quad (8)$$

where $\mathbf{q}$ is the phonon wavevector, $\omega$ is the frequency, $\nu$ is the index of the modes at the gamma point, and $i$ indicates the index of the atom. $u_{L}^{i} = \mathbf{q} \cdot \mathbf{e}(\nu, i)$ and $u_{T}^{i} = \mathbf{q} \times \mathbf{e}(\nu, i)$, where $\mathbf{q}$ is the unit vector parallel to $\mathbf{q}$ and $\mathbf{e}(\nu, i)$ is the eigenvector of the mode. As shown in Fig. 11, dispersion relationships similar to longitudinal and transverse acoustic phonons were obtained. The line width of $S_{L,T}$ is a few cm$^{-1}$ for the modes with frequencies below 100 cm$^{-1}$; such modes are considered propagating modes.

The mean value of the Green-Kubo thermal conductivity is 1.56 W/mK for the sample prepared at $10^{11}$ K/s, which is consistent with the results of a previous study. Meanwhile, the mean value for the sample prepared at $10^{14}$ K/s was 1.34 W/mK. We also evaluated the thermal conductivity using the Allen-Feldman theory for the same samples. The mean values of 1.10 and 0.81 W/mK were obtained for the samples generated at cooling rates of $10^{11}$ and $10^{14}$ K/s, respectively. The smaller value realized using the Allen-Feldman theory compared with that obtained in the Green-Kubo method is due to underestimation of the contribution from the propagating mode below 100 cm$^{-1}$, as discussed above. Nonetheless, the difference in the thermal conductivity in the slow- and fast-cooled samples is
common in these two methods, which supports that the dependence of the thermal conductivity on the cooling rate is not an artifact.

As summarized in Supplementary Materials, the characteristics of the persistent homology for the 4,096-atom systems are similar to the results for the 1,728-atom systems, including the persistence diagrams and the birth-death pair distributions that characterize the structures generated at cooling rates of $10^{11}$ and $10^{14}$ K/s. Similar to the 1,728-atom systems, the five-vertex cycles are the most majority, and a notable difference appears in the number and distribution of the four-vertex children’s cycle. Moreover, these characteristic structures are related to the inhomogeneity of the force constants, as in the 1,728-atom systems. These results confirm that the correlation between disorders in local structures, thermal conductivity, and persistent homology holds regardless of the sample size.

IV. Conclusion

We demonstrated that the thermal conductivity of amorphous Si can be predicted using topological data analysis. We observed that the PD of the first homology depends on the cooling rate in the melt-quench simulation to prepare an amorphous structure. The persistent image vectors were strongly correlated with the thermal conductivity. This enabled us to construct a ridge regression model with high precision for the prediction of thermal conductivity from structural information. We also determined the unit of the MRO that governs the thermal conductivity from the inverse analysis using the volume-optimal cycle. We observed that the primary structure of MRO in amorphous Si was five-vertex cycles. Analysis of the children’s cycles revealed that the MRO was perturbed by the characteristic four-vertex children’s cycle in the fastest-cooling conditions, which resulted in a lower thermal conductivity. In addition, the spectral shape of the RDF derived from the generator (five-vertex cycles)/inhibitor (four-vertex children’s cycles) of the MRO was clarified. Finally, we
visualized the direct connection between these dominant atomic arrangements and thermal conductivity. Our results clarify the relationship between the actual local structures, MRO, and thermal conductivity in amorphous materials for the first time. This indicates further possibilities for investigating the novel relationship between complex structures and physical properties by combining topological data analysis, machine learning techniques, and computational materials science.
Acknowledgments

This study was supported by JST, PRESTO Grant Numbers JPMJPR17I7, JPMJPR17I5, JPMJPR19I4, JPMJPR1923, JPMJPR2198, and MEXT KAKENHI 21H01816, 19H00834, 20H05884, Japan.

Calculations were performed using a computer facility at the Research Center for Computational Science (Okazaki, Japan).

References

1. S.R. Elliott, Nature 354, 445 (1991).
2. W.X. Zhou, Y. Cheng, K.Q. Chen, G. Xie, T. Wang, and G. Zhang, Adv. Funct. Mater. 30, 1903829 (2020).
3. P.B. Allen and J.L. Feldman, Phys. Rev. B 48, 12581 (1993).
4. J.L. Feldman, M.D. Kluge, P.B. Allen, and F. Wooten, Phys. Rev. B 48, 12589 (1993).
5. M.A. Green, J. Mater. Sci. Mater. Electron. 18, 15 (2007).
6. M.J. Powell, IEEE Trans. Electron Devices 36, 2753 (1989).
7. P.M. Voyles, N. Zotov, S.M. Nakhmanson, D.A. Drabold, J.M. Gibson, M.M.J. Treacy, and P. Keblinski, J. Appl. Phys. 90, 4437 (2001).
8. W.D. Luedtke and U. Landman, Phys. Rev. B 40, 1164 (1989).
9. S.M. Nakhmanson, P.M. Voyles, N. Mousseau, G.T. Barkema, and D.A. Drabold, Phys. Rev. B 63, 2352071 (2001).
10. D. Igram, B. Bhattarai, P. Biswas, and D.A. Drabold, J. Non. Cryst. Solids 492, 27 (2018).
11. N. Bernstein, B. Bhattarai, G. Csányi, D.A. Drabold, S.R. Elliott, and V.L. Derenger, Angew. Chemie - Int. Ed. 58, 7057 (2019).
12. M.M.J. Treacy and K.B. Borisenko, Science 335, 950 (2012).
13. K.B. Borisenko, B. Haberl, A.C.Y. Liu, Y. Chen, G. Li, J.S. Williams, J.E. Bradby, D.J.H. Cockayne, and M.M.J. Treacy, Acta Mater. 60, 359 (2012).
14. J.M. Larkin and A.J.H. McGaughey, Phys. Rev. B 89, 144303 (2014).
15. S. Kwon, J. Zheng, M.C. Wingert, S. Cui, and R. Chen, ACS Nano 11, 2470 (2017).
16. J.L. Braun, C.H. Baker, A. Giri, M. Elahi, K. Artyushkova, T.E. Beechem, P.M. Norris, Z.C. Leseman, J.T. Gaskins, and P.E. Hopkins, Phys. Rev. B 93, 140201 (2016).
17. K.T. Regner, D.P. Sellan, Z. Su, C.H. Amon, A.J.H. McGaughey, and J.A. Malen, Nat. Commun. 4, 1640 (2013).
18. J. Moon, B. Latour, and A.J. Minnich, Phys. Rev. B 97, 24201 (2018).
D.G. Cahill, M. Katiyar, and J.R. Abelson, Phys. Rev. B 50, 6077 (1994).
20 Y. He, D. Donadio, and G. Galli, Appl. Phys. Lett. 98, 144101 (2011).
21 A. Hashemi, H. Babaei, and S. Lee, J. Appl. Phys. 127, 45109 (2020).
22 A. Zomorodian and G. Carlsson, Proc. Annu. Symp. Comput. Geom. 274, 347 (2004).
23 H. Edelsbrunner, D. Letscher, and A. Zomorodian, Discret. Comput. Geom. 28, 511 (2002).
24 N. Otter, M.A. Porter, U. Tillmann, P. Grindrod, and H.A. Harrington, EPJ Data Sci. 6, 17 (2017).
25 M. Buchet, Y. Hiraoka, and I. Obayashi, in Nanoinformatics (Springer Singapore, 2018), pp. 75–95.
26 G. Carlsson, Bull. Am. Math. Soc. 46, 255 (2009).
27 H. Edelsbrunner and J. Harer, Computational Topology: An Introduction (Amer Mathematical Society, 2010).
28 Y. Hiraoka, T. Nakamura, A. Hirata, E.G. Escolar, K. Matsue, and Y. Nishiura, Proc. Natl. Acad. Sci. U. S. A. 113, 7035 (2016).
29 T. Nakamura, Y. Hiraoka, A. Hirata, E.G. Escolar, and Y. Nishiura, Nanotechnology 26, 304001 (2015).
30 Y. Onodera, S. Kohara, P.S. Salmon, A. Hirata, N. Nishiyama, S. Kitani, A. Zeidler, M. Shiga, A. Masuno, H. Inoue, S. Tahara, A. Polidori, H.E. Fischer, T. Mori, S. Kojima, H. Kawaji, A.I. Kolesnikov, M.B. Stone, M.G. Tucker, M.T. McDonnell, A.C. Hannon, Y. Hiraoka, I. Obayashi, T. Nakamura, J. Akola, Y. Fujii, K. Ohara, T. Taniguchi, and O. Sakata, NPG Asia Mater. 12, 85 (2020).
31 M. Murakami, S. Kohara, N. Kitamura, J. Akola, H. Inoue, A. Hirata, Y. Hiraoka, Y. Onodera, I. Obayashi, J. Kalikka, N. Hirao, T. Musso, A.S. Foster, Y. Idemoto, O. Sakata, and Y. Ohishi, Phys. Rev. B 99, 45153 (2019).
32 A. Hirata, T. Wada, I. Obayashi, and Y. Hiraoka, Commun. Mater. 1, 98 (2020).
33 S. Hosokawa, J.F. Béray, N. Boudet, W.C. Pilgrim, L. Pusztai, S. Hiroi, K. Maruyama, S. Kohara, H. Kato, H.E. Fischer, and A. Zeidler, Phys. Rev. B 100, 1 (2019).
34 S. Hong and D. Kim, J. Phys. Condens. Matter 31, 455403 (2019).
35 D. Ormrod Morley, P.S. Salmon, and M. Wilson, J. Chem. Phys. 154, 124109 (2021).
36 I. Obayashi, SIAM J. Appl. Algebr. Geom. 2, 508 (2018).
37 H. Adams, T. Emerson, M. Kirby, R. Neville, C. Peterson, P. Shipman, S. Chepushtanova, E. Hanson, F. Motta, and L. Ziegelmeier, J. Mach. Learn. Res. 18, 1 (2017).
38 I. Obayashi, Y. Hiraoka, and M. Kimura, J. Appl. Comput. Topol. 1, 421 (2018).
39 Y. Jiang, D. Chen, X. Chen, T. Li, G.W. Wei, and F. Pan, Npj Comput. Mater. 7, (2021).
40 M. Kimura, I. Obayashi, Y. Takeichi, R. Murao, and Y. Hiraoka, Sci. Rep. 8, 3553 (2018).
41 S. Plimpton, J. Comput. Phys. 117, 1 (1995).
42 F.H. Stillinger and T.A. Weber, Phys. Rev. B 31, 5262 (1985).
43 S. Nosé, J. Chem. Phys. 81, 511 (1984).
44 W.G. Hoover, Phys. Rev. A 31, 1695 (1985).
45 K. Momma and F. Izumi, J. Appl. Crystallogr. 41, 653 (2008).
46 K. Momma and F. Izumi, J. Appl. Crystallogr. 44, 1272 (2011).
47 J.D. Gale and A.L. Rohl, Mol. Simul. 29, 291 (2003).
48 S.N. Taraskin and S.R. Elliott, Philos. Mag. B Phys. Condens. Matter; Stat. Mech. Electron. Opt. Magn. Prop. 79, 1747 (1999).
49 Y. Luo, X. Yang, T. Feng, J. Wang, and X. Ruan, Nat. Commun. 11, 2554 (2020).
50 H.R. Seyf and A. Henry, J. Appl. Phys. 120, (2016).
51 HomCloud, https://homcloud.dev/index.en.html.
52 F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and É. Duchesnay, J. Mach. Learn. Res. 12, 2825 (2011).
53 W. Li and Y. Ando, J. Chem. Phys. 151, 114101 (2019).
54 V.L. Deringer, N. Bernstein, A.P. Bartók, M.J. Cliffe, R.N. Kerber, L.E. Marbella, C.P. Grey, S.R. Elliott, and G. Csányi, J. Phys. Chem. Lett. 9, 2879 (2018).
55 I. Santos, M. Aboy, L.A. Marqués, P. López, and L. Pelaz, J. Non. Cryst. Solids 503–504, 20 (2019).
56 P.B. Allen, J.L. Feldman, J. Fabian, and F. Wooten, Philos. Mag. B Phys. Condens. Matter; Stat. Mech. Electron. Opt. Magn. Prop. 79, 1715 (1999).
Figure captions

**Fig. 1. Schematic of the filtration procedure used to obtain a persistence diagram (PD) from data points.**
Schematic of the filtration procedure used to obtain a PD from the data points. Here, the network structures defined at the birth times of the two representative cycles are depicted. The red-filled polygon indicates that the ring structure formed by the edges of the polygon is converted into a boundary from a cycle.

**Fig. 2. Thermal conductivities and PDs in amorphous models.**

- **a)** Thermal conductivity of the amorphous models generated at different cooling rates.
- **b)** Averaged PD for 30 amorphous structures generated at the slowest cooling rate of $10^{11}$ K/s. The histogram of the birth–death pairs in the $[0,8]_{\text{birth}} \times [0,8]_{\text{death}}$ area was evaluated using a $128 \times 128$ mesh. The color bar indicates the number of birth–death pairs. We used the squared values of the radii of the spheres used in the filtration procedure as the birth and death times. Therefore, their units are Å$^2$.
- **c)** Averaged PD for 30 amorphous structures generated at the fastest cooling rate of $10^{14}$ K/s. The calculation method for the histogram was the same as that for (b).

**Fig. 3. Ridge regression analysis using PDs.**

- **a)** Results of prediction of thermal conductivity for test data using the trained ridge regression model.
- **b)** Reconstructed PD from the coefficient in the ridge regression model.

**Fig. 4. PCA for PDs obtained from slowest- and fastest-cooled models.**

- **a)** First and second principal components obtained from the PCA for the fastest- and slowest-cooled models.
- **b)** Reconstructed PD from the coefficient of PCA.

**Fig. 5. Histogram of the number of vertices for volume-optimal cycles.**
Upper: histogram of the number of vertices (boundary points) for the volume-optimal cycles attributed to the birth–death pair with large positive and negative PCA coefficients in Fig. 3 (b).
Lower: number of children birth–death pairs of volume-optimal cycles with $n$ vertices.

**Fig. 6. Traditional structural analysis for five-vertex cycles.**

- **a)** Histogram of edge lengths in five-vertex cycles obtained from volume-optimal cycle analysis.
The width of the bin in the histogram was set to 0.01 Å and the intensity of the histogram was normalized such that the integral over the histogram became 1.

b) Histogram of angles in five-vertex cycles. The width of the bin in the histogram was set to 1°, and normalization was performed in the same manner as in (a).

c) Scatter plot of the first and second principal components obtained from PCA for the data of the length of five edges in each five-vertex cycle. The edge lengths were sorted in ascending order in each cycle. The data were preprocessed using max-min normalization prior to the PCA.

d) Scatter plot of the first and second principal components for the data of the five angles in each cycle. The preprocessing method was the same as that used for (c).

e) PD for five-vertex cycles for comparison with (c) and (d).

**Fig. 7. Analysis for children's volume-optimal cycles.**

a) Histogram of the number of vertices in the volume-optimal cycles attributed to the children's birth–death pair.

b) Distribution of children’s birth–death pairs with three-, four-, five-, and six-vertex structures in the slowest-cooled models. The background is the average PD for the 20 structures used in the analysis.

c) Distribution of children’s birth–death pairs with three-, four-, five-, and six-vertex structures in the fastest-cooled models. The background is the average PD for the 20 structures used in the analysis.

**Fig. 8. Ridge regression analysis using RDF.**

a) RDFs of amorphous structures generated at different cooling rates. The average of 30 samples with the same cooling rate was used in this plot.

b) Results of ridge regression between RDF and thermal conductivity with regularization parameter $\alpha = 1.0$. The same 570 structures, shown in Fig. 2, were used in this analysis. RDFs for the respective structures were obtained by binning the pair-wise distance in the range of 2.0–6.0 Å into 200 bins.

c) Distribution of the coefficient obtained from the ridge regression with $\alpha = 50.0$.

d) Results of ridge regression between RDF and thermal conductivity with regularization parameter $\alpha = 50.0$.

**Fig. 9. Relationship between volume-optimal cycles and spectral shape of RDF.**

a) Calculation results of the RDF restricted to the volume-optimal cycles that correlate with the large positive and negative first principal components in Fig. 4. The density of the original amorphous structure was used in the evaluation of the RDF. The average RDF evaluated for the 20 slowest-
and fastest-cooled models was used in this plot. The insets provide examples of volume-optimal cycles in the slowest- and fastest-cooled models.

b) Calculation results of RDF restricted to five-vertex cycles in volume-optimal cycles. The inset shows an example of the cycle considered in this plot.

c) Calculation results of RDF restricted to the four-vertex cycles in the volume-optimal cycles of the children's birth–death pairs in the fastest-cooled models. The inset shows an example of the cycle considered in this plot.

**Fig. 10. Influence of five- and four-vertex cycles on thermal conductivity.**

a) Mode diffusivity in the slowest- and fastest-cooled models. The respective data for the 20 samples from each of the two models are plotted.

b) Cumulative thermal conductivity ($\kappa$) obtained in the slowest- and fastest-cooled models. The respective data for the 20 samples from each of the two models are plotted.

c) Inversion participation rate obtained in the slowest and fastest-cooled models. The respective data for the 20 samples from each of the two models are plotted.

d) Total vibrational DOS calculated for the slowest- and fastest-cooled models. The average values of the data obtained from the 20 samples from each of the two models were used for plotting.

e) Vibrational DOS projected on the atoms in the five-vertex cycles in the slowest-cooled model and the four-vertex children’s cycles in the fastest-cooled model. In general, the numbers of atoms in the group of five- and four-vertex children’s cycles differ. To suppress the influence of this point, the projected DOS was divided by the average number of atoms in each group after taking the average values of the 20 samples from each of the two models.

f) Histograms of the absolute value of the dynamical matrix elements correlated with the atoms in the five-vertex cycles in the both models and the four-vertex children’s cycles in the fastest-cooled model.

**Fig. 11. Analysis of dynamic structure factors.**

Longitudinal and transverse components of the dynamic structure factors and the dispersion relationship, extracted by fitting the dynamic structure factor by a Lorentzian function. The dynamic structure factors were evaluated at the wave vector $|\mathbf{q}| = 2\pi N / L$, where $L = 4.378$ nm and $N = 1, 2, \ldots , 8$. The error bars in the dispersion relationship correspond to the mode lifetime.

a) Results in 4,096-atoms system generated at cooling rates of $10^{11}$ K/s.

b) Those of $10^{14}$ K/s.
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