GPU Accelerated Nonlinear Electronic Circuits Solver for Transient Simulation of Systems with Large Number of Components
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Abstract: GPU cards have been used for scientific calculations for many years. Despite their ever-increasing performance, there are cases where they may still have problems. This article addresses possible performance and memory issues and their solutions that may occur during GPU calculations of iterative algorithms. Specifically, the article focuses on the optimization of transient simulation of extra-large highly nonlinear time-dependent circuits in SPICE-like electronic circuit simulator core enhanced with NVIDIA/CUDA (Compute Unified Device Architecture) interface and iterative Krylov Subspace methods with emphasis on improved accuracy. The article presents procedures for solving problems that may occur during this integration and negatively affect either the simulation speed or the accuracy of the calculation. Finally, a comparison of the implementation of an iterative calculation procedure with the use of GPU cards, calculation by the direct method and calculation on the CPU only is presented.
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1. Introduction

This article proposes a new implementation of computational core of SPICE-like (Simulation Program with Integrated Circuit Emphasis) simulation program of electrical circuits with CUDA/GPU [1] paralelized BicgStab (Biconjugate Gradient Stabilized) method [2].

Several articles have recently been published CUDA parallelization [3–6]. This article focuses on simulation of electric circuits whose published articles can be divided into several groups: individual problems that can be encountered when solving simulations of electrical circuits, such as the parallel solution of sparse matrices [7–9], accelerated algorithms for calculations of preconditioning of matrices [10–13], or general acceleration of simulation of electric circuits [14,15]. There is even a special parallelized version of the SPICE simulator, CUSpice. CUSpice can also simulate giant circuits accelerated on the GPU. However, this article also focuses on extending the standard simulation procedure with an iterative BicgStab method [16]. In contrast to these works, this paper publishes a new simulation procedure for simulation of the circuits whose mathematical representation leads to the solution of huge nonlinear time-dependent systems. Systems with more than a million elements are marked as huge in the article.

The simulation of electrical circuits in SPICE-like simulators heavily relies on solving one or more linear systems. There are certain exceptions, but in general, the decomposition of a given electric circuit will always lead to some kind equation system represented in computer memory as a matrix system. This is caused by the fact that the circuit is loaded to memory through Modified Nodal Analysis (MNA) [17]. The main aspect of this is that for each unknown (e.g., voltage nodes) it
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increases the dimension of the assembled matrix [18]. It is quite easy to realize that for huge circuits with a large number of nodes, the matrix will be both huge but also practically almost empty [19]. Therefore, when simulating electrical circuits, we will almost always have something to do with the solution of a linear system of equations defined by a huge sparse matrix. An example of a CMOS Shifter circuit assembled by an MNA is shown in Figure 1. It is a visualization of a sparse matrix for one time data when solving a transient analysis of the CMOS amplifier circuit. The axes show the dimension of the matrix while the black points are non-zero values. It can be noted that although the matrix has about 16,000 rows and columns, there will be significantly fewer non-zero values, and it is, therefore, necessary to take this into account when implementing algorithms.

To address similar results from published literature we should mention the article published directly on the web of Nvidia [20]. Among other things, you can find there a comparison of the performance of the calculation of the G3 circuit with the dimension 1 M, and the ASIC circuit with the dimension 321 k. The results indicate that it is possible to achieve up to double the acceleration in calculations on the GPU versus the CPU. However, they note that performance depends on the sparsity pattern of the coefficient matrix. This can also be seen in the relatively small difference in the performance of the computation difference of ASIC circuit.

On the contrary, close to the topic is this article [21], which presents a comparison of computational performance between the iterative GPU method and the iterative CPU method. When to monitor the GPU calculation acceleration again. Unfortunately, the authors only deal with naps up to 4 k in size.

A very similar article, but GPU-oriented parallelization Jacob’s iterative algorithm is [10]. The authors again present several modifications of the algorithm for accelerating the GPU calculation method. The article does not provide a comparison of the sizes of different matrices. Unfortunately, the algorithms cannot be applied to matrices created by an electrical circuit simulator. Methods such as GMRES or BicgStab mentioned in the article are much more suitable for this.

**Figure 1.** The visualization of the assembled sparse matrix of the SRAM Circuit. After pivoting and factorization.

2. Methodology

2.1. Simulation

In this article, for the sake of simplicity, we are going to address aspects of transient type simulation only [22]. It can be generalized as consecutive computation of circuit node voltages on given circuit components during a specific time interval that computes and visualize events.
occurring in a time interval between two steady states. In the steady-state, the energy of the system does not change (or changes periodically), in the transient state, the energy of the system changes. The occurrence of the phenomenon is conditioned by changes in energy in the storage elements of the circuit (capacitors, coils). It should be noted that the transient simulation, from the perspective available simulation types in SPICE-like programs, is not exotic, its core functions are shared across other simulations. On the contrary, it could be said that in terms of the number of algorithms used, transient analysis ranks among the most complex simulation processes. (More on this topic can be found in NGSpice documentation [23]). Even though these are simulations of nonlinear time-dependent processes, all these systems will sooner or later simplify the simulation of a linear problem. It is, therefore, quite understandable that operations related to the solution of linear systems must be solved as optimally as possible. The vast majority of the simulators implements LU factorization methods of sparse matrices with emphasis on pivoting and realignment according to various criteria, such as Markowitz’s criterion [24]. As will be shown later in the article (Table 1), factorization, and reordering are very demanding operations. Many publications can be found in the literature dealing with methods that provide various methods to solve this correctly and effectively [25,26], but even without that, the reader can imagine the time required for such an operation from Figure 1, that displays the resulting matrix after the factorization of the SRAM circuit.

| Matrix Dimension | nnz     | Factorization Time (s) |
|------------------|---------|------------------------|
| 2,048,129        | 10,581,374 | 2220.86                |
| 1,024,129        | 5,297,272  | 540.19                 |
| 512,129          | 2,679,498  | 71.79                  |
| 128,129          | 661,994    | 8.27                   |
| 64,129           | 338,004    | 1.12                   |
| 12,629           | 65,248     | 0.098                  |

2.2. Parallelization

In the past (before 2010), scientific simulations on a graphics card using double precision was not entirely possible or with great difficulties [27]. (Initial version of CUDA libraries was released in 2007). This is practically no longer the case today, and the new graphics cards HW includes double-precision computation units and can easily compute in double precision. It is only necessary to realize that those operations will be proportionally slower in performance than in single precision [15,28,29]. The graphic card used in simulations in this article, NVIDIA GeForce RTX 2080 Ti has an estimated performance by the manufacturer in double-precision (64-bit) floating to 420.2 GFLOPS but for half-precision FP16 16-bit (Half Precision) it is incredible 26.90 TFLOPS [30].

2.3. Accuracy

A very important aspect of the circuit simulation is its accuracy. Especially when simulating electrical events, the input numbers of the circuit equations and the result can differ by several dozen of orders. An additional change to the computational process that we made was the implementation of a supporting iterative solution of a linear system using the BicgStab method [2].

The aim was to enable the simulation core in the individual steps of the simulation to obtain a more accurate result even in the case of an ill-conditioned system. It turns out that although most of the equations produced by simulations of electrical circuits can usually be calculated by the LU factorization methods, there are cases where the use of BicgStab methods is justified. The first one is when we want to achieve results with defined accuracy. Computation with floating numbers will always be affected by some degree of errors and therefore final precision will be limited by the precision of floating number representation. Additionally, certain operations with those numbers also affect the precision of the result and in the worst-case scenario can accumulate errors and decrease the
precision of the result even more. The algorithm introduced in Algorithm 1 as will be shown later, despite its name, would not be stable enough to be used in the core of the simulation program of electrical circuits. Fortunately, the BicgStab method can be supported by a preconditioner. The matrices that the numerical computational unit of the simulator has to deal with during the calculation can cause a divergence of the solution. The preconditioner helps to transform a linear system into a form that is more suitable for a numerical iterative solver. A description of the properties and derivation of the algorithm is defined in the cited publications. For clarity, \( x_0 \) represents initial guess, \( A \) and \( b \) defines computed linear system. The vector \( r'_0 \) is chosen such that \((r'_0, r_0) \neq 0 \) and \( \epsilon_0 \) stands for stopping criterion. The Incomplete LU (ILU) preconditioner \[31\] has already proved to be the most successful \[32\]. It is very easy to implement it and it can easily work with sparse matrices. The implementation of the algorithm in Matlab source code follows in Listing 1.

**Algorithm 1** Biconjugate Gradient Stabilized Method Algorithm [2].

\[
\begin{align*}
\mathbf{r}_0 &= \mathbf{b} - \mathbf{A}x_0 \\
\mathbf{p}_0 &= \mathbf{r}_0 \\
& \text{for } j = 0, 1, \ldots \text{ do} \\
& \quad \alpha_j = (\mathbf{r}_j \mathbf{r}'_0) / ((\mathbf{A}\mathbf{p}_j)\mathbf{r}'_0) \\
& \quad \mathbf{s}_j = \mathbf{r}_j - \alpha_j \mathbf{A}\mathbf{p}_j \\
& \quad \omega_j = ((\mathbf{A}\mathbf{s}_j)\mathbf{s}_j) / ((\mathbf{A}\mathbf{s}_j)(\mathbf{A}\mathbf{s}_j)) \\
& \quad x_{j+1} = x_j + \alpha_j \mathbf{p}_j + \omega_j \mathbf{s}_j \\
& \quad r_{j+1} = s_j - \omega_j \mathbf{A}\mathbf{s}_j \\
& \quad \text{if } ||r_{j+1}|| < \epsilon_0 \text{ then} \\
& \quad \quad \text{break} \\
& \quad \beta_j = (\alpha_j / \omega_j) \times (r_{j+1} \mathbf{r}'_0) / (r_j \mathbf{r}'_0) \\
& \quad \mathbf{p}_{j+1} = r_{j+1} + \beta_j (\mathbf{p}_j - \omega_j \mathbf{A}\mathbf{p}_j) \\
& \text{end for} \\
\end{align*}
\]

**Listing 1.** ILU in Matlab.

```matlab
function [M] = ILU(A) 
\n\text{n} = length(A); 
M = A; 
\nfor k = 1:n-1 
\t for i = k+1:n 
\t\t if A(i,k) == 0 
\t\t\t continue 
\t\t end 
\t\t M(i,k) = M(i,k) / M(k,k); 
\t end 
\t for j = k+1:n 
\t\t if A(i,j) == 0 
\t\t\t continue 
\t\t end 
\t\t M(i,j) = M(i,j) - M(i,k) * M(k,j); 
\t end 
end
end
```

2.4. Setup

All calculations were carried out by using a desktop computer with an Intel Core i9-9900K (16 threads, 8 cores 3.60 GHz), 31.3 GB of RAM memory and a NVIDIA GeForce RTX 2080 Ti graphics card with 11 GB of memory configure.

For compiling the executables, the CUDA compilation tools, release 10.2, V10.2.89 were used.
3. Implementation

In the case of calculations on GPU with CUDA, it should be taken into attention that the graphic card is a support device for calculating of graphic operations. Compared to the CPU, it can perform a massive number of parallel computations. In CUDA the code of the application is divided into two parts, the one is running on CPU (HOST) and the second is running on GPU (DEVICE). It can be seen in Figure 2. Not so much obvious problem is that it is necessary to first properly allocate the memory on the graphic card device. Then copy all data from HOST to GPU device, subsequently perform computation, and at the end copy results back to the HOST. This can be problematic, especially for iterative algorithms, where it can cause excessive copying of data between the CPU and the GPU back and forth for each iteration. Conceptually, it is necessary to design the process of calculation in such a way that as much of it as possible takes place directly on the graphics card, otherwise, the advantage given by the parallelization of the calculation will be lost with each subsequent iteration of the algorithm and reallocation of data. To take full advantage of the simulation calculation potential of the graphics card, we have modified the transient simulation process to minimize data copying between CPU graphics card devices. The biggest problem was the implementation of adaptive memory allocation. It is necessary to rearrange the rows and columns of the matrix on the simulation calculation so that it can be calculated by LU factorization. This process can be very time consuming, but it can be very successfully parallelized. Therefore, already at this moment, it is advantageous to load the matrix into the memory of the device. During the simulation, as the simulation progresses over time, the assembled matrix may change so much that it will need to be rearranged. For this case, we implemented a heuristic algorithm that allocates a percentage more memory than it needs at the beginning of the process. This is precisely because if new fill-ins [33] were created during the simulation and thus the total size of non-zero data would increase. In case the space is not enough, the algorithm copies the matrix back to the HOST and reallocates the space to the GPU device again.

Algorithm 2 shows a modified transient analysis process using CUDA parallel calculation of LU factorization on a graphics card. The algorithm adjusts the behavior during the entire transient analysis to reduce possible copying between the GPU and the card. An increase in the matrix due to changes during the simulation is solved as the sum of estimating the number of possible fill-ins and approximating the possible increase in the size of the simulation matrix due to changes in the circuit.

![Figure 2. Count of LU operations vs matrix dimension.](image-url)
**Algorithm 2** Transient analysis process using CUDA parallel calculation of LU factorization on a graphics card.

MNA (HOST)
Initial Matrix Composition (HOST)
Device Memory and Data Copy from HOST to DEVICE
Pivoting, Reordering (DEVICE)

for Timeline do
    Linear system (LU Factorization) (DEVICE)
    repeat [Nonlinear system (Newton-Raphson) (DEVICE) ]
        Jacobian matrix (LU Factorization) (DEVICE)
        Next estimate (vector-matrix product) (DEVICE)
        Residual (vector norm) (DEVICE)
        Copy result from DEVICE to HOST
    until Stopping criteria
    if not (Convergence) then
        return Convergence problem
    end if
    Adaptive Memory Realocation (DEVICE)
    Optional Pivoting and Reordering (DEVICE)
end for
Free DEVICE memory

The algorithm for a space allocation on graphic card was derived as the worst-case scenario that can happen during the computation of transient simulation, where time-dependent devices were not present in the circuit at the beginning of the simulation. The estimated space to be allocated on graphic card \( N_{alloc} \) we defined as max value of two \( c_D \) that characterizes the number of capacitance and \( l_D \) that characterizes the number of inductance devices in the circuit. \( F_{nnz} \) is the number of non-zero elements after factorization and \( A_{nnz} \) is the original number of non-zero elements before any computation.

\[
N_{alloc} = 2F_{nnz} - A_{nnz} + \max\left(\sum(l_D), \sum(c_D)\right) \quad (1)
\]

The equation is based on the assumption that the number of non-zero values in the matrix does not increase during the solution of the whole simulation over twice the difference between the values after and before factorization, the number of elements before factorization and the protection number given more of the number of inductive elements or capacitive elements in the circuit. This is an estimate and in case it would not be enough, it is necessary to reallocate the field.

BicgStab with ILU preconditioner was rewritten in C++ language and then added into the computational core of the NgSpice simulator. BLAS [34] and LAPACK libraries were used for CPU calculations, Eigen libraries were used for GPU calculations, as well as original implementations directly from the Nvidia documentation. The complete algorithm then performed all the calculations for each time step of the transient simulation separately and stored the results in a table.

The algorithms were implemented in the kernel of the open-source SPICE simulator NgSpice [23]. They where implemented not as a replacement of the standard computing process, but as an extension of it. Modified core of NgSpice performs standard factorization method using LU factorization (denoted as SPICE) and then resulting solution is passed via the CUDA interface to various implementation of parallelized BiS method on the graphics card.

### 4. Results

Iterative algorithms, if they converge, end the iteration after a certain number of steps, or at a specific moment when a certain degree of accuracy is achieved. When used for solving systems of linear equations, they will be normally slower than direct methods. Only in special cases, iterative algorithms will be able to find the result faster. For example, when methods such as GMRES and BicgStab...
converge to a result without the use of preconditioners. In such situations, matrices do not need to be pivoted or rebalanced in advance, unlike when their calculation would be performed using the direct method. In the case of sparse matrices, factorization, pivoting and rearrangement are some of the most time-consuming operations. In this case, the iterative algorithms will overtake the direct method. This can be seen by comparing the data in Tables 1 and 2, which shows the times required to fully pivot the matrix so that it can be solved using LU factorization. For matrix dimensions above 64 k, the times rise steeply. Firstly, because of the huge amount of data that needs to be kept in memory, but also because of the number of operations that need to be performed before the matrix, and therefore the linear system, can be solved.

From a practical point of view and easy scalability computation of Transient Analysis of a series of SRAM circuits was chosen as a simulation problem. Subsequently, transient simulation was performed on each of them where at least thousand time steps were computed. This can be seen in Figure 3. The average value was then calculated from the values for each dimension of constructed circuit matrix.

Table 2 is divided into two parts, the first part contains the final accuracy of the result, with which the algorithm continued to work. Any values above $10^{-8}$ can be taken as unfulfilled accuracy condition, meaning that solution could not be found and the algorithm diverged. The simulated memory circuit was computed for sizes from 128 B to 2 KB.

Each table then compares the iterative method implemented for the CPU (CPU BiS + ILU, CPU BiS) and then parallelized to the GPU (GPU BiS + ILU, GPU BiS). The last SPICE LUF column, which shows the calculation of the direct LUF factorization, serves as a reference. The nnz column indicates the number of non-zero elements in the matrix and Bis denotes BicgStab method.

The results were obtained by calculating the whole simulation of the transient analysis. As an example one simulation run is shown in Figure 3. This is a comparison of the speed of calculation of individual points for the CPU BiS ILU and CUDA BiS ILU methods.

A comparison of the individual methods is shown in Table 2 (the values were averaged and the deviation determined) and also in Figure 4. What needs to be noted is also how this implementation changed the procedure for calculating Transient Analysis. According to predefined properties, the simulation program goes through the simulation and calculates the solution for the given moment by calculating the linearized system. In our case, the result was calculated by all values in each step. The algorithm then determined which of the algorithms reached the most accurate calculation and used the result. From all the time measurements that the calculation made during the whole simulation, the average was then calculated.

It is quite clear from the results that the BicgStab method supplemented with ILU preconditioner is more stable in terms of accuracy than not preconditioned version but also than the direct method, Table 2. It might not be so obvious that from a certain size of the matrix, the parallel calculations on the graphics card are slower than on the processor. This adds to the difficulty of processing such a large amount of data at once and the relatively limited size of the memory on the graphics card.

Table 3 shows the CUDA geometry used during circuit simulation. The values in brackets represent the size of each dimension (x, y, z) of CUDA grid and thread block. The number of threads that can run parallel on a CUDA device is simply the number of Streaming Multiprocessors (SM) multiplied by the maximum number of threads each SM can support. The device we used has 68 SM with a maximum of 2048 resident threads per SM. The minimal size of wrap (smallest unit that can be scheduled) is 32. Therefore, the size of the thread block should be always multiple of 32. We set the block size to 128 based on our observations during testing on the GPU device, although fine-tuning of the core operations should definitely be part of the further work. (Another work that deals with the thread-block size can be found in [35] e.g.).
Table 2. Comparison of performance and reliability of the result of individual algorithms for different sizes of simulation matrix.

| Dimension | nnz | CPU BiS + ILU | CPU LU/F | CUDA BiS + ILU | CUDA BiS | SPICE LU/F |
|-----------|-----|---------------|----------|----------------|----------|------------|
| 12,629    | 65,248 | $4.68 \times 10^{-15}$ | $3.04 \times 10^{-10}$ | $2.48 \times 10^{-11}$ | $1.49 \times 10^{-19}$ | $7.24 \times 10^{-10}$ |
| 64,129    | 331,124 | $2.92 \times 10^{-15}$ | $2.69 \times 10^{-11}$ | $4.16 \times 10^{-9}$ | $1.16 \times 10^{-14}$ | $3.98 \times 10^{-12}$ |
| 128,129   | 661,994 | $2.02 \times 10^{-16}$ | $1.40 \times 10^{-22}$ | $4.25 \times 10^{-9}$ | $3.24 \times 10^{-15}$ | $3.48 \times 10^{-12}$ |
| 512,129   | 2,707,540 | $4.08 \times 10^{-10}$ | $7.26 \times 10^{-17}$ | $2.48 \times 10^{-11}$ | $3.54 \times 10^{-17}$ | $2.98 \times 10^{-11}$ |
| 2,048,129 | 10,581,374 | $4.54 \times 10^{-12}$ | $1.16 \times 10^{-20}$ | $6.57 \times 10^{-8}$ | $1.25 \times 10^{-15}$ | $4.42 \times 10^{-14}$ |

Table 3. CUDA geometry.

| Matrix Dimension | Grid Size | Block Size |
|------------------|-----------|------------|
| 5,295,952        | (128,005, 1, 1) | (128, 1, 1) |
| 2,647,976        | (64,005, 1, 1) | (128, 1, 1) |
| 1,323,988        | (32,005, 1, 1) | (128, 1, 1) |
| 661,994          | (16,005, 1, 1) | (128, 1, 1) |
| 338,004          | (8005, 1, 1) | (128, 1, 1) |
| 130,496          | (4005, 1, 1) | (128, 1, 1) |

Figure 3. Transient simulation timeline.
5. Conclusions

In this paper, a novel possible implementation of the core of the simulation program SPICE parallelizing the calculation of Transient Analysis with an emphasis on increasing the accuracy and reliability of the calculation was presented. The computational mathematical core of the SPICE program was extended with parallelization using CUDA/GPU libraries. In the case of the direct LU factorization method, it is a quite straightforward method to speed up the simulation calculation as shown in the article [36]. However, it brings new problems to the solution, which we have pointed out in this article. Especially the need to copy data to and from the graphics card, which can be very disadvantageous specifically in the calculation of Transient Analysis but also in any other analysis that requires linearization of the circuit using iterative algorithms.

The main goal was to replace the direct LU factorization with an iterative algorithm. The motivation for this replacement was the accuracy of the calculation of the individual steps of the simulation. In order for this to be possible, it was necessary to structure the calculation process of the transient analysis so that certain parts of the calculation were done on the graphics card, see Algorithm 2. Specifically, the best results were achieved with usage of parallelized BicgStab method supplemented with an ILU preconditioner. In the tests, we have shown that this method can in some cases achieve the same performance as the non-parallelized direct method. This corresponded to about 10 times the unparalled BicgStab method. However, it turned out that with the increasing matrix and thus the memory requirement, this difference decreased to the size of the matrix when the iterative method calculated on the CPU was faster than on the GPU, see Table 2. Indirectly, this proves that a graphics card, although a very powerful device designed for calculating graphics operations, is not entirely suitable in all situations. This supports today’s development, when solutions that can be found in practice are more inclined to processor arrays, fast and wide buses and fast SSDs than increasing the performance of graphics cards.

Implemented GPU accelerated algorithms were optimized only from the point of view of the form of data as they are arranged on the memory during GPU simulation. More advanced GPU optimizations techniques such as the use of CUDA constant and shared memory are planned as part of the further work.

The most important result of the performed tests was the demonstration of the possibility of an iterative BicgStab method with an ILU preconditioner to obtain a simulation result with defined accuracy. Using this method we achieved better precision result than with direct LU factorization. The accuracy of the calculations of individual results is very important especially in the moments when the iterative algorithm linearizes the nonlinear time-dependent equations of the circuit. It depends on the requirements for solving the problem. If speed is crucial, it will certainly
be more appropriate to use parallel direct LU factorization. If accuracy is preferred, it seems better to use iterative methods.
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