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In the context of increasing concern for anthropogenic CO2 emissions, the residential building sector still represents a major contributor to energy demand. The integration of renewable energy sources, and particularly of photovoltaic (PV) panels, is becoming an increasingly widespread solution for reducing the carbon footprint of building energy systems (BES). However, the volatility of the energy generation and its mismatch with the typical demand patterns are cause for concern, particularly from the viewpoint of the management of the power grid. This paper aims to show the influence of the orientation of photovoltaic panels in designing new BES and to provide support to the decision making process of optimal PV placing. The subject is addressed with a mixed integer linear optimization problem, with costs as objectives and the installation, tilt, and azimuth of PV panels as the main decision variables. Compared with existing BES optimization approaches reported in literature, the contribution of PV panels is modeled in more detail, including a more accurate solar irradiation model and the shading effect among panels. Compared with existing studies in PV modeling, the interaction between the PV panels and the remaining units of the BES, including the effects of optimal, scheduling is considered. The study is based on data from a residential district with 40 buildings in western Switzerland. The results confirm the relevant influence of PV panels’ azimuth and tilt on the performance of BES. Whereas south-orientation remains the most preferred choice, west-orientationed panels better match the demand when compared with east-orientationed panels. Apart from the benefits for individual buildings, an appropriate choice of orientation was shown to benefit the grid: rotating the panels 20° westwards can, together with an appropriate scheduling of the BES, reduce the peak power of the exchange with the power grid by 50% while increasing total cost by only 8.3%. Including the more detailed modeling of the PV energy generation demonstrated that assuming horizontal surfaces can lead to
INTRODUCTION

Today, it is widely accepted that climate change is a threat to both human and natural ecosystems, and that the increasing greenhouse gas emissions from anthropogenic activities are at the root of the warming of the climate (Pachauri et al., 2014).

Among all human-related activity sectors, buildings accounted for 36% of the global final energy use and 39% of the greenhouse gas emissions in 2018 (Global Alliance for Buildings and Construction, International Energy Agency and the United Nations Environment Programme, 2019). Among the latter, residential buildings globally accounted for 61% of the final energy use and 41% of the emissions. Furthermore, over 50% of the global final energy use in residential buildings is related to space and water heating (Lucon et al., 2014; Global Alliance for Buildings and Construction, International Energy Agency and the United Nations Environment Programme, 2019).

To decrease carbon emissions, several solutions have been suggested to increase carbon efficiency while fulfilling heating requirements for residential buildings. Whereas several researchers have focused on reducing the demand, another solution is to move away from high-carbon fossil fuels, thereby switching from natural gas and oil to low carbon fuels such as green electricity. In particular, switching to electrical HVAC systems allows a higher conversion efficiency and improves the integration of locally generated renewable energy, such as by installing photovoltaic (PV) panels on rooftops (Lucon et al., 2014; Pachauri et al., 2014). However, volatile power generation caused by the fluctuation of solar irradiation challenges the capacity of the electrical power grid. Therefore, in addition to maximizing the energy generated from the Sun, it is important to reduce the interaction of the building energy system (BES) with the electrical power grid by maximizing self-consumption while decreasing the grid’s energy demand.

Multi-Objective Optimization Framework of Building Energy Systems

The vast number of alternative solutions available to reduce the carbon footprint of BES makes the choice of the appropriate system a complex decision. For this reason, several studies dealing with energy system optimization have focused on it. In particular, when renewable energy generation is involved, the target is to identify economical and environmental friendly solutions for BESs that cover thermal and electricity demand while protecting the grid and therewith secure the supply.

Consequently, many similar BES optimization problems exist and are generally characterized by having multiple, competing objectives. The most common include capital expenses (CAPEX), operational expenses (OPEX), and global warming potential (GWP). This forces researchers to adopt a multi-objective optimization (MOO) approach. The MOO of BES has been the focus of extensive research over the past years (Jennings et al., 2014; Stadler et al., 2014; Rager, 2015; Morvaj et al., 2016; Wu et al., 2017; Jing et al., 2018; Ma et al., 2018; Stadler et al., 2018; Stadler, 2019).

Within the framework of BES optimization, many models have included PV panels as one alternative for distributed energy generation. In most cases, the electricity generated by PV panels has been modeled by an efficiency converting solar radiation to electricity. Because of the need to reduce model complexity, these models are generally relatively simple. It is common to use the total irradiation, often referred to as global irradiation, to model the incoming solar radiation, which corresponds to assuming horizontal panels (Duffie and Beckman, 2013).

In general, studies focusing on the energy system have not accounted for varied panel orientation, and only the most detailed PV models have included the influence of different ambient conditions (such as external temperature) on the efficiency of the conversion (Ashouri, 2014; Jing et al., 2018; Ma et al., 2018) or on panel degradation (Fan and Xia, 2017).

A detailed literature review has revealed no prior investigation on the role of the incident angle of solar irradiation on PV panels, with the exception of thermal solar panels, where the roof orientation was set as the orientation of the thermal solar panel (Rager, 2015).

Simulation and Optimization of Solar Based Energy Systems

The increasing penetration of solar energy in the electricity network has confronted the grid operators with new challenges. The demand during solar noon hours is decreasing, whereas the demand after sunset is increasing, causing a sharp ramp in evening hours. Within this context, adapting the supply to match demand has become a compelling task (Lazar, 2016).

Research in the field of solar-based energy systems, however, has shown that panel/roof orientation and tilt have a substantial influence on the energy generation potential of PV panels, and that altering these variables can help to provide a better match between the demand and the energy availability from the PV modules. Thereby, researchers have focused on the optimal sizing of PV panels and batteries, maximizing objectives like the internal rate of return (Hartner and et, 2017) or minimizing costs (Holweger et al., 2019a).

van der Stelt et al. (2018) proposed a MILP framework to analyze PV–Battery system in techno-economical terms based on real demand and PV profiles with different orientations taken from smart meter measurements of 39 residential buildings in The Netherlands. The authors demonstrated that although the increased self-consumption was the main contributor to annual saving, centralized and
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decentralized storage systems are economically infeasible. Unsurprisingly, high feed-in tariffs result in a larger optimal size for PV panels. Similarly, Holweger et al. (2019a) demonstrated the impact of different price signals on the optimal unit size and grid impact. Their optimization framework included storage and curtailment options but the orientation of the PV was fixed. Hartner et al. (2017) have not included storage or curtailment options and used a simulation tool to assess the electricity profiles generated by PV panels.

Varying the orientation of the PV modules allows for a better match between the demand and energy availability from the PV modules, thus resulting in higher self-consumption and, hence, higher revenues, without the need for batteries. The economic advantage of self-consuming the energy produced by the PV modules instead of selling it to the grid operator largely depends on country-specific attributes, such as price profiles and the amount of generated electricity (Mondol et al., 2007; Lahnaoui et al., 2017; Litjens et al., 2017). However, given the challenges of grid stability arising from a more widespread adoption of distributed electricity generation, most countries are reducing the compensation for feeding in energy to the grid to promote self-consumption and, hence, reduce strong demand variations.

Litjens et al. (2017) showed that self-consumption is highest at 212° azimuth and 26° tilt for residential buildings in The Netherlands. Similar results were obtained in the United Kingdom by Mondol et al. (2007) and by Lahnaoui et al. (2017), who concluded that west-orientated PV systems have a higher share of directly consumed electricity than east-orientated systems for residential demand patterns in Germany. On the other hand, the maximum electricity generation was achieved for south-orientated systems (approximately 180° azimuth) and with a tilt angle approximately 30°. Although these values can change based on the system location (latitude and weather patterns), similar results have been found by researchers in Austria (Hartner and et, 2017), The Netherlands and the United Kingdom (Mondol et al., 2007; Litjens et al., 2017). A maximum variation of the optimal orientation of about 7° toward the west and higher tilt angles were identified due to weather influence (Litjens et al., 2017).

Not all researchers, however, have agreed with the result that slightly west-oriented panels are the most optimal configuration. A recent study by Laveyne et al. (2020) investigated the impact of the orientation of PV modules on the grid, including the effects on grid losses and PV curtailment. Their results identified that the optimal orientation is the one that maximizes the annual generated electricity (south, 35° tilt in Belgium). Although this high generation also causes the highest curtailment and grid losses, changing the orientation did not lead to more useful energy. The authors also found, however, that changing the tilt angle had a higher impact on the grid than on the generation and thus suggested to lower tilt angles for more constrained grids (Laveyne et al., 2020).

Other researchers have confirmed that, although it might not be the most economically convenient choice, it is possible to contribute to preserving grid stability by changing the orientation. Sadineni et al. (2012), referring to a case study in the United States, showed that the combination orientating the PV modules to the west and load scheduling of the cooling demand can reduce the peak by more than 60%, although the most economical orientation at flat price profiles remains south. These results were confirmed by Rhodes et al. (2014), who evaluated the optimal placement of PV panels at a national level in the United States. They found that orientating the PV panels toward the south led to the maximum energy generated. Differently from Sadineni et al. (2012), however, they also showed that shifting the orientation 20°–50° westwards increased the economic value of the generated PV electricity by 1–7%. A further increase in the tilt and in the westward orientation was also identified as the optimal "peak placement," as the system produced 24% more energy during peak demand hours (Rhodes et al., 2014).

However, as the optimal integration of PV and battery systems is the was the focus in the aforementioned studies, historical measurements of the electric demand have been commonly applied or the remaining technologies and the renovation state of the building is fixed a priori, leading to predefined demand profiles from the buildings.

Modeling of Photovoltaic Panel Orientation and Directed Irradiation

As highlighted in the previous section, the positioning of the PV modules (orientation and tilt angle) can significantly impact the model design of how such systems perform once included in the BES. This highlights the need for including models accounting for these effects on the energy generation profile of a solar panel.

Accessing the orientation of solar irradiation is important for urban planners to find the best building concepts and designs and to evaluate the solar potential of surfaces. An overview of detailed models for determining solar incident values was provided by Hafez et al. (2017), who focused on the optimal tilt angle and on how it varies with the location and season. Starting from the assumption that orientation is considered as optimal when the received irradiation is maximal, Hafez et al. (2017) presented optimal tilt angles from case studies from all over the world.

Irradiation models are generally classified into two categories. Isotropic models assume a uniform intensity of diffuse radiation over the skydome, whereas anisotropic sky models do not. Different models have been proposed by Badescu (2008); Hafez et al. (2017); Duffie and Beckman (2013). It is unfortunately controversial whether isotropic or anistropic models are more accurate, and literature in the field shows conflicting results. In general, anisotropic models are more detailed and computationally intensive, but have been found more accurate by the majority of case studies (e.g., Khoo et al. (2014) and Chwieduk (2009)). However, others, such as (Shukla et al., 2015), concluded that isotropic models provide a higher degree of accuracy.

Focusing on solar orientation modeling in an urban context, Freitas et al. (2015) provided an overview of empirical and computational solar radiation models and concluded that numerical radiation algorithms connected with geographic information systems (GIS) tools represent the most appropriate trade-off between accuracy and computational
time. The application of a GIS based approach to evaluate solar potential including topographic impact was demonstrated by Bremer et al. (2016) for a city in Austria, by Ko et al. (2015) for Taiwan and by Verso et al. (2015) for a city in Spain. However, Verso et al. (2015) did not model shading, as only the best roofs were considered for PV installation. Vulkan et al. (2018) developed an open source package in R to model shading effects on building surfaces in Israel and concluded that south oriented facades could contribute significantly to annual electricity generation. The handling of shading on rooftops has been identified to be one of the main distinction of different assessments of solar potential in Switzerland (Walch et al., 2019). Assouline et al. (2017) proposed an approach using machine learning to extrapolate missing data using a combination of support vector machines and GIS to access the annual potential of Switzerland. Their method to assess monthly mean values in a high spatial resolution is included in the Swiss national project to determine the solar potential and to provide guidelines to building owners (Klauser, 2016). Although these studies have the focus on different orientation of single roofs, the aspect of the connected energy system remains a minor focus.

Gaps and Contributions

Based on the aforementioned literature review, there exists a gap in the state-of-the-art at the intersection between 1) studies focusing on BES, which only include a very simplified representation of the energy generated by PV panels, and 2) studies focusing on the optimal placement of PV panels, which never include how this affects, and is affected by, the integration with other parts of the BES. This work therefore aims to investigate the following research questions:

- What is an optimal placement of PV panels (orientation and tilt) from the perspective of the individual building and of the grid? How does it depend on problem parameters such as the load profile and the characteristics of the building?
- What are the principles that should be adopted when choosing the placement of increasing quantities of PV panels on the roof of the building?
- What is the magnitude of the error induced by the assumption of only horizontally installed PV panels in energy system planning models?
- How are different policies for subsidizing the installation of PV panels impacting the “optimal” orientation?

MATERIALS AND METHODS

In the following study, an optimization approach is adopted, where the types and sizes of the different components of the BES, and the size, azimuth and tilt of the PV panels, are considered as optimization variables.

To this end, a robust and flexible modeling framework able to take into account the BES, solar based energy systems, and the impact of solar irradiation in an urban context is required. The modeling framework applied in this paper is based on the BES modeling by Stadler (2019). Instead of integrating PV modules solely based on global irradiation, oriented irradiation is included using the cumulative sky approach (Robinson and Stone, 2004) in combination with its integration into urban context (Schüler, 2018). The optimization of BES requires a time horizon of several years and therefore is a computationally intense task. To overcome this issue, it is necessary to reduce the amount of input data and select typical operation periods using machine learning techniques (Fazlollahi et al., 2014).

The modeling framework and its components are described in Energy System Modeling Framework, and the optimization approach is presented in Problem Formulation. The specific focus of the oriented irradiation and shading effects between oriented modules is explained in Irradiation and Photovoltaic Panel Modeling. Input Data and Its Clustering provides additional details about the clustering of input data.

Energy System Modeling Framework

The BES modeling framework is illustrated in Figure 1.

Three types of energy demands are considered: space heating (SH), domestic hot water (DHW), and electricity. The electricity demand is derived from measurements and further disaggregated using the method proposed by Holweger et al. (2019b); these uncontrollable load profiles are used as direct input to the model. The DHW demand is required to have a fixed supply temperature of at least 60°C. The average demand is estimated to 40 L per day and person, in case of residential buildings (SIA, 2015).

The space heating demand is impacted by factors such as the conductive heat losses through the building envelope, the heat capacity of the building, and the heat gains from occupants, electric appliances, and solar irradiation. Furthermore, space heating demand is characterized by the desired comfort temperature of the rooms and the nominal temperature of the heat distribution system (Girardin, 2012). This type of modeling of the energy demand allows, among others, for including the building temperature as a decision variable within a predefined comfort range, and hence use the building mass as a thermal energy storage. The building is considered to have access to two types of energy supply networks: the natural gas grid, and the electricity grid.

The BES modeling framework includes multiple unit technologies that can contribute to satisfy the different energy demands. Both the SH and DHW demands can be fulfilled by a gas boiler, converting natural gas into thermal energy, or by heat pumps and electrical heaters, both converting electricity to thermal energy. PV panels are also considered as energy conversion units, converting incoming solar irradiation to electricity. The system also includes storage technologies. Two different tanks are considered, one for SH and one for DHW, as thermal energy storage systems. Electric energy storage is also considered in the form of lithium ion batteries.

Problem Formulation

The challenge in solving the BES modeling framework relies within identifying both the design of each conversion and storage unit and the associated yearly load scheduling with sufficient precision in a reasonable computing time. In
addition, the problem formulation should allow accounting for the existence of competing objectives, such as capital expenses (CAPEX), operational expenses (OPEX), and global warming potential (GWP).

For these reasons, the optimal integration of the building energy technologies in this paper is formulated as a multi-objective optimization problem using mixed-integer linear programming (MILP). Unit sizes and installation decisions are used as the main optimization variables of interest, while CAPEX and OPEX are set as the objectives to minimize.

The baseline of the modeling framework and optimization approaches employed in this paper are derived from (Stadler, 2019), to which the reader is referred for additional details. In the following sections, the approach is summarized, focusing on the modifications to the original model that were introduced in this work. Similarly to the work by Stadler (2019) and to clearly differentiate the decision variables from input parameters, bold typeset is used to represent all decision variables. Additional parameter values can be found in the Supplementary Material.

The main characterizing sets are the set of possible conversion and storage units \( U \), different days of the year are represented by periods in the set \( p \), to which hourly timesteps are allocated contained in set \( T \).

Objectives

The optimization of costs involves the combination of two separate contributions: operating and capital expenses. As these two objectives are generally competing (solutions with high CAPEX have low OPEX, and vice versa), the problem must be approached using a MOO approach. The MOO problem is implemented using the \( \epsilon \)-constraint method, thus considering the OPEX as the main problem objective and solving different optimization problems where the CAPEX is constrained at incrementally increasing values. The same principle is then repeated after inverting the roles of the two objectives.

The annual OPEX consist of the different energy exchanges with electricity \((E)\) and gas grids \((H)\) at the associated tariffs \( (c^e) \).

**Equation 1** expresses the latter where the supply of each grid and the feed-in is denoted by \(+/−\) respectively (Stadler, 2019). Annual values are integrated over each typical period and accounted with their frequency.

\[
C^{op} = c^{el,s} \cdot E^{el,s} - c^{el,min} \cdot E^{el,min} + c^{g,s} \cdot H^{g,s} \quad (1)
\]

The annual CAPEX include the investment and replacement costs of the unit technologies with different expected lifetimes. The costs are annualized over the project time horizon \( n \) using the project interest rate \( i \) (Turton, 2012, Ch. 10).

\[
C^{cap} = \frac{i(1+i)^n}{(1+i)^n-1} (C^{inv} + C^{rep}) \quad (2)
\]

If the project horizon exceeds the lifetime of a unit \((l_u)\), the unit must be replaced and purchased again (Eq. 4). For units with a lifetime greater than or equal to the project time horizon, the total number of replacements \((R)\) is zero (Stadler, 2019).

\[
C^{equiv} = \sum_{u=1}^{U} \sum_{r=1}^{R} \frac{1}{(1+i)^r} \cdot (c^{el,s} \cdot y^u + c^{g,s} \cdot f^u) \quad (3)
\]

The grid multiple (GM) limits the peak power of the grid to the average demand of a period (Stadler et al., 2018). It constrains the height of the peak demand relative to the average demand.
average usage during the time. GM = 2 resembles a peak twice as high as average grid supply (+) or feed-in (−). Equation 6 defines the grid multiple, where \( p_d \) is the total period duration.

\[
\varepsilon_{GM} = \frac{E_{p,t}^{gr}}{\sum_p E_{p,t}^{gr}} \quad \forall p \in P \quad \forall t \in T
\]  

(6)

**Key Performance Indicators**

In addition to the problem objectives, additional key performance indicator (KPI)s are defined to provide additional information regarding the performance of the system.

Self-consumption (SC) represents the share of the generated electricity from PV panels \( E_{p,t}^{pv} \) which is consumed onsite (Eq. 7) (Luthander et al., 2015).

\[
SC = \frac{E_{p,t}^{pv} - E_{p,t}^{gr}}{E_{p,t}^{pv}}
\]  

(7)

self-sufficiency (SS) represents the ratio of the onsite generated electricity consumption to the total electricity demand. (Eq. 8) (Luthander et al., 2015).

\[
SS = \frac{E_{p,t}^{pv} - E_{p,t}^{gr}}{E_{p,t}^{pv} - E_{p,t}^{gr} + E_{p,t}^{gr}}
\]  

(8)

photovoltaic penetration (PVP) measures how much of the total electricity demand could be covered by generated electricity from photovoltaic panels (Eq. 9). Unlike the SS and SC, PVP does not evaluate the share of generated electricity consumed on site.

\[
PVP = \frac{E_{p,t}^{pv}}{E_{p,t}^{pv} - E_{p,t}^{gr} + E_{p,t}^{gr}}
\]  

(9)

The Intergovernmental Panel on Climate Change (IPCC) refers to emissions by their CO\(_2\) equivalence (Lucon et al., 2014). Commonly, when investigating the ecological footprint, the greenhouse gas emissions per unit of final energy are considered (Wu et al., 2017). In latter approach, the footprint of batteries and thermal storage cannot be considered. Additionally, the impact factors are based on different efficiencies and amortization cannot be compared to the unit choices. To overcome these issues, the GWP is divided into the share coming from the operation \( G^{op} \) and the construction of the building energy system \( G^{bes} \) to derive the annual global warming potential \( G^{wa} \), as shown in Eq. 10 below.

\[
G^{wa} = G^{bes} + G^{op}
\]  

(10)

Equation 11 details the GWP from the system’s operations in CO\(_2\), eq., where the period and time-dependent parameters \( g_{p,t} \) are account for the GWP per kWh consumed electricity \( E \) or natural gas \( H \). The parameter \( d_t \) accounts for the duration of each timestep within a period and \( d_p \) for the duration or frequency of each period within one year.

\[
G^{op} = \sum_{p=1}^{P} \sum_{t=1}^{T} \left( g_{p,t}^{dl} E_{p,t}^{pv} - g_{p,t}^{dl} E_{p,t}^{gr} + g_{p,t}^{s} H_{p,t}^{gr} \right) \cdot d_p \cdot d_t
\]  

(11)

The database ecoinvent documents the environmental impact of energy processes and materials and provides life cycle assessments of the different technologies (Wernet et al., 2016). To assess the GWP of different unit technologies, the indicator “GWP 100a” of the method “IPCC 2013” documented in the online version 3.6 of ecoinvent is adopted. This indicator considers greenhouse gas emissions based on the GWP published by the IPCC for a time horizon of 100 years. The GWP of different unit technologies \( G^{bes} \) is expressed in Eq. 12.

\[
G^{bes} = \sum_{u=1}^{U} \left( \sum_{t} \left( p_{1,ua} \cdot y^p + p_{2,ua} \cdot f^p \right) \right)
\]  

(12)

**Problem Constraints**

The constraints of an optimization problem are used to ensure that physical laws and operational bounds are respected. More specifically, the constraints ensure the energy balance at all time steps, allow accounting for conversion efficiencies of energy conversion units, enforce that each energy demand is fulfilled at all times, and ensure that each component can only be used if it is purchased and installed, and that it is only used below its maximum load. In the case of energy storage units, cyclical constraints are used to ensure that the initial and final level of the storage are the same.

This work is based on the optimization approach described by Kantor et al. (2020), and more specifically on the work by Stadler (2019), to which the reader is directed for a more thorough description of the MILP approach to BES optimization.

As the inclusion of different orientations of the PV panels in the MILP framework of BES constitutes the main contribution of this study, this is discussed in more detail. More specifically, the equations related to PV-module modeling are reported below, whereas all details concerning the modeling of the incident solar irradiation and of the PV modules that allow the derivation of the term \( irr^{pv} \) are provided in **Photovoltaic Panel Modeling**.

The unit model of the PV panel is stated in Equations 13–17. The energy system model additionally consists of the set “Surface” for describing the building’s envelope and “Configuration” for describing the possible combination of azimuth and tilt orientations of the panel. In the case of non-flat roofs, the PV modules are assumed to share the same azimuth and tilt with the surface that they are installed on, and thus there is only one possible configuration for each roof. In the case of flat roofs, on the other hand, the orientation and the tilt of each panel are included as optimization variables. In this case, one of the possible configurations characterizing orientations associated with the roof is selected during optimization.

\[
f^{pv} = H_{ref}^{pv} \cdot H^{pv} \cdot W^{pv} \cdot \sum_{i} \sum_{s} \sum_{e} n^{pv,s,e}
\]  

(13)
Irradiation and Photovoltaic Panel Modeling

The main contribution of this study lies in the inclusion of different orientations of the PV panels in the MILP framework of the BES. The PV model is therefore discussed in further detail in this section.

Irradiation Modeling

The modeling of the incident solar irradiation is achieved through the discretization of the skydome into 145 patches, each containing information about the irradiation density in a given time horizon (Robinson and Stone, 2004). This approach is based on the anisotropic irradiation model, developed by Perez et al. (1993), which accounts for direct and anisotropic diffuse irradiation from clear to partly clouded skies. Figure 2 visualizes the cumulative sky approach for one typical year in Geneva, Switzerland.

Equation 18 expresses the irradiation coming from one patch $irr_{pt}$ in the coordinates of the skydome $x^sd, y^sd, z^sd$, where $\alpha$ represents the azimuth angle of the sky-direction and $\epsilon$ is the elevation angle of one patch $pt$. Thereby, $x^sd$ points to the east, $y^sd$ to the north and $z^sd$ to the zenith, and the azimuth angle increases clockwise starting from the north, where $\alpha = 0$. The elevation angle increases counterclockwise from $\epsilon = 0$ for patches with no elevation in the sky (compare with Figure 2).

Orientation of PV Panel

If $x^{pv}, y^{pv}, z^{pv}$ define the coordinate system of the PV panel, then $z^{pv}$ is perpendicular to the panel and represents the direction where the PV panel rotates around the normal of the PV panel. If the azimuth rotation is carried out first, the second rotation is around the new $x^{pv}$ of the PV panel. If the tilt rotation is carried out first, the second rotation is around the new $z^{pv}$ of the PV panel. The rotation axis of the azimuth orientation is always the $z^{sd}$ axis of the skydome. In contrast, the tilt rotation is always around the $x^{pv}$ of the panel. The rotation matrix $\Gamma(x, y, z)$ can be expressed in dependence of the first rotation around $x^{pv}$. Whereas the azimuth rotation is clockwise (negative), tilt rotation is counterclockwise (positive). This leads to the rotation matrix $\Gamma$ shown in Equation 19.

The combination of Equation 18 and the rotation matrix $\Gamma$ leads to Expression 20 for the incident irradiation density $irr$ along the negative $y^{pv}$ axis of the PV module. Therefore, the pair $(a^{pv}, e^{pv})$ uniquely defines the position of one patch $pt$ within the skydome and $(a^{pv}, y^{pv})$ the orientation of the PV panel. Taking only positive values allows filtering out the contribution of irradiation coming from behind the panel. The irradiation thus calculated is integrated over the whole skydome.
\[
\text{irrp}_v(\alpha_{pv}, c_{pv}) = (-1) \cdot \sum_{P_{pt}=1}^{\text{max}} \text{irrp}_t(\alpha_{pv}, c_{pv})
\]

\[
= \sum_{P_{pt}=1}^{\text{max}} \max \left\{ \left( \sin \alpha_{pv} \cdot \sin \gamma_{pv} \cdot \sin \alpha_{pt} \cdot \cos \epsilon_{pt} \right.ight.
\left.+ \cos \alpha_{pv} \cdot \sin \gamma_{pv} \cdot \cos \alpha_{pt} \cdot \cos \epsilon_{pt} \cdot \cos \gamma_{pv} \cdot \sin \epsilon_{pt} \right), 0 \right\} \quad \forall \alpha_{pv} \in A, \forall \gamma_{pv} \in T
\]

\[
(A)
\]

\text{Annual irradiation on oriented PV modules in the climate zone of Geneva.}

\text{B}

\text{Annual irradiation on PV modules oriented between azimuth 80°–280° and greater than 950 kWh/m^2, visualization of tilt in 5° steps, azimuth in 1° steps.

Figure 3 shows the irradiation received by the PV modules, whereas Figure 2 shows a visualization of the irradiation coming from the skydome. For a flat, horizontal panel, the incoming irradiation is independent of the azimuth angle. For azimuth angles, where the Sun is never positioned over the year, annual irradiation density is strictly increasing with lowering the tilt angle and maximal for tilt angle \(c_{pv} = 0\) (horizontal panels). The situation changes for PV orientation between east (azimuth: 90°) and west (azimuth: 270°). Starting from a vertical panel, decreasing the tilt leads to an increase in the irradiation density. The annual irradiation density is maximized at a tilt angle of 35° for azimuth 182°, which is around 10% larger than at horizontal irradiation. Between 35° and 0° tilt, the irradiation decreases again until horizontal irradiation.

**Flat Roofs and Shading**

On tilted roofs, the panel is considered to occupy only the size of the module itself. Unlike when using tilted roofs, the proposed approach takes into account the actual area \(A_{PV}\) occupied by the module on flat roofs. This is calculated as a function of the width of one module \(w_{pv}\), the required minimum distance \(d_{\beta}\) between PV modules to prevent shading, and the relative tilt angle to the surface \(\gamma_{pv}\). The distance between two rows of oriented modules is given by Eq. 21. Thereby, \(h_{pv}\) is the module height and \(\beta\) is the design limiting angle that avoids shading. The design limiting angle corresponds to the lowest Sun evaluation during solar noon that occurs within a year. Figure 4 illustrates this geometric correlation.

\[
A_{PV}(\gamma_{pv}) = w_{pv} \cdot d = w_{pv} \cdot h_{pv} \cdot \frac{\sin(\gamma_{pv} + \beta)}{\sin(\beta)} \quad \forall \gamma_{pv} \in T
\]

The design limiting angle is not only used for placing the modules on the roof but also for simplification during the
determination of incident irradiation. A common assumption is that there is no shading between modules if the placing of the modules respects the design limiting angle (Martínez-Rubio et al., 2015). Simulations confirmed the hypothesis that the irradiation loss from direct irradiation is small, if the limiting angle is respected during placement. However, the diffuse component has a significant share on the losses and leads to a reduction for the tilt with maximum annual yield (e.g., ~8° in Geneva) (Mermoud, 2012).

This simplification is not needed when modeling the irradiation with the cumulative sky approach, as described in the previous section. The total irradiation from the partly shaded sky dome is reduced by the patches that are not visible from the perspective of the PV module, i.e. that are below the limiting angle. The relative limiting angle is different for each sky patch, since the relative azimuth direction between patch and panel (αpt − αpv) varies and therewith the relative distance between the rows dβ,α. Figure 5 visualizes this geometric relation and Eq. 22 expresses the relative distance between the modules along the relative orientation of the patch.

\[
d_{β,α} = \frac{d_{β}}{\cos(α_{p} - α_{pv})} = \frac{\sin(y_{pv}) \cdot h_{pv}}{\cos(α_{p} - α_{pv}) \cdot \tan(β)} \quad ∀ β ≠ 0, ∀ (pt \in P | α_{p} - α_{pv} ± 90°)
\]

Distance \(d_{β,α}\) yields to the limiting angle \(β_{α}\) along the relative azimuth direction (Eq. 23). The limiting angle \(β_{α}\) is greatest and equal to the design limiting angle \(β\) for the patch straight in front of the panel (αpt = αpv) and then decreases toward the boundaries of the light capture zone.

\[
\tan(β_{α}) = \frac{\sin(y_{pv}) \cdot h_{pv}}{d_{β,α}} = \frac{\cos(α_{p} - α_{pv}) \cdot \tan(β)}{∀ α_{pv} \in A, ∀ y_{pv} \in T, ∀ (α_{p} | pt \in P)}
\]

To determine the shaded irradiation, the irradiation from the one patch is piecewise linearized over the evaluation angle of the patch, which varies 12°, with \(ψ_{pt}\) marking the central point (Eq. 24). The shading factor of one patch \(s_{pt} \in [0; 1]\) is equal to zero for completely shaded patches and 1 for completely unshaded patches.

\[
s_{pt}(β) = \begin{cases} 0 & ψ_{pt} ≤ β_{α} - 6 \\ \frac{ψ_{pt} + 6 - β_{α}}{12} & β_{α} - 6 < ψ_{pt} < β_{α} + 6 \\ 1 & ψ_{pt} ≥ β_{α} + 6 \\
∀ (α_{p}, y_{pv}) | pt \in P \end{cases}
\]

Equation 25 gives the partly shaded irradiation in dependence of the chosen design limiting angle \(β\).

\[
irr_{pv}(α_{p}, y_{pv}, β) = (-1) \cdot \sum_{p=1}^{P} s_{pt}(β) \cdot irr_{pv}(α_{p}, y_{pv})
\]

Figure 6 is a visualization of the relative irradiation loss for different design limiting angles. Thereby, the unobscured sky dome and the panel in the same orientation give the reference irradiation.

The design limiting angle has a significant impact on the received irradiation on the panel. Low angles lead to much lower losses (max around 10% for \(β = 10°\)) than do high angles (max around 45% for \(β = 30°\)) but also require more surface area of the roof. The losses are less for south oriented panels, since the direct irradiation of the Sun from this direction comes from higher elevation angles.

The proposed approach to model the irradiation losses includes both direct and anisotropic diffuse irradiation, with two simplifications: 1) all rows are considered to be partly shaded, even the front row, and 2) below \(β_{α}\), the whole panel receives no irradiation, although this is only true for the foot of the panel. The latter simplification implies irradiation losses even for very low tilt angles. As studies show that the electricity generated drastically drops off for partly shaded panels (Mermoud, 2012), this is considered a reasonable assumption.

Input Data and Its Clustering
The large number of annual data points are clustered to typical periods, which represent typical days, and consist of 24 time steps for each hour of the day. Reducing the size of the data representing the energy demand of the building and the climatic conditions of the site is needed in order to make
the problem computationally manageable but still represent the operation of a full year. The K-medoids clustering algorithm is therefore used, as this has been commonly used for combined heat and power generation systems (Domínguez-Muñoz et al., 2011). Typical days are identified based on three variables: global irradiation, ambient temperature, and day of the week, of which the latter is important for the electric load profiles of the buildings, since residential buildings show a different trend on weekends than on weekdays. Typical weather data is available from the EnergyPlus open source database (DOE, 2020). Figure 7 shows the quality of the preformed data clustering on global irradiation and ambient temperature for Geneva, Switzerland, with different number of clusters. The share of weekdays per year are represented in every number of clusters.

Based on the information presented in Figure 7, yearly operation was based on 10 typical days, since this appears as a good compromise between the key performance indicators and the expected computational requirements.

RESULTS

MOO Results

The proposed method is applied to a case study in Switzerland. The first study presents a typical residential building with a heated area of 250 m² and a large available roof area consisting of four tilted and one flat surfaces (see Table 1). For determination of the oriented shading losses between PV modules, the design limiting angle $\beta$ is set to 20°, which represents the lowest Sun evaluation during solar noon for Geneva in Switzerland, occurring on the 21st of December (Hoffmann, 2020). This was chosen as an acceptable trade-off between space requirements and shading losses. Shading losses are below 10% for tilt angles between the horizontal position and those leading to maximum electricity generation (see Figure 6B). The results of the MOO optimization for the reference building are shown in Figures 8, 9.

The CAPEX and OPEX for each non-dominated solution on the Pareto front are shown in Figure 8A and are divided by the heated surface of the building to ease comparison. The CAPEX ranged from a minimum of 2.8 CHF/m²yr (Scenario 1) to 48 CHF/m²yr (Scenario 14), whereas the OPEX ranged from 1.9 to 24 CHF/m²yr. The scenario numbers (1–14) are defined as the points on the Pareto curve, ordered from the lowest to the highest CAPEX.

Although all scenarios are optimal from a Pareto perspective when looking at CAPEX and OPEX separately, the analysis of TOTEX tells a different story. As shown in Figure 8D, the resulting TOTEX are similar in Scenarios 1 through 9 at around 27 CHF/m²yr (minimum TOTEX for Scenario 4–6 at 25 CHF/m²yr), whereas they increased rapidly in Scenarios 10–14, reaching a maximum of approximately 50 CHF/m²yr.

The increase in TOTEX in Scenarios 9–14 is due to the fast increase in CAPEX in these scenarios, mostly due to the decision to install batteries (first appearing in Scenario 10), which is not compensated by a commensurate reduction in OPEX. The reason for this trend can be seen in Figure 8C: in Scenarios 3–8, the OPEX are reduced by installing PV panels, hence reducing the electricity demand from the grid, while gradually increasing the electricity feed-in. As the PV capacity saturates, OPEX can be further reduced by increasing the self-consumption, because of the price difference between buying electricity from the grid and selling it to the grid. This can be achieved by installing batteries, which allows for a better match between demand and supply. From Scenario 9 to 14, both the electricity demand from the grid and feed-in decrease, meaning that the total amount of energy generated locally remains approximately constant, but it is used for fulfilling the demand rather than sold to the grid.

This can be also observed from the evolution of SS and SC (Figure 8B). The SS gradually increases when the PV panels are installed, and continues increasing even as the PV penetration

![Figure 7](image-url)
flattens, because of the use of batteries. On the other hand, the SC first decreases with increasing PV penetration (until Scenario 9), and then begins increasing again as a result of the use of batteries.

Figure 8B also shows the performance of the Pareto-optimal solutions in terms of GWP. The main contribution to reduce the environmental impact of the system comes from the use of heat pumps instead of gas boilers for heating, which reduces the GWP from approximately 37 to 13 g CO$_2$ eq/m$^2$-yr. The addition of PV panels provides a significant contribution to reducing CO$_2$ emissions, which reaches a minimum of 3.2 g CO$_2$ eq/m$^2$-yr in Scenario 9. From then onward, the use of batteries has the opposite effect, because of the losses in the charge/discharge
cycle and of the large GHG emissions connected to the battery production process.

Concerning other technologies installed, thermal energy storage is used in most scenarios. A relatively small thermal storage is installed in Scenarios 2–9; whereas in Scenarios 10–14 larger systems are installed, following the same principle as for the batteries.

Additional information related to the installation of PV panels is provided in Figure 9. These results start providing insights related to the main topic of this paper. For low installed PV capacity, panels are equipped on the flat and on the south-oriented roof. On the flat roof, the panels are positioned with a south orientation and with a 30° tilt, according to common practice. However, at even a small increase in the total installed PV capacity, the east-oriented roof is used over the south-oriented roof, and the azimuth and tilt of the panels installed on the flat roof changes. This is likely because east-oriented panels provide a better match between supply and demand than do east-oriented panels. Finally, in Scenario 14, the east facing and the north facing roofs are also covered with PV panels, whereas the panels placed on the flat roof are installed with 0° tilt to minimize shading effects between panels, hence allowing for the installation of more PV modules on the same roof area.

**Optimal Orientation and the Role of Self-Consumption**

One additional objective of this study is to determine the effect of the interaction between the hourly variation of the thermal and electrical demand, the energy system, and the choice of the surface where the solar panels are installed.

The results shown in Figure 9 serve as an excellent starting point for this discussion. Although the south-facing rooftops are selected first, west-facing surfaces are chosen over east-facing surfaces. This was further explored in the case of a building with no tilted roofs: in this case, the optimizer has full freedom of choice in terms of orientation and tilt, rather than being forced to choose among a limited set of options, and can therefore provide more insight.

These results are presented in Figure 10. Figure 10A refers to the reference pricing case of 0.24 CHF/kWh for electricity purchased from the grid and a feed-in tariffs of 0.08 CHF/kWh, whereas Figure 10B refers to the same case but with a 0 CHF/kWh feed-in price. As expected, given its highest yearly energy generation, south-oriented panels are preferred; however, at feed-in tariffs of 0 CHF/kWh, the panels are slightly oriented toward the west and have a higher tilt, especially in the cases with a lower total installed PV capacity.

In most residential buildings, the main energy demand is in the evening, when people are at home, and during the heating season in winter, when the Sun is lower in the sky, thus explaining this orientation shift. However, this effect is minor, since the developed model includes optimal scheduling. This leads to the conclusion that, although this effect does not seem to have a substantial influence on the overall performance, the common practice of installing PV panels with the azimuth and tilt that maximizes energy generation may not be the best choice, especially when the objective is to maximize self-consumption. This trend is only seen for scenarios where only parts of the roofs are covered with PV panels: when the whole roof is covered, the optimizer prioritizes the maximization of the yearly generation, thus favoring azimuth and tilt angles that minimize shading among panels.

**Comparison With Flat Roof Assumption**

This work also aimed to provide an estimation of the error generated by assuming horizontal panels on the entire roof surface when attempting to estimate the PV potential from distributed generation. Although this assumption allows a simpler analysis and can rely on more limited set of information, it also introduces error.

The extent of the deviation between the “simplified” and “detailed” approaches for the 40 buildings with individual roofs and load profiles is shown in Figure 11A. For low
exploited PV capacity, the general trend is that the best surfaces are used, and, whenever possible, the tilt angle is selected to maximize the yearly energy generation. As a result, the simplified assumption of panels installed with zero azimuth and tilt causes an underestimation of the generated electricity, and a consequent overestimation of the overall operational expenses. As “worse” roofs are used, the error is reduced, until the error sign reverses; for very high levels of PV penetration, as west-, east- and north-oriented roofs are exploited, the simplified flat panel assumption instead becomes an overestimation of the total capacity. While the error largely depends on the individual case, it generally ranges between $-12$ and $+20\%$ for the generated electricity, and $-20\%$ and $+20\%$ for the operational expenses.

Unlike the estimation of generated electricity, the error seen in the estimated operating expenses does not increase monotonically, but peaks at approximately 50% PV capacity. This can be explained by the difference in feed-in and electricity prices. The error in the estimation of the operational expenses is low in systems with low PV capacity. Here, SC is highest and can be maximized with the optimal scheduling of electrical loads. At some point, these scheduling measures are fully exploited in case of the simplified approach, all additional generated electricity is completely fed into the grid. In contrast, in the full approach “worse” roofs are used, which generate less electricity but lead to a better match of demand and supply profiles. Hence, it leads to further increase of self consumption, causing the peak of overestimating costs at 50% PV capacity. After this point, the limit of self consumption in the full approach is reached and the overproduction of electricity in the simplified approach is so high, that the revenues from the feed-in tariffs decrease the electricity bill drastically.

Whereas Figure 11A shows the behavior of “average” buildings, Figure 11B shows some outliers, i.e. buildings that behave remarkably differently from the rest. In the case of buildings with very high PV potential, the simplified approach tends to always underestimate the potential. Buildings with completely flat roofs are an example of this case: here, in almost all scenarios, the optimal placement involves using panels with a 30° tilt, which generates more energy than the flat case. On the other hand, when the PV potential of the building is very low, the electricity generated in the simplified approach is always overestimated; this can be the case of a house with a pitched roof facing east and west, where all available surfaces have a lower potential compared to a flat roof and, hence, the simplified approach tends to always overestimate the potential.

**Impact on the Grid**

The main rationale for not following the common practice of installing PV panels with azimuth and tilt that maximize yearly energy generation is related to the benefits that this gives toward maximizing SC. For a system connected to the grid, the maximizing SC helps to balance the grid and thus avoids excessive swings in the use of centralized power generation units. This aspect can become crucial once renewable energy sources (especially uncontrollable ones, such as wind and solar power) take up a significant share of the national energy mix.
Figure 12 allows getting a better understanding of this point, and of how it is connected to the matter of PV panels installation on top of roofs. Here, as demonstrated from the deviation between the energy generated by the optimal system (solid purple line) installed on a real roof and the energy generated by a hypothetical system with all panels oriented south with a
30° angle (dashed purple line), the error, that is generated by not considering the orientation of the PV panels, is apparent. With a ratio of surface area of installed PV panels to the heated surface of just under 50%, the yearly demand of the building can be satisfied locally.

However, this perspective considers the grid as a perfect energy storage system. As shown by the actual value of the PV electricity that is self-consumed, most of the generated electricity is sold to the grid, and then purchased back when needed. The share of the demand that is satisfied with the energy generated from the PV panels increases with the PV surface installed; however, this share saturates at around 50% of the demand.

From the point of view of each individual prosumer, the grid can be seen as a battery that is able to absorb excess energy from distributed generation and sell it back when the demand exceeds the generation. There are several ways for the grid to fulfill this role: pumped hydroelectric storage is the most commonly used (Akinyele and Rayudu, 2014; Gür, 2018), whereas the use of large battery systems is still limited to few cases, and other technologies (such as compressed air storage or hydrogen) are yet to reach market maturity. Based on this an estimation of the PV system size required for energy balance: for \( \eta_{\text{grid-as-storage}} = 0.85 \) (which would be the case of lithium-ion batteries), the overall surface required would only slightly increase from the \( \eta_{\text{grid-as-storage}} = 1 \) assumption. If, however, a much lower efficiency is assumed \( \eta_{\text{grid-as-storage}} = 0.40 \), which would be in the range of what can be expected when using hydrogen for energy storage), the surface of PV panels installed to reach self-sufficiency is almost doubled.

The effects of the efficiency of the grid as storage for the grid operators can be observed in Figure 12B, based on the assumption of 24/8 ct/kWh for electricity purchased from/sold to the grid. When \( \eta_{\text{grid-as-storage}} \) is high, most of the energy purchased from the prosumers is able to be sold back, and hence the profit is large. With a lower \( \eta_{\text{grid-as-storage}} \), the profits decreases dramatically from the perspective of the grid.

The common interest in efficient grid infrastructure is revealed by Figure 12. From the perspective of the grid operator, profits can be higher as less energy is lost in the charge–discharge cycle, and these profits can be used to reinvest into upgrading the grid itself, generating a positive, cyclic effect. From the perspective of the building energy system, self-sufficiency can be achieved with a lower surface of PV panels installed (and, hence, with lower investment costs) and the supply is more secure, since there is 75% less traffic in the network.

The investigation of a different way to deal with the limitations of the grid is shown in Figure 13. One solution would be to increase the level of self-consumption. The effect of taking into
account the effect of the grid-balance constraint on the installation decision of PV panels and on the preferred azimuth and tilt is shown in Figures 13A,B. Here, two alternative means from the perspective of the grid operator implemented to reduce the perturbations generated on the grid by individual prosumers: limiting the amplitude of power variations compared with an average value, or reducing ratio between the feed-in tariffs and electricity cost. Only one solution of the Pareto front is included here, i.e., that which minimizes the TOTEX.

The results of the first strategy are shown in Figure 13A. When no limitation is applied (left plot), almost all PV panels are installed facing south: with no limitation to the power exchanged with the grid, the optimizer selects the configuration that maximizes energy generation. When a limited restriction is applied (GM = 3, center plot), there is a clear shift toward the west; even though the variation only referred to less than half of the installed PV capacity and for only 10° rotation, a clear trend is visible. This is confirmed when a stricter limitation on grid exchanges is imposed (GM = 1.5, right plot), where less than half of the panels are installed toward south and the average rotation toward the west is even higher. However, this has a relatively small effect on the SC, which only increases from 0.52 to 0.54.

The results of changing the relative price between energy purchased from and sold to the grid is shown in Figure 13B. The effect on the azimuth is less evident, but still present. However, a more distinct effect on the tilt angle is seen, which tends to increase (from 30° to 40°). Also, it appears that the effect on the SC is higher in this case (it increases from 0.52 to 0.59), which may be related to the fact that for electrified heating systems, the electricity demand is highest during winter, where the Sun is lower in the sky. Hence, by increasing the tilt angle, SC can be increased.

The analysis of a district with 40 buildings with individual roof orientation and demand profiles demonstrates that the best economic performance is achieved with around 40% rooftop occupancy, as shown in Figure 14. Even though the optimal orientation is impacted by the orientation of available surfaces, the previous trend of different policies can be confirmed in Figure 14A as well as in Figure 14B.

CONCLUSION

This work analyzes the influence of the orientation of PV panels on the design and performance of BESs. Existing literature in the field of BES optimization has mainly considered horizontal PV modules and has based the decision of purchasing them on global irradiation without shadowing effects. This work therefore aims to estimate the influence of using different orientations, both from the perspective of the individual building and of the grid, and provide a methodology for selecting which roofs should be covered first. The results confirm the validity of the common assumption of the favorability of south-oriented modules with an approximate tilt of 30°. However, this does not hold true when resources are available for more modules or when the focus shifts to clusters of buildings. To optimize (SC), the optimal orientation is further west and with higher tilt than the standard solution. To maximize the PV capacity on the roof, the use of horizontal panels maximizes the usable roof area.

The most interesting results, however, are related to the interaction with the grid. For higher levels of PV penetration, the role of the grid becomes crucial. Grid operators have the power to influence the quantity as well as the quality of grid exchange by acting in different directions:

- Grid efficiency: High grid efficiency is a common interest for both the building owner and the grid operator. With an 85% grid efficiency, a residential building would need around half of its heated surface in area of PV modules to be self sufficient. The point of SS also marks the maximum grid revenue at almost 7 CHF/m²/yr. A lower round-trip efficiency requires more PV panels to achieve SS, generates a greater stress on the grid, and reduces annual grid revenues.
- Feed-in: The pricing of the electricity exchange with the grid is influences the feed-in to the grid. For lower feed-in prices (or higher demand prices), the most economic solution is to increase tilt angles and slightly lower the PV penetration. This increases SC for a constant level of SS (Figure 13B).
- Peak power: Constraining the peak power of the grid exchange leads to a variation in azimuth angles. By moving panels 20° westward and optimally scheduling the operation, the peak can be reduced by 50% while total costs increase by 8.3%.

Even though the optimal orientation strategy is impacted by the orientation of available surfaces, the trend of different grid policies is confirmed by analyzing a 40-building district with individual roof orientation and demand profiles. Comparing the resulting optimally oriented and horizontally oriented panels indicates that the latter generated high error in the estimation of the PV performance. Assuming horizontal panels, causes an overestimation in operating costs by approximately 5 and a 10% underestimation in generated electricity for low PV surfaces. For greater PV surfaces installed, the trend is reversed, and the relative error can increase to up to 20%.
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NOMENCLATURE

Parameter

- **α** Azimuth angle
- **β** Design limiting angle
- **δ** Temperature coefficient
- **ε** Elevation angle
- **ε<sub>GM</sub>** Upper bound grid multiple
- **η** Efficiency
- **γ** Tilt angle
- **v** Absorption coefficient
- **A** Area
- **b** Baremodule
- **c** Energy tariff
- **d** Distance
- **d<sub>p</sub>** Frequency of periods per year
- **d<sub>t</sub>** Frequency of timesteps per period
- **g** Global warming potential streams
- **h** Height
- **i** Interest rate
- **f<sup>1</sup>** Fixed Investment Cost
- **f<sup>2</sup>** Continuous Investment Cost
- **g<sup>1</sup>** Fixed impact factor
- **g<sup>2</sup>** Continuous impact factor
- **i<sub>r</sub>r** Irradiation density
- **l** Lifetime
- **n** Project horizon
- **occ** Occupancy share
- **p<sub>d</sub>** Period duration
- **s** Shading factor
- **T** Temperature
- **U** Heat transfer coefficient
- **w** Width
- **x, y, z** Coordinates

Variables

- **C** Cost
- **E** Electricity
- **f** Sizing variable
- **G** Global warming potential
- **H** Natural gas
- **n** Number, quantity
- **y** Decision variable, binary

Sets

- **A** Azimuth
- **C** Configuration
- **P** Patch
- **P** Period
- **R** Replacement
- **S** Surface
- **T** Tilt
- **U** Utility

Superscripts

- **+** Supply
- **−** Demand

Other

- **Γ** Rotation Matrix.
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