Deconstruction of compound objects from image sets

Anton van den Hengel, John Bastian, Anthony Dick, Lachlan Fleming
The Australian Centre for Visual Technologies
The University of Adelaide
Anton.vandenHengel@adelaide.edu.au, http://acvt.com.au

February 27, 2014

Abstract

We propose a method to recover the structure of a compound object from multiple silhouettes. Structure is expressed as a collection of 3D primitives chosen from a pre-defined library, each with an associated pose. This has several advantages over a volume or mesh representation both for estimation and the utility of the recovered model. The main challenge in recovering such a model is the combinatorial number of possible arrangements of parts. We address this issue by exploiting the sparse nature of the problem, and show that our method scales to objects constructed from large libraries of parts.

1 Introduction

We propose a method to estimate the structure of compound objects from a set of images. Such objects are prevalent in our everyday environment, and in many cases our knowledge of their innate structure is essential to our understanding of them. They include man made objects such as buildings, furniture, and cars, but also natural objects such as trees and plants. Our goal is to find the simplest construction which explains the shape of the object, using a given library of parts. Unlike most work on the recovery of shape from images, our method does not generate a point cloud, or a volume, but a structural explanation of way the object depicted is constructed. In this sense it is aligned with the blocks-world approach [14], recently revisited by [8].

The method we propose reasons in 3D about the structure of an object on the basis of its appearance in an image set. This requires a set of building blocks from which an object might be composed. As we are interested in structure, rather than appearance, these building blocks are described in terms of their shape and position only. The recovered structure estimate is the smallest set of building blocks required to reconstruct the object in question.

By estimating structure, rather than shape, the method provides a semantic interpretation of the elements from which the object is constructed. This means that the resulting structure estimate can be used to animate the object.
ject, decompose it, or augment it. For example, the estimated structure of a car identifies the doors and wheels, as is required to rig the object in order to animate each component appropriately. This in turn allows the modelled object to be incorporated into a video game or video sequence without further work. Our method thus differs significantly from classical Structure from Motion methods; we are effectively deconstructing the object into its constituent parts.

Representing an object by 3D primitives also has advantages for the estimation of its shape. The space of possible primitive arrangements is far smaller than the space of possible combinations of 3D vertices or voxels, resolving ambiguities and eliminating shapes that are impossible. However, the solution space remains extremely large for complex objects, and one of our main contributions in this paper is a way of formulating the primitives and optimising their arrangement so that a global optimum, corresponding to the simplest configuration that explains the input silhouettes, can be found within this space.

After discussing related work in Section 1.1, we define the problem and describe the form of the measurements and the 3D building blocks in Section 2. In Section 3, we describe how we solve the problem in practice, followed by some experimental results in Section 4.

Our notation is as follows. We label scalars in non-bold italic typeface, with lowercase indicating an index and upper case its limit, thus $p \in \{1, \ldots, P\}$. Vectors are represented as bold lower case letters (eg. $x$), and are column vectors. Matrices appear as bold upper case letters (eg. $X$).

Figure 2: A selection of the shape models used in recovering the structure of the Lego® models. Each such shape model must be rendered in every location and orientation in which it may appear to generate the set of templates.

1.1 Related Work

The idea of analysing the composition of a visible object or scene in terms of a set of basis parts has a long history in computer vision, stretching back to the blocks-world interpretation of flat shaded polyhedral surfaces in the 1960s [14]. This was further developed to interpret collections of simple shapes [4], to reason about structure from physical constraints [2], and, recently, to inform the recovery of a qualitative scene reconstruction from a single image [8]. There are also a variety of methods which interpret images or point clouds using predefined families of surfaces, or implicit functions (see for example [16], and for a reverse engineering application [6]). Parameterised sets of transformations have also been used to identify the building blocks of building facades[11] and 3D structures[13].

Our approach, however, poses structure recovery as a classification problem where evidence is sought within the image set for the existence of each of the possible building blocks from which the object might be constructed. This approach is thus more closely related to work such as [18] which describes a method for object recognition using linear combinations of images. They recognise objects by reconstructing the location of features in a query image as a linear combination of those in images of database objects. However, the method aims only to recognise objects for which it has a pre-existing model.

Wright et al. in [19] build on the eigenface-based face recognition method of Turk and Pentland [17] to identify a query image of a face by analysis of the coefficients of its reconstruction from a set of basis vectors. They form the basis vectors by random projection of the training images, and apply the tools of sparse representation and compressed sensing to the problem. The reconstruction of the query image from the basis set is defined as that minimising the $\ell^0$ norm and is under-constrained, but the presumed sparsity in the space of face images allows a solution using the $\ell^1$ norm in its place. This method is similar to that proposed here in that it uses the coefficients which best (linearly) reconstruct the data for the purposes of classification.

Shakhnarovich et al. in [15] propose Parameter Sensitive Hashing (PSH) as a method for estimating human pose from a single silhouette. The method thus recov-
ers pose from a projection, as we aim to do. A similar problem is tackled in [7] using a Bayesian human shape model. These methods aim to recover the pose of a single predefined structure, however, rather than recovering pose and structure simultaneously.

Our method also has similarities to the non-rigid factorisation approach proposed by Bregler et al. [3] whereby the shape of a deforming object is recovered as a linear combination of basis shapes. Although a number of improvements have been proposed (see [12] for example), the method fundamentally operates on identified sets of feature points on the object, and aims to recover shape rather than structure. These methods also typically require a very specific camera model and assume that the structure linking the parts together is fixed and known.

2 Estimating structure

Given one or more measured images, flattened and concatenated into a \( S \) dimensional vector \( y \), and a collection of \( T \) template vectors, stacked into a \( S \times T \) matrix \( \Pi \), we seek the most parsimonious combination of templates that reconstructs the observed image data:

\[
\arg\min_{\alpha} \| \alpha \|_0 \quad \text{s.t.} \quad y = \Pi \alpha
\]

where \( \alpha \) is a length \( T \) vector. Due to practical considerations, we adopt a relaxed formulation in later sections of the paper, but what differentiates our approach from others based on linear combinations of building blocks, is the form of the measurements, the nature of the building blocks, and the process by which the coefficients are estimated.

2.1 The measurement vector

Because the template shapes do not have any associated appearance information, we convert each image to a silhouette. Each pixel in each silhouette image records the presence or absence of the object at a particular location in one of the images as a 1 or a 0 respectively.

We consider multiple silhouette images of an object, each of which has a corresponding projection matrix \( P^p \) (where \( p \in \{1, \ldots, P\} \)) as in Figure 3. We assume that these projection matrices are available a priori, or calculable from the image set. In the case of the experiments presented in Section 4, the \( P^p \) were estimated from the image sets using standard camera calibration software.

The silhouette of the object in each image is flattened into a vector \( y^p \). We then form the \( S \) dimensional binary vector \( y \) by concatenating the \( y^p \) for all \( p \).

The advantage of silhouettes as a cue is that they are dependent on shape alone. There is no reliance on texture to generate identifiable feature points, on an active sensor to generate a point cloud, or the interaction with a light source to generate usable shading variations. Most importantly, however, the silhouettes of components can be composited in order to form the silhouette of the whole.

2.2 The template shapes

Each template is defined by a 3D shape and a 3D pose. These templates are the elements from which each shape model is constructed. In the case of the Lego example each template shape represents a particular type of block at a specific position and orientation, a selection of which are shown in Figure 2. The set of templates includes every shape that might form part of an object to be reconstructed, at every location it can occur.

Generating the basis matrix \( \Pi \) requires calculating a set of silhouettes for each template shape, such as those in Figure 3. Each template \( T_i \) is rendered using each projection matrix \( P^p \) to produce a corresponding synthetic image \( I_i^p \). The silhouette of each of these synthetic images is then flattened into a vector. The silhouette vectors for each template \( T_i \) are then concatenated into a single length \( S \) vector \( \pi_i \). There are \( T \) such vectors \( \pi_i \), and these make up the columns of the matrix \( \Pi \in \mathbb{Z}_2^{S \times T} \). The columns of matrix \( \Pi \) thus represent a basis of template silhouettes from which we aim to construct the true object silhouette according to Equation (1). Each silhouette image \( I_i^p \) depends on both \( T_i \) and \( P^p \), which means that both must be known before \( \pi_i \) can be formed.
An advantage of this method is that we need only render each component individually, rather than in every possible combination. This means that the number of templates scales approximately linearly with the number of components rather than combinatorially with the complexity of the object to be modelled.

We demonstrate the technique on Lego models as an indication of a scenario which is an intuitive, but challenging, application. Lego models are constructed of many small parts, each of which may appear in hundreds of different positions. This is far in excess of the number and variety of components that we would expect normal objects to be composed from. We show below that structure estimation can be posed as a linear programming problem, and thus that tens of thousands of template shapes can be analysed if modern linear programming techniques are used.

3 Structure recovery as linear programming

In order to solve (1), we replace the $\ell^0$ norm on $\alpha$ with the $\ell^1$ norm, thus rendering the problem convex. Donoho and Huo in [5] show that, under certain sparsity conditions, the relaxed equivalent of (1):

$$\arg \min_{\alpha} \|\alpha\|_1, \text{ s.t. } y = \Pi \alpha$$

has the same solution. The sparsity constraint requires that each object to be reconstructed must be expressible using a very small fraction of the large set of possible templates, and therefore that we expect the fraction of non-zero elements in $\alpha$ to be very small. The length of $\alpha$ depends upon the number of template shapes required to achieve a reasonable quality reconstruction, but is practically limited by the scale of optimisation problem which we can solve. Modern Linear Programming packages are capable of solving systems with millions of variables, although the largest problem solved in the process of generating the results below had over 72,000 templates. The objects we seek to analyse are typically constructed of tens of template shapes so the vector $\alpha$ can be expected to have approximately one thousandth of its elements not equal to zero. This level of sparsity is more than enough to satisfy the requirements of Donoho et al. [5].

Due to noise in the silhouette images, and the fact that no real set of templates is likely to perfectly explain the shape of all suitable objects, the equality constraint in (2) is unattainable in practical situations. A number of relaxations of such a constraint have been proposed in the literature, but our concern is whether a combination of template silhouettes are as close as possible to the silhouette of the original object. This would suggest the $\ell^0$ norm, but as previously described practicality demands the $\ell^1$ norm instead. We thus seek to optimize

$$\arg \min_{\alpha} \|y - \Pi \alpha\|_1 + \lambda \|\alpha\|_1, \text{ s.t. } 0 \leq \alpha \leq 1, \quad (3)$$

Figure 4: Lego Escher arches: estimating structure, rather than just shape, provides semantic information such as how objects are constructed. In this example the structure estimate calculated on the basis of of 4 silhouettes allows an analysis of the components of the object and how they fit together.
where \( \lambda \) is a scale factor controlling the degree to which the method focuses on reconstruction error or parsimony. The bounds on values of the elements of \( \alpha \) ensure that the silhouette of the object is constructed by adding the columns of \( \Pi \), and that each column can be added only once. This in turn means that the resulting structure estimate is constructed by adding components together.

In practice, the silhouettes of the various template shapes inevitably overlap. The fact that these silhouettes are composited linearly in (3) means that pixels in overlapping areas of the reconstructed silhouette \( \Pi \alpha \) are no longer necessarily less than or equal to 1. In order to overcome this problem we apply a post estimation filtering step which is described in Section 3.3.

### 3.1 Dimension reduction by random projections

The vector \( y \) in (3) is \( S \) elements long, as are the columns of \( \Pi \). If \( y \) is constructed from 4 images of one megapixel each then \( S = 4 \times 10^6 \), and (3) will be too large to solve. Given the sparsity referred to above, and the fact that we expect the columns of \( \Pi \) represent a small fraction of the \( 2^S \) possible silhouettes, we randomly project the problem to a lower dimensional space and solve it there.

The Johnson-Lindenstrauss Lemma asserts [1] that a set of \( n \) points in any Euclidean space can be mapped to an Euclidean space of dimension \( m = O(\varepsilon^{-2} \log n) \) so that all distances are preserved up to a multiplicative factor between \( (1 - \varepsilon) \) and \( (1 + \varepsilon) \). A variety of such mappings based on multiplication by a \( \mathbb{R}^{m \times n}, m \ll n \) matrix \( \Phi \) have been proposed, including that of Indyk and Motwani[9], obtained by expanding the matrix with zeros. The number of measurements required has not been changed, only the density with which they are represented in \( \Phi \). Various values of \( k \) have been used in testing, as is detailed in Section 4.

#### 3.2 Optimisation

A number of linear programming packages are capable of solving optimisation problems in the form of (4), including CVX\(^1\), \( \ell^1 \)-magic\(^2\), and MOSEK\(^3\), amongst many others.

The columns of the matrix \( \Pi \) are of the order of millions of elements long, and thus difficult to store and process. Rather than store \( \Pi \) itself, we thus record instead the \( \mathbb{R}^{D \times T} \) basis matrix \( \Psi \) constructed by multiplying the basis matrix by the dimension reduction matrix thus

\[
\Psi = \Phi \Pi. \tag{5}
\]

This projection is carried out as soon as each column of \( \Pi \) is calculated, alleviating the need to store \( \Pi \).

| Algorithm 1 | Algorithm overview |
|-------------|-------------------|
| **Require:** | Input images, Matrices \( \Phi, \Psi \). |
| Calculate target object silhouette, and vectorise |
| Eliminate columns of \( \Psi \) falling outside target silhouette |
| Solve Equation (4) for \( \alpha \) |
| Round \( \alpha \) to an integer solution |

The time required to find the optimum of (4) depends largely upon \( T \) the number of templates used and \( D \), the number of rows in \( \Phi \). Decreasing \( D \) decreases the probability that the optimum of (4) will correspond to that of (3), but culling unnecessary templates has no impact upon the quality of the solution. In practice it is often possible to eliminate templates from consideration by

---

1. See http://www.cvxr.com.
2. See http://users.ece.gatech.edu/justin/l1magic/.
3. See http://www.mosek.com/.

---
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analysis of the images of the object to be reconstructed. The simplest culling is achieved by removing from consideration those templates with silhouettes extending significantly beyond that of the real object. This typically achieves an order of magnitude reduction in the number of columns in $\Pi$ in our testing.

### 3.3 Obtaining an integer solution

The estimate $\hat{\alpha}$ generated through the process described above has elements which are bounded by 0 and 1, but which are not necessarily integers. The cost function which is optimised by the linear programming process is also an approximation to the ideal cost function due to the linear composition process.

In order to generate an integer solution, and overcome the composition problem, a search method which checks every feasible solution against an improved evaluation function has been developed. It is typically possible to determine a range of numbers of templates that might be expected in a solution. In the Lego example, for instance, the models might be expected to have between 5 and 20 parts. A set of feasible templates can also be estimated by selecting every element of $\hat{\alpha}$ over a threshold. Every possible combination of feasible templates whose cardinality is within a pre-defined range is thus determined. This large set of possible template combinations is then sorted by the mean of the associated template coefficients. The template combinations corresponding to the highest means are then evaluated.

Evaluating a template combination involves rendering its silhouette and comparing it to the true silhouette of the object. The silhouette of each template combination is calculated so as to avoid the linear composition problem, and thus allows a true evaluation of the quality of each combination. The combination with the lowest silhouette reconstruction error, minus lambda times the number of templates, is selected as the final result. We call this the ‘Search’ method, as compared to the ‘Max’ method which merely selects a fixed number of templates corresponding to the highest entries of $\alpha$. The Max method requires knowledge of the true number of templates used, whereas the Search method does not, but requires more computation to evaluate candidate template combinations.

### 4 Experimental testing

We test the accuracy of the recovered model structure, and its sensitivity to noise, for both synthetic images and images of real objects. Additionally, we measure the effect of varying parameters such as the number of shape templates and the degree of dimension reduction.

The model used for synthetic testing was that of a hypothetical plant composed of single leaves emanating from a common root, as illustrated in Figure 5. The testing, and rendering, was carried out in Matlab, allowing full control of plant parameters. Optimisation was carried out using the CVX package\(^4\). Unless otherwise specified, synthetic tests on the plant model used four images (and thus silhouettes) per plant, each of $281 \times 211$ pixels, the plants had 6 leaves, and each result represents an average over 10 trials. The default parameters to the method were $\lambda = 10^{-2}$, $D = 441$, $k = 10^{-2}$ and $T = 500$. The values of these parameters were determined through training on separately generated test data.

![Figure 5: Two views of a synthetically rendered plant model used in testing, and a rendering of 2000 leaves which illustrates the amount of overlap between templates.](image)

Figure 6 shows an $\alpha$ estimated by the linear programming process, and a histogram of the magnitudes of its entries. Note that the recovered $\alpha$ is very sparse, but that the number of coefficients greater than zero is significantly larger than the true number of leaves, which was 16.

We measure performance by the proportion of pixels in the test silhouettes which are explained by the estimated structure. This is calculated by building the model corresponding to the estimated $\alpha$ and comparing its silhouette

\(^4\)See http://cvxr.com/cvx/
to the test silhouette. This error metric has the advantage of being relatively independent of the choice of the basis \( \Psi \) because, as is stated above, we seek the structure estimate which best explains the silhouette. We label this measure the ‘Fraction of Pixels Explained’ (FPE), and the ideal result is that the fraction of pixels explained by the estimate is equal to the fraction of pixels explained by the true structure. Such a result would fall on the line \( y = x \) within the plots shown below of FPE against Noise Level (Fraction of Pixels Changed).

Figure 7 illustrates the performance of the method over 200 tests with varying levels of parameter noise, and numbers of leaves. The fact that the results of the ‘Search’ process (from Section 3.3) are closely aligned to the line \( y = x \) indicates that the method is calculating estimates which explain the observations as well as possible.

Figure 8 relates the performance of the method in the presence of salt and pepper pixel noise. In generating the figure a fraction of the pixels in each silhouette were set randomly to zero or one. The figure shows that the method is very robust to this type of error, with the ‘Search’ method still performing well in the case where 16% of the pixels have been changed. This is to be expected due to the use of templates as the structural elements rather than individual points or voxels.

Figure 8: The performance of the ‘Max’ and ‘Search’ methods (in red and blue respectively) when applied to silhouettes corrupted with salt and pepper noise. The y-axis relates the number of pixels in the noise free image that are not explained by the reconstruction, and the x-axis the fraction of pixels that had their values set randomly.

Figure 9 shows the proportion of plant leaves recovered under various values for the measurement density \( k \). The tests were carried out in the presence of salt and pepper noise whereby 7% of the pixels in each silhouette had their values assigned randomly. The figure shows that the Search method is robust to changes in measurement density. As expected, the accuracy of the reconstruction improves as the number of measurements increases in Figure 10.

4.1 Real images tests

Figures 1 and 4 relate the performance of the method in estimating structure from real images. In the real image testing the pictures were taken with a standard consumer SLR camera and the silhouettes calculated using standard image processing techniques. Forming the matrix \( \Psi \) required of the order of 4 minutes which includes rendering time. The Lego shape templates were generated using LeoCAD\(^5\) which in turn uses the models from

\(^5\)See http://www.leocad.org/trac
Figure 9: The fraction of true leaves recovered for varying measurement densities $k$.

Figure 10: The fraction of true leaves recovered for varying numbers of measurements (or projection dimensions) $D$.

LDraw.org\(^6\). The templates represent different blocks at all possible positions and rotations within the bounds of the space within which the model may appear. In order to restrict the number of templates to a manageable number only those with silhouettes which overlap the real object silhouettes are considered. For all real image tests $\lambda = 4 \times 10^{-4}$.

In the case of Figure 4 two 3D shape models and 4 images were used. The images were calibrated using standard software on the basis of the locations of the corners of blocks in the Lego base. In terms of templates, the $1 \times 1$ block could appear in 196 positions horizontally and was modelled up to 4 layers high, resulting in 784 templates. The arch had 121 possible positions (horizontally) at each of 2 orientations, which at 4 level generated 968 templates. The total problem thus had 1,752 templates, which was reduced to just over 500 after culling. The number of measurements $D$ used was 1,727 and solving the system required approximately 3 minutes of processing time. The timing information is approximate as much of the process was parallelised and calculating the equivalent serial timing necessarily involves estimation.

In the case of Figure 1 four 3D shape models were used, the figure, the windscreen, the wheel pairs, and a $6 \times 2$ block. The number of templates after culling was 861. Rendering, segmenting and projecting the templates took approximately 6 minutes, solving the system approximately 4 minutes, and the search process 9 minutes.

There are a number of failure cases of the method. The correct calibration of the image set is critical, as even small errors will see the synthetic and real components of the object misaligned. The failure case presented in Figure 14 illustrates the case in which the overlap between template silhouettes grows to be a significant proportion of the silhouette itself. The templates used in deconstructing the model included $1 \times 1$ blocks. These blocks have a very small projection into the images, and a large proportion of each is occluded by the blocks in front of it. The size of the blocks also means that many templates are required to enumerate the space. The result is a large number of templates which have a minimal impact on the object silhouette.

---

\(^6\)See http://www.ldraw.org/
Figure 12: A segment from one of 8 input images for the trees test, and a visualisation of the reconstruction projected back into the first 3 input images. The projection of the reconstruction is shown in red, and the original silhouette in blue. Green thus indicates overlap. The results are effectively the same for $\lambda \in [1 \times 10^{-5}, 6 \times 10^{-3}]$. Nine shape models were included in the test. The fact that the reprojection and silhouette are slightly misaligned demonstrates the robustness of the method to errors in calibration and segmentation.

5 Conclusion

The method we have described recovers a structural explanation of the shape of an object from a set of silhouettes. It is applicable in cases where structure can be described in terms of a set of building blocks, and where the this set is of the order of millions of elements or less. Experimental testing has shown that it is robust to salt and pepper noise, and to moderate discrepancies between real object structures and the set of template shapes.

Estimating object structure from an image set is often under-constrained, as many possible structures could generate the same set of observations. This is typically the case where an object includes internal components invisible in the images, for instance. In this case the method chooses the structure with smallest number of elements, but other regularisations are equally feasible.

The primary limitation of the method is the fact that the linear composition model from Equation (1) generates silhouette reconstructions with values greater than 1. This limits the complexity of the objects which may be deconstructed, as complex objects tend to have higher levels of overlap in their components. We have demonstrated that the method is capable of selecting 20 components from a set of over 10,000, but this will need to be improved for many real applications. Lessening this limitation remains as further work, as does the development of template learning methods, and possible the use of non-silhouette features.

One of the most interesting features of the method is that it optimizes over combinations of 3D building blocks, and to this extent is reasoning in 3D about the problem of understanding objects from image sets. An interesting extension would be the inclusion of physical constraints in the optimisation process, such as those utilised in [8]. These might include the requirement that all estimated components are subject to gravity, for example.

The proposed approach has been demonstrated to succeed for compound objects of moderate complexity, and offers insight into the problem and a basis upon which further developments might proceed.
Figure 14: Failure case. Two of the input images with the silhouette of the estimated reconstruction to illustrate the discrepancy between the two.

References

[1] R. Arriaga and S. Vempala. An algorithmic theory of learning: robust concepts and random projection. In Foundations of Computer Science, 1999. 40th Annual Symposium on, pages 616–623, 1999. 5

[2] M. Brand, P. Cooper, and L. Birnbaum. Seeing physics, or: Physics is for prediction. In Proc. Physics-based modeling in computer vision, 1995. 2

[3] C. Bregler, A. Hertzmann, and H. Biermann. Recovering non-rigid 3d shape from image streams. In Computer Vision and Pattern Recognition, 2000. Proceedings. IEEE Conference on, volume 2, pages 690–696 vol.2, 2000. 3

[4] R. A. Brooks, R. Creiner, and T. O. Binford. The acronym model-based vision system. In Proceedings of the 6th international joint conference on Artificial intelligence - Volume 1, pages 105–113, 1979. 2

[5] D. Donoho and X. Huo. Uncertainty principles and ideal atomic decomposition. Information Theory, IEEE Transactions on, 47(7):2845–2862, nov 2001. 4

[6] A. W. Fitzgibbon, D. W. Eggert, and R. B. Fisher. High-level cad model acquisition from range images. Computer-Aided Design, 29:321–330, 1997. 2

[7] K. Grauman, G. Shakhnarovich, and T. Darrell. Inferring 3d structure with a statistical image-based shape model. In Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on, pages 641–647 vol.1, 2003. 3

[8] A. Gupta, A. A. Efros, and M. Hebert. Blocks world revisited: Image understanding using qualitative geometry and mechanics. In European Conference on Computer Vision (ECCV), 2010. 1, 2, 9

[9] P. Indyk and R. Motwani. Approximate nearest neighbors: towards removing the curse of dimensionality. In Proceedings of the thirtieth annual ACM symposium on Theory of computing, pages 604–613. ACM, 1998. 5

[10] J. Matoušek. On variants of the johnsonlindenstrauss lemma. Random Struct. Algorithms, 33:142–156, September 2008. 5

[11] P. Müller, G. Zeng, P. Wonka, and L. V. Gool. Image-based procedural modeling of facades. ACM. Transactions on Graphics, 26(3):85, July 2007. 2

[12] M. Paladini, A. D. Bue, M. Stosic, M. Dodig, J. Xavier, and L. Agapito. Factorization for non-rigid and articulated structure using metric projections. volume 0, pages 2898–2905, Los Alamitos, CA, USA, 2009. IEEE Computer Society. 3

[13] M. Pauly, N. J. Mitra, J. Wallner, H. Pottmann, and L. Guibas. Discovering structural regularity in 3D geometry. ACM Transactions on Graphics, 27(3):#43, 1–11, 2008. 2

[14] L. Roberts. Machine perception of 3D solids. PhD thesis, Stanford, 1965. 1, 2

[15] G. Shakhnarovich, P. Viola, and T. Darrell. Fast pose estimation with parameter-sensitive hashing. In Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on, pages 750–757 vol.2, oct. 2003. 2

[16] G. Taubin. Estimation of planar curves, surfaces, and non-planar space curves defined by implicit equations with applications to edge and range image segmentation. IEEE Trans. Pattern Anal. Mach. Intell., 13(11):1115–1138, Nov. 1991. 2

[17] M. Turk and A. Pentland. Eigenfaces for recognition. J. Cognitive Neuroscience, 3:71–86, January 1991. 2

[18] S. Ullman and R. Basri. Recognition by linear combinations of models. IEEE Trans. Pattern Anal. Mach. Intell., 13:992–1006, October 1991. 2

[19] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma. Robust face recognition via sparse representation. In IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), 2008. 2