RATIONAL TORSION OF GENERALISED MODULAR JACOBIANS OF ODD LEVEL

MAR CURCÓ-IRANZO

Abstract. We consider the generalised Jacobian $J_0(N)_m$ of the modular curve $X_0(N)$ of level $N$, with respect to the modulus $m$ consisting of all cusps on the modular curve. When $N$ is odd, we determine the group structure of the rational torsion $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ up to 2-primary and $l$-primary parts for any prime $l$ dividing $N$. Our results extend those of Wei–Yamazaki for squarefree levels and Yamazaki–Yang for prime-power levels.

1. Introduction

Given a positive integer $N$, let $X_0(N)$ denote the modular curve of level $N$ for the congruence subgroup $\Gamma_0(N) = \{(a \ b \ c \ d) \in \text{SL}_2(\mathbb{Z}) : c \equiv 0 \pmod{N}\}$. This is a projective nonsingular curve defined over $\mathbb{Q}$. Modular curves are geometric and algebraic objects relating the theory of elliptic curves to that of modular forms, and they have been widely studied over the last century; see [8] for an overview. The points of $X_0(N)$ parametrise isomorphism classes of elliptic curves over $\mathbb{Q}$ together with a rational cyclic subgroup of order $N$. After a base change to $\mathbb{C}$, the curve $X_0(N)/\mathbb{C}$ is isomorphic to the compact Riemann surface $H(\Gamma_0(N)) \cup \mathbb{P}^1(\mathbb{Q})/\Gamma_0(N)$, where $H$ denotes the complex upper-half plane. The open subset $H(\Gamma_0(N))$ parametrises isomorphism classes of complex elliptic curves together with a cyclic subgroup of order $N$ and the closed points $\text{Cusps}(X_0(N)) := \mathbb{P}^1(\mathbb{Q})/\Gamma_0(N)$ form the set of cusps of $X_0(N)$. All points $P \in \text{Cusps}(X_0(N))$ are algebraic points defined over the cyclotomic extension $\mathbb{Q}(\zeta_N)$, cf. [37, Theorem 2.17].

Let $J_0(N)$ denote the Jacobian of the modular curve $X_0(N)$. The interest in the study of the rational torsion of $J_0(N)$ goes back to Levi’s Torsion Conjecture, which established a classification of the possible torsion subgroups of the Jacobian of an elliptic curve over $\mathbb{Q}$, cf. [26]. Almost seventy years later, Ogg [17, Conjecture 2] reformulated and generalised Levi’s Torsion Conjecture into what is now known as Ogg’s Conjecture. Writing $C_N$ for the image of the degree-zero divisors with support at the cusps of $X_0(N)$ in $J_0(N)$ and defining $C_N(\mathbb{Q}) := C_N \cap J_0(N)(\mathbb{Q})$, the statement made by Ogg and proved later in a renowned paper by Mazur [16, Theorem 1] was the following: let $N \geq 5$ be a prime number and $n = \text{num}\left(\frac{N-1}{12}\right)$, i.e. the numerator of $\frac{N-1}{12}$ when written in lowest terms. The cyclic group $C_N(\mathbb{Q})$ of order $n$ is the full torsion subgroup $J_0(N)(\mathbb{Q})_{\text{tor}}$ of $J_0(N)(\mathbb{Q})$.
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A natural generalisation of this conjecture states that the finite torsion group $J_0(N)(\mathbb{Q})_{\text{tor}}$ is equal to $C_N(\mathbb{Q})$ for all positive integers $N$; this is called the generalised Ogg’s Conjecture – see [6], [13], [14], [18], [22], [24], [36] and [38] for progress on this conjecture. Moreover, if $C(N)$ is the subgroup formed by the equivalence classes of $\mathbb{Q}$-rational divisors in $C_N(\mathbb{Q})$, i.e., the divisor classes fixed under the action of the absolute Galois group of $\mathbb{Q}$, a further conjecture states that $C_N(\mathbb{Q})$ is equal to $C(N)$ – see [23], [29] and [31] for progress on the proof of this conjecture. Recently, analogous work has been done for the case of Drinfeld modular curves – see [20], [21] – and for the modular curve $X_1(N)$ – see [10, p. 153], [2, Table 1].

On a further note, understanding the torsion on the Jacobian $J_0(N)$ allows us to study unramified abelian covers of the modular curve $X_0(N)$, as every unramified abelian cover $X \to X_0(N)$ is the pullback of a unique isogeny $J \to J_0(N)$, see [27, Chapter I, Theorem 2]. Hence, we have a bijection

$$\{\text{finite unramified abelian covers } X \to X_0(N)\} \leftrightarrow \{\text{isogenies } J \to J_0(N) \text{ with } \iota^{-1}(J) \cong X\},$$

(1)

where $\iota$ is the Abel-Jacobi map $X_0(N) \to J_0(N)$, see [27, Chapter I, Corollary]. Furthermore, the rational covers in this bijection correspond to rational isogenies, i.e., geometrically connected covers $X$ over $\mathbb{Q}$ correspond to isogenies whose kernel is a constant finite group scheme. By duality, the latter are in bijection with rational isogenies from $J_0(N)$ whose kernel is given by the Cartier dual of these constant finite group schemes. Cartier duals of constant finite group schemes are said to be of $\mu$-type, cf. [16]. In [30], computes the odd $\mu$-type subgroups of $J_0(N)$ for squarefree $N$.

Let $m = \sum_{P \in \text{Cusps}(X_0(N))} P$ be the reduced rational divisor of $X_0(N)$ with $\text{Cusps}(X_0(N))$ as support. We can view the rational effective divisor $m$ as a modulus, i.e., as the formal product of the places of the global function field $K = \mathbb{Q}(X_0(N))$ corresponding to the points in $\text{Cusps}(X_0(N))$, and consider the generalised Jacobian $J_0(N)_m$ in the Rosenlicht-Serre sense, see [25], [27, Chapters I, V]. By studying generalised Jacobians, Rosenlicht and Lang extended the geometric interpretation of class field theory for global function fields of curves over finite fields to curves over perfect fields. Just like the usual Jacobian $J_0(N)$ allows us to study unramified abelian covers of the modular curve $X_0(N)$, the generalised Jacobian $J_0(N)_m$ allows us to study finite abelian covers of $X_0(N)$ ramified at the support of $m$. Hence, again via pullback, we now have the bijection

$$\{\text{finite abelian covers } X \to X_0(N) \text{ ramified at } m\} \leftrightarrow \{\text{isogenies } J \to J_0(N)_m \text{ with } \iota_m^{-1}(J) \cong X\},$$

(2)

where $\iota_m$ is a (canonical) rational map $X_0(N) \to J_0(N)_m$, see [27, Chapter I, Corollary]. In (2), rational covers again correspond to rational isogenies. To classify the latter, we would like to use duality as we did before. However, since $J_0(N)_m$ is not an abelian variety, the appropriate way to make sense of its dual is by considering the dual 1-motive of $J_0(N)_m$, in the Deligne sense. The rational isogenies in (2) are now classified by $\mu$-type subgroups of this dual [34, Section 2]. In [34] the authors compute the latter $\mu$-type subgroups for prime levels $N$. Another approach is considered in [11] where mixed modular symbols are used to construct 1-motives related to $J_0(N)_m$. Bridging the gaps, studying the rational torsion of $J_0(N)_m$ is a first step towards understanding ramified abelian covers of $X_0(N)$.

In a different direction, recent papers of Gross [5] and Bruinier-Li [1] relate traces of singular moduli on modular curves to Heegner divisors in generalised Jacobians with cuspidal modulus. In [1, Theorem 1.1], the authors extend the Gross-Johnen-Zagier formula for classes of Heegner divisors of $J_0(N)$ by showing that the generating series of these classes is a weakly holomorphic modular form of weight $3/2$ with values in $J_0(N)_m$. 


Driven by the strong relationship between the generalised modular Jacobians and the space of holomorphic modular forms of weight 2 on a congruence subgroup of $SL_2(\mathbb{Z})$, in [7] the authors study $J_0(N)_m$ from a geometric point of view and describe the Néron model of $J_0(N)_m$. For $N$ prime, they compute the character and component groups of the special fiber of the generalised Jacobian; the component group is then also computed for $N = p^2$. Their results arise from their study of the action of the Hecke operators on the generalised Jacobian.

Motivated by its inherent interest and applications, in this paper we study the structure of the group $J_0(N)_m(\mathbb{Q})_{\text{tor}}$. The group $J_0(N)_m(\mathbb{Q})$ is not finitely generated, but its torsion subgroup is finite, cf. [27], [33]. As an analogue of the generalised Ogg’s Conjecture, Yamazaki–Yang [33, Theorem 1.1.3] and Wei–Yamazaki [32, Theorem 1.2.3] describe $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ when $N$ is a prime-power and when $N$ is squarefree, respectively. We build upon their work and use results in [37, Theorem 1.6, 1.7] on the description of $C(N)$ and in [38, Theorem 1.4] on the generalised Ogg’s Conjecture to prove the following result.

**Theorem A (Theorem 4.2).** Let $N$ be an odd number. Consider the set $D_N^F$ of divisors $d$ of $N$ divisible by at least two distinct primes. Then for any odd prime $l$ with $l^2$ not dividing $3N$ and for any $d \in D_N^F$ there exists a degree-0 cuspidal divisor $E(d)$ such that

$$J_0(N)_m(\mathbb{Q})_{\text{tor}}[l^\infty] = \bigoplus_{d \in D_N^F} ([E(d)])[l^\infty] \cong \bigoplus_{d \in D_N^F} \mathbb{Z}/l^{\text{val}_l(\epsilon(N,d))}\mathbb{Z},$$

where $\epsilon(N,d) = \text{order}(E(d))$ equals the numerator of the quantity $\frac{\mathcal{S}_M(N,d)}{24}$ when written in lowest terms. The integers $M$ and $\mathcal{S}_M(N,d)$, both uniquely determined by $N$ and $d$, are given in Definition 2.6.(c).

Let $N = \prod_{i=1}^{\ell} p_i^{r_i}$ be odd. Our results coincide with those of Wei-Yamazaki in [32, Theorem 1.2.3] and with those of Yamazaki-Yang in [33, Proposition 1.3.2] when $N$ is squarefree, i.e. when all the $r_i$ are equal to 1. Namely, both in their and our work we get

$$\text{val}_l(J_0(N)_m(\mathbb{Q})_{\text{tor}}) = \text{val}_l\left(\prod_{i=1}^{r_i} (p_i - 1)^{2r_i - 1} - 1 \prod_{i=1}^{r_i} (p_i + 1)^{2r_i - 2}\right),$$

see Section 4.

In [32, Theorem 1.2.3], Wei and Yamazaki show that in the case of squarefree level $N$ the size of the rational torsion of $J_0(N)_m$ – up to 2-torsion and 3-torsion – increases exponentially with the number of primes $s$ and linearly with each prime $p_i$, just like the rational torsion of $J_0(N)$ for these same levels. Here we have a similar situation, as we see that $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ is given by the product of $(2^{s_i} - 1)\prod_{i=1}^{r_i}$ cyclic groups. This contrasts with the case where $N = p^r$ discussed by Yamazaki and Yang in [33, Theorem 1.1.3]; for prime-power, levels the rational torsion of $J_0(N)_m$ is trivial up to 2-torsion and $p$-torsion, no matter how big $p$ and $r$ are, which differs from what happens to the usual modular Jacobian for these levels. Contrary to the case in [33] we observe here that the size of $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ increases linearly with each $r_i$ when $N$ is divisible by at least two distinct primes. On the other hand, it follows from Theorem A that the size of $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ increases linearly with each $p_i$, following the trend observed in [33].

Finally, notice that under the assumption that the generalised Ogg’s Conjecture and the conjecture $C_N(\mathbb{Q}) = C(N)$ hold, we could also use the results in Theorem A for any $l = p_i$ to obtain a complete explicit description of the rational torsion of the generalised Jacobian for $N = \prod_{i=1}^{\ell} p_i^{r_i}$ odd. This would provide an analogue of the generalised Ogg’s conjecture for generalised Jacobians with cuspidal modulus and odd level $N$. 
The structure of the article is as follows. In Section 2 we fix some notation and definitions. In Section 3 we review known results on $J_0(N)_{\text{tor}}$ and $C_N(\mathbb{Q})$. For this, we revisit classical results on the cusps of $X_0(N)$ and eta quotients – see Sections 3.2 and 3.4 –, and we explain the construction of certain divisors $Z(d) \in \text{Div}_0(X_0(N))$ given in [37, Theorem 1.6] – see Section 3.4.1. These divisors generate $C(N)$ and play a key role in the proof of Theorem A. Finally, in Proposition 3.26 we compute certain eta quotients related to the divisors $Z(d)$. Experts may skip this section up to Proposition 3.26. In Section 4 we recall some results on the generalised Jacobian $J_0(N)_m$. We introduce a group homomorphism denoted by $\delta$ and reduce the proof of Theorem A to a computation of the kernel of $\delta$ on $C(N)$ – see Theorem 4.2. Finally, in the remaining sections we spell out the results for the computation of $\ker(\delta)$. More precisely, in Section 5 we use the eta quotients from Proposition 3.26 to describe the image under $\delta$ of the classes $[Z(d)]$ of the aforementioned divisors $Z(d)$; and in Section 6 we use these computations to give the full description of $\ker(\delta|_{C(N)})$.

2. Notation

In this section we introduce some notation and definitions that will be used throughout the paper.

**Notation 2.1.** Let $a$ and $b$ be integers and $p$ a prime number. We denote Euler’s totient function of $a$ by $\varphi(a)$, the $p$-adic valuation of $a$ by $\text{ord}_p(a)$, and the greatest common divisor of $a$ and $b$ by $(a, b)$ or $\gcd(a, b)$. Lastly, we denote by $\text{num}(\frac{a}{b})$ the numerator of $\frac{a}{b}$ when written in lowest terms.

**Definition 2.2.** Given an odd prime number $p$, we define $B(p) := \text{num}\left(\frac{p-1}{24}\right)^{\frac{24}{p-1}}$ and $B_3(p) := \text{num}\left(\frac{p-1}{3}\right)^{\frac{3}{p-1}}$. We also define the positive integer

$$A(p) = \begin{cases} 1 & \text{if } p \neq 3, \\ 3 & \text{if } p = 3. \end{cases}$$

**Definition 2.3.** Let $p$ denote a prime number. Given a positive integer $N$, we define the radical of $N$ by

$$\text{rad}(N) := \prod_{p|N} p,$$

where the product runs over all the different prime factors of $N$. We also define the integer $k(N)$ by

$$k(N) := N \prod_{p|N} (p - p^{-1}) = \frac{N}{\text{rad}(N)} \prod_{p|N} (p^2 - 1).$$

**Definition 2.4.** Let $N$ be a positive integer. We give the following definitions related to the set of divisors of $N$:

- $D_N$ is the set of all positive divisors of $N$, except for 1.
- $\sigma_0(N) := \#D_N + 1$ is the number of divisors of $N$, including 1.
- $D_N^{\text{nsf}}$ is the set of non-squarefree divisors of $N$.
- $D_N^{\text{sf}} = D_N \setminus D_N^{\text{nsf}}$ is the set of all squarefree divisors of $N$, except for 1.
Definition 2.5. Given a prime number $p$, a positive integer $r$, and an integer $f$ such that $0 \leq f \leq r$, we define

$$G_p(r, f) := \begin{cases} p^{r-1}(p^2-1) & \text{if } f = 0, \\ 1 & \text{if } f = 1, \\ p^{r-\kappa-1}(p^2-1) & \text{if } 2 \leq f \leq r, \end{cases}$$

where $\kappa := r - 1$ if $f = 2$, and $\kappa := \left\lceil \frac{r+1-f}{2} \right\rceil$ if $3 \leq f \leq r$.

Definition 2.6. Let $N$ be an odd positive integer.

(a) Given a prime number $l$, we fix an ordering $p < q$ on the set $\{p|N : p \text{ prime}\}$ of primes dividing $N$, and we label the elements in this set accordingly: we let $N = \prod_{i=1}^{\ell} p_i^{f_i}$ with $i < j$ for $p_i < p_j$. We use the ordering defined in [37, Assumption 1.14]; that is we assume

$$\text{ord}_i(\gamma_i) \geq \text{ord}_i(\gamma_j) \text{ for } i \leq j,$$

and

$$\text{ord}_i(p_i - 1) \leq \text{ord}_i(p_j - 1) \text{ for } i \leq j,$$

where $\gamma_i := p_i^{r-1}(p_i^2 - 1)$ for all $i$. Then any $d|N$ is of the form $d = \prod_{i=1}^{\ell} p_i^{f_i}$ for some $0 \leq f_i \leq r_i$; we will also make use of the notation $f(d) = (f_1, \ldots, f_s)$ to denote these divisors.

(b) We let

$$F := \left\{ f = (f_1, \ldots, f_s) \in \prod_{i=1}^{\ell} \{0, \ldots, r_i\} : \text{there exist distinct } i, j \text{ with } f_i, f_j \geq 1 \right\}.$$

In addition, for each $1 \leq \iota \leq s$ and $2 \leq b \leq r_i$, we define

$$F_i^b := \{ f = (f_1, \ldots, f_s) \in F : f_i = b \text{ and } f_j = 0 \text{ or } 1 \text{ for all } j \neq \iota \} \subseteq F,$$

and further set

$$F_{st} := \{ f = (f_1, \ldots, f_s) \in \{0, 1\}^s : \text{there exist distinct } i, j \text{ with } f_i = f_j = 1 \} \subseteq F.$$
and
\[ n''(f) := \min \{i > n(f) : f_i = 1, f_{i+} = 0\}. \]

When it is clear from the context we will drop \( f \) from the notation and only write \( m, m', n, n' \) and \( n'' \). Finally, for each \( f = (f_1, \ldots, f_s) \in F_{st} \) we define \( w(f) := \# \{ f_i = 1 \} \).

(c) Let \( d = \prod_{i=1}^n p_i^{f_i} \) be a divisor of \( N \) with the \( p_i \)’s ordered as described in part (a). We define
\[
\mathcal{G}(N, d) := \begin{cases} 
\prod_{i=1}^n \mathcal{G}_p(r_i, f_i) & \text{if } f_i \geq 2 \text{ for some } i, \\
(p_m - 1) \prod_{i=1, i \neq m}^n \mathcal{G}_p(r_i, f_i) & \text{if } f_i \in \{0, 1\} \text{ for all } i,
\end{cases}
\]
and
\[ n(N, d) := \num \left( \frac{\mathcal{G}(N, d)}{24} \right). \]

Finally we define
\[
\mathcal{G}_M(N, d) := \begin{cases} 
\mathcal{G}(N, d) & \text{if } f_i, f_j \geq 2, \\
\mathcal{M}(f) \cdot \mathcal{G}(N, d) & \text{if } f_i \geq 2 \text{ and } f_i \in \{0, 1\} \text{ for all } i \neq i, \\
\mathcal{M}(f) \cdot \prod_{i=1}^n \mathcal{G}_p(r_i, f_i) & \text{if } f_i \in \{0, 1\} \text{ for all } i,
\end{cases}
\]
where
\[
\mathcal{M}(f) := \begin{cases} 
(p_m - 1) & \text{if } f = (0, \ldots, 0, 1_m, \ldots, 1_{m-1}, 0), \\
(p_m - 1)(p_{m+1} - 1) & \text{if } f = (0, \ldots, 0, 1_m, \ldots, 1), \\
(p_m - 1) & \text{if } f = (0, \ldots, 0, 1_m, 0, \ldots, 0, 1, \ldots, 1), \\
1 & \text{else}.
\end{cases}
\]

(d) We give the following definitions related to the set of divisors of \( N \):
\begin{itemize}
  \item \( D_N^F \) is the set of all positive divisors \( d = \prod_{i=1}^n p_i^{f_i} \) of \( N \) such that \( f(d) \in F \).
  \item \( D_{Nst}^F \) is the intersection \( D_{Nst}^F \cap D_N^F \).
  \item \( D_{Nsf}^F \) is the the intersection \( D_{Nsf}^F \cap D_N^F \).
\end{itemize}

**Remark 2.7.** Notice that each \( f = (f_1, \ldots, f_s) \in F \) corresponds uniquely to a divisor \( d \) of \( N \). That is, \( f \) satisfies \( f = f(d) \) for some \( d \in D_N \). Hence, throughout the text we will use the notations \( f \) and \( f(d) \) without distinction to denote the divisor \( d = \prod_{i=1}^s p_i^{f_i} \).

**Notation 2.8.** We introduce the following notation, which is used extensively in Sections 6 and 7. Given \( N = \prod_{i=1}^s p_i^{j_i} \) and \( \{i_1, \ldots, i_k\} \subset \{1, \ldots, s\} \) a finite subset of indices, we write \( \prod_{j \neq i_1, \ldots, i_k}^s \) to denote \( \prod_{j=1, j \neq i_1, \ldots, i_k}^s \). Moreover, given \( f \in \left( \bigcup_{i,b} F_{i,b} \right) \cup F_{st} \), we write \( \prod_{j \neq f} \) to denote \( \prod_{j=1, f_j \neq 0}^s \). Likewise, we write \( \prod_{j \neq f} \) for \( \prod_{j=1, f_j = 0}^s \). The same notation is used for sums and tensor products.

**Notation 2.9.** Given a field \( k \), we denote the group \( (k^*)_{\text{tor}} \) of the torsion units in \( k \) by \( \mu(k) \). Further, given a positive integer \( m \), the group of \( m \)-th roots of unity in \( \mathbb{C} \) is denoted by \( \mu_m \).
**Notation 2.10.** We use the following standard notation for the groups of divisors of a smooth projective curve $C$ over a field $k$:

- $\text{Div}(C)$ denotes the group of divisors of the curve $C$;
- $\text{Div}^0(C)$ denotes the group of degree-zero divisors of the curve $C$;
- $k(C)$ denotes the function field of the curve $C$;
- We say that $D \in \text{Div}(C)$ is a principal divisor if $D = \text{div}(f)$ for some $f \in k(C)$;
- When working with $\text{Div}(C)$, the symbol $\sim$ denotes the linear equivalence relation on $\text{Div}(C)$. That is, we write $D_1 \sim D_2$ if and only if $D_1 - D_2$ is a principal divisor.

### 3. $J_0(N)(\mathbb{Q})_{\text{tor}}$ and the Cuspidal Subgroup

This section is divided into five parts. In the first part, we will present the subgroup $J_0(N)(\mathbb{Q})_{\text{tor}}$ and introduce the classical statement of Ogg’s Conjecture. In the second part, we will explore the rational divisor class group $C(N)$ and in the third part we will explain how this is related to the rational torsion subgroup of $J_0(N)$ through reviewing main conjectures and results over these groups. In the fourth part, we discuss eta quotients and we explain the link of these complex functions with the divisors in $C$ through reviewing main conjectures and results over these groups. In the fifth and last part, we describe a set of divisors on $X_0(N)$ that generate $C(N)$ “optimally”. The main goal of this section is to explain the relevant theoretical background that leads to the main results of this section Theorem 3.2 and Proposition 3.26. In Theorem 3.2 we explain how to compute the group structure of the rational torsion of the modular Jacobian $J_0(N)$ through divisors; more specifically, we find divisors whose linear equivalence classes generate $J_0(N)(\mathbb{Q})_{\text{tor}}$ in an optimal way and we compute their order. As usual, by the order of a divisor $D$ on $X_0(N)$ we mean the order of the linear equivalence class $[D]$ of $D$ in $J_0(N)$; i.e., the smallest $n \in \mathbb{Z}$ such that there exists a modular function $f$ in $k(X_0(N))$ with

$$\text{div}(f) = n \cdot D; \quad (3)$$

we denote the order of a divisor $D$ by $\text{order}(D)$. Furthermore, in Proposition 3.26 we find a function $f \in k(X_0(N))$ for each of the divisors $D$ constructed in Theorem 3.2, such that $\text{div}(f) = n \cdot D$, where $n$ is the order of $D$.

#### 3.1. The group $J_0(N)(\mathbb{Q})_{\text{tor}}$

Let $N$ be a positive integer and consider the congruence subgroup $\Gamma_0(N) \subseteq \text{SL}_2(\mathbb{Z})$, which consists of the matrices in $\text{SL}_2(\mathbb{Z})$ whose lower-left entry is congruent to zero modulo $N$. This group defines an action on the complex upper-half plane $\mathcal{H}$ given by

$$\gamma z = \frac{az + b}{cz + d}, \quad \text{for all } z \in \mathcal{H} \text{ and } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N). \quad (4)$$

The modular curve $X_0(N) \setminus \mathbb{C}$ is the result of compactifying the quotient $\text{SL}_2(\mathbb{Z})/\mathcal{H}$ by adding a finite number of points called **cusps**. These cusps are defined by the quotient

$$\text{Cusps}(X_0(N)) := \text{SL}_2(\mathbb{Z})/\mathbb{P}^1(\mathbb{Q}),$$

where $\mathbb{P}^1(\mathbb{Q})$ is the rational projective line and the action of $\text{SL}_2(\mathbb{Z})$ is given as in (4), extending the action on $\mathcal{H}$. Hence, we denote a representative of a cusp of $X_0(N)$ by $[\frac{a}{b}]$, with $(a, b) = 1$. Furthermore, we denote the cusp $[\frac{0}{1}]$ by $0$ and the cusp $[\frac{1}{N}]$ by $\infty$. 

Rational torsion points on $X_0(N)$ are of big interest, in particular because they parametrise elliptic curves with rational torsion. However, $X_0(N)(\mathbb{Q})$ is hard to compute straight from the modular curve. To remedy this, we can embed $X_0(N)$ into its Jacobian variety $J_0(N)$ through the Torelli map. The latter is an abelian variety, so its group of rational points is a bit easier to work with as it satisfies Mordell’s theorem. Hence, we are interested in understanding the torsion subgroup $J_0(N)(\mathbb{Q})_{\text{tor}}$ for any given $N$. The following result gives an explicit description of this group for the case of $N$ prime.

**Theorem 3.1.** Let $N \geq 5$ be a prime number. Let $n = \text{num}((N-1)/12)$ and let $\{0, \infty\}$ be the two cusps of $X_0(N)$. The cyclic group of order $n$ generated by the class of the divisor $(0) - (\infty)$ is the full torsion subgroup of $J_0(N)(\mathbb{Q})$.

This theorem was first conjectured by Ogg in 1995, [17, Conjecture 2], and proved by Mazur two years later, [16, Theorem 1]. For an arbitrary $N$, it is still not known how to compute the full group $J_0(N)(\mathbb{Q})_{\text{tor}}$, yet a number of recent articles have worked on generalising Ogg’s Conjecture. In order to write down the generalised statement as well as some advances on the topic, it is convenient to first introduce some definitions.

### 3.2. Cuspidal Subgroups.

If $\varphi : J_0(N) \cong \text{Pic}^0(X_0(N))$ is any isomorphism, we let $C_N$ be the **cuspidal subgroup of $J_0(N)$**, that is, the subgroup of $J_0(N)(\mathbb{Q})$ generated by the cusps of $X_0(N)$. In terms of divisors, by a slight abuse of notation, this can be written as

$$C_N := \{(\varphi^{-1}([D])) : [D] \in \text{Pic}^0(X_0(N))(\mathbb{Q}), \text{ D a cuspidal divisor}\},$$

where **cuspidal divisors** are those divisors of $X_0(N)$ that are only supported at the cusps of $X_0(N)$. Let $C_N(\mathbb{Q})$ denotes the subgroup of rational points of $J_0(N)$ in $C_N$, i.e.,

$$C_N(\mathbb{Q}) = \{P \in C_N : P \text{ is } \mathbb{Q}\text{-rational}\} = \{\varphi^{-1}([D]) \in C_N : \sigma(D) \sim D \text{ for all } \sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\}.$$

The subgroup $C_N(\mathbb{Q})$ is called the **rational cuspidal subgroup of $J_0(N)$**. By theorems from Manin [15, Corollary 3.6] and Drinfeld [4] we have that $C_N(\mathbb{Q}) \leq J_0(N)(\mathbb{Q})_{\text{tor}}$. Moreover, if $A_N := \text{Div}^0_{\text{cusp}}(X_0(N)) = \{D \in \text{Div}^0(X_0(N)) : D \text{ cuspidal}\}$ and $U_N := \{f \in C(X_0(N)) : \text{ div}(f) \in A_N, f \neq 0\}/\mathbb{C}^\times$, we have the short exact sequence

$$0 \to U_N \to A_N \xrightarrow{F} C_N \to 0,$$

where $F : D \mapsto [D]$. The group $U_N$ is called the group of **modular units**. Taking the group $A_N(\mathbb{Q}) = \{D \in A_N : \sigma(D) = D \forall \sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\}$ of **rational divisor class group** of $X_0(N)$. In [37], Yoo completely determines the structure of the group $C(N)$ for any $N$. In particular, he shows the following.

**Theorem 3.2 ([37, Theorem 1.5]).** Let $N$ be a positive integer. For each $d \in D_N$, there exists a divisor $Z(d) \in A_N(\mathbb{Q})$ such that

$$C(N) \cong \langle [Z(d)] : d \in D_N^0 \rangle \oplus \bigoplus_{d \in D_N^\text{red}} \langle [Z(d)] \rangle \cong \langle [Z(d)] : d \in D_N^0 \rangle \oplus \bigoplus_{d \in D_N^\text{red}} \mathbb{Z}/n(N,d)\mathbb{Z},$$

where
where $n(N, d)$ is the order of $Z(d)$.

In his paper, Yoo defines explicit divisors $Z(d)$ for each $d \in D_N$ such that Theorem 3.2 holds, and computes the orders $n(d, N)$. The description of $C(N)$ in Equation (6) becomes fully explicit when we look at $C(N)[\frac{1}{n} \infty]$ for a given prime number $l$.

**Theorem 3.3 ([37, Theorem 1.6]).** Let $N$ be a positive integer. For each $d \in D_N$, let $Z(d) \in A_N(\mathbb{Q})$ be as in Theorem 3.2. Given any prime number $l$, there exists a divisor $Y(d)$ for each $d \in D_N^{af}$ such that locally

$$[(Z(d)) : d \in D_N^{af}[\frac{1}{n} \infty]] \simeq \bigoplus_{d \in D_N^{af}} [(Y(d))].$$

Hence,

$$C(N)[\frac{1}{n} \infty] \simeq \bigoplus_{d \in D_N^{af}} [(Y(d))] \oplus \bigoplus_{d \in D_N^{sf}} [(Z(d))] \simeq \bigoplus_{d \in D_N} \mathbb{Z}/n_l(N, d)\mathbb{Z}, \quad (7)$$

where $n_l(N, d)$ is the $l$-primary part of $n(N, d)$ for $d \in D_N^{af}$, and the $l$-part of the order of $Y_l(d)$ if $d \in D_N^{sf}$, and where $Z_l(d) = (n(N, d)/n_l(N, d)) \cdot Z(d)$ and $Y_l(d) = (\text{order}(Y(d))/n_l(N, d)) \cdot Y(d)$.

The subgroup $C(N)$ will play a fundamental role in our results. However, while we can completely decompose the $l$-primary subgroup of $C(N)$ into cyclic subgroups for all primes $l$, it remains an open problem to find a global decomposition of $[(Z(d)) : d \in D_N^{af}]$, and hence of $C(N)$. Nonetheless, the decomposition in given Theorem 3.2 will be good enough for our purposes.

Next, we further develop the notion of cusps of $X_0(N)$ and establish some notation to describe $C(N)$ according to the decomposition given in Theorem 3.2.

By [37, Theorem 2.2], we can identify the set of cusps of $X_0(N)$ with

$$\left\{ \left\lfloor \frac{c}{d} \right\rfloor : d \in \mathbb{N}, d|N, (c, d) = 1 \text{ and } c \in \mathbb{Z}/(d, N/d)\mathbb{Z} \right\}, \quad (8)$$

cf. [37, Corollary 2.3]. Hence, for each cusp $\omega \in \text{cusps}(X_0(N))$ we can find a representative $\left\lfloor \frac{c}{d} \right\rfloor$ such that $d$ is a divisor of $N$. More precisely, given $\omega = \left\lfloor \frac{c}{d} \right\rfloor$ we can set $d = (b, N) > 0$ and find $c \in \mathbb{Z}$ such that $(c, d) = 1$ and $\left\lfloor \frac{c}{d} \right\rfloor = \left\lfloor \frac{c}{b} \right\rfloor$. We define $d$ as the level of the cusp $\omega$. It follows from Equation (8) that we have $\phi((d, N/d))$ cusps of level $d$.

The modular curve $X_0(N)/\mathbb{C}$ has a canonical nonsingular projective model defined over $\mathbb{Q}$. In this model, a cusp $\omega$ of level $d$ is defined over $\mathbb{Q}(\zeta_{M_d})$, where $M_d = (d, N/d)$, $\zeta_{M_d}$ is a primitive root of unity of order $M_d$, and the action of $\text{Gal}(\mathbb{Q}(\zeta_{M_d})/\mathbb{Q})$ on the set of cusps of level $d$ is transitive, cf. [37, Theorem 2.17]. Hence, if $P(N)_d$ is the cuspidal divisor given by the sum of all cusps of level $d$ in $X_0(N)$, we have that $P(N)_d$ is a rational divisor. Recall from Equation (5) that the group $C(N)$ is the image of the group $A_N(\mathbb{Q})$ in the Jacobian $J_0(N)$. By [37, Lemma 2.19], the group $A_N(\mathbb{Q})$ is generated by the classes of the divisors

$$C(N)_d := \varphi(M_d) \cdot P(N)_1 - P(N)_d.$$

We will drop the level $N$ from the notation of these divisors and just write $C_d$ and $P_d$ unless more clarity is needed. Let $S(N)_\mathbb{Q}$ be the $\mathbb{Q}$-vector space of dimension $\sigma_0(N)$, whose vectors have coordinates indexed by the divisors of $N$ in a fixed ordering, e.g. the lexicographic order. We define the standard basis elements $e(N)_d := (0, \ldots, 1_d, \ldots, 0)$, for $d$ a divisor of $N$, with 1 at the $d$-th position.
Consider the \( \mathbb{Z} \)-lattice
\[
S(N) := \left\{ \sum_{d \mid N} a_d e(N)_d : a_d \in \mathbb{Z} \right\}
\]
inside \( S(N)_\mathbb{Q} \) and its sublattice
\[
S(N)^0 := \left\{ \sum_{d \mid N} a_d e(N)_d : a_d \in \mathbb{Z}, \sum_{d \mid N} a_d \phi(M_d) = 0 \right\}.
\]
If we consider the map that sends the divisor \( P_d \) to the vector \( e(N)_d \), we get an isomorphism
\[
\Phi_N : \text{Div}_\text{cusp}(X_0(N))(\mathbb{Q}) \cong S(N). \tag{9}
\]
Notice also that, with this description, \( A_N(\mathbb{Q}) \cong S(N)^0 \). Further, for \( S(N)_\mathbb{Q} := S(N) \otimes \mathbb{Z} \mathbb{Q} \) we obtain
\[
\text{Div}_\text{cusp}(X_0(N))(\mathbb{Q}) \otimes \mathbb{Q} \cong S(N)_\mathbb{Q} = \left\{ \sum_{d \mid N} a_d e(N)_d : a_d \in \mathbb{Q} \right\}.
\]

**Remark 3.4.** Let \( N = \prod_{i=1}^r p_i^{f_i} \) be the prime decomposition of the level \( N \). Then we can identify \( S(N)_\mathbb{Q} \) with \( \bigotimes_{i=1}^s S(p_i^{f_i})_\mathbb{Q} \). If \( d \mid N \) has prime decomposition \( d = \prod_i p_i^{f_i} \), the divisor \( P(N)_d \) is identified with \( \bigotimes_i P(p_i^{f_i})_{r_i} \) by writing \( e(N)_d = \bigotimes_{i=1}^s e(p_i^{f_i})_{r_i} \), cf. [37, Lemma 2.6, Remark 2.20].

The spaces \( S(N) \) will prove to be very useful for encoding the description of cuspidal divisors on \( X_0(N) \) and doing further computations – see Section 3.4.

**3.3. Conjectures.** From the definitions in Subsection 3.2, we have the three inclusion of groups
\[
C(N) \subseteq C_N(\mathbb{Q}) \subseteq J_0(N)(\mathbb{Q})_{\text{tor}}. \tag{10}
\]

Notice that if \( N \) is a prime number then \( X_0(N) \) only has two cusps \(-0\) and \(-\infty\), which are rational points in \( X_0(N) \). Hence, \( C_N(\mathbb{Q}) = \langle [0 - \infty] \rangle \) and Theorem 3.1 states \( C_N(\mathbb{Q}) = J_0(N)(\mathbb{Q})_{\text{tor}} \). The natural generalisation of Theorem 3.1 is as follows.

**Conjecture A** (Generalised Ogg’s conjecture \(^1\)). Let \( N \) be a positive integer. Then
\[
C_N(\mathbb{Q}) = J_0(N)(\mathbb{Q})_{\text{tor}}.
\]

While the generalised Ogg’s conjecture is about the second inclusion in Equation (10), it is also an open and interesting question whether the first inclusion is also an equality. Intuitively, it would not necessarily be the case, as a divisor \( D \) might not be \( \mathbb{Q} \)-rational itself but satisfy \( \sigma(D) \sim D \) for all \( \sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \), and hence represent a rational point. However, in all the cases computed so far, it is the case that both groups are the same, which points to the following conjecture.

**Conjecture B** (Rational cuspidal groups conjecture). Let \( N \) be a positive integer. Then
\[
C_N(\mathbb{Q}) = C(N).
\]
\(^1\)This is also referred to as Stein’s Conjecture, cf. [28]
If both Conjecture A and Conjecture B would hold, we could use Theorems 3.2 and 3.3 to obtain a full description of the rational torsion of the Jacobian \( J_0(N) \). The following list outlines some of the progress made towards proving Conjectures A and B.

(a) When \( N = p^r \), the generalised Ogg’s Conjecture (Conjecture A) is true up to 6\( p \)-torsion. This is due to results of Ling [13] and Lorenzini [14].

(b) Wang-Yang [31] prove the equality of the groups \( C(N) \) and \( C_N(\mathbb{Q}) \) (Conjecture B) for all levels \( N = n^2M \), where \( M \) is squarefree and \( n \) is an integer dividing 24.

(c) When \( N \) is squarefree, then \( C_N(\mathbb{Q}) = C(N) \) (Conjecture B) and the generalised Ogg’s Conjecture (Conjecture A) is true up to 6-torsion. Furthermore, if \( 3 \nmid N \) the conjectures hold up to 2-torsion. These results were proved by Ohta [18].

As portrayed in Theorem 3.3, we can also break the study of the rational torsion of the Jacobian into its \( l \)-primary parts, where \( l \) is a prime number. In this direction, the equality
\[
C(N)[l^\infty] = J_0(N)(\mathbb{Q})_{tor}[l^\infty]
\]
(11)
is proved in the following cases:

(d) If \( N = 3p \) for a prime \( p \) such that either \( p \equiv 1 \pmod{9} \) or \( 3^{p-1} \equiv 1 \pmod{p} \), and \( l = 3 \); due to Yoo [35].

(e) If \( N \) is any positive integer and \( l \nmid 6N \prod_{p|N}(p^2 - 1) \); due to Ren [22].

(f) Recent major advances in the proof of Equation (11) are given in the next result; due to Yoo [38] and based on previous work by Otha [19].

**Theorem 3.5 ([38, Theorem 1.4]).** For any positive integer \( N \), we have
\[
C(N)[l^\infty] = J_0(N)(\mathbb{Q})_{tor}[l^\infty]
\]
for any odd prime \( l \) such that \( l^2 \) does not divide \( 3N \).

For our purposes, the most relevant results are the construction of divisors \( Z(d) \) as generators of \( C(N) \) in [37] and the partial proof of Conjectures A and B in [38]. We will see in Section 4 that to compute the full rational torsion of the generalised modular Jacobian \( J_0(N)_m \) it is important to understand the rational torsion on \( J_0(N) \), since, up to 2-torsion, \( J_0(N)_m(\mathbb{Q})_{tor} \) is given by the kernel \( \ker(\delta|_{J_0(N)(\mathbb{Q})_{tor}}) \) of a certain homomorphism \( \delta \). Since we would like to use Equation (11) whenever it is known to hold, in the main result we will work with \( \ker(\delta|_{J_0(N)(\mathbb{Q})_{tor}[l^\infty]}) \), whenever \( l \not\equiv \{p|N, 2\} \) is a prime number. In the following subsections we will follow the constructions in [37] to find the generating divisors \( Z(d) \) and understand \( C(N) \). These generators are given in Definition 3.20.

3.4. Cuspidal divisors and eta quotients. In this subsection we will see how to construct the divisors \( Z(d) \) appearing in Theorem 3.2 and how to compute the order of a given divisor \( [D] \in C(N) \). Hence, this subsection aims to explain how to approach the problem of describing the group \( C(N) \).

Recall that by the order of a divisor \( D \) on \( X_0(N) \) we mean the smallest \( n \in \mathbb{Z}_{>0} \) such that there exists a modular function \( f \) in \( \mathbb{C}(X_0(N)) \) with
\[
\text{div}(f) = n \cdot D.
\]
(12)
Notice that being able to describe the functions $f$ is central to our topic not only for computing the order of a given divisor $D$ but also for finding relations between generators: a set of divisors is linearly dependent in $J_0(N)$ if we can find a linear combination of them such that the resulting divisor is the divisor of a modular function $f \in \mathcal{K}(X_0(N))$.

If $D$ is a degree-zero cuspidal divisor, then the function $f$ in Equation (12) does not have any zeroes or poles on $\mathcal{H}$ and has the same order of vanishing at all cusps of the same level. We can construct this kind of functions using Dedekind’s eta function.

**Definition 3.6.** Let $q = e^{2\pi i z}$ with $z$ a variable on the complex upper-half plane $\mathcal{H}$. Dedekind’s eta function $\eta : \mathcal{H} \to \mathbb{C}$ is defined by

$$\eta(z) = q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1-q^n).$$

It is well known that $\Delta(z) := \eta(z)^{24}$ is a modular form of weight 12 for $\text{SL}_2(\mathbb{Z})$. Furthermore, $\eta(z)$ is a holomorphic function on $\mathcal{H} \cup \mathbb{P}^1(\mathbb{Q})$ and $\eta(z) \neq 0$ for all $z \in \mathcal{H}$. Hence, Dedekind’s eta function can only have potential zeroes at the cusps of $X_0(N)$. For a divisor $d'$ of $N$ we can define the functions $\eta_{d'}(z) := \eta(d'z)$ and $\Delta_{d'}(z) := \Delta(d'z)$, and the following result holds.

**Lemma 3.7 ([37, Lemma 3.2]).** Let $N$ be a positive integer and $d'$ a divisor of $N$. The function $\Delta_{d'}(z)$ is a modular form of weight 12 for $\Gamma_0(N)$. Moreover, if $\omega \in \text{cusps}(X_0(N))$ is a cusp of level $d$, the order of vanishing of $\Delta_{d'}(z)$ at $\omega$ is

$$a_N(d, d') := \frac{N}{(d, N/d)} \times \frac{(d, d')^2}{dd'}. \quad (13)$$

Hence, we can use the functions $\eta_{d'}(z)$ and $\Delta_{d'}(z)$ to construct modular functions on $X_0(N)$ with prescribed poles and zeroes with specific orders at cusps. This construction uses the so-called eta quotients:

**Definition 3.8.** Let $N$ be a positive integer. For each divisor $d'$ of $N$ we choose an integer $r_{d'} \in \mathbb{Z}$. A function $g_r : \mathcal{H} \to \mathbb{C}$ of the form

$$g_r = \prod_{d' \mid N} \eta_{d'}(z)^{r_{d'}}$$

is called an **eta quotient of level** $N$. If we allow the $r_{d'}$ to be an element in $\mathbb{Q}$, then the function resulting from this construction is called a **generalised eta quotient of level** $N$. These generalised eta quotients are considered as power series with rational coefficients. For a fixed $N$, we denote the set of generalised eta quotients of level $N$ by $\mathcal{E}(N)$.

Similarly to the space $S(N)$, which we use to encode cuspidal divisors, we will define spaces to encode information about eta quotients. For this, let $S'(N)$ a copy of the $\mathbb{Z}$-lattice $S(N)$ and $S'(N)_\mathbb{Q}$ be a copy of the $\mathbb{Q}$-vector space $S(N)_\mathbb{Q}$. We use the element $r = \sum_{d' \mid N} r_{d'} \cdot e(N)_{d'} \in S'(N)_\mathbb{Q}$ to denote the eta quotient $g_r = \prod_{d' \mid N} \eta_{d'}(z)^{r_{d'}}$.

With this notation and using Definition 3.8 and Lemma 3.7, we can determine when a generalised eta quotient is a modular function on $X_0(N)$ and control the divisor of this function. This is made explicit through the following two results.
Proposition 3.9 ([12, Section 3.2]). Let \( r = \sum_{d' \mid N} (r_{d'} \cdot e(N)_{d'}) \) be an element of \( S'(N)_{\mathbb{Q}} \). Consider the generalised eta quotient \( g_r = \prod_{d' \mid N} \eta_{d'}(z)^{r_{d'}} \). Then \( g_r \) is a modular function on \( X_0(N) \) if and only if all the following conditions hold:

1. for all \( d' \) we have \( r_{d'} \in \mathbb{Z} \), i.e., \( r \in S'(N) \);
2. we have \( \sum_{d' \mid N} r_{d'} \cdot d' \equiv 0 \pmod{24} \);
3. we have \( \sum_{d' \mid N} r_{d'} \cdot N/d' \equiv 0 \pmod{24} \);
4. the sum of the coefficients satisfies \( \sum_{d' \mid N} r_{d'} = 0 \);
5. we have \( \prod_{d' \mid N} (d')^{r_{d'}} \in \mathbb{Q}^2 \).

Proposition 3.10 ([12, Proposition 3.2.8]). Let \( r = \sum_{d' \mid N} r_{d'} \cdot e(N)_{d'} \in S'(N)_{\mathbb{Q}} \) and consider the function \( g_r(z) \) on the upper-half plane. With notation as in Equation (13), it holds that

\[
\text{div}(g_r) = \sum_{d \mid N} \left( \sum_{d' \mid N} \frac{a_N(d, d')}{24} \cdot r_{d'} \right) \cdot P_d.
\]

Remark 3.11. Notice from Propositions 3.9 and 3.10 that we can construct a linear map \( \Lambda(N) \) from \( S(N)_{\mathbb{Q}}' \) to \( S(N)_{\mathbb{Q}} \) such that under this map, the image of a vector \( r \in S(N)_{\mathbb{Q}}' \) with \( g_r(z) \) a modular function on \( X_0(N) \) gives the element in \( S^0(N) \) that encodes the divisor of the function \( g_r \). It follows that the representation of this map as a matrix is

\[
\Lambda(N) := \left( \frac{a_N(d, d')}{24} \right)_{d, d' \mid N} \in M_{\sigma_0(N)}(\mathbb{Q}),
\]

a square matrix indexed by the divisors of \( N \), and

\[
\text{div}(g_r) = \Phi_N^{-1}(\Lambda(N) \times (r)),
\]

where \( \Phi_N \) is the map described in Equation (9). Furthermore, the matrix \( \Lambda(N) \) is invertible (over \( \mathbb{Q} \)) – see [12, Lemma 3.2.9] or [37, Lemma 3.7]. Hence we see that, given any divisor \( D \in C(N) \), the generalised eta quotient \( g(z) \) corresponding to the vector \( r(D) := \Lambda(N)^{-1} \times \Phi_N(D) \) satisfies \( \text{div}(g) = D \). The criteria in Proposition 3.9 tell us when this function is a function on \( X_0(N) \), and hence, when \( D \) is a trivial element in \( J_0(N) \).

The following diagram summarises the information collected so far in the results of this subsection:

\[
\text{Div}_{\text{Cusp}}^0(X_0(N))(\mathbb{Q}) \xrightarrow{\Phi_N} S^0(N) \xrightarrow{\Lambda(N)^{-1}} S(N)_{\mathbb{Q}}' \xrightarrow{g} \mathcal{E}(N)
\]

\[
D = \sum a_d P_d \rightarrow \sum a_d e(N)_{d} \rightarrow r(D) = \sum r_{d'} e(N)_{d'} \rightarrow g(r(D))
\]

Here, \( g(r(D)) := g_{\Phi(D)}(z) \).

Next, we give two definitions that, together with the information collected Diagram (14), are used to compute the order of a given divisor \( D \in \Lambda_N(\mathbb{Q}) \) in \( J_0(N) \).
Definition 3.12. Let $D \in A_N(\mathbb{Q})$ and $k(N)$ as in Definition 2.3. We define the vector $V(D)$ in $S'(N)$ as $V(D) := \frac{k(N)}{24} \cdot r(D)$. In this notation, we define the greatest common divisor of the divisor $D$, denoted $\text{GCD}(D)$, as the greatest common divisor of the entries $\frac{k(N)}{24} \cdot r(D')$ of the vector $V(D)$. Finally, we define the vector $\mathbb{V}(D) = \left(\mathbb{V}(D_{d'})\right)_{d'|N}$ in $S'(N)$ as $\mathbb{V}(D) := \text{GCD}(D)^{-1} \cdot V(D)$.

Definition 3.13. Let $D \in A_N(\mathbb{Q})$. For each prime number $l$, we define

$$\text{Pw}_l(D) := \sum_{\text{ord}(d') \not\in \mathbb{Z}} \mathbb{V}(D)_{d'}.$$ 

Moreover, we let

$$h(D) := \begin{cases} 1 & \text{if } \text{Pw}_l(D) \in 2\mathbb{Z} \text{ for all primes } l, \\ 2 & \text{if } \text{Pw}_l(D) \not\in 2\mathbb{Z} \text{ for some prime } l. \end{cases}$$

Next, we introduce a well-known result based on Remark 3.11, cf. [37, Proposition 3.10, Theorem 3.13].

Theorem 3.14. Let $D$ be a rational cuspidal divisor on the modular curve $X_0(N)$. The order of $D$ is the smallest positive integer $n$ such that $g(n \cdot r(D))$ is a modular function on $X_0(N)$ and we have

$$\text{ord}(D) = \text{num} \left( \frac{k(N) \cdot h(D)}{24 \cdot \text{GCD}(D)} \right).$$

From this theorem we see that expressing the divisors $D \in A_N(\mathbb{Q})$ through their associated generalised eta quotient is very useful for describing the group $C(N)$. The full description of the proof of the computation of the order of the divisor $D$ can be found in [37, Section 3]; in the same section, the reader can find a criterion for linear independence of divisor classes that is used later to prove the results written in Equations (6) and (7). Theorem 3.14 leads to the following theorem (cf. [37, Theorem 3.15]), which will be used in Proposition 3.26 to compute the eta quotients corresponding to the divisors $Z(d)$ from Theorem 3.2.

Theorem 3.15. Let $N$ be a positive integer. Let $D \in A_N(\mathbb{Q})$. If there exist two positive integers $N_1, N_2 \geq 2$ such that $N = N_1N_2$, $(N_1, N_2) = 1$ and $\Phi_N(D) = V_1 \otimes Z V_2$ with $V_i \in S(N_i)$, we say that $D$ is defined by tensors. In this case,

$$V(D) = V(D_1) \otimes Z V(D_2) \text{ and } \mathbb{V}(D) = \mathbb{V}(D_1) \otimes Z \mathbb{V}(D_2),$$

where $D_i = \Phi_N^{-1}(V_i)$.

3.4.1. The divisors $Z(d)$. Recall from Theorem 3.2 that we can describe $C(N)$, the rational divisor class group of $X_0(N)$, by finding divisors $Z(d)$ such that $C(N) = \{[Z(d)] : d \in D_N^{\text{NS}} \otimes \left( \bigoplus_{d \in D_N^{\text{NS}}} [Z(d)] \right) \}$. In this subsection we give the explicit construction of the divisors $Z(d)$ in the case $N = p^r q^s$; the general case can be found in [37].

Let $N$ an odd prime. We aim to determine the divisors $Z(d)$ generating $C(N)$. We will do this through first constructing vectors in $S^0(p^r)$ for any odd prime $p$ dividing $N$, whose preimages under $\Phi$ correspond to the divisors $Z(d)$ generating $C(p^r)$, and later giving vectors encoding the divisors $Z(d)$ for $N = \prod_{i=1}^s p_i^{r_i}$ by means of the equality $S^0(N) = \bigotimes_{i=1}^s S^0(p_i^{r_i})$. The following vectors in $S(p^r)$ will be useful in these constructions, cf. [37, Proposition 6.14].
Definition 3.16. Let $p$ be an odd prime. For any $r \geq 1$ and any $0 \leq f \leq r$, we define $r + 1$ vectors $A_p(r, f)$ in $S(p^r)$ as follows:
\[ A_p(r, 0)_{p^k} = \begin{cases} 1 & \text{if } k = 0, \\ 0 & \text{otherwise}; \end{cases} \]

\[ A_p(r, 1)_{p^k} = p^{\max(r-2k, 0)}; \]

if \( r \geq 3 \) is odd,
\[ A_p(r, 2)_{p^k} = \begin{cases} K_p \left( \frac{r-3}{2} \right) & \text{if } k = 0, \\ K_p \left( \frac{r-1-2k}{2} \right) & \text{if } 0 < k \leq \frac{r-1}{2}, \\ 0 & \text{if } k = \frac{r+1}{2}, \\ -p \cdot K_p \left( \frac{2k-r-3}{2} \right) & \text{otherwise}; \end{cases} \]

if \( r \geq 2 \) is even,
\[ A_p(r, 2)_{p^k} = \begin{cases} K_p \left( \frac{r-2-2k}{2} \right) & \text{if } 0 \leq k < \frac{r}{2}, \\ 0 & \text{if } k = \frac{r}{2}, \\ -K_p \left( \frac{2k-r-2}{2} \right) & \text{otherwise}; \end{cases} \]

where \( K_p(j) = \sum_{i=0}^{j} p^{2i}; \)

if \( 3 \leq f = r - 2\kappa \leq r, \)
\[ A_p(r, f)_{p^k} = \begin{cases} p^\kappa & \text{if } k = 0, \\ -1 & \text{if } r - \kappa \leq k \leq r, \\ 0 & \text{otherwise}; \end{cases} \]

if \( 3 \leq f = r - 2\kappa + 1 \leq r, \)
\[ A_p(r, f)_{p^k} = \begin{cases} 1 & \text{if } 0 \leq k \leq \kappa, \\ -p^\kappa & \text{if } k = r, \\ 0 & \text{otherwise}. \end{cases} \]

In the following definition, we describe the vectors in \( S(p^r)^0 \) which correspond to the divisors generating \( C(N) \) when \( N = p^r \) for any odd prime \( p \), cf. [37, Theorem 1.6].

**Definition 3.17.** For any \( r \geq 1 \) and \( 0 \leq f \leq r \) we further define \( r \) vectors \( B_p(r, f) \) in \( S(p^r)^0 \), as follows:
\[ B_p(r, 1) = p^{r-1} (p + 1)A_p(r, 0) - A_p(r, 1); \]

otherwise
\[ B_p(r, f) = A_p(r, f). \]

Now we use the vectors in Definition 3.16 together with Remark 3.4 to produce vectors in \( S(N)^0 \). These will be the vectors encoding the divisors that generate \( C(N) \).

**Definition 3.18.** For \( N = \prod_{i=1}^{s} p_i^{r_i} \) and a fixed prime \( l \), we take the ordering \( p < q \) on the set \( \{ p \ \text{prime} : \ p | N \} \) fixed in Definition 2.6. Given a divisor \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N \), we define the vectors
\[ Z(d) := \begin{cases} \otimes_{i=1}^{s} A_p(r_i, f_i) & \text{if } d \in D_N^{\text{nsf}}, \\ \otimes_{i=1, i \neq m}^{s} A_p(r_i, f_i) \otimes B_p(m, f_m) & \text{if } d \in D_N^{\text{sf}}. \end{cases} \]
We now give an example of these constructions.

**Example 3.19.** For \( N = 5 \cdot 7^2 \) and assuming that for a given \( l \) we have the ordering \( 5 < 7 \), the vectors \( Z(d) \) defined in Definition 3.18 are

- \( Z(5) = (1, -1, 0, 0, \ldots, 0) = (1, -1, 0, 0, \ldots, 0, 0, 0, 0); \)
- \( Z(7) = (1, 0, 0, 0, \ldots, 0) = (7, 0, 0, 0, \ldots, 0, -1, 0, 0); \)
- \( Z(5 \cdot 7) = (1, -1, 0, 0, \ldots, 0) = (7, 0, 0, 0, \ldots, 0, 0, 0, 0); \)
- \( Z(5 \cdot 7^2) = (1, 0, 0, 0, \ldots, 0) = (7, 0, 0, 0, \ldots, 0, 0, 0, 0); \)
- \( Z(5 \cdot 7^3) = (1, -1, 0, 0, \ldots, 0) = (7, 0, 0, 0, \ldots, 0, 0, 0, 0). \)

**Definition 3.20.** With notation as in Definition 3.18, for any \( d \in D_N \) we define the divisor

\[ Z(d) := \Phi_N^{-1}(Z(d)) \in \text{Div}^0_{\text{cusp}}(X_0(N))(\mathbb{Q}). \]

Furthermore, we denote the order of the divisor \( Z(d) \) by \( n_d \).

The proof of Theorem 3.2 relies on the definition of the divisors \( Z(d) \). In [37], the author proves that these divisors generate \( C(N) \) and he develops criteria to determine if a set of divisors in \( C(N) \) is linear independent and uses these to conclude that \( \{ Z(d) \} : d \in D_N \) is \( \{ Z(d) \} : d \in D_N^{\text{sf}} \oplus \bigoplus_{d \in D_N^0} \{ Z(d) \} \). Furthermore, using Theorem 3.14 we can compute the order of each \( Z(d) \). Theorem 3.2 is one of the key results for the proof of Theorem A.

Next, we give vectors in \( S'(p^r) \) that are going to be useful to compute \( r(Z(d)) \) in Proposition 3.26.

**Definition 3.21 ([37, Definition 6.15]).** Let \( p \) be an odd prime number and \( r \) a positive integer. For any \( 0 \leq f \leq r \) we define

\[
\mathbb{A}_p(r, f) := \begin{cases} 
(p_1, -1_p, 0, \ldots, 0) & \text{if } f = 0, \\
(1, 0, \ldots, 0) & \text{if } f = 1, \\
(1, 0, \ldots, 0, -1_p) & \text{if } f = 2 \text{ and } r \in 2\mathbb{Z}, \\
(0, 1_p, 0, \ldots, 0, -1_p) & \text{if } f = 2 \text{ and } r \notin 2\mathbb{Z}, \\
(p_1, -1_p, 0, \ldots, 0, 1_p^{-r-k}, -p_1^{-r-k}, 0, \ldots, 0) & \text{if } 3 \leq f = r - 2k \leq r, \\
(0, 0, \ldots, 0, p_1^{-r-k}, 0, \ldots, 0, 1_p^{-r-k}, -p_1^{-r-k}) & \text{if } 3 \leq f = r - 2k + 1 \leq r - 1.
\end{cases}
\]

Further, for \( 1 \leq f \leq r \) we define

\[
\mathbb{B}_p(r, f) := \begin{cases} 
(1, -1_p, 0, \ldots, 0) & \text{if } f = 1, \\
\mathbb{A}_p(r, f) & \text{otherwise}.
\end{cases}
\]

**Definition 3.22.** Let \( p \) be an odd prime number and \( r \) a positive integer. We define the linear map \( \Upsilon(p^r) : S^0(N) \to S(N)_Q^0 \) by

\[
\Upsilon(p^r) := \frac{k(p^r)}{24} \Lambda^{-1}(p^r).
\]

We use the same notation, \( \Upsilon(p^r) \), for the representation of this linear map as a matrix in \( \text{SL}_2(\mathbb{Z}) \).
Lemma 3.23 ([37, Lemma 6.16]). Let $p$ be an odd prime number and $r$ a positive integer. For any $0 \leq f \leq r$, we have

$$\Upsilon(p^{f}) \times A_p(r, f) = g_p(r, f) \cdot A_p(r, f);$$

and for any $1 \leq f \leq r$, we get

$$\Upsilon(p^{f}) \times B_p(r, f) = \begin{cases} p^{r-1}(p+1) \cdot B_p(r, f) & \text{if } f = 1, \\ g_p(r, f) \cdot B_p(r, f) & \text{otherwise}; \end{cases}$$

where

$$g_p(r, f) := \begin{cases} 1 & \text{if } f = 0, \\ p^{r-1}(p^2 - 1) & \text{if } f = 1, \\ p^\kappa & \text{if } 2 \leq f \leq r. \end{cases}$$

See Definition 2.6 for the definition of $\kappa$.

Recall that, given $d = \prod_{i=1}^{s} p_i^{r_i} \in D_N$ and $f = f(d)$, from Theorem 3.15 we have that

$$\Upsilon(Z(d)) = \begin{cases} \bigotimes_{i=1}^{s} \Upsilon(A_{p_i}(r_i, f_i)) & \text{if } d \in D_N^{\text{ref}}, \\ \bigotimes_{i=1, j \neq m(f)}^{s} \Upsilon(A_{p_i}(r_i, f_i)) \otimes \Upsilon(B_{p_m(f)}(r_m(f), 1)) & \text{if } d \in D_N^{d}. \end{cases}$$

Hence, by using Definitions 3.22 and 3.21, Lemma 3.23 and by the fact that the order of $Z(d)$ is given by $n_d$ as in Definition 2.6, we obtain

$$n_{N, d} \cdot \Lambda^{-1}(Z(d)) = \begin{cases} \bigotimes_{i=1}^{s} A_{p_i}(r_i, f_i) & \text{if } d \in D_N^{\text{ref}}, \\ \bigotimes_{i=1, j \neq m(f)}^{s} A_{p_i}(r_i, f_i) \otimes B_{p_m(f)}(r_m(f), 1) & \text{if } d \in D_N^{d}. \end{cases} \quad (15)$$

**Definition 3.24.** Let $N = \prod_{i=1}^{s} p_i^{r_i}$ be an odd positive integer. For any divisor $d \in D_N$ of $N$, let $Z(d)$ be the divisor described in Definition 3.20, whose order is $n_d = n(N, d)$, where $n(N, d)$ is defined in Definition 2.6. We define the eta quotient $h_d(z)$ by

$$h_d(z) := g(r(n(N, d) \cdot Z(d)))$$

where $r$ and $g$ are as in Remark 3.11. By Theorem 3.14, this is a modular function on $X_0(N)$.

In order to describe the eta quotients that the vectors in Equation (15) encode, which we will do in Proposition 3.26, we introduce the following notation.

**Definition 3.25.** Let $N = \prod_{i=1}^{s} p_i^{r_i}$ be odd. Suppose $d \in D_N$ and $f = f(d) = (f_1, \ldots, f_s)$. We define the set $I(d)$ of tuples of indices as

$$I(d) := \prod_{i=1}^{s} I(f_i)$$

where $I(f_i) := \{0, 1\}$ if $f_i \neq 1, 2$, and $I(f_i) := \{0\}$ else. Similarly, the set $I'(d)$ is defined as

$$I'(d) := \prod_{i=1}^{s} I'(f_i)$$
where \( I'(f)_i := \{0,1\} \) if \( f_i \neq 0,1 \) or \( i = m(f) \), and \( I'(f)_i := \{0\} \) otherwise. If \( t = (t_1, \ldots, t_s) \in I(d) \) and \( t' = (t'_1, \ldots, t'_s) \in I'(d) \) we further define the map

\[
\tau : I(d) \times I'(d) \rightarrow \mathbb{Z}^s
\]
given by \( \tau(t, t') = (\tau_i(t, t'))_i \), where each \( \tau_i \) is defined as follows. If \( f_i > 2 \) we have

\[
\tau_i(t, t') := \begin{cases} 
I(t_i(1 - t'_i)(r_i - \kappa_i) + (1 - t_i)((1 - t'_i)(r_i - \kappa_i - 1) + t'_i)) & \text{if } r_i - f_i \in 2\mathbb{Z} \\
I(t_i((1 - t'_i)\kappa_i + t'_i r_i) + (1 - t_i)((1 - t'_i)(r_i - 1) + t'_i(\kappa + 1))) & \text{if } r_i - f_i \notin 2\mathbb{Z}
\end{cases}
\]

recall \( \kappa_i := \left\lfloor \frac{r_i - f_i + 1}{2} \right\rfloor \); if \( f_i = 2 \), we have

\[
\tau_i(t, t') := \begin{cases} 
t'_i r_i & \text{if } r_i \text{ even}, \\
t'_i(r_i - 1) + 1 & \text{if } r_i \text{ odd};
\end{cases}
\]

if \( f \in F_{sf} \) and \( i = m(f) \), we have

\[
\tau_i(t, t') := t'_i;
\]

if \( f \in F_{sf} \) and \( f_i = 1 \) with \( i \neq m(f) \), or \( f \notin F_{sf} \) and \( f_i = 1 \), we have

\[
\tau_i(t, t') := 0;
\]

and for \( i \) with \( f_i = 0 \),

\[
\tau_i(t, t') := 1 - t_i.
\]

The following result explicitly describes \( h_d(z) \) for all \( d \in D_N \). The importance of these computations will become clear in Lemma 4.1; in particular, we will need to compute the leading Fourier coefficients of these eta quotients, which is done in Proposition 5.6.

**Proposition 3.26.** Let \( N = \prod_{i=1}^s p_i^{\tau_i} \) be an odd positive integer. For any divisor \( d = \prod_{i=1}^s p_i^{\tau_i} \in D_N \) of \( N \), let \( h_d(z) \) be the modular function on \( X_0(N) \) described in Definition 3.24. Then \( h_d(z) \) is the eta quotient given by

\[
\left( \prod_{\ell \in \mathbb{I}(d)} \prod_{t \in I'(d)} \left( \eta(\prod_i p_i^{\tau_i} t_i, t'_i) z) \right)^{\varepsilon(t,t')} \right)^{\beta(d)},
\]

where

\[
\beta(d) = \begin{cases} 
B(p_1) & \text{if } d = p_1 \cdots p_s \\
B_3(p_1) & \text{if } N = 3M \text{ with } 3 \nmid M \text{ and } d = (p_1 \cdots p_s)/3, \\
1 & \text{otherwise;}
\end{cases}
\]

where \( B \) and \( B_3 \) are given in Definition 2.2; and

\[
\varepsilon(t, t') := \begin{cases} 
+\prod_i p_i^{\tau_i} & \text{if } \sum_{i, f_i = 0} (1 - t_i) + \sum_{i, f_i \neq 0} t'_i \text{ is even}, \\
-\prod_i p_i^{\tau_i} & \text{if } \sum_{i, f_i = 0} (1 - t_i) + \sum_{i, f_i \neq 0} t'_i \text{ is odd.}
\end{cases}
\]
Proof. The statement follows from Lemma 3.23 and Equation (15), which together give an explicit description of \( \Lambda^{-1}(Z(d)) \in S(N) \) for any \( d \in D_N \). We write down the proof for the case \( 3 \nmid N \) as the proof for \( 3|N \) is analogous to the one given, and thus omitted here. If \( 3 \nmid N \), then \( n(N, d) = \frac{g(N, d)}{24} \) for all \( d \neq p_1 \cdot \ldots \cdot p_s \). This follows from the fact that \((p^2 - 1) \equiv 0 \pmod{24}\) for any prime \( p \neq 3 \). Thus, given \( d \in D_{N}^{sf} \), we have

\[
\sum_{d \in D_{N}^{sf}} \frac{g(N, d)}{24} = \prod_{i=1}^{s} g(N, d) = \beta(d),
\]

where \( g(N, d) \) is defined as

\[
g(N, d) := \begin{cases} 
\prod_{i=1}^{s} g_{p_i}(r_i, f_i) & \text{if } f(d) \in F_{N}^{sf}, \\
\prod_{i=1, i \neq m}^{s} g_{p_i}(r_i, f_i) & \text{if } f(d) \in F_{N}^{sf}.
\end{cases}
\]

In particular, the entries of the tuples \( \Lambda_p(r, f) \) and \( \mathbb{B}_p(r, f) \) given in Definition 3.24 describe the exponents of the factors \( \eta(d')z \) in \( h_d(z) \) up to a factor \( \beta(d) \). Any zero \( P^d_i \)-entry in \( \Lambda_p(r_i, f_i) \) or \( \mathbb{B}_p(r_i, f_i) \) leads to the exponent of \( \eta(d')z \) being equal to zero for any \( d' \) divisible by \( P^d_i \) but not by a higher power of \( p_i \). Hence, for our computation we are only interested in the non-zero entries. Notice that the tuples \( \Lambda_p(r, f) \) and \( \mathbb{B}_p(r, f) \) given in Definition 3.24, each have 1, 2 or 4 non-zero entries, and those take values in \{\pm 1, \pm p\}. Hence, we define two parameters to characterize our non-zero entries: \( t \) for entries with the same absolute value, and \( t' \) for the sign. That is, given \( t \) in \( I(d) \), the value of \( t \) points to those entries in \( \Lambda_p(r_i, f_i) \) or \( \mathbb{B}_p(r_i, f_i) \) with either absolute value 1 or absolute value \( p_i \); similarly, given \( t' \) in \( I'(d) \), the value of \( t' \) chooses for the sign or \(-\) of the entry in \( \Lambda_p(r_i, f_i) \) or \( \mathbb{B}_p(r_i, f_i) \). Notice that in the case where \( f_i = 0 \) we parameterize both properties (absolute value and sign) only with the variable \( t \), as the tuple \( \Lambda_p(r_i, f_i) \) has then exactly two non-zero entries: one with value \( p \) and another one with value \(-\). So given both a \( t \) and a \( t' \), we can obtain a unique non-zero entry of \( \Lambda_p(r_i, f_i) \) or \( \mathbb{B}_p(r_i, f_i) \). We encode the labelling of these entries for all \( i \) through \( \tau(t, t') \) and similarly, \( \varepsilon(t, t') \) encodes the value of the entry. More specifically, we have

\[
\tau(n(N, d) \cdot Z(d)) = \sum_{t \in I(d)} \sum_{t' \in I'(d)} \varepsilon(t, t') \cdot \tau(N, d', t, t')
\]

where \( d'(t, t') = \prod_{i}^{s} P_i^{\tau(t, t')} \), which shows our result. \( \square \)

We illustrate the construction in Propositions 3.26 with an example.

Example 3.27. Take \( N = pq^3 \) with \( p < q \) distinct primes. Consider \( d = p \). Hence, \( f_p = 1 \) with \( p_{m(f)} = p \), and \( f_q = 0 \). Then we have

\[
I(d) = \{0\}_p \times \{0, 1\}_q \text{ and } I'(d) = \{0, 1\}_p \times \{0\}_q.
\]

Thus we have \( I(d) = \{(0, 0), (0, 1)\} \) and \( I'(d) = \{(0, 0), (1, 0)\} \). Take \( t = (0, 0) \) and \( t' = (0, 0) \). By definition we have

\[
\tau(t, t') = (\tau_p(0, 0), \tau_q(0, 0)) = (0, 1_q)
\]

and

\[
\varepsilon(t, t') = -1.
\]

Likewise, we can compute \( \tau(t, t') \) and \( \varepsilon(t, t') \) for the rest of pairs \((t, t') \in I(d) \times I'(d) \); we obtain

- if \( t = (0, 0) \) and \( t' = (1, 0) \), \( \tau(t, t') = (1_p, 1_q) \) and \( \varepsilon(t, t') = 1 \);
- if \( t = (0, 1) \) and \( t' = (0, 0) \), \( \tau(t, t') = (0_p, 0_q) \) and \( \varepsilon(t, t') = q \);
- if \( t = (0, 1) \) and \( t' = (1, 0) \), \( \tau(t, t') = (1_p, 0_q) \) and \( \varepsilon(t, t') = -q \).
Moreover $\beta(d) = 1$, thus we can compute

$$h_p(z) = \frac{\eta(pq \cdot z)\eta(z)^q}{\eta(q \cdot z)\eta(p \cdot z)^q}.$$  

4. The Generalised Jacobians $J_0(N)_m$

Generalised Jacobians – as defined by Rosenlicht [25] and Serre [27] – provide a generalisation of the usual Jacobian suitable for curves with singularities at specific points – i.e., for ramified coverings. If $C$ is a smooth projective curve and $m = \sum_{P \in C} a_P P \in \text{Div}(C)$ is a modulus (that is, an effective divisor), we consider the curve $C_m$ that results after the identification of all the points in $m$. The generalised Jacobian $J(C_m)$ is the group of invertible line bundles on the singular curve $C_m$. It is an abelian variety which is the extension of the usual Jacobian variety $J(C)$ by a commutative affine algebraic group.

Following the interest in the rational torsion of the modular Jacobian arising from the statements in the generalised Ogg’s conjecture – see Conjecture A – and Conjecture B, recent works by Yamazaki-Yang [33] and Wei-Yamazaki [32] consider similar questions for the generalised Jacobian of the curve $X_0(N)$ with modulus given by the sum of the cusps of the modular curve. In the present article, we are going to work with the same set-up and from now on we will fix a prime number $l$ and an odd positive number $N = \prod_{i=1}^{\ell} p_i^{r_i}$ whose prime decomposition is ordered according to Assumption 2.6 and with respect to the fixed prime $l$. Hence, recall that we take $C = X_0(N)$ and $m = \sum_{P \in \text{Cusps}(X_0(N))} a_P P$. As in Section 3.2, for each $d' | N$ we define $P_{d'}$ as the divisor in $\text{Div}(X_0(N))$ given by the sum of all the level-$d'$ cusps of $X_0(N)/C$. Recall that the action of $\text{Gal}(\mathbb{Q}(\zeta_{M_{d'}})/\mathbb{Q})$ is transitive on the set of cusps of level $d'$, cf. [37, Theorem 2.17]. Hence, $\sigma(P_{d'}) = P_{d''}$ for all $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_{M_{d'}})/\mathbb{Q})$ and so $P_{d''} \in J_0(N)(\mathbb{Q})$ is a rational point in $X_0(N)$. Moreover, we denote the residue field of the point $P_{d''}$ by $\mathbb{Q}(P_{d'})$. We will denote the generalised modular Jacobian with respect to the modulus $m$ by $J_0(N)_m$; it is the extension of $J_0(N)$ by a commutative affine algebraic group; namely, there is a short exact sequence

$$0 \to L_m \to J_0(N)_m \to J_0(N) \to 0,$$

where $L_m$ is given by the quotient

$$0 \to \mathbb{G}_m \to \prod_{d' | N} \text{Res}_{\mathbb{Q}(P_{d'})/\mathbb{Q}\mathbb{G}_m} L_m \to 0.$$  

We can apply the functor $H^1(\mathbb{Q},-)\rightarrow$ to the short exact sequence in (17) and get the following exact sequence:

$$0 \to \bigoplus_{d' \mid N, d' \neq N} \mathbb{Q}(P_{d'})^\times \to J_0(N)_m(\mathbb{Q}) \to J_0(N)(\mathbb{Q}) \to 0.  \tag{18}$$

Applying the left-exact functor $\text{Hom}(\mathbb{Q}/\mathbb{Z},-)\rightarrow$ to the short exact sequence in Equation (18), we obtain the exact sequence

$$0 \to \bigoplus_{d' \mid N, d' \neq N} (\mathbb{Q}(P_{d'})^\text{tor})^\times \to J_0(N)_m(\mathbb{Q})^\text{tor} \to J_0(N)(\mathbb{Q})^\text{tor} \xrightarrow{\delta} \bigoplus_{d' \mid N, d' \neq N} \mathbb{Q}(P_{d'})^\times \otimes \mathbb{Q}/\mathbb{Z},  \tag{19}$$
where the connecting map \( \delta \) is a group homomorphism. In their papers, Yamazaki-Yang and Wei-Yamazaki determine the structure of \( J_0(N)_m(\mathbb{Q})_{\text{tor}} \) for \( N \) a power of a prime and squarefree, respectively, by using known cases of the generalised Ogg’s Conjecture and computing the kernel of the group homomorphism \( \delta \) when restricted to \( C_N(\mathbb{Q}) \).

The key lemma in both papers – and also central to our paper – is Lemma 2.3.1 in [33], which we present here.

**Lemma 4.1 ([33, Lemma 2.3.1]).** Let \( D = \sum_{d|N} a_d \cdot P_d \in \text{Div}^0(X_0(N)) \) be a degree-zero divisor supported on \( m \) such that \([D] \in J_0(N)(\mathbb{Q})_{\text{tor}} \). Let \( n \in \mathbb{Z}_{>0} \) so that \( n \cdot [D] = 0 \), i.e., so that there exists \( f \in \mathbb{Q}(X_0(N)) \) such that \( \text{div}(f) = n \cdot D \). We have

\[
\delta([D]) = \left( \left( \frac{f}{t_{P_d}^{na_d}} \right)(P_d) \left( \frac{t_{P_d}^{na_d}}{f} \right)(P_d') \right)_{d|N,d'\neq N} \otimes 1 \in \bigoplus_{d|N,d'\neq N} \mathbb{Q}(P_d')\mathbb{Q} / \mathbb{Z},
\]

where \( t_{P_d} \) is a uniformiser of \( D \) at a cusp of level \( d' \). Notice that this description does not depend on the choice of \( f \) nor on that of \( t_{P_d} \).

Our strategy follows that of Yamazaki-Yang and Wei-Yamazaki: in the case \( N = p^r q^s \), we compute the \( l \)-primary part of the kernel of \( \delta \) for \( l \) any odd number such that \( l^2 \nmid 3N \). The main tool – and reason – for this are the results in Theorem 3.5; namely, given a positive integer \( N \) we have

\[
C(N)[l^\infty] = J_0(N)(\mathbb{Q})_{\text{tor}}[l^\infty]
\]

for any odd prime \( l \) such that \( l^2 \) does not divide \( 3N \). This is one of the proven cases of the generalised Ogg’s conjecture and it allows us to use the divisors constructed in the previous section for our purposes.

We know from Theorem 3.2 that

\[
C(N) \simeq \langle [Z(d)] : d \in D_N^{\text{inf}} \rangle \oplus \bigoplus_{d \in D_N^{\text{inf}}} \langle [Z(d)] \rangle.
\]

Therefore, the image of \( C(N) \) under the homomorphism \( \delta \) satisfies

\[
\text{im}(\delta) \simeq \langle \delta([Z(d)]) : d \in D_N \rangle.
\]

(20)

Notice from the description obtained in Lemma 4.1 that to compute \( \delta([Z(d)]) \) for each \( d \in D_N \), it is sufficient to compute \( \left( \frac{h_d}{t_{P_{d'}}^{na_{d'}}} \right)(P_{d'}) \) for each \( d' \) dividing \( N \), i.e., the leading Fourier coefficient of the modular function \( h_d(z) \) at \( P_{d'} \). After base change to \( \mathbb{C} \), these Fourier coefficients can be computed, as they are given by the Fourier coefficients of the functions at the \( \mathbb{C} \)-valued points of each \( P_{d'} \). However, since cusps of the same level are Galois conjugate, it will be sufficient to pick a cusp \( Q_{d'} \) on \( X_0(N) \) for each level \( d' \) and compute the leading Fourier coefficient of \( h_d(z) \) at each \( Q_{d'} \); this will be carried out in Section 5, and more precisely in Proposition 5.6. Furthermore, since \( \delta \) is, a homomorphism of abelian groups, from Theorem 3.5 we have

\[
\ker(\delta|_{J_0(N)(\mathbb{Q})_{\text{tor}}[l^\infty]}) = \ker(\delta|_{C_N}[l^\infty]) = \ker(\delta|_{C(N)}[l^\infty])
\]

(21)
for $l$ an odd prime such that $l^2 \mid 3N$ – that is $l \neq 2$ and possibly $l \neq p$ for primes $p$ dividing $N$. This means that we can conduct our computations by first looking into $\ker(\delta|_{C(N)})$ using Equation (20), and then look into its $l$-primary part for any $l$. As a result of this process, we obtain the main result of this paper.

**Theorem 4.2.** Let $N$ be an odd number. Consider the set $D^F_N$ of divisors $d$ of $N$ divisible by at least two distinct primes. Then for any odd prime $l$ with $l^2$ not dividing $3N$ and for any $d \in D^F_N$ there exists a degree-0 cuspidal divisor $E(d)$ such that

$$J_0(N)_m(\mathbb{Q})_\text{tor}[l^\infty] = \bigoplus_{d \in D^F_N} ([E(d)])[l^\infty] \cong \bigoplus_{d \in D^F_N} \mathbb{Z}/l^{\text{val}(e(N,d))}\mathbb{Z},$$

where $e(N,d) = \text{order}(E(d))$ equals the numerator of the quantity $\frac{G_M(N,d)}{24}$ when written in lowest terms. The integer $G_M(N,d)$ is given in Definition 2.6(c).

**Proof.** In the following sections we prove this theorem in parts. More precisely, in Section 5 we describe the image of $C(N)$ under the homomorphism $\delta$ using the divisors $Z(d)$ and Theorem 3.2 – see Proposition 5.6. Next, in Section 6 we construct a set of degree-0 rational cuspidal divisors $\{D(f)\}_{f \in F}$ in the kernel of the map $\delta$ and using the results in Section 5 we show that they generate the kernel of $\delta|_{C(N)}$ – see Theorem 6.7. Finally, in Section 7 we find a cyclic decomposition of the $l$-primary parts of $\delta|_{C(N)}$. In particular, we construct yet another set of divisors $\{E(f)\}_{f \in F}$ such that $\langle\{[D(f)] : f \in F\}\rangle \otimes \mathbb{Z}_l = \bigoplus_{f \in F}[E(f)]\otimes \mathbb{Z}_l$ – see Lemmas 7.8 and 7.16 – and we compute the $l$-adic valuation of the order of the divisors $E(f)$ – see Proposition 7.17. Using Theorem 3.5 we can identify $\ker(\delta|_{J_0(N)(\mathbb{Q})_\text{tor}}[l^\infty]) = \ker(\delta|_{C(N)})[l^\infty]$; therefore, the proof of the theorem follows from the description of $\ker(\delta|_{C(N)})[l^\infty]$ in Theorem 6.7 and Lemma 7.8, and the description of $J_0(N)_m(\mathbb{Q})_\text{tor}$ given in the exact sequence in Equation (19).

In [33, Proposition 1.3.2], Yamazaki–Yang show that whenever $p$ and $q$ are both congruent to 1 modulo 12, then $J_0(pq)_m(\mathbb{Q})_\text{tor} = \mathbb{Z}/(p-1)(q-1)\mathbb{Z}$; and Wei-Yamazaki in [32, Theorem 1.2.3] extend their results by showing that for any odd $N = \prod_{i=1}^{s} p_i$ we have $J_0(N)_m(\mathbb{Q})_\text{tor} = \bigoplus_{f \in F_d} \mathbb{Z}/\left(\prod_{i=1}^{s} (p_i - 1)(p_i + 1)1^{1-f_i} \prod_{i=1}^{s} (p_i - 1)(p_i + 1)2^{1-1-s-2}\right)$. The equality $\prod_{f \in F_d} \mathcal{M}(f) = \prod_{i=1}^{s} (p_i - 1)^{s-1}$ follows from the definition of $\mathcal{M}(N,f)$ in Definition 2.6 by employing a counting argument in each of the cases. Thus, our results in Theorem 4.2 coincide with both computations when $N$ is squarefree and give an explicit description of $J_0(N)_m(\mathbb{Q})_\text{tor}[l^\infty]$ for $l$ not 2 nor $l^2 | 3N$. 


For $N = \prod_{i} p_i^{r_i}$ divisible by two distinct primes, the results in Theorem 4.2 show that – away from 2-
primary torsion and $l$-primary torsion for $l^2$ dividing $N - J_0(N)_m(\mathbb{Q})_{\text{tor}}[l^\infty]$ increases (linearly) with each $r_i$. This results contrasts with the case of $N = p^r$ computed in [33, Theorem 1.1.3], where one has that the rational torsion of $J_0(p^r)_m$ is trivial up to 2-torsion and $p$-torsion for any $r$. Hence, the case $N = \prod_{i=1}^s p_i^{r_i}$ resembles more the situation of squarefree level computed in [32, Theorem 1.2.3], as in both cases the size of $J_0(N)_m(\mathbb{Q})_{\text{tor}} -$ up to 2-primary torsion and 3-primary torsion – increases (exponentially) with $s$ and (linearly) with each $p_i$. This is, again, different from the situation in the prime-power case, where we have that $J_0(p^r)_m$ is trivial up to 2-torsion and $p$-torsion for any $p$ [33, Theorem 1.1.3].

The changes observed in the torsion of the generalised Jacobian diverge from the study of the usual Jacobian, where the behaviour of $J_0(N)(\mathbb{Q})_{\text{tor}}$ is more even throughout the different types of level. The size of $J_0(N)(\mathbb{Q})_{\text{tor}}[l^\infty]$ for $N = \prod_{i=1}^s p_i$ squarefree and $l \neq 2, 3$, increases linearly with each prime $p_i$ and (exponentially) with $s$ – see [18]; for $N = p^r$ and $l \neq 2, p$, it also increases linearly with $p$ and $r$ – see [14] or [37] –; and for $N = \prod_{i=1}^s p_i^{r_i}$ and $l \neq 2, p_i$, it increases (linearly) with each $p_i$, $r_i$ and (exponentially) with $s$ – see [38, Theorem 1.7].

Furthermore, the results in [33], [32] and Theorem 4.2 point towards the idea that the size of the rational torsion of $J_0(N)$ is always bigger than that of $J_0(N)_m$. For squarefree level $N = \prod_{i=1}^s p_i$ up to 2-primary torsion and 3-primary torsion, $J_0(N)(\mathbb{Q})_{\text{tor}}$ is given by the product of $2^s - 1$ cyclic subgroups, while of $J_0(N)_m(\mathbb{Q})_{\text{tor}}$ is isomorphic to the product of $2^s - (s + 1)$ of those cyclic subgroups. For prime-power levels $N = p^r$, up to 2-primary torsion and $p$-primary torsion, $J_0(p^r)(\mathbb{Q})_{\text{tor}}$ is given by the product of $2r - 1$ cyclic groups, while the rational torsion of $J_0(N)_m$ is trivial up to 2-primary torsion and $p$-primary torsion. For odd level $N = \prod_{i=1}^s p_i$, the group $J_0(N)(\mathbb{Q})_{\text{tor}}[l^\infty]$ is given by the product of $(\prod_{i=1}^s (r_i + 1) - 1)$ cyclic groups – see [37, Theorem 1.7] –, while $J_0(N)_m(\mathbb{Q})_{\text{tor}}[l^\infty]$ is the product of $\prod_{i=1}^s r_i$ subgroups of those cyclic groups.

5. The image of the map $\delta$

In this section we compute the image of $C(N)$ under the connecting map $\delta$. In order to do so, we first generalise [33, Proposition 6.1.1] in Lemma 5.5 and give the main result in Proposition 5.6. Recall from Theorem 3.2 that $C(N) = \langle [Z(d)] : d \in D_N^d \rangle \oplus \bigoplus_{d \in D_N^d}(\langle [Z(d)] \rangle)$, where the divisors $Z(d)$ are as described in Definition 3.20. Recall also that we fix an odd prime $l$ and $N = \prod_{i=1}^s p_i^{r_i}$ odd, where the primes $p_i$ are labeled according to Assumption 2.6 with respect to $l$.

Recall from previous sections that for each divisor $d'$ of $N$ we regard $P_{d'}$ as the divisor given by the sum of all the cusps of level $d'$ and that to compute the image of the homomorphism $\delta$ we need to compute the leading Fourier coefficient at each $P_{d'} \in X_0(N)(\mathbb{Q})$ of the eta quotient $h_d(z)$ associated to the divisor $Z(d)$ for each $d \in D_N$. On the other hand, recall that the Fourier coefficients of a modular function $f(z)$ at $P_{d'}$ lie in the residue field $\mathbb{Q}(P_{d'})$. For a suitable choice of model of the modular curve the latter is equal to $\mathbb{Q}(Q_{d'})$, the field of definition of the cusp $Q_{d'}$ under the geometric point $P_{d'}$, which is given by the cyclotomic extension $\mathbb{Q}(Q_{d'}) = \mathbb{Q}(\zeta_{M_{d'}})$ with $M_{d'} = (d', N/d')$. Moreover, cusps of the same level are Galois conjugates, hence, so are the Fourier coefficients at these cusps, so we only need pick one $Q_{d'} \in \text{Cusps}(X_0(N))(\mathbb{C})$ for each level $d'$ and compute the Fourier coefficients at these chosen points. In our case, for each divisor $d'$ of $N$ we choose the cusp $Q_{d'} = \frac{-1}{d'^2}$. To do so, first we need to choose a uniformiser at each cusp $Q_{d'}$. Namely, given a reduced
fraction $\omega = -\frac{a}{c} \in \mathbb{Q}$, we can take a matrix $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2$ such that $\gamma \infty = \omega$, and choose the minimal $h \in \mathbb{N}_{>0}$ such that the matrix $\begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix}$ lies in $\gamma^{-1} \Gamma_0(N) \gamma$. With this notation, $e^{2\pi i \nu^{-1} z/h}$ is a uniformiser at the cusp $[\omega]$; see [3, p. 16] for a complete argument. With this choice of uniformiser, the Fourier expansion of a modular function $f(z)$ at the cusp $[\omega]$ is given by the expansion at infinity of $f(z)|\gamma = f(\gamma z)$. This can be observed in the following result (cf. [9, Proposition 2.1]), which will be used in Proposition 5.6 to compute the Fourier coefficient of $h_d(z)$ at $Q_{d'}$.

**Proposition 5.1.** For $k \in \mathbb{Z}$, let $\eta_k(z) = \eta(kz)$ and let $\omega = -\frac{a}{c} \in \mathbb{Q}$ be a reduced fraction with $c \neq 0$. Let $a$ and $b$ be chosen such that $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z})$. The Fourier expansion of $\eta_k(z)$ at the cusp $[\omega]$ is given by the Fourier expansion at infinity of $\eta_k(\gamma^{-1} z)$, which is of the form

$$v_\eta(\gamma, k) \sqrt{\frac{(c,k)}{k} (-cz + a)} \sum_{n=1}^\infty \left( \frac{n}{12} \right) e^{2\pi i \frac{\nu^2 n}{24z \nu(\gamma,c,c,k)}},$$

where

(a) $\nu(\gamma, k)$ is an integer;

(b) $v_\eta(\gamma, k)$ is some 24th root of unity;

(c) $\left( \frac{n}{12} \right)$ denotes the Jacobi-Kronecker symbol.

**Definition 5.2.** Following [33], for a given odd prime $p$ we define

$$p^* := e^{2\pi i (p-1)/4p}$$

and

$$\sqrt{p^*} := e^{2\pi i (p-1)/8\sqrt{p}}.$$

We denote by $\mathcal{O}_{d'}$ the following subgroup of $\mathbb{Q}(\zeta_{2d'})^\times$:

$$\mathcal{O}_{d'} := \{ (p : p|N, p \nmid d') \cup \{ \sqrt{p^*} : p | N; p|d' \} \}.$$

**Remark 5.3.** Notice that the factor $(-cz + a)$ in the square root of Equation (22) does not depend on $k$. On the other hand, if an eta quotient $g(z) = \prod k \eta(kz)^{r_k}$ defines a modular function on $X_0(N)$, then in particular $\sum_k r_k = 0$. So if we use Proposition 5.1 to compute the leading coefficient of $g(z)$ at a cusp, the factor $\sqrt{(-cz + a)}$ will appear as $\sqrt{(-cz + a)}^{\sum_k r_k} = 1$. Hence, the leading coefficient of $g(z)$ at the cusp $\omega = \left[ -\frac{a}{c} \right]$ will be given by

$$e^{2\pi i \varphi} \prod_{k|N} \left( \sqrt{\frac{(c,k)}{k}} \right)^{r_k},$$

where $e^{2\pi i \varphi}$ is the product of the $v_\eta(\gamma, k)^{r_k}$, the factors $(e^{2\pi i (\nu(\gamma,c,c,k))/24k})^{r_k}$ and $\left( \frac{1}{12} \right)^{\sum_k r_k} = 1$.

The $k$'s appearing in the factors of the eta quotients $h_d(z)$ are divisors of $N$ – see Proposition 3.26 –, and the $c$'s are the denominators of the cusps $Q_{d'}$, so $\frac{(c,k)}{k} = \frac{1}{\prod_{i=1}^d p_i^{b_i}}$ for some $0 \leq b_i \leq r_i$. In particular, the leading Fourier coefficient of the function $h_d(z)$ at $Q_{d'}$ is in the subgroup $\mathcal{O}_{d'}$ defined in Definition 5.2.
Definition 5.4. With the notation as in Definition 5.2, consider the subgroup $\Omega_{d'}$ given by the image of $O_{d'}$ in the quotient $Q(Q_{d'})^\times / \mu(Q(Q_{d'}))$. We denote

$$\Omega := \bigoplus_{d'|N, d'\neq N} \Omega_{d'} \subseteq \bigoplus_{d'|N, d'\neq N} Q(Q_{d'})^\times / \mu(Q(Q_{d'})).$$

By Remark 5.3 and since all the torsion units $\mu(Q(Q_{d'}))$ map to the identity in $\bigoplus_{d'|N, d'\neq N} Q(Q_{d'}) \otimes \mathbb{Q}/\mathbb{Z}$, the map $\delta$ factors as follows:

$$C(N) \xrightarrow{\overline{\delta}} \Omega \otimes \mathbb{Q}/\mathbb{Z} \xrightarrow{\delta} \bigoplus_{d'|N, d'\neq N} Q(Q_{d'})^\times \otimes \mathbb{Q}/\mathbb{Z}.$$  (23)

Lemma 5.5. The map $\phi$ in Equation (23) is an injection.

Proof. The proof builds on that of [33, Proposition 6.1.1]. Let $N = \prod_{i=1}^{s} p_i^{k_i}$ be the prime decomposition of an odd positive number. For each divisor $d' = \prod_{i=1}^{s} p_i^k \in \mathbb{Z}$ of $N$ we consider the following map on the tensor products of $\mathbb{Z}$–modules:

$$\phi_{d'} : \mathbb{Q}/\mathbb{Z} \rightarrow Q(\zeta_{M_{d'}})^\times \otimes \mathbb{Q}/\mathbb{Z}, \quad x \mapsto \left( \prod_{1\leq i \leq s : k_i = 0} p_i \prod_{1\leq i \leq s : k_i \geq 1} \sqrt{p_i^k} \right) \otimes x. \quad (24)$$

Notice that since $\mathbb{Q}/\mathbb{Z}$ is an injective module, splitting follows automatically if we prove injectivity. Consider the maps $\overline{\varphi}$

$$\overline{\varphi}_{d'} : \mathbb{Q}/\mathbb{Z} \rightarrow Q(\zeta_{M_{d'}})^\times \otimes \mathbb{Q}/\mathbb{Z}, \quad x \mapsto \left( \prod_{1\leq i \leq s : k_i = 0} p_i \right) \otimes x. \quad (25)$$

For all $d'$, the maps $\overline{\varphi}_{d'}$ described in (25) are injections since up to the torsion part $\{\pm 1\}$, the set of primes generates $\mathbb{Q}^\times$ as a free $\mathbb{Z}$-module. In particular, for $d' = 1$, $\phi_{d'} = \overline{\varphi}_{d'}$ is an injection. By the same argument, to show the injectivity of the other $\varphi_{d'}$, it is enough to prove that the maps

$$\varphi_{d'} : \mathbb{Q}/\mathbb{Z} \rightarrow Q(\zeta_{M_{d'}})^\times \otimes \mathbb{Q}/\mathbb{Z}, \quad x \mapsto \left( \prod_{1\leq i \leq s : k_i \geq 1} \sqrt{p_i^k} \right) \otimes x$$

are injections. Consider the map

$$\varphi : \mathbb{Q}^\times \otimes \mathbb{Q}/\mathbb{Z} \rightarrow Q(\zeta_N)^\times \otimes \mathbb{Q}/\mathbb{Z}, \quad y \otimes x \mapsto y \otimes x.$$ 

We claim that if

$$\ker(\varphi) = \{0\} \cup \left\{ \left( \prod_{1\leq i \leq s : p_i | d'} p_i^{k_i} \right) \otimes \frac{1}{2} : d' | N \text{ squarefree} \right\},$$  (26)
then the maps described in (24) are injective for any $d'|N$. We write down the proof assuming the claim for $d' = p_1$, but the proofs for the other divisors of $N$ are entirely analogous. Indeed, for any $x \in \mathbb{Q}/\mathbb{Z}$ such that $x \in \ker(\phi_{p_1})$ we have $\sqrt{p_1} \otimes x = 0 \in \mathbb{Q}(\mathbb{Q}_{p_1})^* \otimes \mathbb{Q}/\mathbb{Z}$. For each $x \in \mathbb{Q}/\mathbb{Z}$, let $y$ be an element in $\mathbb{Q}/\mathbb{Z}$ with $2y = x$. Notice that since $\sqrt{p_1} \in \mathbb{Q}(\zeta_N)^*$ we have $p_1^* \otimes y = \sqrt{p_1} \otimes x$ in $\mathbb{Q}(\zeta_N)^* \otimes \mathbb{Q}/\mathbb{Z}$. Now, since by definition $p_1^* \in \mathbb{Q}^*$ and $y \in \mathbb{Q}/\mathbb{Z}$, we can also view $p_1^* \otimes y$ as an element of $\mathbb{Q}^* \otimes \mathbb{Q}/\mathbb{Z}$, and $p_1^* \otimes y \in \varphi^{-1}(\mathbb{Q}(\zeta_N)^* \otimes \mathbb{Q}/\mathbb{Z})$.

But then also $p_1^* \otimes y \in \ker(\varphi)$. Consider the map $\varphi_d^*: \mathbb{Q}/\mathbb{Z} \to \mathbb{Q}^* \otimes \mathbb{Q}/\mathbb{Z}$ given by $\varphi_d^*(x) := p_1^* \otimes x$. Since $\varphi_d^*$ is an injection, $\varphi_d^*$ is also an injection. So, from $p_1^* \otimes y \in \ker(\varphi)$ together with the assumption that Equation (26) holds, we have that $y \in \{0, \frac{1}{2}\}$ in $\mathbb{Q}/\mathbb{Z}$ due to the explicit structure of $\mathbb{Q}^* \otimes \mathbb{Q}/\mathbb{Z}$. It follows then that $x \in \mathbb{Z}$ and so $x = 0 \in \mathbb{Q}/\mathbb{Z}$.

We will now prove (26). Notice that by the definition of $p_1^*$, we have

$$\ker(\varphi) \supseteq \{0\} \cup \left\{ \left( \prod_{1 \leq i \leq d, i \neq p_1} p_i^* \right) \otimes \frac{1}{2} : d'\mid N \text{ squarefree} \right\}.$$

Thus, to show the other inclusion we will see that $\ker(\varphi) \cong \bigoplus_{i=1}^{\delta} \mathbb{Z}/2\mathbb{Z}$. Notice that we can write $\mathbb{Q}^* \otimes \mathbb{Q}/\mathbb{Z} = H^1(G_{\Omega}, \mu(\overline{\mathbb{Q}}))$ and $\mathbb{Q}(\zeta_N)^* \otimes \mathbb{Q}/\mathbb{Z} = H^1(G_{\mathbb{Q}(\zeta_N)}, \mu(\overline{\mathbb{Q}}))$, where $G_{\Omega}$ and $G_{\mathbb{Q}(\zeta_N)}$ are the absolute Galois groups of $\mathbb{Q}$ and $\mathbb{Q}(\zeta_N)$ respectively. Hence,

$$\ker(\varphi) = \ker(H^1(G_{\Omega}, \mu(\overline{\mathbb{Q}}))) \to H^1(G_{\mathbb{Q}(\zeta_N)}, \mu(\overline{\mathbb{Q}}))),$$

and using the inflation-restriction sequence we obtain $\ker(\varphi) = H^1(G, H^0(G_{\mathbb{Q}(\zeta_N)}, \mu(\overline{\mathbb{Q}})))$, where $G = \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q})$. By definition $H^0(G_{\mathbb{Q}(\zeta_N)}, \mu(\overline{\mathbb{Q}})) = \mu(\overline{\mathbb{Q}})^2_{\mathbb{Q}(\zeta_N)} = \mu_{2N}$, so we are left with computing $\ker(\varphi) = H^1(G, \mu_{2N})$. Write $N' = 2N$ and $L := \mathbb{Q}(\zeta_{N'}) = \mathbb{Q}(\zeta_N)$, and consider the Kummer sequence

$$1 \to \mu_{N'} \to L^* \xrightarrow{(\cdot)^{\nu'}} (L^*)^{N'} \to 1.$$

By the long exact sequence in cohomology we have

$$1 \to H^0(G, \mu_{N'}) \to H^0(G, L^*) \to H^0(G, (L^*)^{N'}) \to H^1(G, \mu_{N'}) \to H^1(G, L^*) \to 1,$$

where the last equality follows from Hilbert’s Theorem 90. Hence,

$$H^1(G, \mu_{N'}) = H^0(G, (L^*)^{N'})/\text{im}(N') = ((L^*)^{N'} \cap \mathbb{Q}^*)/(\mathbb{Q}^*)^{N'},$$

which is the group consisting of rational numbers whose $N'$-th roots are in $L^*$ up to the $N'$-th powers in $\mathbb{Q}^*$. Now, take $a \in \mathbb{Q}^*$ such that $\sqrt[N']{a} \in L^*$ and $\sqrt[N']{a} \notin \mathbb{Q}$. Since $N' \geq 3$, the Galois closure $\mathbb{Q}(\sqrt[N']{a})_{\text{Gal}|Q}$ is a non-abelian extension unless it is quadratic, i.e., unless $(\sqrt[N']{a})^2 \in \mathbb{Q}$. But $L/\mathbb{Q}$ is abelian, hence we need $a = b^{N'/2}$ for some $b \in \mathbb{Q}^* \setminus (\mathbb{Q}^{N'})$ and $H^1(G, \mu_{N'})$ is an elementary abelian 2-group. In particular it corresponds to the multiplicative group generated by square roots of rational numbers contained in $L$, i.e., by the set of prime numbers $\rho$ such that $\sqrt[N']{\rho} \in L^*$. In our case, this is the group generated by $\{p_i\}_{i=1}^{\delta}$ taken modulo the multiplicative group of rational numbers. It follows that $H^1(G, \mu_{N'}) \cong \bigoplus_{i=1}^{\delta} \mathbb{Z}/2\mathbb{Z}$ as we wanted. 

Thanks to this result, computing the kernel of $\delta$ is equivalent to computing the kernel of the map $\delta$, which is relatively easier, since we no longer need to take the torsion units into account. The following proposition brings us a step closer to computing the image of the generators of $C(N)$ under the map $\delta$. 

$$\square$$
**Proposition 5.6.** Take an odd positive integer \( N = \prod_{i=1}^{s} p_i^{r_i} \) and let \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N \) and \( d' = \prod_{i=1}^{s} p_i^{k_i} \) be two divisors of \( N \). Consider \( Q_d \), the cusp at the curve \( X_0(N) \) of level \( d' \) given by \( Q_d' := \frac{1}{\prod_{i=1}^{s} p_i^{k_i}} \). Consider the eta quotient \( h_d(z) \) attached to the divisor \( Z(d) \) as described in Proposition 3.26. Let \( c_d(d') \) be the leading Fourier coefficient of \( h_d(z) \) at the cusp \( Q_d' \). The class of \( c_d(d') \) in \( \Omega_d' \) is given by the list below. Hence, \( c_d(d') = e(d, d') \cdot \widetilde{c}_d(d') \), where \( e(d, d') \) is an element of \( \mu(\mathbb{Q}(Q_{d'})^\times) \).
If $f_{i_1} \geq 2$, $f_{i_2} \geq 2$ for some $i_1, i_2 : 1$ for all $d'$

If $f_i = 2$ and $f_i \in \{0, 1\}$ for all $i \neq i'$:

\[
\begin{cases}
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 1)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right) \\
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 2)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right)
\end{cases}
\]

for $k_i = 0$,

for $k_i \neq 0$;

If $f_i = r_i - 2\kappa_i$, and $f_i \in \{0, 1\}$ for all $i \neq i'$:

\[
\begin{cases}
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 1)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right) \\
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 2)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right)
\end{cases}
\]

for $k_i = 0$,

for $0 < k_i < r_i - \kappa_i$,

for $r_i - \kappa_i \leq k_i \leq r_i$;

If $f_i = r_i - 2\kappa_i + 1$, and $f_i \in \{0, 1\}$ for all $i \neq i'$:

\[
\begin{cases}
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 1)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right) \\
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 2)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right)
\end{cases}
\]

for $0 \leq k_i \leq \kappa_i$,

for $\kappa_i < k_i \leq r_i - 1$,

for $k_i = r_i$;

If $f_i \in \{0, 1\}$ for all $i$:

\[
\begin{cases}
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 1)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right) \\
\left(1 - \frac{(p_i)^{r_i - k_i}(r_i - k_i - 2)}{\prod_{s \neq m(f)} (p_i - 1)^{(1 - f_i)}}\right)
\end{cases}
\]

for $k_{m(f)} = 0$,

for $k_{m(f)} \neq 0$. 

Proof. The result follows from Proposition 3.26 and Proposition 5.1. First of all notice that, by definition (see (16)), \( \sum_{i \in I(d)} \sum_{i' \in I'(d)} \epsilon(t, t') = 0 \). Given a cuspidal \( Q_{d'} \) and a divisor \( m \) of \( N \) the factor \( \sqrt{-(d')z + a} \) in Equation (22) (here \( c = d' \)) of the leading Fourier coefficient of \( \eta_m(z) \) at \( Q_{d'} \) only depends on \( Q_{d'} \). Hence, we have that all these factors cancel out in the product \( h_d(z) \). So, since by Lemma 5.5 we can ignore torsion units, the only bit that we need to take into account is the one coming from \( \sqrt{\frac{(d', m)}{m}} \) in the product given in Equation (22). For this we will do a case by case computation.

Let us start with the case where there are \( t_1 \) and \( t_2 \) with \( f_{t_1}, f_{t_2} \geq 2 \) for some \( t_1 \neq t_2 \). In this case we have that \( I'((f)) = I'(f) = \{0, 1\} \) in \( I'(d) \). Fix \( t \in I(d) \) and consider the four tuples \( t'(0, 0), t'(1, 0), t'(0, 1), t'(1, 1) \) in \( I'(d) \) resulting from taking arbitrary values for the entries \( t'(a, b)_i = t'_i \) for all \( i \neq t_1, t_2 \) and all pairs \( (a, b) \in \{0, 1\} \times \{0, 1\}, \) and fixing \( t'(a, b)_1 = a, t'(a, b)_2 = b. \) Since we fixed \( t \) and the values \( t'(a, b)_1 = t'_i \) are the same across the four pairs \( (a, b) \), we have \( \epsilon(t, t'(0, 0)) = \epsilon(t, t'(1, 1)) = -\epsilon(t, t'(1, 0)) = -\epsilon(t, t'(0, 1)). \) Using Proposition 5.1 we get that the leading Fourier coefficient at \( Q_{d'} \) of the product

\[
\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0, 0))} \right)_z \times \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1, 0))} \right)_z \times \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0, 1))} \right)_z \times \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1, 1))} \right)_z
\]

is given by

\[
\left( \eta\left( \prod_{i \neq t_1, t_2} p_i^{\tau_i(t, t'(0, 0))} \right)_z \eta\left( \prod_{i \neq t_1, t_2} p_i^{\tau_i(t, t'(0, 1))} \right)_z \eta\left( \prod_{i \neq t_1, t_2} p_i^{\tau_i(t, t'(1, 0))} \right)_z \eta\left( \prod_{i \neq t_1, t_2} p_i^{\tau_i(t, t'(1, 1))} \right)_z \right) \epsilon(t, t'(0, 0)) = 1.
\]

(28)

Finally, notice that varying the values of \( t'(0, 0)_i = t'_i \in I'(d) \) for all \( i \neq t_1, t_2 \), the product in Proposition 3.26 can be rewritten as

\[
h_d(z) = \prod_{t \in I(d)} \prod_{t'(0, 0) \in I'(d)} \left( \frac{\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0, 0))} \right)_z \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1, 0))} \right)_z}{\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0, 1))} \right)_z \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1, 1))} \right)_z} \right)^{\epsilon(t, t'(0, 0))}.
\]

(29)

From Equation (28) we conclude that the leading Fourier coefficient of \( h_d(z) \) is 1 for all \( Q_{d'} \).

Let us move on now to the case where we have \( f_i = 2 \) for some \( i \) and \( f_i \in \{0, 1\} \) for all \( i \neq t \). In this case we have \( I'((f)) = \{0, 1\} \) and \( t'(d)_i = \{0\} \) for any other \( i \neq t \). Hence the only only elements in \( I'(d) \) are \( t'(0) := (0, 0, 0, 0, \ldots, 0) \) and \( t'(1) := (0, \ldots, 1, 0, \ldots, 0). \) Similarly to the previous case, we fix \( t \in I(d) \). Since \( \epsilon(t, t'(0)) = -\epsilon(t, t'(1)) \) we have that the leading Fourier coefficient of

\[
\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0))} \right)_z \eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1))} \right)_z = \left( \frac{\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(0))} \right)_z}{\eta\left( \prod_{i=1}^{s} p_i^{\tau_i(t, t'(1))} \right)_z} \right)^{\epsilon(t, t'(0))}
\]

(30)

at \( Q_{d'} \) is given by
In (31) the notation \( \prod_{i \neq \ell} \) means \( \prod_{i=1, i \neq \ell}^\delta \).

Moreover, notice that \( h_d(z) \) can be written as \( \prod_{\ell \in \{d\}} \left( \frac{\eta(\prod_{i \neq \ell}^\delta p_i^{g_{\ell}(\ell)(0)})}{\eta(\prod_{i \neq \ell}^\delta p_i^{g_{\ell}(\ell)(0)})} \right)^{\epsilon(t, t'(0))} \). Hence from Equation (31) the computation of the Fourier coefficient of \( h_d(z) \) given in the statement of 5.6 is now reduced to computing \( \sum_{\ell \in \{d\}} \epsilon(t, t'(0)) = \prod_{i \neq \ell} (p_i - 1)^{(1-f_i)} \).

The rest of the cases can be computed using the same techniques and we omit their proofs here. \( \square \)

The next definition and theorem summarise the main results of this section.

Definition 5.7. Let \( N = \prod_i p_i^{r_i} \) and let \( d = \prod_i p_i^{f_i} \in D_N \). We define \( v_{f(d)} \in \Omega \) to be the tuple determined by the expression

\[
\delta([Z(d)]) := \delta([Z(d)]) \otimes \frac{1}{n_d}
\]

for the image of the divisor \( Z(d) \) defined in Definition 3.20 under the map \( \delta \) given in Equation (19), where \( n_d \) is the order of \( Z(d) \). Note that \( v_{f(d)} \) is well-defined since \( n_d \) is well-defined.

Theorem 5.8. Let \( N = \prod_i p_i^{r_i} \) and let \( d = \prod_i p_i^{f_i} \in D_N \). The image of the divisor \( Z(d) \) under the map \( \delta \) is given by \( \delta([Z(d)]) = v_{f(d)} \otimes \frac{1}{n_d} \); where \( v_{f(d)}(d') = c_d(d') \) – see Proposition 5.6 – and \( n_d \) is the order of \( Z(d) \) – see Definition 2.6 and Theorem 3.2.

6. The Kernel of \( \delta \)

The next step in completing the description of \( J_0(N)_m(\mathbb{Q})_{\text{tor}} \) is to compute the kernel of the map \( \delta : J_0(N)((\mathbb{Q})_{\text{tor}} \rightarrow \bigoplus \mathbb{Q}(P_d) \otimes \mathbb{Q}/\mathbb{Z} \) introduced in the exact sequence of Equation (19). Furthermore, in Lemma 5.5 we reduced the computation of ker(\( \delta \)) to that of ker(\( \delta \)), where \( \delta \) is the map resulting from the factorisation of \( \delta \) given in Diagram (23). Moreover, using Equation (21) we reduce the computation of ker(\( \delta \) \mid_{J_0(N)(\mathbb{Q})_{\text{tor}}}) to that of ker(\( \delta \mid_{C(N)})). Hence, in this section we will work towards the proof of Theorem 6.7, which describes the kernel of \( \delta \mid_{C(N)} \) in terms of certain divisors \( D \in C(N) \). The main idea of the proof is to find a set of divisors in the kernel of \( \delta \) and show that they generate the whole kernel. First we give the definition of these divisors \( D \).
Definition 6.1. Let \( N = \prod_{i=1}^{s} p_i^{r_i} \) be an odd positive integer and suppose \( d = \prod_{i=1}^{s} p_i^{r_i} \in D_N^f \). Consider the divisors \( Z(d) \in \text{Div}^0_{\text{cusp}}(X_0(N))(\mathbb{Q}) \) given in Definition 3.20. Then we define the divisor

\[
D(f(d)) := \begin{cases} 
Z(f(d)) & \text{if } f_{i_1}, f_{i_2} \geq 2 \text{ for some distinct } i_1, i_2, \\
Z(f(d)) - \prod_{i=1, \neq s}^{s} \gamma_i^{f_i} \cdot Z(0, \ldots, 0, f_i, 0, \ldots, 0) & \text{if } f_i \geq 2 \text{ and } f_i \in \{0, 1\} \text{ for } i \neq i, \\
Z(f(d)) - \prod_{i=1, \neq m(f)}^{s} \gamma_i^{f_i} \cdot Z(0, \ldots, 0, m(f), 0, \ldots, 0) & \text{if } f(d) \in F_{sf},
\end{cases}
\]

(32)

where \( D_N^f, \gamma_j \in \mathbb{Z} \) and \( F_{sf} \) are as in Definition 2.6. If \( p_i = 3 \), \( D(f(d)) \) is defined as in Equation (32) for \( f \neq (1, \ldots, 1, 2, 1, \ldots, 1) \) and \( D(f(d)) := (p_i^2 - 1) \prod_{i=1, \neq p_i}^{s} p_i^{r_i-1} (p_i + 1) \cdot Z(p_i^2) \).

Remark 6.2. For the case \( p_i = 3 \), we have that \( \text{order}(Z(p_i^2 \prod_{i=1, \neq p_i}^{s} p_i)) = 1 \), and so \( [Z(p_i^2 \prod_{i=1, \neq p_i}^{s} p_i)] = 0 \). Hence, for \( f \neq (1, \ldots, 1, 2, 1, \ldots, 1) \) we modify the definition given in Equation (32) and take \( D(f(d)) = (p_i^2 - 1) \prod_{i=1, \neq p_i}^{s} p_i^{r_i-1} (p_i + 1) \cdot Z(p_i^2) \) in order to have \( D(f(d)) \in \ker(\delta) \).

In the next lemma we compute the vector \( V(D(f)) \) defined in Definition 3.12 and given by the image of the inverse \( \Lambda^{-1} \) of the linear map \( \Lambda \) given in Remark 3.11. This will become very useful in the coming section. In the lemma, \( \gamma_j \) is as given in Definition 2.6, and the tuples \( A, B, A, \) and \( B \), are as given in Definitions 3.16, 3.17 and 3.21 respectively. The map \( \Upsilon \) is given in Definition 3.22.

Lemma 6.3. For each \( f \in F_{sf} \) and each squarefree divisor \( \delta = \prod_{j=1}^{s} p_j^{\delta_j} \) of \( N \), we have

\[
V(D(f))_\delta = (-1)^{\sum_{j=1}^{s} \delta_j} \prod_{j=1}^{s} \gamma_j^{f_j} \left( \prod_{j \neq m(f)} \left( p_j^{1-\delta_j} - 1 \right) \prod_{j \neq m(f)} p_j^{1-\delta_j} - \prod_{j \neq m(f)} p_j^{1-\delta_j} \right).
\]

(33)

For \( \delta \) non-squarefree we have \( V(D(f))_\delta = 0 \).

Given \( \delta = \prod_{j=1}^{s} p_j^{\delta_j} \) of \( N \) such that \( p_j^2 \nmid \delta \) for all \( j \neq \iota \), we have

\[
V(D(f))_\delta = p_\iota^{r_\iota} \cdot A_{p_\iota}(r_\iota, b) \cdot (-1)^{\sum_{j=1, \neq \iota}^{s} \delta_j} \sum_{j=1, \neq \iota}^{s} \gamma_j^{f_j} \left( \prod_{j \neq \iota, \neq m(f)} \left( p_j^{1-\delta_j} - 1 \right) \prod_{j \neq \iota, \neq m(f)} p_j^{1-\delta_j} - \prod_{j \neq \iota, \neq m(f)} p_j^{1-\delta_j} \right);
\]

(34)

we recall that \( \kappa_i = \left[ \frac{r_i - 1 - b}{2} \right] \) if \( 3 \leq b \leq r_i \) (resp. \( \kappa_i = r_i - 1 \) if \( b = 2 \)). For any other entry \( \delta \) we have \( V(D(f))_\delta = 0 \).

Proof. We write down the proof for \( f \in F_{sf} \). A similar argument can be used for the computation of \( V(D(f)) \) for \( f \in F_{sb} \) and will be omitted. For this proof, we fix \( m = m(f) \).

Since \( \Lambda^{-1} \) is a linear map so is \( \Upsilon \), and it follows from the definition that for \( f \in F_{sf} \)

\[
V(D(f)) = \Upsilon\left( \bigotimes_{i \neq m} A_{p_i}(r_i, f_i) \right) \otimes B_{m} (r_m, f_m) - \prod_{i \neq m} \gamma_i^{f_i} \cdot \Upsilon\left( \bigotimes_{i \neq m} A_{p_i}(r_i, 0) \right) \otimes B_{m} (r_m, f_m) = \]

\(\left( \bigotimes_{i \neq f \neq m} A_{p_i}(r_i, 0) \right) \otimes \left( \bigotimes_{i \neq f \neq m} \gamma_i(p_i - 1) \cdot A_{p_i}(r_i, 1) \right) \otimes \gamma_m \cdot B_{p_m}(r_m, f_m)\)

\[- \prod_{i \neq m} \gamma_{i} \cdot \left( \bigotimes_{i \neq m} A_{p_i}(r_i, 0) \right) \otimes \gamma_m \cdot B_{p_m}(r_m, f_m) = \]

\[\gamma_m \prod_{i \neq m} \gamma_{i} \cdot \left( \bigotimes_{i \neq m} (p_i - 1) \cdot \left((p_i)_1, \ldots, 0, \ldots, 0\right) \otimes \left( \bigotimes_{i \neq m} (1, 0, \ldots, 0) \otimes (1, -1 p_m, 0, \ldots, 0)\right)\right) = \]

\[- \gamma_m \prod_{i \neq m} \gamma_{i} \cdot \left( \bigotimes_{i \neq m} (p_i - 1) \cdot \left((p_i)_1, \ldots, 0, \ldots, 0\right) \otimes (1, -1 p_m, 0, \ldots, 0)\right). \]

Since all the non-squarefree labelled entries of both terms \(A\) and \(B\) are zero, it is clear that for any non-squarefree divisor \(\delta\) we have \(V(D(f))_e = 0\). Consider the term \(A\). Given a squarefree divisor \(\delta = \prod^{s}_{j=1} P_j^{\delta_j}\) of \(N\), the \(\delta\)-coordinate is 0 if \(f_j = 1\) and \(\delta_j = 1\) for some \(j \neq m\), and otherwise it is equal to \((-1)^{\delta_m} \gamma_m \prod_{j \neq m} \gamma_{j} \cdot \prod \left((p_j - 1)^{\delta_j}\right)\). On the other hand, in the factor \(B\) we have that the \(\delta\)-coordinate is given by \((-1)^{\delta_m} \gamma_m \prod_{j \neq m} \gamma_{j} \cdot \prod \left((-1)^{\delta_j}\right)\). Furthermore, if \(f_j = 1\), then the factor \((p_j^{1-\delta_j} - 1)\) is zero (resp. \((p_j - 1)\)) if and only if \(\delta_j = 1\) (resp. \(\delta_j = 0\)). Since the \(\delta\)-coordinate of \(A\) is non-zero only if \(\delta_j = 0\) for all \(j\) with \(f_j = 1\), we can rewrite the expression for the \(\delta\)-coordinate of \(V(D(f))\) as in Equation (34).

Before moving on to the main result of this section, we first prove the following result. Fix \(i \in \{1, \ldots, s\}\) and denote by \(f' = (f'_1, \ldots, f'_i, \ldots, f'_s) \in \{0, 1\}^{s-1}\) the tuple obtained upon removing the \(i\)-th entry of \(f\). Recall the tuple \(v_{f(d)}\) from Definition 5.7. Consider the sets of tuples

\[S_i(f') := \{v_{f(d)} \text{ for all } f(d) \text{ such that } 2 \leq f_i \leq r_i, f_j = f'_j \text{ for all } j \neq i\}, \]

and

\[S(f) := \{v_{f(d)} = (0, \ldots, 0, 1, 1, \ldots, 1) \text{ for some } 1 \leq i \leq s\}. \]

Notice from Proposition 5.6 that all the entries of the tuples in \(S_i(f')\) lie in the subgroup of \(\Omega_d\) generated by \(p_i\) if \(p_i \nmid d'\) or \(\sqrt{p_i}\) if \(p_i \nmid d'\) respectively. That is, when \(\text{ord}_{p_i}(d) = 0\), picking \(p_i\) (resp. \(\sqrt{p_i}\)) as a representative of its class in \(\Omega_d\), we have that \(v_{f(d)}(d')\) for \(f(d) \in S_i(f')\) is of the form \(p_i^k\) for some \(k \in \mathbb{Z}\) (resp. \(\sqrt{p_i}\) when \(\text{ord}_{p_i}(d) > 0\)). Hence, when \(\text{ord}_{p_i}(d) = 0\), let \(v_{p_i,d} : \Omega_d \rightarrow \mathbb{Z}\) be the \(\mathbb{Z}\)-module homomorphism defined by \(v_{p_i,d}(p_i^k) = k\) (respectively \(v_{p_i,d}(\sqrt{p_i})^k = k\) when \(\text{ord}_{p_i}(d) > 0\)).

**Lemma 6.4.** Fix \(i \in \{1, \ldots, s\}\) and \(f' = (1, \ldots, 1) \in \{0, 1\}^{s-1}. \) We construct the \((r_i - 1) \times (r_i + 1)\) matrix \(M_i\) such that the \((n, m)\)-th entry of \(M_i\), denoted \(M_i(n, m)\), satisfies

\[M(n, m) = v_{p_i,d}^{-1}(v_{(1, \ldots, 1, n+1, 1, \ldots, 1)}(F_i^{m-1})). \]
for $1 \leq m \leq r_t + 1$. That is, $M_t$ is the matrix obtained from the exponents of $p_t$ and $\sqrt{p_t^\perp}$ in the entries of the tuples in $S_i(f')$ labelled by $1, p_t, \ldots, p_t^n$. There exists an $(n, n + 1)$-lower triangular matrix $N_t$ (i.e., the $(n, n + 1)$ entries of the matrix are all non-zero and all the entries above this diagonal are zero) such that $M_t \sim N_t$, that is, $M_t$ and $N_t$ are equivalent up to elementary row transformations.

**Proof.** Recall that we consider $\Omega_d$ as a $\mathbb{Z}$-module. By using the usual matrix transformations, we proceed to do the following operations on $M_t$:

- **Step 1:** we subtract the $(r_t - 1)$-th row from each of the rows with a different parity from $(r_t - 1)$, except the first row. At the bottom row of $M_t$ we have the vector given by the exponents of $p_t$ or $\sqrt{p_t^\perp}$ at the entries of the tuple $v_{(1, ..., 1, r_t, 1, ..., 1)}$ labelled by $p_t^m$ for $0 \leq m \leq r_t$. That is, we have $r_t = r_t - 2j$ when setting $j = 0$; and from Proposition 5.6 we get

$$M_t(r_t - 1, m) = \begin{cases} (p_t(r_t) - (r_t - 2)) & \text{if } m = 0, \\
(p_t(r_t - m) - (r_t - m - 1)) & \text{if } 0 < m \leq r_t - 1, \\
0 & \text{if } m = r_t.
\end{cases} \quad (35)$$

On the other hand, each row of different parity from that of $r_t - 1$ is the $(r_t - 2j)$-th row of $M_t$ for some $j \in \{1, \ldots, \left\lfloor \frac{r_t}{2} \right\rfloor \}$, and corresponds to a tuple $v_{(1, ..., 1, r_t - 2j, 1, ..., 1)}$. Hence, from Proposition 5.6 we have

$$M_t(r_t - 2j, m) = \begin{cases} (p_t(r_t - j) - (r_t - j - 2)) & \text{if } 0 \leq m \leq j, \\
(p_t(r_t - m) - (r_t - m - 1)) & \text{if } j < m \leq r_t - 1, \\
0 & \text{if } m = r_t.
\end{cases}$$

Hence, $M_t(r_t - 1, m) = M_t(r_t - 2j, m)$ if and only if $m \geq j + 1$. We also have $M_t(r_t - 2j, j) - M_t(r_t - 1, j) = p_t(r_t - j) - (r_t - j - 2) - (p_t(r_t - j) - (r_t - j - 1))$ for each $j \in \{1, \ldots, \left\lfloor \frac{r_t}{2} \right\rfloor \}$; so by performing Step 1, we obtain a matrix $M_t^{(1)} \sim M_t$ that at each row $((r_t - 1) - 2j + 1)$ satisfies $M_t^{(1)}(r_t - 2j, m) = 0$ for all $m \geq j + 1$ and $M_t^{(1)}(r_t - 1) - 2j + 1, j) = 1 \neq 0$, and that equals $M_t$ in the untouched rows.

- **Step 2:** We subtract the last row from $p_t$ times the first row. Before the subtraction, in the first row we have the vector corresponding to $v_{(1, ..., 1, 2, 1, ..., 1)}$. Hence

$$M_t^{(1)}(1, m) = \begin{cases} (r_t - 1) & \text{if } m = 0, \\
(r_t - m) & \text{if } 0 < m \leq r_t.
\end{cases}$$

So, using Equation (35) we have that $p_t \cdot M_t^{(1)}(1, m) - M_t^{(1)}(r_t - 1, m)$ equals

$$(p_t(r_t - m) - (p_t(r_t - m) - (r_t - m - 1)) = \begin{cases} \frac{r_t - 2 - p_t}{2} & \text{if } m = 0, \\
(r_t - m - 1) & \text{if } 1 \leq m \leq r_t - 1, \\
0 & \text{if } m = r_t.
\end{cases} \quad (36)$$

Hence, by performing Step 2 we obtain a matrix $M_t^{(2)} \sim M_t$ satisfying $M_t^{(2)}(1, m) = (p_t \cdot M_t^{(1)}(1, m) - M_t^{(1)}(r_t - 1, m) = 0$ for $m = r_t$ and $r_t - 1$, and $M_t^{(2)}(1, m) = p_t \cdot M_t^{(1)}(1, m) - M_t^{(1)}(r_t - 1, m) = 1$ for $m = r_t - 2$, and that is equal to $M_t^{(1)}$ in the untouched rows.
Step 3: We subtract $p_i$ times the first row from the $(r_i - 3)$-th row. The latter represents the tuple $v_{(1,\ldots,1,r_i-3,1,\ldots,1)}$, so from Proposition 5.6 we have

$$M^{(2)}_i(r_i - 3, m) = \begin{cases} (p_i(r_i - 1) - (r_i - 1 - 2)) & \text{if } m = 0, \\ (p_i(r_i - 1 - m) - (r_i - 1 - m - 1)) & \text{if } 0 < m < r_i - 1, \\ 0 & \text{if } r_i - 1 \leq m \leq s. \end{cases}$$

By Equation (36), by performing Step 3 we obtain a matrix $M^{(3)}_i \sim M_i$ such that

$$M^{(3)}_i(r_i - 3, m) = M^{(2)}_i(r_i - 3, m) - p_i \cdot M^{(2)}_i(1, m) = \begin{cases} 0 & \text{if } m \geq r_i - 2, \\ m - r_i + 2 & \text{if } 0 < m \leq r_i - 3. \end{cases} \quad (37)$$

Step 4: This step is divided into sub-steps. In substep $4^{(i)}$ (with $i \geq 1$), we add $p_i$ times row $(r_i - (2i + 1))$ to row $(r_i - (2(i + 1) + 1))$. This process stops when $r_i - (2i + 1) = 2$ if $r_i$ is odd or when $r_i - (2i + 1) = 3$ if $r_i$ is even. We will show by induction that if, after performing Step 4$^{(i-1)}$ to the matrix $M^{(4)}_i$, whose $(r_i - (2i + 1))$-th row corresponds to the tuple $v_{(1,\ldots,1,r_i-2i,1,\ldots,1)}$, we obtain a matrix $M^{(4)}_i$ whose $(r_i - (2i + 1))$-th row satisfies

$$M^{(4)}_i(r_i - (2i + 1), m) = M^{(4-1)}_i(r_i - 2i + 1, m) - p_i \cdot M^{(4-1)}_i(r_i - 2(i - 1) + 1, m)$$

$$= \begin{cases} 0 & \text{if } m \geq r_i - (i + 1), \\ m - r_i + (i + 1) & \text{if } 0 < m \leq r_i - (i + 2); \end{cases} \quad (38)$$

then, after performing step $4^{(i)}$ to $M^{(4)}_i$, we obtain a matrix $M^{(4+i)}_i$ whose $(r_i - (2(i + 1) + 1))$-th row is equal to

$$M^{(4+i)}_i(r_i - (2(i + 1) + 1), m) - p_i \cdot M^{(4)}_i(r_i - 2i + 1, m)$$

$$= \begin{cases} 0 & \text{if } m \geq r_i - (i + 2), \\ m - r_i + (i + 2) & \text{if } 0 < m \leq r_i - (i + 3). \end{cases}$$

1. **Base Case:** We set Step $4^{(0)}$ = Step 3. Then, after performing step $4^{(0)}$, we see in Equation (37) that row $(r_i - 3)$ of the matrix $M^{(4)}_i = M^{(3)}_i$ satisfies Equation (38).

2. **Induction Step:** Assume that after performing Step $4^{(i-1)}$ we obtain a matrix $M^{(4)}_i$ satisfying Equation (38). Then, by Proposition 5.6, the entry $M^{(4)}_i(r_i - 2(i + 1) + 1, m)$ equals

$$\begin{cases} (p_i(r_i - (i + 1)) - (r_i - (i + 1) - 2)) & \text{if } m = 0, \\ (p_i(r_i - (i + 1) - m) - (r_i - (i + 1) - m - 1)) & \text{if } 0 < m < r_i - (i + 1), \\ 0 & \text{if } r_i - (i + 1) \leq m. \end{cases} \quad (39)$$

It follows from Equations (38) and (39) that the sum

$$M^{(4)}_i(r_i - 2(i + 1) + 1, m) + p_i \cdot M^{(4)}_i(r_i - 2i + 1, m)$$
equals
\[
\begin{cases}
0 & \text{if } r_i - (i + 1) \leq m \leq r_i, \\
-(r_i - (i + 1) - m - 1) & \text{if } 0 < m \leq r_i - (i + 2);
\end{cases}
\]
\[
= \begin{cases}
0 & \text{if } r_i - (i + 2) \leq m \leq r_i, \\
m + (i + 2) - r_i & \text{if } 0 < m \leq r_i - (i + 3)
\end{cases}
\]
as we wanted to show. So, after proceeding with all Steps 4(i), we obtain a final matrix \( M_i^{4(i)} \sim M_i \) whose \((r_i - 2i + 1, r_i - (i + 3)) = -1\) for each \(i \in \{1, \ldots, t\}\). Notice that \( t = \frac{r_i - 3}{2} \) if \( r_i \) is odd and \( t = \frac{r_i - 4}{2} \) if \( r_i \) is even.

Finally, if we reorder rows of the matrix according to the permutation \( \prod_{i=1}^{\frac{r_i}{2} - 1} (i \ r_i - 2i) \), we obtain a matrix whose \((n, n + 1)\)-th entries are non-zero everywhere for all \( n \), and whose \((n, m)\)-th entries with \( m > n + 1 \) are all zero.

\[\square\]

**Example 6.5.** Let us illustrate the proof of Lemma 6.4 when \( N = p^3q^7 \) (where \( p \geq q \)) and \( p, q \neq 3 \). We will work out the proof for the set \( S_2((1)) \). Using Theorem 5.8 and following the proof of Lemma 6.4 the matrix \( M_2 \) equals

\[
M_2 = \begin{pmatrix}
3 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
1/2(5q - 3) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 \\
1/2(5q - 3) & (5q - 3) & (5q - 3) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 \\
1/2(6q - 4) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 \\
1/2(6q - 4) & (6q - 4) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 \\
1/2(7q - 5) & (6q - 5) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0
\end{pmatrix}.
\]

We proceed with Step 1 of the proof: we subtract row 6 from row 5 and row 3, and we get

\[
M_2^{(1)} = \begin{pmatrix}
3 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
1/2(5q - 3) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 & 0 \\
1/2(2q - 2q) & (2 - q) & 1 & 0 & 0 & 0 & 0 & 0 \\
1/2(6q - 4) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 \\
1/2(q - 1) & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/2(7q - 5) & (6q - 5) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0
\end{pmatrix}.
\]

Now Step 2: we multiply the first row by \( q \), then subtract row 6 from it to obtain

\[
M_2^{(2)} = \begin{pmatrix}
1/2(5q - 3) & 5 & 4 & 3 & 2 & 1 & 0 & 0 \\
1/2(5q - 3) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 & 0 \\
1/2(2q - 2q) & (2 - q) & 1 & 0 & 0 & 0 & 0 & 0 \\
1/2(6q - 4) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0 & 0 \\
1/2(q - 1) & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/2(7q - 5) & (6q - 5) & (5q - 4) & (4q - 3) & (3q - 2) & (2q - 1) & q & 0
\end{pmatrix}.
\]
For Step 3, we subtract $q$ times the first row from row 4, yielding

$$M_2^{(3)} = \begin{pmatrix}
1/2(5-q) & 5 & 4 & 3 & 2 & 1 & 0 & 0 \\
1/2(5q-3) & (4q-3) & (3q-2) & (2q-1) & q & 0 & 0 & 0 \\
1/2(2q-2q) & (2-q) & 1 & 0 & 0 & 0 & 0 & 0 \\
1/2(q^2 + q - 4) & -4 & -3 & -2 & -1 & 0 & 0 & 0 \\
1/2(7q-5) & (6q-5) & (5q-4) & (4q-3) & (3q-2) & (2q-1) & q & 0 
\end{pmatrix}.$$  

Next, we apply step 4\textsuperscript{(1)}: we set $i = 1$ and we add $q$ times row 4 to the row 2. Then

$$M_2^{(4)} = \begin{pmatrix}
1/2(5-q) & 5 & 4 & 3 & 2 & 1 & 0 & 0 \\
1/2(q^2 + q^2 + q - 3) & -3 & -2 & -1 & 0 & 0 & 0 & 0 \\
1/2(2q-2q) & (2-q) & 1 & 0 & 0 & 0 & 0 & 0 \\
1/2(q^2 + q - 4) & -4 & -3 & -2 & -1 & 0 & 0 & 0 \\
1/2(7q-5) & (6q-5) & (5q-4) & (4q-3) & (3q-2) & (2q-1) & q & 0 
\end{pmatrix}.$$  

Since for $i = 2$ we have $7 - (2 \cdot 2 + 1) = 2$, we stop the process here. If we now reorder the rows of $M_2^{(4)}$ according to the permutation $(15)(23)$ we obtain

$$M_2 \sim \begin{pmatrix}
1/2(q-1) & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/2(2-2q) & (2-q) & 1 & 0 & 0 & 0 & 0 & 0 \\
1/2(q^3 + q^2 + q - 3) & -3 & -2 & -1 & 0 & 0 & 0 \\
1/2(q^2 + q - 4) & -4 & -3 & -2 & -1 & 0 & 0 & 0 \\
1/2(5-q) & 5 & 4 & 3 & 2 & 1 & 0 & 0 \\
1/2(7q-5) & (6q-5) & (5q-4) & (4q-3) & (3q-2) & (2q-1) & q & 0 
\end{pmatrix}.$$  

a matrix just as the one described at the end of the proof of Lemma 6.4. This shows that the tuples in $S_2(1))$ for $N = p^3q^7$ are linearly independent tuples in the $\mathbb{Z}$-module $\Omega$.

The next lemma shows the the divisors $D(f(d))$ given in Definition 6.1 are elements of the kernel of $\overline{\delta}$.

**Lemma 6.6.** Let $N = \prod_{i=1}^{t} p_i^{f_i}$ be an odd positive integer. For any $d = \prod_{i=1}^{t} p_i^{\ell_i} \in D_N^\ell$, the divisor $D(f(d))$ satisfies $\overline{\delta}([D(f(d))]) = 0$.

**Proof.** We use the computations of the images of the generators $Z(f(d))$ of $C(N)$ under the map $\overline{\delta}$ given in Proposition 5.6. Recall that we regard the entries of tuples $\nu_{f(d)}$ as elements of the $\mathbb{Z}$-module $\Omega$, where the module operation is given by exponentiation of the entries of the tuples in $\Omega$.

First consider the case that $d = \prod_{i=1}^{t} p_i^{f_i} \in D_N^\ell$ with $f_{i_1}, f_{i_2} \geq 2$ for distinct $i_1$ and $i_2$. Then Proposition 5.6 implies

$$\overline{\delta}([D(f(d))]) = \overline{\delta}([Z(f(d))]) = 0.$$
Recall from Theorem 3.2 that the divisors omitted. The inclusion

\[ \text{Proof.} \]

Now fix some \( i \in \{1, \ldots, s\} \) and \( 2 \leq b \leq r_i \), and a \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N^b \) with \( f(d) \in F_i^b \). Again using Proposition 5.6, we see that for any \( d' \mid N \) we have

\[
\prod_{i \neq \ell} (p_i - 1)^{f_i} \cdot v_{f(p_i \prod_{i \neq \ell} p_i^{f_i})}(d') = v_{f(p_i^b)}(d').
\]

(40)

On the other hand, from Theorem 3.14 we have order \( (Z(f(p_i^b))) = \text{num}\left(\frac{p_{r_i - 1}^{r_i - 1}(p_i - 1)}{24}\right) \). Hence

\[
\overline{\delta}(Z(f(p_i^b))) = \left(\frac{v_{f(p_i^b)}(d')} {24} \prod_{i \neq \ell} (p_i^{r_i - 1}(p_i - 1))\right) \]

\[
\left(\prod_{i \neq \ell} (p_i - 1)^{f_i} \cdot v_{f(p_i \prod_{i \neq \ell} p_i^{f_i})}(d')\right)_{d' \mid N, d' \neq N} \otimes \frac{24} {p_i^{r_i - 1}(p_i - 1)} =
\]

\[
\left(\prod_{i \neq \ell} (p_i - 1)^{f_i} \cdot v_{f(p_i \prod_{i \neq \ell} p_i^{f_i})}(d')\right)_{d' \mid N, d' \neq N} \otimes \frac{24} {p_i^{r_i - 1}(p_i - 1)} =
\]

Similarly we have \( \overline{\delta}(Z(f(p_i^b \prod_{i \neq \ell} p_i^{f_i})) = \prod_{i \neq \ell} \gamma_{f_i} \overline{\delta}(Z(f(p_i^b))) \). Since \( \overline{\delta} \) is a group homomorphism, from the definition of \( D(f) \) it follows \( D(f(d)) \in \ker(\overline{\delta}) \).

Now take \( d \in D_N^b \) with \( f = f(d) \in F_i^b \). Again, Proposition 5.6 tells us that for each \( d' \mid N \),

\[
v_{f(p_m(f))}(d') = \beta(d) \prod_{i \neq m(f)} (p_i - 1)(1 - f_i) \cdot v_{f(p_i \prod_{i \neq \ell} p_i^{f_i})}(d').
\]

(41)

Hence, we can use a similar manipulation as before to see \( \prod_{i \neq m(f)} \gamma_{f_i} \overline{\delta}(Z(f(p_m(f)))) = \overline{\delta}(Z(f)) \). This yields \( D(f(d)) \in \ker(\overline{\delta}) \) for all \( f(d) \in F_i^b \).

Now we are ready to state the main theorem of this section, whose proof will occupy the rest of the section.

**Theorem 6.7.** Let \( N = \prod_{i=1}^{s} p_i^{r_i} \) be an odd positive integer and let \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N^b \). We have

\[
\ker(\overline{\delta}(C_N)) = \langle [D(f(d))]: d \in D_N^b \rangle.
\]

(42)

**Proof.** We write down the proof for \( 3 \mid N \), so \( p_i \neq 3 \) for all \( i \). The proof for \( 3 \mid N \) follows similarly and will be omitted. The inclusion \( \subseteq \) follows immediately from Lemma 6.6. Thus, we need to show the other inclusion. Recall from Theorem 3.2 that the divisors \( Z(d) \), for \( d \) ranging over all the divisors of \( N \) not equal to 1, generate \( C(N) \). Since we saw in the proof of Lemma 6.6 that \( \overline{\delta}([Z(d)]) = 0 \) for all \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N^b \) with \( f_i, f_j \geq 2 \) for distinct \( i \) and \( j \), this implies that

\[
\text{im}(\overline{\delta}(C_N)) = \langle \{v_{f(d)} \otimes \frac{1}{n_d} : d \in D_N^b \cup (\cup_{i=1}^{s} \cup_{b=1}^{r_i} D_{N,i}^b)\} \rangle.
\]
where we recall from Definition 5.7 that we write $\overline{\delta}([Z(f(d))]) = \nu_{f(d)} \otimes \frac{1}{n_d}$ when $n_d$ is the order of the divisor $Z(d)$. Hence, to prove that the divisors $D(f(d))$ generate $\ker(\overline{\delta}|_{\text{C}(N)})$, we need to show that the underlying linear relations of the tuples $\nu_{f(d)}$ described by such divisors, i.e. the ones given in Equations (40) and (41), generate all the possible relations. We split up the proof into several claims.

**Claim 6.8.** We have $(p_k - 1) \prod_{i=1}^{k-1} \gamma_i \cdot Z(p_k \cdot \ldots \cdot p_s) \in \ker(\overline{\delta})$, $n \cdot Z(p_s) \notin \ker(\overline{\delta})$ for all $n < (p_k - 1) \prod_{i=1}^{k-1} \gamma_i$.

**Proof of Claim 6.8.** Since order$(Z(p_k)) = \prod_{i=1}^s (p_i - 1) \prod_{i=1}^{k-1} \gamma_i$, the first statement of the claim follow immediately from Proposition 5.6 and Theorem 3.2.

For the last one, consider first the case $k = 1$. From Theorem 3.2, we have order$(Z(p_1 \cdot \ldots \cdot p_s)) = (p_1 - 1)$, so $(p_1 - 1) \cdot Z(p_1 \cdot \ldots \cdot p_s) = 0 \in (D(f) : f \in F_{sf})$.

Now take $k = 2$ and consider the divisor $D = \gamma_2 \cdot D(1,0,1,\ldots,1) - D(1,1,1,\ldots,1)$. From Lemma 6.3 we have $V(Z(p_2 \cdot \ldots \cdot p_s))_{\delta} = (-1)^{\sum_{j=1}^s \gamma_j} \prod_{i=1}^{k-1} \gamma_i \prod_{i \neq 1,2}^{k-1} (p_i^{1-\delta_i} - 1)$ and $V(D)_{\delta} = (-1)^{\sum_{j=1}^s \gamma_j} \prod_{i=1}^{k-1} \gamma_i \prod_{i \neq 1,2}^{k-1} (p_i^{1-\delta_i} - 1)$ for any $\delta = \prod_{j=1}^s p_j^{\delta_i}$ squarefree divisor of $N$. Hence, $V(\gamma_2(p_2 - 1) \cdot Z(p_2 \cdot \ldots \cdot p_s) - (p_2 - 1) \cdot D)_{\delta}$ is equal to $(-1)^{\sum_{j=1}^s \gamma_j} \prod_{i=1}^{k-1} \gamma_i \prod_{i \neq 1,2}^{k-1} (p_i^{1-\delta_i} - 1)$ for $\delta$ squarefree, and vanishes otherwise. It follows that

$$\text{GCD}(\gamma_2(p_2 - 1) \cdot Z(p_2 \cdot \ldots \cdot p_s) - (p_2 - 1) \cdot D) = \prod_{i=1}^s \gamma_i \prod_{i=1}^{k-1} (p_i - 1).$$

Thus, Theorem 3.14 yields order$(\gamma_2(p_2 - 1) \cdot Z(p_2 \cdot \ldots \cdot p_s) - (p_2 - 1) \cdot D) = 1$ and

$$\gamma_1(p_2 - 1)Z(p_2 \cdot \ldots \cdot p_s) \in (D(f) : f \in F_{sf}).$$

Next consider $k > 2$. Notice that given a squarefree divisor $\delta = \prod_{j=1}^s p_j^{\delta_i}$ of $N$, we can use Lemma 3.23 to write

$$V((p_k - 1) \prod_{i=1}^{k-1} \gamma_i \cdot Z(p_k \cdot \ldots \cdot p_s))_{\delta} = (-1)^{\sum_{j=1}^s \gamma_j} (p_k - 1) \prod_{j=1}^s \gamma_j \prod_{j=1}^{k-1} p_j^{1-\delta_j} \prod_{j=k+1}^s (p_j^{1-\delta_j} - 1).$$

Consider the divisor

$$D = \sum_{m=1}^{k-2} \left( \prod_{i=1}^{m-1} \gamma_i \right) \cdot (\gamma_k \cdot D(0, \ldots, 0, 1_m, \ldots, 1_k-1, 0_k, 1, \ldots, 1) - D(0, \ldots, 0, 1_m, \ldots, 1_k-1, 1_k, 1, \ldots, 1)) \right).$$

From Lemma 6.3 we have $V(D)_{\delta} = (-1)^{\sum_{j=1}^s \gamma_j} \prod_{j=1}^s \gamma_j \prod_{j=1}^{k-1} (p_j^{1-\delta_j} - 1) \sum_{m=1}^{k-1} \left( \prod_{m<j<k} (p_j^{1-\delta_j} - 1) \prod_{j<m} p_j^{1-\delta_j} \right).$ Hence

$$V((p_k - 1) \prod_{i=1}^{k-1} \gamma_i \cdot Z(p_k \cdot \ldots \cdot p_s) - (p_k - 1) \cdot D)_{\delta}$$

equals

$$(-1)^{\sum_{j=1}^s \gamma_j} (p_k - 1) \prod_{j=1}^s \gamma_j \prod_{i=1}^{k-1} (p_i^{1-\delta_i} - 1) \left( \prod_{j=1}^{k-1} p_j^{1-\delta_j} - \sum_{m=1}^{k-1} \left( \prod_{m<j<k} (p_j^{1-\delta_j} - 1) \prod_{j<m} p_j^{1-\delta_j} \right),$$
which simplifies to
\[
(-1)^{\sum_{j=1}^{s} \gamma_j} \prod_{j=1}^{s} (p_j^{1-\delta_j} - 1) \prod_{j=k+1}^{s} (p_j^{1-\delta_j} - 1)
\]
after using the identity \(\prod_{j=1}^{k-1} (p_j^{1-\delta_j} - 1) = \prod_{j=1}^{k-1} p_j^{1-\delta_j} - \sum_{m=1}^{k-1} (\prod_{m<j<k} p_j^{1-\delta_j} - \prod_{m<j<k} p_j^{1-\delta_j})\) in the last equality (which follows from induction on \(k\)). Thus, \(\text{GCD}(p_k - 1) \prod_{i=1}^{k} \gamma_i \cdot Z(p_1 \cdot \ldots \cdot p_k - (p_k - 1) \cdot D)\) equals the product \(\prod_{i=1}^{k} (p_i - 1) \prod_{i=1}^{s} \gamma_i\), since all the non-squarefree entries \(\delta\) of \(Z(p_1 \cdot \ldots \cdot p_k)\) and of \(D(f)\) are zero for any \(f \in F_{st}\). Hence, Theorem 3.14 yields \(\text{order}(p_k - 1) \prod_{i=1}^{k} \gamma_i \cdot Z(p_1 \cdot \ldots \cdot p_k - (p_k - 1) \cdot D) = 1\) and the third statement holds.

**Claim 6.9.** Let \(d \in D_N\) and \(f = f(d)\), and recall the notation given in 2.6 for \(S_{\gamma_i}(r_i, p_i)\). Then the following statements hold:

(a) If \(f \in F_{st}\) and \(m = m(f)\), we have \((p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) \in \ker(\overline{\delta})\) for each \(d \in D_N^f\) and \(n \cdot Z(d) \notin \ker(\overline{\delta})\) for any \(n < (p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i}\). Moreover, \((p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) \in \langle D(f) : f \in F_{st}\rangle\).

(b) If \(f = f(d) \in F_{s}^b\) for some \(n \in \{1, \ldots, s\}\) and \(2 \leq b \leq n\), we have \(S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) \in \ker(\overline{\delta})\) and \(n \cdot Z(d) \notin \ker(\overline{\delta})\) for any \(n < S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i}\). Moreover, \(S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d)\) lies in \(\langle D(f) : f \in F_{s}^b\rangle\).

**Proof of Claim 6.9.** We first show (b). From Theorem 3.2 we know that \(\text{order}(Z(d)) = S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i}\). Hence, the first statement in (b) follows from simplifying the denominator of \(\frac{1}{\gamma_i} \in \nu_f(d) \otimes \frac{1}{n_d}\) as much as possible by using Proposition 5.6. For the second part, Theorem 3.2 gives \(\text{order}(Z(p_i^b) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d)) = S_{\gamma_i}(r_i, p_i)\). Hence, we have

\[
S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) - S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot (p_i^b) = S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot D(f(d)).
\]

Combining the last two sentences we obtain \(S_{\gamma_i}(r_i, p_i) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) \in \langle D(f) : f \in F_{s}^b\rangle\).

Next we show (a). As in the proof of (b), the first sentence of the statement follows from Theorem 3.2 and Proposition 5.6. We have already seen in Claim 6.8 that \((p_k - 1) \prod_{i=1}^{k-1} \gamma_i \cdot Z(p_1 \cdot \ldots \cdot p_k) \in \langle D(f) : f \in F_{st}\rangle\) for any \(k \in \{1, \ldots, s\}\). From Definition 6.1 it follows that

\[
(p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) - (p_m - 1) \prod_{i=1}^{m-1} \gamma_i \cdot Z(0, \ldots, 0, 1_m, 1, \ldots, 1)
\]
equals
\[
(p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot D(f(d)) - (p_m - 1) \prod_{i=1}^{m-1} \gamma_i \cdot D(0, \ldots, 0, 1_m, 1, \ldots, 1).
\]
Hence, Claim 6.8 yields \((p_m - 1) \prod_{i=1}^{s} \gamma_i^{1-f_i} \cdot Z(d) \in \langle D(f) : f \in F_{st}\rangle\) for any other \(d \in D_N^f\).
Using Claim 6.9, the proof of \( \ker(\overline{\sigma}_{\mathbb{C}(N)}) = \langle D(f(d)) : d \in D_1^c \rangle \) is now reduced to showing that the divisors \( D(f) \) generate all the relations involving at least two divisors \( Z(d) \). To do so, we look into the linear relations arising between the tuples \( v_{f(d)} \). Notice from Equation (40) that, given \( t \in \{1, \ldots, s\} \), for each \( f' \in \{0, 1\}^{s-1} \) the tuples in \( S_t(f') \) are multiples of the tuples in \( S_t((1, \ldots, 1)) \); explicitly

\[
v_{f}(p_i^b \prod_{i \neq t} p_i^f)(d') = \prod_{i \neq t} (p_i - 1)^{(1-f_i)} \cdot v_{f}(p_i^b \prod_{i \neq t} p_i)(d')
\]

(43)

for any divisor \( d' \) of \( N \). Similarly, for each \( f \in F_{sf} \) we have

\[
v_{f}(d') = \prod_{j \neq m(f)} (p_j - 1)^{(1-f_j)} \cdot v_{f}(\prod_{i \neq m(f)} p_i)(d').
\]

(44)

These relations implied by the proof of Lemma 6.6. To show that no more linear relations exist other than the ones generated by Equations (43) and (44), it is enough to check that the sets of tuples

\[
S_t((1, \ldots, 1)), \ S_{sf} \text{ and } (\bigcup_{t=1}^{s} S_t((1, \ldots, 1))) \cup S_{sf}
\]

are mutually linearly independent. We split the proof of this statement in the next four claims, where we take combinations of these sets and use Lemma 6.4 to check that they are indeed independent.

**Claim 6.10.** Each of the sets \( S_t((1, \ldots, 1)) \) for \( t \in \{1, \ldots, s\} \), and \( S_{sf} \) consists of \( \mathbb{Z} \)-linearly independent tuples. In other words, there is no linear combination of the divisors in the set \( \{Z(p_i^b \prod_{i \neq t} p_i)\}_{b \geq 2} \) that lies in the kernel of \( \overline{\sigma} \), and similarly for \( \{Z(p_1 \cdots p_s), Z(p_2 \cdots p_s), \ldots, Z(p_{s-1} p_s), Z(p_s)\} \).

**Proof of Claim 6.10.** For each \( t \in \{1, \ldots, s\} \), we see that the \( \mathbb{Z} \)-linear independence of the elements in \( S_t(f') \) follows from Lemma 6.4. For \( S_{sf} \), notice that in the entries of the tuple \( v((0, \ldots, 0, 1, \ldots, 1)) \) we can only find elements generated by \( p_i \) or \( \sqrt{p_i^f} \). Since all the \( p_i \) are distinct, it follows immediately from the explicit description of \( \bigoplus_{d'|N} \Omega_{d'} \otimes \mathbb{Q}/\mathbb{Z} \) that the tuples in \( S_{sf} \) are linearly independent.

**Claim 6.11.** The sets \( S_t((1, \ldots, 1)) \) for \( t \in \{1, \ldots, s\} \) are all linearly independent from each other, i.e. the set \( \bigcup_{t=1}^{s} S_t((1, \ldots, 1)) \) consists of linearly independent tuples. In other words, there is no linear combination of the divisors in the set \( \{Z(p_i^b \prod_{i \neq t} p_i) : 1 \leq t \leq s, 2 \leq b \leq r_t\} \) that lies in the kernel of \( \overline{\sigma} \).

**Proof of Claim 6.11.** By Proposition 5.6, we have that the entries of the tuples in \( S_t((1, \ldots, 1)) \) lie in the subgroup generated by \( \sqrt{p_i^f} \) in \( \Omega_{d'} \) (for the definition of \( \Omega_{d'} \) see Definition 5.4). Since all the \( p_i \) are distinct and even co-prime, and we already know from Claim 6.10 that each \( S_t((1, \ldots, 1)) \) is a set of independent tuples, there cannot be any linear combination of the divisors in \( \{Z(p_i^b \prod_{i \neq t} p_i) : 1 \leq t \leq s, 2 \leq b \leq r_t\} \) in the kernel of \( \overline{\sigma} \).

**Claim 6.12.** The tuples in the set \( S_{sf} \) are linearly independent from those in any of the set \( \bigcup_{t=1}^{s} S_t((1, \ldots, 1)) \). In other words, there is no linear combination of the divisors

\[
\{Z(p_i^b \prod_{i \neq t} p_i) : 1 \leq t \leq s, 2 \leq b \leq r_t\} \cup \{Z(p_1 \cdots p_s), Z(p_2 \cdots p_s), \ldots, Z(p_{s-1} p_s), Z(p_s)\}
\]

that lies in the kernel of \( \overline{\sigma} \).
Proof of Claim 6.12. This proof is similar to that of Claim 6.10. For each \( i \in \{1, \ldots, s\} \), we construct the matrix \( M_i \) following Lemma 6.4, and proceeding with matrix transformations as before, obtaining an \((r_i - 1) \times (r_i + 1)\)-matrix \( N_i \) equivalent to \( M_i \) and \((n, n + 1)\)-lower triangular. Now the idea is the following: for each \( i \), we construct the matrix \( M_i' \) by extending the matrix \( N_i \) through inserting at the top of \( N_i \) the row corresponding to the exponents of \( p_i^s \) and \( \sqrt{p_i^s} \) in \( v_{(0, \ldots, 0, 1, 1, \ldots, 1)} \). The resulting matrix \( M_i' \) is an \( r_i \times (r_i + 1) \) matrix. Since from Proposition 5.6 we have that we introduce the following notation.

Let \( N \) be an odd positive integer and let \( d = \prod_{i=1}^{s} p_i^{f_i} \in D_N^r \). We have

\[
\ker(\overline{\delta}|_{C(N)}) = \left( \bigoplus_{d \in D_N^{p^r f}, \ p_i^s p_i^{|d|}} \langle [D(f(d))] \rangle \right) \oplus \left( \bigoplus_{b=2}^{s} \left( \bigoplus_{i=1}^{s} \langle [D(f(d))] : f(d) \in F_b^i \rangle \right) \right) \oplus \langle [D(f(d))] : d \in D_N^{f, f} \rangle. \tag{45}
\]

Proof. By definition we have

\[
\begin{align*}
&\cdot D(f(d)) \in \langle Z(f(d)) \rangle \text{ for } f \in F \setminus F_{st} \text{ with } f_i, f_j \geq 2 \text{ for some } i \neq j; \\
&\cdot D(f(d)) \in \langle Z(f(d)) \rangle \oplus \langle Z((1, \ldots, 1, f(d)_i, 1, \ldots, 1)) \rangle \text{ for } f(d)_i \geq 2 \text{ and } f(d)_i \in \{0, 1\} \text{ for all } i \neq i.
\end{align*}
\]

Thus, Equation (45) follows from Theorem 6.7.

7. \( l \)-adic decomposition of the kernel

In Section 6 we defined divisors \( D(f) \) generating the kernel of the map \( \overline{\delta}|_{C(N)} \). To obtain a cyclic decomposition of this kernel, we would like to use the “linear independence” criteria stated in [37, Theorem 1.9]. However, the divisors \( D(f) \) do not satisfy these criteria. Instead, in this section, we work out an alternative decomposition of the \( \ell \)-primary part of \( \ker(\overline{\delta}|_{C(N)}) \) into cyclic subgroups: that is, we find divisors \( E(f) \in \langle D(f(d)) \rangle : d \in D_N^r \) for \( f \in F \) such that \( \ker(\overline{\delta}|_{C(N)}) \otimes \mathbb{Z}_l \simeq \bigoplus_{f \in F} \langle [E(f)] \rangle \otimes \mathbb{Z}_l \). Notice that, since we are interested in the \( \ell \)-primary part, we can work \( \ell \)-adically as the information on the \( \ell \)-powers remains in \( \mathbb{Z}_l \); i.e., \( \ker(\overline{\delta}|_{C(N)})[\ell^{\infty}] = \left( \ker(\overline{\delta}|_{C(N)}) \otimes \mathbb{Z}_l \right)[\ell^{\infty}] \). Finally, we compute the orders of the divisors \( [E(f)] \) in \( J_0(N) \), providing a complete description of \( \ker(\overline{\delta}|_{C(N)})[\ell^{\infty}] \) and hence of \( J_0(N)^{m(Q)} \otimes [\ell^{\infty}] \). In this section, we write \( m = m(f) \), \( n = n(f) \) and \( n' = n'(f) \) for a given \( f \) whenever this cannot lead to confusion. We first introduce the following notation.
Definition 7.1. We fix the following definitions.

(a) Given \( f \in F_{sf} \), we define \( \gamma(f) := \prod_{i=1}^{k} \gamma_i^{(1-f_i)} \) and \( D_\gamma(f) = \gamma(f) \cdot D(f) \). Furthermore, given any finite set \( \{a_1, \ldots, a_r \} \subseteq \{1, \ldots, s\} \) we define \( f^{a_1, \ldots, a_r} \) as the tuple obtained from \( f \) by swapping the value of each \( f_{a_i} \) from 0 to 1 or 1 to 0 respectively; e.g., if \( f = (1, \ldots, 1) \in F_{sf} \), then \( f^1 = (0, 1, \ldots, 1) \).

(b) Given \( f \in F^b_i \) for a fixed \( i \in \{1, \ldots, s\} \) and \( 2 \leq b \leq r_i \), we define \( \gamma(f) := \prod_{i \neq i} \gamma_i^{(1-f_i)} \) and \( D_\gamma(f) = \gamma(f) \cdot D(f) \). Moreover, for any finite set \( \{a_1, \ldots, a_k \} \subseteq \{1, \ldots, s\} \setminus \{i\} \) we define \( f^{a_1, \ldots, a_k} \) as the tuple obtained from \( f \) by swapping the value of each \( f_{a_j} \) from 0 to 1 or 1 to 0 respectively.

Before moving on to the definition of the divisors \( E(f) \) we first define the auxiliary divisors \( E'(f) \in \text{Div}^{0}_{\text{cusp}}(X_0(N)) \). We recall that the notation \( w(f) \) was introduced in Definition 2.6.

Definition 7.2. Given \( f \in F \) we define the divisor \( E'(f) \in \text{Div}^{0}_{\text{cusp}}(X_0(N)) \) by the following:

(i) For \( f \in F \setminus \left( \bigcup_{i,b} F^b_i \cup F_{sf} \right) \), set
\[
E(f) := D(f).
\]

(ii) For \( f \in F^b_i \) we define
\[
E'(f) := \begin{cases} 
D_\gamma(f) & \text{if } m_+ = s + 1, \\
D_\gamma(f) - D_\gamma(f^{m}) & \text{if } m_+ \neq s + 1 \text{ and } n_+ = s + 1, \\
D_\gamma(f) - D_\gamma(f^{n,n_+}) & \text{if } m_+ \neq s + 1 \text{ and } n_+ \neq s + 1.
\end{cases}
\]

(iii) For \( f \in F_{sf} \), we split the definition in cases.

1. If \( n' < s - 1 \):
   1.A: If \( n' = n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,s}) + D_\gamma(f^{n',n_s,m,s}) & \text{if } w(f) = 2, \\
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,s}) + D_\gamma(f^{n',n_s,m,s}) + E'(f^m) & \text{if } w(f) \geq 3.
\end{cases}
   \]
   1.B: If \( n' \neq n_s \) and \( m = n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,m_s}) & \text{if } w(f) = 2, \\
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,m_s}) + D_\gamma(f^{n',n_s,n,n_s}) + E'(f^m) & \text{if } w(f) \geq 3.
\end{cases}
   \]
   1.C: If \( n' \neq n_s \) and \( m \neq n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{n,n_s}) + D_\gamma(f^{n',n_s,n,n_s}) + E'(f^m).
\end{cases}
   \]

2. If \( n' = s - 1 \):
   2.A: If \( n' = n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}).
\end{cases}
   \]
   2.B: If \( n' \neq n_s \) and \( m = n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,m_s}) & \text{if } w(f) = 2, \\
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{m,m_s}) + D_\gamma(f^{n',n_s,m,m_s}) & \text{if } w(f) \geq 3.
\end{cases}
   \]
   2.C: If \( n' \neq n_s \) and \( m \neq n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) - D_\gamma(f^{n',n_s}) - D_\gamma(f^{n,n_s}) + D_\gamma(f^{n',n_s,n,n_s}) + E'(f^m).
\end{cases}
   \]

3. If \( n' = s \):
   3.A: If \( n' = n_s \),
   \[
   E'(f) := \begin{cases} 
D_\gamma(f) & \text{if } w(f) = 2, \\
D_\gamma(f) - D_\gamma(f^{m,m_s}) & \text{if } w(f) \geq 3.
\end{cases}
   \]
3.B: If \( n' \neq n \) and \( m = n \),
\[
E'(f) := \begin{cases} 
D_{\gamma}(f) - D_{\gamma}(f^{m,m}) & \text{if } w(f) = 2, \\
D_{\gamma}(f) - D_{\gamma}(f^{m,m}) - D_{\gamma}(f^{m'}) + D_{\gamma}(f^{m,m,m'}) & \text{if } w(f) \geq 3 \text{ and } n'' = n', \\
D_{\gamma}(f) - D_{\gamma}(f^{m,m}) - D_{\gamma}(f^{n'',n''}) + D_{\gamma}(f^{m,m,m',n''}) & \text{if } w(f) \geq 3 \text{ and } n'' \neq n'.
\end{cases}
\]

3.C: If \( n' \neq n \) and \( m \neq n \),
\[
E'(f) := \begin{cases} 
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) & \text{if } n'' = n \text{ and } m' = n + 2, \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) - p_{m'}E'(f^{m,m'}) & \text{if } n'' = n', m' \neq n + 2, \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) + E'(f^m) & \text{if } n'' = n', m' \neq n + 2, \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) - D_{\gamma}(f^{n'',n''}) + D_{\gamma}(f^{n,n',n'',n''}) - E'(f^m) & \text{if } n' \neq n'' \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) - D_{\gamma}(f^{n'',n''}) + D_{\gamma}(f^{n,n',n'',n''}) + E'(f^m) & \text{if } n' \neq n'' \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) & \text{if } n = m + 1, \\
D_{\gamma}(f) - D_{\gamma}(f^{n,n'}) - D_{\gamma}(f^{n'',n''}) + D_{\gamma}(f^{n,n',n'',n''}) + E'(f^m) & \text{if } n = m + 1.
\end{cases}
\]

**Remark 7.3.** The case distinction in the definition of the divisors \( E'(f) \) given in Definition 7.2 is made in order to guarantee that the divisors \( E(f) \) given in the upcoming definition generate all \( D(f) \) over \( \mathbb{Z}_l \). The idea is that, under Assumption 2.6.(a), to assure \( \langle D(f) : f \in F \rangle \otimes \mathbb{Z}_l = \langle E(f) : f \in F \rangle \otimes \mathbb{Z}_l \), we can only take \( D(f') \) with a non-zero coefficient in the definition of \( E'(f) \) if the following is satisfied: \( \sum_{i=1}^{k} f_i' \leq \sum_{i=1}^{k} f_i \) for all \( k \in \{1, \ldots, s\} \). That is, we can only take \( D(f') \) with non-zero coefficient in the definition of \( E'(f) \) if \( f' \) has 1's more to the right in comparison with \( f \). The following sub-cases in the cases (iii.3.B) and (iii.3.C) have potentially fewer choices when moving 1's to the right for finding an appropriate linear combination of \( D(f') \), and hence we treat them separately.

- The case \( n = n' \) consists of the tuples \( f \) with only one block of 1's, i.e., of the form \((0, \ldots, 0, 1, \ldots, 0, \ldots, 0)\);
- The case \( n'' = n' \) consist of the tuples \( f \) with two blocks of 1's, i.e. when \( f \) is of the form \((0, \ldots, 0, 1, \ldots, 0, 1, \ldots, 0, \ldots, 0)\);
- The case \( m = n \) consists of the tuples \( f \) for which the first block of 1's has only one element in it, i.e., tuples of the form \((0, \ldots, 0, 1, 0, \ldots)\);
- Lastly, the case \( m' = n + 2 \) consists of the tuples \( f \) that have two blocks of 1's with only one 0 between them, i.e., of the form \((0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0, \ldots, 0)\).

Now we are ready to introduce the divisors \( E(f) \).

**Definition 7.4.** Fix \( f \in F \). For each \( f' \in F \), let \( \gamma(E'(f), D(f')) \) be the coefficient of the divisor \( D(f') \) in the definition of \( E'(f) \). Define \( G(E'(f)) := \gcd \{ \gamma(E'(f), D(f')) \} \) to be the greatest common divisor of these
coefficients. Then the divisor $E(f)$ is defined as

$$E(f) := G(E'(f))^{-1} \cdot E'(f).$$

**Remark 7.5.** Notice that in the definition of the divisors $E(f)$ for each $f \in F_{sf}$ the following is satisfied. For a given $f \in F_{sf}$ in Case $(\text{iii}.\beta.a)$ with $\beta \in \{1, 2, 3\}$ and $\alpha \in \{A, B, C\}$, the divisors $D(f')$ appearing with non-zero coefficients in the definition of $E(f)$ satisfy

- $w(f') < w(f)$, or
- $w(f') = w(f)$ with $f'$ in case $(\text{iii}.\beta'.\alpha')$ and $\beta' > \beta$, or
- $w(f') = w(f)$ with $f'$ in case $(\text{iii}.\beta'.\alpha')$ and $\beta' = \beta$ and $(\alpha = C, \alpha' = A)$ or $(\alpha = B, \alpha' = A)$.

For example, for $f$ in Case $(\text{iii}.3.B)$, the divisors $D(f')$ appearing with non-zero coefficients in the definition of $E(f)$ satisfy either $w(f') < w(f)$ or $w(f') = w(f)$ and $f'$ is in Case $(\text{iii}.3.A)$, Likewise, for $f$ in Case $(\text{iii}.3.C)$, the divisors $D(f')$ appearing with non-zero coefficients in the definition of $E(f)$ satisfy either $w(f') < w(f)$ or $w(f') = w(f)$ and $f'$ is in Case $(\text{iii}.3.A)$ or $(\text{iii}.3.B)$; for $f$ in Case $(\text{iii}.2.A)$, the divisors $D(f')$ appearing with non-zero coefficients in the definition of $E(f)$ satisfy either $w(f') < w(f)$ or $w(f') = w(f)$ and $f'$ is in Case $(\text{iii}.3.A)$, $(\text{iii}.3.B)$ or $(\text{iii}.3.C)$, etc. As we will see in more detail in Lemma 7.8, the idea behind this construction is to guarantee that the coefficient of the divisor $D(f)$ in the definition of $E(f)$ is an $l$-adic unit and, at the same time, to be able to apply recursive arguments to prove that the divisors $E(f)$ are $l$-adic generators of the kernel of $\overline{\sigma}$. This choice of construction is based on Assumption 2.6.(a), and will also play a role in the decomposition of $\ker(\overline{\sigma})$ into cyclic subgroups.

Next we give an example of this construction.

**Example 7.6.** Take $s = 3$ and $N = p_1^2 p_2 p_3$. The construction in Definitions 7.2 and 7.4 yield

$$E(2, 0, 1) = D(2, 0, 1),$$
$$E(2, 1, 1) = D(2, 1, 1) - \gamma_2 D(2, 0, 1),$$
$$E(2, 1, 0) = \gcd(\gamma_2, \gamma_3)^{-1} (\gamma_3 D(2, 0, 1) - \gamma_2 D(2, 0, 1)),$$
$$E(0, 1, 1) = D(0, 1, 1),$$
$$E(1, 0, 1) = \gcd(\gamma_1, \gamma_2)^{-1} (\gamma_2 D(1, 0, 1) - \gamma_1 D(0, 1, 1)),$$
$$E(1, 1, 0) = \gcd(\gamma_2, \gamma_3)^{-1} (\gamma_3 D(1, 1, 0) - \gamma_2 D(1, 0, 1)),$$
$$E(1, 1, 1) = D(1, 1, 1) - \gamma_1 D(0, 1, 1).$$

Since $v_l(\gamma_3) \leq v_l(\gamma_2) \leq v_l(\gamma_1)$, we have $\langle D(f) : f \in F \rangle \otimes \mathbb{Z}_l = \langle E(f) : f \in F \rangle \otimes \mathbb{Z}_l$.

To show that the divisors $E(f)$ are $l$-adic generators of the kernel of $\overline{\sigma}$, we start by showing that the classes of these divisors in $J_0(N)_m$ generate the same group over $\mathbb{Z}_l$ as the group generated by the divisors $D(f)$ defined in Definition 6.1. We show this in Lemma 7.8, and to do so we will need the next result.

**Lemma 7.7.** Let $f \in F$. Then $\val_l(G(E'(f))) = \val_l(\gamma(f))$. In addition, recalling Definitions 7.2 and 7.4, the coefficient of the divisor $D(f)$ in the definition of the divisor $E(f)$ is an $l$-adic unit.
Proof. We write down the proof for \( f \in F \) with \( n' < s - 1 \) and \( n' = n \) (i.e., for Case (iii.1.A)) and omit the proofs of the rest of the cases as the arguments proceed in the same manner. The proof is done by induction on \( w(f) \). By definition, the coefficient of \( D(f) \) in the definition of \( E(f) \) is given by
\[
\begin{cases}
\gamma(f) & \text{if } w(f) = 2, \\
\frac{\gamma(f)}{\gcd(\gamma(f), \gamma(f^{n'(n')}, \gamma(f^{m^2}, \gamma(f^{n'(n'), m^2})))} & \text{if } w(f) \geq 3.
\end{cases}
\]

Given a prime \( l \), recall that we fixed an ordering \( \preceq \) on the set of primes \( p \) dividing \( N \) in Assumption 2.6.(a). Hence
\[
\text{val}_l(\gamma(f)) \leq \text{val}_l(\gamma(f^{n', n'})), \quad \text{val}_l(\gamma(f)) \leq \text{val}_l(\gamma(f^{m, s})) \quad \text{and} \quad \text{val}_l(\gamma(f)) \leq \text{val}_l(\gamma(f^{n', n', m, s})).
\]

Hence, for \( w(f) = 2 \), we have \( \text{val}_l(G(E(f))) = \text{val}_l(\gamma(f)) \) and \( \text{val}_l(\gamma(f)) \) is an \( l \)-adic unit, proving the base case.

Before moving on to the induction step, let us first show that \( \text{val}_l(G(E(f))) = \text{val}_l(\gamma(f^{m, s})) \) for any \( f \in F \). For this, we also use induction on \( w(f) \). If \( f \) has \( w(f) = 3 \), then \( f^m \) satisfies \( w(f^m) = 2 \), and the statement follows from our previous argument. Now assume that for all \( f \) with \( w(f) = t \geq 3 \) we have \( \text{val}_l(G(E(f))) = \text{val}_l(\gamma(f^{m, s})) \) take \( f \) with \( w(f) = t \). Then
\[
G(E(f^m)) = \gcd(\gamma(f^m), \gamma(f^{n'(f^m), n'(f^m)}, \gamma(f^{m(f^m), s}, \gamma(f^{n'(f^m), n'(f^m), m(f^m), s}, G(E((f^m)m(f^m)))).
\]

By definition \( f_m = 1 \) so we have \( w((f^m)m(f^m)) = t \), and using the induction hypothesis it follows that
\[
G(E(f^m)) = \gcd(\gamma(f^m), \gamma(f^{n'(f^m), n'(f^m)}, \gamma(f^{m(f^m), s}, \gamma(f^{n'(f^m), n'(f^m), m(f^m), s}, G(E((f^m)m(f^m)))))
\]
and similarly as before, by Assumption 2.6.(a), we conclude that \( G(E(f^m)) = \gamma(f^m) \).

We are now ready for the induction step. By Assumption 2.6.(a) we have that
\[
\text{val}_l(\gamma(f)) \leq \text{val}_l(\gamma(f^{m, s})),
\]
and we have just shown that \( \text{val}_l(G(E(f))) = \text{val}_l(\gamma(f^{m, s})) \). It follows that for \( w(f) \geq 3 \) we also have that \( \text{val}_l(G(E(f))) = \text{val}_l(\gamma(f)) \) and \( \text{val}_l(\gamma(f)) \) is an \( l \)-adic unit. \( \square \)

Lemma 7.8. With notation and assumptions as above we have that
\[
D_t := \langle [D(f)] : f \in F \rangle \otimes \mathbb{Z}_l = \langle [E(f)] : f \in F \rangle \otimes \mathbb{Z}_l =: \mathcal{E}_t.
\]

Proof. By Definition 7.4 the divisors \( E(f) \) lie inside \( D_t \). Hence \( \mathcal{E}_t \subseteq D_t \), so we only need to show the other inclusion. Notice that if \( f \in F \setminus (\bigcup_i b F_i \cup F_{\text{st}}) \), then \( D(f) \) is in \( \mathcal{E}_t \), as in this case \( D(f) = E(f) \). Now we break down the rest of the proof into showing the equalities
\[
[D(f)] : f \in F_{\text{st}} \otimes \mathbb{Z}_l = \langle [E(f)] : f \in F_{\text{st}} \rangle \otimes \mathbb{Z}_l,
\]
and, for given \( t \in \{1, \ldots, s\} \) and \( 2 \leq b \leq t \),
\[
[D(f)] : f \in F_{t}^{b} \otimes \mathbb{Z}_l = \langle [E(f)] : f \in F_{t}^{b} \rangle \otimes \mathbb{Z}_l.
\]
In particular, we showcase the proof of Equation (46); Equation (47) is done in a similar manner and we omit the proof here. The strategy of the proof is the following. One the one hand, we show recursively that the divisors $D(f')$ appearing with a non-zero coefficient in the definition of $E(f)$ when $f' \neq f$ lie in $\mathcal{E}_f$. This recursion is done in three directions: on $w(f)$, on cases $3 \rightarrow 2 \rightarrow 1$ and, within these cases, from $A \rightarrow B \rightarrow C$. On the other hand, we know by Lemma 7.7 that the coefficient of $D(f)$ in the definition of $E(f)$ is an $l$-adic unit. These two facts together imply that $D(f) \in \mathcal{E}_f$ for all $f \in F_{sf}$. We prove the statement case-by-case ((iii.3)–(iii.1)), and in each case we perform an induction on $w(f)$. That is:

- **Initial step:** We show that for each $f$ with $w(f) = 2$, we have $D(f) \in \mathcal{E}_f$.
- **Induction step:** We show the following. Let $f$ be any other $D$ for any other $f$ such that $n' = s$ and with $w(f) = 2$; i.e., any element of the form $f = (0, \ldots, 0, 1, 0, 1)$.

**(iii.3):** By definition $D((0, \ldots, 0, 1, 1)) = E((0, \ldots, 0, 1, 1))$ is in $\mathcal{E}_f$ (this corresponds to the Case (iii.3 A) with $w(f) = 2$). Now consider $f = (0, \ldots, 0, 1, 0, 1)$ and the divisor

$$E(f) = G(E(f))^{-1} \cdot (D_\gamma((0, \ldots, 0, 1, 1)) - D_\gamma((0, \ldots, 0, 1, 1))).$$

Since we have just seen that $D((0, \ldots, 0, 1, 1)) \in \mathcal{E}_f$ and by definition $E(f) \in \mathcal{E}_f$, also $G(E(f))^{-1}$.

$(D_\gamma((0, \ldots, 0, 1, 1)))$ lies in $\mathcal{E}_f$. Furthermore, Lemma 7.7 yields that $\frac{\gamma(f)}{G(E(f))}$ is an $l$-adic unit. Hence $D(f) \in \mathcal{E}_f$. Similarly, we can prove recursively that $D(f) \in \mathcal{E}_f$ for any $f$ such that $n' = s$ and with $w(f) = 2$; i.e., any element of the form $f = (0, \ldots, 0, 1, 0, 1)$.

**(iii.2):** Now take $f = (0, \ldots, 0, 1, 1, 0)$; Case (iii.2 A) with $w(f) = 2$. By definition $E(f) = G(E(f))^{-1}$.

$(D_\gamma(f) - D_\gamma(f^{n',n'_+}))$, but since $n' = s$, we have $n'_+ = s$. Hence $f^{n',n'_+}$ satisfies $n'(f^{n',n'_+}) = s$ and, by our previous step, $w(f^{n',n'_+}) = 2$, so $D(f^{n',n'_+}) \in \mathcal{E}_f$. Again, since $E(f) \in \mathcal{E}_f$ by definition and Lemma 7.7 states that $\frac{\gamma(f)}{G(E(f))}$ is an $l$-adic unit, this yields $D(f) \in \mathcal{E}_f$. We continue the recursion by taking $f = (0, \ldots, 0, 1, 0, 1)$. Then $f^{n',n'_+} = (0, \ldots, 0, 1, 0, 1)$, $f^{m,m_+} = (0, \ldots, 0, 1, 1, 0)$ and $f^{n',n'_+,m,m_+} = (0, \ldots, 0, 1, 0, 1)$, and we have already seen that for all these tuples the corresponding divisor $D$ lies in $\mathcal{E}_f$. Using again Lemma 7.7 we obtain $D(f) \in \mathcal{E}_f$. For any other $f$ with $n'(f) = s$ and $w(f) = 2$ we can use similar arguments to show that $D(f) \in \mathcal{E}_f$.

**(iii.1):** Consider now $f = (0, \ldots, 0, 1, 0, 0) \in F_{sf}$. This $f$ satisfies $n' = s = 2$, $n = n'$ and $w(f) = 2$, i.e., Case 1.A with $w(f) = 2$. Then by definition

$$E(f) = G(E(f))^{-1} \cdot (D_\gamma(f) - D_\gamma(f^{n',n'_+}) - D_\gamma(f^{m,m_+}) + D_\gamma(f^{n',n'_+,m,m_+})).$$

But since $n'(f^{n',n'_+}), n'(f^{m,m_+}), n'(f^{n',n'_+,m,m_+}) \in \{s-1, s\}$ we have that $D(f^{n',n'_+}), D(f^{m,m_+}), D(f^{n',n'_+,m,m_+}) \in \mathcal{E}_f$ as shown in the previous steps. Using Lemma 7.7 we obtain that $\frac{\gamma(f)}{G(E(f))}$ is an $l$-adic unit and also $D(f) \in \mathcal{E}_f$. Similarly as before, we can show recursively that we have $D((f')^{m,m_+}) \in \mathcal{E}_f$ for any other $f' \in F_{sf}$ with $n'(f') = s = 2$ and $n'(f') \neq n(f')$; i.e., any element of the form $f' = (0, \ldots, 0, 1, 0, 0)$. This follows from the fact that $n'(f^{n',n'_+}), n'(f^{n',n'_+,m,m_+}) = s-1$, and thus in the previous step we saw $D((f')^{n',n'_+}), D_\gamma((f')^{n',n'_+,m,m_+}) \in \mathcal{E}_f$. Hence, from the definition
of $E(f')$, Lemma 7.7 yields $D(f') \in \mathcal{E}_l$. The same recursive argument can be done for the rest of tuples $f \in F_{sf}$ with $w(f) = 2$ using that we have seen that $D(f') \in \mathcal{E}_l$ for any $f'$ with $n'(f) < n'(f')$.

Next, we consider the **Induction step**. Let $t \in \{1, \ldots, s-1\}$ and

$$f = (0, \ldots, 0, 1, \ldots, 1), \quad \text{so that} \quad f^{m_t} = (0, \ldots, 0, 1, \ldots, 1).$$

Then the induction hypothesis yields $D(f^{m_t}) \in \mathcal{E}_l$, and this together with Lemma 7.7 implies that $D(f) \in \mathcal{E}_l$, since $E(f) = G(E'(f))^{-1} \cdot (D_r(f) - D_r(f^{m_t}))$. This proves the statement for any $f \in F_{sf}$ in Case (iii.3.A). In similar fashion as in the **Initial step**, we can use this case together with Remark 7.5 and employ a recursive argument to prove that $D(f) \in \mathcal{E}_l$ for all $f \in F_{sf}$.

Now that we know that the divisors $E(f)$ are $l$-adic generators of $\ker(\bar{\delta})$, we would like to apply [37, Theorem 1.9] to obtain a cyclic decomposition of this group. For this it is essential to first compute the tuples $V(E(f))$ for each $f \in F$. By definition, we have $E(f) = D(f)$ for all $f \in F \setminus (\bigcup_{i} F_i^b) \cup F_{sf}$, and for all such $f$ the tuple $V(E(f))$ is already computed in Lemma 6.3. In the following lemma we compute $V(E(f))$ for the remaining $f$.

**Lemma 7.9.** Fix $i \in \{1, \ldots, s\}$ and $2 \leq b \leq r_i$. For $f \in F_i^b$ and for any given divisor $\delta = \prod_{j=1}^s p_j^{\delta_j}$ of $N$ such that $p_j^2 \nmid \delta$ for all $j \neq i$, we have

$$V(E(f))_{\delta} = \left(\prod_{j=1}^{s} p_j^{\gamma_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \times \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \times \left(\prod_{j \neq i} p_j^{1-\delta_j} \right)$$

For any other divisor $\delta$ of $N$ we have $V(E(f))_{\delta} = 0$. For $f \in F_{sf}$ and for any squarefree divisor $\delta = \prod_{j=1}^s p_j^{\delta_j} \in \mathcal{D}_N$ of $N$ we have

1. If $n' < s-1$: $V(E(f))_{\delta} = \prod_{j=1}^{s} p_j^{\gamma_j} \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \times \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \times \left(\prod_{j \neq i} p_j^{1-\delta_j} \right)$

   (1.A) $\left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right)$

   (1.B) $\left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right)$

   (1.C) $\left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right) \left(\prod_{j \neq i} p_j^{1-\delta_j} \right)$
2. If \( n' = s - 1 \): 
\[
V(E(f))_\delta = \frac{\prod_{j=1}^{s} \gamma_j}{G(E'(f))} \cdot \left( -1 \right) \sum_{j, j \neq n, n'} \delta_j \cdot \prod_{j, j \neq n, n'} \left( p_j^{1-\delta_j} - 1 \right) \prod_{j, j \neq n+1, n'+1} p_j^{1-\delta_j} \times
\]
\[
(2.A) \left( p_{1-\delta_n}^{1-\delta_{n-1}} - p_1^{1-\delta_1} \right)
\]
\[
(2.B) \left( p_{1-\delta_{n+1}'} - p_{1-\delta_m}^{1-\delta_{n+1}} \right)
\]
\[
(2.C) \left( -1 \right) \cdot \left( p_{1-\delta_{n-1}'} - p_{1-\delta_{n+1}}^{1-\delta_{n+1}} \right)
\]
if \( n' = n \),
\[
(3.A): V(E(f))_\delta = \frac{\prod_{j=1}^{s} \gamma_j}{G(E'(f))} \cdot (-1)^{14} \sum_{j} \delta_j \cdot \prod_{j, j \neq m, m+1} (p_j^{1-\delta_j} - 1) \prod_{j, j = n'} p_j^{1-\delta_j} \text{ if } n = n'.
\]
\[
(3.B): V(E(f))_\delta = \frac{\prod_{j=1}^{s} \gamma_j}{G(E'(f))} \cdot (-1)^{14} \sum_{j} \delta_j \times
\]
\[
\left( p_{1-\delta_n}^{1-\delta_{n+1}'} - p_{1-\delta_m}^{1-\delta_{m+1}} \right) \prod_{j, j \neq m, m'} (p_{1-\delta_j}^{1-\delta_j} - 1) \prod_{j, j \neq m+1} p_j^{1-\delta_j}
\]
if \( n' \neq n, m = n \)
\[
\left( p_{1-\delta_{m+1}'} - p_{1-\delta_m}^{1-\delta_{m+1}} \right) \prod_{j, j \neq m, m''} (p_{1-\delta_j}^{1-\delta_j} - 1) \prod_{j, j \neq m+1, m''+1} p_j^{1-\delta_j}
\]
if \( n' \neq n, m = n \)
\[
\text{and } n' = n'',
\]
\[
(3.C): V(E(f))_\delta = \frac{\prod_{j=1}^{s} \gamma_j}{G(E'(f))} \cdot (-1)^{14} \sum_{j} \delta_j \cdot \prod_{j, j \neq m, m''} (p_{1-\delta_j}^{1-\delta_j} - 1) \prod_{j, j \neq n+1, n''+1} p_j^{1-\delta_j} \times
\]
\[
\left( p_{1-\delta_n}^{1-\delta_{n+1}'} - p_{1-\delta_{n+1}}^{1-\delta_{n+1}} \right)
\]
if \( n \neq m, n' \neq n, n'' = n' \)
\[
\text{and } m' = n + 2,
\]
\[
\left( -1 \right) \cdot \left( p_{1-\delta_m}^{1-\delta_{m+1}'} - p_{1-\delta_{m+1}}^{1-\delta_{m+1}} \right) \left( p_{1-\delta_n}^{1-\delta_{n+1}'} - p_{1-\delta_{n+1}}^{1-\delta_{n+1}} \right)
\]
if \( n \neq m, n' \neq n, n'' = n' \)
\[
\text{and } m' \neq n + 2,
\]
otherwise.

For any other non-squarefree \( \delta \in D_N \) we have \( V(E(f))_\delta = 0. \)

Proof: The result in this lemma follows from straightforward arithmetic computation using induction on \( w(f) \) and a case distinction that combines Definition 7.4 and Lemma 6.3.

The next result uses [37, Theorem 1.9] to obtain the aforementioned decomposition of \( \langle [E(f)] : f \in F \rangle \otimes \mathbb{Z}_l \) into cyclic groups. First we treat the “squarefree” part.
Lemma 7.10. With notation and assumptions as above, we have

\[
\langle [E(f)] : f \in F_{sf} \rangle \otimes \mathbb{Z}_l = \left( \bigoplus_{f \in F_{sf}} ([E(f)]) \right) \otimes \mathbb{Z}_l.
\]

The following ordering on the set of squarefree divisors of \( N \) will be useful when applying [37, Theorem 1.9] in Lemma 7.10 to \( \langle E(f) : f \in F_{sf} \rangle \otimes \mathbb{Z}_l \). By establishing an ordering on the squarefree-labelled entries of \( V(E(f)) \), we will be able to compare these across all the tuples \( V(f) \) for \( f \in E_{sf} \). More details on how this is done can be found in the proof of the lemma.

Definition 7.11. Let \( l \) be a prime number and \( N = \prod_{i=1}^{s} p_i^{r_i} \) odd, where the \( p_i \)'s are ordered according to \( \prec \) with respect to \( l \), see Assumption 2.6. For a squarefree divisor \( \delta \in \mathcal{D}_N^{sf} \cup \{1\} \) of \( N \) we define \#\( \delta \) as the number of primes dividing \( \delta \). For any two \( \delta_1, \delta_2 \in \mathcal{D}(N) \) we say that \( \delta_1 \preceq_N \delta_2 \) if and only if one of the following holds:

1. \( \#\delta_1 < \#\delta_2 \),
2. \( \#\delta_1 = \#\delta_2 \) and \( \min_i \{f(\delta_1)_i = 1, f(\delta_2)_i = 0\} < \min_i \{f(\delta_1)_i = 0, f(\delta_2)_i = 1\} \).

Condition 2 says that if \( \delta_1 \) and \( \delta_2 \) have the same number of prime divisors, then \( \delta_1 \preceq_N \delta_2 \) if when looking to their factorisation, the first prime where they differ is smaller according to \( \prec \) in \( \delta_1 \) than in \( \delta_2 \). That is \( \delta_1 \) is smaller than \( \delta_2 \) with respect to the lexicographical order in the “alphabet” \( \{p_1, \ldots, p_s\} \). This gives a total order on \( \mathcal{D}_N^{sf} \cup \{1\} \). If \( l \) and \( N \) are clear from the context, we drop \( N \) from the notation and write \( \preceq \) for \( \preceq_N \).

Let us illustrate the previous definition with an example.

Example 7.12. Let \( s = 4 \), i.e., \( N = p_1^{r_1} p_2^{r_2} p_3^{r_3} p_4^{r_4} \). Following Definition 7.11 we have

\[
1 \preceq p_1 \preceq p_2 \preceq p_3 \preceq p_4 \preceq p_1 p_2 \preceq p_1 p_3 \preceq p_1 p_4 \preceq p_2 p_3 \preceq p_2 p_4 \preceq p_3 p_4 \preceq p_1 p_2 p_3 \preceq p_1 p_2 p_4 \preceq p_1 p_3 p_4 \preceq p_2 p_3 p_4 \preceq p_1 p_2 p_3 p_4.
\]

Now we are ready to prove Lemma 7.10.

Proof of Lemma 7.10. To prove this lemma we will use the criteria for linear independence described in [37, Theorem 1.9]. To apply the criteria, we start by picking a divisor \( \delta_f \) of \( N \) for each \( f \in F_{sf} \). The definition of \( \delta_f \) is given case-by-case:

1. If \( n' < s - 1 \), then

\[
\delta_f := \prod_{j=1}^{n'} p_j^{(1-f_j)}. \]  

(48)

2. If \( n' = s - 1 \), then

\[
\delta_f := \begin{cases} 
  p_m \prod_{j=1}^{s} p_j^{(1-f_j)} & \text{if } n' = n, \\
  \prod_{j=1}^{n'} p_j^{(1-f_j)} & \text{if } n' \neq n.
\end{cases} \]  

(49)
3. If \( n' = s \), then

\[
\delta_f := \begin{cases} 
  p_m p_m \prod_{j=1}^{s} p_j^{(1-f_i)} & \text{if } n' = n, \\
  p_m' \prod_{j=1}^{s} p_j^{(1-f_i)} & \text{if } n' \neq n, m = n \text{ and } n'' = n', \\
  \prod_{j=1}^{s} p_j^{(1-f_i)} & \text{if } n' \neq n, m = n \text{ and } n'' \neq n', \\
  p_m \prod_{j=1}^{s} p_j^{(1-f_i)} & \text{if } n' \neq n, m \neq n, n'' = n' \text{ and } m' = n + 2, \\
  \prod_{j=1}^{s} p_j^{(1-f_i)} & \text{if } n' \neq n, m \neq n, n'' \neq n'. 
\end{cases}
\]  

(50)

We claim that, for each \( f \in F_{st} \), the picked \( \delta_f \) satisfies

1. \( \delta_f \neq \delta_{f'} \) if \( f \neq f' \),
2. the \( \delta_f \)-th entry of \( V(E(f)) \) is an \( l \)-adic unit,
3. for every \( \delta \) satisfying \( \delta_f \preceq \delta \), we have \( V(E(f))_\delta = 0 \).

We first show that (1) holds. We split the proof in three groups of \( \delta_f \)'s: the \( \delta_f \)'s for which \( p_{s-1}, p_s \mid \delta_f \), the ones with \( p_s \mid \delta_f \) and \( p_{s-1} \nmid \delta_f \), and the ones with \( p_s \nmid \delta_f \). For \( f \) and \( f' \) coming from two of these different groups, the group splitting immediately yields \( \delta_f \neq \delta_{f'} \). Hence we show \( \delta_f \neq \delta_{f'} \) when \( f \) and \( f' \) both lie in one of the three groups.

- Group \( p_{s-1}, p_s \mid \delta_f \): by definition of \( \delta_f \) this corresponds to the \( f \)'s in Cases \((iii.1.(A+B+C))\) and the \( f \)'s in Cases \((iii.3.(A+B))\) satisfying \( w(f) = 2 \). By definition all the \( \delta_f \) here are distinct.
- Group \( p_s \mid \delta_f, p_{s-1} \nmid \delta_{f'} \): this group corresponds to those \( f \) in Case \((iii.2.(A+B+C))\). For \( f, f' \) with \( n(f) = n'(f) = n'(f') = s - 1 \) it follows by definition that if \( \delta_f \neq \delta_{f'} \) then \( f \neq f' \). The same holds for \( f, f' \) with \( n(f) \neq n'(f) = s - 1 \) and \( n(f') \neq n'(f') = s - 1 \). On the other hand if we would have \( f, f' \) with \( n(f) = n'(f) = s - 1 \) and \( n(f') \neq n'(f') = s - 1 \) with \( \delta_f = \delta_{f'} \), we would get \( p_m(f) \prod_{i=1}^{s} p_i^{(1-f_i)} = p_m(f') \prod_{i=1}^{s} p_i^{(1-f_i)} \), and so \( f^m(f) = f' \). But since \( n(f) = n'(f) \), \( f^m(f) \) also satisfies \( n(f^m(f)) = n'(f^m(f)) \), which contradict the fact that \( f^m(f) = f' \). Hence, we need \( \delta_f \neq \delta_{f'} \).
- Group \( p_s \nmid \delta_f \): this last group consists of all the remaining \( f \)'s; i.e., the \( f \)'s with \( n' = s \) and \( w(f) \geq 3 \). For \( f, f' \) both in Case \((iii.3.A)\) or both in Case \((iii.3.B)\), it follows from definition that \( \delta_f \neq \delta_{f'} \) if \( f \neq f' \). However, in this group the definition of \( \delta_f \) splits into multiple sub-cases, and so we need to be a bit more careful when comparing \( \delta_f \)'s in different cases within this group to prove (1). To get an idea on how to do that and simultaneously compare all the different sub-cases, we represent each squarefree divisor \( \delta \) with a strip constructed by aligning \( s \) squares, each representing a prime divisor \( p_i \) of \( N \). In this strip, the square corresponding to the divisor \( p_i \) is white if \( p_i \nmid \delta \) and is hatched if \( p_i \mid \delta \). E.g., the divisor \( \delta = p_1 \) corresponds to the following strip:

For each \( f \) in this group, the following figure visualises the divisors \( \delta_f \).
The visualisations suggest formal arguments to compare the different $\delta_f$'s in each sub-case and show that $\delta_f \neq \delta_f'$ for each $f \neq f'$. For example, we see that in (iii.3.A) we only have one hatched block while in (iii.3.B) we have two hatched blocks, the first of which has only one square. Hence, if we assume that $f$ is in Case (iii.3.A) and $f'$ in Case [3.B], then either $m(f') < m(f)$, in which case $\delta_f \neq \delta_f'$ as $p_m(f') \mid \delta_f$ and $p_m(f') \not\mid \delta_f$, or either $m(f') \geq m(f)$, and then again $\delta_f \neq \delta_f'$ since for all $i > m(f)$, $p_i \mid \delta_f$ but $m(f') + 1 > m(f') \geq m(f)$ satisfies $p_m(f') \not\mid \delta_f'$. Likewise, we can write down arguments comparing the rest of the cases.

Now we show that (2) holds. Again, we argue case-by-case and use Lemma 7.9. The idea is the following: when defining the divisors $E(f)$ in Definition 7.4, we have taken an appropriate linear combination of $D(f')$'s for each $f$ – in line with Assumption 2.6.(a) – such that the valuation $\text{val}_i \left( V(E(f))_{\delta_f} \right) \leq \text{val}_i \left( V(E(f))_{\delta_f} \right)$ for all $\delta$. This guarantees that $\forall(E(f))_{\delta_f} = \text{GCD}(E(f))^{-1} \cdot V(E(f))_{\delta_f}$ is an $l$-adic unit. For example, if we take $f \in F_{sf}$ in Case (iii.1), then $f$ satisfies $n' < s - 1$ and $n = n'$, and we have that

$$V(E(f))_{\delta_f} = \frac{\prod_{i=1}^s Y_i}{G(E'(f))} (-1)^{\sum \delta_i} (p_m - 1)(p_{n'} - 1) \prod_{j|f,j \not\equiv m,n,n'} (p_j - 1),$$

and

$$V(E(f))_{\delta} = \frac{\prod_{i=1}^s Y_i}{G(E'(f))} (-1)^{\sum \delta_i} \left( p_m^{1-\delta_m} - p_s^{1-\delta_s} \right) \left( p_{n'}^{1-\delta_{n'}} - p_{n'+1}^{1-\delta_{n'+1}} \right) \prod_{j|f,j \not\equiv m,n,n'} (p_j^{1-\delta_j} - 1)$$

for any entry $\delta = \prod_{i=1}^s p_i^{\delta_i}$. Under Assumption 2.6.(a), we have $\nu_i(p_m - 1) \leq \nu_i \left( p_m^{1-\delta_m} - p_s^{1-\delta_s} \right)$ and $\nu_{l}(p_{n'} - 1) \leq \nu_l \left( p_{n'}^{1-\delta_{n'}} - p_{n'+1}^{1-\delta_{n'+1}} \right)$. Hence $\text{val}_f \left( V(E(f))_{\delta_f} \right) \leq \text{val}_f \left( V(E(f))_{\delta} \right)$ and $V(E(f))_{\delta_f}$ is an $l$-adic unit. An analogous argument works for the other cases, where, up to a factor $\pm 1$, we have the following.
\[(iii.2): \text{If } n' = s - 1, \]
\[
V(E(f))_{\delta_f} = \pm \prod_{i=1}^{s} \gamma_i \cdot \left\{ \prod_{j \neq m} (p_j - 1) \right\} \text{ if } n = n', \quad [2.A] \\
\prod_{j \neq m} (p_j - 1) \text{ if } n \neq n'. \quad [2.B+C]
\]

And

\[(iii.3): \text{If } n' = s, \]
\[
V(E(f))_{\delta_f} = \pm \prod_{i=1}^{s} \gamma_i \cdot \left\{ \prod_{j \neq m, m+1} (p_j - 1) \text{ if } n' = n, \right. \quad [3.A] \\
\prod_{j \neq m} (p_j - 1) \text{ if } n' \neq n, m = n \text{ and } n'' = n', \quad [3.B] \\
\prod_{j \neq m} (p_j - 1) \text{ if } n' \neq n, m \neq n \text{ and } m' \neq n', \quad [3.B] \\
\prod_{j \neq m} (p_j - 1) \text{ if } n' \neq n, m \neq n, n'' = n' \text{ and } m' \neq n + 2, \quad [3.C] \\
\prod_{j \neq m} (p_j - 1) \text{ if } n' \neq n, m \neq n, n'' \neq n'. \quad [3.C]
\]

We omit the \pm sign computation, as it is not relevant for our purposes.

Lastly, we prove (3). Let us showcase the proof in the Case (iii.1.A). Since \( n = n' \), from Lemma 7.9 we have

\[
V(E(f))_{\delta} = \prod_{i=1}^{s} \gamma_i \cdot \left( p_{m-\delta_m} \right) \cdot \left( p_{n'-\delta_{n'}} \right) \cdot \left( \prod_{j \neq m, m+1} (p_j - 1) \right) \cdot \prod_{j / f, j \neq n', 1} p_{1-\delta_j}.
\]

We can read from this expression that \( V(E(f))_{\delta} = 0 \) if at least one of the factors \( p_{j - 1} = 0 \) for \( j \neq m, n, n' \) with \( f_j = 1 \); or the factor \( p_{m-\delta_m} - p_{s-\delta_s} = 0 \); or the factor \( p_{n'-\delta_{n'}} - p_{n'+1-\delta_{n'+1}} = 0 \). That is, \( V(E(f))_{\delta} = 0 \) if we are in one of the following situations:

(a) for some \( j \neq m, n \) we have \( f_j = 1 \) and \( \delta_j = 1 \);
(b) we have \( \delta_m = 1 \) and \( \delta_s = 1 \);
(c) we have \( \delta_n = 1 \) and \( \delta_{n+1} = 1 \).

To show (3), we will see now that all \( \delta \), with \( \delta_f \geq \delta \), satisfy at least one of these conditions, i.e., we show that \( \delta_f \) is the biggest \( \delta \) (with respect to \( \geq \)) with a non-zero entry. Thus, take \( \delta \) with \( \delta_f \geq \delta \). By Definition 7.11 we have either (**) \( #\delta > #\delta_f \) or (**) \( #\delta = #\delta_f \) and \( \min \{ f(\delta) \_i \} = 1, f(\delta_f) = \_i \} = 0 \). Furthermore, \( \delta_f \) satisfies \( \delta_f \cdot d(f) = \prod_{i=1}^{s} p_i \) hence Case (**) yields \( p_j \) for some \( j \) with \( f_j = 1 \). If \( j \neq m, n, n' \), we have done as \( \delta \) satisfies (a). On the other hand, by definition, both \( p_s \) and \( p_n \) divide \( \delta_f \). Hence, if \( j = m \) or \( n \) then also \( p_s \) and \( p_n \) divide \( \delta \); otherwise \#\( \delta > #\delta_f \) would lead to \( p_j \) \( \delta \) for some \( j \neq m, n, n' \) with \( f_j = 1 \) and we would be again in situation (a). Thus, all these possibilities lead \( \delta \) to satisfy either situation (a), (b) or (c). In Case (**), we have \#\( \delta = #\delta_f \). As \( \delta_f \) satisfies \( \delta_f \cdot d(f) = \prod_{i=1}^{s} p_i \), the only possible \( \delta \) with this conditions for which none of (a), (b) or (c) hold are the entries \( \delta \) of the form \( p_m \prod_{i=1, i \neq f} p_i^{(1-f)}, p_n \prod_{i=1, i \neq n + 1} p_i^{(1-f)} \) and \( p_{m} p_{n} \prod_{i=1, i \neq n + 1, s} p_i^{(1-f)}. \) But for those \( \delta \) we have \( \delta \geq \delta_f \), as \( m < s \) and \( n < n + 1. \)
For the remaining cases we can use Lemma 7.9 in similar fashion and write down conditions for the $\delta$'s satisfying $V(E(f))_S = 0$. Hence, the other cases are shown in a similar manner by noticing that the $\delta_f$ chosen for each case in Equations (48), (49) and (50) is the biggest $\delta$ possible (with respect to $\preceq$) for which none of these conditions hold.

Now we want to prove an equivalent result to Lemma 7.10 for $F^b_i$. The idea is the same: use [37, Theorem 1.9] on $\langle E(f) : f \in F^b_i \rangle \otimes \mathbb{Z}_l$ to decompose the latter into cyclic subgroups. Thus, once more, we need an appropriate ordering on a subset of the non-zero entries of $\mathbb{V}(E(f))$ for $f \in F^b_i$. We set such an ordering in the next definition.

**Definition 7.13.** $N = \prod_{j=1}^s p_j^{r_j}$ where the $p_j$ are ordered according to Assumption 2.6 with respect to $l$. Given $i \in \{1, \ldots, s\}$ and $2 \leq b \leq r_i$, we set

$$u_i := \begin{cases} 0 & \text{if } b = 2 \text{ and } r_i \in 2\mathbb{Z}, \\ 1 & \text{if } b = 2 \text{ and } r_i \not\in 2\mathbb{Z}, \\ 1 & \text{if } b \geq 3 \text{ and } r_i - b \in 2\mathbb{Z}, \\ r_i - 1 & \text{if } b \geq 3 \text{ and } r_i - b \not\in 2\mathbb{Z} \end{cases}$$

and define the set $\mathcal{B}^b_i := \{ \delta = p_i^{n_i} \prod_{j \neq i} p_j^{\delta_j} \text{ with } \delta_j \in \{0, 1\} \}$. Notice that the choice of $u_i$ is made as to guarantee $(A_{p_i}(r_i, b))_{p_i^{n_i}} = \pm 1$. To define the ordering $\preceq^b_i$ on the set $\mathcal{B}^b_i$ we set $N' = \prod_{j \neq i} p_j^{r_j}$ and consider the ordering $\preceq^b_N$ on $\mathcal{D}^s_{N'} \cup \{1\}$ the set of squarefree divisors of $N'$ as given in Definition 7.11. Then, we use this ordering to define a total order in $\mathcal{B}^b_i$: for $\delta, \delta' \in \mathcal{B}^b_i$, we say that $\delta \preceq^b_i \delta'$ if and only if $\delta \preceq^b_N \delta'$.

**Example 7.14.** Take $s = 4$ and $i = 1$, i.e., $N = p_1^{r_1} p_2^{r_2} p_3^{r_3} p_4^{r_4}$ and $N' = p_2^{r_2} p_3^{r_3} p_4^{r_4}$. Following Assumption 2.6.(a) we write $N' = (p_1')^{r_1'} (p_2')^{r_2'} (p_3')^{r_3'}$. Following Assumption 2.6.(a) we write $N = (p_1')^{r_1'} (p_2')^{r_2'} (p_3')^{r_3'}$, where $p_1' = p_{i+1}$ and $r_i' = r_{i+1}$ for $i \in \{1, 2, 3\}$. It follows from Definition 7.11 the order $\preceq^b_N$ on $\mathcal{D}^s_{N'} \cup \{1\}$ is given by

$$1 \preceq^b_N p_2 \preceq^b_N p_3 \preceq^b_N p_4 \preceq^b_N p_2 p_3 \preceq^b_N p_2 p_4 \preceq^b_N p_3 p_4 \preceq^b_N p_2 p_3 p_4.$$ 

Thus, for a fixed $2 \leq b \leq r_i$, we have the the order $\preceq^b_i$ given in Definition 7.13 is given by

$$p_i^{n_i} \preceq^b_i p_i^{n_i} p_2 \preceq^b_i p_i^{n_i} p_3 \preceq^b_i p_i^{n_i} p_4 \preceq^b_i p_i^{n_i} p_2 p_3 \preceq^b_i p_i^{n_i} p_i^{n_i} p_4 \preceq^b_i p_i^{n_i} p_3 p_4 \preceq^b_i p_i^{n_i} p_2 p_3 p_4$$

on the set $\mathcal{B}^b_i$.

Now we are ready to give Lemma 7.15.

**Lemma 7.15.** Take $i \in \{1, \ldots, s\}$ and fix $2 \leq b \leq r_i$. With notation and assumptions as before we have

$$\langle [E(f)] : f \in F^b_i \rangle \otimes \mathbb{Z}_l = \left( \bigoplus_{f \in F^b_i} \langle [E(f)] \rangle \right) \otimes \mathbb{Z}_l.$$

**Proof:** The proof of this lemma follows that of Lemma 7.10. For each $f \in F^b_i$ we define $\delta_f$ case-by-case:

- If $n_+ = s + 1$, set $\delta_f := p_i^{n_i} p_m \prod_{j=1 \atop j \not\in s}^s p_j^{1-f_j}$,
The steps of the proof are analogous to those of Lemma 7.10, so we omit the details here. Like in the proof of Lemma 7.10, we check that the following holds:

\[ \text{Proposition 7.17.} \]

Let \( \text{val} \) be given by \[ \text{val}(E(f)) = \text{val} \left( \frac{M(f) \cdot \prod_{j=1}^{s}(p_j - 1)^{1-f_j} \prod_{j=1}^{s} y_j^{1-f_j}}{24} \right), \]

where

\[ M(f) := \begin{cases} 
1 & \text{if } n' < s - 1, \\
(p_m - 1) & \text{if } n' = s - 1 \text{ and } n' = n, \\
1 & \text{if } n' = s - 1 \text{ and } n' \neq n, \\
(p_m - 1)(p_{m+1} - 1) & \text{if } n' = s \text{ and } n' = n, \\
(p_m - 1) & \text{if } n' = s \text{ and } n' \neq n, m = n, m'' = n', \\
1 & \text{if } n' = s \text{ and } n' \neq n, m = n, n'' \neq n', \\
(p_m - 1) & \text{if } n' = s \text{ and } n' \neq n, m \neq n, m'' = n, m' = n + 2, \\
1 & \text{else.} 
\end{cases} \]

For the chosen \( \delta_f \) we have (up to a factor \( \pm 1 \))

\[ V(E(f))_{\delta_f} = \begin{cases} 
\prod_{j=1, j \neq \lambda}^{s} p_j^{(1-f_j)} & \text{if } n_+ = s + 1, \\
\prod_{j=1}^{s} (p_j - 1) & \text{if } n_+ \neq s + 1. 
\end{cases} \]

Like in the proof of Lemma 7.10, we check that the following holds:

1. If \( f, f' \in F_i \) are distinct, then \( \delta_f \neq \delta_{f'} \).
2. The \( \delta_f \)-th entry of \( V(E(f)) \) is an \( l \)-adic unit.
3. For any \( \delta \in B_i \) with \( \delta_f \preceq \delta \), we have \( V(E(f))_{\delta} = 0 \).

The steps of the proof are analogous to those of Lemma 7.10, so we omit the details here. \( \square \)

Bringing Corollary 6.13 and Lemmas 7.10 and 7.15 together we obtain the desired result:

**Corollary 7.16.** With notation and assumptions as above, we have that

\[ \langle [E(f)] : f \in F \rangle \otimes \mathbb{Z}_l = \left( \bigoplus_{f \in F} \langle [E(f)] \rangle \right) \otimes \mathbb{Z}_l. \]

From Corollary 6.13, Lemma 7.8 and Corollary 7.16, we obtain \( \ker(\overline{\delta})[I^\infty] = \left( \bigoplus_{f \in F} \langle E(f) \rangle \right) \otimes \mathbb{Z}_l \). Hence, to complete the description of \( \ker(\overline{\delta})[I^\infty] \), the only thing left to do is compute \( \langle E(f) \rangle[I^\infty] \) for all \( f \in F \). That is, we want to compute the power of \( \overline{l} \) in the order of the class of the divisor \( E(f) \) for each \( f \in F \). Since, by definition, we have \( E(f) = D(f) = Z(f) \) for all \( f \in F \setminus \left( \bigcup_{i \neq t} F_i \right) \cup F_{sd} \), and we know that the order of \( Z(f) \) is \( n(N, d) \), see Theorem 3.2, we only need to take care of the remaining cases. We proceed with this computation in the next proposition.

**Proposition 7.17.** Let \( f \in F_{sd} \) and let \( l \) be an odd prime number. The \( l \)-th power of the order of the divisor \( E(f) \) is given by

\[ \text{val}_l(\text{order}(E(f))) = \text{val}_l \left( \frac{M(f) \cdot \prod_{j=1}^{s}(p_j - 1)^{1-f_j} \prod_{j=1}^{s} y_j^{1-f_j}}{24} \right), \]

where

\[ M(f) := \begin{cases} 
1 & \text{if } n' < s - 1, \\
(p_m - 1) & \text{if } n' = s - 1 \text{ and } n' = n, \\
1 & \text{if } n' = s - 1 \text{ and } n' \neq n, \\
(p_m - 1)(p_{m+1} - 1) & \text{if } n' = s \text{ and } n' = n, \\
(p_m - 1) & \text{if } n' = s \text{ and } n' \neq n, m = n, n'' = n', \\
1 & \text{if } n' = s \text{ and } n' \neq n, m = n, n'' \neq n', \\
(p_m - 1) & \text{if } n' = s \text{ and } n' \neq n, m \neq n, m'' = n, m' = n + 2, \\
1 & \text{else.} 
\end{cases} \]
Take $l \in \{1, \ldots, s\}$ and fix $2 \leq b \leq r_i$. For $f \in F_{i}^{b}$, the $l$-th power of the order of the divisor $E(f)$ is given by

$$\text{val}_l(\text{order}(E(f))) = \text{val}_l\left(\text{num}\left(\frac{M(f) \cdot \mathcal{G}_{p_i}(r_i, b) \cdot \prod_{j=1, j \neq \ell}^{s} (p_j - 1)^{1-f_j} \prod_{j=1, j \neq i}^{s} Y_j^{1-f_j}}{24}\right)\right),$$

where

$$M(f) := \begin{cases} (p_m - 1) & \text{if } n_+ = s + 1, \\ 1 & \text{if } n_+ \neq s + 1. \end{cases}$$

Proof. We will use Theorem 3.14, i.e.,

$$\text{order}(D) = \text{num}\left(\frac{k(N) \cdot h(D)}{24 \cdot \text{GCD}(D)}\right).$$

From Lemma 7.9 and Lemma 7.16 we have that, for each $f \in (\bigcup_{i,b} F_{i}^{b}) \cup F_{id}$,

$$\text{val}_l(V(E(f))_{\delta_f}) \leq \text{val}_l(V(E(f))_{\delta_f})$$

for any $\delta \in D_{N}$ where $\delta_f$ is as defined in the proof of Lemmas 7.10 and 7.15. Hence, $\text{val}_l(\text{GCD}(E(f)) = \text{val}_l(V(E(f))_{\delta_f})$. The right-hand side of the equality can be computed from Lemma 7.9 and using $\text{val}_l(G(E'(f))) = \text{val}_l(\gamma(f))$, see Lemma 7.7. On the other hand, we know from Definition 3.13 that $h(E(f))$ is either 1 or 2. Since we are taking $l$ to be odd, we get $\text{val}_l(h(E(f))) = 0$. The result follows now from Equation (51). \qed
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