Thinking outside the box: Numerical Relativity with particles
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Abstract: The observation of gravitational waves from compact objects has now become an active part of observational astronomy. For a sound interpretation, one needs to compare such observations against detailed Numerical Relativity simulations, which are essential tools to explore the dynamics and physics of compact binary mergers. To date, essentially all simulation codes that solve the full set of Einstein’s equations are performed in the framework of Eulerian hydrodynamics. The exception is our recently developed Numerical Relativity code SPHINCS_BSSN which solves the commonly used BSSN formulation of the Einstein equations on a structured mesh and the matter equations via Lagrangian particles. We show here, for the first time, SPHINCS_BSSN neutron star merger simulations with piecewise polytropic approximations to four nuclear matter equations of state. In this set of neutron star merger simulations we focus on perfectly symmetric binary systems that are irrotational and have 1.3 $M_\odot$ masses. We introduce some further methodological refinements (a new way of steering dissipation, an improved particle-mesh mapping) and we explore the impact of the exponent that enters in the calculation of the thermal pressure contribution. We find that it leaves a noticeable imprint on the gravitational wave amplitude (calculated via both quadrupole approximation and the $\Psi_4$-formalism) and has a noticeable impact on the amount of dynamic ejecta. Consistent with earlier findings, we only find a few times $10^{-3} M_\odot$ as dynamic ejecta in the studied equal mass binary systems, with softer equations of state (which are more prone to shock formation) ejecting larger amounts of matter. In all of the cases, we see a credible high-velocity ($\sim 0.5..0.7c$) ejecta component of $\sim 10^{-4} M_\odot$ that is launched at contact from the interface between the two neutron stars. Such a high-velocity component has been suggested to produce an early, blue precursor to the main kilonova emission and it could also potentially cause a kilonova afterglow.
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1. Introduction

Detections of gravitational waves emitted during the violent collisions of compact objects are now routinely observed by ground-based gravitational wave detectors [1]. Especially if more than one messenger can be detected, such events offer unprecedented insights into the physics under the most extreme conditions: the dynamics of the last inspiral and subsequent merger stages are governed by the interplay of strong-field gravity and the equation of state at supra-nuclear densities [2], weak interactions determine the neutrino emission and ejecta composition, see e.g. [3–11], and magnetic fields that can rise to beyond magnetar field strengths [12–14] likely cause additional outflows and electromagnetic emission. These violent multi-physics events can only be explored in a realistic way via full-blown numerical simulations. Thus, Numerical Relativity simulation codes have become precious...
(but unfortunately rather complicated) exploration tools. To date, there exists a "mono-
culture" in the sense that practically all Numerical Relativity codes that solve the full set
of Einstein equations make use of Eulerian hydrodynamics methods. We have recently
developed an alternative methodology [15,16] where we follow the conventional and well
tested approach to simulate the spacetime evolution via the BSSN formulation [17,18], but
we evolve the fluid via freely moving Lagrangian particles. While the spacetime part is
very similar to Eulerian approaches, the fluid part has additional advantages, in particular
in following the material that becomes ejected in a neutron star merger. This material
contains a small mass of only $\sim 1\%$ of the binary system [19–23], but is responsible for
all the electromagnetic emission and therefore of utmost importance for understanding
the multi-messenger signals. Tracing these small amounts of matter with conventional
Eulerian approaches is difficult, since a) the accuracy of the advection of matter is resolution-
dependent and the resolution away from the central collision site usually degrades substan-
tially and b) these methods employ artificial "atmospheres" to model vacuum. The ejecta are
expanding within these atmospheres and this makes it hard to trace their properties with
the desired accuracy. Within our particle approach these challenges are absent since vacuum
simply corresponds to the absence of computational particles. Advection is exact in our
approach: a property such as the electron fraction is attached to a particle, and it is therefore
simply "carried around" as the particle moves, without any loss of information. Equally
important is that in our case the neutron star surface remains perfectly well-behaved and
does not need any special treatment, while it is a continuous source of concern in Eulerian
neutron star simulations. There, the sharp transition between high-density and vacuum, on
a numerically difficult to resolve length scale, can easily lead to failures in recovering the
primitive variables and to an effective reduction of the convergence order [24].

We have recently presented our new SPHINCS_BSSN code [15] and we have shown that it
can accurately reproduce a number of challenging benchmark tests. These tests included
standard hydrodynamics tests such as relativistic shock tubes, the oscillations of relativistic
neutron stars, both in fixed ("Cowling approximation") and dynamically evolving space-
times, and the transition of an unstable neutron star either to a stable neutron star or to a
black hole. In a recent paper [16] we have introduced a number of new methodological ele-
ments in SPHINCS_BSSN, such as fixed mesh refinement, a new algorithm to transfer particle
properties to the spacetime mesh and we have laid out in detail how we set up our fluid
particles according to the "Artificial Pressure Method" (APM) [25] while making use of the
library LORENE [26], using our new code SPHINCS_ID [16]. While we, for simplicity, used
polytropic equations of state in the first two papers [15,16], we here adapt SPHINCS_BSSN
to use piecewise polytropic approximations to nuclear equations of state [27].

The paper is structured as follows. In Sec. 2 we describe the methodology that we use,
including the relativistic hydrodynamics, how we apply dissipation, evolve the space-
time, couple the spacetime and the matter, the equations of state that we use and we also
summarize how our initial conditions are constructed. In Sec. 3 we present our results,
starting with standard shock tube tests to demonstrate where our new steering algorithm
triggers dissipation. We then show the dynamical evolution of our binary systems, their
gravitational wave emission and their dynamic mass ejection. In Sec. 4 we summarize
the new methodological elements and discuss the main findings. Details of our recovery
scheme for piecewise polytropic equations of state and some resolution experiments are
shown in two appendices.

2. SPHINCS_BSSN

SPHINCS_BSSN ("Smooth Particle Hydrodynamics in Curved Spacetime using BSSN")
[15,16] has become a rather complex code with a large number of methodological ingredi-
ents. Those parts where the current status has been described already in detail in the first two papers will only be briefly summarized here and we refer to the original publications for more information. In this paper we include, for the first time in SPHINCS_BSSN, piecewise polytropic approximations to nuclear equations of state and this requires a modification of our recovery algorithm, see Appendix A. We also explore the impact of the thermal component (more specifically of the thermal exponent $\gamma_{th}$, see Appendix A) and we use a new way to steer dissipation in SPHINCS_BSSN that is based on [28,29].

2.1. Hydrodynamic evolution

The hydrodynamic evolution equations are in SPHINCS_BSSN modelled via a high-accuracy version of the Smooth Particle Hydrodynamics (SPH) method. The basics of the relativistic SPH-equations have been derived very explicitly in Sec. 4.2 of [30] and we will refer to this text for many of the derivations and only present the final equations here. Many new, substantially accuracy-enhancing elements (kernels, gradient estimators, dissipation steering) have been explored in [25,29,31] and most of them are also implemented in SPHINCS_BSSN.

We follow the conventions $G = c = 1$, use metric signature (-,+,+,+) and we measure all energies in units of $m_0 c^2$, where $m_0$ is the average baryon mass. Greek indices run from 0 to 3 and latin indices from 1 to 3. Contravariant spatial indices of a vector quantity $\vec{w}$ at particle $a$ are denoted as $w^i_a$, while covariant ones will be written as $(w_i)_a$. To discretize our fluid equations we choose a "computing frame" in which the computations are performed. Quantities in this frame usually differ from those calculated in the local fluid rest frame. The line element in a 3+1 split of spacetime reads

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt),$$

where $\alpha$ is the lapse function, $\beta^i$ the shift vector and $\gamma_{ij}$ the spatial 3-metric. We use a generalized Lorentz factor

$$\Theta \equiv \frac{1}{\sqrt{-g_{\mu\nu} v^\mu v^\nu}} \quad \text{with} \quad v^a = \frac{dx^a}{dt},$$

the coordinate velocities $v^a$ are related to the four-velocities, normalized as $U_\mu U^\mu = -1$, by

$$v^\mu = \frac{dx^\mu}{dt} = \frac{U^\mu}{\Theta} = \frac{U^\mu}{U^0}.$$  \hspace{1cm} (3)

We choose the computing frame baryon number density $N$ as density variable, which is related to the baryon number density as measured in the local fluid rest frame, $n$, by

$$N = \sqrt{-g} \Theta n.$$  \hspace{1cm} (4)

Here $g$ is the determinant of the spacetime metric. Note that this density variable is very similar to what is used in Eulerian approaches [32–35]. We keep the baryon number of each SPH particle, $\nu_b$, constant so that exact numerical baryon number conservation is guaranteed. At every time step, the computing frame baryon number density at the

---

1 This quantity depends on the actual nuclear composition, but simply using the atomic mass unit $m_u$ gives a precision of better than 1%. We therefore use the approximation $m_0 \approx m_u$ in the following.
position of a particle $a$ is calculated via a weighted sum (actually very similar to Newtonian SPH)

$$N_a = \sum_b v_b \, W(|\vec{r}_a - \vec{r}_b|, h_a), \quad (5)$$

where the smoothing length $h_a$ characterizes the support size of the SPH smoothing kernel $W$. As momentum variable, we choose the canonical momentum per baryon

$$(S_i)_a = (\Theta \mathcal{E} v_i)_a, \quad (6)$$

where $\mathcal{E} = 1 + u + P/n$ is the relativistic enthalpy per baryon with $u$ being the internal energy per baryon and $P$ the gas pressure. This quantity evolves according to

$$\frac{d(S_i)_a}{dt} = \left( \frac{d(S_i)_a}{dt} \right)_{\text{hyd}} + \left( \frac{d(S_i)_a}{dt} \right)_{\text{met}}, \quad (7)$$

where the hydrodynamic part is

$$\left( \frac{d(S_i)_a}{dt} \right)_{\text{hyd}} = - \sum_b v_b \left\{ \frac{P_a}{N_a^2} D^a_i + \frac{P_b}{N_b^2} D^b_i \right\}, \quad (8)$$

and the gravitational part

$$\left( \frac{d(S_i)_a}{dt} \right)_{\text{met}} = \left( \frac{\sqrt{-g}}{2N} T^\mu_\nu \frac{\partial g_{\mu\nu}}{\partial x^i} \right)_a. \quad (9)$$

Here we have used the abbreviations

$$D^a_i \equiv \sqrt{-g} \frac{\partial W_{ab}(h_a)}{\partial x^i_a} \quad \text{and} \quad D^b_i \equiv \sqrt{-g} \frac{\partial W_{ab}(h_b)}{\partial x^i_b} \quad (10)$$

and $W_{ab}(h_k)$ is a shorthand for $W(|\vec{r}_a - \vec{r}_b|/h_k)$. As energy variable we use the canonical energy per baryon

$$e_a = \left( S_i v^i + \frac{1 + u}{\Theta} \right)_a = \left( \Theta \mathcal{E} v_i v^i + \frac{1 + u}{\Theta} \right)_a, \quad (11)$$

which is evolved according to

$$\frac{de_a}{dt} = \left( \frac{de_a}{dt} \right)_{\text{hyd}} + \left( \frac{de_a}{dt} \right)_{\text{met}}, \quad (12)$$

with

$$\left( \frac{de_a}{dt} \right)_{\text{hyd}} = - \sum_b v_b \left\{ \frac{P_a}{N_a^2} v^i_b D^a_i + \frac{P_b}{N_b^2} v^i_a D^b_i \right\} \quad (13)$$

and

$$\left( \frac{de_a}{dt} \right)_{\text{met}} = - \left( \frac{\sqrt{-g}}{2N} T^\mu_\nu \frac{\partial g_{\mu\nu}}{\partial t} \right)_a. \quad (14)$$

Note that the hydrodynamics part of the momentum equation, Eq. (8), looks very similar to the Newtonian momentum equation, and possesses in particular the same symmetries in the particle labelling indices $a$ and $b$: exchanging these indices, $a \leftrightarrow b$, leads to sign change due to the anti-symmetry of the kernel gradient, $\nabla_a W(|\vec{r}_a - \vec{r}_b|, h_a) = -\nabla_b W(|\vec{r}_a - \vec{r}_b|, h_b)$ which, in the Newtonian and fixed-metric case ensures in a straight-forward way...
the exact conservation of momentum, see Sec. 2.4 in [30] for a detailed discussion of
the anti-symmetry of kernel gradients in relation to exact numerical conservation. The
hydrodynamic part of the energy equation, Eq. (13), in turn, looks very similar to the
Newtonian evolution equation of the "thermo-kinetic" energy, $u + \frac{1}{2}v^2$, see Eq. (34) in [30].

For the involved kernel function we use the Wendland C6-smooth kernel [36]

$$W(q) = \sigma \frac{h^3}{R^3} (1 - q)^8 (32q^3 + 25q^2 + 8q + 1),$$  \hspace{1cm} (15)

where the normalization is $\sigma = 1365/(64\pi)$ in 3D and the symbol $(,)_{+}$ denotes the cutoff
function $\max(, 0)$. Our kernel choice is based on ample previous experiments [25,29] and
we choose (at every Runge-Kutta substep) the smoothing length so that every particle $a$
has exactly 300 neighbours in its own support of radius $2h_a$. Technically this is achieved via
a very fast tree method [37], more details on how this is done in practice can be found in [25].

Note that this version of the relativistic SPH equations is very similar to the Newtonian
case and it has the additional advantage over older relativistic SPH formulations [38] that
it does not involve numerically inconvenient terms such as time derivatives of Lorentz
factors. The quantities that we evolve numerically, however, are not the physical quantities
that we are interested in and we therefore have to recover the physical quantities $n, u, v^i, P$
from $N, S_i, e$ at every integration (sub-)step. This "recovery step" is done in a very similar
way as in Eulerian approaches, for the case of polytropic equations of state our strategy
is described in detail in Sec. 2.2.4 of [15]. One of the new elements of SPHINCS_BSSN that
we introduce here is the use of piecewise polytropic equations of state that also contain a
thermal pressure contribution. This requires a modified approach for the recovery that we
describe in detail in Appendix A.

2.1.1. Dissipative terms

To deal with shocks we have to include dissipative terms. We follow the approach
originally suggested by von Neumann and Richtmyer [39] which simply consists in every-
place replacing the physical pressure $P$ with $P + Q$, where $Q$ is a suitable viscous pressure.

Our prescription used here does not differ substantially from the original paper [15], but
since we carefully gauge the involved parameters, we will briefly summarize the basic
equations for the ease of the subsequent discussion. For the form of the viscous pressure, we follow [40] and use

$$Q_a = -\frac{1}{2} a_{AV} N_a v_{s,a} \xi_a (\Gamma_a^i V_a^i - \Gamma_b^i V_b^i)$$  \hspace{1cm} (16)

$$Q_b = -\frac{1}{2} a_{AV} N_b v_{s,b} \xi_b (\Gamma_a^i V_a^i - \Gamma_b^i V_b^i).$$  \hspace{1cm} (17)

The $V^i$ are the fluid velocities seen by an Eulerian observer, $V^i = \frac{v^i + \beta^i}{\alpha}$, projected onto the
line connecting two particles $a$ and $b$, $\hat{e}_{ab}$,

$$V_a^i = \eta_{ij} \hat{e}_{ab}^i V_a^j \quad \text{and} \quad \Gamma_a^i = \frac{1}{\sqrt{1 - V_a^2}},$$  \hspace{1cm} (18)

the corresponding expression with indices $a$ and $b$ interchanged applies for $V_b^i$ and the
parameter $a_{AV}$ determines the amount of dissipation. For the signal speeds we use

$$v_{s,a} = \frac{c_{s,a} + |V_{ab}^s|}{1 + c_{s,a} |V_{ab}^s|}.$$  \hspace{1cm} (19)
where \( c_s = \sqrt{(\gamma - 1)(\mathcal{E} - 1)/\mathcal{E}} \) is the relativistic sound speed, \( \gamma \) being the polytropic exponent, and

\[
V_{ab}^* = \frac{V_a^* - V_b^*}{1 - V_a^* V_b^*}.
\]

We also include a small amount of artificial conductivity by adding the following term to equation (13)

\[
\left( \frac{d\epsilon}{dt} \right)^c = \frac{\alpha_c}{2} \sum_b v_b \xi_{ab}^c \cdot v_{s,ab}^c \left( \frac{\alpha_{a} u_a}{\Gamma_a} - \frac{\alpha_{b} u_b}{\Gamma_b} \right) \left( \frac{D_a^i}{N_a} + \frac{D_b^i}{N_b} \right) \hat{e}_i^{ab},
\]

where the \( \alpha_{a} / \alpha_{b} \) are the lapse functions at the particle positions and \( \Gamma = (1 - V_i V^i)^{-1/2} \). Apart from the limiter \( \xi_{ab}^c \), see below, this expression is the same as in [40]. For the conductivity signal velocity we use [40]

\[
v_{s,ab}^c = \min\left( 1, \sqrt{\frac{2|P_a - P_b|}{E_a n_a + E_b n_b}} \right)
\]

for cases when the metric is known (i.e. cases where no consistent hydrostatic equilibrium needs to be maintained) and \( v_{s,ab}^c = |V_{ab}^c| \) otherwise. The prefactor has been chosen after extensive experiments with shock tubes and single neutron star and we find good results for \( \alpha_c = 0.3 \). The role of the limiter \( \xi_{ab}^c \) is to restrict the application of conductivity to regions that have large second derivatives \( \partial_i \partial_j u \) and to suppress it elsewhere. In [15] we had designed a simple dimensionless trigger aimed at quantifying the size of second-derivative effects

\[
T_{u,ab} = \frac{h_{ab}}{u_{ab}} |(\nabla u)_a - (\nabla u)_b|,
\]

where \( u_{ab} = (u_a + u_b)/2 \) and \( h_{ab} = (h_a + h_b)/2 \), and the final conductivity limiter reads

\[
\xi_{ab}^c = \frac{T_{u,ab}}{T_{u,ab} + 0.2}.
\]

The reference value 0.2 has been chosen after experiments in both Sod-type shock tubes and self-gravitating neutron stars.

2.1.2. Slope-limited reconstruction in the dissipative terms

As demonstrated in a Newtonian context [25,41,42], slope-limited reconstruction can be very successfully applied within an artificial viscosity approach and we also follow such a strategy here. In our earlier experiments [25] reconstruction has massively suppressed unwanted effects of artificial dissipation. Instead of using \((\Gamma_a^i V_{a}^i - \Gamma_b^i V_{b}^i)\) in Eqs. (16) and (17), we reconstruct the velocities seen by an Eulerian observer of both particle \( a \) and \( b \) to their common mid-point, \( r_{ab}^i = (r_a^i + r_b^i)/2 \):

\[
V_a^i = V_a^i - \frac{1}{2} \text{SL}(\partial_i V_a^j, \partial_j V_a^i)(r_a^i - r_b^i) \quad \text{and} \quad V_b^i = V_b^i + \frac{1}{2} \text{SL}(\partial_i V_a^j, \partial_j V_b^i)(r_a^i - r_b^i),
\]

where

\[
\text{SL}(\partial_i V_a^j, \partial_j V_a^i) = \frac{1}{2} \left( \frac{\partial_i V_a^j}{\partial_j V_a^i} + \frac{\partial_j V_a^i}{\partial_i V_a^j} \right).
\]
project them onto the line joining particle \( a \) and \( b \) as in Eq. (18), calculate the corresponding Lorentz factors, and use products based on the reconstructed values instead of \((\Gamma_a^* V_a^* - \Gamma_b^* V_b^*)\). For the slope limiter SL we use a modification of the \texttt{minmod} limiter

\[
SL = SL^{\text{mm}} \times \begin{cases} 
    e^{-\left(\frac{\chi_{ab} - \chi_{\text{crit}}}{\chi_{ab}}\right)^2} & \text{for } \chi_{ab} < \chi_{\text{crit}} \\
    1 & \text{else,}
\end{cases}
\]  

(26)

where \( SL^{\text{mm}} \) is the original \texttt{minmod} limiter

\[
SL^{\text{mm}}(a, b) = \begin{cases} 
    \min(|a|, |b|) & \text{if } a > 0 \text{ and } b > 0 \\
    -\min(|a|, |b|) & \text{if } a < 0 \text{ and } b < 0 \\
    0 & \text{otherwise.}
\end{cases}
\]  

(27)

The quantity \( \chi \) in the exponential suppression factor is given by \( \chi_{ab} = \min(r_{ab}/h_a, r_{ab}/h_b) \) with \( r_{ab} = \sqrt{\sum (r_j^a - r_j^b)^2} \). Our aim is to have a close-to-uniform particle distribution within the kernel support, and the purpose of the exponential factor in Eq. (26) is to suppress reconstruction for particles that get closer than a (de-dimensionalized) critical separation \( \chi_{\text{crit}} \). For this separation we choose the typical separation of a uniform distribution of \( \text{nei}_{\text{des}} \) particles inside a sphere with the volume of the support, \( 4\pi(2h)^3/3 \), which yields

\[
\chi_{\text{crit}} = \left(\frac{32\pi}{3\text{nei}_{\text{des}}}\right)^{1/3}.
\]  

(28)

Particles that come closer than \( \chi_{\text{crit}} \) have their reconstruction suppressed (i.e. SL going to zero) and therefore more dissipation which has an ordering effect. For the fall-off scale, \( \chi_{\text{fo}} \), we follow [42] and use their suggested value of 0.2. In practice, the exponential suppression factor has only a very small, though welcome, effect.

2.1.3. Steering the dissipation parameter \( \alpha_{AV} \)

We apply here a dissipation steering strategy that is different from before \([15,16]\). Apart from enjoying the exploration of a new strategy, the main reason for this is that it liberates us from the need to define a suitable entropy variable. While this is easy for simple equations of state and delivers very good results \([31]\), it leads to an unnecessary dependence between our dissipation scheme and the –in principle- completely unrelated equation of state/microphysics modules. A decoupling of different parts of the code is good coding practice and in particular desirable with regard to our future development plans that include the implementation of different, microphysical equations of state: with an independent steering mechanism no modifications are needed when the microphysics is updated.\(^2\)

We want to apply dissipation only where it is needed and to do so we follow a variant of the strategies suggested in \([28]\) and \([29]\). We calculate at each time step and for each particle a desired value \( \alpha_{\text{des}}^\text{AV} \) for the dissipation parameter and if the current value at a particle \( a \), \( \alpha_{\text{AV}, a} \), is larger than \( \alpha_{\text{des}}^\text{AV} \), we let it decay exponentially according to

\[
\frac{d\alpha_{\text{AV}, a}}{dt} = -\frac{\alpha_{\text{AV}, a} - \alpha_0}{20\tau_a},
\]  

(29)

\(^2\)We had previously compared an entropy-based steering mechanism with one that is based on a \( d(\nabla \cdot \vec{v})/dt \)-steering similar to the one we use here \([31]\). Overall we found very good agreement between both approaches, but slight advantages for the entropy-steering.
where \( \tau_a = h_a / c_s a \) is the particle’s dynamical time scale and \( a_0 \) is a low floor value. Otherwise, if \( a_{\text{des}} > a_{AV,a} \), the value of \( a_{AV,a} \) is instantaneously raised to \( a_{\text{des}} \).

In determining the desired dissipation value \( a_{\text{des}} \) we apply two criteria, one for detecting shocks yielding \( a_{\text{des},S} \), and another one for detecting noise yielding \( a_{\text{des},N} \) and we use \( a_{\text{des}} = \max(a_{\text{des},S}, a_{\text{des},N}) \). We monitor compressions that increase in time to detect shocks [28] (for ease of notation we are omitting a particle labelling index)

\[
a_{\text{des},S} = \alpha_{\text{max}} \frac{A}{0.1(\frac{c_s}{h})^2 + A'},
\]

where

\[
A = \max\left[-d(\nabla \cdot \vec{v})/dt, 0\right]
\]

and \( \alpha_{\text{max}} \) is the maximally reachable dissipation parameter. Note that in Eq. (30), we conservatively use a smaller prefactor (= 0.1) than what is suggested in [28] (= 0.25), so dissipation is increased more aggressively if an increasing compression is detected. While this works very well, it may mean that in the current set of simulations we are applying somewhat more dissipation than is actually needed. This issue will be explored in future work, where we will try to reduce the dissipation further. Our second criterion is based on fluctuations in the sign of \( \nabla \cdot \vec{v} \) to detect local noise (as suggested in the special relativistic version SPHINCS_SR, [29])

\[
a_{\text{des},N} = \frac{N}{0.2(\frac{c_s}{h}) + N'}
\]

where the noise trigger is

\[
N = \sqrt{S^+ S^-}
\]

and

\[
S^+ = \frac{1}{N^+} \sum_{b, \nabla \cdot \vec{v}_b > 0} \nabla \cdot \vec{v}_b \quad \text{and} \quad S^- = \frac{1}{N^-} \sum_{b, \nabla \cdot \vec{v}_b < 0} \nabla \cdot \vec{v}_b
\]

and \( N^+/N^- \) are the number of positive/negative \( \nabla \cdot \vec{v} \) contributions. The noise trigger \( N \) is the product of two quantities, so if there are sign fluctuations, but they are small compared to \( c_s / h \), then \( a_{\text{des},N} \) is close to zero. If instead we have a uniform expansion or compression, either \( S^+ \) or \( S^- \) will be zero and therefore also the noise trigger. So only for sign fluctuations and significantly large compressions/expansions will the product have a substantial value and thus trigger a dissipation increase.

In all of the simulations shown in this paper we use a floor value \( a_0 = 0.2 \) and a maximum dissipation parameter \( \alpha_{\text{max}} = 1.5 \) which yields good results in shock tube tests, see below. As a side remark we mention that [28] advertise to use a vanishing floor value \( a_0 \), we will explore a possible reduction of this parameter in future work.

2.2. Spacetime evolution

We evolve the spacetime according to the (“\( \Phi \)-version” of the) BSSN equations [17,18]. For this we have written a wrapper around code extracted from the %cLach1an thorn [43] of the Einstein Toolkit [44,45]. The variables used in this method are related to the Arnowitt-
Deser-Misner (ADM) variables $\gamma_{ij}$ (3-metric), $K_{ij}$ (extrinsic curvature), $\alpha$ (lapse function) and $\beta^i$ (shift vector) and they read

$$\phi = \frac{1}{12} \log(\gamma),$$  \hspace{1cm} (35)

$$\gamma_{ij} = e^{-4\phi} \gamma_{ij},$$  \hspace{1cm} (36)

$$K = \gamma^{ij} K_{ij},$$  \hspace{1cm} (37)

$$\bar{\Gamma}^i = \gamma^{jk} \bar{\Gamma}_{jk}^i,$$  \hspace{1cm} (38)

$$\bar{A}_{ij} = e^{-4\phi} \left( K_{ij} - \frac{1}{3} \gamma_{ij} K \right),$$  \hspace{1cm} (39)

where $\gamma = \text{Det}(\gamma_{ij})$, $\bar{\Gamma}^i_{jk}$ are the Christoffel symbols related to the conformal metric $\bar{\gamma}_{ij}$ and $\bar{A}_{ij}$ is the conformally rescaled, traceless part of the extrinsic curvature. The corresponding evolution equations read

$$\partial_t \phi = -\frac{1}{6} \left( \alpha \dot{K} - \partial_i \dot{\beta}^i \right) + \beta^i \partial_i \phi,$$  \hspace{1cm} (40)

$$\partial_t \bar{\gamma}_{ij} = -2\alpha \ddot{A}_{ij} + \bar{\gamma}_{ik} \partial_j \partial_i \beta^k + \bar{\gamma}_{jk} \partial_i \partial_j \beta^k - \frac{2}{3} \bar{\gamma}_{ij} \partial_k \beta^k + \beta^k \partial_k \bar{\gamma}_{ij},$$  \hspace{1cm} (41)

$$\partial_t K = -e^{-4\phi} \left( \bar{\gamma}^{ij} \left[ \partial_j \partial_i \alpha + 2 \partial_j \phi \partial_i \alpha \right] - \bar{\Gamma}^i_{(n)} \partial_i \alpha \right)$$

$$+ \alpha \left( \bar{A}_{ij} \dot{A}^j_i + \frac{1}{3} \beta^2 \right) + \beta^i \partial_i K + 4\pi \alpha (\rho + s),$$  \hspace{1cm} (42)

$$\partial_t \bar{\Gamma}^i = -2 \bar{A}^{ij} \partial_j \alpha + 2\alpha \left( \bar{\Gamma}^i_{jk} \bar{A}^j_k - \frac{2}{3} \bar{\gamma}^{ij} \partial_j K + 6 \bar{A}^{ji} \partial_j \phi \right) + \bar{\gamma}^{jk} \partial_j \partial_i \beta^k + \frac{1}{3} \bar{\gamma}^{ij} \partial_j \partial_k \beta^k - \bar{\Gamma}^i_{(n)} \partial_j \partial_j \beta^i + \frac{4}{3} \bar{\Gamma}^i_{(n)} \partial_j \partial_j \beta^i$$

$$+ \beta^i \partial_i \dot{\Gamma}^i - 16 \pi \alpha \bar{\gamma}^{ij} s_j,$$  \hspace{1cm} (43)

$$\partial_t \bar{A}_{ij} = e^{-4\phi} \left[ -\partial_i \partial_j \alpha + \bar{\Gamma}^k_{ji} \partial_k \alpha + 2(\partial_i \alpha \partial_j \phi + \partial_j \alpha \partial_i \phi) + a \bar{R}_{ij} \right]_{\text{TF}}$$

$$+ \alpha \left( K \bar{A}_{ij} - 2 \bar{A}^{ik} \bar{A}_{kj} \right) + \bar{A}_{ik} \partial_j \beta^k + \bar{A}_{jk} \partial_i \beta^k - \frac{2}{3} \bar{A}_{ij} \partial_k \beta^k$$

$$+ \beta^k \partial_k \bar{A}_{ij} - e^{-4\phi} \alpha 8 \pi \left( T_{ij} - \frac{1}{3} \gamma_{ij} s \right),$$  \hspace{1cm} (44)

where

$$\rho = \frac{1}{\alpha^2} (T_{00} - 2 \beta^j T_{0j} + \beta^i \beta^j T_{ij}),$$  \hspace{1cm} (45)

$$s = \gamma^{ij} T_{ij},$$  \hspace{1cm} (46)

$$s_i = -\frac{1}{\alpha} (T_{0i} - \beta^j T_{ij}),$$  \hspace{1cm} (47)
\( \Gamma_{ijk} = \frac{1}{2} \left( \partial_k \tilde{\gamma}_{ij} + \partial_j \tilde{\gamma}_{ik} - \partial_i \tilde{\gamma}_{jk} \right), \)  
(48)

\( \tilde{\Gamma}^k_{ij} = \tilde{\gamma}^{kl} \tilde{\Gamma}^l_{ik}, \)  
(49)

\( \tilde{\Gamma}^i_{jk} = \tilde{\gamma}^{ij} \tilde{\Gamma}^j_{ik}, \)  
(50)

\( \tilde{\Gamma}^i_{(n)} = \tilde{\gamma}^{jk} \tilde{\Gamma}^{(i)jk}, \)  
(51)

\( \tilde{R}^{i}_{\mu} = -2 \left( \partial_i \partial_j \phi - \tilde{\Gamma}^{i}_{\mu j} \partial_j \phi \right) - 2 \tilde{\gamma}_{ij} \tilde{\gamma}^{kl} \left( \partial_k \partial_l \phi - \tilde{\Gamma}^{k}_{\mu l} \partial_l \phi \right) + 4 \partial_i \phi \partial_j \phi \)  
\( -4 \tilde{\gamma}_{ij} \tilde{\gamma}^{kl} \partial_k \phi \partial_l \phi. \)  
(53)

The derivatives on the right hand side of the BSSN equations are evaluated via standard Finite Differencing techniques and, unless mentioned otherwise, we use sixth order differencing as a default. We have recently implemented a fixed mesh refinement for the spacetime evolution which is described in detail in [16], to which we refer the interested reader. For the gauge choices we use a variant of 1+log-slicing, where the lapse is evolved according to

\( \partial_t \alpha = -2 \alpha K \)  
(54)

and a variant of the \( \Gamma \)-driver shift evolution with

\( \partial_t \beta^i = \frac{3}{4} \left( \tilde{\Gamma}^i - \beta^i \right), \)  
(55)

2.3. Coupling between fluid and spacetime

The hydrodynamic equations need the spacetime metric and their derivatives (known on the mesh; see Eqs. (9) and (14)) and the BSSN equations need the energy momentum tensor (known on the particles). We therefore need an accurate and efficient mapping between particles and mesh. In the "mesh-to-particle" step we use a quintic Hermite interpolation which is described in detail in Sec. 2.4 of [15]. For the "particle-to-mesh" step we use a hierarchy of sophisticated kernels that have been developed in the context of "vortex methods" [46,47]. For relatively uniformly distributed particles, these kernels deliver results of excellent accuracy, but since they are (contrary to SPH kernels) not positive definite, they can deliver unphysical results, if, for example, they are applied across a sharp edge such as a neutron star surface.

For this reason we have developed a "multi-dimensional optimal order detection" (MOOD) strategy, where we calculate the results with three kernels of different accuracy, \( \Lambda_{4,4}, \Lambda_{2,2} \) [47] and \( M_4 \) [46]. For (close to) uniform particle distributions, \( \Lambda_{4,4} \) is most and \( M_4 \) is least accurate. Out of those kernels only \( M_4 \) is positive definite and it serves as a robust "parachute" for the cases that the more accurate kernels should deliver unacceptable results (e.g. because they are applied across a sharp neutron star surface). The main idea is to choose the most accurate kernel that is still "admissible". In our previous paper [16], we considered a mapping as "admissible" if all of the \( T_{\mu\nu} \)-components at a grid point \( g, T_{\mu\nu,g} \),
are bracketed by the $T_{\mu\nu}$ values of the contributing particles, see Sec. 2.1.3 of [16]. Here, we refine the admissibility criterion further. At each grid point $g$, we calculate for each mapping option $K$ (i.e. $\Lambda_{4,4},\Lambda_{2,2}$ or $M_4$) how well the $T_{00}^K$ value agrees with the ones of the nearby SPH particles (labelled by $b$). More concretely, we choose the mapping option $K$ that minimizes the expression
\[
e_{g}^{K} \equiv \sum_{b} \left( 1 - \frac{T_{00,b}^{K}}{T_{00,b}} \right)^2 M_4 \left( \frac{|x_b - x_g|}{l_b} \right) M_4 \left( \frac{|y_b - y_g|}{l_b} \right) M_4 \left( \frac{|z_b - z_g|}{l_b} \right),
\]
where $b$ runs over all particles in the kernel support. The first term is just the squared relative energy density error, where the particle $T_{00}^K$-value is used for the normalization since it is guaranteed to be non-zero. The quantity $l_b$ in the tensor product weight is given by $l_b = (v_b/N_b)^{1/3}$. The mapping option with the smallest value of $e_{g}^{K}$ is then selected.

Clearly, this error measure is not unique and we have run many neutron star merger experiments with alternative error measures (e.g. using different kernels for the weight; using spherical kernels rather than tensor products etc.). While the differences were overall only moderate, the above error measure provided the smoothest results. Compared to our previous "bracketing criterion", the new admissibility criterion based on the above error measure delivers overall similar, but somewhat smoother results.

2.4. Equations of state

In our first exploration of neutron star mergers [16] we had restricted ourselves to polytropic equations of state (EOSs), here we take a first step towards more realistic EOSs. We use piecewise polytropic EOSs to approximate microscopic models of cold nuclear matter [27] and we add a thermal, ideal gas-type contribution to both pressure and specific internal energy, a common practice in Numerical Relativity simulations. The explicit form of the equation of state and the recovery algorithm are explained in detail in Appendix A.

In this first SPHINCS_BSSN study with piecewise polytropic equations of state we restrict ourselves to the following equations of state

- SLy [48]: with a maximum TOV mass $M_{\text{max}}^\text{TOV} = 2.05\, M_\odot$, tidal deformability of a 1.4 $M_\odot$ star $\Lambda_{1.4} = 297$
- APR3 [49]: $M_{\text{max}}^\text{TOV} = 2.39\, M_\odot$, $\Lambda_{1.4} = 390$
- MPA1 [50]: $M_{\text{max}}^\text{TOV} = 2.46\, M_\odot$, $\Lambda_{1.4} = 487$
- MS1b [51]: $M_{\text{max}}^\text{TOV} = 2.78\, M_\odot$, $\Lambda_{1.4} = 1250$.

For the tidal deformabilities we have quoted the numbers from Tab.1 of [52]. For all cases we use the piecewise polytropic fit according to Tab. III in [27] and we use a thermal polytropic exponent $\gamma_{\text{th}} = 1.75$ as a default, but for one EOS (MPA1) we also use values of 1.5 and 2.0 to explore its impact on the evolution.

Given the observed mass of $2.08^{+0.07}_{-0.05}\, M_\odot$ for J0740+6620 [53] the SLy EOS is still above the $2\sigma$ lower bound of 1.94 $M_\odot$, but probably too soft and we consider it as a limiting case. Concerning the currently "best guess" of the maximum neutron star mass, a number of indirect arguments point to values of $\sim 2.2 - 2.4\, M_\odot$ [54–58], and a recent Bayesian study [59] suggests a maximum TOV mass of $2.52^{+0.33}_{-0.29}\, M_\odot$, close to the values of APR3 and MPA1. We therefore consider these two EOSs as the most realistic ones in our selection which is also consistent with the findings of [52]. The MS1b EOS with its very high maximum mass of 2.78 $M_\odot$ brackets our selection on the stiffer end. While its maximum TOV mass is already close to the often quoted upper limit of $\sim 3\, M_\odot$ [60,61], it is worth keeping in mind that the upper limit (from causality constraints alone and assuming that nuclear matter is only known close to saturation density) could be as large as 4.2 $M_\odot$ [62]. But since its
tidal deformability is disfavored by the observation GW170817 [63] we consider MS1b as a limiting case.

2.5. Constructing initial data for binary neutron stars

To perform simulations of neutron star mergers, we need initial data (ID) that both satisfy the constraint equations and accurately describe the binary systems that we are interested in. Constructing ID for SPHINCS_BSSN consists of two parts: a) solving the general relativistic constraint equations for the standard 3+1 variables using the library LÖRENE [26] and b) placing our SPH particles so that they represent the matter distribution found by LÖRENE. This second step is actually non-trivial since the particle setup should —apart from representing the LÖRENE matter distribution— fulfill a number of additional requirements: a) the particles should ideally have the same masses since large differences can lead to numerical noise, b) the particles should be locally very ordered so that they provide a good interpolation accuracy, c) but the particles should not be on a lattice with preferred directions (as most simple lattices have) since this can lead to artefacts, e.g. for shocks travelling along those axes.

All these issues are addressed in the "Artificial Pressure Method" (APM) [25]. The main idea of this method is to place equal mass particles in an initial guess and then let the particles themselves find the position where they best approximate a given density profile (here provided by LÖRENE). This is achieved in an iterative process where at each step the current density is measured and compared to the desired profile density. We use the relative error between both to define an "artificial pressure" which is then applied in a position update prescription that is derived from an SPH momentum equation. In other words, at each step each particle measures its own, current density error and then moves into a direction which reduces it. The method was initially suggested in a Newtonian context [25], then translated to a General Relativistic context to accurately construct neutron stars [15]. More recently [16], it has been adapted to model binary neutron star systems where it has delivered accurate General Relativistic SPH initial conditions. The construction of APM particle distributions for binary neutron stars has been implemented in our code SPHINCS_ID, already used in [16]. By now, SPHINCS_ID has been improved so that it can also easily be extended to produce BSSN and SPH initial data for other astrophysical systems.

2.6. Summary of the new elements

In summary, the new elements described in this study are

- We enhance the slope limiter used in the reconstruction (minmod) by an exponential suppression term that enhances the dissipation for those rare cases where particles should get too close to each other, see Sec. 2.1.2. The effect of this change is only tiny, but we mention it for completeness.
- We trigger dissipation based on a shock indicator similar to [28] and a noise indicator suggested for the SPHINCS_SR code [29], see Sec. 2.1.3.
- As in our previous study [16], we use a MOOD approach to decide which kernel to use in the mapping, but here we use a more sophisticated acceptance measure, see our Sec. 2.3.
- We use, for the first time in SPHINCS_BSSN, piecewise polytropic approximations to nuclear equations of state. These fits to cold nuclear matter equations of state are enhanced by thermal pressure contributions, see Appendix A for a detailed description.
3. Results

After our initial code papers \cite{15,16}, we take here our next step towards more realistic simulations of neutron star mergers: we use piecewise polytropic approximations to nuclear matter equations of state. These first SPHINCS_BSSN simulations of such mergers are the main topic, but since we also have implemented a new dissipation steering, we demonstrate how it works in a first "Shock tube" section.

![Figure 1](image1.png)

**Figure 1.** Results for the 3D, relativistic shock tube test. Shown are the result (density, velocity, pressure and internal energy; \(\Delta x_L = 0.00075\)) for our default choices, the orange dots in the "u" panel show values of the dissipation parameter \(\alpha\). Dissipation robustly switches on ahead of the shock front, remains approximately constant around the shock front and decays quickly in the post-shock region.

3.1. Shock tube

This test is a relativistic version of "Sod’s shocktube" \cite{64} which has become a standard benchmark for relativistic hydrodynamics codes \cite{65–70}. Apart from demonstrating that our code solves the relativistic hydrodynamics equations correctly, we use this test here also to show where our steering method, see Sec. 2.1.3, triggers dissipation. The test uses a polytropic exponent \(\Gamma = 5/3\) and as initial conditions

\[
[N, P] = \begin{cases} 
10, \frac{40}{3} & \text{for } x < 0 \\
1, 10^{-6} & \text{for } x \geq 0,
\end{cases}
\]  

(57)

with velocities initially being zero everywhere. We place particles with equal baryon numbers on close-packed lattices as described in \cite{29}, so that on the left side the particle spacing is \(\Delta x_L = 0.00075\) and we have 12 particles in both \(y\)- and \(z\)-direction. This test is
performed with the full GR-code in a fixed Minkowski metric. The result at $t = 0.15$ is shown in Fig. 1 with the SPHINCS_BSSN results marked with blue squares and the exact solution [69] with the red line.

The SPHINCS_BSSN results (blue squares) are in very good agreement with the exact solution (red line). In the fourth sub-panel we show in orange the dissipation parameter $\alpha$. It abruptly switches to $\alpha_{\text{max}}$ just ahead of the shock front, stays constant around it, and decays in the post-shock region very quickly to the floor value. Overall we have a very good agreement with the exact solution. Only directly behind the shock front (e.g. in velocity and density) is a small amount of noise visible. This is to some extent unavoidable, since the particles try to optimize their local distribution, see e.g. Sec. 3.2.3 in [71], and need to transition from their initial arrangement into a new one.

We have also experimented with other slope limiters (van Leer [72], vanLeer Monotonized Central [72] and superbee [73]), but all of them showed an increased velocity overshoot at the shock front and no obvious other advantage. We therefore settled on the minmod limiter, but we do not expect to see substantial differences when other slope limiters are used and this is also confirmed by a number of additional merger test simulations (not discussed further here).

For more special-relativistic benchmark tests with SPH the interested reader is referred to [29,74,75].

### 3.2. Binary mergers

#### 3.2.1. Performed simulations

Our performed simulations are summarized in Tab. 1. We perform for each EOS several runs with at least two different resolutions (1 and 2 million SPH particles; for the grid resolution see below) and for a case where the cold nuclear part corresponds to the MPA1 EOS we also vary the thermal exponent $\gamma_{\text{th}}$. For our presumably most realistic EOSs, MPA1 and APR3, we also perform runs with 5 million particles, but we note that these runs are extremely expensive for our current simulation technology and are therefore not run for as long as the other cases. For the very compact stars resulting from the SLy EOS our current resolution may be at the lower end, especially for 1 million case, and the corresponding results should be taken with a grain of salt. This case will be re-assessed in future, better resolved simulations.

For the spacetime evolution we employ seven levels of fixed mesh refinement with the outer boundaries in each coordinate direction at $\approx 2268$ km and 143, 193, 291 grid points in each direction for the 1, 2 and 5 million SPH particle runs. The corresponding resolution lengths of our finest grids, $\Delta_{\text{g}}^{\text{min}}$, are shown in the fourth column of Tab. 1. Note that due to the approach chosen in SPHINCS_BSSN, we have the freedom to choose different resolutions for the spacetime and the hydrodynamics. For example, if the spacetime is not too strongly curved, say, for a neutron star with a rather stiff equation of state, we may obtain reasonably accurate results with only a moderate grid resolution. In such cases, we can instead invest the available computational resources in a higher hydrodynamic resolution, i.e. in larger SPH particle numbers. Since all our simulation technology is very new, the relative resolutions are still to some extent a matter of experiment. This is discussed in more detail in Appendix B. The minimum smoothing lengths reached in each simulation, $h_{\text{min}}$, are also shown in Tab. 1 as a measure of the hydrodynamical resolution length. Note that today’s state-of-the-art Eulerian simulations typically have a smaller finest grid length (e.g. [76] use 185 m), but our hydrodynamic resolution length can go substantially below such length scales, see Tab. 1.
Table 1. Simulated binary systems. All binaries are irrotational, have twice 1.3 M\(_{\odot}\) (gravitational mass of each star in the binary system) and the simulations start from an initial separation of 45 km. Unless mentioned otherwise, the thermal exponent \(\gamma_{th} = 1.75\) is used. \(\Delta_{g}^{\text{min}}\) refers to the finest grid resolution length, \(h_{\text{min}}\) is the minimum resolution length (= smoothing length) in the hydrodynamic evolution.

| name              | EOS  | #particles | \(\Delta_{g}^{\text{min}}\) [m] | \(h_{\text{min}}\) [m] | comment |
|-------------------|------|------------|-----------------|-----------------|---------|
| MPA1_1mio         | MPA1 | \(1 \times 10^6\) | 499             | 188             |         |
| MPA1_2mio         | MPA1 | \(2 \times 10^6\) | 369             | 172             |         |
| MPA1_5mio         | MPA1 | \(5 \times 10^6\) | 244             | 117             |         |
| MPA1_2mio,\(\gamma_{th}=1.5\) | MPA1 | \(2 \times 10^6\) | 369             | 161             | \(\gamma_{th} = 1.5\) |
| MPA1_2mio,\(\gamma_{th}=2.0\) | MPA1 | \(2 \times 10^6\) | 369             | 149             | \(\gamma_{th} = 2.0\) |
| APR3_1mio         | APR3 | \(1 \times 10^6\) | 499             | 145             |         |
| APR3_2mio         | APR3 | \(2 \times 10^6\) | 369             | 136             |         |
| APR3_5mio         | APR3 | \(5 \times 10^6\) | 244             | 106             |         |
| SLy_1mio          | SLy  | \(1 \times 10^6\) | 499             | 140             |         |
| SLy_2mio          | SLy  | \(2 \times 10^6\) | 369             | 106             |         |
| MS1b_1mio         | MS1b | \(1 \times 10^6\) | 499             | 270             |         |
| MS1b_2mio         | MS1b | \(2 \times 10^6\) | 369             | 222             |         |
Figure 2. Density evolution (top to bottom row) for the MPA1, APR3, SLy and MS1b EOS. Each time the run with 2 million particles, see Tab. 1, is shown. For each EOS case, the times are chosen so that they correspond to 1.57, 3.55 and 5.52 ms after merger (defined as the time of peak GW amplitude).

3.2.2. Dynamical evolution

In Fig. 2 we show the density evolution in the orbital plane for each EOS, every time showing the 2 million particle runs (i.e. for MPA1_2mio, APR3_2mio, SLy_2mio, MS1b_2mio, see Tab. 1) at 1.57, 3.55 and 5.52 ms after merger (defined as the time of peak GW ampli-
tude). As expected, the EOS has a fair impact on the last inspiral stages where tidal effects accelerate the motion and lead to an earlier merger at lower frequencies as compared to systems without tidal effects (i.e. black hole mergers), see e.g. [77–79].

Our softest EOS, SLy, produces the most compact remnant and undergoes very deep oscillations, see Fig. 3, with the density in the remnant settling to more than twice the initial stellar density. Our two arguably most realistic EOSs, MPA1 and APR3, look morphologically very similar, see the first two rows in Fig. 2, but also their peak density and minimum lapse evolution looks alike: they show a first, dominant compression (density increase \( \sim 20 - 25\% \)) and then, within a couple of oscillation periods, they settle onto a final central density which is approximately the same as the first compression spike. The extremely stiff MS1b EOS shows a qualitatively similar peak density/lapse evolution, though at substantially lower densities/higher lapse values. Interestingly, none of the explored cases seem close to a collapse to a black hole, even the soft SLy EOS cases settles to a minimum lapse value of \( \alpha_{\text{min}} \approx 0.35 \). As a rule of thumb: systems with central lapses dropping below \( \approx 0.2 \) are doomed to collapse to a black hole, see, for example, [80] or Fig.16 in our first SPHINCS_BSSN paper [15] which shows the shape of the lapse function when an apparent horizon is detected for the first time.

![Figure 3. Maximum density (in g cm\(^{-3}\)) and minimum lapse value for the runs with 2 million particles (i.e. runs MPA1_2mio, APR3_2mio, SLy_2mio and MS1b_2mio, see Tab. 1).](image)

We also monitor the quantity \( M_{\leq 13} \), the (baryonic) mass of matter with a density smaller than \( 10^{13} \) g cm\(^{-3}\) minus the ejected mass, see below, which we consider as a proxy for the resulting torus mass. The astrophysical relevance of the torus mass stems from its role as an energy reservoir for powering short GRBs after the collapse to a BH [81–83], but also since \( \sim 40\% \) of this mass can potentially become unbound [84–89], and therefore likely contributes the lion’s share of the ejecta budget of a neutron star merger.

We show the temporal evolution of \( M_{\leq 13} \) in Fig. 4. None of the simulations seems to have reached a stationary state yet, all of them keep shedding mass into the torus, but all have already reached a torus mass exceeding 0.15 \( M_\odot \). Thus, assuming an efficiency \( \epsilon \) to translate this rest mass energy reservoir into radiation, bursts with a (true) energy of \( > 10^{53} \) erg (\( \epsilon / 0.05 \)(\( M_{\leq 13}/0.15M_\odot \))\( c^2 \)) could be reached. If a fraction of \( \eta \) of the initial torus becomes unbound, one can expect neutron-rich ejecta of \( > 0.06M_\odot (\eta / 0.4)(M_{\leq 13}/0.15M_\odot) \), roughly consistent with the estimates for GW170817 [90–96].
3.2.3. Impact of the thermal index $\gamma_{th}$

Our treatment of thermal effects by adding an ideal gas-type pressure with a thermal index $\gamma_{th}$, see Appendix A, is clearly very simple and recently more sophisticated approaches have been developed [97,98]. In particular, if thermal effects are to be described via such an ideal gas-type index $\gamma_{th}$, it should vary with the local physical conditions (e.g. density). To test for the impact of $\gamma_{th}$, we perform two additional runs ($2 \times 1.3 M_{\odot}$ with the MPA1 EOS) where we use, apart from our default choice $\gamma_{th} = 1.75$, also the values 1.5 and 2.0. The morphology of these runs is shown in Fig. 5. While the impact of $\gamma_{th}$ on the mass distribution is overall moderate, it has some noticeable impact on the spacetime evolution as illustrated with the minimum lapse value shown in Fig. 6, left panel. To get a feeling for the effects of resolution, we plot in the right panel also the MPA1 case for three different resolutions. Smaller values of $\gamma_{th}$ make the EOS overall more compressible which leads to larger amplitude oscillations in the minimum lapse. Since these oscillations go along with mass shedding, there is also some impact of $\gamma_{th}$ on the amount of ejected mass, see below.
Figure 5. Impact of the thermal exponent $\gamma_{th}$ on the evolution. Shown is a binary merger with $2 \times 1.3 M_{\odot}$, the MPA1 EOS and $\gamma_{th} = 1.5, 1.75$ and 2.0 (top to bottom row).
3.2.4. The triggering of artificial dissipation

To demonstrate where dissipation is triggered in a neutron star merger, we show in Fig. 7 the values of the dissipation parameter $\alpha_{AV}$ for simulation MS1b_2mio. The left panel shows the dissipation parameters at the end of the inspiral, just before merger. At this stage nearly all of the matter has dissipation parameters very close the floor value (here $\alpha_0 = 0.2$), only particles in a thin surface layer (e.g. at the cusps) have moderately larger values. As a side remark, we want to point out how well-behaved the surfaces of the neutron stars are. Contrary to Eulerian hydrodynamics, in our approach no special treatment of the surface layers is needed, the corresponding particles are treated exactly as all the other particles. Inside the stars the dissipation parameter values hardly increase above the floor value, not even during the merger, but the particles that are "squeezed out" of the shear layer between the stars have values $> 1$. Since their sound speed drops rapidly during the decompression, their dissipation values only slowly decay towards lower values, see Eq. (29). As mentioned above, we have chosen our dissipation triggers conservatively, so that likely more dissipation is triggered than is actually needed. A possible reduction will be explored in future work.

Figure 6. Comparison of the evolution of the minimal lapse value ($2 \times 1.3 \, M_{\odot}$, MPA1 EOS) for different thermal exponents $\gamma_{th}$ (left) and different resolutions (right).

Figure 7. Evolution of the dissipation parameter $\alpha_{AV}$ in simulation MS1b_2mio, see Tab. 1.
Figure 8. The extracted $\Psi_4$ gravitational wave signals for the four different equations of state considered here: MPA1 (top left, MPA1_2mio), APR3 (top right, APR3_2mio), MS1b (bottom left, MS1b_2mio) and SLy (bottom right, SLy_2mio). Both the spacetime-extracted $\Psi_4$ (black) and quadrupole (QF; orange) waveforms are shown. The $\Psi_4$ waveform has been aligned with the quadrupole waveform by shifting it in time and hence appear to be shorter. The $\Psi_4$ waveforms appear to go to zero at the end. This is purely an artifact of the windowing that has been applied for the time integration of $\Psi_4$. 
3.2.5. Gravitational wave emission

We have extracted gravitational waves from our simulations via the quadrupole formula (using particle information only) as well as directly from the spacetime by calculating the Newman-Penrose Weyl scalar $\Psi_4$ (both methods are described in Appendix A in [16]). After $\Psi_4$ (decomposed into spin weight -2 spherical harmonics) is extracted at a coordinate radius of $R = 300$, we use built in functionality in kuibit [99] to reconstruct the strain by integrating twice in time (performed in the frequency domain). In order to compare with the waveform extracted with the quadrupole formula, we evaluate the sum of multipoles at the orientation that gives the maximal signal and shift the waveform in time in order to align the peak amplitudes to account for the difference that the $\Psi_4$ waveform has to propagate from the source to the detector whereas the quadrupole waveform is extracted at the source.

In Fig. 8 we show the extracted gravitational wave signals for the four different equations of state considered here: MPA1 (top left) with thermal component $\gamma_{th} = 1.75$, APR3 (top right), MS1b (bottom left) and SLy (bottom right) extracted from the simulations with 2 million particles. As can be seen the quadrupole formula does a good job in tracking the phase of the waves, but typically underestimates (by up to 60%) the amplitude of the waveform. As mentioned earlier, the larger tidal effects with harder equations of state lead to a faster inspiral and an earlier merger. This is clearly also an effect that is visible in the waveforms, where the SLy (the softest EOS) waveform has a significantly longer inspiral part and the MS1b (the hardest EOS) waveform has the shortest inspiral part. In the post-merger part of the waveform it is also clear that the amplitude of the wave is larger for softer equations of state.

In Fig. 9 we show the extracted gravitational wave signal for MPA1 (with $\gamma_{th} = 1.75$) at 3 different resolutions (1, 2 and 5 million particles). As can be seen, the effect of low resolution...
Figure 10. The extracted $\Psi_4$ gravitational wave signals for MPA1 with different thermal components $\gamma_{th}$. Our default, $\gamma_{th} = 1.75$, is shown with a solid blue line, $\gamma_{th} = 1.5$ is shown with orange filled dots and $\gamma_{th} = 2.0$ is shown with black empty squares.

We have checked that the recent changes to the code do not alter the convergence properties in any significant way compared to our recent study [16]. We find that the constraint violation behaviour is virtually identical to what we found there, and we therefore refer the interested reader to Fig. 12 of that study. From that plot the conclusion is that the convergence of the Hamiltonian constraint is consistent with 2nd order.

In Fig. 10 we explore the effect of the different thermal components on the extracted gravitational waveform for the 2 million particle simulations with the MPA1 EOS and $\gamma_{th} = 1.75$, 1.50 and 2.00. As expected, the thermal component does not make a difference during the inspiral as the waveforms are practically indistinguishable before the merger. Interestingly, after the merger the softer $\gamma_{th} = 1.5$ simulation shows a significantly faster decay of the gravitational wave signal than the harder ones.

In Fig. 11 we plot the amplitude of the Fourier transform of the dominant $\ell = 2, m = 2$ mode of the strain as computed from $\Psi_4$ for the four different EOS considered here in the left panel, whereas the right panel shows the spectra for the MPA1 EOS with different thermal components. In both plots, the solid lines show the Fourier transforms of the full waveforms, while the dashed lines show the Fourier transforms of the post-merger part of the waveforms only. Consistent with findings reported in the literature [100–108], the spectra at low ($< 1$ kHz) frequencies are dominated by the inspiral with increasing...
amplitude up to a maximum at the frequency of the binary at the merger. This feature is absent in the post-merger spectra. For all the different EOS, the spectra show a dominant peak at higher frequency and the location of that peak is strongly dependent on the EOS. The softer the EOS, the higher the frequency with values ranging from about 2.1 kHz for MS1b to 3.4 kHz for SLy. For the softest EOS (SLy) there is clear evidence of sub-dominant peaks (also reported in the literature) at both lower and higher frequency separated from the dominant peak by about \( \pm \Delta f \approx 1 \) kHz.

In Table III in \cite{109} several peak frequencies (in the authors’ convention \( f_{\text{max}} \), the instantaneous frequency at maximal GW amplitude, \( f_1 \), the first sub-dominant peak after merger, and \( f_2 \), the dominant peak after merger) are reported for a number of different equations of state and masses of the binary systems. In particular their SLy-q10-M1300 case is very similar to one of our systems (but they use a \( \gamma_{\text{th}} = 2.00 \) rather our value of 1.75). Unfortunately, this is our softest equation of state that has the highest resolution requirements and hence is our least trusted case. Nevertheless we find frequencies that are in reasonable agreement. For \( f_1 \) and \( f_2 \) we do see only small differences between the values extracted from our low and medium resolution runs. We find \( f_1 = 2.55 \) kHz and \( f_2 = 3.36 \) kHz for 1 million particles and \( f_1 = 2.52 \) kHz and \( f_2 = 3.39 \) kHz for 2 million particles. These are slightly larger than the \( f_1 = 2.13 \) kHz and \( f_2 = 3.23 \) kHz values reported in \cite{109}. On the other hand, we do find substantial differences in the value for \( f_{\text{max}} \) at the two different values with \( f_{\text{max}} = 2.14 \) kHz for 1 million particles and \( f_{\text{max}} = 1.76 \) kHz for 2 million particles. This is to be compared with a value of \( f_{\text{max}} = 1.95 \) kHz in \cite{109}. We suspect that these values are quite sensitive to the details of the inspiral and at current resolutions we still see significant differences for the SLy equation of state. Note that we have not used the fitting procedure described in \cite{109} to extract the \( f_1 \) and \( f_2 \) frequency peaks, but have simply found the peaks numerically from the raw power spectral density.

Turning now to a comparison of the spectra for MPA1 with different thermal components (right plot), it is clear that there is very little dependence of the location of the dominant peak with \( \gamma_{\text{th}} \). However, consistent with the rapid decay of the post-merger waveform for \( \gamma_{\text{th}} = 1.5 \), in Fig. 10 we do see a smaller amplitude of the peak for that case.

3.2.6. Ejecta

The ejection of neutron-rich matter is arguably one of most important aspects of a neutron star merger \cite{19,21–23,110}, it is responsible for enriching the cosmos with heavy
elements and for all of the electromagnetic emission. To identify ejecta, we apply two basic criteria, the "geodesic criterion" and the "Bernoulli criterion", both of which can be augmented by additional conditions (e.g. an outward pointing radial velocity). The geodesic criterion assumes that a fluid element is moving along a geodesic in a time-independent, asymptotically flat spacetime, e.g. [22,111]. Under these assumptions, \(-U_0\) corresponds to the Lorentz factor of the fluid element at spatial infinity and therefore a fluid element with

\[ -U_0 > 1 \]  \hspace{1cm} (58)

is considered as unbound since it still has a finite velocity. In practice however, this criterion ignores potential further acceleration due to internal energy degrees of freedom and we therefore consider the results from the geodesic criterion as a lower limit.

The internal degrees of freedom are included in the Bernoulli criterion, see e.g. [34], which multiplies the left hand side of the above criterion with the specific enthalpy

\[ -\varepsilon U_0 > 1. \]  \hspace{1cm} (59)

To avoid falsely identifying hot matter near the centre as unbound, we apply the Bernoulli criterion only to matter outside of a coordinate radius of 100 (\(\approx 150 \text{ km}\)). We find very good agreement between both these criteria, with the Bernoulli criterion identifying only a slightly larger amount unbound mass. This is illustrated in Fig. 12 for run APR3_2mio. In the following, we only use the above described version of the Bernoulli criterion\(^3\).

![Figure 12](image-url)

**Figure 12.** Comparison of the "geodesic" and the (slightly modified) "Bernoulli" criterion to identify unbound mass.

The ejecta mass and average velocities for our runs are summarized in Tab. 2. Consistent with other studies (e.g. [21–23]) we find that the studied equal mass systems eject only a few times \(10^{-3} M_\odot\) dynamically, i.e. the dynamical ejecta channel falls short by about an order of magnitude in reproducing the ejecta amounts that have been inferred from GW170817 [90–96]. While part of these large inferred masses may be explained by the

\(^3\) The ejecta will undergo r-process nucleosynthesis and, at later times, radioactive decay. This additional energy input can unbind otherwise nearly unbound matter and may therefore further enhance the amount of unbound mass.
fact that the interpretations of the observations largely neglect the 3D ejecta geometry and assume sphericity instead [112], it seems obvious that complementary ejecta channels are needed.

Ordering our equations of state in terms of stiffness from soft to hard (either based on $M_{\text{TOV}}^{\text{max}}$ or $A_{1.4}$, see Sec. 2.4), SLy, APR3, MPA1, MS1b, we see that they eject more mass the softer they are, consistent with shocks (that emerge easier in soft EOSs with lower sound speed) being the major ejection mechanism and confirming earlier results [21,22]. The thermal exponent $\gamma_{\text{th}}$ has a noticeable impact on the ejecta masses with the $\gamma_{\text{th}} = 1.5$ case ejecting nearly twice as much as our standard case. Reference [21] actually finds that ejecta from tabulated EOSs are best approximated by $\gamma_{\text{th}} = 1.5$, therefore the masses in Tab. 2 may be considered as lower limits. Given the simplicity of how the thermal contribution is modelled, and its impact on both the GW signal, see Fig. 10, and the ejecta this should also be a warning sign that a more sophisticated modelling of the thermal EOS is needed.

The ejecta velocities in GW170817 have provided additional constraints on the physical origin of the ejecta. Keeping in mind that, within the assumptions entering the Bernoulli criterion, the physical interpretation of $-E U_0$ is that of the Lorentz factor at infinity, we bin the asymptotic velocities

$$v_\infty = \sqrt{1 - \frac{1}{(E U_0)^2}}$$

(60)

in Fig. 13. The baryon number weighted average velocities at infinity

$$\langle v_\infty \rangle = \frac{\sum_b v_b v_{\infty,b}}{\sum_b v_b}$$

(61)

where the index $b$ runs over all unbound particles and $v$ is, as before, the baryon number carried by an SPH particle, is typically around $\sim 0.2 \, c$, but in each of the cases $\sim 10^{-4} \, M_\odot$ escapes with velocities above $0.5 \, c$, extending up to $\sim 0.7 \, c$, see Fig. 13 and Tab. 2. Such high-velocity ejecta have been reported also by other studies [7,22,23,113]. While we cannot claim that these small amounts of mass are fully converged, Fig. 14 shows that the velocity distribution in all cases smoothly extends to such large velocity values. We are therefore confident that this high-velocity ejecta component is not a numerical artefact.
Figure 13. Fraction of the ejected mass binned according to their velocities at infinity, for each equation of state the simulation results with 2 million particles is shown.

Table 2. Dynamical ejecta masses and velocities of the simulated binary systems. \( m_{>Xc} \) refers to the amount of mass that has a velocity in excess of \( Xc \).

| name            | \( m_{eq} [10^{-3} \, M_\odot] \) | \( \langle v_\infty \rangle [c] \) | \( m_{>0.5c} [M_\odot] \) | \( m_{>0.6c} [M_\odot] \) | \( m_{>0.7c} [M_\odot] \) |
|-----------------|----------------------------------|----------------------------------|-----------------|-----------------|-----------------|
| MPA1_1mio       | 3.6                              | 0.23                             | 1.7 \times 10^{-4} | 5.2 \times 10^{-5} | 6.3 \times 10^{-6} |
| MPA1_2mio       | 1.6                              | 0.21                             | 5.6 \times 10^{-5} | 1.1 \times 10^{-5} | 0               |
| MPA1_5mio       | 1.2                              | 0.24                             | 1.0 \times 10^{-4} | 3.5 \times 10^{-5} | 3.4 \times 10^{-6} |
| MPA1_2mio_\gamma th 1.5 | 2.8                              | 0.16                             | 4.7 \times 10^{-5} | 3.6 \times 10^{-6} | 0               |
| MPA1_2mio_\gamma th 2.0 | 1.8                              | 0.22                             | 6.9 \times 10^{-5} | 1.7 \times 10^{-5} | 1.0 \times 10^{-6} |
| APR3_1mio       | 9.7                              | 0.27                             | 7.1 \times 10^{-4} | 2.7 \times 10^{-4} | 8.5 \times 10^{-5} |
| APR3_2mio       | 2.1                              | 0.22                             | 9.0 \times 10^{-5} | 2.8 \times 10^{-5} | 4.8 \times 10^{-6} |
| APR3_5mio       | 1.9                              | 0.21                             | 8.3 \times 10^{-5} | 2.0 \times 10^{-5} | 8.4 \times 10^{-7} |
| SLy_1mio        | 5.4                              | 0.21                             | 2.7 \times 10^{-4} | 8.4 \times 10^{-5} | 2.1 \times 10^{-6} |
| SLy_2mio        | > 6.7                            | 0.18                             | 2.2 \times 10^{-4} | 8.8 \times 10^{-5} | 1.4 \times 10^{-5} |
| MS1b_1mio       | 2.9                              | 0.16                             | 1.1 \times 10^{-4} | 2.8 \times 10^{-5} | 0               |
| MS1b_2mio       | 2.7                              | 0.18                             | 8.8 \times 10^{-5} | 3.5 \times 10^{-5} | 5.0 \times 10^{-6} |
To identify how the high-velocity ejecta are launched, we sort the ejecta in the last data output in four groups: \( G_1: v_\infty < 0.2c \), \( G_2: 0.2c \leq v_\infty < 0.4c \), \( G_3: 0.4c \leq v_\infty < 0.6c \) and \( G_4: 0.6c \leq v_\infty < 0.8c \). In Figs. 15 to 18 we plot these groups of particles at the approximate times of the merger and for the final data dumps of our 2 million particle runs. The highest velocity particles, \( G_3 \) (orange) and \( G_4 \) (red) emerge from the shock-heated interface between the two neutron stars. While the high-velocity ejecta are still not well-resolved, we note that our simulations here have an order of magnitude more particles than the approximate GR simulations in which these fast ejecta were originally identified [113]. This high-velocity component could have important observational consequences: it may produce an early blue/UV transient on a time scale of several minutes to an hour preceding the main kilonova event [113] and, at late times, it may be responsible for synchrotron emission [114–116].

Another interesting result in a multi-messenger context is that the ejecta distribution only shows moderate deviations from spherical symmetry, so that the resulting electromagnetic emission could be reasonably modelled with simple approaches. This result, however, may be specific for our equal mass binaries and for the currently implemented physics and it is possible that different equations of state, neutrinos and/or magnetic fields could modify this.
Figure 15. Projections of the particle positions for the MPA1 EOS case (run MPA1_2mio). All particles are shown in black, ejecta with $v_\infty < 0.2c$ in blue, ejecta with $0.2c \leq v_\infty < 0.4c$ in green, ejecta with $0.4c \leq v_\infty < 0.6c$ in orange and ejecta with $0.6c \leq v_\infty < 0.8c$ in red.
Figure 16. Projections of the particle positions for the APR3 EOS case (run APR3_2mio). All particles are shown in black, ejecta with $v_\infty < 0.2c$ in blue, ejecta with $0.2c \leq v_\infty < 0.4c$ in green, ejecta with $0.4c \leq v_\infty < 0.6c$ in orange and ejecta with $0.6c \leq v_\infty < 0.8c$ in red.
Figure 17. Projections of the particle positions for the SLy EOS case (run SLy_2mio). All particles are shown in black, ejecta with $v_\infty < 0.2c$ in blue, ejecta with $0.2c \leq v_\infty < 0.4c$ in green, ejecta with $0.4c \leq v_\infty < 0.6c$ in orange and ejecta with $0.6c \leq v_\infty < 0.8c$ in red.
Figure 18. Projections of the particle positions for the Ms1b EOS case (run Ms1b_2mio). All particles are shown in black, ejecta with $v_\infty < 0.2c$ in blue, ejecta with $0.2c \leq v_\infty < 0.4c$ in green, ejecta with $0.4c \leq v_\infty < 0.6c$ in orange and ejecta with $0.6c \leq v_\infty < 0.8c$ in red.

4. Summary

We have presented here a further methodological refinement of our Lagrangian Numerical Relativity code SPHINCS_BSSN [15,16]. The new methodological elements in SPHINCS_BSSN include a new way to steer where artificial dissipation is applied, see Sec. 2.1.1. We use both a compression that increases in time (as suggested in [28]) and a numerical noise indicator following [29] to determine how much dissipation is used. We have also further refined our MOOD algorithm that we use in our "particle-to-mesh" step, see Sec. 2.3. As a step towards more realistic neutron star merger simulations, we have implemented piecewise polytropic equations of state that approximate the cold nuclear matter equations of state MPA1, APR3, SLy and MS1b and we have augmented these with a thermal contribution, see Sec. 2.4 and Appendix A for details.

In this first SPHINCS_BSSN study using piecewise polytropic EOSs, we have restricted ourselves to neutron star binary systems with $2 \times 1.3 M_\odot$ and we have explored how the results depend on both resolution and the choice of the thermal polytropic exponent $\gamma_{th}$. None of the explored cases seems to be prone to a BH collapse, at least not on the simulated time scale of $\sim 15$ ms. But the SLy EOS cases undergo particularly deep pulsations during which they shed mass into the surrounding torus and they also eject more mass than the stiffer equations of state (MPA1,APR3, MS1b). When our simulations end, the remnant has not yet settled into a stationary state and the torus mass is still increasing. All of the torus masses are large enough to power short GRBs and, if indeed tori unbind several 10% of their mass on secular time scales [84–89], then in all cases their ejecta amount to a few percent of a solar mass.

For all our runs we extract the gravitational waves, both directly from the particles via the quadrupole approximation and from the spacetime by means of the Newman-Penrose
Weyl scalar $\Psi_4$. Overall, we find rather good agreement, the waves phases are practically perfectly tracked in the quadrupole approximation, but in the post-merger phase the amplitudes can be underestimated by several 10%. As expected, the softest EOS leads to the longest inspiral wave train and also to larger post-merger amplitudes. We further explore the impact of the thermal adiabatic exponent $\gamma_{th}$ on the gravitational wave and spectrum. Consistent with earlier studies, we find that these equal mass systems eject only a few $10^{-3}$ M⊙ dynamically and the ejection is driven by shocks. Based on quasi-Newtonian [19,117–119], conformal flatness approximation [21] and full-GR simulations [22,23], however, we expect that asymmetric systems with mass ratio $q \neq 1$ eject substantially more matter and in particular have a larger contribution from tidal ejecta. Overall, the small amount of ejecta underlines the need for additional ejection channels such as torus unbinding or neutrino-driven winds in order to reach the ejecta masses estimated for GW170817. The matter being predominantly ejected via shocks probably means that its electron fraction is increased with respect to the cold, $\beta$-equilibrium values inside the original neutron stars ($\sim 0.05$, see e.g. Fig. 21 in [120]). Again consistent with earlier studies, we find that the softer equation of state cases eject more mass and also reducing the exponent $\gamma_{th}$ seems to enhance mass ejection. Interestingly, we find in all cases that $\sim 10^{-4}$ M⊙ are escaping at velocities exceeding 0.5c and this high-velocity part of the ejecta originates from the interface between the two neutron stars during merger. While we cannot claim that the properties of this matter are well converged, we see this fast component in all the simulations and their velocity distribution, see Fig. 14, extends smoothly to large velocities, so that we have confidence in the physical presence of these high-velocity ejecta. This neutron-rich matter expands sufficiently fast for most neutrons to avoid capture and the $\beta$-decay of these free neutrons has been discussed as a source of early, blue "precursor" emission before the main kilonova [113]. To "bracket" the kilonova emission, such a high-velocity ejecta component has also been suggested to be responsible for a X-ray emission excess observed three years after GW170817 [116].

While the piecewise polytropic equations of state are an important improvement over our previous merger simulations with SPHINCS_BSSN [16], they are still only a far cry from realistic microphysics. This topic is a major target for our future work.

**Funding:** SR has been supported by the Swedish Research Council (VR) under grant number 2020-05044, by the Swedish National Space Board under grant number Dnr. 107/16, by the research environment grant “Gravitational Radiation and Electromagnetic Astrophysical Transients (GREAT)” funded by the Swedish Research Council (VR) under Dnr 2016-06012, by which also FT is supported, and by the Knut and Alice Wallenberg Foundation under grant Dnr. KAW 2019.0112.

**Acknowledgments:** We thank E. Gourgoulhon, R. Haas and J. Novak for useful clarifications concerning LORÈNE and S.V. Chaurasia for sharing his insights into the BAM code. We gratefully acknowledge inspiring interactions via the COST Action CA16104 “Gravitational waves, black holes and fundamental physics” (GWverse) and COST Action CA16214 “The multi-messenger physics and astrophysics of neutron stars” (PHAROS). PD would like to thank the Astronomy Department at SU and the Oscar Klein Centre for their hospitality during numerous visits in the course of the development of SPHINCS_BSSN. The simulations for this paper were performed on the facilities of the North-German Supercomputing Alliance (HLRN), on the resources provided by the Swedish National Infrastructure for Computing (SNIC) in Linköping partially funded by the Swedish Research Council through grant agreement no. 2016-07213 and on the SUNRISE HPC facility supported by the Technical Division at the Department of Physics, Stockholm University. Special thanks go to Holger Motzkau and Mikica Kocic for their excellent support in upgrading and maintaining SUNRISE. Some of the plots in this paper were produced with the software SPLASH [121].
Abbreviations
The following abbreviations are used in this manuscript:

- ADM: Arnowitt, Deser, Misner
- BH: black hole
- BSSN: formulation according to Baumgarte, Shapiro, Shibata, Nakamura
- EOS: equation of state
- GR: General Relativity
- GW: gravitational waves
- SPH: Smooth Particle Hydrodynamics
- SPHINCS: Smooth Particle Hydrodynamics in Curved Spacetime

Appendix A. Recovery procedure for piecewise polytropic equations of state

In this work we use piecewise polytropic equations of state. The part resulting from the cold, nuclear matter pressure \( P_{\text{cold}} \) is described by several polytropic pieces as discussed in [27], and a thermal part, \( P_{\text{th}} \), is added under the assumption that it also follows a polytropic equation of state with some thermal exponent \( \gamma_{\text{th}} \), for which we choose a default value of 1.75. The total pressure is then given by

\[ P = P_{\text{cold}} + P_{\text{th}}, \quad (A1) \]

where the cold part is given by pieces

\[ P_{\text{cold}} = K_i \rho^{\gamma_i}, \quad (A2) \]

where the values \( \{K_i, \gamma_i\} \) are chosen according to the density (for \( \rho_i \leq \rho < \rho_{i+1} \)). The thermal pressure is calculated only from the "thermal" (i.e. non-degenerate) part of the internal energy and has a separate (smaller) polytropic exponent

\[ P_{\text{th}} = (\gamma_{\text{th}} - 1) \rho u_{\text{th}}. \quad (A3) \]

The thermal part of \( u \) is found by subtracting the "cold/degenerate" value of the internal energy. This cold value is

\[ u_{\text{cold}} = a_i + \frac{K_i}{\gamma_i - 1} \rho^{\gamma_i - 1} \quad (A4) \]

and the integration constants \( a_i \) make the internal energy continuous between different pieces, see Eq.(7) of [27].

From now onwards, we will again use our conventions and measure energies in units of \( m_0 c^2 \), \( m_0 \) being the baryon mass, so that our pressure is given as \( P = (\gamma - 1) n u \). The general strategy is similar to the purely polytropic case: we express both \( n \) and \( u \) in terms of \( S_i, e, N \) and the pressure, substitute everything into the (here analytically known) equation of state

\[ f(P) \equiv P - (P_{\text{cold}} + P_{\text{th}}) \]

\[ = P - \left\{ K_i n^{\gamma_i} + (\gamma_{\text{th}} - 1) n \left[ u - a_i - \frac{K_i}{\gamma_i - 1} n^{\gamma_i - 1} \right] \right\} = 0. \quad (A5) \]

and solve numerically for the new pressure that is consistent with the current values of \( S_i, e \) and \( N \). We need

\[ n = n(S_i, e, N, P) \quad \text{and} \quad u = u(S_i, e, N, P). \quad (A6) \]
We find that the generalized Lorentz factor \( \Theta \) can be expressed as

\[
\Theta(S, e, N, P) = \sqrt{-\frac{g^{00}}{1 + \frac{A}{B}}},
\]

(A7)

where

\[
A \equiv g^{00}g^{jk}S_jS_k - (g^{0j}S_j)^2 \quad \text{and} \quad B \equiv g^{0j}S_j - g^{00}\left(\frac{\sqrt{-g}}{N} P + e\right).
\]

(A8)

This provides us with the internal energy

\[
u(S, e, N, P) = \frac{g^{0j}S_j}{\Theta} - \frac{g^{00}e}{\Theta} - \frac{\sqrt{-g}}{\Theta N} (g^{00} + \Theta^2) - 1.
\]

(A9)

and, from our earlier definition, we have

\[
n(S, e, N, P) = \frac{N}{\sqrt{-g}\Theta}.
\]

(A10)

The solution procedure is then the following. We first find the new pressure that fulfills Eq. (A5) for the new values of \( S, e, N \). For this root finding we use Ridders’ method [122,123]. This method is a robust variant of the regula falsi method and does not require any derivatives. With the consistent pressure at hand, we obtain the new \( \Theta \) from Eq. (A7). It can be shown that

\[
\Theta E = g^{0j}S_j - g^{00}\left(\frac{\sqrt{-g}}{N} P + e\right),
\]

(A11)

and this provides us with the enthalpy \( E \) and the covariant spatial velocity components \( v^i = S_i/(\Theta E) \). The time component is found from the equation for the generalized Lorentz factor, Eq.(2),

\[
v^0 = \frac{1 - g^{0j}v_j}{g^{00}}.
\]

(A12)

The contravariant velocity is then straight-forwardly calculated via \( v^\lambda = g^{\lambda \mu}v_\mu \), \( n \) from Eq. (A10) and the internal energy as \( u = E - \frac{P}{n} - 1 \).

**Appendix B. Which resolution?**

In our new simulation methodology, where we evolve the spacetime on a mesh and the matter with particles, we have two different resolution lengths and it is not a priori clear how they should be related. We therefore present here some numerical experiments to shed some light on the effects of the grid- and particle resolution. To keep the parameter space under control, we restrict ourselves here to one of our “most realistic” equations of state, MPA1. We perform the following test simulations:

- **TS1:** the outer boundary in each coordinate direction is located at 375 (\( \approx 554 \) km), five refinement levels and 175\(^3\) grid points which corresponds to the finest grid resolution length of \( \Delta g_{\text{min}} \approx 400 \) m. We use here our default, i.e. 6th order, Finite Differencing (“FD6”).
- **TS2:** same as TS1, but FD4
- **TS3:** same as TS1, but FD8
- **TS4:** same as TS1, but 233\(^3\) grid points, i.e. \( \Delta g_{\text{min}} \approx 300 \) m
- **TS5:** same as TS1, but 351\(^3\) grid points, i.e. \( \Delta g_{\text{min}} \approx 200 \) m.
- **TS6:** same as TS1, but 401\(^3\) grid points, i.e. \( \Delta g_{\text{min}} \approx 175 \) m.
All the variations related to the spacetime evolution accuracy indicate that the changes in the inspiral are only minor and our default of $175^3$ grid points together with 6th order finite differencing is a good choice.

Given that spacetime resolution has only a very minor impact on the inspiral, but we still see substantial difference between the 2 million and the 5 million particle run in Fig. 9, this suggests that it is the particle number that, at the available resolutions, has the largest impact. While we currently have no accurate estimate for the number of particles that is required for a fully converged inspiral, Fig. 9 seems to indicate that we need at least $\sim 5$ million particles, but possibly more. This issue will be explored in more detail in future work.
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