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1 Introduction and summary

The past few years have seen an increasing and successful effort in furthering our understanding of hydrodynamics, which is perhaps one of the simplest effective field theories. The reasons for this are many-fold: theoretical results from the study of holographic fluids via the fluid/gravity correspondence [1], experimental results for strongly coupled systems in the hydrodynamic limit such as the quark-gluon plasma or cold atoms at unitarity, cf., [2] and developments in condensed matter theory have driven much of the recent progress. Spurred by these and other developments we have now come to appreciate that the microscopic details of the underlying quantum dynamics leave behind indelible signatures in hydrodynamic transport.

The essential point, which forms the main focus of this investigation, is that quantum anomalies, which conventionally are discussed in the context of non-thermal observables, influence equilibrium thermodynamics and near-equilibrium hydrodynamical behaviour in an essential manner. The effects of pure flavour anomalies were recently first noticed in holographic computations of charged fluids using the fluid/gravity correspondence [3, 4], where their origins could be traced to gauge Chern-Simons terms in the dual supergravity theory. Whilst surprising at first sight, it was quickly realized in [9] that consistency with a local version of the second law of thermodynamics in near-equilibrium situations necessitates that a part of the hydrodynamical transport is controlled directly by the quantum flavour anomaly. It is these terms which we refer to collectively as anomalous transport (we will be more specific below).

Following these early developments, much effort has been expended in understanding how anomalies influence near-equilibrium thermal physics. First steps were taken in the derivation of Kubo formulae [10, 11] to explain the anomaly controlled phenomena of chiral magnetic and chiral vorticial conductivities in four dimensions, whence it was realized that not only global flavour current anomalies but also mixed flavour-Lorentz anomalies leave an imprint on fluid transport in flat spacetime [12]. Together with independent analysis of the macroscopic form of the second law demanding the existence of an entropy current

---

1 There are earlier discussions of these terms in [5, 6]. A clear account of the historical development of anomalous transport can be found in the recent review [7]. It should further be noted that even in the gauge/gravity context, there are signals in the holographic analysis of [8] which point to anomalous effects in hydrodynamics.
with non-negative divergence generalizing [9], it was shown in [13, 14] that, in any even spacetime dimension, the part of hydrodynamic transport controlled by flavour anomalies could be completely determined assuming that such transport did not lead to entropy production.\footnote{This hypothesis of anomalous transport being non-dissipative is independently supported by the fact that the Kubo formulae determine these in terms of zero frequency correlators, supporting the notion that such processes are time-invariant and hence non-dissipative.} In addition accumulation of evidence from holography [14–16] and analysis of free field theories [17] lead to a near-complete picture of anomalous transport induced by flavour anomalies (see also [18, 19] for related discussions and [20, 21] for general symmetry based group-theoretic approach).

The current state of the art uses crucially the fact that anomalous transport can be determined by equilibrium dynamics by virtue of their being non-dissipative. The logic exploited in [22, 23] is that equilibrium configurations of a fluid in the presence of arbitrary time-independent spatially varying sources (which thereby allow non-trivial stationary fluid flows) can be equivalently described by a partition function of the sources. By writing down the most general partition function compatible with the symmetries in a systematic low energy gradient expansion, together with introduction of parity-odd terms to account for anomalies, it was shown in [22] that all known effects of global anomalies in hydrodynamics could be captured explicitly. Furthermore, this was shown to be explicitly in agreement with the general entropy analysis of [13] in [24] ([25, 26] use this formalism to explain anomalous transport in two dimensions with the latter focusing on the Lorentz anomaly; cf., also [27, 28]). The authors of [29] argued that this framework needs to be extended further before contribution from gravitational anomalies can be fully understood — the key point which they exploit is the fact that in equilibrium, characterized by a thermal partition function by considering the theory on a Euclidean time circle, one should be free to consider other cycles for thermal reduction, leading to further global constraints, which fix the contribution from the gravitational anomaly. These results have been recently extended in [30–32].

While these results are impressive, they have also served to focus our attention on the aspects of hydrodynamics that we don’t understand so well, viz., how does one think about this effective field theory in a standard effective action formulation? As conventionally formulated, hydrodynamics is the universal low energy effective theory of any interacting quantum system, valid when the length scales of departure from equilibrium are large in units of the mean free path. We use thermodynamic variables such as local temperature and chemical potential together with the (normalized) fluid velocity field to characterize the energy-momentum tensor $T^{\mu\nu}$ and charge current $J^\mu$. The constitutive relations express the stress-energy tensor and the conserved currents in terms of fluid dynamical variables, while the conservation equations (supplemented with sources if necessary) serve as equations of motion.

Note that this description does not correspond to the standard formulation of effective field theories. There is no low energy Lagrangian, and the stress-energy tensor and conserved currents are not constructed from more fundamental degrees of freedom of a true effective field theory (the equilibrium partition functions of [22, 23] are functionals of
background sources). It is therefore interesting to examine the extent to which an effective field theory of hydrodynamics can be formulated in terms of appropriate degrees of freedom. The naive argument against effective actions is the fact that hydrodynamics is a dissipative theory. However, this does not preclude the existence of an effective action for non-dissipative fluids. Moreover, in light of the above discussion, one should expect to capture effects of quantum anomalies in such a framework.

There is indeed a natural framework for discussing the dynamics of fluids using intrinsic variables which has been used over the years to describe ideal fluid dynamics [33–39]. This framework was re-examined recently in [40] who suggested that it could be useful beyond the ideal fluid level; by studying the corrections to the ideal fluid effective action [41] argued that the transport of non-dissipative neutral fluids could be systematically understood in this framework. Moreover, this effective action approach has proven useful to understand aspects of anomalous transport in two dimensions [42], parity-odd Hall viscosity in three dimensions [43, 44] and more recently even been argued to be useful in understanding aspects of dissipation [45–47].

The basic idea [40, 41] is to use as fields the local fluid element variable $\phi^I$; we have $d-1$ degrees of freedom in these fields characterizing the dynamics of a $d$-dimensional hydrodynamic system. Since these fluid element labels are arbitrary we need to allow arbitrary diffeomorphisms in the configuration space of $\phi^I$ (which is assumed to admit a manifold structure and called $M_\phi$), so long as they preserve the total volume of the fluid. As a result we have a theory which enjoys a large symmetry under the group of volume-preserving diffeomorphisms $\text{Sdiff}(M_\phi)$ of the configuration space $M_\phi$. As shown in the works above, from these coarse-grained building blocks, a complete set of fluid dynamical variables can be constructed and one can systematically derive the constitutive relations for the conserved currents. By virtue of the $\text{Sdiff}(M_\phi)$ symmetry, it transpires that the theory admits an exactly conserved vector field, which is identified with the canonical entropy current of fluid dynamics. This current is conserved off-shell, and as a result the class of fluids one naturally describes in this framework are non-dissipative. Generalizations to incorporate conserved charges are straightforward: we introduce fields for the local charge label and enlarge the symmetry to allow local reshuffling of the charges.

The effective action approach has hitherto been used to study neutral fluids [41] and charged parity-odd fluids in $2+1$ dimensions [44]. From these analyses one learns that the family of non-dissipative fluids derivable from an effective action is restricted when compared to those which one would obtain by writing down constitutive relations for conserved charges together with demanding the existence of a conserved entropy current [48]. The latter construction is a variant of conventional approaches to hydrodynamics, generalizing earlier analyses of [49–52] (to restrict oneself to non-dissipative fluids). While the statement seems natural, in that the existence of an effective action is a more stringent condition than simply the lack of entropy production, the precise details of the effective actions described in the aforementioned references leave something to be desired. Before rushing to conclude that hydrodynamic constitutive relations obey constraints beyond the local form of the second law of thermodynamics (for generic fluids), we should ensure that the effective action approach can be reliably applied to obtain sensible results.
The natural context to test the effective action formalism is to ascertain whether the formalism can tackle to derive the hydrodynamic transport driven by anomalies. The first step in this direction was taken in [42] who show that the effective action captures the physics of anomalous fluid transport in two dimensions. However, they already noted that there are some puzzles extending their analysis to higher dimensions; naively there does not seem to be a way to respecting the symmetries of the effective action formalism compatible with incorporating the anomaly.

In the present work we demonstrate that it is indeed possible to write down an effective action which reproduces the known anomalous transport data. To be specific we will restrict attention to global current anomalies, though it seems quite plausible that our analysis can be generalized to Lorentz anomalies as well. The logic we employ is quite simple: using a combination of the symmetries of the effective action and the inflow mechanism for anomalies, we first argue that we can construct an independent anomalous part of the effective action which reproduces the known anomalous constitutive relation. In doing so we will allow some additional structures which deviate from the considerations of [42] which will explain some of the difficulties that were encountered earlier.

In fact, the result for the anomalous part of the effective action is succinctly summarized as

$$S_{\text{anom}} = \int_{M^{2n+1}} T_{2n+1}[A, \hat{A}] = \int_{M^{2n+1}} \frac{u}{2\omega} \wedge (P - \hat{P}).$$

(1.1)

Here $T_{2n+1}[A_1, A_2]$ is a transgression form — it is essentially the difference of two Chern-Simons forms for the gauge potentials $A_1$ and $A_2$ up to the removal of an exact piece which ensures that the transgression form is covariant (we review this below). In the effective action $A$ is the background gauge potential, and $\hat{A} = A + \mu u$ is the hydrodynamic shadow gauge field, introduced in [30]. In fact, all the dependence on the fluid element variables has been packaged into the hydrodynamic velocity 1-form $u$ and the chemical potential $\mu$ appearing in $\hat{A}$.4

The subscript of $M^{2n+1}$ denotes that the integral is over a manifold which is one dimension higher than the manifold in which the fluid lives. Here, we have found it useful to employ the anomaly inflow mechanism [53] (we refer the reader to the appendices of [30] for a recent review), i.e., viewing our anomalous field theory in $d = 2n$ dimensions as the boundary dynamics of a bulk topological theory (in $2n+1$ dimensions), to guide us in writing covariant effective actions. So the physical part of the effective action in $2n$ dimensions is the boundary term arising from the transgression form, with the Chern-Simons pieces ensuring cancellation of the anomaly contributions between bulk and the boundary.

---

3We will use bold-face symbols to denote differential forms. Sources are denoted by the usual one-forms for the vector potential, while we will find it convenient to present results for currents in terms of the Hodge dual $d - 1$ form.

4In the equation above, we have also provided an explicit expression for this transgression form in terms of the hydrodynamic velocity 1-form $u$, the vorticity 2-form $\omega$ and the anomaly polynomial $P$ which is a $2n$ + 2 form. The symbol $\hat{P}$ denotes the anomaly polynomial evaluated over the shadow gauge field. We use the notation previously described in [13, 29, 30]; see also footnote 14 and appendix G for our conventions on differential forms.
We arrive at this action by simply following our nose in demanding that we have a gauge covariant action preserving the basic symmetries (a generalization of the volume preserving diffeomorphisms to include the charge degree of freedom) of our set-up.

The action (1.1) passes several consistency checks:

1. the currents obtained from it are precisely the anomaly induced transport currents derived in [13] using the entropy current analysis.\footnote{It was already remarked in [13] that a generating function of the form $\frac{\delta}{\delta A} \wedge (P - \tilde{P})$ can be used to generate the anomaly-induced currents.}

2. It reduces quite simply to the anomalous equilibrium partition function derived in [22, 30] upon restricting to stationary flows.

While the anomalous part of the effective action is a useful starting point, one would like to have a complete action, which has the correct dynamical structure. A curious property of the anomalous part of the current $J_{anom}^\alpha$ is that its divergence is the difference of the anomalies of the background gauge field and the hydrodynamic shadow gauge field. For example in $d = 4 \text{ dimensions}$ we find explicitly

$$\nabla_\alpha J_{anom}^\alpha = \frac{3c_A}{4} \epsilon^{\alpha\beta\rho\sigma} F_{\alpha\beta} F_{\rho\sigma} - \frac{3c_A}{4} \epsilon^{\alpha\beta\rho\sigma} \hat{F}_{\alpha\beta} \hat{F}_{\rho\sigma}, \quad (1.2)$$

$$\nabla_\beta T_{\alpha\beta}^{anom} = F_{\alpha\beta} J_{anom}^\beta - \mu u^\alpha \left( \frac{3c_A}{4} \epsilon^{\beta\gamma\rho\sigma} \hat{F}_{\beta\gamma} \hat{F}_{\rho\sigma} \right). \quad (1.3)$$

Here, $T_{\alpha\beta}^{anom}$ is the anomalous part of the energy momentum tensor. This structure of the anomalous current conservation was already noted in [13]. However, were we to naively write down a complete non-dissipative hydrodynamic action as $S_f = S_{non-anom} + S_{anom}$ then clearly the currents derived from $S_f$ would continue to obey an equation like (1.2), which of course are not the (anomalous) conservation equations of hydrodynamics. It therefore appears that while the effective action is capable of generating the correct off-shell currents accounting accurately for the details of anomalous transport, it does not capture the correct hydrodynamic Ward identities.

Fortunately, there is a simple cure to this malaise. We argue that the correct (anomalous) Ward identities should be recovered in a non-equilibrium system from a Schwinger-Keldysh construction involving two copies of the dynamical degrees of freedom. Utilizing this formalism we argue that the hydrodynamic effective action, not only consists of the two copies of the naive effective action, but also demands the existence of an interesting cross-term between the two to ensure that one has the desired anomaly. The anomalous piece of the effective action can be succinctly summarized again in terms of transgression forms:

$$S_{SK}^{anom} = \int_{\mathcal{M}_{2n+1}} \left( \tau_{2n+1}[A_R, \hat{A}_R] - \tau_{2n+1}[A_L, \hat{A}_L] + \tau_{2n+1}[\hat{A}_R, \hat{A}_L] \right). \quad (1.4)$$

The first two terms are the standard terms we would encounter in a thermofield double construction, with $A_R$ living on the forward part of the Schwinger-Keldysh contour and $A_L$ the source on the reversed part of the contour. The new term is the third one which consists
of a cross-term involving just the shadow fields on either piece of the contour. Incorporating this term, we find a very simple effective action which gives the correct anomalous currents with the expected anomalous conservation equations of hydrodynamics. The necessity for this term is easy to intuit once we realize that its presence is necessary to ensure that the correct amount of current inflows into each part of the contour.\footnote{Abelian anomalies in two dimensions are special. Indeed in this case one can write down an action which does not involve the shadow fields \cite{Hofman:2008ar}. This happens in part because the contribution from the cross-term turns out to be irrelevant in the hydrodynamic limit as we explain in appendix C.}

Heuristically, one can motivate the above action, by thinking about the hydrodynamic theory in the holographic language using the fluid/gravity correspondence. Since we are restricting to adiabatic pieces of transport, we can consider a stationary (planar) black hole in AdS in its maximally extended Kruskal spacetime. The two sources $A_R$ and $A_L$ are the background fields we turn on on the right and left boundaries. The hydrodynamic shadow gauge field can roughly be viewed as living on the horizon of the black hole (it secretly is a proxy for the horizon gauge field as we will describe later). The individual terms on the left and right given by the transgression form in (1.1) can be viewed as the effective action obtained by working with the Goldstone mode which is the Wilson line interpolating between the boundary and the horizon as described in \cite{Kim:2013dwa} (see also \cite{Guica:2008mu} for a derivation from a holographic renormalization group perspective). While this individual decoupled left-right construction suffices for non-anomalous pieces of the transport, to correctly incorporate the failure of gauge invariance of the effective due to the anomaly, we need to demand a particular gluing condition across the horizon. This ensures that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{The heuristic picture of anomalous effective actions suggested by the Schwinger-Keldysh thermofield double construction, illustrated holographically using the eternal black hole in AdS.}
\end{figure}
there is the desired amount of anomaly inflow, but in the process it couples the left and right sectors through the horizon degrees of freedom. It is this gluing condition that leads to the third term in the effective action (1.4), see figure 1 for an illustration. While we find this heuristic picture compelling, we should add that we do not derive it from first principles, but rather motivate its inclusion in the Schwinger-Keldysh formalism based on symmetry arguments. The fact that it reproduces much of the known results of anomaly driven transport and its rather simple structure (which as we will see is not obvious a-priori in our construction) leads us to believe that we are on the right track; it nevertheless would be nice to have an independent argument in favour of our construction.

This paper is organized as follows. To keep the paper self-contained we start with some basic preparatory material in section 2. First we give an overview of anomalous transport in hydrodynamics in section 2.1 focussing on the results we require for our analysis. Following this in section 2.2 we review the effective action description of non-anomalous, charged, perfect fluids. Armed with this basic background material, we begin in section 3 with a simple and straightforward derivation of an effective action in (3 + 1) dimensions which captures the triangle anomaly for a single U(1) current. We will go through the computation explicitly to exhibit the tight cancellations to ensure the symmetries we want and then establish consistency with the previous derivations. Our next step will be to show that although the currents are taking the expected form, the effective action does not give the correct anomalous dynamics — the conservation equations are different from the expected ones. In section 4 we show that our method can be easily generalized to all even dimensions and to arbitrary number of abelian currents. In section 5 we develop a more elegant formalism which expresses our result in a way that makes all the symmetries manifest. In this language, anomalies of non-abelian gauge symmetries are also easily treated. In section 6 we present the final result of our paper; a careful treatment of the problem in the Schwinger-Keldysh formalism. This will result in a simple expression for the effective action which gives the correct covariant currents including the correct anomalous dynamics. We conclude with a discussion and highlight some open issues in section 7.

The appendices contain technical details explicating the calculations reported in the main text. In appendices A and B we provide some details of the four dimensional construction, while in appendix C we take a close look at the two dimensional story to contrast with previous analysis. In appendix D we give some useful formulae for variations of transgression forms, which we then use in appendix E to derive the currents and equations of motion. Appendix F gives a quick overview of the Schwinger-Keldysh construction, while appendix G lays out our conventions for differential forms.

2 Preliminaries: review of some background material

We collect some relevant data about anomalous transport and the general framework of the non-dissipative hydrodynamic effective actions, which we use in the later sections.

2.1 Anomalies in hydrodynamics: brief review

In section 1 we have given a brief overview of the historical development of the subject of anomaly induced transport in hydrodynamics. While our primary interest is in deriving
an effective action for describing the anomaly contributions in hydrodynamics, it is worth reviewing the statements in the literature to set the proper stage for our discussion (and furthermore clarify what we mean by anomalous transport in precise terms). In general the conserved currents of a hydrodynamical system take the form:

\[ T_{\alpha\beta} = \varepsilon u_\alpha u_\beta + p P_{\alpha\beta} + q_\alpha u_\beta + u_\alpha q_\beta + \Pi_{\alpha\beta}, \quad \Pi_{\alpha\beta} u^\beta = 0, \]

with \( P_{\alpha\beta} = g_{\alpha\beta} + u_\alpha u_\beta \) being the projector onto the space orthogonal to the velocity field, \( P_{\alpha\beta} u^\beta = 0 \). The quantities \( \{\varepsilon, P, \rho\} \) are thermodynamic parameters. Often these are viewed as functions of the local temperature and chemical potential. By a suitable change of thermodynamic state functions (Legendre transform) we will view them as functions of the entropy density \( s \) and the chemical potential \( \mu \) instead.

In writing the expression for the currents above we have made no a-priori choice of fluid frame, preferring to keep the gradient terms captured in the heat current \( q_\alpha \), the transverse part of energy-momentum \( \Pi_{\alpha\beta} \) and the charge currents \( \nu_\alpha \) arbitrary for the moment. The constitutive relations for the fluid express them in gradients of the fluid velocity and thermodynamic parameters, \( \nabla_\alpha u_\beta \) and \( \nabla_\alpha (\mu/T) \) respectively. Typically this is done on-shell in that we use the ideal fluid equations of motion to eliminate the gradients of the temperature in favour of the derivatives above.

The hydrodynamical equations of motion are the conservation of the energy-momentum and charge current in the absence of sources. However, if either the flavour symmetry associated with the charge or the Lorentz symmetry is anomalous and we furthermore have background electromagnetic and gravitational fields turned on then the conservation equations have sources and read:

\[ \nabla_\alpha J^\alpha = P_A(A, \Gamma), \quad \nabla^\alpha T_{\alpha\beta} = F^{\alpha\beta} J_\beta + Q_A(A, \Gamma) \] (2.2)

where the charge source \( P_A(A, \Gamma) \) and the energy-momentum source \( Q_A(A, \Gamma) \) are functionals of background electromagnetic (\( A \)) and gravitational (\( \Gamma \)) connections. In what follows, we will focus on pure flavour anomalies,\(^7\) i.e., the case in which the functionals \( P_A(A, \Gamma) \) and \( Q_A(A, \Gamma) \) are independent of the background gravitational connection \( \Gamma \).

We now turn to the allowed forms of these functionals in field theory.\(^8\) Field theoretical considerations imply that possible anomalies of a QFT in \( d = 2n \) spacetime dimensions are characterized by a Chern-Simons \( (2n+1) \)-form \( I_{2n+1}^{CS}[A] \) in one dimension higher. In turn, this Chern-Simons form defines an anomaly polynomial \( \mathcal{P}[F] = dI_{2n+1}^{CS}[A] \) which is a \( (2n+2) \)-form defined in two dimensions higher than the original field theory. As the notation signifies, the anomaly polynomial \( \mathcal{P} \) is a gauge-invariant functional of the background field strength \( F \).

\(^7\) In addition in certain circumstances we could encounter diffeomorphism anomalies and Weyl anomalies (the latter in scale invariant theories). In two dimensions these already contribute to the thermodynamics and are well understood, cf., [29] for a clear discussion of these contributions. The effects of Weyl anomalies in hydrodynamics is less clear beyond two dimensions (for some preliminary statements see [55]) though as we describe later it might be possible to use the action formalism to decipher these.

\(^8\) We refer the reader to [56, 57] for the essential machinery behind the classification of possible anomalies in a field theory.
Coupling to the Hall insulator corrects the physical current $J_{\text{cons}}$ by a Bardeen-Zumino contribution $J_{\text{BZ}}$. The consistent boundary current $J_{\text{cons}}$ together with the Bardeen-Zumino term $J_{\text{BZ}}$ gives the total current $J_{\text{cov}}$ which transforms covariantly.

To clarify the physical interpretation of these forms, we adopt an inflow picture of anomalies whereby one imagines placing the field theory under question at the boundary of an appropriate Hall insulator in one dimension higher. The anomaly in the QFT is then simply understood as a flow of a conserved charge from the Hall bulk to the boundary, see figure 2. These charge currents in the Hall insulator are captured by a generating function $I^{\text{CS}}_{2n+1}[A]$ which is the Chern-Simons $(2n + 1)$-form introduced above. More explicitly, let the variation of this Chern-Simons term be characterized by

$$
\delta I^{\text{CS}}_{2n+1} = \delta A \wedge *_{2n+1} J_{\mu} + d [\delta A \wedge *_{\text{BZ}} J_{\mu}],
$$

or equivalently

$$
\delta \int_{M_{2n+1}} I^{\text{CS}}_{2n+1} = \int_{M_{2n+1}} \sqrt{-g_{2n+1}} J^{\mu}_{\mu} \delta A_{a} + \int_{\partial M_{2n+1}} \sqrt{-g_{2n}} J^{a}_{\text{BZ}} \delta A_{a},
$$

where we will call the bulk part of the charge current $J^{\mu}_{\mu}$ as the Hall current and we will call the current $J^{a}_{\text{BZ}}$ induced along the boundary of a Hall insulator as the Bardeen-Zumino

---

We refer the reader to the appendices of [30] for a recent review of anomaly inflow along with the explicit form of anomalies that follows from this picture.

We use lower case Greek indices for the QFT (boundary) directions and lower case Latin indices for the bulk Hall insulator theory. The direction normal to the boundary will often be denoted by $\perp$. 

---

**Figure 2.** Illustration of the anomaly inflow mechanism. The bulk theory in $M_{2n+1}$ is the Hall insulator theory, and on the boundary we have the physical theory with the anomaly. The Hall current $J_{\mu}$ propagates in the bulk and its inflow shows up as anomaly in the boundary theory. Coupling to the Hall insulator corrects the physical current $J_{\text{cons}}$ by a Bardeen-Zumino contribution $J_{\text{BZ}}$. The consistent boundary current $J_{\text{cons}}$ together with the Bardeen-Zumino term $J_{\text{BZ}}$ gives the total current $J_{\text{cov}}$ which transforms covariantly.
current. The explicit form of these currents is given by\footnote{See \cite{30}. We give a short derivation of this and related results in appendix D.}

\[ \mathcal{P} \equiv dI_{2n+1}^{\text{CS}} \quad \Rightarrow \quad *_{2n+1}J_H \equiv \frac{\partial \mathcal{P}}{\partial F} \quad \Rightarrow \quad *J_{\text{BZ}} \equiv \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F}. \]  

(2.5)

Thus, the total boundary current in this picture is then the sum of two contributions:

- the usual charge current of the boundary QFT obtained from varying the QFT path-integral as in (2.23). This current is neither gauge covariant, nor is conserved \cite{58}. It however satisfies the Wess-Zumino consistency condition obtained by demanding commutativity of an explicit gauge transformation against variation of the background gauge potential. For this reason, this current is often called the consistent current.

- Bardeen-Zumino current that arises from the bulk Chern-Simons term.

This total charge current in the boundary transforms covariantly and is hence called the covariant current of the field theory under question. The divergence of this covariant current is non-zero in an anomalous field theory: in fact, using the inflow picture, the amount of boundary covariant charge that is produced is equal to the charge injected by the bulk Hall currents, viz.,

\[ \nabla_\alpha J^\alpha_{\text{cov}} = J^\perp_H. \]  

(2.6)

where \( \perp \) denotes the direction of the outward normal to the boundary.

As an example, let us begin by considering an abelian flavour symmetry that is anomalous in \( d = 2n \) spacetime dimensions. The most general Chern-Simons \( (2n+1) \)-form made of a single abelian field is given by \( I_{2n+1}^{\text{CS}} = c_A A \wedge F^n \) where \( c_A \) is the anomaly coefficient of interest. Then we define the anomaly polynomial \( (2n+2) \)-form \( \mathcal{P} \equiv dI_{2n+1}^{\text{CS}} = c_A F^n+1 \). The Hodge dual of the Hall current \( J^a_H \) in \( (2n+1) \) dimensional bulk and the Hodge dual of Bardeen-Zumino current \( J^\alpha_{\text{BZ}} \) in the \( 2n \) dimensional boundary are given by

\[ *_{2n+1}J_H \equiv \frac{\partial \mathcal{P}}{\partial F} = (n+1) c_A F^n, \]

\[ *J_{\text{BZ}} \equiv \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} = n c_A A \wedge F^n. \]  

(2.7)

In components, we have

\[ J^a_H = \frac{(n+1)}{2^n} c_A \epsilon^{\alpha_1 \alpha_2 \cdots \alpha_{2n-1} \beta_{2n}} F_{\alpha_1 \beta_1} \cdots F_{\alpha_{2n-1} \beta_{2n}}, \]

\[ J^\perp_H = \frac{(n+1)}{2^n} c_A \epsilon^{\alpha_1 \beta_1 \cdots \alpha_n \beta_n} F_{\alpha_1 \beta_1} \cdots F_{\alpha_n \beta_n}, \]

\[ J^\alpha_{\text{BZ}} = \frac{n}{2^{n-1}} c_A \epsilon^{\alpha_1 \beta_1 \cdots \alpha_{2n-3} \beta_{2n-2}} A_{\beta} F_{\delta_1 \delta_2} \cdots F_{\delta_{2n-3} \delta_{2n-2}}. \]  

(2.8)
The covariant currents of the field theory under question are then obtained by first computing the consistent current via (2.23) and then shifting it by the Bardeen-Zumino contribution above:

\[ J_{\gamma}^{\text{cov}} = J_{\gamma}^{\text{cons}} + J_{\gamma}^{\text{BZ}} = J_{\gamma}^{\text{cons}} + \frac{n}{2n-1} c \gamma^\alpha \delta_1 \delta_2 \cdots \delta_{2n-3} \delta_{2n-2} A_\beta F_{\delta_1 \delta_2} \cdots F_{\delta_{2n-3} \delta_{2n-2}}. \] (2.9)

The anomalous current and energy-momentum conservation equations relevant for hydrodynamics are then given by the behaviour of the covariant current, viz.,

\[ \nabla_\alpha T^\alpha_\beta = F^\beta_\alpha (J_{\text{cov}})^\alpha_\beta, \quad \nabla_\alpha J^\alpha_\beta = J^\perp_\mu = (n+1) c A_2 \cdots A_n \epsilon^{\alpha_1 \beta_1 \cdots \alpha_n \beta_n} F_{\alpha_1 \beta_1} \cdots F_{\alpha_n \beta_n}. \] (2.10)

While the covariant current is what appears in hydrodynamics, it is the consistent current that is natural from an effective action viewpoint. As a result we will keep track of both of these and also derive the relevant Bardeen-Zumino term to translate between the two currents via an explicit \((2n+1)\) dimensional Chern-Simons action.

The statement that anomalies influence hydrodynamical transport entails that there are contributions to \(\{q_\alpha, \nu_\alpha, \Pi_{\alpha\beta}\}\) which are determined explicitly by the quantum anomaly. In particular, it is convenient to view the contributions to these currents as:

\[ q_\alpha = q_\alpha^{\text{anom}} + q_\alpha^{\text{diss}}, \quad \nu_\alpha = \nu_\alpha^{\text{anom}} + \nu_\alpha^{\text{diss}}, \quad \Pi_{\alpha\beta} = \Pi_{\alpha\beta}^{\text{anom}} + \Pi_{\alpha\beta}^{\text{diss}}. \] (2.11)

where we use the subscripts to denote the contribution to the hydrodynamical transport to indicate their origins from the anomaly (anom) and the conventional dissipative contributions (diss).\(^{12}\) The anomalous transport terms come in two varieties: (i) contributions to the current which are functionals of background sources and (ii) contributions involving intrinsic fluid dynamical data (e.g., gradients of velocity field). An example of the former is a term in the charge current proportional to the magnetic field (called the chiral magnetic effect in four dimensions), while contributions involving the fluid vorticity (chiral vorticial effect) exemplify the latter. The key point to note is that terms involving intrinsic fluid variables remain non-vanishing even in the absence of external sources, which means that in hydrodynamics one can infer the presence of an anomaly without explicitly turning on background electromagnetic (or gravitational) fields.

While the conserved currents form the basic content of hydrodynamics, there is another object of interest, viz., the entropy current \(J^\alpha_S\). Following the earlier decomposition we can write:

\[ J^\alpha_S = s u^\alpha + J^\alpha_{S,\text{anom}} + J^\alpha_{S,\text{diss}} \] (2.12)

explicitly demarcating the contributions of the perfect fluid, the anomaly and the dissipative effects. The entropy current is required to satisfy a local form of the second law, \(\nabla_\alpha J^\alpha_S \geq 0\); as has been discussed extensively in the literature this constrains transport in a non-trivial manner.

\(^{12}\)It is typically possible to set \(q_\alpha^{\text{diss}} = 0\) without loss of generality and this is indeed exploited in various constructions.
The analysis of [13] (generalizing the original argument of [9]) shows that by invoking adiabaticity of the anomalous contributions, one can reduce the requirement of the second law of thermodynamics of local entropy increase to only involve the dissipative contributions. This leads to an equation that should be satisfied by the covariant anomalous currents:

\[
(\nabla_\alpha + a_\alpha) q^\alpha_{anom} - J^\alpha_{anom} = T \nabla^{\alpha} J^\alpha_{S,anom} + \mu \left( \nabla_\alpha J^\alpha_{S,anom} - J^\perp_H \right)
\]

(2.13)

with \(J^\perp_H\) being the covariant anomaly given in (2.6), while the electric field and fluid acceleration defined as \(E_\alpha = F_{\alpha\beta} u^\beta\) and \(a_\alpha = u^\beta \nabla_\beta u_\alpha\) respectively (see table 1). It was shown that this equation has a consistent solution, which furthermore could be obtained from a Gibbs potential constructed from the anomaly polynomial. It was later demonstrated that this solution is also obtained from a free energy by considering equilibrium configurations on backgrounds with arbitrary spatial dependence (with slow variations as appropriate to hydrodynamics) [24, 30]. For the moment we refrain from writing down the particularities of the solution; the reader will find all the relevant details in section 3 and section 4.

2.2 An effective field theory for non-dissipative fluids

We now quickly review the essential ingredients of the effective action approach. Following [40] (see also [41, 44] for further comments) the basic degrees of freedom for a fluid in \(d\) dimensions are \(d - 1\) fundamental fields \(\{\phi^I\}\) which give the position of local fluid elements in physical space (coordinates \(x^\alpha\)). Additional fields characterize the charge label of a single fluid element; for a global U(1) charge we can take a phase field \(\psi\) to capture this degree of freedom (the non-abelian generalization is discussed later). The U(1) particle number symmetry is implemented as a translation in field space

\[
\psi \rightarrow \psi + c.
\]

(2.14)

We assume that this configuration space has a manifold structure and denote it by \(M_{\phi,\psi}\).

Noting that the labels of individual fluid elements is an arbitrary choice, we demand reparametrization invariance under arbitrary diffeomorphisms of \(M_{\phi} \subset M_{\phi,\psi}\) subject to the condition that the total volume of the fluid remains fixed, i.e.,

\[
\phi^I \rightarrow \xi^I(\phi), \quad \text{Jacobian}(\xi, \phi) = 1,
\]

(2.15)

leaves the effective action invariant. This leads us to considering a theory with volume-preserving diffeomorphisms in configuration space. Furthermore, the phase field itself can be made to depend on the co-moving position within the fluid because charge conservation holds locally (at least for the non-dissipative fluids that we are dealing with). Therefore, the particle number symmetry (2.14) can be enlarged to a symmetry of the theory under the following transformation:

\[
\psi \rightarrow \psi + f(\phi^I),
\]

(2.16)

where \(f(\phi^I)\) is an arbitrary function of the \(\phi^I\). Following [40], we will call this the chemical shift symmetry. In effect the theory is invariant under the combined symmetry group
generated by (2.15) and (2.16); for brevity we refer to this complete symmetry group as \( \tilde{\text{S}}_{\text{diff}}(\mathcal{M}_\phi,\psi) \).

There are some important consequences of the symmetry \( \tilde{\text{S}}_{\text{diff}}(\mathcal{M}_\phi,\psi) \) which were explained in [40, 41]:

- An effective field theory with this symmetry naturally ensures that the dynamical equations of motion of an effective Lagrangian contain no more data than the conservation of the energy-momentum tensor and charge current.
- The fields \( \phi^I \) and \( \psi \) are Goldstone modes; thus canonical assignment of dimensions is \( [d\phi^I] = [d\psi] = 0 \). The effective action is then built out of the gradients of \( \phi^I \) and \( \psi \) in a systematic low energy expansion.
- An important consequence of volume preserving diffeomorphisms which we denote as \( \text{S}_{\text{diff}}(\mathcal{M}_\phi) \subset \tilde{\text{S}}_{\text{diff}}(\mathcal{M}_\phi,\psi) \), is that the vector field
  \[
  J_\alpha^\beta = \frac{1}{(d - 1)!} \epsilon^{\beta\alpha_1...\alpha_{d-1}} \epsilon_{\alpha_1...\alpha_{d-1}} \prod_{j=1}^{d-1} \partial_{\alpha_j} \phi^I_j .
  \]
  is trivially conserved \( \nabla_\alpha J_\alpha^\beta = 0 \) and \( [J_\alpha^\beta] = 0 \). We interpret this object as the entropy current of our fluid and the fact that it is divergence-free amounts to saying that the formalism deals with non-dissipative fluids.

To construct the effective action we also introduce background sources; the metric \( g_{\alpha\beta} \) on the physical spacetime and background gauge fields \( A_\alpha \) which couple to the charge. The abelian gauge transformations are implemented via

\[
\psi \rightarrow \psi + \Lambda(x) , \quad A_\alpha \rightarrow A_\alpha - \partial_\alpha \Lambda(x) ,
\]

for an arbitrary scalar parameter \( \Lambda(x) \). This in particular means that the gauge covariant derivative of the field \( \psi \) is that appropriate to a phase field

\[
D_\alpha \psi = \nabla_\alpha \psi + A_\alpha .
\]

Armed with these basic variables we are now in a position to describe the hydrodynamic fields relevant for charged fluid dynamics. We define a velocity field \( u^\alpha \) along the direction of \( J_\alpha^\beta \) which is normalized to \( u^\alpha u_\alpha = -1 \) and the entropy density via the norm of \( J_\alpha^\beta \). We also introduce a chemical potential \( \mu \) that couples of the conserved U(1) charge. To wit,

\[
J_\alpha^\beta = su^\alpha , \quad s = \sqrt{-g_{\alpha\beta} J_\alpha^\beta J_\beta^\gamma} , \quad \mu = u^\alpha D_\alpha \psi .
\]

The chemical potential \( \mu \) is invariant under gauge transformations and the chemical shift symmetry (2.16), since \( J_\alpha^\beta \) is co-moving with the fluid elements (i.e., \( J_\alpha^\beta \partial_\alpha \phi^I = 0 \)).

The leading order action invariant under \( \text{S}_{\text{diff}}(\mathcal{M}_\phi) \) (2.15), the chemical shift symmetry (2.16) and given our assignment of scaling dimensions \( [d\phi^I] = [d\psi] = 0 \) is just [40]

\[
S_0 = \int \sqrt{-g} f(s, \mu) .
\]
Abbreviating $f, s \equiv \frac{\partial}{\partial s} f$ and $f, \mu \equiv \frac{\partial}{\partial \mu} f$, we find the following stress tensor and charge current (which as always are defined by varying the background sources):

$$T_{\alpha\beta}^{(0)} = \frac{2}{\sqrt{-g}} \delta S_0 \delta g_{\alpha\beta} = (f - sf, s) g_{\alpha\beta} + (\mu f, \mu - sf, s) u_{\alpha} u_{\beta}, \quad (2.22)$$

$$J_{\alpha}^{(0)} = \frac{1}{\sqrt{-g}} \delta S_0 \delta A_{\alpha} = f_{,\mu} u_{\alpha}. \quad (2.23)$$

We thus have a post-facto justification of our identification of the thermodynamic parameters in this framework, obtaining the energy density $\varepsilon = (\mu f, \mu - f)$, the pressure $P = (f - sf, s)$ and the charge density $\rho = f_{,\mu}$. Finally since the entropy current is given by (2.20) at every order in the gradient expansion, the hydrodynamic constitutive relations are obtained in the entropy frame.

3 An effective action for the triangle anomaly

We have now assembled all the ingredients to address the question of deriving an effective action for anomalous hydrodynamics. To illustrate the procedure we will first explain how the global current anomaly in four spacetime dimensions manifests itself in hydrodynamic transport. This turns out to be the prototypical case and generalizations to other even dimensions turn out to be quite straightforward (and are explained in section 4). As noted in section 1 [42] derive the anomalous hydrodynamical transport equations in $1 + 1$ dimensions using the effective action approach; our approach has some similarities, but deviates from them in an essential manner, which we will indicate where appropriate.

3.1 Preliminaries: a useful basis of fields

While we will use the effective action formulated in terms of the fluid element fields $\{ \phi^I, \psi \}$ it is useful to construct a basis of independent fluid data relevant to our analysis. First of all, we start with the fluid velocity $u_{\alpha}$ whose gradient can be decomposed in a standard form

$$\nabla_{\alpha} u_{\beta} = \sigma_{\alpha\beta} + w_{\alpha\beta} - u_{\alpha} a_{\beta} + \frac{1}{d-1} \Theta P_{\alpha\beta}, \quad (3.1)$$

into the symmetric-traceless shear $\sigma_{\alpha\beta}$, antisymmetric vorticity tensor $w_{\alpha\beta}$, transverse vector acceleration $a_{\alpha}$, and scalar expansion $\Theta$; explicit definitions for these are given in table 1. An object that plays a key role in the anomalous transport is the vorticity vector

$$\omega^\alpha = \frac{1}{2} \epsilon^{\alpha\nu\rho\sigma} u_\nu \nabla_\rho u_\sigma. \quad (3.2)$$

Note that this vector can be expressed in terms of the vorticity tensor and the acceleration. In addition to the fluid velocity we also have the thermodynamic parameters temperature $T$ and chemical potential $\mu$. We view the former as a function of the entropy density $s$ when necessary.

The background fields are the metric $g_{\alpha\beta}$ which for the most part plays a passive role and the electromagnetic potential $A_{\alpha}$. The electric and magnetic fields are defined by projection of the gauge field strength with respect to the velocity field, i.e.,

$$E^\alpha = F^{\alpha\beta} u_\beta, \quad B^\alpha = \frac{1}{2} \epsilon^{\alpha\nu\rho\sigma} u_\nu F_{\rho\sigma}, \quad F_{\alpha\beta} \equiv 2 \nabla_{[\alpha} A_{\beta]}. \quad (3.3)$$
Data & On-shell independent

| Scalars           | $\Theta \equiv \nabla_\alpha u^\alpha$ |
|-------------------|-----------------------------------------|
|                   | $u^\alpha \nabla_\alpha T$             |
|                   | $u^\alpha \nabla_\alpha \mu$           |

| Vectors           | $a^\alpha \equiv u^\beta \nabla_\beta u^\alpha$ |
|-------------------|-----------------------------------------|
|                   | $E^\alpha \equiv F^{\alpha\beta} u_\beta$ |
|                   | $P^{\alpha\beta} \nabla_\beta T$         |
|                   | $P^{\alpha\beta} \nabla_\beta (\frac{\mu}{T})$ |

| Pseudo-           | $\omega^\alpha \equiv \frac{1}{2} \epsilon^{\alpha\rho\sigma} u_\rho \nabla_\sigma u_\sigma$ |
| Vectors           | $B^\alpha \equiv \frac{1}{2} \epsilon^{\alpha\rho\sigma} u_\rho F_{\sigma\tau}$ |
| Tensors           | $\sigma^{\alpha\beta} \equiv P^{\rho\sigma} P^{\beta\delta} (\nabla_\rho u_\sigma) - \frac{2}{3} P_{\rho\sigma}$ |

Table 1. Complete basis of (3 + 1)-dimensional fluid and background (gauge field) data at first order in derivatives which is useful for our construction. We have used the ideal fluid equations to arrive at the on-shell independent data, listed here for convenience.

We also find it convenient following [24, 29] to introduce a transverse gauge field $\hat{A}_\alpha$:

\[ \hat{A}_\alpha = A_\alpha + \mu u_\alpha, \quad \hat{F}_{\alpha\beta} \equiv 2 \nabla_{[\alpha} \hat{A}_{\beta]} . \]  

(3.4)

In particular, it will be useful to note that the transverse electric and magnetic fields are given by

\[ \hat{E}^\alpha \equiv \hat{F}^{\alpha\beta} u_\beta = E^\alpha - \mu a^\alpha - P^{\alpha\beta} \nabla_\beta \mu , \]  

(3.5)

\[ \hat{B}^\alpha \equiv \frac{1}{2} \epsilon^{\alpha\beta\rho\sigma} u_\beta \hat{F}_{\rho\sigma} = B^\alpha + 2 \mu \omega^\alpha , \]  

(3.6)

with the transverse field $\hat{E}^\alpha = 0$ in equilibrium.\(^{13}\)

In table 1 we summarize the basic hydrodynamic fields we use, listing in addition to their transformation properties under the spatial SO(3) symmetry, the objects which typically are taken to be on-shell independent after imposition of the ideal fluid conservation equations. We will use some of the these variables viewed as functions of \{\phi^I, \psi\} in addition to other tensors built from $\psi$ as the basic building blocks of our effective action.

3.2 The reveal: anomalous action summarized

Before going into details, let us summarize the basic logic and the main result of our construction. As described earlier, the effective action built out of the fluid element variables is required to respect $\tilde{S}_{\text{diff}}(M_{\phi, \psi})$ symmetry described by the transformations (2.15) and (2.16). We also want to ensure that the effective action correctly reproduces the abelian

\(^{13}\)In deriving this identity we had occasion to exploit the ideal fluid equation of motion $P_{\mu\lambda} \nabla_\nu T^{\nu\lambda} = P_{\mu\lambda} F^{\lambda\epsilon} J_\epsilon$ and the Gibbs-Duhem relation $dP = s dT + q d\mu$. 
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flavour anomaly of the current. These are a-priori the only requirements on the effective action we wish to construct.

The anomaly inflow mechanism \cite{53} reviewed in section 2.1 guarantees that

\[ \int_{\mathcal{M}_5} I_{2n+1}^{CS} + \int_{\mathcal{M}_4} \mathcal{L}_{\text{eff}} \]  

is invariant under local gauge transformations \( A \rightarrow A - d\Lambda \). In the case of four dimensional U(1)\(^3\) triangle anomalies it is easy to argue that the Chern-Simons term of relevance is simply \( I_{2n+1}^{CS} = c_A A \wedge F \wedge F \). The corresponding Hall and Bardeen-Zumino currents are given by \( \star_{2n+1} J_H = 3 c_A F \wedge F \) and \( \star J_{\text{BZ}} = 2 c_A A \wedge F \).

Since this Chern-Simons form guarantees the correct anomaly, we start with this term and proceed to determine the form of \( S_{\text{eff}} = \int_{\mathcal{M}_4} \mathcal{L}_{\text{eff}} \) built from the fields \( \phi^I, \psi \) that (i) ensures that the total action is gauge invariant and (ii) respects the \( \tilde{S}_{\text{diff}}(\mathcal{M}_\phi, \psi) \) symmetry. It transpires that the volume preserving diffeomorphisms \( \tilde{S}_{\text{diff}}(\mathcal{M}_\phi) \) are easily taken care of by working directly with the fluid velocity and the entropy density (since \( J_\alpha^S \) is invariant under (2.15)). The non-trivial constraint comes from (2.16), which demands that in addition to the Chern-Simons term involving the background gauge field above, we also include a Chern-Simons term written in terms of the transverse field \( \hat{A} \). In particular, as already anticipated in \cite{42} there is no action that respects the chemical shift symmetry and reproduces the anomaly.

To proceed, we take inspiration from the analysis of \cite{13}. As described in section 2.1 the adiabaticity argument leads to an equation for the anomalous hydrodynamic currents (2.13). A solution to this equation is given as \( J_{\text{anom}} = 0 \) and an anomalous current \( J_{\text{anom}}^\alpha \) which turns out to satisfy

\[ \nabla_\alpha J_{\text{anom}}^\alpha = \frac{3 c_A}{4} \epsilon^{\alpha \beta \gamma \delta} \left( F_{\alpha \beta} F_{\gamma \delta} - \hat{F}_{\alpha \beta} \hat{F}_{\gamma \delta} \right) = -6 c_A \left[ E_{\mu} B^\nu - \hat{E}_{\nu} \hat{B}^\mu \right] . \]  

Since our effective action formalism naturally conserves the entropy current, we ask whether it is possible to engineer a situation wherein we reproduce the solution to (2.13) directly.

The main claim then which we justify in the rest of the section is that the action

\[ S_{\text{anom}} = -c_A \int (D\psi \wedge A \wedge F - \dot{D}\psi \wedge \hat{A} \wedge \hat{F}) + c_A \int (A \wedge F \wedge F - \hat{A} \wedge \hat{F} \wedge \hat{F}) \]

\[ -c_A \int \sqrt{-g} \, D_\alpha \psi \left( \mu^2 (2\omega^\alpha) + 2\mu B^\alpha \right) \]

\[ = -c_A \int (D\psi \wedge A \wedge F - \dot{D}\psi \wedge \hat{A} \wedge \hat{F}) - c_A \int D\psi \wedge \frac{u}{2\omega} \wedge \left( \hat{B}^2 \right) \]

\[ + c_A \int (A \wedge F \wedge F - \hat{A} \wedge \hat{F} \wedge \hat{F}) \]  

satisfies all the requirements listed above and reproduces precisely the anomalous transport currents derived earlier using the entropy considerations (see appendix G for some
conventions concerning integration of differential forms and Hodge duals).\footnote{To retain compact expressions we perform some formal manipulations with differential forms as in [13, 29, 30]. Divisions by a differential form implicitly indicates that the numerator when expanded out always has a factor which cancels the form we divide by; see the first step in the manipulation of (5.14) for an illustration.} In particular, from the action $S_{\text{anom}}$ in (3.9) we argue that one obtains the currents

$$
q_\alpha^{\text{anom}} = -4c_A \mu^3 \omega^\alpha - 3c_A \mu^2 B^\alpha, \quad \Pi^{\alpha\beta}_{\text{anom}} = 0, \quad (3.10)
$$

$$
J_\alpha^{\text{anom}} = -6c_A \mu^2 \omega^\alpha - 6c_A \mu B^\alpha, \quad (3.11)
$$

which are precisely those derived by solving (2.13) in [13].

In the action (3.9) we use the gauge invariant one-form $(D\psi) = d\psi + A$ and hatted quantities are constructed from the transverse gauge field introduced in (3.4).

Note that the anomalous pieces of $q_\alpha^{\text{anom}}$, $\Pi^{\alpha\beta}_{\text{anom}}$, and $J_\alpha^{\text{anom}}$ provide an off-shell solution to anomalous transport for similar reasons as in [13]. These terms by themselves don’t satisfy traditional hydrodynamic equations of motion and furthermore are derived without ever referring to the lower order equations of motion. Indeed, we never need to invoke the dynamics of fluid transport equations to derive these contributions. We will return to on-shell data once we justify the construction above and describe some interesting conundrums from our ignorance of their presence.

### 3.3 Derivation of the anomalous action

We will now derive the action (3.9) in a constructive way, exploiting as remarked above, the fact that the anomalous current derived from the adiabaticity argument is known from [13].\footnote{Even in the absence of this result we could have taken the known Landau frame result derived in [9] and rotated it to the entropy frame. We describe the connection between various frame choices in appendix B.1.} The anomalous current (in the entropy frame) $J_\alpha^{\text{anom}}$ is required to satisfy (3.8); this provides a valuable clue. A natural way to start, is to ignore the symmetries of the system momentarily and ask if we can write down an action which reproduces the anomalous variation to give the r.h.s. of (3.8).

This is rather easy to do. Consider, the parity-odd topological term

$$
S_{\text{wzI}} = R \int_{M_4} [D\psi \wedge A \wedge F - \hat{D}\psi \wedge \hat{A} \wedge \hat{F}] \quad (3.12)
$$

with constant $R$ tuned such that the correct anomalous variation is produced. We have already been inspired by the symmetric form (3.8) of the divergence of the anomaly piece of the current, to introduce just one constant parameter.\footnote{We could, of course, not refer to the knowledge about this conservation equation and indeed introduce a second constant $\hat{R}$ at this stage, and determine it later from demanding consistency. This would make the calculations slightly more complicated with the same end result.}

Now under a gauge transformation (2.18), this action is clearly not invariant. It transforms as

$$
\delta S_{\text{wzI}} = -\frac{R}{2} \int \sqrt{-g} \epsilon^{\alpha\beta\rho\sigma} \left[ D_\alpha \psi \partial_\beta \Lambda F_{\rho\sigma} - \hat{D}_\alpha \psi \partial_\beta \Lambda \hat{F}_{\rho\sigma} \right] = -\frac{R}{4} \int \sqrt{-g} \Lambda \epsilon^{\alpha\beta\rho\sigma} \left[ F_{\alpha\beta} F_{\rho\sigma} - \hat{F}_{\alpha\beta} \hat{F}_{\rho\sigma} \right]. \quad (3.13)
$$
Of course, due to the presence of an anomaly we cannot have a gauge-invariant action in $3 + 1$ dimensions. However, exploiting the inflow mechanism \cite{53}, all we need is a five dimensional Chern-Simons action which will serve to cancel the anomalous variation in (3.13) above. This is simply

$$S_{\text{CS}} = -\Re \int_{M_5} \left[ A \wedge F \wedge F - \hat{A} \wedge \hat{F} \wedge \hat{F} \right]$$

(3.14)

Under a gauge transformation, the Chern-Simons term gives a boundary term on the four dimensional spacetime which cancels the variation (3.13). So $S_{\text{wzI}} + S_{\text{CS}}$ is a gauge invariant action.

Having dealt with the gauge invariance we need to address the second requirement, viz., demanding that the terms in the effective action respect the chemical shift symmetry (2.16). It is a simple exercise to check that $S_{\text{wzI}}$ by itself is not invariant under this symmetry ($S_{\text{CS}}$ is blind to transformations of the $\psi$ field); we need to augment the action with other terms. However, since we have taken the trouble to ensure gauge invariance, we now should restrict attention to terms that are explicitly gauge invariant.

Thus we need to determine the most general parity-odd, gauge invariant term which we can build from one-derivative data that can appear in the action. The focus on one-derivative data is because the action $S_{\text{wzI}}$ is itself built out of the first order gradients and we know from earlier analysis that the four dimensional global anomaly is manifested at this order.

This set of requirements is in fact quite constraining. There are precisely two one derivative parity-odd vector fields at our disposal: the vorticity $\omega^\alpha$ and the magnetic field $B^\alpha$.\footnote{In the counting of derivatives the electromagnetic potential has mass dimension zero, $[A] = 0$. Also note that the other obvious parity-odd vector $\hat{B}_\alpha$ is related to the two we use via (3.5), so does not comprise independent data.} The only scalars at hand are the entropy density $s$, the chemical potential $\mu$ and the norm $\chi$ of the transverse part of $D_\alpha \psi$:

$$\chi \equiv \zeta_\alpha \zeta^\alpha, \quad \text{with } \zeta_\alpha \equiv P_\beta^\alpha D_\beta \psi.$$  

(3.15)

All of these are parity-even and cannot appear in the action with gradients. The only other potential term of interest at this order is the parity-odd vector $\epsilon^{\alpha\nu\lambda\sigma} u_\nu \nabla_\rho \zeta_\sigma$. The three vectors in question can contract against the zero-derivative object $D_\alpha \psi$. However, not all three scalars thus constructed are independent. Indeed

$$\nabla_\lambda D_\sigma \psi - \nabla_\sigma D_\lambda \psi = F_{\lambda\sigma} \Rightarrow \epsilon^{\mu\nu\lambda\sigma} u_\nu (\nabla_\lambda D_\sigma \psi - \nabla_\sigma D_\lambda \psi - F_{\lambda\sigma}) = 0$$

$$\Rightarrow \epsilon^{\alpha\nu\lambda\sigma} D_\alpha \psi u_\nu \nabla_\rho \zeta_\sigma = (2 \mu \omega^\alpha + B^\alpha) D_\alpha \psi.$$  

As a result the only combination of terms that is allowed at this order is

$$S_{\text{wzII}} = \int \sqrt{-g} \left[ \eta_\omega (s, \mu, \chi) \omega^\alpha + \eta_B (s, \mu, \chi) B^\alpha \right] D_\alpha \psi,$$  

(3.16)

where we have allowed arbitrary functions $\eta_\omega$, $\eta_B$ of the three scalars. Note that at zeroth order we refrained from introducing an explicit dependence on $\chi$: this was disallowed by
the chemical shift symmetry (2.16). Now a dependence on $\chi$ is allowed because we do not require the action (3.16) to by itself be invariant under the chemical shift symmetry. Rather, only the sum $S_{\text{wzI}} + S_{\text{wzII}}$ needs to respect that symmetry.

We now need to determine the coefficients $\eta_\omega$ and $\eta_B$ such that the full action

$$S_{\text{anom}} = S_{\text{wzI}} + S_{\text{wzII}} + S_{\text{CS}}$$

is invariant under the chemical shift symmetry. This uniquely fixes the coefficient functions $\eta_\omega$ and $\eta_B$ in terms of the constant $\aleph$ and demanding that we have the correct $U(1)^3$ anomaly leads to (3.9).

This is actually rather straightforward. Under $\psi \rightarrow \psi + \tilde{f}(\phi^I)$, the variation is

$$\delta(S_{\text{wzI}} + S_{\text{wzII}}) = \int \sqrt{-g} \left[ (\eta_\omega \omega^\alpha + \eta_B B^\alpha) \partial_\alpha \tilde{f} + \frac{\aleph}{2} \epsilon^{\alpha\beta\rho\sigma} \left\{ (\partial_\alpha \tilde{f}) A_\beta F_{\rho\sigma} - (\partial_\alpha \tilde{f}) \hat{A}_\beta \hat{F}_{\rho\sigma} \right\} \right]$$

which implies that in order to get an invariant action we need to make the choice

$$\eta_\omega \omega^\alpha + \eta_B B^\alpha = \frac{1}{3} J^\alpha_{\text{anom}} + J^\alpha, \quad \aleph = -c_A$$

where $J^\alpha$ is an exactly conserved gauge and chemical shift-invariant vector $\nabla_\alpha J^\alpha = 0$.

The divergence of the current $J^\alpha_{\text{anom}}$ in eq. (3.11) has been calculated using:

$$\nabla_\alpha \left( \mu^2 \omega^\alpha + \mu B^\alpha \right) = \left[ (2 \mu \omega^\alpha + B^\alpha) \nabla_\alpha \mu + \mu \epsilon^{\alpha\beta\rho\sigma} \nabla_\alpha u_\beta \nabla_\nu A_\rho + \frac{\mu^2}{2} \epsilon^{\alpha\beta\rho\sigma} \nabla_\alpha u_\beta \nabla_\nu u_\sigma \right]$$

$$= -\frac{1}{8} \epsilon^{\alpha\beta\rho\sigma} (F_{\alpha\beta} F_{\rho\sigma} - \hat{F}_{\alpha\beta} \hat{F}_{\rho\sigma}) = \left[ B_\alpha E^\alpha - \hat{B}_\alpha \hat{E}^\alpha \right],$$

where we applied (3.5), (A.2) and (A.4) on the first, second and third term of the first line, respectively. Therefore, demanding invariance under the chemical shift symmetry amounts to requiring (anomalous) current conservation.

It is instructive to derive this result slightly differently to see the contribution from various terms. Consider the energy-momentum tensor and charge current derived from (3.9). Since we work in entropy frame, we expect contributions to the heat current and the charge current proportional to the parity-odd vectors $\omega^\alpha$ and $B^\alpha$. Specifically,

$$q^\alpha_{\text{anom}} = q_\omega \omega^\alpha + q_B B^\alpha, \quad \Pi^\alpha_{\text{anom}} = 0,$$

$$J^\alpha_{\text{anom}} = j_\omega \omega^\alpha + j_B B^\alpha$$

with coefficients $q_\omega$, $q_B$, $j_\omega$, $j_B$ which are a-priori functions of $s$, $\mu$ and $\chi$. As we will see, demanding that we obtain the correct form of the conserved currents suffices to determine uniquely $\eta_\omega$, $\eta_B$ and reproduce the solution (3.19).
Carrying out the variations with respect to the background sources, from the full anomaly action $S_{\text{anom}}$ we find the stress-energy tensor and current at first order to be:\textsuperscript{18}

\begin{equation}
\Pi^\alpha\beta_{\text{anom}} = -[s(\eta_{\omega,s}\omega^\nu + \eta_{B,s}B^\nu)D_\nu\psi]P^{\alpha\beta} - [2(\eta_{\omega,X}\omega^\nu + \eta_{B,X}B^\nu)D_\nu\psi]\zeta^\alpha\zeta^\beta\tag{3.23}
\end{equation}

\begin{equation}
2q^\alpha_{\text{anom}} = 4\mu\eta_\omega\omega^\alpha + (\eta_\omega + 2\mu\eta_B)B^\alpha + 4\mu(\eta_{\omega,X}\omega^\nu + \eta_{B,X}B^\nu)D_\nu\psi\zeta^\alpha + [\eta_{\omega,\mu} - 2\eta_\omega]D_\mu\psi + (\mu\eta_{B,\mu} - \eta_B)B^\nu D_\nu\psi u^\alpha + \eta_{\omega,X}\epsilon^{\alpha\nu\rho\sigma}D_\nu\psi u_\rho\nabla_\sigma\chi + (\eta_{\omega,\mu} - 4\mu\eta_B)\epsilon^{\alpha\nu\rho\sigma}D_\nu\psi u_\rho E_\sigma,\tag{3.24}
\end{equation}

\begin{equation}
J^\alpha_{\text{anom}} = [(\eta_{\omega,\mu} - 2\eta_B)\omega^\nu D_\nu\psi + (\eta_{B,\mu} - 2\mu)B^\nu D_\nu\psi]u^\alpha + [2(\eta_{\omega,X}\omega^\nu + \eta_{B,X}B^\nu)D_\nu\psi]\zeta^\alpha + (\eta_\omega + 2\mu\eta_B)\omega^\alpha + (2\eta_B + 2\mu)B^\alpha + \eta_{B,X}\epsilon^{\alpha\nu\rho\sigma}D_\nu\psi u_\rho\nabla_\sigma\chi E_\sigma + \epsilon^{\alpha\nu\rho\sigma}D_\nu\psi u_\rho\left(2\mu(E_\sigma - E_\sigma) + \eta_{B,\mu}\nabla_\sigma\mu + \eta_B a_\sigma\right).\tag{3.25}
\end{equation}

We must now require that (3.23), (3.24), (3.25) take the forms (3.21), (3.22) and solve for the coefficient functions $\eta_\omega$ and $\eta_B$ in terms of the thus far undetermined constant $\mu$. This means that we need to solve the following equations:

\begin{equation}
\begin{align*}
\eta_{\omega,s} &= \eta_{B,s} = 0, & \mu\eta_{\omega,\mu} - 2\eta_\omega &= 0, \\
\mu\eta_{B,\mu} - \eta_B &= 0, & \eta_{\omega,X} &= \eta_{B,X} = 0, \\
\eta_{\omega,\mu} - 4\mu\eta_B &= 0, & \eta_{\omega,\mu} - 2\eta_B &= 0, \\
2\mu\eta_\omega E_\sigma - 2\mu E_\sigma + \eta_{B,\mu}\nabla_\sigma\mu + \eta_B a_\sigma &= 0
\end{align*}\tag{3.26}
\end{equation}

This system of equations has a rather simple solution:

\begin{equation}
\eta_\omega = 2\mu^2, \quad \eta_B = 2\mu\eta.\tag{3.27}
\end{equation}

The expressions (3.23), (3.24), (3.25) thus take the forms (3.21), (3.22) with

\begin{equation}
q_\omega = 4\mu^3, \quad q_B = 3\mu^2, \quad j_\omega = 6\mu^2, \quad j_B = 6\mu.\tag{3.28}
\end{equation}

Finally, we see that comparison with (3.8) fixes $\mu$ as quoted in (3.19).

This confirms that there exists an effective action with the proposed symmetries (gauge invariance and chemical shift symmetry) which is indeed able to capture the constitutive results for the anomalous parts of the currents. The stress tensor and the charge current which are defined by eqs. (3.21), (3.22) and (3.28) coincide with the result of the entropy current analysis of [13] (in entropy frame). The reader is invited to consult appendix B for a comparison with earlier discussions in the literature — we map our answer to the Landau frame and demonstrate that the shadow terms vanish in equilibrium there.

\textsuperscript{18}For details on the calculation and the different contributions from distinct parts of the action, see appendix A.
3.4 Currents and dynamics

So far we have established that using the fluid element variables, we can construct an action that reproduces the solution (3.10) and (3.11) to (2.13). As described in [13] the latter equation arises as an off-shell constraint on anomalous fluid dynamics. Note that in deriving it a crucial assumption has been made, viz., the local form of the second law of thermodynamics is unchanged by the presence of quantum anomalies. More specifically, the constraints from the second law on dissipative parts of transport are independent of the theory suffering from anomalies.

A-priori it would appear that we are pretty much done. We have a parity-odd first order action $S_{\text{anom}}$ in (3.9) which together with the zeroth order action (2.21) should serve to determine the dynamics of the system. Ideally, we would like to see that the dynamics of the system is given by (2.10). Unfortunately this is not true as we now describe.

As we remarked in section 2.2 there are the dynamical Euler-Lagrange equations of the system $S_0 + S_{\text{anom}}$ obtained by varying the fields $\phi^I$ and $\psi$. In the absence of anomalies these are isomorphic to the conservation of energy-momentum and charge. However, we need to be careful in the presence of anomalies [42].

Consider first the charge current dynamics; we have the equation of motion of the $\psi$ field

$$\nabla_\alpha J^\alpha_N = 0, \quad J^\alpha_N = \frac{\delta(S_0 + S_{\text{anom}})}{\delta \nabla_\alpha \psi}, \quad (3.29)$$

where the subscript N denotes the fact that here we are calculating a Noether current. It is a simple matter to check that

$$J^\alpha_N = \rho u^\alpha + \frac{1}{3} J^\alpha_{\text{anom}} - \frac{c_A}{2} \epsilon^{\alpha\beta\gamma\delta} \left( A_\beta F_{\gamma\delta} - \hat{A}_\beta \hat{F}_{\gamma\delta} \right)$$

$$= (J_{\text{cov}})^\alpha - \frac{2}{3} J^\alpha_{\text{anom}} - \frac{c_A}{2} \epsilon^{\alpha\beta\gamma\delta} \left( A_\beta F_{\gamma\delta} - \hat{A}_\beta \hat{F}_{\gamma\delta} \right) \quad (3.30)$$

where we have written the total covariant current arising from the action $S_0 + S_{\text{anom}}$. It is then easy to see using (3.8) that the conservation of the Noether current associated with $\psi$-translations implies that

$$\nabla_\alpha J^\alpha_{\text{cov}} = \frac{3 c_A}{4} \epsilon^{\alpha\beta\gamma\delta} \left( F_{\alpha\beta} F_{\gamma\delta} - \hat{F}_{\alpha\beta} \hat{F}_{\gamma\delta} \right)$$

or $d \star J_{\text{cov}} = 3 c_A \left( F \wedge F - \hat{F} \wedge \hat{F} \right)$. So the covariant current does not reproduce the correct anomaly, but rather the difference of the anomaly in the gauge field $A$ and its hatted counterpart $\hat{A}$. It is easy to check that the consistent current

$$J^\alpha_{\text{cons}} = \frac{\delta(S_0 + S_{\text{anom}})}{\delta A_\alpha} = J^\alpha_{\text{cov}} - c_A \epsilon^{\alpha\beta\gamma\delta} \left( A_\beta F_{\gamma\delta} - \hat{A}_\beta \hat{F}_{\gamma\delta} \right) \quad (3.32)$$

and again gives the difference of the consistent anomaly for the gauge field and its hatted counterpart. A similar problem arises in case of the stress tensor conservation equation as indicated in (1.3); we demonstrate this explicitly in appendix E. We conclude that these equations of motion do not have the form of conservation equations of anomalous
hydrodynamics. Note, however, that the corrections as compared to traditional hydro-
dynamic equations of motion only involve transverse gauge fields and therefore vanish
in equilibrium. We will resolve this issue in section 6 invoking a formalism suitable for
non-equilibrium physics.

4 Global anomalies in all even dimensions

Thus far we have focussed on the triangle anomaly in $3 + 1$ dimensions. The extension of
our analysis to include global anomalies in all even dimensions is relatively simple. Aided
by the key observation which is the generalization of (3.8), we show that the effective action
can be written down exploiting the analysis of [13]. We sketch the general structure below,
demonstrating that the physical requirements are met. We contrast our analysis in $d = 2$
with the earlier discussion of [42].

4.1 Deriving the anomalous effective action

There is a straightforward way to generalize the procedure of the previous section to all
even dimensions: in $d = 2n$ dimensions the non-invariant action which is supposed to
eventually give the anomaly becomes

$$S_{\text{wzI}} = -c_A \int_{\mathcal{M}_{2n}} \left[ D\psi \wedge A \wedge F^{n-1} - \tilde{D}\psi \wedge \tilde{A} \wedge \tilde{F}^{n-1} \right],$$

(4.1)

where $F^{n-1}$ denotes the wedge product of $n - 1$ copies of $F$. Similarly, the Chern-Simons
action which restores gauge invariance will be

$$S_{\text{CS}} = c_A \int \left[ A \wedge F^n - \tilde{A} \wedge \tilde{F}^n \right].$$

(4.2)

These two actions must be supplemented by the most general gauge invariant (but not
chemical shift-invariant) action $S_{\text{wzII}}$ that can be written down in $d$ dimensions. Each
term in this action is accompanied by an a-priori undetermined function of all possible
independent scalar data. By requiring the stress-energy tensor and charge current to take
the general form (3.21), (3.22), one determines these coefficient functions. After having
determined these free parameters, the complete action $S_{\text{wzI}} + S_{\text{CS}} + S_{\text{wzII}}$ should be invariant
under the chemical shift symmetry.

In fact, we can carry out this idea explicitly in arbitrary dimensions. We have seen in
the four-dimensional analysis that the integrand of $S_{\text{wzII}}$ was proportional to $\star J_{\text{anom}} \wedge D\psi$, where $\star J_{\text{anom}}$ is the $(2n - 1)$-form Hodge dual to $J_{\text{anom}}$. We thus use as an ansatz
that $S_{\text{wzII}}$ in $d$-dimensions should have an integrand proportional to the $d$-dimensional
analog of $\star J_{\text{anom}} \wedge D\psi$. From [13] we know what $\star J_{\text{anom}}$ looks like in arbitrary dimensions.
Using that knowledge, we claim that the solution in $d = 2n$ dimensions reads explicitly

$$S_{\text{wzII}} = -c_A \int \frac{B^n - \tilde{B}^n}{2\omega} \wedge u \wedge D\psi,$$

(4.3)
where we have already fixed the numerical pre-factor relative to $S_{wzI}$ with the benefit of hindsight. For convenience we use only differential forms here. The magnetic 2-form $B$ and the vorticity 2-form $\omega$ are defined as

$$ B \equiv F - u \wedge E, \quad 2\omega \equiv du + u \wedge a, \quad (4.4) $$

where $a$ is the acceleration 1-form. Note that dividing by a 2-form in (4.3) is a well defined procedure because every term in the numerator contains at least one factor of $2\omega$. Also, every term in the numerator is a product of 2-forms, so their ordering is arbitrary and there is no problem with sign conventions when performing the division.

The above eqs. (4.1)–(4.3) are the main result of this section and they solve the problem of anomalies in the effective action approach in all even dimensions. One can check that the above three contributions to the anomaly action give the following anomalous contributions to the charge current:

$$ \star J_{\text{anom}} = \star (J_{wzI} + J_{wzII} + J_{\text{CS}}) = -(n + 1)c_A \frac{\hat{B}^n - B^n}{2\omega} \wedge u, \quad (4.5) $$

$$ \star q_{\text{anom}} = -c_A \frac{B^{n+1} - \hat{B}^{n+1} + (n + 1)(2\omega \mu) \wedge \hat{B}^n}{(2\omega)^2} \wedge u. \quad (4.6) $$

such that the gauge invariant current and stress tensor are given by what one would expect from the analysis in [13]. Here $q_{\text{anom}}$ is the $(2n - 1)$-form Hodge dual of $q_{\text{anom}}^\alpha$ that can be derived in a similar fashion as $J_{\text{anom}}$.

We can easily check that the combined action $S_{wzI} + S_{wzII}$ is invariant under the chemical shifts $\psi \to \psi + f(\phi^I)$. The variations are, respectively:

$$ \delta S_{wzI} = -c_A \int \left( df \wedge A \wedge F^{n-1} - df \wedge \hat{A} \wedge \hat{F}^{n-1} \right) = c_A \int \left( F^n - \hat{F}^n \right) \cdot \hat{f}, \quad (4.7) $$

$$ \delta S_{wzII} = -c_A \int \frac{B^n - \hat{B}^n}{2\omega} \wedge u \wedge df = nc_A \int \left( E \wedge B^{n-1} - \hat{E} \wedge \hat{B}^{n-1} \right) \wedge u \cdot \hat{f} = -c_A \int \left( F^n - \hat{F}^n \right) \cdot \hat{f}, \quad (4.8) $$

where we used integration by parts in both calculations. In the last step we used

$$ F^n = n \cdot B^{n-1} \wedge u \wedge E \quad (4.9) $$

and similarly for the transverse gauge field (cf., [13]).

Finally, in appendix E we show that the conservation equations satisfied by this off-shell solution (in the sense of traditional hydrodynamics) are

$$ \nabla_\alpha J_{\text{anom}}^\alpha = J_H^\perp - \hat{J}_H^\perp, \quad \nabla_\beta T_{\text{anom}}^{\alpha \beta} = F_\alpha^\beta J_{\text{anom}}^\beta - \mu u^\alpha \hat{J}_H^\perp. \quad (4.10) $$

where $*_{2n+1} J_H = (n + 1)c_A F^n$ and $*_{2n+1} \hat{J}_H = (n + 1)c_A \hat{F}^n$. Again these equations encode hydrodynamical dynamics up to unwanted terms that are built from the hatted gauge connection. The resolution of this problem is postponed to section 6.
4.2 Consistency checks

One can immediately check that the action \((4.3)\) in \(d = 4\) reduces to our result in section 3. In order to do so, we just need to note that

\[
B^\alpha = \frac{1}{2} \epsilon^{\alpha\beta\gamma\delta} u_\beta B_{\gamma\delta}, \quad \omega^\alpha = \frac{1}{2} \epsilon^{\alpha\beta\gamma\delta} u_\beta \omega_{\gamma\delta}, \tag{4.11}
\]

and obtain in \(d = 4\):

\[
S_{wzII} = -c_A \int \frac{B^2 - \hat{B}^2}{2\omega} \wedge u \wedge D\psi = -2c_A \int \sqrt{-g} \left( \mu B^\alpha + \mu^2 \omega^\alpha \right) D_\alpha \psi. \tag{4.12}
\]

As a further check of this proposal, we demonstrate that we can reproduce the anomaly in \(d = 2\) using our techniques. This is of a certain interest because the two-dimensional problem has been solved in [42] in a slightly different manner. As we show in appendix C, following the logic we employ in the 4-dimensional case section 3 equally well works in two dimensions and we obtain the result of [42]. The main difference from their analysis is that we allow for the presence of the transverse fields built from \(\hat{A}\). As a result of the previous discussion for arbitrary dimensions, we propose the following action for the anomalous transport in \(d = 2\) (note that now we are using the fact that the anomaly appears at zero derivative order)

\[
S_{\text{anom}}^{(2d)} = -c_A \int_{M_3} (D\psi \wedge A - \hat{D} \wedge \hat{A}) - c_A \int \sqrt{-g} \mu \epsilon^{\alpha\beta} D_\alpha \psi u_\beta \\
+ c_A \int_{M_3} (A \wedge F - \hat{A} \wedge \hat{F}) \tag{4.13}
\]

This action gives rise to the following stress tensor and current:

\[
q_\alpha^{\text{anom}} = -2c_A \mu^2 \epsilon^{\alpha\rho} u_\rho, \quad J_\alpha^{\text{anom}} = -2c_A \mu \epsilon^{\alpha\rho} u_\rho. \tag{4.14}
\]

We see again that the anomalous first order piece of the current satisfies an analog of eq. (3.8):

\[
\nabla_\alpha J_\alpha^{\text{anom}} = c_A \epsilon^{\alpha\beta}(F_{\alpha\beta} - \hat{F}_{\alpha\beta}). \tag{4.15}
\]

Eq. (4.14) is precisely the result obtained in [42]. Once again only the dynamics described by eq. (4.15) is spoiled by the presence of \(\hat{F}\). Note that this however doesn’t affect equilibrium results. It is easy to see that we reproduce the equilibrium partition function of [24] in all dimensions.

In order to be ultimately able to repair this unfortunate state of affairs, the next section introduces some formalism which enable us to write our results so far in a much more efficient way.

5 Transgression forms and non-abelian effective actions

Thus far we have used the basic framework of the non-dissipative effective actions to capture the anomalous contribution. While the computation is straightforward, one can present
the result in a much more elegant fashion. We will now show that the effective action which encodes the gauge anomaly of non-dissipative hydrodynamics can be written as a transgression form. Along the way we will see a simple way to generalize our construction to non-abelian global symmetries. In order to do so we take inspiration from holographic ideas [45], viewing the charge field $\psi$ as a Wilson line interpolating between the boundary and the horizon. This will then naturally suggest a more general picture a la Schwinger-Keldysh which we will eventually use to fix the Ward identities.

5.1 Deconstructing anomalous liquids

Let us imagine for a moment that we are working with a holographic liquid such as those that naturally arise in the fluid/gravity context. The gauge field source $A = A_\mu dx^\mu$ then lives on the boundary of some asymptotically AdS bulk spacetime and should be the boundary value of a bulk gauge field $A_a dx^a$. Here $\{x^\mu\}$ are the boundary coordinates and $A$ is valued under the boundary global symmetry group $G_{\partial}$.

The bulk geometry dual to the fluid is generically a black hole spacetime [1]. While for a general fluid flow such a black hole is inhomogenous and dynamical, to discuss anomalies we are only interested in adiabatic flows. So we imagine that we have a stationary inhomogeneous black hole geometry. On the spatial sections of the horizon we introduce coordinates $\{\phi^I\}$: these will be conflated with the fluid element fields we used to construct our effective action.

For completeness let us also record that the temporal direction will be denoted by affine parameter $v$ along the horizon (which goes along for the ride by virtue of adiabaticity).

To describe the charge sector, following the analysis of [45] we introduce a Goldstone mode $c$ which generalizes the phase $\psi$ that was used earlier to discuss abelian currents. We assume that there is an independent gauge symmetry on the horizon, with gauge group $G_h$ and a horizon gauge field $A_h$. Clearly, since we are visualizing the horizon degrees of freedom as corresponding to the effective action variables, we should demand that the chemical shift symmetry is realized as a gauge transformation of this horizon gauge field. Note that the in subscripts $G_{\partial}$ and $G_h$ are only used to refer to the locations where the symmetries act; we are interested in fluids carrying $G$-valued charges.

With the basic fields in place let us turn to the symmetries: the gauge potentials transform under the appropriate symmetries as usual, being adjoint-valued in the Lie algebras. The charge field $c$ should interpolate between the boundary and the horizon; it therefore must transform as a bi-fundamental of $G_{\partial} \times G_h$. For group elements $(g(x^\mu), f(\phi^I, v)) \in G_{\partial} \times G_h$, the various fields transform as:

$$
c \rightarrow g^{-1} c f, \quad A \rightarrow g^{-1} A g + g^{-1} d g \quad A_h \rightarrow f^{-1} A_h f + f^{-1} df. \tag{5.1}
$$

What we achieved by this interpretation is simply to gauge the chemical shift symmetry (2.16) (more precisely its non-abelian generalization). The horizon gauge transformations are the chemical shifts of the $c$ field and $A_h$ gauges this symmetry. From the

\[19\] For non-abelian symmetry algebras, we will work in an anti-hermitian basis. We follow the conventions described in [30] for non-abelian gauge fields, currents etc.

\[20\] For practical purposes it suffices to think about the stretched horizon and the fields $\phi^I$ living on spatial sections of a timelike hypersurface straddling the true event horizon.
transformation rules we see that the natural gauge-covariant derivative is just

\[ Dc = dc + Ac - cA_h \quad \text{such that} \quad Dc \rightarrow g^{-1} Dc f. \]  
\[(5.2)\]

We are now in a position to define the non-abelian gauge covariant chemical potential as

\[ \mu = i_u [Dc c^{-1}] \quad \text{such that} \quad \mu \rightarrow g^{-1} \mu g, \]  
\[(5.3)\]

where \( i_u \) denotes contractions, i.e., \( i_u(A) = u^\mu A_\mu \). It is easy to check that this definition is gauge-covariant and chemical shift invariant.

We now make the following claim: the hydrodynamic shadow gauge field which appeared somewhat mysterious in the previous analysis, has a natural interpretation in terms of the horizon gauge field. In fact,

\[ \hat{A} = c A_h c^{-1} - d c c^{-1}, \]  
\[(5.4)\]

This definition of \( \hat{A} \) is basically motivated from the requirement that the abelian identity \( \mu = i_u(\mathbf{A} - \hat{\mathbf{A}}) \) generalize to the non-abelian case. As such this leaves us the freedom to shift \( \hat{A} \) by a transverse piece relative to the definition (5.4); we gauge fix this extra freedom and simply work with (5.4).

To motivate our identification of the hydrodynamic shadow field with the horizon gauge field, let us recall that the fluid/gravity correspondence posits that the horizon ought to be regular \[59\]. Since we are turning on boundary values of bulk gauge fields on the horizon in \( A_h \), demanding horizon regularity is tantamount to asking the chemical potential to vanish there, i.e.,

\[ i_u(A_h) = 0. \]  
\[(5.5)\]

Computing then the chemical potential difference between the boundary and the horizon using (5.3) we can show that (5.4) follows. By viewing the gauge symmetry and the chemical shift symmetries as two manifestations of the same symmetry on the boundary and at the horizon respectively, in this deconstruction language we see that the shadow gauge field \( \hat{A} \) is just the boundary manifestation of the horizon gauge symmetry or equivalently the chemical shift symmetry (up to dressing by a Wilson line).

Operationally, the identification (5.4) is useful because it defines \( \hat{A} \) as a gauge field which transforms in the same way as \( A \) under gauge transformations:

\[ \hat{A} \rightarrow g^{-1} \hat{A} g + g^{-1} dg. \]  
\[(5.6)\]

We will now proceed to show how the results of our previous analysis can be recast in terms of a simple transgression form using this picture.

### 5.2 Anomalous effective action as a transgression form

Having formulated a non-abelian setup for effective field theories of non-dissipative hydrodynamics we can now proceed to generalize the action that was responsible for the anomaly. It turns out that such a generalization can easily be found if we look at our previous results from the point of view of transgression forms.
Given a non-abelian Chern-Simons term $I_{2n+1}^{CS}$ (and the corresponding anomaly polynomial $P = dI_{2n+1}^{CS}$), the transgression form for two gauge fields $A_1$ and $A_2$ is defined as 

$$T_{2n+1}[A_i] = \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] = \int_0^1 dt \left( \frac{dA_t}{dt} \cdot (\ast_{2n+1} J_H) t \right),$$

where $A_t$ is an interpolating field

$$A_t \equiv t A_1 + (1 - t) A_2, \quad F_t = dA_t + A_t^2, \quad \frac{dA_t}{dt} = A_1 - A_2 \equiv \Delta A.$$ 

Here, $\ast$ indicates a trace over gauge group adjoint indices. By construction, the transgression form transforms covariantly. In fact, it can be written as the difference of two Chern-Simons forms plus an exact form (see appendix D):

$$T_{2n+1}[A_1, A_2] \equiv I_{2n+1}^{CS}[A_1] - I_{2n+1}^{CS}[A_2] - dB_{2n}[A_1, A_2],$$

where

$$B_{2n}[A_t] \equiv \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_t \right] = \int_0^1 dt \left( \frac{dA_t}{dt} \cdot (\ast J_{BZ}) t \right).$$

The fact that the transgression form written as eq. (5.9) is gauge covariant is easily seen from the fact that it only depends on the difference of two gauge connections, such that their respective gauge non-invariance cancels out.

We will now prove the claim that our effective action $S_{\text{anom}}$ given by (3.9) in $d = 4$ or its generalization discussed in section 4 is just the transgression form for the two gauge fields $A, \hat{A}$, i.e.,

$$S^{(\text{abelian})}_{\text{anom}} \equiv S_{\text{wzI}} + S_{\text{wzII}} + S_{\text{CS}} = \left[ \int_M T_{2n+1}[A, \hat{A}] \right]_{\text{abelian}}.$$ 

It is easy to intuit this result: firstly $A$ and $\hat{A}$ transform similarly under gauge transformations (which include both the boundary gauge transformations as well as the chemical shift transformations). This being the case, their difference $\Delta A$ as well as the interpolating field strength $F_t$ transform as tensors such that their trace is gauge invariant. All the symmetries that we imposed in the construction of our abelian effective action (gauge invariance and chemical shift symmetry) are thus manifestly preserved by the transgression form. So clearly the effective action must have a simple realization in terms of this object.

Let us verify our claim explicitly: it is trivial to see how the two Chern-Simons terms in eq. (5.9) reproduce $S_{\text{CS}}$. Let us therefore consider the remaining part $S_{\text{wzI}} + S_{\text{wzII}}$. It is
useful to rewrite
\[
S_{\text{zwI}} = -c_A \int_{\mathcal{M}_{2n}} \left[ D\psi \wedge A \wedge F^n - D\hat{\psi} \wedge \hat{A} \wedge \hat{F}^{n-1} \right]
\]
\[
= -c_A \int d\psi \wedge d \left( \frac{u}{2\omega} \right) \wedge \left( AF^{n-1} - \hat{A} \hat{F}^{n-1} \right)
\]  \hfill (5.12)
where we used the fact that \( d \left( \frac{u}{2\omega} \right) = 1 \). We can write \( S_{\text{zwII}} \) as
\[
S_{\text{zwII}} = -c_A \int_{\mathcal{M}_{2n}} \frac{B^n - \hat{B}^n}{2\omega} \wedge u \wedge D\psi
\]
\[
= -c_A \left[ \int_{\mathcal{M}_{2n}} \frac{u}{2\omega} \left( AF^n - \hat{A} \hat{F}^n \right) - \int_{\mathcal{M}_{2n}} d\psi \wedge \frac{u}{2\omega} \wedge \left( F^n - \hat{F}^n \right) \right],
\]  \hfill (5.13)
where we used \( B^n \wedge u = F^n \wedge u \) and similarly \( u \wedge D\psi = u \wedge (d\psi + A) = u \wedge (d\psi + \hat{A}) \). If we now add \( S_{\text{zwI}} + S_{\text{zwII}} \), we see that by means of \( F = dA \), the r.h.s. of eq. (5.12) together with the second integral in the r.h.s. of (5.13) gives an integral over an exact form which vanishes. We conclude
\[
S_{\text{zwI}} + S_{\text{zwII}} = -c_A \int_{\mathcal{M}_{2n}} \frac{u}{2\omega} \left( AF^n - \hat{A} \hat{F}^n \right)
\]
\[
= - \left[ \int_{\mathcal{M}_{2n}} B_{2n}[A, \hat{A}] \right]_{\text{abelian}},
\]  \hfill (5.14)
where we have used (D.21) in the last step. This proves the claim (5.11) that \( S^{(\text{abelian})}_{\text{anom}} \) is just given by the integral of a transgression form.

### 5.3 An effective action for non-abelian anomalous hydrodynamics

Motivated by the result of the previous section, it is now clear what the non-abelian generalization of our anomalous effective action should be. We just write down the transgression form with \( A \) and \( \hat{A} \) using the definitions (5.3) and (5.4). In short,
\[
S_{\text{anom}} = \int_{\mathcal{M}_{2n+1}} T_{2n+1}[A, \hat{A}] = \int_{\mathcal{M}_{2n+1}} \frac{u}{2\omega} \wedge \left( P - \hat{P} \right)
\]
\[
= \int_{\mathcal{M}_{2n+1}} \left[ I^{CS}_{2n+1}[A] - I^{CS}_{2n+1}[\hat{A}] \right] - \int_{\mathcal{M}_{2n}} B_{2n}[A, \hat{A}]
\]  \hfill (5.15)
Note that as far as this construction goes two Chern-Simons terms provide appropriate amounts of anomaly inflow into the theory with action \( B_{2n} \) on the boundary. Clearly, we have an anomalous contribution both in the original gauge symmetry as well as in the shadow fields. This explains the appearance of transverse fields in the anomalous conservation equations which are derived from these actions.

In appendix E we re-derive the anomalous conservation equations in this (non-abelian) formalism. In order to get a feeling for the non-abelian case, we quote the result for the anomalous part of the charge current in two-dimensional theories:
\[
*J_2^I = -2c_A \mu^I u.
\]  \hfill (5.16)
with $I$ being the adjoint index associated with the symmetry group $G$. In the abelian case, this result reduces to the well-known expression (4.14) obtained before in [42].

To summarize, we have seen how it is useful and insightful to interpret the Lagrangian for the anomalous part of the charge current and stress tensor as a transgression form. This has several advantages: first of all, the symmetries (diffeomorphism invariance, gauge invariance and chemical shift symmetry) do not have to be imposed by hand, but are manifest by construction. Secondly, the transgression form is very easy to vary with respect to the gauge field, so the charge current is easily obtained from it. Furthermore, since the transgression formalism constructs covariant actions, we immediately are able to generalize the discussion to non-abelian symmetries. Finally, the fact that $S_{\text{anom}}$ is given by a transgression form, shines some light on the physical significance of the transverse gauge field as originating from a horizon field that treats the chemical shift symmetry as another gauge symmetry.

6 Schwinger-Keldysh formalism: covariant currents with correct dynamics

Our discussion thus far has involved constructing an effective action which respects the symmetries of the underlying physical system formulated in terms of the fluid element variables. The general picture we developed in section 5 makes it clear that the transgression form is the natural action that is compatible with the symmetries. Phrased this way we have a clear problem with the Ward identities: the anomaly inflowing into the boundary is a combination of the (desired) global anomaly associated with the background gauge field and the undesirable one associated with the hydrodynamic shadow field. As we have argued before this shadow contribution vanishes in equilibrium, rendering our picture correct in that limited context.

What does it take to ensure that there is an effective action valid outside equilibrium that allows us to obtain the correct anomalous currents along with the correct Ward identities? We can turn this question around and ask how to derive the Ward identities in general for anomalous systems in the non-equilibrium regime. This is clearly the remit of the real-time Schwinger-Keldysh (SK) formalism. In this section we will therefore examine the Ward identities more carefully. After developing a framework for treating anomalous systems in the Schwinger-Keldysh language we proceed to apply this prescription to hydrodynamics. At the end of the day we will be able to argue that the correct Schwinger-Keldysh action constructed by doubling the non-dissipative hydrodynamic system, necessarily has an additional term which ensures that the correct anomalous Ward identities are attained, whilst maintaining the form of the anomalous currents derived hitherto. While we will not be able to rigorously justify each step of our argument, the final result is compelling in its simplicity to suggest that we are on the right track.

\[\text{Note that because the action satisfies the adiabaticity constraint by construction, we can efficiently get the stress tensor by plugging the charge current into the adiabaticity constraint and solving for the stress tensor.}\]
6.1 Anomalies in the Schwinger-Keldysh formalism

Before we get into the discussion of anomalies let us recall some of the basic facts about the Schwinger-Keldysh (or in-in) formalism. The interested reader can find a more detailed description in appendix \( F \); for the present we will content ourselves with a brief reminder.

To describe real-time dynamics of a quantum system with a Hilbert space \( \mathcal{H} \) and Hamiltonian \( H \), we begin by doubling the degrees of freedom. To wit, we consider an enlarged system with a Hilbert space \( \mathcal{H}_R \otimes \mathcal{H}_L \), with the indices being used to refer to the two copies. Our choices of \( L, R \) systems is inspired by the realization of the Schwinger-Keldysh formalism in the gravitational AdS/CFT context in terms of the eternal black hole with the two quantum systems being the right (\( R \)) and left (\( L \)) CFTs on the two boundaries as envisaged originally by Israel [62] and subsequently by Maldacena [63]. This formalism has of course proved to be useful in deriving the real-time prescription for computing correlation functions of single trace operators [64]. The dynamics is implemented in this framework by the difference Hamiltonian \( H_R - H_L \).

However, for the purposes of discussing the effective action it is more useful to think about the complex Schwinger-Keldysh contour to describe the time-ordering prescription; see figure 3. We complexify the time coordinate and consider two anti-parallel contours \( C_R \) and \( C_L \) which refer to the two parts of the doubled system. Often the two contours are joined through a purely imaginary part (for equilibrium questions the imaginary time separation is set by the inverse temperature) to obtain the so called Keldysh-Baym contour, but this detail is not relevant for what we wish to discuss here. The time-ordering is left to right on the top \( C_R \) contour, and opposite on the bottom \( C_L \) contour.

If our quantum system is described by an effective action \( S_{\text{eff}} \) then in the Schwinger-Keldysh framework we consider \( S_{\text{eff},R} - S_{\text{eff},L} \) to be the action inserted into the path integral, consistent with the evolution described earlier. The main question to address is
when we couple the basic degrees of freedom to sources so as to be able to write down the generating function for computing correlators. We introduce of course independent sources $J_R, J_L$ for the two halves and thus would have to take

$$S_{SK} = S_{eff,R}(J_R) - S_{eff,L}(J_L)$$

(6.1)

Since we have independent sources we can obtain generically a tensor of correlators with operator insertions on both contours. However, the main object of interest which enters any discussion of non-equilibrium dynamics is the causal retarded correlators. These one can argue are obtained by considering linear combinations of correlation functions with insertions on $C_R$ and $C_L$ respectively. In particular, defining $J = \frac{1}{2} (J_R + J_L)$ and $j = J_R - J_L$ we can argue that the causal correlation functions of interest have a single variation with respect to the difference source $j$ [65].

6.1.1 General prescription for anomalous theories

We would like to use the Schwinger-Keldysh formalism described above to work out the effective action for a quantum field theory with a global anomaly. The most straightforward way to proceed is to use the anomaly inflow mechanism. Consider a physical anomalous theory in $2n$ dimensions with an effective action $S_{eff}[A;\ldots]$ with the background gauge source alone explicitly indicated and let the global current coupled to $A$ have an anomaly as indicated by (2.10).

We take this anomalous theory and construct an explicit anomaly-free theory in one higher dimension by exploiting the inflow picture. Viewing the manifold on which the field theory lives as the co-dimension one boundary of a higher dimensional spacetime, $M_{2n} = \partial M_{2n+1}$, we offset the anomaly by introducing a bulk topological sector:

$$S = \int_{\partial M_{2n+1}} S_{eff}[A;\ldots] + \int_{M_{2n+1}} I_{CS}[A],$$

(6.2)

where dots denote matter fields that do not play a role in this treatment. By construction $S$ respects the underlying gauge invariance, so in this enlarged theory we are in a position to use the standard Schwinger-Keldysh formalism.

From our discussion above it is then clear that for the anomaly free bulk+boundary theory, the Schwinger-Keldysh action in real time representation would thus be

$$S_{SK} = S_{eff}[A_R;\ldots] - S_{eff}[A_L;\ldots] + S_{CS}[A_R] - S_{CS}[A_L],$$

(6.3)

The left and right covariant currents are defined as before by varying with respect to the appropriate sources

$$\star J_{R,L} = \frac{\delta S_{SK}}{\delta A_{R,L}}.$$  

(6.4)

These currents of course have the correct anomaly and satisfy (2.10) with the appropriate $L,R$ subscripts. It also follows that the linear combination of currents $J = \frac{1}{2} (J_L + J_R)$ also has the desired anomaly.
We assert that the “hydrodynamical current” is the one which enters the retarded correlation function and is given precisely by the linear combination $J$. It can be obtained by writing the action in terms of the common and difference sources $A$ and $a$ respectively defined as

$$A \equiv \frac{1}{2}(A_R + A_L), \quad a \equiv A_R - A_L,$$

and varying with respect to the difference source. To be specific,

$$\star J_{\text{hydro}} = \delta S_{SK} \delta a \bigg|_{a=0} = \frac{1}{2}(J_R + J_L) \bigg|_{a=0}.$$

We have noted that this current satisfies the anomalous Ward identity (2.10) by construction. Our discussion so far has been sufficiently general and has made no reference to the specific form of $S_{\text{eff}}$; the next task is to specify this discussion to the non-dissipative effective action derived in the previous sections.

### 6.1.2 Construction of an action for hydrodynamics and anomalous current conservation

In our construction of an effective action for anomalous hydrodynamics (5.15), we have seen that the anomaly always turned out to contain unexpected contributions from hydrodynamic shadow fields which don’t generically vanish out of equilibrium. While working with a single copy of the effective action has provided us with no avenue out of this impasse we will now argue that the extra freedom inherent in the doubled Schwinger-Keldysh formalism possesses enough structure to cure this problem. What we do below is to identify an additional contribution necessary in the doubled theory to ensure that the anomaly inflow into the left and right theories is the correct amount.

Let us recall our basic goal: we wish to construct a Schwinger-Keldysh action $S_{SK}$ which contains in it an anomalous contribution $L_{\text{anom}}^{SK}[A_R, A_L]$. Our discussion of section 6.1.1 indicates that in order to have the correct anomaly inflow the action should take the form

$$S_{SK} = S_{n-a}[A_R] - S_{n-a}[A_L] + S_{SK}^{\text{anom}},$$

$$S_{SK}^{\text{anom}} = \int_{M_{2n+1}} I_{2n+1}^{CS}[A_R] - I_{2n+1}^{CS}[A_L] + \int_{M_{2n}} L_{\text{anom}}^{SK}[A_R, A_L],$$

where $S_{n-a}[A]$ is the part of the hydrodynamical effective action that is non-anomalous and $I_{2n+1}^{CS}[A]$ has been defined in section 5.2. By the identity (5.9), we can rewrite the Chern-Simons bulk pieces of eq. (6.8) in terms of transgression forms:

$$S_{SK}^{\text{anom}} = \int_{M_{2n+1}} \left( T_{2n+1}[A_R, \hat{A}_R] - T_{2n+1}[A_L, \hat{A}_L] + I_{2n+1}^{CS}[\hat{A}_R] - I_{2n+1}^{CS}[\hat{A}_L] \right)$$

$$+ \int_{M_{2n}} \left( B_{2n}[A_R, \hat{A}_R] - B_{2n}[A_L, \hat{A}_L] + L_{\text{anom}}^{SK}[A_R, A_L] \right).$$

This can easily be shown by a similar argument as in appendix E. However, the observation that one recovers the correct anomalous conservation equations is quite obvious from the fact that the structure of the Chern-Simons terms in the action (6.3) is such that it gives the correct inflow.
While there is more than one way to write the difference of the left and right Chern-Simons forms in terms of a transgression form (one could simply have written \( \mathcal{T}(A_R, A_L) \) for example), we are using the prior knowledge of \((5.15)\) to start assembling pieces that capture the anomaly in the fluid dynamical theory.

The first two terms in \((6.9)\) are transgression forms and therefore gauge covariant; in fact they are nothing but the anomalous effective action for the right and left currents, cf., \((5.15)\). Thus \(\mathcal{L}_{\text{SK}}^\text{anom}\) must be such that together with the remaining terms we obtain a gauge invariant expression. But there is a unique gauge invariant object which contains the difference \(I_{2n+1}^{\text{CS}}[\hat{A}_R] - I_{2n+1}^{\text{CS}}[\hat{A}_L]\) which is simply the transgression between the right and left hydrodynamic shadow fields, i.e., the transgression form \(\mathcal{T}_{2n+1}[\hat{A}_R, \hat{A}_L]\). Based on this observation, and the fact that \(\mathcal{L}_{\text{SK}}^\text{anom}\) should also contain the \(\mathcal{B}\)-terms between \(A_{R,L}\) and their shadows, we conclude that the unique gauge invariant action which is consistent with the ansatz \((6.8)\) is simply

\[
\mathcal{L}_{\text{SK}}^\text{anom}[A_R, A_L] = - \left( B_{2n}[A_R, \hat{A}_R] - B_{2n}[A_L, \hat{A}_L] + B_{2n}[\hat{A}_R, \hat{A}_L] \right), \tag{6.10}
\]

This implies that the anomalous part of the Schwinger-Keldysh action is the sum of three transgression forms

\[
\mathcal{S}_{\text{SK}}^\text{anom} = \int_{\mathcal{M}_{2n+1}} \left( \mathcal{T}_{2n+1}[A_R, \hat{A}_R] - \mathcal{T}_{2n+1}[A_L, \hat{A}_L] + \mathcal{T}_{2n+1}[\hat{A}_R, \hat{A}_L] \right). \tag{6.11}
\]

This action clearly respects all symmetries of the theory and also has the desired amount of inflow into the left and right parts by construction.

While the result was obtained by demanding that the Schwinger-Keldysh action obeys the correct symmetries (which in particular demands the appropriate amount of inflow) the final result can be interpreted in a simple manner. Recall that the hydrodynamic shadow fields \(\hat{A}_{L,R}\) are proxies for the gauge field on the horizon in the deconstruction picture section 5.1. Putting this together with the Schwinger-Keldysh formalism, we have a-priori independent terms for the left and right halves of the eternal black hole Kruskal geometry. However, since the geometry has a single bifurcation surface which connects the left and right black holes, one might ask if there isn’t an ‘interaction’ term which communicates across the bifurcation surface. In the absence of anomalies such a term is unnecessary and indeed from the geometric picture one expects the left and right theories to be decoupled. However, in an anomalous theory the anomaly inflow between the left and right parts must be carefully regulated to ensure gauge covariance of the action. The extra term \(\mathcal{T}_{2n+1}[\hat{A}_R, \hat{A}_L]\) encountered in \((6.11)\) can therefore be interpreted as a gluing condition to join the \(R\) and \(L\) contours that are described by the first two transgression forms. Note that to infer its presence we really need to work with the doubled system: a single copy of the action is incapable of revealing this intricate structure.

One can argue for the presence of such a gluing term more generally. From the general form of the Schwinger-Keldysh action, eq. \((6.3)\), one might naively expect that the doubled system has a gauge symmetry \(G_R \times G_L\) acting independently on the two branches. For example in the abelian case with \(G = U(1)\) the action is \(A_{R,L} \rightarrow A_{R,L} - d\Lambda_{R,L}\) or equivalently \(A \rightarrow A - d\Lambda\) with \(\Lambda = \frac{1}{2}(\Lambda_R + \Lambda_L)\) and \(\lambda = \Lambda_R - \Lambda_L\). However, the
existence of non-vanishing cross-contour correlation functions in the Schwinger-Keldysh formalism demands that this symmetry be spontaneously broken to a single $G_{\text{diag}} \subset G_R \times G_L$ (i.e., $\lambda = 0$ in the abelian case). The new term $T_{2n+1}[\hat{A}_R, \hat{A}_L]$ precisely captures the correct gauge invariant data for such a symmetry breaking pattern.

Let us now show that the third term in the action (6.11) indeed modifies the anomalous Ward identities in the correct way. In fact, it easy to see that this term does not change the anomalous current at all, but only the anomaly. To this end, let us start by considering the current conservation equation for an abelian U(1) current (the non-abelian generalization is straightforward). The variation with respect to the source $a$ of the new contribution to the action is given by (see eq. (D.36))

$$\int_{M} T_{2n+1} \left[ \hat{A}_R, \hat{A}_L \right] \bigg|_{\text{linear in } a} = \int_{M} \delta a_b \hat{J}^b_{(2n+1)}$$

where we only keep track of terms linear in $a$ and defined

$$\hat{J}^a_{(2n+1)} = P^a_b \hat{J}^b_{H}$$

$$P_{ab} \left( n + 1 \right) c_A \epsilon^{b l_1 m_1 \cdots l_n m_n} \hat{F}_{l_1 m_1} \cdots \hat{F}_{l_n m_n}.$$  \hspace{1cm} (6.13)

This is a pure bulk current and therefore, by means of an analogous argument as in appendix E, it contributes to the anomaly inflow for the current associated to variations with respect to $a$ (i.e., $J_{\text{hydro}}$) but it does not affect the particular form of $J_{\text{hydro}}$ itself. Just as in appendix E, its contribution to the anomalous current conservation is $\hat{J}^\perp_{H} (2n+1)$.

We conclude that

$$d * J_{\text{hydro}} = d * \left( J_{n-a} + J_{\text{anom}} \right) = * \left( J^H_H - \hat{J}^\perp_H + \hat{J}^\perp_{(2n+1)} \right) = * \hat{J}^\perp_H$$

$$\operatorname{abelian} \left( n + 1 \right) c_A \left( F^n - \hat{F}^n \right) + * \hat{J}^\perp_{(2n+1)} = (n + 1) c_A F^n,$$  \hspace{1cm} (6.14)

as desired. Here $J_{\text{anom}}$ gets contributions from the first two pieces of the action (6.11) alone, which is the result computed earlier in eq. (6.6), and $J_{n-a}$ is due to the non-anomalous action. This shows that the Schwinger-Keldysh formalism as advertised is indeed powerful enough to solve the problem of the “hydrodynamic shadow anomaly”. By a natural modification of the action in the doubled system, we have successfully recovered the correct hydrodynamical Ward identity for the current. In the next subsection we show how this reasoning can be applied to the stress tensor Ward identity, as well, thereby completing our derivation of an anomalous effective action in hydrodynamics.

$^{24}$Note that as we consider two copies of the gauge field, we also need to consider two copies of the phase field $\psi$. This defines an $R$ and an $L$ chemical potential as well as $\hat{A} = A + \frac{1}{2} (\mu_R + \mu_L) u$ and $\hat{a} = a + (\mu_R - \mu_L) u$. Strictly speaking, a doubling of the Goldstone fields $\phi'$ is also implied. We can, however suppress this fact because it is not relevant for our discussion. In the present context a doubling of the metric is not necessary either; this will however be discussed in section 6.1.3 in the context of stress tensor Ward identities.
6.1.3 Anomalous stress tensor conservation

We can now perform a similar analysis for the stress tensor Ward identity which is connected to the metric and diffeomorphism invariance. By analogous reasoning as for the U(1) gauge field, we need to consider two copies of the metric $g_R$ and $g_L$ with independent diffeomorphism symmetry (as expected for a generally covariant effective action). The linear combination $g = \frac{1}{2} (g_R + g_L)$ is the classical background metric and $\gamma = g_R - g_L$ the difference metric which describes small fluctuations.\(^{25}\)

In order to get physical hydrodynamical quantities, one only needs to keep track of $\gamma$ at linear order and in the end take the coincidence limit $\gamma = 0$. As in the case of the global symmetry, the anomalous Schwinger-Keldysh action (6.11) reduces to the “classical” result only in this limit. To be specific, the metric dependence of the individual terms in the third transgression form that connects the $R$ and $L$ branches is assumed to be as follows:

$$T^{2n+1}_{\alpha \beta} [\hat{A}_R; \hat{A}_L; g_R; g_L] = I_{2n+1}^{CS} [\hat{A}_R; g_R] - I_{2n+1}^{CS} [\hat{A}_L; g_L] - dB_{2n} [\hat{A}_R \text{ with } g_R; \hat{A}_L \text{ with } g_L],\quad (6.15)$$

where the last term is meant to be such that right and left fields are contracted with $g_R$ and $g_L$ respectively. It is then straightforward to show that variations of (6.15) with respect to the difference metric $\gamma$ are given by (see eq. (D.36))

$$\delta \gamma \left( \int_{\mathcal{M}_{2n+1}} T^{2n+1}_{\alpha \beta} [\hat{A}_R; \hat{A}_L; g_R; g_L] \right) \bigg|_{\text{linear in } \gamma, a=0} = \int_{\mathcal{M}_{2n+1}} \sqrt{-G} \frac{1}{2} \delta \gamma_{ab} \tilde{T}^{ab},\quad (6.16)$$

with a tensor

$$\tilde{T}^{ab} = \mu \left( P^a_c u^b + P^b_c u^a \right) \hat{J}^c_H \Rightarrow \text{abelian} \quad \mu \left( P^a_c u^b + P^b_c u^a \right) \left[ \frac{(n+1)c_1}{2^n} c_{l1}m_1 \cdots l_m m_n \hat{F}_{l_1 m_1} \cdots \hat{F}_{l_n m_n} \right],\quad (6.17)$$

whose indices are all contracted with the common metric $\frac{1}{2} (g_L + g_R)$. The same kind of argument that we outline in appendix E implies that this pure bulk tensor leaves the anomalous stress tensor itself unchanged. However, the conservation equations get a contribution proportional to the component $\tilde{T}^{\perp \alpha}$ and read

$$\nabla_\beta T^{\alpha \beta}_{\text{hydro}} \equiv \nabla_\beta \left( T^{\alpha \beta}_{n-a} + T^{\alpha \beta}_{\text{anom}} \right) = F^{\alpha \beta}_{\text{hydro}} j_\beta^{\text{hydro}} - \mu u^\alpha j^\perp_H + \tilde{T}^{\perp \alpha} = F^{\alpha \beta}_{\text{hydro}} j_\beta^{\text{hydro}},\quad (6.18)$$

which is the correct hydrodynamic anomaly without shadow field contributions. The upshot of this discussion is simply to affirm that we have an effective action which captures the physics of quantum dynamics in the presence of anomalies in the hydrodynamic limit.

7 Conclusion

The main result of the paper is an effective action for non-dissipative fluids which captures the flavour anomaly contribution in the hydrodynamic limit. The action is constructed\(^{25}\)In the same sense that $a$ being small in section 6.1.2.
exploiting the Schwinger-Keldysh framework, and involves a novel interaction term between
the forward and reversed contours.

In particular, in terms of the hydrodynamical variables $\phi^I_{L,R}$, $c_{L,R}$ (or $\psi_{L,R}$ in the
abelian case) and the background source flavour gauge fields $A_{L,R}$ on the two contours,
the total effective action can be written as the sum of transgression forms. To wit,

$$S_{SK} = S_{n-a}[\phi_{R}, c_{R}, A_{R}] - S_{n-a}[\phi_{L}, c_{L}, A_{L}]$$

$$+ \int_{M_{2n+1}} T_{2n+1}[A_{R}, \hat{A}_{R}] - T_{2n+1}[A_{L}, \hat{A}_{L}] + T_{2n+1}[\hat{A}_{R}, \hat{A}_{L}],$$

(7.1)

where $S_{n-a}[\phi, c, A]$ is the anomaly free part of the effective action for non-dissipative fluids.
The transgression forms capture all the anomalous terms and are to be interpreted in the
language of anomaly inflow. Note that this piece of the effective action only depends on
the effective field theory degrees of freedom $\phi^I$ and $c$ through the hydrodynamic velocity
and chemical potential which enter into the definition of the shadow gauge potential $\hat{A}$.

The construction crucially employs the anomaly inflow mechanism. We have coupled
our hydrodynamic effective field theory in $d = 2n$ dimensions to a topological Hall insulator
theory in $(2n+1)$-dimensions to ensure that the total Schwinger-Keldysh effective action is
gauge invariant under the flavour symmetry. We have shown explicitly that the action (7.1)
reproduces all of the anomaly induced hydrodynamic transport and the resulting currents
obey the requisite Ward identities, cf., eqs. (6.14) and (6.18).

The curious aspect our construction is the presence of the hydrodynamic shadow gauge
field $\hat{A} = A + \mu u$ which necessitates a non-trivial mixing between the two contours in the
Schwinger-Keldysh construction.

The shadow gauge field which plays a critical role needs a better understanding. In
section 5 we argued that in a holographic context $\hat{A}$ should be related to a “horizon gauge
field” $A_h$ which gauges the chemical shift symmetry (2.16). This motivates our terminology
of calling $\hat{A}$ a “shadow” of the gauge field $A$: the field $\hat{A}$ lives at the boundary but it just
reflects the horizon gauge symmetry, viz., the chemical shift symmetry. It captures
the appropriate coupling to the Goldstone mode (the Wilson line between horizon and
boundary). Vis a vis, the cross-contour term in (7.1) as remarked in section 1 one can
give a heuristic argument by tracking the anomaly inflow between the two contours via
the Hall insulator. We believe that this picture can be developed further using holographic
embedding of anomalous fluid dynamics and in fact one should be able to derive (7.1) using
the techniques described in [9, 54].

We also note in passing that the shadow gauge field seems to appear whenever parity-
odd transport phenomena is considered, cf., [44] in the context of $(2 + 1)$-dimensions. It is
interesting to speculate whether the inclusion of cross-contour terms is necessary to account
for Hall viscosity in that context.

The present discussion has been confined to flavour anomalies in QFTs. Another source
of anomaly induced transport is from Lorentz and mixed anomalies. It is interesting to ask
whether the formalism developed herein can capture these contributions to hydrodynamics
as well. We believe that a naive generalization of our construction to include transgres-
sion forms involving the background gravitational connection (and its shadow counterpart)
should be able to account for part of the transport. However, not all gravitational effects seem to be captured this way. In the language of [29] the transcendental pieces of anomalous transport seem to be outside the remit of the effective action approach, in part because they necessitate non-trivial changes to the entropy current (and our effective action works primarily in the entropy frame). It would be interesting to develop this argument further and ascertain where the bottle-necks are.

Finally, it is interesting to speculate that the formalism developed here could be used to go beyond hydrodynamics and provide insight into anomaly induced out-of-equilibrium dynamics.
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A Contributions to the anomalous constitutive relations in $d = (3+1)$

The complete action which consistently gives rise to the anomaly in 3+1 dimensions is presented in (3.9) which we decomposed as $S_{\text{anom}} = S_{\text{w1}} + S_{\text{w21}} + S_{\text{CS}}$. In this appendix, we list the contributions to the currents from each of these three terms. Our definition of the currents is the standard one where we vary the effective action with respect to the sources:

$$T^{\alpha\beta}_{\text{anom}} = \frac{2}{\sqrt{-g}} \frac{\delta S_{\text{anom}}}{\delta g^{\alpha\beta}}, \quad J^\alpha_{\text{anom}} = \frac{1}{\sqrt{-g}} \frac{\delta S_{\text{anom}}}{\delta A^\alpha}. \quad (A.1)$$

We will make use of the following (off-shell) identities at various stages to simplify the terms

$$u^{[\alpha} B^{\beta]} = \frac{1}{4} \varepsilon^{\alpha\beta\rho\sigma}(F_{\rho\sigma} - 2 u_\rho E_\sigma), \quad (A.2)$$

$$u^{[\alpha} \tilde{B}^{\beta]} = \frac{1}{4} \varepsilon^{\alpha\beta\rho\sigma}(\tilde{F}_{\rho\sigma} - 2 u_\rho \tilde{E}_\sigma), \quad (A.3)$$

$$u^{[\alpha} \omega^{\beta]} = \frac{1}{4} \varepsilon^{\alpha\beta\rho\sigma}(\partial_\rho u_\sigma + u_\rho a_\sigma). \quad (A.4)$$
along with eq. (3.5). For convenience, let us first record the variations of various quantities with respect to the metric:

\[ \delta_g u^\alpha = \left( \frac{u^\alpha}{2} \right) u^\alpha u^\beta \delta a_{\alpha \beta}, \quad (A.5) \]

\[ \delta_g s = - \left( \frac{s}{2} \right) P^{\alpha \beta} \delta g_{\alpha \beta}, \quad (A.6) \]

\[ \delta_g \mu = \left( \frac{\mu}{2} \right) u^\alpha u^\beta \delta g_{\alpha \beta}, \quad (A.7) \]

\[ \delta_g \chi = \left( 2\mu \zeta^a u^\beta - \zeta^a \zeta^b \right) \delta g_{\alpha \beta}. \quad (A.8) \]

The first two (4-dimensional) terms in the full action, \( S_{\text{wI}} + S_{\text{wII}} \), yield the following contributions to the current:

\[ J_{\text{wI}}^\alpha = -2 \pi \left[ B^{\mu \nu} D_{\nu} \psi + \frac{B^\alpha}{2} \left( D_{\psi} \psi - \hat{A}_{\psi} \right) \right] u^\alpha + 2 \pi \mu B^\alpha + \pi \epsilon^{\alpha \nu \rho \sigma} A_{\nu} F_{\rho \sigma} \]

\[ + \pi \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho E_\sigma, \quad (A.9) \]

\[ J_{\text{wII}}^\alpha = \left[ (\eta_{\omega, \mu} - 2 \eta_B) \omega^\nu D_{\nu} \psi + \eta_{B, \mu} B^\nu D_{\nu} \psi \right] u^\alpha \]

\[ + \left[ 2(\eta_{\omega, \lambda} \omega^\nu + \eta_{B, \lambda} B^\nu) D_{\nu} \psi \right] \zeta^\alpha \]

\[ + (\eta_{\omega} + 2 \eta_B) \omega^\alpha + 2 \eta_B B^\alpha \]

\[ + \eta_B \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho \nabla_\sigma \chi \]

\[ + \eta_B \omega B \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho E_\sigma + \eta_B \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho \delta g_{\rho \sigma}, \quad (A.10) \]

\[ T_{\text{wI}}^{\alpha \beta} = -4 \pi \left[ \delta (\mu \hat{B}^\nu \left( \hat{D}_{\nu} \psi - \hat{A}_{\nu} \right) u^\alpha + 2 \pi \mu (\epsilon^{\alpha \nu \rho \sigma} (\hat{D}_{\nu} \psi - \hat{A}_{\nu}) \hat{F}_{\rho \sigma}) u^\beta, \quad (A.11) \]

\[ T_{\text{wII}}^{\alpha \beta} = -2 \left[ (\eta_{\omega, \mu} - 2 \eta_B) \omega^\nu D_{\nu} \psi + (\eta_{B, \mu} - \eta_B) B^\nu D_{\nu} \psi \right] u^\alpha u^\beta \]

\[ - \left[ 2(\eta_{\omega, \lambda} \omega^\nu + \eta_{B, \lambda} B^\nu) D_{\nu} \psi \right] \zeta^\alpha \zeta^\beta \]

\[ + \left[ 4 \eta_B \omega \omega^\alpha + (\eta_{\omega} + 2 \eta_B) B \omega \right] \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi \zeta^\sigma \rho \sigma \]

\[ - \eta_{B, \mu} \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho \nabla_\sigma \chi - \eta_{B, \mu} \epsilon^{\alpha \nu \rho \sigma} D_{\nu} \psi u_\rho \delta g_{\rho \sigma}, \quad (A.12) \]

There are several gauge non-invariant pieces in the expressions (A.9), (A.11). This is to be expected since the computation above picks out the analog of the consistent current for our theory. In particular, without the hatted term in \( S_{\text{wII}} \) we would precisely have been computing the consistent current for our theory. These are the currents that satisfy the Wess-Zumino consistency conditions (commutativity of variations of the gauge field with gauge transformations). However, their gauge variation is non-vanishing \( \delta_A (S_{\text{wI}} + S_{\text{wII}}) \neq 0 \).

To compute the gauge-covariant currents we would just add appropriate Bardeen-Zumino terms [58]; we implement this using the Chern-Simons action in the bulk spacetime explicitly. Varying \( S_{\text{CS}} \) with respect to either \( g_{\alpha \beta} \) or \( A_\alpha \) gives after an integration by parts

\[ \delta S_{\text{CS}} = -3 \pi \int_{\mathcal{M}_5} \left[ \delta F \wedge F - \delta A \wedge \hat{F} \wedge \hat{F} \right] - 2 \pi \int_{\partial \mathcal{M}_5} \left( \delta A \wedge A \wedge F - \delta A \wedge A \wedge F \right). \quad (A.13) \]
We see that the variations leave behind a boundary term that can be included in our definition of the current. The contribution on the 4-dimensional physical space is therefore

$$\delta S_{\text{CS}}|_{4\text{-dim}} = -\n \int \sqrt{-g} \epsilon^{\alpha\beta\rho\sigma} (\delta A_\alpha A_\beta F_{\rho\sigma} - \delta A_\alpha \hat{A}_\beta \hat{F}_{\rho\sigma}), \quad (A.14)$$

from which we obtain

$$T^{\alpha\beta}_{\text{CS}} = -4 \n \mu \hat{B}^\nu \hat{A}_\nu u^\alpha u^\beta + 2 \n \mu \epsilon^{(\alpha\nu\rho\sigma} \hat{A}_\nu \hat{F}_{\rho\sigma} u^{\beta)}, \quad (A.15)$$

$$J^\alpha_{\text{CS}} = -2 \n \mu \hat{B}^\nu \hat{A}_\nu u^\alpha - \n \epsilon^{\alpha\nu\rho\sigma} (A_\nu F_{\rho\sigma} - \hat{A}_\nu \hat{F}_{\rho\sigma}), \quad (A.16)$$

which precisely cancels the gauge non-invariant pieces in (A.11), (A.9). Using the identity (A.2), we can then simplify the resulting gauge invariant objects:

$$T^\alpha_{\text{wzI}} + T^{\alpha\beta}_{\text{CS}} = -4 \n \mu \hat{B}^\nu \hat{D}_\nu \psi u^\alpha u^\beta + 2 \n \mu \epsilon^{(\alpha\nu\rho\sigma} \hat{D}_\nu \psi \hat{F}_{\rho\sigma} u^{\beta)}$$

$$= 4 \n \mu \epsilon^{(\alpha\nu\rho\sigma} \hat{D}_\nu \psi u^\alpha (\hat{E}_\sigma - E_\sigma) - 2 \n \epsilon^{(\alpha\nu\rho\sigma} \hat{D}_\nu \psi u^\alpha + 2 \n \mu B^\alpha. \quad (A.17)$$

The full stress-energy tensor and charge current in section 3.3 are now easily obtained by adding the contributions (A.17), (A.18) to (A.12), (A.10).

**B Relation to other approaches**

For completeness, we now show that our result for the anomalous transport agrees with other computations in the literature. Firstly we illustrate that the standard result presented in [9] is indeed recovered by rotating our answer from the entropy frame to the Landau frame. Since this has been already established in [13] we will be relatively brief. We also then demonstrate that our action when restricted to stationary fluid flows reproduces the anomalous part of the equilibrium partition described in [22].

**B.1 The anomaly in Landau frame**

The precise form of the solution (3.10), (3.11) to anomalous transport, is parameterized by the fluid dynamical variables $u^\mu$, $s$, $\mu$. Within hydrodynamics these fields are a-priori ambiguous as they may be changed by a field redefinition. So the theory is only unambiguously defined once we eliminate the freedom of field redefinitions by supplementing the constitutive relations (2.1) with some additional constraints. Eliminating the field redefinition ambiguity thus, is referred to as choosing a **fluid frame**. One choice of a fluid frame which is commonly used is the **Landau frame** where the field redefinition ambiguity is fixed by imposing $q_\alpha = u_\alpha \Pi^{\alpha\beta} = u_\alpha \nu^\alpha = 0$. The effective action formalism, on the other hand, automatically lands us in the **entropy frame** wherein imposes $J_\alpha^S = s u^\alpha$ as an exact statement to all orders in the derivative expansion.
The result (3.10), (3.11) is the first order realization of the anomalous part of the constitutive relations in entropy frame. In order to rotate this result to Landau frame, we need to make the anomalous heat current contribution in $T^{\alpha \beta}$ vanish. This is achieved by performing the field redefinition $u^\alpha \rightarrow u^\alpha - \frac{1}{2} \frac{q_{\text{anom}}^\alpha}{\varepsilon + P}$ and taking $c_A = - \frac{C}{\pi}$ yields (see also [13])

$$T^{\alpha \beta}_{\text{(Landau)}} = (\varepsilon + P) u^\alpha u^\beta + P g^{\alpha \beta} + \ldots ,$$  \hspace{1cm} (B.1)$$

$$J^\alpha_{\text{(Landau)}} = \rho u^\alpha + C \mu^2 \left(1 - \frac{2}{3} \frac{\rho \mu}{\varepsilon + P}\right) \omega^\alpha + C \mu \left(1 - \frac{1}{2} \frac{\rho \mu}{\varepsilon + P}\right) B^\alpha + \ldots ,$$  \hspace{1cm} (B.2)$$

$$J^\alpha_{s\text{(Landau)}} = s u^\alpha - C_s \frac{s}{\varepsilon + P} \left(\frac{2}{3} \mu^2 \omega^\alpha + \frac{1}{2} \mu^2 B^\alpha\right) + \ldots ,$$  \hspace{1cm} (B.3)$$

where ellipses represent first and higher order corrections in gradients.

The hydrodynamical constitutive relations (B.3) is just the answer for anomalous transport derived in [9] using the entropy current analysis. In deriving this expression use was made of the zeroth order fluid equations of motion, rendering the construction dependent on on-shell data. In particular, determining the contribution of the anomalous transport to higher orders, requires knowledge of $q_{\text{anom}}^\alpha$ and equations of motion beyond the leading order in gradients. Our construction is absolved of such complications since the entropy frame analysis as noted already in [13] side-steps the issue by being explicitly off-shell.

B.2 Recovering the equilibrium partition function

In [22, 23] it has been shown how the hydrodynamic constitutive relations are constrained by the requirement of the existence of a stationary flow on arbitrary spatially (slowly) varying backgrounds. Furthermore, the physics of such time-independent flows can be encapsulated in an equilibrium partition function of the sources. If we restrict the action which we proposed in section 3 to such stationary flows, one would expect to recover the anomalous part of the equilibrium partition function of [22].\footnote{See also [24, 25] for related discussions of anomalous transport from the equilibrium partition function perspective.} We now demonstrate this explicitly for our action $S_{\text{anom}}$, providing yet another consistency check.

In order to write down the equilibrium solution, we pick an arbitrary background geometry and gauge field configuration which is time-independent. Essentially we write down the most general set of background sources with a timelike Killing vector $\partial_t$. The metric and gauge field can be brought into a canonical form (choosing spatial coordinates $x^i$ ($i = 1, 2, 3$))

$$ds^2 = -e^{2\sigma(\vec{x})}(dt^2 + a_i(\vec{x}) dx^i)^2 + g_{ij}(\vec{x}) dx^i dx^j ,$$  \hspace{1cm} (B.4)$$

$$A^\alpha = (A^0(\vec{x}), A^i(\vec{x})) ,$$  \hspace{1cm} (B.5)$$

with Kaluza-Klein gauge field $a_i(\vec{x})$. Written in terms of the above parametrization, there exists a stationary (equilibrium) solution to the prefect fluid equations of motion:

$$u^\alpha_{\text{eq}}(\vec{x}) = e^{-\sigma(\vec{x})} \delta_t^\alpha , \quad T_{\text{eq}}(\vec{x}) = T_0 e^{-\sigma(\vec{x})} , \quad \mu_{\text{eq}}(\vec{x}) = A_0 e^{-\sigma(\vec{x})} .$$  \hspace{1cm} (B.6)$$
To compare with the equilibrium action (viewed as a functional of the background sources), we just need to evaluate $S_{\text{anom}}$ on (B.6). The relevant fields take the following values in equilibrium:

$$\omega_{\text{eq}}^\alpha = \left(0, \frac{1}{4} e^\sigma \epsilon^{ijk} f_{jk}\right),$$  

(B.7)

$$B_{\text{eq}}^\alpha = \left(0, \frac{1}{2} \epsilon^{ijk} (\tilde{F}_{jk} + A_0 f_{jk})\right),$$  

(B.8)

$$(D_\alpha \psi)_{\text{eq}} = A_\alpha = (A_0, A_i),$$  

(B.9)

$$(\hat{D}_\alpha \psi)_{\text{eq}} = \hat{A}_\alpha = (A_0 + \mu(0), A_i),$$  

(B.10)

where $\tilde{F}_{jk} = 2 \partial_{[j} \tilde{A}_{k]}$ and $f_{jk} = 2 \partial_{[j} a_{k]}$. Here, objects with a tilde refer to the Kaluza-Klein gauge invariant combination

$$\tilde{A}_\alpha \equiv (A_0 + \mu(0), A_i - A_0 a_i).$$  

(B.11)

Furthermore, to derive (B.9), (B.10), we are assuming that the phase $\psi \to 0$ in equilibrium.

We now plug the above stationary solution into our anomaly action (3.9). In order to obtain a partition function as in [22], we reduce the resulting on-shell action on the Euclidean thermal circle with period $\frac{1}{T_0}$. The part of the action $S_{\text{wzl}}$ and the four-dimensional boundary contribution of $S_{\text{CS}}$ vanish in equilibrium. We thus obtain for the (Euclidean) equilibrium action (taking $c_A = -\frac{C_6}{6}$)

$$S_{\text{anom}} \bigg|_{\text{eq}} = S_{\text{wzl}} \bigg|_{\text{eq}} = \frac{C}{3} \int d^4x \sqrt{-g} \left(\frac{1}{2} A_0 e^{-\sigma} \epsilon^{ijk} \tilde{A}_i \tilde{F}_{jk} + \frac{1}{4} A_0^2 e^{-\sigma} \epsilon^{ijk} \tilde{A}_i f_{jk}\right)$$

$$= \frac{C}{3} \int d^3x \sqrt{g_3} \left(\frac{A_0}{2 T_0} \epsilon^{ijk} \tilde{A}_i \tilde{F}_{jk} + \frac{A_0^2}{4 T_0} \epsilon^{ijk} \tilde{A}_i f_{jk}\right),$$  

(B.12)

where we have done the time-circle reduction and denote the 3-dimensional metric determinant by $g_3$. The result (B.12) is exactly what the authors of [22] find for their equilibrium partition function.

C The anomaly in $d = (1 + 1)$ derived from our formalism

In this appendix we re-derive the result of [42] for the anomaly in two dimensions using the formalism that we developed in section 4. Although our logic is quite close to the one used there, we will point out the reason why [42] got the correct equations of motion even without using an appropriate Schwinger-Keldysh formalism (cf. section 6).

We start by writing down the relevant pieces of the action according to our prescription:

$$S_{\text{wzl}} = -c_A \int_{M_2} D \psi \wedge A - D \psi \wedge \hat{A},$$  

(C.1)

$$S_{\text{CS}} = c_A \int_{M_3} A \wedge F - \hat{A} \wedge \hat{F},$$  

(C.2)

$$S_{\text{wzII}} = -c_A \int_{M_2} \sqrt{-g} \eta(s, \mu) \epsilon^{\alpha\beta} D_\alpha \psi u_\beta,$$  

(C.3)
where \( \eta(s, \mu) \) has to be determined such that the full action is invariant under the chemical shift symmetry. Adding up these actions gives the action of [42] up to two differences: (i) we include a Chern-Simons action \( S_{CS} \) to account for the anomaly inflow and (ii) we have extra terms in both \( S_{wzI} \) and \( S_{CS} \) due to hatted connections. The former point is not too important. We simply use \( S_{CS} \) to derive the Bardeen-Zumino current which [42] just add by hand. The second point however will be shown to lead to different equations of motion than what is derived there.

From the two parts of the action \( S_{wzI} + S_{CS} \), one finds the following contributions:

\[
T_{wzI}^{\alpha \beta} = [c_A \mu \epsilon^{\rho \sigma} \partial_\rho \psi_\mu u_\sigma] u^\alpha u^\beta - c_A \mu \epsilon^{(\alpha \nu} \partial_\nu \psi u^\beta), \tag{C.4}
\]

\[
J_{wzI}^{\alpha} = -c_A \epsilon^{\alpha \nu} [(A_\nu - D_\nu \psi) - (\hat{A} - \hat{D}_\nu \psi)] + [c_A \epsilon^{\rho \sigma} (\hat{D}_\rho \psi - \hat{A}_\rho) u_\sigma] u^\alpha
= -c_A \epsilon^{\alpha \nu} (A_\nu - \hat{A}_\nu) - [c_A \epsilon^{\rho \sigma} \hat{A}_\rho u_\sigma] u^\alpha + c_A \epsilon^{\alpha \nu} D_\nu \psi, \tag{C.5}
\]

\[
T_{CS}^{\alpha \beta} = [c_A \mu \epsilon^{\rho \sigma} \hat{A}_\rho u_\sigma] u^\alpha u^\beta - c_A \mu \epsilon^{(\alpha \nu} \hat{A}_\nu u^\beta), \tag{C.6}
\]

\[
J_{CS}^{\alpha} = c_A \epsilon^{\alpha \nu} (A_\nu - \hat{A}_\nu) + [c_A \epsilon^{\rho \sigma} \hat{A}_\rho u_\sigma] u^\alpha
= -J_{wzI}^{\alpha} + c_A \epsilon^{\alpha \nu} D_\nu \psi, \tag{C.7}
\]

where the identity

\[
u^{(\alpha \beta)} = \frac{1}{2} \epsilon^{\alpha \beta} \quad \text{with} \quad \tilde{u}^\alpha \equiv \epsilon^{\alpha \nu} u_\nu \tag{C.8}
\]

has been used. We see that the added currents \( T_{wzI}^{\alpha \beta} + T_{CS}^{\alpha \beta} = 0 \) and \( J_{wzI}^{\alpha} + J_{CS}^{\alpha} = c_A \epsilon^{\alpha \nu} D_\nu \psi \) are much simpler than in \( d = 4 \) and in particular the contributions from hatted fields in the different actions cancel. In \( d = 2 \) the hatted terms in the effective action do not have any effect on the form of the final stress-energy tensor and charge current. This is a first hint that here, unlike in higher dimensions, they may be unnecessary.

If we also include the contributions from \( S_{wzII} \), we find for the full stress-energy tensor and charge current

\[
T_{\text{anom}}^{\alpha \beta} = c_A s \eta(s) (\tilde{u}^{\nu} D_\nu \psi) F^{\alpha \beta} + c_A [\eta - \mu \eta_\rho] (\tilde{u}^{\nu} D_\nu \psi) u^\alpha u^\beta - 2c_A \mu \eta \tilde{u}^{(\alpha} u^{\beta)}, \tag{C.9}
\]

\[
J_{\text{anom}}^{\alpha} = -c_A [\eta_\rho - 1] (\tilde{u}^{\nu} D_\nu \psi) u^\alpha - c_A (\mu + \eta) \tilde{u}^\alpha. \tag{C.10}
\]

Requiring these expressions to take the canonical form (3.21) and (3.22), respectively, we need to set \( \eta = \mu \) and find the following gauge invariant data:

\[
T_{\text{anom}}^{\alpha \beta} = -2c_A \mu^2 \tilde{u}^{(\alpha} u^{\beta)}, \quad J_{\text{anom}}^{\alpha} = -2c_A \mu \tilde{u}^\alpha. \tag{C.11}
\]

Naively calculating the divergence of just the anomalous piece of the current leads again to a contamination by hatted fields:

\[
\nabla_\alpha J_{\text{anom}}^{\alpha} = 2c_A \nabla_\alpha \epsilon^{\alpha \beta} (A_\beta - \hat{A}_\beta) = c_A \epsilon^{\alpha \beta} (F_{\alpha \beta} - \hat{F}_{\alpha \beta}). \tag{C.12}
\]

One can check that a Noether current argument as used in [42] leads to the same equations of motion. We conclude that, although our prescription gives the same constitutive relations (C.11) as in [42], the equations of motion are different.
In two dimensions, we thus encounter the same problem as in any higher dimension. So why was it nevertheless possible for \cite{42} to get the correct dynamics in \( d = 2 \) without referring to a non-equilibrium Schwinger-Keldysh formalism as we do in section 6? We will now argue that this is quite coincidental. Using the identity (3.5) which still holds in \( d = 2 \), one can readily check that \( S_{\text{anom}} \) as derived in this appendix is invariant under the chemical shift \( \psi \to \psi + f(\phi') \). The calculation is similar to the 4-dimensional case. The crucial difference is that the hatted parts of the action are already invariant under the chemical shift by themselves. In particular,

\[
\delta \psi \left[ c_A \int \hat{D} \psi \wedge \hat{A} \right] = c_A \int \sqrt{-g} \epsilon^{\alpha\beta} \partial_\alpha \hat{A}_\beta = 2c_A \int \sqrt{-g} u^{[\alpha} \partial_\alpha \psi \wedge \hat{A}_{\beta]} = 0. 
\]

\( (C.13) \)

Secretly, this is the reason why the authors of \cite{42} never had to talk about hatted fields in the action \( S_{\text{wzI}} \) and therefore also never had to account for their gauge non-invariance by adding corresponding hatted Bardeen-Zumino terms; the invariance under chemical shift symmetry can be implemented in \( d = 2 \) without introducing extra transverse contributions. As we have shown above, adding these terms is of course allowed by symmetry and it does not change the constitutive relations. It does however change the equations of motion. While this change is optional (and therefore unnecessary) in two dimensions, it is unavoidable in higher dimensions.

Let us now show consistency of this reasoning with the Schwinger-Keldysh picture that we advocate in section 6. We claim that treating the 2-dimensional case in Schwinger-Keldysh formalism is particularly simple because there are no cross-contour terms, i.e. the Schwinger-Keldysh action factorizes into two separate pieces which are just the \( R \) and \( L \) copies of the action found in \cite{42}. To be more precise, there is one piece in the Schwinger-Keldysh action which does not factorize but which is beyond hydrodynamics and does not affect the constitutive relations. To wit, we claim that for \( d = 2 \)

\[
S_{\text{SK}}^{\text{anom}} \equiv \int_{\mathcal{M}_3} T_3[A_R, \hat{A}_R] - T_3[A_L, \hat{A}_L] + T_3[\hat{A}_R, \hat{A}_L] = S_{\text{DHN}}[A_R] - S_{\text{DHN}}[A_L] + S_{\text{cross}}[A_R, A_L], 
\]

\( (C.14) \)

where \( S_{\text{DHN}} \) is the action of Dubovsky-Hui-Nicolis \cite{42} including a Chern-Simons term (this action contains no hatted gauge fields) and \( S_{\text{cross}} \) is the remaining cross-contour piece,

\[
S_{\text{DHN}}[A_{R,L}] = c_A \int_{\mathcal{M}_3} A_{R,L} \wedge F_{R,L} + \int_{\mathcal{M}_2} (A_{R,L} \wedge D_{R,L} \psi_{R,L} + \mu_{R,L} u \wedge D_{R,L} \psi_{R,L}), 
\]

\[
S_{\text{cross}} = 2c_A \int_{\mathcal{M}_2} d(\psi_R - \psi_L) \wedge \hat{A}. 
\]

\( (C.15) \)

The cross-contour piece is manifestly independent of \( \mathbf{a} \), so it does not contribute to the current \( J_{\text{hydro}} \) in Schwinger-Keldysh formalism. Similarly, one can check that it gives no contribution to the hydrodynamic stress tensor. This term is thus hydrodynamically irrelevant and \( S_{\text{SK}}^{\text{anom}} \) in \( d = 2 \) is physically equivalent to just two copies of \( S_{\text{DHN}} \). This explains why \cite{42} were able to treat anomalies in \( d = 2 \) without referring to the Schwinger-Keldysh formalism; the extra data in the Schwinger-Keldysh action (which is important
in higher dimensions) is irrelevant in $d = 2$ where the Schwinger-Keldysh action simply factorizes.

We conclude by giving some details of the derivation of eq. (C.14). The first two terms in the second line of (C.14) can be extracted from the full action in terms of transgression forms using the same arguments as in section 5.2. This leaves one with the following cross-contour piece:

$$S_{\text{cross}} = c_A \int \hat{D}_R \psi_R \wedge \hat{A}_R - \hat{D}_L \psi_L \wedge \hat{A}_L - \hat{A}_R \wedge \hat{A}_L$$

$$= c_A \int \sqrt{-g} \left[ - (u \cdot \partial \psi_R) (\tilde{u} \cdot D_R \psi_R) + (u \cdot \partial \psi_L) (\tilde{u} \cdot D_L \psi_L) 
\quad + (u \cdot \partial \psi_R)(\tilde{u} \cdot A_R) - (u \cdot \partial \psi_L)(\tilde{u} \cdot A_L) - (u \cdot \partial (\psi_R + \psi_L))(\tilde{u} \cdot a) \right]$$

$$= c_A \int \sqrt{-g} \left[ (u \cdot \partial \psi_R) [(\tilde{u} \cdot \partial \psi_R) + 2(\tilde{u} \cdot A)] - (u \cdot \partial \psi_L) [(\tilde{u} \cdot \partial \psi_L) + 2(\tilde{u} \cdot A)] \right]$$

$$= c_A \int \sqrt{-g} \left[ -(u^\alpha \tilde{u}^\beta - \tilde{u}^\alpha u^\beta) \partial_\alpha \psi_R \partial_\beta \psi_L + 2 [u \cdot \partial (\psi_R - \psi_L)] [\tilde{u} \cdot \hat{D} \Psi] \right]$$

$$= 2c_A \int \sqrt{-g} \epsilon^{\alpha \beta} \partial_\alpha (\psi_R - \psi_L) \hat{A}_\beta ,$$

where we defined the common phase field $\Psi \equiv \frac{1}{2}(\psi_R + \psi_L)$ and the common covariant derivative $\hat{D} \Psi = d \Psi + \hat{A}$, and we used the identity (C.8) in the second and in the last step. $P_u$ is the generalized transverse projector which acts on $p$-forms $\alpha$ as $P_u(\alpha) \equiv \alpha + i_u(\alpha) \wedge u$.

## D Transgression forms and their variation

We collect various useful formulae for the variation of transgression forms which are useful to derive the Ward identities and currents described in the text.

### D.1 Variation of Chern-Simons term

We begin by calculating the variation of $I_{2n+1}^{\text{CS}}$

$$\delta I_{2n+1}^{\text{CS}} = \delta A \cdot \frac{\partial I_{2n+1}^{\text{CS}}}{\partial A} + (d \delta A) \cdot \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F}$$

$$= \delta A \cdot \left[ \frac{\partial I_{2n+1}^{\text{CS}}}{\partial A} + D \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right) \right] + d \left[ \delta A \cdot \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right] . \quad (D.1)$$

This can be simplified further by introducing $\mathcal{P} = d I_{2n+1}^{\text{CS}}$ where $\mathcal{P}$ is the anomaly polynomial associated with $I_{2n+1}^{\text{CS}}$ made of wedge products of $F$. Using this, we get

$$0 = d \delta I_{2n+1}^{\text{CS}} - \delta d I_{2n+1}^{\text{CS}} = d \delta I_{2n+1}^{\text{CS}} - \delta \mathcal{P}$$

$$= \delta F \cdot \left[ \frac{\partial I_{2n+1}^{\text{CS}}}{\partial A} + D \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right) - \frac{\partial \mathcal{P}}{\partial F} \right] - \delta A \cdot D \left[ \frac{\partial I_{2n+1}^{\text{CS}}}{\partial A} + D \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right) \right] . \quad (D.2)$$
which implies
\[
\frac{\partial P}{\partial F} = \frac{\partial I_{2n+1}^{\text{CS}}}{\partial A} + D \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right).
\]  

(D.3)

Thus, we can write
\[
\delta I_{2n+1}^{\text{CS}} = \delta A \cdot \frac{\partial P}{\partial F} + d \left[ \delta A \cdot \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right].
\]  

(D.4)

We can think of \( \int I_{2n+1}^{\text{CS}} \) as the generating function describing the response of a Hall insulator to probe electromagnetic fields. Then, by the above formula, the bulk Hall current is given by
\[
*_{2n+1} J_H = \frac{\partial P}{\partial F}.
\]  

(D.5)

The normal component of this Hall current \( J^\perp_H \) is the amount of charge that flows into the boundary in the inflow picture and hence, \( J^\perp_H \) is also the covariant anomaly of the boundary theory. It is convenient to define the (ac) Hall conductivity form \( \sigma_H \) as
\[
\sigma_H \equiv \frac{\partial}{\partial F} [ *_{2n+1} J_H ] = \frac{\partial^2 P}{\partial F \partial F}.
\]  

(D.6)

The boundary current contribution from \( \int I_{2n+1}^{\text{CS}} \) is termed the Bardeen-Zumino current. It is given by
\[
* J_{BZ} = \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F}.
\]  

(D.7)

This contribution, when added to the boundary charge current obtained by varying boundary action, covariatises the boundary current.

In terms of these currents we can write
\[
\delta I_{2n+1}^{\text{CS}} = \delta A \cdot *_{2n+1} J_H + d \left[ \delta A \cdot * J_{BZ} \right].
\]  

(D.8)

D.2 Transgression forms

Let us now consider a continuous set of connections \( A_t \) parametrised by a parameter \( t \in [0, 1] \). One can think of this set as interpolating between the connections \( A_{t=0} \) and the connections \( A_{t=1} \). The variational formula then gives
\[
\frac{d}{dt} (I_{2n+1}^{\text{CS}})_{t} = \frac{dA_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t + d \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right)_t \right].
\]  

(D.9)

which can then be integrated to
\[
(I_{2n+1}^{\text{CS}})_{t=1} - (I_{2n+1}^{\text{CS}})_{t=0} = \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] + d \left\{ \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{\text{CS}}}{\partial F} \right)_t \right] \right\} \\
= \int_0^1 dt \frac{dA_t}{dt} \cdot (*_{2n+1} J_H)_t + d \left\{ \int_0^1 dt \frac{dA_t}{dt} \cdot (* J_{BZ})_t \right\}.
\]  

(D.10)
This is the basic transgression formula which can be used to write the difference between a Chern-Simons form evaluated on two different connections. Note that the right hand side is a sum of a covariant term (we remind the reader that expressions like $\frac{dA_t}{dt}$ depend on the difference of two connections and hence transform covariantly) and an exact term.

Introducing the transgression forms

$$T_{2n+1}(A_t) \equiv \int_0^1 dt \left[ dA_t \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] = \int_0^1 dt \frac{dA_t}{dt} \cdot (\ast_{2n+1} J_t)$$

$$B_{2n}(A_t) \equiv \int_0^1 dt \left[ dA_t \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_t \right] = \int_0^1 dt \frac{dA_t}{dt} \cdot (\ast J_{2n})$$

we can write

$$(I_{2n+1}^{CS})_{t=1} - (I_{2n+1}^{CS})_{t=0} = T_{2n+1}(A_t) + dB_{2n}(A_t).$$

It is common to take the linear interpolation

$$A_t = t A_{t=1} + (1-t)A_{t=0} = A_{t=0} + t \Delta A$$

where we have defined $\frac{dA_t}{dt} = \Delta A = A_{t=1} - A_{t=0}$. The field strength is given by

$$F_t \equiv dA_t + A^2_t = t F_{t=1} + (1-t) F_{t=0} - t(1-t)(\Delta A)^2.$$

Our expressions above can easily be specialised to this case.

D.3 Variation of transgression forms

Next, we would like to compute the variation of these transgression forms. A direct computation gives

$$\delta T_{2n+1}(A_t) = \int_0^1 dt \left[ \frac{d\delta A_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] + \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \cdot D \delta A \right)_t \right]$$

$$= \int_0^1 dt \left[ \frac{d\delta A_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] + \int_0^1 dt \left[ \frac{dF_t}{dt} \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \right)_t \cdot \delta A_t \right]$$

$$- d \left\{ \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \right)_t \cdot \delta A_t \right] \right\}$$

$$= \int_0^1 dt \frac{d}{dt} \left[ \delta A_t \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] + d \left\{ \int_0^1 dt \left[ \delta A_t \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] \right\}$$

$$= \left( \delta A \cdot \left( \frac{\partial P}{\partial F} \right) \right)_{t=1} - \left( \delta A \cdot \left( \frac{\partial P}{\partial F} \right) \right)_{t=0} + d \left\{ \int_0^1 dt \left[ \delta A_t \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] \right\}.$$

Next, we subtract from this expression the variation of the Chern-Simons terms

$$(\delta I_{2n+1}^{CS})_{t=1} - (\delta I_{2n+1}^{CS})_{t=0} = \left( \delta A \cdot \left( \frac{\partial P}{\partial F} \right) \right)_{t=1} - \left( \delta A \cdot \left( \frac{\partial P}{\partial F} \right) \right)_{t=0}$$

$$+ d \left\{ \left( \delta A \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right) \right)_{t=1} - \left( \delta A \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right) \right)_{t=0} \right\}.$$
to get
\begin{align}
-\delta B_{2n}(A_t) &= \int_0^1 dt \left[ \delta A_t \cdot \left( \frac{\partial^2 P}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] \\
&\quad + \left( \delta A \cdot \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_{t=0} - \left( \delta A \cdot \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_{t=1} + d(\ldots) .
\end{align}

We can write these variations in terms of Hall current, Hall conductivity and Bardeen-Zumino currents as
\begin{align}
\delta T_{2n+1}(A_t) &= (\delta A \cdot \star_{2n+1} J_H)_{t=1} - (\delta A \cdot \star_{2n+1} J_H)_{t=0} \\
&\quad + d \left\{ \int_0^1 dt \left[ \delta A_t \cdot (\sigma_H)_t \cdot \frac{dA_t}{dt} \right] \right\} ,
\end{align}
\begin{align}
-\delta B_{2n}(A_t) &= \int_0^1 dt \left[ \delta A_t \cdot (\sigma_H)_t \cdot \frac{dA_t}{dt} \right] + (\delta A \cdot \star J_{BZ})_{t=0} - (\delta A \cdot \star J_{BZ})_{t=1} \\
&\quad + d(\ldots) .
\end{align}

We will now consider some examples which are useful study of anomaly-induced transport.

D.4 Example I: transgression between $A$ and $\hat{A}$

The first example we consider is the transgression with $A_t = A + (1 - t)\mu u$ where $\mu$ is the chemical potential and $u$ is the velocity 1-form in hydrodynamics. This is an interpolation from the hydrodynamic shadow field $\hat{A} = A + \mu u$ to $A$ with $\Delta A = -\mu u$. The corresponding field-strengths are given by
\begin{align}
F &= dA + A^2 = B + u \wedge E \\
\hat{F} &= d\hat{A} + \hat{A}^2 = \hat{B} + u \wedge \hat{E} = B + 2\omega \mu + u \wedge (E - D\mu - a\mu) ,
\end{align}
where $a$ is the acceleration 1-form and $\omega$ is the vorticity 2-form of the fluid. $B$ and $E$ are the rest frame magnetic 2-form and electric 1-form respectively. The interpolating field-strength is $F_t = tF + (1 - t)\hat{F}$ since $(\Delta A)^2 = 0$ . Further, we note that
\begin{align}
\frac{dF_t}{dt} &= F - \hat{F} = -2\omega \mu + u \wedge (D\mu + a\mu) \\
\frac{dA_t}{dt} &= A - \hat{A} = -\mu u = \frac{u}{2\omega} \wedge \frac{dF_t}{dt} ,
\end{align}
from which it follows that
\begin{align}
T_{2n+1}(A, \hat{A}) &= \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] = \frac{u}{2\omega} \wedge \int_0^1 dt \left[ \frac{dF_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] \\
&= \frac{u}{2\omega} \wedge (P - \hat{P}) ,
\end{align}
\begin{align}
B_{2n}(A, \hat{A}) &= \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_t \right] = \frac{u}{2\omega} \wedge \int_0^1 dt \left[ \frac{dF_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_t \right] \\
&= \frac{u}{2\omega} \wedge (I_{2n+1}^{CS} - \hat{I}_{2n+1}^{CS}) .
\end{align}
To compute the variation of these transgression forms, we need to evaluate
\[
\int_0^1 dt \left[ \delta A_t \cdot \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] = \delta A \cdot \int_0^1 dt \left[ \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] \\
+ \delta u \wedge \int_0^1 dt \left[ (1-t) \mu \cdot \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] 
\]
where we have used \( u \wedge \frac{dA_t}{dt} = 0 \). We write
\[
\int_0^1 dt \left[ \delta A_t \cdot \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] = \delta A \cdot \ast J_\mathcal{P} + \delta u \wedge \ast q_\mathcal{P} 
\]
where
\[
\ast J_\mathcal{P} = \int_0^1 dt \left[ \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] 
\]
and
\[
\ast q_\mathcal{P} = \int_0^1 dt \left[ \left( \frac{\partial^2 \mathcal{P}}{\partial F \partial F} \right)_t \cdot \frac{dA_t}{dt} \right] 
\]
These integrals can be easily computed: we get
\[
\ast J_\mathcal{P} = \frac{1}{2\omega} \{ \partial \mathcal{P} - \hat{\partial} \hat{F} \} 
\]
and
\[
\ast q_\mathcal{P} = -\frac{u}{(2\omega)^2} \{ \partial \hat{\mathcal{P}} - (\mathcal{F} - \hat{F}) \cdot \hat{\partial} \hat{F} \} 
\]
Thus, we have
\[
\delta T_{2n+1} (A, \hat{A}) = \delta A \cdot \ast_{2n+1} J_H - \delta \hat{A} \cdot \ast_{2n+1} \hat{J}_H + d \left\{ \delta A \cdot \ast J_\mathcal{P} + \delta u \wedge \ast q_\mathcal{P} \right\} 
\]
\[-\delta B_{2n} (A, \hat{A}) = \delta A \cdot \ast (J_\mathcal{P} - J_{\hat{B}}) + \delta u \wedge \ast q_\mathcal{P} + \delta \hat{A} \cdot \ast \hat{J}_{\hat{B}} + d(\ldots) \]  

We now use
\[
\delta \hat{A}_a = P^\beta_a \delta A_\beta + u_a u^\beta \delta (c^{-1} \partial_b c) + \frac{1}{2} \mu \left( P^\beta_a u^c + u^b P_a^c \right) \delta g_{bc}, \\
\delta \hat{A}_a = P^\beta_a \delta A_\beta + u_a u^\beta \delta (c^{-1} \partial_b c) + \frac{1}{2} \mu \left( P^\beta_a u^p + u^\beta P_a^p \right) \delta g_{bp} 
\]
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to write

\[ \delta \int_{M_{2n+1}} \mathcal{T}_{2n+1} (A, \hat{A}) = \int_{\mathcal{B}_{2n+1}} \sqrt{-g_{2n+1}} \left\{ \frac{1}{2} \left[ \mu \cdot \hat{J}^c_{\mu} \left( P^{\mu}_{\nu} u^b + u^a P^b_{\nu} \right) \right] \delta g_{ab} \\
+ \left( J^a_{\mu} + P^a_{\nu} \hat{J}^b_{\mu} \right) \cdot \delta A_a \right. \\
+ \left. \mu \cdot \hat{J}^c_{\mu} u_c u^a \delta (e^{-1}\partial_\mu c) \right\} \\
+ \int_{\partial M_{2n+1}} \sqrt{-g_{2n}} \left\{ \frac{1}{2} \left[ q^\alpha_{\nu} u^\beta + u^a q^\beta_{\nu} \right] \delta g_{\alpha\beta} + J^a_{\mu} \cdot \delta A_a \right\} \right\} \]  

(D.28)

\[
-\delta \int_{\partial M_{2n+1}} B_{2n} (A, \hat{A}) \\
= \int_{\partial M_{2n+1}} \sqrt{-g_{2n}} \left\{ \frac{1}{2} \left[ \left( q^\alpha_{\nu} + \mu \cdot \hat{J}^\rho_{\nu} P^\alpha_{\rho} \right) u^\beta + u^a \left( q^\beta_{\nu} + \mu \cdot \hat{J}^\rho_{\nu} P^\beta_{\rho} \right) \right] \delta g_{\alpha\beta} \\
+ \left( J^\alpha_{\mu} - J^\beta_{\mu} + P^\beta_{\nu} \hat{J}^\alpha_{\mu} \right) \cdot \delta A_a \mu \cdot \hat{J}^\rho_{\nu} u_{\rho} u^a \delta (e^{-1}\partial_\mu c) \right\} \\
+ \text{Boundary terms} \right\} \](D.29)

Hence, for a general non-abelian flavour symmetry, we have \( J^\mu_{\text{anom}} = J^\mu_{\text{anom}} \) and \( q^\mu_{\text{anom}} = q^\mu_{\text{anom}} \) where \( J^\mu_{\text{anom}}, q^\mu_{\text{anom}} \) are given by (D.24) and (D.25) respectively.

**D.5 Example II: right to left transgression form**

The second example we consider is the transgression with \( A_t = t\hat{A}_R + (1 - t)\hat{A}_L \) which is an interpolation from the hydrodynamic shadow field \( \hat{A}_L \) in the left Schwinger-Keldysh contour to \( \hat{A}_R \) in the right Schwinger-Keldysh contour. As we argued in the main text, this contribution to the Schwinger-Keldysh functional of an anomalous theory is necessary to reproduce the correct conservation equations.

The corresponding field-strengths are given by

\[ \hat{F}_R = d\hat{A}_R + \hat{A}_R^2 = \hat{B}_R + u_R \wedge \hat{E}_R = B_R + 2\omega_R \mu_R + u_R \wedge (E_R - D\mu_R - a_{R\mu_R}) \]
\[ \hat{F}_L = d\hat{A}_L + \hat{A}_L^2 = \hat{B}_L + u_L \wedge \hat{E}_L = B_L + 2\omega_L \mu_L + u_L \wedge (E_L - D\mu_L - a_{L\mu_L}) \] (D.30)

where \( a \) is the acceleration 1-form and \( \omega \) is the vorticity 2-form of the fluid. \( B \) and \( E \) are the rest frame magnetic 2-form and electric 1-form respectively. The subscripts \( L \) and \( R \) signify which set of fields \( \{ \phi, \psi \} \) and sources \( \{ g_{\mu\nu}, A_\mu \} \) are used in the construction of these fields.

The interpolating field-strength is

\[ F_t = t\hat{F}_R + (1 - t)\hat{F}_L - t(1 - t)(\hat{A}_R - \hat{A}_L)^2 \]
\[ = \frac{1}{2} (\hat{F}_R + \hat{F}_L) - \frac{1}{2} (1 - 2t) (\hat{F}_R \hat{F}_L) - t(1 - t)(\hat{A}_R - \hat{A}_L)^2 \] (D.31)
and \( \frac{dA_t}{dt} = \hat{A}_R - \hat{A}_L \). We are interested in studying the corresponding transgression forms

\[
\mathcal{T}_{2n+1}^{RL} = \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial P}{\partial F} \right)_t \right] L_n,
\]

\[
B_{2n}^{RL} = \int_0^1 dt \left[ \frac{dA_t}{dt} \cdot \left( \frac{\partial I_{2n+1}^{CS}}{\partial F} \right)_t \right] L_n
\]

near the hydrodynamic limit, i.e., when the differences between the fields living on left and the right contours are taken to zero. While the transgression forms themselves vanish in this limit, as we will show below, their variations give a finite answer which solves the ‘shadow anomaly problem’.

We will begin by first looking at the boundary contribution:

\[
\int_0^1 dt \left[ \delta A_t \cdot (\sigma_u)_t \cdot \frac{dA_t}{dt} \right] \quad (D.33)
\]

since \( \frac{dA_t}{dt} = \hat{A}_R - \hat{A}_L \to 0 \) in the hydrodynamic limit, we conclude that there is no boundary contribution. This is consistent with the statement that \( \{ J_{\mu}^{anom}, q_{\mu}^{anom} \} \) calculated in hydrostatic equilibrium do not receive corrections when we turn on time-dependence.

The finite contributions are given by

\[
\delta \mathcal{T}_{2n+1}^{RL} = \delta \hat{A}_R \cdot \star 2_{2n+1} \left( \hat{J}_u \right)_R - \delta \hat{A}_L \cdot \star 2_{2n+1} \left( \hat{J}_u \right)_L ,
\]

\[
- \delta B_{2n}^{RL} = - \delta \hat{A}_R \cdot \star \left( \hat{J}_{\text{BZ}} \right)_R + \delta \hat{A}_L \cdot \star \left( \hat{J}_{\text{BZ}} \right)_L + d(\ldots).
\]

We now use

\[
\delta \hat{A}_a = P^b_a \delta A_b + \frac{1}{2} \mu \left( P_{a}^{b} u^{c} + u^{b} P_{a}^{c} \right) \delta g_{bc},
\]

\[
\delta \hat{A}_\alpha = P^{\beta}_\alpha \delta A_\beta + \frac{1}{2} \mu \left( P_{\alpha}^{\beta} u^{\rho} + u^{\beta} P_{\alpha}^{\rho} \right) \delta g_{\beta\rho}.
\]

and then take the hydrodynamic limit, i.e., we set the fields on two Schwinger-Keldysh contours equal keeping only linear terms in \( A_R - A_L \equiv a \) and \( g_R - g_L \equiv \gamma \). This gives

\[
\delta \int_{\mathcal{M}_{2n+1}} \mathcal{T}_{2n+1}^{RL} = \int_{\mathcal{M}_{2n+1}} \sqrt{-g_2} 2_{2n+1} \left\{ P^{b}_c \hat{J}_R^{c} \delta a_b + \frac{1}{2} \mu \left( P_{a}^{b} u^{c} + u^{b} P_{a}^{c} \right) \hat{J}_H^{a} \delta g_{bc} \right\},
\]

\[
- \delta \int_{\mathcal{M}_{2n}} B_{2n}^{RL} = - \int_{\mathcal{M}_{2n}} \sqrt{-g_2} 2_{2n} \left\{ P^{\beta}_\rho \hat{J}_{\text{BZ}}^{\rho} \delta a_{\beta} + \frac{1}{2} \mu \left( P_{\alpha}^{\beta} u^{\rho} + u^{\beta} P_{\alpha}^{\rho} \right) \hat{J}_{\text{BZ}}^{a} \delta g_{\beta\rho} \right\}.
\]

As we argue in the main text, this is exactly the contribution needed to cancel the shadow contributions to the conservation equations.

### E Derivation of anomalous dynamics from effective action

In this appendix we present a similar argument as in [29] in order to derive the current and stress tensor conservation equations from the requirement of gauge and diffeomorphism invariance of the full action. For the sake of concreteness we will sometimes refer explicitly
to the abelian action $S_{\text{anom}} = S_{\text{wzI}} + S_{\text{wzII}} + S_{\text{CS}} \equiv S_{\text{a}}^{(2n)} + S_{\text{CS}}$ in $d = 2n$ as given in section 4.1. However, we keep the notation sufficiently abstract such that the discussion will be very general and applies to every theory whose total effective action is a sum of any boundary action $S_{\text{a}}^{(2n)}$ and a Chern-Simons term $S_{\text{CS}}$.

Consider first the variation of the $2n$-dimensional part of the action under variations of the metric, gauge field and ψ:

$$
\delta S_{\text{a}}^{(2n)} = \int_{M_{2n}} \sqrt{-g_{\text{a}}} \left( \frac{1}{2} T_{(a)}^{\alpha \beta} \delta g_{\alpha \beta} + J_{(a)}^\alpha \delta A_\alpha + Z_{(a)}^\alpha \delta (\partial_\alpha \psi) \right). \quad (E.1)
$$

Now consider infinitesimal gauge and diffeomorphism transformations

$$
\delta \lambda A_\alpha = - \nabla_\alpha \Lambda + A_\beta \nabla_\alpha \xi^\beta + (\xi \cdot \nabla) A_\alpha = \nabla_\alpha (A_\beta \xi^\beta - \Lambda) + \xi^\beta F_{\beta \alpha},
$$

$$
\delta \lambda g_{\alpha \beta} = \nabla_\alpha \xi_\beta + \nabla_\beta \xi_\alpha,
$$

$$
\delta \lambda (\partial_\alpha \psi) = \nabla_\alpha \Lambda.
$$

After an integration by parts, eq. (E.1) thus yields

$$
\delta \lambda S_{\text{a}}^{(2n)} = \int_{M_{2n}} \sqrt{-g_{\text{a}}} \left[ \Lambda \nabla_\alpha \left( J_{(a)}^\alpha - Z_{(a)}^\alpha \right) + \xi_\alpha \left( - \nabla_\beta T_{(a)}^{\alpha \beta} + F_{\beta \gamma} J_{(a)}^{\alpha \beta} - A_\alpha \nabla_\beta J_{(a)}^{\alpha \beta} \right) \right]. \quad (E.3)
$$

In order to get consistent equations of motion, we need to take into account the anomaly inflow from the bulk action $S_{\text{CS}}$, as well. We parameterize the variation of $S_{\text{CS}}$ as

$$
\delta S_{\text{CS}} = \int_{M_{2n+1}} \sqrt{-g_{\text{a}}} \left[ \frac{1}{2} T_{(2n+1)}^{ab} \delta g_{ab} + J_{(2n+1)}^a \delta A_a + Z_{(2n+1)}^a \delta (\partial_a \psi) \right] + \int_{\partial M_{2n+1}} \sqrt{-g_{\text{a}}} \left[ \frac{1}{2} T_{(2n+1)}^{a\beta} \delta g_{a\beta} + J_{(2n+1)}^a \delta A_a + Z_{(2n+1)}^a \delta (\partial_a \psi) \right], \quad (E.4)
$$

where Latin indices refer to the $(2n + 1)$-dimensional bulk spacetime $M_{2n+1}$ and Greek indices refer to the boundary $M_{2n} = \partial M_{2n+1}$, respectively (the bulk direction is denoted by $\perp$, i.e. $a = (\perp, 0, 1, \ldots, 2n - 1)$). For concreteness, if we want to work out the anomaly stemming from the Chern-Simons action

$$
S_{\text{CS}} = \int_{M_{2n+1}} \left( F_{\text{CS}}^{2n+1} - \widetilde{F}_{\text{CS}}^{2n+1} \right),
$$

This action would give explicitly

$$
T_{(2n+1)}^{ab} = - \mu \left( P_a^c u_b^c + P_b^c u_a^c \right) \tilde{J}_{\perp}, \quad J_{(2n+1)}^a = J_{\perp}^a - P_a^b \tilde{J}_{\perp}^b, \quad Z_{(2n+1)}^a = - u_a^b u_b \tilde{J}_{\perp}^b, \quad (E.5)
$$

$$
T_{\text{CS}}^{a\beta} = - \mu \left( P_\alpha^\gamma u_\beta^\gamma + P_\beta^\gamma u_\alpha^\gamma \right) \tilde{J}_{\perp}^\gamma, \quad J_{\text{CS}}^\alpha = J_{\perp}^\alpha - P_\alpha^\beta \tilde{J}_{\perp}^\beta, \quad Z_{\text{CS}}^\alpha = - u_\alpha^\beta u_\beta \tilde{J}_{\perp}^\beta. \quad (E.6)
$$
For the abelian case, we have

\[ J^c_H = \frac{(n+1)\epsilon}{2n} \epsilon^{a_1 b_1 \cdots a_n b_n} F_{a_1 b_1} \cdots F_{a_n b_n} \]

\[ \tilde{J}^c_H = \frac{(n+1)\epsilon}{2n} \epsilon^{a_1 b_1 \cdots a_n b_n} \tilde{F}_{a_1 b_1} \cdots \tilde{F}_{a_n b_n} \]

\[ J^\beta_{hz} = \frac{n}{2n-1} \epsilon^{\gamma_1 \cdots \gamma_n} A_{\gamma_1} \tilde{F}_{\beta_2 \gamma_2} \cdots \tilde{F}_{\beta_n \gamma_n} \]

\[ \tilde{J}^\beta_{hz} = \frac{n}{2n-1} \epsilon^{\gamma_1 \cdots \gamma_n} \tilde{A}_{\gamma_1} \tilde{F}_{\beta_2 \gamma_2} \cdots \tilde{F}_{\beta_n \gamma_n} \]

We take \( u^+ = 0 \), i.e., the extension of the fluid on the 2\( n \)-dimensional physical space into the bulk \( \mathcal{M}_{2n+1} \) is accomplished by working with a \( (2n+1) \)-dimensional fluid that doesn’t move in the bulk direction. Furthermore, the bulk is consistently connected to the boundary by demanding

\[ \sqrt{-g_{2n+1}} \epsilon^{\alpha_1 \cdots \alpha_{2n}} \]

where subscripts denote dimension of the spacetime that the totally antisymmetric tensor lives in. Using integration by parts, the variation under the infinitesimal coordinate transformation (E.2) of \( S_{CS} \) can then be written as

\[ \delta \Lambda S_{CS} = \int_{\mathcal{M}_{2n+1}} \sqrt{-g_{2n+1}} \left\{ \Lambda \nabla_a \left( J^a_{(2n+1)} - Z^a_{(2n+1)} \right) \right. \]

\[ + \xi_a \left( -\nabla_b T^b_{CS} + F^b_{(2n+1)} - A^b \nabla_b J^b_{(2n+1)} \right) \}

\[ + \int_{\partial \mathcal{M}_{2n+1}} \sqrt{-g_{2n}} \left\{ \Lambda \left[ \nabla_a \left( J^a_{CS} - Z_{CS}^a \right) - \left( J^a_{(2n+1)} - Z_{(2n+1)}^a \right) \right] \right. \]

\[ + \xi_\mu \left[ -\nabla_\beta T^\alpha_{CS} + F^\alpha_{(2n+1)} \tilde{J}^\beta_{CS} - A^\alpha \left( \nabla_\beta T^\alpha_{CS} - J^\alpha_{(2n+1)} \right) + T^\alpha_{(2n+1)} \right] \} \]

We are now in the position to demand gauge and diffeomorphism invariance of the 2\( n \)-dimensional theory, i.e.,

\[ \delta \Lambda S_{CS}^{(2n)} + [\delta \Lambda S_{CS}]_{\partial \mathcal{M}_{2n+1}} = 0 \]  

Evaluating this equation using \( T^\alpha_{anom} = T^\alpha_{CS} \) and \( J^\alpha_{anom} = J^\alpha_{CS} \) gives the general equations of motion for an anomalous theory:

\[ \nabla_\alpha J^\alpha_{anom} = J^\perp_{(2n+1)} \]

\[ \nabla_\beta T^\alpha_{anom} = F^\alpha_{(2n+1)} \tilde{J}^\beta_{anom} + T^\perp_{(2n+1)} \]

where we have

\[ J^\perp_{(2n+1)} = J^\perp_H - \tilde{J}^\perp_H \]

\[ T^\perp_{(2n+1)} = -\mu u^\alpha \tilde{J}^\perp_H \]

For the particular case of \( S_{anom} \), being the abelian anomalous action from section 4.1, \( J^\alpha_{anom} \) and \( T^\alpha_{anom} \) are given by the expressions (4.5), (4.6) and the Chern-Simons contributions (E.7) give the following anomaly inflow:

\[ J^\perp_H = \frac{(n+1)\epsilon}{2n} \epsilon^{a_1 b_1 \cdots a_n b_n} F_{a_1 b_1} \cdots F_{a_n b_n} \]

\[ \tilde{J}^\perp_H = \frac{(n+1)\epsilon}{2n} \epsilon^{a_1 b_1 \cdots a_n b_n} \tilde{F}_{a_1 b_1} \cdots \tilde{F}_{a_n b_n} \]
For the general non-abelian case, we have

\[
P \equiv dI_{2n+1}^{CS} , \quad *_{2n+1}J_H \equiv \frac{\partial P}{\partial F} , \quad *J_BZ \equiv \frac{\partial I_{2n+1}^{CS}}{\partial F} . \tag{E.14}
\]

For the current conservation equation, we have used that the detailed form of \( S_a^{(2n)} \) has been carefully engineered such that gauge invariance is preserved in the full theory, which implies \( \nabla_\alpha (Z_{(a)}^{\alpha} + Z_{CS}^{\alpha}) = 0 \) (as one can explicitly check). A comment is in order concerning the invariance condition (E.10) which should also hold true for the \((2n + 1)\)-dimensional theory which has been constructed such that it is gauge invariant and manifestly diffeomorphism invariant. Demanding the \((2n + 1)\)-dimensional integral in eq. (E.9) to vanish gives a set of bulk equations of motion which must be satisfied for consistency. Those equations corresponding to gauge invariance (\( \Lambda \)) are almost trivially seen to be true. The equations corresponding to invariance under general coordinate transformations (\( \xi_a \)) are more involved. They look like stress tensor conservation equations in \((2n + 1)\)-dimensional fluid dynamics and their purpose is to constrain in a consistent manner the (a-priori undetermined) bulk components of the various fields involved.

The equations of motion (E.11) in general and the anomaly inflow (E.12) for our theory of interest in particular, are the main results of this section.

### F Brief review of Schwinger-Keldysh formalism for hydrodynamics

In this appendix we review some more details of the Schwinger-Keldysh (SK) technique in general, thus motivating our calculations in section 6. We will first explain the necessity of a more refined formalism for non-equilibrium quantum field theory in general and then introduce the single-time representation which allows for a more convenient way to write SK actions because it does not require complicated integration contours. The seminal papers by Schwinger and Keldysh are [66, 67]. Our discussion will mainly follow the presentation in [65, 68, 69].

Consider the fundamental problem of quantum field (or many body) theory of calculating, for example, the 2-point Green’s function of some complex field Heisenberg operator \( \psi \):

\[
G(x, x') = -i\langle \Omega | T[\psi(x)\psi^\dagger(x')]|\Omega \rangle , \tag{F.1}
\]

where \( T \) denotes standard time ordering and \( |\Omega \rangle \) is the ground state of the full interacting theory. The usual trick to construct a perturbative expansion is by splitting off the interactions from the Hamiltonian, i.e., \( H = H_0 + H_{\text{int}} \) and switching to the interaction picture. The operator \( U(t_0, t) = T \exp \left( -i \int_{t_0}^t dt' H_{\text{int}}(t') \right) \) then defines time evolution of interaction picture states and one finds in interaction picture

\[
G(x, x') = -i\langle 0 | S^\dagger T[\psi(x)\psi^\dagger(x')]S|0 \rangle = -i \frac{\langle 0 | S\psi(x)\psi^\dagger(x')|S|0 \rangle}{\langle 0 | S|0 \rangle} , \tag{F.2}
\]

with the S-matrix \( S = U(-\infty, \infty) \) and \( |0 \rangle \) the (early time) ground state of the non-interacting theory defined by \( H_0 \). The right hand side of this equation is the starting point.
for the usual perturbative expansion. The second step in eq. (F.2) comes about by writing the late time groundstate in terms of the early time groundstate, i.e., \( |0 \rangle |S^\dagger = \langle 0 | e^{i\alpha} \) for some phase \( \alpha \) which is compensated by \( \langle 0 | S |0 \rangle = e^{i\alpha} \). Physically this corresponds to the crucial assumption that the system evolves \textit{adiabatically} and slowly follows its ground state. The physical content of the non-interacting ground state \( |0 \rangle \) is therefore assumed not to be changed by the time evolution which means that it can change only by a phase factor \( e^{i\alpha} \). This assumption is not justified in non-equilibrium situations.

The SK formalism solves this problem by avoiding any reference to the evolution of the ground state at late times and by referring instead only to the ground state \( |0 \rangle \) at \( t = -\infty \). This can be done by defining the SK S-matrix \( S_C \equiv T_C \exp (-i \int_C dt' H_{\text{int}}(t')) \) with the contour \( C \) consisting of two antiparallel contours along the real axis (see figure 3) and \( T_C \) being the corresponding contour ordering operator which orders its arguments by their order along the contour.

The corresponding SK Green’s function is defined as

\[
G_C(x, x') = -i \langle \Omega | T_C [\psi(x), \psi^\dagger(x')] | \Omega \rangle = -i \langle 0 | T_C |S_C \psi(x), \psi^\dagger(x') \rangle |0 \rangle .
\]  

(F.3)

Note that there is no normalizing denominator any more since the SK S-matrix satisfies \( S_C |0 \rangle = |0 \rangle \). In order to recover the analog of the causal Feynman propagator, the time components of \( x \) and \( x' \) in the expression (F.3) are both placed on the upper branch \( C_R \). More generally, however, the times can be inserted on \( C_L \), as well. Therefore the SK 2-point Green’s function is actually a \( 2 \times 2 \) matrix containing \textit{real time} Green’s functions that correspond to the 4 combinations of inserting \( t \) and \( t' \) on the branches \( C_R \) and \( C_L \):

\[
G(x, x') = \begin{pmatrix} G_{RR} & G_{RL} \\ G_{LR} & G_{LL} \end{pmatrix} = \begin{pmatrix} G_F & G_< \\ G_> & G_{\tilde{F}} \end{pmatrix} ,
\]  

(F.4)

where \( G_F(x, x') \) is the well known Feynman propagator, \( G_{\tilde{F}}(x, x') \) is an “anti-causal” Feynman propagator with reversed time ordering and there are two new cross-contour correlators:

\[
G_F(x, x') = -i \langle \Omega | T[\psi(x), \psi^\dagger(x')] | \Omega \rangle ,
\]  

(F.5)

\[
G_{\tilde{F}}(x, x') = -i \langle \Omega | \tilde{T}[\psi(x), \psi^\dagger(x')] | \Omega \rangle ,
\]  

(F.6)

\[
G_<(x, x') = i \langle \Omega | \psi^\dagger(x') \psi(x) | \Omega \rangle ,
\]  

(F.7)

\[
G_>(x, x') = -i \langle \Omega | \psi(x) \psi^\dagger(x') | \Omega \rangle .
\]  

(F.8)

These four Green’s functions above are related by \( G_F + G_{\tilde{F}} = G_> + G_< \). It is thus useful to perform a change of basis which results in the following \textit{physical} Green’s functions as linear combinations of the above:

\[
G^R(x, x') \equiv -i\theta(t - t') \langle \Omega | \{\psi(x), \psi^\dagger(x')\} | \Omega \rangle = G_F - G_< ,
\]  

(F.9)

\[
G^A(x, x') \equiv i\theta(t' - t) \langle \Omega | \{\psi(x), \psi^\dagger(x')\} | \Omega \rangle = G_F - G_> ,
\]  

(F.10)

\[
G^K(x, x') \equiv -i \langle \Omega | [\psi(x), \psi^\dagger(x')] | \Omega \rangle = G_F + G_{\tilde{F}} .
\]  

(F.11)
The first two of these are the familiar retarded and advanced Green’s functions, while the third one is an additional “Keldysh” Green’s function.

We have now seen how the treatment of non-equilibrium systems forces us to consider Green’s functions that involve integration along a SK contour $\mathcal{C}$.\footnote{Let us make a few remarks concerning other integration contours. For details, we refer to [68]. If the density matrix of the full system is known at some finite time $t_0$, then it is not actually necessary to integrate time from $-\infty$ to $\infty$ and back. It can be shown that it is sufficient to integrate from $t_0$ to $\max(t, t')$ and back again. The resulting correlation functions are, however, not suited for a perturbative expansion if the system is interacting. Treating interactions by splitting the Hamiltonian as in the interaction picture, requires to add a third part to the integration contour which looks like half a Matsubara contour and runs from $t_0$ to $t_0 - i\beta$ with $\beta$ being the inverse temperature. For our purposes, this three part “Kadanoff-Baym” contour is more complicated than necessary. Since we will be able to ignore initial correlations at $t_0$, we can safely take the limit $t_0 \to -\infty$. Practically, this means that it will always be enough to work in SK formalism defined by the integration contour $\mathcal{C}$ in figure 3.} We now want to put these insights about 2-point correlators in a more general context and discuss generating functionals in this formalism. The generating functional clearly involves integration over $\mathcal{C}$ with a source term $\mathcal{J}(x)$ that can a-priori take different values on the two branches. If we consider for simplicity just a real bosonic field $\varphi(x)$, the generating functional reads

$$Z[J(x)] = \langle \Omega | T_{\mathcal{C}} \exp \left[ i \int_{\mathcal{C}} \mathcal{L}[\varphi(x)] + \mathcal{J}(x)\varphi(x) \right] | \Omega \rangle$$

$$= \langle \Omega | T_{\mathcal{C}} \exp \left[ i \int_{t=-\infty}^{t=\infty} \mathcal{L}[\varphi_R(x)] + \mathcal{J}_R(x)\varphi_R(x) - \mathcal{L}[\varphi_L(x)] - \mathcal{J}_L(x)\varphi_L(x) \right] | \Omega \rangle,$$  \hspace{1cm} (F.12)

where the single time representation in the second line contains subscripts $R$ and $L$ that indicate (generally independent) fields and sources on $\mathcal{C}_R$ and $\mathcal{C}_L$ which have been merged on the real time axis. The minus sign in front of the part of the Lagrangian and sources corresponding to $\mathcal{C}_L$ compensates for the fact that these terms should be integrated backwards in time. Calculating correlation functions from $Z[J_R(x), J_L(x)]$ as given by eq. (F.12) gives the SK correlation functions of eq. (F.4). The same generating functional also encodes the physical correlators such as those in eqs. (F.9)–(F.11). In order to get the latter directly from functional derivatives with respect to arguments of the generating functional, we switch to the “physical” basis for the fields and external currents:

$$\begin{pmatrix} \varphi_c \\ \varphi_d \end{pmatrix} = \begin{pmatrix} \frac{1}{2} (\varphi_R + \varphi_L) \\ \varphi_R - \varphi_L \end{pmatrix}, \quad \begin{pmatrix} \mathcal{J} \\ \mathcal{J} \end{pmatrix} = \begin{pmatrix} \frac{1}{2} (\mathcal{J}_R + \mathcal{J}_L) \\ \mathcal{J}_R - \mathcal{J}_L \end{pmatrix}$$ \hspace{1cm} (F.13)

The generating functional becomes

$$Z[J(x), \mathcal{J}(x)] = \langle \Omega | T_{\mathcal{C}} \exp \left[ i \int_{t=-\infty}^{t=\infty} \mathcal{L}[\varphi_c + \frac{1}{2} \varphi_d] - \mathcal{L}[\varphi_c - \frac{1}{2} \varphi_d] + \mathcal{J} \varphi_d - \mathcal{J} \varphi_c \right] | \Omega \rangle,$$  \hspace{1cm} (F.14)

such that the difference source $\mathcal{J}(x)$ generates the response as a functional of the physical common field $\varphi_c(x)$. This is the piece of information that is most relevant to our discussion in section 6: the hydrodynamical current is the one which corresponds to a causal (retarded) response and it is thus in SK formalism identified as deriving from variations with respect
to the difference source \( j(x) \) (the sources are in hydrodynamics of course the background gauge field or the metric).

Note that the single time formulation is just a calculational tool. At the end of a calculation, the fields that correspond to the forward and backward branches \( C_R \) and \( C_L \) need to be set equal, i.e., \( \varphi_d = 0 \). In this sense the difference field \( \varphi_d \) describes (quantum) fluctuations around the common physical field \( \varphi_c \). It is worth noting that the common source \( J(x) \) does not need to vanish in equilibrium; due to the simplified normalization of SK Green’s functions (compare e.g. eq. (F.2) against (F.3)) external sources \( J_R \) and \( J_L \) need to be set equal at the end of a calculation, but there is no need for them to be set to zero.

Also note that the fields of the forward and backward integration (or \( \varphi_R \) and \( \varphi_L \) in the single time representation) are not completely independent. This becomes particularly important if the Lagrangian \( \mathcal{L}[\varphi] \) has some symmetry group \( G \) acting on \( \varphi \) [65]. Then \( \mathcal{L}[\varphi_R] - \mathcal{L}[\varphi_L] \) seems to be symmetric under \( G_R \times G_L \). However, since there are cross-contour correlation functions such as \( G_<(x,x') \) and \( G_>(x,x') \) which are generically non-zero and must respect the symmetry of the Lagrangian, one can infer that this enlarged symmetry must always be spontaneously broken to a single \( G_{\text{diag}} \subset G_R \times G_L \) acting on the whole contour \( \mathcal{C} \).

\section{Conventions for differential forms}

In this appendix, we briefly fix our conventions concerning Hodge duality and integration of differential forms. In order to make our results well comparable, we adopt the conventions of [13].

If \( X_\mu \, dx^\mu \) and \( Y_\mu \, dx^\mu \) are 1-forms, we define the Hodge dual \((2n-1)\)-form \( \star Y \) by

\[
X \wedge (\star Y) = -(\star Y) \wedge X = X_\mu Y^\mu \text{Vol}_{2n},
\]  
(G.1)

where \( \text{Vol}_{2n} \) is the volume form (the Hodge dual of a function \( f \) is \( \star f = f \, \text{Vol}_{2n} \)). This allows us, given a 1-form current \( J = J_\mu \, dx^\mu \), to talk about the dual \( (2n-1)\)-form current \( \star J \) instead.

When we write integrals and switch between differential form language and expressions in coordinate charts, it is important to keep track of numerical factors. In particular, a \( k \)-form \( X \) is related to its components by

\[
X = \frac{1}{k!} X_{\mu_1 \ldots \mu_k} \, dx^{\mu_1} \wedge \ldots \wedge dx^{\mu_k}.
\]  
(G.2)

We define the Hodge-dual of a \( p \)-form \( V \) via

\[
(\star V)_{\mu_1 \mu_2 \ldots \mu_{d-p}} = \frac{\text{Sign}[g]}{p!} V_{\nu_1 \nu_2 \ldots \nu_p} \varepsilon^{\nu_1 \nu_2 \ldots \nu_p \mu_1 \mu_2 \ldots \mu_{d-p}},
\]  
(G.3)

or, in other words,

\[
\star V \equiv \frac{\text{Sign}[g]}{p!(d-p)!} V_{\nu_1 \nu_2 \ldots \nu_p} \varepsilon^{\nu_1 \nu_2 \ldots \nu_p \mu_1 \mu_2 \ldots \mu_{d-p}} \, dx^{\mu_1} \wedge dx^{\mu_2} \ldots \wedge dx^{\mu_{d-p}}.
\]  
(G.4)
We note that acting on a $p$-form, the square of the Hodge-dual is given by

$$\star^2 = \text{Sign}(g)(-1)^{p(d-p)} ,$$

It is useful for various manipulations in the text to note that for a $(d-p)$-form $V$, defined via its Hodge dual in terms of lower forms $A_i$ of rank $q_i$, with $\sum_{i=1}^{k} q_i = p$, i.e.,

$$\star V = A_1 \wedge A_2 \wedge \ldots \wedge A_k , \quad \text{(G.5)}$$

we have in components

$$V^{\mu_1 \mu_2 \ldots \mu_{d-p}} = \frac{1}{q_1!q_2!\ldots q_k!} \epsilon^{\mu_1 \mu_2 \ldots \mu_{d-p} \alpha_1 \beta_1 \ldots \lambda_1 \ldots \lambda_{q_k}} (A_1)^{\alpha_1} (A_2)^{\beta_1} \ldots (A_k)^{\lambda_1} \ldots (A_k)^{\lambda_{q_k}} . \quad \text{(G.6)}$$

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] V.E. Hubeny, S. Minwalla and M. Rangamani, The fluid/gravity correspondence, \texttt{arXiv:1107.5780} [inSPIRE].

[2] T. Schäfer and D. Teaney, Nearly perfect fluidity: from cold atomic gases to hot quark gluon plasmas, \textit{Rept. Prog. Phys.} \textbf{72} (2009) 126001 \texttt{[arXiv:0904.3107]} [inSPIRE].

[3] J. Erdmenger, M. Haack, M. Kaminski and A. Yarom, Fluid dynamics of R-charged black holes, \textit{JHEP} \textbf{01} (2009) 055 \texttt{[arXiv:0809.2488]} [inSPIRE].

[4] N. Banerjee et al., Hydrodynamics from charged black branes, \textit{JHEP} \textbf{01} (2011) 094 \texttt{[arXiv:0809.2596]} [inSPIRE].

[5] A. Vilenkin, Parity violating currents in thermal radiation, \textit{Phys. Lett. B} \textbf{80} (1978) 150 [inSPIRE].

[6] A. Vilenkin, Macroscopic parity violating effects: neutrino fluxes from rotating black holes and in rotating thermal radiation, \textit{Phys. Rev. D} \textbf{20} (1979) 1807 [inSPIRE].

[7] K. Landsteiner, E. Megias and F. Pena-Benitez, Anomalous transport from Kubo formulae, \textit{Lect. Notes Phys.} \textbf{871} (2013) 433 \texttt{[arXiv:1207.5808]} [inSPIRE].

[8] S. Bhattacharyya, S. Lahiri, R. Loganayagam and S. Minwalla, Large rotating AdS black holes from fluid mechanics, \textit{JHEP} \textbf{09} (2008) 054 \texttt{[arXiv:0708.1770]} [inSPIRE].

[9] D.T. Son and P. Surowka, Hydrodynamics with triangle anomalies, \textit{Phys. Rev. Lett.} \textbf{103} (2009) 191601 \texttt{[arXiv:0906.5044]} [inSPIRE].

[10] D.E. Kharzeev and H.J. Warringa, Chiral magnetic conductivity, \textit{Phys. Rev. D} \textbf{80} (2009) 034028 \texttt{[arXiv:0907.5007]} [inSPIRE].

[11] I. Amado, K. Landsteiner and F. Pena-Benitez, Anomalous transport coefficients from Kubo formula in holography, \textit{JHEP} \textbf{05} (2011) 081 \texttt{[arXiv:1102.4577]} [inSPIRE].

[12] K. Landsteiner, E. Megias and F. Pena-Benitez, Gravitational anomaly and transport, \textit{Phys. Rev. Lett.} \textbf{107} (2011) 021601 \texttt{[arXiv:1103.5006]} [inSPIRE].
[13] R. Loganayagam, *Anomaly induced transport in arbitrary dimensions*, arXiv:1106.0277 [nSPIRE].
[14] D.E. Kharzeev and H.-U. Yee, *Anomalies and time reversal invariance in relativistic hydrodynamics: the second order and higher dimensional formulations*, Phys. Rev. D 84 (2011) 045025 [arXiv:1105.6360] [nSPIRE].
[15] M. Torabian and H.-U. Yee, *Holographic nonlinear hydrodynamics from AdS/CFT with multiple/non-Abelian symmetries*, JHEP 08 (2009) 020 [arXiv:0903.4894] [nSPIRE].
[16] K. Jensen, *Chiral anomalies and AdS/CMT in two dimensions*, JHEP 01 (2011) 109 [arXiv:1012.4834] [nSPIRE].
[17] R. Loganayagam and P. Surowka, *Anomaly/transport in an ideal Weyl gas*, JHEP 04 (2012) 097 [arXiv:1201.2812] [nSPIRE].
[18] Y. Neiman and Y. Oz, *Relativistic hydrodynamics with general anomalous charges*, JHEP 03 (2011) 023 [arXiv:1011.5107] [nSPIRE].
[19] K. Jensen, *Triangle anomalies, thermodynamics and hydrodynamics*, Phys. Rev. D 85 (2012) 125017 [arXiv:1203.3599] [nSPIRE].
[20] V. Nair, R. Ray and S. Roy, *Fluids, anomalies and the chiral magnetic effect: a group-theoretic formulation*, Phys. Rev. D 86 (2012) 025012 [arXiv:1112.4022] [nSPIRE].
[21] D. Capasso, V. Nair and J. Tekel, *The isospin asymmetry in anomalous fluid dynamics*, Phys. Rev. D 88 (2013) 085025 [arXiv:1307.7610] [nSPIRE].
[22] N. Banerjee et al., *Constraints on fluid dynamics from equilibrium partition functions*, JHEP 09 (2012) 046 [arXiv:1203.3544] [nSPIRE].
[23] K. Jensen et al., *Towards hydrodynamics without an entropy current*, Phys. Rev. Lett. 109 (2012) 101601 [arXiv:1203.3556] [nSPIRE].
[24] N. Banerjee, S. Dutta, S. Jain, R. Loganayagam and T. Sharma, *Constraints on anomalous fluid in arbitrary dimensions*, JHEP 03 (2013) 048 [arXiv:1206.6499] [nSPIRE].
[25] S. Jain and T. Sharma, *Anomalous charged fluids in 1 + 1d from equilibrium partition function*, JHEP 01 (2013) 039 [arXiv:1203.5308] [nSPIRE].
[26] M. Valle, *Hydrodynamics in 1 + 1 dimensions with gravitational anomalies*, JHEP 08 (2012) 113 [arXiv:1206.1538] [nSPIRE].
[27] R. Banerjee, *Exact results in two dimensional chiral hydrodynamics with diffeomorphism and conformal anomalies*, arXiv:1303.5593 [nSPIRE].
[28] R. Banerjee, P. Chakraborty, S. Dey, B.R. Majhi and A.K. Mitra, *Two dimensional hydrodynamics with gauge and gravitational anomalies*, arXiv:1307.1313 [nSPIRE].
[29] K. Jensen, R. Loganayagam and A. Yarom, *Thermodynamics, gravitational anomalies and cones*, JHEP 02 (2013) 088 [arXiv:1207.5824] [nSPIRE].
[30] K. Jensen, R. Loganayagam and A. Yarom, *Anomaly inflow and thermal equilibrium*, arXiv:1310.7024 [nSPIRE].
[31] K. Jensen, R. Loganayagam and A. Yarom, *Chern-Simons terms from thermal circles and anomalies*, arXiv:1311.2935 [nSPIRE].
[32] T. Azeyanagi, R. Loganayagam, G.S. Ng and M.J. Rodriguez, *Holographic thermal helicity*, arXiv:1311.2940 [nSPIRE].
[33] A. Taub, General relativistic variational principle for perfect fluids, Phys. Rev. 94 (1954) 1468 [inSPIRE].

[34] B. Carter, Elastic perturbation theory in general relativity and a variation principle for a rotating solid star, Comm. Math. Phys. 30 (1973) 261.

[35] B. Carter, Covariant theory of conductivity in ideal fluid or solid media, Lect. Notes Math. 1385 (1989) 1.

[36] J.D. Brown, Action functionals for relativistic perfect fluids, Class. Quant. Grav. 10 (1993) 1579 [gr-qc/9304026] [inSPIRE].

[37] H. Leutwyler, Phonons as goldstone bosons, Helv. Phys. Acta 70 (1997) 275 [hep-ph/9609466] [inSPIRE].

[38] R. Jackiw, V. Nair, S. Pi and A. Polychronakos, Perfect fluid theory and its extensions, J. Phys. A 37 (2004) R327 [hep-ph/0407101] [inSPIRE].

[39] S. Dubovsky, L. Hui, A. Nicolis and D.T. Son, Effective field theory for hydrodynamics: thermodynamics and the derivative expansion, Phys. Rev. D 85 (2012) 085029 [arXiv:1107.0731] [inSPIRE].

[40] J. Bhattacharya, S. Bhattacharyya and M. Rangamani, Non-dissipative hydrodynamics: effective actions versus entropy current, JHEP 02 (2013) 153 [arXiv:1211.1020] [inSPIRE].

[41] S. Dubovsky, L. Hui and A. Nicolis, Effective field theory for hydrodynamics: Wess-Zumino term and anomalies in two spacetime dimensions, arXiv:1107.0732 [inSPIRE].

[42] A. Nicolis and D.T. Son, Hall viscosity from effective field theory, arXiv:1103.2137 [inSPIRE].

[43] F.M. Haehl and M. Rangamani, Comments on Hall transport from effective actions, JHEP 10 (2013) 074 [arXiv:1305.6968] [inSPIRE].

[44] D. Nickel and D.T. Son, Deconstructing holographic liquids, New J. Phys. 13 (2011) 075010 [arXiv:1009.3094] [inSPIRE].

[45] S. Endlich, A. Nicolis, R.A. Porto and J. Wang, Dissipation in the effective field theory for hydrodynamics: first order effects, Phys. Rev. D 88 (2013) 105001 [arXiv:1211.6461] [inSPIRE].

[46] S. Grozdanov and J. Polonyi, Viscosity and dissipative hydrodynamics from effective field theory, arXiv:1305.3670 [inSPIRE].

[47] K. Jensen et al., Parity-violating hydrodynamics in 2 + 1 dimensions, JHEP 05 (2012) 102 [arXiv:1112.4498] [inSPIRE].

[48] R. Loganayagam, Entropy current in conformal hydrodynamics, JHEP 05 (2008) 087 [arXiv:0801.3701] [inSPIRE].

[49] P. Romatschke, Relativistic viscous fluid dynamics and non-equilibrium entropy, Class. Quant. Grav. 27 (2010) 025006 [arXiv:0906.4787] [inSPIRE].

[50] J. Bhattacharya, S. Bhattacharyya, S. Minwalla and A. Yarom, A theory of first order dissipative superfluid dynamics, arXiv:1105.3733 [inSPIRE].
[52] S. Bhattacharyya, *Constraints on the second order transport coefficients of an uncharged fluid*, *JHEP* 07 (2012) 104 [arXiv:1201.4654] [inSPIRE].

[53] C.G. Callan Jr. and J.A. Harvey, *Anomalies and fermion zero modes on strings and domain walls*, *Nucl. Phys. B* 250 (1985) 427 [inSPIRE].

[54] T. Faulkner, H. Liu and M. Rangamani, *Integrating out geometry: holographic wilsonian RG and the membrane paradigm*, *JHEP* 08 (2011) 051 [arXiv:1010.4036] [inSPIRE].

[55] C. Eling, Y. Oz, S. Theisen and S. Yankielowicz, *Conformal anomalies in hydrodynamics*, *JHEP* 05 (2013) 037 [arXiv:1301.3170] [inSPIRE].

[56] S. Weinberg, *The quantum theory of fields: modern applications*, volume 2, Cambridge University Press, Cambridge U.K. (1996).

[57] J.A. Harvey, *TASI 2003 lectures on anomalies*, hep-th/0509097 [inSPIRE].

[58] W.A. Bardeen and B. Zumino, *Consistent and covariant anomalies in gauge and gravitational theories*, *Nucl. Phys. B* 244 (1984) 421 [inSPIRE].

[59] S. Bhattacharyya et al., *Local fluid dynamical entropy from gravity*, *JHEP* 06 (2008) 055 [arXiv:0803.2526] [inSPIRE].

[60] M. Nakahara, *Geometry, topology, and physics*, CRC Press, U.S.A. (2003).

[61] P. Mora, R. Olea, R. Troncoso and J. Zanelli, *Transgression forms and extensions of Chern-Simons gauge theories*, *JHEP* 02 (2006) 067 [hep-th/0601081] [inSPIRE].

[62] W. Israel, *Thermo field dynamics of black holes*, *Phys. Lett. A* 57 (1976) 107 [inSPIRE].

[63] J.M. Maldacena, *Eternal black holes in Anti-de Sitter*, *JHEP* 04 (2003) 021 [hep-th/0106112] [inSPIRE].

[64] C. Herzog and D. Son, *Schwinger-Keldysh propagators from AdS/CFT correspondence*, *JHEP* 03 (2003) 046 [hep-th/0212072] [inSPIRE].

[65] K.-c. Chou, Z.-b. Su, B.-l. Hao and L. Yu, *Equilibrium and nonequilibrium formalisms made unified*, *Phys. Rept.* 118 (1985) 1 [inSPIRE].

[66] J.S. Schwinger, *Brownian motion of a quantum oscillator*, *J. Math. Phys.* 2 (1961) 407 [inSPIRE].

[67] L. Keldysh, *Diagram technique for nonequilibrium processes*, *Zh. Eksp. Teor. Fiz.* 47 (1964) 1515 [inSPIRE].

[68] J. Maciejko, *An introduction to nonequilibrium many-body theory*, lecture notes (2007).

[69] A. Kamenev and A. Levchenko, *Keldysh technique and nonlinear σ-model: basic principles and applications*, arXiv:0901.3586 [inSPIRE].