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Abstract. The approximation ratio of the longest processing time (LPT) scheduling algorithm has been studied in several papers. While the tight approximation ratio is known for the case when all processors are identical, the ratio is not yet known when the processors have different speeds. In this work, we give a tight approximation ratio for the case when the number of processors is 3, 4, and 5. We show that the ratio for those cases are no more than the lower bound provided by Gonzalez, Ibarra, and Sahni (SIAM J. Computing 1977). They are approximately 1.38 for three processors, 1.43 for four processors, and 1.46 for five processors.
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1 Introduction

Theoretical analyses of algorithms for scheduling problems have been conducted in several recent works such as [6,11] (refer to [15] for a survey). Several computation environments are considered in the works, but we will focus on the following environments in this paper:

- **Offline:** All task information are available before the execution of a scheduling algorithm
- **Makespan minimization:** The scheduling algorithm aims to minimize the computation time needed by the processor that finish later than others.
- **No precedence constraints:** Tasks can be executed in any order.
- **Uniform processor:** Let the size of task $i$ be $t(i)$ and let the speed of processor $p$ be $s(p)$. Then, the calculation time of the task at the processor is $t(i)/s(p)$.

The above setting is called as $Q||C_{\text{max}}$ in scheduling literature [15]. The problem is NP-hard even when we have two processors with the same speed [14,15]. A polynomial time approximation scheme for this setting is known [10], but they are practically slow. We believe that it is more common to solve this problem using other scalable algorithms. Among those algorithms, the longest processing time (LPT) algorithm is one of the most well-known. The algorithm can be described as follows:

1. Set $w(p) = 0$ for any processor $p$.
2. Take $i$ as one of the largest tasks that have not yet been assigned to any processor.
3. Take $p$ as one of processors which minimizes $w(p) + t(i)/s(p)$.
4. Assign task $i$ to processor $p$ and set $w(p)$ as $w(p) + t(i)/s(p)$.
5. Go back to Step 2 until all tasks are assigned.
1.1 Previous Works

The approximation ratio of the LPT algorithm is analyzed in several works. Dobson [3] gave an instance where the approximation ratio of LPT is 1.512 and proved the worst-case approximation ratio of LPT is not greater than $19/12 \approx 1.583$. Friesen [4] gave an instance where the approximation ratio of LPT is 1.52 and proved the worst-case approximation ratio of LPT is not greater than $5/3 \approx 1.667$ by different approach from [3]. Later, Kovács [13] gave an instance where the worst-case approximation ratio of LPT is greater than 1.54 and less than $1 + \sqrt{3}/3 \approx 1.577$.

The ratio for several special cases are also studied in several papers. Those include the case where only one processor has a different speed [7,12], the case all speeds of processors are a power of two [12], and the case where a ratio of speeds is a parameter [1].

In this paper, we consider a special case when the number of processors is a parameter. Suppose that the number of processors is $m$. We calculate the approximation algorithm in term of $m$. As the number of processors in distributed computation is usually small, we strongly believe that analyzing this special case is very important to understand the nature of the LPT algorithm.

Although its importance, there are only two previous works for this special case. Graham [8,9] show that, when all processors are identical, the tight approximation ratio is $4/3 - 1/(3m)$. Gonzalez, Ibarra, and Sahni [7] show that the ratio is no larger than $2m/(m + 1)$. Denote the unique positive root of the equation $2x^m - x^{m-1} - \cdots - x - 2 = 0$ by $\rho_m$. By a calculation, we have $\rho_2 \approx 1.28$, $\rho_3 \approx 1.38$, $\rho_4 \approx 1.43$, and $\rho_5 \approx 1.46$. The authors of [7] also gave a series of instances with $m$ processors where the approximation ratio of LPT is $\rho_m$. In addition, it is shown in the same paper that, when $m = 2$, the tight ratio is $\rho_2$.

1.2 Our Contributions

We show that the lower bound given by Gonzalez, Ibarra, and Sahni [7] is tight also for $m = 3, 4, 5$. In other words, $\rho_3$, $\rho_4$, and $\rho_5$ are tight approximation ratios when the numbers of processors are 3, 4, and 5 respectively. Suppose that the number of tasks is $n$. An informal sketch of our proof is as follows:

1. In Section 3, we show that, if the worst approximation ratio is attained when $n = m + 1$, then the worst approximation is $\rho_m$.
2. In Section 4, we show that the worst ratio is not attained when $n = m + 2$.
3. In Section 5, we show that, when $m \in \{3, 4, 5\}$, the worst approximation ratio is attained only when $n \leq m + 2$.

2 Preliminaries

2.1 Notations

An instance for scheduling problems on uniform processors is defined as a 4-tuple $I = (m, n, s, t)$ where $m$ is a number of processors, $n$ is a number of tasks,
s : \{1, \ldots, m\} \to \mathbb{R}_+ is a function from indices of processors to their speeds, and 
t : \{1, \ldots, n\} \to \mathbb{R}_{>0} is a function from indices of tasks to their sizes.

For an instance I, OPT(I) denotes the optimal makespan and LPT(I) denotes the makespan of the LPT schedule. \( \rho_I = \text{LPT}(I)/\text{OPT}(I) \) is the approximation ratio. \( A_I : \{1, \ldots, n\} \to \{1, \ldots, m\} \) is the assignment function by the LPT schedule. For all \( p \), \( T_I(p) = \{i | A_I(i) = p\} \) is the set of tasks assigned to processor \( p \) by the LPT schedule, and \( w_I(p) = \sum_{i \in T_I(p)} t(i) \) is the workload of \( p \) in the schedule. Similarly, \( A_I^* : \{1, \ldots, n\} \to \{1, \ldots, m\} \) is the assignment function by an optimal schedule, \( T_I^*(p) = \{i | A_I^*(i) = p\} \), and \( w_I^*(p) = \sum_{i \in T_I^*(p)} t(i) \). In addition, \( T_I^*(p) = T_I^*(p) \setminus \{n\} \) and \( w_I^*(p) = \sum_{i \in T_I^*(p)} t(i) \). It is quite important to consider the LPT result without the final task \( n \) in our proof. The set \( T'(p) \) and the workload \( w'_I(p) \) will play an important role there.

Without loss of generality, we can assume that \( OPT(I) = 1 \), \( s(1) \geq \ldots \geq s(m) \) and \( t(1) \geq \ldots \geq t(n) = 1 \) \cite{13}. We also know that there is an optimal assignment such that \( w^*(1) \geq \ldots \geq w^*(m) \) \cite{13}. We assume that \( A^* \) is such a solution.

Consider the equation \( 2x^m - x^{m-1} - \ldots - x - 2 = 0 \). We know that there is only one positive solution by the Descartes’ rule of signs. Denote that solution by \( \rho_m \). We know that \( \rho_m \) is strictly increasing, i.e. \( \rho_m > \rho_{m'} \) for \( m > m' \). Gonzalez, Ibarra, and Sahni has proved the following result in \cite{7}.

**Lemma 1.** There is an instance \( I \) with \( m \) processors and \( m + 1 \) tasks such that \( \rho_I = \rho_m \). Moreover, none of instance \( I \) with \( 2 \) processors has \( \rho_I > \rho_2 \).

We can follow an example given in \cite{4} to show that when \( m = 94 \), the lower bound given by the above lemma is not tight. There is an instance \( I \) with 94 processors such that \( \rho_I > \rho_{94} \).

### 2.2 Minimality and Domination

**Definition 1 (Minimality \cite{4,12}).** An instance \( I = (m, n, s, t) \) is minimal if \( \rho_I < \rho_I \) for any instance \( J = (m', n', s', t') \) such that \( m' \leq m \), \( n' \leq n \), and \( (m', n') \neq (m, n) \).

Intuitively, \( I \) is minimal if \( I \) is the smallest instance which can give a particular approximation ratio. During our proof, we will use the following lemma which is mentioned in \cite{13}.

**Lemma 2.** If \( I \) is minimal, then, for any processor \( p \), \( (w_I'(p) + 1)/s(p) \geq \rho_I \).

Next, we define domination. The concept of domination was originally in \cite{2}.

**Definition 2.** In an instance \( I \), a processor \( p \) dominates a processor \( q \) if \( s(p) \leq s(q) \) and there is a function \( f : T_I^*(q) \to T_I^*(p) \) such that \( t(i) \geq \sum_{j=1}^{f(i)} t(j) \) for any \( i \in T_I^*(p) \). Note that a processor may dominate itself.

The following lemma, called the principle of domination, discusses the relationship between minimality and domination.

**Lemma 3 (Principle of Domination).** If an instance \( I \) is minimal, no processor dominates any processor.
3 Tight Approximation Ratio for $n = m + 1$

We will work with the case when the number of tasks (denoted by $n$) is equal to the number of processors added by 1 in this section. The following lemma, which is mentioned in [13], gives some properties of minimal instances.

**Lemma 4.** If there is an empty processor in one of optimal schedules, the instance $I$ is not minimal. Furthermore, if there exists a processor $p$ such that $T'_I(p) = \emptyset$, $I$ is not minimal or $\rho_I = 1$.

We prove the following lemma using the principle of domination.

**Lemma 5.** If $I$ is minimal and $m \geq 2$, $|T'_I(1)| \geq 2$.

*Proof.* The LPT algorithm always assigns the largest task (task 1) to the fastest processor (processor 1). Assume a contradictory statement that $|T'_I(1)| = 1$ and the only task assigned to processor 1 is task $j$. Then, we know that processor 1 dominates itself, because we can have $f(j) = 1$, and $t(1) > \sum_{j' \neq j} t(j') = t(j)$. Thus, $I$ is not minimal. □

We then prove the next theorem based on Lemmas 4 and 5.

**Theorem 1.** If $I = (m, m + 1, s, t)$ is minimal, its approximation ratio of LPT on uniform processors is not greater than $\rho_m$.

*Proof.* Let us first consider the LPT solution. As we know from Lemma 4 that $T'_I(p) \neq \emptyset$ for all $p$, we have $T'_I(p) = \{p\}$ for all $1 \leq p \leq m$. We know from Lemma 2 that $(t(p) + 1)/s(p) = (w'_I(p) + 1)/s(p) \geq \rho_I$ for all $p$.

Consider the optimal solution. From Lemma 4 there is no empty processor there, and we know that there are two tasks at the fastest processor by Lemma 5. Hence, $|T'_I(p)| = 1$ for all $2 \leq p \leq m$. By the similar argument as in the proof of Lemma 5 we know that $T'_I(p) = \{p - 1\}$ for all $2 \leq p \leq m$, otherwise the processor $p$ dominates itself. The only tasks left for the processor 1 are then $m$ and $m + 1$. By our assumption that $OPT(I) = 1$, we have $(t(m) + t(m + 1))/s(1) = (t(m) + 1)/s(1) \leq 1$ and $(t(p) - 1)/s(p) \leq 1$ for all $2 \leq p \leq m$. Hence, $s(1) \geq t(m) + 1$ and $s(p) \geq t(p)$ for $1 \leq p < m$.

By merging the results at the last sentences of the first two paragraph, we obtain $s(1)/s(m) \geq \rho_I$ and $(s(p + 1) + 1)/s(p) \geq \rho_I$ for $p < m$. They are $s(p + 1) \geq \rho_I s(p) - 1$ and $s(1) \geq \rho_I s(m)$. Then, we can have $s(1) \geq \rho_I s(m) \geq \rho_I s(m - 1) \geq \rho_I^2 s(m - 2) \geq \rho_I^3 s(m - 3) \geq \rho_I^4 s(m - 4)\ldots \geq \rho_I^m s(1) - \rho_I^m s(1) - \ldots - \rho_I^m s(1) = 0$. Because $s(1) \geq t(m) + 1 \geq 2$, this implies that $\mathcal{P} = \{\rho_I\} = 2 \rho_I^m - \rho_I^{m - 1} - \ldots - \rho_I - 2 \leq 0$. We obtain that $\rho_I \leq \rho_m$, because we know that all solutions of $\mathcal{P}$ would be no larger than $\rho_m$. □

4 Minimality of Instance $(m, m + 2, s, t)$

We will show in this section that any instance with $m$ processors and $m + 2$ tasks is not minimal. We begin our proof by the following lemma.
**Lemma 6.** Let $I$ be a minimal instance. For any processor $p$ such that $s(p) > 1/(\rho_I - 1)$, we have $w_I^*(p) > s(p)$. Moreover, for any processor $p$ such that $s(p) \geq 1/(\rho_I - 1)$, we have $w_I^*(p) \geq s(p)$.

**Proof.** We know from Lemma 5 that $w_I^*(p) \geq \rho_I s(p) - 1$. Our assumption $s(p) > 1/(\rho_I - 1)$ can be written in the form of $\rho_I s(p) - 1 > s(p)$. We then obtain $w_I^*(p) > s(p)$. We can use the same argument to show the latter part of the lemma statement.  

We now suppose that there is a minimal instance with $n = m + 2$, and consider its LPT solution. Without the smallest task, we have $m + 1$ tasks here. By Lemma 3 we know that only one processor, denoted by processor $p_L$, is assigned to two tasks. The others are assigned to one. It is clear that the larger task assigned to $p_L$ is the $p_L$-th largest task. Suppose that the smaller task assigned to the processor is $\tau_L$. The task assigned to $p$ is then the $p$-th largest task for $p \in \{1, \ldots, \tau_L - 1\}\{p_L\}$. For $p \geq \tau_L$, the task assigned to $p$ is the $(p + 1)$-th largest task.

We consider the optimal solution of the instance from the next lemma. As all the tasks in $T_I^*(p)$ is no smaller than the $(m + 1)$-th largest task, if the $(m + 1)$-th or the $(m + 2)$-th largest task is assigned as the only task of $T_I^*(p)$ for some $p$, then the processor $p$ dominates itself. We then know that the $(m + 1)$-th and the $(m + 2)$-th must be assigned to the processor with more than one tasks in the optimal solution.

**Lemma 7.** If $I = (m, m + 2, s, t)$ is minimal and $m \geq 3$, then $|T_I^*(1)| = 2$.

**Proof.** We know from Lemma 5 that $|T_I^*(1)| \geq 2$. By Lemma 4 we obtain that $|T_I^*(1)| \in \{2, 3\}$. It is then left to show that $|T_I^*(1)| \neq 3$. We assume a contradictory statement that $|T_I^*(1)| = 3$ and $|T_I^*(p)| = 1$ for $p > 1$. Then, $\{m + 1, m + 2\} \subseteq T_I^*(1)$. Denote the other task assigned to processor 1 by $\tau_O$.

As all task sizes are less than 1, $w^*(1) = t(\tau_O) + t(m + 1) + t(m + 2) \geq 3$. Because $OPT(I) = 1$, $s(1) \geq w^*(1) \geq 3$. Because $I$ is minimal, we know from Lemma 4 that $\rho_I \geq \rho_3 > 4/3$. Hence, $s(1) > 1/(\rho_I - 1)$, and, by Lemma 6 $w_I^*(1) > s(1) \geq w_I^*(1)$. If there is only one task $i$ in $T_I^*(1)$, then we have a self-domination at the processor 1 by setting $f(j) = i$ for all $j \in T_I^*(1)$. Hence, there are two tasks in $T_I^*(1)$ and $p_L = 1$. Furthermore, by $w_I^*(1) > w_I^*(1)$, we have $t(1) + t(\tau_L) > t(\tau_O) + t(m + 1) + t(m + 2)$. If $\tau_L = m + 1$, we have a self-domination at processor 1 by having $f(\tau_O) = f(m + 2) = 1, f(m + 1) = m + 1$. Therefore, $\tau_L \leq m$.

We know that $T_I^*(\tau_L) = \{\tau_L + 1\}$. To avoid the self-domination at the $\tau_L$-th fastest processor, the only task in $T_I^*(\tau_L)$ must be larger than the $(\tau_L + 1)$-largest task. To keep makespan of the optimal solution equal 1, we have $s(\tau_L) \geq t(\tau_L)$. When the LPT algorithm chooses a processor to process the $\tau_L$-th largest task, it prefers processor 1 over the $\tau_L$-th fastest processor. We, therefore, have $(t(1) + t(\tau_L))s(1) \leq t(\tau_L)/s(\tau_L) \leq 1$ and $w_I^*(1) = t(1) + t(\tau_L) \leq s(1)$. That contradicts $w_I^*(1) > s(1)$ which we show earlier. \qed
We can conclude from Lemma 7 that, in addition to processor 1, there is another processor with two tasks in the optimal solution. Suppose that it is the $p_O$-th fastest processor. We show a property of $p_O$ in the next lemmas.

**Lemma 8.** If $I = (m, m + 2, s, t)$ is minimal and $m \geq 3$, then $p_O > p_L$.

*Proof.* Assume a contradictory statement that $p_O \leq p_L$. Recall that $T_I^*(p_O) = \{p_L, \tau_L\}$. Also, recall that the task $m + 1$ and $m + 2$ must be assigned to either processor 1 or processor $p_O$. If $T_I^*(1)$ or $T_I^*(p_O)$ is $\{m + 1, m + 2\}$, then, by having $f(m+1) = f(p_L), f(m+2) = f(\tau_L)$, we have the processor $p_L$ dominate processor 1 or processor $p_O$. To make sure that there is not such a domination, both processors 1 and $p_O$ must be given a task with size larger than the $p_L$-th largest task in the optimal solution. Similarly, for all processor $p \in \{1, \ldots, p_L\} \setminus \{1, p_O\}$, the only task assign to $p$ in the optimal solution must be larger than the $p_L$-th largest task, otherwise $p$ is dominated by the processor $p_L$. Each of the fastest $p_L$ processors need a task larger than the $p_L$-th largest task in the optimal solution. This contradicts the fact that there are only $p_L - 1$ of them. \qed

**Lemma 9.** If $I = (m, m + 2, s, t)$ is minimal and $m \geq 3$, then $p_O < \tau_L$.

*Proof.* Assume a contradictory statement that $p_O \geq \tau_L$. Recall that $T_I^*(p) = \{p\}$ for all $p \in \{1, \ldots, \tau_L - 1\} \setminus \{p_L\}$ and $T_I^*(p_L) = \{p_L, \tau_L\}$. By the assumption, we know that $T_I^*(p) = 1$ for all $2 \leq p \leq \tau_L - 1$. To avoid the self-domination, we must have $T_I^*(p) = \{p-1\}$ for $2 \leq p \leq \tau_L - 1$. We then know the larger task of $T_I^*(1)$, denoted by $j_\ell$, is not one of the the $k$-th largest task, and is no larger than the $p_L$-th largest task. On the other hand, the smaller task of $T_I^*(1)$, denoted by $j_s$, is not one of the $k$-th largest task, and is no larger than the $\tau_L$-th largest task. The processor 1 is then dominated by the $p_L$-fastest processor as we can have $f(j_\ell) = p_L$ and $f(j_s) = \tau_L$. \qed

**Lemma 10.** If $I = (m, m + 2, s, t)$ is minimal and $m \geq 3$, then $T_I^*(p_O) = \{m + 1, m + 2\}$.

*Proof.* Recall that $T_I^*(p) = \{p\}$ for all $p \in \{1, \ldots, \tau_L - 1\} \setminus \{p_L\}$ and $T_I^*(p_L) = \{p_L, \tau_L\}$. Also, $T_I^*(p) = \{p-1\}$ for all $2 \leq p < p_O$ to avoid the self-domination. The larger task assigned to processor 1 in the optimal solution, denoted by $j_\ell$ is then not among the $p_O - 1$ largest task. By Lemma 8 it is smaller than the task $p_L$. If the smaller task, denoted by $j_s$ is the $(m + 1)$-th or $(m + 2)$-th, then processor $p_L$ dominates processor 1 by setting $f(j_\ell) = p_L$ and $f(j_s) = \tau_L$. However, we discuss earlier that both the $(m + 1)$-th and $(m + 2)$-th must be assigned to processor 1 or processor $p_O$. As they are not assigned to processor 1, they must be in $T_I^*(p_O)$. \qed

From the next lemma, we will consider the properties of tasks assigned to processor 1 in the optimal solution. Suppose that they are the $\tau_{\ell}$-th and $\tau_s$-th largest task, when $\tau_\ell < \tau_s$.

**Lemma 11.** If $I = (m, m + 2, s, t)$ is minimal and $m \geq 3$, then $p_O - 1 \leq \tau_\ell \leq \tau_L - 2$ and $\tau_s = \tau_L - 1$. 

Proof. Recall that \( T_I^*(p) = \{ p - 1 \} \) for all \( 2 \leq p < p_O \) to avoid the self-dominance. Therefore, by Lemma 8 \( \tau_t \geq p_O - 1 \geq p_L \).

Also, \( T_I^*(p_L) = \{ p_L, \tau_L \} \) and \( T_I^*(\tau_L - 1) = \{ \tau_L - 1 \} \). To avoid the domination from processor \( \tau_L - 1 \), the only element of processor \( p \in \{ 2, \ldots, \tau_L - 1 \} \setminus \{ p_O \} \) must be larger than the \( (\tau_L - 1) \)-th largest task. All but one of the \( \tau_L - 2 \) largest tasks are used there. We know that \( \tau_L \) is the task that is not used and \( \tau_s = \tau_L - 1 \), otherwise we would have \( \tau_s \leq p_L \) and \( \tau_s \leq \tau_L \). In that case, processor 1 is dominated by processor \( p_L \). □

We will now prove the following lemmas to prepare for Lemma[14]

Lemma 12. If \( I = (m, m + 2, s, t) \) is minimal, \( m \geq 3 \), and \( \tau_L \neq m + 1 \), then \( w_I^*(p_L) \leq s(p_L) \).

Proof. If \( \tau_L \leq m \), \( T_I^*(p_L) = \{ p_L, \tau_L \} \) and \( T_I^*(\tau_L) = \{ \tau_L + 1 \} \). On the other hand, \( T_I^*(p_L) = \{ p_L - 1 \} \) and \( T_I^*(\tau_L) = \{ \tau_L \} \). Because the LPT algorithm chooses to process the task \( \tau_L \) at the processor \( p_L \) not \( \tau_L \), we know that \( w_I^*(p_L)/s(p_L) = (t(p_L) + t(\tau_L))/s(p_L) \leq t(\tau_L)/s(\tau_L) = w_I^*(\tau_L)/s(\tau_L) \leq 1 \). From there, we can conclude that \( w_I^*(p_L) \leq s(p_L) \). □

Lemma 13. If \( I = (m, m + 2, s, t) \) is minimal and \( m \geq 3 \), \( \rho_I < 1.5 \).

Proof. Assume that \( I \) is a minimal instance such that \( \rho_I \geq 1.5 \), then, for any \( p \leq p_O \), \( 1/(\rho_I - 1) \leq 2 \leq w_I^*(p_O) \leq w_I^*(p) \leq s(p) \). Thus, by Lemma[8] \( w_I^*(p) \geq s(p) \geq w_I^*(p) \). Since \( p_O \geq 2 \) and there is only one processor \( p \) for which \( T_I^*(1) \geq 2 \), there exists a processor \( p \leq p_O \) for which \( T_I^*(p) = 1 \). Let the only task of that processor be \( i \). If \( f(j) = i \) for all \( j \in T_I^*(p) \), we have \( w_I^*(p) = t(i) \geq \sum_{f(j)=i} f(j) = w_I^*(p) \). This means that \( p \) dominates itself and \( I \) is not minimal. □

In the following lemma, we consider a polynomial \( P_m(x) = 2x^m - x^{m-1} - \ldots - x - 2 \). It is known that, for any set \( S \subseteq \{ 1, \ldots, m \} \), all positive solutions of \( \sum_{i \in S} P_i(x) \leq 0 \) are no larger than \( \rho_m \). On the other hand, all positive solutions of \( \sum_{i \in S} P_i(x) + 3 - 2x \leq 0 \) are in \( (0, \rho_m] \cup [1.5, \infty) \).

Lemma 14. If \( I = (m, m + 2, s, t) \) is minimal and \( m \geq 3 \), \( \tau_L \geq p_O + 1 \).

Proof. Assume contradictory statement that \( \tau_t \leq p_O \). Then, \( w_I^*(1) = t(\tau_t) + t(\tau_s) \geq t(p_O) + 1 \). On the other hand, as \( s(p_O) \geq |T_I^*(p_O)| = 2 \), by Lemma[2] we have \( \rho_I \leq (w_I^*(p_O) + 1)/s(p_O) = (t(p_O) + 1)/s(p_O) \leq w_I^*(1)/2 \). Because of the minimality of \( I \) and Lemma[1], \( \rho_I \geq \rho_3 > (1 + \sqrt{3})/2 \) and \( 1/(\rho_I - 1) < 2\rho_I \leq w_I^*(1) \leq s(1) \). By Lemma[6], we know that \( w_I^*(1) > s(1) \). If there is only one task in \( T_I^*(1) \), then \( w_I^*(1) > s(1) \geq w_I^*(1) \), processor 1 dominates itself. Therefore, \( p_L = 1 \) and \( w_I^*(p_L) > s(p_L) \). By Lemma[12] we obtain that \( \tau_L = m + 1 \), \( T_I^*(1) = \{ 1, m + 1 \} \) and \( T_I^*(p) = \{ p \} \) for \( p \geq 2 \). ByLemma[2]

\[ t(1) + t(m + 1) + 1 \geq s(1)\rho_I \quad \text{and} \quad t(p) + 1 \geq s(p)\rho_I \quad \text{for all} \ p \geq 2. \quad (1) \]

From Lemma[11] it is left to show that \( \tau_t \in \{ p_O - 1, p_O \} \) leads to contradictions. We then consider the following four cases:
Case 1 \((\tau_t = p_0 - 1, p_0 = m)\). We then have \(T^*_I(1) = \{m-1, m\}\), \(T^*_I(p) = \{p-1\}\) for \(2 \leq p \leq m - 1\), and \(T^*_I(m) = \{m + 1, m + 2\}\). From (1) and the fact that \(s(p) \geq w^*_t(p)\) for all \(p\), we obtain: 
\[
t(m-1) \geq s(m-1)\rho_I - 1 \geq t(m-2)\rho_I - 1 \geq (s(m-2)\rho_I - 1)\rho_I - 1 \geq \cdots \geq (s(2)\rho_I^{m-2} - \rho_I^{m-3}) - \cdots - 1.
\]
We then have \(s(2) + s(m) \geq t(1) + t(m+1) + 1 \geq s(1)\rho_I \geq (t(m-1) + t(m))\rho_I \geq s(2)\rho_I^{m-1} - \rho_I^{m-2} - \cdots - \rho_I + (s(m)\rho_I^1 - \rho_I).\) Since \(s(2) \geq s(m) \geq 2\), we have \(P_{m-1}(\rho_I) + P_2(\rho_I) \leq 0\). Then, \(\rho_I \leq \rho_m\), which contradicts the fact that \(I\) is minimal.

Case 2 \((\tau_t = p_0 - 1, p_0 < m)\). We then have \(T^*_I(1) = \{p_0 - 1, m\}\), \(T^*_I(p) = \{p-1\}\) for \(p \in \{2, \ldots, m\}\), \(T^*_I(p_0) = \{m + 1, m + 2\}\). By (1),
\[
t(p_0 - 1) \geq s(p_0 - 1)\rho_I - 1 \geq t(p_0 - 2)\rho_I - 1 \geq (s(p_0 - 2)\rho_I - 1)\rho_I - 1
\]
\[
\geq \cdots \geq (s(2)\rho_I^{m-2} - \rho_I^{m-3}) - \cdots - 1.
\]
\[
t(m) \geq s(p_0 + 1)\rho_I^{m-p_0} - \rho_I^{m-p_0-1} - \cdots - 1.
\]
By \(s(p_0 + 1) \geq t(p_0) \geq s(p_0)\rho_I - 1\) and Lemma [2] we have
\[
s(2) + s(p_0) \geq t(1) + t(m+1) + 1 \geq s(1)\rho_I \geq (t(p_0 - 1) + t(m))\rho_I
\]
\[
\geq (s(2)\rho_I^{m-1} - \rho_I^{m-2} - \cdots - \rho_I + (s(p_0 + 1)\rho_I^{m-p_0+1} - \rho_I^{m-p_0} - \cdots - \rho_I)
\]
\[
\geq (s(2)\rho_I^{m-1} - \rho_I^{m-2} - \cdots - \rho_I + (s(p_0)\rho_I^{m-p_0+2} - \rho_I^{m-p_0+1} - \cdots - \rho_I).
\]

Because \(s(2) \geq s(p_0) \geq 2\), we can conclude that \(P_{p_0-1}(\rho_I) + P_{m-p_0+2}(\rho_I) \leq 0\) and \(\rho_I \leq \rho_m\), which contradicts the fact that \(\rho_I > \rho_m\).

Case 3 \((\tau_t = p_0 = 2)\). We then have \(T^*_I(1) = \{2, m\}\), \(T^*_I(2) = \{m + 1, m + 2\}\), \(T^*_I(3) = \{1\}\), and \(T^*_I(p) = \{p-1\}\) for \(p \geq 4\). By (1),
\[
t(m) \geq s(3)\rho_I^{m-2} - \rho_I^{m-1} - \cdots - 1.
\]
Thus, \(s(2) + s(3) \geq t(1) + t(m+1) + 1 \geq s(1)\rho_I \geq (t(2) + t(m))\rho_I \geq s(2)\rho_I^2 - \rho_I + (s(3)\rho_I^{m-1} - \rho_I^{m-2} - \cdots - \rho_I).\) Because \(s(2) \geq 2\), \(s(3) \geq 1\) \(t(2) \geq s(2)\rho_I - 1\), and \(\rho_I > 1\),
\[
0 \geq (s(2)\rho_I^2 - 1) - \rho_I + s(3)(\rho_I^{m-1} - 1) - \rho_I^{m-2} - \cdots - \rho_I
\]
\[
\geq (s(2)\rho_I^2 - 1) - \rho_I + (s(2)\rho_I - 1)(\rho_I^{m-1} - 1) - \rho_I^{m-2} - \cdots - \rho_I
\]
\[
\geq 2\rho_I^2 - \rho_I + 2\rho_I - 2 + 2\rho_I^m - \rho_I^{m-1} - \cdots - \rho_I - 2 + 2\rho_I
\]
\[
= P_2(\rho_I) + P_m(\rho_I) + 3 - 3\rho_I.
\]
We then have \(\rho_I \in (0, \rho_m) \cup [1.5, \infty)\), which contradicts Lemma [2] or Lemma [13].

Case 4 \((\tau_t = p_0, p_0 \neq 2)\). We then have \(T^*_I(1) = \{p_0, m\}\), \(T^*_I(p) = \{p-1\}\) for \(2 \leq p < p_0, T^*_I(p_0) = \{m+1, m+2\}\), \(T^*_I(p_0+1) = \{p_0 - 1\}\), and \(T^*_I(p) = \{p-1\}\) for \(p \geq p_0 + 2\). Also, \(p_0 = \tau_t < \tau_s = m\). Then, by (1),
\[
t(m) \geq s(m)\rho_I - 1 \geq t(m-1)\rho_I - 1 \geq (s(m-1)\rho_I - 1)\rho_I - 1 \geq \cdots
\]
\[
\geq s(p_0 + 1)\rho_I^{m-p_0} - \rho_I^{m-p_0-1} - \cdots - 1
\]
\[
\geq t(p_0 - 1)\rho_I^{m-p_0} - \rho_I^{m-p_0-1} - \cdots - 1
\]
\[
\geq \cdots \geq (s(2)\rho_I^{m-2} - \rho_I^{m-3}) - \cdots - 1.
\]
Thus, \( s(2) + s(p_O) \geq t(1) + t(m + 1) + 1 \geq s(1)\rho_I \geq (t(p_O) + t(m))\rho_I \geq s(p_O)\rho_I^2 - \rho_I + s(2)\rho_I^{m-1} - \rho_I^{m-2} - \cdots - \rho_I. \) Since \( s(2) \geq s(p_O) \geq 2, \) we obtain \( \mathcal{P}_2(\rho_I) + \mathcal{P}_{m-1}(\rho_I). \) That means \( \rho_I \leq \rho_m, \) which contradicts Lemma 17. \( \square \)

By previous lemmas, we have obtained several properties of minimal instances when \( n = m + 2. \) We are now ready to show in the next theorem that there is no instance with such properties, and, hence, an instance \((m, m + 2, s, t)\) is not minimal.

**Theorem 2.** Any instance \( I = (m, m + 2, s, t) \) is not minimal.

**Proof.** Assume that \( I \) is minimal. We will consider the following four cases:

**Case 5** \((p_L = p_O - 1, \tau_L = m + 1).\) Recall Lemma 14 that \( \tau_L > p_O. \) We then have \( T_I(p) = \{ p \} \) for \( p \neq p_O - 1, \) \( T_I(p_O - 1) = \{ p_O - 1, m + 1 \}, \) \( T_I(1) = \{ \tau, m \}, \) \( T_I(p) = \{ p - 1 \} \) for \( p \in \{ 2, \ldots, m \} \setminus \{ p_O \}, \) and \( T_I(p_O) = \{ m + 1, m + 2 \}. \) Then,

\[
\begin{align*}
&\; s(p_O) + s(p_O) + 1 \geq t(p_O - 1) + t(m + 1) + 1 \geq s(p_O - 1) \rho_I \\
&\geq s(1)\rho_I^{p_O-1} - \rho_I^{p_O-2} - \cdots - \rho_I \geq (t(\tau) + t(m))\rho_I^{p_O-1} - \rho_I^{p_O-2} - \cdots - \rho_I \\
&\geq s(\tau\rho_I^{\rho_O-1} + s(\tau + 1)\rho_I^{m-\tau+p_O-1} - \rho_I^{m-\tau+p_O-2} - \cdots - \rho_I \\
&\geq s(\tau\rho_I^{\rho_O-1} - \rho_I^{p_O-1} - \cdots - \rho_I \\
&\quad + s(\tau + 1)\rho_I^{m-\tau+p_O-1} - \rho_I^{m-\tau+p_O-2} - \cdots - \rho_I 
\end{align*}
\]

Now, let us consider processor \( p \) such that \( p_O < p \leq \tau_L + 1. \) We know that there is a processor \( p' \) such that \( p' \geq p \) and the only task in \( T_I(p') \) is one of the \( p - 2 \) largest. Therefore, \( s(p) \geq s(p') \geq t(p - 2) \geq s(p)\rho_T - 1. \) For some \( \alpha, \beta, \) one of \( s(\tau_L) \) and \( s(\tau_L + 1) \) can be written in the form of \( s(p_O - 1)\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} \cdots - \rho_I, \) while the other can be written in the form of \( s(p_O + 1)\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} \cdots - \rho_I. \) Applying these inequalities to (2), we know that there are \( \alpha', \beta' \leq m - 1 \) such that \( s(p_O) + s(p_O + 1) \geq s(p_O)\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} - \cdots - \rho_I + s(p_O + 1)\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} - \cdots - \rho_I. \) Since \( s(p_O + 1) \geq s(p_O - 1)\rho_T - 1 \geq s(p_O)\rho_T - 1, \) we obtain:

\[
\begin{align*}
0 &\geq s(p_O)(\rho_I^{\rho_O^1} - 1) - \rho_I^{\rho_O^1-1} - \cdots - \rho_I + s(p_O + 1)(\rho_I^{\rho_O^1} - 1) - \rho_I^{\rho_O^1-1} - \cdots - \rho_I \\
&\geq 2\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} - \cdots - \rho_I - 2 + (s(p_O)\rho_I - 1)(\rho_I^{\rho_O^1} - 1) - \rho_I^{\rho_O^1-2} - \cdots - \rho_I \\
&\geq 2\rho_I^{\rho_O^1} - \rho_I^{\rho_O^1-1} - \cdots - \rho_I - 2 + 2\rho_I^{\rho_O^1-1} - \rho_I^{\rho_O^1-2} - \cdots - \rho_I - 2 + 3 - 2\rho_I \\
&\quad = \mathcal{P}_{\alpha'}(\rho_I) + \mathcal{P}_{\beta'+1}(\rho_I) + 3 - 2\rho_I.
\end{align*}
\]

We then have \( \rho_I \in (0, \rho_m] \cup [1.5, \infty), \) which contradicts Lemma 2 or Lemma 13.

**Case 6** \((p_L \neq p_O - 1, \tau_L = m + 1).\) We then have \( T_I(p) = \{ p \} \) for \( p \neq p_L, \) \( T_I(p_L) = \{ p_L, m + 1 \}, \) \( T_I(1) = \{ \tau, m \}, \) \( T_I(p) = \{ p - 1 \} \) for \( p \in \{ 2, \ldots, m \} \setminus \{ p_O \}, \) and \( T_I(p_O) = \{ m + 1, m + 2 \}. \) Note that \( p_L < p_O - 1 \) here. By that,

\[
\begin{align*}
&\; s(p_L + 1) + s(p_O) \geq t(p_L) + t(m + 1) + 1 \geq s(p_L)\rho_I \\
&\geq s(1)\rho_I^{p_L} - \rho_I^{p_L-1} - \cdots - \rho_I \geq (t(\tau) + t(m))\rho_I^{p_L} - \rho_I^{p_L-1} - \cdots - \rho_I \\
&\geq s(\tau\rho_I^{p_L} - \rho_I^{p_L-1} - \cdots - \rho_I \\
&\quad + s(\tau + 1)\rho_I^{m-\tau+p_O-1} - \rho_I^{m-\tau+p_O-2} - \cdots - \rho_I 
\end{align*}
\]
Because similar to Case 5, we have those facts to Equation (3), we obtain

\[
\begin{align*}
\sum_{i=1}^{n} t(i) &\leq \sum_{i=1}^{n} t(i) + m = \sum_{i=1}^{n} t(i) + m - 1.
\end{align*}
\]

Similarly to Case 5, we have \( s(p) \geq s(p - 2) \rho_I - 1 \) for \( p_O - 1 \leq p \leq \tau_t + 1 \). Furthermore, \( s(p_O - 1) \geq s(p_L + 1) \rho_I^{p_O-p_L-2} - \rho_I^{p_O-p_L-3} - \cdots - \rho_I \). By applying those facts to Equation (3), we obtain \( s(p_L + 1) + s(p_O) \geq s(p_L + 1) \rho_I^2 - \rho_I^{p_L+1} - \cdots - \rho_I \) for some \( \alpha < \beta < m \). Because \( s(p_L + 1) \geq s(p_O) \geq 2, 2 \rho_I^2 - \rho_I^{p_L+1} - \cdots - \rho_I - 2 + 2 \rho_I^\beta - \rho_I^{-1} - \cdots - \rho_I - 2 \leq 0 \) and \( \mathcal{P}_\alpha(p_I) + \mathcal{P}_\beta(p_I) \leq 0 \). This means \( \rho_I \leq \rho_m \), which contradicts the fact that \( I \) is minimal.

Case 7 \( (p_L = p_O - 1 \) and \( \tau_L \leq m \)). We then have \( T_I(p) = \{ p \} \) for \( p = p_O - 1 \setminus \{ p_O \} \setminus \{ p_L \} = \{ \tau_L - 1 \} \). \( T_I(p) = \{ p - 1 \} \) for \( p \in \{ \tau_L - 2 \} \}. \text{Recall from Lemma 11 that} \( \tau_t \leq \tau_L - 2 \). \text{We obtain} \( t(\tau_L - 1) \geq t(\tau_t + 1) \rho_I^{\tau_L-\tau_t-1} - \rho_I^{\tau_L-\tau_t-2} - \cdots - 1 \). \text{Similar to Case 5 for} \( p_O + 2 \leq p \leq \tau_t + 1 \), \( s(p) \geq s(p - 2) \rho_I - 1 \). Furthermore, \( s(p_O + 1) \geq t(p_O - 1) \geq t(p_O) \geq s(p_O) \rho_I - 1 \). Thus, for some \( \alpha < m \), \( t(\tau_L - 1) \geq t(p_O) \rho_I^\alpha - \rho_I^\beta - \cdots - 1 \geq 2 \rho_I^\alpha - \rho_I^{p_L+1} - \cdots - 1 \). If \( p_O = 2 \), then \( p_L = 1 \) and \( w_I^1(1) \leq s(1) \) by Lemma 12. Otherwise, we have \( w_I^1(1) < w_I^1(1) \leq 1 \) unless processor 1 dominates itself. Then, by Lemma 9, \( s(1) \leq 1/(\rho_I - 1) \) and

\[
\frac{1}{s(p_O - 1)} \geq \frac{1}{2} \geq \frac{t(\tau_L - 1)}{2} \geq \frac{t(\tau_t + 1)}{2} \geq \frac{t(\tau_L - 1) - 2 + (3 \rho_I - 4)/(2 \rho_I - 2)}{2} \leq 0.
\]

All solutions of the inequality are no more than \( \max(4/3, \rho_m) \). However, this contradicts with the fact that \( \rho_I > \rho_m \geq 4/3 \).

Case 8 \( (p_L \neq p_O - 1, \tau_L \leq m) \). By Lemma 12, we know that \( w_I^1(p_L) \leq s(p_L) \). Because \( T_I^1(p_L + 1) = \{ p_L \} \), we have \( t(p_L) = w_I^1(p_L + 1) \geq w_I^1(p_O) \). Hence, \( s(p_L) \geq t(p_L) + t(\tau_L) \geq t(m + 1) + t(m + 2) + t(\tau_L) \geq 3 \) and \( s(p_L) > 1/(\rho_I - 1) \). By Lemma 6, \( w_I^1(p_L) > s(p_L) \) which contradicts with the fact obtained from Lemma 12.

\[\square\]

5 Tight Approximation Ratios for 3, 4, 5 Processors

We show the main result of this paper in this section. The proof begins with the following lemma.

Lemma 15. If \( I = \langle m, n, s, t \rangle \) is minimal, then \( n \leq \sum_{i=1}^{n} t(i) \leq (m - 1)/(\rho_I - 1) \).

Proof. By our assumption that \( OPT(I) = 1 \), \( \sum_{i=1}^{n} t(i) \leq \sum_{i=1}^{n} s(p) \). Also, as we have \( \rho_I s(p) \leq w_I^1(p) + 1 \) from Lemma 2, \( \rho_I \sum_{i=1}^{n} t(i) \leq \sum_{i=1}^{n} s(p) \). By assumption that \( t(n) = 1, \rho_I \sum_{i=1}^{n} t(i) \leq \rho_I \sum_{i=1}^{n} s(p) \leq \sum_{i=1}^{n} t(i) + m = \sum_{i=1}^{n} t(i) + m - 1 \). By rearranging the inequality, we obtain the lemma statement. \[\square\]
We are now ready to prove our main theorem.

**Theorem 3.** When \( m = 3, 4, 5 \), the worst-case approximation ratio of LPT on uniform processors is \( \rho_m \).

**Proof.** Let \( I = (3, n, s, t) \) be an instance with \( \rho_1 \geq \rho_3 > 1.38 \). By Lemma 15, \( I \) is not minimal when \( n > (3 - 1)/(1.38 - 1) > 5.27 \). We then know that, when \( n \geq 6 \), there is another instance \( I' = (m', n', s', t') \) such that \( \rho_{I'} \geq \rho_1, m' \leq m, n' \leq n, \) and \( (m', n') \neq (m, n) \). Therefore, to consider the worst approximation ratio when \( m = 3 \), it is enough to consider instance \( I' = (m', n', s', t') \) such that \( m' \leq 3 \) and \( n' \leq 5 \).

It is clear that, for any \( I' \) such that \( m' = 1, \rho_{I'} = 1 \). Furthermore, we know from Lemma 1 that all \( \rho_{I'} \) such that \( m' = 2 \) gives \( \rho_{I'} \leq \rho_2 < \rho_3 \). They do not give the worst approximation ratio. It is then enough to consider instance \( I' \) such that \( m' = 3 \). By Lemma 4 and Theorem 2, we know that \( I' \) do not give the worst ratio when \( n' \leq 3 \) or \( n' = 5 \). The worst ratio is then attained when \( n' = 4 \).

We can then obtain by Theorem 1 that the ratio is \( \rho_m \).

We can use the same argument for \( m = 4 \). An instance \( I = (4, n, s, t) \) is optimal only if \( n \leq (4 - 1)/(\rho_4 - 1) < 6.98 \). It is enough to consider instance \( I' = (m', n', s', t') \) such that \( m' \leq 4 \) and \( n' \leq 6 \). By the previous paragraph, \( \rho_4 \leq \rho_3 < \rho_4 \) when \( m' \leq 3 \) and, by Lemma 4 and Theorem 2, the worst ratio is not attained when \( n' \leq 4 \) or \( n' = 6 \). We then can conclude that the ratio is attained when \( m' = 4 \) and \( n' = 5 \). By Theorem 1, the ratio is \( \rho_m \).

For \( m = 5 \), because \( (5 - 1)/(\rho_5 - 1) < 8.89 \), we can use the similar argument to show that the worst ratio is attained when \( m = 5 \) and \( n \in \{6, 8\} \). It is then enough to show that any minimal instance \( I = (5, 8, s, t) \) does not give the worst approximation ratio. Assume a contradictory statement that \( \rho_1 > \rho_m \). Because \( 8 = n \leq \sum_i t(i) < 8.89 \) and \( t(i) \geq 1 \), for any set of task \( T, \sum_{i \in T} t(i) < |T|+0.89 \).

Now, let us consider a processor \( p \) such that \( |T_1^*(p)| \geq 2 \). If \( |T_1^*(p)| < |T_1^*(p)| \), then, by Lemma 2,

\[
1.45 < \rho_5 < \rho_1 \leq \frac{1 + w_i^*(p)}{s(p)} = \frac{1 + \sum_{i \in T_1^*(p)} t(i)}{s(p)} \leq \frac{1 + |T_1^*(p)| + 0.89}{s(p)} \leq 1 + 0.89/2 = 1.445.
\]

Therefore, \( |T_1^*(p)| \geq |T_1^*(p)| \) for \( p \) such that \( |T_1^*(p)| \geq 2 \). For processor \( p \) such that \( |T_1^*(p)| = 1 \), by Lemma 2, we have \( |T_1^*(p)| \geq 1 \geq |T_1^*(p)| \). Hence, \( |T_1^*(p)| \geq |T_1^*(p)| \) for all \( p \). However, this contradicts the fact that there is one less task in \( \sum_p |T_1^*(p)| \) than in \( \sum_p |T_1^*(p)| \). \(\square\)

### 6 Conclusion

In this work, we show the tight approximation ratio of the LPT algorithm for \( m \) uniform processors when \( m = 3, 4, 5 \). On the way to show that, we found several results which give us a deeper understanding of the algorithm. Those results
include Lemma 15 where we show that the worst approximation ratio is obtained when the number of tasks is small compared to the number of processors, and Theorems 1 and 2 where we give results for the case when the number of tasks is \( m + 1 \) and \( m + 2 \). We believe that those results will play an important role in future analyses of the algorithm. We also found that the analysis for cases with \( m + 2 \) tasks is much more complicated than that of \( m + 1 \) tasks. It is very clear that the analysis for \( m + 3 \) tasks, which would need for having the tight ratio for \( m \geq 6 \), would be much more complicated than both of the analyses. It would be very complicated to use this analysis method for having similar results for larger \( m \).
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