Improved CF based prediction technique for recommendation systems

Ruchita Sharma¹ and Manish Sharma²
M.Tech Scholar, Suresh Gyan Vihar University Jaipur, India
Associate Professor, Suresh Gyan Vihar University Jaipur, India²

Received: 10-April-2019; Revised: 21-June-2019; Accepted: 25-June-2019
©2019 Ruchita Sharma and Manish Sharma. This is an open access article distributed under the Creative Commons Attribution (CC BY) License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Abstract
Any eCommerce websites use recommendation system to recommend items to users. Collaborative filtering is a technique to recommend an item to the customers by understanding the past behavior of the same user and other similar users. The accuracy of the recommendation system is a major issue while recommending items to users. In this paper a research is done to propose a new system to predict ratings for items for the users by finding similarity between the users. Similarity between the users is found by analyzing the previous history of the users for rating items. A similarity matrix is created that store a similar weight between users. Similar users are selected if the similarity weight between the users is found greater than a similarity threshold. The proposed system is implemented on a data set and the quality of the proposed system is analyzed by comparing the value of mean absolute error (MAE). The experimental results are found better than some other existing techniques. The value of MAE is approximate 11% better and value of RMSE is 15% better as compared to existing algorithms.
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1. Introduction
The objective of the Recommendation System (RS) is to suggest items for the customers in whom he/she may be interested [1, 2]. Recommendation systems mainly examine the past history of the user for recommending items, in which he/she may be highly interested. Recommendation systems are very useful for eCommerce websites which are offering products online. When a new user is entered in the eCommerce website and shows interest to purchase an item then recommendation system suggests more items in which he/she is interested. The process of recommending some new items to the user improves the sale for e-commerce websites [3–8]. Recommendation system also worked as an information retrieval system for its users. It suggests items for the users in which he/she may be interested. It suggests the most appropriate items to its users on the basis of past behavior of its users [9, 10]. Recommendation systems are classified into three main categories on the basis of the method they are using for suggesting most appropriate items for users [1, 11].

The three main categories are (1) Content based filtering (2) Collaborative Filtering and (3) Hybrid Filtering.

Content based filtering mainly utilizes the past history of the user for the recommendation. It only utilizes the history of the same user and discards all the history of other users. It only checks the content of the same user. It recommends those items in which user shows interest in the past. Collaborative filtering (CF) is most commonly used technique by the recommendation systems [6, 7, 12, 13]. It uses the history of the other users to recommend items to a user. It calculates the similarity between users and recommend items, in which other users of same category shows interest in the past. CF is used by many of the e-commerce website like Amazon to recommend items to its users. For example, if a user shows interest in buying mobile of Samsung then Samsung mobile can be recommended to all users which have similar taste. CF is a very useful technique but it can only work when a sufficient amount of data is available to calculate similarity between the users.
Many researchers are working in this area and many hybrid algorithms for, suggested in recent years [1]. These hybrid algorithms make use of both, content based filtering and collaborative filtering to suggest items to users.

In this paper a recommendation system using collaborative filtering is proposed. Next section discussed the literature survey of recent work in this area. Then section III is showing the proposed work and illustrated how the proposed collaborative filtering-based recommendation system will work. Section VI shows the details of the results obtained by implementing the proposed system and analysis of these results. Then in the last conclusion of the work is presented.

The objectives of this paper are as follows:
1. To propose a novel approach for prediction of ratings of items.
2. To implement the proposed approach on a data set having one lacs ratings of items.
3. To compare the performance of the proposed approach by implementing it and comparing the results with other existing approaches.

2. Literature survey

This section gives a brief survey of the recent state of art in recommendation systems. Mohamed et al. [1] proposed a recommendation system based on an adaptive genetic algorithm. The adaptive genetic algorithm was used to improve the prediction accuracy of recommendation system. Multi criteria recommendation system was used. The genetic algorithm was applied to a data set of users and movies. The adaptive genetic algorithm shows better results as compared to other techniques. Hassan and Hamada [2] analyse the performance of a recommendation system which was based on neural networks. The prediction accuracy of the recommendation system was checked on the basis of 7 different factors. The outcome of the analysis results that neural network-based recommendation system gives better results. Ze and Dengwen [3] proposed a recommendation algorithm on the basis of rating consistent. The algorithm uses common score values to relate users to each other and recommend the ratings on the basis of the similar users.

Rodrigues et al. [4] proposed a recommendation system that deal with problem of user cold start and item cold start. If do not have history of the user, then this problem is known as user cold star problem. If the history of the item is not available, then this problem is known as item cold start. Rodrigues et al. not only proposed a hybrid recommendation system on item-based and user-based collaborative filtering but also deal with user cold start and item cold start problems.

Ying and Cao [5] proposed a recommendation system that uses FCM based clustering to find similarity between the users. The method uses slope one algorithm for recommendation of the items. By using FCM based clustering algorithm the prediction performance of the slope one recommendation algorithm was improved. Gupta and Gadge [6] used item base collaborative filtering technique to recommend items. To find similarity between the users, the demographic based clustering algorithm was used. The hybrid system improves the prediction performance of the recommendation system. Wei et al. [7] proposed a new recommendation system which was based on collaborative filtering. Item based clustering was used to find similarity between the users. A global similarity metric was used to find similarity between the users. Shambour et al. [8] proposed a personalized recommendation system. It uses item-based CF technique which was based on multi criteria. Hassan and Hamada [9] proposed a recommendation system based on neural network. Multi criteria recommendation was applied that give prediction to the items-based ion the learning capability of the neural network. Adomavicius and Kwon [10] also proposed a recommendation system for multi criteria rating system. Konstan and Riedl [11] proposed a recommendation system that uses user experiences to predict ratings of the items. Zhu et al. [12] proposed a hybrid recommendation system that was based on case-based reasoning and a CF technique which was based on user data. Zarzour et al. [13] proposed a recommendation system. The system was based on clustering technique to make cluster of the users. The system performs dimensionality reduction that improves the quality of the prediction. Zhang et al. [14] presented an item-based filtering that used trusted enrich approach. The system uses user social similarities to suggest items to the user.

After going through this literature, it is observed that many techniques are already proposed by researchers to improve the prediction capability of the recommendation system. But the accuracy of these systems is not perfect and there is a need to work more on these systems to improve their performance. This paper introduces a new recommendation system that predicts the ratings of the users for the movies. The system work on a data set of users and movies.
The system first cluster users on the basis of the rating similarity between them and then uses the information about similar users to predict rating of items. Next section illustrates the proposed work.

3. Materials and methods
This paper proposed new recommendation systems that predict the ratings of the movies for users. The system work on a Movie Lens data which is available online [15]. The data set contains rating of 671 users, which rate 163949 movies on a scale from 0.5 to 5.0. The source of this data set is given at reference no [15]. The name of the repository is Movie Lens [15] which provides many data sets of the movies viewed by users. The systems first find the list of related users and then predict the rating for a given item for a given user by using related users. The two steps are explained here.

Finding related users: In this step a list of related users for a given user is formed. If two users give approximately same ratings to items, then these users have the same taste and will be a member of the list of related users of each other. For calculating related users, the ratings given by two users for items are analyzed in detail. If two users are rating a set of items, then a weight_of_relativeness between two users is calculated. For calculating weight of relativeness between two users, the sum of the absolute differences between the ratings of the items which are rated by both the users is calculated. If two users give equal ratings to all the items, then the value of that sum will zero and it shows maximum relativeness between two users. If weight_of_relativeness between two users is greater than a threshold, then these users will be the member of related users list of each other.

Prediction of ratings for a user-item pair: In this step, the rating for a user’s item pair is calculated. We assume that the ratings for the given user item pair is not available in the data set. To predict rating for the given user, item pair, the average of non-zero ratings by all the related users of the given item is calculated. This average will be the predicted rating for the given user item pair. Let us take a sample data of 10 users, which give ratings to five items on a scale of 1-10.

Algorithm-1
Input: ratings from data set, MOV, U
Output: Predicted Ratings for movie MOV by user U
Step 1: Read the ratings for different movies for different users from the data set.
Step 2: Find the related users for every user.
Step 3: Follow the steps from 4 to 6 to predict ratings of a movie MOV for a user U.
Step 4: Find a list RELATED_USR_LIST of related users for user U.
Step 5: Calculate average AVG of ratings for movie MOV for every user in RELATED_USR_LIST.
Step 6: Return AVG as predicted ratings for movie MOV for user U.

Table 1 Ratings by 10 users for five items

| S. No | Users | Item1 | Item2 | Item3 | Item4 | Item5 |
|-------|-------|-------|-------|-------|-------|-------|
| 1     | user1 | 7     | 6     | 8     | 7     | 10    |
| 2     | user2 | 8     | 6     | 5     | 4     | 9     |
| 3     | user3 | 4     | 8     | 4     | 1     | 9     |
| 4     | user4 | 6     | 5     | 7     | 4     | 10    |
| 5     | user5 | 4     | 7     | 8     | 4     | 3     |
| 6     | user6 | 7     | 9     | 1     | 5     | 6     |
Table 2 shows the difference between the sum of the ratings given by user-1 and all other 9 users i.e. from user2 to user9. Sum of absolute differences is calculated. Larger will the sum less will the similarity. The value of Max is the largest difference between the ratings of two users. In this case the maximum ratings for an item are on the scale 1-10 and the largest difference will be 10-1 = 9. The maximum value of sum that possible is (number of items rated × 9) =45. The similarity weight will be the 45-sum. The percentage of similarity determines the amount of similarity between the user1 and all other 9 users for this sample data.

Table 2 Show the difference between the sum of the ratings given by user-1 and all other users

| S. No | Users  | Item1 | Item2 | Item3 | Item4 | Item5 | Sum  | Similarity weight (Max-sum) | %age |
|-------|--------|-------|-------|-------|-------|-------|------|--------------------------------|------|
| 1     | user2  | 1     | 0     | 3     | 3     | 1     | 8    | 37                            | 82.22|
| 2     | user3  | 3     | 2     | 4     | 6     | 1     | 16   | 29                            | 64.44|
| 3     | user4  | 1     | 0     | 1     | 3     | 0     | 5    | 40                            | 88.88|
| 4     | user5  | 3     | 1     | 0     | 3     | 7     | 14   | 31                            | 68.88|
| 5     | user6  | 0     | 3     | 7     | 2     | 4     | 16   | 29                            | 64.44|
| 6     | user7  | 3     | 4     | 5     | 3     | 1     | 16   | 29                            | 64.44|
| 7     | user8  | 2     | 0     | 3     | 4     | 7     | 16   | 29                            | 64.44|
| 8     | user9  | 2     | 1     | 2     | 2     | 5     | 12   | 33                            | 73.33|
| 9     | user10 | 2     | 1     | 2     | 2     | 5     | 12   | 33                            | 73.33|
| 10    | user2  | 1     | 0     | 3     | 3     | 1     | 8    | 37                            | 82.22|

Let similarity threshold is 75%. So, if the value of the similarity percentage between user1 and other users is greater than 75 then those users will be the member of similarity list of user1. How much should be the similarity threshold will be the future scope of this work. So user1 similarity list will contain user2 (with similarity %age 82.22%) and user4 (with similarity %age 88.88%).

User 1 similarity list = {user2, user4}

Let us predict ratings for user1 for the item item2.

Given user= user1

Given item = item2

Sum of Ratings for item2 by related users = 6 (by user2) + 5 (by user4) = 11

Average ratings = (11/2) = 5.5

So predicted rating for item2 by user1 is 5.5.

The proposed method is implemented to predict the ratings of user item pairs for a data set available online at [15]. The next section discussed the results of the proposed work after implementation.

4. Results

The proposed work discussed in the previous section is implemented on a data set of 20 users. In the data set user predict ratings for movies on a scale from 0 to 5. We select a sample of 50 user item pairs and predict their ratings on the basis of similarity between users. Out of 50 selected user item pairs it may be the case that the similar user does not predict the same item for which the rating is to be proposed. In the final result the ratings of those similar users are entertained, which rate the same item for which we are predicting the rating. The snapshot in the figure is showing the actual ratings and predicted ratings of the items.

5. Discussion

The results obtained by experiments are evaluated on two metrics MAE and RMSE which are as follows.

Mean absolute error (MAE): MAE was used to measure our prediction accuracy; it measures how close our predicted ratings are to the actual outcome.

Root mean square error (RMSE): RMSE was also used to measure the prediction accuracy, it uses the squared deviation and emphasizes on large errors.

The value of the MAE is 0.58 and value of RMSE is 0.68 using the proposed algorithm. Table 1 compares the performance of proposed work with some other
recent works found in literature. The best of the value of MAE is 0.65 and best values of RMSE is 0.80 found by [15]. The value of MAE is 10.7% better and value of EMSE is 15% better as compared to the value found by [15]. Table 3 shows the comparison of results of the proposed work with recent works

**Table 3** Comparison of results of proposed work with recent works

| Metric     | Adaptive GA [1] | NN-Based Recommender systems [2] | FCM and slope one algorithm [5] | Proposed work | %age improvement as compare to [15] |
|------------|-----------------|----------------------------------|---------------------------------|---------------|-------------------------------------|
| MAE        | 1.59            | 1.52                             | 0.65                            | 0.58          | 10.70%                              |
| RMSE       | 2.12            | 2.53                             | 0.8                             | 0.68          | 15%                                 |

The paper fulfills its all the objectives specified. It proposed a new approach for prediction of ratings, implemented it and compare the results with other algorithms. The results obtained are found better.

Figure 2 shows a graph which compares the results of existing algorithms and proposed algorithm.

**Figure 2** Result comparison of MAE and RMSE

### 6. Conclusions and future scope

This paper proposed a novel approach for predicting ratings of items for recommendation systems. These systems help to recommend items to users on e-commerce web sites. A novel approach to predict ratings of movies for users. The implementation results suggest that the system producing good results. The following has been concluded:

1. User based recommendation systems perform better in predicting ratings of items
2. Finding similarity between users according to their interest is very useful in prediction systems.

The future scopes of this work are as follows:

1. In future this approach can be tested on other data sets to validate its performance
2. Improvements in finding similarity between users can be made by using clustering algorithms such as K-Means etc.
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