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Introduction

This thesis is about homological quantum error correcting codes. These codes are best understood by looking first at classical error correcting codes.

**Definition 0.1.** A classical linear code $C$, is a $k$ dimensional vector subspace of $\mathbb{Z}_2^n$. Its parameters are $[n, k, d]$ when $n$ and $k$ are the dimensions mentioned above, and the distance $d$ is the minimal Hamming distance between two elements of $C$. The Hamming distance is the number of coordinates on which two elements of $\mathbb{Z}_2^n$ differ (this defines a metric on $\mathbb{Z}_2^n$).

We think of $C$ as the legitimate words to be transmitted over a noisy channel. The noise may change the words we send, and we would want to reconstruct the original word after it has been altered. If $d = 2t + 1$ then the balls or radius $t$ in the Hamming distance around all the elements of $C$ are disjoint. This means that if the noise has changed at most $t$ coordinates then we can recover the message (by changing it to the closest element of $C$). Such a code is a $t$ error correcting code. The quality of a code is mainly measured by two parameters - rate and relative distance

**Definition 0.2.** The rate $R$ of an $[n, k, d]$ code is $R = \frac{k}{n}$. The relative distance $\delta$ of a code is $\delta = \frac{d}{n}$. A good code is a family of codes $\{C_m\}_{m=1}^{\infty}$ such that $n \to \infty$ and the rates and relative distances are bounded away from zero.

Since $n$ represents how many bits were physically transmitted, and $k$ represents how many bits of information were transmitted, the rate $R = \frac{k}{n}$ represents how efficient the code is in transmitting information. The relative distance $\delta = \frac{d}{n}$ tells us how fault tolerant the code is.

In quantum computation, the picture seems very different at first. The qubit, the quantum computer analog of the bit, is a vector in $\mathbb{C}^2$ of norm one, and quantum noise, unlike the classical "bit-flip", is some unitary transformation. Even though the task of quantum error correcting codes seems much more complicated, quantum error correcting codes can be constructed (and will be defined in Chapter 2) and are measured with the same parameters. A quantum code with parameters $[n, k, d]$ is a code where $n$ qubit are physically sent, $k$ qubits of information are sent, and if $d = 2t + 1$ then the code can correct $t$ errors (i.e. errors that effect at most $t$ coordinates).
It turns out (for a detailed explanation see 2.2.3, which follows [24]) that the problem of constructing quantum error correcting codes, may lead to a combinatorial problem of a similar flavor as the classical codes. More specific, the CSS codes (called after A.M. Calderbank, P. Shor and A. Steane) are constructed from the following situation:

**Theorem 0.1.** Let $V_1$ and $V_2$ be orthogonal subspaces of $\mathbb{Z}_2^n$ and let $W_j = V_j^\perp$ (so $V_j \subseteq W_{3-j}$). Then one can construct a quantum error correcting code (so called CSS codes) with parameters $[[n, k = \dim(W_1/V_1) = \dim(W_2/V_2), d]]$ when the distance $d$ is the minimal support of a vector orthogonal to one space, but is not in the other, i.e. the minimal Hamming weight of a vector in $(W_1/V_1) \cup (W_2/V_2)$.

So construction of CSS codes boils down to finding for $n \to \infty$ orthogonal subspaces $V_1$ and $V_2$, and the code will have parameters $k$ and $d$ as described above.

One situation in which one gets orthogonal spaces in $\mathbb{Z}_2^n$ is the following: Let $M$ be a compact manifold of dimension $n$, and let $S$ be a triangulation of the manifold. For all $p \leq n$ one can define $Y_p$ as the $\mathbb{Z}_2$-space of all $p$-chains of $S$, i.e. the space spanned over $\mathbb{Z}_2$ by the $p$-simplices. This space has two well known subspaces, the boundaries $B_p = \text{Im}(\partial_{p+1})$ and the cycles $Z_p = \ker(\partial_p)$. These subspaces are not orthogonal, but since $B_p \subseteq Z_p$ then $B_p$ and $Z_p^\perp$ are orthogonal. We can define a CSS code by choosing $V_1 = B_p$ and $V_2 = Z_p^\perp$ both subspaces of $Y_p$, these codes will be called homological codes. To understand the distance of such codes we need to look at $Z_p/B_p$ and $B_p^\perp/Z_p^\perp$, the first is the $\mathbb{Z}_2$ homology is dimension $p$ (with the basis defined by $S$), and the second can be taught of as the $\mathbb{Z}_2$ homology in dimension $n-p$ (with the basis defined by $S^*$ the dual cellulation).

**Definition 0.3.** Let $M$ be a connected compact manifold, with a triangulation $S$ and Assume $H_p(M, \mathbb{Z}_2) \neq 0$ for some natural number $p$. Let $S_p$ be the simplexes of dimension $p$, then it is a basis for $p$-chains with $\mathbb{Z}_2$ coefficients. The combinatorial systole of $M$ in dimension $p$, $\text{csys}_p(M, S)$, is defined as the minimal support of a $p$–cycle not homological to zero, in this basis given by $S_p$.

We can conclude the properties of homological codes in the following theorem:
Theorem 0.2. Let \( M \) be a connected compact manifold, \( S \) a triangulation and \( S^* \) a dual triangulation (given by the poincaré duality). Assume \( H_p(M, \mathbb{Z}_2) \neq 0 \), then we can build a CSS code with \( V_1 = B_p \) the boundaries, and \( V_2 = Z^p_p \) the perpendicular space to the cycles. This is a quantum error correcting code with parameters \([n, k, d]\) when \( n = |S_p| \), \( k = \dim(H_p(M, \mathbb{Z}_2)) \), and \( d = \min\{\text{cys}_p(M, S), \text{cys}_{n-p}(M, S^*)\} \).

The proof of these two theorems will be detailed in 2.2.4

In [26] Zémor showed some examples of such codes and conjectured

Conjecture 0.1. (Zémor [26]) There exists some constant \( C \), such that all homological quantum error correcting codes satisfy

\[
R \delta^2 \leq C \cdot n^{-2} \tag{1}
\]

This conjecture implies that no good homological codes exist. The distance and the rate of these codes come from different geometric properties of the manifold. For this reason we look at a different inequality (that is equivalent to Zámors conjecture when looking at a constant manifold) that involves only the distance and not the rate

Conjecture 0.2. There exists some constant \( C \), such that all homological quantum error correcting codes satisfy

\[
d^2 \leq C \cdot n \tag{2}
\]

Both conjectures are not true in the general case, and M.H. Freedman, D.A. Meyer and F. Luo in [21] construct a counterexample negating both. The work in [21] shows a strong correlation between conjecture 0.2 and systolic freedom.

Definition 0.4. Let \( M \) be a compact Riemannian manifold and assume \( H_i(M, \mathbb{Z}_2) \neq 0 \). Define the \( \mathbb{Z}_2 \)-systole of \( M \) as

\[
\text{sys}_i(M, \mathbb{Z}_2) = \inf_{0 \neq \sigma \in H_i(M, \mathbb{Z}_2)} \text{vol}(\sigma),
\]

the minimal volume of a cycle not homological to zero in \( \mathbb{Z}_2 \) coefficients.

Definition 0.5. Let \( n, p \) and \( q \) be natural numbers such that \( n = p + q \). The dimension \( n \) has weak \((p, q)\) \( \mathbb{Z}_2 \)-systolic freedom if

\[
\inf_M \frac{\text{sys}_n(M, \mathbb{Z}_2)}{\text{sys}_q(M, \mathbb{Z}_2) \cdot \text{sys}_p(M, \mathbb{Z}_2)} = 0 \tag{3}
\]

when the infimum is over all compact Riemannian manifolds of dimension \( n \) with \( H_p(M, \mathbb{Z}_2) \neq 0 \).
In [21] it was proven that in dimension 3 weak (2,1) $\mathbb{Z}_2$-systolic freedom exists, and that with systolic freedom one can construct codes that do not obey the $d^2 \leq C \cdot n$ bound. The proof of $\mathbb{Z}_2$-systolic freedom is by a beautiful construction, yet [21] has many missing details, and some small inaccuracies. In Chapter 3 we present a more detailed and accessible proof of the construction in [21].

In Chapter 4, which is the main novelty of this thesis, we use the fact that in dimension 2 there is no systolic freedom, i.e. it has systolic rigidity, to prove that conjecture 0.2 holds for all homological codes from surfaces.

**Theorem 0.3.** There exists a constant $C$ such that every homological code from a surface has distance bounded by $d^2 \leq C \cdot n$

The work here and in [21] show a strong correlation between systolic freedom and the $d^2 \leq C \cdot n$ bound. It is not yet known if good homological quantum error correction codes exist, but the search for these codes is connected to the search of dimensions with "stronger" freedom, and one can only hope to do this in dimension larger than 2.
Notation and convention

We will use the Bachmann-Landau asymptotic notation. We will say that

i. \( f = O(g) \), if there exists constants \( C \) and \( x_0 \) such that \( f(x) \leq C \cdot g(x) \) for all \( x > x_0 \).

ii. \( f = \Omega(g) \), if there exists constants \( C \) and \( x_0 \) such that \( f(x) \geq C \cdot g(x) \) for all \( x > x_0 \).

iii. \( f = \Theta(g) \), if \( f = O(g) \) and \( f = \Omega(g) \).

iv. \( f = o(g) \) if \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 0 \)

I will also use in the first two chapters the bra-ket notation normally used in QM (quantum mechanics). Let \( \mathcal{H} \) be a complex inner product space. A vector \( \psi \) in \( \mathcal{H} \) will be called a ket and written \( |\psi\rangle \). The dual vector to \( |\psi\rangle \) will be called bra and written \( \langle \psi| \). The inner product \( (|\psi\rangle, |\varphi\rangle) \) will be written \( \langle \psi|\varphi\rangle \) and can be thought of as the functional \( \langle \psi| \) operating on the vector \( |\varphi\rangle \): \( \langle \psi|(|\varphi\rangle) \). A notable deviation from standard mathematical convention is that in this convention, the inner product is linear with regard to the right argument and not the left argument.

If \( A \) is a linear operator, then the dual vector to \( A|\psi\rangle \) is \( \langle \psi|A^\dagger \), when \( A^\dagger \) is the adjoint operator to \( A \). We will understand \( \langle \varphi|A|\psi\rangle \) as \( (|\varphi\rangle, A|\psi\rangle) \) or dually \( (A^\dagger|\varphi\rangle, |\psi\rangle) \). Let \( \lambda \) be an eigenvalue of \( A \), then we will sometimes use the same notation for the specific eigenvector we are working with i.e. \( A|\lambda\rangle = \lambda |\lambda\rangle \). When there is degeneracy and the dimension of the eigenspace is greater than one, we will add another index. We will define the outer product of a ket \( |\psi\rangle \) and a bra \( \langle \varphi| \) as an operator marked \( |\psi\rangle \langle \varphi| \). The action of \( |\psi\rangle \langle \varphi| \) on a vector \( |\alpha\rangle \) is defined as \( |\psi\rangle \langle \varphi|(|\alpha\rangle) = |\psi\rangle \langle \varphi|\alpha\rangle = \langle \varphi|\alpha\rangle |\psi\rangle \).

The tensor product of two (or more) vectors \( |\psi\rangle \otimes |\varphi\rangle \) will be written in short form as \( |\psi\rangle |\varphi\rangle \). In quantum computation we will work in a multiple tensor product of 2 dimensional spaces. We will mark the base of the 2 dimensional space by \( |0\rangle \) and \( |1\rangle \), and \( |e_1...e_n\rangle \) will mean \( |e_1\rangle \otimes ... \otimes |e_n\rangle \) when \( e_i \in \{0, 1\} \).
Chapter 1

Introduction to Quantum Mechanics

This chapter gives a short review of the foundations of quantum mechanics. Anyone familiar with the subject can freely skip this chapter.

Quantum mechanics are the laws that determine the behavior of small scale objects. The postulates of quantum mechanics are fundamentally different from those of classical mechanics, and therefore a quantum computer in which the basic unit (the qubit) is governed by the laws of quantum mechanics has different abilities and limitations than those of a regular computer.

1.1 The Postulates of quantum mechanics

Unlike classical mechanics which has $\mathbb{R}^n$ as its natural setting, quantum mechanics' natural settings are complex Hilbert spaces.

**Postulate 1.** To each closed quantum mechanical system there is a Hilbert space $\mathcal{H}$ called the state space. The unit vectors in this state space completely define the system.

**A few notes:** First, a closed system is a system without any interaction with its surroundings. Such systems (unless you take the whole universe as your system) do not really occur, but normally the systems physicists work with, are approximately closed. The influence of the environment is precisely what causes the *noise* whose influence quantum error correcting codes try
to reverse. Second, two vectors in $\mathcal{H}$ that differ by a scalar factor represent the same physical system so we limit ourselves to unit vectors without loss of generality.

In most physical systems, the state space will be infinite dimensional, but in quantum computation only finite dimensional systems are considered. The most basic unit of a quantum computer is the qubit. The qubit is a physical system whose state space is two dimensional like the electron spin for example. The vectors in an orthonormal basis for this space are usually marked $\ket{0}$ and $\ket{1}$.

The main difference between a normal computer bit and the qubit is that a bit can only be in one of two states - zero or one, while the qubit can be in superposition of these two states i.e. can be in any linear combination of this two states. The general qubit can be written as $\ket{\psi} = a \ket{0} + b \ket{1}$ where $a, b \in \mathbb{C}$ satisfy $|a|^2 + |b|^2 = 1$.

**Time Evolution**

**Postulate 2.** The evolution of a closed quantum system in time is given by a unitary operator. Moreover, to each quantum system there is a Hermitian operator $H$ called the Hamiltonian, and the evolution of the system is given by the Schrödinger equation $i \hbar \frac{d}{dt} \ket{\psi} = H \ket{\psi}$ where $\hbar$ is a physical constant.

When the Hamiltonian is constant in time it is easy to see that $\ket{\psi(t)} = \exp\left[-\frac{i(t-t_0)}{\hbar} H\right] \ket{\psi(t_0)}$ is the solution to the Schrödinger equation with initial state $\ket{\psi(t_0)}$ at $t = t_0$. From this it is clear that the time evolution is given by the operator $U(t, t_0) = \exp\left[-\frac{i(t-t_0)}{\hbar} H\right]$ and that $U(t, t_0)$ is indeed unitary since $H$ is hermitian.

The fact that $H$ is an Hermitian operator implies that it has a complete orthonormal system of eigenvalues, therefore $H = \sum_E E \ket{E} \bra{E}$ where $H \ket{E} = E \ket{E}$. The eigenstates (i.e. eigenvectors) of $H$ are called stationary states. This name comes from the fact that if we take $\ket{\psi(t_0)} = \ket{E}$ then $\ket{\psi(t)} = \exp\left[-\frac{i(t-t_0)}{\hbar} H\right] \ket{E} = \exp\left[-\frac{i(t-t_0)E}{\hbar}\right] \ket{E}$ this means that $\ket{\psi(t)}$ and $\ket{\psi(t_0)} = \ket{E}$ differ by a scalar factor and therefore represent the same physical system. A linear combination of the stationary states, on the other hand, will not in general stay stationary since the phase factor (the scalar) changes differently for each of its components.
Measurements

The notion of measurements is the most significant conceptual difference between quantum and classical mechanics. The measurement postulate is defined a bit differently between quantum computation books [23] and physicists' quantum mechanics books, with the quantum computation books giving a slightly broader definition. We will cover both approaches here, beginning with the usual QM approach.

**Postulate 3.** *Every measurable physical quantity is described by an operator* $A$ *operating on the space* $\mathcal{H}$. *The possible results of the measurement are the eigenvalues of* $A$. *If* $\lambda$ *is an eigenvalue of* $A$ *then the probability of measuring* $\lambda$ *when the system is in the state* $|\psi\rangle$ *is* $\langle \psi | P_\lambda P_\lambda^\dagger |\psi\rangle$, *when* $P_\lambda$ *is the projection operator onto the* $\lambda$ *eigenspace.* *After the measurement, the state changes into* $\frac{1}{\sqrt{\langle \psi | P_\lambda P_\lambda^\dagger |\psi\rangle}} P_\lambda |\psi\rangle$ *when* $\frac{1}{\sqrt{\langle \psi | P_\lambda P_\lambda^\dagger |\psi\rangle}}$ *is the normalization factor.

Since the result of a physical measurement is a real number, all the eigenvalues of $A$ must be real. If we assume that $A$ has a complete orthonormal system, we will conclude that $A$ is Hermitian. For example, let the system be in a state $|\psi\rangle$ and measure the Hamiltonian $H$ (the physical interpretation of this measurement is the energy of the system). If there is no degeneracy, i.e. all eigenspaces are of dimension 1, then $|\psi\rangle = \sum_n a_n |E_n\rangle$ where $\sum_n |a_n|^2 = 1$, then when we measure $H$ we get $|E_n\rangle$ with probability $|a_n|^2$. The system after we measured $E_n$ is in state $|E_n\rangle$.

The measurement postulate has two serious impacts on the behavior of quantum systems. First, it has probability as an intrinsic aspect. If you have a state $|\psi\rangle = \frac{1}{\sqrt{2}} |0\rangle + \frac{1}{\sqrt{2}} |1\rangle$ and you measure whether it is in the $|0\rangle$ state or the $|1\rangle$ state, the theory states that the result is determined randomly with equal probabilities. This means that two similar states can give different results during the same measurement. This contradicts the classical notion of *determinism*. The fact that QM is inherently probabilistic bothered many physicists, notably Albert Einstein who famously said "God does not play dice with the universe". His attempts to disprove this probabilistic interpretation brought him to design the "EPR paradox"[1] which leads to *quantum entanglement*. Entanglement will play a crucial role in quantum computation. The second important repercussion of this postulate is the fact that you change the state of the system by measuring it. This adds another level
of complexity in designing quantum algorithms - every measurement can destroy data in an irreversible way. One of the known properties of quantum measurements is the uncertainty principle which we will cover later on.

The measurement postulate given in [23] defines measurement as a collection \( \{M_\lambda\} \) of measurable operators satisfying \( \sum_\lambda M_\lambda^\dagger M_\lambda = I \). The index \( \lambda \) is the outcome of the measurement, and the probability of measuring \( \lambda \) is \( \langle \psi | M_\lambda^\dagger M_\lambda | \psi \rangle \) therefore the demand \( \sum_\lambda M_\lambda^\dagger M_\lambda = I \) guarantees that the probabilities sum up to one. The state \( |\psi\rangle \) after the measurement is \( \sqrt{\langle \psi | M_\lambda^\dagger M_\lambda | \psi \rangle} M_\lambda |\psi\rangle \). If we take \( M_\lambda \) to be the projection operator into the \( \lambda \) eigenspace of \( A \), we will get the previous definition. This kind of measurement will be called projective measurement.

Composite systems

We know how to describe a physical system, for example the qubit. The next postulate gives us the description of a system that is the composition of several smaller systems

**Postulate 4.** If the Hilbert spaces \( \mathcal{H}_1, ..., \mathcal{H}_n \) represent separate components of a composite physical system, then the Hilbert space representing the composite system \( \mathcal{H} \) is the tensor product of component spaces i.e. \( \mathcal{H} = \mathcal{H}_1 \otimes ... \otimes \mathcal{H}_n \).

Since the basic unit we are working with, the qubit, is represented by \( \mathbb{C}^2 \), the n-qubit system is represented by \( \mathbb{C}^{2^n} \). If \( |0\rangle \) and \( |1\rangle \) are the basis of each qubit space, then \( |e_1...e_n\rangle e_i \in 0, 1 \) is the basis of the composite system.

An interesting consequence of this postulate is Quantum entanglement. Let us think of the 2-qubit system \( \mathbb{C}^2 \otimes \mathbb{C}^2 \). If a state \( |\psi\rangle \) of the composite system is indecomposable, then we cannot think of one qubit being in one state and one being in another - they are entangled. The most well known example of this is the "EPR pair" \( |\psi\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle) \) (this state is easily realized by a physical system [1]). In this system, when you measure the state of one qubit, you instantly change the state of the second qubit into the opposite state. If we have two electrons that are an EPR pair, then when you measure one of the electrons, you change the other and that change must be instantaneous. This instantaneous change contradicts the idea of locality.
(that information cannot travel faster than the speed of light) and this is the EPR "paradox". This entanglement, however, was proven experimentally, and it can be proven by Bell’s inequality that no physical theory that explains quantum phenomena can be local and deterministic [2].

1.2 Measurement expectation and the uncertainty principle

The idea behind Heisenberg’s uncertainty principle is that if two measurement operators do not commute, then you cannot know both well. The most common example is the location operator (on a certain axis) and momentum operator (on that same axis). The more you know one, the less you know about the other. Before we prove the uncertainty principle, we must explain what "knowing something well” means.

Since the measurement outcome is determined randomly, the smaller the standard deviation, the closer you probably are to the expected value, and the outcome is better known. In the case of projective measurements, there is a simple formula for the expected value and the variance. It is given in the following lemma

**Lemma 1.1.** If $M$ is a projective measurement, then when measuring $M$ on the state $|\psi\rangle$ the expected value is given by $E(M) = \langle \psi | M | \psi \rangle$ and the variance by $\sigma^2(M) = E((M - E(M))^2) = \langle \psi | (M - E(M))^2 | \psi \rangle$.

**Proof.** $E(M) = \sum_m p(m) = \sum_m m \langle \psi | P_m | \psi \rangle = \langle \psi | \sum_m m P_m | \psi \rangle = \langle \psi | M | \psi \rangle$.

The variance follows immediately.

Now we are ready to state and prove the uncertainty principle

**The Heisenberg uncertainty principle.** Let $A$ and $B$ be Hermitian operators, and $|\psi\rangle$ be a quantum state. Then $\sigma(A)\sigma(B) \geq \frac{|\langle \psi | [A,B] | \psi \rangle|^2}{2}$.

**Proof.** For any two Hermitian operators $C,D$ and state $|\psi\rangle$, $\langle \psi | CD | \psi \rangle = x + iy$ for some $x,y \in \mathbb{R}$. It is easy to see that $\langle \psi | [C,D] | \psi \rangle = 2iy$ and $\langle \psi | \{C,D\} | \psi \rangle = 2x$ when $[A,B] = AB-BA$ is the commutator and $\{A,B\} = AB+BA$ is the anti-commutator.

From this we get

$$|\langle \psi | [C,D] | \psi \rangle|^2 + |\langle \psi | \{C,D\} | \psi \rangle|^2 = 4 |\langle \psi | CD | \psi \rangle|^2. \quad (1.1)$$
Using the Cauchy-Schwarz inequality we get

\[ |\langle \psi | CD | \psi \rangle|^2 = |\langle C^\dagger \psi | D \psi \rangle|^2 \leq \langle \psi | C^2 | \psi \rangle \langle \psi | D^2 | \psi \rangle. \] (1.2)

If we combine the (1.1) with (1.2), and omit the positive anti-commutator part to get

\[ \frac{1}{4} |\langle \psi | [C, D] | \psi \rangle|^2 \leq \langle \psi | C^2 | \psi \rangle \langle \psi | D^2 | \psi \rangle. \] (1.3)

If we substitute \( C = A - E(A) \), \( D = B - E(B) \) and take the square root, we get the uncertainty principle.

If we look at the other case, where A and B commute, then we can mutually diagonalize them and get an orthonormal base \( |n, m, k\rangle \) where \( A |n, m, k\rangle = n |n, m, k\rangle \), \( B |n, m, k\rangle = m |n, m, k\rangle \) (the extra index \( k \) is needed when there is degeneracy in the eigenspace). The state \( |n, m, k\rangle \) has zero standard deviation when measuring A or B (since the outcome is \( n \) or \( m \) with probability 1) and therefore when A and B commute you can measure both together as accurately as you want.

A fascinating way to see the physical ramifications of the uncertainty principle is the Stern-Gerlach experiment explained thoroughly in [23].

1.3 The density operator

There is an alternative way to formulate quantum mechanics through the density operator. It is not as intuitive as the previous formulation but it has two advantages. First, it lets us work with ensembles of quantum states. Second, it lets us describe subsystems of a composite quantum system. The second property is very important in understanding quantum noise, as the noise comes from the fact that our system is not closed and we need to think of it as part of a larger system within its environment.

**Definition 1.1.** Let \( \{ |\psi_i\rangle \}_{i=1}^n \) be quantum states, If the system is in the state \( |\psi_i\rangle \) with probability \( p_i \), where \( \sum_i p_i = 1 \) then we call \( \{ p_i, |\psi_i\rangle \} \) an ensemble of pure states. The density operator for this ensemble is defined as \( \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| \).

It is very important to note the difference between a pure state (i.e. a vector in the state space) and an ensemble. The pure state \( |\psi\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \)
is different from an ensemble that is $|0\rangle$ with probability $\frac{1}{2}$ and $|1\rangle$ with probability $\frac{1}{2}$, even though the probability to measure if the quantum state is in $|0\rangle$ or $|1\rangle$ is identical. We will show how the postulates of QM can be stated with the density operator formalism.

**Theorem.** Let $\rho$ be the density operator of a system. If the time evolution of the system is given by $U$, then the evolution of the density operator is given by $U \rho U^\dagger$. If a measurement is performed by the operators $\{M_m\}$, then the probability of measuring $m$ is $p(m) = \text{tr}(M_m^\dagger M_m \rho)$ and the density operator after the measurement is $\frac{M_m \rho M_m^\dagger}{\text{tr}(M_m^\dagger M_m \rho)}$ when $m$ is the outcome of the measurement.

**Proof.** If the evolution of the system is given by $U$, then each state $|\psi_i\rangle$ transforms to $U |\psi_i\rangle$. For the density operator we get

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i | \rightarrow \sum_i p_i U |\psi_i\rangle \langle \psi_i | U^\dagger = U \rho U^\dagger$$

(1.4)

To prove the statement we will use a useful and easy to check trace formula

$$\text{tr}(A|\psi\rangle \langle \psi|) = \langle \psi | A | \psi \rangle$$

(1.5)

now to calculate $p(m)$ from the law of total probability

$$p(m) = \sum_i p_i p(m|i) = \sum_i p_i \langle \psi_i | M_m^\dagger M_m |\psi_i \rangle = \sum_i p_i \text{tr}(M_m^\dagger M_m |\psi_i \rangle \langle \psi_i |) = \text{tr}(M_m^\dagger M_m \rho)$$

(1.6)

If the result of the measure is $m$, then the state $|\psi_i\rangle$ after the measurement is $|\psi_i^m\rangle = \frac{M_m |\psi_i\rangle}{\sqrt{\langle \psi_i | M_m^\dagger M_m |\psi_i \rangle}} = \frac{1}{\sqrt{p(m|i)\rho}} M_m |\psi_i\rangle$. The density operator after the measurement will be

$$\rho_m = \sum_i p(i|m) |\psi_i^m\rangle \langle \psi_i^m | = \sum_i \frac{p(i|m)}{p(m|i)} M_m |\psi_i \rangle \langle \psi_i | M_m^\dagger$$

(1.7)

From Bayes formula we drive the desired equality

$$\rho_m = \sum_i \frac{p(i|m)}{p(m|i)} M_m |\psi_i \rangle \langle \psi_i | M_m^\dagger = \frac{M_m \rho M_m^\dagger}{\text{tr}(M_m^\dagger M_m \rho)}$$

(1.8)

We will cite a characterization of the density operator from [23, p. 101] without proof, as it is easy to verify.

**Theorem.** An operator $\rho$ is the density operator for some ensemble iff, $\rho$ is a positive operator with trace equal to one. A density operator $\rho$ is a density operator of a pure state (i.e. $\rho = |\psi\rangle \langle \psi|$ for some state $|\psi\rangle$) iff $\text{tr}(\rho^2) = 1$.
The reduced density operator

If the system is composed of two subsystems A and B, described by a density operator $\rho^{AB}$, then the density operator that describes the A component is the partial trace over B, $\rho^A = tr_B(\rho^{AB})$. It can be shown [23, p. 107] that this definition yields the desired time evolution and measurement. In the simple case of $\rho^{AB} = \rho \otimes \sigma$ this definition does give $\rho^A = \rho$ as expected.

The connection to quantum noise is immediate - if one starts from an open system A, then it can be thought of as a part of the composite system containing it and its environment E. The time evolution of the composite system is given by a unitary transformation, so $\rho^{AE} \rightarrow U \rho^{AE} U^\dagger$. The original system transforms to $tr_E(U \rho^{AE} U^\dagger)$, this transformation does not have to be unitary and in fact in the next example we will show that even if U does not change A, $\rho^A$ might change.

Example: Let A be in the pure state $\frac{1}{\sqrt{2}}|0\rangle + \frac{1}{\sqrt{2}}|1\rangle$ and B be in the state $|0\rangle$. The composite system is in the state $\frac{1}{\sqrt{2}}|00\rangle + \frac{1}{\sqrt{2}}|10\rangle$.

Let U be the controlled-not transformation

$$U |00\rangle = |00\rangle \quad U |01\rangle = |01\rangle \quad U |10\rangle = |11\rangle \quad U |11\rangle = |10\rangle \quad (1.9)$$

The operator U, of course, does not change A, but the composite state transforms to $\frac{1}{\sqrt{2}}|00\rangle + \frac{1}{\sqrt{2}}|11\rangle$ and a simple calculation shows the reduced density matrix after the transformation is $\rho_A = \frac{1}{2} |0\rangle \langle 0| + \frac{1}{2} |1\rangle \langle 1|$. The system is now not only changed, it is not in a pure state anymore.
Chapter 2
Quantum Computation and Information

With the QM language and foundations given, we can now describe the quantum circuit model for a quantum computer, which will be the model we will use for quantum computation. We will explain later the basics of quantum error correction, and formulate the homological error correcting codes that is the heart of this thesis.

2.1 Quantum circuit model

The quantum computer in the quantum circuit model is made out of four parts: qubits, gates, measurements and a classical part. Qubits and measurement have been explained previously, and the classic computer is obvious (it is also an avoidable part of this model) which leaves gates to be described.

Quantum gates: The quantum gate is an operator that works on an n-qubit state space. Since time evolution of a system is unitary, a gate is an unitary operator. We will assume that every operator can be implemented perfectly (for a treatment of approximating quantum gates see [23]). Every gate is reversible, unlike the classical computer where most of the basic gates such as and and or are irreversible. This problem can be corrected and every classical operation can be emulated on a quantum computer. For example the xor gate cannot be implemented as is, since it is two to one and as such is not reversible, but it can be emulated be the gate $U |x_1, x_2\rangle = |x_1, x_1 + x_2 (mod 2)\rangle$
on the computational basis described in 1.1.1.

The Pauli matrices $X, Y, Z$ and the Hadamard gate $H$ are important gates, all operate on a single qubit, defined as following:

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$ \hspace{1cm} (2.1)

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$$ \hspace{1cm} (2.2)

The $X$ gate is the quantum equivalent of a "bit-flip" transformation, while $Z$ which is called the "phase-flip" has no classical analog. The operator $Y$ can be thought of as the product of a bit-flip and phase-flip, since $ZX = iY$ and the $i$ is a global phase factor that does nothing to the state. The Hadamard gate is the discrete Fourier transform.

A summary of some of the important properties of the Pauli matrices:

**Theorem 2.1.** The Pauli matrices $X, Y, Z$ satisfy:

i. $\{X, Y, Z, I\}$ form a basis for $M_2(\mathbb{C})$

ii. $X^2 = Y^2 = Z^2 = I$.

iii. $\det(X) = \det(Y) = \det(Z) = -1 \quad Tr(X) = Tr(Y) = Tr(Z) = 0$.

iv. $XY = iZ \quad YZ = iX \quad ZX = iY$.

v. $[X, Y] = 2iZ \quad [Y, Z] = 2iZ \quad [Z, X] = 2iY$.

**Quantum algorithms**

A quantum algorithm in this model is a circuit built out of the previously discussed parts. It is best understood by examples and we will show a few that illustrate some of the power and some of the problems with the quantum computer.
Quantum parallelism: Let us assume that there is a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that you want to compute by a quantum computer. Since the transformation $U |x\rangle = |f(x)\rangle$ ($x \in \{0, 1\}^n$ describes a general basis element not an arbitrary state) is not (in general) reversible, it cannot be implemented as a gate. The operator $U_f |x, y\rangle = |x, y \oplus f(x)\rangle$ (where $\oplus$ means addition modulo 2) when $U_f : \mathbb{C}^{2n+1} \rightarrow \mathbb{C}^{2n+1}$, on the other hand, is unitary and can be implemented as a gate. To get quantum parallelism, we will use an important property of the Hadamard gate:

$$H \otimes^n |0\ldots 0\rangle = \frac{1}{\sqrt{2^n}} \sum_{x \in \{0, 1\}^n} |x\rangle \otimes |0\rangle.$$  

When $z \cdot x$ is the scalar product $\sum_i z_i x_i$.

Now we start with the $n+1$ qubit $|\psi_1\rangle = |0\ldots 0\rangle \otimes |0\rangle$ and pass it through a $H^{\otimes n} \otimes I$ gate to get $|\psi_2\rangle = H^{\otimes n} \otimes I |\psi_1\rangle = \frac{1}{\sqrt{2^n}} \sum_x |x\rangle \otimes |0\rangle$. In the next step we will use the $U_f$ gate on $|\psi_2\rangle$ to receive $|\psi_3\rangle = U_f |\psi_2\rangle = \frac{1}{\sqrt{2^n}} \sum_x |x\rangle \otimes |0 \oplus f(x)\rangle$. In fact we computed all $2^n$ values of $f(x)$ by using the $U_f$ gate only once! The problem is that in order to receive this information, you have to measure the state and destroy most of the data. If you measure the value of $x$, you will get some answer $x_i$ randomly and the state after the measurement will be $|x_i\rangle \otimes |f(x_i)\rangle$. De facto, not only do we get only one answer, we get the answer for some random $x$ value. The power of quantum computation comes from the ability of some algorithms to use this global information without using measurements. The two best known examples of quantum algorithms that surpass their classical version, are the quantum Fourier transform [23] and Shor’s prime factoring algorithm [25]. We will give a simple example, that might shed some light on how this could be done, with the Deutsch-Jozsa algorithm.

The Deutsch-Jozsa algorithm: This algorithm is a solution to the following game. Bob has a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that is either the constant function, or a function that returns 1 and 0 an equal amount of times (then $f$ is said to be balanced). Alice can give Bob any $x \in \{0, 1\}^n$
and he will compute $f(x)$ and return it to her. The question is, how many times must Alice and Bob exchange information in order for her to be absolutely certain what kind of function Bob has. The classical worst case scenario is of course $2^n - 1 + 1$. We will show that Alice can do it with only a single qubit exchanged between her and Bob.

Alice will start with the state $|\psi_1\rangle = |0\rangle^\otimes n |1\rangle$ and pass it through a $H^\otimes(n+1)$ gate to get $|\psi_2\rangle = \frac{1}{\sqrt{2^n}} \sum_x |x\rangle \left(\frac{|0\rangle + |1\rangle}{\sqrt{2}}\right)$. Next, Alice will send $|\psi_2\rangle$ to Bob who will execute the $U_f$ gate on $|\psi_2\rangle$. The first $n$ qubits stay unchanged, but the last qubit after $U_f$ is performed is $|0 \oplus f(x)\rangle - |1 \oplus f(x)\rangle = (-1)^{f(x)}(|0\rangle - |1\rangle)$. So $|\psi_3\rangle = U_f |\psi_2\rangle = \frac{1}{\sqrt{2^n}} \sum_x (-1)^{f(x)} |x\rangle \left(\frac{|0\rangle - |1\rangle}{\sqrt{2}}\right)$. Alice receives $|\psi_3\rangle$ from Bob and uses a $H^\otimes n \otimes I$ gate on it. From eq. 2.3 we get

$$|\psi_4\rangle = \sum_z \sum_x \frac{1}{2^n} (-1)^{f(x)+x \cdot z} |z\rangle \left(\frac{|0\rangle - |1\rangle}{\sqrt{2}}\right) \quad (2.4)$$

For the last part of the algorithm, Alice measures the first $n$ bits. The meaning of the measurement is that we take the operator $A |x\rangle = x |x\rangle$ when we think of $x$ as a number given in base 2, to be the measured operator. The measurement postulate stated that the result is just the $x$ (when we think of measuring $x$ or $|x\rangle$ as the same thing) with probability that is equal to the square of that basis element’s coefficient. In this case the probability of measuring $|0\rangle^\otimes n$ is just square of $\sum_x \frac{(-1)^{f(x)}}{2^n}$. When $f$ is constant,a we will get $\pm 1$ and the probability of measuring $|0\rangle^\otimes n$ is 1, when $f$ is balanced the $+1$ and $-1$ will cancel each other and the probability will be 0. So Alice can now know with probability one what type of function Bob is using after passing just a single qubit between her and Bob (and after using only 2 gates so there are no computational complexity problems).

Perhaps this algorithm is not the most useful, but it shows the flavor and abilities of a quantum computer without being too complicated.

### 2.2 Quantum Error Correction

When facing the problem of quantum error correction, there are a few fundamental problems that separate it from the classical counterpart.
• The error is described as a unitary operator and as such, there is a continuum of possible errors, unlike the finite classical case.

• Measurements can destroy data.

• Quantum gates are only approximated (since there is a continuum of possible gates) and therefore there are errors that come from this imperfect implementation.

We will ignore the last problem and assume that computations can be done perfectly (the problem of fault-tolerant computation is dealt in depth in [23]). Even when considering only the first two problems, the classical and quantum errors seem very different, so it seems surprising when CSS codes (that will be described later on) build a QECC (quantum error correction code) from two CECC (classical error correction code).

2.2.1 Quantum noise

Quantum noise comes from a unitary transformation that operates on the system and its environment as described in 1.3. If the system is in state $|\psi\rangle$, we can assume the composite system is in the state $|\psi\rangle \otimes |0\rangle_{\text{env}}$ when $|0\rangle_{\text{env}}$ describes the state of the environment in some, not necessary finite dimensional, space (this can be assumed without loss of generality by purification [23]). This composite system undergoes a unitary transformation $U$ that we want to reverse. In order to describe $U$ we will use the Pauli group.

**Definition 2.1.** The Pauli group is the group $G_n$ of $2^{2n+1}$ operators $\{\pm X, \pm Z, \pm iY, \pm I\}^{\otimes n}$. The center of this group is $\{\pm I^{\otimes n}\}$, and we will mark $G_n = G_n/\{\pm I^{\otimes n}\} = \{X, Z, iY, I\}^{\otimes n}$. Each element of these groups is an operator that is a tensor product (signed or unsigned) of Pauli matrices and the identity.

We will use the fact that this is a group later on, at this moment we will look at $G_n$ as a basis for $M_{2^n}(\mathbb{C})$, the space of operators on a n qubit space. In some of the literature (e.g. [24]), $\bar{Y} \equiv iY = ZX = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ is defined as the $Y$ Pauli matrix. This may be more convenient when discussing QEC but we lose the nice symmetrical properties of the Pauli matrices.

As previously stated what we are aiming at is to describe the action $U |\psi\rangle \otimes |0\rangle_{\text{env}}$. This is given by the following theorem
Theorem. Let \( \{ E_a \} \) be the elements of \( \bar{G}_n \). For any unitary operator on the composite system there are states \( \{|e_a\rangle_{env} \} \) generally not normalized or orthogonal such that \( U |\psi\rangle \otimes |0\rangle_{env} = \sum_a E_a |\psi\rangle \otimes |e_a\rangle_{env} \).

This can be easily proven directly for \( n = 1 \) and for larger \( n \) by induction (see [24, Ch. 7]).

The idea behind QECC is that the elements of \( \bar{G}_n \) represent all possible errors. Like in the case of CECC we cannot correct all possible errors only errors with weight beneath a certain threshold, and we assume that the larger errors are with negligible probability. The weight of \( E_a \in \bar{G}_n \) is defined as the number of qubits on which \( E_a \) acted non-trivially. We now take a subset \( \mathcal{E} \subseteq \bar{G}_n \) and these are the errors we are trying to correct. The idea behind QEC is that if we start with a state \( |\psi\rangle \), if we can measure what \( E_a \in \mathcal{E} \) occurred then after the measurement you get \( E_a |\psi\rangle \otimes |e_a\rangle_{env} \) and the affect of \( E_a \) can be reversed since we know \( E_a \) and it is unitary. Usually we will take \( \mathcal{E} \) to be the set of all the errors with weight \( \leq t \) for some \( t \). These are going to be the errors in \( \bar{G}_n \) that we will want to fix.

### 2.2.2 Quantum Error Correcting codes

A quantum t-error correcting code will be a k-qubit state space embedded in an n-qubit state space such that it can correct \( \mathcal{E}_t \) - all the errors with weight up to \( t \). The next theorem states sufficient and necessary conditions for a code to correct \( t \) errors.

Theorem. Let \( \{ |\tilde{i}\rangle \} \) be a basis for the code space (the subspace that we are encoding). The code can correct errors in \( \mathcal{E} \) iff for any \( E_a, E_b \in \mathcal{E} \),

\[
\langle j | E_a^\dagger E_b | \tilde{i}\rangle = C_{ab} \delta_{ij} \quad \text{when} \quad C_{ab} = \langle \tilde{i} | E_a^\dagger E_b | \tilde{i}\rangle \quad \text{is independent of} \quad |\tilde{i}\rangle.
\]

It is obvious that \( \langle j | E_a^\dagger E_b | \tilde{i}\rangle = 0 \) for \( i \neq j \) is a necessary condition, because otherwise the states \( E_b |\tilde{i}\rangle \) and \( E_a |\tilde{j}\rangle \) cannot be distinguished by a measurement - we cannot know if we started with \( |\tilde{i}\rangle \) and the noise was \( E_b \), or we started with \( |\tilde{j}\rangle \) and the noise was \( E_a \). It is also clear that \( \langle j | E_a^\dagger E_b | \tilde{i}\rangle = \delta_{ab} \delta_{ij} \) is sufficient, since if \( \mathcal{H} \) is the code space then the spaces \( \mathcal{H}_a = E_a \mathcal{H} \) are orthogonal and thus we can measure in what \( \mathcal{H}_a \) we are in. This kind of code is called nondegenerate. The intuition behind the more general case (i.e. \( \langle \tilde{i} | E_a^\dagger E_b | \tilde{i}\rangle \) is independent of \( |\tilde{i}\rangle \) but not \( \delta_{ab} \)), is that if \( \langle \tilde{i} | E_a^\dagger E_b | \tilde{i}\rangle \) does depends on \( |\tilde{i}\rangle \) we get some knowledge on the state when we measure \( \mathcal{H}_a \) and
by so doing we inevitably change it, so in order to correct the code $C_{ab}$ must not depend on $|\tilde{b}\rangle$ (for a full proof see [24, ch. 7]).

**Definition 2.2.** The distance of a code $C$ will be the minimal $d$ such that there is an operator $E_a \in \bar{G}_n$ of weight $d$ satisfying $\langle \bar{i} | E_a | \bar{j} \rangle \neq C_{a \delta_{ij}}$. Like in CECC, if $d=2t+1$ then the code can correct $t$ errors (since $\bar{G}_n$ is a group).

A $k$-qubit code in an $n$-qubit state space that has distance $d$ will be marked $[[n,k,d]]$. It is a $2^k$ dimensional subspace of $\mathbb{C}^{2^n}$, unlike a classic $[n,k,d]$ code which is a $k$ dimensional subspace of $\mathbb{Z}^{2^n}_2$.

### 2.2.3 Stabilizer Codes

Stabilizer codes are defined as a subspace that is invariant under a certain subgroup of the Pauli group. There are some nice properties of the Pauli group, resulting from Theorem 2.1, that will be useful when working with these codes.

- For every $E \in G_n$, $E^{-1} = E^\dagger$, i.e. $E$ is unitary.
- $E^2 = I$ if the number of $Y$ in $E$ is even, and $E^2 = -I$ otherwise.
- Since $X, Z, \bar{Y}$ all anti-commute, for every $M, N \in G_n$, $MN = -NM$ if the number of coordinates for which $N, M$ disagree and neither is the identity is odd, and $MN = NM$ if it is even.

We will represent elements of $\bar{G}_n$ as vectors in $\mathbb{Z}^{2^n}_2$ by $i(E) = (\alpha, \beta)$ where $\alpha \in \mathbb{Z}_2^n$ represents the coordinates in the tensor product where $E$ is $X$, $\beta$ represents the coordinates where it is $Z$ and if both are 1, it will represent $\bar{Y} = ZX$. For example, if $E = X \otimes Y \otimes X \otimes Z \otimes I$, then $\alpha = (1, 1, 1, 0, 0)$ and $\beta = (0, 1, 0, 1, 0)$, so $i(E) = (1, 1, 1, 0, 0, 0, 1, 0, 1, 0)$. It is important to notice that $i$ is a group isomorphism $i(ab) = i(a) + i(b)$.

**Definition 2.3.** We will define $(\alpha, \beta) * (\alpha', \beta') = \alpha \cdot \beta' + \alpha' \cdot \beta (\text{mod} 2)$ as the twisted product. If we define the block matrix $\Lambda = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}$ then $(\alpha, \beta) * (\alpha', \beta') = (\alpha, \beta) \Lambda (\alpha', \beta')^T$.

Since $g, g' \in G_n$ commute iff they vary on an even number of coordinates, in which neither is the identity, one can see that $g, g'$ commute iff $i(g) * i(g') = 0$.
lemma 2.1. Let \( S = \langle g_1, \ldots, g_m \rangle \) be the subgroup of \( G_n \) generated by \( g_1, \ldots, g_m \) and assume \(-I \notin S\). The generators \( g_1, \ldots, g_m \) are independent as generators (i.e. no subset of them generates \( S \)) iff \( i(g_1), \ldots, i(g_m) \) are linearly independent.

**Proof.** If \( i(g_1), \ldots, i(g_m) \) are linearly dependent then for some \( j \), \( i(g_j) = \sum_{k<j} a_k i(g_k) \) when \( a_k \in \{0, 1\} \) not all 0. We can rearrange the \( \{g_1, \ldots, g_m\} \) so that \( i(g_l) = \sum_{k<l} i(g_k) \), and since \( i \) is an isomorphism from \( \bar{G}_n \) we will get that \( g_l = \pm \prod_{k<l} g_k \). We will use the fact that \(-I \notin S\) to conclude that \( g_l = \prod_{k<l} g_k \), a contradiction to the fact that \( \{g_1, \ldots, g_m\} \) is an independent set of generators.

lemma 2.2. If \( i(g_1), \ldots, i(g_n) \) are independent then there is an operator \( g \) such that \( g \) and \( g_i \) commute for \( i < n \), and \( g, g_n \) anti-commute.

**Proof.** We define \( G \) as the matrix whose rows are \( i(g_1), \ldots, i(g_n) \). Since \( G \) is of full rank and \( \Lambda \) is invertible, there is a vector \( x \) satisfying \( G \Lambda x^T = (0, \ldots, 0, 1) \). We can pick an operator \( g \) such that \( i(g) = x \), and because \( i(g_j) \ast i(g) = i(g_j) \Lambda x^T = \delta_{jn} \) we conclude that \( g \) is the desired operator.

We will now use these two lemmas and show how we can build codes from subgroups.

**Theorem 2.2.** Let \( S \) be a subgroup of \( G_n \) generated independently by \( \{g_1, \ldots, g_k\} \) and \(-I \notin S\). We define \( H_S \) as the subspace of all vectors \(|\psi\rangle\) in the \( n \)-qubit space fixed by \( S \), i.e. \( \forall g \in S : g |\psi\rangle = |\psi\rangle \). Then \( S \) is an abelian group and \( \text{dim}(H_S) = 2^{n-k} \).

**Proof.** The fact that \( S \) is an abelian group is trivial, since every two elements in \( G_n \) either commute or anti-commute and \(-I \notin S\). Let \( A \in S \) be any matrix different from the identity. For any \( A \in G_n \), \( A^2 = \pm I \) but since \(-I \notin S \) for \( A \in S \) we get \( A^2 = I \). Since \( A \) is unitary, it is diagonalizable, with eigenvalues \( \pm 1 \), but since \( A \neq \pm I \) both \(-1 \) and \( 1 \) must be eigenvalues of \( A \). We will show that both eigenspaces must be of equal dimension \( 2^{n-1} \). Let \( B \) be a matrix in \( G_n \) that anti-commutes with \( A \) by lemma 2.2, then for any eigenvector \(|\psi\rangle\) with eigenvalue \( \lambda \), \( AB |\psi\rangle = -BA |\psi\rangle = -\lambda B |\psi\rangle \). The image of every eigenspace under the (reversible) operator is in the other eigenspace, so they have the same dimension. The space stabilized by \( A \) is just the \(+1\) eigenspace of \( A \), so this proves the theorem for \( k=1 \). We will now use induction, we assume that the space stabilized by \( \langle g_1, \ldots, g_t \rangle \) is
of dimension $2^{n-l}$ and we look at the space stabilized by $<g_1,\ldots,g_{l+1}>$. From lemma 2 there is an operator $g \in G_n$ that commutes with $\{g_1,\ldots, g_l\}$ and anti-commutes with $g_{l+1}$. The mutual +1 eigenspace of $\{g_1,\ldots, g_l\}$ is of dimension $2^{n-l}$ (induction), and is preserved by $g$ but the +1 and −1 eigenspaces of $g_{l+1}$ are interchanged so we get that the mutual +1 eigenspace of $\{g_1,\ldots, g_l\}$ one and therefore of dimension $2^{n-l-1}$.

We define our stabilizer code $\mathcal{H}_S$ as the space stabilized by a certain group $S$. The last theorem gives us an easy way to calculate the dimension of the code. All that is left is to describe the distance of the code.

**Theorem 2.3.** Let $S$ be a subgroup of $G_n$ generated independently by $<g_1,\ldots, g_k>$ and $-I \not\in S$, and let $\mathcal{H}_S$ be the space stabilized by $S$. The distance of the stabilizer code space $\mathcal{H}_S$ is the minimal weight of an operator $E \in G_n$ such that $E$ commutes with every element of $S$, but is not in $S$.

**Proof.** The distance of a code is the minimal weight of $E \in G_n$ such that there is not any constant $C$ such that $\langle \bar{i} | E | \bar{j} \rangle = C \delta_{ij}$, when $|\bar{i}\rangle$ is a basis to the code space. We can divide the elements of $G_n$ into three sets:

- The subgroup $S$
- All $E \in G_n$ such that there is an element $A \in S$ that anti-commutes with them.
- All the elements that commute with $S$, but do not belong to it.

In the first case, $\langle \bar{i} | E | \bar{j} \rangle = \langle \bar{i} | \bar{j} \rangle = \delta_{ij}$ since $|\bar{j}\rangle$ is fixed by $E$. In the second case, if $N \in S$ is the operator that anti-commutes with $E$, then $\langle \bar{i} | E | \bar{j} \rangle = \langle \bar{i} | EN | \bar{j} \rangle = \langle \bar{i} | -NE | \bar{j} \rangle = -\langle \bar{i} | E | \bar{j} \rangle \Rightarrow \langle \bar{i} | E | \bar{j} \rangle = 0$. In both cases the code can be corrected. In the third case, $E$ and the generators $\{g_1,\ldots, g_n\}$ of $S$ commute and are independent, so by the previous Theorem we can divide $\mathcal{H}_S$ into 2 equal dimension subspaces, the +1 and −1 eigenspaces of $E$. This means that $E$ preserves $\mathcal{H}_S$ but acts non-trivially on it, and therefore we cannot write $\langle \bar{i} | E | \bar{j} \rangle = C \delta_{ij}$ since it is not independent on $|\bar{i}\rangle$ ($C$ will be $\pm 1$ on the different eigenspaces).

With these two theorems we can look at a stabilizer code as $l$ vectors $r_1,\ldots, r_l$ in $\mathbb{Z}_2^{2n}$. We demand that they are independent and that the twisted product $r_i \ast r_j = 0$ for $i \neq j$ (i.e. the corresponding generators commute). If d
is the minimal weight of a vector \( e \) such that \( e \cdot r_i = 0 \) but \( e \not\in \text{span}\{r_1, \ldots, r_l\} \)
then the stabilizer code \( \mathcal{H}_S \) is a \([n, n - l, d]\) quantum error correcting code. We will summarize the properties of stabilizer codes in the following theorem.

**Theorem 2.4.** Let \( S \) be a subgroup of \( G_n \) such that \(-I \not\in S\), and \( S \) is generated independently by \( \{g_1, \ldots, g_l\} \). The stabilizer code \( \mathcal{H}_S \) has parameters \([n, n-l, d]\), when \( d \) is the minimal weight of a vector \( e \in \mathbb{Z}_2^n \) such that for all \( 1 \leq m \leq n \) the twisted product \( e \cdot i(g_m) \) is zero, but \( e \not\in \text{span}\{i(g_1), \ldots, i(g_l)\} \).

**CSS codes**

We will describe a specific kind of stabilizer codes due to Calderbank, Shor and Steane called CSS codes. These codes can be thought of as a quantum code built out of two classical code (see [23]), but we will focus on the description as stabilizer codes. Let \( V_1 \) and \( V_2 \) be two subspaces of \( \mathbb{Z}_2^n \) of dimensions \( k_1 \) and \( k_2 \) respectively. We can define a "scalar product" on \( \mathbb{Z}_2^n \) by \( a \cdot b = \sum a_i b_i \), although it is not an inner product, it is a non-degenerate bilinear form, and we will use the same terminology.

**Theorem.** If \( V_1 \) and \( V_2 \) are orthogonal subspaces of \( \mathbb{Z}_2^n \) of dimensions \( k_1 \) and \( k_2 \) respectively. We can build a stabilizer code with parameters \([n, n-k_1-k_2, d]\) when \( d \) is the minimal weight of a vector orthogonal to one of the spaces and does not belong to the other.

**Proof.** Let \( H_i \) be a matrix whose rows are a basis for \( V_i \), we will look at the stabilizer code for a subgroup \( S \) whose generators are represented as rows in the matrix \( \begin{pmatrix} H_1 & 0 \\ 0 & H_2 \end{pmatrix} \). Even thought there are two operators in \( G_n \) that correspond with every vector in \( \mathbb{Z}_2^n \) we can choose consistently a representative (the one without the minus sign) and get an abelian subgroup of \( G_n \). To show that \( \mathcal{H}_S \) is a stabilizer code we need to show that the twisted product between two rows is zero, this is equivalent to saying that \( a_i \cdot b_j = 0 \) when \( a_i \) is a row of \( H_1 \) and \( b_j \) is a row of \( H_2 \). Since the spaces \( V_1 \) and \( V_2 \) are orthogonal the twisted product is zero, and it is indeed a stabilizer code. The dimension is \( n - k_1 - k_2 \) because the rows are independent in \( \mathbb{Z}_2^n \). The distance \( d \) is the minimal weight of a vector \( e = (e_1|e_2) \) such that the twisted product with every row is zero but does not belong to the space generated by the rows. This means that \( e_1 \cdot b_i = 0 \) and \( e_2 \cdot a_i = 0 \). We can assume from minimality that \( e_1 \) or \( e_2 \) is zero, and we get that the desired distance.
2.2.4 Homological quantum error correcting codes

With the stabilizer formalism at hand, and the CSS example we can now define codes from a manifold. These codes are a generalization of toric codes defined by Kitaev [18]. In order to define a CSS code we need to define two orthogonal subspaces $V_1, V_2$ of $\mathbb{Z}_2^n$. The code parameters are $[[n, n - \dim V_1 - \dim V_2, d]]$ where $d$ is the weight of a minimal vector orthogonal to one space and does not belong to the other.

Let $(M, S)$ be a compact connected $n$-manifold $M$ with a simplicial structure $S$. We will denote by $C_i, Z_i, B_i$ the vector space over $\mathbb{Z}_2$ generated freely by $i$-simplices, $i$-cycles and $i$-boundaries of $S$ respectively (we will only be interested in homology with coefficients in $\mathbb{Z}_2$). Since $\mathbb{Z}_2$ is a field, there is a natural identification between the cochains $C^i = C_i^*$ and $C_i$. Under this identification $C_i$ is not only equipped with the boundary map $\partial : C_i \rightarrow C_{i-1}$, but also with the coboundary map $\delta : C_i \rightarrow C_{i+1}$, when we define $\delta \sigma_i$ for $\sigma_i \in C_i$ to be the $(i+1)$-chain satisfying

$$\langle \delta \sigma_i, \Delta \rangle = \langle \sigma_i, \partial \Delta \rangle$$

for all $\Delta \in C_{i+1}$.

Before we define the code, we recall the Poincaré dual cell decomposition. For any simplicial structure $S$ on a compact manifold there is a dual cellular structure $S^*$ with an isomorphism $*: C^i \rightarrow C_{n-i}^*$, when $*$ represent the $n$ distinct isomorphisms induced by the correspondence between the $i$-simplices of $S$ and the $(n-i)$-simplices of $S^*$ (and it should be clear from contest which isomorphism we are referring to). Two important properties of the $*$ isomorphism is that it preserves the the inner product, and that

$$\delta(*\sigma_i) = *\partial \sigma_i.$$

(2.6)

For details see [11, p. 53].

Given a compact connected manifold $M$ with a simplicial structure $S$ and $1 < i < n$ such that $H_i(M, \mathbb{Z}_2) \neq 0$, i.e. with non-trivial homology group in dimension $i$, we can define $V_1 = Z_i^+$ and $V_2 = B_i$ both subspaces of $C_i$. The space $B_i$ is a subspace of $Z_i$ and therefore $V_1$ and $V_2$ are orthogonal and this gives us a CSS code. The parameters $n,k$ of the code are
\[ n = \dim(C_i) = \#\{i\text{-simplices in } S\}, \text{ and } k = n - \dim(V_1) - \dim(V_2) = n - (n - \dim(Z_i)) - \dim(B_i) = \dim(H_i(M, \mathbb{Z}_2)). \]

The distance \(d\) is the minimal weight of a representative of a non zero class in \(V_1^\perp / V_2\) or in \(V_2^\perp / V_1\) (in a specific basis). This is equal to the minimal weight of a representative of a non zero class in \(Z_i / B_i\) or in \(B_i^\perp / Z_i^\perp\). The space \(Z_i / B_i\) is of course just \(H_i(M, \mathbb{Z}_2)\) (with the basis derived from \(S\)). To understand \(B_i^\perp / Z_i^\perp\) we will turn to the dual structure. An \(i\)-chain \(\Delta\) is in \(B_i^\perp\) iff for all \(\sigma_{i+1} \in C_{i+1}\) we have \((\Delta, \partial{\sigma_{i+1}}) = 0\). Using the *-isomorphism we get that
\[ \Delta \in B_i^\perp \iff \forall \sigma_{i+1} \in C_{i+1} : (\Delta, \partial{\sigma_{i+1}}) = 0 \]
\[ \iff \forall \sigma_{i+1} \in C_{i+1} : (*\Delta, \delta{(*\sigma_{i+1})}) = 0 \]
\[ \iff \forall \sigma_{i+1} \in C_{i+1} : (\partial{*\Delta}, *\sigma_{i+1}) = 0 \]
\[ \iff \forall \sigma_{n-i-1} \in C_{n-i-1}^* : (\partial{*\Delta}, \sigma_{n-i-1}) = 0 \iff *\Delta \in Z_{n-i}^*. \]

Where 2.7 just the definition of \(B_i^\perp\), 2.8 follows from 2.6 and the fact that * preserves the inner-product, 2.9 follows from 2.5, and finally 2.10 is from the fact that * is an isomorphism.

This shows that \(*B_i^\perp = Z_{n-i}^*\), and with the same argument it can be shown that \(*Z_i^\perp = B_{n-i}^*\). The space \(B_i^\perp / Z_i^\perp\) is just \(H_{n-i}(M, \mathbb{Z}_2)\) with the basis of dual cells (it is important to notice that in coding theory the code is not invariant under change of base and we are looking at a linear space with a specific base).

**Definition 2.4.** Let \(M\) be a manifold and \(S\) be a cellular structure on it. We define the \(i\)th combinatorial systole of \((M, S)\), \(csys_i(M, S)\) to be the minimal weight of an \(i\)-cycle \(\sigma\) not null-homological in the basis of \(S\) \(i\)-cells \(csys_i(M, S) = \min_{0 \neq \sigma \in Z_i^S / B_i^S} w(\sigma)\).

We write \(Z_i^S / B_i^S\) instead of \(H_i(M, \mathbb{Z}_2)\) to emphasize that we are looking at this linear space with a specific base defined by \(S\). The combinatorial systole is a discrete analog of a \(\mathbb{Z}_2\) - systole in Riemannian geometry that will be defined later on. The next theorem summarizes the results we had for homological codes.

**Theorem 2.5.** Let \((M, S)\) be a \(n\)-dimensional compact manifold \(M\), and a simplicial structure \(S\) on it. If \(H_i(M, \mathbb{Z}_2) \neq 0\) then we can define a code
with parameters \([|S_i|, \text{dim}(H_i(M, \mathbb{Z}_2)), \min\{\text{csys}_i(M, S), \text{csys}_{n-i}(M, S^*)\}]\), when \(S_i\) is the set of \(i\)-simplices in \(S\) and \(S^*\) is the dual structure.

### 2.3 The Conjecture

Two parameters that measure the quality of a \([n,k,d]\) code are the rate \(R = \frac{k}{n}\) and the relative distance \(\delta = \frac{d}{n}\). The rate measures how efficiently the code transfers information, and the relative distance measures how fault-tolerant the code is. Asymptotically good codes, or plainly good codes, is a family of codes such that both \(R\) and \(\delta\) are bounded away from zero as \(n\) goes to infinity. It has been proven that good codes exist [5], but one can ask: does good homological codes exist? The answer to this question is, to the best of my knowledge, still open.

In his paper [26] G. zémor showed that for some examples of homological codes we get that

\[
R \delta^2 \leq C \cdot n^{-2} \tag{2.11}
\]

when \(C\) is a constant, and conjectured that the inequality 2.11 holds for all homological codes. If 2.11 holds, it is obvious that they are no good homological codes.

A variation of 2.11, that looks only at the distance, is

\[
d^2 \leq C \cdot n \tag{2.12}
\]

If we look at a family of simplicial structures on a constant topological manifold, then \(k = \text{dim}(H_i(M, \mathbb{Z}_2))\) is constant, and both inequalities are equivalent. This equivalence is not true in the general case. There is a strong connection between the distance of the code and the geometry property of systolic freedom, therefore the bound on the distance is unrelated to the rate and the inequality 2.12 has a more visible geometric interpretation, as will be clarified later on in this thesis. This is why the inequality \(d^2 \leq C \cdot n\) will be the focal point of this work.

In their paper [21], M. Freedman, D. Meyer and F. Luo show a counterexample to 2.12, and this counterexample also negates zémor’s conjecture 2.11 (this counterexample predates zémor’s paper). This counterexample however does not prove that good codes exist, since it only shows that there
exist codes with $d^2 = \Omega(n \cdot \log^{1/2}(n))$ (see notation section). The work in [21] shows a strong and interesting connection between systolic geometry and homological error correcting.

Let $M$ be a Riemannian manifold. The Riemannian structure on $M$ enables us to talk about an area of a smooth $i$-simplex. We can define the area of a $i$-chain as $\text{Area} \left( \sum n_i \sigma_i \right) = \sum |n_i| \text{Area}(\sigma_i)$.

**Definition 2.5.** Let $M$ be a $n$-dimensional Riemannian manifold, $1 \leq i \leq n$ and assume $H_i(M,\mathbb{Z}) \neq 0$. Define the $i$th systole as the minimal area of a representative of a non-trivial element of the $i$th smooth homology group, $\text{sys}_i(M) = \inf_{0 \neq \sigma \in H_i(M,\mathbb{Z})} \text{Area}(\sigma)$ (the area of a homology class is not well defined, and we are looking at a specific representative), i.e. the minimal area of a $i$-cycle (with coefficients in $\mathbb{Z}$) not null-homological. The definition of the $\mathbb{Z}_2$-systole is the same, only with the inf going over the homology with coefficients in $\mathbb{Z}_2$, $\text{sys}_i(M,\mathbb{Z}_2) = \inf_{0 \neq \sigma \in H_i(M,\mathbb{Z}_2)} \text{Area}(\sigma)$.

In dimension 2 there is a systolic inequality, also known as $\mathbb{Z}_2$ systolic rigidity [13]

**Theorem 2.6.** There exists a constant $C$ such that for any compact surface that is not the sphere, with any Riemannian metric on it the following inequality holds

$$\text{sys}_1(M,\mathbb{Z}_2)^2 \leq C \cdot \text{sys}_2(M,\mathbb{Z}_2) = C \cdot \text{Area}(M) \quad (2.13)$$

The negation of rigidity, i.e. the fact that such inequality does not hold is called systolic freedom.

**Definition 2.6.** Let $M$ be a $n$-dimensional smooth manifold, and $p,q \in \mathbb{N}$ satisfy $p + q = n$. We will say that $M$ is $(p,q)$-free if

$$\inf_g \frac{\text{sys}_n(M)}{\text{sys}_p(M) \cdot \text{sys}_q(M)} = 0 \quad (2.14)$$

when the infimum runs over all Riemannian matrices $g$ on this manifold. The dimension $n$ will be said to have $(p,q)$-weak systolic freedom if

$$\inf_{(M,g)} \frac{\text{sys}_n(M)}{\text{sys}_p(M) \cdot \text{sys}_q(M)} = 0 \quad (2.15)$$
when the infimum runs on all compact manifolds \( M \) of dimension \( n \), and Riemannian matrices \( g \) on them. The definition of \( \mathbb{Z}_2 \)-systolic freedom and weak \( \mathbb{Z}_2 \)-systolic freedom will be the same, only with \( \mathbb{Z}_2 \)-systoles.

In [21] the authors show an example of \( \mathbb{Z}_2 \)-systolic freedom, both weak and strong. For the purpose of homological codes the easier case of weak freedom is sufficient. We will explain the construction in [21], and how to get codes from systolic freedom. On the other hand, we will also show that in dimension 2, because of rigidity, the inequality \( d^2 \leq C \cdot n \) holds.

We can summarize the results that will be proved in the following chapters:

i. If dimension \( n = 2m \) has weak \((m, m)\) \( \mathbb{Z}_2 \)-systolic freedom, then there exists a family of homological codes from compact \( n \) dimensional manifolds, such that \( d^2 = \Omega(n) \)

ii. Dimension 4 has \((2, 2)\) weak freedom, which gives raise to a family of codes with \( d^2 = \Omega(n\log^{1/2}(n)) \)

iii. The systolic rigidity in dimension 2, implies that there is a constant \( C \) such that the bound \( d^2 \leq C \cdot n \) holds for all homological codes coming from surfaces.
Chapter 3

Example of Weak $\mathbb{Z}_2$-systolic Freedom

3.1 Gromov’s Mapping Torus Example

There is a simple example of systolic freedom by Gromov ([13] sec. 4.45). This direct construction fails to produce $\mathbb{Z}_2$-systolic freedom, but the construction in [21] modifies it in order to give rise to $\mathbb{Z}_2$-systolic freedom. We will present Gromov’s example, give the intuition as to why it fails in the $\mathbb{Z}_2$-systolic case, and explain the idea behind the construction in [21], before we go over it in detail.

Let $V$ be a simply-connected compact $n$-dimensional Riemannian manifold such that $S^1$ acts freely by isometries on $V$. For example $S^3$ when $S^1$ acts by rotation along the Hopf fibration - we can think of $S^3$ as $\{ (z, w) \in \mathbb{C}^2 : |z|^2 + |w|^2 = 1 \}$. The circle $S^1$ acts freely by isometries with the action $(z, w) \mapsto (e^{i\theta}z, e^{i\theta}w)$. We can define $\tau_k$ as the action of $\frac{2\pi k}{k}$. It is obvious that $\text{order}(\tau_k) = k$, and we can scale the metric on $V$ for each $k$, in order to get that the minimal displacement of $\tau_k$ is by $\frac{2\pi k}{k}$ (we can scale differently for different values of $k$, as the volume of $V$ has no impact on the freedom as we will soon see). For $\epsilon_k > 0$, define $M_k = V \times [0, \epsilon_k]/[(x, 0) \sim (\tau_k x, \epsilon_k)]$ the mapping torus of $\tau_k$ (we will chose a value for $\epsilon_k$ later). All these manifolds are the same topologically so we can think of them as different Riemannian metrics on the same $(n+1)$-dimensional topological manifold $M$.
To see that M is \((n,1)\)-free we need to estimate \(\text{sys}_n(M), \text{sys}_1(M)\) and \(\text{sys}_{n+1}(M)\). The only essential \((n+1)\)-cycle is the whole manifold, ergo \(\text{sys}_{n+1}(M_k) = \text{vol}(M) = \text{vol}(V) \cdot \epsilon_k\). It is also clear that since \(V \times \mathbb{R}\) is the universal cover of \(M_k\) we have \(\text{sys}_1(M_k) \geq \min\{k \cdot \epsilon_k, \frac{2\pi}{k}\}\) - any closed loop is lifted to a path that has to go \(k\) times \(\epsilon_k\) in the last coordinate alone, or be displaced by \(\frac{2\pi}{k}\), at least, in \(V\). If we pick \(\epsilon_k = \left(\frac{2\pi}{k}\right)^2\) we get that \(\text{sys}_1(M_k) \geq \frac{2\pi}{k}\). The cycle minimizing the \(n\)-dimensional area is the cross-section \(V \times \{t_0\}\) for any \(t_0 \in [0, \epsilon_k]\). We can prove this with the use of calibration.

**Definition 3.1.** Let \(M\) be an \(n\)-dimensional Riemannian manifold. A \(p\)-differential form \(\varphi\) for \(1 \leq p \leq n\) will be called a calibration if \(\varphi\) is closed (i.e. \(d\varphi = 0\)) and \(||\varphi|| = 1\) (\(p\)-forms operate on \(p\)-tensors, and \(|| \cdot ||\) is the operator norm).

**Theorem 3.1.** Let \(M\) be a compact oriented Riemannian \(n\)-manifold, and let \(S\) be a \(p\)-dimensional smooth submanifold. Define \(\vec{S}(x)\) to be the \(p\)-tensor defined by the tangent space of \(S\) at the point \(x\). If for all \(x \in S\), \(\varphi(\vec{S}(x)) = 1\) then \(S\) has minimal area in its smooth homology class (with coefficients in \(\mathbb{Z}\)).

**Proof.** Let \(T\) be a smooth cycle homological to \(S\). Then there is a \((p+1)\)-smooth chain \(A\) such that \(S - T = \partial A\). From Stokes Theorem \(\int \varphi = \int_T \frac{\partial A}{\partial S}\) is the area of \(S\), and the fact that \(\varphi(\vec{S}(x)) = 1\) implies that \(\int_T \varphi \leq \text{area}(T)\) and the Theorem follows.

In Gromov’s example we can use calibration with the form \(\varphi = dx \wedge dy\), when \(x, y\) form the orthonormal frame for \(D^2\), and see that any cross-section minimizes area. This shows that \(\text{sys}_n(M) = \text{Vol}(V)\). We can combine all the results and get:

\[
\frac{\text{sys}_{n+1}(M_k)}{\text{sys}_1(M_k) \cdot \text{sys}_n(M_k)} \leq \frac{\text{vol}(V) \cdot \left(\frac{2\pi}{k}\right)^2}{\text{vol}(V) \cdot \frac{2\pi}{k}} \xrightarrow{k \to \infty} 0
\]  

(3.1)

This proves that \(M\) is \((n,1)\) systolic free. If we try to use this method to get \(\mathbb{Z}_2\)-systolic freedom, we face a problem when we try to estimate the systole in codimension one. The method of calibration only works with \(\mathbb{Z}\) coefficients,
as it uses integration on manifolds and Stokes theorem, both only applicable in oriented manifold. A nice example showing that the $\mathbb{Z}_2$-systole might be smaller than the regular systole is given in [21]. This example gives some good intuition as to why this happens.

Let us present the example: we will start with the "penny" $D^2 \times [0, \epsilon]$ and identify the opposite sides with a $180^\circ$ rotation, $X = D^2 \times [0, \epsilon]/(x, 0) \sim (-x, \epsilon)$ (when we think of $D^2$ as the unit disk in $\mathbb{C}$). With calibration fields, as in Gromov’s construction, we can show that $D^2 \times \{t_0\}$ minimizes $sys_2(X)$ for any $t_0 \in (0, \epsilon)$, and is therefore independent of $\epsilon$.

![Figure 3.1: The minimal cycle with $\mathbb{Z}$ coefficients.](image)

When we look at $\mathbb{Z}_2$-systoles, we can find smaller, not null-homological, cycles by taking out two symmetric (with regards to the rotation) "patches" and connecting them with tubes going out in opposite direction (connected by the twist), and we can make the area of this cycle as small as we want by changing $\epsilon$ and taking bigger patches.
This tubular argument can be used to show that Gromov’s construction with $S^3$ fails to produce $\mathbb{Z}_2$-systolic freedom. To fix this, Freedman, Meyer and Luo in [21] take instead of $S^3$ a arithmetic surface that comes from a hyperbolic space. The reason to pick an underlying hyperbolic metric, is that the isoperimetric inequality scales linearly (as will be shown later on) and this will help us get the desired freedom.

The problem with this construction is that we will build surfaces $\Sigma_g$ with genus $g$ going to infinity, and as such the homology groups are going to have many generators. In order to keep to topology, or more specifically the homology, simple surgeries will be used to kill all the homology generators except one. We will have one free parameter (the thickness) for the surgeries, and we will show that it can be taken small enough as to have no effect on the systolic freedom.

The main reason we want only one generator for our homology is in codimension one. We have one representative we know (the cross-section, like in the previous example) and we will use the fact that every other essential cycle is homological to it, to show that it is not too small (and here is where the isoperimetric inequality will take place). When considering codes, this implies that $k = 1$ and therefore the rate goes to zero. This example does not produce good codes, but it still passes the bound given in (2.11), and is the only example of $\mathbb{Z}_2$-systolic freedom that is known (to the best of our knowledge). The question whether good homological quantum error correcting codes exist is still open, but the work in [21] is a step towards
finding such codes.

3.2 Construction of $\Sigma_g$

The first step in building an example of $\mathbb{Z}_2$–systolic freedom will be the construction of a surface $\Sigma_g$ of genus $g$, with certain properties that will be important for systolic freedom later on. The surface $\Sigma_g$ will be a quotient of the hyperbolic plane $\mathbb{H}^2$ by a Fuchsian group.

3.2.1 Fuchsian Groups

Let us will look at the hyperbolic plane in the upper half-plane model. In this model, the group of orientation preserving isometries $Isom^+(\mathbb{H}^2)$ is the projective special linear group, $Isom^+(\mathbb{H}^2) = PSL_2(\mathbb{R})$ acting by Möbius transformations. The trace is not well defined on $PSL_2(\mathbb{R})$, but its absolute value is. We will regard $Tr(T) = |tr(T)|$ as the trace. We want to look at subgroups $\Gamma \subset PSL_2(\mathbb{R})$ such that $\mathbb{H}^2/\Gamma$ is a manifold, a sufficient condition for this is that $\Gamma$ is discrete without fixed points.

**Definition 3.2.** A discrete subgroup $\Gamma \subset PSL_2(\mathbb{H}^2)$ will be called a Fuchsian group.

The fixed points of a transformation $T \in PSL_2(\mathbb{R})$ are the solutions of $z = \frac{az+b}{cz+d}$. It is easy to see that the number of distinct solutions depends on the trace of $T$. In the case of $Tr(T) > 2$, a straightforward calculation shows that $T$ has two distinct fixed points in $\mathbb{R} \cup \{\infty\}$.

**Definition 3.3.** Let $T$ be an element of $PSL_2(\mathbb{R})$. If $Tr(T) > 2$, $T$ will be called a hyperbolic transformation.

Since any two points in $\mathbb{R} \cup \{\infty\}$ are limit points of a unique geodesic in $\mathbb{H}^2$, any hyperbolic transformation $T$ maps this unique geodesic (called the axis of $T$) connecting its fixed points, onto itself. It is important to notice that the fixed points are not in $\mathbb{H}^2$, but limit points of $\mathbb{H}^2$. This means that $T$ acts without fixed points on $\mathbb{H}^2$.

**Proposition 3.1.** Let $T$ be a hyperbolic transformation, then the translation length of $T$, $L(T) = \inf_{x \in \mathbb{H}^2} d(x, T(x))$ satisfies $Tr(T) = 2cosh \left( \frac{L(T)}{2} \right)$. 
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Proof. The matrix $T$ has $\text{Tr}(T) > 2$ and therefore has 2 distinct real eigenvalues, consequently it is conjugate in $SL_2(\mathbb{R})$ to a matrix of the form \( \tilde{T} = \begin{pmatrix} \lambda & 0 \\ 0 & \frac{1}{\lambda} \end{pmatrix}, \ 1 \neq \lambda > 0 \). Conjugation by an isometry does not change the translation length or the trace, so we can look at the action of the diagonalized matrix. We will show that the minimal translation will occur on the axis (the imaginary line in this case), and prove that the equation holds. We will use two equations given in [16, Theorem 1.2.6].

\[
\cosh(d(z, w)) = 1 + \frac{|z - w|^2}{2 \text{Im}(z) \text{Im}(w)} \quad (3.2)
\]

\[
\cosh\left(\frac{d(z, \tilde{T}(z))}{2}\right) = \frac{|z - \tilde{w}|}{2\sqrt{\text{Im}(z) \text{Im}(w)}} \quad (3.3)
\]

We have \( \tilde{T}(z) = \lambda^2 z \). From (3.2) we can see that if we rotate $z$ and $\tilde{T}(z) = \lambda^2 z$ to the imaginary line we maximize the denominator while keeping the numerator constant. This shows that the minimal translation occurs on the imaginary line - the axis of $\tilde{T}$. We can now use (3.3) for $z = ix$ on the axis and see that

\[
\cosh\left(\frac{d(z, \tilde{T}(z))}{2}\right) = \frac{|ix + i\lambda^2 x|}{2\sqrt{x \lambda^2 x}} = \frac{1}{2} \left( \lambda + \frac{1}{\lambda} \right) = \frac{\text{Tr}(T)}{2} \quad (3.4)
\]

and this proves the proposition.

We can now define the Fuchsian groups we are going to work with:

**Definition 3.4.** Let $p$ be a prime number with $p \equiv 3 \pmod{4}$, and $N \geq 2$ be an integer. We define

- $\Gamma_{(p,-1)} = \left\{ A = \begin{pmatrix} a + b\sqrt{p} & -c + d\sqrt{p} \\ c + d\sqrt{p} & a - b\sqrt{p} \end{pmatrix}; a, b, c, d \in \mathbb{Z}, \det(A) = 1 \right\} / \sim$

- $\Gamma_{(p,-1)}(N) = \left\{ A \in \Gamma_{(p,-1)} : A = \begin{pmatrix} 1 + N(a + b\sqrt{p}) & N(-c + d\sqrt{p}) \\ N(c + d\sqrt{p}) & 1 + N(a - b\sqrt{p}) \end{pmatrix} \right\}$

It is important to remember that we define $\Gamma_{(p,-1)}$ and $\Gamma_{(p,-1)}(N)$ as subgroups of $\text{PSL}_2(\mathbb{R})$ not $\text{SL}_2(\mathbb{R})$. 
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The group $\Gamma_{(p,-1)}$ is the Fuchsian group derived from the quaternion division algebra $\frac{(p,-1)}{\mathbb{Q}}$. The condition that $p \equiv 3 \pmod{4}$ guarantees that this is indeed a division algebra. The subgroup $\Gamma_{(p,-1)}(N)$ is its principle congruence subgroup with regard to $N$.

**Proposition 3.2.** The subgroups $\Gamma_{(p,-1)}$ and $\Gamma_{(p,-1)}(N)$ satisfy:

i. The groups $\Gamma_{(p,-1)}$ and $\Gamma_{(p,-1)}(N)$ are Fuchsian groups, containing only hyperbolic elements and the unit element.

ii. The groups $\Gamma_{(p,-1)}$ and $\Gamma_{(p,-1)}(N)$ are cocompact subgroups of $\text{PSL}_2(\mathbb{R})$.

iii. The group $\Gamma_{(p,-1)}(N)$ is a normal subgroup of $\Gamma_{(p,-1)}$ with bounded index $c_1 \cdot N^2 \leq [\Gamma_{(p,-1)} : \Gamma_{(p,-1)}(N)] \leq c_2 \cdot N^3$.

iv. The genus $g(N) = \text{genus}(\mathbb{H}^2 / \Gamma_{(p,-1)}(N))$ is proportional to the index $[\Gamma_{(p,-1)} : \Gamma_{(p,-1)}(N)]$.

**Proof.** Parts (i), (ii) and (iii) are general properties of Fuchsian groups derived from division quaternion algebra, and their principle congruence subgroups. The proofs of these facts can be found in [16, ch. 5]. To prove (iv) we will use the Gauss-Bonnet theorem. The area of $\mathbb{H}^2 / \Gamma_{(p,-1)}(N)$ is $\text{area}(\mathbb{H}^2 / \Gamma_{(p,-1)}(N))$. The manifold $\mathbb{H}^2 / \Gamma_{(p,-1)}(N)$ has constant curvature $-1$ so from the Gauss-Bonnet theorem the area is proportional to the Euler characteristic, which in turn is proportional to the genus, proving the Proposition.

We fix $p$, and we now define $\Sigma_g = \mathbb{H}^2 / \Gamma_{(p,-1)}(N)$, when $g = g(N) = \text{genus}(\mathbb{H}^2 / \Gamma_{(p,-1)}(N))$. This notation specifies the genus $g$ and not $N$, since the genus will be the parameter of interest when proving systolic freedom.

### 3.2.2 Geometric properties of $\Sigma_g$

We will show some geometric properties of $\Sigma_g$ that will be needed later on to prove $\mathbb{Z}_2$–systolic freedom. The first result is an immediate consequence of the Gauss-Bonnet theorem, and the fact that the only 2–cycle is the whole manifold (as holds for any connected compact manifold).

**Proposition 3.3.** The second systole of $\Sigma_g$ satisfies $\text{sys}_2(\Sigma_g, \mathbb{Z}_2) = \Theta(g)$.

We will now use the spectral theory of the Laplace-Beltrami operator to bound the isoperimetric constant.
Theorem 3.2. There exists a constant $C_1$, such that all $\Sigma_g$ and all 2-dimensional submanifolds $A$ of $\Sigma_g$ with piecewise smooth boundary $\partial A$ satisfying $\text{Area}(A) \leq \frac{1}{2} \cdot \text{Area}(\Sigma_g)$, the isoperimetric inequality $\text{Area}(A) \leq C_1 \cdot \text{length}(\partial A)$ holds.

Proof. This theorem states that there is a uniform lower bound on the Cheeger constant of $\Sigma_g$. This is an immediate consequence of Selberg’s theorem, Cheeger’s theorem and Buser’s theorem found in [20, ch. 4], [4, ch. 8] and [3].

We will now show a lower bound on the injectivity radius of $\Sigma_g$.

Definition 3.5. Let $M$ be a Riemannian manifold. The injectivity radius of $M$ at a point $p \in M$ is the supremum of the radii for which the exponential map is injective. The injectivity radius of $M$ is the infimum of the injectivity radius at $p$ for all points $p$ in $M$.

The surface $\Sigma_g$ has $\mathbb{H}^2$ as its universal cover, and since $\mathbb{H}^2$ has constant negative curvature it is easy to see that the injectivity radius is half the length of the shortest closed geodesic curve (and that this curve is essential).

Theorem 3.3. The injectivity radius of $\Sigma_g$ satisfies $\text{inj.rad}(\Sigma_g) = \Omega(\log(g))$.

Proof. The hyperbolic plane $\mathbb{H}^2$ is the universal cover of $\Sigma_g$ with deck transformation group $\Gamma(p, -1)(N)$, therefore from the previous remark, $\text{inj.rad}(\Sigma_g)$ is half the minimal translation length of $\text{Id} \neq T \in \Gamma(p, -1)(N)$. We have shown a connection between the translation length and trace for hyperbolic transformations, so we will first show that for all $\text{Id} \neq T \in \Gamma(p, -1)(N)$, $\text{Tr}(T) \geq N^2 - 2$.

Let $\text{Id} \neq T \in \Gamma(p, -1)(N)$, then $\text{Tr}(T) = |2 + 2aN| \geq 2N|a| - 2$. If we write the determinant of $T$ explicitly, we see that $\det(T) = 1 + 2aN \pmod{N^2}$, however $\det(T) = 1$ by definition. This proves that $N|2a$, therefore $|a| \geq \frac{N}{2}$. We can conclude that $\text{Tr}(T) \geq 2N|a| - 2 \geq N^2 - 2$.

With Proposition 3.1 we now have

$$\exp \left( \frac{L(T)}{2} \right) \geq \cosh \left( \frac{L(T)}{2} \right) = \frac{\text{Tr}(T)}{2} \geq \frac{N^2}{2} \quad (3.5)$$
We can connect \( N \) to the genus using Proposition 3.2 and get
\[
\exp \left( \frac{L(T)}{2} \right) \geq C \cdot g^\frac{2}{3}
\] (3.6)
when \( C \) is some constant. If we take the log of both sides of this inequality we get that
\[
L(T) \geq \frac{4}{3} \log(g) + \log(C)
\] (3.7)
and this proves that \( \text{inj.rad} (\Sigma_g) = \Omega(\log(g)) \).

The next step will be to use the isoperimetric inequality in Theorem 3.2 to prove a bound on the diameter of \( \Sigma_g \). For that we will need to use the smooth coarea formula. We will state here a weaker version of it, that will be sufficient for our needs. For the general form and proof see [6, ch. 3].

**The Smooth coarea formula.** Let \( M \) be a Riemannian manifold, and \( \phi : M \to \mathbb{R} \) be a smooth map, then
\[
\int_M f||\text{grad}(\phi)||dV = \int_{\mathbb{R}} dt \int_{\phi^{-1}(t)} f dA
\] (3.8)
when \( f \in L_1(M) \) and \( dV \) and \( dA \) are the Riemannian measures on \( M \) and \( \phi^{-1}(t) \) respectfully.

From Sard’s theorem [22], \( \phi^{-1}(t) \) is a submanifold for all but a set of measure zero, so the right hand side of the coarea formula is well defined.

**Theorem 3.4.** Let \( d_g = \text{diameter}(\Sigma_g) \). There exist a constant \( C_2 \), such that for all values of \( g \), \( d_g \leq C_2 \cdot \log(g) \).

**Proof.** Let \( p \in \Sigma_g \). We define \( \phi_p(x) = d(p,x) \) the distance function from \( p \), \( B_p(t) \) as the geodesic ball of radius \( t \) with center at \( p \) and \( \gamma_p(t) = \partial B_p(t) \) the geodesic sphere of radius \( t \) with center at \( p \). From the coarea formula (with \( f \equiv 1 \))
\[
\int_{B_p(t_0)} |\text{grad}(\phi_p)|dM = \int_{t=0}^{t_0} \text{length}(\gamma_p(t))dt.
\] (3.9)
Since $|\text{grad}(\phi_p)| \equiv 1$, the left integral is equal to $\text{Area}(B_p)$.

We can differentiate both sides and get

$$
\frac{d}{dt} \text{Area}(B_p(t)) = \text{length}(\gamma_p(t)).
$$

(3.10)

For $t$ such that $\text{Area}(B_p(t)) \leq \frac{1}{2} \cdot \text{Area}(\Sigma_g)$, we can use the isoperimetric inequality:

$$
\frac{d}{dt} \text{Area}(B_p(t)) \geq \frac{1}{C_1} \text{Area}(B_p(t)).
$$

(3.11)

At first glance, it might be possible to think that for $t$ smaller then the value needed to reach half the total area, we would get

$$
\text{Area}(B_p(t)) \geq \text{const} \cdot e^{\frac{t}{C_1}}.
$$

(3.12)

This is of course not true, because $\text{Area}(B_p(0)) = \text{length}(\gamma_p(0)) = 0$. We can, however, use the bounds from below on the area and injectivity radius of $\Sigma_g$ shown previously, to show that we can find $t_\epsilon > 0$ such that for all $\Sigma_g$ the geodesic ball with radius $t_\epsilon$ and center at $p$ has the same area, and

$$
\frac{1}{2} \text{Area}(\Sigma_g) > \text{Area}(B_p(t_\epsilon)) = a_\epsilon > 0.
$$

We can say that for $t_\epsilon < t$ with

$$
\frac{1}{2} \text{Area}(\Sigma_g) \geq \text{Area}(B_p(t))
$$

Area$(B_p(t)) \geq a_\epsilon e^{\frac{t_\epsilon}{C_1}}.

(3.13)

We can now take $x, y \in \Sigma_g$ of maximum distance, i.e. $d_g = d(x, y)$. If we take $t_x, t_y$ to be the radii for which the area of the geodesic ball with center in $x, y$ respectfully reaches half the total area, then from the triangle inequality $t_x + t_y \geq d_g$. We can assume without lose of generality that $t_x \geq \frac{d_g}{2}$.

$$
\frac{1}{2} \text{Area}(\Sigma_g) = \text{Area}(B_x(t_x)) \geq a_\epsilon e^{\frac{t_\epsilon}{C_1}}.
$$

(3.14)

The area of $\Sigma_g$ is proportional to the genus so from (3.14) it is clear that there exists a constant $C$ such that

$$
t_x \leq C \cdot \log(g).
$$

(3.15)

We can now take $C_2 = 2 \cdot C$ and we conclude that

$$
d_g \leq C_2 \cdot \log(g).
$$

(3.16)
As said previously, we want to "kill" almost all the generators of $H_1(\Sigma, \mathbb{Z}_2)$ with surgeries. To do this we need to find representatives with bounded length.

**Proposition 3.4.** There exist a constant $C_3$, such that for every $\Sigma_g$ there is an embedded wedge of closed simple geodesics curves $W_1, \ldots, W_{2g}$ spanning $H_1(\Sigma_g, \mathbb{Z}_2)$, all satisfying $\text{length}(W_i) \leq C_3 \cdot \log(g)$.

**Proof.** We can define the Dirichlet region for $\Gamma(p, -1)(N)$ centered at $y \in \mathbb{H}^2$ to be the set

$$D_y(\Gamma(p, -1)(N)) = \{ x \in \mathbb{H}^2 | \forall T \in \Gamma(p, -1)(N), d(y, x) \leq d(T(y), x) \}$$

The Dirichlet region is a fundamental domain of $\Gamma(p, -1)(N)$ (it is a closed domain, with a representative of every equivalence class and this representative is unique in the interior). This means that $\mathbb{H}^2/\Gamma(p, -1)(N) = D_y(\Gamma(p, -1)(N))/\Gamma(p, -1)(N)$.

The boundary of $D_y(\Gamma(p, -1)(N))$ is a piecewise geodesic curve [16, ch. 3]. If we look at the geodesic sections of the boundary $W_1, \ldots, W_{2g}$, they are connected by vertices and it is easy to see that all the vertices are projected to the same point in $\Sigma_g$. This means that the projection of the boundary is a wedge of closed geodesic curves, and they must span $H_1(\Sigma_g, \mathbb{Z}_2)$ because $D_y(\Gamma(p, -1)(N)) \setminus \partial D_y(\Gamma(p, -1)(N))$ is contractible. It is also obvious that the maximum length of any such curve can not be longer then twice the diameter, finishing the proof of the proposition.

Proposition 3.4 shows that $\text{inj.rad}(\Sigma_g) = O(\log(g))$, so with Theorem 3.3 we know that $\text{inj.rad}(\Sigma_g) = \Theta(\log(g))$.

### 3.3 Construction of the Mapping Torus $M_g$

The next step in constructing the example of $\mathbb{Z}_2$—systolic freedom, will be finding an appropriate isometry $\tau: \Sigma_g \to \Sigma_g$ and building the mapping torus $M_g = \Sigma_g \times [0,1]/[(x,0) \sim (\tau(x),1)]$. To find this isometry we will look at a sequence of $\mathbb{H}^2/\Gamma(p, -1)(N_k)$, when $N_k$ goes to infinity (and consequently so does the genus). The fact that we are not looking at all the possible $\Sigma_g$, but only on a subsequence, has no effect on the weak $\mathbb{Z}_2$—systolic freedom since we only need to show that the infimum goes to zero.
Lemma 3.1. There exists two sequences of natural numbers \( \{N_k\}_{k=1}^{\infty} \) and \( \{L_k\}_{k=1}^{\infty} \) such that:

i. \( L_k \) divides \( N_k \)

ii. If we define \( g_k = \text{genus}(\mathbb{H}^2/\Gamma(p,-1)(N_k)) \) and \( h_k = \text{genus}(\mathbb{H}^2/\Gamma(p,-1)(L_k)) \), then \( \log(g_k) = \Theta(\log(h_k)^2) \)

iii. \( L_k \) and \( N_k \) go to infinity (and consequently, so do \( g_k \) and \( h_k \))

Proof. We can define \( L_k = k \), and \( N_k = k^{\lfloor \log(k) \rfloor} \). It is clear that \( L_k \mid N_k \) and both series go to infinity. To finish the proof we need to prove that \( \log(g_k) = \Theta(\log(h_k)^2) \). From Proposition 3.2 we know that

\[ \log(g_k) = \Theta(\log(N_k)) \tag{3.19} \]

The same of course goes for \( h_k \) and \( L_k \). From this we get that

\[ \log(g_k) = \Theta(\log(N_k)) = \Theta(\log(k^{\lfloor \log(k) \rfloor})) = \Theta(\log(k)^2) = \Theta(\log(h_k)^2). \tag{3.20} \]

We will use \( h_k \) to build a isometry that has a large order and a large translation length.

Proposition 3.5. Let \( g_k, N_k, h_k \) and \( L_k \) be as in Lemma 3.1. There exists an isometry \( \tau_k : \Sigma_{g_k} \rightarrow \Sigma_{g_k} \) such that:

i. order(\( \tau_k \)) = \( \Omega(\log^{1/2}(g_k)) \)

ii. There exists a normal Fuchsian subgroup \( H_k \triangleleft \text{Isom}^+(\mathbb{H}) \) such that \( \tau_k \in H_k, \Gamma(p,-1)(N_k) \triangleleft H_k \) and inj.rad(\( \mathbb{H}/H_k \)) = \( \Omega(\log^{1/2}(g_k)) \)

Proof. From Lemma 3.1, \( L_k \mid N_k \). This means that \( \Gamma(p,-1)(N_k) \triangleleft \Gamma(p,-1)(L_k) \), and therefore \( \Sigma_{g_k} = \mathbb{H}^2/\Gamma(p,-1)(N_k) \) is a covering space of \( \Sigma_{h_k} = \mathbb{H}^2/\Gamma(p,-1)(L_k) \). Define \( \pi : \Sigma_{g_k} \rightarrow \Sigma_{h_k} \) to be the projection map. Let \( \alpha \) be the shortest essential closed simple curve in \( \Sigma_{h_k} \), then from Theorem 3.3, length(\( \alpha \)) = \( \Omega(\log(h_k)) \).

We can pick a base point \( q \in \Sigma_{g_k} \) for \( \alpha \), and lift \( \alpha \) to \( \tilde{\alpha} \), the unique lift with base point \( q \) in \( \Sigma_{g_k} \).

Define \( \tau_k \) as the unique deck transformation (and isometry) that connects both ends of \( \tilde{\alpha} \). Let \( n = \text{order}(\tau_{g_k}) \) then if we concatenate \( \tilde{\alpha}, \tau_{g_k}\tilde{\alpha}, \ldots, \tau_{g_k}^{n-1}\tilde{\alpha} \)
we get a closed geodesic loop. This means that $n \cdot \text{length}(\tilde{\alpha}) \geq \text{inj.rad}(\Sigma_{g_k})$.

From Proposition 3.4 we know that

$$\text{inj.rad}(\Sigma_{g_k}) = O(\log(g_k)).$$  \hfill (3.21)

From Proposition 3.4 and Lemma 3.1, we get that

$$\text{length}(\tilde{\alpha}) = \text{length}(\alpha) = O(\log(h_k)) = O(\log^{1/2}(g_k))$$  \hfill (3.22)

We can conclude that $n = \text{order}(\tau_{g_k}) = \Omega(\log^{1/2}(g_k))$. This fact should be intuitively clear, since if the length of the path is $O(\log^{1/2}(g_k))$ we will have to go at least $\Omega(\log^{1/2}(g_k))$ times before we go a length of $\Omega(\log(g_k))$, the needed length for a geodesic curve to be closed.

The proof of the second part of the theorem is immediate, since we can define $H_k = \Gamma(p, -1)(L_k)$ and we have already shown that it satisfies all the demands of the theorem.

In order not to make the notation too cumbersome, we will neglect the $k$ index. We will work with $\Sigma_g$ and assume that the isometry $\tau : \Sigma_g \rightarrow \Sigma_g$ exists, remembering that we are not working with all the possible genera (and surfaces), but at a subsequence.

With the mapping $\tau : \Sigma_g \rightarrow \Sigma_g$ at hand we can define $M_g = \Sigma_g \times [0, 1]/[(x, 0) \sim (\tau(x), 1)]$, the mapping torus. We have the product metric on $\Sigma_g \times [0, 1]$, and since $(x, r) \rightarrow (\tau x, r + 1)$ is an isomorphism in this metric, this gives a Riemannian metric on $M_g$ so that $\text{Vol}(M_g) = \text{Vol}(\Sigma_g)$.

### 3.4 Construction of $P_g$

The last part of constructing the example in [21] of $\mathbb{Z}_2$–systolic freedom, is performing surgeries on the mapping torus $M_g$ constructed earlier, to produce $P_g$ - a manifold $\mathbb{Z}_2$–homologically equivalent to $S^1 \times S^2$, i.e. for all $i \in \mathbb{N}$ $H_i(P_g, \mathbb{Z}_2) \simeq H_i(S^1 \times S^2, \mathbb{Z}_2)$.

Before constructing $P_g$ we will prove some easy facts about tubes in $M_g$

**Definition 3.6.** Let $M$ be a Riemannian manifold, $\gamma$ a closed simple geodesic in $M$ and $0 < \epsilon \in \mathbb{R}$. Define the tube $T_\gamma(\epsilon)$ as $T_\gamma(\epsilon) = \{x \in M : d(x, \gamma) < \epsilon\}$. 
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Proposition 3.6. Let $W$ be a closed simple non-contractible geodesic curve in $\Sigma_g$. For some $z_0 \in [0,1]$ we define $\gamma = W \times z_0$, a closed simple non-contractible geodesic curve in $M_g$. For $\epsilon < \frac{1}{2}\text{inj.rad}(M_g)$ the tube $T_\epsilon(\gamma)$ is topological equivalent to a full torus. The tube is isometric to $D^2(\epsilon) \times [0, \text{length}(\gamma)]/\sim$ (identifying $t = 0$ with $t = \text{length}(\gamma)$) with the metric $ds^2 = dr^2 + r^2d\theta^2 + \cosh^2(r\cos(\theta))dt^2$.

Proof. We can lift $\gamma$ to $\tilde{\gamma}$ in the universal cover $\mathbb{H}^2 \times \mathbb{R}$. The metric around $\tilde{\gamma}$ in Fermi coordinates [4, Ch. 1] in the $\mathbb{H}^2$ component, and in the standard coordinated in the $\mathbb{R}$ component is

$$ds^2 = d\rho^2 + \cosh^2(\rho)dt^2 + dz^2$$

(3.23)

Where $t$ is the arclength parameter along the geodesic $\tilde{\gamma}$ starting at some $x_0 \in \tilde{\gamma}$, $\rho$ is the distance of the $\mathbb{H}^2$ component from the geodesic, and $z$ the standard coordinate for $\mathbb{R}$. Since $\epsilon < \frac{1}{2}\text{inj.red}(M_g)$ the projection to $M_g$ would just be the identification of $t = 0$ with $t = \text{length}(\gamma)$. We can now switch to $(r, \theta, t)$ coordinates where $z = z_0 + r\sin(\theta)$, $\rho = r\cos(\theta)$ to get the desired metric

$$ds^2 = dr^2 + r^2d\theta^2 + \cosh^2(r\cos(\theta))dt^2$$

(3.24)

We notice that in this coordinates, $r$ is the distance from the geodesic. \hfill \square

Since we are interested in performing surgeries on a tube of small $\epsilon$ (as to not change the systolic properties too drastically), we will always assume that the $\epsilon$ chosen will be smaller then half the injectivity radius.

We will now show how one can "kill" a generator of the first homology group by surgeries.

Proposition 3.7. Let $M$ be an arbitrary Riemannian manifold, and let $W$ be a non zero element of $H_1(M, \mathbb{Z}_2)$, and perform surgery on the tube based on $W$, then the first homology group of the resulting space $M'$ will have smaller dimension $\dim(H_1(M', \mathbb{Z}_2)) < \dim(H_1(M', \mathbb{Z}_2))$, with $W$ null-homological in $M'$.

Proof. Performing a surgery on a tube $S^1 \times D^2$ means removing $S^1 \times D^2$ and gluing $D^2 \times S^1$ on their mutual boundary $S^1 \times S^1$. Let us call the full torus taken out $T$ and the one replacing it $T'$. We will use first the Mayer-Vietoris
sequence [14, ch. 2] with $X = M$, $A = M - T$, and $B = T$ to bound the dimension of $H_1(M - T, \mathbb{Z}_2)$. 

\[ \rightarrow H_2(X, \mathbb{Z}_2) \xrightarrow{\partial} H_1(A \cap B, \mathbb{Z}_2) \xrightarrow{(i_*, j_*)} H_1(A, \mathbb{Z}_2) \oplus H_1(B, \mathbb{Z}_2) \rightarrow H_1(X, \mathbb{Z}_2) \rightarrow 0 \]  

(3.25) 

When $i, j$ are the inclusion maps into $A, B$ respectively. If we define $\dim(H_1(A, \mathbb{Z}_2)) = k$ and $\dim(H_1(X, \mathbb{Z}_2)) = n$, then from the exact sequence it is clear that $n = k + 1 - \dim(\text{Im}(i_*, j_*)) = k - 1 + \dim(\ker(i_*, j_*))$. This is true since the first homology of a full torus is $\mathbb{Z}_2$, and the intersection $A \cap B$ is $S^1 \times S^1$ with a first homology group $\mathbb{Z}_2^2$. We claim that $k \leq n$, this is equivalent to saying that $\dim(\ker(i_*, j_*)) \leq 1$, or that $(i_*, j_*)$ is not the zero transformation. The fact that this transformation is not the zero transformation is obvious, since the inclusion map $j_*$ into the full torus is not zero for the meridian.

We have shown that by taking a full torus $T$ out, we do not add any new generators to the first homology. We will now show that by inserting the torus $T'$ we "kill" one generator. Let us use the Mayer-Vietoris sequence again, this time with $X = M' = M - T \cup_{\partial T} T'$, $A = M - T$ and $B = T'$. The sequence is again

\[ \rightarrow H_2(X, \mathbb{Z}_2) \xrightarrow{\partial} H_1(A \cap B, \mathbb{Z}_2) \xrightarrow{(i_*, j_*)} H_1(A, \mathbb{Z}_2) \oplus H_1(B, \mathbb{Z}_2) \rightarrow H_1(X, \mathbb{Z}_2) \rightarrow 0 \]  

(3.26) 

We are interested in $\dim(H_1(X, \mathbb{Z}_2)) = k + 1 - \dim(\text{Im}(i_*, j_*))$. We want to prove that $\dim(H_1(X, \mathbb{Z}_2)) < n$. With the previous proof that $k \leq n$ at hand, we need to show that $\dim(\text{Im}(i_*, j_*)) = 2$. This is easy to see, since the image of the meridian here is not zero in the first coordinate (since $W$ the axis of the tube is not null-homological in $M$), and zero in the second coordinate, i.e. in $T'$. On the other hand the image of the longitude is non-zero in the second coordinate showing that the dimension is two.

We have shown that by performing surgery, the dimension decreases, and it is clear that the loop on with the surgery is done, is now contractible, and therefore is null-homologous after the surgery. 

\[ \square \]

**Proposition 3.8.** Let $W_1, \ldots, W_2g$ be a basis of $H_1(\Sigma_g, \mathbb{Z}_2)$ given in Proposition 3.4. There exist a subset (after reordering) \{ $W_1, \ldots, W_k$ \} such that performing surgeries on \{ $W_1 \times \{ \frac{1}{2} + \frac{1}{2} \right\}$, $W_2 \times \{ \frac{1}{2} + \frac{2}{2} \}$, $\ldots$, $W_k \times \{ 1 \}$ \} in $M_g$, results in a manifold $P_g$ that has the same homology as $S^1 \times S^2$. 
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Proof. We will use a version of the Mayer-Vietoris Sequence for mapping toruses given in [14, p. 151], giving the long exact sequence

\[ \cdots \to H_1(\Sigma_g, \mathbb{Z}_2) \xrightarrow{id_* - \tau_*} H_1(\Sigma_g, \mathbb{Z}_2) \xrightarrow{i_*} H_1(M_g, \mathbb{Z}_2) \rightarrow \mathbb{Z}_2 \rightarrow 0 \]  

(3.27)

this is equivalent to

\[ 0 \rightarrow \text{coker}(id_* - \tau_*) \rightarrow H_1(M_g, \mathbb{Z}_2) \rightarrow \mathbb{Z}_2 \rightarrow 0 \]  

(3.28)

Let \( r = \text{rank}(id_* - \tau_*) < 2g \) (if \( r = 2g \) then no surgery is needed), then at most \( r \) of \( W_1, \ldots, W_{2g} \) lie in \( \text{Im}(id_* - \tau_*) \). Let \( k = 2g - r \), then we shall reorder the indexes so that \( \{W_1, \ldots, W_k\} \) span \( \text{coker}(id_* - \tau_*) \). There is an \( \epsilon \) small enough so that the tubes \( T_{\gamma_i}(\epsilon) \) in \( M_g \) around \( \gamma_i = W_i \times \{\frac{1}{2} + \frac{1}{2k}\} \) are distinct and have the metric given by Proposition 3.6. We can perform surgeries on \( T_{\gamma_1}(\epsilon), \ldots, T_{\gamma_r}(\epsilon) \), from Proposition 3.7. This kills \( \text{coker}(id_* - \tau_*) \) and therefore the resulting manifold \( P_g \) has \( H_1(P_g, \mathbb{Z}_2) = \mathbb{Z}_2 \). Since \( P_g \) is a 3-manifold, it is clear that \( H_1(P_g, \mathbb{Z}_2) = \mathbb{Z}_2 \) for \( i = 0, 3 \) and \( H_j(P_g, \mathbb{Z}_2) = 0 \) for \( j > 3 \). From Poincaré duality it is also easy to see that \( H_2(P_g, \mathbb{Z}_2) = \mathbb{Z}_2 \) proving that \( P_g \) has the same homology groups as \( S^1 \times S^2 \).

It is important to note that the space resulting from the surgeries is a piecewise smooth manifold. Before we can talk about systolic properties we need to define a smooth structure and a Riemannian metric on \( P_g \). For that we will first find a suitable metric on \( T_{\gamma_i}(\epsilon) \) so that the two metrics on \( \partial T_{\gamma_i}(\epsilon) \) and on \( \partial T_{\gamma_i}(\epsilon) \) are isometric. We will then use the fact that the boundary on which the surgery was performed has a collar neighborhood, to show how they can be glued in smoothly.

We will define \( T_{\gamma_i}(\epsilon) \) as \( D^2(R) \times [0, 2\pi\epsilon] \) when \( R = \frac{\text{length}((\gamma_i))}{2\pi} \) with the metric:

\[ ds^2 = dr^2 + r^2 \cdot \cosh^2(\epsilon \cos(t))d\theta^2 + \epsilon^2 dt^2 \]  

(3.29)

It is clear that if we look at the metric on \( \partial T_{\gamma_i}(\epsilon) \) (i.e. putting \( r = \epsilon \)), it is isometric with \( \partial T_{\gamma_i}(\epsilon) \) (i.e. putting \( r = R \)) by rescaling the angle \( \varphi = R \cdot \theta \) and swapping \( \varphi \) and \( t \).

The two properties of \( T_{\gamma_i}(\epsilon) \) needed are that the boundary will be isometric to that of \( T_{\gamma_i}(\epsilon) \), and that the volume is bounded. We will now show the bound on the volume.

**Proposition 3.9.** For \( \epsilon < 1 \) (as will always be the case) the volume of \( T_{\gamma_i}(\epsilon) \) satisfies \( \text{Vol}(T_{\gamma_i}(\epsilon)) = O(\epsilon \cdot \log^2(g)) \).
Proof. The volume is just the integral

\[ \text{Vol}(T'_\gamma(\epsilon)) = \int_0^{2\pi} d\theta \int_0^R dr \int_0^{2\pi\epsilon} \epsilon \cdot r \cdot \cosh(\epsilon \cos(t))\, dt \]  

Since \( t \) is bounded by \( 2\pi\epsilon \) and \( \epsilon \) is bounded by 1, we can bound \( \epsilon \cdot \cosh(\epsilon \cos(t)) \) by some \( C \). From here it is clear that

\[ \text{Vol}(T'_\gamma(\epsilon)) \leq C \cdot 2\pi \epsilon \cdot \text{length}^2(\gamma_{\epsilon}) = O(\epsilon \cdot \log^2(g)) \]  

When the last inequality if because \( \text{length}(\gamma_{\epsilon}) = O(\log(g)) \) (Theorem 3.4).

We will now show how to glue the metrices smoothly without effecting systolic freedom.

**Definition 3.7.** Let \( M \) be a manifold with boundary. A collar on \( M \) is an embedding \( f : \partial M \times [0,1) \to M \).

It can be shown that every manifold with boundary has a collar. Using the collar neighborhood, it can be proven (and easy to convince yourself geometrically) that for any two smooth manifolds \( M, N \) with diffeomorphic boundaries \( f : \partial M \to \partial N \) there is a unique (up to diffeomorphism) smooth structure on \( M \cup_f N \). The proof of this fact is found in [15, ch. 4]. In this specific case, from the way the metric is written it is clear that the embedding of the collar can be done isometrically.

This shows that \( P_g \) has a smooth structure, and since the metrices agree on the boundaries, \( P_g \) has a metric that is continues, and piecewise smooth. We can use the collar neighborhood to "smoothen" the metric. Let \( \{g^k_{ij}\}_{k=1}^2 \) be the two metrices defined on opposing the collar neighborhoods \( \partial T_{\gamma_{\epsilon}}(\epsilon) \times [0,1) \) and \( \partial T_{-\gamma_{\epsilon}}(\epsilon) \times (-1,0) \). We can extend each of them smoothly to \( \partial T_{\gamma_{\epsilon}}(\epsilon) \times (-1,1) \) and then define the metric

\[ g_{ij}(s,r) = \begin{cases} g^1_{ij}(s,r) & \text{if } r \geq 0 \\ g^2_{ij}(s,r) & \text{if } r \leq 0 \end{cases} \]  

Where \( r \) is the coordinate along the collar. This is the continues, piecewise smooth Riemannian metric on \( P_g \) that we wish to smoothen without changing systolic properties.

Let \( \phi : \mathbb{R} \to [0,1] \) be a smooth function that satisfies...
i. \( \forall x < -1, \phi(x) = 0 \)

ii. \( \forall x > 1, \phi(x) = 1 \)

iii. \( \forall x, \phi(x) = 1 - \phi(-x) \)

Such a function is not hard to construct explicitly. We will use \( \phi \) to smoothen \( g_{ij} \) by

\[
g_{ij}^\delta(s, r) = \phi\left(\frac{r}{l}\right) g_{ij}^1(s, r) + \phi\left(-\frac{r}{l}\right) g_{ij}^2(s, r) \tag{3.33}
\]

It is clear that \( g_{ij}^\delta \) converges to \( g_{ij} \) as \( \delta \to 0 \). We will show that it converges uniformly.

**Lemma 3.2.** The smooth metrics \( g_{ij}^\delta \) converge uniformly to the piecewise smooth metric \( g_{ij} \).

**Proof.** We need to show that \( \sup |g_{ij}^\delta(s, r) - g_{ij}(s, r)| \to 0 \). Assume without loss of generality \( r > 0 \), then

\[
|g_{ij}^\delta(s, r) - g_{ij}(s, r)| = |\phi\left(\frac{r}{l}\right) g_{ij}^1(s, r) + \phi\left(-\frac{r}{l}\right) g_{ij}^2(s, r) - g_{ij}(s, r)|
\]

from property (iii) of \( \phi \) we get

\[
g_{ij}^1 = \phi\left(\frac{r}{l}\right) g_{ij}^1 + \phi\left(-\frac{r}{l}\right) g_{ij}^1.
\]

We have now

\[
|g_{ij}^\delta(s, r) - g_{ij}(s, r)| = |\phi\left(\frac{r}{l}\right) |\cdot |g_{ij}^2(s, r) - g_{ij}^1(s, r)|.
\]

The function \( |\phi\left(\frac{r}{l}\right)| \) is non-zero only for \( r < l \), and since \( g_{ij}^1, g_{ij}^2 \) are uniformly continuous functions that agree on \( r = 0 \), then the supremum of the distance goes to zero as \( \delta \to 0 \), and the convergence is uniformly.

The same way we define a volume form from a Riemannian metric \( dV = \sqrt{|g|} dx^1 \wedge ... dx^n \), we can define a volume form with the piecewise smooth metric \( g_{ij}^\delta \) (we should notice that since the "problematic" area is covered by a single coordinate map, we can define the volume form in this coordinates specifically, without worrying about coordinate change). This gives us volumes for smooth cycles, and the ability to talk about systoles. Since \( g_{ij}^\delta \) converges uniformly, for any smooth cycle the area with respect to \( g_{ij}^\delta \) converges to the volume with respect to \( g_{ij} \). This tells us that the systole with respect to \( g_{ij}^\delta \) converges to the systole with respect to \( g_{ij} \) (since we are only interested in the smallest cycle, the cycles with some bound on their length converge uniformly). In conclusion we can smoothen the piecewise smooth metric on \( P_g \) without changing the systolic properties.
A note on strong systolic freedom: We built a series of 3-manifolds \( P_g \), with different topological structures, and we will show that they prove weak systolic freedom. The Lickorish-Wallace Theorem \([19]\) tells us that by the method of Dehn surgeries one can produce any 3-dimensional topological manifold from any other 3-dimensional topological manifold by a finite series of surgeries. It is possible then to perform additional surgeries in order to make the manifolds \( P_g \) not only have the same homology as \( S^1 \times S^2 \), but to be topologically equivalent. Some extra calculations are needed to decide what bound for \( \epsilon \) will result in systolic freedom, but apart from that, the proof of strong systolic freedom is very similar to the proof of weak systolic freedom. This construction is also a counterexample to a conjecture by M. Gromov, suggesting that \( S^n \times S^m \) does not have \( \mathbb{Z}_2 \)-systolic freedom for any \( n, m \). The calculation of what \( \epsilon \) is needed to prove strong \( \mathbb{Z}_2 \)-systolic freedom appears in the appendix of \([21]\).

3.5 Verification of systolic freedom

We are going to show that dimension three has (2, 1) weak \( \mathbb{Z}_2 \)-systolic freedom, i.e. that

\[
\inf_{(M,g)} \frac{sys_3(M, \mathbb{Z}_2)}{sys_1(M, \mathbb{Z}_2) \cdot sys_2(M, \mathbb{Z}_2)} = 0
\]  \hspace{1cm} (3.34)

When the infimum runs over all compact Riemannian manifolds of dimension three.

In the previous sections we first built \( \Sigma_g \) as a quotient of \( \mathbb{H}^2 \), then we found an isometry \( \tau : \Sigma_g \to \Sigma_g \) with specific properties and defined \( M_g \) as the mapping torus. The last parts of the construction was performing surgeries on tubes \( T_{\gamma}(\epsilon) \) producing \( P_g \) which have the same homology groups as \( S^1 \times S^2 \), and then smoothening the metric. In this construction we have one free parameter \( \epsilon \) which we can make infinitesimally small. We will show that with the right choice of \( \epsilon \) we get

\[
\lim_{g \to \infty} \frac{sys_1(P_g, \mathbb{Z}_2)}{sys_3(P_g, \mathbb{Z}_2) \cdot sys_2(P_g, \mathbb{Z}_2)} = 0
\]  \hspace{1cm} (3.35)

proving weak systolic freedom.
The next theorem summarizes the properties of $\Sigma_g$, $M_g$ and $P_g$ proved in the previous sections and needed to prove (3.35).

**Theorem 3.5.** Let $\Sigma_g, \tau, M_g$ and $P_g$ be as defined in the previous sections, then the following holds:

i. $\text{order}(\tau) = \Omega\left(\log^{1/2}(g)\right)$.

ii. There exists a normal Fuchsian subgroup $H_g \triangleleft \text{Isom}^+(\mathbb{H}^2)$ such that $\tau \in H_g$, $\Gamma_{p-1}(N) \triangleleft H_g$ and $\text{inj.rad}(\mathbb{H}/H_g) = \Omega(\log^{1/2}(g))$.

iii. The surgeries are around closed simple geodesic curves $\gamma_i$, all satisfying $\text{length}(\gamma_i) = \mathcal{O}(\log(g))$.

iv. The replacement torus $T_{\gamma_i}(\epsilon)$ has the metric that is isometric to $T_{\gamma_i}(\epsilon)$ on their boundary, and $\text{Vol}(T_{\gamma_i}(\epsilon)) = \mathcal{O}(\epsilon \cdot \log^2(g))$.

v. The number of surgeries performed is bounded by $\mathcal{O}(g)$.

vi. $\text{Vol}(\Sigma_g) = \text{Vol}(M_g) = \Theta(g)$.

vii. There exists a constant $C$ such that for all $g$ and every $A \subset \Sigma_g$ if $\text{Area}(A) \leq \frac{1}{2}\text{Area}(\Sigma_g)$, then $\text{Area}(A) \leq C \cdot \text{length}(\partial A)$.

We will now add the demand that $\epsilon$ is small enough such that

$$\epsilon = \Theta\left(\frac{1}{g^{\alpha}}\right).$$

(3.36)

In fact, $\epsilon = \Theta\left(\frac{1}{g^{\alpha}}\right)$ for any $\alpha > 1$ would work, we chose $\alpha = 2$ arbitrarily for the sake of simplicity.

To prove (3.35) we will need to estimate $\text{sys}_i(P_g, \mathbb{Z}_2)$ for $i = 1, 2, 3$.

**Theorem 3.6.** Let $P_g$ be as previously defined, then $\text{vol}(P_g) = \text{sys}_3(P_g, \mathbb{Z}_2) = \mathcal{O}(g)$

**Proof.** From Theorem 3.5 (iv) we know that the area of the replacement torus satisfies $\text{Vol}(T_{\gamma_i}(\epsilon)) = \mathcal{O}(\epsilon \cdot \log^2(g))$. The volume of $P_g$ is smaller then
the volume of $M_g$ plus the sum of the volumes of the replacement tori. From Theorem 3.5 (iv) (v) and (vi), and from (3.36) we get

$$Vol(P_g) \leq Vol(M_g) + O(g) \cdot O(\epsilon \cdot \log^2(g)) \leq O(g) + O\left(g \cdot \log^2(g) \cdot \frac{1}{g^2}\right)$$

(3.37)

and this proves that $Vol(P_g) = O(g)$. \hfill \Box

We will now bound $sys_1(P_g, \mathbb{Z}_2)$:

**Theorem 3.7.** The first systole of $P_g$ satisfies $sys_1(P_g, \mathbb{Z}_2) = \Omega(\log^{1/2}(g))$.

**Proof.** Let $\gamma$ be a essential closed, piecewise smooth loop in $P_g$. We will show that $length(\gamma) = \Omega(\log^{1/2}(g))$. If $\gamma$ crosses one or more of the replacement tori, we can modify $\gamma$ to $\tilde{\gamma}$ that passes only through the boundary of the tori (by taking $\tilde{\gamma}$ in that part the shortest curve on the boundary between the two end points on $\partial T_{\gamma}(\epsilon)$). If we look at the metric of the replacement tori $ds^2 = dr^2 + r^2 \cdot \cosh^2(c\cos(t))d\theta^2 + \epsilon^2 dt^2$, we see that the length of the $t$ component does not increase when we push $\gamma$ to the boundary. For each $t = t_0$ the cross section $D^2(R) \times \{t_0\}$ has the metric $ds^2 = dr^2 + r^2 \cdot \cosh^2(c\cos(t_0))d\theta^2$. This is a standard disk metric times some bounded factor in the angular term. It is easy from here to convince yourself that changing $\gamma$ to $\tilde{\gamma}$ can increase the length by no more then a fixed factor, meaning that $\gamma = \Omega(\log^{1/2}(g))$ iff $\tilde{\gamma} = \Omega(\log^{1/2}(g))$. Since $\tilde{\gamma}$ is disjoint from the interior of all the $T_{\gamma}(\epsilon)$, we can think of it as a curve in $M_g$ of the same length. It is then suffice to show that for every essential $\gamma$ in $M_g$ we have $\gamma = \Omega(\log^{1/2}(g))$.

Now, assume by negation that $length(\gamma) \neq \Omega(\log^{1/2}(g))$. This means that there is a subsequence $g_k$ and appropriate curves $\gamma_{g_k}$ such that $length(\gamma_{g_k}) = o(\log^{1/2}(g_k))$. As before, to avoid cumbersome notation we will omit the index, and assume $length(\gamma) = o(\log^{1/2}(g))$.

We can lift $\gamma$ to a curve $\tilde{\gamma}$ in the covering space $\Sigma \times \mathbb{R}$. If the starting point of $\tilde{\gamma}$ is $(p, t)$ then its end point is $(\tau^d p, t + d)$ for some $d \in \mathbb{Z}$. Since this is the product metric, $|d| \leq length(\tilde{\gamma}) = length(\gamma) = o(\log^{1/2}(g))$. From Theorem 3.5 (i) we have order($\tau$) = $\Omega(\log^{1/2}(g))$, and since $|d| = o(\log^{1/2}(g))$ then for large enough $g$, $|d| < \text{order}(\tau)$. Now the fact that $d$ is smaller then the order of $\tau$ tells us that $\tau^d p \neq p$ (since $\tau^d$ has no fixed points). Both point $p$ and $\tau^d p$ in $\Sigma$ are projected to the same point in $\mathbb{H}^2/H_g$, this
means that their distance cannot be smaller then twice the injectivity radius of $\mathbb{H}^2/H_g$ (since the geodesic balls with radius smaller then the injectivity radius must be disjoint). From Theorem 3.5 (ii) we know that $\text{inj.rad}(\mathbb{H}^2/H_g) = \Omega(\log^{1/2}(g))$ and we can conclude

$$\text{length}(\gamma) = \text{length}(\tilde{\gamma}) \geq d(p, \tau^d p) = \Omega(\log^{1/2}(g))$$

which is a contradiction to the claim that $\text{length}(\gamma) = o(\log^{1/2}(g))$ and concludes the proof.

The last part would be bounding $\text{sys}_2(P_g, \mathbb{Z}_2)$, to do this we will use the following two lemmas

**lemma 3.3.** Let $X$ be a 2-submanifold of $P_g$, then for almost all $t \in [0, \frac{1}{2} - \epsilon]$, $X$ intersects $\Sigma_g \times \{t\}$ transversely.

**Proof.** First, we should notice that the geodesics on which the surgery was performed where confined to $\Sigma_g \times \{\frac{1}{2}, 1\}$, so $\Sigma_g \times [0, \frac{1}{2} - \epsilon]$ was unaffected by the surgeries. This means that $\Sigma_g \times \{t\}$ is indeed a submanifold of $P_g$ for any $t \in [0, \frac{1}{2} - \epsilon]$.

Let $p = (x, t) \in \Sigma_g \times \{t\} \cap X$, then the intersection is transverse in $p$ (i.e. $T_p(\Sigma_g \times \{t\}) + T_pX = T_pP_g$) iff $\frac{\partial}{\partial t} \in T_pX$. We can look at the projection map $\pi : M_g \rightarrow [0,1]/\sim$, this gives us a map $\pi : P_g \cup_i T'_{\Sigma_g}(\epsilon) \rightarrow [0,1]/\sim$. We can extend this to a smooth map $\hat{\pi} : P_g \rightarrow [0,1]/\sim$, and since our area of interest is unaffected by the surgeries, the exact extension used will be unimportant. We will look at $\hat{\pi}|_X : X \rightarrow [0,1]$. From Sard’s Theorem we know that the set of critical values has measure zero. Now for $t \in [0, \frac{1}{2} - \epsilon]$ the point $p = (x, t) \in X$ is a critical point of $\hat{\pi}$ iff $\frac{\partial}{\partial t} \not\in T_pX$ (since $\hat{\pi} = \pi$ the projection on the last coordinate for these values of $t$). This means that if $X$ does not intersects $\Sigma_g \times \{t\}$ transversely, then $t$ is a critical value of $\hat{\pi}$. The fact that the set of critical values has measure zero tells us that for almost all $t \in [0, \frac{1}{2} - \epsilon]$, $X$ intersects $\Sigma_g \times \{t\}$ transversely.

**lemma 3.4.** Let $M$ be a smooth 3-dimensional compact manifold, and let $X$ and $Y$ be two smooth 2-submanifolds that are homological in $H_2(M, \mathbb{Z}_2)$, and that intersect transversely. Under these conditions there exists a manifold with corners $B \subseteq M$ such that $\partial B = X \cup Y$
Proof. Under these conditions, from Goresky’s Theorem [10], we can triangulate \( M \), such that \( X \) and \( Y \) are subcomplexes of the triangulation. In the triangulation, \( X \) and \( Y \) have no common 2-cell (since they intersect transversely). Now let the 3-chain \( \sum_i \sigma_i^3 \) be the homology between \( X \) and \( Y \) (notice that all the 3-simplexes are unique since the homology is with coefficients in \( \mathbb{Z}_2 \)). It is clear that \( \partial (\sum_i \sigma_i^3) = X - Y \) implies \( \partial B = X \cup Y \) (remembering that the first \( \partial \) is boundary operator on chains, and the second is the topological boundary of a set) since the topological boundary is just the union of all 2-faces that are boundaries of some \( \sigma_i^3 \) except that who are between two distinct simplexes.

With these lemmas we will now bound the second systole of \( P_g \).

**Theorem 3.8.** The second systole of \( P_g \) satisfies \( \text{sys}_2(P_g, \mathbb{Z}_2) = \Theta(g) \).

**Proof.** It is clear that \( \text{sys}_2(P_g, \mathbb{Z}_2) = \mathcal{O}(g) \) because

\[
\text{sys}_2(P_g, \mathbb{Z}_2) \leq \text{Vol}(\Sigma_g \times \{t_0\}) = \mathcal{O}(g) \tag{3.39}
\]

for any \( t_0 \in [0, \frac{1}{2} - \epsilon] \). Now let \( X_g \subset P_g \) be the 2-cycle of minimal area. A regularity theorem due to Federer [8, ch. 5] states that in dimension lesser or equal to seven, and in codimension one, there is a cycle minimizing area and that this cycle is a smooth manifold. Therefore we can assume that \( X_g \) is a smooth 2-submanifold of \( P_g \). We want to prove that \( \text{Area}(X_g) = \Omega(g) \), so we will assume by negation that \( \text{Area}(X_g) \neq \Omega(g) \), and conclude that \( \text{Area}(X_g) = o(g) \) (like for curves this is true for a subsequence, but we will regard \( X_g \) as this subsequence).

From lemma 3.3 we know that for almost all \( t \in [0, \frac{1}{2} - \epsilon] \), \( X_g \) intersects \( \Sigma_g \times \{t\} \) transversely. If we define for such \( t \), \( W_t = X_g \cap (\Sigma_g \times \{t\}) \) then \( W_t \) is a smooth, not necessarily connected, curve (or the empty set). We can use the coarea formula (3.8) to get

\[
o(g) = \text{Area}(X_g) \geq \int_{t=0}^{1/2-\epsilon} \text{length}(W_t)dt \tag{3.40}
\]

This means that we can pick \( 0 < t_0 < t_1 < t_2 < \frac{1}{2} - \epsilon \) such that \( X_g \) intersects \( \Sigma_g \times \{t_j\} \) transversely and

\[
\text{length}(W_{t_j}) = o(g) \tag{3.41}
\]
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hold. The 2-cycles \( X_g \) and \( \Sigma_g \) are homological since \( H_2(P_g, \mathbb{Z}_2) \) has only one nontrivial element, so from lemma 3.4 there is a manifold with corners \( B \) such that \( \partial B = X_g \cup (\Sigma_g \times \{t_1\}) \).

The first step towards achieving the desired contradiction, is to modify \( X_g \) to some \( X'_g \) such that the intersection of \( X'_g \) with the interior of any of the replacement tori is empty, without changing the area drastically. That way we can think of \( X'_g \) as a submanifold of \( M_g \) instead of \( P_g \).

We note that our only demand on \( \epsilon \), so far, was that \( \epsilon = \Theta(\frac{1}{g^2}) \). We can show, similar to the proof of lemma 3.3, that for almost all values of \( \epsilon \) (smaller than the injectivity radius), \( X_g \) and \( \partial T'_{\gamma_i}(\epsilon) \) intersect transversely. We will assume then, that we picked an \( \epsilon \) such that they intersect transversely. The boundaries \( \partial T'_{\gamma_i}(\epsilon) \) are of course null-homological, so since the intersection is a homological invariant, the intersection of \( X_g \) and each \( \partial T'_{\gamma_i}(\epsilon) \) is a null-homological 1-submanifold of \( \partial T'_{\gamma_i}(\epsilon) \) [11, Ch. 1]. We can now define 

\[
X'_g = (X_g \setminus \cup_i T'_{\gamma_i}(\epsilon)) \cup \cup_i \delta_i,
\]

when \( \delta_i \) is the bounding surface of \( X_g \cap \partial T'_{\gamma_i}(\epsilon) \) in \( \partial T'_{\gamma_i}(\epsilon) \). On each component, there are two possible bounding surfaces, and we can pick \( \delta_i \) such that \( \delta_i \subset B \). This is possible since \( \partial B = X_g \cup \Sigma_g \times \{t_1\} \) and \( \partial T'_{\gamma_i}(\epsilon) \cap \Sigma_g \times \{t_0\} = \emptyset \).

The surface \( X'_g \) is piecewise smooth 2-submanifold of \( M_g \) (we needed smoothness to use lemmas 3.3 and 3.4, and will not need it from here on).
The area of $X_g'$ cannot be larger than the area of $X_g$ plus all the areas of $\partial T_{\gamma_i}(\epsilon)$. For each of these tori, from (3.29)

$$\text{Area}(\partial T_{\gamma_i}(\epsilon)) = O(\epsilon \log(g))$$ (3.42)

so from Theorem 3.5 (v) we get

$$\text{Area}(X_g') \leq \text{Area}(X_g) + O(g) \cdot O(\epsilon \log(g)) < o(g) + O\left(\frac{\log(g)}{g}\right) = o(g)$$ (3.43)

We can define $B' = B \setminus \bigcup_i T_{\gamma_i}(\epsilon)$, and see that $B'$ is a $\mathbb{Z}_2$-homology between $X_g'$ and $\Sigma_g \times \{t_0\}$ in $M_g$. If we look at the boundary $\partial B'$ compared to $\partial B$ then we took out $X_g \cap T_{\gamma_i}(\epsilon)$ and added $\delta_i$ getting exactly $X_g'$, as seen in the following diagram.

Figure 3.4: The new $B'$ and $X_g'$.

The next step will be modifying $X_g'$ to get $Z_g$ disjoint from $\Sigma_g \times \{t_1\}$. The manifolds $X_g'$ and $\Sigma_g \times \{t_j\}$ have zero intersection, then $W_{t_j}$ separates $\Sigma_g \times \{t_j\}$ into two distinct (not necessarily connected) subsurfaces. Let $Y_j$ be the one of smaller area, then from the isoperimetric inequality (Theorem 3.5 (vii)) we have

$$\text{Area}(Y_j) \leq C \cdot \text{length}(W_{t_j}) = o(g)$$ (3.44)

If we look at $Y_1$ and $\Sigma_g \times \{t_1\} \setminus Y_1$ then both "see" $B'$ on one side, one on the positive side (i.e. for $t > t_1$) and one on the negative side (the sides must be different or the boundary if $B'$ would not be $\Sigma_g \times \{t_1\} \cup X_g'$).

More formally, we remember that how we constructed $B$ by triangulating $W_{t_i}$, then extending this to a triangulation of $\Sigma_g \times \{t_i\}$ and $X_g$ and then to
a triangulation of the whole manifold. We picked $B$ to be the cycle whose boundary is $\Sigma_g \times \{t_i\} + X_g$ (thinking of both of them as cycles). Every face in $\Sigma_g \times \{t_i\}$ is either in $Y_1$ or in $Y_2$. Since this is a 3-manifold, this face is a boundary of exactly two 3-cells, one positive (i.e. with $t \geq t_i$) and the other negative. We know that this face is in $\partial B$ so one, and only one, is in $B$. In every connected component of $Y_1$ and $Y_2$ all the $B$ cells must be of the same side, otherwise we could construct a curve that starts in $B$ and ends in $B^c$ without passing through the boundary. We also know that two adjacent components of $Y_1$ and $Y_2$ must have opposite signs, otherwise assume W.L.O.G then both have $B$ on the positive side. We can construct a curve from a point $a \in Y_1$ to a point $b \in Y_2$ that passes $X_g$ exactly ones and besides the end points is always with $t > t_i$. We can look at the faces of the cells we pass in this path, and besides the point of intersection with $X_g$, both faces must be in $B$ (otherwise we would get a boundary that isn’t in $X_g$ or $\Sigma_g \times \{t_i\}$) so we get that the two 3-cells that contain the point of $X_g$ must be in $B$ - so it is not a boundary point of $B$ and we get a contradiction. From here it is clear that $Y_1$ and $Y_2$ each "sees" $B$ and on a opposite side.

![Figure 3.5: Before Modification. Image taken from [9]](image)

Assume without loss of generality that $Y_1$ "sees" $B'$ on the positive side. We can separate $X'_g$ from $\Sigma_g \times \{t_1\}$ by truncating $X'_g$ in $t_0, t_2$ and "glue in" $Y_2$ along $W_{t_2}$ and $\Sigma_g \times \{t_0\} \setminus Y_0$ along $W_{t_0}$ to make it a manifold without boundary (we can chose $t_0, t_1$ and $t_2$ close enough so they all "see" $B'$ on the same side). We can truncate $B'$ as well and receive $B''$. This is explained best by the following diagram.
Now the border of \( B'' \) is \( \partial B'' = Z_g \), and
\[
B'' \subset M_g \setminus \Sigma_g \times \{ t_1 \} \subset M_g.
\] (3.45)
The manifold \( M_g \setminus \Sigma_g \times \{ t_1 \} \) is diffeomorphic to \( \Sigma_g \times \mathbb{R} \), so it can be embedded (smooth embedding, not isometric embedding) in \( \mathbb{R}^3 \). From this we see that \( B'' \) is a 3-dimensional piecewise smooth manifold embedded in \( \mathbb{R}^3 \), and therefore orientable. We can use the Stoke’s Theorem to arrive at the desired contradiction.

We can lift \( Z_g \) and \( B'' \) to \( \tilde{Z} \) and \( \tilde{B} \) respectively in the covering space \( \Sigma_g \times \mathbb{R} \). We will now look at the constant covector field \( dt \) (where \( t \) is the standard coordinate in the \( \mathbb{R} \) component), and define the 2-form \( \omega \) as the Hodge star dual, \( \omega = *dt \) (for any \( k \)-form \( \eta \), \( *\eta \) is defined as the unique \((n-k)\)-form such that for any \( k \)-form \( \lambda \), \( \lambda \wedge *\eta = \langle \lambda, \eta \rangle dV \)). If \( x, y \) are coordinates for \( \Sigma_g \), then it is easy to see that \( \omega = dt = \pm \sqrt{|g|}dx \wedge dy = \pm dV \) (the sign depends on orientation) when \( dV \) is the volume form on the \( \Sigma_g \) component. From this it is clear that \( \omega \) is closed (i.e. \( d\omega = 0 \)) and \( ||\omega||=1 \). We can define \( T = \tilde{Z} \setminus (\Sigma_g \times \{ t_0 \} \setminus Y_0) \) and use the Stoke’s Theorem on \( \tilde{B} \) to get
\[
0 = \int_{\tilde{B}} d\omega = \int_{\partial\tilde{B}} \omega = \int_{\Sigma_g \times \{ t_0 \} \setminus Y_0} dV \Sigma + \int_T \omega \quad (3.46)
\]
The first integral is equal to \( \text{Area}(\Sigma_g \times \{ t_0 \}) - \text{Area}(Y_0) \), and the second integral is smaller or equal to \( \text{Area}(T) \). Since the sum is zero we have
\[
\text{Area}(\Sigma_g \times \{ t_0 \}) \leq \text{Area}(Y_0) + \text{Area}(T) = o(g). \quad (3.47)
\]
Where the last inequality is because \(\text{Area}(Y_i) = o(g)\), and

\[
\text{Area}(T) = \text{Area}(X'_i) + \text{Area}(Y_2) = o(g)
\]

We know that \(\text{Area}(\Sigma_g \times \{t_0\}) = \Theta(g)\), arriving to the desired contradiction.

We can combine all the previous results are show systolic freedom

**Theorem 3.9.** Dimension three has \((2,1)\) weak \(\mathbb{Z}_2\)-systolic freedom.

**Proof.** We have seen that for \(P_g\) we have \(\text{sys}_3(P_g, \mathbb{Z}_2) = O(g)\), \(\text{sys}_1(P_g, \mathbb{Z}_2) = \Omega(\log^{1/2}(g))\) and \(\text{sys}_2(P_g, \mathbb{Z}_2) = \Theta(g)\) so

\[
\frac{\text{sys}_3(P_g, \mathbb{Z}_2)}{\text{sys}_1(P_g, \mathbb{Z}_2) \cdot \text{sys}_2(P_g, \mathbb{Z}_2)} \leq O\left(\frac{g}{g \cdot \log^{1/2}(g)}\right) \to 0
\]

proving that

\[
\inf_{(M, g)} \frac{\text{sys}_3(M, \mathbb{Z}_2)}{\text{sys}_1(M, \mathbb{Z}_2) \cdot \text{sys}_2(M, \mathbb{Z}_2)} = 0
\]

so dimension three has \((2,1)\) weak \(\mathbb{Z}_2\)-systolic freedom.

We can use this example of systolic freedom and get other examples of freedom by taking products.

**Theorem 3.10.** Dimension 4 has \((2,2)\) weak \(\mathbb{Z}_2\)-systolic freedom.

**Proof.** This is proved in [21], and we will go over the outline of the proof here. Define \(\bar{P}_g = P_g \times S^1(r)\) when \(S^1(r)\) is the circle of radius \(r\), with \(r = g \cdot \log^{-1/2}(g)\). We know that \(\text{sys}_4(\bar{P}_g, \mathbb{Z}_2) = \text{Vol}(\bar{P}_g) = \Theta(g^2 \log^{-1/2}(g))\).

We need to bound now the systole in dimension 2. From the Künneth formula [14, ch. 3]

\[
H_2(\bar{P}_g, \mathbb{Z}_2) \cong \left( H_1(P_g, \mathbb{Z}_2) \otimes H_1(S^1(r), \mathbb{Z}_2) \right) \oplus H_2(P_g, \mathbb{Z}_2).
\]

If \([\alpha] \in H_2(\bar{P}_g, \mathbb{Z}_2) \neq 0\), then either it is non-zero in the \(H_2(P_g, \mathbb{Z}_2)\) component, or it is non-zero in the \(H_1(P_g, \mathbb{Z}_2) \otimes H_1(S^1(r), \mathbb{Z}_2)\) component. In the first case \(\text{Area}(\alpha) \geq \text{sys}_2(P_g, \mathbb{Z}_2) = \Omega(g)\), and in the second case \(\text{Area}(\alpha) \geq \text{sys}_1(P_g, \mathbb{Z}_2) \cdot \text{sys}_1(S^1(r), \mathbb{Z}_2) = \Omega(g)\). we conclude that

\[
\frac{\text{sys}_4(\bar{P}_g, \mathbb{Z}_2)}{\left(\text{sys}_2(\bar{P}_g, \mathbb{Z}_2)\right)^2} \leq O\left(\frac{g^2 \log^{-1/2}(g)}{g^2}\right) \to 0
\]
We will give a precise definition to the idea of "how free" our family of manifolds is.

**Definition 3.8.** We $S$ be a family of Riemannian $n$-dimensional manifolds, and $\sup_{P \in S} \{\text{Vol}(P)\} = \infty$. We say that $S$ has at least $f(p,q)\mathbb{Z}_2$–systolic freedom, for some monotonically increasing function $f$, if for every $P \in S$

$$\text{sys}_p(P,\mathbb{Z}_2) \cdot \text{sys}_q(P,\mathbb{Z}_2) = \Omega(f(\text{sys}_n(P,\mathbb{Z}_2)) \cdot \text{sys}_n(P,\mathbb{Z}_2)).$$

$$\text{(3.53)}$$

We have shown that $\{P_g\}$ and $\{\bar{P}_g\}$ has $\log^{1/2} \mathbb{Z}_2$–systolic freedom. As we will see in the next section, stronger freedom will result in better codes, so the question whether there exists families with stronger then $\log^{1/2}$ freedom is an important, yet open, question.
Chapter 4

Holomogical Codes and Systolic Freedom

In Theorem 2.5 we showed that if \((M, S, S^*)\) is a compact manifold \(M\) with a simplicial structure \(S\), a dual cellular structure \(S^*\) and with \(H_i(M, \mathbb{Z}_2) \neq 0\), then we can construct a quantum homological error correcting code with parameters \([n, k, d]\), where \(n = |S_i|\) the number of \(i\) -- simplices, \(k = \dim(H_i(M, \mathbb{Z}_2))\) and \(d = \min\{\text{csys}_i(M, S), \text{csys}_{n-i}(M, S^*)\}\). As we defined in chapter 2, \(\text{csys}_i(M, S)\) is the minimal support of non-zero element of \(H_i(M, \mathbb{Z}_2)\) in the basis of \(S\) cells. In chapter 3 we gave in detail the construction from [21], proving that weak (and strong) \(\mathbb{Z}_2\)-systolic freedom exists. We will now show the connection between systolic freedom, homological codes and the \(d^2 \leq C \cdot n\) bound.

4.1 Homological Codes from Systolic Freedom

In order to get codes from systolic freedom, we need to show that given a Riemannian manifold we can find a "nice" triangulation in respect to the metric. This is done [21, Theorem 12.8].

Theorem 4.1. For any dimension \(n\) there exists constants \(0 < c_1, c_2, c_3 < \infty\) such that any compact \(n\)-dimensional Riemannian manifold \(M\) with bounded curvature and covariant derivation of the curvature \(||\nabla_h R_{ijk}||, ||R_{ijk}|| \leq 1\), and with injectivity radius at least one, there exists piecewise smooth pair
(\(S, S^*\)) of a triangulation and a dual cellulation of \(M\) such that:

i. The number of cells of all dimensions in both \(S\) and \(S^*\) satisfies:
\[ |S| + |S^*| < c_1 \cdot \text{vol}(M). \]

ii. For every \(i\)-cell \(\sigma\) of \(S\) or \(S^*\):
\[ \text{vol}_i(\sigma) < c_2. \]

iii. For every cell of \(S\) or \(S^*\) the number of cells in its boundary and coboundary are less then \(c_3\).

In the construction presented in the previous chapter the curvature was not bounded by one, in fact after smoothening the metric it was considerably larger then it. However, this is not a problem since we can always rescale the metric. If we rescale the metric by a factor \(\alpha\), then \(\text{sys}_k(M, \mathbb{Z}_2)\) rescales by a factor of \(\alpha^k\) and therefore the ratio
\[
\frac{\text{sys}_n(M, \mathbb{Z}_2)}{\text{sys}_q(M, \mathbb{Z}_2) \cdot \text{sys}_p(M, \mathbb{Z}_2)}
\]
is scaling invariant, since \(p + q = n\). As a result, we can rescale the metric so that the curvature is bounded by one (since the manifold is compact) without changing the systolic properties. We will now show how the previous theorem can be used to construct codes that pass the (2.12) bound.

**Theorem 4.2.** Assume dimension \(2m\) have \((m, m)\) weak systolic freedom with freedom function \(f\) (defined in the end of chapter 3), then there exist a family of homological quantum codes in dimension \(2m\) with distance \(d\) satisfying
\[ d^2 \geq f \left( \frac{n}{c_1} \right) \cdot \frac{n}{c_1 c_2}. \]

**Proof.** Let \(Q^l\) be a family of compact Riemannian manifolds such that
\[ \text{sys}_m(Q^l, \mathbb{Z}_2) \geq f(\text{vol}(Q^l)) \cdot \text{vol}(Q^l). \]

The systole \(\text{sys}_n(M, \mathbb{Z}_2)\) is always equal the volume in a connected manifold, which are the only manifolds we are interested in. From Theorem 4.1 there exists a triangulation \(S\) and dual calculation \(S^*\) such that \(|S| + |S^*| < c_1 \cdot \text{vol}(Q^l)\) and that for every cell \(\sigma\) we have \(\text{vol}_i(\sigma) < c_2\). We can build a quantum homological code from \((Q^l, S, S^*)\) with parameters \([(n, k, d)]\) given by Theorem 2.5. We can bound \(n\) by
\[ n = |S_m| < |S| + |S^*| < c_1 \cdot \text{vol}(Q^l). \]
For every non-bounding \( m \)-cycle \( \sum_j \sigma \), the volume satisfies
\[
\text{vol}_m(\sum_j \sigma) \geq \text{sys}_m(M, \mathbb{Z}_2) \text{ (by the definition)}.
\]
This leads us to
\[
\text{sys}_m(Q^l, \mathbb{Z}_2) \leq \max_{\sigma \in S_m} (\text{vol}_m(\sigma)) \cdot \text{csys}_m(M, S) \leq c_2 \cdot \text{csys}_m(M, S^*) \tag{4.4}
\]
When \( \text{csys}_m(M, S^*) \) is the minimal support of a non-bounding chain in the basis defined by the elements of \( S \). This inequality also holds for \( \text{csys}_m(M, S^*) \) and therefore we can conclude that
\[
d^2 = \min \{ \text{csys}_m(M, S), \text{csys}_m(M, S^*) \}^2 \geq \left( \frac{1}{c_2} \right)^2 \text{sys}_m(Q^l, \mathbb{Z}_2)^2 \tag{4.5}
\]
\[
\geq f(\text{vol}(Q^l)) \frac{\text{vol}(Q^l)}{c_2^2} \geq f \left( \frac{n}{c_1} \right) \cdot \frac{n}{c_1 c_2^2} \tag{4.6}
\]
This inequality holds for for \( n = 2m \) and \( p = q = m \), but not for the general case \( p + q = n \). For example in the case of \( P_g \) with (2,1) freedom, we have
\[
d = \min \{ \mathcal{O}(g), \mathcal{O}(\log^{1/2}(g)) \} = \mathcal{O}(\log^{1/2}(g)) \not\leq \mathcal{O}(g).
\]
It is also important to note that part (iii) of Theorem 4.1 implies that this code is a LDPC (low density parity check) code and as so has a good decoding algorithm [7].

We can conclude then from the last theorem and the fact that dimension four has \((2,2)\) weak \( \mathbb{Z}_2 \)-systolic freedom with freedom function \( \log^{1/2} \) (theorem 3.10) the following result is deduced in [21].

**Theorem 4.3.** There exists a family \((\bar{P}_g, S, S^*)\) of compact four manifolds, triangulation and dual cellulation, such that the corresponding homological quantum codes are LDPC with parameters \([n, 2, d]\), and \( d \geq \mathcal{O}(\sqrt{\log^{1/2}(n)} \cdot n) \).

This is a counterexample to both the \( R \delta^2 \leq \mathcal{O}(n^{-2}) \) bound, and the \( d^2 \leq \mathcal{O}(n) \) bound described in section 2.3.

Theorem 4.2 shows that in order to get a family of homological codes with \( \delta > c > 0 \) (i.e. with all the relative distances bounded away from zero), it is sufficient to prove that dimension \( 2m \) has \((m, m)\) freedom with freedom function that is \( f(x) = \Omega(x) \). It is not yet known if this is possible to do in any dimension, and we will now show that in some cases this is the best freedom one can hope to get.
Theorem 4.4. For any dimension $n = p + q$ there exists a constant $C$, such that for any compact manifold $M$ with bounded curvature and covariant derivation of the curvature $||\nabla h R^l_{ijk}||, ||R^l_{ijk}|| \leq 1$, and with injectivity radius at least one, the following inequality holds: $sys_p(M, \mathbb{Z}_2) \cdot sys_q(M, \mathbb{Z}_2) \leq C \cdot vol^2(M)$.

Proof. This is a consequence of Theorem 4.1:

$$sys_p(M, \mathbb{Z}_2) < |S_p| \cdot \max_{\sigma \in S_p} \{vol_p(\sigma)\} < c_1 \cdot |S_p| < c_1 c_2 \cdot vol(M). \quad (4.7)$$

This inequality also holds for $sys_q(M, \mathbb{Z}_2)$, and proves that the inequality

$$sys_p(M, \mathbb{Z}_2) \cdot sys_p(M, \mathbb{Z}_2) \leq C \cdot vol^2(M) \quad (4.8)$$

holds with constant $C = c_1^2 c_2^2$ for $M$. Unlike the systolic inequality, this inequality is not scaling invariant, so we cannot disregard the bound on the curvature.

4.2 Bounds on Codes from Systolic Rigidity

Systolic rigidity is the negation of systolic freedom. More specifically, dimension $n$ is said to have strong $(p, q)$ $\mathbb{Z}_2$-systolic rigidity if there is a constant $C$ such that for any $n$-dimensional compact manifold $M$ and for any Riemannian metric on $M$, the following holds:

$$sys_p(M, \mathbb{Z}_2) \cdot sys_q(M, \mathbb{Z}_2) \leq C \cdot sys_n(M, \mathbb{Z}_2). \quad (4.9)$$

Strong systolic rigidity is the negation of weak systolic freedom. It has been proved [12] that dimension two has $(1, 1)$ strong $\mathbb{Z}_2$-systolic rigidity. We will use the systolic inequality (4.9) to prove that there exists a constant $C$, such that for any homological quantum error correcting code that comes from a compact surface the $d^2 \leq C \cdot n$ bound holds. To do so, we will prove a Theorem dual to Theorem 4.1. Theorem 4.1 showed how to construct a "nice" triangulation of a given Riemannian manifold, we will show how given a triangulated surface we can find a "nice" Riemannian metric on it.

Theorem 4.5. There exists two constants $C_1, C_2$, such that for any compact surface $M$ with a triangulation $S$ there exists a Riemannian metric $g$ on $M$ such that
i. For any face $\sigma$ in the triangulation, $\text{Area}(\sigma) \leq C_1$

ii. $\text{csys}_1(M,S) \leq C_2 \cdot \text{sys}_1(M,Z_2)$

**Proof.** If we would give each of the triangles a flat metric of an equilateral triangle with sides of length one, we could “glue” the metrics along the sides smoothly. Unfortunately we would get singularities at the vertices (unless there are exactly six triangles meeting in that vertex). To fix this we will change the metric around the vertices.

Let $v$ be a vertex, and let $n$ be the number of triangles that meet at $v$. We can take the flat Euclidean metric defined before on the space, except on the disk of radius $r = \frac{1}{6}$ around each vertex. We can assume that these neighborhoods are mapped by the disk of radius $r = \frac{1}{6}$ around the origin in $\mathbb{R}^2$, and that the sector with $\frac{2\pi}{n}(i-1) \leq \theta \leq \frac{2\pi}{n}i$ belongs to the $i^{th}$ triangle.

We have shown previously, that if we define a continues and piecewise smooth metric we can smoothen it without changing the volume or the length of curves by more then a factor that we can make as close to one as we desire. We will show how we can define a continues piecewise smooth metric with the desired properties.

We will look at a vertex $v$, and as before we define $n$ as the number of triangles that meet in $v$. We will define $\eta = \frac{n}{6}$, a constant representing how the number of triangles deviates from the desired number. Since this is a triangulation, $n \geq 3$ and therefore $\eta \geq \frac{1}{2}$. We will define new coordinates $(r, \varphi)$ when $r$ is the standard radius and $\varphi = \eta \cdot \theta$. On the set $0 \leq r \leq \frac{1}{5n} = \frac{6}{18n}$ we will define the metric to be a standard euclidean metric

$$ds^2 = dr^2 + r^2 d\theta^2 = dr^2 + \left( \frac{r}{\eta} \right)^2 d\varphi^2 \quad (4.10)$$

when $0 \leq \varphi \leq \eta \cdot 2\pi = n \cdot \frac{2\pi}{6}$.

On the annulus $\frac{1}{12n} = \frac{1}{2n} \leq r \leq \frac{1}{6}$ we will define the metric as

$$ds^2 = dr^2 + r^2 d\varphi. \quad (4.11)$$

This metric coincides with the equilateral metric on each triangle, since each triangle has an opening of $\frac{2\pi}{6}$ radians. We are left with defining a metric
on the annulus \( \frac{1}{18\eta} \leq r \leq \frac{1}{5\eta} = \frac{1}{12\eta} \) that coincides with the metric we previously defined when \( r = \frac{1}{18\eta} \).

![Figure 4.1: The annulus on which we ”fix” the metric.](image)

To do this we will define the metric on the annulus \( \frac{1}{18\eta} \leq r \leq \frac{1}{12\eta} \) as

\[
ds^2 = dr^2 + \left[ \left( \frac{9\eta^2 - 4}{36\eta^3} \right) r + \left( \frac{2 - 3\eta^2}{216\eta^4} \right) \right] d\varphi^2.
\]

(4.12)

It is easy to see that this metric is piecewise smooth and continues. We will prove that it satisfies the conditions of the theorem.

The area of each triangle is bounded by the area of an equilateral triangle with edges of length one, plus the area around the corners up to \( r = \frac{1}{12\eta} \). Let us call \( \sigma_1^v \) the sector with \( 0 \leq r \leq \frac{1}{18\eta} \), and \( \sigma_2^v \) the sector with \( \frac{1}{18\eta} \leq r \leq \frac{1}{12\eta} \).

It is clear that

\[
\text{area}(\sigma_1^v) = \int_{\frac{\pi}{6}(i-1)}^{\frac{2\pi}{6}} \int_0^{\frac{1}{18\eta}} \left( \frac{r}{\eta} \right) dr = \frac{2\pi}{12 \cdot 18^2 \eta^3} < \frac{1}{177},
\]

(4.13)

when in the last inequality we used the fact that \( \eta \geq \frac{1}{2} \).

In \( \sigma_2^v \) the volume form is

\[
dV = \sqrt{\left[ \left( \frac{9\eta^2 - 4}{36\eta^3} \right) r + \left( \frac{2 - 3\eta^2}{216\eta^4} \right) \right]} dr d\varphi.
\]

The linear argument of the metric gets its maximum on the boundary, and it is equal to \( \frac{1}{18^2 \eta^3} \) and \( \frac{1}{12^2 \eta^3} \) at the two edges. For \( \eta \geq \frac{1}{2} \) and \( \frac{1}{18\eta} \leq r \leq \frac{1}{12\eta} \) it is easy to
We see that
\[
\left(\frac{9\eta^2 - 4}{36\eta^3}\right) r + \left(\frac{2 - 3\eta^2}{216\eta^4}\right) \leq \frac{4}{81}.
\] (4.14)

in consequence we can bound the volume form in \(\sigma_2\)
\[
dV \leq \frac{2}{9} dr d\varphi.
\] (4.15)

With the bound on the volume form we can bound the volume by
\[
\text{area}(\sigma_2) = \int_{\sigma_2} dV \leq \frac{1}{\pi^2} \int_1^{\pi/2} \frac{2\pi}{r} dr \int_{2\pi}^{\pi(1-t)} \frac{\pi}{9} d\varphi = \frac{\pi}{486} < \frac{1}{150}.
\] (4.16)

We can now bound the total area of each triangle \(S\) by
\[
\text{area}(S) \leq \frac{\sqrt{3}}{4} + 3 \left(\frac{1}{150} + \frac{1}{77}\right) < \frac{1}{2}
\] (4.17)
and we have proved that all triangle areas are bounded by \(C_1 = \frac{1}{2}\) finishing the first half of the proof.

We now need to show that there exists a constant \(C_2\) such that
\[
\text{csys}_1(M, S) \leq C_2 \cdot \text{sys}_1(M, \mathbb{Z}_2).
\] (4.18)

The surface \(M\) is compact, and therefore there is a closed geodesic curve \(\gamma\) such that \(\text{length}(\gamma) = \text{sys}_1(M, \mathbb{Z}_2)\) (i.e. the infimum is achieved) [17, ch. 5]. We will show that we can find a path \(G\) on the graph that is homological to \(\gamma\) (with \(\mathbb{Z}_2\) coefficients) and that \(\text{length}(G) \leq C_2 \cdot \text{length}(\gamma)\). It is important to notice that the length of the triangles’ edges in this metric are all one, so thinking about \(\text{length}(G)\) in the Riemannin metric or as the distance along the underlying graph of the triangulation \(S\) is the same.

We will construct the path \(G\) in the following way: Let \(S_0\) be the set of vertices (i.e. 0-cells of the triangulation), and we can pick \(x_0 \in S_0\) such that \(d(x_0, \gamma) = \min_{x \in S_0} \{d(x, \gamma)\}\). We can reparameterize \(\gamma\) so that after reparameterization we have \(\gamma : [0, 1] \to M\) and \(d(\gamma(0), x_0) = d(\gamma, x_0)\) - the curve starts at one of the points closest to \(x_0\). We can define \(t_1\) as the first time when the curve \(\gamma\) leaves the triangles that have \(x_0\) as a vertex (it has
to leave or the curve will be contractible. We can define $x_1$ as one of the vertices closest to $\gamma(t_1)$ on that edge. Since $x_1$ is one of the vertices in an edge opposing $x_0$, it is connected to $x_0$. We can continue in the same manner and get two finite sequences $x_0, ..., x_n$ and $t_0, ..., t_n$ such that

i. $0 = t_0 < t_1 < ... < t_n = 1$

ii. For all $i$, $x_i \in S_0$ and $x_n = x_0$ (we can choose $x_n$ to be $x_0$ if there is not a single option).

iii. For all $0 \leq i < n$ there is an edge $e_i$ in $S_1$ connecting $x_i$ and $x_{i+1}$.

iv. the segment $\gamma([t_{i-1}, t_{i+1}])$ is contained in the triangles that have $x_i$ as their vertex (we identify $t_0$ with $t_n$ so $t_{i-1} \equiv t_{n-i}$).

We will now show that the cycle $\sum e_i$ is homological to $\gamma$ and we will show a connection between their lengths.

It is obvious from (iv) that the two paths $G$ and $\gamma$ are homotopically equivalent - we can define the homotopy from $\gamma([t_i, t_{i+1}])$ to $e_i e_{i+1}$ since there are both contained in a convex set. Homology is invariant under homotopy so $G$ and $\gamma$ are homologically equivalent.

To conclude our proof we will show that $\text{length}([t_i, t_{i+1}]) \geq \frac{1}{6}$ and therefore

$$c_{sys_1}(M, S) \leq \text{length}(G) = \text{length}(\sum e_i) = n \leq 6 \cdot \text{length}(\gamma) = 6 \cdot c_{sys_1}(M, \mathbb{Z}_2).$$

(4.19)

In order to prove that $\text{length}([t_i, t_{i+1}]) \geq \frac{1}{6}$ we will first notice that the length of a curve going out of a vertex with a fixed angle is the same as the euclidean length (since we only changed the angular part of the metric). From this we may conclude that if the point $x$ is in a triangle that has $v$ as a vertex, and it has the coordinates $x = (r, \varphi)$ (with regard to $v$) then $d(x, v) \leq r$ (since there is a path connecting them of length $r$). If $r > \frac{1}{6}$ then we have

$$r - \left( \frac{1}{12\eta} - \frac{1}{18\eta} \right) \leq r - \frac{1}{18} < d(x, v) \leq r$$

(4.20)

(we just take the length on the non-euclidean part to be zero). From inequality (4.20) and the law of cosines it is easy to show that $\gamma(t_0)$ has $r < \frac{2}{3}$ (with regard to $x_0$). For all other $\gamma(t_i)$ we have $r \leq \frac{1}{2}$ with regard to $x_i$, since $x_i$
is the vertex closest to $\gamma(t_i)$ on an edge. Since $r < \frac{2}{3}$ it has to go at least a distance of $\frac{1}{6}$ to leave the triangle (considering only the euclidean part) so $\text{length}(\gamma[t_i, t_{i+1}]) \geq \frac{1}{6}$.

With the lemma giving us a connection between a discrete triangulation and Riemannian geometry, we can finally use systolic rigidity to prove the desired square root bound on quantum homological error correcting codes, obtained from compact surfaces.

**Theorem 4.6.** There exists a constant $C$, such that for any compact surface $M$ with triangulation $S$, the homological quantum error correcting code defined by $(M, S, S^*)$ with distance $d$ satisfies $d^2 \leq C \cdot n$.

**Proof.** From the previous theorem we can define a Riemannian metric such for each 2-cell $\sigma$, area($\sigma$) $\leq \frac{1}{2}$ and that $\text{csys}_1(M, S^*) \leq 6 \cdot \text{sys}_1(M, \mathbb{Z}_2)$. From the systolic inequality we know that $\text{sys}_1(M, \mathbb{Z}_2)^2 \leq \frac{4}{3} \cdot \text{area}(M)$. Combining the results we get that

$$\text{csys}_1(M, S)^2 \leq 36 \cdot \text{sys}_1(M, \mathbb{Z}_2) \leq 48 \cdot \text{area}(M) \leq 24 \cdot |S_2|. \quad (4.21)$$

In a triangulation $|S_2| = \frac{3}{2}|S_1|$ (by counting boarders) so we have

$$\text{csys}_1(M, S)^2 \leq 36 \cdot |S_1|. \quad (4.22)$$

The number of 1-cells is the parameter $n$ of the code, and $d = \min\{\text{cys}_1(M, S), \text{cys}_1(M, S^*)\} \leq \text{cys}_1(M, S)$ so we have

$$d^2 \leq 36 \cdot n. \quad (4.23)$$

There are examples in [26] that show codes with square root bound. This shows that the bound shown here (up to changing the constant factor) is tight.

One can try and expand this inequality to codes that come from a cellulation of a surface, not just a triangulation. This generalization is not as immediate as one might think, since the inequality $\text{cys}_1(M, S)^2 = \mathcal{O}(n)$ does not have to hold (for a counterexample just any triangulation, then divide the edges by adding more vertices and repeat), but does hold for the
dual structure $S^*$. This means that one has to look at both $S$ and $S^*$. However, the work presented here makes it clear, in our opinion, that the point of interest in studying homological codes, and looking for codes ones, is in dimensions higher then two.
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