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Abstract. We study the time-asymptotic behavior of linear hyperbolic systems under partial dissipation which is localized in suitable subsets of the domain. More precisely, we recover the classical decay rates of partially dissipative systems satisfying the stability condition (SK) with a time-delay depending only on the velocity of each component and the size of the undamped region. To quantify this delay, we assume that the undamped region is a bounded space-interval and that the system without space-restriction on the dissipation satisfies the stability condition (SK). The former assumption ensures that the time spent by the characteristics of the system in the undamped region is finite and the latter that whenever the damping is active the solutions decay. Our approach consists in reformulating the system into \( n \) coupled transport equations and showing that the time-decay estimates are delayed by the sum of the times each characteristics spend in the undamped region.

1. Introduction

We consider linear hyperbolic systems of the form

\[
\begin{cases}
\partial_t U + A \partial_x U = B(x)U, & (x, t) \in \mathbb{R} \times (0, \infty), \\
U(0, x) = U_0(x), & x \in \mathbb{R},
\end{cases}
\]

where \( n \in \mathbb{N}^* \), \( U : (0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}^n \) is the unknown function such that \( U = (u_1, u_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \) and \( A, B(x) \) are \( n \times n \) real matrices.

We assume that the \( x \)-dependent matrix \( B \) satisfies

\[
B(x) > 0, \quad x \in \omega, \quad \text{and} \quad B(x) = 0, \quad x \notin \omega,
\]

where \( \omega := \mathbb{R} \setminus B_R(0) = \{ x \in \mathbb{R} : \|x\| \geq R \} \) for a fixed \( R > 0 \), and

\[
D \in \mathbb{R}^{n_2 \times n_2}, \quad X^T DX > 0, \quad \forall X \in \mathbb{R}^{n_2} \setminus \{0\}.
\]

In other words, the damping term (1.2) acts only on \( n_2 \) components of the system and is effective only in the region \( \omega \). As in [27], the choice of \( \omega \) as an exterior domain is motivated by a geometric control condition (see [2]): the ray of geometric optics may escape the damping effect and not satisfy any decay properties if the inclusion \( \{ \|x\| \geq R \} \subset \omega \) is not satisfied for some \( R > 0 \).

We assume that \( A \) is a strictly hyperbolic matrix and that \( A \) has \( n \) real distinct eigenvalues such that

\[
\lambda_1 < \cdots < \lambda_p < 0 < \lambda_{p+1} < \cdots < \lambda_n.
\]

In particular this implies that \( A \) has no zero eigenvalues

\[
\lambda_i \neq 0, \quad i = 1, \ldots, n.
\]

Without this assumption, a ray may never reach the damped region and around it one can always concentrate an undamped solution, a situation we clearly need to avoid to ensure the solutions decay to 0 when \( t \to \infty \).
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Analogous assumptions are commonly used in works on the boundary controllability of (systems of) conservation laws (see, e.g., [18]): when there are zero eigenvalues, i.e.

\[
\lambda_p < \lambda_q = 0 < \lambda_r,
\]

\[
p = 1, \ldots, l, \quad q = l + 1, \ldots, m, \quad r = m + 1, \ldots, n,
\]

there are standing waves solutions that may not enter the region of the space where the damping is effective; therefore, to realize exact controllability, suitable boundary control corresponds to non-zero eigenvalues and suitable internal controls correspond to zero eigenvalues.

In the case \( \omega = \mathbb{R} \), the existence and the behavior of the solutions of (1.1) is well known. From the classical theory (see e.g. [21]), we know that (1.1) generates a semigroup \( S_d(t) \) of bounded operators on \( L^2(\mathbb{R}; \mathbb{R}) \). Therefore, given an initial data \( U_0 \in L^2 \), the system (1.1) has a unique solution \( U \in C(\mathbb{R}_+; L^2(\mathbb{R})) \) such that

\[
U(\cdot, t) = S_d(t)U_0.
\]

Indeed, applying the Fourier transform (in the space variable) to (1.1) yields

\[
\partial_t \hat{U}(t, \xi) + i \sum_{j=1}^d A_j \xi_j \hat{U}(t, \xi) = -B \hat{U}(t, \xi),
\]

or, in a condensed form,

\[
\partial_t \hat{U}(t, \xi) = E(\xi) \hat{U}(t, \xi),
\]

where \( E(\xi) := -B - iA(\xi) \) and \( A(\xi) := \sum_{j=1}^d \xi_j A_j \). Solving this first order ODE, we obtain

\[
\hat{U}(\xi, t) = \exp(E(\xi)t)\hat{w}_0(\xi).
\]

Then the \( C_0 \)-semigroup \( S_d \) acting on \( L^2(\mathbb{R})^n \) can be defined as

\[
S_d(t)U = e^{-tE}U = F^{-1}\left(e^{-tE(\xi)}\hat{U}\right)
\]

where \(-E = -A \partial_\xi U + BU\) is the associated generator. Its domain contains the Sobolev space \( H^1(\mathbb{R})^n \) and with Fourier-Plancherel theorem, the estimate of the semigroup \( e^{-tE} \) in \( L^2 \) is reduced to the analysis of \( e^{-tE(\xi)} \) for \( \xi \in \mathbb{R}^n \).

Concerning the asymptotic behavior of solutions, in general the semigroup \( S_d \) is not dissipative and we have \( |||S||| = c \) for some constant \( c > 0 \). Indeed, owing to the symmetry of the matrix \( A \), the classical energy method leads to

\[
\frac{1}{2} \frac{d}{dt} \|U\|_{L^2}^2 + (BU, U)_{L^2} = 0.
\]

Conditions (1.5) implies that there exists \( \kappa_0 > 0 \) such that

\[
(BU, U)_{L^2} \geq \kappa_0 \|U\|_{L^2}^2.
\]

Hence, (1.8) yields \( L^2 \)-in-time integrability on the component \( w_2 \) but not for \( w_1 \). In general, this lack of coercivity greatly reduces our chances of proving decay estimates and one is actually able to construct solution that do not decay at infinity.

To overcome this issue, Shizuta and Kawashima in [22] developed a condition, the well-known stability condition (SK), which ensures the decay of our solution to 0 when \( t \to \infty \):

\[
\text{(SK)} \quad \{\text{eigenvectors of } A(\xi) \} \cap \text{Ker}(B) = \{0\}, \quad \forall \xi \in \mathbb{R}^n.
\]

In one space dimension, this condition is equivalent to the fact that there are no plane wave solutions to the hyperbolic system propagating to the characteristic directions and therefore ensures the decay of our solutions; in higher dimensions, it is known that the (SK) condition is sufficient to ensure such properties but not necessary. We refer to [4] for further details.

Under the (SK) assumption, in the case \( \omega = \mathbb{R} \), one can prove that \( \lim_{t \to \infty} e^{-tE(\xi)} = 0 \) and more precisely

\[
\|e^{-tE(\xi)}\|_{C^m} \leq Ce^{-\frac{c}{1+|\xi|^2}t}.
\]
This implies that the behavior of the solution will strongly depend on the frequency regime we are looking at. To this matter, inspired by [6], we define the high and low frequencies semigroups $S^h_d$ and $S^l_d$ such that

$$U(t) = S_d(t, 0)U_0 := S^h_d(t, 0)U_0 + S^l_d(t, 0)U_0$$

where the exact formulation of $S^h_d$ and $S^l_d$ can be found in [6, Eq. (3.57) & (3.82)]. One interpretation of this formula is that the diffusive part $S^h_d$ consists of heat kernels moving along the characteristic directions of the local relaxed hyperbolic problem and the singular part $S^l_d$ consists of exponentially decaying functions along the characteristic directions of the full system (cf. [6, p. 1561]).

We recall the following classical result (see, e.g., [22, Theorem 1.2]).

**Theorem 1.1** (SK decay estimate). Under the condition (SK) and in the case $\omega = \mathbb{R}^d$, the solution of (1.1) verifies

\begin{align}
(1.10) & \quad \|U^h(\cdot, t)\|_{L^2(\mathbb{R}^d)} \leq \|S^h_d(t, 0)U_0\|_{L^2(\mathbb{R}^d)} \leq C e^{-\gamma t}\|U^h_0\|_{L^2(\mathbb{R}^d)}, \\
(1.11) & \quad \|U^l(\cdot, t)\|_{L^\infty(\mathbb{R}^d)} \leq \|S^l_d(t, 0)U_0\|_{L^\infty(\mathbb{R}^d)} \leq C t^{-d/2}\|U^l_0\|_{L^1(\mathbb{R}^d)},
\end{align}

where $C, \gamma$ are positive constants depending only on $A$ and $B$, $\hat{U}^h(\xi, t) = \hat{U}(\xi, t)1_{\{|\xi|>1\}}$ and $\hat{U}^l(\xi, t) = \hat{U}(\xi, t)1_{\{|\xi|<1\}}$.

Notice that the high frequencies of the solution are exponential damped while the low frequencies behaves as the solutions of the heat equation. Moreover, their computations also allows to deduce the existence of global smooth solutions for nonlinear systems associated to initial data close to a constant equilibrium in any dimension (see [4, 13, 6, 24, 10, 8]).

In [4], the authors noticed that the condition (SK) is equivalent to the classical *Kalman rank condition* (see [17]) in control theory for all the pairs $(A(\xi), B)$ with $\xi \neq 0$; then they obtained a simpler proof of the decay estimates (1.10)-(1.11) by constructing an energy functional with additional low-order terms (motivated by the hypo-coercivity theory of Villani [23] and by works on the damped wave equation). More recently, inspired by the construction of such functionals, in [9], Crin-Barat and Dauchin developed a method that allows to study general quasi-linear partially dissipative hyperbolic systems in a critical regularity framework; in addition, they justified the relaxation process associated to such system by highlighting a purely damped mode in the low-frequency regime which allows to diagonalize the system in this regime.

In the present paper, we investigate system (1.1) in case of a damping acting in a region $\omega$ as in (1.4) instead of the whole space. In this case, the tools developed in the above references are not of much help as they mainly rely on the Fourier transform, which would yield a convolution between $\mathbb{I}_\omega$ and $\hat{U}$ that mixes the frequencies too much to obtain useful information about the dissipative mechanism.

In the model case of the wave equation, the decay of solutions when the damping term acts only in a region of the domain satisfying a suitable geometric condition has been an active area of investigation in the past decades. In [27], Zuazua proved the energy decay for the Klein-Gordon equation with locally distributed dissipation. In [26], on the other hand, the decay estimate is obtained for the damped wave equation in a bounded domain. Subsequently, various local energy decay results have been obtained for the linear wave equation in an (unbounded) exterior domain $\Omega \subset \mathbb{R}^d$, which has a localized dissipation being effective only near a part of the boundary (see [19]). More generally, in [20], the case of systems with total dissipation (and in a compact domain) is dealt with. Finally, in [16, 15], Léautaud and Lerner studied the decay rate for the energy of solutions of a damped wave equation in a situation where the geometric control condition is violated.

In a similar spirit, in [7], the authors study the controllability of general linear hyperbolic system in one space dimension using boundary controls on one side. Interestingly, a limitation similar to the one we are facing here appears in their computations. Indeed, when dealing with system with three or more components, it appears that their system is not, in general, null-controllable in optimal time. And, as we shall see, an analogous phenomenon also occurs in our situation. In [1], the authors deal with the controllability from the interior of an hyperbolic system with a reduced number of controls (which parallels the stabilization from $\omega$ using a partial damping). For coupled waves, some similar results are contained in [25]; we refer also to [3, 12] for results concerning parabolic or parabolic-hyperbolic systems.
However, it is not clear how to adapt the above methods to our situation. Here, we take a step-back from these advanced theories and develop a simple and direct method involving only the consideration of the characteristics curves and a semigroup-wise decomposition.

**Outline.** In Section 2, we state our main results. Section 3 is dedicated to establishing notations and some preliminary results on hyperbolic systems and characteristics. In Section 4, we outline the strategy and main difficulty of the proof and present the analysis of some toy problems (including the scalar case \( n = 1 \)). Section 5 is devoted to the proof of our main result. In Section 6, we give an optimal analysis in the case of a system with 3 negative eigenvalues. Finally, in Section 7, we discuss potential extensions of the main results and several open problems.

## 2. Main results

The main result we establish is the following.

**Theorem 2.1 (Decay estimates for locally-undamped partially dissipative systems).** Assume that the matrix \( A \) is symmetric, satisfies (1.6) and that the couple \( (A, B) \) satisfies the (SK) condition. Let \( U \) be the solution of (1.1) associated with the initial data \( U_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \).

There exists a constant \( C > 0 \) and a finite time \( \bar{\tau} > 0 \) such that for \( t \geq \bar{\tau} \)

\[
\|U^h(\cdot, t)\|_{L^2(\mathbb{R})} \leq Ce^{-\gamma(t-\bar{\tau})}\|U_0\|_{L^2(\mathbb{R})},
\]

\[
\|U^f(\cdot, t)\|_{L^\infty(\mathbb{R})} \leq C(t - \bar{\tau})^{-1/2}\|U_0\|_{L^1(\mathbb{R})}
\]

and

\[
\bar{\tau} = \max \left( \sum_{i=1}^{p} \frac{2R}{|\lambda_i|}, \sum_{i=p+1}^{n} \frac{2R}{|\lambda_i|} \right).
\]

Next, we establish a theorem describing the behavior of the solution before the time \( \bar{\tau} \).

**Theorem 2.2 (Behavior before \( \bar{\tau} \)).** Let the assumptions from Theorem 2.1 be in force. There exists a time \( \tau^* \in [0, \bar{\tau}] \) such that the following holds:

- for \( t \in [0, \tau^*] \) and \( p \in [2, \infty) \), the solution does not decay in time globally in space and we only have

\[
\|U(t)\|_{L^p(\mathbb{R})} \leq \|U_0\|_{L^p(\mathbb{R})};
\]

- for \( t \in [\tau^*, \bar{\tau}] \), the solution still verifies (2.1) but can undergo global-in-space time-decay.

Additionally,

\[
\tau^* = \bar{\tau} \Leftrightarrow \left| \frac{\lambda_i}{|\lambda_{i+1}|} = \frac{\lambda_{i+1}}{|\lambda_{i+2}|} \right| \forall i \in [1, p - 2] \quad \text{or} \quad \forall i \in [p + 1, n - 2],
\]

the choice depending on whether the maximum in the definition of \( \bar{\tau} \) is attained for the components associated to the positive or to the negative eigenvalues.

**Remark 2.3.** A few remarks are in order.

- On the time-interval \([\bar{\tau}, +\infty)\) the result from Theorem 2.1 is natural and optimal in the sense that we recover the same decay rates as in the case \( \omega = \mathbb{R} \) delayed by the time characteristics spent in the undamped region \( \omega^c \).
- In the exponential decay inequality, it seems that there are too many constants in the sense that if we set \( C'' = Ce^{\gamma \bar{\tau}} \) then one could have a more compact form. Here, we prefer the two-constant form because we are able to provide an explicit formula for the delay perceived by the time-decay rates of the energy, and \( C \) refers to the same constant as in Theorem 1.1.
- Both our theorems hold without any restriction on the support of the initial data. However, they could be refined when considering a compactly supported initial data. For instance, if one consider initial data supported far from \( \omega^c \), then the solution would be decaying during the whole time it takes it to reach \( \omega^c \).
- The information in Theorem 2.2 tells us how the solution behaves for small times. Such a result is useful in the quasilinear context where one needs to know that the undamped region is not too large to prevent the solution from blowing up.
The time $\tau^*$ corresponds to the longest time during which some part of the energy of the solution is conserved.

The lack of precision on the interval $[\tau^*, \bar{\tau}]$ is due to the fact that we are not able to give an explicit formula for $\tau^*$ without involving a very large number of conditions on the eigenvalues of the matrix $A$.

In Section 6, we compute the value of $\tau^*$ in the case of a system with three negative eigenvalues $(n = p = 3)$ and give a perfect description of the behavior of the solution on the interval $[\tau^*, \bar{\tau}]$ in Theorem 6.3.

The proportionality condition on the eigenvalues of the system is due to the fact that the maximum conservation time can only be attained if, for some point, the characteristics continuously enter and exit the undamped region $\omega^c$ without overlappings or gaps.

In Section 7, we provide a result in the case when $\omega^c$ is a finite union of bounded stripes and discuss other potential extensions.

### 3. Preliminaries and notations

Before discussing the strategy of proof, introducing some concepts and notations is necessary. As the matrix $A$ is symmetric with $n$ real distinct eigenvalues, there exists a matrix $P \in O(n, \mathbb{R})$ such that

$$P^{-1}AP = D \quad \text{and} \quad D = \text{diag}(\lambda_1, ..., \lambda_n).$$

Setting $V = P^{-1}U$, the system (1.1) can be reformulated into

$$\begin{align*}
\partial_t V + D \partial_x V &= P^{-1}B(x)PV, \quad (x, t) \in \mathbb{R} \times (0, \infty), \\
V(0, x) &= V_0(x), \quad x \in \mathbb{R},
\end{align*}$$

(3.1)

**Remark 3.1.** Note that if the matrices $A$ and $B$ commute, as the (SK) condition is satisfied we could diagonalize the matrices simultaneously and end up with decoupled equations as in the totally dissipative case.

We now notice that a time-decay result for the unknown $V$ immediately implies the same result for the unknown $U$ up to some constant. And it is therefore sufficient to study the unknown $V$ to prove our result.

Decomposing $V = (v_1, \ldots, v_n)$, the system (3.1) is equivalent to the following system of coupled transport equations:

$$\begin{align*}
\partial_t v_1 + \lambda_1 \partial_x v_1 &= \sum_{j=1}^{n} b_{1,j} v_j a(x) \\
&\vdots \\
\partial_t v_n + \lambda_n \partial_x v_n &= \sum_{j=1}^{n} b_{n,j} v_j a(x)
\end{align*}$$

(3.2)

where the $b_{i,j}$ corresponds to the coefficients of the matrix $P^{-1}BP$.

For instance, the damped wave equation $\partial^2_{tt} u - \partial^2_{xx} u + \partial_t u = 0$ can be rewritten as

$$\begin{align*}
\partial_p - \partial_x p &= -\frac{1}{2} \|\omega(p + r), \\
\partial r + \partial_x r &= -\frac{1}{2} \|\omega(p + r).
\end{align*}$$

The existence of a unique solution to the linear system (3.2) can be deduced from classical methods to treat transport equations as the boundaries $x = R$ and $x = -R$ are not characteristics. The explicit formulation of the solution via the characteristics method is given in the next section.

#### 3.1. Characteristics and propagation times.

For all $1 \leq i \leq n$, the characteristic lines $X_i$ of each equations of system (3.2) passing through the point $(x_0, t_0) \in \mathbb{R} \times [0, T]$ are given by

$$X_i(t, x_0, t_0) := \lambda_i(t - t_0) + x_0, \quad t \in [0, T].$$
Let us already point out two facts that will essential in our study (cf. Figure (1)):

(1) Once a characteristic has crossed and exited the undamped region $\omega^c$ it will never cross it again. This allows us to show that the time spent by all the characteristics in $\omega^c$ will be uniformly bounded in $x$ and $t$;

(2) Depending on the directions of the characteristics (i.e. the sign of eigenvalues), some characteristics cross $\omega^c$ and some do not.

As the proof of our result revolves very much around time-quantities related to the characteristics and the undamped region $\omega^c$, we define the following quantities:

- $t_{i,\text{en}}(x_0, t_0)$ ("en" for "enter") the time it takes the characteristic $X_i(\cdot, x_0, t_0)$ to intersect the line $x = -R$ (resp. $x = R$) if $\lambda_i < 0$ (resp. $\lambda_i > 0$) from the time $t = 0$. If it does not enter $\omega^c$, we set $t_{i,\text{en}}(x_0, t_0) = 0$. We have
  \[
  t_{i,\text{en}}(x_0, t_0) = \max \left\{ 0, t_0 - \frac{x_0 + R}{\lambda_i} \right\} \quad \forall i \in [1, p],
  \]
  \[
  t_{i,\text{en}}(x_0, t_0) = \max \left\{ 0, t_0 - \frac{x_0 - R}{\lambda_i} \right\} \quad \forall i \in [p + 1, n].
  \]

- $t_{i,\text{ex}}(x_0, t_0)$ ("ex" for "exit") the time it takes the characteristic $X_i(\cdot, x_0, t_0)$ to intersect the line $x = R$ (resp. $x = -R$) if $\lambda_i < 0$ (resp. $\lambda_i > 0$) from $t = 0$. If it does not exit $\omega^c$, we set $t_{i,\text{ex}}(x_0, t_0) = 0$. We have
  \[
  t_{i,\text{ex}}(x_0, t_0) = \max \left\{ 0, t_0 - \frac{x_0 - R}{\lambda_i} \right\} \quad \forall i \in [1, p],
  \]
  \[
  t_{i,\text{ex}}(x_0, t_0) = \max \left\{ 0, t_0 - \frac{x_0 + R}{\lambda_i} \right\} \quad \forall i \in [p + 1, n].
  \]

- $\tau_i(x_0, t_0)$ the time-length during which the characteristic $X_i(\cdot, t_0, x_0)$ is in $\omega^c$ i.e.
  \[
  \tau_i(x_0, t_0) = t_{i,\text{ex}}(x_0, t_0) - t_{i,\text{en}}(x_0, t_0).
  \]

- Direct computations lead to an uniform in space and time bound for $\tau_i(x_0, t_0)$:
  \[
  \sup_{x_0 \in \mathbb{R}, t_0 \in [0, T]} \tau_i(x_0, t_0) \leq \frac{2R}{|\lambda_i|}.
  \]
such formulation can be obtained for every point \((x, t)\) pictured in Figure 1.

We are going to construct the solution component by component followings their associated characteristics and express it with semigroups.

**Remark 3.2 (Conservative semigroup).** Inside \(\omega^c\), the solution of (3.2) is similar to the solution of

\[
\begin{cases}
\partial_t V + D\partial_x V = 0, & (t, x) \in (0, \infty) \times \mathbb{R}, \\
V(0, x) = V_0(x), & x \in \mathbb{R},
\end{cases}
\]

that does not experience any dissipation. From classical result, we may define \(S_c(t)\) \((c \text{ for conservative})\) as the semigroup associated with (3.3). From a given initial data \(V_0 \in L^2(\mathbb{R})\), the solution of (3.3) can be expressed as:

\[
V(t) = S_c(t) V_0 = \begin{pmatrix}
v_{1,0}(x - \lambda_1 t) \\
\vdots \\
v_{n,0}(x - \lambda_n t)
\end{pmatrix},
\]

From standard energy estimates, as the matrix \(D\) is diagonal and therefore symmetric, we immediately infer that for \(p \in [2, \infty]\),

\[
\|V(t, \cdot)\|_{L^p(\mathbb{R})} = \|S_c(t, 0) V_0\|_{L^p(\mathbb{R})} = \|V_0\|_{L^p(\mathbb{R})}.
\]

We shall decompose the semigroup \(S_d(t, t') := (S_{d,1}(t, t'), \ldots, S_{d,n}(t, t'))\) where \(S_{d,i}\) is the semigroup associated to the \(i\)-th equation of (3.2), and similarly for \(S_{c,i}\). Then, looking at the component \(v_1\), one can use the method of characteristics in the damped region: going back along the characteristic \(X_1\) until the non-characteristic boundary \(x = R\) and deduce that

\[
v_1(t, t, x, t) = S_{d,1}(t, t, t, t) v_1(t, t, x, t).
\]

Then, inside \(\omega^c\), the conservative semigroup is active until the non-characteristic boundary \(x = -R\) and therefore

\[
v_1(t, 1, x, x) = S_{c,1}(t, 1, x, x) v_1(x, t, x, x).
\]

And, finally, the dissipative group is active again:

\[
v_1(t, 1, x, x) = S_{d,1}(t, 1, x, x) v_1(x, 0, x).
\]

This leads to

\[
v_1(t, x) = S_{d,1}(t, 1, x, x) S_{c,1}(t, 1, x, x) v_1(x, t, x, x) S_{d,1}(t, 1, x, x, 0) v_1(0, x).
\]

Such formulation can be obtained for every point \((x, t) \in \mathbb{R} \times \mathbb{R}_+\) and the definitions of \(t_{i,\text{en}}\) and \(t_{i,\text{ex}}\) are made so the formula (3.4) is valid at any point.
But one easily remarks that depending on the point \((x, t)\) some characteristics will never cross \(\omega^c\) before reaching \((x, t)\) and thus the above formulation can be simplified. For example, for the component \(v_n\) at the point \((x, t)\) pictured in Figure 1, we have the simpler formulation:

\[
v_n(x, t) = S_{d,n}(t, 0)v_1(x, 0).
\]

In all generality, following the same arguments as the ones exposed above, we can prove the following proposition.

**Proposition 3.3 (Representation of solutions to system (3.2)).** Let \((x, t) \in \mathbb{R} \times \mathbb{R}_+\). For \(1 \leq i \leq n\), the solution of (3.2) is given by

\[
v_i(x, t) = S_{d,i}(t, t_i, ex(x, t))S_{c,i}(t_i, ex(x, t), t_i, en(x, t))S_{d,i}(t_i, en(x, t), 0)v_i,0(x).
\]

More precisely,

- if \(x \geq R\),
  \[
  \begin{cases}
  v_i(x, t) = S_{d,i}(t, t_i, ex(x, t))S_{c,i}(t_i, ex(x, t), t_i, en(x, t))S_{d,i}(t_i, en(x, t), 0)v_i,0(x) & \forall i \in [1, p], \\
  v_i(x, t) = S_{d,i}(t, 0)v_i,0(x) & \forall i \in [p + 1, n];
  \end{cases}
  \]
- if \(x \leq -R\),
  \[
  \begin{cases}
  v_i(x, t) = S_{d,i}(t, 0)v_i,0(x) & \forall i \in [1, p], \\
  v_i(x, t) = S_{d,i}(t, t_i, ex(x, t))S_{c,i}(t_i, ex(x, t), t_i, en(x, t))S_{d,i}(t_i, en(x, t), 0)v_i,0(x) & \forall i \in [p + 1, n];
  \end{cases}
  \]
- if \(x \in [-R, R]\),
  \[
  \begin{cases}
  v_i(x, t) = S_{c,i}(t_i, en(x, t))S_{d,i}(t_i, en(x, t), 0)v_i,0(x) & \forall i \in [1, p], \\
  v_i(x, t) = S_{c,i}(t_i, en(x, t))S_{d,i}(t_i, en(x, t), 0)v_i,0(x) & \forall i \in [p + 1, n].
  \end{cases}
  \]

**Remark 3.4 (Inhomogeneous transport).** Let us mention that the notation \(S_{d,i}(t, t')\) is just a shortcut to the usual formula for the solution of the inhomogeneous transport equation:

\[
v_1(x, t) = S_{d,1}(t, t')v(x, t') = v(t', x - \lambda t + \lambda s) + \int_{t'}^t v(s, x - \lambda t + \lambda s)\, ds.
\]

Therefore, when the solution has the general form (3.4), we have

\[
v_1(x, t) = v_0(x - \lambda t) + \int_{t_i, ex(x, t)}^t v(s, x - \lambda t + \lambda s)\, ds + \int_0^{t_i, en(x, t)} v(s, x - \lambda t + \lambda s)\, ds.
\]

Going forward, we shall always assume \(V_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})\) and consider the corresponding solution constructed as in Proposition 3.3.

**4. Strategy of proof and toy problems**

4.1. **Key difficulties and strategy of the proof.** The first difficulty encountered when trying to prove time-decay estimates comes from the fact that, on their own, the semigroups \(S_{d,i}\) are not dissipative: the decay can only be recovered from the coupling between all the equations and the (SK) condition ensures that this coupling generates dissipation for all the components (even for the one that are not directly damped).

To understand the difficulties of our problem, one must have in mind the following facts:

- It is only possible to justify dissipation for the solution \(V\) if all the semigroups \(S_{d,i}\) are active on a same time-interval i.e. the full semigroup \(S_d\) needs to be active (for instance, looking at the effect of \(S_{d,1}\) on the first component does not, in general, imply any time-decay properties for the solution \(V\) nor for the component \(v_1\));
- This means that if one of the \(S_{c,j}\) is active on a time-interval then the whole solution does not experience any decay on this time-interval;
- On their own, the semigroups \(S_{d,i}\) are bounded thanks to the positive semidefiniteness of \(B\), and the semigroups \(S_{c,i}\) are conservative.
On the other hand, to justify our result, we remark that, the conservative semigroups $S_{c,i}$ are only active on a finite union of finite-time interval. Measuring this union of time-intervals (which depend on the eigenvalues of the matrix $A$) is key in quantifying the delayed time-decay experienced by the solution. As one needs the full semigroup $S_d(t, t') = (S_{d,1}(t, t'), \ldots, S_{d,n}(t, t'))$ to be active on a time-interval to ensure dissipation we have, roughly speaking, that the time spend by each components in the undamped region generates delay for all the other components.

Going forward, we shall restrict the proof to the case $x \geq R$ as the other cases can be dealt with in a similar fashion. From Proposition 3.3, we have:

\[
\begin{align*}
 v_i(x, t) &= S_{d,i}(t, t_{1,ex}(x, t)) S_{c,i}(t_{i,ex}(x, t), t_{i,en}(x, t)) S_{d,i}(t_{i,en}(x, t), 0) v_{i,0}(x) & \forall i \in [1, p], \\
 v_i(x, t) &= S_{d,i}(t, 0) v_{i,0}(x) & \forall i \in [p + 1, n].
\end{align*}
\]

This tells us that, for $1 \leq i \leq p$, the dissipative semigroup $S_{d,i}$ is active on the interval $[0, t_{i,en}(x, t)] \cup [t_{i,ex}(x, t), t]$ and the conservative one on $[t_{i,en}(x, t), t_{i,ex}(x, t)]$; on the other hand, for $i \geq p + 1$, the dissipative semigroup $S_{d,i}$ is active on the whole interval $[0, t]$.

From this, it follows that at least one component $S_{c,i}$ of $S_c$ is active in the union of intervals

\[
\mathcal{I}(x, t) = \bigcup_{i=1}^{p} [t_{i,en}(x, t), t_{i,ex}(x, t)]
\]

and all the components of $S_d$ will be active in its complement.

The first step of the proof will be to justify rigorously that the delay is directly linked to the length of $\mathcal{I}$. This will follow from arguments that we will construct in the scalar case $n = 1$. Notice that as each characteristics cannot spend more than $\frac{2R}{|\lambda_i|}$ in $\omega^x$, we have the gross bound

\[
\sup_{x \geq R, t \geq 0} |\mathcal{I}(x, t)| \leq \sum_{i=1}^{p} \frac{2R}{|\lambda_i|}.
\]

The use of this inequality will be the last point of the proof of Theorem 2.1. However, in general, the bound in (4.2) is not attained for small times. Indeed, if $t$ is not large enough then there could be overlaps between the intervals of $\mathcal{I}$ and then the upper bound may not be reached for any $x$. From direct computations, we remark that the supremum in (4.2) can be attained whenever there is no overlapping between all the intervals of $\mathcal{I}$.

4.2. Toy problems. Before tackling the proof of the main theorem, we will present a proof in the scalar case $n = 1$ (assuming $D = \lambda_1 < 0$) and in the case $n = p = 2$.

4.2.1. Analysis of the scalar case ($n = 1$). In this scalar case, one could directly obtain the result from computing explicitly the solution of the system but here we prefer to develop a method that will be applicable to the case of multiple components. Note that the procedure to retrieve decay for the high or low frequencies follows the exact same lines and thus we only focus on the high-frequency one in the sequel.

Let us fix $t > 0$; from Proposition 3.3, we can deduce the following facts:

- for $x \geq R$, the dissipative semigroup is active on the time-interval $[0, t_{1,en}(x, t)] \cup [t_{1,ex}(x, t), t]$ and the conservative one on the time-interval $[t_{1,en}(x, t), t_{1,ex}(x, t)]$;
- for $-R \leq x \leq R$, the conservative semigroup is active on the time-interval $[t_{en}(x, t), t]$ and the dissipative one on $[0, t_{en}(x, t)]$;
- for $x \leq -R$, the dissipative semigroup is active on the time-interval $[0, t]$.
Let us now see how to concretely recover Shizuta-Kawashima’s decay estimates for the component \(v_1\) with a delay of \(\tau_1 = \frac{2R}{\lambda_1}\). To do so, we divide the space region into three parts and bound the time spent by each characteristics in \(\omega_c\). The main difficulty is that the entering and exiting time depend on \(x\) and therefore one cannot directly apply the semigroup bound we have from the classical theory. The following lemma solves this issue.

**Lemma 4.1.** For a fixed \(t > 0\), we have

\[
\|v^h(\cdot, t)\|_{L^2(x \geq R)} \leq e^{-\gamma(t-t_\ast)}\|v_0\|_{L^2(R)}.
\]

**Proof.** For \(x \geq R\), we have

\[v_1(x, t) = S_{d,1}(t, t_{1,ex}(x,t))S_{c,1}(t_{1,ex}(x,t), t_{1,en}(x,t))S_{d,1}(t_{1,en}(x,t), 0)v_{1,0}(x)\]

We divide the region \(x \geq R\) into three parts: \(D_1 \cup D_2 \cup D_3\) where

\[D_1 := \{R \leq x \leq t\lambda_1 - R\}, \quad D_2 := \{t\lambda_1 - R \leq x \leq t\lambda_1 + R\}, \quad D_3 := \{t\lambda_1 + R \leq x\}\]

**Case 1:** \(x \in D_3\). The proof is straightforward as \(t_{1,en}(x,t) = t_{1,ex}(x,t) = 0\): the solutions never cross \(\omega_c\) and thus decays thanks to the (SK) condition. We have

\[
\|v_1(\cdot, t)\|_{L^2(D_3)} \leq e^{-\gamma t}\|v_{1,0}\|_{L^2(R)}.
\]

**Case 2:** \(x \in D_1\). By definition, we have the following pointwise inequalities:

\[
\tau \leq t_{1,ex}(x,t) \leq t, \quad 0 \leq t_{1,en}(x,t) \leq t - \tau_1 \quad \text{and} \quad t_{1,ex}(x,t) - t_{1,en}(x,t) = \tau_1.
\]

The difficulty is that we cannot use directly these inequalities to prove (4.3) as the entering and exiting times depend on \(x\). To solve this we are going to decompose \(D_3\) into small interval and approximate the solution on each intervals:

\[D_1 = \bigcup_{i=1}^N [a_i, a_{i+1}] \quad \text{s.t.} \quad a_1 = R, \quad a_n = t\lambda_1 - R \quad \text{and} \quad a_{i+1} - a_i \leq \frac{1}{N} \quad \text{for} \quad N \in \mathbb{N}^*.
\]

On each intervals \([a_i, a_{i+1}]\), using (3.5), we have

\[
\int_{a_i}^{a_{i+1}} |v_1(x,t)|^2 \, dx = \int_{a_i}^{a_{i+1}} \left|v_0(x - \lambda t) + \int_{t_{1,ex}(x,t)}^t v_1(s, x - \lambda t + \lambda s) \, ds + \int_0^{t_{1,en}(x,t)} v_1(s, x - \lambda t + \lambda s) \, ds\right|^2 \, dx
\]

\[
= \int_{a_i}^{a_{i+1}} \left|v_0(x - \lambda t) + \int_0^t v_1(s, x - \lambda t + \lambda s) \, ds - \int_{t_{1,ex}(x,t)}^{t_{1,en}(x,t)} v_1(s, x - \lambda t + \lambda s) \, ds\right|^2 \, dx.
\]

From here, we define the quantity

\[
Q = \int_0^t v_1(s, x - \lambda t + \lambda s) \, ds - \int_{t_{1,ex}(x,t)}^{t_{1,en}(x,t)} v_1(s, x - \lambda t + \lambda s) \, ds
\]

and we assume that \(u_0(x - \lambda_1 t) + Q\) is positive; indeed, the case where it is negative can be treated in a similar manner by reversing all the inequalities below.
Let us have a closer look at the second term of $Q$. Defining the positive and negative part of the quantity inside the integral by $v_i^+ = \max(0, v_i(x, s - \lambda t + \lambda s))$ and $v_i^- = \max(0, -v_i(x, s - \lambda t + \lambda s))$, we have

$$\int_{a_i}^{a_i+1} \int_{t_1, cn(x, t)}^{t_1, ex(x, t)} v_i(x, s - \lambda t + \lambda s) \, ds \, dx = \int_{a_i}^{a_i+1} \int_{t_1, cn(x, t)}^{t_1, ex(x, t)} v_i^+ + v_i^- \, ds \, dx.$$  

Then, thanks to the inequality

$$t_1, cn(a_i) \leq t_1, cn(x, t) \leq t_1, cn(a_i+1) \leq t_1, ex(x, t) \leq t_1, ex(a_i+1),$$

where we omit to write the $t$-dependence inside $t_1, cn$ for the sake of brevity, we have

$$[t_1, cn(a_i+1), t_1, ex(a_i)] \subset [t_1, cn((x, t)), t_1, ex(x, t)] \subset [t_1, cn(a_i), t_1, ex(a_i+1)],$$

which allows us to bound the integral as follows (see Figure 4):

$$\int_{a_i}^{a_i+1} \int_{t_1, cn(a_i+1)}^{t_1, ex(a_i)} v_i^+ \leq \int_{a_i}^{a_i+1} \int_{t_1, cn(x, t)}^{t_1, ex(x, t)} v_i^+ \leq \int_{a_i}^{a_i+1} \int_{t_1, cn(a_i+1)}^{t_1, ex(a_i+1)} v_i^+,$$

and

$$-\int_{a_i}^{a_i+1} \int_{t_1, cn(a_i)}^{t_1, ex(a_i+1)} v_i^- \leq -\int_{a_i}^{a_i+1} \int_{t_1, cn(x, t)}^{t_1, ex(x, t)} v_i^- \leq -\int_{a_i}^{a_i+1} \int_{t_1, cn(a_i)}^{t_1, ex(a_i+1)} v_i^-.$$

Figure 4. Decomposition of the time-interval used in the proof of Proposition 4.3.

Therefore, we deduce that, on $[a_i, a_i+1]$,

$$\int_0^t v_i^+ - \int_{t_1, cn(a_i+1)}^{t_1, ex(a_i)} v_i^+ - \int_0^t v_i^- + \int_{t_1, cn(a_i)}^{t_1, ex(a_i+1)} v_i^- \leq Q;$$

thus

$$\int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_i^+ + \int_0^{t_1, cn(a_i+1)} v_i^+ - \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_i^- + \int_0^{t_1, cn(a_i+1)} v_i^- \leq Q,$$

which can be rewritten as

$$\int_{t_1, ex(a_i+1)}^{t_1, ex(a_i)} v_i^+ + \int_0^{t_1, cn(a_i+1)} v_i^+ - \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_i^- + \int_0^{t_1, cn(a_i+1)} v_i^- \leq Q.$$

Similar arguments lead to the upper bound:

$$Q \leq \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_1^+ + \int_0^{t_1, cn(a_i+1)} v_1^+ + \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_1^- + \int_0^{t_1, cn(a_i+1)} v_1^-.$$

Therefore, gathering the above estimates we obtain

$$\int_{a_i}^{a_i+1} |v_i(x, t)|^2 \, dx \leq \int_{a_i}^{a_i+1} |v_{i, 0}(x - \lambda t)| + \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_1^+ + \int_0^{t_1, cn(a_i+1)} v_1^+ + \int_{t_1, ex(a_i)}^{t_1, ex(a_i+1)} v_1^- + \int_0^{t_1, cn(a_i+1)} v_1^-|^2,$$

$$\leq \int_{a_i}^{a_i+1} |S_d(t, t_1, ex(a_i))S_c(t_1, ex(a_i), t_1, cn(a_i+1)))S_d(t_1, cn(a_i+1), 0)v_{i, 0}(x) + R_i|^2.$$

where $R_i = \int_{t_1, ex(a_i+1)}^{t_1, ex(a_i)} v_i^+ + \int_{t_1, cn(a_i+1)}^{t_1, cn(a_i)} v_i^-$. 

We are now in position to use the dissipative properties of the semigroup \(S_{d,1}\) as the entering and exiting time do not depend on \(x\) anymore. Bounding the right-hand side integral by the integral on \(\mathbb{R}\) and using the properties of the semigroups \(S_{d,1}\) and \(S_{c,1}\), we get

\[
\int_{a_i}^{a_{i+1}} |v_1(x,t)|^2 \, dx \leq e^{-\gamma(t-t_{ex}(a_i))} e^{-\gamma t_{en}(a_{i+1})} \|v_{1,0}\|_{L^2([a_i,a_{i+1}])} + |R_i|^2.
\]

Then, as by definition \(t_{1,ex}(a_i) - t_{1,en}(a_{i+1}) \leq \tau + \frac{1}{N}\) and \(t_{en}(a_{i+1}) - t_{en}(a_i) \leq C\) and similarly for \(t_{ex}\), by summing on \(i\) and taking the limit as \(N \to \infty\), we have

\[
\int_{\mathcal{D}_1} |v_1(x,t)|^2 \, dx \leq e^{-\gamma(t-\tau)} \|v_{1,0}\|_{L^2(\mathbb{R})}
\]

and therefore

\[
\|v_1(x,t)\|_{L^2(\mathcal{D}_1)} \leq e^{-\gamma(t-\tau)} \|v_{1,0}\|_{L^2(\mathbb{R})}.
\]

**Case 3:** \(x \in \mathcal{D}_2\). We have the following pointwise inequalities:

\[
0 \leq t_{1,ex}(x,t) \leq \tau, \quad \text{and} \quad t_{1,en}(x,t) = 0.
\]

Therefore, with a similar splitting as before, we conclude that

\[
\int_{\lambda_1 t - R}^{\lambda_1 t + R} |v_1^b(x,t)|^2 \, dx \leq e^{-\gamma(t-\tau)} \|v_{1,0}\|_{L^2(\mathbb{R})}.
\]

\[\square\]

**Remark 4.2** (Decomposition of the initial data). We remark that a similar way of proceeding could be to decompose the initial data into \((v_{1,i})_{i=1,...,N}\) such that each \(v_{1,i}\) is supported in \([a_i - \lambda t, a_{i+1} - \lambda t]\).

Then, since the system is linear, the superposition principle applies and we can study each \(v_{1,i}\) separately.

4.2.2. **Analysis of the case** \(n = p = 2\). Let us also study a second toy problem, the particular case \(n = p = 2\), from which we will be able to deduce the general result for \(n\) components.

In this case, the solutions of the two transport equations are given by

\[
v_1(x,t) = v_{1,0}(x - \lambda_1 t) + \int_0^t \sum_{i=1}^2 b_{1,i} v_i(s, x - \lambda_1 t + \lambda_1 s) \, ds - \int_{t_{1,en}(x,t)}^{t_{1,ex}(x,t)} \sum_{i=1}^2 b_{1,i} v_i(s, x - \lambda_1 t + \lambda_1 s) \, ds,
\]

\[
v_2(x,t) = v_{2,0}(x - \lambda_2 t) + \int_0^t \sum_{i=1}^2 b_{2,i} v_i(s, x - \lambda_2 t + \lambda_2 s) \, ds - \int_{t_{2,en}(x,t)}^{t_{2,ex}(x,t)} \sum_{i=1}^2 b_{2,i} v_i(s, x - \lambda_2 t + \lambda_2 s) \, ds.
\]

Denoting \(B_1 := \sum_{i=1}^2 b_{1,i} v_i(s, x - \lambda_1 t + \lambda_1 s)\) and \(B_2 := \sum_{i=1}^2 b_{2,i} v_i(s, x - \lambda_2 t + \lambda_2 s)\), we have

\[
|V(x,t)|^2 = \left| \begin{pmatrix} v_{1,0}(x - \lambda_1 t) \\ v_{2,0}(x - \lambda_2 t) \end{pmatrix} \right|^2 = \left( \int_0^t B_1 - \int_{t_{1,en}(x,t)}^{t_{1,ex}(x,t)} B_1 \right)^2.
\]

Let us assume that the quantities in the two rows of (4.4) are positive, the other three scenarios being treatable in a similar way as we always have upper and lower bounds. Then, defining the sequence \((a_i)_{i=1,...,N}\) as in Section 4.2.1 on the space-interval \([R, t\lambda_1 + R]\) and proceeding as in the scalar case \(n = 1\), one obtains

\[
\int_{a_i}^{a_{i+1}} |V(x,t)|^2 \leq \left( \begin{pmatrix} S_{d,1}(t, t_{1,ex}(a_i)) S_{c}(t_{1,ex}(a_i), t_{1,en}(a_{i+1})) S_{d}(t_{1,en}(a_{i+1}), 0) v_{1,0}(x) + R_{1,i} \\ S_{d,2}(t, t_{2,ex}(a_i)) S_{c}(t_{2,ex}(a_i), t_{2,en}(a_{i+1})) S_{d}(t_{2,en}(a_{i+1}), 0) v_{1,0}(x) + R_{2,i} \end{pmatrix} \right)^2
\]

where for \(j = 1,2\)

\[
R_{j,i} = \int_{t_{j,ex}(a_{i+1})}^{t_{j,en}(a_i)} B_j^+ + \int_{t_{j,en}(a_i)}^{t_{j,ex}(a_{i+1})} B_j^-.
\]
Note that, for \( x \geq t \lambda_1 + R \), we have \( t_{1,e,n} = t_{2,e,n} = t_{1,ex} = t_{2,ex} = 0 \) and therefore we do not need to decompose the space-interval farther. Then, since it is only possible to recover dissipation when \( S_{d,1} \) and \( S_{d,2} \) are active on a same time-interval, we obtain

\[
\int_{a_i}^{a_{i+1}} |V^h(x, t)|^2 dx \leq e^{-\gamma(t-|\mathcal{I}|)} \|V_0\|_{L^2(\mathbb{R})}^2 + \sum_{j=1}^{2} |R_{j,i}|^2
\]

where \( |\mathcal{I}| = t_{1,ex}(a_i) - t_{1,e,n}(a_{i+1}) + t_{2,ex}(a_i) - t_{2,e,n}(a_{i+1}) \). Summing on \( i \) and taking the limit as \( N \to \infty \), we obtain

\[
\|V(t)^h\|_{L^2(\mathbb{R} \geq R)} \leq e^{-\gamma(t-\sup_{x \geq R} |\mathcal{I}(x, t)|)} \|V_0\|_{L^2(\mathbb{R})}
\]

where \( \mathcal{I}(x, t) = [t_{1,e,n}(x, t), t_{1,ex}(x, t)] \cup [t_{2,e,n}(x, t), t_{2,ex}(x, t)] \).

Similar estimates hold true for any number of components.

5. Proofs of the main theorems

5.1. Proof of Theorem 2.1. In the general setting, the previous analysis leads to the following corollary.

**Corollary 5.1.** Let \( V \) be the solution of \((3.1)\) associated with the initial data \( V_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \).

If \( x \geq R \), at least one component of the conservative semigroup \( S_c \) is active in

\[
\mathcal{I}(x, t) = \bigcup_{i=1}^{p} [t_{i,e,n}(x, t), t_{i,ex}(x, t)].
\]

If \( x \leq -R \), at least one component of the conservative semigroup \( S_c \) is active in

\[
\mathcal{I}(x, t) = \bigcup_{i=p+1}^{n} [t_{i,e,n}(x, t), t_{i,ex}(x, t)].
\]

And, if \( x \in [-R, R] \), at least one component of the conservative semigroup \( S_c \) is active in

\[
\mathcal{I}(x, t) = \bigcup_{i=1}^{n} [t_{i,e,n}(x, t), t].
\]

Moreover,

\[
\sup_{x \in \mathbb{R}, t > 0} |\mathcal{I}(x, t)| \leq \bar{\tau} = \max \left( \sum_{i=1}^{p} \frac{2R}{\lambda_i}, \sum_{i=p+1}^{n} \frac{2R}{\lambda_i} \right).
\]

With this, we are ready for the proof of Theorem 2.1.

**Proof of Theorem 2.1.** Using the decomposition from Proposition 3.3, Corollary 5.1, and performing similar computations as in the case \( n = 2 \), we can infer that

\[
\|V^h(t)\|_{L^2(\mathbb{R})} \leq e^{-\gamma(t-\sup_{x \in \mathcal{I}} |\mathcal{I}(x, t)|)} \|V_0\|_{L^2(\mathbb{R})}.
\]

Thus, using the bound (5.4), we have that for \( t \geq \bar{\tau} \),

\[
\|V^h(t)\|_{L^2(\mathbb{R})} \leq e^{-\gamma(t-\bar{\tau})} \|V_0\|_{L^2(\mathbb{R})}.
\]

\( \square \)

5.2. Proof of Theorem 2.2. Let us study the behavior of the solution on the time-interval \([0, \bar{\tau}]\), which appears to highly depend on algebraic relations between the eigenvalues. First, we show that until a certain time the solution does not experience any decay.

**Lemma 5.2.** There exists a time \( \tau^* \) such that for \( t \in [0, \tau^*] \),

\[
\|V(t, \cdot)\|_{L^2(\mathbb{R})} \leq \|V_0\|_{L^2(\mathbb{R})}.
\]
Proof. Let us again focus on the case $x \geq R$. Proving this lemma amounts in saying that there exists a time $\tau^*$ such that the conservative semigroups $S_{c,p}$ are continuously active from the time $t = 0$ to the time $\tau^*$. Define $D$ the characteristic $X_p$ crossing $(R, \frac{2R}{X_p})$. The points on $D$ are the points for which the conservative semigroup $S_{c,p}$ has been active on the whole time-interval $[0, \tau_p]$. Thus, one could chose $\tau_p$ as $\tau^*$ and the lemma is proved. But one can actually increase this value without additional conditions. Indeed, it is possible to find a point $(x_{p-1}, t_{p-1}) \in D$ such that $t_{ex,p}(x_{p-1}, t_{p-1}) = t_{en,p-1}(x_{p-1}, t_{p-1})$; namely,

$$x_{p-1} = \frac{R(|\lambda_p| + |\lambda_{p-1}|)}{|\lambda_{p-1}| - |\lambda_p|} \quad \text{and} \quad t_{p-1} = 2R\frac{|\lambda_p||\lambda_{p-1}|}{|\lambda_{p-1}| - |\lambda_p|}.$$ 

This point is the only point for which the characteristics $X_p$ and $X_{p-1}$ are inside $\omega^c$ in a continuous manner and without overlapping. Therefore, the value of $\tau^*$ can be updated to, at least, $\tau_p + \tau_{p-1}$. \hfill $\Box$

**Remark 5.3.** A similar construction could be done for any couple of characteristics $(X_q, X_k)$ but the largest value is obtained for the couple $(X_p, X_{p-1})$ because these are the slowest characteristics i.e. $\tau_p > \tau_{p-1} > \ldots > \tau_1$.

One could think of continuing the procedure described above and looking for a point $(x_{p-2}, t_{p-2})$ such that $t_{ex,p-1}(x_{p-2}, t_{p-2}) = t_{en,p-2}(x_{p-2}, t_{p-2})$. But, except if some specific conditions are satisfied by the eigenvalues, one cannot be sure if such a point creates some time-interval where the dissipation is active or if the characteristics overlap in $\omega^c$ and therefore the maximum delay is not attained.

Due to this phenomenon, that we are not able to obtain the largest $\tau^*$ possible satisfying such properties in the general case. This is related to the issue encountered by the authors in [7] where they show counterexamples to the time-optimal null-controllability when considering more than 2 components. The computation of the constant $\tau^*$ in the case of 3 components associated to negative eigenvalues is the purpose of Section 6.

The following lemma concludes the proof of Theorem 2.2.

**Lemma 5.4.** The following equivalence holds

$$\tau^* = \tilde{\tau} \iff \frac{|\lambda_i|}{|\lambda_{i+1}|} = \frac{|\lambda_{i+1}|}{|\lambda_{i+2}|} \quad \forall i \in [1, p - 2] \text{ or } \forall i \in [p + 1, n - 2].$$

**Proof.** The left-hand side condition says that the energy of the solution is conserved for the maximum time possible in a continuous manner from the time $t = 0$ to the time $\tilde{\tau}$. It is clear that this can only happen for the points that are on the line $D$, otherwise the time spent inside $\omega^c$ by the $p$-th characteristic on the interval $[0, \tau_p]$ would be strictly smaller than $\tau_p$. Moreover, the point we should look at on $D$ is $(x_{p-1}, t_{p-1})$ as it is the only such that $t_{ex,p}(x_{p-1}, t_{p-1}) = t_{en,p-1}(x_{p-1}, t_{p-1})$. Therefore, to conclude the proof of the lemma, one needs to verify under which conditions the point $(x_{p-1}, t_{p-1})$ constructed previously satisfies $t_{i,ex}(x_{p-1}, t_{p-1}) = t_{i-1,ex}(x_{p-1}, t_{p-1})$ for all $i \in [2, p]$. This can be easily solved explicitly:

$$t_{i,ex}(x_{p-1}, t_{p-1}) = t_{i-1,ex}(x_{p-1}, t_{p-1}) \quad \forall \ i \in [2, p]$$

\[ \text{Figure 5. Construction of the point } (x_{p-1}, t_{p-1}). \]
\[ t_{p-1} - \frac{x_{p-1} - R}{|\lambda_i|} = t_{p-1} - \frac{x_{p-1} + R}{|\lambda_i|} \quad \forall i \in \{2, p\} \]

\[ \frac{|\lambda_{i-1}|}{|\lambda_i|} = \frac{x_{p-1} + R}{x_{p-1} - R} \quad \forall i \in \{2, p\} \]

\[ \frac{|\lambda_{i-1}|}{|\lambda_i|} = \frac{|\lambda_{p-1}|}{|\lambda_p|} \quad \forall i \in \{2, p\}. \]

Proof of Theorem 2.2. The proof of the two claims follows from Lemmas 5.2 and 5.4.

6. Optimal result in the case of 3 negative eigenvalues

In this section, we assume that the matrix \( A \) has three negative eigenvalues such that \( \lambda_1 < \lambda_2 < \lambda_3 < 0 \) (\( n = p = 3 \)). As in (5.5), we have

\[ \| V(t) \|_{L^2(\mathbb{R})} \leq e^{-\gamma(t - \sup_{x \in \Omega} |\mathcal{I}(x,t)|)} \| V_0 \|_{L^2(\mathbb{R})}. \]

and the gross bound

\[ \sup_{x \geq R} |z| \leq \frac{3}{2} \frac{R}{|\lambda_i|} = \bar{\tau}, \]

which lead to a satisfying result concerning the large-time asymptotic behavior of the solution. However, we now turn to a more detailed analysis of the solution for \( t < \bar{\tau} \).

In the following, \( \mathcal{D} \) denotes the characteristic \( X_3(\tau, R, \frac{2R}{\lambda_3}) \). As in the proof of Lemma 5.2, there exists a unique point \((x_2, t_2) \in \mathcal{D}\) such that \( t_{2,ex}(x_2, t_2) = t_{3,ex}(x_2, t_2) \) and we have

\[ x_2 = \frac{R(\lambda_2 + |\lambda_3|)}{|\lambda_2| - |\lambda_3|} \quad \text{and} \quad t_2 = \frac{2R|\lambda_2||\lambda_3|}{|\lambda_2| - |\lambda_3|}. \]

If we continue the procedure from Lemma 5.2 to find a point \((x_1, t_1) \in \mathcal{D}\) such that \( t_{2,ex}(x_1, t_1) = t_{1,ex}(x_1, t_1) \),

then such a point would not necessarily coincide with \((x_2, t_2)\) and thus verify \( t_{3,ex}(x_1, t_1) \neq t_{2,ex}(x_1, t_1) \).

For \((x_2, t_2)\), the characteristics \( X_2 \) and \( X_3 \) are continuously inside \( \omega^c \) for the time-length \( \frac{2R}{|\lambda_3|} + \frac{2R}{|\lambda_2|} \).

Concerning \( X_1 \), we have the two following scenarios:

(1) There is an overlap between \( X_2 \) and \( X_1 \) inside \( \omega^c \) - i.e. \( t_{2,ex}(x_2, t_2) - t_{1,ex}(x_2, t_2) \leq 0 \) - and thus

\[ \tau(x_2, t_2) \leq \frac{2R}{|\lambda_0|} + \frac{2R}{|\lambda_2|} + \frac{2R}{|\lambda_1|} - \max(0, t_{2,ex}(x_2, t_2) - t_{1,ex}(x_2, t_2)). \]

In this case, the three characteristics are continuously in \( \omega^c \) but they are only inside \( \omega^c \) for the maximum time \( \bar{\tau} \) if

\[ \frac{\lambda_1}{\lambda_2} = \frac{\lambda_2}{\lambda_3}. \]

(2) There is a gap between \( X_2 \) and \( X_1 \) - i.e. \( t_{2,ex}(x_2, t_2) - t_{1,ex}(x_2, t_2) > 0 \) - and thus

\[ |\mathcal{I}(x_2, t_2)| = \frac{2R}{|\lambda_3|} + \frac{2R}{|\lambda_2|} + \frac{2R}{|\lambda_1|}. \]

In this case the maximum time-length possible spent in \( \omega^c \) is attained but in the interval \([t_{2,ex}(x_2, t_2), t_{1,ex}(x_2, t_2)]\) there are no characteristics inside \( \omega^c \) and thus dissipation occurs.

Let us turn to a detailed analysis of case (1): \( t_{2,ex}(x_2, t_2) - t_{1,ex}(x_2, t_2) < 0 \) and considering \((x_1, t_1) \in \mathcal{D}\) as the point verifying \( t_{1,ex}(x_1, t_1) = t_{2,ex}(x_1, t_1) \). Then the following result holds.
Lemma 6.1. The point \((x_1, t_1) = \left( \frac{R(|\lambda_1| + |\lambda_2|)}{|\lambda_1| - |\lambda_2|}, \frac{2R|\lambda_1||\lambda_3|}{|\lambda_1| - |\lambda_2|} \right)\) is such that
\[ t_1 = \arg \min_{t \in \mathbb{R}^+} \{ \sup_{x \in \mathbb{R}} J(x, t) \} = \bar{t}. \]

From this, it is clear that \(t_1 > \bar{t}\) and therefore using the bound (6.2) on the time-interval \([0, t_1]\) is not sharp. To conclude, we must now look at what happens between the points \((x_2, t_2)\) and \((x_1, t_1)\) more precisely.

Lemma 6.2. Let \((x, t) \in ((x_2, t_2), (x_1, t_1))\).

- On the interval \([0, \tau_3]\), the characteristic \(X_3(\cdot, x, t)\) is in \(\omega^c\).
- On the interval \([\tau_3, t_2, \text{en}(x, t)]\) there are no characteristics crossing \((x, t)\) in \(\omega^c\).
- The characteristics \(X_2(\cdot, x, t)\) and \(X_1(\cdot, x, t)\) stay inside \(\omega^c\) (they overlap) on the time-interval \([t_2, \text{en}(x_1, t_1), t_{1, \text{ex}}(x_1, t_1)]\) for a time-length of \(t_{1, \text{ex}}(x_1, t_1) - t_{2, \text{en}}(x_1, t_1)\).
- On the interval \([t_{1, \text{ex}}(x_1, t_1), +\infty[,\) there are not any characteristics passing through \((x, t)\) in \(\omega^c\).

The following theorem is a direct consequence of our previous analysis and concludes the study of this particular case.

Theorem 6.3. Let \(V\) be the solution of (3.2) with \(n = p = 3\) associated to the initial data \(V_0 \in L^1 \cap L^2\).

- For \(t \in [0, \tau_3 + \tau_2 + \tau_1 - t_\lambda]\),
  \[ \|V(t)\|_{L^2(\mathbb{R})} \leq \|V_0\|_{L^2(\mathbb{R})} \] where \(t_\lambda = \max \left( 0, 2R - \frac{|\lambda_2|^2 - |\lambda_1||\lambda_3|}{|\lambda_2||\lambda_1|(|\lambda_2| - |\lambda_3|)} \right)\).

- For \(t \in [\tau_3 + \tau_2 + \tau_1 - t_\lambda, t_{1, \text{ex}}(t)]\),
  \[ \|V(t)\|_{L^2(\mathbb{R})} \leq \|V_0\|_{L^2(\mathbb{R})} e^{-\gamma(t_{2, \text{en}}(t) - \tau_3)}. \]

- For \(t \in [t_{1, \text{ex}}(t), t_1]\)
  \[ \|V(t)\|_{L^2(\mathbb{R})} \leq \|V_0\|_{L^2(\mathbb{R})} e^{-\gamma(t_{1, \text{ex}}(t) - t_1)} - \gamma(t_{2, \text{en}}(t) - \tau_3). \]

- And for \(t \geq t_1\)
  \[ \|V(t)\|_{L^2(\mathbb{R})} \leq \|V_0\|_{L^2(\mathbb{R})} e^{-\gamma(t - \tau)}. \]

Remark 6.4. Taking the curve made of the point from
\[ S = \left( \|V_0\|_{L^2(\mathbb{R})} e^{-\gamma(t_{2, \text{en}}(t) - \tau_3)}, t_{1, \text{ex}}(t) \right), \quad \text{for } (x, t) \in D = [(x_2, t_2), (x_1, t_1)] \]
leads the accurate convex envelop pictured in magenta in Figure 6.

Note that above the entering and exiting time only depend on \(t\) as we are only interested in the points that are on \(D\) and therefore satisfy \(x = \lambda_3 t - R\).

![Figure 6. Time-decay for 3 components.](image-url)
7. Extensions and open problems

7.1. More general undamped domain. Results similar to ours can be obtained whenever $\omega^c$ is a domain of finite measure. For example, let us consider $\omega^c$ as a finite union of bounded stripes; in this case, we can directly retrieve similar decay estimates with a delay depending on the time spent by each characteristics in each stripes. However, one must be careful when trying to recover an optimal result for small times in this case as there might be much more overlapping between each characteristics. For a sufficiently large time, we can recover the Shizuta-Kawashima decay rate with a delay equal to the sum of the time each characteristic spend in each stripes. We have the following theorem.

**Theorem 7.1.** Let $\omega^c = \bigcup_{j=1}^{m} [r_j, r_{j+1}]$. Assume that the matrix $A$ is symmetric, satisfies (1.6) and that the couple $(A, B)$ satisfies the (SK) condition. Let $U$ be the solution of (1.1) associated with the initial data $U_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$.

There exists a finite time $\bar{\tau} > 0$ such that for $t \geq \bar{\tau}$,

$$
\|U^h(\cdot, t)\|_{L^2(\mathbb{R})} \leq e^{-\gamma(t-\bar{\tau})}\|U_0\|_{L^2(\mathbb{R})},
$$

$$
\|U^f(\cdot, t)\|_{L^\infty(\mathbb{R})} \leq C(t-\bar{\tau})^{-1/2}\|U_0\|_{L^1(\mathbb{R})}
$$

In this setting, we are only able to prove the gross bound

$$
\bar{\tau} \leq \sum_{j=1}^{m} \sum_{i=1}^{n} \frac{r_{j+1} - r_j}{|\lambda_i|}.
$$

By adapting the method developed here, one could also consider a domain made of periodically distributed damped and undamped stripes.

7.2. Study on the half-line. With the method developed in the present paper, one can also consider the case when the x-space $\mathbb{R}$ is replaced by the half-line $(-\infty, 0]$ and the undamped region is localized near the boundary. More precisely, consider the following linear hyperbolic system:

$$
\begin{align*}
\partial_t U + A \partial_x U &= B(x)U, \quad (x, t) \in (-\infty, 0] \times (0, \infty), \\
U(0, x) &= U_0(x), \quad x \in (-\infty, 0], \\
\text{BC at } x &= 0.
\end{align*}
$$

(7.1)

where $A$ and $B$ satisfy the same condition as before but $\omega$ is replaced by

$$
\omega^* := \mathbb{R} \setminus [-R, 0] = (-\infty, -R).
$$

In this case, if one supplement the system (7.1) with suitable boundary conditions (BC) at $x = 0$ such that the characteristics are reflected on the boundary, it is then ensured that the time spent by the characteristics in the undamped region $\omega^c$ is uniformly bounded and therefore the asymptotic result would follow from similar arguments as in our previous analysis.

Concerning the boundary conditions, we refer to [14, 21]. In particular, to characterize the admissible boundary conditions, we should ensure that an uniform Kreiss condition is satisfied. We remark that, near the boundary $x = 0$, we have $B(x) = 0$; thus our system consists simply of uncoupled transport equations for which one can find suitable boundary conditions.

7.3. Semilinear and quasilinear system. In the semilinear case, if one assume that the time and space dependent eigenvalues conserve their ordering and signs for all $x$ and $t$, then the intuition is that similar results should hold true, as it is the case for the control of linear transport equations (or even some classes of nonlinear conservation laws, where a lower bound on the speed is needed; cf. [11]). However, here one must be careful as the dependence on $x$ of the speed of each characteristics make the justification of the decay rates more difficult. More precisely, due to this dependence, one cannot reproduce exactly the computations done in the section dedicated to the scalar case $n = 1$.

In the quasilinear case, the situation is even more delicate as one must first ensures that the solution exists locally in time and does not blow-up until the dynamics are damped. In the case where an analysis similar to that of the proof of Theorem 2.2 can be realized in this case, it would lead to necessary conditions on the size of $\tau^*$ to guarantee the existence of the solution. We mention that such condition will depend only on the eigenvalues of the matrix $A$ and the size of the undamped domain $\omega^c$, and that it would not be trivial when dealing with many components, as seen in Section 6.
7.4. **Higher dimensional setting.** In the multidimensional setting, the general form of the system reads

\[
\partial_t U + \sum_{j=1}^{d} A_j(U) \frac{\partial U}{\partial x_j} + B(x)V = 0.
\]

In this context, there is a direct obstruction to the use of our arguments. Indeed, even in the linear case, the flux matrices \(A_j\) may not all be diagonalizable in the same basis and therefore one is not able to rewrite the system as coupled transport equations. There are possible approaches, related to our method developed here:

- Considering special solutions such as normal modes or plane waves (cf. [14]). These solutions propagate in a direction depending on the parameters given by the form of the solution. Under conditions on the direction of propagation depending on the form of the undamped domain, such a property would imply that the solution only stays in the undamped region for a finite time.
- More generally, one can consider the cone of propagation associated to hyperbolic systems as defined in [5] for instance. Then, restricting the support of the initial data to a bounded domain and looking at the intersection of the cone of propagation and the undamped region, one could obtain a rough approximation of the delay in the time-decay estimates.
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