EXISTENCE OF FREE BOUNDARY DISKS WITH CONSTANT MEAN CURVATURE IN $\mathbb{R}^3$
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Abstract. Given a surface $\Sigma$ in $\mathbb{R}^3$ diffeomorphic to $S^2$, Struwe [38] proved that for almost every $H$ below the mean curvature of the smallest sphere enclosing $\Sigma$, there exists a branched immersed disk which has constant mean curvature $H$ and boundary meeting $\Sigma$ orthogonally. We reproduce this result using a different approach and improve it under additional convexity assumptions on $\Sigma$. Specifically, when $\Sigma$ itself is convex and has mean curvature bounded below by $H_0$, we obtain existence for all $H \in (0, H_0)$. Instead of the heat flow in [38], we use a Sacks-Uhlenbeck type perturbation. As in previous joint work with Zhou [6], a key ingredient for extending existence across the measure zero set of $H$’s is a Morse index upper bound.

1. Introduction

Let $\Sigma$, henceforth referred to as the constraint, be a closed surface in $\mathbb{R}^3$ diffeomorphic to $S^2$. In this paper we adapt the approach in previous joint work with Zhou on constant mean curvature spheres [6] to study the existence of constant mean curvature disks with boundary meeting $\Sigma$ orthogonally. For our main results we assume that $\Sigma$ is enclosed by a closed surface $\Sigma'$ which is strictly convex and has mean curvature bounded from below by some $H_0 > 0$ with respect to the inward pointing normal. For example, define

$$R_0 = \inf\{ R > 0 \mid \Sigma \subseteq B_R(y) \text{ for some } y \in \mathbb{R}^3 \}.$$ 

Then there exists $y_0 \in \mathbb{R}^3$ such that $\Sigma \subseteq B_{R_0}(y_0)$, and we can take $\Sigma' = \partial B_{R_0}(y_0)$ and $H_0 = \frac{2}{R_0}$. Our first result is a refinement of the seminal work of Struwe [38]. Below we denote the open unit disk in $\mathbb{R}^2$ by $B$. The bounded open regions enclosed by $\Sigma$ and $\Sigma'$ are denoted $\Omega$ and $\Omega'$, respectively.

**Theorem 1.1.** For almost every $H \in (0, H_0)$, there exists a non-constant, free boundary, branched immersion $u : (\overline{B}, \partial B) \to (\overline{\Omega'}, \Sigma)$ with constant mean curvature $H$ and Morse index at most 1.

Theorem 1.1, with the barrier $\Sigma'$ being a sphere and without the Morse index statement was first obtained by Struwe [38] using the heat flow approach he initiated in [37] (see also the survey [39]). Here, to bound the Morse index using the techniques in [6], we go back to the approach of Struwe’s earlier work [36] and perturb the relevant functional, although we do not use the $\alpha$-energy of Sacks-Uhlenbeck [34]. While getting a Morse index bound appears to be only a slight improvement, it turns out to be the key to recovering the measure zero set of mean curvatures left out in Theorem 1.1 under additional convexity assumptions that makes $\Sigma$ itself a barrier. This leads to our second existence result.

**Theorem 1.2.** Suppose $\Sigma$ is strictly convex and has mean curvature bounded from below by some $H_0 > 0$. Then for all $H \in (0, H_0)$, there exists a non-constant, free boundary, branched immersion $u : (\overline{B}, \partial B) \to (\overline{\Omega}, \Sigma)$ with constant mean curvature $H$. 
We next elaborate on the statements. The branched immersed, free boundary constant mean curvature disks we produce are smooth solutions to the following system of equations.

\[ \Delta u = H \cdot u |_{x_1} \times u |_{x_2} \text{ on } \overline{B}, \tag{1.1} \]

\[ |u |_{x_1} = |u |_{x_2}, \quad \langle u |_{x_1}, u |_{x_2} \rangle = 0 \text{ on } \overline{B}, \tag{1.2} \]

\[ u(x) \in \Sigma \text{ and } u_r(x) \perp T_{u(x)} \Sigma \text{ for all } x \in \partial B. \tag{1.3} \]

It is standard \[18\] that any non-constant smooth map satisfying (1.1), (1.2) and (1.3) is an immersion away from finitely many branch points. Moreover, since the domain is a disk, (1.2) follows from (1.1) and (1.3) by a standard Hopf differential argument (see for example \[38, \text{Lemma 2.2, especially page 27}\]). Note that under the weak conformality condition (1.2), equation (1.1) expresses, up to the conformal factor \( \frac{|\nabla u|^2}{2} \), that away from the branch points, the mean curvature of the image of \( u \) equals \( H \) times a unit normal.

Although our approach is different from that in \[38\], we still produce solutions to (1.1) and (1.3) as critical points of the functional

\[ E_H : (u, \gamma) \mapsto \left( \int_{\overline{B}} \frac{|\nabla u|^2}{2} \right) + H \cdot V(\gamma) =: D(u) + H \cdot V(\gamma), \]

defined for pairs \((u, \gamma)\) consisting of a map \( u : (\overline{B}, \partial B) \to (\mathbb{R}^3, \Sigma) \) and a path \( \gamma \) in the space of such maps leading from a constant to \( u \). Here \( V(\gamma) \) can be thought of as the volume of the region swept out by \( \gamma \). See Section 2.2 for the definition, which is based on the one in \[38\] but differs technically. In any case, it still turns out that changing the choice of \( \gamma \) alters the value of \( E_H \) by \( H \) times an integer multiple of the volume enclosed by \( \Sigma \). In particular, the derivatives of \( E_H \) depend only on \( u \), and maps at which the first variation vanishes are, at least formally, solutions to (1.1) and (1.3). The Morse index in the statement of Theorem 1.1 refers to the index of \( u \) as a critical point of \( E_H \).

Finally, as in \[38\], the upper bound \( H_0 \) in Theorems 1.1 and 1.2 is there to ensure that when “energy concentration” occurs, we obtain disks rather than spheres. Through appropriate local estimates and a classification result due to Brezis-Coron \[3\], this is reduced to the fact that there are no round spheres of mean curvature \( H \) inside a region whose boundary mean curvature is everywhere larger than \( H \).

Among the previous variational constructions of free boundary, constant mean curvature surfaces, most directly related to this paper are the works of Struwe \[36, 38\], already mentioned above. The existence of free boundary minimal \((H = 0)\) disks proved in \[36\] was extended to more general ambient spaces by Fraser \[12\]. Both authors used the \( \alpha \)-energy introduced by Sacks-Uhlenbeck \[34\], with the result in \[36\] later reproduced using a heat equation as a special case of the main theorem in \[38\]. In turn, \[12\] was refined by Lin-Sun-Zhou \[27\], and independently by Laurain-Petrides \[21\], using the harmonic replacement procedure developed by Colding and Minicozzi \[8\]. The very recent work of Sun \[41\] extends \[27, 21\] from disks to surfaces of other topological types. On the other hand, in a series of papers (for instance \[33, 32, 31\]), an alternative mapping approach together with a regularity theory have been developed by Riviè re and Pigati in the case of closed surfaces, and then adapted by Pigati \[30\] to obtain free boundary minimal surfaces. Returning to the case \( H \neq 0 \), we note that Bürger-Kuwert \[4\] obtained free boundary, constant mean curvature disks by a constrained minimization of the Dirichlet energy, motivated by partitioning problems. However, in this setting the value of the mean curvature occurs as a Lagrange multiplier and seems hard to prescribe in advance.
Another major approach to the existence problem uses geometric measure theory. For example, Gr"uter and Jost [14, 15] produced embedded free boundary minimal disks in convex bodies in $\mathbb{R}^3$. More general existence results along this line for free boundary minimal surfaces with controlled topology were obtained by Li [23]. On the other hand, specializing to the unit ball in $\mathbb{R}^3$, free boundary minimal surfaces of arbitrary genus and possessing various symmetries were constructed by Ketover [19] and Carlotto-Franz-Schulz [5]. Going beyond surfaces in 3-manifolds, we refer to De Lellis-Ramic [9] and Li-Zhou [24] for the existence of embedded, free boundary minimal hypersurfaces in higher dimensions. See also [17, 16, 43, 40], for example, for other recent progress on the existence theory of free boundary minimal hypersurfaces, which has undergone rapid development parallel to advances in the closed case. As for the case $H \neq 0$, very recently, Li-Zhou-Zhu [22] developed a new boundary regularity theory and proved that in a compact 3-manifold with boundary, for generic metrics, there exist almost properly embedded surfaces with any prescribed constant mean curvature and contacting the boundary at any prescribed angle, extending the existence result for closed constant mean curvature hypersurfaces established earlier by Zhou-Zhu [44, 45]. Independently, De Masi-De Philippis [10] obtained minimal surfaces with any prescribed boundary contact angle in a bounded convex domain in $\mathbb{R}^3$.

**Outline of proofs.** Our task is to find non-constant critical points of $E_H$ using min-max methods, since direct minimization may result in trivial solutions, as would be the case if $\Sigma$ is convex. It is well-known that the Dirichlet energy barely fails the Palais-Smale condition, and thus a certain perturbation is required, which in [38] was effected through a heat flow. Here, we instead opt for a Sacks-Uhlenbeck type perturbation of the functional. Specifically, we consider, for $\epsilon \in (0, 1]$, $p > 2$ and $H < H_0$,

$$E_{\epsilon,p,H} : (u, \gamma) \mapsto \left( \int_{\Omega} \frac{\|\nabla u\|^2}{2} + \frac{\epsilon^{p-2}(1 + \|\nabla u\|^2)^{\frac{p}{2}}}{p} \right) + H \cdot V(\gamma) =: D_{\epsilon,p}(u) + H \cdot V(\gamma).$$

Perturbing the Dirichlet energy by adding a small multiple of the $p$-energy was already considered by Uhlenbeck in [42]. It turns out that for $p$ sufficiently close to 2 depending only on $\Sigma$, critical points of $E_{\epsilon,p,H}$ are smooth and satisfy various a priori estimates. (See Section 3.) Such a $p$ will be fixed throughout, while $\epsilon$ will eventually be sent to zero.

We now outline the proof of Theorem 1.1. Given $H \in (0, H_0)$, we follow the steps in [6, Section 3] to obtain, for almost every $r \in (0, 1]$, critical points $u_\epsilon$ of $E_{\epsilon,p,r,H}$ with $D_{\epsilon,p}(u_\epsilon)$ bounded uniformly in $\epsilon$, and with Morse index at most 1. Even though in proving the deformation lemma [6, Lemma 3.9], the Hilbert manifold structure of the underlying space of mappings is used to obtain local coordinates ([6, Proposition 2.23]) that help us deform sweepouts away from high-index critical points, it turns out to be enough for the second variation at critical points to extend to a Hilbert space (see Section 3). Such a $p$ will be fixed throughout, while $\epsilon$ will eventually be sent to zero.

As in [38], this is where the barrier $\Sigma'$ enters, although we use the maximum principle differently. In the perturbed functional, in place of the constant $H$, we actually put a smooth function $f$ on $\mathbb{R}^3$ which equals $H$ on a neighborhood of $\overline{\Sigma}$ and has compact support in $\Omega_{t_0} := \{ \text{dist}(\cdot, \Omega') < t_0 \}$ for some $t_0$ so small that $\partial \Omega'_t$ still has mean curvature at least $H + H_0$ for $t \in (0, t_0]$. A simple application of the maximum principle (Proposition 3.10(a)) using the convexity of $\Sigma'$ gives the preliminary bound $u_\epsilon(\overline{\Omega}) \subseteq \Omega_{t_0}$, which will later be improved.
The next step is passing to the limit as \( \varepsilon \to 0 \). For that we adapt the interior and boundary estimates in [34] and [12]. As already mentioned, it is the proofs of these estimates that inform our choice of \( p \). Then, similar to [34], whether or not there is concentration of energy, we obtain a non-constant solution \( v \) to (1.1) and (1.3) with \( rf(v) \) in place of \( H \). Another application of the maximum principle (Proposition 3.10(b)) gives \( v(B) \subseteq \overline{\Omega} \), and hence \( v \) solves (1.1) and (1.3) with \( rH \) in place of \( H \) by our choice of \( f \). An important point in this process is to ensure that when energy concentration occurs, the parameter \( \varepsilon \) still converges to zero after rescaling, and that the rescaled limit is defined on a half-plane as opposed to \( \mathbb{R}^2 \). These boil down to comparing the rate of rescaling with \( \varepsilon \) (Proposition 6.3) and with the distance to \( \partial B \) from the center of rescaling (Proposition 6.4). Our choice of perturbation is essential to the former, while the latter uses, similar to [38], the condition \( H < H' \) and the classification by Brezis-Coron [3] of finite-energy solutions to (1.1) on \( \mathbb{R}^2 \).

Finally, arguing as in [6, Section 4] shows that the index upper bound on \( u_\varepsilon \) passes to \( v \).

For Theorem 1.2, we apply Theorem 1.1 with \( \Sigma' = \Sigma \) and take a sequence \((H_n)\) in the resulting full-measure set that converges to a given \( H \in (0, H_0) \). The corresponding solutions \( u_n \) then all map into \( \overline{\Omega} \). We next generalize the computation in [6] Section 5.1], which in turn was inspired by the work of Ejiri-Micallef [11] on closed minimal surfaces, to pass the bound on the index of \( u_n \) as a critical point of \( E_{H_n} \) to what is essentially its index as a critical point of the functional \( A(u) + H_n \cdot V(\gamma) \). (A similar computation was carried out for free boundary minimal surfaces in [26].) We then use the Hersch trick (see for instance [25], or [1] for a more relevant setting) and the convexity of \( \Sigma \) to obtain a uniform bound on \( D(u_n) \). We finish the proof of Theorem 1.2 by a bubbling analysis similar to the one in the proof of Theorem 1.1.

**Organization.** In Section 2 we define the enclosed volume and the perturbed functional, \( E_{\varepsilon,p,f} \). In Section 3 we prove that critical points of the perturbed functional are smooth and derive a number of *a priori* estimates. In Section 4 we study the behavior of \( E_{\varepsilon,p,f} \) near a critical point and establish a substitute for \[6\] Proposition 2.23. In Section 5 we carry out the min-max construction of critical points of \( E_{\varepsilon,p,f} \) with index at most 1, using the estimates in Section 4 to ensure the index bound. In Section 6 we analyze these critical points as \( \varepsilon \to 0 \), based on the *a priori* estimates obtained in Section 3. Theorem 1.1 is proved at the end of Section 6. Finally, in Section 7 we prove Theorem 1.2.
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**2. The perturbed functional**

### 2.1. Function spaces and special coordinates.**

Let \( \Sigma \subseteq \mathbb{R}^3 \) be a surface which is the image of the standard \( S^2 \) under a smooth diffeomorphism from \( \mathbb{R}^3 \) to itself, and let \( \Omega \) denote the bounded open region enclosed by \( \Sigma \). Below we set up some additional notation.

- \((x^1, x^2), (y^1, y^2, y^3)\): Standard coordinates on \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \), respectively.
- \(B_r(y)\): An open ball in \( \mathbb{R}^3 \).
- \(B_r(\cdot)\): An open disk in \( \mathbb{R}^2 \).
- \(\mathbb{R}^2_+\): The open upper half-plane.
- \(B\): The open unit disk in \( \mathbb{R}^2 \).
- \(B^+\): \(B \cap \mathbb{R}^2_+\).
- \(T\): \(B \cap \partial \mathbb{R}^2_+\).
- \(B^+_{\varepsilon}(\cdot)\): \(B_{\varepsilon}(\cdot) \cap \mathbb{R}^2_+\).
- \(T_{\varepsilon}(\cdot)\): \(B_{\varepsilon}(\cdot) \cap \partial \mathbb{R}^2_+\).
For $p > 2$, we define
\[\mathcal{M}_p = \{ u \in W^{1,p}(B; \mathbb{R}^3) \mid u(x) \in \Sigma \text{ for all } x \in \partial B\}.\]
We will eventually fix $p$ depending only on $\Sigma$. The set $\mathcal{M}_p$ is an embedded smooth submanifold of the Banach space $W^{1,p}(B; \mathbb{R}^3)$ and is closed as a subset. The tangent space of $\mathcal{M}_p$ at $u$ is given by
\[T_u \mathcal{M}_p = \{ \psi \in W^{1,p}(B; \mathbb{R}^3) \mid \psi(x) \in T_{u(x)} \Sigma \text{ for all } x \in \partial B\},\]
which is a closed subspace of $W^{1,p}(B; \mathbb{R}^3)$ with a closed complement. Moreover, restricting the $W^{1,p}$-norm to each tangent space yields a Finsler structure on $\mathcal{M}_p$.

As explained for instance in [2, Section 7.2], by interpolating the product metric on a tubular neighborhood of $\Sigma$ with the Euclidean metric $g_{\mathbb{R}^3}$, we obtain a metric $h$ on $\mathbb{R}^3$ which differs from $g_{\mathbb{R}^3}$ only near $\Sigma$, such that $\Sigma$ is totally geodesic with respect to $h$. For $u \in \mathcal{M}_p$, the map
\[\Theta_u : \psi \mapsto \exp_h^u(\psi),\]
for $\psi \in T_u \mathcal{M}_p$ with $\|\psi\|_{1,p}$ sufficiently small, is a chart for $\mathcal{M}_p$. Here and below, unless otherwise stated, the standard metric and its Levi-Civita connection will be used in computing norms, distances and derivatives on $\mathbb{R}^3$, while $h$ will only be an auxiliary device.

Certain coordinates adapted to $\Sigma$ are needed to derive local boundary estimates in later sections. First note that we can find $p_2 > 0$ and a finite open covering $\mathcal{F}$ of $\Sigma$ such that for all $y \in \Sigma$, the ball $B_{p_2}(y)$ is contained in some $U \in \mathcal{F}$, and that each $U \in \mathcal{F}$ admits a diffeomorphism $\Psi : U \to V \subseteq \mathbb{R}^3$ with the following properties.

1. $\Psi(U \cap \Sigma) = V \cap \{ y^3 = 0 \}$, $\Psi(U \cap \Omega) = V \cap \{ y^3 > 0 \}$, and $(d\Psi)_p(\eta(p)) = \frac{\partial}{\partial y^3}$ for $p \in U \cap \Sigma$, where $\eta(p)$ denotes the unit normal to $\Sigma$ pointing into $\Omega$.

2. Letting $\Upsilon = \Psi^{-1}$, $g = \Upsilon^* g_{\mathbb{R}^3}$ and $Q = \Upsilon^* \text{Vol}_{\mathbb{R}^3}$, we have that $g$ is uniformly equivalent to the Euclidean metric on $V$, and that the components of $g$ and $Q$ along with their derivatives of all orders are bounded on $V$. Here by components we mean
\[g_{ij}(y) = \left( \frac{\partial \Upsilon}{\partial y^i} \frac{\partial \Upsilon}{\partial y^j} \right), \quad \text{and} \quad Q_{ijk}(y) = \left( \frac{\partial \Upsilon}{\partial y^i} \frac{\partial \Upsilon}{\partial y^j} \frac{\partial \Upsilon}{\partial y^k} \right).\]

Also, by (f1), $g_{ij}(y) = 0$ for all $y \in V \cap \{ y^3 = 0 \}$, $i = 1, 2$.

In addition, we will sometimes need to locally flatten $\partial B$. Specifically, there exist a universal constant $r_B$ and, for each $x \in \partial B$, a conformal map $F$ from $\mathbb{R}^2_+$ onto $\overline{B_r} \setminus \{-x\}$ such that $|F_z - 1| \leq \frac{1}{4}$ on $B^+_r$, that
\[\overline{B_{2r}^+}(x) \cap \overline{B} \subseteq F(\overline{B^+_r}) \subseteq \overline{B_r}(x) \cap \overline{B}, \quad \text{for all } r \in (0, r_B], \tag{2.1}\]
and that all the derivatives of $F$ on $B^+_r$ are bounded independently of $x \in \partial B$. Below, whenever such an $F$ is introduced, we write $\lambda$ for $|F^*_z|$, so that $F^*_z g_{\mathbb{R}^2} = \lambda^2 g_{\mathbb{R}^2}$. As an example of a typical situation where the above coordinates will be introduced, take $u \in \mathcal{M}_p$ and suppose that for some $L > 0$ and $r \in (0, r_B]$ there holds
\[r^{p-2} \int_{B_r(x) \cap B} |\nabla u|^p \leq L^p \text{ for all } x \in \partial B.\]

Then by Sobolev embedding there exists $\theta \in (0, \frac{1}{4})$ depending only on $p, \Sigma, L$ such that
\[u(\overline{B_{\theta r}(x) \cap B}) \subseteq B_{p_2}(u(x)) \text{ for all } x \in \partial B.\]
Thus we can find \( U, V, \Psi, \Upsilon, \ldots \) as above, and define
\[
\tilde{u}(x) = (\Psi \circ u \circ F)(rx), \text{ for } x \in \overline{B}_0^+.
\]
The condition \( u(\partial B) \subseteq \Sigma \) implies \( \tilde{a}^3 = 0 \) on \( T_0 \). Also, for all \( \tilde{\psi} \in W^{1,p}_0(B_0;\mathbb{R}^3) \) with \( \tilde{\psi}^3 = 0 \) on \( T_0 \), if we define \( \psi \) by the following relation
\[
\psi(F(rx)) = (d\Upsilon)\tilde{u}(x)(\tilde{\psi}(x)) \text{ for } x \in \overline{B}_0^+,
\]
and extend \( \psi \) to be zero on \( \overline{B} \setminus F(\overline{B}_0^+) \), then \( \psi \in T_uM_p \).

2.2. The enclosed volume. Suppose \( f : \mathbb{R}^3 \to \mathbb{R} \) is a bounded smooth function such that \( \int_\Omega f > 0 \). In the case \( f \equiv 1 \), what we now define can be viewed as the volume swept out by a continuous path \( \gamma : [0, 1] \to M_p \). The idea originated with [38], even though our definition is technically different, primarily because we work in a perturbed setting and have the embedding \( W^{1,p} \to C^0 \) at our disposal.

By this embedding, any continuous path \( \gamma : [0, 1] \to M_p \) induces a continuous map \( G_\gamma : ([0, 1] \times \overline{B}, [0, 1] \times \partial B) \to (\mathbb{R}^3, \Sigma) \). Moreover, the weak derivatives \( (G_\gamma)_x^1, (G_\gamma)_x^2 \) exist and lie in \( L^p([0, 1] \times B) \). For the moment, we assume in addition that \( \gamma \) is piecewise \( C^1 \), in which case the weak derivative \( (G_\gamma)_t \) exists as well, and lies in \( L^\infty([0, 1] \times B) \). We then define
\[
V_f(\gamma) = \int_{[0,1] \times B} G_\gamma^*(f \text{ Vol}_{\mathbb{R}^3}) := \int_{[0,1] \times B} f(G_\gamma)(G_\gamma)_x^1 \times (G_\gamma)_x^2.
\]
Letting “+” denote concatenation and “−” the reversal of orientation, it is easy to see that \( V_f(\gamma + \tilde{\gamma}) = V_f(\gamma) + V_f(\tilde{\gamma}) \), and that \( V_f(\gamma - \tilde{\gamma}) = -V_f(\tilde{\gamma}) \).

The next lemma allows us to extend \( V_f \), henceforth referred to as the enclosed volume, to continuous paths in general.

**Lemma 2.1.** There exists a constant \( \delta_0 \) depending only on \( \Sigma \) such that if \( \gamma, \tilde{\gamma} : [0, 1] \to M_p \) are two continuous and piecewise \( C^1 \) paths with \( \gamma(0) = \tilde{\gamma}(0), \gamma(1) = \tilde{\gamma}(1), \) and if
\[
\sup_{t \in [0, 1]} \|\gamma(t) - \tilde{\gamma}(t)\|_\infty < \delta_0,
\]
then \( V_f(\gamma) = V_f(\tilde{\gamma}) \).

**Proof.** We begin with some preliminary estimates. Since \( h \) agrees with \( g_{\mathbb{R}^3} \) outside of a tubular neighborhood of \( \Sigma \), there exist \( \delta_0 \) and a smooth function
\[
c : [0, 1] \times \{(y, y') \in \mathbb{R}^3 \times \mathbb{R}^3 \mid |y - y'| < \delta_0\} \to \mathbb{R}^3,
\]
with bounded derivatives of all orders, such that \( c(\cdot, y, y') \) is the unique minimizing \( h \)-geodesic from \( y \) to \( y' \), and maps into \( \Sigma \) whenever \( y, y' \in \Sigma \). For \( u, v \in M_p \) with \( \|u - v\|_\infty < \delta_0 \), we define a \( C^1 \)-path \( l_{u,v} : [0, 1] \to M_p \) by \( l_{u,v}(s)(x) = c(s, u(x), v(x)) \). Then we have the following pointwise estimates.
\[
|l_{u,v}(s)(x)| \leq C|u(x) - v(x)| \text{ and } |\nabla l_{u,v}(s)(x)| \leq C(|\nabla v(x)| + |\nabla u(x)|),
\]
with both constants depending only on \( \Sigma \). Hence,
\[
|V_f(l_{u,v})| \leq C\|f\|_\infty \int_{[0,1] \times B} (u - v)(\nabla l_{u,v}(s))^2 \leq C\|f\|_\infty \|u - v\|_\infty (\|\nabla u\|_2^2 + \|\nabla v\|_2^2). \tag{2.4}
\]

To continue, by assumption (2.2), we can define a homotopy \( \Gamma : [0, 1] \times [0, 1] \to M_p \) by \( \Gamma(s, t) = c(s, \gamma(t), \tilde{\gamma}(t)) \). Note that \( \Gamma(\cdot, t) \) is a \( C^1 \)-path in \( M_p \) for all \( t \in [0, 1] \), while
Γ(s, ·) is piecewise \(C^1\) for all \(s \in [0, 1]\). Letting \(L = \sup_{t \in [0,1]} (\|\nabla \gamma(t)\|_2 + \|\nabla \gamma(t)\|_2)\), we see from (2.3) that

\[
\sup_{(s,t) \in [0,1] \times [0,1]} \|\nabla \Gamma(s,t)\|_2 \leq CL.
\]

Hence by (2.3) we get

\[
|V_f(\Gamma(\cdot,t)|_{[s,s']})| \leq CL^2 \|f\|_{\infty} \|\Gamma(s,t) - \Gamma(s',t)\|_{\infty}, \quad \text{for all } 0 \leq s \leq s' \leq 1 \text{ and } 0 \leq t \leq 1.
\]

In particular, we can choose a partition \(0 = s_0 < \cdots < s_k = 1\) such that

\[
|V_f(\Gamma(\cdot,t)|_{[s_{i-1},s_i]})| < \frac{1}{4} \int_\Omega f, \quad \text{for } i = 1, \cdots, k \text{ and } t \in [0,1]. \tag{2.5}
\]

Next, take a partition \(0 = t_0 < \cdots < t_l = 1\) in the \(t\)-direction such that each \(\Gamma(s_i, \cdot)\) is continuously differentiable on the sub-intervals. By the continuity of each \(t \mapsto V_f(\Gamma(s_i, \cdot)|_{[t_0,t_l]})\), we can refine the partition if necessary so that

\[
|V_f(\Gamma(s_i, \cdot)|_{[t_j,t_{j+1}]})| < \frac{1}{4} \int_\Omega f \text{ for } i = 1, \cdots, k \text{ and } j = 1, \cdots, l.
\]

Then, letting

\[
\beta_{ij} = \Gamma(s_{i-1}, \cdot)|_{[t_j,t_{j+1}]} + \Gamma(\cdot,t_j)|_{[s_{i-1},s_i]} + (-\Gamma(s_i, \cdot)|_{[t_{j-1},t_j]}) + (-\Gamma(\cdot,t_{j-1})|_{[s_{i-1},s_i]}),
\]

we have, for all \(1 \leq i \leq k\) and \(1 \leq j \leq l\), that

\[
|V_f(\beta_{ij})| < \int_\Omega f. \tag{2.6}
\]

On the other hand, as each \(\beta_{ij}\) is a closed, piecewise \(C^1\) path, the induced map \(G_{\beta_{ij}}\) descends to a map \(F_{ij} : (S^1 \times \bar{B}, S^1 \times \partial B) \to (\mathbb{R}^3, \Sigma)\) such that

\[
V_f(\beta_{ij}) = \deg((F_{ij})|_{S^1 \times \partial B}) \int_\Omega f - \int_\Omega (\int_\Omega f) \cdot \mathbb{Z}.
\]

Thus, (2.6) implies that \(V_f(\beta_{ij}) = 0\). Since \(\Gamma(s_{i-1}, \cdot)\) and \(\Gamma(s_i, \cdot)\) have common endpoints, we have for \(i = 1, \cdots, k\) that

\[
V_f(\Gamma(s_{i-1}, \cdot)) - V_f(\Gamma(s_i, \cdot)) = \sum_{j=1}^l \left[ V_f(\Gamma(s_{i-1}, \cdot)|_{[t_{j-1},t_j]}) - V_f(\Gamma(s_i, \cdot)|_{[t_{j-1},t_j]}) \right]
\]

\[
= \sum_{j=1}^l V_f(\beta_{ij}) = 0.
\]

We complete the proof upon recalling that \(\gamma = \Gamma(0, \cdot)\) and \(\tilde{\gamma} = \Gamma(1, \cdot). \)

Now, given a continuous path \(\gamma : [0,1] \to \mathcal{M}_p\), we define \(V_f(\gamma) = V_f(\gamma_1)\), where \(\gamma_1\) is any choice of piecewise \(C^1\) path having the same endpoints as \(\gamma\) and satisfying \(\|\gamma(t) - \gamma_1(t)\|_{\infty} < \delta_0/2\) for all \(t \in [0,1]\). By Lemma 2.1, the choice of \(\gamma_1\) is irrelevant. One way to produce such a \(\gamma_1\), in fact with any prescribed threshold in place of \(\delta_0/2\), is to take a fine enough partition \(0 = t_0 < \cdots < t_k = 1\) and let \(\gamma_1 = \sum_{i=1}^k \frac{1}{2} \gamma(t_{i-1}) + \gamma(t_i)\).

Moreover, from the above definition, it is not hard to see that Lemma 2.1 continues to hold for paths that are merely continuous. An immediate corollary of this extension of Lemma 2.1 is the following.

**Corollary 2.2.** Let \(\gamma, \tilde{\gamma}\) be two homotopic continuous paths in \(\mathcal{M}_p\). Then \(V_f(\gamma) = V_f(\tilde{\gamma})\).
Below we single out another important property of the enclosed volume.

**Lemma 2.3.** Let \( u \in \mathcal{M}_p \) and let \( \gamma, \tilde{\gamma} \) be two continuous paths in \( \mathcal{M}_p \) such that \( \gamma(0), \tilde{\gamma}(0) \) are constant maps and \( \gamma(1) = \tilde{\gamma}(1) = u \). Then
\[
V_f(\gamma) - V_f(\tilde{\gamma}) \in \left( \int_\Omega f \right) \cdot \mathbb{Z}.
\]

**Proof.** It suffices to prove this when both \( \gamma \) and \( \tilde{\gamma} \) are piecewise \( C^1 \) and constant near \( t = 0 \). Then, similar to the previous proof, we can use the map \( F : (B^3, \partial B^3) \to (\mathbb{R}^3, \Sigma) \) which descends from \( G_{\gamma, (-\tilde{\gamma})} \) and is constant near a pair of antipodal points to compute \( V_f(\gamma + (-\tilde{\gamma})) = \text{deg}(F|_{\partial B^3}) \cdot \int_\Omega f \). This gives the result. \( \square \)

### 2.3. The perturbed functional.

We continue to let \( f \) be a bounded, smooth function on \( \mathbb{R}^3 \) with \( \int_\Omega f > 0 \). Given \( u \in \mathcal{M}_p \), we let
\[
\mathcal{E}(u) = \{ \gamma \in C^0([0, 1]; \mathcal{M}_p) \mid \gamma(0) = \text{constant}, \gamma(1) = u \}.
\]

To see that \( \mathcal{E}(u) \) is non-empty, we first note that there exists a continuous map \( F : ([0, 1] \times \overline{B}, [0, 1] \times \partial B) \to (\mathbb{R}^3, \Sigma) \) such that \( F(0, \cdot) \) is a constant and \( F(1, \cdot) = u \). As \( C^\infty(B, \partial B; \mathbb{R}^3, \Sigma) \) is dense in \( C^0(B, \partial B; \mathbb{R}^3, \Sigma) \), we obtain a path in \( \mathcal{E}(u) \) by taking a fine enough partition \( 0 = t_0 < \cdots < t_k = 1 \), smoothly approximating \( F(t_i, \cdot) \) for \( i = 1, \cdots, k-1 \) to get \( u_1, \cdots, u_{k-1} \), and letting
\[
\gamma = l_{F(0, \cdot), u_1} + l_{u_1, u_2} + \cdots + l_{u_{k-1}, u}.
\]

We now define the perturbed functional. For \( p > 2, \varepsilon > 0 \), \( u \in \mathcal{M}_p \), and \( \gamma \in \mathcal{E}(u) \), we let
\[
E_{\varepsilon, p, f}(u, \gamma) = \left( \int_B \frac{\varepsilon^{p-2}}{p} (1 + |\nabla u|^2)^{\frac{p}{2}} + \frac{|\nabla u|^2}{2} \right) + V_f(\gamma) =: D_{\varepsilon, p}(u) + V_f(\gamma).
\]

As in [5], locally the variable \( \gamma \) in \( E_{\varepsilon, p, f} \) can be eliminated. Indeed, given a simply-connected neighborhood \( \mathcal{A} \subseteq \mathcal{M}_p \), we fix \( u_0 \in \mathcal{A} \) and \( \gamma_0 \in \mathcal{E}(u_0) \), and define, for \( u \in \mathcal{A} \),
\[
E_{\varepsilon, p, f}^A(u) = E_{\varepsilon, p, f}(u, \gamma_0 + l_u),
\]

where \( l_u \) is any continuous path in \( \mathcal{A} \) from \( u_0 \) to \( u \). By simply-connectedness and Corollary [22], we see that the choice of \( l_u \) is irrelevant. We refer to \( E_{\varepsilon, p, f}^A \) as the local reduction of \( E_{\varepsilon, p, f} \) on \( \mathcal{A} \) induced by \( (u_0, \gamma_0) \). The dependence of \( E_{\varepsilon, p, f}^A \) on \( (u_0, \gamma_0) \) is suppressed from the notation as the choice should always be clear from the context.

**Lemma 2.4.** Given \( \mathcal{A} \) as above and \( u_0 \in \mathcal{A} \), \( \gamma_0 \in \mathcal{E}(u_0) \), the local reduction \( E_{\varepsilon, p, f}^A \) is a \( C^2 \)-functional on \( \mathcal{A} \).

**Proof.** It suffices to prove that given \( u \in \mathcal{A} \), the composition \( E_{\varepsilon, p, f}^A \circ \Theta_u \) is \( C^2 \) on a small ball \( \mathcal{B} \) (centered at the origin) in \( T_u \mathcal{M}_p \) with \( \Theta_u(\mathcal{B}) \subseteq \mathcal{A} \), where, recall,
\[
\Theta_u(\psi)(x) = \exp^h_{u(x)}(\psi(x)), \text{ for } \psi \in \mathcal{B} \text{ and } x \in \overline{B}.
\]

To that end, note that, for all \( \psi \in \mathcal{B} \),
\[
E_{\varepsilon, p, f}(\Theta_u(\psi)) - E_{\varepsilon, p, f}(u) = D_{\varepsilon, p}(\Theta_u(\psi)) - D_{\varepsilon, p}(u)
\]
\[
+ \int_{[0, 1] \times B} f(\Theta_u(s\psi)) \frac{\partial \Theta_u(s\psi)}{\partial s} \cdot \frac{\partial \Theta_u(s\psi)}{\partial x^1} \times \frac{\partial \Theta_u(s\psi)}{\partial x^2}. \tag{2.7}
\]

It is standard to verify that the right-hand side is \( C^2 \) in \( \psi \). The details are omitted. \( \square \)
In particular, each local reduction $E_{\varepsilon,p,f}^A$ is continuous, and hence by Lemma 2.3 and the connectedness of $A$, switching to a different choice of $(u_0, \gamma_0)$ alters the value of $E_{\varepsilon,p,f}^A$ by a constant integer multiple of $\int_\Omega f$. More generally, any two local reductions differ by a constant integer multiple of $\int_\Omega f$ on any connected component of their common domain.

### 2.4. First variation and a Palais-Smale condition

Given $u \in M$, choose a simply-connected neighborhood $A$ of $u$ and consider a local reduction $E_{\varepsilon,p,f}^A$. We define

$$\delta E_{\varepsilon,p,f}(u) = \delta E_{\varepsilon,p,f}^A(u).$$

This is well-defined thanks to the last paragraph of the previous section. We say that $u$ is a critical point of $E_{\varepsilon,p,f}$ if $\delta E_{\varepsilon,p,f}(u) = 0$, which means that $\delta E_{\varepsilon,p,f}^A(u) = 0$ for any local reduction whose domain contains $u$. In this case there is a well-defined Hessian $\delta^2 E_{\varepsilon,p,f}^A(u)$, which we take to be $\delta^2 E_{\varepsilon,p,f}(u)$. Again this does not depend on the choice of local reduction.

The next proposition is a Palais-Smale condition for $E_{\varepsilon,p,f}$. It differs from the standard version in that the uniform upper bound is placed on $D_{\varepsilon,p}$ instead of on $E_{\varepsilon,p,f}$ itself.

**Proposition 2.5.** Given $C_0 > 0$, let $(u_m)$ be a sequence in $M_p$ such that $D_{\varepsilon,p}(u_m) \leq C_0$ for all $m$ and that

$$\|\delta E_{\varepsilon,p,f}(u_m)\| \to 0 ~\text{as}~ m \to \infty.$$

Then, passing to a subsequence if necessary, $(u_m)$ converges strongly in $W^{1,p}$ to a critical point $u$ of $E_{\varepsilon,p,f}$ with $D_{\varepsilon,p}(u) \leq C_0$.

**Proof.** By assumption, Sobolev embedding and the compactness of $\Sigma$, $\|u_m\|_p + \|\nabla u_m\|_p$ is uniformly bounded. Thus, taking a subsequence if necessary, $(u_m)$ converges weakly in $W^{1,p}$ and uniformly to some $u \in M_p$. In particular, there exists $r \in (0, r_B)$ such that for all $m \in \mathbb{N}$ and $x \in \partial B$, we have that $u(B_r(x) \cap \overline{B})$ and $u_m(B_r(x) \cap \overline{B})$ are both contained in $B_{r_B}(u(x))$. Now fix $x \in \partial B$, let $U, V, \Psi, \Upsilon, g, Q$ and $F, \lambda$ be as in Section 2.1. In addition, let $\tilde{f} = f \circ \Upsilon$, write

$$\tilde{u}_m(x) = (\Psi \circ u_m \circ F)(rx) \text{ for } x \in \overline{B^r}$$

and define, for all $\tilde{\psi} \in W_0^{1,2}(B; \mathbb{R}^3)$ with $\tilde{\psi}^3 = 0$ on $T$,

$$\psi^{(m)} = (d\Upsilon)\tilde{u}_m(\tilde{\psi}) \circ \left(\frac{1}{r}F^{-1}\right) \text{ for } x \in F(\overline{B^r}).$$

For brevity, we also introduce $\tilde{\varepsilon} = \varepsilon/r$ and $N_m = (\lambda(r \cdot ))^{-2}g_{kl}(\tilde{u}_m)\nabla \tilde{u}_m^k \cdot \nabla \tilde{u}_m^l$. Then the first variation formula takes the following form.

$$\langle \delta E_{\varepsilon,p,f}(u_m), \psi^{(m)} \rangle = \int_{B^r} \left[1 + (\tilde{\varepsilon})^{p-2}(r^2 + N_m)^{\frac{p}{2} - 1}\right]g_{ij}(\tilde{u}_m)\nabla \tilde{u}_m^i \cdot \nabla \tilde{\psi}^j.$$
Thus \( \hat{\zeta} \in C_0^\infty(B) \) be a cut-off function which is identically 1 on \( B_{1/2} \), and let \( \psi_{mn} = \zeta^2(\hat{u}_m - \hat{u}_n) \), which is admissible since \( \hat{u}_m^3, \hat{u}_n^3 \) vanish on \( T \). Then a straightforward computation gives

\[
\langle \delta E_{\varepsilon,p,f}(u_m), \psi_{mn}^{(m)} \rangle - \langle \delta E_{\varepsilon,p,f}(u_n), \psi_{mn}^{(n)} \rangle \geq C \| \nabla \hat{u}_m - \nabla \hat{u}_n \|_{p,B_{1/2}}^p - R_{mn},
\]

where \( R_{mn} \to 0 \) as \( m, n \to \infty \) since \( (\hat{u}_m) \) is bounded in \( W^{1,p} \) and converges uniformly. On the other hand, since \( \lim_{m,n \to \infty} \| \delta E_{\varepsilon,p,f}(u_m) \| = 0 \) and \( \| \psi_{mn}^{(m)} \|_{1,p}, \| \psi_{mn}^{(n)} \|_{1,p} \) are bounded independently of \( m, n \), we see that the left-hand side above also tends to zero as \( m, n \to \infty \). Thus \((\hat{u}_m)\) converges strongly in \( W^{1,p}(B_{1/2};\mathbb{R}^3) \). As \( x \in \partial B \) is arbitrary, we deduce that \((u_m)\) converges strongly in \( W^{1,p} \) on a neighborhood of \( \partial B \). A similar argument gives strong \( W^{1,p} \)-convergence on any compact subset of \( B \). Hence we get strong \( W^{1,p} \)-convergence on \( \overline{B} \). The remaining conclusions follow easily. \( \square \)

3. Estimates for critical points of the perturbed functional

It is the argument in this section that imposes restrictions on how close \( p \) needs to be to \( 2 \). Section 3.1 mostly concerns qualitative smoothness of critical points, with the exception of Remark 3.3, whereas in Sections 3.2 and 3.3 we derive quantitative estimates.

3.1. Smoothness of critical points. Suppose \( H_0, H_1, L > 0, \varepsilon \in (0,1], p > 2 \), and take a bounded smooth function \( f : \mathbb{R}^3 \to \mathbb{R} \) such that \( \int_{\Omega} f > 0 \) and

\[
\|f\|_{\infty;\mathbb{R}^3} \leq H_0, \quad \|\nabla f\|_{\infty;\mathbb{R}^3} \leq H_1.
\]

(3.1)

Let \( u \in M_p \) be a critical point of \( E_{\varepsilon,p,f} \) which satisfies, for some \( r \in (0,r_B] \),

\[
r^{p-2} \int_{B_r(x) \cap \overline{B}} |\nabla u|^p \leq L^p \text{ for all } x \in \overline{B},
\]

(3.2)

and let \( \theta = \theta(p,\Sigma,L) \in (0,\frac{1}{2}) \) be as in Section 2.1. Of course, for a single map \( u \), given any \( L \) we can always find a small enough \( r \) such that (3.2) holds. Nonetheless, we introduce the condition as it shows up in \textit{a priori} estimates and determines the scale on which these estimates hold.

In proving that critical points are smooth, we will focus only on boundary regularity. Note that by our choice of \( \theta \), we have

\[
u(\overline{B_{\theta r}}(x) \cap \overline{B}) \subseteq B_{\theta^2 r}(u(x)), \text{ for all } x \in \partial B,
\]

and thus we may define, as in Section 2.1

\[
\hat{u} = (\Psi \circ u \circ F)(r \cdot) : (\overline{B_{\theta r}}(x), \hat{T}_\theta) \to (\mathbb{R}^3, \{ y^3 = 0 \}).
\]

Since \( u \) is a critical point of \( E_{\varepsilon,p,f} \), we get, letting \( \tilde{\varepsilon} = \frac{\varepsilon}{r} \) and \( \tilde{\lambda} = \lambda(r \cdot) \), that

\[
\int_{B_{\tilde{\varepsilon} r}^+} \left[ 1 + (\tilde{\varepsilon})^{n-2}(r^2 + \tilde{\lambda}^2 g_{kl}(\hat{u}) \nabla \hat{u}^k \cdot \nabla \hat{u}^l)^{\frac{n-1}{2}} \right] g_{ij}(\hat{u}) \nabla \hat{u}^i \cdot \nabla \hat{u}^j + \int_{B_{\tilde{\varepsilon} r}^-} \left[ 1 + (\tilde{\varepsilon})^{n-2}(r^2 + \tilde{\lambda}^2 g_{kl}(\hat{u}) \nabla \hat{u}^k \cdot \nabla \hat{u}^l)^{\frac{n-1}{2}} \right] \frac{1}{2} g_{kl,i}(\hat{u})(\nabla \hat{u}^k \cdot \nabla \hat{u}^l) \hat{\psi}^i
\]
depends only on \( \Sigma \) such that \( \tilde{\psi}^3 = 0 \) on \( T_\theta \). Here \( \tilde{f} = f \circ \Upsilon \).

Equation (3.3) is of the form considered in [20, Chapter 4]. Specifically, for \( (x, z, \xi) \in B^+_\theta \times V \times \mathbb{R}^{3 \times 2} \) we define (below \( \alpha, \beta \in \{1, 2\} \) and \( i, j, k, \ldots \in \{1, 2, 3\} \))

\[
\begin{align*}
N(x, z, \xi) &= (\tilde{\lambda}(x))^{-2} g_{kl}(z) \xi^k \xi_l \\
A_{\alpha,i}(x, z, \xi) &= \left[ 1 + (\tilde{\varepsilon})^{p-2}(r^2 + N(x, z, \xi))^{\frac{p}{2} - 1} \right] g_{ij}(z) \xi^j \\
A_i(x, z, \xi) &= \left[ 1 + (\tilde{\varepsilon})^{p-2}(r^2 + N)^{\frac{p}{2} - 1} \right] \frac{1}{2} g_{kl,i}(z) \xi^k \xi_l + \tilde{f}(z) Q_{ikl}(z) \xi^k \xi^l.
\end{align*}
\]

We then have the following estimates. (The constants \( c, C \) depend only on \( p, \Sigma \) and \( H_0 \) except for the bound on \( \frac{\partial A}{\partial z^m} \), which depends in addition on \( H_1 \). In any case, they do not depend on \( \tilde{\varepsilon} \in (0, 1] \) and \( r \in (0, r_B] \).)

\[
c|\xi|^2 \leq N(x, z, \xi) \leq C|\xi|^2 \\
|A_{\alpha,i}| \leq C \left[ \left( \tilde{\varepsilon}^{p-2}(r^2 + |\xi|^2)^{\frac{p}{2} - 1} \right) |\xi|^2 + \frac{\partial A_{\alpha,i}}{\partial \xi_\beta} \right] + \frac{\partial A_{\alpha,i}}{\partial \xi_\beta} |\xi| \leq C \left[ \left( \tilde{\varepsilon}^{p-2}(r^2 + |\xi|^2)^{\frac{p}{2} - 1} \right) |\xi|^2 \right].
\]

Also, (3.3) becomes

\[
\int_{B^+_\theta} A_{\alpha,i}(x, \tilde{u}, \nabla \tilde{u}) \partial_\alpha \psi^i + A_i(x, \tilde{u}, \nabla \tilde{u}) \psi^i = 0,
\]

for all \( \psi \in W^{1,p}_0(B^+_\theta; \mathbb{R}^3) \) with \( \psi^3 = 0 \) on \( T_\theta \). Formally integrating by parts and dividing both sides by \( 1 + (\tilde{\varepsilon})^{p-2}(r^2 + N^2)^{\frac{p}{2} - 1} \), we obtain the equation

\[
\Delta \tilde{u}^i + (p - 2) \frac{(\tilde{\varepsilon})^{p-2}(r^2 + N)^{\frac{p}{2} - 1} \tilde{\lambda}^{-2} g_{kl}(\tilde{u}) \partial_\alpha \tilde{u}^i \partial_\beta \tilde{u}^k}{1 + (\tilde{\varepsilon})^{p-2}(r^2 + N)^{\frac{p}{2} - 1}} \partial_{\alpha \beta} \tilde{u}^i = b_i(x, \tilde{u}, \nabla \tilde{u}),
\]

for \( i = 1, 2, 3 \), where \( b_i \) satisfies

\[
|b_i(x, z, \xi)| \leq C(|\xi| + |\xi|^2)
\]

with \( C \) depending only on \( p, \Sigma \) and \( H_0 \). On the other hand, there is a constant \( A_0 \) which depends only on \( \Sigma \) such that

\[
\left| \frac{(\tilde{\varepsilon})^{p-2}(r^2 + N)^{\frac{p}{2} - 1} \tilde{\lambda}^{-2} g_{kl}(\tilde{u}) \partial_\alpha \tilde{u}^i \partial_\beta \tilde{u}^k}{1 + (\tilde{\varepsilon})^{p-2}(r^2 + N)^{\frac{p}{2} - 1}} \right| \leq A_0.
\]
for all $\alpha, \beta \in \{1, 2\}$ and $i, l \in \{1, 2, 3\}$. Next, for all $q > 1$, consider the space

$$X_{q,0} = \{v \in W^{2,q}(\text{B}^+, \mathbb{R}^3) \mid v = 0 \text{ on } \partial \text{B} \cap \mathbb{R}^2, \partial_2 v^1 = \partial_2 v^2 = v^3 = 0 \text{ on } \text{T}\},$$

where the vanishing of $\partial_2 v^1, \partial_2 v^2$ on $\text{T}$ is in the trace sense. For all $f \in L^q(\text{B}^+; \mathbb{R}^3)$ there exists a unique $v \in X_{q,0}$ such that $\Delta v = f$ and

$$\|v\|_{2,q,\text{B}^+} \leq K_q \|f\|_{q,\text{B}^+}. \quad (3.8)$$

Below we choose $2 < p_0 < 3$ satisfying

$$9A_0(1 + K_2 + K_4)(p_0 - 2) < \frac{1}{2}.$$

**Proposition 3.1.** Let $p \in (2, p_0]$ and suppose $u \in M_p$ is a critical point of $E_{\epsilon, \rho, f}$. Then $u$ is smooth on $\overline{\text{B}}$.

*Proof.* Interior regularity follows in essentially the same way as in [34]. In particular $u$ is smooth in $\text{B}$. Below we focus on boundary regularity. As remarked above, given $u \in M_p$, we can always find $r \in (0, r_B]$ and $L > 0$ such that (3.2) holds. Given $x_0 \in \partial \text{B}$ we can then change coordinates as in the start of this section and get from $u|_{\overline{\text{B}_{\theta,r}(x_0)} \cap \text{B}}$ a map $\hat{u} : (\overline{\text{B}^+_2}, \text{T}_\theta) \to (\mathbb{R}^3, \{y^3 = 0\})$ satisfying (3.3) for all $\hat{\psi} \in W^{1,p}_0(\text{B}_\theta; \mathbb{R}^3)$ with $\hat{\psi}^3$ vanishing on $\text{T}$. 

**Step 1:** $W^{2,2}$-estimate up to boundary

The most important ingredient is the following estimate due to Ladyzhenskaya and Uralt’seva [20], which we state without proof. We only note that the test function $\psi = \zeta^2(\hat{u} - \hat{u}(0))$ used in [20] continues to be admissible here.

**Lemma 3.2 (20, Chapter 4, Lemma 1.3, or 29, Lemma 5.9.1).** There exist $C > 0$ and $\theta_1 \in (0, \theta]$ depending on $p, H_0, \Sigma, L$ such that for all $p \leq \theta_1$ we have

$$\int_{\text{B}^+_p} \left[ 1 + (\bar{\epsilon})^{p-2}(r^2 + |\nabla \hat{u}|^2)^{\frac{p}{2}-1} \right] \zeta^2 |\nabla \hat{u}|^2 \leq C \rho^{2(1-\frac{2}{p})} \int_{\text{B}^+_p} \left[ 1 + (\bar{\epsilon})^{p-2}(r^2 + |\nabla \hat{u}|^2)^{\frac{p}{2}-1} \right] |\nabla \zeta|^2,$$

for all $\zeta \in W^{1,p}_0(\text{B}_p)$.

By Lemma 3.2 and a standard difference quotient argument (see for instance 20, Chapter 4, Section 5) or [29, Theorem 1.11.1’]), there exist $\theta_2 < \frac{\theta_1}{2}$ and $C$, depending on $p, \Sigma, H_0, H_1$ and $L$, such that $\nabla \hat{u}_{x^1} \in L^2(\text{B}^+_{\theta_2})$, and that

$$\int_{\text{B}^+_{\theta_2}} \left[ 1 + (\bar{\epsilon})^{p-2}(r^2 + |\nabla \hat{u}|^2)^{\frac{p}{2}-1} \right] |\nabla \hat{u}_{x^1}|^2 \leq C \int_{\text{B}^+_{\theta_2}} \left[ 1 + (\bar{\epsilon})^{p-2}(r^2 + |\nabla \hat{u}|^2)^{\frac{p}{2}-1} \right] |\nabla \hat{u}|^2 \quad (3.9)$$

In particular, scaling back on the right-hand side, we get

$$\|\nabla \hat{u}_{x^1}\|_{2,\text{B}^+_{\theta_2}}^2 \leq CD_{\epsilon,p}(u; \text{B}^+_{2\theta_2}, x_0) \cap \text{B}). \quad (3.10)$$

To estimate $\hat{u}_{x^1x^2}$, note that as $\hat{u}$ is smooth on $\text{B}^+_{\theta_2}$, equation (3.5) holds pointwise. Rearranging, using (3.6), (3.7) and recalling our choice of $p_0$, we deduce that

$$|\hat{u}_{x^1x^2}| \leq C(|\nabla \hat{u}| + |\nabla \hat{u}_{x^1}|), \quad (3.11)$$

with $C$ depending only on $p, \Sigma$ and $H_0$. This together with (3.10) gives $\hat{u} \in W^{2,p/2}(\text{B}^+_{\theta_2})$, and that

$$\|\nabla \hat{u}\|_{1,p/2;\text{B}^+_{\theta_2}} \leq C(\|\nabla \hat{u}\|_{p;\text{B}^+_{\theta_2}} + \|\nabla \hat{u}\|_{p;\text{B}^+_{\theta_2}}^2 + \|\nabla \hat{u}_{x^1}\|_{2;\text{B}^+_{\theta_2}}), \quad (3.12)$$
with $C$ depending on $p, \Sigma, L, H_0$ and $H_1$. (Recall that $\theta_2$ depends on these.)

We now define a sequence $(p_k)$ by letting $p_1 = p$ and $p_{k+1} = \frac{2}{q-p}p_k$. Since $p > 2$, the sequence increases strictly to infinity, and we may let

$$k_0 = \max\{k \geq 1 \mid p_k < 4\},$$

which depends on $p$ only. Suppose by induction that $\nabla \hat{u} \in W^{1,p_k/2}(B_{\theta_2}^+)$ for some $1 \leq k < k_0$. Then by Sobolev embedding $\nabla \hat{u} \in L^{p_k+1}(B_{\theta_2}^+)$, and hence with the help of (3.11), we see that $\nabla \hat{u} \in W^{1,p_k+1/2}(B_{\theta_2}^+)$, with

$$\|\nabla \hat{u}\|_{1,p_{k+1}/2;B_{\theta_2}^+} \leq C(\|\nabla \hat{u}\|_{p_{k+1};B_{\theta_2}^+} + \|\nabla \hat{u}\|_{p_{k+1};B_{\theta_2}^+}^2 + \|\nabla \hat{u}\|_{p_{k+1};B_{\theta_2}^+}^4) \leq C(\|\nabla \hat{u}\|_{1,p_k/2;B_{\theta_2}^+} + \|\nabla \hat{u}\|_{1,p_k/2;B_{\theta_2}^+}^2 + \|\nabla \hat{u}\|_{1,p_k/2;B_{\theta_2}^+}^4).$$

Iterating from $k = 1$ to $k = k_0 - 1$ and recalling (3.12), (3.10) and (3.2), we get

$$\|\nabla \hat{u}\|_{1,p_{k_0}/2;B_{\theta_2}^+} \leq C(p, \Sigma, H_0, H_1, L, D_{\epsilon,p}(u;B_{2\theta_2}(x_0) \cap B)). \quad (3.13)$$

Taking the $L^2$-norm over $B_{\theta_2}^+$ on both sides of (3.11), we get

$$\|\nabla \hat{u}\|_{2;B_{\theta_2}^+} \leq C(\|\nabla \hat{u}\|_{2;B_{\theta_2}^+} + \|\nabla \hat{u}\|_{4;B_{\theta_2}^+}^2 + \|\nabla \hat{u}\|_{2;B_{\theta_2}^+}^4).$$

Using (3.13) to control the $L^4$-norm and recalling (3.10), we obtain

$$\|\nabla \hat{u}\|_{4;B_{\theta_2}^+} + \|\nabla^2 \hat{u}\|_{2;B_{\theta_2}^+} \leq C(p, \Sigma, H_0, H_1, L, D_{\epsilon,p}(u;B_{2\theta_2}(x_0) \cap B)). \quad (3.14)$$

Consequently, $A\alpha_{x^i}(\cdot, \hat{u}, \nabla \hat{u}) \in L^q \cap W^{1,q}(B_{\theta_2}^+)$ for all $q < \infty$ and $s < 2$. Going back to (3.1) and integrating by parts, we see that

$$\int_{T_{\theta_2}} A\alpha_{x^i}(\cdot, \hat{u}, \nabla \hat{u})\psi^i = 0,$$

for all $\psi \in W^{1,p}(B_{\theta_2}^+; \mathbb{R}^3)$ such that $\psi^3 = 0$ on $T_{\theta_2}$. Recalling that $g_{i,3} \equiv 0$ for $i = 1, 2$, we deduce that $\hat{u}_{x^i}^3 = 0$ on $T_{\theta_2}$ in the trace sense for $i = 1, 2$.

**Step 2:** $C^{1,\frac{5}{2}}$-regularity and smoothness

The idea is, as in Sacks-Uhlenbeck [34], to view the left-hand side of (3.5) as a perturbation of the Laplace operator. Consider for $q > 1$ the following space

$$X_{q,\hat{u}}^{(\theta_2)} = \{v \in W^{2,q}(B_{\theta_2}^+; \mathbb{R}^3) \mid v = \hat{u} \text{ on } \partial B_{\theta_2} \cap \mathbb{R}^2, v^1_{x^2} = v^2_{x^2} = v^3 = 0 \text{ on } T_{\theta_2}\}.$$

For all $f \in L^q(B_{\theta_2}^+; \mathbb{R}^3)$, there exists a unique $v \in X_{q,\hat{u}}^{(\theta_2)}$ such that $\Delta v = f$ and that

$$\theta_2^{-2}\|v\|_{q,B_{\theta_2}^+} + \theta_2^{-1}\|\nabla v\|_{q,B_{\theta_2}^+} + \|\nabla^2 v\|_{q,B_{\theta_2}^+} \leq K_q\|f\|_{q,B_{\theta_2}^+}, \quad (3.15)$$

with $K_q$ as in (3.3). On the other hand, define $L : X_{q,\hat{u}}^{(\theta_2)} \rightarrow L^q(B_{\theta_2}^+; \mathbb{R}^3)$ by

$$(Lw)^i = \Delta w^i + (p-2)\left(\frac{(\tilde{\epsilon})^{p-2}(r^2 + N)\frac{\tilde{\lambda}^{-1}}{1 + (\tilde{\epsilon})^{p-2}(r^2 + N)\frac{\tilde{\lambda}^{-1}}{r^2 + N}}\partial_{x^i} w^k, \quad (\tilde{\epsilon})^{p-2}(r^2 + N)\frac{\tilde{\lambda}^{-1}}{r^2 + N}\partial_{x^i} w^k, \quad (\tilde{\epsilon})^{p-2}(r^2 + N)\frac{\tilde{\lambda}^{-1}}{r^2 + N}\partial_{x^i} w^k, $$

and then $T_q : X_{q,\hat{u}}^{(\theta_2)} \rightarrow X_{q,\hat{u}}^{(\theta_2)}$ by

$$T_q(w) = w - \Delta^{-1}(Lw - b(\cdot, \hat{u}, \nabla \hat{u})).$$
Note that since \( \hat{u} \in W^{2,2}(B_{\theta_2^2}^+ \setminus T_2) \), by (3.6) and Sobolev embedding \( b(\cdot, \hat{u}, \nabla \hat{u}) \) lies in \( L^q \). Also, \( \hat{u} \) is a fixed point of \( T_2 \). Next, by (3.5), the definition of \( L \) and (3.7), and recalling our choice of \( p_0 \), we see that both \( T_4 \) and \( T_2 \) are contractions. The unique fixed point of \( T_4 \) in \( X_{4,\hat{u}} \) must then coincide in \( X_{4,\hat{u}}^2 \) with \( \hat{u} \), and hence \( \hat{u} \in W^{2,4}(B_{\theta_2^2}^+; \mathbb{R}^3) \), which embeds continuously into \( C^{1,\frac{1}{2}}(B_{\theta_2^2}^+; \mathbb{R}^3) \). As in [12 Proposition 1.4], we may then apply Schauder theory for linear elliptic systems to (3.5) to obtain smoothness. \( \Box \)

**Remark 3.3.** Taking into account (2.1), the estimate (3.14) formulated in terms of \( u \) implies

\[
r^{\frac{1}{2}} \| \nabla u \|_{4; B_{\frac{3}{4}r}(x)} + r \| \nabla^2 u \|_{2; B_{\frac{3}{4}r}(x)} \leq C(p, \Sigma, H_0, H_1, L, \epsilon, p, u; B_{2\theta_2r}(x) \cap B),
\]

for all \( x \in \partial B \). We emphasize that \( \theta_2 \) depends on \( L \), among other things. There is also an interior version of this estimate, whose proof is much simpler as there is no need to flatten the constraint or to separately treat tangential and normal derivatives.

### 3.2. A priori estimates for critical points

In this section we derive several a priori estimates that will play important roles in Section 4, the main estimate being Proposition 3.6. Most of the arguments here are adapted from [12, Section 1.2].

The next proposition will later be used in conjunction with Remark 3.3 with \( r = \epsilon \) (Proposition 3.3), and is also an ingredient in the proof of Proposition 3.6, which we will rely on to get estimates that hold on scales independent of \( \epsilon \).

**Proposition 3.4** (See also [12, Lemma 1.5].) With \( p_0 \) as in Proposition 3.1, given \( H_0, L > 0, \epsilon \in (0, 1] \) and \( q \geq 2 \), there exist \( \theta_0 \in (0, \frac{1}{4}) \) depending only on \( L \) and \( \Sigma \), and \( p_1 \in (2, p_0] \) depending only on \( q \) and \( \Sigma \), such that if \( u \) is a critical point of \( E_{\epsilon, p, f} \) with \( p \leq p_1 \), \( \| f \|_\infty \leq H_0 \), and if

\[
r^2 \int_{B_r(x_0) \cap B} |\nabla u|^4 \leq L^4 \text{ for some } x_0 \in \partial B, r \in (0, r_B), \tag{3.16}
\]

then for all \( \sigma < \rho \leq \theta_0 \), there holds

\[
r^2 \frac{\sigma}{\rho} \| \nabla^2 u \|_{q; B_{\frac{3}{4}r}(x_0) \cap B} \leq C(p, \rho - \sigma, p, q, \Sigma, H_0, L) r^{\frac{3}{2}} \| \nabla u \|_{4; B_{\rho r}(x_0) \cap B}. \tag{3.17}
\]

**Proof.** The structure of the proof follows that of [12, Lemma 1.5]. By assumption and Sobolev embedding, there exists \( \theta_0 \in (0, \frac{1}{4}) \) depending only on \( L, \Sigma \) such that

\[
u(u(B_{\theta_0r}(x_0) \cap B) \subseteq B_{\rho \sigma}(u(x_0)),
\]

so we may let \( U, V, \Psi, \Upsilon, g, Q, F \) and \( \lambda \) be as before on similar occasions, and define

\[
\hat{u} = (\Psi \circ u \circ F)(r \cdot) \text{ on } B_{\theta_0}^+.
\]

Then \( \hat{u} \) is a smooth solution to (5.5) on \( B_{\theta_0}^+ \) with boundary conditions

\[
\hat{u}^2 = 0, \quad \hat{u}^3 = 0 \text{ on } T_{\theta_0}.
\tag{3.18}
\]

Given \( \sigma < \rho \leq \theta_0 \), we let \( \rho' = \frac{\rho + \sigma}{2} \) and take a cut-off function \( \zeta \in C_0^\infty(B_{\rho'}) \) satisfying \( \zeta = 1 \) on \( B_{\sigma} \) and \( \| \nabla \zeta \|_\infty \leq C(\rho - \sigma)^{-1} \), where \( C \) is independent of \( \sigma \) and \( \rho \). By a reflection we can also arrange that \( \zeta x_2 = 0 \) on \( T_{\rho} \). Writing \( \hat{u} \) as \( u \) for simplicity, we get for all \( a \in \mathbb{R}^3 \) with \( a^3 = 0 \) that

\[
|\Delta(\zeta(u - a))| \leq 6A_0(p - 2)|\nabla^2(\zeta(u - a))| + C(\rho - \sigma)^{-1}|\nabla u|
\]
+ C(\rho - \sigma)^{-2}|u - a| + C(|\nabla u| + |\nabla u|^2). \quad (3.19)

Under the boundary conditions (3.15) and how \( \zeta \) is chosen, standard elliptic theory gives

\[
\|\nabla^2(\zeta(u - a))\|_{q,B^+_\rho} \leq K_\rho \|\Delta(\zeta(u - a))\|_{q,B^+_\rho}.
\]

Combining this with (3.19) gives

\[
\|\nabla^2(\zeta(u - a))\|_{q,B^+_\rho} \leq 6A_0 K_\rho (p - 2) \|\nabla^2(\zeta(u - a))\|_{q,B^+_\rho} + CK_\rho (\rho - \sigma)^{-1} \|\nabla u\|_{q,B^+_\rho} + \rho \|\nabla u\|_{q,B^+_\rho} \leq 6A_0 K_\rho (p - 2) \|\nabla^2(\zeta(u - a))\|_{q,B^+_\rho} + CK_\rho (\rho - \sigma)^{-1} \|\nabla u\|_{q,B^+_\rho} + \rho \|\nabla u\|_{q,B^+_\rho}
\]

Requiring that

\[
6A_0 K_\rho (p_1 - 2) < \frac{1}{2},
\]

and choosing \( a^1, a^2 \) appropriately to apply Poincaré’s inequality, we get

\[
\|\nabla^2u\|_{q,B^+_\rho} \leq C[1 + (\rho - \sigma)^{-2}] \|\nabla u\|_{q,B^+_\rho} + C\|\nabla u\|_{2,q,B^+_\rho} \leq C[1 + (\rho - \sigma)^{-2}] \|\nabla u\|_{q,B^+_\rho} + C\|\nabla u\|_{2,q,B^+_\rho}.
\]

Repeating the above argument with 2, \( \rho', \rho' \), \( q, \sigma, \rho' \), respectively, we see that, further requiring

\[
6A_0 K_\rho (p_1 - 2) < \frac{1}{2},
\]

we get

\[
\|\nabla^2u\|_{2,B^+_{\rho'}} \leq C[1 + (\rho - \sigma)^{-2}] \|\nabla u\|_{2,B^+_{\rho'}} + C\|\nabla u\|_{4,B^+_{\rho'}}.
\]

The Sobolev embedding of \( W^{2,2} \) into \( W^{1,q} \) and \( W^{1,2q} \) allows us to string (3.20) and (3.21) together and obtain (reverting to the notation \( \hat{u} \))

\[
\|\nabla\hat{u}\|_{2,q,B^+_{\rho'}} + \|\nabla^2\hat{u}\|_{q,B^+_{\rho'}} \leq C(\rho, \rho - \sigma, \rho, p, q, \Sigma, H_0, L)\|\nabla\hat{u}\|_{4,B^+_{\rho'}}
\]

which implies (3.17).

**Remark 3.5.** Decreasing \( p_1 \) depending only on \( q \) if necessary, a similar proof as above gives an interior version of Proposition 3.4 where \( B_r(x_0) \cap B \) is replaced with some \( B_r(x_0) \subseteq B \). In this case, since there is no need to locally flatten the constraint, we can allow any \( \sigma < \rho \leq 1 \). Also, the counterpart of the estimate (3.17) will be independent of \( \Sigma \).

Remark 3.3 gives (3.16) with a suitable \( L \) provided we have a bound of the form (3.2) to begin with. However, in application we only expect a bound on \( D_{\varepsilon,p} \), which does not imply (3.2) unless \( r \) is controlled by \( \varepsilon \). The next proposition gives estimates on scales independent of \( \varepsilon \) when the Dirichlet energy does not concentrate. The statement and its proof are analogous to [12], Lemmas 1.6 and 1.7.

**Proposition 3.6** (See also [12], Lemmas 1.6 and 1.7). Suppose \( u \in M_p \) is a critical point of \( E_{\varepsilon,p,f} \), with \( \varepsilon \in (0, 1], p \in (2, p_1] \) and \( \|f\|_{\infty} \leq H_0 \), where \( p_1 \) is given by Proposition 3.4 and Remark 3.3 with \( q = 4 \). There exists \( \eta \in (0, \frac{1}{16}) \) depending only on \( p, \Sigma \) and \( H_0 \) such that if

\[
\int_{B_r(x_0) \cap B} |\nabla u|^2 < \eta \text{ for some } x_0 \in \partial B, r \in (0, r_B),
\]

then we have

\[
r |\nabla u| \leq 8 \text{ on } \overline{B_r^2(x_0)} \cap \overline{B}.
\]
Moreover, letting \( \theta_0 \) be as in Proposition 3.4 with \( L = 1 \), we have
\[
\frac{r}{2} \| \nabla u \|_{4; B_{\frac{1}{2} \theta_0}(x_0) \cap B} + \frac{r}{2} \| \nabla^2 u \|_{4; B_{\frac{1}{2} \theta_0}(x_0) \cap B} \leq C(p, \Sigma, H_0) \| \nabla u \|_{2; B_{\frac{1}{2} \theta_0}(x_0) \cap B}.
\] 

(3.24)

Proof. Let \( x_1 \) be a point where \( \sup_{B_{\frac{1}{4} \theta_0}(x_0) \cap B} (r - |x - x_0|) |\nabla u(x)| \) is attained, and set \( \epsilon_0 = |\nabla u(x_1)| \) and \( \rho_0 = \frac{1}{2} (r - |x_1 - x_0|) \). Then
\[
|\nabla u(x)| \leq 2 \epsilon_0, \text{ on } B_{\rho_0}(x_1) \cap B.
\] 

(3.25)

Now assume that \( \rho_0 \epsilon_0 \geq 2 \), so that by (3.25) we have
\[
\epsilon_0^2 \int_{B_{\frac{1}{2} \epsilon_0}(x_1) \cap B} |\nabla u|^{4} \leq L^4
\] 

(3.26)

for some numerical constant \( L \), which in turn determines a \( \theta_0 \in (0, \frac{1}{4}) \) as in Proposition 3.4.

Next, by (3.22), there exists some numerical constant \( C_0 \) such that
\[
\inf_{B_{\frac{1}{2} \epsilon_0}(x_1) \cap B} |\nabla u|^{2} < C_0 \eta \frac{1}{2} \epsilon_0^2.
\] 

(3.27)

Since \( |\nabla u(x_1)|^2 = \epsilon_0^2 \), we deduce that, with \( \alpha = \frac{1}{2} \),
\[
[|\nabla u|^{2}]_{\alpha; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B} \geq \frac{\epsilon_0^2(1 - C_0 \eta \frac{1}{2})}{\eta \epsilon_0^{-\alpha}} > \frac{1}{2} \eta^{-\frac{1}{2}} \epsilon_0^{2+\alpha},
\]

(3.28)

provided \( C_0 \eta \frac{1}{2} < \frac{1}{2} \). On the other hand, with \( q = 4 \), by (3.25) and Sobolev embedding,
\[
(\epsilon_0^{-1})^{2+\alpha} \| \nabla u \|^{2}_{4; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B} \leq C(\epsilon_0^{-1})^{1+\alpha} \| \nabla u \|_{4; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B}
\]

\[
\leq C(\epsilon_0^{-1})^{2-\frac{2}{q}} \| \nabla^2 u \|_{q; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B}.
\]

(3.29)

Next suppose in addition that \( \eta \frac{1}{2} < \frac{\theta_0}{4} \epsilon_0^{-1} \), then by Remark 3.5 and (3.26),
\[
(\epsilon_0^{-1})^{2-\frac{2}{q}} \| \nabla^2 u \|_{q; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B} \leq C(\theta_0, p, H_0, L) \epsilon_0^{-\frac{1}{2}} \| \nabla u \|_{4; B_{\frac{1}{8} \theta_0 \epsilon_0^{-1}}(x_2) \cap B} \leq \tilde{C}(\theta_0, p, H_0, L).
\]

On the other hand, if \( 1 - |x_1| \geq \frac{\theta_0}{4} \epsilon_0^{-1} \), then we let \( x_2 = \frac{x_1}{|x_1|} \) and note that
\[
(\epsilon_0^{-1})^{2-\frac{2}{q}} \| \nabla^2 u \|_{q; B_{\frac{1}{4} \epsilon_0^{-1}}(x_1) \cap B} \leq (\epsilon_0^{-1})^{2-\frac{2}{q}} \| \nabla^2 u \|_{q; B_{\frac{1}{8} \theta_0 \epsilon_0^{-1}}(x_2) \cap B}
\]

\[
\leq C(\theta_0, p, \Sigma, H_0, L) \epsilon_0^{-\frac{1}{2}} \| \nabla u \|_{4; B_{\frac{1}{8} \theta_0 \epsilon_0^{-1}}(x_2) \cap B} \leq \hat{C}(\theta_0, p, \Sigma, H_0, L),
\]

where we used Proposition 3.4 with \( \sigma = \frac{\theta_0}{2} \) and \( \rho = \theta_0 \) to obtain the second line. Next we combine the above estimates with (3.28) and (3.29). Since \( \theta_0 \) depends only on \( \Sigma \) and \( L \), and the latter is merely a numerical constant, we obtain
\[
\eta^{-\frac{1}{2}} \leq C(p, \Sigma, H_0),
\]

subject to the requirements \( C_0 \eta \frac{1}{2} < \frac{1}{2} \) and \( \eta \frac{1}{2} < \frac{\theta_0}{8} \). In any case, provided \( \eta \) is small enough depending only on \( p, \Sigma \) and \( H_0 \), we have \( \rho_0 \epsilon_0 \leq 2 \), in which case (3.24) follows.
To get the second conclusion, note that (3.22) and (3.23) implies (3.16) with \( L = 1 \) and with \( \frac{1}{2} \) in place of \( r \). Let \( \theta_0, \tilde{u} \) and \( \zeta \) be as in the proof of Proposition 3.4 with \( r \) in the definition of \( \tilde{u} \) replaced with \( \frac{1}{2} \). Then by (3.23) again there holds
\[
\sup_{\Sigma^+_{\theta_0}} |\nabla \tilde{u}| \leq C, \tag{3.30}
\]
with \( C \) depending only on \( \Sigma \). Consequently the term \( |\nabla u|^2 \) in (3.19) can be absorbed into the term \( |\nabla u| \) that precedes it. Repeating the argument that follows with \( q = 4, \sigma = \frac{\theta_0}{2} \) and \( \rho = \theta_0 \) then yields (3.20) and (3.21) without the squared terms at the end. The Sobolev embedding from \( W^{2,2} \) into \( W^{1,4} \) bridges these two estimates to give
\[
\|\nabla \tilde{u}\|_{4;B_{\theta_0}} + \|\nabla^2 \tilde{u}\|_{4;B_{\theta_0}} \leq C(p, \Sigma, H_0)\|\nabla \tilde{u}\|_{2;B_{\theta_0}^+}.
\]
Combining this with (3.30) gives (3.24).

\[\square\]

**Remark 3.7.** Again, Proposition 3.6 has an interior version with \( B_r(x_0) \cap B \) replaced by some \( B_r(x_0) \subseteq B \). In this case both \( \eta \) and the analogue of (3.24) are independent of \( \Sigma \), and the latter holds with the \( \theta_0 \)-factor removed from the radii of the balls.

**Remark 3.8.** With essentially the same proofs, Propositions 3.4 and 3.6 as well as their interior counterparts, remain valid when \( \varepsilon = 0 \), that is, when \( u : (\overline{B}, \partial B) \to (\mathbb{R}^3, \Sigma) \) is assumed to be a smooth solution to (2.8) with \( \varepsilon = 0 \) and \( \|f\|_\infty \leq H_0 \). In particular, in this case both the threshold \( \eta \) and the estimate (3.24) are independent of \( p \).

An important consequence of Proposition 3.6 is an energy lower bound independent of \( \varepsilon \) for non-constant critical points of \( E_{\varepsilon, p, f} \). The proof is similar enough to [12, Theorem 1.8] and is therefore omitted.

**Proposition 3.9** (See [12, Theorem 1.8]). With \( p_1 \) as in Proposition 3.6, there exist \( p_2 \in (2, p_1) \), depending only on \( \Sigma \), and, for all \( p \in (2, p_2] \), some \( \beta > 0 \) depending only on \( p, \Sigma \) and \( H_0 \) such that if \( \varepsilon \in (0, 1], \|f\|_\infty \leq H_0 \) and \( u \) is a critical point of \( E_{\varepsilon, p, f} \) with \( D(u) < \beta \), then \( u \) is constant.

### 3.3. A maximum principle.

The estimates derived so far are on the derivatives of \( u \). The main result of this section is an \( L^\infty \)-estimate independent of \( \varepsilon \). Below let \( \Sigma' \) be a closed surface which has mean curvature \( H_{\Sigma'} \) bounded below by some \( H_0 > 0 \), and is strictly convex in the sense that its second fundamental form \( A_{\Sigma'} \) is everywhere positive definite. Then \( \Sigma' \) bounds a convex domain \( \Omega' \), and we assume that \( \Sigma \subseteq \overline{\Omega'} \). Letting \( d = \text{dist}(\cdot, \Omega') \), which is a smooth convex function on \( \mathbb{R}^3 \setminus \overline{\Omega'} \), we define, for \( t > 0 \),

\[\Sigma'_t = \{ y \in \mathbb{R}^3 \mid d(y) = t \}, \quad \Omega'_t = \text{the bounded open region enclosed by } \Sigma'_t.\]

Given \( H \in (0, H_0) \), there exists \( t_0 \in (0, 1/4) \) such that
\[H_{\Sigma'_t} \geq \frac{H_0 + H}{2} \quad \text{for all } t \in (0, t_0),\]
and we choose \( f : \mathbb{R}^3 \to [0, H] \) to be a smooth function satisfying
\[f(y) = \begin{cases} H & \text{if } y \in \overline{\Omega}'_{t_0/4}, \\ 0 & \text{if } y \notin \Omega'_{3t_0/4}. \end{cases}\]

**Proposition 3.10.** Let \( f \) be as above and suppose \( r \in [0, 1] \).

(a) Let \( u \in \mathcal{M}_p \) be a smooth critical point of \( E_{\varepsilon, p, f} \). Then \( u(\overline{B}) \subseteq \overline{\Omega}'_{t_0} \).
(b) Suppose \( u : (\Omega, \partial \Omega) \rightarrow (\Omega_{t_0}, \Sigma) \) is a smooth solution to
\[
\begin{align*}
\Delta u &= r f(u) u_{x_1} \times u_{x_2} & \text{in } \Omega, \\
&= 0 & \text{in } \Omega_{t_0} \\
&= 0 & \text{on } \Sigma.
\end{align*}
\]

Then \( u(\Omega) \subseteq \Omega'. \)

**Proof.** For part (a), let \( C_+ = \{ x \in \Omega | d(u(x)) > t_0 \} \). Since \( u(\partial \Omega) \subseteq \Sigma \), we see that \( d(u) = t_0 \) on \( \partial C_+ \). Next, our choice of \( \Phi \) implies that
\[
\text{div} \left( \left[ 1 + \varepsilon \nu^2 \right] \frac{\nabla u}{\lambda} \right) = 0 \quad \text{on } C_+.
\]
Therefore, by the convexity of \( d \), we have
\[
\text{div} \left( \left[ 1 + \varepsilon \nu^2 \right] \frac{\nabla u}{\lambda} \right) \geq 0 \quad \text{on } C_+.
\]
The maximum principle then forces \( C_+ \) to be empty, and hence \( u(x) \in \Omega_{t_0} \) for all \( x \in \Omega \).

For part (b), we first note that \( u \) is weakly conformal by \((3.31)\) and a Hopf differential argument (see \cite{38} page 27; the function \( \Phi \) there is still holomorphic in our case). Next, we define \( C'_+ = \{ x \in \Omega | d(u(x)) > 0 \} \) and observe that \( d(u) = 0 \) on \( \partial C'_+ \) since \( u(\partial \Omega) \subseteq \Sigma \).

Also, by assumption, \( 0 < d(u) \leq t_0 \) on \( C'_+ \). Similar to the proof of the Hopf boundary point lemma, we let \( F = e^{ad} \), with \( a > 0 \) to be determined, and compute, on \( \mathbb{R}^3 \setminus \overline{\Omega} \),
\[
\nabla^2 F = e^{ad}(a \nabla^2 d + \alpha^2 \nabla d \otimes \nabla d) = ae^{ad}(A_{\Sigma_d} + a \nabla d \otimes \nabla d).
\]
Thus, letting \( \lambda_1 \leq \lambda_2 \leq \lambda_3 \) be the eigenvalues of \( \nabla^2 F \), provided \( \alpha \) is large enough, we get that
\[
\lambda_1 + \lambda_2 = ae^{ad} H_{\Sigma_d} \geq ae^{ad} H_0 + H \quad \text{on } d \in (0, t_0].
\]
Now, recalling that \( d(u) \in (0, t_0] \) on \( C'_+ \), by a direct computation using \((3.32)\), the weak conformality of \( u \) and our choice of \( f \), we have on \( C'_+ \) that
\[
\Delta(F(u)) = ae^{ad}(\nabla d)_u \cdot (\Delta u) + (\nabla^2 F)_{u_1, u_1} + (\nabla^2 F)_{u_2, u_2} \\
\geq -ae^{ad} r f(u) |u_{x_1} \times u_{x_2}| + \frac{\nabla u^2}{2}(\lambda_1 + \lambda_2) \\
\geq ae^{ad} H_0 - H \frac{|\nabla u|^2}{2} \geq 0.
\]
Thus, by the maximum principle, \( \sup_{C'_+} F(u) \leq \sup_{\partial C'_+} F(u) = 1 \). Consequently \( C'_+ \) must be empty, and we are done. \( \Box \)

4. Second Variation and Index

Suppose \( p_0, p_1 \) and \( p_2 \) are respectively as in Propositions \( 3.1, 3.2 \) and \( 3.3 \). Below, and throughout the remainder of the paper, we fix a single \( p \in (2, p_2] \) (recall that \( 2 < p_2 \leq p_1 \leq p_0 < 3 \)). For now, \( f \) is any bounded smooth function from \( \mathbb{R}^3 \) to \( \mathbb{R} \) with \( \int_{\Omega} f > 0 \).

The purpose of this section is to derive some useful local estimates for \( E_{\varepsilon,p,f} \) near a critical point, which will be crucial in the proof of Proposition \( 5.5 \). First, a direct computation shows that at a critical point \( u \) of \( E_{\varepsilon,p,f} \), which is smooth by our choice of \( p \), the second variation formula is given as follows. For all \( \psi \in T_u \mathcal{M}_p \),
\[
\delta^2 E_{\varepsilon,p,f}(u)(\psi, \psi) = \int_\Omega \left[ 1 + \varepsilon \nu^2 \left( 1 + |\nabla u|^2 \right)^{\frac{p-2}{2}} \right] |\nabla \psi|^2 + \varepsilon \nu^2 (p-2)(1 + |\nabla u|^2)^{\frac{p-2}{2}} (\nabla u, \nabla \psi)^2
\]
where for \( x \in \partial B \), \( A^u_{\Sigma} \big|_x \) is the second fundamental form of \( \Sigma \) at \( u(x) \) in the direction of \( u_r(x) \), the latter being normal to \( \Sigma \) by \((2.8)\). Since \( u \) is smooth, \( \delta^2 E_{\varepsilon,p,f}(u) \) extends to a bounded, symmetric bilinear form satisfying a Gårding inequality on the Hilbert space

\[
H_u = \{ \psi \in W^{1,2}(B; \mathbb{R}^3) \mid \psi|_{\partial B}(x) \in T_{u(x)} \Sigma \text{ for a.e. } x \in \partial B \},
\]

where \( \psi|_{\partial B} \) denotes the trace of \( \psi \) on \( \partial B \). Standard Hilbert space theory implies that \( H_u \) has a basis which is orthonormal with respect to the \( L^2 \) inner product and consists of eigenfunctions of \( \delta^2 E_{\varepsilon,p,f}(u) \), with the corresponding eigenvalues all real and forming a sequence tending to infinity. Furthermore, polarizing \((1.1)\), we see by elliptic regularity that each eigenfunction is smooth on \( \overline{B} \).

**Definition 4.1.** Given a critical point \( u \) of \( E_{\varepsilon,p,f} \), we define its index, \( \text{Ind}_{\varepsilon,p,f}(u) \), to be the number of negative eigenvalues of \( \delta^2 E_{\varepsilon,p,f}(u) \) counted with multiplicity. Moreover, denote by \( V_u^- \) the sum of the negative eigenspaces of \( \delta^2 E_{\varepsilon,p,f}(u) \), and by \( V_u^\perp \) the set of elements in \( T_uM_p \) which are \( L^2 \)-orthogonal to \( V_u^- \). Then both \( V_u^- \) and \( V_u^\perp \) are closed subspaces of \( T_uM_p \), with \( \dim V_u^- = \text{Ind}_{\varepsilon,p,f}(u) \), and we have

\[
T_uM_p = V_u^- \oplus V_u^\perp.
\]

Accordingly, given \( \xi \in T_uM_p \), we write \( \xi = \xi^- + \xi^\perp \). Note that since both direct summands are closed, \( \|(-\cdot)\|_{1,p} + \|(-\cdot)^\perp\|_{1,p} \) and \( \|\cdot\|_{1,p} \) are equivalent norms on \( T_uM_p \).

**Definition 4.2.** Given a smooth solution \( u : (\overline{B}, \partial B) \to (\mathbb{R}^3, \Sigma) \) to

\[
\left\{ \begin{array}{ll}
\Delta u = f(u)ux_1 \times ux_2 & \text{in } B, \\
u_r(x) \perp T_{u(x)} \Sigma & \text{for all } x \in \partial B,
\end{array} \right.
\]

we let \( \delta^2 E_f(u) \) denote the bilinear form on \( H_u \) obtained by setting \( \varepsilon = 0 \) in \((4.1)\), and let \( \text{Ind}_f(u) \) denote its number of negative eigenvalues counted with multiplicity.

To state the main result of this section, we need some additional notation. Let \( u \in M_p \) be a critical point of \( E_{\varepsilon,p,f} \) and suppose \( A \) is a simply-connected neighborhood of \( u \). Then for \( s \) small enough, \( \Theta_u : \psi \mapsto \exp^B_0(\psi) \) restricts to a chart on \( B_s = \{ \psi \in T_uM_p \mid \|\psi\|_{1,p} < s \} \) with image contained in \( A \). Given a local reduction \( E_{\varepsilon,p,f}^A \), we write \( \tilde{E} = E_{\varepsilon,p,f}^A \circ \Theta_u \). Then \( (\delta \tilde{E})_0 = 0 \) and \( (\delta^2 \tilde{E})_0 = (\delta^2 E_{\varepsilon,p,f})_u \). Also, by Lemma \((2.4)\), \( \delta^2 \tilde{E} \) is continuous from \( B_s \) into the space of bounded bilinear forms on \( T_uM_p \).

**Proposition 4.3.** There exist \( r \in (0, \frac{\varepsilon}{2}) \), \( a > 0 \) and \( \theta \in (0, 1) \) depending on \( u \) such that for any local reduction \( E_{\varepsilon,p,f}^A \), in the above notation we have the following.

(a) For all \( \xi \in T_uM_p \) such that \( \|\xi\|_{1,1,p} \leq r \) and \( \|\xi^\perp\|_{1,1,p} \leq \theta \|\xi^-\|_{1,1,p} \), we have

\[
\tilde{E}(0) - \tilde{E}(\xi) \geq a\|\xi^-\|_{1,1,p}^2.
\]

(b) For all \( \varphi \in T_uM_p \) and \( \xi^- \in V_u^- \) such that \( \|\varphi\|_{1,1,p} \leq r \), \( \|\xi^\perp\|_{1,1,p} = 1 \) and \( (\delta \tilde{E})_\varphi(\xi^-) \leq 0 \), we have

\[
\tilde{E}(\varphi) - \tilde{E}(\varphi + t\xi^-) \geq at^2, \text{ for } 0 \leq t \leq r.
\]
Proof. By the last paragraph of Section 2.3, it suffices to prove (a) and (b) for just one local reduction. Since \((\delta^2 E)_0\) is a bounded bilinear form on \(T_u\mathcal{M}_p\), there exists \(C_u > 0\) such that
\[
|\langle \delta^2 E\rangle_0(\xi, \xi)| \leq C_u\|\xi\|_{1,p}^2, \quad \text{for all } \xi \in T_u\mathcal{M}_p.
\]

On the other hand, since \(V_u^-\) is finite-dimensional, the \(W^{1,p}\) and \(L^2\)-norms restricted to \(V_u^-\) are equivalent, and hence there exists \(c_u > 0\) such that
\[
(\delta^2 E)_0(\xi, \xi) \leq -c_u\|\xi\|_{1,p}^2 \quad \text{for all } \xi \in V_u^-.
\]

Next, by the continuity of \(\delta^2 E\), provided \(r \in (0, \frac{\delta}{3})\) is sufficiently small, we have
\[
|\langle (\delta^2 E)\rangle_0(\xi, \xi) - (\delta^2 E)_0(\xi, \xi)| \leq \frac{c_u}{10}\|\xi\|_{1,p}^2, \quad \text{for all } \xi \in T_u\mathcal{M}_p \text{ and } \|\psi\|_{1,p} \leq 2r.
\]

Thus, given \(\xi\) as in (a), we have by Taylor expansion that
\[
\tilde{E}(\xi) = \tilde{E}(0) + \frac{1}{2}(\delta^2 E)_0(\xi^-; \xi^-) + \frac{1}{2}(\delta^2 E)_0(\xi^+; \xi^+)
\]
\[
+ \int_0^1 (1 - t)((\delta^2 E)_{t\xi}(\xi, \xi) - (\delta^2 E)_0(\xi, \xi))\,dt
\]
\[
\leq \tilde{E}(0) - \frac{c_u}{2}\|\xi^-\|_{1,p}^2 + C_u\|\xi^+\|_{1,p}^2 + \frac{c_u}{32}\|\xi\|_{1,p}^2,
\]
where in the first line we used the fact that \((\delta^2 E)_0(V_u^-, V_u^+) = 0\). Now, under the assumption that \(\|\xi^+\|_{1,p} \leq \theta\|\xi^-\|_{1,p}\), we have \(\|\xi\|_{1,p} \leq 2\|\xi^-\|_{1,p}\). Thus we deduce from (4.2) that
\[
\tilde{E}(\xi) \leq \tilde{E}(0) - \frac{1}{2}(c_u - C_u\theta^2 - \frac{c_u}{4})\|\xi^-\|_{1,p}^2.
\]
Choosing \(\theta\) so that \(\theta^2 < \frac{4c_u}{5c_u}\), we get (a) with \(a = \frac{c_u}{4}\).

To prove (b), note that with \(\varphi, \xi^-\) and \(t\) as in the statement, we have \(\varphi + t\xi^- \in B_{2r}\). We then compute,
\[
\tilde{E}(\varphi + t\xi^-) - \tilde{E}(\varphi) = t(\delta\tilde{E})_{\varphi}(\xi^-) + \frac{t^2}{2}(\delta^2 \tilde{E})_0(\xi^-; \xi^-)
\]
\[
+ \int_0^t (t - s)((\delta^2 \tilde{E})_{\varphi + s\xi^-}(\xi^-; \xi^-) - (\delta^2 \tilde{E})_0(\xi^-; \xi^-))\,ds.
\]

Thus, since \((\delta \tilde{E})_{\varphi}(\xi^-) \leq 0\) by assumption,
\[
\tilde{E}(\varphi + t\xi^-) - \tilde{E}(\varphi + t\xi^-) \geq \frac{t^2}{2}c_u\|\xi^-\|_{1,p}^2 - \frac{t^2}{2}\frac{c_u}{16}\|\xi^-\|_{1,p}^2 \geq \frac{c_u}{4}t^2,
\]
which gives (b) with \(a = \frac{c_u}{4}\). \(\square\)

5. Existence of critical points of the perturbed functional

We continue to assume that \(p \in (2, p_2]\) and that \(f\) is any smooth, real-valued function on \(\mathbb{R}^3\) with \(\|f\|_{\infty} \leq H_0\) and \(\int_{\Omega} f > 0\). Specific choices of \(H_0\) and \(f\) will be made right before Proposition 5.6, which is the main result of this section. It gives non-constant critical points of the perturbed functional with \(D_{\varepsilon,p}\) bounded uniformly in \(\varepsilon\), index at most 1, and image contained in a fixed compact set independent of \(\varepsilon\).
To set the stage for the min-max construction, we recall that each continuous path $\gamma : [0,1] \to \mathcal{M}_p$ starting and ending at constants induces a continuous map $F_\gamma : (B^3, \partial B^3) \to (\mathbb{R}^3, \Sigma)$, and define

$$\mathcal{P} = \{ \gamma \in C^0((0,1]; \mathcal{M}_p) \mid \gamma(0) = \text{constant}, \gamma(1) = \text{constant}, \deg(F_\gamma|_{\partial B^3}) = 1 \},$$

whose elements we refer to as (admissible) sweepouts. The construction in the proof of [38, Lemma 2.3] shows that $\mathcal{P}$ is non-empty. The min-max value is then defined as

$$\omega_{\varepsilon, p, f} = \inf_{\gamma \in \mathcal{P}} \left[ \sup_{t \in [0,1]} E_{\varepsilon, p, f}(\gamma(t), \gamma|_{[0, t]}) \right].$$

For $C > 0$, we let

$$K_{\varepsilon, p, f, C} = \{ u \in \mathcal{M}_p \mid \delta E_{\varepsilon, p, f}(u) = 0, D_{\varepsilon, p}(u) \leq C, E_{\varepsilon, p, f}(u, \gamma) = \omega_{\varepsilon, p, f} \text{ for some } \gamma \in \mathcal{E}(u) \}.$$

By our choice of $p$ and Proposition [3.1] every $u \in K_{\varepsilon, p, f, C}$ is smooth. Also, by Proposition [2.5] and the estimate (2.4), we see that $K_{\varepsilon, p, f, C}$ is compact. Next, for $\alpha, C > 0$ we introduce the subcollection $\mathcal{P}_{\varepsilon, p, f, \alpha, C}$ of $\mathcal{P}$ consisting of sweepouts $\gamma$ such that

1. $E_{\varepsilon, p, f}(\gamma(t), \gamma|_{[0, t]}) \leq \omega_{\varepsilon, p, f} + \alpha$ for all $t \in [0,1]$,
2. $D_{\varepsilon, p}(|\gamma(t)|_{[0, t]}) \leq C$ whenever $E_{\varepsilon, p, f}(\gamma(t), \gamma|_{[0, t]}) \geq \omega_{\varepsilon, p, f} - \alpha$.

As in [6], to apply the mountain pass theorem, or rather the idea of its proof, it is important to produce minimizing sequences of sweepouts satisfying a uniform $D_{\varepsilon, p}$-bound on almost-maximal slices, and we again use the monotonicity trick of Struwe (see [38], especially equation (4.2) and Lemma 4.1) to achieve that. The result is summarized in the lemma below, whose proof is omitted as it is essentially the same as [6, Proposition 3.2, Lemma 3.3]. We only mention that the following identity should be used instead of equation (3.2) in [6]. For all $u \in \mathcal{M}_p$, $\gamma \in \mathcal{E}(u)$ and $0 < r' < r \leq 1$,

$$\frac{1}{r - r'} \left( E_{\varepsilon, p, r, f}(u, \gamma) - \frac{E_{\varepsilon, p, f}(u, \gamma)}{r} \right) = \frac{1}{r - r'} D_{\varepsilon, p}(u).$$

**Lemma 5.1.** (a) Given a sequence $\varepsilon_j \to 0$, for almost every $r_0 \in (0,1]$ there exists $c > 0$ and a subsequence of $\varepsilon_j$, which we do not relabel, such that, for all $j$, the function $r \mapsto \frac{\omega_{\varepsilon_j, p, r, f}}{r}$ is differentiable at $r = r_0$ and

$$0 \leq \frac{d}{dr} \left( - \frac{\omega_{\varepsilon_j, p, r, f}}{r} \right) \bigg|_{r = r_0} \leq c.$$

(b) Suppose for some $\varepsilon, r_0 \in (0,1]$ and $c > 0$ we have

$$\frac{d}{dr} \left( - \frac{\omega_{\varepsilon, p, r, f}}{r} \right) \bigg|_{r = r_0} \leq c.$$

Then for $k$ sufficiently large, the collection $\mathcal{P}_{\varepsilon, p, r_0, f, \frac{\varepsilon}{r_0}, 8c r_0^2}$ is non-empty.

**Lemma 5.2** (See also [38], Lemma 2.4). There exist $\eta_1, \eta_2 > 0$, depending only on $p, \Sigma, \varepsilon, H_0$, such that given $\gamma \in \mathcal{P}$, if $D_{\varepsilon, p}(\gamma(t_0)) < \eta_1$ for some $t_0 \in [0,1]$, then

$$E_{\varepsilon, p, f}(\gamma(t_0), \gamma|_{[0, t_0]}) \leq \sup_{t \in [0,1]} E_{\varepsilon, p, f}(\gamma(t), \gamma|_{[0, t]}) - \eta_2.$$
Proof. With \(\delta_0\) as in Lemma 2.1 we see that \(\{u \in \mathcal{M}_p \mid \text{osc}\{u\} < \delta_0\}\) deformation retracts onto the set of constant mappings in \(\mathcal{M}_p\). Also, Poincaré’s inequality gives \(\text{osc}\{u\} \leq C_{p,\varepsilon} (D_{\varepsilon,p}(u))^{1/p}\). Thus, choosing \(\alpha_0 > 0\) such that \(C_{p,\varepsilon} \alpha_0^{1/p} < \delta_0\), we get

\[
\sup_{t \in [0,1]} D_{\varepsilon,p}(\gamma(t)) \geq \alpha_0, \text{ for all } \gamma \in \mathcal{P}.
\]

Now take \(\eta_1 < \alpha < \alpha_0\), with \(\eta_1\) and \(\alpha\) to be determined. Then by continuity, there exists \(t_1 \neq t_0\) such that \(D_{\varepsilon,p}(\gamma(t_1)) = \alpha\). Without loss of generality, we may assume \(t_0 < t_1\) and that

\[
D_{\varepsilon,p}(\gamma(t)) \leq \alpha \text{ for all } t \in [t_0, t_1]. \tag{5.1}
\]

By our choice of \(\alpha_0\), for \(i = 0, 1\) there exist \(y_i \in \Sigma\) with \(\|y_i - \gamma(t_i)\| \leq C_{p,\varepsilon} \alpha^{1/p} < \delta_0\) and a path \(\gamma_i\) in \(\mathcal{M}_p\) leading from \(y_i\) to \(\gamma(t_i)\). Moreover, by (2.3) and (2.4) we have, decreasing \(\alpha\) if necessary, that

\[
D_{\varepsilon,p}(\gamma_i(t)) \leq C_{\Sigma,\varepsilon,\alpha} \alpha < \alpha_0 \text{ for all } t \in [0,1], \tag{5.2}
\]

\[
V_f(\gamma_i) \leq C_{\Sigma,\varepsilon,\alpha} \alpha \frac{1}{\varepsilon} \|\nabla \gamma(t_i)\|_2^2 \text{ for } i = 1, 2. \tag{5.3}
\]

By (5.1), (5.2) and our choice of \(\alpha_0\), the concatenation \(\gamma_0 + \gamma|_{[0, t_1]} + (-\gamma_1)\) is homotopic to a path through constant mappings in \(\mathcal{M}_p\), and hence

\[
V_f(\gamma_0 + \gamma|_{[0, t_1]} + (-\gamma_1)) = 0.
\]

Combining this with (5.3) gives

\[
|V_f(\gamma|_{[0, t_1]}) - V_f(\gamma|_{[0, t_0]})| \leq C_{\Sigma,\varepsilon,\alpha} \alpha \frac{1}{\varepsilon} (D_{\varepsilon,p}(\gamma(t_0)) + D_{\varepsilon,p}(\gamma(t_1))).
\]

We may now finish the proof as in [6] Lemma 3.4. \(\square\)

Below we let \(\delta = \frac{1}{4} \min \{\eta_2, \int_1 f\}\), with \(\eta_2\) given by Lemma 5.2 and define

\[
\mathcal{N} = \mathcal{N}_{\varepsilon,p,f} = \{u \in \mathcal{M}_p \mid \text{there exists } \gamma \in \mathcal{E}(u) \text{ with } |E_{\varepsilon,p,f}(u, \gamma) - \omega_{\varepsilon,p,f}| < \delta\}.
\]

Given \(u \in \mathcal{N}\), we choose some \(\gamma \in \mathcal{E}(u)\) as in the above definition and set \(E^{\mathcal{N}}_{\varepsilon,p,f}(u) = E_{\varepsilon,p,f}(u, \gamma)\). Note that \(E^{\mathcal{N}}_{\varepsilon,p,f}\) is well-defined thanks to Lemma 2.3 and our choice of \(\delta\).

**Lemma 5.3.** \(\mathcal{N}\) is an open subset of \(\mathcal{M}_p\), and \(E^{\mathcal{N}}_{\varepsilon,p,f}\) is a \(C^2\)-functional on \(\mathcal{N}\).

**Proof.** For \(u_0 \in \mathcal{N}\), choose \(\gamma_0 \in \mathcal{E}(u_0)\) such that \(|E_{\varepsilon,p,f}(u_0, \gamma_0) - \omega_{\varepsilon,p,f}| < \delta\) and consider the local reduction \(E^{\mathcal{A}}_{\varepsilon,p,f}\) induced by \((u_0, \gamma_0)\) on a simply-connected neighborhood \(\mathcal{A}\) of \(u_0\). In particular, \(|E^{\mathcal{A}}_{\varepsilon,p,f}(u_0) - \omega_{\varepsilon,p,f}| < \delta\). Since \(E^{\mathcal{A}}_{\varepsilon,p,f}\) is continuous, there exists a neighborhood \(\mathcal{U}\) of \(u_0\) in \(\mathcal{A}\) such that \(|E^{\mathcal{A}}_{\varepsilon,p,f}(u) - \omega_{\varepsilon,p,f}| < \delta\) for all \(u \in \mathcal{U}\). Consequently \(\mathcal{U} \subseteq \mathcal{N}\), and \(E^{\mathcal{N}}_{\varepsilon,p,f} = E^{\mathcal{A}}_{\varepsilon,p,f}\) on \(\mathcal{U}\). This yields both conclusions of the lemma. \(\square\)

The following proposition, analogous to the classical mountain pass theorem, is our basic existence result for critical points of the perturbed functional.

**Proposition 5.4.** Suppose for some \(C_0 > 0\) and sequence \(\alpha_k \to 0\), we have a path \(\gamma_k \in \mathcal{P}_{\varepsilon,p,f,\alpha_k,C_0}\) for each \(k\). Then, up to taking a subsequence, there exist \(t_k \in [0,1]\) such that

(a) \(|E_{\varepsilon,p,f}(\gamma_k(t_k), \gamma_k|_{[0,t_k]}| - \omega_{\varepsilon,p,f}| \leq \alpha_k \text{ for all } k.\)

(b) \(\gamma_k(t_k)\) converges strongly in \(W^{1,p}\) to some \(u \in K_{\varepsilon,p,f,C_0}\).

(c) \(D_{\varepsilon,p}(u) \geq \eta_1\), where \(\eta_1\) is as in Lemma 5.2.
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As with [6, Lemma 3.9], the proof consists of five steps modeled after [35, Theorem 7].

Suppose \( K' \) is a compact subset of \( K_{\epsilon,p,f,0+1} \) such that \( \text{Ind}_{\epsilon,p,f}(v) \geq 2 \n
for all \( v \in K' \). Let \( C_0, (\alpha_k) \) and \( (\gamma_k) \) be as in Proposition 5.4. Then there exists another
sequence of sweepouts \( (\tilde{\gamma}_k) \) with the following properties.

(a) \( \tilde{\gamma}_k \in \mathcal{P}_{\epsilon,p,f,\alpha_k,0+1} \) for all \( k \).

(b) For all \( u \in K' \), there exist \( k_0(u) \in \mathbb{N} \) and \( d_0(u) > 0 \) such that
\[
\inf \{ \| \tilde{\gamma}_k(t) - u \|_{1,p} \mid E_{\epsilon,p,f} (\tilde{\gamma}_k(t), \tilde{\gamma}_k[0,t]) \geq \omega_{\epsilon,p,f} - \alpha_k \} \geq d_0(u) \text{ for all } k \geq k_0(u).
\]

Proof. As with [6, Lemma 3.9], the proof consists of five steps modeled after [35, Theorem 7].

The main source of technicality is again the fact that \( K' \) is not discrete in general. Nonetheless,
this proof is slightly shorter than that of [6, Lemma 3.9] thanks to the neighborhood \( \mathcal{N} \) introduced above. The deformation procedure can be summed up as “partition, perturb and replace”, the details of which occupy Steps 3 and 4. Steps 1 and 2 construct coverings that help us localize the problem, one for replacement and the other for perturbation. In Step 5 we verify all the required properties.

Step 1: Covering for replacement

For each \( v \in K' \), since \( K' \subseteq \mathcal{N} \), we can find a simply-connected neighborhood \( \mathcal{A}_v \) of \( v \) in \( \mathcal{N} \).

In particular there is a local reduction \( E_{\epsilon,p,f}^{A_v} \) that agrees with \( E_{\epsilon,p,f}^N \) on \( \mathcal{A}_v \). Proposition 4.3
then yields \( r_v, \theta_v, a_v > 0 \) such that \( \Theta_v : \psi \mapsto \exp_b^h(\psi) \) restricts to a chart on
\[
B_v \coloneqq \{ \psi \in T_v \mathcal{M}_p \mid \| \psi \|_{1,p} < 3r_v \},
\]

with image contained in \( \mathcal{A}_v \), and that conclusions (a) and (b) of Proposition 4.3 hold with \( \overline{E}_v = E_{\epsilon,p,f}^N \circ \Theta_v \). Decreasing \( r_v \) if necessary, we may also arrange that
\[
|D_{\epsilon,p}(w) - D_{\epsilon,p}(w')| < 1, \text{ for all } w, w' \in \Theta_v(B_v).
\]

(5.4)

Below we define, for \( s \in [1, 4] \),
\[
s\mathcal{C}_v = \Theta_v \left( \{ \xi \in T_v \mathcal{M}_p \mid \| \xi \|_{1,p} \leq \frac{r_v}{4}s, \| \xi^\perp \|_{1,p} \leq \frac{\theta_v r_v}{4}s \} \right),
\]

\[
\partial_-(s\mathcal{C}_v) = \Theta_v \left( \{ \xi \in T_v \mathcal{M}_p \mid \| \xi \|_{1,p} = \frac{r_v}{4}s, \| \xi^\perp \|_{1,p} \leq \frac{\theta_v r_v}{4}s \} \right).
\]

Note that by Proposition 4.3(a), with \( b_v = a_v s^2 \) we have
\[
E_{\epsilon,p,f}^N (w) \leq E_{\epsilon,p,f}(v) - b_v \text{ for all } w \in \partial_-(2\mathcal{C}_v).
\]

(5.5)

Next, essentially due to the last remark in Definition 4.11 there exists \( \rho(v) > 0 \) such that
\[
B_{2\rho(v)} \coloneqq \{ w \in \mathcal{M}_p \mid \| w - v \|_{1,p} < 2\rho(v) \} \subseteq \mathcal{C}_v.
\]

As \( K' \) is compact, we can cover it by a finite collection \( \{ B_{2\rho(v_i)}(v_i) \}_{i=1}^M \) and let
\[
\underline{a} = \min_{1 \leq i \leq M} a_{v_i}, \quad \underline{b} = \min_{1 \leq i \leq M} b_{v_i}, \quad \underline{\rho} = \min_{1 \leq i \leq M} \rho(v_i).
\]
Step 2: Covering for perturbation

Let \( w \in \mathcal{K}' \). Thanks to Proposition 4.3(a) and the continuity of both
\[
(u, \xi^-) \mapsto \Theta_w (\Theta_w^{-1}(u) + \xi^-) - u, \quad \text{and} \\
(u, \xi^-) \mapsto E_{\varepsilon, p, f}^{N'} (\Theta_w (\Theta_w^{-1}(u) + \xi^-)) - E_{\varepsilon, p, f}^{N'} (u),
\]
there exist \( s(w) < \rho(w) \), \( \xi^-(w) \in V_w^- \) and \( c_w > 0 \) such that \( B_{s(w)}^{1, p}(w) \subseteq \cup_{i=1}^M B_{\rho_i(v_i)}^{1, p}(v_i) \), and that for all \( u \in B_{s(w)}^{1, p}(w) \), letting \( u_t = \Theta_w (\Theta_w^{-1}(u) + t \xi^-(w)) \), we have
\[
\| u_t - u \|_{1, p} < \rho, \quad \text{for all } t \in [0, 1],
\]
(5.6)
\[
E_{\varepsilon, p, f}^{N'} (u_1) \leq E_{\varepsilon, p, f}^{N'} (u) - c_w.
\]
(5.7)
Next we cover \( \mathcal{K}' \) by a finite collection \( \{ B_{s(w)}^{1, p}(w_i) \}_{i=1}^L \), and define
\[
\zeta = \min_{1 \leq i \leq L} c_{w_i}.
\]
Again by the compactness of \( \mathcal{K}' \), we can fix \( \theta_1 > 0 \) small enough so that the neighborhood
\[
B_{\theta_1}(\mathcal{K}') := \{ u \in M_p \ | \ \| u - v \|_{1, p} < \theta_1 \text{ for some } v \in \mathcal{K}' \}
\]
is contained in \( \cup_{j=1}^L B_{s_j}^{1, p}(w_j) \subseteq \cup_{i=1}^M B_{\rho_i(v_i)}^{1, p}(v_i) \subseteq \mathcal{N} \), where we have written \( s_j = s(w_j) \) and \( \rho_i = \rho(v_i) \). In particular, for all \( u \in B_{\theta_1}(\mathcal{K}') \) there exists a continuous path \( t \mapsto u_t \in B \) such that
(p1) \( u_0 = u \).
(p2) \( u_t \in B_{2\rho_i(v)}^{1, p}(v_i) \) for all \( t \in [0, 1] \) whenever \( u \in B_{\rho_i(v)}^{1, p}(v_i) \).
(p3) \( E_{\varepsilon, p, f}^{N'} (u_1) \leq E_{\varepsilon, p, f}^{N'} (u) - \zeta \).

Step 3: Partitioning \([0, 1]\) and perturbing the endpoints

Recall that \( \delta = \frac{1}{4} \min \{ f_{\eta_1}, f_{\eta_2} \} \), and define
\[
J_k = \{ t \in [0, 1] \ | \ \gamma_k(t) \in B_{\theta_k}(\mathcal{K}'), E_{\varepsilon, p, f}(\gamma_k(t), \gamma_k|_{[0, t]}) > \omega_{\varepsilon, p, f} - 2\delta \},
\]
\[
I_k = \{ t \in [0, 1] \ | \ \gamma_k(t) \in B_{2\rho_i}^{1, p}(v_i), E_{\varepsilon, p, f}(\gamma_k(t), \gamma_k|_{[0, t]}) > \omega_{\varepsilon, p, f} - 2\delta \}.
\]
Since \( (\alpha_k) \) converges to 0, by Lemma 5.2, Lemma 2.3 and our choice of \( \delta \), we see that for \( k \) sufficiently large we have \( 0, 1 \notin J_k \) and that
\[
E_{\varepsilon, p, f}(\gamma_k(t), \gamma_k|_{[0, t]}) = E_{\varepsilon, p, f}^{\mathcal{N}}(\gamma_k(t)), \quad \text{for all } t \in J_k.
\]
(5.8)
In particular, \( E_{\varepsilon, p, f}(\gamma_k(t), \gamma_k|_{[0, t]}) > \omega_{\varepsilon, p, f} - \delta \) for \( t \in J_k \), which shows that \( I_k \) is closed in \([0, 1]\), and hence compact.

To continue, we drop the subscripts in \( \gamma_k, \alpha_k, I_k \) and \( J_k \). Since \( J \) is open and \( I \subseteq J \) is compact, there exist finitely many intervals \( [a_j, b_j], j = 1, \ldots, m \), such that
\[
I \subseteq \cup_{j=1}^m [a_j, b_j] \subseteq J, \quad \text{and that } \gamma(a_j), \gamma(b_j) \notin B_{\theta_1}(\mathcal{K}').
\]
For each \( j = 1, \ldots, m \), since \( \gamma([a_j, b_j]) \subseteq B_{\theta_1}(\mathcal{K}') \subseteq \cup_{i=1}^M B_{\rho_i(v_i)}^{1, p}(v_i) \), we can further partition each \([a_j, b_j] \) into
\[
a_j = t_0 < \ldots < t_n = b_j,
\]
such that for all \( l \in \{0, \ldots, n-1\} \), there exists \( i = i(l) \in \{1, \ldots, M\} \) with
\[
\gamma([t_l, t_{l+1}]) \subseteq B_{\rho_i(v_i)}^{1, p}(v_i).
\]
For \( l \in \{1, \cdots, n - 1\} \), since \( \gamma(t_l) \in B_{\rho_l}(K') \cap B^{1,p}_{\rho_{l-1}}(v_{l(l-1)}) \cap B^{1,p}_{\rho_{l}}(v_{l(l)}) \), by the remarks at the end of the previous step, there exists a continuous path \( P_l : [0,1] \to \mathcal{N} \) such that

(a1) \( P_l(0) = \gamma(t_l) \).

(a2) \( P_l(t) \in B^{1,p}_{\rho_{l-1}}(v_{l(l-1)}) \cap B^{1,p}_{\rho_{l}}(v_{l(l)}) \) for all \( t \in [0,1] \).

(a3) \( E^N_{\epsilon,p,f}(P_l(1)) \leq E^N_{\epsilon,p,f}(\gamma(t_l)) - \xi \).

Now let \( h_0 = \gamma|_{[t_0,t_1]} + P_1 \), \( h_{n-1} = (-P_{n-1}) + \gamma|_{[t_{n-1},t_n]} \), and let

\[
\gamma(t_l) = (P_l(t)) + (\gamma([t_l, t_{l+1}])) + P_{l+1} \text{ for } l = 1, \cdots, n - 2.
\]

Then \( h_0 + \cdots + h_{n-1} \) is homotopic to \( \gamma|_{[a_j,b_j]} \), and the endpoints \( h_0(0) = \gamma(a_j) \) and \( h_{n-1}(1) = \gamma(b_j) \) lie outside of \( B_{\rho_{n-1}}(K') \).

**Step 4:** Replacing the path on the subintervals

Fix \( l \in \{0, \cdots, n - 1\} \) and note that since \( h_l \) maps into \( B^{1,p}_{\rho_{l-1}}(v_{l(l)}) \subseteq C_{v_{l(l)}} \), we may define \( \hat{h}_l = (\Theta_{v_{l(l)}})^{-1} \circ h_l \), which satisfies \( \|\hat{h}_l(t)^-\|_{1,p} \leq \frac{r_{v_{l(l)}}}{4} \) and \( \|\hat{h}_l(t)\|_{1,p} \leq \frac{r_{v_{l(l)}}}{2} \) for all \( t \in [0,1] \). To reduce notation, below we drop the subscript \( l \) and write \( v_l = v_{l(l)} \) and \( h = h_l \).

For \( j = 0,1 \), we choose \( \tilde{\xi}_j \in V_{v_l}^- \) such that \( \|\tilde{\xi}_j\|_{1,p} = 1 \) and \( (\delta E_{v_l})_{\hat{h}(j)}(\tilde{\xi}_j) < 0 \). Then there exists \( t_j \geq 0 \) such that

\[
\|\hat{h}_l(j)^- + t_j \tilde{\xi}_j\|_{1,p} = \frac{r_{v_l}}{2}, \quad \text{and that}
\]

\[
\|\hat{h}_l(j)^- + t \tilde{\xi}_j\|_{1,p} \leq \frac{r_{v_l}}{2} \quad \text{for all } 0 \leq t \leq t_j.
\]

Since \( \|\tilde{\xi}_j\|_{1,p} = 1 \) and \( \|\hat{h}_l(j)^-\|_{1,p} \leq \frac{r_{v_l}}{2} \), we have by the triangle inequality that \( t_j \leq r_{v_l} \).

Next we define \( q_j : [0,2] \to 2C_{v_l} \subseteq \mathcal{N} \) in terms of \( \hat{q}_j = \Theta_{v_l}^{-1} \circ q_j \) by letting

\[
\hat{q}_j(t) = \begin{cases} 
\hat{h}(j) + (t \cdot t_j) \tilde{\xi}_j, & \text{for } t \in [0,1], \\
\hat{h}(j) + t_j \tilde{\xi}_j - (t - 1) \hat{h}(j)^+, & \text{for } t \in [1,2].
\end{cases} \tag{5.9}
\]

Then we have for \( j = 0,1 \) the following:

(b1) \( q_j([1,2]) \subseteq \partial_-(2C_{v_l}) \), and \( q_j(2) \in \Theta_{v_l} \left( \{\|\varphi^-\|_{1,p} = \frac{r_{v_l}}{2}, \varphi^+ = 0\} \right) \).

(b2) For \( t \in [0,1] \), there holds by Proposition 4.3b) that

\[
E^N_{\epsilon,p,f}(q_j(0)) - E^N_{\epsilon,p,f}(q_j(t)) \geq a(t \cdot t_j)^2 = a\|\hat{q}_j(t) - \hat{q}_j(0)\|^2_{1,p}.
\]

Since \( \text{Ind}_{\epsilon,p,f}(v_l) \geq 2 \), the set \( \Theta_{v_l} \left( \{\|\varphi^-\|_{1,p} = \frac{r_{v_l}}{2}, \varphi^+ = 0\} \right) \) is connected. Hence there exists a continuous path \( q_2 : [0,1] \to \Theta_{v_l} \left( \{\|\varphi^-\|_{1,p} = \frac{r_{v_l}}{2}, \varphi^+ = 0\} \right) \subseteq 2C_{v_l} \), with \( q_2(j) = q_j(2) \) for \( j = 0,1 \). We then replace \( h \) with the path

\[
\tilde{h} = q_0 + q_2 - q_1.
\]

Note that since \( h \), \( \tilde{h} \) both map into the simply-connected set \( 2C_{v_l} \) and share the same endpoints, they are homotopic. We now define \( \tilde{\gamma} \) to be the path obtained by first replacing
each $\gamma|_{[a_j,b_j]}$ with $h_0 + \cdots + h_{n-1}$, and then replacing each $h_t$ by $\tilde{h}_t$. Note that $\tilde{\gamma}([a_j,b_j]) \subseteq N$ for all $j \in \{1, \cdots, m\}$. Also, reparametrizing if necessary, we may assume that $\tilde{\gamma}|_{[t_l,t_{l+1}]} = \tilde{h}_t$.

with $q_0|[0,1]$, $q_0|[1,2]$, $q_2$, $-(q_1|[1,2])$ and $-(q_1|[0,1])$ successively parametrated by a fifth of $[t_l,t_{l+1}]$.

For later use, we note the following properties in addition to (b1) and (b2) above.

(b3) By (5.5), we have that

$$E_{\varepsilon,p,f}^N(q_j(t)) \leq \omega_{\varepsilon,p,f} - b$$

for $j = 0, 1$ and $t \in [1, 2]$, and

$$E_{\varepsilon,p,f}^N(q_2(t)) \leq \omega_{\varepsilon,p,f} - b$$

for $t \in [0, 1]$.

(b4) Either $E_{\varepsilon,p,f}^N(q_0(0)) = E_{\varepsilon,p,f}^N(\gamma(a_j))$, or $E_{\varepsilon,p,f}^N(q_0(0)) \leq E_{\varepsilon,p,f}^N(\gamma(t_l)) - c$ for some $l \in \{1, \cdots, n-1\}$. A similar statement holds for $q_1(0)$.

Step 5: Verifying properties

Let $I' = \bigcup_{j=1}^{m} [a_j,b_j]$. Since $\gamma(t) = \tilde{\gamma}(t)$ for all $t \not\in I'$ and $\gamma|_{[a_j,b_j]}$ is homotopic to $\tilde{\gamma}|_{[a_j,b_j]}$ for all $j$, we see by Corollary 2.2 that

$$E_{\varepsilon,p,f}(\gamma(t), \gamma|_{[a_l,t]} = E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]}), \text{ for all } t \not\in I'. \quad (5.10)$$

In particular,

$$E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} \leq \omega_{\varepsilon,p,f} + \alpha, \text{ for all } t \not\in I'.$$

On the other hand, for each $j$, note that both $E_{\varepsilon,p,f}^N(\tilde{\gamma}(\cdot))$ and $E_{\varepsilon,p,f}(\tilde{\gamma}(\cdot), \tilde{\gamma}|_{[a_j,b_j]}$) are continuous on $[a_j, b_j]$. Since they differ by a constant integer multiple of $\int_{[a_l,t]} f$ and agree at $t = a_j$ by (5.8) and (5.10), they agree everywhere on $[a_j, b_j]$. That is,

$$E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} = E_{\varepsilon,p,f}^N(\tilde{\gamma}(t)) \text{ for all } t \in [a_j, b_j]. \quad (5.11)$$

Then, by (b2), (b3) and (b4) above, we see that, on $[a_j, b_j]$,

$$E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} \leq \omega_{\varepsilon,p,f} + \alpha.$$

Therefore we have verified the first part of the definition of $P_{\varepsilon,p,f,\alpha,C_0+1}$ for $\tilde{\gamma}$. Next, if $t \in [0, 1]$ is such that

$$E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} \geq \omega_{\varepsilon,p,f} - \alpha,$$

then since $(\alpha_k)$ converges to 0, again by (b2), (b3) and (b4), for large enough $k$ there are only three possibilities: (i) $t \not\in I'$, or (ii) $t$ belongs to the first fifth of $[t_0,t_1]$ (for some $j$), or (iii) $t$ lies in the last fifth of $[t_{n-1},t_n]$ (for some $j$).

In case (i) we have $\gamma(t) = \tilde{\gamma}(t)$ and $E_{\varepsilon,p,f}(\gamma(t), \gamma|_{[a_l,t]} = E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} \geq \omega_{\varepsilon,p,f} - \alpha$. Thus, since $\gamma \in P_{\varepsilon,p,f,\alpha,C_0}$, we deduce that

$$D_{\varepsilon,p}(\tilde{\gamma}(t)) = D_{\varepsilon,p}(\gamma(t)) \leq C_0.$$

In the case (ii), we have by (5.8), (5.11) and property (b2) that

$$E_{\varepsilon,p,f}(\tilde{\gamma}(t), \tilde{\gamma}|_{[a_l,t]} = E_{\varepsilon,p,f}^N(\tilde{\gamma}(t)) \leq E_{\varepsilon,p,f}^N(\gamma(a_n)) = E_{\varepsilon,p,f}(\gamma(a_j), \gamma|_{[a_l,a])}.$$

Thus $E_{\varepsilon,p,f}(\gamma(a_j), \gamma|_{[a_l,a])} \geq \omega_{\varepsilon,p,f} - \alpha$ and consequently $D_{\varepsilon,p}(\gamma(a_j)) \leq C_0$. Now by the definition of $q_0$, we see that $\gamma(t)$ and $\gamma(a_j)$ both belong to $2C_{\varepsilon,0}$. Hence by (5.4) we get

$$D_{\varepsilon,p}(\gamma(t)) \leq D_{\varepsilon,p}(\gamma(a_j)) + 1 \leq C_0 + 1.$$

Finally case (iii) is similar. This proves that $\tilde{\gamma} \in P_{\varepsilon,p,f,\alpha,C_0+1}$. 

To prove conclusion (b), assume towards a contradiction that there exist \( u \in \mathcal{K}' \), a subsequence of \( \tilde{\gamma}_k \), which we do not relabel, and a sequence \( t_k \in [0, 1] \), such that
\[
E_{\epsilon, p, f}(\tilde{\gamma}_k(t_k), \tilde{\gamma}_k|_{[0, t_k]}) \geq \omega_{\epsilon, p, f} - \alpha_k, \tag{5.12}
\]
\[
\|\tilde{\gamma}_k(t_k) - u\|_{1, p} \to 0 \text{ as } k \to \infty. \tag{5.13}
\]
To continue, we need to put back the indices dropped previously. Thus \( I_k \subseteq \bigcup_{j=1}^{m_k} [a_{k,j}, b_{k,j}] \subseteq J_k \), and for \( j = 1, \ldots, m_k \), the partition of \( [a_{k,j}, b_{k,j}] \) reads
\[
a_{k,j} = t_{k,j,0} < \cdots < t_{k,j,n_{k,j}} = b_{k,j}.
\]
Also, for \( l = 0, \ldots, n_{k,j} - 1 \), the paths \( q_0, q_1 \) are \( q_{k,j,l,0}, q_{k,j,l,1} \), respectively. Conditions (5.12) and (5.13) imply that we eventually have \( t_k \in \bigcup_{j=1}^{m_k} [a_{k,j}, b_{k,j}] \). Furthermore, by (5.11), (5.12) together with (b2), (b3), (b4) above, we have for sufficiently large \( k \) that
\[
\tilde{\gamma}_k(t_k) \in q_{k,j(l(k)), i(k), a(k)}([0, 1]),
\]
for some \( j(k) \in \{1, \ldots, m_k\} \), \( (l(k), a(k)) = (0, 0) \) or \( (n_{k,j} - 1, 1) \). Also, by construction, \( q_{k,j(l(k)), i(k), a(k)}([0, 1]) \subseteq 2C_{v_k} \) for some \( i_k \in \{1, \ldots, M\} \). Without loss of generality we may assume, after passing to a subsequence, that \( (l(k), a(k)) = (0, 0) \) and that \( i_k = 1 \) for all \( k \).

In particular \( u \in 2C_{v_1} \) by (5.13).

Below we let \( Q_k = q_{k,j(l_k), 0, 0} \) and write \( Q_k(t_k) \) for \( \tilde{\gamma}_k(t_k) \) by abuse of notation. Recalling that \( Q_k(0) = \gamma_k(a_{k,j(k)}) \) and that \( \gamma_k \in \mathcal{P}_{\epsilon, p, f, \alpha_k, C_0} \), we deduce using (5.8) that eventually
\[
E_{\epsilon, p, f}(Q_k(0)) \leq \omega_{\epsilon, p, f} + \alpha_k.
\]
On the other hand, by (5.11) and (5.12) we have \( E_{\epsilon, p, f}(Q_k(t_k)) \geq \omega_{\epsilon, p, f} - \alpha_k \). Therefore
\[
E_{\epsilon, p, f}^N(Q_k(0)) - E_{\epsilon, p, f}^N(Q_k(t_k)) \leq 2\alpha_k \to 0 \text{ as } k \to \infty.
\]
By property (b2) from Step 4, this implies
\[
\lim_{k \to \infty} \|\Theta_{v_1}^{-1}(Q_k(0)) - \Theta_{v_1}^{-1}(Q_k(t_k))\|_{1, p} = 0.
\]
Combining this with (5.13) gives
\[
\lim_{k \to \infty} \|\Theta_{v_1}^{-1}(Q_k(0)) - \Theta_{v_1}^{-1}(u)\|_{1, p} = 0.
\]
Since \( Q_k(0) = \gamma_k(a_{k,j(k)}) \notin B_{\frac{\nu}{2}}(\mathcal{K}') \), this is a contradiction. The proof of Proposition 5.5 is complete.

Lemma 5.1, Proposition 5.4 and Proposition 5.5 together give the main result of this section. Below, in addition to the choice of \( p \) already made, we assume that \( \Sigma', H_0 \) are as in Section 3.3. Also, given \( H \in (0, H_0) \) we choose \( t_0 \) and \( f \) as in that section.

**Proposition 5.6.** For almost every \( r \in (0, 1] \), there exist \( C_0 > 0 \) and a sequence \( \epsilon_j \to 0 \) such that for each \( j \) there is a non-constant critical point \( u_j \) of \( E_{\epsilon_j, p, r, f} \) with the following properties.

(a) \( D_{\epsilon_j, p}(u_j) \leq C_0 + 1 \) and \( D(u_j) \geq \beta \), where \( \beta \) is from Proposition 5.9.
(b) \( \text{Ind}_{\epsilon_j, p, r, f}(u_j) \leq 1 \).
(c) \( u_j \) is smooth on \( \overline{B} \) and \( u_j(\overline{B}) \subseteq \overline{\Omega_{t_0}} \).
Proof. By Lemma 5.1 for almost every $r \in (0,1]$ there exist $C_0 > 0$ and a sequence $\varepsilon_j \to 0$ such that for each $j$, we can find $\gamma_k \in P_{\varepsilon_j,p,r,f} \cap \mathcal{L}$ for $k$ sufficiently large. Fixing $j$, the following compact subset of $\mathcal{K}_{\varepsilon_j,p,r,f,C_0+1}$ is then non-empty by Proposition 5.4 and Proposition 3.9:

$$\mathcal{K}' = \{ v \in \mathcal{K}_{\varepsilon_j,p,r,f,C_0+1} \mid D(v) \geq \beta \}.$$ 

Now assume by contradiction that $\text{Ind}_{\varepsilon_j,p,r,f}(v) \geq 2$ for all $v \in \mathcal{K}'$. Then, letting $(\tilde{\gamma}_k)$ be the sweepouts obtained by applying Proposition 5.5 to $(\gamma_k)$, we may use Proposition 5.4 on $(\tilde{\gamma}_k)$ to get a sequence $t_k \in [0,1]$ such that

$$|E_{\varepsilon_j,p,r,f}(\tilde{\gamma}_k(t_k),\tilde{\gamma}_k|_{[0,t_k]}) - \omega_{\varepsilon_j,p,r,f}| \leq \frac{r}{k},$$

and that, up to taking a subsequence, $\tilde{\gamma}_k(t_k)$ converges strongly in $W^{1,p}$ to some non-constant $u \in \mathcal{K}_{\varepsilon_j,p,r,f,C_0+1}$, which by Proposition 3.9 must lie in $\mathcal{K}'$. However, by (5.14) and Proposition 7.5(b), we get $d_0 > 0$ and $k_0 \in \mathbb{N}$ such that

$$\|\tilde{\gamma}_k(t_k) - u\|_{1,p} \geq d_0$$

for all $k \geq k_0$.

which is a contradiction. Thus there exists some $u_j \in \mathcal{K}'$ with $\text{Ind}_{\varepsilon_j,p,r,f}(u_j) \leq 1$. This gives a non-constant critical point of $E_{\varepsilon_j,p,r,f}$ having properties (a) and (b). Smoothness of $u_j$ and the fact that it maps into $\Omega_{\tilde{u}}$ follow respectively from Propositions 3.1 and 3.10 a). □

6. Passage to the Limit as $\varepsilon \to 0$

We continue to fix $p \in (2,p_2)$, $H \in (0,H_0)$ and let $t_0$ and $f$ be as in Section 3.3. In this section we analyze the critical points $u_j$ produced in Proposition 5.6 as $j \to \infty$. We first recall a removable singularity result, Lemma 6.1 that will be used repeatedly. Then in Proposition 6.2 we prove that $(u_j)$ converges modulo energy concentration. Propositions 6.3 and 6.4 guarantee that when energy concentrates somewhere, we still get a desired constant mean curvature disk after rescaling. Theorem 1.1 is proved at the end.

Lemma 6.1 ([13], Theorem 2 and [12], Theorem 1.10). Suppose for some $x_0 \in \overline{B}$ and $\rho \in (0,r_B)$ that $u : (B_\rho(x_0) \setminus \{x_0\}) \cap \overline{B} \to \mathbb{R}^3$ is a smooth map satisfying

$$\int_{B_\rho(x_0) \cap \overline{B}} |\nabla u|^2 < \infty,$$

and that

$$\Delta u = h(u)u_x \times u_y \times u_z = u(x) \in \Sigma \text{ and } \frac{\partial u}{\partial \nu}(x) \perp T_{u(x)} \Sigma \text{ on } (B_\rho(x_0) \setminus \{x_0\}) \cap \overline{B},$$

for $x \in (B_\rho(x_0) \setminus \{x_0\}) \cap \partial B$, (6.2)

for some bounded smooth function $h : \mathbb{R}^3 \to \mathbb{R}$. Then $u$ extends smoothly across $x_0$.

Proof. The case where $x_0 \in B$ is covered in [13, Theorem 2]. Below we briefly outline the argument for the case $x_0 \in \partial B$, which is essentially the same as [12, Theorem 1.10]. By the conformal invariance of the Dirichlet integral and the equation (6.2), it suffices to consider the case where $u$ is defined on $\overline{B_\rho^+} \setminus \{0\}$ and is to be extended across 0. By Remark 3.8 and the finite energy assumption (6.1), decreasing $\rho$ if necessary, we have

$$|x| |\nabla u(x)| \leq C |\nabla u||_{2,B_{\rho}^+}$$

for all $x \in \overline{B_{\rho}^+ \setminus \{0\}}$. (6.3)

Thus, decreasing $\rho$ further, we can argue as in [12, page 948] to see that $u(B_{\rho}^+ \setminus \{0\})$ is contained in a tubular neighborhood of $\Sigma$, which allows us to extend $u$ to $B_{\rho}^+ \setminus \{0\}$ by
reflection as indicated on the same page in [12]. Denoting the extension by \( \tilde{u} \), from (6.2) we obtain analogues of (1.16) and (1.17) in [12], and consequently our \( \tilde{u} \) still satisfies
\[
|\Delta \tilde{u}| \leq C|\nabla \tilde{u}|^2, \text{ almost everywhere on } B_{\frac{1}{4}}.
\] (6.4)
Next, since \( u_{x_1} \times u_{x_2} \perp u_{x_1}, u_{x_2} \), it follows from (6.2) that the Hopf differential defined in [12, Lemma 1.12] is still holomorphic on \( B_{\frac{1}{4}} \) and real on \( T_{\frac{1}{4}} \setminus \{0\} \). We then obtain as in that lemma an equipartition among the radial and angular energy. We finish the proof following [12, pages 949-951], using this equipartition of energy, (6.3), and (6.4). In this final step we may need to decrease \( \rho \) again. \(\square\)

**Proposition 6.2.** Let \( r > 0 \) be in the full-measure subset of \([0, 1]\) given by Proposition 5.6 and let \( C_0, \varepsilon_j \) and \( u_j \) be as in the conclusion there. Then there exist a finite set \( S \subseteq \overline{B} \) and a smooth map \( u : (\overline{B}, \partial B) \to (\overline{\Omega}, \Sigma) \) satisfying
\[
\begin{cases}
\Delta u = rH \cdot u_{x_1} \times u_{x_2} & \text{on } \overline{B}, \\
|u_r(x)| + T_{u(x)} \Sigma & \text{for all } x \in \partial B,
\end{cases}
\] (6.5)
such that, up to taking a subsequence, \( u_j \) converges in \( C^1_{\text{loc}}(\overline{B} \setminus S) \) to \( u \).

**Proof.** Since \( D(u_j) \leq D_{\varepsilon_j,p}(u_j) \leq C_0 + 1 \) and \( u_j(\overline{B}) \subseteq \overline{\Omega}_{\varepsilon_0} \) for all \( j \), by Proposition 3.6 Remark 3.7 and a standard argument, we get a finite set \( S \subseteq \overline{B} \), a positive constant \( \eta = \eta(p, H_0, \Sigma) \), and a map \( u \in C^1_{\text{loc}}(\overline{B} \setminus S) \) with image contained in \( \overline{\Omega}_{\varepsilon_0} \) such that passing to a subsequence of \( (u_j) \) if necessary, we have the following. First of all, \( u_j \to u \) in \( C^1_{\text{loc}}(\overline{B} \setminus S) \). Secondly, for all \( x_0 \in S \) and \( t > 0 \),
\[
\liminf_{j \to \infty} \int_{B_t(x_0) \cap B} |\nabla u_j|^2 \geq \frac{\eta}{2}.
\] (6.6)

The \( C^1 \)-convergence away from \( S \) implies that \( u(x) \in \Sigma \) and \( u_r(x) \perp T_{u(x)} \Sigma \) for all \( x \in \partial B \setminus S \). Moreover,
\[
\int_{\overline{B}} \langle \nabla u, \nabla \psi \rangle + r f(u) \langle \psi, u_{x_1} \times u_{x_2} \rangle = 0,
\]
whenever \( \psi \in C^1_c(\overline{B} \setminus S; \mathbb{R}^3) \) is such that \( \psi(x) \in T_{u(x)} \Sigma \) for all \( x \in \partial B \setminus S \). Standard elliptic theory then implies that \( u \) is smooth on \( \overline{B} \setminus S \). Next, since
\[
\int_{K} |\nabla u|^2 = \lim_{j \to \infty} \int_{K} |\nabla u_j|^2 \leq 2(C_0 + 1) \text{ for all compact } K \subseteq \overline{B} \setminus S,
\]
Lemma 6.11 implies that \( u \) extends to a smooth map \( (\overline{B}, \partial B) \to (\overline{\Omega}_{\varepsilon_0}, \Sigma) \) satisfying (3.31).

The fact that \( u \) maps into \( \overline{\Omega} \) and solves (6.5) now follows from Proposition 3.10(b). \(\square\)

When \( S \neq \emptyset \), we will need to rescale each \( u_j \) appropriately. Given \( x_0 \in S \), the center and rate of rescaling are chosen as follows. Fix \( d \in (0, r_B] \) such that \( d \leq \frac{1}{4} \min_{x,x' \in S, x \neq x'} |x - x'| \) and define, for each \( j \),
\[
Q_j(t) = \max_{x \in B_{d(x_0) \cap B}} \int_{B_{d(x) \cap B}} |\nabla u_j|^2.
\]
By (6.6) and the \( C^1 \)-convergence of \( u_j \) away from \( S \), we get sequences \( t_k \in [0, 1/k] \) and \( x_k \to x_0 \), and a subsequence \( u_{jk} \) of \( u_j \), such that writing \( u_k = u_{jk} \) and \( Q_k = Q_{jk} \) by abuse
of notation, we have
\[ \int_{B_{\epsilon_k}(x_k)\cap B} |\nabla u_k|^2 = Q_k(t_k) = \eta/3, \] for all \( k \).

The next proposition guarantees that the parameter \( \varepsilon_k (= \varepsilon_{j_k}) \) still converges to zero after we rescale by \( t_k \).

**Proposition 6.3.** In the above setting, we have \( \liminf_{k \to \infty} \varepsilon_k = 0 \).

**Proof.** Assume towards a contradiction that there exists \( \alpha > 0 \) such that \( \frac{\varepsilon_k}{t_k} \geq \alpha \) for all \( k \) large enough, and define
\[ v_k(y) = u_k(x_k + \varepsilon_k y), \] for all \( y \in B_k' := B_{\frac{1}{\varepsilon_k} t_k}(-\frac{x_k}{\varepsilon_k}) \).

Then we have
(i) \( v_k(B_k') \subseteq \Omega_{\delta_0} \) and
\[ \int_{B_k'} |\nabla v_k|^2 = \frac{1}{p} (\varepsilon_k^2 + |\nabla u_k|^2)^{\frac{p}{2}} \leq \int_{B} |\nabla u_k|^2 \leq C_0 + 1. \]

(ii)
\[ \int_{B_k \cap \partial \Omega \cap B_k'} |\nabla v_k|^2 = \int_{B_k \cap \partial \Omega \cap B_k'} |\nabla u_k|^2 \geq \int_{B_k \cap \partial \Omega \cap B_k'} |\nabla u_k|^2 = \eta/3. \]

(iii) \( \text{div} \left( [1 + (\varepsilon_k^2 + |\nabla u_k|^2)^{\frac{p}{2}} - 1] \nabla v_k \right) = rf(v_k)(v_k)_{x1} \times (v_k)_{x2} \) on \( B_k' \). Also, \( v_k(x) \in \Sigma \) and \( \frac{\partial u_k}{\partial n}(x) \perp T_{v_k(x)} \Sigma \) for all \( x \in \partial B_k' \).

To continue, we shall only consider the case where \( \limsup_{k \to \infty} \varepsilon_k^{-1}(1 - |x_k|) < \infty \), as the other case is simpler. We first conformally transform the domain to obtain a sequence of maps defined on the upper half-plane. Specifically, let \( z_k = \frac{1}{\varepsilon_k} (z_k - x_k) \), take isometries \( I_k \) of \( \mathbb{R}^2 \) such that \( I_k(z_k) = 0 \) and \( I_k(B_k') = B_k'^\prime := B_{\frac{1}{\varepsilon_k} t_k}((0, \frac{1}{\varepsilon_k})) \), and find, as in [12, page 957], conformal maps \( F_k \) from \( \overline{\mathbb{R}^2_+} \) onto \( \overline{B_k'^\prime \setminus \{(0, \frac{1}{\varepsilon_k})\}} \) that converge in \( C_{\text{loc}}^2(\mathbb{R}^2_+) \) to the identity map. Since \( (z_k) \) is a bounded sequence, so is \( (I_k(0)) \). Also, the conformal factors \( \lambda_k := |(F_k)_{z} \) converge to 1 in \( C_{\text{loc}}^1(\mathbb{R}^2_+) \). The new sequence of maps are then given by
\[ w_k = v_k \circ I_k^{-1} \circ F_k. \]

Next, note that (i) implies (3.2) with \( u = u_k \), \( r = \varepsilon_k \) and \( L^p = p(C_0 + 1) \). Hence by Remark 3.3, Proposition 3.4 and Remark 3.5, and recalling that each \( w_k \) maps into \( \overline{\Omega}_{t_0} \), we see that up to taking a subsequence, \( w_k \) converges in \( C_{\text{loc}}^1(\overline{\mathbb{R}^2_+}) \) to a limit \( w \) which is non-constant by (ii) and the boundedness of \( (I_k(0)) \). Moreover, we deduce from (i) that
\[ \int_{\mathbb{R}^2_+} |\nabla w|^2 + |\nabla w|^p < +\infty. \] (6.7)

On the other hand, for all \( R > 0 \), we have by (iii) and the conformality of \( F_k \) that, for sufficiently large \( k \),
\[ \text{div} \left( [1 + (\varepsilon_k^2 + \lambda_k^2 |\nabla w_k|^2)^{\frac{p}{2}} - 1] \nabla w_k \right) = rf(w_k)(w_k)_{x1} \times (w_k)_{x2}, \] on \( B_R^+ \), (6.8)
along with \( w_k(x) \in \Sigma \) and \( (w_k)_x^2(x) \perp T_{w_k(x)} \Sigma \) for all \( x \in T_R \). Let \( \zeta \in C^\infty_c(\mathbb{B}) \) be a cut-off function which equals 1 on \( \mathbb{B}_R^+ \), and let \( \zeta_R = \zeta(\frac{r}{R}) \). Testing \([6.8]\) against
\[
\psi_k = (x^1(w_k)_x + x^2(w_k)_x)\zeta_R^2
\]
and noting that \((w_k)_x^1 \times (w_k)_x^2 \perp (w_k)_x^1, (w_k)_x^2\), we obtain

\[
0 = -\int_{T_R} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \psi_k \cdot (w_k)_x - \int_{\mathbb{B}_R^+} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \nabla w_k \cdot \nabla \psi_k.
\]

Since for all \( x \in T_R \) we have \( \psi_k(x) \in T_{w_k(x)} \Sigma \) while \((w_k)_x^2(x) \perp T_{w_k(x)} \Sigma\), the integral over \( T_R \) vanishes, and hence so does the integral over \( \mathbb{B}_R^+ \). Next we compute

\[
\int_{\mathbb{B}_R^+} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \nabla w_k \cdot \nabla \psi_k
\]

\[
= \int_{\mathbb{B}_R^+} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \left( |\nabla w_k|^2 + x^j \left( \frac{|\nabla w_k|^2}{2} \right)_{x^j} \right) \zeta^2
\]

\[
+ 2\int_{\mathbb{B}_R^+} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \zeta \zeta x^j (w_k)_x (w_k)_{x^j}
\]

\[
= \int_{\mathbb{B}_R^+} \left( \varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2 \right)^{\frac{p}{2} - 1} |\nabla w_k|^2 \zeta^2 - \frac{2\lambda_k^2}{p} \left( \varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2 \right)^{\frac{p}{2}} \zeta^2
\]

\[- \int_{\mathbb{B}_R^+} \zeta \zeta x^j (w_k)_x (w_k)_{x^j}
\]

\[
+ \int_{\mathbb{B}_R^+} \left( \varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2 \right)^{\frac{p}{2} - 1} x^j \lambda_k \zeta \zeta x^j (w_k)_x (w_k)_{x^j}
\]

\[+ 2\int_{\mathbb{B}_R^+} \left[ 1 + (\varepsilon_k^2 + \lambda_k^2|\nabla w_k|^2)^{\frac{p}{2} - 1} \right] \zeta \zeta x^j (w_k)_x (w_k)_{x^j}.
\]

The last integral vanishes since \( x^2 = 0 \) on \( T_R \). Letting \( k \to \infty \), and recalling that \( w_k \to w \) and \( \lambda_k \to 1 \) in \( C^1_{\text{loc}}(\mathbb{R}^2) \), we get

\[
0 = \int_{\mathbb{B}_R^+} \frac{p - 2}{p} \zeta_R^2 |\nabla w|^p
\]

\[- \int_{\mathbb{B}_R^+ \setminus \mathbb{B}_{R/2}^+} x^j (\zeta_R)^2 x^j (w_k)_x (w_k)_{x^j} \frac{2}{p} |\nabla w|^p + 2\int_{\mathbb{B}_R^+ \setminus \mathbb{B}_{R/2}^+} (1 + |\nabla w|^{p-2}) x^j (\zeta_R)_x \zeta_R w_{x^j} w_{x^j}.
\]

Letting \( R \to \infty \), by \([6.7]\) and how we defined \( \zeta_R \), we get

\[
\frac{p - 2}{p} \int_{\mathbb{R}^2} |\nabla w|^p = 0.
\]

As \( p > 2 \), this contradicts the fact that \( w \) is non-constant. \[ \square \]

Having addressed the comparison between \( \varepsilon_k \) and \( t_k \) in Proposition \([6.3]\), we can now rule out energy concentration in the interior and show that the domain of any rescaled limit is a half-plane, as opposed to all of \( \mathbb{R}^2 \). This is the content of the next proposition.
Proposition 6.4. Given $x_0 \in S$, again let $t_k, x_k$ be as defined before Proposition 6.3. Then
\[
\limsup_{k \to \infty} \frac{1 - |x_k|}{t_k} < \infty.
\]
In particular, $S \subseteq \partial B$.

Proof. We follow the idea in [38]. Assume towards a contradiction that $t_k^{-1}(1 - |x_k|) \to \infty$ along a subsequence which we do not relabel. Without loss of generality we assume that $|x_k - x_0| \leq \frac{d}{2}$ for all $k$. Next, we define $\bar{v}_k = \frac{v_k}{t_k}$ and
\[
v_k(y) = u_k(x_k + t_k y) \quad \text{for } y \in B'_k := B_{\frac{1}{t_k}}(-\frac{x_k}{t_k}).
\]
Then $v_k \to 0$ by Proposition 6.3. Also, $v_k$ has the following properties.

(i) $v_k$ maps into $\overline{\Omega_{t_0}^r}$ and
\[
\int_{B'_k} \frac{(\bar{v}_k)^{p-2} (t_k^2 + |\nabla v_k|^2)^{\frac{p}{2}}}{p} + \frac{|\nabla v_k|^2}{2} = \int_{B} \frac{(\bar{v}_k)^{p-2} (1 + |\nabla u_k|^2)^{\frac{p}{2}}}{p} + \frac{|\nabla u_k|^2}{2} \leq C_0 + 1.
\]

(ii) \[
\int_{B_1(y) \cap B'_k} |\nabla v_k|^2 = \int_{B_{t_k}((x_k + y) \cap B} |\nabla u_k|^2 \leq \frac{\eta}{3},
\]
for all $y \in \overline{B'_k} \cap \overline{B_{\frac{d}{2t_k}}(0)}$. Moreover, equality holds when $y = 0$.

(iii) $\text{div} \left( [1 + (\bar{v}_k)^{p-2} (t_k^2 + |\nabla v_k|^2)^{\frac{p}{2}}] \nabla v_k \right) = r f(v_k) (v_k)_{x_1} \times (v_k)_{x_2}$ on $B'_k$, along with
\[
v_k(x) \in \Sigma \quad \text{and} \quad \frac{\partial u_k}{\partial \Sigma}(x) \perp T_{v_k(x)} \Sigma \quad \text{for all } x \in \partial B'_k.
\]
Since $t_k \to 0$ and $t_k^{-1}(1 - |x_k|) \to \infty$, for all $R > 0$ we eventually have $B_{R+1}(0) \subseteq B'_k \cap B_{\frac{d}{2t_k}}(0)$. Thus, by (ii) and Remark 3.7, we see that, passing to a subsequence if necessary, $v_k$ converges in $C^1_{\text{loc}}(\mathbb{R}^2)$ to a limit $v : \mathbb{R}^2 \to \overline{\Omega_{t_0}^r}$ which is non-constant by the equality case in (ii), and satisfies by (i) and (iii) that
\[
\left\{ \begin{array}{l}
\int_{\mathbb{R}^2} |\nabla v|^2 \leq 2(C_0 + 1), \\
\Delta v = r f(v) v_{x_1} \times v_{x_2} \quad \text{weakly on } \mathbb{R}^2.
\end{array} \right.
\]

Elliptic regularity implies that $v$ is smooth, and then by Lemma 6.1 we obtain a non-constant smooth map $w : S^2 \to \overline{\Omega_{t_0}^r}$ such that, in terms of isothermal coordinates,
\[
\Delta w = r f(w) w_{x_1} \times w_{x_2} \quad \text{on } S^2.
\]
Since the domain is $S^2$, a standard argument using the Hopf differential shows that $w$ must be weakly conformal. Then, computing as in the proof of Proposition 3.10(b), we get
\[
\Delta(e^{ad(w)}) \geq a e^{ad(w)} \frac{H_0 - H |\nabla w|^2}{2} \quad \text{on } \{ x \in S^2 \mid d(w(x)) > 0 \} =: C_+.
\]
In particular $C_+ \neq S^2$, as $w$ is non-constant. Now since $d(w) = 0$ on $\partial C_+$, we obtain by the maximum principle that $C_+ = \emptyset$. In other words, $w(S^2) \subseteq \overline{\Omega}$, and hence $w$ in fact solves
\[
\Delta w = r H w_{x_1} \times w_{x_2} \quad \text{on } S^2.
\]
Since $w$ is non-constant, by [3, Lemma A.1] the image of $w$ is a sphere of mean curvature $rH$ contained in $\overline{S}$, a contradiction since $\Sigma'$ has mean curvature at least $H_0 > rH$. Thus we must have $\limsup_{k \to \infty} t_k^{-1}(1 - |x_k|) < \infty$. The second conclusion follows since $t_k \to 0$.

**Proof of Theorem 1.1.** It suffices to prove that for any $H \in (0, H_0)$, the asserted existence holds with mean curvature $rH$ for almost every $r \in (0, 1]$. To that end we choose $t_0$ and $f$ as in Section 3.3 let $r$ be in the full-measure set yielded by Proposition 5.6 and suppose $u_j, \varepsilon_j, C_0$ are as in the conclusion there. By Propositions 6.2 and 6.4 we get a smooth solution $u : (\overline{B}, \partial B) \to (\overline{\Sigma'}, \Sigma)$ to (5.5) and a finite set $S \subseteq \partial B$ such that a subsequence of $u_j$, which we do not relabel, converges in $C^1_{\text{loc}}(\overline{B} \setminus S)$ to $u$.

**Case 1:** $S = \emptyset$.

In this case, $u_j$ converges to $u$ in $C^1(\overline{B})$, and the uniform lower bound in Proposition 5.6(a) guarantees that $u$ is non-constant. It remains to verify $\text{Ind}_{rH}(u) \leq 1$. Recall that Proposition 5.6(b) gives $\text{Ind}_{rH}(u_j) \leq 1$ for all $j$.

The $C^1$-convergence of $u_j$ to $u$ on all of $\overline{B}$ gives $\rho > 0$ such that for all $j \in \mathbb{N}$ and $x \in \partial B$, we have that $u(B_{2\rho}(x) \cap \overline{B})$ and $u_j(B_{2\rho}(x) \cap \overline{B})$ are contained in $B_{\rho_2}(u(x))$. Let $B_0, \ldots, B_N$ be a covering of $\overline{B}$ by open balls such that $B_0 \subseteq B$ and that $B_1, \ldots, B_N$ are centered on $\partial B$ with radius $\rho$, and let $\zeta_0, \zeta_1, \ldots, \zeta_N$ be a partition of unity subordinate to this covering. Then for $i = 1, \ldots, N$, there exist a neighborhood $U_i$ and diffeomorphisms $\widetilde{\Psi}_i, \Psi_i$ as described in Section 2.1 such that $U_i$ contains $u(B_i \cap \overline{B}), u_j(B_i \cap \overline{B})$ for all $j$. For $\psi \in \mathcal{T}_u \mathcal{M}_p \cap C^\infty(\overline{B}; \mathbb{R}^3)$ and $i \in \{1, \ldots, N\}$, define

$$\tilde{\psi}_i := (d\Psi_i)_u(\psi) \text{ on } \overline{B_i \cap B},$$

and note that for all $x \in B_i \cap \partial B$, since $\tilde{\psi}_i^3(x) = 0$, we have $\left((d\Psi_i)_u\right)^{-1}(\tilde{\psi}_i(x)) \in T_{u_j(x)} \Sigma$. Letting

$$\psi(j) = \zeta_0 \psi + \sum_{i=1}^N \zeta_i \cdot \left((d\Psi_i)_u\right)^{-1}(\tilde{\psi}_i),$$

we see that $\psi(j) \in T_{u_j} \mathcal{M}_p$ and converges in $C^1$ to $\psi$ on $\overline{B}$. Consequently,

$$\lim_{j \to \infty} \delta^2 E_{\varepsilon_j, p, rf}(u_j)(\psi(j), \psi(j)) = \delta^2 E_{rH}(u)(\psi, \psi) = \delta^2 E_{rH}(u)(\psi, \psi),$$

where the second equality follows since $f$ is equal to $H$ on a neighborhood of $\overline{\Omega}$. This allows us to prove that the bound $\text{Ind}_{rH}(u_j) \leq 1$ passes to the limit, giving $\text{Ind}_{rH}(u) \leq 1$.

**Case 2:** $S \neq \emptyset$.

Choose $x_0 \in S \subseteq \partial B$ and let $x_k, t_k$ be as introduced before Proposition 6.3. Again assume without loss of generality that $|x_k - x_0| \leq \frac{2}{k}$ for all $k$, and define $\varepsilon_k, v_k$ and $B_k^+$ as in the proof of Proposition 6.4. Then again $\varepsilon_k \to 0$ by Proposition 6.3 and $v_k$ has properties (i), (ii) and (iii) from that proof. Letting $z_k = \frac{1}{t_k}(\frac{x_k}{|x_k|} - x_k)$, we see by Proposition 6.4 that $(|z_k|)$ is a bounded sequence. Next we let $f_k, t_k, \lambda_k$ and $w_k$ be as in the proof of Proposition 6.3 with $t_k$ in place of $\varepsilon_k$, and note that for all $R > 0$, eventually $w_k$ satisfies

$$\text{div} \left(\left[1 + (\varepsilon_k)^{p-2}(t_k^2 + \lambda_k^{-2}|\nabla w_k|^2)^{\frac{p}{2} - 1}\right] \nabla w_k\right) = r f(w_k)(w_k)_{x^1} \times (w_k)_{x^2} \text{ on } B_k^+, \lambda_k,$$
with \( w_k(x) \in \Sigma \) and \((w_k)_x(x) \perp T_{w_k(x)} \Sigma\) for all \( x \in \mathbf{T}_R \). Moreover, by (ii), Proposition 3.6 and Remark 3.7 as well as the fact that each \( w_k \) maps into \( \overline{\Omega_{l_0}} \), we see that up to taking a subsequence, \( w_k \) converges in \( \mathcal{C}^1_{\text{loc}}(\overline{\mathbb{R}^2_+}) \) to a limiting map \( w : \overline{\mathbb{R}^2_+} \to \overline{\Omega_{l_0}} \) such that

\[
\begin{cases}
\int_{\mathbb{R}^2_+} |\nabla w|^2 < +\infty, \\
\Delta w = rf(w)w_{x_1} \times w_{x_2} \text{ on } \mathbb{R}^2_+, \\
w(x) \in \Sigma \text{ and } w_{x_2}(x) \perp T_{w(x)} \Sigma \text{ for all } x \in \partial \mathbb{R}^2_+.
\end{cases}
\] (6.10)

Furthermore, \( w \) must be non-constant by the equality case in (ii) and the fact that the sequence \( (I_k(0)) \) is bounded. Letting \( \tau \) be the standard conformal map from \( \overline{\mathbf{B}} \setminus \{(1, 0)\} \) to \( \overline{\mathbb{R}^2_+} \), then by (6.10) and Lemma 6.1, the map \( \tilde{w} := w \circ \tau \) extends smoothly to all of \( \mathbf{B} \). By Proposition 3.10(b), the resulting map has image contained in \( \overline{\mathbf{M}} \) and consequently solves (6.5) on \( \mathbf{B} \).

It remains to prove that \( \text{Ind}_{\epsilon H}(\tilde{w}) \leq 1 \). To that end, let \( \psi_1, \ldots, \psi_l \in T_\epsilon \mathcal{M}_p \cap C^\infty(\mathbf{B} ; \mathbb{R}^3) \) be linearly independent such that \( \delta^2 E_{\epsilon H}(\tilde{w}) \) restricts to be negative definite on their span. By the logarithmic cut-off trick, we may assume that \( \psi_1, \ldots, \psi_l \) are supported away from \( (1, 0) \). Thus, there exists \( R > 0 \) such that, letting

\[\xi_a = \psi_a \circ \tau^{-1}, \text{ for } a = 1, \ldots, l,\]

we have \( \xi_a \in T_{w(x)} \Sigma \) on \( \partial \mathbb{R}^2_+ \) and that \(\text{supp}(\xi_a) \subseteq \mathbf{B}_R^+ \cup T_R \). Since \( w_j \) converges to \( w \) in \( \mathcal{C}^1_{\text{loc}}(\overline{\mathbb{R}^2_+}) \), we may repeat the construction in Case 1 to get \( \xi_a^{(j)} \) for all \( j \) sufficiently large such that \(\text{supp}(\xi_a^{(j)}) \subseteq \mathbf{B}_R^+ \cup T_R \), that \( \xi_a^{(j)}(x) \in T_{w_j(x)} \Sigma \) for all \( x \in \partial \mathbb{R}^2_+ \), and that

\[\xi_a^{(j)} \to \xi_a \text{ in } \mathcal{C}^1(\overline{\mathbf{B}_R^+}) \text{ as } j \to \infty, \text{ for all } a = 1, \ldots, l.\]

Consequently, letting \( \tau_j(y) = x_j + t_j y \) and \( \theta_a^{(j)} = \xi_a^{(j)} \circ F_j^{-1} \circ I_j \circ \tau_j^{-1} \), and noting how the second variation formula (4.1) transforms under conformal maps, we get after a straightforward computation that

\[\delta^2 E_{\epsilon_j, p, r f}(u_j)(\theta_a^{(j)}, \theta_a^{(j)}) \to \delta^2 E_{\epsilon H}(\tilde{w})(\psi_a, \psi_a), \text{ as } j \to \infty.\]

Recalling our choice of \( \psi_1, \ldots, \psi_l \) and polarizing, we see that eventually the matrix

\[\left(\delta^2 E_{\epsilon_j, p, r f}(u_j)(\theta_a^{(j)}, \theta_b^{(j)})\right)_{a, b \in \{1, \ldots, l\}}\]

is negative definite. The bound \( \text{Ind}_{\epsilon_j, p, r f}(u_j) \leq 1 \) then forces \( l \leq 1 \), and we are done.

### 7. Improved existence result under convexity assumptions

In Section 7.1 we relate the index of \( \delta^2 E_{H}(u) \) to that of another bilinear form \( B_{H}(u) \). In Section 7.2 we prove a uniform energy upper bound for free boundary, constant mean curvature disks lying inside \( \overline{\Omega} \) with index at most 1, using the classical Hersch trick. At the end we put everything together and prove Theorem 1.2 by approximating from the full-measure set obtained in Theorem 1.1 which we may apply with \( \Sigma' = \Sigma \) thanks to the convexity assumptions on \( \Sigma \).
7.1. An index comparison result. Suppose we have a smooth, non-constant solution $u : (\overline{B}, \partial B) \to (\mathbb{R}^3, \Sigma)$ of

$$
\begin{align*}
\Delta u &= H \cdot u_{x_1} \times u_{x_2} & \text{on } \overline{B}, \\
|u_{x_1}| &= |u_{x_2}|, \quad \langle u_{x_1}, u_{x_2} \rangle = 0 & \text{on } \overline{B}, \\
\nu_r (x) \perp T_{u(x)} \Sigma & \text{for all } x \in \partial B.
\end{align*}
$$

(7.1)

In terms of complex coordinates $z = x + \sqrt{-1}y$, we have

$$
\begin{align*}
\nu_r &= \frac{\sqrt{-1} H}{2} u_r \times u_z & \text{on } \overline{B}, \\
\langle u_z, u_z \rangle &= 0 & \text{on } \overline{B}, \\
\text{Re}(zu_z) &\perp T_{u} \Sigma & \text{on } \partial B.
\end{align*}
$$

(7.2)

It is standard that $u_z$ vanishes only at a finite set $\mathcal{S} \subseteq \overline{B}$ of branch points [18, Section 5]. Moreover, $du((\overline{B} \setminus \mathcal{S}) \times \mathbb{R}^2)$ extends to a smooth, oriented, rank-two subbundle of $\overline{B} \times \mathbb{R}^3$, which we denote by $\xi$. Orientability of $\xi$ implies that its orthogonal complement, denoted $\nu$, is trivial, and we fix a unit-length smooth section $n$ of $\nu$. On the other hand, the orientation and bundle metric on $\xi$ makes it a complex line bundle, and the complexification $\xi_{\mathbb{C}}$ splits into $\xi^{0,1} \oplus \xi^{1,0}$, which, away from $\mathcal{S}$, are spanned over $\mathbb{C}$ by $u_r$ and $u_z$, respectively. Finally, the Levi-Civita connection $\nabla$ on $\mathbb{R}^3$ induces connections $\nabla^1$ and $\nabla^T$ on $\nu$ and $\xi$, and both $\xi^{1,0}$ and $\xi^{0,1}$ are invariant under $\nabla^T$.

We next introduce the relevant bilinear forms, namely

$$
\delta^2 E_H (u, v) = \int_{\overline{B}} |\nabla v|^2 dx^1 \wedge dx^2 + H \int_{\overline{B}} \langle v, v_{x_1} \times u_{x_2} + u_{x_1} \times v_{x_2} \rangle dx^1 \wedge dx^2 \\
+ \int_{\partial \overline{B}} A_{u_r}^v \nu_r (v, v) d\theta,
$$

(7.3)

defined for all $v \in C^\infty (\overline{B}; \mathbb{R}^3)$ satisfying $v(x) \in T_{u(x)} \Sigma$ for all $x \in \partial B$, and

$$
B_H (u)(s, s) = \int_{\overline{B}} |\nabla f|^2 - f^2 \frac{\langle \nabla u \rangle^2}{2} \cdot \frac{H^2}{2} dx^1 \wedge dx^2 + \int_{\partial \overline{B}} f^2 A_{u_r}^v \nu_r (n, n) d\theta,
$$

(7.4)

defined for all $s \in \Gamma (\nu)$, where $f = \langle s, n \rangle$. Note that since $u_r \perp T_u \Sigma$ on $\partial B$ and since branch points are isolated, we have

$$
\mathbf{n}(x) \in T_{u(x)} \Sigma \text{ for all } x \in \partial B.
$$

We now state the main result of this section, which is a comparison between the indices of the above two bilinear forms.

**Proposition 7.1.** Let $u : (\overline{B}, \partial B) \to (\mathbb{R}^3, \Sigma)$ be a smooth, non-constant solution to (7.2). Then the index of $B_H (u)$ is less than or equal to $\text{Ind}_H (u)$.

This is a free boundary analogue of [6, Proposition 5.1]. Results of this type go back to the work of Ejiri-Micallef [11] on closed minimal surfaces. More recently, Lima [26] obtained index comparison results for free boundary minimal surfaces. As in these references, the proof of Proposition 7.1 comes down to complementing a negative direction $s \in \Gamma (\nu)$ for $B_H (u)$ by a suitable section $\sigma \in \Gamma (\xi)$ so that $\sigma + s$ is a negative direction for $\delta^2 E_H (u)$. The following lemma exposes the equation that needs to be solved to achieve this.
Lemma 7.2. Given $\sigma \in \Gamma(\xi)$ and $s \in \Gamma(\nu)$ with $\sigma(x) \in T_{u(x)}\Sigma$ for all $x \in \partial B$, let $v = s + \sigma$ and define $\zeta \in \Gamma(\xi, \sigma)$ by $\zeta = (\nabla \sigma)^{0,1} + \nabla^T \sigma^{0,1}$. Then

$$\delta^2 E_H(u)(v, v) \leq B_H(u)(s, s) + 8 \int_B |\zeta|^2 \, dx.$$  \hspace{1cm} (7.5) 

Proof. By the logarithmic cut-off trick, it suffices to treat the case where $s$ and $\sigma$ are supported away from $\Sigma$. We first rewrite the interior integral in $\delta^2 E_H(u)(v, v)$ to get 

$$\delta^2 E_H(u)(v, v) = 4 \int_B |\nabla_v|^2 \, dx + 4 \int_B \text{Re} \langle \nabla_v v, \sqrt{-1} H \cdot u_x \times v \rangle \, dx$$

$$+ \int_{\partial B} A^{\nu}_{\Sigma} (v, v) d\theta. \hspace{1cm} (7.6)$$

Note that this rewriting does not involve integration by parts. On the other hand, we did integrate by parts on three other occasions during the calculations in [6, Section 5]. The corresponding steps here introduce boundary terms as follows.

$$\int_B |\nabla_\sigma^{1,0}|^2 - \int_B |\nabla_\sigma^{0,1}|^2 = \int_{\partial B} \langle \sigma^{1,0}, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + \langle \sigma^{1,0}, \nabla_\sigma^{1,0} \rangle \frac{\sqrt{-1}}{2} \, d\sigma =: I_1.$$

$$\int_B \langle \nabla s, \nabla_\sigma^{0,1} \rangle - \int_B \langle \nabla_\sigma s, \nabla_\sigma^{0,1} \rangle = \int_{\partial B} \langle s, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + \langle s, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma =: I_2$$

$$2 \text{Re} \int_B \langle \nabla_\sigma s, (\nabla_\sigma^{0,1}) \rangle \langle (\nabla_\sigma s)^{1,0}, (\nabla_\sigma s)^{1,0} \rangle = \text{Re} \sqrt{-1} H \int_B \langle \nabla_\sigma s, u_\Sigma \times \sigma^{1,0} \rangle + \langle u_\Sigma \times s, \nabla_\sigma^{1,0} \rangle$$

$$= \text{Re} \sqrt{-1} H \int_{\partial B} \langle s, u_\Sigma \times \sigma^{1,0} \rangle \frac{\sqrt{-1}}{2} \, d\sigma =: I_3,$$

where in deriving the third identity, besides (7.2), we used that $2(\nabla_\sigma^{0,1}) = \sqrt{-1} H u_\Sigma \times \sigma^{1,0}$ and that $-2(\nabla_\sigma s)^{1,0} = \sqrt{-1} H u_\Sigma \times s$, both simple consequences of (7.2). Recalling the computations in [6, Lemma 5.2], we get

$$\int_B |\nabla_v|^2 + \text{Re} \langle \nabla_v v, \sqrt{-1} H \cdot u_x \times v \rangle \frac{\sqrt{-1}}{2} \, d\sigma$$

$$= \int_B |\nabla_v|^2 + \int_B |\nabla_\sigma^{1,0} s|^2 - |\nabla_\sigma^{0,1} s|^2 | + 2 \text{Re}(I_2) + I_3 + I_1$$

$$= \int_{\partial B} \langle \sigma^{1,0}, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + \langle \sigma^{1,0}, \nabla_\sigma^{1,0} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + 2 \text{Re} \int_{\partial B} \langle s, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma \hspace{1cm} (7.7)$$

Noting that $\int_B |\nabla_\sigma^{1,0} s|^2 - |\nabla_\sigma^{0,1} s|^2$ is part of the complex form of the second variation of the area, we would next like to show that

$$\int_{\partial B} \langle \sigma^{1,0}, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + \langle \sigma^{1,0}, \nabla_\sigma^{1,0} \rangle \frac{\sqrt{-1}}{2} \, d\sigma + 2 \text{Re} \int_{\partial B} \langle s, \nabla_\sigma^{0,1} \rangle \frac{\sqrt{-1}}{2} \, d\sigma$$

$$= -\frac{1}{4} \int_{\partial B} [A^{\nu}_{\Sigma}(v, v) - A^{\nu}_{\Sigma}(s, s)] d\theta. \hspace{1cm} (7.8)$$
We begin by examining the right-hand side. Note that $d\theta = -\sqrt{-1}\frac{dz}{z}$ and $u_\nu = 2\Re(uz)$ on $\partial B$. Also, since $\sigma$ is supported away from the branch points of $u$, we may write $\sigma = \pi u + au$ for some complex-valued function $a$. Now we compute

$$-\frac{1}{4} \int_{\partial B} \left[ A^u_{\Sigma}(v, v) - A^u_{\Sigma}(s, s) \right] d\theta = \Re \int_{\partial B} \langle u_z, 2\nabla_\sigma s + \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2},$$

where $\nabla_\sigma$ applied to $s$ and $\sigma^{0.1}$ is understood to mean $\pi \nabla_\pi + a \nabla_z$, and we have used the fact that $\langle u_z, \nabla_\sigma \sigma^{1.0} \rangle = 0$ as $\nabla_\sigma \sigma^{1.0}$ is of type $(1, 0)$ still. For the term involving $\nabla_\sigma s$ on the right-hand side, as $s \in \Gamma(\nu)$ and the ambient connection is flat, we have

$$2 \Re \int_{\partial B} \langle u_z, \nabla_{\sigma^0} s \rangle \sqrt{-1} \frac{dz}{2} = -2 \Re \int_{\partial B} \langle s, \nabla_\sigma \sigma^{1.0} + \nabla_z \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} = 2 \Re \int_{\partial B} \langle s, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + \Re \sqrt{-1} H \int_{\partial B} \langle s, u_z \times \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2},$$

where in getting the very last term we again used that $2(\nabla_z \sigma^{0.1})^\perp = -\sqrt{-1} Hu_z \times \sigma^{0.1}$. On the other hand,

$$\Re \int_{\partial B} \langle u_z, \nabla_{\sigma^0} s \rangle \sqrt{-1} \frac{dz}{2} = \Re \int_{\partial B} \left( \pi \langle u_z, \nabla_{\pi^0} s \rangle + a \langle u_z, \nabla_z \sigma^0 \rangle \right) \sqrt{-1} \frac{dz}{2}. \quad (7.9)$$

Next we turn to the left-hand side of the desired identity [7.3]. Noting that the first integral is a real number by considering $d|\sigma^{1.0}|^2$ on $\partial B$, we find that

$$\int_{\partial B} \langle \sigma^{1.0}, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + \langle \sigma^{1.0}, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2},$$

\begin{align*}
= \Re \int_{\partial B} \langle \sigma^{1.0}, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + \langle \sigma^{1.0}, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2}, \\
= \Re \int_{\partial B} a \langle u_z, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + a \langle u_z, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2}.
\end{align*}

Combining this with (7.9) and (7.10), we obtain

$$\int_{\partial B} \langle \sigma^{1.0}, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + \langle \sigma^{1.0}, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} + 2 \Re \int_{\partial B} \langle s, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} \bigg[ A^u_{\Sigma}(v, v) - A^u_{\Sigma}(s, s) \bigg] d\theta$$

\begin{align*}
&= -\Re \sqrt{-1} H \int_{\partial B} \langle s, u_z \times \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} \bigg[ A^u_{\Sigma}(v, v) - A^u_{\Sigma}(s, s) \bigg] d\theta \\
&= +\Re \int_{\partial B} a \langle u_z, \nabla_\sigma \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} - a \langle u_z, \nabla_{\pi^0} \sigma^{0.1} \rangle \sqrt{-1} \frac{dz}{2} \bigg[ A^u_{\Sigma}(v, v) - A^u_{\Sigma}(s, s) \bigg] d\theta.
\end{align*}

On $\partial B$, since $\langle \sigma, u_\nu \rangle = 0$, we have $\Re(za) = 0$. Noting that $\sqrt{-1} H \langle s, u_z \times uz \rangle \sqrt{-1} \frac{dz}{2}$ and $\sqrt{-1} \frac{dz}{2}$ are all real, we see that both integrals in the last line above vanish, and therefore
we indeed obtain (7.8). Combining it with (7.7), we get that
\[
\delta^2 E_H(u)(v,v) = 8 \int_B |\alpha|^2 dx_1 \wedge dx_2 + \left( 4 \int_B |\nabla z_2 s|^2 - |\nabla z_2 T s|^2 dx_1 \wedge dx_2 + \int_{\partial B} A^2 v (s,s)d\theta \right).
\]
We then rewrite and estimate $|\nabla z_2 s|^2 - |\nabla z_2 T s|^2$ as in [5] Lemma 5.2 to obtain finally that
\[
\delta^2 E_H(u)(v,v) \leq B_H(u)(s,s) + 8 \int_B |\alpha|^2 dx_1 \wedge dx_2.
\]
This completes the proof of Lemma 7.2. \qed

Proof of Proposition 7.4 In view of (7.5), to estimate $\text{Ind}_H(u)$ from below by the index of $B_H(u)$, we want to solve the following boundary value problem for $\sigma \in \Gamma(\xi^{0,1})$ given $s \in \Gamma(\nu)$. Below we let $\eta$ be the inward unit normal to $\Sigma$. Then $\eta(u(x)) \in \xi_x$ for all $x \in \partial B$.

For brevity, we denote $\eta \circ (u|_{\partial B})$ still by $\eta$.
\[
\left\{ \begin{array}{ll}
\nabla^T z_2 \sigma = - (z_2 s)^{0,1} & \text{in } B,
\Re \langle \sigma, \eta^{1,0} \rangle = 0 & \text{on } \partial B.
\end{array} \right.
\tag{7.11}
\]
Denote by $L^2 \Gamma(\xi^{0,1})$ the space of $L^2$-sections of $\xi^{0,1}$, regarded as a real Hilbert space with the inner product
\[
\langle \sigma, \alpha \rangle \mapsto \Re \int_B \langle \sigma, \alpha \rangle \sqrt{-1} dz \wedge d\bar{z}.
\]
The space $W^{1,2} \Gamma(\xi^{0,1})$ is defined similarly. Next, letting
\[
\mathcal{D} = \{ \sigma \in W^{1,2} \Gamma(\xi^{0,1}) \mid \Re \langle \sigma, \eta^{1,0} \rangle = 0 \text{ on } \partial B \},
\]
we have the following global a priori estimate:
\[
\|\sigma\|_{L^2} \leq C(\|\sigma\|_2 + \|\nabla^T z_2 \sigma\|_2), \quad \text{for all } \sigma \in \mathcal{D}.
\]
In particular, $\nabla^T z_2 : \mathcal{D} \rightarrow L^2 \Gamma(\xi^{0,1})$ has finite-dimensional kernel and closed range. Now suppose $\alpha \in L^2 \Gamma(\xi^{0,1}) \cap (\text{Ran}(\nabla^T z_2))^\perp$, so that
\[
\Re \int_B \langle \nabla^T z_2 \sigma, \alpha \rangle \sqrt{-1} dz \wedge d\bar{z} = 0, \quad \text{for all } \sigma \in \mathcal{D}.
\]
Elliptic regularity gives $\alpha \in \Gamma(\xi^{0,1})$, and we may integrate by parts to get
\[
\Re \int_{\partial B} \langle \sigma, \overline{\alpha} \rangle \sqrt{-1} d\bar{z} - \Re \int_B \langle \sigma, \nabla^T z_2 \overline{\alpha} \rangle \sqrt{-1} dz \wedge d\bar{z} = 0, \quad \text{for all } \sigma \in \mathcal{D}.
\]
In particular, $\nabla^T z_2 \alpha = 0$. Moreover, writing the boundary integrand as
\[
\langle \sigma, \overline{\alpha} \rangle \sqrt{-1} d\bar{z} = 2\langle \sigma, \eta^{1,0} \rangle \langle \eta^{1,0}, \overline{\alpha} \rangle \sqrt{-1} d\bar{z} = 2\langle \sigma, \eta^{1,0} \rangle \langle \eta^{0,1}, \overline{\alpha} \rangle \sqrt{-1} d\bar{z},
\]
we deduce that the boundary condition on $\alpha$ is
\[
\text{Im} \langle z\alpha, \eta^{1,0} \rangle = 0 \text{ on } \partial B.
\]
Noting that $zu_\gamma = c\eta^{1,0}$ for some real-valued function $c$ on $\partial B$, we have
\[
\text{Im} z^2 \langle \alpha, u_\gamma \rangle = 0 \text{ on } \partial B. \tag{7.12}
\]
As $\nabla^T z_2 \alpha = 0$ and $\nabla^T z_2 u_\gamma = 0$, the latter being a consequence of (7.2), we see that $z^2 \langle \alpha, u_\gamma \rangle$ is a holomorphic function on $B$, and hence by (7.12) it must be a real constant, which we denote by $\lambda$. Since $\nabla z_2 u_\gamma = \langle \alpha, u_\gamma \rangle \in L^1(B)$, we conclude that $\lambda = 0$, which gives $\alpha = 0$, since $\alpha = \langle \alpha, u_\gamma \rangle \frac{u_\gamma}{|u_\gamma|^2}$ away from the branch points of $u$. Having shown that $(\text{Ran}(\nabla^T z_2))^\perp = \{0\}$,
and recalling that $\text{Ran}(\nabla_x^T)$ is closed, we see that (7.11) has a solution for all $s \in \Gamma(\nu)$. The asserted inequality now follows as in the proof of [6, Proposition 5.1].

7.2. Uniform energy bound.

**Proposition 7.3.** Suppose $A^v_\Sigma > 0$, where $\eta$ is the inward unit normal to $\Sigma$, and that $u : (\overline{B}, \partial B) \to (\Omega, \Sigma)$ is a smooth solution to (6.1) with the index of $B_H(u)$ at most 1. Then

$$D(u) \leq \frac{16\pi}{H^2}. \quad (7.13)$$

**Proof.** It suffices to consider the case where $u$ is non-constant. Since $u(\overline{B}) \subseteq \overline{\Omega}$ and $u(\partial B) \subseteq \Sigma$, for all $x \in \partial B$ the condition $u_r(x) \perp T_{u(x)}\Sigma$ implies that $u_r(x)$ is a non-positive multiple of $\eta(u(x))$. Therefore we have

$$\int_{\partial B} A^u_\Sigma(u, n) \leq 0. \quad (7.14)$$

Since $H > 0$ and $u$ is not a constant, substituting $f \equiv 1$ into (7.4) then shows that the index of $B_H(u)$ is positive, and hence exactly 1 under our assumptions. Letting $v > 0$ be a lowest eigenfunction for the operator $-\Delta - \frac{|\nabla u|^2}{2} H^2$ subject to the boundary condition $\nu_r + A^u_\Sigma(u, n)v = 0$ on $\partial B$, we have $B_H(u)(fv, fn) \geq 0$ whenever $\int_B fv = 0$.

The remainder of the proof is similar to a special case of [1, Lemma 48]. Take a conformal diffeomorphism $f$ from $B$ onto the upper hemisphere $S^2_+ \subseteq \mathbb{R}^3$. Then by a degree theory argument, there exists a conformal diffeomorphism $F : S^2 \to S^2$ such that, viewing $F$ as a map into $\mathbb{R}^3$, we have

$$\int_B (F^i \circ f)v = 0 \text{ for } i = 1, 2, 3. \quad (7.15)$$

Hence

$$\int_B |\nabla(F^i \circ f)|^2 - (F^i \circ f)^2 \frac{H^2}{2} \frac{|\nabla u|^2}{2} + \int_{\partial B} (F^i \circ f)^2 A^u_\Sigma(u, n) \geq 0 \text{ for } i = 1, 2, 3.$$ 

Summing from $i = 1$ to $i = 3$ and using the conformality of $F \circ f$ give

$$8\pi + \int_{\partial B} A^u_\Sigma(u, n) \geq \frac{H^2}{2} \int_B \frac{|\nabla u|^2}{2}. \quad (7.16)$$

Recalling (7.14) finishes the proof. \qed

**Proof of Theorem 1.2.** The assumptions on $\Sigma$ allows us to take $\Sigma' = \Sigma$ in the proof of Theorem [1.1]. Thus, given $H \in (0, H_0)$, we obtain a sequence $(r_n)$ increasing to 1 such that for all $n$, there exists a non-constant $u_n : (\overline{B}, \partial B) \to (\overline{\Omega}, \Sigma)$ with

$$\left\{ \begin{array}{l}
\Delta u_n = r_n H \cdot (u_n)_x \times (u_n)_x \times (u_n)_x \quad \text{on } B, \\
|\langle u_n \rangle_x| = |\langle u_n \rangle_x|, \quad \langle (u_n)_x, (u_n)_x \rangle = 0 \quad \text{on } B, \\
(u_n)_t(x) \perp T_{u_n(x)}\Sigma \quad \text{on } \partial B,
\end{array} \right. \quad (7.17)$$

satisfying in addition that $\text{Ind}_{r_n H}(u_n) \leq 1$. Moreover, we note that the thresholds $\eta$ and $\beta$ in Proposition [3.0] Remark [3.7] and Proposition [3.9] are independent of $n$, and hence, as a consequence of the proof of Theorem [1.1] we have

$$D(u_n) \geq \min\{\eta, \beta\}, \text{ for all } n.$$
On the other hand, by the index bound \( \text{Ind}_{r_n} H(u_n) \leq 1 \), Proposition 7.1 and Proposition 7.3, we get for all \( n \) that
\[
D(u_n) \leq \frac{16\pi}{r_n^2 H^2}.
\]
We can then finish the proof by a bubbling analysis similar to that in Section 6. In this last part, the strict inequality \( H < H_0 \) (\( \leq H_S \)) is required to derive a contradiction at the step corresponding to Proposition 6.4.
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