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Abstract. We consider a shape optimization problem written in the optimal control form: the governing operator is the $p$-Laplacian in the Euclidean space $\mathbb{R}^d$, the cost is of an integral type, and the control variable is the domain of the state equation. Conditions that guarantee the existence of an optimal domain will be discussed in various situations. It is proved that the optimal domains have a finite perimeter and, under some suitable assumptions, that they are open sets. A crucial difference is between the case $p > d$, where the existence occurs under very mild conditions, and the case $p \leq d$, where additional assumptions have to be made on the data.
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1. Introduction

Let $D \subset \mathbb{R}^d$ be an open set of finite measure; along all the paper this is considered as fixed. For every $\Omega \subset D$, which will be our control variable, the PDE which provides the state variable $u_\Omega$ of the system under observation is written as

$$- \Delta_p u_\Omega = f \quad \text{in } \Omega, \quad u_\Omega = 0 \quad \text{on } \partial D \setminus \Omega. \quad (1.1)$$

Here $p > 1$ is given, $\Delta_p$ is the $p$-Laplacian

$$\Delta_p u = \text{div} (|\nabla u|^{p-2} \nabla u),$$

and $f \in W^{-1,p'}(D)$ is a prescribed right-hand side. Equivalently, $u_\Omega$ can be characterized as the unique solution of the variational minimum problem

$$\min \left\{ \int_D \left( \frac{1}{p} |\nabla u|^p - f(x)u \right) \, dx : \, u \in W^{1,p}(D), \, u = 0 \text{ on } D \setminus \Omega \right\}. \quad (1.2)$$

We consider shape optimization problems of the form

$$\min \left\{ J(u_\Omega) : \, \Omega \text{ open}, \, \Omega \subset D \right\}, \quad (1.3)$$

for cost functionals $J$ of the form

$$J(u) = \int_D j(x,u) \, dx, \quad (1.4)$$

where $j : D \times \mathbb{R} \to \mathbb{R}$ is a given integrand with $j(x,\cdot)$ lower semicontinuous. Our model case is

$$j(x,s) = -g(x)s + \lambda \mathds{1}_{(0,\infty)}(s),$$

where the function $g : D \to \mathbb{R}$ and the constant $\lambda > 0$ are given. In this case,

$$J(u_\Omega) = -\int_D g(x)u_\Omega \, dx + \lambda |\Omega|. \quad (1.5)$$

Our main result is the following.
**Theorem 1.1.** Let $f \geq 0$ be a function in $L^q(D)$, for some $q$ such that $q > d/p$ and $q \geq 1$. Let $\lambda > 0$, $g \in L^r(D)$ for some $r > 1$, be a non-negative measurable function and $J$ be the model functional given by (1.5).

(i) If there is a constant $C > 0$ such that

$$f(x) \leq C g(x) \quad \text{for every} \quad x \in D,$$

then, there is an open set $\Omega_{\text{opt}} \subset D$ solution of the problem (1.3).

(ii) If $\Omega_{\text{opt}}$ is a solution of (1.3), then it has a finite perimeter.

When $f = g$ this problem reduces to a free boundary problem (see Section 1.2.1) that is, the state function $u_\Omega$ on an optimal domain is also a minimizer of an integral functional which is defined on the whole space $W^{1,p}_0(D)$. In particular, any function in $W^{1,p}_0(D)$ can be used to test the optimality of $u_\Omega$ and the properties of the optimal sets $\Omega$ can be studied through the known free boundary regularity techniques. On the other hand, when $f \neq g$ the problem (1.3) cannot be written as a variational problem in $W^{1,p}_0(D)$. In particular, this means that given an optimal shape $\Omega$, the corresponding state function $u_\Omega$ is a priori optimal only among the functions, which are state functions on other domains. This is the main difficulty in studying this functional, which was first studied in [11], where the existence and some preliminary regularity properties of the minimizers were obtained in the case $p = 2$.

1.1. **Structure of the paper and further results.** In this paper we prove several general results about the existence of optimal sets and the regularity of the state functions on solutions of the shape optimization problem (1.3). The functionals we consider are of the form (1.4) and our results apply to the model case (1.5) (see Remark 1.3, Remark 1.6, Remark 1.9 and Remark 1.12). In particular, Theorem 1.1 is a consequence of the more general Theorem 1.2, Theorem 1.5, Theorem 1.8 and Theorem 1.10 below.

1.1.1. **Existence of optimal open sets in the case $p > d$.** First, in Theorem 1.2 we prove an existence result in the case $p > d$. Since in this case the continuity of the state functions is assured by the Sobolev embedding theorem, the existence of solutions in the class of open set is immediate and can be applied to a wide class of shape optimization problems. In particular, this theorem applies also to more general shape optimization problems of the form

$$\min \{ J(u_\Omega) : \Omega \text{ open}, \Omega \subset D, |\Omega| \leq m \},$$  \hspace{1cm} (1.6)

where $|\cdot|$ denotes the Lebesgue measure in $\mathbb{R}^d$, $m \in (0, |D|]$ is given and $J$ is a functional of the form (1.4).

**Theorem 1.2** (Existence of optimal sets in the case $p > d$). Let $p > d$ and suppose that the cost integrand $j$ satisfies the following condition:

For every $M > 0$ there exists $a_M \in L^1(D)$ such that

$$-a_M(x) \leq j(x, s) \quad \text{for a.e.} \quad x \in \mathbb{R}^d \text{ and all } |s| \leq M.$$ \hspace{1cm} (1.7)

Then, the minimization problem (1.6) admits a solution $\Omega_{\text{opt}}$ which is an open set.

**Remark 1.3.** The previous result applies for instance to functionals of the form (1.5) with $g \in L^1(D)$ and $\lambda \in \mathbb{R}$. In this case, the function $a_M$ can be chosen as

$$a_M(x) = M|g(x)| + |\lambda|. $$
Remark 1.4. Notice that (1.3) corresponds to (1.6) in which the measure constraint is set to be the trivial one: \( m = |D| \).

1.1.2. Existence of optimal quasi-open sets in the case \( p \leq d \). In Theorem 1.5 we study shape optimization problems of the form (1.3) in the case \( p \leq d \). In this case, the existence of optimal sets may fail and additional assumptions on the integrand \( j(x,s) \) are required to prove that an optimal domain \( \Omega_{\text{opt}} \) exists. Furthermore, the existence result cannot be obtained directly in the class of open sets; in fact, we consider the wider class of the so-called \( p \)-quasi-open sets (see Section 3). Also, in this case the existence of optimal sets can be generalized to the following type of shape optimization problems with measure constraint:

\[
\min \left\{ J(u_{\Omega}) : \Omega \text{ \( p \)-quasi-open}, \Omega \subset D, |\Omega| \leq m \right\},
\]

(1.8)

where \( m \in (0,|D|] \) and \( J \) is given by (1.4).

**Theorem 1.5** (Existence of optimal quasi-open sets in the case \( p \leq d \)). Let \( p \leq d \) and \( f \geq 0 \). Suppose in addition that the cost integrand \( j \) satisfies the following conditions:

(a) the function \( j \) is of the form

\[
j(x,s) = j_0(x,s) + \lambda \Theta_{(0,+\infty)}(s),
\]

where \( \lambda \geq 0 \) and, for Lebesgue almost-every \( x \in \mathbb{R}^d \), the function \( j_0(x,\cdot) \) is non-increasing;

(b) there exists a function \( a \in L^1(D) \) and a constant \( c \in \mathbb{R} \) such that

\[
a(x) - c|s|^r \leq j(x,s), \quad \text{where} \quad \begin{cases} 0 < r < \frac{dp}{d-p} & \text{when } p < d, \\ 0 < r < +\infty & \text{when } p = d. \end{cases}
\]

Then, for any \( m \in (0,|D|] \), there exists a solution \( \Omega_{\text{opt}} \) of (1.8). Moreover, if \( \lambda = 0 \), then the measure constraint is saturated: \( |\Omega_{\text{opt}}| = m \).

**Remark 1.6.** It is immediate to check that the model functional (1.5) satisfies the conditions of Theorem 1.5 when

\[
\lambda \geq 0, \quad g \geq 0 \quad \text{and} \quad g \in L^\ell(D) \quad \text{for some } \ell > 1.
\]

The positivity of \( g \) assures that (a) holds, while, for what concerns the condition (b), we can take

\[
c = 1, \quad r = \frac{\ell}{\ell-1} \quad \text{and} \quad a(x) = -|g(x)|^r.
\]

In fact, by the Young’s inequality

\[
j(x,s) = -g(x)s + \lambda \Theta_{(0,+\infty)}(s) \geq -g(x)s \geq -|g(x)|^r - |s|^\frac{r}{r-1} = a(x) - s^r.
\]

1.1.3. Existence of optimal open sets. In Theorem 1.8 we show that the optimal quasi-open sets provided by Theorem 1.5 are in fact open. We obtain this result under some additional assumptions on the cost functional and on the datum \( f \). In particular, we require that the function \( j \) has some growth conditions, that the right-hand side \( f \) in the state equation (1.1) has a suitable summability, and also that the problem is of the form (1.3), that is, we remove the measure constraint in (1.8) by setting \( m = |D| \). In particular, since the class of open sets is dense in the space of
quasi-open sets, Theorem 1.5 and Theorem 1.8 together provide an existence result for the shape optimization problem (1.3) in the class of open sets.

Remark 1.7. Without extra summability assumptions on the right-hand side $f$, the optimal domain $\Omega_{\text{opt}}$ in Theorem 1.5 is only a $p$-quasi open set, not open in general (see for instance [9, Example 4.3]).

Theorem 1.8 (Optimal sets are open). Let $p \leq d$, $m = |D|$ and $f \in L^q(D)$, where $q > d/p$. Suppose that the cost function $j$ is of the form

$$j(x, s) = j_0(x, s) + \lambda 1_{(0, +\infty)}(s),$$

where $\lambda > 0$ and $j_0$ satisfies the following assumptions:

- $j_0(x, 0) = 0$ for almost-every $x \in D$;
- there is a constant $c > 0$ such that

$$\frac{j_0(x, t) - j_0(x, s)}{t - s} \leq -c f(x)$$

for almost-every $x \in D$ and all $s < t$.

Then, every solution of (1.8) is an open set. In particular, (1.3) has a solution in the class of all open subsets of $D$.

Remark 1.9. It is immediate to check that the model functional (1.5) satisfies the conditions of Theorem 1.5 when

$$g \geq c f \text{ on } D \text{ and } \lambda > 0.$$

1.1.4. The optimal sets have finite perimeter. In Theorem 1.10, we show that, under very mild assumptions, in both the situations $p > d$ and $p \leq d$, the optimal domains are sets with a finite perimeter. The method we use was introduced by Bucur in [1] (see also [4]) for the optimization of the $k$-th eigenvalue of the Laplacian; as we show, it can be applied to a much larger class of problems.

Theorem 1.10. Assume that $j$ is of the form

$$j(x, s) = j_0(x, s) + \lambda 1_{(0, +\infty)}(s),$$

with $\lambda > 0$ and

$$j_0(x, 0) = 0 \text{ for a.e. } x \in D. \tag{1.10}$$

Let $\Omega$ be a solution to the problem (1.8) with $m = |D|$ (that is, without the measure constraint). Suppose that we are in either one of the following scenarios:

(i) $f \in W^{-1,p'}(D)$, $f \geq 0$ and there exist $a \in L^1(D)$ and $\varepsilon_0, c > 0$ such that

$$\frac{|j_0(x, s + \varepsilon) - j_0(x, s)|}{\varepsilon} \leq a(x) + c|s|^{p^*} \tag{1.11}$$

holds for all $s \in \mathbb{R}$, for a.e. $x \in D$ and for all $\varepsilon \leq \varepsilon_0$;

(ii) $f \in L^q(D)$ for some $q > d/p$, $f \geq 0$ and there exist $a(\cdot, s) \in L^1(D)$, increasing and continuous in $s$, and $\varepsilon_0 > 0$ such that

$$\frac{|j_0(x, s + \varepsilon) - j_0(x, s)|}{\varepsilon} \leq a(x, s) \tag{1.12}$$

holds for all $s \in \mathbb{R}$, a.e. $x \in D$ and for all $\varepsilon \leq \varepsilon_0$.

Then the optimization problem (1.8) has a solution $\Omega_{\text{opt}}$ which has finite perimeter.
Remark 1.11. Notice that the assumption (1.10) is not restrictive. In fact, by adding to the cost $J$ the constant quantity $-\int_D j(x,0)\,dx$, we obtain that every optimal set for the cost function $j(x,s)$ is optimal also for the function $j(x,s) - j(x,0)$.

Remark 1.12. The model functional (1.5) satisfies the conditions of Theorem 1.10 when $g \in L^1(D)$. In fact, we can simply take $a = |g|$.

1.2. Further remarks and related problems.

1.2.1. The case $f = g$. The existence and the regularity of optimal shapes in the case $f = g$ was already studied both for $p = 2$ and $p \neq 2$. In fact, by testing the state equation (1.1) with $u_{\Omega}$, one gets that

$$\int_D |\nabla u_{\Omega}|^p \, dx = \int_D f(x)u_{\Omega} \, dx.$$ 

Thus, the functional $J$ can be written as

$$J(u_{\Omega}) := \frac{p}{p-1} \left( \frac{1}{p} \int_D |\nabla u_{\Omega}|^p \, dx - \int_D f(x)u_{\Omega} \, dx + \frac{p-1}{p} \lambda |\Omega| \right).$$

Now, since the solution $u_{\Omega}$ of (1.1) is the minimizer of

$$u \mapsto \frac{1}{p} \int_D |\nabla u|^p \, dx - \int_D f(x)u \, dx,$$

in $W^{1,p}_0(D)$, the shape optimization problem (1.3) becomes equivalent to the free boundary problem

$$\min \left\{ \frac{1}{p} \int_D |\nabla u|^p \, dx - \int_D f(x)u \, dx + \frac{p-1}{p} \lambda |\{ u \neq 0 \}| : u \in W^{1,p}_0(D) \right\}, \quad (1.13)$$

in the following sense:

- if $\Omega$ solves (1.3), then $u_{\Omega}$ is a solution to (1.13);
- if $u$ solves (1.13), then the set $\{ u \neq 0 \}$ is optimal for (1.3).

Problems of the form (1.13) were widely studied in the literature in the case $p = 2$. The existence of solutions $u \in W^{1,p}$ is immediate and provides an existence of a solution to (1.3) in the class of the $p$-quasi-open sets. Also in this case, the existence of an optimal open set requires the study of the regularity of the solutions to (1.13). For the general case $p \neq 2$, the regularity of $u$ and of the free boundary $\partial \{ u > 0 \}$ were first studied by Danielli and Petrosyan in [13] in the case $f = 0$. In the case $f \geq 0$, the problem was discussed in [9]. For the case $p = 2$ we refer to [17] and the references therein.

1.2.2. Supremal functionals. A class of shape optimization problems related to the one from Theorem 1.1 are the ones, in which the cost functional is given by

$$J(u_{\Omega}) = -\text{ess sup}_{x \in D} j(x, u_{\Omega}).$$

The existence of a solution can be obtained by the same argument as in the proofs of Theorem 1.2, in the case $p > d$, and of Theorem 1.5, in the case $p \leq d$. 

1.2.3. **Mixed boundary conditions.** The full Dirichlet boundary condition in (1.1) can be replaced by the mixed Dirichlet-Neumann condition

\[ u = 0 \text{ on } D \setminus \Omega, \quad \frac{\partial u}{\partial \nu} = 0 \text{ on } \partial D \cap \partial \Omega. \]  

(1.14)

The expression (1.14) is only formally written; we provide a weak form of it which allows to consider also very irregular sets. Notice that the Neumann condition in (1.14) is imposed on the fixed part of \( \partial \Omega \), i.e. the part which lies on \( \partial D \); on the free part of \( \partial \Omega \), i.e. the one in \( D \), we always assume the Dirichlet condition. Precisely, the state function \( u_\Omega \) is the minimizer of

\[ u \mapsto \frac{1}{p} \int_{\Omega} |\nabla u|^p dx - \int_{\Omega} uf dx, \]

among all functions \( u \in W^{1,p}(D) \) such that \( u = 0 \) \( p \)-quasi-everywhere on \( D \setminus \Omega \).

In this case the existence results Theorem 1.2 and Theorem 1.5 still hold for the functional \( J(u_\Omega) \) in the case \( m < |D| \) with \( D \) a bounded connected open set with Lipschitz boundary (see [12, Section 2.2]). On the contrary, if

\[ m = |D| \quad \text{and} \quad f \geq 0, \]

then, \( \Omega = D \) is admissible and \( u_D \) may not be well-defined. In this case

\[ \inf \{ J(u_\Omega) : \Omega \text{ open, } \Omega \subset D \} = -\infty, \]

for any non-trivial \( g \geq 0 \) and any \( \lambda \geq 0 \).

When \( m < |D| \), similar problems with mixed boundary conditions have been considered in [12]. We point out that shape optimization problems with Neumann boundary condition on the free part require a complete different approach and very little is known on them.

1.2.4. **The limit problem as \( p \to \infty \).** When \( p = \infty \) the state function from (1.2) is determined by the variational problem

\[ \min \left\{ -\int_D f(x)u \, dx : u : D \to \mathbb{R}, \ |\nabla u| \leq 1, \ u = 0 \text{ on } \overline{D} \setminus \Omega \right\}, \]

whose solution is the function \( u_\Omega \) given by the distance from \( \overline{D} \setminus \Omega \), namely

\[ u_\Omega(x) := \text{dist}(x, \overline{D} \setminus \Omega). \]

In this way the problems above, with \( p = \infty \), are related to some optimization problems in mass transport theory, see for instance [8] and [10].

2. **Existence of a solution in the case \( p > d \)**

We consider here the shape minimization problem (1.3) with the class \( \mathcal{A} \) of admissible sets given by

\[ \mathcal{A} = \{ \Omega \subset D : \Omega \text{ open and } |\Omega| \leq m \}, \]

where \( |\cdot| \) denotes the Lebesgue measure in \( \mathbb{R}^d \) and \( 0 < m \leq |D| \) is given.

**Proof of Theorem 1.2.** Let \( \Omega_n \) be a minimizing sequence in \( \mathcal{A} \) and let \( u_n \) be the solutions of (1.1) corresponding to \( \Omega_n \). Multiplying (1.1) by \( u_n \) and integrating by parts gives

\[ \int_D |\nabla u_n|^p \, dx = \langle f, u_n \rangle \leq \|f\|_{W^{-1,p'}(D)} \|u_n\|_{W^{1,p}(D)}. \]
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On the other hand, by Poincaré inequality we obtain

\[ \int_D |u_n|^p \, dx \leq C \int_D |\nabla u_n|^p \, dx, \]

and the constant \( C \) does not depend on \( n \). Hence we have

\[ \|u_n\|_{W^{1,p}(D)} \leq (1 + C) \int_D |\nabla u_n|^p \, dx \leq (1 + C) \|f\|_{W^{-1,p'}(D)} \|u_n\|_{W^{1,p}(D)}, \]

so that \( u_n \) is bounded in \( W^{1,p}(D) \). By the Sobolev embedding theorem \( u_n \) is compact in some \( C^{0,\alpha} \)-space, so we may assume, up to subsequences, that \( u_n \) converges uniformly to some \( C^{0,\alpha} \) function \( u \). Then the set \( \Omega_{\text{opt}} = \{ u \neq 0 \} \) is open, we have \( \Omega_{\text{opt}} \in \mathcal{A} \), and \( u \) verifies the PDE (1.1) corresponding to \( \Omega_{\text{opt}} \). Moreover, by (1.7) we have

\[ J(u) \leq \liminf_{n \to \infty} J(u_n), \]

which gives the optimality of the set \( \Omega_{\text{opt}} \) and concludes the proof. \( \square \)

Remark 2.1. A similar result, with a similar proof, holds for minimization problems with the supremal cost \( J(u) = -\|j(x,u)\|_{L^\infty(D)} \).

We should not expect a symmetry result for solutions, in the sense that, even if all the data are radially symmetric, the solution \( \Omega_{\text{opt}} \) is not, as the next example shows:

Example 2.2. Let \( d = 2 \), \( D \) the unit disc in \( \mathbb{R}^2 \), \( p = \infty \) and consider the supremal optimization problem for \( j(x,u) = -u \) and mixed Dirichlet-Neumann boundary conditions. Then \( u_\Omega = \text{dist}(x,D \setminus \Omega) \) and the problem becomes

\[ \min \{- \text{dist}(x,D \setminus \Omega) : |\Omega| \leq m \}. \]

The optimal solution \( \Omega_{\text{opt}} \) (unique up to rotations) is represented in Figure 1 by the colored region and is given by the intersection

\[ \Omega_{\text{opt}} = B(0,1) \cap B(\bar{x},r_m) \]

where \( \bar{x} \) is any point in \( \partial D \) and \( r_m \) is the unique radius such that the area of the colored intersection is exactly equal to \( m \).

![Figure 1. The colored region represents an optimal \( \Omega_{\text{opt}} \) with \( \bar{x} = (1,0) \) and \( m \approx 2 \) (\( r_m \approx 1.351 \)).](image)

3. Existence in the case \( p \leq d \)

When \( p \leq d \) minimizing sequences \( \Omega_n \) tend to split more and more, converging in a suitable \( \gamma \)-sense to a relaxed solution that is in general not a domain but only a capacitary measure. Several examples of nonexistence are known in the literature; we refer for instance to Section 4.2 of [2]. For the sake of brevity we limit ourselves to the definitions of quasi open/closed set, of capacitary measure, and of \( \gamma \)-convergence; the reader interested to have a complete view on relaxed shape optimization problems with Dirichlet conditions on the free boundary and on capacitary measures may see, for instance, the book [2] and the articles [5], [6].
Definition 3.1. A set $\Omega$ is said $p$-quasi open if $\Omega = \{ u > 0 \}$ for a suitable function $u \in W^{1,p}(D)$. Similarly, a set $K$ is said $p$-quasi closed if $K = \{ u = 0 \}$ for a suitable function $u \in W^{1,p}(D)$.

Definition 3.2. A nonnegative regular Borel measure $\mu$ on $\mathbb{R}^d$ (possibly taking the value $+\infty$) is called a $p$-capacitary measure if for every Borel set $E \subset \mathbb{R}^d$ we have

\[
\left\{ \begin{array}{l}
\text{cap}_p(E) = 0 \implies \mu(E) = 0; \\
\mu(E) = \inf \{ \mu(\Omega) : \Omega \supset E, \Omega \text{ $p$-quasi open} \}.
\end{array} \right.
\]

We denote by $\mathcal{M}_p$ the class of all $p$-capacitary measures on $\mathbb{R}^d$.

The class $\mathcal{M}_p$ is very large; it includes:

- all measures of the form $a(x) \, dx$ with $a \in L^1_{\text{loc}}(\mathbb{R}^d)$;
- all measures of the form $b(x) \mathcal{H}^k \ll S$ where $S$ is a smooth $k$-dimensional surface, $\mathcal{H}^k$ is the $k$-dimensional Hausdorff measure, $k > d - p$, and $b$ is locally integrable on $S$;
- all measures of the form

\[
\infty_K(E) = \left\{ \begin{array}{cl}
0 & \text{if } \text{cap}_p(E \cap K) = 0 \\
+\infty & \text{otherwise}
\end{array} \right.
\]

where $K$ is a $p$-quasi closed set in $\mathbb{R}^d$.

The important features of measures of the class $\mathcal{M}_p$ are:

- we can define the Sobolev space $W^{1,p}_\mu(\mathbb{R}^d)$ as the subspace of functions $u \in W^{1,p}(\mathbb{R}^d)$ with finite norm

\[
\|u\|_{W^{1,p}_\mu} = \left( \int_D |\nabla u|^p \, dx + \int_D |u|^p \, d\mu \right)^{1/p};
\]

- if $f$ is in the dual of $W^{1,p}_\mu$ (for instance if $f \in L^p(D)$), the PDE

\[
- \Delta_p u + \mu |u|^{p-2} u = f
\]

is well-defined in its weak sense as

\[
\left\{ \begin{array}{l}
u \in W^{1,p}_\mu \\
\int_D |\nabla u|^{p-2} \nabla u \nabla v \, dx + \int_D |u|^{p-2} uv \, d\mu = \langle f, v \rangle \quad \text{for all } v \in W^{1,p}_\mu.
\end{array} \right.
\]

The PDE above admits a unique solution $u_{\mu,f}$, which can be equivalently characterized as the unique minimum point of the functional

\[
F(u) = \int_D \frac{1}{p} |\nabla u|^p \, dx + \int_D \frac{1}{p} |u|^p \, d\mu - \langle f, u \rangle.
\]

Taking for instance $\Omega$ $p$-quasi open and $\mu = \infty_K$, with $K = D \setminus \Omega$, the PDE above becomes (1.1) with Dirichlet conditions on $D \setminus \Omega$, namely

\[
\left\{ \begin{array}{l}
- \Delta_p u = f \text{ on } \Omega \\
u = 0 \text{ on } K, \quad \frac{\partial u}{\partial v} = 0 \text{ on } \partial D \setminus K.
\end{array} \right.
\]

If we denote by $u_{\mu,f}$ the unique solution of (3.1) the following monotonicity properties hold.
Proposition 3.3. The map $\mu \mapsto u_{\mu,f}$ is decreasing with respect to $\mu$ whenever $f \geq 0$, and increasing with respect to $f$, that is,

\[
\begin{aligned}
\{ & \mu_1 \geq \mu_2 \implies u_{\mu_1,f} \leq u_{\mu_2,f} \quad \text{for every } f \geq 0; \\
& f_1 \leq f_2 \implies u_{\mu,f_1} \leq u_{\mu,f_2} \quad \text{for every } \mu \in \mathcal{M}_p.
\end{aligned}
\]

Proof. Let $f \geq 0$ and set $u_i := u_{\mu_i,f}$ for $i = 1, 2$. To prove the monotonicity with respect to $\mu$, that is $u_1 \leq u_2$ when $\mu_1 \geq \mu_2$, we use the variational characterization of the solutions $u_i$ as minima of the corresponding functionals

\[
F_i(u) = \int_D \frac{1}{p} |\nabla u|^p \, dx + \int_D \frac{1}{p} |u|^p \, d\mu_i - \langle f, u \rangle,
\]

and we show, for example, that $F_1(u_1 \wedge u_2) \leq F_1(u_1)$ so by minimality and uniqueness $u_1 = u_1 \wedge u_2$, concluding the proof. Now notice that

\[
F_i(u \wedge v) + F_i(u \vee v) = F_i(u) + F_i(v) \quad \text{for } i = 1, 2,
\]

so it is enough to show that

\[
F_1(u_2) \leq F_1(u_1 \vee u_2).
\]

By the equalities

\[
\begin{aligned}
F_1(u_2) &= F_2(u_2) + \int_D \frac{1}{p} |u_2|^p \, d(\mu_1 - \mu_2) \\
F_1(u_1 \vee u_2) &= F_2(u_1 \vee u_2) + \int_D \frac{1}{p} |u_1 \vee u_2|^p \, d(\mu_1 - \mu_2)
\end{aligned}
\]

it is equivalent to show that

\[
F_2(u_2) \leq F_2(u_1 \vee u_2) + \int_D \frac{1}{p} (|u_1 \vee u_2|^p - |u_2|^p) \, d(\mu_1 - \mu_2). \tag{3.2}
\]

By the maximum principle, since $f \geq 0$, we have $u_i \geq 0$ for $i = 1, 2$, which gives (3.2) using the minimality of $u_2$ for $F_2$ and the fact that $|u_1 \vee u_2| \geq |u_2|$.

In a similar way we can prove the monotonicity with respect to $f$. Let $\mu \in \mathcal{M}_p$, set $u_i := u_{\mu,f_i}$ for $i = 1, 2$ and consider the corresponding functionals given by

\[
F_i(u) = \int_D \frac{1}{p} |\nabla u|^p \, dx + \int_D \frac{1}{p} |u|^p \, d\mu - \langle f_i, u \rangle.
\]

To prove the monotonicity property it is enough to show that

\[
F_1(u_1 \wedge u_2) \leq F_1(u_1),
\]

which, operating as above, amounts to be equivalent to

\[
F_1(u_2) \leq F_1(u_1 \vee u_2). \tag{3.3}
\]

By the equalities

\[
\begin{aligned}
F_1(u_2) &= F_2(u_2) + \langle f_2 - f_1, u_2 \rangle \\
F_1(u_1 \vee u_2) &= F_2(u_1 \vee u_2) + \langle f_2 - f_1, u_1 \vee u_2 \rangle
\end{aligned}
\]

the inequality (3.3) can be rewritten as

\[
F_2(u_2) \leq F_2(u_1 \vee u_2) + \langle f_2 - f_1, u_1 \vee u_2 - u_2 \rangle,
\]

which follows by the minimality of $u_2$ for $F_2$ and the fact that $(u_1 \vee u_2) - u_2 \geq 0$. \hfill \Box
We consider the subclass $M_p(D)$ of $p$-capacitary measures supported on $\overline{D}$. This class can be endowed with a very natural convergence, the $\gamma_p$-convergence.

**Definition 3.4.** A sequence $\mu_n \in M_p(D)$ is said to $\gamma_p$-converge to $\mu \in M_p(D)$ if
\[
\|u_{\mu_n,1} - u_{\mu,1}\|_{L^p(D)} \to 0.
\]

**Remark 3.5.** It is possible to show that
\[
\|u_{\mu_n,1} - u_{\mu,1}\|_{L^p(D)} \to 0 \Rightarrow \|u_{\mu_n,f} - u_{\mu,f}\|_{L^p(D)} \to 0 \quad \text{for every } f \in W^{-1,p'}(D).
\]
In addition, the distance defined by setting
\[
d_{\gamma_p}(\mu, \nu) := \|u_{\mu,1} - u_{\nu,1}\|_{L^p(D)}
\]
is equivalent to the $\gamma_p$-convergence and makes $M_p(D)$ a compact metric space.

An important result is the $\gamma_p$ density in $M_p(D)$ of some subclasses:
- the class of measures $a(x) \, dx$ with a smooth function;
- the class of measures $\infty K$ with $K$ smooth closed set.

In addition, if $\mu_n \gamma_p$-converges to $\mu$, the Dirichlet regions $\{\mu_n = \infty\}$ fulfill the following semicontinuity property (see Proposition 5.3.6 of [2]):
\[
\limsup_{n \to +\infty} |\{\mu_n = \infty\}| \leq |\{\mu = \infty\}|. \tag{3.4}
\]

### 3.1. Existence of an optimal capacitary measure.

The relaxed form of the minimization problem (1.3) in the class $M_p(D)$ reads
\[
\min \{ J(u_{\mu,f}) : u_{\mu,f} \text{ solves (3.1), } \mu \in \mathfrak{A} \}, \tag{3.5}
\]
where $\mathfrak{A}$ is the admissible class
\[
\mathfrak{A} = \{ \mu \in M_p(D), |\{\mu < \infty\}| \leq m \}.
\]

The framework above allows to obtain a rather general existence result of minimizers for the relaxed problem above. A similar argument was used in [7] in the context of optimal potentials for Schrödinger operators.

**Theorem 3.6.** Let $p \leq d$ and let $f \in W^{-1,p'}(D)$. Assume that there exists $a \in L^1(D)$ such that the cost integrand $j$ satisfies the assumption
\[
a(x) - c|s|^q \leq j(x,s) \quad \text{with } q < \frac{dp}{d-p} \quad \text{ (any } q < +\infty \text{ if } p=d).
\]

Then the relaxed minimization problem (3.5) admits a solution $\mu_{\text{opt}} \in M_p$.

**Proof.** If $\mu_n \in \mathfrak{A}$ is a minimizing sequence, by the $\gamma_p$-compactness of $M_p(D)$ we may assume, up to a subsequence, that $\mu_n \gamma_p$-converges to some $\mu \in M_p(D)$. By the lower semicontinuity property (3.4) we have that
\[
\limsup_{n \to +\infty} |\{\mu_n = \infty\}| \leq |\{\mu = \infty\}| \quad \Rightarrow \quad |\{\mu < \infty\}| \leq m,
\]
which means that $\mu$ belongs to the admissible class $\mathfrak{A}$. Then the corresponding solutions $u_{\mu_n,f}$ tend to $u_{\mu,f}$ weakly in $W^{1,p}(D)$, hence strongly in $L^q(D)$. By Fatou’s lemma
\[
J(u_{\mu,f}) \leq \liminf_{n \to +\infty} J(u_{\mu_n,f}),
\]
and this concludes the proof. \qed
3.2. Existence of \( p \)-quasi-open optimal sets. In some cases the minimization problem (3.5) becomes trivial. For instance, if the cost integrand satisfies

\[
j(x, s) \geq j(x, 0) \quad \text{for all} \ (x, s) \in \mathbb{R}^d \times \mathbb{R},
\]

then the measure \( \mu = \infty \mathcal{P} \), which corresponds to \( \Omega_{opt} \) being the empty set, gives \( u_{\mu,f} = 0 \) and solves the problem. On the other hand, in some particular situations we can prove the existence of an optimal measure of the form \( \mu = \infty \mathcal{P} \setminus \Omega \), as the following result shows.

Proof of Theorem 1.5. Let \( \mu \in \mathcal{M}_p(D) \) be a relaxed optimal solution and let \( u_{\mu,f} \) be the corresponding optimal state, solution of (3.1). Since \( f \geq 0 \), by the maximum principle we have \( u_{\mu,f} \geq 0 \) and \( \Omega = \{ u_{\mu,f} > 0 \} \) is a \( p \)-quasi open set. By (3.4) we have

\[
|\Omega| \leq m \implies \bar{\mu} = \infty \mathcal{P} \setminus \Omega \in \mathcal{A}.
\]

We have \( \bar{\mu} \leq \mu \) which gives \( u_{\bar{\mu},f} \geq u_{\mu,f} \) by Proposition 3.3. By the monotonicity assumption (a) on the integrand \( j \) we obtain

\[
J(u_{\bar{\mu},f}) \leq J(u_{\mu,f})
\]

which shows that the measure \( \infty \mathcal{P} \setminus \Omega \) is optimal. Finally, if \( |\Omega| < m \), taking \( \hat{\Omega} \supset \Omega \) with \( |\hat{\Omega}| = m \) would give \( \infty \mathcal{P} \setminus \hat{\Omega} \leq \infty \mathcal{P} \setminus \Omega \), and so \( u_{\infty \mathcal{P} \setminus \hat{\Omega},f} \geq u_{\infty \mathcal{P} \setminus \Omega,f} \), hence the optimality of \( \hat{\Omega} =: \Omega_{opt} \), using again the monotonicity property (a). \( \square \)

Remark 3.7. The assumption that the integrand \( j(x, \cdot) \) is nonincreasing cannot be removed; in Section 4.2 of [2] the case \( f = 1 \) and \( j(x, s) = |s - c|^2 \) is considered and it is shown that the optimal measures in \( \mathcal{M}_p(D) \), when \( c \) is small enough, are not of the form \( \mu = \infty \mathcal{P} \setminus \Omega \).

Lemma 3.8. Let \( \mu \) be a positive \( p \)-capacitary measure in \( D \). Suppose that \( f \in L^q(D) \) for some \( q > \frac{d}{p} \), then the solution \( u_{\mu,f} \) is \( L^\infty(D) \).

Proof. We can assume that \( f \geq 0 \). By Proposition 3.3, we have that

\[
\mu \geq 0 \implies u_{\mu,f} \leq u_{0,f},
\]

By definition, the function \( u_{0,f} \) is the unique solution (in the weak sense) of the equation

\[
-\Delta_p u_{0,f} = f \ \text{in} \ D.
\]

By modifying the proof of [14, Theorem 8.17] for any \( p > 1 \), we find that

\[
f \in L^q(D) \ \text{with} \ q > \frac{d}{p} \implies u_{0,f} \in L^\infty(D),
\]

and this is enough to infer that \( u_{\mu,f} \in L^\infty(D) \). \( \square \)

If we assume additional summability on the right-hand side \( f \), then we can prove that the optimal set \( \Omega_{opt} \) is open. As mentioned in Remark 1.7 these assumptions cannot be removed.
3.3. **Existence of open optimal sets.** Let $\Omega_{\text{opt}}$ be a solution to (1.8) with $m = |D|$, as in Theorem 1.8. To prove that $\Omega_{\text{opt}}$ is open we will show that the corresponding solution $\hat{u}$ to the auxiliary problem

$$
\min \left\{ \int_{D} \left( j(x, u) + \lambda \mathbf{1}_{\{u > 0\}}(x) \right) \, dx : \Delta_p u + f \geq 0, \ u \in W_0^{1,p}(D) \right\}
$$

belongs to $C^{0,\alpha}(D)$ for some $\alpha < 1$; for this, we follow the proof of [13, Section 3].

**Proof of Theorem 1.8.** Since we are dealing with the problem (1.8) the cost function is of the form

$$
j(x, u) + \lambda \mathbf{1}_{\{u > 0\}},
$$

where the constant $\lambda > 0$ can be interpreted as a Lagrange multiplier. For the sake of simplicity we assume that $\lambda = 1$.

Let $w$ be a function in $W_0^{1,p}(D)$ such that $w \geq \bar{u}$, where $\bar{u}$ is the solution of

$$
-\Delta_p \bar{u} = f \quad \text{in} \quad \Omega_{\text{opt}}, \quad \bar{u} \in W_0^{1,p}(\Omega_{\text{opt}})
$$
on the optimal set $\Omega_{\text{opt}}$. We define the quasi-open set

$$
\tilde{\Omega} = \{ w > 0 \}.
$$

Notice that, by construction, $\tilde{\Omega} \supset \Omega_{\text{opt}}$. Let $\tilde{u}$ be the solution of

$$
-\Delta_p \tilde{u} = f \quad \text{in} \quad \tilde{\Omega}, \quad \tilde{u} \in W_0^{1,p}(\tilde{\Omega}).
$$

Thus, by the maximum principle $\tilde{u} \geq \bar{u}$. Since $\Omega_{\text{opt}}$ is optimal, we have

$$
\int_{\Omega_{\text{opt}}} j(x, \bar{u}) \, dx + |\{ \bar{u} > 0 \}| \leq \int_{\tilde{\Omega}} j(x, \tilde{u}) \, dx + |\{ \tilde{u} > 0 \}|.
$$

Since $\tilde{u}$ is zero on $\tilde{\Omega} \setminus \Omega_{\text{opt}}$ and $j(x, 0) = 0$, we can write both integrals on the larger set $\tilde{\Omega}$ obtaining

$$
\int_{\tilde{\Omega}} \left( j(x, \tilde{u}) - j(x, \bar{u}) \right) \, dx \leq |\{ \tilde{u} > 0 \}| - |\{ \bar{u} > 0 \}|.
$$

Since $\tilde{u} \geq \bar{u}$, we can apply the hypothesis (1.9) to the left-hand side, which yields

$$
- \int_{\tilde{\Omega}} \tilde{u} f \, dx - \left( - \int_{\tilde{\Omega}} \bar{u} f \, dx \right) \leq \frac{1}{c} \left[ |\{ \tilde{u} > 0 \}| - |\{ \bar{u} > 0 \}| \right].
$$

Now since

$$
\int_{\tilde{\Omega}} |\nabla \tilde{u}|^p \, dx = \int_{\tilde{\Omega}} f \tilde{u} \, dx \quad \text{and} \quad \int_{\tilde{\Omega}} |\nabla \bar{u}|^p \, dx = \int_{\tilde{\Omega}} f \bar{u} \, dx,
$$

we can re-write the above inequality as

$$
\left( \int_{\tilde{\Omega}} \left( \frac{1}{p} |\nabla \tilde{u}|^p - \tilde{u} f \right) \, dx \right) - \left( \int_{\tilde{\Omega}} \left( \frac{1}{p} |\nabla \bar{u}|^p - \bar{u} f \right) \, dx \right) \leq \frac{p-1}{pc} \left[ |\{ \tilde{u} > 0 \}| - |\{ \bar{u} > 0 \}| \right].
$$

Since $\tilde{u}$ is the minimizer of the functional

$$
u \mapsto \int_{\tilde{\Omega}} \left( \frac{1}{p} |\nabla u|^p - uf \right) \, dx
$$
on $W_0^{1,p}(\tilde{\Omega})$, we get that

$$
\left( \int_{\tilde{\Omega}} \left( \frac{1}{p} |\nabla \tilde{u}|^p - \tilde{u} f \right) \, dx \right) - \left( \int_{\tilde{\Omega}} \left( \frac{1}{p} |\nabla w|^p - w f \right) \, dx \right) \leq \frac{1}{c} \left[ |\{ w > 0 \}| - |\{ \bar{u} > 0 \}| \right].
$$
In particular, for any ball \( B_r \subset D \), we can take the function \( w \) defined by
\[
\begin{cases}
-\Delta_p w = f \quad \text{in } B_r, \\
w = \bar{u} \quad \text{on } D \setminus \partial B_r.
\end{cases}
\]
Thus, the last inequality can be rewritten as
\[
\frac{1}{p} \int_{B_r} (|\nabla \bar{u}|^p - |\nabla w|^p) \, dx \leq \int_{B_r} f(\bar{u} - w) \, dx + \frac{1}{c} |B_r \cap \{ \bar{u} = 0 \}|.
\]
To estimate the first integral on the right-hand side we apply Hölder inequality twice (since \( f \in L^q \) is the assumption we want to use) and obtain
\[
\int_{B_r} f(\bar{u} - w) \, dx \leq ||\bar{u} - w||_{L^{p^*}} \left( \int_{B_r} f^{dp/(dp+p-d)} \right)^{1+1/d-1/p} \leq C ||\bar{u} - w||_{L^{p^*}} ||f||_{L^r \alpha_p},
\]
where \( C \) is a dimensional constant related to the volume of the unit ball in \( \mathbb{R}^d \) and
\[
\alpha_p := \frac{dp + p - d}{dp} - \frac{1}{q}.
\]
Now, following [13, Section 3], we have for \( p \geq 2 \) the inequality
\[
\int_{B_r} |\nabla (\bar{u} - w)|^p \, dx \leq C \left[ ||\bar{u} - w||_{L^{p^*}} ||f||_{L^r \alpha_p} + \int_{B_r} 1_{\{\bar{u} = 0\}}(x) \, dx \right],
\]
while for \( 1 < p \leq 2 \) we have
\[
\int_{B_r} |\nabla (\bar{u} - w)|^p \, dx \leq C \left[ ||\bar{u} - w||_{L^2} ||f||_{L^r \alpha^2} + \int_{B_r} 1_{\{\bar{u} = 0\}}(x) \, dx \right]^{p/2} \left[ \int_{B_r} |\nabla \bar{u}|^p \, dx \right]^{1-p/2}.
\]
The conclusion now follows by a similar argument as in [13, Lemma 3.1]. \( \square \)

4. Minimum Problem on \( \gamma \)-Compact Classes

In general, without the assumptions we have seen in Sections 2 and 3, the existence of an optimal set \( \Omega \) may fail if we put no geometrical restriction on the class \( \mathcal{A} \) of admissible competitors. On the contrary, adding extra a priori geometrical constraints may lead to existence results under very general assumptions. There are numerous different classes of admissible domains in the literature, in which the existence of optimal domains is well known. In this section, we briefly recall some of the most commonly used geometric constraints.

The following classes have been considered in [2].

- The class \( \mathcal{A}_{\text{convex}} \) of convex sets \( \Omega \subset D \).
- The class \( \mathcal{A}_{\text{unif cone}} \) of domains \( \Omega \) satisfying a uniform exterior cone property, which means that for every point \( x_0 \in \partial \Omega \) there is a closed cone, with uniform (independent of \( \Omega \)) height and opening, and with vertex in \( x_0 \), lying in the complement of \( \Omega \).
- The class \( \mathcal{A}_{\text{unif flat cone}} \) of domains \( \Omega \) satisfying a uniform flat cone condition, i.e. as above, but the cone may be \( k \)-flat, namely of dimension \( k \), with \( k > d - p \).
The class $A_{\text{cap\,density}}$ of domains $\Omega$ satisfying a uniform capacitary density condition, i.e. such that there exist $c, r > 0$ (independent of $\Omega$) with the property that for every $x \in \partial \Omega$, we have
\[
\frac{\text{cap}_p(B_t(x) \setminus \Omega, B_{2t}(x))}{\text{cap}_p(B_t(x), B_{2t}(x))} \geq c \quad \text{for all } t \in (0, r),
\]
where $B_s(x)$ denotes the ball of radius $s$ centered at $x$, and $\text{cap}_p$ denotes the $p$ capacity.

The class $A_{\text{unif Wiener}}$ of domains $\Omega$ satisfying a uniform Wiener condition, i.e. such that for every $x \in \partial \Omega$ and for every $0 < r < R < 1$
\[
\int_r^R \left[ \frac{\text{cap}_p(B_t(x) \setminus \Omega, B_{2t}(x))}{\text{cap}_p(B_t(x), B_{2t}(x))} \right]^{1/(p-1)} \frac{dt}{t} \geq g(r, R, x),
\]
where $g : (0, 1) \times (0, 1) \times D \rightarrow \mathbb{R}^+$ is fixed (independent of $\Omega$) and has the property that for every $R \in (0, 1)$
\[
\lim_{r \to 0^+} g(r, R, x) = +\infty \quad \text{locally uniformly on } x.
\]

The following inclusions hold:
\[
A_{\text{convex}} \subset A_{\text{unif cone}} \subset A_{\text{unif flat cone}} \subset A_{\text{cap\,density}} \subset A_{\text{unif Wiener}}.
\]
In addition, in the classes above the $\gamma$-convergence for a sequence $(\Omega_n)$ of domains is equivalent to the Hausdorff convergence of the sets $K_n = \overline{D} \setminus \Omega_n$, and is also called Hausdorff complementary convergence, it is denoted by $H^c$ and is associated to the distance
\[
d_{H^c}(\Omega_1, \Omega_2) = d_H(\Omega_1^c, \Omega_2^c)
\]
where $d_H$ is the usual Hausdorff distance
\[
d_H(K_1, K_2) = \sup_{x \in K_1} \left[ \inf_{y \in K_2} |x - y| \right] \vee \sup_{x \in K_2} \left[ \inf_{y \in K_1} |x - y| \right].
\]
In particular, the properties below, which are well-known (see for instance [15]) for the Hausdorff convergence on the class
\[
\mathcal{A} = \{ \Omega \subset D : \Omega \text{ open} \}
\]
also hold for the classes above endowed with the $\gamma$-convergence:

(i) $(\mathcal{A}, d_{H^c})$ is a compact metric space;
(ii) if $\Omega_n \to \Omega$ in the $H^c$ convergence, then for every compact set $K \subset \Omega$, there exists $n_K \in \mathbb{N}$ such that $K \subset \Omega_n$ for every $n \geq n_K$;
(iii) the Lebesgue measure is lower semicontinuous for the $H^c$-convergence;
(iv) the map that associates to a set $\Omega$ the number of connected components of the set $\overline{D} \setminus \Omega$ is lower semicontinuous with respect to the $H^c$-convergence.

Another interesting class, which is only of topological type and is not contained in any of the previous ones, was considered by Šverák in [16] and consists of all open subsets $\Omega$ of $D$ for which the number of connected components of $\overline{D} \setminus \Omega$ is uniformly bounded. When for $p = d = 2$ it is proved that in the class
\[
\mathcal{O}_k = \left\{ \Omega \subset D : \Omega \text{ open}, \#(\overline{D} \setminus \Omega) \leq k \right\},
\]
where $\#$ denotes the number of connected components, the Hausdorff complementary convergence implies the $\gamma$-convergence.
SHAPE OPTIMIZATION PROBLEMS IN CONTROL FORM

For higher dimensions the result in the form above is false in general, and capacity properties play an important role. When \( p > d \) a point has a strictly positive \( p \)-capacity, and Theorem 1.2 gives the existence of optimal shapes under very mild assumptions. When \( p \leq d \) the generalization of the Šverák result to higher dimensions was obtained in [3] where the theorem below is proved.

**Theorem 4.1.** Let \( d - 1 < p \leq d \). If a sequence \((\Omega_n)\) converges in the Hausdorff complementary topology to \( \Omega \) and \( \Omega_n \) belong to the class \( \mathcal{O}_k \) above, then \( \Omega_n \gamma_p \)-converges to \( \Omega \) and \( \Omega \in \mathcal{O}_k \).

As a consequence of this theorem, a large class of shape optimization problems admit solutions in the classes \( \mathcal{O}_k \) above. We summarize this in the following proposition.

**Corollary 4.2.** Let \( d - 1 < p \leq d \) and assume that the cost integrand \( j(x,s) \) satisfies the assumption:

\[
-a(x)-c|s|^q \leq j(x,s) \quad \text{with } a \in L^1(D), \ c > 0, \ q < \frac{dp}{d-p} \quad \text{(any } q < +\infty \text{ if } p = d)\]

Then for every integer \( k \) the shape optimization problem

\[
\min \left\{ \int_D j(x,u) \, dx : \Omega \in \mathcal{O}_k \right\}
\]

admits a solution, where \( u_\Omega \) denotes the solution of (1.1).

5. Finite perimeter of optimal sets

In this section we prove that under very mild assumptions the optimal open set \( \Omega_{opt} \) has finite perimeter. Notice that the model case

\[
j(x,s) = -g(x)s + 1_{\{s > 0\}} \quad \text{with } g(x) \geq 0
\]

is well within the assumptions (i) and (ii) of Theorem 1.10.

**Proof of Theorem 1.10.** Let \( \Omega_{opt} := \{ \bar{u} > 0 \} \), where \( \bar{u} \) is a solution of the auxiliary minimization problem

\[
\min \left\{ \int_D (j_0(x,u) + 1_{\{u > 0\}}) \, dx : \Delta_p u + f \geq 0, \ u \in W^{1,p}_0(D) \right\}
\]

Then, for any given \( \varphi \in W^{1,p}_0(D) \) nonnegative (\( \varphi \geq 0 \)) test function, we have

\[
\langle \Delta_p \bar{u} + f, \varphi \rangle \geq 0,
\]

which, integrating by parts, leads to

\[
\langle f, \varphi \rangle \geq \langle |\nabla \bar{u}|^{p-2} \nabla \bar{u}, \nabla \varphi \rangle.
\]

Let \( \varepsilon > 0 \) be small enough for (1.11) or (1.12) to hold and set \( \Omega_\varepsilon := \{ 0 < \bar{u} < \varepsilon \} \).

If we take as a test function \( \varphi := \bar{u} \wedge \varepsilon \), then

\[
\langle \nabla \bar{u}, \nabla \varphi \rangle = \int_D |\nabla \bar{u}|^{p-2} \nabla \bar{u} \cdot \nabla (\bar{u} \wedge \varepsilon) \, dx = \int_{\Omega_\varepsilon} |\nabla \bar{u}|^p \, dx
\]

and

\[
\langle f, \varphi \rangle = \int_D f(\bar{u} \wedge \varepsilon) \, dx \leq \int_{\Omega_\varepsilon} f \bar{u} \, dx + \int_{D \setminus \Omega_\varepsilon} f \varepsilon \, dx \leq C \varepsilon.
\]
Putting these two together yields
\[ \int_{\Omega_\varepsilon} |\nabla \bar{u}|^p \, dx \leq C\varepsilon, \quad (5.1) \]
where we use the letter \( C \) to denote a positive constant which may vary from line to line. Now we use the minimality of \( \bar{u} \) and pick \( \bar{v} := (\bar{u} - \varepsilon)^+ \) as a competitor. It is easy to see that \( \bar{v} \) satisfies the condition \( \Delta_p \bar{v} + f \geq 0 \), so that
\[ \int_D \left( j_0(x, \bar{u}) + 1_{\{|\bar{u}| > 0\}}(x) \right) \, dx \leq \int_D \left( j_0(x, \bar{v}) + 1_{\{|\bar{v}| > 0\}}(x) \right) \, dx. \]
Therefore we get
\[ \int_{\Omega_\varepsilon} \left( j_0(x, \bar{u}) + 1 \right) \, dx + \int_{\Omega \setminus \Omega_\varepsilon} j_0(x, \bar{u}) \, dx \leq \int_{\Omega \setminus \Omega_\varepsilon} j_0(x, \bar{u} - \varepsilon) \, dx. \]
To use the assumptions (1.11) or (1.12) we move everything on the right-hand side and then add the integral of \( j_0(x, 0) \) on \( \Omega_\varepsilon \) on both sides obtaining
\[ \int_{\Omega_\varepsilon} 1 \, dx = \int_{\Omega_\varepsilon} (1 + j_0(x, 0)) \, dx \]
\[ \leq \int_{\Omega \setminus \Omega_\varepsilon} \left[ j_0(x, \bar{u} - \varepsilon) - j_0(x, \bar{u}) \right] \, dx + \int_{\Omega_\varepsilon} \left[ j_0(x, 0) - j_0(x, \bar{u}) \right] \, dx, \]
where the first equality follows from assumption (1.10).
Suppose now that we are in the case (i) of Theorem 1.10. Then, we can use the above estimate in the following way:
\[ \int_{\Omega_\varepsilon} |j_0(x, 0) - j_0(x, \bar{u})| \, dx \leq \int_{\Omega_\varepsilon} a(x)\bar{u} \, dx \leq C\varepsilon \]
since \( \bar{u} < \varepsilon \) on \( \Omega_\varepsilon \) by definition and \( a \in L^1(D) \); similarly, we have
\[ \int_{\Omega \setminus \Omega_\varepsilon} |j_0(x, \bar{u} - \varepsilon) - j_0(x, \bar{u})| \, dx \leq \int_{\Omega \setminus \Omega_\varepsilon} \varepsilon \left[ a(x) + c|\bar{u}|^p \right] \, dx \leq C\varepsilon, \]
as a consequence of the fact that for \( u \in W_0^{1,p}(D) \) we can apply Sobolev embedding theorem. On the other hand, on the left-hand side we have
\[ \int_{\Omega_\varepsilon} 1 \, dx = |\Omega_\varepsilon|, \]
so putting everything together yields
\[ |\Omega_\varepsilon| \leq C\varepsilon. \quad (5.2) \]
If we are in the case (ii), then we simply notice that \( \bar{u} \) is bounded (it follows from Theorem 1.2 for \( p > d \) and Lemma 3.8 for \( p \leq d \)); therefore, the estimates are
\[ \int_{\Omega_\varepsilon} |j_0(x, 0) - j_0(x, \bar{u})| \, dx \leq \int_{\Omega_\varepsilon} a(x, \bar{u})\bar{u} \, dx \leq \varepsilon C\|\bar{u}\|_{\infty}, \]
\[ \int_{\Omega \setminus \Omega_\varepsilon} |j_0(x, \bar{u} - \varepsilon) - j_0(x, \bar{u})| \, dx \leq \int_{\Omega \setminus \Omega_\varepsilon} \varepsilon \left[ a(x, \bar{u}) \right] \, dx \leq \varepsilon C\|\bar{u}\|_{\infty}, \]
which means that only the constants in front of \( \varepsilon \) are different from case (i).
If we now put (5.1) and (5.2) together and apply Hölder’s inequality we get
\[
\int_{\Omega_\varepsilon} |\nabla \bar{u}| \, dx \leq \left[ \int_{\Omega_\varepsilon} |\nabla \bar{u}|^p \, dx \right]^{1/p} |\Omega_\varepsilon|^{1/p'} \leq (C\varepsilon)^{1/p} (C\varepsilon)^{1/p'} = C\varepsilon,
\]
so we can conclude that $\Omega$ has finite perimeter using the argument from [1]. More precisely, the coarea formula gives
\[
\int_0^{\varepsilon} \mathcal{H}^{d-1}(\partial^* \{ \bar{u} > \varepsilon \}) \, dt \leq C\varepsilon
\]
and hence there exists $\delta_n \xrightarrow{n\to\infty} 0$ such that
\[
\mathcal{H}^{d-1}(\partial^* \{ \bar{u} > \delta_n \}) \leq C \quad \text{for all } n \in \mathbb{N},
\]
from which it follows that
\[
\text{Per}(\Omega) = \mathcal{H}^{d-1}(\partial^* \{ \bar{u} > 0 \}) \leq C,
\]
and this concludes the proof. \hfill \Box
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