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Abstract

We prove strong ill-posedness in $L^\infty$ for linear perturbations of the 2d Euler equations of the form:

$$\partial_t \omega + u \cdot \nabla \omega = R(\omega),$$

where $R$ is any non-trivial second order Riesz transform. Namely, we prove that there exist smooth solutions that are initially small in $L^\infty$ but become arbitrarily large in short time. Previous works in this direction relied on the strong ill-posedness of the linear problem, viewing the transport term perturbatively, which only led to mild growth. In this work we derive a nonlinear model taking all of the leading order effects into account to determine the precise pointwise growth of solutions for short time. Interestingly, the Euler transport term does counteract the linear growth so that the full nonlinear equation grows an order of magnitude less than the linear one. In particular, the (sharp) growth rate we establish is consistent with the global regularity of smooth solutions.

1 Introduction

The Euler equations for incompressible flow are a fundamental model in fluid dynamics that describe the motion of ideal fluids:

$$\partial_t u + u \cdot \nabla u + \nabla p = 0$$
$$\nabla \cdot u = 0.$$ (1.1)

In this equation, $u$ is the velocity field and $p$ is the pressure of an ideal fluid flowing in $\mathbb{R}^2$. A key difficulty in understanding the dynamics of 2d Euler flows is the non-locality of the system due to the presence of the pressure term.

Defining the vorticity $\omega := \nabla \perp \cdot u$, it is insightful to study the Euler equations in vorticity form:

$$\partial_t \omega + u \cdot \nabla \omega = 0,$$
$$\nabla \cdot u = 0$$
$$u = \nabla \perp \Delta^{-1} \omega.$$ (1.2)

Because the $L^\infty$ norm of vorticity is conserved in the Euler equations in two dimensions, Yudovich proved that there is a unique global-in-time solution to the Euler equation corresponding to every initial bounded and decaying vorticity. See also ([23], [1], [17], [25], [18], [22], [21]). This bound on the $L^\infty$ norm is unfortunately unstable even to very mild perturbations of the equation [3, 10, 13]. To understand this phenomenon, we are interested in studying linear perturbations of the Euler equations in two dimensions as follows:

$$\partial_t u + u \cdot \nabla u + \nabla p = \begin{pmatrix} 0 \\ u_1 \end{pmatrix}$$
$$\nabla \cdot u = 0.$$ (1.3)

(1.3) is a model for many problems in fluids dynamics that have a coupling with the Euler equations. For instance, similar types of equations appear in viscoelastic fluids see [3, 7, 14, 20].
and in magnetohydrodynamics see [2, 4, 16, 24]. Further, they also appear when studying stochastic Euler equation, see [15].

Writing (1.3) in vorticity form, we get

\[
\begin{align*}
\partial_t \omega + u \cdot \nabla \omega &= \partial_x u_1 \\
\nabla \cdot u &= 0 \\
u &= \nabla^\bot \Delta^{-1} \omega,
\end{align*}
\]  

where \( u = \nabla^\bot \Delta^{-1} \omega \). 

we observe that the challenge of studying these equations is that the right hand side of (1.4) can be written as the Riesz transform of vorticity \( \partial_x u_1 = R(\omega) \), which is unbounded on \( L^\infty \). P. Constantin and V. Vicol considered these equations with weak dissipation in [6], and they proved global well-posedness. However, without dissipation it is an open question whether these equations are globally well-posed. In this work, we are interested in the question of \( L^\infty \) ill/well-posedness of the Euler equations with Riesz forcing and the local rate of \( L^\infty \) growth. The first author and N. Masmoudi studied the Euler equations with Riesz forcing in [13], where they proved that it is mildly ill-posed. This means that there is a universal constant \( c > 0 \) such that for all \( \epsilon > 0 \), there is \( \omega_0 \in C^\infty \) for which the unique local solution to (1.4) satisfies:

\[
|\omega_0|_{L^\infty} \leq \epsilon, \quad \text{but} \quad \sup_{t \in [0, \epsilon]} |\omega(t)|_{L^\infty} \geq c
\]  

The authors in [13] conjectured that the Euler equations with Riesz forcing is actually strongly ill-posed in \( L^\infty \). Namely, that we can take \( c \) in (1.5) to be arbitrarily large. The goal of our work here is to show that indeed this is possible. To show this, we use the first author’s Biot-Savart law decomposition [9] to derive a leading order system for the Euler equations with Riesz forcing. We then show that the leading order system is strongly ill-posed in \( L^\infty \). Using this, we can show that the Euler equations with Riesz forcing is strongly ill-posed by estimating the error between the leading order system and the Euler with Riesz forcing system on a specific time interval.

We should remark that the main application of the approach of the first author and N. Masmoudi in [13] was to prove ill-posedness of the Euler equation in the integer \( C^k \) spaces, which was also proved independently by J. Bourgain and D. Li in [3]. Regarding the notion of mild ill-posedness in \( L^\infty \) for models related to the Euler with Riesz forcing system, see the work of J. Wu and J. Zhao in [24] about the 2D resistive MHD equations.

1.1 Statement of the main result

**Theorem 1.** For any \( \alpha, \delta > 0 \), there exists an initial data \( \omega_0^{\alpha, \delta} \in C^\infty(\mathbb{R}^2) \) and \( T(\alpha) \) such that the corresponding unique global solution, \( \omega^{\alpha, \delta} \), to (1.4) is such that at \( t = 0 \) we have

\[
|\omega_0^{\alpha, \delta}|_{L^\infty} = \delta,
\]

but for any \( 0 < t \leq T(\alpha) \) we have

\[
|\omega^{\alpha, \delta}(t)|_{L^\infty} \geq |\omega_0|_{L^\infty} + c \log(1 + \frac{c}{\alpha} t),
\]

where \( T(\alpha) = c|\log(\alpha)| \) and \( c > 0 \) is a constant independent of \( \alpha \).

**Remark 1.1.** Note that at time \( t = T(\alpha) \), we have that

\[
|\omega^{\alpha, \delta}|_{L^\infty} \geq c \log(c |\log \alpha|),
\]

which can be made arbitrarily large as \( \alpha \to 0 \). Fixing \( \delta > 0 \) small and then taking \( \alpha \) sufficiently small thus gives strong ill-posedness for (1.4) in \( L^\infty \).

**Remark 1.2.** As we will discuss below, we in fact establish upper and lower bounds on the solutions we construct so that on the same time-interval we have:

\[
|\omega^{\alpha, \delta}(t)|_{L^\infty} \approx |\omega_0|_{L^\infty} + c \log(1 + \frac{c}{\alpha} t).
\]
This should be contrasted with the linear problem where the upper and lower bounds for the same data come without the log:

\[ |\omega_{\text{linear}}^{\alpha,\delta}(t)|_{L^\infty} \approx |\omega_0|_{L^\infty} + c(1 + \frac{t}{\alpha}). \]

**Remark 1.3.** Our ill-posedness result applies to the equation:

\[ \partial_t \omega + u \cdot \nabla \omega = R(\omega), \]

where \( R = R_{12} = \partial_{12} \Delta^{-1} \). Note that a direct consequence of the result gives strong ill-posedness when \( R = R_{11} \) or \( R = R_{22} \) even though these are dissipative on \( L^2 \). This can be seen just by noting that a linear change of coordinates can transform \( R_{12} \) to a constant multiple of \( R_{11} - R_{22} = R_{11} - \text{Id} \).

The strong ill-posedness for the Euler equation with forcing by any second order Riesz transform (other than the identity) follows. We further remark that the same strategy can be used to study the case of general Riesz transforms though we do not undertake this here since the case of forcing by second order Riesz transforms is the most relevant for applications we are aware of (such as the 3d Euler equations, the Boussinesq system, visco-elastic models, MHD, etc.).

### 1.2 Comparison with the linear equation and the effect of transport

We now move to compare the result of this paper with the corresponding linear results and emphasize the regularizing effect of the non-linearity in this problem. The ill-posedness result of [13] relies on viewing (1.4) as a perturbation of

\[ \partial_t f = R(f). \]  

For this simple linear equation, it is easy to show that \( L^\infty \) data can immediately develop a logarithmic singularity. Let us mention two ways to quantify this logarithmic singularity. One way is to study the growth of \( L^p \) norms as \( p \to \infty \). For the linear equation (1.6), it is easy to show that the upper bound:

\[ |f(t)|_{L^p} \leq \exp(Ct)p|f_0|_{L^p} \]

is sharp in the sense that we can find localized \( L^\infty \) data for which the solution satisfies

\[ |f(t)|_{L^p} \geq c(t) \cdot p. \]

This can be viewed as approximating \( L^\infty \) “from below.” Similarly, the \( C^\alpha \) bound for (1.6),

\[ |f(t)|_{C^\alpha} \leq \frac{\exp(\alpha C t)}{\alpha}|f_0|_{C^\alpha} \]

can also be shown to be sharp for short time in that we can find for each \( \alpha > 0 \) smooth and localized data with \( |f_0|_{C^\alpha} = 1 \) for which

\[ |f(t)|_{L^\infty} \geq \frac{c(t)}{\alpha}. \]

The main result of [13] was that these upper and lower bounds remain unchanged in the presence of a transport term by a Lipschitz continuous velocity field. This is not directly applicable to our setting since the coupling between \( \omega \) and \( u \) is such that \( u \) may not be Lipschitz even if \( \omega \) is bounded. Interestingly, in [10], it was shown that this growth could be significantly stronger in the presence of a merely bounded velocity field.

All of the above discussion leads us to understand that the nature of the well/ill-posedness of (1.4) will depend on the precise relationship between the velocity field and the linear forcing term in (1.4). In particular, for a natural class of data, we construct solutions to (1.4) satisfying

\[ |\omega|_{L^\infty} \approx 1 + \log(1 + \frac{t}{\alpha}). \]
for short time, which is the best growth rate possible in this setting. This should be contrasted with the corresponding growth rate for the linear problem

$$|\omega_{\text{lin}}|_{L^\infty} \approx 1 + \frac{t}{\alpha}.$$  

In particular, the nonlinear term in (1.4) actually tries to prevent $L^\infty$ growth. Let us finally remark that the weak growth rate we found is consistent with the vorticity trying to develop a log log singularity. It is curious that, in the Euler equation, vorticity with nearly log log data are perfectly well-behaved and consistent with global regularity but with a triple exponential upper bound on gradients. Though establishing the global regularity rigorously remains a major open problem, this appears to be a sign that perhaps smooth solutions to (1.3) are globally regular.

### 1.3 A short discussion of the proof

The first step of the proof is to use the Biot-Savart law decomposition by the first author [9] to derive a leading order model:

$$\partial_t \Omega + \frac{1}{2\alpha}(L_s(\Omega) \sin(2\theta) + L_c(\Omega) \cos(2\theta)) \partial_\theta \Omega = \frac{1}{2\alpha} L_s(\Omega),$$

where the operators $L_s$ and $L_c$ are bounded linear operators on $L^2$ defined by

$$L_s(f)(R) = \frac{1}{\pi} \int_R^\infty \int_0^{2\pi} \frac{f(s,\theta)}{s} \sin(2\theta) \, d\theta \, ds$$

and

$$L_c(f)(R) = \frac{1}{\pi} \int_R^\infty \int_0^{2\pi} \frac{f(s,\theta)}{s} \cos(2\theta) \, d\theta \, ds.$$

Essentially all we do here is replace the velocity field by its most singular part. Upon inspecting this model, we observe that the forcing term on the right hand side is purely radial while the direction of transport is angular. Upon choosing a suitable unknown, we thus reduce the problem to solving a transport equation for some unknown $f$:

$$\partial_t f + \frac{1}{2\alpha} L_s(f) \sin(2\theta) \partial_\theta f = 0.$$

Surprisingly, this reduced equation propagates the usual “odd-odd” symmetry even though the original system does not. The leading order model will then be strongly ill-posed if we can ensure that the solution of this transport equation satisfies that \(\int_0^t L_s(f)\) can be arbitrarily large. One subtlety is that the growth of $L_s(f)$ enhances the transport effect, which in turn depletes the growth of $L_s(f)$. In fact, were the transport term to be stronger even by a log, the problem would not be strongly ill-posed. By a careful study of the characteristics of this equation, we obtain a closed non-linear integro-differential equation governing the evolution of $L_s(f)$ (see equation (3.4)). We study this non-linear integro-differential equation and establish upper and lower bounds on $L_s(f)$ proving strong ill-posedness for the leading order equation; see section 3 for more details. Finally, we close the argument by estimating the error incurred by approximating the dynamics with the leading order model. An important idea here is to work on a time scale long enough to see the growth from the leading order model but short enough to suppress any potential stronger non-linear growth; see section 6 for more details.

### 1.4 Organization

This paper is organized as follows: In section 2 we derive a leading order model for the Euler equations with Riesz forcing (1.3) based on the first author’s Biot-Savart law approximation [9]. Then, in section 3 we obtain a pointwise estimate on the leading order model which is the main ingredient in obtaining the strong ill-posedness result for the Euler with Riesz forcing system. In addition, in section 3 we also obtain some estimates on the leading order model in suitable norms which will be then used in estimating the reminder term in section 6. After that, in section 4 we will recall the first author’s Biot-Savart law decomposition obtained in [9], and we will include a short sketch of the proof. In section 5 we will obtain some embedding estimates which will also be used in section 6 for the reminder term estimates. Then, in section 6 we show that the reminder term remains small which will then allow us to prove the main result in section 7.
1.5 Notation

In this paper, we will be working in a form polar coordinates introduced in $\mathbb{R}^2$. Let $r$ be the radial variable:

$$r = \sqrt{x^2 + y^2}$$

and since we will be working with functions of the variable $r^\alpha$, where $0 < \alpha < 1$, we will use $R$ to denote it:

$$R = r^\alpha$$

We will use $\theta$ to denote the angle variable:

$$\theta = \arctan \frac{y}{x}$$

We will use $|f|_{L^\infty}$ and $|f|_{L^2}$ to denote the usual $L^\infty$ and $L^2$ norms, respectively. In addition, we will use $f_t$ or $f_r$ to denote the time variable. Further, in this paper, following [9], we will be working on $(R, \theta) \in [0, \infty) \times [0, \frac{\pi}{2}]$ where the $L^2$ norm will be with measure $dR d\theta$ and not $R dR d\theta$.

We define the weighted $H^k([0, \infty) \times [0, \frac{\pi}{2}])$ norm as follows:

$$|f|_{H^k} = \sum_{m=0}^{k} \sum_{i=0}^{m} \left| \partial_R^i \partial_\theta^{m-i} f \right|_{L^2} + \sum_{m=0}^{k} \sum_{i=1}^{m} \left| R^i \partial_R^i \partial_\theta^{m-i} f \right|_{L^2} + \sum_{m=0}^{k} \sum_{i=0}^{m} \left| \partial_R^i \partial_\theta^{m-i} f \right|_{L^\infty}$$

We also define $W^k,\infty$ norm as follows:

$$|f|_{W^k,\infty} = \sum_{m=0}^{k} \sum_{i=0}^{m} \left| \partial_R^i \partial_\theta^{m-i} f \right|_{L^\infty} + \sum_{m=0}^{k} \sum_{i=1}^{m} \left| R^i \partial_R^i \partial_\theta^{m-i} f \right|_{L^\infty}$$

Throughout this paper, we will use the following notation to define the following operators:

$$L(f)(R) = \int_{R}^{\infty} \frac{f(s)}{s} ds$$

and by adding a subscript $L_s$ or $L_c$, we denote the project onto $\sin(2\theta)$ and $\cos(2\theta)$ respectively. Namely,

$$L_s(f)(R) = \frac{1}{\pi} \int_{R}^{\infty} \int_{0}^{2\pi} \frac{f(s, \theta)}{s} \sin(2\theta) d\theta ds \quad \text{and} \quad L_c(f)(R) = \frac{1}{\pi} \int_{R}^{\infty} \int_{0}^{2\pi} \frac{f(s, \theta)}{s} \cos(2\theta) d\theta ds$$

2 Leading Order Model

In this section, we will derive a leading order model for the Euler equation with Riesz forcing:

$$\begin{align*}
\partial_t \omega + u \cdot \nabla \omega &= \partial_s u_1 \\
\nabla \cdot u &= 0 \\
u &= \nabla^\perp \Delta^{-1} \omega
\end{align*}$$

(2.1)

To do this, we follow [9] and we write the equation in a form of polar coordinates. Namely, we set $r = \sqrt{x^2 + y^2}$, $R = r^\alpha$, and $\theta = \arctan \frac{y}{x}$. We will the rewrite the equation (2.1) in the new functions $\omega(x, y) = \Omega(R, \theta)$ and $\psi(x, y) = r^2 \Psi(R, \theta)$ with $u = \nabla^\perp \psi$, where $u_1 = -\partial_\theta \psi$, and $u_2 = \partial_s \psi$.

Equations of $u$ in terms of $\Psi$

$$u_1 = -r(2 \sin(\theta) \Psi + \alpha \sin(\theta) R \partial_R \Psi + \cos(\theta) \partial_\theta \Psi)$$
\[ u_2 = r (2 \cos(\theta) \Psi + \alpha \cos(\theta) R \partial R \Psi - \sin(\theta) \partial \theta \Psi) \]

**Evolution Equation for** \( \Omega \)

\[
\partial t \Omega + \left( - \alpha R \partial \theta \Psi \right) \partial R \Omega + \left( 2 \Psi + \alpha R \partial R \Psi \right) \partial \theta \Omega = \left( - 2 \alpha R \sin(\theta) \cos(\theta) - \alpha^2 R \sin(\theta) \cos(\theta) \right) \partial R \Psi
+ \left( - 1 + 2 \sin^2(\theta) \right) \partial \theta \Psi + \left( - \alpha R \cos^2(\theta) + \alpha R \sin^2(\theta) \right) \partial R \theta \Psi
- \left( \alpha^2 R^2 \sin(\theta) \cos(\theta) \right) \partial R R \Psi + \left( \sin(\theta) \cos(\theta) \right) \partial \theta \theta \Psi
\]

The elliptic equation for \( \Delta (r^2 \Psi(R, \theta)) = \Omega(R, \theta) \)

\[
4 \Psi + \alpha^2 R^2 \partial R R \Psi + \partial \theta \theta \Psi + (4 \alpha + \alpha^2) R \partial R \Psi = \Omega(R, \theta)
\]

Now using the first author’s Biot-Savart decomposition [9], see section [11] for more details, by defining the operators

\[
L_s(\Omega)(R) = \frac{1}{\pi} \int_R^\infty \int_0^{2\pi} \frac{\Omega(s, \theta)}{s} \sin(2\theta) \, d\theta \, ds \quad \text{and} \quad L_c(\Omega)(R) = \frac{1}{\pi} \int_R^\infty \int_0^{2\pi} \frac{\Omega(s, \theta)}{s} \cos(2\theta) \, d\theta \, ds
\]

we have

\[
\Psi(R, \theta) = - \frac{1}{4\alpha} L_s(\Omega) \sin(2\theta) - \frac{1}{4\alpha} L_c(\Omega) \cos(2\theta) + \text{lower order terms}
\]

Thus, if we ignore the \( \alpha \) terms in the evolution equation, we obtain

\[
\partial t \Omega + \left( 2 \Psi \right) \partial t \Omega = \left( - 1 + 2 \sin^2(\theta) \right) \partial \theta \Psi + \left( \sin(\theta) \cos(\theta) \right) \partial \theta \theta \Psi
\]

(2.2)

Now we consider \( \Psi \) of the form

\[
\Psi = - \frac{1}{4\alpha} L_s(\Omega) \sin(2\theta) - \frac{1}{4\alpha} L_c(\Omega) \cos(2\theta)
\]

and plug it into the evolution equation, we have

\[
\partial t \Omega = \left( \frac{1}{2\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega) \cos(2\theta) \right) \partial \theta \Omega = - \left( \cos(2\theta) \right) \left( - \frac{1}{2\alpha} L_s(\Omega) \cos(2\theta) + \frac{1}{2\alpha} L_c(\Omega) \sin(2\theta) \right)
+ \left( \frac{1}{2} \sin(2\theta) \right) \left( \frac{1}{\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{\alpha} L_c(\Omega) \cos(2\theta) \right)
\]

which simplifies to

\[
\partial t \Omega = \left( \frac{1}{2\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega) \cos(2\theta) \right) \partial \theta \Omega = \frac{1}{2\alpha} L_s(\Omega)
\]

In order to work with positive solutions and have the angular trajectories moving to the right, we make the change \( \Omega \rightarrow -\Omega \) and get the final model:

\[
\partial t \Omega + \left( \frac{1}{2\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega) \cos(2\theta) \right) \partial \theta \Omega = \frac{1}{2\alpha} L_s(\Omega).
\]

(2.3)

We now move to study the dynamics of solutions to (2.3).

**Proposition 2.1.** Let \( \Omega \) be a solution to the leading order model

\[
\partial t \Omega + \left( \frac{1}{2\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega) \cos(2\theta) \right) \partial \theta \Omega = \frac{1}{2\alpha} L_s(\Omega)
\]

(2.4)

with initial data of the form \( \Omega_{|t=0} = f_0(R) \sin(2\theta) \) then we can write \( \Omega \) as follow:

\[
\Omega = f + \frac{1}{2\alpha} \int_0^t L_s(f_r) \, d\tau
\]

(2.5)

where \( f \) satisfies the following transport equation:

\[
\partial_t f + \frac{1}{2\alpha} \sin(2\theta) L_s(f) \partial \theta f = 0
\]

(2.6)
Proof. The righthand side term of (2.4) is radial, and hence if we take the inner product with \( \sin(2\theta) \) it will be zero. Now if we write \( \Omega \) as:

\[
\Omega_t(R, \theta) = f_t(R, \theta) + \frac{1}{2\alpha} \int_0^t L_s(\Omega_{\tau})(R) d\tau
\]

and consider it to be a solution to (2.4), we obtain that \( f \) satisfies the following:

\[
\partial_t f_t + \left( \frac{1}{2\alpha} L_s(f_t) \sin(2\theta) + \frac{1}{2\alpha} L_s(f_t) \cos(2\theta) \right) \partial_\theta f_t = 0 \tag{2.7}
\]

Here we used that \( L_s(\Omega_{\tau})(R) \) is a radial function. Notice that (2.7) is a transport equation that preserves odd symmetry. Now if we set:

\[
f_t^s = \int_0^{2\pi} f_t(R, \theta) \sin(2\theta) d\theta \quad \text{and} \quad \Omega_t^s = \int_0^{2\pi} \Omega_t(R, \theta) \sin(2\theta) d\theta,
\]

we notice that \( f_t^s \) and \( \Omega_t^s \) will satisfy the same equation. Thus, if we start with the same initial conditions \( f_0 = \Omega_0 \), then

\[
f_t^s = \Omega_t^s \quad \text{for all } t
\]

Thus, we have \( L_s(\Omega_t) = L_s(f_t) \), and hence

\[
\Omega_t = f_t + \frac{1}{2\alpha} \int_0^t L_s(f_{\tau}) d\tau
\]

Now since the initial data which we are considering have odd symmetry, it suffices to consider the following transport equation:

\[
\partial_t f_t + \frac{1}{2\alpha} \sin(2\theta) L_s(f_t) \partial_\theta f_t = 0 \tag{2.8}
\]

\[\Box\]

3 Leading Order Model Estimate

The purpose of this section is to obtain \( L^\infty \) estimates for the leading order model which is the main ingredient in obtaining the ill-posedness result for the Euler with Riesz forcing system. This will be done in subsection 3.1 in three steps: Lemma 3.1, Lemma 3.2, and Proposition 3.3. Then in subsection 3.2, we will obtain some estimate for the leading order model which will be useful in reminder estimates in section 6.

3.1 Pointwise Leading Order Model Estimate

Lemma 3.1. Let \( f \) be a solution to the following transport equation:

\[
\partial_t f + \frac{1}{2\alpha} \sin(2\theta) L_s(f) \partial_\theta f = 0 \tag{3.1}
\]

with initial data \( f_{|t=0} = f_0(R) \sin(2\theta) \), then we have the following estimate on the operator \( L_s(f) \):

\[
c_1 \int_R^\infty \frac{f_0(s)}{s} \exp\left( -\frac{1}{\alpha} \int_0^t L_s(f_{\tau})(s) d\tau \right) ds \leq L_s(f_t)(R) \leq c_2 \int_R^\infty \frac{f_0(s)}{s} \exp\left( -\frac{1}{\alpha} \int_0^t L_s(f_{\tau})(s) d\tau \right) ds \tag{3.2}
\]

where \( c_1 \) and \( c_2 \) are independent of \( \alpha \)

Proof. To prove this, we consider the following variable change. For \( \theta \in [0, \frac{\pi}{2}) \), let \( \gamma \) be defined as follows

\[
\gamma := \tan(\theta) \implies \frac{d\gamma}{d\theta} = \sec^2(\theta), \quad \text{and} \quad \sin(2\theta) = \frac{2\gamma}{1 + \gamma^2}
\]

Applying chain rule, we rewrite \ref{2.8} in the \((R, \gamma)\) variables:
\[ \partial_t f_t + \frac{1}{\alpha} \gamma L_\alpha(f_t)(R) \partial_t f = 0 \]  

(3.3)

with initial date

\[ f|_{t=0} = f_0(R) \sin(2\theta) = f_0(R) \frac{2\gamma}{1 + \gamma^2} \]

Let \( \phi_t(\gamma) \) be the flow map associated with (3.3), so we have

\[ \frac{d\phi_t(\gamma)}{dt} = \frac{1}{\alpha} \phi_t(\gamma) L_\alpha(f_t) \implies \phi_t(\gamma) = \gamma \exp\left( \frac{1}{\alpha} \int_0^t L_\alpha(f_r) \, dr \right) \]

Thus,

\[ \phi_t^{-1}(\gamma) = \gamma \exp\left( -\frac{1}{\alpha} \int_0^t L_\alpha(f_r) \, dr \right) \]

Hence, we now write the solution to (3.3) as follows:

\[ f_t(R, \gamma) = f_0(R, \phi_t^{-1}(\gamma)) = f_0(R) \frac{2\phi_t^{-1}(\gamma)}{1 + \phi_t^{-1}(\gamma)^2} = f_0(R) \frac{2\gamma}{1 + \gamma^2} \exp\left( -\frac{1}{\alpha} \int_0^t L_\alpha(f_r) \, dr \right) \]

Now we consider the operator \( L_\alpha \) in the \((R, \gamma) \in [0, \infty) \times [0, \frac{\pi}{2}]\) variables:

\[ L_\alpha(f_t)(R) = \frac{1}{\pi} \int_R^\infty \frac{1}{s} \int_s^\infty f_t(s, \gamma) \frac{2\gamma}{(1 + \gamma^2)^2} \, d\gamma \, ds \]

Plugging the expression for \( f_t \), we have

\[ L_\alpha(f_t)(R) = \frac{1}{\pi} \int_R^\infty \frac{1}{s} \int_s^\infty f_0(s) \frac{\exp\left( -\frac{1}{\alpha} \int_0^s L_\alpha(f_r)(s) \, dr \right)}{1 + \gamma^2} \exp\left( -\frac{2}{\alpha} \int_0^s L_\alpha(f_r)(s) \, dr \right) \frac{4\gamma^2}{(1 + \gamma^2)^2} \, d\gamma \, ds \]  

(3.4)

Now since \( 0 \leq \exp\left( -\frac{2}{\alpha} \int_0^s L_\alpha(f_r)(s) \, dr \right) \leq 1 \), we have a upper and lower bound on the operator on \( L_\alpha(f_t)(R) \) with constants \( c_1, c_2 \) independent of \( \alpha \) (In fact, these constants can be explicitly computed). Namely,

\[ c_1 \int_R^\infty \frac{f_0(s)}{s} \exp\left( -\frac{1}{\alpha} \int_0^s L_\alpha(f_r)(s) \, dr \right) ds \leq L_\alpha(f_t)(R) \leq c_2 \int_R^\infty \frac{f_0(s)}{s} \exp\left( -\frac{1}{\alpha} \int_0^s L_\alpha(f_r)(s) \, dr \right) ds \]

Thus, we have our desired inequalities.

\[ \square \]

**Lemma 3.2.** Define the operator

\[ \hat{L}(f_t)(R) := \int_R^\infty \frac{f_0(s)}{s} \exp\left( -\frac{1}{\alpha} \int_0^t \hat{L}(f_r)(s) \, ds \right) \, ds \]  

(3.5)

Then we have

\[ \int_0^t \hat{L}(f_r)(R) \, dr = 2\alpha \log(1 + \frac{t}{2\alpha} L(f_0)(R)) \]

where \( L(f_0)(R) = \int_R^\infty \frac{f_0(s)}{s} \, ds \)

**Proof.** We introduce \( g_t(R) := \exp\left( -\frac{1}{\alpha} \int_0^t \hat{L}(f_r)(R) \, dr \right) \) and \( K(R) := \frac{f_0(R)}{R} \), then the operator \( \hat{L} \) can be rewritten as:

\[ \hat{L}(f_t)(R) = \int_R^\infty K(s)g_t(s) \, ds \]  

(3.6)

Now taking time derivative of (3.6), and using that \( \partial_t g_t(R) = -2g_t(R) \int_R^\infty K(s)g_t(s) \, ds \), we can obtain:

\[ \partial_t \hat{L}(f_t) = -\frac{1}{2\alpha} (\hat{L}(f_t))^2 \]
which can be solved explicitly:

\[ \hat{L}(f_t)(R) = \frac{L(f_0)(R)}{1 + \frac{t}{2\alpha} L(f_0)(R)} \]  \hfill (3.7)

and then it follows that

\[ \int_0^t \hat{L}(f_t)(R) d\tau = 2\alpha \log(1 + \frac{t}{2\alpha} L(f_0)(R)) \]

\[ \square \]

**Proposition 3.3.** Let \( f \) be a solution to the following transport equation:

\[ \partial_t f + \frac{1}{2\alpha} \sin(2\theta)L_s(f) \partial_\theta f = 0 \]  \hfill (3.8)

with initial data \( f|_{t=0} = f_0(R) \sin(2\theta) \), then we have the following estimate on the operator \( L_s(f) \):

\[ \frac{2\alpha}{c_1} \log(1 + \frac{c_1}{2\alpha} t L(f_0)(R))) \geq \int_0^t L_s(f_t)(R) \geq \frac{2\alpha}{c_2} \log(1 + \frac{c_2}{2\alpha} t L(f_0)(R)) \]  \hfill (3.9)

where \( c_1 \) and \( c_2 \) are independent of \( \alpha \)

**Proof.** In the section, we will use the bounds in (3.2), Namely

\[ c_1 \int_R \frac{f_0(s)}{s} \exp(-\frac{1}{\alpha} \int_0^t L_s(f_t)(s) d\tau) ds \leq L_s(f_t)(R) \leq c_2 \int_R \frac{f_0(s)}{s} \exp(-\frac{1}{\alpha} \int_0^t L_s(f_t)(s) d\tau) ds, \]  \hfill (3.10)

to obtain and upper and lower estimate on \( \int_0^t L_s(f) \). As before we set:

\[ g_t(R) = \exp(-\frac{1}{\alpha} \int_0^t L_s(f_t)(R) d\tau) \quad \text{and} \quad K(R) = \frac{f_0(R)}{R} \]

Using (3.10), we can obtain that

\[ -\frac{c_1}{2\alpha} \left( \int_R g_t(K(s) ds \right)^2 \geq \partial_t \int_R g_t(s) K(s) ds \geq -\frac{c_2}{2\alpha} \left( \int_R g_t(s) K(s) ds \right)^2 \]  \hfill (3.11)

Similar to Lemma 3.2, we define

\[ L_s(f_t)(R) := \int_R g_t(s) K(s) ds \]

Now from (3.11), we have

\[ -\frac{c_1}{2\alpha} (L_s(f_t)(R))^2 \geq \partial_t L_s(f_t)(R) \geq -\frac{c_2}{2\alpha} (L_s(f_t)(R))^2 \]

Thus,

\[ \frac{L(f_0)(R)}{1 + \frac{t}{2\alpha} L(f_0)(R)} \geq L_s(f_t)(R) \geq \frac{L(f_0)(R)}{1 + \frac{t}{2\alpha} L(f_0)(R)} \]  \hfill (3.12)

which will give us that:

\[ \frac{2\alpha}{c_1} \log(1 + \frac{c_1}{2\alpha} t L(f_0)(R))) \geq \int_0^t L_s(f_t)(R) \geq \frac{2\alpha}{c_2} \log(1 + \frac{c_2}{2\alpha} t L(f_0)(R)) \]

and this completes the proof \[ \square \]
3.2 Estimate for the leading order model in $W^{k,\infty}$ and $H^k$ norms

The purpose of this subsection is to obtain some estimate on the leading order model in $W^{k,\infty}$ and $H^k$ norms. These will be used to estimate the size of the remainder term in section 6. First we will obtain estimates on $\Psi_2$ in Lemma 3.4. Then in Lemma 3.5 we will obtain estimates on $\Omega_2$.

**Lemma 3.4.** Let $\Omega_2$ to solution to the leading order model:

$$\partial_t \Omega_2 + \left( \frac{1}{2\alpha} L_s(\Omega_2) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega_2) \cos(2\theta) \right) \partial_\theta \Omega_2 = \frac{1}{2\alpha} L_s(\Omega_2)$$

with initial data $\Omega_2|_{t=0} = f_0(R) \sin(2\theta)$, where $f_0(R)$ is smooth with compactly support. Consider

$$\Psi_2 = \frac{1}{4\alpha} L_s(\Omega_2) \sin(2\theta) + \frac{1}{4\alpha} L_c(\Omega_2) \cos(2\theta)$$

Then, we have the following estimates on $\Psi_2$:

$$|\Psi_2|_{W^{k+1,\infty}} \leq c_k \frac{c}{\alpha}, \quad |\Psi_2|_{H^{k+1}} \leq c_k \frac{c}{\alpha}$$

(3.13)

where $c_k$ depends on the initial conditions and is independent of $\alpha$

**Proof.** Recall that from Proposition 2.1, we can write $\Omega_2$ as follows:

$$\Omega_2 = f + \frac{1}{2\alpha} \int_0^t L_s(f_\tau) \, d\tau,$$

and since the initial data is odd in $\theta$, we have

$$\Psi_2 = \frac{1}{4\alpha} L_s(\Omega_2) \sin(2\theta) = \frac{1}{4\alpha} L_s(f_t) \sin(2\theta)$$

To estimate the size of $\Psi_2$, from (3.4), we have

$$L_s(f_t)(R) = \int_R^\infty \frac{1}{s} \int_0^\infty f_0(s) \frac{\exp(-\frac{1}{\alpha} \int_0^t L_s(f_\tau)(s) \, d\tau)}{1 + \gamma^2 \exp(-\frac{1}{\alpha} \int_0^t L_s(f_\tau)(s) \, d\tau)} \frac{4\gamma^2}{(1 + \gamma^2)^2} \, d\gamma \, ds$$

Using (3.2), we have

$$|\Psi_2|_{L^\infty} \leq \frac{c}{\alpha} \int_R^\infty \frac{f_0(s)}{s} \, ds \leq \frac{c_0}{\alpha}$$

For $\partial_\theta \Psi_2$, it is clear that we have

$$|\partial_\theta \Psi_2|_{L^\infty} \leq \frac{c_0}{\alpha}$$

where, similarly, $c_0$ depends on the initial condition.

Now for $\partial_R \Psi_2$, we have

$$\partial_R \Psi_2 = \frac{1}{4\alpha} \partial_R L_s(f_t) \sin(2\theta)$$

Thus,

$$\partial_R L_s(f_t)(R) = -\frac{1}{R} \int_R^\infty f_0(R) \frac{\exp(-\frac{1}{\alpha} \int_0^t L_s(f_\tau)(R) \, d\tau)}{1 + \gamma^2 \exp(-\frac{1}{\alpha} \int_0^t L_s(f_\tau)(R) \, d\tau)} \frac{4\gamma^2}{(1 + \gamma^2)^2} \, d\gamma$$

and similarly, we have

$$|\partial_R \Psi_2|_{L^\infty} \leq \frac{c}{\alpha}$$

Now the estimate on $R \partial_R \Psi_2$ follows from the estimate on $\partial_R \Psi_2$ and the fact that the initial data have compact support. Thus,

$$|R \partial_R \Psi_2|_{L^\infty} \leq \frac{c}{\alpha}$$
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For higher order derivative, we can obtain the estimate following the same steps. Hence, we have

\[ |\Psi|_{W^{k+1,\infty}} \leq \frac{c_k}{\alpha} \]

The \( \mathcal{H}^k \) estimates also follows using the same steps.

\[ |\Psi|_{H^{k+1}} \leq \frac{c_k}{\alpha} \]

In the following Lemma, we will obtain the \( \mathcal{H}^k \) estimates on \( \Omega_2 \). Here we will use Lemma 3.4 and transport estimates.

**Lemma 3.5.** Let \( \Omega_2 \) to solution to the leading order model:

\[ \partial_t \Omega_2 + \left( \frac{1}{2\alpha} L_s(\Omega_2) \sin(2\theta) + \frac{1}{2\alpha} L_c(\Omega_2) \cos(2\theta) \right) \partial_\theta \Omega_2 = \frac{1}{2\alpha} L_s(\Omega_2) \]

with initial data \( \Omega_2|_{t=0} = f_0(R) \sin(2\theta) \), where \( f_0(R) \) is smooth with compactly support. Then, we have the following estimates on \( \Omega_2 \):

\[ |\Omega_2|_{H^k} \leq c_k e^{\frac{c_0}{\alpha} t} \]  \hspace{1cm} (3.14)

where \( c_k \) depends on the initial conditions and is independent of \( \alpha \)

**Proof.** Recall that from Proposition 2.1 we can write \( \Omega_2 \) as follows:

\[ \Omega_2 = f + \frac{1}{2\alpha} \int_0^t L_s(f_\tau) \, d\tau, \]

where \( f \) satisfies the following transport equation:

\[ \partial_t f + 2\Psi_2 \partial_\theta f = 0 \]

When we consider the derivatives of \( \Omega_2 \), the transport term \( f \) will dominates the radial term \( \frac{1}{2\alpha} \int_0^t L_s(f) \, d\tau \). Thus, it suffices to consider the \( \mathcal{H}^k \) estimates on \( f \) which will follow from the standard \( L^2 \) estimate for the transport equation. Thus, Since we have

\[ \partial_t f + 2\Psi_2 \partial_\theta f = 0 \implies \partial_t \partial_\theta f + 2\partial_\theta \Psi_2 \partial_\theta f + 2\Psi_2 \partial_\theta^2 f = 0 \]

Hence,

\[ |\partial_\theta f_1|_{L^2} \leq |\partial_\theta f_0|_{L^2} e^{\frac{c_0}{\alpha} t} |\partial_\theta \Psi_2|_{L^\infty} \]

From (3.13) we have \( |\partial_\theta \Psi_2|_{L^\infty} \leq \frac{c_0}{\alpha} \). Thus, applying Gronwall inequality, we have

\[ |\partial_\theta f_1|_{L^2} \leq |\partial_\theta f_0|_{L^2} e^{\frac{c_0}{\alpha} t} \]  \hspace{1cm} (3.15)

To obtain \( \mathcal{H}^k \) estimates, we need to estimate terms of the form \( R^k \partial_R^k \). We will show how to obtain the \( R \partial_R \) estimate, and for general \( k \), it will follow similarly. Thus, similar to \( L^2 \) estimate for \( \partial_\theta f \) case, since

\[ \partial_t f + 2\Psi_2 \partial_\theta f = 0 \]

we have

\[ \partial_t \partial_R f + 2\partial_\theta \Psi_2 \partial_\theta f + 2\Psi_2 \partial_\theta^2 f = 0 \]

and thus,

\[ \partial_t |R \partial_R f_1|_{L^2} \leq 2 |R \partial_R \Psi_2|_{L^\infty} |\partial_\theta f_1|_{L^2} + |\partial_\theta \Psi_2|_{L^\infty} |R \partial_R f_1|_{L^2} \]

Now from (3.13), (3.15), and applying Gronwall inequality we have

\[ |R \partial_R f_1|_{L^2} \leq (|R \partial_R f_0|_{L^2} + |\partial_\theta f_0|_{L^2} e^{\frac{c_0}{\alpha} t}) e^{\frac{c_0}{\alpha} t} \]
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Hence,
\[ |f(t)|_{\mathcal{H}^1} \leq |f_0|_{\mathcal{H}^1} e^{\frac{c_1}{t}} \]
which implies that
\[ |\Omega_2(t)|_{\mathcal{H}^1} \leq |\Omega_2(0)|_{\mathcal{H}^1} e^{\frac{c_1}{t}} \]

Similarly, using (3.13), the transport estimate, and following the same steps as above, we can obtain for the general \( H^k \) estimates. Hence
\[ |\Omega_2|_{\mathcal{H}^k} \leq |\Omega_2(0)|_{\mathcal{H}^k} e^{\frac{c_k}{t}} \]

\[ \square \]

## 4 Elliptic Estimate

The purpose of this section is to recall the first author’s Biot-Savart law decomposition [9] which is used here to derive the leading order model. In this section, we highlight the main ideas in the proof, and for more details, see [9] and [8]. We remark that this is also related to the Key Lemma of A. Kiselev and V. Šverák, see also the work of the first author [11], and the first author and I. Jeong [12] for generalization.

**Proposition 4.1.** ([9]) Given \( \Omega \in H^k \) such that for every \( R \) we have
\[ \int_0^{2\pi} \Omega(R, \theta) \sin(n\theta) d\theta = \int_0^{2\pi} \Omega(R, \theta) \cos(n\theta) d\theta = 0 \]
for \( n = 0, 1, 2 \) then the unique solution to
\[ 4\Psi + \partial_\theta \Psi + \alpha^2 R^2 \partial_{RR} \Psi + (4\alpha + \alpha^2) R \partial_R \Psi = \Omega(R, \theta) \]
satisfies
\[ |\partial_\theta \Psi|_{H^k} + \alpha |R \partial_R \Psi|_{H^k} + \alpha^2 |R^2 \partial_{RR} \Psi|_{H^k} \leq C_k |\Omega|_{H^k} \]  
(4.1)
where \( C_k \) is independent of \( \alpha \). In addition, we have the weights estimate
\[ |\partial_\theta D_R^k(\Psi)|_{L^2} + \alpha |R \partial_R D_R^k(\Psi)|_{L^2} + \alpha^2 |R^2 \partial_{RR} D_R^k(\Psi)|_{L^2} \leq C_k |D_R^k(\Omega)|_{L^2} \]  
(4.2)
where \( C_k \) is independent of \( \alpha \). Recall that \( D_R = R \partial_R \)

**Proof.** First, we will show how to obtain (4.1). Since \( \Omega \) is orthogonal to \( \sin(n\theta) \) and \( \cos(n\theta) \) for \( n = 0, 1, 2 \). Then, \( \Psi \) must also be orthogonal to \( \sin(n\theta) \) and \( \cos(n\theta) \) for \( n = 0, 1, 2 \). Consider the elliptic equation, and we consider \( L^2 \) estimate.
\[ 4\Psi + \partial_\theta \Psi + \alpha^2 R^2 \partial_{RR} \Psi + (4\alpha + \alpha^2) R \partial_R \Psi = \Omega(R, \theta) \]

Taking the inner product with \( \partial_\theta \Psi \) and integrating by parts, we have obtain
\[ -4|\partial_\theta \Psi|_{L^2}^2 + |\partial_\theta \Psi|^2_{L^2} - \alpha^2 |\partial_\theta \Psi|^2_{L^2} + \alpha^2 |R \partial_R \Psi|^2_{L^2} + \frac{(4\alpha + \alpha^2)}{2} |\partial_\theta \Psi|^2_{L^2} \leq |\Omega|_{L^2} |\partial_\theta \Psi|_{L^2} \]

Now by assumption, we have
\[ \Psi(R, \theta) = \sum_{n \geq 3} \Psi_n(R) e^{in\theta} \]
and hence
\[ |\partial_\theta \Psi|^2_{L^2} \leq \frac{1}{9} |\partial_\theta \Psi|^2_{L^2} \]
Using the above inequality, we can show that
\[
\frac{5}{9} |\partial_\theta \Psi|_{L^2}^2 + \alpha^2 |\partial_\partial \Psi|_{L^2}^2 + \frac{(4\alpha - \alpha^2)}{2} |\partial_\theta \Psi|_{L^2}^2 \leq |\Omega|_{L^2} |\partial_\theta \Psi|_{L^2}
\]
and thus we have that
\[
|\partial_\theta \Psi|_{L^2} \leq C_0 |\Omega|_{L^2}
\]
where \(C_0\) is independent of \(\alpha\). The estimate for the \(R^2 \partial_\partial \Psi\) term will follow similarly. We can also obtain the \(H^k\) estimates by following the same strategy. To obtain (4.2) estimates, recall that \(D_\partial = R \partial_\partial\) and we notice that we can write the elliptic equation in the following form:
\[
4\Psi + \partial_\theta \partial_\theta \Psi + \alpha^2 D_\partial^2 R(\Psi) + 4\alpha D_\partial R(\Psi) = \Omega(R, \theta)
\]
From this, we observe that the \(D_\partial\) operator commutes with the elliptic equation, and hence (4.2) estimates will follow from (4.1).

**Theorem 2.** (11) Given \(\Omega \in H^k\) where \(\Omega\) has the form of
\[
\Omega(R, \theta) = f(R) \sin(2\theta) \quad \Omega(R, \theta) = f(R) \cos(2\theta)
\]
then the unique solution to
\[
4\Psi + \partial_\theta \Psi + \alpha^2 R^2 \partial_\partial \Psi + (4\alpha + \alpha^2) R \partial_\partial \Psi = \Omega(R, \theta)
\]
is
\[
\Psi = -\frac{1}{4\alpha} L(f)(R) \sin(2\theta) + R(f) \quad \Psi = -\frac{1}{4\alpha} L(f)(R) \cos(2\theta) + R(f)
\]
where
\[
L(f)(R) = \int_R^\infty \frac{f(s)}{s} ds
\]
and
\[
|R(f)|_{H^k} \leq c |f|_{H^k}
\]
where \(c\) is independent of \(\alpha\)

**Proof.** Consider the case where \(\Omega(R, \theta) = f(R) \sin(2\theta)\), the case where \(\Omega(R, \theta) = f(R) \cos(2\theta)\) can be handled similarly. In this case \(\Psi(R, \theta)\) will be of the form \(\Psi(R, \theta) = \Psi_2(R) \sin(2\theta)\). Where \(\Psi_2(R)\) will satisfy the following ODE:
\[
\alpha^2 R^2 \partial_\partial \partial_\theta \Psi_2 + (4\alpha + \alpha^2) R \partial_\partial \Psi_2 = f(R)
\]
we can solve the ODE and obtain
\[
\partial_\partial \Psi_2(R) = \frac{1}{\frac{1}{\alpha^2} R^{2\alpha + 1}} \int_R^\infty \frac{f(s)}{s^{\alpha + \frac{1}{2}}} ds
\]
Now using that \(\Psi_2(R) \rightarrow 0\) as \(R \rightarrow \infty\), we obtain
\[
\Psi_2(R) = -\frac{1}{\alpha^2} \int_R^\infty \frac{f(s)}{s^{\alpha + \frac{1}{2}}} ds
\]
By integrating by parts, it follows that
\[
\Psi_2(R) = -\frac{1}{4\alpha} \int_R^\infty \frac{f(s)}{s} ds - \frac{1}{4\alpha} R^{2\alpha} \int_0^R \frac{f(s)}{s^{1-\frac{1}{2}}} ds := -\frac{1}{4\alpha} L(f)(R) + R(f)
\]
Using Hardy-type inequality one can show that:
\[
|R(f)|_{L^2} \leq c |f|_{L^2}
\]
where \(c\) is independent of \(\alpha\)
5 Embedding estimate in terms of $H^k$ norm

In this section we consider some embedding estimate in the $H^k$ norm which will be used in section 6. These estimates will be used various times as we estimate the reminder term. Recall that the $H^k$ norm is defined as follows:

$$|f|_{H^m} = \sum_{i=0}^{m} |\partial_i^m f|_{L^2} + \sum_{i=1}^{m} |R^i \partial_i^m f|_{L^2}$$

$$|f|_{H^k} = \sum_{m=0}^{k} |f|_{H^m}$$

**Lemma 5.1.** Let $\Omega \in H^N$, where $N \in \mathbb{N}$, then we have

$$|R^k \partial_k \partial^m \Omega|_{L^\infty} \leq c_{k,m} |\Omega|_{H^{k+m+2}} \quad \text{for any} \quad k + m + 2 \leq N \quad (5.1)$$

**Proof.** Using Sobolev embedding, we have

$$|R^k \partial_k \partial^m \Omega|_{L^\infty} \leq c_{k,m} |R^k \partial_k \partial^m \Omega|_{H^2_{R,\theta}}$$

where $H^2_{R,\theta}$ is the standard $H^2$ norm in $R$ and $\theta$. When considering the second derivative terms of $R^k \partial_k \partial^m \Omega$, for the angular derivatives term, we have $|R^k \partial_k \partial^m \Omega|_{L^2} \leq |\Omega|_{H^{k+m+2}}$. Now for the radial derivatives, we have three cases. Considering the case when the two radial derivatives land on $\partial_k \partial^m \Omega$, we have

$$|R^k \partial_k \partial^m \Omega|_{L^2} \leq |R^{k+2} \partial_k \partial^m \Omega|_{L^2} + |\partial_k^2 \partial^m \Omega| \leq |\Omega|_{H^{k+m+2}}$$

where the last inequality follows from the definition of the $H^N$ norm. The other two cases follow in a similar way.

We will also need some embedding estimates for the stream function $\Psi$ in terms of $\Omega$.

**Lemma 5.2.** Let $\Omega \in H^N$, where $N \in \mathbb{N}$, satisfying the same conditions as in Proposition 4.1, then for the solution $\Psi$ of

$$4\Psi + \partial_{\theta\theta} \Psi + \alpha^2 R^2 \partial_R \Psi + (4\alpha + \alpha^2) R \partial_R \Psi = \Omega(R, \theta),$$

we have

$$|\partial_R \partial^m \Psi|_{L^\infty} \leq c_{k,m} |\Omega|_{H^{k+m+1}} \quad (5.2)$$

for $k, m \in \mathbb{N}$ with $k + m + 1 \leq N$.

**Proof.** As in Lemma 5.1 applying the Sobolev embedding, we have

$$|\partial_R \partial^m \Psi|_{L^\infty} \leq c_{k,m} |\partial_R \partial^m \Psi|_{H^2_{R,\theta}}$$

From the elliptic estimates in Proposition 4.1 for any $i, n \in \mathbb{N}$, we have

$$|\partial_R \partial^m \Psi|_{L^2} \leq c_{i,n} |\Omega|_{H^{i+n-1}} \quad (5.3)$$

Thus, to bound $|\partial_R \partial^m \Psi|_{H^2_{R,\theta}}$, we take $\Omega$ to be in $H^{k+m+1}$. Hence, we have

$$|\partial_R \partial^m \Psi|_{L^\infty} \leq c_{k,m} |\Omega|_{H^{k+m+1}} \quad (5.4)$$
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Lemma 5.3. Let $\Omega \in \mathcal{H}^N$, where $N \in \mathbb{N}$, satisfying the same conditions as in Proposition 4.1, then for the solution $\Psi$ of

$$4\Psi + \partial_{\theta \theta} \Psi + \alpha^2 R^2 \partial_{RR} \Psi + (4\alpha + \alpha^2) R \partial_\theta \Psi = \Omega(R, \theta),$$

we have

$$|R^k \partial^k_R \partial^m_\theta \Psi|_{L^\infty} \leq c_{k,m} |\Omega|_{\mathcal{H}^{k+m+1}}$$

(5.5)

for $k, m \in \mathbb{N}$ with $k + m + 1 \leq N$.

Proof. As in Lemma 5.1 applying the Sobolev embedding, we have

$$|R^k \partial^k_R \partial^m_\theta \Psi|_{L^\infty} \leq c_{k,m} |R^k \partial^k_R \partial^{m-1}_\theta \Psi|_{H^2_{R,\theta}}$$

From the elliptic estimates in Proposition 4.1 for any $i, n \in \mathbb{N}$, we have

$$|\partial^i_R \partial^m_\theta \Psi|_{L^2} \leq c_{i,n} |\partial^i_R \partial^{m-1}_\theta \Omega|_{L^2} \leq c_{i,n} |\Omega|_{\mathcal{H}^{i+n-1}}$$

(5.6)

and

$$|R^k \partial^k_R \partial^m_\theta \Psi|_{L^2} \leq c_{i,n} |\Omega|_{\mathcal{H}^{i+n-1}}$$

(5.7)

Thus, if we look at the second derivative terms of $R^k \partial_R^k \partial_\theta^m \Psi$, we can use the above inequalities to obtain the desired estimate. For the angular derivative term, we have $|R^k \partial^k_R \partial^{n+2}_\theta \Psi|_{L^2} \leq c_{k,n} |\Omega|_{\mathcal{H}^{k+n+1}}$. When considering the radial derivative terms, we have three terms. For $R^k \partial^k_R \partial_\theta^m \Psi$ term, applying (5.6) and (5.7), we have

$$|R^k \partial^k_R \partial^m_\theta \Psi|_{L^2} \leq |R^k \partial^k_R \partial^{n+2}_\theta \Psi|_{L^2} + |R^k \partial^k_R \partial^m_\theta \Psi| \leq c_{k,m} |\Omega|_{\mathcal{H}^{k+m+1}}$$

The other terms can be handled in similar way. Hence, we have our desired result.

\[\square\]

6 Reminder estimate

In this section, we obtain an error estimate on the remaining terms in the Euler with Riesz forcing. Recall that $\Omega$ satisfies the following evolution equation:

$$\partial_t \Omega + \left( - \alpha R \partial_\theta \Psi \right) \partial_R \Omega + \left( 2\Psi + \alpha \partial_R \Psi \right) \partial_\theta \Omega = \left( 2\alpha R \sin(\theta) \cos(\theta) + \alpha^2 R \sin^2(\theta) \cos(\theta) \right) \partial_R \Psi$$

$$+ \left( 1 - 2 \sin^2(\theta) \right) \partial_\theta \Psi + \left( \alpha R \sin^2(\theta) + R \sin(\theta) \cos(\theta) \right) \partial_\theta \Psi$$

$$+ \left( \alpha^2 R \sin(\theta) \cos(\theta) \right) \partial_{RR} \Psi - \left( \sin(\theta) \cos(\theta) \right) \partial_{\theta \theta} \Psi$$

and the elliptic equation is the following:

$$4\Psi + \alpha^2 R^2 \partial_{RR} \Psi + \partial_{\theta \theta} \Psi + (4\alpha + \alpha^2) R \partial_\theta \Psi = \Omega(R, \theta)$$

From section 2 the leading order model for the Euler with Riesz forcing equation satisfies the following:

$$\partial_t \Omega_2 + (2\Psi_2) \partial_\theta \Omega_2 = \left( - 1 + 2 \sin^2(\theta) \right) \partial_\theta \Psi_2 + \left( \sin(\theta) \cos(\theta) \right) \partial_{\theta \theta} \Psi_2$$

(6.1)

Where

$$\Psi_2(R, \theta) = \frac{1}{4\alpha} L_s(\Omega) \sin(2\theta) + \frac{1}{4\alpha} L_c(\Omega) \cos(2\theta)$$
Now set \( \Omega_r = \Omega - \Omega_2 \) to be the reminder term for the vorticity, and similarly set \( \Psi_r = \Psi - \Psi_2 \) to be the reminder term for the stream function. Thus, we have that reminder, \( \Omega_r \), satisfies the following evolution equation:

\[
\partial_t \Omega_r + \left( -\alpha R(\partial_\theta \Psi_2 + \partial_\theta \Psi_r) \right) (\partial_\theta \Omega_2 + \partial_\theta \Omega_r) + \left( 2 \Psi_2 \partial_\theta \Omega_r + 2 \Psi_r \partial_\theta \Omega_2 + 2 \Psi_r \partial_\theta \Omega_r \right) \\
+ \left( \alpha R(\partial_\theta \Psi_2 + \partial_\theta \Psi_r) \right) (\partial_\theta \Omega_2 + \partial_\theta \Omega_r) = \left( 2 \alpha R \sin(\theta) \cos(\theta) + \alpha^2 R \sin(\theta) \cos(\theta) \right) (\partial_\theta \Psi_2 + \partial_\theta \Psi_r) \\
+ (1 - 2 \sin^2(\theta)) \partial_\theta \Psi_r + \alpha (R \cos^2(\theta) - R \sin^2(\theta)) (\partial_\theta \Psi_2 + \partial_\theta \Psi_r) \\
+ \alpha^2 (R^2 \sin(\theta) \cos(\theta)) (\partial_{RR} \Psi_2 + \partial_{RR} \Psi_r) - (\sin(\theta) \cos(\theta)) \partial_\theta \Psi_r.
\]

(6.2)

The goal of this section is to show that \( \Omega_r \) remains small. Namely, using energy methods, for some time \( T \), we show that

\[
\sup_{t \leq T} |\Omega_r(t)|_{L^\infty} \leq C \alpha^{\frac{1}{2}}
\]

for some constant \( C \) independent of \( \alpha \). We define the following term to shorten the notation:

\[
I_1 = -\alpha R(\partial_\theta \Psi_2 + \partial_\theta \Psi_r) (\partial_\theta \Omega_2 + \partial_\theta \Omega_r), \quad I_2 = (2 \Psi_2 \partial_\theta \Omega_r + 2 \Psi_r \partial_\theta \Omega_2 + 2 \Psi_r \partial_\theta \Omega_r) \quad I_3 = \alpha R(\partial_\theta \Psi_2 + \partial_\theta \Psi_r) (\partial_\theta \Omega_2 + \partial_\theta \Omega_r)
\]

\[
I_4 = 2 \alpha (1 - \alpha) R \sin(\theta) \cos(\theta) (\partial_\theta \Psi_2 + \partial_\theta \Psi_r), \quad I_5 = (1 - 2 \sin^2(\theta)) \partial_\theta \Psi_r, \quad I_6 = \alpha (R \cos^2(\theta) - R \sin^2(\theta)) (\partial_\theta \Psi_2 + \partial_\theta \Psi_r)
\]

\[
I_7 = \alpha^2 (R^2 \sin(\theta) \cos(\theta)) (\partial_{RR} \Psi_2 + \partial_{RR} \Psi_r), \quad I_8 = - (\sin(\theta) \cos(\theta)) \partial_\theta \Psi_r
\]

and now we have the error estimate proposition.

**Proposition 6.1.** Let \( \Omega_r = \Omega - \Omega_2 \) satisfying \( \Omega_r|_{t=0} = 0 \) then

\[
\sup_{0 \leq t \leq T} |\Omega_r(t)|_{L^\infty} \leq c_N \alpha^{\frac{1}{2}}
\]

where \( T = c_\alpha |\log \alpha| \) and \( c \) is a small constant independent of \( \alpha \).

**Proof.** We will use \( \partial^N \) to refer to any mixed derivatives in \( R \) and \( \theta \) of order \( N \) (not excluding pure \( R \) and \( \theta \) derivatives). From the definition of \( \mathcal{H}^N \) norm, to obtain \( \mathcal{H}^N \) estimate we will take the following inner product with each \( I_i \) term:

\[
\langle \partial^N I_i, \partial^N \Omega_r \rangle \quad \text{and} \quad \langle R^k \partial_R^k \partial_\theta^{N-k} I_i, R^k \partial_R^k \partial_\theta^{N-k} \Omega_r \rangle
\]

for \( 0 \leq k \leq N \) and \( 1 \leq i \leq 8 \).

**Estimate on \( I_1 \) and \( I_3 \)**

Here we will estimate \( I_1 \) and \( I_3 \). The estimate of \( I_3 \) is very similar to \( I_1 \), and so we will just show how to obtain the estimate on \( I_1 \).

**Estimate on \( I_1 \)**

We can write \( I_1 \) as

\[
I_1 = -\alpha R (\partial_\theta \Psi_2 + \partial_\theta \Psi_r) (\partial_\theta \Omega_2 + \partial_\theta \Omega_r) = -\alpha (\partial_\theta \Psi_2) R (\partial_\theta \Omega_2) - \alpha (\partial_\theta \Psi_2) R (\partial_\theta \Omega_r)
\]

\[
- \alpha (\partial_\theta \Psi_r) R (\partial_\theta \Omega_2) - \alpha (\partial_\theta \Psi_r) R (\partial_\theta \Omega_r)
\]

\[
= I_{1,1} + I_{1,2} + I_{1,3} + I_{1,4}
\]

and we will estimate each term separately.

- \( I_{1,1} = -\alpha \partial_\theta \Psi_2 R \partial_\theta \Omega_2 \)

Here we have

\[
\langle \partial^N (\alpha \partial_\theta \Psi_2 R \partial_\theta \Omega_2), \partial^N \Omega_r \rangle = \sum_{i=0}^N c_i N \int \partial^i (\alpha \partial_\theta \Psi_2) \partial^{N-i} (R \partial_\theta \Omega_2) \partial^N \Omega_r
\]

Now from Lemma 3.4 and Lemma 3.5 we know that

\[
|\Psi_2|_{W^{k+1, \infty}} \leq \frac{c_k}{\alpha} \quad \text{and} \quad |\Omega_2|_{H^k} \leq |\Omega_2(0)|_{H^k} e^{-\frac{c}{\alpha}}
\]
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Thus, we have
\[
\sum_{i=0}^{N} \int \alpha \partial_i^j (\partial_\theta \Psi_2) \partial^{N-i}(R \partial_\Omega \Omega_2) \partial^N \Omega_r \leq c_N \sum_{i=0}^{N} \alpha |\partial_i^j \partial_\theta \Psi_2|_{L^\infty} |\partial^{N-i}(R \partial_\Omega \Omega_2)|_{L^2} |\partial^N \Omega_r|_{L^2}
\]
\[
\leq c_N \alpha |\Psi_2|_{W^{N+1, \infty}} |\Omega_2|_{H^{N+1}} |\Omega_r|_{H^N} \leq \alpha \frac{c_N}{\alpha} \frac{c_N}{\alpha} |\Omega_r|_{H^N}
\]

and similarly we have
\[
\langle \partial_R^k \partial_\theta^{N-k} (\alpha \partial_\theta \Psi_2 R \partial_R \Omega_2), R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r \rangle =
\sum_{i+m=0}^{N} \int R_i \partial_R^m (\alpha \partial_\theta \Psi_2) \partial_R^{k-i} \partial_\theta^{N-k-m} (R \partial_\Omega \Omega_2) R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r
\]
\[
\leq c_N \sum_{i+m=0}^{N} \alpha |R_i \partial_R^m \partial_\theta^{N+1} \Psi_2|_{L^\infty} |R^{k-i} \partial_R^{k-i} \partial_\theta^{N-k-m} (R \partial_\Omega \Omega_2)|_{L^2} |R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r|_{L^2}
\]
\[
\leq c_N \alpha |\Psi_2|_{W^{N+1, \infty}} |\Omega_2|_{H^{N+1}} |\Omega_r|_{H^N} \leq \alpha \frac{c_N}{\alpha} \frac{c_N}{\alpha} |\Omega_r|_{H^N}
\]

From the definition of $W^{N+1, \infty}$ norm, we have for $i + m \leq N$
\[
|R_i \partial_R^m \partial_\theta^{N+1} \Psi_2|_{L^\infty} \leq |\Psi_2|_{W^{N+1, \infty}}
\]

Again, applying Lemma 3.4 and Lemma 3.5 we obtain
\[
\sum_{i+m=0}^{N} \int R_i \partial_R^m (\alpha \partial_\theta \Psi_2) \partial_R^{k-i} \partial_\theta^{N-k-m} (R \partial_\Omega \Omega_2) R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r
\]
\[
\leq c_N \sum_{i+m=0}^{N} \alpha |R_i \partial_R^m \partial_\theta^{N+1} \Psi_2|_{L^\infty} |R^{k-i} \partial_R^{k-i} \partial_\theta^{N-k-m} (R \partial_\Omega \Omega_2)|_{L^2} |R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r|_{L^2}
\]
\[
\leq c_N \alpha |\Psi_2|_{W^{N+1, \infty}} |\Omega_2|_{H^{N+1}} |\Omega_r|_{H^N} \leq \alpha \frac{c_N}{\alpha} \frac{c_N}{\alpha} |\Omega_r|_{H^N}
\]

Thus, we have
\[
\langle I_{1, 1}, \Omega_r \rangle_{H^N} \leq c_N e^{\frac{c_N}{\alpha}} |\Omega_r|_{H^N} \tag{6.3}
\]

\* $I_{1, 2} = -\alpha \partial_\theta \Psi_2 R \partial_R \Omega_r$

Here we have
\[
\langle \partial^N (\alpha \partial_\theta \Psi_2 R \partial_R \Omega_r), \partial^N \Omega_r \rangle = \sum_{i=0}^{N} \int \partial^i (\alpha \partial_\theta \Psi_2) \partial^{N-i}(R \partial_\Omega \Omega_r) \partial^N \Omega_r
\]

To obtain this estimate, we again apply Lemma 3.4. Namely, that $|\Psi_2|_{W^{k+1, \infty}} \leq \frac{c_N}{\alpha}$. When $i = 0$, we integrate by parts and obtain
\[
\int (\alpha \partial_\theta \Psi_2) \partial^N (R \partial_\Omega \Omega_r) \partial^N \Omega_r \leq c |\Psi_2|_{W^{2, \infty}} |\Omega_r|_{H^N}^2 \leq \frac{c_N}{\alpha} |\Omega_r|_{H^N}^2
\]

For $1 \leq i \leq N$ we have,
\[
\sum_{i=1}^{N} \int \alpha \partial_i^j (\partial_\theta \Psi_2) \partial^{N-i}(R \partial_\Omega \Omega_r) \partial^N \Omega_r \leq c_N \sum_{i=1}^{N} \alpha |\partial_i^j \partial_\theta \Psi_2|_{L^\infty} |\partial^{N-i}(R \partial_\Omega \Omega_r)|_{L^2} |\partial^N \Omega_r|_{L^2}
\]
\[
\leq c_N \alpha |\Psi_2|_{W^{N+1, \infty}} |\Omega_r|_{H^N} |\Omega_r|_{H^N} \leq \alpha \frac{c_N}{\alpha} |\Omega_r|_{H^N}^2 \leq c_N |\Omega_r|_{H^N}^2
\]

Similarly, Now for the $R^{2k} \partial_R^k \partial_\theta^{N-k}$ terms we have
Thus, we have

\[
\langle R^i \partial^N \Omega \partial_\theta R^{N-k}(\alpha \partial_\theta \Psi_2 R^1 \partial_\theta \Omega_r), R^{i} \partial^N \Omega \partial_\theta R^{N-k}\partial_\theta \Omega_r \rangle = c_{i,m,N} \int \sum_{i+m=0}^{N} R^{i} \partial^N \Omega \partial_\theta R^{N-k}(\alpha \partial_\theta \Psi_2) \partial^N \Omega \partial_\theta R^{N-k-m}(\partial_\theta \Omega_r) R^{i} \partial^N \Omega \partial_\theta R^{N-k}\partial_\theta \Omega_r.
\]

We again use \(|\Psi_2|_{W^k+1,\infty} \leq \frac{\alpha}{c} \). Hence, we have

\[
\sum_{i+m=0}^{N} R^{i} \partial^N \Omega \partial_\theta R^{N-k}(\alpha \partial_\theta \Psi_2) R^{i} \partial^N \Omega \partial_\theta R^{N-k-m}(\partial_\theta \Omega_r) R^{i} \partial^N \Omega \partial_\theta R^{N-k}\partial_\theta \Omega_r \leq c_N \sum_{i+m=0}^{N} \alpha |R^{i} \partial^N \Omega \partial_\theta R^{N-k}(\alpha \partial_\theta \Psi_2)|_{L^\infty} |R^{i} \partial^N \Omega \partial_\theta R^{N-k-m}(\partial_\theta \Omega_r)|_{L^2} |R^{i} \partial^N \Omega \partial_\theta R^{N-k}\partial_\theta \Omega_r|_{L^2}
\]

\[
\leq c_N |\Psi_2|_{W^{k+1,\infty}} |\Omega_r|_{H^N} |\Omega_r|_{H^N} \leq \alpha \frac{c_N}{\alpha} |\Omega_r|^2_{H^N} \leq c_N |\Omega_r|^2_{H^N}
\]

Thus, we have

\[
\langle I_{1,2}, \Omega_r \rangle_{H^N} \leq c_N |\Omega_r|^2_{H^N} \tag{6.4}
\]

\( I_{1,3} = -\alpha (\partial_\theta \Psi_r) R^1 \partial_\theta \Omega_r \)

To obtain the estimate on \( I_{1,3} \), we will use Lemma 3.2 which will give us the estimate on \(\Omega_r\). In addition, to bound the \( \partial_\theta \Psi_r \) term, we will use the elliptic from Proposition 4.1 and embedding estimates from Lemma 5.2. Now we have

\[
\langle \partial^N (\alpha \partial_\theta \Psi_r R^1 \partial_\theta \Omega_r), \partial^N \Omega_r \rangle = \sum_{i=0}^{N} c_{i,N} \int \partial^N (\alpha \partial_\theta \Psi_r) \partial^N \Omega_r = \sum_{i=0}^{N} c_{i,m,N} \int \partial^N (\alpha \partial_\theta \Psi_r) \partial^N \Omega_r \]

When \( 0 \leq i \leq \frac{N}{2} \), we will use the embedding from Lemma 5.2. Namely that

\[
|\partial^N \Omega_r|_{L^\infty} \leq c_{k,m,N} |\Omega_r|_{H^{k+m+1}}
\]

Thus, we have

\[
\sum_{i=0}^{\frac{N}{2}} \int \partial^N (\alpha \partial_\theta \Psi_r) \partial^N \Omega_r \leq \sum_{i=0}^{\frac{N}{2}} \alpha |\partial^N \Omega_r|_{L^\infty} \leq c_{k,m,N} |\Omega_r|_{H^{k+m+1}} \Omega_r \leq c_{N} \alpha \frac{c_N}{\alpha} |\Omega_r|^2_{H^N}
\]

Here we used Lemma 3.2 for \(|\Omega_r|_{H^{k+1}}\) term.

When \( \frac{N}{2} \leq i \leq N \) we will use the elliptic estimate from Proposition 4.1. Namely,

\[
|\partial^N \Omega_r|_{L^2} \leq c_{k} |\Omega_r|_{H^k}
\]

Thus we have

\[
\int \partial^N (\alpha \partial_\theta \Psi_r) \partial^N \Omega_r \leq \sum_{i=0}^{\frac{N}{2}} \alpha |\partial^N \Omega_r|_{L^\infty} \leq \sum_{i=0}^{\frac{N}{2}} \alpha |\partial^N \Omega_r|_{L^\infty} \leq c_{N} \alpha \frac{c_N}{\alpha} |\Omega_r|^2_{H^N}
\]
Similarly, to estimate the following inner product

\[
\langle \partial_R^k \partial_\theta^{N-k} (\alpha (\partial_\theta \Psi) R \partial_R \Omega_r), R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r \rangle \leq c_N \alpha e c_N |\Omega_r|^2 |H^{N}|
\]

we will use (4.2) in Proposition 4.1 and embedding estimates from Lemma 5.3. Following the same steps as we did in the previous inner product, we obtain that

\[
\langle I_{1,3}, \Omega_r \rangle_{\mathcal{H}^N} \leq c_N \alpha e c_N |\Omega_r|^2 |H^{N}|
\]

(6.5)

- **Estimate on** \(I_{1,4} = -\alpha (\partial_\theta \Psi) R \partial_R \Omega_r\)

To obtain the estimate on \(I_{1,4}\), we will use the elliptic estimates from Proposition 4.1. Namely, (4.1) and (4.2), then we will also use the embedding estimates from Lemma 5.2 and Lemma 5.3. We will only show how to obtain the estimate on the following term:

\[
\langle \partial_R^k \partial_\theta^{N-k} (\alpha (\partial_\theta \Psi) R \partial_R \Omega_r), R^{2k} \partial_R^k \partial_\theta^{N-k} \Omega_r \rangle =
\]

\[
c_i, m, N \sum_{i+m=0}^{N} \partial_\theta^i \partial_\theta^m (\alpha (\partial_\theta \Psi)) \partial_R^{k} \partial_\theta^{N-k-m} (R \partial_R \Omega_r) \]

For the other inner product, the idea is the same. To start the estimate, first we consider the case when \(i = m = 0\), we integrate by parts and use the embedding estimates in Lemma 5.2 and Lemma 5.3, we have

\[
\int \alpha (\partial_\theta \Psi) \left( R^{k+1} \partial_\theta^{k+1} \partial_\theta^{N-k} \Omega_r + R^{k} \partial_\theta^{k} \partial_\theta^{N-k} \Omega_r \right) R^{k} \partial_\theta^{k} \partial_\theta^{N-k} \Omega_r
\]

\[
\leq \alpha |R \partial_\theta \Psi|_{L^\infty} |R^{k} \partial_\theta^{k} \partial_\theta^{N-k} \Omega_r|_{L^2}^2 + \alpha |\partial_\theta \Psi|_{L^\infty} |R^{k} \partial_\theta^{k} \partial_\theta^{N-k} \Omega_r|_{L^2}^2
\]

\[
\leq c_N (|\Omega_r|_{\mathcal{H}^2}^2 |\Omega_r|^2_{\mathcal{H}^N} + |\Omega_r|_{\mathcal{H}^2}^2 |\Omega_r|^2_{\mathcal{H}^N}) \leq c_N |\Omega_r|^3_{\mathcal{H}^N}
\]

Now when \(1 \leq i + m \leq N\), we use Lemma 6.3 and the definition of the \(H^k\) norm to obtain:

\[
\sum_{i+m \geq 1}^{N} R^{k} \partial_\theta^{k} \partial_\theta^{N-k} \Omega_r
\]

\[
\leq \sum_{i+m \geq 1}^{N} \alpha |R^i \partial_\theta^{i} \partial_\theta^{m+1} \Psi|_{L^\infty} |R^{k+1-i} \partial_\theta^{k+1-i} \partial_\theta^{N-k-m} \Omega_r|_{L^2}^2 + |R^{k-i} \partial_\theta^{k-i} \partial_\theta^{N-k-m} \Omega_r|_{L^2}^2
\]

\[
\sum_{i+m \geq 1}^{N} \alpha |R^i \partial_\theta^{i} \partial_\theta^{m+1} \Psi|_{L^\infty} |R^{k+1-i} \partial_\theta^{k+1-i} \partial_\theta^{N-k-m} \Omega_r|_{L^2}^2 + |R^{k-i} \partial_\theta^{k-i} \partial_\theta^{N-k-m} \Omega_r|_{L^2}^2
\]

\[
\leq c_N \sum_{i+m \geq 1}^{N} |\Omega_r|_{\mathcal{H}^{i+m+2}}^2 (|\Omega_r|_{\mathcal{H}^N} + |\Omega_r|_{\mathcal{H}^{N-1}}) |\Omega_r|_{\mathcal{H}^N} \leq c_N |\Omega_r|^3_{\mathcal{H}^N}
\]

Now for the case when \(\frac{N}{2} \leq i + m \leq N\), we will use Lemma 5.1 and the elliptic estimates from Proposition 4.1 to obtain
\[
\sum_{i+m \geq \frac{N}{2}}^N R^i \partial_R^i \partial_\theta^m (\alpha \partial_\theta \Psi) \left( R^{k+i-1} \partial_R^{k+i-1} \partial_\theta^{N-k-m} \Omega_r + R^{k-i} \partial_R^{k-i} \partial_\theta^{N-k-m} \Omega_r \right) R^k \partial_R^k \partial_\theta^N \partial_\theta \Omega_r
\]
\[
\leq \sum_{i+m \geq \frac{N}{2}}^N \alpha |R^i \partial_R^i \partial_\theta^{m+1} \psi|_{L^2} \left( |R^{k+i-1} \partial_R^{k+i-1} \partial_\theta^{N-k-m} \Omega_r|_{L^\infty} \right) |R^k \partial_R^k \partial_\theta^N \partial_\theta \Omega_r|_{L^2} +
\]
\[
\sum_{i+m \geq \frac{N}{2}}^N \alpha |R^i \partial_R^i \partial_\theta^{m+1} \psi|_{L^2} \left( |R^{k-i} \partial_R^{k-i} \partial_\theta^{N-k-m} \Omega_r|_{L^\infty} \right) |R^k \partial_R^k \partial_\theta^N \partial_\theta \Omega_r|_{L^2}
\]
\[
\leq \sum_{i+m \geq \frac{N}{2}}^N |\Omega_r|_{H^{i+m-1}} \left( |\Omega|_{H^{i+m-1}} + |\Omega|_{H^{i+m-1}} \right) |\Omega_r|_{H^N} \leq c_N |\Omega_r|_{H^N} \leq c_N |\Omega_r|_{H^N}
\]

and thus, we have the following:
\[
\left\langle I_{1,4}, \Omega_r \right\rangle_{\Omega^N} \leq c_N |\Omega_r|_{H^N}
\] (6.6)

Thus, we have the following estimate on \( I_1 \) term
\[
\left\langle I_1, \Omega_r \right\rangle_{\Omega^N} \leq c_N e^{\frac{c_N}{\alpha} |\Omega_r|_{H^N}} + c_N e^{\frac{c_N}{\alpha} |\Omega_r|_{H^N}} + c_N |\Omega_r|_{H^N}^3
\] (6.7)

**Estimate on \( I_3 \)**

The estimate on \( I_3 \) follows similarly to \( I_1 \), so we skip the details for this case. One can obtain the following:
\[
\left\langle I_3, \Omega_r \right\rangle_{\Omega^N} \leq c_N e^{\frac{c_N}{\alpha} |\Omega_r|_{H^N}} + c_N e^{\frac{c_N}{\alpha} |\Omega_r|_{H^N}} + c_N |\Omega_r|_{H^N}^3
\] (6.8)

**Estimate on \( I_2 \)**

Here we have
\[
I_2 = (2 \Psi_2 \partial_\theta \Omega_r + 2 \Psi_2 \partial_\theta \Omega_r + 2 \Psi_2 \partial_\theta \Omega_r) = I_{2,1} + I_{2,2} + I_{2,3}
\]

- \( I_{2,1} = 2 \Psi_2 \partial_\theta \Omega_r \)

To estimate \( I_{2,1} \), we follow the same steps as in the \( I_1 \) term. Using Lemma 3.3, Namely, that \( |\Psi_2|_{W^{N,\infty}} \leq \frac{c_N}{\alpha} \), we have:
\[
\left\langle I_{2,1}, \Omega_r \right\rangle_{\Omega^N} \leq c_N |\Omega_r|_{H^N}^2
\] (6.9)

- \( I_{2,2} = 2 \Psi_2 \partial_\theta \Omega_r \)

Similarly, To estimate \( I_{2,2} \), we also follow the same steps as we did in \( I_1 \). Using Lemma 3.5, that \( |\Omega_2|_{H^N} \leq |\Omega_2(0)|_{H^N} e^{\frac{c_N}{\alpha}} \), we obtain:
\[
\left\langle I_{2,2}, \Omega_r \right\rangle_{\Omega^N} \leq c_N e^{\frac{c_N}{\alpha} |\Omega_r|_{H^N}^2}
\] (6.10)

- \( I_{2,3} = 2 \Psi_2 \partial_\theta \Omega_r \)

This terms \( I_{2,3} \) can be estimated in a similar way as in the \( I_{1,4} \) term, by using embedding and elliptic estimate, we have
\[
\left\langle I_{2,3}, \Omega_r \right\rangle_{\Omega^N} \leq c_N |\Omega_r|_{H^N}^3
\] (6.11)
Hence, we obtain

\[
\left\langle I_2, \Omega_r \right\rangle_{\mathcal{H}^N} \leq \frac{c_N}{\alpha} |\Omega_r|_{\mathcal{H}^N}^2 + c_N e^{\frac{c_N}{\alpha t}} |\Omega_r|_{\mathcal{H}^N}^2 + c_N |\Omega_r|_{\mathcal{H}^N}^3 \leq c_N e^{\frac{c_N}{\alpha t}} |\Omega_r|_{\mathcal{H}^N}^2 + c_N |\Omega_r|_{\mathcal{H}^N}^3
\]  

(6.12)

Estimate on \(I_4, I_5, I_6, I_7, \) and \(I_8\)

We can write \(I_4\) as:

\[
I_4 = 2\alpha R \sin(\theta) \cos(\theta) + \alpha^2 R \sin(\theta) \cos(\theta) \left( \partial_R \Psi_2 + \partial_R \Psi_r \right)
\]

\[
= \alpha(2 + \alpha) \sin(\theta) \cos(\theta) R \partial_R \Psi_2 + \alpha(2 + \alpha) \sin(\theta) \cos(\theta) R \partial_R \Psi_r
\]

\[
= I_{4,1} + I_{4,2}
\]

Recall that

\[
I_5 = (1 - 2 \sin^2(\theta))\partial_\theta \Psi_r
\]

We can also rewrite and \(I_6\) and \(I_7\) as follows:

\[
I_6 = \alpha(\cos^2(\theta) - \sin^2(\theta)) R(\partial_{R\theta} \Psi_2 + \partial_{R\theta} \Psi_r)
\]

\[
= \alpha(\cos^2(\theta) - \sin^2(\theta)) R \partial_{R\theta} \Psi_2 + \alpha(\cos^2(\theta) - \sin^2(\theta)) R \partial_{R\theta} \Psi_r
\]

\[
= I_{6,1} + I_{6,2}
\]

and

\[
I_7 = \alpha^2(\sin(\theta) \cos(\theta)) R^2(\partial_{RR} \Psi_2 + \partial_{RR} \Psi_r)
\]

\[
= \alpha^2(\sin(\theta) \cos(\theta)) R^2 \partial_{RR} \Psi_2 + \alpha^2(\sin(\theta) \cos(\theta)) R^2 \partial_{RR} \Psi_r
\]

\[
= I_{7,1} + I_{7,2}
\]

Recall that

\[
I_8 = -\sin(\theta) \cos(\theta) \partial_{\theta \theta} \Psi_r
\]

Now for \(i = 4, 6, \) and \(7,\) using Lemma 3.4, Namely, that \(|\Psi|_{\mathcal{H}^{k+1}} \leq \frac{c_N}{\alpha},\) we have the following estimate:

\[
\left\langle I_{i,1}, \Omega_r \right\rangle_{\mathcal{H}^N} \leq c_N |\Omega_r|_{\mathcal{H}^N} \quad \text{for} \quad i = 4, 6, 7
\]  

(6.13)

Using the elliptic estimates in Proposition 4.1 we obtain that:

\[
\left\langle I_{i,2}, \Omega_r \right\rangle_{\mathcal{H}^N} \leq c_N |\Omega_r|_{\mathcal{H}^N}^2 \quad \text{for} \quad i = 4, 6, 7
\]  

(6.14)

and

\[
\left\langle I_i, \Omega_r \right\rangle_{\mathcal{H}^N} \leq c_N |\Omega_r|_{\mathcal{H}^N}^3 \quad \text{for} \quad i = 5, 8
\]  

(6.15)

Hence, from (6.13), (6.14), (6.15), we have that

\[
\left\langle I_i, \Omega_r \right\rangle_{\mathcal{H}^N} \leq c_N |\Omega_r|_{\mathcal{H}^N} + c_N |\Omega_r|_{\mathcal{H}^N}^2 \quad \text{for} \quad i = 4, 5, \ldots 8
\]  

(6.16)

Totally reminder estimate:

Here we obtain the totally error estimate. From our previous work we have,

\[
\frac{d}{dt} |\Omega_r|_{\mathcal{H}^N}^2 = \langle \partial_t \Omega_r, \Omega_r \rangle_{\mathcal{H}^N} \leq \sum_{i=1}^8 \left| \left\langle I_i, \Omega_r \right\rangle_{\mathcal{H}^N} \right|
\]

and thus from (6.7), (6.8), (6.12), and (6.16), we have

\[
\frac{d}{dt} |\Omega_r|_{\mathcal{H}^N}^2 \leq c_N e^{\frac{c_N}{\alpha t}} |\Omega_r|_{\mathcal{H}^N} + \left( \frac{c_N}{\alpha} + c_N e^{\frac{c_N}{\alpha t}} \right) |\Omega_r|_{\mathcal{H}^N} + c_N |\Omega_r|_{\mathcal{H}^N}^3
\]

and hence
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\[
\frac{d}{dt}|\Omega_r|_{H^N} \leq c_N e^{\frac{c_N}{\alpha}t} + \left(\frac{c_N}{\alpha} + c_N e^{\frac{c_N}{\alpha}t}\right) |\Omega_r|_{H^N} + c_N |\Omega_r|^2_{H^N}
\]

Now since we have \(\Omega_r|_{t=0} = 0\), then by bootstrap, it follows that

\[
|\Omega_r|_{H^N} \leq \left(\int_0^t c_N e^{\frac{c_N}{\alpha}\tau} d\tau\right) \exp\left(\int_0^t \frac{c_N}{\alpha} + c_N e^{\frac{c_N}{\alpha}\tau} d\tau\right) \leq \alpha c_N (e^{\frac{c_N}{\alpha}t} - 1) \exp\left(\frac{c_N}{\alpha} t + \alpha c_N e^{\frac{c_N}{\alpha}t}\right)
\]

Thus, if we choose \(t < T = c\alpha|\log\alpha|\) for \(c\) small, say \(c = \frac{1}{\epsilon c_N}\), then we have

\[
|\Omega_r|_{H^N} \leq \alpha c_N^{\frac{1}{2}}
\]

and this completes the proof of Proposition 6.1.

\[\square\]

7 Main result

We now recall and prove the main theorem of this work.

**Theorem 3.** For any \(\alpha, \delta > 0\), there exists an initial data \(\omega^{\alpha, \delta}_0 \in C_0^\infty(\mathbb{R}^2)\) and \(T(\alpha)\) such that the corresponding unique global solution, \(\omega^{\alpha, \delta}\), to (1.4) is such that at \(t = 0\) we have

\[
|\omega^{\alpha, \delta}_0|_{L^\infty} = \delta,
\]

but for any \(0 < t \leq T(\alpha)\) we have

\[
|\omega^{\alpha, \delta}(t)|_{L^\infty} \geq |\omega_0|_{L^\infty} + c \log(1 + \frac{c_0}{\alpha t}),
\]

where \(T(\alpha) = c\alpha|\log(\alpha)|\) and \(c > 0\) is a constant independent of \(\alpha\).

**Proof.** Consider the initial data of the form

\[
\omega_0 = \Omega|_{t=0} = f_0(R) \sin(2\theta)
\]

where \(f(R)\) is non-negative compactly support smooth function which is zero on \([0, 1]\) and positive outside. We know that we can write \(\Omega = \Omega_2 + \Omega_r\), and from the form of initial data, we have \(\Omega_r|_{t=0} = 0\) and thus from Proposition 6.1, we have

\[
|\Omega_r(t)|_{L^\infty} \leq c_N^{\frac{0.5}{2}}
\]

for \(0 \leq t \leq c|\alpha|\log\alpha|\), where recall that \(c\) is a small constant independent of \(\alpha\). Recall also that we can write \(\Omega_2\) as:

\[
\Omega_2 = f + \frac{1}{2\alpha} \int_0^t L_s(f_r) d\tau
\]

and thus from Proposition 3.3, we obtain that

\[
\Omega_2 = f + \frac{1}{2\alpha} \int_0^t L_s(f_r) d\tau \geq f + c_0 \log(1 + \frac{c_0}{\alpha t})
\]

for some \(c_0\) independent of \(\alpha\) and thus we have our desired result.

\[\square\]
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