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Abstract—The inclusion of spatial information into spectral classifiers for fine-resolution hyperspectral imagery has led to significant improvements in terms of classification performance. The task of spectral-spatial hyperspectral image classification has remained challenging because of high intraclass spectrum variability and low interclass spectral variability. This fact has made the extraction of spatial information highly active. In this work, a novel hyperspectral image classification framework using the fusion of dual spatial information is proposed, in which the dual spatial information is built by both exploiting pre-processing feature extraction and post-processing spatial optimization. In the feature extraction stage, an adaptive texture smoothing method is proposed to construct the structural profile (SP), which makes it possible to precisely extract discriminative features from hyperspectral images. The SP extraction method is used here for the first time in the remote sensing community. Then, the extracted SP is fed into a spectral classifier. In the spatial optimization stage, a pixel-level classifier is used to obtain the class probability followed by an extended random walker-based spatial optimization technique. Finally, a decision fusion rule is utilized to fuse the class probabilities obtained by the two different stages. Experiments performed on three data sets from different scenes illustrate that the proposed method can outperform other state-of-the-art classification techniques. In addition, the proposed feature extraction method, i.e., SP, can effectively improve the discrimination between different land covers.
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I. INTRODUCTION

Hyperspectral images (HSIs) can provide hundreds of continuous spectral bands carrying abundant spectral information, which is helpful for identifying different materials of interest [1]–[3]. Owing to this characteristic, HSIs have been extensively applied in classification-related tasks such as mineral mapping [4], [5], land cover investigation [6], [7], and environmental monitoring [8], [9]. Hyperspectral image classification has always been regarded as a hot topic in the remote sensing community since this technology is able to provide high-level interpretation which is beneficial for management decisions [10]–[14].

Over the past years, various supervised classifiers have been successfully applied for the classification of HSIs [15], including support vector machine (SVM) [16], multinomial logistic regression (MLR) [17], and random forest [18]. These approaches have achieved satisfactory results with a certain number of high-quality samples. Nevertheless, when the number of training samples is very limited, these spectral classifiers cannot work well because of the curse of dimensionality. In addition, the high spectral dimensionality of such data sets also increases the computing cost of the classification task. Accordingly, many dimension reduction methods including feature selection and manifold learning have been developed to decrease the spectral dimension of HSIs. For example, in [19], the linear discriminant analysis was employed to decrease the high dimensionality of the original HSIs. In [20], an efficient manifold ranking-based method for hyperspectral band selection was proposed to reduce the redundant components of HSIs, which projected the band vectors into an accurate manifold space. However, since only spectral information was considered in these dimensionality reduction approaches, the classification maps were usually contaminated by the “noisy” behavior of the labeled pixels.

To overcome the aforementioned issue, many spectral-spatial classification methods were developed. For example, in [21], the morphological profiles (MP) were first applied for classification of HSIs via a series of opening and closing operations with a structuring element of the increasing size. Based on the MP, a large number of HSI classification approaches have been investigated, such as extended morphological attribute profiles (EMAPs) [22], parameter-adaptive EMAPs [23], and random subspace ensemble-based EMAPs [24]. In [25], the graph learning technique was first utilized to propagate the labels for the task of hyperspectral dimensionality reduction, achieving the state-of-the-art classification performance for remote sensing images. In [26], an edge-preserving filtering technology was first developed for feature extraction of HSIs, and then, the multi-scale and hierarchical edge-preserving feature extraction method was extended to
construct discriminative features of HSIs [11], [27]. In addition, the multi-view edge-preserving operations were also developed for classification of HSIs [28]. In [29], intrinsic image decomposition (IID) was used to extract the reflectance component of HSIs, which is more robust to shadow and noise compared to other feature extractors. Since the adjacent pixels tend to be from the homogeneous region, the superpixel-based IID was developed for classification of HSIs [30]. In [31], an extinction profiles (EPs) was proposed to extract the features of HSIs via the extinction filters with multilevel decomposition. In [32], a new low rank representation approach was designed for HSI classification, in which a new distance metric was used to capture the local similarity of pixels. To increase the robustness of the extracted features, a multi-scale total variation method was utilized to build the structural features of HSIs [33]. These approaches confirmed the fact that feature extraction techniques are effective tools in increasing the classification accuracy.

Recently, many deep learning models have been proposed for HSI classification, such as convolutional neural networks (CNNs) [34], [35], recurrent neural network (RNN) [36], [37], and generative adversarial networks (GANs) [38], [39]. Chen et al. used CNN for the first time for deep feature extraction of HSIs via using several convolutional and pooling layers [34]. Hang et al. developed a cascaded RNN method using gated recurrent units to reduce the redundant and complementary information of HSIs. Zhu et al. applied the generative adversarial network for classification of HSIs, in which the generator (e.g., a conv-deconv network with skip connectors) was used to simulate fake data while the discriminator (a CNN-based classifier) was used to differentiate between fake and real data [38]. However, most deep learning-based approaches require massive training data to accurately learn a great deal of parameters. To alleviate this issue, some effective classification frameworks have been developed to classify HSIs, such as semi-supervised classification frameworks [40], active learning frameworks [41], and ensemble learning frameworks [42]. These classification approaches proved that the spatial information obtained by shallow or deep feature extraction is of vital importance for classification of HSIs.

Considering the importance of the spatial information in hyperspectral image classification, in this study, a novel classification framework based on the fusion of dual spatial information is proposed to flexibly integrate class probabilities obtained by the feature extraction and the spatial optimization. The main motivation of this integration is that the feature extraction tends to preserve large-scale objects while the spatial optimization can model the small-scale objects. By fusing the complementarity between dual spatial information, the classification performance can be greatly improved. Specifically, the spectral bands of the original HSI are first decreased with an averaging-based method. Then, the dual spatial information is generated by spatial feature extraction and spatial optimization. In order to extract highly discriminative spatial features, an adaptive texture smoothing method is proposed for extracting the structural profile of HSIs. Then, a support vector machine (SVM) classifier is performed on the extracted structural profile to obtain the class probability of the input. In the spatial optimization, the SVM classifier is performed on the dimension reduced data to obtain the class probability, and the extended random walker (EW) is utilized to optimize the class probability by using correlation among neighboring pixels. Finally, the class probabilities obtained by exploiting dual spatial information are integrated together by a decision fusion rule. More precisely, the main contributions of this work are listed as follows:

- This work proposes a novel feature extraction method, i.e., structural profile (SP), for HSIs, which is based on adaptive texture smoothing. The SP aims to preserve the geometrical characteristics and smooth out unimportant spatial textures. The discriminative ability belonging to different land covers could be greatly amplified.
- A general hyperspectral classification framework is proposed based on the fusion of dual spatial information, which can effectively improve the classification performance of HSIs. In the proposed framework, the spatial information of the original image can be fully utilized by considering the correlation among adjacent pixels.
- To validate the generalization capability and advantage of the proposed method, experiments are conducted on three different scenes, including a crop scene, a mineral scene, and an urban scene. Experimental results demonstrate that our method consistently outperforms other state-of-the-art methods in all cases. The corresponding code of the proposed method will be made available at the author’s Github repository.

The remainder of this work is summarized as follows. Section II shows the proposed methodology. Section III is on the experiments and analyses. Finally, conclusions are provided in Section IV.

II. PROPOSED METHOD

Fig. 1 presents the flow chart of the proposed method, which is comprised of three key steps: Dimension reduction, dual spatial information extraction, and decision fusion. The detailed steps are shown below.

A. Dimension Reduction

In order to decrease the execution time of the subsequent feature extraction step, the spectral dimension of HSI is reduced with an averaging-based fusion method. Specifically, the original image $O$ is first divided into $M$ subsets along with spectral dimension. Then, the averaging-based fusion rule is performed on each subset to reduce the dimension of the data $I$. Although many advanced dimensionality reduction methods [43] have been proposed, the averaging-based dimensionality reduction [28] is found to be an effective tool in terms of computational efficiency and preserving the pixel reflectance.

B. Dual Spatial Information Extraction

The spatial feature extraction can well preserve the large-scale objects while easily remove the small-scale objects due
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to the inaccurate smoothing parameters or low discriminative capability. On the contrary, the spatial probability optimization can highlight the small-scale objects because of considering the relationship of adjacent pixels. Therefore, by jointly merging both levels of class probabilities, the classification accuracy is expected to be increased. In this work, a dual spatial information extraction method is proposed based on pre-processing spatial feature extraction and post-processing spatial probability optimization. In the pre-processing spatial feature extraction stage, the discriminative features of an HSI are constructed by using the proposed SP. In the post-processing spatial optimization stage, the extended random walker (ERW) is considered to model the spatial correlation between neighboring pixels. In more detail, the proposed dual spatial information extraction method is shown as follows:

1) Spatial feature extraction: The dimension reduced HSI \( I \) is modeled as a combination of a structural profile \( S \) and texture profile \( T \). The aim of this model is to estimate the structural profile \( S \) using the known \( I \). However, this problem is an ill-posed inverse problem. A common strategy is to introduce image priors, such as low rankness, total variation, and spatial similarity [9], [44], [45]. In this work, an adaptive texture smoothing model is proposed:

\[
\arg \min_S \| S - I \|_2^2 \odot \omega + \lambda \| S \|_{TV}
\]  

(1)

where \( \omega \) is a weight which controls the similarity of adjacent pixels. \( \lambda \) is a free parameter.

To smooth out the texture information of HSI, we construct a local polynomial \( p = \sum_{l=1}^{m} c_l p_l \) of degree \( L \), denoted as \( \prod_L \), where \( m \) is the number of elements in \( \prod_L \). For each pixel \( x \), assume \( \Omega(x) = \{ x_1, x_2, ..., x_N \} \) be a finite point set around \( x \) in \( I \), where \( N \) is the number of pixels in \( \Omega(x) \). The structural profile \( S \) is obtained by \( S(x) := p(x) \) for each \( x \in \Omega \). Then, the high order approximation \( x \) can be obtained by minimizing the following problem:

\[
\arg \min_{p \in \prod_L} \left\{ \sum_{i=1}^{N} \| p(x_i) - I(x_i) \|_2^2 \omega_i \| x_i \|_2 + \lambda \| \nabla p(x_i) \|_{TV} \right\}
\]  

(2)

where \( \prod_L = \{ x^\alpha : x \in R^2, \alpha \in Z_+^{+}, |\alpha|_{L} \leq L \} \) indicates the polynomial space with degree \( \leq L \), \( \omega \) decides how many pixels \( I(x_i) \) devote to the construction of the polynomial approximation \( p(x_i) \).

\[
\omega(x_i, x) = \exp\left(\frac{\sum_{y \in Y(x_i)} \| I(x_i + y) - I(x + y) \|_2^2 G_{\sigma} (\| y \|)}{h_{0}} \right)
\]  

(3)

where \( G_{\sigma} \) is the Gaussian function with standard deviation \( \sigma \). \( h_{0} \) is the scale parameter that is set as 1, and \( Y(\cdot) \) is a small region used to compare the patches around \( x_i \) and \( x \).

The model (1) can be expressed as:

\[
\arg \min_{p \in \prod_L} \left\{ \sum_{i=1}^{N} \| p(x_i) - I(x_i) \|_2^2 \omega_i \| x_i \|_2 + \lambda \| \nabla p(x_i) \|_1 \right\}
\]  

(4)

The split Bregman iteration algorithm [46] is used to tackle the problem (4) due to its simplicity, which results in the following updates:

**Step 1:** Update \( p^{k+1}(x_i) \)

\[
p^{k+1}(x_i) = \arg \min_{p \in \prod_L} \sum_{i=1}^{N} \| p(x_i) - I(x_i) \|_2^2 \omega_i \| x_i \|_2 + \lambda \| \nabla p(x_i) \|_1
\]  

(5)

To illustrate the solution of the sub-problem (5) in a simple way, the weight norm is defined as:

\[
\| g \|_{\omega} = \sum_{i=1}^{N} \| g(x_i) \|_2^2 \omega_i \| x_i \|
\]  

(6)

Furthermore, let

\[
I := \{ I(x_i) : x_i \in \Omega(x) \}
\]  

(7)
\[ p := \{ p(x_i) : x_i \in \Omega(x) \}. \] (8)

Likewise, the same notation is for b and d. Since we construct p in \( \prod_L \) of dimension m, p can be written as a linear combination of the basis \( \{ p_l, l = 1, 2, ..., m \} : \)
\[ p(x) = \sum_{l=1}^m c_l p_l(x). \] (9)

Thus, it can be observed that Eq. (5) is a least squares problem, which can be solved for the coefficients \( c = \{ c_l : l = 1, 2, ..., m \} \) of the polynomial \( p \). To this end, let us use the energy function with variable \( c \):
\[ \varphi(c) = \| p - I \|_{\omega, \mathcal{X}}^2 + \lambda \| d_x - \nabla_x p - b_x \|_{\omega, \mathcal{X}}^2 + \lambda \| d_y - \nabla_y p - b_y \|_{\omega, \mathcal{X}}^2 \] (10)

The coefficients \( c \) can be obtained by calculating the derivative of the Eq. (10) and setting it to zero:
\[ \frac{\partial \varphi(c)}{\partial c_l} = 0, \quad l = 1, 2, ..., m. \] (11)

Let \( E(i, l) := p_l(x_i), \ x_i \in \Omega(x), \ l = 1, 2, ..., m \) and \( D_\omega(i, i) := \omega(x_i, x_i), \ x_i \in \Omega(x) \).

By using these notations, the solution of Eq. (11) is given by:
\[ c = (ID_\omega E + 2\lambda(d_x - b_x)D_\omega E_x + 2\lambda(d_y - b_y)D_\omega E_y)(E^T D_\omega E + 2\lambda E_x^T D_\omega E_x + 2\lambda E_y^T D_\omega E_y)^{-1}. \] (12)

Accordingly, the solution \( p^{k+1} \) is obtained by:
\[ p^{k+1} := \sum_{l=1}^m c_l p_l. \] (13)

**Step 2:** Update \( d^{k+1}(x_i) \)
\[
\text{arg min}_d |d(x_i)|_1 + \lambda \| d(x_i) - \nabla p^{k+1}(x) - b^{k}(x) \|_2^2 \] (14)

This \( L_1 \)-norm-induced problem can be solved effectively via the soft-thresholding method as:
\[ d^{k+1}(x_i) = \text{soft}_\lambda(\nabla p^{k+1}(x_i) + b^k(x_i), 1/\lambda) \] (15)

where \( \text{soft}_\lambda(a, b) = \text{sign}(a) \cdot \max(|a| - b, 0) \).

**Step 3:** Update \( b^{k+1}(x_i) \)
\[ b^{k+1}(x_i) = b^k(x_i) + \nabla p^{k+1}(x_i) - d^{k+1}(x_i) \] (16)

The above three steps are iterated until convergence obtained on each pixel. Accordingly, the initial structural profile can be obtained. In order to reduce the spectral redundancy and further decrease discrimination between different objects in HSIs, the kernel principal component analysis (KPCA) [47] is applied on the initial SP to obtain more discriminative structural profile \( S \), and \( K \) principal components are preserved for classification. The aforementioned steps aim to yield the SP from the original HSI, serving as pre-processing spatial feature extraction. As shown in Fig. 2, the discrimination belonging to different objects can be greatly improved.

Then, the SVM classifier is conducted on the extracted SP to obtain the class probability \( C_1 \).

2) **Spatial probability optimization:** Although the feature extraction technique can well model the spatial information of HSIs, the optimal parameter is hard to be determined in real applications. In this situation, some small objects are easily removed in the feature extraction stage. To alleviate this issue, the post-processing spatial probability optimization is proposed, which is an effective complementary way to avoid the over-smoothing phenomenon caused by the feature extraction. More precisely, the dimension reduced data \( I \) is first fed into the spectral classifier, i.e., SVM, to obtain the initial class probability \( C_2 \). Then, the ERW [48] is adopted to optimize the initial probability by modeling the spatial patterns among adjacent pixels. Specifically, the optimized probability of different classes can be achieved by solving the following energy function:
\[ E^t(Q_t) = E^t_{\text{spatial}}(Q_t) + \gamma E^t_{\text{aspatial}}(Q_t) \] (17)

where \( t \) is different classes. Eq. (17) is composed of the spatial and the aspatial terms. The spatial term \( E^t_{\text{spatial}} \) is used to model the spatial dependence among adjacent pixels.
\[ E^t_{\text{spatial}}(P_t) = P_t^T L P_t \] (18)

where \( L \) stands for the Laplacian matrix of a weighted graph.

\[ L_{ij} = \begin{cases} \sum e^{-\beta(v_i - v_j)^2} & \text{if } i = j \\ -e^{-\beta(v_i - v_j)^2} & \text{if } i \text{ and } j \text{ are adjacent pixels} \\ 0 & \text{otherwise} \end{cases} \] (19)

where the first component of original HSI obtained by KPCA is used to construct the weighted graph. \( v_i \) denotes the \( i \)th pixel of the first component. The second term \( E^t_{\text{aspatial}} \) integrates
the initial probability $\hat{C}_2$.

$$
E_{spatial}^t(Q_t) = \sum_{q=1,q\neq t} Q_q^T \Lambda_q Q_q + (Q_t - 1)^T \Lambda_t (Q_t - 1)
$$

(20)

where $\Lambda_t$ is a diagonal matrix, where diagonal values consist of the initial probability $C_2$. Finally, the refined probability $C_2$ is obtained by choosing the maximum of $Q_t$.

C. Decision Fusion

When the class probabilities of the two stages are obtained, the weighted decision fusion rule is considered to merge the class probabilities so as to obtain the final class label. In this way, the class probability belonging to the same object is higher than ones of other land covers, and thus, different objects can be more accurately identified. In more detail, the final label for each pixel is decided based on the maximum probability.

$$
C = \arg\max_i \{ \mu C_i^1 + (1 - \mu) C_i^2 \}
$$

(21)

where $C_i^1$ is the class probability in the spatial feature extraction stage. $C_i^2$ denotes the class probability in the spatial probability optimization stage. $C$ is the final classification result. $\mu$ is a free parameter.

III. EXPERIMENTS

To verify the effectiveness of the proposed approach, three hyperspectral data sets have been used. The data sets have been selected from different hyperspectral applications (i.e., crop area mapping, mineral mapping, and urban mapping) to assess the generalization capability of our method. In the following section, the used data sets are first described. Then, the experimental setup is given. Next, the discussion about the parameters and different components is given. Finally, the experimental results are described.

A. Data sets

To validate the performance of our method, three representative hyperspectral images from different imaging scenes are employed, which are briefly described below:

1) Indian Pines 2010 (Crop scene): The Indian Pines 2010 is considered here for crop identification because it contains multiple different crops, such as corn, soy bean and wheat. This image was captured by the ProSpecTIR sensor around Purdue University, Indiana, on 24-25th of May 2010. It consists of 360 spectral channels ranging from 0.4-2.45 $\mu$m, and the spatial size is 445 $\times$ 750 with 2 m spatial resolution. This scene is composed of 16 different land covers, in which most classes are the crops. Fig. 3 shows the RGB composite, training and test samples. The number of training and test samples is shown in Table II.

2) TS4-1900 (Mineral scene): TS4-1900 is a drill-core mineral hyperspectral image, which consists of five different minerals. This image was acquired by the Specim sCMOS sensor in the Lab. The specific imaging platform and environment can be found in [49]. It is also comprised of 480 spectral bands with the wavelength ranging from 0.4 to 1 $\mu$m. The spatial size is 495 $\times$ 299 with spatial resolution of 0.08 mm. Fig. 4 depicts the three band color composite, and the corresponding training and test samples. The ground truth used in the experiment is obtained by utilizing Scanning Electron Microscopy-based image analyses using a Mineral Liberation Analyser (SEM-MLA). The number of training and test samples is presented in Table III.

3) Houston 2018 (Urban scene): The Houston 2018 is a representative urban scene containing twenty classes of interest, which is released by the IEEE GRSS 2018 data fusion contest. In this work, only the training portion of the data set distributed for the GRSS data fusion contest is used. This image was acquired by the hyperspectral imager CASI 1500 at the University of Houston on Feb. 16, 2017. It consists of 48 spectral channels ranging from 0.38-1.05 $\mu$m. The spatial size is 601 $\times$ 2384 pixels with the ground sampling distance of 1 m. Fig. 5 exhibits the RGB image and the sample distribution of the training and test samples. The number of training and test samples is listed in Table IV.

B. Experimental Setup

1) Evaluation metrics: To quantitatively assess the classification performance of all studied approaches, three popular and extensively used metrics, i.e., overall accuracy (OA), average accuracy (AA), and Kappa coefficient, are employed. OA measures the percentage of total correctly identified pixels. AA is the mean of the percentage of the correctly identified pixels for each land cover. Kappa coefficient calculates the percentage of identified pixels corrected by the number of agreements that would be expected purely by chance.

http://www.grss-ieee.org/community/technical-committees/data-fusion/2018-ieee-grss-data-fusion-contest/
2) Competitive approaches: In this work, seven state-of-the-art classification approaches are adopted for comparison, including:

- **Support vector machine (SVM)** [16] is performed using the LIBSVM library, where the Gaussian kernel is adopted. The parameters in the SVM are selected using fivefold cross-validation. The kernel width varies between $2^{-5} \sim 2^5$, and the penalty factor ranges between $10^{-2} \sim 10^4$.
- **Multiple feature learning (MFL)** [53] combines multiple features derived from both linear and nonlinear transformations in a flexible way, in which the morphological profiles and original spectral features are considered in the fusion framework.
- **Weighted Markov random field (WMRF)** [54] aims to characterize spatial information in the hidden field. A total variation regularization model is introduced to smooth out the posterior distribution.
- **Superpixel-based classification via multiple kernels (SCMK)** [55] integrates three kernel features obtained from spectral and spatial aspects. The relationships within and among superpixels are used to construct the discriminative features.
- **Orthogonal total variation component analysis (OTVCA)** [51] is a low rank representation-based feature extraction method, where the high-dimensional HSI is projected into a low dimension space.
- **Random patches network (RPNet)** [56] aims to learn deep convolutional features followed by a spectral classifier, in which the random patches is used as the convolutional kernels.
- **Generalized tensor regression (GTR)** [57] is an extended tensorial version of the ridge regression for multivariate labels. The nonnegative prior is used to boost the discrimination of different modes.

3) Parameter analysis: In the proposed method, there are four parameters need to be fixed, i.e., the number of the dimension reduced data $M$, the number of kernel principle components used for classification $K$, the smoothing parameter $\lambda$, and the fusion weight $\mu$. An experiment is performed on the TS4-1900 data set to initialize the aforementioned parameters. When $M$ and $K$ are analyzed, $\lambda$ and $\mu$ are set to be 1 and 0.5, respectively. Fig. 7 (a) shows the influence of different parameters. It can be observed that when the preserved components $K$ are relatively small, the classification accuracy of our method tends to decrease. Moreover, when $K$ and $M$ are set as 20 and 40, respectively, the proposed method obtains satisfactory performance. Besides, Fig. 7 (b) shows the influence of parameters $\lambda$ and $\mu$. It is obvious that our method obtains the highest OA when $\mu = 0.5$ and $\lambda = 1.2$. The following experiments with the default parameter setting verify that the proposed method can achieve satisfactory classification performance on all the data sets.

### C. Discussion

1) Discriminative feature extraction: To demonstrate the discriminative ability and effectiveness of the proposed structural profile, several extensively used feature extraction approaches in the hyperspectral community are adopted for comparison, including Gabor filtering (Gabor) [50], extended morphological profiles (EMP) [21], image fusion and recursive filtering (IFRF) [26], low rank representation (LRR) [51], intrinsic image decomposition (IID) [29], PCA-based edge-preserving filters (PCA-EPFs) [11], and invariant attribute profiles (IAPs) [52]. For a fair comparison, except Gabor and EMP feature extractors, the preserved features dimension of other methods is set to be 20. Moreover, all experiments are conducted on the Indian Pines 2010 image with the selected training and test samples (as shown in Fig. 3), and the SVM classifier is adopted to evaluate the classification performance.

| Methods          | OA   | AA   | Kappa |
|------------------|------|------|-------|
| Gabor [50]       | 55.84| 69.71| 43.96 |
| EMP [21]         | 74.45| 71.22| 69.32 |
| IFRF [26]        | 56.66| 72.42| 45.37 |
| LRR [51]         | 89.80| 78.53| 87.54 |
| IID [29]         | 78.47| 79.22| 74.39 |
| PCA-EPFs [11]    | 79.01| 75.17| 74.99 |
| IAPs [52]        | 60.01| 39.88| 50.89 |
| **SP**           | **91.84** | **85.68** | **90.01** |

Table I shows the accuracies obtained by different methods. As shown in this figure, it can be observed that the proposed SP feature extractor achieves the highest accuracies in terms of the OA, AA, and Kappa among all studied approaches, which demonstrates that the SP is indeed more effective for hyperspectral image classification. The main reason is that the proposed feature extraction method can greatly increase the pixel separability belonging to different objects.

Fig. 6 shows the scatter diagrams of different methods on the test samples. Based on the separability analysis, several interesting observations can be observed. First, the low discrimination belonging to different classes will result in
unsatisfactory classification performance. Taking Fig. 6 (b) and (h) as examples, it can be seen that the test samples of different classes are fully intersected with each other, and thus, the classification accuracies of the two methods are relatively low (see Table I). Second, it is found that the SP can effectively reduce the inner-class variation and enhance the inter-class discrepancy compared to other feature extraction approaches. The main reason is that the SP removes unimportant texture components and preserves significant spatial structures. We can observe from Fig. 6(h) that the pixels belonging to the same class tend to be clustered together while the pixels belonging to different classes are separated in different locations. Third, a single-texture-feature extractor for classification of hyperspectral image cannot obtain satisfactory performance such as Gabor and IAPs, and thus, these feature extraction methods are generally considered as a pre-processing step in most publications.

2) Classification framework: In order to illustrate the effectiveness of the proposed classification framework, an experiment is conducted on the Indian Pines 2010 image with or without the proposed framework, in which different feature extractors are used as the pre-processing step for spatial feature extraction. Fig. 8 shows the classification performance of different feature extraction methods with or without the framework proposed in this work. It can be seen from Fig. 8 that when the feature extraction technique cannot provide good classification performance due to the low discriminative ability or over-smoothed phenomenon, the proposed framework can greatly improve the classification accuracy (see Gabor and Gabor*). In addition, it is found that when the proposed framework can always produce the better classification performance when the feature extraction method and the spatial probability optimization are combined together. This demonstrates that the dual spatial information-based fusion framework can effectively improve the classification accuracies. The main reason is that the pre-processing feature extraction and post-processing spatial optimization provide complementary characteristics, which can be fully integrated with the proposed framework.

D. Classification Results

1) Crop Scene

The first experiment is conducted on the crop scene, i.e., Indian Pines 2010 data set. Fig. 9 gives the classification maps of all studied approaches. As shown in Fig. 9, the spectral classifier, i.e., SVM, produces mis-classified noisy labels in the visual map. This is mainly because the SVM method only utilizes spectral information without including the spatial information. The MFL method is slightly superior to the SVM method in improving the mislabels. However, there
Table II presents the quantitative results of all considered approaches. It can be observed that the individual accuracy of the Buildings class obtained by the WMRF method is zero. This is due to the fact that the spatial constraint in the WMRF model smooths out the small-sized objects. Among all studied approaches, the proposed method produces a promising classification map by integrating both pre-processing spatial features and post-processing spatial optimization. It can be seen from Fig. 9 (h) that the classification map contains fewer noisy spots than other approaches. In addition, the OA of each method is also shown in Fig. 9. It can be observed that our method obtains the highest OA over other compared approaches.

Table II Classification Performance of All Studied Approaches for Indian Pines 2010 Data Set, Including SVM [16], MFL [53], WMRF [54], SCMK [55], OTVCA [51], RPNet [56], GTR [57] and Our Method.

| Class name          | Training set | Testing set | Classification accuracies of different approaches (in %) |
|---------------------|--------------|-------------|--------------------------------------------------------|
| SVM                 | MFL          | WMRF        | SCMK         | OTVCA         | RPNet        | GTR         | Our method  |
| Corn-high           | 726          | 2661        | 72.80        | 99.40         | 100.00       | 97.19       | 97.14       | 83.54       | 100.00       | 94.66       |
| Corn-mid            | 465          | 1275        | 54.17        | 100.00        | 100.00       | 92.86       | 92.56       | 93.06       | 100.00       | 100.00      |
| Corn-low            | 66           | 290         | 95.97        | 97.24         | 100.00       | 65.02       | 10.78       | 94.48       | 100.00       | 99.97       |
| Soy-bean-high       | 324          | 1041        | 53.04        | 100.00        | 100.00       | 43.34       | 70.83       | 91.83       | 100.00       | 44.13       |
| Soy-bean-mid        | 2548         | 35317       | 97.84        | 93.08         | 92.56        | 93.06       | 100.00      | 60.61       | 91.55        | 99.91       |
| Soy-bean-low        | 1428         | 27782       | 88.28        | 99.72         | 89.08        | 75.26       | 72.41       | 82.93       | 79.89        | 91.90       |
| Residues            | 368          | 5427        | 94.97        | 84.48         | 73.01        | 77.92       | 90.60       | 42.95       | 72.18        | 100.00      |
| Wheat               | 182          | 3205        | 69.74        | 22.84         | 23.12        | 86.58       | 78.07       | 20.03       | 52.51        | 97.66       |
| Hay                 | 1938         | 48107       | 99.26        | 87.74         | 74.08        | 85.33       | 96.36       | 84.00       | 82.47        | 99.89       |
| Grass/Pasture       | 496          | 5048        | 85.72        | 97.54         | 100.00       | 68.16       | 84.53       | 98.75       | 99.98        | 99.90       |
| Cover Crop 1        | 400          | 2346        | 25.66        | 98.76         | 98.08        | 8.06        | 37.55       | 71.27       | 99.23        | 29.64       |
| Cover Crop 2        | 176          | 1988        | 99.64        | 100.00        | 100.00       | 100.00      | 100.00      | 87.93       | 100.00       | 100.00      |
| Woodlands           | 1640         | 46919       | 87.59        | 95.20         | 73.35        | 68.60       | 97.93       | 91.36       | 99.62        | 94.26       |
| Highway             | 105          | 4758        | 98.17        | 95.61         | 98.51        | 100.00      | 92.06       | 86.21       | 100.00       | 97.24       |
| Local Road          | 52           | 450         | 25.80        | 92.44         | 48.00        | 8.79        | 57.44       | 97.78       | 99.78        | 96.57       |
| Buildings           | 40           | 506         | 56.94        | 17.19         | 0.00         | 100.00      | 99.21       | 7.11        | 2.17         | 100.00      |

OA: 88.04% OA: 92.10% OA: 81.07% OA: 67.61%

OA: 87.90% OA: 78.26% OA: 88.89% OA: 93.27%

OA: 71.24% OA: 76.19% OA: 80.53% OA: 79.31%

OA: 80.19% OA: 84.80% OA: 74.17% OA: 92.46%
approaches, our method yields the highest classification accuracies in terms of OA, AA, and Kappa coefficient, which also further validates that the proposed method can better achieve the classification of HSI in crop scene.

2) Mineral scene

The second experiment is conducted on the mineral scene. The mineral maps of all studied approaches are shown in Fig. 10. It can be easily seen that the SVM, which only utilizes the spectral information as input, still tends to produce a noisy estimation in the resulting map. The MFL method also yields noise-like mislabeled pixels in the classification result. For the WMRF method, the classification map suffers from the over-smoothed phenomenon. The GTR method also cannot work well in mineral mapping, since the tensor regression model cannot well fit the spectral curves of different minerals with low discrimination. In contrast, the proposed method is able to produce high-quality classification results due to its effective performance in dealing with the low discrimination of different classes. From the OA listed in Fig. 10, it is shown that our method obtains the highest value for mineral mapping.

The objective metrics in terms of classification accuracy are presented in Table III. It can be observed that the proposed method outperforms other classification methods in terms of three objective indexes, with OA=92.46%, AA=90.10%, and Kappa=90.18%. This also confirms the effectiveness of our method for mineral mapping.

3) Urban scene

To examine the performance of our method for classification of urban areas, the third experiment is performed on a challenging data set, i.e., Houston 2018. Fig. 11 provides the classification maps of different approaches. As shown in Fig. 11, the SVM and MFL approaches still obtain different levels of “noise” like mislabels (see the Commercial class in Fig. 11). By introducing spatial constraints, the WMRF method improves the “noise” phenomenon. The GTR method suffers from serious misclassification in the classification map, especially for Sidewalks and Crosswalks classes. By contrast, our method yields a better classification result, in which the boundaries of different objects are well aligned with the labeled Ground Truth. The reason is twofold. One is that the feature extraction technique well enhances the separabilities belonging to different classes. Another is that the complementary characteristics from feature extraction and spatial optimization are sufficiently exploited in the proposed method. It should be mentioned that the CA of Healthy Grass is relatively low compared to other methods. The reason is that our method fails to distinguish between Healthy Grass and Stressed Grass well due to the similarity in their spectral curves. According to the OA presented in Fig. 11, it is easy to observe that our method still provides competitive OA than other studied approaches.

Besides, the classification accuracies of all studied approaches are reported in Table IV. The proposed method produces the highest OA, AA, and Kappa coefficient compared to other competitive approaches. This is similar to the previous results on the Indian Pines 2010 and TS4-1900 data sets. In addition, our method yields the highest individual accuracies for nine different classes. It can be concluded that the proposed method can work well in classifying different land covers including crop areas, mineral areas, and urban areas.

E. Computing Cost

In this work, all experiments are implemented with Matlab 2014a on a Laptop with Intel(R) Core(TM) i7-6700HQ CPU processor (2.6 GHz), 8GB of memory and 64-bit Operating System. The running time of all studied approaches on three used data sets is given in Table V. It can be observed that the computing time of our method is acceptable. Taking the TS4-1900 image as an example, the computing time of the proposed method for mineral mapping is about 221.44 s. The MFL method is the fastest because this method adopts the MLR classifier without cross-validation like SVM. How to reduce the processing time is an interesting topic that is not within the scope of this paper.

IV. Conclusions

In this work, a novel classification framework for hyperspectral images is proposed based on the fusion of dual spatial information. Here, the pre-processing spatial feature extraction and post-processing spatial optimization are considered. First, the spectral dimension of the original image is decreased with an averaging-based scheme. Then, we develop an SP to smooth out the unimportant component of the dimension-reduced data followed by the spectral classifier. Next, the SVM classifier is performed on the dimension-reduced data to obtain the initial probability, and the ERW is exploited to refine the initial probability by considering the relationship among neighboring pixels. Finally, both levels of class probabilities are integrated together via the decision fusion rule to yield the final classification map. Through experimental analysis on three imaging scenes, several conclusions can be summarized:

1) In contrast to other widely used feature extraction methods, the proposed SP provides obvious advantages in decreasing the spectral variability of pixels belonging to the same class and increasing the discrimination of different land covers, which examines the superiority and potential of the SP for classification.

2) The proposed classification framework always yields higher performance when the feature extraction and spatial optimization techniques are merged. This is due to that the proposed framework flexibly merges both levels of spatial information.

3) Experiments performed on three hyperspectral data sets from different scenes confirm that the proposed method produces competitive classification performance over other compared approaches, which also illustrates the generalization capability and effectiveness of the proposed method for identifying different minerals and materials.

In the future, how to automatically obtain the parameters in the feature extraction process will be investigated.
TABLE III

CLASSIFICATION PERFORMANCE OF ALL STUDIED APPROACHES FOR TS4–1900 DATA SET, INCLUDING SVM [16], MFL [53], WMRF [54], SCMK [55], OTVCA [51], RPNet [56], GTR [57] AND OUR METHOD.

| Class name     | Training set | Testing set | SVM     | MFL     | WMRF    | SCMK    | OTVCA   | RPNet   | GTR     | Our method |
|----------------|--------------|-------------|---------|---------|---------|---------|---------|---------|---------|------------|
| Anhydrite      | 240          | 1795        | 85.30   | 76.77   | 77.27   | 83.23   | 92.55   | 90.03   | 83.18   | 92.26      |
| Quartz         | 317          | 2467        | 68.62   | 64.33   | 65.30   | 74.49   | 72.67   | 83.18   | 66.19   | 77.75      |
| Sulfides       | 245          | 676         | 35.83   | 65.53   | 78.70   | 46.14   | 57.14   | 95.56   | 95.12   | 92.65      |
| Muscovite      | 403          | 2998        | 70.76   | 77.25   | 74.65   | 82.79   | 77.60   | 83.19   | 68.91   | 94.07      |
| Feldspar       | 335          | 3366        | 80.72   | 85.77   | 99.05   | 91.79   | 94.07   | 92.26   | 75.70   | 97.42      |

OA 71.24 76.19 80.53 79.31 80.19 84.80 74.17 92.46
AA 68.25 73.93 78.99 75.69 77.46 86.89 77.82 90.10
Kappa 62.84 69.09 74.33 73.36 74.04 80.22 66.84 90.18

Fig. 11. Classification maps of all studied approaches on the Houston2018 data set. (a) SVM [16], (b) MFL [53], (c) WMRF [54], (d) SCMK [55], (e) OTVCA [51], (f) RPNet [56], (g) GTR [57], and (h) Our method.

TABLE IV

CLASSIFICATION PERFORMANCE OF ALL STUDIED APPROACHES FOR HOUSTON 2018 DATA SET, INCLUDING SVM [16], MFL [53], WMRF [54], SCMK [55], OTVCA [51], RPNet [56], GTR [57] AND OUR METHOD.

| Class name     | Training set | Testing set | SVM     | MFL     | WMRF    | SCMK    | OTVCA   | RPNet   | GTR     | Our method |
|----------------|--------------|-------------|---------|---------|---------|---------|---------|---------|---------|------------|
| Healthy Grass  | 500          | 9299        | 88.44   | 89.85   | 94.44   | 78.38   | 96.41   | 92.49   | 68.27   | 93.42      |
| Stressed Grass | 500          | 32002       | 90.44   | 84.57   | 93.06   | 90.25   | 93.34   | 90.15   | 59.87   | 91.73      |
| Artificial Turf| 68           | 616         | 98.56   | 100.00  | 100.00  | 100.00  | 99.68   | 96.75   | 99.68   | 100.00     |
| Evergreen Trees| 500          | 13088       | 80.09   | 92.96   | 97.94   | 91.38   | 94.85   | 91.79   | 78.48   | 93.42      |
| Deciduous Trees| 500          | 4548        | 43.04   | 91.38   | 95.89   | 35.35   | 62.03   | 94.85   | 91.79   | 99.98      |
| Bare Earth     | 451          | 4065        | 73.83   | 97.37   | 100.00  | 79.69   | 94.95   | 99.95   | 100.00  | 99.98      |
| Water          | 26           | 240         | 100.00  | 97.85   | 92.50   | 85.61   | 100.00  | 95.00   | 90.42   | 100.00     |
| Residential    | 500          | 39262       | 58.85   | 81.03   | 84.09   | 78.85   | 79.17   | 86.99   | 72.15   | 93.42      |
| Commercial     | 500          | 223184      | 97.38   | 60.24   | 79.78   | 97.80   | 98.59   | 71.66   | 55.86   | 98.54      |
| Roads          | 500          | 45310       | 57.04   | 47.02   | 54.61   | 59.30   | 82.07   | 57.85   | 25.74   | 86.34      |
| Sidewalks      | 500          | 33502       | 54.36   | 47.61   | 58.43   | 58.11   | 66.27   | 52.38   | 8.19    | 66.60      |
| Crosswalks     | 151          | 1365        | 23.01   | 11.65   | 38.32   | 10.60   | 38.28   | 41.90   | 0.00    | 35.02      |
| Major Thoroughfares| 500      | 45858       | 64.22   | 62.89   | 63.95   | 68.86   | 84.95   | 72.64   | 40.09   | 92.65      |
| Railways       | 500          | 9349        | 46.95   | 88.30   | 92.94   | 58.12   | 82.20   | 98.73   | 94.16   | 87.29      |
| Paved Parking Lots| 500   | 10975       | 70.68   | 93.31   | 95.83   | 81.19   | 93.30   | 94.10   | 64.39   | 94.87      |
| Gravel Parking Lots| 14      | 135         | 56.47   | 43.70   | 15.56   | 85.99   | 97.12   | 95.56   | 0.00    | 99.26      |
| Cars           | 500          | 6078        | 29.56   | 89.47   | 94.75   | 87.80   | 63.75   | 92.00   | 85.70   | 92.21      |
| Train          | 500          | 4865        | 42.03   | 95.29   | 97.57   | 93.66   | 68.87   | 99.24   | 74.98   | 99.46      |
| Stadium Seats  | 500          | 6324        | 71.57   | 89.89   | 99.38   | 99.79   | 92.70   | 99.56   | 99.76   | 99.97      |

OA 74.47 76.19 80.53 79.31 80.19 84.80 74.17 92.46
AA 66.48 73.93 78.99 75.69 77.46 86.89 77.82 90.10
Kappa 62.84 69.09 74.33 73.36 74.04 80.22 66.84 90.18
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