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Abstract: The purpose of this work is to present the stochastic computing study based on the artificial neural networks (ANNs) along with the scaled conjugate gradient (SCG), ANNs-SCG for solving the predator-prey delay differential system of Holling form-III. The mathematical form of the predator-prey delay differential system of Holling form-III is categorized into prey class, predator category and the recent past effects. Three variations of the predator-prey delay differential system of Holling form-III have been numerical stimulated by using the stochastic ANNs-SCG procedure. The selection of the data to solve the predator-prey delay differential system of Holling form-III is provided as 13%, 12% and 75% for testing, training, and substantiation together with 15 neurons. The correctness and exactness of the stochastic ANNs-SCG method is provided by using the comparison of the obtained and data-based reference solutions. The constancy, authentication, soundness, competence, and precision of the stochastic ANNs-SCG technique is performed through the analysis of the correlation measures, state transitions (STs), regression analysis, correlation, error histograms (EHs) and MSE.
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1. Introduction

The predator-prey interactions perform the major evolution that is used to consider the mechanisms effects in terms of the population’s collaboration based on the ecological civilizations. Many scientists have constructed the mathematical systems using the inspirations of the population of the predator into the prey together with the ecology form of the density conditions. Numerous predator-prey models represent the predator’s growth that is directly related to the density of the prey together and vice versa. The growth of the prey is directly related to the predator density with the current time. It is predictable that the growth of the predator depends upon the density of the prey in the present and the recent past [1,2]. Therefore, the biological influences are more realistic to perform the fading impacts of the memory. Some relevant recent studies based on the past prey density using the predator-prey interactions are discussed in [3–6].

The Allee effects defined by Allee provide the positive impacts based on the correlation between the precise fitness and population size [7–12]. Most of the relations based on the predator-prey are assumed to the growth of the logistic prey. The Allee impacts using the dynamics of the prey signify the population problems, genetic drift, including insufficient alimentation at low densities, inbreeding depression, mate restriction, predator evading of resistance [13–17]. Therefore, the Allee effects are provided as a serious factor based on the biological controller and commonly improves the loss prospect of the individual [18]. These impacts can be applied to indicate the weak and strong ratio based on the growth. The strong Allee’s impacts [19–21] provide the growth (positive) ratio per capita, whereas the weak Allee effects indicate the growth rate (negative) per capita. The occurrence of Allee effects has already been provided in numerous biological individuals, like as marine invertebrates (gastropod) [22], mammals (suricates) [23], and insects (Glanville Fritillary butterfly) [24].

Few of the transition states cannot be prompt and the predator-prey interactions based on the time delay systems have achieved huge significance over the last few years [25–27]. The natural population dynamics indicates the reliability that is associated with the species response. On the constancy of the population, there are various factors of the time delay [28,29]. Subsequently, the time delay factor is applied in diverse ordinary form of the differential models that can be provided more accurate form. Few of the models based on the time delay factors indicate the destabilization of the model using the accompaniment of the Hopf bifurcation with the strong oscillation dynamics [30,31]. There are a few investigations in the literature that have been presented based on the Allee effects, which makes the system stable with the delay factors [32]. The biological models, cooperation and competition are associated with the population dynamics along with the factor of time delay. The competition of the population usually rises based on the food, whereas the collaboration in the population normally indicates to assume the prey or to avoid from the predator.

The aim of such investigations is to present the numerical performances through the artificial neural networks (ANNs) along with the scaled conjugate gradient (SCG), ANNs-SCG for solving the predator-prey delay differential system of Holling form-III. The predator-prey dynamics along with the delay factors in the prey competition/cooperation using the Allee effects with fading memory has
never been presented before through the ANNs-SCG technique. The stochastic based computational investigations have been presented in this study to solve various complex and complicated types of dynamical systems. To mention some of them are HIV dynamical models [33], a food chain system of models [34,35], coronavirus dynamical systems [36], differential form of the eye surgery model [37,38], singular thermal explosion theory model [39], singular differential models [40], and nonlinear smoking differential system [41]. Few novel features of the proposed stochastic study are indicated as:

- The design of the predator-prey delay differential system with Holling form-III based on two delay terms, cooperation/competition dynamics and the prey Allee effects is presented.
- The numerical performances of the predator-prey delay differential system with Holling form-III are provided by using the stochastic procedures of the ANNs-SCG solver.
- Three different variations based on the predator-prey delay differential system with Holling form-III are provided have been performed numerically through the ANNs-SCG solver.
- The correctness of the ANNs-SCG computing solver is performed by using the relative performances of the achieved and the reference results.
- The dependability and consistency of the ANNs-SCG computing solver is approved through the absolute error (AE) value for solving the predator-prey delay differential system with Holling form-III.
- The STs, regression values, MSE performances, EHs and correlation measures are provided using the ANNs-SCG computing for solving the predator-prey delay differential system with Holling form-III.

The paper is organized as: Section 2 shows the mathematical formulation of the predator-prey delay differential system with Holling form-III. The designed structure is given in Section 3, whereas Section 4 shows the result simulations. Concluding remarks are presented in the final section.

2. Mathematical formulations of the model

In this section, the design of the predator-prey delay differential system based Holling form-III with two delay terms, cooperation/competition dynamics and the prey Allee effects is provided. The density of the predator consists of the past and present populations of the prey. In this model, the competition delay form shows the instability, however the delay term induces the stability based on the Hopf bifurcation. The fading state based on the memory term is considered by considering the growth rate of the predator. Hence a biological model using the growth rate of the predator species is provided along with the prey density. The functional response of the predator using the predator-prey interactions has been established in four factors based on the Holling type I–IV. The Holling form III designates the functional response of the predation positive impacts that relate to the population of prey. The predation impacts increase in the enhancement of the prey population. These forms of responses are usually considered when the predator competently achieves a substitute source with low prey density. There are various studies using the Allee effects have been provided together with Holling form III and the functional response [42–44]. The predator-prey delay differential mathematical system based Holling form-III based on two delay terms is given as [45]:

\[
\begin{align*}
\frac{dp(y)}{dy} &= \psi p(y) \left(1 - \frac{p}{k}\right) \left(p - h\right) - \frac{b(y)q(y)}{d + (P(y))^{\gamma}} \frac{dp(y)}{dy} = p(y), \\
\frac{dq(y)}{dy} &= \text{sh}r(y)q(y) - \text{m}(q(y))^{2} \frac{dq(y)}{dy} = q(y), \\
\frac{dr(y)}{dy} &= \frac{1}{\delta}(P(y) - R(y)) \frac{dr(y)}{dy} = r(y),
\end{align*}
\]

(1)
in the above model, \( P_{1} = P(y - t_1) \) and \( P_{2} = P(y - t_2) \) represent the time delay forms of the predator-prey delay differential system and the parameter descriptions are shown in Table 1.

**Table 1.** Detailed parameters using the proposed ANNs-SCG procedure for the predator-prey delay differential system of Holling form-III.

| Parameter | Values |
|-----------|--------|
| \( P(y) \) | Prey |
| \( Q(y) \) | Predator |
| \( R(y) \) | Secluded number of characters |
| \( d \) | Rate of development from \( P(y) \) to \( Q(y) \) |
| \( b \) | Growth of natural population |
| \( \psi \) | Development term |
| \( \tau \) | Rate of development from \( P(y) \) to \( R(y) \), cure of secluded characters |
| \( m \) | Rate of development from \( P(y) \) to \( R(y) \), cure of diseased characters |
| \( t_1 \) | Delay element |
| \( y \) | Period |
| \( t_2 \) | Delay element |
| \( \delta \) | Qualities’ death rate |
| \( \phi_1, \phi_2, \phi_3 \) | Opening conditions |

3. **Proposed ANNs-SCG procedure**

This part of the research provides the ANNs-SCG procedure for solving the predator-prey delay differential system of Holling form-III is provided by the significant operators based on the proposed stochastic ANNs-SCG and the implemented procedures of the stochastic ANNs-SCG scheme. The simulations of three different cases of the predator-prey delay differential system of Holling form-III are provided by using the ANNs-SCG procedure. Fifteen neurons have been used to solve the predator-prey delay differential system of Holling form-III along with the selection of data chosen as 13%, 12% and 75% for testing, training, and substantiation. The structure of the input, hidden and output layers is provided in Figure 1, while the optimization procedures using the multi-layer ANNs-SCG technique are given in Figure 2.

![Figure 1](image-url)  
**Figure 1.** Input, Hidden and output layer procedure for the predator-prey delay differential system of Holling form-III.
Figure 2. Designed ANNs-SCG procedure for solving the predator-prey delay differential system of Holling form-III.
4. Simulation of the results

This section shows the numerical performances of three different cases based on the predator-prey delay differential system of Holling form-III by using the ANNs-SCG procedure. The mathematical representation of each case is provided as:

**Case 1:** Consider the predator-prey delay differential system of Holling form-III with \( b = 0.4, d = 0.14, \delta = 0.21, t_1 = 0.11, t_2 = 0.15, s = 0.41, m = 0.7, h = 0.3, \tau = 0.6, k = 0.1, \psi = 0.2, \phi_1 = 0.15, \phi_2 = 0.2 \) and \( \phi_3 = 0.25 \):

\[
\begin{align*}
\frac{dP(y)}{dy} &= 0.2P(y)\left(1 - \frac{P(y-0.11)}{0.1}\right)(P(y-0.15)-0.3) - \frac{0.4(P(y))^2 Q(y)}{0.14+(P(y))^2} P(0) = 0.15, \\
\frac{dQ(y)}{dy} &= 0.16(R(y))^2 Q(y) - 0.6Q(y)-0.7(Q(y))^2 Q(0) = 0.2, \\
\frac{dR(y)}{dy} &= 4.76(P(y)-R(y)) R(0) = 2.5.
\end{align*}
\]

**Case 2:** Consider the predator-prey delay differential system of Holling form-III with \( b = 0.4, d = 0.14, \delta = 0.21, t_1 = 0.11, t_2 = 0.15, s = 0.41, m = 0.7, h = 0.3, \tau = 0.6, k = 0.1, \psi = 0.2, \phi_1 = 0.2, \phi_2 = 0.25 \) and \( \phi_3 = 0.25 \):

\[
\begin{align*}
\frac{dP(y)}{dy} &= 0.2P(y)\left(1 - \frac{P(y-0.11)}{0.1}\right)(P(y-0.15)-0.3) - \frac{0.4(P(y))^2 Q(y)}{0.14+(P(y))^2} P(0) = 0.2, \\
\frac{dQ(y)}{dy} &= 0.16(R(y))^2 Q(y) - 0.6Q(y)-0.7(Q(y))^2 Q(0) = 0.25, \\
\frac{dR(y)}{dy} &= 4.76(P(y)-R(y)) R(0) = 0.3.
\end{align*}
\]

**Case 3:** Consider the predator-prey delay differential system of Holling form-III with \( b = 0.4, d = 0.14, \delta = 0.21, t_1 = 0.11, t_2 = 0.15, s = 0.41, m = 0.7, h = 0.3, \tau = 0.6, k = 0.1, \psi = 0.2, \phi_1 = 0.2, \phi_2 = 0.25 \) and \( \phi_3 = 0.25 \):

\[
\begin{align*}
\frac{dP(y)}{dy} &= 0.2P(y)\left(1 - \frac{P(y-0.11)}{0.1}\right)(P(y-0.15)-0.3) - \frac{0.4(P(y))^2 Q(y)}{0.14+(P(y))^2} P(0) = 0.25, \\
\frac{dQ(y)}{dy} &= 0.16(R(y))^2 Q(y) - 0.6Q(y)-0.7(Q(y))^2 Q(0) = 0.3, \\
\frac{dR(y)}{dy} &= 4.76(P(y)-R(y)) R(0) = 0.35.
\end{align*}
\]

The numerical results based on the predator-prey delay differential system of Holling form-III using the stochastic ANNs-SCG procedure are presented in Figures 3–5. Figure 3 indicates the gradient...
measures and best assessments performances for solving the predator-prey delay differential system of Holling form-III. These plots show the STs and MSE performances of the best curves, training and verification to solve three different cases of the predator-prey delay differential system of Holling form-III. The obtained performances based on the predator-prey delay differential system have been provided using the iterations 548, 48 and 39 that are calculated as $1.0883 \times 10^{-9}$, $4.312 \times 10^{-10}$ and $4.669 \times 10^{-10}$, respectively. The gradient values are also reported in Figure 3 for solving the predator-prey delay differential system. These gradient performances are reported as $9.9916 \times 10^{-8}$, $9.51 \times 10^{-8}$ and $9.3259 \times 10^{-8}$ for the predator-prey delay differential system. The obtained performances based on the predator-prey delay differential system have been provided using the iterations 548, 48 and 39 that are calculated as $1.0883 \times 10^{-9}$, $4.312 \times 10^{-10}$ and $4.669 \times 10^{-10}$, respectively. The gradient values are also reported in Figure 3 for solving the predator-prey delay differential system. These gradient performances are reported as $9.9916 \times 10^{-8}$, $9.51 \times 10^{-8}$ and $9.3259 \times 10^{-8}$ for the predator-prey delay differential system. The obtained performances based on the predator-prey delay differential system have been provided using the iterations 548, 48 and 39 that are calculated as $1.0883 \times 10^{-9}$, $4.312 \times 10^{-10}$ and $4.669 \times 10^{-10}$, respectively. The gradient values are also reported in Figure 3 for solving the predator-prey delay differential system. These gradient performances are reported as $9.9916 \times 10^{-8}$, $9.51 \times 10^{-8}$ and $9.3259 \times 10^{-8}$ for the predator-prey delay differential system. The obtained performances based on the predator-prey delay differential system have been provided using the iterations 548, 48 and 39 that are calculated as $1.0883 \times 10^{-9}$, $4.312 \times 10^{-10}$ and $4.669 \times 10^{-10}$, respectively. The gradient values are also reported in Figure 3 for solving the predator-prey delay differential system. These gradient performances are reported as $9.9916 \times 10^{-8}$, $9.51 \times 10^{-8}$ and $9.3259 \times 10^{-8}$ for the predator-prey delay differential system.

The graphical plots represent the convergence performances of the ANNs-SCG stochastic technique to solve the predator-prey delay differential system. Figure 4 signifies the performances of the fitting curves for solving the predator-prey delay differential system. These graphical representations indicate the result comparisons for each variation of the predator-prey delay differential system. The error plots representations using the validation, testing, and training have been provided for each variation of the predator-prey delay differential system using the ANNs-SCG solver. The EHs plots together with the regression measures are provided in Figure 4 for the predator-prey delay differential system using the ANNs-SCG solver. The values of the EHs have been reported as $8.3 \times 10^{-6}$, $5.3 \times 10^{-6}$ and $5.7 \times 10^{-6}$ for the respective variations of the predator-prey delay differential system. The plots based on the regression measures have been derived in Figure 5 to signify the correlation values. It is noted that the correlation performances are reported as 1 for the respective variations of the predator-prey delay differential system using the ANNs-SCG solver. The authentication, testing and training performances signify the accuracy and exactness of the ANNs-SCG technique to solve the predator-prey delay differential system using the ANNs-SCG solver. The MSE measures via training, testing, verification, complexity, epochs, and backpropagation are provided in Table 2 for the predator-prey delay differential system using the ANNs-SCG solver.

Table 2. Proposed ANNs-SCG technique for the predator-prey delay differential system.

| Case | Testing | Training | Endorsement | Gradient | Mu | Iterations | Performance | Time |
|------|---------|----------|-------------|----------|----|------------|-------------|------|
| 1    | $3 \times 10^{-9}$ | $7.16 \times 10^{-10}$ | $1.08 \times 10^{-9}$ | $9.99 \times 10^{-8}$ | $1.00 \times 10^{-10}$ | 548 | $7.17 \times 10^{-10}$ | 04   |
| 2    | $2 \times 10^{-9}$ | $1.90 \times 10^{-10}$ | $4.312 \times 10^{-10}$ | $9.51 \times 10^{-8}$ | $1.00 \times 10^{-10}$ | 48  | $1.90 \times 10^{-10}$ | 02   |
| 3    | $2 \times 10^{-11}$ | $7.36 \times 10^{-12}$ | $4.66 \times 10^{-10}$ | $9.33 \times 10^{-8}$ | $1.00 \times 10^{-9}$ | 39  | $7.37 \times 10^{-12}$ | 01   |
Figure 3. MSE and STs for the predator-prey delay differential system using the ANNs-SCG solver.
Figure 4. EHs and result performances for the predator-prey delay differential system using the ANNs-SCG solver.
Figure 5. Regression measures based on the predator-prey delay differential system using the ANNs-SCG solver.
The result comparison performances and the values of the AE are provided for three different cases of the predator-prey delay differential system using the ANNs-SCG solver is presented in Figures 6 and 7. The precision of the results based on the stochastic ANNs-SCG technique is provided in Figure 6 for solving the predator-prey delay differential system of Holling form-III. The overlapping of the results is performed for solving the predator-prey delay differential system of Holling form-III. The performances of the AE based on the ANNs-SCG computing solver for three different cases of the predator-prey delay differential system of Holling form-III in signified in Figure 7. The predator-prey delay differential system of Holling form-III is classified into three dynamics, $P(y)$, $Q(y)$ and $R(y)$. The AE for $P(y)$ is performed as $10^{-5}$ to $10^{-6}$, $10^{-5}$ to $10^{-7}$ and $10^{-6}$ to $10^{-8}$ for the respective cases of the predator-prey delay differential system. The AE performances for the $Q(y)$ category is presented as $10^{-4}$ to $10^{-5}$, $10^{-3}$ to $10^{-5}$ and $10^{-4}$ to $10^{-6}$ for the delay differential system. The AE measures for $R(y)$ class is presented as $10^{-4}$ to $10^{-5}$, $10^{-3}$ to $10^{-5}$ and $10^{-4}$ to $10^{-6}$ for the respective cases of the predator-prey delay differential system.

![Diagrams](image)

(a) Results: $P(y)$  
(b) Results: $Q(y)$  
(c) Results: $R(y)$

**Figure 6.** Results comparisons for the predator-prey delay differential system using the ANNs-SCG solver.
Figure 7. AE values for the predator-prey delay differential system using the ANNs-SCG solve.

5. Conclusions

The aim of the current investigations is to provide the numerical computing performances on the predator-prey delay differential system of Holling form-III. The predator-prey delay form of the differential system with Holling form-III is based on the two delay terms, cooperation/competition dynamics and the prey Allee effects. The competition state helps to induce the instability, whereas the cooperation state makes the stability of the system via Hopf bifurcation. Some concluding remarks of these investigations are presented as:

- A mathematical form of the nonlinear predator-prey model along with the two delay forms of the differential system with Holling form-III is based on the two delay terms, cooperation/competition dynamics and the prey Allee effects.
• The existence of the delay terms in the nonlinear predator-prey model makes more complex. Therefore, the stochastic LVMBPNNs computing procedures is a better way to provide the numerical performances.
• Fifteen numbers of neurons have been applied to solve the predator-prey delay differential system of Holling form-III together with the data selection, which is chosen as 13%, 12% and 75% for testing, training, and substantiation.
• The exactness of the LVMBPNNs computing solver is performed through the comparison of the achieved and reference numerical results.
• The AE measures are calculated in good domains that are found as $10^{-5}$ to $10^{-8}$ for each dynamic of the predator-prey delay differential model in Holling form-III.

Upcoming research directions: The designed stochastic procedures can be applied to solve the fluid dynamical systems [46–48], fractional kinds of differential systems [49–53], and nonlinear differential systems [54–56].
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