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1. Experimental Details

In this section, we describe additional details about network architectures (Sect. 1.1) and training methods (Sect. 1.2).

1.1. Network Architecture of STRL

As shown in Fig. 2 in the main text, the proposed spatio-temporal representation learning (STRL) framework consists of three components: online network, target network, and predictor. Online and target networks are both composed of an encoder and a projector. The encoders follow different backbone architectures with minimal modifications, detailed in Sect. 1.2. Below, we clarify the structure of the projector and predictor.

**Projector** The projector contains two fully connected (FC) layer with output size \(s_h\) and \(s_p\), respectively. A batch normalization and a ReLU activation layer are inserted between the two FC layers. The input of the first FC layer is the encoder’s output, whose dimension differs on the basis of downstream tasks.

**Predictor** The predictor has a similar structure to the projector. It also consists of two FC layers with an output size of \(s_h\) and \(s_p\), respectively. The batch normalization layer and ReLU activation layer are structured in the same fashion as the ones in the projector. The projector’s output of the target network serves as the predictor’s input.

We follow [2] to set the hyper-parameters \(s_h = 4096\) and \(s_p = 256\).

1.2. Training Details

Below, we specify the training details for each downstream tasks described in the main text, including shape classification, semantic segmentation, and indoor/outdoor object detection. For all downstream tasks, we adopt Adam optimizer [3] and LARS wrapper [8].

\* indicates equal contribution.
training and each block during fine-tuning.

1.4. Indoor 3D Object Detection

**Backbone** We adopt the VoteNet model with PointNet++ backbone. By adding a max-pooling layer at the end of the backbone, we obtain a global feature of 256-d embedding with the encoder, which is further passed into the projector.

**Training Parameter** Same as semantic segmentation, we extract a key frame every 10 frames to process the ScanNet dataset for pre-training. Next, a window size of 10 key frames is chosen to find adjacent frames. We use a learning rate of 0.001 with a batch size of 32 for 100 epochs in the pre-training process. When fine-tuning the pre-trained model, we follow the settings in [4] to train the model for 180 epochs. The learning rate is set as 0.001 and decayed by 0.1 at the step of 80, 120, 160. We use a batch size of 8. In both processes of pre-training and fine-tuning, we randomly select 20,000 points for each scene.

1.5. Outdoor 3D Object Detection

**Backbone** The PV-RCNN model is adopted in this task, together with the Sparse Convolution backbone. Additionally, we also add a max-pooling layer at the end of the backbone. A 128-d global feature is obtained as the output of the encoder.

**Training Parameter** Same as semantic segmentation, we pre-train the model on KITTI raw data with a learning rate of 0.004 (cosine decay) and a batch size of 32 for 50 epochs. We sub-sample the point cloud frames per second as key frames and use a window size of 5 key frames. In the fine-tuning process, we keep the same settings as in [6]. We train the model with a learning rate of 0.01 for 80 epochs on the KITTI object detection benchmark training set. Since the input is voxelized in both pre-training and fine-tuning, we pass all points to the model without random sampling.

2. Generalizability Analysis

In Sect. 5.3 of the main text, we have described some cross-domain experiments to analyze the generalizability of pre-training between synthetic shapes and natural scenes. Here, we supplement an extra experiment to transfer the ShapeNet pre-trained DGCNN model to the 3D semantic segmentation task. We follow the setting in Sect. 5.2.2 of the main text to fine-tune the pre-trained model on one of Area 1-5 of S3DIS dataset each time and evaluate the model on Area 6. Table 1 summarizes the main results.

Consistent with the conclusion detailed in Sect. 5.3 of the main text, the DGCNN model, pre-trained on ShapeNet, achieves comparable performance set by the ScanNet pre-trained ones, which echoes our hypothesis mentioned in the main text: The model benefits from more diverse and cleaner shapes in ShapeNet to master basic spatial structures. These learned low-level knowledge help boost performance in downstream tasks, despite these downstream tasks being carried out on more complicated scenes.

Table 1: **Ablation Study: Cross-domain Generalizability.** We transfer the ShapeNet pre-trained DGCNN model to the 3D semantic segmentation task on S3DIS.

| Fine-tuning Area | Method          | Acc. mIoU |
|------------------|-----------------|-----------|
| Area 1 (3687 samples) | STRL (ScanNet)  | 85.28% 59.15 |
| Area 2 (4440 samples) | STRL (ScanNet)  | 72.37% 39.21 |
| Area 3 (1650 samples) | STRL (ScanNet)  | 79.12% 51.88 |
| Area 4 (3662 samples) | STRL (ScanNet)  | 73.81% 39.28 |
| Area 5 (6852 samples) | STRL (ScanNet)  | 74.42% 40.58 |

3. Representation Robustness

We disturb the input of the ModelNet40 data and apply the linear SVM on the representations extracted by Pre-trained. The results with different disturbances: (1) Cutout: 86.91; (2) Crop: 74.59; (3) Jitter the points: 87.97; (4) Add noisy points: 82.33.

4. Alternative Framework

We design our STRL framework based on [2]. In comparison, our spatio-temporal self-supervised representation learning can also well fit other contrastive methods. Below, we present results by adopting an alternative framework—SimCLR [1]—on the linear shape classification tasks with PointNet backbone. This task is representative as it can directly reflect the efficacy of learned representations. We experimented with different batch sizes during pre-training. Table 2 tabulates main results. It reveals that a comparable performance (0.1% - 0.5% performance drop) is also reached with SimCLR framework, shown the compatibility of our proposed STRL. We also find that our method is stable on different batch sizes in the range between 32 and 1024 and achieve the best performance between 64 and 512.
Table 2: **Alternative Frameworks: SimCLR v.s. BYOL.**

We pre-train the PointNet model separately with SimCLR and BYOL framework. The results are evaluated with a linear SVM classifier on the ModelNet40 dataset. We pre-train the model with different batch sizes.

| Framework | 32 | 48 | 64 | 128 | 256 | 512 | 1024 |
|-----------|----|----|----|-----|-----|-----|------|
| BYOL      | 88.0% | 88.1% | 88.4% | 88.2% | 88.1% | 88.4% | 87.8% |
| SimCLR    | 87.9% | 87.9% | 88.1% | 88.0% | 87.6% | 88.2% | 87.6% |
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