Abstract. We construct the $\mathbb{A}^1$-local stable motivic homotopy categories of fs log schemes. For schemes with the trivial log structure, our construction is equivalent to the original construction of Morel-Voevodsky. We prove the localization property. As a consequence, we obtain the Grothendieck six functors formalism for strict morphisms of fs log schemes. We extend $\mathbb{A}^1$-invariant cohomology theories of schemes to fs log schemes. In particular, we define motivic cohomology, homotopy $K$-theory, and algebraic cobordism of fs log schemes. For any fs log scheme log smooth over a scheme, we express cohomology of its boundary in terms of cohomology of schemes.

1. Introduction

The goal of [6] and [4] is to build a suitable framework of motivic homotopy theory of fs log schemes. What makes their theory distinct from $\mathbb{A}^1$-homotopy theory of schemes [19] is that $\mathbb{A}^1$ is not inverted. Instead, they use a new interval $\square := (\mathbb{P}^1, \infty)$, which is the log scheme associated with the open immersion $\mathbb{P}^1 - \{\infty\} \to \mathbb{P}^1$. As a consequence, the $\infty$-category of logarithmic motives $\log DM(k)$ is constructed in [6] for every field $k$, and the stable log motivic $\infty$-category $\log SH(S)$ is constructed in [4] for every fs log scheme $S$.

One can incorporate various non $\mathbb{A}^1$-invariant cohomology theories in this setting. For example, Hodge cohomology $H^p_{\text{Zar}}(\cdot, \Omega^q)$ is representable in $\log DM(k)$ for every perfect field $k$ by [6, Theorem 9.7.1], and topological Hochschild homology THH is representable in $\log SH(B)$ for every scheme $B$ by [4]. For the representability of Hochschild homology HH, we refer to [3]. Unfortunately, the Grothendieck six functors formalism is harder to be discovered in this non $\mathbb{A}^1$-invariant setting. It seems that the localization property does not hold, which consists of the following two conditions for a strict closed immersion $i$ of fs log schemes with its open complement $j$:

- The induced sequence $j_*j^* \to \text{id} \to i_*i^*$ is a cofiber sequence,
- $i_*$ is fully faithful.

If we have such a property, then $i^*$ has to be an equivalence whenever $i$ is a thickening. However, Hodge cohomology is not nil-invariant, which is strong evidence against the localization property. Without the localization property, the Grothendieck six functors formalism remains obscure.

The purpose of this paper is to initiate the study of Grothendieck’s six functors formalism for fs log schemes after inverting $\mathbb{A}^1$. Our construction of the stable motivic $\infty$-category $SH(X)$ for fs log schemes $X$ is as follows. We first consider the $\infty$-category of dividing Nisnevich sheaves [6, Definition 3.1.5] of pointed spaces.
on the category $\text{lsSm}/X$ of fs log schemes log smooth over $X$. Then we apply $(\mathbb{A}^1 \cup \text{ver})$-localization and $\mathbb{P}^1$-stabilization to construct $\mathcal{SH}(X)$. The class $\text{ver}$ consists of open immersions $j: U \to V$ in $\text{lsSm}/X$ such that the induced open immersion

$$j': U - \partial_X U \to V - \partial_X V$$

is an isomorphism, where $\partial_X U$ denotes the collection of points of $U$ that are not vertical over $X$. If $U$ is exact log smooth over $X$, then topologically, $\partial_X U$ is the relative boundary of $U$ over $X$ according to [20, Theorem 3.7]. Hence the collar neighborhood theorem ensures that inverting $j'$ is reasonable to consider at least in the case that $U$ and $V$ are exact log smooth over $X$.

What we have done in this paper are as follows:

- We prove that our $\mathcal{SH}(X)$ is equivalent to the original construction [30, Definition 5.7] whenever $X$ is a scheme with the trivial log structure. We also discuss the abelian variant $\mathcal{DA}(X, \Lambda)$ for any commutative ring $\Lambda$. This is in Section 2.
- We prove the localization property for $\mathcal{SH}(X)$ and $\mathcal{DA}(X, \Lambda)$. As a consequence, we obtain the Grothendieck six functors formalism for strict morphisms of fs log schemes from the works of Ayoub [2] and Cisinski-Déglise [8]. This consists of Section 3.
- We provide a canonical long exact sequence of cohomology groups

$$\cdots \to E^{p,q}(\partial X) \to E^{p,q}(X - \partial X) \oplus E^{p,q}(\partial_X X) \to E^{p,q}(X) \to E^{p+1,q}(\partial X) \to \cdots$$

for all base scheme $B$, object $E \in \mathcal{SH}(B)$, fs log scheme $X$ log smooth over $B$, and integer $q$. Here, $\partial X$ is the strict closed subscheme of $X$ with the reduced scheme structure consisting of the points with nontrivial log structures. See Corollary 4.4.3 for the details.

Log geometry allows us to construct a refined version of the motivic tubular neighborhood. For example, consider the obvious immersions of fs log schemes over a field $k$ in the figure

that also describes the Betti realizations when $k = \mathbb{C}$. Levine considered the functor $i^* j_*$ in [15], which constructs the motivic punctured tubular neighborhood over pt. Dubouloz-Déglise-Østvær considered a similar notion, see [12]. An easy calculation shows

$$i^* j_* \mathbb{G}_m \simeq \mathbb{1}_{\text{pt}} \oplus \Sigma^{-1,-1} \mathbb{1}_{\text{pt}},$$

where $\mathbb{1}_S$ denotes the monoidal unit in $\mathcal{SH}(S)$ for any fs log scheme $S$. It is natural that $i^* j_*$ is not monoidal since this motivic tubular neighborhood is considered over
the base pt. For \( F \in \text{SH}(G_m) \), our refined \textit{motivic punctured tubular neighborhood of} \( F \text{ over } \text{pt}_n \) is defined to be \( \widetilde{i}^* j_* F \). There is an equivalence

\[ \widetilde{i}^* j_* G_m \simeq \text{pt}_n \]

by Proposition 2.5.9. This is an evidence that \( \widetilde{i}^* j_* \) is monoidal. A systematic study of \( \widetilde{i}^* j_* \) requires the Grothendieck six functors formalism for fs log schemes, which we plan to establish in the forthcoming articles \cite{24} and \cite{25}.

The \( \mathbb{A}^1 \)-localization will expel various non \( \mathbb{A}^1 \)-invariant cohomology theories of schemes. Nevertheless, \( \mathbb{A}^1 \)-invariant cohomology theories of schemes still remain, and our theory gives a natural way to extend such cohomology theories to fs log schemes. In particular, we can define

- motivic cohomology \( H^p_M(X, \Lambda(q)) \),
- homotopy \( K \)-theory \( KH^p(X) \),
- and algebraic cobordism \( MGL^{p,q}(X) \)

for all fs log scheme \( X \), commutative ring \( \Lambda \), and integers \( p \) and \( q \).

If \( X \) is an fs log scheme proper and log smooth over a scheme, then our cohomology of \( \partial X \) is equivalent to the cohomology of the stable homotopy type at infinity of \( X - \partial X \) defined by Dubouloz-Déglise-Østvær, compare \cite[Remark 3.2.5]{13} and Theorem 4.3.8. We also have a similar result with Wildeshaus’ boundary motives, see \cite[Proposition 2.4]{32}. Hence our theory provides a logarithmic theoretical background for these notions.

This paper is a reboot of the author’s thesis \cite{23} and \cite{22}. Many classes of morphisms were inverted there for the purpose of the Grothendieck six functors formalism. However, that makes the computation of cohomology harder. Unlike this approach, we invert fewer morphisms that are enough to deduce the above results.

\textbf{Notation and conventions.} Every fs log scheme in this paper has a Zariski log structure. Our standard reference for notation and terminology in log geometry is Ogus’s book \cite{21}. We employ the following notation throughout the paper.

\begin{align*}
\text{Sch} & \quad \text{the category of separated noetherian schemes of finite Krull dimensions} \\
\text{lSch} & \quad \text{the category of separated noetherian fs log schemes of finite Krull dimensions} \\
\text{Sm} & \quad \text{the class of smooth morphisms in } \text{Sch} \\
\text{lSm} & \quad \text{the class of log smooth morphisms in } \text{lSch} \\
\text{Sp}_c & \quad \text{the } \infty\text{-category of spaces} \\
\text{Sp}_{pc} & \quad \text{the } \infty\text{-category of pointed spaces} \\
\text{Sp}_{pt} & \quad \text{the } \infty\text{-category of spectra} \\
\Lambda & \quad \text{a commutative ring} \\
\mathcal{D}(\text{Mod}_\Lambda) & \quad \text{the } \infty\text{-category of chain complexes of } \Lambda\text{-modules} \\
id & \quad \text{the unit of an adjunction } (f^*, f_*) \\
f^* & \quad \text{the counit of an adjunction } (f^*, f_*)
\end{align*}
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2. Construction of $\mathcal{SH}$

After explaining the notation on $\infty$-categories in Subsection 2.1, we review the construction of $\log \mathcal{SH}$ in Subsection 2.2. We study basic properties of vertical boundaries in Subsection 2.3. The notion of vertical boundaries will play an important role throughout this paper. We also define a class of morphisms $\text{ver}$, which we will often invert.

The purpose of Subsection 2.4 is to show that for $S \in \text{Sch}$, if we invert $A^1$ in $\log \mathcal{SH}(S)$, then $\text{ver}$ is inverted too. In Subsection 2.5, we construct $\mathcal{SH}(S)$ for any $S \in l\text{Sch}$. We also show that our $\mathcal{SH}(S)$ is equivalent to the original construction of Morel-Voevodsky if $S \in \text{Sch}$. The proof is done by giving an explicit description of the localization functor $L_{\text{ver}}$.

Furthermore, for $S \in \text{Sch}$, we give an equivalence $\mathcal{SH}(S) \simeq (A^1)^{-1} \log \mathcal{SH}(S)$.

2.1. Notation on $\infty$-categories.

Definition 2.1.1. Suppose $\mathcal{C}$ is a presentable $\infty$-category and $S$ is a set of morphisms in $\mathcal{C}$. An object $X$ of $\mathcal{C}$ is called $S$-local if the induced map

\begin{equation}
\text{Map}_{\mathcal{C}}(Y, X) \to \text{Map}_{\mathcal{C}}(Y', X)
\end{equation}

is an equivalence for every map $Y' \to Y$ in $S$. A map $Y' \to Y$ is called an $S$-local equivalence if (2.1.1) is an equivalence for every $S$-local object $X$.

Let $S^{-1}\mathcal{C}$ denote the full subcategory of $\mathcal{C}$ consisting of $S$-local objects. The inclusion functor $S^{-1}\mathcal{C} \to \mathcal{C}$ admits a left adjoint $L_S: \mathcal{C} \to S^{-1}\mathcal{C}$, which is called the $S$-localization functor. We refer to [16, Section 5.5.4] for the details.

Construction 2.1.2. Suppose $F: \mathcal{C} \to \mathcal{C}'$ is a colimit preserving functor of presentable $\infty$-categories and $S$ (resp. $S'$) is a set of morphisms in $\mathcal{C}$ (resp. $\mathcal{C}'$). If $F(S) \subset S'$, then $F$ maps $S$-local equivalences to $S'$-local equivalences. Apply [16, Proposition 5.5.4.20] to the composition $\mathcal{C} \xrightarrow{F} \mathcal{C}' \xrightarrow{L_S} S'^{-1}\mathcal{C}'$ to obtain a canonical colimit preserving functor $F: S^{-1}\mathcal{C} \to S'^{-1}\mathcal{C}'$ together with a commutative square

\begin{equation}
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{F} & \mathcal{C}' \\
L_S \downarrow & & \downarrow L_{S'} \\
S^{-1}\mathcal{C} & \xrightarrow{F} & S'^{-1}\mathcal{C}'.
\end{array}
\end{equation}

Definition 2.1.3. For a category $\mathcal{C}$ and an $\infty$-category $\mathcal{U}$, we set

$\mathcal{Psh}(\mathcal{C}, \mathcal{U}) := \text{Fun}(\mathcal{N}(\mathcal{C})^{op}, \mathcal{U})$.

This is the $\infty$-category of presheaves with values in $\mathcal{U}$. If $\mathcal{C}$ has a topology $t$, the $\infty$-category of hypercomplete $t$-sheaves with values in $\mathcal{U}$ is defined to be

$\mathcal{Shv}_t(\mathcal{C}, \mathcal{U}) := H^{-1}_t \mathcal{Psh}(\mathcal{C}, \mathcal{U})$,

where $H_t$ denotes the set of $t$-hypercovers.

Definition 2.1.4. Let $\mathcal{A}$ be a class of objects of an $\infty$-category $\mathcal{C}$. We say that $\mathcal{A}$ generates $\mathcal{C}$ if the family of functors

$\text{Map}_{\mathcal{C}}(X, -)$

for all $X \in \mathcal{A}$ is conservative.
Lemma 2.1.5. Let \( F, F' : \mathcal{C} \to \mathcal{D} \) be colimit preserving functors of \( \infty \)-categories, and let \( \mathcal{A} \) be a class of objects of \( \mathcal{C} \) such that \( \mathcal{A} \) generates \( \mathcal{C} \). If \( \alpha : F \to F' \) is a natural transformation such that \( \alpha(X) : F(X) \to F'(X) \) is an equivalence for all \( X \in \mathcal{C} \), then \( \alpha \) is an equivalence.

Proof. Let \( G \) and \( G' \) be right adjoints of \( F \) and \( F' \). By adjunction, we only need to show that the induced map \( G'(Y) \to G(Y) \) is an equivalence for all \( Y \in \mathcal{D} \). Hence it suffices to show that the induced map
\[
\text{Map}_\mathcal{C}(X, G'(Y)) \to \text{Map}_\mathcal{C}(X, G(Y))
\]
is an equivalence for all \( X \in \mathcal{A} \) and \( Y \in \mathcal{D} \). By adjunction again, we finish the proof. \( \square \)

2.2. Review of the construction of \( \log SH \). In this subsection, we review the construction of \( \log SH \) in [4]. See also [5].

We begin with recalling the dividing Nisnevich topology.

Definition 2.2.1. A morphism in \( \text{lSch} \) is called a dividing cover if it is a surjective proper log étale monomorphism.

Suppose \( \mathcal{C} \) has an initial object. Recall from [31, Definition 2.1] that a cd-structure \( P \) on \( \mathcal{C} \) is a collection of commutative squares
\[
Q := \begin{array}{ccc}
Y' & \longrightarrow & Y \\
\downarrow & & \downarrow \\
X' & \longrightarrow & X
\end{array}
\]
that is closed under isomorphisms. Such a square is called a \( P \)-distinguished square. We refer to [31, Definitions 2.10] and [6, Definitions 3.3.22, 3.4.2] for the definitions of regular, quasi-bounded, and squareable cd-structures.

Example 2.2.2. Suppose \( S \in \text{lsch} \) and \( Q \) is a commutative square in \( \text{lsm}/S \) of the form (2.2.1).

(i) We say that \( Q \) is a strict Nisnevich distinguished square if every morphism in \( Q \) is strict and the underlying square \( \underline{Q} \) of schemes is a Nisnevich distinguished square.

(ii) We say that \( Q \) is a dividing distinguished square if \( X' = Y' = \emptyset \) and \( Y \to X \) is a dividing cover.

(iii) We say that \( Q \) is a dividing Nisnevich distinguished square if \( Q \) is either a strict Nisnevich or dividing distinguished square.

The collections of such squares are called the strict Nisnevich, dividing, and dividing Nisnevich cd-structures respectively. Their associated topologies are called the strict Nisnevich, dividing, and dividing Nisnevich topologies.

According to [6, Proposition 3.3.30], the strict Nisnevich, dividing, and dividing Nisnevich cd-structures on \( \text{lsm}/S \) are quasi-bounded, regular, and squareable.

Definition 2.2.3. For every fan \( \Sigma \), let \( T_\Sigma \) be the fs log scheme whose underlying scheme is the toric variety associated with \( \Sigma \) and whose log structure is the compactifying log structure associated with the open immersion from the torus of the toric variety.

If \( B \in \text{Sch} \) and \( P \) is an fs monoid, we set
\[
G_{m,B} := G_m \times B, \quad A_{P,B} := A_P \times B, \quad T_{\Sigma,B} := T_\Sigma \times B.
\]
Next, we recall the definition of premotivic $\infty$-categories in [4], which is a direct generalization of premotivic triangulated categories in [8].

**Definition 2.2.4.** Suppose $\mathcal{C}$ is a category with a class of morphisms $\mathcal{P}$ that contains all isomorphisms and is closed under compositions and pullbacks. Let

$$\mathcal{T} : \text{N}(\mathcal{C})^{\text{op}} \to \text{CAlg}(\mathcal{P}^L)$$

be a functor of $\infty$-categories. For a morphism $f$ in $\mathcal{C}$, we set $f^* := \mathcal{T}(f)$. A right adjoint of $f^*$ is denoted by $f_*$. We say that $\mathcal{T}$ is a $\mathcal{P}$-premotivic $\infty$-category over $\mathcal{C}$ if the following conditions are satisfied:

(i) For every morphism $f$ in $\mathcal{P}$, $f^*$ admits a left adjoint $f_!$.

(ii) For every cartesian square

$$\begin{array}{ccc}
X' & \xrightarrow{g'} & X \\
\downarrow f' & & \downarrow f \\
S' & \xrightarrow{g} & S
\end{array}$$

in $\mathcal{C}$ such that $f \in \mathcal{P}$, the Beck-Chevalley transformation

$$\text{Ex} : f'_! g'^* \to g^* f_!$$

is an equivalence.

(iii) For every morphism $f$ in $\mathcal{P}$, the Beck-Chevalley transformation

$$\text{Ex} : f_!(\mathcal{X}) \otimes f^*(\mathcal{Y}) \to f_!(\mathcal{X}) \otimes \mathcal{Y}$$

is an equivalence.

For $S \in \mathcal{C}$, let $\mathbb{1}_S$ (or simply $\mathbb{1}$) be the monoidal unit in $\mathcal{T}(S)$. If $f : X \to S$ is a morphism in $\mathcal{P}$, then we set $M(X) := f_! \mathbb{1}_X$.

Let $\mathcal{T}'$ be another $\mathcal{P}$-premotivic $\infty$-category over $\mathcal{C}$. We say that a natural transformation $\varphi : \mathcal{T} \to \mathcal{T}'$ is a **functor of $\mathcal{P}$-premotivic $\infty$-categories** if the Beck-Chevalley transformation

$$f_* \varphi(Y) \to \varphi(X) f_*$$

is an equivalence for every $\mathcal{P}$-morphism $f$.

Let $\text{Tri}^\otimes$ denote the 2-category of triangulated monoidal categories, where the 1-morphisms are the symmetric monoidal triangulated functors, and the 2-morphisms are the symmetric monoidal natural transformations.

The **homotopy category of $\mathcal{T}$**, denoted $\text{Ho}(\mathcal{T})$, is a 2-functor

$$\text{C}^{\text{op}} \to \text{Tri}^\otimes$$

obtained by taking the homotopy categories of $\mathcal{T}(X)$ for all $X \in \mathcal{C}$.

**Construction 2.2.5.** With the above notation, suppose that $\mathcal{A}$ is a class of morphisms in $\mathcal{T}(\mathcal{X})$ closed under $f^*$ for all morphisms $f$ in $\mathcal{C}$, $f_*$ for all morphisms $f$ in $\mathcal{P}$, and $\otimes M(Y)$ for all $Y \in \mathcal{X}$. Then, as in [26, Section 9.1], we can construct a $\mathcal{P}$-premotivic $\infty$-category $\mathcal{A}^{-1} \mathcal{T}$. Let us review the argument as follows.

Let $\mathcal{WP}^L$ the subcategory of the category $\mathcal{WC}_{\mathcal{X}}$ in [17, Construction 4.1.7.1] spanned by $(\mathcal{C}, W)$ such that $\mathcal{C}$ is a presentable $\infty$-category and $W$ satisfies the condition in the reference and maps $(\mathcal{C}, W) \to (\mathcal{C}', W')$ such that $\mathcal{C} \to \mathcal{C}'$ preserves colimits. The forgetful functor

$$\text{for} : \mathcal{WP}^L \to \mathcal{P}^L$$
admits a fully faithful left adjoint $G$, which also admits a left adjoint $\text{Loc}^\pr$. We lift $\mathcal{T} : \mathcal{N}(\mathcal{C}) \to \text{CAlg}(\mathcal{P}_L)$ to form a commutative triangle

\[
\begin{array}{ccc}
\text{CAlg}(\mathcal{W}\mathcal{P}_L) & \xrightarrow{\mathcal{F}_A} & \text{CAlg}(\mathcal{P}_L) \\
\mathcal{N}(\mathcal{C}) & \xrightarrow{\mathcal{F}} & \text{CAlg}(\mathcal{P}_L)
\end{array}
\]

as in [26, Eq. 9.1.8]. Compose $\mathcal{F}_A$ with

\[\text{Loc}^\pr : \text{CAlg}(\mathcal{W}\mathcal{P}_L) \to \text{CAlg}(\mathcal{P}_L)\]

to obtain $\mathcal{A}^{-1}\mathcal{T}$ as in [26, Eq. 9.1.10].

The natural transformation given by the composite

\[\text{for} \xrightarrow{\text{ad}} \text{for} \circ G \circ \text{Loc}^\pr \xrightarrow{\cong} \text{Loc}^\pr\]

gives a functor of $\mathcal{P}$-premotivic $\infty$-categories

\[\mathcal{T} \to \mathcal{A}^{-1}\mathcal{T}\]

that is levelwise the $\mathcal{A}$-localization.

**Definition 2.2.6.** Let $\mathcal{C}$ be a presentable symmetric monoidal $\infty$-category, and let $X$ be an object of $\mathcal{C}$. We set

\[\text{Stab}_X(\mathcal{C}) := \lim(\cdots \Omega X \to C \Omega X \to C),\]

where $\Omega_X := \text{Map}(-, X)$, and Map denotes the internal mapping space. See [27, Section 2.2.1] for the details.

If the cyclic permutation $(123)$ on $X \otimes X \otimes X$ is equivalent to the identity map, then there exists a presentable symmetric monoidal $\infty$-category whose underlying $\infty$-category is $\text{Stab}_X(\mathcal{C})$ by [27, Corollary 2.22].

**Definition 2.2.7.** In $\mathbb{A}^1$-homotopy theory of schemes, we have the commutative diagram of $\mathbb{A}^1$-homotopic $\infty$-categories over $\mathbf{Sch}$

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{(-)} & \mathcal{H}_s \\
\downarrow & & \downarrow \\
\Lambda(-) & \xrightarrow{\Sigma^\infty_{\mathbb{S}_L}} & \mathcal{H}_{\mathbb{S}_L} \xrightarrow{\Sigma^\infty_{\mathbb{G}_m}} \mathcal{S}\mathcal{H} \xrightarrow{\Lambda(-)} \\
\downarrow & & \downarrow \\
\mathcal{D}\mathcal{A}^{\text{eff}}(-, \Lambda) & \xrightarrow{\Sigma^\infty_{\mathbb{G}_m}} & \mathcal{D}\mathcal{A}(-, \Lambda),
\end{array}
\]

where

\[
\begin{align*}
\mathcal{H}(S) & := (\mathbb{A}^1)^{-1}\text{Sh}^\text{Nis}(\mathbf{Sm}/S, \mathbf{Spc}), \\
\mathcal{H}_s(S) & := (\mathbb{A}^1)^{-1}\text{Sh}^\text{Nis}(\mathbf{Sm}/S, \mathbf{Spc}_s), \\
\mathcal{S}\mathcal{H}_{\mathbb{S}_L}(S) & := (\mathbb{A}^1)^{-1}\text{Sh}^\text{Nis}(\mathbf{Sm}/S, \mathbf{Spt}), \\
\mathcal{D}\mathcal{A}^{\text{eff}}(S, \Lambda) & := (\mathbb{A}^1)^{-1}\text{Sh}^\text{Nis}(\mathbf{Sm}/S, \mathcal{D}(\mathbf{Mod}_\Lambda)), \\
\mathcal{S}\mathcal{H}(S) & := \text{Stab}_{\mathbb{G}_m}(\mathcal{S}\mathcal{H}_{\mathbb{S}_L}(S)), \\
\mathcal{D}\mathcal{A}(S, \Lambda) & := \text{Stab}_{\mathbb{G}_m}(\mathcal{D}\mathcal{A}^{\text{eff}}(S, \Lambda)).
\end{align*}
\]

For simplicity of notation, $\mathbb{A}^1$ denotes the class of projections $X \times \mathbb{A}^1 \to X$ for $X \in \mathbf{Sm}/S$ (or $X \in \mathbf{lSm}/S$). For a presheaf $\mathcal{F}$ on $\mathbf{Sm}/S$ (or $\mathbf{lSm}/S$), let $\Lambda^\mathcal{F}$ be the free presheaf of $\Lambda$-modules associated with $\mathcal{F}$.
Definition 2.2.8. Suppose $S \in \text{Sch}$. For $X \in \text{Sm}/S$ with a strict normal crossing divisor $Z$ on $X$ over $S$ [6, Definition 7.2.1], let $(X, Z)$ be the fs log scheme whose underlying scheme is $X$ and whose log structure is the compactifying log structure [21, Definition III.1.6.1] associated with the open immersion $X - Z \rightarrow X$.

Definition 2.2.9. We set $G_{\log} := (\mathbb{P}^1, 0 + \infty)$, where we regard $\mathbb{P}^1$ as a smooth scheme over $\text{Spec}(\mathbb{Z})$. In [4], we have the commutative diagram of $l\text{Sm}$-premotivic $\infty$-categories over $l\text{Sch}$

$$
\begin{array}{ccc}
\log H & \rightarrow & \log H_s \\
\downarrow & & \downarrow \\
\log S & \rightarrow & \log S/S^1
\end{array}
$$

where

$$
\log H(S) := \square^{-1} \text{Shv}_{dNis}(l\text{Sm}/S, \text{Spc}),
$$

$$
\log H_s(S) := \square^{-1} \text{Shv}_{dNis}(l\text{Sm}/S, \text{Spc}_s),
$$

$$
\log S/S^1(S) := \square^{-1} \text{Shv}_{dNis}(l\text{Sm}/S, \text{Spt}),
$$

$$
\log D\mathcal{A}_{\text{eff}}(S, \Lambda) := \square^{-1} \text{Shv}_{dNis}(l\text{Sm}/S, \mathcal{D}(\text{Mod}_\Lambda)),
$$

$$
\log S(S) := \text{Stab}_{G_{\log}}(\log S/S^1(S)),
$$

$$
\log D\mathcal{A}(S, \Lambda) := \text{Stab}_{G_{\log}}(\log D\mathcal{A}_{\text{eff}}(S, \Lambda)).
$$

As before, $\square$ denotes the class of projections $X \times \square \rightarrow X$ for $X \in l\text{Sm}/S$. There is an equivalence $G_{\log}^l/1 \wedge S^1 \simeq \mathbb{P}^1/1$ in $\log H_s(S)$, and hence we have an equivalence $G_{\log}^l \wedge S^1 \simeq \mathbb{P}^1$. If $k$ is a field, we also have the $\infty$-category $\log D\mathcal{M}_{\text{eff}}(k)$, see [6, Definition 5.2.1]. We set

$$
\log D\mathcal{M}(k) := \text{Stab}_{G_{\log}}(\log D\mathcal{M}_{\text{eff}}(k)).
$$

For $X \in l\text{Sm}/k$, let $M(X)$ denote the associated motives in $\log D\mathcal{M}_{\text{eff}}(k)$ and $\log D\mathcal{M}(k)$.

2.3. Vertical boundaries.

Definition 2.3.1. According to [21, Definition I.4.3.1, Remark I.4.3.2, Proposition I.4.3.3(3)], a homomorphism $\theta: P \rightarrow Q$ of saturated monoids is called vertical if one of the following equivalent conditions are satisfied:

(i) The cokernel of $\theta$ computed in the category of saturated monoids is a group.

(ii) The face of $Q$ generated by $\theta(P)$ is $Q$.

Proposition 2.3.2. Let $\theta: P \rightarrow Q$ and $\eta: Q \rightarrow R$ be homomorphisms of saturated monoids.

1. $\theta$ is vertical if and only if $\bar{\theta}$ is vertical.

2. If $\theta$ is vertical and $G$ is a face of $Q$, then the induced homomorphism $\bar{\theta}_{-1(G)} \rightarrow Q_G$ is vertical.

3. If $\theta$ and $\eta$ are vertical, then $\eta \theta$ is vertical.

4. If $\eta$ is vertical, then $\eta$ is vertical.

5. If $\eta$ is exact and $\eta \theta$ is vertical, then $\theta$ is vertical.
Proof. In [21, Proposition I.4.3.3], (1)–(4) are proven. For (5), let $G$ be the face of $Q$ generated by $\theta(P)$. By [21, Proposition I.4.2.2], there exists a face $H$ of $R$ such that $\eta^{-1}(H) = G$. This implies that the face generated by $\eta\theta(P)$ is contained in $H$. Since $\eta\theta$ is vertical, $H = R$. Hence $G = Q$, i.e., $\theta$ is vertical. □

Proposition 2.3.3. Let

$$
\begin{array}{ccc}
P & \longrightarrow & P' \\
\downarrow \theta & & \downarrow \theta' \\
Q & \longrightarrow & Q'
\end{array}
$$

be a cocartesian square of saturated monoids. Then $\theta$ is vertical if and only if $\theta'$ is vertical.

Proof. This follows from the fact that the cokernels of $\theta$ and $\theta'$ are isomorphic. □

Definition 2.3.4. Suppose $X$ is an fs log scheme. The boundary of $X$, denoted $\partial X$, is the set of points of $X$ whose log structure is nontrivial.

Definition 2.3.5. Suppose $f: X \rightarrow S$ is a morphism of fs log schemes. The vertical boundary of $X$ over $S$, denoted $\partial_S X$, is the set of points $x$ of $X$ such that $\mathcal{M}_{S,f(x)} \rightarrow \mathcal{M}_{X,x}$ is not vertical. We say that $f$ is vertical if $\partial_S X = \emptyset$. If $S = \text{Spec}(\mathbb{Z})$, then we have $\partial_S X = \partial X$.

Proposition 2.3.6. Let $f: X \rightarrow S$ be a morphism of fs log schemes. Then $f$ is vertical if and only if $f$ admits a vertical chart $\theta: P \rightarrow Q$ Zariski locally on $S$ and $X$.

Proof. Let $x$ be a point of $X$. Suppose $f$ is vertical. We can find a chart $\theta: P \rightarrow Q$ near $x$ and $f(x)$ such that $\overline{P} \rightarrow \overline{Q}$ is isomorphic to $\mathcal{M}_{S,f(x)} \rightarrow \mathcal{M}_{X,x}$ by [21, Remark II.2.3.2]. Use Proposition 2.3.2(1) to deduce that $\theta$ is vertical.

Suppose $f$ admits a vertical chart $\theta: P \rightarrow Q$. The homomorphism $\overline{\mathcal{M}_{S,f(x)}} \rightarrow \overline{\mathcal{M}_{X,x}}$ is isomorphic to the induced homomorphism $P/\theta^{-1}(G) \rightarrow Q/G$ for some face $G$ of $Q$, which is vertical by Proposition 2.3.2(1),(2). □

Proposition 2.3.7. Let $f: X \rightarrow S$ be a morphism of fs log schemes. Then $\partial_S X$ is a closed subset of $X$.

Proof. Suppose $x \in X - \partial_S X$. Proposition 2.3.6 implies that there exists a neighborhood $U$ of $x$ such that the induced morphism $f: U \rightarrow S$ is vertical. This shows that $X - \partial_S X$ is an open subset of $X$. □

As a consequence, we can regard $X - \partial_S X$ as an open subscheme of $X$. We impose the reduced scheme structure to consider $\partial_S X$ as a strict closed subscheme of $X$.

Proposition 2.3.8. Let $f: X \rightarrow S$ and $g: Y \rightarrow X$ be morphisms of fs log schemes.

1. If $f$ and $g$ are vertical, then $gf$ is vertical.
2. If $gf$ is vertical, then $g$ is vertical.
3. If $g$ is exact and $gf$ is vertical, then $f$ is vertical.
4. If $f$ is vertical, then $Y - \partial_X Y$ is an open subscheme of $Y - \partial_S Y$.
5. $Y - \partial_S Y$ is an open subscheme of $Y - \partial_X Y$.
6. If $g$ is exact, then $g$ maps $Y - \partial_S Y$ into $X - \partial_S X$. 
Proof. Let $y$ be a point of $y$. Apply Proposition 2.3.2(3)–(5) to the induced homomorphisms
\[ M_{Y,y} \to M_{X,g(y)} \to M_{S,f(g(y))} \]
to show (1)–(3). These immediately imply (4)–(6).

**Proposition 2.3.9.** Let
\[
\begin{array}{ccc}
X' & \to & X \\
f' & \downarrow & f \\
S' & \to & S
\end{array}
\]
be a cartesian square of fs log schemes. Then
\[ (X - \partial S) \times_S S' \simeq X' - \partial S'. \]

Proof. Let $x'$ be a point of $X'$, and we set $x := g'(x'), s' := f'(x')$, and $s := f(x)$. We need to show that $M_{S,s} \to M_{X,x}$ is vertical if and only if $M_{S',s'} \to M_{X',x'}$ is vertical.

The question is Zariski local on $S$, $S'$, and $X$. Hence by [21, Remark II.2.3.2], we may assume that $f$ and $g$ admit charts $P \to Q$ and $P' \to Q'$ such that $P \to Q$ is isomorphic to $M_{S,s} \to M_{X,x}$ and $P' \to Q'$ is isomorphic to $M_{S',s'} \to M_{X',x'}$. For some face $F$ of $Q' := P' \oplus P \ s'$ whose inverse images in $P'$ and $Q$ are $P'^*$ and $Q^*$, we have $M_{X',x'} \simeq Q'/F$. Use [21, Corollaries I.2.3.8, I.4.2.16] to have $F = Q'^*$. Hence $M_{S,s} \to M_{X,x}$ is vertical if and only if $P \to Q$ is vertical, and $M_{S',s'} \to M_{X',x'}$ is vertical if and only if $P' \to Q'$ is vertical by Proposition 2.3.2(1). Apply Proposition 2.3.3 to the cocartesian square
\[
\begin{array}{ccc}
P & \to & P' \\
\downarrow & & \downarrow \\
Q & \to & Q'
\end{array}
\]
to finish the proof.

**Proposition 2.3.10.** Let $f: X \to S$ be a log unramified morphism of fs log schemes. Then $f$ is vertical.

Proof. Combine [21, Proposition IV.3.4.1] and [20, Lemma 5.6(1)].

**Definition 2.3.11.** For an fs monoid $P$ such that $P^\gp$ is torsion free, let $\text{Spec}(P)$ be the fan associated with the dual monoid of $P$ in $P^\gp$.

**Definition 2.3.12.** Suppose $\theta: \Sigma \to \Delta$ is a morphism of fans. Let $\Sigma - \partial \Delta \Sigma$ be the subfan of $\Sigma$ consisting of $\sigma \in \Sigma$ such that $\theta$ maps every nontrivial faces of $\sigma$ to a nontrivial cone of $\Delta$. Equivalently, $\Sigma - \partial \Delta \Sigma$ is the largest subfan of $\Sigma$ such that for every cone $\sigma \in \Sigma - \partial \Delta \Sigma$ with $\theta(\sigma) = 0$, we have $\sigma = 0$.

**Proposition 2.3.13.** Suppose $\theta: \Sigma \to \Delta$ is a morphism of fans. Then there is a canonical isomorphism
\[ T_{\Sigma - \partial \Delta \Sigma} \simeq T_{\Sigma - \partial \Delta \Sigma}. \]

Proof. A homomorphism $\eta: P \to Q$ of fine monoids is vertical if and only if for every face $F$ of $Q$ with $\eta^{-1}(F) = P$, we have $F = Q$. From the duality theory of cones [21, Theorem I.2.3.12(4)], we deduce the following: $T_{\theta}$ is vertical if and only if for every cone $\sigma \in \Sigma$ with $\theta(\sigma) = 0$, we have $\sigma = 0$. This shows that $T_{\Sigma - \partial \Delta \Sigma}$ is the largest open subscheme of $T_{\Sigma}$ that is vertical over $T_{\Delta}$.
2.4. **Removing boundaries.** Throughout this subsection, we fix $B \in \text{Sch}$ and a stable symmetric monoidal $\infty$-category $C$ with a functor

$$M : N(\text{ISm}/B) \to C$$

satisfying the following properties:

- If $X, Y \in \text{ISm}/B$, there exists a canonical equivalence
  $$M(X) \otimes M(Y) \simeq M(X \times_B Y).$$

- ($\mathbb{A}^1$-invariance) For every $X \in \text{ISm}/B$, the map
  $$M(X \times \mathbb{A}^1) \to M(X)$$
  induced by the projection $X \times \mathbb{A}^1 \to X$ is an equivalence.

- ($\square$-invariance) For every $X \in \text{ISm}/B$, the map
  $$M(X \times \square) \to M(X)$$
  induced by the projection $X \times \square \to X$ is an equivalence.

- (Dividing Nisnevich descent) For every dividing Nisnevich distinguished triangle $Q$ in $\text{ISm}/B$, $M(Q)$ is cocartesian.

**Example 2.4.1.** We have the following examples of $C$

- $(\mathbb{A}^1)^{-1}\log SH(B)$,
- $(\mathbb{A}^1)^{-1}\log SH(B)$,
- $(\mathbb{A}^1)^{-1}\log DA_{\text{eff}}(B, \Lambda)$,
- $(\mathbb{A}^1)^{-1}\log DA(B, \Lambda)$,
- $(\mathbb{A}^1)^{-1}\log DM_{\text{eff}}(k, \Lambda)$,
- $(\mathbb{A}^1)^{-1}\log DM(k, \Lambda)$,

where $k$ is a field in the fifth and sixth ones.

**Lemma 2.4.2.** Suppose $r \geq 1$ is an integer and $Z_1, \ldots, Z_r$ are the axes divisors of $\mathbb{A}^r$. If we set $Y := (\mathbb{A}^r, Z_1 + \cdots + Z_r)$ and $W := Z_1 \cap \cdots \cap Z_r$, then the induced map

$$M(Y - W) \to M(Y)$$

is an equivalence.

**Proof.** We set $Y := (\mathbb{P}^r, Z_1 + \cdots + Z_r)$, and we view $\mathbb{A}^r$ as the open subscheme of $\mathbb{P}^r$ excluding the hyperplane at $\infty$. The square

$$
\begin{array}{ccc}
Y - W & \to & Y \\
\downarrow & & \downarrow \\
\overline{Y} - W & \to & \overline{Y}
\end{array}
$$

is a strict Nisnevich distinguished square. Hence we need to show that the induced map

$$M(\overline{Y} - W) \to M(\overline{Y})$$

is an equivalence. Since $\overline{Y} \simeq \square^r$, it remains to show $M(\overline{Y} - W) \simeq M(\text{pt})$.

For any nonempty subset $I = \{i_1, \ldots, i_s\} \subset \{1, \ldots, r\}$, we set $Z_I := Z_{i_1} + \cdots + Z_{i_s}$. Since $\overline{Y} - W = (\overline{Y} - Z_1) \cup \cdots \cup (\overline{Y} - Z_r)$, it suffices to show $M(\overline{Y} - Z_I) \simeq M(\text{pt})$ for all $I$ by dividing Nisnevich descent. This follows from $\overline{Y} - Z_I \simeq \mathbb{A}^s \times \square^{r-s}$. □

**Proposition 2.4.3.** For every $Y \in \text{ISm}/B$, the induced map

$$M(Y - \partial Y) \to M(Y)$$

is an equivalence.
Proof. The question is Zariski local on $Y$. Hence we may assume that $Y$ admits a chart $P$ such that $P$ is sharp by [21, Proposition II.2.3.7]. There exists a dividing cover $Y' \to Y$ such that $\partial Y'$ is a strict normal crossing divisor by toric resolution of singularities [10, Theorem 11.1.9]. Furthermore, the induced morphism $Y' - \partial Y' \to Y - \partial Y$ is an isomorphism. Owing to dividing Nisnevich descent, it suffices to show that the induced map $M(Y' - \partial Y') \to M(Y')$ is an equivalence. In other words, we reduce to the case when $\partial Y$ is a strict normal crossing divisor.

Let $Z_1, \ldots, Z_r$ be the irreducible components of $\partial Y$. We proceed by induction on the maximum codimension $d$ of the nonempty intersections of $Z_1, \ldots, Z_r$ in $Y$. If $d = 0$, there is nothing to prove. Hence assume $d > 0$.

The question is strict Nisnevich local on $Y$. Hence we may assume that there exists a cartesian square

$$
\begin{array}{ccc}
\partial Y & \to & B \times \text{Spec}(\mathbb{Z}[x_1, \ldots, x_n]/(x_1 \cdots x_r)) \\
\downarrow & & \downarrow \\
Y & \to & B \times \text{Spec}(\mathbb{Z}[x_1, \ldots, x_n])
\end{array}
$$

such that the horizontal morphisms are étale and the vertical morphisms are the obvious closed immersions.

We set $W := Z_1 \cap \cdots \cap Z_r$. In this setting, [6, Construction 7.2.8] gives a commutative diagram

$$
\begin{array}{ccc}
W & \leftarrow & W \\
\downarrow & & \downarrow \\
X & \leftarrow & X'' \longrightarrow X'
\end{array}
$$

such that each square is cartesian, the horizontal morphisms are étale, and the right vertical morphism can be identified with the obvious closed immersion

$$W \times \text{Spec}(\mathbb{Z}[v_1, \ldots, v_r]/(v_1, \ldots, v_r)) \to W \times \text{Spec}(\mathbb{Z}[v_1, \ldots, v_r]).$$

We set $Z_i' := W \times \text{Spec}(\mathbb{Z}[v_1, \ldots, v_r]/(v_i))$, $Z_i'' := Z_i \times X' X''$, $Y' := (X', Z_1' + \cdots + Z_r')$, and $Y'' := (X'', Z_1'' + \cdots + Z_r'')$. The squares

$$
\begin{array}{ccc}
Y'' - W & \to & Y'' \\
\downarrow & & \downarrow \\
Y - W & \to & Y,
\end{array}
\begin{array}{ccc}
Y'' - W & \to & Y'' \\
\downarrow & & \downarrow \\
Y' - W' & \to & Y'
\end{array}
$$

are strict Nisnevich distinguished squares. Hence the squares

$$
\begin{array}{ccc}
M(Y'' - W) & \to & M(Y'') \\
\downarrow & & \downarrow \\
M(Y - W) & \to & M(Y)
\end{array},
\begin{array}{ccc}
M(Y'' - W) & \to & M(Y'') \\
\downarrow & & \downarrow \\
M(Y' - W') & \to & M(Y')
\end{array}
$$

are cocartesian. By Lemma 2.4.2, the map $M(Y' - W) \to M(Y')$ is an equivalence. It follows that the map $M(Y - W) \to M(Y)$ is an equivalence too.

By induction, the map $M(Y - W - \partial(Y - W)) \to M(Y - W)$ is an equivalence. To conclude, observe that the induced morphism $(Y - W) - \partial(Y - W) \to Y - \partial Y$ is an isomorphism. □
2.5. Vertical localizations.

**Definition 2.5.1.** Suppose $S \in \mathbf{lSch}$. Let $\text{ver}_S$ (or $\text{ver}$ for short) be the class of morphisms in $\mathbf{lSm}/S$ consisting of open immersions $U \to V$ such that $U - \partial S U \to V - \partial S V$ is an isomorphism.

**Proposition 2.5.2.** Let $f : S' \to S$ be a morphism in $\mathbf{lSch}$. If $V \to U$ is a morphism in $\text{ver}_S$, then the pullback $V \times_S S' \to U \times_S S'$ is a morphism in $\text{ver}_{S'}$. If $f$ is in $\mathbf{lSm}$ and $V' \to U'$ is a morphism in $\text{ver}_{S'}$, then $V' \to U'$ is a morphism in $\text{ver}_S$.

**Proof.** The first claim follows from Proposition 2.3.9. For the second claim, we set $W' := V' - \partial S' V' \cong U' - \partial S U'$. Since $W'$ is an open subscheme of $V'$, $W' - \partial S W'$ is an open subscheme of $V' - \partial S V'$. On the other hand, $V' - \partial S V'$ is an open subscheme of $W$ by Proposition 2.3.8(5), so $V' - \partial S V'$ is an open subscheme of $W - \partial S W'$. Hence we have $V' - \partial S V' \cong W' - \partial S W'$. We similarly have $U' - \partial S U' \cong W' - \partial S W'$. □

Together with Construction 2.2.5, we obtain an $\mathbf{lSm}$-premotivic $\infty$-category over $\mathbf{lSch}$

$$(\mathbb{A}^1 \cup \text{ver})^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/-, \mathbf{Sp}) .$$

Since $\square - \partial \square \simeq \mathbb{A}^1$, $\square$ is already inverted here. On the other hand, $\mathbb{A}^1$ is already inverted in $\text{ver}^{-1} \mathcal{H}$. Hence we have the localization functor

$$(2.5.1) \quad L_{\text{ver}} : \mathcal{H} \to (\mathbb{A}^1 \cup \text{ver})^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/-, \mathbf{Sp}) .$$

**Remark 2.5.3.** Suppose $S \in \mathbf{lSch}$. Let $\text{ver}'$ be the class of morphisms in $\mathbf{lSm}/S$ consisting of the open immersions $U - \partial S U \to U$ for all $U \in \mathbf{lSm}/S$. Then $\text{ver}'$ is a subclass of $\text{ver}$, and there is a canonical equivalence

$$(\mathbb{A}^1 \cup \text{ver})^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/S, \mathbf{Sp}) \simeq (\mathbb{A}^1 \cup \text{ver}')^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/S, \mathbf{Sp}) .$$

However, $\text{ver}'$ does not satisfy the second claim in Proposition 2.5.2. For example, if $f : S' \to S$ is a morphism in $\mathbf{lSm}$ that is not vertical, then the identity morphism $S' \to S'$ is not in $\text{ver}_S$ even though it is in $\text{ver}_{S'}$.

**Construction 2.5.4.** Suppose $S \in \mathbf{Sch}$. Let $\lambda : \mathbf{Sm}/S \to \mathbf{lSm}/S$ be the functor sending $X \in \mathbf{Sm}/S$ to $X$, and let $\omega : \mathbf{lSm}/S \to \mathbf{Sm}/S$ be the functor sending $Y \in \mathbf{lSm}/S$ to $Y - \partial Y$. Since $\lambda$ is a left adjoint of $\omega$, we have adjoint functors

$$(2.5.2) \quad \omega^\sharp : \mathcal{PSh}(\mathbf{Sm}/S, \mathbf{Sp}) \rightleftarrows \mathcal{PSh}(\mathbf{lSm}/S, \mathbf{Sp}) : \omega_2$$

where $\omega^\sharp$ is left adjoint to $\omega_2$, $\omega^\sharp(X) \simeq \lambda(X)$ for $X \in \mathbf{Sm}/S$, and $\omega_2(X) \simeq \omega(X)$. Since $\lambda$ and $\omega$ preserve products, $\omega^\sharp$ and $\omega_2$ are monoidal.

The functor $\lambda$ maps $\mathbb{A}^1$ to $\mathbb{A}^1$ and Nisnevich distinguished squares to strict Nisnevich distinguished squares. The functor $\omega$ maps $\mathbb{A}^1$ to $\mathbb{A}^1$ and strict Nisnevich distinguished squares to Nisnevich distinguished squares. By Construction 2.1.2, we have induced adjoint functors

$$(2.5.3) \quad \omega^\sharp : \mathcal{H}(S) \rightleftarrows (\mathbb{A}^1)^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/S, \mathbf{Sp}) : \omega_2$$

such that both preserve colimits. Let $\omega^*$ be a right adjoint of $\omega_2$.

For $X \in \mathbf{Sm}/S$, we have an equivalence $\omega_2 \omega^\sharp(X) \simeq X$. Hence $\omega_2 \omega^\sharp \simeq \text{id}$, so $\omega^\sharp$ and $\omega^*$ are fully faithful.

For $F \in (\mathbb{A}^1)^{-1} \mathbf{Shv}_{dNis}(\mathbf{lSm}/S, \mathbf{Sp})$ and $Y \in \mathbf{lSm}/S$, we have an equivalence

$$\omega^* \omega_2 F(Y) \simeq F(Y - \partial Y) = F(\omega(Y)) .$$
This means that $\omega^* \omega_2 F$ is ver-local. Since $\omega$ maps dividing Nisnevich distinguished squares to Nisnevich distinguished squares, $\omega^* \omega_2 F(Y)$ is $dNis$-local. Hence

$$\omega^* \omega_2 F(Y) \in (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c).$$

On the other hand, if $F \in (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c)$, then $\omega^* \omega_2 F \simeq F$ since the open immersion $Y - \partial Y \to Y$ belongs to ver. It follows that the essential image of $\omega^* \omega_2$ is equivalent to $(\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c)$. In summary, the localization functor

$$L_{dNis,\text{ver}}: (\mathbb{A}^1)^{-1} \text{Sh}_sNis(\text{ISm}/S, \text{Sp}_c) \to (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c)$$

satisfies

$$(2.5.4) \quad L_{dNis,\text{ver}} F(Y) \simeq F(Y - \partial Y).$$

Furthermore, we have a canonical equivalence

$$(2.5.5) \quad \mathcal{H}(S) \simeq (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c).$$

**Definition 2.5.5.** For $S \in \text{ISch}$, we define

$$\mathcal{H}(S) := (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c),$$

$$\mathcal{H}_*(S) := (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Sp}_c^*),$$

$$\mathcal{S}H_{S^1}(S) := (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \text{Spt}),$$

$$\mathcal{D}A^{eff}(S, \Lambda) := (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{ISm}/S, \mathcal{D}(\text{Mod}_\Lambda)),$$

$$\mathcal{S}H(S) := \text{Stab}_{G_m}(\mathcal{S}H_{S^1}(S)), \mathcal{D}A(S, \Lambda) := \text{Stab}_{G_m}(\mathcal{D}A^{eff}(S, \Lambda)).$$

Let $\mathcal{V}$ be one of $\text{Spt}$ and $\mathcal{D}(\text{Mod}_\Lambda)$. For abbreviation, we also set

$$\mathcal{S}H_{S^1}(S, \mathcal{V}) := (\mathbb{A}^1 \cup \text{ver})^{-1} \text{Sh}_dNis(\text{Sm}/S, \mathcal{V}),$$

$$\mathcal{S}H(S, \mathcal{V}) := \text{Stab}_{G_m}(\mathcal{S}H_{S^1}(S, \mathcal{V})).$$

**Remark 2.5.6.** When $S \in \text{Sch}$, our definition of $\mathcal{H}(S)$ is equivalent to that in (2.2.7) due to (2.5.5). We can prove similar results for the other five categories, where we need to use the fact that both $\lambda$ and $\omega$ map $G_m$ to $G_m$ for $\mathcal{S}H$ and $\mathcal{D}A$. We similarly have (2.5.4) for these categories too.

Proposition 2.5.2 allows us to make the above categories into $\text{ISm}$-premotivic $\infty$-categories over $\text{ISch}$. Furthermore, there is a commutative diagram of $\text{ISm}$-premotivic $\infty$-categories over $\text{ISch}$

$$(2.5.6)$$

\[
\begin{array}{ccccccccc}
\log \mathcal{H} & \xrightarrow{(-)} & \log \mathcal{H}_* & \xrightarrow{\Sigma^\infty_{G_m}} & \log \mathcal{S}H_{S^1} & \xrightarrow{\Sigma^\infty_{G_m}} & \log \mathcal{S}H & \xrightarrow{\Lambda(-)} & \log \mathcal{D}A^{eff}(-, \Lambda) & \xrightarrow{\Sigma^\infty_{G_m}} & \log \mathcal{D}A(-, \Lambda) \\
\downarrow L_{\text{ver}} & & \downarrow L_{\text{ver}} & & \downarrow L_{\text{ver}} & & \downarrow L_{\text{ver}} & & \downarrow L_{\text{ver}} & & \downarrow L_{\text{ver}} \\
\mathcal{H} & \xrightarrow{(-)} & \mathcal{H}_* & \xrightarrow{\Sigma^\infty_{G_m}} & \mathcal{S}H_{S^1} & \xrightarrow{\Sigma^\infty_{G_m}} & \mathcal{S}H & \xrightarrow{\Lambda(-)} & \mathcal{D}A^{eff}(-, \Lambda) & \xrightarrow{\Sigma^\infty_{G_m}} & \mathcal{D}A(-, \Lambda).
\end{array}
\]
Proposition 2.5.7. Suppose $B \in \text{Sch}$ and $k$ is a field. Then there are equivalences

$$
\text{SH}_{\text{eff}}(B) \simeq (\mathbb{A}^1)^{-1}\log \text{SH}_{\text{eff}}(B), \quad \text{SH}(B) \simeq (\mathbb{A}^1)^{-1}\log \text{SH}(B),
$$

$$
\text{DA}_{\text{eff}}(B, \Lambda) \simeq (\mathbb{A}^1)^{-1}\log \text{DA}_{\text{eff}}(B, \Lambda), \quad \text{DA}(B, \Lambda) \simeq (\mathbb{A}^1)^{-1}\log \text{DA}(B, \Lambda),
$$

$$
\text{DM}_{\text{eff}}(k, \Lambda) \simeq (\mathbb{A}^1)^{-1}\log \text{DM}_{\text{eff}}(k, \Lambda), \quad \text{DM}(k, \Lambda) \simeq (\mathbb{A}^1)^{-1}\log \text{DM}(k, \Lambda).
$$

Proof. Immediate from Proposition 2.4.3.

The equivalence $\text{DM}_{\text{eff}}(k, \Lambda) \simeq (\mathbb{A}^1)^{-1}\log \text{DM}_{\text{eff}}(k, \Lambda)$ was proven in [6, Theorem 8.2.16] assuming resolution of singularities.

Remark 2.5.8. Let $P$ be the submonoid of $\mathbb{N}^2$ generated by $(2, 0), (1, 1),$ and $(0, 2),$ and let $\theta: \mathbb{N} \to P$ the homomorphism sending $1$ to $(2, 0).$ Then $\mathbb{A}_{P} \to \mathbb{A}_{N}$ is log smooth. However, it is unclear whether the open immersion

$$
\mathbb{A}_{P} - \partial_{\mathbb{A}_{P}} \mathbb{A}_{P} \to \mathbb{A}_{P}
$$

is inverted in $(\mathbb{A}^1)^{-1}\log \text{SH}(\mathbb{A}_{N})$ or not. Hence unlike Theorem 4.3.4, we do not know how to express

$$
\text{map}_{(\mathbb{A}^1)^{-1}\log \text{SH}(\mathbb{A}_{N})}(\mathbb{M}(\mathbb{A}_{P}), \mathbb{M}(\mathbb{G}_{m}))
$$

as a mapping space in $\text{SH}(\mathbb{A}^1).$ In particular, we do not know whether there is an equivalence

$$(\mathbb{A}^1)^{-1}\log \text{SH}(\mathbb{A}_{N}) \simeq \text{SH}(\mathbb{A}_{N})$$

or not. This is the reason why we invert $\text{ver}$ instead of $\square$ for our definition of $\text{SH}(S)$.

Proposition 2.5.9. Suppose $B \in \text{Sch}.$ Let $f: \mathbb{A}_{N,B} \to B$ be the projection, and let $j: \mathbb{G}_{m,B} \to \mathbb{A}_{N,B}$ be the obvious open immersion. Then the natural transformation

$$
f^* \xrightarrow{\text{ad}} j^* j^* f^*
$$

is an equivalence for the $\text{LSm}$-premotivic categories in Definition 2.5.5.

Proof. Suppose $X \in \text{LSm}/\mathbb{A}_{N,B}.$ The open immersion

$$
X \times_{\mathbb{A}_{B}} \mathbb{G}_{m} \to X
$$

is in $\text{ver}_B$ by Proposition 2.3.8(6) since $X$ is exact over $\mathbb{A}_{N,B}$ by [21, Proposition 1.4.21(4)]. Hence the morphism

$$
f_\sharp j_\sharp j^* M(X) \to f_\sharp M(X)
$$

is an isomorphism. This implies that the natural transformation $f_\sharp j_\sharp j^* \xrightarrow{\text{ad}} f_\sharp$ is an isomorphism. By adjunction, we get the desired natural transformation. □

3. Localization property

In this section, we prove a logarithmic analog of the localization property of Morel-Voevodsky [19, Theorem 2.21, p. 114]. See also [2, Théorème 4.5.36] for the generalization to the setting of presheaves with values in certain model categories.

The content of Subsections 3.1 and 3.2 is to adopt their proof in our setting. Then we show that inverting $\mathbb{A}^1$ and working with the strict Nisnevich topology are enough to deduce the localization property, see Theorem 3.3.1. Based on this, we prove the localization property for our categories $\mathcal{H}_*, \text{SH}_{\text{eff}}, \text{SH}, \text{DA}_{\text{eff}}(-, \Lambda),$ and $\text{DA}(-, \Lambda).$ In Subsection 3.4, we show that the localization property implies the Grothendieck six functors formalism for strict morphisms.
3.1. Preliminary lemmas. Throughout this subsection, $\mathcal{U}$ is one of $\Spc$, $\Spc_*$, and $\Spt$, and $D(\Mod_A)$.

Consider the $\LSm$-premotivic $\infty$-category $\Psh(\LSm/\sim, \mathcal{U})$ over $\LSch$. Suppose $\mathcal{S}$ and $\mathcal{S}'$ are classes of morphisms in $\LSm$ closed under isomorphisms, compositions, and pullbacks. If $\mathcal{S}$ is contained in $\mathcal{S}'$, then we have the localization functor

$$L_{\mathcal{S}'}: S^{-1}\Psh(\LSm/\sim, \mathcal{U}) \to S'^{-1}\Psh(\LSm/\sim, \mathcal{U})$$

of $\LSm$-premotivic $\infty$-categories.

**Definition 3.1.1.** A henselian local fs log scheme $X$ is an fs log scheme such that $X$ is a henselian local scheme. A henselization of an fs log scheme $Y$ is the fiber product $Y \times_U U$ for some henselization $U$ of $Y$.

**Lemma 3.1.2.** Let $f: X \to S$ be a strict finite morphism in $\LSch$. Then

$$(3.1.1) \quad f_*: \Psh(\LSm/X, \mathcal{U}) \to \Psh(\LSm/S, \mathcal{U})$$

sends $sNis$-local equivalences to $sNis$-local equivalences.

**Proof.** We argue as in [19, Proposition 1.27, p. 105]. Suppose $F \to G$ is an $sNis$-local equivalence in $\Psh(\LSm/X, \mathcal{U})$. For every henselization $U$ of an fs log scheme in $\LSm/S$, we need to show that the induced map

$$f_* F(U) \to f_* G(U)$$

is an equivalence, i.e., the map $F(U \times_S X) \to G(U \times_S X)$ is an equivalence. This follows from the fact that $U \times_S X$ is a disjoint union of henselian local fs log schemes since $U \times_S X \to U$ is finite. \hfill \square

Suppose $f$ is as above. Since (3.1.1) preserves colimits, the functor

$$(3.1.2) \quad f_*: \Shv_{sNis}(\LSm/X, \mathcal{U}) \to \Shv_{sNis}(\LSm/S, \mathcal{U})$$

preserves colimits by Construction 2.1.2 and Lemma 3.1.2.

For any morphism $p: Y \to X$ in $\LSm$, recall that we use the notation $M(Y)$ for the object $p_2^*: \mathcal{A}^1 \to S$, in an $\LSm$-premotivic $\infty$-category.

**Lemma 3.1.3.** Suppose $f$ is as above. Then (3.1.2) sends $\mathcal{A}^1$-local equivalences to $\mathcal{A}^1$-local equivalences.

**Proof.** Suppose $F \in \Shv_{sNis}(\LSm/X, \mathcal{U})$. Let $p: F \otimes M(\mathcal{A}_X^1) \to F$ and $i: F \to F \otimes M(\mathcal{A}_X^1)$ be the maps induced by the structure map $\mathcal{A}^1 \to \pt$ and the 0-section $pt \to \mathcal{A}^1$. We need to show that

$$f_*(p): f_*(F \otimes M(\mathcal{A}_X^1)) \to f_*(F)$$

is an $\mathcal{A}^1$-local equivalence. Observe that $f_*$ is lax monoidal since $f^*$ is monoidal. Consider the composition

$$f_*(F \otimes M(\mathcal{A}_X^1)) \otimes M(\mathcal{A}_S^1) \to f_*(F \otimes M(\mathcal{A}_X^1)) \otimes f_*(M(\mathcal{A}_X^1))$$

$$\to f_*(F \otimes M(\mathcal{A}_X^1) \otimes M(\mathcal{A}_X^1)) \to f_*(F \otimes M(\mathcal{A}_X^1)),$$

where the first map is induced by the unit $M(\mathcal{A}_S^1) \to f_! f^* M(\mathcal{A}_S^1) \simeq f_* M(\mathcal{A}_X^1)$, the second map is obtained by the lax monoidality of $f_*$, and the third map is induced by the multiplication morphism $\mathcal{A}^1 \times \mathcal{A}^1 \to \mathcal{A}^1$. Compose this with the two maps

$$f_*(F \otimes M(\mathcal{A}_X^1)) \simeq f_*(F \otimes M(\mathcal{A}_X^1)) \otimes M(\mathcal{A}_S^1).$$
induced by the 0-section and 1-section to obtain an $\mathbb{A}^1$-local equivalence $f_*(i)f_*(p) \simeq \text{id}$. Since we have an equivalence $f_*(p)f_*(i) \simeq \text{id}$, we deduce that $f_*(p)$ is an $\mathbb{A}^1$-local equivalence. □

Suppose $f$ is as above. Since (3.1.2) preserves colimits, the functor

$$f^* : (\mathbb{A}^1)^{-1}\text{Shv}_{sNis}(l\text{Sm}/X, U) \to (\mathbb{A}^1)^{-1}\text{Shv}_{sNis}(l\text{Sm}/S, U)$$

preserves colimits by Construction 2.1.2 and Lemma 3.1.3.

**Lemma 3.1.4.** Let $f : X \to S$ be a strict Nisnevich cover in $l\text{Sch}$. Then

$$f^* : \mathcal{P}\text{sh}(l\text{Sm}/S, U) \to \mathcal{P}\text{sh}(l\text{Sm}/X, U)$$

detects $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalences.

**Proof.** Suppose $\alpha : F \to G$ is a morphism in $\mathcal{P}\text{sh}(l\text{Sm}/S, U)$ such that $f^*(\alpha)$ is an $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalence. Let $\mathcal{X}$ be the Čech nerve associated with $f$. For every integer $n \geq 0$, the projection $p_n : \mathcal{X}_n \to S$ factors through $f$. It follows that $p_n^*(\alpha)$ is an $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalence. Apply $p_n\#$ to obtain an $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalence $F \otimes M(\mathcal{X}_n) \simeq G \otimes M(\mathcal{X}_n)$.

Hence we obtain $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalences

$$f \simeq F \otimes \text{colim}_{n \in \Delta} M(\mathcal{X}_n) \simeq G \otimes \text{colim}_{n \in \Delta} M(\mathcal{X}_n) \simeq G,$$

where $\Delta$ denotes the simplex category. □

**Lemma 3.1.5.** Suppose

$$\begin{array}{ccc}
Y & \xrightarrow{s} & Y \\
\downarrow f & & \downarrow f \\
Z & \xrightarrow{i} & X
\end{array}$$

is a commutative triangle of $fs\log$ schemes such that $i$ is a strict closed immersion, $f$ is log étale, and $X$ is henselian. Then there exists a unique section $X \to Y$ of $f$ extending $s$.

**Proof.** The graph morphism $\Gamma_s : Z \to Z \times_X Y$ is a section of the projection $Z \times_X Y \to Z$. Hence $\Gamma_s$ is an open immersion by [6, Lemma A.11.2]. Since $i$ is a strict closed immersion, so is the projection $Z \times_X Y \to Y$. It follows that $s$ is a strict immersion. There exists a maximal open subscheme $U$ of $Y$ that is strict over $X$ by [6, Lemma A.4.4]. Since $s$ is a strict immersion, $U$ contains the image of $s$.

If $X \to Y$ is a section of $f$, then it is an open immersion by [6, Lemma A.11.2] again. Hence we need to show the claim for the commutative triangle

$$\begin{array}{ccc}
U & \xrightarrow{s} & U \\
\downarrow f & & \downarrow f \\
Z & \xrightarrow{i} & X.
\end{array}$$

In other words, we may assume that $f$ is strict. In this case, $f$ is strict étale. Use [11, Théorème IV.18.5.11(b)] to conclude. □

**Lemma 3.1.6.** Suppose $f : X \to S$ be a morphism of $fs\log$ schemes admitting a chart $\theta : P \to Q$. Then Zariski locally on $X$, $f$ admits a chart $\eta : P \to R$ such that $\eta$ is injective and the cokernel of $\eta^{\text{gp}}$ is torsion free.
Proof. Let $\beta: Q \to \Gamma(X, M_X)$ be the given chart, and let $x$ be a point of $X$. By [21, Proposition II.2.3.7], we may assume that there exists a chart $\beta': Q' \to \Gamma(X, M_X)$ neat at $x$. Note that $Q'$ is sharp. Owing to [21, Proposition II.2.3.9], there exists homomorphisms $\kappa: Q \to Q'$ and $\gamma: Q \to \Gamma(X, M_X)$ such that $\beta = \beta' \circ \kappa + \gamma$.

Now let $\eta: P \to P^{\text{gp}} \oplus Q'$ be the homomorphism given by $p \mapsto (p, \kappa(\theta(p)))$, and let $\delta: P^{\text{gp}} \oplus Q' \to \Gamma(X, M_X)$ be the chart given by $(p, q) \mapsto \gamma^\theta(\theta^{\text{gp}}(p)) + \beta'(q)$. Then we have

$$\delta(\eta(p)) = \gamma(\theta(p)) + \beta'(\kappa(\theta(p))) = \beta(\theta(p))$$

for $p \in P$, which implies that $\delta$ is a chart. Since $Q'$ is sharp and saturated, $Q^{\text{gp}}$ is torsion free. It follows that the cokernel of $\eta^{\text{gp}}$ is torsion free. □

Lemma 3.1.7. Suppose $i: Z \to S$ is a strict closed immersion and $V \in \text{ISm}/Z$. Zariski locally on $V$, there exists $X \in \text{ISm}/S$ such that $X \times_S Z \simeq V$.

Proof. The question is Zariski local on $S$ and $V$, so we may assume that $V \to S$ admits a chart $\theta: P \to Q$ such that $\theta$ is injective and the cokernel of $\theta^{\text{gp}}$ is torsion free by Lemma 3.1.6. We may also assume that Spec($R$) := $Z$, Spec($R'$) := $S$, and $V$ are affine.

Let $v$ be a point of $V$. There exists a strict closed immersion $V \to W := Z \times_{k_p} \mathbb{A}_Q \times \mathbb{A}^n$ over $Z$ for some integer $n \geq 0$. Observe that $W$ is log smooth over $Z$ by [21, Theorem IV.3.1.8]. We set Spec($A$) := $W$, and let $I$ be the ideal of $A$ such that $V \simeq \text{Spec}(A/I)$. By [21, Theorem IV.3.2.2], the homomorphism

$$d: I/I^2 \otimes k(v) \to \Omega^1_{A/R} \otimes k(v)$$

is injective and admits a retraction. Use Nakayama’s lemma to choose generators $a_1, \ldots, a_n$ of $I$ such that $da_1, \ldots, da_n$ are linearly independent in $\Omega^1_{A/R} \otimes k(v)$.

We set Spec($A'$) := $Y := S \times_{k_p} \mathbb{A}_Q \times \mathbb{A}^n$. Choose any lifts $a'_1, \ldots, a'_n$ of $a_1, \ldots, a_n$ to $A'$, and let $I'$ be the ideal of $A'$ generated by $a'_1, \ldots, a'_n$. We also set $X := \text{Spec}(A'/I')$. The homomorphism

$$d: I'/I'^2 \otimes k(v) \to \Omega^1_{A'/R'} \otimes k(v)$$

is isomorphic to (3.1.4), which is injective and admits a retraction. Hence the homomorphism $d: I'/I'^2 \to \Omega^1_{A'/R'}$ is injective and admits a retraction on an open neighborhood $U$ of $v$ in $Y$. By [21, Theorem IV.3.1.8], $Y$ is log smooth over $S$. Together with [21, Theorem IV.3.2.2], we deduce that $U \times_Y X$ is log smooth over $S$. □

Lemma 3.1.8. Suppose $\mathcal{F} \in \text{Psh}(\text{ISm}/S)$. Then there exists a simplicial presheaf $\mathcal{F}'$ and a projective trivial fibration $\mathcal{F}' \to \mathcal{F}$ such that $\mathcal{F}'_n$ is a coproduct of representable presheaves for all integer $n \geq 0$.

Proof. A special case of [19, Lemma 1.16, p. 52]. □

Recall that colimits commute with pullbacks in the category of sheaves by [1, Proposition II.4.3(1)].

Lemma 3.1.9. Suppose $S \in \text{ISch}$ and $p: X \to S$ is a morphism in $\text{ISm}$. Consider the functor

$$p_*: \text{Psh}(\text{ISm}/X, \text{Spc}) \to \text{Psh}(\text{ISm}/S, \text{Spc}).$$

For every morphism $\mathcal{F} \to X$ in $\text{Psh}(\text{ISm}/S)$, there is a canonical equivalence

$$p_*(p^*\mathcal{F} \times_{p^*X} X) \simeq \mathcal{F}$$
in $\mathcal{P}sh(\mathcal{I}Sm/S, S\mathcal{P}c)$, where $p^*F \times_{p^*X} X$ is the fiber product in $\mathcal{P}sh(\mathcal{I}Sm/X)$, and the morphism $X \to p^*X$ is a right adjoint of $p_2X \cong X$.

**Proof.** Consider the morphism $\mathcal{X} \to \mathcal{F}$ in Lemma 3.1.8. Since $\mathcal{X} \cong \text{colim}_{n \in \Delta} \mathcal{X}_n$, we reduce to the case when $\mathcal{F}$ is a coproduct of representable presheaves. We further reduce to the case when $\mathcal{F}$ is representable by $Y \in \mathcal{I}Sm/S$. Use the isomorphism $(Y \times_S X) \times_{X \times_S X} X \cong Y$ to conclude. □

**Lemma 3.1.10.** Let $f: G \to F$ be a morphism in $\mathcal{P}sh(\mathcal{I}Sm/S)$. Suppose for every morphism $u: X \to F$ in $\mathcal{P}sh(\mathcal{I}Sm/S)$ with $X \in \mathcal{I}Sm/S$, the induced morphism (3.1.6) $p^*G \times_{p^*F} X \to X$ in $\mathcal{P}sh(\mathcal{I}Sm/S)$ is an $(s\mathcal{N}is \cup \mathbb{A}^1)$-local equivalence in $\mathcal{P}sh(\mathcal{I}Sm/S, S\mathcal{P}c)$. Here, the morphism $p: X \to S$ is the structure morphism, and the morphism $X \to p^*F$ used in the fiber product is a right adjoint of $p_2X \equiv X \hookrightarrow F$. Then $f$ is an $(s\mathcal{N}is \cup \mathbb{A}^1)$-local equivalence in $\mathcal{P}sh(\mathcal{I}Sm/S, S\mathcal{P}c)$.

**Proof.** By considering the morphism $X \to F$ in Lemma 3.1.8, we reduce to showing that the projection $G \times_{\mathcal{F}} X \to X$ in $\mathcal{P}sh(\mathcal{I}Sm/S)$ is an $(s\mathcal{N}is \cup \mathbb{A}^1)$-local equivalence in $\mathcal{P}sh(\mathcal{I}Sm/S, S\mathcal{P}c)$. There are equivalences $p_2(p^*G \times_{p^*X} X) \cong p_2(p^*G \times_{p^*F} p^*X \times_{p^*X} X) \cong p_2(p^*(G \times_{\mathcal{F}} X) \times_{p^*X} X) \cong G \times_{\mathcal{F}} X$, where we use Lemma 3.1.9 for the last equivalence. Since the functor (3.1.5) preserves $(s\mathcal{N}is \cup \mathbb{A}^1)$-local equivalences, we finish the proof by the assumption that (3.1.6) is an $(s\mathcal{N}is \cup \mathbb{A}^1)$-local equivalence. □

### 3.2. Study of $\Psi_{X,s}$

Throughout this subsection, we fix a commutative triangle

![Diagram]

in $\mathcal{I}Sch$ such that $i$ is a strict closed immersion and $f$ is log smooth. Let $\Psi_{X,s}$ be the presheaf on $\mathcal{I}Sm/S$ given by

$$
\Psi_{X,s}(Y) := \begin{cases} 
\text{Hom}_S(Y, X) \times_{\text{Hom}_Z(Y \times_S Z, Y \times_S X)} * & \text{if } Y \times_S Z \neq \emptyset \\
* & \text{if } Y \times_S Z = \emptyset,
\end{cases}
$$

for $Y \in \mathcal{I}Sm/S$, where the morphism $* \to \text{Hom}_Z(Y \times_S Z, Y \times_S X)$ appeared in the formulation is given by the composite

$$
Y \times_S Z \to Z \overset{\Gamma}{\to} X \times_S Z,
$$

and the first (resp. second) morphism is the projection (resp. graph morphism).

**Lemma 3.2.1.** Suppose

![Diagram]

is a commutative triangle such that $g$ is log étale. Then the evident morphism $\Psi_{X', s'} \to \Psi_{X, s}$
becomes an isomorphism after strict Nisnevich sheafifications.

Proof. We will construct the inverse of
\[
\Psi_{X',s'}(Y) \to \Psi_{X,s}(Y)
\]
for any henselization $Y$ of an fs log scheme in $\textbf{Ism}/S$. Suppose $h: Y \to X$ is a morphism of saturated log schemes over $S$ giving an element of $\Psi_{X,s}(Y)$. The diagram

\[
\begin{array}{c}
Y \times_S Z \ar[r]^{q_2} \ar[d]^{q_1} & Z \ar[r]^{\Gamma_s'} \ar[d]^{\Gamma_s} & X' \times_S Z \ar[r]^{p'_2} \ar[d]^{p_2} & X' \ar[d]^g \\
Y \ar[r]^{h \times \text{id}} & X \times_S Z \ar[r]^{g \times \text{id}} & X \times_S Z \ar[r]^g & X
\end{array}
\]

commutes, where $p_2, p'_2, q_1$, and $q_2$ are the projections. The outer of this diagram produces a morphism $u: Y \times_S Z \to Y \times_X X'$. Furthermore, the triangle

\[
\begin{array}{c}
Y \times_X X' \ar[d]^{r_1} \ar[dr]^{u} \ar[d]^{q_1} \\
Y \times_S Z \ar[r] & Y
\end{array}
\]

commutes, where $r_1$ is the projection. By Lemma 3.1.5, there exists a unique section $v: Y \times_X X' \to r_1$ extending $u$. The composite morphism $Y \to Y \times_X X' \to X'$ gives a section of $\Psi_{X',s'}(Y)$, where the second morphism is the projection. One can readily verify that this association gives the inverse of (3.2.1).

Lemma 3.2.2. The morphism
\[
\Psi_{X,s} \to S
\]
is an $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalence in $\mathcal{Psh}(\textbf{Ism}/S, \text{Sp})$.

Proof. (I) Locality on $S$. Suppose $\{p_i: S_i \to S\}_{i \in I}$ is a strict Nisnevich cover. By Lemma 3.1.4, it suffices to show that $p_i^\ast \Psi_{X,s} \to S_i$ is an $(s\text{Nis} \cup \mathbb{A}^1)$-local equivalence. There is a canonical isomorphism $p_i^\ast \Psi_{X,s} \simeq \Psi_{X_i,s_i}$ if $X_i := X \times_S S_i$ and $s_i$ is the pullback of $s$. Hence the question is strict Nisnevich local. In particular, we may assume that $S$ has a chart.

(II) Locality on $X$. Suppose $\{X_i \to X\}_{i \in I}$ is a Zariski cover. We set $Z_i := Z \times_X X_i$ and $S_i := S - (Z - Z_i)$. Then $Z_i \simeq Z \times_S S_i$. We have the induced commutative diagram

\[
\begin{array}{c}
Z_i \ar[d]^{t_i''} \ar[dl]_{t_i'} \ar[r]^{t_i} & X_i \times_S S_i \ar[r] & X \times_S S_i \ar[r] & S_i.
\end{array}
\]

We reduce to the case
\[
(S, X, Z, s) = (S_i, X \times_S S_i, Z_i, t_i'')
\]
by (I). Furthermore, we reduce to the case
\[
(S, X, Z, s) = (S_i, X_i \times_S S_i, Z_i, t_i'')
\]
by Lemma 3.2.1.

(III) Choose a Zariski cover \( \{ X_i \to X \}_{i \in I} \) such that each composition \( X_i \to S \) has a chart. The same is true for the projection \( X_i \times_S S_i \to S_i \) in (3.2.2). By the reduction (3.2.3), we may assume that \( Z \to X \to S \) has a chart \( P \xrightarrow{\theta} Q \xrightarrow{\eta} P' \) such that the induced morphism \( X \to S \times_{\mathbb{A}_S^n} \mathbb{A}_Q^n \) is strict étale, \( \theta \) is injective, and the cokernel of \( \theta^{\text{gp}} \) is finite and invertible in \( \mathcal{O}_X \).

(IV) By [21, Proposition I.4.2.17], \( \eta \) admits a factorization
\[
Q \xrightarrow{\eta'} Q' \xrightarrow{\eta''} P'
\]
such that \( \eta'^{\text{gp}} \) is an isomorphism and \( \eta'' \) is exact. We set \( X' := X \times_{\mathbb{A}_Q^n} \mathbb{A}_Q^n \). The projection \( g : X' \to X \) is atlas log étale. Since \( \eta'' \) is surjective, [21, Proposition I.4.2.1(3),(5)] implies that \( \eta'' \) is an isomorphism. It follows that we have an induced commutative triangle
\[
\begin{array}{ccc}
X' & \xrightarrow{s'} & Z \\
\downarrow{g} & & \downarrow{s} \\
X & \xrightarrow{s} & X
\end{array}
\]
in \( \text{Sch} \) such that \( s' \) is strict closed immersion. Together with [6, Lemma A.11.2], we can choose a maximal open subscheme \( U \) of \( X' \) that is strict over \( S \). Since \( i \) is strict, \( U \) contains \( Z \). Hence there is a commutative triangle
\[
\begin{array}{ccc}
U & \xrightarrow{s} & Z \\
\downarrow & & \downarrow{s} \\
X & \xrightarrow{s} & X
\end{array}
\]
such that the vertical morphism is strict étale. By Lemma 3.2.1, we can replace \( X \) by \( U \). Hence we reduce to the case when \( X \) is strict over \( S \). In this case, \( X \) is strict smooth over \( S \).

(V) By [11, Corollarie IV.17.12.2(d)], we can choose a Zariski cover \( \{ X_i \to X \}_{i \in I} \) such that each \( X_i \to S \) has a factorization
\[
X_i \xrightarrow{u_i} \mathbb{A}_S^n \to S
\]
such that \( u_i \) is strict étale, the second morphism is the projection and the induced morphism \( Z \times_X X_i \to \mathbb{A}_S^n \) factors through the zero section \( S \to \mathbb{A}_S^n \). The projection \( X_i \times_S S_i \to S_i \) in (3.2.2) has a factorization
\[
X_i \times_S S_i \to \mathbb{A}_{S_i}^n \to S_i.
\]
By the reduction (3.2.3), we reduce to the case when \( f \) has a factorization
\[
X \xrightarrow{u} \mathbb{A}_S^n \to S
\]
such that \( u \) is strict étale, the second morphism is the projection, and \( us : Z \to \mathbb{A}_S^n \) is the zero section.

(VI) By Lemma 3.2.1 again, we may assume \((X, s) = (\mathbb{A}_S^n, s_0), \) where \( s_0 : Z \to \mathbb{A}_S^n \) is the zero section. We have a morphism
\[
(3.2.4) \quad \Psi_{\mathbb{A}_S^0} \times \mathbb{A}_S^1 \to \Psi_{\mathbb{A}_S^0}
\]
of presheaves that maps \((f, t) \in \Psi_{A^1, 0}(Y) \times A^1_Y)\) for \(Y \in \mathbf{ISm}/S\) to the composite

\[
Y \longrightarrow A^n_S \times S \longrightarrow A^1_S \longrightarrow \Lambda^n_S
\]

Use this \(A^1\)-homotopy to complete the proof. □

3.3. **Proof of the localization property.** In this subsection, we fix a strict closed immersion \(i: Z \to S\) in \(\mathbf{ISch}\), and let \(j: U \to S\) be its open complement.

**Theorem 3.3.1.** For every \(F \in (A^1)^{-1}\mathbf{Shv}_{sNis}(\mathbf{ISm}/S, \mathbf{Sp})\), the commutative square

\[
\begin{array}{ccc}
  j_*j^*F & \longrightarrow & F \\
  U & \downarrow & i_*i^*F \\
  & \phantom{j_*} & \phantom{i_*}
\end{array}
\]

is cocartesian in \((A^1)^{-1}\mathbf{Shv}_{sNis}(\mathbf{ISm}/S, \mathbf{Sp})\), where the lower horizontal map is given by a unique object in \(\text{Map}(U, i_*i^*F) \simeq \text{Map}(\emptyset, i^*F)\).

**Proof.** Recall that \(i_*\) preserves colimits. Apply Lemma 2.1.5 to the natural transformation \(\text{colim} \left( \begin{array}{c} j_*j^* \to \text{id} \\
  U \end{array} \right) \to i_*i^*\) to reduce to the case when \(F = X\) for some \(X \in \mathbf{ISm}/S\).

In this case, we need to show that the morphism

\[
X \amalg X \times S U \to i_*(X \times S Z)
\]

is an \((sNis \cup A^1)\)-local equivalence. Owing to Lemma 3.1.10, it suffices to show that for any morphism \(p: V \to S\) in \(\mathbf{ISm}/S\) with a morphism \(s: V \to i_*(X \times S Z)\), the induced morphism

\[
\Psi_{X,V,s} := p^*(X \amalg X \times S U) \times p^*i_*(X \times S Z) \to V
\]

is an \((sNis \cup A^1)\)-local equivalence. The morphism \(s: V \to i_*(X \times S Z)\) gives a morphism

\[
s: V \times S Z \to X \times S Z.
\]

For \(Y \in \mathbf{ISm}/V\), we have

\[
\text{Hom}_S(Y, X \amalg X \times S U) \simeq \begin{cases} 
\text{Hom}_S(Y, X) & \text{if } Y \times S Z \neq \emptyset, \\
\ast & \text{if } Y \times S Z = \emptyset.
\end{cases}
\]

As a consequence, we have

\[
\Psi_{X,V,s}(T) \simeq \begin{cases} 
\text{Hom}_S(Y, X) \times \text{Hom}_Z(Y \times S Z, X \times S Z) \ast & \text{if } Y \times S Z \neq \emptyset, \\
\ast & \text{if } Y \times S Z = \emptyset,
\end{cases}
\]

where the map \(\ast \to \text{Hom}_Z(Y \times S Z, X \times S Z)\) in this formulation is given by

\[
Y \times S Z \to V \times S Z \cong X \times S Z.
\]

From this formulation, we have an isomorphism

\[
\Psi_{X,V,s} \simeq \Psi_{V \times S X,V,sV},
\]
where \( s_V \) is the morphism \((\text{id}, s) : V \times S Z \to (V \times S Z) \times_Z (X \times S Z) \simeq V \times S X \times S Z\).

We need to show that \( \Psi_{V \times S X, V, s_V} \to V \) is an \((sNis \cup \mathcal{A}^1)\)-local equivalence, which is done in Lemma 3.2.2 by arranging notation.

**Lemma 3.3.2.** For \( X \in \text{lSm}/S \), there is a cofiber sequence

\[
3.3.2
to obtain the cofiber sequence \((3.3.3)\) in \((\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(\text{lSm}/S, \text{Spc}_s)\). We have similar results for \( \text{Spt} \) and \( \mathcal{D}(\text{Mod}_A) \).

**Proof.** We focus on the case of \( \text{Spc}_s \) since the proofs are similar.

Let \( s_\emptyset \) be the smallest topology on \( \text{lSm}/S \) containing the empty cover of \( \emptyset \). A presheaf \( F \) of sets is a \( s_\emptyset \)-sheaf if and only if \( F(\emptyset) = \emptyset \). Suppose \( Y \in \text{lSm}/S \). For this topology, we have direct computations

\[
U_+(Y) \simeq \left\{ \begin{array}{ll}
* & \text{if } Y \times S Z = \emptyset,
\ast & \text{if } Y \times S Z \neq \emptyset,
\end{array} \right.
\]

\[
(i_+((X \times S Z))_+(Y) \simeq \ast \text{Hom}_Z(Y \times S Z, X \times S Z),
\]

\[
i_+((X \times S Z)_+(Y) \simeq \left\{ \begin{array}{ll}
* & \text{if } Y \times S Z = \emptyset,
\ast & \text{if } Y \times S Z \neq \emptyset.
\end{array} \right.
\]

From this, we obtain the cofiber sequence \((3.3.2)\) in \( \text{Shv}_{s_\emptyset}(\text{lSm}/S, \text{Spc}_s) \).

Argue as in the proof of Lemma 3.1.2 to see that the functor

\[
i_* : \text{Shv}_{s_\emptyset}(\text{lSm}/Z, \text{Spc}_s) \to \text{Shv}_{s_\emptyset}(\text{lSm}/X, \text{Spc}_s)
\]

preserves colimits. Apply \( L_{\mathcal{A}^1}L_{sNis} \) to this, and use Lemma 3.1.3 to obtain the cofiber sequence \((3.3.2)\) in \((\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(\text{lSm}/S, \text{Spc}_s)\).

**Theorem 3.3.3.** For every \( F \in (\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(\text{lSm}/S, \text{Spc}_s) \), the sequence

\[
3.3.3
j_2j^*F \overset{\text{ad}}{\longrightarrow} F \overset{\text{ad}}{\longrightarrow} i_*i^*F
\]

is a cofiber sequence in \((\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(\text{lSm}/S, \text{Spc}_s) \). Similar results hold for \( \text{Spt} \) and \( \mathcal{D}(\text{Mod}_A) \) too.

**Proof.** We focus on the case of \((\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(\text{lSm}/S, \text{Spc}_s) \) since the proofs are similar. Recall that \( i_* \) preserves colimits. Apply Lemma 2.1.5 to the natural transformation

\[
\text{cofib}(j_2j^* \overset{\text{ad}}{\longrightarrow} \text{id}) \to i_*i^*
\]

to reduce to the case when \( F = X_+ \) for some \( X \in \text{lSm}/S \). Then apply the colimit preserving functor \((-)_+ \) to \((3.3.1)\) and use Lemma 3.3.2 to conclude.

**Lemma 3.3.4.** The functor

\[
i_* : (\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(Z, \text{Spc}) \to (\mathcal{A}^1)^{-1}\text{Shv}_{sNis}(S, \text{Spc})
\]

sends \((dNis \cup \text{ver})\)-local equivalences to \((dNis \cup \text{ver})\)-local equivalences. Similar results hold for \( \text{Spc}_s, \text{Spt}, \) and \( \mathcal{D}(\text{Mod}_A) \) too.

**Proof.** We first treat the case of \( \text{Spc} \). Suppose \( Y \in \text{lSm}/Z \). To show that \( i_* \) preserves \( \text{ver} \)-local equivalences, we need to show that

\[
3.3.4
i_*(Y - \partial Z Y) \to i_*Y
\]

is a \( \text{ver} \)-local equivalence. This question is strict Nisnevich local on \( Y \), so we may assume that there exists \( X \in \text{lSm}/S \) such that \( X \times S Z \simeq Y \) by Lemma 3.1.7.
In this case, we have $i^*X \simeq Y$ and $i^*(X - \partial_S X) \simeq Y - \partial_Z X$. Theorem 3.3.1 gives cocartesian squares

$$
\begin{array}{ccc}
X \times_S U & \longrightarrow & X \\
\downarrow & & \downarrow \\
U & \longrightarrow & i_*i^*X,
\end{array}
\quad
\begin{array}{ccc}
(X - \partial_S X) \times_S U & \longrightarrow & X - \partial_S X \\
\downarrow & & \downarrow \\
U & \longrightarrow & i_*i^*(X - \partial_S X).
\end{array}
$$

Compare these two to deduce that (3.3.4) is a ver-local equivalence.

Suppose $Y' \to Y$ is a dividing cover in $l\text{Sm}/Z$. We need to show that (3.3.5)

$$i_*Y' \to i_*Y$$

is a dNis-local equivalence. This question is strict Nisnevich local on $Y$ too, so we may assume that $Y$ admits a chart $P$. By [6, Proposition A.11.5], there exists a subdivision $\Sigma$ of $\text{Spec}(P)$ such that $Y'' := Y' \times_{\mathcal{A}_P} T_{\Sigma} \simeq Y \times_{\mathcal{A}_P} T_{\Sigma}$.

We only need to show that the two induced maps $i_*Y'' \to i_*Y$ and $i_*Y' \to i_*Y'$ are equivalences. Replace $(Y, Y')$ by $(Y, Y'')$ and $(Y', Y'')$ to reduce to the case when $Y$ admits a morphism $Y \to \mathcal{A}_P$ with an fs monoid $P$ and $Y' = Y \times_{\mathcal{A}_P} \mathcal{A}_\Sigma$ for some subdivision $\Sigma$ of $\text{Spec}(P)$.

We may further assume that there exists $X \in l\text{Sm}/S$ with $X \times_S Z \simeq Y$ by Lemma 3.1.7. We set $X' := X \times_{\mathcal{A}_P} T_{\Sigma}$, then we have $Y' \simeq X' \times_S Z$. Theorem 3.3.1 gives cocartesian squares

$$
\begin{array}{ccc}
X \times_S U & \longrightarrow & X \\
\downarrow & & \downarrow \\
U & \longrightarrow & i_*i^*X,
\end{array}
\quad
\begin{array}{ccc}
X' \times_S U & \longrightarrow & X' \\
\downarrow & & \downarrow \\
U & \longrightarrow & i_*i^*X'.
\end{array}
$$

Compare these two to deduce that (3.3.5) is a dNis-local equivalence.

For the cases of $\text{Spec}_*$ and $D(\text{Mod}_\Lambda)$, use Theorem 3.3.3 instead of Theorem 3.3.1.

Since (3.1.3) preserves colimits, we have a colimit preserving functor

$$i_* : \mathcal{H}(Z) \to \mathcal{H}(S)$$

by Construction 2.1.2 and Lemma 3.3.4.

**Theorem 3.3.5.** For every $F \in \mathcal{H}(S)$, the square

$$
\begin{array}{ccc}
\text{j}j^*F & \longrightarrow & F \\
\downarrow & & \downarrow \\
U & \longrightarrow & i_*i^*F
\end{array}
$$

is cocartesian in $\mathcal{H}(S)$.

*Proof.* Apply $L_d_{\text{Nis},\square}$ to (3.3.1), and use Construction 2.1.2 and Lemma 3.3.4. \qed

**Theorem 3.3.6.** For every $F \in \mathcal{H}_*(S)$, the sequence

$$
\begin{array}{ccc}
\text{j}j^*F & \longrightarrow & F \\
\text{ad} & & \text{ad} \\
U & \longrightarrow & i_*i^*F
\end{array}
$$

is cocartesian in $\mathcal{H}_*(S)$.
is a cofiber sequence in $\mathcal{H}_*(S)$. We have similar results for $\mathcal{SH}_1$ and $\mathcal{DA}_{\text{eff}}(-,\Lambda)$ too.

\textbf{Proof.} Apply $L_{dNIS}\square$ to (3.3.3), and use Construction 2.1.2 and Lemma 3.3.4. \hfill \Box

\textbf{Lemma 3.3.7.} For every $F \in \mathcal{SH}_{S1}(Z)$, the canonical map
\[ \Sigma_{G}^{\log} \rightarrow i_* \Sigma_{G}^{\log} F \]
is an equivalence. A similar result holds for $\mathcal{DA}_{\text{eff}}(-,\Lambda)$ too.

\textbf{Proof.} We focus on the case of $\mathcal{SH}_1$ since the proofs are similar. Recall that $i_*$ preserves colimits. Use Lemma 2.1.5 to reduce to the case when $F = \Sigma_{G}^{\infty}X_+$ for some $X \in \mathcal{IS}$. The question is Zariski local on $X$. Hence by Lemma 3.1.7, we reduce to the case when $X \simeq V \times_X Z$ for some $V \in \mathcal{IS}$. We set $G := \Sigma_{G}^{\infty}V_+$ for simplicity of notation.

Consider the induced commutative diagram
\[ \begin{array}{ccc}
\Sigma_{G}^{\log} j_* G & \xrightarrow{\Sigma_{G}^{\log} j_*} & \Sigma_{G}^{\log} G \\
\downarrow & & \downarrow \text{id} \\
j_* \Sigma_{G}^{\log} G & \xrightarrow{i_*} & i_* \Sigma_{G}^{\log} G
\end{array} \]
whose rows are cofiber sequences by Theorem 3.3.6. To conclude, observe that $j_*$, $j^*$, and $i^*$ commute with $\Sigma_{G}^{\log}$. \hfill \Box

\textbf{Lemma 3.3.8.} In $\mathcal{P}^{L}$, there are commutative squares
\[ \begin{array}{ccc}
\mathcal{SH}_1(Z) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{SH}(Z) \\
\downarrow i_* & & \downarrow i_* \\
\mathcal{SH}_1(S) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{SH}(S)
\end{array} \]
\[ \begin{array}{ccc}
\mathcal{DA}_{\text{eff}}(Z,\Lambda) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{DA}(Z,\Lambda) \\
\downarrow i_* & & \downarrow i_* \\
\mathcal{DA}_{\text{eff}}(S,\Lambda) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{DA}(S,\Lambda)
\end{array} \]

\textbf{Proof.} We focus on the left square since the proofs are similar. By Lemma 3.3.8, we have a commutative diagram
\[ \begin{array}{ccc}
\mathcal{SH}_{S1}(Z) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{SH}_{S1}(Z) \\
\downarrow i_* & & \downarrow i_* \\
\mathcal{SH}_{S1}(S) & \xrightarrow{\Sigma_{G}^{\log}_{i_*}} & \mathcal{SH}_{S1}(S)
\end{array} \]
\[ \mathcal{SH}_{S1}(Z) \xrightarrow{\Sigma_{G}^{\log}_{i_*}} \mathcal{SH}_{S1}(Z) \rightarrow \cdots \]
Take colimits in $\mathcal{P}^{L}$ along the rows to obtain the desired diagram. \hfill \Box

\textbf{Theorem 3.3.9.} For every $F \in \mathcal{SH}(S)$, the sequence
\[ j_2 j_* F \xrightarrow{ad} F \xrightarrow{ad} i_* i^* F \]
is a cofiber sequence in $\mathcal{SH}(S)$. A similar result holds for $\mathcal{DA}_{\text{eff}}(-,\Lambda)$ too.

\textbf{Proof.} We focus on $\mathcal{SH}(S)$ since the proofs are similar. By Lemma 3.3.8, $i_*$ preserves colimits. Apply Lemma 2.1.5 to the natural transformation
\[ \text{cofib}(j_2 j_* \xrightarrow{ad} \text{id}) \rightarrow i_* i^* \]
to reduce to the case when $F = \Sigma^\infty_1 X_+$ for some $X \in \mathbf{ISm}/S$.

Since $\Sigma^\infty_{P_1}$ is a functor of premotivic $\infty$-categories, $\Sigma^\infty_{P_1}$ commutes with $j_!$, $j^*$, and $i^*$. Together with Lemma 3.3.8, we reduce to showing that the sequence

$$
\Sigma^\infty_1 j_! j^* X_+ \rightarrow \Sigma^\infty_1 X_+ \rightarrow \Sigma^\infty_1 i_* i^* X_+
$$

is a cofiber sequence. This follows from Theorem 3.3.6. □

**Proposition 3.3.10.** For every $F \in \mathcal{H}_*(\mathbb{Z})$, the map

$$i^* i_* F \xrightarrow{ad} F$$

is an equivalence. Similar results hold for $\mathcal{SH}_{S1}$, $\mathcal{SH}$, $\mathcal{DA}^{eff}(-, \Lambda)$, and $\mathcal{DA}(-, \Lambda)$ too.

**Proof.** We focus on the case of $\mathcal{H}_*(\mathbb{Z})$ since the proofs are similar. Recall that $i_*$ preserves colimits. By Lemma 2.1.5, we reduce to the case when $F = X_+$ for some $X \in \mathbf{ISm}/S$. Then the question is Zariski local on $X$. Hence by Lemma 3.1.7, we reduce to the case when $X \cong V \times_S \mathbb{Z}$ for some $V \in \mathbf{sSm}/S$. We need to show that the map

$$i^* i_* i^* V_+ \xrightarrow{ad} i^* V_+$$

is an equivalence. We can alternatively show that the map

$$i^* V_+ \xrightarrow{ad} i^* i_* i^* V_+$$

is an equivalence. This is a consequence of Theorem 3.3.3. □

### 3.4. Consequences of the localization property

Throughout this subsection, we fix a base $B \in \mathbf{Sch}$ and an $\mathbf{sSm}$-premotivic $\infty$-category $\mathcal{T}$ over $\mathbf{IFt}/B$, where $\mathbf{sSm}$ denotes the class of strict smooth morphisms, and $\mathbf{IFt}$ denotes the class of morphisms of finite type in $\mathbf{ISch}$. We assume that the following conditions for $\mathcal{T}$:

- **(Localization property)** For every strict closed immersion $i$ in $\mathbf{IFt}/B$ with its open complement $j$, the sequence
  $$j_! j^* \xrightarrow{ad} \text{id} \xrightarrow{ad} i_* i^*$$

  is a cofiber sequence, and $i_*$ is fully faithful.

- **($\mathbb{A}^1$-invariance)** Suppose $X \in \mathbf{IFt}/B$. Then $p^*$ is fully faithful, where $p: X \times \mathbb{A}^1 \rightarrow X$ is the projection.

- **($\mathbb{P}^1$-stability)** Suppose $X \in \mathbf{IFt}/B$. Then the functor
  $$(-) \otimes M(\mathbb{P}^1/1): \mathcal{T}(X) \rightarrow \mathcal{T}(X)$$

  is an equivalence, where $M(\mathbb{P}^1/1) := \text{cofib}(M(\{1\}) \rightarrow M(\mathbb{P}^1))$.

For example, $\mathcal{SH}$ and $\mathcal{DA}(-, \Lambda)$ satisfy these conditions.

**Definition 3.4.1.** For $X \in \mathbf{IFt}/B$, recall from [6, Definition 7.1.2] that a **vector bundle over $X$** is a strict morphism $\xi: \mathcal{E} \rightarrow X$ such that $\mathcal{E}: \mathcal{E} \rightarrow X$ is a vector bundle over $X$. In this case, we set

$$MTh(\mathcal{E}) := \text{cofib}(M(\mathcal{E} - Z) \rightarrow M(\mathcal{E}))$$

where $Z$ is the zero section of $\mathcal{E}$.

**Theorem 3.4.2.** The homotopy category $\text{Ho}(\mathcal{T})$ enjoys the following properties.
(1) There exists a covariant 2-functor $f \mapsto f_!$ on the subcategory of $\text{IFt}/B$ whose objects are the same as $\text{IFt}/B$ and whose morphisms are the strict morphisms. If $f$ is strict proper, then $f_! \simeq f_*$. If $f$ is an open immersion, then $f_! \simeq f_\#$.

(2) Suppose $f$ is a strict smooth morphism in $\text{IFt}/B$. There exists a natural isomorphism

$$f_\# \simeq f_!(\text{MT}_h(T_f) \otimes -),$$

where $T_f$ is the tangent bundle of $f$. Furthermore, $\text{MT}_h(-T_f)$ is the $\otimes$-inverse of $\text{MT}_h(T_f)$.

(3) Suppose

$$\begin{array}{ccc}
Y' & \xrightarrow{g'} & Y \\
\downarrow f' & & \downarrow f \\
X' & \xrightarrow{g} & X
\end{array}$$

is a cartesian square in $\text{IFt}/B$. If $f$ and $g$ are strict, then there exists a natural isomorphism

$$\text{Ex}: g^* f_! \xrightarrow{\sim} f'_! g'^*.$$

(4) Suppose $f$ is a strict morphism in $\text{IFt}/B$. Then there exists a natural isomorphism

$$\text{Ex}: f_! (-) \otimes (-) \xrightarrow{\sim} f_\# (\text{MT}_h(-) \otimes f^*(-)).$$

Proof. For every $X \in \text{IFt}/B$, the restriction of $\text{Ho}(\mathcal{F})$ to $\text{sFt}/X \simeq \text{Ft}/X$ is a motivic triangulated category in the sense of [8, Definition 2.4.45], where $\text{Ft}$ (resp. $\text{sFt}$) denotes the class of morphisms (resp. strict morphisms) of finite type in $\text{Sch}$ (resp. $\text{lSch}$). Note that the condition [8, Remark 2.4.47(1)] is automatic in our setting due to [28]. Use [8, Theorem 2.4.50] for varying $X$ to conclude.

Let us explain Theorem 3.4.2(1) in more detail. Suppose

$$\begin{array}{ccc}
U' & \xrightarrow{j'} & X' \\
\downarrow p' & & \downarrow p \\
U & \xrightarrow{j} & X
\end{array}$$

is a cartesian square in $\text{IFt}/B$ such that $j$ is an open immersion and $p$ is proper. Then we have the natural transformation

$$\text{Ex}: j_! p'_* \rightarrow p_* j_2'$$

given by the composition

$$\text{Ex}: j_2 p'_* \xrightarrow{ad} p_* p^* j_2' p'_* \xrightarrow{\text{Ex}^{-1}} p_* j_2' p^* p'_* \xrightarrow{ad} p_* j_2'.$$

If $p$ is strict proper, then the composition

$$j_2 p'_* \xrightarrow{\sim} j_2 p'_! \xrightarrow{\sim} p_* j_2' \xrightarrow{\sim} p_* j_2'$$

is given by (3.4.1) according to [8, Section 2.2.a].
The main result of this section is Theorem 4.3.4, which expresses

\begin{equation}
\text{map}_{\mathcal{SH}(\mathbb{A}^n, \mathbb{B})}(M(X)(d), M(C))
\end{equation}

in terms of a mapping spectrum in $\mathcal{SH}(X - \partial_{\mathbb{A}^n, \mathbb{B}} X)$ for $B \in \mathbf{Sch}$, open subscheme $C$ of $\mathbb{G}_{m, B}$, $X \in \mathbf{Sm}/\mathbb{A}^n$, and integer $d$. The outline of the proof is as follows. We will introduce the \textit{dividing vertical localization} $L_{div}$ in Subsection 4.2. We will have an explicit description of

$L_{div} L_{\div} L_{\text{div}} L_{sNis} \Sigma^n_{p_1} C_+.$

Using the result of Subsection 4.1, we will show that this is \textit{ver}-local. This explicit description will allow us to conclude.

The reason for taking this strategy is that we do not know an explicit description of $L_{ver}$ unlike $L_{div}$. The following illustrates the scheme of the proof of Theorem 4.3.4.

\begin{center}
\begin{tikzcd}
\text{Proposition 4.2.10} \arrow[r] & \text{Proposition 4.1.5} \arrow[r] & \text{Lemmas 4.1.6–4.1.14} \\
\text{Lemma 4.3.1} \arrow[r] & \text{Lemma 4.3.3} \arrow[r] & \text{Constructions 4.2.6, 4.2.7} \\
\text{Construction 4.2.5} \arrow[r] & \text{Lemma 4.3.2} \arrow[r] & \text{Theorem 4.3.4}
\end{tikzcd}
\end{center}

In Subsection 4.4, we explain how we extend cohomology theories of schemes to fs log schemes.

4.1. **Key comparison.** Throughout this subsection, we fix $B \in \mathbf{Sch}$ and an open subscheme $C$ of $\mathbb{G}_{m, B}$. We also fix a motivic $\infty$-category $\mathcal{T}$, i.e., an $\mathbf{Sm}$-premotivic $\infty$-category over $\mathbf{Sch}/B$ whose homotopy category is a motivic triangulated category in the sense of [8, Definition 2.4.45]. For a stable $\infty$-category $C$, let $\text{map}_C(-, -)$ denote the mapping spectrum.

If $P$ is a sharp saturated monoid, then $P^{sp}$ is torsion free by [21, Proposition I.1.3.5(2)].

**Lemma 4.1.1.** Let $P$ be an fs monoid. Then there is a non-canonical decomposition

$P \simeq P^* \oplus \overline{P}.$

**Proof.** Let $\theta: P \to \overline{P}$ be the quotient homomorphism. Since $P^{sp}$ is torsion free, there exists a section $\eta: P^{sp} \to P^{sp}$ of $\theta^{sp}$. Let $p$ be an element of $\overline{P}$, and choose an element $p' \in P$ such that $\theta(p') = p$. Then

$\theta^{sp} \eta(p) = p = \theta^{sp}(p'),$

so $\eta(p) - p' \in \ker \theta^{sp} = P^*$. Thus $\eta(p) \in P$. This means $\eta(\overline{P}) \subset P$, so $\eta$ induces a section of $\theta$. Let

$\lambda: P^* \oplus \overline{P} \to P$

be the homomorphism sending $(x, y) \in P^* \oplus \overline{P}$ to $x + \eta(y)$.

If $\lambda(x, y) = \lambda(x', y')$, then $\eta(y) - \eta(y') \in P^*$. This means $y - y' = \theta(\eta(y)) - \theta(\eta(y')) = 0$. Hence we have $x = x'$, which shows that $\lambda$ is injective. If $q \in P$, then $q - \eta(\theta(q)) \in P^*$, and $\lambda$ maps $(q - \eta(\theta(q)), \theta(q))$ to $q$. Hence $\lambda$ is surjective. \qed
Definition 4.1.2. For an fs monoid $P$, let $P^{\text{tor}}$ be the torsion subgroup of $P^*$. We set $P^{\text{fl}} := P/P^{\text{tor}}$. Lemma 4.1.1 gives a non-canonical decomposition
\begin{equation}
P \simeq P^{\text{fl}} \oplus P^{\text{tor}}.
\end{equation}

Lemma 4.1.3. Suppose $f : Y' \to Y$ is a dividing cover in $\text{lSm}/X$, where $X \in \text{lSch}$. For all open immersions $U \to Y$ and $V \to Y - \partial Y$, there is a canonical equivalence
\[
\text{map}_{\mathcal{F}(U)}(M(U), M(V)) \simeq \text{map}_{\mathcal{F}(U \times_Y Y')}(M(U \times_Y Y'), M(V \times_Y Y')).
\]

Proof. Let $g : U \times_Y Y' \to U$ be the projection. Consider the induced cartesian square
\[
\begin{array}{ccc}
V \times_Y Y' & \longrightarrow & U \times_Y Y' \\
\downarrow & & \downarrow g \\
V & \longrightarrow & U
\end{array}
\]
We have equivalences
\[
g_*g^*M(V) \simeq g_*M(V \times_Y Y') \simeq M(V),
\]
where we use Theorem 3.4.2(1) for the second equivalence. By adjunction, we obtain the desired equivalence. \hfill \square

Construction 4.1.4. Recall that $C$ is an open subscheme of $\mathbb{G}_{m,B}$. For $Y \in \text{lSch}/\mathbb{A}^{1}_{N,B}$ and integer $d$, we set
\[
\Phi_d(Y) := \text{map}_{\mathcal{F}(Y)}(M(Y)(d), M(Y \times_{\mathbb{A}^{1}_{N,B}} C)) \in \text{Ho}(\text{Spt}),
\]
which defines a functor $\Phi_d : (\text{lSch}/\mathbb{A}^{1}_{N,B})^{op} \to \text{Ho}(\text{Spt})$. We also set
\[
\Theta_d(Y) := \Phi_d(Y - \partial_{\mathbb{A}^{1}_{N,B}} Y).
\]
If $Y$ is vertical over $\mathbb{A}^{1}_{N,B}$, then $\Theta_d(Y) \simeq \Phi_d(Y)$.

Suppose $f : Y' \to Y$ is a dividing cover in $\text{lSm}/\mathbb{A}^{1}_{N,B}$. Lemma 4.1.3 shows that $\Phi_d(f)$ is an isomorphism. By Propositions 2.3.8(1) and 2.3.10, $(Y - \partial_{\mathbb{A}^{1}_{N,B}} Y) \times_Y Y'$ is vertical over $\mathbb{A}^{1}_{N,B}$. In other words, we have the open immersion
\begin{equation}
(Y - \partial_{\mathbb{A}^{1}_{N,B}} Y) \times_Y Y' \hookrightarrow Y' - \partial_{\mathbb{A}^{1}_{N,B}} Y'.
\end{equation}
Hence we obtain a morphism
\begin{equation}
\Theta_d(f) : \Theta_d(Y') \to \Theta_d(Y)
\end{equation}
given by the composition
\[
\Phi_d(Y' - \partial_{\mathbb{A}^{1}_{N,B}} Y') \to \Phi_d((Y - \partial_{\mathbb{A}^{1}_{N,B}} Y) \times_Y Y') \simeq \Phi_d(Y - \partial_{\mathbb{A}^{1}_{N,B}} Y).
\]
If $g : Y'' \to Y'$ is another dividing cover, then use the commutative diagram
\[
\begin{array}{ccc}
(Y - \partial_{\mathbb{A}^{1}_{N,B}} Y) \times_Y Y'' & \hookrightarrow & (Y' - \partial_{\mathbb{A}^{1}_{N,B}} Y') \times_Y Y'' \hookrightarrow Y'' \\
\downarrow & & \downarrow \\
Y - \partial_{\mathbb{A}^{1}_{N,B}} Y & \hookrightarrow & Y' - \partial_{\mathbb{A}^{1}_{N,B}} Y'
\end{array}
\]
to show $\Theta_d(g)\Theta_d(f) \simeq \Theta_d(gf)$. Hence $\Theta_d$ is covariant for dividing covers. On the other hand, $\Theta_d$ is contravariant for open immersions.
Proposition 4.1.5. For all dividing cover $p$ in $\text{lSm}/\underline{\mathbb{A}}_{\mathbb{N}, B}$ and integer $d$, $\Theta_d(p)$ is an isomorphism.

Lemmas 4.1.6–4.1.14 are the steps of the proof. We only write the case of $d = 0$ for notational ease, and we set $\Phi := \Phi_0$ and $\Theta := \Theta_0$. We finish the proof at the end of this section.

For an fs monoid $P$ and its ideal $I$, let $\underline{\mathbb{A}}_{(P, I)}$ be the strict closed subscheme of $\underline{\mathbb{A}}_P$ whose underlying scheme is given by $\text{Spec}(\mathbb{Z}[P]/(I))$. We set

$$\underline{\mathbb{A}}_{(P, 1), B} := \underline{\mathbb{A}}_{(P, I)} \times B, \quad \text{pt}_N := \underline{\mathbb{A}}_{(\mathbb{N}, N^+)} \times B.$$

Lemma 4.1.6. Let $\theta : \mathbb{N} \to P$ be a vertical homomorphism of fs monoids. Assume $\overline{\mathbb{P}} \simeq \mathbb{N}^n$ for some integer $n \geq 1$. If $F$ is a face of $P$ with $F \neq P$, then we have an isomorphism

$$\Phi(\underline{\mathbb{A}}_{F, B}) \simeq \Phi(\underline{\mathbb{A}}_{P, B}).$$

Proof. Replace $(P, B)$ by $(\overline{\mathbb{P}}, \underline{\mathbb{A}}_{F, B})$ to reduce to the case when $P \simeq \mathbb{N}^n$. We proceed by induction on $n$. The claim is trivial for $n = 1$. Assume $n > 1$. By induction, we only need to consider the case when the rank of $F^\text{gp}$ is $n - 1$. Let $\{e_1, \ldots, e_n\}$ be the standard coordinate in $\mathbb{Z}^n$. Without loss of generality, we may assume that $F$ is generated by $e_2, \ldots, e_n$.

We express $\theta(1)$ as $(a_1, a_2, \ldots, a_n)$ with $a_1, \ldots, a_n > 0$. Let $L$ be the lattice for $\text{Spec}(P)$. We set

$$Q := ((a_1 e_1 + a_2 e_2)Q \oplus (-e_1)Q \oplus e_3 Q \oplus \cdots \oplus e_n Q) \cap L^\vee,$$

$$Q' := ((a_1 e_1 + a_2 e_2)Q \oplus e_2 Q \oplus e_3 Q \oplus \cdots \oplus e_n Q) \cap L^\vee.$$

We have the homomorphisms $\mathbb{N} \to Q, Q'$ induced by $\theta$. The dual cones are

$$\text{Spec}(Q) = ((-a_2 e_1 + a_1 e_2)Q \oplus e_2 Q \oplus \cdots \oplus e_n Q) \cap L,$$

$$\text{Spec}(Q') = ((-a_2 e_1 + a_1 e_2)Q \oplus e_1 Q \oplus e_3 Q \oplus \cdots \oplus e_n Q) \cap L.$$

We have the face $G := ((a_1 e_1 + a_2 e_2)Q \oplus e_3 Q \oplus \cdots \oplus e_n Q) \cap L^\vee$ of $Q$ and $Q'$.

By [21, Proposition I.2.2.1], there exists a homomorphism $\eta : Q \to \mathbb{N}$ such that $\eta^{-1}(0) = G$. Consider the homomorphism $\mu : Q \to Q \oplus \mathbb{N}$ sending $\sigma \in Q$ to $(\sigma, \eta(\sigma))$, which induces a homomorphism

$$h : \mathbb{Z}[Q] \to \mathbb{Z}[Q \oplus \mathbb{N}].$$

The zero and one sections $\text{Spec}(\mathbb{Z}) \Rightarrow \mathbb{A}^1$ induce homomorphisms

$$a_0, a_1 : \mathbb{Z}[Q \oplus \mathbb{N}] \to \mathbb{Z}[Q].$$

Consider the log structure homomorphism $\gamma : Q \oplus \mathbb{N} \to \mathbb{Z}[Q \oplus \mathbb{N}]$. We set $x^\sigma := \gamma(\sigma, 0)$ for $\sigma \in Q$ and $t := \gamma(0, 1)$. Then $a_1 h = \text{id}$ and

$$a_0 h(x^\sigma) = a_0(x^\sigma t^\eta(\sigma)) = \begin{cases} 0 & \text{if } \sigma \in Q - G, \\ x^\sigma & \text{if } \sigma \in G. \end{cases}$$

This shows that the induced morphism

$$m : \underline{\mathbb{A}}_Q \times \underline{\mathbb{A}}^1 \to \underline{\mathbb{A}}_Q,$$

is an elementary $\mathbb{A}^1$-homotopy between $i p$ and $\text{id}$ over $\underline{\mathbb{A}}_Q$, where $p : \underline{\mathbb{A}}_Q \to \underline{\mathbb{A}}_Q$ is the morphism induced by the inclusion $G \to Q$, and $i : \underline{\mathbb{A}}_G \simeq \underline{\mathbb{A}}_{(Q, Q-G)} \to \underline{\mathbb{A}}_Q$ is the obvious closed immersion.
Use $m$ to obtain an isomorphism

\[ \Phi(A_{Q,B}) \simeq \Phi(A_{G,B}). \]  

(4.1.4)

We can similarly show

\[ \Phi(A_{Q',B}) \simeq \Phi(A_{G,B}). \]  

(4.1.5)

Let $\Delta$ be the fan in $L$ whose maximal cones are $\text{Spec}(P)$ and $\text{Spec}(Q)$. Then $\Delta$ is a subdivision of $\text{Spec}(Q')$. Hence we have

\[ \Phi(\overline{\Delta},B) \simeq \Phi(A_{Q',B}). \]  

(4.1.6)

The intersection of the cones $\text{Spec}(P)$ and $\text{Spec}(Q)$ is $\text{Spec}(P_F)$. By Zariski descent, the induced square

\[ \begin{array}{ccc}
\Phi(\overline{\Delta},B) & \longrightarrow & \Phi(A_{Q,B}) \\
\downarrow & & \downarrow \\
\Phi(A_{P,B}) & \longrightarrow & \Phi(A_{P_F,B})
\end{array} \]

is cartesian. Combine with (4.1.4), (4.1.5), and (4.1.6) to finish the proof. \qed

For every fan $\Sigma$ in a lattice $L$, let $|\Sigma|_\mathbb{R}$ denote the closure of the support $|\Sigma|$ in $\mathbb{R} \otimes_\mathbb{Q} L$. The origin of $|\Sigma|_\mathbb{R}$ is denoted by $0$.

**Lemma 4.1.7.** Let $\theta: \mathbb{N} \to P$ be a nontrivial homomorphism of fs monoids. If $P^e_p$ is torsion tree and $P^+ \neq 0$, then the topological space

\[ |\text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)|_\mathbb{R} - \{0\} \]

is acyclic.

**Proof.** If $\theta$ is vertical, then $|\text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)|_\mathbb{R} - \{0\} = |\text{Spec}(P)|_\mathbb{R} - \{0\}$ is contractible since $|\text{Spec}(P)|_\mathbb{R} - \{0\}$ is convex.

Assume $\theta$ is not vertical. Let $f: |\text{Spec}(P)|_\mathbb{R} \to |\text{Spec}(\mathbb{N})|_\mathbb{R} \simeq \mathbb{R}_{\geq 0}$ be the map induced by $\theta$. Choose any homomorphism $\eta: \mathbb{N} \to P$ such that $\eta(1)$ is not contained in any proper face of $P$. This induces a map $h: |\text{Spec}(P)|_\mathbb{R} \to \mathbb{R}_{\geq 0}$ such that $h^{-1}(0) = 0$. We set

\[ V := f^{-1}(0) \cap h^{-1}(1) \text{ and } W := |\text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)|_\mathbb{R} \cap h^{-1}(1). \]

For a cone $\sigma \in \text{Spec}(P)$, we have $\sigma \in \text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)$ if and only if $\sigma$ does not contain a ray $r$ with $f(r) = 0$. Hence $f(x) > 0$ for all $x \in |\text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)|_\mathbb{R} - \{0\}$, so we have $V \cap W = \emptyset$. There is a homeomorphism

\[ |\text{Spec}(P) - \partial_{\text{Spec}(\mathbb{N})}\text{Spec}(P)|_\mathbb{R} - \{0\} \simeq W \times \mathbb{R}_{>0}. \]

Hence it suffices to show that $W$ is acyclic.

Let $X$ be the boundary of $h^{-1}(1)$. Since $h^{-1}(1)$ is a convex polytope, $X$ is homeomorphic to $S^{n-2}$, where $n$ is the rank of $P^e_p$. We assumed that $\theta$ is not vertical, so we have $W \subset X$. By the Alexander duality

\[ \tilde{H}_q(X - W) \simeq \tilde{H}^{n-q-3}(W) \]

for all integer $q \geq 0$, we only need to show that $U := X - W$ is acyclic.

Let $\Gamma$ be the set of cones $\sigma$ of $\text{Spec}(P)$ such that there exists two rays $r_1$ and $r_2$ of $\sigma$ with $f(r_1) = 0$ and $f(r_2) \neq 0$. Equivalently, $|\sigma|_\mathbb{R} \cap V, |\sigma|_\mathbb{R} \cap W \neq \emptyset$. We set $u(\sigma) := |\sigma|_\mathbb{R} \cap U$. Let $\{\sigma_1, \ldots, \sigma_m\}$ be the set of elements of $\Gamma$. Suppose $I := \{i_1, \ldots, i_r\}$ is a nonempty subset of $\{1, \ldots, m\}$, and we set $\sigma_I := \sigma_{i_1} \cap \cdots \cap \sigma_{i_r}$. 

If \( u(\sigma_I) = \emptyset \), then \( u(\sigma_I) \cap V = \emptyset \). On the other hand, if \( u(\sigma_I) \neq \emptyset \), then \( \sigma_I \) contains a ray \( r \) with \( f(r) = 0 \). Hence we have \( u(\sigma_I) \cap V \neq \emptyset \). Since \( u(\sigma_I) \) and \( u(\sigma_I) \cap V \) are convex, they are contractible. Hence the inclusion

\[ u(\sigma_I) \cap V \to u(\sigma_I) \]

is a homotopy equivalence.

Since \( \{u(\sigma_1), \ldots, u(\sigma_m), V\} \) (resp. \( \{u(\sigma_1) \cap V, \ldots, u(\sigma_m) \cap V, V\} \)) is a closed cover of \( U \) (resp. \( V \)), the homomorphism of singular cohomology groups \( H_*(V) \to H_*(U) \) induced by the inclusion \( V \to U \) is an isomorphism by Mayer-Vietoris. The assumption that \( \theta \) is nontrivial implies that \( V \) is not empty. Furthermore, \( V \) is convex, so \( V \) is contractible. It follows that \( U \) is acyclic. □

**Example 4.1.8.** Let us give a specific example for Lemma 4.1.7 to help the readers to understand its proof. Suppose \( P \) is the submonoid of \( \mathbb{Z}^3 \) generated by \((1, 0, 0), (0, 1, 0), (1, 0, 1), (0, 1, 1)\). Then \(|\text{Spec}(P)\rangle_{\mathbb{R}}\) is generated by \((1, 0, 0), (0, 1, 0), (0, 0, 1)\), and \((1, 1, -1)\). Suppose \( \theta: \mathbb{N} \to P \) (resp. \( \eta: \mathbb{N} \to P \)) is the homomorphism sending 1 to \((1, 1, 0)\) (resp. \((1, 1, 1)\)). Then \( f \) (resp. \( h \)) sends \((x, y, z)\) to \(x + y\) (resp. \(x + y + z\)). The following figure illustrates several topological spaces appearing in the proof of Lemma 4.1.7.

![Diagram](image)

**Lemma 4.1.9.** Let \( f: \Delta \to \text{Spec}(\mathbb{N}) \) be a vertical morphism of fans, and let \( \sigma \) be any nontrivial cone of \( \Delta \). If the topological space \(|\Delta\rangle_{\mathbb{R}} - \{0\}\) is acyclic, then there is an isomorphism \( \Phi(\Sigma_{\tau,B}) \simeq \Phi(\Sigma_{\Delta,B}) \).

**Proof.** Since \( \Phi \) is invariant for dividing covers, we may assume that every cone of \( \Delta \) is smooth by [10, Theorem 11.1.9]. For a cone \( \delta \) of \( \Delta \), we set

\[ \Phi(\delta) := \Phi(\Sigma_{\delta,B}) \]

Observe that \( \Phi \) is contravariant for the inclusions of cones.

There exists a colimit preserving functor

\[ \alpha: \text{Spt} \to \mathcal{F}(\mathcal{S}) \]

sending the sphere spectrum \( \mathcal{S} \) to \( \mathbb{1} \) by [17, Corollary 1.4.4.6]. For a space \( V \), we set

\[ \epsilon(V) := \alpha(\text{map}_{\text{Spt}}(\Sigma^\infty V, \mathcal{S})) \]

If \( V \) is contractible, then \( \epsilon(V) \simeq 1 \). If \( V \) is empty, then \( \epsilon(V) \simeq 0 \).

If \( \delta' \subset \delta \) are nontrivial cones of \( \Delta \), then Lemma 4.1.6 shows \( \Phi(\delta') \simeq \Phi(\delta) \). Together with the connectivity of \(|\delta|_{\mathbb{R}} - \{0\}\), we have

\[ \Phi(\delta) \simeq \Phi(\sigma) \]

Observe also that \(|\delta|_{\mathbb{R}} - \{0\}\) is contractible since it is convex. On the other hand, \( \Phi(\delta) = \Phi(0) \) if \( \delta = 0 \). These two formulas for \( \Phi \) can be combined into a single functorial isomorphism

\[ \Phi(\delta) \simeq \Phi(\sigma) \otimes \epsilon(|\delta|_{\mathbb{R}} - \{0\}) \oplus \Phi(0) \otimes \text{fib}(\mathbb{1} \to \epsilon(|\delta|_{\mathbb{R}} - \{0\})) \]
for all cone $\delta$ of $\Delta$.

Let $\delta_1, \ldots, \delta_m$ be all the maximal cones of $\Delta$. If $v$ is an object of the simplicial set $I := (\Delta^1)^m - \{(1, \ldots, 1)\}$, we set

$$\delta_v := \delta_{i_1} \cap \cdots \cap \delta_{i_r},$$

where the $i$-th coordinate of $v$ is 0 if and only if $i \in \{i_1, \ldots, i_r\}$. If $v \to w$ is a morphism in $I$, then we have the morphism $\delta_v \to \delta_w$ given by the inclusion of the cones. Hence we can take limits on both sides of (4.1.7) to obtain an equivalence

$$\tag{4.1.8} \lim_{v \in I} \Phi(\delta) \simeq \lim_{v \in I} (\Phi(\sigma) \otimes \epsilon(\delta|_R - \{0\}) \oplus \Phi(0) \otimes \fib(I \to \epsilon(\delta|_R - \{0\}))).$$

The left hand side of (4.1.8) is equivalent to $\Phi(T_{\Delta,B})$ by Zariski descent. Since $\{\delta_1|_R - \{0\}, \ldots, \delta_m|_R - \{0\}\}$ is a closed cover of $\Delta|_R - \{0\}$, the right hand side of (4.1.8) is equivalent to

$$\Phi(\sigma) \otimes \epsilon(\Delta|_R - \{0\}) \oplus \Phi(0) \otimes \fib(I \to \epsilon(\Delta|_R - \{0\}))$$

by Mayer-Vietoris, which is equivalent to $\Phi(\sigma)$ since $\Delta|_R - \{0\}$ is acyclic. $\square$

We refer to [10, Section 11.1] for the definition of a star subdivision of a fan.

**Lemma 4.1.10.** Let $\theta : \mathbb{N} \to Q$ be a homomorphism of fs monoids, and let $\Sigma$ be a star subdivision of $\Spec(P)$ with $P := Q^{\text{st}}$. Then $\Theta(p)$ is an isomorphism, where $p : \mathcal{A}_{Q,B} \times_{\mathcal{A}_P} \mathcal{T}_\Sigma \to \mathcal{A}_{Q,B}$ is the projection.

**Proof.** Replace $(Q, B)$ by $(P, \mathcal{A}_{Q,B})$ to reduce to the case when $Q^{\text{gp}}$ is torsion free, i.e., $P = Q$.

If $\theta$ is trivial, then

$$\mathcal{A}_{P,B} - \partial_{h,v,B} \mathcal{A}_{P,B} \simeq \mathcal{A}_{P,B} - \partial \mathcal{A}_{P,B} \simeq \mathcal{T}_{\Sigma,B} - \partial \mathcal{T}_{\Sigma,B} \simeq \mathcal{T}_{\Sigma,B} - \partial \mathcal{T}_{\Sigma,B}.$$

Hence $\Theta(p)$ is an isomorphism.

Assume $\theta$ is nontrivial. Let $N$ be the dual lattice of $P^{\text{gp}}$, and let $v$ be the point of $\Spec(P)| \cap N$ such that $\Sigma$ is the star subdivision of $\Spec(P)$ at $v$. If $f(v) = 0$, then $\Sigma - \partial_{\Spec(N)|v} \Sigma \simeq \Spec(P) - \partial_{\Spec(N)} \Spec(P)$. Hence we are done.

Assume $f(v) \neq 0$. For every $x \in \Sigma - \partial_{\Spec(N)|v} \Sigma$, the segment whose two ends are $x$ and $v$ is contained in $\Sigma - \partial_{\Spec(N)|v} \Sigma$. It follows that $\Sigma - \partial_{\Spec(N)|v} \Sigma - \{0\}$ is contractible. Together with Lemmas 4.1.7 and 4.1.9, we obtain $\Theta(p) \simeq \Theta(T_\Sigma)$. $\square$

**Lemma 4.1.11.** Let $\theta : \mathbb{N} \to Q$ be a homomorphism of fs monoids, let $X \to \mathcal{A}_{Q,B}$ be a strict étale morphism in $\mathbf{iSch}$, and let $\Sigma$ be a star subdivision of $\Spec(P)$ with $P := Q^{\text{st}}$. Then $\Theta(p)$ is an isomorphism, where $p : X' := X \times_{\mathcal{A}_P} \mathcal{T}_\Sigma \to X$ is the projection.

**Proof.** We proceed by induction on $m := \text{rank}(P^{\text{gp}})$. If $m = 0, 1$, then there is no nontrivial star subdivision of $\Spec(P)$. Hence the claim is trivial.

Assume $m \geq 2$. Let $i : \mathcal{A}_{(P,B)} \to \mathcal{A}_{P,B}$ be the obvious closed immersion, let $j$ be its open complement, and let $q : \mathcal{T}_\Sigma \to \mathcal{A}_P$ be the projection. We have the induced commutative diagram with cartesian squares

$$\tag{4.1.9} \begin{array}{ccc} \mathcal{A}_{(P,B)} \times_{\mathcal{A}_P} \mathcal{T}_\Sigma & \xrightarrow{i'} & \mathcal{T}_\Sigma \times_{\mathcal{A}_P} \mathcal{T}_\Sigma \xleftarrow{j'} \mathcal{A}_{(P,B)} \times_{\mathcal{A}_P} \mathcal{T}_\Sigma \\ \downarrow & & \downarrow \\ \mathcal{A}_{(P,B)} & \xrightarrow{i} & \mathcal{A}_{P,B} & \xleftarrow{j} & \mathcal{A}_{P,B} - \mathcal{A}_{(P,B)} \times_{\mathcal{A}_P} \mathcal{T}_\Sigma. \end{array}$$
Consider the morphism $\mathcal{A}_{P,B} \to \mathcal{A}_{i(P,P^+),B} \simeq \mathcal{A}_{P^*,B}$ induced by the inclusion $P^* \to P$. We set

$Y := X \times_{\mathcal{A}_{P,B}} \mathcal{A}_{i(P,P^+),B} \times_{\mathcal{A}_{i(P,P^+),B}} \mathcal{A}_{P,B}, \quad Y' := X \times_{\mathcal{A}_{P,B}} \mathcal{A}_{i(P,P^+),B} \times_{\mathcal{A}_{i(P,P^+),B}} \mathcal{P}_{\Sigma,B}.$

Since $X$ is strict smooth over $\mathcal{A}_{P,B}$, $Y$ (resp. $Y'$) is strict smooth over $\mathcal{A}_{P,B}$ (resp. $\mathcal{P}_{\Sigma,B}$). There is a commutative diagram with cartesian squares

$$
\begin{array}{ccc}
X' & \xleftarrow{\iota} & Y' \\
\downarrow & & \downarrow \\
X & \xleftarrow{\iota} & Y \\
\downarrow & & \downarrow \\
\mathcal{A}_{P,B} & \xleftarrow{\iota} & \mathcal{A}_{i(P,P^+),B} & \xleftarrow{\iota} & \mathcal{A}_{P,B}.
\end{array}
$$

(4.1.10)

For simplicity of notation, we set $U := C \times_{\mathcal{A}_{i}} \mathcal{A}_{P}$ and $U' := U \times_{\mathcal{A}_{P}} \mathcal{P}_{\Sigma} \simeq U$. By Theorem 3.4.2, we have an equivalence $q^* \mathcal{M}(U') \simeq \mathcal{M}(U)$. Since $q$ is log smooth, there is a commutative diagram

$$
\begin{array}{ccc}
\hat{q}^* & \xrightarrow{\text{ad}'} & \hat{q}^* & \xrightarrow{\text{ad}'} & \hat{q}^* \\
\downarrow & \simeq & \downarrow & \simeq & \downarrow \\
\hat{j}^* & \xrightarrow{\text{ad}'} & \hat{j}^* & \xrightarrow{\text{ad}'} & \hat{j}^*
\end{array}
$$

(4.1.11)

whose rows are cofiber sequences and vertical maps are equivalences. We set $Y'' := (Y - \partial_{\mathcal{A}_{B,Y}}) \times_{Y} Y'$. From (4.1.11), we obtain a commutative diagram

$$
\begin{array}{ccc}
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y''), \mathcal{M}(U')) & \xrightarrow{\simeq} & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}}), \mathcal{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\mathcal{M}(Y''), \mathcal{M}(U')) & \xrightarrow{\simeq} & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}}), \mathcal{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y''), \mathcal{M}(U')) & \xrightarrow{\simeq} & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}}), \mathcal{M}(U))
\end{array}
$$

whose columns are fiber sequences. Together with the open immersion $Y'' \hookrightarrow Y' - \partial_{\mathcal{A}_{B,Y}} Y'$, we obtain a commutative diagram

$$
\begin{array}{ccc}
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y'' - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U')) & \rightarrow & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\mathcal{M}(Y'' - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U')) & \rightarrow & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathcal{J}(\mathcal{P}_{\Sigma,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y'' - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U')) & \rightarrow & \text{map}_{\mathcal{J}(\mathcal{A}_{P,B})}(\hat{j}^* \hat{q}^* \mathcal{M}(Y - \partial_{\mathcal{A}_{B,Y}} Y'), \mathcal{M}(U))
\end{array}
$$

(4.1.12)

whose columns are fiber sequences.

The fs log scheme $\mathcal{A}_{P,B} \to \mathcal{A}_{i(P,P^+),B}$ admits a Zariski cover

$$\{\mathcal{A}_{P,B_0} : F \text{ is a nonzero face of } P\}.$$

By induction, the morphism $\Theta(Y' \times_{\mathcal{A}_{P}} \mathcal{A}_{P'}) \to \Theta(Y \times_{\mathcal{A}_{P}} \mathcal{A}_{P'})$ is an isomorphism. Hence by Zariski descent and adjunction, the third row of (4.1.12) is an equivalence.
Lemma 4.1.1 gives isomorphisms
\[ Y := X \times_{\mathbb{A}^1_{P,B}} \mathbb{A}((P^{\ast}),B) \times \mathbb{T}_{\Sigma,B}, \quad Y' := X \times_{\mathbb{A}^1_{P,B}} \mathbb{A}((P^{\ast}),B) \times \mathbb{T}_{\Sigma',B}, \]
where \( \Sigma' := \Sigma \times_{\text{Spec}(P)} \text{Spec}(P) \) is a star subdivision of \( \text{Spec}(P) \). Replace \( B \) by \( X \times_{\mathbb{A}^1_{P,B}} \mathbb{A}((P^{\ast}),B) \) and use Lemma 4.1.10 to deduce that the second row of (4.1.12) is an equivalence. It follows that the first row of (4.1.12) is an equivalence too.

We also have a commutative diagram (4.1.13)
\[
\begin{array}{ccc}
\text{map}_{\mathbb{T}(\Sigma,B)}(\mathbb{L}^\ast M(X' - \partial_{\mathfrak{h},n}X'), M(U')) & \rightarrow & \text{map}_{\mathbb{T}(\mathfrak{p},B)}(\mathbb{L}^\ast M(X - \partial_{\mathfrak{h},n}X), \mathbb{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathbb{T}(\Sigma,B)}(M(X' - \partial_{\mathfrak{h},n}X'), M(U')) & \rightarrow & \text{map}_{\mathbb{T}(\mathfrak{p},B)}(M(X - \partial_{\mathfrak{h},n}X), \mathbb{M}(U)) \\
\downarrow & & \downarrow \\
\text{map}_{\mathbb{T}(\Sigma,B)}(\mathbb{L}^\ast M(X' - \partial_{\mathfrak{h},n}X'), M(U')) & \rightarrow & \text{map}_{\mathbb{T}(\mathfrak{p},B)}(\mathbb{L}^\ast M(X - \partial_{\mathfrak{h},n}X), \mathbb{M}(U))
\end{array}
\]
whose rows are fiber sequences. From (4.1.10), we see that the first rows of (4.1.12) and (4.1.13) are equivalent. By induction, the morphism \( \Theta(X' \times_{\mathfrak{h}_p} \mathbb{A}^{Q,B}) \rightarrow \Theta(X \times_{\mathfrak{h}_p} \mathbb{A}^{Q,B}) \) is an isomorphism for every nonzero face \( F \) of \( P \). Hence by Zariski descent and adjunction, the third row of (4.1.13) is an equivalence. It follows that the second row of (4.1.13) is an equivalence too. By adjunction, we obtain the desired equivalence.

\[ \square \]

**Lemma 4.1.12.** Let \( \theta: \mathbb{N} \rightarrow Q \) be a homomorphism of fs monoids, let \( X \rightarrow \mathbb{A}^{Q,B} \) be a strict étale morphism, let \( \Sigma \) be a subdivision of \( \text{Spec}(P) \) with \( P := Q^{\mathfrak{H}} \), and let \( \Delta \) be a subdivision of \( \Sigma \) obtained by finite successions of star subdivisions. Then \( \Theta(q) \) is an isomorphism, where \( q: X \times_{\mathfrak{h}_p} \mathbb{T}_{\Sigma} \rightarrow X \times_{\mathfrak{h}_p} \mathbb{T}_{\Sigma} \) is the induced morphism.

**Proof.** We only need to show the claim when \( \Delta \) is a star subdivision of \( \Sigma \). By Zariski descent, we reduce to the case when \( \Sigma = \text{Spec}(R) \) for an fs monoid \( R \). Then \( X \times_{\mathfrak{h}_p} \mathbb{A}^{R,B} \simeq X \times_{\mathfrak{h}_Q} \mathbb{A}^{R \times_{Q^{\mathfrak{H}}}Q^{\mathfrak{H}},B} \) is strict étale over \( \mathbb{A}^{R \times_{Q^{\mathfrak{H}}}Q^{\mathfrak{H}},B} \). We can use Lemma 4.1.11 in this situation. \( \square \)

**Lemma 4.1.13.** Let \( \theta: \mathbb{N} \rightarrow Q \) be a homomorphism of fs monoids, let \( X \rightarrow \mathbb{A}^{Q,B} \) be a strict étale morphism in \( \text{Isch} \), and let \( \Sigma \) be a subdivision of \( \text{Spec}(P) \) with \( P := Q^{\mathfrak{H}} \). Then \( \Theta(p) \) is an isomorphism, where \( p: X \times_{\mathfrak{h}_p} \mathbb{T}_{\Sigma} \rightarrow X \) is the projection.

**Proof.** Let \( \mathcal{B} \) be the category of subdivisions of \( \text{Spec}(P) \), and let \( \mathcal{A} \) be the class of morphisms in \( \mathcal{A} \) that are obtained by finite successions of star subdivisions relative to two dimensional cones. By [6, Lemma A.3.15], \( \mathcal{A} \) admits a calculus of right fractions in \( \mathcal{B} \).

Consider the functor
\[ F: \mathcal{B} \rightarrow \text{Ho}(\text{Spt}). \]
sending \( \Sigma \in \mathcal{B} \) to \( \Theta(X \times_{\mathfrak{h}_p} \mathbb{T}_{\Sigma}) \). By Lemma 4.1.12, \( \Theta \) sends every morphism in \( \mathcal{A} \) to an isomorphism. Together with [6, Lemmas A.3.15, C.2.1], we deduce that \( \Theta \) sends every morphism in \( \mathcal{B} \) to an isomorphism. \( \square \)

**Lemma 4.1.14.** Let \( \mathbb{N} \rightarrow Q \) be a homomorphism of fs monoids, let \( X \rightarrow \mathbb{A}^{Q,B} \) be a strict étale morphism in \( \text{Isch} \), let \( X' \rightarrow X \) be a log étale monomorphism, and let \( \Sigma \) be a subdivision of \( \text{Spec}(P) \) with \( P := Q^{\mathfrak{H}} \). Then \( \Theta(p) \) is an isomorphism, where \( p: X' \times_{\mathfrak{h}_p} \mathbb{T}_{\Sigma} \rightarrow X \) is the projection.
Proof. The question is Zariski local on $X$. Hence by [6, Lemma A.11.3], we may assume that there exists a homomorphism $\theta: P \to P'$ such that $\theta^{sp}$ is an isomorphism and the induced morphism $X' \to X \times_{A_P} A_{P'}$ is an open immersion. This means that the induced morphism $X' \to A_{P'} \oplus Q^{\alpha-\beta}, B$ is strict étale.

We set $\Sigma' := \text{Spec}(P') \times_{\text{Spec}(P)} \Sigma$, which is a subdivision of $\text{Spec}(P')$. Then $X' \times_{A_P} T_{\Sigma} \simeq X' \times_{A_{P'}} T_{\Sigma'}$, and use Lemma 4.1.13 to conclude. $\square$

Proof of Proposition 4.1.5. Let $f: X' \to X$ be a dividing cover in $\textsf{ISm}/A_{N,B}$, and let $x$ be a point of $X$. The question is Zariski local on $X$. Since $X \in \textsf{ISm}/B$, we may assume that there exists a neat chart $P$ of $X$ at $x$ such that the induced morphism $X \to A_{P,B}$ is strict smooth by [6, Lemma A.5.9]. We may also assume that this factors through a strict étale morphism $X \to A_{P,\mathbb{Z}^n,B}$ for some integer $n \geq 0$ by [1, Corollaire IV.17.11.4]. The morphism $X \to A_{N,B}$ induces a homomorphism $\eta: \mathbb{N} \to \mathcal{M}_{X,x} \simeq P$. We set $Q := P \oplus \mathbb{Z}^n$, and let $\theta: \mathbb{N} \to Q$ be the homomorphism given by $a \mapsto (\eta(a),0)$.

Due to [6, Proposition A.11.5], there exists a subdivision $\Sigma$ of $\text{Spec}(Q)$ such that the pullback $r: X' \times_{A_Q} T_{\Sigma} \to X \times_{A_Q} T_{\Sigma}$ is an isomorphism. Let $p: X \times_{A_Q} T_{\Sigma} \to X$ and $p': X' \times_{A_Q} T_{\Sigma} \to X'$ be the projections. By Lemma 4.1.14, $\Theta(p)$ and $\Theta(p')$ are isomorphisms. Since $\Theta(r)\Theta(p) = \Theta(p')\Theta(f)$, $\Theta(f)$ is an isomorphism. $\square$

4.2. Localization functors. Throughout this subsection, $S \in \textsf{ISch}$. Furthermore, $\mathcal{V}$ is either $\textsf{Spt}$ or $\mathcal{D}((\text{Mod}_\Lambda))$.

Suppose $\mathcal{C}$ is a category. We set

$$h(X) := \begin{cases} \Sigma_{\mathcal{C}} X_+ & \text{if} \ \mathcal{V} = \text{Spt}, \\ \Lambda^X [0] & \text{if} \ \mathcal{V} = \mathcal{D}((\text{Mod}_\Lambda}) \end{cases}$$

for $X \in \mathcal{C}$, which is an object of $\text{Psh}(\mathcal{C}, \mathcal{V})$. We set $h_t(X) := L_t h(x)$. This defines a functor

$$h_t: N(\mathcal{C}) \to \text{Sh}_{\mathcal{V}}(\mathcal{C}, \mathcal{V}).$$

Definition 4.2.1. A fan chart of an fs log scheme $X$ is a strict morphism $X \to T_{\Sigma}$, where $\Sigma$ is a fan. Let $\textsf{IFan}$ denote the full subcategory of $\textsf{ISch}$ consisting of disjoint unions $\coprod_{i \in I} X_i$ such that each $X_i$ has a fan chart. Let $\textsf{ISmFan}$ be the class of smooth morphisms $Y \to X$ with $Y \in \textsf{IFan}$.

For $X \in \textsf{ISch}$, let $X_{\text{div}}$ be the full subcategory of $\textsf{ISch}$ consisting of $Y$ such that $Y \to X$ is a dividing cover.

For a fan $\Sigma$, let $\Sigma_{\text{div}}$ be the category of subdivisions of $\Sigma$.

Every $X \in \textsf{ISm}/S$ admits a Zariski cover $Y \to X$ with $Y \in \textsf{ISmFan}/S$ according to [21, Proposition II.2.3.7]. Hence for every topology $t$ finer than the Zariski topology, we have an equivalence of topoi

$$\text{Sh}_{\mathcal{V}}(\textsf{ISm}/S) \simeq \text{Sh}_{\mathcal{V}}(\textsf{ISmFan}/S)$$

by the implication (i)$\Rightarrow$(ii) in [1, Théorème III.4.1]. This implies that we have an equivalence of $\infty$-categories

$$(4.2.1) \quad \text{Sh}_{\mathcal{V}}(\textsf{ISm}/S, \mathcal{U}) \simeq \text{Sh}_{\mathcal{V}}(\textsf{ISmFan}/S, \mathcal{U})$$

for $\mathcal{U} = \text{Spc}, \text{Spc}_e, \text{Spt}, \mathcal{D}((\text{Mod}_\Lambda))$.

Lemma 4.2.2. Suppose $X \in \textsf{ISch}$.
(1) $X_{\text{div}}$ is filtered.
(2) If $X$ admits a fan chart $\Sigma$, then the functor 
$$\Sigma_{\text{div}} \rightarrow X_{\text{div}}$$ 
sending $\Sigma' \in \Sigma_{\text{div}}$ to $X \times_{T_\Sigma} T_{\Sigma'}$ is final.
(3) For every dividing cover $f: Y \rightarrow X$ in $\mathbf{lSch}$, the functor $f^*: X_{\text{div}} \rightarrow Y_{\text{div}}$ is final.

Proof. By [6, Proposition A.11.14], we have (1). Use [6, Proposition A.11.5] to show (2). For (3), suppose $Y' \in Y_{\text{div}}$. Then $Y' \times_X Y \simeq Y'$ since $Y \rightarrow X$ is a monomorphism. This shows that $f^*$ is final. □

Proposition 4.2.3. Let $f: Y \rightarrow X$ be a quasi-compact morphism in $\mathbf{lSch}$. If $X$ admits a fan chart $\Sigma$, then there exists a subdivision $\Sigma'$ of $\Sigma$ such that the pullback $f_{\Sigma}: Y \times_{T_\Sigma} T_{\Sigma'} \rightarrow X \times_{T_\Sigma} T_{\Sigma'}$ is exact.

Proof. Choose a Zariski cover $Y_1 \sqcup \cdots \sqcup Y_n$ of $Y$ such that each $Y_i \rightarrow X$ admits a fan chart $\Delta_i \rightarrow \Sigma$. According to the proof of [21, Theorem III.2.6.7] and the implication $(1) \Rightarrow (2)$ in [21, Theorem III.2.2.7], there exists a subdivision $\Sigma_i$ of $\Sigma$ such that the pullback $Y_i \times_{T_\Sigma} T_{\Sigma_i} \rightarrow X \times_{T_\Sigma} T_{\Sigma_i}$ is exact. We set $$\Sigma' := \{\sigma_1 \cap \cdots \cap \sigma_n : \sigma_1 \in \Sigma_1, \ldots, \sigma_n \in \Sigma_n\},$$ which is a common subdivision of $\Sigma_1, \ldots, \Sigma_n$. Then the pullback $Y_i \times_{T_\Sigma} T_{\Sigma'} \rightarrow X \times_{T_\Sigma} T_{\Sigma'}$ is exact for all $1 \leq i \leq n$. This implies that $f'$ is exact. □

Proposition 4.2.4. Suppose $\mathcal{F} \in \mathbf{Shv}_{sNis}(\mathbf{lSm}/S, \mathcal{V})$. Then $\mathcal{F}$ is $d\text{Nis}$-local if and only if $\mathcal{F}(X) \rightarrow \mathcal{F}(X')$ is an equivalence for all dividing cover $X' \rightarrow X$ in $\mathbf{lSmFan}/S$.

Proof. Suppose $\mathcal{V} = \mathcal{D}(\mathbf{Mod}_A)$. Then $\mathcal{F}$ is $d\text{Nis}$-local if and only if $\mathcal{F}(X) \rightarrow \mathcal{F}(X')$ is an equivalence for all dividing covering $X' \rightarrow X$ in $\mathbf{lSm}/S$ by [6, Proposition 3.3.30, Corollary 3.4.11]. We conclude by Zariski descent.

If $\mathcal{V} = \mathbf{Spt}$, argue similarly, but replace the reference [9, Theorem 3.7] in the proof of [6, Corollary 3.4.11] by [9, Theorem 3.4]. □

Construction 4.2.5. Consider the functor 
$$G_{\text{div}}: \mathcal{Psh}(\mathbf{lSmFan}/S, \mathcal{V}) \rightarrow \mathcal{Psh}(\mathbf{lSmFan}/S, \mathcal{V})$$ 
given by

$$(4.2.2) \quad G_{\text{div}}(X) := \colim_{X' \in X_{\text{div}}} \mathcal{F}(X').$$

If $X$ admits a fan chart $\Sigma$, then

$$(4.2.3) \quad G_{\text{div}}(X) \simeq \colim_{\Sigma' \in \Sigma_{\text{div}}} \mathcal{F}(X_{\Sigma'})$$

by Lemma 4.2.2(2), where $X_{\Sigma'} := X \times_{T_\Sigma} T_{\Sigma'}$. 
Suppose $X \in \text{ISmFan}/S$ has a fan chart $\Sigma$ and

\[
\begin{array}{ccc}
W & \longrightarrow & Z \\
\downarrow & & \downarrow \\
Y & \longrightarrow & X
\end{array}
\]

is a strict Nisnevich distinguished square in $\text{ISmFan}/S$. For a subdivision $\Sigma'$ of $\Sigma$, we set

\[
X_{\Sigma'} := X \times_{T_\Sigma} T_{\Sigma'}, \quad Y_{\Sigma'} := Y \times_{T_\Sigma} T_{\Sigma'}, \quad Z_{\Sigma'} := Z \times_{T_\Sigma} T_{\Sigma'}, \quad W_{\Sigma'} := W \times_{T_\Sigma} T_{\Sigma'}.
\]

The induced square

\[
\begin{array}{ccc}
W_{\Sigma'} & \longrightarrow & Z_{\Sigma'} \\
\downarrow & & \downarrow \\
Y_{\Sigma'} & \longrightarrow & X_{\Sigma'}
\end{array}
\]

is a strict Nisnevich distinguished square. Hence the above $G_{\text{div}}$ induces

\[
G_{\text{div}} : \text{Shv}_{sNis}(\text{ISm}/S, V) \to \text{Shv}_{sNis}(\text{ISm}/S, V).
\]

By Lemma 4.2.2(3) and Proposition 4.2.4, $\text{Shv}_{dNis}(\text{ISm}/S, V)$ is equivalent to the essential image of $G_{\text{div}}$.

There is a natural transformation $\beta_{\text{div}} : \text{id} \to G_{\text{div}}$ such that the map

\[
\beta_{\text{div}} \mathcal{F}(X) : \mathcal{F}(X) \to \text{colim}_{X' \in X_{\text{div}}} \mathcal{F}(X')
\]

for $\mathcal{F} \in \text{Shv}_{sNis}(\text{ISm}/S, V)$ is induced by the maps $\mathcal{F}(X) \to \mathcal{F}(X')$ for all $X' \in X_{\text{div}}$. Together with the description

\[
G_{\text{div}}G_{\text{div}} \mathcal{F}(X) \simeq \text{colim}_{X' \in X_{\text{div}}, X'' \in X'_{\text{div}}} \mathcal{F}(X''),
\]

we deduce that the two maps

\[
G_{\text{div}}\beta_{\text{div}} \mathcal{F}, \beta_{\text{div}} G_{\text{div}} \mathcal{F} : G_{\text{div}} \mathcal{F} \to G_{\text{div}} G_{\text{div}} \mathcal{F}
\]

are equivalences. Hence by [16, Proposition 5.2.7.4], $G_{\text{div}}$ is equivalent to $t_{\text{div}} L_{\text{div}}$, where

\[
L_{\text{div}} : \text{Shv}_{sNis}(\text{ISm}/S, V) \to \text{Shv}_{dNis}(\text{ISm}/S, V).
\]

is the localization functor, and $t_{\text{div}}$ is the inclusion functor.

**Construction 4.2.6.** Suppose $f : X' \to X$ is a dividing cover in $\text{ISch}/S$. Consider the induced morphisms

\[
X - \partial_S X \leftarrow (X - \partial_S X) \times_S X' \hookrightarrow X' - \partial_S X'.
\]

The left morphism becomes an isomorphism in the category of dividing Nisnevich sheaves. Hence we obtain a morphism

\[
h_{dNis}(X - \partial_S X) \to h_{dNis}(X' - \partial_S X').
\]

Now, suppose $X \in \text{IFan}/S$. The **dividing verticalization of $X$ over $S$** is defined to be

\[
h_{\text{diver}}(X) := \text{colim}_{X' \in X'_{\text{div}}} h_{dNis}(X' - \partial_S X'),
\]

\[Q := \begin{array}{ccc}
W & \longrightarrow & Z \\
\downarrow & & \downarrow \\
Y & \longrightarrow & X
\end{array}
\]
where the colimit is taken in the category of dividing Nisnevich sheaves. If $X$ admits a fan chart $\Sigma$, then we have an isomorphism

\[(4.2.6)\quad h_{dver}(X) \simeq \colim_{\Sigma' \in \Sigma_{\text{div}}} h_{dNis}(X_{\Sigma'} - \partial_S X_{\Sigma'})\]

by Lemma 4.2.2(2), where $X_{\Sigma'} := X \times_{T_{\Sigma}} T_{\Sigma'}$.

If $f: Y \to X$ is a morphism in $\mathbf{IFan}$, then there exists $X' \in X_{\text{div}}$ such that the projection $Y' := Y \times_X X' \to X'$ is exact by Proposition 4.2.3. For every $X'' \in X'_{\text{div}}$ with $Y'' := Y \times_X X''$, we have the induced morphism

\[Y'' - \partial_S Y'' \to X'' - \partial_S X''\]

by Proposition 2.3.8(6). Hence we obtain a morphism $h_{dver}(Y') \to h_{dver}(X')$. Since $h_{dver}(X) \simeq h_{dver}(X')$ and $h_{dver}(Y) \simeq h_{dver}(Y')$ by Lemma 4.2.2(3), we obtain a morphism $h_{dver}(Y) \to h_{dver}(X)$. As a consequence, we obtain a functor

\[h_{dver}: \mathbf{ISmFan}/S \to \text{Shv}_{dNis}(\mathbf{ISm}/S, \mathcal{V}).\]

Take colimits to the morphisms $h_{dNis}(X' - \partial_S X') \to h_{dNis}(X') \simeq h_{dNis}(X)$ induced by the open immersion $X' - \partial_S X' \to X'$ for $X' \in X'_{\text{div}}$ to obtain a natural transformation

\[(4.2.7)\quad \alpha_{dver}: h_{dver} \to h_{dNis}.\]

By [16, Theorem 5.1.5.6], $h_{dver}$ naturally extends to a colimit preserving functor

\[(4.2.8)\quad \mathcal{P}_{\text{sh}}(\mathbf{ISmFan}/S, \mathcal{V}) \to \text{Shv}_{dNis}(\mathbf{ISm}/S, \mathcal{V}).\]

**Construction 4.2.7.** Suppose $X \in \mathbf{ISmFan}/S$ has a fan chart $\Sigma$ with a strict Nisnevich distinguished square $Q$ of the form \(4.2.4\). For a subdivision $\Sigma'$ of $\Sigma$, consider $X_{\Sigma'}$, $Y_{\Sigma'}$, $Z_{\Sigma'}$, and $W_{\Sigma'}$ in Construction 4.2.5.

The induced square

\[
\begin{array}{ccc}
W_{\Sigma'} - \partial_S W_{\Sigma'} & \longrightarrow & Z_{\Sigma'} - \partial_S Z_{\Sigma'} \\
\downarrow & & \downarrow \\
Y_{\Sigma'} - \partial_S Y_{\Sigma'} & \longrightarrow & X_{\Sigma'} - \partial_S X_{\Sigma'}
\end{array}
\]

is a strict Nisnevich distinguished square. It follows that the square $h_{dver}(Q)$ is cocartesian in $\text{Shv}_{dNis}(\mathbf{ISm}/S, \mathcal{V})$.

Suppose $X' \to X$ is a dividing cover in $\mathbf{ISmFan}/S$. Since $X_{\text{div}} \to X'_{\text{div}}$ is final by Lemma 4.2.2(3), the induced morphism

\[h_{dver}(X') \to h_{dver}(X)\]

is an equivalence.

Together with [16, Proposition 5.5.4.20], we deduce that \(4.2.8\) factors through a colimit preserving functor

\[(4.2.9)\quad F_{dver}: \text{Shv}_{dNis}(\mathbf{ISm}/S, \mathcal{V}) \to \text{Shv}_{dNis}(\mathbf{ISm}/S, \mathcal{V}).\]

This sends $h_{dNis}(X)$ for $X \in \mathbf{ISmFan}/S$ to $h_{dver}(X)$. The natural transformation $\alpha_{dver}$ gives a natural transformation

\[(4.2.10)\quad \beta_{dver}: F_{dver} \to \text{id}.

For $X \in \mathbf{ISmFan}/S$ and $X' \in X'_{\text{div}}$, the map

\[F_{dver}(h_{dNis}(X' - \partial_S X')) \to h_{dNis}(X' - \partial_S X')\]
induced by $\beta_{\text{dver}}$ is an equivalence since $X' - \partial_S X'$ is already vertical over $S$. Take colimits to see that

$$\beta_{\text{dver}} h_{\text{dver}}(X) : F_{\text{dver}} h_{\text{dver}}(X) \to h_{\text{dver}}(X)$$

is an equivalence. Together with [16, Theorem 5.1.5.6, Proposition 5.5.4.20], we deduce that

(4.2.11) $\beta_{\text{dver}} F_{\text{dver}}(X) : F_{\text{dver}} F_{\text{dver}}(X) \to F_{\text{dver}}(X)$

is an equivalence. There is a commutative triangle

$$\begin{array}{ccc}
F_{\text{dver}} h_{\text{dver}}(X) & \xrightarrow{F_{\text{dver}} \alpha_{\text{dver}}(X)} & F_{\text{dver}} h_{\text{dNis}}(X) \\
\beta_{\text{dver}} h_{\text{dver}}(X) & & \sim \\
& \downarrow & \\
& h_{\text{dver}}(X). &
\end{array}$$

Hence $F_{\text{dver}} \alpha_{\text{dver}}(X)$ is an equivalence. Together with [16, Theorem 5.1.5.6, Proposition 5.5.4.20], we deduce that

(4.2.12) $F_{\text{dver}} \beta_{\text{dver}}(X) : F_{\text{dver}} F_{\text{dver}}(X) \to F_{\text{dver}}(X)$

is an equivalence.

Let $G_{\text{dver}}$ be a right adjoint of $F_{\text{dver}}$, and let $\text{dver}$ denote the class of morphisms $\alpha_{\text{dver}}(X)$ for all $X \in \mathbf{Im}/S$. For $F \in \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$, $G_{\text{dver}} F$ is $\text{dver}$-local since (4.2.12) is an equivalence. On the other hand, $G_{\text{dver}} F \simeq F$ if $F$ is $\text{dver}$-local. It follows that the essential image of $G_{\text{dver}}$ is equivalent to $\text{dver}^{-1} \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$. Furthermore, [16, Proposition 5.2.7.4] shows that $G_{\text{dver}}$ is equivalent to $i_{\text{dver}} L_{\text{dver}}$, where

$$L_{\text{dver}} : \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V) \to \text{dver}^{-1} \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$$

is the localization functor and $i_{\text{dver}}$ is the inclusion functor.

For $F \in \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$ and $X \in \mathbf{Im}/S$, (4.2.5) gives

(4.2.13) $L_{\text{dver}}(F)(X) \simeq \lim_{X' \in \mathbf{Im}^{\text{op}}} F(X' - \partial_S X')$.

**Lemma 4.2.8.** If $X \in \mathbf{Im}/S$ and $Y \to S$ is a strict morphism in $\mathbf{Sm}/S$, then there is a canonical equivalence

$$h_{\text{dver}}(X \times_S Y) \simeq h_{\text{dver}}(X) \otimes h_{\text{dNis}}(Y).$$

**Proof.** By Zariski descent, we may assume that $X$ admits a fan chart $\Sigma$. Then we have equivalences

$$h_{\text{dver}}(X \times_S Y) \simeq \colim_{\Sigma' \in \Sigma^{\text{op}}_{\text{div}}} h_{\text{dNis}}(X_{\Sigma'} \times_S Y - \partial_S (X_{\Sigma'} \times_S Y))$$

$$\simeq \colim_{\Sigma' \in \Sigma^{\text{op}}_{\text{div}}} h_{\text{dNis}}(X_{\Sigma'} - \partial_S X_{\Sigma'}) \otimes h_{\text{dNis}}(Y)$$

$$\simeq h_{\text{dver}}(X) \otimes h_{\text{dNis}}(Y),$$

where $X_{\Sigma'} := X \times_{\Sigma} T_{\Sigma'}$. $\square$

As a consequence of Lemma 4.2.8 for $Y = \mathbb{A}^1$, we see that $L_{\text{dver}} F$ is $\mathbb{A}^1$-local whenever $F \in \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$ is $\mathbb{A}^1$-local. Together with the commutativity of (2.1.2), we see that the localization functor

$$L_{\text{dver}} : (\mathbb{A}^1)^{-1} \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V) \to (\mathbb{A}^1 \cup \text{dver})^{-1} \text{Shv}_{\text{dNis}}(\mathbf{Im}/S, V)$$

satisfies (4.2.13). Lemma 4.2.8 for \( Y = \mathbb{G}_{m,S} \) allows us to stabilize this to obtain a functor

\[
L_{dver} : \text{Stab}_{\mathbb{G}_m}(\mathbb{A}^1)^{-1}\text{Shv}_{dNis}(\text{ISm}/S, V)) \\
\rightarrow \text{Stab}_{\mathbb{G}_m}(\mathbb{A}^1 \cup dver)^{-1}\text{Shv}_{dNis}(\text{ISm}/S, V)).
\]

Recall that an object \( \mathcal{F} \) of an \( \infty \)-category is called \textit{compact} if \( \text{Map}(\mathcal{F}, -) \) commutes with filtered colimits.

**Construction 4.2.9.** Suppose \( \mathcal{C} \) is a category with a final object \( pt \), a topology \( t \), and an interval \( I \) in the sense of [19, Section 2.3]. Then \( I \) is equipped with morphisms \( m : I \times I \to I \) and \( i_0, i_1 : I \to pt \). Let \( p : I \to pt \) be the canonical morphism. The following two conditions are required:

(i) \( m(i_0 \times id) = m(id \times i_0) = i_0p \) and \( m(i_1 \times id) = m(id \times i_1) = id \).

(ii) The morphism \( i_0 \Pi i_1 : pt \Pi pt \to I \) is a monomorphism.

Let us recall Morel’s construction of the \( I \)-localization functor in the proof of [18, Theorem 4.2.1], where he only considered the case when \( I = \mathbb{A}^1 \). See also [8, Section 5.2.c]. We set \( U_I := \text{cofib}(h_t(pt) \xrightarrow{h_t(i_0)} h_t(I)) \). For \( \mathcal{F} \in \text{Shv}_t(\mathcal{C}, V) \), consider the composition

\[
ev_1 : \text{Map}(U_I, \mathcal{F}) \xrightarrow{\cong} h_t(pt) \otimes \text{Map}(U_I, \mathcal{F}) \to h_t(U_I) \otimes \text{Map}(U_I, \mathcal{F}) \xrightarrow{ev} \mathcal{F}.
\]

We set

\[
G_I^{(1)}(\mathcal{F}) := \text{cofib}(\text{Map}(U_I, \mathcal{F}) \xrightarrow{\ev_1} \mathcal{F}).
\]

This defines a functor \( G_I^{(1)} : \text{Shv}_t(\mathcal{C}, V) \to \text{Shv}_t(\mathcal{C}, V) \). We have a natural transformation \( r_1 : \text{id} \to G_I^{(1)} \). We inductively define

\[
G_I^{(n+1)} := G_I^{(1)}(G_I^{(n)})
\]

for integer \( n \geq 1 \). We set \( r_n := r_1 G_I^{(n-1)} \) and

\[
G_I := \text{colim}(G_I^{(1)} \xrightarrow{r_2} G_I^{(2)} \xrightarrow{r_3} \cdots).
\]

The natural transformation \( r_1 \) induces a natural transformation \( r : \text{id} \to G_I \).

Now, we assume that \( h_t(X) \) is compact in \( \text{Shv}_t(\mathcal{C}, V) \). Adapt the proofs of [8, Lemma 5.2.27, Proposition 5.2.28] to our setting to see that \( \mathcal{F} \to G_I(\mathcal{F}) \) is an \( I \)-equivalence and \( G_I(\mathcal{F}) \in I^{-1}\text{Shv}_t(\mathcal{C}, V) \). This shows \( G_I \simeq \iota_1 L_I \), where

\[
L_I : \text{Shv}(\mathcal{C}, V) \to I^{-1}\text{Shv}(\mathcal{C}, V)
\]

is the localization functor, and \( \iota_1 : I^{-1}\text{Shv}(\mathcal{C}, V) \to \text{Shv}(\mathcal{C}, V) \) is the inclusion functor.

Let \( \varphi : \mathcal{C} \to \mathcal{C}' \) be a morphism of sites, and let \( t \) (resp. \( t' \)) be the topology on \( \mathcal{C} \) (resp. \( \mathcal{C}' \)). Then there is an adjunction

\[
\varphi_* : \text{Shv}_t(\mathcal{C}, V) \rightleftarrows \text{Shv}_{t'}(\mathcal{C}', V) : \varphi^*,
\]

where \( \varphi_* \) sends \( h_t(X) \) for \( X \in \mathcal{C} \) to \( h_{t'}(\varphi(X)) \).

Suppose \( I \) is an interval object of \( \mathcal{C}, \mathcal{C} \) and \( \mathcal{C}' \) have final objects, and \( \varphi \) preserves a final object. We set \( I' := \varphi(I) \), which is an interval object of \( \mathcal{C}' \). There is an induced adjunction

\[
\varphi_I^1 : I^{-1}\text{Shv}_t(\mathcal{C}, V) \rightleftarrows I'^{-1}\text{Shv}_{t'}(\mathcal{C}', V) : \varphi_I^*.
\]
such that the square

\[
\begin{array}{ccl}
\text{Shv}_l(C, V) & \xrightarrow{\varphi_l} & \text{Shv}_l(C', V) \\
L_l & \downarrow & L_{l'} \\
I^{-1}\text{Shv}_l(C, V) & \xrightarrow{\varphi_l^*} & I'^{-1}\text{Shv}_l(C', V)
\end{array}
\]

commutes.

**Proposition 4.2.10.** With the above notation, there is an equivalence

\[ G_l \varphi^* \simeq \varphi^* G_{l'}. \]

**Proof.** For \( F \in \text{Shv}_l(C, V) \) and \( X \in C \), compare

\[
\text{map}_{\text{Shv}_l(C, V)}(h_t(X), G_l^{(1)} \varphi^* F) \\
\simeq \text{cofib}(\text{map}_{\text{Shv}_l(C, V)}(h_t(X) \otimes U_l, \varphi^* F) \to \text{map}_{\text{Shv}_l(C, V)}(h_t(X), \varphi^* F))
\]

and

\[
\text{map}_{\text{Shv}_{l'}(C, V)}(h_{l'}(\varphi(X)), G_{l'}^{(1)} F) \\
\simeq \text{cofib}(\text{map}_{\text{Shv}_{l'}(C, V)}(h_{l'}(\varphi(X)) \otimes U_{l'}, F) \to \text{map}_{\text{Shv}_{l'}(C, V)}(h_{l'}(\varphi(X)), F))
\]

to obtain a canonical equivalence

\[ G_l^{(1)} \varphi^* \simeq \varphi^* G_{l'}^{(1)}. \]

This induces a canonical equivalence \( G_l^{(n)} \varphi^* \simeq \varphi^* G_{l'}^{(n)} \) for all integer \( n \geq 1 \), and take colimits to conclude. \( \square \)

As a consequence of Proposition 4.2.10, we see that the square

\[
\begin{array}{ccl}
\text{Shv}_{l'}(C', V) & \xrightarrow{\varphi_{l'}} & \text{Shv}_l(C, V) \\
L_{l'} & \downarrow & L_l \\
I'^{-1}\text{Shv}_{l'}(C', V) & \xrightarrow{\varphi_{l'}^*} & I^{-1}\text{Shv}_l(C, V)
\end{array}
\]

commutes.

### 4.3. Computation.

Throughout this subsection, \( V \) is either \( \text{Spf} \) or \( \mathcal{D}(\text{Mod}_\Lambda) \). We fix \( B \in \text{Sch} \) and an open subscheme \( C \) of \( \mathbb{G}_m, B \).

For \( X \in \text{Sch} \), we set

\[
\mathcal{SH}(X, V) := \text{Stab}_{\mathbb{G}_m}((\mathbb{A}^1)^{-1}\text{Shv}_{Nis}(\text{Sch}/X, V)).
\]

If \( V \in \text{Sch}/X \), let \( M(X) \) denote the images of \( h_{Nis}(V) \) in \( \mathcal{SH}(X, V) \). For \( Y \in \text{ISch} \), we set

\[
\mathcal{C}(Y) := \text{Stab}_{\mathbb{G}_m}((\mathbb{A}^1)^{-1}\text{Shv}_{Nis}(\text{ISch}/Y, V)),
\]

\[
\mathcal{C}_{dNis}(Y) := \text{Stab}_{\mathbb{G}_m}((\mathbb{A}^1)^{-1}\text{Shv}_{dNis}(\text{ISch}/Y, V)).
\]

If \( W \in \text{ISch}/Y \), let \( M(W) \) denote the images of \( h_{Nis}(W) \) and \( h_{dNis}(W) \) in \( \mathcal{C}(Y) \) and \( \mathcal{C}_{dNis}(Y) \).
According to (4.2.5), $dver$ is already inverted in $\text{ver}^{-1}\mathcal{G}_{\text{Nis}}(Y) \simeq \mathcal{S}H(Y, \mathcal{V})$.

Hence we obtain a commutative triangle

$$
\begin{array}{ccc}
\mathcal{G}_{\text{dNis}}(Y) & \xrightarrow{L_{dver}} & \text{ver}^{-1}\mathcal{G}_{\text{Nis}}(Y) \\
& & \downarrow L_{\text{ver}} \\
& & \mathcal{S}H(Y, \mathcal{V}).
\end{array}
$$

(4.3.1)

The inclusion functor $\eta: \text{Sm}/X \to \text{Sch}/X$ sends Nisnevich distinguished squares to Nisnevich distinguished squares, $\mathbb{A}^1$ to $\mathbb{A}^1$, and $\mathbb{G}_m$ to $\mathbb{G}_m$. Hence $\eta$ induces an adjunction

$$
\begin{array}{ccc}
\eta^*: \mathcal{S}H(X, \mathcal{V}) & \leftarrow & \mathcal{S}H(X, \mathcal{V}) : \eta^* \\
& & \downarrow \\
& & \mathcal{S}H(X, \mathcal{V}).
\end{array}
$$

where $\eta^* M(V) := M(V)$ for $V \in \text{Sm}/X$. Consider the functor $\rho: \text{lSm}/Y \to \text{Sch}/Y$ sending $V \in \text{Sm}/Y$ to $V$. Then $\rho$ sends strict Nisnevich distinguished squares to Nisnevich distinguished squares, $\mathbb{A}^1$ to $\mathbb{A}^1$, and $\mathbb{G}_m$ to $\mathbb{G}_m$. Hence $\rho$ induces an adjunction

$$
\begin{array}{ccc}
\rho^*: \mathcal{S}H(Y, \mathcal{V}) & \leftarrow & \mathcal{S}H(Y, \mathcal{V}) : \rho^* \\
& & \downarrow \\
& & \mathcal{S}H(Y, \mathcal{V}).
\end{array}
$$

(4.3.2)

where $\rho^* M(V) := M(V)$.

It is well known that $h_{\text{Nis}}(V)$ is compact in $\text{Shv}_{\text{Nis}}(\text{Sm}/X, \mathcal{V})$ for $V \in \text{Sm}/X$, see [2, Proposition 4.5.62] and its following paragraph. One can similarly show that $h_{\text{Nis}}(V)$ is compact in $\text{Shv}_{\text{Nis}}(\text{Sch}/X, \mathcal{V})$ for $V \in \text{Sch}/X$ and $h_{\text{Nis}}(W)$ is compact in $\text{Shv}_{\text{Nis}}(\text{Sm}/Y, \mathcal{V})$ for $W \in \text{Sm}/Y$.

**Lemma 4.3.1.** Suppose $Y \in \text{lSch}$. For all $V \in \text{Sm}/Y$, $W \in \text{Sm}/(Y - \partial Y)$, and integer $d$, there is a canonical equivalence

$$
\text{map}_{\mathcal{E}(Y)}(M(V)(d), M(W)) \simeq \text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(V \times_Y W)).
$$

Proof. We have $\eta^* h(W) \simeq h(W)$ and $\rho^* h(W) \simeq h(W)$. Use the commutativity of (4.2.17) to obtain equivalences

$$
\eta^* M(W) \simeq M(W), \quad \rho^* M(W) \simeq M(W).
$$

By adjunction, we have equivalences

$$
\begin{align*}
\text{map}_{\mathcal{E}(Y)}(M(V)(d), M(W)) & \simeq \text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(W)), \\
\text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(V \times_Y W)) & \simeq \text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(V \times_Y W)).
\end{align*}
$$

Let $p: X \to \mathbb{A}^{n,B}$ be the structure morphism. Then we have equivalences

$$
\begin{align*}
\text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(W)) & \simeq \text{map}_{\mathcal{S}H(Y, \mathcal{V})}(p M(V)(d), M(W)) \\
& \simeq \text{map}_{\mathcal{S}H(Y, \mathcal{V})}(M(V)(d), M(V \times_Y W)).
\end{align*}
$$

Combine these to obtain the desired equivalence.

□

**Lemma 4.3.2.** Suppose $X \in \text{Sm}/\mathbb{A}^{n,B}$. If $X$ is vertical over $\mathbb{A}^{n,B}$, then for every integer $d$, there is a canonical equivalence

$$
\text{map}_{\mathcal{E}(\mathbb{A}^{n,B})}(M(X)(d), M(C)) \simeq \text{map}_{\mathcal{E}_{\text{Nis}}(\mathbb{A}^{n,B})}(M(X)(d), M(C)).
$$

Proof. The question is Zariski local on $X$. Hence we may assume $X \in \text{SmFan}/S$. Suppose $X' \to X$ is a dividing cover in $\text{SmFan}/S$. Lemmas 4.1.3 and 4.3.1 give an equivalence

$$
\text{map}_{\mathcal{E}(\mathbb{A}^{n,B})}(M(X)(d), M(C)) \simeq \text{map}_{\mathcal{E}(\mathbb{A}^{n,B})}(M(X')(d), M(C)).
$$
Together with Construction 4.2.5, we obtain the desired equivalence. □

For $X \in \mathsf{ISm}/\mathbb{A}^{\infty}_B$, as in Construction 4.1.4, we set
\[
\Theta_d(X) := \text{map}_{\mathcal{SH}(X - \partial_{\mathbb{A}^{\infty}_B} X, Y)}(M(X - \partial_{\mathbb{A}^{\infty}_B} X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C)).
\]

**Lemma 4.3.3.** Suppose $X \in \mathsf{ISm}/\mathbb{A}^{\infty}_B$. For every integer $d$, there is a canonical equivalence
\[
\Theta_d(X) \simeq \text{map}_{\text{div}^{-1} \mathcal{C}_{\mathbb{A}^{\infty}_B}}(M(X)(d), M(C)).
\]

**Proof.** We have equivalences
\[
\begin{align*}
\text{map}_{\text{div}^{-1} \mathcal{C}_{\mathbb{A}^{\infty}_B}}(M(X)(d), M(C)) & \simeq \lim_{X' \in X_{\text{div}}} \text{map}_{\mathcal{C}_{\mathbb{A}^{\infty}_B}}(M(X' - \partial_{\mathbb{A}^{\infty}_B} X')(d), M(C)) \\
& \simeq \lim_{X' \in X_{\text{div}}} \Theta_d(X') \simeq \Theta_d(X),
\end{align*}
\]
where we use (4.2.13) for the first one, Lemmas 4.3.1 and 4.3.2 for the second one, and Proposition 4.1.5 for the third one. □

**Theorem 4.3.4.** Suppose $X \in \mathsf{ISm}/\mathbb{A}^{\infty}_B$. For every integer $d$, there is a canonical equivalence
\[
\Theta_d(X) \simeq \text{map}_{\mathcal{SH}(X, Y)}(M(X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C)).
\]

**Proof.** Lemma 4.3.3 shows that $M(\mathbb{G}_m, B) \in \text{div}^{-1} \mathcal{C}_{\mathbb{A}^{\infty}_B}$ is $\text{ver}$-local. Hence there is a canonical equivalence
\[
\Theta_d(X) \simeq \text{map}_{\mathcal{SH}(\mathbb{A}^{\infty}_B, Y)}(M(X)(d), M(C)).
\]
By adjunction, we obtain the desired equivalence. □

**Remark 4.3.5.** Suppose $X \in \mathsf{ISm}/\mathbb{A}^{\infty}_B$. If $X$ is vertical over $\mathbb{A}^{\infty}_B$, then Theorem 4.3.4 gives a canonical equivalence
\[
im\text{map}_{\mathcal{SH}(\mathbb{A}^{\infty}_B, Y)}(M(X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C))
\]
for every integer $d$. This is equivalent to the composition
\[
\text{map}_{\mathcal{SH}(\mathbb{A}^{\infty}_B, Y)}(M(X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C)) \xrightarrow{\simeq} \text{map}_{\mathcal{SH}(\mathbb{A}^{\infty}_B, Y)}(M(X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C)) \xrightarrow{\simeq} \text{map}_{\mathcal{SH}(\mathbb{A}^{\infty}_B, Y)}(M(X)(d), M(X \times_{\mathbb{A}^{\infty}_B} C))
\]
where the inverse of the first equivalence is induced by $\eta$, the second (resp. third) equivalence is induced by $\rho$ (resp. $L_{\text{ver} \cup \text{NIS}}$). The square
\[
\begin{array}{ccc}
\mathsf{Sm}/X & \xrightarrow{\lambda} & \mathsf{ISm}/X \\
\eta & & \mu \\
\mathsf{Sch}/X & \leftarrow & \mathsf{ISm}/X
\end{array}
\]
commutes, where $\mu$ sends $V \in \text{ISm}/X$ to $V \times_X X$. Recall that $\lambda$ sends $W \in \text{Sm}/X$ to $W$. It follows that (4.3.4) is equivalent to the induced map
\[
\text{map}_{\text{SH}(X,V)}(M(X)(d), M(X \times_{\mathbb{A}_n^1} C)) 
\to \text{map}_{\text{SH}(X,V)}(f^*M(X)(d), f^*M(X \times_{\mathbb{A}_n^1} C)),
\]
where $f: X \to X$ is the morphism removing the log structure.

**Lemma 4.3.6.** Suppose $X \in \text{ISm}/B$. Then Zariski locally on $X$, there exists a vertical log smooth morphism $X \to \mathbb{A}_{n,B}$.

**Proof.** By [6, Lemma A.5.9], we may assume that there exists a strict smooth morphism $X \to \mathbb{A}_{P,B}$ for some sharp fs monoid $P$. If $P = 0$, then the claim is trivial. Hence assume $P \neq 0$.

Choose an element $p \in P$ not contained in any proper face of $P$ and not a multiple of any other element of $P$. Let $\theta: \mathbb{N} \to P$ be the homomorphism sending $n \in \mathbb{N}$ to $np$. Observe that $\theta$ is vertical. If the cokernel of $\theta_{\text{gp}}$ has torsion, then $rq = sp$ for some $q \in P_{\text{gp}}$ and integers $r, s > 0$. Since $P$ is saturated, we have $q \in P$. There exist integers $m, n \geq 0$ with $mr + ns = \text{gcd}(r, s)$. Then we have $p = r(mp + nq)/\text{gcd}(r, s)$, which contradicts to the assumption on $p$. Hence the cokernel of $\theta_{\text{gp}}$ is torsion free. It follows that $\mathbb{A}_{\theta}$ is log smooth by [21, Theorem IV.3.1.8], and then we obtain a vertical log smooth morphism $X \to \mathbb{A}_{n,B}$.

In the following, we will use the natural transformation (3.4.1).

**Theorem 4.3.7.** Suppose $X \in \text{ISm}/B$. Let $f: X \to X$ be the morphism removing the log structure, let $j': X - \partial X \to X$ be the obvious open immersion, and let $p: X - \partial X \to B$ be the structure morphism. We set $j := fj'$. Then the natural transformation
\[
j_2p^* \xrightarrow{\text{Ex}} f_*j_2p^*
\]
of functors $\text{SH}(B,V) \to \text{SH}(X,V)$ is an equivalence.

**Proof.** The question is Zariski local on $B$ and $X$. By Lemma 4.3.6, we may assume that there is a vertical log smooth morphism $X \to \mathbb{A}_{n,B}$.

Let $v: V \to B$ be any proper morphism in $\mathbf{Sch}$. Consider the induced commutative diagram with cartesian squares
\[
\begin{array}{ccc}
(X - \partial X) \times_B V & \xrightarrow{v'} & X \times_B V & \xrightarrow{g} & X \times_B V & \xrightarrow{v} & V \\
\downarrow v'' & & \downarrow v'' & & \downarrow v' & & \downarrow v \\
X - \partial X & \xrightarrow{j'} & X & \xrightarrow{j} & X & \xrightarrow{f} & B.
\end{array}
\]
We set $u := gu'$. By [2, Lemma 2.2.23] or [8, Proposition 4.2.13], it suffices to show that the map
\[
j_2p^*v_*1 \xrightarrow{\text{Ex}} f_*j_2p^*v_*1
\]
is an equivalence. Let $q: (X - \partial X) \times_B V \to V$ be the projection. Consider the commutative diagram
\[
\begin{array}{cccc}
j_2p^*v_*1 & \xrightarrow{\text{Ex}} & j_2v''q_*1 & \xrightarrow{\text{Ex}} & v'_*u_2q^*1 \\
\downarrow \text{Ex} & & \downarrow \text{Ex} & & \downarrow \text{Ex} \\
f_*j_2p^*v_*1 & \xrightarrow{\text{Ex}} & f_*j_2v''q_*1 & \xrightarrow{\text{Ex}} & f_*v'_*u_2q^*1 & \xrightarrow{\text{Ex}} & v'_*g_*u_2q^*1.
\end{array}
\]
The left upper and left lower horizontal maps are equivalences by Theorem 3.4.2(3). The right upper and middle lower horizontal maps are equivalences by Theorem 3.4.2(1). Hence it suffices to show that the right vertical map is an equivalence. Replace the pair \((B, X)\) by \((V, X \times_B V)\) to reduce to showing that the map

\[ j_2^! \xrightarrow{Ex} f_* j_2^! \]

is an equivalence.

It suffices to show that the induced map

\[ \text{map}_{\mathcal{SH}(X, V)}(M(Y)(d), M(X - \partial X)) \rightarrow \text{map}_{\mathcal{SH}(X, V)}(M(Y)(d), M(X - \partial X)) \]

is an equivalence for all \(Y \in \text{Sm}/X\) and integer \(d\), where \(Y := Y \times X\). Equivalently, it suffices to show that the induced map

\[ \text{map}_{\mathcal{SH}(Y, V)}(M(Y)(d), M(Y - \partial Y)) \rightarrow \text{map}_{\mathcal{SH}(Y, V)}(M(Y)(d), M(Y - \partial Y)) \]

is an equivalence. We conclude together with Theorem 4.3.4 and Remark 4.3.5.

**Theorem 4.3.8.** Suppose \(X \in \mathcal{ISm}/B\). Consider the commutative diagram with cartesian squares

\[
\begin{array}{ccc}
\partial X & \xrightarrow{i'} & X \\
\downarrow f' & & \downarrow f \\
\partial X & \xrightarrow{i} & X \\
\end{array}
\]

where \(i\) and \(j\) are the obvious immersions, and \(f\) is the morphism removing the log structure. Let \(p : X \rightarrow B\) be the structure morphism. Then the square

\[
\begin{array}{ccc}
p^* & \xrightarrow{ad} & f_* f^* p^* \\
a d & & \downarrow ad \\
 i_* i^* p^* & \xrightarrow{ad} & g_* g^* p^* \\
\end{array}
\]

of functors \(\mathcal{SH}(B, V) \rightarrow \mathcal{SH}(X, V)\) is cartesian, where \(g := if' = fi\).

**Proof.** Consider the commutative diagram

\[
\begin{array}{ccc}
 j_2^* p^* & \xrightarrow{Ex} & f_* j_2^* j^* p^* \\
\downarrow ad & & \downarrow \sim \\
p^* & \xrightarrow{ad} & f_* f^* p^* \\
\end{array}
\]

The upper left horizontal natural transformation is an equivalence by Theorem 4.3.7. Use the localization property to finish the proof.

**Theorem 4.3.9.** Suppose \(X \in \mathcal{ISch}\) and \(X\) admits a chart \(N\). Consider the induced cartesian square

\[
\begin{array}{ccc}
\partial X & \xrightarrow{i'} & X \\
\downarrow f' & & \downarrow f \\
\partial X & \xrightarrow{i} & X \\
\end{array}
\]
Then the square
\[
\begin{array}{ccc}
id & \xrightarrow{ad} & f_*f^* \\
ad & \downarrow & \downarrow \\
i_*i^* & \xrightarrow{ad} & g_*g^* \\
\end{array}
\]
of functors \( \mathcal{S}H(X, V) \to \mathcal{S}H(X, V) \) is cartesian, where \( g := if = f'i \).

**Proof.** By [2, Lemma 2.2.23] or [8, Proposition 4.2.13], it suffices to show that the square
\[
\begin{array}{ccc}
v_* & \xrightarrow{ad} & f_*f^*v_* \\
ad & \downarrow & \downarrow \\
i_*i^*v_* & \xrightarrow{ad} & g_*g^*v_* \\
\end{array}
\]
is cartesian for all proper morphism \( v: V \to X \) in \( \text{Sch} \). Use Theorem 3.4.2(3) and replace \( X \) by \( V \times X \) to reduce to showing that the square
\[
\begin{array}{ccc}
1 & \xrightarrow{ad} & f_*f^*1 \\
ad & \downarrow & \downarrow \\
i_*i^*1 & \xrightarrow{ad} & g_*g^*1 \\
\end{array}
\]
is cartesian. We set \( B := X \). Let \( a: X \to \mathbb{A}^1_B \) be the strict closed immersion induced by the chart \( X \to \mathbb{A}^1_N \). Since \( a_* \) is fully faithful by the localization property, it suffices to show that (4.3.5) is cartesian after applying \( a_* \). Use Theorem 3.4.2(3) and replace \( X \) by \( \mathbb{A}^1_B \) to reduce to showing that the square
\[
\begin{array}{ccc}
M(U) & \xrightarrow{ad} & f_*f^*M(U) \\
ad & \downarrow & \downarrow \\
i_*i^*M(U) & \xrightarrow{ad} & g_*g^*M(U) \\
\end{array}
\]
is cartesian whenever \( X = \mathbb{A}^1_B \) for some \( B \in \text{Sch} \) and \( U \to \mathbb{A}^1_B \) is an open immersion. By the localization property, it suffices to show that the induced map
\[
\text{map}_{\mathcal{S}H(\mathbb{A}^1_B, V)}(M(Y)(d), M(C)) \to \text{map}_{\mathcal{S}H(\mathbb{A}^1_B, N, V)}(M(Y \times_{\mathbb{A}^1} \mathbb{A}^1_B)(d), M(C))
\]
is an equivalence for all \( Y \in \text{Sm}/\mathbb{A}^1_B \), where \( C := U \times_{\mathbb{A}^1} \mathbb{G}_m \). This is a consequence of Theorem 4.3.4.

**4.4. Cohomology theories.** Throughout this subsection, \( B \) is a base scheme with an object \( \mathbb{E} \in \mathcal{S}H(B) \). For every morphism \( p: X \to B \) in \( \text{Sch} \) and integers \( p \) and \( q \), the \( \mathbb{E} \)-cohomology of \( X \) is defined to be
\[
\mathbb{E}^{p,q}(X) := \text{Hom}_{\mathcal{S}H(X)}(\Sigma^p\Sigma^q \Sigma_{\mathbb{P}^1} X_+, p^*\mathbb{E}).
\]

**Example 4.4.1.** Consider the following three fundamental examples of \( \mathbb{E} \):

(i) motivic Eilenberg-MacLane spectrum \( \mathbb{M} \),

(ii) homotopy \( K \)-theory spectrum \( \mathbb{K} \),

(iii) algebraic cobordism spectrum \( \mathbb{M} \).
Voevodsky introduce these in [30, Section 6], but the definition of \( M \Lambda \) that we will use below is Spitzweck’s version [29, Definition 4.27]. He defined \( M \mathbb{Z} \) in \( \mathcal{SH}(\text{Spec}(\mathbb{Z})) \). If \( q: B \to \text{Spec}(\mathbb{Z}) \) denotes the structure morphism, his definition of \( M \mathbb{Z} \) in \( \mathcal{SH}(B) \) is \( q^* M \mathbb{Z} \). The two different definitions of \( M \mathbb{Z} \) are equivalent if \( B \) is smooth over a field by [29, Theorem 8.22]. Spitzweck’s construction can be generalized to any ring \( \Lambda \), see the statement of [29, Corollary 10.4].

If \( p: X \to B \) is a morphism in \( \mathbf{Sch} \), then \( p^* KGL \simeq KGL \) and \( p^* MGL \simeq MGL \) because \( KGL \) and \( MGL \) admit geometric models. By definition, \( p^* M \Lambda \simeq M \Lambda \).

**Definition 4.4.2.** Suppose \( X \in \mathbf{lSch}/B \) and \( p \) and \( q \) are integers. The **motivic cohomology** of \( X \) is defined to be

\[
H^p_q(X, \Lambda(q)) := M \Lambda^{p,q}(X).
\]

The **homotopy K-theory spectrum** of \( X \) is defined to be

\[
KH(X) := \text{map}_{\mathcal{SH}(X)}(\Sigma^\infty_+ \Lambda \mathbf{G}, KGL).
\]

This is equivalent to the original definition when \( X \) has the trivial log structure due to [7]. The **algebraic cobordism** of \( X \) is defined to be \( MGL^{p,q}(X) \).

**Corollary 4.4.3.** Suppose \( X \in \mathbf{lSm}/B \). For every integer \( q \), there is a canonical long exact sequence

\[
\cdots \to \mathbb{E}^{p,q}(\partial X) \to \mathbb{E}^{p,q}(X - \partial X) \oplus \mathbb{E}^{p,q}(\partial X) \to \mathbb{E}^{p+1,q}(\partial X) \to \cdots
\]

**Proof.** Immediate from Theorem 4.3.8 since \( \mathbb{E}^{p,q}(X) \simeq \mathbb{E}^{p,q}(X - \partial X) \).

**Example 4.4.4.** Suppose \( X = \mathbb{A}^r_{N,B} \). Then Corollary 4.4.3 gives an isomorphism

\[
\mathbb{E}^{p,q}(\text{pt}_{N,B}) \simeq \mathbb{E}^{p,q}(\mathbb{G}_{m,B})
\]

for all integers \( p \) and \( q \).

**Remark 4.4.5.** Suppose \( k \) is a field and \( X \to \mathbb{A}^r_{N,k} \) is a strict smooth morphism in \( \mathbf{lSch} \) for some integer \( r \geq 0 \). In general, our motivic cohomology \( H^p_{M}(\partial X, \mathbb{Z}(q)) \) is not isomorphic to the log-motivic cohomology \( H^p_{\log -M}(\partial X, \mathbb{Z}(q)) \) of Gregory-Langer in [14]. For example, if \( X = \mathbb{A}^r_{N,k} \), then

\[
H^1_{M}(\partial X, \mathbb{Z}(1)) \simeq H^1_{M}(\mathbb{G}_{m,k}, \mathbb{Z}(1)) \simeq k^* \oplus \mathbb{Z} \simeq H^0(\partial X, \mathcal{M}^{gp}_{\partial X})
\]

by Example 4.4.4, while

\[
H^1_{\log -M}(\partial X, \mathbb{Z}(1)) \simeq H^0(\partial X, \mathcal{M}^{gp}_{\partial X}/\mathbb{Z}_{\partial X}) \simeq k^*.
\]

Nevertheless, we expect that these two cohomology theories are closely related. In the above case, the factor \( \mathbb{Z} \) in \( k^* \oplus \mathbb{Z} \simeq H^1_{M}(\partial X, \mathbb{Z}(1)) \) is the only difference.
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