CSECU-DSG at SemEval-2022 Task 11: Identifying the Multilingual Complex Named Entity in Text Using Stacked Embeddings and Transformer based Approach

Abdul Aziz, Md. Akram Hossain, and Abu Nowshed Chy
Department of Computer Science and Engineering
University of Chittagong, Chattogram-4331, Bangladesh
{aziz.abdul.cu, akram.hossain.cse.cu}@gmail.com, and nowshed@cu.ac.bd

Abstract

Recognizing complex and ambiguous named entities (NEs) is one of the formidable tasks in the NLP domain. However, the diversity of linguistic constituents, syntactic structure, semantic ambiguity as well as differences from traditional NEs make it challenging to identify the complex NEs. To address these challenges, SemEval-2022 Task 11 introduced a shared task MultiCoNER focusing on complex named entity recognition in multilingual settings. This paper presents our participation in this task where we propose two different approaches including a BiLSTM-CRF model with stacked-embedding strategy and a transformer-based approach. Our proposed method achieved competitive performance among the participants’ methods in a few languages.

1 Introduction

Named entity recognition (NER) is a popular sequence labeling task in the natural language processing (NLP) arena. It has numerous applications in several computational linguistic tasks including designing efficient search systems, data mining, and document indexing. However, prior studies mostly focused on identifying traditional named entities (NEs) recognition e.g. person names, locations, and organizations names (Murthy et al., 2018).

The ever-growing generation of unstructured social media data contains a huge amount of complex (Meng et al., 2021) and ambiguous(Fetahu et al., 2021) named entities. This is because social media data is severely induced by noise as well as the linguistic constituent, syntactic and semantic ambiguity exists in this data source. Besides, the social media data mostly have multilingual data. Therefore it poses new challenges to the traditional named entity recognizer system (Aguilar et al., 2019; Ashwini and Choi, 2014). To address the challenges of recognizing such complex and ambiguous named entities in multilingual settings, (Malmasi et al., 2022b) introduced a shared task at SemEval-2022 named as MultiCoNER. The task is composed of three category of tracks including multi-lingual, mono-lingual, and code-mixed tracks. A multilingual dataset (Malmasi et al., 2022a) containing data from 11 languages is used to assess the participants’ system. To illustrate a clear view of the task definition, we articulate two examples from English languages and corresponding labels in Table 1.

| English |
|---------------------------------|
| **Text#1:** Adaptation of seinen series by Kenichi Sonoda. |
| **Tag:** [O, O, B-CW, O, O, B-PER, I-PER, O] |
| **Text#2:** It was designed by Kohn Pedersen Fox. |
| **Tag:** [O, O, O, B-CORP, I-CORP, I-CORP, O] |

Table 1: Data sample.

We articulate the rest of the contents as follows: Section 2 describes our proposed approach whereas, in Section 3, we present our experimental setup and conduct performance analysis against the various settings and participants’ methods. Finally, we conclude our work with some future directions in Section 4.

2 Proposed Framework

In this section, we describe our proposed approach for the MultiCoNER shared task. Our goal is to identify the complex and ambiguous named entities in multilingual settings. The task is articulated into multi-lingual, mono-lingual, and code-mixed tracks. To address the task challenges, we employ two different approaches including a BiLSTM-CRF...
The overview diagrams of these approaches are depicted in Figure 1 and Figure 2, respectively. In the BiLSTM-CRF model, we employ the Flair’s (Akibik et al., 2019) implementation of stacked embedding technique for effective word representation. The list of embedding models used in our stacked-embedding approach is presented in Table 2. The embedding vectors are concatenated and send to the BiLSTM encoder to distill the contextual dimension of each token. The BiLSTM encoder is followed by a linear-chain conditional random fields (CRF) classifier that generate predictions with the

Whereas in our transformer-based approach, we employ the available monolingual BERT for each of the languages. However, for some of the languages and for the multilingual and code-mixed settings, we employ the XLM-RoBERTa.

### 2.1 BiLSTM-CRF with Stacked Embedding

The BiLSTM-CRF model is well-known for the named entity recognition (NER) task. For the training purpose, we use the sentence represented as CoNLL-U format containing BIO tag for each token. A token tagged as O means it is not part of an entity, B-X denotes the first token of an X entity, I-X denotes the token is within the X type entity having multiple tokens. The tokens are then sent to the embedding layer. We employ Flair’s (Akibik et al., 2019) implementation of stacked embedding strategy that concatenates embedding vectors of different models together for the effective representation of tokens. To choose the optimal ones in the stacking, we explore various embedding models.

**Figure 1: Overview of our proposed BiLSTM-CRF based framework.**

**Figure 2: Overview of our proposed transformer-based NER framework.**
| Track      | Word Embeddings Used in Stack Embedding Model (BiLSTM-CRF based System)                                      | Used Transformer Model (Transformer based System)                      |
|-----------|-------------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------|
| English (en) | Globe, News-forward, News-backward (Akbik et al., 2018)                                                   | bert-base-uncased (Devlin et al., 2019)                                 |
| Spanish (es) | FastText (es), es-forward, es-backward                                                                     | dccuchile/bert-base-spanish-wwm-cased (Cañete et al., 2020)            |
| Dutch (nl)  | FastText (nl), nl-forward, nl-backward                                                                    | GroNLP/bert-base-dutch-cased (de Vries et al., 2019)                  |
| Russian (ru) | FastText (ru), Byte Pair Embedding (ru), Character Embedding                                                | DeepPavlov/rubert-base-cased-sentence                                 |
| Turkish (tr) | FastText (tr), Byte Pair Embedding (tr)                                                                    | dbmdz/bert-base-turkish-128k-cased                                    |
| Korean (ko)  | FastText (ko), Byte Pair Embedding (ko), Character Embedding                                               | klue/bert-base (Park et al., 2021)                                    |
| Farsi (fa)   | FastText (fa), fa-forward, fa-backward                                                                    | HooshvareLab/bert-fa-base-uncased (Farahani et al., 2020)             |
| German (de)  | FastText (de), de-forward, de-backward                                                                    | -                                                                     |
| Chinese (zh) | FastText (zh), Byte Pair Embedding (zh), character Embedding                                              | bert-base-chinese                                                     |
| Hindi (hi)   | FastText (hi), hi-forward, hi-backward                                                                     | xlm-roberta-base                                                     |
| Bangla (bn)  | Byte Pair Embedding (bn), Character Embedding                                                              | xlm-roberta-base                                                     |
| Multi-linguall (multi) | Byte Pair Embedding (multi), multi-Forward, multi-Backward                                               | xlm-roberta-base                                                     |
| Code-mixed (mix) | -                                                             | xlm-roberta-base                                                     |

Table 2: Used word embeddings and transformer models in our CSECU-DSG system.

BIO tagging scheme.

2.2 Transformer based System

In our transformer-based approach, we employ the monolingual BERT model for each of the languages that are available in the Huggingface repository (Wolf et al., 2019). To choose the optimal transformers, we explore various embedding models. However, for some of the languages, XLM-RoBERTa performed better compared to the monolingual BERT. In such cases and also for the code-mixed and multilingual data, we employ the XLM-RoBERTa model.

The Facebook AI launched the XLM-RoBERTa as an upgrade to their initial XLM-100 model (Conneau et al., 2020). It is a scaled cross-lingual sentence encoder. Using self-supervised training approaches, it offers state-of-the-art performances in cross-lingual understanding where a model is taught in one language and then applied to multiple languages with no additional training data. This model showed increased performance on numerous
NLP applications. Utilizing just monolingual data, XLM-RoBERTa was trained with a multilingual masked language model (MLM) objective.

With users publishing content in over 160 languages on Facebook, XLM-RoBERTa is a major leap toward the goal of offering the greatest possible experience on this platform for everybody, regardless of their native language. XLM-RoBERTa creates the possibility for a one-model-for-many-languages approach rather than a single model per language. There are two versions of XLM-RoBERTa. The base version of XLM-RoBERTa contains 250M parameters, whereas the large version has 560M. The vocabulary in both versions is 250K. In our framework, we use the XLM-RoBERTa-base version to extract the effective transfer learning features. The list of transformer models used in our transformer-based approach is presented in Table 2.

3 Experiment and Evaluation

3.1 Dataset Description

The organizers of the SemEval-2022 MultiCoNER shared task 11 (Malmasi et al., 2022b,a) provided a benchmark dataset to evaluate the performance of the participants’ systems. The dataset comprises data of 11 languages along with a code-mixed dataset. The dataset statistics are summarized in Table 3.

| Track          | Training | validation | Test       |
|----------------|----------|------------|------------|
| BN-Bangla      | 15,300   | 800        | 133,119    |
| DE-German      | 15,300   | 800        | 217,824    |
| EN-English     | 15,300   | 800        | 217,818    |
| ES-Spanish     | 15,300   | 800        | 217,887    |
| FA-Farsi       | 15,300   | 800        | 165,702    |
| HI-Hindi       | 15,300   | 800        | 141,565    |
| KO-Korean      | 15,300   | 800        | 178,249    |
| NL-Dutch       | 15,300   | 800        | 217,337    |
| RU-Russian     | 15,300   | 800        | 217,501    |
| TR-Turkish     | 15,300   | 800        | 136,935    |
| ZH-Chinese     | 15,300   | 800        | 151,661    |
| MULTI-Multilingual | 168,300 | 8,800 | 471,911 |
| MIX-Code_mixed | 1500     | 500        | 100000     |
| Total          | 338,100  | 18,100     | 2,567,509  |

Table 3: The statistics of the datasets used in different lingual track.

3.2 Experimental Settings

We now describe the the set of parameters that we have used to design our proposed CSECUDSG systems for the MultiCoNER task. We employ two different approaches including a BiLSTM-CRF based approach and a transformer-based approach. We employ Flair’s (Akbik et al., 2019) implementation of the BiLSTM-CRF approach and Huggingface (Wolf et al., 2019) implementation of the monolingual and multilingual transformer models with fine-tuning. We finetune these models with the provided training data. We also tune several hyper-parameters to obtain the optimal performances. Our hyper-parameters search space is presented in Table 4 and default settings are used for the others.

| Hyper-parameters          | Search Space             |
|---------------------------|--------------------------|
| Training batch size       | {8, 16, 32}              |
| Learning rate             | {0.1, 1e−3, 3, 1e−5, ...} |
| Number of epochs          | {3, 5, ..., 100}         |
| BiLSTM output size        | {64, 128, 256, 512}      |

3.3 Evaluation Measures

To assess the performance of the participants’ systems, SemEval-2022 MultiCoNER shared task 11 (Malmasi et al., 2022b) used different strategies and metrics. Since the evaluation file contains instances from all 11 languages and two other language settings including multilingual and code-mixed, the macro averaged F1 score of all these languages is used as the primary evaluation metric to rank the participants’ systems. However, the organizers reported the results based on precision and recall evaluation measures too.

3.4 Results and Analysis

In this section, we analyze the performance of our proposed approaches in the MultiCoNER shared task. We have employed two different approaches including a BiLSTM-CRF based approach and a transformer-based approach. The dataset comprises of 11 different languages and two other language settings including multilingual and code-mixed. The overall performance of the system is estimated considering the macro average F1 score obtains in each languages dataset. Considering this,
we analyze the performance of our proposed systems, based on each language. The corresponding results are reported in Table 5.

Results showed that the transformer-based approach obtained better performances in most of the languages compared to the BiLSTM-CRF with stacked embedding approach in terms of primary evaluation measure F1-macro. However, in terms of precision BiLSTM-CRF performed better and in terms of recall transformer-based system performed better in most of the languages dataset. Considering the diverse performances in these two approaches the optimal parameter settings of the best-performing ones are articulated in Table 6 and default settings used for the other parameters.

However, comparative performance analysis in most of the languages dataset showed that our proposed system did not perform well to address the task challenges. However, the best performing results of our proposed CSECU-DSG system in the MultiCoNER shared task for the Chinese (ZH) and Hindi (HI) languages along with other top performing and competitive participants systems are articulated in Table 7. Following the benchmark of the MultiCoNER shared task, participants’ systems are ranked based on the primary evaluation measures F1-macro. For these two languages, our proposed CSECU-DSG system obtained comparatively better performances.

### 4 Conclusion and Future Directions

In this paper, we presented our proposed systems to address the challenges of the MultiCoNER shared task. We employed a BiLSTM-CRF with a stacked embedding-based approach and a transformer-based approach. Experimental results demonstrate
that transformer-based approach performed better compared to the other approach in most of the languages dataset.

In the future, we have a plan to incorporate the task-specific features and technologies to address the challenges properly. We also have a plan to explore the existing NER technologies and fuse them in a unified architecture to overcome the limitations of the current approaches.

Table 7: Comparative results with other selected participants on Chinese and Hindi track.

| Team (Rank) | F1-macro |
|------------|----------|
| Chinese (ZH) |         |
| CSECU-DSG (9th) | 0.6722  |
| Performance of other participants’ |         |
| USTC-NELSLIP (1st) | 0.8169  |
| OPDAI (3rd) | 0.7954  |
| QTrade AI (8th) | 0.7400  |
| RACAI (16th) | 0.6270  |
| MarSan_AI (19th) | 0.5664  |
| Hindi (HI) |         |
| CSECU-DSG (11th) | 0.5768  |
| Performance of other participants’ |         |
| DAMO-NLP (1st) | 0.8623  |
| RACAI (3rd) | 0.6808  |
| YNUNLP (8th) | 0.6339  |
| silpa_nlp (14th) | 0.5149  |
| Enigma (17th) | 0.4862  |
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