Combining Resampling Strategies and Ensemble Machine Learning Methods to Enhance Prediction of Neonates with a Low Apgar Score After Induction of Labor in Northern Tanzania
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Objective: The goal of this study was to establish the most efficient boosting method in predicting neonatal low Apgar scores following labor induction intervention and to assess whether resampling strategies would improve the predictive performance of the selected boosting algorithms.

Methods: A total of 7716 singleton births delivered from 2000 to 2015 were analyzed. Cesarean deliveries following labor induction, deliveries with abnormal presentation, and deliveries with missing Apgar score or delivery mode information were excluded. We examined the effect of resampling approaches or data preprocessing on predicting low Apgar scores, specifically the synthetic minority oversampling technique (SMOTE), borderline-SMOTE, and the random undersampling (RUS) technique. Sensitivity, specificity, precision, area under receiver operating curve (AUROC), F-score, positive predicted values (PPV), negative predicted values (NPV) and accuracy of the three (3) boosting-based ensemble methods were used to evaluate their discriminative ability. The ensemble learning models tested include adoptive boosting (AdaBoost), gradient boosting (GB) and extreme gradient boosting method (XGBoost).

Results: The prevalence of low (<7) Apgar scores was 9.5% (n = 733). The prediction models performed nearly similar in their baseline mode. Following the application of resampling techniques, borderline-SMOTE significantly improved the predictive performance of all the boosting-based ensemble methods under observation in terms of sensitivity, F1-score, AUROC and PPV.

Conclusion: Policymakers, healthcare informaticians and neonatologists should consider implementing data preprocessing strategies when predicting a neonatal outcome with imbalanced data to enhance efficiency. The process may be more effective when borderline-SMOTE technique is deployed on the selected ensemble classifiers. However, future research may focus on testing additional resampling techniques, performing feature engineering, variable selection and optimizing further the ensemble learning hyperparameters.
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Background
Labor induction (IOL) is the artificial stimulation of uterine contractions during pregnancy prior to the onset of labor in order to promote a vaginal birth. Recent advances in obstetric and fetal monitoring techniques have resulted in the majority
of induced pregnancies having favorable outcomes; however, adverse health outcomes resulting in low Apgar scores in neonates continue to exist. The Apgar score tool, developed by Virginia Apgar, is a test administered to newborns shortly after birth. This examination analyzes the heart rate, muscle tone, and other vital indicators of a baby to determine if extra medical care or emergency care is required. The test is usually administered twice: once at 1 minute after birth and again at 5 minutes. Apgar scores obtained 5 minutes after birth have become widely used in the prediction of neonatal outcomes such as asphyxia, hypoxic-ischemic encephalopathy, and cerebral palsy. Additionally, recent research has established that Apgar values <7 five minutes after birth are related with impaired cognitive function, neurologic disability, and even subtle cognitive impairment as determined by scholastic achievement at the age of 16. Perinatal morbidity and death can be decreased by identifying and managing high-risk newborns effectively. Accurate detection of low Apgar scores at 5 minutes following labor induction is hence one among the ways to ensure optimal health and survival of the newborn. Several studies based on statistical learning have shown relationship and the interplay of maternal and neonatal variables for low Apgar scores. However, no studies have been conducted to date that focus exclusively on modeling neonatal Apgar scores following IOL intervention. As machine learning is applied to increasingly sensitive tasks and on increasingly noisy data, it is critical that these algorithms are validated against neonatal healthcare data. In addition, myriad studies have reported the potential of ensemble learning algorithms in predictive tasks. In the current study, we assessed the performance metrics of the three powerful ensemble learning algorithms. Due to skewed or imbalanced distribution of the outcome of interest, we further assessed whether the synthetic minority oversampling technique (SMOTE), Borderline-SMOTE and random undersampling (RUS) techniques would impact the learning process of the models.

**Methods**

**Study Setting and Data Source**

We analyzed data from the Kilimanjaro Christian Medical Centre (KCMC) birth registry for women who gave birth to singleton infants between 2000 and 2015. This facility serves a population of around 11 million people from the region and neighboring areas. The register collects data on the mother’s health prior to and during pregnancy, as well as complications and the infant’s status. All induced women who delivered singleton infants vaginally during the study period and had complete birth records were eligible for this study. Women with multiple gestations, stillbirths were excluded. These exclusions were necessary to offset the effect of possible overestimation of the prevalence of low Apgar scores (Figure 1). More information about the KCMC birth registry database can be found elsewhere. The final sample comprised 7716 induced deliveries.

**Description of the Response and the Predictor Variables**

The response variable was “Apgar score” at 5 minutes (coded 0 for “normal”, and 1 for “low”) which was computed using five criteria. The first criterion included the strength and regularity of newborn’s heart rate where babies with 100 beats per minute or more scored 2 points while those with less than 100 scored 1 point and those with 0 heart rate scored 0 points. The second criterion assessed lung maturity or breathing effort, awarding 2 points to newborns with regular breathing, 1 point to those with irregular breathing with 30 breaths per minute, and 0 points to those with no breath at all. The third component, for which active neonates received 2 points, moderately active ones received 1 point, and those who limped received no point. The fourth factor is skin color and oxygenation, where infants with pink color receiving 2 points, those with bluish extremities receiving 1 point, and those with completely bluish color receiving 0 points. The final component assesses reflex responses to irritating stimuli, with crying receiving 2 points, whimpering receiving 1 point, and silence receiving 0 points. The investigator then added the scores for each finding and defined a number less than seven (<7) as low and >7 as normal Apgar score. The current study examined the predictors of low Apgar scores previously reported in literature such as parity, maternal age, gestational age, number of prenatal visits, induction method used, body mass index (BMI). The gestational age at birth was calculated using the last menstrual period date and expressed in whole weeks, with deliveries of less than 37 weeks classified as preterm, those between 37 and 41 weeks as term, and those of 41 weeks or more as postterm. Additional behavioral and neonatal risk factors included child sex, smoking and alcohol consumption during...
pregnancy, as well as the history of using any form of family planning method were also examined. These factors were categorized as yes or no, with yes indicating the occurrence of these outcomes. The categories of the covariates for some factors variables were selected following a preliminary examination of the data.

The Boosting-Based Algorithms
Boosting algorithms have received significant attention in recent years in data science and machine learning. Boosting algorithms combine several weak models to produce a strong or more accurate model.\(^{15,16}\) Boosting techniques such as AdaBoost, Gradient boosting, and extreme gradient boosting (XGBoost) are all examples of ensemble learning algorithms that are often employed, particularly in data science contests.\(^{17}\) AdaBoost is designed to boost the performance of "weak learners." The algorithm constructs an ensemble of weak learners iteratively by modifying the weights of misclassified data in each iteration. It gives equal weight to each training set sample when training the initial weak learner.\(^{18}\) Weights are revised for each succeeding weak learner in such a way that samples misclassified by the current weak learner receive a larger weight. Additionally, the family of boosting algorithms are said to be advantageous for resolving class imbalance problems since they provide a greater weight to the minority class with each iteration, as data from this class is frequently misclassified in other ML algorithms.\(^{19}\) Gradient boosting (GB) constructs an additive model incrementally and it enables optimization of arbitrary differentiable loss functions. It makes use of the gradient descent algorithm to reduce the number of errors in sequential models.\(^{20}\) In contrast to conventional gradient boosting, XGBoost employs its own way of tree construction, with the similarity score and gain determining the optimal node splits. So, it is a decision-tree-based ensemble method that utilizes a gradient boosting framework.\(^{21}\) Figure 2 shows the basic mechanism of boosting-based algorithm in modelling process.

Resampling Techniques and Imbalanced Data
Our dataset was imbalanced in terms of class frequency, as the positive class (low Apgar score newborns) had only 733 individuals (9.5%). If one of the target classes contains a small number of occurrences in comparison to the other classes, the dataset is said to be imbalanced.\(^{22,23}\) Numerous ways to deal with unbalanced datasets have been presented recently.\(^{24-26}\) This paper presents two approaches for balancing the dataset including synthetic minority oversampling technique (SMOTE) and random undersampling (RUS) technique. In contrast to traditional boosting, which assigns equal weight to all misclassified cases, resampling methods (SMOTE or RUS) and boosting
algorithms (AdaBoost, Gradient boosting, XGBoost) applied to several highly and somewhat imbalanced data-sets have been shown to improve prediction on the minority class.\textsuperscript{27,28} Re-sampling is a preprocessing approach that balances the distribution of an unbalanced dataset before it is sent to any classifiers.\textsuperscript{29} Resampling methods are designed to change the composition of a training dataset for an imbalanced classification task. SMOTE begins by randomly selecting an instance of a minority class and determining its k nearest minority class neighbors. The synthetic instance is then formed by selecting one of the k closest neighbors at random in the feature space to form a line segment.\textsuperscript{30} Borderline-SMOTE begins by classifying observations belonging to the minority class. It considers any minority observation to be noise if all of its neighbors are members of the majority class and the minority observation is discarded while constructing synthetic data. Additionally, it resamples entirely from a few places designated as border points with both majority and minority class instances. Undersampling (RUS) approaches eliminate samples from the training dataset that belong to the majority class in order to more evenly distribute the classes. The strategy reduces the dataset by removing examples from the majority class with the goal of balancing the number of examples in each class.\textsuperscript{31} Figure 3 indicates the basic mechanism for both RUS and SMOTE techniques.

**Implementation and Data Analysis**

Descriptive statistics were obtained using STATA version 14. Data preprocessing and the main analyses were performed using Python programming (version 3.8.0). The predictive models for low Apgar scores were generated with test and training sets using Python scikit-learn (version 0.24.0) packages for machine learning. The parameters to assess the predictive performance of the selected ensemble machine learning algorithms have been evaluated in equations (1) through (8). The dataset was firstly converted to comma-separated values (CSV) file and imported to Python tool. We used open-source libraries in Python including Scikit-learn, Numpy and Pandas. The python codes used to generate the results along with the outputs are attached herein (Supplementary File 1).

\begin{equation}
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\end{equation}

\begin{equation}
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (2)
\end{equation}
Sensitivity = \frac{TP}{TP + FN} \quad (3)

Specificity = \frac{TN}{FP + TN} \quad (4)

F1 score = \frac{2 \cdot \text{Precision} \cdot \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \quad (5)

\text{AUC} = \frac{1 + \text{Sensitivity} - \text{FPrate}}{2} \quad (6)

\text{NPV} = \frac{TN}{TN + FN} \quad (7)

\text{PPV} = \frac{TP}{FP + TP} \quad (8)

where TP, FP, TN, FN, FPrate, PPV and NPV represent true positive, false positive, true negative, false negative, false-positive rate, positive predictive value and negative predictive value respectively.

**Results**

The sociodemographic and obstetric characteristics of the participants are summarized in Table 1. A total of 7716 Singleton births were analyzed. Of these, 55% of the deliveries were from nulliparous women while majority (88%) of study participants were aged <35 years and about 80% of the total deliveries were at term. The proportion of neonates with low Apgar scores (<7) was found to be 9.5%.

Prior to the use of resampling techniques, all models performed nearly identically. Of all the resampling techniques considered in the current study, borderline-SMOTE was shown to significantly improve the performance of all the models in terms of all the metrics under observation (Table 2). RUS and SMOTE exhibited little or no improvement on baseline performance in all instances of their respective ensemble models. Performance in terms of AUC metrics for AdaBoost, GB, and XGBoost has been shown in Figure 4.

**Discussion**

In this paper, we trained and evaluated the performance of three ensemble-based ML algorithms on a rare event (9.5% for <7 Apgar score versus 90.5% for >7 Apgar score). We then demonstrated how the resampling techniques can affect the learning process of the selected models on the imbalanced data. Kubat et al proposed a heuristic under-sampling method for balancing the data set by removing noise and redundant instances of the majority class. Chawla et al oversampled the minority class using the SMOTE (Synthetic Minority Oversampling Technique) technique, which generated new synthetic examples along the line between the minority examples and their chosen nearest neighbors. In the current study, both sampling techniques (SMOTE and RUS) were seen to slightly improve the “sensitivity” of the minority class, with the largest improvement seen from using borderline-SMOTE technique. Improvement of sensitivity means the ratio of correct positive predictions, that is, neonates with <7 Apgar score, to the total positive examples is relatively high. In other words, with the improvement shown by XGBoost following the Borderline-SMOTE resampling techniques, the model was able to correctly identify 93% (an improvement from 20% baseline performance) of the neonates with a low Apgar score, while missing 7% only. On the other hand, all the models performed well (Specificity = 99%) in correctly identifying neonates with normal (>7) Apgar score without the application of resampling methods. This could be because the number of neonates with a normal Apgar score was significantly higher in the dataset.
greater than those with a low Apgar score in this database (n=6983 vs n=733), making the negative class more likely to be predicted. Notable is the Positive Predicted Value (PPV) obtained with XGBoost using the Borderline-SMOTE resampling method, which indicates that 94% of neonates predicted to have a low Apgar score actually had one. Numerous studies have demonstrated the critical importance of maximizing model's sensitivity as well as PPV particularly when dealing with class imbalanced datasets. Precision and sensitivity make it possible and desirable to evaluate a classifier's performance on the minority class, resulting in another metric called the F-score. The F-score is high when both sensitivity and precision are high. Again, the best F-score was obtained in all models when borderline-SMOTE was used. However, the best F-score was reached by borderline-SMOTE applied specifically on XGBoost classifier. In terms of AUROC, borderline-SMOTE demonstrated a considerable improvement in the ensemble learners’ learning process. Neither SMOTE nor RUS techniques could improve the learning process in this occasion. Numerous studies have identified reasons for ineffectiveness in these resampling techniques, the most frequently cited being class overlap in feature space, which makes it more difficult for the classifier to learn the decision-making process.

### Table 1 Demographic Information of the Study Participant (N=7716)

| Attributes          | Low (<7) Apgar Score | Normal (≥7) Apgar Score | χ² p-value |
|---------------------|---------------------|-------------------------|------------|
| **Parity**          |                     |                         |            |
| Nulliparous         | 409 (55.8)          | 3817 (54.66)            | 0.556      |
| Multiparous         | 324 (44.2)          | 3166 (45.34)            |            |
| **Maternal age**    |                     |                         |            |
| <25                 | 273 (37.24)         | 2575 (36.88)            | 0.214      |
| 25–35               | 361 (49.25)         | 3606 (51.64)            |            |
| >35                 | 99 (13.51)          | 802 (11.49)             |            |
| **Gestational age**|                     |                         |            |
| Term                | 463 (63.17)         | 5683 (81.38)            | <0.001     |
| Preterm             | 209 (28.51)         | 593 (8.49)              |            |
| Post term           | 61 (8.32)           | 707 (10.12)             |            |
| **PROM**            |                     |                         |            |
| No                  | 709 (96.73)         | 6829 (97.79)            | 0.067      |
| Yes                 | 24 (3.27)           | 154 (2.21)              |            |
| **Gestational diabetes** |             |                         |            |
| No                  | 730 (99.59)         | 6974 (99.87)            | 0.067      |
| Yes                 | 3 (0.41)            | 9 (0.13)                |            |
| **Prenatal visits**|                     |                         |            |
| <3                  | 296 (40.38)         | 1796 (25.72)            | <0.001     |
| 3–6                 | 365 (49.80)         | 3997 (57.24)            |            |
| >6                  | 72 (9.82)           | 1190 (17.04)            |            |
| **Induction method**|                     |                         |            |
| Oxytocin            | 591 (80.63)         | 6361 (91.09)            | <0.001     |
| Prostaglandins      | 142 (19.37)         | 622 (8.91)              |            |
| **Referred for delivery** |             |                         |            |
| No                  | 453 (61.80)         | 5573 (79.81)            | <0.001     |
| Yes                 | 280 (38.20)         | 1410 (20.19)            |            |
| **Ever use of family planning** |         |                         |            |
| No                  | 344 (46.93)         | 2896 (41.47)            | 0.004      |
| Yes                 | 389 (53.07)         | 4087 (58.53)            |            |
| **Smoking during pregnancy** |       |                         |            |
| No                  | 729 (99.45)         | 6966 (99.76)            | 0.135      |
| Yes                 | 4 (0.55)            | 17 (0.24)               |            |
| **Alcohol during pregnancy** |             |                         |            |
| No                  | 550 (75.03)         | 4977 (71.27)            | 0.032      |
| Yes                 | 183 (24.97)         | 2006 (28.73)            |            |

(Continued)
boundary. Studies have established that, if there is an overlapping between the classes given the variables in the dataset, SMOTE would be generating synthetic points affecting the separability. In addition, studies have pointed out that "Tomek links", which are pairs of opposing instances that are very close together prior to model building, could be generated as well as other points, therefore harming the classification.

**Study's Utility and Importance**

Researchers working on artificial intelligence particularly on computer-assisted decision-making in healthcare as well as developers who are interested in developing predictive models for decision support system for neonatal healthcare can obtain clues on the efficiency of the ensemble learners particularly when the data is imbalanced and the respective resampling techniques that are likely to improve such prediction and hence make an informed decision. In totality, based on historical registry data, these model predictions enable healthcare informaticians to make highly accurate guesses about the likely outcomes of the intervention.

**Study Limitations**

As we examined data from a single tertiary institution, our findings may have good internal validity but limited generalizability or external validity. It is possible that the study will show different results for datasets collected from other tertiary hospitals in north Tanzania; thus, caution should be exercised when concluding the specific finding. Furthermore, because we only looked at AUROC, F-scores, precision, NPV, PPV, sensitivity and specificity as performance indicators for boosting-based algorithms, our findings may be rather limited. Future research may shed light on other performance metrics, particularly those for unbalanced data, such as informedness, markedness, and Matthew’s correlation coefficient (MCC). Additionally, the current study did not conduct variable selection or feature engineering, nor did it address confounding variables, which could have limited or reduced classifier performance by increasing the likelihood of model overfitting. It would have been interesting to investigate whether or not the impact of feature engineering and confounding effects would result in improved results for both the SMOTE and RUS methods.

**Table 2 Predictive Performance for of Low Apgar Score Following Labor Induction Using Ensemble Learning**

| Algorithm                        | Resampling Technique | Sensitivity | Specificity | Precision | F-Score | Accuracy | AUROC | PPV  | NPV  |
|----------------------------------|----------------------|-------------|-------------|-----------|---------|----------|-------|------|------|
| Adaptive boosting (AdaBoost)      | Baseline             | 0.18        | 0.99        | 0.75      | 0.29    | 0.91     | 0.73  | 0.75 | 0.92 |
|                                  | SMOTE                | 0.46        | 0.80        | 0.19      | 0.27    | 0.75     | 0.67  | 0.19 | 0.93 |
|                                  | Borderline SMOTE     | 0.75        | 0.80        | 0.78      | 0.76    | 0.77     | 0.86  | 0.78 | 0.76 |
|                                  | RUS                  | 0.52        | 0.76        | 0.19      | 0.28    | 0.74     | 0.69  | 0.19 | 0.94 |
| Gradient boosting methods (GB)    | Baseline             | 0.19        | 0.99        | 0.80      | 0.31    | 0.92     | 0.72  | 0.80 | 0.92 |
|                                  | SMOTE                | 0.42        | 0.85        | 0.22      | 0.29    | 0.80     | 0.68  | 0.22 | 0.93 |
|                                  | Borderline SMOTE     | 0.80        | 0.84        | 0.83      | 0.81    | 0.81     | 0.89  | 0.83 | 0.80 |
|                                  | RUS                  | 0.49        | 0.79        | 0.20      | 0.28    | 0.76     | 0.70  | 0.20 | 0.94 |
| Extreme gradient boosting (XGBoost) | Baseline             | 0.20        | 0.99        | 0.69      | 0.30    | 0.91     | 0.70  | 0.69 | 0.92 |
|                                  | SMOTE                | 0.25        | 0.95        | 0.39      | 0.30    | 0.89     | 0.68  | 0.39 | 0.92 |
|                                  | Borderline SMOTE     | 0.93        | 0.94        | 0.94      | 0.93    | 0.93     | 0.97  | 0.94 | 0.93 |
|                                  | RUS                  | 0.59        | 0.69        | 0.17      | 0.26    | 0.64     | 0.68  | 0.16 | 0.94 |

Abbreviations: AUROC, area under receiver operating curve; NPV, negative predictive value; PPV, positive predictive value; RUS, random undersampling; SMOTE, synthetic minority oversampling technique.
Exploration and Future Works
We encourage further research into other strategies for improving the learning process in this neonatal outcome, such as the ADASYN (ADAptive SYNthetic) sampling approach and the use of other SMOTE variants such as Safe-Level-SMOTE, SVM-SMOTE and KMeans-SMOTE. The combination of hybrid methods, that is, executing SMOTE and RUS methods concurrently on these ensemble methods, is also worth trying.

Conclusion
Predicting neonatal low Apgar scores after labor induction using this database may be more effective and promising when borderline-SMOTE is executed along with the ensemble methods. Future research may focus on testing additional resampling techniques mentioned earlier, performing feature engineering or variable selection, and optimizing further the ensemble learning hyperparameters.
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