Spinfoams in the holomorphic representation
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We study a holomorphic representation for spinfoams. The representation is obtained via the Ashtekar-Lewandowski-Marolf-Mourão-Thiemann coherent state transform. We derive the expression of the 4d spinfoam vertex for Euclidean and for Lorentzian gravity in the holomorphic representation. The advantage of this representation rests on the fact that the variables used have a clear interpretation in terms of a classical intrinsic and extrinsic geometry of space. We show how the peakedness on the extrinsic geometry selects a single exponential of the Regge action in the semiclassical large-scale asymptotics of the spinfoam vertex.

INTRODUCTION

Spinfoams provide a covariant formulation of the dynamics of Loop Quantum Gravity (LQG). (see for an up-to-date status report). The dynamics is described in terms of transition amplitudes between states belonging to the kinematical Hilbert space of LQG. In particular, when the spin-network basis is used, the transition amplitude is a function of spins and intertwiners associated to the links and the nodes of the spin-network graph. In the recent literature, spinfoams are generally defined in terms of these variables: a space-time configuration in the spinfoam sum is understood as a 2-complex with faces labeled by $SU(2)$-spins and edges labeled by $SU(2)$-intertwiners.

Different representations of the Hilbert space of LQG can be lifted to the covariant level in spinfoams. In this paper we consider two representations for spinfoams. The first is a holonomy representation. This representation allows to write spinfoams into a form closer to a Feynman path-integral: as an integral over the Ashtekar connection smeared along links that slice faces of the spinfoam 2-complex. The second is the holomorphic representation: it is based on the Segal-Bargmann transform for theories of connections introduced by Ashtekar, Lewandowski, Marolf, Mourão and Thiemann.

Clearly, spinfoams in different representations have the same physical content. What the new representations provide is new insights and new calculational tools. In particular, the holomorphic representation offers a new way of understanding the semiclassical behavior of spinfoams. The holomorphic representation is associated to coherent spin-network states. These states are peaked on a classical intrinsic and extrinsic discrete geometry of space. This fact has a remarkable consequence that we discuss below.

Recently, the large scale asymptotics of the 4d spinfoam vertex has been derived. The analysis has been done using the representation in terms of spins and normals introduced by Livine and Speziale. For a geometric set of boundary data, the asymptotics of the Lorentzian vertex features a sum over two classical solutions. This leads to a cosine of Regge action, similarly to what happens in 3d for the Ponzano-Regge model. We argue that the presence of the second undesired classical solution in the semiclassical expansion is an artifact of the representation used: the representation in terms of spins and normals diagonalizes the area operator; as a result, it has a maximal spread on its conjugate momentum and cannot completely identify a point in phase space. On the other hand, the holomorphic representation discussed in this paper is based on coherent spin-networks. These states are peaked both on the area and on its conjugate variable, an extrinsic angle. This is enough to select one of the two classical solutions in the semiclassical expansion.

The paper is organized as follows. In section I we discuss the holonomy representation of spinfoams and its relation with the two representations mostly used in the literature: the ‘spin and intertwiner’ representation and the ‘spin and normals’ representation. Then, in section II, we introduce the holomorphic representation as the Segal-Bargmann transform of the holonomy representation. Moreover we discuss the interpretation of the complex variables used in terms of discrete classical geometries. In sections III and IV, we derive the expression of the Euclidean and the Lorentzian spinfoam vertex both in the holonomy and in the holomorphic representation. In section V, we discuss an application of the derived formulae: we show how the peakedness on the extrinsic geometry allows to select a single classical solution in the analysis of the large scale asymptotics of the Lorentzian spinfoam vertex.

I. SPIN FOAMS IN VARIOUS REPRESENTATIONS

In LQG, the Hilbert space associated to a graph $\Gamma$ embedded in a 3-dimensional hypersurface $\Sigma$ is $H_{\Gamma} = L^2(SU(2)^L/SU(2)^N)$ where $L$ is the number of links of the graph and $N$ the number of nodes. In the ‘holonomy representation’, a state is a gauge invariant function of $SU(2)$ group elements $h_l$ ($l = 1, \ldots, L$) that is invariant under $SU(2)$ gauge transformations at nodes,

$$\Psi(h_l) = \Psi(g_{n_l} h_l g_{n_l}^{-1}).$$

(1)
Here $n_l$ and $n'_l$ are respectively the node that is source/target of the link $l$. The configuration variables $h_l$ are interpreted as holonomies of the Ashtekar-Barbero connection

$$A^a_l = \Gamma^a_l + \gamma K^a_l$$

along the link $l$ of the graph ($\Gamma^a_l$ is the spin-connection, $K^a_l$ the extrinsic curvature of the hypersurface $\Sigma$, and the real number $\gamma \neq 0$ is the Barbero-Immirzi parameter).

Spinfoams provide the transition amplitude from an ‘in’ state to an ‘out’ state: they are maps that correspond to the formal expression

$$W[g_{\text{in}}^{(3)}, g_{\text{out}}^{(3)}] = \int g_{\text{in}}^{(3)} Dg^{(4)} \exp iS[g^{(4)}].$$

for the transition amplitude of 3-geometries in terms of a sum over 4-geometries. The formalism admits a generalization to ‘boundary amplitudes’ $W_{\text{boundary}}^{(3)}$. Let $H_{l}$ be the Hilbert space associated to a graph on the boundary of a 4-dimensional ball. The boundary amplitude of a state $\Psi \in H_{l}$ is given by

$$\langle W | \Psi \rangle = \prod_l dh_l W(h_l) \Psi(h_l),$$

where $W(h_l)$ is the spinfoam model in the holonomy representation. The quantity $W(h_l)$ is local in space-time, i.e. it is given by a product of elementary vertex-amplitudes $W_v(h_{\text{vl}})$ integrated over bulk variables $h_{\text{vl}}$:

$$W(h_l) = \sum_\sigma \int dh_{\text{vl}}^{\text{bulk}} \prod_{v \in \sigma} W_v(h_{\text{vl}}) \prod_{f \subset \sigma} \delta(\prod_{v \in \partial f} h_{\text{vl}}).$$

Here, the sum is over 2-complexes $\sigma$ with boundary given by the graph $\Gamma^l$. A “face amplitude” is present: it is given by a delta function of a product of the holonomies $h_{\text{vl}}$ bounding a face $f$ of the 2-complex. It is needed in order to guarantee the composition law of the spinfoam amplitude $W_v(h_{\text{vl}})$. Notice that we are associating a boundary graph to each vertex of the 2-complex, therefore the holonomies $h_{\text{vl}}$ have a vertex label $v$ and a link label $l$. The association of variables is depicted in Fig.1.

The construction is the following: we consider a 4-ball that contains a single vertex of the 2-complex $\sigma$; the boundary graph associated to the vertex is defined as the intersection of the portion of the 2-complex contained in the 4-ball and the boundary of the 4-ball (a 3-sphere). In particular, the boundary graph has as many links as faces of the 2-complex intersecting at the vertex. The bulk variables $h_{\text{vl}}^{\text{bulk}}$ are $SU(2)$ holonomies associated to these links. As an example, the vertex amplitude of the

\[ \begin{array}{c}
\text{FIG. 1. The bulk holonomies } h_{\text{vl}} \text{ are associated to the internal face } f \text{ as well as to the external face } f'. \\
\text{The notation is the following: } v \text{ are spinfoam vertices and } l \text{ are links intersection of the faces with a small } 3\text{-sphere centered on the corresponding vertex. The boundary holonomy } h_{\text{vl}} \text{ is associated to the external side (dashed line) of the boundary face } f'.
\end{array} \]

Ponzano-Regge model for 3d gravity is given by

$$W^\text{PR}(h_l) = \int \prod_{n=1}^4 \prod_{i=1}^6 \delta(g_{n_l} h_l g_{n_l}^{-1}).$$

In the case of the Ponzano-Regge model, the boundary graph is a complete graph with four (3-valent) nodes. Similarly, the vertex proposed by Engle-Pereira-Rovelli-Livine and Freidel-Krasnov (EPRL-FK) was originally defined on a complete graph with 5 (4-valent) nodes. More recently, Kaminski-Kisielowski-Lewandowski have proposed a version of the EPRL-FK vertex that provides a generalization to arbitrary boundary graphs.

Above we have defined spinfoams directly in the holonomy representation. In the literature, spinfoam vertices are generally presented using a different representation: the 'spin and intertwiner' representation, $W_v(j_l, i_n)$. This representation is related to the holonomy representation by the Peter-Weyl transform (see Table I). This is the representation associated to an orthonormal basis of the boundary Hilbert space $H_{l}$. Let $\Psi_{j_l, i_n}(h_l)$ be a spin-network state,

$$\Psi_{j_l, i_n}(h_l) = \left( \bigotimes_n i_n \right) \cdot \left( \bigotimes_l D^{(j_l)}(h_l) \right).$$

Here $D^{(j_l)}$ are $SU(2)$ representation matrices and $i_n$ intertwining tensors. The spinfoam vertex in the 'spin and intertwiner' representation is given by the amplitude of an element of the spin-network basis

$$W_v(j_l, i_n) = \langle W_v | \Psi_{j_l, i_n} \rangle.$$

For instance, in this representation, the Ponzano-Regge vertex is simply given by a Racah $6j$-symbol

$$W^\text{PR}_v(j_l) = \frac{1}{\sqrt{\Pi_l(2j_l+1)\{6j\}}}.$$
In the definition and in the analysis of the asymptotics of the new spinfoam vertices, a third representation has turned out to be useful \[ \{ 17, 18, 34, 35 \}. \] It is a representation in terms of a spin and two unit-normals per link of the graph. This representation is associated to spin-networks with nodes labeled by Livine-Speziale coherent intertwiners \[ \{ 3 \}. \] A coherent intertwiner in Inv(\( \mathbb{C}^E H^{(3)} \)) is labeled by \( E \) unit-vectors \( \vec{n}_c \) satisfying the closure condition \( \sum_j c_j \vec{n}_c = 0 \). They are defined in terms of Bloch SU(2)-coherent states \[ \{| e, \vec{n}_c \rangle \} \] and are given by the following formula

\[
\Phi(\vec{n}_c) = \int_{SU(2)} dg \bigotimes_{e=1}^E D^{(j_e)}(g)|e, \vec{n}_c\rangle.
\] (10)

A spin-network state with coherent intertwiners at nodes is given by

\[
\Psi_{j_l, \vec{n}_l, \vec{n}_l'}(h_l) = \left( \bigotimes \Phi_{n_l}(\vec{n}_l) \right) \cdot \left( \bigotimes D^{(j_l)}(h_l) \right).
\] (11)

These states form an overcomplete basis of the Hilbert space \( \mathcal{H}_l \) with the measure on normals derived in \[ \{ 35 \}. \]

A spinfoam vertex can be written in the ‘spin and normals’ representation,

\[
W_v(j_l, \vec{n}_l, \vec{n}_l') = \langle W_v|\Psi_{j_l, \vec{n}_l, \vec{n}_l'} \rangle.
\] (12)

The reason why this representation is so useful in the semiclassical analysis of the vertex is that the normals \( \vec{n} \) are classical variables, as opposed to the intertwiners in \[ \{ 5 \} \] that are quantum numbers. This is in fact the original motivation of \[ \{ 7 \} \] for introducing coherent intertwiners. On the other hand, the spins \( j_l \) are still quantum numbers.\[ \{ 8 \} \] In the following we introduce a new representation where the classical counterparts of the spins and of their conjugate momenta appear.

**II. THE HOLOMORPHIC REPRESENTATION**

In this section we introduce a new representation of spinfoams, a representation based on coherent spin-networks \[ \{ 10, 12, 13 \}. \] Coherent spin-network states provide an overcomplete basis of the Hilbert space

\[
\begin{align*}
W(h_l) & \xrightarrow{SB} W(H_l) \\
W(j_l, i_n) & \xrightarrow{LS} W(j_l, \vec{n}_l, \vec{n}_l')
\end{align*}
\]

\[ \text{TABLE I. The various representations of spinfoams are related by transforms as shown in the diagram. The Peter-Weyl transform (PW) sends the holonomy representation } W(h_l) \text{ in the ‘spin and intertwiner’ representation } W(j_l, i_n). \text{ The ‘spin and normals’ representation } W(j_l, \vec{n}_l, \vec{n}_l') \text{ is obtained from the ‘spin and intertwiner’ representation via the Livine-Speziale transform (LS). The topic of this paper is the holomorphic representation } W(H_l). \text{ It is obtained from the holonomy representation via the Segal-Bargmann transform (SB). The expression for the 4d vertex amplitudes in the holomorphic representation is eq. } \{ 39 \} \text{ for the Euclidean case, and eq. } \{ 43 \} \text{ for the Lorentzian case. In the semiclassical analysis of spinfoams, there is an interesting interplay of the holomorphic and the ‘spin and normals’ representations. This is discussed in section V.} \]

\[ \mathcal{H}_l. \] They are labeled by an element \( H_l \) of \( SL(2, \mathbb{C}) \) per link of the graph and are defined by

\[
\Psi_{H_l}(h_l) = \int \prod_n dg_n \prod_l K_l(g_n, h_l, g_n^{-1} h_l^{-1}).
\] (13)

Here, \( t_l \) are positive real numbers and \( K_l \) is the analytic continuation to \( SL(2, \mathbb{C}) \) of the heat-kernel on \( SU(2) \),

\[
K_l(h) = \sum_j (2j + 1)e^{-j(j+1)t} \text{ Tr } D^{(j)}(h).
\] (14)

As shown in \[ \{ 11 \} \], coherent spin-networks provide a Segal-Bargmann transform for Loop Quantum Gravity. Given a state \( \Psi_f(h_l) \), its scalar product with a coherent spin-network \( \Psi_{H_l}(h_l) \) defines a function \( \Phi_f(H_l) \) that is holomorphic in \( H_l \),

\[
\Phi_f(H_l) = \langle \Psi_f|\Psi_{H_l} \rangle = \int \prod_l dh_l \overline{\Psi_f(h_l)} \Psi_{H_l}(h_l),
\] (15)

and belongs to the Hilbert space

\[
\mathcal{H}L^2(SL(2, \mathbb{C})^l, d\nu(H)^l)
\] (16)

of holomorphic functions normalizable with respect to a measure \( d\nu(H)^l \) (see \[ \{ 11 \} \] and the appendix of \[ \{ 16 \} \] for details). This result is based on the seminal work of Hall \[ \{ 39 \} \]. Moreover the \( SL(2, \mathbb{C}) \) labels \( H_l \) provide a parametrization of the phase space of the theory as captured by a graph. The peakedness properties

\[ \text{2 Let } R_\eta \text{ be the matrix that rotates the vector } \vec{e}_3 = (0, 0, 1) \text{ into the unit-vector } \vec{n}, \text{ leaving the vector } \vec{e}_3 \times \vec{n} \text{ invariant; we call } h_\eta \text{ the associated } SU(2) \text{ element, } h_\eta = D^{(1/2)}(R_\eta). \text{ A Bloch coherent state in direction } \vec{n} \text{ is obtained rotating the maximum-eigenvalue eigenstate of the spin in the direction } \vec{e}_3 \text{ to the direction } \vec{n}, \text{ i.e. } |j, \vec{n}\rangle = D^{(j)}(h_\eta)|j, +j\rangle. \text{ These are the states used in the description of the magnetic moment of a nucleus in an external magnetic field } \{ 15 \}. \]

\[ \text{3 Quantum numbers refer generally to discrete eigenvalues of observables, as in the case of geometric operators (length, area and volume operator) in Loop Quantum Gravity.} \]

\[ \text{4 We have } d\nu(H) = \Omega_{\Omega}(H)dH, \text{ where } dH \text{ is the Haar measure on } SL(2, \mathbb{C}), \text{ and } \Omega_{\Omega}(H) \text{ is just the heat-kernel on } SL(2, \mathbb{C})/SU(2), \text{ regarded as a } SU(2)-\text{invariant function on } SL(2, \mathbb{C}).} \]
of these states and their geometrical interpretation in terms of classical holonomies and fluxes is well-studied within Loop Quantum Gravity \cite{12,13}. However their use in spinfoams has remained largely unexplored until recently \cite{16}. In the following we show how coherent spin-networks and the associated holomorphic representation can be fruitfully used in the spinfoam setting.

A spinfoam vertex can be expressed in the holomorphic representation using formula \cite{19}.

\[
W_\nu(H_i) = \langle W_\nu | \Psi_{H_i} \rangle. \tag{17}
\]

As an example, the Ponzano-Regge vertex amplitude \cite{19} in the holomorphic representation is given by the following formula:

\[
W_\nu^{PR}(H_i) = \int \prod_n \! dg_n \prod_l \! K_l \left( (g_n, H_i g_n^{-1})^{-1} \right). \tag{18}
\]

The advantage of using the holomorphic representation is that the \( SL(2, \mathbb{C}) \) labels admit a clear interpretation in terms of classical discrete geometries. Here we discuss two equivalent descriptions of the discrete geometry associated to the \( SL(2, \mathbb{C}) \) variables: the first (a) is the one proper of canonical LQG and is due to Sahlmann-Thiemann-Winkler \cite{12,14}, the second (b) is the one mostly used in the covariant spinfoam setting, it is in terms of Freidel-Speziale variables for twisted geometries \cite{40} and has been introduced by the authors in \cite{16}.

(a) Let \( \Sigma \) be the boundary 3-manifold and choose a classical configuration of the Ashtekar connection \( A \) and its conjugate momentum, the electric field \( E \). Moreover, let \( \Delta_\Sigma \) be a cellular decomposition of \( \Sigma \) and \( \Gamma \) a graph dual to this decomposition. The flux of the electric field through a face \( f_l \) of \( \Delta_\Sigma \) determines a \( su(2) \) algebra element \( E_l = \int_{f_l} E \). The holonomy of the connection along a link \( l \) of the graph \( \Gamma \) determines a \( SU(2) \) group element \( h_l = P \exp(\int_{f_l} A) \). The set of couples \( (h_l, E_l) \), one per link of the graph, determines a point in a truncation of the phase space of General Relativity as captured by the graph \( \Gamma \). The couple \( (h_l, E_l) \) can be written as an element of the complexification of \( SU(2) \) using the polar decomposition \cite{40} of \( SL(2, \mathbb{C}) \):

\[
H_l = h_l \exp\left( \frac{E_l}{8\pi G \hbar \gamma} t_l \right). \tag{19}
\]

This is the Cartan decomposition of a Lorentz transformation into an \( SU(2) \) rotation and a boost. Coherent spin-networks with labels as in \cite{19} are peaked on the classical configuration \( (h_l, E_l) \).

(b) Let \( \Delta_\Sigma \) be a cellular decomposition of the boundary 3-manifold \( \Sigma \) (the cells of the decomposition can be simplicial or even polyhedral). Equip separately each cell with a Euclidean 3-geometry. As a result, the shape of each cell is fixed and the area and the normals to its faces can be computed. Now we consider two cells that share a face, and require that the area of the face is the same when seen from either of the two cells. Therefore, for each face \( f_j \) of \( \Delta_\Sigma \), we have as variables its area \( \omega_j \) and two normals \( \vec{n}_j \) and \( \vec{n}_j' \). In general the geometry these data determine is twisted in the sense of \cite{10}. A special case is the one where shared faces have congruent shapes. In this case, a continuous piecewise-flat geometry is obtained. In the case of a simplicial configuration, this is a Regge geometry \cite{40,46}.

Besides areas and 3-normals, there is another quantity of interest. Let us consider two cells sharing a face \( f_j \) and think them as embedded in 4-dimensional Minkowski space. We call \( N^j_1 \) and \( N^j' \) the 4-normals to the two cells. Their scalar product determines an angle \( \Theta_l \) with the meaning of extrinsic curvature, \( \cosh \Theta_l = -\eta_{IJ} N^j_I N^j_J \), where \( \eta_{IJ} \) is the Minkowski metric. We call \( \xi_l \) the extrinsic angle times the Immirzi parameter \( \gamma \),

\[
\xi_l = \gamma \Theta_l. \tag{20}
\]

Summarizing, for each link of the graph \( \Gamma \) dual to \( \Delta_\Sigma \), we have the following set of variables:

- an area \( a_l = \frac{\omega_l}{8\pi G \hbar \gamma} \),
- an extrinsic angle \( \xi_l \),
- two unit-normals \( \vec{n}_l \) and \( \vec{n}_l' \).

Out of these variables we can build a \( SL(2, \mathbb{C}) \) element \( H_l \) given by the following expression

\[
H_l = h_{\vec{n}_l} e^{-i\xi_l \vec{z}} h^{-1}_{-\vec{n}_l'}. \tag{21}
\]

where the complex number \( z_l \) is given in terms of \( \xi_l \) and \( a_l \) by

\[
z_l = \xi_l + ia_l t_l, \tag{22}
\]

and \( h_{\vec{n}} \) is the \( SU(2) \) element associated to a vector \( \vec{n} \) as explained in the footnote \cite{2}. The reason for this parametrization is that coherent spin-networks \cite{13} with \( SL(2, \mathbb{C}) \) labels specified as in \cite{21}, for large area \( a_l \) reduce to superpositions over spins of Livine-Speziale spin-networks \cite{14,16}. Moreover, the superposition over spins is a Gaussian centered in \( j_l \approx a_l \) times a phase

\[
6 \text{ On the encoding of simplicial geometry in a lattice gauge theory formulation of quantum gravity, see \cite{11,43}. For a discussion of the matching of lengths in LQG see sec.5 of \cite{14}. For a non-commutative flux representation of LQG and its simplicial interpretation see \cite{43}.}
\]

\[
7 \text{ The parameter } \xi \text{ codes the rotation generated by the extrinsic curvature term } \gamma K^\alpha_\mu \text{ of Ashtekar-Barbero connection.}
\]
term \( \exp(-i\xi_{[ij]}). \) This is the superposition originally proposed by Rovelli in the analysis of the graviton propagator [17]. The interpretation of the \( \text{SL}(2, \mathbb{C}) \) labels in terms of twisted geometries will be important in section V where we discuss the semiclassical behavior of spinfoams.

The relation between the description in terms of fluxes and holonomies (a) and the description in terms of areas, angles and normals (b) can be easily derived. Writing (21) as the polar decomposition

\[
H_l = (h_{n_l} e^{-i\gamma_\Theta} e^{\frac{2\pi i}{h} h_n^{-1}_l}) \exp \left( i \frac{\sigma_l}{8\pi G h^2} \vec{n}_l \cdot \frac{i\sigma}{2} t_l \right)
\] (23)

we recognize the variables used in (19),

\[
h_l = P \exp \int_t A = h_{n_l} e^{-i\gamma_\Theta} e^{\frac{2\pi i}{h} h_n^{-1}_l},
\]

\[
E_l = \int_{f_l} E = \sigma_l \vec{n}_l \cdot \frac{i\sigma}{2}.
\] (25)

### III. 4D EUCLIDEAN VERTEX AMPLITUDE IN THE HOLOMORPHIC REPRESENTATION

The 4d spinfoam vertex amplitude \( \Psi \) is generally defined in terms of its components on a spin-network basis. In the Euclidean case, for Immirzi parameter \( 0 < \gamma < 1 \), it is given by

\[
W_v(j_l, i_l) = \sum_{i^+_l, i^-_l} \{15J\}(j_{l}^+, i^+_l; j_{l}^-; i^-_l) \prod_n f_{i^+_l, i^-_l}^n
\] (26)

with \( \frac{j_{l}^\pm}{2} = \frac{1+\gamma}{2} j_{l} \), \{15J\} the 15j-symbol for \( \text{SU}(2) \times \text{SU}(2) \) and the fusion coefficients \( f_{i^+_l, i^-_l}^n \) defined in [8] (see also [4]). This representation has been used in numerical investigations [16]. Converting it with the spin-network basis \( \Phi \) leads to a rather simple integral formula for the vertex in the holonomy representation.

Let \( Y \) be a map from the representation \( H^{(j)} \) of \( \text{SU}(2) \) to the representation \( H^{(j^+, j^-)} \) of the Euclidean group \( \text{Spin}(4) \simeq \text{SU}(2) \times \text{SU}(2) \). The map \( Y \) is such that it commutes with the action of \( \text{SU}(2) \) on \( \text{SU}(2) \times \text{SU}(2) \). In the canonical basis, the map \( Y \) is given by Clebs-Gordan coefficients

\[
Y^{m^+, m^-}_{m^+ m^-} = (j^+, m^+_l; j^-, m^-_l|j, m)\). (27)

Notice that \( j^+ + j^- = j \), therefore the map \( Y \) corresponds to a projection to the highest weight representation in the tensor product \( H^{(j^+)} \otimes H^{(j^-)} \). Using this map, the vertex amplitude in the holonomy representation can be written as

\[
W_v(h_l) = \int_{\text{Spin}(4)^n} \prod_n dG_n \prod_l P(h_l, G_n G_n^{-1}).
\] (28)

The integrals on \( \text{Spin}(4) \) impose the Euclidean invariance of the vertex, and the integrand is given by a product of ‘face’ terms \( P \) given by the following distribution over \( L^2(\text{SU}(2)) \otimes L^2(\text{Spin}(4)) \simeq L^2(\text{SU}(2)^3) \):

\[
P(h, G) = \sum_j (2j + 1) \text{Tr} \left( D^{(j)}(h) Y^+ D^{(j^+, j^-)}(G^{-1}) Y \right).
\] (29)

Expression (28) can be easily put in the holomorphic representation using the Segal-Bargamann transform [11]:

\[
W(H_l) = \int_{\text{Spin}(4)^n} \prod_n dG_n \prod_l P_l (H_l; G_n G_n^{-1})
\] (30)

where

\[
P_l (H, G) = \sum_j (2j + 1) e^{-j(j+1)\frac{\beta}{2}} \times
\]

\[
\times \text{Tr} \left( D^{(j)}(H) Y^+ D^{(j^+, j^-)}(G^{-1}) Y \right).
\] (31)

Notice that the last expression can be seen as a distribution on \( \mathcal{H}(\text{SU}(2) \otimes \text{Spin}(4)) \).

### IV. 4D LORENTZIAN VERTEX AMPLITUDE IN THE HOLOMORPHIC REPRESENTATION

In this section we discuss the definition of the 4d Lorentzian vertex \( \Psi \) and derive its holonomy and its holomorphic representation.

Let \( \psi(h_l) \) be a gauge invariant state on a graph bounding the spinfoam vertex

\[
\psi(h_l) = \sum_{j_l} \psi(j_l) \cdot (\bigotimes_l D^{(j_l)}(h_l)).
\] (32)

The 4d Lorentzian vertex amplitude for this state is obtained in two steps:

(i) we map the \( \text{SU}(2) \)-boundary state \( \psi(h_l) \) into a \( \text{SL}(2, \mathbb{C}) \)-boundary state \( (f \circ \psi)(G_l) \) using a \( \gamma \)-dependent map \( f \) defined below;

(ii) we impose Lorentz invariance at nodes.

This provides a compact definition of the vertex amplitude as

\[
\langle W_v | \psi \rangle = \int_{\text{SL}(2, \mathbb{C})^n} \prod_n dG_n \ f \psi(G_n G_n^{-1}).
\] (33)

The EPRL-FK vertex corresponds to a specific choice of \( f \) defined as follows. Let us consider the principal series of unitary irreducible representations \( (\rho, n) \) of \( \text{SL}(2, \mathbb{C}) \) with Casimir operators given by

\[
C_1 = \frac{1}{2} (n^2 - \rho^2 - 4), \quad C_2 = np.
\] (34)

(35)

Notice that one of the integrals over \( \text{SL}(2, \mathbb{C}) \) has to be gauge-fixed in order to avoid having a divergent expression [53].
They decompose into irreducible representations \( j \) of a subgroup \( SU(2) \) as
\[
H^{(\rho,n)}_{SU(2)} = \bigoplus_{j \geq j} H^{(j)}_{SU(2)}.
\]
(36)

Consider the representation with labels \( \rho = 2j, n = 2j \) and let \( Y \) be the embedding of \( H^{(j)}_{SU(2)} \) into the lowest weight representation of \( H^{(2j,2j)}_{SU(2)} \). Calling \( (\gamma j, j); j, m \) its canonical basis, the map \( Y \) is given by
\[
Y = \sum_{m=-j}^j \ket{\gamma j, j; j, m} \bra{j, m}.
\]
(37)

Now we define the map
\[
f : L^2(SU(2)^L / SU(2)^N) \to L^2(SL(2, \mathbb{C})^L)
\]
in terms of \( Y \) as follows. Given the state \( \ket{32} \), we have
\[
f \Psi(G_l) = \sum_j \Psi(j) \otimes_{l} Y^\dagger(\gamma j, j; j, m)(G_l)Y.
\]
(39)

The fact that \( f \Psi \) is square-integrable follows easily from the orthogonality of the Wigner matrices in the principal series (on the definition and finiteness properties of \( SL(2, \mathbb{C}) \) spin-networks, see [51, 53]). Using the definition \( \Psi_{h_i}(h_l) \) of the Lorentzian vertex, it is easy to derive its holonomy representation. Let \( \Psi_{h_i}(h_l) \) be the \( SU(2) \) gauge invariant delta function on the boundary graph
\[
\Psi_{h_i}(h_l) = \int_{SU(2)^N} \prod_n d\gamma_n \prod_l \delta(g_m, h_l g_{m_i}^{-1} h_l^{-1}).
\]
(40)

Its vertex amplitude provides the holonomy representation of the Lorentzian vertex. It is given by the following integral expression
\[
W_v(h_l) = \langle W_v | \Psi_{h_l} \rangle = \int \prod_n dG_n \prod_l P(h_l, G_n G^{-1}_{n_i}),
\]
(41)

where the integral is over \( SL(2, \mathbb{C})^N \) and the ‘face’ term is
\[
P(h, G) = \sum_j (2j + 1) \text{Tr} \left( D^{(j)}(h) Y^\dagger D^{(\gamma j, j)}(G^{-1})Y \right),
\]
(42)

similarly to what happens in the Euclidean case. Its Segal-Bargmann transform corresponds to the vertex amplitude of a coherent spin-network. It is given by
\[
W_v(h_l) = \langle W_v | \Psi_{h_l} \rangle = \int \prod_n dG_n \prod_l P_l(h_l, G_n G^{-1}_{n_i}),
\]
(43)

where the ‘face’ term now is
\[
P_l(h, G) = \sum_j (2j + 1) e^{-j(j+1)x} \times \text{Tr} \left( D^{(j)}(H) Y^\dagger D^{(\gamma j, j)}(G^{-1})Y \right).
\]
(44)

We report also the ‘spin and normals’ representation of the Lorentzian vertex
\[
W_v(j_l, n_l, n_l') = \langle W_v | \Psi_{j_l, n_l, n_l'} \rangle = \int \prod_n dG_n \prod_l \langle j_l, -n_l | Y^\dagger D^{(\gamma j, j)}(G_n G^{-1}_{n_i})Y | j_l, n_l' \rangle.
\]
(45)

This expression is the one used in the analysis of the asymptotics of the vertex \( [18] \). In next section we uncover an interesting interplay of the representations \( [43] \) and \( [45] \) of the spinfoam vertex in the analysis of its semiclassical behavior.

V. SEMICLASSICAL ANALYSIS: ROLE OF THE EXTRINSIC CURVATURE IN THE LARGE SPIN ASYMPTOTICS

The holomorphic representation is associated to a set of states that have semiclassical properties. This fact makes the holomorphic representation the appropriate tool for studying the semiclassical behavior of spinfoams. We illustrate this point using a simple quantum mechanical system, and then discuss it in the case of the 4d Lorentzian vertex amplitude.

Let us consider a particle on a line. The evolution operator in the position representation is given by
\[
W(x_1, x_2) = \langle x_2 | e^{-\frac{i}{\hbar} HT | x_1} \rangle = \int_{x_1}^{x_2} D[x(t)] e^{\frac{i}{\hbar} S[x(t)]},
\]
where \( H \) is the Hamiltonian operator for the particle, \( T \) the evolution time, and \( S[x(t)] \) the classical action. In the formal semiclassical limit \( \hbar \to 0 \), the path integral in \( [46] \) is dominated by classical solutions \( x_{(k)}(t) \) starting at \( x_1 \) and ending at \( x_2 \). There can be more than a single classical solution and the stationary phase approximation of the path integral is given by a sum over all classical contributions \( [54] \)
\[
W(x_1, x_2) \approx \sum_k A_{(k)}(x_1, x_2) e^{\frac{i}{\hbar} S_{(k)}(x_1, x_2)}.
\]
(47)

Here \( S_{(k)}(x_1, x_2) = S[x_{(k)}(t)] \) is the Hamilton function, that is the action evaluated on one of the classical solutions. \( A_{(k)}(x_1, x_2) \) is a slowly varying function of \( x_1 \) and \( x_2 \).

Notice that, if we expand the Hamilton function around the points \( x_1 = q_1 \) and \( x_2 = q_2 \), the linear terms in the expansion are proportional to the initial and final momenta. In fact the derivatives of the Hamilton function are
\[
p^{(k)}_1(x_1, x_2) = \frac{\partial}{\partial x_2} S_{(k)}(x_1, x_2),
\]
(48)
\[
p^{(k)}_1(x_1, x_2) = -\frac{\partial}{\partial x_1} S_{(k)}(x_1, x_2)
\]

where \( p^{(k)}_1(x_1, x_2) \) and \( p^{(k)}_2(x_1, x_2) \) are the initial and final momenta of the classical solution \( x_{(k)}(t) \). This fact has two important consequences:
(i) Let us consider a Gaussian wave packet peaked at the initial position \( q_1 \) and initial momentum \( p_1 \), and study its evolution with the dynamics \( \hbar \). In the \( \hbar \to 0 \) limit, only one of the terms in the sum over classical solutions in \( \{17\} \) contributes to its evolution. Specifically, the term that contributes is the exponential of the Hamilton function for the classical solution \( x_{(0)}(t) \) that has \( q_1, p_1 \) as initial conditions.

(ii) The transition amplitude to a Gaussian wave packet that is peaked at a final position \( q_2 \) and final momentum \( p_2 \) is suppressed unless these are the final position and momentum of the classical solution \( x_{(0)}(t) \) that has \( q_1, p_1 \) as initial conditions.

These two facts make the holomorphic representation especially well-suited for the analysis of the semiclassical behavior of the dynamics.

The holomorphic representation for a particle on a line is associated with coherent states given by the analytic behavior of the dynamics. The holomorphic representation is that at most one classical trajectory contributes to its evolution. Specifically, the term that contributes is the exponential of the Hamilton function for the classical solution \( x_{(0)}(t) \) that has \( q_1, p_1 \) as initial conditions.

We call the couple \((z_1, z_2) = (q_1, p_1; q_2, p_2)\) classical if it corresponds to the boundary conditions of a classical solution \( x_{(0)}(t) \) of the dynamics. In the \( \hbar \to 0 \) limit, the transition amplitude \( W(z_1, z_2) \) is maximized when the couple \((z_1, z_2)\) corresponds to a classical solution. Otherwise, if \((z_1, z_2)\) is not classical, a rapidly oscillating term \( \exp \left( \frac{i}{\hbar} (p_{(k)} - p_{1}) \cdot x_1 \right) \) appears in the integral \( \{51\} \) with the effect that the transition amplitude \( W(z_1, z_2) \) is suppressed.

To summarize: the feature of the holomorphic representation is that at most one classical trajectory contributes to the semiclassical expansion of the transition amplitude. A similar phenomenon happens in spinfoams.

Let us consider the Lorentzian spinfoam vertex \( \{43\} \) and focus on the case of a graph \( \Gamma \) dual to the boundary of a 4-simplex as originally done in \( \{8\} \). The amplitude \( W_{\Gamma}(H_l) \) depends on ten elements of \( SL(2, \mathbb{C}) \), one per link of the graph. We can parametrize them in terms of twisted geometries using the variables \((\alpha_l, \xi_l, \vec{n}_l, \vec{n}_l')\), as explained in section II. The semiclassical limit \( \hbar \to 0 \) corresponds to the large area asymptotics, \( \alpha_l \gg 1 \). In the following, we discuss the large area asymptotics of \( W_{\Gamma}(H_l) \).

Notice that the large \( \alpha_l \) asymptotics of \( D^{(\ell)}(e^{i\ell \frac{\gamma}{2}}) \) is proportional to the projector to the highest magnetic number \([j, +j]\) \((j, +j)\). As shown in \( \{10\} \), a consequence of this fact is that the large area asymptotics of \( H_l \) in the definition of coherent spin-networks reproduces a Gaussian with a phase on spins, times Bloch coherent states:

\[
e^{-\frac{i}{\hbar} (j_l + 1) \frac{\gamma}{2}} D^{(j_l)}(H_l) \exp(-i \sum_l \xi_l) \times
\]

\[
\exp \left( - (j_l - a_l \frac{t}{2} + a_l^\dagger \frac{t}{2}) \right) \left| j_l, \vec{n}_l \right> \left< j_l, -\vec{n}_l' \right|.
\]

When gauge invariance at nodes is imposed, Bloch coherent states intertwine and reproduce Livine-Speziale states. As a result, the large area asymptotics of the spinfoam vertex in the holomorphic representation is given by the vertex in the ‘spin and normals’ representation \( \{15\} \), summed over spins with a Gaussian weight times a phase in spins:

\[
W(H_l) \approx \sum_j W(j_l, \vec{n}_l, \vec{n}_l') \exp(-i \sum_l \xi_l) \times
\]

\[
\exp \left( - \sum_l (j_l - a_l \frac{t}{2} + a_l^\dagger \frac{t}{2}) \right). \]

Now we consider the sum over spins. The Gaussian in the second line of \( \{53\} \) is peaked on a large value of the spins, \( j_l \approx \alpha_l \gg 1 \). As a result, if we want to estimate the sum over spins, it is enough to know the large spin behavior of the quantity \( W(j_l, \vec{n}_l, \vec{n}_l') \). This quantity has been studied in detail by Barrett-Dowdall-Fairbairn-Hellmann-Pereira \( \{18\} \). We briefly recall their results. They compute the large spin asymptotics of the 4d Lorentzian vertex in the spins-normals representation \( \{48\} \). The result found is the following:

(i) when the spins and the normals identify the geometry of the boundary of a 4-simplex in 4d Minkowski space, the asymptotics gets two contributions:

\[
W(j_l, \vec{n}_l, \vec{n}_l') \approx \sum_{\pm 1} A(p_{(l)}) \exp(p_i \sum_l \gamma j_l \Theta_l). \]

Each contribution features a rapidly oscillating phase term given by the Regge action for discrete gravity \( \{46\} \),

\[
S_R(j_l, \vec{n}_l, \vec{n}_l') = \sum_l \gamma j_l \Theta_l(j_l, \vec{n}_l, \vec{n}_l').
\]

This is the action for a single 4-simplex with faces of area \( A_l = 8\pi G \hbar \gamma j_l \), extrinsic angle \( \Theta_l \), and a given choice of parity.

(ii) On the other hand, if the boundary data \((j_l, \vec{n}_l, \vec{n}_l')\) do not identify the edge lengths of a 4-simplex but give
only a twisted geometry, then the vertex amplitude is exponentially suppressed.

The two semiclassical contributions $p = \pm 1$ in (51) correspond to parity-reversed classical solutions. We argue here that the appearance of a sum over classical solutions in the asymptotics of $W(j_l, \vec{n}_l, \vec{n}'_l)$ is exactly analogous to what happens in the simpler case discussed at the beginning of this section (47): it is due to the fact that the ‘spin and normals’ representation does not identify a point in phase space. Let us see now what happens in the holomorphic representation (53) when we use the result (54).

Our boundary data now are not just areas and normals $(a_l, \vec{n}_l, \vec{n}'_l)$, there are also the angles $\xi_l$ that are conjugate to the areas. Let us assume that the areas and the normals are compatible with the edge-lengths of a 4-simplex9. Plugging (54) into (53) we have

$$W(H_l) \approx \sum_{p=\pm 1} \sum_{j_l} A_p \exp \left( p i S_R(j_l) - i \sum_l \xi_l j_l \right) \times \exp \left( -\sum_l (j_l - a_l)^2 \frac{l^2}{2} + \sum_l a_l^2 \frac{l^2}{2} \right).$$

In the sum over spins there is now a rapidly oscillating phase term

$$\exp i(p \gamma \Theta_l^{(0)} - \xi_l j_l).$$

Analogously to expression (48), the quantity $\Theta_l^{(0)}$ is the momentum computed out of Regge action for given boundary data:

$$\Theta_l^{(0)} = \frac{\partial S_R}{\partial (\gamma j_l)}(a_l) = \Theta_l(a_l).$$

Therefore the sum over spins is suppressed unless the variable $\xi_l$ in the boundary data is chosen to coincide with $+\gamma \Theta_l^{(0)}$ or $-\gamma \Theta_l^{(0)}$. In either case, only one of the two classical solutions contributes to the semiclassical behavior of the vertex.

VI. CONCLUSIONS AND PERSPECTIVES

In this paper we have introduced a holomorphic representation for spinfoams. The 4d spinfoam vertex for gravity has a rather elegant expression in this representation: it is given by formula (50,51) in the Euclidean case and by (48,49) in the Lorentzian case. This new representation is obtained introducing first a holonomy representation and then computing its Segal-Bargmann transform. A spinfoam amplitude in the holomorphic representation is a function $W(H_l)$ of $SL(2, \mathbb{C})$ elements $H_l$, one per link of the boundary graph $\Gamma$. The set of variables $H_l$ describe a truncation of the phase space of General Relativity as captured by the graph $\Gamma$. They admit a parametrization in terms of the variables generally used for describing the classical boundary geometry of a spinfoam configuration: (i) 3-normals to faces of a cellular decomposition of space, (ii) the area of faces, (iii) an angle associated to faces that measures the extrinsic curvature at the interface of two cells. These data describe the intrinsic and extrinsic geometry of the boundary and can be coded into $SL(2, \mathbb{C})$ elements $H_l$ via equation (21). Therefore, we have a description of spinfoams in terms of variables with a clear geometrical meaning.

The holomorphic representation of spinfoams can be fruitfully used for analyzing their semiclassical behavior. In section V, we focused on a spinfoam vertex in the holomorphic representation and showed that a single exponential of the Regge action contributes to the large scale asymptotics. What selects one of the two exponentials appearing in the “spin and normals” representation is the peakedness of the boundary state on a prescribed extrinsic curvature. It is important to understand if this feature extends beyond the single vertex level. A way to attack the problem is to derive an action in holomorphic variables following the method introduced in (52) and then checking if a mechanism of cancellation of phases as proposed in (53) is at work.

Finally, we suggest a way to use the holomorphic representation to make a bridge with the Hamiltonian framework. Roughly, let us consider a holomorphic transition amplitude (propagation kernel) $W(H_i, H_f)$ between an initial state labeled by complex variables $H_i$ and a final state labeled by $H_f$. Suppose there is a differential operator $\hat{C}$ acting on either the initial or the final variables which annihilates the amplitude:

$$\hat{C} W(H_i, H_f) = 0.$$  (59)

The previous equation can then be interpreted as the Wheeler-DeWitt equation for pure gravity satisfied by the propagation kernel in the holomorphic representation. A recent result (50) in the context of spinfoam cosmology shows that the holomorphic amplitude for a transition between two homogeneous metrics is, in a suitable approximation, in the kernel of a differential operator which is (the quantization of) the Friedmann-Robertson-Walker Hamiltonian in the absence of matter. We find this result encouraging and it urges us to further explore this line of research.

ACKNOWLEDGMENTS

We thank Frank Hellmann, Roberto Pereira and Carlo Rovelli for helpful discussions. The work of E.B. is supported by a Marie Curie Intra-European Fellowship within the 7th European Community Framework Programme. E.M. gratefully acknowledges support from
Fondazione A. Della Riccia. E.M. and C.P. warmly thank John W. Barrett and the European Science Foundation (ESF) for support within an Exchange Grant project.

[1] M. P. Reisenberger and C. Rovelli, Phys. Rev. D56 (1997) 3490–3508, gr-qc/9612035
[2] A. Perez, Class. Quant. Grav. 20 (2003) R43, gr-qc/0301113
[3] C. Rovelli, “Quantum Gravity,” Cambridge University Press (2004).
[4] A. Ashtekar and J. Lewandowski, status report, Class. Quant. Grav. 21 (2004) R53, gr-qc/0404018
[5] T. Thiemann, “Modern canonical quantum general relativity,” Cambridge University Press (2007).
[6] C. Rovelli, (2010) 1004.1780 [gr-qc]
[7] E. R. Livine and S. Speziale, Phys. Rev. D76 (2007) 084028, 0705.0674 [gr-qc]
[8] J. Engle, E. Livine, R. Pereira, and C. Rovelli, Nucl. Phys. B799 (2008) 136–149, 0711.0146 [gr-qc]
[9] L. Freidel and K. Krasnov, Class. Quant. Grav. 25 (2008) 125018, 0708.1595 [gr-qc]
[10] W. Kaminski, M. Kisielewski, and J. Lewandowski, Class. Quant. Grav. 27 (2010) 095006, 0909.0939 [gr-qc]
[11] A. Ashtekar, J. Lewandowski, D. Marolf, J. Mourao, and T. Thiemann, J. Funct. Anal. 135 (1996) 519–551, gr-qc/9412014
[12] T. Thiemann, Class. Quant. Grav. 18 (2001) 2025–2064, hep-th/0005233.
[13] T. Thiemann and O. Winkler, Class. Quant. Grav. 18 (2001) 2561–2636, hep-th/0005237.
[14] T. Thiemann and O. Winkler, Class. Quant. Grav. 18 (2001) 4629–4682, hep-th/0005234.
[15] T. Thiemann and O. Winkler, Class. Quant. Grav. 18 (2001) 4997–5054, hep-th/0005235.
[16] H. Sahlmann, T. Thiemann, and O. Winkler, Nucl. Phys. B606 (2001) 401–440, gr-qc/0102038.
[17] T. Thiemann, Class. Quant. Grav. 23 (2006) 2063–2118, gr-qc/0206037.
[18] B. Bahr and T. Thiemann, Class. Quant. Grav. 26 (2009) 045011, 0709.4619 [gr-qc].
[19] B. Bahr and T. Thiemann, Class. Quant. Grav. 26 (2009) 045012, 0709.4636 [gr-qc].
[20] E. Bianchi, E. Magliaro, C. Perini, (2009) 0912.4054 [gr-qc].
[21] J. W. Barrett, R. J. Dowdall, W. J. Fairbairn, H. Gomes, and F. Hellmann, J. Math. Phys. 50 (2009) 112504, 0902.1170 [gr-qc].
[22] J. W. Barrett, R. J. Dowdall, W. J. Fairbairn, F. Hellmann, and R. Pereira, (2009) 0907.2440 [gr-qc].
[23] C. W. Misner, Rev. Mod. Phys. 29 (1957) 497–509.
[24] S. W. Hawking, in ‘General Relativity, an Einstein Centenary Survey’, Cambridge University Press, (1979).
[25] R. Oeckl, Phys. Lett. B575 (2003) 318–324, hep-th/0306025.
[26] T. Thiemann and O. Winkler, Class. Quant. Grav. 27 (2010) 185009 [arXiv:1005.0764 [gr-qc]].
[27] D. Oriti, 0912.2441 [hep-th].
E. Alesci, E. Bianchi, and C. Rovelli, 0812.5018 [gr-qc]
S. Speziale, Adv. Sci. Lett. 2 (2009) 280–290, 0810.1978 [gr-qc]
E. Bianchi, E. Magliaro, and C. Perini, Nucl. Phys. B822 (2009) 245–269, 0905.4082 [gr-qc]

[48] E. Alesci, E. Bianchi, E. Magliaro, and C. Perini, Class. Quant. Grav. 27 (2010) 095016, 0809.3718 [gr-qc]

[49] E. Magliaro, C. Perini, and C. Rovelli, Class. Quant. Grav. 25 (2008) 095009, 0710.5034 [gr-qc]
E. Alesci, E. Bianchi, E. Magliaro, and C. Perini, Class. Quant. Grav. 26 (2009) 185003, 0808.1971 [gr-qc]
I. Khavkine, Class. Quant. Grav. 26 (2009) 125012, 0809.3190 [gr-qc]
I. Khavkine, (2008) 0810.1653 [gr-qc]

[50] R. Pereira, Class. Quant. Grav. 25 (2008) 085013, 0710.5043 [gr-qc]

[51] J. Engle and R. Pereira, Phys. Rev. D79 (2009) 084034, 0805.4696 [gr-qc]

[52] W. Ruhl, The Lorentz group and harmonic analysis. Benjamin, (1970).
I. Gelfand, M. Graev, and N. Vilenkin, “Generalized Functions Vol5: Integral Geometry and Representation Theory,” Academic Press (1966).

[53] E. R. Livine, Class. Quant. Grav. 19 (2002) 5525 gr-qc/0207084

[54] R. P. Feynman and A. R. Hibbs, “Quantum Mechanics and Path Integrals,”. McGraw-Hill Companies (1965).

[55] E. Bianchi and A. Satz, Nucl. Phys. B808 (2009) 546–568, 0808.1107 [gr-qc]

[56] E. Bianchi, C. Rovelli, and F. Vidotto, (2010) 1003.3483 [gr-qc]