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Abstract—In this paper, we develop a probabilistic framework for analyzing coded random access. Our framework is based on a new abstract receiver (decoder), called a Poisson receiver, that is characterized by a success probability function of a tagged packet subject to a Poisson offered load. We show that various coded slotted ALOHA (CSA) systems are Poisson receivers. Moreover, Poisson receivers have two elegant closure properties: (i) Poisson receivers with packet routing are still Poisson receivers, and (ii) Poisson receivers with packet coding are still Poisson receivers. These two closure properties enable us to use smaller Poisson receivers as building blocks for analyzing a larger Poisson receiver. As such, we can analyze complicated systems that are not possible by the classical tree evaluation method. In particular, for CSA systems with both spatial diversity and temporal diversity, we can use the framework of Poisson receivers to compute the exact (asymptotic) throughput. We demonstrate that our framework can be used to provide differentiated services between ultra-reliable low-latency communication (URLLC) traffic and enhanced mobile broadband (eMBB) traffic. By conducting extensive simulations, we also verify that our theoretical results match extremely well with the simulation results.

Keywords: multiple access, ALOHA, successive interference cancellation, ultra-reliable low-latency communications.

I. INTRODUCTION

In the past few years due to the demand for the massive machine-type communications (mMTC), there is a re-surfaced interest in random access. In the setting of mMTC, there are a large number of uncoordinated devices contending for a shared medium. The slotted ALOHA (SA) protocol [1], in which active devices transmit their packets at random (over a frame of time slots), appears to fit very well for the setting of mMTC. One of the key issues of SA is the collision problem when multiple active devices transmit at the same time. Collisions can greatly degrade the system performance of SA, in particular, the (system) throughput. To improve the throughput of SA, various approaches that exploit the diversity gains, including the spatial diversity and the temporal diversity, were proposed in the literature (see, e.g., the surveys [2]–[5]).

For spatial diversity, Zorzi [6] derived the throughput formula under the Rayleigh fading channel model with two independent receivers. Munari et al. [7] considered the on-off fading (erasure) channel with $J$ ($J \geq 2$) independent receivers. In their setting, each transmitted packet reaches a receiver independently with probability $1 - \epsilon$. They then derived a closed-form expression for the throughput of SA. On the other hand, for temporal diversity, Casini et al. [8] proposed the Contention Resolution Diversity Slotted ALOHA (CRDSA) protocol that uses the successive interference cancellation (SIC) technique to increase throughput. In CRDSA, two copies of each packet from an active user are transmitted randomly in the system. If any one of these two copies of a packet is successfully received by a receiver, then the other copy can be removed (cancelled) from the system to further reduce possible collisions. Such a process can then be repeatedly carried out to decode the rest of the packets. As shown in [8], such an approach results in a significant improvement in throughput. Instead of using a fixed number of repetitive copies, one can also use an irregular (random) number of copies or other coding schemes to further optimize the throughput. These systems are commonly referred to as the coded slotted ALOHA (CSA) systems. In particular, Liva [9] developed a framework for analyzing the throughput with a random number of copies (from a distribution) by using the and-or tree evaluation in [10]. It was further shown by Narayanan and Pfister in [11] that 100% throughput is asymptotically feasible (by choosing a proper distribution) in the CSA system considered in [9] if the number of active devices is known. The problem of estimating the number of active devices was previously addressed in [12].

The idea of using SIC for temporal diversity can also be applied for spatial diversity. In order to do this, receivers need to exchange information regarding the packets that are successfully decoded. Receivers with (resp. without) such capability are called cooperative (resp. non-cooperative) receivers [5], [13], [14]. However, exact throughput analysis for CSA with cooperative receivers using the and-or tree evaluation in [10] appears to be very difficult as it needs to tackle both spatial diversity and temporal diversity at the same time. In particular, for the geometric graph model with spatial diversity and temporal diversity in [5], [13], no strong results for throughput exist, and only bounds on throughput are available. On the other hand, the walk graph approach in [14] is computationally difficult as it needs to examine every possible walk graph in every SIC iteration that leads to a successfully decoded packet.

The and-or tree evaluation method in [2], [9], [10], [15] is an iterative decoding method on a random bipartite graph, where one side of nodes uses the AND-gate to decode
incoming edges and the other side of nodes uses the OR-gate to decode incoming edges. By iteratively tracking the evolution of the probability that an incoming edge can be decoded, the and-or tree evaluation method then derives a limit on the probability that an incoming edge can be decoded. It is not necessary to restrict the decoding method to the AND-gate and the OR-gate. One can use a more complicated decoding method at each node. In particular, the and-or tree evaluation method was extended in \[16\], \[17\] to derive the capacity of low-density parity-check (LDPC) codes \[18\]. Such a tree evaluation method tracks the evolution of the densities of the symbols in an LDPC code, and it is known as the density evolution (DE) method. However, the tree evaluation method in \[2\], \[9\], \[15\] only works on a single (tree-like) bipartite graph. In a CSA system with multiple cooperative receivers, the decoding process can no longer be modelled by a single bipartite graph. Although they might be modelled by a complicated graph that consists of multiple bipartite subgraphs (with each receiver being mapped to a bipartite subgraph), using the tree evaluation method directly to decode incoming edges in that graph is no longer valid as the probability of having small cycles does not vanish asymptotically with the size of the graph \[5\].

To analyze CSA systems with both spatial diversity and temporal diversity, one needs an abstract formulation that can hide the complexity of a complicated graph. The key innovation of this paper is to propose a new concept of an abstract receiver (decoder), called a Poisson receiver, that is characterized by a success probability function \( P_{\text{suc}}(\cdot) \). If the number of packets arriving at a Poisson receiver follows a Poisson distribution with mean \( \rho \), a tagged packet is successfully received with probability \( P_{\text{suc}}(\rho) \). As such, the throughput of a Poisson receiver subject to a Poisson offered load \( \rho \) is \( \rho \cdot P_{\text{suc}}(\rho) \). Such a concept can be generalized to the setting with multiple classes of input traffic. With \( K \) classes of input traffic, a tagged class \( k \) packet is successfully received with probability \( P_{\text{suc},k}(\rho) \), for \( k = 1, 2, \ldots, K \) when the receiver is subject to a Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \). For such a Poisson receiver with multiple classes of input traffic, the throughput for class \( k \) traffic is \( \rho_k \cdot P_{\text{suc},k}(\rho) \).

There are several elegant properties of Poisson receivers.

(i) Many CSA systems are Poisson receivers, including SA (see Section \[II-A\]), SA with multiple non-cooperative receivers (see Section \[II-B\]), and SA with multiple cooperative receivers (see Section \[II-C\] and Section \[IV-A\]).

(ii) Poisson receivers with packet routing are still Poisson receivers (see Section \[IV-B\] for detailed descriptions).

(iii) Poisson receivers with packet coding are still Poisson receivers (see Section \[IV-C\] for detailed descriptions).

The first property shows that many CSA systems are Poisson receivers, and these Poisson receivers serve as basic building blocks (by hiding the complexity of spatial diversity). The last two properties are known as closure properties, and they enable us to use smaller Poisson receivers as building blocks for analyzing a larger Poisson receiver. As such, we can analyze complicated systems that are not possible by the classical tree evaluation method. In particular, to analyze a CSA system with temporal diversity, we model it by a system of Poisson receivers with packet coding. In that system, the tree evaluation method is carried out iteratively on a bipartite graph with one side of nodes decoded by (abstract) Poisson receivers. For these Poisson receivers, they have Poisson degree distributions in the bipartite graph. The Poisson degree distribution plays a crucial role in proving the closure property for Poisson receivers with packet coding. Two important closure properties of the Poisson degree distribution are used in the tree evaluation method: (i) the excess degree distribution (defined as the degree distribution along a randomly selected edge) of a Poisson degree distribution is still a Poisson degree distribution, and (ii) random thinning (that removes each edge independently with a certain probability) of a Poisson degree distribution is still a Poisson degree distribution. Without the assumption on the Poisson degree distribution, tracking the decodability probabilities in the tree evaluation method is extremely complicated.

Poisson receivers with multiple classes of input traffic enable us to provide differentiated services in CSA systems with both spatial diversity and temporal diversity. For such a CSA system, we consider a correlated on-off fading channel. Our correlated on-off fading channel model is more general than the independent on-off fading (erasure) channel model in \[7\] as it can model the correlation of the channel states of the receivers. To the best of our knowledge, our method seems to be the first analytical method that can compute the exact (asymptotic) throughput of each class in such a CSA system. In particular, we demonstrate how Poisson receivers can be used to provide differentiated services between ultra-reliable low-latency communication (URLLC) traffic and enhanced mobile broadband (eMBB) traffic.

The rest of the paper is organized as follows. In Section \[II\] we briefly review the collision channel model in the SA system with a single receiver and then extend it to the correlated on-off fading channel model in the SA system with multiple receivers. Closed-form expressions for the throughput of two non-cooperative receivers and that of two cooperative receivers are shown in Section \[II-B\] and Section \[II-C\], respectively. In Section \[III\] we introduce the concept of Poisson receivers and develop the tree evaluation method for coded Poisson receivers. We then extend our probabilistic framework to Poisson receivers with multiple classes of input traffic. Various numerical results are shown in Section \[V\] to further verify our theoretical results and provide insights on the effects of the offered load and the channel parameters on the throughput. In particular, we compute our theoretical results and conduct extensive simulations to estimate the throughputs of various CSA systems in a correlated on-off fading channel with two receivers in Section \[V-A\] We also demonstrate how the theory of Poisson receivers can be used for providing differentiated services between URLLC traffic and eMBB traffic in Section \[V-B\] The paper is then concluded in Section \[VI\].

In this paper, we use the two phrases “successfully re-
received” and “successfully decoded” interchangeably. They both mean the receiver has the same information of a packet as the sender. In Table I we provide a list of notations used in the paper.

| $A(c)$ | The set of receivers reached by this tagged packet in state $c$ |
|--------|------------------------------------------------------------------|
| $B_{k}$ | The set of receivers associated with class $k$ users.            |
| $\epsilon$ | The channel state                                                  |
| $c_i(t)$ | The binary $J$-vector that represents the channel state of the on-off fading channel for user $i$ at time $t$ |
| $F(m)$ | The configuration graph for the vector $m$                        |
| $G$ | The normalized offered load                                      |
| $J$ | The number of receivers                                           |
| $K$ | The number of classes of input traffic                            |
| $L$ | The number of copies of a packet                                  |
| $M$ | The number of packets transmitted in a particular time slot       |
| $M_A$ | The number of packets that reach at least one of the receivers in the set $A$ |
| $z_k$ | The number of class $k$ packets transmitted in a particular time slot |
| $N$ | The number of active users                                        |
| $m$ | The vector $(m_1, \ldots, m_K)$                                  |
| $n_k$ | $\min(2k-1, 2)$                                                   |
| $P_{e}$ | The probability of channel state $c$                              |
| $P_{\text{suc}}$ | The success probability of a tagged packet.                      |
| $P(A)$ | The probability that a packet reaches at least one of the receivers in the set $A$ in that time slot |
| $P_{\text{suc}}^{-1}(A)$ | The probability that a tagged packet is successfully received by all the receivers in the set $A$ |
| $P_{\text{suc}}^{-1}(A)$ | The probability that a tagged packet is successfully received by at least one of the receivers in the set $A$ |
| $p(n)$ | The probability of the configuration $n$ subject to the (independent) Poisson offered load $\rho$ |
| $p_k$ | The probability that the receiver end of a randomly selected class $k$ edge has not been successfully received after the $j$th SIC iteration |
| $q_k$ | The probability that the user end of a randomly selected class $k$ edge has not been successfully received after the $j$th SIC iteration |
| $R$ | The routing probability matrix                                    |
| $r_{k1,k2}$ | The probability that a class $k_1$ external packet transmitted to the Poisson receiver becomes a class $k_2$ packet at the Poisson receiver |
| $S$ | The throughput                                                     |
| $T$ | The number of Poisson receivers/cooperative receivers             |
| $w_k(n)$ | The number of class $k$ packets that are successfully received in the configuration graph $F(n)$ |
| $\epsilon$ | The erased probability                                             |
| $\rho$ | The Poisson offered load $\rho = (\rho_1, \ldots, \rho_K)$        |
| $\rho_k$ | The Poisson offered load of class $k$                             |
| $\Lambda_{k,\ell}$ | The probability that a class $k$ packet is transmitted $\ell$ times |
| $\Lambda_k(x)$ | The generating function of the degree distribution of a class $k$ user node |
| $\Lambda^{(j)}_k(x)$ | The $j$th derivative of $\Lambda_k(x)$                            |
| $\lambda_{k,\ell}$ | The probability that the user end of a randomly selected class $k$ edge has additional $\ell$ edges excluding the randomly selected edge |
| $\lambda_k(x)$ | The generating function of the excess degree distribution of a class $k$ user node |
| $\lambda^{(j)}_k(x)$ | The $j$th derivative of $\lambda_k(x)$                            |

**Table I**

**List of Notations**

**II. SLOTTED ALOHA**

A. SA in the collision channel model with a single receiver

In this section, we briefly review the SA system [1] (see Figure [1] for an illustration) in the classical collision channel model (with a single receiver). In such a system, time is partitioned into fixed-length time slots. In each time slot, an active user (who has a packet to send) transmits its packet with a certain probability. When there is more than one packet transmitted in a time slot, we say there is a collision (see the time slots marked with the letter “c” in Figure [1]). Collided packets are assumed to be lost. On the other hand, if there is exactly one packet transmitted in a time slot, then that packet is assumed to be successfully received.

When the number of active users is large, the number of packets transmitted in a time slot can be well approximated by a Poisson random variable with mean $\rho$ [1]. As such, the probability that there is exactly one packet transmitted in a time slot is $\rho e^{-\rho}$ and this leads to the following well-known throughput-offered load formula:

$$S = \rho e^{-\rho}. \quad (1)$$

Moreover, a randomly selected packet, called a tagged packet, is successfully received only if there are no other transmissions in the same time slot. Thus, a tagged packet is successfully received with the probability

$$P_{\text{suc}} = e^{-\rho}. \quad (2)$$

B. SA in the correlated on-off fading channel model with multiple non-cooperative receivers

In this section, we consider SA with multiple receivers. Such a system has been previously analyzed in the literature (see, e.g., [4] for a survey and [14] for more references) by using the on-off fading channel [7] that assumes each packet reaches a receiver independently with probability $1 - \epsilon$ and is erased with probability $\epsilon$. Instead of using the independent on-off fading channel model, we consider a more general on-off fading (erasure) channel model that can model the correlation of the channel states of the receivers. Suppose that there are $J$ receivers and $N$ active users. The $J$ receivers are non-cooperative and they are not able to exchange any information among them. For the $i$th active user, let $c_i(t) = (c_{i,1}(t), c_{i,2}(t), \ldots, c_{i,J}(t)) \in \{0, 1\}^J$ be the binary $J$-vector that represents the channel state of the on-off fading channel model at time $t$. In such an on-off fading channel model, a packet transmitted by the $i$th active user at time $t$ reaches (resp. is erased at) the $j$th receiver if $c_{i,j}(t) = 1$ (resp. $c_{i,j}(t) = 0$). The channel states are assumed to be independent and identically distributed (i.i.d.) with respect to time and it
is in the state $c = (c_1, c_2, \ldots, c_J)$ with probability $P_c$ (that is assumed to be identical for all the $N$ active users).

As described in the SA system with a single receiver in the previous section, a packet that reaches a receiver in a time slot may not be successfully received by that receiver. A packet is said to be successfully received by a receiver in a time slot if that packet is the only packet that reaches the receiver in that time slot. For a multi-receiver SA system in such an on-off fading channel, a packet is said to be successfully received if it is successfully received by at least one of the $J$ receivers.

To analyze such a system, let $M$ be the number of packets transmitted in a particular time slot. As discussed in the previous section, $M$ can be well approximated by a Poisson random variable with mean $\rho$, where $\rho$ is the offered load. Also, let $M_A$ be the number of packets that reach at least one of the receivers in a set $A$ in that time slot, and $P(A)$ be the probability that a packet reaches at least one of the receivers in $A$ in that time slot. Clearly,

$$P(A) = \sum_{\{c: c_j = 1, \text{for some } j \in A\}} P_c. \quad (3)$$

Since $M$ is a Poisson random variable with mean $\rho$, and a packet in $M$ is randomly erased with probability $1 - P(A)$, $M_A$ is a Poisson random variable with mean $\rho \cdot P(A)$. Thus, the probability that no packet reaches any of the receivers in a set $A$ in a time slot is

$$e^{-\rho \cdot P(A)}. \quad (4)$$

Let $P_{\text{suc}}(A)$ be the probability that a tagged packet is successfully received by all the receivers in $A$. For a SA system, this happens if no other packets reach any of the receivers in $A$ in that time slot. Thus, we have from (4) that

$$P_{\text{suc}}(A) = e^{-\rho \cdot P(A)}. \quad (5)$$

Let $P_{\text{suc}}(A)$ be the probability that a tagged packet is successfully received by at least one of the receivers in $A$. Suppose that $A = \{j_1, j_2, \ldots, j_{|A|}\}$. Using the inclusion-exclusion principle, we have

$$P_{\text{suc}}(A) = P_{\text{suc}}(\bigcup_{j=1}^{|A|} \{j_k\})$$

$$= \sum_{\ell=1}^{|A|} P_{\text{suc}}(\{j_k\}) - \sum_{1 < \ell_1 < \ell_2} P_{\text{suc}}(\{j_{\ell_1}, j_{\ell_2}\}) + \cdots$$

$$+ (-1)^{|A| - 1} P_{\text{suc}}(A). \quad (6)$$

Thus, $P_{\text{suc}}(A)$ can be easily computed by using (5) and (6).

Let $A(c) = \{j: c_j = 1\}$ be the set of receivers reached by a tagged packet when the channel (seen by this tagged packet) is in state $c$. Since the channel is in state $c$ with probability $P_c$, the probability that a tagged packet is successfully received is

$$P_{\text{suc}} = \sum_{e} P_c \cdot P_{\text{suc}}(A(c)). \quad (7)$$

For the case with two receivers, i.e., $J = 2$, we can further derive a closed-form expression for the success probability $P_{\text{suc}}$. For this, we denote by $P_{11}$ the probability that the tagged packet reaches both receivers, $P_{10}$ the probability that the tagged packet reaches receiver 1, $P_{01}$ the probability that the tagged packet reaches receiver 2, and $P_{00}$ the probability that the tagged packet does not reach any one of the two receivers.

From (7), we have

$$P_{\text{suc}} = (P_{11} + P_{10}) e^{-\rho (P_{11} + P_{01})} + (P_{11} + P_{01}) e^{-\rho (P_{11} + P_{01})} - P_{11} e^{-\rho (1 - P_{01})}. \quad (8)$$

As in (1) and (2), the throughput for such a system subject to the offered load $\rho$ is then

$$S = \rho \cdot P_{\text{suc}}, \quad (9)$$

with $P_{\text{suc}}$ in (5). In particular, for the independent on-off fading channel with the erase probability $\epsilon$, we have $P_{00} = P_{01} = (1 - \epsilon) \epsilon$ and $P_{11} = (1 - \epsilon)^2$. Using these in (9) recovers the throughput formula for $J = 2$ in (6) of [7].

C. SA in the correlated on-off fading channel model with two cooperative receivers with spatial SIC

In our analysis in the previous section, we assume that the two receivers cannot exchange information. In this section, we show how one can further improve the throughput in the SA system by allowing the two receivers to exchange information. Our approach is to use the well-known SIC technique [8], [9].

To illustrate the SIC technique, let us consider the scenario shown in Figure 2. Suppose that at some time $t$, there are two active users, user 1 and user 2. The packet transmitted by user 1 reaches both receivers and the packet transmitted by user 2 only reaches receiver 2. In such a scenario, the packet transmitted by user 1 is successfully received by receiver 1. Then receiver 1 can send that packet to receiver 2 so that receiver 2 can remove that packet from its received “signal.” By doing so, there is only one packet left at receiver 2 and the packet transmitted by user 2 is thus successfully received by receiver 2. In this scenario, both packets can be successfully received by using SIC, and that improves the system throughput. As SIC is done in the receiver domain, we will call it spatial SIC.

Now we show the probability that a packet is successfully received by at least one of the two receivers in the setting with spatial SIC. Note that the scenario shown in Figure 2 is exactly one of the two scenarios that the success probability can be increased in the setting with spatial SIC. The other scenario is the exact opposite when the packet transmitted
by user 2 only reaches receiver 1 and the packet transmitted by user 1 reaches both receivers. Consider the scenario in Figure 2 and call the packet transmitted by user 2 the tagged packet. The probability that the tagged packet only reaches receiver 2 is $P_{01}$ and the probability that the tagged packet “sees” another packet that is successfully received by the two receivers is $P_{11}e^{-\rho(1-P_{00})}$. Thus, the success probability of a packet is increased by $P_{01}P_{11}e^{-\rho(1-P_{00})}$. Similarly, for the other scenario, the success probability of a packet is increased by $P_{10}P_{11}e^{-\rho(1-P_{00})}$. In conjunction with (8), the probability that a packet is successfully received in two cooperative receivers with spatial SIC is

$$P_{\text{suc}} = (P_{11} + P_{10})e^{-\rho(P_{11} + P_{10})} + (P_{11} + P_{01})e^{-\rho(P_{11} + P_{01})} - P_{11}e^{-\rho(1-P_{00})} + P_{01}P_{11}e^{-\rho(1-P_{00})} + P_{10}P_{11}e^{-\rho(1-P_{00})}. \quad (10)$$

Once again, the throughput $S$ can be computed by $\rho P_{\text{suc}}$ with $P_{\text{suc}}$ in (10).

### III. Poisson receivers

#### A. Definitions and examples of Poisson receivers

In addition to the spatial diversity gain from multiple receivers, another approach is to exploit the temporal diversity gain as in the CSA systems (see, e.g., [2], [5], [8], [9], [11], [13]). To analyze CSA systems, a common approach is to use the and-or tree evaluation method in [9], [10]. Such an approach works well for a CSA system with SIC in a single receiver. However, as pointed out in [5], such an approach cannot be directly applied for CSA systems with multiple cooperative receivers as we now have both spatial and temporal SIC. Our approach to tackling such a problem is to hide the complexity of spatial SIC by treating it as a receiver (decoder) with a certain success probability that is a function of the average incoming degree of the decoder (the average number of incoming packets). For this, we propose a new concept of an abstract receiver, called a Poisson receiver.

**Definition 1:** (Poisson receiver) An abstract receiver (see Figure 3) is called a $P_{\text{suc}}(\rho)$-Poisson receiver if the number of packets arriving at the receiver follows a Poisson distribution with mean $\rho$ (Poisson offered load $\rho$), a tagged (randomly selected) packet is successfully received with probability $P_{\text{suc}}(\rho)$. Moreover, a Poisson receiver is called normal if the success probability function $P_{\text{suc}}(\rho)$ is decreasing in $\rho$.

The throughput (defined as the expected number of packets that are successfully received) for a $P_{\text{suc}}(\rho)$-Poisson receiver subject to a Poisson offered load $\rho$ is thus

$$S = \rho \cdot P_{\text{suc}}(\rho). \quad (11)$$

Clearly, as shown in (2), the SA system with a single receiver is a $P_{\text{suc}}(\rho)$-Poisson receiver with $P_{\text{suc}}(\rho) = e^{-\rho}$. Moreover, the SA system with two non-cooperative receivers is a $P_{\text{suc}}(\rho)$-Poisson receiver with $P_{\text{suc}}(\rho)$ in [8]. Similarly, the SA system with two cooperative receivers is a $P_{\text{suc}}(\rho)$-Poisson receiver with $P_{\text{suc}}(\rho)$ in [10].

**Example 1:** (T-fold ALOHA) T-fold ALOHA proposed in [19] is a generalization of the SA system. If there are less than or equal to $T$ packets transmitted in a time slot, then all these packets can be successfully decoded. On the other hand, if there are more than $T$ packets transmitted in a time slot, then all these packets are lost. Clearly, the SA system corresponds to the case that $T = 1$. The throughput of the T-fold ALOHA subject to a Poisson offered load $\rho$ is

$$S = \sum_{t=0}^{T} t \cdot \frac{e^{-\rho} \rho^t}{t!} = \rho \sum_{t=0}^{T-1} \frac{e^{-\rho} \rho^t}{t!}. \quad (12)$$

As such, T-fold ALOHA is a Poisson receiver with

$$P_{\text{suc}}(\rho) = \sum_{t=0}^{T-1} \frac{e^{-\rho} \rho^t}{t!}. \quad (12)$$

There are other well-known channel models in the literature that can also be modelled as a Poisson receiver, including the Rayleigh block fading channel with capture [20].

#### B. Coded Poisson receivers

In this section, we show how to use Poisson receivers with packet coding to construct another Poisson receiver. Our approach is based on the tree evaluation method in [9], [10], [16], [17]. Such a construction is feasible due to two important closure properties of Poisson random variables: (i) the excess degree distribution (defined as the degree distribution along a randomly selected edge) of a Poisson degree distribution is still a Poisson degree distribution, and (ii) random thinning (that removes each edge independently with a certain probability) of a Poisson degree distribution is still a Poisson degree distribution.

Analogous to IRSA in [9], let us consider a system with $N$ active users and $T$ (independent) Poisson receivers with the success probability function $P_{\text{suc}}(\rho)$. Each user transmits its packet for a random number of times (copies). Let $L$ be the random variable that represents the number of copies of a packet. Each of the $L$ copies is transmitted to one of the $T$ Poisson receivers that is chosen uniformly and independently. As in CRDSA, if any one of these $L$ copies of a packet is successfully received by a Poisson receiver, then the other copies can be removed (cancelled) from the system to further reduce the system load. Such a process can then be repeatedly carried out to decode the rest of the packets. We call such a system a system of coded Poisson receivers (CPR). Similar
to the throughput analysis for IRSA in [9], our analysis is based on the tree evaluation method in [10], [16], [17]. A realization of a CPR can be represented by a bipartite graph with the $N$ active users on one side (user nodes) and the $T$ Poisson receivers on the other side (receiver nodes). A link between a user node and a receiver node in the bipartite graph represents a packet transmission from that user node to that receiver node.

For our throughput analysis, we let $\Lambda_{\ell}$ be the probability that a packet is transmitted $\ell$ times, i.e.,

$$P(L = \ell) = \Lambda_{\ell}, \ \ell = 1, 2 \ldots$$

The sequence $\{\Lambda_{\ell}, \ell \geq 1\}$ is called the degree distribution of a user node. Define the generating function

$$\Lambda(x) = \sum_{\ell=0}^{\infty} \Lambda_{\ell} \cdot x^\ell$$

of the degree distribution of a user node. Clearly, the mean degree of a user node can be represented as follows:

$$\Lambda'(1) = \sum_{\ell=0}^{\infty} \ell \cdot \Lambda_{\ell}.$$  

Let

$$\lambda_{\ell} = \frac{\Lambda_{\ell+1} \cdot (\ell + 1)}{\sum_{\ell=0}^{\infty} \Lambda_{\ell+1} \cdot (\ell + 1)}$$

be the probability that the user end of a randomly selected edge has additional $\ell$ edges excluding the randomly selected edge. Such a probability is called the excess degree distribution of a user node in the literature (see, e.g., the book [21]). Also, let

$$\lambda(x) = \sum_{\ell=0}^{\infty} \lambda_{\ell} \cdot x^\ell$$

be the corresponding generating function. It is easy to see that these two generating functions are related as follows:

$$\lambda(x) = \frac{\Lambda'(x)}{\Lambda'(1)}.$$  

The offered load to a Poisson receiver, defined as the expected number of packets transmitted to that receiver, is

$$\rho = \frac{N}{T} \cdot \Lambda'(1) = G \Lambda'(1),$$

where

$$G = \frac{N}{T}.$$  

is called the normalized offered load. When $N$ is large, the number of packets transmitted to a receiver can be assumed to be a Poisson random variable with mean $\rho$ (as a sum of $N$ independent Bernoulli random variables with mean $\Lambda'(1)/T$ approaches to a Poisson random variable with mean $\rho$). As such, we can assume the degree distribution of a receiver node is a Poisson distribution with mean $\rho$. It is well known (see, e.g., [21]) that the excess degree distribution of a Poisson degree distribution is also Poisson with the same mean. Thus, the probability that the receiver end of a randomly selected edge has additional $\ell$ edges excluding the randomly selected edge is

$$p_{\ell} = \frac{e^{-\rho} \rho^\ell}{\ell!}.$$  

Consider a randomly selected edge from the bipartite graph. Analogous to the tree evaluation in [9], [10], [16], [17], let $p_1$ (resp. $q_i$) be the probability that the receiver (resp. user) end of a randomly selected edge has not been successfully received after the $i$th SIC iteration. Since the receiver end of an edge corresponds to a transmission of a tagged packet from a user to a $P_{\text{suc}}(\rho)$-Poisson receiver, we have

$$p_1 = 1 - P_{\text{suc}}(\rho).$$  

Recall that a packet sent from a user (the user end of the bipartite graph) can be successfully received if at least one of its copies is successfully received at the receiver end. Since the probability that the user end of a randomly selected edge has additional $\ell$ edges is $\lambda_{\ell}$, the probability that the user end of a randomly selected edge cannot be successfully received after the first iteration is thus

$$q_1 = 1 - \sum_{\ell=0}^{\infty} \lambda_{\ell} \cdot (1 - p_1^\ell).$$  

This then leads to

$$q_1 = \lambda(p_1) = \lambda(1 - P_{\text{suc}}(\rho)).$$  

To compute $p_2$, note that the excess degree distribution of the receiver end is Poisson with mean $\rho$ (under the tree assumption in [9], [10]). With probability $1 - q_1$, an (excess) edge at the receiver end of a randomly selected edge is removed by SIC after the first iteration. Since random thinning of a Poisson random variable is still a Poisson random variable, the number of the remaining (excess) edges at the receiver end of a randomly selected edge at the second iteration is Poisson with mean $q_1 \rho$. Thus, the offered load at the second iteration is effectively reduced from $\rho$ to $q_1 \rho$. This leads to

$$p_2 = 1 - P_{\text{suc}}(q_1 \rho),$$  

and

$$q_2 = \lambda(p_2) = \lambda(1 - P_{\text{suc}}(q_1 \rho)).$$  

In general, we have the following recursive equations:

$$p_{i+1} = 1 - P_{\text{suc}}(q_i \rho),$$

$$q_{i+1} = \lambda(1 - P_{\text{suc}}(q_i \rho)).$$  

Moreover, if $P_{\text{suc}}(\rho)$ is decreasing in $\rho$, then $q_{i+1} \leq q_i$ and there is a limit $0 \leq q \leq 1$ if we start from $q_0 = 1$.

To illustrate our tree analysis, let us consider the bipartite graph in Figure 4 with user nodes on the left and slot nodes on the right. In this bipartite graph, each user transmits exactly twice, i.e., $\Lambda(x) = x^2$ and $\lambda(x) = x$. Suppose we randomly select an edge in the bipartite graph, say edge $e_1$. We are interested in finding out the probability $q_2$ that the user end of that edge, i.e., user node 3 (U3), has not been successfully received after the second SIC iteration. For this, we enumerate the set of nodes and edges from user node 3 in two iterations and that results in the tree shown in Figure 5.
transmits exactly twice, the probability \( q_2 \) is the same as the probability that the receiver end of edge \( e_4 \), i.e., receiver node 4 (T4), has not been successfully “decoded” after the second iteration, which is exactly \( p_2 \) (from the symmetry of users). The excess degree of receiver node 4 is three. Thus, there are three incoming packets with each packet being removed with probability \( 1 - q_1 \). This corresponds to a Poisson receiver where the offered load is reduced from \( \rho \) by \( q_1 \rho \). Finally, we have \( q_1 = p_1 \) by using the same argument for \( q_2 = p_2 \).

Fig. 4. The bipartite graph representation for a system of CPRs.

\[
\begin{align*}
\text{INPUT TRAFFIC} & \quad \text{users} & \quad \text{Poison receivers} & \quad N \text{ active users} & \quad T \text{ Poisson receivers} \\
 U1 & e1 & T1 \\
 U2 & e2 & T2 \\
 U3 & e3 & T3 \\
 U4 & e4 & T4 \\
 U5 & e5 & T5 \\
 U6 & e6 & T6 \\
 \end{align*}
\]

Fig. 5. Enumeration of the tree from a specific user node.

Now we derive the success probability of a user. Let \( \tilde{P}_{\text{suc}}^{(i)}(G) \) be the success probability for the CPR system after the \( i^{th} \) SIC iteration when the system is subject to a (normalized) Poisson offered load \( G \). Once again, note that a packet sent from a user can be successfully received if at least one of its copies is successfully received at the receiver end. Since the probability that a randomly selected user has \( \ell \) edges is \( \Lambda_\ell \), the probability that a packet sent from a randomly selected user can be successfully received after the \( i^{th} \) iteration is

\[
\begin{align*}
\sum_{\ell=0}^{\infty} \Lambda_\ell \cdot (1 - p_\ell^i) &= \sum_{\ell=0}^{\infty} \Lambda_\ell \cdot \left(1 - (1 - P_{\text{suc}}(q_{i-1}\rho))^{\ell}\right) \\
&= 1 - \Lambda \left(1 - P_{\text{suc}}(q_{i-1}\rho)\right).
\end{align*}
\]

Then it follows from (29) and (19) that

\[
\tilde{P}_{\text{suc}}^{(i)}(G) = 1 - \Lambda \left(1 - P_{\text{suc}}(q_{i-1} G \Lambda(1))\right).
\]

Clearly, if \( P_{\text{suc}}(\rho) \) is decreasing in \( \rho \), then \( \tilde{P}_{\text{suc}}^{(i)}(G) \) is also decreasing in \( G \). One interesting interpretation of the CPR system constructed from \( T \) independent normal Poisson receivers is that it is also a normal Poisson receiver with another success probability \( \tilde{P}_{\text{suc}}^{(i)}(G) \) (by viewing the number of users \( N \) as a Poisson random variable with mean \( G T \)). Such an interpretation shows that CRDSA [8], IRSA [9] and other CSA systems are in fact Poisson receivers with certain success probability functions.

For instance, in the CSA system with a single receiver, we have from (2) that \( P_{\text{suc}}(q_1\rho) = e^{-q_1\rho} \). Then (28) implies that

\[
q_{i+1} = \lambda(1 - e^{-q_i\rho}),
\]

which is exactly the recursive equation for CSA in (15) of [5]. By using Poisson receivers as building blocks, one can also extend our analysis to convolutional (or hierarchical) CPR like the convolutional CSA in [22].

IV. POISSON RECEIVERS WITH MULTIPLE CLASSES OF INPUT TRAFFIC

In the following, we extend Poisson receivers to the setting with multiple classes of input traffic. One of the main advantages for this is that we can provide differentiated services (Diffserv) for different classes of traffic. We say a system with \( K \) classes of input traffic is subject to a Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \) if these \( K \) classes of input traffic are independent, and the number of class \( k \) packets arriving at the system follows a Poisson distribution with mean \( \rho_k \), for \( k = 1, 2, \ldots, K \).

**Definition 2:** (Poisson receiver with multiple classes of input traffic) An abstract receiver (see Figure 6) is called a \( (P_{\text{suc,1}}(\rho), P_{\text{suc,2}}(\rho), \ldots, P_{\text{suc,K}}(\rho)) \)-Poisson receiver with \( K \) classes of input traffic if the receiver is subject to a Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \), a tagged (randomly selected) class \( k \) packet is successfully received with probability \( P_{\text{suc,k}}(\rho) \), for \( k = 1, 2, \ldots, K \). Moreover, a Poisson receiver is called normal if the success probability function of class \( k \) packets \( P_{\text{suc,k}}(\rho) \) is decreasing in \( \rho \) for all \( k \).

The throughput of class \( k \) packets (defined as the expected number of class \( k \) packets that are successfully received) for a \( (P_{\text{suc,1}}(\rho), P_{\text{suc,2}}(\rho), \ldots, P_{\text{suc,K}}(\rho)) \)-Poisson receiver subject to a Poisson offered load \( \rho \) is thus

\[
S_k = \rho_k \cdot P_{\text{suc,k}}(\rho),
\]

\( k = 1, 2, \ldots, K \).

One can view a Poisson receiver as a loss system where the loss probability of a randomly selected class \( k \) arrival is

\[
1 - P_{\text{suc,k}}(\rho)
\]

when the system is subject to a Poisson offered load \( \rho \). Such an interpretation from queueing theory allows us to analyze a network of loss systems interconnected by routers in Section IV-B and coders in Section IV-C. The key thing is to maintain independence among various classes of input traffic, as described in [23] for intree networks.
Finally, the success probability function for class 3 packets is
\[ P_{\text{suc,3}}(\rho_1, \rho_2, \rho_3) = e^{-(\rho_1+\rho_3)} + e^{-(\rho_2+\rho_3)} - e^{-(\rho_1+\rho_2+\rho_3)}. \] (35)

A. SA with multiple cooperative receivers

In this section, we extend the result for the SA system with two cooperative receivers in Example 3 to the SA system with multiple cooperative receivers. These cooperative receivers are assumed to be capable of performing spatial SIC. For such a system, we show that it can also be viewed as a Poisson receiver with success probability functions that can be computed from a set of bipartite graphs.

Consider the SA system with \( T \) cooperative receivers and \( K \) classes of users. Let \( B_k, k = 1, 2, \ldots, K \), be the set of receivers associated with class \( k \) users. A packet sent from a class \( k \) user reaches the set of receivers \( B_k \) (with probability 1). For this, we can construct a \( K \times T \) bipartite graph with \( K \) user nodes on the left and \( T \) receiver nodes on the right.

For user node \( k \), we connect an edge to each receiver node in \( B_k \). Call such a graph the association graph as it represents the association between users and receivers. To illustrate the concept of the association graph, we consider an example with four classes of users \((K = 4)\) and six receivers \((T = 6)\) in Figure 7 (a), where \( B_1 = \{1, 6\}, B_2 = \{1, 2, 4, 6\}, B_3 = \{3, 5\} \) and \( B_4 = \{2, 5, 6\} \).

Now we compute the throughput of class \( k \) users subject to the (independent) Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \) for such a SA system. Consider a particular time slot and construct a “configuration” graph according to the number of packets transmitted in that time slot. Specifically, let \( z_k \), \( k = 1, 2, \ldots, K \), be the number of class \( k \) packets transmitted in that time slot and \( m_k = \min(z_k, 2) \). For the SA system, it suffices to consider the three cases for each \( k \): \( m_k = 0 \), \( m_k = 1 \) and \( m_k = 2 \). If \( m_k = 0 \), then no class \( k \) packets are transmitted and we can remove all the edges connected to the user node \( k \) (see Figure 7 (b)). If \( m_k = 2 \), then there are at least two packets transmitted to the receivers in \( B_k \). As such, no packets can be successfully received by the receivers in \( B_k \) and we can remove all the edges connected to the receive nodes in \( B_k \) in the association graph (see Figure 7 (c)). If \( m_k = 1 \), then there is exactly one packet transmitted from a class \( k \) user to the receiver nodes in \( B_k \) and we simply leave the edges from user node \( k \) to the set of receiver nodes in \( B_k \) in the association graph. Let \( m = (m_1, \ldots, m_K) \) and \( F(m) \) be the configuration graph for the configuration \( n \). As \( m_k \) takes values 0, 1, and 2, there are \( 3^K \) configuration graphs.

For the configuration graph \( F(m) \), we then use the SIC technique [8, 9] (as in Section II-C) to compute the number of class \( k \) packets that are successfully received. Denote by \( w_k(m) \) the number of class \( k \) packets that are successfully received in the configuration graph \( F(m) \). For the configuration graph in Figure 7 (c), we have \( w_1(m) = 0, w_2(m) = 1, w_3(m) = 0 \) and \( w_4(m) = 1 \). Then we can compute the throughput for class \( k \) users as follows:
\[ S_k = \sum_{m} w_k(m)p(m), \] (36)
For a moderate values of $K$ (independent) Poisson offered load $\rho_k$ to the (independent) Poisson offered load $\rho$, we have

\begin{align*}
    h_0(\rho_k) &= e^{-\rho_k}, \\
    h_1(\rho_k) &= \rho_k e^{-\rho_k}, \quad \text{and} \\
    h_2(\rho_k) &= 1 - e^{-\rho_k} - \rho_k e^{-\rho_k}.
\end{align*}

For the Poisson distribution with mean $\rho_k$, the probabilities for $m_k = 0$, $m_k = 1$, and $m_k = 2$ are $h_0(\rho_k)$, $h_1(\rho_k)$, and $h_2(\rho_k)$, respectively. Since the Poisson offered load from the $K$ classes are independent, we have

$$p(m) = \prod_{k=1}^{K} h_{m_k}(\rho_k). \quad (37)$$

Using (32) yields

$$P_{\text{suc},k}(\rho) = \frac{S_k}{\rho_k} = \frac{1}{\rho_k} \sum_m w_k(m) \prod_{k=1}^{K} h_{m_k}(\rho_k). \quad (38)$$

When $K$ is very small, it is possible to obtain closed-form expressions for the success probability functions like those in Example 3. For a moderate $K$, one can still compute the success probability functions by using (38). However, it becomes computationally difficult for a large $K$ as there are $3^K$ configuration graphs. In that setting, we have to resort to the random graph approach (that will be discussed in Section IV-C).

**B. Poisson receivers with packet routing**

In this section, we show that Poisson receivers with packet routing are still Poisson receivers. Consider a Poisson receiver with $K_2$ classes of input traffic and the success probability functions $P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K_2}(\rho)$. There are $K_1$ classes of external input traffic to the Poisson receiver. With probability $r_{k_1,k_2}$, a class $k_1$ external packet transmitted to

the Poisson receiver becomes a class $k_2$ packet at the Poisson receiver (see Figure 8). Such a probability is called the routing probability as in the classical queueing analysis.

Now suppose that the external Poisson offered load for the $K_1$ classes of external input traffic is $G = (G_1, G_2, \ldots, G_{K_1})$. Since (i) randomly splitting of Poisson random variables yields independent Poisson random variables, and (ii) superposition of independent Poisson random variables is still a Poisson random variable, we have from the packet routing mechanism that the offered load for the $K_2$ classes of input traffic at the Poisson receiver is $\rho = (\rho_1, \rho_2, \ldots, \rho_{K_2})$, where

$$\rho_{k_2} = \sum_{k_1=1}^{K_1} G_{k_1} r_{k_1,k_2}, \quad (39)$$

$k_2 = 1, 2, \ldots, K_2$. Since a tagged class $k_1$ external packet becomes a class $k_2$ at the Poisson receiver with probability $r_{k_1,k_2}$, this tagged class $k_1$ packet is successfully received with probability

$$\tilde{P}_{\text{suc},k_1}(G) = \sum_{k_2=1}^{K_2} r_{k_1,k_2} P_{\text{suc},k_2}(\rho). \quad (40)$$
This shows that the \((P_{\text{suc,1}}(\rho), P_{\text{suc,2}}(\rho), \ldots, P_{\text{suc,K}}(\rho))\) - Poisson receiver with the \(K_1 \times K_2\) packet routing probability matrix \(R = (r_{k_1,k_2})\) is a \((P_{\text{suc,1}}(G), P_{\text{suc,2}}(G), \ldots, P_{\text{suc,K}}(G))\) - Poisson receiver.

**Example 4: (Inverse multiplexer)** Consider the Poisson receiver with three classes of input traffic in Example [3] In addition to the three classes of input traffic, there is another external traffic, called class 4 traffic, that has a Poisson offered load \(\rho_4\). Suppose that we would like to operate such a system as an inverse multiplexer by splitting class 4 traffic into class 1 traffic and class 2 traffic. Let \(p\) be the splitting probability of the class 4 traffic into class 1 traffic. From the result of Poisson receivers with packet routing, we know that the inverse multiplexing system is a Poisson receiver with two classes of input traffic, class 3 and class 4. Moreover,

\[
P_{\text{suc,4}}(\rho_3, \rho_4) = pP_{\text{suc,1}}(p\rho_4, (1-p)\rho_4, \rho_3) + (1-p)P_{\text{suc,2}}(p\rho_4, (1-p)\rho_4, \rho_3),
\]

where the success probability functions \(P_{\text{suc,1}}(\rho)\) and \(P_{\text{suc,2}}(\rho)\) are in (33) and (34), respectively.

The throughput for class 4 traffic is \(p\) \(P_{\text{suc,4}}(\rho_3, \rho_4)\). In particular, if \(\rho_4 = 0\), the throughput is

\[
p\rho_4 e^{-\rho_4} + (1-p)\rho_4 e^{-(1-p)\rho_4}.
\]

In Figure 9 we plot the throughput of class 4 traffic for various splitting probabilities \(p = 0.1, 0.2, 0.3, 0.4, \text{ and } 0.5\) (when \(\rho_3 = 0\)). Intuitively, one might expect that perfect load balancing, i.e., \(p = 0.5\), is the optimal strategy to maximize the throughput. This is indeed the case when \(p_4 \leq 2\). However, if \(\rho_4\) is very large, this is no longer the case. A better strategy is to overload one class of traffic, say class 1, and control the load of the other traffic, say class 2. As shown in Figure 9 when \(p_4 = 8\), the throughput with \(p = 0.1\) is higher than the other four.

**C. Poisson receivers with packet coding**

In this section, we show how to use Poisson receivers with packet coding to construct another Poisson receiver. Our approach is based on the tree evaluation method in [9], [10], [16], [17]. Such a construction is feasible due to two important closure properties of Poisson r.v.’s: (i) the excess degree distribution (defined as the degree distribution along a randomly selected edge) of a Poisson degree distribution is still a Poisson degree distribution, and (ii) random thinning (that removes each edge independently with a certain probability) of a Poisson degree distribution is still a Poisson degree distribution.

1) Repetition codes: Analogous to IRSA in [9] (for a single class of input traffic), let us consider a system with \(G_k\) class \(k\) active users, \(k = 1, 2, \ldots, K\), and \(T\) (independent) Poisson receivers with \(K\) classes of input traffic and the success probability functions \(P_{\text{suc,1}}(\rho), P_{\text{suc,2}}(\rho), \ldots, P_{\text{suc,K}}(\rho)\). Each class \(k\) user transmits its packet for a random number of times (copies). Let \(L_k\) be the random variable that represents the number of copies of a packet transmitted by a class \(k\) user. Each of the \(L_k\) copies is transmitted to one of the \(T\) Poisson receivers that is chosen uniformly and independently. If any one of these \(L_k\) copies of a packet is successfully received by a Poisson receiver, then the other copy can be removed (cancelled) from the system to further reduce the system load. Such a process can then be repeatedly carried out to decode the rest of the packets. We call the above system a system of coded Poisson receivers (CPR) with multiple classes of input traffic. We note that in order to remove the other copies of a successfully received packet in a system of coded Poisson receivers, all the (physical) receivers in the system need to exchange the packet information, and thus they need to be cooperative receivers. Similar to the throughput analysis for IRSA in [9], our analysis is based on the tree evaluation method in [10], [16], [17]. A realization of a CPR system can also be represented by a bipartite graph with the \(\sum_{k=1}^{K} G_k T\) active users on one side (user nodes) and the \(T\) Poisson receivers on the other side (receiver nodes). An edge between a user node and a receiver node in the bipartite graph represents a packet transmission from that user node to that receiver node. In particular, an edge is called a class \(k\) edge if the corresponding packet transmission is from a class \(k\) user, i.e., its user end is connected to a class \(k\) user.

For our throughput analysis, we let \(\Lambda_{k,\ell}\) be the probability that a class \(k\) packet is transmitted \(\ell\) times, i.e.,

\[
P(L_k = \ell) = \Lambda_{k,\ell}, \quad \ell = 1, 2, \ldots
\]

The sequence \(\{\Lambda_{k,\ell}, \ell \geq 1\}\) is called the degree distribution of a class \(k\) user node. Define the generating function

\[
\Lambda_k(x) = \sum_{\ell=0}^{\infty} \Lambda_{k,\ell} \cdot x^\ell
\]

of the degree distribution of a class \(k\) user node. Clearly, the mean degree of a user node can be represented as follows:

\[
\Lambda^*_k(1) = \sum_{\ell=0}^{\infty} \ell \cdot \Lambda_{k,\ell}.
\]

Let

\[
\lambda_{k,\ell} = \frac{\Lambda_{k,\ell+1} \cdot (\ell + 1)}{\sum_{\ell=0}^{\infty} \Lambda_{k,\ell+1} \cdot (\ell + 1)}
\]

be the probability that the user end of a randomly selected class \(k\) edge has additional \(\ell\) edges excluding the randomly
selected class \( k \) edge. Such a probability is called the \textit{excess degree distribution} of a class \( k \) user node. Also, let
\[
\lambda_k(x) = \sum_{\ell=0}^{\infty} \lambda_{k,\ell} \cdot x^\ell
\] (46)
be the corresponding generating function. Clearly, these two generating functions are related as follows:
\[
\lambda_k(x) = \frac{\Lambda'_k(x)}{\Lambda'_k(1)}.
\] (47)
The offered load of class \( k \) packets to a Poisson receiver, defined as the expected number of class \( k \) packets transmitted to that receiver, is
\[
\rho_k = G_k\Lambda'_k(1).\] (48)
When \( T \) is large, the number of class \( k \) packets at a receiver can be assumed to be a Poisson random variable with mean \( \rho_k \). As such, we can assume the degree distribution of class \( k \) packets at a receiver node is a Poisson distribution with mean \( \rho_k \). Since the excess degree distribution of a Poisson random variable is also Poisson with the same mean (see, e.g., \([21]\)), the probability that the receiver end of a randomly selected class \( k \) edge is successfully received after the first iteration is
\[
P^{(i)}_k = 1 - P_{\text{suc},k}(\rho),
\] (52)
where \( P_{\text{suc},k}(\rho) \) is the probability that a randomly selected class \( k \) edge has not been successfully received after the \( i \)th SIC iteration. Since the receiver end of an edge corresponds to a transmission of a tagged packet from a user to a \( (P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K}(\rho)) \)-Poison receiver, we have
\[
P^{(i)}_k = 1 - P_{\text{suc},k}(\rho),
\] (52)
where \( P_{\text{suc},k}(\rho) \) is the probability that a randomly selected transmission from a class \( k \) user is successfully received at the receiver end in the subject to the offered load \( \rho \). Recall that if a packet sent from a user (the user end of the bipartite graph) can be successfully received if at least one of its copies is successfully received at the receiver end. Since the probability that the user end of a randomly selected class \( k \) edge has additional \( \ell \) edges is \( \lambda_{k,\ell} \), the probability that the user end of a randomly selected class \( k \) edge cannot be successfully received after the first iteration is thus
\[
q^{(i)}_k = 1 - \sum_{\ell=0}^{\infty} \lambda_{k,\ell} \cdot \left(1 - (p^{(i)}_k)^\ell\right).
\] (53)
This then leads to
\[
q^{(i)}_k = \lambda_k(p^{(i)}_k) = \lambda_k(1 - P_{\text{suc},k}(\rho)).
\] (54)
To compute \( p^{(2)}_k \), note that with probability \( 1 - q^{(1)}_k \), an (excess) edge at the receiver end of a randomly selected class \( k \) edge is removed by SIC after the first iteration. Since random thinning of a Poisson random variable is still a Poisson random variable, the number of the remaining (excess) class \( k \) edges at the receiver end of a randomly selected class \( k \) edge at the second iteration is Poisson with mean \( q^{(1)}_k \rho_k \), \( k = 1, 2, \ldots, K \). Thus, the offered load at the second iteration is effectively reduced from \( \rho \) to \( q^{(1)}(\rho) \), where
\[
q^{(1)} = (q^{(1)}_1, q^{(1)}_2, \ldots, q^{(1)}_K).
\] (55)
To the best of our knowledge, the step of using reduced Poisson offered load appears to be new in the tree evaluation method, and it plays a crucial role in the framework of Poisson receivers. This leads to
\[
P^{(2)}_k = 1 - P_{\text{suc},k}(q^{(1)}(\rho)),
\] (56)
and
\[
q^{(2)}_k = \lambda_k(p^{(2)}_k) = \lambda_k(1 - P_{\text{suc},k}(q^{(1)}(\rho))).
\] (57)
In general, we have the following recursive equations:
\[
P^{(i+1)}_k = 1 - P_{\text{suc},k}(q^{(i)}(\rho)),
\] (58)
\[
q^{(i+1)}_k = \lambda_k(1 - P_{\text{suc},k}(q^{(i)}(\rho))),
\] (59)
where
\[
q^{(i)} = (q^{(i)}_1, q^{(i)}_2, \ldots, q^{(i)}_K).
\] (60)
Moreover, if \( P_{\text{suc},k}(\rho) \) is decreasing in \( \rho \) for all \( k \), then \( q^{(i+1)}_k \leq q^{(i)}_k \) and there is a limit \( 0 \leq q_k \leq 1 \) if we start from \( q^{(0)}_k = 1, k = 1, 2, \ldots, K \).

Now we derive the success probability of a tagged class \( k \) user. Once again, note that a packet sent from a user can be successfully received if at least one of its copies is successfully received at the receiver end. Since the probability that a randomly selected class \( k \) user has \( \ell \) edges is \( \Lambda_{k,\ell} \), the probability that a packet sent from a randomly selected class \( k \) user can be successfully received after the \( i \)th iteration is
\[
\sum_{\ell=0}^{\infty} \Lambda_{k,\ell} \cdot \left(1 - (p^{(i)}_k)^\ell\right)
\]
\[
= \sum_{\ell=0}^{\infty} \Lambda_{k,\ell} \cdot \left(1 - (1 - P_{\text{suc},k}(q^{(i-1)}(\rho)))^\ell\right)
\]
\[
= 1 - \Lambda_k \left(1 - P_{\text{suc},k}(q^{(i-1)}(\rho))\right).
\] (61)
Let \( G = (G_1, G_2, \ldots, G_K) \) and \( \Lambda'(1) = (\Lambda'_1(1), \Lambda'_2(1), \ldots, \Lambda'_K(1)) \). Denote by \( \tilde{p}^{(i)}_{\text{suc},k}(G) \) the success probability of a tagged class \( k \) packet for the CPR system after the \( i \)th SIC iteration when the system is subject to a (normalized) Poisson offered load \( G \). Then it follows from \([61]\) and \([48]\) that
\[
\tilde{p}^{(i)}_{\text{suc},k}(G) = 1 - \Lambda_k \left(1 - P_{\text{suc},k}(q^{(i-1)}(\rho) \circ G \circ \Lambda'(1))\right).
\] (62)
Clearly, if $P_{\text{suc},k}(\rho)$ is decreasing in $\rho$ for all $k = 1, \ldots, K$, then $\hat{P}_{\text{suc},k}^{(i)}(G)$ is also decreasing in $G$ for all $k = 1, 2, \ldots, K$.

For the limiting case with an infinite number of SIC iterations, let $q = (q_1, q_2, \ldots, q_K)$ with
\[ q_k = \lim_{i \to \infty} q_k^{(i)}, \quad (63) \]
where $q_k^{(i)}$ are in (59) and $q_k^{(0)} = 1, k = 1, 2, \ldots, K$. Then the success probability of a tagged class $k$ packet for the CPR system after an infinite number of SIC iterations when the system is subject to a (normalized) Poisson offered load $G$ is
\[ \hat{P}_{\text{suc},k}(G) = \lim_{i \to \infty} \hat{P}_{\text{suc},k}^{(i)}(G) = 1 - \Lambda_k \left( 1 - P_{\text{suc},k}(q \circ G \circ \Lambda'(1)) \right). \quad (64) \]

One interesting interpretation of the CPR system constructed from $T$ independent normal Poisson receivers is that it is also a normal Poisson receiver with another success probability function. Such an interpretation shows that CRDSA [8], IRSA [9] and other CSA systems are in fact Poisson receivers with certain success probability functions.

We note a rigorous proof for the above probabilistic argument requires the so-called “concentration theorem” (see, e.g., Theorem 2 of [17]) that states that the average fraction of nodes that have not been decoded is roughly the same as the probability that a randomly selected node has not been decoded. Also, for a fixed number of SIC iterations, the tree assumption can be shown to be true with high probability when the number of independent Poisson receivers $T$ goes to infinity (see, e.g., Appendix A of [17]).

2) Ideal forward error correction codes: In Section IV-C1 we considered CPR systems that use simple repetition codes. In that setting, a packet is successfully decoded when one of its copies is successfully received by a Poisson receiver. In this section, we further extend CPR systems to an ideal $(n, n_0)$-forward error correction (FEC) code. For an ideal $(n, n_0)$-FEC code, a packet is divided into $n_0$ data blocks. By encoding with additional $n - n_0$ redundant blocks, we have a code with $n$ blocks as a packet. A packet can be successfully decoded as long as $n_0$ out of the $n$ blocks are successfully received [24].

Instead of using a repetition code, we assume that each class $k$ user encodes its packet with an ideal $(n_k, n_k, 0)$-FEC code. Following the same notations and the analysis in Section IV-C1 one can show the following recursive equations:
\[ p_k^{(i+1)} = 1 - P_{\text{suc},k}(q^{(i)} \circ \rho), \quad (65) \]
\[ q_k^{(i+1)} = \sum_{j=0}^{n_k,0-1} \left( \frac{\lambda_k^{(j)}(p_k^{(i+1)} \circ \rho)}{j!} \right)^{j} \]
\[ = \sum_{j=0}^{n_k,0-1} \left( \frac{\lambda_k^{(j)}(1 - P_{\text{suc},k}(q^{(i)} \circ \rho))}{j!} \right)^{j}, \quad (66) \]
where $\lambda_k^{(j)}(x)$ is the $j$th derivative of $\lambda_k(x)$. Moreover,
\[ \hat{P}_{\text{suc},k}^{(i)}(G) = 1 - \sum_{j=0}^{n_k,0-1} \left( \frac{\Lambda_k^{(j)}(1 - P_{\text{suc}}(q^{(i)} \circ \rho \circ \Lambda'(1)))}{j!} \right), \quad (67) \]
\[ \left( \frac{P_{\text{suc}}(q^{(i)} \circ \rho \circ \Lambda'(1)))}{j!} \right), \quad (68) \]
where $\Lambda_k^{(j)}(x)$ is the $j$th derivative of $\Lambda_k(x)$. The detailed analysis of coded Poisson receivers with ideal FEC codes is given in Appendix B of the supplemental material.

V. NUMERICAL RESULTS

A. A single class of input traffic in SA systems with two receivers

In this section, we compute our theoretical results and conduct extensive simulations to estimate the throughputs of three SA systems in a correlated on-off fading channel with two receivers. These three SA systems are (i) SA without SIC (non-coop) that can be viewed as a Poisson receiver with $P_{\text{suc}}(\rho)$ in [8], (ii) SA with spatial SIC (spatial) that can be viewed as a Poisson receiver with $P_{\text{suc}}(\rho)$ in [10], and (iii) SA with both spatial SIC and temporal SIC (spatial-temporal) that can be viewed as a Poisson receiver with $P_{\text{suc}}(G)$ in [64] and $P_{\text{suc}}(\rho)$ in [10]. The numerical results are computed for the setting with two receivers ($J = 2$), 1000 time slots ($T = 1000$), and two copies of each packet ($\Lambda(x) = x^2$). In all our simulations, the number of iterations for temporal SIC is 100 ($i = 100$). Each data point for the estimated throughput is obtained by averaging over 100 independent runs.

1) The effect of the offered load: In this section, we show the effect of the offered load on the throughput. As the number of time slots $T$ is fixed to be 1000, the offered load $G = N/T$ is proportional to the number of active users $N$. As such, we simply increase the number of active users $N$ in our simulations to obtain estimates for the throughputs. In Figure 10 we show both the (asymptotically) theoretical results and the simulation results for the throughputs with the following three different sets of parameters for the correlated on-off fading channel model with two receivers, (a) $P_{1,1} = 0, P_{1,0} = P_{0,1} = 0.5$, (b) $P_{1,1} = 0.3, P_{1,0} = P_{0,1} = 0.35$, and (c) $P_{1,1} = 1, P_{1,0} = P_{0,1} = 0$. As shown in Figure 10 our theoretical results match extremely well with the simulation results. It seems that $T = 1000$ is large enough for the tree assumption to hold in our tree analysis. As expected, SA with spatial SIC and temporal SIC has the highest throughput. In addition, we can observe that when $P_{1,1} = 0$ or $P_{1,1} = 1$, spatial SIC has no improvement for throughput (when compared with those without spatial SIC). This is because the setting with $P_{1,1} = 1$ reduces to the setting with a single receiver and thus there is no spatial diversity gain. On the other hand, if $P_{1,1} = 0$, then every packet only reaches exactly one receiver and it is impossible to perform spatial SIC to improve the throughput. However, when $P_{1,1} = 0$, the SA system subject to the offered load $\rho$ is equivalent to two “separate” receivers with each receiver...
subject to the offered load $\rho/2$. As such, there is a significant spatial diversity gain. In particular, the maximum throughput in SA with spatial SIC and temporal SIC exceeds 1 in Figure 10 (a) and (b).

2) The effect of the correlation coefficient of the two receivers: In this section, we show the effect of the correlation coefficient of the two receivers on the throughput. For this, we set $P_{10} = P_{01} = (1-P_{11})/2$. Let $X_1$ (resp. $X_2$) be the indicator r.v. that has value 1 if a tagged packet reaches receiver 1 (resp. receiver 2) and value 0 otherwise. Then the correlation coefficient of the two receivers, denoted by $\omega$, can be related to $P_{11}$ as follows:

$$\omega = \frac{E(X_1X_2) - E(X_1)E(X_2)}{\sqrt{E(X_1^2) - E^2(X_1)}\sqrt{E(X_2^2) - E^2(X_2)}}$$

$$= \frac{P_{11} - (P_{11} + P_{10})(P_{11} + P_{01})}{\sqrt{(P_{11} + P_{10}) - (P_{11} + P_{01})^2}}$$

$$= \frac{1 - P_{11}}{P_{11} + 1}$$

Clearly, the correlation coefficient is decreasing in $P_{11}$ from 0 to $-1$. Moreover, the two receivers are uncorrelated when $P_{11} = 1$ as the two indicator random variables are 1. On the other hand, when $P_{11} = 0$, we have the smallest correlation coefficient $\omega = -1$. In Figure 11, we plot the (theoretical) throughput curves as a function of $P_{11}$ for the three SA systems with $G = 1.2$. One interesting finding is that the throughput for the SA system with both the spatial diversity and the temporal diversity (the blue curve) is not a monotone function of $P_{11}$. As such, it is also not a monotone function of the correlation coefficient. This is because when $P_{11} = 1$, the system reduces to the SA with a single receiver. On the other hand, when $P_{11} = 0$, it reduces to the SA with two separate receivers. With spatial SIC between these two cooperative receivers, it is possible to have some performance gain for a small nonzero $P_{11}$. But when $P_{11}$ is further increased to 1, we lose spatial diversity and that results in performance degradation. We note that the effect of the correlation coefficient was discussed in the recent paper [25]. However, that paper only considered two non-cooperative receivers with spatial diversity.

3) The effect of the FEC code: In this section, we show the effect of the FEC code on the throughput. For this, we consider four CSA systems with ideal FEC codes in Section IV-C2. These four FEC codes are (i) $(n, n_0) = (2, 1)$, (ii) $(n, n_0) = (4, 2)$, (iii) $(n, n_0) = (3, 1)$, and (iv) $(n, n_0) = (6, 2)$. Note that (i) and (iii) are simple repetition codes. The parameters for the correlated on-off fading channel model with two receivers are $P_{11} = 0.3$, and $P_{10} = P_{01} = 0.35$. For the system with an $(n, n_0)$-FEC code, the generating function of the degree distribution is $\Lambda(x) = x^n$ and the number of time slots is $n_0T$. By doing so, for a fixed $N$ and a fixed $T$, CSA systems with the same code rate $n_0/n$ are subject to the same offered load

$$\rho = \frac{N}{n_0T}\Lambda'(1) = \frac{N}{T} \frac{n}{n_0},$$

and thus the comparison for the throughputs of CSA systems with the same code rate is fair. Specifically, for a fixed $N$ and a fixed $T$, systems (i) and (ii) have the same offered load, and systems (iii) and (iv) have the same offered load. As in the previous section, we set $T = 1000$ and the number of iterations for temporal SIC 100, i.e., $i = 100$. Each data point for the estimated throughput is obtained by averaging over 100 independent runs. In Figure 12, we show the throughputs of these four CSA systems. As shown in this figure, the throughput of system (i) is better than that of system (ii) except for a very narrow range of $N/T$. Moreover, the throughput of system (iii) is always better than that of system (iv). It seems that selecting the simple repetition code is good enough among the family of FEC codes with the same
code rate. To see the intuition behind this, one can picture a (6, 2)-FEC code as two nearly independent (3, 1)-FEC codes, where the first three blocks are in the first $T$ time slots and the last three blocks are in the last $T$ time slots. A packet that uses a (6, 2)-FEC code can be decoded if both (3, 1)-FEC codes can be decoded. Thus, the success probability of a (6, 2)-FEC code is lower than that of a (3, 1)-code. As such, for $n_0 \geq 2$, we do not suggest using $(n, n_0)$-FEC codes with low code rates in CSA systems. Such systems not only increase encoding/decoding complexity but also degrade the throughputs.

![Fig. 12. The throughputs of four CSA systems with ideal FEC codes: (i) $(n, n_0) = (2, 1)$, (ii) $(n, n_0) = (4, 2)$, (iii) $(n, n_0) = (3, 1)$, and (iv) $(n, n_0) = (6, 2)$.](image)

**B. A use case for URLLC traffic subject to eMBB cross traffic**

In this section, we demonstrate how the framework of Poisson receivers can be used for providing differentiated services between URLLC traffic and eMBB traffic. For grant-free uplink transmissions (see, e.g., [26]–[29] and references therein), the URLLC traffic needs to have low latency (e.g., 1ms), and a low error probability (e.g., $10^{-5}$). Therefore, the service requirement of URLLC traffic is more stringent than that of eMBB traffic. Analogous to the current cellular system, we assume that time is partitioned into transmission time intervals (TTI). Each TTI consists of $T$ time slots. Each eMBB user is scheduled to transmit a packet in a (randomly assigned) time slot in each TTI. On the other hand, URLLC users with packets to send in a TTI transmit multiple copies of their packets randomly in that TTI. The packets transmitted by URLLC users are then superposed with the scheduled eMBB traffic (see, e.g., [30] for superposition in downlink transmissions), and they are decoded by using the SIC technique in collision channels. This corresponds to the CPR system with two classes of input traffic, where the degree distribution of URLLC traffic is $\Lambda_1(x) = x^L$ with some $L > 1$ (see (43)), and the degree distribution of eMBB traffic is $\Lambda_2(x) = 1$. In such a system, URLLC transmissions are decoded first by using the SIC technique. eMBB transmissions that overlap with undecodable URLLC transmissions can be treated as erased or punctured [31] and can be protected by using another layer of error correction codes.

As suggested by Damanjit Singh, we focus on a particular use case for supporting precise cooperative robotic motion control defined in use case 1 of mobile robots in [32]. The message size for this use case is 40 byte (i.e., 320 bits), and the transfer interval is 1 ms. Adding overheads (for header information and SIC decoding), the packet size for this use case might be increased to 44 bytes. On the other hand, from Table 4.1A-2 in [33], we know that the maximum number of bits of an uplink shared channel (UL-SCH) transport block transmitted within a transmission time interval (TTI = 1ms) is 105,528 bits (i.e., 13,191 bytes). As 13,191/44 ≈ 299, we can accommodate roughly 299 packet transmissions within 1ms. To be conservative, we set the number of packet transmissions (minislots) within one TTI to be 256, i.e., $T = 256$ in our analysis in Section IV-C1. According to [32], the (maximum) number of URLLC users that can be supported is 100. To stretch to the limit, we set the number of URLLC users $N_1$ to be 100, and thus $G_1 = N_1/T = 100/256$. In our simulation, every URLLC user and every eMBB user transmits one packet in a TTI. We are interested in finding out the number of eMBB users $N_2$ that can be admitted to the system while keeping the error probability of URLLC users smaller than $10^{-5}$.

1) A single CSA receiver: In this section, we consider the setting with only one CSA receiver. For such a setting, we have the following success probability function:

$$P_{suc,1}(\rho) = P_{suc,2}(\rho) = e^{-(\rho_1 + \rho_2)},$$

where $\rho_1 = G_1 \cdot L = (100/256) \cdot 5$ and $\rho_2 = G_2 \cdot 1 = (N_2/256)$ with $N_2$ being the number of eMBB users. In Figure 13, we show the effect of the number of eMBB users on the error probability of URLLC users for $L = 4, 5, 6, 7$. In our simulations, the number of iterations for successive interference cancellation (SIC) is 100 ($i = 100$), and the error probability is obtained by averaging 200 independent runs of the simulation. As shown in Figure 13, both the theoretical result and the simulation result are very close to each other for every measurable data point. Also, increasing $L$ decreases the error probability of URLLC users. However, increasing $L$ also increases the number of SIC iterations in the decoding process. As our analysis relies on the tree assumption for enumerating a user node, such a tree assumption, known to hold for a bipartite graph with an infinite number of nodes, may not hold for a tree with a large depth in a bipartite graph with a finite number of $T$ receiver nodes. As shown in Figure 13, there are some discrepancies between the theoretical results and simulation results for $L = 6$ and $L = 7$. As such, we choose $L = 5$ for all our subsequent experiments.

From Figure 13, we also see that increasing the number of eMBB users increases the error probability of URLLC users. In order for the error probability of URLLC to be smaller than $10^{-5}$, there is a limit on the maximum number of eMBB users that can be admitted to the system. For this, we conduct 100,000 independent runs of the simulation for $L = 5$. The results are shown in Figure 14. The theoretical results in Figure 14 are calculated by using $P_{suc,1}$ and $P_{suc,2}$ in (64) with $q$ in (65). For a small number of eMBB users, there are no errors of URLLC packets in our simulations, and thus there are no data for these points in Figure 14. As shown in Figure 14, the system of a single receiver can roughly admit...
(at most) 26 eMBB users while keeping the error probability of URLLC traffic smaller than $10^{-5}$.
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Fig. 13. The effect of using different degree distributions of URLLC users.
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Fig. 14. The effect of the number of eMBB users on the error probability of URLLC users for $L = 5$ in the setting with a single receiver.

2) Two cooperative receivers with a common fading channel for both eMBB traffic and URLLC traffic: In this section, we consider the CSA in a correlated on-off fading channel with two receivers in Section V-A. We demonstrate that two cooperative receivers can be used to improve the performance of the system. We assume that both eMBB packets and URLLC packets go through the same fading channel. For such a setting, we have the following success probability function:

$$P_{\text{succ,1}}(\rho) = P_{\text{succ,2}}(\rho)$$

$$= (P_{11} + P_{10})e^{-(\rho_1 + \rho_2)(P_{11} + P_{10})}$$

$$+ (P_{11} + P_{01})e^{-(\rho_1 + \rho_2)(P_{11} + P_{01})} - P_{11}e^{-(\rho_1 + \rho_2)(1-P_{10})}$$

$$+ P_{01}(\rho_1 + \rho_2)P_{11}e^{-(\rho_1 + \rho_2)(1-P_{10})}$$

$$+ P_{10}(\rho_1 + \rho_2)P_{11}e^{-(\rho_1 + \rho_2)(1-P_{10})}.$$  

For our simulations, we use $P_{10} = P_{01} = 0.25$ and $P_{11} = 0.5$. The other parameters are the same as those used in the single receiver in Section V-B. In Figure 15, we show the effect of the number of eMBB users on the error probability of URLLC users in the setting with two cooperative receivers. From Figure 15, the system with two cooperative receivers can roughly admit 65 eMBB users while keeping the error probability of URLLC traffic smaller than $10^{-5}$. This is more than twice of that for the system with a single receiver (26 eMBB users). The rationale behind this is the number of Poisson receivers (in terms of time slots in the two receivers) for the system with two cooperative receivers are twice of that for the system with a single receiver, and there are also packets that can be decoded by spatial SIC.
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Fig. 15. The effect of the number of eMBB users on the error probability of URLLC users in two cooperative receivers with a common fading channel for both eMBB traffic and URLLC traffic.

Then we consider the effect of the correlation coefficient between two receivers. For this, we vary $P_{11}$ by setting $P_{10} = P_{01} = \frac{1-P_{11}}{2}$ as described in Section V-A. For each fixed $P_{11}$, we calculate the maximum number of eMBB users that can be admitted while keeping the error probability of URLLC users (class 1 in this section) smaller than $10^{-5}$. As a function of $P_{11}$, we plot the (theoretical) result in Figure 16.

![Image](image4.png)

Fig. 16. The effect of $P_{11}$ on the number of eMBB users.

As shown in Figure 16, the number of eMBB users that can be admitted to the system is maximized when $P_{11} \approx 0.3$. The corresponding correlation coefficient is roughly $-0.5$. As discussed in Section V-A, when $P_{11} = 1$, the system is reduced to a single receiver. As such, it has the worst performance comparing to the other values of $P_{11}$. On the other hand, when $P_{11} = 0$, it can be seen as two separate
receivers with no spatial diversity gain. Thus, neither $P_{11} = 0$ nor $P_{11} = 1$ can lead to the best performance of the system.

\section*{C. Two cooperative receivers with different fading channels for eMBB traffic and URLLC traffic}

Fig. 17. An illustration for two cooperative receivers with different fading channels: URLLC packets are sent to both receivers, while eMBB packets can only be sent to one of the two receivers.

In this section, we consider the CSA in a correlated on-off fading channel with two receivers in Section V-A. Unlike Section V-B2, we do not assume that both eMBB traffic and URLLC traffic go through the same fading channel. Instead, we assume that URLLC packets are sent to both receivers, while eMBB packets can only be sent to one of the two receivers (see Figure 17 for an illustration). This is the setting considered in Example 3 and Example 4 and it could be feasible by using different power allocations and directional antennas for these two types of traffic. As described in Example 3 there are three classes of input traffic: class 1 packets that are only sent to receiver 1, class 2 packets that are only sent to receiver 2, and class 3 packets that are sent to both receivers. The first two classes are from eMBB traffic and in our simulation each eMBB packet can be either a class 1 packet or a class 2 packet with an equal probability (see the inverse multiplexer in Example 4). On the other hand, class 3 packets are from URLLC traffic. As in Section V-B2 only one copy of an eMBB packet is sent, i.e., $\Lambda_1(x) = \Lambda_2(x) = x$, and five copies of an URLLC packet are sent to both receivers, i.e., $\Lambda_3(x) = x^5$. Each data point for the estimated error probability is obtained by averaging over 100,000 independent runs. Also, we set the number of iterations for SIC to be 100 ($i = 100$), and the number of URLLC users to be 100 ($G_3 = 100/256$). The result is shown in Figure 18. Theoretical results are computed by using $P_{\text{suc}}$ in (64) with $P_{\text{suc}}$ in Example 3 and $q$ in (65).

In Figure 18 the system can admit roughly 194 eMBB users while keeping the error probability of URLLC traffic (class 3 in this section) smaller than $10^{-5}$. In this section, URLLC users send five copies to both receivers, and thus ten copies to this system with spatial SIC. On the other hand, in Section V-B2 URLLC users send five copies to the two receivers with probability $P_{11} = 0.5$, $P_{10} = P_{01} = 0.25$, and that leads to on average 7.5 copies to this system. Similarly, eMBB users in Section V-B2 send on average 1.5 copies to this system. Comparing to the results in Section V-B2, URLLC users in this section send more copies of their packets (10 in this section and 7.5 in Section V-B2), while the eMBB users in this section send fewer copies (1 in this section and 1.5 in Section V-B2). Thus, the error probability of URLLC users is much lower than that in Section V-B2 and one can admit more eMBB users in this system.

\section*{VI. Conclusion}

Motivated by the analytical intractability of the CSA system with both spatial diversity and temporal diversity in a correlated on-off fading channel, we developed a probabilistic framework for Poisson receivers. We first showed that many CSA systems are Poisson receivers, and then used them as building blocks for analyzing complicated CSA systems. Such an analysis is feasible due to two important closure properties of Poisson receivers: (i) Poisson receivers with packet routing are still Poisson receivers, and (ii) Poisson receivers with packet coding are still Poisson receivers. We also demonstrated through a use case that our framework could provide differentiated services between URLLC traffic and eMBB traffic.

Poisson receivers unlock the power of analyzing CSA systems by the classical tree evaluation method [9], [10], [16], [17]. There is an interesting analogy between Poisson receivers and quasi-reversible queues in queueing theory (see, e.g., the two books for detailed descriptions of quasi-reversible queues [34], [35]). A Markov process is a very powerful tool for analyzing a single queue. However, when there is a network of queues interconnected by each other, analysis by using multi-dimensional Markov processes becomes difficult. Quasi-reversibility exploits the closure properties of Poisson processes so that each queue in a quasi-reversible queueing network can be analyzed in isolation [34], [36]. Moreover, a network of quasi-reversible queues is itself a quasi-reversible queue. Similarly, the tree evaluation method is a very powerful tool for tracking the density evolution in a single tree-like bipartite graph. However, tracking multiple densities in a general graph is difficult. By exploiting the closure properties of Poisson degree distributions, we are able to show the two closure properties of Poisson receivers. These two closure properties enable us to treat CSA systems with...
spatial diversity as Poisson receivers, and thus they can be further used for analyzing CSA systems with both spatial diversity and temporal diversity.
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APPENDIX A

In Section IV-C1 we considered coded Poisson receivers that use simple repetition codes. In that setting, a packet is successfully decoded when one of its copies is successfully received by a Poisson receiver. In this section, we further extend coded Poisson receivers to an ideal \((n_0, n_0^2)-\)forward error correction (FEC) code. For an ideal \((n_0, n_0^2)-\)FEC code, a packet is divided into \(n_0^2\) data blocks. By encoding with additional \(n - n_0\) redundant blocks, we have a code with \(n\) blocks for a packet. A packet can be successfully decoded as long as \(n_0\) out of the \(n\) blocks are successfully received.

Analogous to the throughput analysis in Section IV-C1 we consider a system with \(G_i T\) class \(k\) active users, \(k = 1, 2, \ldots, K\), and \(T\) (independent) Poisson receivers with \(K\) classes of input traffic and the success probability functions \(P_{\text{suc}, k}(p), k = 1, 2, \ldots, K\). Each class \(k\) user encodes its packet with an ideal \((n_k, n_k^2)-\)FEC code and transmits its packet for a random number of blocks. Let \(L_k\) be the random variable that represents the number of blocks transmitted from a class \(k\) packet. Each of the \(L_k\) blocks is transmitted to one of the \(T\) Poisson receivers chosen uniformly and independently.
If (at least) $n_{k,0}$ blocks of these $L_k$ blocks of a class $k$ packet are successfully received by Poisson receivers, then the other blocks of that packet can be removed (canceled) from the system. Such a process can then be repeatedly carried out to decode the rest of the packets.

Let $\Lambda_{k,\ell} = \Lambda_{k,\ell}(x)$ be the probability that $\ell$ blocks are transmitted for a class $k$ packet. Define the generating function $\Lambda_k(x)$ for the degree distribution as in (43) and the generating function $\lambda_k(x)$ for the excess degree distribution as in (46). Also,

$$
\rho = (\rho_1, \rho_2, \ldots, \rho_K),
$$

where $\rho_k = G_k \Lambda_k^{(1)}(1)$ is the Poisson offered load for the class $k$ traffic at a receiver.

As in Section [V.C] we model the decoding process by a user-receiver bipartite graph. Let $p^{(i)}_k$ (resp. $q^{(i)}_k$) be the probability that the receiver (resp. user) end of a randomly selected class $k$ edge has not been successfully received/decoded after the $i^{th}$ SIC iteration. Clearly, we still have

$$
p^{(1)}_k = 1 - P_{\text{suc},k}(\rho). \quad (70)
$$

In our setting, a class $k$ packet sent from a user is successfully received if at least $n_{k,0}$ blocks are successfully received at the receiver end. Thus,

$$
q^{(1)}_k = 1 - \sum_{\ell = n_{k,0}}^{n_k} \Lambda_{k,\ell} \cdot (1 - \sum_{i=0}^{n_{k,0}-1} \binom{\ell}{i} (p^{(1)}_k)^i (1 - p^{(1)}_k)^{\ell-i}).
$$

Let $G = (G_1, G_2, \ldots, G_K)$ and $\Lambda'(1) = (\Lambda'_1(1), \Lambda'_2(1), \ldots, \Lambda'_K(1))$. Also, let $\tilde{P}^{(i)}_{\text{suc},k}(G)$ be the success probability of a tagged class $k$ packet for the CPR system after the $i^{th}$ SIC iteration when the system is subject to a (normalized) Poisson offered load $G$. Recall that a packet sent from a user can be successfully received if at least $n_{k,0}$ blocks are successfully received at the receiver end. Thus, we have from (72) and (73) that

$$
\tilde{P}^{(i)}_{\text{suc},k}(G) = \sum_{\ell = n_{k,0}}^{n_k} \left( \Lambda_{k,\ell} \cdot \sum_{j=0}^{\ell} \binom{\ell}{j} (1 - p^{(i)}_k)^j (p^{(i)}_k)^{\ell-j} \right),
$$

$$
= 1 - \sum_{j=0}^{n_{k,0}-1} \left( \Lambda_k^{(j)}(p^{(i)}_k) \cdot \frac{(1 - p^{(i)}_k)^j}{j!} \right)
$$

$$
= 1 - \sum_{j=0}^{n_{k,0}-1} \left( \Lambda_k^{(j)}(1 - P_{\text{suc},k}(q^{(i)}_k) \circ G \circ \Lambda'(1)) \cdot \frac{(P_{\text{suc},k}(q^{(i)}_k) \circ G \circ \Lambda'(1))^j}{j!} \right).
$$

where $\Lambda_k^{(j)}(x)$ is the $j^{th}$ derivative of $\Lambda_k(x)$.
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