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Abstract. Neural network pruning is a widely used strategy for reducing model storage and computing requirements. It allows to lower the complexity of the network by introducing sparsity in the weights. Because taking advantage of sparse matrices is still challenging, pruning is often performed in a structured way, \textit{i.e.} removing entire convolution filters in the case of ConvNets, according to a chosen pruning criteria. Common pruning criteria, such as $l_1$-norm or movement, usually do not consider the individual utility of filters, which may lead to: (1) the removal of filters exhibiting rare, thus important and discriminative behaviour, and (2) the retaining of filters with redundant information. In this paper, we present a technique solving those two issues, and which can be appended to any pruning criteria. This technique ensures that the criteria of selection focuses on redundant filters, while retaining the rare ones, thus maximizing the variety of remaining filters. The experimental results, carried out on different datasets (CIFAR-10, CIFAR-100 and CALTECH-101) and using different architectures (VGG-16 and ResNet-18) demonstrate that it is possible to achieve similar sparsity levels while maintaining a higher performance when appending our filter selection technique to pruning criteria. Moreover, we assess the quality of the found sparse sub-networks by applying the Lottery Ticket Hypothesis and find that the addition of our method allows to discover better performing tickets in most cases.
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1 Introduction

Convolutional Neural Networks have been applied to a wide variety of computer vision tasks and have exhibited state-of-the-art results in most of them. Their recent success was partially due to an increase in their complexity and depth at the expense of increasing the needs of parameter storage and computation.

\* This research has been conducted in the context of a joint-PhD between the two institutions.
This drawback makes it challenging for deep neural networks to be used for applications with limitations in terms of memory and/or processing time, such as embedded systems or real-time applications.

Recent studies have exhibited a particular characteristic of neural networks, called the Lottery Ticket Hypothesis [1]. This hypothesis suggests that, in regular neural network architectures, there exists a subnetwork that can be trained to the same level of performance as the original one, as long as it starts from the same original conditions. This implies that an important reason why complex architectures are successful nowadays is because, by possessing many parameters, they have more chance to contain such a “winning ticket”. At the same time, once a winning ticket has been discovered, all the other parameters can be removed without affecting the model’s performance. The technique consisting of removing unnecessary parameters and inducing sparsity in a neural network is called neural network pruning.

To prune a neural network, the most commonly used criteria of selection is the magnitude pruning, also called $l_1$ pruning, i.e. removing parameters having the lowest absolute value. Even though it allows to reach non-trivial sparsity levels, magnitude pruning still presents two main shortcomings. First, while being very efficient when the network’s weights have been randomly initialized, magnitude pruning has shown limitations in the transfer-learning regime, i.e. when the network’s weights come from pre-training on a larger dataset. Indeed, in the transfer learning regime, final weight values are mostly predetermined by the original model [2]. Thus, high magnitude weights that were useful for the pre-training task are not necessarily useful for the new end task. This was recently solved by the movement pruning criteria [2], which removes weights whose value moves towards zero. Second, magnitude pruning does not explicitly seek to remove redundant parameters and to maximize the variety of filters that the network contains after pruning. Methods attempting to increase the variety of filters by grouping them by similar functionality have shown promising results [3].

In this work we propose to slightly alter the usual pruning process and more particularly the filter selection mechanism by introducing a clustering method, ensuring that parameters exhibiting similar/redundant behaviours can be pruned while those with unique behaviour are being kept. The contributions of this paper are the following:

- Propose a simple and intuitive algorithm grouping redundant features and ensuring that filters extracting unique features are not removed in the pruning process. This algorithm may be appended to any filter selection criteria.
- Empirically show that the proposed method improves storage and computation costs over recently proposed techniques across several benchmark models and datasets without affecting the network performance.
- Show that using the proposed method, we are able to discover better subnetworks, following the Lottery Ticket Hypothesis.
2 Related Work

Pruning techniques can differ in many aspects. The three main axis of differentiation are detailed in this section.

**Granularity.** When pruning a neural network, it is first required to define the granularity, i.e. the structure according to which parameters will be removed. Granularities of pruning are usually categorized into two groups: unstructured pruning, i.e. when individual weights are evaluated and removed [4,5]. This leads to sparse weight matrices, often difficult to optimize in terms of computation and speed efficiency. For those reasons, structured pruning was introduced. This kind of pruning takes care of removing blocks of weights, which can take the form of vectors, kernels or even filters [6–8]. While most of structured pruning granularities still leaves sparse weight matrices, as the weights are removed in blocks, it makes it easier for dedicated hardware or libraries to take advantage of the removal of those weights. Filter pruning is a particular case as sparse filters can just simply be removed from the network architecture, thus keeping the network dense, and not requiring any specialized sparse computation library to obtain computation speed-up and storage reduction.

**Criteria.** In order to know which weights, or group of weights, will be pruned, we need to evaluate their importance. For that purpose, we define a criteria, ranking each parameter, and remove those that have the lowest score. Early work made use of second-order approximation of the loss surface to select the parameters to remove [4,5]. Due to the important computation overhead that such a technique introduces, other criteria have emerged, such as $l_1$-norm, $l_2$-norm or first-order Taylor expansion. Other training techniques enforcing sparse structures such as $l_0$ regularization [9] or variational dropout [10] have also been introduced. To this day, the criteria of selection which is the most commonly used due to its simplicity yet providing good and generalizable results across many datasets and architectures is the magnitude pruning [11], based on $l_1$-norm, the weights with the lowest absolute value assumed to be the least important, as they will produce the weakest activations and thus, participate the least to the output of the neural network. Moreover, the criteria may be used to compare weights belonging to a common layer, i.e. local pruning, thus leading to a structure with layers of equivalent sparsities. The criteria may also be applied to the whole network, comparing weights from all layers, i.e. global pruning, and leading to a network with layers of different sparsity levels. While global pruning possesses a more computation overhead since it potentially compares millions of parameter at each pruning step, it usually provides better results as it allows for more freedom of parameter selection.

**Scheduling.** The pruning scheduling defines how pruning is integrated in the training process. Early pruning methods cared about removing redundant weights after the network has been trained to convergence, and performing the pruning in a single-step, which is nowadays called one-shot pruning [6]. It was
soon discovered that *iterative pruning*, performing the pruning in several steps, alternating pruning and fine-tuning of the network to allow it to recover from the lost performance, helped to reach more extreme sparsity levels and to let the network to more easily recover the pruning of many weights \[12,13\]. Recently, research about the Lottery Ticket Hypothesis have shown that the optimal pruned network could be discovered from the very initial state of a neural network, *i.e.* before any training has occurred \[1\]. While it is still very difficult to uncover such an optimal network right from initialization, it inspired many research to prune the network earlier in the training process, *i.e.* not starting from a first pre-training phase, but also to propose more complex scheduling functions which integrates pruning early in the training process \[14,15\].

In our work, we focus on a particular structured pruning approach, filter pruning. More particularly, our contribution concerns the criteria of selection of filters. We propose a slight alteration that can be inserted into the iterative pruning process, allowing to use any state-of-the-art criteria, but helping them to select redundant filters to remove, while preserving unusual, thus potentially discriminative filters.

### 3 Proposed Methodology

Performing filter pruning following an iterative schedule usually consists of a three-step method, represented in Figure 1: (1) train the network to convergence, (2) prune a portion of the filters, according to a chosen criterion and, (3) fine-tune so that the model can recover from the lost performance. Steps (2) and (3) are then repeated, alternating pruning and fine-tuning until the desired sparsity is reached. We propose to add an additional step between (1) and (2). Indeed, before selecting the weights to remove according to a chosen criteria, we first would like to cluster filters exhibiting similar behaviour and to perform pruning in each cluster separately, and consequently only on redundant filters. By doing so, pruning will only retain independent filters while also retaining filters which have uncommon behaviours, thus maximizing the variety of remaining filters.

\[\text{Training} \rightarrow \text{Clustering} \rightarrow \text{Pruning} \rightarrow \text{Fine-Tuning}\]

**Fig. 1.** The proposed pruning pipeline. We introduce a fourth step in the common iterative pruning process, aiming to cluster convolution filters by similar functionality. By then performing pruning in each cluster, we ensure that we remove redundant filters, while preserving the rare ones that could have been removed otherwise.
To learn about the functionality of each filter, we make use of a neural network interpretation technique named *Activation Maximization* [16]. This method uses the gradient ascent optimization technique, starting from a random noise image, to modify each pixel of the image in order to maximize the activation of a particular convolution filter. In other words, the synthesized image is the image of features that excites the most a selected filter and thus, the feature it is the most sensitive to when processing a natural image.

For each convolutional filter in a layer of the network, we can synthesize its corresponding “signature” image based on *Activation Maximization*. The goal is then to perform K-Means clustering of those images, effectively grouping similar images together while also keeping unique ones into their dedicated group. To effectively reduce dimensionality and facilitate the task of K-Means clustering, we first feed our images to the convolutional part of an AlexNet model [17] pre-trained on ImageNet [18], encoding those into a feature vector, which will serve as input data to the clustering algorithm.

Once each feature image has been clustered, we can then apply the pruning process, selecting remaining filters according to a chosen criteria but, this time not by comparing all the filters in the layer, but by comparing filters whose feature images are located in the same group. By doing so in each group, we will then only preserve the single best representative filter of each feature. The number of clusters \( k \) is thus chosen as a compression parameter, depending on the desired sparsity. By setting a high number of clusters \( k \), this creates more groups and thus removes less filters.
When comparing common criteria before and after the addition of our clustering method, we observe that a greater variety of filters are retained. As an example, Figure 3 represents features extracted from the filters of the first layer of a simple ConvNet, AlexNet [17], by using the Activation Maximization technique. Three clusters of similar features have been highlighted in color, and the corresponding remaining features are shown for each pruning technique, with removed one being greyed out. We can observe that, by clustering similar features, we ensure that: (1) redundant features are removed and (2) rare features are being kept, which is not the case when using magnitude and movement pruning alone, where some features belonging to a same cluster are still present.

Fig. 3. Comparison of the remaining features after applying different pruning techniques until a sparsity of 50% in the first layer of AlexNet. Three dominant clusters are highlighted in color. Features removed by pruning are greyed out.

4 Comparison to Common Criteria

In this section, we evaluate the effects of adding the extra clustering step presented in section 3 in the iterative pruning pipeline and apply the pruning criteria in each group separately.

Datasets and Architectures. For our experiments, the datasets have been chosen to be various in terms of image resolution and number of classes. In particular, we evaluate our methods on the three following datasets: (1) CIFAR-10 [19], composed of RGB images distributed in 10 classes, and of resolution 32 × 32. (2) CIFAR-100 [19], composed of RGB training images distributed in 100 classes and of resolution 32 × 32 and (3) Caltech-101 [20], composed of pictures of objects,
distributed in 101 classes and of resolution $300 \times 200$. Those datasets are then tested on two types of popular convolutional network architectures: VGG-16 \cite{21} and ResNet-18 \cite{22}. In particular, we use a modified version of VGG-16 which consists of 13 convolutional layers and 2 fully-connected layers, with each convolutional layer being followed by a batch normalization layer \cite{23}. ResNet-18 belongs to a family of ConvNets using residual connections \cite{22}, and contains 17 convolutional layers and a single fully-connected layer.

**Training Procedure.** The networks we use for our experiments are initialized from pre-trained weights, \textit{i.e.} networks were previously trained on ImageNet and we reuse their weights. Images of our dataset are first resized to $224 \times 224$ and are augmented by using horizontal flips, rotations, image warping and random cropping, then aggregated in batches of size 64. We train each model using the 1cycle learning rate method \cite{24}, where the training starts with a learning rate warmup until a nominal value, then gradually decay until the end of the training.

**Pruning Method.** We use the 4-step schedule presented in Figure 1. We propose to iterate over each layer and remove a specific amount of filters in order to reach the desired sparsity. As each layer will eventually have the same sparsity level, it can be considered as a form of local pruning. The first step is performed for 15 epochs, at a learning rate of $1e^{-3}$. Our clustering method then takes care of grouping the filters of a target layer into $k$ groups, $k = s \times n_f$, $s$ being the desired sparsity in percent and $n_f$ the amount of filters in that layer. After performing the pruning of filters and only keeping a single filter from each cluster, we fine-tune our model for 3 epochs, with a learning rate of $3e^{-4}$, to allow the network to recover from the loss of its parameters. This process is performed iteratively for each layer in the network. We evaluate the benefits of our extra step according to two pruning criteria: (1) $l_1$-norm of the filters, \textit{i.e.} remove the filters that possess the lowest norm, computed for each filter by \(\sum_i |w_i|_t\) and (2) movement pruning, \textit{i.e.} only keep the filters whose magnitude has increased the most during training, computed by \(\sum_i |w_i|_t - |w_i|_0\), with \(|w_i|_t\), the weights values at training step $t$ and \(|w_i|_0\), the weights values at initialization.

**Frameworks and Hardware.** These experiments are conducted using the PyTorch \cite{25} and fastai \cite{26} libraries for the implementation of the training loop, fasterai \cite{27} and Lucent \cite{28} for the implementation of the clustering and pruning methods and using a 12GB Nvidia GeForce GTX 1080 Ti GPU for computation.

**Results.** The experiments, conducted on VGG-16 (Table 1) and ResNet-18 (Table 2), show that, for almost all sparsity levels, dataset and criteria tested, it is beneficial to the pruning process to add the proposed clustering step. Indeed, for the same sparsity level, accuracy increases up to 5% can be observed, which also means that the same networks could be pruned to a higher sparsity level without witnessing performance degradation.
|                  | $l_1$   | Cluster $l_1$ | Movement | Cluster Movement |
|------------------|---------|---------------|----------|------------------|
| **CIFAR-10**     |         |               |          |                  |
| Sparsity 60%     | 90.89 ± 0.17 | **92.39 ± 0.07** | 91.55 ± 0.18 | **92.45 ± 0.26** |
| Sparsity 70%     | 89.47 ± 0.09 | **90.91 ± 0.13** | 90.35 ± 0.12 | **90.89 ± 0.10** |
| Sparsity 80%     | 84.95 ± 0.08 | **87.04 ± 0.23** | 86.50 ± 0.19 | **87.48 ± 0.10** |

| **CIFAR-100**    |         |               |          |                  |
| Sparsity 60%     | 54.94 ± 0.21 | **58.72 ± 0.30** | 54.81 ± 0.34 | **57.29 ± 0.71** |
| Sparsity 70%     | 47.56 ± 0.94 | **51.67 ± 0.61** | 47.59 ± 0.29 | **51.25 ± 0.41** |
| Sparsity 80%     | 35.67 ± 0.90 | **39.30 ± 0.65** | 36.82 ± 1.42 | **42.30 ± 0.94** |

| **Caltech-101**  |         |               |          |                  |
| Sparsity 60%     | 86.63 ± 0.39 | **87.44 ± 0.28** | 86.94 ± 0.28 | **87.40 ± 0.51** |
| Sparsity 70%     | 84.87 ± 0.41 | **86.01 ± 0.79** | 82.89 ± 0.19 | **84.43 ± 0.25** |
| Sparsity 80%     | **79.18 ± 0.63** | 79.03 ± 0.72 | 76.00 ± 0.59 | **78.75 ± 0.63** |

**Table 1.** Results of applying different pruning criteria on VGG-16. The benefit of applying our clustering method before selecting the filters to remove translates to a higher accuracy for most sparsity levels and datasets. Values in bold are the best when comparing a single criteria with and without the clustering process. Accuracies and standard deviation over 3 runs are reported.

|                  | $l_1$   | Cluster $l_1$ | Movement | Cluster Movement |
|------------------|---------|---------------|----------|------------------|
| **CIFAR-10**     |         |               |          |                  |
| Sparsity 60%     | 93.32 ± 0.11 | **93.76 ± 0.18** | 92.73 ± 0.16 | **93.57 ± 0.10** |
| Sparsity 70%     | 92.17 ± 0.11 | **92.20 ± 0.11** | 90.79 ± 0.14 | **92.35 ± 0.03** |
| Sparsity 80%     | 89.58 ± 0.17 | **90.13 ± 0.09** | 87.04 ± 0.24 | **89.53 ± 0.23** |

| **CIFAR-100**    |         |               |          |                  |
| Sparsity 60%     | 71.65 ± 0.22 | **72.61 ± 0.41** | 70.95 ± 0.13 | **72.27 ± 0.37** |
| Sparsity 70%     | 67.18 ± 0.17 | **68.46 ± 0.25** | 66.19 ± 0.15 | **68.44 ± 0.21** |
| Sparsity 80%     | 59.14 ± 0.13 | **60.32 ± 0.30** | 58.50 ± 0.41 | **59.86 ± 0.23** |

| **Caltech-101**  |         |               |          |                  |
| Sparsity 60%     | 92.63 ± 0.05 | **93.00 ± 0.16** | 90.77 ± 0.18 | **91.81 ± 0.26** |
| Sparsity 70%     | 88.75 ± 0.42 | **89.48 ± 0.30** | 85.32 ± 0.27 | **87.75 ± 0.24** |
| Sparsity 80%     | 79.89 ± 0.10 | **80.31 ± 0.35** | 75.05 ± 0.56 | **76.29 ± 0.39** |

**Table 2.** Results of applying different pruning criteria on ResNet-18. The benefit of applying our clustering method before selecting the filters to remove translates to a higher accuracy for most sparsity levels and datasets. Values in bold are the best when comparing a single criteria with and without the clustering process. Accuracies and standard deviation over 3 runs are reported.
5 Application to Lottery Ticket Hypothesis

In order to not only compare the relative performance of the addition of our proposed clustering technique, we also would like to compare the quality of the remaining subnetworks, obtained after pruning. Such an analysis may be performed using the Lottery Ticket Hypothesis.

Finding Lottery Tickets. The Lottery Ticket Hypothesis states that: in each network, there exists a subnetwork that, trained in isolation, and from the same initial weight values, is able to achieve comparable performance in a comparable training time as the whole network. The authors proposed to find the said winning-tickets through an iterative process, repeatedly pruning a portion of remaining weights according to their $l_1$-norm, then resetting them to their initial value, \textit{i.e.} the value before any training has occurred. Despite having shown promising results on small datasets, and for simple architectures, this method has shown difficulties to generalize to higher complexity use-cases \[1\]. To overcome this limitation, the same authors propose a slight weakening of the hypothesis. Instead of reinitializing the weights to their original value, they should be reinitialized to a value of an earlier step in the training process. This new hypothesis is called Lottery Ticket Hypothesis with Rewinding, and the sparse subnetworks are then called matching tickets instead of winning tickets \[29\].

Comparison of Tickets. We compare the performance of discovered tickets using the same pruning criteria, datasets and training procedure as described in Section 4 and for the ResNet-18 architecture. As our experiment concerns large datasets and complex architecture, we propose to study the effect of our pruning technique on the Lottery Ticket Hypothesis with Rewinding. To uncover the tickets, we adopt the same methodology as presented in Section 3 but reinitializing the weights after each pruning step to the value they had after the initial training step, \textit{i.e.} to their value after Step (1) in Figure 1. The operation is performed for each criteria evaluated in the Section 4 and for sparsity levels ranging from 10\% to 80\%. After extracting the subnetwork, we train it for 15 epochs and then compare the versions obtained with and without the addition of our variety enforcing clustering method.

Results. From this experiment, whose results are reported in Figures 6, we can observe that in most cases, the addition of the clustering method prior to the criteria selection helps to find a better performing ticket, thus validating the quality of the pruned network. While the addition of a clustering technique before applying the pruning criteria seems profitable in most cases, it benefits movement pruning the most. Indeed, increases up to 2\% in accuracy may be observed in the case of $l_1$ pruning, and up to 5\% in the case of movement pruning.
6 Conclusion

In this work, we propose a novel pruning method, introducing a clustering process before applying the pruning criteria. This clustering process, based on an interpretation technique called Activation Maximization, groups filters sensitive to similar features in the input image. By then applying the pruning criteria to each feature group, we ensure that pruning is applied on redundant filters, and that rare filters, which may be alone in their group, are retained. Experiments have shown that our method leads to better results than classical methods on both VGG-16 and ResNet-18 architectures and for CIFAR-10, CIFAR-100 and CALTECH-101 datasets. Those results demonstrate that one should avoid pruning rare or unique filters and that keeping a wide filter variability is crucial to achieving both a higher pruning rate and a lower accuracy loss. Moreover, by performing Lottery Ticket Hypothesis with Rewinding tests, we have demonstrated that the subnetworks discovered after pruning were of better quality, as they were able to reach higher performance in the same training time.
References

1. Frankle J. and Carbin M. “The Lottery Ticket Hypothesis: Finding Sparse, trainable neural networks”. In International Conference on Learning Representations (ICLR), 2019.
2. Sanh V. and Wolf T. and M. Rush A. “Movement Pruning: Adaptive Sparsity by Fine-Tuning”. In advances in Neural Information Processing Systems (NeurIPS), 2020
3. Qin Z., Fuxun Y., Liu C. Chen X. “Functionality-Oriented Convolutional Filter Pruning”. In British Machine Vision Conference (BMVC), 2019.
4. LeCun Y. and Denker J. S. and Solla S. A. “Optimal brain damage”. In Advances in Neural Information Processing Systems (NeurIPS), 1990.
5. Hassibi B. and Stork G.D. and Wolff G. “Optimal Brain Surgeon and general network pruning”. In International Conference on Neural Networks (ICANN), 1993.
6. Li H., Kadav A., Durandovic I., Samet H. and Graf H. “Pruning Filters for Efficient ConvNets”. In International Conference on Learning Representations (ICLR), 2017
7. He Y., Zhang X., and Sun J. “Channel pruning for accelerating very deep neural networks”. In International Conference on Computer Vision (ICCV), 2017.
8. Hubens N., Mancas M., Decombeas M., Preda M., Zaharia T., Gosselin B. and Dutot T. “An Experimental Study of the Impact of Pre-Training on the Pruning of a Convolutional Neural Network”. In International Conference on Applications of Intelligent Systems (APPIS), 2020
9. Tartaglione E., Lepsoy, S., Fiandrotti A., Francini G. “Learning Sparse Neural Networks via Sensitivity-Driven Regularization”. In advances in Neural Information Processing Systems (NeurIPS), 2018
10. Molchanov D., Ashukha A., Vetrov D., Dmitry, “Variational Dropout Sparsifies Deep Neural Networks”. International Conference on Machine Learning (ICML), 2017
11. Gale, T. E. Elen and Hooker S. “The State of Sparsity in Deep Neural Networks”. The International Conference on Machine Learning (ICML), 2019
12. Han S., and Pool J., and Tran J., Dally W. “Learning Both Weights and Connections for Efficient Neural Networks”. In International Conference on Neural Information Processing Systems (ICPS), 2015
13. Molchanov P., Tyree S., Karras T., Alla T., Kautz J. “Pruning Convolutional Neural Networks for Resource Efficient Inference”. In International Conference on Learning Representations (ICLR), 2017
14. Zhu M., Suyog G., “To prune, or not to prune: exploring the efficacy of pruning for model compression.”. In International Conference on Learning Representations (ICLR), 2018
15. Hubens N., “One-Cycle Pruning: Pruning ConvNets with Tight Training Budget”. ArXiv, abs/2107.02086, 2021
16. Erhan D., Bengio Y., Courville A. and Vincent P. “Visualizing higher-layer features of a deep network.” University of Montreal, Vol 1341, pp. 3., 2009.
17. Krizhevsky A. and Sutskever I. and Hinton G. “ImageNet Classification with Deep Convolutional Neural Networks”. In advances in Neural Information Processing Systems (NeurIPS), 2012.
18. Deng J., Dong W., Socher R., Li L., Li K. and Fei-Fei L., "ImageNet: A large-scale hierarchical image database". In International Conference on Computer Vision and Pattern Recognition (CVPR), 2009
19. Krizhevsky A. and Hinton G. “Learning multiple layers of features from tiny images”. University of Toronto, 2009.
20. Li F., Fergus R., Perona P., “Learning Generative Visual Models from Few Training Examples: An Incremental Bayesian Approach Tested on 101 Object Categories”. In International Conference on Computer Vision and Pattern Recognition Workshop (CVPR), 2004.
21. Simonyan K. and Zisserman A. “Very deep convolutional networks for large-scale image recognition”. In International Conference on Learning Representations (ICLR), 2015.
22. He K., Zhang X., Ren S., and Sun J. “Deep Residual Learning for Image Recognition”. In Conference on Computer Vision and Pattern Recognition (CVPR), 2015.
23. Liu Z., Sun M., Zhou T., Huang G., Darrell T. “Rethinking the Value of Network Pruning”. In International Conference on Learning Representations (ICLR), 2019.
24. Smith L., Topin N. “Super-Convergence: Very Fast Training of Neural Networks Using Large Learning Rates”. In SPIE Artificial Intelligence and Machine Learning for Multi-Domain Operations Applications, 2019
25. Paszke A., Gross S., Massa F., Lerer A., Bradbury J., Chanan G., Killeen T., Lin Z., Gimelshein N., Antiga L., Desmaison A., Kopf A., Yang E., DeVito Z., Raison M., Tejani A., Chilamkurthy S., Steiner B., Fang L., Bai J., Chintala S. “PyTorch: An Imperative Style, High-Performance Deep Learning Library”. In Advances in Neural Information Processing Systems (NeurIPS), 2019
26. Howard J., Gugger S. “fastai: A Layered API for Deep Learning”, In MDPI Information, 2020
27. Hubens N. “FasterAI: A Library to Make Smaller and Faster Neural Networks”, https://github.com/nathanhubens/fasterai, 2020
28. Swee Kiat L., “Lucent”, https://github.com/greentfrapp/lucent, 2019
29. Frankle J., Dziugaite K., Roy D., Carbin M., “Linear Mode Connectivity and the Lottery Ticket Hypothesis”. In International Conference on Machine Learning (ICML), 2020