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Abstract

A key challenge to deploying reinforcement learning in practice is exploring safely. We propose a natural safety property—uniformly outperforming a conservative policy (adaptively estimated from all data observed thus far), up to a per-episode exploration budget. We then design an algorithm that uses a UCB reinforcement learning policy for exploration, but overrides it as needed to ensure safety with high probability. We experimentally validate our results on a sepsis treatment task, demonstrating that our algorithm can learn while ensuring good performance compared to the baseline policy for every patient.

1 Introduction

Reinforcement learning is a promising approach to learn policies for sequential decision-making to enable data-driven decision-making. For instance, it can be used to help manage health conditions such as sepsis [1] and chronic illnesses [2], which require the clinician to make sequences of decisions regarding treatment. Other applications include adaptively sequencing educational material for students [3] or learning inventory control policies with uncertain demand [4, 5].

The core challenge in reinforcement learning is how to balance the exploration-exploitation tradeoff—i.e., how to balance taking exploratory actions (to estimate the transitions and rewards of the underlying system) and exploiting the knowledge acquired thus far (to make good decisions). However, in high-stakes settings, exploration can be costly or even unethical—for instance, taking exploratory actions on patients or students can lead to adverse outcomes that could have been avoided.

As a consequence, there has been great interest in safe reinforcement learning [6], where the algorithm explores in a way that satisfies some kind of safety property. For instance, one notion of safety is to restrict the system to stay in a safe region of the state space [7]. However, many desirable safety properties cannot be formulated this way—e.g., we may want to ensure that a patient does not suffer avoidable adverse outcomes, but some adverse outcomes may be unavoidable even under the optimal policy. Instead, we consider a safety property based on the following intuition:

With high probability, the algorithm should never take actions significantly worse than the ones known to be good based on the knowledge accumulated so far.

For instance, if the algorithm has discovered that a treatment achieves good outcomes for the current patient, then it is obligated to use either that treatment or an alternative that is only slightly worse.

To formalize this property, we need to devise notions of “actions known to be good” and “knowledge accumulated so far”. We take “knowledge accumulated so far” to simply be all observations that have been gathered so far. Formalizing “actions known to be good” is more challenging. For instance, we could consider estimating the value of all actions based on the current dataset, and take a “good action” to be one with high value. However, this definition does not account for estimation error. Offline (or batch) reinforcement learning algorithms [8, 9] are designed to provide conservative estimates of the values of different actions based on historical data [10, 11]. Building on these ideas, we formalize a “good action” to be one for which the conservative lower bound on its value is high. We refer to the policy that always takes the action with the best conservative value estimate as the baseline policy. Then, our safety property is that, with high probability, the algorithm never takes an action that is significantly worse than using the current baseline policy.

This safety property is challenging to satisfy for two reasons. First, it requires the learning algorithm to uniformly outperform the current baseline (up to a given per-episode tolerance η) with high probability.
In particular, the algorithm cannot outperform the baseline for some time and then subsequently “spend” this improvement on exploratory actions; instead, we want to “spread out” our potentially harmful exploration across episodes. Second, the baseline is always improving as more data is collected, so the exploration becomes successively more constrained.

Our goal is to establish assumptions under which we can provably learn (i.e., achieve sublinear regret) while satisfying safety. We consider the classic setting of a Markov decision process (MDP) with finite state and action spaces; in this setting, we can straightforwardly convert existing algorithms for computing optimistic value estimates [12, 13] into ones for computing conservative value estimates. When unconstrained exploration is allowed, algorithms such as upper confidence bound (UCB) [12, 13] and posterior sampling [14] can learn the MDP parameters (i.e., the transitions and rewards) while achieving strong regret guarantees. We aim to adapt these algorithms to satisfy safety without significantly hurting learning.

In general, we need to make assumptions about the underlying system to guarantee safety; otherwise, taking any exploratory action could lead to a safety violation. First, we assume that the MDP is ergodic—i.e., every state is reached with some probability during an episode. This assumption is standard [13]; it is necessary since we need to be able to safely transition to each state using the baseline policy to ensure that we can learn the MDP parameters at every state. This assumption is reasonable in practice as long as there is sufficient randomness in the MDP transitions. Second, we assume that any single exploratory action cannot violate the safety constraint. This assumption is also necessary; otherwise, we would be unable to take any exploratory action since doing so would risk violating safety. Instead, safety can only be violated by multiple suboptimal actions. Intuitively, this assumption is reasonable in settings where the time steps are sufficiently small, since delaying an action by a small amount should not significantly affect outcomes. For instance, short medication delays for ICU patients often do not affect readmissions and mortality [16].

Then, to satisfy the safety constraint, our algorithm uses a shielding strategy [7, 17], where it uses a classical UCB policy if it does not risk exhausting its exploration budget (i.e., the allowable deficit in performance compared to the baseline policy); otherwise, it switches to using the baseline policy, which is guaranteed to satisfy the safety constraint. However, naïvely, this strategy can lead to suboptimal exploration (e.g., it only explores state-action pairs at the very beginning of an episode, and then exhausts its exploration budget), potentially failing to learn and causing linear regret.

In contrast, our algorithm does not always explore starting at the beginning of an episode. Instead, it adaptively decides at which point to start exploring via UCB (using the baseline policy before this point), to enable construction of meta-episodes that “stitch” together consecutive exploration steps to obtain a sequence of state-action pairs that are effectively sampled from the same distribution as a full episode using UCB; note that we cannot use UCB for a full episode since it likely violates the safety constraint. Thus, this strategy explores in a way that is identical to UCB, thereby ensuring sufficient learning for strong regret guarantees.

We prove that our algorithm not only ensures safety, but also has regret guarantees similar to those of existing reinforcement learning algorithms for finite-state MDPs—i.e., for MDPs satisfying our assumptions, the cost of our safety constraint is only a constant factor.

Related literature. There has been a great deal of recent interest in safe reinforcement learning [8], although it has largely focused on guaranteeing safety rather than proving regret bounds (that guarantee convergence to an optimal policy). Furthermore, most of these approaches focus on safety constraints in the form of safe regions, where the goal is to stay inside the safe region. Such constraints are common in robotics, but less so for other applications of reinforcement learning such as healthcare [1], education [3], and operations research [4, 5].

The most closely related work to ours is on conservative learning [15, 18], where the goal is to maintain cumulative regret less than that of a baseline policy up to some exploration budget. There are two key differences. First, their baseline policy is provided exogenously by the user, and is static; in contrast, our baseline is updated as new information becomes available. Thus, our safety constraint grows stronger over time. Second, their guarantee is only valid on average up to the current time step; thus, it suffices to follow the baseline policy for enough time (accumulating similar average performance) and then “spend” this improvement by exploring arbitrarily (i.e., using UCB for an entire episode). For instance, they may perform safely on many patients and excessive explore on a few subsequent patients, leading to particularly adverse outcomes for these patients. In contrast, we require safety uniformly on every time step of every episode, thereby spreading out exploration across the time horizon and ensuring that exploration does not significantly harm any single individual. Importantly, spreading exploration across different episodes can lead to biased exploration, which is not an issue for [15]; we address this issue by constructing meta-episodes that mimic UCB episodes.
2 Problem Formulation

Preliminaries. Consider a Markov decision process (MDP) $M$, with finite states $s \in S$, finite actions $a \in A$, transitions $P(s' \mid s, a) \in \mathbb{I} = [0, 1]$, rewards $R(s, a) \in \mathbb{I}$, and time horizon $H \in \mathbb{N}$. We consider policies $a = \pi_t(s, z)$ with internal state $z \in Z$, along with internal state transitions $z' = \sigma_t(s, z, a)$. Our safety property (described below) is a constraint on the reward accrued by our policy across multiple steps in the MDP; thus, our policy maintains an internal state to track this information and ensure that we satisfy safety.

Given $(\pi, \sigma)$, a rollout is a random sequence $\alpha = ((s_1, z_1, a_1, r_1), ..., (s_H, z_H, a_H, r_H))$ such that $a_t = \pi_t(s_t, z_t)$, $r_t = R(s_t, a_t)$, $s_{t+1} \sim P(\cdot \mid s_t, a_t)$, and $z_{t+1} = \sigma_t(s_t, z_t, a_t)$; we assume $s_1$ is deterministic and $z_1$ is given. We denote the distribution over rollouts by $\alpha \sim D_{\pi,\sigma}(\cdot)$. We define the $Q$ and value functions by $Q_H^{\pi}(s, z, a) = 0$, $V_H^{\pi}(s, z) = 0$, and

\[
Q_t^{\pi}(s, z, a) = R(s, a) + \sum_{s' \in S} P(s' \mid s, a) V_t^{\pi}(s', z, a),
\]

\[
V_t^{\pi}(s, z) = Q_t^{\pi}(s, z, \pi_t(s, z, a)),
\]

Regret. We let $\pi^*_t(s)$ denote the (deterministic) optimal policy, and $Q_t(s, a)$ and $V_t(s)$ its $Q$ and value functions, respectively. We consider the episodic setting, where $P$ and $R$ are initially unknown, and over a sequence of $k \in [N] = \{1, ..., N\}$ episodes, we choose a policy $(\pi^k, \sigma^k)$ along with an initial internal state $z_{k,1}$ based on the observations so far, and observe a rollout $a_k \sim D_{\pi^k,\sigma^k}(\cdot)$. Our goal is to choose $(\pi^k, \sigma^k)$ and $z_{k,1}$ to minimize the cumulative regret

\[
\rho = \mathbb{E} \left[ \sum_{k=1}^N V_t^{(s, \pi)}(s_1) - V_t^{(s^k, \sigma^k)}(s_1, z_{k,1}) \right],
\]

where the expectation is taken over the random sequence of rollouts $a_1, ..., a_H$.

Safety property. Intuitively, our safety property says we do not take any actions across an episode that achieve significantly worse rewards compared to the current baseline $\bar{\pi}^k$ (for simplicity, we assume that this policy is only updated at the end of an episode). Thus, it ensures that we do not take unsafe sequences of actions that could have been avoided by $\bar{\pi}^k$.

The baseline policy $\bar{\pi}^k$ is constructed using all data collected before the current episode. It should be constructed based on lower bounds on the value function that account for estimation error. The strength of the safety property depends on $\bar{\pi}^k$; thus, these bounds should be as tight as possible to achieve the strongest safety property. We build on a UCB strategy called UCBVI [13], a state-of-the-art algorithm that achieves minimax regret guarantees. This algorithm constructs policies based on values that are optimistic compared to the true values; its minimax guarantees stem from the fact that its confidence intervals around its value estimates are very tight. We modify UCBVI to instead construct policies based on conservative values. We describe our approach in detail in Section 3.

Now, given $\eta, \delta \in \mathbb{R}_{>0}$, our safety property says that with probability at least $1 - \delta$ (over the randomness of $\alpha_1, ..., \alpha_N$), for every $k \in [N]$ and $t \in [H]$, we have

\[
z_t^* := \max_{\tau=1}^t \left\{ V_t^{(s, \pi^k)}(s_k, \tau) - Q_t^{(s, \pi^k)}(s_k, a_k, \tau), 0 \right\} \leq \eta.
\]

We call $z_t^*$ the reward deficit, since it is the deficit in reward compared to $\bar{\pi}^k$, and $\eta$ the exploration budget, since it bounds how much exploration we can do. To understand (1), consider the alternative

\[
V_t^{(s, \bar{\pi}^k)}(s, z) = \mathbb{E} \left[ \sum_{k=1}^H V_t^{(s_k, \bar{\pi}^k)}(s_k, t) - Q_t^{(s_k, \bar{\pi}^k)}(s_k, a_k, t) \right] \leq \eta,
\]

where the equality follows by a telescoping sum argument (see, e.g., Lemma 2.1 in [19]). Intuitively, (2) says that our cumulative expected reward must be within $\eta$ of that of $\bar{\pi}^k$ across the entire episode. In contrast, (1) is significantly stronger, since the maximum ensures that we cannot compensate for performing worse than $\bar{\pi}^k$ in one part of a episode by performing better later.

Note that our algorithm can always use $\bar{\pi}^k$, which satisfies (1): the challenge is how to take exploratory actions in a way that minimizes regret while maintaining safety.

Assumptions. Ensuring safety is impossible without additional assumptions, since otherwise any exploration the agent undertakes could lead to a safety violation. We make two key assumptions. The first one is standard, saying that the MDP is ergodic:

Assumption 2.1. Letting $\Pi$ be all deterministic policies, $\Upsilon := \max_{s \neq \bar{s}} \max_{\pi \in \Pi} \mathbb{E}[\pi(s', s)]$ is finite.

Here, $\Upsilon$ is the worst-case diameter of the MDP—i.e., the worst-case time it takes for any policy $\pi$ to reach any state $s$ from any state $s'$. This assumption says that every state is visited by any policy $\pi$; for instance, if there is a state not visited by one of our baseline policies $\bar{\pi}^k$, then we would not be able to explore that state, potentially leading to linear regret. Our second assumption says that any single step of exploration in the MDP does not violate our safety property:
Assumption 2.2. For any \( \pi \in \Pi \), \( s \in S \) and \( a \in A \), we have \( V^\pi_t(s) - Q^\pi_t(s,a) \leq \eta/2 \).

That is, using an arbitrary action \( a \) in state \( s \) and then switching to \( \pi \) (i.e., \( Q^\pi_t(s,a) \)), is not much worse than using \( \pi \) (i.e., \( V^\pi_t(s) \)). Note that at the very least, assuming \( V^\pi_t(s) - Q^\pi_t(s,a) \leq \eta \) is necessary; otherwise, any exploratory action could potentially violate safety. Our algorithm only requires this assumption for the baseline policies \( \bar{\pi}^k \) that occur during learning. The stricter \( \eta/2 \) tolerance enables us to continue to take exploratory steps if we have only accrued error \( \leq \eta/2 \) so far. In particular, if the tolerance were \( \eta \), then if we take a single step such that \( V^\pi_t(s) - Q^\pi_t(s,a) > 0 \), then at each subsequent step \( t' > t \), we cannot take an exploratory action, since we run the risk that \( (V^\pi_t(s) - Q^\pi_t(s,a)) + (V^\pi_{t'}(s) - Q^\pi_{t'}(s,a)) > \eta \), which would violate safety.

3 Algorithm

The key challenge is how to take exploratory actions to minimize regret while ensuring that our safety property holds. We build on the upper confidence bound value iteration (UCBVI) algorithm by [12], which obtains near-optimal regret guarantees for finite-horizon MDPs. Like other UCB algorithms, it relies on optimism to minimize regret—i.e., it takes actions that optimize the cumulative reward under optimistic assumptions about its estimates of the MDP parameters. A natural strategy is to use the internal state to keep track of the reward deficit accrued so far; then, we can use the UCBVI policy from the beginning of each episode until we exhaust our exploration budget, after which we switch to the baseline policy.

The challenge is that the UCBVI regret guarantees depend crucially on using the UCBVI policy for the entire horizon, or at least for extended periods of time. The reason is that selectively using UCBVI at the beginning of each episode biases the portions of the state space where UCBVI is used; for instance, if there are some states that are only reached late in the episode, then we may never use UCBVI in these states, causing us to underexplore and accrue high regret.

To avoid this issue, our algorithm uses the UCBVI policy in portions of each episode in a sequence of episodes, such that we can “stitch” these portions together to form a single meta-episode that is mathematically equivalent to using the UCBVI policy for an entire episode. The cost is that we may require multiple episodes to obtain a single UCBVI episode, which would slow down exploration and increase regret. However, we can show that the number of episodes in a meta-episode is not too large with high probability, so the strategy actually achieves similar regret as UCBVI.

Overall algorithm. Our algorithm is summarized in Algorithm 4, where the outer loop indexes each meta-episode \( m \), and the inner loop indexes each episode \( n \) within a meta-episode. Specifically, Algorithm 4 has \( m \) meta-episodes, where each meta-episode consists of \( n \) episodes; the total number of episodes is \( N = mn \). Overall, our algorithm uses \( \bar{\pi}_m \) as its UCBVI policy, and 0 otherwise. Wherever we refer to the sequence of all observations \( (s,a,r,s') \), to avoid confusion, we use 0 to refer to the sequence of observations \( \{\alpha_{m,n} \} \), where \( m \) and \( n \) are the current meta-episode and episode indexes, respectively. At the beginning of each episode, we use UCBVI to explore the state space and then use the policy \( \bar{\pi}_m \) to accumulate the maximum amount of reward possible.

At a high level, at the beginning of each episode \( k \), our algorithm constructs the baseline policy \( \bar{\pi}_m \) using the current rollouts \( \mathcal{A} = \{\alpha_1, ..., \alpha_{k-1}\} \). Furthermore, at the beginning of each meta-episode \( m \), our algorithm constructs the UCBVI policy \( \bar{\pi}_m \) using the current meta-rollouts \( \mathcal{A} = \{\alpha_1, ..., \alpha_{m-1}\} \). Then, we obtain a sequence of rollouts using \( \bar{\pi}_m \), which combines the current \( \bar{\pi}_m \) and \( \bar{\pi}_m \) in a way that ensures safety. It does so in a way that it can “stitch” together portions of the rollouts using \( \bar{\pi}_m \) into a single rollout \( \bar{\pi}_m \) whose distribution equals the distribution over rollouts induced by using \( \bar{\pi}_m \). In other words, \( \bar{\pi}_m \) is equivalent to using \( \bar{\pi}_m \) for a single episode. Thus, each meta-rollout of our algorithm corresponds to a single UCBVI episode. As long as the number of episodes per meta-episode is not too large, we obtain similar regret as UCBVI. We describe our algorithm in more detail below.

Safety. First, we describe how our algorithm ensures safety. Our strategy is to use internal state to keep track of reward deficit. In particular, suppose we have \( V^\pi_t(s) \) satisfying \( V^\pi_t(s) \geq V^\pi_t(s) \) and \( Q^\pi_t(s,a) \) satisfying \( Q^\pi_t(s,a) \leq Q^\pi_t(s,a) \) with high probability; then, we use internal state \( z_t = 0 \) and

\[
\sigma_t(s,z,a) = z + \max \{ V^\pi_t(s) - Q^\pi_t(s,a), 0 \} = z + V^\pi_t(s) - Q^\pi_t(s,a),
\]

where the second equality follows since we always have \( V^\pi_t(s) \geq Q^\pi_t(s,a) \). In particular, we have \( z_t \geq z_t \) with high probability. Then, our algorithm switches to using \( \bar{\pi}_m \) as soon as \( z_t > \eta/2 \) (i.e., \( z_{t-1} \leq \eta/2 \))—i.e., it uses the shield policy

\[
\bar{\pi}_t(s,z) = \begin{cases} \bar{\pi}_t(s) & \text{if } z_t \leq \eta/2 \\ \bar{\pi}_t(s) & \text{otherwise}. \end{cases}
\]
where $\hat{\pi}$ is the current UCBVI policy. Thus, we have

$$z_t^* \leq z_t \leq z_{t-1} + \eta/2 \leq \eta,$$

where the second inequality follows by Assumption 2.2. Since using $\hat{\pi}$ does not increase the reward deficit, we have $z_H^* \leq \eta$, so (1) holds—i.e., using $\hat{\pi}$ ensures safety with high probability.

**Meta-episodes.** As defined, $\hat{\pi}$ implements the naive strategy of using $\hat{\pi}$ at the beginning of each episode, and switching to $\pi$ if it can no longer ensure safety. However, as discussed above, this strategy may explore in a biased way, causing it to accrue high regret. Instead, we modify $\hat{\pi}$ to construct a single UCBVI episode (called a *meta-episode*) across multiple actual episodes, which ensures exploration equivalent to UCBVI. We denote such a meta-episode by $m \in [M]$ and an episode in a meta-episode $m$ by $n \in [N_m]$ (i.e., there are $N_m$ episodes in $m$, so we have $N = \sum_{m=1}^{M} N_m$ total episodes); we index our episodes by $(m,n)$ instead of $k$.

At a high level, in the first episode of a meta-episode $m$ (i.e., $n = 1$), we use $\hat{\pi}$ from the beginning. If $\hat{\pi}$ uses $\pi$ for the entire episode, then this single episode is equivalent to a UCBVI episode, so we are done. Otherwise, we switch to using $\hat{\pi}$ at some step $t$ (i.e., at state $s_{m,1,t}$). Then, in the subsequent episode, we initially use $\hat{\pi}$ until some step $t'$ such that $s_{m,2,t'} = s_{m,1,t}$; at this point, we switch to $\pi$ until we have exhausted our exploration budget. If we do not encounter $s_{m,1,t}$, then we try again in the next episode; since the MDP is ergodic, we are guaranteed to find $s_{m,1,t}$ after a few trials with high probability. We continue this process until we have used $\hat{\pi}$ for $H$ steps (i.e., a full UCBVI episode).

Formally, we augment the internal state of our policy with the target state $s$ in which we want to continue using $\hat{\pi}^m$ (or $s_1$ for the initial episode), so $z = (s', \zeta) \in S \times \mathbb{R}$. In particular, we let

$$z_{m,n,1} = \begin{cases} (s_1, 0) & \text{if } n = 1 \\ (s_{m,n}', 0) & \text{otherwise,} \end{cases} \quad (3)$$

where $s_{m,n}'$ is the target state for episode $n$—i.e., the state $s_{m,n'}', \zeta$ at which we switched to $\hat{\pi}$ for some $n' < n$, such that we did not encounter $s_{m,n'}, \zeta$ in episodes $n' < n'' < n$. Next, we have

$$\sigma_t(s, (s', \zeta), a) = \begin{cases} (s', 0) & \text{if } s' \neq \emptyset \text{ and } s' \neq s \\ (\emptyset, \zeta + \bar{V}_t^{(\emptyset)}(s) - \bar{Q}_t^{(\emptyset)}(s,a)) & \text{otherwise.} \end{cases} \quad (4)$$

That is, the internal state remains $z = (s', 0)$ until encountering the target state $s'$; at this point, it becomes $(\emptyset, 0)$ and starts accruing reward deficit as before. Finally, we have shield policy

$$\hat{\pi}_t(s, (s', \zeta)) = \begin{cases} \hat{\pi}_t(s) & \text{if } s' = \emptyset \text{ and } \zeta \leq \eta/2 \\ \hat{\pi}_t(s) & \text{otherwise,} \end{cases} \quad (5)$$

i.e., we use the UCBVI policy $\hat{\pi}$ if we have reached the target state $s'$ and do not risk exceeding our exploration budget; otherwise, we use the backup policy $\pi$.

Finally, a meta-episode terminates once we have used $\hat{\pi}$ at least $H$ times across the rollouts $\alpha_{m,1}, ..., \alpha_{m,n}$; in this case, we have $n = N_m$ episodes in meta-episode $m$. Then, our algorithm constructs the corresponding meta-rollback $\bar{\alpha}_m$ by concatenating the portions of $\alpha_{m,1}, ..., \alpha_{m,n}$ that use $\hat{\pi}$. Note that in the very last episode $\alpha_{m,n}$, we may continue using $\hat{\pi}$ even after we have obtained the necessary $H$ steps using $\hat{\pi}$; we ignore the extra steps so $\bar{\alpha}_m$ is exactly $H$ steps long.

**Policy construction.** Finally, we describe how our algorithm constructs the quantities $\bar{Q}(\bar{x}), \bar{V}_t^{(\bar{x})}(s), \bar{\pi}$, and $\hat{\pi}$. The constructions are based on the UCBVI algorithm; in particular, note that on step $m$, $\bar{\pi}$ is equivalent to a set of $m - 1$ UCBVI rollouts, so we can use it to construct a UCBVI policy $\hat{\pi}$ for the $n$th episode. In particular, we construct $\hat{\pi}$ by estimating the transitions and rewards based on the data collected so far (i.e., the tuples $(s, a, r, s')$ collected on steps using the UCBVI policy, so $a = \hat{\pi}(s), r = R(s,a)$, and

\[ \text{by using meta-episodes to construct $\hat{\pi}$, the meta-episodes exactly mimic the execution of UCBVI; in practice, we can use the entire dataset $A$ to construct $\hat{\pi}$.} \]
We construct $\bar{1}$, then we take $\bar{L}$.

Theoretical Guarantees

To this end, consider following cases at step $t$.

Proof. Let $\hat{\pi}$ be a policy.

Focusing on event $E$, we give details in Appendix A.1.

Lemma 4.2. On event $E$, for all $s \in S$, $a \in A$, $k \in [H]$, and $t \in [\tau_m]$, we have (i) $Q^{(\pi)}(s,a) \geq Q^{(\bar{\pi})}(s,a)$, and (ii) $\tilde{V}^{(\pi)}(s) \geq \tilde{V}^{(\bar{\pi})}(s)$.

This result is based on standard arguments; we give a proof in Appendix A.2. Now, by Lemma 4.2,

$$z_t \geq \sum_{\tau=1}^{t} \max \{ V^{(\pi)}(s_k,\tau) - V^{(\bar{\pi})}(s_k,\tau), 0 \}.$$ 

Regret bound. Next, we prove that our algorithm has sublinear regret.

Theorem 4.3. On event $E$, the cumulative expected regret of Algorithm 1 is

$$\rho \leq 20HL\sqrt{SAHN} + 250H^2S^2AL^2 + \frac{960H^3S}{\eta} \sqrt{2ALHN},$$

where $L = \log(5SAH \sum_{m=1}^{M} N_m / \delta)$, and where the expectation is taken over the randomness during all of the rollouts taken. Furthermore, letting $T = H \sum_{m=1}^{M} N_m = HN$ be the total number of time-steps by the end of meta-episode $M$, the regret satisfies $\rho = O(H^3\sqrt{SAH})$.

Proof. The main idea is to bound the regret by the regret of the meta-rollouts (which correspond to UCBVI rollouts), plus the regret of the shield policy $\tilde{\pi}$ on the remaining steps—i.e., $\rho = \hat{\rho} + \tilde{\rho}$, where

$$\hat{\rho} = E \left[ \sum_{m=1}^{M} V^{(\pi)}_t(s_1) - V^{(\bar{\pi})}_t(s_1) \right],$$

$$\tilde{\rho} = E \left[ \sum_{m=1}^{M} \sum_{n=1}^{N_m} (V^{(\pi)}_t(s_1) - V^{(\bar{\pi})}_t(s_1)) \mathbb{1}\{(n,t) \notin \hat{\alpha}_m\} \right],$$

where we have used $(n,t) \notin \hat{\alpha}_m$ to denote that the $t$th step $(s_{m,n,t},a_{m,n,t})$ of episode $n$ is not included in meta-rollout $\hat{\alpha}_m$. By equivalence to UCBVI, $\tilde{\rho}$ is bounded by the UCBVI regret:

Lemma 4.4. On event $E$, we have

$$\tilde{\rho} \leq 20HL\sqrt{SAHN} + 250H^2S^2AL^2.$$
The proof is based directly on the UCBVI regret analysis; for completeness, we give a proof in Appendix A.3. Thus, we focus on bounding \( \tilde{\rho} \). First, we have the straightforward bound,

\[
\tilde{\rho} \leq \mathbb{E} \left[ \sum_{m=1}^{M} H(N_m - 1) \right],
\]

which follows since the maximum regret during a single episode is \( H \) (since the rewards are bounded by 1), and since we can also omit the steps for which \((n, t) \in \hat{s}_m \), which which there are exactly \( H \).

As a consequence, the key challenge in bounding \( \tilde{\rho} \) is proving that the number of episodes \( N_m \) in a meta-episode becomes small—in particular, once \( N_m = 1 \), then the entire (single) rollout \( \alpha_{m, 1} \) is part of the meta-rollout \( \hat{\alpha}_m \), so the second term in the regret is zero.

To prove that \( N_m \) becomes small, we note that for any episode, one of the following conditions must hold: (i) the exploration budget is exhausted—i.e., \( z^m_{m,t} \geq \gamma/2 \), (ii) the algorithm explores using \( \hat{\pi} \) for at least \( H/4 \) time steps, or (iii) the episode does not reach the target state \( s' \) in the first \( 3H/4 \) time steps; in particular, if (iii) does not hold, then either the episode uses \( \hat{\pi} \) for the final \( H/4 \) steps of that episode (so (ii) holds) or the exploration budget is exhausted (so (i) holds).

We let \( N^1_m, N^2_m, N^3_m \) denote the number of episodes that satisfy the three respective cases in meta-episode \( m \); note that either \( N_m = 1 \) (i.e., always use the UCBVI policy) or \( N_m = N^1_m + N^2_m + N^3_m \).

We bound the three possibilities separately. Our first lemma shows that the number of episodes \( N^1_m \) in case (i) is bounded by the UCBVI regret (i.e., the regret of the meta-episode), which is sublinear.

**Lemma 4.5.** On event \( E \), we have

\[
N^1_m \leq \frac{2}{\eta} \sum_{t=1}^{H} \mathbb{V}_t(\hat{\pi}^m)(\hat{s}_m, t) - \hat{Q}_t(\hat{\pi}^m)(\hat{s}_m, \hat{\pi}(\hat{s}_m, t)).
\]

where \( L = \log(5SAH \sum_{m=1}^{M} N_m / \delta) \), and \( N_m(s,a) \) is the total number of observations of the state-action pair \((s,a)\) prior to meta-episode \( m \).

Intuitively, this lemma follows since if our algorithm exhausts exploration budget, then it explores sufficiently; thus, the number of times \( N^1_m \) that the exploration budget is exhausted cannot be too large. We give a proof in Appendix A.3. The left-hand side of the bound is essentially (but not exactly) the UCBVI regret, and we can bound it using the same strategy. In particular, we have the following:

**Lemma 4.6.** On event \( E \), we have

\[
\sum_{m=1}^{M} \sum_{t=1}^{H} \mathbb{V}_t(\hat{\pi}^m)(\hat{s}_m, t) - \hat{Q}_t(\hat{\pi}^m)(\hat{s}_m, \hat{\pi}(\hat{s}_m, t)) \leq 12H^2S\sqrt{ALHN}.
\]

The proof is based on the same strategy as UCBVI, so we defer it to Appendix A.5. Note that we have summed over meta-episodes \( m \in [M] \); later, we use Lemma 4.6 to directly bound \( \sum_{m=1}^{M} N^1_m \).

Next, \( N^2_m \) is straightforward to bound—in particular, note that we can use \( \pi \) for \( H/4 \) time steps in at most four episodes, since at the end of the fourth episode we would have a complete UCBVI episode (which has length \( H \)). Thus, we have \( N^2_m \leq 4 \). Next, we use the following result to bound \( N^3_m \).

**Lemma 4.7.** On event \( E \), for any state \( s \in S \), a rollout using \( \hat{\pi} \) will reach state \( s \) within \( 3H/4 \) time steps after at most \( 6 \log(1/\delta) \) episodes.

This result follows applying Markov’s inequality in conjunction with Assumption 2.1, which says the MDP \( M \) is ergodic; thus, it visits \( s \) with high probability early in the rollout. We give a proof in Appendix A.6. Finally, we have the following overall bound:

**Lemma 4.8.** We have \( N_m \leq \max\{30N^1_m \log(1/\delta), 1\} \) under event \( E \).

This result follows by combining the previous lemmas; we give a proof in Appendix A.7. In summary, we have

\[
\tilde{\rho} \leq \mathbb{E} \left[ \sum_{m=1}^{M} N^1_m \right] \leq 960H^3S \sqrt{2ALHN},
\]

where the first inequality follows by combining \( \tilde{\rho} \) with Lemma 4.8 (which implies \( N_m - 1 \leq 30 \log(1/\delta)N^1_m \)), and the second inequality follows from Lemmas 4.5 & 4.6. Finally, Theorem 4.3 follows immediately by combining (7) and Lemma 4.4.

## 5 Experiments

We compare the performance and safety violations of our algorithm and UCBVI on two tasks. We give details on the experimental setup in Appendix B.

**Inventory control.** First, we consider a single-product stochastic inventory control problem based on [13], but with a finite horizon. At the beginning of each month \( t \), the manager notes the current inventory of a single product, and then decide the number of
items to order from a supplier before observing the random demand. They have to account for the tradeoff between the costs of keeping inventory and lost sales or penalties resulting from being unable to satisfy customer demand. The objective is to maximize profit during the entire decision-making process.

Figure 1 (a) shows that the regret of our algorithm starts out linearly increasing, since in the beginning the meta algorithm is forced to switch to the baseline policy a lot in one meta-episode to guarantee safety. As historical data accrues, our algorithm uses the UCBVI policy more frequently since its reward deficit decreases. At some point, our algorithm starts to converge at a similar rate as UCBVI. Note that UCBVI converges faster since it ignores the safety constraint and can explore arbitrarily, even if some actions result in poor values. Figure 1 (b) shows the number of times the safety constraint is violated. Our algorithm almost always satisfies the constraint for all shown values of $\eta$, whereas UCBVI fails to do so in a significant number of episodes, especially when $\eta$ is small.

**Sepsis management.** To validate our results in a more realistic human-centric setting where safety is critical, we run simulations on the MIMIC-III data set to test the performance of our algorithm in sepsis treatment. Sepsis is the body’s acute response to infection that can lead to organ dysfunction, tissue damage, and death. It is the number one cost of hospitalization in the U.S. and the third leading cause of death worldwide. The management of intravenous fluids and vasopressors are crucial in the treatment of sepsis, but the current clinical practice is shown to be suboptimal.

To develop a more efficient treatment strategy, we can model the problem as an MDP and apply reinforcement learning algorithms. The states are aggregated patient data, and rewards reflect the patient’s outcome after medication doses [1].

Figure 1 (c) shows similar behavior as in the inventory experiment. The regret of our algorithm converges at similar rates as UCBVI, and our regret moves closer to that of UCBVI as the safety budget $\eta$ increases. Figure 1 (d) shows that our algorithm satisfies safety most of the times for all values of $\eta$, while UCBVI violates safety more even for relatively larger values of $\eta$. Note that in this setting each episode represents a patient’s treatment cycle, so each safety violation indicates a patient has received a failed treatment or experienced adverse outcome. Thus it is highly undesirable and even unethical to violate safety even for tens of times.

### 6 Conclusion

We propose a novel reinforcement learning algorithm that ensures close performance compared to our current knowledge uniformly across every step of every episode with high probability. We derive assumptions on the MDP under which both safety and sublinear regret can be achieved. Our results show that the price of uniform safety on learning is negligible—i.e., a constant, $T$-independent factor. One limitation of our approach is that we need to make several assumptions about the MDP; a key direction for future work is relaxing these assumptions. Furthermore, we make specific assumptions about the safety property; extending our techniques to additional properties is another direction for future work. Our work has ethical considerations insofar as we are proposing a way to improve safety of reinforcement learning in practice; before deploying our approach (or any machine learning algorithm) in any domain, it is critical to ensure the algorithm does not harm individuals.
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A Proofs for Section 4

A.1 High probability event

We first introduce the high probability event $E$ under which the concentration inequalities described in the policy construction and in UCBVI-CH hold. Let $E_{1,\delta}$ be the high probability event under which the UCBVI-CH regret analysis holds. This event $E_{1,\delta}$ is defined in the equation on the bottom of page 16 in the appendices of [13]. The proof that $E_{1,\delta}$ holds with probability at least $1 - \delta$ is proved in the subsequent Lemma 1. We then define

$$c_p(n) := 2\sqrt{\frac{SL}{\max\{1,n\}}}$$

$$c_r(n) := 2\sqrt{\frac{L}{\max\{1,n\}}}$$

Let $\mathcal{P}$ denote the set of all probability distributions on the states $S$, then construct the confidence sets for every $k = 1, \ldots, N$ and $(s, a) \in S \times A$

$$B_p^k(s, a) := \left\{ \bar{R}(\cdot \mid s, a) : |\bar{R}(s, a) - R(s, a)| \leq c_r(N_k(s, a)) \right\},$$

$$B_r^k(s, a) := \left\{ \bar{P}(\cdot \mid s, a) \in \mathcal{P} : \|\bar{P}(\cdot \mid s, a) - P(\cdot \mid s, a)\|_1 \leq c_r(N_k(s, a)) \right\}.$$

Next, we define the random event $E_{2,\delta}$

$$E_{2,\delta} := \bigcap_{(s,a) \in S \times A} \bigcap_{k \in [N]} \left\{ \tilde{P}_k(\cdot \mid s, a) \in B_p^k(s, a) \right\} \left\{ \tilde{R}_k(s, a) \in B_r^k(s, a) \right\},$$

where $N_k(s, a)$ is the number of observations of state-action pair $(s, a)$ up to episode $k$. Finally, letting $E := E_{1,\delta} \cap E_{2,\delta}$, we conclude that $E$ holds with probability at least $1 - 2\delta$. Indeed,

$$\Pr(E_c^\delta) \leq \sum_{s,a} \sum_k \frac{2\delta}{5NSA} \leq \delta$$

and the claim follows from a union bound.

A.2 Proof of Lemma 4.2

Proof. First, we prove claim (i). We show by induction that $\tilde{Q}_{k,t}^{(\pi)}$ is indeed a lower bound on $Q_t^{(\pi)}$, the real $Q$ functions. Define the sets

$$\tilde{Q}^{(\pi)}_{k,t} = \{ \tilde{Q}^{(\pi)}_{i,j} \leq Q_j^{(\pi)}, \forall(i,j), i \in [N], j \in [H], i < k \lor (i = k \land j > t) \}$$

We want to show that the set of events $\{\tilde{Q}^{(\pi)}_{k,t}\}_{k \in [K], t \in [H]}$ hold under the event $E$.

We proceed by induction. For $t = H$, by definition, $\tilde{Q}^{(\pi)}_{k,H} = Q_H^{(\pi)}$, so $\tilde{Q}^{(\pi)}_{k,H} \leq Q_H^{(\pi)}$ holds. Now, assuming $\tilde{Q}^{(\pi)}_{k,t+1} \leq Q_{t+1}^{(\pi)}$ holds, we want to show that $\tilde{Q}^{(\pi)}_{k,t} \leq Q_t^{(\pi)}$ also holds. To this end, note that

$$Q_t^{(\pi)}(s, a) - \tilde{Q}^{(\pi)}_{k,t}(s, a) = b_k(s, a) + P(\cdot \mid s, a)V_{t+1}^{(\pi)} - \tilde{P}(\cdot \mid s, a)V_{k,t+1}^{(\pi)} + R(s, a) - \tilde{R}(s, a)$$

$$= b_k(s, \pi(s)) + \left( P(\cdot \mid s, a) - \tilde{P}(\cdot \mid s, a) \right) V_{t+1}^{(\pi)}(s)$$

$$+ \tilde{P}(\cdot \mid s, a) \left( V_{t+1}^{(\pi)} - \tilde{V}_{k,t+1}^{(\pi)} \right)(s) + R(s, a) - \tilde{R}(s, a)$$

$$= b_k(s, \pi(s)) + \left( P(\cdot \mid s, a) - \tilde{P}(\cdot \mid s, a) \right) V_{t+1}^{(\pi)}(s)$$

$$+ \tilde{P} \left( \cdot \mid s, a \right)(Q_{t+1}^{(\pi)} - \tilde{Q}_{k,t+1}^{(\pi)}) (s, \pi(s)) + R(s, a) - \tilde{R}(s, a)$$

$$\geq b_k(s, \pi(s)) + \left( P(\cdot \mid s, a) - \tilde{P}(\cdot \mid s, a) \right) V_{t+1}^{(\pi)}(s) + R(s, a) - \tilde{R}(s, a)$$
where we use the induction hypothesis in the last inequality. The event $\mathcal{E}$, by Hölder’s inequality, implies that

$$\left| \left( P(\cdot \mid s,a) - \hat{P}(\cdot \mid s,a) \right) V_{t+1}^{(\pi)}(s) + R(s,a) - \hat{R}(s,a) \right|$$

$$\leq \| P(\cdot \mid s,a) - \hat{P}(\cdot \mid s,a) \|_1 \| V_{t+1}^{(\pi)} \|_\infty + 2\sqrt{L/\max\{1, N_k(s, \pi(s))\}}$$

$$\leq 2H \sqrt{SL/\max\{1, N_k(s, \pi(s))\}}$$

as claimed. Next, we prove claim (ii), again by backwards induction. Define the sets

$$\hat{\Omega}_{k,t} = \{ V_{i,j}^{(\pi)} \geq V_{j}^{(\pi)} \forall (i,j), i \in [N], j \in [H], i < k \land (i = k \land j > t) \}.$$ 

We want to show that the set of events $\{ \hat{\Omega}_{k,t} \}_{k \in [K], t \in [H]}$ hold under the event $\mathcal{E}$. Again we proceed by induction. By definition, $\hat{\omega}_{k,H} = V_H^{(\pi)}$. Assuming $\hat{\omega}_{k,t+1} \geq V_{t+1}^{(\pi)}$ holds, we want to show that $\hat{\omega}_{k,t} \geq V_t^{(\pi)}$ also holds. To this end, note that

$$\hat{\omega}_{k,t}^{(\pi)}(s) - V_t^{(\pi)}(s) = b_k(s, \pi(s)) + \hat{P}_k^{(\pi)} V_{k,t+1}^{(\pi)}(s) - P^{(\pi)} V_{t+1}^{(\pi)}(s) + \hat{R}(s, \pi(s)) - R(s, \pi(s))$$

$$= b_k(s, \pi(s)) + (\hat{P}_k^{(\pi)} - P^{(\pi)}) V_{t+1}^{(\pi)}(s) + \hat{P}_k^{(\pi)} (\hat{\omega}_{k,t+1}^{(\pi)}(s) - V_{t+1}^{(\pi)}(s))$$

$$+ \hat{R}(s, \pi(s)) - R(s, \pi(s))$$

where we use the induction hypothesis in the last inequality. The event $\mathcal{E}$, by Hölder’s inequality, implies that

$$\| \hat{P}_k^{(\pi)} - P^{(\pi)} \| V_{t+1}^{(\pi)} + \hat{R}(s, \pi(s)) - R(s, \pi(s))$$

$$\leq \| \hat{P}_k^{(\pi)} - P^{(\pi)} \|_1 \| V_{t+1}^{(\pi)} \|_\infty + 2\sqrt{L/\max\{1, N_k(s, \pi(s))\}}$$

$$\leq 2H \sqrt{SL/\max\{1, N_k(s, \pi(s))\}}$$

as claimed.

\[\square\]

### A.3 Proof of Lemma 4.4

**Proof.** Note that

$$\hat{\rho} := \mathbb{E} \left[ \sum_{m=1}^M V_t^*(s_1) - V_1^{(\pi_m)}(s_1) \right]$$

$$= \sum_{m=1}^M \sum_{(n,t) \in \hat{\Omega}_m} \mathbb{E} \left[ V_t^*(s_{m,n,t}) - Q_t^*(s_{m,n,t}, \hat{\pi}(s_{m,n,t})) \right]$$

$$= \sum_{m=1}^M \sum_{t=1}^H \mathbb{E} \left[ V_t^*(s_{m,t}) - Q_t^*(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) \right]$$

where the last equality follows after relabeling the steps in the UCBVI pseudo-episodes. We then apply the same argument in the proof of Theorem 1 in [13]. Note that the pigeon-hole principle only works if we take the total time steps in the theorem to be the total time steps of the whole $M$ meta-episodes. Therefore, the desired bound holds with probability at least $1 - \delta$. \[\square\]

### A.4 Proof of Lemma 4.5

**Proof.** First, we sum the condition $z_{m,n,H}^{*} \geq \eta/2$ over episode $n \in [N_m]$, which gives

$$N_m^* \frac{\eta}{2} \leq \sum_{n=1}^{N_m} \sum_{t=1}^{H} \max \left\{ V_t^{(\pi_m)}(s_{m,n,t}) - Q_t^{(\pi_m)}(s_{m,n,t}, \hat{\pi}(s_{m,n,t})), 0 \right\}.$$
Now, note that only when \(a_{m,n,t} \neq \tilde{\pi}^{m,n}(s_{m,n,t})\), \(V_t(\tilde{\pi}^{m,n})(s_{m,n,t}) \neq Q_t(\tilde{\pi}^{m,n})(s_{m,n,t}, a_{m,n,t})\)—i.e., when \((s_{m,n,t},a_{m,n,t})\) is part of the meta-rollout \(\hat{\alpha}_m\). Thus, we can restrict the sum to steps in \(\hat{\alpha}_m\):

\[
N_m^1 \cdot \frac{H}{2} \leq \sum_{t=1}^{H} \max \left\{ V_t(\tilde{\pi}^{m,n})(\hat{s}_{m,t}) - Q_t(\tilde{\pi}^{m,n})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})), 0 \right\}
\]

\[
\leq \sum_{t=1}^{H} \hat{V}_t(\tilde{\pi}^{m,n})(\hat{s}_{m,t}) - Q_t(\tilde{\pi}^{m,n})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t}))
\]

\[
\leq \sum_{t=1}^{H} \hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - Q_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})).
\]

Here, the second line follows since by Lemma 4.2 \(\hat{V}(\tilde{\pi})\) is an upper bound and \(\bar{Q}(\tilde{\pi})\) is a lower bound on event \(E\), and since \(\hat{V}_t(\tilde{\pi})(s) \geq \bar{V}_t(\tilde{\pi})(s,a)\) for any \(a\) since \(\bar{\pi}\) by definition of \(\bar{\pi}\). Finally, the third line follows since \(\hat{\pi}\) is optimistic.

A.5 Proof of Lemma 4.6

Proof. By Bellman equations,

\[
\hat{V}_t(\hat{\pi})(\hat{s}_{m,t}) - \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) = \left( \hat{R}(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) + [P(\tilde{\pi})]^T \hat{V}_t(\hat{\pi})(\hat{s}_{m,t+1}) + b_m(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) \right)
\]

\[
- \left( \hat{R}(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) + [P(\tilde{\pi})]^T \bar{V}_t(\tilde{\pi})(\hat{s}_{m,t+1}) - b_m(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) \right)
\]

\[
\leq \max_{q \in B^p} (q - p^*)^T \hat{V}_t(\tilde{\pi})(\hat{s}_{m,t+1}) - \min_{q \in B^p} (q - p^*)^T \bar{V}_t(\tilde{\pi})(\hat{s}_{m,t+1})
\]

\[
+ 2b_m(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})).
\]

We define \((a)_{m,t} := \max_{q \in B^p} (q - p^*)^T \hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \min_{q \in B^p} (q - p^*)^T \bar{V}_t(\tilde{\pi})(\hat{s}_{m,t})\) and \((b)_{m,t} := 2b_m(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t}))\).

For each \(t\), note that

\[
\hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) = \hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \max_{a \in A} \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, a)
\]

\[
\leq \hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})).
\]

Thus,

\[
\hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) \leq (a)_{m,t+1} + (b)_{m,t} + p^* T \left( \hat{V}_t(\tilde{\pi}) - \bar{Q}_t(\tilde{\pi}), \hat{\pi} \right)(\hat{s}_{m,t+1}).
\]

Continuing this argument, and noticing that by construction \(\hat{V}_H(\tilde{\pi})(\hat{s}_{m,H}) = \bar{Q}_H(\tilde{\pi})(\hat{s}_{m,H}, \hat{\pi}(\hat{s}_{m,H})) = 0\), we have by induction that

\[
\hat{V}_t(\tilde{\pi})(\hat{s}_{m,t}) - \bar{Q}_t(\tilde{\pi})(\hat{s}_{m,t}, \hat{\pi}(\hat{s}_{m,t})) \leq \sum_{t=0}^{H-t} ((a)_{m,t+\ell+1} + (b)_{m,t+\ell})
\]
Summing over the whole UCBVI episode, under the event $\mathcal{E}$, we have

$$
\sum_{t=1}^{H} \hat{V}_t^{(\hat{s}_{m,t})} - \bar{Q}_t^{(\hat{s}_{m,n})}(\hat{s}_{m,t}, \bar{\pi}(\hat{s}_{m,t})) \\
\leq \sum_{t=1}^{H} \sum_{t=0}^{H-1} ((a)_{m,t+\ell+1} + (b)_{m,t+\ell}) \\
= \sum_{t=1}^{H} \sum_{t=1}^{H} ((a)_{m,t+1} + (b)_{m,t}) \\
\leq \sum_{t=1}^{H} \sum_{t=1}^{H} \left( 4 \sqrt{\frac{SL}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}}} + 8 \frac{SL}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}} \right) \\
= H \sum_{t=1}^{H} \left( 4 \sqrt{\frac{SL}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}}} + 8 \frac{SL}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}} \right) \\
= 4H \sqrt{SL} (1 + 2H) \sum_{t=1}^{H} \sqrt{\frac{1}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}}} 
$$

where $L = \log(5SAH \sum_{m=1}^{M} N_m / \delta)$. Then, summing over the $M$ meta-episodes, we have

$$
\sum_{m=1}^{M} \sum_{t=1}^{H} \hat{V}_t^{(\hat{s}_{m,t})} - \bar{Q}_t^{(\hat{s}_{m,n})}(\hat{s}_{m,t}, \bar{\pi}(\hat{s}_{m,t})) \\
\leq 4H \sqrt{SL} (1 + 2H) \sum_{m=1}^{M} \sum_{t=1}^{H} \sqrt{\frac{1}{\max\{1, N_m(\hat{s}_{m,t}, \hat{a}_{m,t})\}}} \\
\leq 4H \sqrt{SL} (1 + 2H) \sum_{s,a} \sum_{n=1}^{N_M(s,a)} \sqrt{\frac{1}{n}} \\
\leq 12H^2S\sqrt{ALHN}.
$$

**A.6 Proof of Lemma 4.7**

**Proof.** Under our assumption that the MDP is ergodic, let

$$
\Gamma = \max_{s=s'} \max_{\pi} \mathbb{E}[T^{\pi}(s, s')] \leq \frac{H}{2}
$$

be the worst-case diameter. Then given any initial state $s'$, target state $s$ and shield policy $\bar{\pi}$, the expected exit time

$$
\mathbb{E}[T^{\bar{\pi}}(s', s)] \leq \Gamma.
$$

By Markov’s inequality,

$$
\Pr(T^{\bar{\pi}}(s', s) \geq \alpha H) \leq \frac{1}{2\alpha}.
$$

Therefore, with probability at least $1 - \left(\frac{1}{2\alpha}\right)^N$, during $N$ episodes, there exists one where the MDP will reach $s$ from $s'$ using $\bar{\pi}$ within $\alpha H$ steps. Letting $N = \log(\frac{1}{\alpha}) / \log(2\alpha)$ and $\alpha = 3/4$ completes the proof.

**A.7 Proof of Lemma 4.8**

**Proof.** If $N_m = 1$, then the bound trivially holds. Otherwise, note that we must have $N_m^1 \geq 1$, since if $N_m \neq 1$ then we must have exhausted the exploration budget during the first episode $n = 1$. Next, by Lemma 4.7, we have $N_m^3 \leq (N_m^1 + N_m^2) \max\{6\log(1/\delta) - 1, 0\}$—i.e., it is bounded by the number of “successful episodes $N_m^1 + N_m^2$
times the maximum number of tries \( \max\{6 \log(1/\delta) - 1, 0\} \) before finding a successful episode. Together with the fact that \( N_m^2 \leq 4 \), we have

\[
N_m = N_m^1 + N_m^2 + N_m^3 \\
\leq N_m^1 + 4 + (N_m^1 + 4) \max\{6 \log(1/\delta) - 1, 0\} \\
\leq 5N_m^1 + 5N_m^1 \max\{6 \log(1/\delta) - 1, 0\} \\
\leq 30N_m^1 \log(1/\delta),
\]

where on the second line, we have used the fact that we are considering the case \( N_m^1 \geq 1 \), which implies \( N_m^1 + 4 \leq 5N_m^1 \). The claim follows.

B Experiment Details

**Inventory control.** The state space is the number of items in the inventory, \( S = \{0, \ldots, M\} \), where \( M = 5 \) is the maximum capacity. The action space is \( A_s = \{0, \ldots, M - s\} \) for each state \( s \in S \). Given inventory state \( s_t \) at the beginning of month \( t \), the number of items \( a_t \) to order is determined by the manager. We assume that a time-homogeneous uniform distribution \( D_t \) generates the random demand of each month \( t \), and that the horizon is \( H = 20 \). The inventory at the beginning of month \( t + 1 \) is given by

\[ s_{t+1} = \max\{0, s_t + a_t - D_t\}. \]

Next, we define the associated cost functions. We assume a fixed cost \( K = 2 \) for placing orders and a variable cost \( c(u) = 2u \) that increases with the quantity ordered:

\[ O(u) = \begin{cases} 
K + c(u) & \text{if } u > 0 \\
0 & \text{if } u = 0.
\end{cases} \]

The cost of maintaining an inventory of \( u \) units for a month is represented by the nondecreasing function \( h(u) = u \). If the demand is \( j \) units and sufficient inventory is available to meet the demand, the manager receives a revenue of \( f(j) \). Finally, the reward is defined as \( r(s_t, a_t, s_{t+1}) = -O(a_t) - h(s_t + a_t) + f(s_t + a_t - s_{t+1}) \), where we take \( f(u) = 8u \) in our experiments. We normalize the rewards so that they are supported in \([0, 1]\). We use an offline dataset of 1500 randomly generated past episodes to warm-start the algorithms, and then compute the regret and number of safety violations corresponding to various safety budgets \( \eta \). We use \( N = 50000 \) total episodes.

**Sepsis management.** We adopt the MDP trained in [1] as the underlying MDP we need to learn, set the horizon to \( H = 20 \), and run all tests over \( N = 50,000 \) total episodes. For the sake of completeness, we describe the detailed construction of the MDP as follows. A set of 750 mutually exclusive states encode patients’ health states constructed by clustering patients’ data. The actions are the dose prescribed of intravenous fluids and vasopressors converted into 25 discrete decisions, with the dose of each treatment discretized into one of five possible dose levels. The transition matrix describes the state transition dynamics, which can be computed via taking sample averages. A positive reward is given at the end of each patient’s treatment cycle if the patient survives, and a negative reward is issued if the patient dies. Note that the MDP is hidden to our algorithm and UCBVI. We also use an offline dataset of 500 randomly generated past episodes to warm-start the algorithms, and then run both algorithms for \( N = 50,000 \) online episodes respectively. We compute the regret and number of safety violations corresponding to various safety budgets \( \eta \) lying between 0.078 and 0.119. To account for the randomness of each training, we run the experiment for each \( \eta \) at least four times and take the average over the regret and safety violations. The graphs shown in Figure 1(c) and (d) are plotted according to the average values.