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Automated driving is one of the big trends in automotive industry nowadays. Over the past decade car manufacturers have increased step by step the number and features of their driving assistance systems. Besides technical aspects of realizing a highly automated vehicle, the validation and approval poses a big challenge to automotive industry. Reasons for this are grounded in the complexity of interaction with the environment, and the difficulties in proving that an automated vehicle shows at least the same performance as a human driver, with respect to safety. There is a common agreement within the community, that physical vehicle testing only, will practically not be feasible for validation. Simulation is seen as a key enabler for validation as well as for development of highly automated vehicles. Several commercial simulation tools are available to model and test the entire chain of “sens – plan – act”. But still there is a lack of fast generic sensor models, for the use from development to vehicle in the loop tests. This article proposes a fast generic sensor model to be used in testing and validation of highly automated driving functions in simulation.
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1. Introduction

Validation of highly automated vehicles (HAVs) is practically infeasible by applying conventional testing methods like real test drives: In [13, Ch. 63.4.1] it was pointed out, that 240 000 000km of test drives are required for an autonomous vehicle resulting in half the number of accidents involving personal injury compared to human-guided vehicles.

Simulation is a very promising approach to validate HAVs, as it enables e.g.:• testing of safety critical situations,
• involving the environment into tests and
• perform accelerated testing (faster than real time).

During development and validation, software-frameworks are used to model and co-simulate the static environment (road, static obstacles, buildings, etc.), other dynamic traffic participants (other vehicles, pedestrians, animals, etc.), and the automated vehicle under test, as well as their interaction [12]. There are several commercial and open source software packages available which are suitable for the simulation of HAVs within their surrounding (e.g. [1, 2, 7–9, 11]).

Despite public approaches like [5], up to now there is no common agreement on the interface linking software for environment simulation and the perception part of vehicle-software, responsible for automated driving. At present, a common approach of most environment simulation tools is to use some kind of object-list transferring the ground truth regarding objects of the environment simulation to the sensor models. Note that real sensors (e.g. cameras and radar) equipped with specific post-processing of the sensor raw data in most cases also use some kind of object-list as interface to the software responsible for automated driving. This fact is a strong argument to introduce the same interface in simulation in order to enable seamless development, validation and testing within the development process as illustrated in Fig. 1.

Therefore, the sensor model proposed in this article also aims in using a generic object-list-like perception-interface in order to establish compatibility with various environment simulation frameworks on the one side, and the automated driving software on the other side. The main task of the sensor model will be to filter the perceived environmental information by either transmitting, cancelling or manipulating data within the object-list.

The paper is structured as follows. Section 2 summarizes the main requirements taken into account for the later definition of interfaces...
The GSM receives a ground truth object-list as input. The GSM provides a set of parameters to define a specific de-
tection area. The GSM should be modular and allow multiple sensors to be used as interfaces for sensor models. For the sake of simplicity we use basic data arrays instead of nested objects and class defini-
tions. Therefore, an object-list in the scope of this work is defined as a matrix of doubles of size \( a \times b \), where \( a \) is the number of properties and \( b \) is the number of objects. The choice of properties actually transmitted is up to the user. We use the following properties (relative to ego-vehicle reference frame):

- Object position in longitudinal direction \( (x) \) in [m].
- Object position in lateral direction \( (y) \) in [m].
- Object velocity over ground in longitudinal direction in \([m\ s^{-1}]\).
- Object velocity over ground in lateral direction in \([m\ s^{-1}]\).
- Object width in [m].
- To enable fixed sizes of input and output arrays, a status flag for each object representing one of the states (not detected, detected, newly detected) was used. The differentiation between “detected” and “newly detected” is important when fusing the outputs of multiple GSMs to initialize new tracks and filters [10].

3. Interfaces

Following the above requirements (R2) and (R4) and the common co-simulation approach of HAVs drawn in Fig. 1, object-lists are used as interfaces for sensor models. Figure 2 illustrates the working principle. All objects respectively their properties are input into the sensor model. The GSM modifies this object-list according to the object’s visibility, i.e. objects are rated as detected or not detected.

In order to be able to attach multiple instances of the GSM representing different sensor setups to the same input signal, object properties have to be represented in the same coordinate system. We suggest to use the moving ego-vehicle coordinate system. Therefore a transformation may be needed from fixed world-coordinate system to the moving ego-vehicle reference frame using the ego-vehicle position, orientation and motion.

4. Generic sensor models

Many tools used for simulating HAVs use either coarse geometric models (sector of a circle) or highly complex sensor models (ray-tracing based). Usually, simple geometric models are computa-
tionally cheaper to evaluate, but do not offer enough flexibility to model detection ranges in detail. In contrast to this, very detailed sensor specific models typically require high computation power [4, 6]. Also, they are often used for sensor hardware development and testing of low level data-processing.

In the following, we propose a lean GSM, which is computa-
tionally cheaper to execute but still offers big flexibility to apply it for mod-
eling camera-, radar-, LiDAR- and ultra-sonic sensors. We address two main tasks of the sensor model within the simulation, namely object detection and line of sight, which are explained in the follow-
ing.

4.1 Sensor reference frame

In order to simplify later model definitions, a transformation of an object's position \( \begin{bmatrix} d_x \\ d_y \end{bmatrix}_{Sensor} \) in the ego-vehicle coordinate system to the sensor coordinate system is needed. This can be easily done within each GSM by a translation and a rotation

\[
\begin{bmatrix} d_x \\ d_y \end{bmatrix}_{Sensor} = \begin{bmatrix} \cos \psi & \sin \psi \\ -\sin \psi & \cos \psi \end{bmatrix} \begin{bmatrix} d_x \\ d_y \end{bmatrix}_{Car} + \begin{bmatrix} s_x \\ s_y \end{bmatrix}_{Car}
\]

(1)

using the sensor’s mounting positions \( s_x \) and \( s_y \) and mounting ori-
entation \( \psi \) as shown in Fig. 3.

As a result, the sensor model parameters used for deciding, if an object is detected or not, become independent from the sensor’s mounting position and orientation. Since there is no relative move-
ment between the sensor and vehicle coordinate system, transformation of velocities is done in the same way.

Fig. 2. Object-lists as interfaces for a generic sensor model for envi-
ronment perception
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4.2 Object detection

Within the object detection, the sensor model decides, if an object is detected/not detected (see Fig. 4), assuming optimal conditions and no obstacles blocking the sensor’s line of sight.

The simplest approach to solve the detection task is to check, if the object is within the detection range. The result may be extended by statistic and/or phenomenological modelling parts. However, we focus on the geometric decision of detection only. The proposed modelling approach is based on so called radial basis functions [3], which are commonly used for approximating and interpolating scattered data. The main idea is to provide a function \( z(x) : \mathbb{R}^2 \rightarrow \mathbb{R} \), which classifies a specific point \( x \in \mathbb{R}^2 \) as a potentially detected object by deciding if the point is within or outside the detection border:

\[
z(x) = \begin{cases} 
< 1 & \text{x is outside the sensor range,} \\
1 & \text{x is at the border of sensor detection,} \\
> 1 & \text{x is inside the sensor range.}
\end{cases}
\]  

In a first step the detection border of the sensor model is defined by introducing a set of \( n \) points \( x_i \in \mathbb{R}^2 \) (\( i = 1, \ldots, n \)) as illustrated in blue in Fig. 5. In a second step this set of points is extended by a set of points inside the sensor detection range (green) and outside the sensor detection range (red). As described in the figure’s caption, values \( z_i \in \mathbb{R} \) are defined for each \( x_i \).

Assuming all three sets of points having the same size of \( n \) elements, the model is finally evaluated using

\[
z(x) = \sum_{i=1}^{3n} \lambda_i \phi(x, x_i) \]  

\[
\phi(x, x_i) = \exp \left(-\frac{\|x - x_i\|^2}{\sigma^2}\right)
\]

where \( \sigma \) is a scaling factor, and \( \lambda_i \in \mathbb{R} \) are parameters derived once. The calculation of all \( \lambda_i \) is done in a single step in vector notation:

\[
\lambda = \left( \Phi^T \Phi + \eta I \right)^{-1} \Phi^T z_d.
\]

The matrix \( \Phi \) is of size \( 3n \times 3n \) and its components of row \( i \) and column \( j \) are given by

\[
\Phi_{ij} = \phi(x_j, x_i).
\]

Symbol \( \eta \) is a smoothing factor defining the trade-off between interpolation (\( \eta = 0 \)) and approximation (\( \eta > 0 \)). Vector \( z_d \) is of length \( 3n \) and holds the desired values of the sensor model at the points \( x_i \) (\( i = 1, \ldots, 3n \)) defined in the first and second step above. Symbol \( \lambda \) denotes the identity matrix of the same size as \( \Phi \). Note that tuning \( \sigma \) is straightforward if the distances between neighboring points \( x_i \) are approximately equal (start with a value for \( \sigma \) equal to the distance of neighboring points). Figure 6 shows (3) for an exemplary
4.3 Line of sight
To determine, if objects are hidden by other objects, the line of sight will be checked for all objects, which are in the sensor’s field of view.

For evaluating the visibility, in the following each object is modeled as a circle with a defined radius (object width). Two lines of sight are drawn from the centre of the sensor’s coordinate system tangentially to the object’s circle as shown in Fig. 7. The so called view angle between these two lines is used in the algorithm shown in Fig. 8 to decide the visibility. Depending on the case, how obstacles cover this view angle, the view angle is reduced step by step by all obstacles which are between the object and the sensor. Finally, if the ratio of the uncovered angle and the reduced angle is still above a defined threshold (e.g. 20%), the object is detected.

4.4 Specifics of sensor principle
Sensor specific detection of defined object properties can be realized by either passing or blocking information from the object-list depending on the type of sensor (or actual environmental conditions). At this point, no full set of rules will be given, but the following examples shall give an impression how a specific implementation could look like:

- If the GSM simulates a radar sensor, braking lights status information will be blocked
- If the GSM simulates a camera sensor, braking lights status information will be transmitted.

4.5 Extensions
Up to now only 0D-objects have been treated in the object detection above. A possible extension to also handle the detection of objects with specific geometry, is to represent their geometry by a set of points and define e.g. a threshold by a number of points, that have to be inside the sensor detection area for positive detection (see Fig. 9).

5. Summary and conclusion
This article summarized the role and requirements of generic sensor models for testing HAVs using simulation. The reader was introduced to the use of object-lists as state of the art interfaces. A detailed approach for fast and flexible geometric sensor models has been given together with a straightforward algorithm for checking line of sight. Possible extensions to more complex object geometries have been discussed.

The proposed GSM offers an effective and efficient way for developing and testing control algorithms of HAVs in simulation. The ability of defining a nearly arbitrary sensor detection geometry is a big advantage of the proposed approach compared to standard sector-based geometries. The computationally cheap evaluation enables the use in accelerated tests. Future focus will be on standardizing the interfaces, i.e. the minimal content of object-lists.
Fig. 9. Model extension for detecting not only 0D-objects but also 2D-objects is straightforward, but increases computational effort.
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