A Division Algorithm in a Redundant Residue Number System Using Fractions
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Abstract: The residue number system (RNS) is widely used for data processing. However, division in the RNS is a rather complicated arithmetic operation, since it requires expensive and complex operators at each iteration, which requires a lot of hardware and time. In this paper, we propose a new modular division algorithm based on the Chinese remainder theorem (CRT) with fractional numbers, which allows using only one shift operation by one digit and subtraction in each iteration of the RNS division. The proposed approach makes it possible to replace such expensive operations as reverse conversion based on CRT, mixed radix conversion, and base extension by subtraction. Besides, we optimized the operation of determining the most significant bit of divider with a single shift operation of the modular divider. The proposed enhancements make the algorithm simpler and faster in comparison with currently known algorithms. The experimental simulation using Kintex-7 showed that the proposed method is up to 7.6 times faster than the CRT-based approach and is up to 10.1 times faster than the mixed radix conversion approach.
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1. Introduction

The residue number system (RNS) has attracted many researchers as a basis for computing, and the interest taken in it has increased dramatically over the latest decade, which could be seen from the large number of papers focusing on the practical application of RNS in digital signal processing, image processing systems, cryptographic systems, quantum automated machines, neural computers systems, massive concurrency of operations, cloud computing, etc. [1–7].

RNS, if compared to other scales of notation, offers the advantage of rapid addition and multiplication, which causes stirs of interest in the RNS in areas requiring large amounts of computation. However, some operations, such as comparison and division of numbers, are very complicated in the RNS. Finding faster division algorithms would allow detecting more promising new areas to apply RNS.
The known RNS division algorithms [8–23] can be divided into two classes: based on the comparison of numbers, and based on the subtraction.

The algorithm for integer division operates similarly to a conventional binary division proposed in [1,2]. This algorithm and its modifications have a major drawback, namely that each iteration requires a comparison of numbers.

The algorithm without these drawbacks, as proposed in [1,2], is based on replacing the divider by an approximate value, which may be the product of one or several RNS modules. The algorithm provides a correct result for the condition $b \leq \tilde{b} < 2b$, where $b$ is an actual divider and $\tilde{b}$ is an approximation of $b$. It is easy to see that this condition cannot be satisfied for all moduli sets (for example: $p_1 = 9$, $p_2 = 11$, $b = 4$).

The main disadvantages of this algorithm are the necessity of mixed radix conversion (MRC) and scaling operations use, and special logic and tables for determining the approximate divider. There have been proposed several algorithms for solving the problem of division based on a comparison of numbers and methods of determining the sign, which can be classified as follows: [8,10,15] using MRC, [9] to formulate the problem in terms of determining the even numbers, and [11] using the base extension operation in iterations. All the proposed algorithms, however, have the disadvantage of long computation time and high hardware costs due to the use of MRC, Chinese remainder theorem (CRT), and other costly operations.

In [12–14,16], a high-speed division algorithm is presented, which uses the comparison of higher degrees of dividend and divisor instead of using the MRC and CRT for the division of modular numbers. The time complexity and hardware costs in these algorithms are smaller than other algorithms, although this algorithm contains redundant stages. To speed up the calculation of the current quotients, Hung and Parhami suggested a division algorithm based on parity checking, in which the quotient calculation occurs two times faster than the algorithms [14,16]. However, the calculation of the higher powers of two is time-consuming in the RNS, which are carried out in each cycle.

The known algorithm of division in the RNS format, in addition to the RNS moduli set, also uses a replacement module system, which is an auxiliary to preserve the dividend and divisor residues. Presented in the RNS dividend and divisor are converted into a variety of RNS presentations with the various modules of the system [18]. Using two moduli sets of RNS leads to a large redundancy and the necessity for direct and reverse conversion from moduli set to the auxiliary and back for the division operation, which drastically reduces its speed. A fast algorithm for the division based on the use of the index over the Galois field transformation $GF(p)$ is proposed in [18], which was simply implemented using LUTs (Look-Up Table). However, this algorithm is effective when processing data no more than 6–10 bits and when a modulus is a prime number. Thus, this algorithm is not efficient for large RNS ranges.

Most of the known iterative algorithms contain a large number of operations in each iteration. According to the authors, the algorithm based on the CRT with fractions considered in [11,17,23] is the best and has the time complexity $O(nb)$, where $n$ is the number of RNS modules and $b$ is the number of bits in each module, assuming that the value of each module is more or less the same. The disadvantage of this algorithm is a set of operations performed in each iteration: the operations of addition, multiplication, comparison, and parity checking. Furthermore, the execution of the algorithm requires the conversion of the quotient from the system $\{-1, 0, 1\}$ into the system $\{0, 1\}$, which gives an additional burden on the runtime of a modular division of number procedures.

In this paper, we propose an algorithm for division in the general case in the RNS using only the register shifts and summations. The improved algorithm has the following properties: it is very fast compared to the algorithms that are still available; has no restrictions on the dividend and divisor (except for when the divisor is equal to zero); it does not use a preliminary estimate of the coefficient; it does not use the back divisor; and does not use the base expansion operation. In [20], a similar approach based on mixed radix number system (MRNS) is proposed; however, in addition to the original RNS moduli set, it also used an auxiliary modulus set, which requires additional calculations.
for data conversion and significantly slows down the calculation of the division result. The proposed algorithm allows increasing the performance of the division algorithm by using the CRTf method. In [14,16] the idea of the most significant bits for a quotient was proposed for an RNS with special moduli sets \( \{2^k, 2^k - 1, 2^k - 1\} \) and \( \{2^k + 1, 2^k, 2^k - 1\} \), while in the proposed work, this approach is expanded to the case of general moduli set.

The main difference between this paper and [22] is that in this paper, a division algorithm for redundant RNS is proposed. Redundant RNS is intended for the organization of fault-tolerant calculations, while its modules are separated into informational, by which information is encoded, and redundant, necessary to restore information in case of errors. Separation of modules into information and redundant allows simplifying calculations by taking into account the information and redundant range of the system.

The known algorithms for dividing the numbers represented in the RNS are based on the absolute values of the dividend and the divisor. In this paper, we do not use the absolute values but their relative values, which allows reducing the computational complexity of division algorithms.

The rest of the paper is organized as follows: Section 2 describes the basics of RNS (Section 2.1) and approximate method for determining the placement of the number in it (Section 2.2). The proposed RNS division algorithm is presented in Section 2.3. Results and discussion are presented in Section 3.

2. An Approximate Method for Determining the Positional Feature of the Modular Number

2.1. Residue Number System

In the RNS, a positive integer is represented as a bank of residues to selected co-prime bases. This approach allows one to replace operations with large numbers by operations with small numbers, which are represented as residues of the division of large numbers by earlier selected relatively prime modules \( p_1, p_2, \ldots, p_n \). Let

\[
A \equiv a_1(\mod p_1), A \equiv a_2(\mod p_2), \ldots, A \equiv a_n(\mod p_n). \tag{1}
\]

Then, an integer \( A \) can be associated with the set \( (a_1, a_2, \ldots, a_n) \) of the least non-negative residues over one of the corresponding numbers. This correspondence will be one-to-one until \( A < p_1 p_2 \ldots p_n \), according to the CRT. The set \( (a_1, a_2, \ldots, a_n) \) can be considered as one of the methods of the representation of the integer \( A \) in a computer, i.e., the modular representation or representation in the RNS.

The main advantage of this representation is the fact that the addition, subtraction, and multiplication operations are implemented very simply by the formulas:

\[
A \pm B = (a_1, a_2, \ldots, a_n) \pm (\beta_1, \beta_2, \ldots, \beta_n) = ((a_1 \pm \beta_1) \mod p_1, (a_2 \pm \beta_2) \mod p_2, \ldots, (a_n \pm \beta_n) \mod p_n) \tag{2}
\]

\[
A \times B = (a_1, a_2, \ldots, a_n) \times (\beta_1, \beta_2, \ldots, \beta_n) = ((a_1 \times \beta_1) \mod p_1, (a_2 \times \beta_2) \mod p_2, \ldots, (a_n \times \beta_n) \mod p_n) \tag{3}
\]

These operations are called modular, since, for their execution in the RNS, it is sufficient to fulfill one cycle of processing numerical values. In addition, this processing occurs in parallel, and the information value in each modulo channel does not depend on the other modulo channels.

Thus, there are three main advantages of RNS [1].

1. There is no carry propagation between RNS arithmetic units. Large numbers represented in the form of small residues that leads to faster data processing.
2. When using the RNS, large numbers are encoded into a set of small residues, which reduces the complexity of the arithmetic units and simplifies the computing system.
3. RNS is a non-positional system with independent arithmetic units; therefore, an error in one channel does not apply to others. Thus, the processes of error detection and error correction are simplified.

However, such operations as sign detection, comparison, division, and some others are time-consuming and expensive in the RNS [4].

2.2. Approximate Method

An analysis of difficult (non-modular) operations has shown that they can be represented exactly or approximately, so the methods for calculating positional characteristics can be divided into two groups:

– Methods for accurate calculation of positional characteristics.
– Methods for the approximate calculation of positional characteristics.

The methods for accurate calculation of positional characteristics are discussed in [1–3]. In this paper, we investigate the approximate method for calculating positional characteristics that can significantly reduce the hardware and time costs due to operations performed on positional codes of reduced capacity. In this regard, there is an issue of using the approximate method when calculating a certain number of non-modular procedures: determining intervals of numbers; number sign; number comparison, in cases where there is no need to know the exact value; and the difference between the numbers.

The point of the approximate method for calculating the positional characteristics of modular number is based on employing the relative values of the analyzed numbers to the full range defined by the CRT, which connects the positional number \( a \) with its representation in the remainder \((\alpha_1, \alpha_2, \ldots, \alpha_n)\), where \( \alpha_i \) is the smallest non-negative residues of the number in relation to the modules of the residue number system \( p_1, p_2, \ldots, p_n \) with the following expression:

\[
a = \sum_{i=1}^{n} p_i^{-1} p_i |a|_i \tag{4}
\]

where \( p_i \) are RNS modules, \( P = \prod_{i=1}^{n} p_i \) is the range of RNS, \( P_i = \prod_{i=1}^{n} p_i \) is a multiplicative inversion of \( P_i \) modulo \( p_i \).

If we divide the left and right parts of Expression (4) by the constant \( P \), corresponding to the range of numbers, we will get the approximate value

\[
\left| \frac{a}{P} \right|_1 = \sum_{i=1}^{n} \frac{p^{-1}_i}{p_i} \left| \frac{a}{P} \right|_i \approx \sum_{i=1}^{n} k_i \left| \frac{a}{P} \right|_i \tag{5}
\]

where \( \left| \cdot \right|_1 \) denotes the fraction of \( \cdot \) (or Modulo 1 operation) [24], \( k_i = \frac{|p^{-1}_i|_1}{P} \) are constants of the chosen system, and \( \alpha_i \) are positions of the number represented in the RNS in modules \( p_i \), where \( i = 1, 2, \ldots, n \), and the value of the Expression (5) will be in the range \([0, 1)\). The result of the sum shall be found after summation and discarding the integer part while maintaining the fractional part of the sum. The fractional value \( F(a) = \left| \frac{a}{P} \right|_1 \in [0, 1) \) contains information both on the magnitude of the number and on its sign. If \( \left| \frac{a}{P} \right|_1 \in \left[0, \frac{1}{2}\right) \) then the number \( a \) is positive and \( F(a) \) is equal to the number of \( a \), divided by \( P \). Otherwise, \( a \) is a negative number, and \( 1 - F(a) \) indicates a relative value. Rounding \( F(a) \) to \( 2^{-t} \) bits will be denoted as \( [F(a)]_{2^{-t}} \). The exact value of \( F(a) \) is determined by inequalities \( [F(a)]_{2^{-t}} < F(a) < [F(a)]_{2^{-t}} + 2^{-t} \). The integer part, obtained through summing the constants \( k_i \), is a rank number; that is, a non-positional feature that shows how many times the range of the system \( P \) was surpassed while passing from the number representation in the residue number system to its positional representation.
operation of the summation the constants \(k_i\). The fractional part can also be written as \(A \mod 1\) because \(A = [A] + A \mod 1\). The number of positions in the fractional part of the number is determined by the maximum potential difference between the adjacent numbers. In case of accurate comparison, which is widely used in the division of numbers, you need to calculate a value that is equivalent to the conversion of the RNS into the positional notation.

Rounding the \(F(a)\) value will inevitably result in an error. Let us denote \(\rho = -n + \sum_{i=1}^{n} p_i\). Work [22] shows that it is necessary to use \(N = \lceil \log_2(P \rho) \rceil\) bits after the decimal point when rounding the value \(F(a)\), so that the resulting error has no effect on the accuracy of calculations. In other words, there is established a one-to-one correspondence between the set of numbers represented in the RNS and the plurality of \([F(a)]_{2^{-N}}\) values. Using the variables \([F(a)]_{2^{-N}}\) in calculations, in terms of algorithmic complexity, is equivalent to applying the inverse transformation from the RNS into the positional notation using the CRT. This method is slow and therefore, in practice, the use of calculations with the values \([F(a)]_{2^{-N}}\) is not rational. In [22], it is shown that it is possible to use the values \([F(a)]_{2^{-\tilde{N}}}\), where \(\tilde{N} < N\), for operations of determining the number sign in the RNS. The point of this approach is based on the fact that when determining the sign there is no need to know the exact value of the number, and it is just enough to know about the range within which the number tested falls.

The algorithm for determining the sign of the number serves the basis for number comparison algorithms. Determining the sign of the number in the RNS using the values \([F(a)]_{2^{-N}}\), takes the following operations:

1. «Rough estimate». At this stage, the value \([F(a)]_{2^{-\tilde{N}}}\), \(\tilde{N} < N\) is used. If \(0 < [F(a)]_{2^{-\tilde{N}}} < \frac{1}{2} - 2^{-\tilde{N}} \rho\), then the number \(a\) is positive. If \(\frac{1}{2} < [F(a)]_{2^{-\tilde{N}}} < 1 - 2^{-\tilde{N}} \rho\), then the number \(a\) is negative.

2. «Clarification». If the number \(a\) falls into none of the intervals as indicated in Step 1, then a rechecking of the number is needed with maximum precision calculation regarding the \([F(a)]_{2^{-N}}\) values. If \(0 < [F(a)]_{2^{-N}} < \frac{1}{2}\), then the number \(a\) is positive. If \(\frac{1}{2} < [F(a)]_{2^{-N}} < 1\), then the number \(a\) is negative.

The speed of the algorithm at the stage of the «rough estimate» depends on how little the value \(\tilde{N}\) is compared to \(N\). However, if \(\tilde{N}\) is taken as too little, then the intervals in Step 1 may be so small that the algorithm for numerous numbers in the RNS would require the use of the «clarification» stage, while the benefit of using a small capacity at the «rough estimate» stage would be dismissed completely. For example, in [13], it is proposed to use the case when \(\tilde{N} = 4\) that is usually too small for practice. Instead, we suggest using an estimation from [22], which shows that the optimal speed of the algorithm is achieved with \(\tilde{N} \approx \log_2(N \rho \ln 4)\). Here below comes a comparison of the \(\tilde{N}\) and \(N\) capacities for the RNS, where the ranges of 16, 32, and 64 bits are implemented.

1. Sixteen bits. RNS modules 7, 17, 19, 29.

   \[P = 65569; \quad \rho = 68; \quad N = 23; \quad \tilde{N} = 11.\]

2. Thirty-two bits. RNS modules 2, 3, 5, 11, 13, 19, 23, 29, 79.

   \[P = 4295006430; \quad \rho = 175; \quad N = 40; \quad \tilde{N} = 13.\]

3. Sixty-four bits. RNS modules 2, 11, 17, 19, 23, 31, 41, 53, 59, 61, 71, 79, 83.

   \[P = 1844674899528610082; \quad \rho = 537; \quad N = 74; \quad \tilde{N} = 16.\]

Thus, with an RNS of a 16-bit range, the «rough estimate» is done using the values with a capacity of \(\tilde{N} = 11\) bits, while the «clarification» takes place at the \(N = 23\) bit precision. The speed of the
rough estimate goes up by 2.09 times. For an RNS with a 32-bit range, the «rough estimate» employs a capacity of $N = 13$ bits, while the «clarification» requires $N = 40$ bits for calculation. The speed of the rough estimate increases 3.08 times. For a 64-bit RNS, the «rough estimate» would use a capacity of $N = 16$ bits, while the «clarification» requires $N = 74$ bits. The speed of the rough estimate increases 4.62 times. These results show that, for large ranges, the capacity $N$ employed for the rough estimate is significantly lower than the accurate calculation capacity $N$, which allows significant gains in terms of speed when performing non-modular operations.

Figure 1 shows the location of the mentioned intervals for positive and negative numbers in the RNS, and the location of the ambiguity areas, where it is possible to wrongly determine the sign. For the redundant RNS, the numerical range shows a redundancy zone. This allows reducing the number of the checked conditions due to the fact that the sets of the admissible positive numbers and the areas of the erroneous sign determination would no longer intersect (Figure 2). Thus, when speaking of a redundant RNS, determining the sign is reduced to the following tasks.

1. «Rough estimate». If $0 < [F(a)]_{2-N} < \frac{1}{2}$, then the number $a$ is positive. If $\frac{1}{2} < [F(a)]_{2-N} < 1 - 2^{-N}\rho$, then the number $a$ is negative.
2. «Clarification». If the number $a$ is not included in any of the intervals in Step 1, then there is a sign rechecking needed using the $[F(a)]_{2-N}$ variables. If $0 < [F(a)]_{2-N} < \frac{1}{2}$, then the number $a$ is positive. If $\frac{1}{2} < [F(a)]_{2-N} < 1$, then the number $a$ is negative.

![Figure 1. Position of ambiguity areas when determining the sign and the intervals for positive and negative numbers for irredundant residue number system (RNS).](image1)

![Figure 2. Position of ambiguity areas when determining the sign and the intervals for positive and negative numbers for redundant RNS.](image2)

Let us have a view on employing the approximate method by comparing the numbers in the RNS.

Example 1. We have a system of bases $p_1 = 2$, $p_2 = 3$, $p_3 = 5$, $p_4 = 7$. 
Then $P = 2 \cdot 3 \cdot 5 \cdot 7 = 210$, $\rho = 2 + 3 + 5 + 7 - 4 = 13$, $P_1 = \frac{P}{p_1} = 105$, $P_2 = \frac{P}{p_2} = 70$, $P_3 = \frac{P}{p_3} = 42$, $P_4 = \frac{P}{p_4} = 30$.

The constants $k_i$ used for computing the relative values are:

$$k_1 = \frac{\lfloor \frac{1}{105} \rfloor}{2} = \frac{1}{2}, \quad k_2 = \frac{\lfloor \frac{1}{13} \rfloor}{3} = \frac{1}{3}, \quad k_3 = \frac{\lfloor \frac{42}{5} \rfloor}{5} = \frac{3}{5}, \quad k_4 = \frac{\lfloor \frac{30}{7} \rfloor}{7} = \frac{4}{7}.$$

For precise operations with relative sizes of numbers in the RNS, it is necessary to use $N = \lceil \log_2(P\rho) \rceil = 12$ characters after the decimal point. For a quick «rough estimate», we will use $\bar{N} = \lceil \log_2(N\rho \ln 4) \rceil = 7$ decimals. The constants $k_i$, rounded up to 7 and 12 bits after the decimal point, are, respectively:

- Seven bits: $k_1 = 0.1000000$; $k_2 = 0.0101010$; $k_3 = 0.1001100$; $k_4 = 0.1001001$;
- Twelve bits: $k_1 = 0.100000000000$; $k_2 = 0.010101010101$; $k_3 = 0.100110011001$; $k_4 = 0.100100100100$.

The «rough estimate» takes checking the conditions $0 < \lfloor F(a) \rfloor_{2^7} < \frac{1}{2} - 2^{-7} \rho$ and $\frac{1}{2} < \lfloor F(a) \rfloor_{2^7} < 1 - 2^{-7} \rho$ (Step 1 of the algorithm), which in the binary form will appear as

1.1. If $0 < \lfloor F(a) \rfloor_{2^7} < 0.0110011$, then the number $a$ is positive.

1.2. If $0.1 < \lfloor F(a) \rfloor_{2^7} < 0.1110011$, then the number $a$ is negative.

Let us compare the two numbers $a = 97$ and $b = 8$ presented in the RNS on the bases $p_1, p_2, p_3,$ and $p_4$. Let us define the numbers $a$ and $b$ in the RNS as: $a = (1, 1, 2, 6)$, $b = (0, 2, 3, 1)$. The difference is $a - b = (1, 1, 2, 6) - (0, 2, 3, 1) = (1, 2, 4, 5)$. We will also define the sign $a - b$. For the «rough estimate», we will find $\lfloor F(a - b) \rfloor_{2^7} = 0.0110001$. The values found meets the condition of Step 1 of the algorithm, that is $0 < 0.0110001 < 0.0110011$, so we can conclude that $a - b > 0$, which produces $a > b$.

Now, let us compare the two numbers $a = 97$ and $b = 96$ as presented in the RNS on the bases $p_1, p_2, p_3,$ and $p_4$. Let us define the numbers $a$ and $b$ in the RNS: $a = (1, 1, 2, 6)$, $b = (0, 0, 1, 5)$. The difference is $a - b = (1, 1, 2, 6) - (0, 0, 1, 5) = (1, 1, 1, 1)$. We will define the sign $a - b$. For the «rough estimate», $\lfloor F(a - b) \rfloor_{2^7} = 0.1111111$. None of the conditions are met regarding the value obtained, so it will take a clarification stage of the algorithm. For the «accurate estimation», we will find $\lfloor F(a - b) \rfloor_{2^12} = 0.000000010010$. This value follows the condition of Step 2 of the algorithm, so we conclude that $a - b > 0$, where $a > b$.

The example above serves an illustration of employing the approximate method for computing in the RNS. It has been shown how to take into account the error that occurs when using a small $\bar{N}$. In practice, for most cases, it would be enough to carry out a «rough estimate», a run wherein it takes operating with numbers whose capacity is close to the logarithm of the full range capacity. Therefore, the complexity of the «rough estimate» is committed to $O(\log_2 n)$, while the complexity of the «clarification» stage tends to $O(n)$.

### 2.3. Division Algorithm in the RNS

The algorithm for the $\frac{a}{b}$ integer division could be described with an iterative scheme, which is performed in two stages. The first stage implies a search for the highest power $2^i$ when approximating the quotient with a binary sequence. The second stage involves clarification of the approximating series. To get a range greater than $P$, you can select a value $P' = P \cdot p_{n+1}$; thus, it will take expanding the RNS base through adding an extra module. To avoid this base expansion, which is a computationally complex operation, we need to compare not the dividend with the intermediate divisors but the current results of the iteration $(i)$ with the values of the previous iterations $(i - 1)$. We will repeat the process of doubling the divider as long as the intermediate divider at the $i$ iteration is below that of the $i - 1$ iteration. This would allow meeting the condition $0 < b < P - 1$.

The division algorithm can be described with the following rules.
A certain rule $\varphi$ is constructed, which, for each pair of positive integers, $a$ and $b$ will assign a certain positive number $q_i$, where $i$ is the number of the iteration, so that $a - bq_i = r_i > 0$, i.e., $a > bq_i$. Then, the division of $a$ by $b$ will follow the rule: based on the operation $\varphi$, each pair of $a$ and $b$ will be assigned a corresponding number $q_1 = q_0$, so that $a - bq_1 = r_1 \geq 0$, i.e., $a \geq bq_1$. We will take the values $2^i$ as $q_i$ and place them into the memory as the constants $c_i = \{2^{\text{mod} p_1}, 2^{\text{mod} p_2}, \ldots, 2^{\text{mod} p_n}\}$. Given that, the $i + 1$ operation does not depend on the $i$-th operation, which allows performing iterations in parallel. Furthermore, in each iteration, there are only two operations performed: multiplication of the variables with the previous ones, which allows correct determination of a larger or smaller number. So, the fact of the dynamic range overflow in the RNS can be used for decision-making, «more-less». At

If $r_1 \leq b$, then the division is complete; if $r_1 \geq b$, then following the rule $\varphi$, the pair of numbers $(r_1, b)$ will get a $q_2$ assigned, so that $a - bq_2 = r_2 \geq 0$, i.e., $a \geq bq_2$. If $r_2 < b$, then the division is completed, and if $r_2 \geq b$, then following the rule $\varphi$, the pair of numbers $(r_2, b)$ is assigned a $q_3$, so that $a - bq_3 = r_3 \geq 0$, etc. Since the consistent application of the operation $\varphi$ leads to a decreasing sequence of integers $a > r_1 > r_2 > \ldots > 0$, then the algorithm is implemented in a finite number of steps. Let us assume that at step $m$ there is a case $0 < bq_m$, recorded, which means the end of the division operation. Then, we finally obtain $a \equiv (q_1 + q_2 + \ldots + q_{m})b + r_{m}$, where the sequence $q_1 + q_2 + \ldots + q_{m}$ is the approximation of the quotient, which may contain some extra $q_i$. Next, we need clarification for the resulting approximating series. In [14] and [16] the idea of the most significant bits for the quotient was introduced for RNS with specialized moduli sets $[2^{k+1}, 2^k, 2^k - 1]$ and $[2^k, 2^k - 1, 2^{k-1} - 1]$, while the approach proposed in this paper is extended for a general case.

The clarification will start with the higher $q_{m}$. If $a > bq_{m}$, then $q_{m}$ is a member of the approximating series of the resulting quotient. Further, we take $(q_{m} + q_{m-1})$: if $a > b(q_{m} + q_{m-1})$, then $q_{m-1}$ is put into the line, otherwise, if $a < b(q_{m} + q_{m-1})$, then $q_{m}$ is excluded from the series, etc. After checking all the $q_i$, the quotient shall be determined by the remaining members of the series. Then, the quotient desired is determined by the expression $a = (q_{m} + q_{m-1} + \ldots + q_{i} + \ldots + q_{1})b + r_{m}$, where

$$q_i = \begin{cases} 1, & \text{if } (q_{m} + q_{m-1} + \ldots + q_{i})b < a; \\ 0, & \text{otherwise.} \end{cases}$$

This algorithm will be easy to modify it into a modular form, while the absolute values of the variables are replaced with their relative values. The structure of the algorithm proposed is based on employing the approximate method for comparing numbers, which is performed using subtraction.

The known algorithms determine the quotient on the basis of iteration $A' = A - QD$, where $A$ and $A'$, respectively, are the current and the next dividend, $D$ is the divisor, $Q_1$ is the quotient, which is generated at each iteration of the full range of the RNS, and is not chosen from a small set of constants. In the proposed algorithm, the quotient is determined from the iteration $r_i = A - 2bq_i$, where $A$ is a certain dividend, $b$—divisor, and $2^i$ is a member of the quotient’s approximating series.

A comparison of the algorithms shows that the dividend in all iterations does not change, while the divisor is multiplied by the constant, which significantly reduces the computational complexity. In the iterative process of division in positional notation, in order to search for the highest power of the quotient’s approximating series, and to clarify the approximating series, the dividend is compared to the doubled divisors or to the sum of the members of the series. Application of this principle to RNS can lead to incorrect operation of the algorithm, since, in case of the dynamic range overflow for the intermediate divider, the reconstructed number may go beyond the operating range caused by cyclic RNS. The cyclic RNS value will be below the dividend, which is not true because, in fact, the numbers will exceed the range $P$ and the algorithm will proceed to the «loop» mode. For example, if the RNS modules are $p_1 = 2$, $p_2 = 3$, $p_3 = 5$, and $p_4 = 7$, then the range is $P = 2 \cdot 3 \cdot 5 \cdot 7 = 210$. Suppose the reconstruction produced the number $A = 220$. In the RNS, $A = 220 = (0, 1, 0, 3)$, i.e., $A = 210$ and $A' = 10$ have the same representation in the RNS. This ambiguity can lead to a breach of the algorithm. To overcome this difficulty, there is a need to compare the RNS the results of the current iteration values with the previous ones, which allows correct determination of a larger or smaller number. So, the fact of the dynamic range overflow in the RNS can be used for decision-making, «more-less». At
the first iteration, there is a comparison of the dividend with the divisor, while the remaining iterations compare the doubled values of the divisors \( q_i b < q_{i+1} b \). Each new iteration implies a comparison of the current value with the previous one.

Consistent application of these iterations leads to the formation of the inequalities chain \( bq_1 < bq_2 < \ldots < bq_m > bq_{m+1} \), which determines the required number of iterations dependent on the values of the dividend and the divisor. Thus, the algorithm is implemented through a finite number of iterations. Suppose that at iteration \( m + 1 \) there is a case of closure of the increasing sequence \( bq_m > bq_{m+1} \), which corresponds to the RNS overflow range, i.e., \( bq_{m+1} > P \) and \( a < bq_{m+1} \). Here is the end of the process of developing quotient interpolation through a binary sequence or a set of constants in the RNS. Thus, the process of the quotient approximation can be done by comparing the neighboring approximate divisors.

Here below, we will provide a detailed description of an improved algorithm for the division of modular numbers in a redundant RNS.

2.4. Determination of the Quotient Sign

Step 1. Calculate the approximate values of the dividend \( F(a) \) and the divisor \( F(b) \). We determine the signs of the numbers in two stages.

1. «Rough estimate». If \( 0 < [F(a)]_{2,N} < \frac{1}{2} \), then the number \( a \) is positive. If \( \frac{1}{2} < [F(a)]_{2,N} < 1 - 2^{-N} \rho \), then the number \( a \) is negative.
2. «Clarification». If the number \( a \) has not fallen into the range of Step 1, then a rechecking for the sign is needed, using the values \( [F(a)]_{2-N} \). If \( 0 < [F(a)]_{2-N} < \frac{1}{2} \), then the number \( a \) is positive. If \( \frac{1}{2} < [F(a)]_{2-N} < 1 \), then the number \( a \) is negative.

Step 2. If the numbers \( a \) and \( b \) have different signs, then the quotient is negative. If the numbers \( a \) and \( b \) have the same signs, then the quotient is positive. In further calculations, we use the absolute values of the divisor \( a \) and the divisor \( b \). For the sake of convenience, we will denote them, too, as \( a \) and \( b \).

Approximation of the Quotient

Step 3. Calculate the approximate values of the dividend \( F(a) \) and the divisor \( F(b) \) and compare them. If \( F(a) \leq F(b) \), then the division process ends and the quotient \( \lfloor \frac{a}{b} \rfloor \) is, respectively, equal to 0 or 1. If \( F(a) > F(b) \), then there is a search for the highest power \( 2^{-N} \) in the approximation of the quotient with the binary code, where \( -N \) is a least significant bit of the binary fraction.

Let us show the search for the highest degree in the binary fraction.

Step 4. Shift the function \( [F(b)]_{2-N} \) to the left up until a change in the first bit after the decimal point. The number of shifts determines the highest power \( j \), which is recorded with the pulse counter connected to the memory \( V \).

In this approximation, the quotient ends. To clarify the approximating sequence of the quotient, we will perform the following steps.

2.5. Clarification of the Quotient’s Approximating Sequence

Step 5. From the memory, we select the constant \( 2^j \) (the highest power of the series) and multiply it by the divisor. The value \( 2F(b) \) will be compared with the dividend \( F(a) \) using the approximate method of number comparison in the RNS.

The constants \( 2^j, 1 \leq j \leq \log_2 P \) are previously placed in the memory \( V \); the counter \( j \) and the quotient \( Q \) are set on «0». The outputs of the counter are address inputs in the memory \( V \).

Step 6. Calculate the \( \Delta_1 = F(a) - F_1(b) \). If the sign bit \( \Delta_1 \) the value is «1», then the corresponding power series is discarded; if the value is «0», then to the quotient adder we add the value of the sequence members with the same degree, i.e., \( 2^j \mod p_i, 1 \leq i \leq n, 0 \leq j \leq N \).
Step 7. Check the sequence member of the $2^{j-1}$ degree through a shift to the right and comparison. Compare $\Delta_1$ and $2^{j-1}b$. If $\Delta_1 < 2^{j-1}b$, then the corresponding power series is discarded; if $\Delta_1 > 2^{j-1}b$, then to the quotient add we add the value of the sequence members with the same degree, i.e., $2^{j-1} \mod p_i \Delta_2 = \Delta_1 - 2^{j-1}b$.

Step 8. Similarly, check all the remaining sequence members up to degree zero. The last $\Delta_i = R = \Delta_{i-1} - \bar{f}_{i-1}$, i.e., $0 \leq R < b$ will be the remainder of $a$ divided by $b$. The quotient $Q$ will be the sum of all the $2^i$ needed for developing the quotient, which was accumulated in the adder with the sign as defined in the second step. The algorithm terminates.

The performance of the modified algorithm could be further shown with the example below.

Example 2. Find the quotient $Q = \frac{a}{b}$ of dividing $a = 97$ by $b = -8$ in an RNS with bases $p_1 = 2$, $p_2 = 3$, $p_3 = 5$, $p_4 = 7$. Then $P = 2 \cdot 3 \cdot 5 \cdot 7 = 210$, $\rho = 2 + 3 + 5 + 7 - 4 = 13$, $P_1 = \frac{P}{p_1} = 105$, $P_2 = \frac{P}{p_2} = 70$, $P_3 = \frac{P}{p_3} = 42$, and $P_4 = \frac{P}{p_4} = 30$.

The constants $k_i$ used for calculation of the relative values are:

$$k_1 = \frac{|\frac{1}{105}|_2}{2} = 1 \frac{1}{2},$$
$$k_2 = \frac{|\frac{1}{70}|_3}{3} = \frac{1}{3},$$
$$k_3 = \frac{|\frac{1}{30}|_5}{5} = \frac{3}{5},$$
$$k_4 = \frac{|\frac{1}{14}|_7}{7} = \frac{4}{7}.$$

For a quick «rough estimate», we will use $\bar{N} = \left\lfloor \log_2(N \rho \ln 4) \right\rfloor$ = 7 characters after the decimal point. The constants $k_i$ rounded up to 7 bits after the decimal point are:

Seven bits: $k_1 = 0.1000000; k_2 = 0.0101010; k_3 = 0.1001101; k_4 = 0.1001001.$

Precise operations with relative values of the numbers in the RNS take $N = \left\lfloor \log_2(P\rho) \right\rfloor = 12$ characters after the decimal point. The constants $k_i$ rounded up to 12 binary bits after the decimal point are:

$$k_1 = 0.100000000000; k_2 = 0.010101010101; k_3 = 0.100110011001;$$
$$k_4 = 0.100100100100.$$

Now, we shall represent the $a$ and $b$ numbers in the RNS:

$$a_{10} = 97 \rightarrow (1, 1, 2, 6)_{RNS},$$
$$b_{10} = -8 \rightarrow (0, 1, 2, 6)_{RNS}.$$

Determine the signs of the numbers $a$ and $b$.

A «rough estimate» (binary):

$$[F(a)]_{2^{-7}} = |1 \cdot 0.1000000 + 1 \cdot 0.0101010 + 10 \cdot 0.1001100 + 110 \cdot 0.1001001|_1 = 0.0111000.$$

Since $[F(a)]_{2^{-7}}$ misses any one of the intervals $(0; 0.0110011), (0.1; 0.1110011)$ as set forth in Example 1 will take a clarifying iteration:

$$[F(b)]_{2^{-7}} = |0 \cdot 0.1000000 + 1 \cdot 0.0101010 + 10 \cdot 0.1001100 + 110 \cdot 0.1001001|_1 = 0.1111000.$$

$[F(b)]_{2^{-7}}$, too, misses all the intervals $(0; 0.0110011), (0.1; 0.1110011)$ as set forth in Example 1, so it will take another clarifying iteration.

«Clarification»:

$$[F(a)]_{2^{-12}} = |1 \cdot 0.100000000000 + 1 \cdot 0.010101010101 + 10 \cdot 0.100110011001 + 110 \cdot 0.100100100100|_1 = 0.011101011111.$$
Since $0 < [F(a)]_{2-12} < 0.1$, then the number $a$ is positive.

$$[F(b)]_{2-12} = [0 \cdot 0.10000000000 + 1 \cdot 0.01010101010 + 10 \cdot 0.100110011001 + 110 \cdot 0.100100100100]_2 = 0.111101011111$$

Since $0.1 < [F(b)]_{2-12} < 1$, then the number $b$ is negative.

The numbers $a$ and $b$ have opposite signs, so the quotient sign will be negative. In order to find the absolute value of the quotient, we will divide $a$ by $-b = (0, 0, 0, 0) - (0, 1, 2, 6) = (0, 2, 3, 1)$ following the algorithm as specified above.

The relative values of the dividend $a$ and the divisor $-b$ with full accuracy of the calculations $N$ are:

$$[F(a)]_{2-12} = 0.011101011111; [F(-b)]_{2-12} = 0.000010011001.$$

Shifting the fractional part of the divisor $-b$ to the left, step by step, we determine that a change in the first fractional bit after the decimal point occurs at the fourth shift. Thus, the approximation series can include only the values $2^0, 2^1, 2^2,$ and $2^3$, which, in the RNS, have the following representation:

$$q_0 = 2^0 = (1, 1, 1, 1); q_1 = 2^1 = (0, 2, 2, 2); q_2 = 2^2 = (0, 1, 4, 4); q_3 = 2^3 = (0, 2, 3, 1).$$

These values develop the approximation sequence of the quotient, which is to be clarified later on. For a more accurate approximation sequence, we will subtract from the fraction $[F(a)]_{2-12}$ of the dividend the fraction of the divisor $[F(-b)]_{2-12}$ that has been shifted three ranks to the left (i.e., multiplied by $2^3$):

$$\Delta_1 = [F(a)]_{2-12} - 2^3 \cdot [F(-b)]_{2-12} = 0.011101011111 - 0.010011001 = 0.001010010111.$$

Since $\Delta_1 > 0$, then we will leave $2^3$ in the approximation sequence, while the value $\Delta_1$ will be used for further calculations.

We subtract from $\Delta_1$ the fraction $[F(-b)]_{2-12}$ of the divisor shifted left two ranks:

$$\Delta_2 = \Delta_1 - 2^2 \cdot [F(-b)]_{2-12} = 0.001010010111 - 0.0010011001 = 0.000000110011.$$

Since $\Delta_2 > 0$, then we leave $2^2$ in the approximation sequence, while the value $\Delta_2$ will be used for further calculations.

We subtract from $\Delta_2$ the fraction $[F(-b)]_{2-12}$ of the divisor shifted left one rank:

$$\Delta_3 = \Delta_2 - 2^1 \cdot [F(-b)]_{2-12} = 0.00000001100011 - 0.00010011001 = 1.111100000001.$$

The appearance of 1 in the sign rank indicates that $\Delta_3 < 0$, therefore $2^1$ is excluded from the approximation sequence, and $\Delta_3$ is not to be used further (continue using $\Delta_2$).

We subtract from $\Delta_2$ the fraction $[F(-b)]_{2-12}$ of the divisor (no shift applied):

$$\Delta_4 = \Delta_2 - 2^0 \cdot [F(-b)]_{2-12} = 0.00000001100011 - 0.000010011001 = 1.111110011010.$$

The appearance of 1 in the sign rank indicates that $\Delta_4 < 0$, so $2^0$ is excluded from the approximation sequence.

Here, the process of clarifying the approximation sequence comes to an end. To determine the quotient, we need to add the remaining members of the approximation sequence. In this example, the remaining members were the following ones: $q_3 = 2^3 = (0, 2, 3, 1)$ and $q_2 = 2^2 = (0, 1, 4, 4)$. Then the absolute value of the quotient is to be determined through summing the members of the sequence:

$$\left\lfloor \frac{a}{b} \right\rfloor = (0, 2, 3, 1) + (0, 1, 4, 4) = (0, 0, 2, 5) = 12.$$
In view of the sign, we finally obtain $\left\lfloor \frac{a}{p} \right\rfloor = -12$.

Figure 3 demonstrates the scheme of positional characteristics calculation based on CRTf for a number $X = \{x_1, x_2, \ldots, x_n\}$. A bit’s width of values $x_i$ is equal to $\left\lceil \log_2 p_i \right\rceil$, $i = 1, 2, \ldots, n$. The initial moduli $|x_i \cdot k_i|_{2^N}$, $i = 1, 2, \ldots, n$ generates partial products of constant multiplication. Then, they are summed by a Carry-Save-Adder-tree (CSA-tree) modulo $2^N$. Obtained results are summed by Kogge–Stone adder [25] modulo $2^N$ and is equal to $[F(X)]_{2^{-N}}$. In the next section, we will demonstrate the advantages of the proposed method compared to known analogs based on CRT and MRC.

![Figure 3. The scheme of positional characteristics calculation based on CRTf.](image)

3. Simulation of the Proposed Algorithm

It follows from the analysis of the modular division scheme that the comparison and sign detection unit is the main component determining its computational complexity. This unit can be implemented based on the CRT, MRNS, or CRT with fractions. We have considered the models of all three types.

The experimental simulation has been performed using ISE Design Suite 14.7. Kintex-7 KC705 XC7K70T-2FBG676 without DSP48E1B blocks has been chosen as the goal of compilation. This FPGA contains 10,250 slices and 300 input–output blocks. During the simulation, we varied the digit capacity of the moduli under a fixed number of bases. For each type of the model, same prime bases of a given capacity have been selected; in particular, four bases with module bits 5, 9, 13, 17, 21, and 25. The dynamic range of the system is approximately the product of the number of bases and their digit capacities. Only the bottleneck of the RNS division algorithm was implemented in hardware. The remaining parts of the division algorithm are very similar to the division operation in the standard IEEE library “ieee.numeric_std.all” and require approximately the same amount of resources in hardware implementation. Figure 4 shows the resource usage graph of this FPGA with different capacity moduli for each type of the model. Table 1 shows detailed resource utilization for all approaches considered.
All the considered algorithms were implemented on the corresponding FPGA. The architectures for CRT and MRC from [4] were simulated for comparison. In addition, the results for the division algorithm in the weighted numeric system (WNS) are also presented. For division in the WNS, an algorithm from standard IEEE library “ieee.numeric_std.all” was implemented. The pipeline in the binary division is implemented like in [26]. These results clearly show the fact that the additional circuit logic for the proposed method using CRT with fractions does not exceed 25% of the WNS division algorithm costs.

We will comprehend the scheme latency as the maximum time spent by an arbitrary signal to run over the whole scheme from a certain input to a certain output. Latency estimation allows describing the performance of the suggested algorithm, including the working frequency of the scheme. For each type of model, Figure 5 presents the working frequency of the scheme for the base systems with different digit capacities of the moduli.
As an example, consider a 64-bit capacity as the most widespread in modern computer systems. To write numbers in this system, it suffices to represent each of the four moduli as a 16- or 17-bit number. Let the set of moduli be \{65537, 65539, 65543, 65551\}. The range of this set forms a 65-bit number, which covers 64-bit capacity. Here, the approximate method requires only 689 slices, whereas the orthogonal basis method and the improved MRNS scheme require 1457 and 865 slices, respectively. On the other hand, the working frequency of the approximate method reaches 62.5 MHz, which is 7.6 times faster than the CRT-based restoration and 10.1 times faster than the improved MRNS method. Note that the advantages of the approximate method over these approaches remain in force for higher digit capacities, too.

4. Conclusions

The new algorithm described in this paper speeds up the modular division procedure in the RNS representation in comparison with the well-known analogs. This fact can be explained by the rather simple structure of the algorithm containing uncomplicated operations, namely, addition and shift (for quotient approximation), as well as shift and subtraction (for quotient refinement). Owing to CRT usage with fractions, the new algorithm does not include such operations as modular remainder calculation and number conversion into the mixed radix number system (MRNS) representation. The simulation of the algorithm on FPGA Kintex-7 has demonstrated a considerable reduction in hardware costs and an appreciable gain in speed as against the algorithms based on the CRT and MRNS representations.

Currently, this is the best hardware implementation of the general modular division. In comparison with the well-known algorithms, the suggested algorithm guarantees smaller hardware and time costs by a close connection between architectural calculations and hardware implementation. As a result, the computational complexity of modular division has been essentially decreased. The new algorithm is remarkable for easy implementation, thereby requiring fewer calculations than its well-known analogs.

A promising direction of further research is to find fast algorithms for several problem-causing operations in the RNS, namely, RNS-MRNS conversion and the optimal choice of RNS moduli within different ranges for specific applications. Each of the directions would promote the development of this field of computational mathematics owing to new RNS applications.
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