UNEXTENDABLE INTRINSIC LIPSCHITZ CURVES
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ABSTRACT In the setting of Carnot groups, we exhibit examples of intrinsic Lipschitz curves of positive $H^1$-measure that intersect every connected intrinsic Lipschitz curve in a $H^1$-negligible set. As a consequence such curves cannot be extended to connected intrinsic Lipschitz curves.

The examples are constructed in the Engel group and in the free Carnot group of step 3 and rank 2. While the failure of the Lipschitz extension property was already known for some pairs of Carnot groups, ours is the first example of the analogous phenomenon for intrinsic Lipschitz graphs. This is in sharp contrast with the Euclidean case.
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1 INTRODUCTION

Extending Lipschitz maps is a fundamental tool in Geometric Measure Theory. We say that the pair of metric spaces $(X, Y)$ has the Lipschitz extension property, LEP from now on, if for any Lipschitz map $f : A \subset X \to Y$ defined on a subset $A$ of $X$, there exists another Lipschitz map $\tilde{f} : X \to Y$ such that $\tilde{f}|_A = f$. It is worth recalling that the LEP holds true in case $X$ and $Y$ are Hilbert spaces and in the case in which at least one between $X$ and $Y$ is a finite dimensional Banach space: if the target $Y$ is finite dimensional, then the LEP follows from the standard Mc Shane’s extension theorem. If on the other hand is the domain $X$ to be finite dimensional, then the LEP for the couple $(X, Y)$ follows from [17, Theorem 2].

The study of Geometric Measure Theory on Carnot groups, initiated in the seminal works [1, 15], has brought the attention to the investigation of LEP for pairs of Carnot groups. Carnot groups are a natural generalization of Euclidean spaces. Indeed, (quotients of) Carnot groups arise both as the infinitesimal models of subRiemannian manifolds and as asymptotic models of Riemannian Lie groups. For basic definitions we refer the interested reader to [19]. We stress that there is not a general way to understand whether an arbitrary couple of Carnot groups has the LEP. However, some specific results are known, see [5, 20, 26].

Despite the many analogies with Euclidean spaces, Carnot groups also have many insidious features. For instance, in sharp contrast with the Euclidean spaces, they are purely unrectifiable with respect to Lipschitz surfaces of dimension bigger than the dimension of the first layer of their Lie algebra, see [21]. Therefore, in order to find a good substitute of the class of Lipschitz graphs in the realm of Carnot groups, Franchi, Serapioni and Serra Cassano introduced the notion of intrinsically Lipschitz graph, see [15]. The idea of the construction of these surfaces is to say that a graph of a function between two homogeneous complementary subgroups of a Carnot group is intrinsically Lipschitz whenever it satisfies a uniform cone-like property at every point, where the cones are intrinsic, cf. Definition 3.1. We refer to [16] for a wide study of the notion of intrinsically Lipschitz functions and graphs.
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We stress that the study of intrinsically Lipschitz graphs in Carnot groups is a very active area of research today, with several important contributions. See, e.g., [8] for relations of this notion with quantitative rectifiability, [25] for a proof of Rademacher theorem for co-horizontal intrinsically Lipschitz graphs in the Heisenberg groups, [23] for a deep study of structural properties of intrinsically Lipschitz graphs in the first Heisenberg group $H^1$, and [9] for rectifiability results with intrinsically Lipschitz graphs.

Questions about LEP can be proposed also for intrinsically Lipschitz graphs. For example, is it true that every intrinsically Lipschitz map $\varphi: U \subseteq \mathbb{W} \to \mathbb{V}$, where $\mathbb{W}, \mathbb{V}$ are complementary subgroups of a Carnot group, can be extended to an entire intrinsically Lipschitz map $\tilde{\varphi}: \mathbb{W} \to \mathbb{V}$? The answer is positive when the subgroup $\mathbb{V}$ is horizontal, i.e., contained in the first layer of the stratification of the Carnot group, cf. [25, Theorem 1.5], and [12, Theorem 4.25].

Hence, we have the validity of the LEP for low-codimensional intrinsically Lipschitz graphs in arbitrary Carnot groups. Moreover, in the recent [10], the authors prove that every $\varphi: U \subseteq \mathbb{W} \to \mathbb{V}$, where $\mathbb{W}, \mathbb{V}$ are complementary subgroups of the $n$-th Heisenberg group $H^n$, and $\mathbb{W}$ is horizontal, can be extended to an entire intrinsically Lipschitz map $\tilde{\varphi}: \mathbb{W} \to \mathbb{V}$, cf. [10, Theorem 1.2].

In this note we show that the previous example is special. Namely, we provide a negative answer to the validity of the LEP for intrinsically Lipschitz maps defined on subsets of horizontal subgroups of a Carnot group. This is the first example in which the LEP of intrinsic Lipschitz graphs is known to fail on Carnot groups.

We recall that with $F_{2,3}$ we denote the free Carnot group of rank 2 and step 3, and with $V_1$ we denote its horizontal layer, see Section 2. Up to a choice of an adapted basis $B := \{X_1, X_2, X_3, X_4, X_5\}$ of the Lie algebra as in Section 2, we identify $F_{2,3}$ with $\mathbb{R}^5$ through the exponential map. We endow the Lie algebra of $F_{2,3}$ with an auxiliary inner product that makes $B$ an orthonormal basis, and we fix an arbitrary left-invariant homogeneous distance on $F_{2,3}$, see Section 2 for more details. The Hausdorff measures on $F_{2,3}$ are computed with respect to such a distance. Finally, for every $e \in V_1$ we denote $\Omega(e) := \{\exp(te) : t \in \mathbb{R}\}$, and $\mathbb{V}(e) := \exp(e^\perp)$.

We are now ready to state our result. For the proof of the forthcoming statement, see Theorem 3.4, and Theorem 3.5.

**Theorem 1.1.** Let $F_{2,3}$ be the free Carnot group of rank 2 and step 3, and let $V_1$ be the first layer of a stratification of its Lie algebra. For any $e \in V_1$ there exists a compact set $K \subseteq \Omega(e)$, and an intrinsically Lipschitz function $\varphi: K \to \mathbb{V}(e)$ such that the following two conditions hold.

(i) $\mathcal{H}^1(\text{graph}(\varphi)) > 0$, where $\text{graph}(\varphi) := \{a \cdot \varphi(a) : a \in K\}$,

(ii) for any intrinsically Lipschitz map $\tilde{\varphi}: \Omega \to \mathbb{V}(e)$, where $\Omega$ is an open subset of $\Omega(e)$, we have

$$\mathcal{H}^1(\text{graph}(\varphi) \cap \text{graph}(\tilde{\varphi})) = 0.$$ 

As a consequence, there exists no intrinsically Lipschitz map $\psi: \Omega(e) \to \mathbb{V}(e)$ such that $\psi|_K = \varphi$.

Notice that Theorem 1.1 tells that the examples for which LEP fails can be constructed for every horizontal direction in $F_{2,3}$. We stress that the previous example can also be constructed in the Engel group taking as $e$ the unique horizontal abnormal direction, see Remark 3.1.

We highlight a connection between the LEP for low-dimensional intrinsically Lipschitz graphs in Carnot groups and the LEP for pairs of Carnot groups, which has already been noticed in [10]. It is readily seen that whenever $\varphi: U \subseteq \mathbb{W} \to \mathbb{V}$ is an intrinsically Lipschitz function, where $\mathbb{W}, \mathbb{V}$ are complementary subgroups of a Carnot group $G$, and $\mathbb{V}$ is normal, hence the graph map $\text{graph}(\varphi): U \to G$ is Lipschitz, see [16, Proposition 3.7], and $\mathbb{W}$ is a Carnot subgroup, see [2, Remark 2.1]. Hence asking for the validity of LEP for intrinsically Lipschitz maps between complementary subgroups $\mathbb{W}$ and $\mathbb{V}$, with $\mathbb{V}$ normal, amounts at asking if the couple of Carnot groups $(\mathbb{W}, G)$ has a LEP in such a way that the extension preserves the graph structure associated to $(\mathbb{W}, \mathbb{V})$.

We briefly discuss the proof of Theorem 1.1. The first step is to prove that if a Lipschitz curve starting from $0$ and defined on a compact interval of $\mathbb{R}$ with values in a Carnot group has intrinsic derivative that stays at every time in some cone, then the entire curve lies in the closure of the semigroup generated by that cone, see Lemma 2.4. Hence, we exploit the explicit expression of the semigroup computed in [6, Proposition 5.7] for $F_{2,3}$ in order to give a geometric constraint on every Lipschitz curve in $F_{2,3}$ that has intrinsic derivative that stays at every time in some precise one-sided Euclidean cone, see Proposition 3.1.
Hence, we carefully construct a biLipschitz curve $\gamma$ from a compact $\mathcal{H}^1$-positive measured set $K \subseteq \mathcal{N}(X_2)$ to $\mathbb{F}_{2,3}$ that in coordinates reads as $\gamma(t) = (0, t, 0, \gamma_4(t), 0)$ with a strictly decreasing $\gamma_4$, see Proposition 3.2. The fact that $\gamma_4$ is strictly decreasing, together with the explicit expression of the semigroup computed in [6], implies that every Lipschitz curve from a compact interval of $\mathcal{N}(X_2)$ to $\mathbb{F}_{2,3}$ that has intrinsic derivative that stays at every time in some precise one-sided Euclidean cone could intersect $\gamma$ at most in one point, see Proposition 3.3. Hence, to obtain Theorem 1.1 with $\varepsilon = X_2$, it is sufficient to notice that the construction in Proposition 3.2 ensures that the projection $\mathcal{N}(X_2) \supset K \ni t \mapsto \mathcal{P}_V(X_2)(\gamma(t))$ is intrinsically Lipschitz, and further notice that the graph of every intrinsically Lipschitz map from a compact interval of $\mathcal{N}(X_2)$ to $\mathcal{V}(X_2)$ is a Lipschitz curve that has intrinsic derivative that stays at every time in some one-sided Euclidean cone, see the discussion after Definition 3.1.

Finally, to obtain the example of Theorem 1.1 in every direction $\varepsilon \in V_1$, we exploit the fact that $\mathbb{F}_{2,3}$ is a free Nilpotent Lie group, cf. Lemma 2.1.

Before concluding the introduction let us briefly discuss why this counterexample is so relevant. In [18] one of the core observations that yields both the existence of the density and the area formulae is that given a Lipschitz function $f : B \to X$, where $X$ is an arbitrary metric space and $B$ is a Borel subset of $\mathbb{R}^n$, one can without loss of generality assume that the image under $f$ of the set where the metric differential is injective, is covered $\mathcal{H}^n$-almost all by the image of countably many Lipschitz maps of arbitrary small Lipschitz constant defined on open sets of suitable $n$-dimensional Banach spaces, see [18, Lemma 4]. This approach is the natural extension to the metric setting of the classical one, see for instance [11, Lemma 3.2.17]. The counterexample we construct in this note therefore tells us that the area formula, the existence of the density and the general structure theory for intrinsic Lipschitz rectifiable sets cannot be deduced from a theory for the graphs defined on open sets. In particular the delicate techniques employed in [3, 4] to deal with intrinsic Lipschitz functions defined on Borel sets were an unavoidable evil in order to obtain those results at that level of generality.

2 PRELIMINARIES

For general facts about Carnot groups, we refer the reader to [19]. In this note we work specifically in the Carnot group $\mathbb{F}_{2,3}$ that is the free group of step 3 and rank 2. The Lie algebra of $\mathbb{F}_{2,3}$ is 5 dimensional and it is generated by 2 vectors, that we denote by $X_1$ and $X_2$. We will denote $V_1 := \text{span}\{X_1, X_2\}$, and we endow it with a scalar product denoted by $\langle \cdot , \cdot \rangle$ that makes $X_1, X_2$ orthonormal. A basis of the Lie algebra is completed to $X_1, \ldots , X_5$ for which the only non-trivial Lie brackets are

$$[X_2, X_1] = X_3, \quad [X_3, X_1] = X_4, \quad [X_3, X_2] = X_5.$$  

Every graded group, and so $\mathbb{F}_{2,3}$, has a one-parameter family of dilations that we denote by $\{\delta_\lambda : \lambda > 0\}$. We will indicate with $\delta_\lambda$ both the dilation of factor $\lambda$ on the group and its differential.

The operation of $\mathbb{F}_{2,3}$ in exponential coordinates of the second type (cf. [6, Section 5]) is given by the following expression

$$x \cdot y = \left(x_1 + y_1, x_2 + y_2, x_3 + y_3 - x_1y_2, x_4 + y_4 - x_1y_3 + \frac{x_1^2y_2}{2}, x_5 + y_5 + x_1x_2y_2 + \frac{x_1y_2^2}{2} - x_2y_3, \right),$$

see [6, Equation (5.1)] for a reference, and where as usual $x_i$ and $y_i$ are the coordinates of $x$ and $y$ seen as vectors in $\mathbb{R}^5$.

**Definition 2.1** (Smooth-box metric). Let exp be the exponential map of $\mathbb{F}_{2,3}$. We identify $\mathbb{F}_{2,3}$ with $\mathbb{R}^5$ through exp and the previous choice of the basis $\{X_1, \ldots , X_5\}$ of the Lie algebra.

For any $g \in \mathbb{F}_{2,3} \equiv \mathbb{R}^5$, we let

$$\| (g_1^1, g_1^2, g_2^1, g_3^1, g_3^2) \| = \| \exp(g_1^1X_1 + g_1^2X_2 + g_2^1X_3 + g_3^1X_4 + g_3^2X_5) \| := \max\{\varepsilon_1 |g_1^1|, \varepsilon_2 |g_2^1|^{1/2}, \varepsilon_3 |g_3^1|^{1/3}\},$$

where $g_1^1 := (g_1^1, g_2^1), g_3^1 := (g_3^1, g_3^2), g_3^2 := (g_2^1, g_3^2)$, and $\varepsilon_1 = 1, \varepsilon_2, \varepsilon_3$ are suitably small parameters depending only on the group $\mathbb{F}_{2,3}$. For the proof of the fact that we can choose the $\varepsilon_i$’s in such a way that $\| \cdot \|$ is a left invariant, homogeneous norm on $\mathbb{F}_{2,3}$ that induces a left-invariant homogeneous distance we refer to [14, Section 5]. Furthermore, we define

$$d(x, y) := \| x^{-1} \cdot y \|.$$
Notice that
\[
\| \exp(x_2X_2) \exp(x_4X_4) \| = \| \exp(x_4X_4) \exp(x_2X_2) \| = \| \exp(x_2X_2 + x_4X_4) \| = \max\{\epsilon_1 |x_2|, \epsilon_3 |x_4|^{1/3}\},
\]
where we are using that \(|X_2, X_4| = 0\). Hence, the vector \((0, x_2, 0, x_4, 0)\) defines the same element of \(\mathbb{F}_{2,3}\) no matter if we read it in coordinates induced by the identification through \(\exp\) and the basis \(\{X_1, \ldots, X_5\}\), or if we read it in exponential coordinates of the second type. Hence, when computing his norm we will freely use (1).

We recall without proof the following lemma which is essentially due to the fact that \(\mathbb{F}_{2,3}\) is a free nilpotent Lie group.

**Lemma 2.1.** For any couple of linearly independent vectors \(Y_1, Y_2\) in the first layer \(V_1\) of the Lie algebra of \(\mathbb{F}_{2,3}\) there exists an homogeneous group automorphism \(\Psi : \mathbb{F}_{2,3} \to \mathbb{F}_{2,3}\) such that
\[
\Psi(\exp(X_i)) = \exp(Y_i) \quad \text{for any } i = 1, 2.
\]

Let us now give some definitions.

**Definition 2.2** (Vector fields in coordinates). The vector fields \(\{X_i\}_{i=1,...,5}\) act on smooth functions, and for \(i = 1, \ldots, 5\) we can write them in exponential coordinates of the second type as
\[
X_i(x) := \sum_{j=1}^5 c_{ij}(x) \partial_j,
\]
where, for every \(j = 1, \ldots, 5\), \(\partial_j = \partial_{x_j}\) are the standard derivations on \(\mathbb{R}^5\) associated to the coordinate functions, and where \(c_{ij}(x)\) are polynomials. We shall order the coefficients \(c_{ij}\) relative to the vector-fields \(X_1, X_2\) in the form of the matrix
\[
\mathcal{C}(x) := \begin{pmatrix}
    c_{11}(x) & c_{12}(x) \\
    \vdots & \vdots \\
    c_{51}(x) & c_{52}(x)
\end{pmatrix}.
\]

**Definition 2.3** (Derivative of a curve). Let \(B\) be a Borel subset of the real line. Given a curve \(\gamma : B \to \mathbb{F}_{2,3} \equiv \mathbb{R}^5\) and a Lebesgue density point \(t \in B\), we denote
\[
\gamma'(t) := \lim_{r \to 0+} \frac{\gamma(t+r) - \gamma(t)}{r}, \quad \text{whenever the right-hand side exists.}
\]

Furthermore, we say that an absolutely continuous curve \(\gamma : [a, b] \to \mathbb{F}_{2,3}\) is *horizontal* if there exists a measurable function \(h : [a, b] \to V_1\) such that
(i) \(\gamma'(t) = \mathcal{C}(\gamma(t))[h(t)]\) for \(\mathcal{H}^1\)-almost every \(t \in [a, b]\),
(ii) \(|h| \in L^\infty([a, b])\).

Following the notation of [22] we shall refer to \(h\) as the canonical coordinates of \(\gamma\) and if \(||h||_\infty \leq 1\) we will say that \(\gamma\) is a sub-unit path. Finally, we define the Carnot-Caratheodory distance \(d_c\) on \(\mathbb{F}_{2,3}\) as
\[
d_c(x, y) := \inf\{T \geq 0 : \text{there is a sub-unit path } \gamma : [0, T] \to \mathbb{R}^5 \text{ such that } \gamma(0) = x \text{ and } \gamma(1) = y\}.
\]
It is well known that \(d_c(\cdot, \cdot)\) is a left invariant homogeneous metric on \(\mathbb{F}_{2,3}\). Moreover, \(d_c\) on \(\mathbb{F}_{2,3}\) is biLipschitz equivalent to the distance induced by the norm \(\|\cdot\|\) introduced in Definition 2.1, since every two homogeneous left-invariant distances are biLipschitz equivalent on a Carnot group.

**Definition 2.4** (Hausdorff Measures). Throughout the paper we define the \(h\)-dimensional Hausdorff measure relative to \(d\) as
\[
\mathcal{H}^h(A) := \sup_{\delta > 0} \left\{ \sum_{j=1}^\infty 2^{-h} \text{diam} E_j^h : A \subseteq \bigcup_{j=1}^\infty E_j, \text{diam} E \leq \delta \right\}.
\]
We now give two lemmas about Lipschitz curves that will be useful in the proof of the main result of this note. The following lemma allows us to characterise those Euclidean Lipschitz curves that are also Lipschitz curves when $\mathbb{R}^3$ is endowed with the Carnot-Carathéodory distance $d_c$ introduced above. Its proof is based on an extension argument and on [22, Lemma 1.3.3]. Since the proof is standard, we omit it.

**Lemma 2.2.** Let $B$ be a Borel subset of the real line. If a curve $\gamma : B \to \mathbb{F}_{2,3}$ is $L$-Lipschitz with respect to the distance $d_c$ on $\mathbb{F}_{2,3}$, then the Euclidean derivative $\gamma'(t)$, see Definition 2.3, exists at almost every $t \in B$, and is such that

$$\gamma'(t) = \mathcal{C}(\gamma(t)) |h(t)|$$

for $h \in L^\infty(B, V_1)$ with $\|h\|_\infty \leq L$.

The following lemma can be proved with an extension argument and basing on [22, Lemma 2.1.4]. Again, since the proof is standard, we omit it.

**Lemma 2.3.** Let $B$ be a Borel subset of the real line and assume $\gamma : B \to \mathbb{F}_{2,3}$ is a Lipschitz curve with respect to the metric $d_c$. If $h \in L^\infty(B, V_1)$ is the vector of canonical coordinates of $\gamma'$, then for $\mathcal{H}^1$-almost every $t \in B$ we have

$$D \gamma(t) := \lim_{s \to 0} \frac{\delta_{1/s}(\gamma(t) - 1 \cdot (\gamma(t) + s))}{t + s} = (h_1(t), h_2(t), 0, 0, 0).$$

In particular $D \gamma(t)$ exists for $\mathcal{H}^1$-almost every $t \in B$.

Let us now give some basic definitions of cones.

**Definition 2.5 (Cone $C(e, \sigma)$).** Let $e \in \text{span}\{X_1, X_2\}$ be a unit vector and $\sigma \in (0, 1)$. We denote by $C(e, \sigma)$ the one-sided, open, convex cone with axis $e$ and opening $\sigma$, namely

$$C(e, \sigma) := \{ x \in V_1 : (x, e) > (1 - \sigma^2)|x| \}.$$

Let $B$ be a Borel subset of the real line, and let us now shorten the notation to $\mathcal{C} := C(e, \sigma)$. A Lipschitz curve $\gamma : B \to \mathbb{F}_{2,3}$, where as usual $\mathbb{F}_{2,3}$ is endowed with the metric $d_c$, is said to be a $C$-curve if

$$D \gamma(t) \in \mathcal{C} \text{ for } \mathcal{H}^1\text{-almost every } t \in B. \quad (2)$$

Notice that a Lipschitz curve is always Pansu-differentiable almost everywhere, see [24], hence the previous $D \gamma(t)$ exists for almost every $t \in B$. If the domain of a $C$-curve $\gamma$ is a compact interval, we will say that $\gamma$ is a full $C$-curve.

**Definition 2.6 ($\mathfrak{N}(e)$ and $\mathbb{V}(e)$).** For any $e \in V_1$, in the following we will always denote by

(i) $\mathfrak{N}(e)$ the 1-parameter subgroup tangent to $e$ at 0, i.e., $\mathfrak{N}(e) := \exp(\{te : t \in \mathbb{R}\}),$

(ii) $\mathbb{V}(e)$ the hyperplane orthogonal to $e$ (in the Euclidean sense), i.e., $\mathbb{V}(e) := \exp(e^\perp)$. Notice that $\mathbb{V}(e)$ is also a normal homogeneous 9-dimensional subgroup of $\mathbb{F}_{2,3}$.

**Definition 2.7 (Cone $K(e, \sigma)$ and semigroup $X(e, \sigma)$).** For any $e \in \text{span}\{X_1, X_2\}$ and $\sigma \in (0, 1)$ we let

(i) $X(e, \sigma) := \{ \prod_{i=1}^N \delta_{t_i}(v_i) : v_i \in C(e, \sigma), N \in \mathbb{N} \text{ and } t_i > 0 \}$,

(ii) $K(e, \sigma) := \{ w \in \mathbb{F}_{2,3} : \text{dist}(w, \mathfrak{N}(e)) \leq \sigma\|w\| \}.$

Let us remark that the two above notions of cones rise from two different aspects of the nature of the group $\mathbb{F}_{2,3}$. On the one hand, $X$ is a cone that arises from the algebraic structure of $\mathbb{F}_{2,3}$, it characterises the points that can be reached from the origin by a continuous, piece-wise linear path that goes in the direction of the Euclidean cone $C(e, \sigma)$. On the other hand, $K(e, \sigma)$ is a metric cone and as such is more suitable for the local description of geometric (1-dimensional objects) inside the group $\mathbb{F}_{2,3}$.

Let us now state the following result which will be of crucial importance in the proof of the result of this note. The following result can be proved by using [22, Lemma 2.1.4] and an approximation result as in [9, Lemma 3.2]. We write the proof for the reader’s convenience.
Lemma 2.4. Let $T > 0$, $e \in V_1$, and suppose $\gamma : [0,T] \to \mathbb{R}^2$ is a Lipschitz curve such that $\gamma(0) = 0$. If $\langle D\gamma(t), e \rangle > (1 - \sigma^2)|D\gamma(t)|$ for almost every $t \in [0,T]$, then $\gamma(T) \in \text{cl}(X(e,\sigma))$.

Proof. Thanks to [22, Proposition 1.3.3] there exists a function $h \in L^\infty([0,T], V_1)$ such that

$$\gamma'(t) = C(\gamma(t))[h(t)] = \sum_{j=1}^{2} h^j(t)X_j(\gamma(t)).$$

for $H^1$-almost every $t \in [0,T]$. Then, by [22, Lemma 2.1.4] we know that $\langle h(t), e \rangle > (1 - \sigma^2)|h(t)|$ for $H^1$-almost every $t \in [0,T]$. Let $\{h_i\}_{i \in \mathbb{N}}$ be a sequence of piece-wise constant curves in $L^\infty([0,T]; V_1)$ such that

(i) $\langle h_i(t), e \rangle > (1 - \sigma^2)|h_i(t)|$ for $H^1$-almost every $t \in [0,T]$ and any $i \in \mathbb{N}$,

(ii) $\lim_{i \to \infty} \|h_i - h\|_{L^1([0,T];\mathbb{R}^2)} = 0$.

We can also assume that $\sup_{i \in \mathbb{N}} \sum_{j=1}^{2} \|h_i^j\|_{\infty} \leq M$, for some $M > 0$. According to to the definition of $X(e,\sigma)$ and since the $h_i$’s are piece-wise constant, the curves $\gamma_i$ solving the Cauchy problems

$$\begin{cases}
\dot{\gamma}_i(t) = \sum_{j=1}^{2} h_i^j(t)X_j(\gamma_i(t)) & \text{for } H^1\text{-almost every } t \in [0,T],
\gamma_i(0) = 0,
\end{cases}$$

are such that $\gamma_i(t) \in \text{cl}(X(e,\sigma))$ for any $t \in [0,T]$. In addition, since $d(\gamma_i(t), 0) \leq Mt$ for every $t \in [0,T]$, there exists a compact set $K \subseteq G$ for which

$$\bigcup_{i \in \mathbb{N}} \gamma_i([0,T]) \cup \gamma([0,T]) \subseteq K.$$

We now claim that

$$\lim_{i \to \infty} d(\gamma_i(t), \gamma(t)) = 0, \tag{3}$$

for every $t \in [0,T]$. If we assume that (3) holds true, by continuity we inter that $\gamma(t) \in \text{cl}(X(e,\sigma))$, and this concludes the proof. Let us fix $t \in [0,T]$ and compute

$$|\gamma_i(t) - \gamma(t)| = \left| \int_0^t \sum_{j=1}^{2} \left( h_i^j(s)X_j(\gamma_i(s)) - h^j(s)X_j(\gamma(s)) \right) ds \right|$$

$$\leq \int_0^t \sum_{j=1}^{2} \left| h_i^j(s) \right| \left| X_j(\gamma_i(s)) - X_j(\gamma(s)) \right| ds + \int_0^t \sum_{j=1}^{2} \left| h_i^j(s) - h^j(s) \right| \left| X_j(\gamma(s)) \right| ds.$$

Notice that, by the choice of $h_i^j$, the term

$$\alpha_i(t) := \int_0^t \sum_{j=1}^{2} \left| h_i^j(s) - h^j(s) \right| \left| X_j(\gamma(s)) \right| ds$$

is infinitesimal as $i \to \infty$, and that, by the smoothness of $X_1, X_2$ we can find $C > 0$ depending on $T$ and $K$ such that

$$|\gamma_i(t) - \gamma(t)| \leq \alpha_i(t) + CM \int_0^t |\gamma_i(s) - \gamma(s)| ds.$$

We are then in a position to apply Grönwall Lemma to get

$$|\gamma_i(t) - \gamma(t)| \leq \alpha_i(t)e^{CMt},$$

and letting $i \to \infty$, we conclude the proof of (3) and in turn of the proposition. \qed
3 CONSTRUCTION OF A LIPSCHITZ FRAGMENT UNRECTIFIABLE WITH RESPECT TO FULL CURVES

We start this section with a rigidity result for Lipschitz curves that satisfy the hypothesis of Lemma 2.4.

Proposition 3.1. Let $\sigma \in (0,1)$ and suppose that $\gamma : [0,T] \to \mathbb{F}_{2,3}$ is a Lipschitz curve such that $\langle D\gamma(t), X_2 \rangle > (1 - \sigma^2)|D\gamma(t)|$. Then, for any $t \in [0,T]$ we have

$$\gamma(s) \in \gamma(t) \cdot \{ z \in \mathbb{F}_{2,3} : x_2 \geq 0 \text{ and } x_3^2 x_4 - 2x_2^2 x_5 - 6x_2 x_3 x_5 - 6x_5^2 \geq 0 \}, \quad \text{whenever } s \in [t,T],$$

where we stress that $(x_1, x_2, x_3, x_4, x_5)$ are the exponential coordinates of the second type on $\mathbb{F}_{2,3}$ associated to the basis $\{X_1, \ldots, X_5\}$, see [6, Section 5].

Proof. Without loss of generality, we can assume that $t = 0$, otherwise we let $\gamma(\cdot) := \gamma(\cdot + t)|_{[0,T-t]}$. Moreover, up to left translation we can also assume that $\gamma(0) = 0$. Lemma 2.4 shows that for any $s \in [0,T]$ we have that $\gamma(s) \in \text{cl}(X(X_2, \sigma))$ and thus, thanks to [6, Proposition 5.7], we infer that

$$\gamma(s) \in \{ x \in \mathbb{F}_{2,3} : x_2 \geq 0 \text{ and } x_3^2 x_4 - 2x_2^2 x_5 - 6x_2 x_3 x_5 - 6x_5^2 \geq 0 \}.$$

This concludes the proof of the proposition. \qed

The following proposition contains the main construction of this note.

Proposition 3.2. There exists a compact set $K \subseteq [0,1]$ of positive $\mathcal{H}^1$-measure and a biLipschitz curve $\gamma : K \to \mathbb{F}_{2,3}$ such that

$$\gamma(t) = (0, t, 0, \gamma_4(t), 0),$$

and where $\gamma_4$ is a strictly decreasing function.

Proof. Throughout the proof, we will work in exponential coordinates of the second type, see [6, Section 5]. Since the result of the Proposition is invariant up to biLipschitz equivalent distances, we work with the distance introduced in Definition 2.1.

Before constructing the curve, we need to construct the set $K$. In order to do this, for any $k \in \mathbb{N}$ we let $E_k = \{ J_j^k : j \in \{1, \ldots, 2^k\} \}$ be a family of $2^k$ intervals with the following properties

(i) $E_1 = \{ [0,1] \},$

(ii) for any $k \geq 2$ and any $1 \leq j \leq 2^{k-1}$, defined $c_j^{k-1}$ to be the barycenter of the interval $J_{j-1}^k$, we have

$$\begin{align*}
J_{2j-1}^k &= (-\infty, c_{j-1}^{k-1}) \cap J_{j-1}^k \setminus (c_{j-1}^{k-1} - 1/8^{k-1}, c_{j-1}^{k-1} + 1/8^{k-1}), \\
J_{2j}^k &= (c_{j-1}^{k-1}, \infty) \cap J_{j-1}^k \setminus (c_{j-1}^{k-1} - 1/8^{k-1}, c_{j-1}^{k-1} + 1/8^{k-1}).
\end{align*}$$

Note that the requirements (i) and (ii) imply that if $j_2 > j_1$ and $t \in J_{j_2}^k$, $s \in J_{j_2}^k$ then $s > t$. For any $k$ let

$$C(k) := \bigcup_{j=1}^{2^k} J_j^k.$$

It is immediate to see that the sets $C(k)$ are nested compact sets such that $\mathcal{H}^1(C(k)) \geq 2/3$ and thus the set $K := \bigcap_{k \in \mathbb{N}} C(k)$ is a compact set for which $\mathcal{H}^1(K) \geq 2/3$ thanks to the continuity of the measure from below.

First of all, let us note that the image of the curve $t \mapsto (0, t, 0, 0, 0) =: \eta(t)$ is isometric to the real line, when $\mathbb{F}_{2,3}$ is endowed with the norm introduced above. Secondly, let $w$ be such that $w_1 = 0$ and note that

$$w \cdot \eta(t) = (0, w_2 + t, w_3, w_4, w_5).$$

We are ready to construct a sequence of Lipschitz functions $\gamma^k : C(k) \to \mathbb{F}_{2,3}$ such that for any $k \geq 2$ we have

$$\gamma^k(t) = (0, t, 0, \gamma_4^k(t), 0),$$

and where $\gamma_4^k$ is a strictly decreasing function.
(i) $\gamma^k$ is such that for any $t \in C(k)$ we have

$$0 \leq \gamma^k(t) - \gamma^k(t) \leq \varepsilon_3^3 8^{-6(k-1)}, \quad (4)$$

(ii) if $t, s \in C(K)$ and $t \neq s$, we have

$$\frac{\varepsilon_3 |\gamma^k(t) - \gamma^k(s)|^{1/3}}{|s - t|} \leq \frac{8^{-1} - 8^{-k}}{1 - 8^{-1}} =: c(k). \quad (5)$$

(iii) $j \in \{1, \ldots, 2^k\}$ there exists an $\omega(k, j) \in \{-\varepsilon_3^3 \sum_{t=1}^{k-1} \tau_t 8^{-6i}: (\tau_1, \ldots, \tau_{k-1}) \in \{0, 1\}^{k-1}\} =: \mathcal{I}(k)$ in such a way that $\gamma^k[\mathcal{I}(k)](t) = (0, t, 0, \omega(k, j), 0)$.

(iv) if $s > t$ belong to different intervals of $E_k$, then $\gamma^k(s) - \gamma^k(t) \leq -\varepsilon_3^3 8^{-6(k-1)}$.

We construct the $\gamma^k$'s inductively: for $k = 1$, we let $\gamma^1 := \eta|_{[0,1]}$, and for a general $k$ we let

$$\gamma^k(t) := \begin{cases} \gamma^{k-1}(t) & \text{if } t \in \mathcal{I}_j^k \text{ and } j \text{ is odd}, \\ \left(\delta_{8-2(k-1)}(\varepsilon_3^3 X_k)\right)^{-1} \cdot \gamma^{k-1}(t) & \text{if } t \in \mathcal{I}_j^k \text{ and } j \text{ is even}, \end{cases} \quad \text{where } \varepsilon_3 \text{ is the constant in the definition of the norm } ||\cdot|| \text{ relative to the third layer.}$$

The fact that $\gamma^2$ satisfies items (i), (ii) and (iii), (iv) above is immediate.

Let us now assume that for any $j \in \{1, \ldots, k\}$ we have constructed the curve $\gamma^k$ with the required properties (i), (ii), (iii) and (iv).

Let us note that if $t \in \mathcal{I}_j^{k+1}$ and $j$ is odd, then $\gamma^k(t) = \gamma^{k+1}(t)$. Otherwise, if $t \in \mathcal{I}_j^{k+1}$ and $j$ is even, we have by definition of the families $E_k$ that $t \in \mathcal{I}_{j/2}$ and

$$\gamma^{k+1}(t) = \left(\delta_{8-2(k-1)}(\varepsilon_3^3 X_k)\right)^{-1} \cdot \gamma^k(t) = (0, 0, 0, -8^{-6k} \varepsilon_3^{-3}, 0) \cdot (0, t, 0, \omega(k, j/2), 0) = (0, t, 0, -8^{-6k} \varepsilon_3^{-3} + \omega(k, j/2), 0).$$

The above computation proves simultaneously (4) and item (iii) since $-8^{-6k} \varepsilon_3^{-3} + \omega(k, j/2) \in \mathcal{I}(k+1)$. Let us prove that item (ii) holds. Let $s, t \in C(k+1)$ be such that $s, t \in C(k+1)$. If $s, t$ belong to the same interval of $E_{k+1}$, then there is nothing to prove. If this is not the case, since $s$ and $t$ do not belong to the same interval in $E_{k+1}$, we infer that $|s - t| \geq 2 \cdot 8^{-k}$. This, together with (ii) applied to $\gamma^k$ and the fact (4) holds for $\gamma^{k+1}$, imply that

$$\frac{\varepsilon_3 |\gamma^{k+1}(t) - \gamma^{k+1}(s)|^{1/3}}{|s - t|} \leq \frac{\varepsilon_3 |\gamma^k(t) - \gamma^k(s)|^{1/3}}{|s - t|} + \frac{\varepsilon_3 |\gamma^k(t) - \gamma^k(s)|^{1/3}}{|s - t|} + \frac{\varepsilon_3 |\gamma^k(s) - \gamma^{k+1}(s)|^{1/3}}{|s - t|} \leq 2 \cdot 8^{-2k} + c(k) = c(k+1),$$

and this proves (5) for the curve $\gamma^{k+1}$. Let us now prove item (iv) and complete the induction. Let $s > t$ belong to different intervals of $E_{k+1}$. If $s > t$ belong to the same interval of $E_k$, we have

$$\gamma^{k+1}(s) - \gamma^{k+1}(t) = \gamma^k(s) - \gamma^k(t) - \varepsilon^3 8^{-6k} = -\varepsilon^3 8^{-6k},$$

and thus (iv) is proved in this case. If $s > t$ belong to different intervals of $E_k$, we have

$$\gamma^{k+1}(s) - \gamma^{k+1}(t) = \gamma^k(s) - \gamma^k(t) + \gamma^k(t) - \gamma^{k+1}(t) \leq 0 - \varepsilon^3 8^{-6(k-1)} + \varepsilon^3 8^{-6k} \leq -\varepsilon^3 8^{-6k},$$
where the second last inequality above comes from (4) and the fact that the inductive hypothesis implies that $\gamma^k$ satisfies the hypothesis (i), (ii), (iii) and (iv).

Let us now notice that for every $k \geq 0$, we have that $\gamma^{k+1}$ is an isometric immersion of $(C(k+1), |\cdot|_{eu})$ into $(\mathbb{F}_{2,3}, \| \cdot \|)$. Indeed, since $c(k) \leq 1/7$ for any $k \geq 2$, we infer that when $s, t \in C(k+1)$, from item (iv) above we have

$$\|\gamma^{k+1}(t)^{-1} \cdot \gamma^{k+1}(s)\| = \| (0, s - t, 0, \gamma^{k+1}(s) - \gamma^{k+1}(t), 0)\| = \max\{|s - t|, e_3|\gamma^{k+1}(s) - \gamma^{k+1}(t)|^{1/3}\} = |s - t|.$$ 

On the other hand the identity $\|\gamma^{k+1}(t)^{-1} \cdot \gamma^{k+1}(s)\| = |s - t|$ is trivially satisfied when $s, t$ belong to the same interval of $E_{k+1}$ thanks to the fact that (iii) holds for $\gamma^{k+1}$. Then the sought claim is proved.

Restricting the functions $\gamma^k$ to $K$, by Ascoli–Arzelà we infer that the curves $\gamma^k|_{K}$ converge uniformly, up to subsequences, to an isometric embedding of $(K, |\cdot|_{eu})$ in $(\mathbb{F}_{2,3}, \| \cdot \|)$ that we denote by $\gamma$. Also, note that thanks to (iii), we have $\gamma(t) = (0, t, 0, \gamma_4(t), 0)$.

Let us prove that the function $\gamma_4$ is strictly decreasing. Let $s > t$ be two elements of $K$ and note that by the very definition of $K$ there must exist a $k \in \mathbb{N}$ such that $s$ and $t$ lie in two different elements of $E_k$. Thanks to properties (i), (ii), and (iv) for the curve $\gamma^k$, we infer that

$$e_3^{-3}8^{-6(k-1)} \leq \gamma_k^4(t) - \gamma_k^4(s) \leq |\gamma_4(t) - \gamma_4^4(t)| + |\gamma_4(t) - \gamma_4(s)| + |\gamma_4(s) - \gamma_4^4(s)|$$

$$\leq \sum_{j=k}^{\infty} |\gamma^{j+1}_4(t) - \gamma^j_4(t)| + |\gamma^j_4(t) - \gamma^j_4(s)| + \sum_{j=k}^{\infty} |\gamma^{j+1}_4(s) - \gamma^j_4(s)|$$

$$\leq 2e_3^{-3} \sum_{j=k}^{\infty} 8^{-6j} + |\gamma_4(t) - \gamma_4(s)| = \frac{2e_3^{-3}8^{-6k}}{1 - 8^{-6}} + |\gamma_4(t) - \gamma_4(s)|.$$ 

Rearranging terms of the above expression we finally infer that

$$5e_3^{-3}8^{-6k} \leq |\gamma_4(t) - \gamma_4(s)|,$$

proving the fact that $\gamma_4$ is strictly decreasing and in turn the proposition.

From the previous construction we immediately deduce the following

**Proposition 3.3.** For any $\sigma > 0$ and any full $C(X_2, \sigma)$-curve $\eta$ we have that

$$\text{Card}(\text{Im}(\gamma) \cap \text{Im}(\eta)) \leq 1,$$

where $\gamma$ is the curve constructed in Proposition 3.2.

**Proof.** Since $\text{Im}(\gamma)$ and $\text{Im}(\eta)$ are compact sets, the preimage by $\gamma$ in $K$ of their intersection is a compact set $K(\eta)$. We let $t_0 := \min K(\eta)$ and note that thanks to Proposition 3.1, we have that

$$\text{Im}(\eta) \cap \text{Im}(\gamma) \subseteq \mathcal{I}(t_0) : \{ z \in \mathbb{F}_{2,3} : z_2 \geq 0 \text{ and } z_2^2 - 2z_2z_3 + 6z_3^2 - 6z_2x_3x_5 - 6x_5^2 \geq 0 \}.$$

where the inclusion $\text{(i)}$ can be proved by noting that if $\gamma(s_0) = \eta(t_0)$ and $\gamma(s_1) = \eta(t_1)$ and $s_0 \leq s_1$ then $t_0 \leq t_1$ thanks to the fact that $\eta$ and $\gamma$ are $C(e, \sigma)$-curves. In particular we infer for any $t \in K(\eta) \setminus \{ t_0 \}$, the coordinates of $\gamma(t)$ must satisfy the inequality $\text{(ii)}$ that in this case boils down to

$$(t - t_0)^2(\gamma_4(t) - \gamma_4(t_0)) \geq 0.$$ 

Since by construction $t_0$ was the minimum of $K(\eta)$, the above inequality allows us to infer that $\gamma_0(t) \geq \gamma_4(t_0)$, that is in contradiction with the fact that $\gamma_4$ is strictly decreasing. This means that $\gamma(t_0)$ can be the only intersection of the two curves concluding the proof of the proposition.

Let us now recall the definition of intrinsic Lipschitz graph.
Definition 3.1 (Intrinsic Lipschitz graph). Given \( e \in V_1 \), a Borel subset \( B \) of \( \mathcal{B}(e) \), and a map \( \varphi : B \to \mathcal{V}(e) \), we say that \( \varphi \) is intrinsic Lipschitz if graph(\( \varphi \)) := \( \{ \Phi(t) : t \in B \} \) is a \( K(e, \sigma) \)-set for some \( 0 \leq \sigma < 1 \), where \( \Phi(t) := te \cdot \varphi(te) \) is the graph map of \( \varphi \). Note in particular that \( \Phi \) satisfies the inequality

\[
\text{dist}(\Phi(s), \Phi(t)\mathcal{B}(X_2)) \leq \sigma \|\Phi(t)^{-1}\Phi(s)\|,
\]

for any \( s, t \in B \). Furthermore, if a Borel set \( E \subseteq F_{2,3} \) is the graph of an intrinsic Lipschitz, we will call it intrinsic Lipschitz graph.

Note that the curve \( \mathcal{P}_\mathcal{V}(\gamma) = \gamma_4 \) constructed in Proposition 3.2 is an intrinsic Lipschitz map, indeed for any \( s, t \in K \) we have

\[
\text{dist}(\gamma(s), \gamma(t)\mathcal{B}(X_2)) = \inf_{\lambda \in \mathbb{R}} \| (0, t - s - \lambda, 0, \gamma_4(t) - \gamma_4(s), 0) \| = \varepsilon_3 |\gamma_4(t) - \gamma_4(s)|^{1/3} (\frac{1}{12} \leq |s - t|/7 \leq \| \gamma(t)^{-1}\gamma(s) \|/7).
\]

Furthermore, if we let \( \Phi : I \subseteq \mathcal{B}(X_2) \to F_{2,3} \), where \( I \) is a compact interval, to be the graph map of an intrinsic Lipschitz function where the cones have opening \( \sigma \), it is immediate to see that \( \Phi \) is a Lipschitz map from the compact interval \( I \) into \( F_{2,3} \), and thus for \( \mathcal{H}^1 \)-almost any \( t \in I \) we have

\[
\text{dist}(\mathcal{H}(t), \mathcal{B}(X_2)) = \lim_{s \to t} \text{dist}(\delta_{1/|s - t|}(\Phi(t)^{-1}\Phi(s)), \mathcal{B}(X_2)) = \lim_{s \to t} \text{dist}(\Phi(t)^{-1}\Phi(s), \mathcal{B}(X_2)) = \lim_{s \to t} |\Phi(t)^{-1}\Phi(s)| = \sigma \| \mathcal{H}(t) \|.
\]

Since \( 0 < \sigma < 1 \), then \( \| \mathcal{H}(t) \| > 0 \) and this, thanks to few omitted elementary algebraic computations, shows that \( \Phi \) is a full \( C(X_2, \sqrt{1 - \sqrt{1 - \sigma^2}}) \)-curve. From the previous reasoning and from Proposition 3.3 we deduce that \( \mathcal{H}^1(\mathcal{L}(\gamma) \cap \mathcal{L}(\Phi)) = 0 \). Hence, by writing every open set in \( \mathbb{R} \) as a union of countably many compact intervals, the above argument together with Proposition 3.3, yields the main result of this note.

Theorem 3.4. There exists an intrinsic Lipschitz \( X_2 \)-graph \( E \) in \( F_{2,3} \) such that for any intrinsic Lipschitz map \( \varphi : \Omega \to \mathcal{V}(X_2) \), where \( \Omega \) is an open subset of \( \mathcal{B}(X_2) \), we have

\[
\mathcal{H}^1(\mathcal{L}(\varphi) \cap \mathcal{L}(\varphi)) = 0.
\]

Let us now show that the example provided by Theorem 3.4 exists in every horizontal direction. The forthcoming theorem, together with the argument above Theorem 3.4, will enable us to prove the analogous statement of Theorem 3.4 obtained substituting \( X_2 \) with an arbitrary unit vector \( e \in V_1 \). This in turn will conclude the proof of Theorem 1.1.

Theorem 3.5. For any unit vector \( e \in V_1 \) there exists a biLipschitz curve \( \gamma_e : K \to F_{2,3} \), where \( K \) is the compact set constructed in Proposition 2.2, such that

(i) \( D\gamma_e = e \) for \( \mathcal{H}^1 \)-almost every \( x \in K \),

(ii) for any \( \sigma \in (0, 1) \) and any full \( C(e, \sigma) \)-curve \( \eta \) we have \( \mathcal{H}^1(\mathcal{L}(\gamma_e) \cap \mathcal{L}(\eta)) = 0 \).

Proof. Let \( e^\perp \) be the orthogonal unit vector of \( e \), and let \( L \) be the orthogonal transformation that sends the basis \( \{X_1, X_2\} \) to \( \{e^\perp, e\} \). Let \( \Psi \) be the automorphism associated to \( L \) yielded by Proposition 2.1. We claim that the curve \( \gamma_e := \Psi(\gamma) \) satisfies items (i) and (ii). Item (i) follows from the following computation

\[
D\gamma_e(t) = \lim_{h \to 0, t + h \in K} \delta_{1/h} \gamma_e(t)^{-1}\gamma_e(t + h) = \lim_{h \to 0, t + h \in K} \Psi(\delta_{1/h}(\gamma(t)^{-1}\gamma(t + h))) = \Psi(D\gamma(t)) = \Psi(X_2) = e.
\]

Now let \( \eta \) be a full \( C(e, \sigma) \)-curve and note that

\[
\mathcal{H}^1(\mathcal{L}(\gamma_e) \cap \mathcal{L}(\eta)) = \mathcal{H}^1(\Psi(\mathcal{L}(\gamma) \cap \mathcal{L}(\Psi^{-1} \circ \eta))) \leq \text{Lip}(\Psi) \mathcal{H}^1(\mathcal{L}(\gamma) \cap \mathcal{L}(\Psi^{-1} \circ \eta)),
\]
where the horizontal derivative is an arbitrary element in \( \mathbb{R}^3 \), where the only nonvanishing bracket relations are \([X_1, X_2] = X_3\), \([X_1, X_3] = X_4\). Taking into account the results in [7, Example 3.31, Remark 3.32] and by using exponential coordinates of the second type, we have that in the Engel group \( \mathbb{E} \), Proposition 3.1 holds with the cone 

\[ \{ z \in \mathbb{R}^4 : x_2 \geq 0, x_4 \geq 0, 2x_2x_4 - x_3^2 \geq 0 \}. \]

Hence, if we take \( \gamma_4 : K \to \mathbb{R} \) constructed as in Proposition 3.2, changing \( \varepsilon_3 \) accordingly in order to have a norm like the one in Definition 2.1 in the Engel group, we have that the curve 

\[ \tilde{\gamma}(t) := (0, t, 0, \gamma_4(t)), \]

still satisfies Proposition 3.3. All in all, one gets the same result as in Theorem 3.4 in the Engel group \( \mathbb{E} \) and in the direction \( X_2 \).

Notice that in the Engel group \( \mathbb{E} \) we cannot adapt the strategy in Theorem 3.5 in order to provide an example where the horizontal derivative is an arbitrary element in \( V_1 \). This is due to the fact that if \( \Psi \) is a group automorphism that sends \{X_1, X_2\} to another basis \{Y_1, Y_2\} of \( V_1 \), we have that \( Y_2 = bX_2 \) for some \( b \neq 0 \). This is indeed linked to the fact that the unique horizontal abnormal direction in Engel is \( X_2 \), see [9, Proposition 6.4].
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