View Blind-spot as Inpainting: Self-Supervised Denoising with Mask Guided Residual Convolution
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Abstract

In recent years, self-supervised denoising methods have shown impressive performance, which circumvent painstaking collection procedure of noisy-clean image pairs in supervised denoising methods and boost denoising applicability in real world. One of well-known self-supervised denoising strategies is the blind-spot training scheme. However, a few works attempt to improve blind-spot based self-denoiser in the aspect of network architecture. In this paper, we take an intuitive view of blind-spot strategy and consider its process of using neighbor pixels to predict manipulated pixels as an inpainting process. Therefore, we propose a novel Mask Guided Residual Convolution (MGRConv) into common convolutional neural networks, e.g. U-Net, to promote blind-spot based denoising. Our MGRConv can be regarded as soft partial convolution and find a trade-off among partial convolution, learnable attention maps, and gated convolution. It enables dynamic mask learning with appropriate mask constrain. Different from partial convolution and gated convolution, it provides moderate freedom for network learning. It also avoids leveraging external learnable parameters for mask activation, unlike learnable attention maps. The experiments show that our proposed plug-and-play MGRConv can assist blind-spot based denoising network to reach promising results on both existing single-image based and dataset-based methods.

Introduction

Image denoising is one of the most fundamental tasks in image restoration tasks. A noisy image \( y \) can be modeled as

\[
y = x + n,
\]

where \( x \) is a clean image, and \( n \) is random noise. In recent years, with deep learning flourishing in computer vision area, the performance of supervised denoising methods, e.g. U-Net (Ronneberger, Fischer, and Brox 2015), REDNet (Mao, Shen, and Yang 2016), DnCNN (Zhang et al. 2017), MemNet (Tai et al. 2017), SGN (Gu et al. 2019), MIRNet (Zamir et al. 2020), MPRNet (Zamir et al. 2021) and IPT (Chen et al. 2021) have greatly surpassed traditional approaches. However, model trained by synthetic noisy images is hard to generalize to realistic noisy images, and requires collecting sufficient real-world noisy-clean image pairs, which is challenging and involves heavy labor resources. To alleviate the aforementioned problems, unsupervised and self-supervised methods, using only noisy images, have sprung up.

On one hand, a brief recap for these methods can be: 1) use multiple noisy images for training: it can be two different noisy observations of the same scene (Lehtinen et al. 2018), or noisier-noisy image pairs, the noisier one of which originates from noisy image by adding synthesized noise (Moran et al. 2020; Xu et al. 2020), or noisy image pairs generated by random neighbor sub-sampler (Huang et al. 2021). 2) introduce blind-spot training scheme: it can be to manipulate noisy images via randomly masking out/replacing pixels and calculate loss function on manipulated region (Krull, Buchholz, and Jug 2019; Batson and Royer 2019; Quan et al. 2020); it can be a novel network architecture incorporating with noise modeling to further boost performance (Laine et al. 2019; Wu et al. 2020). It is noted that, with the passage of research progress, denoisers using multiple noisy images has been upgraded from requirement of multiple noisy observations of the same scene (Lehtinen et al. 2018) to noisy image generation by smart random sub-sampling (Huang et al. 2021); blind-spot training scheme from \( l_2 \) (MSE) masking loss (Krull, Buchholz, and Jug 2019; Batson and Royer 2019; Quan et al. 2020) to novel network with noise modeling (Laine et al. 2019; Wu et al. 2020). Nevertheless, relatively few works attempt to propose more efficient network module for MSE masking loss training, although Self2Self (Quan et al. 2020) has introduced partial convolution (Liu et al. 2018) into denoising network.

On the other hand, apart from the classification of previous quick review, denoising without clean images can also be roughly categorized into two domains by the magnitude of training data, i.e. dataset-based and single-image based training. Here we focus on blind-spot based denoiser. The dataset-based denoising approaches boosted by novel network and detailed noise modeling (Laine et al. 2019; Wu et al. 2020) are time-efficient in inference and have shown impressive performance. Based on blind-spot training scheme under the assumption of zero-mean and i.i.d. noise, single-image based denoisers (Ulyanov, Vedaldi, and Lempitsky 2018; Krull, Buchholz, and Jug 2019; Batson and Royer 2019; Quan et al. 2020) require longer denoising time and heavier computational resources and cannot han-
In the last few years, supervised image denoising (Ronneberger, Fischer, and Brox 2015; Mao, Shen, and Yang 2016; Zhang et al. 2017; Tai et al. 2017; Zhang, Zhu, and Zhang 2018; Lefkimmiatis 2018; Plötz and Roth 2018; Guo et al. 2019; Gu et al. 2019; Zamir et al. 2020; 2021; Chen et al. 2021) has achieved startling performance. However, there still exists a gap between synthesized noisy-clean image pairs and realistic noisy images. To bridge this gap, tremendous real-captured aligned noisy-clean image pairs are required, whose collection is challenging and painstaking. To circumvent limitations of supervised methods, unsupervised/self-supervised denoising using only noisy images has been well investigated, which can be categorized into two groups, i.e. non-learning and learning methods. Non-learning methods include BM3D (Dabov et al. 2007), NLM (Buades, Coll, and Morel 2005), and WNNM (Gu et al. 2014). Learning-based approaches can be separated into two branches according to the magnitude of training data, i.e. dataset-based and single-image based.

For dataset-based denoising, current approaches can be roughly divided into the following parts by methodology. 1) more than one noisy images: Noise2Noise (Lehtinen et al. 2018) trains a denoiser with pairs of two different noisy observations of the same clean image, whose performance is close to supervised denoising. Furthermore, Noiser2Noise (Mørk et al. 2020) uses noisier-noisy image pairs to handle white noise and spatially correlated noise. Xu et al. (Xu et al. 2020) propose Noisy-as-Clean (NAC) strategy that utilizes corrupted images and synthetic images containing original corruption and another similar corruption, to train self-supervised denoising networks. Recently, Neighbor2Neighbor (Huang et al. 2021) proposes a random neighbor sub-sampler for noisy image pair generation and a regularizer as additional loss for better performance. 2) blind-spot: Noise2Void (N2V) (Kruill, Buchholz, and Jug 2019) introduces blind-spot mechanism to avoid learning identity mapping by excluding the pixel itself from the receptive field of each pixel. Noise2Self (N2S) (Batsu and Royer 2019) and Probabilistic Noise2Void (PN2V) (Kruill et al. 2020) also follow similar training scheme. Laine et al. (Laine et al. 2019) introduce a novel neural network structure to build blind-spot inside CNN that combines multiple branches which have their half-plane receptive field but exclude the center pixel. Wu et al. (Wu et al. 2020) introduce Dilated Blind-Spot Network (DBSN) to incorporate self-supervised learning and knowledge distillation. One limitation of blind-spot training scheme is whole image information loss in each back-propagation, which somehow slow-downs the training procedure.

For single-image based denoiser whose training set contains only one noisy image, it can be considered as a special case of dataset-based one. Deep Image Prior (DIP) (Ulyanov, Vedaldi, and Lempitsky 2018) employs a generative network to capture image statistics prior and map a random noise to a denoised image by early stopping, but its result is severely affected by training iterations. Self2Self (Quan et al. 2020) generates Bernoulli-sampled in-
stices to cater for blind-spot scheme and reduces the variance of MSE loss by dropout, which promotes denoising network performance significantly. The above-mentioned N2V and N2S can also be extended to single-image based denoiser.

Here comes the summary. Dataset-based denoisers, especially explicit noise distribution modeling, have reached impressive performance but will degrade greatly in real applications if noise distribution is unknown. For single-image based denoiser, it is usually based on zero-mean and i.i.d. noise assumption, which can be more flexible in practice but more time-consuming and sometimes a bit inferior than dataset-based methods.

Different from past researches, in this paper, we commit to introducing a novel network module, MGRConv, to boost, unite, and bridge single-image based and dataset-based denoisers under blind-spot scheme in an inpainting manner and compensate performance degradation caused by their own noise modeling and training strategy.

**Approach**

In this section, we present image formulation, demonstrate our motivation, introduce our MGRConv by revisiting previous inpainting convolutions, and then introduce the overview of our denoising network in Fig. 1.

**Image Formulation**

Consider that denoising is to estimate the clean image $x$ from noisy image $y$, $y = s + n$, with the unobserved clean image as $s$ and noise denoted as $n$. Assume pixels in $s$ are not independent; on the contrary, pixel $s_i$ depends on the context of its neighboring pixels $\Omega_{y_i}$, which corresponds to the receptive field sans the pixel $y_i$ itself in convolutional neural networks. Further, noise is assumed to be zero-mean, i.e. $\mathbb{E}(n) = 0$, independent between each other, and independent of clean image context. Then, we can obtain $\mathbb{E}(y) = s$. Therefore, we can know that if training neural network with various images $y$ with the same signal $s$ but different noise realizations $n$, the network output $\mathbb{E}(x|\Omega_y)$, the mean over all possible clean pixels given the neighboring context, will be near to the result of a supervised denoising regression model with $l_2$ loss that estimates $\mathbb{E}(x|y, \Omega_y)$, the mean over all possible clean pixels given the noisy pixel and its neighboring context.

Based on the above theory, blind-spot based denoising schemes, e.g. Noise2Void (Krull, Buchholz, and Jug 2019), Noise2Self (Batson and Royer 2019), and Self2Self (Quan et al. 2020), have been proposed to reach self-denoising without additional post-processing, e.g. Laine et al (Laine et al. 2019) that considers the whole corrupted image $y$ during test time.

**Motivation**

From a theoretic perspective, assuming that noise is zero-mean and independent among pixels, blind-spot based denoising schemes (Quan et al. 2020, Laine et al. 2019) not only use the surrounding context to predict masked pixels to avoid identity mapping but also provide different variants of single noisy image for better estimation of the expectation of MSE between clean and noisy image. From a more straightforward and intuitive view, the process of generating training data by blind-spot masking strategy for network to predict clean data in certain area with noisy neighborhood provided is similar to an inpainting task that clean pixels are inferred from surrounding valid pixels. For example, Self2Self masking strategy (Quan et al. 2020) can be seen as a more freeform way of blind-spot network compared to replacing randomly picked pixels with random neighborhood pixels (Krull, Buchholz, and Jug 2019). Each Bernoulli sampled noisy image generated by random dropout feeds into a network whose loss is calculated only on the area that
is masked out by dropout. Therefore, we argue that a more task-adaptive neural network should definitely promote denoising performance.

With motivation stated above, we model blind-spot based denoising procedure as an inpainting problem and introduce a novel mask convolution to further improve performance. Let us revisit inpainting convolutions in literature first.

Revisiting Inpainting Convolutions

Partial Convolution (PConv) Partial convolution [Liu et al. 2018] consists of three steps, i.e. mask convolution, feature re-normalization, and mask updating, and can be formulated as follows:

$$I' = \begin{cases} \sum \sum W \cdot (X \odot M) \frac{\text{sum}(I)}{\text{sum}(M)}, & \text{if sum}(M) > 0, \\ 0, & \text{otherwise}, \end{cases}$$

where $I'$ is the updated image feature, $W$ are convolutional filters, $X$ is image feature for the current convolution, $M$ is the corresponding mask, $\odot$ denotes element-wise multiplication, $I$ has the same shape as $M$ but with all elements being 1. After partial convolution operation, the convolved mask is set to 1 if sum($M$)>0, otherwise 0. Partial convolution has shown remarkable performance on inpainting task and Self2Self denoising network. However, 1) Partial convolution sets updated mask pixels as one at maximum that treats different neighbor pixels indiscriminately; 2) Feature hard-gating makes network learn by following handcrafted rule, which might circumvent user.

Learnable Attention Maps (LBAM) Learnable attention maps [Xie et al. 2019] introduce an asymmetric Gaussian-shaped activation function for mask activation instead of hard gating,

$$M^c = \sum \sum W_M \cdot M,$$  

$$I^c = \sum \sum W_I \cdot I,$$  

$$g_A(M^c) = \begin{cases} a\exp(-\gamma_c(M^c - \mu)^2), & M^c < \mu, \\ 1 + (\alpha - 1)\exp(-\gamma_r(M^c - \mu)^2), & \text{otherwise}, \end{cases}$$

$$I' = \sum \sum W \cdot (I^c \odot g_A(M^c)),$$

and learnable mask-updating function, where $I$ is image feature, $W_M$ and $W_I$ are two different convolutional filters, $M^c$ and $I^c$ are mask and image features after convolution respectively, $a, \mu, \gamma_c$ and $\gamma_r$ are learnable parameters. The network has to learn specific parameters to model the importance distribution of pixels in , which makes sense in supervised learning but might be unstable without ground truth and also increase the training burden.

Gated Convolution (GatedConv) Gated convolution [Yu et al. 2019] fuses image and mask feature together as an aggregated feature and allows network to reweight aggregated feature by learnable gating generated by itself automatically, which produces higher-quality traditional and user-guided inpainting results. However, it may make learning lose control in a situation without ground truth.

Mask Guided Residual Convolution (MGRConv)

To overcome the above limitations, we introduce our MGR-Conv into self-supervised denoising network. The Fig. 2 presents the procedure of MGRConv. The MGRConv first adopts equation (3) and (4). Then, the activated mask feature serves as an attention map for dynamic gating of image feature. The residual summation between gated and input image feature avoids information loss and stabilizes training. The learnable mask-updating function encourages network to progressively fill up holes of mask. The process can be represented as below:

$$I' = I^c + \phi(I^c) \odot \sigma(M^c),$$  

$$M' = \beta(M^c),$$  

where $M'$ is the updated mask feature, $\phi$ can be any activation function, $\sigma$ is sigmoid function, $\beta$ is mask updating function, and $\alpha = 0.8$.

The proposed MGRConv not only learns the significance weight of each pixel in each channel and fills up irregular dropout regions automatically, but also explicitly leverages mask as guidance to avoid training collapsing. It circumvents rule-based hard gating of partial convolution, makes mask updating dynamic and more flexible for learning, and can be considered as soft partial convolution. Besides, instead of explicitly modeling the importance distribution of mask as an asymmetric Gaussian-shaped function like learnable attention maps, we simplify mask activation procedure and obtains better performance without external trainable variables. To sum up, we not only find a trade-off between partial convolution [Liu et al. 2018] and learnable attention maps [Xie et al. 2019], but also prevent playing licentiously like freeform gated convolution.

Denoising Network Structure

The network structure is represented in Fig. 1. We adopt U-Net architecture [Ronneberger, Fischer, and Brox 2015]...
For Self2Self setting, there are dropout layers inserted in each convolution layer of the decoder. In Noise2Void setting, the architecture presented in Fig. 1 can be directly utilized.

Self-supervised Training

In training, we adopt existing blind-spot strategies (Krull, Buchholz, and Jug 2019; Krull et al. 2020). Comprehensively speaking, the input noisy image $y$ is manipulated to generate variants of noisy instances $y'$, and the corresponding guided mask $M_y$ represents positions of untouched pixels, where $M_{y,x,y} = 0$ when $y_{x,y}$ is manipulated, otherwise 1. The loss is measured on the manipulated area, i.e. $(1-M_y) \odot \left(F(y') - y\right)^2$, where $F$ represents denoising network.

Experiments

We evaluate our denoising network architecture in both single-image based and dataset-based denoising training settings by adopting existing blind-spot strategies. For single-image based setting, we adopt training schemes of both Self2Self (Quan et al. 2020) and Noise2Void (Krull, Buchholz, and Jug 2019; Krull et al. 2020), while we train our network with Noise2Void masking strategy without $64 \times 64$ patch extraction (Krull et al. 2020) for dataset-based denoising.

Implementation Details

Training Details 1) Single-image based: For Self2Self setting, the dropout rate of all dropout layers for Bernoulli sampling and regularization in the convolution is set to 0.7. The adam optimizer is used for training with the learning rate initialized to 0.0001 and 150,000 training steps. During testing, we run inference of each image 100 times and average them to get denoising results. 2) Dataset-based: For training, we select images whose size is between $256 \times 256$ and $512 \times 512$ from training dataset, and then randomly crop $256 \times 256$ patches as input. We use a batch size of 4 and adam optimizer with an initial learning rate of 0.0003 that is adjusted every iteration (Laine et al. 2016). The number of iterations is 500,000. For denoising training strategy, we follow Noise2Void setting without $64 \times 64$ patch extraction (Krull et al. 2020). All our experiments are conducted on one NVIDIA Tesla V100 GPU.

Dataset Details 1) Synthetic Noisy Datasets: We consider two synthetic noise distributions, i.e. Gaussian noise with a fixed level $\sigma = 25$ and Gaussian noise with varied noise levels $\sigma \in [5, 50]$. For single-image based evaluation, three datasets are used for performance evaluation, including Set14 (14 images) (Zeyde, Elad, and Protter 2010), Kodak (24 images) (Franzen 1999), and McMaster (18 images) (Zhang et al. 2011). For dataset-based, we adopt 50k images from ImageNet validation set (Deng et al. 2009) as training dataset. The testsets are Set14 (14 images), Kodak (24 images), and BSD300 test set (100 images) (Martin et al. 2001). 2) Real-world Noisy Datasets: The denoising evaluation on realistic noisy images is conducted on the PolyU dataset (Xu et al. 2018), containing 100 noisy-clean color image pairs. 70 image pairs are randomly selected for training (if method is dataset-based), while the remaining images are for testing.

Experimental Results

Comparison on Synthetic Noisy Images We use Noise2Noise (NN) (Lehtinen et al. 2018) as a baseline benchmark, reproduced by officially-released pre-trained model. This section is separated into two different comparison parts as follows:

1) Comparison to single-image-based learning methods: We compare our approach with popular single-image based learning methods, i.e. DIP (Ulyanov, Vedaldi, and Lempitsky 2018), Self2Self (Quan et al. 2020), and single-image version of Noise2Void (Krull, Buchholz, and Jug 2019). All the experiments are conducted on one NVIDIA Tesla V100 GPU.
denoted by Noise2Void(1). Recall that Noise2Void is trained on unorganized noisy images, Noise2Noise on paired noisy images, and the rest on single noisy image. We reproduce results of compared approaches on our synthetic noise testsets by utilizing their official implementations. Our network structure cooperated with Self2Self training scheme is described by Ours+S2S(1). We also conduct ablation study by replacing MGRConv with vanilla convolution in the encoder, which is regarded as U-Net+S2S(1). Noted that the training parameters between ours and Self2Self reproduction are the same.

From Table 1, our approach outperforms DIP and Noise2Void(1) by a large margin and even sometimes it has better performance than Noise2Noise baseline. Surprisingly, Noise2Noise does not perform well on McMaster dataset, which seems to be a common scenario among dataset-based approaches trained by ImageNet validation set. Compared to Self2Self and U-Net+S2S(1), the MGRConv based architecture introduces stable denoising performance facilitation, which shows the effectiveness of our proposed module. See Fig. 3 for visual comparison. In Fig. 3(a), our MGRConv can boost denoising performance significantly by 0.34 in PSNR compared to Self2Self and even performs better than Noise2Noise, and dataset-based state-of-the-art approaches, including Laine et al. and DBSN.

2) Comparison to dataset-based learning methods:
Our method is also compared to dataset-based learning methods, including Noise2Void (Krull, Buchholz, and Jug 2019), DBSN (Wu et al. 2020) and Laine19 (Laine et al. 2019). We use the Laine19 pre-trained model provided by authors, in which result without post-processing is denoted as Laine19-mu, while post-processed posterior mean estimation result is described by Laine19-pme. For Noise2Void and DBSN, we reproduce results using official implementations, where Noise2Void is trained with BSD300 training set, and DBSN with ImageNet validation set. Similarly, our approach and its ablation study are Ours+N2V and U-Net+N2V respectively, which are trained on noisy images instead of unorganized noisy images. See Table 2 and Fig. 3 for comparison. Our network architecture with plain N2V training strategy suppresses Noise2Void approach greatly. The ablation study of Ours+N2V and U-Net+N2V also

| Evaluation metrics | Single-image based learning methods | Dataset-based learning methods |
|--------------------|-----------------------------------|--------------------------------|
|                    | DIP | Noise2Void(1) | Self2Self | U-Net+S2S(1) | Ours+S2S(1) | Noise2Void | U-Net+N2V | Ours+N2V |
| PSNR↑              | 37.35 | 35.14 | 37.95 | 37.17 | **38.10** | 35.46 | 35.47 | 35.99 |
| SSIM↑              | 0.982 | 0.958 | **0.984** | 0.954 | **0.984** | 0.958 | 0.958 | **0.966** |

Table 3: Quantitative comparison on PolyU dataset
Figure 4: Visual comparison of denoising results on PolyU dataset.

Table 4: PSNR/SSIM of inpainting results of our network architecture with Self2Self setting on Set12. For each dropping ratio, the best results are marked in bold and the second ones are underlined.

| Methods   | Metrics | Dropping Ratio |
|-----------|---------|----------------|
|           | PSNR↑   | 34.01          |
| PConv     | SSIM↑   | 0.9499         |
|           |         | 30.64          |
|           | 0.9083  | 25.19          |
| LBAM      | PSNR↑   | 34.01          |
|           | SSIM↑   | 0.9550         |
|           |         | 30.55          |
|           | 0.9090  | 24.82          |
| GatedConv | PSNR↑   | 34.07          |
|           | SSIM↑   | 0.9506         |
|           |         | 30.68          |
|           | 0.9090  | 25.04          |
| Ours      | PSNR↑   | 34.09          |
|           | SSIM↑   | 0.9507         |
|           |         | 30.70          |
|           | 0.9091  | 25.07          |
|           |         | 0.7855         |

Table 4 demonstrates the superiority of our MGRConv, which can have comprehensive application in self-denoising.

Comparison on Real-world Noisy Images Following aforementioned presentation style, our denoising framework is compared with DIP, Noise2Void(1), Self2Self, and Noise2Void. We reproduce compared methods by published codes, in which dataset-based methods are trained by 70 image pairs randomly picked up from PolyU dataset. In Table 4, our method obviously outperforms both single-image based and dataset-based learning approaches. Since the MGRConv can make network learn dynamic mask and treat each pixel in each channel equally, it fits the real-world situation of uneven noise distribution and provides specific adaptation learning for given noisy image. In Fig. 4, our method not only preserves furry details, but also removes stain from the fur.

Comparison on Inpainting Task To further compare our MGRConv with other inpainting convolutions, we generate corrupted images by randomly dropping pixels with ratios 50%, 70%, and 90% respectively to conduct inpainting experiments on Set12 dataset using Self2Self setting. We replace MGRConv in our network with PConv, LBAM, and GatedConv, in which we use forward layer of LBAM. See Table 4 and Fig. 5 for quantitative and visual comparison. We also visualize training process to illustrate the superiority of our proposed network module. The Fig. 6 shows the training curves of MGRConv and other inpainting convolutions. Clearly, our MGRConv converges much faster than PConv does. The final status of training convergence and inpainting results, shown in Fig. 6 and Table 4, indicate that MGRConv performs much better than others. Furthermore, the quantitative comparison of GFLOPs of different inpainting convolutions is disclosed as: PConv (0.368), LBAM (0.384), GatedConv (0.345), MGRConv (0.355). Noted that our MGRConv obtains the most excellent computation cost compared to PConv and LBAM, and is on par with the nonstrictly image/mask separated convolution, i.e. GatedConv.

**Conclusion**

This paper proposes Mask Guided Residual Convolution (MGRConv) for blind-spot based self-denoising. By introducing MGRConv and modeling blind-spot masking strategy as inpainting procedure, upgraded neural network can be more effective and achieve better performance. Conducted experiments show that our MGRConv can be a helpful plug-and-play assistance for comprehensive blind-spot based denoising variances in generating satisfactory denoising results.
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