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Abstract

Building on previous research which generalized multilevel Monte Carlo methods using either sparse grids or Quasi-Monte Carlo methods, this paper considers the combination of all these ideas applied to elliptic PDEs with finite-dimensional uncertainty in the coefficients. It shows the potential for the computational cost to achieve an $O(\varepsilon)$ r.m.s. accuracy to be $O(\varepsilon^{-r})$ with $r < 2$, independently of the spatial dimension of the PDE.

1 Introduction

There has been considerable research in recent years into the estimation of the expected value of output functionals $P(u)$ arising from the solution of elliptic PDEs of the form

$$- \nabla \cdot \left( a(x, y) \nabla u(x, y) \right) = f(x),$$

in the unit hypercube $[0, 1]^d$, with homogeneous Dirichlet boundary conditions. Here $x$ represents the $d$-dimensional spatial coordinates and the gradients are with respect to these, while $y$ represents the uncertainty. In this paper we will consider the simplest possible setting in which we have finite $s$-dimensional uncertainty where

$$a(x, y) = a_0(x) + \sum_{j=1}^{s} y_j a_j(x),$$

with the $y_j$ independently and uniformly distributed on the interval $[-\frac{1}{2}, \frac{1}{2}]$, with $0 < a_{\min} \leq a(x, y) \leq a_{\max} < \infty$ for all $x$ and $y$. This is the so-called “uniform case”.

In this paper we consider several grid-based sampling methods, in all of which the PDE (1) is solved approximately by full or sparse grid-based methods with respect to $x$, for selected values of $y$. We will consider both multilevel and multi-index methods [10, 15], and compare Monte Carlo (MC) and Quasi-Monte Carlo (QMC) methods for computing expected values with respect to $y$. We pay attention to the dependence of the computational cost on the spatial dimension $d$, and we assume throughout this paper that the stochastic dimension $s$ is fixed, though possibly large, and we do not track the dependence of the cost on $s$.
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As a general approach in a wide range of stochastic applications, the multilevel Monte Carlo (MLMC) approach [10] computes solutions with different levels of accuracy, using the coarser solutions as a control variate for finer solutions. If the spatial dimension $d$ is not too large, this can lead to an r.m.s. accuracy of $\varepsilon$ being achieved at a computational cost which is $O(\varepsilon^{-2})$, which is much better than when using the standard MC method.

The earliest multilevel research on this problem was on the use of the MLMC method for both this “uniform case” [1, 17] and the harder “lognormal case” [5, 6, 18, 25] in which $a(x, y)$ has a log-normal distribution with a specified spatial covariance so that $\log a(x, y)$ has a Karhunen-Loève expansion of the form $\log a(x, y) = \kappa_0(x) + \sum_{j=1}^{\infty} y_j \sqrt{\lambda_j} \kappa_j(x)$, where the $y_j$ are independent with a standard normal distribution, and $\lambda_j$ and $\kappa_j(x)$ are the non-decreasing eigenvalues and orthonormal eigenfunctions of integral operator involving the covariance kernel. For simplicity we will restrict our discussions to the uniform case in this paper, but our results can be easily adapted for the lognormal case.

Subsequent research [7, 13, 19, 21, 22] combined the multilevel approach with the use of QMC points, to form multilevel Quasi-Monte Carlo (MLQMC). In the best cases, this can further reduce the computational cost to $O(\varepsilon^{-r})$ for $r < 2$.

The efficiency of both MLMC and MLQMC suffers when $d$ is large, and the reason for this is easily understood. Suppose the numerical discretisation of the PDE has order of accuracy $p$, so that the error in the output functional is $O(h^p)$, where $h$ is the grid spacing in each coordinate direction. To achieve an $O(\varepsilon)$ accuracy requires $h = O(\varepsilon^{1/p})$, but if this is the grid spacing in each direction then the total number of grid points is $O(\varepsilon^{-d/p})$. Hence, the computational cost of performing just one calculation on the finest level of resolution is $O(\varepsilon^{-d/p})$, and this then gives a lower bound on the cost of the MLMC and MLQMC methods.

This curse of dimensionality is well understood, and in the case of deterministic PDEs (i.e., without the uncertainty $y$) it has been addressed through the development of sparse grid methods [4]. One variant of this, the sparse combination technique, was the inspiration for the development of the multi-index Monte Carlo (MIMC) method [15]. The latter is a generalization of MLMC which in the context of multi-dimensional PDEs uses a variety of regular grids, with differing resolutions in each spatial direction.

In this paper we have two main contributions:

- we present alternative ways of combining MLMC with sparse grids, and discuss their relationship to the MIMC method;
- we extend these approaches by considering the use of randomised QMC points, and derive the resulting computational cost if certain conditions are met.

The paper begins by reviewing sparse grid, MLMC/MIMC and randomised QMC methods [4, 8, 11]. Next we consider the combination of MLMC with sparse grids, before adding randomised QMC to the combination. In doing so, we present meta-theorems on the resulting computational cost, based on key assumptions about the asymptotic behaviour of certain quantities.

2 Sparse Grid Methods

There are two main classes of sparse grid methods for deterministic PDEs: sparse finite elements and the sparse combination technique [4].
2.1 Sparse Finite Element Method

The sparse finite element method for elliptic PDEs uses a standard Galerkin finite element formulation but with a sparse finite element basis. One advantage of this approach is that most of the usual finite element numerical analysis remains valid; the accuracy of the method can be bounded by using bounds on the accuracy in interpolating the exact solution using the sparse finite element basis functions. The main disadvantage of the approach compared to the sparse combination technique (see the next subsection) is the difficulty of its implementation.

Following the very clear description of the method in [3], suppose that we are interested in approximating the solution of an elliptic PDE in \( d \)-dimensions. For a non-negative multi-index \( \tilde{\ell} = (\ell_1, \ell_2, \ldots, \ell_d) \), let \( \mathcal{V}_\ell \) be the finite element space spanned by the usual \( d \)-linear hat functions on a grid with spacing \( 2^{-\ell_j} \) in dimension \( j \) for each \( j = 1, \ldots, d \). The difference space \( \mathcal{W}_\ell \) is defined by

\[
\mathcal{W}_\ell = \mathcal{V}_\ell \ominus \left( \bigoplus_{j=1}^{d} \mathcal{V}_{\ell - \varepsilon_j} \right)
\]

where \( \varepsilon_j \) is the unit vector in direction \( j \). Thus, \( \mathcal{W}_\ell \) has the minimal set of additional basis elements such that

\[
\mathcal{V}_\ell = \mathcal{W}_\ell \oplus \left( \bigoplus_{j=1}^{d} \mathcal{V}_{\ell - \varepsilon_j} \right).
\]

A sparse finite element space is then defined by \( \bigoplus_{\ell \in \mathcal{L}} \mathcal{W}_\ell \), for some index set \( \mathcal{L} \). A simple and near-optimal choice for a given level of accuracy is the set \( \mathcal{L} = \{ \ell : \|\ell\| \leq L \} \) for some integer \( L \); this is discussed in [3] (that paper also presents a slightly better choice). Having defined the finite element space used for both test and trial functions, the rest of the formulation is the standard Galerkin finite element method. In the following, the space \( \mathcal{H}_1 \) is the standard Sobolev space with mixed first derivatives in \( x \).

**Theorem 1** (Sparse finite element method). For fixed \( y \), if the PDE (1) is solved using the sparse finite element method with the index set specified by \( \|\ell\| \leq L \), then the computational cost is \( O(L^{d-1} 2^L) \). Moreover, the \( \mathcal{H}_1 \) solution accuracy is \( O(2^{-L}) \) if the solution \( u \) has sufficient mixed regularity, and the accuracy of simple output functionals \( P \) (such as smoothly weighted averages of the solution) is \( O(2^{-2L}) \). Hence, the cost to achieve a functional accuracy of \( \varepsilon \) is \( O(\varepsilon^{-1/2}|\log \varepsilon|^{d-1}) \).

**Proof.** The cost and \( \mathcal{H}_1 \) solution accuracy are proved in [3, 14]. The super-convergence for output functionals is an immediate consequence of adjoint-based error analysis [12]. \( \square \)

2.2 Sparse Combination Method

The sparse combination method combines the results of separate calculations on simple tensor product grids with different resolutions in each coordinate direction [14]. For a given output functional \( P \) and multi-index \( \ell = (\ell_1, \ldots, \ell_d) \), let \( P_\ell \) denote the approximate output functional obtained on a grid with spacing \( 2^{-\ell_j} \) in direction \( j \) for each \( j = 1, \ldots, d \). For convenience, we define \( P_\ell := 0 \) if any of the indices in \( \ell \) is negative.

The backward difference in the \( j \)th dimension is defined as \( \Delta_j P_\ell := P_\ell - P_{\ell - \varepsilon_j} \), and we define the \( d \)-dimensional mixed first difference as

\[
\Delta P_\ell := \left( \prod_{j=1}^{d} \Delta_j \right) P_\ell.
\]
For an arbitrary multi-index \( \ell' \), it can be shown that
\[
P_{\ell'} = \sum_{0 \leq \ell \leq \ell'} \Delta P_\ell, \tag{2}
\]
where the multi-index inequality \( \ell \leq \ell' \) is applied element-wise (i.e. \( \ell_j \leq \ell'_j, \forall j \)). Taking the limit as \( \ell' \to \infty \) (i.e. \( \ell'_j \to \infty, \forall j \)) gives
\[
P = \sum_{\ell \geq 0} \Delta P_\ell. \tag{3}
\]
The sparse combination method truncates the summation to a finite index set, with a simple and near-optimal choice again being \( \|\ell\|_1 \leq \ell \). This gives the approximation
\[
P_\ell := \sum_{\|\ell\|_1 \leq \ell} \Delta P_\ell, \tag{4}
\]
where we are slightly abusing notation by distinguishing between the original \( P_\ell \) with a multi-index subscript (in bold type with a tilde underneath), and the new \( P_\ell \) on the left-hand side of this equation with a scalar subscript (which is not in bold).

If we now define
\[
S_\ell := \sum_{\|\ell\|_1 = \ell} P_\ell \tag{5}
\]
and the backward difference \( \Delta S_\ell := S_\ell - S_{\ell-1} \), then it can be shown [24] that
\[
P_\ell = \Delta^{d-1} S_\ell = \sum_{k=0}^{d-1} (-1)^k \binom{d-1}{k} S_{\ell-k}.
\]
Hence, the computation of \( P_\ell \) requires \( O(\ell^{d-1}) \) separate computations, each on a grid with \( O(2^\ell) \) grid points. This leads to the following theorem.

**Theorem 2** (Sparse combination method). For fixed \( y \), if the PDE (1) is solved using the sparse combination method with the index set specified by \( \|\ell\|_1 \leq L \), then the computational cost is \( O(L^{d-1} 2^L) \). Moreover, if the underlying PDE approximation has second order accuracy and the solution \( u \) has sufficient mixed regularity, then \( \Delta P_\ell \) has magnitude \( O(2^{-2\|\ell\|_1}) \) so the error in \( P_\ell \) is \( O(L^{d-1} 2^{-2L}) \). Hence, the cost to achieve a functional accuracy of \( \varepsilon \) is \( O(\varepsilon^{-1/2} \log \varepsilon)^{(d-1)/2}) \).

**Proof.** For the results on the cost and accuracy see [24]. The cost result is an immediate consequence. \( \square \)

### 3 MLMC and MIMC

#### 3.1 MLMC

The multilevel Monte Carlo (MLMC) idea is very simple. As explained in a recent review article [11], given a sequence \( P_\ell, \ell = 0, 1, \ldots \) of approximations of an output functional \( P \), with increasing accuracy and cost as \( \ell \) increases, and defining \( P_{-1} := 0 \), we have the simple identity
\[
E[P] = \sum_{\ell=0}^{\infty} E[\Delta P_\ell], \quad \Delta P_\ell := P_\ell - P_{\ell-1}.
\]
The summation can be truncated to
\[ \mathbb{E}[P] \approx \mathbb{E}[P_L] = \sum_{\ell=0}^{L} \mathbb{E}[\Delta P_{\ell}], \tag{6} \]
with \( L \) chosen to be sufficiently large to ensure that the weak error \( \mathbb{E}[P - P_L] \) is acceptably small. Each of the expectations on the r.h.s. of (6) can be estimated independently using \( N_\ell \) independent samples so that the MLMC estimator is
\[ Y = \sum_{\ell=0}^{L} Y_\ell, \quad Y_\ell = \frac{1}{N_\ell} \sum_{i=1}^{N_\ell} \Delta P_{\ell}(i). \tag{7} \]

The computational savings comes from the fact that on the finer levels \( \Delta P_{\ell} \) is smaller and has a smaller variance, and therefore fewer samples \( N_\ell \) are required to accurately estimate its expected value.

The optimal value for \( N_\ell \) on level \( \ell = 0, 1, \ldots, L \) can be estimated by approximately minimising the cost for a given overall variance. This results in the following theorem which is a slight generalization of the original in [10].

**Theorem 3 (MLMC).** Let \( P \) denote an output functional, and let \( P_\ell \) denote the corresponding level \( \ell \) numerical approximation. Suppose there exist independent estimators \( Y_\ell \) of \( \mathbb{E}[\Delta P_{\ell}] \) based on \( N_\ell \) Monte Carlo samples and positive constants \( \alpha, \beta, \gamma, c_1, c_2, c_3, \) with \( \alpha \geq \frac{1}{2} \min(\beta, \gamma) \), such that

i) \[ |\mathbb{E}[P_\ell - P]| \to 0 \quad \text{as} \quad \ell \to \infty, \]

ii) \[ |\mathbb{E}[\Delta P_{\ell}]| \leq c_1 2^{-\alpha \ell}, \]

iii) \[ \mathbb{E}[Y_\ell] = \mathbb{E}[\Delta P_{\ell}], \]

iv) \[ \mathbb{V}[Y_\ell] \leq c_2 N_\ell^{-1} 2^{-\beta \ell}, \]

v) \[ \text{cost}(Y_\ell) \leq c_3 N_\ell^{2+\gamma}. \]

Then there exists a positive constant \( c_4 \) such that for any \( \varepsilon < 1 \) there are values \( L \) and \( N_\ell \) for which the MLMC estimator (7) achieves the mean-square-error bound \( \mathbb{E}[(Y - \mathbb{E}[P])^2] < \varepsilon^2 \) with the computational cost bound

\[ \text{cost}(Y) \leq \begin{cases} 
    c_4 \varepsilon^{-2}, & \beta > \gamma, \\
    c_4 \varepsilon^{-2} |\log \varepsilon|^2, & \beta = \gamma, \\
    c_4 \varepsilon^{-2-(\gamma-\beta)/\alpha}, & \beta < \gamma.
\end{cases} \]

The proof of this theorem uses a constrained optimisation approach to optimise the number of samples \( N_\ell \) on each level. This treats the \( N_\ell \) as real variables, and then the optimal value is rounded up to the nearest integer. This rounding up improves the variance slightly, so that we still achieve our target mean-square-error accuracy, but it also increases the cost by at most one sample per level. This additional cost is dominated by the cost of one sample on the finest level, which is \( O(\varepsilon^{-\gamma/\alpha}) \) since the weak convergence condition requires that the finest level satisfies \( 2^{-\alpha L} = O(\varepsilon) \). The condition in the theorem that \( \alpha \geq \frac{1}{2} \min(\beta, \gamma) \) ensures that this additional cost is negligible compared to the main cost.
When applied to our model elliptic PDE, if one uses a tensor product grid with spacing $2^{-\ell}$ in each direction, then if the numerical discretisation has second order accuracy it gives $\alpha = 2$ and $\beta = 4$, while with an ideal multigrid solver the cost is at best proportional to the number of grid points which is $2^{d\ell}$ so $\gamma = d$. Hence, the cost is $O(\varepsilon^{-r})$ where $r = \max(2, d/2)$, except for $d = 4$ for which $\beta = \gamma$ and hence there is an additional $|\log \varepsilon|^2$ factor. It is the dependence on $d$ which will be addressed by incorporating sparse grid methods.

### 3.2 MIMC

The multi-index Monte Carlo (MIMC) method [15] is inspired by the sparse combination technique. Starting from (3), if each of the $\Delta P_{\ell}$ is now a random variable due to the random coefficients in the PDE, we can take expectations of each side and truncate the sum to give

$$\mathbb{E}[P] \approx \mathbb{E}[P_L] = \sum_{\|\ell\|_1 \leq L} \mathbb{E}[\Delta P_{\ell}].$$

This is now very similar to the telescoping sum (6) in MLMC, with the difference that the levels are now labelled by multi-indices, so allowing different discretizations in different directions. We can independently estimate each of the expectations on the r.h.s. of (8) using a number of independent samples $N_{\ell}$ so that the MIMC estimator is

$$Y = \sum_{\|\ell\|_1 \leq L} Y_{\ell}, \quad Y_{\ell} = \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} \Delta P_{\ell}^{(i)}.$$

The numbers $N_{\ell}$ are optimised to minimise the cost of achieving a certain desired variance or mean-square-error.

The original paper [15] considers much more general circumstances: the different indices in $\ell$ are not limited to the spatial discretizations in $x$ but can also involve quantities such as the number of particles in a system, or the number of terms in a Karhunen–Loève expansion (arising from dimension truncation in the stochastic variables $y$). Here in the isotropic PDE case, in which the behaviour in each space dimension is similar, this leads to the following theorem.

**Theorem 4** (MIMC). Let $P$ denote an output functional, and for each multi-index $\ell$ let $P_{\ell}$ denote the approximate output functional indexed by $\ell$. Suppose for each multi-index $\ell$ there exist independent estimators $Y_{\ell}$ of $\mathbb{E}[\Delta P_{\ell}]$ based on $N_{\ell}$ Monte Carlo samples and positive constants $\alpha, \beta, \gamma, c_1, c_2, c_3$, with $\alpha \geq \frac{1}{2} \beta$, such that

1. $|\mathbb{E}[P_{\ell} - P]| \rightarrow 0$ as $\ell \rightarrow \infty$ ($\ell_j \rightarrow \infty$, $\forall j$),

2. $|\mathbb{E}[\Delta P_{\ell}]| \leq c_1 2^{-\alpha \|\ell\|_1}$,

3. $\mathbb{E}[Y_{\ell}] = \mathbb{E}[\Delta P_{\ell}]$,

4. $\forall |Y_{\ell}| \leq c_2 N_{\ell}^{-1} 2^{-\beta \|\ell\|_1}$,

5. $\text{cost}(Y_{\ell}) \leq c_3 N_{\ell} 2^{\gamma \|\ell\|_1}$. 


Then there exists a positive constant \( c_4 \) such that for any \( \varepsilon < e^{-1} \) there are values \( L \) and \( N_\ell \) for which the MIMC estimator (9) achieves the mean-square-error bound \( \mathbb{E}((Y - \mathbb{E}[P])^2) < c_4^2 \) with the computational cost bound

\[
\text{cost}(Y) \leq \begin{cases} 
  c_4 \varepsilon^{-2}, & \beta > \gamma, \\
  c_4 \varepsilon^{-2} \log \varepsilon |\rho|, & \beta = \gamma, \\
  c_4 \varepsilon^{-2}(\gamma - \beta)/\alpha \log \varepsilon |\rho|^2, & \beta < \gamma,
\end{cases}
\]

where

\[
e_1 = 2d, \quad e_2 = (d-1)(2 + (\gamma - \beta)/\alpha), \quad \text{if } \alpha > \frac{1}{2} \beta, \\
e_1 = \max(2d, 3(d-1)), \quad e_2 = (d-1)(1 + \gamma/\alpha), \quad \text{if } \alpha = \frac{1}{2} \beta.
\]

**Proof.** This is a particular case of the more general analysis in [15, Theorem 2.2]. \( \square \)

In the case of MIMC, there are \( O(L^{d-1}) \) multi-indices on the finest level on which \( \|\ell\|_1 = L \). Hence the finest level is determined by the constraint \( L^{d-1} - \alpha L = O(\varepsilon) \), and the associated cost is \( O(e^{-\gamma/\alpha} \log \varepsilon |\rho|(d-1)(1+\gamma/\alpha)) \). Given the assumption that \( \alpha > \frac{1}{2} \beta \), this is not asymptotically bigger than the main cost except when \( \alpha = \frac{1}{2} \beta \), in which case it is responsible for the \( e_2 \) and the \( 3(d-1) \) component in the maximum in \( e_1 \).

When applied to our model elliptic PDE, if one uses a tensor product grid with spacing \( 2^{-\ell} \) in the \( j \)th direction, and a numerical discretisation with second order accuracy, then we are likely to get \( \alpha = 2 \) and \( \beta = 4 \) if the solution has sufficient mixed regularity [24]. (Note that this is a much stronger statement than the \( \alpha = 2, \beta = 4 \) in the previous section; taking the case with \( d = 3 \) as an example, with grid spacing \( h_1, h_2, h_3 \) in the three dimensions, Section 3.1 requires only that \( \Delta P_k = O(h^2) \) when all three spacings are equal to \( h \), whereas in this section we require the product form \( \Delta P_k = O(h_1^2 h_2^2 h_3^2) \) which is much smaller when \( h_1, h_2, h_3 \ll 1 \).) With an ideal multigrid solver, the cost is proportional to \( 2^{d|\ell|_1} \), so \( \gamma = 1 \). Since \( \beta > \gamma \), the cost would then be \( O(\varepsilon^{-2}) \), regardless of the value of \( d \).

## 4 Randomised QMC and MLQMC

### 4.1 Randomised QMC Sampling

A randomized QMC method with \( N \) deterministic points and \( R \) randomization steps approximates an \( s \)-dimensional integral over the unit cube \([-\frac{1}{2}, \frac{1}{2}]^s\) as follows

\[
I := \int_{[-\frac{1}{2}, \frac{1}{2}]^s} g(y) \, dy \approx \overline{Q} := \frac{1}{R} \sum_{k=1}^R Q_k, \quad Q_k = \frac{1}{N} \sum_{i=1}^N g(y^{(i,k)}).
\]

For the purpose of this paper it suffices that we introduce briefly just a simple family of randomized QMC methods – randomly shifted lattice rules. We have

\[
y^{(i,k)} = \left\{ \frac{iz}{N} + \Delta^{(k)} \right\} - \frac{1}{2},
\]

where \( z \in \mathbb{N}^s \) is known as the generating vector; \( \Delta^{(1)}, \ldots, \Delta^{(R)} \in (0,1)^s \) are \( R \) independent random shifts; the braces indicate that we take the fractional part of each component in the vector; and finally we subtract \( \frac{1}{2} \) from each component of the vector to bring it into \([-\frac{1}{2}, \frac{1}{2}]^s\).
Randomly shifted lattice rules provide unbiased estimators of the integral. Indeed, it is easy to verify that \( \mathbb{E}_{\Delta}[\overline{Q}] = \mathbb{E}_{\Delta}[Q_k] = I \), where we introduced the subscript \( \Delta \) to indicate that the expectation is taken with respect to the random shifts. In some appropriate function space setting for the integrand function \( g \), it is known (see e.g., [8]) that good generating vectors \( z \) can be constructed so that the variance or mean-square-error satisfies \( \mathbb{V}_{\Delta}[\overline{Q}] = \mathbb{E}_{\Delta}[(\overline{Q} - I)^2] \leq C_3 R^{-1} N^{-2(1-\delta)} \), for some \( \delta \in (0, 1/2] \) with \( C_3 \) independent of the dimension \( s \). In practical computations, we can estimate the variance by \( \mathbb{V}_{\Delta}[\overline{Q}] \approx \sum_{R_k=1}^{R} (Q_k - \overline{Q})^2 / [R(R-1)] \). Typically we take a large value of \( N \) to benefit from the higher QMC convergence rate and use only a relatively small \( R \) (e.g., 20–50) for the purpose of estimating the variance.

There are other randomization strategies for QMC methods. For example, we can combine any digital net such as Sobol’ sequences or interlaced polynomial lattice rules with digital shift or Owen scrambling, to get an unbiased estimator with variance close to \( O(N^{-2}) \) or \( O(N^{-3}) \). We can also apply randomization to a higher order digital net to achieve \( O(N^{-p}) \) for \( p > 2 \) in an appropriate function space setting for smooth integrands. For detailed reviews of these results see see e.g., [8].

### 4.2 MLQMC

As a generalization of (7), the multilevel Quasi-Monte Carlo (MLQMC) estimator is

\[
Y = \sum_{\ell=0}^{L} Y_{\ell}, \quad Y_{\ell} = \frac{1}{R_{\ell}} \sum_{k=1}^{R_{\ell}} \left( \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} \Delta P^{(i,k)}_{\ell} \right).
\]

Later in Theorem 5 we will state the corresponding generalization of Theorem 3.

The use of QMC instead of MC in a multilevel method was first considered in [13] where numerical experiments were carried out for a number of option pricing problems and showed convincingly that MLQMC improves upon MLMC. A meta-theorem similar to the MLMC theorem was proved in [9]. A slightly sharper version of the theorem, eliminating some \( \log(\varepsilon) \) factors, will be stated and proved later in §6.

MLQMC methods have been combined with finite element discretizations for the PDE problems in [7, 21, 22]. The paper [22] studied the uniform case for the same elliptic PDE of this paper with randomly shifted lattice rules (which yield up to order 2 convergence in the variance); the paper [7] studied the uniform case for general operator equations with deterministic higher order digital nets; the paper [21] studied the lognormal case with randomly shifted lattice rules.

A key analysis which is common among these papers is the required mixed regularity estimate of the solution involving both \( x \) and \( y \), see [20] for a survey of the required analysis in a unified framework.

### 5 Combining Sparse Grids and MLMC

After this survey of the three component technologies, sparse grid methods, MLMC and MIMC, and randomised QMC samples, the first novel observation in this paper is very simple: MIMC is not the only way in which MLMC can be combined with sparse grid methods.

An alternative is to use the standard MLMC approach, but with samples which are computed using sparse grid methods. The advantage of this is that it can be used with either sparse finite elements or the sparse combination technique.
The aim in this section is to show that the MIMC algorithm is very similar to MLMC using sparse combination samples.

5.2 MLMC with Sparse Combination Samples

The aim in this section is to show that the MIMC algorithm is very similar to MLMC using sparse combination samples.

Suppose we have an MIMC application which satisfies the conditions of Theorem 1. For the MLMC version, we use (4) to define the $P_\ell$ in Theorem 3. Since

$$\mathbb{E}[\Delta P_\ell] = \sum_{\|\ell\|_1 = \ell} \mathbb{E}[\Delta P_\ell],$$

the two algorithms have exactly the same expected value if the finest level for each is given by $\|\ell\|_1 = L$ for the same value of $L$. The difference between the two algorithms is that MIMC independently estimates each of the expectations on the r.h.s. of (11), using a separate estimator $Y_\ell$ for each $\mathbb{E}[\Delta P_\ell]$ with independent samples of $y$, whereas MLMC with sparse combination samples estimates the expectation on the l.h.s., using the combination

$$Y_\ell = \sum_{\|\ell\|_1 = \ell} Y_\ell,$$

with the $Y_\ell$ all based on the same set of $N_\ell$ random samples $y$.

There are no more than $(\ell+1)^{d-1}$ terms in the summation in (11), so if the cost of $Y_\ell$ for MIMC is $O(N_\ell 2^{\gamma \ell})$ when $\|\ell\|_1 = \ell$, then the cost of the sparse combination estimator $Y_\ell$ for MLMC is $O(N_\ell \ell^{d-1} 2^{\gamma \ell}) = o(N_\ell 2^{(\gamma + \delta)\ell})$, for any $0 < \delta < 1$.

Likewise,

$$|E[Y_\ell]| \leq \sum_{\|\ell\|_1 = \ell} |E[Y_\ell]|,$$

so if $|E[Y_\ell]| = O(2^{-\alpha \ell})$ when $\|\ell\|_1 = \ell$, then $|E[Y_\ell]| = o(2^{-(\alpha - \delta)\ell})$ for any $0 < \delta < 1$.

Furthermore, Jensen’s inequality gives

$$\mathbb{V}[Y_\ell] = \mathbb{E}[(Y_\ell - E[Y_\ell])^2] = \mathbb{E} \left[ \left( \sum_{\|\ell\|_1 = \ell} (Y_\ell - E[Y_\ell]) \right)^2 \right] \leq (\ell+1)^{d-1} \sum_{\|\ell\|_1 = \ell} \mathbb{E} \left[ (Y_\ell - E[Y_\ell])^2 \right] = (\ell+1)^{d-1} \sum_{\|\ell\|_1 = \ell} \mathbb{V}[Y_\ell],$$

so if $\mathbb{V}[Y_\ell] = O(N_\ell^{-1} 2^{-2\ell})$, then $\mathbb{V}[Y_\ell] = o(N_\ell^{-1} 2^{-(3-\delta)\ell})$, for any $0 < \delta < 1$.

This shows that the $\alpha, \beta, \gamma$ values for the MLMC algorithm using the sparse combination samples are almost equal to the $\alpha, \beta, \gamma$ for the MIMC method, which leads to the following lemma.
Lemma 1. If a numerical method satisfies the conditions for the MIMC Theorem 4, then the corresponding MLMC estimator with sparse combination samples will have a cost which is \( O(\epsilon^{-2}) \), if \( \beta > \gamma \), and \( o(\epsilon^{-(\gamma-\beta)/\alpha}) \), \( \forall 0 < \delta \ll 1 \), if \( \beta \leq \gamma \).

As with MLMC with sparse finite element samples, the key thing here is that the level \( \ell \) MLMC samples use a set of grids in which the number of grid points is \( O(2^{\|\mathcal{F}\|_1}) = O(2^{\ell}) \). That is why the \( \gamma \) values for MIMC and MLMC are virtually identical.

If there is substantial cancellation in the summation, it is possible that \( \mathbb{V}[Y_\ell] \) could be very much smaller than the \( \mathbb{V}[Y_\tilde{\ell}] \) for each of the \( \mathcal{F} \) for which \( \|\mathcal{F}\|_1 = \ell \). However, we conjecture that this is very unlikely, and therefore we are not suggesting that the MLMC with sparse combination samples is likely to be better than MIMC. The point of this section is to show that it cannot be significantly worse. In addition, this idea of combining MLMC with sparse grid samples works for sparse finite elements for which there seems to be no natural MIMC extension.

5.3 Nested MLMC

Another alternative to MIMC is nested MLMC. To illustrate this in 2D, suppose we start by using a single level index \( \ell_1 \) to construct a standard MLMC decomposition

\[
\mathbb{E}[P] \approx \mathbb{E}[P_{\ell_1}] = \sum_{\ell_1=0}^{L_1} \mathbb{E}[\Delta P_{\ell_1}].
\]

Now, for each particular index \( \ell_1 \) we can take \( \mathbb{E}[\Delta P_{\ell_1}] \) and perform a secondary MLMC expansion with respect to a second index \( \ell_2 \) to give

\[
\mathbb{E}[\Delta P_{\ell_1}] \approx \sum_{\ell_2=0}^{L_2} \mathbb{E}[Q_{\ell_1,\ell_2} - Q_{\ell_1,\ell_2-1}],
\]

with \( Q_{\ell_1,-1} := 0 \). If we allow \( L_2 \) to possibly depend on the value of \( \ell_1 \), this results in an approximation which is very similar to the MIMC method,

\[
\mathbb{E}[P] \approx \sum_{\ell \in \mathcal{L}} \mathbb{E}[Q_{\ell_1,\ell_2} - Q_{\ell_1,\ell_2-1}],
\]

with the summation over some finite set of indices \( \mathcal{L} \). In contrast to the MIMC method, here \( Q_{\ell_1,\ell_2} - Q_{\ell_1,\ell_2-1} \) is not necessarily expressible in the cross-difference form \( \Delta P_{\ell} \) used in MIMC. Thus, this method is a generalization of MIMC.

This approach is currently being used in two new research projects. In one project, the second expansion is with respect to the precision of floating point computations; i.e. half, single or double precision. This follows ideas presented in section 10.2 of [11] and also in [2]. In the other project [16], the second expansion uses Rhee & Glynn’s randomised multilevel Monte Carlo method [23] to provide an unbiased inner estimate in a financial nested expectation application.

6 MLQMC and MIQMC

The next natural step is to replace the Monte Carlo sampling with randomised QMC sampling to estimate \( \mathbb{E}[\Delta P_{\ell}] \) or \( \mathbb{E}[\Delta P_{\tilde{\ell}}] \).
6.1 MLQMC (continued from §4.2)

In the best circumstances, using $N_\ell$ QMC deterministic points with $R_\ell = R$ randomisation steps to estimate $E[\Delta P_\ell]$ gives a variance (with respect to the randomisation in the QMC points) which is $O(R^{-1}N_\ell^{-p}2^{-\beta \ell})$, with $p > 1$. This leads to the following theorem which generalizes Theorem 3.

**Theorem 5** (MLQMC). Let $P$ denote an output functional, and let $P_\ell$ denote the corresponding level $\ell$ numerical approximation. Suppose there exist independent estimators $Y_\ell$ of $E[\Delta P_\ell]$ based on $N_\ell$ deterministic QMC points and $R_\ell = R$ randomization steps, and positive constants $\alpha, \beta, \gamma, c_1, c_2, c_3, p$, with $p > 1$ and $\alpha \geq \frac{1}{2} \beta$, such that

1. $|E[P_\ell - P]| \to 0$ as $\ell \to \infty$,
2. $|E[\Delta P_\ell]| \leq c_1 2^{-\alpha \ell}$,
3. $E_\Delta[Y_\ell] = E[\Delta P_\ell]$,
4. $V_\Delta[Y_\ell] \leq c_2 R^{-1} N_\ell^{-p} 2^{-\beta \ell}$,
5. $\text{cost}(Y_\ell) \leq c_3 R N_\ell^2 \gamma \ell$.

Then there exists a positive constant $c_4$ such that for any $\varepsilon < \varepsilon^{-1}$ there are values $L$ and $N_\ell$ for which the MLQMC estimator (10) achieves the mean-square-error bound $E_\Delta[(Y - E[P])^2] < \varepsilon^2$ with the computational cost bound

$$\text{cost}(Y) \leq \begin{cases} c_4 \varepsilon^{-2/p}, & \beta > p \gamma, \\ c_4 \varepsilon^{-2/p} |\log \varepsilon|^{(p+1)/p}, & \beta = p \gamma, \\ c_4 \varepsilon^{-2/p} \log(p+1)/(p\alpha), & \beta < p \gamma. \end{cases}$$

**Proof.** We omit the proof here because the theorem can be interpreted as a special case of Theorem 6 below for which we will provide an outline of the proof. \hfill \Box

6.2 MIQMC

As a generalization of (9), the MIQMC estimator is

$$Y = \sum_{\|\xi\| \leq L} Y_\xi, \quad Y_\xi = \frac{1}{R_\xi} \sum_{k=1}^{R_\xi} \frac{1}{N_\xi} \sum_{i=1}^{N_\xi} \Delta P_{\xi,i}^{(i,k)},$$

(12)

where $Y_\xi$ is an estimator for $E[\Delta P_\xi]$ based on $N_\xi$ deterministic QMC points and $R_\xi$ randomization steps.

Suppose that $Y_\xi$ has variance and cost given by $V_\Delta[Y_\xi] = N_\xi^{-p} v_\xi$ and $\text{cost}(Y_\xi) = N_\xi c_\xi$. The variance and total cost of the combined estimator $Y$ are

$$V_\Delta[Y] = \sum_{\|\xi\| \leq L} N_\xi^{-p} v_\xi, \quad \text{cost}(Y) = \sum_{\|\xi\| \leq L} N_\xi c_\xi.$$

Treating the $N_\xi$ as real numbers, the cost can be minimised for a given total variance by introducing a Lagrange multiplier and minimising cost($Y$) + $\lambda V_\Delta[Y]$, which gives

$$N_\xi = \left( \frac{\lambda p v_\xi}{c_\xi} \right)^{1/(p+1)}.$$
Then there exists a positive constant $\epsilon$ to achieve a target accuracy determines the value of $\lambda$ and then the total cost is

$$\text{cost}(Y) = \left(2 \epsilon^{-2}\right)^{1/p} \left(\sum_{\|\ell\|_1 \leq L} \left(c_{\epsilon}^p \epsilon^p \right)^{1/(p+1)}\right)^{(p+1)/p}.$$ 

This outline analysis shows that the behaviour of the product $c_{\epsilon}^p \epsilon^p$ as $\ell \to \infty$ is critical. If $c_{\ell} = O(2^{2\ell})$ and $\epsilon = O(2^{-\beta \ell})$ where $\ell = \|\ell\|_1$, then $c_{\ell}^p \epsilon^p = O(2^{(p\gamma - \beta) \ell}).$

- If $\beta > \gamma$, then the total cost is dominated by the contributions from the coarsest levels, and we get a total cost which is $O(\epsilon^{-2/p}).$
- If $\beta = \gamma$, then all levels contribute to the total cost, and it is $O(Ld(p+1)/p \epsilon^{-2/p}).$
- If $\beta < \gamma$, then the total cost is dominated by the contributions from the finest levels, and we get a total cost which is $O(L(d-1)(p+1)/p \epsilon^{-2/p} 2^{(p\gamma - \beta)L/p}).$

To complete this analysis, we need to know the value of $L$ which is determined by the requirement that the square of the bias is no more than $1/2 \epsilon^2.$ This can be satisfied by ensuring that

$$\text{bias}(Y) := \sum_{\|\ell\|_1 > L} |E[\Delta P_\ell]| \leq \epsilon/\sqrt{2}.$$

If $|E[\Delta P_\ell]| = O(2^{-\alpha \|\ell\|_1})$, then the contributions to bias($Y$) come predominantly from the coarsest of the levels in the summation (i.e. $\|\ell\|_1 = L + 1$), and hence $\text{bias}(Y) = O(Ld^{-1}2^{-\alpha L}).$ The bias constraint then gives $Ld^{-1}2^{-\alpha L} = O(\epsilon)$ and hence $L = O(|\log \epsilon|).$

As discussed after the MLMC and MIMC theorems, the values for $N_\ell$ need to be rounded up to the nearest integers, incurring an additional cost which is $O(\epsilon^{-\gamma/\alpha} \log \epsilon (d-1)(1 + \gamma/\alpha)).$ If $\alpha > 1/2 \beta$ it is always negligible compared to the main cost, but it can become the dominant cost when $\alpha = 1/2 \beta$ and $\beta \leq \gamma$. This corresponds to the generalization of Cases C and D in Theorem 2.2 in the MIMC analysis in [15].

This outline analysis leads to the following theorem in which we make various assumptions and then draw conclusions about the resulting cost.

**Theorem 6 (MIQMC).** Let $P$ denote an output functional, and for each multi-index $\ell$ let $P_\ell$ denote the approximate output functional indexed by $\ell$. Suppose for each multi-index $\ell$ there exist independent estimators $Y_\ell$ of $E[\Delta P_\ell]$ based on $N_\ell$ deterministic QMC samples and $R_\ell = R$ randomization steps, and positive constants $\alpha, \beta, \gamma, c_1, c_2, c_3, p$, with $p > 1$ and $\alpha > \beta$, such that

1. $|E[P_{\ell} - P]| \to 0$ as $\ell \to \infty (\ell_j \to \infty, \forall j)$,
2. $|E[\Delta P_\ell]| \leq c_1 2^{-\alpha \|\ell\|_1}$,
3. $\Delta[Y_\ell] = E[\Delta P_\ell]$,
4. $\forall \Delta[Y_\ell] \leq c_2 R^{-1} N_\ell^{-p} 2^{-\beta \|\ell\|_1}$,
5. $\text{cost}(Y_\ell) \leq c_3 R N_\ell 2^\gamma \|\ell\|_1$.

Then there exists a positive constant $c_4$ such that for any $\epsilon < \epsilon^{-1}$ there are values $L$ and $N_\ell$ for which the MIQMC estimator (12) achieves the mean-square-error bound $E[\Delta((Y - E[P])^2)] < \epsilon^2$.
with the computational cost bound

\[
\text{cost}(Y) \leq \begin{cases} 
  c_4 \varepsilon^{-2/p}, & \beta > p\gamma, \\
  c_4 \varepsilon^{-2/p} \cdot \log \varepsilon^{e_1}, & \beta = p\gamma, \\
  c_4 \varepsilon^{-2/p} \cdot (p\gamma - \beta)/p\alpha \cdot \log \varepsilon^{e_2}, & \beta < p\gamma,
\end{cases}
\]

where

\[
e_1 = d(p+1)/p, \quad e_2 = (d-1)((p+1)/p + (p\gamma - \beta)/p\alpha), \quad \text{if } \alpha > \frac{1}{2}\beta, \\
e_1 = \max(d(p+1)/p, (d-1)(1+\gamma/\alpha)), \quad e_2 = (d-1)(1+\gamma/\alpha), \quad \text{if } \alpha = \frac{1}{2}\beta.
\]

Proof. Based on the outline proof which indicates how to specify the near optimal number of QMC points for each level, the detailed proof follows the same lines as the main MIMC Theorem 2.2 in [15].

The key observation here is that the dimension \(d\) does not appear in the exponent for \(\varepsilon\) in the cost bounds, so it is a significant improvement over the MLQMC result in which the cost is of the form \(\varepsilon^{-r}\) with \(r = \max(2/p, d/2)\), which limits the multilevel benefits even for \(d = 3\) if \(p > 4/3\).

It is interesting to compare the cost given by this theorem with that given by the MIMC Theorem 4. If \(\beta > p\gamma\), then the use of QMC improves the cost from \(O(\varepsilon^{-2})\) to \(O(\varepsilon^{-2/p})\). This is because the dominant costs in this case are on the coarsest levels where many points have to be sampled, and therefore QMC will provide substantial benefits. On the other hand, if \(\beta < \gamma\) then both approaches give a cost of approximately \(O(\varepsilon^{-\gamma/\alpha})\) because in this case the dominant costs are on the finest levels, and on the finest levels the optimal number of QMC points is \(O(1)\), which is why the additional cost of rounding up to the nearest integer often dominates the main cost. Hence the use of QMC points is almost irrelevant in this case. Fortunately, we expect that the favourable case \(\beta > p\gamma\) is likely to be the more common one. It is clearly the case in our very simple elliptic model with \(\beta = 4\) and \(\gamma = 1\).

7 Concluding Remarks

In this paper we began by summarizing the meta-theorems for MLMC and MIMC in a common framework for elliptic PDEs with random coefficients, where we applied full or sparse grid methods with respect to the spatial variables \(x\) and used MC sampling for computing expected values with respect to the stochastic variables \(y\).

Following this, our novel contributions were

- showing that, in this context, MIMC is almost equivalent to the use of MLMC with sparse combination samples;
- introducing the idea of a) MLMC with sparse finite element or sparse combination samples, and b) nested MLMC, as other alternatives to MIMC;
- deriving the corresponding meta-theorems for MLQMC and MIQMC in this context, concluding that the computational cost to achieve \(O(\varepsilon)\) r.m.s. accuracy can be reduced to \(O(\varepsilon^{-r})\) with \(r < 2\) independent of the spatial dimension \(d\).

Natural extensions of the results in this paper include allowing the different indices in \(\ell\) to cover also different levels of dimension truncation in the stochastic variables \(y\), as well as providing verifications of the precise parameters \(\alpha, \beta, \gamma\) and \(p\) for specific PDE applications.
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