Global properties of static spherically symmetric charged dilaton spacetimes with a Liouville potential
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ABSTRACT

We derive the global properties of static spherically symmetric solutions to the Einstein-Maxwell-dilaton system in the presence of an arbitrary exponential dilaton potential. We show that – with the exception of a pure cosmological constant ‘potential’ – no asymptotically flat, asymptotically de Sitter or asymptotically anti-de Sitter solutions exist in these models.
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1. Introduction

There has been considerable interest recently in the properties of ‘stringy’ black holes: classical solutions of tree-level string effective actions, in which the Einstein action is supplemented by fields such as the axion, gauge fields, and the dilaton which couples in a non-trivial way to the other fields. In particular, dilaton black holes have been shown to have novel thermodynamic properties [1–3], and to behave like elementary particles in some scattering scenarios [4].

Unfortunately, much of the work on dilaton black holes to date has involved models with one serious deficiency: the dilaton has usually been assumed to be massless. It is widely believed, however, that the dilaton must acquire a mass through some symmetry breaking mechanism. Indeed, this is necessary in order to avoid long-range scalar forces which would otherwise arise‡. Gregory and Harvey [6] and Horne and Horowitz [7] have now finally made some investigation of black hole models which include a mass term – they have chosen a standard quadratic potential for the dilaton field§. While a rigorous proof of the existence of black hole solutions in these models has still to be given, the arguments of Horne and Horowitz [7] are nonetheless compelling.

Ultimately, it would be physically desirable to investigate models of black holes in effective dilaton gravity theories in four dimensions which involve a dilaton potential generated by some specific symmetry breaking mechanism, rather than simply an ad hoc potential, as in the work to date [6,7]. In particular, one could consider an (Einstein frame) action such as

\[
S = \int d^D x \sqrt{-g} \left\{ \frac{R}{4\kappa^2} - \frac{1}{D-2} g^{ab} \partial_a \phi \partial_b \phi - V(\phi) - \frac{1}{4} \exp\left(\frac{-4g_0\kappa\phi}{D-2}\right) F_{ab} F^{ab} \right\}, \quad (1.1)
\]

which includes gravity, an abelian gauge field and the dilaton, \( \phi \), with a non-trivial dilaton potential \( V(\phi) \) of the form

\[
V = V_{\text{exp}} + V_{\text{susy}}
\]

where

\[
V_{\text{exp}} = \frac{\Lambda}{2\kappa^2} \exp\left(\frac{-4g_1\kappa\phi}{D-2}\right), \quad (1.2)
\]

‡ A fascinating discussion of the observational consequences of a very weakly coupled massless dilaton is given in [5].

§ Gregory and Harvey also considered a potential of the form \( V = 2m^2 \cosh^2 \phi \).
and
\[
\mathcal{V}_{\text{susy}} = \frac{1}{4\kappa^2} \exp \left[ -ae^{-2\kappa \phi} \right] \left\{ Ae^{2\kappa \phi} + B + Ce^{-2\kappa \phi} \right\},
\]
(1.3)

Here \( g_0, g_1, \Lambda, a, A, B \) and \( C \) are constants and \( \kappa^2 = 4\pi G \) is the \( D \)-dimensional gravitational constant. Eqns. (1.1)–(1.2) are somewhat more general than is demanded by string theory. However, if we set \( g_0 = 1 \) we obtain the standard tree-level coupling between the dilaton and the electromagnetic field, while setting \( g_1 = -1, \Lambda = (D_{\text{crit}} - D_{\text{eff}})/(3\alpha') \), in the Liouville-type term (1.2) yields the case of a potential corresponding to a central charge deficit. The term (1.3), on the other hand, is the type of potential which arises in four dimensions from supersymmetry breaking via gaugino condensation in the hidden sector of the string theory \[\footnote{The particular potential given in (1.3) is relevant for one gaugino condensation.}\]. Potentials of the form (1.2) and (1.3) have been widely studied in string cosmologies [9], but to date the only investigations of static spherically symmetric solutions involving such terms have been restricted to the case of uncharged solutions [10–14]. Maki and Shiraishi [15] have recently derived non-static Kastor-Traschen type [16] cosmological multi black hole solutions for the action (1.1)–(1.2). However, such solutions were only obtained for certain special values of the constants \( g_0, g_1 \) and of the time-dependent coupling in the dilaton cosmological scale factor.

In many respects the action (1.1) is still over-simplified because it neglects the possible contribution of additional scalar fields, such as the string moduli which correspond to the extra dimensions of spacetime after dimensional reduction. Static spherically symmetric solutions involving both moduli and a dilaton have been discussed recently by Cadoni and Mignemi [17], and by Cvetič and Tseytlin [18], but in the absence of a potential. The introduction of a potential greatly complicates the situation, however, as is well demonstrated by the case of the quadratic potential, where a complete integration proved impossible even numerically [7].

Given the inherent difficulties involved in studies of models with non-trivial potentials, the present paper is intended only as a first step: we will not study the problem posed by eqns. (1.1)–(1.3) in full, but will restrict ourselves solely to the case of a Liouville-type potential \( \mathcal{V} = \mathcal{V}_{\text{exp}} \). It is our hope that a further refinement of the approach discussed here can be applied to the more difficult case when a supersymmetry-breaking potential of the type (1.3) is also included. We are of course most interested in the case \( D = 4 \), but will leave \( D \) arbitrary, (with the only requirement that \( D > 2 \)), as this does not involve many extra complications. Furthermore, we will also leave the dilaton coupling to the electromagnetic field arbitrary, rather than immediately specialising to the string case (\( g_0 = 1 \)).
We will show in the particular case of an exponential potential (1.2) that no static spherically symmetric asymptotically flat charged black hole solutions exist. Furthermore, no static spherically symmetric asymptotically de Sitter (or anti-de Sitter) solutions exist either, except in the special case $g_1 = 0$ when the potential is simply a cosmological constant. (The $g_1 = 0$ model has recently been studied by Okai [19].) Our result concerning the potential (1.2) is of course more in the line with the intuition provided by the scalar no hair theorems [20–22], rather than with the dilaton black hole solutions [1] which avoid the no hair theorems through the coupling between the dilaton and electromagnetic fields, with the result that the dilaton scalar charge depends on the other charges of theory [23] rather than being an independent “hair”.

2. The dynamical system

We shall use the same approach here as has been used by S. Mignemi and one of us [10–12] to study uncharged static spherically symmetric solutions in models of gravity involving a scalar field with non-trivial potentials. Such an analysis is useful for deriving “no hair” results in circumstances in which some assumptions used in the standard no hair proofs do not apply. We recall, for example, that Bekenstein’s proof [21] of the scalar no hair theorem for static black holes can be easily generalised to any convex potential [22], (i.e., for any $\mathcal{V}(\phi)$ for which $\frac{d^2\mathcal{V}}{d\phi^2} \geq 0$ for all $\phi$), by simply multiplying the appropriate scalar field equation by $\frac{d\mathcal{V}}{d\phi}$, rather than by $\phi$, before carrying out the appropriate integration. In [10], however, we derived the equivalent of a no hair result for the potential (1.2) without any restriction on the sign of $\Lambda$. (For $\Lambda > 0$ ($\Lambda < 0$) the potential (1.2) is convex (concave).)

In [11] and [12] the approach of [10] was extended to more general potentials. Although the most general potential we have considered is an arbitrary finite sum of exponential terms

$$\mathcal{V}(\phi) = \frac{-1}{4\kappa^2} \sum_{i=1}^{s} \lambda_i \exp \left( \frac{-4g_i \kappa \phi}{D - 2} \right),$$

there are some aspects of the analysis of [12] which would appear to apply to arbitrary potentials. In particular, one may conjecture that:

* In [10] a particular $g_1$ appropriate to Kaluza-Klein theories with internal spaces of non-zero curvature was used, but the arbitrary $g_1$ case was included in [12].
(i) If $\mathcal{V}$ is non-zero then asymptotically (anti)-de Sitter solutions exist if and only if

$$\exists \phi_0 \text{ such that } \frac{d\mathcal{V}}{d\phi}|_{\phi=\phi_0} = 0 \text{ and } \mathcal{V}(\phi_0) \neq 0. \quad (2.2)$$

The solutions are asymptotically de Sitter (anti-de Sitter) for $\mathcal{V}(\phi_0) > 0 \ (\mathcal{V}(\phi_0) < 0)$.

(ii) If $\mathcal{V}$ is non-zero then asymptotically flat solutions exist if and only if

$$\exists \phi_0 \text{ such that } \frac{d\mathcal{V}}{d\phi}|_{\phi=\phi_0} = 0 \text{ and } \mathcal{V}(\phi_0) = 0. \quad (2.3)$$

The fact that trivial solutions exist under both these circumstances is pretty obvious: if (2.2) holds then the Schwarzschild-(anti)-de Sitter solutions with constant dilaton, $\phi = \phi_0$, are solutions; while if (2.3) is satisfied then the Schwarzschild solution with constant dilaton, $\phi = \phi_0$, is a solution. Any particular potential may have many such solutions, depending on the number of different turning points.

It is not difficult to see that any non-trivial solutions with the appropriate asymptotic form, and with a scalar field which is “physically well-behaved”, namely at worst $\phi \sim \text{const.}$ at spatial infinity, must also satisfy (2.2) or (2.3) if all the fields have regular Taylor expansions at spatial infinity. This can in fact be seen by direct inspection of the field equations written in terms of a conventional radial coordinate. In particular, consider coordinates of the type used by Garfinkle, Horowitz and Strominger [2]:

$$ds^2 = -e^{2u}dt^2 + e^{-2u}dr^2 + R^2d\Omega^2_{D-2}, \quad (2.4)$$

where $u = u(r)$ and $R = R(r)$. We will henceforth use units in which $\kappa = 1$. The field equations obtained from variation of (1.1) for a general potential $\mathcal{V}(\phi)$ are then given by

$$\square \phi = \frac{1}{2}(D-2)\frac{d\mathcal{V}}{d\phi} - \frac{1}{2}g_0 \exp\left(\frac{-4g_0\phi}{D-2}\right) F_{ab}F^{ab},$$

$$\partial_a \left[ \sqrt{-g} \exp\left(\frac{-4g_0\phi}{D-2}\right) F^{ab} \right] = 0,$$

$$\mathcal{R}_{ab} = \frac{4}{D-2} [\partial_a \phi \partial_b \phi + g_{ab} \mathcal{V}] + 2 \exp\left(\frac{-4g_0\phi}{D-2}\right) \left[ F_{ac}F^c_b - \frac{1}{2(D-2)} g_{ab}F_{cd}F^{cd} \right], \quad (2.5)$$
If we choose $F$ to be the field of an isolated electric charge,

$$F = \exp \left( \frac{4g_0 \phi}{D - 2} \right) \frac{Q}{R^{D-2}} \, dt \wedge dr,$$

then the field equations with metric ansatz (2.4) are

$$\frac{1}{R^{D-2}} \frac{d}{dr} \left[ R^{D-2} e^{2u} \frac{d\phi}{dr} \right] = \frac{1}{2} (D - 2) \frac{dV}{d\phi} + g_0 \exp \left( \frac{4g_0 \phi}{D - 2} \right) \frac{Q^2}{R^{2(D-2))}},$$

$$\frac{1}{R} \frac{d^2 R}{dr^2} = - \frac{4}{(D-2)^2} \left( \frac{d\phi}{dr} \right)^2,$$

$$\frac{1}{R^{D-2}} \frac{d}{dr} \left[ e^{2u} \frac{d}{dr} \left( R^{D-2} \right) \right] = (D - 2)(D - 3) \frac{1}{R^2} - 4V - 2 \exp \left( \frac{4g_0 \phi}{D - 2} \right) \frac{Q^2}{R^{2(D-2))}},$$

together with one further equation which depends on the others by virtue of the Bianchi identity. Although we have assumed an electric field here, the solutions for a purely magnetic field are readily obtainable once the solutions for the system (2.6) are known since the field equations for the magnetic case can be obtained from (2.6) by making the replacement $g_0 \to -g_0$ and $Q \to P$, where $P$ is the magnetic monopole charge.

If we now make the expansions

$$e^{2u} = \frac{-2\Lambda r^2}{(D - 1)(D - 2)} + u_{-1} r + u_0 + \frac{u_1}{r} + \frac{u_2}{r^2} + \ldots,$$

$$R = r + R_0 + \frac{R_1}{r} + \frac{R_2}{r^2} + \ldots,$$

$$\phi = \phi_0 + \frac{\phi_1}{r} + \frac{\phi_2}{r^2} + \ldots,$$

(2.7)

at spatial infinity, assuming the solutions to be asymptotically (anti)-de Sitter or asymptotically flat depending on the value of $\Lambda$, then substitution of (2.7) in (2.6) yields the result

$$\left. \frac{dV}{d\phi} \right|_{\phi = \phi_0} = 0, \quad \Lambda = 2V(\phi_0),$$

(2.8)

from the lowest order terms. Thus in general it is necessary for the potential to have a turning point at $\phi = \phi_0$ for solutions with asymptotic expansions (2.7) to exist, and such solutions will be asymptotically flat, de Sitter or anti-de Sitter if $V(\phi_0) = 0$, $V(\phi_0) > 0$ or $V(\phi_0) < 0$ respectively. Such solutions are consequently ruled out for the Liouville-type potential (1.2), except in the special case of a cosmological constant ($g_1 = 0$) when $\frac{dV}{d\phi} = 0$ identically.
If we make no assumptions about the existence of regular series expansions at spatial infinity then the proof of necessity in (2.2) and (2.3) is much less trivial. Indeed, in the context of models of gravity corresponding to the low-energy limit of string theory one can conceive of instances in which power series expansions of the form (2.7) would not apply. In particular, although asymptotics with \( \phi \to -\infty \) at spatial infinity would be disastrous in conventional field theories, in the case of string theory all couplings between the dilaton and matter fields involve powers of \( e^{2\phi} \), so provided the dilaton energy-momentum tensor is well-behaved at spatial infinity one would expect the weak-coupling limit \( \phi \to -\infty \) to be physically admissable. It is under such circumstances that the approach of [10–12] becomes useful: we reformulate the field equations in terms of a first order autonomous system of ordinary differential equations. Typically one finds that the full phase space has various subspaces, one of which corresponds to the system with no potential and which contains critical points at the phase space infinity that correspond physically to an asymptotically flat region. If such critical points are not endpoints for integral curves which lie outside of the subspace with \( V(\phi) \equiv 0 \), and if no other critical points correspond to an asymptotically flat region, then a “no hair” result is obtained. The precise global properties of all solutions of interest are often readily obtained.

We will now apply this approach to the problem posed by the action (1.1)–(1.2). In order to obtain an autonomous system one must use the radial coordinate of Gibbons and Maeda [1], defined by

\[
d\xi = \frac{e^{-2u}}{R^{D-2}} dr,
\]

in terms of the previous radial coordinate \( r \). One further modification is necessary for the phase space analysis, namely to replace the \((D-2)\)-sphere of the spatial section by a more general \((D-2)\)-dimensional Einstein space, so that the full metric is given by

\[
ds^2 = \varepsilon e^{2u} \left[ -dt^2 + R^{2(D-2)} d\xi^2 \right] + R^2 g_{ij} dx^i dx^j, \tag{2.9}
\]

where now \( u = u(\xi) \), \( R = R(\xi) \),

\[
\mathcal{R}_{ij} = (D-3)\bar{\lambda} g_{ij}, \quad i = 1, \ldots, D-2,
\]

and \( \varepsilon = \pm 1 \). Of course, we are primarily interested in the case when \( \bar{\lambda} = 1 \) and \( g_{ij} \) is the standard metric for a \((D-2)\)-sphere. However, the \( \bar{\lambda} = 0 \) surface forms an important boundary in the phase space, with various critical points lying there, and thus we must leave \( \bar{\lambda} \) arbitrary for the analysis. We have included a factor \( \varepsilon = \pm 1 \) explicitly in (2.9), as this will
allow for the inclusion of critical points both in the region in which the Killing vector \( \partial/\partial t \) is
timelike \((\varepsilon = +1)\), and the region in which \( \partial/\partial t \) is spacelike \((\varepsilon = -1)\), in the analysis below.

In terms of the coordinates (2.9) the field equations are

\[
\phi'' = -g_1 \varepsilon \Lambda e^{2\chi} + g_0 \varepsilon Q^2 e^{2\eta}, \tag{2.10}
\]
\[
\zeta'' = (D - 3)^2 \varepsilon \bar{\lambda} e^{2\zeta} - 2\varepsilon \Lambda e^{2\chi}, \tag{2.11}
\]
\[
u'' = \frac{-2}{D - 2} \varepsilon \Lambda e^{2\chi} + 2 \left(\frac{D - 3}{D - 2}\right) \varepsilon Q^2 e^{2\eta}, \tag{2.12}
\]
\[
\left(\frac{D - 2}{D - 3}\right) \left[\zeta'^2 - \nu'^2\right] - \frac{4}{(D - 2)} \phi'^2 - (D - 2)(D - 3)\varepsilon \bar{\lambda} e^{2\zeta} + 2\varepsilon \Lambda e^{2\chi} + \varepsilon Q^2 e^{2\eta} = 0, \tag{2.13}
\]

where

\[
\zeta \equiv u + (D - 3) \ln R, \quad \eta \equiv u + \frac{2g_0 \phi}{D - 2}, \quad \chi \equiv u + (D - 2) \ln R - \frac{2g_1 \phi}{D - 2}. \tag{2.14}
\]

If we now define

\[
X = \zeta', \quad Y = \eta', \quad Z = \sqrt{\frac{2}{D - 2}} e^\eta, \quad V = \chi', \quad W = \sqrt{\frac{2}{D - 2}} e^\chi, \tag{2.15}
\]

then the constraint equation (2.13) may be used to eliminate the terms involving \( \bar{\lambda} \) from
the field equations (2.10)–(2.12), yielding the following first order autonomous dynamical
system:

\[
X' = (D - 3)\varepsilon Q^2 Z^2 - \varepsilon \Lambda W^2 - (D - 3)\mathcal{P} \tag{2.16}
\]
\[
Y' = (D - 3 + g_0^2)\varepsilon Q^2 Z^2 - (1 + g_0 g_1) \varepsilon \Lambda W^2 \tag{2.17}
\]
\[
V' = (D - 3 - g_0 g_1)\varepsilon Q^2 Z^2 + (g_1^2 - 1) \varepsilon \Lambda W^2 - (D - 2)\mathcal{P} \tag{2.18}
\]
\[
Z' = Y Z \tag{2.19}
\]
\[
W' = VW \tag{2.20}
\]

where

\[
\mathcal{P} \equiv \frac{1}{[(D - 3)g_1 - g_0]^2} \left\{ \left[(D - 1)g_0^2 + (D - 2)^2 + 2g_0 g_1 - (D - 3)g_1^2\right] X^2 + \left[1 + (D - 3)g_1^2\right] Y^2 + (D - 3 + g_0^2) V \left[(D - 3) V - 2(D - 2) X\right] + 2(1 + g_0 g_1) Y \left[(D - 3) V - (D - 2) X\right] \right\} \tag{2.21}
\]
and $g_0 \neq (D - 3)g_1$. (We will consider the particular case $g_0 = (D - 3)g_1$ at a later stage).

Our aim is to analyse the phase space for this system of equations. Since the metric and dilaton field are related to the functions $X, Y, V, Z$ and $W$ of the 5-dimensional phase space, they are necessarily regular at all points of the integrals curves apart from critical points. Consequently, in order to determine the global properties of all solutions – namely the structure of their singularities, horizons and asymptotic regions – it suffices to study the properties of the solutions at critical points of the phase space. Further careful analysis is required in order to determine which critical points are connected to which other ones by integral curves, thus determining the different possibilities for spacetime structure.

Although the space is 5-dimensional we have some hope of analysing it due to various symmetries. Equations (2.19) and (2.20) ensure that trajectories cannot cross either the $W = 0$ or $Z = 0$ subspaces, which correspond physically to $\Lambda = 0$ and $Q = 0$ respectively. Thus we may restrict our attention to $Z \geq 0$ and $W \geq 0$ without loss of generality. The hyperboloid defined by $\bar{\lambda} = 0$, or equivalently from (2.13)

$$\mathcal{P} - \varepsilon Q^2 Z^2 - \varepsilon \Lambda W^2 = 0,$$

(2.22)

similarly forms a surface which trajectories cannot cross. It partitions the phase space into the two physically distinct regions with $\bar{\lambda} > 0$ and $\bar{\lambda} < 0$.

3. The $W = 0$ and $Z = 0$ subspaces

If $W = 0$ or $Z = 0$, which corresponds physically to $\Lambda = 0$ and $Q = 0$ respectively, then one equation (either (2.20) or (2.19)) drops out and the phase space becomes 4-dimensional. In both cases, however, one direction in the 4-dimensional subspace is “trivial” as a further degree of freedom can be integrated out with a linear dependence on two of the other dimensions. In particular, if $W = 0$ then

$$V = \left(\frac{D - 2}{D - 3}\right) X - \left(1 + \frac{g_0 g_1}{D - 3 + g_0^2}\right) Y + \left(\frac{(D - 3)g_1 - g_0}{D - 3}\right) c_0,$$

(3.1)

while if $Z = 0$ then

$$Y = \frac{(1 + g_0 g_1) [(D - 2)X - (D - 3)V] + [(D - 3)g_1 - g_0] c_1}{1 + (D - 3)g_1^2},$$

(3.2)

where $c_0$ and $c_1$ are arbitrary constants. Of course, the $W = 0$ (i.e., $\Lambda = 0$), system can be integrated completely [1]. (See also Appendix B.) However, for our purposes here it is sufficient to stop with (3.1) and analyse the critical points.
The only critical points at a finite distance from the origin in the full 5-dimensional phase space have both $W = 0$ and $Z = 0$, and so are common to both subspaces. These critical points also have $P = 0$, and consequently by (2.22) it follows that they are on the $\bar{\lambda} = 0$ surface also. From (2.21) it follows that these points are located at $X = X_0$, $Y = Y_0$, and $V = V_0$ where

$$|X_0| \geq (D - 3 + g_0^2)^{1/2}|c_0|,$$

$$Y_0 = \pm \left( \frac{D - 3 + g_0^2}{D - 3} \right)^{1/2} \left[ X_0^2 - (D - 3 + g_0^2) c_0^2 \right]^{1/2}, \quad (3.3)$$

while $V_0$ is given by substituting (3.3) in (3.1).

Consider the $W = 0$ ($\Lambda = 0$) subspace. If the $V$-direction is parametrised as in (3.1) then by eliminating $V$ from the other equations we obtain an effective 3-dimensional system:

$$X' = (D - 3)\varepsilon Q^2 Z^2 + X^2 - \left( \frac{D - 3 + g_0^2}{D - 3} \right) Y^2 - (D - 3 + g_0^2) c_0^2 \quad (3.4)$$

$$Y' = (D - 3 + g_0^2) \varepsilon Q^2 Z^2 \quad (3.5)$$

$$Z' = Y Z \quad (3.6)$$

The integral curves which lie in the plane $Z = 0$ are just the lines $Y = \text{const}$. Such curves correspond physically to the spacetimes with $Q = 0$ and $\Lambda = 0$, and the general solution for the physically interesting $\bar{\lambda} = 1$ case was given long ago by Buchdahl [24]. The exact solutions for all values of $\bar{\lambda}$ are given in [10] and [12]. For each value of $c_0$ the critical points (3.3) form a hyperbola in the $Z = 0$ plane. From the analysis of [10-12] it follows that for each value of $c_0$ one critical point, namely the point with

$$X_0 = Y_0 = - \left( D - 3 + g_0^2 \right) \frac{c_0}{g_0}, \quad g_0 \neq 0,$$

corresponds to an horizon, $r \to r_H$, while the remaining critical points correspond to a singularity at $r \to 0$. The trajectory with an endpoint at the horizon which lies completely in the $Z = 0$ plane of course corresponds to the Schwarzschild solution and the constant $c_0$ is related to the Schwarzschild radius. (See e.g. Fig. 1 in [10].)

* The case $g_0 = 0$, for which the $W = 0$ subspace just represents the standard Reissner-Nordström solution can readily be treated by a separate analysis. However, this will not concern us here.
An analysis of small perturbations about the critical points \( X = X_0, \ Y = Y_0, \ Z = 0 \) in the 3-dimensional subspace yields the eigenvalues 0, 2\( X_0, \ Y_0 \). The zero eigenvalue corresponds to the degeneracy in the \( Y \) direction on the \( Z = 0 \) plane. Each critical point in the first and third quadrants is the endpoint of a 2-dimensional bunch of trajectories in the 3-dimensional space, while those in the second and fourth quadrants are saddle points with respect to trajectories out of the \( Z = 0 \) plane.

The critical points which lie on the sphere at infinity in the effective 3-dimensional phase space may also be found by standard means. These points may be classified as follows:

- **\( J_{1,2} \):** \( X = 0, \ Y = \pm \infty, \ Z = \frac{Y}{\sqrt{\varepsilon Q^2 (D - 3 + g_0^2)}}, \quad \Rightarrow \quad \mathcal{P} = \frac{Y^2}{D - 3 + g_0^2} \)
- **\( K_{1,2} \):** \( X = \pm \infty, \ Y = X, \ Z = \frac{X}{\sqrt{\varepsilon Q^2 (D - 3 + g_0^2)}}, \quad \Rightarrow \quad \mathcal{P} = \frac{-g_0^2 X^2}{(D - 3)(D - 3 + g_0^2)} \)
- **\( L_{1-4} \):** \( X = \pm \infty, \ Y = \pm X \sqrt{\frac{D - 3 + g_0^2}{D - 3}}, \ Z = 0, \quad \Rightarrow \quad \mathcal{P} = 0 \)
- **\( M_{1,2} \):** \( X = \pm \infty, \ Y = 0, \ Z = 0, \quad \Rightarrow \quad \mathcal{P} = -X^2/(D - 3) \)

The points \( L_{1-4} \) of course correspond to the endpoints of the one-parameter family of critical points given by (3.3), while the points \( M_{1,2} \), are labelled here so as to correspond to the critical points at infinity with the same physical properties as in [10-12]. Since the phase space here describes a system which is physically different to the models discussed in [10-12], the points \( J_{1,2} \) and \( K_{1,2} \) have no direct correspondence to cases considered there. In Fig. 1 we plot the surface of the sphere at infinity in terms of the coordinates \( \theta_1 \) and \( \phi_1 \) defined by

\[
X = \bar{\rho} (1 - \bar{\rho})^{-1} \sin \theta_1 \cos \phi_1, \quad Y = \bar{\rho} (1 - \bar{\rho})^{-1} \sin \theta_1 \sin \phi_1, \quad Z = \bar{\rho} (1 - \bar{\rho})^{-1} \cos \theta_1, \quad (3.7)
\]

in the limit \( \bar{\rho} \to 1 \). We will postpone the discussion of the properties of solutions approaching these points until the next section.

Now consider the \( Z = 0 \) (\( Q = 0 \)) subspace. If the \( Y \)-direction is parametrised as in (3.1) then by eliminating \( Y \) from the other equations we obtain an effective 3-dimensional system:

\[
X' = -\varepsilon \Lambda W^2 - (D - 3)\mathcal{P} \quad (3.8)
\]
\[
Y' = (g_1^2 - 1) \varepsilon \Lambda W^2 - (D - 2)\mathcal{P} \quad (3.9)
\]
\[
W' = VW \quad (3.10)
\]
with
\[
\mathcal{P} = \frac{1}{1 + (D - 3)g_1^2} \left[ (D - 1 - g_1^2) X^2 - 2(D - 2) XV + (D - 3)V^2 + c_1^2 \right]
\] (3.11)
in this case. This system, which is physically equivalent to Einstein gravity coupled to a scalar field with a single exponential potential is of course precisely one of the systems that have already been studied in [10-12], and the properties of the solutions are identical. In addition to the critical points common to the \( W = 0 \) and \( Z = 0 \) given above the following additional critical points are found:

\( L_{5-6} \): \( X = \pm \infty, \ V = \frac{(D - 2) \pm \sqrt{1 + (D - 3)g_1^2}}{D - 3}, \ W = 0, \ \Rightarrow \ \mathcal{P} = 0, \)

\( N_{1,2} \): \( X = \pm \infty, \ V = \left( \frac{D - 1 - g_1^2}{D - 2} \right) X, \ W = X \sqrt{\frac{D - 1 - g_1^2}{-\varepsilon \Lambda}}, \)
\[ \Rightarrow \mathcal{P} = \frac{(g_1^2 - (D - 1)) X^2}{(D - 2)^2}. \]

\( P_{1,2} \): \( X = \pm \infty, \ V = X, \ W = \frac{X}{\sqrt{-\varepsilon \Lambda (1 + (D - 3)g_1^2)}}, \ \Rightarrow \ \mathcal{P} = \frac{-g_1^2 X^2}{1 + (D - 3)g_1^2}, \)

The points \( L_{5-6}, N_{1,2} \) and \( P_{1,2} \) have been labelled here in precisely the same fashion as in [12].

4. The 5-dimensional phase space

It is not extremely difficult to piece together the structure of the integral curves in the full 5-dimensional phase space \( \{X, Y, Z, V, W\} \) given the existence of the various symmetries and special subspaces discussed above. As we have already noted all critical points in the 5-dimensional phase space which lie at a finite distance from the origin are confined to the \( W = 0, Z = 0 \) subspace, and this leads to great simplifications. Similarly most of the critical points at the phase space infinity are those obtained in the previous section; the only additional critical points are found to be the one parameter family \( L(y) \):

\[ X = \pm \infty, \ Y = yX, \ V = vX, \ Z = 0, \ W = 0, \] (4.1)
where

\[- \left[ \frac{D - 3 + g_0^2}{(D - 3)} \right]^{1/2} \leq y \leq \left[ \frac{D - 3 + g_0^2}{(D - 3)} \right]^{1/2} \]  \hspace{1cm} (4.2)

and*

\[v = \frac{(D - 2) \left[ D - 3 + g_0^2 \right] - (D - 3) \left( 1 + g_0g_1 \right) \pm [(D - 3)g_1 - g_0] \sqrt{g_0^2 + (D - 3) \left( 1 - y^2 \right)}}{(D - 3) \left[ D - 3 + g_0^2 \right]}\]

together with the isolated points

\[S_{1,2} : \ X = \pm \infty, \ Y = X, \ V = X, \ W = X \sqrt{\frac{g_0}{\varepsilon \Lambda (D - 3)g_1 - g_0}}, \ Z = X \sqrt{\frac{g_1}{\varepsilon Q^2 \left( (D - 3)g_1 - g_0 \right)}}, \ \Rightarrow \ \mathcal{P} = 0,\]

\[T_{1,2} : \ X = \pm \infty, \ Y = V = X \left( \frac{\alpha_1}{\alpha_2} \right), \ W = X \sqrt{\frac{\alpha_1}{-\varepsilon \Lambda (D - 2) \alpha_2}}, \ Z = X \sqrt{\frac{\alpha_1\alpha_3}{\varepsilon Q^2 \alpha_2^2}}, \ \Rightarrow \ \mathcal{P} = -\frac{(g_0 + g_1)^2 \alpha_1 X^2}{\alpha_2^2}\]

where

\[\alpha_1 \equiv (D - 1)g_0^2 + 2g_0g_1 - (D - 3)g_1^2 + (D - 2)^2\]
\[\alpha_2 \equiv (D - 2) \left[ g_0 \left( g_0 + g_1 \right) + (D - 2) \right]\]
\[\alpha_3 \equiv (D - 2) - g_1 \left( g_0 + g_1 \right)\]

The points \(L(y)\) represent the extension of points \(L_{1-8}\) to the 1-parameter set of critical points which coincide with the intersection of the \(\lambda = 0, \ Z = 0, \ W = 0\) surface and the sphere at infinity.

Following [10-12] we will specify the asymptotic behaviour of solutions by using the proper radius \(R\) as the radial variable through coordinates

\[ds^2 = -e^{2u}dt^2 + e^{2v}dR^2 + R^2g_{ij}dx^i dx^j,\]  \hspace{1cm} (4.4)

where now \(u = u(R)\) and \(v = v(R)\), instead of coordinates (2.4) or (2.9). The properties of the solutions in the neighbourhood of the various critical points may be readily determined.

* Note: there is a factor \((g_1 - g_2)\) missing from in front of the square root term in the corresponding equation (2.42) in [12].
One finds three possible behaviours for the proper radius $R$: (i) $R \to 0$ corresponding to a central singularity as in Table 1; (i) $R \to \infty$, corresponding to an asymptotic region as in Table 2; or (ii) $R = \text{const.}$ which is true only in the case of the points $S_{1,2}$. Points $S_{1,2}$ have $\phi = \text{constant}$ also, and they correspond to the endpoints of Robinson-Bertotti type solutions as is demonstrated in Appendix A.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Points} & \text{Values of constants} & e^{2u} & e^{2v} & e^{2\varphi} \\
\hline
J_{1,2} & \varepsilon = +1, \ \bar{\lambda} = 0 & R^{-2(D-3)} & R^2 & R^{-(D-2)g_0} \\
N_{1,2} & g_1^2 > (D-1), \ \varepsilon \Lambda < 0, \bar{\lambda} = 0 & R^2 & R^2(g_1^2-1) & R^{(D-2)g_1} \\
\hline
\end{array}
\]

Table 1: Asymptotic form of solutions for trajectories approaching critical points at phase space infinity from within the sphere at infinity, in the case that $R \to 0$.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Points} & \text{Values of constants} & e^{2u} & e^{2v} & e^{2\varphi} \\
\hline
K_{1,2} & \varepsilon = +1, \ \bar{\lambda} > 0 & R^{2(D-3)^2/g_0^2} & \text{const.} & R^{(D-2)(D-3)/g_0} \\
M_{1,2} & \bar{\lambda} > 0 & \text{const.} & \text{const.} & \text{const.} \\
N_{1,2} & g_1^2 < (D-1), \ \varepsilon \Lambda < 0, \bar{\lambda} = 0 & R^2 & R^2(g_1^2-1) & R^{(D-2)g_1} \\
\bar{P}_{1,2} & \varepsilon \Lambda < 0, \ \text{sign} \ \bar{\lambda} = \text{sign} \ \varepsilon(g_1^2-1) & R^{2/g_1^2} & \text{const.} & R^{(D-2)/g_1} \\
T_{1,2} & \varepsilon \Lambda \alpha_1/\alpha_2 < 0, \ \bar{\lambda} = 0, \ \varepsilon \alpha_1 \alpha_3 > 0 & R^2 \beta_1 & R^2 \beta_2 & R^{(D-2)^2/(g_0+g_1)} \\
\hline
\end{array}
\]

Table 2: Asymptotic form of solutions for trajectories approaching critical points at phase space infinity from within the sphere at infinity, in the case that $R \to \infty$.

Here $\beta_1 = 1 + (D-2) \left[ (D-2) - g_1 \left( g_0 + g_1 \right) \right] / \left( g_0 + g_1 \right)^2$ and $\beta_2 = 1 - (D-2)g_1 / \left( g_0 + g_1 \right)$.

The only critical points which correspond to an asymptotically flat region are $M_{1,2}$, and as anticipated from our earlier analysis no critical points in Table 1 have (anti)-de Sitter asymptotics, except in the special case $g_1 = 0$ when the points $N_{1,2}$ are (anti)-de Sitter. In order to determine the nature of the set of trajectories which have endpoints at the various
### Table 3  Eigenvalues of critical points at phase space infinity. The eigenvalues for small perturbations which are degenerate have the degeneracy listed in brackets.

* The values of $y$ and $v$ listed are defined by (4.2) and (4.3).

Critical points it only remains to find the eigenvalues spectrum of linearised perturbations. These results are given in Table 3.
5. The structure of the phase space

For \( \Lambda > 0 \) and \( \varepsilon = 1 \) the only critical points at phase space infinity for which \( R \to \infty \) are \( K_{1,2} \) and \( M_{1,2} \), which both lie in the \( W = 0 \) subspace (corresponding to \( \Lambda = 0 \)). The only trajectories approaching \( M_i \) are the asymptotically flat solutions lying entirely in the \( W = 0 \) subspace, which of course include the familiar Gibbons-Maeda dilaton black-hole solutions. In general, trajectories which approach the points \( K_{1,2} \) lie entirely within the \( W = 0 \) subspace. However, if \( g_0^2 > (D - 3)g_0g_1 \) then there will be trajectories which approach this critical point from outside the \( W = 0 \) subspace.

On the face of it trajectories approaching the critical points \( K_{1,2} \) are potentially of interest, particularly for those trajectories which correspond to the weak coupling limit \( e^{2\phi} \to 0 \). Indeed, one finds that the curvature invariants of spacetimes asymptotic to \( K_{1,2} \) do have suggestive properties. To be specific, in the case \( D = 4 \), \( g_0 = -1 \) all the components of the Riemann tensor in an orthonormal frame go to zero as \( 1/R^2 \) as \( R \to \infty \), and curvature invariants go to zero as \( 1/R^4 \). Nevertheless, although the \( x^i = \text{const.} \) section resembles a 2-dimensional Rindler spacetime as \( R \to \infty \), the global structure is such that the 4-dimensional spacetime is not asymptotically flat. The explicit solutions which approach \( K_1 \) from within the \( W = 0 \) subspace are found in Appendix B for arbitrary \( D \) and \( g_0 \). It is seen that all of these correspond to naked singularities.

There are no other critical points with \( R \to \infty \) for \( \Lambda > 0 \). All the trajectories for this system which enter the \( \varepsilon = 1 \) region either end at: \( M_{1,2} \), \( K_{1,2} \), the Robinson-Bertotti type points \( S_{1,2} \), a central singularity, or at an horizon. The Robinson-Bertotti type points exist if

\[
\varepsilon \Lambda / [g_0 \left((D - 3)g_1 - g_0\right)] > 0, \\
\varepsilon / [g_0 \left((D - 3)g_1 - g_0\right)] > 0, \\
\text{and} \quad \text{sign} \; \lambda = \text{sign} \; \varepsilon \left((g_0 + g_1) / [g_0 \left((D - 3)g_1 - g_0\right)]\right). 
\]

The point \( S_1 \) attracts a 3-dimensional bunch of trajectories. These are given explicitly in Appendix A.

If a trajectory has an endpoint at an horizon it will pass into the \( \varepsilon < 0 \) region and its asymptotics will be found by considering the \( \varepsilon < 0 \) critical points. So we will now consider the various possibilities for such trajectories. We note that it is the product of \( \varepsilon \) and \( \Lambda \) that is important. Thus all the remarks below about the critical points with \( \varepsilon = -1 \) and \( \Lambda > 0 \) also apply to the case for which \( \varepsilon = 1 \) and \( \Lambda < 0 \).

As in the case of the models discussed in [12], the structure of the phase space is quite distinct according whether \( g_1^2 < (D - 1) \) or \( g_1^2 > (D - 1) \). For \( g_1^2 < (D - 1) \) the critical
point $N_1$, lies at phase space infinity and for small $g_1$ it attracts a 5-dimensional bunch of trajectories. For $g_1 = 0$ trajectories approaching $N_1$ are asymptotically de Sitter. While we cannot prove explicitly that analogues of Reissner-Nordström-de Sitter solutions exist in the case $g_1 = 0$, the fact that the point $N_1$ is a 5-dimensional attractor combined with the fact that the $Z = 0$ subspace is known to contain trajectories with two horizons which end at the point $N_1$ – namely the Schwarzschild-de Sitter solutions – make it very likely that at least some perturbations away from the $Z = 0$ subspace end at $N_1$ and have two horizons. As a check on these arguments numerical work is in progress and will be reported elsewhere [25].

In a recent paper Okai [19] reaches similar conclusions, and shows that if such black hole solutions exist (for $g_1 = 0$) then there can be at most two horizons. At this stage the reader should also recall that we are not allowing $g_0 = 0$, and hence the usual Reissner-Nordström-de Sitter solutions are not contained in our system. It is straightforward to repeat the entire analysis for the case $g_0 = 0$ to obtain the standard results.

The points $P_{1, 2}$ which lie in the $Z = 0$ (i.e. $Q = 0$) subspace have asymptotics identical to those of the points $K_{1, 2}$ if one makes the replacement $g_0 \rightarrow g_1/(D-3)$, so the above remarks about $K_{1, 2}$ apply here as well. In fact, the case of the potential corresponding to a central charge deficit in 4 dimensions, $g_1 = -1$, has the precise behaviour of the particular example discussed above. If we restrict our attention to the cases in which $P_{1, 2}$ can be endpoints for trajectories for physical spacetimes with $\bar{\lambda} > 1$ then we obtain the restriction that $g_1^2 \geq 1$. The point $P_1$ is either a 3-dimensional or 4-dimensional attractor depending on the relative signs of $g_0$ and $g_1$. For some regions of the parameter space there will be trajectories with endpoints there for non-zero $Q$.

Finally, the asymptotics of the points $T_{1, 2}$ are in general very complicated. It is easy to verify that there are no particular values of $g_0$ and $g_1$ which yield either asymptotically flat or asymptotically (anti)-de Sitter solutions. The dimension of the set of solutions with an endpoint at $T_1$ varies greatly for different $g_0$ and $g_1$, but typically it is at least 3-dimensional if $\alpha_1 > 0$ and $\alpha_2 > 0$. It is possible to derive an exact class of solutions with endpoints at $T_1$ by looking for solutions with $V = Y$ and $W = \gamma Z$, where $\gamma$ is constant. This condition places a constraint on the remaining variables, and the requirement that the field equations preserve the constraint further fixes $\gamma$ to be the same as the ratio of $W$ to $Z$ that was found for points $T_{1, 2}$. Since these exact solutions have $\bar{\lambda} = 0$, however, they are of limited physical interest, and we will not list them.

* Note added: Explicit calculations show, in fact, that in the presence of a cosmological constant no asymptotically (anti)-de Sitter solutions exist with two horizons. In the case of a negative cosmological constant, asymptotically anti-de Sitter black hole solutions with a single horizon are found numerically [25].
One further technical point should be made here. It was noted in section 3 that the 5-dimensional autonomous system was not valid for \( g_0 = (D - 3)g_1 \), since the transformation between the two sets of variables becomes degenerate for this combination of the parameters. It is possible to construct a 3-dimensional autonomous system for this combination, and proceed to examine the phase space. We have done this as a check and find roughly the same structure as for the more general system that we have described here, with the exception that some points such as \( S_{1,2} \) are absent. Most importantly, the asymptotic forms of the solutions given in Tables 1 and 2 are not altered.

To conclude, we have shown that, with the exception of a pure cosmological constant, charged dilaton black holes with ‘reasonable’ asymptotic properties, namely an asymptotically flat or asymptotically (anti)-de Sitter behaviour, do not exist in the presence of a Liouville-type dilaton potential. This conclusion may seem trivial if one only considers series expansions of the type (2.7). However, it is a somewhat less trivial if one allows for the possibility for an asymptotic behaviour of the dilaton physically consistent with the weak coupling limit in string theory. Our conclusion is based on the observations that (i) the critical points \( M_{1,2} \) are endpoints only for integral curves which correspond physically to \( V \equiv 0 \); and (ii) none of the other critical points correspond to solutions with a ‘reasonable’ asymptotic behaviour. In the pure cosmological constant case critical points which are asymptotically (anti)-de Sitter do exist, and given the structure of the phase space it seems highly plausible that integral curves with endpoints at these critical points do include a class of charged dilaton black hole spacetimes. However, although the method we have discussed is a useful tool for ruling out the existence of various solutions it does not provide an obvious way of rigourously proving the existence of solutions. Okai, who made investigations using power series [19], has also been unable to prove unequivocally that black hole solutions do exist. Perhaps a numerical approach is the best in such circumstances.

**Acknowledgement:** We would like to thank the Australian Research Council and the Rothmans Foundation for financial support.
APPENDIX A

The points $S_{1,2}$ are endpoints for solutions which are of Robinson-Bertotti type. We justify this statement here by explicit derivation of such solutions. Let us suppose that there exist solutions for which $\phi = \text{constant } \forall \xi$. From (2.14) and (2.15) it then follows that

$$(D - 2)X - Y - (D - 3)V = 0.$$ 

If we take the derivative of this equation and use the field equations (2.16)–(2.20) we obtain the condition

$$\Lambda W^2 = \gamma^2 Z^2, \quad \gamma^2 = Q^2 g_0/(\Lambda g_1).$$

Thus such solutions only exist for $g_0/(\Lambda g_1) > 0$. Substituting back into the field equations we find that $X = Y = V$. The solution can be put in the form

$$d s^2 = \left\{ \gamma^{-2g_0} \left[ \frac{2 (g_0 + g_1) Q^2}{(D - 2)(D - 3)g_1 \bar{\lambda}} \right]^{g_0 + g_1} \right\}^{1/[(D-3)g_1 - g_0]}$$

$$\times \left\{ -Z^2 d t^2 + \frac{(g_0 + g_1) d Z^2}{(D - 3)g_1 \bar{\lambda} \left[ C + g_1^{-1} ((D - 3)g_1 - g_0) Q^2 Z^2 \right]} + g_{ij} dx^i dx^j \right\},$$

(A.1)

where $C$ is an arbitrary constant, and we have used the freedom of rescaling $t$. Solutions exist only if $(g_0 + g_1)/(g_1 \bar{\lambda}) > 0$, or if $\bar{\lambda} = 0$ in the case that $g_0 = -g_1$. If $[(D - 3)g_1 - g_0]/g_1 > 0$ and $\bar{\lambda} > 0$ then the metric has the structure of a Robinson-Bertotti spacetime, namely the product of a 2-dimensional anti-de Sitter spacetime with a $(D - 2)$-sphere. Similary, if $[(D - 3)g_1 - g_0]/g_1 < 0$ then the $x^i = \text{constant}$ section is a 2-dimensional de Sitter space.
APPENDIX B

Let us solve the field equations of the \( W = 0 \) subsystem in the domain of outer communications \((\varepsilon = +1)\). The field equations reduce to

\[
\begin{align*}
\zeta'' & = (D - 3)^2 \bar{\lambda} e^{2\zeta}, \quad \text{(B.1)} \\
\eta'' & = 2 \left( \frac{D - 3 + g_0^2}{D - 2} \right) Q^2 e^{2\eta}, \quad \text{(B.2)} \\
\end{align*}
\]

\[
\begin{align*}
-\frac{\zeta''}{D - 3} + \frac{\eta''}{D - 3 + g_0^2} + \frac{(D - 3 + g_0^2) e^0}{D - 3} + (D - 3) \bar{\lambda} e^{2\zeta} - \frac{2Q^2}{D - 2} e^{2\eta} & = 0, \quad \text{(B.3)}
\end{align*}
\]

where \( c_0 \) is the integration constant defined by (3.1), and \( \chi \) is completely determined in terms of \( \zeta \) and \( \eta \) by a further integration of (3.1). Equations (B.1) and (B.2) can be integrated directly with the result

\[
\begin{align*}
\zeta'' & = (D - 3)^2 \left[ \bar{\lambda} e^{2\zeta} + \epsilon_1 k_1^2 \right], \quad \text{(B.4)} \\
\eta'' & = (D - 3 + g_0^2) \left[ \frac{2Q^2}{D - 2} e^{2\eta} + \epsilon_2 k_2^2 \right], \quad \text{(B.5)}
\end{align*}
\]

where \( \epsilon_1 = +1, 0, -1 \), \( \epsilon_2 = +1, 0, -1 \) and \( k_1 \) and \( k_2 \) are constants which on account of the constraint (B.3) must satisfy the condition

\[
(D - 3) \epsilon_1 k_1^2 = \epsilon_2 k_2^2 + \left( \frac{D - 3 + g_0^2}{D - 3} \right) c_0^2. \quad \text{(B.6)}
\]

A further integration of (B.4) and (B.5) yields the result

\[
\begin{align*}
\bar{\lambda} e^{2\zeta} & = \begin{cases} 
\frac{k_1^2}{\sinh^2[(D-3)k_1(\xi-\xi_1)]}, & \epsilon_1 = +1, \\
\frac{1}{(D-3)^2(\xi-\xi_1)^2}, & \epsilon_1 = 0, \\
\frac{k_1^2}{\sin^2[(D-3)k_1(\xi-\xi_1)]}, & \epsilon_1 = -1,
\end{cases} \\
\frac{2Q^2}{D - 2} e^{2\eta} & = \begin{cases} 
\frac{k_2^2}{\sin^2\left[\sqrt{D-3+g_0^2 k_2(\xi-\xi_2)}\right]}, & \epsilon_1 = +1, \\
\frac{1}{(D-3+g_0^2)(\xi-\xi_2)^2}, & \epsilon_1 = 0, \\
\frac{k_2^2}{\sin^2\left[\sqrt{D-3+g_0^2 k_2(\xi-\xi_2)}\right]}, & \epsilon_1 = -1.
\end{cases}
\end{align*}
\]

where \( \xi_1 \) and \( \xi_2 \) are arbitrary constants.
To compare with the results of Gibbons and Maeda [1] let us introduce a new radial coordinate, \( \bar{r} = \int e^{2\zeta} \, d\xi \), so that

\[
e^{2\zeta} = (D-3)^2 \bar{\lambda} \left( \bar{r}^2 - \epsilon_1 \bar{r}_0^2 \right), \tag{B.7}
\]

where \((D-3)\bar{\lambda}\bar{r}_0 = k_1\). In the case \(\epsilon_1 = +1, \epsilon_2 = +1\), the metric functions are found to be

\[
e^{2u} \propto \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^{(D-3)k_1 - c_0k_0} \left\{ \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^c - A^2 \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^{-c} \right\}^{-\frac{2(D-3)}{D-3 + g_0^2}}, \tag{B.8}
\]

\[
R^{D-3} \propto \left( \frac{\bar{r} + \bar{r}_0}{\bar{r} - \bar{r}_0} \right)^{(D-3)k_1 - c_0k_0} \left\{ \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^c - A^2 \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^{-c} \right\}^{-\frac{D-3}{D-3 + g_0^2}}, \tag{B.9}
\]

\[
e^{2\phi} = \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^{-\frac{(D-2)k_1}{2(D-3)k_1}} \left\{ \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^c - A^2 \left( \frac{\bar{r} - \bar{r}_0}{\bar{r} + \bar{r}_0} \right)^{-c} \right\}^{-\frac{(D-2)g_0}{D-3 + g_0^2}}, \tag{B.10}
\]

where the constants \(c\) and \(A\) are given by

\[
c = \frac{k_2 \sqrt{D - 3 + g_0^2}}{2k_1(D-3)}, \tag{B.11}
\]

\[
A = \exp \left[ \sqrt{D - 3 + g_0^2} \, k_2 \, (\xi_2 - \xi_1) \right]. \tag{B.12}
\]

One may verify that setting \(k_2 = (D-3)k_1 / (D - 3 + g_0^2)^{1/2}\), and hence \(c = \frac{1}{2}\) and by (B.6) \(c_0 = (D-3)g_0k_1 / (D - 3 + g_0^2)\), one obtains the familiar Gibbons-Maeda charged dilaton black hole [1].

Now consider the case \(\epsilon_1 = 0, \epsilon_2 = 0\). One then finds that

\[
e^{2u} \propto \left( \frac{\bar{r}}{\bar{a} \bar{r} + 1} \right)^{\frac{2(D-3)}{D-3 + g_0^2}}, \tag{B.13}
\]

\[
R^{D-3} \propto \bar{r} \left( \frac{\bar{r}}{\bar{a} \bar{r} + 1} \right)^{-\frac{(D-3)}{D-3 + g_0^2}}, \tag{B.14}
\]

* This coordinate is denoted ‘\(\eta\)’ in the notation of [1].
$e^{2\phi} \propto \left( \frac{\bar{r}}{\bar{a} \bar{r} + 1} \right)^{\frac{(D-2)\kappa_0}{D-3+\epsilon_0}}$, \hspace{1cm} (B.15)

where $\bar{a} = \bar{\lambda}(D - 3)^2 (\xi_2 - \xi_1)^2$. If $\bar{a} \neq 0$ then these solutions approach the points $M_{1,2}$ as $\bar{r} \to \infty$, while if $\bar{a} = 0$ they approach $K_{1,2}$ as $\bar{r} \to \infty$. It is clear that these solutions represent naked singularities, and hence have limited physical interest. It is straightforward to show that the solutions obtained in the case $\epsilon_1 = -1$, $\epsilon_2 = -1$ similarly approach either $M_{1,2}$ or $K_{1,2}$ as $\bar{r} \to \infty$.
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FIGURE CAPTIONS

Fig. 1. The hemisphere at infinity in the reduced $W = 0$ ($\Lambda = 0$) subspace in terms of the coordinates $\theta_1$, $\phi_1$ defined by (3.7). Although these integral curves do not correspond to physical solutions it is nevertheless helpful to sketch them since by continuity arguments they will determine the behaviour of the physical integral curves which lie within the sphere at infinity but near its surface.
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