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ABSTRACT Person re-identification can be seen as a process of open set recognition. Usually, the deep learning models consider the person re-identification model as a classification model with a softmax layer. However, the softmax layer cannot be extended to unknown classes because of its closed nature, so the classification model is just regarded as the feature extractor. To overcome the problem mentioned above and make the person re-identification process end-to-end, this paper cast the person re-identification into a regression process and calculates the probability that persons in the images belong to the same identity. First, this paper proposes a deep regression model, named deep regression neural network integrating adaptive multi-attribute fusion method (DRNN-AMAF), which can make the person re-identification as regression analysis. Second, attributes are taken as the basis of this model for calculating the probability of persons belonging to the same identity, and each attribute corresponds to each branch of the deep regression neural network. Finally, hard labels of multiple attributes are adaptively fused into a soft label by the proposed multi-label fusion method based on the idea of Bayesian inference, which makes the attribute labels suitable for regression tasks. The comprehensive experiments on available public databases are conducted, and the experimental results show that our model produces competitive performance compared with the state-of-the-art approaches.

INDEX TERMS Person re-identification, adaptive multi-label fusion, deep regression neural network, probabilistic regression.

I. INTRODUCTION

The task of person re-identification is to discriminate whether the identities of the persons are the same in the images taken by different cameras with non-overlapping fields of view. Affected by factors, such as changes in lighting, pose, viewing distances, or occlusion, images of the same identity can be quite different in visual appearance. Persons with different identities may have strong visual similarity due to similar color of clothes, physical features, or pose (see Fig. 1).

The persons in the two images in Fig. 1(a) belong to different identities, but have strong visual similarities, while two images belonging to the same identity in Fig. 1(b) have many visual differences.

In a real-world deployment, the test identities of persons are usually not in the training sets, so the identity classes in the deployment are unknown classes for the re-identification model. At the same time, because of the images continuously captured by a surveillance camera, a tremendous amount of data is generated. In order to ensure the real-time accuracy of the system, the industry prefers simple and effective models rather than models which concatenate lots of local features in the inference stage. Moreover, the simple and effective model of person re-identification system still needs to extract semantic features that are comprehensive and robust for the changes of lighting, pose, view angle, view distance, and occlusion, and efficiently determine whether these features belong to the
of the softmax function is used as the loss function to train the model during the training process, and the distance of the feature maps is used as the measure during the application process. So the learned knowledge of this kind of model is not fully utilized. For example, a single softmax prediction may correspond to multiple different logit (i.e., feature) inputs. Specifically, even if two logit inputs are different, as long as the corresponding element is relatively larger than others, both of their softmax outputs will be close to the same one-hot vector. In other words, for deep classification models, the underlying feature representations of each class are not unique [31].

In order to overcome the inadaptability of the classification model which makes person re-identification cannot be in a real end-to-end process, and to obtain an identity similarity rank end-to-end which makes the model suitable for real-world deployment, we propose a person re-identification method based on deep regression, which aims to calculate the probability of the same identity of persons in the image pair end-to-end. Unlike the outputs of the classification model are hard labels, the output of this model is a soft label. By combining the query image with the images in the gallery to form the image pairs as the inputs of the model, the rank with the probabilities of the same identity can be obtained to determine the identity of the query image.

Since the information of a single image is limited, multi-information fusion methods [26]–[30] have been proposed and are intended to utilize combined information, such as image information, motion information between video frames, spatio-temporal information, multi-label information, etc., to improve the accuracy of the matching model.

In the process of re-identification by human experts, visual attributes are checked one by one until getting the likelihood of two persons in an image pair belonging to the same identity. For example, human experts first analyze whether persons in the two images are the same gender, and then consider whether their apparels are the same or not, and so on. Through an item-by-item investigation, the likelihood that the persons belonging to the same identity is obtained. The examples of person attribute labels are shown in Fig.2 marked by Lin [32].

In practice, each visual attribute has a different level of importance. For example, due to the immutability of gender, two persons with different genders cannot be the same identity. Therefore, greater confidence is given to a gender-based decision. As for a hat or a backpack, etc., less confidence is
given to decisions made by these attributes because of visual changeability. The backpack or hat is likely to have a negative impact on the single-shot person re-identification task due to changes in viewing angle and occlusion, shown in Fig.3.

For person re-identification, it is crucial to apply attributes appropriately. Inspired by the decision process of experts and the idea of Bayesian inference, we propose a Bayesian inference based multi-attribute fusion and optimization method. The main ideas are as follows: (1) hard labels of multiple attributes are fused as a soft label to make supervisory information more suitable for regression tasks; (2) making the representation feature learned by the model powerful for each attribute; (3) Bayesian inference based multi-label fusion and optimization theory is integrated into the end-to-end iterative process of the network which also makes the model learn the adaptive fusion weight of each attribute decision and obtain the accurate regression probability.

To demonstrate that the proposed approach can improve the accuracy of person re-identification (see comparison experiment IV-C baseline2 for details), make the feature more discriminative (see comparison experiment IV-C baseline1 for details) and make the deep regression model easy to converge (see comparison experiment IV-C baseline2 for details), we applied datasets Market1501 and DukeMTMC-reID for evaluation.

Our contributions can be summarized as follows:

(1) Take the person re-identification model as a regression model. In this way, we have solved the problem that person re-identification process cannot be end-to-end due to the inadaptability of the classification model and made the proposed DRNN-AMAF model more suitable for real-world deployment.

(2) In order to solve the problem that the deep regression models are difficult to converge, the Siamese network, multi-branch structure, and multi-branch fusion structure are the first time employed in regression setting for person re-identification.

(3) The multi-attribute labels fusion and optimization theory are proposed by fusing multiple attribute hard labels as a soft label to make supervisory information more suitable for regression tasks and integrated into the end-to-end iterative process of the network to make the deep regression model easy to converge.

II. RELATED WORK

In this section, we introduce the existing person re-identification work from three parts: methods of learning discriminative feature representation, multi-information fusion methods, and several “look-alike” works.

A. METHODS OF FEATURE REPRESENTATION

Inspired by the effective performance of deep learning in the field of computer vision, many researchers begin to apply deep features in person re-identification tasks. Most of the early person re-identification models based on deep learning tried to propose new network structures to improve model performance [1]–[3]. As far as we know, the earliest application of deep learning in the field of person re-identification are deep re-id proposed by Li [1], and deep metric learning for person re-identification proposed by Yi [2]. Li et al. [1] treated the person re-identification task as a verification problem and proposed a filter pairing neural network (FPNN), in which patch matching layer and convolution and max-pooling layer are added to make the feature robust to pose changes, and maxout-grouping layer is added to make the features robust to lighting changes. Yi et al. [2] divided the person image into three overlapped parts: top, middle, and bottom. The higher-order semantic features of the three parts are detected by two pooling layers and two convolution layers. The features of these three parts are fused by a fully connected layer. Literature [3] further improved the network structure and proposed cross-input neighborhood differences layer, patch summary layer, across-Patch layer, higher-order relationships layer to improve the performance of the model. Recent person re-identification researches are usually based on is still not converging network, such as VGG [33], GoogleNet [34], [35], ResNet [36], DenseNet [37], etc., and improves the recognition rates by providing a new theory. Chen et al. [11] comprehensively considered the global context information of small-scale images and the local information of large-scale images and proposed Deep Pyramidal Feature Learning (DPFL) CNN, which includes multi-scale inputs and the corresponding network branch to each scale. It makes the feature more discriminative. In literature [15], Multi-Scale Context-Aware Network (MSCAN) is proposed by using multi-scale information, which can capture the local context information and integrate global features over the whole body and different body parts by stacking multi-scale filters on each layer. As for using a multi-model structure to obtain the robust features, literature [18] combined the loss functions of the verification model and the identification model to learn more discriminative features. In order to solve the problem of the insufficient data sample and domain adaptation in a single dataset, Xiao [10] proposed a Domain Guided Dropout (DGD) algorithm to learn generalized features on multiple datasets.

Metric learning is another commonly used method in person re-identification tasks. A good metric function from feature space to distance space is generally obtained by organizing pairs of constraints—positive constraints and negative constraints—which make the distance of positive image pairs closer and the distance of negative image pairs further apart.
in the feature space [22]–[25], [38]. Deep metric learning methods aim to learn the similarity of image pairs through the network, which makes features with the same identity more similar than features belonging to different identities by using triplet loss [20] and quadruplet loss [21]. These methods undoubtedly make the features of person re-identification more discriminative.

B. MULTI-INFORMATION FUSION METHODS

Due to the limited information contained in a single image, many researchers have proposed a comprehensive application of multi-information to improve the performance of the model. Using the combination of feature information and spatio-temporal information, Lv [29] proposed an unsupervised transformative learning theory. The fusion model is composed of spatio-temporal model constructed by spatio-temporal information of data label based on Bayesian inference and deep image model. The labels of each image pair are generated by the fusion model and the learning to rank method, and the deep image model is further trained with the labels and data, thereby improving the whole performance of the model.

Person re-identification is a cross-view image matching task, and the view-specific bias has a great influence on the matching accuracy. The use of sequence-level image feature information and motion information between frames of a video sequence can suppress the negative effects of view-specific bias. Zhang [30] applied reinforcement learning theory to person re-identification for the first time and considered the decisions based on the feature sequence composed of each frame as Markov Decision Processes. In Zhang’s model, an agent is trained to aggregate sequence-level image features and furthermore, persons in two images are determined whether they belong to the same identity or not. Literature [27] integrates the CNN model, the RNN model and the temporal pooling layer in Siamese network architecture. The features of each frame in a video sequence are extracted by the CNN model, then RNN and temporal pooling are used to aggregate these features. This model effectively utilizes the image information of each frame and the motion information between frames to improve the performance of the person re-identification model.

C. SEVERAL “LOOK-ALIKE” WORKS

We propose a multi-attribute adaptive fusion and optimization algorithm to make the attribute labels more adaptive to the regression model and to make the deep regression model learn powerful features of attributes. Then, the probability of the same personal identity is regressed with the adaptive fusion of the multi-attribute feature. Feature extraction and probability regression are embedded in the end-to-end process. Some existing methods, such as [31] and [39], seem similar to the proposed method but are fundamentally different.

Wang et al. [31] proposed the identity regression space, in which all of the persons in the images belonging to the same identity are represented by one point in the space, and the ridge regression is used to find the optimal solution for the embedding function of the person images. The difference with Wang’s method is that the proposed method solves the probability that the persons in the input image pair belong to the same person identity by the deep regression model in an end-to-end process.

Su et al. [39] proposed a weakly-supervised multi-type attribute learning framework, which is a multi-branch classification based model taking attributes as supervisory information. This model not only predicts the identity of the person but also predicts the person attributes, which makes the model learn more discriminative and generalized features. However, this method still aims to find better feature representation, and it is still a two-step process while not dealing with the person re-identification in an end-to-end process. Our framework is based on the regression model and considers the relationship among multiple attributes and get the re-identification results in an end-to-end process.

III. OUR METHOD

In this section, we will start with a formal formulation of the person re-identification problem. Then, in part B, we present each component of DRNN-AMAF, the motivation of each component, and the Bayesian inference based multi-attribute fusion and optimization theory embedded in the end-to-end process of deep learning. Bayesian inference based multi-attribute fusion and optimization theory is presented in part C. Part D introduces the training method proposed in this paper to solve the problem that the regression model is difficult to converge. The framework of the proposed adaptive multi-attribute fusion optimization for DRNN-AMAF is shown in Fig.4. In Fig.4 (a), the DRNN-AMAF network consists of two major components: a shared weight Siamese network used as the feature extraction, and a multi-branch network structure to regress the similarity of various attributes individually. The scores of various attributes are fused as the probability of persons in the input pair belonging to the same identity. In Fig.4 (b), Bayesian inference based multi-attribute fusion and optimization theory is used to fuse multiple attribute hard labels as a soft label to make supervisory information more suitable for regression tasks. “⊗” denotes element-wise multiplication, “⊘” denotes element-wise addition, and “⊘” denotes element-wise subtraction in our framework setting.

A. PROBLEM DEFINITION

Suppose the types of attributes in the dataset are denoted as \{a_1, \ldots, a_j, \ldots, a_m\}, where m represents number of attribute types including the identity attribute. Let a_j represent a type of attribute, for example, a_j represents gender and a_j = \{0: male, 1: female\}. a_j = 0 represents male, and a_j = 1 represents female. We set y_i(\delta_{i1}, \ldots, \delta_{ij}, \ldots, \delta_{im})^T s.t.: \delta_{ij} \in a_j as the attribute labels of the i-th training samples x_i, i = 1, \ldots, n. The attribute labels of training samples can be expressed as Y = \{y_1, \ldots, y_i, \ldots, y_n\} \in \mathbb{R}^{m \times n}$, where n is
number of samples in training dataset. So the training set can be represented as $T = \{X, Y\}$, and $X = \{x_i, i = 1, \ldots, n\}$.

For image pairs from two cameras $\theta = \{(x_h, x_q)\}$, $h, q = 1, \ldots, n$, $h \neq q$ in training set, we wish to learn a mapping function from image pairs to the probability distribution $F$ which persons in the image pair belong to the same identity. The mapping function $O$ can be resolved by the proposed DRNN-AMAF model, as shown in Equ. (1).

$$F \sim \left[ p_1 \cdots p_i \cdots \right], p_i = O(\theta_i) \quad (1)$$

where $p_i$ is the probability of the persons, in the $i$-th image pair $\theta_i$, belong to the same identity. The attribute label vector of image pairs $(x_h, x_q)$ are shown in Equ. (2).

$$\ell_i = (\ell_1, \ldots, \ell_j, \ldots, \ell_m)^T \text{ s.t.: } \ell_j = \begin{cases} 1, & \text{if } y_{hj} = y_{qj} \\ 0, & \text{otherwise} \end{cases} \quad (2)$$

where $y_{hj}$ and $y_{qj}$ are the $j$-th element in attribute label vectors of the images $x_h$ and $x_q$.

### B. FRAMEWORK OF MULTI-ATTRIBUTE FUSION PERSON IDENTITY SIMILARITY REGRESSION NETWORK

As shown in Fig. 4(a), we aim to get the probability that persons belonging to the same identity. So we prefer that the feature extraction part can get the difference between the image pair. Siamese network proposed in [40] is used to measure the similarity between two inputs. Thus a shared weight Siamese network is used to extract features. The feature vectors extracted from the input image pair are combined by element-wise subtraction to calculate the visual difference between the input image pair.

It is difficult for the model to converge by regressing the probability directly. However, this problem can be resolved by refining the probability of each attribute, which is the same individually. Therefore, a multi-branch structure is applied to regress the similarity of various attributes individually.

Finally, the scores generated by each attribute branch are weighted fused, which are shared with the multi-attribute label fusion task (i.e., Equ.(5)).

The attribute fusion weight vector $w$ is shown in Equ.(3).

$$w = (w_1, \ldots, w_j, \ldots, w_m)^T, \text{ s.t.: } \sum_{j=1}^m w_j = 1, w_j \in [0, 1] \quad (3)$$

The mapping function $O$ can be decomposed into the inner product of two vectors as Equ.(4).

$$O = w^T \cdot (o_1, \ldots, o_j, \ldots, o_m)^T \quad (4)$$

where $o_j$ represents the $j$-th element in attribute label vectors of the images $x_h$ and $x_q$.

For the $i$th image pair $\theta_i$, the probabilities of having the same attributes can further be represented as a vector $(p_{i1}, \ldots, p_{ij}, \ldots, p_{im})^T, p_{ij} \in [0, 1]$, where $p_{ij} = o_j(\theta_i)$. Thus the probability of the $i$th image pair belonging to the same identity can be represented as Equ.(5).

$$p_i = O(\theta_i) = w^T \cdot (o_1(\theta_i), \ldots, o_j(\theta_i), \ldots, o_m(\theta_i))^T = w^T \cdot (p_{i1}, \ldots, p_{ij}, \ldots, p_{im})^T \quad (5)$$

Therefore, the person re-identification task is embodied in such a way that the model learns both the probabilities that each attribute of the image pair is the same and the fusion weight of the probabilities of each attribute.

The regression network structure of the proposed model is given in Table 1.

As shown in Fig. 4(b), the Bayesian inference based multi-attribute fusion and optimization theory, proposed in the next section, is embedded into the end-to-end training process of DRNN-AMAF to generate soft labels which can adapt to regression tasks at the beginning of backpropagation.
TABLE 1. Regression network structure.

| Name                   | Output size |
|------------------------|-------------|
| Base Network           | 2048*2      |
| Feature fusion Layer(FL)| 2048*1      |
| Full Connected Layer(FCL1)| 1024*m      |
| Full Connected Layer(FCL2)| 512*m      |
| Attribute Decision Fusion (ADL) | 1*m        |
| Output                 | 1           |

In Table 1, m is the number of attributes.

C. BAYESIAN INFERENCE BASED MULTI-ATTRIBUTE FUSION AND OPTIMIZATION THEORY

Existing person re-identification models generally use the hard label given by the dataset as the supervision information. A hard label is a label assigned to a member of a class where membership is binary: either the element is a member of the class or not. A soft label is one which has a score (probability or likelihood) attached to it. The soft label is more suitable for regression analysis than the hard label. As represented in the last section, the person re-identification task can be regarded as multi-attribute similarity probability analysis. This motivates us to propose the multi-attribute fusion method, which obtains a soft label by fusing multi-hard-labels with different weights, to transform existing hard attribute labels into soft labels which adapt to regression tasks.

Here reference to Bayesian inference method, the optimal fusion weights can be obtained by integrated Bayesian reference in the end-to-end process of deep learning to generate the soft label. During the process of the end-to-end deep neural network, the fusion weights of the previous iteration are used as the monitoring data to keep iterating until the fusion weight can be obtained with a small enough loss function.

The multi-attribute fusion and the iterative optimization process are described as follows:

**Step (1):** Before the iteration, the attribute fusion weight is randomly initialized as \( w_0 \), and \( Pr(w_0) \) is the prior probability distribution of \( w_0 \). The prior probability distribution of the initialized mapping function \( O_0 \) is \( Pr(O_0) \), and \( \{o_b\}_k \) represents the \( i \)-th mini-batch with \( b \) samples, and \( \{e_b\}_k \) represents the corresponding attribute labels.

**Step (2):** According to the Bayesian rule, the posterior probability of the attribute fusion weight vector is obtained as in Eqn.(6).

\[
Pr(w) = \frac{Pr(O_0 | \{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k)}{Pr(O_0)} = \frac{Pr([\{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k] O_0) Pr(O_0)}{Pr([\{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k])}
\]  

(6)

**Step (3):** The posterior probability of the mapping function is obtained as in Eqn.(7).

\[
Pr(O_1) = \frac{Pr(O_0 | \{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k)}{Pr(O_0)} = \frac{Pr([\{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k] O_0) Pr(O_0)}{Pr([\{o_b\}_k \cdot w^T_0 \cdot \{e_b\}_k])}
\]  

(7)

After \( n \) times iterations by repeating step(2)~(3), the learned mapping function becomes \( O_n \) and the probability distribution of all image pairs produced by the mapping function \( O_n \) is \( F_n \). The attributes fusion weight vector is \( w_n \).

We use \( O_n \) and \( w_n \) as the prior knowledge for the \( (n+1) \)-th iteration. The output mini-batch \( \{o_{n+1} \cdot w_n \cdot \{e_{n+1}\}_k \} \) as the supervision information for training and applying Equ. (6) and Equ. (7) to the training process, we can get Equ. (8) and Equ. (9):

\[
Pr(w_{n+1}) = \frac{Pr(O_{n+1} | \{o_{n+1} \cdot w_n \cdot \{e_{n+1}\}_k \}) Pr(w_n)}{Pr(O_{n+1} | \{o_{n+1} \cdot \{e_{n+1}\}_k \})}
\]  

(8)

\[
Pr(O_{n+1}) = \frac{Pr(O_{n} | \{o_{n} \cdot \{e_{n}\}_k \}) Pr(O_{n})}{Pr(O_{n} | \{o_{n} \cdot \{e_{n}\}_k \})}
\]  

(9)

The optimization iteration process of the model is embodied in the above Equations (1)~(9).

As for the loss function, the cross-entropy is used to calculate the difference between the output probability distribution and the ground-truth probability distribution. It is described as Eqn. (10).

\[
L = -\frac{1}{b} \sum_{i=1}^{b} [k_i \cdot \log p_i + (1 - k_i) \cdot \log (1 - p_i)]
\]  

(10)

In order to avoid the multi-attribute fusion weight vector to be the one-hot tendency, the L2 regularization term is added to the loss function. The final loss function is shown as follows:

\[
L = \frac{1}{b} \sum_{i=1}^{b} [k_i \cdot \log p_i + (1 - k_i) \cdot \log (1 - p_i)] + \lambda \sum_{j=1}^{m} w^2_j
\]  

(11)

where \( \lambda \) is the regularization coefficient.

Usually, the loss function of the regression model is a squared loss function, as follows:

\[
L = \frac{1}{b} \sum_{i=1}^{b} (p_i - k_i)^2
\]  

(12)

In Section IV-D, we compare the performances of these two loss functions.
D. TRAINING METHOD

In order to make the deep regression model more easy to converge, we proposed a training method, named adaptive multi-attribute fusion optimization method as follows and summarized in Algorithm 1.

In Algorithm 1, ResNet-50 [36] pre-trained on the image classification dataset ImageNet [41] is used as the base network. First, ResNet-50 is fine-tuned on the training set of the person re-identification dataset, to obtain the classification model for pedestrian re-identification (CR-ID, for short). Then the softmax layer of the fine-tuned network is removed, and the parameters of the remaining layers are retained as a base network to construct the multi-attribute fusion regression network (DRNN-AMAF). Finally, the base network is kept in a low learning rate, and the regression layers are kept in a relatively higher learning rate training (\(lr\underset{\uparrow}{\rightharpoonup}\)), and the regression layers are kept in a low learning rate training (\(lr\underset{\uparrow}{\rightharpoonup}\)).

The former two steps of the training method train the person re-identification model as a classification model, which greatly speeds up the convergence of the feature extraction layers. The third step training is based on the knowledge of feature extraction layers learned by the classification model, and the soft label is used as supervised information to train the final regression model. Note that, the soft label, which is adaptively fusing of multiple attributes hard labels by DRNN-AMAF model, is the supervisory information that more suitable for regression tasks. These all play a direct role in the convergence of the regression model. By comparing Baseline2 with our proposed method, we demonstrate the positive impact of our training method on the accuracy of the regression model and making the deep regression model easy to converge.

IV. EXPERIMENTS

The steps of person re-identification are more similar to image retrieval tasks than to classification tasks. Images with the same identity taken as the query image are retrieved in the gallery images. We tested the proposed model at Market-1501 and DukeMTMC-reID datasets and achieved high accuracy.

A. DATASETS AND SETTINGS

1) DATASETS

Based on the assumption in [42] that pedestrian images are captured in a short period, so clothes and shape of the body do not change much, and can be used as cues to recognize the identity. If the persons in the image pair have the same identity, all of the attribute labels must be the same. If the person identities are different, parts of the attribute labels maybe the same. Here for each type of attributes in image pair, the value 0 means different, and the value 1 means the same, shown in Equ. (2).

2) MARKET-1501

[43] is a multi-shot pedestrian re-identification dataset which includes more than 32,000 person images captured by 6 cameras on the university campus. These images belong to 1501 identities, and each of which contains multiple images of different view angles or poses. This dataset is divided into a training set and a test set. The test set is composed of a query set and a gallery set. The training set includes 12,936 images of 751 identities. The test set has 750 identities, including 3,368 images for the query and 19,732 images for the gallery. Lin et al. [32] labeled 27 types of attribute labels for this dataset. Moreover, for each identity, the upper-body clothing and the lower-body clothing only have one color individually. In order to reduce the number of network branches and the overall parameter amount, the labeled 8 colors of upper-body clothing and the labeled 9 colors of lower-body clothing are taken as one attribute individually, and the original 27 attributes and the ID label are summarized into 13 attributes, see Table 2.

3) DUKEMTMC-reID

[45] dataset includes 36,361 images of 1,404 identities captured by 8 cameras. The gallery dataset contains 17,661 images of 1,110 identities. Query dataset contains...
TABLE 2. Reorganized attributes of market1501.

| Attribute                        | Label                              |
|----------------------------------|------------------------------------|
| Gender                           | Male/female                        |
| Hair length                      | Short/long                         |
| Sleeve length                    | Short/long                         |
| Length of lower-body clothing    | Short/long                         |
| Type of lower-body clothing      | Dress/pants                        |
| Wearing hat                      | No/yes                             |
| Carrying backpack                | No/yes                             |
| Carrying bag                     | No/yes                             |
| Carrying handbag                 | No/yes                             |
| Age                              | Young/teenager/adult/old           |
| Color of lower-body clothing     | Downblack/downwhite/downpink/downpurple/downyellow/downgray/downblue/downgreen/downbrown |
| Color of upper-body clothing     | Upblack/upwhite/upred/upperpurple/upyellow/upgray/upblue/upgreen |
| ID                               | Identities of person               |

2,228 images of 702 identities. The training set has 702 identities of 16,522 images. Lin et al. [32] labeled 23 kinds of attribute labels for this dataset. Referring to the attribute organization method of the Market-1501 data set, we summarized these 23 types of attributes and the ID label into 11 types of attributes. Our intuition is that ID, gender and age are global information, and local information includes hair length, sleeve length, length of lower-body clothing, type of lower-body clothing, wearing a hat, carrying a backpack, carrying a bag, or carrying a handbag, colors of upper-body clothing, and colors of lower-body clothing, and so on.

4) IMPLEMENTATION SETTING DETAILS
We use the adaptive multi-attribute fusion optimization method to train the DRNN-AMAF. The size of the mini-batch is set to 32, and the initial learning rate of the fusion weight is 0.01, and the initial learning rate of the Base Network parameter is set to 0.001. The initial learning rate of the regression subnetwork parameters is 0.1, the weight decay is 5E-4, and the momentum is set to 0.9. There are 13,000 pairs of images in every epoch. Data preprocessing is performed on the input images, and the images are randomly flipped horizontally and erased [46] during the training process to improve data diversity. Therefore, the robustness of the final trained model to the occlusion and pose is improved. For the training data, we control the ratio of the positive and negative pairs to 1:1.

B. EVALUATION
In this section, we evaluate the performance of our model by applying three evaluation protocols for comparison including CMC curve, Top-1 prediction accuracy and mean average precision (mAP).

1) CMC CURVE
In order to fit the non-overlapping camera views of the person re-identification task, we randomly take one image from each gallery identity as a sample, which is captured by cameras different from the query image, so that we get the single-shot gallery set. First, for each image in a single-shot gallery set, the 2048-dims feature vector is extracted from the feature vector layer, and the Euclidean distance between the query image feature vector and the gallery image feature vector is calculated. Then the distance list is re-ranked according to the Euclidean distance from near to far. Finally, we use the Rank-1 CMC to evaluate the pros and cons of the model for feature extraction.

2) TOP-1 PREDICTION ACCURACY
The single-shot gallery is also used to evaluate the Top-1 prediction accuracy. The given query is combined with images in the gallery set to form image pairs, and the trained model is used to calculate the probability that the image pair has the same identity. The rank is discharged according to the magnitude of the probability. We use the Top-1 accuracy to measure the discriminative power of the model.

3) MEAN AVERAGE PRECISION (mAP)
mAP is a common method to evaluate the model performance on multi-shot datasets.

In the experiments, we listed the differences in experimental results with different attributes on Marker1501 and DukeMTMC-reID. In the proposed network structure, each attribute corresponds to a network branch. In order to taking into account the accuracy and the number of parameters, not all of attributes are used in the experiments and we only adopt the attributes that have a great impact on the accuracy of the model (shown in Table 3 and Table 4). Identity information is strong supervisory information for pedestrian re-identification, so the weakly supervised learning setting in this paper is the training process without applying identity information. And we compare the probability regression method by using Equ.(11) as the loss function with the numerical regression method using Equ.(12) as the loss function. The differences between the two methods are shown in Table 3.

Model performances using different attribute combinations on DukeMTMC-reID are shown in Table 4.

Note that in TABLE 3 and TABLE 4, compared with the feature representation, the prediction accuracy is mainly affected in the case of weak supervised learning. It is mainly due to the fact that in the first step of the training strategy, we transfer representations learned from large image classification dataset ImageNet.

We test the single-shot Rank-1 CMC and mAP on the Market-1501. The experimental results of our method and the results of state-of-the-art methods are shown in Table 5.

The experimental results of our method and the results of state-of-the-art methods on DukeMTMC-reID are shown in Table 6.
TABLE 3. Probabilistic regression and numerical regression on marke1501(%).

| Attributes            | Probability Regression Top-1 | Probability Regression Rank-1 | Numerical Regression Top-1 | Numerical Regression Rank-1 |
|-----------------------|-----------------------------|-------------------------------|-----------------------------|-------------------------------|
| Fully-supervised learning |                             |                               |                             |                               |
| Baseline1 (single shot) | -                           | 76.93                         | -                           | -                             |
| Baseline2 (single shot) | 13.20                       | -                             | -                           | -                             |
| ① + ②                | 69.47                       | 70.50                         | 53.93                       | 60.27                         |
| ① + ③ + ④           | 56.67                       | 62.13                         | 45.33                       | 57.60                         |
| ⑤ + ⑥ + ⑦           | 85.73                       | 88.80                         | 68.00                       | 74.13                         |
| Weakly-supervised learning |                             |                               |                             |                               |
| ② + ③ + ④           | 45.60                       | 60.27                         | -                           | -                             |
| ① + ③ + ④ + ⑤      | 66.80                       | 80.27                         | -                           | -                             |

1) ID ② gender ③ downcolor ④ upcolor ⑤ age ⑥ sleeve length ⑦ length of lower-body clothing

Notice that in Table 5 and Table 6, we do not compare with part-based methods [14],[55] which exploit part or patch matching-based architecture to learn discriminative feature representation in local regions of persons. Although the performance of the part-based methods is generally better than the global-based methods, in order to straightforward express the positive impact of our method, we have chosen a simple global-based model as the base network.

Through the performance shown in the tables above, we can find that our method has obvious advantages in the accuracy of prediction (Top-1 and mAP). Most of the methods, using the deep classification model as the feature extractor, usually use SVM, KNN or the deep classification model fine-tuned on the test set as the classifier, but our method does not need these steps, and it can obtain more accurate identity prediction end-to-end.

C. ABLATION STUDY

We conduct an ablation study of the multi-branch structure and Bayesian inference based multi-attribute fusion theory to illustrate their positive impact on both feature representation and efficient training.

1) EFFECTIVENESS ON FEATURE REPRESENTATION

The network structure of Baseline 1 is shown in Fig.5. This Base Network is Resnet-50 pre-trained in ImageNet dataset, which is fine-tuned on the training set of Market-1501. The Rank-1 CMC of baseline1 on the Market-1501 test set is 76.93%, and the Rank-1 CMC of DRNN-AMAF on the Market1501 test dataset is 88.80%, and the similar performance also appears on the DukeMTMC-reID dataset (shown in TABLE 4).

By comparing Rank-1 CMC between Baseline1 and DRNN-AMAF, we can see the positive impact of our approach on feature representation. The improvement of CMC means that the feature descriptor becomes more discriminative. Multi-branch structure in DRNN-AMAF has a similar positive impact as multi-task transfer learning to the model. Due to the task of multi-attribute regression and fusion, the network learns the feature descriptor which extracts not only discriminative patterns for identity but...
also extracts discriminative patterns for multiple attributes, which undoubtedly improves the generalization of the feature descriptor.

The visualization of feature representations which are extracted by Baseline1 and DRNN-AMAF is shown in Fig.6. From Fig.6, we can see Baseline1 can detect global information such as apparel and body shape, which are useful for person re-identification. The proposed model DRNN-AMAF can detect local details such as backpack, handbag and clothing-style, which is even more helpful for re-identification. This confirms our intuition about identity feature detected by DRNN-AMAF model has better generalization ability and higher discriminant power than baseline 1.

2) EFFECTIVENESS ON EFFICIENT TRAINING
The network structure of Baseline2 is shown in Fig.7. The base network is also the ResNet-50 [36] pre-trained on the image classification dataset ImageNet [41]. Note that it is similar to DRNN-AMAF when DRNN-AMAF only has one branch. We aim to control the changes in the hyperparameter of the network, and only make Baseline2 different from our method in training strategy and supervised information, so as to reflect the advantages of our method by experiments.

In Baseline2, only the ID label is used as supervisory information. The value of the label is obtained by Equ. (2). Note that the ID label is a hard label. And the Baseline2 model is trained with the same iteration times as DRNN-AMAF training setting. The accuracy of the Baseline2 model prediction on Market1501 is low, with a Top-1 prediction accuracy of 13.2%. And the Top-1 prediction accuracy of DRNN-AMAF can reach to 85.73%.

The training loss of DRNN-AMAF, changing along with the increase in the number of training epochs, is shown in Fig. 8(a), and the training loss of Baseline2 is shown in Fig. 8(b). From Fig. 8(a) and Fig. 8(b), it is obvious that DRNN-AMAF converges after 53 epochs training, while Baseline2 still doesn’t converge after 160 epochs training. The specific time is shown in Table 7. Evaluation time is computed for a single image pair consist of probe and gallery image.

On analyzing the principle of the proposed method, one of the factors that the deep regression model is difficult to converge is that the deep regression model is difficult to be trained to obtain good feature extraction layers (e.g., convolutional layer and pooling layer in CNN). The proposed method resolves this problem by applying the idea of transfer learning. We first train the classification model to get the base network as the discriminative feature extraction, then transfer the knowledge to the training process of the final deep regression model. The difficulty of convergence is reduced. In addition, it is clear that the regression models have continuous outputs and usually require a continuous soft label. But for the classification problems, these models...
have discrete outputs and require one-hot hard label as the supervisory information. As for attributes of persons in image pairs, each attribute label can be only a hard label as either the same or different. Human experts cannot give quantitative similarity degrees objectively when labeling. These labels are not suitable for regression tasks. We fuse the multi-attribute labels to make the one-hot hard labels into a continuous soft label, which is more conducive to the regression task.

### D. SOME PHENOMENA DURING THE EXPERIMENT

During the experiments, we found some interesting phenomena. After training, the multi-attribute fusion weight vector will tend to be one-hot. However, this is not the result we want to see. To this end, we add a regularization item (i.e. L2 norm of fusion weight) to the loss function:

$$\left(\sum_{i=1}^{m} w_i\right)^{1/2}$$

The L2 norm of the one-hot vector greater than the L2 norm of the soft vector when \(w_i \in [0, 1]\). Therefore, the loss function with the regularization item can effectively limit the one-hot trend during the minimization process. For the loss function, with or without the regularization item, the difference in model performance is shown in Table 8. From Table 8 we can see our model can be well trained by the loss function with the L2 norm regularization item than the loss function without the L2 norm regularization item.

Another phenomenon, the training of regression models is relatively difficult, and the effect of training depends largely on the initialization of multi-attribute types, the model is easy to converge. From Table 3 we can see that when there are only ID and gender attributes, the model is easily optimized and has a relatively good performance. According to experiments, in general, for global attributes such as ID, age, gender, etc., given a larger initialization weight, the model training process is easier to converge. However, when randomly initializing the fusion weight, by using the adaptive multi-attribute fusion optimization method we propose, as well as the hyperparameter settings, we still get a good performance model after training.

The last phenomenon, for our experiments, using probability regression converge more quickly than using numerical regression (see Table 3). In the case of training the same epoch, probability regression has a better performance.
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