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Abstract—Computer system log data is commonly used in system monitoring, performance characteristic investigation, workflow modeling and anomaly detection. Log data is inherently unstructured or semi-structured, which makes it harder to understand the event flow or other important information of a system by reading raw logs. The process of structuring log files first identifies the log message groups based on the system events that triggered them, and extracts an event template to represent the log messages of each event. This paper introduces a novel method to extract event templates from raw system log files, by using the vector space model commonly used in the field of Information Retrieval to vectorize log data and group log messages into event templates based on their vector similarity. Template extraction process is further enhanced with the use of character and length based filters. When evaluated on publicly available real-world log data benchmarks, this proposed method outperforms all the available state-of-the-art systems in terms of accuracy and robustness. NOTE: This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible.
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1 INTRODUCTION

COMPUTER systems generate system log files that consist of run-time information of the system. A log file may contain a series of log lines that describes different system events occurred in the computer system. Each of these events in the log file originates from a respective code segment in the source code, which ensures that each log line originated from same code shares a underline pattern. Multiple occurrences of the same system event may generate multiple log lines of the event. The log lines that belong to a specific system event only differ from each other based on the dynamic states of the system event.

System generated log lines usually contain different header fields and a log message (Fig. 1). The log message is written in natural language and carries detailed information about the system event that occurred. The header fields are structured, and describe common information such as timestamp, verbosity level and component (Fig. 1). Thus, in the most general case, system logs can be considered semi-structured.

The words present in a log message can be categorized into two basic types, namely constant parts and variable parts (Fig. 1). The constant part represents the event template or the event type of a log message and is invariant across the log messages that are generated by the same system event. In contrast, variable parts of a log message consist of dynamic information related to the particular event and can vary from one occurrence of the event to another. For instance, 263 and 13 in the log message shown in Fig. 1 can be any number based on the dynamic state of the system at the logging time. In contrast, the Participated in a new round of number ... with rank ... part remains unchanged for any log message generated by the same event.

Common log analysis tasks include usage analysis, anomaly detection, performance modeling and failure diagnosis [1]. However, directly using raw system log files as input to these analysis tasks is less effective due to the semi-structured nature of system logs. Thus, it is a common practice to structure these log files prior to using them in log analysis tasks, which requires tedious manual handling [1].

The process of automatically structuring the log messages is commonly identified as log parsing [2], [3], [4], log signature extraction [5] or log template generation [6]. The term “log parsing” is used in this paper. In the process of log parsing, each of the log messages is assigned to its event group, and a textual template is extracted to represent all of the log messages of a particular event group.

Technically, the key objective of log parsing is to correctly identify the constant part and variable parts within the log messages [1], [3], [7] and group log messages that have the same constant part together by assigning a representative event template for each event group. When extracting a representative template for the log messages generated by the same event, the positions of variable parts in the event template are replaced by a wildcard. Related literature has reported “<” [3], [8] and “< >” [1], [9] as the most used wildcards. In this paper, “< >” is used to represent the wildcard. Once extracted, the event template of a particular system event can be used as the structure of all of the log messages generated by a particular system event (Fig. 1).

Most of the existing log parsing methods group log messages into events by observing the most general characteristics of log data [1]. These characteristics are used in dif-
different stages of log structuring methods as heuristics. These methods have the potential to generate event templates with a very high accuracy for the data sets that comply with characteristics observed when designing the log parsing method. When new data violates the assumptions in the heuristic, the log parsing method tends to fail on such data. Applying general text clustering methods on log data is also used in this problem domain [10], [11]. According to the Zhu et. al. [1], these text clustering methods do not perform well compared to the heuristic-based methods. Converting log messages into vector form and performing vector clustering techniques [12] has performed reasonably [1].

Huang et. al. [9] used Information Retrieval techniques for log parsing. Using publicly available benchmarks, they experimentally showed that it is the best solution for log parsing with respect to the parsing accuracy. However, this method uses a Jaccard similarity-based technique to match the log messages against the identified event templates. This method is sub-optimal because Jaccard similarity focuses only on the text overlap between the target documents (log message and the template in our scenario). Jaccard similarity treats all words as equal and does not consider the importance of words to the documents. Thus it has less potential to capture the difference between the constant parts and variable parts in the log data. Furthermore, we can observed that some words present in the log data consist of slight character-level variations, which may lead to highly similar log messages to be considered as completely different when a word-level Jaccard similarity is calculated.

To overcome these shortcomings, this paper presents a new technique named vue4logs. Instead of Jaccard Coefficient, vue4logs uses cosine similarity to measure the similarity of log messages and templates by means of vector similarity. Documents are converted to a vector representation using Term Frequency · Document Frequency (TF-IDF), which is a numerical statistic that reflects how important a word is to a document in a collection [13]. Furthermore, vue4logs uses character-level text processing techniques (as discussed in section 4.2) before creating the vocabulary to calculate TF-IDF, to overcome the challenges faced due to the presence of slight character-level variations inside the potential constant words. This technique, when used along with the TF-IDF representation and cosine similarity, significantly improves the correctness of log structuring.

We evaluated vue4logs on sixteen publicly available datasets [1] that are commonly used as the benchmark data sets in related literature. The results show that it has the highest average parsing accuracy when compared to the state-of-the-art log parsing methods. Experiments show that this solution has the lowest variance of parsing accuracy across the evaluated sixteen log data sets, which is a sign of higher robustness. Furthermore, vue4logs and the same baseline systems were evaluated in a source-independent parameter tuning setting, which is more likely to be the case in a production-level system. The tuning configurations identified in this source-independent parameter tuning are considered as the data-independent tuning parameters of that particular parser and considered to be suitable to use on any custom data. In this evaluation setting also, vue4logs has shown the highest accuracy. We also evaluated vue4logs and the selected log parsing methods on a custom data set to investigate the usability of the methods on custom data. The accuracy results show that vue4logs performs better than the state-of-the-art methods on custom data sets as well. Thus vue4logs establishes a new baseline in log parsing. Our code is publicly released[1]. We also release a new annotated dataset that can be used to evaluate log parsing systems[1]

The rest of the paper is organized as follows. Section 2 discusses related work and Section 3 presents the vector space model for document similarity measurement. Section 4 presents the vue4logs system and Section 5 presents results. Finally, Section 6 concludes the paper.

2 RELATED WORK

Using rule-based techniques is the basic solution that is initially used to address the log parsing problem. Later, datadriven methods were introduced to make the log analysis process more efficient and less error-prone. This includes frequent pattern mining, text or vector based clustering techniques, heuristics-based techniques, deep learning techniques as well as Information Retrieval techniques. Other than these categorized techniques, more specific techniques such as the Longest Common Subsequence (LCS) are also used.

2.1 Rule-based Techniques

One of the basic approaches for log parsing is using hand-crafted regular expressions in the form of grok patterns [14]. In this method, raw log files are manually analysed and regular expressions are formed to be used as the event templates. Once the regular expressions are formed, they can be used to extract the structure from priory unseen data. Although this method is straightforward and has been employed in production level systems as well [15], manually writing ad-hoc rules to structure large log files is time-consuming and error-prone. Code bases in modern software systems get updated frequently, leading to an inevitable cost of regularly revising the set of regular expressions.

1. https://github.com/IsuruBoyagane15/vue4logs-parser
2. https://github.com/IsuruBoyagane15/paddy-recreation/blob/main/ground_truth/Forensic_2k.logStructured.csv
2.2 Frequent Pattern Mining

Frequent pattern mining methods operate based on the assumption that the more frequent words of a log data are more likely to be constant parts. These methods basically traverse over the log data several times while identifying frequent item-sets (in most of the cases tokens or token position pairs), then cluster the log message based on the identified frequent items. Finally, an event template for each cluster is extracted [1]. SLCT [8] is the first method to use this technique on log parsing. LogCluster [16] and LFA [17] are the improved versions of SLCT [1]. But, in a situation where the number of constant parts in infrequent event templates is less than that of variable parts in frequent event templates, these methods would consider the former as a variable part and fail to extract the correct event template. Therefore, log parsing techniques such as SLCT cannot precisely identify templates that are rare in the log dataset [1], [9].

2.3 Clustering

Log parsing can be modelled as a clustering problem to identify the group of log messages that are generated by the same system event. LogSig [10] clustered log messages into a predefined number of clusters [1]. However, determining the number of clusters beforehand is difficult. LogMine [11] uses a bottom-to-top hierarchical clustering method to extract event templates [1]. SHISO and LenMa are both online clustering-based methods. For each incoming log message, SHISO [18] and LenMa [12] calculate a text or vector similarity against all the existing clusters of events and put the new log message into the cluster that has the highest similarity. If a significantly similar cluster is not found for a particular log message, both Shiso and Lenma formulate a new cluster representing its system event. LenMa uses a log message vectorization technique by encoding the number of characters in the words of a log message to a vector [12]. It further uses the length heuristic to guarantee that the dimensions of the vectors to be sent to the vector similarity calculation are the same. Unlike LogSig, hierarchical clustering based methods such as LogMine and online clustering methods such as LenMa have shown to be more effective in practice [1]. The common challenge of clustering methods is identifying the terminating condition for the clustering algorithm.

2.4 Heuristics-based Techniques

Some log parsing methods use heuristics in an algorithmic process to parse logs. Iteratively partitioning the log data set into event groups using heuristics is a commonly applied method. Makanju et al. [19] used heuristics based on the message length and word position to iteratively partition the log data. He et al. [20] used a word count and word position heuristics in a similar way to parse logs. He et al. [3] used the message length and word position based heuristics as the basis for their method of using a fixed depth tree data structure for log parsing. Zhu et al. [1] showed that most of the state-of-the-art log parsing methods that rely on heuristics have significantly higher accuracy than the rest of the methods. But some heuristics created based on the assumptions such as “first couple of words of a log message is a constant part” or “the log messages of the same event have the same number of words”, can fail. Since the log data is highly diverse and changing frequently, using heuristics for log parsing is not a sustainable option.

2.5 Deep Learning-based Techniques

Deep Learning (DL) techniques have also been utilized to solve the log parsing problem [5], [21]. Thaler et al. [21] has modeled the log parsing problem as a supervised sequential classification problem using a character-level Long Short-term Memory (LSTM) classifier. Once trained, the classifier can identify whether the characters present in a log message belong to a constant or variable token. Thaler et al. [5] used an LSTM auto-encoder to generate semantic vector representation of log lines, after which the vector space is clustered and the event groups are extracted. This method is not a complete log parsing solution since it does not generate templates for the event groups. The lack of substantial amounts of labelled data for training leads to the accuracy of supervised DL methods to degrade. Furthermore, supervised deep learning techniques are not that practical for a form of data like log data that frequently changes with time where the addition of new logging events is more frequent. DL methods may also face challenges such as higher learning time and computation costs compared to the other aforementioned methods.

2.6 Information Retrieval Techniques

The Paddy system [9] is the first to employ Information Retrieval techniques to address the system log parsing problem. It uses a dynamic inverted index data structure to store all the tokens present in the log message text in the form of terms. However the tokens containing wildcard characters are not indexed. The identified event IDs for an indexed term are stored in the posting list of that term. A new log message is first pre-processed and searched in the dynamic dictionary. Then the possible candidate event IDs are retrieved and the similarity between the input log message and each candidate template is calculated using a custom similarity metric called fitting score. Fitting score is the weighted sum of Jaccard similarity and length feature [9]. If the highest similarity among the similarity values of all of the candidates is not greater than an experimentally decided threshold, the input log message is considered as a new template and gets indexed into the dynamic dictionary. Otherwise, the input log message is assigned to the corresponding event template. Then the words in the input log message and its template are checked by searching from left to right to identify the remaining variable parts. If the two words at the considered position of input log message and the event template are not the same, that word position of the event template is replaced by a wildcard to mark that as a variable part. This method has the highest recorded benchmark for log parsing when compared to the previous methods. However, Jaccard similarity is sub-optimal because it disregards term weighting. Furthermore, a log message and its identified template should have the same length to perform left to right check when identifying
the remaining variable parts, by checking word positions of log message and identified event template from left to right.

In summary, automated log data structuring methods are introduced to avoid the challenges faced when using rule-based methods. The earliest automated log parsing methods used frequent pattern mining techniques. However, frequent pattern mining techniques fail to extract the event template of very rare events correctly. A major challenge to be faced when using clustering methods is identifying the terminating condition of the clustering algorithm. Heuristic-based methods are shown to be more accurate and robust, while they tend to fail on data that does not comply with the assumptions made in the heuristics. Deep learning methods have not been commonly used for log parsing due to the trade-off between computation cost versus accuracy gains. Recently introduced Information Retrieval techniques have shown to be the best.

3 Vector Space Model for Document Similarity Measurement

The vector space model is a fundamental technique used to measure the similarity between a user query and a set of documents in Information Retrieval. First, both the query and the document are converted into vector representations. Then the vector distance between the query and each of the documents is measured using a vector distance measurement technique such as Euclidean distance or Cosine similarity. Then the document with the lowest vector distance to the query is selected as the candidate. The vector space model has also been employed in document similarity measurement and sentence similarity measurement as well. The following discussion is presented with respect to document similarity measurement, for the sake of clarity.

3.1 Deriving a Vector Representation

TF-IDF (Term Frequency - Inverse Document Frequency) is a Bag-of-Word text representation technique that is widely used in the Information Retrieval and Natural Language Processing [23, 24] to vectorize documents to derive a meaningful representation of text documents.

In a bag-of-words model, the documents are represented by modeling a bag (un-ordered collection) of words. This model does not count the positioning, grammar or structure of the words in the text. It counts the frequencies of words in the target text and puts those words into a bag. The frequencies of words appearing in a text (sentence or document) is the feature that is used in the bag-of-words model.

As shown in equation (1), a TF-IDF vector is calculated for a document as the product of Term Frequency (TF) and Inverse Document Frequency (IDF). According to the equation (2), TF indicates the frequency of terms (i.e. how many times a term appeared in the document). Document frequency (DF) is the number of documents that contain a particular term (equation (3)). IDF is a measure of the rarity of the document terms with respect to the whole document collection.

\[
TF - IDF(t, d, D) = TF(t, d) * IDF(t, D) \tag{1}
\]

where,

\[
TF(t, d) = \frac{f_{t,d}}{\sum_{i'=1}^{n} f_{i',d}} \tag{2}
\]

\[
IDF(t, D) = \log\left(\frac{|D|}{df(t)}\right) + 1 \tag{3}
\]

\(f_{t,d}\) is the number of occurrences of the term \(t\) in the document \(d\) which is one element of the target document set \(D\). TF is a measure of how many times the term \(t\) appears in the document \(d\). This can be used to identify the frequent and rare words present in a document. However, some stop words (e.g. "the", "is") and some context-specific words may frequently appear in a document while adding no considerable information to that document.

IDF weighting can resolve this problem by emphasizing the informativeness and importance of words present in a document. IDF is defined for each term \(t\) in the vocabulary created for the set of documents \(D\). IDF weights a term \(t\) with respect to \(D\), so that the importance of \(t\) to a document \(d\) is encoded into the generated TF-IDF vector representation. If the term \(t\) is appearing in a significantly higher number of documents in \(D\), \(t\) is most likely to be a stop word or a context-specific word. According to the IDF equation (3), the IDF value of that kind of word is smaller. A term that is unique to a document has a higher IDF value.

By taking the product of the Term Frequency and Inverted Document Frequency terms, TF-IDF vector representation for a document \(d\) is formed.

3.2 Measuring distance Between Vectors

As mentioned earlier, there are different types of vector distance measurement techniques. However, here we only discuss Cosine similarity, since it is the technique used in our system.

Cosine similarity is a widely used vector similarity measurement technique. It measures the closeness of two vectors by taking the normalized dot product (equation (4)). Cosine similarity value between two vectors lies between 0 and 1 inclusively. If the two vectors are highly similar to each other, the cosine similarity will be higher.

\[
\text{CosineSimilarity}(v_1, v_2) = \frac{v_1 \cdot v_2}{\|v_1\| \|v_2\|} = \frac{\sum_{i=0}^{n} v_{1i}v_{2i}}{\sqrt{\sum_{i=0}^{n} v_{1i}^2} \sqrt{\sum_{i=0}^{n} v_{1i}^2}} \tag{4}
\]

4 Methodology

The log parsing technique employed in vue4logs makes use of Information Retrieval techniques to solve the log data structuring problem. This technique is similar to the log data structuring method proposed by Huang et. al. [9]. However, they used Jaccard similarity based similarity measurement between a log message and the templates. Jaccard similarity does not identify the importance of words to a given text. To overcome these shortcomings, the vector space model for document similarity measurement is presented in this paper. Furthermore vue4logs uses a character-level text processing technique to have a better parsing accuracy.
Vue4logs uses inverted index data structure by following Huang et. al. [9].

Vue4logs comprises five main steps as shown in Fig. 2. First, the new log message is pre-processed using regular expressions used by Zhu et. al. [1]. Secondly, the log message is searched in the inverted index and matching candidate event templates are retrieved. If there is no matching event template retrieved in the search, the log message itself is indexed as a new template in the dynamic inverted index. In the third step, the candidate event templates that do not have the same length as the log message are filtered out using the length filter. Next, TF-IDF technique is used to vectorize the pre-processed log message and the length-filtered candidate templates. Then the correct event template out of the candidates is identified by measuring the Cosine similarity between the candidate templates and the log message. If the log message is not similar enough to any candidate template, it is considered as a new event template and gets indexed in the dynamic inverted index. In the final step, the selected template is updated with respect to the newly assigned log message. Then the dynamic inverted index is updated with respect to the update done to the template.

### 4.1 Pre-processing using Regular Expressions

Log data is pre-processed using regular expressions to identify potential variable parts such as IP addresses. To perform a fair evaluation, the same regular expression set used by Zhu et. al. [1] and Huang et. al. [9] is used when evaluating vue4logs. Zhu et. al. [1] has used a minimal set of regular expressions for pre-processing to have fairness among the parsers. Once the raw log message is pre-processed, it becomes a partial event template, which will be further processed in the next steps.

### 4.2 Extracting Matching Templates

An inverted index is a data structure commonly used in the Information Retrieval domain. Inverted index is used to store the mapping from a term to the documents that term appears in. In our use-case, the constant parts present in the identified event templates act as the terms in the inverted index data structure. A unique ID is used to identify an event template. The ID of an event template that has a particular term inside it is put into the posting list of the particular term. Inverted index is used to retrieve the documents (identified event templates) that have a particular term inside it. For example, if the identified templates are, Connection broken from user id <*>, myid <*>, error and Invalid user <*> from <*>, Table 1 is the inverted index created for those two templates.

| Term       | Posting List |
|------------|--------------|
| Connection | [1]          |
| broken     | [1]          |
| from       | [1,2]        |
| user       | [1,2]        |
| id         | [1]          |
| myid       | [1]          |
| error      | [1]          |
| Invalid    | [2]          |

Initialy, the log message is tokenized, and the numeric characters present in the alphanumeric tokens are replaced with the wildcard character. As done in [21], the consecutive wildcards found in character-level check are merged together to form a representative term for a particular token. For instance, if the pre-processed log message is updateNotificationShade: total=1, active=1, the two tokens total=1, and active=1 are converted to total=<*>, and active=<*> respectively by using the above process. Once this character-level processing technique is performed, the term total=<*>, can be used to represent the tokens such as total=0, and total=1, while the term active=<*> can be used to represent the
tokens such as `active=0` and `active=1`. This character-level text processing technique helps to handle the slight variations present in nearly identical words.

Next, the resultant log message is passed through a wildcard filter that filters out the wildcard tokens from the log message. This ensures that no template is retrieved because of matching wildcards in the pre-processed log message and a template. The output of the wildcard filter is used as the search query to search the inverted index. For instance, if the log message before going through the wildcard filter is `Connection broken for id << my id = << error`, the search query after wildcard filtering is `Connection broken for id my id = error`.

Once the search is performed, the event templates that have at least one term matching with the search query are retrieved as the candidate event templates for a particular log message. The retrieved candidate event templates are sent to the next stage along with the log message.

If no event template is retrieved as a candidate, the new log message is considered as the first occurrence of its event after-which, a new template ID is generated and indexed into the inverted index. Then, the new template is passed through the wildcard filter and only the `constant` tokens that need to be indexed are identified. When indexing, each `constant` token is checked with the terms present in the inverted index. If the token is already present in the inverted index as a term, the ID of the new template is appended to the posting list of that term. Otherwise, the token is added to the inverted index as a new term with a posting list containing only the newly generated event template ID.

### 4.3 Length Filter

If there are one or more candidate templates retrieved in the search step, whether the correct event template is present among the candidate event templates should be identified. To do this, the retrieved candidate templates are passed through a length filter. It is generally observed that the log messages of the same event have the same length. Length in this context is the number of words present in the log message. This property is vastly used to identify the event groups of log messages.

vue4logs also uses this property as a length filter to filter out the candidate templates with different lengths than the log message. This step achieves two objectives. Firstly, it narrows down the search space of possible candidate event templates before moving to the log data vectorization step, which is a relatively computationally expensive process. Secondly, it ensures that the selected event template and the log message have the same length so that when updating the templates with respect to the newly assigned log message by checking words from left to right, the words can be identified by their position.

After the length filter, the resultant candidate event templates are greedily matched with the log message to decide whether any of the length-filtered event templates are textually identical to the log message. If so, the log message is assigned to that event template. This is done because it is more efficient to identify the correct event template by textual matching than doing text vectorization and vector similarity measurements. If none of the length-filtered templates is identical to the log message textually, candidate event templates are sent to log vectorization technique along with the log message.

If no candidate event template is remaining after the length filtering, the log message is considered as the first occurrence of its event and is indexed as a new template as discussed in the previous section.

### 4.4 Document-Similarity based Filter

Next, the log message and the candidate event templates are tokenized using the space character. The uppercase and lowercase words such as `Connection` and `connection` are considered as two different tokens in the created vocabulary because, unless the word `Connection` (or `connection`) is a `variable` part, all the log messages of the same event have either an uppercase word or lowercase word at a specific position but not both. The meaning of the text is not the key concern of this use case since the goal is to identify the structure of log messages.

The set of all the unique tokens after tokenization is included in the vocabulary. The wildcard token replaces the numeric characters in alphanumeric tokens, and consecutive wildcards inside the token are merged together as described earlier. Then, the TF-IDF vectorization process discussed in Section 3 is performed to generate vectors for the log message and candidate event templates. It has been observed that frequent words in a log data set are more likely to be `constant` parts and rare words are more likely to be `variable` parts.

The ability of TF-IDF to encode the importance of words can exploit this property of log messages. Therefore, TF-IDF is better at representing log messages and event templates compared to using lexical similarity. The log message and the set of length filtered candidate event templates are the documents to be sent for log data vectorization. The dimension of the vector space depends on the number of tokens present in vocabulary.

Once the log data is encoded into the TF-IDF vector representation, the vector similarity between the vector of the log message and the vector of each candidate event template is calculated. Cosine similarity is the vector similarity technique used in this method.

If the highest cosine similarity value among the calculated values is greater than an empirically decided threshold T, the new log message is assigned to the corresponding event template. Once the correct event template is identified, it is updated with respect to the new log message (as discussed in the next section). If the highest similarity is less than T, the new log message is considered as the first occurrence of its event and gets indexed into the inverted index as a new event template.

### 4.5 Incremental Update of Event Templates

In most of the online log parsing methods, the identified event template is incrementally updated with respect to the newly assigned log messages until the correct version of the template is formed. In vue4logs, this process operates by checking the words of the log message and the event template left to right by assuming that the lengths of log messages of the same event are the same. The length filter used in the earlier step guarantees the length equality of the log message and the selected template so
that this step can be performed. This guarantees that the words present in the log message and the selected event template can be identified by the position of the words. This allows vue4logs system to identify the remaining variable parts by checking the log message and the template from left to right.

For instance, if the current log message is Invalid user webmaster from <*> and the selected event template is Invalid user chen from <*> , the words webmaster and chen are considered to be at the second position of the two documents. When updating the event template, each word pair at the same position is compared. If the two words are the same, the selected event template is not updated for that word position. For instance, the word user (at position one) remains unchanged in the event template. If the words in the concerned position differ from each other, the event template is updated by replacing the word in that position with the <*>. For instance, as words in the position two are not the same (webmaster and chen), the selected event template is updated by replacing the term chen with the wildcard ( <*>). The resultant event template is Invalid user <*> from <*>. The word chen in the original event template is now identified as a variable part and therefore, the template ID of the selected event template is removed from the posting list of the term chen in the dynamic inverted index. By doing this, it is ensured that the selected template is no longer retrieved in the search step, just because the term chen appears in a new log message. Once the log parsing method has seen enough log messages of a particular event, it eventually generates the final event template.

5 EXPERIMENTS AND RESULTS

5.1 Experiment Setup

5.1.1 Implementation Details

Following previous studies [1], [7], the parameters of all the log parsing methods used in this evaluation are fine-tuned through over 10 runs per data set and the best results were reported to avoid bias from randomization. The similarity threshold, the parameter to be tuned in vue4logs was decided using the same process. The scikit-learn implementation [24] is used to generate the TF-IDF vector representations. All the experiments were conducted on a server with 8 Intel(R) Xeon(R) 2.30GHz CPUs, 32GB RAM, and Ubuntu 18.04.3 LTS installed.

5.1.2 Baseline

vue4logs is evaluated against two state-of-the-art methods, namely Drain [3] and Paddy [9], which are the methods with overall best results according to the literature [1], [7]. Since the evaluation procedure proposed by Zhu. et. al. [1] and Huang et. al. [9] is followed, the same set of regular expressions used in their evaluation was used in the prepossessing step of vue4logs. This is because the regular expressions used in the reprocessing steps have a significant impact on the accuracy of the log parsing method.

5.1.3 Data

The log data used in this evaluation comprises the data extracted from real-world systems. The dataset was published by Zhu et. al. [1] and can be found in [1]. This data set comprises log data extracted from sixteen different systems including distributed systems, supercomputers, operating systems, mobile systems and standalone software. The variety of this data set is a useful feature to measure the ability of a solution to extract event templates from heterogeneous log data. The complete log data set covers 440 million loglines. Table 2 shows a summary of the characteristics of data. Zhu et. al [1] have randomly sampled 2000 log messages from each data set and manually labelled the correspondent event templates in order to derive the ground truth. The “#Templates (total)” column of Table 2 shows the total number of event templates generated by a rule-based log parser, and “#Templates (2k)” column shows the number of event templates present in the log data sample of size 2000. The evaluation of Drain [3] and Paddy [9] is also done on this data set and therefore the accuracy benchmarks of those methods are already available.

In addition to this commonly used benchmark, in order to experiment with the robustness of vue4logs, a new log data set which was introduced in [5] is also used.

5.1.4 Evaluation Metrics

The vue4logs system is evaluated with respect to three aspects: parsing accuracy, robustness, and efficiency. In general, the parsing accuracy is the measure of identifying the event templates with the exact number of log messages that should belong to that template. Accuracy is a critical evaluation aspect as it affects the usability of structured log data output on subsequent log analysis use cases [4].

F1-Score is used in several studies to evaluate the accuracy of the log parser [1]. However this is a measure of collective accuracy of clustering output for individual log messages. Having a higher F1-score does not necessarily mean that an extracted event template can be used to represent all the log messages of the target event group. Therefore, Parsing Accuracy (PA) has been employed by some previous research [1], [7], [9].

\[
PA = \frac{\text{Number of correctly parsed log messages}}{\text{Total number of log messages}}
\]

Parsing Accuracy considers an extracted template correct if and only if all the log messages corresponding to the event template are included under the extracted template [1], [7]. An assignment of a single incorrect log message to a template or any event template that is unable to cover all the log messages as ground truth states leads the whole event template to be inaccurate. For instance, if the log message sequence \([ m0, m1, m2, m3, m4, m5 ]\) is mapped to events \([ E0, E1, E1, E1, E1, E2 ]\) while correspondent true event sequence is \([ E0, E1, E1, E1, E2, E2 ]\) the parsing accuracy for this grouping is 1/6 since only the event \( E0 \) is correctly identified without assigning more or less number of log messages to the event template compared to the truth. \( m4 \), which should have been put into the
template of $E_2$ is now put into the template of $E_1$, making both $E_1$ and $E_2$ event templates incorrect. Because of this property, Du et al. [7] and Zhu et al. [1] state that this metric is a more rigorous one to be used to evaluate the accuracy of the log parsing. Therefore the evaluation of the vue4logs is also done using the PA as the evaluation metric.

Robustness of a log parsing method measures the consistency of its accuracy under log data extracted from different systems. A robust log parsing method should perform consistently across different log data from different sources.

Efficiency measures the processing speed of a log parsing method. Efficiency is evaluated by recording the time that a log parsing method takes to parse a log file of a specific data set. The less time a log parsing method consumes, the higher the efficiency it provides.

---

### 5.2 Experimental Results

#### 5.2.1 Accuracy

Table 5 shows the parsing accuracy results of vue4logs and the selected baseline systems. The ‘all-time best’ column reports the highest result ever reported for each dataset. In other words, this is the maximum reported result of the empirical study by Zhu et al. [1] and the later published Paddy system. It can be observed that vue4logs significantly outperforms the baseline methods with an average accuracy of 0.924, while the next highest is the Paddy with an average accuracy of 0.895. Moreover, vue4logs sets a new baseline result for 12 of the datasets (counting the result for Apache dataset as well).

vue4logs is able to parse Apache and Windows log data sets with a 100% accuracy. Apache is a relatively simple log data set which is parsed with 100% accuracy by most of the methods according to the benchmarks [1], [9]. However, none of the previously proposed methods has achieved 100% parsing accuracy on the Windows dataset.

Datasets such as Mac and HealthApp have obtained more than a 5% accuracy improvement when compared with the all-time best parsing accuracy on those two datasets. Manual observations showed that HealthApp and Mac data have a significantly higher number of words that have varying numeric parts inside them. The higher accuracy improvement on HealthApp and Mac is mostly due to the use of character-level numerical check and merging done before creating the vocabulary.

vue4logs has the highest all-time parsing accuracy for eight other data sets namely Hadoop, Spark, Zookeeper, OpenStack, BGL, HPC, Android and Thunderbird. The main reason for this accuracy improvement is that vue4logs used vector space based similarity measurement techniques instead of Jaccard coefficient. TF-IDF vectorization is able to encode the frequency and importance of terms, while Jaccard simply relies on text overlap. Thus, the difference between constant and variable parts is better encoded.
with TF-IDF. Furthermore, as mentioned above the improvement done by using character-level techniques when creating the vocabulary has significantly influenced to improve the effectiveness of cosine similarity on the generated vectors.

Parsing accuracy benchmarks of HDFS (99.8%) and OpenSSH (92.5%) are at an acceptable level compared to the all-time highest benchmarks (100% and 93.8% respectively).

The parsing accuracy benchmarks of vue4logs on the Proxifier and Linux data sets are not higher than that of the best benchmarks published earlier. When analysed the true templates of Proxifier data set, it can be observed that it has a small number of events (8) in 2000 log lines while half of them are textually very similar to each other. A similar observation was made for the Linux data set. Furthermore, Linux data has a complex structure of logging event patterns, which is relatively difficult to identify without dataset specific features.

### 5.2.2 Significance Test

To decide whether vue4logs is significantly accurate than the best baseline - Paddy, a t-test was performed on the parsing accuracy results of Paddy and vue4logs. The data points in the two samples are paired based on the data set. Furthermore, the objective is to check whether vue4logs performs better than Paddy. Therefore, a one-tailed, paired t-test was carried out on the two parsing accuracy benchmarks. The null hypothesis was that there is no significant improvement in log parsing accuracy of vue4logs when compared to that of the Paddy method. The t-test results showed that results of the proposed method can be random with a 0.09 probability. Therefore, it could be concluded that vue4logs has a significant improvement in log parsing accuracy over Paddy with 90% confidence.

### 5.2.3 Robustness

Robustness is a critical property of a log parsing method, which can be used as a suitability criteria to decide whether a given log parsing method can be used in a production environment. The robustness of vue4logs is evaluated by measuring its ability to be used on heterogeneous log data.

One way of evaluating the robustness is to measure the variance of parsing accuracy distribution of a log parsing method over data sets from different sources. Since the selected data sets comprise a highly diverse set of log data from different types of systems, it gives an ideal environment for evaluating robustness of the log parsers. The box-plot illustrated in Figure 3 shows the distribution of accuracies of the evaluated methods across the sixteen data sets. From left to right in the Figure 3, the evaluated log parsing methods are arranged in the ascending order of the average accuracy shown in Table 3. That is, Drain has the lowest accuracy and vue4logs obtains the highest accuracy on average. vue4logs also shows the smallest variance across the dataset, which is an indication of its usability on heterogeneous log data.

Another approach for evaluating the robustness of the log parsing methods is to identify data independent values for the configuration parameters of the log parsers and use those parameter values on an unseen custom dataset.

As the custom data set, the “Unix forensic logs” dataset was used. This data set has been extracted from an Ubuntu 16.04 system image disk. Thaler et. al. [5] have manually created the event IDs as cluster labels for this data set by looking at the Ubuntu source code. According to the authors, the difference between a forensic log and a system log is that a forensic log contains information from multiple log files on the examined system, whereas a system log only contains the logs that were reported by the system daemon. The system log is part of the forensic log, but it also contains other logs, which typically leads to more complexity in such log files. When the logs of this data set are observed, it can be seen that it has a large variety of logs generated inside a Unix based system. Because of this reason, this data set is more suitable to be used as the custom data set in the robustness experiments.

However, Thaler et. al. [5] only measured the clustering quality on log data and therefore, there are no event templates labelled in the dataset. For our evaluation, the dataset has to be labelled with true event templates as well. To form the ground truth for the log parsing problem, a set
of log lines of size 2000 was randomly sampled. Originally, Thaler et. al. [5] have removed the date and timestamp headers from the log lines of this data set. By manually observing the logs of the data set, we removed the other specific header fields such as program and PID, verbosity level and duration from the log messages in the selected sample. Then, the event templates of the 2000 log messages were manually labelled by referring to the already labelled event IDs of the data set to form the ground truth. This annotated dataset is publicly released.

Drain log parsing method has two configurable parameters namely, tree depth and similarity threshold (st). In contrast, Paddy and vue4logs have only one tunable parameter which is the similarity threshold (T). Paddy method was recreated by following the method published in [9]. The parsing accuracy (PA) benchmarks on the custom data set shown in the Table 3 are lower compared to their source-independent parameter tuning benchmarks shown in Table 4. This is mainly because this particular data set contains a more diverse set of log messages when compared to the other log datasets. However, out of evaluated methods, vue4logs has the best parsing accuracy on the custom data set. This means the generalizability of vue4logs on custom log data is higher than that of the other two methods evaluated. Therefore, the usability of vue4logs on a custom log data set is shown to be higher than the state-of-the-art log parsing methods.

5.2.4 Efficiency

The efficiency of the three log parsers is measured on different sizes of HDFS, BGL and Android data sets as done in [1] and [9]. The results of the efficiency experiments are presented in Figure 6. The processing time axis is presented in the logarithmic scale. It is obvious that the parsing time increases with the raising of log size on all three data sets. It can be observed that vue4logs has reasonable efficiency benchmarks when compared to Drain and Paddy. In particular, the efficiency benchmarks of vue4logs lie in between that of Drain and Paddy which means it has an acceptable level of efficiency. TF-IDF technique and character-level text processing techniques, which are relatively expensive computations bound the efficiency of vue4logs.

6 Conclusion

The log data structuring problem is a well-known problem in the log analysis domain. Even though a variety of methods and techniques have been utilized to address this problem, most of those methods use techniques fine-tuned on a given dataset.

The method proposed in this paper uses Information Retrieval techniques, more specifically vector space based similarity calculation using TF-IDF and cosine similarity for log parsing. It can be observed that the most general heuristics such as length heuristic can be used to simplify the log parsing process without significantly affecting the accuracy. Furthermore, it is observed that the words present in the log messages generated by the same events have slight character-level variations. A character-level text processing techniques is introduced to exploit this property in order to improve the vocabulary creation steps of vue4logs.

vue4logs has the highest results with respect to parsing accuracy. The results of the statistical t-test show that vue4logs is significantly accurate than the baseline method called Paddy. Having the lowest variance of accuracy across different log data sets, as well as having the highest results on a custom data set under source-independent parameter tuning setting show that vue4logs can handle custom data more consistently when compared to the considered log parsing methods.

Similar to some of the state-of-the-art log parsing methods, vue4logs also fails to generate correct event templates for the event groups that have log messages of different lengths. Vue4logs is computationally expensive compared to some of the other methods. These two problems will be handled in the future.
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