Fault diagnosis for linear heterodirectional hyperbolic ODE-PDE systems using backstepping-based trajectory planning
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Abstract

This paper is concerned with the fault diagnosis problem for general linear heterodirectional hyperbolic ODE-PDE systems. A systematic solution is presented for additive time-varying actuator, process and sensor faults in the presence of disturbances. The faults and disturbances are represented by the solutions of finite-dimensional signal models, which allow to take a large class of signals into account. For disturbances, that are only bounded, a threshold for secured fault diagnosis is derived. By applying integral transformations to the system an algebraic fault detection equation to detect faults in finite time is obtained. The corresponding integral kernels result from the realization of a finite-time transition between a non-equilibrium initial state and a vanishing final state of a hyperbolic ODE-PDE system. For this new challenging problem, a systematic trajectory planning approach is presented. In particular, this problem is facilitated by mapping the kernel equations into backstepping coordinates and tracing the solution of the transition problem back to a simple trajectory planning. The fault diagnosis for a 4 × 4 heterodirectional hyperbolic system coupled with a second order ODE demonstrates the results of the paper.
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1 Introduction

1.1 Background and motivation

General linear heterodirectional hyperbolic systems consist of transport PDEs propagating in both the negative and positive direction of the spatial coordinate. If, in addition, a finite-dimensional system is coupled to the PDE system, then a so-called ODE-PDE system results. This type of systems appears in many applications. Examples are coupled string networks (see, e.g., [18, Ch. 6]) and networks of open channels and transmission lines (see, e.g., [1]) with dynamic boundary conditions. Increasing demands on the achievable control performance require the application of more and more advanced control methods (see, e.g., [1] for an overview). To ensure a safe operation of these resulting control systems, the fault diagnosis is crucial. As far as distributed-parameters systems (DPS) are considered, available methods mainly focus on observer-based fault diagnosis (see, e.g., [12,8] for the early lumping and [5,7,24] for the late lumping approach). These approaches require at least for the implementation an approximation of the obtained observer. Consequently, a high observer order is required to avoid spillover effects for a reliable fault detection. The few alternatives to these approaches are the fault diagnosis based on a functional observer described in [6] or the algebraic approach in [11]. These methods, suffer from a difficult design or the fact that disturbances are not taken into account (see [9] for a more detailed discussion). Recently, a new algebraic fault diagnosis method was presented in [9]. In particular, an explicit expression is derived for the faults, which require only known signals. With this, it is possible to determine the faults in prescribed finite-time. Both deterministic disturbances as well as disturbances with a known bound can easily be incorporated in the fault detection. Another advantage of the approach is that it can be efficiently implemented by making use of finite impulse response filters. So far, parabolic and biharmonic PDE-systems were considered in [9] while results for hyperbolic systems are limited so far to wave equations in [10]. However, these results do neither directly extend to general linear heterodirectional hyperbolic systems nor to ODE-PDE systems.

1.2 Contribution

In this paper, a solution for the fault diagnosis problem, i.e., fault detection, isolation and identification, for
general linear heterodirectional hyperbolic ODE-PDE systems is presented. The unknown faults can be additive actuator, sensor or process faults. In addition, unknown but bounded disturbances can be present. Different from the previous result [9], both the faults and the disturbances are assumed to be solutions of a finite-dimensional linear time-invariant model. This allows to take a significant larger class of signal types for faults and disturbances into account, increasing the flexibility to the fault diagnosis scheme. More precisely, polynomial and trigonometric signals or combinations thereof can be easily considered. Furthermore, the design of the explicit expressions for the faults become much simpler. The new approach extends the results in [9] to multiple faults with different signal types and fewer restrictions to the number of available measurements. The fault identification is achieved in finite time by means of simple to implement expressions without the approximation of a DPs. Under the influence of a bounded, but otherwise arbitrary disturbance, the fault detection, isolation and estimation is achieved by introducing a threshold.

The presented approach is based on the method introduced in [9]. An algebraic input-output expression is used for the fault diagnosis, which follows from the application of integral transformations. The kernels of these transformations are chosen so that the considered fault diagnosis problem can be solved. This leads to so-called fault diagnosis kernel equations in the form of a general linear heterodirectional hyperbolic ODE-PDE system with given initial and end conditions as well as an input as degree of freedom. Consequently, the kernel equations can be solved by means of motion planning methods using feedforward control. Different from [9] the solution of these kernel equations is a much more challenging problem. This is due to the fact that it cannot be reformulated as a set-point change, which was the case in [9]. In particular, a transition problem with a non-equilibrium initial state and a vanishing end state has to be solved, resulting in an involved motion planning problem. For this, only a few results are available in the literature for parabolic and hyperbolic PDEs (see, e.g., [17,22]), which, however, cannot be used to solve the fault diagnosis kernel equations. Hence, a new systematic solution procedure is proposed by combining backstepping with motion planning methods based on differential parametrizations of the system variables in terms of a parametrizing variable. So far, this idea was only formulated for scalar parabolic PDEs with varying coefficients in [19]. Hence, the paper also contains a new and systematic result for the motion planning of hyperbolic ODE-PDE systems. To be more precise, the PDE subsystem is mapped into backstepping coordinates by making use of the results in [14]. On the basis of the simple structure of the resulting target system, a parametrization of the system variables for the ODE-PDE system in terms of a parametrizing variable is determined. With this, the trajectory planning problem for the kernel equations can be traced back to a significantly simpler trajectory planning for the parametrizing variable. For the latter problem, a new constructive design procedure is presented to take the non-equilibrium initial state into account. As a result, an easy verifiable condition for the solvability of the fault diagnosis kernel equations and thus for fault detectability is found.

1.3 Organization

The following section presents the considered fault diagnosis problem. Afterwards, the fault diagnosis equation is derived in Section 3. The systematic solution of the kernel equations is shown in Section 4. Finally, the method is demonstrated for a $4 \times 4$ heterodirectional hyperbolic system coupled with a second order ODE subject to constant, ramplike and sinusoidal faults as well as sinusoidal and bounded disturbances.

2 Problem formulation

Consider the faulty general linear heterodirectional hyperbolic ODE-PDE system

\[
\begin{align*}
x'(z, t) & = \Gamma(z)x(z, t) + A(z)x(z, t) + A_0(z)x^-(0, t) \\
& + \int_0^z D(z, \zeta)x_\zeta(\zeta, t) d\zeta + H_1(z)w(t) \\
& + B_1(z)u(t) + E_1(z)f(t) + G_1(z)d(t) \\
x^+(0, t) & = Q_0x^-(0, t) + H_2w(t) + B_2u(t) \\
& + E_2f(t) + G_2d(t) \\
x^-(1, t) & = Q_1x^+(1, t) + B_3u(t) + E_3f(t) \\
& + G_3d(t) \\
\dot{w}(t) & = Fw(t) + L_2x^-(0, t) + B_4u(t) + E_4f(t) \\
& + G_4d(t) \\
y(t) & = x^-(0, t) + E_5f(t) + G_5d(t)
\end{align*}
\]

with $n_x$ coupled transport PDEs (1a) on $(z, t) \in (0, 1) \times \mathbb{R}^+$ and an ODE (1d) on $t \in \mathbb{R}^+$. The system (1) has the distributed state $x(z, t) \in \mathbb{R}^{n_x}$, the lumped state $w(t) \in \mathbb{R}^{n_w}$, the known input $u(t) \in \mathbb{R}^{n_u}$, the known output $y(t) \in \mathbb{R}^{n_y}$, the unknown fault $f(t) \in \mathbb{R}^{n_f}$ and the unknown disturbance $d(t) \in \mathbb{R}^{n_d}$. The transport behavior of the distributed state in (1a) is specified by $\Gamma(z) = \text{diag}([\gamma_1(z), \gamma_2(z), \ldots, \gamma_{n_x}(z)]) \in \mathbb{R}^{n_x \times n_x}$ with $\gamma_i \in C^0([0, 1])$, $i = 1, \ldots, n_x$. Without loss of generality, it is assumed that the nonvanishing transport velocities $\lambda_i(z) = \frac{1}{\gamma_i(z)}$, $i = 1, \ldots, n_x$, are sorted descending, i.e.,

\[
\begin{align*}
\lambda_1(z) > \lambda_2(z) > \cdots > \lambda_{n_x}(z) > 0 \\
0 > \lambda_{n_x+1}(z) > \lambda_{n_x+2}(z) > \cdots > \lambda_{n_x}(z).
\end{align*}
\]

In view of (2), the state $x(z, t)$ can be split into

\[
\begin{align*}
x^-(z, t) & = J_\cdot x(z, t) \in \mathbb{R}^{n_x^-} \\
x^+(z, t) & = J_+ x(z, t) \in \mathbb{R}^{n_x^+}
\end{align*}
\]
with
\[
J_{-} = \begin{bmatrix} I_{n_{-}} & 0 \end{bmatrix} \in \mathbb{R}^{n_{-} \times n_{x}} \tag{3c}
\]
\[
J_{+} = \begin{bmatrix} 0 & I_{n_{+}} \end{bmatrix} \in \mathbb{R}^{n_{+} \times n_{x}} \tag{3d}
\]
where \( n_{+} + n_{-} = n_{x} \). Note, that (3) implies
\[
x(z, t) = J_{+}^{x} x^{+}(z, t) + J_{-}^{x} x^{-}(z, t). \tag{4}
\]
According to (2) and (3) the state \( x^{-}(z, t) \) describes the propagation in the negative direction of the spatial coordinate and \( x^{+}(z, t) \) the propagation in positive direction. Consequently, the PDE subsystem (1a)–(1c) is a heterogeneous hyperbolic system. Furthermore, the entries of \( A(z) = [A_{ij}(z)] \in \mathbb{R}^{n_{x} \times n_{x}} \) satisfy \( A_{ij} \in C^{1}[0, 1] \), \( i, j = 1, \ldots, n_{x} \) and \( A_{ii}(z) = 0, z \in [0, 1], i = 1, \ldots, n_{x} \). The latter means no loss of generality, as this form can be achieved by a change of coordinates (see, e.g., [13]). The remaining matrices for the boundary coupling and the integral term in (1a) are \( A_{0} \in C^{1}([0, 1]^{n_{x} \times n_{x}} \) as well as \( D(z, \zeta) \in C^{1}([0, 1]^{n_{x} \times n_{x}} \) and its coupling with the PDE via \( L_{2} \in \mathbb{R}^{n_{w} \times n_{x}}, H_{1} \in (L_{2}(0, 1))^{n_{x} \times n_{w}} \) as well as \( H_{2} \in (L_{2}(0, 1))^{n_{x} \times n_{w}} \). The influence of the input \( u(t) \), the fault \( f(t) \) and the disturbance \( d(t) \) on (1) are defined by \( B_{1} \in (L_{2}(0, 1))^{n_{x} \times n_{w}}, E_{1} \in (L_{2}(0, 1))^{n_{x} \times n_{f}}, G_{1} \in (L_{2}(0, 1))^{n_{x} \times n_{d}} \), real valued matrices \( B_{i}, i = 2, 3, 4, E_{j} \) and \( G_{j}, j = 2, 3, 4, 5 \) of appropriate dimensions. The initial conditions (ICs) \( x(z, 0) \in \mathbb{R}^{n_{x}}, z \in [0, 1] \) and \( u(0) \in \mathbb{R}^{n_{w}} \) of (1) are unknown.

Different from the usual representation (see, e.g., [13]), the PDE (1a) is solved for \( x^{+}(z, t) \), which is always possible. As shown in the following, this special form is well suited to solve the considered fault diagnosis problems.

With the setup (1) any additive fault can be taken into account. This includes actuator, sensor as well as component faults. To be particular, a fault \( f_{i}(t) \) as \( i \)th component of \( f(t) \) that affects the \( j \)th input \( u_{i}(t) \) with the corresponding input matrix \( B_{k} \) is modelled by \( E_{k} = B_{k} e_{j, n_{u}} e_{i, n_{f}}^{T} \), with \( e_{i, n_{u}} \), as \( i \)th unit vector in \( \mathbb{R}^{n_{u}} \) and \( k = 1, \ldots, 4 \). Accordingly, a sensor fault \( f_{i}(t) \) in the \( j \)th output is modeled by \( E_{5} = e_{j, n_{u}} e_{i, n_{f}}^{T} \). If the entries in \( E_{i}, i = 1, \ldots, 5 \), do not correspond to an input or output, then the corresponding fault is called a component fault (see, e.g., [4]).

The unknown disturbance \( d(t) \) is composed of a deterministic component \( d(t) \in \mathbb{R}^{n_{d}} \) and bounded component \( d(t) \in \mathbb{R}^{n_{d}} \), i.e.,
\[
d(t) = \hat{G} \tilde{d}(t) + \tilde{G} d(t) \tag{5}
\]
with \( \hat{G} \in \mathbb{R}^{n_{d} \times n_{d}} \) and \( \tilde{G} \in \mathbb{R}^{n_{d} \times n_{d}} \). The bounded part \( \tilde{d}(t) = [\tilde{d}_{i}(t)] \) satisfies
\[
|\tilde{d}_{i}(t)| \leq \delta_{i}, \quad i = 1, \ldots, n_{\tilde{d}} \tag{6}
\]
with the known upper bound \( \delta = [\delta_{i}] \in \mathbb{R}^{n_{d}} \) and the deterministic part \( \hat{d}(t) \) is the solution of a signal model
\[
\dot{\hat{d}}(t) = \tilde{G} d(t), \quad t > 0 \tag{7a}
\]
\[
\hat{d}(t) = \tilde{R} d(t), \quad t \geq 0 \tag{7b}
\]
with \( d(t) \in \mathbb{R}^{n_{d}}, \) the known matrices \( \tilde{S}d \in \mathbb{R}^{n_{d} \times n_{d}} \) and \( \tilde{R} \in \mathbb{R}^{n_{d} \times n_{d}} \). In order to model the occurrence of faults, the IC \( v_{d}(0) \), \( i = \tilde{d}_{i} \), may change on unknown time instants \( t_{i} \), which gives rise to piecewise defined solutions of (8). Furthermore, it is assumed that the time intervals, in which the fault changes is uniformly lower bounded, i.e., \( t_{i_{i+1}} - t_{i} > \Delta t \in \mathbb{R}^{+} \) must hold.

For the following computations, it is suitable to combine both signal models (7) and (8) into the extended signal model
\[
\dot{\hat{v}}(t) = \tilde{S} v(t), \quad t > 0 \tag{9a}
\]
\[
\dot{f}(t) = \tilde{R} f(t), \quad t \geq 0 \tag{9b}
\]
\[
\dot{\tilde{d}}(t) = \tilde{R} d(t), \quad t \geq 0 \tag{9c}
\]
where \( v = \text{col}(v_{f}, v_{d}) \in \mathbb{R}^{n_{v}}, n_{v} = n_{f} + n_{d}, S = \text{diag}(S_{f}, S_{d}), R_{f} = [R_{f} 0] \) and \( R_{d} = [0 \tilde{R}_{d}] \). In order to model steplike, polynomial and trigonometric faults \( f(t) \) and disturbances \( \tilde{d}(t) \), the spectra of the matrices \( S_{f} \) and \( S_{d} \) satisfy \( \sigma(S_{f}), \sigma(S_{d}) \subset \mathbb{J} \) and are not required to be diagonalizable. The signal model (9a) describes only the specific type of signals, but their actual form (e.g., amplitudes and phases in case of trigonometric signals) is defined by the unknown IC \( v(t_{i}) \in \mathbb{R}^{n_{v}} \). Hence, a large class of commonly occurring faults and disturbances can be considered.

In the paper, the following fault diagnosis problems are solved:

1. \textbf{Fault detection}: detection of the occurrence of a fault \( f(t) \).
2. \textbf{Fault isolation}: independent detection of each fault \( f_{i}(t) \), \( i = 1, \ldots, n_{f} \) and
(3) fault identification: determination of $f(t)$.

Note that fault identification is only possible for $\bar{d}(t) \equiv 0$. For the case $\bar{d}(t) \not\equiv 0$, a fault estimation is investigated, which yields bounds for the estimation error of fault $f(t)$.

3 Fault diagnosis equation

The fault diagnosis equation is based on an explicit expression for the fault. To determine it, an input-output equation is derived, which is based on the application of integral transformations to the faulty system.

3.1 Derivation of the input-output equation

Consider the integral transformation for the PDE (1a)

$$\mathcal{M}[h](t) = \int_0^1 \int_0^T M^\top(z,\tau)h(z,t-\tau)\,d\tau \,dz = \langle M, h(t) \rangle_{\Omega,1}, \quad h(z,t) \in \mathbb{R}^{n_x}, \quad (10a)$$

for the ODE (1d)

$$\mathcal{P}[h](t) = \int_0^T P^\top(\tau)h(t-\tau)\,d\tau = \langle P, h(t) \rangle_1, \quad h(t) \in \mathbb{R}^{n_w} \quad (10b)$$

and for the signal model (9)

$$\mathcal{Q}[h](t) = \langle Q, h(t) \rangle_1, \quad h(t) \in \mathbb{R}^{n_w} \quad (10c)$$

Note that due to the delay character of the hyperbolic system (1), the detection time $T$ has to satisfy $0 < T_0 < T < \Delta t$. The lower bound $T_0$ is a system property, which will be specified later and the upper bound is introduced in Section 2. Since the time integrations for $h(t)$ are given by the sliding interval $\Gamma = [t-T,t]$, the transformations (10) can be implemented online. The kernels $M(z,\tau) \in \mathbb{R}^{n_x \times n_x}, P(\tau) \in \mathbb{R}^{n_w \times n_w}$ and $Q(\tau) \in \mathbb{R}^{n_w \times n_w}$ on $z \in \Omega = [0,1], \tau \in \Gamma = [0,T]$ have to be determined accordingly to the fault diagnosis problem. To this end, $M(z,\tau)$ and $P(\tau)$ are determined to obtain the input-output equation appearing in (11) are

$$M_E(\tau) = \langle E_1, M(\tau) \rangle_\Omega + E_2^\top M_\ast(0,\tau) - E_3^\top M_\ast(-1,\tau) + E_4^\top P(\tau) - E_5^\top N(\tau) \quad (12a)$$

$$M_B(\tau) = \langle B_1, M(\tau) \rangle_\Omega + B_2^\top M_\ast(0) - B_3^\top M_\ast(-1) + B_4^\top P \quad (12b)$$

$$M_G(\tau) = G^\top M_G(\tau) \quad (12c)$$

$$M_G(\tau) = G^\top M_G(\tau) \quad (12d)$$

in which $N(\tau) \in \mathbb{R}^{n_w}$, is a degree of freedom that will be used to determine the kernel $M(z,\tau)$. Furthermore,

$$M_G(\tau) = \langle G_1, M(\tau) \rangle_\Omega + G_2^\top M_\ast(0,\tau) - G_3^\top M_\ast(-1,\tau) + G_4^\top P(\tau) - G_5^\top N(\tau) \quad (12e)$$

$$M_\ast(z,\tau) = J_\ast M(z,\tau), \quad M_\ast(z,\tau) = J_\ast M(z,\tau)$$

are introduced and $\langle \cdot, M(\tau) \rangle_\Omega$ denotes an integration w.r.t. $z$ on $\Omega$. In Appendix A, it is shown that for this, the kernels $M(z,\tau)$ and $P(\tau)$ must satisfy the kernel equations

$$M'(z,\tau) = -\Gamma(z)M(z,\tau) - A^\top(z)M(z,\tau) - \mathcal{D}^*[M(\tau)](z) \quad (13a)$$

$$M_\ast(0,\tau) = -Q_1^\top M_\ast(0,\tau) - \langle A_0, M(\tau) \rangle_\Omega - L_1^\top P(\tau) + N(\tau) \quad (13b)$$

$$M_\ast(1,\tau) = -Q_2^\top M_\ast(1,\tau) - \langle A_0, M(\tau) \rangle_\Omega - L_2^\top P(\tau) + N(\tau) \quad (13c)$$

$$\dot{P}(\tau) = F^\top P(\tau) + H_1^\top M_\ast(0,\tau) + \langle H_1, M(\tau) \rangle_\Omega \quad (13d)$$

where (13a) is defined on $(z,\tau) \in (0,1) \times (0,T)$, (13b)–(13d) on $\tau \in (0,T)$, $\dot{M}(z,\tau) = \partial_z M(z,\tau)$ and

$$\mathcal{D}^*[M(\tau)](z) = \int_0^1 \mathcal{D}^*(\zeta,z)M(\zeta,\tau)\,d\zeta. \quad (14)$$

3.2 Fault identification

In the following, the fault identification problem is solved for $\bar{d}(t) \equiv 0$. Inserting (9b) and (9c) in (11) as well as assuming $\bar{d}(t) \equiv 0$ yields

$$\langle R_1^T M_E + R_2^T M_G, v(t) \rangle_1 = -\langle N, y(t) \rangle_1 - \langle M_B, u(t) \rangle_1, \quad (15)$$

In order to solve (11) for the fault $f(t)$, apply the transformation (10c) to (9a), substitute $\partial_t Q(t-\tau) = -\partial_z Q(t-\tau)$ and utilize an integration by parts. This leads to

$$\langle \bar{Q} - S^T Q, v(t) \rangle_1 = Q^\top(T)v(T)-Q^\top(0)v(0) \quad (16a)$$
with

\[ Q^\top(T) = 0 \quad \text{and} \quad Q^\top(0) = R_f \]  \hspace{1cm} (16b)

the result

\[ f(t) = R_f v(t) = -\langle Q - S^\top Q, v(t) \rangle_1 \]  \hspace{1cm} (17)

(see (9b)). Hence, imposing

\[ \dot{Q} = -S^\top Q = R_f^\top M_E(\tau) + R_d^\top M_G(\tau) \]  \hspace{1cm} (18)

and inserting this in (15) yields

\[ f(t) = \langle N, y(t) \rangle_1 + \langle M_B, u(t) \rangle_1, \quad t \in T_i. \]  \hspace{1cm} (19)

Since (19) only depends on known signals \( y(t) \) and \( u(t) \), the fault \( f(t) \) is directly determined so that both fault isolation and identification are achieved. This result is summarized in the next theorem.

**Theorem 1 (Fault identification)** Assume \( \tilde{d}(t) = 0 \), and that \( f(t) \) as well as \( \tilde{d}(t) \) are described by (9). If \( M(z, \tau), P(\tau) \) and \( Q(\tau) \) satisfy the kernel equations (13), (16b), (18), then the fault \( f(t) \) occurring at \( t_i \), \( i \in N_0 \) is identified by (19) for \( t \geq t_i + T \).

Note that the fault is identified not before the end of the detection interval \( [t_i, t_i + T] \), i.e., at \( t = t_i + T \).

### 3.3 Fault detection

If the disturbance \( d(t) \) is subject to a bounded disturbance \( \tilde{d}(t) \), then only fault detection is possible. This is achieved by introducing a threshold.

Taking \( \tilde{d}(t) \) in (19) into account yields

\[ f(t) = \tilde{f}(t) + f(t) \]  \hspace{1cm} (20)

with the known part

\[ \tilde{f}(t) = \langle N, y(t) \rangle_1 + \langle M_B, u(t) \rangle_1 \]  \hspace{1cm} (21)

and the unknown part

\[ f(t) = \langle M_G, \tilde{d}(t) \rangle_1. \]  \hspace{1cm} (22)

The absolute value of the detection error caused by \( \tilde{d}(t) \) for each fault \( f_i(t) \) is

\[ |f_i(t) - \tilde{f}_i(t)| = |\bar{f}_i(t)|, \quad i = 1, \ldots, n_f \]  \hspace{1cm} (23)

with

\[ \bar{f}_i(t) = \langle m_G, \tilde{d}(t) \rangle_1 \]  \hspace{1cm} (24)

and \( m_G, i(\tau) = M_G(\tau) e_i, n_f \) in view of (22). Hence, an upper bound for guaranteed fault detection can be found by estimating \( |\bar{f}_i(t)| \). To this end, use the integral representation of \( \langle \cdot, \cdot \rangle_1 \), to obtain for (23) the upper bound

\[ |\bar{f}_i(t)| \leq \int_0^T |m_G, i(\tau)|^\top \tilde{d}(t - \tau) \text{d} \tau. \]  \hspace{1cm} (25)

In order to be able to use (6) in (25), the vector of absolute values \( |h(t)| = \text{col}(|h_1(t)|, |h_2(t)|, \ldots, |h_e(t)|) \in (\mathbb{R}^n_+)^e \), \( h(t) \in \mathbb{R}^e \) is introduced. Thus,

\[ |m_G, i(\tau)|^\top \tilde{d}(t - \tau) \leq |m_G, i(\tau)|^\top \delta \]  \hspace{1cm} (26)

follows for the integrand in (25). Hence, (26) is bounded by

\[ f_{B,i} = \int_0^T |m_G, i(\tau)|^\top \text{d} \tau, \quad i = 1, \ldots, n_f \]  \hspace{1cm} (28)

follows from (25) and (27), which can be computed. The next theorem summarizes the obtained results.

**Theorem 2 (Fault detection)** Let \( \tilde{d}(t) \) satisfy (6). Then, a fault \( f_i(t), i = 1, \ldots, n_f \), occurring at \( t_j \), \( j \in N_0 \) is detected at \( t \geq t_j + T \) if the threshold \( f_{B,i} \) in (28) is exceeded by the \( i \)th component \( \bar{f}_i(t) \) of \( f(t) \) in (21), i.e.,

\[ |\bar{f}_i(t)| > f_{B,i}, \quad i = 1, \ldots, n_f. \]  \hspace{1cm} (29)

An estimate for the fault is given by

\[ \dot{\bar{f}}_i(t) - f_{B,i} \leq \bar{f}_i(t) \leq \bar{f}_i(t) + f_{B,i}. \]  \hspace{1cm} (30)

The proof of this theorem follows from (23) and the estimates (25) and (28).

### 4 Solution of the fault diagnosis kernel equations

In a first step, the kernel equations (13), (16b) and (18) are rewritten in a suitable form. In particular, consider the matrices columnwise, i.e., \( m_i = M e_i, n_f \), \( n_i = N e_i, n_f \), \( p_i = P e_i, n_f \), and \( q_i = Q e_i, n_f \), \( i = 1, \ldots, n_f \), where the arguments are omitted for convenience and use the spatial reversal \( \tilde{z} = 1 - z \). Therein, the resulting quantities in \( \tilde{z} \) are denoted by adding an overline, e.g., \( \Gamma(z) = \Gamma(1 - \tilde{z}) \) with the diagonal elements \( \tilde{\gamma}_j(z) = \gamma_j(1 - \tilde{z}), j = 1, \ldots, n_f \). Furthermore, note that \( \tilde{m}_i(\tilde{z}, \tau) = \partial z \tilde{m}_i(\tilde{z}, \tau) \) and define
\( D^*[m_i(\tau)](z) \rightarrow \int_0^z \tilde{D}^T(\zeta, \tilde{z}) \tilde{m}_i(\zeta, \tau) d\zeta \). With this, one obtains

\[
\begin{align*}
\tilde{m}_i^+(\tilde{z}, \tau) &= \tilde{\Gamma}(\tilde{z}) \tilde{m}_i(\tilde{z}, \tau) + \tilde{A}^T(\tilde{z}) \tilde{m}_i(\tilde{z}, \tau) \\
\tilde{m}_i^- (0, \tau) &= -Q_1^\top \tilde{m}_i^- (0, \tau) \\
\tilde{m}_i^-(1, \tau) &= -Q_0^\top \tilde{m}_i^+(1, \tau) + \int_0^1 \tilde{A}_0^T(\zeta) \tilde{m}_i(\zeta, \tau) d\zeta - L_0^n J_0^{\tau} \eta_i(\tau) + n_i(\tau) \\
\eta_i(\tau) &= \tilde{F}_i \eta_i(\tau) + \int_0^1 \tilde{B}_1(\zeta) \tilde{m}_i(\zeta, \tau) d\zeta + \tilde{B}_2 \tilde{m}_i^-(0, \tau) + \tilde{B}_3 \tilde{m}_i^+(1, \tau) + \tilde{B}_4 n_i(\tau) 
\end{align*}
\] (31a) – (31d)

where \( \eta_i = \text{col}(p_i, q_i) \in \mathbb{R}^{n_u}, n_\eta = n_w + n_v, \) and \( J = [I_{n_u} 0] \) so that \( p_i = J \eta_i \). Since \( n_i(\tau) \) can be chosen freely, it is formally regarded as a boundary input. The appearing matrices in (31d) result from the consideration of (13d) and (18) in view of (12a), (12c) and read as

\[
\begin{align*}
\tilde{F} &= \begin{bmatrix} F^T & 0 \\
R_1^T E_1^T + R_2^T G_1^T G_1^T & S^T \end{bmatrix} \\
\tilde{B}_1(\tilde{z}) &= \begin{bmatrix} H_1(\tilde{z}) \\
R_1^T E_1^T (\tilde{z}) + R_2^T G_1^T G_1^T (\tilde{z}) \end{bmatrix} \\
B_2 &= \begin{bmatrix} 0 \\
-R_1^T E_1^T - R_2^T G_1^T G_3 \end{bmatrix} \\
B_3 &= \begin{bmatrix} H_2^T \\
R_1^T E_2^T + R_2^T G_1^T G_3^T \end{bmatrix} \\
B_4 &= \begin{bmatrix} 0 \\
-R_1^T E_3^T - R_2^T G_1^T G_5 \end{bmatrix} 
\end{align*}
\] (32a) – (32e)

The initial and end conditions following from (13e), (13f) and (16b) are

\[
\begin{align*}
\tilde{m}_i(\tilde{z}, \tau)|_{\tau \in (0, T)} &= 0, \quad \tilde{z} \in \Omega \\
\eta_i(0) &= \eta_i^0 \\
\eta_i(T) &= 0
\end{align*}
\] (33a) – (33c)

with \( \eta_i^0 = \text{col}(0, R_1^T e_i, n_i) \).

Obviously, the solution of the kernel equations (31) amounts to determining \( n_i(\tau) \) such that a transition of \( \tilde{m}_i(z, \tau) \) and \( \eta_i(\tau) \) from the initial to the end point in (33) is realized in finite time. With this, the fault detection is traced back to a controllability problem for the kernel equations. Note, that in general (33) cannot be reformulated as a setpoint change as in [9]. Nevertheless, a solution of (33) can still be constructed by representing it with a differential expression in terms of a parametrizing variable. The derivation of this expression is significantly facilitated by mapping the PDE subsystem (31a)–(31c) into a target system of simpler structure. To this end, the substitution \( \tilde{z} \rightarrow z \) is used for notational convenience.

### 4.1 Backstepping transformation

In order to map (31) into the target system

\[
\begin{align*}
\tilde{m}_i^+(z, \tau) &= \tilde{\Gamma}(z) \tilde{m}_i^-(z, \tau) + \tilde{A}_0(z) \tilde{m}_i^-(0, \tau) \\
\tilde{m}_i^- (0, \tau) &= -Q_1^\top \tilde{m}_i^-(0, \tau), \quad \tau \in (0, T) \\
\tilde{m}_i^- (1, \tau) &= \tilde{m}_i(\tau), \quad \tau \in (0, T) \\
\eta_i(\tau) &= \tilde{F}_i \eta_i(\tau) + \int_0^1 \tilde{B}_1(\zeta) \tilde{m}_i(\zeta, \tau) d\zeta + \tilde{B}_2 \tilde{m}_i^-(0, \tau) + \tilde{B}_3 \tilde{m}_i^+(1, \tau)
\end{align*}
\] (34a) – (34d)

with (34a) defined on \( (z, \tau) \in (0, 1) \times (0, T) \) and (34d) on \( \tau \in (0, T) \), the invertible backstepping transformation

\[
\begin{align*}
\tilde{m}_i(z, \tau) &= \tilde{m}_i(\tau, \tau) - \int_0^z K(z, \zeta) \tilde{m}_i(\zeta, \tau) d\zeta \\
&= \mathcal{T}[\tilde{m}_i(\tau)](z) 
\end{align*}
\] (35)

is introduced. For this, the kernel \( K(z, \zeta) \in \mathbb{R}^{n_u \times n_v} \) has to be the solution of

\[
\begin{align*}
\Lambda(z) \partial_z K(z, \zeta) + \partial_\zeta (K(z, \zeta) \Lambda(z)) &= -K(z, \zeta) \Lambda(z) \tilde{A}_0^T(z) + \Lambda(z) \tilde{D}^T(\zeta, \zeta) \\
&- \int_0^z K(z, \zeta) \Lambda(\zeta) \tilde{D}^T(\zeta, \zeta) d\zeta \\
K(z, 0) \Lambda(0) (J^T - J^T Q_1^T) &= \hat{A}_0(z) \\
\Lambda(z) K(z, z) - K(z, z) \Lambda(z) &= \Lambda(z) \tilde{A}_0(z)
\end{align*}
\] (36a) – (36c)

where \( \Lambda(z) = \Gamma^{-1}(z) \), (36a) is defined on \( 0 < \zeta < z < 1 \) and

\[
\hat{A}_0(z) = \begin{bmatrix} \hat{A}_1(z) \\
\hat{A}_2(z) \end{bmatrix}
\] (36d)

is composed of \( \hat{A}_2(z) \in \mathbb{R}^{n_v \times n_v} \) as well as the strictly lower triangular matrix \( \hat{A}_1(z) \in \mathbb{R}^{n_v \times n_v} \) given by

\[
\hat{A}_1(z) = \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\hat{A}_{1,21}(z) & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
\hat{A}_{1,n-1}(z) & \cdots & \hat{A}_{1,n-1}(z) & 0
\end{bmatrix}
\] (36e)

For the derivation of (36) see [14]. therein, (36) was investigated without the integral term. Since, the appearance of the latter term does not change the result in [14], it follows that (36) has a piecewise \( C^1 \)-solution.
In order to construct an expression for $\hat{\eta}_i(\tau)$, the PDE and ODE subsystems can be simultaneously considered. The in-domain couplings $\bar{\eta}_i(\tau)$ appearing in (31a) are removed by the backstepping transformation (35). Hence, the PDE subsystem (34a)–(34c) is a cascade of transport equations. Additionally, the in-domain couplings $\bar{\eta}_i(\tau)$ appearing in (31a) are removed by the backstepping transformation (35). Hence, the PDE subsystem (34a)–(34c) is a cascade of transport equations.

4.2 Parametrization for the solution of the PDE-subsystem

In order to construct an expression for $\hat{\eta}_i(z,\tau)$ and $\hat{n}_i(\tau)$ in (34), a formal Laplace transform is applied. In the sequel the argument $s$ is omitted for convenience, i.e., $h(z) = \hat{h}(z,s)$. For a rigorous mathematical justification of the following see, e.g., [20,23].

In a first step, an expression of $\hat{m}_i(z,\tau)$ and $\hat{n}_i(\tau)$ in terms of $\hat{n}_i(0)$ for the PDE subsystem (34a)–(34c) is determined. To this end, apply the Laplace transform to (34a) and (34b) to obtain the initial value problem

$$\hat{m}_i(z) = \hat{A}_0(z)\hat{n}_i(0), \quad z \in (0,1)$$

$$\hat{n}_i(0) = -Q_0^T\hat{m}_i(0).$$

The general solution of (40a) is given by

$$\hat{m}_i(z) = \hat{\Phi}(z,0,s)V\hat{n}_i(0) + \int_0^z\hat{\Phi}(z,\zeta,s)\hat{A}_0(\zeta)d\zeta\hat{n}_i(0)$$

with $\hat{n}_i(0) = V\hat{n}_i(0)$, $V = (J_1^T - J_0^T Q_1^T)$ and the state transition matrix $\hat{\Phi}: \Omega^2 \times C \rightarrow C^{n_x \times n_x}$. Due to the diagonal form of $\hat{\Gamma}(z)$ the latter can be explicitly determined as

$$\hat{\Phi}(z,\zeta,s) = \text{diag}(e^{\theta_1(z,\zeta)},\ldots,e^{\theta_{n_x}(z,\zeta)})$$

where

$$\theta_j(z,\zeta) = \int_0^z \bar{\eta}_j(\zeta)\,d\zeta, \quad z,\zeta \in \Omega$$

for $j = 1,\ldots,n_x$. Thus, in view of (34c) and (41) one can represent $\hat{m}_i(z)$ and $\hat{n}_i$ by

$$\hat{m}_i(z) = \hat{\Psi}(z,s)\hat{m}_i(0), \quad z \in \Omega$$

$$\hat{n}_i = J_\zeta\hat{\Phi}(1,s)\hat{n}_i(0)$$

with

$$\hat{\Psi}(z,s) = \hat{\Phi}(z,0,s)V + \int_0^z\hat{\Phi}(z,\zeta,s)\hat{A}_0(\zeta)d\zeta.$$
for \( i = 1, \ldots, n_f \), in terms of \( \tilde{m}_i(0, \tau) \) are obtained. Based on (48) a solution for the cascade system (34) can readily be constructed.

4.3 Differential expression for the solution of the cascade system

Applying the Laplace transform with \( d_r h(\tau) \circ \cdot \tilde{s} h \) to (34d) gives

\[
(sI_{n_f} - \tilde{F}) \tilde{\eta}_i = \int_0^1 \dot{B}_1(\zeta) \tilde{m}_i(\zeta) d\zeta + \dot{B}_2 \tilde{m}_i(0) + \dot{B}_3 \tilde{m}_i(1). \tag{49}
\]

Inserting (43a) yields

\[
(sI_{n_f} - \tilde{F}) \tilde{\eta}_i = \left( \int_0^1 \dot{B}_1(\zeta) \tilde{\Psi}(\zeta, s) d\zeta + \dot{B}_2 \tilde{\Psi}(0, s) + \dot{B}_3 \tilde{\Psi}(1, s) \right) \tilde{m}_i(0). \tag{50}
\]

Obviously, \( \tilde{\eta}_i \) and \( \tilde{m}_i(0) \) can be expressed by introducing the parametrizing variable \( \tilde{\varphi}_i(s) \in C^\infty \) according to

\[
\tilde{\eta}_i = \text{adj}(sI_{n_f} - \tilde{F})(\int_0^1 \dot{B}_1(\zeta) \tilde{\Psi}(\zeta, s) d\zeta + \dot{B}_2 \tilde{\Psi}(0, s) + \dot{B}_3 \tilde{\Psi}(1, s)) \tilde{\varphi}_i \tag{51a}
\]

\[
\tilde{m}_i(0) = \det(sI - \tilde{F}) \tilde{\varphi}_i \tag{51b}
\]

in view of (sI_{n_f} - \tilde{F}) \text{adj}(sI_{n_f} - \tilde{F}) = \text{det}(sI_{n_f} - \tilde{F}) I_{n_f}. \]

This result can be mapped into the time domain by using

\[
\text{adj}(sI_{n_f} - \tilde{F}) = \sum_{i=0}^{n_f-1} \tilde{F}_i s^i \tag{52}
\]

with \( \tilde{F}_i \in \mathbb{R}_{n_f}^{n_f} \) to obtain the differential expression

\[
\eta_i(\tau) = \sum_{j=0}^{n_f} \left( \int_0^1 \tilde{F}_j \dot{B}_1(\zeta) \tilde{\Psi}(\zeta, \tau) d\zeta \tilde{d}_j \phi_i \right)(\zeta, \tau) d\zeta + \tilde{F}_j \dot{B}_2(\zeta) \tilde{d}_j \phi_i(0, \tau) + \tilde{F}_j \dot{B}_3(\zeta) \tilde{d}_j \phi_i(1, \tau) \right) \tag{53}
\]

for \( \eta_i(\tau), i = 1, \ldots, n_f, \) in terms of \( \tilde{d}_j \phi_i, j = 0, 1, \ldots, n_f \). It remains to parametrize \( \tilde{m}_i(z, \tau) \) and \( \tilde{\eta}_i(\tau) \) in terms of \( \phi_i(\tau) \). For this, use

\[
\det(sI - \tilde{F}) = \sum_{i=0}^{n_f} \mu_i s^i \tag{54}
\]

with \( \mu_i \in \mathbb{R}, \mu_{n_f} = 1 \) in (51b) to obtain

\[
\tilde{m}_i(0, \tau) = \sum_{j=0}^{n_f} \mu_j \tilde{d}_j \phi_i(\tau), \quad i = 1, \ldots, n_f \tag{55}
\]

in the time domain. Consequently,

\[
\tilde{m}_i(z, \tau) = \sum_{j=0}^{n_f} \mu_j \tilde{d}_j \phi_i(z, \tau) \tag{56a}
\]

\[
\tilde{\eta}_i(\tau) = J \sum_{j=0}^{n_f} \mu_j \tilde{d}_j \phi_i(1, \tau) \tag{56b}
\]

follows from inserting (55) in (48).

4.4 Reference trajectory planning

To solve the initial-end value problem for (34) the condition (33a) is mapped into

\[
\tilde{m}_i(z, \tau) |_{\tau \in (0, T)} = 0, \quad z \in \Omega \tag{57}
\]

via (35). Then, the kernel \( \tilde{m}_i(z, \tau) \) is obtained as a solution of the initial-end value problem (34), (57), (33b) and (33c). In the sequel this initial-end value problem is solved by the planning of a suitable reference trajectory \( \phi_i(\tau) \) for \( \phi_i(\tau) \).

4.4.1 Reference trajectory for the PDE subsystem

In order to provide a systematic solution for the finite-time transition, the initial and end conditions for the PDE and ODE states are successively taken into account. At first, (48a) is used to formulate conditions on a reference trajectory \( \tilde{m}_{d,i}(0, \tau) \) for \( \tilde{m}_i(0, \tau) \) so that \( \tilde{m}_i(z, \tau) \) satisfies (57). To this end, consider (48a) row-wise yielding

\[
e_{j,n}^T \tilde{m}_{d,i}(z, \tau) = e_{j,n}^T V \tilde{m}_{d,i}(0, \tau + \theta_j(z, 0)) + \int_0^z e_{j,n}^T \tilde{A}_0(z) \tilde{m}_{d,i}(0, \tau + \theta_j(z, \zeta)) d\zeta \tag{58}
\]

in view of (46). Consequently, (57) holds if \( \tilde{m}_{d,i}(0, \tau), i = 1, \ldots, n_f, \) satisfies

\[
\tilde{m}_{d,i}(0, \tau + \theta_j(z, \zeta)) |_{\tau \in (0, T)} = 0 \tag{59}
\]

for \( j = 1, \ldots, n_x, \) on \( 0 \leq \zeta \leq z \leq 1 \). To ensure (59) by a suitable trajectory planning, the largest prediction time \( \tau^+ \) and delay time \( \tau^- \) are required. They are given by the longest transportation time \( \theta_{n_+}(1, 0) \) in the negative spatial direction and the longest transportation time \( |\theta_{n-1}(1, 0)| \) in the positive spatial direction (see (2) and (42a)). Hence,

\[
\tau^+ = \theta_{n_+}(1, 0) \quad \text{and} \quad \tau^- = |\theta_{n-1}(1, 0)| \tag{60}
\]
result. Taking (59) and (60) into account, the reference trajectory for \( \tilde{m}_{d,i}(0, \tau) \) must be defined piecewise, i.e.,

\[
\tilde{m}_{d,i}(0, \tau) = \begin{cases} 
0 & : \tau \in I_1 = [-\tau^-, \tau^+] \\
\chi_i(\tau) & : \tau \in I_2 = (\tau^+, T - \tau^-) \\
0 & : \tau \in I_3 = [T - \tau^+, T + \tau^+] 
\end{cases}
\]  (61)

where \( \chi_i(\tau) \in \mathbb{R}^{n_i} \) and \( \chi_i \neq 0 \) is a degree of freedom to be considered later. From Figure 2, the condition \( T - \tau^+ > \tau^- \) is directly inferred, i.e., the detection time is lower bounded by

\[
T > \tau^+ + \tau^- = T_0.
\]  (62)

4.4.2 Reference trajectory for the cascade system

A systematic approach to determine \( \varphi_{d,i}(\tau) \) results from regarding (55) as ODE for \( \varphi_{d,i}(\tau) \) with the input \( \tilde{m}_{d,i}(0, \tau) \). Hence, the ICs \( d_{f}^{\mathcal{S}} \varphi_{d,i}(\tau) |_{\tau=-\tau} \), \( j = 0, 1, \ldots, n_i - 1 \) and the input \( \tilde{m}_{d,i}(0, \tau) \), i.e., \( \chi_i(\tau) \) in (61), have to be determined so that \( \varphi_{d,i}(\tau) \) ensures the initial and end condition (33b)–(33c) for \( \eta_i(\tau) \) by evaluating (53) at \( \tau = 0 \) and \( \tau = T \). The resulting solution has to satisfy \( \varphi_{d,i}(\tau) \in (\mathbb{C}^{n_i}[-[-\tau^-, T + \tau^+]])^{n_i} \) with \( d_{f}^{\mathcal{S}} \varphi_{d,i} \) existing in view of (55). This is facilitated by introducing the state

\[
\xi_i(\tau) = \begin{bmatrix} 
\xi_{i,1}(\tau) \\
\xi_{i,2}(\tau) \\
\vdots \\
\xi_{i,n_i}(\tau)
\end{bmatrix} \in \mathbb{R}^{n_i n_i}, \quad i = 1, \ldots, n_f
\]  (63)

for (55) where \( \xi_{i,j}(\tau) = d_{f}^{\mathcal{S}} \varphi_{d,i}(\tau) \in \mathbb{R}^{n_i} \), \( j = 1, \ldots, n_i \), yielding

\[
\xi_i(\tau) = A_\varphi \xi_i(\tau) + B_\varphi \tilde{m}_{d,i}(0, \tau), \quad \tau \in (-\tau^-, T + \tau^+])
\]  (64)

for \( i = 1, \ldots, n_f \) with the matrices \( A_\varphi = A_c \otimes I_{n_i} \),

\[
A_c = \begin{bmatrix} 
0 & 1 & \cdots & 0 \\
\vdots & & & \ddots \\
0 & 0 & \cdots & 1 \\
-\mu_0 & -\mu_1 & \cdots & -\mu_{n_i-1}
\end{bmatrix}
\]  (65)

and \( B_\varphi = e_{n_i, n_i} \otimes I_{n_i} \). Therein, \( A \otimes B \) is the Kronecker product, i.e., \( A \otimes B = [a_{ij}] \otimes [b_{ij}] = [a_{ij}b_{ij}] \) for matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{p \times q} \) of arbitrary dimension (see, e.g., [2, Def. 7.1.2]). Then, \( \eta_i(\tau) \) can be represented in view of (53) by

\[
\eta_i(\tau) = \sum_{j=0}^{n_i-1} \left( \int_0^1 \tilde{F}_j \tilde{B}_1(\zeta) \Psi_\varphi[\xi_j](\zeta, \tau) d\zeta + \tilde{F}_j \tilde{B}_2 \Psi_\varphi[\xi_j](0, \tau) + \tilde{F}_j \tilde{B}_3 \Psi_\varphi[\xi_j](1, \tau) \right)
\]  (66)

with \( \Psi_\varphi[\xi_j](z, \tau) = \Psi[U_j \xi_j](z, \tau) \),

\[
U_j \xi_j(\tau) = d_\tau^f \varphi_{d,i}(\tau)
\]  (67)

and \( U_j = e^\tau_{i+1,n_i} \otimes I_{n_i} \) for \( i = 1, \ldots, n_f \) as well as \( j = 0, \ldots, n_i - 1 \).

According to (61) three cases have to be considered to determine \( \tilde{m}_{d,i}(0, \tau) \), which are illustrated in Figure 2. In the first case \( \tau \in I_1 \) (64) is autonomous. Thus, \( \xi_i(\tau) \) is uniquely determined on \( I_1 \) by the IC \( \xi_i(-\tau^-) = \xi_i^0 \), which is a degree of freedom. It must be determined so that \( \eta_i(0) \) resulting from (66) satisfies (33b). To this end, use

\[
\xi_i(\tau) = \Phi_\varphi(\tau, -\tau^-) \xi_i^0, \quad \tau \in I_1
\]  (68)

with \( \Phi_\varphi(\tau, \tau_0) = e^{A_\varphi(\tau-\tau_0)} \) in (66) and evaluate the result at \( \tau = 0 \) giving

\[
\eta_i(0) = \sum_{j=0}^{n_i-1} \left( \int_0^1 \tilde{F}_j \tilde{B}_1(\zeta) \Psi_\varphi[\Phi_\varphi(-\tau^-) \xi_i^0](\zeta, 0) d\zeta + \tilde{F}_j \tilde{B}_2 \Phi_\varphi[\Phi_\varphi(-\tau^-) \xi_i^0](0, 0) + \tilde{F}_j \tilde{B}_3 \Phi_\varphi[\Phi_\varphi(-\tau^-) \xi_i^0](1, 0) \right).
\]  (69)

Utilizing \( \Psi_\varphi[\Phi_\varphi(-\tau^-) \xi_i^0](\zeta, 0) = \Psi_\varphi[\Phi_\varphi(-\tau^-)](\zeta, 0) \xi_i^0 \) in (69), the result

\[
\eta_i^0 = W_0 \xi_i^0
\]  (70)

follows with

\[
W_0 = \sum_{j=0}^{n_i-1} \left( \int_0^1 \tilde{F}_j \tilde{B}_1(\zeta) \Psi_\varphi[\Phi_\varphi(-\tau^-)](\zeta, 0) d\zeta + \tilde{F}_j \tilde{B}_2 \Phi_\varphi[\Phi_\varphi(-\tau^-)](0, 0) + \tilde{F}_j \tilde{B}_3 \Phi_\varphi[\Phi_\varphi(-\tau^-)](1, 0) \right).
\]  (71)

If

\[
\text{rank} W_0 = \text{rank} \begin{bmatrix} W_0 & \eta_i^0 \end{bmatrix}, \quad i = 1, \ldots, n_f
\]  (72)

holds, then (70) has a solution

\[
\xi_i^0 = W_0^\dagger \eta_i^0,
\]  (73)
where $W_i^0$ is the Moore-Penrose generalized inverse of $W_0$ (for details see, e.g., [2, Prop. 6.1.7]).

In the second case $\xi_i(\tau)$ is determined on $\tau \in I_3$. Obviously, (33c) is satisfied for the IC $\xi_i(T - \tau^-) = 0$ implying

$$\xi_i(\tau) = 0, \quad \tau \in I_3$$

in light of (61) and (66).

In the last case it remains to determine $\xi_i(\tau)$ on $I_2$, which has to satisfy the initial and end condition

$$\xi_i(\tau^+) = \Phi_\varphi(\tau^+, -\tau^-)\xi_i^0 \quad \text{and} \quad \xi_i(T - \tau^-) = 0 \quad (75)$$

implied by the previous cases. There exists an input $\chi_i(\tau)$ on $\tau \in I_2$ for (64) (see (61)) such that (75) holds provided (64) is controllable. Then, this input takes the form

$$\chi_i(\tau) = -B_\varphi^\top \Phi_\varphi(\tau^+, \tau)W_{\varphi}^{-1}(\tau^+, T - \tau^-)\xi_i(\tau^+), \quad (76)$$

in which

$$W_\varphi(\tau^+, \tau) = \int_{\tau^+}^{\tau} \Phi_\varphi(\tau^+, \bar{\tau})B_\varphi B_\varphi^\top \Phi_\varphi(\tau^+, \bar{\tau})d\bar{\tau} \quad (77)$$

is the controllability Grammian (see, e.g., [3, Eq. (5-13, 5-14)]). The inverse of the latter exists if (64) is controllable. Hence, it remains to verify this property for (64). Obviously, $\varphi_{d,i}(\tau)$ is a flat output for (64) by (55) and (63) implying the controllability of (64) (see, e.g., [21, Sec. 3.2.2]). With this, inserting (76) in the solution

$$\xi_i(\tau) = \Phi_\varphi(\tau, \tau^+)\xi_i(\tau^+) + \int_{\tau^+}^{\tau} \Phi_\varphi(\tau^+, \bar{\tau})B_\varphi \chi_i(\bar{\tau})d\bar{\tau}, \quad (78)$$

of (64) on $I_2$ the result

$$\xi_i(\tau) = \Phi_\varphi(\tau, \tau^+)\left(I_{n_n n_n} - W_\varphi(\tau^+, \tau)W_{\varphi}^{-1}(\tau^+, T - \tau^-)\right)\xi_i(\tau^+) \quad (79)$$

for $\tau \in I_2$ is obtained. Consequently, a constructive approach for the posed controllability problem has been found, which also yields a solution of the kernel equations (31). Furthermore, it leads to the easy verifiable condition (72). The results of this section are summarized in the following theorem.

**Theorem 3 (Solution of the kernel equations) Assume** $T > T_0$ and that (72) holds for $i = 1, \ldots, n_f$. Then, the fault diagnosis kernel equations (31) have a piecewise C-solution.

If the condition of Theorem 3 is fulfilled, then the fault $f_i(t)$ is identifiable according to Theorem 1. The condition (72) only depends on system parameters, and can thus be checked a priori.

Note that in the case $\bar{d}(t) \neq 0$, Theorem 3 implies the ability to detect and estimate a fault $f_i(t)$ by making use of the results in Theorem 2.

## 5 Example

The application of the presented fault diagnosis approach is illustrated for a faulty $4 \times 4$ heterodirectional ODE-PDE system. The parameters of the considered system are $\Gamma(z) = \text{diag}(z + 1, 3 - \frac{5}{2}, \frac{5}{2} - 3, -\frac{5}{2})$.

$$A(z) = \begin{bmatrix} 0 & 0 & a(z) & 0 \\ 0 & 0 & 0 & a(z) \\ 0 & a(z) & 0 & 0 \\ a(z) & 0 & 0 & 0 \end{bmatrix} \quad \text{with} \quad a(z) = \frac{1}{z-2}, \quad (80)$$

$$D(z, \zeta) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -\frac{e^{2z-2z}}{10} & \frac{e^{2z-2z}}{10} & 0 \\ 0 & \frac{e^{2z-2z}}{10} & -\frac{e^{2z-2z}}{10} & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \quad (81)$$

The BC (1b) is determined by

$$Q_0 = \begin{bmatrix} 0 & -1 \\ -0.5 & 0 \end{bmatrix}, \quad H_2 = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix} \quad (82)$$

and the BC (1c) by

$$Q_1 = \begin{bmatrix} 0 & 0.5 \\ 1 & 0 \end{bmatrix} \quad (83)$$

as well as $B_3 = I_2$. For the ODE subsystem

$$F = \begin{bmatrix} 0 & 1 \\ -26 & -10 \end{bmatrix} \quad (84)$$

and $L_2 = e_{2,2}e_{2,4}^\top$ are obtained. The disturbance inputs are characterized by $G_1(z) = e_{1,4}e_{1,3}^\top(\hat{\theta}(z - \frac{1}{2}) - \hat{\theta}(z - \frac{3}{2}))$ with $\hat{\theta}(z)$ as the step function and $G_3 = [0 \ I_2]$. Its deterministic part is $\bar{d}(t) = d_1 \sin(0.5t + \alpha_d), t \geq 0$, with
unknown amplitude $d_1 \in \mathbb{R}$, phase $\alpha_d \in \mathbb{R}$ and $\bar{G} = e_{1,3}$. A possible choice for the signal model

$$S_d = \begin{bmatrix} 0 & -0.5 \\ 0.5 & 0 \end{bmatrix}, \quad \bar{R}_d = \begin{bmatrix} 0 & 1 \end{bmatrix}$$ (85)

with unknown IC $v_d(0)$. The bounded part $\bar{d}(t)$ of the disturbance is specified by $\bar{G} = \text{col}(0, I_2)$ and has the known bound $\delta = \text{col}(0.7, 0.3)$. All remaining system parameters are zero.

In order to demonstrate the generality of the approach, the considered system is subject to a component fault $f_1(t)$ at the boundary $z = 0$ specified by $E_2 = e_{1,2}e_{1,3}$, an actuator fault $f_2(t)$ affecting the input $u_2(t)$ at the boundary $z = 1$ with $E_3 = e_{2,2}e_{2,3}$ and a sensor fault $f_3(t)$ acting on the output $y_1(t)$ described by $E_5 = e_{1,2}e_{1,3}$. The faults $f_i(t)$ are assumed to occur at unknown time instants $t_i > 0$, which implies $f_i(t) = 0$ for $t < t_i$. Hence, the corresponding signal models are defined for $t \geq t_i$. The fault $f_1(t) = f_0^1 \sin(\frac{\tau}{2}(t - t_1) + \alpha_f)$, $t \geq t_1$ with the unknown parameters $f_0^1, \alpha_f \in \mathbb{R}$, has the signal model

$$S_{f1} = \begin{bmatrix} 0 & -\frac{1}{3} \\ \frac{1}{3} & 0 \end{bmatrix}, \quad \bar{r}_{f1} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$$ (86)

Therein, the unknown IC $v_{f1}^1(t_1) \neq 0$ specifies $f_1(t), t \geq t_1$. The ramp-like fault $f_2(t) = (f_0^2 + f_1^2(t - t_2))$ for $t \geq t_2$ with $f_0^2, f_1^2 \in \mathbb{R}$ is described by the signal model

$$S_{f2} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \bar{r}_{f2} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$ (87)

with unknown IC $v_{f2}^2(t_2) \neq 0$ for $t \geq t_2$. The fault $f_3(t) = f_0^3, t \geq t_3$ with the unknown amplitude $f_0^3 \in \mathbb{R}$ yields the signal model described by $S_{f3} = 0$ and $\bar{r}_{f3} = 1$ with IC $v_{f3}^3(t_3) \neq 0$ for $t \geq t_3$. The matrices of the common signal model for all faults are $S_f = \text{diag}(S_{f1}, S_{f2}, S_{f3})$ and $\bar{R}_f = \text{diag}(\bar{r}_{f1}, \bar{r}_{f2}, \bar{r}_{f3})$. Note that (72) is satisfied for this system, although there are only two measurements $y(t) \in \mathbb{R}^2$ available. Hence, all three faults are identifiable (see Theorem 3) and decoupled from $\bar{d}(t)$.

For solving the fault diagnosis kernel equations (13), (16b) and (18), firstly the kernel (36) of the backsteping transformation must be computed. It is computed by an implementation of the successive approximation described in [14] using MATLAB. For this, $z$ and $\zeta$ are discretized with 51 points. The successive approximation is stopped when the maximal absolute value of the next iteration step is less than $1 \times 10^{-4}$, which requires 12 steps. Secondly, a suitable $T$ must be determined. From (60) and (62) the lower bound for the detection time follows as $T_0 = 5.5$. Then, $T > T_0$ can be chosen to obtain an acceptable threshold value $f_{B,i}$. To this end, $f_{B,i}$ is computed for several $T$. The result shown in Figure 3 indicates that a compromise has to be made between fast identification time, i.e., a small $T$, and a small threshold value $f_{B,i}$. For the following $T = 30$ is chosen. Then, $\xi(	au)$ can be computed with (79), yielding $\varphi_d(\tau)$ in view of (67). With this, the kernels $\tilde{m}_i(z, \tau), \tilde{n}_i(\tau)$ and $\tilde{e}_i(\tau)$ are computed with (53) and (56). For a visualization, the resulting $e_{1,2}\tilde{m}_{d,1}(0, \tau)$ is shown in Figure 2. Using $\delta$, the thresholds $f_{B,1} = 4.20, f_{B,2} = 8.10$ and $f_{B,3} = 11.79$ are obtained. In order to implement the fault diagnosis equations, the time integrations in the terms of (21) have to be discretized. By using a compound trapezoidal rule (see e.g. [16, Sec. 5.3.2]), they can be implemented as finite impulse response filters, operating on the sampled input and output. More details about the time discrete implementation can be found in [15], where similar expressions are used for the fault detection of nonlinear finite-dimensional systems. All following simulations and approximations of the integral terms are processed with a step size of $3 \times 10^{-3}$.

For the simulation of the faulty system in MATLAB, a finite-dimensional model is used that results from the finite difference method. It is simulated with vanishing ICs, the signals for $f(t)$ and $\bar{d}(t)$, specified before as well as $u(t)$ shown in Figure 4. The faults occur at $t_1 = 70, t_2 = 140$ and $t_3 = 210$ so that the assumption $T_0 > \Delta t < t_{i+1} - t_i$ (see Section 2) holds.

**Fault identification.** At first, the fault identification problem is solved for the considered setup, i.e., the system is simulated with $\bar{d} \equiv 0$. The identified faults $\hat{f}_i(t)$ are presented in Figure 5. All faults are identified in finite time given by the detection window length $T$. For
0 ≤ t < T the estimation errors do not vanish, because the disturbance ̃d(t) has to be determined within the detection window. Then, the fault estimation errors vanishes until a fault occurs. Obviously, the fault estimates are coupled within the detection window, i.e., the fault \( f_1(t) \) at \( t_1 \) leads to a non vanishing estimate \( \hat{f}_2 \). However, after \( t > t_1 + T \) it can be verified that no fault \( f_2 \) and \( f_3 \) has occurred. The same result also holds for the faults occurring at \( t_2 \) and \( t_3 \).

### Fault detection

In a second simulation the influence of a bounded disturbance is investigated. Hence, only fault detection and estimation is possible. The bounded disturbance is chosen so that the worst case \( |f(t) − \hat{f}(t)| = f_{B,i}, \ i = 1, 2, 3 \), is assumed for some \( t \). This yields \( ̃d(t) \) as shown in Figure 4. With this disturbance \( ̃d(t) \) and the signals used before, the second simulation is performed (see Figure 6). After the corresponding threshold is exceeded for \( t > t_i + T \), the fault \( f_i(t) \) and \( f_3(t) \) are detected at \( \hat{t}_i = t_i + T, \ i = 1, 3 \), and \( f_2(t) \) at \( \hat{t}_3 = 188.94 \). Note that \( f_2(t) \) is a sliding fault with a small slope, which is in general difficult to detect. The fault estimates are bounded by \( f_{B,i} \) in finite time \( T \), after the beginning \( t_0 = 0 \) and the fault occurrences \( t_i, \ i = 1, 2, 3 \). It can be seen that the detection delay, i.e., \( t_A = t_i - t_i \), is dependent on \( T \) and \( f_{B,i} \). On the one hand, \( t_A \) is lower bounded by \( T \), which is the case for \( t_i, \ i = 1, 3 \). Hence, a small \( T \) could lead to a faster detection. On the other hand, a small \( f_{B,i} \) (i.e., \( T \) larger, see Figure 3), could lead to an earlier detection of \( f_2(t) \). Furthermore, a lower threshold value allows more accurate estimates, since the fault estimation error is reduced.

#### 6 Concluding remarks

The simulation results suggest that the detection delay may be considerably reduced with a more detailed investigation of the intervals \( t \in [t_i, t_i + T] \), since the thresholds \( f_{B,i}, \ i = 1, 3 \), are already exceeded inside of these intervals. This requires to take the transient behaviour of \( f \) for the fault detection into account, which is an interesting topic for further research.

Further interesting results could be achieved by considering stochastic disturbances and by extending the approach to PDEs with higher-dimensional spatial domain.

### A Determination of the input-output equation (11)

Apply (10a) to (1a) resulting in

\[
\begin{align*}
\langle M, x'(t) \rangle_{\Omega,1} &= \langle M, \Gamma \partial_t x(t) \rangle_{\Omega,1} + \langle M, A x(t) \rangle_{\Omega,1} \\
&+ \langle M, A_0 x^- (0, t) \rangle_{\Omega,1} + \langle M, D[x(t)] \rangle_{\Omega,1} \\
&+ \langle M, H_1 w(t) \rangle_{\Omega,1} + \langle M, B_1 w(t) \rangle_{\Omega,1} \\
&+ \langle M, E_1 f(t) \rangle_{\Omega,1} + \langle M, G_1 d(t) \rangle_{\Omega,1}
\end{align*}
\]  

(A.1)

with \( D[x(t)](z) = \int_\Omega D(z, \zeta) x(\zeta, t) d\zeta \). In order to eliminate the terms in (A.1) depending on \( x(z, t) \), integration by parts w.r.t. \( z \) for the left-hand-side in (10a) is applied. This yields

\[
\begin{align*}
\langle M, x'(t) \rangle_{\Omega,1} &= \langle M(1), x(1, t) \rangle_{\Omega,1} - \langle M(0), x(0, t) \rangle_{\Omega,1} \\
&- \langle M', x(t) \rangle_{\Omega,1}. 
\end{align*}
\]  

(A.2)
Similarly, for an integration by parts w. r. t. \( \tau \) for the first term in the right-hand-side of (A.1), use \( \partial_t x(z, t - \tau) = -\partial_x x(z, t - \tau) \). This leads to
\[
(M, \Gamma \partial_t x(t))_\Omega,1 = (\Gamma^\top M(T), x(t - T))_\Omega - (\Gamma^\top M(0), x(t))_\Omega - (\Gamma^\top \partial_x M, \Gamma x(t))_\Omega,1.
\]
Consequently, the unknown states \( x(z, t) \) and \( x(z, t - T) \) are eliminated by imposing (13c). For the integral term in (A.1), changing the order of integration, i.e.,
\[
f_0^1 f_0^1 M^T(z, \tau)D(z, \zeta) x(\zeta, \tau) d\zeta dz
\]
leads to
\[
\langle M, D[x] \rangle_\Omega,1 = \langle D^*[M], x \rangle_\Omega,1,
\]
where \( D^* \) (see (14)) is the formal adjoint of \( D \). Then, using (A.2), (A.3) with (13c), (A.5) in (A.1) and straightforward manipulations to shift the remaining matrices to the other arguments yields
\[
\langle -M' - \Gamma M - A^T M - D^*[M], x(t) \rangle_\Omega,1 = (M(0), x(0, t))_1 - (M(1), x(1, t))_1 + \langle A_0, M \rangle_\Omega,1 x^-(0, t) + \langle H_1, M \rangle_\Omega,1 w(t) + \langle B_1, M \rangle_\Omega,1 u(t) + \langle E_1, M \rangle_\Omega,1 f(t) + \langle G_1, M \rangle_\Omega,1 d(t).
\]
Hence, (A.6) becomes independent of \( x(z, t) \) if (13a) holds. The BCs (1b) and (1c) can be utilized to simplify \( x(0, t) \) and \( x(1, t) \) in (A.6). In view of (4) and the BCs (1b) as well as (1c) the result
\[
x(0, t) = J^+_2 (Q_0 x^- (0, t) + H_2 w(t) + B_2 u(t)
+ E_2 f(t) + G_2 d(t)) + J^- x^-(0, t)
\]
\[
x(1, t) = J^+ (Q_1 x^+(1, t) + B_3 u(t)
+ E_3 f(t) + G_3 d(t))
\]
is obtained. Consequently, the terms with \( x(0, t) \) and \( x(1, t) \) in (A.2) become
\[
(M(0), x(0, t))_1 = \langle (Q_0^T J_+ + J_-) M(0), x^-(0, t) \rangle_1
+ \langle H_2^T J_+ M(0), w(t) \rangle_1 + \langle B_2^T J_+ M(0), u(t) \rangle_1
+ \langle E_2^T J_+ M(0), f(t) \rangle_1 + \langle G_2^T J_+ M(0), d(t) \rangle_1.
\]
Hence,
\[
0 = \langle (A_0, M)_\Omega + \langle Q_0^T J_+ + J_- \rangle M(0), x^-(0, t) \rangle_1
+ \langle H_2^T J_+ M(0), w(t) \rangle_1 + \langle B_2^T J_+ M(0), u(t) \rangle_1
+ \langle E_2^T J_+ M(0), f(t) \rangle_1 + \langle G_2^T J_+ M(0), d(t) \rangle_1
\]
results from taking (13a) and (A.8) into account.

The result (A.9) still depends on the lumped state \( w(t) \). In order to eliminate it, apply the transformation (10b) to (1d) and use the substitution \( \partial_w(t - \tau) = -\partial_x w(t - \tau) \). This yields
\[
-\langle P, \partial_w w(t) \rangle_1 = \langle F^T P, w(t) \rangle_1 + \langle L_2^T P, x^-(0, t) \rangle_1
+ \langle B_2^T P, u(t) \rangle_1 + \langle E_2^T P, f(t) \rangle_1 + \langle G_2^T P, d(t) \rangle_1. (A.10)
\]
For the left-hand side in (A.10), integration by parts leads to
\[
\langle P, \partial_w w(t) \rangle_1 = -\langle \partial_w P, w(t) \rangle_1 (A.11)
\]
if \( P(\tau) \) satisfies (13f). Then, taking (A.11) in (A.10) into account,
\[
\langle \partial_w P - F^T P, w(t) \rangle_1 = \langle L_2^T P, x^-(0, t) \rangle_1
+ \langle B_2^T P, u(t) \rangle_1 + \langle E_2^T P, f(t) \rangle_1 + \langle G_2^T P, d(t) \rangle_1. (A.12)
\]
results. Hence, \( w(t) \) can be replaced by \( u(t), f(t) \) and \( d(t) \) if (13d) holds (see third line in (A.9)). This leads to
\[
0 = \langle N, x^-(0, t) \rangle_1 (A.13)
- \langle (Q_1^T J_- + J_+) M(1), x^+(1, t) \rangle_1 + \langle M_B, u(t) \rangle_1
+ \langle (E_1, M)_\Omega + E_2^T M(0) - E_3^T M_-(1) + E_4^T P, f(t) \rangle_1
+ \langle (G_1, M)_\Omega + G_2^T M(0) - G_3^T M_-(1) + G_4^T P, d(t) \rangle_1,
\]
by consideration of (13b) and (12b). In (A.13), \( x^-(0, t) \) is replaced with \( y(t), f(t) \) and \( d(t) \) in view of (1e), which leads to
\[
\langle N, x^-(0, t) \rangle_1 = \langle N, y(t) \rangle_1 - \langle E_5^T N, f(t) \rangle_1
- \langle G_5^T N, d(t) \rangle_1. (A.14)
\]
Taking (A.14) in (A.13) into account
\[
0 = \langle N, y(t) \rangle_1 - \langle (Q_1^T J_- + J_+) M(1), x^+(1, t) \rangle_1
+ \langle M_B, u(t) \rangle_1 + \langle M_E, f(t) \rangle_1 + \langle M_G, d(t) \rangle_1. (A.15)
\]
follows, in which $M_E(\tau)$ and $M_G(\tau)$ are defined in (12a) and (12c). Finally, the remaining unknown $x^+(1, t)$ in (A.13) is eliminated due to (13c). Then, (11) is obtained in light of (5).
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