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Abstract

Modern data centers have grown beyond CPU nodes to provide domain-specific accelerators such as GPUs and FPGAs to their customers. From a security standpoint, cloud customers want to protect their data. They are willing to pay additional costs for trusted execution environments such as enclaves provided by Intel SGX and AMD SEV. Unfortunately, the customers have to make a critical choice—either use domain-specific accelerators for speed or use CPU-based confidential computing solutions.

To bridge this gap, we aim to enable data-center scale confidential computing that expands across CPUs and accelerators. We argue that having wide-scale TEE-support for accelerators presents a technically easier solution, but is far away from being a reality. Instead, our hybrid design provides enclaved execution guarantees for computation distributed over multiple CPU nodes and devices with/without TEE support. Our solution scales gracefully in two dimensions—it can handle a large number of heterogeneous nodes and it can accommodate TEE-enabled devices as and when they are available in the future. We observe marginal overheads of 0.42–8% on real-world AI data center workloads that are independent of the number of nodes in the data center. We add custom TEE support to two accelerators (AI and storage) and integrate it into our solution, thus demonstrating that it can cater to future TEE devices.

1 Introduction

The cloud service providers (CSP) have moved away from CPU-centric monolithic design where CPU, memory, and devices are on the same physical platform [1]. Instead, domain-specific accelerators or DSAs have become an essential part of modern data centers [2–4] for workloads such as AI/ML [5,6], graph processing [7,8], in-memory cache [9,10], and many more. DSAs are often deployed as standalone nodes in a rack with network functions [11] to communicate with other nodes [12,13]. DSAs are shared between multiple tenants [14] concurrently to maximize resource utilization and scalability.

The heterogeneity in the modern multi-tenant cloud poses new security challenges for ensuring the integrity and confidentiality of users’ data and execution. Specifically, the attack surface includes mutually distrusting co-tenants as well as the CSP itself. Reasoning about an untrusted CSP requires protecting against a large attack surface, including all the CSP software and intermediate devices necessary for running the cloud. More importantly, it necessitates stopping the CSP from maliciously reconfiguring the nodes being used by tenants [15].

Trusted execution environments (TEEs) are one of the building blocks to enable a secure multi-tenant cloud. They provide enclaves to execute user code without trusting the OS or hypervisors [16–19]. CPUs [20–25] as well as on DSAs [26–30] support hardware-enabled enclaves. Given their effectiveness, TEEs have become an important offering in the cloud [31–34]. Although TEEs serve a necessary role, they are not sufficient if the user wants to fully use the heterogeneity in a modern multi-tenant cloud.

Only a small fraction of the data-center nodes that can be rented out to tenants are TEE-enabled. Consider a tenant who
wants to perform a computation that is best suited for an AI accelerator node. With state-of-the-art solutions, such a tenant has to choose between performance and security. Either execute their computation on a TEE-enabled node (e.g., CPU) which is not the optimal device, thus sacrificing performance. Or execute on the non-TEE AI accelerator in an unprotected environment. One potential solution to address this problem is to make all nodes TEE-enabled, but this is not a practical. For protecting non-TEE nodes, prior works have shown the feasibility of doing so via bus-level isolation if they are directly physically connected to a TEE host [35–37]. Such host-centric solutions do not apply to a data-center setting where nodes are connected in clusters and racks as shown in Fig. 1. On the other hand, solutions that enable TEE abstractions for a single rack containing non-TEE nodes seem promising [38]. However, they do not scale to multiple racks and are not designed to leverage nodes that have TEE support. Lastly, simply connecting TEE nodes and rack-level solutions are not sufficient, it does not make them collectively secure. Doing so requires careful design considerations for security as well as scalability at a data-center level.

In this paper, we investigate the feasibility of enclaved execution that encompasses multi-tenant heterogeneous nodes that go beyond just TEE-enabled CPUs. We design a distributed TEE solution that allows a tenant to securely use TEE nodes (including CPUs and DSAs) and non-TEE legacy nodes. We use three main insights to achieve this goal. First, we use TEEs on CPUs and DSAs when available. Further, we use such TEEs to protect all the data leaving the corresponding nodes. Second, we employ a centralized security controller (SC) that shields all the non-TEE nodes. All non-TEE nodes are placed behind our trusted controller who imparts TEE properties such as attestation, isolation, and secure channel. Put together, these two design decisions seem trivial and sufficient to ensure that execution on each node is protected. But, on a closer look, it leaves several gaps that need to be addressed. For example, the CSP can reconfigure nodes such that multiple tenants have overlapping resources or turn off protection mechanisms while the tenant is executing sensitive computations. A physical attacker can bypass our security controller, say by directly connecting non-TEE nodes physically. Put in other words, local protection at each node is not sufficient, we need to ensure global isolation. Our third insight addresses these gaps systematically. We start by ensuring that the initial state of the nodes is attested and cannot be changed thereafter. The controller checks that the CSP’s resource management decisions do not violate resource isolation and secure path guarantees. We provide a secure physical perimeter to a collection of non-TEE nodes to make them equivalent to the TEE node’s protection against a physical adversary. In summary, we approach the problem in a distributed fashion by first ensuring local security and then enforcing global properties to maintain security.

We demonstrate our proposed solution by prototyping its main components. We showcase the hardware and software changes required to add TEE support to DSAs. Specifically, we build hardware TEE primitives for a state-of-the-art AI accelerator and several commercially available SSDs. We synthesize our hardware design to show that they are feasible with a reasonable area and power cost. We then demonstrate that our design is compatible with existing TEE-enabled GPUs and FPGAs. We build a prototype for our controller to show the feasibility of our end-to-end design for TEE and non-TEE nodes. We evaluate our system on real-world data center workloads. Our cycle-accurate simulation shows that the scalability, performance, and compatibility cost of our solution are within the reach of practical deployment.

On average, our accelerator incurs an overhead of 12% during setup, 1.0141% during inference runtime, and 4.4 ms of teardown time. Our synthesized hardware design only consumes 0.38 µW (1.15 × 10⁻⁷%) 2786 µm² (0.2%) area on the accelerator die. The modification on the SSDs only incurs an average 16% & 20% overhead for random sequential read/write benchmarks. Integrating existing GPU and FPGA only incurs 1.89% and 0.04% overhead respectively. Our design scales with concurrent multi-tenants and the SC can support 912 concurrent nodes running inference workload in full bandwidth. In summary, we make the following contributions:

- **Design.** We explore the design space for enclave execution in a heterogeneous setting of a multi-tenant cloud environment. We show the feasibility of using TEE and non-TEE nodes to provide enclave security primitives.
- **TEEs on DSAs.** We show the hardware changes necessary for multi-tenant enclave execution on DSAs by building it ourselves (AI accelerator and an SSD) and by re-using prior proposals (GPUs and FPGAs).
- **Evaluation.** We provide simulation results with real-world workloads that show the scalability and modest performance costs of our solution.

## 2 Motivation

**Setting & Problem Statement.** Modern data centers enable *disaggregated execution* (e.g., dReDBox project [39, 40]) to improve the performance of computation by using domain-specific accelerators (DSA) such as GPUs, ML/AI accelerators, storage accelerators [41], and smart NICs [42]. Fig. 1 shows a modern datacenter topology consisting of racks connected over a fast interconnect. Each rack has several CPU or DSA nodes where the CPU nodes are TEE-capable and a DSA node could either be a TEE or a non-TEE (legacy) node. The resources, e.g., core, cache, memory, etc. on the TEE nodes can be divided dynamically into smaller units based on demand. We call these units: fungible device units (FDU) and they are functionally identical to the underlying nodes. We assume the nodes (CPUs, GPUs, FPGAs, AI accelerators) have *virtualization* layers (hypervisor). Therefore both the
non-TEE nodes and FDUs on the TEE nodes can be shared between multiple tenants. The CSP uses a management plane for resource allocation, revocation, and monitoring [43–45]. A tenant deploys a job by submitting a manifest to the management plane. The manifest specifies the size and type of resources the job needs. In this disaggregated setting, a job can run on multiple different types of FDUs. We ensure that trusted FDUs are provisioned on both the CPUs and devices as specified in the manifest.

We investigate the design principles that are building blocks for enabling trusted computing in multi-tenant heterogeneous data centers. Specifically, we want to ensure that the programs and the data from the user stay protected even when the CSP, their infrastructure, and software stack are attacker-controlled.

**Threat Model.** We assume enclave code (CPU enclave, device drivers) running on CPU cores and FDUs (DSA code) are trusted. Therefore, a tenant trusts all code that they run on all their FDUs for a job. However, co-located enclaves from different tenants are mutually distrusting. The CSP can deploy non-TEE and TEE nodes in the data-center. For TEE nodes, we trust the hardware manufacturer and these nodes have hardware root-of-trust for generating correct attestation reports and securing keys. We assume that an up-to-date revocation list is available to determine if an attestation report is from a revoked node. Additionally, we trust the node’s TEEs software TCB (e.g., the trusted hypervisor in ARM CCA, trusted security monitor in Keystone) including the firmware after verifying its integrity.

The attacker can control the host OS’s, hypervisors, the management plane, and other applications running on co-located FDUs. The attacker also controls all nodes and can plug in and out malicious nodes and network devices (e.g., switches, routers, network interconnects, etc.). The chipset and BIOS on the motherboards are also attacker-controlled, making PCIe link encryption and attestation mechanisms [46] untrustworthy. We assume a physical attacker who can probe the bus and manipulate all the network traffic.

Finally, we leave Iago [47], side-channels, hardware trojans, and denial-of-service out of scope for this paper.

### 3 Distributed TEE Design Space Exploration

#### 3.1 Potential Designs

We explore five potential ways (S₀−₄) to design a data center-scale trusted computing infrastructure, as shown in Fig. 2. **S₀: Centralized SC between non-TEE CPUs.** We assume that none of the nodes, CPUs or DSAs, are TEE enabled. Each DSA is physically connected to a CPU node and they both are allocated entirely to a single tenant. In such a topology, any tenant can tamper any node’s memory or the communication channels. We employ a simple solution where all CPUs are physically connected to a central trusted security controller (SC). The SC is responsible for resource isolation and does so by monitoring all communication between CPUs as well as with remote users. For local access, the SC ensures that nodes of the same tenant can access each other. To protect the communication channel between the tenant and the nodes, the SC provides a secure channel. Such an SC can be implemented in different ways and can be a dedicated hardware module [38]. This design does not allow multi-tenant devices as nodes are assigned exclusively to a single tenant. As an SC can be physically connected to a limited number of nodes, scaling the design beyond a single rack requires reasoning about global inter-SC co-ordination in the presence of untrusted nodes. Lastly, the SC has to be aware of all allocation decisions in order to enforce isolation.

**S₁: Centralized SC between CPU TEEs and DSA nodes.** We assume that the CPU nodes have TEE and can be virtualized. However, the DSA nodes do not have TEE support. In such a topology, we choose to connect the DSA nodes directly to the SC, instead of being connected to the CPU as in S₀. S₁ scales better because DSAs can communicate directly, without going via CPUs. Each unit on a virtualized CPU can be assigned to dedicated DSAs, thus improving multi-tenancy. To ensure isolation, the SC intercepts all the traffic from the user and between the nodes and performs access control such that tenants cannot access each other’s devices. If the tenant communicates directly with a DSA, the SC provides a secure channel to ensure that the incoming and outgoing data is protected. However, this makes the SC a bottleneck without improving the scale beyond a single rack—inter-SC protection still requires a global view while being aware of all allocation decisions.
$S_2$: Semi-centralized SC with TEE and non-TEE nodes. TEE support goes beyond just CPU nodes as shown in recent proposals for peripheral TEEs [26–29]. For nodes that are TEE-enabled, we can support the secure isolation of tenants without requiring the SC. Specifically, we can shift the SC’s access control checks to local monitors on the TEEs. However, all non-TEE node communications have to always go through the SC. Although better than $S_1$ and $S_2$, the SC still needs a global resource allocation view and handles communication with the user and non-TEE nodes.

$\delta_1$: Decentralized TEEs. We can eliminate the SC by requiring that all nodes are TEE-enabled. Such nodes enable fully decentralized TEE, where they can simply set up secure channels between the nodes after attestation [48, 49]. Further, the user can directly communicate with the node, therefore, eliminating any potential bottlenecks. Such a decentralized design allows the TEE nodes to be securely virtualized and be allocated to tenants without the need for a trusted SC, making it suitable for modern multi-tenant data centers. However, it has a strong requirement that all nodes have hardware TEE support, making it infeasible for many devices including legacy DSAs.

$S_1$: Hybrid. We need a design that accommodates upcoming TEE-capable DSAs, existing TEEs, legacy DSAs, and devices without hardware TEE capability. Noting from $S_1$, TEE-capable devices can be completely decentralized without the need for an SC. Therefore, such nodes can leverage virtualization and scale across many racks. Noting from $S_1$, we can use the SC to protect non-TEE devices. We can carefully allocate non-TEE devices, such that they are all behind an SC via a physical connection. We can use the SC to mediate all communication between non-TEE nodes for access control, in the same fashion as in $S_1$.

Thus, SC acts as the security monitor that provides a secure channel and filters the traffic to the non-TEE nodes based on the access policies. In other words, it performs the TEE protection on the behalf of the non-TEE nodes. Lastly, the SCs across multiple racks only have to keep track of local non-TEE nodes. Thus, such a design provides the most security and functionality suitable for multi-tenant data centers.

### 3.2 Security Considerations

Although intuitively $S_1$ seems to be the optimal design choice, reasoning about its security requires careful consideration.

**Challenges.** While monitoring data on the bus and secure communication between nodes is necessary it is insufficient to determine the local node’s configuration state. First, modern DSAs are highly configurable, i.e., the CSP or hypervisor can push configuration to the DSAs’ firmware. For example, hypervisors allow pass-through access to peripherals, and can reconfigure their partition size [15]. NVIDIA A100 GPUs [50] allow their GPU partitions (known as multi-instance GPU or MIG) to reconfigure partition size. Second, even if we ensure that the firmware and configuration of the device are correct after bootup, an attacker-controlled OS-/hypervisors can reconfigure a device or flash its firmware later. So, it is crucial to ensure that the device initialized from a safe state stays in a safe state. This is necessary for both TEE and non-TEE-capable devices. Thus, the user or the SC needs to ensure that the integrity of the device firmware is maintained before and after secret provisioning. Third, the SC is not aware of the execution of the DSAs due to their asynchronous nature. Therefore, misbehaving programs on rogue devices can attempt to bypass the SC and directly access other tenants’ data. Thus, it is necessary to ensure that all communications between nodes are mediated by either the TEEs or the SC. Finally, we have to protect the SC, TEE, and non-TEE nodes, and all the communication channels from a physical adversary.

**Insights.** We can use secure/measured boot to ensure that both the TEE and non-TEE-capable devices’ firmware and configuration are correct. The SC must check that integrity of the all device firmware is maintained and should relay this to the user before provisioning secrets. We can use attestation to ensure that the DSAs are running the user-provided code (also known as the device kernels). TEE-level isolation ensures that the attacker cannot access the memory of other tenants on the same node. For non-TEE devices, the SC knows the resource allocation per tenant. At runtime, it ensures tenant isolation by performing bus-level access control which checks if the accessor is authorized to access the resource. The communication channel between the nodes is protected, i.e., an attacker cannot manipulate the data on the bus. All DSAs require secure and persistent secure on-device key storage to execute remote attestation and secure boot.

**Physical Attacker.** We assume that CPU-TEE nodes have hardware protection such as MEE in SGX, to defend against a physical attacker. We assume that that the memory on a TEE-DSA node (e.g., Graviton [26], SheF [29]), is part of the chip that an attacker cannot infiltrate, such as—high performance 3D stacked memories [51] for accelerators [52], GPU [53], and SoCs [54]. For off-core memory, memory encryption and integrity protection proposals on GPU [55,56], NPU [57,58], and data center accelerators [59] can thwart physical attackers with some performance penalties. However, protecting non-TEE nodes is a significant challenge as no such protection mechanisms are available for legacy nodes. We assume that the SC and TEE nodes are secured in a physical container that can detect and prevent tampering [60,61]. Such mechanisms are used in existing proposals [38]. Other communications channels between TEE nodes, TEE nodes & SC, and between SCs are integrity and confidentiality protected.

**TCB.** The TCB includes the following: hardware components such as the CPU, and DSA-SoCs are trusted. The SC software and hardware, and device firmware are trusted.
3.3 Design Requirements

Our solution builds on top of existing data center architecture by keeping the cloud service provider’s management plane (CSP-MP) unchanged. We assume that MP, software stack (OS, hypervisors, other applications), and data center infrastructure (NIC, switches, interfaces) are attacker-controlled. The CSP-MP is responsible for resource allocation/deallocation, load balancing, workload deployment, scaling, and management. All nodes have a hardware root of trust (RoT) that can be used for securely bootstrapping the node. For TEE-capable devices, this RoT is used for remote attestation to ensure the integrity of the firmware and the FDUs before the remote users provision secrets. On the TEE-capable nodes, the security monitor or SM, a high-privileged trusted entity on the device, provides attestation and enforces isolation between FDUs. The SM can split the nodes into several multi-tenant units (FDU).

For non-TEE devices, we need external trusted hardware, such as a security controller (SC), in the rack. The SC is a low-TCB hardened trusted entity that can be verified and mediates the trusted path from a tenant to a device. Users provide a manifest that describes the resource requirements, as shown in Fig. 7 in Appendix A.1. Note that our approach assumes that the programmer provides a static maximum memory size required for each FDU. Once the resources (TEE and non-TEE) are allocated and the hypervisors are made aware of it, we have to identify and set up MMIO as well as DMA regions and isolate them. Further, to ensure that all MMIO and DMA transactions are confidentiality and integrity protected between nodes, we have to establish a secure channel between FDUs.

4 Design

Our design secures both non-TEE and TEE-capable nodes. We ensure that a CPU node is always TEE-enabled as it runs a attacker-controlled OS or hypervisor. Additionally, our design requires that the user allocates at least one CPU-TEE node. We do not allow a non-TEE node to be multi-tenant. We assume that memory allocation is static and can be decided when an enclave is set up. We observe in a majority of DSAs, the size of the programs (known as the kernels) and their memory allocations are predefined in the programs. The DSAs’ programming model does not allow new memory allocation (e.g., malloc) while inside the kernel. For other devices such as storage or memory, the user can define the size based on the workload requirements. Therefore, a programmer can statically program the physical memory sizes of each remote FDU into the enclave.

Setup. The user submits the number, size, and type of each FDU and non-TEE node in a manifest file (example in Appendix A.1) along with the code to be executed on each FDU and non-TEE node to the CSP-MP. The CSP-MP allocates the requested resources and collect attestation reports from them. The user gets the attestation reports and verifies them. Upon successful verification, the user sets up a secure channel with all the resources and provisions the job-specific secret key (X) to start the computation. We now discuss how to secure both non-TEE and TEE nodes, and how to compose a rack with both types of nodes.

4.1 Securing Non-TEE Nodes with SC

Security Controller (SC). It is a device with hardware root-of-trust that can perform memory isolation for itself. The SC acts as the TEE proxy for the non-TEE nodes and provides TEE properties such as isolation and trusted path for them. SC ensures that a non-TEE node is allocated to a single tenant and is not being shared with any other tenant or entity (e.g., CSP). SC protects all communications between TEE and non-TEE memory by performing authenticated encryption and decryption using the shared secret (X) provisioned during user setup. For communication between non-TEE nodes the SC does not perform authenticated encryption; instead it enforces access control. Specifically, it checks if source and destination for a transaction belong to the same job and if so allows it; otherwise it blocks it.

The SC is connected physically (over PCIe) to the non-TEE nodes. During start-up, the SC first resets the non-TEE nodes to its factory configuration and creates locally unique identities (e.g., PCIe physical ids which can’t be forged) for them. The SC maintains input and output buffers for the non-TEE nodes. Since the data in these buffers are in plain text, the SC needs to enforce isolated access to them. Specifically, it allocates non-overlapping regions of the buffers to individual non-TEE nodes as shown in Fig. 3. This ensures that non-TEE nodes cannot access each other’s plain text data. To enforce access control between non-TEE nodes, the SC maintains a special data structure called an Enclave Routing Table (ERT). The ERT keeps track of the nodes that are a part of the same job. The SC adds entries to the ERT when one of the nodes it is guarding are allocated as part of a new job; the SC deletes the entry when the job is over.

Setting up and reserving non-TEE node. Given a manifest, CSP-MP asks for non-TEE node(s) from SC. The SC first checks that the nodes are not part of any other job by scanning the ERT. If the node(s) are unallocated, the SC starts the
we use authenticated encryption to protect data leaving the nodes to ensure that such an isolation is trustworthy. Globally, we use authenticated encryption to protect data leaving the nodes.

Communication: TEE-FDU and Non-TEE node. The SC provides staging buffers where data can be encrypted and decrypted. For any data leaving the SC, the nodes move it to SC’s buffer where it is encrypted with the destination’s key before being sent out. Similarly, any data that is entering the SC (say, to one of the non-TEE nodes) arrives in the nodes memory mapped in the SC where it is decrypted with the destinations key. Fig. 3 shows the details of this mechanism.

Communication: Non-TEE under behind SC. We do not employ authenticated encryption for data being exchanged between non-TEE nodes behind the same SC. Instead we use the SC to perform access control using the ERT. Nodes can communicate using the SC as in intermediary for performing data copies via an isolated staging buffer in the SC. Alternatively, nodes can setup a zero-copy mechanism such that they can access each others memory directly. However, the SC has to mediate such a setup to ensure that only the nodes that belong to the same job can setup shared memory. Once setup, the SC need not be involved.

Communication: Non-TEE nodes behind different SCs. If a job requires nodes that are distributed across multiple SCs, the local SCs communicate over a secure channel using the job-specific key $K$ to encrypt and decrypt the data. Since both SCs receive $K$ during the setup and have valid ERT entries, this is feasible. Note that SCs do not have to synchronize ERT entries or key material.

Releasing node. When the tenant initiates a job termination, its primary CPU FDU sends a termination command to the SC. Since the SC knows that the command came for a particular job, it resets the non-TEE nodes involved in the job. Specifically, its clears the internal state and removes the mapping from the ERT. Once reset, the SC notifies the MP that the node is available for future allocations.

4.2 Securing TEE Nodes

Unlike non-TEE nodes, TEE-nodes do not depend on an SC. TEE nodes provide FDUs that are set up by the local SM and allows isolation of tenants by leveraging the on-device TEE primitives. Locally, the SM makes sure that the FDUs on the same node cannot access each other’s memory. We use hardware root of trust and remote attestation of TEE nodes to ensure that such an isolation is trustworthy. Globally, we use authenticated encryption to protect data leaving the FDU. When two FDUs are explicitly communicating with each other, they can use a secure channel as shown in prior work [26]. However, in our setting, we have to handle implicit communication such as DMA and MMIO.

Secure Implicit Communication. On non-enclave platforms, the application communicates with a device (e.g., GPU) by writing to IO mapped regions, changes to which are reflected to the device. Alternatively, to send large amounts of data, the application can setup DMA transfers such that the device can read application memory directly, without involving the CPU. In our solution, we have to protect the data when it is being transferred from the application to the device over an insecure network. We achieve this by ensuring that all data that leave’s the application enclaves memory is protected with authenticated encryption. This requires monitoring all memory regions that are eventually accessed remotely. One way to achieve this is to expect that the application will perform encryption decryption of data before it is exposed to remote access. This burdens developer effort and requires invasive application changes. Even with such changes, existing CPU TEEs do not allow non-enclave code (local or remote) to access enclaves private memory. Therefore, the enclave has to use untrusted address space for communication. To address these challenges, we enable transparent authenticated encryption and copying (to non-enclave memory) of all enclave data that is being remotely accessed.

When applications use DMA or RDMA, they explicitly mark memory for DMA operations and initiate a data transfers. We can hook such events using a thin device driver inside the enclave. This way, we can delegate the monitoring of events and subsequent encryption and data copies to the driver, without changing the application.

It is more challenging to support MMIO. Applications maps the device memory into their own virtual address space and from then on simply use load and store operations, which are expected to reflect into device’s memory. Since there are no explicit MMIO events or syncs, we cannot hook such memory operations to perform encryption and copy the data outside the enclave. We observe that the device’s MMIO-addressable memory range is fixed at boot. When the application sets up MMIO with the device, it has to map the devices MMIO address range into the applications address space. Since this setup is explicit, we can introduce a thin driver that hook the applications MMIO setup calls. Specifically, it marks the MMIO-mapped pages are inaccessible. This way, when the application performs MMIO accesses, it results in page faults. Our device driver can then register a handler for such page faults. During execution, it can perform encryption-decryption and data copies between enclave and non-enclave memory region.

5 Case-studies

We identify four DSAs that are common across a number of public clouds: GPU, FPGA, AI accelerator, and SSD. We use the existing TEE proposals—Graviton [26] for GPU and SheF [29] for FPGA. We add TEE support to an AI accelerator and SSD. Specifically, we identify three main hardware components to enable TEE support. First, an access control
unit (ACU) enforces isolation across FDUs on the same device by performing access checks on shared resources (e.g., memory). On each resource access, the ACU knows the current accessor and performs a look-up to ensure that it has the right permissions. Second, as a counterpart to the ACU, we maintain an FDU mapping table (FMT) that keeps the mapping between each FDU on the device to which the job is currently allocated. The number of table entries is fixed depending on the number of FDUs supported by the device. These table entries are populated and deleted by the device SM when an FDU is assigned or removed from a job. Finally, a memory protection engine (MPE) that performs transparent memory encryption and integrity protection for all the data entering and leaving the device memory. We now explain the use of these components in peripheral TEEs.

Existing Device TEEs. Graviton [26] instantiates a TEE for NVIDIA GPUs for isolated execution of kernels. It implements an ACU in a trusted security monitor on the GPU, which ensures isolation by performing access checks on all commands submitted to the GPU from the host as well as memory accesses from the GPU cores. Graviton tags all GPU pages with job IDs and performs filtering during runtime. Thus, it does not maintain a separate FMT. Each tenant uses a dedicated GPU kernel that acts as MPE and uses an authenticated encryption scheme. Graviton expects a hardware root of trust, such that the security monitor can generate attestation reports after a secure boot.

ShEF does not allow multi-tenancy on the FPGA but instead provisions the entire FPGA to a single job. Thus, it does not need an ACU or a FMT. ShEF adds an MPE called Shield to the user bitstreams which performs encryption and decryption of all data leaving the tenant’s bitstream. ShEF requires a hardware root-of-trust on the FPGA, such that a trusted security monitor can perform a secure boot and generate attestation reports. The tenant performs remote attestation and sets up a secure channel with the FPGA. During setup, ShEF guarantees the confidentiality and integrity of tenant’s bitstreams. Summaries of Graviton and ShEF are in Appendices A.4.1 and A.4.2.

5.1 Adding TEE Support for SSDs

Tenants that share the same SSD can use tenant-specific keys to encrypt their data before it reaches the SSD, thus removing the need for a TEE. While straightforward, it is incompatible with modern data center deployments where storage computations are offloaded to the SSD accelerators, e.g., smart SSDs [62]. These SSD accelerators require plain text access to the data. Additionally, recent research shows that a workload such as data analytic [63], database query processing [64, 65], AI/ML [66], map-reduce [67], and many commercial solutions [68, 69] take advantage of in-storage computing. From these observations, we see that TEE primitives are necessary to support multi-tenancy on SSDs.

A primer on SSD Architecture. Fig. 4 shows a simplified version of the base model that contains the host interface layer (HIL) which implements an interface such as a PCIe subsystem to talk to the CPU, a SSD controller, and a CPU core (typically an ARM-M profile core) that runs the firmware of the SSD controller. The SSD controller bridges the HIL with the storage plane. For more details, refer to Appendix A.6.

Programming Model. SSDs expose four main block-level IO interfaces: read, write, flush, and trim, while more operations are supported at the file-system level. As our SSD-TEE works at the block level, the user can format a specific namespace with any file system, removing the need for application/OS changes. The existing device driver translates file operations (e.g., read, write, append) to block-level commands.

TEE Support. We introduce hardware ACU and MPE between the HIL and the SSD controller. This layer uses an FMT programmed by the Secure Monitor, that runs on the on-board ARM core, to enforce isolation. On startup, the cloud provide divides the SSD into different FDUs. The SM creates entries for each of the FDUs in the FMT to register them. When an FDU is assigned to a job, the SM looks up the FMT, ensures that the FDU is not allocated to any other job, and performs Remote Attestation using the SSD’s hardware root-of-trust with the tenant. Using the RA process, the SM obtains a job-specific key that it programs into the FMT. During runtime, the ACU intercepts all memory transactions sent from the HIL to the SSD controller and uses the FMT to allow/deny transactions. Then, an MPE uses the keys from the FMT to encrypt/decrypt the data.

5.2 Adding TEE Support for AI Accelerators

Programming model. AI accelerator applications typically have a host counterpart that allocates accelerator memory
for the computation. The host application copies data and commands to the AI accelerator using DMA before starting the execution. After completing execution, the accelerator writes back the results via DMA to the host memory.

**A primer to an AI accelerator.** Fig. 5 shows a simplified base model of AI accelerator with $n$ cores based on the DaVinci architecture [70]. Each core is capable of running CNN layers and exposes a custom ISA. The cores are connected to DDR via the broadcast unit (BU). The BU collects memory requests from the cores and routes them to the correct endpoint. Further, each core has a front end that acts as an interface for communication with the other cores and BU. A detailed design is in appendix A.5.

**TEE Support.** At startup, the cloud provider divided the cores into multiple FDUs. When the FDU is assigned to a job, the SM ensures that it is not already allocated by looking up the FMT. Then, it uses the hardware RoT to perform remote attestation with the tenant to set up a job-specific shared key. The SM programs this key into the FMT. Because a job can span over multiple AI accelerator cores, it is necessary to enable isolated inter-core communication. For this, we use an ACU$_{\text{core}}$ that intercepts all inter-core traffic and uses the FMT to allow only the cores that belong to the same job to communicate with each other. Next, to isolate accesses to the DDR memory we use an ACU$_{\text{mem}}$ to filter all accesses based on the FMT. Then, to encrypt all data leaving the accelerator through the host interface we use an MPE that performs authenticated encryption using keys from the FMT. The secure deallocator (dealloc) tracks all tensors allocated to an FDU’s memory space. When the SM wants to deallocate an FDU, the deallocator issues memory write commands to zero out the FDU reserved memory space on the DDR.

### 6 Security Analysis

**Attacks via untrusted Management Plane (CSP-MP).** The untrusted CSP-MP can violate the job manifest (e.g., allocate wrong resources). However, the remote verifier can detect such discrepancies via the attestation report from FDUs and SC (for non-TEE nodes). If CSP-MP allocates revoked nodes or nodes with old (possibly compromised) firmware, it will be detected by remote attestation. Nodes’ local memory isolation ensures that the CSP-MP or hypervisor cannot access (read/write/clone) the enclave’s private memory. The CSP-MP cannot compromise the secure channel between nodes and the remote verifier (both DMA and RDMA). The CSP-MP cannot allocate the same FDU to two different tenants as the remote attestation locks a FDU to a single tenant by the shared secret derived from the remote attestation. The ERT on the SC prevents a non-TEE node from being allocated to two jobs simultaneously.

**Attacks through malicious configurations.** Untrusted hypervisors or CSP can push malicious configurations to TEE or non-TEE nodes. For TEE nodes, the remote verifier can verify the SM configurations and their integrity via the attestation report. For non-TEE nodes, the SC reset them to their safe factory configuration before allocating them to a FDU. The attacker can always reset non-TEE nodes, but this will erase all the job-specific data and execution state without leaking secrets.

**Attacks via untrusted FDUs/SM.** The CSP can add compromised physical devices on the path (e.g., network devices without SMs) that can intercept traffic and trigger rogue DMAs and inject interrupts into nodes. This will not leak information or compromise the execution as the data is confidentiality and integrity-protected when it leaves a trusted FDU. Remote attestation will detect the nodes running untrusted SMs (e.g., old vulnerable version, CSP modifies SM to generate insecure keys, SMs launch modified enclaves) and fail.

**Untrusted co-tenants.** The node TEE’s memory isolation prevents co-tenants from accessing a victim tenant’s protected enclave private memory. A tenant can attempt to perform MMIO or trigger DMA to devices that are part of the victim’s job. Both these attacks are rendered harmless by encryption. Alternatively, the attacker can inject software-generated interrupts to the cores that are running the victim enclave. This could trick the enclave into starting a DMA with the attacker. This cannot compromise the victim because all data leaving the enclave’s memory is encrypted and integrity protected.

**Attacks via non-TEE nodes.** Malicious non-TEE nodes can try to access SC’s buffers that store other node’s data in plain text, say by reading the in/out buffers. The SC’s access checks prevent such attacks. The nodes behind the same SC can try to communicate with each other directly (via MMIO or DMA), bypassing the SC. Since the nodes are only physically connected to the SC, such attacks would have to go through the SC’s busses. SC’s bus-level access control checks prevent such unauthorized communication. We store all keys used to encrypt data leaving the non-TEE nodes in the SC’s ERT. Malicious non-TEE nodes can try to read out the ERT, tamper with the ERT, or compromise the SC’s execution. This is not possible as the SC runs in a privileged execution mode is inaccessible to other processes. Further, its data and memory is protected and is inaccessible to all other entities. The non-TEE nodes can try to send malicious MMIO and DMA requests to non-TEE nodes behind other SCs or other TEE FDUs. This does not compromise the confidentiality and integrity as all data is protected with authenticated encryption.

**Attacks via untrusted hypervisors.** The hypervisors are responsible for the node’s memory management, loading the enclave’s initial code, and setting up its memory regions. During remote attestation, we detect tampering of enclave code or additional initialization data and the verifier will abort. If the hypervisor allocates enclave memory in the non-secure regions, the local SM will fail to launch the enclave. The local memory protection of the TEE ensures that the hypervisor cannot access the enclave’s private memory region once it
starts. SM clears residual states from the memory if the hypervisor terminates an enclave, making sure that the previous data is not accessible to the hypervisor or other enclaves. The hypervisor can page out arbitrary enclave memory. However, TEE’s memory isolation mechanisms ensure that the enclave pages are inaccessible to the hypervisor. Similarly, the TEE protect the enclave page table. This prevents the hypervisor from remapping the enclave’s memory to non-protected memory.

The hypervisor cannot inject DMAs to FDUs as the channel is confidentiality and integrity protected and will be detected by the trusted FDU. Overlapping DMA regions does not compromise security as each pair of CPU FDU and DSA FDU (or SC) uses a unique job-specific key. The hypervisor cannot reply to old attestation reports as the attestation challenge from the remote verifier ensures freshness. The hypervisor can inject fake interrupts from devices to trigger a data transfer from the enclave’s private memory to the device. However, encrypted DMA ensures no data is leaked.

**Physical Attacker.** Such an attacker cannot probe non-TEE nodes as they are confined in a tamper-resilient container; communication between non-TEE nodes connected to the SC never leaves the SC boundary. The TEE node’s memory is protected by local TEE features such as memory encryption and integrity protection. A physical attacker cannot see or modify DMA authenticated and encrypted data between TEE nodes. Communication between non-TEE nodes from different SCs is relayed through their local SCs that use authenticated encryption to protect the data.

### 7 Implementation

We implement the TEE support to AI accelerator and SSD devices in two ways: RTL and high-level language. We implement the ACU, and FMT in RTL as described in Sec. 5 and then estimate the area, power, and timing costs.

**Functionality.** We augment an existing simulation of the device written in a high-level language (e.g., Python/C++), with ACU, and FMT. For the MPE, we implement the cryptographic operations in a high-level language, and measure MPE’s execution time on the on-device ARM-v8 core. For functional correctness, we ensure that the outputs from the original code with our modified code are same. Also, we use the functional model to collect execution traces that capture memory accesses.

**Timing.** In each case, we use a device-specific cycle-accurate simulator timing estimation. In such a simulator, we integrate the timing behavior of our synthesized RTL logic into a known statistical model that computes the overall timing of the baseline RTL augmented with our custom RTL. We independently estimate the timing of individual operations from our RTL logic. We then update the simulator’s timing model to consider these modified timings. Given such a timing model and the execution traces, we estimate the overall execution time it would take to perform the same computation on a TEE-protected device.

For both devices, we implement a remote attestation unit using a HSM chip [72,73] connected to the simulation platform over I²C.

#### 7.1 Adding TEE Support: AI Accelerator

We implement ACU, ACU, FMT, and enclave deallocation on each of the AI cores’s front-end explained in Sec. 5.2 as dedicated hardware units and the MPE in SystemVerilog and Python. We add 200 LoC in SystemVerilog for RTL for timing simulation and 650 LoC in Python and shell script to existing ∼15K LoC for functional correctness. We use accelerator’s onboard ARM core for the authenticated encryption of the MPE.

**Simulating the base model.** We use a cycle-accurate, event-based simulator designed for Nvidia’s cycle-accurate GPU that provides accurate timing and functional correctness [74]. It models timing behavior, data movement (core, cache, and memory subsystem), and communication [75]. We use the timing model of an existing AI accelerator (Ascend’s DaVinci AI core [70]). To measure the timing impact of our RTL logic, we integrate it Nvidia’s statistical model and event-based simulation. We configure it for 800 MHz, and 150 AI core cycles latency to memory subsystem. These are standard settings typically used for accurate power and area estimations [76]. For verifying the correctness of calculations, we compare the execution output with real execution on a CPU.

We synthesize our SystemVerilog RTL implementation on a high-k metal gate (HKMG) 28 nm CMOS technology, corresponding to a multi-VT standard cell library (supply voltage of 0.8 V, estimated in typical-typical (TT) corner [77]).

**DRAM.** Computation on the AI accelerator involves execution on the core as well as interactions with DDR memory. The host copies data to accelerator’s DRAM via DMA and the AI cores load and store data from the DRAM as well. Thus, to get complete timing estimates we use DRAMSim3 [78,79], a state-of-the-art cycle-accurate DRAM simulator. We model the DDR4-3200-x8 configuration and generate memory traces (example [80]) of the DRAM subsystem. We combine DRAM traces with the functional execution traces from the cores, and use the event-based simulation to get end-to-end timing.

#### 7.2 Adding TEE Support: SSD

**Simulating the base model.** The base model of the SSD simulation is based on SimpleSSD [81, 82], a state-of-the-art cycle-accurate full-system simulator that closely simulates commercial SATA and NVMe SSDs with realistic performance characteristics.

**Hardware changes.** Our design does not necessitate changes to the SSD controller. We implement ACU, and FMT in 259 LoC of C++ directly to SimpleSSD’s codebase (∼55K).
This allows us to perform functional simulation based on Gem5 [83] that boots Linux and performs IO operations with the SSD. We implement these in 150 LoC of SystemVerilog RTL synthesized and run place-and-route on 28nm and 150 LoC in python to verify the RTL using cocotb. We use this implementation to estimate the timing costs per operation and we update the SimpleSSD’s timing model accordingly. We also update the timing model with the costs for cryptographic operations performed by the MPE. We use the enhanced timing model along with the functional simulation to get accurate execution-timing traces which we use to estimate the runtime overhead.

7.3 Security Controller (SC)

We implement a software SC prototype in C++. We use libsocket for AES256-GCM with Intel’s AES-NI C intrinsic to accelerate AES, and Intel’s AVX2 for fast memory copy (_mm256_stream_si256). Our prototype implementation is single-threaded and handles a limited number of devices as the main bottleneck is AES-GCM bandwidth. It is straightforward to extend it to multiple cores of multi-channel memory to scale the performance with an increasing number of connected nodes. We add around 400 LoC of wrapper code along with unmodified libsocket library and a runtime for communication between TEE and non-TEE nodes.

8 Evaluation

Our Setup. Table 1 describes the hardware platforms, OS, runtime, driver we use. From an experimental standpoint, the amount of time it took us to run AI accelerator simulation was high. Specifically, an execution that requires 1 second in real-clock time, takes us ~ 20K seconds (~ 5.5 hours) to simulate. Further, this rate increases linearly with the input data size. In comparison to the AI accelerator, the simulation for SSD is faster—1 second in real-clock time takes us ~ 24 seconds to simulate. Booting up Linux takes ~ 25 minutes on x86 and ~ 60 minutes on ARM. For evaluation, we select benchmarks and workloads that reflect the most popular real-world computations deployed on cloud accelerators.

### Table 1: Evaluation Platforms

| Evaluation          | Hardware                        | OS/RT/Driver               |
|---------------------|---------------------------------|----------------------------|
| AI acc & DRAM sim   | Intel Xeon Gold 6240R, 1 TB DRAM| Ubuntu 20.04.5 LTS        |
| AI acc              | Huawei Atlas 300T (Ascend 910/56C, 32 core) | Ascend runtime            |
| SSD sim & SC        | Intel i9 11900K, 128 GB DRAM    | Ubuntu 20.04.5 LTS        |
| GPU                 | NVIDIA GeForce RTX 3080         | Nvidia driver              |
| GPU & FPGA host     | Intel Xeon 2nd Gen Scalable CPU | Ubuntu 20.04 LTS           |
| FPGA & PCIe         | AWS F1 instances                | AWS + Xilinx XDMA          |
| FPGA local          | Xilinx UltraScale+ VCU11        | Xilinx XDMA                |

### Table 2: Effect of protected access ACU+MPE (P acc) and secure de-allocation (SDA) on AI Accelerator. NP: non-protected access.

| Access type | Cycles | Overhead |
|-------------|--------|----------|
| NP acc      | 5821   | Baseline |
| NP acc + SDA| 7722   | 32.65%   |
| P acc       | 6688   | 14.89%   |
| P acc + SDA | 8847   | 51.98%   |

8.1 Case Study 1: AI Accelerator

Synthetic stress test benchmarks. We develop two synthetic workloads: i) one that is memory-bound, ii) and one that is compute-bound. To build these workloads, we use Im2col [84], the dominant computation of the core responsible for CNN layers [85]. Table 2 shows the number of cycles required for both memory and compute-bound applications. We see that the memory-bound workload incurs significantly more overhead on the baseline than the compute-bound workload. We observe that the overhead incurred on memory-bound computation with protected access (P acc) is ~ 9× higher than the corresponding compute-bound workload. This is expected as such memory bound computation engages the protection units (ACU and MPE) more than compute-bound applications. The SDA unit’s performance depends on the available memory bandwidth of a core and the memory sub-system. The two computations use similarly sized tensors. Therefore, the latency of SDA is similar for both memory (1901 cycles) and compute-bound (2125 cycles) workloads.

Real-world AI workloads experiment setup. Table 3 provides the results for loading the models into the accelerator, running the image inference on CIFAR-10 (60k 32 × 32 RGB 163MB), and ImageNet ILSVRC(D2) [87] (1.4M 224 × 224 RGB, 157GB).

Setup and Teardown. We measure the time to transfer the AES256-GCM-protected compiled models and instantiate the FMT with access control information. Decryption & tag verification incur an average overhead of 12.9% as compared to the baseline without these protections. The deallocator tracks all tensors during execution and only clears up tensor memory during teardown. Therefore, the teardown costs increase with the size of the model. However, these costs are independent of the data set size because the input data are well as the results are written directly into the tensor memory E.g., SSD-VGG-16, a large model(380.2 MB), and Resnet34, a smaller model (105MB) have teardown costs of 8.08 ms and 2.23 ms respectively.

Runtime data copy costs. To understand the impact of securing the DMA transfers between the host and the AI accelerator we measure the time taken to load state-of-the-art AI networks to the accelerator memory with and without AES256-GCM protection performed by the MPE. Table 3 shows the transfer time and overhead for the two datasets. We evaluate all models with the same 2 datasets. So, the average DMA transfer...
Table 3: AI Accelerator case study. The table shows the effect of adding TEE support in the Ascend AI accelerator.

| Static Model Information | One time cost (ms) | Runtime costs (On a single DaVinci core) |
|--------------------------|-------------------|----------------------------------------|
| Model                    | Batch | Res | # Layers | Precompiled (MB) | Set up | Teardown | Base DMA(μs) | Secure DMA(μs) | D1 | D2 | D3 | D4 | CPU(64C) | Base | Secure | Overhead | Load | Store |
| ResNet-34                | 1     | 224 | 34       | 2 103 | 8.20 | 9.31 (13.5) | 2.23 | 4.47 | 106 | 19 | 458 | 15.29 | 1.21 | 1.24 | 3.12% | 310382 | 48461 |
|                          | 8     | 224 | 34       | 2 103 | 8.20 | 9.31 (13.5) | 2.23 | 35.76 | 848 | 152 | 3664 | 15.46 | 6.07 | 6.13 | 0.09% | 2482146 | 39202 |
|                          | 16    | 224 | 34       | 2 103 | 8.20 | 9.31 (13.5) | 2.23 | 71.52 | 1696 | 304 | 7328 | 15.52 | 11.76 | 11.82 | 0.05% | 4962490 | 78402 |
| ResNet-50                | 1     | 224 | 50       | 4 108 | 8.71 | 9.84 (12.9) | 2.37 | 4.47 | 106 | 19 | 458 | 22.11 | 1.84 | 1.91 | 3.97% | 310382 | 48461 |
|                          | 8     | 224 | 50       | 4 108 | 8.71 | 9.84 (12.9) | 2.37 | 35.76 | 848 | 152 | 3664 | 23.13 | 10.71 | 10.87 | 1.53% | 2482146 | 39202 |
|                          | 16    | 224 | 50       | 4 108 | 8.71 | 9.84 (12.9) | 2.37 | 71.52 | 1696 | 304 | 7328 | 23.29 | 22.20 | 24.67 | 1.95% | 4962490 | 78402 |
| RetinaNet-RN50 -fpn     | 1     | 800 | 50       | 4 228.4 | 18.11 | 20.38 (12.5) | 4.93 | 4.47 | 106 | 4.47 | 106 | 329.56 | 30.52 | 30.68 | 0.55% | 4948128 | 278228 |
| SSD300 -VGG-16          | 1     | 300 | 32       | 100 265 | 29.70 | 33.47 (12.6) | 8.08 | 4.47 | 106 | 4.47 | 106 | 37.39 | 6.54 | 6.63 | 1.4% | 1199912 | 75176 |
| U-Net                   | 1     | 572 | 23       | 8 119 | 9.92 | 11.24 (13.3) | 2.7 | 4.47 | 106 | 4.47 | 106 | 224.89 | 23.38 | 23.48 | 0.42% | 3077286 | 187302 |
| YOLO V3                 | 1     | 256 | 106      | 50 237 | 22.42 | 25.30 (12.86) | 6.1 | 4.47 | 106 | 19 | 458 | 92.9 | 3.61 | 3.75 | 3.91% | 150145 | 9857 |
|                          | 1     | 416 | 106      | 50 237 | 22.42 | 25.30 (12.86) | 6.1 | 4.47 | 106 | 19 | 458 | 1386.19 | 7.59 | 7.71 | 1.55% | 396475 | 26027 |
|                          | 8     | 256 | 106      | 50 237 | 22.42 | 25.30 (12.86) | 6.1 | 35.76 | 848 | 152 | 3664 | 3400.99 | 19.23 | 19.45 | 1.44% | 1201153 | 78849 |

Table 4: Multi-tenant scaling. Micro-benchmark of load/store latency in cycles (%slowdown) from AI cores to DDR. Sequential (S)/random (R) Read & Write (4K) bandwidth (MB/s/tenant) (%scaling) for Samsung Z-SSD.

| # Tenants | AI accelerator | SSD |
|-----------|----------------|-----|
|           | 294            | 397 | 164.6 (7.4) | 316.3 (23.6) |
| Load      | 255.5          | 257.0 (7.0) | 316.3 (23.6) |
| Store     | 254.3          | 257.0 (7.0) | 321.3 (23.6) |
| S/R Read  | 398.7          | 397 | 164.6 (7.4) | 316.3 (23.6) |
| S/R Write | 400.84        | 400.84 | 191.4 (9.1) | 316.3 (23.6) |

Figure 6: Floor plan of the synthesized hardware protection module on the AI accelerator alongside power [88] and area breakdown.
Area overhead. Fig. 6 shows the synthesized, placed & routed floor plan of the hardware design that implements isolation mechanisms in the memory and the interface. The hardware only consumes 0.38 μW (1.15 × 10⁻⁷%) power and 1228 mm² (0.2%) die area as compared to Ascend 910 which consumes 300W power and has a die area of 2786 μm².

8.2 Case Study 2: SSD

SSD Models & Workloads. We evaluate our design on 5 types of SSD models provided in SimpleSSD. We tested them with workloads from FIO, a standard tool for storage benchmark [89] that perform six distinct disk operations (Table 5) on 2-16 GB of data. In FIO, we use the default 4KB block size (complies with Advanced Format standard [90]). We perform a warmup for DRAM cache before our measurements, to reflect real-world workloads. We do not use any file system to avoid noises created by optimizations, however, we configure FIO to imitate LinuxFS behavior with an IO depth of 32.

Performance Overheads. The performance of the SSD only depends on the block size, as it processes them one at a time in a streaming fashion. Thus, the total size of data transferred does not affect SSD’s performance. Therefore, we show the average latency overhead for 4K blocks in Table 5. Given an SSD, we observe that all operations incur a fixed isolation and encryption overhead. Further, as expected this latency is inversely proportional to the frequency of the ARM core on the SSD. A detailed specification of the SSDs used in our evaluation is shown in Appendix A.6. In the baseline, sequential read and sequential read-write are faster for than their random counterparts (e.g., on Intel 700, S-R takes 13.39 μs compared to 110.2μs for R-R) as read operation take advantage of the caches. In contrast, write operations do not have cache advantages as the caches have a write-through policy to guarantee data persistence on the SSD. Therefore, the sequential and random writes have similar latency. The MPE cannot use the caches as it performs AES-GCM before the data is stored in the cache. Hence, the overheads for AES-GCM as considerably high with the highest average of 31.93% for S-RW.

Scalability. We instantiate 1, 2, and 4 simultaneous FIO [89] benchmarks on the SSD and measure the read-write bandwidth. We observe that adding ACU and MPE does not significantly reduce the bandwidth. E.g., the baseline bandwidth for sequential read for Samsung Z-SSD 800G SSD is 383.9 MB/s and adding our protection does not change it as shown in table 4.

Area overhead. Compared to AI accelerator, the area overhead is significantly smaller due to simpler design. The hardware only take 650 μm² on the SSD controller.

8.3 Case Study 3 & 4: GPUs and FPGA

GPU MMIO and DMA. Our design requires hooking on MMIO transfers (refer to Sec. 4.2) to protect them using AES-GCM. We use the Imagenet implementation and TinyImagenet dataset from the PyTorch library and perform training of different models as shown in Table 6. To understand when MMIO is used in different GPUs and to estimate the overhead for protecting them we use the mmiotrace utility in the Linux kernel to log all MMIO between application memory and GPU. We count the number of MMIO reads and writes to the driver-allocated application-specific memory-mapped region. We observe that MMIO is used to load model and data and there is no MMIO during the training and validation cycles. Specifically, 38%, 42% and 20% for setup, load data & model, and teardown. Therefore, protecting these MMIO accesses will not incur any performance costs for the actual computation. Further, we use the traces to estimate 1.89% total overhead of adding AES256-GCM.

To capture DMA requests to and from the GPU, we use Nvidia’s profiling utility nsys. We see that on the CPU, cudaMemCopy commands are issued before and after the kernels are executed. To protect DMA we would require the driver to hook on these calls, encrypt the data, and copy it to non-secure memory. Similar to MMIO, this can be done before the kernels are launched. On a closer look, we see from the events captured on the GPU that the data copies are performed in parallel with the computation. We can perform streaming encryption to maintain the speedups due to such streaming.

FPGA MMIO and DMA. To analyze the costs of MMIO and DMA protection for FPGAs, we use DNNWeaver [91]. We execute on AWS F1 [92] instances with and without the TEE feature provide by SheF [29]. We use mmiotrace and Xilinx DMA (xdma) driver to capture all MMIO and DMA accesses respectively. We observe the same data transfers sizes via DMA (1.41MB) and MMIO (16.91KB), with and without TEE features enabled. The computation performs small-sized MMIOs (4B) to initiate DMAs of size 4KB to transfer models and data. During the FPGA execution, we observe no MMIO accesses. We see a average of 4344 MMIOs and 362 DMAs. To protect the transfers, we estimate similar overheads: 0.0033% for MMIO and 0.0005% for DMA, with and without TEE features. We also observe that on average, the time between consecutive MMIO and DMA transfers are 10-20 μ, 130 μs respectively. From our experiments, we know that the time to compute AES256-GCM with a block size of 4KB is only 1.47 μs as measured in Sec. 8.1. Therefore, encryption will not become a bottleneck for the MMIO and DMA transfers.

We implement SVD [93] using Xilinx’s Vivis libraries and run it on a local Xilinx vcu118 FPGA. The application uses xdma to transfer data to and from the FPGA. The FPGA computes the SVD of matrices ranging from 10 × 10 to...
Table 5: SSD case study. Block IO (Read/Write) latency. ISO - FDU isolation, ENC - AES256-GCM on six benchmarks: sequential reads (S-R), sequential writes (S-W), random reads (R-R), random writes (R-W), sequential read-writes (S-RW), and random read-writes (R-RW)

| SSD           | QP cost               | Base R | Base W | Enc R | Enc W | Base S-R | Base S-W | Enc S-R | Enc S-W | Base R-W | Base R-W | Enc R-W | Enc R-W | Base S-RW | Base S-RW | Enc S-RW | Enc S-RW | Base R-RW | Base R-RW | Enc R-RW | Enc R-RW |
|---------------|-----------------------|--------|--------|-------|-------|----------|----------|---------|---------|----------|----------|---------|---------|----------|----------|---------|---------|----------|----------|---------|---------|
| Intel 700 400 G | ISO=5ns ENC=10.24 µs | 13.39  | 0.074  | 76.42 |       | 9.35  | 0.1  | 109.4 |       | 110.2 | 0.009 | 9.29 |       | 9.35  | 0.1  | 109.4 |       | 58.26 | 0.017 | 17.57 | 120.36 | 0.008 | 8.5 |
| Samsung Z-SSD 400G | ISO=5ns ENC=10.24 µs | 4.4  | 0.113  | 115.89 |       | 6.22  | 0.080 | 82.5 |       | 13.28 | 0.037 | 38.54 |       | 6.22  | 0.080 | 82.5 |       | 10.14 | 0.049 | 50.45 | 11.55 | 0.043 | 44.32 |
| Samsung 983DCT 1.92T | ISO=5ns ENC=10.24 µs | 12.39 | 0.04  | 41.29 |       | 8.7  | 0.056 | 58.27 |       | 27.74 | 0.018 | 18.45 |       | 8.7  | 0.056 | 58.27 |       | 17.78 | 0.028 | 28.79 | 83.17 | 0.006 | 6.155 |
| Samsung 850Pro 256G | ISO=10ns ENC=10.24 µs | 83.17 | 0.006 | 6.15 |       | 415.9 | 0.002 | 2.46 |       | 412.87 | 0.002 | 2.48 |       | 419.72 | 0.009 | 9.29 |       | 419.56 | 0.023 | 2.44 | 416.75 | 0.0023 | 2.45 |
| Intel 535 240G | ISO=10ns ENC=10.24 µs | 560.1 | 0.023 | 2.43 |       | 1875 | 0.0007 | 0.72 |       | 727.4 | 0.002 | 2.43 |       | 2063 | 0.0006 | 0.66 |       | 1017 | 0.001 | 1.34 | 1184 | 0.001 | 1.15 |

Table 6: GPU case study: The overhead% on MIMO accesses shows the effect of adding TEE properties on the training process.

| Model          | Batch Setup | LoadModel | LoadData | Teardown | Overhead% |
|----------------|-------------|-----------|----------|----------|-----------|
| Resnet-32      | 32          | 106763    | 65736    | 57804    | 56398     | 2.28      |
| Resnet-50      | 32          | 104517    | 64596    | 57804    | 56398     | 2.28      |
| Vgg16          | 32          | 106536    | 61420    | 57804    | 56398     | 2.28      |
| SqueezeNet1_1  | 32          | 111017    | 59023    | 57804    | 56398     | 2.28      |
| Alexnet        | 32          | 111977    | 64149    | 57804    | 56398     | 2.28      |

20000 × 20000, transfers data from 1.6KB to 6.4GB, causes 52 and 9958 MMIO, and 4 to 766 DMA operations respectively. Therefore, we observe that the number of MMIO and DMA are linearly proportional to the size of data. We use the MMIO and DMA traces to estimate the average latency introduced for protecting these accesses to be 0.04% for MMIO and 0.002% for DMA.

8.4 Security Controller (SC)

To evaluate the scaling limit of SC, we consider SC’s individual operations. First, the SC performs AES256-GCM of data for the non-TEE nodes. The measured bandwidth of the native Intel AES-NI (using libsodium) AES256-GCM implementation is 2.59GB/s/core. Next, we measure the bandwidth for copying data between encrypted and plaintext buffers (using Intel AVX2) to be 25GB/s/core. Resnet-34, the fastest inference network that we evaluate, takes 1.2 ms/image/AI core. With the average size of 170kB/image in the ImageNet dataset, an AI core can be saturated with a image data rate of 138 MB/s from the CPU FDU. Using this data, we estimate that the SC with a buffer size of 2.5 GB, on a single core can handle 19 CPU-FDUs concurrently streaming image data. Adding jobs requires transferring the compiled trained model to the accelerator and is expensive, but it’s a one-time cost per job. With the largest model that we evaluate on (SSD300-VGG-16 which is 380 MB), SC on a single core can handle 6.97 jobs/sec without performance degradation.

The number of nodes that can be connected to the SC and the buffer sizes required to support them, scales linearly with the number of CPU cores the SC uses. E.g., instead of a single core, we can deploy the SC on an Intel Xeon Gold processor with 48 cores as long as the memory system has enough bandwidth to support the SC buffers (171.5 GB/s for DDR4 8-channel 3200MHz). Such a multi-core SC deployment theoretically can handle up to 912 nodes or 334 nodes/sec simultaneously for inference or starting up jobs respectively.

9 Related Work

Building a scalable infrastructure for multi-tenant cloud has been a challenging distributed systems problem. Prior works have shown solutions [94, 95] that are now deployed in production. However, they assume a trusted cloud service provider and only protected against a software attacker executing as a malicious tenant. Our work focuses on stronger adversary model: untrusted cloud provider and a physical attacker.

Device TEEs. Existing proposals enable TEE on devices such as GPUs [26, 96–99], FPGAs [29, 30, 100], SSDs [28], and other accelerators [101]. They focus solely on adding TEE-features so as to create hardware-enabled enclaves on the accelerator—either for multi-tenancy or for single-tenancy. They assume that the device is connected to a single physical host machine that may optionally have TEE support. They primarily achieve isolation from the attacker-controlled driver, OS, and hypervisor. Some device TEE solutions additionally remove the device driver from the TCB and provide protection against a physical adversary. The only known commercially announced non-CPU TEE is NVIDIA’s upcoming H100 [27] which enables secure isolated instances (known as MIG [50]) in the GPU using proprietary GPU firmware. Additionally, prior works use cryptographic primitives like homomorphic encryption [102], build privacy-preserving machine-learning frameworks [103, 104], and oblivious multi-party computation for data-centers [105].

Heterogeneous TEE. Prior proposals enable TEEs across a CPU-TEE and a device-TEE physically connected to each other. SGX-FPGA [106] proposes a custom TEE for FPGA. It uses a physical unclonable function (PUF) on the FPGA for
hardware root of trust. The FPGA is managed by a trusted SM that communicates with the SGX enclave over an encrypted channel. HIX [97] achieves similar protection for GPUs where an SGX enclave communicates with the GPU enclave over encrypted shared memory using HIX trusted driver. Hector-V [107] provides a switch wrapper configured during boot time by the CPU-SM. It acts as a filter for peripherals on the AXI4-lite bus to drop request coming from untrusted code. Another line of research has shown the feasibility of doing enclave execution on unmodified devices by extending the CPU-TEE protection. They leverage MMU protection to protect memory-mapped devices and perform bus-level isolation since devices are physically connected to a TEE host [35–37].

Our solution is compatible with these device-TEEs, but does not require the devices to be directly connected to CPU-TEE hosts. We use the insights from above proposals to build the TEE-support for AI accelerator and SSD, by adding protection units (ACU, FMT, MPE) and relying on security monitors. Our SC-based access control for distributed setting over a network mimics the bus-level filtering for a centralized setting where CPU and devices are connected a bus.

**Distributed TEE.** HETEE [38] addresses a similar problem as ours, but in a different setting. It assumes non-TEE devices that makes it more general. However, it also assumes that devices are connected to a centralized security controller (SC) over a PCIe switch in a physical attack-proof container. This limits the scalability of HETEE to a single rack and ~ 60 nodes. In contrast, our design carefully avoids a centralized SC design (S0 in Fig. 2 in Sec. 3.1). Nonetheless, at least at the rack-level, our solution may look similar to HETEE. HETEE’s centralized SC solution leads to bottlenecks even within the rack. First, it does not allow multi-tenancy on any nodes, since they do not have TEE support. We allow multi-tenancy on TEE-nodes. Second, the SC has to perform encryption decryption operations for all data between 60 nodes. Hence, they employ trusted proxy nodes to evenly distribute the cryptographic operations. We avoid this problem by protecting the non-TEE nodes by the SC’s access-control checks, encryption decryption is only required when communicating with TEE nodes.

**Commercial confidential cloud solutions.** Several CSPs offer accelerators as a unit [92, 108] or as a packaged service [109, 110]. However, none of them are TEE-protected as of yet. CPU and hypervisor-based TEEs have become prominent. E.g., SGX & SEV-based Microsoft Azure confidential cloud [31], hypervisor-based Amazon Nitro [34], SEV-based Google confidential GTK [32], and SGX-based IBM confidential cloud [33]. Azure announced confidential computing on NVIDIA A100s GPUs that allows isolated computation on a dedicated GPU connected to a AMD SEV protected CPU-TEE.

10 Conclusion

We present a data-center design that provides enclaved execution guarantees over a mix of TEE and non-TEE devices. Our hybrid design pays off by scaling across several nodes as well as being future-ready for TEE-enabled devices. Our evaluation shows that the performance costs of such a design are modest and can be reduced further with fine-tuning. We envision that our insight will serve as guiding principles for cloud-scale solutions for confidential computing beyond CPU execution.
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The remote verifier can use the manifest to verify the combination of properties alongside FDU-specific configurations that can be injected by the user before the enclave execution begins. Hierarchical-PBA maintains one PCR bank that reflects the correct execution of a property as the following:

```plaintext
if(debug_port == false) // check for debug port status
    TPM2_pcrExtend(23, 0xb2..); // extend 23rd PCR bank
else TPM2_pcrExtend(23, 0x2f5..);
```

Figure 8: Committing predefined hash value to secure non-volatile memory on the hardware security module (HSM) on DSA when certain security properties are enforced in the firmware during startup.

DSA-specific challenges to the allocated FDUs. Alongside traditional remote attestation, the DSAs leverage property-based attestation. (PBA) [111,112] that ensures if a DSA has certain security properties. We opt for PBA as the DSAs are highly programmable and attacker-controlled CSP or hypervisors can push malicious configurations to the DSA to compromise user enclave data. Security properties such as cache partitioning, disabled debug port etc. can enforced by the DSA-SM. Therefore, the untrusted software stack cannot manipulate the device configurations. During the measured boot process, the local SM updates the platform configuration registers (PCR) with a pre-determined configuration value that reflects the correct execution of a property as the following:

```
Random challenge ROOT: 0x235aa...

Debug disabled: 0x5666f...
Core sep 0x85ff...
Mem sep 0x2f...
Core sep 0x5af3...
Mem sep 0x5af3...

Debug enabled: 0x2d25f....
Core sep 0x85ff...
Mem sep 0x2f...
Core sep 0x5af3...
Mem sep 0x5af3...
```

Figure 9: Hierarchical PBA example with four leaf configurations that denotes four states of a certain DSA’s firmware.

However, as the potential configurations can be extensive, we propose an enhancement to the existing PBA scheme that we call hierarchical-PBA that executes during the DSA boot up phase. All FDUs on the same device can inherit the device properties alongside FDU-specific configurations that can be injected by the user before the enclave execution begins. Hierarchical-PBA maintains one PCR bank that reflects a chain of properties that are initiated from the user-generated attestation challenge. Figure 9 shows an example where a DSA can have four different configuration represented by four leaf nodes. Every configuration change (node in the tree) triggers a TPM2_pcrExtend (PCRnew ← SHA(PCRold||value)) that produces an unique PCR value. The SM extends PCR bank every time there is a new security policy enforcement on the code. The user can maintain a list of “whitelisted” configuration values provided by the hardware vendor. Therefore, given a leaf node value, the user can determine if a certain node has been initialized from a proper state.

One concrete example of an attestation report from an AI accelerator is given in Fig. 11, and corresponding security properties (part of the enclave manifest) of the same accelerator is depicted in Fig. 10. This report is sent back to the CPU-SM and then the CPU-SM sends the consolidated attes-
Figure 10: Example security properties of an accelerator, part of an enclave manifest.

Figure 11: Example attestation result of an accelerator.

**A.3 Case for not using software-based attestation**

In our proposal, we decided not to leverage any existing software-based attestation [113–116] for both TEE and non-TEE nodes due to following reasons:

1. Most of the existing software-based attestation mechanism assumes that the underlying platform does not support hardware TEE primitives. Such an assumption is valid for low-power platforms such as wireless sensor networks or embedded systems. However, in data centers, powerful nodes have massive compute capabilities and capable of supporting TEE primitives.

2. Existing software-based attestations are limited to simpler embedded firmware, whereas we assume a more complex, powerful device firmware that is capable of executing complex workloads. Such a device requires a full-fledged measurement-based attestation.

3. Existing research [117] shows software-based attestation are vulnerable to rootkit-based and compression attacks.

Given the above-mentioned reasons, we conclude that the software-based attestation of the node is unsuitable for data center/cloud scenario.

**A.4 Existing Device TEEs**

**A.4.1 GPUs**

Graviton [26] instantiates a TEE for NVIDIA GPUs to enable isolated execution of kernels by using a trusted security monitor (Sm) that processes all commands to the GPU. Graviton partitions the regions that can be mapped by the host (for MMIO) into unprotected, protected and hidden regions. To create these regions, it augments the PCIe controller to perform range checks that are initialised by the SM at startup. The SM ensures that memory allocated to a kernel is not accessible to other non-trusted entities. To guarantee memory isolation, the SM tags pages with ids of the kernels they are allocated to and closely tracks all page mappings. All allocation and de-allocations are handled by the SM and the untrusted
driver has no direct access to GPU memory. However, the GPU runtime is trusted and the runtime API is augmented to enable secure operations on the GPU.

Applications have been modified to use the secure API with the runtime. To start a job, the driver initializes a secure context using the CH_CREATE call to the SM. This creates a protected command channel inaccessible to the driver. This call is also used to perform attestation, using CH_MEASURE and setup a shared secret for channel encryption (CEK) between the host application and the GPU. The driver uses CH_PDE to allocate memory for the secure context on the GPU. To load a kernel and start computation, the host application uses the secure runtime API. The runtime encrypts the kernel code and data and initiates a DMA to transfer the encrypted data to the region it was allocated on the GPU. The runtime then uses an Authenticated decryption kernel on the GPU to decrypt the data and code and store it in protected private memory.

Graviton performs encrypted DMA to enclave private memory. The driver cannot perform MMIO to the command channels as it does not have access to the CEK. Therefore, Graviton forces the runtime to write to the command channel using DMA. The runtime copies encrypted commands to the GPU, decrypts it using the AuthDec kernel and then places it in the command channel. The driver can still perform MMIO to GPU's non-protected memory. The SM uses the unprotected space to notify the device driver about errors, synchronization commands and interrupts.

A.4.2 FPGA

ShEF [29] creates a TEE for FPGAs. Unlike computation on CPUs, FPGAs are programmed using confidential bitstreams (binaries). ShEF ensures confidentiality and integrity of both the bitstream and data. FPGAs deployed in the cloud usually contain a CSP controlled Shell, that provides the API for user bitstreams to communicate with the host.

Under the untrusted CSP threat model, ShEF isolates the user program from the untrusted Shell. ShEF partitions the hardware into two isolated regions: one for the Shell, and another for the trusted user bitstream. For secure boot, ShEF requires a hardware root-of-trust on the FPGA. It also requires a hardware SM that uses the RoT to boot the FPGA correctly and generate attestation reports. The attestation reports are then sent via the Shell to the user who verifies it and establishes a secure channel with the SM. The user then sends the confidential bitstream over the secure channel to the SM. The SM loads the user’s bitstream in the region it created and loads the communication key into the Shield. The user can now directly communicate with the bitstream and send data using DMA over a secure channel using the communication key.

The Shield ensures that all data leaving the user’s bitstream region is encrypted with the communication key. Similarly, the Shield provides a separate interface for MMIO registers. The user can directly write encrypted commands or data to the MMIO registers that the Shield decrypts before the write completes. ShEF requires the developer to add a trusted Shield to their application before the bitstream is created. This trusted Shield performs the encryption/decryption for all data that leaves or enters the user bitstream.

A.5 Architecture of Ascend AI Accelerator

Fig. 12 shows a simplified base model of AI accelerator with n cores based on the DaVinci [70, 71] architecture that shows the core, memory subsystems, broadcast unit (BU), task scheduler, and the host interface.

A.6 Architecture of Modern SSDs

SSDs typically contain host interface layer (HIL) that implements a interface such as PCIe subsystem to talk to the CPU, a SSD controller, and a CPU core (typically an ARM-M profile core) that runs the firmware of the SSD controller.
Table 7: SSD configurations from SimpleSSD [81]

| SSD                     | ARM core Freq | Cache size | NVM controller BW |
|-------------------------|---------------|------------|-------------------|
| Intel 750 400GB         | 400 MHz       | 800MB      | 3.2 GB/s          |
| Samsung Z-SSD prototype | 800 MHz       | 1GB        | 4 GB/s            |
| Samsung 983 DCT 1.92TB | 800 MHz       | 512 MB     | 696 MB/s          |
| Samsung 850 PRO 256GB   | 400 MHz       | 384 MB     | 4GB/s             |
| Intel 535 240GB         | 300 MHz       | 256 MB     | 2GB/s             |

The SSD controller consists of an internal cache layer (ICL) and page-level flash translation layer (FTL). ICL manages the DRAM cache speeds up the IO transaction by caching recently used pages. ICL implements cache replacement policies. FTL implements the flash translation, i.e., converting logical page numbers to physical page numbers (both are 4K pages), garbage collection, SSD trimming, die wear level management, and over-provisioning management.