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Abstract

Recently Huang et al. (Math. Comput. Model. 43:1267-1274, 2006) introduced a class of parametric implicit vector equilibrium problems (short PIVEP) and they presented some existence results for a solution of PIVEP. Also, they provided two theorems about upper and lower semi-continuity of the solution set of PIVEP in a locally convex Hausdorff topological vector space. The paper extends the corresponding results obtained in the setting of topological vector spaces with mild assumptions and removing the notion of locally non-positiveness at a point and lower semi-continuity of the parametric mapping.

Keywords: topological vector space; equilibrium problem; KKM mapping

1 Introduction and preliminaries

Equilibrium problems have been extensively studied in recent years, the origin of which can be traced back to Takahashi [1, Lemma 1], Blum and Oettli [2], and Noor and Oettli [3]. It is well known that vector equilibrium problems provide a unified model for several classes of problems, for example, vector variational inequality problems, vector complementarity problems, vector optimization problems, and vector saddle point problems; see [2–4] and the references therein. In 2003, Huang et al. [5] considered the implicit vector equilibrium problem (short IVEP) which consists of finding $x \in E$ such that

$$f(g(x), y) \notin -\text{int} C(x), \quad \forall y \in E,$$

where $f : E \times E \to Y$ and $g : E \to E$, are mappings, $X$ and $Y$ are two Hausdorff topological vector spaces, $E$ is a nonempty closed convex subset of $X$ and $C : E \to 2^Y$ be a set-valued mapping such that for any $x \in E$, $C(x)$ is a closed and convex cone with $C(x) \cap -\text{cl} C(x) = \{0\}$, that is pointed, with nonempty interior. They continued their research and introduced the parametric implicit vector equilibrium problem, which consists of finding $x^* \in K(\lambda)$, for each given $(\lambda, \epsilon) \in \Lambda_1 \times \Lambda_2$ such that

$$f(\epsilon, g(x^*), y) \notin -\text{int} C(x^*), \quad \forall y \in K(\lambda),$$

where $\Lambda_i$ ($i = 1, 2$) are Hausdorff topological vector spaces (the parametric spaces), $K : \Lambda_1 \to 2^X$ a set-valued mapping such that for any $\lambda \in \Lambda_1$, $K(\lambda)$ is a nonempty, closed and convex subset of $X$ with $K(\Lambda_1) = \bigcup_{\lambda \in \Lambda_1} K(\lambda) \subseteq E$ and $f : \Lambda_1 \times \Lambda_2 \times E \to Y$. They obtained some existence results for a solution of PIVEP and further they studied upper and lower semi-continuity of the mapping.
lower semi-continuity of the solution of PIVEP in locally convex Hausdorff topological vector spaces. This paper is motivated and inspired by the recent paper [5] and its aim is to extend the results to the setting of Hausdorff topological vector spaces with mild assumptions and removing the condition of being locally non-positive at a point has been applied in Proposition 3.3 of [6] and lower semi-continuity of the parametric mapping used in Theorem 3.2 of [6]. More precisely, we first establish an existence result for a solution of IVEP and then by using it we will deal with the behavior of the solution set of PIVEP when the parameters \((\lambda, \epsilon)\) start to change. In fact we will show that the solution set as a mapping \(S : \Lambda_1 \times \Lambda_2 \to 2^X\) is upper semi-continuous and lower semi-continuous under special conditions. In the rest of this section we recall some definitions and results that we need in the next section.

A subset \(P\) of \(Y\) is called a pointed and convex cone if and only if \(P + P \subseteq P, tP \subseteq P, \) for all \(t \geq 0,\) and \(P \cap -P = \{0\}.\) The domain of a set-valued mapping \(W : X \to 2^Y\) is defined as

\[D(W) = \{x \in X : W(x) \neq \emptyset\}\]

and its graph is defined as

\[\text{Graph}(W) = \{(x, z) \in X \times Y : z \in W(x)\}.\]

Also \(W\) is said to be closed if its graph, that is, \(\text{Graph}(W),\) is a closed subset of \(X \times Y.\) A set-valued mapping \(T : X \to 2^Y\) is called upper semi-continuous (u.s.c.) at \(x \in X\) if for every open set \(V\) containing \(T(x)\) there exists an open set \(U\) containing \(x\) such that \(T(u) \subseteq V,\) for all \(u \in U.\) The mapping \(T\) is said to be lower semi-continuous (l.s.c.) if for every open set \(V\) with \(T(x) \cap V \neq \emptyset\) there exists an open set \(U\) containing \(x\) such that \(T(u) \cap V \neq \emptyset.\) The mapping \(T\) is continuous at \(x\) if it is both u.s.c. and l.s.c. at \(x.\) Moreover, \(T\) is u.s.c. (l.s.c.) on \(X\) if \(T\) is u.s.c. (l.s.c.) at each point of \(X.\)

We need the following lemma in the sequel.

**Lemma 1.1** ([7]) Let \(X\) and \(Y\) be topological spaces and \(T : X \to 2^Y\) be a mapping. The following statements are true:

(i) If for any \(x \in X, T(x)\) is compact, then \(T\) is u.s.c. at \(x \in X\) if and only if for any net \(\{x_i\} \subseteq X\) such that \(x_i \to x\) and for every \(y_i \in T(x_i),\) there exist \(y \in T(x)\) and a subnet \(\{y_j\}\) of \(\{y_i\}\) such that \(y_j \to y.\)

(ii) \(T\) is l.s.c. at \(x \in X\) if and only if for any net \(\{x_i\} \subseteq X\) with \(x_i \to x\) and for any \(y_i \in T(x),\) there exists a net \(\{y_j\}\) such that \(y_j \in T(x_j)\) and \(y_j \to y.\)

**Definition 1.2** ([8, 9]) Let \(X\) be a topological vector space. A mapping \(F : K \subseteq X \to 2^X\) is said to be a KKM mapping, if, for any finite set \(A \subseteq K,\)

\[\text{co} A \subseteq F(A) = \bigcup_{x \in A} F(x),\]

where \(\text{co} A\) denotes the convex hull of \(A.\)

The following lemma plays a crucial role in this paper.

**Lemma 1.3** ([8]) Let \(K\) be a nonempty subset of a topological vector space \(X\) and \(F : K \to 2^X\) be a KKM mapping with closed values in \(K.\) Assume that there exists a nonempty compact convex subset \(B\) of \(K\) such that \(\bigcap_{x \in B} F(x)\) is compact. Then \(\bigcap_{x \in K} F(x) \neq \emptyset.\)
2 Main results

The next result provides an existence result for a solution of IVEP.

Theorem 2.1 Let \( K \) be closed convex subset of a t.v.s. \( X \) and \( f : K \times K \to Y \) and \( g : K \to K \) be two mappings. If the following assumptions are satisfied:

(a) \( f(g(x), x) \notin \text{int } C(x), \forall x \in K \),
(b) the mapping \( x \to f(g(x), y) \) is continuous, for all \( y \in K \),
(c) for each \( x \in K \), the set \( \{ y \in K : f(g(x), y) \in \text{int } C(x) \} \) is convex,
(d) the mapping \( W : K \to 2^X \) defined by \( W(x) = Y \setminus (\text{int } C(x)) \) is closed,
(e) there exist subsets \( M \) and \( N \) of \( K \), compact convex and compact, respectively, such that for all \( x \in K \setminus N \) there is \( y \in M \) such that \( f(g(x), y) \in \text{int } C(x) \),

then the solution set of IVEP is nonempty and compact.

Proof Define the set-valued mapping \( F : K \to 2^K \) by

\[
F(y) = \{ x \in K : f(g(x), y) \notin \text{int } C(x) \}.
\]

We show that \( F \) satisfies all the assumptions of Lemma 1.3. By (b) and (d), \( F(y) \) is a closed subset of \( K \) for all \( y \in K \). It follows from (c) and (a) that \( F \) is a KKM mapping. Indeed, on the contrary of the assertion if there exist \( y_1, y_2, \ldots, y_n \) in \( K \) and \( z = \sum_{i=1}^n \lambda_i y_i \in \text{co}(y_1, y_2, \ldots, y_n) \setminus \bigcup_{y \in M} F(y) \), then \( f(g(z), y_i) \in \text{int } C(z) \) and so by (c) we deduce that

\[
f(g(z), z) \in \text{int } C(z),
\]

which is a contradiction (by (a)). Then \( F \) is a KKM mapping. Also, it is obvious from (e) that \( \bigcap_{y \in M} F(y) \subseteq N \) and so \( \bigcap_{y \in M} F(y) \) is compact (note that \( F(y) \) is closed for each \( y \in Y \) and \( M \) is compact). Hence by Lemma 1.3 there exists \( \bar{x} \in K \) such that

\[
\bar{x} \in \bigcap_{x \in K} F(x)
\]

and it is easy to see that the solution set of IVEP is equal to the set \( \bigcap_{x \in K} F(x) \) and hence \( \bar{x} \) is a solution of IVEP and further it is compact (note \( \bigcap_{x \in K} F(x) \subseteq \bigcap_{y \in M} F(x) \subseteq N \)) and hence the proof is complete. \( \square \)

We note that if \( g \) is continuous and \( f \) is continuous with respect to the first variable then the mapping \( x \to f(g(x), y) \) is continuous and so condition (b) holds while the simple example \( g(x) = 1 \) if \( x \) is rational, and \( g(x) = 0 \) if \( x \) is irrational, and \( f(x, y) = 1 \), for \( x \) rational, and \( f(x, y) = 0 \) if \( x \) is irrational, shows that it is easy to check that the mapping \( x \to f(g(x), y) \) is continuous; nevertheless, neither \( g \) nor \( f \) is continuous, which shows that the converse does not hold in general. Moreover, in the example, if we take \( K = [0, 1] \) then \( f \) and \( g \) satisfy all the assumptions of Theorem 2.1 and so the solution set of IVEP is nonempty and compact but the example cannot fulfill all the conditions of Proposition 3.1 in [6]. Hence Theorem 2.1 extends Proposition 3.1 in [6]. Also one can easily see the \( C \)-convexity of \( f \) at the second variable, that is, for each \( x \in K \),

\[
tf(x, y_1) + (1 - t)f(x, y_2) - f(\lambda x + (1 - \lambda)y_2) \in C(x), \quad \forall t \in [0, 1],
\]
Then IVEP has a solution in the neighborhood $V$ of $x_0$ if there exist a nonempty compact and convex subset $D$ of $K \cap V(x_0)$ and $y_0 \in D$ such that for all $x \in (K \cap V(x_0)) \setminus D$ $f(g(x), y) \in - \text{int } C(x)$.

Then IVEP has a solution in the neighborhood $V(x_0)$ of $x_0$, that is, there exists $x^* \in (K \cap V(x_0))$ such that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in K$.

Moreover, the solution set is a compact subset of $K \cap V(x_0)$.

Proof. There is neighborhood $U$ of $x_0$ such that $\text{co } U \subseteq V(x_0)$ (see, for example, [10]). Hence by Theorem 2.1, IVEP has a solution on $B = K \cap \text{co } (U \cup \{y_0\})$. Then there exists $x^* \in B$ such that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in B$.

We claim that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in K$. 

The following corollary is an extension of Proposition 3.3 in [6] for topological vector spaces. Furthermore, the condition that $f$ is locally non-positive at $x_0 \in K$ has been omitted.

**Corollary 2.3** Let $K$ be a nonempty closed and convex subset of a Hausdorff topological vector space $X$ and let $f : K \times K \rightarrow Y$ and $C : K \rightarrow Y$ be two mappings such that:

(a) $f(g(x), x) = 0$, $\forall x \in K$,
(b) the mapping $x \rightarrow f(g(x), y)$ is continuous, for all $y \in K$,
(c) for each $x \in K$ the mapping $y \rightarrow f(g(x), y)$ is $C(x)$-convex,
(d) the mapping $W : K \rightarrow 2^Y$ defined by $W(x) = Y \setminus (-\text{int } C(x))$ is closed,
(e) there exist a nonempty compact convex subset $D$ of $K \cap V(x_0)$ and $y_0 \in D$ such that for all $x \in (K \cap V(x_0)) \setminus D$ $f(g(x), y) \in - \text{int } C(x)$.

The following corollary is an extension of Proposition 3.3 in [6] for topological vector spaces. Furthermore, the condition that $f$ is locally non-positive at $x_0 \in K$ has been omitted.

**Definition 2.2** ([6]) A mapping $f : E \times E \rightarrow Y$ is said to be locally non-positive at $x_0 \in E$ with respect to a mapping $g : E \rightarrow Y$ if there exist a neighborhood $V(x_0)$ of $x_0$ and a point $z_0 \in E \cap \text{int } V(x_0)$ such that $f(g(x), z_0) \in -C(x)$, $\forall x \in E \cap V(x_0)$,

where $\partial V(x_0)$ is the boundary of $V(x_0)$. In the case that $g$ is the identity mapping, the mapping $f$ is called locally non-positive at $x_0 \in E$.

The following corollary is an extension of Proposition 3.3 in [6] for topological vector spaces. Furthermore, the condition that $f$ is locally non-positive at $x_0 \in K$ has been omitted.

**Corollary 2.3** Let $K$ be a nonempty closed and convex subset of a Hausdorff topological vector space $X$ and let $f : K \times K \rightarrow Y$ and $C : K \rightarrow Y$ be two mappings such that:

(a) $f(g(x), x) = 0$, $\forall x \in K$,
(b) the mapping $x \rightarrow f(g(x), y)$ is continuous, for all $y \in K$,
(c) for each $x \in K$ the mapping $y \rightarrow f(g(x), y)$ is $C(x)$-convex,
(d) the mapping $W : K \rightarrow 2^Y$ defined by $W(x) = Y \setminus (-\text{int } C(x))$ is closed,
(e) there exist a nonempty compact convex subset $D$ of $K \cap V(x_0)$ and $y_0 \in D$ such that for all $x \in (K \cap V(x_0)) \setminus D$ $f(g(x), y) \in - \text{int } C(x)$.

Then IVEP has a solution in the neighborhood $V(x_0)$ of $x_0$, that is, there exists $x^* \in (K \cap V(x_0))$ such that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in K$.

Moreover, the solution set is a compact subset of $K \cap V(x_0)$.

Proof. There is neighborhood $U$ of $x_0$ such that $\text{co } U \subseteq V(x_0)$ (see, for example, [10]). Hence by Theorem 2.1, IVEP has a solution on $B = K \cap \text{co } (U \cup \{y_0\})$. Then there exists $x^* \in B$ such that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in B$.

We claim that $f(g(x^*), y) \notin \text{int } C(x^*)$, $\forall y \in K$. 

which implies condition (c) of Theorem 2.1, while if we take $X = \mathbb{R}$ and let $K$ be any nonempty convex and compact subset of $X$ and define $f(x, y) = -y^2$, for all $x, y \in K$ and we let $g$ be an arbitrary mapping, we take the example $f(x, y) = -y^2$, for $x, y \in K$ and $g$ an arbitrary mapping, then this example fulfills condition (c) (note that it satisfies all the assumptions of Theorem 2.1) but $f$ is not convex at the second variable and hence condition (c) improves condition (3) in Proposition 3.1 of [6].
Indeed, if the sentence is not true then there is \( y \in K \) so that

\[
f(g(x^*), y) \in -\text{int } C(x^*).\]

Put \( y_t = x^* + t(y - x^*) \), for \( t > 0 \). It is clear that \( y_t \in B \), for \( t \) that is small enough. Then by condition (c) we have

\[
f(g(x^*), y) \in (1 - t)f(g(x^*), y) + tf(g(x^*), x^*) \in -\text{int } C(x^*) + 0 = -\text{int } C(x^*),
\]

which is a contradiction. Hence \( x^* \) is a solution of IVEP. The second part follows from condition (e). This completes the proof. \( \Box \)

The next theorem is an extension of Theorems 3.1, 3.3 and Corollary 3.3 in [6] with mild assumptions for mappings which do not need to satisfy the locally non-positive condition. In fact this condition has been removed.

**Theorem 2.4** Let \( F : \Lambda_2 \times E \times E \to Y \) and \( g : E \to E \) be two mappings. If the following assumptions hold:

(i) \( K : \Lambda_1 \to 2^E \) is a continuous mapping with nonempty convex compact values;

(ii) \( (\epsilon, x, y) \to F(\epsilon, g(x), y) \) is continuous;

(iii) the set \( \{ y : F(\epsilon, g(x), y) \in -\text{int } C(x) \} \) is convex and \( F(\epsilon, g(x), x) = 0 \), for each \( (\epsilon, x) \in \Lambda_1 \times E \);

(iv) the mapping \( W : E \to 2^Y \) defined by \( W(x) = Y \setminus -\text{int } C(x) \) is closed;

then

(i) for each \( (\lambda, \epsilon) \in \Lambda_1 \times \Lambda_2 \), the solution set

\[
S(\lambda, \epsilon) = \{ x \in K(\lambda) : F(\epsilon, g(x), y) \notin -\text{int } C(x), \forall y \in K(\lambda) \},
\]

is nonempty and compact,

(ii) the solution set mapping \( S : \Lambda_1 \times \Lambda_2 \to 2^X \) defined by

\[
(\lambda, \epsilon) \to S(\lambda, \epsilon)
\]

is continuous.

**Proof** The first part, that is, (i), follows from Theorem 2.1 by taking, for each \( (\lambda, \epsilon) \in \Lambda_1 \times \Lambda_2, M = N = K(\lambda) \) and defining \( f(x, y) = F(\epsilon, x, y), \) for all \( (x, y) \in K(\lambda) \times K(\lambda) \). To prove (ii), let \( \{ (\lambda_i, \epsilon_i) \}_{i \in I} \subseteq \Lambda_1 \times \Lambda_2 \) be a net with \( (\lambda_i, \epsilon_i) \to (\lambda, \epsilon) \) and \( z_i \in S(\lambda_i, \epsilon_i) \subseteq K(\lambda_i) \). Since \( K \) is u.s.c., \( \lambda_i \to \lambda \) and \( z_i \in K(\lambda_i) \), using Lemma 1.1(i), there exist \( z \in K(\lambda) \) and a subnet \( \{ z_{i_j} \} \) of \( \{ z_i \} \) which converges to \( z \). So

\[
F(\epsilon_{i_j}, g(z_{i_j}), y) \in Y \setminus (-\text{int } C(z_{i_j})) = W(z_{i_j}), \quad \forall y \in K(\lambda_{i_j}).
\]

We claim that \( z \in S(\lambda, \epsilon) \) (note that if we show the claim then according to Lemma 1.1 the mapping \( S \) will be an u.s.c.). If the claim is not true then there is \( y \in K(\lambda) \) such that

\[
F(\epsilon, g(z), y) \notin -\text{int } C(z).
\]
So, since $K$ is l.s.c., there exists net $w_j \in K(\lambda_j)$ such that $w_j \to y$. Then it follows from (1) that

$$F(\epsilon_j, g(z_j), w_j) \in W(z_j),$$

and so by (ii) and (iv) we get

$$F(\epsilon, g(z), y) \in Y \setminus \text{int } C(z) = W(z),$$

which is contradicted by (2) and so $z \in S(\lambda, \epsilon)$. It follows from $x_i \in S(\lambda, \epsilon)$ that $f(\epsilon_j, g(x_i), \epsilon_j) \notin \text{int } C(x_i)$ and so $f(\epsilon_j, g(x_i), y_i) \in W(x_i)$ and by the closedness of $W$ we get $f(\epsilon, g(x), y) \in W(x)$, which is a contradiction, and then the solution set mapping $S$ is u.s.c. Now we show that $S$ is l.s.c. Let $\{[\lambda_i, \epsilon_i]_i \}$ be a net with $(\lambda_i, \epsilon_i) \to (\lambda, \epsilon)$ and $z$ an arbitrary element of $S(\lambda, \epsilon) \subseteq K(\lambda)$. Put $\Xi = \{V : V$ is a neighborhood of $z\}$ (note by the relation $V \subseteq W$ if and only if $V \supseteq W$, the set $\Xi$ is a directed set). Then for each $(V, i) \in \Xi \times I$, there is a closed and convex neighborhood $H_{V, i}$ of $z$ such that $H_{V, i} \subseteq V$ (see [10]) and so it follows from Theorem 2.1 that there is $z_i \in H_{V, i} \cap K(\lambda_i)$ such that

$$F(\epsilon_i, g(z_i), y) \notin \text{int } C(z_i), \quad \forall y \in H_{V, i} \cap K(\lambda_i). \quad (3)$$

Now if there exists $y \in K(\lambda_i)$ such that

$$F(\epsilon_i, g(z_i), y) \in \text{int } C(z_i),$$

it follows from $F(\epsilon_i, g(z_i), z_i) = 0$ (see condition (i)) and (iii) that

$$F(\epsilon_i, g(z_i), z_i + t(y - z_i)) \in \text{int } C(z_i), \quad \forall t \in [0, 1],$$

which is a contradiction, for $t \in [0, 1]$ small enough, by (3) (note $H_{V, i}$ is an open set and $z_i \in H_{V, i}$). So

$$F(\epsilon_i, g(z_i), y) \notin \text{int } C(z_i), \quad \forall y \in K(\lambda_i),$$

and hence $z_i \in S(\epsilon_i, \lambda_i)$. Consequently, for each point $(V, i) \in \Xi \times I$ there is $z_i \in S(\epsilon_i, \lambda_i)$, and so $z_i \to z$. Hence it follows from Lemma 1.1(ii) that $S$ is l.s.c. and the proof is completed.

Inspired by the proof of the second part of the previous theorem, we can deduce the lower semi-continuity of the solution set mapping. Indeed, the next theorem is an improvement of Theorem 3.2 in [6] without using the lower semi-continuity of the mapping $K : \Lambda_1 \to 2^E$; its proof is similar to the proof presented for the second part of Theorem 2.4 and so we omit the proof.

**Theorem 2.5** Let $F : \Lambda_2 \times E \times E \to Y$ and $g : E \to E$ be two mappings. For a given $(\lambda_0, \epsilon_0) \in (\Lambda_1, \Lambda_2)$ there exist neighborhoods $U(\lambda_0)$ of $\lambda_0$ and $M(\epsilon_0)$ of $\epsilon_0$ such that the following assumptions are satisfied:
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(i) \( K : U(\lambda_0) \to 2^X \) is a mapping with nonempty convex and compact values;
(ii) mapping \((\varepsilon, x, y) \to F(\varepsilon, g(x), y)\) is continuous, for each \((\varepsilon, x, y) \in M(\varepsilon_0) \times E \times E\);
(iii) for each \( x \in E \) the mapping \( y \to F(\varepsilon, g(x), y) \) is \(C(x)\)-convex and \( F(\varepsilon, g(x), x) = 0 \), for each \((\varepsilon, x) \in M(\varepsilon_0) \times E\);
(iv) the mapping \( W : E \to 2^Y \) defined by \( W(x) = Y \setminus \text{int} C(x) \) is closed.

Then
(i) \( S(\lambda, \varepsilon) \), for each \((\lambda, \varepsilon) \in U(\lambda_0) \times M(\varepsilon_0)\) is nonempty and compact;
(ii) the mapping \( S \) is l.s.c. at \((\lambda_0, \varepsilon_0)\).

Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
This work presented have was carried out in collaboration between all authors. The main idea of this paper was proposed by AF and SP prepared the manuscript initially and performed all the steps of the proofs in this research. All authors read and approved the final manuscript.

Author details
1 Department of Mathematics, Razi University, Kermanshah, 67149, Iran. 2 Department of Mathematics, Faculty of Science, Naresuan University, Phitsanulok, 65000, Thailand.

Received: 13 August 2013   Accepted: 28 March 2014   Published: 02 May 2014

References
1. Takahashi, W: Nonlinear variational inequalities and fixed point theorems. J. Math. Soc. Jpn. 28, 168-181 (1976)
2. Blum, E, Oettli, W: From optimization and variational inequalities to equilibrium problems. Math. Stud. 63(93), 123-145 (1994)
3. Noor, MA, Oettli, W: On generalized nonlinear complementarity problems and quasi equilibria. Matematiche 49, 313-331 (1994)
4. Bianchi, M, Pini, R: Coercivity conditions for equilibrium problems. J. Optim. Theory Appl. 124, 79-92 (2005)
5. Huang, NJ, Li, J, Thompson, HB: Implicit vector equilibrium problems with applications. Math. Comput. Model. 37, 1343-1356 (2003)
6. Huang, NJ, Li, J, Thompson, HB: Stability for parametric implicit equilibrium problem. Math. Comput. Model. 43, 1267-1274 (2006)
7. Tan, NX: Quasi-variational inequalities in topological linear locally convex Hausdorff spaces. Math. Nachr. 122, 231-245 (1985)
8. Fan, K: Some properties of convex sets related to fixed point theorems. Math. Ann. 266, 519-537 (1984)
9. Yuan, XZ: KKM Theory and Applications in Nonlinear Analysis. Dekker, New York (1999)
10. Rudin, W: Functional Analysis. McGraw-Hill, New York (1973)

Submit your manuscript to a SpringerOpen journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Immediate publication on acceptance
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at [springeropen.com](http://springeropen.com)