HIGHER WEIGHT ON $GL(3)$, I: THE EISENSTEIN SERIES.

JACK BUTTCANE

Abstract. The purpose of this paper is to collect and make explicit the results of Langlands [13], Bump [3], Miyazaki [15] and Manabe, Ishii and Oda [14] for the $GL(3)$ Eisenstein series and Whittaker functions which are non-trivial on $SO(3,\mathbb{R})$. The final goal for the series of papers is a complete and completely explicit spectral expansion for $L^2(SL(3,\mathbb{Z}))$ of $SL(3,\mathbb{R}))$ in the style of Duke, Friedlander and Iwaniec’s paper [5]. We derive a number of new results on the Whittaker functions and Eisenstein series, and give new, concrete proofs of the functional equations and spectral expansion in place of the general constructions of Langlands.

1. Introduction

In a series of papers [17, 18, 19], Selberg gave an analysis of the $L^2$-spaces on compact quotients $\Gamma \backslash G/K$ with $\Gamma$ discrete and $K$ compact, in terms of the eigenfunctions of the natural translation-invariant differential operators, subject to some assumptions on the group $G$. Langlands [12, 13] then gave a vast generalization to the case of finite-volume $\Gamma \backslash G$ where $G$ is a connected reductive Lie group, subject to an additional (widely satisfied) technical assumption that $G$ has a finite basis of parabolic subgroups. Langlands’ spectral expansion is a tempting resource for analytic number theorists, but the level of abstraction makes it nearly impossible to apply.

The key component of the spectral expansion of Langlands is a basis of the continuous spectrum consisting of generalized Eisenstein series; one must show the meromorphic continuation and functional equations of these objects, and his approach was to prove the meromorphic continuation directly and show that the functional equations of the constant terms, i.e. the zeroth Fourier coefficients, must hold for the series as a whole. We may approach the problem instead by considering the full Fourier expansion, a la Piatetski-Shapiro [16] and Shalika [21], in terms of generalized Whittaker functions. The analytic continuation and functional equations of these Whittaker functions give the necessary results for the Eisenstein series. This approach was initiated by Jacquet [10].

In the specific case $\Gamma = SL(3,\mathbb{Z})$ and $G = PSL(3,\mathbb{R})$, there are two distinct types of Eisenstein series: one type attached to the minimal parabolic and one attached to the maximal parabolic. Bump [3] (and independently Vinogradov and Takhtadzhyan [23]) has given a very explicit computation of the Fourier-Whittaker expansion of the minimal parabolic Eisenstein series, and following Jacquet’s approach, its meromorphic continuation and functional equations. In the process he gave an explicit form for the generalized Whittaker
function, and identified its Mellin transform (an idea which Stade [22] has generalized to GL(n)). His results apply to the spectral expansion in the so-called “spherical” case, i.e. on $L^2(\Gamma \backslash G/K)$ with $K = SO(3, \mathbb{R})$. Manabe, Ishii and Oda [14], as well as Miyazaki [15] have computed the Mellin transform of the Whittaker functions in the minimal weight case, which are the spherical case plus those attached to the 3-dimensional representation of $SO(3, \mathbb{R})$. Miyazaki’s results are actually slightly more general, but not in a way that is useful to the current discussion.

The Fourier-Whittaker expansion, and hence the meromorphic continuation and functional equations, of the maximal parabolic Eisenstein series in the sense of Piatetski-Shapiro and Shalika can, in principle, be found in Shahidi’s book [20], and by Imai and Terras [8] in an entirely different sense. In practice, we prefer the Fourier expansion of Piatetski-Shapiro and Shalika over that of Imai and Terras, but Shahidi’s book is insufficiently explicit with respect to the various measures, and does not consider the ramified places (e.g. for non-spherical forms). Miyazaki [15] gives a computation of the Fourier coefficients of the maximal parabolic Eisenstein series; we will give a slightly different derivation in this paper.

Finally, in a paper on Artin L-functions, Duke, Friedlander and Iwaniec [5], have given a fully explicit basis of $GL(2)$ Maass forms at each weight $k \in \mathbb{Z}$. They accept as input the Hecke eigenvalues of spherical Maass forms and holomorphic modular forms and give the basis in terms of the Fourier expansions of Piatetski-Shapiro and Shalika.

Our goal is to specialize the results of Langlands to the case $\Gamma = SL(3, \mathbb{Z}), G = PSL(3, \mathbb{R})$, but in the more general, non-spherical case, i.e. on $L^2(\Gamma \backslash G)$; we take a path intermediate to those of Langlands and Jacquet. As we are strongly interested in applying this to Kuznetsov-type formulae, we require the Fourier expansions of all relevant Maass forms. The larger goal for this paper and its successor is to replicate the theorem of Duke, Friedlander and Iwaniec for $GL(3)$ Maass forms. In fact, the construction and analysis of the maximal parabolic Eisenstein series will use their theorem as input.

The $L^2$-space splits into a direct sum over the representations of $K$; up to isomorphism, these are given by the Wigner $\mathcal{D}$-matrices $\mathcal{D}^d : K \to SO(2d + 1, \mathbb{C})$ for each integer $d \geq 0$, which we call the weight. It is common to collect scalar-valued functions on $\Gamma \backslash G$ whose $K$-part lies in the span of the matrix coefficients of some $\mathcal{D}^d$ into row vector valued functions which transform as $f(\gamma g k) = f(g) \mathcal{D}^d(k)$, for $\gamma \in \Gamma, g \in G, k \in K$. The vector-valued Eisenstein series and Whittaker functions can be further collected into matrix-valued forms.

In section 3, for each $d$, we construct a matrix-valued Whittaker function $W^d(g, \mu, \psi)$ with spectral parameters $\mu$, character $\psi$ and $K$-type $\mathcal{D}^d$ (see (36)). We compute all of its degenerate forms explicitly in terms of the classical Whittaker function, and for the non-degenerate form, we compute its Mellin transform as a sum of one-dimensional Mellin-Barnes integrals. We determine the poles of the Mellin transform, generalizing in the weight direction a project of Stade [22] for the $GL(n)$ Whittaker functions, and note it has exponential decay in tube domains. This gives us the analytic continuation of the Whittaker function, and we give some basic bounds on the Whittaker function which show the rapid decay in the $y$ components. We also compute the functional equations and briefly prove the absolute convergence of the Fourier expansion of Piatetski-Shapiro and Shalika.

In section 4, we construct a matrix-valued minimal parabolic Eisenstein series $E^d(g, \mu)$ with spectral parameters $\mu$ and $K$-type $\mathcal{D}^d$ (see (64)). Relying on the computations of Bump...
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In section 3, we give its full, explicit Fourier-Whittaker expansion. We obtain an initial meromorphic continuation from the Fourier expansion, but prove the functional equations from the functional equations of all of the constant terms, in a modification of Langlands’ approach.

In section 5, we construct matrix-valued maximal parabolic Eisenstein series $E_d(g, \Phi, \mu_1)$ with spectral parameter $\mu_1$ and $K$-type $D_d$ attached to the $GL(2)$ Maass form $\Phi$ (see (79)). Relying on the computations of Miyazaki [15], we give their Fourier-Whittaker expansions, and give their analytic continuation and functional equations.

Lastly, in section 6, we consider the poles of the minimal parabolic Eisenstein series, and show that their contribution to the spectral expansion can be expressed in terms of the constant function and a maximal parabolic Eisenstein series attached to the $GL(2)$ constant function.

Collectively, this leads us to the following: For each integer $d \geq 0$, we put

$$S_2^d = \left\{ \sqrt{\frac{g}{\pi}} \right\} \cup \tilde{S}_0 \bigcup_{0 < k \leq d, 2|k} \tilde{S}_k,$$

where $\tilde{S}_0$ is an orthonormal basis of $SL(2, \mathbb{Z})$ Hecke-Maass cusp forms, and $\tilde{S}_k$ is an orthonormal basis of holomorphic Hecke modular forms of weight $k$. The primary goal of the paper is to make explicit the spectral expansion of Langlands, which becomes

**Theorem 1.** For $f : \Gamma \backslash G \to \mathbb{C}$ smooth and compactly supported, the function $f - f_0 - f_1 - f_2$ with

$$f_0(g) = \frac{1}{24} \sum_{d=0}^{\infty} \frac{(2d+1)}{(2\pi i)^2} \int_{\text{Re}(\mu)=0} \text{Tr} \left( E^d(g, \mu) \int_{\Gamma \backslash G} f(g') \overline{E^d(g', \mu)^T} dg' \right) d\mu,$$

$$f_1(g) = \sum_{d=0}^{\infty} \sum_{\Phi \in S_2^d} \frac{(2d+1)}{2\pi i} \int_{\text{Re}(\mu_1)=0} \text{Tr} \left( E^d(g, \Phi, \mu_1) \int_{\Gamma \backslash G} f(g') \overline{E^d(g', \Phi, \mu_1)^T} dg' \right) d\mu_1,$$

$$f_2 = \frac{1}{4/\zeta(3)} \int_{\Gamma \backslash G} f(g) dg,$$

is square-integrable and cuspidal.

We say a function $f$ is cuspidal when its degenerate Fourier coefficients are all zero, that is, when the integrals

$$\int_{U_{w_4}(\mathbb{Z}) \backslash U_{w_4}(\mathbb{R})} f(ug) du, \quad \int_{U_{w_5}(\mathbb{Z}) \backslash U_{w_5}(\mathbb{R})} f(ug) du,$$

on the unipotent subgroups $U_{w_4}(\mathbb{R}) \subset G$, defined in section 2.1 below, are both zero. Such an $f$ will fall in the span of the discrete spectrum, a.k.a. the Maass cusp forms. Describing those forms will require knowledge of the raising and lowering operators on $GL(3)$, which will be the focus of the next paper.

---

1The $L^2$-normalized constant function on $SL(2)$ is usually $\sqrt{\frac{2}{\pi}}$, the spare 2 here is the size of the group $\nu_2$ in section 5.4.
A note on absolute convergence: The first step in the spectral expansion is to expand \( f \) over \( K \)-types \( \mathcal{D}^d \). Since the entries of these matrices are eigenfunctions of the Laplacian on \( SO(3, \mathbb{R}) \) (with supremum norm 1), we may assume the \( d \) sum is finite, up to a negligible error (depending on the derivatives of \( f \)), by the usual harmonic analysis trickery. Then all of the matrix-valued Eisenstein series are eigenfunctions of the Laplacian on \( G \), so we may again assume their spectral parameters are bounded, applying the trivial bound on the supremum norm given in Proposition 5.

It is interesting to determine the multiplicities of the (row) vector-valued Eisenstein series, and this can be done using the asymptotics of the Whittaker functions and explicit forms of the Fourier-Whittaker expansions. For the minimal parabolic Eisenstein series and a maximal parabolic Eisenstein series attached to a spherical \( GL(2) \) Maass form, the asymptotics of section 3.5 are given by invertible matrices, so the multiplicities can be read directly from the rank of the \( \Sigma^d_{+\pm} \) matrix (see section 2.2.2) in the Fourier-Whittaker expansion: The multiplicities are

\[
\begin{cases} 
\frac{d}{2} + 1 & \text{if } d \text{ is even}, \\
\frac{d-1}{2} & \text{if } d \text{ is odd}, 
\end{cases}
\]

for the minimal parabolic or maximal parabolic attached to an even \( GL(2) \) Maass form, and

\[
\begin{cases} 
\frac{d}{2} & \text{if } d \text{ is even}, \\
\frac{d+1}{2} & \text{if } d \text{ is odd}, 
\end{cases}
\]

for a maximal parabolic attached to an odd \( GL(2) \) Maass form. A maximal parabolic Eisenstein series attached to an even weight \( \kappa > 0 \) modular form (as we have constructed it) is the same as for an even Maass form, except the middle \( 2\kappa - 1 \) rows are deleted, so the sequence becomes

\[
\begin{cases} 
\frac{d-\kappa}{2} + 1 & \text{if } d \geq \kappa \text{ is even}, \\
\frac{d-\kappa+1}{2} & \text{if } d > \kappa \text{ is odd}. 
\end{cases}
\]

The use of matrix-valued forms in this paper makes this computation a novelty, at least in terms of the spectral expansion.

2. Background

2.1. Groups, spaces and characters. Let \( G = PSL(3, \mathbb{R}) = GL(3, \mathbb{R})/\mathbb{R}^\times \) and \( \Gamma = SL(3, \mathbb{Z}) \). In section 2.4 we will give explicitly the Iwasawa decomposition of \( G = U(\mathbb{R})Y^+K \).

The groups involved in the decomposition are the orthogonal matrices \( K = SO(3, \mathbb{R}) \), the unipotent matrices

\[
U(\mathbb{R}) = \left\{ \begin{pmatrix} 1 & x_2 & x_3 \\ 0 & 1 & x_1 \\ 0 & 0 & 1 \end{pmatrix} \middle| x_i \in \mathbb{R} \right\}, \quad \mathbb{R} \in \{ \mathbb{R}, \mathbb{Q}, \mathbb{Z} \},
\]

(the missing entries to be interpreted as zero) and the diagonal matrices

\[
Y^+ = \left\{ \begin{pmatrix} y_1y_2 \\ y_1 \end{pmatrix} \in GL(3, \mathbb{R}) \middle| y_1, y_2 > 0 \right\}.
\]
The relationship between the indices of the $x_i$ and their location within the $x$-matrix (in $U$) will be fixed throughout the paper, similarly for the $y$ matrices and their coordinates. The measure on the space $U(\mathbb{R})$ is simply $dx := dx_1 dx_2 dx_3$, and the measure on $Y^+$ is

$$dy := \frac{dy_1 dy_2}{(y_1 y_2)^3}.$$ 

The measure on $G$ is $dg := dx dy dk$, where $dk$ is the Haar probability measure on $K$ described in section 2.2.1. We do not distinguish notationally between the matrix $y = \begin{pmatrix} y_1 & y_2 \\ y_3 & y_4 \end{pmatrix}$ and the pair $y = (y_1, y_2)$. This will not cause a problem, as the multiplication is the same in both realizations.

The intersection of the diagonal and orthogonal matrices will frequently arise in computations; this is the group $V$ containing the four matrices

$$v_{++} = I, \quad v_{+-} = \begin{pmatrix} 1 & -1 \\ -1 & -1 \end{pmatrix}, \quad v_{-+} = \begin{pmatrix} -1 & -1 \\ 1 & 1 \end{pmatrix}, \quad v_{--} = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}.$$ 

Characters of $U(\mathbb{R})$ are given by

$$\psi_m(x) = \psi_{m_1, m_2}(x) = e^{m_1 x_1 + m_2 x_2}, \quad e(t) = e^{2\pi it},$$

where $m \in \mathbb{R}^2$; the symbol $\psi$ will generally denote such a character. The $V$ group acts on these characters by $\psi_{m^v}(x) = \psi_m(vxv)$. This gives the action $\psi_{m^v}(x) = \psi_m(x)$ on $\mathbb{R}^2$,

$$m^{v++} = m, \quad m^{v+-} = (m_1, -m_2), \quad m^{v+-} = (-m_1, m_2), \quad m^{v--} = (-m_1, -m_2).$$

Characters of $Y^+$ are given by the power function on $3 \times 3$ diagonal matrices, defined by

$$p_\mu \left( \begin{array}{ccc} a_1 \\ a_2 \\ a_3 \end{array} \right) = |a_1|^{\mu_1} |a_2|^{\mu_2} |a_3|^{\mu_3},$$

where $\mu \in \mathbb{C}^3$. We assume $\mu_1 + \mu_2 + \mu_3 = 0$ so this is defined modulo $\mathbb{R}^\times$, renormalize by $\rho = (1, 0, -1)$, and extend by the Iwasawa decomposition

$$p_{\rho' + \mu}(rxyk) = y_1^{1-\mu_3} y_2^{1+\mu_1}, \quad r \in \mathbb{R}^\times, x \in U(\mathbb{R}), y \in Y^+, k \in K.$$ 

When we integrate over the space of such $\mu$, we will use the standard measure

$$d\mu = d\mu_1 d\mu_2 = d\mu_2 d\mu_3 = d\mu_1 d\mu_3.$$ 

We will also make reference to the Bruhat decomposition of $\Gamma \subset G$. This decomposition has the form $G = U(\mathbb{R})Y^+VWU(\mathbb{R})$, where $W$ is the Weyl group of $G$ containing the six matrices

$$I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad w_2 = -\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad w_3 = -\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},$$

$$w_4 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad w_5 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad w_6 = -\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}. $$
Note that this matches Bump’s book \[3\], but has \(w_2\) and \(w_3\) interchanged compared to Goldfeld’s book \[6\]. When taking the Bruhat decomposition of an element \(\gamma \in \Gamma\), we have \(\gamma = bcvwb'\) with \(b, b' \in U(\mathbb{Q})\), \(v \in V\), \(w \in W\) and \(c\) of the form

\[
\begin{pmatrix}
\frac{1}{c_2} & 0 \\
\frac{2}{c_1} & c_1
\end{pmatrix}, \quad c_1, c_2 \in \mathbb{N}.
\]

The space \(U\) decomposes into subspaces according to the action of the Weyl group, and we set \(U_w = (w^{-1}U^T w) \cap U\) for \(w \in W\). These are

\[U_1 = \{I\}, \quad U_{w_2} = \left\{ \begin{pmatrix} 1 & x_2 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \right\}, \quad U_{w_3} = \left\{ \begin{pmatrix} 1 & 0 & 0 \\ 1 & x_1 & 1 \end{pmatrix} \right\}
\]

\[U_{w_4} = \left\{ \begin{pmatrix} 1 & x_2 & x_3 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \right\}, \quad U_{w_5} = \left\{ \begin{pmatrix} 1 & 0 & x_3 \\ 1 & x_1 & 1 \end{pmatrix} \right\}, \quad U_{w_1} = U.
\]

The complementary spaces are \(U_w = (w^{-1}U_w) \cap U\). The Bruhat decomposition of \(\gamma \in \Gamma\) above becomes unique if we enforce \(b' \in U_{w}(\mathbb{Q})\).

The Weyl group also defines a right action on the coordinates of \(\mu\) by permuting the entries of a diagonal matrix,

\[p_{\mu^w}(a) = p_\mu (waw^{-1}).\]

When applying subscripts, we will use the convention \(\mu^w_i = (\mu^w)_1\). Because it arises so frequently, we give a table of this action:

\[
\begin{align*}
\mu^I &= (\mu_1, \mu_2, \mu_3), & \mu^{w_2} &= (\mu_2, \mu_1, \mu_3), & \mu^{w_3} &= (\mu_1, \mu_3, \mu_2), \\
\mu^{w_4} &= (\mu_3, \mu_1, \mu_2), & \mu^{w_5} &= (\mu_2, \mu_3, \mu_1), & \mu^{w_1} &= (\mu_3, \mu_2, \mu_1).
\end{align*}
\]

The Fourier coefficients (or Hecke eigenvalues) of the \(GL(3)\) Eisenstein series are most easily described in terms of the Schur polynomials

\[S_{n_1,n_2}(\alpha, \beta) := \det \begin{pmatrix}
1 & \beta^{n_1+n_2+2} & \alpha^{n_1+n_2+2} \\
1 & \beta^{n_1+1} & \alpha^{n_1+1} \\
1 & \beta^2 & \alpha^2 \\
1 & \beta & \alpha \\
1 & 1 & 1
\end{pmatrix}.
\]

Lastly, we will require the Plücker coordinates \(A_i, B_i, C_i\) on elements \(\gamma \in \Gamma\) defined by

\[
\gamma = \begin{pmatrix}
* & * & * \\
\alpha & \beta & \gamma \\
A_1 & B_1 & C_1
\end{pmatrix} \Rightarrow \begin{aligned}
A_2 &= B_1 \gamma - A_1 \beta, \\
B_2 &= A_1 \beta - C_1 \gamma, \\
C_2 &= C_1 \gamma - B_1 \beta.
\end{aligned}
\]

satisfying \(A_1C_2 + B_1B_2 + C_1A_2 = 0\), and

\[(A_1, B_1, C_1) = (A_2, B_2, C_2) = 1.\]

These six integers uniquely determine cosets in \(U(\mathbb{Z})/\Gamma\).
2.2. **Representations of** \( SO(3, \mathbb{R}) \). Up to isomorphism, the representations of \( K \) are given by the Wigner \( D \)-matrices, in the physics terminology. These are frequently deduced by the isomorphism of the Lie algebras of \( SO(3) \) and \( SU(2) \), but we will not be concerned with this construction. A good reference for the representation-theoretic description of Wigner \( D \)-matrices is [11] (this can also be found in [14] and [15]), and for the analytic description, [1].

Say \( k = k(\alpha, \beta, \gamma) \in K \) is described in terms of the Z-Y-Z Euler angles,

\[
(3) \quad k = \begin{pmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{pmatrix} \begin{pmatrix}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

with \( 0 \leq \alpha, \gamma < 2\pi, 0 \leq \beta \leq \pi \), then we write the Wigner \( D \)-matrix of dimension \( 2d + 1 \) with entry at the \((d + 1 + m')\)-th row and \((d + 1 + m)\)-th column

\[
(4) \quad D_{m',m}(d) = e^{-im\alpha}d_{m',m}(\cos \beta)e^{-im\gamma}.
\]

To avoid the ever-present arccos, we have departed slightly from the standard notation \( d_{m',m}(\beta) \), in which \( d_{m',m} \) is a trigonometric polynomial in \( \beta/2 \) called the Wigner \( d \)-polynomial. The matrix and associated vectors are generally indexed from the center entry so that, e.g. the matrix indices match the indices of the characters of the two outer copies of \( SO(3) \) in the Z-Y-Z Euler angle description.

It is frequently useful to rewrite the parameterization \( k(\alpha, \beta, \gamma) \) of \( K \) given in (3) as

\[
(5) \quad \tilde{k}(\exp i\alpha, \exp i\beta, \exp i\gamma) = k(\alpha, \beta, \gamma),
\]

keeping in mind the relevant ranges of the angles. In this notation, the inverse mapping becomes

\[
\begin{pmatrix} g & h & j \\ d & e & f \\ a & b & c \end{pmatrix} = \tilde{k} \left( \frac{j + if}{\sqrt{j^2 + f^2}}, \frac{c + i\sqrt{a^2 + b^2}}{\sqrt{a^2 + b^2 + c^2}}, \frac{-a + ib}{\sqrt{a^2 + b^2}} \right),
\]

unless \( a = b = 0 \). In that case, necessarily \( j = f = 0 \), and we may take

\[
\begin{pmatrix} g & h & 0 \\ d & e & 0 \\ 0 & 0 & \pm 1 \end{pmatrix} = \tilde{k} \left( \frac{e \pm id}{\sqrt{e^2 + d^2}}, \pm 1, 1 \right).
\]

The Wigner \( D \)-matrices give representations

\[
D^d : K \to SL(2d + 1, \mathbb{C}), \quad D^d(kk') = D^d(k)D^d(k'), \quad D^d(k^{-1}) = D^d(k)^{-1} = \overline{D^d(k)}^T,
\]

and the collection of such representations for all integral \( d \geq 0 \) exhausts the isomorphism classes for representations of \( K \). A particularly useful trick for avoiding the Wigner-\( d \)-polynomials, when one knows the Euler angles, is to write \( k(\alpha, \beta, \gamma) \) as

\[
k(\alpha, 0, 0)k(0, \beta, 0)k(0, 0, \gamma) = k(\alpha, 0, 0)w_3k(-\beta, 0, 0)w_3k(\gamma, 0, 0),
\]

so that

\[
D^d(k(\alpha, \beta, \gamma)) = D^d(k(\alpha, 0, 0))D^d(w_3)D^d(k(-\beta, 0, 0))D^d(w_3)D^d(k(\gamma, 0, 0)).
\]
Since it arises often, we will abbreviate $\mathcal{R}^d(s) = \mathcal{D}^d\left(\tilde{k}(s, 1, 1)\right)$. Then from (4), this is
\begin{equation}
\mathcal{R}^d(s) = \text{diag}(s^d, \ldots, 1, \ldots, s^{-d}),
\end{equation}
i.e. $\mathcal{D}_{m,m}^d(\tilde{k}(s, 1, 1)) = s^{-m}$. In this notation, the trick becomes
\begin{equation}
\mathcal{D}^d(\tilde{k}(s, t, u)) = \mathcal{R}^d(s) \mathcal{D}^d(w_3) \mathcal{R}^d(\tilde{t}) \mathcal{D}^d(w_3) \mathcal{R}^d(u).
\end{equation}
This immediately implies a representation of the Wigner $d$-polynomials,
\begin{equation}
d_{m', m}^d(\text{Re}(t)) = \mathcal{D}_{m', m}^d(\tilde{k}(1, t, 1)) = \sum_{j=-d}^d \mathcal{D}_{m', j}^d(w_3) \mathcal{D}_{j, m}^d(w_3) t^j, \quad |t| = 1, 0 \leq \text{arg}(t) \leq \pi,
\end{equation}
and a trivial corollary is
\begin{equation}
\frac{\partial^{n_1}}{\partial s^{n_1}} \frac{\partial^{n_2}}{\partial t^{n_2}} \frac{\partial^{n_3}}{\partial u^{n_3}} \mathcal{D}_{m', m}^d(\tilde{k}(s, t, u)) \ll d^{1+n_1+n_2+n_3},
\end{equation}
since $|\mathcal{D}_{m', m}^d(w_3)| \leq 1$. The extra $d^1$ here is not optimal. We will also occasionally need the dual representation
\begin{equation}
\tilde{\mathcal{D}}^d(k) = \mathcal{D}^d(w k w_l).
\end{equation}

2.2.1. The $L^2$-space on $K$. The Haar probability measure on $K$, in terms of the $Z$-$Y$-$Z$ Euler angles, is given by
\begin{equation}
dk = \frac{1}{8\pi^2} \sin \beta \, d\alpha \, d\beta \, d\gamma,
\end{equation}
and by the Peter-Weyl theorem, the entries of the Wigner $\mathcal{D}$-matrices give a basis for the $L^2$-space: If $f \in L^2(K)$, then
\begin{equation}
f(k) = \sum_{d \geq 0} (2d + 1) \sum_{|m'|, |m| \leq d} \hat{f}(d)_{m', m} \mathcal{D}_{m', m}^d(k)
= \sum_{d \geq 0} (2d + 1) \sum_{|m| \leq d} \hat{f}(d)_{m} \mathcal{D}_{m}^d(k)
= \sum_{d \geq 0} (2d + 1) \text{Tr} \left( \hat{f}(d) \mathcal{D}^d(k) \right),
\end{equation}
where
\begin{equation}
\hat{f}(d) = \int_K f(k) \overline{\mathcal{D}^d(k)^T} dk,
\end{equation}
again indexing from the center element.
2.2.2. The $V$ group. The $V$ matrices may be written (not uniquely) as

$$k(0,0,0) = I, \quad k(\pi,0,0) = v_+, \quad k(0,\pi,0) = v_-, \quad k(\pi,\pi,0) = v_{+-}.$$ 

When $\beta = 0$, the Wigner-$d$ polynomial is zero unless $m = m'$, and in that case

$$d^{d}_{m',m'}(\cos 0) = 1.$$ 

When $\beta = \pi$, the Wigner-$d$ polynomial is zero unless $m = -m'$, and in that case

$$d^{d}_{m',-m'}(\cos \pi) = (-1)^{d-m'}.$$ 

Putting these together,

$$\mathcal{D}^d(I) = I,$$

$$\mathcal{D}^d(v_+) = \begin{pmatrix} (-1)^d & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & (-1)^0 & \cdots \\ \cdots & \cdots & \cdots & (-1)^d \end{pmatrix},$$

$$\mathcal{D}^d(v_{+-}) = (-1)^d \begin{pmatrix} 1 & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & 1 & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{pmatrix},$$

$$\mathcal{D}^d(v_-) = \begin{pmatrix} (-1)^0 & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & (-1)^d & \cdots \\ \cdots & \cdots & \cdots & (-1)^0 \end{pmatrix}.$$

A character $\chi$ of $V$ is determined by its values on $v_+$ and $v_-$. The group of all such characters is then

$$\{\chi_{++}, \chi_{+-}, \chi_{-+}, \chi_{--}\},$$

where $\chi_{\pm}(v_+) = \pm 1$ and $\chi_{\pm}(v_-) = \pm 1$. Define

$$\Sigma_{\chi}^d := \frac{1}{|V|} \sum_{v \in V} \chi(v) \mathcal{D}^d(v),$$

and we use the short-hand $\Sigma_{\chi}^d = \Sigma_{\chi_{\pm}}^d \Sigma_{\chi_{\pm}}^d$. These matrices are projection operators, and hence satisfy the handy property $\Sigma_{\chi}^d = \Sigma_{\chi}^d \Sigma_{\chi}^d$.

The matrix $\Sigma_{++}^d$ occurs in the Fourier-Whittaker expansion of the minimal parabolic Eisenstein series. For the maximal parabolic Eisenstein series, we will encounter a parity, which mimics a character of the $V$ group, so these will have either $\Sigma_{++}^d$ or $\Sigma_{+-}^d$ in their Fourier-Whittaker expansion.
These sums take the values

(11) \[ \Sigma_{++}^{2d} = \begin{pmatrix} \frac{1}{2} & 0 & 0 & \frac{1}{2} \\ 0 & 1 \\ 0 & 0 & \frac{1}{2} \\ \vdots \\ \vdots \\ \end{pmatrix}, \quad \Sigma_{++}^{2d+1} = \begin{pmatrix} \frac{1}{2} & 0 & 0 & -\frac{1}{2} \\ 0 & 0 \\ -\frac{1}{2} & 0 & \frac{1}{2} \\ \vdots \\ \vdots \\ \end{pmatrix}, \]

(12) \[ \Sigma_{+-}^{2d} = \begin{pmatrix} \frac{1}{2} & 0 & 0 & -\frac{1}{2} \\ 0 & 0 \\ -\frac{1}{2} & 0 & \frac{1}{2} \\ \vdots \\ \vdots \\ \end{pmatrix}, \quad \Sigma_{+-}^{2d+1} = \begin{pmatrix} \frac{1}{2} & 0 & 0 & \frac{1}{2} \\ 0 & 0 \\ \frac{1}{2} & 0 & -\frac{1}{2} \\ \vdots \\ \vdots \\ \end{pmatrix}, \]

(13) \[ \Sigma_{-+}^{2d} = \begin{pmatrix} 0 & \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & 0 \\ \vdots \\ \vdots \\ \end{pmatrix}, \quad \Sigma_{-+}^{2d+1} = \begin{pmatrix} 0 & \frac{1}{2} & 0 & -\frac{1}{2} \\ \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & 0 \\ \vdots \\ \vdots \\ \end{pmatrix}, \]

(14) \[ \Sigma_{-}^{2d} = \begin{pmatrix} 0 & \frac{1}{2} & 0 & -\frac{1}{2} \\ \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & 0 \\ \vdots \\ \vdots \\ \end{pmatrix}, \quad \Sigma_{-}^{2d+1} = \begin{pmatrix} 0 & \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & 0 \\ \vdots \\ \vdots \\ \end{pmatrix}. \]

The two relations that will appear are

(15) \[ \mathcal{D}^d(w_1)\Sigma_{++}^d \mathcal{D}^d(w_1) = \Sigma_{++}^d, \quad \mathcal{D}^d(w_3)\Sigma_{--}^d \mathcal{D}^d(w_3) = \Sigma_{--}^d. \]

2.2.3. The Weyl group. The Weyl elements may be written in Z-Y-Z coordinates as

\[ k(\frac{\pi}{2}, \pi, 0) = w_2, \quad k(\frac{3\pi}{2}, \frac{\pi}{2}, \frac{3\pi}{2}) = w_3, \quad k(\frac{\pi}{2}, \frac{\pi}{2}, \pi) = w_4, \quad k(0, \frac{\pi}{2}, \frac{\pi}{2}) = w_5, \quad k(\pi, \frac{\pi}{2}, 0) = w_l. \]

2.3. Two classical integrals.
2.3.1. The classical Whittaker function. For $m \in \mathbb{Z}$, $\Re(u) > 0$ and $y \in \mathbb{R}$, consider the absolutely convergent integral

$$W_m(y, u) = \int_{-\infty}^{\infty} (1 + x^2)^{-\frac{1+iu}{2}} \left( \frac{1+ix}{\sqrt{1+x^2}} \right)^{-m} e(-yx) \, dx.$$  

This is the integral $I_s(n, y)$ from [3] Section 7, and it may be evaluated explicitly using [7] 3.384.9 for $y \neq 0$ and [7] 8.381.1 for $y = 0$, giving

$$W_m(y, u) = (-1)^m \frac{(\pi |y|)^{\frac{1+u}{2}} W_{\frac{u}{2}} \left( 4\pi |y| \right)}{|y| \Gamma \left( \frac{1-\varepsilon m + u}{2} \right)} W_{\frac{u}{2}} \left( 4\pi |y| \right), \quad y \neq 0$$

$$W_m(0, u) = \frac{2^{1-u} \pi \Gamma(u)}{\Gamma \left( \frac{1+u+m}{2} \right) \Gamma \left( \frac{1+u-m}{2} \right)} = \frac{\pi^{\frac{1}{2}} \Gamma \left( \frac{y}{2} \right) \Gamma \left( \frac{1+|m|-u}{2} \right)}{\Gamma \left( \frac{1+u}{2} \right) \Gamma \left( \frac{1+|m|+u}{2} \right)} \sin \left( \frac{\pi \frac{1-u-|m|}{2}}{2} \right),$$

where $\varepsilon = \text{sgn}(y)$ and $W_{\alpha, \beta}(y)$ is the classical Whittaker function. Note that one should apply the formulae in Gradshteyn & Ryshik for $u$ real, and the principal value of the power function, and extend to $\Re(u) > 0$ by analytic continuation. We collect these terms into the matrix $W^d(y, u)$ having diagonal entries $W^{d}_{m,m}(y, u) = W_m(y, u)$, indexing from the center of the matrix, as usual.

Note that the functional equation of the Whittaker function $W_{\alpha,-\beta}(y) = W_{\alpha,\beta}(y)$ implies

$$W^d(y, -u) = (\pi |y|)^{-u} \Gamma_{W^d}(u, \varepsilon) W^d(y, u),$$

where $\Gamma_{W^d}(u, \varepsilon)$ is the diagonal matrix with entries

$$\Gamma^d_{W, m,m}(u, \varepsilon) = \frac{\Gamma \left( \frac{1-\varepsilon m + u}{2} \right)}{\Gamma \left( \frac{1-\varepsilon m - u}{2} \right)} = (-\varepsilon \text{sgn}(m))^m \frac{\Gamma \left( \frac{1+|m|+u}{2} \right)}{\Gamma \left( \frac{1+|m|-u}{2} \right)}.$$  

The second equality follows by the reflection formula; it will be important that the leading sign disappears for even $m$. Similarly, we notice on the even entries the $y = 0$ case simplifies to

$$W_{2m}(0, u) = (-1)^m \pi^{\frac{1}{2}} \frac{\Gamma \left( \frac{y}{2} \right) \Gamma \left( \frac{1-u}{2} + |m| \right)}{\Gamma \left( \frac{1+u}{2} \right) \Gamma \left( \frac{1+|m|}{2} \right)}.$$

Using the fact (6), the matrix for the classical integral becomes

$$W^d(y, u) = \int_{-\infty}^{\infty} (1 + x^2)^{-\frac{1+iu}{2}} \Re^d \left( \frac{1+ix}{\sqrt{1+x^2}} \right) e(-yx) \, dx.$$  

Notice the commutativity of $SO(2, \mathbb{R})$ gives commutativity of the matrices

$$W^d(y, u) R^d(s) = R^d(s) W^d(y, u).$$

Sending $x \mapsto -x$ in the original (16) gives $W_{-m}(y, u) = W_m(-y, u)$, so we also have the symmetry

$$W^d(-y, u) = D^d(v_+) W^d(y, u) D^d(v_+).$$
In case $y = 0$, this translates to commutivity
\[ W^d(0, u)D^d(v) = D^d(v)W^d(0, u), \]
for all $v \in V$.

2.3.2. A generalized beta function. For $\varepsilon \in \{ \pm 1 \}$, $m \in \mathbb{Z}$, $\text{Re}(a) > 0$ and $\text{Re}(b) > 0$, consider the integral
\[ B_{\varepsilon,m}(a,b) = \int_0^\infty x^{a-1}(1 + x^2)^{-\frac{b+a}{2}} \left( \frac{1+i x}{\sqrt{1+x^2}} \right)^{-m} + \varepsilon \left( \frac{1-ix}{\sqrt{1+x^2}} \right)^{-m} \, dx. \]

(26)

Since the quantities in the $m$-th powers have modulus one, we have
\[ B_{\varepsilon,m}(a,b) = \varepsilon B_{-\varepsilon,-m}(a,b), \]
and we may assume $m \geq 0$. It is worth pointing out that $B_{\varepsilon,m}(a,b)$ is essentially the Mellin transform of $W_m(y,u)$.

By expanding the $m$-th powers, and applying
\[ \int_0^\infty x^a(1+x^2)^b \, dx = \frac{1}{2} B \left( \frac{1+a}{2}, \frac{-1-a-2b}{2} \right), \]
(27)

where $B(u, v) = \frac{\Gamma(u)\Gamma(v)}{\Gamma(u+v)}$ is the Euler beta function, we arrive at

(28) \[ B_{1,m}(a,b) = \sum_{j=0}^{m/2} \binom{m}{2j} (-1)^j B \left( \frac{a}{2} + j, \frac{m+b}{2} - j \right), \]

(29) \[ B_{-1,m}(a,b) = i \sum_{j=0}^{(m-1)/2} \binom{m}{2j + 1} (-1)^j B \left( \frac{1+a}{2} + j, \frac{m-1+b}{2} - j \right), \]

for $m \geq 0$.

Now if $m \equiv \delta \pmod{2}$ with $\delta \in \{ 0, 1 \}$ we note that
\[ B_{1,m}(a,b) = B_{1,m}(a,b), \]
(30)

\[ B_{-1,m}(a,b) = B_{-1,m}(a,b), \]
(31)

where $\tilde{B}_{\varepsilon,m}(a,b)$ is a polynomial in $a,b$. Hence we may say $B_{\varepsilon,m}(a,b)$ has meromorphic continuation to all $a,b \in \mathbb{C}$ with at most simple poles coming from the gamma functions in the numerator and at least simple zeros coming from the gamma function in the denominator, assuming there is no overlap between the sets of poles coming from any pair of the gamma functions.

As with the previous integral, we collect these terms into the matrices $B^d_\varepsilon(a,b)$ and $\tilde{B}^d_\varepsilon(a,b)$ having diagonal entries, e.g. $B^d_{\varepsilon,m,m}(a,b) = B^d_{\varepsilon,m}(a,b)$, indexing from the center of the matrix,
as usual. In the matrix notation, this is

\begin{equation}
B_d^{\varepsilon}(a, b) = \int_0^\infty \frac{dx}{e^a - 1 + x^2} \frac{1}{x^d} \left( \mathcal{R}^d \left( \frac{1 + i x}{\sqrt{1 + x^2}} \right) + \varepsilon \mathcal{R}^d \left( \frac{1 - i x}{\sqrt{1 + x^2}} \right) \right) dx.
\end{equation}

We will also need a very weak bound showing the exponential decay in \( \text{Im}(a) \) and \( \text{Im}(b) \). If \( |\text{Re}(a)|, |\text{Re}(b)| \leq T \), then

\begin{equation}
|\tilde{B}_{1, m}(a, b)| \leq \sum_{j=0}^{m/2} \frac{m!}{2^j} \left( \frac{m + T + |\text{Im}(a)|}{2} \right)^j \left( \frac{m + T + |\text{Im}(b)|}{2} \right)^{m/2 - j},
\end{equation}

and the same holds for \( |\tilde{B}_{-1, -m}(a, b)| \). For bounded values of the parameters \( m \) and \( T \), we may write this as

\begin{equation}
|\tilde{B}_{\varepsilon, m}(a, b)| \ll_m (1 + |\text{Im}(a)| + |\text{Im}(b)|)^{m/2}.
\end{equation}

Then Stirling’s formula applied to (30) and (31) gives exponential decay in the region \( |\text{Im}(a - b)| > |\text{Im}(a + b)| \).

### 2.4. The full Iwasawa decomposition

The Iwasawa decomposition for \( g \in GL(3, \mathbb{R}) \) is \( g = r x y k \) with \( r \in \mathbb{R}^+, x \in U(\mathbb{R}), y \in Y^+, \) and \( k \in K \). This can be thought of as an accounting of the Gram-Schmidt procedure. Say

\begin{equation}
A := \begin{pmatrix} g & h & j \\ d & e & f \\ a & b & c \end{pmatrix} = r \begin{pmatrix} 1 & x_2 & x_3 \\ 1 & x_1 & x_1 \\ 1 & y_1 & y_1 \end{pmatrix} \begin{pmatrix} y_1 y_2 \\ 1 \\ 1 \end{pmatrix} k,
\end{equation}

\( \xi_1 = (a, b, c), \quad \xi_2 = (bd - ae, cd - af, ce - bf), \quad \xi_3 = (bg - ah, cg - aj, ch - bj) \),

with \( \text{det} A > 0 \), then

\[ x_1 = \frac{ad + be + cf}{\|\xi_1\|^2}, \quad x_2 = \frac{\xi_2 \cdot \xi_3}{\|\xi_2\|^2}, \quad x_3 = \frac{ag + bh + cj}{\|\xi_1\|^2}, \]

\[ r = \|\xi_1\|, \quad y_1 = \frac{\|\xi_2\|}{\|\xi_1\|^2}, \quad y_2 = \text{det} A \frac{\|\xi_1\|}{\|\xi_2\|^2}, \]

and

\[ k = \begin{pmatrix} \frac{ce - bf}{\|\xi_1\|^2} & \frac{af - cd}{\|\xi_2\|^2} & \frac{bd - ae}{\|\xi_3\|^2} \\ \frac{b(d + e - c) - (c - d - a)}{\|\xi_1\|^3} & \frac{a(e - b) - (c - d) - (a - e)}{\|\xi_2\|^3} & \frac{b(e - c) - (d - c) - (a - e)}{\|\xi_3\|^3} \end{pmatrix} = \tilde{k}(s, t, u), \]

with

\[ s = \frac{(bd - ae) \|\xi_1\| + i(a(f - cd) + b(bf - ce))}{\sqrt{a^2 + b^2} \|\xi_2\|}, \quad t = \frac{c + i \sqrt{a^2 + b^2}}{\|\xi_1\|}, \quad u = \frac{-a + ib}{\sqrt{a^2 + b^2}}. \]
In case \(a = b = 0\), we may use
\[
s = \frac{e + id\text{sgn}(c)}{\sqrt{d^2 + e^2}}, \quad t = \text{sgn}(c), \quad u = 1,
\]
though there are other choices.

For \(g \in G\), we generally write \(g = xyk\), taking \(r = 1\) as we may.

3. The Whittaker functions

Let \(I^d(\cdot, \mu)\) be the matrix-valued function on \(G\) defined by
\[
I^d(xy, \mu) = p_{\rho + \mu}(y)D^d(k).
\]
It can be shown that \(I^d(\cdot, \mu)\) is an eigenfunction of the center of the Lie algebra of \(G\). The Jacquet-Whittaker function may be defined as an integral of this elementary function,
\[
W^d(g, \mu, \psi_n) = \int_{U(\mathbb{R})} I^d(wug, \mu)\overline{\psi_n(u)}du.
\]
Using again the fact that \(|D^d_{m', m}(k)| \leq 1\), it is trivial to show absolute convergence on \(\Re(\mu_1) > \Re(\mu_2) > \Re(\mu_3)\). The previous definition may be considered a special case of the Jacquet-Whittaker function at a general Weyl element,
\[
W^d(g, w, \mu, \psi_n) = \int_{U(w(\mathbb{R}))} I^d(wug, \mu)\overline{\psi_n(u)}du.
\]
In addition to the computations of Bump [3] and others in the spherical case, the papers [15] and [14] give explicit forms of these functions in the minimal weight cases, which are the spherical, i.e. \(d = 0\), and \(d = 1\) cases. (Miyazaki’s results apply to the minimal \(K\)-types of the maximal parabolic Eisenstein series as well, but again, this will not assist in the analysis of the spectral expansion.) The computations of this section generalize their results to all \(d\).

We isolate the dependence on the components of the Iwasawa decomposition as follows: First, by construction, we have
\[
W^d(xyk, w, \mu, \psi_n) = W^d(xy, w, \mu, \psi_n)D^d(k),
\]
then a suitable substitution on \(u\) gives
\[
W^d(xy, w, \mu, \psi_n) = \psi_n(x)W^d(y, w, \mu, \psi_n), \quad \tilde{n} = \begin{cases} (0, 0) & \text{if } w = I, \\ (0, n_2) & \text{if } w = w_2, w_4, \\ (n_1, 0) & \text{if } w = w_3, w_5, \\ n & \text{if } w = w_l, \end{cases}
\]
and conjugating \(uy \mapsto uy\) gives
\[
W^d(y, w, \mu, \psi_n) = p_{\rho + \mu}(y)W^d(I, w, \mu, \psi_n),
\]
\[
W^d(y, w, \mu, \psi_n) = p_{-\rho - \mu}(\tilde{n})W^d(\tilde{n}y, w, \mu, \psi_{\text{sgn}(n)}),
\]
where \(\tilde{n}\) is the \(y\)-matrix having coordinates \(\tilde{n}_i = |n_i|\) if \(n_i \neq 0\) and 1 otherwise.

The dependence on the signs of the character is given by
\[
W^d(y, w, \mu, \psi_n) = D^d(wvw^{-1})W^d(y, w, \mu, \psi_n)D^d(v),
\]
or more generally,
\begin{equation}
W^d(g, w, \mu, \psi_n^w) = D^d(ww^{-1})W^d(vg, w, \mu, \psi_n).
\end{equation}
This can be seen by applying the Iwasawa decomposition to \((wuy)\) in
\[wuyv = (ww^{-1})(wuy)v.\]

3.1. The degenerate Whittaker functions. The cases of \((37)\) involving \(w \neq w_l\) are called
the degenerate Whittaker functions, and we may compute explicitly,
\begin{equation}
W^d(I, w, \mu, \psi_n) =
\begin{cases}
I & \text{if } w = I, \\
D^d(w_2v_{+})W^d(n_2, \mu_1 - \mu_2)D^d(v_{+}) & \text{if } w = w_2, \\
D^d(w_5)W^d(n_1, \mu_2 - \mu_3)D^d(w_l) & \text{if } w = w_3, \\
D^d(w_1v_{+})W^d(0, \mu_2 - \mu_3)D^d(w_3)W^d(n_2, \mu_1 - \mu_3)D^d(v_{+}) & \text{if } w = w_4, \\
W^d(0, \mu_1 - \mu_2)D^d(w_3)W^d(n_1, \mu_1 - \mu_3)D^d(w_l) & \text{if } w = w_5.
\end{cases}
\end{equation}
These expressions continue to hold in case one or both \(n_i = 0.\)

The proof at \(w = w_4,\) for example, starts by applying the Iwasawa decomposition \((34)\)
with the trick \((7),\)
\[W^d(I, w_4, \mu, \psi_n) =
D^d(v_{+}w_5) \int_{\mathbb{R}^2} \left( \frac{\sqrt{1 + u^2}}{1 + u_2^2 + u_3^2} \right)^{1-\mu_3} \left( \frac{\sqrt{1 + u_2^2 + u_3^2}}{1 + u_2^2} \right)^{1+\mu_1} R^d \left( \frac{u_3 - i \sqrt{1 + u_2^2}}{\sqrt{1 + u_2^2}} \right)
\times D^d(w_3) R^d \left( \frac{-1 + i u_2}{\sqrt{1 + u_2^2}} \right) e(-n_2 w_2) du_2 du_3.
\]
We have used that \(R^d (i) = D^d(v_{+}w_2).\) Now substitute \(u_3 \mapsto u_3 \sqrt{1 + u_2^2},\) then
\[W^d(I, w_4, \mu, \psi_n) = D^d(v_{+}w_5) \int_{\mathbb{R}} (1 + u_2^2)^{-1+\mu_3-\mu_2} R^d \left( \frac{u_3 - i}{\sqrt{1 + u_3^2}} \right) du_3 D^d(w_3)
\times \int_{\mathbb{R}} (1 + u_2^2)^{-1+\mu_3-\mu_1} R^d \left( \frac{1 + i u_2}{\sqrt{1 + u_2^2}} \right) e(n_2 w_2) du_2 R^d (-1).
\]
Applying the definition \((22)\) gives the desired evaluation.

3.2. The Whittaker function at a degenerate character. The following two special
cases may also be evaluated explicitly:
\begin{equation}
W^d(I, w_1, \mu, \psi_n) =
\begin{cases}
W^d(0, \mu_1 - \mu_2)D^d(w_3)W^d(0, \mu_1 - \mu_3)D^d(w_5)W^d(n_2, \mu_2 - \mu_3)D^d(v_{+}) & \text{if } n_1 = 0, \\
D^d(w_7)W^d(0, \mu_2 - \mu_3)D^d(w_3)W^d(0, \mu_1 - \mu_3)D^d(w_5)W^d(n_1, \mu_1 - \mu_2)D^d(w_l) & \text{if } n_2 = 0.
\end{cases}
\end{equation}
In case \( n_1 = n_2 = 0 \), either expression is valid.

The proof in the case \( n_1 = 0 \) proceeds as before, but we must apply the sequence of substitutions

\[
(46) \quad u_1 \mapsto \frac{u_1}{\sqrt{1 + u_2^2}}, \quad u_3 \mapsto u_3 \sqrt{1 + u_2^2}, \quad u_4 \mapsto u_1 \sqrt{1 + u_3^2 + u_2 u_3},
\]

whose construction is explained in [1, Section 5]. In case \( n_2 = 0 \), we conjugate by \( w_I \) and apply the dual representation \( \tilde{\mathcal{D}}, \) which reverses the rows and columns, and hence the roles of \( u_1 \) and \( u_2 \). Then we apply the dual substitutions

\[
u_3 \mapsto u_1 u_2 - u_3, \quad u_2 \mapsto \frac{u_2}{\sqrt{1 + u_1^2}}, \quad u_3 \mapsto u_3 \sqrt{1 + u_1^2}, \quad u_2 \mapsto u_2 \sqrt{1 + u_1^2 + u_3 u_2}.
\]

### 3.3. Analytic continuation

The analytic continuation in \( \mu \) of the degenerate forms of the Whittaker function listed above follows from the known analytic continuation of the classical Whittaker function and the properties of the gamma function. We wish to construct an integral representation of the non-degenerate long-element Whittaker function which clearly demonstrates its analytic continuation to a neighborhood of \( \Re(\mu) = 0 \). As above, we have

\[
(47) \quad W^d(xy, \mu, \psi_n) = \psi_n(x) p_{\rho+\mu} \eta(y) W^d(I, w_1, \mu, \psi_{\eta(n)}) \mathcal{D}^d(k),
\]

and the dependence on the signs of \( n \) is given by (42), so it suffices to consider

\[
(48) \quad W^d(I, w_1, \mu, \psi_y) = \\
\int_{U(\mathbb{R})} \left( 1 + u_2^2 + u_3^2 \right)^{-1+\mu_1-\mu_2} \left( 1 + u_1^2 + (u_3 - u_1 u_2)^2 \right)^{-1+\mu_2-\mu_1} e(-y_1 u_1 - y_2 u_2) \\
\mathcal{R}^d \left( \frac{-\sqrt{1 + u_3^2 + u_2^2 - i(u_1 + u_2(u_1 u_2 - u_3))}}{\sqrt{1 + u_2^2 + u_1^2 + (u_3 - u_1 u_2)^2}} \right) \mathcal{D}^d(w_1) \\
\mathcal{R}^d \left( \frac{-u_3 - i\sqrt{1 + u_2^2}}{\sqrt{1 + u_2^2 + u_3^2}} \right) \mathcal{D}^d(w_2) \mathcal{R}^d \left( \frac{1 - iu_2}{\sqrt{1 + u_2^2}} \right) du,
\]

with \( y \in Y^+ \). For the moment, we assume that

\[
(49) \quad \eta > \Re(\mu_1) > \Re(\mu_2) > \Re(\mu_3) > -\eta
\]

for some small \( \eta > 0 \). Applying the sequence of substitutions (46), this becomes

\[
(50) \quad W^d(I, w_1, \mu, \psi_y) = \\
\int_{U(\mathbb{R})} \left( 1 + u_1^2 \right)^{-1+\mu_2-\mu_1} \left( 1 + u_2^2 \right)^{-1+\mu_3-\mu_2} \left( 1 + u_3^2 \right)^{-1+\mu_1-\mu_3} \mathcal{R}^d \left( \frac{1 + i u_1}{\sqrt{1 + u_1^2}} \right) \mathcal{D}^d(w_4) \\
\mathcal{R}^d \left( \frac{1 - i u_3}{\sqrt{1 + u_3^2}} \right) \mathcal{D}^d(w_3) \mathcal{R}^d \left( \frac{1 - i u_2}{\sqrt{1 + u_2^2}} \right) e(-y_1 u_1 + y_1 u_3 u_2 - y_2 u_2 - y_3 u_2 u_3) du.
\]
For each of the three terms in the exponential, we apply the inverse Mellin transform

\begin{equation}
    e(x) = \lim_{\theta \to \frac{\pi}{2}} \frac{1}{2\pi i} \int_{\text{Re}(t) = \epsilon} |2\pi x|^{-t} e^{it\theta \text{sgn}(x)} \Gamma(t) \, dt,
\end{equation}

for \( x \neq 0 \) and \( c > 0 \), which follows from the definition of the gamma function and Mellin inversion. Collecting terms by the signs of each \( u_i \) and applying the definition of the generalized beta function \([32]\), we may write this as

\begin{equation}
    W^d(I, w_1, \mu, \psi_y) = p_{-\mu w_1}(y) \int_{\text{Re}(s) = \frac{2}{10}, \pm \frac{1}{10}} (\pi y_1)^{-s_1} (\pi y_2)^{-s_2} \frac{\hat{W}^d(s, \mu)}{(2\pi i)^2},
\end{equation}

where

\begin{equation}
\hat{W}^d(s, \mu) = -2^{-s_1-s_2} (2\pi)^{\mu_1-\mu_3} \sum_{\delta \in \{0,1\}^3} (-i)^{\delta_1} t^{\delta_2+\delta_3} \sin \frac{\pi}{2} (\delta_2 + s_2 + \mu_3) \Gamma(s_2 + \mu_3)
\int_{\text{Re}(t) = \frac{4}{10}} \sin \frac{\pi}{2} (\delta_1 + t - \mu_1) \Gamma(t - \mu_1) \sin \frac{\pi}{2} (\delta_3 + s_1 - t) \Gamma(s_1 - t)
B^d_{(-1)^{s_1}} (1 + \mu_1 - t, t - \mu_2) D^d(w_3) B^d_{(-1)^{s_2}} (1 - s_1 + t, s_1 - \mu_3)
D^d(w_3) B^d_{(-1)^{s_3}} (1 - s_2 - s_1 - \mu_3 + t, s_2 - \mu_3 - t) \frac{dt}{2\pi i},
\end{equation}

after some rearranging. We have dropped the limit in \( \theta \), because the exponential decay factors in the \( B^d_{\varepsilon} \) functions give absolute convergence – the first restricts the \( t \) integral, the second the \( s_1 \) integral, and the third the \( s_2 \) integral.

Now we wish to extend the definition of \( \hat{W}^d \) in \( s \) and \( \mu \), beyond the initial \( \text{Re}(s) = \frac{2}{10}, \pm \frac{1}{10} \) and \([49]\). Independent of the \( t \) variable, \( \hat{W}^d \) has potential poles at \( s_1 = \mu_3 - n \) and \( s_2 = -\mu_3 - n \) for each \( n \geq 0 \). For the \( t \) integral itself, we may always deform the contour so that it passes to the left of the poles of the integrand at

\begin{equation}
    s_1 + n, \quad \mu_1 + 1 + n, \quad s_2 - \mu_3 + n,
\end{equation}

and to the right of the poles at

\begin{equation}
    \mu_1 - n, \quad \mu_2 - n, \quad s_1 - 1 - n, \quad s_1 + s_2 + \mu_3 - 1 - n,
\end{equation}

for each \( n \geq 0 \), unless a pole on the left of the contour intersects a pole on the right of the contour. To examine the behavior in a small neighborhood of such a point, we shift the contour to the right past said point, picking up residues at the points \([54]\). The integral along the shifted contour is now analytic on the neighborhood, and it remains to investigate the behavior of the residues.

For the moment, we assume \( \mu_i - \mu_j \notin \mathbb{Z}, i \neq j \), to avoid a discussion of the double poles that may occur. By the explicit evaluation \([28]\), \([29]\) of the \( B^d_{\varepsilon} \) function, it suffices to replace each \( B^d_{(-1)^{s}}(a, b) \) with a beta function of the form \( B\left(\frac{\delta + a}{2} + j, \frac{m - \delta + b}{2} - j\right), \delta \in \{0, 1\}, |j| \leq m \leq d \). In this manner, we see the residue at \( t = s_1 + n, n \equiv 1 - \delta_3 \, (\text{mod} \, 2) \) (for \( s_1 + n \) in small neighborhoods of \([55]\)), has at most simple poles at

\begin{equation}
    s_1 = \mu_1 - m, \quad s_1 = \mu_2 - m,
\end{equation}
the residue at \( t = \mu_1 + 1 + n, \ n \equiv 1 - \delta_1 \pmod{2} \) is zero, and the residue at \( t = s_2 - \mu_3 + n \) has at most simple poles at

\[
\begin{align*}
s_2 &= -\mu_1 - m, \\
&\quad s_2 = -\mu_2 - m,
\end{align*}
\]

\( m \geq 0. \)

Taking our analysis above, together with the bound (33), implies

**Proposition 2.** The matrix-valued function \( \hat{W}^d(s, \mu) \) has meromorphic continuation to all \( s \in \mathbb{C}^2 \) and all \( \mu \). \( \hat{W}^d_{m', m}(s, \mu) \) has at most simple poles at \( s_1 = \mu_i - n \) or \( s_2 = -\mu_i - n, \ n \geq 0 \), provided \( \mu_i - \mu_j \notin \mathbb{Z}, \ i \neq j \). For \( d, \Re(s) \) and \( \Re(\mu) \) in some fixed compact set, \( \hat{W}^d_{m', m}(s, \mu) \) has exponential decay in \( \Im(s_i) \) for \( |\Im(s_i)| > 10 \max_j |\Im(\mu_j)| \) and is otherwise polynomially bounded in the coordinates of \( s \) and \( \mu \).

Note that we cannot, in general, remove the phrase “at most” without a significant analysis, because multiple terms in the sums (28),(29) and the matrix multiplications in (53) may contribute to, and possibly cancel, a given residue.

Taking the contour \( \Re(s) = (A_1, A_2) \) in (52), we arrive at

**Corollary 3.** There exists some \( C > 0 \) such that, for \( d \) and \( A_1, A_2 > \max_j |\Re(\mu_j)| \) in some fixed compact set,

\[
\hat{W}^d_{m', m}(y, \mu, \psi_{1,1}) \ll y_1^{1-A_1} y_2^{1-A_2} \|\mu\|^C(1+A_1+A_2).
\]

Though the proposition only applies to \( \mu_i - \mu_j \notin \mathbb{Z} \), we may extend by continuity – this assumption was purely to avoid considering the double poles that will occur. Of course, this result may be strengthened considerably, but the present work will only require very weak estimates here.

One might wonder about our use of the Mellin-Barnes integral representation of the Whittaker function. In fact, by shifting polynomials among the gamma functions, the \( t \) integral may be reduced to a finite sum of “5-over-1” forms as in Barnes’ second lemma. The sum of arguments of the gamma functions in the numerator minus that of the denominator will then be some integer. In case the integer difference is non-positive, more shifting operations will produce a finite sum of integrals suitable for Barnes’ second lemma – this is sufficient to write \( \hat{W}^d_{m', m}(s, \mu) \) as a sum of quotients of gamma functions in a number of cases (e.g. \( d = 0, 1 \)). The trouble occurs when the integer difference is positive, and this does not seem to lend itself to the usual methods of evaluation. Even were it possible to evaluate such integrals in general, the resulting expression for \( \hat{W}^d \) would likely be so complicated as to be unusable.

An alternate approach is to realize that the most interesting cases of the Whittaker function arise from applying raising operators to the \( d = 0, 1 \) functions. The Mellin transform of these two functions may be evaluated explicitly, so that applying raising operators just produces polynomial multiples, but effective bounds for polynomials in four or five variables defined through multiple-term recurrence relations are quite difficult.

### 3.4. Functional Equations

Though they are not directly relevant to our proof of the spectral expansion, we give the functional equations (in \( \mu \)) of the matrix-valued Whittaker functions. The functional equations of the various degenerate Whittaker functions follow...
directly from the functional equation of the classical Whittaker function, so we just consider the long-element Whittaker function $W^d(y, \mu, \psi_{11})$. It is sufficient to give the functional equations for the generators of the Weyl group action $\mu \mapsto \mu^{w_2}$ and $\mu \mapsto \mu^{w_1}$. As we have the analytic continuation of all relevant integrals, it suffices to work formally. To be precise, we may arrange that the equality of integrals at each step holds for the analytic continuation of all relevant integrals, it suffices to work formally. To be precise, we may arrange that the equality of integrals at each step holds for $\mu$ in the region of absolute convergence of both sides; then getting between steps is an application of analytic continuation.

Starting from (18), we make the substitution

$$u_1 \mapsto \frac{u_1 \sqrt{1 + u_2^2 + u_3^2 + u_2 u_3}}{1 + u_2^2}.$$

Then recognizing the classical integral (22),

(56)

$$W^d(I, \mu, \psi_y) =$$

$$\int_{\mathbb{R}^2} \left(1 + u_2^2 + u_3^2\right)^{-\frac{1+\nu_2-\nu_1}{2}} \left(1 + u_1^2\right)^{-\frac{1+\nu_3-\nu_1}{2}} \mathcal{D}^d(w_1) \mathcal{R}^d \left(1 + u_2^2 + u_3^2\right)^{-\frac{1}{2}} 
\mathcal{D}^d(w_3) \mathcal{R}^d \left(1 + u_1^2\right)^{-\frac{1+\nu_3-\nu_2}{2}} \mathcal{D}^d(w_3) \mathcal{R}^d \left(1 - iu_2\right) e \left(-y_1 \frac{u_2 u_3}{1 + u_2^2} - y_2 u_2\right) du_2 du_3.$$

Now apply the functional equation of the classical Whittaker function (19), and applying (56) in reverse at $\mu^{w_2}$ gives

(57)$$W^d(y, \mu, \psi_{11}) = \pi^{\mu_1 - \mu_2} \Gamma_{\mathcal{W}}^d(\mu_2 - \mu_1, +1) W^d(y, w_1, \mu^{w_2}, \psi_{11}),$$

after using (17).

For $\mu \mapsto \mu^{w_3}$, we start with the dual representation, and apply now the substitutions $u_3 \mapsto u_1 u_2 - u_3$, then

$$u_2 \mapsto \frac{u_2 \sqrt{1 + u_1^2 + u_3^2 + u_1 u_3}}{1 + u_1^2},$$

arriving at the integral representation

(58)

$$W^d(I, \mu, \psi_y) =$$

$$\int_{\mathbb{R}^2} \left(1 + u_1^2 + u_3^2\right)^{-\frac{1+\nu_2-\nu_1}{2}} \left(1 + u_1^2\right)^{-\frac{1+\nu_3-\nu_1}{2}} \mathcal{D}^d(w_1) \mathcal{R}^d \left(1 + u_2^2 + u_3^2\right)^{-\frac{1}{2}} 
\mathcal{D}^d(w_3) \mathcal{R}^d \left(1 + iu_3\right) e \left(-y_1 u_1 - y_2 \frac{u_1 u_3}{1 + u_1^2}\right) du_1 du_3.$$

From this follows the functional equation

(59)$$W^d(y, \mu, \psi_{11}) = \pi^{\mu_2 - \mu_3} \mathcal{D}^d(w_t) \Gamma_{\mathcal{W}}^d(\mu_3 - \mu_2, +1) \mathcal{D}^d(w_t) W^d(y, \mu^{w_3}, \psi_{11}).$$
Now set
\[ T^d(w_2, \mu) = \pi^{\mu_1 - \mu_2} \Gamma_Y^d(\mu_2 - \mu_1, +1), \quad T^d(w_3, \mu) = \pi^{\mu_2 - \mu_3} D^d(w_i) \Gamma_Y^d(\mu_3 - \mu_2, +1) D^d(w_i), \]
\[ T^d(I, \mu) = I, \quad T^d(w_4, \mu) = T^d(w_3, \mu) T^d(w_2, \mu_3), \quad T^d(w_5, \mu) = T^d(w_2, \mu) T^d(w_3, \mu w_2), \]
and
\[ T^d(w_1, \mu) = T^d(w_2, \mu) T^d(w_4, \mu w_2). \]

It can be shown, by relating \( T^d(w, \mu) \) to \( W^d(I, w, \mu, \psi_{00}) \) and applying (45), that also
\[ T^d(w_1, \mu) = T^d(w_3, \mu) T^d(w_5, \mu w_3). \]

(We will examine one case of this in more detail in section 4.4.) Then the functional equations take the form

**Proposition 4.** For each \( w \in W \),
\[ W^d(g, \mu, \psi_n) = T^d(w, \mu) W^d(g, \mu^w, \psi_n). \]

It is somewhat more useful to consider the functional equations of \( \Sigma^d_Y W^d(y, \mu, \psi_{11}) \), which functions transform according to the character \( \chi \) on \( V \),
\[ \Sigma^d_Y W^d(y, \mu, \psi_n) = \chi(w_1 v w_l) \Sigma^d_Y W^d(y, \mu, \psi_n) D^d(v), \]
and these are the Whittaker functions which occur in the Fourier expansion of the Maass forms, assuming we have enforced a similar condition on the Maass forms themselves. We will not work out these functional equations here, except to note that those for the trivial character \( \chi = 1 \) follow from the functional equations of the minimal parabolic Eisenstein series, see Corollary 7. We leave the remaining equations to the interested reader.

3.5. **Asymptotics.** On the region of absolute convergence, say
\[ \Re(\mu_1) - \epsilon > \Re(\mu_2) > \Re(\mu_3) + \epsilon, \]
it is easy to see from the Jacquet integral (36) and Proposition 2 that the first term asymptotic as \( y \to 0 \) is
\[ W^d(y, \mu, \psi_{11}) \sim W^d(y, \mu, \psi_{00}), \]
in the sense that the difference of the two sides is a matrix whose components are
\[ \ll_{d, \mu} p_{\rho + \Re(\mu w_i)}(y)(y_1 + y_2). \]

This extends by analytic continuation and Proposition 4 to
\[ W^d(y, \mu, \psi_{11}) \sim \sum_{w \in W} T^d(w, \mu) W^d(y, \mu^w, \psi_{00}) \]
on \( \Re(\mu) = 0 \) with \( \mu_i \neq \mu_j \) for \( i \neq j \), and by Proposition 2 we may strengthen the error bound to
\[ \ll_{d, \mu} y_1 y_2(y_1 + y_2). \]
3.6. Fourier expansions. Smooth automorphic functions on \( GL(3) \) have a Fourier expansion due to Piatetski-Shapiro \[16\] and Shalika \[21\], see the proof in \[6\] Theorem 5.3.2. (Note that right \( K \) invariance is not used there, and the statement for non-cuspidal functions is false; compare with \[62\].) This readily applies to smooth vector- and matrix-valued functions on \( G \) which are left-invariant by \( \Gamma \). If \( \phi \) is such a function, we define its Fourier coefficients as

\[
\tilde{\phi}_n(g) = \int_{U(\mathbb{Z}) \setminus U(\mathbb{R})} \phi(ug) \overline{\psi_n(u)} du,
\]

and the Fourier expansion takes the form

\[
\phi(g) = \sum_{n_1 \in \mathbb{Z}} \tilde{\phi}_{(n_1,0)}(g) + \sum_{\gamma \in U(\mathbb{Z}) \setminus SL(2,\mathbb{Z})} \sum_{n \in \mathbb{Z} \times \mathbb{N}} \tilde{\phi}_n(\gamma g).
\]

(62)

To avoid excessive notation in subscripts and function arguments, we have embedded \( SL(2,\mathbb{Z}) \) into \( SL(3,\mathbb{Z}) \) in the upper left corner, \( \left( \begin{smallmatrix} * & * & 1 \\ * & 1 & * \\ * & * & * \end{smallmatrix} \right) \), and \( U(\mathbb{Z}) \setminus SL(2,\mathbb{Z}) \) is shorthand for \( (U(\mathbb{Z}) \cap SL(2,\mathbb{Z})) \setminus SL(2,\mathbb{Z}) \).

A matrix-valued automorphic function \( \phi(xy) = \phi(xy)D^d(k) \) which is an eigenfunction of the \( SL(3,\mathbb{R}) \) differential operators will have Fourier coefficients which are multiples of the Whittaker functions above. Precisely, if \( \phi \) shares the eigenvalues of \( p\rho_{p+\mu} \), then

\[
\tilde{\phi}_n(g) = \sum_{w \in W} \delta_{n,w} \frac{\rho_{\phi}(w,n)}{\tilde{n}_1 \tilde{n}_2} W^d(\tilde{n}g, w, \mu_{\phi}, \psi_{s\text{gn}(n)}),
\]

(63)

with \( \tilde{n} \) again being the \( y \)-matrix having coordinates \( \tilde{n}_i = |n_i| \) if \( n_i \neq 0 \) and 1 otherwise, and \( \delta_{n,w} \) is one if \( \psi_n \) is trivial on \( U_w(\mathbb{R}) \), i.e. when one of

\[
\begin{align*}
 w = I, & \quad n = 0, & \text{ or } w = w_2, n_1 = 0, & \text{ or } w = w_3, n_2 = 0 \quad \text{or} \\
 w = w_4, & \quad n_1 = 0, & \text{ or } w = w_5, n_2 = 0, & \text{ or } w = w_l,
\end{align*}
\]

is true, and zero otherwise. The matrices \( \rho_{\phi}(w,n) \) are called the Fourier-Whittaker coefficients of \( \phi \). We will not seek to prove this here, but rather demonstrate it for the Eisenstein series by computing their Fourier coefficients directly.

The absolute convergence of the \( n \) and \( \gamma \) sums in the Fourier expansion follows from applying the usual rapid convergence of the classical Fourier expansion of a smooth function during the proof, but we require a direct proof of this fact. Essentially, we will give the trivial bound on the supremum norm coming from the Fourier expansion.

We split (62) into pieces by the degeneracy of the characters,

\[
\phi(g) = \tilde{\phi}_{00}(g) + \phi_1(g) + \phi_2(g) + \phi_3(g),
\]
where

\[
\phi_1(g) = \sum_{n_1 \neq 0} \tilde{\phi}_{(n_1, 0)}(g),
\]

\[
\phi_2(g) = \sum_{\gamma \in \mathbb{U}(\mathbb{Z}) \setminus \mathcal{S}L(2, \mathbb{Z})} \sum_{n_2 \in \mathbb{N}} \tilde{\phi}_{(0, n_2)}(\gamma g),
\]

\[
\phi_3(g) = \sum_{\gamma \in \mathbb{U}(\mathbb{Z}) \setminus \mathcal{S}L(2, \mathbb{Z})} \sum_{n \in \mathbb{Z} \times \mathbb{N}} \tilde{\phi}_n(\gamma g).
\]

**Proposition 5.** Suppose the entries of \( \rho_\phi(w, n) \) are bounded by \((\tilde{\omega}_1 \tilde{\omega}_2)^A\), for some \( A > 0 \) and let \( \mu = \mu_\phi, \ c = \max_i |\text{Re}(\mu_i)| \), then the \( n \) and \( \gamma \) sums of \((62)\) converge absolutely, and for any \( B > \max \{c, A\} + 1 \),

\[
\tilde{\phi}_{00}(xyk) \ll_{d, \mu} (y_1 + y_1^{-1})^{1+c}(y_2 + y_2^{-1})^{1+c},
\]

\[
\phi_1(xy) \ll_{d, \mu} (y_2 + y_2^{-1})^{1+c}y_1^{-B},
\]

\[
\phi_2(xy) \ll_{d, \mu} (y_1 + y_1^{-1})^{1+c}y_2^{-B},
\]

\[
\phi_3(xy) \ll_{d, \mu} y_1^{4+\epsilon}y_2(y_2 + y_2^{-1})(y_1^2 y_2)^{-B}.
\]

The dependence of the implied constants on \( \text{Im}(\mu) \) is polynomial.

**Proof.** For \( \gamma = \begin{pmatrix} \ast & \ast \\ a & b \end{pmatrix} \), the \( y \) component of the Iwasawa decomposition of \( \gamma xyk = x^* y^* k^* \) has coordinates

\[
y_1 = y_1 \sqrt{y_2^2 a^2 + (ax_2 + b)^2},
\]

\[
y_2 = \frac{y_2}{y_2^2 a^2 + (ax_2 + b)^2}.
\]

Entries of \( \phi_3(xy) \) are bounded by sums of at most \( 2d + 1 \) terms of the form

\[
\sum_{\gamma \in \mathbb{U}(\mathbb{Z}) \setminus \mathcal{S}L(2, \mathbb{Z})} \sum_{n_1 \in \mathbb{Z} \times \mathbb{N}} |n_1 n_2|^{A-1} |W_{m', m}(\tilde{\omega}_1 \tilde{\omega}_2 k^*, w_l, \mu, \psi_{\text{sgn}(n)})|.
\]

Taking \( A_1 = \frac{1}{2} + \epsilon + 2B, \ A_2 = B, \ B > \max \{c, A\} + 1 \) in corollary 3 and applying

\[
(1 + y_2^{-1})^{2}(y_2 a^2 + (ax_2 + b)^2) \geq a^2 + (ax_2 + b)^2,
\]

the previous display is bounded by

\[
y_1^{\frac{1}{2} - \epsilon - 2B} \ y_2^{-1 - B}(1 + y_2^{-1})^{2+\epsilon} \sum_{a, b \in \mathbb{Z}} \sum_{(a, b) = 1} (a^2 + (ax_2 + b)^2)^{-1-\epsilon} \sum_{n_1 \in \mathbb{Z} \times \mathbb{N}} |n_1|^{\frac{1}{2} + \epsilon} \frac{|n_1 n_2|^A}{(n_1^2 n_2)^B}.
\]

The \( a, b \) sum converges absolutely, and we will see this in more detail later.

The Whittaker functions in \( \phi_{00}(g) \) are just power functions, so the bound there is obvious.

For the intermediate terms, we must deal with the classical Whittaker function. The function \( W_{\alpha, \beta}(y) \) is known to be entire in \( \alpha, \beta \), and this implies the same for the function \( W_{m}(y, u) \). There are no simple, uniform bounds in the usual references, but we note that
applying the definition (16) for \( \text{Re}(u) > \epsilon > 0 \), the functional equation (19) for \( \text{Re}(u) < -\epsilon \) and Phragmén-Lindelöf in the middle yields

\[
\mathcal{W}_m(y, u) \ll \left( \frac{|y|}{1 + |u|} \right)^{\min\{0, \text{Re}(u)\} + o(1)}
\]

for \( m \) and \( |\text{Re}(u)| \) in some fixed compact set. Note that we are always away from the poles of \( \Gamma_{\mathcal{W},m,m}^d \), so these do not interfere with our analysis. Multiple integration by parts similarly yields \( \mathcal{W}_m(y, u) \ll_{m,u} |y|^B \) for any \( B > \max\{0, -\text{Re}(u)\} \). Here we are making liberal use of Stirling’s formula.

Armed with these bounds on the \( \mathcal{W}_m(y, u) \) function, the proofs for \( \phi_1 \) and \( \phi_2 \) are the same as for \( \phi_3 \).

\[\square\]

4. The minimal parabolic Eisenstein series

We define the minimal parabolic Eisenstein series attached to \( D^d \) by

\begin{equation}
E^d(g, \mu) = \sum_{\gamma \in U(2) \backslash \Gamma} I^d(\gamma g, \mu),
\end{equation}

using the matrix-valued function \( I^d(\cdot, \mu) \) defined by (53). Since \( D^d(k) \) lies in \( SO(2d + 1, \mathbb{C}) \), its entries satisfy \( |D^d_{m',m}(k)| \leq 1 \), and so the absolute convergence of this series on \( \text{Re}(\mu_1 - \mu_2), \text{Re}(\mu_2 - \mu_3) > 1 \) follows from the analysis of Bump \[3, \text{Ch. 7}\], but we will show this directly.

4.1. Absolute convergence. We need a weak bound on the \( y \) dependence of the Eisenstein series in the region of absolute convergence. This follows from the fact that

\[
|E^d_{m',m}(xyk, \mu)| \leq E(xy, \text{Re}(\mu)),
\]

where \( E(g, \mu) = E^0_{0,0}(g, \mu) \) is the spherical Eisenstein series. Now using the Plücker coordinates in the Iwasawa decomposition, we have

\[
E(xy, \mu) = p_{\mu + \nu}(y) \sum_{A,B,C \in \mathbb{Z}^2 \setminus \{0\}, A_1 C_1 + B_1 + C_2 = 0} \frac{\xi_1^{1+\mu_2-\mu_3} \xi_2^{1+\mu_3-\mu_1}}{\xi_1^{1+\mu_1-\mu_2} \xi_2^{1+\mu_3-\mu_1}},
\]

where

\[
\xi_1 = y_1^2 y_2 A_1^2 + y_1^2 (A_1 x_2 + B_1)^2 + (A_1 x_3 + B_1 x_1 + C_1)^2,
\]
\[
\xi_2 = y_1^2 y_2 A_2^2 + y_2^2 (A_2 x_1 - B_2)^2 + (A_2(x_1 x_2 - x_3) - B_2 x_2 + C_2)^2.
\]

We separate the \( y \) dependence by the inequalities

\[
(1 + y_1^{-1})^2 (1 + y_2^{-1})^2 \xi_1 \geq A_1^2 + (A_1 x_2 + B_1)^2 + (A_1 x_3 + B_1 x_1 + C_1)^2,
\]
\[
(1 + y_1^{-1})^2 (1 + y_2^{-1})^2 \xi_2 \geq A_2^2 + (A_2 x_1 - B_2)^2 + (A_2(x_1 x_2 - x_3) - B_2 x_2 + C_2)^2.
\]
To prove absolute convergence, we may drop the condition $A_1C_2 + B_1B_2 + C_1A_2 = 0$, and replace $(A_i, B_i, C_i) = 1$ with $A_iB_iC_i 
eq 0$, so it suffices to prove convergence of
\[
\sum_{a \in \mathbb{Z}^3 \atop a_i a_2 a_3 \neq 0} (a_1^2 + (a_1 x + a_2) + a_2 x_1 + a_3)^2 \frac{1}{1 - c}, \quad c > 0.
\]

For $a_1 \neq 0$, we may compare with the integral
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (a_1^2 + (a_1 x + a_2) + a_2 x_1 + a_3)^2 \frac{1}{1 - c} dz_a \ dz_2 \ dz_3 < \infty,
\]
(more precisely: for fixed $a_1$ and $a_2$, the $a_3$ summand changes from increasing to decreasing at exactly one point, which may be analyzed separately, and similarly for two and three points in the $a_2$ and $a_1$ sums, respectively) and the case $a_1 = 0$ follows similarly by splitting on $a_2 = 0$.

Thus
\[
E(xy, \mu) \ll \eta p_\mu(y) (1 + y_1^{-1})^{2+\text{Re}(\mu_1-\mu_3)} (1 + y_2^{-1})^{2+\text{Re}(\mu_1-\mu_3)},
\]
and in general,
\[
(65) \quad E_{m', m}(xyk, \mu) \ll \eta y_1^{-\text{Re}(\mu_3)} y_2^{1+\text{Re}(\mu_1)} (1 + y_1^{-1})^{2+\text{Re}(\mu_1-\mu_3)} (1 + y_2^{-1})^{2+\text{Re}(\mu_1-\mu_3)},
\]
on the region of absolute convergence, $Re(\mu_1 - \mu_2), Re(\mu_2 - \mu_3) > 1 + \eta, \eta > 0$.

4.2. **Fourier coefficients.** Applying the Bruhat decomposition as in [6, Prop. 10.3.6], the Fourier coefficients of the Eisenstein series are given by
\[
\rho_{E^d}(n, g, \mu) := \int_{U(\mathbb{Z}) \backslash U(\mathbb{R})} E^d(u g, \mu) \overline{\psi_n(u)} du
\]
\[
= \sum_{w \in W} \delta_{n,w} \sum_{v \in V} \sum_{c_1, c_2 \in \mathbb{N}} p_{\rho + \mu}(c) \sum_{\text{bcu} = U(\mathbb{Z}) \backslash \Gamma / \Gamma, U(\mathbb{Z})} \psi_n'(b') \int_{U(\mathbb{R})} I^d(wvgu, \mu) \overline{\psi_n'(u)} du
\]
\[
= \sum_{w \in W} \delta_{n,w} \sum_{v \in V} \zeta(w, \mu, \psi_n'(v)) W^d(vg, w, \mu, \psi_n'),
\]
where
\[
\zeta(w, \mu, \psi_n'(v)) := \sum_{c_1, c_2 \in \mathbb{N}} p_{\rho + \mu}(c) \sum_{\text{bcu} = U(\mathbb{Z}) \backslash \Gamma / \Gamma, U(\mathbb{Z})} \psi_n'(b').
\]

Of course, the Fourier coefficients satisfy
\[
\rho_{E^d}(n, xyk, \mu) = \psi_n'(x) \rho_{E^d}(n, y, \mu) D^d(k),
\]
so it suffices to examine
\[
\rho_{E^d}(n, y, \mu) = \sum_{w \in W} \delta_{n,w} \sum_{v \in V} \zeta(w, \mu, \psi_n'(v)) W^d(vy, w, \mu, \psi_n')
\]
\[
= \sum_{w \in W} \delta_{n,w} \sum_{v \in V} \zeta(w, \mu, \psi_n'(v)) D^d(wvw^{-1}) W^d(y, w, \mu, \psi_n').
\]
Bump [3, Ch 7] has computed the function $\zeta(w, \mu, \psi_n^w)$ very explicitly. Define

$$\zeta_E(\mu) = \prod_{j < k} \zeta(1 + \mu_j - \mu_k),$$

$$\Gamma_R(s) = \pi^{-s/2}\Gamma\left(\frac{s}{2}\right),$$

and

$$\sigma_s(n) = \sum_{a|n} a^s.$$ 

Let $\sigma_{s_1, s_2}(n_1, n_2)$ be the multiplicative function defined by

$$\sigma_{s_1, s_2}(p^\alpha, p^\beta) = p^{-s_2\alpha}S_{\alpha, \beta}(p^{s_1+s_2}, p^{s_2}),$$

for prime numbers $p$, using (66). Finally, let

$$\Gamma_E(w, \mu) = \begin{cases} 
1 & \text{if } w = I, \\
\frac{\Gamma_E(1-\mu_1+\mu_2)}{\Gamma_E(\mu_1-\mu_2)} & \text{if } w = w_2, \\
\frac{\Gamma_E(1-\mu_2+\mu_3)}{\Gamma_E(\mu_2-\mu_3)} & \text{if } w = w_3, \\
\frac{\Gamma_E(1-\mu_1+\mu_3)}{\Gamma_E(\mu_1-\mu_3)} & \text{if } w = w_4, \\
\frac{\Gamma_E(1-\mu_2+\mu_3)\Gamma_E(1-\mu_1+\mu_3)}{\Gamma_E(\mu_2-\mu_3)\Gamma_E(\mu_1-\mu_3)} & \text{if } w = w_5, \\
\frac{\Gamma_E(1-\mu_1+\mu_2)\Gamma_E(1-\mu_2+\mu_3)\Gamma_E(1-\mu_1+\mu_3)}{\Gamma_E(\mu_1-\mu_2)\Gamma_E(\mu_2-\mu_3)^2}\Gamma_E(\mu_1-\mu_3) & \text{if } w = w_1. 
\end{cases}$$

Then for $n_1 n_2 \neq 0$,

$$\zeta_E(\mu)\zeta(w_1, \mu, \psi_n^w) = \sigma_{\mu_2-\mu_1, \mu_3-\mu_2}(|n_1|, |n_2|),$$

for $n_1 = n_2 = 0$ and $w \in W$,

$$\zeta_E(\mu)\zeta(w, \mu, \psi_n^w) = \Gamma_E(w, \mu)\zeta_E(\mu^w),$$

for $n_1 = 0$, $n_2 \neq 0$ and $w \in \{w_2, w_4, w_1\}$,

$$\zeta_E(\mu)\zeta(w, \mu, \psi_n^w) = \Gamma_E(w_2, \mu)\zeta((1 + \mu_2 - \mu_3)\zeta((1 + \mu_1 - \mu_2)\sigma_{\mu_1 - \mu_2}^w(|n_2|)),$$

and for $n_1 \neq 0$, $n_2 = 0$ and $w \in \{w_3, w_5, w_1\}$,

$$\zeta_E(\mu)\zeta(w, \mu, \psi_n^w) = \Gamma_E(w_3, \mu)\zeta((1 + \mu_1 - \mu_2 - \mu_3)\zeta((1 + \mu_1 - \mu_2 - \mu_3)\sigma_{\mu_1 - \mu_2 - \mu_3}^w(|n_1|)).$$

This is a somewhat complicated change of notation from [3]: First, we use the Langlands parameters $\mu$ in place of $\nu$; the conversion is $3\nu = (1 + \mu_2 - \mu_3, 1 + \mu_1 - \mu_2)$. Second, we have applied the functional equation to the zeta factors as necessary, so the dependence there may be expressed in terms of the Weyl action; this results in the gamma factors listed above (the poles of the gamma factors are then cancelled by the trivial zeros of the zeta function). Third, by leaving $\psi_n$ in the Whittaker function, we have absorbed a factor $p_{\mu^w}(\tilde{n})$ into the Fourier coefficients $\zeta(w, \mu, \psi_n^w)$. It is simplest to compare $\zeta(w, \mu, \psi_n^w)$ to the equation at the bottom of his page 111, in the long-element case; note that he has absorbed the $\zeta(3\nu_1)\zeta(3\nu_2)$ by dropping $(A_1, B_1, C_1) = (A_2, B_2, C_2) = 1$. 
Notice that $\zeta(w, \mu, \psi_n^w)$ is independent of $v$, so

\begin{equation}
\rho_{E^d}(n, y, \mu) = |V| \sum_{w \in W} \delta_{n,w} \zeta(w, \mu, \psi_n) \Sigma_{++}^d W^d(y, w, \mu, \psi_n). \tag{71}
\end{equation}

The Fourier-Whittaker coefficients in the normalization of (63) are then

\begin{equation}
\rho_{E^d}(w, n, \mu) = |V| \zeta(w, \mu, \psi_n) p_{\mu-w}(\overline{n}) \Sigma_{++}^d. \tag{72}
\end{equation}

4.3. Initial continuation of the Eisenstein series. Combining the explicit evaluation of the Fourier-Whittaker coefficients in the previous section with the results of section 3.6, we see that the Eisenstein series has analytic continuation to all $\mu$, unless the Fourier coefficients themselves have poles. Having never seen the definition (2) of the multiplicative function $\sigma_{s_1, s_2}(p^\alpha, p^\beta)$, one might worry about poles there, but as a function of $p^{s_1}, p^{s_2}$ for fixed $\alpha, \beta$, these are polynomials, and hence entire.

Thus we are left to consider (68)-(70). Except at $\mu_i - \mu_j = 1, i < j$, the poles of $\Gamma_E(w, \mu)$ are always cancelled by the zeta functions on the right-hand sides, but the non-trivial zeros of the zeta functions on the left-hand sides force us to restrict to a zero-free region: If $1 > c > 0$ is a constant such that $\zeta(1 + s) \neq 0$ on

\begin{equation}
\text{Re}(s) > -\frac{c}{\log(1 + |\text{Im}(s)|)}, \tag{73}
\end{equation}

(c.f. [9, Theorem 5.10]) then the Fourier expansion converges to a holomorphic function of $\mu$ on

\begin{equation}
\text{Re}(\mu_i - \mu_j) > -\frac{c}{\log(1 + |\text{Im}(\mu_i - \mu_j)|)}, \quad i < j,
\end{equation}

except for possible simple poles at $\mu_i - \mu_j = 1, i < j$.

We will discuss the poles in greater detail in section 6.

4.4. Functional equations.

4.4.1. The functional equations of the constant terms. Define

\begin{equation}
M^d(w, \mu) = \Gamma_E(w, \mu) \frac{\zeta_E(\mu_w^w)}{\zeta_E(\mu)} \Sigma_{++}^d W^d(I, w, \mu, \psi_0),
\end{equation}

so that the $1, 1, 1$ constant term of the minimal parabolic Eisenstein series is

\begin{equation}
\rho_{E^d}(0, y, \mu) = |V| \sum_{w \in W} p_{\mu-w}(y) M^d(w, \mu).
\end{equation}

The $1, 1, 1$ constant term satisfies the functional equations

\begin{equation}
M^d(w', \mu) \rho_{E^d}(0, y, \mu') = \rho_{E^d}(0, y, \mu)
\end{equation}

on the intersection of the zero-free regions of the relevant zeta functions:

\begin{equation}
\mathcal{E} = \left\{ \mu \left| \text{Re}(\mu_j - \mu_k) \right| < -\frac{c}{\log(1 + |\text{Im}(\mu_j - \mu_k)|)} \right\}.
\end{equation}
We now proceed to verify these functional equations; in terms of the $M^d(w, \mu)$ matrix, they are equivalent to

$$M^d(w', \mu)M^d(w, \mu'') = M^d(w'w, \mu). \tag{75}$$

The sign dependence of the Whittaker function \((42)\) tells us that

$$W^d(I, w, \mu, \psi_{00})\Sigma_{++}^d = \Sigma_{++}^d W^d(I, w, \mu, \psi_{00}),$$

and the quotient of zeta functions is trivial to deal with, so we may reduce to checking

$$\Gamma_E(w', \mu)\Gamma_E(w, \mu'')\Sigma_{++}^d W^d(I, w', \mu, \psi_{00})W^d(I, w, \mu'', \psi_{00}) = \Gamma_E(w'w, \mu)\Sigma_{++}^d W^d(I, w'w, \mu, \psi_{00}). \tag{76}$$

Furthermore, using the known generators and relations for the symmetric group on three letters, it suffices to check this for the following triples \((w', w'w)\):

\((w_2, w_2, I), (w_3, w_3, I), (w_2, w_3, w_5), (w_3, w_2, w_4), (w_2, w_4, w_1), (w_3, w_5, w_1).\)

By \((23)\) and \((25)\), we know that \(W^d(0, w)\) commutes with \(D^d(w_2)\) and \(D^d(v_{\pm \pm})\); the presence of \(\Sigma_{++}^d\) means we may ignore the latter entirely. Lastly, by the explicit description of \(\Sigma_{++}^d\) in \((11)\), we need only consider the even rows (and columns) of the above matrix relation.

For the \((w_2, w_2, I)\) case, after writing out the explicit form of \(W^d\) in \((11)\), we may freely conjugate the factors \(D^d(w_2)\) to the left, whereupon they cancel. Then it is trivial to verify that the even entries of the diagonal matrix

$$\frac{\Gamma_R(1 - \mu_1 + \mu_2)}{\Gamma_R(\mu - \mu_2)} \frac{\Gamma_R(1 - \mu_2 + \mu_1)}{\Gamma_R(\mu_2 - \mu_1)} W^d(0, \mu_1 - \mu_2) W^d(0, \mu_2 - \mu_1)$$

are all equal to one. The case \((w_3, w_3, I)\) is similarly trivial, after realizing the commutativity relations

$$\Sigma_{++}^d D^d(w) = D^d(w) \Sigma_{++}^d,$$

for any Weyl group element \(w\). For the remaining cases, the two statements

$$\Gamma_E(w', \mu)\Gamma_E(w, \mu'') = \Gamma_E(w'w, \mu),$$

and

$$\Sigma_{++}^d W^d(I, w', \mu, \psi_{00})W^d(I, w, \mu'', \psi_{00}) = \Sigma_{++}^d W^d(I, w'w, \mu, \psi_{00})$$

hold independently; this is trivial to verify applying the first form of \((45)\) to \((w_2, w_4, w_1)\) and the second to \((w_3, w_5, w_1)\).

Of course Langlands \([13]\) gave a much more general and abstract argument, but given the current tools, we find the direct verification to be quite pleasant.

It is possible to show the functional equations using only the \(n = 0\) constant term from just the two transpositions \(\mu \mapsto \mu_{w_2}\) and \(\mu \mapsto \mu_{w_3}\) (which then compose to give the full group), but we would like to show the more general form \(\mu \mapsto \mu^w\) directly by applying the functional equations of the partially degenerate terms \(n_1 = 0 \neq n_2\) and \(n_1 \neq 0 = n_2\) as well. These functional equations should take a term of the form

$$M(w', \mu)\zeta(w, \mu^w, \psi_n)\Sigma_{++}^d W^d(y, w, \mu^w, \psi_n)$$

to

$$\zeta(w'', \mu, \psi_n)\Sigma_{++}^d W^d(y, w'', \mu, \psi_n),$$
for some \(w'' \in W\), but the \(w''\) is now determined by multiplication in a quotient group, since the delta function \(\delta_{a,w}\) in the Fourier-Whittaker expansion restricts the terms involved. We may drop the occurrences of the Riemann zeta function from \(\zeta(w'', \mu, \psi_n)\) since it will turn out, say for \(n_1 = 0\) that \(w'' \in \{w'wI, w'w,w'\}\) (so \(w'' \equiv w'w\) modulo \(w_2\) on the right), and we may write

\[
\zeta(1 + \mu_2 w - \mu_3 w')\zeta(1 + \mu_1 w - \mu_3 w') = \zeta(1 + \mu_1 w' - \mu_3 w')\zeta(1 + \mu_1 w'w_2 - \mu_3 w'w_2).
\]

Also, we know (again for \(n_1 = 0\))

\[
\Gamma_E(w', \mu)\Gamma_E(ww_2, \mu w')\sum_{++} W^d(I, w', \mu, \psi_{00})W^d(I, w_2, \mu w', \psi_{00}) = \Gamma_E(w'w_2, \mu)\sum_{++} W^d(I, w'w_2, \mu, \psi_{00}),
\]

so our functional equations may be expressed in the form

\[
\Gamma_e(w'w_2, \mu)\sigma_{\mu w - \mu w_2 w}(|n_2|)\sum_{++} W^d(I, w, \mu w', \psi_{00})^{-1}W^d(y, w, \mu w', \psi_n) = \Gamma_e(w'w_2, \mu)\sigma_{\mu w - \mu w_2 w}(|n_2|)\sum_{++} W^d(I, w, \mu w', \psi_{00})^{-1}W^d(y, w, \mu w', \psi_n),
\]

when \(n_1 = 0 \neq n_2\), and

\[
\Gamma_e(w'w_3, \mu)\sigma_{\mu w - \mu w_3 w}(|n_1|)\sum_{++} W^d(I, w, \mu w', \psi_{00})^{-1}W^d(y, w, \mu w', \psi_n) = \Gamma_e(w'w_3, \mu)\sigma_{\mu w - \mu w_3 w}(|n_1|)\sum_{++} W^d(I, w, \mu w', \psi_{00})^{-1}W^d(y, w, \mu w', \psi_n),
\]

when \(n_1 \neq 0 = n_2\). Since we have already shown the matrix \(M(w, \mu)\) factors over the generators, we need only consider the functional equations coming from the Weyl elements \(w' = w_2, w_3\). Thus it suffices to show the functional equations for the following triples \((w', w, w'')\):

\[
(w_2, w_2, w_2), (w_2, w_4, w_1), (w_3, w_2, w_4), n_1 = 0 \neq n_2,
\]

\[
(w_3, w_3, w_3), (w_3, w_5, w_1), (w_2, w_3, w_5), n_1 \neq 0 = n_2.
\]

The case \((w_3, w_4, w_2)\), for example, follows from \((w_3, w_2, w_4)\) and \(M^d(w_3, \mu)M^d(w_3, \mu w_3) = \sum_{++}^d\).

In the cases

\[
(w_2, w_4, w_1), (w_3, w_2, w_4), n_1 = 0 \neq n_2,
\]

\[
(w_3, w_5, w_1), (w_2, w_3, w_5), n_1 \neq 0 = n_2,
\]

\(w''\) is given by multiplication in the Weyl group, \(w'' = w'w\), so the \(n\) and \(y\) dependence transforms trivially, and we may reduce to the simpler equations

\[
\sum_{++}^d W^d(I, w, \mu w', \psi_{00})^{-1}W^d(I, w, \mu w', \psi_{0n}) = \sum_{++}^d W^d(I, w, \mu w', \psi_{0n})^{-1}W^d(I, w, \mu, \psi_{0n}),
\]

when \(n_1 = 0 \neq n_2\), and

\[
\sum_{++}^d W^d(I, w, \mu w', \psi_{0n})^{-1}W^d(I, w, \mu w', \psi_{0n}) = \sum_{++}^d W^d(I, w, \mu w', \psi_{0n})^{-1}W^d(I, w, \mu, \psi_{0n}),
\]

when \(n_1 \neq 0 = n_2\). These cases may be verified directly, as in the \(n = 0\) case.

It remains to check

\[
(w_2, w_2, w_2), n_1 = 0 \neq n_2,
\]

\[
(w_3, w_3, w_3), n_1 \neq 0 = n_2.
\]
These require an application of the functional equation of the classical Whittaker function in combination with $\sigma_s(n) = n^{-s} \sigma_s(n)$. In the first case $(w_2, w_2, w_2, n_1 = 0$, it is sufficient to show

$$\sum_{++} \left( \frac{\Gamma_R(1 - \mu_1 + \mu_2)}{\Gamma_R(\mu_1 - \mu_2)} \mathcal{W}^d(0, \mu_1 - \mu_2) \mathcal{R}^d(i) \right) = \sum_{++} \left( \pi^{\mu_1 - \mu_2} \Gamma_w^d(\mu_2 - \mu_1, \pm 1) \right),$$

and checking the even entries of the two diagonal matrices in parentheses verifies the result. A similar argument handles the remaining case.

We note one last property of the $M(s, \mu)$ matrix:

$$\sum_{++} \left( \frac{\Gamma_R(1 - \mu_1 + \mu_2)}{\Gamma_R(\mu_1 - \mu_2)} \mathcal{W}^d(0, \mu_1 - \mu_2) \mathcal{R}^d(i) \right) = \sum_{++} \left( \pi^{\mu_1 - \mu_2} \Gamma_w^d(\mu_2 - \mu_1, \pm 1) \right),$$

and checking the even entries of the two diagonal matrices in parentheses verifies the result. A similar argument handles the remaining case.

4.4.2. The functional equations of the Eisenstein series. For some $w \in W$, consider the difference of the two Eisenstein series

$$f(g) := E^d(g, \mu) - M^d(w, \mu) E^d(g, \mu^w),$$

defined on the zero-free region (74).

Define the inner product on $\Gamma \backslash G$ in the usual manner,

$$\langle f_1, f_2 \rangle = \int_{\Gamma \backslash G} f_1(g) f_2(g)^T dg,$$

then the $L^2$ norm of $f$ may be written

$$\| f \|_2^2 = \langle f, f \rangle = I_1(\mu) - I_2(\mu),$$

where

$$I_1(\mu') = \langle E^d(g, \mu'), f \rangle, \quad I_2(\mu') = \langle M^d(w, \mu') E^d(g, (\mu')^w), f \rangle.$$

We may take the fundamental domain for $\Gamma \backslash G$ to lie inside a Siegel domain [6], Prop. 1.3.2, so that $y_1, y_2 \gg 1$ in the inner product, and since we have already shown the degenerate Fourier coefficients of $f$ are zero, proposition 5 implies that $f$ has super-polynomial decay as $y_i \to \infty$. Then applying proposition 5 to each Eisenstein series separately shows that $I_1$ and $I_2$ converge to meromorphic functions on $\text{Re}(\mu'_j - \mu'_k) \geq 0$ and $\text{Re}(\mu'^{w^{-1}}_j - \mu'^{w^{-1}}_k) \geq 0$, for each $j < k$, respectively.

By analytic continuation, we may investigate, say, $I_1(\mu')$ in the region of absolute convergence $\text{Re}(\mu'_1 - \mu'_2), \text{Re}(\mu'_2 - \mu'_3) > 1$. On this region, the trivial bound (65) on the Eisenstein series implies that the combined sum-integral of

$$I_1(\mu') = \int_{\Gamma \backslash G} \sum_{\gamma \in U(Z) \backslash U} I^d(\gamma g, \mu') f(g)^T dg$$

converges absolutely, so we may apply unfolding:

$$I_1(\mu') = \int_{Y^+} p_{\rho + \mu'}(y) \int_{U(Z) \backslash U(R)} f(xy)^T dx dy,$$

but the $x$ integral is zero since this is the $(0, 0)$ Fourier coefficient. Thus we conclude the $I_1(\mu') = 0$ for all $\mu'$ by analytic continuation.
Similarly, $I_2(\mu') = 0$, so we conclude that $\|f\|^2 = 0$, and hence $M^d(w, \mu)E^d(g, \mu^w)$ gives the meromorphic continuation of $E^d(g, \mu)$ to $\text{Re}(\mu_j^{w^{-1}} - \mu_k^{w^{-1}}) \geq 0$, $j < k$.

We have proved

**Proposition 6.** The matrix-valued Eisenstein series $\zeta_E(\mu)E^d(g, \mu)$ has holomorphic continuation to all $\mu$, except for possible simple poles at $\mu_i - \mu_j = \pm 1$, with functional equations given by

$$E^d(g, \mu) = M^d(w, \mu)E^d(g, \mu^w), \quad w \in W.$$  

The matrices $M^d(w, \mu)$ are orthogonal in the sense that

$$M^d(w, \mu)^T M^d(w, \mu) = \Sigma^d_{++} \text{ for } \text{Re}(\mu) = 0.$$

Multiplying by $\zeta_E(\mu)$ serves to cancel the poles coming from the matrix $M^d(w, \mu)$.

Computing the Fourier coefficients of both sides, this implies the functional equations of the even Whittaker functions,

**Corollary 7.** The matrix-valued Whittaker function $\Sigma^d_{++} W^d(g, w_1, \mu, \psi, \lambda)$ has analytic continuation to all $\mu$ with functional equations given by

$$\Sigma^d_{++} W^d(g, w_1, \mu, \psi, \lambda) = (\Gamma_E(w, \mu)W^d(I, w, \mu, \psi, \lambda)) \Sigma^d_{++} W^d(g, w_1, \mu^w, \psi, \lambda), \quad w \in W.$$

4.5. The 1, 1, 1 constant term of the spectral expansion. Suppose $f : \Gamma \backslash G \to \mathbb{C}$ is Schwartz-class and orthogonal to the residues of the Eisenstein series, then we wish to expand the minimal parabolic constant term of $f$, meaning

$$f^{111}(g) := \int_{U(\mathbb{Z}) \backslash U(\mathbb{R})} f(ug) du,$$

into an integral of minimal parabolic Eisenstein series.

We may expand the $K$ part of $f^{111}$ using (10), and applying Mellin inversion gives

$$f^{111}(xyk) = \sum_{d=0}^{\infty} (2d + 1) \text{Tr} \left( D^d(k) \frac{1}{(2\pi i)^2} \int_{\text{Re}(\mu)=(-2,0,2)} p_{\mu}(y) \right. \left. \int_{Y} \int_{U(\mathbb{Z}) \setminus U(\mathbb{R})} \int_{K} f(x'y'k') \overline{D^d(k')} dk' dx' p_{-\mu(y')} dy' du \right)$$

$$= \sum_{d=0}^{\infty} \frac{(2d + 1)}{(2\pi i)^2} \int_{\text{Re}(\mu)=(-2,0,2)} \text{Tr} \left( p_{\mu}(y) D^d(k) \int_{\Gamma \backslash G} f(g') E^d(g', -\overline{\mu}) g' \right) d\mu.$$

Now using the orthogonality of $f$ with the residues of $E^d$ to shift back to the lines $\text{Re}(\mu) = 0$, we have

$$f^{111}(xyk) = \frac{1}{|W||W|} \sum_{d=0}^{\infty} \frac{(2d + 1)}{(2\pi i)^2} \int_{\text{Re}(\mu)=0} \left| V \right| \sum_{w \in W} p_{\mu^w}(y) D^d(k) \int_{\Gamma \backslash G} f(g') E^d(g', \mu^w) g' \right) d\mu.$$
We apply the functional equations of $E^d$, again using the cycle-invariance of the trace,

$$f^{111}(xyk) = \frac{1}{|V||W|} \sum_{d=0}^{\infty} \frac{(2d+1)}{(2\pi i)^2} \int_{\text{Re}(\mu)=0} \text{Tr}(|V| \sum_{w \in W} p_{\rho+\mu^w}(y)M^d(w^{-1},\mu^w)T^d(k)$$

$$\int_{\Gamma\backslash G} f'(g')E^d(g',\mu)^T dg') d\mu.$$

The orthogonality and $\Sigma^d_{++}$-invariance of $M^d$ on $\text{Re}(\mu) = 0$ imply

$$M^d(w^{-1},\mu^w)^T = M^d(w^{-1},\mu^w)^T M^d(w,\mu)^T M^d(w,\mu) = M^d(w,\mu),$$

since $M^d(I,\mu) = \Sigma^d_{++}$. So we may reconstruct the constant term of the Eisenstein series,

$$f^{111}(xyk) = \frac{1}{|V||W|} \sum_{d=0}^{\infty} \frac{(2d+1)}{(2\pi i)^2} \int_{\text{Re}(\mu)=0} \text{Tr}(|V| \sum_{w \in W} p_{\rho+\mu^w}(y)M^d(w,\mu)D^d(k)$$

$$\int_{\Gamma\backslash G} f'(g')E^d(g',\mu)^T dg') d\mu$$

that is, for $f_0$ as in Theorem 1, $f - f_0$ has zero minimal parabolic constant term.

It remains to show $f_0$ is square-integrable, but if we Fourier expand $E^d(g,\mu)$, then either the Whittaker function has rapid decay in $y_i$, or the integral over $\mu$ is has rapid decay in that $y_i$ by Mellin inversion. (Using the fact that the $g'$ integral is essentially the Mellin transform of $f$ in the $y$ coordinates.)

5. The maximal parabolic Eisenstein series

The maximal parabolic Eisenstein series are attached to Maass cusp forms in higher weight on $GL(2)$, so to define the Eisenstein series, we must first consider the higher-weight structure of $GL(2)$ cusp forms. This is given in the paper of Duke, Friedlander and Iwaniec [5].

5.1. Spectral basis of $L^2(SL(2,\mathbb{Z})\backslash SL(2,\mathbb{R}))$. We start with the Iwasawa decomposition of $g \in SL(2,\mathbb{R})$,

$$g = r \begin{pmatrix} y & x \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}, \quad r, y \in \mathbb{R}^+, x \in \mathbb{R}, 0 \leq \theta < 2\pi.$$

Now a Maass form for $SL(2,\mathbb{Z})$ of weight $k \in \mathbb{Z}$ is a function of the form $\phi(x+iy)e^{-ik\theta}$ (using the isomorphism between $SL(2,\mathbb{R})/SO(2,\mathbb{R})$ and the complex upper half-plane) which is an eigenfunction of the Laplacian and left-invariant by $\gamma \in SL(2,\mathbb{Z})$ in the sense that if

$$\gamma \begin{pmatrix} y & x \\ 1 & 1 \end{pmatrix} = r \begin{pmatrix} y^* & x^* \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \cos \theta^* & -\sin \theta^* \\ \sin \theta^* & \cos \theta^* \end{pmatrix},$$

then

$$\phi(x^* + iy^*)e^{-ik(\theta^*+\theta)} = \phi(x + iy)e^{-ik\theta}.$$
In an abuse of terminology, we tend to refer to $\phi$ as the Maass form (this matches the terminology of [5], but conflicts somewhat with our notation on $GL(3)$). Note that $k$ here is necessarily even, since $-I \in SL(2, \mathbb{Z})$. If $\phi$ additionally satisfies $\int_0^1 \phi(x + iy)dx = 0$, we call it a Maass cusp form. Such a function $\phi$ has a $GL(2)$ Fourier-Whittaker expansion

$$\phi(x + iy) = \sum_{\pm} \sum_{n \geq 1} \rho_\phi(\pm n) e(\pm nx) W_{\pm \frac{k}{2}, \nu}(4\pi ny).$$

An orthonormal basis of such forms can be constructed from the spherical Maass cusp forms and holomorphic modular cusp forms by applying the weight raising and lowering operators as in [5]. Each spherical Maass or holomorphic modular cusp form of minimal weight $\kappa \geq 0$ has a unique image in the basis of weight $k$ Maass forms for each $|k| \geq \kappa$, and we would like to construct this image by giving its Fourier-Whittaker expansion using the Hecke eigenvalues of the form. This amounts to specifying how the Fourier-Whittaker coefficients $\rho_\phi(\pm n)$ vary with the weight $k$. We assume that all forms are Hecke eigenfunctions and that the spherical Maass forms are eigenfunctions of the parity/conjugation operator $\phi(-x + iy) = \varepsilon \phi(x + iy)$, $\varepsilon = \pm 1$.

Thus we need only specify the values of $\rho_\phi(\pm 1)$, since the others may be obtained from

$$\rho_\phi(\pm n) = \rho_\phi(\pm 1) \lambda_\phi(n)n^{-\frac{k}{2}}, \quad n \geq 1$$

where $\lambda_\phi(n)$ are the Hecke eigenvalues of the minimal-weight ancestor of $\phi$. (The need for the factor $n^{-\frac{k}{2}}$ can be seen in [5, (4.82)] for holomorphic forms and [7, 9.235.2] for spherical Maass forms.)

One might worry that our primary reference [5] does not literally apply, as they assume a primitive character on a congruence subgroup, but it is simple to verify that the referenced results, especially their section 4, still hold. The simplest explanation here is that information on the Whittaker functions and raising and lowering operators (i.e. the Archimedean place) is independent of the discrete subgroup and associated character (i.e. the non-Archimedean places).

If $\phi$ is the image in weight $k$ of a spherical Maass form $\Phi$, then from [5, (4.77),(4.70)] (using $s = \frac{1}{2} + \mu_\phi$ and ignoring the sign of $\alpha(s;k)$), [7, 9.235.2] and [2, (4.4)], we know

$$\rho_\phi(1)^{-2} = \frac{2 L(1, \text{Ad}^2 \Phi)}{\cos(\pi \mu_\phi)} \left| \frac{\Gamma\left(\frac{1}{2} + \mu_\phi + \frac{|k|}{2}\right)}{\Gamma\left(\frac{1}{2} + \mu_\phi - \frac{|k|}{2}\right)} \right|, \quad \rho_\phi(-1) = \varepsilon_\phi \frac{\Gamma\left(\frac{1}{2} + \mu_\phi + \frac{k}{2}\right)}{\Gamma\left(\frac{1}{2} + \mu_\phi - \frac{k}{2}\right)} \rho_\phi(1),$$

where $\varepsilon_\phi = \pm 1$ is the parity of the spherical form and $\mu_\phi = \mu_\phi \in \mathbb{R}$ is the spectral parameter. (Note that $\cos(\pi \mu_\phi) \geq 1$.) It will be necessary to maintain a consistent choice for $\text{sgn}(\text{Im}(\mu_\phi))$.

Similarly, if $\phi$ is the image of the holomorphic modular form $\Phi$ of (even) weight $\kappa > 0$, then we have $\mu_\phi = \mu_\phi = \frac{k-1}{2}$ and

$$\rho_\phi(\text{sgn}(k))^{-2} = \frac{\pi L(1, \text{Ad}^2 \phi)}{4\pi^\kappa} \frac{\Gamma\left(\frac{|k| + \kappa}{2}\right) \Gamma\left(\frac{2 + |k| - \kappa}{2}\right)}{\Gamma\left(\frac{2 + |k| - \kappa}{2}\right)}, \quad \rho_\phi(-\text{sgn}(k)) = 0,$$
for $|k| \geq \kappa$, using [9 (5.101)], [5 (4.83)]. For later computations, we define $\varepsilon_\phi = 1$ for these forms. A note on terminology: We will frequently use the term “holomorphic modular form”, but to be precise, we are referring to the image $y^{\kappa/2}\Phi(x + iy)e^{-i\kappa\theta}$ in the Maass forms of weight $\kappa > 0$.

We are allowed to multiply the form by a complex number of unit modulus, and so we take $\text{sgn}(\rho_\phi(1)) = (-1)^{k/2}$ for spherical Maass forms, and $\text{sgn}(\rho_\phi(\text{sgn}(k))) = (-1)^{k/2}$ for holomorphic modular forms. The forms of negative weight are constructed directly from the positive weight forms by applying a conjugation operator, which we will discuss very precisely in the next section.

5.2. Construction of the Eisenstein series. Set $P_{21} = \{\left( \begin{array}{cc} * & * \\ 0 & 1 \end{array} \right) \}$, $P_{12} = \{\left( \begin{array}{cc} 1 & * \\ 0 & \ast \end{array} \right) \}$. The vector-valued maximal parabolic Eisenstein series attached to an $SL(2, \mathbb{Z})$ Hecke-Maass form $\phi$ of weight $m'$ are given by

$$E^d_{m'}(g, \phi, \mu_1) = \sum_{\gamma \in P_{21}(\mathbb{Z}) \setminus \Gamma} I^d_{m'}(\gamma g, \phi, \mu_1),$$

$$I^d_{m'}(xyk, \phi, \mu_1) = \phi(x_2 + iy_2)(y_1^2y_2)^{\frac{k}{2}+\mu_1} \mathcal{D}^d_{m'}(k),$$

and

$$\tilde{E}^d_{m'}(g, \phi, \mu_1) = \sum_{\gamma \in P_{12}(\mathbb{Z}) \setminus \Gamma} \tilde{I}^d_{m'}(\gamma g, \phi, \mu_1),$$

$$\tilde{I}^d_{m'}(xyk, \phi, \mu_1) = \phi(-x_1 + iy_1)(y_1^2y_2)^{\frac{k}{2}+\mu_1} \mathcal{D}^d_{m'}(k).$$

The function $I^d_{m'}(xyk, \phi, \mu_1)$ is left-invariant under $\gamma \in SL(2, \mathbb{Z})$ (embedded in the upper left coordinates in $SL(3, \mathbb{Z})$), because if

$$\gamma \left( \begin{array}{ccc} y_2 & x_2 \\ & 1 \end{array} \right) = r \left( \begin{array}{ccc} y_2^* & x_2^* \\ & 1 \end{array} \right) \left( \begin{array}{ccc} \cos \theta^* & -\sin \theta^* \\ \sin \theta^* & \cos \theta^* \end{array} \right),$$

then

$$I^d_{m'}(\gamma xyk, \phi, \mu_1) = \phi(x_2^* + iy_2^*)(r^2y_1^2y_2^*)^{\frac{k}{2}+\mu_1} e^{-im^*\theta^*} \mathcal{D}^d_{m'}(k)$$

$$= \phi(x_2 + iy_2)(y_1^2y_2)^{\frac{k}{2}+\mu_1} \mathcal{D}^d_{m'}(k)$$

$$= I^d_{m'}(xyk, \phi, \mu_1),$$

by the left-translation property of the weight $m'$ Maass form $\phi$, and

$$r^2y_1^2y_2^* = \det y_1 \gamma \left( \begin{array}{ccc} y_2 & x_2 \\ & 1 \end{array} \right) = y_1^2y_2.$$

For a spherical Maass or holomorphic modular form $\Phi$, we define a diagonal matrix $\Phi^d$ whose entries $\Phi^d_{m', m'}$, $|m'| \leq d$ are the images of $\Phi$ in the orthonormal basis of weight $m'$ (hence the entries for odd $m'$ are necessarily zero). We specify the relation between positive and negative weights with some care: For the image in negative weights of even spherical Maass forms, use the conjugation operator $\phi(x + iy) \mapsto \phi(-x + iy)$, but for the odd spherical Maass forms, we use $\phi(x + iy) \mapsto -\phi(-x + iy)$. Collectively, we say the forms have sign $\varepsilon_\phi = \pm 1$ and obey the conjugation rule $\phi(x + iy) \mapsto \varepsilon_\phi \phi(-x + iy)$. For holomorphic
modular forms, we have arbitrarily chosen \( \varepsilon_\Phi = 1 \), which is allowable since the image of a holomorphic modular form in the basis of weight zero forms is zero. Thus in each case \( \Phi^d_{-m',-m'}(-x + iy) = \varepsilon_\Phi \Phi^d_{m',m'}(x + iy) \), so the matrix satisfies
\[
(80) \quad \Phi^d(-x + iy) = \varepsilon_\Phi D^d(v_+)\Phi^d(x + iy)D^d(v_-),
\]
by the explicit form of \( D^d(v_-) \).

Then we may similarly collect the row vectors \( E^d_{m',m'}(g, \Phi^d_{m',m'}, \mu_1) \) into a matrix, which we denote \( E^d(g, \Phi, \mu_1) \). Alternately, one may construct the matrix-valued Eisenstein series from the matrix-valued function \( I^d(g, \Phi, \mu_1) \), defined in the appropriate manner. Note that most of the entries in this matrix-valued Eisenstein series will be zero as only the even weights survive and rows of weight smaller in absolute value than the minimal weight for \( \Phi \) will also be zero.

Define the involution \( \iota : G \to G \) by
\[
(81) \quad g' = w_1(g^{-1})^T w_1.
\]
The functions \( I^d \) and \( \tilde{I}^d \) are explicitly related by
\[
I^d(g, \Phi, \mu_1) = \tilde{I}^d(g', \Phi, \mu_1),
\]
and \( (P_{12})^t = P_{21} \). Thus the relationship between \( E^d(g, \Phi, \mu_1) \) and the equivalent \( \tilde{E}^d(g, \Phi, \mu_1) \) is also given by the involution
\[
(82) \quad E^d(g, \Phi, \mu_1) = \tilde{E}^d(g', \Phi, \mu_1).
\]

5.3. Normalizations and the Fourier expansion of \( I^d \). It will be easiest to deal with the Hecke-normalized form, so for \( \Phi \) a spherical Maass cusp form, we set
\[
\Gamma^d_{\phi, m', m'} = \pi^{-\frac{i}{2} + \mu_\phi - m'} \frac{|\cos(\pi \mu_\phi)\Gamma\left(\frac{1}{2} + \mu_\phi - \frac{|m'|}{2}\right)|^{1/2}}{2L(1, \text{Ad}^2\Phi)\Gamma\left(\frac{1}{2} + \mu_\phi + \frac{|m'|}{2}\right)},
\]
and for \( \Phi \) a holomorphic modular form of weight \( \kappa > 0 \) and sign \( \varepsilon_\Phi = (-1)^{\alpha_\Phi} \),
\[
\Gamma^d_{\phi, m', m'} = \frac{(2\pi)^{\kappa i - m'}}{\pi \sqrt{2\pi} L(1, \text{Ad}^2\Phi)} \times \left\{ \begin{array}{ll}
\sqrt{\frac{\Gamma\left(\frac{2+|m'|-\kappa}{2}\right)}{\Gamma\left(\frac{|m'|+\kappa}{2}\right)}} & \text{if } |m'| \geq \kappa, \\
1 & \text{otherwise.}
\end{array} \right.
\]
As usual \( \Gamma^d_\phi \) is the diagonal matrix with the given entries. Then the matrices for the \( L^2 \)-normalized form \( \Phi \) and what we term the “Hecke-normalized” form \( \Phi_H \) are related by
\[
\Gamma^d_\phi \Phi^d_H = \Phi^d.
\]
We also define \( \tilde{\Gamma}^d_\phi \) by \( \tilde{\Gamma}^d_\phi = \Gamma^d_\phi \) for spherical Maass forms \( \Phi \), and
\[
\tilde{\Gamma}^d_{\phi, m', m'} = \frac{(2\pi)^{\kappa i - m'}}{\pi \sqrt{2\pi} L(1, \text{Ad}^2\Phi)} \times \left\{ \begin{array}{ll}
\sqrt{\frac{\Gamma\left(|m'|+\kappa\right)}{\Gamma\left(\frac{2+|m'|-\kappa}{2}\right)}} & \text{if } |m'| \geq \kappa, \\
1 & \text{otherwise,}
\end{array} \right.
\]
for holomorphic modular forms. By the functional equation of the classical Whittaker function, we could equally well have defined the Hecke normalization by

\[ \hat{\Gamma}_d^d \Phi_{\hat{H}}^d = \Phi^d, \]

with the understanding \( \mu_{\Phi} = \frac{1 - \kappa}{2} \) for holomorphic modular forms (in place of \( \mu_{\Phi} = \frac{\kappa - 1}{2} \)). It will become important that \( \Gamma_d^d \Phi_{\hat{H}}^d \) is a scalar matrix.

Set

\[ \mu' = \mu'(\mu_{\Phi}, \mu_1) = (\mu_1 - \mu_{\Phi}, \mu_1 + \mu_{\Phi}, -2\mu_1), \]

then the Fourier expansion of \( I^d(xy, \Phi_H, \mu_1) \) may be computed from (83)

\[ I^d(xy, \Phi_H, \mu_1) = \sum_{\pm} \sum_{n \in \mathbb{N}} (\pm 1)^{\alpha_\Phi(n)} n^{\mu_{\Phi}} \Xi^d D^d(v_+) W^d(xy, w_2, \mu', \psi_{(0, n^e)}), \]

where the sign of \( \Phi \) is \( \varepsilon_{\Phi} = (-1)^{\alpha_{\Phi}} \), and

\[ \Xi^d = \frac{1}{2} (D^d(v_+) + D^d(v_-)) \]

is the diagonal matrix with entries \( \Xi^d |_{m', m''} = \delta_{2|m'} \). The choice of signs of \( \rho_{\Phi}(\pm 1) \) as described at the end of section 5.1 (which appears in the definitions of \( \Gamma_d^d \), and \( \hat{\Gamma}_d^d \)) compensates for a factor \( R^d(i) \) which would otherwise appear in (84). This simplifies the computations of the Fourier-Whittaker coefficients slightly.

For \( \Phi \) a holomorphic modular form of weight \( \kappa > 0 \), it is highly important to note that the \( m' \)-th row (\( m' \) even) of

\[ D^d(v_+) W^d(I, w_2, \mu', \psi_{(0, n^2y_2)}) = R^d(i) W^d(-n^2y_2, 1 - \kappa) \]

is zero unless \( \text{sgn}(n_2)m' \geq \kappa \). This is due to the pole of the gamma function in the denominator of (17), and it aligns perfectly with the fact that these rows of (the Fourier-Whittaker coefficients of) \( \Phi^d \) are zero. Thus there is no need to include a matrix in (84) to enforce this. On the other hand, the normalization \( \Phi_{\hat{H}}^d \) does not have this property, but this will be handled trivially below.

### 5.4. A Bruhat-type decomposition for \( P_{21}(\mathbb{Z})/\Gamma \)

In analogy with the Bruhat decomposition, we may write an element of \( \Gamma \) as one of

\[
\begin{pmatrix}
  a_1 & b_1 & b_2 \\
  a_2 & b_3 & b_4 \\
  c & d_1 & d_2
\end{pmatrix} = \begin{pmatrix} 1 & 0 & a_1 \\
  0 & 1 & c \\
  1 & 0 & 1
\end{pmatrix} \begin{pmatrix} \frac{1}{u} & u \\
  1 & c \\
  0 & 1
\end{pmatrix} w_4 \begin{pmatrix} 1 & d_1 & d_2 \\
  0 & 1 & 0 \\
  0 & 1 & 1
\end{pmatrix}, \quad u = \begin{pmatrix} cb_1 - d_1 a_1 & c b_2 - d_2 a_1 \\
  cb_3 - d_1 a_2 & c b_4 - d_2 a_2 \\
  0 & 0 & 0
\end{pmatrix},
\]

\[
\begin{pmatrix} 1 & 0 & b_1 \\
  1 & 0 & b_2 \\
  0 & c & d_1
\end{pmatrix} = \begin{pmatrix} 1 & 0 & b_1 \\
  0 & 1 & c \\
  1 & 0 & 1
\end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 1 & 1
\end{pmatrix}, \quad u = \begin{pmatrix} -c a_1 & d_1 b_1 - c b_2 \\
  -c a_2 & d_1 b_3 - c b_4 \\
  0 & 0 & 0
\end{pmatrix},
\]

or

\[
\begin{pmatrix} 1 & 0 & b_1 \\
  1 & 0 & b_2 \\
  0 & 0 & c
\end{pmatrix} = \begin{pmatrix} 1 & 0 & b_1 \\
  0 & 1 & c \\
  1 & 0 & 1
\end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 1 & 1
\end{pmatrix} II, \quad u = c \begin{pmatrix} a_1 & b_1 \\
  a_2 & b_1 \\
  a_3 & b_3
\end{pmatrix},
\]
where \( c \neq 0 \). Note that, in each case, \( \det u = c \). If we translate \( u \) on the left by an element of \( SL(2, \mathbb{Z}) \), we may assume \( u \) is upper triangular; in particular, the set of \( P_2(\mathbb{Z})\gamma \) with \( \gamma \) running through the \( I, w_3 \), and \( w_4 \) Weyl cells of \( \Gamma \) covers the space \( P_2(\mathbb{Z})\backslash \Gamma \).

Now suppose that \( P_2(\mathbb{Z})\gamma_1 = P_2(\mathbb{Z})\gamma_2 \) with each \( \gamma_i \) in one of the \( I, w_3 \), and \( w_4 \) Weyl cells of \( \Gamma \). Immediately we see that \( \gamma_1 \) and \( \gamma_2 \) have the same bottom row, and hence also belong to the same Weyl cell. The Bruhat decomposition, say express the Bruhat decomposition via the Plücker coordinates by cells of \( \Gamma \). Immediately we see that \( \gamma_1 \) and \( \gamma_2 \) have the same bottom row, and hence also belong to the same Weyl cell. The Bruhat decomposition, say \( \gamma_1 = b_1 cvwb_2 \) is unique if we require \( b_2 \in U_w(\mathbb{Q}) \), and from the above, we can see \( b_2 \) depends only on the bottom row. Thus, if also \( \gamma_2 = b'_1 c'v'w'b'_2 \), then \( P_2(\mathbb{Z})\gamma_1 = P_2(\mathbb{Z})\gamma_2 \) is equivalent to \( w = w', \ b_2 = b'_2 \) and \( (b_1 cv)(b'_1 c'v')^{-1} \in P_2(\mathbb{Z}) \), but the set of upper triangular matrices in \( P_2(\mathbb{Z}) \) is exactly \( \mathcal{V}_2 U(\mathbb{Z}) \), with

\[
\mathcal{V}_2 = \{ I, v_{-+} \}.
\]

In summary, a complete set of representatives for \( P_2(\mathbb{Z})\backslash \Gamma \) is given by the representatives of \( \mathcal{V}_2 U(\mathbb{Z})\backslash \Gamma_w \) as \( w \) runs through \( I, w_3 \), and \( w_4 \) where \( \Gamma_w \subset \Gamma \) is the Weyl cell for \( w \).

We wish to be more explicit: For the Weyl cell of the identity, a set of representatives is given by

\[
V_2 = \{ I, v_{-+} \}.
\]

For the \( w_3 \) Weyl cell, a set of representatives is given by

\[
\begin{pmatrix}
1 & 0 & 0 \\
1 & -\frac{d_1}{c_1} & 1
\end{pmatrix}
\begin{pmatrix}
1 & \frac{1}{c_1} \\
1 & c_1
\end{pmatrix}
vv_3
\begin{pmatrix}
1 & 0 & 0 \\
1 & \frac{d_4}{c_1} & 1
\end{pmatrix},
\]

with \( v \in V_2, \ c_1 \in \mathbb{N}, \ d_1 \in \mathbb{Z}, \ (d_1, c_1) = 1, \ \overline{d_1}c_1 \equiv 1 \) (mod \( c_1 \)). For the \( w_4 \) Weyl cell, we may express the Bruhat decomposition via the Plücker coordinates by

\[
\begin{pmatrix}
1 & \frac{C_1}{B_2} \\
1 & -\frac{C_2}{A_1/B_2}
\end{pmatrix}
\begin{pmatrix}
\frac{1}{B_2} & \frac{B_2}{A_1} \\
\frac{C_1}{A_1} & 1
\end{pmatrix}
vv_4
\begin{pmatrix}
1 & -\frac{C_2}{B_2} & \frac{C_1}{A_1} \\
1 & 0 & 1
\end{pmatrix},
\]

where \( v \in V_2, \ C_1, C_2 \in \mathbb{Z}, \) and \( A_1, C_1, B_2, A_1, 0 < B_2 | A_1 \) with \( (C_1, A_1/B_2) = (C_2, B_2) = 1 \). \( \overline{C_2} \) and \( \overline{C_1} \) are integers which are the multiplicative inverses of \( C_2 \) and \( C_1 \) modulo \( B_2 \) and \( A_1/B_2 \), respectively. Note the minor notational discrepancy in the \( x_3 \) coordinate of \( b_1 \) here has to do with the multiplication in \( U(\mathbb{Z}) \), but it is well-defined.

This analysis is equivalent to Miyazaki’s Lemma 5.1 \([15]\), but we prefer the above formulation.

5.5. Fourier coefficients. The sum in the Eisenstein series can be viewed as the finite part of an intertwining operator, so our computations here specialize and make explicit those of Shahidi \([20]\) at the unramified places. The Fourier integral can also be viewed as the place at infinity of an intertwining operator, but the computations here are not to be found in Shahidi’s book \([20]\), as our Eisenstein series are ramified at infinity. The paper \([15]\) gives an essentially identical computation, in a radically different notation. We will compute all of the Fourier coefficients, and use this computation to determine the constant terms in the next section.
As before, it is sufficient to consider the Fourier coefficients at \( g = y \in Y^+ \), so we compute
\[
\rho_{E^d}(n, y, \Phi_H, \mu_1) := \int_{U(\mathbb{Z}) \setminus U(\mathbb{R})} E^d(uy, \Phi_H, \mu_1) \psi_n(u) du.
\]
Splitting the sum over \( P_2 \setminus \Gamma \) in the definition (79) over the Weyl cells of the previous section, we compute the Fourier coefficients of each cell separately, say
\[
\rho_{E^d,w}(n, y, \Phi_H, \mu_1) := \int_{U(\mathbb{Z}) \setminus U(\mathbb{R})} \sum_{\gamma \in \Gamma \setminus U(\mathbb{Z}) \setminus \Gamma_w} I^d(\gamma uy, \Phi_H, \mu_1) \psi_n(u) du,
\]
for \( w = I, w_3, w_4 \).

5.5.1. The identity Weyl cell. From (86), we have that
\[
I^d(v_+ xyk, \Phi_H, \mu_1) = I^d((v_+ xv_+)y, \Phi_H, \mu_1) D^d(v_+ k) = \varepsilon \Phi^d(v_+ k) I^d(xy k, \Phi_H, \mu_1).
\]
By the \( SL(2, \mathbb{Z}) \) invariance (recall \( \Phi_{m',m'} = 0 \) for odd \( m' \)), we have
\[
I^d(v_+ xyk, \Phi_H, \mu_1) = I^d(xy k, \Phi_H, \mu_1) = \mathcal{D}^d(v_+) I^d(xy k, \Phi_H, \mu_1).
\]
Thus we may convert the sum on \( V_2 \) to the projection operator on \( V \),
\[
(86) \quad \sum_{v \in V_2} I^d(vg, \Phi_H, \mu_1) = 2 \Sigma_{+\varepsilon}^d I^d(g, \Phi_H, \mu_1).
\]

Applying (84), we immediately have the Fourier coefficients of the Weyl cell of the identity,
\[
(87) \quad \rho_{E^d,I}(n, y, \Phi_H, \mu_1) = 2 \varepsilon \Phi \text{sgn}(n_2)^{\alpha_\Phi}(\lambda_\Phi(n_2)) |n_2|^{\mu_\Phi} \Sigma_{+\varepsilon} W^d(y, w_2, \mu', \psi_n)
\]
if \( n_2 \neq 0 = n_1 \), and 0 otherwise.

5.5.2. The \( w_3 \) Weyl cell. From the explicit Bruhat-type decomposition, we may write these terms as
\[
\rho_{E^d,w_3}(n, y, \Phi_H, \mu_1) = 2 \Sigma_{+\varepsilon}^d \int_{U(\mathbb{Z}) \setminus U(\mathbb{R})} \sum_{c_1 \in \mathbb{N}} \sum_{d_1 \in \mathbb{Z}} I^d(xy^* k^*, \Phi_H, \mu_1) \psi_n(u) du,
\]
where
\[
x^* y^* k^* \equiv \begin{pmatrix} 1 & \frac{1}{c_1} \\ c_1 & 1 \end{pmatrix} w_3 \begin{pmatrix} 1 & 0 & 0 \\ 1 & \frac{d_1}{c_1} \\ 0 & 1 \end{pmatrix} uy \pmod{\mathbb{R}^+}.
\]
From the Iwasawa decomposition, we see that the only occurrence of \( u_3 \) is in \( x_2^* \), so the \( u_3 \) integral is
\[
\int_0^1 \Phi_H^d (c_1 u_3 - c_1 (c_1 u_1 + d_1) u_2 + iy_2^*) du_3 = 0.
\]
(This is not to say these terms sum to the zero function, but rather their contribution to the Fourier expansion is picked up by the sum over \( U(\mathbb{Z}) \setminus SL(2, \mathbb{Z}) \).)
5.5.3. The $w_4$ Weyl cell. From the explicit Bruhat-type decomposition, we may write these terms as

$$\rho_{E^4,w_4}(n, y, \Phi_H, \mu_1) = \sum_{A_1 \in \mathbb{N}} \sum_{C_1, C_2 \in \mathbb{Z}} \sum_{0 < B_2 \nu B_2 | A_1 (C_1, A_1 / B_2) = (C_2, B_2) = 1} \int_{V_2} I^d(x^y k^*, \Phi_H, \mu_1) \psi_n(u) du,$$

where

$$x^y k^* \equiv \left( \begin{array}{ccc} 1 & -\overline{C_2} C_1 \\ B_2 \\ 1 & 0 \\ 1 \end{array} \right) \left( \begin{array}{ccc} 1 & 0 \\ B_2 \\ A_1 \end{array} \right) \left( \begin{array}{ccc} 1 & C_2 \\ B_2 \\ A_1 \end{array} \right) \left( \begin{array}{ccc} 1 & 0 \\ 1 \end{array} \right) u y \pmod{\mathbb{R}^+},$$

with $\overline{C_2} C_2 \equiv 1 \pmod{B_2}$.

Sending

$$\left( \begin{array}{ccc} 1 & \overline{C_2} C_1 \\ B_2 \\ 1 & 0 \\ 1 \end{array} \right) u, \quad u \mapsto u,$$

and similarly conjugating $\left( \begin{array}{ccc} 1 & -\overline{C_2} C_1 \\ B_2 \\ 1 & 0 \\ 1 \end{array} \right)$ across, changing the sign of $C_1$ as necessary, gives

$$\rho_{E^4,w_4}(n, y, \Phi_H, \mu_1) = 2 \sum_{a_1, a_2 \in \mathbb{N}} \sum_{C_1 \pmod{a_1}} \sum_{C_2 \pmod{a_2}} e \left( \frac{-n_2 C_2}{a_2} - n_1 \frac{\overline{C_2} C_1}{a_1} \right) \int_{[0, a_2] \times \mathbb{R}^2} I^d \left( \left( \begin{array}{ccc} a_2 \\ a_1 \end{array} \right) \left( \begin{array}{ccc} 1 \\ a_1 a_2 \end{array} \right) \left( \begin{array}{ccc} 1 \\ a_1 \end{array} \right) \right) w_4 u y, \Phi_H, \mu_1 \right) \psi_n(u) du,$$

after setting $a_1 = \frac{A_1}{B_2}$, $a_2 = B_2$.

If $n_1 = 0$, then the $x_2$ coordinate of the argument of $I^d$ is

$$\frac{a_1}{a_2} \left( u_1 - \frac{u_2 u_3}{y_2^2 + u_2^2} \right),$$

hence the integral is zero by cuspidality of $I^d$, and we now assume $n_1 \neq 0$. Similarly, by sending $u_1 \mapsto a_2 u_1$, the integral is zero unless $a_1 \mid (a_2 n_1)$, so the modular sums are well-defined, and we may remove the $\overline{C_2}$ using $(C_2, a_1 / (a_1, n_1)) = 1$.

Inserting the Fourier expansion of $I^d$ from (84) and evaluating the $u_1$ integral, the finite and infinite places separate,

$$\rho_{E^4,w_4}(n, y, \Phi_H, \mu_1) = 2 \varepsilon_\Phi \text{sgn}(n_1) \rho_{\text{fin}} \sum_{\varepsilon_\Phi} \rho_{\text{inf}}.$$

Writing out the infinite place, i.e. the $u_2$ and $u_3$ integrals, gives an integral of the form (80), so this becomes

$$\rho_{\text{inf}} = y_1^{-1-\mu_1+\mu_y} y_2^{-1-2\mu_1+\mu_y} D^d(v_{-\nu}) W^d(I, \mu, \psi_{y_n}) = D^d(v_{-\nu}) W^d(y, \mu, \psi_n).$$
The finite part is the sum

$$\rho_{\text{fin}} = |n_1|^{\mu_\Phi} \sum_{\substack{a_1, a_2, a_3 \in \mathbb{N} \\ a_1 a_3 = a_2 n_1}} a_1^{-1} a_2^{-1} a_3^{-1} \sum_{\substack{C_1 \pmod{a_1} \\ C_2 \pmod{a_2} \\ (C_1, a_1) = (C_2, a_2) = 1}} e \left( n_2 \frac{C_2}{a_2} + n_1 \frac{C_1}{a_1} \right) \lambda_\Phi(a_3).$$

where \(\text{sgn}(n_1)a_3\) was the value of the index \(\pm n_1\) occurring in (84). These sums are evaluated in [15, Lemma 5.5]: For \(n_1 \neq 0 = n_2\), we have

$$\rho_{\text{fin}} = |n_1|^{\mu_\Phi} \lambda_\Phi(|n_1|) \frac{L(\Phi, 3\mu_1)}{L(\Phi, 1 + 3\mu_1)},$$

where

$$L(\Phi, s) = \sum_{n=1}^{\infty} \frac{\lambda_\Phi(n)}{n^s}$$

is the usual Hecke \(L\)-function attached to \(\Phi\).

If we take the Satake parameters \(\lambda_\Phi(p) = a_\Phi(p) + b_\Phi(p)\) with \(a_\Phi(p)b_\Phi(p) = 1\), and define by multiplicativity

$$\lambda_E((p^\alpha, p^\beta), \Phi, \mu_1) = p^{3\mu_1 (\alpha - \beta)} S_{\alpha, \beta} (a_\Phi(p)p^{-3\mu_1}, b_\Phi(p)p^{-3\mu_1}),$$

and

$$\lambda_E(n, \Phi, \mu_1) = \prod_p \lambda_E((p^{e(p_n)}), \Phi, \mu_1)$$

(note \(\lambda_E((1, 1), \Phi, \mu_1) = 1\), we have

$$\rho_{\text{fin}} = |n_1|^{\mu_\Phi} |n_2|^{-3\mu_1} \frac{\lambda_E(n, \Phi, \mu_1)}{L(\Phi, 1 + 3\mu_1)},$$

when \(n_1 n_2 \neq 0\).

It is possible to show the more explicit form

$$\lambda_E((p^\alpha, p^\beta), \Phi, \mu_1) = \frac{p^{-3\mu_1 (\alpha + 1)} \lambda_\Phi(p^\beta) + p^{3\mu_1 (\beta + 1)} \lambda_\Phi(p^\alpha) - \lambda_\Phi(p^{\alpha + 1}) \lambda_\Phi(p^\beta) - \lambda_\Phi(p^\alpha) \lambda_\Phi(p^{\beta + 1}) + \lambda_\Phi(p^\alpha) \lambda_\Phi(p^\beta)}{p^{3\mu_1} + p^{-3\mu_1} - \lambda_\Phi(p)}.$$  

Notice the coefficients \(\lambda_E(n, \Phi, \mu_1)\) are actually the \(GL(3)\) Hecke eigenvalues, c.f. [6, 10.9.3]:

$$\lambda_E((p^\alpha, 1), \Phi, \mu_1) = \sum_{a_1=0}^{\alpha} \lambda_\Phi(p^{a_1}) p^{3\mu_1 (\alpha - a_1)},$$

$$\lambda_E((1, p^\beta), \Phi, \mu_1) = \sum_{a_1=0}^{\alpha} \lambda_\Phi(p^{a_1}) p^{-3\mu_1 (\alpha - a_1)},$$

$$\lambda_E((p^\alpha, p^\beta), \Phi, \mu_1) = \lambda_E((p^\alpha, 1), \Phi, \mu_1) \lambda_E((1, p^\beta), \Phi, \mu_1) - \lambda_E((p^{\alpha - 1}, 1), \Phi, \mu_1) \lambda_E((1, p^{\beta - 1}), \Phi, \mu_1),$$

again defining \(\lambda_E((p^{-1}, 1), \Phi, \mu_1) = \lambda_E((1, p^{-1}), \Phi, \mu_1) = 0\).
The Fourier-Whittaker coefficients in the normalization of (63) are then
\begin{equation}
\rho_E^d(w_2, n, \Phi_H, \mu_1) = 2\delta_{n_2 \neq 0 \varepsilon \Phi} \text{sgn}(n_2)^{\alpha_{\Phi}} l_\Phi(\mu_1) n_2^{-\mu_1} \Sigma_{\mu_1}^d
\end{equation}
\begin{equation}
\rho_E^d(w_1, n, \Phi_H, \mu_1) = 2\delta_{n_1 \neq 0} \text{sgn}(n_1)^{\alpha_{\Phi}} \frac{\tilde{n}_1^{\mu_1} \tilde{n}_2^{-\mu_1}}{L(\Phi, 1 + 3\mu_1)^{\sum_{\mu_1}^d}}
\times \begin{cases} 
\lambda_{\Phi}(n_1) L(\Phi, 3\mu_1) & \text{if } n_1 \neq 0 = n_2, \\
\lambda_{\Phi}(n, \Phi, \mu_1) & \text{if } n_1 \neq 0
\end{cases}
\end{equation}
and all other cases are zero. Recall \( \delta_{w_2,n} = 0 \) unless \( n_1 = 0 \).

5.6. Constant terms. It will be useful for later sections to reconstitute the constant terms from the Fourier expansion. The 1, 1, 1 constant term is zero. The 2, 1 constant term is
\begin{equation}
E^{d,21}(xy, \Phi_H, \mu_1) := \int_{\mathbb{R}^2} E^d \left( \left( 1 \begin{array}{c} x_2 \\ u_1 \\ 1 \\
1 \\ \Phi_H, \mu_1 \\ 1 
\end{array} \right) y, \Phi_H, \mu_1 \right) du_1 du_3 = 2\Sigma_{\mu_1}^d \left( \left( 1 \begin{array}{c} x_2 \\ 1 \\
1 \\ \Phi_H, \mu_1 \\ 1 
\end{array} \right) y, \Phi_H, \mu_1 \right),
\end{equation}
from (95) and (94) (keeping in mind the slight difference in notation of (63)).

For the 1, 2 constant term, we point out that the degenerate character Whittaker function may be written as
\begin{equation}
W^d(xy, w_1, \mu, \psi_{(n,0)}) = (y_1 y_2)^{\mu_3} D^d(v_+ - w_1) W^d(0, \mu_2 - \mu_3)
\times D^d(w_3) W^d(0, \mu_1 - \mu_3) D^d(w_1) W^d(v_+ x y v_+ - w_2, \mu, \psi_{(n,0)}) D^d(v_+) D^d(w_1),
\end{equation}
and the 1, 2 constant term is
\begin{equation}
E^{d,12}(xy, \Phi_H, \mu_1) := \int_{\mathbb{R}^2} E^d \left( \left( 1 \begin{array}{c} u_2 \\ x_1 \\ 1 \\
1 \\ \Phi_H, \mu_1 \\ 1 
\end{array} \right) y, \Phi_H, \mu_1 \right) du_2 du_3
= 2 \frac{L(\Phi, 3\mu_1)}{L(\Phi, 1 + 3\mu_1)} \Sigma_{\mu_1}^d \sum_{n_1 \neq 0} \text{sgn}(n_1)^{\alpha_{\Phi}} l_\Phi(\mu_1) n_1^{\mu_{\Phi}} W^d(xy, w_1, \mu', \psi_{(n,0)}).
\end{equation}

Setting
\begin{equation}
\tilde{M}^d(\Phi, \mu_1) = \frac{L(\Phi, 3\mu_1)}{L(\Phi, 1 + 3\mu_1)} \Sigma_{\mu_1}^d D^d(w_1) W^d(0, 3\mu_1 + \mu_{\Phi}) D^d(w_3) W^d(0, 3\mu_1 - \mu_{\Phi}) D^d(w_1),
\end{equation}
we have
\begin{equation}
E^{d,12}(xy, \Phi, \mu_1) = 2\tilde{M}^d(\Phi, \mu_1) I^d \left( \left( 1 \begin{array}{c} x_1 \\ 1 \\
1 \\ \Phi, -\mu_1 
\end{array} \right) y w_1, \Phi, -\mu_1 \right),
\end{equation}
after working through the \( V \) dependence.

5.7. Initial continuation. Assuming we have a zero-free region for \( L(\Phi, 1 + s) \) of the form (72) (for the present purposes, no uniformity in \( \Phi \) is necessary and [9, Theorem 5.10] is sufficient), and taking for granted the fact that \( L(\Phi, 3\mu_1) \) has no poles on \( \text{Re}(\mu_1) > 0 \) [5, Section 8], the analytic continuation follows from the absolute convergence of the Fourier expansion given by Proposition 5. Notice that the polynomial boundedness of the Fourier coefficients follows from (32) and any polynomial bound (e.g. [5, (14.54), (16.56)]) on the \( \lambda_{\Phi}(n) \).
5.8. Functional equations. As we did for the minimal Eisenstein series, we show the functional equations by examining the constant terms. We wish to show

\[ E_d^{12}(xy, \Phi_H, \mu_1) = \tilde{M}_d(\Phi, \mu_1) E_d^{21}((xy)^{1}w_1, \Phi_H, -\mu_1), \]

\[ E_d^{21}(xy, \Phi_H, \mu_1) = \tilde{M}_d(\Phi, \mu_1) E_d^{12}((xy)^{1}w_1, \Phi_H, -\mu_1), \]

and it suffices to show

\[ \tilde{M}_d(\Phi, \mu_1) \Sigma_{\epsilon \Phi}^d = \tilde{M}_d(\Phi, \mu_1), \]

\[ \tilde{M}_d(\Phi, \mu_1) \tilde{M}_d(\Phi, -\mu_1) = \Sigma_{\epsilon \Phi}^d. \]

The first statement follows by conjugating each \( v \in V \) to the left and using \( \Sigma_{\epsilon \Phi}^d \Sigma_{\epsilon \Phi}^d = \Sigma_{\epsilon \Phi}^d \).

The functional equation of the \( L \)-function may be expressed in the form

\[ L_\infty(\Phi, s) L(\Phi, s) = \eta_\Phi L_\infty(\Phi, 1 - s) L(\Phi, 1 - s), \]

where

\[ L_\infty(\Phi, s) = \Gamma_R(s + \mu_\Phi) \Gamma_R(1 + s + \mu_\Phi), \quad \eta_\Phi = i^\kappa, \]

for \( \Phi \) a holomorphic modular form of weight \( \kappa > 0 \),

\[ L_\infty(\Phi, s) = \Gamma_R(s + \mu_\Phi) \Gamma_R(s - \mu_\Phi), \quad \eta_\Phi = 1, \]

for \( \Phi \) an even spherical Maass form (i.e. \( \epsilon_\Phi = 1 \)), and

\[ L_\infty(\Phi, s) = \Gamma_R(1 + s + \mu_\Phi) \Gamma_R(1 + s - \mu_\Phi), \quad \eta_\Phi = -1, \]

for \( \Phi \) an odd spherical Maass form (i.e. \( \epsilon_\Phi = -1 \)). These may be found in [5 (8.11), (8.17)].

For \( (101) \), in case \( \Phi \) is an even spherical Maass form or a holomorphic modular form (so that \( \epsilon_\Phi = 1 \)), we are once again only concerned with the entries on the even rows (i.e. \( m' \) even). As in \( (76) \), we simply need to show

\[ \frac{L_\infty(\Phi, 1 + 3\mu_1) L_\infty(\Phi, 1 - 3\mu_1)}{L_\infty(\Phi, 3\mu_1) L_\infty(\Phi, -3\mu_1)} \times \frac{\Gamma_R(3\mu_1 + \mu_\Phi) \Gamma_R(-3\mu_1 - \mu_\Phi) \Gamma_R(3\mu_1 - \mu_\Phi) \Gamma_R(-3\mu_1 + \mu_\Phi)}{\Gamma_R(1 + 3\mu_1 + \mu_\Phi) \Gamma_R(1 - 3\mu_1 - \mu_\Phi) \Gamma_R(1 + 3\mu_1 - \mu_\Phi) \Gamma_R(1 - 3\mu_1 + \mu_\Phi)} \]

is one. It is.

In case \( \Phi \) is an odd spherical Maass form, so that \( \epsilon_\Phi = -1 \), we conjugate \( \Sigma_{\epsilon \Phi}^d \) past \( \mathcal{D}_d(w_1) \) in \( (98) \), and by \( (15) \) and \( (13) \), we see that we are only concerned with the odd rows (i.e. \( m' \) odd). From \( (18) \), we need to show \( (102) \) multiplied by

\[ \frac{\sin(\pi \frac{3\mu_1 + \mu_\Phi}{2}) \sin(\pi \frac{-3\mu_1 + \mu_\Phi}{2}) \sin(\pi \frac{3\mu_1 - \mu_\Phi}{2}) \sin(\pi \frac{-3\mu_1 - \mu_\Phi}{2})}{\sin(\pi \frac{1 + 3\mu_1 + \mu_\Phi}{2}) \sin(\pi \frac{1 - 3\mu_1 + \mu_\Phi}{2}) \sin(\pi \frac{1 + 3\mu_1 - \mu_\Phi}{2}) \sin(\pi \frac{1 - 3\mu_1 - \mu_\Phi}{2})} \]

is one (the four factors \((-1)^{(m'+1)/2}\) cancel). It is.

The functional equation follows by the same method as in the minimal parabolic case in section \( 4.4.2 \) except that we unfold now to the space

\[ P_{21}(\mathbb{Z}) \backslash G \backslash K \cong \left( U(\mathbb{Z}) \backslash \left\{ \frac{1}{0}, \frac{0}{1} \right\} \right) \times (SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R})/SO(2, \mathbb{R})) \times \mathbb{R}^+, \]
and the integral of \( f(g) := E^d(xy, \Phi, \mu_1) - \tilde{M}^d(\Phi, \mu_1)E^d((xy)^i w_1, \Phi, -\mu_1) \) over the space \( U(\mathbb{Z}) \setminus \left\{ \left( \frac{1}{2} \right) \right\} \) is zero.

Set \( \mu'' = -\mu' \). On \( \text{Re}(\mu_1) = 0 \) and for a spherical Maass form this leaves \( \mu'' = \mu' \), but for a holomorphic modular form, this has the effect of replacing \( \mu_\Phi \mapsto -\mu_\Phi \). We define \( \tilde{M}^d(\Phi, \mu_1) \) as in (98), but with \( \mu' \) replaced with \( \mu'' \). Then we arrive at

**Proposition 8.** The matrix-valued Eisenstein series \( L(\Phi, 1 + 3\mu_1)E^d(xy, \Phi, \mu_1) \) has holomorphic continuation to all \( \mu_1 \in \mathbb{C} \), with functional equations given by

\[
E^d(xy, \Phi_H, \mu_1) = \tilde{M}^d(\Phi, \mu_1)E^d((xy)^i w_1, \Phi_H, -\mu_1), \\
E^d(xy, \Phi_{\tilde{R}}, \mu_1) = \tilde{M}^d(\Phi, \mu_1)E^d((xy)^i w_1, \Phi_{\tilde{R}}, -\mu_1).
\]

The matrices \( \tilde{M}^d(\Phi, \mu_1) \) are orthogonal in the sense that

\[
\tilde{M}^d(\Phi, \mu_1) \tilde{M}^d(\Phi, \mu_1)^T = \Sigma_{+\xi^3}^d \text{ for } \text{Re}(\mu_1) = 0.
\]

The orthogonality follows from the previous computations, upon noticing that

\[
\tilde{M}^d(\Phi, \mu_1) = \tilde{M}^d(\Phi, -\mu_1),
\]

when \( \text{Re}(\mu_1) = 0 \).

5.9. The 2, 1 and 1, 2 constant terms of the spectral expansion. We assume that \( f : SL(3, \mathbb{Z}) \setminus SL(3, \mathbb{R}) \rightarrow \mathbb{C} \) is Schwartz class, and consider the 2, 1 constant term in the form

\[
f^{21}(xyk) := \int_0^1 \int_0^1 f \left( \begin{pmatrix} x_2 & x_3 \\ u_1 & 1 \\ \end{pmatrix} yk \right) du_1 du_2,
\]

and \( f_c^{21} := (f - f_0)^{21} \) with \( f_0 \) as in Theorem 1.[1] As before, we expand the \( K \)-part; then applying Mellin inversion gives

\[
f_c^{21}(xyk) = \sum_{d=0}^{\infty} (2d + 1) \sum_{m'=-d}^{d} \frac{1}{2\pi i} \int_{\text{Re}(\mu_1)=-2} \left( y_1^2 y_2^2 \right)^{\frac{1}{2} + \mu_1} \mathcal{D}^d_{m'}(k) \int_0^1 \int_0^1 \\
\int_K \left( f - f_0 \right) \left( \begin{pmatrix} x_2 & x_3 \\ u_1 & 1 \\ \end{pmatrix} \begin{pmatrix} \sqrt{t_1}y_2 \\ \sqrt{t_1/y_2} \end{pmatrix} \right) k' \mathcal{D}^d_{m'}(k') d' k' dk' du_3 dx_2 dx_1 \frac{1}{t_2^{\frac{1}{2} - \mu_1}} \frac{dt_1}{t_1^{\frac{1}{2}},}
\]

The function of \( x_2 \) and \( y_2 \) at each \( m' \) transforms as a weight \( m' \) Maass form which is cuspidal by definition of \( f_0 \), so we may expand it over an orthonormal basis of Hecke eigenforms \( \mathcal{S}_{m'} \).

\[
f_c^{21}(xyk) = \sum_{d=0}^{\infty} (2d + 1) \sum_{m'=-d}^{d} \sum_{\phi \in \mathcal{S}_{m'}} \frac{1}{2\pi i} \int_{\text{Re}(\mu_1)=-2} \left( y_1^2 y_2^2 \right)^{\frac{1}{2} + \mu_1} \phi(x_2 + iy_2) \mathcal{D}^d_{m'}(k) \int_0^1 \int_{\mathcal{F}_2} \int_0^1 \\
\int_K \left( f - f_0 \right) \left( \begin{pmatrix} x_2 & x_3 \\ u_1 & 1 \\ \end{pmatrix} \begin{pmatrix} \sqrt{t_1}y_2 \\ \sqrt{t_1/y_2} \end{pmatrix} \right) k' \phi(x_2 + it_2) \mathcal{D}^d_{m'}(k') d' k' dk' dx_3 dx_1 \frac{dt_2}{t_2^{\frac{1}{2} - \mu_1}} \frac{dt_1}{t_1^{\frac{1}{2}}},
\]

where \( \mathcal{F}_2 \) is a fundamental domain for \( SL(2, \mathbb{Z}) \setminus SL(2, \mathbb{R})/SO(2, \mathbb{R}) \).
Now substituting \((t_1, t_2) \mapsto (y_1^2 y_2, y_2)\) gives

\[
f_c^{21}(xy) = 2 \sum_{d=0}^{\infty} \sum_{m=-d}^{d} \sum_{\phi \in S_{m'}} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(\mu_1) = -2} (y_1^2 y_2)^{\frac{1}{2} + \mu_1} \phi(x_2 + iy_2) D_m^d(k) \int_{\Gamma \setminus G} f(g') \phi(x_2 + iy_2) D_m^d(k) \frac{y_1^2 y_2}{2} \cdot \frac{1}{2} - \mu_1 \cdot dg' \, d\mu_1,
\]

with the usual coordinates \(g' = x'y'k'\). By folding, this is

\[
f_c^{21}(xy) = 2 \sum_{d=0}^{\infty} \sum_{m=-d}^{d} \sum_{\phi \in S_{m'}} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(\mu_1) = 0} (y_1^2 y_2)^{\frac{1}{2} + \mu_1} \phi(x_2 + iy_2) D_m^d(k) \int_{\Gamma \setminus G} f(g') E_m^d(g', \phi, -\mu_1) \cdot dg' \, d\mu_1,
\]

after shifting \(\text{Re}(\mu_1) \mapsto 0\), as we may. We have dropped \(f_0\) from this last equation since \(E_m^d(g, \mu)\) and hence \(f_0\) are orthogonal to functions which have no \(1, 1, 1\) constant term, such as \(E_m^d\left(g', \phi, -\overline{\mu_1}\right)\).

Let \(S_{2, \text{cusp}}^d\) be the set of all minimal (non-negative) weight ancestors of each \(\tilde{S}_{m'}, |m'| \leq d\). Then we may collect the previous expression into the form

\[
f_c^{21}(xy) = 2 \sum_{d=0}^{\infty} \sum_{\phi \in S_{2, \text{cusp}}^d} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(\mu_1) = 0} \text{Tr} \left((y_1^2 y_2)^{\frac{1}{2} + \mu_1} \Phi^d(x_2 + iy_2) D^d(k) \right) \int_{\Gamma \setminus G} f(g') E^d(g', \Phi, \mu_1) \, dg' \, d\mu_1.
\]

We switch to Hecke normalizations

\[
f_c^{21}(xy) = 2 \sum_{d=0}^{\infty} \sum_{\phi \in S_{2, \text{cusp}}^d} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(\mu_1) = 0} \text{Tr} \left((y_1^2 y_2)^{\frac{1}{2} + \mu_1} \Phi^d(x_2 + iy_2) D^d(k) \right) \int_{\Gamma \setminus G} f(g') E^d(g', \Phi_H, \mu_1) \, dg' \, d\mu_1,
\]

keeping in mind that \(\Gamma^d \Phi^d \Gamma^d\) is a scalar matrix.

The equation (103) implies

\[
E^d(g', \Phi, \mu_1) = \Sigma^d_{+\varepsilon} E^d(g', \Phi, \mu_1)
\]

in the same manner as it did for \(I^d\). Applying the cycle-invariance of the trace, we recognize the 2,1 constant term of the Eisenstein series,

\[
f_c^{21}(g) = \sum_{d=0}^{\infty} \sum_{\phi \in S_{2, \text{cusp}}^d} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(\mu_1) = 0} \text{Tr} \left((\Gamma^d \Phi^d \Gamma^d) E^{d, 21}(g, \Phi_H, \mu_1) \right) \int_{\Gamma \setminus G} f(g') E^d(g', \Phi_H, \mu_1) \, dg' \, d\mu_1.
\]
Fourier coefficients of the Eisenstein series at change of variables, say $\eta > 0$, that $f$ is orthogonal to the constant function. To obtain (77), we shifted contours from $\text{Re}(\mu) = (0,0,2)$ to $\text{Re}(\mu) = 0$. Now we use three steps, shifting first to $\text{Re}(\mu_1 - \mu_2) = \eta$ for some small $\eta > 0$, while maintaining $\text{Re}(\mu_2 - \mu_3) = -2$. This may be done through a change of variables, say $u = (\mu_1 - \mu_2, \mu_2 - \mu_3)$. We possibly encounter simple poles in the Fourier coefficients of the Eisenstein series at $-(\mu_1 - \mu_2) = 1$. For the shifted contour, now at $\text{Re}(\mu) = (-2\frac{2}{3} + \eta, -2\frac{2}{3} + \frac{4}{3})$, we again shift contours to $\text{Re}(\mu_2 - \mu_3) = 0$, while maintaining $\text{Re}(\mu_1 - \mu_2) = \eta$. Again we may have encountered poles at $-(\mu_2 - \mu_3) = 1$ and $-(\mu_1 - \mu_3) = 1$, which we may take to be distinct. Finally, we shift to $\text{Re}(\mu_1 - \mu_2) = 0$; the resulting integral of this third contour shift is (77). The residues now have the form

$$
\sum_{i=1}^{3} \sum_{d=0}^{\infty} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(s) = c_i} \text{Tr}(f_i(y)D^d(k) \int_{\Gamma \setminus G} f(g') F_i^d(g', -3) g') ds,
$$

where $c_1 = -\frac{5}{6}$, $c_2 = \frac{1}{6} + \eta$, $c_3 = \frac{1}{6} - \eta$.

6. The residual spectrum

Let us consider the contour shifting in section 4.5 more carefully. Dropping the assumption that $f$ is orthogonal to the residues of the Eisenstein series, we assume instead that $f$ is orthogonal to the constant function. To obtain (77), we shifted contours from $\text{Re}(\mu) = (-2,0,2)$ to $\text{Re}(\mu) = 0$. Now we use three steps, shifting first to $\text{Re}(\mu_1 - \mu_2) = \eta$ for some small $\eta > 0$, while maintaining $\text{Re}(\mu_2 - \mu_3) = -2$. This may be done through a change of variables, say $u = (\mu_1 - \mu_2, \mu_2 - \mu_3)$. We possibly encounter simple poles in the Fourier coefficients of the Eisenstein series at $-(\mu_1 - \mu_2) = 1$. For the shifted contour, now at $\text{Re}(\mu) = (-2\frac{2}{3} + \eta, -2\frac{2}{3} + \frac{4}{3})$, we again shift contours to $\text{Re}(\mu_2 - \mu_3) = 0$, while maintaining $\text{Re}(\mu_1 - \mu_2) = \eta$. Again we may have encountered poles at $-(\mu_2 - \mu_3) = 1$ and $-(\mu_1 - \mu_3) = 1$, which we may take to be distinct. Finally, we shift to $\text{Re}(\mu_1 - \mu_2) = 0$; the resulting integral of this third contour shift is (77). The residues now have the form

$$
\sum_{i=1}^{3} \sum_{d=0}^{\infty} \frac{(2d + 1)}{2\pi i} \int_{\text{Re}(s) = c_i} \text{Tr}(f_i(y)D^d(k) \int_{\Gamma \setminus G} f(g') F_i^d(g', -3) g') ds,
$$

where $c_1 = -\frac{5}{6}$, $c_2 = \frac{1}{6} + \eta$, $c_3 = \frac{1}{6} - \eta$. 

(There is a sneaky point that when $\Phi_\bar{H}$ is coming from a holomorphic modular form of weight $\kappa > 0$, we are not trying to attach meaning to the nonsensical rows $E_{m_1}^{d,21}(g, \Phi_\bar{H}, \mu_1)$ for $|m'| < \kappa$ as these are zero in $E^d(g', \Phi_H, \mu_1)$ and so they drop out of the former by cycle invariance.)
\[ f_1(y) = y_1^{1+2s}y_2^s = p_{\mu^w_F}(y), \quad F^d_1(g, s) := \text{res}_{u_1=1} E^d(g, \mu) \bigg|_{u_2=-\frac{3}{2}+3s}, \]
\[ f_2(y) = y_1^{-1-s}y_2^{-2s} = p_{\mu^w_F}(y), \quad F^d_2(g, s) := \text{res}_{u_2=1} E^d(g, \mu) \bigg|_{u_1=\frac{3}{2}+3s} = M^d(w_5, \mu^w_F)F^d_1(g, s), \]
\[ f_3(y) = y_1^s y_2^{-1} = p_{\mu^w_F}(y), \quad F^d_3(g, s) := \text{res}_{u_1=1-u_2} E^d(g, \mu) \bigg|_{u_2=\frac{1}{2}-3s} = M^d(w_3, \mu^w_F)F^d_1(g, s), \]
with
\[ \mu_F = (\frac{1}{2} + s, -\frac{1}{2} + s, -2s). \]

We have used the functional equations of Proposition 6 with, for example, the fact that \( \Gamma_E(w_3, \mu^w_F), \) and hence \( M(w_3, \mu^w_F), \) are holomorphic at \( \mu_1 - \mu_2 = 1, \) provided \( \mu_2 - \mu_3 \notin \mathbb{Z}. \)

From section 4.2, we have the Fourier coefficients of the function \( F^d_1(g, \mu_1). \) The poles occur in the \( \Gamma_E(w, \mu), \) and we see
\[ \rho^d_{w_1}(w, n, s) = |V| \zeta_0(w, s, \psi_n)p_{\mu^w_F}(\tilde{n})\Sigma^d_{+}, \]
where for \( n_1n_2 \neq 0, \) \( \zeta_0(w, s, \psi_n) = 0; \) for \( n_1 = n_2 = 0, \)
\[ \zeta_0(w, \mu_1, \psi_n) = \frac{6}{\pi^2} \times \begin{cases} 1 & \text{if } w = w_2, \\ \zeta(\frac{3}{2}+3s) & \text{if } w = w_5, \\ \zeta(-\frac{1}{2}+3s) & \text{if } w = w_1, \\ \zeta(\frac{3}{2}+3s) & \text{otherwise,} \end{cases} \]
for \( n_1 = 0, n_2 \neq 0, \)
\[ \zeta_0(w, \mu_1, \psi_n) = \frac{6}{\pi^2} \delta_{w=w_5} \frac{\Gamma_R(\frac{1}{2} - 3s)\zeta(\frac{1}{2} - 3s)\sigma_{\frac{1}{2}-3s}(|n_2|)}{\Gamma_R(\frac{1}{2} + 3s)\zeta(\frac{1}{2} + 3s)\zeta(\frac{3}{2} + 3s)} \]
\[ = \frac{6}{\pi^2} \sigma_{\frac{1}{2}-3s}(|n_2|) \zeta(\frac{3}{2} + 3s) \]
and for \( n_1 \neq 0, n_2 = 0, \)
\[ \zeta_0(w, \mu_1, \psi_n) = \frac{6}{\pi^2} \delta_{w=w_5} \frac{\sigma_{\frac{1}{2}-3s}(|n_1|)}{\zeta(\frac{3}{2} + 3s)}. \]

We shift the contours in \([105]\) back to \( \text{Re}(s) = 0. \) An easy approach to handle the poles of the \( F^d(g, s) \) is to notice that the functions \( \mathcal{D}^d(k), y_1^{1/3}y_2^{2/3}\mathcal{D}^d(k), \) and \( y_1^{2/3}y_2^{1/3}\mathcal{D}^d(k) \) are not \( \Gamma \) invariant except the first in the particular case \( d = 0. \) We would like to address the poles directly. This will require some information about \( \mathcal{W}^d(0, u) \) at three points.

First, from the explicit form \([108]\) of \( \mathcal{W}_n(0, 1), \) we see that \( \Sigma^d_{+}\mathcal{W}^d(0, 1) = \pi \Delta^d, \) where \( \Delta^d \) is the matrix with the single, central entry \( \Delta^d_{0,0} = 1. \) Second, the even entries of \( \mathcal{W}^d(0, u) \) have simple poles at \( u = 0 \) with residue \( 2 \cos \frac{\pi}{2}. \) We may express this as
\[ \text{res}_{u=0} \mathcal{W}^d(0, u) = \mathcal{R}^d(i) + \mathcal{R}^d(-i) = \mathcal{D}^d(v_+w_2) + \mathcal{D}^d(v_-w_2). \]
Lastly, we need the central entry of
\[ D^d(w_3)W^d(0, 2)D^d(w_5)v_{+}, \]
but if we expand the integral (22) and apply the substitution \( x = \cot \beta \), we may see this is
\[ 2 \left( D^d_{0, 0}, D^d_{0, 0} \right)_{L^2(K)} = 2\delta_{d=0}, \]
since \( -1 \sum D^d_{0, 0} \) and \( D^d_{0, 0} = 1 \) are elements of an orthonormal basis.

\( F^d_{1}(xy, s) \) has a possible pole at \( s = \frac{1}{2} \) with residue
\[
\frac{8}{\pi^2 \zeta(3)} p_{\rho + \mu_F^5}(y) \sum \frac{1}{\rho + \mu_F^5}(y) \sum W^d(I, w_1, \mu_F, \psi_{00}) = \frac{16}{\zeta(3)} \delta_{d=0},
\]
and a possible pole at \( s = \frac{1}{6} \) with residue
\[
\frac{48}{\pi^4} p_{\rho + \mu_F^4 w_4}(y) \sum W^d(I, w_1, \mu_F, \psi_{00}) + \frac{72}{\pi^4} p_{\rho + \mu_F^4 w_4}(y) \sum \text{res} W^d(I, w_1, \mu_F, \psi_{00}) = 0.
\]

(Here we used \( \sum \Delta^d_{++} = \Delta^d_{++} \Delta^d_{d}. \) From similar computations, we see \( F^d_{2}(xy, s) \) has a possible pole at \( s = \frac{1}{6} \) with residue
\[
\frac{48}{\pi^4} p_{\rho + \mu_F^4 w_4}(y) \sum W^d(I, w_1, \mu_F, \psi_{00}) + \frac{72}{\pi^4} p_{\rho + \mu_F^4 w_4}(y) \sum \text{res} W^d(I, w_1, \mu_F, \psi_{00}) = 0.
\]

The contour for \( F^d_{1}(xyk, s) \) is already to the right of all of the poles.

Since \( W^d(0, 1) = \Delta^d W^d(0, 1) \), the Whittaker functions
\[
\sum W^d(y, w_2, \mu_F, \psi_{00}) = \pi p_{\rho + \mu_F^5}(y) \Delta^d,
\]
are all left-invariant by \( \Delta^d \), and so is \( F^d_{1}(g, \mu_1) \). Using this fact, and the cycle-invariance of the trace, the shifted integral from (106) is
\[
\frac{1}{2} \sum_{d=0}^{\infty} \frac{(2d + 1)}{2\pi i} \int_{\Re(s)=0} \text{Tr} \left( H^d(y, s) D^d(k) \int_{\Gamma \setminus G} f(g') \overline{F^d_1(g', s)^T} \, dg' \right) \, ds,
\]
where
\[
H^d(y, s) = p_{\rho + \mu_F^5}(y) \Delta^d \Delta^d M^d(w_5, \mu_F^{w_5}) + p_{\rho + \mu_F^5}(y) \Delta^d M^d(w_3, \mu_F^{w_3})^T.
\]

Expanding the definitions of \( M^d(w_5, \mu_F^{w_5}) \) shows
\[
H^d(y, s) = \frac{\pi}{24} F^d_{1,111}(y, s),
\]
and the contribution of the residual spectrum to (77) will be
\[
\frac{\pi}{24} \sum_{d=0}^{\infty} \frac{(2d + 1)}{2\pi i} \int_{\Re(s)=0} \text{Tr} \left( F^d_1(g, s) \int_{\Gamma \setminus G} f(g') \overline{F^d_1(g', s)^T} \, dg' \right) \, ds.
\]
6.1. **The maximal Eisenstein series attached to the constant function.** We start with \( \phi = \sqrt{\frac{3}{\pi}} \), the constant function on \( SL(2, \mathbb{Z}) \setminus SL(2, \mathbb{R}) \). In the style of sections 5.2 and 5.3, we define the Hecke-normalized \( \Phi_H^d \) to be the diagonal matrix with the single nonzero entry \( \Phi_{H,0,0}^d = 1 \), and \( E^d(g, \Phi_H, \mu_1) \) in an identical manner. The spectral parameter in the sense of (83) is \( \mu_\Phi = -\frac{1}{4} \).

The Fourier coefficients can be obtained by computing as in section 5.5, and we see \( F_1^d(g, \mu_1) = \frac{12}{\pi} E^d(g, \Phi_H, \mu_1) \).

If one believes such an equality should hold, it is easiest to check the constant by comparing the Weyl cell of the identity in \( E^d(g, \Phi_H, \mu_1) \) to the \( w_2 \) constant term in \( F^d_1(g, \mu_1) \).

Comparing to (106), the contribution of the residual spectrum in (77) will be

\[
\frac{6}{\pi} \sum_{d=0}^{\infty} \frac{(2d+1)}{2\pi i} \int_{\text{Re}(\mu_1)=0} \text{Tr} \left( E^d(g, \Phi_H, \mu_1) \int_{\Gamma \setminus G} f(g') E^d(g', \Phi_H, \mu_1) \, dg' \right) d\mu_1,
\]

and if \( \Phi = \sqrt{\frac{2}{\pi}} \Phi_H \), then this is

\[
\sum_{d=0}^{\infty} \frac{(2d+1)}{2\pi i} \int_{\text{Re}(\mu_1)=0} \text{Tr} \left( E^d(g, \Phi, \mu_1) \int_{\Gamma \setminus G} f(g') E^d(g', \Phi, \mu_1) \, dg' \right) d\mu_1.
\]
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