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Abstract

Deep-inelastic scattering data in the range $150 < Q^2 < 35000\text{GeV}^2$ are used to investigate the minimum jet separation necessary to allow accurate description of the rate of dijet production using next-to-leading order perturbative QCD calculations. The required jet separation is found to be small, allowing about $1=3$ of DIS data to be classified as dijet, as opposed to approximately $1=10$ with more typical jet analyses. A number of precision measurements made using this dijet sample are well described by the calculations. The data are also described by the combination of leading order matrix elements and parton showers, as implemented in the QCD based Monte Carlo model RAPGAP.
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1 Introduction

One of the most remarkable results arising from the study of deep-inelastic $e\pi$ scattering (DIS) at HERA is the large range of squared four-momentum transfer $Q^2$ over which perturbative QCD calculations are able to describe the measurements of the inclusive cross section. Next-to-leading order (NLO) calculations are successful from values of $Q^2$ as low as a few GeV$^2$ up to $Q^2 \sim 35000$ GeV$^2$ \cite{1,2,3}. Investigations of the hadronic final state have shown that QCD is also able to describe events containing two highly energetic jets \cite{4,5}. Such investigations have tended to require large inter-jet separations, that is, a large relative jet transverse momentum, or a large transverse jet energy in the Breit frame \cite{6,7}. Typically only about a tenth of the DIS sample is then classified as dijet events. These large scales are chosen to avoid the region in which multiple parton emission is likely to become significant. Here, we examine the possibility that fixed order perturbative QCD is able to describe the hadronic final state in DIS even where jet separations are small. Some hints that this may be possible have been seen in measurements of event shape variables \cite{8,9}.

The study proceeds by first identifying the minimum inter-jet separation for which the rate of dijet production is successfully described by NLO QCD calculations. Using this separation, about $1/3$ of DIS events are classified as dijet. Based on this sample a number of measurements is made and compared with perturbative QCD. At the lower end of the $Q^2$ range studied, $Q^2 \sim 150$ GeV$^2$, the sample is dominated by gluon induced events, $e\pi \rightarrow e\pi g$, whereas at the upper end quark induced events predominate, $e\pi \rightarrow e\pi \pi$. The data thus provide a thorough test of the QCD calculations.

An alternative QCD based description of the measurements is provided by Monte Carlo models which describe DIS using leading order (LO) QCD matrix elements matched to parton showers. The inclusion of the latter would suggest that these might describe dijet data in the region in which jet separations are very small. Indeed, studies have been made of sub-jet multiplicities and jet shapes, in which Monte Carlo models incorporating parton showers have performed reasonably well \cite{10,11}. The LO calculations incorporated in these models should ensure they are also able to describe data at large jet separations. However, their overall performance in describing the hadronic final state in DIS has not yet been satisfactory \cite{12}. In the present analysis, we confront our measurements with the QCD model RAPGAP \cite{13} which was not considered in \cite{12}.

2 Experimental procedure

2.1 Selection of DIS events

The present analysis is based on a data sample corresponding to an integrated luminosity of $35 \text{ pb}^{-1}$ recorded in 1995-97 with the H1 detector at HERA. In this period HERA operated with positron and proton beams of 27.5 GeV and 820 GeV energy, respectively, yielding a centre-of-mass energy $\sqrt{s}$ of 300 GeV.

A detailed description of the H1 detector is given in \cite{14}. The detector components of most importance for this study are the central tracking system and the liquid argon calorimeter.
We use a coordinate system with its origin at the nominal interaction point and its positive z axis along the direction of the outgoing proton beam. Polar angles are denoted by \( \theta \) and the “forward” region is that with \( \theta < 90 \). Neutral current DIS events are selected using criteria similar to those described in [3]. These include the requirement that a scattered positron be identified in the liquid argon calorimeter at a polar angle \( \theta_e < 150 \). The positron reconstruction method and the fiducial cuts on the positron impact position in the liquid argon calorimeter are described in [3]. The value of \( Q^2 \), determined from the energy and polar angle of the scattered positron, must exceed 150 GeV^2. The Bjorken scaling variable \( y \) must satisfy \( 0 < y < 0.7 \). At low \( y \), measurements of \( y \) using the polar angles of the positron and of the reconstructed hadronic final state \( y_{da} \), are more precise than those using the energy and polar angle of the scattered positron, \( y_e \). At high \( y \) the situation is reversed. The low \( y \) requirement is thus applied using the double angle measurement, \( 0 < y_{da} < 0.7 \), whereas the high \( y \) restriction is applied using the positron measurement, \( y_e < 0.7 \). The selection yields a sample of 60 000 DIS events with negligible background [3].

2.2 Jet algorithm and observables

Jets are reconstructed with the modified Durham algorithm, described in more detail in [6, 7], which is applied in the laboratory frame. Hadronic energy deposits measured in the liquid argon calorimeter and the backward “SpaCal” calorimeter are used, as are tracks reconstructed in the central tracking chambers, avoiding double counting of energy. All of these are referred to as “proto-jets” in the following and are required to have a polar angle greater than 7 to ensure that they are well measured. The proton remnant, which escapes direct detection, is included in the jet reconstruction by forming a missing-momentum four-vector, which is treated as an additional proto-jet.

The algorithm uses the relative \( k^2_{ij} = 2 \min\{E^2_i; E^2_j\} (1 - \cos \theta_{ij}) \) of proto-jets \( i, j \) as a measure of their separation, where \( E_i \) and \( E_j \) are the energies of the proto-jets \( i \) and \( j \), and \( \theta_{ij} \) the angle between them. The pair \( i, j \) with the minimum \( k^2_{ij} \) is combined to form a new proto-jet by adding the four-momenta \( p_i \) and \( p_j \). The iterative clustering procedure is ended when exactly two final state jets and the proton remnant jet remain.

In order to select a sample of dijet events we define the variable \( y_2 \):

\[
y_2 = \frac{m \min\{k^2_{i\bar{j}}; k^2_{\bar{i}j}\}}{W^2};
\]

where \( i, j \) may be any of the two final state jets or the remnant jet, and \( W \) is the invariant mass of all objects entering the jet algorithm, including the missing-momentum vector. It is ensured that the jets are well contained within the liquid argon calorimeter by requiring that, for both non-remnant jets, \( 10 < \text{jet} < 140 \).

We study the following observables: \( y_2 \) as defined above; the polar angles of the forward and the backward (non-remnant) jets in the laboratory frame \( \theta_{\text{fwd}} \) and \( \theta_{\text{bwd}} \); the dimensionless variables \( x_p \) and \( z_p \); and the average transverse energy of the two final state (non-remnant) jets.
in the Breit frame $E_{T\text{ Breit}}$. In order to calculate $E_{T\text{ Breit}}$, the jets found in the laboratory frame are boosted into the Breit frame$^1$. We calculate $z_p$ and $x_p$ according to

$$z_p = \frac{m_{12} \cos \theta_{E_1}}{E_1 (1 - \cos \theta_{E_1})} \quad \text{and} \quad x_p = \frac{Q^2}{Q^2 + m_{12}^2},$$

where $E_1$ and $\theta_{E_1}$ are the energies and polar angles of the two (non-remnant) jets, and $m_{12}$ is the invariant dijet mass. Matrix elements for dijet production are frequently expressed using these variables $[18-20]$. In leading order QCD, the cross section diverges for $z_p \to 0$ and $x_p \to 1$ due to collinear and infrared singularities.

In the QCD models and the NLO calculations, jets are defined by applying the above algorithm to the four-momenta of hadrons or partons. In particular, the requirement that the polar angle be greater than $7\degree$ is always applied.

### 2.3 Data correction and systematic uncertainties

The procedures used for data correction and the determination of the systematic uncertainties are similar to those described in $[6, 7]$. The measured jet distributions are corrected for the effects of the limited detector acceptance and resolution, and for the effects of QED radiation. This is done using bin-by-bin correction factors determined with the QCD Monte Carlo models ARIADNE $[21]$ and LEPTO $[22]$, both of which are incorporated in DJANGO $[23]$. The average of the measured jet distributions corrected with ARIADNE or LEPTO is taken as the final result. As a cross check, some distributions are also corrected using a regularized unfolding technique $[24]$ (for a brief description see $[25]$). The two correction methods lead to very similar results.

The dominant systematic errors are due to the model dependence of the corrections and the uncertainty of the electromagnetic and hadronic energy scales of the calorimeters. The errors are added in quadrature to yield the total systematic error. The model uncertainty is taken to be the difference between the averaged correction factors and those determined with a single model, and is of the order of 5%. The uncertainty of the electromagnetic energy scale of the liquid argon calorimeter ranges from 0.7% to 3%, depending on the scattered positron’s impact position. The changes in the measured dijet distributions resulting from the variation of this scale within its uncertainty lead to a systematic error of less than 1%. The hadronic energy scale of the liquid argon calorimeter is varied by 4%, which leads to an average uncertainty of 4% in the dijet measurements.

### 2.4 Perturbative QCD and model calculations

The perturbative QCD predictions presented in the following are calculated using the DISENT program $[26]$. The agreement of DISENT with other NLO programs is discussed in $[27-30]$. In

---

$^1$The Breit frame is related to the hadronic centre-of-mass frame by a longitudinal boost. In both frames, the total transverse momentum of the hadronic final state is zero whereas in the laboratory frame it is constrained to balance the scattered lepton’s transverse momentum.
the calculations, we use the CTEQ5M parton density functions [31], choose $Q$ as the renormalization and factorization scale if not otherwise stated and set the value of $\sqrt{s} \approx M_Z$ to 0.1183. This gives a good description of the inclusive DIS cross section in the kinematic range of this analysis [3]. Other choices of recent parton cross section in the kinematic range of this analysis [3]. Other choices of recent parton density parameterizations, for example those determined by the H1 collaboration in [3], are found to yield very similar NLO predictions. The size of the hadronization effects is determined using the QCD Monte Carlo models LEPTO and ARIADNE. Hadronization correction factors are obtained by dividing the jet distributions for hadrons by those determined from the partons after the parton shower or dipole cascade, respectively. The average of the hadronization corrections obtained from the two models is applied to the NLO calculations in the comparisons. The uncertainty of this procedure is conservatively estimated to be half the size of the correction. This is significantly larger than the difference between the corrections determined with ARIADNE and LEPTO.

Comparisons are also made with the QCD based Monte Carlo program RAPGAP. This models QCD radiation with initial and final state parton showers [32] combined with leading order QCD matrix elements [18–20]. Hadronization is simulated using the Lund string model [33,34]. We use the default model parameters and the CTEQ4L parton density functions [35].

3 Determination of minimum required jet separation

A direct way of determining the minimum jet separation necessary to ensure that NLO QCD describes the dijet production rate is to compare measurements of the jet separation itself with calculations. The measured $y_2$ distribution, normalized to the inclusive DIS cross section $\sigma_{\text{DIS}}$ in the region defined by $Q^2 > 150 \text{ GeV}^2$, $0.1 < y < 0.7$ and $e < 150$, is shown with the results of various calculations in Figure 1 and listed in Table 1.

We observe that the NLO perturbative QCD calculations combined with hadronization corrections overestimate the measured cross section drastically in the region $y_2 < 0.001$, where jet separations are smallest. Here the difference between LO and NLO predictions is large. The renormalization scale dependence, estimated by varying $R$ in the range $Q = 2 < R < 2Q$, and the hadronization corrections are also large. All three criteria suggest that fixed order perturbative QCD predictions are not reliable in the region $y_2 < 0.001$, and agreement of the calculations with the data cannot be expected. The situation is much improved at $y_2 > 0.001$, and a good description of the data is observed from $y_2 = 0.001$ up to the largest $y_2$ values, where jet structures are most distinct. (The deviation of NLO QCD in the highest $y_2$ bin can be explained by the exceptionally large parton density function dependence in this region of the dijet phase space.)

The $y_2$ distribution of Figure 1 is also compared to the QCD model RAPGAP, which describes the $y_2$ cross section over the full measured range. In particular, the region of very low $y_2$ values is well described, which suggests that the combination of parton showers and Lund string hadronization used in RAPGAP accurately models multi-parton emissions.

---

2 The cut-off parameter for the LO matrix element calculation PT2CU is set to 5 GeV$^2$. 

4 Study of dijet sample

Motivated by the agreement of NLO perturbative QCD with the data at $y_2 > 0.001$ in Figure 1, we investigate this sample of dijet events in more detail. This sample contains about $1/3$ of the selected DIS events.

The dijet cross section $d^2 = dE_T^{\text{Breit}}$ in several ranges of $Q^2$ is shown in Figure 2 and listed in Table 2. The normalization is again to DIS, the DIS cross section in the region defined by $0.1 < y < 0.7$, $e < 150$ and the indicated $Q^2$ range. For a sizable fraction of the events, $E_T^{\text{Breit}}$ is smaller than 5 GeV and the mean value of $E_T^{\text{Breit}}$ over the dijet sample is 6 GeV. The more restrictive dijet samples used in other QCD analyses typically require that one of the jets have $E_T^{\text{Breit}} > 7.5$ GeV or higher [7, 8]. We compare the measurements with perturbative QCD calculations in NLO for two choices of renormalization scale, $R = Q$ and $R = E_T^{\text{Breit}}$. Perturbative QCD in NLO describes the $E_T^{\text{Breit}}$ distributions well, including the region $E_T^{\text{Breit}} < 5$ GeV. Although the numerical values of $Q^2$ and $E_T^{\text{Breit}}$ are very different for most events, the difference between the NLO predictions for the different scales is small.

RAPGAP also describes the $E_T^{\text{Breit}}$ distributions well. The measured distributions of the forward and backward jet polar angles, $\theta_{\text{fwd}}$ and $\theta_{\text{bwd}}$, are shown in Figure 3 (and Table 3) in five $Q^2$ ranges. The $\theta_{\text{fwd}}$ distributions increase strongly towards small angles and are less dependent on $Q^2$ than the $\theta_{\text{bwd}}$ distributions, as expected if the forward jets are largely due to initial state radiation off the constituents of the proton. The distributions are well described by NLO perturbative QCD and by the RAPGAP model. In particular at small jet polar angles and at relatively small $Q^2$, the LO calculations differ considerably from the NLO ones and are unable to describe the data. A prediction including only the phase space contribution, without the QCD matrix elements, results in relatively flat $\theta_{\text{fwd}}$ distributions and does not describe the data.

The $\theta_{\text{bwd}}$ distribution has its maximum at large polar angles in the kinematic region $150 < Q^2 < 275$ GeV$^2$. With increasing $Q^2$, the maximum shifts into the forward region of the detector. Again, this is as expected due to the increasing fraction of the proton’s momentum transferred to the hadronic final state as $Q^2$ grows. Perturbative QCD in NLO and the QCD model RAPGAP describe the distributions well, while the LO QCD predictions fail.

The $x_p$ and $z_p$ distributions are shown in Figure 4 and listed in Table 4. The $z_p$ distribution is well described by both NLO QCD and RAPGAP. The NLO calculations without hadronization corrections are also shown. They describe the data fairly well since the hadronization corrections are small. (Note that, by definition, the error band includes half of the hadronization corrections.) The $x_p$ distribution is also well described by NLO QCD. The NLO predictions including only the quark contribution ($e_q ! e_qg$) to the dijet cross section are shown separately. The proportion of the dijet cross section that is quark-induced is expected to be largest at large $x_p$ values, and varies from 30% at the lowest $Q^2$ range to nearly 100% at $Q^2 > 10000$ GeV$^2$. This illustrates that our measurements are sensitive tests of both the gluon- and the quark-initiated NLO matrix elements.

For the choice $R = E_T^{\text{Breit}}$, the cut $E_T^{\text{Breit}} > 0.5$ GeV is applied to improve the convergence of the DISENT calculations. This has a negligible effect in the selected dijet phase space.
5 Summary

We have investigated the minimum inter-jet separation necessary to ensure that next-to-leading order QCD calculations are able to accurately describe dijet production in deep-inelastic scattering. Using data in the kinematic range $150 < Q^2 < 35000 \text{ GeV}^2$, the required separation is found to be small, resulting in the selection of a dijet sample containing about 1=3 of the DIS events, a significantly larger proportion than the approximately 1=10 obtained with more typical jet selection criteria. Measurements of the distribution of variables sensitive to the dynamics of jet production are well described by NLO QCD calculations, for either choice of renormalization scale $Q$ or $\sqrt{\sum E_T^b}$. This good description extends to unexpectedly small jet separations and covers regions in which both gluon and quark induced processes dominate.

Due to their precision and to the large phase space covered, the measurements also significantly constrain QCD Monte Carlo models. A good description of the data may be achieved by models which combine leading order QCD matrix elements with parton showers, as demonstrated here in the case of RAPGAP.
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Table 1: Normalized jet cross sections as a function of $y_2$ for $Q^2 > 150 \text{ GeV}^2$, $e < 150$, $0.1 < y < 0.7$, and $10 < \text{jet} < 140$. The relative statistical errors $\text{stat}$ and systematic errors $\text{sys}$ are given in per cent.

| $\log_{10}(y_2)$ | $\frac{1}{D \text{ IS}} \frac{d}{d \log_{10}y_2}$ | $\text{stat}(\%)$ | $\text{sys}(\%)$ |
|------------------|---------------------|-----------------|----------------|
|                  | 150 $< Q^2 < 5000 \text{ GeV}^2$ |                |                |
| 5.5 4.5          | 0.00912             | 5.2             | 8.8            |
| 4.5 3.75         | 0.255               | 1.5             | 4.1            |
| 3.75 3.0         | 0.465               | 1.1             | 0.9            |
| 3.0 2.45         | 0.335               | 1.3             | 4.6            |
| 2.45 2.3         | 0.241               | 2.5             | 4.3            |
| 2.3 2.0          | 0.135               | 2.4             | 5.4            |
| 2.0 1.7          | 0.0411              | 4.1             | 8.7            |
| 1.7 1.1          | 0.0049              | 8               | 11             |

Table 2: Normalized dijet event cross sections as a function of $E_T^{\text{Breit}}$, determined with the modified Durham algorithm. The selection criteria are $e < 150$, $0.1 < y < 0.7$, $y_2 > 0.001$ and $10 < \text{jet} < 140$. The $Q^2$ range is given in the table. The relative statistical errors $\text{stat}$ and systematic errors $\text{sys}$ are given in per cent.

| $E_T^{\text{Breit}}$ [GeV] | $\frac{1}{D \text{ IS}} \frac{d}{d E_T^{\text{Breit}}}$ | $\text{stat}(\%)$ | $\text{sys}(\%)$ | $\frac{1}{D \text{ IS}} \frac{d}{d E_T^{\text{Breit}}}$ | $\text{stat}(\%)$ | $\text{sys}(\%)$ |
|---------------------------|-------------------|-----------------|----------------|-------------------|-----------------|----------------|
|                           | 150 $< Q^2 < 275 \text{ GeV}^2$ |                |                | 275 $< Q^2 < 575 \text{ GeV}^2$ |                |                |
| 0 5                       | 0.013              | 2.5             | 9.9            | 0.0165            | 2.9             | 8.8            |
| 5 10                      | 0.0233             | 2.2             | 5.9            | 0.027             | 3               | 21             |
| 10 17.5                   | 0.00619            | 3.3             | 7.4            | 0.00851           | 3.6             | 9.7            |
| 17.5 25                   | 0.00089            | 8               | 21             | 0.0015            | 8               | 15             |
| 25 35                     | 0.00012            | 18              | 17             | 0.00023           | 17              | 23             |
|                           | 575 $< Q^2 < 5000 \text{ GeV}^2$ |                |                | 5000 $< Q^2 < 10000 \text{ GeV}^2$ |                |                |
| 0 5                       | 0.0193             | 4               | 10             | 0.035             | 29              | 39             |
| 5 10                      | 0.0301             | 3.3             | 4.6            | 0.029             | 23              | 27             |
| 10 17.5                   | 0.0110             | 4.4             | 7.3            | 0.0089            | 30              | 15             |
| 17.5 25                   | 0.0031             | 8               | 15             | 0.0040            | 42              | 14             |
| 25 35                     | 0.00053            | 14              | 14             | 0.0017            | 57              | 26             |
|                           | $Q^2 > 10000 \text{ GeV}^2$ |                  |                |                   |                  |                |
| 0 5                       | 0.049              | 76              | 100            |                   |                  |                |
| 5 10                      | 0.032              | 63              | 44             |                   |                  |                |
| 10 17.5                   | 0.0061             | 89              | 100            |                   |                  |                |
| 17.5 25                   | 0.0032             | 100             | 23             |                   |                  |                |
| 25 35                     | 0.0025             | 100             | 19             |                   |                  |                |
Table 3: Normalized dijet event cross sections as a function of $f_{\text{w}}$ and $b_{\text{w}}$. The selection criteria are given in Table 2. The relative statistical errors $\text{stat}(\%)$ and systematic errors $\text{sys}(\%)$ are given in per cent.
| $z_p$ | $\frac{1}{\text{DIS}} \frac{d^2}{dz_p}$ | stat(%) | sys(%) | $\frac{1}{\text{DIS}} \frac{d^2}{dz_p}$ | stat(%) | sys(%) |
|------|-------------------------------|---------|--------|-------------------------------|---------|--------|
|      | $150 < Q^2 < 275 \text{ GeV}^2$ |         |        | $275 < Q^2 < 575 \text{ GeV}^2$ |         |        |
| 0 0.125 | 0.377 | 3.0 | 5.4 | 0.527 | 3.4 | 6.1 |
| 0.125 0.25 | 0.620 | 2.5 | 5.2 | 0.728 | 2.9 | 3.8 |
| 0.25 0.375 | 0.474 | 2.8 | 4.2 | 0.576 | 3.2 | 2.2 |
| 0.375 0.5 | 0.412 | 3.0 | 5.2 | 0.514 | 3.4 | 4.0 |
|      | $575 < Q^2 < 5000 \text{ GeV}^2$ |         |        | $5000 < Q^2 < 10000 \text{ GeV}^2$ |         |        |
| 0 0.125 | 0.681 | 4.2 | 4.1 | 0.65 | 3.0 | 7.0 |
| 0.125 0.25 | 0.804 | 4.0 | 3.0 | 0.74 | 2.9 | 10.0 |
| 0.25 0.375 | 0.710 | 4.1 | 7.0 | 1.0 | 2.6 | 3.0 |
| 0.375 0.5 | 0.685 | 4.2 | 4.0 | 0.88 | 2.7 | 7.0 |
|      | $Q^2 > 10000 \text{ GeV}^2$ |         |        |         |         |        |
| 0 0.125 | 1.2 | 63.0 | 3.0 |
| 0.125 0.25 | 0.52 | 89.0 | 6.0 |
| 0.25 0.375 | 0.27 | 100.0 | 5.0 |
| 0.375 0.5 | 1.1 | 69.0 | 16.0 |
| $x_p$ | $\frac{1}{\text{DIS}} \frac{d^2}{dx_p}$ | stat(%) | sys(%) | $\frac{1}{\text{DIS}} \frac{d^2}{dx_p}$ | stat(%) | sys(%) |
|------|-------------------------------|---------|--------|-------------------------------|---------|--------|
|      | $150 < Q^2 < 275 \text{ GeV}^2$ |         |        | $275 < Q^2 < 575 \text{ GeV}^2$ |         |        |
| 0 0.2 | 0.22 | 3.0 | 10.0 | 0.12 | 6.0 | 13.0 |
| 0.2 0.4 | 0.368 | 2.7 | 8.0 | 0.338 | 3.5 | 8.2 |
| 0.4 0.6 | 0.317 | 2.7 | 7.0 | 0.424 | 3.2 | 5.5 |
| 0.6 0.8 | 0.23 | 3.0 | 12.0 | 0.415 | 3.0 | 6.3 |
| 0.8 1.0 | 0.04 | 5.0 | 12.0 | 0.17 | 4.0 | 10.0 |
|      | $575 < Q^2 < 5000 \text{ GeV}^2$ |         |        | $5000 < Q^2 < 10000 \text{ GeV}^2$ |         |        |
| 0 0.2 | 0.039 | 13.0 | 22.0 |
| 0.2 0.4 | 0.190 | 6.2 | 9.0 | 0 | 0.03 (68% CL) |
| 0.4 0.6 | 0.348 | 4.8 | 5.0 | 0.11 | 52.0 | 29.0 |
| 0.6 0.8 | 0.573 | 3.8 | 6.0 | 0.25 | 37.0 | 14.0 |
| 0.8 1.0 | 0.65 | 3.0 | 10.0 | 1.7 | 18.0 | 4.0 |
|      | $Q^2 > 10000 \text{ GeV}^2$ |         |        |         |         |        |
| 0.8 0.8 | 0 | < 0.2 (68% CL) |
| 0.8 1.0 | 2.0 | 47.0 | 46.0 |

Table 4: Normalized dijet event cross sections as a function of $z_p$ and $x_p$, determined with the modified Durham algorithm. The selection criteria are given in table 2. The relative statistical errors $\text{stat}$ and systematic errors $\text{sys}$ are given in per cent.
Figure 1: (a) Distribution of $y_2$ for $Q^2 > 150 \text{ GeV}^2$, determined with the modified Durham algorithm. The events satisfy $10 < \text{jet} < 140$. Here, and in the following figures, the statistical errors are given by the inner error bars and the outer error bars correspond to the quadratic sum of the statistical and systematic errors. Also shown are perturbative QCD calculations in LO, in NLO with and without hadronization corrections, and the predictions of the QCD model RAPGAP. The shaded band shows the renormalization scale uncertainty of the NLO calculations, which is estimated here and below by varying $R$ in the range $Q^2 = 2Q$. (b) The ratios of the data and various predictions. The vertical error bars correspond to the uncertainty of the data only.
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Figure 2: (a) Dijet event $E_T,\text{Breit}$ distributions determined with the modified Durham algorithm in various $Q^2$ ranges. The dijet events satisfy $y_2 > 0.001$ and $10 < \sqrt{s} < 140$. Also shown are perturbative QCD calculations in NLO with $R = Q$ and $R = E_T,\text{Breit}$, and the predictions of the QCD model RAPGAP. The shaded band corresponds to the quadratic sum of the hadronization and renormalization scale uncertainties. (b) The ratios of the data and various predictions. The vertical error bars correspond to the uncertainty of the data only.
Figure 3: Dijet event $\theta_{\text{fwd}}$ and $\theta_{\text{bwd}}$ distributions determined with the modified Durham algorithm in various $Q^2$ ranges. The dijet events satisfy $y_2 > 0.001$ and $10 < \eta < 140$. Also shown are perturbative QCD calculations in NLO and LO, the predictions of the QCD model RAPGAP, and a phase space calculation in arbitrary normalization. The shaded band corresponds to the quadratic sum of the hadronization and renormalization scale uncertainties.
Figure 4: Dijet event $z_p$ and $x_p$ distributions determined with the modified Durham algorithm in various $Q^2$ ranges. The dijet events satisfy $y_2 > 0.001$ and $10 < \eta < 140$. Also shown are perturbative QCD calculations in NLO with and without hadronization corrections, and the predictions of the QCD model RAPGAP. The shaded band corresponds to the quadratic sum of the hadronization and renormalization scale uncertainties. Note that the quark-induced contribution to the dijet cross section is close to 100% for $Q^2 > 5000$ GeV$^2$. 
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