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Abstract—The acquisition of the channel covariance matrix is of paramount importance to many strategies in multiple-input-multiple-output (MIMO) communications, such as the minimum mean-square error (MMSE) channel estimation. Therefore, plenty of efficient channel covariance matrix estimation schemes have been proposed in the literature. However, an abrupt change in the channel covariance matrix may happen occasionally in practice due to the change in the scattering environment and the user location. Our paper aims to adopt the classic change detection theory to detect the change in the channel covariance matrix as accurately and quickly as possible such that the new covariance matrix can be re-estimated in time. Specifically, this paper first considers the technique of on-line change detection (also known as quickest/sequential change detection), where we need to detect whether a change in the channel covariance matrix occurs at each channel coherence time interval. Next, because the complexity of detecting the change in a high-dimension covariance matrix at each coherence time interval is too high, we devise a low-complexity off-line strategy in massive MIMO systems, where change detection is merely performed at the last channel coherence time interval of a given time period. Numerical results show that our proposed on-line and off-line schemes can detect the channel covariance change with a small delay and a low false alarm rate. Therefore, our paper theoretically and numerically verifies the feasibility of detecting the channel covariance change accurately and quickly in practice.

Index Terms—Multiple-input multiple-output (MIMO), change detection, quickest (sequential) change detection, off-line change detection.

I. INTRODUCTION

MULTIPLE-INPUT-MULTIPLE-OUTPUT (MIMO) is one of the core technologies in modern wireless communication systems to improve the network throughput, link range, and data reliability [2], [3], [4], [5]. In the block fading environment where the MIMO channel is unknown at the beginning of each coherence time interval, it was shown in [6] that at the high signal-to-noise ratio (SNR) regime, the MIMO channel capacity is achieved by first using the pilot signals to estimate the channels and then using the optimal precoding and decoding strategies for processing data signals based on the estimated channels. Motivated by this result, tremendous pioneering works have been done in the literature for estimating the instantaneous channel state information (CSI) [7], [8] and optimizing the transmitter (Tx) precoding and receiver (Rx) decoding strategies with known CSI [9], [10], [11], [12], [13].

In practice, the MIMO channels are spatially correlated due to the dependent antenna patterns and the finite number of multipath components from the propagation environments [14], [15]. Note that besides the instantaneous CSI, the acquisition of the channel covariance matrix is essential in many scenarios of MIMO communication as well. For example, the minimum mean-squared error (MMSE) technique is widely used to estimate the instantaneous CSI [16], [17], [18]. However, the MMSE channel estimator is a function of the channel covariance matrix. Moreover, pilot contamination due to pilot reuse in multiple cells and training overhead due to the large number of Tx antennas are the main challenges limiting the performance of the uplink and downlink channel estimation in massive MIMO systems, respectively. Recently, it was shown that if the channel covariance matrix can be known and properly utilized, the effect of uplink pilot contamination and downlink training overhead on network throughput can be significantly reduced [19], [20], [21], [22], [23]. Furthermore, under the newly emerging intelligent reflecting surface (IRS) assisted MIMO communication, it is a challenge to estimate all the instantaneous channels associated with the huge number of IRS reflecting elements for designing the IRS reflecting coefficients. To reduce the channel estimation overhead,
recently, plenty of works have utilized the channel covariance matrix, instead of the instantaneous CSI, to design the IRS reflecting elements for optimizing the long-term performance [24], [25], [26].

In the literature, many efficient estimation algorithms have been proposed for acquiring the channel covariance matrix in MIMO systems [27], [28]. It is worth noting that despite slowly, the channel covariance matrix does change in practice due to the mobility of users and the change in the scattering environment around users and/or the base stations (BSs) [4]. An open question that is not addressed in [27] and [28] is that when an abrupt change in the channel covariance matrix occurs, how to detect it accurately and quickly so that we can re-estimate the new channel covariance matrix based on the algorithms proposed in these works as soon as possible. An intuitive way to tackle the above issue is to first estimate the channel covariance matrix very accurately and then check whether a change has occurred over the original channel covariance matrix. However, an accurate covariance estimation can only be obtained based on a sufficiently large number of estimated channels over a very long time. Hence, the delay to detect the covariance change based on the above method is too long. In practice, we hope that the change can be detected as quickly as possible such that the covariance-based communication strategies [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26] can stop using the original covariance matrix immediately after a change occurs. Fortunately, detection is usually easier than estimation. For example, suppose that a random variable is uniformly distributed in the interval \([0, 1]\) at the beginning. If we observe a sample of 2 at a moment, then we can confidently declare a distribution change based on this single sample, even if we do not know the exact distribution after change. Motivated by this potential, in this paper, we aim to adopt the classic change detection theory [29], [30] to detect the change in the channel covariance matrix accurately and quickly.

B. Prior Work

The technique of change detection based on stochastic observations has a wide range of applications for quality control [31], navigation system monitoring [32], seismic data processing [33], segmentation of signals [34], etc. Typically, the change detection methods can be classified into on-line and off-line ones.

First, the on-line change detection, also referred to as the sequential change detection or the quickest change detection, aims to detect the change as quickly as possible, subject to a false alarm constraint. Specifically, let \(u_k\) denote the sample observed at time instant \(k\) \((k \leq K)\), with a conditional probability density function (pdf) \(p_\phi(u_k | u_1, \ldots, u_{k-1})\),\(^1\) where \(\phi\) denotes the pdf parameter, e.g., mean, variance, etc. Let us assume that \(\phi = \phi_0\) before the change occurs and \(\phi = \phi_1\) after the change occurs. Then, under the on-line change detection framework, we keep calculating the value of some confidence function \(g_k(\phi_0, \phi_1, u_1, \ldots, u_k)\) at each time instant \(k\), which is a properly designed function of the samples observed until the current instant and the pdf parameters \(\phi_0, \phi_1\). If at a time instant \(k\), the value of the confidence function is above a threshold \(\theta\), i.e., \(g_k(\phi_0, \phi_1, u_1, \ldots, u_k) > \theta\), we declare that a change in data distribution is detected.

Second, under the off-line change detection framework, we merely check whether a change in distribution occurs after we have all the observations over a period of \(K\) time instants, i.e., \(u_1, \ldots, u_K\). Specifically, we declare that the distribution has changed at some moment if \(g_K(\phi_0, \phi_1, u_1, \ldots, u_K) > \theta\) and has not changed otherwise. Since the on-line scheme can check whether a change occurs at each time instant, its detection delay is shorter than that of the off-line counterpart. However, the off-line scheme is of lower computational complexity, which is appealing to applications with high-dimension data sets.

Lastly, for both on-line and off-line schemes, a good change detector should have a good trade-off between the ability to detect the change quickly when a change occurs, i.e., the detection delay performance, and the ability to not detect the change when no change occurs, i.e., the false alarm constraint. To achieve this goal, in the literature, the confidence functions \(g_k(\phi_0, \phi_1, u_1, \ldots, u_k)\)'s are usually designed based on the log-likelihood ratios (LLRs) between \(p_{\phi_0}(u_k | u_1, \ldots, u_{k-1})\)'s and \(p_{\phi_1}(u_k | u_1, \ldots, u_{k-1})\)'s, which can minimize the detection delay subject to the false alarm constraint according to Neyman-Pearson Lemma [35]. Moreover, other signal processing technique, e.g., cumulative score statistic [36] and generalized score statistic [37], were also utilized to optimize the above trade-off in the change detection.

In the literature, several works have considered the application of change detection theory in wireless communications. Specifically, the on-line change detection technique was applied in cognitive network to detect the moment when the primary user changes from the active state to the inactive state such that the secondary user can start to transmit when the primary user becomes inactive [38]. More relevant to our work, [39] and [40] studied the on-line change detection schemes to identify the change in the millimeter wave (mmWave) MIMO channel caused by the movement of the obstacles, scatters, etc. However, these change detectors are not designed based on the LLR criterion and not optimal for the trade-off between detection delay and false alarm. In this paper, we will design both the on-line and off-line schemes to detect the change in the MIMO channel covariance matrix based on the LLR criterion, which is new in the literature to our best knowledge.

C. Main Contributions

In this paper, we consider the point-to-point MIMO communication in a rich scattering environment, where the MIMO channel follows the Rayleigh fading model. Hence, the channel distribution merely depends on the covariance matrix, which may change abruptly at some unknown moment. Our goal is to detect the change in the channel covariance matrix accurately and quickly such that the new channel covariance matrix after change can be estimated in due time for benefiting the
covariance-based communication strategies [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26]. The contributions of this paper are summarized as follows.

First, we consider the genie-aided on-line change detection scheme, where the channel covariance matrix after change is assumed to be known ahead of time. In particular, the cumulative-sum (CUSUM) algorithm [41], where the confidence function \( g_k(\phi_0, \phi_0, u_1, \ldots, u_k) \) at time instant \( k \) is defined as the sum of LLRs until time instant \( k \), is utilized for change detection. Moreover, under the CUSUM framework, we also analytically characterize the trade-off between the false alarm rate (FAR) and the conditional average detection delay (CADD) [42]. These results provide lots of insights on the design and analysis of the on-line change detectors.

Second, we consider the on-line change detection in the practical case when the channel covariance matrix after change is unknown. With unknown channel covariance, at each time instant \( k \), the CUSUM technique requires a rough estimation of the channel covariance matrix based on the estimated channels from time instant 1 to time instant \( k \), an estimation based on the estimated channel from time instant 2 to time instant \( k \), and so on. To reduce the computational complexity, in this paper, we consider a window-limited generalized-likelihood-ratio (WL-GLR) framework [43], where at each time instant, the new channel covariance matrix is roughly estimated by a very small number of times based on the maximum likelihood (ML) technique [44]. Numerical results show that the WL-GLR strategy can achieve very good detection performance with significantly reduced complexity.

Lastly, we consider the off-line scheme in massive MIMO systems which merely detects whether the channel covariance matrix has changed once at the last time instant of a period of time. The reason to advocate the off-line scheme here is that the dimension of the channel covariance matrix in massive MIMO systems is very high and it is practically difficult to estimate it several times at each time instant as required by the on-line change detection counterpart. Moreover, instead of using the ML estimator, we adopt a shrinkage-based algorithm [45] to roughly estimate the channel covariance matrix in massive MIMO systems for change detection, because such a scheme is known to generate a well-conditioned estimation even when the number of observations is much smaller than the dimension of the covariance matrix.

D. Organization

The rest of this paper is organized as follows. Section II describes the system model for channel covariance matrix change detection. Section III introduces the proposed on-line and off-line channel covariance matrix change detection protocols. Section IV and V investigate the on-line change detection with known and unknown channel covariance matrix after change, respectively. The off-line change detection scheme for massive MIMO systems is designed in Section VI. Numerical results are provided in Section VII. Finally, Section VIII concludes the paper and outlines the future research directions.

Notations: In this paper, letter \( a \), \( A \), and \( \mathcal{A} \) denote vector, matrix and set, respectively. In addition, \( (A)^H \), \( |A| \), and \( \text{tr}(A) \) denote conjugate transpose, determinant and trace of \( A \), respectively. Further, \( \text{vec}(A) \) denotes the column vector of \( A \). The notation \( \text{diag}(a) \) is used for a diagonal matrix whose diagonal elements are the elements of \( a \) in the corresponding position. Moreover, \( \text{diag}(A) \) stands for a vector whose element is the diagonal element of matrix \( A \). Operator \( \text{mod}(\cdot) \) denotes a modulo operation. Operator \( \lfloor \cdot \rceil \) denotes the floor operator which outputs an integer smaller or equal to its input value.

II. System Model

Consider a narrow-band MIMO communication system where the Tx and the Rx are equipped with \( M_t \) and \( M_r \) antennas, respectively. The channel between the Tx and the Rx is denoted by \( H \in \mathbb{C}^{M_t \times M_r} \). We assume a Rayleigh fading channel with \( h = \text{vec}(H) \sim \mathcal{CN}(0, C) \), where \( C \in \mathbb{C}^{M_t \times M_r} \) denotes the channel covariance matrix with \( M = M_t M_r \). Moreover, consider a block fading channel model, where \( H \) stays constant in one coherence time interval, but may vary independently over different intervals. In practice, the channel covariance matrix \( C \) usually changes much more slowly over time as compared to the instantaneous channel \( H \). For all the communication protocols relying on the knowledge of the channel covariance matrix, e.g., MMSE channel estimation, any notable change in \( C \) should be detected in an accurate and timely manner, such that the system can re-estimate the new channel covariance matrix immediately for its usage. In this paper, we adopt the change detection technique to achieve the above goal.

Specifically, since the channel covariance matrix changes at a larger timescale as compared to the channel coherence interval, in this paper, we define a covariance interval as a sequence of channel coherence intervals over which a change in the channel covariance matrix may occur. Let \( L_i \) denote the number of coherence time intervals contained in the \( i \)-th covariance interval. For convenience, we further define \( H_{i,j} \) as the channel at the \( j \)-th coherence time interval of the \( i \)-th covariance interval and \( C_{i,j} \) as the covariance matrix of \( h_{i,j} = \text{vec}(H_{i,j}) \), \( j = 1, \ldots, L_i \). As a result, if no change in channel covariance occurs in covariance interval \( i \), then we have

\[
C_{i,j} = \tilde{C}_{i-1}, \quad j = 1, \ldots, L_i,
\]

where \( \tilde{C}_{i-1} = C_{i-1,L_{i-1}} \) is the channel covariance matrix at the end of covariance interval \( i - 1 \). Otherwise, if a change in channel covariance occurs in coherence time interval \( \nu_i \) of covariance interval \( i \), then we have

\[
C_{i,j} = \begin{cases} 
\tilde{C}_{i-1}, & j = 1, \ldots, \nu_i - 1, \\
\tilde{C}_{i}, & j = \nu_i, \ldots, L_i,
\end{cases}
\]

where \( \tilde{C}_{i} \) is the new channel covariance matrix after change in covariance interval \( i \). As a result, at the first a few coherence time intervals of each covariance interval, we need to check whether the channel covariance matrix has changed at some time. Furthermore, if a change is detected in a covariance interval, we need to spend some other coherence time intervals in this covariance interval to estimate the new channel covariance matrix.
In practice, a communication framework with channel covariance matrix change detection and the corresponding estimation taken into consideration can work as follows. As shown in Fig. 1, each covariance interval can be divided into two sub-intervals, i.e., the covariance change detection sub-interval and the covariance estimation sub-interval (which is optional as shown later in the paper). Let $L_{i,1} > 0$ and $L_{i,2} \geq 0$ denote the numbers of coherence time intervals in the first and the second sub-intervals of covariance interval $i$, respectively, such that $L_i = L_{i,1} + L_{i,2}$. In the first sub-interval of a covariance interval $i$, the pilot signals received at the $j$-th coherence time interval is

$$Y_{i,j} = \sqrt{\rho}X_{i,j} + N_{i,j}, \quad j \leq L_{i,1},$$

where $\rho$ denotes the transmit power, $X \in \mathbb{C}^{T \times M_i}$ with $\text{tr}(X^H X) = T$ denotes the pilot sequence consisting of $T$ symbols, and $N_{i,j}$ denotes the additive white Gaussian noise (AWGN) at the Rx side with $\text{vec}(N_{i,j}) \sim \mathcal{CN}(0, \sigma^2 I)$. In covariance interval $i$, based on all the pilot signals received in the first sub-interval, i.e., $Y_{i,j}, \quad j = 1, \ldots, L_{i,1}$, the change detection job is to detect between the following two hypothesis

$$H_0: \quad C_{i,j} = \bar{C}_{i-1}, \quad 1 \leq j \leq L_{i,1},$$  

$$H_1: \quad \exists \nu_i < L_{i,1}, \quad \text{such that:}$$  

$$C_{i,j} = \bar{C}_{i-1}, \quad 1 \leq j < \nu_i,$$

$$C_{i,j} \neq \bar{C}_{i-1}, \quad \nu_i \leq j \leq L_{i,1}. \quad (4)$$

If no change is detected in the first sub-interval of covariance interval $i$, i.e., $H_0$ is true, then the channel covariance matrix estimated in the last covariance interval, i.e., $\bar{C}_{i-1}$, can still be used by the system, i.e., $\bar{C}_i = \bar{C}_{i-1}$. As a result, we can skip the second sub-interval for covariance estimation, i.e., $L_{i,2} = 0$, and start a new covariance interval $i+1$ for change detection. Otherwise, if a change is detected in the first sub-interval of covariance interval $i$, i.e., $H_1$ is true, then the new channel covariance matrix, i.e., $\bar{C}_i \neq \bar{C}_{i-1}$, should be estimated based on the pilot signals received in the second sub-interval. After the new channel covariance matrix is estimated, we can start a new covariance interval $i+1$ for change detection.

Since the covariance matrix estimation has been widely studied in the literature, e.g., [27] and [28], in the following, we focus on the proposed change detection approach to detect whether the channel covariance matrix has changed at some coherence time interval based on the pilot signals received in the first sub-interval of a covariance interval given in (3).

III. CHANNEL COVARIANCE MATRIX CHANGE DETECTION PROTOCOLS

In the first sub-interval of a covariance interval $i$, the received pilot signals are given in (3). In this paper, we assume that $T \geq M_i$ such that the pilot sequences of different transmit antennas can be orthogonal to each other, i.e., $X_i^H X_i = \frac{\sigma^2}{M_i}$.

Note that before change detection is performed at interval $i$, we are not sure about whether the channel covariance matrix remains to be $C_{i-1}$ at all the coherence time intervals or not. As a result, we adopt the ML technique to estimate the channel at each coherence time interval, which does not rely on the channel statistics, for change detection in the first sub-interval of covariance interval $i$. Specifically, at the $j$-th coherence time interval of the first sub-interval of covariance interval $i$, the ML channel estimator is given by

$$\hat{H}_{i,j} = \frac{M_i}{\sqrt{T}} X_i^H Y_{i,j} = H_{i,j} + \bar{N}_{i,j}, \quad j = 1, \ldots, L_{i,1},$$

(5)

where $\bar{N}_{i,j} = \frac{M_i}{\sqrt{T}} X_i^H N_{i,j}$ with $\text{vec}(N_{i,j}) \sim \mathcal{CN}(0, \sigma^2 I)$ and $E_0 = \frac{\rho T}{M_i}$.

One intuitive way to perform change detection is to first estimate the channel covariance matrix in each covariance interval based on the estimated channels $H_{i,j}$ very accurately and then detect whether a significant change in the channel covariance matrix occurs. However, an accurate estimation of the channel covariance matrix requires a large number of estimated channels in (5), which is not suitable for detecting the change with a small delay. According to the change detection theory [46], a change can be detected quickly even without a very accurate estimation of the new distribution. Following the above change detection theory, in this paper, we will propose a CUSUM-based approach to detect the change in the channel covariance matrix quickly and accurately.

First, we define $\bar{h}_{i,j} = \text{vec}(\hat{H}_{i,j}) \in \mathbb{C}^{M_i \times 1}, \quad j = 1, \ldots, L_{i,1}, \quad \forall i$. According to (5), we have $\bar{h}_{i,j} \sim \mathcal{CN}(0, C_{i,j} + \frac{\sigma^2}{E_0} I), \quad j = 1, \ldots, L_{i,1}, \quad \forall i$. As a result, given any covariance matrix $C_{i,j}$, the conditional PDF of $\bar{h}_{i,j}$ is

$$p(\bar{h}_{i,j} | C_{i,j}) = \frac{\exp \left[ - (\bar{h}_{i,j})^H (C_{i,j} + \frac{\sigma^2}{E_0} I)^{-1} \bar{h}_{i,j} \right]}{\pi^M |C_{i,j} + \frac{\sigma^2}{E_0} I|},$$

$$j = 1, \ldots, L_{i,1}, \quad \forall i. \quad (6)$$

Then, at the $j$-th coherence time interval of the $i$-th covariance interval, we define the LLR between the event of $C_{i,j} = \bar{C}_i \neq \bar{C}_{i-1}$ and that of $C_{i,j} = \bar{C}_{i-1}$ as

$$L_{LLR_{i,j}}(\bar{h}_{i,j}, \bar{C}_i, \bar{C}_{i-1}) \triangleq \log \left( p(\bar{h}_{i,j} | \bar{C}_i) \right) - \log \left( p(\bar{h}_{i,j} | \bar{C}_{i-1}) \right), \quad 1 \leq j \leq L_{i,1}, \quad \forall i. \quad (7)$$

2However, all the other covariance-based communication protocols, e.g., MMSE channel estimation for data decoding, can still use $\bar{C}_{i-1}$ at the beginning of interval $i$ until a change is detected at some coherence time interval. Since our proposed scheme can detect the change quickly, the outdated covariance matrix will not be used for a long time in these protocols.
Based on the LLRs available at the first sub-interval of the $i$-th covariance interval, we need to determine whether the channel covariance matrix remains to be $\bar{C}_{i-1}$, i.e., event $H_0$ is true, or has changed to some new covariance matrix $\bar{C}_i \neq \bar{C}_{i-1}$, i.e., event $H_1$ is true. In the rest of this section, we first propose an on-line protocol where the change detection is performed at each of the coherence time intervals in the first sub-interval of a covariance interval, based on the LLRs. To reduce the implementation complexity arising from applying change detection at each coherence time interval, especially in massive MIMO systems where the dimension of data is extremely high, we then propose an off-line protocol, where at each covariance interval $i$, change detection is only performed at the last coherence time interval of the first sub-interval, i.e., coherence time interval $L_{1,1}$, based on the LLRs. In the following, we introduce these two change detection protocols in details.

A. On-Line Change Detection Protocol for General MIMO

As shown in Fig. 2, in the first sub-interval of a covariance interval $i$, we perform change detection in each coherence time interval. Specifically, at the $j$-th coherence time interval, $j \geq 1$, the change detection is performed based on all the LLRs obtained at and before this coherence time interval, i.e., $\{LLR_{i,1}(\bar{h}_{i,1}, C_{i-1}, \bar{C}_i), \ldots, LLR_{i,j}(\bar{h}_{i,j}, C_{i-1}, \bar{C}_i)\}$. If a change has been detected at some coherence time interval $j$, then the first sub-interval of covariance interval $i$ for change detection will end, i.e., $L_{i,1} = j$. Note that the length of the first sub-interval in different covariance intervals may vary because the change may be detected at different moments in different covariance intervals. Moreover, the second sub-interval for covariance matrix estimation is necessary under the on-line protocol after a change is detected.

B. Off-Line Change Detection Protocol for Massive MIMO

As shown in Fig. 3, under this protocol, the numbers of coherence time intervals in the first sub-interval of all the covariance intervals for change detection are set to be identical, i.e., $L_{i,1} = \tilde{L}_1$, $\forall i$. Then, for each covariance interval $i$, the change detection is merely conducted at coherence time interval $\tilde{L}_1$ based on all the LLRs obtained at and before this coherence time interval, i.e., $\{LLR_{i,1}(\bar{h}_{i,1}, C_{i-1}, \bar{C}_i), \ldots, LLR_{i,L_{i,1}}(\bar{h}_{i,L_{i,1}}, C_{i-1}, \bar{C}_i)\}$. Note that if $\tilde{L}_1$ is too small, then we do not have sufficient observations to make accurate change detection. On the other hand, if $\tilde{L}_1$ is too large, then the detection delay is too long. Moreover, multiple changes may occur in one or some consecutive covariance intervals, which makes change detection more challenging. Therefore, $\tilde{L}_1$ should be carefully determined in practice to balance between detection accuracy and detection delay. Note that the second sub-interval for covariance estimation is optional under the off-line protocol, since it is likely that no change is declared at the end of the first sub-interval (please see the $i$-th covariance interval in Fig. 3).

In the rest of this paper, we will introduce how to design the change detectors under the on-line and off-line protocols, respectively.

IV. ON-LINE CHANGE DETECTION WITH KNOWN \{\bar{C}_i\}

In this section, we will devise the genie-aided on-line channel covariance matrix change detectors, where before the beginning of each covariance interval $i$, the new covariance matrix $\bar{C}_i$ after a change occurs is assumed to be known with the help of some genie. The results on this ideal case can help us get more insights on the on-line change detection. We will focus on the on-line change detection with unknown new covariance matrices in the next section.

A. CUSUM-Based On-Line Change Detectors

If a change in the channel covariance matrix occurs in coherence time interval $\nu_i$ of covariance interval $i$, then at each coherence time interval $j < \nu_i$ ($j \geq 0$), we have $LLR_{i,j}(\bar{h}_{i,j}, C_{i-1}, \bar{C}_i) < 0$ ($LLR_{i,j}(\bar{h}_{i,j}, C_{i-1}, \bar{C}_i) > 0$) with a very high probability, especially when $\bar{C}_i$ changes significantly over $C_{i-1}$. However, there is always a chance that the random channel $\bar{h}_{i,j}$ at some coherence interval $j < \nu_i$ ($j \geq 0$) makes $LLR_{i,j}(\bar{h}_{i,j}, C_{i-1}, \bar{C}_i) > 0$. Therefore, instead of checking whether the LLR is positive or negative at one single moment, it is more reliable and robust to detect the change in the channel covariance matrix based on multiple LLRs over a sequence of coherence time intervals, i.e., a change will be declared if most of the LLRs in the past a few coherence time intervals are positive.

To achieve the above goal, at the $j$-th coherence time interval of the first sub-interval of the $i$-th covariance interval, we first define the sum of LLRs from the $j_1$-th coherence time interval to the $j_2$-th coherence time interval of covariance
An illustration of $S(\hat{H}_{i,j}, C_{i-1}, C_i)$ with $j = 1$ to $j = 10$. It is assumed that $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) = -0.20, -0.05, -0.05, 0.05, 0.05, -0.15, -0.25, 0.05, 0.20, 0.10$ when $j$ ranges from 1 to 10. In this case, it can be seen that there are two transition points, $j = 4$ and $j = 8$. Moreover, $p_{i,j}$ also changes with $j$, e.g., $p_{i,5} = 4$, but $p_{i,9} = 8$.

interval $i$ as

$$S(\hat{H}_{i,j_1,j_2}, C_{i-1}, C_i) = \sum_{j=j_1}^{j_2} LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i),$$

$$1 \leq j_1 \leq j_2 \leq L_i, \quad (8)$$

where $\hat{H}_{i,j_1,j_2} = [\hat{h}_{i,j_1}, \ldots, \hat{h}_{i,j_2}]$. Then, at the $j$-th coherence time interval of the first sub-interval of the $i$-th covariance interval, we define

$$p_{i,j} = \arg \max_{1 \leq j \leq j} S(\hat{H}_{i,p,j}, C_{i-1}, C_i),$$

$$W_{i,j}(C_{i-1}, C_i) = S(\hat{H}_{i,p,j}, C_{i-1}, C_i). \quad (9)$$

Therefore, at the $i$-th covariance interval, for all the summations of the LLRs starting from the $p$-th coherence time interval ($1 \leq p \leq j$) to the $j$-th coherence time interval, the one starting from the $p_{i,j}$-th coherence time interval achieves the maximum. This maximum is defined as $W_{i,j}(C_{i-1}, C_i)$. Note that $p_{i,j}$ may change over $j$ (please see Fig. 4). As a result, $p_{i,j}$ and $W_{i,j}(C_{i-1}, C_i)$ should be calculated at each coherence time interval in the change detection phase. Note that according to [46], $W_{i,j}(C_{i-1}, C_i)$'s, $\forall i$, $j$, can be calculated recursively, as shown follows

$$W_{i,j}(C_{i-1}, C_i) = \max \left( W_{i,j-1}(C_{i-1}, C_i) + LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i), 0 \right),$$

$$j \geq 1, \forall i, \quad (10)$$

where $\max(a, 0)$ denotes the maximum value in $a$ and 0, and $W_{i,0}(C_{i-1}, C_i) = 0$. The above method can significantly reduce the complexity to update $W_{i,j}(C_{i-1}, C_i)$'s.

Then, at the $j$-th coherence time interval of the $i$-th covariance interval, the CUSUM-based on-line covariance matrix change detector given $C_i$ is given as

$$W_{i,j}(\hat{C}_{i-1}, \tilde{C}_i) \leq \theta, \quad \forall i, j, \quad (11)$$

where $\theta$ is a pre-designed threshold. As a result, at the $i$-th covariance interval, the proposed on-line detector declares a change event at the following coherence time interval

$$j_i(\theta) = \min \mathcal{J}_i(\theta), \quad \forall i,$$

where $\mathcal{J}_i(\theta) = \{ j \mid W_{i,j}(C_{i-1}, C_i) > \theta \}$, and $\min(A)$ denotes the minimum element in the integer set $A$. Moreover, the change occurrence time is estimated to be the $p_{i,j}(\theta)$-th coherence time interval.

In the following, we explain why the change detector (11) is more reliable and more robust in detecting covariance change. In the above, we have shown that $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) > 0$ may hold at some channel coherence intervals before the change point $\nu_i$, and $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) < 0$ may hold at some channel coherence intervals after the change point $\nu_i$. Therefore, the LLR may oscillate around 0 around the channel covariance matrix change point, and it is not robust to detect the change based on the LLR at a single coherence interval. Note that before the change point $\nu_i$, $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) < 0$ holds for most (although not all) of $\tilde{C}_i < \nu_i$, while after the change point $\nu_i$, $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) > 0$ holds for most (although not all) of $j > \nu_i$. In this case, $S(\hat{H}_{i,p,j}, C_{i-1}, C_i)$, i.e., the sum of LLRs from interval $p$ to interval $j$, can be viewed as the confidence accumulated until coherence time interval $j$ to declare a change event happened at coherence time interval $p$. (9) indicates that $p_{i,j}$ is the estimated change point with the highest confidence, i.e., $W_{i,j}(C_{i-1}, C_i)$. Therefore, in the change detector (11), no change will be declared at coherence time interval $j$ if $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) < 0$ for many coherence time intervals $j < j$ such that the highest confidence $W_{i,j}(C_{i-1}, C_i)$ is smaller than a threshold, while a change is declared at coherence time interval $j$ if $LLR_{i,j}(\hat{h}_{i,j}, C_{i-1}, C_i) > 0$ for many coherence time intervals $j < j$ such that the highest confidence $W_{i,j}(C_{i-1}, C_i)$ is larger than a threshold.

Note that the threshold $\theta$ plays an important role in determining the performance of the proposed on-line change detector. If $\theta$ is very large, then a change is only declared when positive LLRs are obtained over a large number of coherence time intervals such that the false alarm event rarely happens. However, in this case, the delay to detect a change, i.e., $j_i(\theta) - \nu_i$, is also very long. On the other hand, if $\theta$ is small, then the false alarm can happen easily, but the delay to detect a change is small. Therefore, in practice, $\theta$ should be carefully determined to balance the trade-off between the false alarm performance and the detection delay performance of the proposed on-line change detector. In the following, we will analytically quantify this trade-off by evaluating the effect of $\theta$ on the false alarm rate and the detection delay.

B. Detection Performance Analysis

In this subsection, we analyze the detection performance of the proposed genie-aided on-line change detectors in terms

\[3\text{It is worth noting that in practice, the change in the channel covariance matrix is of low frequency such that we have sufficient coherence time intervals in each covariance interval to detect any change. As a result, we ignore the missed detection events in this paper, similar to [42], [46], [47], [48], and [49].}\]
of the threshold $\theta$, which determines the trade-off between false alarm performance and detection delay performance. Particularly, similar to the conventional change detection theory [42], we are interested in characterizing the long-term average performance of the on-line change detection over a sufficient large number of covariance interval. As a result, for simplicity, in the rest of this subsection, we ignore the index $s$.

First, we consider the FAR [42] to evaluate the long-term false alarm performance, which is defined as (given any $\theta$)

$$R_F(\theta) = \frac{1}{E_{(H_j, N_j)} \{ j(\theta) \mid j(\theta) < \nu = \infty \} }. \quad (13)$$

The denominator of (13) is the average time for the occurrence of a false alarm event when a change never occurs. Note that $j(\theta)$ depends on the ML channel estimation $\{\hat{h}_j\}$, $j = 1, \ldots, L_{t,1}$, which relies on the random channel $\{H_j\}$ and noise $\{N_j\}$, and is thus random. Hence, in (13), the expectation is over $\{H_j\}$ and $\{N_j\}$ conditional on the event that a change never occurs, i.e., $\nu = \infty$. In practice, FAR defined in (13) can be interpreted as the average frequency of the false alarm events made by the proposed change detectors when a change never happens.

Next, we consider the long-term delay performance. Similar to [42], given any $\theta$, we are interested in the so-called CADD, which is defined as

$$T_C(\theta) = \max_{\nu \in \mathbb{Z}^+} E_{(H_j, N_j)} \{ j(\theta) - \nu \mid j(\theta) \geq \nu \} . \quad (14)$$

In (14), $j(\theta) \geq \nu$ indicates that the time to declare a change should be no earlier than the given moment of change occurrence $\nu$, i.e., false alarm does not occur. Moreover, $\max_{\nu \in \mathbb{Z}^+}$ guarantees that $T_C(\theta)$ is the worst-case delay over all the change occurrence moments. In practice, the CADD defined in (14) can be interpreted as the average detection delay of the proposed change detectors given the worst-case change moment.

It is worth noting that FAR and CADD are widely used to quantify the false alarm and detection delay performance of change detection techniques in the literature [42], [48], [49]. In the following, we characterize the trade-off between FAR and CADD under our proposed change detectors.

**Theorem 1:** Suppose that $\text{vec}(H_j) \sim \mathcal{CN}(0, \tilde{C}_0)$ when $j < \nu$, $\text{vec}(H_j) \sim \mathcal{CN}(0, \tilde{C}_1)$ when $j \geq \nu$, where $\nu$ is the change occurrence time, and $\text{vec}(N_j) \sim \mathcal{CN}(0, \sigma^2 I)$, $\forall j$. Then, under the genie-aided on-line change detector (11), the asymptotic trade-off between FAR and CADD is given by

$$\lim_{\theta \to \infty} \frac{-\log R_F(\theta)}{T_C(\theta)} = \frac{1}{\Phi\left((\tilde{C}_1 + \frac{\sigma^2}{E_0} I),(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)\right)}, \quad (15)$$

where $\Phi\left((\tilde{C}_1 + \frac{\sigma^2}{E_0} I),(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)\right)$ denotes the log-determinant (LD) divergence between $\tilde{C}_1 + \frac{\sigma^2}{E_0} I$ and $\tilde{C}_0 + \frac{\sigma^2}{E_0} I$ given by [50]

$$\begin{align*}
\Phi\left((\tilde{C}_1 + \frac{\sigma^2}{E_0} I),(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)\right) &= -M - \log \left| (\tilde{C}_1 + \frac{\sigma^2}{E_0} I)(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)^{-1} \right| \\
&\quad + \text{tr}\left((\tilde{C}_1 + \frac{\sigma^2}{E_0} I)(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)^{-1}\right). \quad (16)
\end{align*}$$

**Proof:** Please refer to Appendix A.

It is worth noting that if $\tilde{C}_1$ changes more significantly over $\tilde{C}_0$, then $\Phi\left((\tilde{C}_1 + \frac{\sigma^2}{E_0} I),(\tilde{C}_0 + \frac{\sigma^2}{E_0} I)\right)$ is larger. According to (15), this indicates that given the same false alarm rate, the detection delay is smaller; or equivalently, given the same detection delay, the false alarm rate is lower.

**V. ON-LINE CHANGE DETECTION WITH UNKNOWN $\{\tilde{C}_i\}$**

In the previous section, to gain more insights, an on-line channel covariance matrix change detector is proposed in the ideal case where the channel covariance matrix after change is assumed to be known. However, in practice, it is usually hard to know the new channel covariance matrix in advance. In this section, we consider a more practical case when the new channel covariance after change is unknown at the beginning of each covariance interval. In the following, we will propose a WL-GLR-based covariance matrix change detector for this practical case.

**A. WL-GLR-Based Covariance Matrix Change Detector**

The CUSUM-based on-line covariance matrix change detectors in (9) and (11) for the case with known $\{\tilde{C}_i\}$ can be extended to the case with unknown $\{\tilde{C}_i\}$, named generalized-likelihood-ratio-based (GLR-based) covariance change detectors, as follows. Because $\tilde{C}_i$ is unknown in the change detection phase of covariance interval $i$, we need some estimation of $\tilde{C}_i$ at each coherence time interval $j$ for change detection. Let $\tilde{C}_{i,p,j}$ denote the estimation of $\tilde{C}_i$ at coherence time interval $j$ of covariance interval $i$, assuming that the change point is coherence time interval $p \leq j$. In practice, $\tilde{C}_{i,p,j}$ can be obtained based on all the estimated channels from coherence time interval $p$ to coherence time interval $j$, i.e., $\tilde{H}_{i,p,j}$ (we will introduce the method to estimate $\tilde{C}_i$ based on $\tilde{H}_{i,p,j}$ in the following subsection). Then, with the estimated (rather than perfect) channel covariance matrix, we can modify (9) into the following form

$$\tilde{p}_{i,j} = \arg \max_{1 \leq p \leq j} S(\tilde{H}_{i,p,j}, \tilde{C}_{i-1}, \tilde{C}_{i,p,j}), \quad \tilde{W}_{i,j}^{(GLR)}(\tilde{C}_{i-1}, \tilde{C}_{i,p_{i,j}},) = S(\tilde{H}_{i,p_{i,j}}, \tilde{C}_{i-1}, \tilde{C}_{i,p_{i,j}}), \quad (17)$$

where the unknown channel covariance matrix $\tilde{C}_i$ in the sum of LLRs given in (9) is replaced by the estimated channel covariance matrix $\tilde{C}_{i,p_{i,j}}$. Because $\tilde{C}_{i,p_{i,j}}$ may change over channel coherence intervals, there is not a recursive way to calculate $\tilde{W}_{i,j}^{(GLR)}(\tilde{C}_{i-1}, \tilde{C}_{i,p_{i,j}})$’s as in the case with known
channel covariance matrix after change [51]. At last, the GLR-based on-line change detector under the case with unknown \(\{C_i\}\) is given by

\[
\hat{W}_{i,j}^{(\text{GLR})}(\hat{C}_{i-1}, \hat{C}_{i,i,j}) \overset{H_0}{\lesssim} \Theta.
\]  

(18)

However, due to the estimation of \(\{C_i\}\), the complexity of the GLR-based change detector in (17) and (18) is very high. Specifically, as shown in (17), at each coherence time interval \(j\), we need to check all the possible change points from coherence time interval \(p = 1\) to coherence time interval \(p = j\), and then calculate the corresponding covariance estimation \(\hat{C}_{i,p,j}\). In other words, until coherence time interval \(j\), the new covariance matrix has been estimated by \(j(j+1)/2\) times. As will be shown in the following subsection, the estimation of the covariance matrix is non-trivial. As a result, it is difficult to implement the GLR-based change detection in practice.

To tackle this issue, in this paper, we adopt the WL-GLR-based change detectors. The key idea is that at each coherence time interval \(j\), we only check the change point in a limited window from coherence time interval \(p = j - \xi\) to coherence time interval \(p = j - \xi\), where \(\xi < j\) and \(\xi < \xi\), instead of all the coherence time intervals. With the above limited window, (17) will be updated to

\[
\tilde{p}_{i,j} = \arg \max_{j - \xi \leq p \leq j - \xi} S(\hat{H}_{i,p,j}, \hat{C}_{i-1}, \hat{C}_{i,i,j}),
\]

\[
\hat{W}_{i,j}^{(\text{WL-GLR})}(\hat{C}_{i-1}, \hat{C}_{i,i,j}) = S(\hat{H}_{i,p,j}, \hat{C}_{i-1}, \hat{C}_{i,i,j}), \quad j > \xi, \quad \forall i.
\]  

(19)

Then, the WL-GLR-based change detector is given by

\[
\hat{W}_{i,j}^{(\text{WL-GLR})}(\tilde{C}_{i-1}, \tilde{C}_{i,i,j}) \overset{H_0}{\lesssim} \Theta, \quad j > \xi, \quad \forall i.
\]  

(20)

As compared to the GLR-based change detector, under the WL-GLR-based change detector, the new channel covariance matrix is only estimated by \(\xi + 1\) times at each coherence time interval. Moreover, the performance will not degrade too much due to the following reason. At each coherence time interval \(j\), if the change point is very close to this coherence time interval, the number of estimated changes after change is very small. In this case, even if we calculate \(\hat{C}_{i,p,j}\) based on \(\hat{H}_{i,p,j}\), the estimation performance is pretty poor, and it is hard to detect this change accurately. Therefore, a reliable detection is possible when the change point is not that close to the current moment. On the other hand, at each coherence time interval \(j\), it is very unlikely that the change point is estimated as a coherence time interval that is far before this interval, since if this is true, then the change detector should have already detected this change in some previous moment. Due to the above reason, at each coherence time interval \(j\), we only search the changing point in a limited window \([j - \xi, j - \xi]\), without degrading the performance too much.

In our numerical examples in Section VII, it is found that when \(\xi = 40\) and \(\xi = 15\), the change detection accuracy is pretty high, and the computational complexity of the algorithm is pretty low, since at each coherence interval, we just need to search \(\tilde{p}_{i,j}\) over at most \(\xi - \xi + 1 = 26\) coherence intervals.

Similar to (12) in the case of a known new covariance matrix, the WL-GLR-based change detector will declare a change detected at the following coherence time interval \(i\)

\[
\hat{j}_i(\Theta) = \min \hat{J}_i(\Theta), \quad \forall i,
\]  

(21)

where \(\hat{J}_i(\Theta) = \{j > \xi \mid \hat{W}_{i,j}^{(\text{WL-GLR})}(\hat{C}_{i-1}, \hat{C}_{i,i,j}) > \Theta\}\).

The remaining challenge to implement the WL-GLR-based change detectors is how to calculate \(\hat{C}_{i,p,j}\) based on \(\hat{H}_{i,p,j}\) in (19). In the rest of this section, we introduce an ML-based scheme to estimate the channel covariance matrix based on the method proposed in [44].

**B. ML Estimation of the Channel Covariance Matrix**

According to the change detectors (20), based on the estimated channels from coherence time interval \(p\) to coherence time interval \(i\), i.e., \(\hat{H}_{i,p,j}\), the ML estimation of channel covariance matrix can be obtained by solving the following problem

\[
\mathcal{P}_1 \left\{ \begin{array}{l}
\text{Maximize} \quad S(\hat{H}_{i,p,j}, \hat{C}_{i-1}, \hat{C}_{i}) \\
\text{Subject to} \quad \beta_i I \preceq \hat{C}_i \preceq \beta_u I,
\end{array} \right.
\]  

where \(\beta_i > 0\) and \(\beta_u > \beta_i\) are the lower bound and upper bound for the minimum eigenvalue and the maximum eigenvalue of the estimator, respectively, to guarantee that the solution is a well-conditioned covariance matrix [44].

The objective function of Problem \(\mathcal{P}_1\) can be re-expressed as (24), shown at the bottom of the next page, with \(S_{i,p,j}\) being the sample covariance matrix of \(\hat{H}_{i,p,j}\) defined as

\[
S_{i,p,j} = \frac{1}{j - p + 1} \hat{H}_{i,p,j} \hat{H}_{i,p,j}^H.
\]  

(23)

By ignoring constant terms in the objective function in (24), Problem \(\mathcal{P}_1\) is equivalent to the following problem

\[
\mathcal{P}_2 \left\{ \begin{array}{l}
\text{Minimize} \quad \log \left(\hat{C}_i + \frac{\sigma^2}{E_0} I\right) \\
\quad + \text{tr}\left((\hat{C}_i + \frac{\sigma^2}{E_0} I)^{-1} S_{i,p,j}\right) \\
\text{Subject to} \quad \beta_i I \preceq \hat{C}_i \preceq \beta_u I.
\end{array} \right.
\]  

(25)

Problem \(\mathcal{P}_2\) is non-convex. However, according to [44], we have the close-form solution to this problem as given in the following Theorem.

**Theorem 2:** Define the eigenvalue decomposition of \(S_{i,p,j}\) as

\[
S_{i,p,j} = \Phi_{i,p,j}^{(S)} \Lambda_{i,p,j}^{(S)} (\Phi_{i,p,j}^{(S)})^H,
\]  

where \(\Lambda_{i,p,j}^{(S)} = \text{diag}(\lambda_{i,p,j}^{(S)})\) with \(\lambda_{i,p,j}^{(S)} = [\lambda_{1,i,p,j}^{(S)}, \ldots, \lambda_{M,i,p,j}^{(S)}]^T\) consisting of the eigenvalues of \(S_{i,p,j}\). The elements of \(\lambda_{i,j}^{(S)}\) are assumed to be sorted in ascending order, i.e., \(\lambda_{i,j}^{(S)} \leq \lambda_{i,j+1}^{(S)} \forall m_i < M\). Moreover, \(\Phi_{i,p,j}^{(S)}\) consists of the corresponding eigenvectors of \(S_{i,p,j}\). Then, the optimal solution to Problem \(\mathcal{P}_2\) is

\[
\hat{C}_{i,p,j}^{(\text{ML})} = \Phi_{i,p,j}^{(S)} (\Phi_{i,p,j}^{(S)})^{-1}(\Phi_{i,p,j}^{(S)})^H - \frac{\sigma^2}{E_0} I, \quad \forall i, j \forall p < j,
\]  

(27)
where the elements in $\tilde{\lambda}_{i,p,j}^{(C)} = [\lambda_{i,p,j}^{(C)}, \ldots, \lambda_{M,i,p,j}^{(C)}]^T$ are defined by
\[
\lambda_{m,i,p,j}^{(C)} = \min \left( \max \left( \frac{E_0}{\beta_m E_0 + \sigma^2}, \frac{1}{\lambda_{m,i,p,j}^{(S)}} \right) \right),
\]
where $m = 1, \ldots, M$.

With the ML estimator $\tilde{C}_{i,p,j}^{(ML)}$ in (27), the proposed WL-GLR-based change detectors in (20) will declare a change detected at the following coherence time interval of covariance interval $i$
\[
\hat{\gamma}_{i}^{(ML)}(\theta) = \min \left\{ j > \xi \mid \max_{j-\xi \leq p \leq j-\xi} S(\tilde{H}_{i,p,j}, \tilde{C}_{i-1}, \tilde{C}_{i,p,j}^{(ML)} ; \frac{H_0}{H_1} \right\}.
\]

VI. OFF-LINE CHANGE DETECTOR FOR MASSIVE MIMO SYSTEMS

In the previous sections, the on-line change detectors are proposed to rapidly detect channel covariance matrix change. One notable feature of the on-line detectors is that we need to check whether a change has occurred at each coherence time interval to enable a timely detection. To achieve this goal, the new covariance matrix should be estimated by several times at each coherence time interval, even under the WL-GLR-based change detectors as shown in (19). However, in a massive MIMO system, the dimension of the covariance matrix is very high, and it is practically difficult to estimate the channel covariance matrix at each coherence time interval.

To deal with this issue, we propose a low-complexity off-line change detection framework in this section for massive MIMO systems. Under the off-line change detection protocol, the covariance matrix change detection is merely conducted at the last coherence time interval of the first sub-interval of each covariance interval, i.e., coherence time interval $L_1$, where $L_1$ is carefully pre-assigned. Specifically, at coherence interval $i$, the off-line change detector is
\[
\tilde{W}_{i}^{(off)}(\tilde{C}_{i-1}, \tilde{C}_{i,p,L_1}) = S(\tilde{H}_{i,p,L_1}, \tilde{C}_{i-1}, \tilde{C}_{i,p,L_1}; \frac{H_0}{H_1} \right\) 
\]
where $\tilde{C}_{i,p,L_1}$ denotes the estimation of $\tilde{C}_i$ according to the estimated channels from coherence time interval $p$ to coherence time interval $L_1$, i.e., $\tilde{H}_{i,p,L_1}$, and $\tilde{p}_i = \arg \max_{1 \leq p \leq L_1} S(\tilde{H}_{i,p,L_1}, \tilde{C}_{i-1}, \tilde{C}_{i,p,L_1})$. The ML-based channel covariance matrix estimation proposed in Section V-B can still be applied for estimating $\tilde{C}_{i,p,L_1}$ in (30). However, in a massive MIMO system, the number of available estimated channels for covariance estimation is much smaller than the dimension of the covariance matrix, i.e., $L_1 - p + 1 \ll M$, which will usually lead to an unstable estimation with big variance. In the literature, a widely used approach to generate a stable estimation when the number of samples is too small compared to the dimension of the covariance matrix is the shrinkage algorithm [45]. Specifically, given the sample covariance matrix $S_{i,p,L_1}$ shown in (23), which is based on the estimated channels from coherence time interval $p$ to coherence time interval $L_1$, the shrinkage estimator of the channel covariance matrix is given by
\[
\hat{C}_{i,p,L_1}^{(SH)} = (1 - \varphi_{i,p,L_1})S_{i,p,L_1} + \varphi_{i,p,L_1} \frac{1}{M}(S_{i,p,L_1}^T + \sigma^2 I) - \sigma^2 I,
\]
where $0 \leq \varphi_{i,p,L_1} \leq 1$ is the shrinkage parameter to define the weight of the sample covariance matrix in the estimation. According to [45], a good choice of $\varphi_{i,p,L_1}$ is
\[
\varphi_{i,p,L_1}^* = \min \left( \frac{1}{L_1 - p - 1} \left( \frac{\log(S_{i,p,L_1})^2}{M} - 1 \right), 1 \right).
\]

In this paper, we adopt the above shrinkage technique to estimate the channel covariance matrix in the massive MIMO system. Then, the off-line change detector under the shrinkage-based estimation technique is given by
\[
\tilde{W}_{i}^{(off)}(\tilde{C}_{i-1}, \tilde{C}_{i,p,L_1}^{(SH)} ; S(\tilde{H}_{i,p,L_1}, \tilde{C}_{i-1}, \tilde{C}_{i,p,L_1}^{(SH)} ; \frac{H_0}{H_1} \right\) \forall i,
\]
where $\tilde{p}_i = \arg \max_{1 \leq p \leq L_1} S(\tilde{H}_{i,p,L_1}, \tilde{C}_{i-1}, \tilde{C}_{i,p,L_1}^{(SH)}$.

VII. NUMERICAL RESULTS

In this section, we present numerical results to verify the effectiveness of the proposed on-line and off-line channel covariance matrix change detection protocols. We consider both the general MIMO and the massive MIMO systems to demonstrate the broad applicability of the proposed change detection protocols. The path loss is modeled as $-128.1 - 37.6 \log_{10}(d)$ in dB, where $d$ in kilometer (km) denotes the distance between the Tx and the Rx. In our numerical examples, we assume that $d = 0.10$ km. Moreover, the transmit power is 23 dBm. The bandwidth of the channel is set as 10 MHz, and the power spectrum density of the noise is $-169$ dBm/Hz. In the numerical results, we use the “one-ring”
model [52] to describe the covariance matrix of the channel between the Tx and the Rx, which is shown in (34), shown at the bottom of the page. Particularly, \( C_{m1,m2} \) denotes the element at the \( m1 \)-th row and \( m2 \)-th column of the channel covariance matrix \( C \). \( \Omega \) denotes the angle of departure (AoD) at the Tx side, \( \Psi \) denotes the angle spread, \( \theta \) denotes the angle of a possible scatter around the Rx, and \( \alpha \) in meter \((m)\) denotes the wavelength of the signal. In the numerical examples, we assume that \( \Psi = 30^\circ \) and \( \alpha = 0.15 \text{ m} \), which corresponds to a carrier frequency of 2 GHz. In the rest of this section, we assume that the change in the channel covariance matrix is caused by the change of AoD, which is denoted by \( \Delta \Omega \). As a result, a bigger \( \Delta \Omega \) indicates that the new channel covariance matrix changes more significantly over the covariance matrix in the previous covariance interval.

A. General MIMO Systems

Firstly, we illustrate the performance of the proposed on-line change detectors in general MIMO systems with moderate numbers of transmit and receive antennas. In particular, in this subsection, we assume that \( M_t = 8 \) and \( M_r = 2 \), and the pilot sequence length is \( T = M_t = 8 \). Moreover, the pilot sequence \( X \) is generated based on the discrete Fourier transform (DFT) matrix.

1) On-Line Change Detection With Known \( \{ \tilde{C}_i \} \): First, we illustrate the performance of the proposed genie-aided on-line covariance matrix change detector (11) where the new channel covariance matrix after change is assumed to be known. Fig. 5 shows the ratio between \( T_C(\theta) \) and \(- \log(\hat{R}_F(\theta)) \) when \( \Delta \Omega = 0.5^\circ \) and \( 1.0^\circ \), respectively. It is observed that as the threshold \( \theta \) goes to infinity, the ratio obtained via Monte Carlo simulation asymptotically matches that from Theorem 1. It is also observed that as indicated by Theorem 1, if the change in the channel covariance matrix is more significant (\( \Delta \Omega \) is larger), then the detection delay is smaller given the same false alarm rate.

Next, Fig. 6 shows the overall trade-off between \(- \log(\text{FAR}) \) and CADD of the proposed on-line change detector when \( \Delta \Omega = 0.5^\circ \) and \( 1.0^\circ \), which can be obtained by searching over all the possible values of the threshold \( \theta \). First, it is observed that even when the AoD changes slightly by \( 0.5^\circ \), our proposed change detector can achieve very low CADD (delay performance) given a small FAR (reliability performance). For example, when \(- \log(\text{FAR}) = 5 \), the average detection delay is around 17 coherence time intervals. Moreover, the performance of the proposed on-line change detector improves significantly when the change in the channel covariance matrix is greater. For example, when \( \Delta \Omega = 1.0^\circ \), given \(- \log(\text{FAR}) = 5 \), the CADD is just about 6 coherence time intervals.

2) On-Line Change Detection With Unknown \( \{ \tilde{C}_i \} \): Next, we illustrate the performance of the proposed on-line change detector in the case with the unknown channel covariance matrix after change. Fig. 7 shows the performance of the proposed WL-GLR-based covariance change detector when \( \Delta \Omega = 0.5^\circ, 1.0^\circ \), and \( \tilde{\xi} = 15 \). The channel covariance matrix is estimated by the ML estimator in (27) with \( \beta_1 = 0.5 \) and \( \beta_u = 4 \). First, by comparing Fig. 7 with Fig. 6, it is observed

\[
C_{m1,m2} = \frac{1}{2\pi} \int_0^{2\pi} \exp \left[ -j \frac{2\pi}{\alpha} \left( T_{m1,m2} \sin \Omega \left( 1 - \Psi^2 \cos(2\epsilon) \frac{4}{\Psi^2} \right) + \Psi D_{m1,m2} \cos \Omega \sin \epsilon \right) \right] d\epsilon, \quad \forall m1, m2,
\]

with

\[
D_{m1,m2}^{(T)} = 3\alpha \left( \text{mod}(m1,M_t) - \text{mod}(m2,M_t) \right), \quad \text{(35a)}
\]

\[
D_{m1,m2}^{(R)} = 3\alpha \left( |m1/M_t| - |m2/M_t| \right), \quad \text{(35b)}
\]

Fig. 5. Verification of Theorem 1 for the asymptotic ratio between CADD and FAR.

Fig. 6. Performance trade-off between \(- \log(\text{FAR}) \) and CADD for the proposed on-line change detection with known \( \{ \tilde{C}_i \} \).
that if the new covariance matrix after change is unknown, there will be a performance loss due to the inaccurate estimation of the new covariance matrix. For example, when $\Delta \Omega = 0.5^\circ$, i.e., the channel covariance matrix changes very slightly, given $-\log(\text{FAR}) = 4.6$, the CADD is about 60 coherence time intervals when the window size is $\xi - \bar{\xi} = 40 - 15 = 25$ coherence time intervals (CADD is around 15 coherence time intervals in the ideal case with known $\tilde{\{C_i\}}$). This indicates that a very small change can only be detected if an accurate estimation of $\tilde{\{C_i\}}$ is available, which will take some delay in practice. However, when $\Delta \Omega$ increases to $1.0^\circ$ such that the change in the channel covariance matrix is more significant, given $-\log(\text{FAR}) = 4.6$, the CADD reduces to around 20 coherence time intervals under our proposed on-line detection scheme with the window size of 25 coherence time intervals (CADD is around 15 coherence time intervals in the ideal case with known $\tilde{\{C_i\}}$). This is because if the change in the channel covariance matrix is significant, an estimation of the channel covariance matrix with moderate resolution is good enough for the change detector. Second, it is observed that when the window size of our proposed WL-GLR-based change detectors (20) is 25 coherence time intervals, the performance is very close to that achieved by the GLR-based change detectors (18) without a window size. However, by adding a window size, the complexity of the WL-GLR-based change detection is much reduced as shown in Table I.

3) Comparison Between On-Line and Off-Line Change Detectors: Next, we show the performance gain of the on-line change detectors over the off-line change detectors in the general MIMO systems. Fig. 8 shows the performance comparison between the two detection schemes, where $\xi = 40$, $\bar{\xi} = 15$ under the on-line scheme, and $\bar{L}_1$ is set to be 20, 30 and 40 under the off-line scheme. The channel covariance matrix is estimated by the ML estimator in (27) with $\beta_l = 0.5$ and $\beta_u = 4$. It is observed that given the same $-\log(\text{FAR})$, the on-line scheme achieves smaller CADD compared to the off-line scheme. Moreover, by comparing Fig. 8(a) and Fig. 8(b), it is observed that when the change in the channel covariance matrix is more significant, then the gain of the on-line scheme over the off-line scheme is greater. This is because in this case, the on-line scheme can detect a change very quickly, leading to reduced detection delay. At last, it is worth noting that although the performance of the on-line scheme is much better than that of the off-line scheme, the complexity of the former is higher than that of the latter. As shown in Table II, the off-line change detector can be obtained much faster than the on-line change detector. Such a property makes the off-line change detectors very promising in the massive MIMO systems, where it is computationally prohibitive to apply the on-line change detectors when the dimension of the channel covariance matrix is too large.
TABLE II
AVERAGE CPU TIME COMPARISON BETWEEN THE ON-LINE AND OFF-LINE CHANGE DETECTORS WHEN ΔΩ = 1.0°

| Detector Type | -log(FAR) | CADD | CPU Time (ms) |
|---------------|-----------|------|---------------|
| On-line detector (L = 40) | 3.67 | 13.11 | 0.915 |
| Off-line detector (L₁ = 30) | 17.43 | 0.0391 |

Fig. 9. Off-line change detection performance in the massive MIMO system when ΔΩ = 0.5°, and L₁ = 10.

B. Massive MIMO Systems

In this subsection, we illustrate the performance of the proposed off-line change detector in massive MIMO systems. In this numerical example, we assume the channel is estimated in the uplink. Moreover, the Tx (user) and the Rx (BS) are equipped with M_u = 8 and M_r = 64 antennas, respectively. Therefore, the channel covariance matrix size is M = 512. The pilot signal is generated based on DFT matrix with a dimension of 8. In this numerical example, we consider the performance of three change detection schemes: the genie-aided scheme, where the new channel covariance matrix after change is assumed to be perfectly known; the shrinkage estimation based scheme as shown in Section VI; and the ML estimation based scheme as shown in Section V-B.

Fig. 9 shows the performance of the off-line change detection under different schemes, when ΔΩ = 0.5°, L₁ = 10, β_l = 0.75, and β_u = 45. It is observed that if the new covariance matrix after change is unknown, there will be a performance loss due to the imperfect estimation of the covariance matrix under both the shrinkage and the ML estimation schemes. However, it is observed that the performance loss is not significant, and the proposed off-line change detector can detect the change accurately and quickly in the massive MIMO system. For example, when -log(FAR) = 4.5, CADD of the proposed off-line change detector under the shrinkage estimator is around 4.7 coherence time intervals. Moreover, it is observed that the shrinkage-based detector can achieve better performance than that achieved by the ML-based detector in the regime of L₁ ≪ M, which indicates that the shrinkage-based estimation scheme is more powerful in estimating the large-dimension matrix.

VIII. CONCLUSION AND FUTURE WORK

This paper studied channel covariance change detection in a point-to-point MIMO communication system. We first considered a genie-aided on-line change detection scheme and proposed a CUSUM algorithm for the channel covariance change detection. Moreover, we analytically investigated the trade-off between the false alarm and the detection delay of the proposed on-line change detection scheme. Second, we considered the on-line change detection in the practical case where the channel covariance matrix after a change is unknown. To reduce the computational complexity in this case, we proposed a WL-GLR change detection algorithm where at each time instance, the new covariance matrix is estimated based on the ML technique. Last, we consider an off-line covariance change detection scheme for massive MIMO systems. Under this scheme, we adopted a shrinkage-based algorithm for covariance estimation. Our simulation results verified that the proposed on-line and off-line schemes can detect the channel covariance change with a small detection delay and a low false alarm rate.

There are several interesting future research directions. First, it is crucial to design the change detectors when the channel does not follow the Rayleigh fading model, which may be true in the mmWave communication and the IRS-assisted communication. Second, it is also important to generalize our proposed scheme to the multi-user MIMO systems. Third, in this work, the change detection and the channel covariance matrix estimation are designed separately. However, it was shown in [53] that detection and estimation can be jointly designed to achieve better performance. Therefore, it is interesting to apply the technique in [53] for jointly detecting the change and estimating the channel covariance matrix in MIMO systems.

APPENDIX

A. A Proof of Theorem 1

We first define the worst-case average detection delay (WADD) for the proposed genie-aided on-line change detector as

$$T_W(\theta) = \max_{\nu \in \mathbb{Z}^+} \text{ess sup} \left\{ E_{\{\mathbf{H}_j, N_j\}} \left\{ (j(\theta) - \nu)^+ \right\} \right\},$$  \hspace{1cm} (36)

where $\text{ess sup}\{\cdot\}$ denotes the essential supremum. For any given threshold $\theta$, the WADD is lower bounded by CADD [49], i.e., $T_W(\theta) \geq T_C(\theta)$. Moreover, as shown in [47], the asymptotic trade-off between $T_W(\theta)$ and $R_F(\theta)$ for the CUSUM-based change detector (11) is given by

$$\lim_{\theta \to \infty} \frac{T_W(\theta)}{-\log R_F(\theta)} = \frac{1}{\Gamma(C_1, C_0)},$$  \hspace{1cm} (37)

where $\Gamma(C_1, C_0)$ denotes the Kullback-Leibler (KL) divergence [54, Eq.3.1] between the distribution $\mathcal{CN}(\mathbf{0}, \mathbf{C}_1)$ and the distribution $\mathcal{CN}(\mathbf{0}, \mathbf{C}_0)$, i.e.,

$$\Gamma(C_1, C_0) = \int p(\mathbf{h}_j | \mathbf{C}_1) \log \frac{p(\mathbf{h}_j | \mathbf{C}_1)}{p(\mathbf{h}_j | \mathbf{C}_0)} d\mathbf{h}_j.$$  \hspace{1cm} (38)

With $p(\mathbf{h}_j | \mathbf{C}_1)$ and $p(\mathbf{h}_j | \mathbf{C}_0)$ defined in (6), it can be shown that $\Gamma(C_1, C_0) = \Phi \left( \frac{\mathbf{C}_1 + \frac{\lambda}{\Theta} \mathbf{I}}{\Theta}, \frac{\mathbf{C}_0 + \frac{\lambda}{\Theta} \mathbf{I}}{\Theta} \right)$, where
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\( \Phi \left( \left( \bar{C}_1 + \frac{\sigma^2}{E_0} I, \bar{C}_0 + \frac{\sigma^2}{E_0} I \right) \right) \) is defined in (16). Therefore, an upper bound for the asymptotic trade-off between the CADD \( T_C(\theta) \) and the FAR \( R_F(\theta) \) is given by

\[
\lim_{\theta \to \infty} -\log R_F(\theta) \leq \lim_{\theta \to \infty} -\log R_F(\theta) = \Phi \left( \left( \bar{C}_1 + \frac{\sigma^2}{E_0} I, \bar{C}_0 + \frac{\sigma^2}{E_0} I \right) \right). \quad (39)
\]

On the other hand, under the proposed on-line change detector, a lower bound for the asymptotic trade-off between CADD \( T_C(\theta) \) and FAR \( R_F(\theta) \) is given by [55]

\[
\lim_{\theta \to \infty} -\log R_F(\theta) \geq \frac{1}{\Phi \left( \left( \bar{C}_1 + \frac{\sigma^2}{E_0} I, \bar{C}_0 + \frac{\sigma^2}{E_0} I \right) \right)}. \quad (40)
\]

Therefore, it follows that

\[
\lim_{\theta \to \infty} -\log R_F(\theta) = \frac{1}{\Phi \left( \left( \bar{C}_1 + \frac{\sigma^2}{E_0} I, \bar{C}_0 + \frac{\sigma^2}{E_0} I \right) \right)}. \quad (41)
\]
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