I. Introduction

During the last 65 years when computer processing remained in its infancy, the application of computer processing could not be extended to visual recognition because it merely consisted of a simple input and output operation. Hence, computer vision and recognition represents one of the culminating achievements of the aforementioned research domain, although a huge challenge has yet to be overcome. Any area of computer processing research is geared toward mimicking human-like visual perception and interpretation to translate an image into recognizable objects [1]. Currently, in the wake of rigorous computer hardware and software advancements, image processing and recognition no longer remains as a mere theoretical possibility. Moreover, it is deemed as an essential advantage to incorporate such technologies into a variety of industrial enterprises, as in visual recognition systems for quality control and assessment, for instance, prior to public consumption [8][9]. Evidently, the application of the technology is in high demand in the manufacture of mobile phones, compact cameras and robot soccer.

During the last 65 years when computer processing remained in its infancy, the application of computer processing could not be extended to visual recognition because it merely consisted of a simple input and output operation. Hence, computer vision and recognition researchers have dedicated efforts to mimicking human-like visual perception and interpretation to translate visual information into recognizable objects. This has led to significant advancements in various industrial applications, such as quality control in manufacturing, where visual recognition systems assess products before public consumption.
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Abstract

In the humanoid competition field, identifying landmarks for localizing robots in a dynamic environment is of crucial importance. By convention, state-of-the-art humanoid vision systems rely on poles located outside the middle of the field as an indicator for generating landmarks. However, in compliance with the recent rules of Robocup, the middle pole has been discarded to deliberately provide less prior information for the humanoid vision system to strategize its winning tactics on the field. Previous localization method used middle poles as a landmark. Therefore, robot localization tasks should apply accurate corner and distance detection simultaneously to locate the positions of goalposts. State-of-the-art corner detection algorithms such as the Harris corner and mean projection transformation are excessively sensitive to image noise and suffer from high processing times. Moreover, despite their prevalence in robot motor log and fish-eye lens calibration for humanoid localization, current distance estimation techniques nonetheless remain highly dependent on multiple poles as vision landmarks, apart from being prone to huge localization errors. Thus, we propose a novel localization method consisting of a proposed corner extraction algorithm, namely, the contour intersection algorithm (CIA), and a distance estimation algorithm, namely, analytic geometric estimation (AGE), for efficiently identifying salient goalposts. At first, the proposed CIA algorithm, which is based on linear contour intersection using a projection matrix, is utilized to extract corners of a goalpost after performing an adaptive binarization process. Then, these extracted corner features are fed into our proposed AGE algorithm to estimate the real-world distance using analytic geometry methods. As a result, the proposed localization vision system and the state-of-the-art method obtained approximately 3-4 and 7-23 centimeter estimation errors, respectively. This demonstrates the capability of the proposed localization algorithm to outperform other methods, which renders it more effective in indoor task localization for further actions such as attack or defense strategies.
In robot soccer, artificial vision processing plays a crucial role in recognizing goal posts, teammates, opponents and balls. Based on prior information, the above process is of great utility in localizing humanoid robots in field play to prevent rogue and random movements. In addition, it is indeed expedient for any robot to be able to recognize its location on a field when employing attacking or defending strategies. Based on the 2013 rules of the Robot Soccer competition, poles colored blue-yellow-blue on the left and yellow-blue-yellow on the right, which functioned as landmarks, were set up outside the middle field to assist in robot self-localization on the field [5][16]. However, a different set of rules are currently in place whereby the poles are to be replaced with the goalpost as the landmark. Consequently, a serious challenge must be confronted as a result of the over-reliance on these poles as landmarks by the majority of preceding studies. This calls for a new localization technique that can substitute the missing poles at the middle of the field with goalposts as the reference points. One way to enable recognition of goalposts prior to localization is to consider prior information, namely the properties or features of the object to be recognized, including the shape, color, size and total number of corners.

Corner detection is the most used feature in the object recognition process, as evidenced by the range of corner detection techniques available for various applications [2][7]. Recently, various corner detection methods such as JUDOCA [13], CPDA [2], ANDD [19] and MPT [17] have been developed. Nonetheless, most of these techniques are very time consuming for merely extracting corners and are overly sensitive to the dynamics of the environment. Distance estimation processes for localization are in need of a new technique in response to the changes in the rules and to the loss of prior information while overcoming one of the biggest challenges in robot soccer: performing distance estimation processes with minimal equipment. Most state-of-the-art techniques produce non-negligible errors in distance estimation, which in turn necessitates an additional device, such as an odometer, to increase accuracy [15][13] or the use of an RGB-D camera with OpenPTrack [18][20]. Another approach used a simple localization with a camera [22][23][24]. With this approach, a 3 robot need to put extra sensor (such as wheel odometers and inertial navigation sensors) and making it accurate and desirable for our system. However, in our application, no extra sensors can be used other than camera based on Robocup rules. Thus, a new and improved technique of visual recognition is to be developed with the objective of higher efficiency in distance estimation, lower processing time and greater responsiveness to the dynamics of the environment.

II. THE PROPOSED METHOD

There are two main tasks in developing a new vision system for a robot to self-localize in field play during robot soccer competitions. First, a technique to extract corner features is to be applied, followed by the use of these features to estimate distances between the robot and the goalpost as the main landmark. Fig. 1 shows the previous match rules.

A. Line Intersection

The raw images suffer from superfluous information and dynamics. Accordingly, before a corner is extracted, the raw images must first be converted to a binary image containing only values of 0 and 1 [3][4]. Because the testing data set is in grayscale, adaptive thresholding is used as a binarization method. Equations (1) and (2) show the binarization method:

$$f'_{(x,y)} = \begin{cases} 1 & \text{if } f_{(x,y)} > T_{(x,y)} \\ 0 & \text{else} \end{cases}$$

(1)

$$T_{(x,y)} = \frac{1}{2\pi \sigma^2} e^{-\frac{(x-u_x)^2+(y-u_y)^2}{2\sigma^2}}$$

(2)

Based on Equation (1), $f_{(x,y)}$ is a pixel value in the raw images, and $f'_{(x,y)}$ is a pixel value upon binarization. $T_{(x,y)}$ is a threshold value derived from the Gaussian equation for a distribution function for non-correlated variables with variations x and y having normal distributions for the same standard deviation. In this research, the threshold value is the middle value of the 3x3 neighboring pixels. Fig. 2 shows goal images before and after thresholding.

Fig. 2. (a) Grayscale image for goalpost; (b) Binary image for goalpost.

Upon applying the conversion method, the binary images must be analyzed pixel by pixel. Hence, square matrices (kernel) of size 3x3, 5x5, 8x8 and 11x11 are generated to process the binary images line by line. By using these kernels, the x and y corners will be extracted when the kernel processes the corners in the image. Four coordinates are recorded if the corner is detected, with two coordinates on the x – axis and two coordinates on the y - axis. The next equations show the selection process for the row and column selected by each kernel to generate the four coordinates in the kernel.

$$k = (a, (s - 1) - a)$$

(3)

Based on Equation (3), k is a row or column index for a kernel of size s,{3,5,8,11}, and a is a constant value {0,1,2,3} incremented by the kernel size. The blue line in Fig. 3 shows the horizontal and vertical lines chosen for each kernel size.

Fig. 3. Horizontal and vertical lines for each kernel.

Based on Fig. 3, if any part of the blue lines includes a white pixel (value of 1), then the coordinate of the pixel is recorded and processed when all four coordinates are recorded. The vertical blue line is utilized to obtain the coordinates from the horizontal contour, and the horizontal blue line is utilized to obtain the coordinates from

![Fig. 1. Robot soccer competition game play with middle pole as a landmark in 2012.](image-url)
the vertical contour. Equations (4) and (5) show the process of white pixel detection for each line assuming \( P_l \) for the horizontal contour and \( P_t \) for the vertical contour.

\[
P_l(x, y) = \sum_{x=a}^{x=b} \sum_{y=a}^{y=b} \left[ \begin{array}{l}
    x = k, y = L \quad \text{if} \quad f'(x,y) = 1 \\
    L = s \quad \text{if} \quad f'(x,y) = 0
\end{array} \right]
\]  
(4)

\[
P_t(x, y) = \sum_{x=a}^{x=b} \sum_{y=a}^{y=b} \left[ \begin{array}{l}
    x = k, y = L \quad \text{if} \quad f'(x,y) = 1 \\
    L = s \quad \text{if} \quad f'(x,y) = 0
\end{array} \right]
\]  
(5)

After four coordinates are obtained, we can approximate the gradient value from both contours, namely, the vertical and horizontal contours. Then, using the gradient value from both contours, any intersection point from these contours can be assumed to be a corner. To extract the coordinates of the corner, linear equation theory and analytic geometry theory are applied by manipulating all four coordinates obtained previously.

\[
P_1(y) = m_l(x) + c_l
\]  
(6)

\[
P_2(y) = m_t(x) + c_t
\]  
(7)

We assume that the first point is on the horizontal contour, \( P_1(x,y) \), and that the second point is on the horizontal contour, \( P_2(x,y) \), on the same contour line; hence, they share the same gradient value, and \( m_l \) and the intersection points are at \( y-axis, c_l \). This is also the case with the vertical contour, where the first point, \( P_1(x,y) \), and the second point, \( P_2(x,y) \), are assumed to be on the same vertical contour and share the same gradient value, \( m_t \), and intersection point on the \( y-axis, c_t \). To determine the gradient value for each contour, Equations (6) and (7) were placed into a new form.

\[
m_l = \frac{P_2(y) - P_1(y)}{P_2(x) - P_1(x)}
\]  
(8)

\[
m_t = \frac{P_2(y) - P_1(y)}{P_2(x) - P_1(x)}
\]  
(9)

Once the gradient value is obtained, the value of the intersection point on the \( y-axis \) for both contours, horizontal and vertical, can be obtained using the following equations.

\[
c_l = P_1(y) - (m_l P_l(x))
\]  
(10)

\[
c_t = P_1(y) - (m_t P_t(x))
\]  
(11)

When all the values are obtained, the intersection between the vertical contour and the horizontal contour is classified as a corner. If the vertical and horizontal contours are on the same contour, then the gradient value is equal to zero. Accordingly, if no corner is detected in the current kernel, then it will move on to the next kernel. The equations used to acquire the corner are defined below.

\[
x_{\text{corner}} = \frac{c_t - c_l}{m_t - m_l}
\]  
(12)

\[
y_{\text{corner}} = (m_t \times x_{\text{corner}}) + c_t
\]  
(13)

Finally, the corner coordinates are recorded and marked for further processing by the robot during localization. Fig. 4 shows the process for each kernel. The blue points represent the detected corner, and the red pixels represent the four pixels obtained on the vertical and horizontal contours.

**B. Analytic Geometry for Distance Estimation**

In previous studies on camera calibration, using prior information such as the focal length of the camera, constant \( x \) and \( y \) values were extracted \[12\]–\[13\]–\[14\]–\[20\]. All these values can be obtained as intrinsic camera values. Aside from these intrinsic values, extrinsic values are also present and are of great utility in reducing distortion in an image captured by a camera using a convex lens. To use analytical geometry approaches, the produced image must closely resemble that in real time \[12\]. The distortion of an image produces errors in distance estimation. To address convex-lens-induced distortions in images, 10 images with a chessboard were captured at random orientations to determine the distortion difference relative to the real time imagery as shown in Fig. 5.

![Fig. 5. Self-collection data from MVLab used to obtain the intrinsic and extrinsic values.](image)

Based on Zhang’s methods \[21\], the intrinsic, extrinsic, and pinhole values of the camera are extracted and processed. These processes only need to be performed once as long as the same camera and lens are used. The equation shows the data value and the intrinsic value obtained from the first calibration. Given that \( R \) is an image rotation and \( T \) is an image transformation, we have

\[
R = \begin{bmatrix}
    r_{11} & r_{12} & r_{13} \\
    r_{21} & r_{22} & r_{23} \\
    r_{31} & r_{32} & r_{33}
\end{bmatrix},
T = \begin{bmatrix}
    t_{1} \\
    t_{2} \\
    t_{3}
\end{bmatrix}
\]  
(14)

Upon repairing the image, some of the features of the goal post are extracted. Based on Robocup rules, the pole had a height of 10 cm and a width of 60 cm. The goalpost should be yellow and blue only, and the shape of the goal should be rigid and hard. Therefore, the
color and shape of the goal post are suitable for extraction. To extract the color, HSV color range values are considered due to their higher robustness to light intensity variations compared to the RGB color range. RGB colors are more sensitive to even the slightest change in color. Moreover, RGB color ranges produce more noise in the data and hence this makes difficult to clearly distinguish the goal post shape [10]. Fig. 6 shows the color of the goal post extracted using the HSV color range.

![Fig. 6. Color extracted from a goal post.](image)

After the color is extracted, the shape of the goal was determined. The purpose of the shape detection is to ensure that only the complete shape of the goal is input to the next process. If the camera is too close to the goal post, the shape of the goal post becomes larger than the camera frame size, and vice versa. An improper goal post size renders the next process more cumbersome and prone to error. Hence, measurements such as density, elongation, roughness, convexity, height and width were defined beforehand. If the goalpost does not meet the predefined criteria, then it is considered to be incomplete, resulting in the termination of the process. In turn, a re-calibration of the camera and redefinition of the color have to be performed. Fig. 7 shows an incomplete goal post.

![Fig. 7. Example of an incomplete goal shape from self-collection data set in MVLab.](image)

If the goal shape can be viewed completely, the goal corner will be extracted using the above corner detection method. The purpose of this action is to compare and relate actual and virtual distances between two corners. According to Siswantoro et al. [14], the object size in a camera image is relatively equivalent to the actual object size in real time. Using a similar approach, distance estimation can be performed after considering the relative factor that causes differences in measurement in real time and in virtual images. The relation between images from the camera and those obtained in real time can be determined via prior camera calibration along with the intrinsic values. The equation below shows the relation between the image camera coordinates and the real-time coordinates.

\[
\begin{bmatrix}
    f_x & 0 & C_x \\
    0 & f_y & C_y \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_c/z_c \\
    y_c/z_c \\
    1
\end{bmatrix}
= \begin{bmatrix}
    x_{img} \\
    y_{img} \\
    1
\end{bmatrix}
\]  

(15)

In Equation (15), the left-hand side represents the coordinates in the image plane, and the right-hand side represents rotation and transformation coordinates in the camera plane. The values of \( f_x \) and \( f_y \) are the focal length of the lens on the x and y axis. \( C_x \) and \( C_y \) are confusion numbers from the intrinsic values. For distance estimation, the image coordinate should be obtained beforehand so that it can subsequently be related to actual parameters. The next equations demonstrate how the method obtains the coordinates in the camera plane.

\[
X_{cam} = Z_c \left( \frac{x_{img} - C_x}{f_x} \right)
\]

(16)

\[
Y_{cam} = Z_c \left( \frac{y_{img} - C_y}{f_y} \right)
\]

(17)

\[
Z_{cam} = \frac{f_x + f_y}{2}
\]

(18)

As stated previously, the goal post is taken as the main landmark for parameter assessment. For the distance estimation process, the height of the left and right goal posts are selected as a reference to compare with the actual height and image height. Fig. 8 shows the location of the camera coordinate, image coordinate and real-time coordinate.

![Fig. 8. Relation between camera, image and real-time coordinate.](image)

Based on Fig. 8, it is observed that the goal post image is reduced in size compared to the real goalpost. By relating the camera coordinate to the real coordinate, the value of \( Z_{cam} \) becomes a scaled version of \( Z_{real} \), which represents the actual distance between the camera and the goal post. Hence, the distance estimation can be performed using this equation,

\[
\frac{l}{a} = \frac{L}{a+b}
\]

(19)

where \( l \) is the distance between two points in an image, \( a \) is the value of \( Z_{cam} \), \( L \) is an actual two-point distance in real time of the goalpost, and \( a + b \) is a \( Z_{real} \) or the estimated distance. In this paper, \( l \) and \( L \) are representing two points as the right and left-handed sides of the goalpost. The calculation is performed twice to increase the accuracy of the estimated distance.

III. Result and Discussion

One of the objectives of this research was to develop a new corner detection technique for goalpost corner extraction. The technique must be efficient, robust and less time consuming to process. Accordingly, in assessing the performance, the proposed corner detection is to be compared with state-of-the-art corner detection methods such as JUDOCA [13], CPDA [2], ANDD [19] and MPT [17]. A common test for corner detection is the localization error test, which attempts to obtain the average error for each point within 3 pixels in each corner in an image. The smaller the localization error produced by a technique, the more accurately the technique can detect corners.

\[
L_e = \sqrt{\frac{1}{N_f} \sum_{i=1}^{N_f} [(x_{oi} - x_a)^2 + (y_{oi} - y_a)^2]}
\]

(20)

Based on Equation (20), \( x_a \) and \( y_a \) are the original coordinates of a
corner in an image, and $x_i$ and $y_i$ are detected coordinates at the current point. $N$ is the total number of corners detected in the same image. The benchmark data set for corner detection from Awrangjeb research [2] was commonly used to measure accuracy as shown in Fig. 9 and Fig. 10 shows the results when we apply localization error to the current state-of-the-art corner detection methods.

![Fig. 9. Benchmark data set for corner detection.](image)

Based on Fig. 10, MPT [17] yields the best results by providing the lowest localization average error across the entire dataset, followed by the line intersection for the 5×5 kernel, JUDOCA, 3×3 kernel, 8×8 kernel, ANDD, CPDA and 11×11 kernel. The MPT method obtains the highest accuracy for extracting corners from images; however, the process requires approximately 2 seconds for each picture, a severe disadvantage for Robocup competitions. Hence, the line intersection method is selected because it is the second-most accurate method and requires only 0.049 seconds for extracting a corner.

For the distance estimation test, the proposed method is compared with the dual camera stereo vision method for the image quality assessment [15]. Fig. 11 shows the test setup on the robot. The use of a stereo camera is advantageous due to its similarity to human vision. The test was performed three times during actual game play at distances between 350-190 cm, each 10 cm with straight vision to the landmark (0 degree), 20 degrees to the left of the landmark, and 20 degrees to the right of the landmark to represent vision from various sides of the field. Table I shows a comparison of the results.

![Fig. 11. Wireless camera attached to a robot for the distance estimation test.](image)

| TABLE I. DIFFERENCE BETWEEN STEREO AND SINGLE CAMERA VIA PROPOSED AGE METHOD |
|------------------|------------------|------------------|------------------|------------------|------------------|
| Actual | 20° | 0° | -20° | Proposed (AGE) | 20° | 0° | -20° |
| 190 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 200 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 210 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 220 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 230 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 240 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 250 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 260 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 270 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 280 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 290 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |
| 300 | 180.56 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 | 190.04 | 5.04 |

| TABLE II. SUMMARY DIFFERENCE BETWEEN STEREO AND SINGLE CAMERA VIA PROPOSED AGE METHOD |
|------------------|------------------|------------------|------------------|------------------|------------------|
| Technique | Data | Variants | Mean error (cm) | Percentage |
| Stereo | 51 | 18.04454331 | 7.980 | 2.955 |
| Proposed (AGE) | 51 | 6.30001502 | 3.658 | 1.355 |

For the distance estimation test, the proposed method is compared with the dual camera stereo vision method for the image quality assessment [15]. Fig. 11 shows the test setup on the robot. The use of a stereo camera is advantageous due to its similarity to human vision. The test was performed three times during actual game play at distances between 350-190 cm, each 10 cm with straight vision to the landmark (0 degree), 20 degrees to the left of the landmark, and 20 degrees to the right of the landmark to represent vision from various sides of the field. Table I shows a comparison of the results.

![Fig. 12. The actual distance (black line) and distance estimation simulator results (i) based on images captured by our humanoid robot at (ii)+20°, (iii) 0° and (iv)-20°. The red dot in the simulator represents the proposed detected point based on our proposed (AGE) technique from a radial distance of a) 200 cm b) 250 cm c) 300 cm and d) 350 cm.](image)

![Fig. 13. Time required for proposed method (AGE) to estimate distance.](image)

![Fig. 14. Fluctuating relation between error and distance produced by both methods (AGE & stereo).](image)
Based on Fig. 12, the field simulation shows the actual radial distance (black line) from the center of the goal post and the goal post clearly observed by the camera on the robot. In Table I, both techniques (stereo and proposed) are able to estimate the distance around the field with straight to the landmark and a 20 degree offset to the left and right. On average, for each angle, the stereo technique produces constant mean errors of approximately 7.980 cm, demonstrating that the technique was robust and stable at any angle. The proposed technique produces inconsistent mean distance errors for certain angles. However, the margin errors remain less than those of the stereo technique. Overall, in distance estimation, the AGE technique produces an improved accuracy of 4.322 cm compared to the stereo-camera-based technique according to the summary in Table II. Concerning processing time, the AGE technique requires 0.54672 milliseconds to estimate the distance based on Fig. 13, whereas in Fig. 14, the error percentage is initially large, wherein the proximity to the landmark is the closest but undergoes substantial decrements as the distance increases. Summarizing, Fig.15 shows that the stereo technique (green) produces huge min and max error values but produces consistent median errors at any angle given; meanwhile, the AGE technique produces smaller min and max error values but does not produce very consistent errors at some offsets. It addition, the AGE technique is less accurate for straight lines, demonstrated by its larger error range compared to the offset value; however, the error is still small compared to the stereo technique. The error obtained using the AGE technique may be smaller because this technique only uses a single image from a single camera, whereas the stereo camera technique must patch together both images from both cameras.

Furthermore, our proposed AGE method is simple and practical because it only uses a predetermined camera information and rules given. Considering those steps, this technique is more desirable to incorporate into the Robocup competition due to its minimal error in robot localization.

IV. LIMITATIONS AND CONCLUSIONS

Having performed the test, it is reassuring to conclude that this technique provides highly accurate corner detection and distance estimation compared with the other techniques. This evidently attests to the capability of the proposed technique in surmounting the most persistent predicament of object recognition at a significantly reduced execution time. However, this method continues to face a few setbacks, wherein this technique is unable to estimate distances of less than 190 cm due to the rather enlarged size of the goalpost image relative to the camera frame. This results in the incomplete detection of the shape of the goal post. Despite that, localization remains applicable at other areas within 8.0 meters, making it suitable for competition because of its accuracy, speed and robustness.
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