Quantifying cell-cycle-dependent chromatin dynamics during interphase by live 3D tracking

Highlights
- PSF engineering allows scan-free, high spatiotemporal live 3D telomere tracking
- During the G0/G1 phase, telomere motion is less constrained than in other phases
- There is observable difference between lateral (xy) and axial (z) chromatin motion
- In Lamin A-depleted cells, motion constraint was reduced
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SUMMARY
The study of cell cycle progression and regulation is important to our understanding of fundamental biophysics, aging, and disease mechanisms. Local chromatin movements are generally considered to be constrained and relatively consistent during all interphase stages, although recent advances in our understanding of genome organization challenge this claim. Here, we use high spatiotemporal resolution, 4D (x, y, z and time) localization microscopy by point-spread-function (PSF) engineering and deep learning-based image analysis, for live imaging of mouse embryonic fibroblast (MEF 3T3) and MEF 3T3 double Lamin A Knockout (LmnaKO) cell lines, to characterize telomere diffusion during the interphase. We detected varying constraint levels imposed on chromatin, which are prominently decreased during G0/G1. Our 4D measurements of telomere diffusion offer an effective method to investigate chromatin dynamics and reveal cell-cycle-dependent motion constraints, which may be caused by various cellular processes.

INTRODUCTION
There has been a growing interest in 3D genome organization and dynamics in recent years (Maeshima et al., 2020). The basic structure, namely the 10 nm chromatin fiber, is composed of DNA wrapped around a histone core to form nucleosomes which are separated by non-nucleosome linker DNA and other DNA-binding proteins. This current model for genome organization has been refined using different high-resolution methods, including cryo-EM tomography (Eltsov et al., 2008; Cai et al., 2018), X-ray scattering (Nishino et al., 2012), super-resolution microscopy (STORM and PALM) (Ricci et al., 2015; Nozaki et al., 2017), and genomic methods (Lieberman-Aiden et al., 2009; Hsieh et al., 2015; Sanborn et al., 2015; Ohno et al., 2019). The clustering of nucleosomes to form domains (Sanborn et al., 2015; Nozaki et al., 2017), which vary in size and shape (Ricci et al., 2015; Maeshima et al., 2020; Lin et al., 2021), is a dynamic process (Bintu et al., 2018). The biophysical properties of the domains were extensively investigated, and include condensate formation, possibly by liquid-liquid phase separation (Banani et al., 2017; Strom et al., 2017; Gibson et al., 2019; Sanulli et al., 2019; Lee et al., 2020), leading to local isolated environments. The clustering of several domains into transcriptionally active compartments (euchromatin) and generally silent compartments (heterochromatin) (Lieberman-Aiden et al., 2009) makes up the chromosome that occupies a distinct volume in the nucleus, namely a chromosome territory (Maeshima et al., 2020).

Live-cell imaging and optical-field-correlation maps have revealed dynamic structural changes in Chromatin (Nozaki et al., 2017; Bintu et al., 2018; Shaban et al., 2020). Local chromatin (single domain) motion is generally constrained (subdiffusive); however, it can also exhibit Brownian-like (free) and active transport (superdiffusive) behaviors (Chuang et al., 2006; Bronstein et al., 2015; Nozaki et al., 2017; Shaban et al., 2020), Figure 1B. The constrained dynamics of chromatin is explained by the necessity to preserve nucleus compartmentalization, which is maintained by the activity of several factors, such as cohesin (Liu et al., 2021), condensin, and lamins (Bronstein et al., 2015; Narendra et al., 2015; Vivante et al., 2019; Karoutas and Akhtar, 2021), in particular nucleoplasm Lamin A. On the other hand, rapid turnovers of domain formation and
Figure 1. 3D telomere tracking in live cells using PSF engineering

(A) Example image of a live cell containing 3D information of labeled telomere positions using a depth-encoding phase mask in the microscope setup (right), more details in SI Figure S1. The 3D position of each telomere is determined algorithmically according to an experimentally derived PSF model obtained from a calibration image stack of a defocused fluorescent bead (left, distance from the focal plane stated, scale bar = 3 μm).

(B) The trajectories of the telomeres are reconstructed from their localizations over time (four example telomeres are shown at the bottom). Color indicates time (See Video S1).

(C) Mean square displacement (MSD) analysis and the derived anomalous exponent (α) distinguishes between three main types of motion: subdiffusion (blue), normal diffusion (black), and super-diffusion (red).

(D) Anomalous exponent histogram of all detected telomeres (n = 38) in the cell shown in B.
disassembly (Bintu et al., 2018), as well as repositioning events (Levi et al., 2005; Albiez et al., 2006; Chowdhary et al., 2019; Fasciani et al., 2020) and transient compartment formation (Cisse et al., 2013; Furlong and Levine, 2018; Fasciani et al., 2020; Kim and Kingston, 2020), for example for transcription activation, and preparation for division, can contribute to more freely diffusing motion.

The cell cycle is a well regulated process that includes distinct phases: during gap 1 phase (G1) the cell increases in size, and then enters the synthesis phase (S) in which the genetic material is being replicated, followed by further cell expansion in gap 2 phase (G2), leading to the mitotic phase (M) where the cell divides (Humphrey and Brooks, 2005). Cell population in G1 may enter the resting phase (G0) (Da Silva-álvarez and Collado, 2018); when this phase is reversible, it is referred to as quiescent G0. For populations that include both G1 and quiescent G0 cells, the first phase of the interphase is referred to as G0/G1 (Hahn et al., 2009). While cell-cycle-dependent epigenetic mechanisms (Bui et al., 2012), such as protein-chromatin interactions, are well known, fundamental questions regarding chromosome dynamics during the interphase remain open. Earlier studies reported that local chromatin motion is similar throughout the different phases (G1/G0, S, and G2) (Nozaki et al., 2017); however, recent studies suggest otherwise: all-nucleus scale analysis reported different chromatin dynamics between G0 and G1 cells (Shaban et al., 2020), and single-locus analysis in U2OS shows that domains possibly undergo condensation-relaxation cycles during the transition from G1 to S and from S to G2 (Ma et al., 2019).

Fluorescence microscopy is used to directly observe chromatin in live cells (Weiss et al., 2018). However, conventional volumetric (3D) imaging is based on scanning (confocal or z stack), which limits the temporal and spatial resolutions of the microscope. Point-spread-function (PSF) engineering enables 3D imaging without scanning, achieving high frame rates. This is done by inserting a specially designed optical element, namely a phase mask, into the microscope. Emitted light from the sample is modulated by the phase mask such that its 3D information is encoded in the 2D image that a point emitter generates on the camera (the PSF). Then, using image analysis (Pavani et al., 2009; Backer and Moerner, 2014; Shechtman et al., 2015, 2017; Von Diezmann, Shechtman and Moerner, 2017), a precise 3D estimate of the emitter’s position, i.e. a localization, is obtained (Figure 1A). This spatial encoding makes high densities of fluorescent molecules, where there is significant spatial overlap of PSFs, a challenging image processing problem of multi-emitter localization. Recently, our group introduced a deep learning-based method (DeepStorm3D (Nehme et al., 2020)), which we employ here, to handle dense-emitter samples, such as fluorescently labeled telomeres in the nucleus, enabling high spatiotemporal resolution in >50 positions in a single nucleus simultaneously. The method provides both the optimal phase-mask design and the accompanying image analysis algorithm (Nehme et al., 2020).

Here, we characterize cell-cycle-dependent telomere diffusion during the different interphase stages (G0/G1, S, G2, and late G2) in live mouse embryonic fibroblast (MEF 3T3) and MEF 3T3 double Lamin A Knockout (LmnaKO) cell lines, using 4D localization microscopy (x, y, z, and time) by PSF engineering combined with neural net-based image analysis (Nehme et al., 2020). Because telomeres are spread throughout the nucleus, our simultaneous measurement of multi-telomere diffusion represents local chromatin (single domain) movement across the genome. We report three key findings based on our observations: (1) The motion constraints normally imposed on chromatin are significantly relaxed during G0/G1 relative to the other stages in the cell cycle; (2) under Lamin A depletion, chromatin motion becomes more Brownian-like, irrespective of cell cycle phase, such that the observed differences are significantly reduced; and (3) the 3D motion of chromatin is anisotropic. This is possibly the result of the inherent anisotropy of adherent cells.

RESULTS AND DISCUSSION
To compare the motion of chromatin at different stages of the cell cycle, we tracked telomeres, labeled by DsRed-hTRF1 (see STAR Methods for details), in 3D with high spatiotemporal resolution (xy: ∼20 nm;
z: ∼50 nm; t: 10 Hz, see SI: Table S1. Prior to live-cell imaging, MEF 3T3 and MEF LmnaKO cells were synchronized to different phases in the cell cycle. To track the 3D positions at high frame rates, we engineered a PSF to optimize for a depth range of 2–6 µm above the coverslip, which allows us to image a 4 µm z section of nucleus without scanning. To extract the 3D trajectories, the raw images underwent a post-processing pipeline which includes frame-by-frame localization using DeepSTORM3D (Ferdman et al., 2020; Nehme et al., 2020), followed by reconstruction of telomere trajectories (telomere 3D positions over time, Figure 1B) using a custom python code (See SI: Figure S1 for analysis details). To characterize the dynamics of each population (cell cycle phases), we analyzed all the 3D trajectories from all cells for each phase separately, using mean square displacement (MSD, Figure 1C), which corresponds to the mean distance that a telomere will travel within a specific time interval (τ), ranging from 100 ms to 30 s.

We quantified chromatin motion for each phase using the following set of parameters: anomalous exponent (α), diffusion constant (D₀), and constraining volume (V_c). The anomalous exponent (α) defines the type of motion, as illustrated in Figure 1C, and is calculated for each trajectory from the slope of two linear fits of the MSD curve, corresponding to small intervals (τ < τ_r) and large intervals ([τ_L, 30 s]) (Figures 2A–2C). τ_r and τ_L represent transition times (De Gennes, 1971; Briels, 1998; Bronstein et al., 2009), where the ensemble MSD curve change trends from deep subdiffusion to moderate subdiffusion (See STAR Methods for precise definition of transition times). The diffusion constant (D₀ [μm^2/s]), associated with chromatin condensation (Ma et al., 2019; Shaban et al., 2020), is calculated from the independent variable of the MSD linear fit of the short time intervals, τ < τ_r. The constraining volume (V_c [μm^3]) is the mean volume that a telomere “explores” within 25 s, estimated by calculating the convex hull of each telomere trajectory (see STAR Methods).

**Local chromatin 3D motion is less constrained during G0/G1 phase**

Our first question is whether local chromatin movements manifest different dynamics during the different stages of the interphase. To do so, MEF 3T3 cells were synchronized in G0/G1, S, early G2, and late G2 phase and imaged for 150 s with 100 ms exposure time using the PSF-engineered microscope (cell cycle stage was verified by flow cytometry, see SI: Figure S3). Approximately 1,300 fluorescently labeled telomeres were tracked, several hundreds in each phase (see SI: Table S2). Trajectories were analyzed individually and the results were grouped by phase. We determined the level of constraint described by the anomalous exponent and distinguished between short and long time intervals. For the short times (τ < τ_r), no significant differences were observed between the phases (α−0.2, Figure 2B); while for longer timescales (τ ∈ [τ_L, 30s]), we identified different constraint levels (Figures 2A and 2B): deep subdiffusion during S, (α) = 0.41 ± 0.29 and late G2, (α) = 0.47 ± 0.3; moderate subdiffusion during early G2, (α) = 0.59 ± 0.32; and free subdiffusion, (α) = 0.83 ± 0.34 during G0/G1 (mean ± 1 std).

Our findings, which were performed on cells with a normal cell cycle over the entire nucleus, show that the 3D local chromatin motion varies during the interphase, consistent with the 2D single-chromosome analysis performed by Ma et al. (2019), which challenged the claim that chromosome motion is consistent during the interphase (Nozaki et al., 2017). Ma et al. tracked two loci on chromosome 19 in cancer cells with an abnormal cell cycle (U2OS), and showed that their centroid trajectories have a higher anomalous exponent in G1 compared to early S phase. In the current work, our conclusion about local chromatin motion is general: we find that telomere diffusion exhibits significant heterogeneity in terms of the anomalous exponent distribution even in the same cell (Figure 1B) (Bronstein et al., 2015; Shaban et al., 2020); yet, overall, telomere diffusion is phase dependent (Figures 2A and 2B) in cells with a normal cell cycle.

To summarize, by calculating 3D telomere diffusion, we have found that different levels of constraint are imposed on the chromatin in different interphase stages; where the most constrained diffusion is observed during the S and late G2 phases, and the least constraint, i.e. least constrained diffusion dynamics are observed during the G0/G1.
Lamin A depletion decreases constraint differences between cell cycle phases

Lamin A is a protein involved in maintaining the nuclear envelope integrity, protecting the genome from mechanical stress, and preserving nuclear compartmentalization (Johnson et al., 2004; Nitta et al., 2006; Scaffidi and Misteli, 2006; Nitta et al., 2007; Bronshtein et al., 2015; Shachar et al., 2015; Karoutas and Akhtar, 2021). In addition, a mutant cell line with double knockout of Lamin A, MEF LmnaKO cells, exhibits defective cell cycle regulation (Johnson et al., 2004; Nitta et al., 2006; Dechat et al., 2007; Nitta et al., 2007; Cho et al., 2019), as also indicated by our flow cytometry results (Figure S3). Furthermore, MEF LmnaKO cells are an important model for premature aging studies (Oshima et al., 2007; Ghosh and Zhou, 2014; Grigoryan et al., 2018).

In light of the cell-cycle-dependent chromatin motion we observed in MEF 3T3 cells, we raised the question: does the function of Lamin A have an effect on chromatin motion patterns during the interphase?

To examine this possibility, we performed 3D telomere tracking in a mutant cell line with double knockout of Lamin A, MEF LmnaKO, and compared the results to the normal cell line (MEF 3T3). Interestingly, the
differences in anomalous diffusion coefficients between the cell cycle phases in the mutant cells were significantly decreased compared to the normal cells; free subdiffusion was detected in all phases, reaching values close to pure Brownian motion ($\alpha \approx 1$) in G0/G1 (Figures 2C and 2D). This observation is consistent with an earlier study reporting telomere-free subdiffusion in MEF LmnaKO without synchronization for cell cycle phases (Bronshtein et al., 2015).

**Axial and lateral diffusions during the interphase are different**

Adherent cells have anisotropic dimensions, namely, stretching much further laterally (xy) than normal to the surface (z). It is therefore not surprising that this inherent anisotropy yields a difference in motion between the lateral and the axial dimensions, which is directly observable by our live 3D imaging method. To explore the contributions of the lateral and axial motions to telomere dynamic constraint, we repeated the ensemble MSD analysis for the lateral and axial coordinates separately (Figures 3 and S2), comparing the constraint levels using the anomalous exponent ($\alpha$). Overall, throughout interphase, lateral motion appeared less confined than axial motion (Figure 3).

With respect to the different cell cycle stages, in both the lateral and axial analyses, G0/G1 presented more free diffusion than other phases. The anomalous exponent of the lateral analysis identified that G0/G1 and G2 had higher values than S and late G2, while G0/G1 presented a higher value compared with G2. Interestingly, the axial analysis presented a different situation: Late G2 presented a higher value than S and G2, in which the axial chromosome movement was extremely constrained (Figure 3A).
A reasonable explanation for the different constraints between phases is DNA content and chromatin density: increased DNA content should increase the density and decrease the diffusion constant $D_a$, which is traditionally associated with chromatin condensation (Ma et al., 2019; Shaban et al., 2020). $D_a$ is dependent on $\alpha$, and therefore constitutes a good metric for comparison when the different populations have similar mean $\alpha$. Accordingly, we calculated the diffusion constant from the short interval times linear fit ($t < t_r$), where the values of $\alpha$ are similar for all the phases, and identified slightly higher value during G0/G1 (Figure 4A), in agreement with the lower expected DNA content levels during G0/G1. We did not calculate $D_a$ for the long interval times ($t > t_L$), because the $\alpha$ values vary between the phases. Instead, we compared the constraining volumes ($V_c$), namely the volumes explored by the telomeres within 25 s, for the 3D trajectories (Figure 4C), using convex hull analysis (Figure 4B, see STAR Methods for more details). This analysis revealed a similar picture to the one provided by $D_a$ for the short time intervals (Figure 4A).

In the axial motion, for both the wild-type and lamin A KO cells, the constraint increased from G0/G1 to the S phase and was maximal in early G2 (Figure 3A). This possibly implies an effect of the amount of DNA on chromatin motion: DNA is doubled during the S phase, while the overall size of the nucleus during all interphase remains relatively constant (Walter et al., 2003); hence, diffusion is expected to be more constrained. The less constrained axial motion during the late G2 phase compared with S and early G2 may derive from the condensation of the chromosome as preparation for mitosis, which reaches a maximum during metaphase-anaphase transition (mitosis was not investigated in this research).

The change in DNA content is not sufficient to explain the cell-cycle-dependent local chromatin motion, as evident in the WT lateral diffusion results, which shows relaxation during early G2 compared to the S phase (Figure 3A). A possible explanation for this effect may be chromosome compartmentalization; the dynamic segregation (Bintu et al., 2018) of the chromosome into local domains of different sizes.

Figure 4. DNA content analysis
(A) diffusion constant $D_a$ for short times ($t < t_r$) in MEF 3T3, where $\alpha$ is approximately equal in all phases.
(B) An example of constraining volume calculated by convex hull. 2D projections are shown on the XY, XZ, and YZ planes. The trajectory is color-coded, and the convex hull volume/area is in gray.
(C) Constraining volume distribution, calculated by convex hull at time 25 s (see also other times in Figure S4), for MEF 3T3 (left) and MEF LmnaKO (right). Confidence in two sample tests (See STAR Methods for details): + p < 0.2, *p < 0.05, **p < 0.01, ***p < 0.001.
can vary during the interphase as part of the phase-dependent cell processes. During S phase, the replication of the genome occurs in multiple loci simultaneously, and the chromosome may segregate into smaller domains (Nozaki et al., 2017; Bintu et al., 2018; Ashwin et al., 2019). Our observation of similar constraints during the S and G2 phases in LmnaKO cells (Figure 2D) supports this explanation; nucleoplasm Lamin A is known to be involved in constraining chromatin dynamics and maintaining nucleus compartmentalization, and therefore its absence will affect the process of chromatin segregation into domains (Bronshtein et al., 2015; Nozaki et al., 2017; Karoutas and Akhtar, 2021). To summarize this section, our data generally show that axial and lateral diffusions are different. A reasonable explanation is embedded in cell morphology: in adherent cells, the available space for diffusion is more limited in the axial direction as manifested in generally reduced axial motion in all phases for both cell lines (Figures 3A and 3B).

Ultimately, chromosomal motion dynamics should be interpreted in the context of the cell’s behavior. During G0/G1, a cell’s resources are mainly invested in growth, maintenance, and performing the various cell-type-dependent cellular function (e.g. fibroblast, epithelium etc.). Most of the transcription occurs during G1 (Humphrey and Brooks, 2005); accordingly, domain repositioning rates are more frequent, and the chromatin motion is less constrained than other phases. During S phase, chromosomal segregation into more compact domains occurs, which is important for replication of the genome (Naqano et al., 2017; Nozaki et al., 2017; Bintu et al., 2018; Ashwin et al., 2019), and therefore the DNA is most constricted. During G2, the cell prepares for mitosis, including transcription of necessary genes and DNA damage repair. That manifests in a slight relaxation in the constraints, however, DNA content is larger than in the G1 phase, thus limiting the available space for diffusion. In late G2, just before the cell enters prophase (mitosis), the chromosome undergoes significant condensation. The local organization (segregation to domains) is preserved during mitosis (Nozaki et al., 2017), and therefore during late G2, more constrained lateral diffusion may reflect proper condensation and segregation during mitosis.

Closing remarks
In the last decade, our understanding of genome organization and compartmentalization has changed dramatically (Maeshima et al., 2020). Chromatin organization has been found to be highly dynamic at multiple scales, with transient domains forming frequently (Bintu et al., 2018). This local reordering is reflected in the large heterogeneity of local chromatin motion. Our results demonstrate that local chromatin constraints are phase dependent. Furthermore, our unique method revealed different behavior of axial and lateral diffusion in adherent cells, which motivates future investigation into the 3D organization of the nucleus, in the context of 3D culture and in vivo studies. Under Lamin A depletion, the differences between the cell cycle phases decreased, consistent with Lamin A’s function in the preservation of constrained chromatin diffusion and the stability of chromosome segregation to domains. This adds to the growing body of evidence (Johnson et al., 2004; Nitta et al., 2006; Nitta et al., 2007; Hara et al., 2012; Bronshtein et al., 2015; Vivante et al., 2019; Karoutas and Akhtar, 2021) that ties the involvement of Lamin A to premature aging diseases and other diseases involved with major genome organization instability and cell cycle dysregulation.

Limitations of the study
We used a motif-binding protein, hTRF1, fused to an FP - dsRed. This chimeric protein, DsRed-hTRF1, specifically binds the repeated sequences in the telomere, such that an array of FPs is formed on telomere sites, allowing tracking telomeres as single particles. Generally, when using single-particle tracking (SPT) methods, due to high NA, one should consider the strong polarization along the illumination direction. However, in our work, the signal from each telomere originates from a multitude of fluorescent proteins at random orientations aggregated together at high rotational mobility, several microns above the coverslip. Under these circumstances, we do not observe that the polarization of the illumination has a noticeable effect. As mentioned in the text, we did not separate the quiescent population from the G1 cells; one can design an experiment using other synchronization reagents to separate these populations as well. Finally, the more data the better—the more cells, telomeres, and conditions that can be measured, the more the statistical significance of our findings would improve.
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## KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Antibodies**      |        |            |
| Rabbit monoclonal IgG | Abcam, Cambridge, United Kingdom | Cat# ab16663 |
| Recombinant Anti-Cyclin D1 | Abcam, Cambridge, United Kingdom | Cat# ab181593 |
| Rabbit monoclonal Anti-Cyclin B1 | Abcam, Cambridge, United Kingdom | Cat# ab150081 |
| Goat Anti-Rabbit IgG H&L (Alexa Fluor® 488) | Abcam, Cambridge, United Kingdom | Cat# ab150081 |
| **Chemicals, peptides, and recombinant proteins** |        |            |
| FluoSpheres 0.04µm 561/605nm | Termo-fisher Scientific: Invitrogen, Waltham, Massachusetts, USA | Cat# F10720 |
| Nocodazole | Termo-fisher Scientific: Acros organic, Fair Lawn, New Jersey, USA | Cat# 358240100 |
| Thymidine | Termo-fisher Scientific: Acros organic, Fair Lawn, New Jersey, USA | Cat# 226740050 |
| Colcemid™ solution | Merck group: Sigma-Aldrich, St. Louis, Missouri, USA | Cat# D1925-20ML |
| **Critical commercial assays** |        |            |
| Lipofectamine® 3000 Transfection Reagent/0.75mL | Termo-fisher Scientific: Invitrogen, Waltham, Massachusetts, USA | Cat# L3000008 |
| FxCycle™ PI/RNase Staining Solution | Termo-fisher Scientific: Invitrogen, Waltham, Massachusetts, USA | Cat# F10797 |
| MycoBlue Mycoplasma Detetector | Vazyme biotech, Nanjing, China | Cat# D101 |
| NucleoSpin® Plasmid miniprep | Macherey Nagel, Duren, Germany | Cat# MAN-740727.250 |
| **Experimental models: Cell lines** |        |            |
| Mouse: Mouse Embryonic Fibroblast (MEF 3T3) | Gift from Y. Garini Lab Sullivan et al., (1999) | https://doi.org/10.1083/jcb.147.5.913 |
| Mouse: MEF 3T3 LmnaKO | Gift from Y. Garini Lab Sullivan et al., (1999) | https://doi.org/10.1083/jcb.147.5.913 |
| **Recombinant DNA** |        |            |
| DsRed-hTRF1 | Gift from Y. Garini Lab Raz et al., (2008) | https://doi.org/10.1242/jcs.034876 |
| **Software and algorithms** |        |            |
| Python package: DeepStorm3D | Nehme et al., 2020 | https://github.com/EliasNehme/DeepSTORM3D |
| MATLAB package: VIPR algorithm | Ferdman et al., 2020 | https://github.com/Borisfer/VIPR-Vectorial-Phase-Retrieval-for-microscopy |
| MATLAB package: CCCDO: Cell-Cycle-Chromatin-Dynamic-Organization | This article | https://github.com/Talns/CCCDO |
| Python code: Trajectories extraction | This article | https://github.com/yevgenin/CCCDOTrajectories |
| FlowJo™ v10.7 | BD, Franklin Lakes, New Jersey, USA | LS&E-ISU lokey center purchased license |
| BD FACSDiVa™ Software Version 6.1 | BD, Franklin Lakes, New Jersey, USA | LS&E-ISU lokey center purchased license |
| NIS-Elements | Nikon, Minato City, Tokyo, Japan | Shechtman Lab purchased license |
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RESOURCE AVAILABILITY

Lead contact
Further information and requests should be directed to and will be fulfilled by the lead contact, Yoav Shechtman (yoavsh@technion.ac.il).

Materials availability
This study did not generate new unique reagents.

Data and code availability
● All data reported in this paper will be shared by the Lead contact upon request.
● All original code has been deposited at GitHub and is publicly available as of the date of publication. DOIs are listed in the Key resources table.
● Any additional information required to reanalyze the data reported in this paper is available from the Lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mouse embryonic fibroblast (MEF 3T3) and MEF 3T3 double Lamin-A KO cell lines were kindly given by Yuval Garini’s lab (Bronshtein et al., 2015); Both cell lines, MEF 3T3 and MEF 3T3 double Lamin-A KO were originally generated by Sullivan (Sullivan et al., 1999) from 13-day-old mice embryos (Information regarding the cell’s sex was not reported). The absence of Lamin-A was validated by a Lamin-A containing plasmid inserted into the KO cell line which reconstituted wild-type behavior (Bronshtein et al., 2015), and also by lack of immunofluorescence signal as measured by microscopy, compared to the wild-type (unpublished). Both cell lines were tested by us to be mycoplasma-free, using the MycoBlue mycoplasma detector (Vazyme biotech, D101).

METHOD DETAILS

Experimental procedures

Calibration bead sample for phase retrieval
1% Polyvinyl alcohol (PVA) solution was made by dissolving 1 gr PVA powder (Sigma-Aldrich, 341584) in 100mL double distilled water, and mild heating for 24 h. 0.04 μm FluoSphere 605 nm stock solution (Termo-fisher, F10720) was diluted 10^−6 in 1% PVA. 10 μL of the diluted solution was spread on a glass-bottom culture plate (NEST scientific, 801002) homogenously, using a homemade spin-coater, and dried in a chemical hood.

Live cell sample preparation
MEF 3T3 and MEF 3T3 LmnaKO cells (gift from Y. Garini’s lab (Sullivan et al., 1999)) were grown for two weeks (four passages) in complete medium containing DMEM-Ham’s/F12 (Biological industries,
01-170-1A), supplemented with 10% FBS (Biological industries, 04-007-1A), 1% L-glutamine solution (Biologıcal industries, 03-020-1B) and 1% Penicillin-Streptomycin Solution (Biological industries, 03-031-1B), in a 37°C, 5% CO₂ incubator, to allow stable cell cycle. Both cell lines were tested to be mycoplasma-free, using the MycoBlue mycoplasma detector (Vazyme biotech, D101). For each imaging session, two samples were prepared: one for imaging and one for flow cytometry analysis. For imaging samples only, cells were transfected using lipofectamine 3000 (Termo-fisher, L30000008): 10 μg DsRed-hTRF1 plasmid (gift from Y. Garin lab (Raz et al., 2008)) was mixed with 20 μL P3000 reagent in 1 mL phenol red-free DMEM-Ham’s/F12 (Gibco, Termo-fisher, 11039021); 30 μL Lipofectamine3000 was diluted in 1mL phenol red-free DMEM-Ham’s/F12; the DNA mix was added to the Lipofectamine 3000 mix and incubated for 30 min in RT. Cell suspension was adjusted to 7.5 × 10^5 cells/mL and mixed with the transfection mix to a final volume of 10 mL. The cells were then plated in a 75 cm² flask and returned to the incubator for 28 h before starting synchronization protocols as described below. The control sample for flow cytometry then underwent the same treatments as the imaging sample, except transfection.

**Cell cycle phase synchronization**

For cell cycle synchronization we utilized a natural regulatory mechanism of the cell cycle-checkpoint activation. By different treatment (see below) cell arrested cell cycle progression by activating a checkpoint, causing enrichment of cell population at the phase before the activated checkpoint (Humphrey and Brooks, 2005; Da Silva-alvarez and Collado, 2018; Jones et al., 2018). Cells were harvested using Trypsin-EDTA Solution (Biological industries, 03-050-1A), and cell concentration was adjusted to 2 × 10^6 cells/mL to encourage contact inhibition induced quiescence, due to high cell density. Cells were washed twice (centrifuge at 2200 rpm for 2min) with phosphate buffer saline, PBS (Sigma-Aldrich, 59331C), re-suspended in low serum medium, each cell sample was treated differently, according to the specific cell cycle phase synchronization protocol: G0/G1 synchronized cells were left to grow an additional 24 h in a low serum medium; G2 synchronized cells were harvested, concentrated to 7.5 × 10^5 cells/mL, and re-suspended in a complete medium containing 0.5 μg/mL nocodazole (Acros organics, 358240100), and grown for 48 h; Late G2 synchronized cells were harvested, concentrated to 7.5 × 10^5 cells/mL, and re-suspended in a complete medium containing 0.04 μg/mL Colcemid (Sigma-Aldrich, D1925), and grown for 48h (note that colcemid induces M checkpoint activation, however, hTRF1 binds less efficiently to telomeres during the M phase, thus cells were considered to be in late G2 rather than M phase). 24h before imaging and while synchronizing; cells were plated on glass-bottom culture plates in their synchronization medium. For S enrichment experiment we applied S phase gating determined by PI staining of untreated control sample (bar gates in Figure S3A). For the rest of the phases we gated for cyclins by using FMO (fluorescent minus one (Pagano, 1996)) method on PI stain control samples (Figure S3B). Since we have the cyclin profile of MEF 3T3, we used cyclin stains in the WT as a control. MEF 3T3 validation performed as follow: G0/G1

**Flow cytometry analysis**

Flow cytometry analysis was performed to validate cell cycle synchronizations using cyclin level (rectangular gate in Figure S3) and DNA content stains (PI histogram peaks are linear with DNA content (Pagano, 1996), bar gates in Figure S3A), according to several modified protocols (Darzynkiewicz et al., 1996; Pagano, 1996; Lanni and Jacks, 1998; Hinz et al., 1999; Humphrey and Brooks, 2005; Peddibhotla et al., 2009; Da Silva-alvarez and Collado, 2018). Cells were fixed with 4% PFA (Sigma-Aldrich, 158127) solution and stored at 4°C until the analysis day. On the same day of analysis cells were permeabilized with 1% Triton X-100 (Sigma-Aldrich, T8787) for 30 min. The cells were then incubated for 30 min with PI/RNase Staining Solution (Termo-Fisher scientific,F10797) following manufacturer protocol. Flow cytometry data was collected using a BD LSR-II analyzer operated by FACS-Diva6.1 software, with 488 nm laser, and either 695/40 or 530/30 emission filters for DNA content or Alexa Fluor® 488 (abcam, ab150081) on ice. Finally, cells were stained with FxCycle™ PI/RNase Staining Solution (Termo-Fisher scientific, F10797) following manufacturer protocol. Flow cytometry data was collected using a BD LSR-II analyzer operated by FACS-Diva6.1 software, with 488 nm laser, and either 695/40 or 530/30 emission filters for DNA content or Alexa Fluor® 488, respectively. Data were analyzed using FlowJO v10 software.

In the S enrichment experiment we applied S phase gating determined by PI staining of untreated control sample (bar gates in Figure S3A). For the rest of the phases we gated for cyclins by using FMO (fluorescent minus one (Pagano, 1996)) method on PI stain control samples (Figure S3B). Since we have the cyclin profile of MEF 3T3, we used cyclin stains in the WT as a control. MEF 3T3 validation performed as follow: G0/G1
synchronization was determined by PI and cyclin D1 (Figure S3B); G2 and late G2 phases synchronization was determined by PI and elevated level of cyclin B1 (Figures S3C and S3D).

MEF 3T3 and MEF LmnaKO PI histograms in the untreated population were different. The MEF LmnaKO cell PI histogram, unlike MEF 3T3, included a sub-G0/G1 peak, that was negative to Cyclin D1 and implied apoptotic cells (Hara et al., 2012) (Figure S3E). The main peak indicated low levels of Cyclin D1 and middle levels of Cyclin B1, and was thus considered as a “combined phase” G1S for flow cytometry validation (see Table S2). Similar to MEF 3T3, the G2/M cells presented a high level of cyclin B1 and a low level of Cyclin D1 (Figure S3E). Synchronizations of MEF LmnaKO were determined by PI, and elevation of both cyclin D1 and B1 levels (Figures S3E and S3F).

Microscopy
PSF engineering included 4f optical system with an optimized phase mask in the emission path, encoding information of a 4 μm axial (Z) range into the 2D image, such that no scanning was required: the different point spread function (PSF) shapes are proportional to the axial position of the given telomere (Nehme et al., 2020). A detailed illustration of the 4f system is given in Figure S1A. Cells were imaged using an inverted fluorescence microscope (Nikon Eclipse Ti), with a ×100/1.49 NA oil objective (SR HP Apo TIRF 3100/1.49 NA, Nikon MRD01995). Fluorescent excitation was performed with 561 nm laser (iChrome MLE, Toptica Photonics). The emitted light was filtered with 617/72 bandpass filter (Semrock, FF02-617/73-25) and was extended by 4f setup, which included spatial light modulator, SLM (PLUTO-2.1, Holoeye Photonics AG) for phase mask projection of the optimized phase mask (Nehme et al., 2020), Figure S1A. Images were acquired using a sCMOS camera (PRIME 95B, Teledyne Photometrics, Tucson, Arizona, USA). Before each imaging session the following preparations were made: 1. A day before, the microscope incubator cage (OkoLab) was set to 37°C and 5% CO2; 2. Just before starting live cell imaging, bead calibration sample with water drop for phase retrieval (Ferdman et al., 2020) was imaged with 61 steps of 100nm (z stack), 100mW laser power and exposure time of 300 ms. Live-cell samples were imaged with 10mW laser power and exposure time of 100 ms for 150 s. Automated focusing (Perfect Focus) was active during live cell imaging.

Data analysis and post-processing
Localization by PSF engineering and DeepSTORM3D
To obtain an accurate 3D localization by considering the optical system aberrations, the experimental phase mask was calculated using VIPR algorithm (Ferdman et al., 2020), using the calibration bead sample. The resulting phase mask then was used to train the DeepSTORM3D convolutional-neural-network (CNN) with the specific parameters of each session (see parameters in Table S1). For the live cell data, the emitters in each frame were localized by the trained nets, one cell at each net run (Figure S1B). The bead signal is brighter and less noisy than telomeres in a live cell. We use the bead measurements only for calibration of our system; specifically, for the VIPR algorithm for learning the experimental phase mask, namely the shape of the PSF. However, for actual training of the net, the expected signal is calculated from randomly selected live cell data, which defines the photon count parameters (k,θ), see Table S1.

Nucleus lateral drift compensation
Global motion of the entire nucleus was compensated for, effectively canceled, algorithmically, as follows. For each frame in an acquisition sequence, Scale-invariant feature transform (SIFT) features were used to compute the affine 2D transformation homography matrix relative to the first image in the sequence, using the OpenCV library (Bradski, 2000; Lowe, 1999). Then, the lateral coordinates of the localizations in each frame were transformed using the computed homography matrices, while the axial coordinates were left intact (Figure S1C).

Trajectory reconstruction
After nucleus drift compensation transformation, the whole set of 3D localization points in the image sequence was clustered to trajectories with the DBCSCAN (Ester et al., 1996) algorithm, and the points in each cluster were filtered for outliers exclusion, using LOF algorithm (Breunig et al., 2000). Both algorithms were taken from the Scikit-learn (Pedregosa et al., 2011) library. Each separate resulting cluster of points was averaged per frame, resulting in separate trajectories, each having one point per image frame.
Then, the trajectories were filtered by keeping only those which are: a) longer than 50 frames and; b) having an average gap length between consecutive points smaller than 100 frames (Figure S1D).

**Mean squared displacement (MSD) analysis**

A common method to determine the type of a single particle motion is the time average mean squared displacement (TA-MSD), where the average squared distance that a diffusing particle will travel within a specific time window is calculated (Bouchaud and Georges, 1990). The calculation of MSD is given by (Kepten et al., 2013; Kepten et al., 2015) Equation 1.

**Equation 1:** Mean squared displacement (MSD). $|\vec{r}| = \sqrt{x^2 + y^2 + z^2}$ is the 3D position vector, $\tau -$ is time interval, given by $\tau = n \cdot \delta t$; $\delta t -$ is exposure time (frame rate), and $N$ is the total number of time steps.

\[
\langle r^2(\tau) \rangle = (N - n)^{-1}\sum_{m=1}^{N-n} |r(m\delta t + \tau) - r(m\delta t)|^2
\]

(Equation 1)

To identify the type of fractional-Brownian-Motion (fBM) of particle population, power law is applied on MSD, given by (Kepten et al., 2013; Kepten et al., 2015) Equation 2.

**Equation 2:** fBM MSD power law. $\langle r^2(\tau) \rangle$ is the MSD, $\alpha$ is the anomalous exponent, and $D_a [\mu m^2/s^\alpha]$ is the anomalous exponent dependant diffusion constant.

\[
\langle r^2(\tau) \rangle = D_a \cdot \tau^\alpha
\]

(Equation 2)

Three types of diffusion can be defined by the anomalous exponent (Figure 1C): constrained diffusion (subdiffusion) when $\alpha < 1$; pure Brownian motion when $\alpha = 1$; and super-diffusion (dragging force is imposed) when $\alpha > 1$. To find the value of the anomalous exponent and diffusion constant, a linear fit was obtained by the log of Equation 2 divided by time, given by Equation 3 (Bouchaud and Georges, 1990; Kepten et al., 2013; Kepten et al., 2015). First, the transition times were determined for each phase from the ensemble MSD curve (Figure S1E), and then the parameters ($\alpha$, $D_a$) were calculated for each time zone and each trajectory. For ensemble MSD analysis the minimal length of a trajectory was set to 150 time points.

**Equation 3:** the linear form of fBM MSD equation.

\[
\log \left( \frac{\langle r^2(\tau) \rangle}{\tau} \right) = (\alpha - 1) \log(\tau) + \log(D_a)
\]

**Determining transition times for MSD analysis**

Similarly to the analysis done in (Bronshtein, 2015), we distinguished between two time zones: short-time intervals, $\tau < \tau_r$, and long-time intervals, $\tau \in [\tau_r, 30 s]$. We determined the transition times from the ensemble MSD curve of each phase separately, then calculated the anomalous exponent for each time zone and for each trajectory separately. The first transition time ($\tau_r$) was defined as the longest time interval such that the ensemble MSD curve linear fit provided $\alpha < 0.25$ with Pearson correlation higher than 0.9. $\tau_r$ was defined by the shortest time interval such that the linear fit of the interval $[\tau_r, 30 s]$ gave a Pearson correlation value higher than 0.9.

**Manual validation of each trajectory**

We avoided manual analysis as much as possible. However, some trajectories barely passed the automated filtering requirements, for example, by being slightly longer than threshold, containing gaps slightly smaller than threshold or having multiple number of gaps. Therefore, we validated each trajectory manually and excluded only those who clearly cause biased results.

**Constraining volume calculation using convex hull**

The constraining volume was calculated directly from the trajectory coordinates within 25 s before calculation of the convex hull, outliers were removed using median filter (outlier is a value that is more than three scaled median absolute deviations, MAD). The resulted distributions are presented in Figure 4, main text.
QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical significance test

Two sample t-tests were performed for all distributions; The null hypothesis defined that the two distributions have the same mean, with unknown variance which may be unequal. We did not apply trim or permutations. Since parameters calculated in biological samples may not fit well normal distributions, to further test the statistical significance in this light, we performed a Mann-Whitney non parametric U test and a two-sample Kolmogorov-Smirnov (KS) test, and received similar significances (see Table S3). U test was run using asymptotic method for p-value calculation, when the alternative hypothesis is that the two sample do not have the same distribution. We did not apply continuity correction. KS test was run with the following parameters: The null hypothesis is that the two distributions are identical, under the assumption that the measured values are from continuous distributions. Also for this test we used asymptotic method for p-value calculation. All functions for the statistical tests are from Python SciPy library.

The three tests are mostly consistent (see Table S3). In the figures, we report the strictest result of all three tests per case. The p-value reports whether the null hypothesis was rejected, marked in the figures as follows: * for p < 0.05, ** for p < 0.01 and *** for p < 0.001. All p-values for the anomalous exponent statistical tests are presented in Table S3. For the diffusion constant and constraining volume (Figures 4 and S4) we also included a confidence threshold of 80% and mark it differently (+ for p < 0.2).

Estimating localization precision

We calculated axial and lateral localization precision using three different methods: 1. by DeepSTORM3D module (Nehme et al., 2020), which uses the simulated training set to estimate axial and lateral precision (see Table S1); 2. using the ensemble MSD curves, of the axial and lateral analysis separately, to estimate localization error as explained in earlier studies (Michalet and Berglund, 2012; Shechtman et al., 2015). The reduced square localization error \( \varepsilon \) is given by Equation 4:

\[
\varepsilon = \frac{\sigma^2}{D_a \Delta t} - 2R
\]  
(Equation 4)

We calculated \( \sigma^2 \) from the first three time points in the MSD curve, by a linear fit, while \( \sigma^2 \) is the intersection of this line with y axis. The diffusion constant (\( D_a \)) was calculated from the 3D analysis, the exposure time was 0.1 s and we ignored motion blur (\( R = 0 \)).

3. We used the “slowest” telomeres (with very low anomalous exponent) as an approximation for an in-cel-

lulo fiducial, and bound the precision by repeatedly localizing them in 3D for all measured time points (up to 1500 frames), and removing a low-order polynomial (degree 5) for canceling slow motion. The resulted values are presented in Table S1. Note that since these telomeres still exhibit some motion, this quantification could be regarded as a ‘worst-case’ bound on experimental localization precision.

Estimating axial drift compensation

The comparison between the contribution of axial and lateral information (Figures 3A and 3B) implied that 2D analysis provides only partial information on the cell-cycle dependency of local chromatin movements on a genome-wide scale. To validate that compensation of axial drift is not required, we examined all cells with at least 10 detected trajectories and calculated the center of mass (CM) for the Z coordinate only. Next, we fitted a 5th degree polynomial to the CM trajectory (Figure S2B) and subtracted this curve from each trajectory. We find very slight differences between the compensated and not compensated data (Figure S2C). Accordingly, and to avoid the risk of ‘over-correction’, the analysis presented in the main text includes all cells and trajectories used for the 3D analysis without compensation for axial drift.