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We study the collective modes of a low-energy continuum model for the quasi-two-dimensional electron liquid in the layered organic compound $\alpha-(\text{BEDT-TTF})_2\text{I}_3$ in a perpendicular magnetic field. As testified by zero magnetic field transport experiments and \textit{ab initio} theory, this material hosts both massless and massive low-energy carriers, the former being described by tilted and anisotropic Dirac cones. The polarizability of these cones is anisotropic, and two sets of magnetoplasmon modes occur between any two cyclotron resonances. We show that the tilt of the cones causes a unique intervalley damping effect: the upper hybrid mode of one cone is damped by the particle-hole continuum of the other one in generic directions. We analyse how the presence of massive carriers affects the response of the system, and demonstrate how doping can tune $\alpha-(\text{BEDT-TTF})_2\text{I}_3$ between regimes of isotropic and anisotropic screening.

PACS numbers: 73.20.Mf, 73.61.Ph

I. INTRODUCTION

The layered organic conductor $\alpha-(\text{BEDT-TTF})_2\text{I}_3$, an intensively investigated member of the (BEDT-TTF)$_2$I$_3$ family recently enjoys renewed interest due to the presence of Dirac cones in the low-energy band structure under high hydrostatic pressure (above 15 kbar)$^2$ or under uniaxial strain (above 3 kbar along the $b$-axis)$^2$. For reviews, see Refs. $^4$ $^5$ $^6$ $^8$ and $^7$. This material is a bulk crystal with a quasi-two-dimensional (2D) character, as it consists of weakly coupled conductive BEDT-TTF [bis(ethylenedithio)-tetrathiakvalene] layers and insulating I$_3$ anion layers.

The existence of the gapless conical valleys at the Fermi energy under sufficiently high hydrostatic pressure or uniaxial strain is testified by three experimental findings: (i) The conductivity parallel to the layers is roughly constant from room temperature down to about 2 K, while both the density of states and the Landau level spectrum also predict a quadratic band maximum at the X point of the first Brillouin zone, and transport measurements by Monteverde et al.$^{24,26}$ have identified carrier densities $\rho_L \approx 2 \times 10^8$ cm$^{-2}$ (electrons) and $\rho_p \approx 8 \times 10^9$ cm$^{-2}$ (holes) in the linear and the quadratic pockets, respectively, which indicates an accidental overall hole-doping of their samples. The presence of a hole-doped quadratic band maximum is, at first glance, at odds with the findings (iii) above.$^{29}$ and difficult to reconcile with (i), although the smaller mobility of the massive carriers may be important in this connection. Hence we believe a discussion of properties that can in principle probe the presence of massive carriers is timely.

Recent theoretical surveys by Mori$^{22,33}$ have identified several other potential massless Dirac materials among layered organic conductors. In some of them, e.g., $\theta-(\text{BEDT-TTF})_2\text{I}_3$, there might be a tiny gap$^{29,30}$ and difficult to reconcile with (i), although the smaller mobility of the massive carriers is timely.

Here, we study the particle-hole and collective excitations of a continuum model of the quasi-2D electron gas in $\alpha-(\text{BEDT-TTF})_2\text{I}_3$ in a magnetic field. The elec-
tronic Coulomb interaction is taken into account within the random phase approximation (RPA). Our continuum model includes both generic massless Dirac valleys and a massive one, such as those that are expected in the vicinity of the Fermi energy from the topmost two bands in α-(BEDT-TTF)$_2$I$_3$. We restrict our attention to the low-energy and low-momentum features of the density-density response, for which the structure of the highest two bands beyond these valleys is inessential. To be specific, we will use the band parameters of α-(BEDT-TTF)$_2$I$_3$ under high pressure from the literature, and focus on the qualitative features that stem from the anisotropy and the tilt of the Dirac cones and the presence of massive low-energy carriers. Thus we extend the zero magnetic field analysis by Nishine et al. who, neglecting the massive carriers, have found two plasmon modes, and interpreted the appearance of the second mode as a consequence of plasmon filtering.

Our work generalizes analogous theoretical studies of plasmonic excitations in graphene in a perpendicular magnetic field, apart from the upper hybrid mode (UHM), which is the zero-field plasmon mode modified by the magnetic field one can readily identify linear magnetoplasmons, which run parallel to the boundary that separates the intra- and interband excitations in the frequency-momentum plane. Although the latter mode is essentially the coalescence of broadened interband excitations, its huge spectral weight justifies its identification as a distinct collective mode of massless Dirac electrons. The UHM starts in the forbidden region at low momenta and merges into the linear magnetoplasmon mode in the interband particle-hole excitation region.

We are particularly interested in the effects of the anisotropy and the tilt of the Dirac cones, and include the massive holes to assess the relative importance of the two carrier types in the response. Indeed, the valley degeneracy of the plasmonic modes and the UHM in the presence of a magnetic field is lifted due to the tilt of the Dirac cones in opposite directions, in contrast to graphene, which has isotropic and upright Dirac cones. Most saliently, the Coulomb coupling between the different UHMs, which we investigate in the RPA, reveals a particular intervalley damping that we discuss in contrast to a single-valley approximation, where Coulomb interaction is taken into account only within a single cone and the plasmonic excitations can be associated to a particular valley. The same mechanism must be present in other 2D systems with valleys of tilted dispersion relations.

The article is structured as follows. In Sec. II we review the low-energy band structure of α-(BEDT-TTF)$_2$I$_3$, introduce the three-valley model, and discuss the structure of the Landau states for all carriers. In Sec. III we briefly comment on the interaction coupling in the distinct valleys. In Sec. IV we describe the methods and approximations involved in the calculation of the density-density response and the dielectric function. Section V discusses the results. We provide a summary and discuss the possibly relevant experimental probes in Sec. VI. Details of the calculation are delegated to the Appendices.

II. CONTINUUM MODEL FOR ELECTRONS IN α-(BEDT-TTF)$_2$I$_3$

α-(BEDT-TTF)$_2$I$_3$ has a triclinic crystal structure with strongly pressure-dependent lattice parameters. Regarding one layer as a 2D crystal, the unit cell is oblique, with the primitive vectors enclosing an angle γ ≈ 90.8°. The length of the primitive vectors change monotonically from a ≈ 9.1 Å and b ≈ 10.8 Å to a ≈ 8.6 Å and b ≈ 10.35 Å as the pressure is increased from ambient pressure to 17.6 kbar. See Fig. 1(a) for a sketch of the first Brillouin zone with the distinguished points we refer to later.

![FIG. 1. Schematic view of the first Brillouin zone of α-(BEDT-TTF)$_2$I$_3$. The high symmetry points, the location of the massive valley (squares), and that of the Dirac cones (dots) are indicated.](image-url)

The low-energy band structure can be derived from a tight-binding model that involves the four relevant highest occupied molecular orbitals of the four different BEDT-TTF molecules in the unit cell. Among the four bands, only the upper two play a role as the filling is 3/4 at charge neutrality. These two bands may have contact points only in the absence of a stripe charge order. At ambient pressure the stripe charge order occurs up to a phase transition around 135 K but it is suppressed by pressure or strain. In the non-stripe phase two tilted massless Dirac cones form in the vicinity of the contact points at low-symmetry time-reversal related points L and R [see Fig. 1(a)]. At even higher pressure or strain, the Dirac points coalesce at the Γ point where a gap opens. In addition to the linear valleys, there is a band maximum at the time-reversal symmetric point X on the edge of the first Brillouin zone, which may host massive holes.
In the present work we use a three-valley model that keeps a pair of generic massless Dirac cones of opposite tilt and a massive valley with appropriate momentum/energy cutoffs. Naturally, this approach is justified only as long as we study low-momentum and low-energy features. We show that this assumption is justified for our purposes because both the UHM and the linear magnetoplasmons occur within this range.

A. The linear valleys

The massless Dirac carriers are suitably described by the minimal Weyl Hamiltonian\textsuperscript{10,41} using four parameters:

\[ \hat{H}_\xi(\mathbf{q}) = \xi \hbar \left( v_0^x q_x + v_0^y q_y \quad v_x q_x - i \xi v_y q_y \right) \],

where \( \xi = + (\xi = -) \) represents the cone at \( R \) (\( L \)). This Hamiltonian obviously respects time-reversal symmetry, \( \hat{H}_\xi(\mathbf{q}) = \hat{H}_\xi^*(-\mathbf{q}) \).

Hamiltonian \( \hat{H}_\xi \) has spin-degenerate bands, but the dispersions in valleys \( \xi = \pm \) differ. The inclination of the Dirac cone is determined by the combined effect of the tilt and the anisotropy. By the anisotropy of the Dirac cone we mean the difference between \( v_x \) and \( v_y \), and we characterize it by parameter

\[ \alpha = \sqrt{v_x/v_y} \].

By its tilt we mean that the constant energy slices are not concentric because \( (v_0^x, v_0^y) \neq (0,0) \). For convenience, we will also use a rescaled and rotated coordinate system\textsuperscript{16} defined by the transformation

\[ \tilde{q}_x = q_x \cos \theta + \frac{v_y}{v_x} \sin \theta \]
\[ \tilde{q}_y = -q_x \sin \theta + \frac{v_y}{v_x} \cos \theta \].

Rescaling the \( q_y \) coordinate removes the anisotropy. The rotation brings the \( \tilde{q}_x \) coordinate in the tilt direction if we choose

\[ \cos \theta = \cos \theta_{\text{tilt}} \equiv \frac{v_y}{\sqrt{(v_0^x v_x)^2 + (v_0^y v_y)^2}}. \]

After some straightforward algebra and a unitary transformation\textsuperscript{16} the Weyl Hamiltonian can be written as

\[ \hat{H}_\xi(\tilde{q}_x, \tilde{q}_y) = \xi \hbar v_x \left( \eta \tilde{q}_x + i \xi \tilde{q}_y \quad \tilde{q}_x - i \xi \tilde{q}_y \right) \],

where we have introduced the dimensionless parameters

\[ \eta = \sqrt{(v_0^x/v_x)^2 + (v_0^y/v_y)^2} \quad \text{and} \quad \lambda = \sqrt{1 - \eta^2} \]

to quantify the tilt. Notice \( 0 \leq \eta \leq 1 \), and that \( \eta = 0 \) corresponds to the case of graphene.

To be specific, we will use Kobayashi \textit{et al.}'s estimate of the velocity parameters\textsuperscript{15}:

\[ \begin{align*}
  v_0^x &= -9.4 \times 10^4 \text{ m/s}, & v_0^y &= -8.32 \times 10^4 \text{ m/s}, \\
  v_x &= 3.45 \times 10^5 \text{ m/s}, & v_y &= 2.45 \times 10^5 \text{ m/s}
\end{align*} \]

which yield \( \eta = 0.437 \), \( \alpha = 1.18 \), \( \lambda = 0.89 \), and \( \theta_{\text{tilt}} = 51.14^\circ \). Various other velocity values are available in the literature\textsuperscript{11,13} and they change considerably under pressure.\textsuperscript{13} We emphasize that we will focus on qualitative features that hardly depend on this particular choice.

The Landau levels (LLs) of Weyl bands have been derived both semiclassically\textsuperscript{41} and from a full quantum mechanical treatment.\textsuperscript{16} The spectrum is reminiscent of graphene, albeit with a reduced effective Fermi velocity:

\[ \epsilon_{L,n} = \text{sgn}(n) \frac{\hbar}{\ell} \sqrt{2 v_x v_y \lambda^3 n}, \]

where \( \ell = \sqrt{\hbar/eB} \) is the magnetic length, \( B \) is the applied magnetic field, and \( n \) is an integer. The corresponding orbirals in the Landau gauge are given in Appendix A.

We consider the linear approximation valid around each of the Dirac points separately in a circular region, whose radius is chosen as about 1/8 of the side of the first Brillouin zone \([ \approx 2\pi/(1 \text{ nm}) ] \), consistently with the band structure obtained in Refs. 26, 24 and 11. Using the velocities in Eq. (7), the energy cutoff \( E_{\text{L}}^* \) and the number of available LLs \( n_{\text{L}}^* \) are

\[ E_{\text{L}}^* \approx 0.16 \text{ eV}, \]
\[ n_{\text{L}}^* \approx 320/B \text{ [T]} \].

Based on Monteverde \textit{et al.}'s electron density data\textsuperscript{27} the Fermi wave vector in the linear valleys is tiny, \( k_{\text{L}}^F = 3.85 \pi a_B/|g_L| \approx 2 \times 10^6 \text{ m}^{-1} \), using \( g_L = 4 \) for valley and spin degeneracy. See Fig. 2 for a schematic view of the Landau level structure. Notice that, while the massive valley breaks the particle-hole symmetry, the Landau levels of the linear valleys are particle-hole symmetric. The restoration of particle-hole symmetry for the (tilted) massless carriers is due to the magnetic field, and it arises because the cyclotron motion covers the complete isoenergy contours of the dispersion relation. The effect of the tilt is therefore only to decrease the level spacing by the factor \( \lambda^{3/2} \) in Eq. (8)\textsuperscript{16,41}

B. The massive valley

The massive valley is centered around the X point at the Brillouin zone edge (see Fig. 1). It is taken as isotropic with an effective mass\textsuperscript{37}

\[ m_Q \approx 0.3m_0 \]
in terms of the free electron mass $m_0$. The valley is hole-like, a paraboloid of revolution open from below. The Hamiltonian of the massive band is

$$
\hat{H}_Q = E_{\text{offset}} - \frac{(-i\hbar\nabla + eA)^2}{2m_Q},
$$

(12)

and the Landau level spectrum is given by

$$
\epsilon_{Q,n} = E_{\text{offset}} - \hbar\omega_c \left(n + \frac{1}{2}\right),
$$

(13)

where $\omega_c = eB/m_Q$ is the appropriate cyclotron frequency and $n \geq 0$ is an integer. (Notice that these nonnegative integers actually number hole LLs.) Combining the carrier densities measured by Monteverde et al.\textsuperscript{22} with Eqs. (7) and (11), the top of the massive band is about

$$
E_{\text{offset}} \approx 0.46 \text{ meV}
$$

(14)

above the Dirac point of the massless valleys. The corresponding eigenstates in the Landau gauge $A = (-yB, 0, 0)$ are

$$
\zeta_{n,q}(r) = \frac{e^{iqz}}{\sqrt{\pi 2^n n! l 2\pi}} e^{-\frac{1}{2}(\frac{x}{r}-q)^2} H_n \left(\frac{y}{l} - qL\right),
$$

(15)

where $H_n(x)$ is a Hermite polynomial.

The quadratic approximation is valid in a circle around point $X$ in momentum space, with a radius that is estimated as 17.5 % of the side of the first Brillouin zone. This yields the cutoff energy $E_Q$ and the number of LLs is $n_Q^c$ as

$$
E_Q \approx 0.15 \text{ eV},
$$

(16)

$$
n_Q^c \approx 390/B \ [\text{T}].
$$

(17)

The Fermi momentum $k_{Q}^F$ of the massive band\textsuperscript{22} is $k_{Q}^F = \sqrt{4\pi\rho_Q/g_Q} \approx 2 \times 10^7 \text{ m}^{-1}$, using $g_Q = 2$ for spin degeneracy.

### III. THE INTERACTION STRENGTH

The relative strength of the interaction for each carrier type is characterized by the ratio between the interaction energy scale $E_{\text{int}} = \epsilon^2/(4\pi\epsilon_\epsilon_0l)$ and the kinetic energy scale $E_{\text{kin}}$ at the characteristic length scale $l \approx 1/k_{Q}^F$. Here, $\epsilon_r$ is the relative dielectric constant of the material. The kinetic energy scale depends on the carrier type.

For the massive carriers, $E_{\text{kin}} \propto l^{-2}$, and the ratio $r_s$ depends on the Fermi wave vector,

$$
r_s = \frac{m_Q}{a_0 \epsilon_r m_{\text{Hg}} k_{Q}^F} \approx \frac{300}{\epsilon_r},
$$

(18)

where $a_0$ is the Bohr radius. For the last number we have used the Fermi momentum as estimated for a specific sample in Subsec. II B. This ratio is traditionally called the Wigner-Seitz radius $r_s$.

In contrast to the parabolic bands, the kinetic energy of massless Dirac carriers scales in the same manner as the interaction energy, $E_{\text{int}} \propto l^{-1}$, hence there is no characteristic length such as the Bohr radius. Indeed, the ratio between interaction and kinetic energy is independent of the electron density, and it may be characterized by a “fine structure constant of $\alpha = (\text{BEDT-TTF})_2I_3$”

$$
\alpha_{\alpha-(\text{BEDT-TTF})_2I_3} = \frac{\alpha c}{\sqrt{v_x v_y} \epsilon_r} \approx 20, \frac{1}{\epsilon_r},
$$

(19)

where $\alpha \approx 1/137$ is the fine structure constant of quantum electrodynamics, and $c$ is the speed of light. Notice that the average Fermi velocity $\sqrt{v_x v_y} \approx 10^5 \text{ m/s}$ is an order of magnitude smaller than the corresponding velocity in graphene\textsuperscript{19} This is the origin of the rather large value of the ratio between the interaction and the kinetic energy.

In view of this high value of the energy ratio for both the massless and massive carriers in $\alpha = (\text{BEDT-TTF})_2I_3$, one may expect the formation of correlated phases, such as the Wigner crystal. For the conventional 2D electron gas (2DEG), $r_s \gtrsim 37$ is required to reach the Wigner crystal phase.\textsuperscript{32} This would require in turn a dielectric constant $\epsilon_r < 10$. To the best of our knowledge there is no available experimental value for $\epsilon_r$ in $\alpha = (\text{BEDT-TTF})_2I_3$, but we expect it to be such as to rule out the Wigner crystal. In the linear valleys, the high value of the dielectric constant compensates for the small Fermi velocity, in which case, just like in graphene, one would not expect an instability of the semimetallic phase.\textsuperscript{33} Throughout the article we assume that the Wigner crystal can be discarded, and use $\epsilon_r = 10$.

### IV. METHODS

We identify the collective modes in the random phase approximation. Assuming all but the topmost two bands are inert, the density-density response $\chi^{\text{RPA}}(q, \omega)$ is determined by the bare polarizability $\chi^{(0)}(q, \omega)$ as

$$
\chi^{\text{RPA}}(q, \omega) = \frac{\chi^{(0)}(q, \omega)}{\epsilon^{\text{RPA}}(q, \omega)},
$$

(20)

$$
\epsilon^{\text{RPA}}(q, \omega) = 1 - v(q) \chi^{(0)}(q, \omega),
$$

(21)

$$
\chi^{(0)}(q, \omega) = -i\text{Tr} \int \frac{dE}{2\pi} \int \frac{d^2p}{(2\pi)^2} \mathcal{G}^{(0)}(p, E) \times \mathcal{G}^{(0)}(p + q, E + \omega).
$$

(22)

Here $v(q) = \epsilon^2/2\epsilon_{\epsilon_0} q$ is the bare Coulomb interaction, and the bare propagator $\mathcal{G}^{(0)}(p, E)$ is a $4 \times 4$ matrix related to the amplitudes on the four BEDT-TTF molecules in the primitive cell. Reliable band structure information, however, is only available near the contact
points of the topmost two bands. Hence we use the three-valley model introduced in Sec. 11 and approximate the polarizability accordingly.

In Eq. 22, \( \chi^{(0)}(\mathbf{q}, \omega) \) picks up a contribution only if \((\mathbf{p}, E)\) and \((\mathbf{q} + \mathbf{p}, \omega + E)\) specify one filled and one empty state. As we will restrict our attention to \(|\omega| < \min(E^{0}_{Q}, E^{0}_{F}) \approx 0.15 \text{ eV} \), we can ignore the cases when both of these points are outside the vicinities of the \(L\), \(R\) and \(X\) points, respectively, assuming that the Fermi energy is near the contact points. We can also ignore the cases where the states \((\mathbf{p}, E)\) and \((\mathbf{q} + \mathbf{p}, \omega + E)\) are in distinct valleys, as long as we focus on small momenta \(|\mathbf{q}| < K \equiv \min(k^{0}_{Q}, k^{0}_{F})\). This approximation is justified because the Coulomb interaction intervenes in the dielectric function \(\epsilon_{RPA}(\mathbf{q}, \omega)\), and suppresses intervalley contributions in comparison to intravalley contributions at fixed \(\omega\) by a factor \(v(K)/v(k_{F}) = k_{F}/K \ll 1\) near the characteristic Fermi momentum \(k_{F}\). Furthermore, for small doping \(|\mu| \ll \min(E^{0}_{Q}, E^{0}_{F})\), we can also ignore the transitions that involve a state in the range of validity of the linear/quadratic approximations (Subsecs. II A and II B) and a state outside of this domain.

Thus we can safely approximate the bare polarizability for our limited purposes as the sum of the contributions of intravalley particle-hole pairs:

\[
\chi^{(0)}(\mathbf{q}, \omega) \approx \chi^{(0)}_{L}(\mathbf{q}, \omega) + \chi^{(0)}_{R}(\mathbf{q}, \omega) + \chi^{(0)}_{Q}(\mathbf{q}, \omega),
\]

where \(\chi^{(0)}_{V}(\mathbf{q}, \omega)\) is the polarizability contribution from intravalley transitions in valley \(V\). Further, when studying features of a wave length much larger than the unit cell, the distribution of amplitudes in the unit cell can be ignored. Using the wave functions in Eq. (15) for massive carriers, their contribution \(\chi^{(0)}_{Q}(\mathbf{q}, \omega)\) is \(\equiv \frac{1}{2\pi^{2}} \sum_{n' \leq n_{Q}^{0}, n > n_{Q}^{0}} \sum_{n' \leq n_{Q}^{0}, n > n_{Q}^{0}} \left( \frac{|F_{n,n'}(\mathbf{q})|^{2}}{|\omega - \epsilon_{n} + \epsilon_{n'} + i\delta|} + \frac{|F_{n',n}(\mathbf{q})|^{2}}{|-\omega - \epsilon_{n} + \epsilon_{n'} - i\delta|} \right) \),

where we have used the form factors of the 2DEG,

\[
F_{n',n}(\mathbf{q}) = \sqrt{\frac{n!}{n'!}} \left( \frac{q_{x} - i q_{y}}{\sqrt{2}} \right)^{n'-n} L_{n' - n}^{2} \left( \frac{|q|^{2} \ell^{2}}{2} \right) e^{-|q|^{2} \ell^{2}/4}
\]

for \(n' \geq n\), whereas for \(n' < n\),

\[
F_{n,n'}(\mathbf{q}) = F_{n',n}^{*}(\mathbf{q}).
\]

Similarly, using the wave functions in Eqs. (A2-A5) for massless carriers, the contribution from valley \(\xi = \pm\) is

\[
\chi^{(0)}_{\pm}(\hat{q}_{x}, \hat{q}_{y}, \omega) = \frac{1}{2\pi a^{2} \ell^{2}} \sum_{n' \leq n_{\xi}^{0}, n > n_{\xi}^{0}} \sum_{n' \leq n_{\xi}^{0}, n > n_{\xi}^{0}} \left( \frac{|F^{\xi}_{n,n'}(\hat{q}_{x}, \hat{q}_{y})|^{2}}{|\omega - \epsilon_{n} + \epsilon_{n'} + i\delta|} + \frac{|F^{\xi}_{n',n}(\hat{q}_{x}, \hat{q}_{y})|^{2}}{|-\omega - \epsilon_{n} + \epsilon_{n'} - i\delta|} \right).
\]

The corresponding form factors \(F_{n,n'}^{\xi}(\hat{q}_{x}, \hat{q}_{y})\) are defined in Appendix B. Using the expressions of the form factors, one can check that \(\chi^{(0)}_{L}(\mathbf{q}, \omega)\) and \(\chi^{(0)}_{R}(\mathbf{q}, \omega)\) are related by the change of the sign of the tilt \(\eta\).

For illustration purposes, we consider occasionally the polarizability, the dielectric function and the density-density response functions stemming from only one or two valleys, even if such model systems are unphysical. Thus \(\epsilon_{RPA}(\mathbf{q}, \omega)\) and \(\chi_{RPA}(\mathbf{q}, \omega)\) are defined in terms of \(\chi^{(0)}_{L, L}(\mathbf{q}, \omega)\) in an obvious manner, where \(\nu\) is either \(L\), \(R\), or \(Q\) for the respective valley. Moreover, we also consider cases with only two valleys taken into account. Sometimes this is a physically relevant situation, e.g., when the system is electron-doped or charge-neutral and the magnetic field is large, sometimes a theoretical contrast. Then we define \(\chi^{(0)}_{L, L}(\mathbf{q}, \omega) = \chi^{(0)}_{V}(\mathbf{q}, \omega) + \chi^{(0)}_{R}(\mathbf{q}, \omega)\) and again \(\epsilon_{RPA}(\mathbf{q}, \omega)\) and \(\chi_{RPA}(\mathbf{q}, \omega)\) follow in analogy to Eqs. (20) and (21).

V. RESULTS AND DISCUSSION

The particle-hole excitation spectrum (PHES) and the collective modes of \(\alpha-(BEDT-TTF)_{2}I_{3}\) at low energies are determined by the two massless Dirac cones and the massive hole pocket. The way the three valleys contribute to the density-density response of a layer depends on the doping and the perpendicular magnetic field. For significant electron doping the massive band is full at zero temperature and only the massless carriers contribute to the transport (c.f. Subsec. V A).

At charge neutrality, the chemical potential is between the Dirac point and the top of the massive band in zero magnetic field. By turning on the magnetic field, the central four-fold degenerate \(n = 0\) LL of the massless valleys is fixed at the Dirac points, but the energy \(E_{\text{offset}} - \hbar \omega_{c}/2\) of the \(n = 0\) LL of the massive valley decreases. Let \(B_{\text{m}}\) be the field when the \(m\)-th LL of the massive valley coincides with the \(n\)-th LL of the conical valleys. For \(B > B_{00}\), the \(n = 0\) LL of the Dirac valleys is half-filled and the completely electron-filled massive valley is inert, c.f. Fig. 2 a). The response is entirely due to the massless valleys, similarly to the electron-doped case (Subsec. V A). In the interval \(B_{11} < B < B_{00}\) the chemical potential lies between the \(n = 0\) LL of the band and the \(n = 0\) LL of the massive band (\(n^{0}_{L} = 0, n^{0}_{Q} = 1\)), c.f. Fig. 2b). The excess electrons in the massless valleys (two for flux quanta) exactly compensate for the excess holes in the massive pocket. Now all valleys contribute to the density-density response (Subsec. V B).

For \(B \lesssim B_{11}\), the \(n = 1\) LL of the massive valley becomes empty and the four-fold degenerate \(n = 1\) LL of the massless Dirac valleys is half-filled; the chemical potential is set somewhere in the (naturally broadened) \(n = 1\) LL of the massless Dirac fermions, c.f. Fig. 2c). Combining Refs. [27] and [10] we estimate \(B_{11} \approx 0.06\) T and \(B_{00} \approx 2.5\) T.
FIG. 2. Schematic view of the Landau level structure of the two Dirac cones and the massive valley, with the chemical potential at charge neutrality indicated. (a) $B > B_{00} \approx 2.5$ T, (b) $B_{11} < B < B_{00}$, and (c) $B \lesssim B_{11} \approx 0.06$ T.

In significantly hole-doped samples all valleys contribute.

A. The response of massless carriers

With a significant electron-doping in mind, we set $n_F^L = 2$, for which $n_Q^F = 0$, i.e., the massive band is full and inert for all realistic values of the magnetic field $B$.

1. The response of a single cone

To highlight the direction-dependent effects, we first consider the response of a single tilted massless Dirac cone, as described by the Weyl Hamiltonian in Eqs. [11] and [15]. Although this model is not directly related to a concrete physical situation, it reveals some basic phenomena associated with the tilt of the Dirac cones, such as the direction-dependent plasmonic dispersions and the characterization of the different regions of allowed and forbidden particle-hole excitations. This preliminary analysis within the single-cone approximation thus helps us understand the effect of the Coulomb coupling between the two different valleys, discussed in Sec. [V A 2].

Regarding the possibility of particle-hole excitations, the $(\omega, q)$ plane can be divided into several regions. Here we follow the notation Nishine et al. [32] have introduced for the PHES in zero magnetic field. The regions of possible intraband (A-region) and interband (B-region) particle-hole excitations are separated by the boundary line $\omega_{\text{res}}$. Due to the opposite tilt, the various regions and their boundaries differ for the two cones in any general direction. Both regions are divided into subregions, as explained below.

FIG. 3. (Color online) The regions and subregions of the $(\omega, q)$ plane from the point of view of (a) cone $R$, and (b) cone $L$ in a particular direction $\theta = \theta_{\text{tilt}}$. (c,d) Cuts of cones $R$ and $L$ in the same direction. In the direction $\theta = \theta_{\text{tilt}} + \pi$, panels (a,c) corresponds to cone $L$ and (b,d) to cone $R$. The distinguished energies $t, u, \text{momentum } k$, and asymptotes $\text{As}_1, \text{As}_2$ are indicated.

Figures [3]a) and (b) depict the $(\omega, q)$ plane in the direction $\theta = \theta_{\text{tilt}}$, where $\theta = \tan(q_x/q_y)$ is the angle of the momentum. In this direction the steepness of cone $R$ is minimal, while that of cone $L$ is maximal.

First consider cone $R$ in this direction. Zero-energy excitations must have a momentum transfer less than the major axis $k$ of the ellipsoidal Fermi surface. Excitations with higher momenta require a minimal energy, which defines the upper boundary $\omega_+ \leq \omega_{\text{res}}$ of the forbidden subregion $3A$ [c.f. Fig. [3]a,b], where $\text{Im} \chi_{\text{R}}(0) = 0$.

Excitations with zero momentum transfer must be interband. For $q = 0$, there are two special energies. The smallest one is denoted $t$ in Fig. [3]. Below this energy no $q = 0$ excitation is possible. If we increase the total momentum of the particle-hole pair in the positive manner, we must move the hole in the $-q$ direction. Then the excitation energy increases, which explains the rise of the
boundary line $\omega_A$ for small momenta. By thus decreasing the hole’s wave vector, one follows the asymptote $A\dot{s}1$, which ultimately merges into the boundary line $\omega_B$.

Starting from $u$, one can increase the excitation energy with positive total momentum; this branch corresponds to $\omega_B$. For higher momenta, it follows asymptote $A\dot{s}2$, which merges into $\omega_A$ in the intraband region. The reason why the boundaries $\omega_A$ and $\omega_B$ deviate from the asymptotes $A\dot{s}1, A\dot{s}2$ and do not intersect each other is due to the 2D nature of the excitations, i.e., one needs to consider transitions outside of the one-dimensional cut examined so far. Between $\omega_A$ and $\omega_{res}$ no particle-hole excitations exist, thus region 1B is forbidden, just like 3A for intraband excitations.

If one considers excitations of cone $L$ in the same momentum direction, the shapes of boundaries $\omega_{R}B$ and $\omega_{A}$ differ considerably. The smallest energy of a $q = 0$ excitation is still $t$. It is possible to decrease the energy from $t$ by moving the hole in the $-q$ direction; this branch defines boundary $\omega_A$. Starting from $u$, however, one can increase the excitation energy only with a negative total momentum; this branch corresponds to $\omega_B$, which is increasing. Naturally, the two cones are related by time-reversal symmetry, which also changes the sign of $q$; thus in the $\theta_{tilt} + \pi$ direction the regions of cone $R$ (L) are those in Fig. 3(b,d) [Fig. 3(a,c)].

These zero-field considerations correctly describe the regions of allowed transitions also for non-zero magnetic fields since the wave vector in the PHES is that of (neutral) electron-hole pairs. It therefore remains a good quantum number also in the presence of a magnetic field. Figures 4(a) and (b) show $\chi_{RPA}^L$ and $\chi_{RPA}^R$ in the direction of $R$’s smallest velocity $\theta = \theta_{tilt}$. Notice that we consider a finite broadening (inverse quasiparticle lifetime) $\delta = 0.1 \hbar \sqrt{\epsilon_p / \ell}$. Whereas treating $\delta$ as an energy-independent constant is a crude approximation, we use it here only as a phenomenological parameter that renders the structure of the PHES more visible.

The UHM is present with a considerable spectral weight in region 1B of both cones, or, for a fixed cone, in opposite directions. After leaving region 1B, the UHM merges into the linear magnetoplasmon mode in region 2B. The concentration of the spectral weight near $\omega_{res}$ is in accordance with the $B = 0$ limit and the $B \neq 0$ behavior of graphene. Recall that the UHM arises due to the modification of the classical plasmons by cyclotron motion; it does not require interband excitations, thus it forms by a transfer of spectral weight from the intraband PHES.

To summarize, the density-density response of a generic massless Dirac cone in a perpendicular magnetic field exhibits an upper hybrid mode and linear magnetoplasmons with anisotropic velocities, as a plausible generalization of the graphene case.

FIG. 4. (Color online) The imaginary part of the density-density response of massless carriers, divided by the density of states at the Fermi energy. The topmost filled Dirac Landau level is $n_F^L = 2$, the other parameters are $B = 4$ T and $\epsilon_i = 10$. The first two panels consider the cones individually; (a) shows $\chi_{RPA}^R$ in the direction of its maximal tilt $\theta_{tilt}$ (or $\chi_{L}^L$ in the direction $\theta_{tilt}$), and (b) $\chi_{RPA}^R$ in the direction $\theta_{tilt}$ (or $\chi_{L}^L$ in the direction $\theta_{tilt} + \pi$). Panel (c) shows $\chi_{L}^R$ in direction $\theta_{tilt}$, which is the response of the total system for electron doping, or for $B > B_{00} \approx 2.5$ T at charge neutrality.

2. Both cones considered

Fig. 4(c) shows $\chi_{L}^R$ for both cones in a fixed direction $\theta = \theta_{tilt}$ of the momentum plane. Notice that for the electron-doped case this is actually the total density-density response.
The UHM of cone $R$ disappears, though it was the most dominant part of the response in the single-cone approximation. The UHM of cone $L$ is still present, though with a reduced spectral weight in its own forbidden region. Its linear magnetoplasmon mode manifests itself, although at high energies ($R$’s region 2B) it is surrounded by the interband particle-hole excitations of cone $R$, which have a modest spectral weight in the single cone approximation. Both modes are approximately in the same place as when only one cone was considered. For interpretation, compare Fig. 3(c), where we sketch the $(\omega, q)$ plane in a fixed direction $\theta = \theta_{\text{tilt}}$. The forbidden region of cone $L$ lies entirely in that of cone $R$, hence no damping results from particle-hole excitations of either cones here. The picture is dramatically different for cone $R$: its forbidden region overlaps with the damped region of cone $L$, i.e., the UHM of cone $R$ is strongly damped by particle-hole excitations in cone $L$. For this reason, the UHM of cone $R$ disappears entirely. In the opposite direction the roles of $L$ and $R$ are, of course, interchanged. Therefore, the interaction of the two cones leads to a strong direction-dependent damping, which results in the complete suppression of the UHM of one cone where the other has particle-hole excitations of high spectral weight. This phenomenon, which we refer to as inter-valley damping, is also visible in the imaginary part of the dielectric function (results not shown).

The linear magnetoplasmons of each cone are situated in the particle-hole continuum of their own PHES respectively, where they are already damped. They do not overlap with each other in the $(\omega, q)$ plane in the shown direction $\theta = \theta_{\text{tilt}}$. Therefore, we expect the dominance of the one with higher spectral weight at a particular $(\omega, q)$. Figure 4(c) testifies the dominance of the linear magnetoplasmon mode of cone $R$ in this direction, in agreement with its higher spectral weight in the single cone model. This explains the reappearance of the linear magnetoplasmons at larger momenta, and the disappearance of the linear magnetoplasmons of cone $L$ for intermediate momenta.

Figure 5 shows the density-density response in the direction $\theta = \theta_{\text{tilt}} + \pi/2$, i.e., perpendicular to the direction of the minimal steepness of cone $R$ (maximal steepness of cone $L$). The response of the individual cones are almost identical [panels (a) and (b)], and their forbidden regions practically coincide (perfect coincidence occurs at a nearby angle). Intervall valley damping is therefore absent in this direction. The UHM and the linear magnetoplasmon mode of the two-valley system [panel (c)] are where they would be for a single cone; albeit with an increased amplitude.

In order to illustrate the phenomenon of intervall valley damping in a more precise and quantitative manner, consider the bare polarizability \([23]\) of a multivalley model, which is generically written as

\[
\chi^{(0)}(q, \omega) = \sum_V \chi^{(0)}_{V}(q, \omega),
\]

where the sum runs over all different valleys. One may thus rewrite the RPA dielectric function \([21]\) as

\[
\epsilon^{\text{RPA}}(q, \omega) = \epsilon_{V_0}^{\text{RPA}}(q, \omega) - v(q) \sum_{V \neq V_0} \chi^{(0)}_{V}(q, \omega), \tag{29}
\]

where \(\epsilon_{V_0}^{\text{RPA}}(q, \omega)\) is the RPA dielectric function within a single-valley model, where only the valley $V_0$ is taken into account. The single-valley model therefore yields a good approximation for the collective modes [given by the zeros of \(\epsilon^{\text{RPA}}(q, \omega)\)] if

\[
v(q) \sum_{V \neq V_0} \chi^{(0)}_{V}(q, \omega) \simeq 0 \tag{30}
\]

in the region of interest, i.e. for $\omega = \omega_{pl}(q)$ obtained from the solution \(\epsilon_{V_0}^{\text{RPA}}(q, \omega_{pl}) = 0\). This precisely means that the spectral weight for particle-hole excitations in the other valleys $V \neq V_0$ vanishes in this region, or else that the collective modes of $V_0$ survive in the forbidden regions of the other cones, as observed in our calculations.

Notice that the phenomenon of intervall valley damping is absent if all individual polarizabilities $\chi^{(0)}_{V}(q, \omega)$ are identical, e.g., in the absence of a tilt of the (albeit anisotropic) Dirac cones. In this case, the RPA dielectric function \([29]\) simply becomes

\[
\epsilon^{\text{RPA}}(q, \omega) = 1 - N v(q) \chi^{(0)}_{V}(q, \omega), \tag{31}
\]

for $N$ identical valleys. Therefore, $\epsilon^{\text{RPA}}(q, \omega)$ has only a single zero, at a slightly larger frequency as compared to the single-valley approximation because of the enhanced coupling $v(q) \rightarrow N v(q)$. This situation is encountered, e.g., when one takes into account the spin degeneracy in conventional electron systems ($N = 2$) or in graphene with non-tilted Dirac cones with a fourfold spin-valley degeneracy ($N = 4$). The tilt of the Dirac cones, or more generally the broken $q \rightarrow -q$ symmetry in a single valley, is thus the basic ingredient for the mechanism of intervall valley damping.

Finally, we note that Nishine et al. saw the effect of intervall valley damping at zero magnetic field, interpreted it as plasmon filtering and offered a detailed analysis of the angular dependence of strength of the lower-lying plasmon mode. The two mechanisms are essentially the same, despite the slightly different formulations.

### B. Three-valley model

Undoped samples with $B < B_{\text{B0}}$ and hole-doped samples allow us to study the contribution of the quadratic band. Fig. 6 shows the density-density response at $n_L^C = 0$ and $n_Q^C = 1$, which is adequate at charge neutrality when $B_{11} < B < B_{\text{B0}}$; c.f. Fig. 2(b). The direction in momentum space is $\theta = \theta_{\text{tilt}}$, for which the difference between the velocities in the two cones is the most pronounced. The particle-hole continuum of the massive
FIG. 5. (Color online) We show (a) $\chi_{R}^{RPA}$, (b) $\chi_{L}^{RPA}$, (c) $\chi_{L+R}^{RPA}$ in a fixed direction $\theta = \theta_{\text{tilt}} + \pi/2$ on the momentum plane. $B = 4$ T, $n_{F}^{L} = 2$, $\epsilon_{r} = 10$.

valley lies below the linear magnetoplasmon mode of the massless Dirac carriers in both cones, as apparent in panels (a) and (b), where one of the cones are disregarded for visibility reasons. Thus the particle-hole excitations of the massive carriers are not damped by the Dirac valleys, and its spectral weight is comparable to the dominant linear magnetoplasmon modes of the latter. The UHM of the massive holes is not additionally damped either, as it lies below the cyclotron frequency of the massless carriers. The actual density-density response, in Fig. 6(c), indicates that the response of $\alpha-(\text{BEDT-TTF})_{2}\text{I}_{3}$ at low frequencies is determined by the massive carriers; in the higher frequency range the Dirac carriers dominate, with intervalley-damped collective modes, as discussed in §V A 2 above. The reason is the separation of energy scales at low momenta, and not any difference in the density of states.

FIG. 6. (Color online) The density-density response in direction $\theta = \theta_{\text{tilt}}$ in momentum space. The topmost filled band is $n_{F}^{L} = 0$ in the massless valleys and $n_{Q}^{L} = 1$ in the massive valley. Other parameters are $B = 2$ T and $\epsilon_{r} = 10$. Panel (a) shows the $\chi_{R}^{RPA}$ of an imaginary system that omits cone $L$, (b) shows $\chi_{L}^{RPA}$ omits cone $R$, while (c) shows the complete $\chi^{RPA}$. The units are s/m$^{2}$; normalization by the density of states is not applied. The straight line is the boundary between the interlayer and intralayer excitations of massless carriers, and the curved ones would demarcate the particle-hole continuum of massive carriers for $B = 0$.

As the separation of the LLs scale as $\epsilon_{L,1} \propto \sqrt{B}$ and $\hbar\omega_{c} \propto B$ for the massless and the massive carriers, respectively, the LLs of the quadratic valley are much
denser that those of the Dirac cones, for magnetic fields that are not too small.

Figure 7 shows a strongly hole-doped situation with \( n_F^L = -2 \) and \( n_F^Q = 13 \). Now the UHM of the massive carriers lies in the particle-hole continuum of the massless Dirac fermions and it is strongly damped, similarly to the UHM of cone \( R \) by the excitations of cone \( L \) as discussed in Sec. V A 2. Figure 7(a) shows that the UHM of cone \( R \) is also damped by the particle-hole continuum of the massive valley. The UHM of the massive valley is in the forbidden region of cone \( R \), therefore it is undamped. Fig. 7(b) shows that the UHMs of cone \( L \) and the massive valley coincide; linear magnetoplasmons are less prominent as they have less spectral weight than the massive valley. Fig. 7(c) we also indicates that the spectral weight is mostly concentrated on the massive valley, although the linear magnetoplasmon of cone \( R \) is also visible at large momenta.

C. Static screening

The interplay between massless carriers in tilted anisotropic Dirac cones and massive holes in a roughly isotropic pocket gives rise to a remarkable doping-dependent anisotropy in screening properties of the highest two bands. Fig. 8 shows the real-part of the static bare polarizability \( \Re \chi^{(0)}(\mathbf{q}, 0) \), and the dielectric function \( \Re \epsilon_{\text{RPA}}(\mathbf{q}, 0) \) in the RPA, respectively. For electron-doping or charge neutrality at \( B > B_{00} \approx 2.5 \) T, screening is entirely due to the linear bands, and it shows an anisotropy with twofold symmetry; c.f. Fig. 8(a,b). If the magnetic field is reduced, \( B < B_{00} \), however, massive carriers also contribute to screening. Due to their higher density of states at low momenta, their contribution is predominant and screening is therefore almost isotropic; c.f. Fig. 8(c,d). This effect naturally becomes stronger in hole-doped samples.

VI. CONCLUSION

In this work we have studied the low-energy magnetic excitations of the quasi-2D electron gas in a three-valley system of two tilted and anisotropic massless Dirac cones and a massive hole pocket, with an emphasis on direction-dependent effects and the properties for which massive carriers are relevant. This model is a realistic representation of a layer of the organic conductor \( \alpha-(\text{BEDT-TTF})_2\text{I}_3 \) at high pressure or uniaxial strain, but there is some ambiguity regarding the band parameters and even the presence of massive carriers. We have found that the tilt of the cones causes a direction-dependent intervalley damping of the upper hybrid modes of the Dirac valleys, while the linear magnetoplasmons are less affected. The magnetoplasmons of the massive band may coexist with those of the massless ones, depending on doping and the strength of the magnetic field. The latter also tunes the system between isotropic and anisotropic screening regimes.

The experimental study of the collective modes in ribbon samples\(^{46} \) or by local probes\(^{47} \), successfully applied for graphene, may be challenging under high pressure, but grating couplers might be usable. On the other hand, the layered structure of these organic conductors recommends itself to inelastic light scattering experiments\(^{48} \), which have successfully clarified the intrasubband plasmon modes of multilayer GaAs-(AlGa)As heterostructures. The elaboration of collective modes in the presence of interlayer coupling is delegated to future work.
For \( n \neq 0 \) in cone \( L \), the orbitals are
\[
\Phi_{L,n,k}(\tilde{r}) = \frac{1}{\sqrt{4(1+\lambda)}} \left[ \left( \frac{1+\lambda}{1+\lambda} \right) \phi_{L,n,k}(\tilde{r}) + \left( \frac{-\eta}{1+\lambda} \right) \text{sgn}(n)\phi_{L,n-1,k}(\tilde{r}) \right],
\]
while for the \( n = 0 \),
\[
\Phi_{L,0,k}(\tilde{r}) = \frac{1}{\sqrt{2(1+\lambda)}} \left( -\frac{1-\lambda}{\eta} \right) \phi_{L,0,k}(\tilde{r}).
\]
We have used the subformulas (\( \xi \in \{ R, L \} \))
\[
\phi_{\xi,n,k}(\tilde{r}) = \frac{\lambda^{1/4}}{\sqrt{2\pi}} \frac{e^{ik\tilde{r}}}{(2^n-1)!} \frac{e^{-\lambda n^2\tilde{r}^2/2}}{\sqrt{\pi \alpha}} H_{|n|}(\eta \phi_{\xi,n,k}),
\]
and
\[
\phi_{\xi,n-1,k}(\tilde{r}) = \frac{\lambda^{1/4}}{\sqrt{2\pi}} \frac{e^{ik\tilde{r}}}{(2^n-1)!} \frac{e^{-\lambda n^2\tilde{r}^2/2}}{\sqrt{\pi \alpha}} H_{|n-1|}(\eta \phi_{\xi,n,k}),
\]
with the argument
\[
Y_{n,R/L} = \sqrt{\eta} / \alpha \ell - \sqrt{\lambda} \alpha \ell / \eta - \sqrt{2} \eta |\text{sgn}(n)|.
\]
Notice that \( Y_{n,\xi} \) depends on both the LL index (including its sign) and the cone \( \xi \). Also, it is identical for the \( \phi_{\xi,n,k} \) and \( \phi_{\xi,n-1,k} \) parts of \( \phi_{\xi,n,k} \) in Eqs. (A2) and (A4).

**Appendix B: Bare polarizability of the linear valleys**

Here we calculate the bare polarizability of the linear valleys by standard methods, using the orbitals that Eqs. (A2) to (A5) specify in the rotated, rescaled coordinate system, c.f. Eqs. (2) and (A1).

The field operators are (\( \xi \in \{ R, L \} \)):
\[
\Psi_{\xi}(\mathbf{r}, t) = \sum_{n} \int dq \phi_{\xi,n,k}(\mathbf{r}) e^{-i t \epsilon_{L,n} \xi_{n,q}}.
\]

Suppressing spin to avoid clutter, the (gauge-dependent) bare Green’s function has a matrix structure,
\[
\xi_{\xi}^{(0)}(\mathbf{R}, \Delta \mathbf{r}, t) = \langle 0 | T \Psi_{\xi} \left( \mathbf{R} + \frac{\Delta \mathbf{r}}{2}, t \right) \otimes \Psi_{\xi}^\dagger \left( \mathbf{R} - \frac{\Delta \mathbf{r}}{2}, 0 \right) | 0 \rangle,
\]
where \( \mathbf{R} = (\mathbf{r} + \mathbf{r}) / 2 \) and \( \Delta \mathbf{r} = \mathbf{r} - \mathbf{r}' \). By Fourier-transformation,
\[
\xi_{\xi}^{(0)}(\mathbf{R}, p, E) = \sum_{n} \int d q \int d^2 \Delta r e^{i p \Delta r} \times \phi_{\xi,n,q}(\mathbf{R} + \frac{\Delta \mathbf{r}}{2}) \phi_{\xi,n,q}^\dagger(\mathbf{R} - \frac{\Delta \mathbf{r}}{2})
\]
\[
\times E - \epsilon_{L,n} + i \eta \text{sgn}(\epsilon_{L,n} - \epsilon_{L}^{P}).
\]
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**Appendix A: Linear valleys in a magnetic field**

Here follow the Morinari et al.’s Ref. [16] merely fixing some apparent bugs in the formulas. We use the Landau gauge \( \mathbf{A} = (-\eta B, 0, 0) \), and work in the coordinate system introduced in Eq. (3). The transformed real-space coordinates \( \tilde{r} = (\tilde{x}, \tilde{y}) \) are
\[
\tilde{x} = x \cos \theta + \alpha^2 y \sin \theta \quad \tilde{y} = -x \sin \theta + \alpha^2 y \cos \theta
\]
\( \quad \)
\( \)
Now we can evaluate the bare polarizability in Eq. (22), involving the matrix structure of the Green’s functions in the trace. We obtain Eq. (27), with the form factors $F^{\xi}_{n',n'}$, defined as

$$F^{\xi}_{n',n'}(\tilde{q}) = \frac{1}{2} F^{n',n',\xi}_{n',n'}(\tilde{q}) + \frac{1}{2} \text{sgn}(n) \text{sgn}(n') F^{n',n',\xi}_{n'-1,n'-1}(\tilde{q})$$

$$+ \frac{\xi \eta}{2} \text{sgn}(n) F^{n',n',\xi}_{n',n'-1}(\tilde{q}) + \frac{\xi \eta}{2} \text{sgn}(n') F^{n',n',\xi}_{n'-1,n'}(\tilde{q})$$

(B4)

for $n, n' \neq 0$. Similarly for $n \neq 0 = n'$,

$$F^{\xi}_{0,n}(\tilde{q}) = \frac{1}{2} F^{0,n,\xi}_{0,n}(\tilde{q}) + \frac{\xi \eta}{\sqrt{2}} \text{sgn}(n) F^{0,n,\xi}_{0,n-1}(\tilde{q})$$

(B5)

and finally, for $n = n' = 0$,

$$F^{\xi}_{0,0}(\tilde{q}) = F^{0,0,\xi}_{0,0}(\tilde{q}).$$

(B6)

Here we have introduced the functions $F^{n',n',\xi}_{n',n'}(\tilde{q})$, of $\tilde{q} = (\tilde{q}_x, \tilde{q}_y)$. For $|n'| \geq |n|$ they are defined as

$$F^{n',n',\xi}_{n',n}(\tilde{q}) = \sqrt{\frac{|n|!}{|n'|!}} \sqrt{2^{n'-|n|}} (-iP + Q_{n',n',\xi})^{n'-|n|}$$

$$\times L^{n'-|n|}_{|n|} \left(2(Q_{n',n',\xi}^2 + P^2)e^{-Q_{n',n',\xi}^2 + P^2}\right)$$

Similarly, for $|n| > |n'|$ the definition is

$$F^{n',n',\xi}_{n,n'}(\tilde{q}) = \sqrt{\frac{|n|!}{|n'|!}} \sqrt{2^{n'-|n'|}} \left(-iP - Q_{n',n',\xi}\right)^{|n|-|n'|} \times$$

$$\times L^{n'-|n'|}_{|n'|} \left(2(Q_{n',n',\xi}^2 + P^2)\right)e^{-Q_{n',n',\xi}^2 + P^2}\right)$$

In the above definitions

$$Q_{n',n',\xi} = \frac{\tilde{q}_x \sqrt{\alpha \ell} - \xi \eta \sqrt{2} |n'| \text{sgn}(n')} + \xi \eta \sqrt{2} |n| |\text{sgn}(n)|,$$

$$P = \frac{\alpha \ell}{2 \sqrt{\lambda} \tilde{q}_y}.$$

It is easy to check that $F^{n',n',\xi}_{n',n'}(\tilde{q}) = \left[F^{n',n',\xi}_{n',n'}(-\tilde{q})\right]^*$. 
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