Two-parameter scaling theory of the longitudinal magnetoconductivity in a Weyl metal phase: Chiral anomaly, weak disorder, and finite temperature
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It is at the heart of modern condensed matter physics to investigate the role of a topological term in quantum phases and their transitions have been a driving force for modern condensed matter physics, which cover quantum spin chains \cite{1} and deconfined quantum criticality \cite{2,3}, quantum Hall effects and topological phases of matter \cite{2,3}, Anderson localization for the classification of topological phases and their phase transitions \cite{2}, and so on. In particular, renormalization effects of such topological terms are responsible for novel universality classes beyond the Landau-Ginzburg-Wilson paradigm of phase transitions with symmetry breaking. However, it is quite a nontrivial task to perform the renormalization group analysis in the presence of the topological-in-origin term, even if it can be taken into account perturbatively for the contribution of a bulk sometimes. Frequently, non-perturbative effects should be introduced into the renormalization group analysis \cite{5,6}, uncontrolled in this situation and thus, being under debates as an open question.

In this study we investigate disorder-driven renormalization of a topological-in-origin term referred to as an inhomogeneous \(\theta\)-term in three spatial dimensions \cite{8}, defined by

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} dv(r) P[v(r)] \ln \int D\bar{\psi}(r, \tau) \psi(r, \tau) \exp \left[ -\int_0^1 d\tau \int d^3r \left\{ \bar{\psi}(r, \tau)i\gamma_\mu [\partial_\mu - ieA_\mu(r, \tau)] \psi(r, \tau) + v(r)\bar{\psi}(r, \tau)\gamma_\tau \psi(r, \tau) - \frac{1}{4} F^\mu_{\nu\tau}\bar{F}^\mu\nu\tau \right\} \right].
\]  

(1)

\(\psi(r, \tau)\) is a four-component Dirac spinor to describe an electron field of spin 1/2 in two orbitals. Its dynamics is given by a Dirac theory, where \(\gamma_\mu\) with \(\mu = (\tau, x, y, z)\) is a Dirac matrix to satisfy the Clifford algebra. \(A_\mu(r, \tau)\) and \(F^\mu_{\nu\tau}(r, \tau) = \partial_\mu A_\nu(r, \tau) - \partial_\nu A_\mu(r, \tau)\) are an externally applied electromagnetic field and its field strength tensor, respectively. \(v(r)\) is a potential configuration, given randomly and described by the Gaussian probability distribution \(P[v(r)] = \mathcal{N} \exp \left( -\frac{1}{\Gamma} \int dv(r) |v(r)|^2 \right)\). \(\Gamma\) is the variance of the disorder distribution and \(\mathcal{N}\) is a normalization constant, determined by \(\int_{-\infty}^{\infty} dv(r) P[v(r)] = 1\).

The last term is an inhomogeneous \(\theta\)-term, topological in its origin and keeping chiral anomaly that the chiral current is not conserved in the quantum level \cite{9}, given by

\[
\partial_\mu [\bar{\psi}(r, \tau)\gamma_\mu \gamma_5 \psi(r, \tau)] = -\frac{e^2}{16\pi^2} \varepsilon_{\mu\nu\tau\delta} F^\mu_{\nu\tau} F^\tau\delta.
\]  

(2)
\(\gamma_5\) is chiral Dirac matrix to anticommute with \(\gamma_\mu\). Here, the problem is how the inhomogeneous \(\theta\)-term becomes renormalized via the disorder scattering.

This problem can be cast into more physical terms. Introducing the chiral-anomaly equation into the effective field theory and performing the integration-by-parts for the chiral-current term with the \(\theta(\mathbf{r})\) coefficient [13], we obtain

\[
\mathcal{F} = -\frac{1}{\beta} \int_{-\infty}^{\infty} d\psi(\mathbf{r}) P[\psi(\mathbf{r})] \ln \int D\bar{\psi}(\mathbf{r}, \tau) D\psi(\mathbf{r}, \tau) \exp \left[ -\int_0^\beta d\tau \int d^3 \mathbf{r} \left\{ \bar{\psi}(\mathbf{r}, \tau) \gamma_\mu [\partial_\mu - ieA_\mu(\mathbf{r}, \tau)] \psi(\mathbf{r}, \tau) + c_\mu(\mathbf{r}, \tau) \bar{\psi}(\mathbf{r}, \tau) \gamma_\gamma \gamma_5 \psi(\mathbf{r}, \tau) + \nu(\mathbf{r}) \bar{\psi}(\mathbf{r}, \tau) \gamma_\gamma \gamma_5 \psi(\mathbf{r}, \tau) \right\} \right],
\]

(3)

c_\mu(\mathbf{r}, \tau) = \partial_\mu \theta(\mathbf{r})\) is referred to as chiral gauge field, regarded to be a background potential given by the inhomogeneous \(\theta\) coefficient. When the background chiral gauge field serves a homogeneous potential, the resulting spectrum turns out to describe dynamics of Weyl electrons. The right-handed helicity part shifts into the right hand side and the left-handed helicity part does into the left [10][12]. Physically, this homogeneous chiral-gauge-field potential is realized as \(\mathbf{c} = \nabla \theta(\mathbf{r}) = g \mathbf{B}\), applying a homogeneous magnetic field \(\mathbf{B}\) into a gapless semiconductor described above. The Dirac point separates into a pair of Weyl points along the direction of the applied magnetic field and the distance of the pair of Weyl points is proportional to the strength of the applied magnetic field with a Lande–\(g\) factor. See the supplementary material.

As a result, the previous mathematically defined problem is actually how the background chiral gauge field, more physically, the distance between a pair of Weyl points becomes renormalized by random elastic scattering.

The renormalization effect of the distance between a pair of Weyl points is measurable experimentally since the information is encoded into the negative longitudinal magnetoresistivity. This anomalous transport phenomena in a Weyl metal phase has been well known for more than thirty years [14] and experimentally confirmed firstly in 2013 [15]. The electrical resistivity measured along the direction of the applied magnetic field becomes smaller than that measured in other directions. More quantitatively, the magnetoconductivity is enhanced in the longitudinal setup, i.e., \(\mathbf{E} \parallel \mathbf{B}\), as follows

\[
\sigma_L(B) = \sigma_D(1 + C_W B^2),
\]

(4)

where \(\mathbf{E}\) is an applied electric field [10]. \(\sigma_D\) is the Drude conductivity determined purely by disorder scattering. In real experiments, quantum corrections by weak antilocalization are introduced into the Drude conductivity [17]. \(C_W\) is a positive coefficient, discussed later in more detail. An essential point is that the enhancement of the longitudinal magnetoconductivity is given by the square of the distance between the pair of Weyl points. This longitudinal enhancement can be figured out in the following way: There exists a dissipationless current channel as a vacuum state, which connects the pair of Weyl points, responsible for the chiral anomaly. As a result, electrical currents are allowed to flow better along this direction through this vacuum channel although the measured longitudinal magnetococonductivity does not result from such dissipationless electrical currents [14]. When the distance between the pair of Weyl points is renormalized by random elastic scattering, the positive coefficient \(C_W\) would evolve as a function of an energy scale, here, temperature. It is natural to expect finding a scaling theory for the chiral-anomaly-driven enhanced longitudinal magnetoconductivity.

The above discussion reminds us of a two-parameter scaling theory for the Anderson localization in topological phases of matter [18], including the plateau-plateau transition in the integer quantum Hall effect [6]. There, the transport phenomenon of the Anderson localization transition is determined by the “transverse” conductivity \(\sigma_{xx}\) and the Hall conductivity \(\sigma_{xy}\), where the latter encodes the topological information of the integer quantum Hall effect. The present situation is quite analogous to that of the integer quantum Hall effect. \(\sigma_{xx}\) in the quantum Hall effect is identified with the Drude conductivity \(\sigma_D\), determined by disorder scattering directly. On the other hand, \(\sigma_{xy}\) in the quantum Hall effect is analogous to the distance between the pair of Weyl points, where the renormalization effect is introduced into the temperature dependence of \(C_W\).

In this study we investigate the longitudinal magnetoconductivity at finite temperatures and find a two-parameter scaling theory, where renormalization effects result from random elastic scattering. There is one difficult point in the calculation of the longitudinal magnetoconductivity in a Weyl metal phase. It turns out that a naive Kubo-formula calculation does not incorporate the role of the chiral anomaly in the longitudinal magnetoconductivity [19]. As a result, we fail to find the \(B^2\) enhancement of the longitudinal magnetoconductivity within the Kubo-formula calculation. In this respect our strategy consists of a two-fold way: First, we perform the renormalization group analysis and find how the distance between a pair of Weyl points evolves as a function of an energy scale or temperature. Second, introducing this information into the Boltzmann transport theory with chiral anomaly, we reveal the longitudinal negative magnetoconductivity as a function of both the applied magnetic field and temperature, given by

\[
\sigma_L(B, T) \approx \sigma_D(T)[1 + C_W(T)B^2].
\]

(5)

In particular, we find breakdown of \(B/T\) scaling

\[
\Delta \sigma_L(B, T) \equiv \frac{\sigma_L(B, T) - \sigma_D(T)}{\sigma_D(T)} = C_W T_0^{2(1+\eta)} \left( \frac{B}{T^{1+\eta}} \right)^2,
\]

(6)

where \(\eta\) is a scaling exponent with \(0 < \eta < 1\) and \(T_0\) is an energy scale. We claim that this breakdown may
be regarded to be a fingerprint of the interplay between disorder scattering and topological structure in a Weyl metal phase.

II. RENORMALIZATION FOR THE DISTANCE BETWEEN A PAIR OF WEYL POINTS VIA DISORDER-DRIVEN INTER-VALLEY SCATTERING

A. Effective field theory for a Weyl metal phase with disorder: Replica theory

We start from an effective Hamiltonian density for a Weyl metal phase with disorder:

$$\mathcal{H}_B = \psi_B^\dagger(x) \left( \psi_B \alpha \cdot (-i \nabla) + g_B B \cdot \sigma \otimes I_{2\times 2} \right) \psi_B(x).$$ (7)$$

$$\psi_B(x) = (\psi_{BR}(x), \psi_{BL}(x))^T$$ is a four-component Dirac-spinor field in a two-component Weyl-spinor field with right(R)-left(L) chirality, and $v_B$ is the velocity of such fermions. $B$ is an externally applied magnetic field with a Landé−g factor $g_B$, splitting the Dirac band into a pair of Weyl bands (Fig. 1). $\alpha$ is a four-by-four matrix, given by

$$\alpha = \sigma \otimes \sigma_z,$$

where $\sigma$ is a Pauli matrix. The subscript $B$ denotes “bare”, meaning that this effective Hamiltonian density is defined at an ultraviolet (UV) scale.

We consider two types of random potentials, introducing “intra-valley scattering” $\psi_B^\dagger(x) V_B(x) \psi_B(x)$ and “inter-valley scattering” $\psi_B^\dagger(x) U_B(x) (I_{2\times 2} \otimes \sigma_x) \psi_B(x)$ into the effective Hamiltonian. Then, we obtain the following effective action

$$S_B[\bar{\psi}_B(x), \psi_B(x); V_B(x), U_B(x)] = \int d^4x \left\{ \bar{\psi}_B(x) \left( \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \right) \psi_B(x) + \bar{\psi}_B(x) \gamma^0 U_B(x) \psi_B(x) \right\}.$$ (8)

where the free part of the effective action is $S_{B0}[\bar{\psi}_B(x), \psi_B(x)] = \int d^4x \bar{\psi}_B(x) \left( \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \right) \psi_B(x)$. Resorting to the replica trick and performing the average for disorder with the Gaussian distribution function of $P_B[V_B(x), U_B(x)] = N_B \exp \left\{ - \frac{1}{2 \mu} \int d^4x \bar{\psi}_B(x) - \frac{1}{2 \mu} \int d^4x U_B^\dagger(x) \right\}$, the above expression is reformulated as follows

$$\langle \mathcal{O}[\bar{\psi}_B(x), \psi_B(x)] \rangle = \lim_{R \to 0} \frac{1}{R} \sum_{a=1}^R \int \mathcal{D} \bar{\psi}_B^a(x) \mathcal{D} \psi_B^a(x) \mathcal{O}[\bar{\psi}_B^a(x), \psi_B^a(x)] e^{- \frac{1}{2 \mu} \int d^4x \bar{\psi}_B^a(x) \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \psi_B^a(x) + \int d^4x \bar{\psi}_B^a(x) \gamma^0 U_B(x) \psi_B^a(x)},$$ (9)

with $\bar{\psi}_B(x) = \psi_B^\dagger(x) \gamma^0$. Here, gamma matrices are given in the Weyl representation, for example, $\gamma^0 = I_{2\times 2} \otimes \sigma_z$. A physical observable in this system is measured as follows

$$\langle \mathcal{O}[\bar{\psi}_B(x), \psi_B(x)] \rangle = \lim_{R \to 0} \frac{1}{R} \sum_{a=1}^R \int \mathcal{D} \bar{\psi}_B^a(x) \mathcal{D} \psi_B^a(x) \mathcal{O}[\bar{\psi}_B^a(x), \psi_B^a(x)] e^{- \frac{1}{2 \mu} \int d^4x \bar{\psi}_B^a(x) \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \psi_B^a(x) + \int d^4x \bar{\psi}_B^a(x) \gamma^0 U_B(x) \psi_B^a(x)},$$ (9)

where $\mathcal{O}[\bar{\psi}_B(x), \psi_B(x)]$ is an externally applied magnetic field with a Landé−g factor $g_B$, splitting the Dirac band into a pair of Weyl bands (Fig. 1). $\alpha$ is a four-by-four matrix, given by

$$\alpha = \sigma \otimes \sigma_z,$$

where $\sigma$ is a Pauli matrix. The subscript $B$ denotes “bare”, meaning that this effective Hamiltonian density is defined at an ultraviolet (UV) scale.

We consider two types of random potentials, introducing “intra-valley scattering” $\psi_B^\dagger(x) V_B(x) \psi_B(x)$ and “inter-valley scattering” $\psi_B^\dagger(x) U_B(x) (I_{2\times 2} \otimes \sigma_x) \psi_B(x)$ into the effective Hamiltonian. Then, we obtain the following effective action

$$S_B[\bar{\psi}_B(x), \psi_B(x); V_B(x), U_B(x)] = \int d^4x \left\{ \bar{\psi}_B(x) \left( \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \right) \psi_B(x) + \bar{\psi}_B(x) \gamma^0 U_B(x) \psi_B(x) \right\}.$$ (8)

where the free part of the effective action is $S_{B0}[\bar{\psi}_B(x), \psi_B(x)] = \int d^4x \bar{\psi}_B(x) \left( \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \right) \psi_B(x)$. Resorting to the replica trick and performing the average for disorder with the Gaussian distribution function of $P_B[V_B(x), U_B(x)] = N_B \exp \left\{ - \frac{1}{2 \mu} \int d^4x \bar{\psi}_B(x) - \frac{1}{2 \mu} \int d^4x U_B^\dagger(x) \right\}$, the above expression is reformulated as follows

$$\langle \mathcal{O}[\bar{\psi}_B(x), \psi_B(x)] \rangle = \lim_{R \to 0} \frac{1}{R} \sum_{a=1}^R \int \mathcal{D} \bar{\psi}_B^a(x) \mathcal{D} \psi_B^a(x) \mathcal{O}[\bar{\psi}_B^a(x), \psi_B^a(x)] e^{- \frac{1}{2 \mu} \int d^4x \bar{\psi}_B^a(x) \gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B\mu} \gamma^\mu \gamma^5 \psi_B^a(x) + \int d^4x \bar{\psi}_B^a(x) \gamma^0 U_B(x) \psi_B^a(x)}.$$ (9)

FIG. 1: A band structure of a Weyl metal phase, projected on the plane of $k_z = k_y = 0$. Here, the direction of an applied magnetic field is the $z$-axis. Each band has definite chirality: $-1$ for the blue cone and $+1$ for the red cone. The orange arrows represent intra-valley scattering while the purple arrow stands for inter-valley scattering.

A magnetic field is generalized to be a chiral gauge field $c_{B\mu} = (c_{B0}, c_{Bk}) \equiv g_B B_k$. $x$ means “space-time”, given by $x^\mu = (t, x)$. See the supplementary material.
Here, $N_B$ is a normalization constant and $\Gamma_{BV(U)}$ is a variance for the disorder distribution. As a result, the

\[
S_{Bdis}[\bar{\psi}_B(x), \psi^0_B(x), \bar{\psi}^0_B(x), \psi^0_B(x)] = -\int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \frac{\Gamma_{BV}}{2} \bar{\psi}_B(\tau, x) \gamma^0 \psi^0_B(\tau, x) \bar{\psi}^0_B(\tau', x) \gamma^0 \psi_B(\tau', x) \\
-\int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \frac{\Gamma_{BU}}{2} \bar{\psi}_B(\tau, x) \psi^0_B(\tau, \bar{\psi}^0_B(\tau', x) \psi^0_B(\tau, x). \tag{11}
\]

The effective field theory is given by $S_B[\bar{\psi}_B(x), \psi^0_B(x)] = S_{B0}[\bar{\psi}_B(x), \psi^0_B(x)] + S_{Bdis}[\bar{\psi}_B(x), \psi^0_B(x), \bar{\psi}^0_B(x), \psi^0_B(x)]$.

B. Renormalization group analysis: Role of inter-valley scattering in the distance between a pair of Weyl point

In order to perform the renormalization group analysis within the dimensional regularization [9], we rewrite

\[
S_R[\bar{\psi}_R, \psi^0_R] = \int d^{d+1} x \bar{\psi}_R(\gamma^0 \partial_0 + \nu_R \gamma^k \partial_k + c_{R0} \gamma^0 \gamma^5 + c_{Rk} \gamma^k \gamma^5) \psi^0_R \\
- \int d\tau \int d\tau' \int d^d x \frac{\Gamma_{RV}}{2} (\bar{\psi}_R^0(\gamma^0 - \nu_R \gamma^k \partial_k + \xi_{\nu_R} \gamma^0 \gamma^5 + \delta_\nu \nu_R \gamma^k \gamma^5) \psi^0_R(\gamma^0 + \nu_R \gamma^k \partial_k + \xi_{\nu_R} \gamma^0 \gamma^5 + \delta_\nu \nu_R \gamma^k \gamma^5) \psi^0_R) \\
S_{CT}[ar{\psi}_R, \psi^0_R] = \int d^{d+1} x \bar{\psi}_R(\gamma^0 \partial_0 + \nu_{\psi} \gamma^k \partial_k + \xi_{\psi} \gamma^0 \gamma^5 + \delta_\psi \nu_{\psi} \gamma^k \gamma^5) \psi^0_R \\
- \int d\tau \int d\tau' \int d^d x \frac{\Gamma_{RV}}{2} (\bar{\psi}_R^0(\gamma^0 - \nu_{\psi} \gamma^k \partial_k + \xi_{\psi} \gamma^0 \gamma^5 + \delta_\psi \nu_{\psi} \gamma^k \gamma^5) \psi^0_R(\gamma^0 + \nu_{\psi} \gamma^k \partial_k + \xi_{\psi} \gamma^0 \gamma^5 + \delta_\psi \nu_{\psi} \gamma^k \gamma^5) \psi^0_R), \tag{12}
\]

where $S_B[\bar{\psi}_B, \psi^0_B] = S_R[\bar{\psi}_R, \psi^0_R] + S_{CT}[ar{\psi}_R, \psi^0_R]$. It is straightforward to see how bare quantities are related with renormalized ones, given by

\[
\psi^0_B = (Z^\omega_{\nu^0})^2 \psi^0_R; \quad \nu_B = Z^k_{\nu^0} (Z^\omega_{\nu^0})^{-1} \nu_R, \\
c_{R0} = Z_{c_0} (Z^\omega_{\nu^0})^{-1} c_{R0}; \quad c_{Rk} = Z_{c_k} (Z^\omega_{\nu^0})^{-1} c_{Rk}, \\
\Gamma_{BV} = Z_{\Gamma_{BV}(Z^\omega_{\nu^0})^{-2} \Gamma_{RV}}; \quad \Gamma_{BU} = Z_{\Gamma_{BU}(Z^\omega_{\nu^0})^{-2} \Gamma_{RU}}, \tag{13}
\]

where $Z^\omega_{\nu^0} = 1 + \delta_{\nu^0}$, $Z^k_{\nu^0} = 1 + \delta_{\nu^0}$, $Z_{\nu^0} = 1 + \delta_{\nu^0}$, $Z_{\nu^0} = 1 + \delta_{\nu^0}$, and $Z_{\nu^0} = 1 + \delta_{\nu^0}$.

Dimensional analysis gives $\text{dim}[\Gamma] = 2 - d$. In this respect we perform the dimensional regularization in $d = 2 + \varepsilon$ where $\varepsilon$, a “small” parameter to control the present renormalization group analysis, will be analytically continued to $\varepsilon = 1$ in the end. Performing the standard procedure for the renormalization group analysis, we find renormalization group equations, where both vertex and self-energy corrections are introduced self-consistently. See Fig. [2] where all quantum corrections are shown as Feynman’s diagrams up to the two-loop order for self-energy corrections and the one-loop order for vertex corrections. All details are shown in the supplementary material. As a result, we find counter terms with

\[
\delta^\omega_{\nu^0} = \frac{\Gamma_{\nu^0} \Gamma_{U^0}}{2 \pi \varepsilon} - \frac{5 \Gamma_{\nu^0}^2 \Gamma_{U^0} + 12 \Gamma_{\nu^0} \Gamma_{U^0} + 7 \Gamma_{U^0}^2}{48 \pi^2 \varepsilon}, \\
\delta_{\nu^0} = \frac{\Gamma_{\nu^0}^2 - \Gamma_{U^0}^2}{16 \pi^2 \varepsilon} \delta_{\nu^0} = \frac{\Gamma_{\nu^0} + \Gamma_{U^0}}{2 \pi \varepsilon}, \quad \delta_{\nu^0} = -\frac{\Gamma_{\nu^0} + \Gamma_{U^0}}{2 \pi \varepsilon}. \tag{14}
\]

Inserting these divergent coefficients into equations [13] and performing derivatives with respect to an energy scale for renormalization given by $\ln M$, we find
FIG. 2: Feynman’s diagrams up to the two-loop order for self-energy corrections and the one-loop order for vertex corrections. The other diagrams disconnected to external lines or including fermion loops vanish identically in the replica limit of $R \to 0$. Here, we show quantum corrections only due to intra-valley scattering, represented by single-dashed lines. In order to include inter-valley scattering, we just replace single-dashed lines with double-dashed lines one by one according to our Feynman rules. This replacement results in another Fock-type diagram and three more diagrams each for rainbow-type, crossed-type and vertex corrections.

renormalization group equations

$$\frac{d\Gamma_V}{d \ln M} = \Gamma_V - \frac{a_r}{3} \Gamma_V (\Gamma_V + \Gamma_U)$$
$$+ b_r \Gamma_V (\Gamma_V + \Gamma_U)(c_r \Gamma_V + \Gamma_U),$$

$$\frac{d\Gamma_U}{d \ln M} = \Gamma_U - a_r \Gamma_U (\Gamma_V + \Gamma_U)$$
$$+ b_r \Gamma_U (\Gamma_V + \Gamma_U)(c_r \Gamma_V + \Gamma_U),$$

$$\frac{dc_k}{d \ln M} = c_k \left[- 1 - a_c (\Gamma_V + \Gamma_U)ight]$$
$$+ b_c (\Gamma_V + \Gamma_U)(2 \Gamma_V + \Gamma_U)],$$

where positive numerical constants are given by

$$a_r = \frac{3}{2\pi}, \quad b_r = \frac{7}{24\pi^2}, \quad c_r = \frac{5}{7}, \quad a_c = \frac{1}{2\pi}, \quad b_c = \frac{1}{12\pi^2}.$$

Fig. 3 shows renormalization group flows for physical parameters according to Eq. (15). In the plane of $(\Gamma_V, \Gamma_U)$, we find two stable fixed points corresponding to two phases of a disordered Weyl metal state, and one unstable fixed point corresponding to the phase transition point between two phases: (1) The stable fixed point of $(0, \Gamma_0)$ with $\Gamma_0 = 0$ represents a clean Weyl metal phase, protected for the case of weak disorder by the pseudogap density of states of the Weyl metal state. (2) The stable fixed point of $(0, \Gamma_2)$ with $\Gamma_2 = \frac{a_r + \sqrt{a_r^2 - 4b_r}}{2b_r} \approx 13.68$ is identified with a diffusive Weyl metal phase, analogous to the diffusive Fermi-liquid fixed point of a conventional metallic phase [20]. (3) The unstable fixed point of $(0, \Gamma_1)$ with $\Gamma_1 = \frac{a_r - \sqrt{a_r^2 - 4b_r}}{2b_r} \approx 2.09$ denotes a critical point to separate the diffusive Weyl metal phase from the clean Weyl metal state, the existence of which originates from the pseudogap density of states. Interestingly, all these fixed points lie at the line of $\Gamma_V = 0$, which means that inter-valley scattering shows dominant effects over intra-valley scattering for the low-energy physics in the disordered Weyl metallic state. Naively, one may suspect that their roles are similar because of the similarity of their renormalization group equations. However, the magnitude of the one-loop correction for $\Gamma_U$ turns out to be three times larger than that for $\Gamma_V$, and thus, the renormalization group flow of $(\Gamma_V, \Gamma_U)$ is overwhelmed by $\Gamma_U$. As a result, there is no chance by which $\Gamma_V$ has a non-trivial fixed point value. Detailed analysis on this issue is given in the supplementary material (Fig. [20]).

In order to figure out how the distance between the pair of Weyl points renormalizes as a function of an energy scale, we focus on renormalization group equations for $\Gamma_U$ and $c_k$ at $\Gamma_V = 0$

$$\frac{d\Gamma_U}{d \ln M} = \Gamma_U - a_r \Gamma_U^2 + b_r \Gamma_U^3$$

$$\frac{dc_k}{d \ln M} = c_k \left[- 1 - a_c \Gamma_U + b_c \Gamma_U^2 \right].$$

It is straightforward to solve the first equation and find an approximate solution for $\Gamma_U$ near each fixed point at $\Gamma_V = 0$. Inserting such fixed point solutions into the second equation, we uncover how the distance between the pair of Weyl points evolves as a function of temperature

$$c_k(T) = c_k(T_0) \left(\frac{T_0}{T}\right)^{\lambda_{c,fn}},$$

where the energy scale $M$ has been replaced with temperature $T$. Critical exponents of $\lambda_{c,fn}$ are found to be

$$\lambda_{c,0} = 1 + a_c \Gamma_0 - b_c \Gamma_0^2 = 1$$
$$\lambda_{c,1} = 1 + a_c \Gamma_1 - b_c \Gamma_1^2 \approx 1.34$$
$$\lambda_{c,2} = 1 + a_c \Gamma_2 - b_c \Gamma_2^2 \approx 1.60.$$

It turns out that the distance between a pair of Weyl points increases to reach infinity, regarded to be beyond the perturbative renormalization group analysis. However, the infinity should be considered as an artifact of the continuum approximation. If the Brillouin zone is taken into account in the effective field theory, there must be a maximum of the distance within the Brillouin zone. In this respect it is natural to modify the above scaling solution as follows

$$c_k(T) = c_k(T_0) \left(\frac{T_0}{T + T_M}\right)^{\lambda_{c,fn}},$$

where $T_M$ is a cutoff scale in the low-energy limit. It is interesting to notice that disorder scattering changes the temperature-dependent exponent of $c_k$. Inter-valley scattering gives rise to fast enhancement of the distance between a pair of Weyl points at low temperatures. This looks counter-intuitive, where anti-screening instead of screening arises from inter-valley scattering.
\[ \gamma_U(T) \text{ gives the Drude conductivity and } c(T) \text{ describe the enhancement of the longitudinal magnetococonductivity. More precisely, we can address renormalization effects of the longitudinal magnetococonductivity based on the Boltzmann transport theory for a Weyl metal phase [17] [21] } \]

\[ \frac{\partial n_\chi(p; r, t)}{\partial t} + \hat{r}_\chi \cdot \nabla_x n_\chi(p; r, t) + \hat{p}_\chi \cdot \nabla_p n_\chi(p; r, t) = I_{\text{coll}}[n_\chi(p; r, t)]. \]  

\[ \text{Here, } n_\chi(p; r, t) \text{ is the distribution function at a chiral Fermi surface denoted by } \chi = \pm, \text{ where } p \text{ is the relative momentum of a particle-hole pair near the chiral Fermi surface, and } r \text{ and } t \text{ are the center of mass position and time of the particle-hole pair.} \]

\[ \hat{r}_\chi \text{ and } \hat{p}_\chi \text{ represent the change of position and momentum with respect to time, classically described and given by the so called modified Drude model [22] [23] } \]

\[ \dot{x}_F^\chi = v_F^\chi + p_F^\chi \times B_F^\chi, \]

\[ \dot{p}_F^\chi = E + \dot{x}_F^\chi \times B. \]  

\[ B \to g^{-1}c(T). \]  

It is straightforward to solve these coupled equations, the solution of which is

\[ \dot{x}_F^\chi \approx G_3^\chi(T) \left[ v_F^\chi + E \times B_F^\chi + g^{-1}(B_F^\chi \cdot v_F^\chi) c(T) \right], \]

\[ \dot{p}_F^\chi \approx G_3^\chi(T) \left[ E + g^{-1}v_F^\chi \times c(T) + g^{-1}(E \cdot c(T))B_F^\chi \right]. \]  

where \( G_3^\chi = (1 + g^{-1}B_F^\chi \cdot c(T))^{-1} \) is a volume factor of the modified phase space with a pair of momentum-space magnetic charges \( \chi = \pm \). They are well known the role of anomalous electromagnetic-field-dependent terms in anomalous transport phenomena: (1) The second term of \( E \times B_F^\chi \) in the first equation is responsible for the anomalous Hall effect, the Hall effect without an applied magnetic field due to an emergent magnetic field referred to as Berry curvature in the momentum space [24] [26]. (2) The third term of \( g^{-1}(B_F^\chi \cdot v_F^\chi) c(T) \) in the first equation gives rise to the so called chiral magnetic effect that dissipationless electric currents are driven by applied magnetic fields in the limit of vanishing applied electric fields, proportional to the distance between the pair of Weyl points or applied magnetic fields [27] [32]. (3) The third term of \( g^{-1}(E \cdot c(T))B_F^\chi \) in the second equation causes the gauge

III. TWO-PARAMETER SCALING THEORY FOR THE LONGITUDINAL MAGNETOCOCONDUCTIVITY OF A DISORDERED WEYL METAL PHASE WITHIN BOLTZMANN TRANSPORT THEORY

The question to address in this study is to find a scaling theory for the longitudinal magnetococonductivity. As discussed in the introduction, not only the Drude conductivity but also the distance between a pair of Weyl points or the spatial gradient of the inhomogeneous \( \theta(r) \) coefficient in the topological-in-origin \( E \times B \) term should be taken into account for the longitudinal magnetococonductivity in the Weyl metal phase. This situation is analogous to that of a plateau-plateau transition in the integer quantum Hall effect: Not only the Drude conductivity but also the Hall conductivity, a topological \( \theta \)–term, should be considered on equal footing in order to describe such a quantum phase transition involved with Anderson localization. In this respect we call the scaling theory for the longitudinal magnetococonductivity of a disordered Weyl metal phase two-parameter scaling theory as the Anderson localization transition in the case of the quantum Hall effect.

Previously, we found \( \Gamma_U(T) \) and \( c(T) \), based on the perturbative renormalization group analysis, where
anomaly for electrons on each chiral Fermi surface that
gauge or electric currents on each chiral Fermi surface are
not conserved. 11,17,21,28,29,33,34,35,36,37,38,39,40. Of course, the
breakdown of the gauge symmetry should be cured when
total electric currents are considered, but chiral “elec-
tric” currents are still not conserved, referred to as chiral
anomaly.

The collision part is given by

\[ I_{\text{coll}}[\delta n_{\chi}(p; r, t)] = \frac{-n_{\chi}(p; r, t) - n_{\chi}^{c}(p)}{\tau_{\text{intra}}(T)} - \frac{n_{\chi}(p; r, t) - n_{\chi}^{-1}(p; r, t)}{\tau_{\text{inter}}(T)}. \]  

(27)

The first term describes the intra-valley scattering, and
the second represents the inter-valley scattering. In
this respect both scattering rates of 1/\(\tau_{\text{intra}}(T)\) and
1/\(\tau_{\text{inter}}(T)\) correspond to \(\Gamma_{V}(T)\) and \(\Gamma_{U}(T)\), respec-
tively.

Considering homogeneity of the Weyl metal phase un-
der constant electric fields in the dc-limit, we are allowed
to solve \(\dot{p}_{\chi} = \nabla_{\chi} n_{\chi}(p)\) = \(I_{\text{coll}}[n_{\chi}(p)]\). As a result, we
find a two-parameter scaling theory for the longitudinal
magnetoconductivity in a disordered Weyl metal phase

\[ \sigma_{L}(B, T) = \sigma_{D}(B, T)(1 + \text{const.}|c(B, T)|^2), \]  

(28)

where \(\sigma_{D}(B, T)\) is the Drude conductivity inversely
proportional to \(\Gamma_{V}(T)\) and \(c(B, T)\) is the distance be-
tween a pair of Weyl points.

Rewriting the distance between the pair of Weyl points
as \(c(B, T) \equiv C_{W}(T)|B|\), we consider

\[ \Delta \sigma_{L}(B, T) \equiv \frac{\sigma_{L}(B, T) - \sigma_{D}(B, T)}{\sigma_{D}(B, T)} = C_{W}(T)|B| \]  

(29)

for the universal scaling relation. More explicitly, in-
serting \(C_{W}(T) = C_{W}(T_{0})\left(T_{0}/|T + T_{M}|\right)^{-2\lambda_{e,j2}}\)
to the above, we find

\[ \frac{T_{0}^{-2(1+\eta_{0})}}{C_{W}(T_{0})} \Delta \sigma_{L}(B, T) = \left( \frac{B}{|T + T_{M}|^{1+\eta_{2}}} \right)^{2}, \]  

(30)

where “anomalous dimensions” are given by \(\eta_{0} = 0, \eta_{1} =
0.34\) and \(\eta_{2} = 0.60\), respectively, for each fixed point.

Fig. 4 shows the longitudinal magnetoconductivity, enhanced to be proportional to \(|B|^{2}\), the square of the dis-
tance between the pair of Weyl points, at each temper-

ature. Our renormalization group analysis confirms that
the distance between the pair of Weyl points is renor-
amalized to increase, lowering temperature, i.e., \(C_{W}(T_{H}) <
C_{W}(T_{L})\) with \(T_{H} > T_{L}\). As a result, the degree of
enhancement becomes larger as temperature is reduced
(Left). Interestingly, these longitudinal transport coeffi-
cients turn out to be collapsed into a single universal curve, described by Eq. (30) (Right).

Fig. 5 shows the comparison between \(C_{W}(T)\) from
an experimental data of \(Bi_{1-x}Sb_{x}\) with \(x = 3 \sim 4\%\) and
that from our renormalization group analysis 8,11. Ex-
perimentally, the enhancement coefficient \(C_{W}(T)\) can be
found from fitting the experimental data with Eq. (5) at
a given temperature, where the Drude part is replaced
with a transport coefficient of weak anti-localization cor-
rections and additional contributions, which have noth-

ing to do with Weyl points, are also introduced 15. Re-
peating this fitting procedure for various temperatures,
we obtain the temperature dependence of \(C_{W}(T)\). The
comparison between the experimental \(C_{W}(T)\) and the
renormalization group analysis Eq. (30) looks appealing.
IV. DISCUSSION AND CONCLUSION

The original motivation of the present study is to reveal the existence of a topological phase transition from a Weyl metal phase to a normal metal state as a function of the strength of disorder and temperature. Our physical picture for this phase transition is as follows. Disorder scattering, in particular, inter-valley scattering is expected to kill the nature of the Weyl metallic phase since it induces mixing of chirality. We recall that the inter-valley scattering appears as an effective random-mass term. If \( \psi(x)\psi(x) \) has a nontrivial vacuum expectation value, i.e., \( \langle \psi(x)\psi(x) \rangle \neq 0 \), expected to realize in the case of sufficiently strong disorder, the chiral symmetry breaks down even at the classical level and the chiral anomaly loses the physical meaning. As a result, we speculate that the distance between the pair of Weyl points renormalizes to vanish. A diffusive normal metallic state would be realized in the case of sufficiently strong disorder. Since this phase transition is not involved with symmetry breaking, it is identified with a topological phase transition.

This topological phase transition may be translated into Peccei-Quinn symmetry breaking in the context of dynamical generation of axions \[42, 43\]. In order to realize the Peccei-Quinn symmetry breaking, there must be a scalar field. When the scalar field does not have its vacuum expectation value, any value of the \( \theta \)-angle can be canceled by the Peccei-Quinn transformation. On the other hand, the Peccei-Quinn symmetry breaking occurs when the scalar field has its vacuum expectation value. As a result of the continuous symmetry breaking, there exists a Goldstone boson field, referred to as an axial field. When the Peccei-Quinn symmetry is exact and the vacuum angle is fixed to be \( \theta = 0 \), minimizing the energy, any value of the \( \theta \)-angle can be still canceled by the Peccei-Quinn transformation. However, there are instanton excitations, which do not allow the Peccei-Quinn symmetry not to be exact, giving rise to a mass term in the axion dynamics. Then, the vacuum angle is fixed to be \( \theta = 0 \), minimizing the energy of the system. In the present situation the corresponding scalar field results from the Hubbard-Stratonovich transformation of the random-mass term in the replica effective field theory, conventionally referred to as \( Q_{ab} \), where \( a \) and \( b \) denote the replica index. However, there are two different aspects between the possible topological phase transition and the Peccei-Quinn symmetry breaking in high energy physics: (1) The vacuum angle is given by an inhomogeneous function of position while its gradient identified with a chiral gauge field is a constant. (2) There are no instanton-type excitations in the Weyl metal phase. This direction of research would be an interesting future task.

Unfortunately, the perturbative renormalization group analysis fails to access such an unstable fixed point, identified with the quantum critical point of the topological phase transition. In this respect the naming of the two-parameter scaling theory is not satisfactory in our opinion, basically motivated from the analogy with the plateau-plateau transition in the integer quantum Hall effect. However, it turns out that the longitudinal magnetoconductivity is governed by both parameters of the Drude conductivity and the distance between the pair of Weyl points, renormalized by inter-valley scattering, essentially analogous to \( \sigma_{xx} \) and \( \sigma_{xy} \) in the quantum Hall effect, respectively. In this respect we may call what we performed two-parameter scaling theory for the longitudinal magnetoconductivity in a disordered Weyl metal phase.

An unexpected result is breakdown of the \( B/T \) scaling behavior near the diffusive fixed point although it is fulfilled near the clean fixed point. Actually, we could verify this prediction, comparing the proposed formula Eq. \[30\] of the two-parameter scaling theory with \( C_W(T) \) in the experimental data of \( Bi_{1-x}Sb_x \) with \( x = 3 \sim 4\% \). Here, we took into account modifying the original renormalization group analysis, introducing a cutoff scale into the equation for the distance between the pair of Weyl points as Eq. \[22\], in order to prohibit the divergence of the length scale within the Brillouin zone. This breakdown may be regarded to be a fingerprint of the interplay between disorder scattering and topological structure in a Weyl metal phase.
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Appendix A: model hamiltonian

A minimal model for a Weyl metal state is given by

\[
\mathcal{H} = \psi^\dagger(x)(v\alpha \cdot (-i\nabla) - \mu + gB \cdot \sigma \otimes I_{2 \times 2})\psi(x).
\]
$\psi = (\psi_R, \psi_L)^T$ is a four-component Dirac-spinor field in a two-component Weyl-spinor field with right(R)-left(L) chirality, and $v$ is the velocity of such fermions. $\mu$ is an electron chemical potential. $B$ is an externally applied magnetic field with a Lande–g factor $g$. $\alpha$ is a four-by-four matrix, given by $\alpha = \sigma \otimes \sigma_z$, where $\sigma$ is a Pauli matrix.

First, we look into a band structure. This block-diagonal matrix can be diagonalized as

$$\mathcal{H}_k = \phi^\dagger_k (|v k + gB| \sigma_z \otimes P_+ - |v k - gB| \sigma_z \otimes P_- - \mu) \phi_k$$

where $P_+ = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$ and $P_- = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$ are projection matrices, and $\phi_k = U_k \psi_k$ is an eigenstate. The unitary matrix varying with $k$ is given by

$$U_k = \left( \begin{array}{cc} \cos \frac{\zeta_+}{2} & \sin \frac{\zeta_+}{2} e^{-i \eta_+} \\ -\sin \frac{\zeta_+}{2} e^{i \eta_+} & \cos \frac{\zeta_+}{2} \end{array} \right) \otimes P_+ + \left( \begin{array}{cc} \cos \frac{\zeta_-}{2} & \sin \frac{\zeta_-}{2} e^{-i \eta_-} \\ -\sin \frac{\zeta_-}{2} e^{i \eta_-} & \cos \frac{\zeta_-}{2} \end{array} \right) \otimes P_-,$$

where $\zeta_\pm (\eta_\pm)$ is the polar (azimuthal) angle of $k = \frac{q}{2} B$, respectively. If we draw a band structure along some momentum-line, for example, $k = (0, 0, k_z)$, then we obtain a pair of Weyl cones as shown in Fig. 1.

Second, we consider two types of random potentials, say, “intra-valley scattering” and “inter-valley scattering”, given by

$$\psi^\dagger_R(x) V(x) \psi_R(x) + \psi^\dagger_L(x) V(x) \psi_L(x) = \psi^\dagger_R(x) V(x) \psi_R(x),$$
$$\psi^\dagger_R(x) U(x) \psi_L(x) + \psi^\dagger_L(x) U(x) \psi_L(x) = \psi^\dagger_R(x) U(x) (P_\times \otimes \sigma_x) \psi_R(x),$$

where $V(x)$ and $U(x)$ are disorder potentials for intra-valley scattering and inter-valley scattering, respectively.

Now, the effective action is

$$S[\psi^\dagger, \psi; V, U] = \int_0^\beta d\tau \int d^3 x \psi^\dagger(\tau, x) \{ \partial_\tau + v \alpha \cdot (-i \nabla) - \mu + g B \cdot \sigma \otimes I_{2 \times 2} + V(x) + U(x) I_{2 \times 2} \otimes \sigma_x \} \psi(\tau, x),$$

where the corresponding free energy is given by $F[V, U] = -T \ln \int D\psi^\dagger D\psi e^{-S[\psi^\dagger, \psi; V, U]}$ in a given configuration of random potentials. We represent this effective action in terms of gamma matrices in the Weyl representation

$$\gamma^0 = I_{2 \times 2} \otimes \sigma_z, \quad \gamma^k = \gamma^0 (-\alpha_k) = \sigma_k \otimes \sigma_y \quad (k = 1, 2, 3), \quad \gamma^5 = \gamma^0 \gamma^1 \gamma^2 \gamma^3 = -I_{2 \times 2} \otimes \sigma_z.$$

Then, we reach the following expression

$$S[\bar{\psi}, \psi; V, U] = \int d^3 x \{ \bar{\psi}(x) (\gamma^0 \partial_0 + iv \gamma^k \partial_k - \mu \gamma^0 + \sigma_\mu \gamma^5) \psi(x) + \bar{\psi}(x) \gamma^0 V(x) \psi(x) + \bar{\psi}(x) U(x) \psi(x) \}$$

with an adjoint spinor-field $\bar{\psi} \equiv \psi^{\dagger} \gamma^0$, where we introduced $c_k \equiv g B_k \quad (k = 1, 2, 3)$ with “time-component” $c_0$. “Space-time” of $x$ is $x^\mu = (\tau, x)$ and other four-vectors are defined, similarly. For example, four-momentum is $p^\mu = (p^0, \mathbf{p})$ with $p^0 = -\omega_n$. Since the action has been formulated in the imaginary time, it is defined on the Euclidean geometry as shown by $p^\mu p_\mu = -\omega_n^2 - \mathbf{p}^2$.

**Appendix B: effective field theory for renormalization group analysis**

**1. Disorder Average**

We define the free part of the effective action as

$$S_0[\bar{\psi}, \psi] = \int d^4 x \bar{\psi}(x) \left( \gamma^0 \partial_0 + iv \gamma^k \partial_k - \mu \gamma^0 + c_\mu \gamma^5 \right) \psi(x).$$

Then, a physical observable is measured as follows

$$\langle \mathcal{O}(\bar{\psi}, \psi) \rangle = \int D\bar{\psi} D\psi [V, U] \frac{\int D\bar{\psi} D\psi \mathcal{O}(\bar{\psi}, \psi) e^{-S_0[\bar{\psi}, \psi]} e^{-\int d^4 x \bar{\psi}(x) (\gamma^0 V(x) + U(x)) \psi(x)}}{\int D\bar{\psi} D\psi e^{-S_0[\bar{\psi}, \psi]} e^{-\int d^4 x \bar{\psi}(x) (\gamma^0 V(x) + U(x)) \psi(x)}}.$$
This can be reformulated as
\[ \langle O(\bar{\psi}, \psi) \rangle = \int D\psi D\bar{\psi} D[V, U] \frac{\delta}{\delta J} \bigg|_{J=0} \ln Z[V, U, J], \]
\[ Z[V, U, J] = \int D\bar{\psi} D\psi e^{-S_0[\bar{\psi}, \psi]} - f d^4x \bar{\psi}(x)(\gamma^0 V(x) + U(x)) \psi(x) + \int d^4x J(x) O(\bar{\psi}(x), \psi(x)), \]
where \( J(x) \) is a source field coupled to an operator \( O(\bar{\psi}, \psi) \), locally.

In order to perform the averaging procedure for disorders, we resort to the replica trick of \( \ln Z = \lim_{R \to 0} Z[V, U, J] \)
\[ \langle O(\bar{\psi}, \psi) \rangle = \lim_{R \to 0} \frac{1}{R} \int D\psi D\bar{\psi} D[V, U] \int D\bar{\psi}_a D\psi_a O(\bar{\psi}_a, \psi_a) \]
\[ \times \exp \left[ -\sum_{a=1}^R S_0[\bar{\psi}_a, \psi_a] - \sum_{a=1}^R \int d^4x \bar{\psi}_a(x)(\gamma^0 V(x) + U(x)) \psi_a(x) + \int d^4x J(x) \sum_{a=1}^R O(\bar{\psi}_a, \psi_a) \right]. \]

In this study we take into account static-and Gaussian-distributed disorders, given by
\[ P[V, U] = N \exp \left[ -\frac{\int d^4x V^2(x)}{2\Gamma_V} - \frac{\int d^4x U^2(x)}{2\Gamma_U} \right], \]
where \( N \) is a normalization factor. It is straightforward to perform the Gaussian integral for disorders, resulting in
\[ \langle O(\bar{\psi}, \psi) \rangle = \lim_{R \to 0} \frac{1}{R} \sum_{a=1}^R D\bar{\psi} D\psi O(\bar{\psi}_a, \psi_a) \exp \left[ -\sum_{a=1}^R S_0[\bar{\psi}_a, \psi_a] - \sum_{b,c=1}^R S_{\text{dis}}[\bar{\psi}_b, \psi_b, \bar{\psi}_c, \psi_c] \right], \]
where disorder-driven effective interactions are \( [\text{Eq. } 11] \)
\[ S_{\text{dis}}[\bar{\psi}_b, \psi_b, \bar{\psi}_c, \psi_c] = -\int_0^\beta d\tau \int_0^\beta d\tau' \int d^3x \frac{\Gamma_V}{2} \bar{\psi}_b^b(\tau, x) \gamma^0 \psi_b^b(\tau, x) \bar{\psi}_c^c(\tau', x) \gamma^0 \psi_c^c(\tau', x) \]
\[ -\int_0^\beta d\tau \int_0^\beta d\tau' \int d^3x \frac{\Gamma_U}{2} \bar{\psi}_b^b(\tau, x) \psi_b^b(\tau, x) \bar{\psi}_c^c(\tau', x) \psi_c^c(\tau', x). \]

2. Renormalized perturbation theory

From now on, we focus on the case of a zero-chemical potential. We start from the following effective action
\[ S_B = \int d^{d+1}x \bar{\psi}_B^a(x)(\gamma^0 \partial_0 + v_B \gamma^k \partial_k + c_{B^\mu} \gamma^\mu \gamma^5) \psi_B^a(x) \]
\[ -\int_0^\beta d\tau \int_0^\beta d\tau' \int d^3x \frac{\Gamma_{BV}}{2} \bar{\psi}_B^b(\tau, x) \gamma^0 \psi_B^b(\tau, x) \bar{\psi}_B^c(\tau', x) \gamma^0 \psi_B^c(\tau', x) \]
\[ -\int_0^\beta d\tau \int_0^\beta d\tau' \int d^3x \frac{\Gamma_{BU}}{2} \bar{\psi}_B^b(\tau, x) \psi_B^b(\tau, x) \bar{\psi}_B^c(\tau', x) \psi_B^c(\tau', x), \]
where summations on the replica indices are implied. The subscript \( B \) denotes “bare”, meaning that this effective action is defined at an ultraviolet (UV) scale. Note that we have generalized dimensions to “d(space)+1(time)” for dimensional regularization.
Performing the dimensional analysis, where space and time coordinates have \( -1 \) in mass dimension, we observe

\[
\dim[\psi] = \frac{d}{2}, \quad \dim[v] = 0, \quad \dim[c_\mu] = 1, \quad \dim[\Gamma_V] = \dim[\Gamma_U] = 2 - d.
\]

In this respect we perform the renormalization group analysis in \( d + 1 = 3 + \varepsilon \) dimensions, where \( \varepsilon \) is a “small” parameter. In the end of the calculation the dimensions are analytically continued to the physical dimensions \( (d + 1 = 4) \) by setting \( \varepsilon = 1 \).

Taking into account quantum corrections, divergences would be generated. They can be absorbed into renormalization constants by redefining fields and parameters. Rewrting the bare action in terms of renormalized fields and couplings, we obtain

\[
S_B = \int d^{d+1}x \tilde{\psi}_R^a(x)(Z_{\psi}^\omega \gamma^0 \partial_0 + Z_k^k \psi_R \gamma^k \partial_k + Z_{cR} c_{R0} \gamma^0 \gamma^5 + Z_c c_{Rk} \gamma^k \gamma^5) \psi_R^a(x)
\]

\[
- \int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \frac{Z_{TV}}{2} \tilde{\psi}_R^b(\tau, x) \gamma^0 \psi_R^b(\tau, x) \tilde{\psi}_R^c(\tau', x) \gamma^0 \psi_R^c(\tau', x),
\]

\[
- \int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \frac{Z_{TV}}{2} \tilde{\psi}_R^b(\tau, x) \psi_R^b(\tau', x) \tilde{\psi}_R^c(\tau', x) \psi_R^c(\tau', x),
\]

where such renormalized fields and parameters are given by

\[
\psi_R^0 = (Z_{\psi}^\omega)^{1/2} \psi_R, \quad v_R = Z_k^k(Z_{\psi}^\omega)^{-1} v_R, \quad c_{R0} = Z_{cR} c_{R0}, \quad c_{Bk} = Z_c(Z_{\psi}^\omega)^{-1} c_{Rk}, \quad \Gamma_{BV} = Z_{TV}(Z_{\psi}^\omega)^{-1} \Gamma_R, \quad \Gamma_{BU} = Z_{TV}(Z_{\psi}^\omega)^{-1} \Gamma_U.
\]

It is more elaborate to represent this theory by separating the renormalized part from counter terms that are to absorb divergences in the following way [Eq. (12)],

\[
S_B = S_R + S_{CT},
\]

\[
S_R = \int d^{d+1}x \tilde{\psi}_R^a(\gamma^0 \partial_0 + v_R \gamma^k \partial_k + c_{R0} \gamma^0 \gamma^5 + c_{Rk} \gamma^k \gamma^5) \psi_R^a
\]

\[
- \int d\tau \int d\tau' \int d^d x \frac{\Gamma_R}{2} (\tilde{\psi}_R^b(\tau, x) \gamma^0 \psi_R^b(\tau, x) \tilde{\psi}_R^c(\tau', x) \gamma^0 \psi_R^c(\tau', x)),
\]

\[
S_{CT} = \int d^{d+1}x \tilde{\psi}_R^a(\gamma^0 \partial_0 + v_R \gamma^k \partial_k + c_{R0} \gamma^0 \gamma^5 + c_{Rk} \gamma^k \gamma^5) \psi_R^a
\]

\[
- \int d\tau \int d\tau' \int d^d x \frac{\delta \Gamma_R}{2} (\tilde{\psi}_R^b(\tau, x) \gamma^0 \psi_R^b(\tau, x) \tilde{\psi}_R^c(\tau', x) \gamma^0 \psi_R^c(\tau', x)),
\]

where \( Z_{\psi}^\omega = 1 + \delta_{\psi}^\omega, \quad Z_k^k = 1 + \delta_k^k, \quad Z_{cR} = 1 + \delta_{cR}, \quad Z_c = 1 + \delta_c, \quad Z_{TV} = 1 + \delta_{TV} \) and \( Z_{TV} = 1 + \delta_{TV} \).

### 3. Feynman Rules

In the momentum and frequency space the effective action is written as

\[
S[\tilde{\psi}_p^a(\phi + \phi^5), \psi_p^a] = \sum_p \frac{1}{\beta^3} \sum_{p_1} \frac{\Gamma_V}{2} (\tilde{\psi}_{p_1}^b \psi_{p_2}^b)(\tilde{\psi}_{p_3}^c \psi_{p_4}^c) + \frac{\Gamma_U}{2} (\tilde{\psi}_{p_1}^b \psi_{p_2}^b)(\tilde{\psi}_{p_3}^c \psi_{p_4}^c) \delta_{p_1 - p_2 - p_3 - p_4} \delta^2 \delta^2 \delta^2 \delta^2,
\]

where Feynman rules are given in Fig. [8].

Since there is a chiral gauge field in the kinetic-energy part, the free propagator becomes a little bit complex. Considering the following identity

\[
(\phi + \phi^5)(\phi + \phi^5)(p^2 + c^2 + 2p \cdot c^5) = (p^2 + c^2 + 2p \cdot c^5)(p^2 + c^2 + 2p \cdot c^5) = (p + c)^2(p - c)^2,
\]

we obtain an electron Green function

\[
G(p) = -\frac{(\phi + \phi^5)(p^2 + c^2 + 2p \cdot c^5)}{(p + c)^2(p - c)^2}.
\]
We introduce the following expression with a Feynman parameter for the renormalization group analysis

$$G(p) = -\int_0^1 dx \frac{(\gamma - \gamma^5)(p^2 + c^2 + 2p \cdot c\gamma^5)}{[(p + (1 - 2x)c)^2 + 4x(1 - x)c^2]^2}.$$  

For a future use, we rearrange it in terms of $p$ as

$$G(p) = \int_0^1 dx \frac{p^2 p_1 \gamma^4 + p^2 (p_0 \gamma^0 - \gamma^5) + p_i p_j (-2c^5 \gamma^1 \gamma^5) + p_i f_i^1 (p_0) + f_0 (p_0)}{[(p + (1 - 2x)c)^2 + \Delta_0 (p_0; x)]^2}, \quad (B1)$$

$$\Delta_0 (p_0; x) = 4x(1 - x)c^2 - (p_0 + c_0)^2 + 4xp_0c_0,$$

$$f_i^1 (p_0) = -\gamma^4 (p_0 \gamma^0 - \gamma^5) (p_0 \gamma^0 + \gamma^5) + 2c^5 \gamma^5 (p_0 \gamma^0 - \gamma^5),$$

$$f_0 (p_0) = -(p_0 \gamma^0 - \gamma^5)^2 (p_0 \gamma^0 + \gamma^5).$$

Alternatively, we obtain in terms of $p' = p + (1 - 2x)c$ 

$$G(p) = \int_0^1 dx \frac{C_3 p'^2 p_1' + C_{2a} p'^2 + C_{2b} p_i' p_j' + C_0 p_i' + C_0}{[p'^2 + \Delta_0 (p_0; x)]^2}, \quad (B2)$$

$$C_3 = \gamma^4,$$

$$C_{2a} = \gamma - \gamma^5,$$

$$C_{2b} = -2\gamma^4 (u^3 + c^5 \gamma^5),$$

$$C_1 = -\gamma^4 (\gamma - \gamma^5) (\gamma + \gamma^5) - 2(u^1 - c^5 \gamma^5) (\gamma - \gamma^5),$$

$$C_0 = -(\gamma - \gamma^5)^2 (\gamma + \gamma^5),$$

where $u \equiv (p_0, c)$ and $\tilde{c}_x \equiv (2x - 1)c$. We may use either of these expressions for convenience. Despite their complicated form, they will not be involved much in actual integration procedures.
Appendix C: self-energy corrections

1. Relevant Feynman’s diagrams

Within the replica trick, we are allowed to perform the perturbative analysis. The full Green function of $G(p, q) = \langle \bar{\psi}_p \psi_q \rangle$ is evaluated up to the $\Gamma^2$ order as follows

$$G(p, q) = \lim_{R \to 0} \frac{1}{R} \int D\bar{\psi} D\psi \langle \bar{\psi}_p \psi_q \rangle e^{-S_0[\bar{\psi}, \psi]} e^{\sum_p \left[ \frac{\Gamma}{2L^3} (\bar{\psi}_{p_1} \gamma^0 \psi_{p_2} \bar{\psi}_{p_3} \gamma^0 \psi_{p_4}) + \frac{\Gamma U}{2L^3} \sum_p (\bar{\psi}_{p} \gamma^0 \psi_{q})(\bar{\psi}_{p_3} \gamma^0 \psi_{p_4}) \delta_{p_1 - p_2 - p_3 - p_4} \delta_{\nu_p} \delta_{\nu_q} \right]}$$

where summations on the replica indices are implied. Feynman diagrams whose internal lines are not connected to external lines always vanish due to the replica symmetry (all Green's functions with different replica indices are identical) and the replica limit ($\lim_{R \to 0} \frac{1}{R}$). For details, we refer to Ref. [13].

We find self-energy corrections in the first-order (Fig. 7).

$$\Sigma^{(1)}(p) = \frac{\Gamma V}{L^3} \sum_q \gamma^0 G(p - q) \gamma^0 \delta_{q0} + \frac{\Gamma U}{L^3} \sum_q G(p - q) \delta_{q0} \equiv \Sigma^{(1)}_V (p) + \Sigma^{(1)}_U (p). \quad (C1)$$

Likewise, we find self-energy corrections in the second order (Fig. 8).

$$\Sigma^{(2), r}(p) = \frac{\Gamma^2}{L^6} \sum_{q, l} \gamma^0 G(p - q) \gamma^0 G(p - q - l) \gamma^0 G(p - q - l) \gamma^0 \delta_{q0} \delta_{l0} + \frac{\Gamma V \Gamma U}{L^6} \sum_{q, l} \gamma^0 G(p - q) G(p - q - l) G(p - q) \gamma^0 \delta_{q0} \delta_{l0}$$

$$\equiv \Sigma^{(2), r}_V (p) + \Sigma^{(2), r}_U (p)$$

$$\Sigma^{(2), c}(p) = \frac{\Gamma^2}{L^6} \sum_{q, l} \gamma^0 G(p - q) \gamma^0 G(p - q - l) \gamma^0 G(p - l) \gamma^0 \delta_{q0} \delta_{l0} + \frac{\Gamma V \Gamma U}{L^6} \sum_{q, l} \gamma^0 G(p - q) G(p - q - l) G(p - l) \gamma^0 \delta_{q0} \delta_{l0}$$

$$\equiv \Sigma^{(2), c}_V (p) + \Sigma^{(2), c}_U (p)$$

FIG. 7: Self-energy corrections in the first-order. There are two Fock diagrams for intra- and inter-valley scattering, respectively.
2. Evaluation of relevant diagrams

From now on, we evaluate self-energy diagrams one by one. Since there are two types of interactions, we have many diagrams to evaluate, especially in the two-loop order. Instead of struggling to evaluate them one by one, we’re going to find integration formulae for products of Green functions and make a use of them for the same types of diagrams.

a. One-loop order: Fock diagrams

First, we evaluate the first-order Fock diagram

\[ \Sigma^{(1)}(p) = \Gamma_V \gamma^0 I_1(p) \gamma^0 + \Gamma_U I_1(p), \]

where \( I_1(p) \) is given by

\[ I_1(p) = \int \frac{d^d+1 q}{(2\pi)^{d+1}} 2\pi \delta(q_0) G(p-q) = \int \frac{d^d q}{(2\pi)^d} G(p_0, p-q) = \int \frac{d^d q}{(2\pi)^d} G(p_0, -q). \]

With Eq. [B2], the Green function is given by

\[ G(p_0, -q) = \int_0^1 dx \left\{ -C_2 q^2 q_i' + C_2 q^2 + C_2 j q_j' - C_1 q_i' + C_0 \right\}, \]

where \( q' = q + \tilde{e}_x \).

Dropping \( q'\)-odd terms, we have

\[ I_1 = \int_0^1 dx \int_0^1 \frac{dx'}{(2\pi)^d} \frac{C_2 q^2 + C_2 j q_j' + C_0}{(q^2 + \Delta_0(p_0, x))^2} = \int_0^1 dx \left[ \left( \frac{d}{2} C_2 + \frac{1}{2} C_2 \right) \frac{\Gamma(\frac{2-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} + \frac{C_0 \Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} \right]. \]

Then, the self-energy is given by

\[ \Sigma^{(1)}(p) = \Gamma_V \int_0^1 dx \left[ \left( \frac{d}{2} C_2 + \frac{1}{2} C_2 \right) \frac{\Gamma(\frac{2-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} + \frac{C_0 \Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} \right] + \Gamma_U \int_0^1 dx \left[ \left( \frac{d}{2} C_2 + \frac{1}{2} C_2 \right) \frac{\Gamma(\frac{2-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} + \frac{C_0 \Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} \right], \]

where we have introduced a bar notation: \( \bar{A} \equiv \gamma^0 A \gamma^0 \). Since we perform dimensional regularization in \( d = 2 + \varepsilon \), the term containing \( C_0 \) gives only a finite value. A relevant part for renormalization is

\[ \Sigma^{(1)}(p) \sim \frac{\Gamma_V}{4\pi} \int_0^1 dx \left[ \left( \frac{d}{2} p_0 \gamma^0 + \tilde{e}_x \gamma^k \gamma^k + c_0 \gamma^0 \gamma^5 + c_0 \gamma^5 \right)^2 \right] \frac{\Gamma(\frac{2-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} \]

\[ + \frac{\Gamma_U}{4\pi} \int_0^1 dx \left[ \left( \frac{d}{2} p_0 \gamma^0 + \tilde{e}_x \gamma^k \gamma^k + c_0 \gamma^0 \gamma^5 + c_0 \gamma^5 \right)^2 \right] \frac{\Gamma(\frac{2-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{2-d}{2}}} \]

\[ = -\frac{\Gamma_V}{2\pi \varepsilon} (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) - \frac{\Gamma_U}{2\pi \varepsilon} (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5) + O(1), \]

FIG. 8: Self-energy corrections in the second-order. There are two distinct types of diagrams, say, rainbow diagrams and crossed diagrams. Diagrams in each type are distinguished by interaction vertices (two intra-valley scattering, one intra-valley and one inter-valley scattering, and etc.). So, totally there are eight diagrams for the second-order self-energy corrections.
where $\tilde{c}_{jk}$-terms vanish after the integration over $x$.

Based on this result, we find propagator counter terms in the following way

$$-\frac{\Gamma_V}{2\pi\varepsilon}(p_0\gamma^0 + c_0\gamma_0\gamma^5) - \frac{\Gamma_U}{2\pi\varepsilon}(p_0\gamma^0 - c_0\gamma_0\gamma^5) + \mathcal{O}(1) + (\delta^\omega_{\psi} p_0\gamma^0 + \delta^k_{\psi} p_k\gamma^k + \delta_{\alpha i} c_0\gamma^0\gamma^5 + \delta_{\alpha i} c_k\gamma^k\gamma^5) = \text{finite}.$$ 

As a result, propagator counter terms up to the one-loop level are obtained as

$$\delta^\omega_{\psi} = \frac{\Gamma_V}{2\pi\varepsilon} + \frac{\Gamma_U}{2\pi\varepsilon}, \quad \delta^k_{\psi} = 0, \quad \delta_{\alpha i} = \frac{\Gamma_V}{2\pi\varepsilon} - \frac{\Gamma_U}{2\pi\varepsilon}, \quad \delta_c = 0. \quad (C6)$$

b. Two-loop order I: Rainbow diagrams

Next, we evaluate the rainbow diagrams

$$\Sigma^{(2),r}(p) = \Gamma^2_V I_{3r}(p)[M_1 = M_2 = \gamma^0] + \Gamma^2_V \Gamma_U I_{3r}(p)[M_1 = \gamma^0, M_2 = I_{4\times4}]$$

$$+ \Gamma_U \Gamma_V I_{3r}(p)[M_1 = I_{4\times4}, M_2 = \gamma^0] + \Gamma^2_U I_{3r}(p)[M_1 = M_2 = I_{4\times4}],$$

where $I_{3r}$ is given by

$$I_{3r}(p) = \int \frac{d^{d+1}q}{(2\pi)^{d+1}} 2\pi\delta(q_0) \int \frac{d^{d+1}l}{(2\pi)^{d+1}} 2\pi\delta(l_0) M_1 G(p - q) M_2 G(p - q - l) M_2 G(p - q) M_1.$$

We may simplify this expression with $I_1$ as

$$I_{3r}(p) = \int \frac{d^d q}{(2\pi)^d} 2\pi\delta(q_0) M_1 G(p - q) M_2 \left[ \int \frac{d^{d+1}l}{(2\pi)^{d+1}} 2\pi\delta(l_0) G(p - q - l) \right] M_2 G(p - q) M_1$$

$$= \int \frac{d^d q}{(2\pi)^d} M_1 G(p_0, p - q) M_2 I_1(p - q) M_2 G(p_0, p - q) M_1$$

$$= \int \frac{d^d q}{(2\pi)^d} M_1 G(p_0, q) M_2 I_1(p_0) M_2 G(p_0, -q) M_1,$$

where we used $I_1(p_0, q) = I_1(p_0)$.

Taking into account

$$\frac{1}{((p_0 - c_0)^2 - (q + c)^2)((p_0 + c_0)^2 - (q - c)^2)} = \int_0^1 dy \frac{6y(1-y)}{[q^2 + \Delta_0(p_0; y)]^4}$$

with $q' = q + \tilde{c}_y$ and resorting to the representation of Eq. [B2], we reach the following expression

$$I_{3r} = \int_0^1 dy 6y(1-y) \int \frac{d^d q^i}{(2\pi)^d} M_1 (-C_3^{ij} q^2 q_i + C_2 a q^2 + C_2^{ij} q_i q_j - C_1 q^2 q^i + C_0) M_2 (-C_3^{ij} q^2 q_i + C_2 a q^2 + C_2^{ij} q_i q_j - C_1 q^2 q^i + C_0) M_1$$

$$\left[ q^2 + \Delta_0(p_0; y) \right]^4.$$

There are many even terms contributing to the integration. However, it turns out that we have to consider the product of $C_3$ is only. This is because the divergent part of $I_1$ is canceled by the one-loop self-energy diagrams containing the first-order counter term, so only the finite part of $I_1$ participates in the remaining calculation. In other words, divergences may arise only by the $q^0$-term in the $q$-integration. For now, we just assume it (we will be back to this point later).

Keeping this term only, we have

$$I_{3r}(p) = \int_0^1 dy 6y(1-y) \int \frac{d^d q^i}{(2\pi)^d} (q^2 q_i q_j (M_1 C_3^{ij} M_2 I_1 M_2 C_3^{ij} M_1))$$

$$= \frac{(d + 4)(d + 2) \Gamma(2\frac{d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{y(1-y)}{\Delta_0(\frac{2\pi}{2})(y)} (M_1 C_3^{ij} M_2 I_1 M_2 C_3^{ij} M_1).$$

Then, the second-order self-energy correction for the rainbow diagrams is

$$\Sigma^{(2),r}(p) = \frac{(d + 4)(d + 2) \Gamma(2\frac{d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{y(1-y)}{\Delta_0(\frac{2\pi}{2})(y)} \left[ \Gamma^2_V (\gamma^i I_1 \gamma^i) + 2\Gamma_V \Gamma_U (\gamma^0 I_1 \gamma^0) + \Gamma^2_U (\gamma^i I_1 \gamma^i) \right].$$
When performing the renormalization group analysis in the second order, we should include consistently one-loop self-energy corrections made of a tree-level vertex and a one-loop propagator counter term, given by (Fig. 9)

\[
\Sigma^{(1),\delta\psi}(p) = \Gamma_V \int \frac{d^{d+1}q}{(2\pi)^{d+1}} 2\pi \delta(q_0) \gamma^0 G(p-q) (\delta_{\psi} p_0 \gamma^0 + \delta_{\psi} p_k \gamma^k + \delta_{\psi} c_0 \gamma^0 + \delta_{\psi} c_k \gamma^k)(p-q) \\
+ \Gamma_U \int \frac{d^{d+1}q}{(2\pi)^{d+1}} 2\pi \delta(q_0) \gamma^0 G(p-q) (\delta_{\psi} p_0 \gamma^0 + \delta_{\psi} p_k \gamma^k + \delta_{\psi} c_0 \gamma^0 + \delta_{\psi} c_k \gamma^k)(p-q)
\]

\[
= \Gamma_V \frac{(d+4)(d+2)\Gamma(\frac{2-d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{(1-y)}{\Delta_0^{\frac{d}{2}}(y)} \gamma^0 \gamma^i (-\Gamma_V \gamma^0 \text{div}(I_1) \gamma^0 - \Gamma_U \text{div}(I_1)) \gamma^i \\
+ \Gamma_U \frac{(d+4)(d+2)\Gamma(\frac{2-d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{(1-y)}{\Delta_0^{\frac{d}{2}}(y)} \gamma^i (-\Gamma_V \gamma^0 \text{div}(I_1) \gamma^0 - \Gamma_U \text{div}(I_1)) \gamma^i \\
= - \frac{(d+4)(d+2)\Gamma(\frac{2-d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{(1-y)}{\Delta_0^{\frac{d}{2}}(y)} \gamma^i \left[ \Gamma_V^2 \gamma^i \text{fin}(I_1) + 2\Gamma_V \Gamma_U \gamma^0 \gamma^i \text{fin}(I_1) \gamma^i \right] + \Omega_0^2 \gamma^i \text{fin}(I_1) \gamma^i
\]

where \text{div}(\cdots) means the divergent part of (\cdots). If we add these to the rainbow diagrams, the divergent part of \(I_1\) in the rainbow diagrams is eliminated and only a finite part remains in the following computation (so the remark of \(\frac{d}{2}\) is proved).

Writing it as \(\text{fin}(I_1) \equiv I_1 - \text{div}(I_1) = \int_0^1 dx \frac{C_0\Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{4-d}{2}}(x)}\), we obtain

\[
\Sigma^{(2),\gamma} + \Sigma^{(1),\delta\psi} = \frac{(d+4)(d+2)\Gamma(\frac{2-d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{(1-y)}{\Delta_0^{\frac{d}{2}}(y)} \gamma^i \left[ \Gamma_V^2 \gamma^i \text{fin}(I_1) + 2\Gamma_V \Gamma_U \gamma^0 \gamma^i \text{fin}(I_1) \gamma^i + \Omega_0^2 \gamma^i \text{fin}(I_1) \gamma^i \right].
\]

An expansion about \(d = 2 + \varepsilon\) gives

\[
\frac{(d+4)(d+2)\Gamma(\frac{2-d}{2})}{8(4\pi)^{\frac{d}{2}}} \int_0^1 dy \frac{(1-y)}{\Delta_0^{\frac{d}{2}}(y)} \gamma^i \left[ \Gamma_V^2 \gamma^i \text{fin}(I_1) + 2\Gamma_V \Gamma_U \gamma^0 \gamma^i \text{fin}(I_1) \gamma^i + \Omega_0^2 \gamma^i \text{fin}(I_1) \gamma^i \right] + O(1).
\]

As a result, the relevant part for renormalization is given as

\[
\Sigma^{(2),\gamma} + \Sigma^{(1),\delta\psi} = -\frac{1}{16\pi^2 \varepsilon} \left[ \Gamma_V^2 \gamma^i \int_0^1 dx \frac{C_0(x)\Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{4-d}{2}}(x)} + 2\Gamma_V \Gamma_U \gamma^0 \gamma^i \int_0^1 dx \frac{C_0(x)\Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{4-d}{2}}(x)} + \Omega_0^2 \gamma^i \int_0^1 dx \frac{C_0(x)\Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0^{\frac{4-d}{2}}(x)} \right] + O(1).
\]

The remaining calculation is \(\int_0^1 dx \frac{C_0(x)\Gamma(\frac{4-d}{2})}{(4\pi)^{\frac{d}{2}} \Delta_0(x)}\). A straightforward calculation gives

\[
-p_0 \gamma^0 \left[ -1 - \frac{\alpha}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) - \frac{\beta}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) + c_0 \left[ \frac{1}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) + \frac{1}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) \right] \right] \\
+ p_0 \gamma^0 \gamma^5 \left[ -1 - \frac{\alpha}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) - \frac{\beta}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) \right] + c_0 \gamma^0 \gamma^5 \left[ 1 + \frac{\alpha}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) + \frac{\beta}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) \right] \\
+ p_0 \gamma^0 \gamma^5 \left[ -1 - \frac{\alpha}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) - \frac{\beta}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) \right] + c_0 \gamma^0 \gamma^5 \left[ 1 + \frac{\alpha}{2} \ln \left( \frac{\alpha-1}{\alpha+1} \right) + \frac{\beta}{2} \ln \left( \frac{\beta-1}{\beta+1} \right) \right]
\]

where \((\alpha, \beta) = ab \pm \sqrt{(a^2-1)(b^2-1)}\) and \(a = \frac{p_0}{|c_0|}\), \(b = \frac{c_0}{|c_0|}\).

FIG. 9: One-loop self-energy diagrams containing the first-order propagator counter terms given in Eq. (9). Added to the rainbow diagrams, these contributions cancel the divergent part of \(I_1\) in the rainbow diagrams, leaving only a finite part of \(I_1\) to participate in the remaining calculation.
Dropping the complex logarithm terms, we have
\[ \gamma^i = \int_0^1 dx \frac{C_0(x)}{\Delta_0(x)} \gamma^i \simeq \gamma^i \left( -p_0 \gamma^0 - \frac{2p_0 c_0}{|c|^2} c_k \gamma^k + c_0 \gamma^0 \gamma^5 - c_k \gamma^k \gamma^5 \right) \gamma^i \]
\[ = -d p_0 \gamma^0 + (2 - d) \frac{2p_0 c_0}{|c|^2} c_k \gamma^k - d c_0 \gamma^0 \gamma^5 + (d - 2) c_k \gamma^k \gamma^5. \]

As a result, the self-energy correction from rainbow diagrams is
\[ \Sigma^{(2)}(p) + \Sigma^{(1)}(p) = \frac{1}{8 \pi^2} \left[ \Gamma^2_v (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \Gamma^2_U (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + 2 \Gamma_\gamma \Gamma_U (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5) \right] + O(1), \tag{C7} \]
where the result is depicted pictorially in Fig. 10.

\[ \text{c. Two-loop order II: Crossed diagrams} \]

Last, we evaluate the crossed diagrams
\[ \Sigma^{(2),c}(p) = \Gamma^2_v I_{3c}(p) [M_1 = M_2 = \gamma^0] + \Gamma_v \Gamma_U I_{3c}(p) [M_1 = \gamma^0, M_2 = I_{4x4}] \]
\[ + \Gamma_v \Gamma_U I_{3c}(p) [M_1 = I_{4x4}, M_2 = \gamma^0] + \Gamma^2_U I_{3c}(p) [M_1 = M_2 = I_{4x4}], \]
where \( I_{3c} \) is given by
\[ I_{3c}(p) = \int \frac{d^d q}{(2\pi)^d} 2\pi \delta(q_0) \int \frac{d^d l}{(2\pi)^d} 2\pi \delta(l_0) M_1 G(p - q) M_2 G(p - l) M_1 G(p - l) M_2 \]
\[ = \int \frac{d^d q}{(2\pi)^d} \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, p - q) M_2 G(p_0, p - q - l) M_1 G(p_0, p - l) M_2 \]
\[ = \int \frac{d^d q}{(2\pi)^d} \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, -q) M_2 G(p_0, -q - l) M_1 G(p_0, -l + p) M_2. \]

In this case the loop momenta of \( l \) and \( q \) are interwoven and this makes the analysis more complicated.

First, we perform the integration on \( q \). Using Eq. (B2), we have
\[ \int_0^1 dx \int_0^1 dy \int \frac{d^d q}{(2\pi)^d} \frac{-C_{13} (q' + l)^2 (q'_k + l_k) + C_{2a} (q' + l)^2 + C_{2b} (q'_k + l_k) (q'_l + l_i) - C_{1i} (q'_i + l_i) + C_0}{[q'^2 + \Delta_0(p_0; x)]^2} \]
\[ \times M_2 \frac{C'_{3a} (q' + l)^2 (q'_k + l_k) + C_{2a} (q' + l)^2 + C_{2b} (q'_k + l_k) (q'_l + l_i) - C_{1i} (q'_i + l_i) + C_0}{[(q' + l)^2 + \Delta_0(p_0; y)]^2} \]

FIG. 10: The result for the rainbow diagrams. Each rainbow diagram is added consistently by one-loop self-energy diagrams made of a tree-level vertex and a one-loop propagator counter term.
Denominators are combined as
\[
\frac{1}{[q'^2 + \Delta_0(p_0; x)]^2[(q' + t)^2 + \Delta_0(p_0; y)]^2} = \int_0^1 dz \frac{6z(1-z)}{[\Delta_1(p_0, t; x, y, z)]^4},
\]
where \(\Delta_1 = z(1-z)t^2 + (1-z)\Delta_0(p_0; x) + z\Delta_0(p_0; y)\). Shifting \(q' \to q' - zl\) and renaming \(q'\) as \(q\), we have
\[
\int_0^1 dx \int_0^1 dy \int_0^1 dz \int \frac{d^d q}{(2\pi)^d} \frac{6z(1-z)}{[q'^2 + \Delta_1]^4} \left(-C_1(q - zl)^2(q_i - zl_j) + C_2a(q - zl)^2 + C_3b(q - zl)q_i(q_j - zl_j) - C_4(q_i - zl_i) + C_0\right)
\]
\[
\times M_2 \left(-C_5^b(q + (1-z)t)^2(q_k + (1-z)t_k) + C_2a(q + (1-z)t)^2 + C_3b^i(q_k + (1-z)t_k)(q_i + (1-z)t_i) - C_4^i(q_k + (1-z)t_k) + C_0\right).
\]
Despite this complex expression, we need to consider only a few terms for renormalization. This can be understood, considering a simple integral
\[
\int \frac{d^d q}{(2\pi)^d} \frac{(q^2)^m}{[q^2 + \Delta]^4} = \frac{\Gamma(\frac{d-2m}{2})\Gamma(\frac{d}{2} + m)}{(4\pi)^{d/2} \Gamma(\frac{d}{2}) \Gamma(4d/2 - 2m)}. \quad (C8)
\]
Since we resort to the dimensional regularization in \(d = 2 + \varepsilon\), an integral for \(m\) smaller than \(3\) gives a finite value, and it doesn’t participate in renormalization. The product of the \(q^3\)-terms (i.e. \(q^0\)-term) certainly gives renormalization effects. Other than \(q^0\)-term, even terms of \(q^4t^2, q^4t^4\) and \(l^0\) possibly contribute to renormalization after the \(I\)-integral because there will be an equal number of momentum \(l\) in the denominator and numerator (considering the dimension of an integrand, this fact may be easily estimated, because any dimensionful constant in numerator lowers the superficial degree of divergence of the integral). All of those come from the product of the \(C_3\)-terms, so the relevant part is
\[
\int_0^1 dx \int_0^1 dy \int_0^1 dz 6z(1-z) \int \frac{d^d q}{(2\pi)^d} \frac{(q - zl)^2(q - zl)M_2(q + (1-z)t)^2(q + (1-z)t)}{[q^2 + \Delta_1(p_0, l; x, y, z)]^4},
\]
where \(q \equiv q^i\gamma^i(i = 1, 2, 3)\).

The numerator is arranged as
\[
N = (-1)^{1+\frac{1}{2}tr[M_2]} M_2(q - zl)^2(q + (1-z)t)^2(q - zl)(q + (1-z)t)
\]
\[
= (-1)^{\frac{1}{2}tr[M_2]} M_2 \left[D_6(q^2)^3 + D_{2a}(q^2)^2 + D_{2b}^i q_i q_j + D_{2a} q^2 + D_{2b}^i q_i q_j + D_0\right] + \text{(odd terms)},
\]
where the coefficients are given by
\[
D_6 = 1, \quad D_{2a} = (3z^2 - 3z + 1)t^2, \quad D_{2b}^i = (12z^2 - 8z)l^i l^j + (2 - 4z)l^i \gamma^j l, \quad D_{2a} = (3z^2 - 6z^3 + 4z^2 - 2)(l^2)^2, \quad D_{2b}^i = (12z^4 - 20z^3 + 8z^2)l^i l^j l^k + (-4z^3 + 6z^2 - 2)l^i \gamma^j l^k, \quad D_0 = z^3(z - 1)^3(l^2)^3.
\]
Now, the integral is easily performed to be
\[
\int \frac{d^d q}{(2\pi)^d} \frac{(-1)^{\frac{1}{2}tr[M_2]} M_2 [D_6(q^2)^3 + D_{2a}(q^2)^2 + D_{2b}^i q_i q_j + D_{2a} q^2 + D_{2b}^i q_i q_j + D_0]}{[q^2 + \Delta_1(t; x, y, z)]}
\]
\[
= \frac{(-1)^{\frac{1}{2}tr[M_1]} M_2}{(4\pi)^{d/2}} \left[\frac{d(d + 4)(d + 2)\Gamma(\frac{2-d}{2})}{8\Gamma(4)} \frac{D_6}{\Delta_1^{2d/4}} + \frac{d(d + 2)\Gamma(\frac{4-d}{2})}{4\Gamma(4)} \frac{D_{2a}}{\Delta_1^{2d/4}} + \frac{d\Gamma(\frac{6-d}{2})}{2\Gamma(4)} \frac{D_{2a}}{\Delta_1^{2d/4}} + \frac{d\Gamma(\frac{8-d}{2})}{\Gamma(4)} \frac{D_0}{\Delta_1^{2d/4}}\right].
\]
Next, we perform the \(L\)-integral. Using \(M_1 M_2 M_1 = M_2\) (since the matrices of \(M_1\) and \(M_2\) are either \(I_{4 \times 4}\) or \(\gamma^0\)), we have
\[
I_{3L}(p) = \frac{(-1)^{\frac{1}{2}tr[M_2]}}{(4\pi)^{d/2}} \int_0^1 dx \int_0^1 dy \int_0^1 dz (1-z) \int \frac{d^d l}{(2\pi)^d} \left[\frac{d(d + 4)(d + 2)\Gamma(\frac{2-d}{2})}{8} \frac{D_6}{\Delta_1^{2d/4}} + \frac{d(d + 2)\Gamma(\frac{4-d}{2})}{4} \frac{D_{2a}}{\Delta_1^{2d/4}} + \frac{d\Gamma(\frac{6-d}{2})}{2} \frac{D_{2a}}{\Delta_1^{2d/4}} + \frac{d\Gamma(\frac{8-d}{2})}{\Gamma(4)} \frac{D_0}{\Delta_1^{2d/4}}\right] M_2 G(p_0, -l + p) M_2 + \text{(finite parts)}.
\]
Taking out \( z(1-z) \) from \( \Delta_1 = z(1-z)l_2 + (1-z)\Delta_0(x) + z\Delta_0(y) \) first, we find that the remaining integrals are such a simple form:

\[
\int_0^1 dv \int \frac{d^d l}{(2\pi)^d} \frac{(l^2)^n}{[l^2 + \frac{1}{2}l_2 \Delta_0(p_0; x) + \frac{1}{1-z} \Delta_0(p_0; y)]^{n+\frac{2-d}{2}}} \\
\times -\frac{(l - p)^2}{[(l - p - \vec{c}_v)^2 + \Delta_0(p_0; v)]^2} \frac{1}{l_2 + \frac{1}{2}l_2 \Delta_0(x) + \frac{1}{1-z} \Delta_0(y)},
\]

where the cases of \( n = 0, 1, 2, 3 \) correspond to integrals for \( D_6, D_4, D_2 \) and \( D_0 \), respectively. Such integrations result in \( \Gamma(n + \frac{6-d}{2} + \frac{2-d}{2} - n - m) = \Gamma(3 - d - m) \), where \( m = 1 \) stands for \( l^2 \) (the leading even-term) and \( m = 0 \) for a constant term in the propagator. Within the dimensional regularization in \( d = 2 + \varepsilon \), only the integral of \( m = 1 \) possibly gives a divergent factor of \( \Gamma(2-d) \). However, in the \( n = 0 \) case we already got \( \Gamma(\frac{2-d}{2}) \), and we need to consider the constant \( (m = 0) \) term, which turns out to be important. We first compute this term.

The denominator is transformed as

\[
\Gamma(\frac{6-d}{2}) \int_0^1 dw_1 (1-w_1)^{-\frac{d}{2}} \int \frac{d^d l}{(2\pi)^d} \frac{C_0(w, v)}{[l^2 + \Delta_2(w, v)]^{\frac{d}{2}+\frac{2-d}{2}}} = \Gamma(\frac{3-d}{2}) \Gamma(\frac{2-d}{2}) \int_0^1 dw_1 (1-w_1)^{-\frac{d}{2}} \frac{C_0(w, v)}{\Delta_2(w, v)},
\]

where \( \Delta_2 = w(1-w)(p - \vec{c}_v)^2 + \frac{1-w}{2} \Delta_0(x) + \frac{1-w}{2} \Delta_0(y) + w \Delta_0(v) \). This suggests that we may use Eq. (B2) with a slight change. Then, the integral for \( m = 0 \) is

\[
\int_0^1 dw_1 \frac{\Gamma(\frac{3-d}{2})}{\Gamma(\frac{2-d}{2})} \int_0^1 dw_1 \frac{C_0(w, v)}{\Delta_2(w, v)} = \frac{\Gamma(3-d)}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{2-d}{2})} \int_0^1 dw_1 \frac{d}{\Delta_2(w, v)} C_0(w, v)|_{w=1} + \cdots.
\]

Note that \( \Gamma(\frac{2-d}{2}) \) in the first term is canceled after the \( w \)-integral, but \( \Gamma(\frac{2-d}{2}) \) in the second term is not. Together with \( \Gamma(\frac{6-d}{2}) \) originating from the \( q \)-integral, the first term contributes to a divergent part while the other higher-order terms give only finite values. In short, the above analysis suggests that we should include \( \int_0^1 dw_1 \frac{C_0(w, v)}{\Delta_2(w, v)} \).

Now, we focus on the \( m = 1 \) case. Since \( l^2 \) may arise from \( l^2 \) (surely) and \( l^3 \) (after momentum shift), we’re keeping them. After the similar analysis as the above, we obtain

\[
\int_0^1 dv \int \frac{d^d l}{(2\pi)^d} \frac{(l^2)^n}{[l^2 + \frac{1}{2}l_2 \Delta_0(x) + \frac{1}{1-z} \Delta_0(y)]^{n+\frac{2-d}{2}}} \\
\times \frac{\Gamma(3-d)}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{2-d}{2})} \int_0^1 dw_1 \frac{d}{\Delta_2(w, v)} C_0(w, v)|_{w=1} + \cdots.
\]

where we have shifted \( l \to l + w(p - \vec{c}_v) \) and kept only the leading even terms including shifted contributions from \( (l^2)^n \) and \( l^2 l \).

After the \( l \)-integration, we reach the following expression

\[
\frac{\Gamma(2-d)(n + \frac{6-d}{2})}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{2-d}{2})} \int_0^1 dw_1 (1-w)^{n-\frac{d}{2}} \Delta_2(w, v) \frac{(p - \vec{c}_v)^2}{[l^2 + \Delta_2(p; x, y, z, w)]^{n+\frac{2-d}{2}}}.
\]

where \( \Delta_2 \) is not involved in the \( w \)- and the \( v \)-integral. The effect of the \( v \)-integral is just to remove \( \vec{c}_v \). The \( w \)-integral gives

\[
\frac{\Gamma(2-d)}{(4\pi)^{\frac{d}{2}} \Gamma(\frac{2-d}{2})} \frac{(p - \vec{c}_v)^2}{(n + \frac{6-d}{2})} - \frac{2(n + 1)}{d} \frac{d}{p_i \gamma^i} + \frac{2}{n + \frac{6-d}{2}} \frac{2(n + 1) + d}{p_i \gamma^i},
\]
where $2/(n + \frac{4d}{2})$ makes up for the difference due to additional $w$. Among the remaining Feynman parameters of $x$, $y$ and $z$, only $z$ is effective since there are polynomials of $z$ in the $D$s.

The $z$-integrals for each $n$ are performed as (from the first line, $n = 0, 1, 2, 3$)

$$
\int_0^1 dz \frac{z(1-z)}{z^{\frac{4d+2}{2}}(1-z)^{\frac{4d}{2}}} = \frac{[\Gamma(\frac{d+2}{2})]^2}{\Gamma(d+2)},
$$

$$
\int_0^1 dz z(1-z) \frac{1-3z(1-z)+\frac{2-12z(1-z)}{d}}{\frac{z^{\frac{4d}{2}}}{d}(1-z)^{\frac{4d}{2}}} = \frac{d^2+8 \left[\frac{\Gamma(\frac{d+2}{2})}{\Gamma(d+2)}\right]^2}{d^2}.
$$

$$
\int_0^1 dz z(1-z) \frac{z(1-z)}{\frac{z^{\frac{4d}{2}}}{d}(1-z)^{\frac{4d}{2}}} = -\frac{\left[\frac{\Gamma(\frac{d+2}{2})}{\Gamma(d+2)}\right]^2}{d^2}.
$$

As a result, we obtain

$$
I_{3c}(p) = \frac{\Gamma(\frac{2d}{2})\Gamma(2-d)}{(4\pi)^d\Gamma(\frac{d}{2})} \frac{[\Gamma(\frac{d+2}{2})]^2}{\Gamma(d+2)} \left(-1\right)^{\frac{1}{2}[M_2]} \left(p \cdot p \gamma^5 + \frac{2}{d} (p_k \gamma^k + c_k \gamma^k \gamma^5)\right) M_2
$$

$$
\times \left[\frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2})}{8 \Gamma(\frac{6-d}{2})} + \frac{(d+2)d(2-d) \Gamma(\frac{d+2}{2} + 1)}{8 \Gamma(\frac{6-d}{2})} d^2 + 8ight]
$$

$$
- \frac{d(4-d)(2-d) \Gamma(\frac{d+2}{2} + 2)}{8 \Gamma(\frac{6-d}{2})} d^2 + 8ight] - \frac{6-d}{8} \frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2})}{\Gamma(\frac{6-d}{2})} + \frac{(d+2)d(2-d) \Gamma(\frac{d+2}{2} + 1)}{\Gamma(\frac{6-d}{2})} d^2 + 8
$$

$$
- \frac{d(4-d)(2-d)}{8} \frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2} + 2)}{\Gamma(\frac{6-d}{2})} d^2 + 8ight] - \frac{6-d}{8} \frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2} + 3)}{\Gamma(\frac{6-d}{2})} d^2 + 8
$$

$$
+ \frac{\Gamma(2d)}{(4\pi)^d \Gamma(\frac{6-d}{2})} \Gamma(2-d) \left[\frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2})}{\Gamma(\frac{6-d}{2})} + \frac{(d+2)d(2-d) \Gamma(\frac{d+2}{2} + 1)}{\Gamma(\frac{6-d}{2})} d^2 + 8
$$

$$
- \frac{d(4-d)(2-d)}{8} \frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2} + 2)}{\Gamma(\frac{6-d}{2})} d^2 + 8ight] - \frac{6-d}{8} \frac{(d+4)(d+2)d \Gamma(\frac{d+2}{2} + 3)}{\Gamma(\frac{6-d}{2})} d^2 + 8
$$

where we have used the matrix identities:

$$
(-1)^{\frac{1}{2}[M_2]} \gamma^0 M_2 = (-1)^{\frac{1}{2}[M_2]} \gamma^0, \quad (-1)^{\frac{1}{2}[M_2]} \gamma^0 \gamma^5 M_2 = -\gamma^5,
$$

$$
(-1)^{\frac{1}{2}[M_2]} \gamma^k M_2 = -\gamma^k, \quad (-1)^{\frac{1}{2}[M_2]} M_2 \gamma^k \gamma^5 M_2 = (-1)^{\frac{1}{2}[M_2]} \gamma^k \gamma^5.
$$

Finally, the self-energy correction from the crossed diagrams is

$$
\Sigma^{(2),c}(p) = \Gamma^2_v \left[\frac{1}{8\pi^2 \varepsilon} + \frac{5 + 6 \gamma - 6 \ln 4\pi}{48\pi^2 \varepsilon}\right] (p_0 \gamma^0 + c_0 \gamma_0 \gamma^5) + \frac{1}{16\pi \varepsilon} p_k \gamma^k - \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 - \frac{1}{8\pi^2 \varepsilon} \int_0^1 dv \frac{C_0(v)}{\Delta_0(v)}
$$

$$
+ \Gamma_{\gamma} \Gamma_U \left[\frac{1}{8\pi^2 \varepsilon} + \frac{5 + 6 \gamma - 6 \ln 4\pi}{48\pi^2 \varepsilon}\right] (-p_0 \gamma^0 + c_0 \gamma_0 \gamma^5) + \frac{1}{16\pi \varepsilon} p_k \gamma^k + \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 + \frac{1}{8\pi^2 \varepsilon} \int_0^1 dv \frac{C_0(v)}{\Delta_0(v)}
$$

$$
+ \Gamma_{\gamma} \Gamma_U \left[\frac{1}{8\pi^2 \varepsilon} + \frac{5 + 6 \gamma - 6 \ln 4\pi}{48\pi^2 \varepsilon}\right] (p_0 \gamma^0 + c_0 \gamma_0 \gamma^5) + \frac{1}{16\pi \varepsilon} p_k \gamma^k - \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 - \frac{1}{8\pi^2 \varepsilon} \int_0^1 dv \frac{C_0(v)}{\Delta_0(v)}
$$

$$
+ \Gamma_{\gamma}^2 \left[\frac{1}{8\pi^2 \varepsilon} + \frac{5 + 6 \gamma - 6 \ln 4\pi}{48\pi^2 \varepsilon}\right] (-p_0 \gamma^0 + c_0 \gamma_0 \gamma^5) + \frac{1}{16\pi \varepsilon} p_k \gamma^k + \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 + \frac{1}{8\pi^2 \varepsilon} \int_0^1 dv \frac{C_0(v)}{\Delta_0(v)} + \mathcal{O}(1).\]
When we take into account the vertex renormalization, we should introduce consistently self-energy corrections made of a vertex counter term, given by (Fig. 11)

\[ \Sigma^{(1),\delta_V}(p) = \delta_V \Gamma_V \gamma^0 I_1(p) \gamma^0 + \delta_V \Gamma_U I_1(p) = \Sigma^{(1),\delta_V}(p) + \Sigma^{(1),\delta_U}(p) + \Sigma^{(1),\delta_V}(p). \]

Recall \( I_1 = \int_0^1 dx \left( \frac{d}{2} (p_0 \gamma^0 - \phi \gamma^5) + \frac{1}{2} (2 \tilde{c}_v k \gamma^k + 2 c_k \gamma^k \gamma^5) \right) + \int_0^1 dx \frac{c_0 \Gamma^{(1)}(\delta^0)}{(4\pi)^{d/2} \Delta_0^{(d-2)/2}} \) in Eq. (C4).

Expanding \( I_1 \) about \( d = 2 + \varepsilon \) and inserting \( \delta_V = \frac{\Gamma_V}{2\pi \varepsilon} + \frac{\Gamma_U}{2\pi \varepsilon} \) and \( \delta_U = -\frac{\Gamma_U}{2\pi \varepsilon} - \frac{\Gamma_V}{2\pi \varepsilon} \) into the above expression, which will be computed in the next section, we obtain

\[
\Sigma^{(1),\delta_V}(p) = \Gamma_V^2 \left[ - \left( \frac{1}{4\pi^2 \varepsilon^2} + \frac{1 + \gamma - \ln 4\pi}{8\pi^2 \varepsilon} \right) (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{1}{8\pi^2 \varepsilon} \int_0^1 dx \frac{C_0(x)}{\Delta_0(x)} \right] \\
+ \Gamma_V \Gamma_U \left[ - \left( \frac{1}{4\pi^2 \varepsilon^2} + \frac{1 + \gamma - \ln 4\pi}{8\pi^2 \varepsilon} \right) (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{1}{8\pi^2 \varepsilon} \int_0^1 dx \frac{C_0(x)}{\Delta_0(x)} \right] \\
+ \Gamma_U \Gamma_V \left[ - \left( \frac{1}{4\pi^2 \varepsilon^2} + \frac{1 + \gamma - \ln 4\pi}{8\pi^2 \varepsilon} \right) (-p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) - \frac{1}{8\pi^2 \varepsilon} \int_0^1 dx \frac{C_0(x)}{\Delta_0(x)} \right] \\
+ \Gamma_U^2 \left[ - \left( \frac{1}{4\pi^2 \varepsilon^2} + \frac{1 + \gamma - \ln 4\pi}{8\pi^2 \varepsilon} \right) (-p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) - \frac{1}{8\pi^2 \varepsilon} \int_0^1 dx \frac{C_0(x)}{\Delta_0(x)} \right] + \mathcal{O}(1).
\]

Adding these contributions to the crossed diagrams, we finally obtain

\[
\Sigma^{(2),\varepsilon}(p) + \Sigma^{(1),\delta_V}(p) = \Gamma_V^2 \left[ \left( - \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k - \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 \right] \\
+ \Gamma_U^2 \left[ \left( - \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) (-p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k + \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5 \right] \\
+ 2\Gamma_V \Gamma_U \left[ \left( - \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) c_0 \gamma^0 \gamma^5 + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k \right] + \mathcal{O}(1). \quad (C9)
\]

This result is depicted pictorially in Fig. 12.
Appendix D: vertex correction

1. Relevant Feynman diagrams

The vertex renormalization can be found from a four-point function of $D(p, p', q, q') = \langle \psi_p \bar{\psi}_{p'} \psi_q \bar{\psi}_{q'} \rangle$. Performing the perturbative analysis up to the $\Gamma^2$ order, we obtain

$$D(p, p', q, q') = \lim_{R \to 0} \frac{1}{R} \int \bar{\psi} \psi \left( \frac{\partial}{\partial \mp p} \right) (q, q') e^{-S_0[\hat{\psi}, \hat{\bar{\psi}}]} \sum_{p_j} \left[ \frac{\Gamma_{\Delta}^c}{2} (\bar{\psi}_{p_1} \gamma^a \psi_{p_2} (\bar{\psi}_{p_3} \gamma^b \psi_{p_4}) + \frac{\Gamma_{\Delta}^c}{2} (\bar{\psi}_{p_1} \psi_{p_2} (\bar{\psi}_{p_3} \psi_{p_4})) \right] \delta^{(3)}(\bar{p}_1 - p_{2} - p_{3} - p_{4}) \delta^a \delta^b \delta^c \delta^d \delta^e \delta^f \delta^g \delta^h \delta^i \delta^j \delta^k \delta^l \delta^m \delta^n \delta^o \delta^p \delta^q \delta^r \delta^s \delta^t \delta^u \delta^v \delta^w \delta^x \delta^y \delta^z \delta^{(3)}.$$ 

$$\approx \lim_{R \to 0} \frac{1}{R} \int \bar{\psi} \psi e^{-S_0[\hat{\psi}, \hat{\bar{\psi}}]} \left[ \left( \bar{\psi}_{p_1} \gamma^a \psi_{p_2} (\bar{\psi}_{p_3} \gamma^b \psi_{p_4}) + \frac{\Gamma_{\Delta}^c}{2} (\bar{\psi}_{p_1} \psi_{p_2} (\bar{\psi}_{p_3} \psi_{p_4})) \right) \right] \delta^{(3)}(\bar{p}_1 - p_{2} - p_{3} - p_{4}) \delta^a \delta^b \delta^c \delta^d \delta^e \delta^f \delta^g \delta^h \delta^i \delta^j \delta^k \delta^l \delta^m \delta^n \delta^o \delta^p \delta^q \delta^r \delta^s \delta^t \delta^u \delta^v \delta^w \delta^x \delta^y \delta^z \delta^{(3)}.$$ 

Among the first-order contributions, fully-connected diagrams give scattering elements (Fig. 13). The four-point function and the scattering matrix element at the tree level are

$$M^{(0)}(p, p; q) \equiv M^{(0)}_V(p, p; q) + M^{(0)}_U(p, p; q) = 2 \Gamma_V (\gamma^0 \otimes \gamma^0) + 2 \Gamma_U (I_{4 \times 4} \otimes I_{4 \times 4}).$$ \hfill (D1)

Among the second order contributions, only diagrams connected with the external lines survive in the replica limit of $R \to 0$ and give scattering matrix elements. Thus, the scattering matrix elements in the second order are

\begin{align*}
\text{FIG. 12: The result for the crossed diagrams. Each crossed diagram is added consistently by one-loop self-energy diagram made of a tree-level vertex and a vertex-correction counter term. Note that there are simple poles for $c_k$, resulting in renormalization of $c_k$, while the sign difference between $\Gamma_V$ and $\Gamma_U$ channels implies that their roles ($\Gamma_V$ and $\Gamma_U$) are different. Also, one may notice that non-local divergences of $(\gamma - \ln 4\pi)$ are canceled, which is the result of BPHZ theorem [6], and so the problematic term of $\int_0^1 dx \frac{c_k}{\Delta x}$ is.}
\end{align*}
given by (Fig. 14)

\[ \mathcal{M}^{(1)}_{ph} = \frac{2\Gamma^2}{L^3} \sum_l \gamma^0 G(p - l) \gamma^0 \otimes \gamma^0 G(p' - l - q) \gamma^0 \delta_{q0} + \frac{2\Gamma \Gamma'}{L^3} \sum_l \gamma^0 G(p - l) \otimes G(p' - l - q) \gamma^0 \delta_{q0} + \frac{2\Gamma^2}{L^3} \sum_l G(p - l) \otimes G(p' - l - q) \delta_{q0}, \]

\[ \equiv \mathcal{M}^{ph}_{VV} + \mathcal{M}^{ph}_{UU} + \mathcal{M}^{ph}_{UV} + \mathcal{M}^{ph}_{UV} \]

\[ \mathcal{M}^{(1)}_{pp} = \frac{2\Gamma^2}{L^3} \sum_l \gamma^0 G(p - l) \gamma^0 \otimes \gamma^0 G(p' + l) \gamma^0 \delta_{q0} + \frac{2\Gamma \Gamma'}{L^3} \sum_l \gamma^0 G(p - l) \gamma^0 \otimes \gamma^0 G(p' + l) \delta_{q0} + \frac{2\Gamma^2}{L^3} \sum_l G(p - l) \otimes G(p' + l) \delta_{q0}, \]

\[ \equiv \mathcal{M}^{pp}_{VV} + \mathcal{M}^{pp}_{UU} + \mathcal{M}^{pp}_{UV} + \mathcal{M}^{pp}_{UV} \]

\[ \mathcal{M}^{(1)}_{ver} = \frac{2\Gamma^2}{L^3} \sum_l \gamma^0 G(p - l) \gamma^0 G(p + q - l) \gamma^0 \delta_{q0} + \frac{2\Gamma \Gamma'}{L^3} \sum_l \gamma^0 G(p - l) \gamma^0 G(p + q - l) \delta_{q0} + \frac{2\Gamma^2}{L^3} \sum_l G(p - l) \gamma^0 G(p + q - l) \delta_{q0}, \]

\[ \equiv \mathcal{M}^{ver}_{VV} + \mathcal{M}^{ver}_{UU} + \mathcal{M}^{ver}_{UV} + \mathcal{M}^{ver}_{UV}, \]

where “ph”, “pp” and “ver” represent “particle-hole”, “particle-particle” and “vertex”, respectively.

2. Evaluation of relevant diagrams

a. Particle-hole channel

First, we evaluate the particle-hole diagrams (the first line in Fig. 14)

\[ \mathcal{M}^{(1)}_{ph} = 2\Gamma^2 I_{2ph}[M_1 = M_2 = \gamma^0] + 2\Gamma \Gamma' I_{2ph}[M_1 = \gamma^0, M_2 = I_{4x4}] + 2\Gamma^2 I_{2ph}[M_1 = I_{4x4}, M_2 = \gamma^0] + 2\Gamma^2 I_{2ph}[M_1 = M_2 = I_{4x4}], \]

where \( I_{2ph} \) is given by \( (k \equiv p - p' + q) \)

\[ I_{2ph} = \int \frac{d^{d+1}l}{(2\pi)^d} 2\pi \delta(l_0) M_1 G(p - l) M_2 \otimes M_2 G(p' - l - q) M_1 \]

\[ = \int \frac{d^{d}l}{(2\pi)^d} M_1 G(p_0, p - l) M_2 \otimes M_2 G(p'_0, p' - q_0 - l - q) M_1 \]

\[ = \int \frac{d^{d}l}{(2\pi)^d} M_1 G(p_0, -l) M_2 \otimes M_2 G(p'_0, -q_0, -l - k) M_1. \]

Using Eq. (B1), we have

\[ I_{2ph} = \int_0^1 dz \int_0^1 dy \int \frac{d^{d}l}{(2\pi)^d} M_1 \frac{-l^2 \gamma^0 + l^2 (p_0 \gamma^0 - \gamma^0) + l_0 (2 \gamma^0 \gamma^0 - l_0 f_1(p_0) + f_0(p_0)) M_2 \otimes M_2}{[(l - (1 - 2z))e]^2 + \Delta_0(p_0; z)]^2} \]

\[ = \frac{-(l_0 + k)(2 \gamma^0 l_0 + l_0 + k)(2 \gamma^0 l_0 + l_0 + k)(l_0 + k)}{[(l + k) - (1 - 2y) e]^2 + \Delta_0(p_0 - q_0, y)]^2} \]

FIG. 13: Tree-level vertex. There are two contributions from intra-valley and inter-valley scattering.
Thus, the scattering matrix element for the particle-hole diagrams is 

\[ \mathcal{M}_{ph} = \frac{\Gamma^2_U}{2\pi\epsilon} (\gamma^i \otimes \gamma^j) + \frac{\Gamma V \Gamma_U}{\pi\epsilon} (\gamma^0 \gamma^i \otimes \gamma^0 \gamma^j) - \frac{\Gamma^2_V}{2\pi\epsilon} (\gamma^i \otimes \gamma^j) + \mathcal{O}(1). \] (D2)

b. Particle-particle channel

Next, we evaluate the particle-particle diagrams (the second line in Fig. 14)

\[ \mathcal{M}_{pp}^{(1)} = 2\Gamma^2_V I_{2pp}[M_1 = M_2 = \gamma^0] + 2\Gamma V \Gamma_U I_{2pp}[M_1 = \gamma^0, M_2 = I_{4\times4}] + 2\Gamma U I_{2pp}[M_1 = I_{4\times4}, M_2 = \gamma^0] + 2\Gamma^2 U I_{2pp}[M_1 = M_2 = I_{4\times4}], \]
where \( I_{2pp} \) is given by \((k \equiv p + p')\)

\[
I_{2pp} = \int \frac{d^{d+1}l}{(2\pi)^{d+1}} 2\pi\delta(l_0) M_1 G(p-l) M_2 \otimes M_1 G(p'+l) M_2 \\
= \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, p-l) M_2 \otimes M_1 G(p_0', p'+l) M_2 \\
= \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, -l) M_2 \otimes M_1 G(p_0', l+k) M_2.
\]

The analysis is quite similar with that of the particle-hole channel. Keeping only a relevant term, we have

\[
I_{2pp} \simeq \int_0^1 dx \int_0^1 dy \int \frac{d^d l}{(2\pi)^d} \frac{-l^2(l+k)^2 l_i(l_j+k_j)(M_1 \gamma^i M_2 \otimes M_1 \gamma^j M_2)}{[(l - (1-2x)e)^2 + \Delta_0(x)]^2 [(l+k+ (1-2y)e)^2 + \Delta_0(y)]^2} \\
= -\int_0^1 dx \int_0^1 dy \int dz 6z(1-z) \int \frac{d^d l}{(2\pi)^d} \frac{l^2(l+k)^2 l_i(l_j+k_j)(M_1 \gamma^i M_2 \otimes M_1 \gamma^j M_2)}{[l^2 + \Delta_1(k; x, y, z)]^4},
\]

where \( \Delta_1 = z(1-z)(k+2(1-x-y)e)^2 + (1-z)\Delta_0(x) + z\Delta_0(y) \) and \( l' = l + zk + z(1-2y)e - (1-z)(1-2x)e \). Note a minus sign in front of the integral that essentially originates from the opposite sign in the loop-momentum of the two propagators. Due to this sign difference, the contribution from the pp-diagram will cancel that of the ph-diagram.

The remaining calculation is the same as before. As a result, we reach the following expression

\[
I_{2pp} = +\frac{1}{4\pi \varepsilon} (M_1 \gamma^i M_2 \otimes M_1 \gamma^j M_2) + O(1).
\]

Thus, the scattering matrix elements for the particle-particle diagrams is

\[
\mathcal{M}^{(1)}_{pp} = \frac{\Gamma_2}{2\pi \varepsilon} (\gamma^i \otimes \gamma^j) + \frac{\Gamma_1 \Gamma_U}{\pi \varepsilon} (\gamma^0 \gamma^i \otimes \gamma^0 \gamma^j) + \frac{\Gamma_0^2}{2\pi \varepsilon} (\gamma^i \otimes \gamma^j) + O(1). \tag{D3}
\]

\textit{c. Vertex channel}

Lastly, we evaluate the vertex diagrams (the third line in Fig. 14)

\[
\mathcal{M}^{(1)}_{ver} = 2\Gamma_1^2 I_{2ver}[M_1 = M_2 = \gamma^0] + 2\Gamma_1 \Gamma_U I_{2ver}[M_1 = \gamma^0, M_2 = I_{4\times4}] \\
+ 2\Gamma_U \Gamma_1 I_{2ver}[M_1 = I_{4\times4}, M_2 = \gamma^0] + 2\Gamma_U^2 I_{2ver}[M_1 = M_2 = I_{4\times4}],
\]

where \( I_{2ver} \) is given by

\[
I_{2ver} = \int \frac{d^{d+1}l}{(2\pi)^{d+1}} M_1 G(p-l) M_2 G(p+q-l) M_1 \otimes M_2 \delta_{p,q} \\
= \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, p-l) M_2 G(p_0 + q_0, p+q-l) M_1 \otimes M_2 \\
= \int \frac{d^d l}{(2\pi)^d} M_1 G(p_0, -l) M_2 G(p_0 + q_0, -l+q) M_1 \otimes M_2.
\]

The analysis is also similar with the ph case except for the fact that “\( \otimes \)” are not located between propagators. Keeping only a relevant term, we have

\[
I_{2ver} \simeq \int_0^1 dx \int_0^1 dy \int \frac{d^d l}{(2\pi)^d} \frac{l^2(l-q)^2 l_i(l_j-q_j)(M_1 \gamma^i M_2 \gamma^j M_1 \otimes M_2)}{[(l - (1-2x)e)^2 + \Delta_0(x)]^2 [(l-q - (1-2y)e)^2 + \Delta_0(y)]^2} \\
= \int_0^1 dx \int_0^1 dy \int dz 6z(1-z) \int \frac{d^d l}{(2\pi)^d} \frac{l^2(l-q)^2 l_i(l_j-q_j)(M_1 \gamma^i M_2 \gamma^j M_1 \otimes M_2)}{[l^2 + \Delta_1(q; x, y, z)]^4},
\]

where \( \Delta_1 = z(1-z)(q + 2(x-y)e)^2 + (1-z)\Delta_0(x) + z\Delta_0(y) \) and \( l' = l - 2q - z(1-2q)e - (1-z)(1-2x)e \).
Renaming momentum as $l' \to l$ and keeping only a relevant term again, we reach the following expression

$$I_{2\text{ver}} = (M_1 \gamma^i M_2 \gamma^j M_1 \otimes M_2) \int_0^1 dx \int_0^1 dy \int_0^1 dz z(1-z) \int \frac{d^4 l}{(2\pi)^d} \frac{(l^2)^2 l_i l_j}{[l^2 + \Delta_1]^2}$$

$$= (M_1 \gamma^i M_2 \gamma^j M_1 \otimes M_2) \int_0^1 dx \int_0^1 dy \int_0^1 dz z(1-z) \frac{(d+4)(d+2)}{32\pi} \Gamma \left( \frac{2-d}{2} \right) \left( \frac{\Delta_1}{4\pi} \right)^{\frac{d-2}{2}}$$

$$= - \frac{M_1 \gamma^i M_2 \gamma^j M_1 \otimes M_2}{4\pi \varepsilon} + \mathcal{O}(1).$$

Thus, the scattering matrix element for the vertex-diagrams is

$$\mathcal{M}_{\text{ver}} = -\frac{\Gamma_U}{\pi \varepsilon} (\gamma^0 \otimes \gamma^0) + \frac{\Gamma_V \Gamma_U}{\pi \varepsilon} (I_{4 \times 4} \otimes I_{4 \times 4}) - \frac{\Gamma_V \Gamma_U}{\pi \varepsilon} (\gamma^0 \otimes \gamma^0) + \frac{\Gamma_U^2}{\pi \varepsilon} (I_{4 \times 4} \otimes I_{4 \times 4}) + \mathcal{O}(1),$$

where the result is depicted pictorially in Fig. 15.

**Appendix E: renormalization group equations**

Combining Eq. (C5), Eq. (C7) and Eq. (C9) in the following way

$$\Sigma^{(1)}(p) + (\Sigma^{(2),r}(p) + \Sigma^{(1),\delta r}(p)) + (\Sigma^{(2),c}(p) + \Sigma^{(1),\delta c}(p)) + \text{(propagator counterterms)}$$

$$= -\frac{\Gamma_U}{2\pi \varepsilon} (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) - \frac{\Gamma_U}{2\pi \varepsilon} (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5)$$

$$+ \frac{\Gamma_U^2}{8\pi^2 \varepsilon} (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{\Gamma_U^2}{8\pi^2 \varepsilon} (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5) + \frac{2\Gamma_V \Gamma_U}{8\pi^2 \varepsilon} (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5)$$

$$+ \frac{\Gamma_U^2}{8\pi^2 \varepsilon} \left( \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) (p_0 \gamma^0 + c_0 \gamma^0 \gamma^5) + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k - \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5$$

$$+ \frac{\Gamma_U^2}{8\pi^2 \varepsilon} \left( \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) (p_0 \gamma^0 - c_0 \gamma^0 \gamma^5) + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k + \frac{1}{16\pi^2 \varepsilon} c_k \gamma^k \gamma^5$$

$$+ 2\Gamma_V \Gamma_U \left( \frac{1}{8\pi^2 \varepsilon^2} - \frac{1}{48\pi^2 \varepsilon} \right) c_0 \gamma^0 \gamma^5 + \frac{1}{16\pi^2 \varepsilon} p_k \gamma^k \right) + \mathcal{O}(1) + (\delta_0^c p_0 \gamma^0 + \delta_0^c p_k \gamma^k + \delta_0 c_0 \gamma^0 \gamma^5 + \delta_0 c_k \gamma^k \gamma^5),$$

where the result is depicted pictorially in Fig. 15.

FIG. 15: The result for the vertex corrections in the second order. Note that the contribution from the particle-hole diagrams (the first line) will be canceled to that of the particle-particle diagrams (the second line). A novel coupling term of $\gamma^0 \gamma^i$ appears, but not concerned here. As a result, vertex diagrams (the third line) participate in renormalization of intra-valley scattering ($\Gamma_V$) and inter-valley scattering ($\Gamma_U$). Note the sign difference in the two factors, which results in the distinction between two types of scatterings. That is, inter-valley scattering becomes relevant while intra-valley scattering irrelevant in the low-energy physics.
we find propagator counter terms in Eq. (14)

\[ \delta_{\text{prop}}^V = \frac{\Gamma_V + \Gamma_U}{2\pi \varepsilon} - \frac{(\Gamma_V + \Gamma_U)^2}{8\pi^2 \varepsilon} + \frac{\Gamma_V^2 - \Gamma_U^2}{48\pi^2 \varepsilon}, \quad \delta_{\text{prop}}^k = \frac{(\Gamma_V + \Gamma_U)^2}{16\pi^2 \varepsilon}, \]

\[ \delta_{\text{prop}}^e = \frac{\Gamma_V - \Gamma_U}{2\pi \varepsilon} - \frac{(\Gamma_V - \Gamma_U)^2}{8\pi^2 \varepsilon} + \frac{(\Gamma_V + \Gamma_U)^2}{48\pi^2 \varepsilon}, \quad \delta_e = \frac{\Gamma_V^2 - \Gamma_U^2}{16\pi^2 \varepsilon}. \]

Similarly, combining Eq. (12), Eq. (13), and Eq. (14) as follows

\[ \mathcal{M}_{\text{prop}}^{(1)} + \mathcal{M}_{\text{pp}}^{(1)} + \mathcal{M}_{\text{vec}}^{(1)} + 4 \times \delta_{\text{prop}}^V \frac{\Gamma_V}{2} (\gamma^0 \otimes \gamma^0) + 4 \times \delta_{\text{prop}}^U \frac{\Gamma_U}{2} (I_{4 \times 4} \otimes I_{4 \times 4}) + 4 \times \delta_{\text{prop}}^T \frac{(\gamma^0 \gamma^i \otimes \gamma^0 \gamma^i)}{2} \]

\[ = - \frac{\Gamma_V^2}{2\pi \varepsilon} (\gamma^i \otimes \gamma^i) + \frac{\Gamma_V \Gamma_U}{\pi \varepsilon} (\gamma^0 \gamma^i \otimes \gamma^0 \gamma^i) - \frac{\Gamma_U^2}{2\pi \varepsilon} (\gamma^i \otimes \gamma^i) + \frac{\Gamma_V^2}{\pi \varepsilon} (\gamma^0 \gamma^i \otimes \gamma^0 \gamma^i) + \frac{\Gamma_U^2}{2\pi \varepsilon} (\gamma^i \otimes \gamma^i) \]

\[ - \frac{\Gamma_U^2}{\pi \varepsilon} (\gamma^0 \otimes \gamma^0) + \frac{\Gamma_V \Gamma_U}{\pi \varepsilon} (I_{4 \times 4} \otimes I_{4 \times 4}) - \frac{\Gamma_U \Gamma_V}{\pi \varepsilon} (\gamma^0 \otimes \gamma^0) + \frac{\Gamma_U^2}{\pi \varepsilon} (I_{4 \times 4} \otimes I_{4 \times 4}) + \mathcal{O}(1) \]

we find vertex counter terms in Eq. (14)

\[ \delta_{\text{prop}} = \frac{\Gamma_V}{2\pi \varepsilon} + \frac{\Gamma_U}{2\pi \varepsilon}, \quad \delta_{\text{prop}}^U = - \frac{\Gamma_U}{2\pi \varepsilon} - \frac{\Gamma_V}{2\pi \varepsilon}, \quad \delta_{\text{prop}}^T = \frac{\Gamma_V \Gamma_U}{\pi \varepsilon}. \]

As a result, we obtain the renormalization factors:

\[ Z_\psi^\omega \simeq \exp \left[ - \frac{\Gamma_V + \Gamma_U}{2\pi} \ln M + \frac{5\Gamma_V^2 + 12\Gamma_V \Gamma_U + 7\Gamma_U^2}{48\pi^2} \ln M \right], \]

\[ Z_\psi^k \simeq \exp \left[ \frac{(\Gamma_V + \Gamma_U)^2}{16\pi^2} \ln M \right], \]

\[ Z_{\text{prop}} \simeq \exp \left[ - \frac{\Gamma_V - \Gamma_U}{2\pi} \ln M + \frac{5\Gamma_V^2 - 14\Gamma_V \Gamma_U + 5\Gamma_U^2}{48\pi^2} \ln M \right], \]

\[ Z_{\text{vec}} \simeq \exp \left[ - \frac{\Gamma_U^2}{16\pi^2} \ln M \right], \]

\[ Z_{\text{prop}}^V \simeq \exp \left[ - \frac{\Gamma_V + 2\Gamma_U}{2\pi} \ln M \right], \]

\[ Z_{\text{prop}}^U \simeq \exp \left[ \frac{\Gamma_V + \Gamma_U}{2\pi} \ln M \right], \]

(E1)

where we have replaced \( \frac{1}{2} \) with a cut-off scale, \( \ln \frac{1}{M} \), and approximated the renormalization factor as \( Z = 1 + \delta \simeq \exp(\delta) \).

Recall the relations between the bare and renormalized quantities: \( \Gamma_V = M^{d-2}(Z_\psi^\omega)^2(Z_{\text{prop}}^V)^{-1}\Gamma_{BV}, \quad \Gamma_U = M^{d-2}(Z_\psi^k)^2(Z_{\text{prop}}^U)^{-1}\Gamma_{UV}, \quad v_R = Z_\psi^\omega(Z_\psi^k)^{-1}v_B, c_{R0} = M^{-1}Z_\psi^\omega(Z_{\text{prop}}^U)^{-1}c_{R0}, \quad c_{Rk} = M^{-1}Z_\psi^k(Z_{\text{prop}}^U)^{-1}c_{Rk}. \) Based on these equations, it is straightforward to find the renormalization group equations

\[ \frac{d\ln \Gamma_V}{d\ln M} = d - 2 + 2 \frac{d\ln Z_\psi^\omega}{d\ln M} - \frac{d\ln Z_{\text{prop}}^V}{d\ln M}, \]

\[ \frac{d\ln \Gamma_U}{d\ln M} = d - 2 + 2 \frac{d\ln Z_\psi^k}{d\ln M} - \frac{d\ln Z_{\text{prop}}^U}{d\ln M}, \]

\[ \frac{d\ln v}{d\ln M} = \frac{d\ln Z_\psi^\omega}{d\ln M} \frac{d\ln Z_\psi^k}{d\ln M}, \]

\[ \frac{d\ln c_{\text{prop}}}{d\ln M} = -1 + \frac{d\ln Z_\psi^\omega}{d\ln M} - \frac{d\ln Z_{\text{prop}}^U}{d\ln M}, \]

\[ \frac{d\ln c_k}{d\ln M} = -1 + \frac{d\ln Z_\psi^k}{d\ln M} - \frac{d\ln Z_{\text{prop}}^U}{d\ln M}, \]

(E2)
Substituting the results of (E1) into Eq. (E2), we obtain the renormalization group equations [Eq.(15)]

\[ \begin{align*}
\frac{d\Gamma_V}{d\ln M} &= \Gamma_V \left[ 1 - \frac{\Gamma_V + \Gamma_U}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(5\Gamma_V + 7\Gamma_U)}{24\pi^2} \right], \\
\frac{d\Gamma_U}{d\ln M} &= \Gamma_U \left[ 1 - \frac{3(\Gamma_V + \Gamma_U)}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(5\Gamma_V + 7\Gamma_U)}{24\pi^2} \right], \\
\frac{dv}{d\ln M} &= v \left[ -\frac{\Gamma_V + \Gamma_U}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(\Gamma_V + 2\Gamma_U)}{24\pi^2} \right], \\
\frac{dc_0}{d\ln M} &= c_0 \left[ -1 - \frac{\Gamma_U}{\pi} + \frac{\Gamma_U(\Gamma_U + 13\Gamma_V)}{24\pi^2} \right], \\
\frac{dc_k}{d\ln M} &= c_k \left[ -1 - \frac{\Gamma_V + \Gamma_U}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(2\Gamma_V + \Gamma_U)}{12\pi^2} \right].
\end{align*} \]

We notice that \( \Gamma_V \) and \( \Gamma_U \) affect renormalization of the other parameters, but the reverse way is not the case. In other words, \( \Gamma_V \) and \( \Gamma_U \) determine renormalization effects of all parameters, including themselves. In this respect we focus first on the equations for \( \Gamma_V \) and \( \Gamma_U \):

\[ \begin{align*}
\frac{d\Gamma_V}{d\ln M} &= \Gamma_V \left[ 1 - \frac{\Gamma_V + \Gamma_U}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(5\Gamma_V + 7\Gamma_U)}{24\pi^2} \right], \\
\frac{d\Gamma_U}{d\ln M} &= \Gamma_U \left[ 1 - \frac{3(\Gamma_V + \Gamma_U)}{2\pi} + \frac{(\Gamma_V + \Gamma_U)(5\Gamma_V + 7\Gamma_U)}{24\pi^2} \right].
\end{align*} \]

It turns out that despite their structural similarity of these equations the fates of two types of disorders are very distinct as depicted in Fig. 16. If we include one-loop corrections only (Left), there appear two critical lines each for \( \Gamma_V \) and \( \Gamma_U \). Over the red line \( \Gamma_U \) starts to increase and over the blue line \( \Gamma_V \) does, too. However, the total gradient is overwhelmed by that of \( \Gamma_U \), i.e. almost upward. This means that the anti-screening of \( \Gamma_V \) is much weaker than that of \( \Gamma_U \). If we include two-loop corrections also that give rise to screening in both disorders (Right), there appears another critical line for \( \Gamma_U \) while the critical line for \( \Gamma_V \) disappears, so \( \Gamma_V \) becomes irrelevant. As a result, we have two nonzero fixed points on the line of \( \Gamma_V = 0 \) as shown in this figure and the first figure in Fig. 3.

This observation suggests that \( \Gamma_U \) has dominant effects over \( \Gamma_V \) for the low-energy physics. Since we are interested...
in the renormalization of $c_k$, we need to consider two equations at $\Gamma_U = 0$:

\[
\frac{d\Gamma_U}{d\ln M} = \Gamma_U \left[ 1 - a_\Gamma \Gamma_U + b_\Gamma \Gamma_U^2 \right],
\]

\[
\frac{dc_k}{d\ln M} = c_k \left[ -1 - a_c \Gamma_U + b_c \Gamma_U^2 \right],
\]

where the positive numerical constants are given by

\[
a_\Gamma = \frac{3}{2\pi}, \quad b_\Gamma = \frac{7}{24\pi^2}, \quad a_c = \frac{1}{2\pi}, \quad b_c = \frac{1}{12\pi^2}.
\]

In the first equation for $\Gamma_U$, there are three fixed points: $\Gamma_0 = 0$, $\Gamma_1 = \frac{\alpha_\Gamma - \sqrt{\alpha_\Gamma^2 - 4b_\Gamma}}{2b_\Gamma}$, and $\Gamma_2 = \frac{\alpha_\Gamma + \sqrt{\alpha_\Gamma^2 - 4b_\Gamma}}{2b_\Gamma}$. Two stable fixed points of $\Gamma_0$ and $\Gamma_2$ are identified as a clean Weyl metal state and a diffusive Weyl metal phase, respectively. An unstable fixed point of $\Gamma_1$ is identified as the phase transition point from the clean Weyl metal state to the diffusive Weyl metal phase.

Let’s move on the second equation for $c_k$. The formal solution is given by

\[
c_k(T) = c_k(T_0) \exp \left[ - \int_{\ln T_0}^{\ln T} d\ln M - a_c \int_{\ln T_0}^{\ln T} d\ln M \Gamma_U(M) + b_c \int_{\ln T_0}^{\ln T} d\ln M \Gamma_U^2(M) \right],
\]

where $T_0$ is a UV cutoff. Inserting the solution of $\Gamma_U(M)$ into the above, we find that the distance between the pair of Weyl points shows a power-law divergent behavior

\[
c_k(T) = c_k(T_0) \left( \frac{T_0}{T} \right)^{\lambda_{c,fn}}, \tag{E3}
\]

where $\lambda_{c,fn}$ is a critical exponent around each fixed point, given by

\[
\lambda_{c,f0} = 1 + a_c \Gamma_0 - b_c \Gamma_0^2 = 1,
\]

\[
\lambda_{c,f1} = 1 + a_c \Gamma_1 - b_c \Gamma_1^2 \simeq 1.34,
\]

\[
\lambda_{c,f2} = 1 + a_c \Gamma_2 - b_c \Gamma_2^2 \simeq 1.60.
\]

Disorder scattering changes the temperature-dependent exponent of $c_k$ (see Fig. 17).
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