Convergence rates for Kaczmarz-type algorithms
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Abstract. In this paper we make a theoretical analysis of the convergence rates of Kaczmarz and Extended Kaczmarz projection algorithms for some of the most practically used control sequences. We first prove an at least linear convergence rate for the Kaczmarz-Tanabe and its Extended version methods (the one in which a complete set of projections using row/column index is performed in each iteration). Then we apply the main ideas of this analysis in establishing an at least sublinear, respectively linear convergence rate for the Kaczmarz algorithm with almost cyclic and the remotest set control strategies, and their extended versions, respectively. These results complete the existing ones related to the random selection procedures.
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1 Introduction

Kaczmarz projection algorithm is one of the most efficient iterative method for image reconstruction in computerized tomography. It has been proposed by the Polish mathematician Stefan Kaczmarz in his 3 pages short note [10] (see also its English translation [11]). For a square $n \times n$ nonsingular system of linear equations $Ax = b$ and $P_{H_i}$ the projection onto the hyperplane $H_i$ defined by its $i$-th equation (all these elements will be completely defined in the next section of the paper), the algorithm originally proposed by Kaczmarz
can be written as follows: given \( x^{(0,0)} \in \mathbb{R}^n \) compute

\[
x^{(0,s)} = P_{H_s}(x^{(0,s-1)}), \quad s = 1, 2, \ldots, n,
\]

and set \( x^{(1,0)} = x^{(0,n)} \). Then we replace in the above procedure \( x^{(0,0)} \) with \( x^{(1,0)} \) and generate \( x^{(2,0)} \) and so on. In this way, by successively projecting onto the hyperplanes \( H_i \) the algorithm generates a sequence of approximations \( (x^{(k,s)})_{k \geq 0, s=1,...,n} \in \mathbb{R}^n \) which converges to the unique solution of the system \( Ax = b \), independently on the choice of the initial approximation \( x^{(0,0)} \in \mathbb{R}^n \) and for any nonsingular matrix \( A \). But unfortunately, for more than 10 years remained unknown, and has been somehow reconsidered in few papers after 1948 (see \([2, 19]\) and references therein). A crucial moment in the evolution of Kaczmarz’s algorithm was the paper \([9]\) in which the algorithm has been rediscovered by the authors as the Algebraic Reconstruction Technique in computerized tomography. The next important moment in considering Kaczmarz’s method has been made by K. Tanabe in \([20]\). In his paper Tanabe considers Kaczmarz algorithm with a complete projections set, visiting once each system hyperplane. More clear, starting from an approximation \( x^k, k \geq 0 \), the next one \( x^{k+1} \) is generated as

\[
x^{k+1} = (P_{H_1} \circ \ldots \circ P_{H_m})(x^k).
\]

Tanabe proves that for any consistent system of equations \( Ax = b, A : m \times n, b \in \mathbb{R}^m \), such that the rows of \( A \) are nonzero, and any initial approximation \( x^0 \in \mathbb{R}^n \) the sequence generated by (2) converges to a solution of it, depending on \( x^0 \). We will call in the rest of the paper the algorithm (2) as Kaczmarz-Tanabe algorithm (KT, for short). Different than Kaczmarz-Tanabe, has been considered the single projection Kaczmarz method: start with \( x^0 \in \mathbb{R}^n \), and for \( k \geq 0 \) select \( i_k \in \{1, \ldots, m\} \) and compute the next approximation \( x^{k+1} \) as

\[
x^{k+1} = P_{H_{i_k}}(x^k).
\]

We will call in the rest of the paper the algorithm (3) simply as Kaczmarz algorithm (for an almost complete list of the selection procedures, together with a theoretical study see the papers \([3, 4]\) (section 5.1), \([7, 6]\) and references therein). From these selection procedures we will consider in this paper the almost cyclic choice (with its particular case, cyclic choice) and call the corresponding algorithm Almost Cyclic Kaczmarz, ACK for short. In the paper \([1]\) the author proposed a selection of \( i_k \) such that the absolute value
of the $i_k$-th component of the residual is maximal with respect to the other components. We will call the corresponding algorithm Maximal Residual Kaczmarz, MRK for short. Beside these selection procedures, a random choice of the projection index $i_k$ has been proposed in the paper [17], together with a theoretical analysis of the corresponding algorithm. We will call the corresponding algorithm Random Kaczmarz, RK for short. Unfortunately, all the above mentioned algorithms produce sequences convergent to solutions of the system $Ax = b$ only in the consistent case. And, although several considerations have been made on the possibility of extending Kaczmarz-type algorithms to inconsistent systems $Ax = b$ (formulated in the least squares sense) (see [4], [16] and references therein) an important contribution has been made by the author in [14] (see also [15]). Here has been porposed and theoretically analysed an extension of KT to inconsistent least squares problems which will be called in the present paper Extended Kaczmarz-Tanabe algorithm (EKT for short). Based on this extension, in the paper [21] the authors proposed and theoretically analysed an extension of the RK algorithm (called REK), whereas in the recent paper [12] were proposed and theoretically analysed similar extensions for the algorithms MRK and ACK (called MREK and ACEK, respectively). The scope of the present paper is to complete the analysis of the above mentioned algorithms from the view point of convergence rate. Until now, results are proved for the MRK, RK and REK confirming their linear convergence. In the present paper we prove that the KT, EKT, MRK and MREK algorithms have linear convergence rate, whereas the ACK and ACEK ones only sublinear convergence rate. In this way we get a complete image about the convergence properties of ones of the most used Kaczmarz-type algorithms. How to improve these properties or a similar analysis for other Kaczmarz-type algorithms (e.g. constrained versions) will be challenges for the near future research in the field.

According to the above considerations and aims, the paper is organized as follows: following the consideration from the well known monograph [8], in section 2 we present the basic definitions for the linear, superlinear and sublinear convergence rate of a sequence of vectors in $\mathbb{R}^n$, together with the other necessary definitions and notations used through the paper. Section 3 is devoted to the analysis of the consistent case for the system $Ax = b$. We prove linear convergence rate for the KT algorithm, and sublinear one for the ACK method. In section 4 we analyse the case of inconsistent least squares problems. We prove linear convergence rate for the EKT and MREK algorithms, and sublinear convergence rate for the ACEK method.
2 Preliminaries

We start the presentation of this section of the paper by introducing the concept of rate of convergence for convergent sequences of vectors in an Euclidean space \( \mathbb{R}^n \). We used in this respect the well known monograph [8].

**Definition 1** ([8], Definition 4.2.1) Let \((x^k)_{k \geq 0} \subset \mathbb{R}^n \) and \( \xi \in \mathbb{R}^n \) such that \( \lim_{k \to \infty} x^k = \xi \). One say that the sequence \((x^k)_{k \geq 0} \) converges to \( \xi \) (at least) linearly if
\[
\| x^k - \xi \| \leq \epsilon_k, \forall k \geq 0, \tag{4}
\]
where \((\epsilon_k)_{k \geq 0} \) is a sequence of positive real numbers satisfying
\[
\lim_{k \to \infty} \frac{\epsilon_{k+1}}{\epsilon_k} = \mu, \quad 0 < \mu < 1. \tag{5}
\]
If (4) and (5) hold with the inequality in (4) replaced by an equality, then \( \mu \) is called the asymptotic error constant. The phrase at least relates to the fact that, in practice we have only inequality in (4), i.e. strictly speaking it is the sequence of bounds \((\epsilon_k)_{k \geq 0} \) that converges linearly to 0.

**Definition 2** ([8], Definition 4.2.2) One say that the sequence \((x^k)_{k \geq 0} \) converges to \( \xi \) with (at least) order \( p \geq 1 \) if (4) holds with
\[
\lim_{k \to \infty} \frac{\epsilon_{k+1}}{\epsilon_k^p} = \mu > 0. \tag{6}
\]
(If \( p = 1 \) one must assume, in addition, that \( \mu < 1 \)). The constant \( \mu \) is again referred to as the asymptotic error constant if we have equality in (4). If \( \mu = 1 \) in (5) the convergence is called sublinear. If \( \mu = 0 \) in (5) and (6) does not hold for any \( p > 1 \) the convergence will be called superlinear.

**Remark 1** According to the above definitions, the almost sublinearity behavior appears when we have the limit in (5) for \( \mu = 1 \). However, it may happens (as it will be the case through the present paper) that this does not exactly hold, but the following situation occurs: let \( \Delta_k = \frac{\epsilon_{k+1}}{\epsilon_k}, \forall k \geq 0 \); it exists a subsequence \((\Delta_{k_s})_{s \geq 0} \) of \((\Delta_k)_{k \geq 0} \) such that
\[
\Delta_k = 1, \forall k \neq k_s \quad \text{and} \quad \Delta_{k_s} = \delta \in [0, 1), \forall s \geq 0. \tag{7}
\]
We would suggest to consider also this case a a sublinear behavior. Our argument is that, if also we would have \( \Delta_{k_s} = 1, \forall s \geq 0 \), then we would
satisfy the sublinearity assumptions. But, the fact that \( \Delta_k = \delta < 1, \forall s \geq 0 \) tells us that at least on this subsequence the behavior is linear, thus better than sublinear.

Let now \( A \) be an \( m \times n \) matrix, \( b \in \mathbb{R}^m \) a given matrix, and the consistent system
\[
Ax = b. \tag{8}
\]

In the rest of the paper \( \langle \cdot, \cdot \rangle, \| \cdot \| \) will be the Euclidean scalar product and norm on some space \( \mathbb{R}^q \), \( A^T \) the transpose of \( A \) with respect to \( \langle \cdot, \cdot \rangle \), and \( \| A \|_2 \) the spectral norm of \( A \) defined by
\[
\| A \|_2 = \sup_{x \in \mathbb{R}^n \setminus \{0\}} \frac{\| Ax \|}{\| x \|}.
\]

\( A_i \neq 0, A^j \neq 0 \) will be the \( i \)-th row, respectively \( j \)-th column of \( A \) and we will suppose, without restricting the generality of the problem that
\[
A_i \neq 0, \ A^j \neq 0. \tag{9}
\]

We will denote the set of all solutions of (8) by \( S(A; b) \), whereas \( x_{LS} \) will be the minimal norm one. If \( P_C \) is the orthogonal projection operator onto a convex closed set from an Euclidean space \( \mathbb{R}^q \), and \( \mathcal{N}(A), \mathcal{R}(A) \) are the null space and range of the matrix \( A \) we know that the elements \( x \) of \( S(A; b) \) are of the form (see e.g. \([4], [16]\))
\[
x = P_{\mathcal{N}(A)}(x) + x_{LS}, \tag{10}
\]
and \( x_{LS} \) is the unique solution which is orthogonal on \( \mathcal{N}(A) \), i.e. \( \langle x_{LS}, z \rangle = 0, \forall z \in \mathcal{N}(A) \). If the consistent right hand side \( b \) of (8) is perturbed with a noise vector \( r \) as
\[
\hat{b} = b + r, \ b \in \mathcal{R}(A), \ r \in \mathcal{N}(A^T), \ i.e. \ r = P_{\mathcal{N}(A^T)}(\hat{b}), \tag{11}
\]
we reformulate (8) as an inconsistent least squares problem of the form
\[
\| Ax - \hat{b} \| = \min_{z \in \mathbb{R}^n} \| Az - \hat{b} \| \quad \text{(for short, } \| Ax - \hat{b} \| = \min!) \tag{12},
\]
and we will denote by \( LSS(A; b) \), \( x_{LS} \) its set of solutions and the minimal norm one. Similar properties as in (10) characterize the elements of \( LSS(A; b) \) and \( x_{LS} \).
3 The consistent case

3.1 Kaczmarz-Tanabe algorithm

We will be concerned in this section with consistent systems of linear equations as (8). \( H_i = \{x \in \mathbb{R}^n, \langle x, A_i \rangle = b_i \} \) will denote the hyperplane generated by the \( i \)-th equation of \( 1 \), and \( P_{H_i}, P_i \) the projections

\[
P_{H_i}(x) = x - \frac{\langle x, A_i \rangle - b_i}{\|A_i\|^2} A_i, \quad P_i(x) = x - \frac{\langle x, A_i \rangle}{\|A_i\|^2} A_i.
\] (13)

With these notations, the Kaczmarz algorithm considered by Tanabe in [20] can be written as follows.

**Algorithm Kaczmarz-Tanabe (KT).** *Initialization.* Set \( x^0 \in \mathbb{R}^n \).

**Iterative step.** For \( k \geq 0 \)

\[
x^{k+1} = (P_{H_1} \circ \ldots \circ P_{H_m})(x^k).
\] (14)

The following result is proved in [20].

**Theorem 3.1** Let

\[
Q_0 = I, \quad Q_i = P_1 P_2 \ldots P_i, \quad Q = P_1 \ldots P_m,
\] (15)

\[
R = \text{col} \left( \frac{1}{\|A_1\|^2} Q_0 A_1, \ldots, \frac{1}{\|A_m\|^2} Q_m A_m \right), \quad \tilde{Q} = Q \cdot P_{R(A^T)}
\] (16)

where \( I \) is the unit matrix. Then

\[
Q + RA = I, \quad Q = P_{N(A)} + \tilde{Q}, \quad \|\tilde{Q}\|_2 < 1 \quad \text{and}
\] (17)

\[
x^{k+1} = Q x^k + R b.
\] (18)

The result from the above theorem applies to a more general situation, as follows. Let \( \Gamma \geq m \) be an integer, and \( \gamma = \{i_1, i_2, \ldots, i_\Gamma\} \) a selection of projection indices such that

\[
\{1, 2, \ldots, m\} \subset \gamma,
\] (19)

and the algorithm replaced by

\[
x^{k+1} = (P_{H_{i_\Gamma}} \circ \ldots \circ P_{H_{i_1}})(x^k).
\] (20)
This algorithm corresponds to the “extended” system

\[ A^\gamma x = b^\gamma, \quad A^\gamma : \Gamma \times n, b^\gamma \in \mathbb{R}^{\Gamma} \]  

(21)

with the elements given by

\[ A^\gamma = \begin{bmatrix} A_{i_1} \\ A_{i_2} \\ \vdots \\ A_{i_\Gamma} \end{bmatrix}, \quad b^\gamma = \begin{bmatrix} b_{i_1} \\ b_{i_2} \\ \vdots \\ b_{i_\Gamma} \end{bmatrix}. \]  

(22)

Because the system (8) is consistent it results that so will be (22). Moreover, from (19) we have that \( S(A^\gamma; b^\gamma) = S(A; b) \) and, by directly applying the results from Theorem 3.1, we construct the corresponding matrices \( Q^\gamma, R^\gamma, \hat{Q}^\gamma \) and get the results from (17) - (18), in particular

\[ \| \hat{Q}^\gamma \|_2 < 1. \]  

(23)

**Theorem 3.2** For the consistent system (8), \( x^0 \in \mathbb{R}^n \), and \( x^* \in S(A; b) \) such that

\[ P_{\mathcal{N}(A)}(x^*) = P_{\mathcal{N}(A)}(x^0) \]  

(24)

it holds

\[ \| x^k - x^* \| \leq \| \hat{Q} \|_2^k \| x^0 - x^* \|. \]  

(25)

**Proof.** First of all we observe that

\[ P_{\mathcal{N}(A)}(x^k) = P_{\mathcal{N}(A)}(x^0) = P_{\mathcal{N}(A)}(x^*), \quad x^* = Qx^* + Rb \]  

(26)

see (26)

\[ \| x^k - x^* \| = \| Qx^{k-1} + Rb - x^* \| = \| Qx^{k-1} - Qx^* \| = \| P_{\mathcal{N}(A)}(x^{k-1}) + \hat{Q}(x^{k-1}) - P_{\mathcal{N}(A)}(x^*) + \hat{Q}(x^*) \| = \| \hat{Q}(x^{k-1} - x^*) \| \leq \| \hat{Q} \|_2 \| x^{k-1} - x^* \|. \]  

(27)

\[ \blacklozenge \]

**Corollary 1** The Kaczmarz - Tanabe algorithm (14) has at least linear convergence.
Proof. If we define \( \epsilon_k = \| \tilde{Q} \|_2^k \| x^0 - x^* \|, \forall k \geq 0 \), from (25) we obtain
\[
\| x^k - x^* \| \leq \epsilon_k, \forall k \geq 0, \tag{28}
\]
with
\[
\lim_{k \to \infty} \frac{\epsilon_{k+1}}{\epsilon_k} = \| \tilde{Q} \|_2 \in (0, 1),
\]
which completes the proof.

\[\blacklozenge\]

3.2 Kaczmarz single projection algorithm

If we use in KT algorithm (14) a single projection per iteration, following a projection index \( i_k \) selected in an appropriate way we obtain the Kaczmarz algorithm with single projection, for short Kaczmarz (K).

**Algorithm Kaczmarz**

*Initialization:* \( x^0 \in \mathbb{R}^n \)

*Iterative step:* for \( k = 0, 1, \ldots \) select \( i_k \in \{1, 2, \ldots, m\} \) and compute \( x^{k+1} \) as
\[
x^{k+1} = x^k - \frac{\langle x^k, A_{i_k} \rangle - b_{i_k}}{\| A_{i_k} \|^2} A_{i_k}. \tag{29}
\]

The most used selection procedures for the index \( i_k \), that will be also analysed in the paper, are the following.

- **Cyclic ([4]):** Set \( i_k = k \mod m + 1 \)

- **Almost cyclic ([4]):** Select \( i_k \in \{1, 2, \ldots, m\} \), such that it exists an integer \( \Gamma \) with
\[
\{1, 2, \ldots, m\} \subset \{i_{k+1}, \ldots, i_{k+\Gamma}\} \tag{30}
\]
for every \( k \geq 0 \). It is clear that the cyclic selection procedure is a particular case of the almost cyclic one (for \( \Gamma = m \)).

- **Maximal Residual ([1]):** Select \( i_k \in \{1, 2, \ldots, m\} \) such that
\[
|\langle A_{i_k}, x^{k-1} \rangle - b_{i_k}| = \max_{1 \leq i \leq m} |\langle A_i, x^{k-1} \rangle - b_i|. \tag{31}
\]
Random ([17]): Let the set \( \Delta_m \subset \mathbb{R}^m \) be defined by

\[
\Delta_m = \{ x \in \mathbb{R}^m, x \geq 0, \sum_{i=1}^{m} x_i = 1 \},
\]

(32)

define the discrete probability distribution

\[
p \in \Delta_m, \ p_i = \frac{\| A_i \|^2}{\| A \|^2_F}, \ i = 1, \ldots, m, \]

(33)

and select \( i_k \in \{ 1, 2, \ldots, m \} \)

\[
i_k \sim p.
\]

(34)

According to the selection procedure used in Kaczmarz algorithm, we will denote it by Cyclic Kaczmarz (CK), Almost Cyclic Kaczmarz (ACK), Maximal Residual Kaczmarz (MRK) and Random Kaczmarz (RK). The next result gives us information about the convergence rate of some of these algorithms.

**Theorem 3.3** The following results are known.

(i) ([1]) Let \( x^0 \in \mathbb{R}^n \), \( x^* \in S(A;b) \) such that \( P_{N(A)}(x^*) = P_{N(A)}(x^0) \) and \( (x^k)_{k \geq 0} \) the sequence generated with the MRK algorithm. Then it exists \( 0 < \delta^2 < m \) independent on \( k \) such that

\[
\| x^{k+1} - x^* \| \leq \sqrt{1 - \frac{\delta^2}{m}} \| x^k - x^* \|, \forall k \geq 0.
\]

(35)

(ii) ([17]) Let \( m \geq n \), \( \text{rank}(A) = n \), \( x^0 \in \mathbb{R}^n \) and \( (x^k)_{k \geq 0} \) the sequence generated by the algorithm RK. Then, it exists a constant \( M \geq 1 \) independent on \( k \) such that

\[
\mathbb{E} \| x^k - x_{LS} \|^2 \leq \left( 1 - \frac{1}{M^2} \right)^k \| x^0 - x_{LS} \|^2, \forall k \geq 0,
\]

(36)

where \( \mathbb{E} \) denotes the expectation.

The previous result together with the definitions from section 1 give us the conclusion from the next result.

**Corollary 2** Either MRK or RK algorithm has at least linear convergence, according to the euclidean norm, and expectation, respectively.
Proof. It results from (35) and (36), as in the proof of Corollary 1.

In the rest of this section we will prove a result related to the convergence rate of ACK (thus also CK) algorithm.

**Theorem 3.4** Let \( x^0 \in \mathbb{R}^n \) be an arbitrary initial approximation, \( x^* \in S(A; b) \) such that \( P_{N(A)}(x^*) = P_{N(A)}(x^0) \), and \( (x^k)_{k \geq 0} \) the sequence generated with the algorithm ACK. Then, there exist \( C \geq 0, \delta \in [0, 1) \) such that

\[
\| x^k - x^* \| \leq C \delta^{m_k}, \tag{37}
\]

where \( m_k \) and \( q_k \in \{0, 1, \ldots, \Gamma - 1\} \) are (uniquely) defined by

\[
k = \Gamma \cdot m_k + q_k. \tag{38}
\]

**Proof.** First of all we must observe that from the recurrence relation (29) we obtain by mathematical induction that

\[
P_{N(A)}(x^k) = P_{N(A)}(x^0) = P_{N(A)}(x^*), \forall k \geq 0. \tag{39}
\]

Now, if \( \Gamma \) is the almost cyclic constant from (29) and \( k \geq 0 \) is arbitrary fixed we get

\[
x^{k+\Gamma} = P_{H_{k+\Gamma-1}} \circ \ldots \circ P_{H_{k}}(x^k). \tag{40}
\]

We see that we are in the context from (19) - (20), with \( \gamma = \{i_k, \ldots, i_{k+\Gamma-1}\} \).

Then we obtain the system \( A^\gamma x = b^\gamma \) and the matrices \( Q^\gamma, R^\gamma, \tilde{Q}^\gamma \) with the properties (see (16) - (18))

\[
Q^\gamma + R^\gamma A^\gamma = I, \tilde{Q}^\gamma = Q^\gamma P_{R((A^\gamma)^T)}, Q^\gamma = P_{N(A^\gamma)} + \tilde{Q}^\gamma, \| \tilde{Q}^\gamma \|_2 < 1, \tag{41}
\]

\[
x^{k+\Gamma} = Q^\gamma x^k + R^\gamma b^\gamma. \tag{42}
\]

Moreover, as the system \( A^\gamma x = b^\gamma \) is also consistent, \( S(A^\gamma; b^\gamma) = S(A; b) \) and \( x^* \in S(A; b) \), from the first equality in (41) we obtain

\[
x^* = Q^\gamma x^* + R^\gamma A^\gamma x^* = Q^\gamma x^* + R^\gamma b^\gamma. \tag{43}
\]

From (40) we then successively obtain, by also using (in this order) (42), (43)

\[
x^{k+\Gamma} = Q^\gamma x^k + R^\gamma b^\gamma = Q^\gamma x^k + x^* - Q^\gamma x^* = x^* + Q^\gamma(x^k - x^*).
\]

Hence, because \( P_{N(A)}(x^*) = P_{N(A)}(x^0) \) and \( N(A^\gamma) = N(A) \) it results

\[
x^{k+\Gamma} - x^* = Q^\gamma(x^k - x^*) = \tilde{Q}^\gamma(x^k - x^*),
\]
i.e. by taking norms

\[ \| x^{k+\Gamma} - x^* \| \leq \| \tilde{Q}_\gamma \|_2 \| x^k - x^* \|, \forall k \geq 0. \]  

(44)

But because it exists a finite number of subsets of the type \( \gamma \), the inequality (37) is then obtained by defining

\[ \delta = \sup_{\gamma} \| \tilde{Q}_\gamma \|_2, \quad C = \max_{1 \leq q \leq \Gamma-1} \| x^q - x^* \|. \]  

(45)

and the proof is complete.

\[ \blacklozenge \]

**Corollary 3** *The ACK algorithm has a sublinear convergence rate.*

**Proof.** The inequality (37) can be written

\[ \| x^k - x^* \| \leq \epsilon_k, \quad \epsilon_k = C \delta^{m_k}. \]  

(46)

From (38) it then results that

\[ m_0 = \ldots = m_{\Gamma-1} = 0 \]
\[ m_{\Gamma} = \ldots = m_{2\Gamma-1} = 1 \]
\[ m_{2\Gamma} = \ldots = m_{3\Gamma-1} = 2 \]

\[ \ldots \ldots \]

Thus

\[ \frac{\epsilon_{k+1}}{\epsilon_k} = 1 \]  

(47)

excepting the subsequence \( \left( \frac{\epsilon_{n\Gamma}}{\epsilon_{n\Gamma-1}} \right)_{n \geq 1} \) for which we have

\[ \frac{\epsilon_{n\Gamma}}{\epsilon_{n\Gamma-1}} = \delta \in [0,1), \forall n \geq 1. \]  

(48)

Then, the considerations from Remark 1 apply and completes the proof. \[ \blacklozenge \]

4 *The inconsistent case*

4.1 *The Extended Kaczmarz-Tanabe algorithm*

In this section we will consider the inconsistent least squares problem (11) - (12). The extension of KT algorithm (14) to it was first proposed by the
author in [14], and extensively studied in [15]. The main idea used for constructing the extension was to introduce a new step, in which a correction of the perturbed right hand side \( \hat{b} \) is produced and then to correct it with this vector. This correction approximates \( r \) from (11), the “inconsistent” component of \( \hat{b} \) and is obtained by performing successive steps of KT algorithm for the consistent system \( A^T y = 0 \) (see [16] for details).

**Algorithm Extended Kaczmarz-Tanabe (EKT).**

*Initialization:* \( x_0 \in \mathbb{R}^n, y^0 = \hat{b}; \)

*Iterative step:*

\[
\begin{align*}
y^{k+1} &= \Phi y^k, \\
b^{k+1} &= \hat{b} - y^{k+1}, \\
x^{k+1} &= Qx^k + Rb^{k+1}.
\end{align*}
\]

with \( Q, R \) from (15) - (16) and

\[
\Phi y = (\varphi_1 \circ \ldots \circ \varphi_n)(y), \quad \varphi_j(y) = y - \frac{\langle y, A^j \rangle}{\| A^j \|^2} A^j, \quad j = 1, \ldots, n
\]

constructed as in (13)-(14), but for the (consistent) system \( A^T y = 0 \), as we already mentioned. Let \( \tilde{\Phi} \) the application constructed as \( \tilde{Q} \) in (16) - (17) corresponding to \( \Phi \) from (52), i.e.

\[
\tilde{\Phi} = \Phi P_{\mathcal{R}(A)}, \quad \Phi = P_{\mathcal{N}(A^T)} + \tilde{\Phi}, \quad \| \tilde{\Phi} \|_2 < 1.
\]

**Theorem 4.1** The Extended Kaczmarz - Tanabe algorithm (49) - (51) has at least linear convergence.

**Proof.** From [16], Theorem 2.1, pages 124-125, if \( e^k = x^k - (P_{\mathcal{N}(A)} - x_{LS}) \) is the error at the \( k \)-the iteration of the algorithm EKT, we know the relations

\[
e^k = \tilde{Q} e^{k-1} - R\tilde{\Phi} y^{k-1}, \quad \forall k \geq 1, \quad \tilde{\Phi} y^j = \tilde{\Phi}^2 y^{j-1}, \quad \forall j \geq 2.
\]

A recursive argument involving the first equality in (54), together with the relation \( \tilde{\Phi} y^j = \tilde{\Phi}^{j+1} \hat{b} \), which is obtained by using the second equality, give us

\[
e^k = \tilde{Q}^k e^0 - \sum_{j=0}^{k-1} \tilde{Q}^{k-j-1} R\tilde{\Phi}^{j+1} \hat{b}.
\]
If we define \( \delta = \max\{\|\tilde{Q}\|_2, \|\tilde{\Phi}\|_2\} < 1 \) and take norms in (55) we obtain
\[
\|e^k\| \leq \delta^k \|e^0\| + \sum_{j=0}^{k-1} \delta^k \|R\|_2 \|\hat{b}\| = \delta^k (k+1) \|R\|_2 \|\hat{b}\| + \delta^k \|e^0\| .
\]
(56)

Now, if \( e^k = \delta^k (k+1) \|R\|_2 \|\hat{b}\| + \delta^k \|e^0\| \) we get
\[
\lim_{k \to \infty} \frac{e^{k+1}}{e^k} = \delta \in [0,1),
\]
which shows us the at least linear convergence of the algorithm EKT and completes the proof.

4.2 Extended Kaczmarz single projection algorithm

For extending Kaczmarz algorithm (29) to the inconsistent least squares problem (12) we considered the same ideas from the previous subsection, but using only one projection in the \( y \) and \( x \) steps (49) and (51). We then obtained the following formulation of the method (see for details [12]).

**Algorithm Extended Kaczmarz**

*Initialization:* \( x^0 \in \mathbb{R}^n, y^0 = \hat{b} \)

*Iterative step:* Select the index \( j_k \in \{1, \ldots, n\} \) and set
\[
y^k = y^{k-1} - \langle y^{k-1}, A^{j_k}\rangle A^{j_k}.
\]
(57)

Update the right hand side as
\[
b^k = \hat{b} - y^k.
\]
(58)

Select the index \( i_k \in \{1, 2, \ldots, m\} \) and compute \( x^{k+1} \) as
\[
x^{k} = x^{k-1} - \frac{\langle x^{k-1}, A_{i_k}\rangle - b^k_{i_k}}{||A_{i_k}||^2} A_{i_k}.
\]
(59)

According to the selection procedures used in the above algorithm we distinguish the following three cases.
• **Random Extended Kaczmarz (REK)** Define the discrete distributions
\[ p \in \Delta_m, \quad p_i = \frac{\|A_i\|^2}{\|A\|_F^2}, \quad i \in \{1, 2, \ldots, m\}, \quad (60) \]
\[ q \in \Delta_n, \quad q_j = \frac{\|A_j\|^2}{\|A\|_F^2}, \quad j \in \{1, 2, \ldots, n\}, \quad (61) \]
and sample in each step \( k \) of the iteration (57), resp. (59)
\[ j_k \sim q, \text{ resp } i_k \sim p. \quad (62) \]

• **Maximal Residual Extended Kaczmarz (MREK)** Select \( j_k \in \{1, 2, \ldots, n\} \) and \( i_k \in \{1, 2, \ldots, m\} \) such that
\[ |\langle A_{j_k}, y^{k-1} \rangle| = \max_{1 \leq j \leq n} |\langle A_j, y^{k-1} \rangle|, \quad (63) \]
\[ |\langle A_{i_k}, x^{k-1} - b^{k_i} \rangle| = \max_{1 \leq i \leq m} |\langle A_i, x^{k-1} \rangle - b^{k_i} |. \quad (64) \]

• **Almost cyclic Extended Kaczmarz (ACEK)** Select \( j_k \in \{1, 2, \ldots, n\} \), \( i_k \in \{1, 2, \ldots, m\} \), such that there exist integers \( \Gamma, \Delta \) with
\[ \{1, 2, \ldots, n\} \subset \{j_{k+1}, \ldots, j_{k+\Delta}\}, \quad (65) \]
\[ \{1, 2, \ldots, m\} \subset \{i_{k+1}, \ldots, i_{k+\Gamma}\} \quad (66) \]
for every \( k \geq 0 \).

The following result was proved in [21] for the algorithm REK.

**Theorem 4.2** For any \( A, \hat{b}, \) and \( x^0 = 0 \), the sequence \( (x^k)_{k \geq 0} \) generated by REK Algorithm converges in expectation to the minimal norm solution \( x_{ls} \) of (12) such that
\[ \mathbb{E}[\|x^k - x_{ls}\|] \leq \left(1 - \frac{1}{k^2(A)}\right)^{\lfloor k/2 \rfloor} (1 + 2k^2(A))\|x_{LS}\|^2, \quad (67) \]
where \( \hat{k}(A) = \|A^+\|_2 \|A\|_F \) and \( k(A) = \sigma_1/\sigma_p \), where \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 \) are the nonzero singular values of \( A \) and \( p = \text{rank}(A) \).

**Corollary 4** The algorithm REK has at least linear convergence in expectation.
Proof. It results from (67), as in the proof of Corollary 1.

Theorem 4.3 The algorithm MREK has at least linear convergence.

Proof. Let \((x^k)_{k \geq 0}\) be the sequence generated with the MREK algorithm. According to the selection procedure (64) of the projection index \(i_k\) and (11) we successively obtain (see also section 1 of the paper [1])

\[
n|\langle A_{i_k}, x^{k-1} \rangle - b_{i_k}^k|^2 \geq \sum_{1 \leq i \leq m} |\langle A_i, x^{k-1} \rangle - b_i^k|^2 = \| A x^{k-1} - b \|^2 = \| A x^{k-1} - b \|^2 + \| r - y^k \|^2,
\]

hence

\[
-|\langle A_{i_k}, x^{k-1} \rangle - b_{i_k}^k|^2 \leq -\frac{1}{n} \| A x^{k-1} - b \|^2 - \frac{1}{n} \| r - y^k \|^2.
\] (68)

In [12], Proposition 1 it is proved the equality

\[
\| x^k - x \|^2 = \| x^{k-1} - x \|^2 - \left( \frac{\langle A_{i_k}, x^{k-1} \rangle - b_{i_k}^k}{\| A_{i_k} \|^2} \right)^2 + \| \gamma_{i_k} \|^2,
\] (69)

where

\[
\gamma_{i_k} = \frac{r_{i_k} - y_{i_k}^k}{\| A_{i_k} \|^2} A_{i_k}, \quad \text{and} \quad x \in \text{LSS}(A; b) \text{ s.t. } P_{\mathcal{N}(A)(x)} = P_{\mathcal{N}(A)(x^0)}.
\] (70)

If \(\delta\) is the smallest nonsingular value of \(A\) and because \(P_{\mathcal{N}(A)(x^k)} = P_{\mathcal{N}(A)(x^0)}\), \(\forall k \geq 0\) it holds that \(x^k - x \in \mathcal{R}(A^T)\), hence

\[
\| A x^{k-1} - b \|^2 \geq \delta^2 \| x^{k-1} - x \|^2.
\] (71)

Then, from (in this order) (69), (68), the obvious inequality

\[
\| \gamma_{i_k} \|^2 \leq \frac{\| r - y^k \|^2}{\| A_{i_k} \|^2},
\]

and (71) we get

\[
\| x^k - x \|^2 \leq \| x^{k-1} - x \|^2 - \frac{1}{n} \| A x^{k-1} - b \|^2 - \frac{1}{n} \| r - y^k \|^2 + \frac{\| r - y^k \|^2}{\| A_{i_k} \|^2} \leq \]

\]
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\[
\left(1 - \frac{\delta^2}{n \cdot M}\right) \|x^{k-1} - x\|^2 + \frac{1}{\mu} \left(1 - \frac{1}{n}\right) \|y^0 - r\|^2 \left(1 - \frac{\delta^2}{n}\right)^k, \tag{72}
\]

where
\[
M = \max_{1 \leq i \leq m} \|A_i\|^2, \quad \mu = \min_{1 \leq i \leq m} \|A_i\|^2. \tag{73}
\]

If we introduce the notations
\[
\alpha = 1 - \frac{\delta^2}{n \cdot M} \in [0, 1), \quad \beta = 1 - \frac{\delta^2}{n} \in [0, 1), \quad C = \frac{1}{\mu} \left(1 - \frac{1}{n}\right) \|y^0 - r\|^2, \tag{74}
\]
from (72) - (73) we obtain
\[
\|x^k - x\|^2 \leq \alpha \|x^{k-1} - x\|^2 + \beta^k C, \forall k \geq 1. \tag{75}
\]

From (75), a recursive argument gives us
\[
\|x^k - x\|^2 \leq \alpha^k \|x^0 - x\|^2 + \sum_{j=0}^{k-1} \alpha^j \beta^{k-j} C
\]
or, for \(\nu = \max\{\alpha, \beta\} \in [0, 1)\)
\[
\|x^k - x\|^2 \leq \nu^k \left(\|x^0 - x\|^2 + Ck\right), \forall k \geq 1. \tag{76}
\]

If we define \(\epsilon_k = \nu^k \left(\|x^0 - x\|^2 + Ck\right), \forall k \geq 1\), we obtain that \(\lim_{k \to \infty} \frac{\epsilon_{k+1}}{\epsilon_k} = \nu \in [0, 1)\), which gives us the at least linear convergence for MREK algorithm and completes the proof. \(\blacksquare\)

**Theorem 4.4** The algorithm ACEK has at least sublinear convergence.

**Proof.** Let \((x^k)_{k \geq 0}\) be the sequence generated with the ACEK algorithm and \(k \geq 0\) arbitrary fixed. From (59) it results
\[
x^{k+\Gamma} = P_{H_{k+\Gamma-1}} \circ \cdots \circ P_{H_k}(b^k; x^k), \quad \text{where } P_{H_k(b^k;x^k)} = x - \frac{\langle x, A_i \rangle - b^k}{\|A_i\|^2} A_i. \tag{77}
\]
Let \(\gamma = \{i_k, \ldots, i_{k+\Gamma-1}\}\) (see (19)), \(A^\gamma, \hat{b}^\gamma\) defined with respect to (22) and \(Q^\gamma, R^\gamma\) the appropriate matrices from section 3.1 with the properties
\[
x^{k+\Gamma} = Q^\gamma x^k + R^\gamma \hat{b}^\gamma, \quad Q^\gamma = P_{k+\Gamma-1} \circ \cdots \circ P_{i_k} \quad Q^\gamma + R^\gamma A^\gamma = I,
\]
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with $P_i$ from (13). If $x \in LSS(A; \hat{b})$ is such that
\[ P_{\mathcal{N}(A)}(x) = P_{\mathcal{N}(A)}(x^0) = P_{\mathcal{N}(A)}(x^k), \quad \forall k \geq 0, \tag{78} \]
and because $\mathcal{N}(A^\gamma) = \mathcal{N}(A)$ we obtain
\[ P_{\mathcal{N}(A^\gamma)}(x^k - x) = P_{\mathcal{N}(A)}(x^k - x) = 0. \]
Let also $\tilde{Q}^\gamma = Q^\gamma P_{\mathcal{R}(A^\gamma)^T}$ be defined according to (16), with the properties (see (17))
\[ Q^\gamma = P_{\mathcal{N}(A^\gamma)} + \tilde{Q}^\gamma = P_{\mathcal{N}(A)} + \tilde{Q}^\gamma, \quad \| \tilde{Q}^\gamma \|_2 < 1. \tag{79} \]
From (78)-(79) we get
\[ Q^\gamma(x^k - x) = \tilde{Q}^\gamma(x^k - x). \tag{80} \]
Let now $x^*_k$ be the projection of $x^{k-1}$ on the "consistent" hyperplane of the problem (12), i.e. (see [12], eq (57))
\[ x^*_k = x^k - \frac{\langle x^{k-1}, A_{ik} \rangle - b_{ik}}{\| A_{ik} \|^2} A_{ik}. \tag{81} \]
According again to [12], proof of Proposition 1, we have the relations
\[ x^k = x^*_k + \gamma_{ik}, \quad x^*_k - x = P_{ik}(x^{k-1} - x), \forall k \geq 1, \]
with $P_{ik}$ from (13). Hence
\[ x^k - x = x^*_k - x + \gamma_{ik} = P_{ik}(x^{k-1} - x) + \gamma_{ik}, \quad \forall k \geq 1. \tag{82} \]
From (82) we obtain $\forall k \geq 1, j = 0, 1, \ldots, \Gamma - 1$
\[ x^{k+\Gamma-j} - x = P_{ik+\Gamma-j-1}(x^{k+\Gamma-j-1} - x) + \gamma_{ik+\Gamma-j-1}. \tag{83} \]
A recursive argument gives us, by also using (13) and (80)
\[ x^{k+\Gamma} = P_{k+\Gamma-1} \circ \cdots \circ P_{ik}(x^k - x) + \sum_{j=1}^{\Gamma} \Pi_j \gamma_{ik+\Gamma-j} = \]
\[ Q^\gamma(x^k - x) + \sum_{j=1}^{\Gamma} \Pi_j \gamma_{ik+\Gamma-j} = \tilde{Q}^\gamma(x^k - x) + \sum_{j=1}^{\Gamma} \Pi_j \gamma_{ik+\Gamma-j}, \forall k \geq 1, \tag{84} \]
where
\[ \Pi_1 = I, \Pi_2 = P_{ik+\Gamma-1}, \ldots, \Pi_\Gamma = P_{ik+\Gamma-1}P_{ik+\Gamma-2} \cdots P_{ik+1}. \] (85)

The applications \( \Pi_j \) are products of orthogonal projections (and \( \Pi_1 = I \)), thus
\[ \| \Pi_j \|_2 \leq 1, \forall j = 1, \ldots, \Gamma, \] (86)
whereas for \( \gamma_{il} \), from [12], eq. (41) it exists \( \gamma \in [0,1) \) such that
\[ \| \gamma_{il} \| \leq M\gamma^q, \text{ if } l = \Gamma \cdot q_i + s_l, \text{ } s_l \in \{0, \ldots, \Gamma - 1\}. \] (87)

Then, by taking norms in (84) and using (85)-(87) we obtain
\[ \| x^{k+\Gamma} - x \| \leq \| \tilde{Q} \gamma \|_2 \| x^k - x \| + \sum_{j=1}^\Gamma M\gamma^{q_{k+\Gamma-j}}, \] (88)
from which we get with \( \delta \) from (45)
\[ \| x^{q\Gamma} - x \| \leq \delta \| x^{(q-1)\Gamma} - x \| + M\Gamma\gamma^{q-1}, \forall q \geq 1. \] (89)

A recursive argument gives us from (89) and \( \mu = \max\{\delta, \gamma\} \in [0,1) \)
\[ \| x^{q\Gamma} - x \| \leq \mu^q \| x^0 - x \| + M\Gamma^2\mu^{q-1}, \forall q \geq 1. \] (90)
by using the same procedure as before we also get
\[ \| x^{q\Gamma+j} - x \| \leq \mu^q \| x^j - x \| + \gamma^2 M\mu^{q-1}, \forall q \geq 1, j = 0, 1, \ldots, \Gamma - 1. \] (91)

From (90) and (91) it then results for any \( k \geq 1 \)
\[ \| x^k - x \| \leq \mu^q \alpha + \Gamma^2 M\mu^{q-1}, \] (92)
where
\[ k = q_k \cdot \gamma + r_k, \text{ } r_k \in \{0, \ldots, \Gamma - 1\}, \text{ } \alpha = \max_{0 \leq j \leq \Gamma - 1} \| x^j - x \|. \] (93)
now if we define
\[ \epsilon_k = \mu^q \alpha + \Gamma^2 M\mu^{q-1}, \] (94)
from (92)-(93) it results that
\[ \frac{\epsilon_{j+1}}{\epsilon_j} = 1, \forall j \neq q\gamma - 1, q \geq 1 \text{ and } \frac{\epsilon_{q\Gamma}}{\epsilon_{q\Gamma-1}} = \mu \in [0,1) \] (95)
which gives us the at least sublinear convergence of the algorithm ACEK and completes the proof. ♠
5 Final comments

5.1 In this paper we tried to fill-in the existing gap related to the convergence rates analysis of Kaczmarz-type algorithms. We first analysed the Kaczmarz-Tanabe (KT) algorithm, in which a complete set of projections using each row index once is performed in each iteration, and we obtained for it an at least linear convergence rate. This result allowed us to analyse the Kaczmarz method with almost cyclic selection of indices (ACK), for which we obtained an at least sublinear one. For the random choice (RK algorithm) and the remotest set control one (MRK algorithm) there were already obtained results, saying that both have at least linear convergence rate (for the first one in expectation; see [17] and [1], respectively).

The second part of the paper was devoted to the analysis of Extended Kaczmarz type algorithms. Our first result was given for the EKT algorithm, the extension of the KT one, proposed by the author in [14] (see also [15]). We obtained for it an at least linear convergence rate. This result together with the considerations from [12] allowed us to prove at least linear, resp. sublinear convergence rate for the extended versions of MRK and ACK algorithms, respectively. For the extended version of the RK algorithm an at least linear convergence rate in expectation was already shown in [21].

5.2 Although the selection procedures considered in the paper are among the most used ones in practical applications, there are much more possibilities in this respect. For an almost complete overview see [3], [4] (section 5.1), [7], [6]. An important problem when considering a selection procedure seems to be the following: "sooner or latter" during the iterations each (row) projection index $i_k$ must appear. This was clearly formulated in [6] as follows.

**Definition 3** Let $\mathbb{N}$ be the set of natural numbers. Given a monotonically increasing sequence $\{\tau_k\}_{k=0}^{\infty} \subset \mathbb{N}$, a mapping $i: \mathbb{N} \to \{1, 2, \ldots, m\}$ is called a control with respect to the sequence $\{\tau_k\}_{k=0}^{\infty}$ if it defines a control sequence $\{i(t)\}_{t=0}^{\infty}$, such that for all $k \geq 0$,

$$\{1, 2, \ldots, m\} \subseteq \{i(\tau_k), i(\tau_k + 1), \ldots, i(\tau_{k+1} - 1)\}.$$  \hspace{1cm} (96)

The set $\{\tau_k, \tau_k + 1, \ldots, \tau_{k+1} - 1\}$ is called the $k$-th window (with respect to the given sequence $\{\tau_k\}_{k=0}^{\infty}$) and $C_k = \tau_{k+1} - \tau_k$ its length. A control for which $\{C_k\}_{k\geq0}$ is an unbounded sequence is called an expanding control.

It is clear that the Almost cyclic control (with the cyclic one as particular case) fits directly into the above definition and is a bounded control. At
least on author’s knowledge it is not yet know if the random and maximal residual (remotest set) controls fit into the above definition and are bounded or expanding controls. In this respect we first point out a remark from [5], related to the RK algorithm and saying that if “the norm associated with one equation is very much larger than the norms associated with the other equations, then the progress made by Algorithm RK towards a solution would be poor due to the fact that the random selection would keep selecting the same equation most of the time”, and probably other rows with much smaller norms will never be selected. A second remark is made in [13], in which the authors prove the following result.

**Proposition 1** Let $A$ be $m \times n$, with $m \leq n$ and $\text{rank}(A) = m$. Let $x^0 \in \mathbb{R}^n$ an initial approximation and $x_{LS}$ the minimal norm solution of the system (8) be expressed in the basis $\{A_1, \ldots, A_m\}$ of $\mathcal{R}(A^T)$ as

$$x_{LS} - P_{\mathcal{R}(A^T)}(x^0) = \sum_{i=1}^{m} \gamma_i A_i, \gamma_i \in \mathbb{R}. \quad (97)$$

If

$$\gamma_i \neq 0, \forall i \in \{1, 2, \ldots, m\}, \quad (98)$$

then, for any $i \in \{1, 2, \ldots, m\}$, it exists $k \geq 0$ (depending on $i$), such that in the algorithm MRK we have $i_k = i$.

The above result tells us that, in the hypothesis (98) the remotest set control is a kind of expanding control. Moreover, the assumption (98) can be fulfilled if we define $x^0 = \sum_{i=1}^{m} \alpha_i A_i$, with $\alpha_i \neq 0, \forall i$ “enough big” in absolute value.

5.3 One interesting challenge for the near future works in this direction would be to extend the above analysis related to RK and MRK algorithms, and also to the other types of controls from the above cited papers.

5.4 The results from our paper are only theoretical. We are not making numerical experiments and comparisons. It does not exists an universal efficient algorithm, that overpasses all the other methods, for any system. In spite of the theoretical convergence rate results, an efficient implementation together with an appropriate class of problems serves for a specific algorithm and can make it better than the others in that specific context.
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