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Abstract: This paper proposes a Home Energy Management System (HEMS) that optimizes the load demand and distributed energy resources. The optimal demand/generation profile is presented while considering utility price signal, customer satisfaction, and distribution transformer condition. The electricity home demand considers electric vehicles (EVs), Battery Energy Storage Systems (BESSs), and all types of non-shiftable, shiftable, and controllable appliances. Furthermore, PV-based renewable energy resources, EVs, and BESSs are utilized as sources of generated power during specific time intervals. In this model, customers can only perform Demand Response (DR) actions with contracts with utility operators. A multi-objective demand/generation response is proposed to optimize the scheduling of various loads/supplies based on the pricing schemes. The customers’ behavior comfort level and a degradation cost that reflects the distribution transformer Loss-of-Life (LoL) are integrated into the multi-objective optimization problem. Simulation results demonstrate the mutual benefits that the proposed HEMS provides to customers and utility operators by minimizing electricity costs while meeting customer comfort needs and minimizing transformer LoL to enhance operators’ assets. The results show that the electricity operation cost and demand peak are reduced by 31% and 18%, respectively, along with transformer LoL % which is reduced by 28% compared with the case when no DR was applied.
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1. Introduction

The primary aim of Demand Response (DR) schemes is to match electrical power supply with consumption. Traditionally, utilities adjust generation rates according to changes in demand. This practice is costly as it leads to turning generation units on and off, importing power from other utilities, or applying load-shedding. The smart grid’s advent is technologically enabled for the utilities to adjust demands to match generation. For instance, non-essential loads can be reduced and the energy consumption is shifted from peak hours to lower-demand times. This is principally done with customers’ approval and based on time-based dynamic pricing. Along with these smart grid features, other new and highly penetrating components need to be considered. For example, the development in Energy Storage Systems (ESSs) and Renewable Energy Sources (RESs) such as Photovoltaics (PVs) energy-harvesting technologies have led to a rapid increase in the integration of PV systems into residential and commercial premises. Moreover, electric vehicles (EVs) are widely used, particularly when considering grid-to-vehicle (G2V) and vehicle-to-grid (V2G) operations.

DR schemes also aim to maximize the utility profit by the optimal deployment of expensive and critical assets, such as transformers, as they impact the power system’s
adequacy and reliability, and their high utilization efficiency is essential to receive a reasonable return on investments. Any failures in the transformer may lead to significant problems such as power outages and costly and time-consuming repairs and replacements. DR is vital to effectively increase the smart grid performance while considering all these components and utilizing the enabling technologies. A well-designed DR scheme can give value beyond what traditional DR models could accomplish such as balancing electricity supply and demand, optimizing the deployment of utility assets, minimizing energy generation cost, reducing reliance on fossil fuels, and increasing the accommodation of RESs [1].

Home Energy Management Systems (HEMSs) are utilized to control appliances and oversee an entire facility’s energy and data flow [2]. HMESSs facilitate communications with customers through various channels to confirm their participation in a DR program and inform them about an event, energy usage, pricing, etc. Several researchers have proposed HEMSs with price-based DR algorithms for cutting the consumption cost. This is done by shifting different loads from high price periods to periods with low prices. A HEMS is presented in [3] to shift the customer load to reduce electricity cost and power peak to average ratio (PAR). In order to meet the electricity demand of the consumers, the HEMS schedules the ON/OFF status of the household appliances on a day-ahead and real-time basis using Mixed-Integer Linear Programming (MILP). MILP is also used to minimize electricity costs in [4,5]. These studies considered only house appliances with thermostatically controlled loads and ignored others that can have their loads shifted as well as prevailed smart grid apparatus such as RESs, EVs, and ESSs. A more comprehensive and general optimization-based HEMS is presented in [6]. The model integrates several types of smart appliances, including thermal, shiftable, curtailable, and critical appliances. The HEMS controls the appliances’ operation based on the received price signal to minimize the electricity bill while decreasing the curtailed power amount. However, RESs, EVs, and ESSs’ effects are not considered in this model.

In [7,8], the impact of charging EVs on residential distribution networks has been investigated. An energy management system has been suggested in [7] to optimize the appliances’ operation considering plug-in EVs. The authors in [8] propose a stochastic dynamic programming algorithm of HEMS to charge plug-in EVs by incorporating multiple random variables such as EV arrival time, departure time, and energy required for mobility. The results showed that variable mobility patterns affect the optimal decision of the HEMS. Recently, multiple works have been carried out to tackle RES and ESS integration in household operations with DR programs. A DR strategy for a non-deferrable load with PV and ESS capabilities has been presented in [9]. The study aims to reduce the expected energy cost by scheduling the charging/discharging time of ESS from renewable energy management units considering a time-of-use (ToU)-based DR. In [10], the authors integrate a charging and discharging approach of ESS and EV batteries in HEMS for prolonging their life. The batteries’ capital cost is considered for better flexibility and economic advantages. In [11,12], DR strategies are proposed with a bi-directional utilization possibility in a single HEMS to reduce the electricity operation price and improve the electricity load pattern, although neglecting customer comfort.

The work of [13] was devoted to investigating the impact of consumer comfort on the performance of a DR program. In [14], a multi-objective DR scheduling framework for a group of households is proposed. The model considers the participating households’ preferences and aims to minimize both the overall energy production cost and individual electricity bills. Also, a multi-objective HEMS model is presented in [15]. The HEMS model aims to determine the scheduling of home appliances based on electricity price and customer satisfaction. The results demonstrate that the model was able to achieve electricity cost reductions for all the Scenarios used while minimally affecting the end consumers’ satisfaction/comfort. In the study [16], the dissatisfaction model is set as the customer’s energy consumption data for each time slot. Based on the actual customer’s
consumption pattern, the user sets up a discomfort model that enables aggressive energy cost reduction.

DR can be used to mitigate the aging effect by managing the transformer’s thermal behavior. In relation to previous literature, there has been work in the DR literature aiming to increase transformer utilization. According to [17], utilizing DR programs could decrease the utility investment for installing new transformers by 75%. As a strategic solution, DR can reduce transformers’ load by shifting and reducing customers’ load. In [18–20], DR’s impact on distribution transformers aging has been examined. Different types of loads were controlled and shifted to reduce the Loss-of-Life (LoL) of transformers. However, in these studies, decreasing the electricity price was not considered as an objective, nor was customer satisfaction. The work in [21] proposed a DR optimization model based on transformer hottest-spot temperature to improve transformers’ utilization. The authors also presented a model to increase primary substations’ utilization and extend their lifetime in [22]. However, EV loads were not incorporated into these studies and, again, customer comfort was neglected. In [23], a price-responsive DR scheme was used to investigate an EV’s impact on transformer aging. The results showed that the increase in the EV’s capacity might significantly prolong the transformer aging.

There is still missing work and significant limitations that consolidate the advantages and challenges for integrating a DR platform into an existing electricity market. The efficient deployment of a DR optimization algorithm for utilities and customers’ benefit is challenging. This is due to the increased complexity and uncertainty in supply and power demand, as well as the intermittency of RESs, changes in users’ behavior, and the dynamic nature of electricity prices. Most of the work presented in the literature concentrated on optimizing the load and reducing consumers’ bills considering their comforts. A few of these publications considered utility asset conditions in the presence of RESs, EVs, and ESSs. The literature presented did not investigate the combined impact of optimizing energy consumption, considering distributed energy resources (DER), EV, and BESS integration while satisfying end-users’ comfort/engagement and backup electric utility assets. This emphasizes the need for developing a HEMS with a DR algorithm that improves the economic performance locally at the end-use level considering utility assets.

This paper proposes a HEMS embedded with a multi-objective optimization model to achieve the appropriate balance between end-user and operator benefits. The objective function’s optimal weight can provide a realistic trade-off solution without violating the distribution network regulation rather than a cost-effective oriented solution. Therefore, this paper deals with the DR problem in a large-scale context to solve residential buildings’ demand optimization problems from end-user and utility perspectives. To the best of the author’s knowledge, this is the first study in the literature to combine all operational scenarios in a single HEMS framework considering distribution transformer LoL. A transformer LoL mitigation model and power-limiting strategies are incorporated in the DR algorithm to increase the transformer life expectancy and reduce PAR and coincident peaks. The objectives should be fulfilled without comfort losses for the customers or power grid regulations.

The proposed HEMS model and its consideration are shown in Figure 1. All surveyed articles lack at least three from the set of considerations we accommodate in the model. The main contribution of the proposed model in this paper can be summarized as follows:

- Scheduling the household load by optimizing the trade-off between the energy consumption cost and the customer discomfort cost (CDC) considering the distribution transformers’ asset condition.
- Introducing the LoL cost of a distribution transformer into the optimization model. A transformer thermal model is used to calculate the LoL cost, and the DR multi-objective model is developed to support the asset condition while maximizing the utilization capacity of the distribution transformer.
- Integrating PV, ESS, EV, and all types of non-shiftable, shiftable, and controllable appliances in a DR program considering end-user preferences.
The rest of the paper is organized as follows. The DR optimization problem formulation is presented in Section 2. Section 3 presents the application of the proposed model and simulation results. An evaluation of the algorithm and a discussion on its application results are introduced in Section 4. Concluding remarks are presented in Section 5.

2. Optimization Problem Formulation

The proposed DR framework can be mathematically expressed as an optimization problem with various objectives and constraints, as shown in Figure 2. The optimization problem is formulated based on PV generation, asset degradation costs, electricity price, initial state of energy (SoE) of EVs, and ESSs’ batteries, together with the user preferences data. Each of these elements is described in detail in the below subsections.

2.1. Weighted Objective Function

The multi-objective function is presented as a cost model that consists of electricity charge cost considering transformer LoL ($F_1$) and customer dissatisfaction cost ($F_2$), which are weighted and combined into a single objective function, as shown in Equation (1).

$$
\min \rho F_1 + (1 - \rho) F_2 \quad \rho \in [0, 1]
$$

(1)
This integration allows the customers and operators to decide the combinations that better fit their economic interests and meet their technical requirements. This can be done by adjusting the customer/operator balance parameter \( \rho \) to achieve the trade-off between \( F_1 \) and \( F_2 \). These sub-objective functions are presented as:

\[
F_1 = \sum_{n=1}^{N} \sum_{h=1}^{H} C_{n,h} + C_{T\!v} \tag{2}
\]

\[
F_2 = \sum_{n=1}^{N} \sum_{h=1}^{H} cdc_{n,h} \tag{3}
\]

The model in \( F_1 \) presents the electricity charge cost and the transformer LoL cost, which is directly related to the asset condition. If the value of \( C_{n,h} \) is positive, the consumed power is from the grid. Otherwise, if the value of \( C_{n,h} \) is negative, the consumed power is from after-the-meter-generated power based on DERs and BESSs. \( F_2 \) is introduced to capture the degree of discomfort caused to the customer due to the DR schedules.

### 2.2. Transformer LoL Mitigation

The main cause of failure of distribution transformers is prolonged overloading. Thermal management of a transformer can improve its operation by managing the transformer LoL. The main two parameters used to approximate a transformer’s lifetime are transformer winding top oil temperature (TOT) and transformer winding hot spot temperature (HST). A precise thermal model of the distribution transformer can minimize the LoL and maximize the transformer utilization [24]. External and internal factors can affect the transformer’s thermal behavior such as ambient temperature and the transformer’s loading. Increasing ambient temperature results in an increase in the operating temperature of transformers. Ref. [25] states that for every 10 °C increase in ambient temperature, the lifetime of distribution transformers will be reduced two times faster than the normal operation. According to [26], when the HST reaches 140 °C, the relative aging rate reaches 100. This means that operating the transformer for one hour at overloading conditions equals 100 operating hours at normal operation. Any increase in the ambient temperature or transformer loading levels leads to an increase in the transformer HST. Thus, the transformer loading conditions depend on the HST and ambient temperature [27].

Based on the price signal received from the utility, the DR program intends to allocate the load during the lowest-price time. However, high penetration of scheduled household loads during these periods raises a concern of new high-power peaks that leads to distribution transformer overloading with high LoL. Hence the objective function \( F_1 \) is introduced to reflect the transformer LoL degradation cost in the DR optimization program. This degradation cost at a particular time depends on the transformer load, ambient temperature, and the %LoL at that time. The IEEE standard C57.91-2011 is used to determine %LoL of the distribution transformer, and it consists of three variables: ambient temperature, winding hottest-spot temperature, and top oil temperature [27]. It is given by Equation (4).

\[
\theta_H = \theta_A + \Delta\theta_H + \theta_{T\!O} \tag{4}
\]

where \( \Delta\theta_H \) calculates the increase in the oil and winding temperature caused by the increase in transformer current as given by Equation (5). The initial value of top oil temperature rise over ambient is given by Equation (6), and the ultimate top oil temperature rise is given by Equation (7)

\[
\Delta\theta_H = ( \Delta\theta_{H,u} - \Delta\theta_{H,j}) \left( 1 - \exp^{-\frac{t}{\tau_H}} \right) + \Delta\theta_{H,j} \tag{5}
\]

\[
\Delta\theta_{H,u} = \Delta\theta_{H,r} [k_u]^{2m} \tag{6}
\]

\[
\Delta\theta_{H,j} = \Delta\theta_{H,r} [k_i]^{2m} \tag{7}
\]
Equation (8) presents the top oil rise over ambient temperature. As seen from Equation (9), any increase in the transformer current will increase the overall transformer temperature. The ultimate and initial top oil rise temperatures are given by Equations (9) and (10), respectively.

\[
\Delta \theta_{TO} = (\Delta \theta_{TO,u} - \Delta \theta_{TO,i}) \left(1 - \exp^{-\frac{t}{\tau_{TO}}}\right) + \Delta \theta_{TO,i}\quad (8)
\]

\[
\Delta \theta_{TO,u} = \Delta \theta_{TO,R} \left[\frac{k_u^2 \cdot R + 1}{R + 1}\right]^n\quad (9)
\]

\[
\Delta \theta_{TO,i} = \Delta \theta_{TO,R} \left[\frac{k_i^2 \cdot R + 1}{R + 1}\right]^n\quad (10)
\]

This model is based on the effect of the HST on the aging of the distribution transformer. The relation of the aging acceleration factor and the transformer’s hot spot temperature (reference temperature 110 °C) is expressed in Equation (11).

\[
F_{AA} = \exp\left(\frac{1500}{383} - \frac{1500}{\theta_H + 273}\right)\quad (11)
\]

The equivalent aging factor at the reference temperature at a given time can be used for calculating the loss of life, as shown in Equation (12).

\[
F_{EQA} = \sum_{r=1}^{N} F_{AA,r} \frac{\Delta t_r}{\Delta t_r}\quad (12)
\]

Equation (13) is used to determine the percent LoL. The normal insulation loss of life is considered to be 180,000 h (20.55 years).

\[
\%LOL = \frac{F_{EQA} \times t \times 100}{\text{Normal Insulation life}}\quad (13)
\]

The transformer capacity total cost is utilized instead of a fixed threshold constraint, and the LoL cost is estimated using Equation (14) [28].

\[
C_{Tx}^T = \frac{\text{Transformer investment cost}}{\text{Normal life expectancy}} \times \text{LOL}_h\%\quad (14)
\]

2.3. Home Appliance Constraints

The use of different categories of home appliances needs to be managed so that the total cost of electricity can be minimized considering electricity price as a function of the time interval and customer comfort. The appliances’ operation and user preferences limit scheduling. Therefore, household appliances are categorized and modeled according to their configuration and their effect on user comfort. Some attributes considered for the appliances, for example, are as follows:

- ID number \((n)\).
- Scheduling window \([T_{n,\text{int}}, T_{n,\text{end}}]\).
- Importance parameter \((\zeta_n)\).
- Power rating \((E_{n,h})\).
- Operating time duration \((T_{n,\text{end}})\).

The mathematical model for each category of appliances, along with its constraints, is explained in the following subsections.
### 2.3.1. Non-Shiftable Appliances

Non-shiftable loads have a critical operating status which is always “on” and cannot be scheduled or controlled, such as refrigerators and alarm systems. The cost of such loads is presented by Equation (15).

$$ C_{n,h} = \lambda_h \cdot E_{n,h} \quad (15) $$

### 2.3.2. Shiftable Appliances

Shiftable loads, i.e., washing machine and clothes dryer, can be scheduled for off-peak hours when the electricity cost is low. The consumption cost for these appliances is represented by (16). Furthermore, the limits for the shiftable appliance $n$ throughout the scheduling horizon should satisfy the constraints in Equations (17) and (18).

$$ C_{n,h} = \lambda_h \cdot u_{n,h} \cdot E_{n,h} \quad (16) $$

$$ u_{n,h} = 0 \quad \forall h \in [1, T_{n,int}) \cup (T_{n,end}, H] \quad (17) $$

$$ u_{n,h} \leq 1 \quad \forall h \in [T_{n,int}, T_{n,end}] \quad (18) $$

Equation (19) reflects the customer’s dissatisfaction with waiting for the appliance to start the operation. Minimizing Equation (20) leads to minimizing the waiting time as much as possible, which supports customer comfort.

$$ cdc_{n,h} = \zeta_n (T_n^{start} - T_n^{int}) \quad (19) $$

$$ T_{n,int} \leq T_n^{start} \leq (T_n^{end} - T_n^{total}) \quad (20) $$

### 2.3.3. Controlled Appliances (Active Loads)

This category of appliances has flexible power consumption, such as lights and air conditioners. Their power consumption can be regulated between the maximum and minimum in response to price changes. Controlling these loads supports minimizing the customer electricity bill, as presented in Equations (21) and (22). Nonetheless, power reduction can cause dissatisfaction for the customer, as presented by Equation (23).

$$ e_{n,min} \leq E_{n,h} \leq e_{n,max} \quad (21) $$

$$ C_{n,h} = \lambda_h \cdot E_{n,h} \quad (22) $$

$$ cdc_{n,h} = \zeta_n (E_{n,h} - e_{n,max})^2 \quad (23) $$

### 2.4. Electrical Vehicle Constraints

The EV model supports the engagement of customers in the energy market. Charging and discharging of the EV battery is controlled based on the electricity price and the asset condition. The EV charging/discharging cost is presented by Equation (24). Equation (25) presents the difference between the EV’s maximum energy and the actual charged energy, multiplied by a dissatisfaction factor that penalizes not having a fully charged EV at departure time. Constraints in Equation (26) define the discharge power usage from EV (V2H or V2G). The amount of energy available in an EV battery at time $h$ is presented by Equations (27) and (28). The EV battery stored energy is limited between minimum and maximum values to prevent deep discharging or full charging, as presented by Equation (29).

$$ C_{n,h} = \begin{cases} 
\lambda_h \cdot E_{n,h}^{EV/c} \\
-\lambda_h \cdot E_{n,h}^{EV/d} 
\end{cases} \quad (24) $$

$$ cdc_{n,h} = \zeta_n \left( SOE_{n,h}^{EV} - SOE_n^{EV/max} \right)^2 \quad \text{if } h = h_{n,dep}^{dep} \quad (25) $$

$$ E_{n,h}^{EV/used} + E_{n,h}^{EV/sold} = \eta_{n}^{EV/d} \cdot E_{n,h}^{EV/d} \quad \forall h \in [h_n^{arr}, h_n^{dep}] \quad (26) $$
peak hours. For instance, during coincident peak periods, the utility can impose a strategy. This would reduce the peaks of demand, which generates benefits for the prosumer.

2.6. PV Model Constraints

PV energy resources further support customer engagement in the energy market. Equation (36) implies that the generated power from PVs can be used by the household appliances or injected back to the grid based on the DR contract between the utility and the prosumer.

\[ p_{h}^{PV} = p_{h}^{PV/used} + p_{h}^{PV/sold} \]  

2.7. Power-Limiting Strategies

Flattening the load profile is one of the main criteria which should be considered in DR strategies. Beside the transformer thermal model, utilities can provide several incentive power-limiting strategies to the households according to the DR program they participate in [8]. This would reduce the peaks of demand, which generates benefits for the whole system. The reward for consumers is direct since they pay less by following a particular strategy. For instance, during coincident peak periods, the utility can impose a limit on the power drawn by the users to reduce the power system peak. A power-limiting strategy may also control the customer’s daily power consumption pattern, as presented in Equations (37) and (38). However, if the user needs to use a power that exceeds the defined limit, the excessive energy usage will be charged by a higher price, e.g., a coincident peak charge, so a significant cost reduction can be realized if the user reduces the demand at peak hours.

\[ \max_{h} \left( p_{h}^{g} - p_{h}^{sold} \right) \leq \Gamma \]  
\[ p_{h}^{g} \leq l_{h}, u_{h} \]  

2.8. Implementation Considerations

To execute the formulated DR optimization problem, several considerations and assumptions are made. These assumptions and considerations come under two main categories: (i) predictions of the model input data and (ii) executing the scheduled load constraints.
proposed by the HEMS. Each of these points is examined by prior literature, as highlighted in the following paragraphs.

The user has a DR contract with the utility. This DR contract is categorized by different periods: off-peak, demand peak, and coincident peak. The off-peak price can be fixed throughout the day or time-varying, depending on the electricity market. Usually, $\lambda_h$ is in the order of several cents per kWh. This paper assumes a real-time pricing (RTP) scheme at off-peak times. The peak demand charge, also known as a power tariff, is applied during the hours where the customer consumption is high. Customers are motivated to decrease their consumption by increasing the power tariff as their peak demand increases. This charge is obtained by determining the hour of the day/month when the user’s consumption is maximal. Here, $\lambda_h$ is much higher than in the off-peak charge. It can reach several dollars per kWh. The coincident peak pricing scheme is the same as the peak charge scheme but manages the peak hour for the utility instead of the peak for each consumer. This is done by determining the utility’s peak hour at the end of each day/month. After that, all users pay for their electricity consumption at this time. The rate of these charges can reach a price that is more than the peak demand charge rate [29].

The paper assumes that the hourly energy cost ($\lambda_h$) is known for each end-user. This price is not the accurate price that the user will pay, but it indicates the next day’s expected prices. The utility announces the actual price in real-time, a common procedure in real life [30]. Besides, to aid customers, the utility should have the Peak Alert DR program in which they issue alerts notifying participants of potential peak hours each day/month. This program simply provides forecasted alerts. In practice, price and coincident peak predictions can be made using historical data that are generally available by the utilities’ operating demand response programs. Other parameters needed by the algorithm are considered perfectly known and can be fairly predictable in practice. For example, the algorithm needs the predicted renewable generation and transformer load as inputs. The input data prediction can be made in many ways, e.g., [31,32]. In practice, the household owner may set the appliances’ information according to their needs, or an intelligent system that learns the household owner’s behavior could be adapted.

Given the predictions for the coincident peak, transformer load, electricity price, renewable generation, etc., the proposed algorithms make ideal energy scheduling decisions to fulfill the optimization problem objectives since the optimization problem is convex. In a simple form, it can be solved efficiently. For simplicity, the ESS degradation cost is neglected. Given the resulting energy schedule, the remaining work is implementing and consolidating the HEMS at the household level.

3. Application and Results
3.1. Simulation Data

The mathematical model described in the previous section was implemented in MATLAB using the Interior Point Method, which solves linear and non-linear convex optimization problems. The simulations were conducted on one household and three houses supplied from a distribution transformer to demonstrate the benefits of the proposed methodology on the prosumer and the utility operator. It was assumed that all the input data are known for the algorithm. Table 1 presents different kinds of active and passive appliances with different configurations using the appliance importance coefficients. The CDC weights in Table 2 are defined by the prosumer considering the energy price variation within the day, and the balance parameter ($\rho$) is set to 0.5. The after-the-meter DER data within each household are estimated as in Table 2 [33]. The PV source was designed to meet about 10% of the total load for 24 h. Tables 1 and 2 parameters are varied for each household according to the characteristics of the appliances and the end-user preference as well as the available DERs.
Table 1. Parameters of household appliances.

| ID       | Dissatisfaction Coefficient ($\zeta_n$) | Power Rating (kWh) | Scheduling Interval ($[T_{n,int}, T_{n,end}]$) | Operating Time ($T_{n,total}$) |
|----------|----------------------------------------|--------------------|---------------------------------------------|-------------------------------|
| Cooker   | -                                      | 1.5                | -                                           | -                            |
| Plugs    | -                                      | 1                  | -                                           | -                            |
| REFR     | -                                      | 0.75               | -                                           | -                            |
| other    | -                                      | 2                  | -                                           | -                            |
| Washing machine (WM) | 0.2    | 1.5                | 17–22                                       | 3                            |
| Dish washer (DW) | 0.2    | 1.2                | 7–12                                        | 2                            |
| DRY      | 0.2                                    | 2                  | 20–24                                       | 2                            |
| WH       | 2                                      | 0–1                | 6–9, 20–22                                  | -                            |
| AC1      | 2                                      | 0.7–2             | 0–24                                       | -                            |
| AC2      | 2.5                                     | 0.7–2             | 0–24                                       | -                            |
| AC3      | 3                                      | 0.7–2             | 0–24                                       | -                            |
| L        | 2                                      | 0.2–0.8           | 6–12                                       | -                            |

REFR: refrigerator; DRY: dryer; WH: water heater; AC: air conditioner; L: light.

Table 2. Energy storage system (ESS) and electric vehicle (EV) data of each household.

| Type | ESS | EV |
|------|-----|----|
| Maximum power accumulated in a battery (kWh) | 3 | 16 |
| Maximum energy of charging/discharging (kWh) | 0.6 | 3.3 |
| Minimum discharging level (%) | 20 | 30 |
| Maximum charging level (%) | 90 | 90 |
| Initial SOE (%) | 90% | 50% |
| Arrival time | - | 2 p.m. |
| Departure time | - | 6 a.m. |

3.2. Results and Discussion

This section demonstrates the simulation and performance evaluation results carried out by MATLAB to analyze the optimal load management in smart home integrated considering different cases. The proposed DR algorithm is applied to compare the following three operating cases with a base case representing a reference without using the proposed algorithm. The capability of the HEMS to sell the extra energy back to the grid complicates the simulation analysis. Besides, there are many policies regarding the injected energy to the grid, requiring separate analysis. In this respect, selling energy back to the grid is out of the scope of this paper.

3.2.1. Base Case: Without the DR Program

This case is considered as a reference in the study, which presents the household load profile before participating in the DR program. Figure 3 shows the aggregated energy consumption of all active and passive household loads, as well as the signal of energy cost. Based on the cost signal, the estimated energy consumption cost of the reference case is USD 6.1.

3.2.2. Case 1: The Impact of Customer Dissatisfaction Cost

The objective, in this case, is to minimize the total daily operation cost considering the CDC ($F_2$) and ignoring the transformer LoL cost in Equation (2). The customer comfort level is reflected in the optimization algorithm, considering the $\zeta_n$ parameter, as illustrated in Table 1. Figure 4 shows the aggregated household load along with the electricity price signal after participating in Case 1. The proposed DR algorithm attempts to optimize energy consumption and achieve the lowest electricity charge cost. Specifically, all active loads (controllable and shiftable loads) are scheduled to operate outside electricity high-price slots. The controllable loads are scheduled to consume less energy from 15:00 to 20:00 and consume more energy between 21:00 and 24:00. The shiftable loads (DRY and WM) are scheduled to operate at 23:00 and 24:00, where the electricity price is low. The DW remains operating in slots 7 and 8 as it is the lowest in its working period, as
specified in Table 1. The DR algorithm reduced the operation cost by scheduling the EV charging in the lowest price slots (22:00–24:00 and 4:00) during the time that EV is at home.

![Figure 3](image1.png)
**Figure 3.** Aggregated energy consumption of all loads before DR (Base Case).

![Figure 4](image2.png)
**Figure 4.** Load profile considering the impact of customer dissatisfaction.

Also, it can be observed that appliances with larger $\zeta_n$ consume more energy than the appliances with lower $\zeta_n$. This is to guarantee that the customer suffers less dissatisfaction with the proposed DR algorithm. For example, for the same electricity price, AC3 consumes more energy than AC2, and AC2 consumes more energy than AC1.

The electricity consumption cost of implementing Case 1 is USD 4.5, 25% less than the reference case. End-users' engagement in the DR program depends on the class of customers. Technology supporters have the potential to participate in such a HEMS-DR program and other energy market opportunities. However, another class of end-users still presents a challenge and may need additional incentives for engagement, even with the electricity cost reduction achievement. Hence, full engagement in this program is limited to the technology-supporter class of customers. Furthermore, having individual control of the DR algorithm per individual end-user may cause the low-cost periods to operate as a
sink for all customers to operate their appliances during these intervals and generate new load peaks detected by utility assets.

3.2.3. Case 2: The Impact of Transformer LoL Cost

In this case, the objective function of transformer LoL mitigation cost is considered along with operation cost ($F_1$), as presented in Equation (2), and customer discomfort cost ($F_2$). The HEMS implements an approach to fulfill the consumer’s expectations and decreases the transformer’s LoL by monitoring transformer load, electricity price, HST of distribution transformer, and predicted consumption pattern of the customer. The DR program’s impact on a 30-kVA distribution transformer based on the IEEE standard C57.91-2011 is used to investigate its loss-of-life cost. The transformer is assumed to be supplying three houses where their household loads are monitored and controlled by the proposed DR algorithm. Based on Case 1, the transformer has a peak demand in lower-price slots as the DR algorithm operates all the smart appliances in these periods. Therefore, the load and LoL factor during these periods increased compared with the reference case’s low-price periods.

The DR algorithm overcomes this issue by including the LoL as a transformer deterioration cost using (5). Figure 5 shows the Case 2 optimized scheduling for the household load after adding LoL cost. It can be noted that the EV charging load is shifted to slots 1:00–3:00 of high electricity price compared to slots 22:00–24:00 used in Case 1. While this load shift may increase the electricity cost, it satisfies the LoL cost and overcomes the distribution transformer’s overload condition and other assets. Case 2 results in a peak demand reduction of 18% compared to Case 1, positively impacting the utility assets. The new load profile of Case 2 has an electricity cost of USD 4.7, which is higher than Case 1; however, it is lower than the base case by 23% and provides direct benefits to both the end-user and utility operator.

3.2.4. Case 3: The Impact of DERs

DERs are essential in developing active customers with the potential to engage in the local energy market and, hence, are integrated into the HEMS-DR program. This case emphasizes the DR algorithm’s benefits by utilizing assets such as PVs, ESSs, and EVs. The energy offered by the household assets (PV, EV, and ESS) is used to minimize consumption from the grid and balance the demand/generation relationship. It is assumed that PV-to-home (PV2H), ESS-to-home (ESS2H), and EV-to-home (V2H) capabilities are...
available. These assets may also be used to sell energy to the grid via PV-to-grid (PV2G), V2G, and ESS2G options. Figure 6 presents the results of this case, and the following are observed:

- The PV-generated power is used to partially cover the demand and charge the ESS as long as it is available.
- When prices are high, the ESS’ available energy is utilized to cover part of the load and reduce electricity consumption cost, as illustrated during the 17:00–19:00 time period.
- As the EV arrives at the household, it contributes to the energy needs from 19:00 to 2:00 with sufficient energy. It is also observed that the HEMS-DR algorithm avoids charging the EV in high price slots.

The electricity cost of case 3 is USD 4.2, which is 31% lower than the base case, 9% lower than Case 1, and 10% lower than Case 2.

4. Performance Evaluation

4.1. The Impact of Power Limiting Strategy

The presented algorithm aims to operate the household loads when the price is low and respond to the utility’s specific load-shape requirements. To evaluate this, a power limit restriction is enforced throughout the time horizon to limit the drawn energy from the grid to a maximum value of 8 kWh to reduce the customer peak demand, as presented in Equation (38). Violating the power limit is allowed under a penalty that is equal to the demand charge tariff. The demand charged is assumed to be equal to 110% of the day’s highest electricity price (3.8 cents). As shown in Figure 7, under this strategy, the total peak is further decreased to 8 kW, and as a result, the EV charging is reduced and the charging period is increased. However, the load stays the same as the previously discussed case (Case 3).

4.2. The Impact of the Balance Parameter $\rho$

The balance parameter for customer and utility benefits directly impacts the objective function in Equation (1). Figure 8 shows the electricity consumption cost of the three previously mentioned cases using the proposed DR program under different customer-utility balance parameters ($\rho$). A large value of $\rho$ magnifies the energy operation cost and

Figure 6. Load profile considering the impact distributed energy resources.

Figure 7. The impact of the power limiting (8-kW limit).

Figure 8. Electricity consumption cost of the three cases using the proposed DR program under different customer-utility balance parameters ($\rho$).
the transformer LoL mitigation cost ($F_1$) in the objective function. On the other hand, using a small $\rho$ magnifies the customer dissatisfaction cost ($F_2$) in the objective function, where the end-user has more impact on the cost function compared with the utility. Hence, selecting the value of $\rho$ is an essential element in the optimization algorithm and should be defined based on a mutual agreement that reflects the customer and utility operator benefits.

![Figure 7](image7.png)

**Figure 7.** The impact of the power limiting (8-kW limit).

![Figure 8](image8.png)

**Figure 8.** The impact of the balance parameter on electricity consumption.

### 4.3. The Impact of DR Program on Distribution Transformer

The impact of the DR program’s three cases on a distribution transformer (DT) loading condition is studied. The active loads of three houses are used, and the DERs are randomly varied within the ranges specified in Tables 1 and 2. The aggregated load of the five houses supplied by a 30-kVA distribution transformer is estimated, and the results of the DR program of the previous cases are illustrated in Figure 9. The price pattern is also included in the figure to help in result analysis. To evaluate the proposed DR algorithm’s efficacy, the base case is considered with a severe loading where the DT loading condition shows 4-h continuous overloading above 100% rating during the 18:00–22:00 time interval and
another 10 h above 80% rating. Case 1 of the DR program supports customers’ benefit in energy cost reduction. However, the results present an alarming indication of a possible overloading condition that accelerates transformer degradation. Furthermore, part of the overloading conditions time intervals has a low-price signal, which may work as a sink for other customers to operate their appliances, and that magnifies the load peak condition of the DT. Implementing Case 2 of the DR program shows a reduction in the DT load beyond the 80% rating and an increase in the energy cost due to load shifting to high-price electricity cost intervals. This is shown in the figure during the time intervals 1:00–4:00 and 20:00–24:00. Case 1 and Case 2 of the DR program show similar responses during the time interval 4:00–20:00. Including DERs in the DR program (Case 3) shows the optimal operation scenario as expected. The DR program generates a DT loading below all the cases during the time interval from 7:00 to 19:00 and merges with the lowest case (Case 2) during the time intervals 4:00–7:00 and 19:00–24:00.

Figure 9. The impact of the DR on distribution transformer load profile.

According to Equations (5)–(14), the HST of the transformer will be raised during overloads. As shown in Figure 10, the HST reached around 73 °C without DR, and with the DR, the average and maximum HST for transformers have been reduced in all the cases. Since the HST has a significant impact on the aging of transformers, minimizing HST will minimize transformer LoL%. As shown in Figure 11, the LoL of a transformer can be reduced by up to 25% by the proposed DR algorithm. A comparison of the total transformer load, HST, and LoL% is shown in Table 3.

Table 3. Comparison with and without DR.

|                | Maximum Load (p.u) | Maximum HST (°C) | Maximum LoL (%) |
|----------------|--------------------|------------------|-----------------|
| Without DR     | 1.13               | 79.40            | 0.000038        |
| With DR (Case 1)| 0.90               | 68.20            | 0.000035        |
| With DR (Case 2)| 0.83               | 65.50            | 0.000033        |
| With DR (Case 3)| 0.83               | 65.40            | 0.000027        |
The impact of the DR on distribution transformer hot spot temperature (HST).

Figure 10. The impact of the DR on distribution transformer hot spot temperature (HST).

The impact of the DR on distribution transformer loss of life (LoL) %.

Figure 11. The impact of the DR on distribution transformer loss of life (LoL) %.

4.4. Challenges and Opportunities

One of the chief benefits of the proposed model is its flexibility. It can be automatically adjusted and adapted to consider more appliances and constraints and generate the best possible scheduling solutions. The equations can be solved in more than one way. The result in this paper was obtained using a laptop (i7 at 2.6 GHz, 16 GB of RAM, 64-bit Windows) with a computation time, on average, of 5 s. With a more powerful processor and high-capacity RAM, the computation time will be further reduced. However, implementing such an algorithm for larger-scale applications may increase the computational burden. Since the computational complexity of the scheduling problem is non-polynomial (NP)-hard, as the number of constraints and variables increases, the developed model’s computational complexity would be necessary in order to fully evaluate its potential for solving real-world problems.
time exponentially increases. In this case, heuristics approaches are useful for reducing the computational burden of the scheduling problem and capable of approximating the optimal solutions in a reasonable time. However, a detailed analysis of the computational complexity would be necessary in order to fully evaluate its potential for future large-scale applications.

5. Conclusions

The paper proposes a multi-objective residential DR optimization model that coordinates the benefits of households and utility operators. The model aims to minimize the individual household electricity consumption cost while considering customers’ comfort and lifestyle. The utility distribution transformer’s load profile is integrated into the optimization model by incorporating the asset loss-of-life (LoL) cost in the multi-objective function. The proposed model’s flexibility is supported by considering various demand/generation components that consume/produce electricity. The proposed algorithm’s application is presented by three operation scenarios, compared with a reference case, and illustrated customers’ and operators’ benefits in terms of consumption cost, customer discomfort cost, and transformer asset load leveling. The results of the multi-objective DR model revealed a 38% reduction in the electricity consumption cost and an 18% reduction in the aggregated peak demand of the distribution transformer.

In future work, peer-to-peer energy trading and two-way energy trading with the grid will be considered as an extension of the current work, increasing the HEMS’ economic benefits. The appliance’s uncertainty will also be considered by detecting the heterogeneity in demand at the device level by the DR algorithm.
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Nomenclature

\[ h(H) \] Index (set) of time periods.
\[ n(N) \] Index (set) of household appliances.
\[ \rho \] Balance parameter for customer/utility benefits.
\[ F_1 \] Transformer LoL mitigation objective function.
\[ F_2 \] Electricity cost objective function.
\[ F_3 \] Customer dissatisfaction cost objective function.
\[ \lambda_h \] Hourly electricity cost (¢/kWh).
\[ P_{\text{sold}}^{n,h} \] Total power sold back to the grid (kW).
\[ C_{\text{Tx}}^{h} \] The transformer LoL cost at time \( h \).
\[ c_{dcd}^{n,h} \] Dissatisfaction cost for appliance \( n \) at time \( h \).
\[ C_{n,h} \] Electricity cost for appliance \( n \) at time \( h \).
\[ E_{n,h} \] Consumption for appliance \( n \) at period \( h \) (kWh).
\[ e_{n,max} \] Maximum consumption for appliance \( n \) (kWh).
\[ e_{n,min} \] Minimum consumption for appliance \( n \) (kWh).
\[ u_{n,h} \] Appliance status in household \( \in [0,1] \).
\[ \zeta_n \] Appliances dissatisfaction coefficient.
\[ T_{n,start} \] Operation starting time.
\( T_{\text{int}} \) \quad \text{Initial time of working period.}
\( T_{\text{end}} \) \quad \text{End time of the working period.}
\( T_{\text{total}} \) \quad \text{Appliance required operation time.}
\( E_{\text{EV}} \) \quad \text{Energy accumulated in EV battery (kWh).}
\( E_{\text{EV,max}} \) \quad \text{Maximum energy in EV battery (kWh).}
\( E_{\text{EV,min}} \) \quad \text{Minimum energy in EV battery (kWh).}
\( E_{\text{EV/used}} \) \quad \text{Power used by appliances fed by EV (kW).}
\( E_{\text{EV/used}} \) \quad \text{Power injected to grid from EV (kW).}
\( \eta_{\text{EV/c}} \) \quad \text{EV battery charging efficiency factor.}
\( \eta_{\text{EV/d}} \) \quad \text{EV battery discharging efficiency factor.}
\( \text{SOE}_{\text{EV/int}} \) \quad \text{Initial state of the EV battery (kWh).}
\( \text{SOE}_{\text{EV/min}} \) \quad \text{Minimum SoE of EV (kWh).}
\( \text{SOE}_{\text{EV/max}} \) \quad \text{Maximum SoE of EV (kWh).}
\( \text{SOE}_{\text{EV/used}} \) \quad \text{EV SOE (kWh).}
\( \text{SOE}_{\text{ESS/sold}} \) \quad \text{Power injected to grid from ESS (kW).}
\( \text{SOE}_{\text{ESS/used}} \) \quad \text{Power used by appliances from ESS (kW).}
\( \eta_{\text{ESS/c}} \) \quad \text{ESS charging efficiency factor.}
\( \eta_{\text{ESS/d}} \) \quad \text{ESS discharging efficiency factor.}
\( \text{SOE}_{\text{ESS/int}} \) \quad \text{Initial state of the ESS (kWh).}
\( \text{SOE}_{\text{ESS/min}} \) \quad \text{Minimum SOE of ESS (kWh).}
\( \text{SOE}_{\text{ESS/max}} \) \quad \text{Maximum SOE of ESS (kWh).}
\( \text{SOE}_{\text{ESS/used}} \) \quad \text{ESS SOE (kWh).}
\( h_{\text{arr}} \) \quad \text{EV arrival/departure time.}
\( h_{\text{dep}} \) \quad \text{EV arrival/departure time.}
\( P_{\text{G}} \) \quad \text{Flow of energy between household and grid.}
\( l_{\text{h}} \) \quad \text{Time-varying power limit for the power drawn from the grid (kW).}
\( u_{\text{h}} \) \quad \text{Binary variable—1 if power is drawn from the grid, else 0.}
\( \theta_{\text{HST}} \) \quad \text{Transformer winding HST.}
\( \theta_{\text{A}} \) \quad \text{Ambient temperature in } ^{\circ}\text{C}
\( \Delta \theta_{\text{HST}} \) \quad \text{Winding hottest-spot rise over the top-oil temperature in } ^{\circ}\text{C}
\( \Delta \theta_{\text{TO}} \) \quad \text{Hot spot rise over top oil temperature in } ^{\circ}\text{C}
\( \Delta \theta_{\text{HST},u} \) \quad \text{Ultimate hottest-spot rise over top-oil temperature.}
\( \Delta \theta_{\text{HST},i} \) \quad \text{Initial hottest-spot rise over top-oil temperature}
\( \tau_{\text{HST}} \) \quad \text{Winding hot spot time constant in hours.}
\( \Delta \theta_{\text{TO},u} \) \quad \text{Rated hot spot rise over top oil temperature.}
\( k_{\text{L}} \) \quad \text{Ratio of ultimate to rated load in per unit.}
\( k_{\text{I}} \) \quad \text{Ratio of initial to rated load in per unit}
\( R \) \quad \text{Load loss ratio.}
\( \Delta \theta_{\text{TO},u} \) \quad \text{Ultimate top oil rise temperature,}
\( \Delta \theta_{\text{TO},i} \) \quad \text{Initial top oil rise temperature.}
\( \tau_{\text{TO}} \) \quad \text{Oil hot spot temperature in hours.}
\( \Delta \theta_{\text{TO,R}} \) \quad \text{Rated top oil over ambient temperature.}
\( F_{\text{AA}} \) \quad \text{Aging acceleration factor}
\( F_{\text{AA,t}} \) \quad \text{Aging acceleration factor for time interval } \Delta t_{\text{r}}.
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