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Abstract
A rapid transformation of current electric power and natural gas (NG) infrastructure is imperative to meet the mid-century goal of CO$_2$ emissions reduction requires. This necessitates a long-term planning of the joint power-NG system under representative demand and supply patterns, operational constraints, and policy considerations. Our work is motivated by the computational and practical challenges associated with solving the generation and transmission expansion problem (GTEP) for joint planning of power-NG systems. Specifically, we focus on efficiently extracting a set of representative days from power and NG data in respective networks and using this set to reduce the computational burden required to solve the GTEP. We propose a Graph Autoencoder for Multiple time resolution Energy Systems (GAMES) to capture the spatio-temporal demand patterns in interdependent networks and account for differences in the temporal resolution of available data. The resulting embeddings are used in a clustering algorithm to select representative days. We evaluate the effectiveness of our approach in solving a GTEP formulation calibrated for the joint power-NG system in New England. This formulation accounts for the physical interdependencies between power and NG systems, including the joint emissions constraint. Our results show that the set of representative days obtained from GAMES not only allows us to tractably solve the GTEP formulation, but also achieves a lower cost of implementing the joint planning decisions.

Introduction
One of the most significant societal challenges that we currently face is to transition to a reliable, low-carbon, and sustainable energy system as soon as possible, and to meet the mid-century goal of limiting global warming below 2°C (UN-FCCC 2015, Gielen et al. 2019). This requires a significant use of renewable energy resources and well-planned integration of various energy vectors, including emerging clean energy sources such as hydrogen and other renewable energy sources. Our work is motivated by the enormous potential of machine learning (ML) models in promoting sustainable energy systems. In particular, we focus on ML modeling for extracting a set of representative days from heterogeneous demand data associated with real-world electric power and natural gas (NG) systems, and using this set for joint power-NG network planning under emissions constraints. In doing so, we leverage ML-extracted representative days to tractably solve an optimization problem that determines a capacity and network expansion plan for regional-scale energy systems such as that of New England.

Broadly speaking, our work addresses several practical and computational challenges associated with capacity expansion models (CEMs) for decarbonization of interdependent power-NG infrastructures. Classical examples of such models include the generation expansion problem (GEP) and generation and transmission expansion problem (GTEP), both of which are well-studied in the context of power systems (Li et al. 2022a, He et al. 2018). Our optimization model is a GTEP that determines the optimal location and timing of generation units, transmission lines, and pipelines to meet future energy demands under a range of operational and policy constraints such as joint emission constraints. In our work, we extend the model to include two main interdependencies between power and NG systems. The first interdependency captures the increasing role of gas-fired power plants in the generation mix of electricity production (EIA; He et al. 2018). The second interdependency reflects the joint emission of CO$_2$ in both systems.

The key computational challenge in solving the GTEP arises from the fact that it links long-term investment decisions (e.g. capacity and network expansion) to short-term operational ones (e.g. unit commitment, power production, and energy storage). The former decisions have a planning horizon of 10-30 years with yearly granularity, while the latter usually require hourly or sub-hourly resolution. Under reasonable assumptions, we can express the GTEP as a large-scale mixed-integer linear program (MILP), but current literature has limited success in tractably solving these problems to an adequate level of spatial and temporal resolution. In our case, the computational difficulty in solving the GTEP increases further because we model both power and NG networks. Thus, taking into account (projected) demand information on a day-to-day basis becomes prohibitively expensive from a computational viewpoint. In the classical GTEP problems for power systems, the computational challenge is addressed by aggregating power system nodes (buses) within a geographical neighborhood (power zone) to a single node (Li et al. 2022a) and by solving the GTEP for a
set of representative days (Hoffmann et al. 2020). Crucially, the set of representative days needs to capture demand and supply patterns. To the best of our knowledge, the notion of representative days has not been clearly defined and developed in the context of joint power-NG planning problem – this is where we leverage our graph representation learning approach.

Our work also addresses the practical issues arising from coarse data availability from the NG network. Firstly, we do not have access to the detailed connectivity and transmission information in the NG network while this information is readily available for the power network. Secondly, power systems typically collect demand and generation data at a fine temporal resolution (hourly or less), but this data is usually not publicly accessible for NG systems. These issues thus require us to (a) formulate network constraints based on loosely specified information on power and NG node connectivity and (b) develop an approach to leverage demand and supply data from the power system with demand data of NG system despite their different temporal resolutions.

We address the aforementioned challenges by developing a graph representation learning approach that captures the physical interdependencies between power and NG networks, and also handles the different granularity of data at each network. We consider demand data for both systems, and consider capacity factor (CF) data for solar and wind plants to reflect the supply pattern in the renewable-dominated future grid. We utilize graph convolutions to capture the network interactions both within and across power and NG networks, and adopt an autoencoder architecture with tuneable reconstruction losses for the respective demand and CF data. We demonstrate that the resulting Graph Autoencoder for Multiple time resolution Energy Systems (GAMES) model is ideally suited to handle embedding the spatio-temporal patterns in power and NG demand as well as wind and solar CF data into a lower-dimensional representation, which can be readily clustered to extract the set of representative days. Furthermore, our approach to computing the set of representative days can also enable an accurate estimation of the trade-off between costs (both investment and operational) and joint emissions from power and NG systems.¹

Previous studies for selecting representative days propose variants of k-means (Mallapragada et al. 2018; Li et al. 2022b, Teichgraeber and Brandt 2019, Barbar and Mallapragada 2022), k-medoids (Scott et al. 2019, Teichgraeber and Brandt 2019), and hierarchical clustering (Liu, Sioshansi, and Conejo 2017, Teichgraeber and Brandt 2019). The distance matrices used in clustering algorithms for most previous works are constructed based on a set of time series inputs such as load data and variable renewable energies (VRE) capacity factors (Li et al. 2022b, Hoffmann et al. 2020). Notably, these approaches neither account for demand data with multiple time resolutions nor account for network interdependencies. Hence, they cannot be readily extended to address the task of extracting representative days for joint power-NG systems – an aspect that is crucial for realism and tractability in joint planning optimization models for decarbonizing these systems. We believe that our GAMES model addresses these challenges and provides a promising path to better extract representative days in interdependent power and NG systems.

Graph Convolutional Autoencoder Approach

In this section, we describe the Graph Autoencoder for Multiple time resolution Energy Systems (GAMES) model, a simple graph autoencoder with linear graph convolutions. We argue that this architecture efficiently captures spatio-temporal demand patterns in power and NG systems.

Autoencoders

To begin with, we note that direct use of clustering algorithms to identify representative days for any large-scale energy system is prone to the “curse of dimensionality” due to the high dimensionality of time series data. In such settings, it is desirable to first extract low-dimensional and denoised representations of the data before clustering (Parsa, Haque, and Liu 2004). To identify a set of representative days, we choose to utilize a state-of-the-art autoencoder architecture for learning low-dimensional embeddings for power-NG systems (that have different time resolutions) prior to clustering.

Given a high-dimensional input such as a time series of graph signals, \( X \in \mathbb{R}^p \), an autocoder can be trained to jointly learn an encoder, \( g : \mathbb{R}^p \rightarrow \mathbb{R}^k \), and a decoder, \( f : \mathbb{R}^k \rightarrow \mathbb{R}^p \), that minimize the reconstruction loss function \( \|X - \hat{X}\|_2^2 \), where \( \hat{X} = f(g(X)) \) is the reconstructed signal. Here, \( k \ll p \) denotes the dimension of the learned latent space.

### Table 1: Notation for input variables.

| Variable | Interpretation | Granularity | Nodes |
|----------|----------------|-------------|-------|
| \( X_E \) | Electricity | Hourly | 188 |
| \( X_W \) | Wind | Hourly | 188 |
| \( X_S \) | Solar | Hourly | 188 |
| \( X_G \) | Natural Gas | Daily | 18 |

¹We believe this capability can have a significant societal impact by lowering the barriers to investment in renewable energy resources and alleviating reliability concerns in a low-carbon energy system.
more when deviating from the data of the NG system. This
gives us the following loss function:

\[
\sum_{i=1}^{d} \left( \frac{1}{dn_E t_E} \| X_E^{(i)} - \hat{X}_E^{(i)} \|^2_F + \frac{\alpha_G}{dn_G t_G} \| X_G^{(i)} - \hat{X}_G^{(i)} \|^2_F + \frac{\alpha_W}{dn_W t_W} \| X_W^{(i)} - \hat{X}_W^{(i)} \|^2_F + \frac{\alpha_S}{dn_S t_S} \| X_S^{(i)} - \hat{X}_S^{(i)} \|^2_F \right),
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm.

In our case study, we set \( \alpha_G = 2, \alpha_S = 0.5, \alpha_W = 0.5 \). However, we note that it is possible to choose the hyperparameters by evaluating the downstream GTEP objective for different values. Specifically, this can be performed using a grid search in which the quality of a combination of hyperparameters \( \{ \alpha_G, \alpha_W, \alpha_S \} \) is measured by GTEP objective costs given by solving the optimization model rather than the GAMES validation loss directly.

**Graph Representation Learning**

Next, we provide a brief introduction to modeling with graph convolutional networks (GCNs).  

**Preliminaries** We encode the network topology with the binary adjacency matrix \( A \), which we construct such that

\[
A_{ij} = \begin{cases} 
0 & (i, j) \notin E \\
1 & (i, j) \in E. 
\end{cases}
\]

We also construct the diagonal degree matrix \( D \) such that \( D_{ii} = \sum_j A_{ij} \).

**Graph Convolutions** Our graph autoencoder approach follows (Kipf and Welling 2017) in utilizing Chebyshev convolutional filters, which approximate spectral convolutions to learn node embeddings as weighted local averages of embeddings of adjacent nodes. This is ideal for learning low-dimensional embeddings of energy networks as neighborhoods of nodes typically exhibit similar energy demands patterns and can thus be represented jointly. Chebyshev filters operate on the “renormalized” graph Laplacian \( \bar{L} = \bar{D}^{-\frac{1}{2}} \hat{A} \bar{D}^{-\frac{1}{2}} \), where \( \bar{D} = D + \hat{D} \) and \( \hat{A} = I + A \), and perform a form of Laplacian smoothing (Li, Han, and Wu 2018; Taubin 1995). We initialize \( H^{(0)} = X \) and apply convolutional filters to learn subsequent node embeddings as

\[
H^{(1)} = \text{ChebyshevConvolutional}(X, A),
\]

where \( \text{ChebyshevConvolutional}(X, A) \) denotes the Chebyshev convolutional filter applied to \( X \) and \( A \).
of node embeddings in layer $l$. $\sigma(\cdot)$ is typically a nonlinear activation function, such as ReLU or tanh.

In each layer, GCNs aggregate features from the immediate neighborhood of each node. Deep GCNs stack multiple layers with nonlinear activations to learn node embeddings as nonlinear functions of both local and global node features. In contrast, (Salha, Hennequin, and Vazirgiannis 2019) propose a simpler graph autoencoder model, which they demonstrate to have competitive performances with multilayer GCNs on standard benchmark datasets despite being limited to linear first-order interactions. Shallow neural architectures are also better suited for settings where data is scarce. This is particularly significant in modeling energy systems whose data may only be available for a few historical years. Indeed, we find this simpler GCN approach to be sufficient to provide good performance in our setting.

Multilayer GCNs on standard benchmark datasets despite being limited to linear first-order interactions. Shallow neural architectures are also better suited for settings where data is scarce. This is particularly significant in modeling energy systems whose data may only be available for a few historical years. Indeed, we find this simpler GCN approach to be sufficient to provide good performance in our setting.

**GAMES**

Our proposed GAMES architecture is designed as follows and illustrated in Fig. 2.

**Encoder** Consider the power, wind CF, solar CF, and NG time series corresponding to day $i$, $X_E^{(i)}, X_W^{(i)}, X_S^{(i)}, X_G^{(i)}$. We begin by constructing the data matrix $X^{(i)}$ as

$$X^{(i)} = \begin{pmatrix} X_E^{(i)} & X_W^{(i)} & X_S^{(i)} & X_G^{(i)} \\ 0 & 0 & 0 & 0 \end{pmatrix}. $$

Note that $X^{(i)} \in \mathbb{R}^{n \times t}$, where $n := n_E + n_G$ and $t := t_E + t_W + t_S + t_G$. This is because capacity factor data exists for all nodes in the power network and utilizes the same network topology. $X^{(i)}$ is then passed through a single convolutional layer to produce the low-dimensional embedding $Z^{(i)} \in \mathbb{R}^{n \times k}$. The hyperparameter $k$ defines the bottleneck of the autoencoder architecture (i.e. the dimension of each node embedding) and consequently the tradeoff between compression and reconstruction loss. In our case study, we find $k = 3$ to show a sufficient performance for our application of identifying representative days.

**Decoder** $Z^{(i)}$ is passed through a convolutional layer to produce the embedding $H^{(i)} \in \mathbb{R}^{n \times t}$. This reconstructed matrix is then split along the second dimension into two blocks: $H^{(i)}_{E,W,S} \in \mathbb{R}^{(n_E + n_W + n_S) \times t}$ and $H^{(i)}_G \in \mathbb{R}^{n_G \times t}$. Each block is then passed to a separate series of fully connected layers with tanh activations that map the node embeddings in $H_{E,W,S}$ and $H_G$ respectively to the reconstructions $\hat{X}^{(i)}_{E,W,S}$ and $\hat{X}^{(i)}_G$. Finally, the tensor $\hat{X}^{(i)}_{E,W,S}$ is split into the reconstructions $\hat{X}^{(i)}_E, \hat{X}^{(i)}_W, \hat{X}^{(i)}_S$.

**Clustering**

After the model is trained, the power and NG time series from each day $i$, i.e. $(X_E^{(1)}, X_W^{(1)}, X_S^{(1)}, X_G^{(1)}), \ldots, (X_E^{(N)}, X_W^{(N)}, X_S^{(N)}, X_G^{(N)})$, is passed through the encoder to generate the embedding matrices $Z^{(1)}, \ldots, Z^{(N)}$. Then, k-medoids clustering is applied to select a set of $K$ cluster medians, denoted by $\mathcal{S} \subset \{1, \ldots, N\}$, and assign each day $i$ to a corresponding cluster $j \in \mathcal{S}$. We denote the set of days assigned to the cluster defined by day $j$ as $C_j$. Given the number of clusters $K$, the k-medoids algorithm aims to minimize the objective function

$$\min_{j \in \mathcal{S}} \sum_{i \in C_j} \|Z^{(i)} - Z^{(j)}\|^2_F. \quad (1)$$

(Hastie, Tibshirani, and Friedman 2001). Note that every day in the dataset must be assigned to exactly one cluster. Semantically, (1) can be understood as aiming to ensure that the set of representative days $\mathcal{S}$ proportionately partitions the full set of days in the dataset by minimizing squared Euclidean distances in the latent space as constructed by the autoencoder.

**Capacity Expansion Model**

The result of the clustering algorithm is used to solve the CEM for joint power and NG planning, which is formulated as a GTEP. The problem determines the minimum investment cost and operational decisions for the year 2050 under various investment, operational, and policy constraints. The investment decisions include establishing new power plants, transmission lines, and pipelines as well as decommissioning existing plants. The operational constraints include minimum production, ramping, energy balance, transmission, and storage. We consider emission limits and minimum share of VREs as policy constraints. Importantly, in our formulation, the emissions constraint limits CO2 emissions incurred by the consumption of NG in both networks.

We introduce our model with simplified notation in this section and provide a detailed formulation in the supplementary material (SI 2022). Let $z^e = (x^e, y^e, p)$ represent the set of variables for the power system. The integer variable $x^e$ is the variable establishing plants, decommissioning plants, and establishing new transmission lines. The continuous variable $p$ captures the power generation in NG-fired plants while $y^e$ is a continuous variable that captures all the remaining variables including power generation from non-NFired plants and power flow between nodes, storage, and load shedding variables. We use $z^g = (x^g, y^g, f)$ to denote the set of variables associated with the NG system. The mixed-integer variable $x^g$ is the set of all investment, storage, and load shedding decisions. The continuous variable $y^g$ represents the intra-network flow, i.e. the flow between NG nodes or the flow between NG nodes and NG storage facilities. The flow between NG and electricity systems is denoted by $f$. We formulate the joint power-NG system as
The objective function (2a) minimizes the investment and operational costs for the power system (first term) and NG system (second term). The constraint (2b) represents all investment, commitment, and operational constraints for the power system including the production limit, ramping, storage, and energy balance constraints. The constraint (2c) enforces policy considerations such as the minimum requirement for renewable portfolio standard (RPS). The NG constraints are reflected in constraint (2d), which includes technological and operational constraints such as the supply limit at each node, flow between NG nodes, and storage.

The coupling constraint (2e) ensures that NG-fired plants operate based on the gas flow they receive from the NG network. The second coupling constraint (2f) is the decarbonization constraint that limits emissions resulting from NG consumption to serve both electricity (via NG power plants) and non-power related NG loads to \( \eta \). The coefficient matrices \( E_1, G_2, \) and \( E_2 \) represent the heat rate, emission factors for NG usage, and emission factor for NG-fired plants, respectively. Indeed, emissions from coal-fired plants is a major driver for decarbonization efforts and NG remains as primary fuel for which emissions need to be regulated. Therefore, given the declining role of coal in the US energy system, the constraint (2f) reflects a futuristic setting where such plants are already decommissioned.

The input data for the joint power-NG planning model (SI 2022) consists of 18 NG nodes and 7 storage nodes. We assume that each NG node is connected to two other storage nodes. We also assume that each power node is connected to three of its closest NG nodes. The Supplementary Information provides the details of the input data for the joint power-NG planning model (SI 2022).

### Computational Experiments

#### GAMES Performance

We train GAMES on a dataset of 292 days using the Adam optimizer with a learning rate of 0.001. We use the full batch of 292 data points for each update step and perform early stopping to end training when the validation loss no longer decreases. We report the validation reconstruction loss on a set of 73 days for various node embedding dimensions \( k \) in Table 2. We observe slightly diminishing returns for the validation reconstruction loss for \( k > 3 \) node embedding dimensions.

| Embed. Dim. | k = 1 | k = 2 | k = 3 | k = 4 |
|-------------|------|------|------|------|
| MSE Loss    | 0.727| 0.398| 0.244| 0.160|

Table 2: The reconstruction loss shows diminishing returns for \( k > 3 \) node embedding dimensions.

#### Representative Days Comparison

**Setup.** We use the k-medoids clustering algorithm to obtain different sets of representative days. We apply the clustering algorithm to both raw data and the embeddings ob-
In our computational experiments, we consider two decarbonization goals of 80% and 95% where the former is the projected target for New England states (Weiss and Hagerty 2019), and the latter aims reflects a radical decarbonization goal. Figures 3a and 3b show the results under 80% and 95% emission reduction goals respectively. Both figures evaluate the following quantities for the clusters obtained from GAMES and raw data: i) “Total Cost” which is the objective function of model 2; ii) “Power System Cost” which is the first term in the objective function (2a); iii) “NG System Cost” which is the second term in the objective function (2a); iv) “Investment and FOM for Generation and Storage (Pow. Sysm)” (investment-FOM) which is part of the power system cost and captures the capital investment and fixed operating and maintenance (FOM) costs of installing new power plants and storage systems; v) “Power System Load Shedding Cost” which is part of the power system cost and reflects the cost of unsatisfied electricity demand; and v) “Emission from Power System” which is the tonnage of emission as a result of operating NG-fired power plants in the power system. We use “GAMES” to denote the feasible solution for the set of days obtained by GAMES. We do

Figure 3: Various costs and power emission for different number of representative days under different decarbonization goals.

In our computational experiments, we consider two decarbonization goals of 80% and 95% where the former is the projected target for New England states (Weiss and Hagerty 2019), and the latter aims reflects a radical decarbonization goal. Figures 3a and 3b show the results under 80% and 95% emission reduction goals respectively. Both figures evaluate the following quantities for the clusters obtained from GAMES and raw data: i) “Total Cost” which is the objective function of model 2; ii) “Power System Cost” which is the first term in the objective function (2a); iii) “NG System Cost” which is the second term in the objective function (2a); iv) “Investment and FOM for Generation and Storage (Pow. Sysm)” (investment-FOM) which is part of the power system cost and captures the capital investment and fixed operating and maintenance (FOM) costs of installing new power plants and storage systems; v) “Power System Load Shedding Cost” which is part of the power system cost and reflects the cost of unsatisfied electricity demand; and v) “Emission from Power System” which is the tonnage of emission as a result of operating NG-fired power plants in the power system. We use “GAMES” to denote the feasible solution for the set of days obtained by GAMES. We do
not report the wall-clock times, but all instances are solved under 5 hours. As expected, run-times vary significantly depending on the number of representative days utilized; instances with 2 representative days typically run in fewer than 350 seconds, whereas 30-day instances may need to run for 2800 seconds. All instances are implemented in Python using Gurobi 9.5 and are run on the MIT Supercloud system with an Intel Xeon Platinum 8260 processor containing up to 96 cores and 192 GB of RAM (Reuther et al. 2018).

**Results**  Table 3 presents the percentage change in various quantities yielded by the GAMES representative days solution as compared to the solution using representative days selected from clustering the raw data. The cost comparisons are also plotted in Figures 3a and 3b. We observe, on average, a 5.14% and 7.27% improvement (decrease) in the total cost when using GAMES under 80% and 95% decarbonization goals, respectively. This improvement may be attributed to GAMES’ ability to model dependencies between power and NG system data. Under more stringent decarbonization targets, the share of VRE increases and the role of dispatchable power plants, such as NG-fired plants, diminishes. As a result, modeling the influence of capacity factors and their interactions with power and gas demands becomes more essential. This phenomenon may underlie our observation for the 22-day instance in which, while both approaches provide similar results under the 80% decarbonization goal, GAMES significantly outperforms the raw data clustering as measured by total cost for the higher decarbonization goal. As shown in Figures 3a and 3b, the total cost from GAMES outperforms or matches the performance of the raw data clustering in all instances (except the 30-day instance under an 80% reduction goal). Interestingly, this disparity in performance is most drastic when 15 or fewer representative days are utilized under both decarbonization goals. This is worth noting as the optimization model instantiated on the full network topology (i.e. without aggregating nodes by state) is only tractable over a small set of representative days (i.e. after applying a very coarse temporal aggregation). It is especially important when the a model-year model only affords to consider a handful of representative days for each year.

The power system cost largely drives variation in the total cost under both decarbonization goals – the total cost is lower for all solutions with a lower power system cost. Note that the difference in performance is more pronounced in the power system cost compared to the total cost as indicated by the 7.03% and 10.50% power system cost improvement for GAMES under the 80% and 95% decarbonization goals. In Figure 3a, this trend aligns with load shedding costs except for the 14-day instance. However, as the 24.13% decrease shows, the GAMES approach results in significantly lower load shedding on average. The 27.80% improvement in the load shedding cost for GAMES under the 95% goal is plotted in detail in Figure 3b. GAMES outperforms the raw data clustering for all instances. Moreover, the GAMES approaches converges after 14 days with load shedding cost significantly lower than those instances utilizing fewer representative days.

In both figures the trends of investment-FOM cost and power system cost are the same, indicating that the power system cost is largely driven by investment-FOM cost, and to a lesser extent, by load shedding cost. This is expected as future energy systems will rely significantly on VREs such as solar and wind power, which only incur investment and FOM costs. Another interesting observation pertains to the quantity of emissions in the power system caused by operating NG-fired plants. Emissions for the power system are on average 9.87% and 3.31% lower for GAMES under the two decarbonization goals. This indicates a greater share of VREs in the GAMES approach, and correspondingly, a higher share of gas-fired plants in the raw data clustering approach. This is an interesting observation that may have significant implications for energy policy-making. In particular, it suggests that the results from the raw data clustering approach may be misleading as they do not sufficiently convey the radical changes required to transform the system from the current gas-dominant generation portfolio to a renewable-dominant power grid.

NG system cost is another essential component of the total costs. Although NG costs are similar for GAMES and raw data clustering for each instance, the NG cost increases with the number of representative days. A possible explanation might be that neither GAMES nor raw data clustering aim to capture extreme days with separate clusters. Therefore, days with loads similar to extreme days are more likely to be selected as a cluster’s medoid as the number of representative days increases, which inevitably raises the NG system cost. This consideration is also consistent with the observed load shedding cost for the power system, which is significantly higher for instances with fewer than 15 representative days, indicating that both approaches fail to account for extreme days in cluster medoids.

**Conclusion**

In this work, we propose GAMES, a graph convolutional autoencoder for modeling energy demand in interdependent electric power and natural gas systems with heterogeneous nodes and different time resolutions. GAMES is able to exploit spatio-temporal demand patterns to learn efficient embeddings of interdependent power and NG networks. We apply the k-medoids clustering algorithm to these embeddings to identify a set of representative days with which we are able to tractably solve an energy system infrastructure plan-

| Reduction Goal | Total   | Power  | NG     | Inv-FOM (Power) | Shedding cost (Power) | Emission from Power Sys |
|----------------|---------|--------|--------|-----------------|-----------------------|------------------------|
| 80%            | -5.14   | -7.03  | 0.24   | -4.64           | -24.13                | -9.87                  |
| 95%            | -7.27   | -10.50 | 1.5    | -8.51           | -27.80                | -3.31                  |
ning problem calibrated for the joint power-NG system in New England. Our computational results show that the proposed framework outperforms clustering methods applied to the raw data and is effective in selecting a small number of representative days to provide high-quality feasible solutions for the optimization problem.

The current work can be extended in multiple directions. The immediate extension of the GCN architecture is to explore alternative approaches to graph representation learning such as Laplacian sharpening [Park et al. 2019]. The extraction and inclusion of extreme days or low-frequency days with unusually low or high demand is another potential next step which could prevent high load shedding costs and better represents the NG system’s load patterns.
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