Influence of surface energy and thermal effects on cavitation instabilities in metallic glasses
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ABSTRACT

To reveal the void dominated fracture mechanism, cavitation instabilities in metallic glasses are studied through analytical and numerical approaches, with particular attention on surface energy and thermal effects. The critical pressure for unbounded growth of voids is determined, which increases apparently as surface energy is taken into account. A dimensionless number $I_{\gamma}$, which is a ratio of the energy required to form new void surface and the energy dissipated by plastic deformation is proposed. It is found that the surface energy significantly impedes void growth at the early stage of void growth when $I_{\gamma}$ is large. Besides, to address the thermal effects, another dimensionless number $I_{th}$, which reflects the competition of momentum diffusion and thermal diffusion, is presented. Results of numerical simulations show that the thermal effects first promote and finally impede the void growth at the late stage of void growth when $I_{th}$ ≤ 1. Further study on combined influence of inertia, surface energy and thermal effects reveals the factors which are dominant as the process develops.

1. Introduction

Metallic glasses are amorphous metastable solids fabricated by a fast quenching process. Different from traditional crystalline materials, they have atomic structures without translational orders, and lack structural defects such as vacancies, dislocations and grain boundaries. Due to this unique atomic structure, metallic glasses, on one hand, have excellent physical and mechanical properties including high strength, high hardness, good corrosion and wear resistance. On the other hand, plastic deformation in metallic glasses is very localized, and the fracture behavior usually is brittle, which impedes their wide application in many areas. Previous works have shown that shear bands are prone to be nucleated in metallic glasses under dynamic or even quasistatic loading: their fast propagation and interaction leads to macroscopic failure (Jiang and Dai, 2009). However, metallic glasses can also fail by cavitation instabilities (Huang et al., 2013,2016; Murali et al., 2011). This ductile fracture behavior has been confirmed by many experimental observations. Under quasistatic tensile loading, typical dimple patterns, nanoscale periodic corrugations and honeycomb structures were observed on the fracture surfaces of tested samples (Bouchaud et al., 2008), which indicated that the fracture occurs via cavitation instabilities. In spallation experiments, similar patterns such as void or dimple structures and equiaxed cellular patterns were found on the spalled surfaces of recovered samples, which implied that the spallation also takes place by void nucleation, growth and coalescence (Huang et al., 2011). Even in a shear instability process, cavities of different length scales can be found along the shear bands, which are a signature of a shear-band-to-crack transition (Liu and Maaß, 2018; Liu et al., 2017; Maaß et al., 2015). These works indicate that besides shear banding instabilities, cavitation instabilities are also the intrinsic response process under external stimuli in metallic glasses, which dominate the ductile fracture process at the microscopic scale.

Cavitation instabilities are the principal mechanism for ductile fracture in conventional crystalline materials, which have been intensively studied in the past few decades. It seems that Ball (1982) first recognized the existence of cavitation instabilities. By studying the response of a spherical cavity in a nonlinear elastic body under tension, a crucial concept of cavitation pressure was demonstrated to exist. The pressure is not only the critical condition for the bifurcation phenomenon from a defect-free solid to a solid containing a void, but also the pressure for continuous and unbounded growth of a pre-existing void (Horgan and Abeyaratne, 1986). The analysis was then extended to elastic-plastic materials with different initial void shapes and under axisymmetric remote stress states. It was found that the criterion for cavitation instabilities depends on the attainment of a critical value of the mean stress (Horgan et al., 1991), and the initial void shape has little
To this end, this paper studies cavitation instabilities in metallic glasses under remote hydrostatic tensile loading. As shown in Fig. 1, the void grows as the remote hydrostatic tensile pressure is applied. As the material surrounding the void is homogenous and isotropic, both the void and the elastic-viscoplastic boundary are assumed to remain spherical throughout the growth process. Then, according to continuum mechanics, the equation of motion is written as:

\[
\frac{d\sigma_r}{dr} + \frac{2}{r} (\sigma_r - \sigma_0) = -\rho \ddot{r}
\]

where \(\sigma_r\) and \(\sigma_0\) are the principal stresses along the radial and tangential directions respectively. The metallic glass material surrounding the void is assumed to obey an elastic-viscoplastic constitutive law as:

\[
\eta_{ij} = \frac{s_{ij}}{2\mu} \text{ if } \tau + Q\sigma \leq \hat{\tau} - (C_1 T/T_0)^{1/2}
\]

\[
\eta_{ij} = \frac{s_{ij}}{2\mu} + \frac{s_{ij}}{2\eta} \text{ if } \tau + Q\sigma \geq \hat{\tau} - (C_1 T/T_0)^{1/2}
\]

where \(\eta_{ij}\) is the strain tensor deviator, \(s_{ij}\) the stress deviator, \(\mu\) the shear modulus, and \(\eta\) the viscosity. To characterize the pressure sensitivity in plastic flow, the yield criterion of BMGs suggested by Sun et al. (2010) is used. In this criterion, \(\tau = (\sigma_0 - \sigma) / 2\) is the maximum shear stress, \(p = (\sigma_0 + 2\sigma_0) / 3\) is the hydrostatic pressure, \(Q\) is the pressure sensitivity coefficient and the term \(\hat{\tau} - (C_1 T/T_0)^{1/2}\) represents the yield strength. \(\hat{\tau}\) is the barrier shear resistance of a shear transformation zone-STZ, \(C_1\) is a coefficient that reflects the dependence of strength on temperature, \(T\) governing equations. The critical pressure for cavitation instabilities is determined theoretically, with the dependence on surface energy addressed. To examine the effects of surface energy on void growth, a dimensionless number which is a ratio of the energy required to form new void surface to the energy dissipated by plastic deformation surrounding the void is presented, and numerical simulations are carried out to quantify the effects. Besides, to address the thermal effects, another dimensionless number which reflects the competition of momentum diffusion and thermal diffusion is proposed. The influence of thermal effects on the evolution of free volume concentration and the change of material viscosity is studied. Finally, the combined influence of inertia, surface energy and thermal effects are investigated, and the roles that they play at different stages of void growth are discussed.

2. General formulation

2.1. The basic model

We consider a spherical void of radius \(a\) in an infinite metallic glass under hydrostatic tensile loading. As shown in Fig. 1, the void grows as the remote hydrostatic tensile pressure is applied. As the material surrounding the void is homogenous and isotropic, both the void and the elastic-viscoplastic boundary are assumed to remain spherical throughout the growth process. Then, according to continuum mechanics, the equation of motion is written as:
is the temperature, and \( T_g \) is the glass transition temperature.

The viscosity of metallic glasses is stress dependent, which is defined as (Steif, 1983):

\[
\eta \equiv \frac{\tau_s}{\dot{\gamma}_p} = \frac{2\eta_s}{\dot{\gamma}_p} \exp\left(\frac{-\Delta\mu}{2\eta_s}\right) \sinh\left(\frac{\mu\Omega}{2\eta_s}\right) \exp\left(-\frac{\mu}{\eta_s}\right)
\]

(4)

where \( \tau_s = \sqrt{\gamma_s \Omega/2} \) is the effective shear stress, \( \dot{\gamma}_p \) the plastic strain rate, \( f \) the frequency of atomic vibration (~Debye frequency), \( \Delta\mu \) the activation energy, \( \kappa_b \) the Boltzmann constant, \( \Omega \) the atomic volume, and \( \xi \) the concentration of free volume (\( \xi = n/\beta^2 \)), here \( n \), \( \chi \) and \( \nu \) are, respectively, the free volume, a geometric factor and the effective hard-sphere size of an atom.

The free volume concentration is believed to be controlled by three processes: diffusion, annihilation and generation. Following Dai et al. (2005), the free volume obeys a diffusion equation:

\[
\frac{\partial \xi}{\partial \tau} = D \nabla^2 \xi + G(\xi, \tau, \nu, p)
\]

(5)

\[
G(\xi, \tau, \nu, p) = \frac{1}{\chi} \left[ \exp\left(-\frac{\Delta\mu}{\kappa_b \Omega}\right) \left( \frac{\kappa_b \Omega}{\gamma_p} \sinh\left(\frac{\mu\Omega}{2\kappa_b \tau}\right) - 1 \right) \right] + \frac{Q_p}{\chi^2 \nu k}\]

(6)

where \( D \) is the diffusion coefficient of free volume concentration and \( G(\xi, \tau, \nu, p) \) the net generation rate of free volume, \( S \) the effective shear modulus (\( S = 2(1 + \nu) \kappa_a \gamma_a \) with \( \nu \) being Poisson’s ratio), \( n_0 \) the number of diffusive jumps necessary to annihilate a free volume equal to \( \nu^2 \), and \( \kappa \) the bulk modulus. Here the generation of free volume is composed of two parts: the extra free volume created by anisotropic shear stress and the volume of matrix material under negative pressure.

As the volume dilation is so small, the contribution to the displacement field can be neglected. Thus, we assume that the matrix material is incompressible, namely in terms of the radial and tangential strains,

\[
\varepsilon_r + 2\varepsilon_\theta = 0
\]

(7)

2.2. Surface energy effects

To take the effects of surface energy into account, we assume that there is a virtual tensile pressure applied to the surface of the void. During the growth process, the work done by the virtual tensile pressure is equal to the energy required to form new void surface:

\[
P_v 4\pi a^2 \dot{a} = \gamma[4\pi (a + \dot{a}^2) - 4\pi a^2]
\]

(8)

where \( P_v \) is the virtual tensile pressure, \( \gamma \) is the surface energy. According to previous works (Guo et al., 2013), the surface energy is curvature dependent at small radii which can be written as \( \gamma = \gamma_0/(1 + 2\delta/a) \). Here \( \gamma_0 \) is the surface energy of the flat surface and \( \delta \) is a parameter called the Tolman length. Thus, we have

\[
\sigma_{\theta=0} = \sigma_r = 2\gamma_0/(a + 2\delta)
\]

(9)

Then the effects of surface energy are converted to a boundary condition.

2.3. Thermal effects

To take the thermal effects into consideration, the equation of energy conservation is requested:

\[
\rho c_p \frac{dT}{dT} = \lambda \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \beta r_0 \alpha \varepsilon_f \varepsilon_f
\]

(10)

where \( \rho \) is the density, \( c_p \) the specific heat at constant pressure, \( \lambda \) the thermal conductivity, \( \beta r_0 \) the Taylor–Quinney coefficient, and \( \varepsilon_f \) the effective plastic strain rate.

3. Analytical results of cavitation instabilities

To derive the criterion for unbounded growth of the void, we consider the quasistatic case. As there is enough time for the heat to be conducted away in this case, the thermal effects can be neglected, and we focus on the effects of surface energy. In spherical coordinates, the equation of equilibrium is

\[
\frac{da}{dr} + \frac{2}{r} (\sigma_r - \sigma_\theta) = 0
\]

(11)

with the boundary conditions

\[
\sigma_{\theta=0} = 2\gamma_0/(a + 2\delta) \quad \text{and} \quad \sigma_{\theta=\infty} = p^{\text{app}}
\]

(12)

If the applied loading is sufficiently high, the matrix material surrounding the void is divided into two zones by the elastic-viscoplastic boundary at \( r = r_c \). In the elastic zone \( r \geq r_c \), the stress components and radial displacement are

\[
\sigma_r = p^{\text{app}} - \frac{3}{2} \left( C_T T / r^2 \right) - Qp^{\text{app}} \frac{r^2}{r^2}
\]

(13)

\[
\sigma_\theta = p^{\text{app}} + \frac{3}{2} \left( C_T T / r^2 \right) - Qp^{\text{app}} \frac{r^2}{r^2}
\]

(14)

\[
\varepsilon_r = \frac{1}{3\mu} \left( C_T T / r^2 \right) - Qp^{\text{app}} \frac{3 \mu}{r^2}
\]

(15)

In the viscoplastic zone \( a \leq r \leq r_c \), the equilibrium equation becomes

\[
\frac{da}{dr} = \frac{12}{3 + 4Q} \frac{Qa}{r^2}
\]

(16)

Using the boundary condition at \( r = a \) and the continuity of radial stress \( \sigma_r \) across the elastic-viscoplastic boundary, we can obtain

\[
p^{\text{app}} = \frac{1}{Q} \left( C_T T / r^2 \right) - \frac{3}{Q(3 + 4Q)} \left( C_T T / r^2 \right)^{3/2}
\]

(17)

Following Hill’s analysis (Hill, 1950) and our previous work (Huang et al., 2013), if the elastic-viscoplastic boundary \( r_c \) is taken as the scale of “time”, the velocity \( v \) of a particle means that the particle is displaced by an amount \( vdr \), when the elastic-viscoplastic boundary moves outwards a further distance \( dr \). Thus, we have

\[
v = \frac{3\mu a / \kappa_c}{1 - (3\mu a / \kappa_c)}
\]

(18)

and the equation of incompressibility is rewritten as

\[
\frac{\partial \nu}{\partial r} + \frac{2}{r} \nu = 0
\]

(19)

On the elastic–viscoplastic boundary, \( v \) can be calculated from Eqs. (15) and (18), that is

\[
\nu_{\theta=\infty} = \frac{1}{Q} \left( C_T T / r^2 \right)^{3/2} - Qp^{\text{app}}
\]

(20)

Solving Eq. (19) with the boundary condition Eq. (20), leads to

\[
v = \left[ \frac{1}{Q} \left( C_T T / r^2 \right)^{3/2} - Qp^{\text{app}} \right] / \mu r^2
\]

(21)

On the void surface, \( v = da/dt \), the relation between \( a \) and \( r_c \) is

\[
\frac{da}{dr_c} = \left[ \frac{1}{Q} \left( C_T T / r_c^2 \right)^{3/2} - Qp^{\text{app}} \right] / \mu a^2
\]

(22)

Using the initial condition when \( r_c = a \) yields
Table 1

| Parameters                      | Notation | Value      |
|--------------------------------|----------|------------|
| Shear modulus                  | \( \mu \) | 35.3 GPa   |
| Density                        | \( \rho \) | 6125 kg m\(^{-3}\) |
| Free-volume diffusivity        | \( D \)   | \(-10-16\) m\(^{2}\) s\(^{-1}\) |
| Average atomic volume          | \( \Omega \) | 20 Å\(^3\) |
| Activation energy              | \( \Delta G^0 \) | 0.2-0.5 eV |
| Frequency of atomic vibration  | \( f \)   | \(-1013\) s\(^{-1}\) |
| Boltzmann constant             | \( k_B \) | 13.8 \times 10\(^{-24}\) J/K |
| Pressure sensitivity coefficient| \( Q \)   | 0.158      |
| Glass transition temperature   | \( T_g \) | 638 K      |
| Geometric factor               | \( \chi \) | 1.15 Å     |
| Effective hard-sphere size of atom | \( \nu^* \) | 20 Å\(^3\) |
| Bulk modulus                   | \( K \)   | 112.7 GPa  |
| Effective shear modulus        | \( S \)   | 50.0 GPa   |
| Jump number for annihilation   | \( n_D \) | 6          |
| Shear strength at ambient temperature | \( \tau \) | 823.3 MPa  |

As shown in Fig. 2, higher surface energy is corresponding to higher critical pressure for cavitation instabilities. For Vitreloy 1, the cavitation pressure increases from about 3.3 GPa–4.0 GPa when the surface energy effects are considered. Thus, it is expected that cavitation instabilities are prone to occur at the sites with lower local surface energy in metallic glasses which is in accordance with the results of molecular dynamics simulations (Guan et al., 2013).

4. Numerical simulations of void growth

4.1. Details of the numerical simulation

To reveal the influence of surface energy and thermal effects, growth of voids is studied via numerical simulations. The full set of Eqs. (1)–(10) are solved with the finite difference method (FDM) for dynamic void growth cases, while Eqs. (2)–(11) are solved for quasistatic cases. Following Bouchbinder et al. (2008), a time-dependent coordinate transformation is applied to avoid dealing with an infinite time-dependent domain:

\[
\chi = \frac{a(t)}{r} \quad (30)
\]

Thus, integration of equations in the time-independent finite domain \( x \in (0, 1) \) is allowed. This domain is uniformly discretized with 101 nodes, while the time domain is discretized with sufficiently small time steps so that the numerical error is acceptable. Each result is checked to make sure that it will not change if the spatial mesh is refined.

For comparison with our previous work, a similar form of hydrostatic tensile loading applied on the outer boundary (\( x = 0 \)) is adopted as shown in Fig. 3. There are two stages in the loading history: (1) the rise stage in which the applied loading linearly increases to a desired amplitude \( p_S \) after a rise time \( t_0 \) and (2) the steady stage in which the loading amplitude is held constant for a time \( t_S \). A typical metallic glass Vitreloy 1 is chosen as a model material with material parameters listed in Table 1.

To find the critical pressure for cavitation instability via the numerical method, void growth with variation of loading amplitudes is examined. Consider three cases with the loading amplitude \( p_S \) ranging from 2 GPa to 4 GPa. In each case, the inertial effects and thermal effects which usually play important roles at the late stage of void growth are not considered, and other parameters remain the same: the initial void size \( A \) is 10 nm, the ambient temperature \( T_0 = 300 \) K, initial free volume concentration \( \xi = 0.05 \), the surface energy \( \gamma _s = 0.83 \) J/cm\(^2\), the Tolman length \( \delta = 1.15 \) Å, and the loading rate \( q = 0.1 \) GPa/ns. The numerical results are shown in Fig. 4. It is obvious that a critical pressure \( \rho_{cr} \) for unbounded growth exists between 3 GPa and 4 GPa,
which is consistent with the analytic model.

4.2. Influence of surface energy on void growth

In this section, we examine the influence of surface energy on early growth of voids. As previous works (Huang et al., 2013; Wu et al., 2003) had shown that thermal effects and inertial effects play more important roles at the late stage of void growth when the void radii are large enough, here both thermal effects and inertial effects are not considered.

As the effects of surface energy are determined by the magnitude of the virtual tensile pressure, we begin by scaling the Eq. (9) first. Choosing the initial void radius $A$ as the scale of space and the loading amplitude $p_S$ as the scale of stress, the scaled equation is

$$\tilde{P}_{\tau} = \frac{2 \gamma_{\infty}}{(\tilde{\alpha} + \delta/A) A \tilde{P}_L}$$

(31)

where $\tilde{\alpha} = \alpha/P_S$, $\tilde{P}_L = P_L/P_S$ and $\tilde{\alpha} = a/A$. In Eq. (31), $\tilde{\alpha}$ is typically of order unity at the very early stage of void growth, and $\delta/A$ is less than 1, then the order of $\tilde{P}_L$ is determined by the following dimensionless factor:

$$I_A = \frac{2 \gamma_{\infty}}{A \tilde{P}_S}$$

(32)

In fact, during void growth process, the radius of the plastic region is proportional to the void radius, which is indicated by Eq. (28). Thus, $A \tilde{P}_S$ is proportional to the energy (per unit area) dissipated by plastic deformation under applied loading in the matrix material surrounding the void. As $2 \gamma_{\infty}$ represents the energy (per unit area) required to form new void surface, the dimensionless number $I_A$ is indeed an energy ratio which reflects the competition of surface energy effects and plastic deformation under applied loading. The larger $I_A$ becomes, the more influence on void growth the surface energy effects have.

To further characterize the surface energy effects, we consider the initial void radius $A$ ranging from 10 nm to 100 nm, and the surface energy $\gamma_{\infty}$ varying from 0 to 1.23 J/cm². As there are nanoscale structural heterogeneities in MGs (Liu et al., 2011; Murali et al., 2011), here void growth with much smaller void radius is not discussed to guarantee the continuum model. In each case, the loading amplitude is 4 GPa, the loading rate $q = 0.1$ GPa/ns, the ambient temperature $T_i = 300$ K, the Tolman length $\delta = 1.15$ Å, and the initial free volume concentration $\xi_i = 0.05$. Here the thermal softening and inertial effects are not taken into consideration, all cases are quasistatic and in athermal condition.

The results of numerical simulations on void growth with different void radii and different surface energies are presented in Fig. 5. As shown in Fig. 5(a), for voids with the initial radius $A = 100$ nm, the growth rate of voids is nearly the same, which implies that the effect of surface energy can be neglected. But for voids with the initial radius $A = 10$ nm as shown in Fig. 5(b), the growth rate of voids decreases obviously as the value of surface energy becomes larger. It is expected that surface energy effects will impede the void growth significantly as the void radius is smaller. These results also imply that void growth is dependent on the specific alloy system, as the growth rate is influenced by surface energy.

The numerical results are in good agreement with our expectations from the scaling analysis presented in this section. When the initial void radius is 1 nm, the dimensionless number $I_A$ is of order unity. This means that the virtual tensile pressure applied to the inner surface of voids is comparable with the external tensile loading. As the energy required to form new void surface is comparable with the energy dissipated by plastic deformation under applied loading, the surface energy effects will significantly impede the void growth process. But as
the initial void radius increase to 10 nm and 100 nm, the dimensionless number $I_t$ decreases by 1–2 orders. Compared with plastic deformation of matrix material surrounding the voids, the energy required to form new void surface is much smaller. It is expected that the growth rate of voids approaches the case with the surface energy $\gamma_s = 0$ gradually.

4.3. Influence of thermal effects on void growth

In this section, we examine the thermal effects on void growth. Both thermal effects and inertial effects play important roles at the late stage of void growth. For simplification, the influence of inertial effects is excluded, and the equation of static equilibrium (Eq. (11)) is used in our numerical simulations.

To address the thermal effects, we begin scaling the temperature evolution equation first. Choosing the initial void radius $A$, the loading amplitude $P_0$, and the relaxation time $t_r = \eta/\mu$ as the scales of space, stress and time, the scaled equation is

$$\frac{d\tilde{\theta}}{dt} = \frac{\lambda_0}{\rho_0 c_0 A^2 \tilde{\theta}^2} \frac{1}{\tilde{\theta}} \frac{\partial (\tilde{\theta}^2 \tilde{\theta}^2)}{\partial \tilde{\theta}} + \beta_0 \frac{\tilde{\theta}}{\gamma_s}$$(33)

where $\tilde{\theta} = \rho_0 c_0 P_0$, $\tilde{t} = t/t_r$, $\tilde{r} = r/A$, and $\tilde{\theta}_0 = c_0 P_0$. As shown in Eq. (33), the temperature of the matrix material is determined by the heat conduction and the heat generated by plastic deformation. For void growth process, plastic deformation occurs in very localized region near the void surface. Thus, plastic deformation induces the heat to accumulate in the matrix material near the void surface, but the heat conduction moves the heat from inner hot region towards outer cooler region. The rates of plastic deformation and heat conduction determine which factor dominates the temperature evolution process. To characterize the competition of heat diffusion and generation by plastic deformation, we propose a dimensionless number as follows:

$$I_0 = \frac{\lambda_0}{\rho_0 c_0 A^2} = \frac{t_r}{t_0}$$ (34)

$I_0$ consists of two characteristic time scales: (1) the relaxation time scale $t_r$, which is the characteristic time for viscous flow, and can also be interpreted as the time scale for momentum diffusion, in which process elastic strain energy is released to drive the viscoplastic deformation around the void, leading to growth of the void and generation of heat; (2) the thermal diffusion time scale $t_0 = A^2/\kappa$ ($\kappa = \lambda/c_0$ is thermal diffusion coefficient), which can be interpreted as the time scale for heat moving away from the viscoplastic region near the void surface. If $I_0$ becomes larger, or the relaxation time scale $t_r$ becomes larger than the thermal diffusion time scale $t_0$, thermal diffusion will become faster than momentum diffusion, which implies that heat is conducted away faster than its generation. Thus, temperature rise of the matrix material around the void hardly occurs, and thermal effects have fewer influence on void growth.

Besides the material parameters of the matrix material, the value of $I_0$ depends on the initial void radius $A$. To further characterize the thermal effects, numerical simulations are carried out. We consider 4 cases with different initial void radii which are 10 nm, 100 nm, 1 μm and 10 μm respectively, and an athermal case and an adiabatic case are presented for comparison. In each case, the loading amplitude is 4 GPa, the loading rate $q = 0.1$ GPa/μs, the ambient temperature $T = 300$ K, and the initial free volume concentration $\xi = 0.05$. Here the inertial effects and the surface energy effects are not taken into consideration, all cases are in quasistatic condition with $\gamma_s = 0$ J/m$^2$.

Fig. 6 illustrates the numerical results of void growth process with different initial void radii. For the case with the initial void radius $A = 10$ nm, the growth rate of the void is the lowest. There is no apparent difference from the athermal case. As the initial void radius increases to 100 nm, the growth rate of voids begins to increase. However, as the initial void radius reaches 1 μm and larger, the growth rate slows down apparently. For the case with the initial void radius of 10 μm, the result approaches to the adiabatic case. In fact, these results are somewhat out of our expectation, especially the decrease of growth rate as the initial void radii becomes 1 μm or larger. In conventional crystalline materials, thermal softening which leads to decrease of material viscosity should be very apparent in the cases approaching the adiabatic condition. It is believed that the void will grow faster when the temperature rises higher. However, our results show that extreme temperature rise will lead to an opposite tendency.

To understand the phenomenon, we examined the evolution of material viscosity on the void surface during the void growth process as illustrated in Fig. 7. As other factors such as the inertial effects, the loading rate effects and the surface energy effects are not taken into consideration, the growth of voids is dominated by the viscous effects. For the case with the initial void radius of 10 nm, the material viscosity first drops to about 57 Pa·s at the rise stage of loading history, and then keeps nearly constant at the steady stage. As the initial void radius increases to 100 nm, the variation of viscosity during the growth process is similar, but value of viscosity is lower, which leads to a faster growth of the void. However, as the void radii become 1 μm or larger, the viscosity first drops to a much lower value, and then increases significantly at the late stage of the loading history (after ~ 80 ns). As the viscosity is much higher, the void growth rate decreases significantly.

To address the role that thermal effects play during the void growth process, we further examined the dimensionless number $I_0$. For the cases with the initial void radii of 10 nm, 100 nm, 1 μm, 10 μm, the minimum values of viscosity of the matrix material are 57 Pa·s, 48 Pa·s, 16 Pa·s and 17 Pa·s. With other material parameters listed in Table 1, we can calculate the corresponding value of $I_0$, which is about

![Fig. 6. Effects of thermal softening on void growth with 4 initial void radii](image)

![Fig. 7. Evolution of viscosity on the void surface during the growth process](image)
of free volume is very slow. Thus, the total amount of free volume continues to increase at the rest of the rise stage of loading history and then nearly keeps constant at the steady stage. Here, the decrease of viscosity is just determined by free volume softening. When the thermal effects begin to work ($I_{th} = 1$), a slight increase of temperature, on one hand, facilitates the faster creation of free volume during 40–80 ns. On the other hand, the rise of temperature, in favor of the annihilation of free volume, results in a slight decrease of the free volume concentration at the late stage of loading history (after 80 ns). The coupling of free volume softening and thermal softening leads to a lower viscosity and a faster void growth rate. But for the cases with $I_{th} < 1$, as the material temperature significantly increases, the annihilation of free volume is very fast. This results in a drastic decrease of the free volume concentration, and in a significant increase of material viscosity which lowers the void growth rate. In metallic glasses, the diameters of dimples and voids observed in quasistatic and dynamic tensile tests are always less than 10 μm (Bouchaud et al., 2008; Huang et al., 2011). It is obvious that void growth is impeded as the void size becomes large. The decrease of void growth rates is attributed either to inertial effects or to thermal effects.

4.4. Combined influence of inertia, surface energy and thermal effects on void growth

The inertial effects have not been accounted for in the results so far. Here, we continue to examine the combined influence of inertia, surface energy and thermal effects on void growth. According to our previous work (Huang et al., 2013), if the loading effects are not considered, the growth of voids is controlled by a dimensionless inertial number:

$$I_{inertia} = \frac{I_{inertia}}{I_{t}}$$

(35)

where $I_{inertia} = A/\sqrt{\gamma / \rho}$ is the inertial time scale, which is a characteristic time of outward flux of matter, $I_{t} = \eta / \mu$ is the relaxation time scale, which is a characteristic time of viscous flow. As larger initial void radii lead to larger inertial number $I_{inertia}$, the inertial effects are expected to become important at the late stage of void growth.

Fig. 10 shows the void growth with combined influence of inertia, surface energy and thermal effects (plotted by solid lines). The results of quasistatic cases in which the inertia effects are excluded are also provided for comparison. In each case, the loading amplitude is 4 GPa, the loading rate $q = 0.1$ GPa/ns, the ambient temperature $T = 300$ K, the surface energy $\gamma = 0.83$ J/m$^2$, the Tolman length $\delta = 1.15$ Å, and the initial free volume concentration $\xi = 0.05$. For the cases with the initial void radii $A < 1$ μm, the influence of inertial effects can be neglected. Conversely for initial void radii $A \geq 1$ μm, the void growth is
apparently impeded by inertial effects.

Comparing Figs. 5, 6 and 10, it is obvious that the surface energy effects impede void growth at the early stage when the void radius is smaller than 100 nm, while the thermal effects and inertial effects can be neglected. As the void grows larger than 100 nm (smaller than 1 μm), the surface energy effects are not important, but the thermal effects should be taken into consideration. Small amount of temperature rise leads to apparent thermal softening of the matrix material which gradually promotes the void growth. When it comes to the late stage when the void radii is larger than 1 μm, both thermal effects and inertial effects become dominant. Different from the inertial effects which merely impede the void growth, the thermal effects are more intricate. As heat can easily accumulate in the matrix material, temperature rise is very high at this stage. It not only contributes to thermal softening of the material, but also helps annihilation of free volume. Thus, the thermal effects first promote then impede void growth.

5. Conclusion

To address the void-dominant fracture process in metallic glasses, a theoretical description for void growth under remote tensile loading is presented, with particular attention on the influence of the surface energy and thermal effects. A brief conclusion is listed as follows:

• The effects of surface energy on void growth can be taken into account via a virtual tensile pressure applied to internal surface of the void, by which the work done is equal to the energy required to form new void surface. As the critical radius of void nucleation in metallic glasses is of order of 1 nm, the critical pressure for cavitation instabilities is apparently increased when surface energy is included.

• A dimensionless number \( I_{\gamma} = \frac{2\gamma}{\rho R^2} \), which is a ratio of the energy required to form new void surface and the energy dissipated by plastic deformation under applied loading, is proposed to characterize the effects of surface energy on void growth. The larger \( I_{\gamma} \), the more dominant role the surface energy will play.

• The results of numerical simulations show that the effects of surface energy have much influence on void growth when the void radius is small. For the void radius less than 10 nm (\( I_{\gamma} \sim 1 \)), surface energy can significantly impede the void growth. As the void radii are larger than 100 nm (\( I_{\gamma} < 1 \)), the influence of surface energy can be neglected.

• To characterize the thermal effects, another dimensionless number \( I_{th} \), which consists of the relaxation time scale \( \tau \) and the thermal diffusion time scale \( \tau_0 \), is proposed. It reflects the competition between momentum diffusion and thermal diffusion. \( I_{th} \) is smaller, the thermal effects will play a more dominant role.

• The results of numerical simulations show that the influence of thermal effects is significant when the void radius is large. For the void radii larger than 100 nm (\( I_{th} \leq 1 \)), thermal effects first promote, and finally impede the void growth.

• Further study on free volume dynamics indicates that, as the temperature rise is small, the coupling of free volume softening and thermal softening will significantly lower the material viscosity. But when the temperature rise is large, the free volume concentration drastically decreases due to the fast annihilation of free volume, and then leads to the significant increase of material viscosity and lower rate of void growth.

• When the inertia, surface energy and thermal effects are all taken into consideration, it is revealed that the surface energy effects are important at the early stage when the void radius is smaller than 100 nm, thermal effects begin to work when the void radius is larger than 100 nm, and both inertial effects and thermal effects are dominant factors on void growth when void radius is larger than 1 μm.
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