Deep speaker embedding models have been commonly used as a building block for speaker diarization systems; however, the speaker embedding model is usually trained according to a global loss defined on the training data, which could be sub-optimal for distinguishing speakers locally in a specific meeting session. In this work we present the first use of graph neural networks (GNNs) for the speaker diarization problem, utilizing a GNN to refine speaker embeddings locally using the structural information between speech segments inside each session. The speaker embeddings extracted by a pre-trained model are remapped into a new embedding space, in which the different speakers within a single session are better separated. The model is trained for linkage prediction in a supervised manner by minimizing the difference between the affinity matrix constructed by the refined embeddings and the ground-truth adjacency matrix. Spectral clustering is then applied on top of the refined embeddings. We show that the clustering performance of the refined speaker embeddings outperforms the original embeddings significantly on both simulated and real meeting data, and our system achieves the state-of-the-art result on the NIST SRE 2000 CALLHOME database.
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segments. Obviously, if we could correctly predict for each pair of speech segments whether they belong to the same speaker or not, the diarization problem would be solved. Our method utilizes local structural information existing among the speaker embedding spaces for each session. The structural information is expressed by a graph built upon the speech segments for each session. The task of predicting similarities between pairs of nodes is analogous to the link prediction task on graphs. Our model can be seen as a neural link predictor consisting of an encoding component and a scoring component. The encoding component includes GNN layers to map speaker embeddings into another embedding space. Fully connected layers or cosine similarity is used as the scoring component. To train the model, a loss function is defined as the difference between the affinity matrix constructed by the refined embeddings and the ground-truth adjacency matrix. By minimizing this loss the model will be able to refine the original embeddings so that different speakers could be better separated within each session.

Very recently (and in parallel to this work), Lin et al. proposed the use of LSTMs to improve similarity measurement for speaker diarization. Unlike their work, we utilize the structural information in the embedding space instead of utilizing the temporal information in label sequences. Also our model not only outputs better similarity measurement but also refined speaker embeddings, which could be potentially fed into non-clustering-based methods. Our model also achieves better performance with the same experimental setup. Experiments on both simulated and real meeting data show that the performance of speaker number detection and speaker diarization with the proposed the use of LSTMs to improve similarity measurement significantly, and our system achieves the state-of-the-art result on both simulated and real meeting data showing that the performance of speaker number detection and speaker diarization with the proposed approach significantly, and our system achieves the state-of-the-art result on the NIST SRE 2000 CALLHOME database.

2. GRAPH BASED SPEAKER DIARIZATION

2.1. Building graphs of speech segments

A graph is built for each session using the pretrained speaker embeddings. Each node represents an audio segment which could be word-level, utterance-level, or extracted by a sliding window with a fixed sliding step. Speaker embedding of each segment is extracted as the node features. The weight of edges between nodes is represented by the PLDA scores or cosine similarities between the corresponding x-vectors and d-vectors, respectively. We only keep edges of weight larger than a threshold, which is treated as a hyperparameter.

Formally, each meeting session can be represented as a graph $G(V, E, A)$, where $V$ is the set of nodes (speech segments), $E$ is the set of edges, and $A \in \mathbb{R}^{N \times N}$ is the affinity matrix with $A_{ij} > 0$ if node $(v_i, v_j) \in E$ and $A_{ij} = 0$ otherwise. The matrix of d-vectors $X \in \mathbb{R}^{N \times D}$ can be treated as node features for graph $G$, where $N$ is the total number of segments and $D$ is the dimension of the embedding space. The features of each node $v_i$ are represented by a d-vector $x_i$, $i \in \{1, 2, \ldots, N\}$. The goal of speaker diarization can be formulated as the prediction of $y_i$ for each segment embedding $x_i$ such that $y_i$ is equal to $y_j$ if and only if $x_i$ and $x_j$ belong to the same speakers, $i, j \in \{1, 2, \ldots, N\}$.

2.2. Graph neural networks

We apply several variants of GNNs falling into the framework of message passing neural networks (MPNNs). Under the MPNN framework, the convolutional operator is expressed as a message passing scheme:

$$x_i' = \gamma(\theta(x_i, \square_{j \in N(i)} \phi(\theta(x_i, x_j, e_{i,j}))))$$

where $x_i$ is the feature of node $i$ in the current layer with dimension $D$, $x_i'$ is the feature of node $i$ in the next layer with dimension $D'$, $e_{i,j}$ is the edge feature from node $i$ to node $j$, $\gamma(\cdot)$ and $\phi(\cdot)$ are the update function and message function, respectively, parameterized by $\theta$, and $\square$ denotes the aggregation function, e.g., sum, mean, max, etc.

One GNN variant we apply is the graph convolutional network (GCN) described by in which the $\square$ function corresponds to taking a certain weighted average of neighboring nodes. The updating scheme between two layers is:

$$x_i' = \sigma \left( W \sum_j L_{ij} x_j \right),$$

where $L = \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2}$ is the normalized affinity matrix added by self connection, $\tilde{A} = A + I_N$, $\tilde{D}$ denotes the degree matrix of $\tilde{A}$, $W \in \mathbb{R}^{D' \times D}$ is a layer-specific trainable weight matrix, and $\sigma(\cdot)$ is a nonlinear function.

2.3. Model design

Our model consists of two components: an encoding component and a scoring component. GNN layers are applied as the encoding component. No nonlinear functions are applied between the GNN layers. Because the speaker embeddings are already well trained, adding nonlinearity may lose information inside the original embeddings and result in worse results. The encoding component generates the refined embeddings, of which every pair are concatenated as inputs to the scoring component.

Due to the distinct nature of x-vectors and d-vectors, different scoring components are designed. For d-vectors, it is common to leave the complexity to the model and use a simple distance metric, e.g., cosine distance. Since the original d-vectors are trained for being comparable by a simple distance metric, we keep using this distance metric for scoring the refined embeddings. For x-vectors, on the other hand, an additional classifier, e.g., PLDA, is usually trained to measure the similarity. In our model, we add fully connected layers with nonlinear functions after the GNN layers, which is actually a classifier on top of the refined embeddings. This classifier is trained together with the GNN layers.
2.4. Loss function

We train the GNN model w.r.t. a loss function that is defined as the difference between the affinity matrix constructed by the refined embedding and the ground-truth adjacency matrix. This is actually a binary classification of linkage for all pairs of segments inside each session. For the x-vector based system, we simply applied the binary cross entropy (BCE) loss on all pairs of segments for each session.

However, this simple loss function does not work for d-vectors. Due to the simplicity of the distance metric used, the gradient would be very noisy if training the model w.r.t. the exact match between the cosine similarities and ground-truth 1s or 0s. Instead we applied the following loss function:

$$ L = \text{hist loss}(A, A_{gt}) + \alpha \cdot \| A - A_{gt} \|_{\text{nuclear}},$$  

(3)

in which $\text{hist loss}$ corresponds to the histogram loss $[27]$, $\| \cdot \|_{\text{nuclear}}$ is the nuclear norm between $A$ and the ground-truth adjacency matrix $A_{gt}$, and $\alpha$ is a scalar value hyperparameter. Histogram loss tries to ensure the distance between pairs of segments belonging to different speakers is larger than the distance between those belonging to the same speakers. The nuclear norm, which is the sum of singular values of a matrix $[28]$ depends on the rank match between $A$ and $A_{gt}$, instead of an exact match. The combination of these two loss functions achieves similarity scores that stay in a reasonable range.

2.5. Spectral clustering

We use spectral clustering as our backend method and follow the standard steps described in [16]. However, to detect the speaker number, we first perform eigen-decomposition on the refined affinity matrix and then determine the speaker number by the number of eigenvalues that are larger than a threshold, which we treat as a tunable parameter. As shown in Section 4.2, this method outperforms the commonly used method based on maximal eigengap.

3. EXPERIMENTS WITH X-VECTORS

3.1. Datasets and implementation details

To compare our x-vector-based systems with other methods, we follow the evaluation steps described in the callhome_diarization/v2 receipe of Kaldi [29]. We used the pre-trained x-vector model and PLDA scoring model trained on augmented Switchboard and NIST SRE datasets [30]. Results on the commonly used dataset NIST SRE 2000 CALLHOME (LDC2001S97) Disk 8 are reported.

Our model architecture includes two GCN [24] layers followed by two fully connected layers. Input x-vector is 128-dimensional. The dimension of output embedding from the GCN layers is 64, of which every pair is concatenated as a 128-dimensional input to the following fully connected layers. The first fully connected layers is 64-dimensional with the ELU activation function [31] and the last layer has 1 dimension followed by a sigmoid function. The GCN layers are implemented with the PyTorch Geometric library [32].

Similar to previous work [13, 26], we conducted 5-fold cross validation. The dataset contains 500 sessions in total, which is uniformly split into 5 subsets of 100 sessions for evaluation. In each turn, the model is trained for 50 epochs on 400 sessions with an initial learning rate of 0.001 reduced by a factor of 10 after 40 epochs. The optimal threshold for speaker number detection on the training set is used for evaluation on the testing set. A graph is built for each session on which we connect a pair of nodes if their PLDA score is higher than 0.2. The model is trained in a session-by-session fashion that each batch contains a single graph constructed from one session. All the hyperparameters are tuned on a validation set split from the training set for each turn. Results are shown in Table 1 and summarized in the following section.

Table 1. DER (%) on the NIST SRE 2000 CALLHOME dataset. SC refers to spectral clustering and AHC to agglomerative hierarchical clustering.

| Method | DER(%) |
|--------|--------|
| x-vector + PLDA + AHC (5-fold) | 8.64 |
| x-vector + PLDA + SC (5-fold) | 8.05 |
| Wang et al. [12] | 12.0 |
| Sell et al. [33] | 11.5 |
| Romero et al. [34] | 9.9 |
| Zhang et al. [13] (5-fold) | 8.5 |
| Lin et al. [26] (5-fold) | 7.73 |
| Ours GNN based (5-fold) | 7.24 |

3.2. Speaker diarization results

We compare speaker diarization error rate (DER) of our model with several recent works. We achieve state-of-the-art performance resulting in a DER of 7.24%, which outperforms both the baselines and all recent works. For fairness, we only include the results without system fusion of [26]. We only include the result with in-domain training of [13]. The DER of [13] with external data is 7.6% which is still worse than our result. Also the speaker embedding model of [13] was trained on a much larger dataset than the one we are using, which may also influence the results.

4. EXPERIMENTS WITH D-VECTORS

4.1. Datasets and implementation details

For d-vector-based system, we trained the model on simulated conversations and evaluated it on real meetings. The d-vector extraction model is trained and fake meetings are simulated from the VoxCeleb2 dataset [35]. For each simulated meeting, we randomly select 2-15 speakers from the training set of VoxCeleb2 as the meeting participants. And for each speaker, 2-60
speech segments with duration of 1.5s are sampled. Moreover, we use 45 sessions of in-house real meetings as another testing set. On average, each meeting contains 6 speakers, ranging from 2 to 16. The average duration of meeting sessions is about 30 minutes.

To build the graphs, we only connect a pair of speech segments if the cosine similarity between their d-vectors is larger than a threshold 0.2, which is tuned on the validation set. Our model contains two GCN layers, of which the hidden dimension and output dimension are both equal to the input dimension of 128. We used 150 bins for the histogram loss. The DER reported only includes speaker confusion.

4.2. Speaker number detection results

We first evaluate the refined embedding for speaker number detection. We search for the optimal threshold for this task through simulated conversations on the validation set. The threshold which achieves the lowest mean speaker number detection error across all simulated sessions is chosen for evaluation on testing set. As shown in Figure 2, the minimal error achieved by the refined embeddings is lower than the original embeddings with a threshold of 3.0 and 2.0, respectively. The curved slope of the refined embeddings after the optimal threshold is lower than the original embeddings, which indicates that speaker number detection with the refined embedding is more robust.

| Dataset        | O-gap | O-thred | R-gap | R-thred |
|----------------|-------|---------|-------|---------|
| VoxCeleb2 Test | 4.77  | 1.56    | 2.64  | 1.03    |
| In-house meetings | 3.23 | 4.39    | 2.86  | 1.20    |
| In-house meetings (Rel. DER reduction) | 0%   | -116.7% | 16.3% | 73.7% |

4.3. Speaker diarization results

We compare the performance of spectral clustering on speaker diarization using both original and refined embeddings. The results in Table 2 are consistent with the results on speaker number detection. Here again using the threshold-based model using the original embeddings actually performs worse than the eigengap-based method for the out-of-domain dataset. However the model using refined embeddings and the threshold-based method for speaker number detection achieves a 73.7% relative DER reduction compared to the model with the original embeddings. This indicates that our system should be generalizable to real world applications.

5. CONCLUSION

In this paper, we present the first use of GNNs for speaker diarization. A graph of speech segments is built for each meeting session and a GNN model is trained to refine the speaker embedding utilizing the structural information in the graph. Our model achieves the state-of-the-art performance on a public dataset, while experiments on both simulated and real meetings show that spectral clustering based on the refined embeddings can achieve much better performance than original embeddings in terms of speaker number detection and clustering.
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