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Abstract

We characterize the smallest codimension components of the Hodge locus of smooth degree \(d\) hypersurfaces of the projective space \(\mathbb{P}^{n+1}\) of even dimension \(n\), passing through the Fermat variety (with \(d \neq 3, 4, 6\)). They correspond to the locus of hypersurfaces containing a linear algebraic cycle of dimension \(\frac{2}{3}\). Furthermore, we prove that among all the local Hodge loci associated to a non-linear cycle passing through Fermat, the ones associated to a complete intersection cycle of type \((1,1,\ldots,1,2)\) attain the minimal possible codimension of their Zariski tangent spaces. This answers a conjecture of Movasati, and generalizes a result of Voisin about the first gap between the codimension of the components of the Noether-Lefschetz locus to arbitrary dimension, provided that they contain the Fermat variety.

1 Introduction

Let \(\pi : X \rightarrow T\) be the family of all smooth degree \(d\) hypersurfaces of \(\mathbb{P}^{n+1}\), of even dimension \(n\). Denote by \(\text{HL}_{n,d} \subseteq T\) the set of parameters \(t \in T\) corresponding to hypersurfaces containing non-trivial Hodge cycles (with non-trivial primitive part), i.e. such that \(H^{\frac{2}{3} - \frac{d}{3}}(X_t, \mathbb{Z})_{\text{prim}} \neq 0\). We know after [CGGH83] and [CDK95] that for \(d \geq 2 + \frac{4}{5}\), \(\text{HL}_{n,d}\) is a countable union of properly contained algebraic subvarieties of \(T\) called the Hodge locus. This locus was first considered by Grothendieck [Gro66] in order to study the Hodge conjecture on families, the so called variational Hodge conjecture. This conjecture claims that the algebraicity of a Hodge cycle spreads along all flat deformations which remain Hodge. In terms of the Hodge locus, we know that at every point \(t_0 \in \text{HL}_{n,d}\), every component of the germ of analytic variety \((\text{HL}_{n,d}, t_0)\) corresponds to the space of parameters \(t \in (T, t_0)\) where a section \(\lambda\) of the local system \(R^n\pi_*\mathbb{Z}\) is a non-trivial Hodge cycle, i.e. \(\lambda(t) \in H^{\frac{2}{3} - \frac{d}{3}}(X_t, \mathbb{Z})\) and \(\lambda(t)_{\text{prim}} \neq 0\). We will denote this local Hodge locus by \(V_\lambda\) (it has a natural structure of analytic scheme, that might be non-reduced). In this setting we can rephrase the variational Hodge conjecture as follows: \(\lambda(t_0)_{\text{prim}} \in H^{\frac{2}{3} - \frac{d}{3}}(X_{t_0}, \mathbb{Z})_{\text{prim}}\) is an algebraic class (i.e. \(\lambda(t_0)_{\text{prim}} = [Z]_{\text{prim}}\) is the primitive part of the cohomology class of an algebraic cycle \(Z \in \text{CH}^{\frac{2}{3}}(X_{t_0})\)) if and only if \(\lambda(t)_{\text{prim}}\) is an algebraic class for all \(t \in V_\lambda\). Therefore, the variational Hodge conjecture can be regarded as a question about the germs of analytic subvariety of the Hodge locus cycles over \(\text{HL}_{n,d}\).

For \(n = 2\), the study of the Hodge locus is a classical subject in algebraic geometry, since it corresponds to the Noether-Lefschetz locus \(\text{NL}_d\) which parametrizes surfaces of degree \(d \geq 4\) contained in \(\mathbb{P}^3\) with Picard number bigger than 1 (i.e. those surfaces not satisfying the classical Noether-Lefschetz theorem). The development of the infinitesimal variations of Hodge structures [CGGH83] provided the necessary tool to study the first order approximations of the local Hodge loci \(V_\lambda\). As a consequence, a series of results were discovered about the components of the Noether-Lefschetz locus until the beginning of the nineties. On one hand, just looking at the local Hodge loci we see that the Noether-Lefschetz locus is locally defined by \(h^{2,0} = \binom{d-1}{3}\) equations, providing us with an upper bound for the codimension of its components. The components of codimension exactly \(h^{2,0}\) are called general components while the other components are called special components. It was proved by Ciliberto, Harris and Miranda [CHM88] that the Noether-Lefschetz locus has infinitely many general components which are dense in \(T\) with respect to the analytic topology. On the other hand, the lower bound for the codimension of the special
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components is a subtle result due to Green [Gre84, Gre88], corresponding to $d - 3$ which is attained by the locus of surfaces containing a line. Harris conjectured that the Noether-Lefschetz locus must have only finitely many special components, leading Voisin to an intensive study of these components. In [Voi88], Voisin (and independently Green [Gre89]) proved that the unique component of the Noether-Lefschetz locus of minimal codimension corresponds to the locus of surfaces containing a line. Later Voisin [Voi89] proved that there are no components of codimension bigger than $d - 3$ and less than $2d - 7$, and the unique component of codimension $2d - 7$ corresponds to the locus of surfaces containing a conic. This result implied Harris conjecture for $d = 5$. The conjecture for $d = 6, 7$ was also proved by Voisin [Voi90]. Finally, Voisin [Voi91] disproved Harris conjecture for a high (not explicitly computed) degree.

The study of the classical Noether-Lefschetz locus has evolved in several directions. One direction has been the use of the infinitesimal variations of Hodge structures to study the components of other families of surfaces. For instance complete intersection surfaces [Kim91], Jacobian elliptic surfaces [Klo07], and surfaces inside complete normal toric threefolds [BGL17, BG18].

On the other hand, in the direction of higher dimensional hypersurfaces of $\mathbb{P}^{n+1}$ the knowledge about the Hodge locus is much more limited. For instance the variational Hodge conjecture has been verified for some restricted types of algebraic cycles (see [Blo72] for semi-regular local complete intersection algebraic cycles, [Otw03] and [Dan17] for complete intersection algebraic cycles, [MV18] and [Vil21] for some non-complete intersection algebraic cycles). While global results about the Hodge locus, such as the sharp bounds for the codimension of its components, and the characterization of the special components, remain open.

The best known result about the sharp bounds and characterization of special components of the Hodge locus is due to Otwinowska [Otw02]. As in Voisin’s proof for the classical Noether-Lefschetz locus case, Otwinowska uses the algebraic description of the infinitesimal variations of Hodge structures in terms of the product map in the Jacobian ring. However, due to the increment of the complexity of these rings in higher dimensions, she develops deep and technical results to study the Hilbert function of Artin Gorenstein algebras. As a result, Otwinowska manage to generalize Voisin’s results to higher dimensions but only asymptotically [Otw02, Theorem 3]. More precisely, she proves that for $d \gg n$, every component $\Sigma$ of $\text{HL}_{n,d}$ satisfies

$$\text{codim}_T \Sigma \geq \left( \frac{n}{2} + \frac{d}{d} \right) - \left( \frac{n}{2} + 1 \right)^2,$$

with equality if and only if $\Sigma$ is the locus of hypersurfaces containing a linear subvariety of dimension $\frac{n}{2}$.

More recently, Movasati [Mov17b, Theorem 2] considered the same problem restricted to those components passing through the Fermat variety. He proved that all such components satisfy (1) for all degrees $d \geq 2 + \frac{1}{n}$. Note that since the Fermat variety contains a huge amount of algebraic cycles, there are lots of local components passing through it, and furthermore in the case of surfaces, all special components of small codimension pass trough the Fermat surface. Thus Otwinowska and Movasati’s results provide evidences that (1) should be the sharp lower bound for the components of the Hodge locus. In order to get the mentioned bound, Voisin, Green, Otwinowska and Movasati, they all found a bound for the Zariski tangent space of all local Hodge loci of the form $V_\lambda$ parametrizing some local component of the Hodge locus. In particular Movasati proved that if $0 \in \text{HL}_{n,d}$ denotes the Fermat variety, then

$$\text{codim}_{T_0T} T_0V_\lambda \geq \left( \frac{n}{2} + \frac{d}{d} \right) - \left( \frac{n}{2} + 1 \right)^2,$$

for all local Hodge loci $V_\lambda$ passing trough the Fermat variety. In fact he proves this bound without assuming $\lambda$ is an integral class and so the bound above holds for any $\lambda \in H^{n, \frac{2}{2}}(X)_{\text{prim}}$ (we prove this fact again in Proposition 4.1). And so all the non-reduced local Hodge loci passing
through Fermat (and the ones which are singular at Fermat) have strictly bigger codimension. After this result, and in view of Voisin/Green and Otwinowska’s results, Movasati \[Mov17a\] Conjecture 18.8 conjectures that the only local Hodge loci attaining the equality in (1) are those of the form \(V_\lambda\) with \(\lambda(0)_{\text{prim}} = a[\mathbb{P}^d]_{\text{prim}}\) for some \(\mathbb{P}^d \subseteq X_0\) and some \(a \in \mathbb{Q}^\times\). In this article we prove Movasati’s conjecture.

**Theorem 1.1.** Let \(n\) be an even number and \(d\) be such that \(\zeta_d + \zeta_d^{-1} \notin \mathbb{Q}\) (i.e. \(d \neq 1, 2, 3, 4, 6\)). Consider a component \(\Sigma\) of HL\(_{n,d}\) passing through the Fermat variety \(0 \in \text{HL}_{n,d}\) given by \(X_0 = \{ F = 0 \} \subseteq \mathbb{P}^{n+1}\) and \(F = x_0^d + \cdots + x_{n+1}^d\). The equality in (1) holds if and only if

\[
\Sigma = \left\{ t \in T : X_t \text{ contains a linear subvariety of dimension } \frac{n}{2} \right\}.
\]

In fact, for any polydisc \(0 \in \Delta \subseteq T\) and for any \(\lambda \in \Gamma(\Delta, R^n \pi_* \mathbb{Z})\) such that \(0 \in V_\lambda\),

\[
\text{codim}_{T_0T} T_0V_\lambda = \left( \frac{n}{2} + \frac{d}{d} \right) - \left( \frac{n}{2} + 1 \right)^2
\]

if and only if \(\lambda(0)_{\text{prim}} = a[\mathbb{P}^d]_{\text{prim}}\) for some \(\mathbb{P}^d \subseteq X_0\) and some \(a \in \mathbb{Q}^\times\).

We remark that the subtle point in Voisin/Green and Otwinowska’s results is to prove the characterization of the components attaining this bound follows from a simple geometric argument. To give an idea of how this argument works we will recall the definition of Artinian Gorenstein algebra associated to a Hodge cycle of a smooth degree \(d\) hypersurface. This algebra was introduced by Voisin \[Voi89\] for the case of surfaces, and by Otwinowska \[Otw03\] for arbitrary dimension hypersurfaces. Let \(X = \{ F = 0 \} \subseteq \mathbb{P}^{n+1}\) be a smooth degree \(d\) hypersurface of even dimension \(n\). By Griffiths work \[Gri69\] we can use the residue map to identify pieces of the Jacobian ring

\[
R^F := \mathbb{C}[x_0, \ldots, x_{n+1}]/J^F, \quad J^F := \left\langle \frac{\partial F}{\partial x_0}, \ldots, \frac{\partial F}{\partial x_{n+1}} \right\rangle,
\]

with the \((p, n-p)\) subgroups of \(H^n_{dR}(X)_{\text{prim}}\) as follows

\[
R^F_{d(n-p+1)-n-2} \simeq F^p H^n_{dR}(X)_{\text{prim}}/F^{p+1} H^n_{dR}(X)_{\text{prim}} \simeq H^{n,p,n-p}(X)_{\text{prim}}
\]

where \(\Omega := \sum_{i=0}^{n+1} (-1)^i x_i dx_0 \wedge \cdots \wedge \widehat{dx_i} \cdots \lor dx_{n+1}\). In particular we can identify

\[
H_{\mathbb{P}^d, \mathbb{P}^d}(X)_{\text{prim}} \simeq R_\sigma, \text{ for } \sigma := (d-2)(\frac{n}{2} + 1).
\]

Let \(\lambda \in H_{\mathbb{P}^d, \mathbb{P}^d}(X, \mathbb{Z})\) be a non-trivial Hodge cycle corresponding to a polynomial \(P_\lambda \in R_\sigma\) such that

\[
\lambda_{\text{prim}} = \text{res} \left( \frac{P_\lambda \Omega}{F^{n-p+1}} \right)^{\frac{n}{2} + \frac{p}{2}}.
\]

After \[CGS80\] we can identify the Zariski tangent space of \(V_\lambda\) with the inverse image in \(\mathbb{C}[x_0, \ldots, x_{n+1}]_d\) of the kernel of the multiplication map \(R^F_d \rightarrow R_{\mathbb{P}^d, \mathbb{P}^d}\) (see also \[2\]). This motivates the definition of the Artinian Gorenstein algebra associated to \(\lambda\) as

\[
R^{F, \lambda} := \mathbb{C}[x_0, \ldots, x_{n+1}]/J^{F, \lambda}
\]
where

\[ J^{F,\lambda} := \{ Q \in \mathbb{C}[x_0, \ldots, x_{n+1}] : P_\lambda \cdot Q = 0 \in R^F \} = (J^F : P_\lambda). \]

Using elementary properties of this Artin Gorenstein algebra, Voisin and Otwinowska deduce that if \( 1 \) is attained by some local Hodge locus \( V_\lambda \) parametrizing the germ of analytic variety \( (\Sigma, t) \) at some generic point \( t \in \Sigma \), then

\[ \dim_{\mathbb{C}} J^{F,\lambda(t)} = \frac{n}{2} + 1. \]

Considering the induced map \( L : \Sigma \to \mathbb{G}(\frac{n}{2}, n + 1) \) given by \( L(t) = V(J^{F,\lambda(t)}) \subseteq \mathbb{P}^{n+1} \), Voisin [Voi88 §3] and Otwinowska [Otw02 Theorem 3, Proposition 6] conclude (by a fibre dimension counting) that necessarily every \( L(t) \subseteq X_1 \) for all \( t \in \Sigma \), thus they determine \( \Sigma \).

The advantage of restricting ourselves to the Fermat point, is that bound \( 2 \) becomes considerably simpler since the Jacobian ideal \( J^F = \langle x_0^{d-1}, \ldots, x_{n+1}^{d-1} \rangle \) of the Fermat variety becomes monomial. Even though this is still a non-trivial bound since the Artin Gorenstein ideals \( J^{F,\lambda(0)} \) are not monomial for an arbitrary Hodge cycle \( \lambda(0) \in H^{\frac{n}{2} + \frac{1}{2}}(X_0, \mathbb{Z}) \). Nevertheless we can handle them since they are quotient ideals of \( J^F \) (see Proposition 2.2). Once the bound is established at the Fermat point, the same methods of Voisin and Otwinowska allow us to deduce \( 5 \) for all components of smallest codimension passing through Fermat. The subtle point in our context is to deduce that the linear subvariety \( L(0) = V(J^{F,\lambda(0)}) \) is in fact contained in the Fermat variety \( X_0 \). Since we just have \( 6 \) only at one point (not even in a small neighbourhood of it) we cannot apply Voisin’s geometric method. And to prove \( 6 \) for all parameters of \( V_\lambda \) is still a difficult commutative algebra problem (the main tools used by Voisin and Otwinowska, namely the theorems due to Macaulay, Grobmann and Green, are not enough in small degrees, see [Otw02]). Despite the above we are able to show the following result.

**Theorem 1.2.** Let \( F = x_0^d + \cdots + x_{n+1}^d \) and \( X = \{ F = 0 \} \) be the Fermat variety of even dimension \( n \) and degree \( d \) such that \( \zeta_d + \zeta_d^{-1} \notin \mathbb{Q} \) (i.e. \( d \neq 1, 2, 3, 4, 6 \)). Let \( \lambda \in H^{\frac{n}{2} + \frac{1}{2}}(X, \mathbb{Z}) \) be a non-trivial Hodge cycle such that there exist \( L_1, \ldots, L_{\frac{n}{2} + 1} \in J^{F,\lambda}_1 \) linearly independent. Then

\[ \mathbb{P}^{\frac{n}{2}} := \{ L_1 = \cdots = L_{\frac{n}{2} + 1} = 0 \} \subseteq X. \]

Theorem 1.2 together with Proposition 4.1 and Proposition 4.2 imply Theorem 1.1. In order to prove Theorem 1.2 we exploit the fact that \( \lambda \) is a rational class. This fact was never used in Voisin, Green, Otwinowska and Movasati’s arguments. The main tools that allows us to use this information are [Vil21] Theorem 1.1, Proposition 6.1, Corollary 8.1] which allow us to compute the periods of \( \lambda \) over algebraic cycles, in terms of the coefficients of the linear polynomials \( L_1, \ldots, L_{\frac{n}{2} + 1} \) defining the linear subspace \( \mathbb{P}^{\frac{n}{2}} \). Computing these periods over all linear cycles of the Fermat variety we get enough constrains on the coefficients of \( L_1, \ldots, L_{\frac{n}{2} + 1} \) to conclude that \( \mathbb{P}^{\frac{n}{2}} \subseteq X_0 \) (see Proposition 5.1). The particular cases \( d = 3, 4, 6 \) are more delicate since in these cases it is not enough to compute the periods of \( \lambda \) over all linear cycles to conclude Theorem 1.2 (even for \( d = 3, 4 \) where linear cycles generate all Hodge cycles [Ran81, Shi79, AMV19]). In fact, in 5.6 we show infinite families of cohomology classes \( \lambda \in F^{n/2}\text{H}_{dR}(X)_{\text{prim}} \) with all their periods over linear cycles having rational values and

\[ \dim_{\mathbb{C}} J^{F,\lambda}_1 = \frac{n}{2} + 1 \quad \text{but} \quad V(J^{F,\lambda}_1) \not\subseteq X_0. \]

We expect that these cohomology classes are not rational hence not Hodge cycles. We want to point out that Voisin’s argument never uses the rationality of \( \lambda \), and so it applies in general for
any element of $H^{\frac{n}{2},\frac{n}{2}}(X_0)_{\text{prim}}$. We discuss more about the relation between the equality (3) and the rationality of $\lambda_{\text{prim}}$ in §8.

Following the same spirit as Voisin’s work [Voi89], we go further and determine the lower bound of the codimension of the components of the Hodge locus not satisfying (4) as follows.

**Theorem 1.3.** Let $n$ be an even number, $d$ be a number such that $\zeta_d + \zeta_d^{-1} \notin \mathbb{Q}$ (i.e. $d \neq 1, 2, 3, 4, 6$), $0 \in \text{HL}_{n,d}$ be the Fermat variety and $0 \in \Sigma$ be a component of the Hodge locus different from (3). Then

\[
\text{codim}_T \Sigma \geq \left(\frac{n}{2} + d\right) + \left(\frac{n}{2} + d - 1\right) - \left(\frac{3n^2}{8} + \frac{9n}{4} + 2\right).
\]

In fact for $d \geq \max\{4, 2 + \frac{\sqrt{8}}{n}\}$, if $0 \in \Delta \subseteq T$ is a polydisc and $\lambda \in \Gamma(\Delta, R^{n,\pi_\ast\mathbb{Z}})$ is such that $0 \in V_\lambda$ but (4) does not hold, then

\[
\text{codim}_{T_0} T_0 V_\lambda \geq \left(\frac{n}{2} + d\right) + \left(\frac{n}{2} + d - 1\right) - \left(\frac{3n^2}{8} + \frac{9n}{4} + 2\right).
\]

Furthermore, if the equality in (5) is attained and $n \geq 4$, then there exists a complete intersection $Z \subseteq \mathbb{P}^{n+1}$ of type $(1, 1, \ldots, 1, 2)$ such that $I(Z) \subseteq J^{F,\lambda}$. If in addition $d \geq 5$ and

\[
F \in (J^{F,\lambda})^2,
\]

then $Z \subseteq X_0$ and $\lambda(0)_{\text{prim}} = a[Z]_{\text{prim}}$ for some $a \in \mathbb{Q}^\times$.

It follows from Dan’s result [Dan17] that condition (9) is satisfied for every complete intersection algebraic cycle (see Remark 2.4). We do not know if this condition characterizes complete intersection algebraic cycles.

The article is organized as follows: In §2 we explain the algebraic translation of the Zariski tangent space of the Hodge loci $V_\lambda$ to the degree $d$ part of the Artin Gorenstein ideal $J^{F,\lambda}$. We also explain the main properties of this ideal, and its connection with the original definition in terms of periods due to Voisin [Voi89] and Otwinowska [Otw03]. Furthermore we give an elementary proof of Dan’s result (Example 2.1) which will be needed in several parts later in the article. In §3 we establish the basic combinatorial bound of the Hilbert function of monomial ideals. We also explain how using a monomial ordering we can translate this bound into a bound of the Hilbert function of $J^{F,\lambda}$. We put all these facts together in §4 to get Movasati’s bound (2) and to characterize the equality in terms of $J^{F,\lambda}$, thus reducing the proof of Theorem 1.1 to Theorem 1.2. The main part of the article is §5 where we prove Theorem 1.2. Our proof relies heavily on explicit computations of the periods of $\lambda$ over all linear cycles inside the Fermat variety. Using the machinery developed in [Vil21], we can compute these periods once we find a closed formula for the polynomial $P_\lambda$ (this is done in Proposition 5.3). In §6 we explain why our method do not cover the cases $d = 3, 4, 6$. In §7 we prove Theorem 1.3 by describing the elements of $J^{F,\lambda}$ of degree one and two. Finally in §8 we make some comments about how to deal with the cases $d = 3, 4, 6$, and some further comments on the relation of the rationality of the class $\lambda$ and the continuity of the Hilbert function of $J^{F,\lambda}$ along the Hodge locus.
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2 Artinian Gorenstein algebra associated to a Hodge cycle

The reduction of Theorem 1.1 to Theorem 1.2 and the proof of Theorem 1.3 are based on a translation to a purely algebraic problem. This is possible after giving the algebraic description of the Zariski tangent space of the local Hodge loci. In this section we will explain this description and its relation to the definition of the ideal $J^{F,\lambda}$ introduced in [5]. In spite definition [5] is the good one to work algebraically, this was not the original definition due to Voisin [Voi89] and Otwinowska [Otw03] which was given in terms of periods. Let us recall this definition and connect it with [5].

**Definition 2.1.** Let $X = \{ F = 0 \} \subseteq \mathbb{P}^{n+1}$ be a smooth degree $d$ hypersurface of even dimension $n$. Let $\lambda \in H^{\frac{n}{2}, \frac{n}{2}}(X, \mathbb{Z})$ be a non-trivial Hodge cycle. We define the homogeneous ideal

$$J^{F,\lambda}_i := \left\{ P \in \mathbb{C}[x_0, \ldots, x_{n+1}]_i : \int_X \text{res} \left( \frac{PQ\Omega}{F^{\frac{n}{2}+1}} \right) \wedge \lambda = 0, \forall Q \in \mathbb{C}[x_0, \ldots, x_{n+1}]_{\sigma-i} \right\}$$

for every $i \geq 0$ and $\sigma := (d-2)(\frac{n}{2}+1)$.

**Proposition 2.1.** Let $T \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]_d$ be the parameter space of smooth degree $d$ hypersurfaces of $\mathbb{P}^{n+1}$, of even dimension $n$. For $t \in T$, let $X_t = \{ F = 0 \} \subseteq \mathbb{P}^{n+1}$ be the corresponding hypersurface. For every Hodge cycle $\lambda \in H^{\frac{n}{2}, \frac{n}{2}}(X_t, \mathbb{Z})$, we can compute the Zariski tangent space of its associated Hodge locus $V_{\lambda}$ as

$$T_t V_{\lambda} = \left\{ P \in \mathbb{C}[x_0, \ldots, x_{n+1}]_d : \int_X \text{res} \left( \frac{PQ\Omega}{F^{\frac{n}{2}+1}} \right) \wedge \lambda = 0, \forall Q \in \mathbb{C}[x_0, \ldots, x_{n+1}]_{dR-n-2} \right\} = J^{F,\lambda}_d.$$

Where $\Omega = \sum_{i=0}^{n+1} (-1)^i x_i dx_0 \wedge \cdots \wedge \widehat{dx_i} \wedge \cdots \wedge dx_{n+1}$, and $\text{res} : H^{n+1}_{dR}(\mathbb{P}^{n+1} \setminus X_t) \to H^{n+1}_{dR}(X_t)$ is the residue map. Note that we have identified $T_t T \simeq \mathbb{C}[x_0, \ldots, x_{n+1}]_d$.

**Proof** This is a well-known result that follows from the description of the Zariski tangent space of the Hodge locus associated to a Hodge cycle by means of the infinitesimal variations of Hodge structures [Voi03, Lemma 5.16] and the fact that the infinitesimal variations of Hodge structures corresponds to polynomial multiplication in the case of hypersurfaces [Voi03, Theorem 6.17]. \[ \blacksquare \]

Before proving that $R^{F,\lambda} := \mathbb{C}[x_0, \ldots, x_{n+1}]/J^{F,\lambda}$ is an Artinian Gorenstein algebra, let us recall some basic facts about these algebras.

**Definition 2.2.** A graded $\mathbb{C}$-algebra $R$ is **Artinian Gorenstein** if there exist $\sigma \in \mathbb{N}$ such that

(i) $R_e = 0$ for all $e > \sigma$,

(ii) $\dim_{\mathbb{C}} R_\sigma = 1$,

(iii) the multiplication map $R_i \times R_{\sigma-i} \to R_\sigma$ is a perfect pairing for all $i = 0, \ldots, \sigma$.

The number $\sigma =: \text{soc}(R)$ is the socle of $R$. We say that an ideal $I \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ is **Artinian Gorenstein of socle $\sigma$** $=: \text{soc}(I)$ if the quotient ring $R = \mathbb{C}[x_0, \ldots, x_{n+1}]/I$ is Artinian Gorenstein of socle $\sigma$.

**Remark 2.1.** An elementary property of Artinian Gorenstein ideals $I, J \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ is that

$I = J$ if and only if $\text{soc}(I) = \sigma = \text{soc}(J)$ and $I_\sigma = J_\sigma$.

In particular if $I \subseteq J$ and $\text{soc}(J) = \text{soc}(J)$ then $I = J$. This property will be used several times along the present article without explicit mention.
Proposition 2.2. Let $X = \{F = 0\} \subseteq \mathbb{P}^{n+1}$ be a smooth degree $d$ hypersurface of even dimension $n$, and $\lambda \in H^{n+1}(X, \mathbb{Z})$ be a non-trivial Hodge cycle. Then $R^F_{\lambda}$ is an Artinian Gorenstein algebra over $\mathbb{C}$ of socle $\sigma := (d-2)(n+1)$. Furthermore if $J^F := \langle \frac{\partial F}{\partial x_0}, \ldots, \frac{\partial F}{\partial x_{n+1}} \rangle$ is the Jacobian ideal, then

\begin{equation}
J^F_{\lambda} = (J^F : P_\lambda),
\end{equation}

for $P_\lambda \in \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma$ such that $\lambda_{\text{prim}} = \text{res}(\frac{P_\lambda \Omega}{F^{n+1}})^{\frac{n}{2}}$.

Proof. It follows from Macaulay’s theorem [Voi03, Theorem 6.19] that the Jacobian ring $R^F := \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma/J^F$ is an Artinian Gorenstein $\mathbb{C}$-algebra of socle $2\sigma$. Using this fact, it is elementary to show that if $P_\lambda \not\in J^F$ then $(J^F : P_\lambda)$ is Artinian Gorenstein of socle $\sigma$. Thus, the proposition is reduced to prove (11). Take $P \in \mathbb{C}[x_0, \ldots, x_{n+1}]$ and $Q \in \mathbb{C}[x_0, \ldots, x_{n+1}]_{\sigma-i}$ for $i \in \{0, 1, \ldots, \sigma\}$. It follows from Griffiths basis theorem [Voi03, Theorem 6.5] that $\lambda_{\text{prim}} = \text{res}(\frac{P_\lambda \Omega}{F^{n+1}})^{\frac{n}{2}}$, for some $P_\lambda \in \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma$. And it follows from a result due to Carlson and Griffiths [CG80, Theorem 2] (see also Proposition 5.1 for a more precise result) that

\begin{equation}
\int_X \text{res}(\frac{PQ \Omega}{F^{n+1}}) \land \text{res}(\frac{P_\lambda \Omega}{F^{n+1}}) = 0 \iff PQP_\lambda \in J^F.
\end{equation}

Therefore $J^F_{\lambda} = \{P \in \mathbb{C}[x_0, \ldots, x_{n+1}] : PQP_\lambda = 0 \in R^F_{\lambda}, \forall Q \in R^F_{\lambda-i}\}$. By the perfect pairing condition on the Jacobian algebra it follows that $J^F_{\lambda} = (J^F : P_\lambda)$. Finally $P_\lambda \not\in J^F$, since otherwise $\lambda_{\text{prim}} = 0 \in H^{n+1}(X)_{\text{prim}}$ by (12), contradicting our hypothesis.

Remark 2.2. The above proposition tells us how to relate the Artin Gorenstein ideal $J^F_{\lambda}$ associated to any Hodge cycle, to the Jacobian ideal $J^F$ of the corresponding hypersurface. Furthermore it tells us how to compute it once we know the polynomial $P_\lambda$ which determines the cohomological class of $\lambda_{\text{prim}}$ in terms of Griffiths basis theorem. After [Vil21, Theorem 1.1] we can compute this polynomial explicitly for combinations of complete intersection algebraic cycles $\lambda = n_1[Z_1] + \cdots + n_k[Z_k]$ in terms of the defining equations of the complete intersection subvarieties $Z_1, \ldots, Z_k \subseteq X$. Essentially knowing $P_\lambda$ implies knowing the cohomological class $\lambda_{\text{prim}} = \text{res}(\frac{P_\lambda \Omega}{F^{n+1}})^{\frac{n}{2}}$, the Artin Gorenstein ideal $J^F_{\lambda} = (J^F : P_\lambda)$ and all the periods of $\lambda_{\text{prim}}$ over $F^{\frac{n}{2}}H^{n+1}_\text{dR}(X)$ [Vil21, Proposition 6.1]. The following corollary tells us that the Artin Gorenstein ideal $J^F_{\lambda}$ also determines uniquely $\lambda_{\text{prim}} \in H^{n+1}(X, \mathbb{Q})_{\text{prim}}$ modulo the action of $\mathbb{Q}^\times$.

Corollary 2.3. Let $X = \{F = 0\} \subseteq \mathbb{P}^{n+1}$ be a smooth degree $d$ hypersurface of even dimension $n$, and consider two Hodge cycles $\lambda_1, \lambda_2 \in H^{n+1}(X, \mathbb{Z})$. Then

\begin{equation}
J^F_{\lambda_1} = J^F_{\lambda_2} \iff \exists c \in \mathbb{Q}^\times : (\lambda_1 - c \cdot \lambda_2)_{\text{prim}} = 0.
\end{equation}

Proof. Take some $x^\alpha \in \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma \setminus J^{F_{\lambda_1}}$ (it must exist since $R^F_{\sigma_{\lambda_1}} \neq 0$). By definition (10), there exists a unique $c \in \mathbb{Q}^\times$ such that

\begin{equation}
\int_X \text{res}(\frac{x^\alpha \Omega}{F^{n+1}}) \land \lambda_1 = c \cdot \int_X \text{res}(\frac{x^\alpha \Omega}{F^{n+1}}) \land \lambda_2.
\end{equation}

In consequence $x^\alpha \in J^{F_{\lambda_1} - c \lambda_2}$. On the other hand, since $J^{F_{\lambda_1}} = J^{F_{\lambda_2}}$ it follows that $J^{F_{\lambda_1}} \subseteq J^{F_{\lambda_1} - c \lambda_2}$, and this inclusion is proper. Thus $R^F_{\sigma_{\lambda_1} - c \lambda_2} = 0$, then by Proposition 2.2 we have $(\lambda_1 - c \cdot \lambda_2)_{\text{prim}} = 0$. Finally since $\lambda_1$ and $\lambda_2$ are integral classes $c \in \mathbb{Q}$. \qed
Remark 2.3. Proposition 2.1 tells us that the degree $d$ piece of $J^{F,\lambda}$ encodes the information of the Zariski tangent space of the local Hodge locus $V_\lambda$. In other words $T_t V_{\lambda_1} = T_t V_{\lambda_2}$ if and only if $J^{F,\lambda_1}_d = J^{F,\lambda_2}_d$. Moreover, Corollary 2.3 shows that the whole ideal $J^{F,\lambda}$ contains more information than just the first order approximation of $V_\lambda$, and in fact it determines $V_\lambda$. By this we mean that $V_{\lambda_1} = V_{\lambda_2}$ scheme-theoretically (hence for all higher order approximations) if and only if $J^{F,\lambda_1} = J^{F,\lambda_2}$.

Example 2.1. It was proved by Dan [Dan17, Theorem 1.1] that for $d \geq 2 + \frac{4}{n}$
\[
\Sigma(d_1, \ldots, d_{\frac{2n}{d} + 1}) := \{ t \in T : X_t \text{ contains a complete intersection of type } (d_1, \ldots, d_{\frac{2n}{d} + 1}) \}
\]
is a component of $\text{HL}_{n,d}$. This result is important for us and will be needed later. Because of its simplicity, we decided to reproduce Dan’s argument (translated to our notation) as an example of the usefulness of considering the whole ideal $J^{F,\lambda}$ instead of just looking at its degree $d$ part (which corresponds to the Zariski tangent space of the associated Hodge cycle $V_\lambda$).

For every $t \in \Sigma(d_1, \ldots, d_{\frac{2n}{d} + 1})$ the Hodge cycle
\[
\lambda = [Z] \in H^{\frac{2n}{d}}(X_t, \mathbb{Z}),
\]
where $Z$ is a complete intersection cycle of type $(d_1, \ldots, d_{\frac{2n}{d} + 1})$ given by
\[
I(Z) = (f_1, \ldots, f_{\frac{2n}{d} + 1}), \quad \deg(f_i) = d_i.
\]
If $X_t = \{ F = 0 \}$, we can write $F = f_1 g_1 + \cdots + f_{\frac{2n}{d} + 1} g_{\frac{2n}{d} + 1}$. It follows from the definition (10) of $J^{F,\lambda}$ that $I(Z) \subseteq J^{F,\lambda}$. On the other hand, if we define
\[
Z_i := \{ f_1 = \cdots = f_{i-1} = g_i = f_{i+1} = \cdots = f_{\frac{2n}{d} + 1} = 0 \},
\]
then $[Z] + [Z_i] = [X_t \cap \{ f_1 = \cdots = f_{i-1} = f_{i+1} = \cdots = f_{\frac{2n}{d} + 1} = 0 \}]$, and so $[Z]_{\text{prim}} = -[Z]_{\text{prim}}$. In consequence $I(Z_i) \subseteq J^{F,\lambda}$ for every $i = 1, \ldots, \frac{n}{2} + 1$, then
\[
I := (f_1, g_1, \ldots, f_{\frac{2n}{d} + 1}, g_{\frac{2n}{d} + 1}) \subseteq J^{F,\lambda}.
\]
By Macaulay’s theorem [Voi03, Theorem 6.19] it follows that $\text{soc}(I) = \text{soc}(J^{F,\lambda})$ and so $I = J^{F,\lambda}$.

Therefore
\[
T_t V_\lambda = \langle f_1, g_1, \ldots, f_{\frac{2n}{d} + 1}, g_{\frac{2n}{d} + 1} \rangle_d.
\]
Letting $S := \mathbb{C}[x_0, \ldots, x_{n+1}]$, the tangent space of $S_{d_1} \times S_{d-d_1} \times \cdots \times S_{d_{\frac{2n}{d}}} \times S_{d-d_{\frac{2n}{d}+1}}$ at $(f_1, g_1, \ldots, f_{\frac{2n}{d}+1}, g_{\frac{2n}{d}+1})$ goes to $\langle f_1, g_1, \ldots, f_{\frac{2n}{d}+1}, g_{\frac{2n}{d}+1} \rangle_d$ via the map
\[
\varphi(P_1, Q_1, \ldots, P_{\frac{2n}{d}+1}, Q_{\frac{2n}{d}+1}) := P_1 Q_1 + \cdots + P_{\frac{2n}{d}+1} Q_{\frac{2n}{d}+1}.
\]
This implies that $V_\lambda$ is smooth and reduced. And furthermore if $\Lambda$ is the set of all complete intersections of type $(d_1, \ldots, d_{\frac{2n}{d}+1})$ contained in $X_t$, then
\[
(\Sigma(d_1, \ldots, d_{\frac{2n}{d}+1}), t) = \bigcup_{Z \in \Lambda} V[Z].
\]
Finally, to conclude that $\Sigma(d_1, \ldots, d_{\frac{2n}{d}+1})$ is in fact a component of $\text{HL}_{n,d}$, it is enough to show that no local Hodge loci contains properly $V[Z]$. In fact, if $V[Z] \subseteq V_\lambda'$ then
\[
J^{F,[Z]}_d = \langle f_1, g_1, \ldots, f_{\frac{2n}{d}+1}, g_{\frac{2n}{d}+1} \rangle_d = T_t V[Z] \subseteq T_t V_\lambda' = J^{F,\lambda'}_d.
\]
Since $\sigma - d_i \geq d - d_i$ it follows that for every monomial $x^\alpha$ of degree $\sigma - d_i$, $f_i \cdot x^\alpha \in J^{F,\lambda'}$ and so by the perfect pairing on $R^{F,\lambda'}$ we conclude that $f_i \in J^{F,\lambda'}$ for every $i = 1, \ldots, \frac{n}{2} + 1$. Analogously we prove that the $g_i$’s also belong to $J^{F,\lambda'}$ and so $J^{F,\lambda'} = J^{F,[Z]}$. By Corollary 2.3 it follows that $V_\lambda' = V[Z]$ as desired.

Remark 2.4. Since $F = f_1 g_1 + \cdots + f_{\frac{2n}{d}+1} g_{\frac{2n}{d}+1}$ and $J^{F,\lambda} = \langle f_1, g_1, \ldots, f_{\frac{2n}{d}+1}, g_{\frac{2n}{d}+1} \rangle$, we see that $F \in (J^{F,\lambda})^2$ for every complete intersection algebraic cycle $\lambda$. 
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3 Preliminaries about monomials

In this section, we recall some elementary facts about monomials and monomial ideals that will be needed later. These facts can be found in any standard reference of computational commutative algebra, we use [CLO07] as reference. The purpose of this section is to fix our notations and to prove Proposition 3.3 which is the main combinatorial fact we use to bound the Hilbert function of monomial ideals. Using monomial orderings we will reduce the analysis of the Hilbert function of the Artin Gorenstein ideal $J^{F,\lambda}$ to the case of the monomial ideals $\langle \text{LT}(J^{F,\lambda}) \rangle$ (see Proposition 3.1). Our strategy to prove Theorem 1.1 and Theorem 1.3 will be to characterize first the ideals $\langle \text{LT}(J^{F,\lambda}) \rangle$ and then, using Gröbner basis theory, characterize the ideals $J^{F,\lambda}$.

Definition 3.1. Consider the polynomial ring $\mathbb{C}[x_0, \ldots, x_{n+1}]$. Let $M$ be the set of all monomials in this ring. A monomial ordering is a multiplicative linear order on $M$. The unique example of monomial order we will use is the lexicographic order, that orders first the variables $x_{\sigma(0)} < \cdots < x_{\sigma(n+1)}$ for some permutation $\sigma \in \text{Perm}(0,1,\ldots,n+1)$, and then extends the order to all $M$ lexicographically.

Definition 3.2. Consider over $\mathbb{C}[x_0, \ldots, x_{n+1}]$ a fixed monomial order. We define the leading term of $f \in \mathbb{C}[x_0, \ldots, x_{n+1}]$ by

$$\text{LT}(f) := \max\{x^\alpha \in M : x^\alpha \text{ appears in } f\}.$$ 

Let $I \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ be an ideal. The leading terms ideal is by definition

$$\langle \text{LT}(I) \rangle := \langle \{\text{LT}(f) : f \in I\} \rangle.$$ 

Proposition 3.1. Let $I \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ be an ideal. Then the ideal $\langle \text{LT}(I) \rangle$ has the same Hilbert function as $I$.

Proof See [CLO07] Proposition 4, page 458. ■

Remark 3.1. In particular, in order to compute the dimension of $\mathbb{C}[x_0, \ldots, x_{n+1}]_d/I_d$ it is enough to compute the dimension of $\mathbb{C}[x_0, \ldots, x_{n+1}]_d/\langle \text{LT}(I) \rangle_d$, and since $\langle \text{LT}(I) \rangle$ is a monomial ideal

$$\dim_{\mathbb{C}} \left( \frac{\mathbb{C}[x_0, \ldots, x_{n+1}]}{\langle \text{LT}(I) \rangle} \right)_d = \# \{ x^\alpha \in \mathbb{C}[x_0, \ldots, x_{n+1}] \setminus \langle \text{LT}(I) \rangle : \deg(x^\alpha) = d \}.$$

Definition 3.3. Consider over $\mathbb{C}[x_0, \ldots, x_{n+1}]$ a fixed monomial order. Let $I = \langle f_1, \ldots, f_k \rangle \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ be an ideal. We say that $f_1, \ldots, f_k$ is a Gröbner basis of $I$ (with respect to the monomial order) if

$$\langle \text{LT}(I) \rangle = \langle \text{LT}(f_1), \ldots, \text{LT}(f_k) \rangle.$$ 

Proposition 3.2. Consider over $\mathbb{C}[x_0, \ldots, x_{n+1}]$ a fixed monomial order. Let $I = \langle f_1, \ldots, f_k \rangle \subseteq \mathbb{C}[x_0, \ldots, x_{n+1}]$ be an ideal. The generators $f_1, \ldots, f_k \in \mathbb{C}[x_0, \ldots, x_{n+1}]$ are a Gröbner basis of $I$ if and only if the polynomials $g \in \mathbb{C}[x_0, \ldots, x_{n+1}]$ leaving zero residue after dividing it by $f_1, \ldots, f_k$ are exactly the $g \in I$.

Proof See [CLO07] §6, Proposition 1 and Corollary 2, page 82. ■

We close this section with the following elementary proposition about monomials which was inspired by [Mov17b, Proposition 8].
Proposition 3.3. Let \( x^\alpha \in \mathbb{C}[x_0, \ldots, x_{n+1}] \) be any monomial. For every \( d > 0 \) let
\[
S^d_\alpha := \{ x^\beta \in \mathbb{C}[x_0, \ldots, x_{n+1}] : x^\beta | x^\alpha \}.
\]
Then, for any \( i \neq j \) such that \( 0 < \alpha_i \leq \alpha_j \),
\[
\#S^d_{\alpha_i} \leq \#S^d_{\alpha_j}
\]
where \( \alpha_k' := \alpha_k \) for \( k \neq i, j \), \( \alpha_i' := \alpha_i - 1 \) and \( \alpha_j' := \alpha_j + 1 \). Moreover \((13)\) is a strict inequality if \( \alpha_j \leq d \leq \deg(x^\alpha) - \alpha_i \). As a consequence, for every \( x^\alpha | (x_0 \cdots x_{n+1})^{d-2} \) of \( \deg(x^\alpha) = \sigma = (d - 2)(\frac{n}{2} + 1) \) we have
\[
\#S^d_{\alpha} \geq \left( \frac{n}{2} + d \right) - \left( \frac{n}{2} + 1 \right)^2,
\]
with equality if and only if
\[
\# \{ 0 \leq i \leq n + 1 : \alpha_i = d - 2 \} = \# \{ 0 \leq i \leq n + 1 : \alpha_i = 0 \} = \frac{n}{2} + 1,
\]
i.e. up to some relabeling of the coordinates \( \alpha = (0, \ldots, 0, d - 2, \ldots, d - 2) \). Furthermore, for those \( \alpha \) not satisfying \((14)\), we have for \( d \geq 4 \) that
\[
\#S^d_{\alpha} \geq \left( \frac{n}{2} + d \right) + \left( \frac{n}{2} + d - 1 \right) - \left( \frac{3n^2}{8} + \frac{9n}{4} + 2 \right),
\]
with equality if and only if up to some relabeling of the coordinates \( \alpha = (0, \ldots, 0, 1, d - 3, d - 2, \ldots, d - 2) \).

Proof Consider the map \( f : S^d_{\alpha'} \to S^d_{\alpha} \) given by
\[
f(x^{\beta'}) := \begin{cases} x^{\beta'} \cdot (x_i/x_j) & \text{if } \beta'_j > 0, \\ x^{\beta'} \cdot (x_j/x_i)^{\beta'_j} & \text{if } \beta'_j = 0. \end{cases}
\]
This map is clearly injective. For the case \( \alpha_j \leq d \leq \deg(x^\alpha) - \alpha_i \), \( f \) is not surjective since there exist \( x^\beta \in S^d_\alpha \) with \( \beta_i = 0 \) and \( \beta_j = \alpha_j \). These monomials do not belong to the image of \( f \).

4 Reduction of Theorem 1.1 to Theorem 1.2

In this section we give a proof of Theorem 1.1 assuming Theorem 1.2. In order to establish the bound \((2)\) we use Proposition \(2.1\) to reduce ourselves to bounding the Hilbert function of \( J^{F,\lambda} \). Following the strategy explained in \(3.3\) we reduce ourselves to study the Hilbert function of the monomial ideal \(<\text{LT}(J^{F,\lambda})>\), which in turn can be bounded using Proposition \(3.3\). Putting all this together we obtain the following proposition.

Proposition 4.1. Let \( X = \{ F = 0 \} \subseteq \mathbb{P}^{n+1} \) be a smooth hypersurface of even dimension \( n \) and degree \( d \geq 2 + \frac{4}{n} \). Let \( \lambda \in F_2^d H^0_s (X)_{\text{prim}} \setminus F_{2}^{d+1} H^0_s (X)_{\text{prim}} \) and \( \sigma := (d - 2)(\frac{n}{2} + 1) \). If for some monomial order there exists \( x^\alpha \in \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma \setminus <\text{LT}(J^{F,\lambda})>_\sigma \) such that \( x^\alpha | x_0^{d-2} \cdots x_{n+1}^{d-2} \), then
\[
\dim_\mathbb{C} R^d_{F,\lambda} \geq \left( \frac{n}{2} + \frac{4}{n} \right) - \left( \frac{n}{2} + 1 \right)^2.
\]
Furthermore if the equality holds in \((15)\) and \( d \geq 2 + \frac{4}{n} \), then there exist \( L_1, \ldots, L_{\frac{n}{2} + 1} \in J^1_{F,\lambda} \) linearly independent.
Proposition 4.2. \( \text{Let } (18) \) assuming that the equality holds for \( d \geq 2 + \frac{6}{n}, \) again by Proposition 3.3

\[
x^\alpha = x_1^{d-2} \cdots x_{\frac{n}{d} + 1}^{d-2}
\]

for some \( 0 \leq i_1 < \cdots < i_{\frac{n}{d} + 1} \leq n + 1. \) After relabeling the variables we can assume \( x^\alpha = x_1^{d-2} x_3^{d-2} \cdots x_{n+1}^{d-2}. \) Then for every \( k \geq 0 \)

\[
\mathcal{S}_k^\alpha \subseteq \{ x^\beta \in \mathbb{C}[x_0, \ldots , x_{n+1}]_k \| \langle \text{LT}(J^F \lambda) \rangle_k : x^\beta \text{ is a monomial} \},
\]

otherwise there would be a monomial \( x^\beta | x^\alpha \) inside \( \langle \text{LT}(J^F \lambda) \rangle \) but this contradicts the fact \( x^\alpha \notin \langle \text{LT}(J^F \lambda) \rangle. \) We claim both sets are equal for \( k = 1, \) in other words we claim

\[
\langle \text{LT}(J^F \lambda) \rangle_k \subseteq \langle x_0, x_2, \ldots , x_n, x_1^{d-1}, x_3^{d-1}, \ldots , x_{n+1}^{d-1} \rangle_k
\]

is an equality for \( k = 1. \) By Remark 3.1 we know \((18)\) is an equality for \( k = d, \) since both sides have the same codimension inside \( \mathbb{C}[x_0, \ldots , x_{n+1}]_d. \) For \( k > d, \) take any

\[
x^\beta \in \langle x_0, x_2, \ldots , x_n, x_1^{d-1}, x_3^{d-1}, \ldots , x_{n+1}^{d-1} \rangle_k.
\]

Then for some \( i \in \{0, \ldots , n+1\}, \) \( \beta_i \geq 1 \) and \( i \) is even, or \( \beta_i \geq d - 1 \) and \( i \) is odd. In any case we can produce some \( x^\gamma | x^\beta \) such that \( x^\gamma \in \langle x_0, x_2, \ldots , x_n, x_1^{d-1}, x_3^{d-1}, \ldots , x_{n+1}^{d-1} \rangle = \langle \text{LT}(J^F \lambda) \rangle_d \) and so \( x^\beta \in \langle \text{LT}(J^F \lambda) \rangle_k. \) Since \( d \geq 2 + \frac{6}{n} \) then \( \sigma - 1 \geq d \) and so the equality follows for \( k = 1 \) by duality. Therefore there exist \( L_i \in J^F \lambda \) such that \( \text{LT}(L_i) = x_{2i-2} \) for \( i = 1, \ldots , \frac{n}{2} + 1 \) as desired.

Remark 4.1. Note that the condition \( d \geq 2 + \frac{6}{n} \) cannot be improved since for \((n, d) = (2, 4), (4, 3) \) the equality in \((15)\) is attained by all local Hodge loci \( V_\lambda. \)

The next proposition essentially reduces the proof of Theorem 1.1 to proving Theorem 1.2.

Proposition 4.2. Let \( X = \{ F = 0 \} \subseteq \mathbb{P}^{n+1} \) be a smooth degree \( d \) hypersurface of even dimension \( n, \) and \( \lambda \in H^{\frac{n}{2}}(X, \mathbb{Z}) \) be a non-trivial Hodge cycle. If there exist \( L_1, \ldots , L_{\frac{n}{d} + 1} \in J^F \lambda \) linearly independent, such that

\[
\mathbb{P}^\frac{n}{2} := \{ L_1 = L_2 = \cdots = L_{\frac{n}{d} + 1} = 0 \} \subseteq X.
\]

Then there exists \( c \in \mathbb{Q}^x \) such that \( \lambda_{\text{prim}} = c \cdot [\mathbb{P}^\frac{n}{2}]_{\text{prim}}, \) and so \( V_\lambda = V_{[\mathbb{P}^\frac{n}{2}]} \).

Proof Since \( \mathbb{P}^\frac{n}{2} \subseteq X, \) we can write

\[
F = L_1 Q_1 + \cdots + L_{\frac{n}{d} + 1} Q_{\frac{n}{d} + 1}.
\]

Choosing derivations \( D_1, \ldots , D_{\frac{n}{d} + 1} \) such that \( D_i(L_j) = \delta_{ij} \) for every \( i = 1, \ldots , \frac{n}{d} + 1 \) we get

\[
Q_i = D_i(F) - \sum_{k=1}^{\frac{n}{d} + 1} L_k D_i(Q_k) \in J^{F, \lambda}.
\]

In consequence (see Example 2.1 for the first equality)

\[
J^{F, [\mathbb{P}^\frac{n}{2}]} = \langle L_1, Q_1, \ldots , L_{\frac{n}{d} + 1}, Q_{\frac{n}{d} + 1} \rangle \subseteq J^{F, \lambda}.
\]
hence \( J^F[\mathbb{P}^{\frac{n}{2}}] = J^F; \lambda \) and the result follows by Corollary 2.3.

**Proof of Theorem 1.1** Let \( \Sigma \) be a component of \( \text{HL}_{n,d} \) passing through the Fermat variety \( 0 \in \text{HL}_{n,d} \), i.e. \( X_0 = \{ F = 0 \} \) for \( F = x_0^d + \cdots + x_{n+1}^d \). Then there exists some \( \lambda \in \tilde{H}^{2,\frac{n}{2}}(X_0, \mathbb{Z}) \) such that \( V_\lambda \) is a component of \( (\Sigma, 0) \). By Proposition 2.1 it follows that

\[
\text{codim}_T \Sigma = \text{codim}_T V_\lambda \geq \text{codim}_{T_0} T_0 V_\lambda = \dim_C R^F; \lambda.
\]

Consider any monomial order and take \( x^\alpha \in \mathbb{C}[x_0, \ldots, x_{n+1}] \setminus (\text{LT}(J^F; \lambda))_\sigma \) for

\[
\sigma = (d - 2)(\frac{n}{2} + 1) = \text{soc}(J^F; \lambda).
\]

Since \( J^F \subsetneq J^F; \lambda \), it follows that \( x^\alpha \notin J^F \), and so \( x^\alpha | x_0^{d-2} \cdots x_{n+1}^{d-2} \). Applying Proposition 4.1 we get the desired bound

\[
\text{codim}_T \Sigma \geq \left( \frac{n}{2} + d \right) - (\frac{n}{2} + 1)^2.
\]

And if the equality holds, it follows from Proposition 4.1 that there exist \( L_1, \ldots, L_{\frac{n}{2}+1} \in J^F; \lambda \) linearly independent. By Theorem 1.2 it follows that

\[
\mathbb{P}^{\frac{n}{2}} := \{ L_1 = L_2 = \cdots = L_{\frac{n}{2}+1} = 0 \} \subseteq X,
\]

and so, by Proposition 4.2 \( \lambda_{\text{prim}} = c \cdot [\mathbb{P}^{\frac{n}{2}}]_{\text{prim}} \) for some \( \mathbb{P}^{\frac{n}{2}} \subseteq X_0 \) and \( c \in \mathbb{Q}^\times \). Therefore every component of \( (\Sigma, 0) \) is of the form \( V_{[\mathbb{P}^{\frac{n}{2}}]} \) for some \( \mathbb{P}^{\frac{n}{2}} \subseteq X_0 \), i.e.

\[
(\Sigma, 0) = (\Sigma_{(1, \ldots, 1)}, 0),
\]

where \( \Sigma_{(1, \ldots, 1)} \) corresponds to the locus of smooth hypersurfaces containing a linear subvariety of dimension \( \frac{n}{2} \), which is a component of \( \text{HL}_{n,d} \) by Dan’s theorem (Example 2.1).

5 Proof of Theorem 1.2

In this section we prove Theorem 1.2, which is at the core of the proof of Theorem 1.1 (see §4). As explained in §2 (Corollary 2.3) once we have a good enough description of the Artin Gorenstein ideal \( J^F; \lambda \), we would expect to being able of recovering the cohomological class \( \lambda_{\text{prim}} \) from this ideal. This is exactly what we do. In fact, using the linear equations \( L_1, \ldots, L_{\frac{n}{2}+1} \in J^F; \lambda \) we will compute an explicit expression for a polynomial \( P_\lambda \in R^F \) such that

\[
\lambda_{\text{prim}} = \text{res} \left( \frac{P_\lambda \Omega}{P_{\frac{n}{2}+1}} \right)^{\frac{n}{2} - \frac{n}{2}},
\]

see Proposition 5.3. Once we have computed this polynomial, we will be able to apply the machinery of [Vil21] to compute the periods of \( \lambda \) over all linear cycles of the Fermat variety in terms of the coefficients of \( P_\lambda \) (which in turn is expressed in terms of the coefficients of \( L_1, \ldots, L_{\frac{n}{2}+1} \)). This will give us a family of constrains in the coefficients of each linear polynomial \( L_i \), which will be enough to determine completely the coefficients of each \( L_i \) (see Proposition 5.4) and conclude the result.

Let us recall the main tools from [Vil21] we will use to compute the periods over algebraic cycles. The following proposition tells us how to compute the periods of \( \lambda \) over any Hodge cycle \( \mu \), once we know the associated polynomials \( P_\lambda, P_\mu \in R^F \). Since both classes are rational, the resulting period must be a rational number.
Proposition 5.1. Let \( X = \{ F = 0 \} \subseteq \mathbb{P}^{n+1} \) be a smooth degree \( d \) hypersurface of even dimension \( n \), and \( \lambda, \mu \in H^{\frac{n}{2}, \frac{n}{2}}(X, \mathbb{Q}) \) be two Hodge cycles. Let \( P_\lambda, P_\mu \in \mathbb{C}[x_0, \ldots, x_{n+1}]_\sigma \) be two homogeneous polynomials of degree \( \sigma := (d-2)(\frac{n}{2} + 1) \) such that \( \lambda_{\text{prim}} = \text{res} \left( \frac{P_\lambda \Omega}{F^{\frac{n}{2}+1}} \right)^{\frac{n}{2}+\frac{n}{2}} \) and \( \mu_{\text{prim}} = \text{res} \left( \frac{P_\mu \Omega}{F^{\frac{n}{2}+1}} \right)^{\frac{n}{2}+\frac{n}{2}} \). Then

\[
P_\lambda \cdot P_\mu \equiv c \cdot \det(\text{Hess}(F)) \pmod{F^n}
\]
for some \( c \in \mathbb{Q} \).

Proof Since \( \lambda \) and \( \mu \) are rational classes, their primitive parts also are rational and so their intersection is a rational number which can be computed via periods as

\[
\frac{1}{(2\pi \sqrt{-1})^n} \int_X \text{res} \left( \frac{P_\lambda \Omega}{F^{\frac{n}{2}+1}} \right) \wedge \text{res} \left( \frac{P_\mu \Omega}{F^{\frac{n}{2}+1}} \right) = -\left( \frac{a!}{a!} \right)^2 c \cdot (d-1)^{n+2} d.
\]

Equation (19) is proved in [Vil21, §6, Proposition 6.1]. Therefore \( c \in \mathbb{Q} \).

The following proposition taken from [Vil21] computes the associated polynomial to every linear cycle of the Fermat variety.

Proposition 5.2. ([Vil21] Corollary 8.3]) Let \( X = \{ x_0^d + \cdots + x_{n+1}^d = 0 \} \) be the Fermat variety. For \( \alpha_0, \alpha_2, \ldots, \alpha_n \in \{ 1, 3, \ldots, 2d-1 \} \) consider

\[
P^{\frac{n}{2}} \Delta := \{ x_0 - \zeta_{2d}^{\alpha_0} x_1 = \cdots = x_n - \zeta_{2d}^{\alpha_n} x_{n+1} = 0 \},
\]

and \( \delta := [\frac{\mathbb{P}^n}{\Delta}] \). Its associated polynomial is

\[
P_\delta = c_\delta \cdot \zeta_{2d}^{\alpha_0 + \cdots + \alpha_n} \prod_{j=1}^{n+1} \left( \frac{x_{2j-2}^{d-1} - (\zeta_{2d}^{2j-2} x_{2j-1})^{d-1}}{x_{2j-2} - \zeta_{2d}^{2j-2} x_{2j-1}} \right),
\]

for some \( c_\delta \in \mathbb{Q}^\times \).

The next step is to find an expression for the polynomial \( P_\lambda \) in terms of the equations of \( L_1, \ldots, L_{\frac{n}{2}+1} \in J_1^{F, \lambda} \).

Proposition 5.3. Let \( F = x_0^d + \cdots + x_{n+1}^d \) and \( X = \{ F = 0 \} \) be the Fermat variety of even dimension \( n \) and degree \( d \geq 2 + \frac{6}{n} \). Let \( \lambda \in H^{\frac{n}{2}, \frac{n}{2}}(X, \mathbb{Z}) \) be a non-trivial Hodge cycle such that there exist \( L_1, \ldots, L_{\frac{n}{2}+1} \in J_1^{F, \lambda} \) linearly independent. Then there exist \( c_\lambda \in \mathbb{C} \) and \( a_0, a_2, a_4, \ldots, a_n \in \mathbb{C} \) such that up to a permutation of the coordinates

\[
P_\lambda = c_\lambda \prod_{j=1}^{\frac{n}{2}+1} \left( \frac{x_{2j-2}^{d-1} - (a_{2j-2} x_{2j-1})^{d-1}}{x_{2j-2} - a_{2j-2} x_{2j-1}} \right)
\]

Proof Since \( F = x_0^d + \cdots + x_{n+1}^d \), then \( J^F = \langle x_0^{d-1}, \ldots, x_{n+1}^{d-1} \rangle \subseteq J_1^{F, \lambda} \). Without loss of generality we can assume that the set \( L_1, \ldots, L_{\frac{n}{2}+1} \) is reduced with respect to the usual lexicographic order, and so modulo a permutation of the variables we have that \( L_i = x_{2i-2} + l_i(x_1, x_3, \ldots, x_{n+1}) \), for every \( i = 1, \ldots, \frac{n}{2} + 1 \) (note that since we are in Fermat we can permute the variables). In consequence

\[
I := \langle L_1, \ldots, L_{\frac{n}{2}+1}, x_1^{d-1}, x_3^{d-1}, \ldots, x_{n+1}^{d-1} \rangle \subseteq J_1^{F, \lambda}.
\]
By Macaulay’s theorem, $R := \mathbb{C}[x_0, \ldots, x_{n+1}]/I$ is Artinian Gorenstein of socle

$$\text{soc}(R) = (d - 2)(\frac{n}{2} + 1) = \sigma = \text{soc}(R^{F, \lambda}).$$

Then

$$J^{F, \lambda} = \langle L_1, \ldots, L_{\frac{d+1}{2}}, x_1^{d-1}, x_3^{d-1}, \ldots, x_{n+1}^{d-1} \rangle.$$

Considering the lexicographic order generated by the following order in the variables $x_0 > x_2 > \cdots > x_n > x_1 > x_3 > \cdots > x_{n+1}$, it follows that as $\mathbb{C}$-vector spaces

$$J_{\epsilon}^{F, \lambda} \simeq \langle x_0, x_2, \ldots, x_n, x_1^{d-1}, x_3^{d-1}, \ldots, x_{n+1}^{d-1} \rangle \epsilon \quad \forall \epsilon \geq 0,$$

then by Proposition 3.1 it follows that $L_1, \ldots, L_{\frac{d+1}{2}}, x_1^{d-1}, \ldots, x_{n+1}^{d-1}$ are a Gröbner basis of $J^{F, \lambda}$.

By expanding the following binomial we see that

$$(L_i - x_2i-2)^{d-1} \in J^{F, \lambda},$$

but $L_i - x_2i-2 = l_i$ depends only on the odd variables $x_1, x_3, \ldots, x_{n+1}$. Therefore, dividing $(L_i - x_2i-2)^{d-1}$ by the Gröbner basis (see Proposition 3.2) we conclude that

$$(L_i - x_2i-2)^{d-1} = a_{i,1}x_1^{d-1} + a_{i,3}x_3^{d-1} + \cdots + a_{i,n+1}x_{n+1}^{d-1},$$

for some $a_{i,j} \in \mathbb{C}$. The only possibility of this to happen is that

$$L_i = x_2i-2 - a_{2i-2}x_{2i-2},$$

for some $p_{2i-2} \in \{1, 3, \ldots, n + 1\}$ and $a_{2i-2} \in \mathbb{C}$. We claim that we can choose these numbers in such a way that the map

$$2i - 2 \in \{0, 2, \ldots, n\} \mapsto p_{2i-2} \in \{1, 3, \ldots, n + 1\}$$

be a bijection. In fact, we have to show that for every $i \neq j$ such that $a_{2i-2}, a_{2j-2} \in \mathbb{C}^\times$, then $p_{2i-2} \neq p_{2j-2}$. In order to do this we will compute the associated polynomial

$$P_{\lambda} \in \mathbb{C}[x_0, \ldots, x_{n+1}]_{\sigma} \setminus J_{\sigma}^{F}.$$ 

We can assume that

$$P_{\lambda} = \sum_{i_0, \ldots, i_{n+1} = 0}^{d-2} c_{(i_0, \ldots, i_{n+1})} x_0^{i_0} \cdots x_{n+1}^{i_{n+1}}. \tag{23}$$

By Proposition 3.2 we have that $L_i P_{\lambda} \in J^F = \langle x_0^{d-1}, \ldots, x_{n+1}^{d-1} \rangle$. Rewriting (23) as

$$P_{\lambda} = \sum_{j,k=0}^{d-2} q_{j,k}x_2i-2x_{2i-2}^k,$$

for $q_{j,k}$ not depending on $x_2i-2$ and $x_{p_{2i-2}}$ for every $j, k \in \{0, \ldots, d - 2\}$. We obtain that necessarily $q_{j,k} = a_{2i-2}q_{j+1,k-1} = \cdots = a_{2i-2}^kq_{j+k,0}$ and so $q_{j,k} = 0$ for $j + k > d - 2$. On the other hand if $l < d - 2$ we see that $q_{l,0} = 0$ (otherwise $L_i P_{\lambda}$ contains the non-zero monomial $q_{l,0}x_2^{l+1} \notin J^F$). Then

$$P_{\lambda} = \sum_{j+k=d-2} q_{d-2,0} x_2i-2(a_{2i-2}x_{2i-2})^k = q_{d-2,0} \cdot S_i.$$
For such a pair we also have
\[ (24) \text{ will be well defined (and non-zero) for all pairs } \]
\[ d \geq 2 \text{ and so } \{ L_1 = \cdots = L_{\frac{d}{2} + 1} = 0 \} = \{ x_0 - a_0 x_1 = \cdots = x_n - a_n x_{n+1} = 0 \}. \]
Therefore, in order to finish the proof of Theorem 1.2 we have to show that
\[ a_i^d + 1 = 0 \text{ for all } i = 0, 2, \ldots, n. \]
This will follow from a collection of arithmetic conditions which are summarized in the following elementary proposition.

**Proposition 5.4.** Consider \( d \) such that \( \zeta_d + \zeta_d^{-1} \notin \mathbb{Q} \) (i.e. \( d \neq 1, 2, 3, 4, 6 \)). Suppose \( a \in \mathbb{C} \) satisfies that
\[ (24) \quad \frac{(a^{d-1} + x)(y - 1)}{(a^{d-1} + y)(ax - 1)} \in \mathbb{Q} \]
for all \( x, y \in \{ \zeta_{2d}, \zeta_{3d}, \zeta_{5d}, \ldots, \zeta_{2d}^{d-1} \} \) such that \( (24) \) is well defined. Then \( a^d + 1 = 0 \).

**Proof** Assume by contradiction that \( a^d + 1 \neq 0 \), i.e. that \( a \notin \{ \zeta_{2d}, \zeta_{3d}, \zeta_{5d}, \ldots, \zeta_{2d}^{d-1} \} \). Therefore \( (24) \) will be well defined (and non-zero) for all pairs \( x, y \in \{ \zeta_{2d}, \zeta_{3d}, \zeta_{5d}, \ldots, \zeta_{2d}^{d-1} \} \setminus \{ -a^{d-1} \} \).

For such a pair we also have
\[ \frac{(a^{d-1} + x)(y - 1)}{(a^{d-1} + y)(ax - 1)} = \frac{(a^d + 1)(y - x)}{(a^{d-1} + y)(ax - 1)} \in \mathbb{Q}^\times. \]

Since \( d \geq 5 \) we can take \( x_1, x_2, x_3, x_4 \in \{ \zeta_{2d}, \zeta_{3d}, \zeta_{5d}, \ldots, \zeta_{2d}^{d-1} \} \setminus \{ -a^{d-1} \} \) all different, then
\[ \varphi(x_1, x_2, x_3, x_4) := \frac{(x_1 - x_2)(x_3 - x_4)}{(x_1 - x_4)(x_3 - x_2)} = \frac{(a^d + 1)(x_1 - x_2)}{(a^{d-1} + x_1)(x_3 - x_2)} \frac{(a^d + 1)(x_3 - x_4)}{(a^{d-1} + x_3)(x_4 - x_2)} \in \mathbb{Q}^\times. \]

There exists some \( i \) such that we can choose them of the form \( x_1 = \zeta_{2d}^{i+1}, x_2 = \zeta_{2d}^{i+3}, x_3 = \zeta_{2d}^{i+5}, x_4 = \zeta_{2d}^{i+7} \) and so
\[ \varphi(x_1, x_2, x_3, x_4)^{-1} = \frac{1 + \zeta_{2d}^2 + \zeta_{2d}^4}{-\zeta_{2d}^2} = -1 - (\zeta_d + \zeta_d^{-1}) \in \mathbb{Q}. \]
Contradicting our hypothesis on \( d \).
Proof of Theorem 1.2 After Proposition 5.3 we can assume that $P_\lambda$ has the expression (22). Thus by Remark 5.1 the proof of Theorem 1.2 is reduced to show that $a_i^d + 1 = 0$ for all $i = 0, 2, 4, \ldots , n$. By Proposition 5.1 and Proposition 5.2 for every collection $\alpha_0, \alpha_2, \ldots , \alpha_n \in \{1, 3, 5, \ldots , 2d - 1\}$ and $\delta := [\mathbb{P}^2_\mathbb{Q}]$ we have

$$P_\lambda \cdot P_\delta \equiv c_\alpha \cdot (x_0 \cdots x_{n+1})^{d-2} \pmod{\langle x_0^{d-1}, \ldots , x_{n+1}^{d-1} \rangle}$$

for some $c_\alpha \in \mathbb{Q}$. Using the expressions (22) and (21) we can compute

$$c_\alpha = c_\lambda c_\delta \cdot \zeta_{2d}^{\alpha_0 + \cdots + \alpha_n} \frac{\prod_{j=1}^{n+1} (a_j^{d-1} - \zeta_{2d}^{\alpha_j})^{d-1}}{a_j - \zeta_{2d}^{\alpha_j}} \in \mathbb{Q}.$$  

For every $i \in \{0, 2, \ldots , n\}$ fix the values of $\alpha_j$ for $j \in \{0, 2, \ldots , n\} \setminus \{i\}$ in such a way that

$$\frac{a_j^{d-1} - (\zeta_{2d}^{\alpha_j})^{d-1}}{a_j - \zeta_{2d}^{\alpha_j}} \neq 0.$$  

Now taking $\beta_i := 2d - r$, $\beta'_i := 2d - s$, $\beta_j := \alpha_j =: \beta'_j$ for $j \neq i$, it follows that

$$c_{\beta_i} = \frac{(a_i^{d-1} + \zeta_{2d}^{\alpha_i})(a_i \zeta_{2d}^{\alpha_i} - 1)}{(a_i^{d-1} + \zeta_{2d}^{\alpha_i})(a_i \zeta_{2d}^{\alpha_i} - 1)} \in \mathbb{Q}$$

for all $r, s \in \{1, 3, \ldots , 2d - 1\}$ where $c_{\beta'_i} \neq 0$, and the result follows from Proposition 5.4.  

6 Special cohomology classes of the Fermat variety of degree 3, 4 and 6

In this section we want to explain why our proof of Theorem 1.2 is not enough for covering the cases $d = 3, 4, 6$. In fact, in each case we can find a $(\frac{n}{2} + 1)$-parameter family (over $\mathbb{Q}$) of $(\frac{n}{2}, \frac{n}{2})$ cohomology classes of the Fermat variety $X = \{x_0^d + \cdots + x_{n+1}^d = 0\}$, all different in primitive cohomology, satisfying (1) and intersecting every linear cycle in a rational number. Each family comes with a natural faithful $(S^1_{\mathbb{Q}(\zeta_d)})^{\frac{n}{2} + 1}$ action, where

$$S^1_{\mathbb{Q}(\zeta_d)} := \{z \in \mathbb{Q}(\zeta_d)^\times : |z| = 1\} < \mathbb{C}^\times.$$  

The reason behind the existence of these families is the failure of Proposition 5.4. In fact, for every $d = 3, 4, 6$ the following sets $G_d$ are constituted by elements satisfying (24) as can be easily verified

$$G_3 := S_{\mathbb{Q}(\zeta_3)}^1, \quad G_4 := \zeta_8 \cdot S_{\mathbb{Q}(i)}^1, \quad G_6 := i \cdot S_{\mathbb{Q}(\zeta_3)}^1.$$  

For every $a = (a_0, a_2, \ldots , a_n) \in G_d$ define

$$\lambda_a := \text{res} \left( \frac{P_a \Omega}{F_{\frac{n}{2} + 1}} \right) \in H^{\frac{n}{2}, \frac{n}{2}}(X)_{\text{prim}}$$

given by the polynomial

$$P_a := c_a \prod_{i=1}^{\frac{n}{2} + 1} \left( \frac{x_{2i-2}^{d-1} - (a_{2i-2} x_{2i-1})^{d-1}}{x_{2i-2} - a_{2i-2} x_{2i-1}} \right)$$

(25)
where \( c_A \in \mathbb{C}^\times \) will be defined later. Let \( \delta := \left[ P^\alpha_d \right] \) be the linear cycle given by (20) whose associated polynomial \( P_\delta \) is given by (21). By Proposition 5.1 the intersection of \( \lambda \) with \( \delta \) is equal (up to multiplication by a non-zero rational number) to

\[
(27) \quad c_A \cdot c_\alpha := c_A \delta \cdot \zeta_{2d}^{a_0 + \ldots + a_n} \prod_{i=1}^{2} \left( \frac{a_{2i-2} - \gamma^a_{2i-2} \gamma_{2i-2}}{a_{2i-2} - \gamma^a_{2i-2}} \right).
\]

Fixing an \( \tilde{\alpha} \) such that \( c_{\tilde{\alpha}} \neq 0 \), let us define \( c_A := c_{\tilde{\alpha}}^{-1} \). Now it is clear that (27) is rational for any \( \alpha \), since every \( a_{2i-2} \) satisfies (24). With a little more effort it is possible to show that in fact the intersection of \( \lambda_a \) with all linear cycles contained in the Fermat variety (which can be obtained from the \( P^\alpha_d \)'s after permuting the coordinates of \( \mathbb{P}^{n+1} \)) is also a rational number. Since

\[
(JF : P_a) = \langle x_0 - a_0 x_1, \ldots, x_n - a_n x_{n+1}, x_1^{d-1}, \ldots, x_{n+1}^{d-1} \rangle
\]

it follows as in the proof of Corollary 2.3 that every pair \( \lambda_a, \lambda_b \) with \( a \neq b \) are \( \mathbb{C} \)-linearly independent, and so they are all different.

7 Proof of Theorem 1.3

Let \( 0 \in \text{HL}_{n,d} \) be the Fermat variety, i.e. \( X_0 = \{ F = 0 \} \) for \( F = x_0^d + \cdots + x_{n+1}^d \). Let \( 0 \in \Delta \subseteq T \) be a polydisc and \( \lambda \in \Gamma(\Delta, R^\alpha_{n+2} \mathbb{Z}) \) be such that \( 0 \in V_\lambda \) but (I) does not hold. Let us prove the inequality (8) for \( d \geq \max\{2 \frac{n+1}{2} \} \). Consider any monomial order and take \( x^\alpha \in \mathbb{C} \langle x_0, \ldots, x_{n+1} \rangle \sigma \langle \text{LT}(JF) \rangle_\sigma \) for \( \sigma = (d-2)(\frac{n}{2}+1) = \text{soc}(JF, \lambda) \). It follows from Proposition 3.1 and Remark 3.1 that

\[
(28) \quad \dim_{\mathbb{C}} R^{F, \lambda}_{d} \geq \#S^d_{\alpha}.
\]

Case 1: If \( x^\alpha \) is not of the form

\[
(29) \quad x^\alpha = x_{i_1}^{d-2} \cdots x_{i_{\frac{n+1}{2}}}^{d-2}
\]

for some \( 0 \leq i_1 < \cdots < i_{\frac{n+1}{2}} \leq n + 1 \), then (8) follows from (28) and Proposition 3.3.

Case 2: If \( x^\alpha \) is of the form (29) we can assume \( x^\alpha = x_{1}^{d-2} x_{3}^{d-2} \cdots x_{n+1}^{d-2} \) after some relabeling of the variables. Since (28) is strict in this case, there must exist some \( x^\beta \in \mathbb{C} \langle x_0, \ldots, x_{n+1} \rangle d \setminus \langle \text{LT}(JF, \lambda) \rangle_\sigma \). In consequence there exists some \( i \) even such that \( x_i x^\beta \) and so \( x_i \in \mathbb{C} \langle x_0, \ldots, x_{n+1} \rangle_\sigma \langle \text{LT}(JF, \lambda) \rangle_\sigma \), i.e. \( \dim_{\mathbb{C}} R^{F, \lambda}_{d} \geq \#S^d_{\alpha} \). By duality \( \dim_{\mathbb{C}} R^{F, \lambda}_{\sigma-1} > \#S^d_{\sigma-1} \) and so there exists some \( x^\alpha' \in \mathbb{C} \langle x_0, \ldots, x_{n+1} \rangle_{\sigma-1} \setminus \langle \text{LT}(JF, \lambda) \rangle_{\sigma-1} \). By Proposition 3.1 it follows that

\[
\dim_{\mathbb{C}} R^{F, \lambda}_{d} \geq \#(S^d_{\alpha} \cup S_{\alpha'}) = \#S^d_{\alpha} + \#(S^d_{\alpha} \setminus S^d_{\gamma})
\]

where \( \gamma_i = \min\{\alpha_i, \alpha'_i\} \) for every \( i = 0, \ldots, n + 1 \). Let us divide the analysis into two cases:

Case 2.1: If

\[
\#\{i \in \{0, \ldots, n+1\} : \alpha'_i = d-2 \} = \frac{n}{2}
\]

then by Proposition 3.3 \( \#S^d_{\alpha'} \geq \#S^d_{\alpha_0} \) for \( \alpha_0 := (0, \ldots, 0, 1, d-4, d-2, \ldots, d-2) \). Also in this case, up to some relabeling of the variables we can assume \( x^{\gamma} x_1^{d-4} x_3 x_5 \cdots x_{n+1} \) with \( \text{deg}(x^{\gamma}) = \sigma - 2 \). Therefore

\[
\dim_{\mathbb{C}} R^{F, \lambda}_{d} \geq \#S^d_{\alpha} + \#S^d_{\alpha_0} - \#S^d_{\gamma} = \left( \frac{n}{2} + d \right) + \left( \frac{n}{2} + d - 1 \right) - \left( \frac{3n^2}{8} + \frac{9n}{4} + 2 \right).
\]
Case 2.2: If
\[ \# \{ i \in \{0, \ldots, n+1 \} : \alpha'_i = d - 2 \} < \frac{n}{2} \]

Again by Proposition 3.3, we have \( \#S^d_{\alpha} \geq \#S^d_{\alpha_1} \) for \( \alpha_1 := (0, \ldots, 0, 1, d-3, d-3, d-2, \ldots, d-2) \), and up to relabeling of the variables we have that \( x^\gamma(1x_1x_3)^{d-3}(x_5x_7 \cdots x_{n+1})^{d-2} \), and so \( \#S^d_{\gamma} \leq \#S^d_{\gamma_1} \) for \( \gamma_1 := (0, \ldots, 0, d-3, d-3, d-2, \ldots, d-2) \) with \( \deg(x^\gamma) = \sigma - 2 \). Then
\[
\dim_C R^F_{d,\lambda} = \#S^d_{\alpha} + \#S^d_{\alpha_1} - \#S^d_{\gamma_1} = \left( \frac{n}{2} + d \right) + \left( \frac{n}{2} + d - 1 \right) - \left( \frac{n^2}{4} + \frac{5n}{2} + 2 \right)
\]
as desired.

Let us analyze now the equality in (3) for \( n \geq 4 \) (the case \( n = 2, d \geq 5 \) was established by Voi89): When the equality of (3) holds, by a similar argument as in the equality of (4) (see the proof of Proposition 4.1) in each of the three cases considered above, we can compute \( \langle \text{LT}(J_{F,\lambda}) \rangle_k \) for \( k \geq d \) and corresponds respectively in Case 1, Case 2.1 and Case 2.2 (up to some relabeling of the variables) to
\[
(30) \quad \langle \text{LT}(J_{F,\lambda}) \rangle_k = \langle x_0, x_2, \ldots, x_{n-2}, x_n^{d-1}, x_3^{d-1}, \ldots, x_{n-1}^{d-1}, x_{n+1}^{d-2} \rangle_k,
\]

(31) \[ \langle \text{LT}(J_{F,\lambda}) \rangle_k = \langle x_0, x_2, \ldots, x_{n-2}, x_n^{d-1}, x_1^{d-1}, x_3^{d-1}, \ldots, x_{n-1}^{d-1}, x_{n+1}^{d-2} \rangle_k, \]

(32) \[ \langle \text{LT}(J_{F,\lambda}) \rangle_k = \langle x_0, x_2, \ldots, x_{n-2}, x_n^{d-1}, x_1^{d-1}, x_3^{d-1}, \ldots, x_{n-1}^{d-1}, x_{n+1}^{d-2}, x_2x_{n+1}^{d-2} \rangle_k. \)

By duality, these equalities are also valid for \( k \leq d - 2 \). The hypothesis \( n, d \geq 4 \) implies that \( d - 2 \leq \sigma - d \) (also note that for \( n \geq 4 \), the inequality (3) is strict in the Case 2.2, then we do not consider the case (32) thus in any case \( \forall k = 0, \ldots, d - 2 \)
\[
(33) \quad J_{F,\lambda}^{k} = \langle L_0, L_2, \ldots, L_{n-2}, C_n, D_{n+1} \rangle_k,
\]
for some homogeneous polynomials with \( \text{LT}(L_i) = x_i \), for \( i = 0, 2, \ldots, n - 2 \), \( \text{LT}(C_n) = x_n^2 \) and \( \deg(D_{n+1}) = d - 2 \). Therefore there exists a complete intersection of type \((1,1, \ldots, 1, 2)\) given by \( Z := \{ L_0 = \cdots = L_{n-2} = C_n = 0 \} \) such that \( I(Z) \subseteq J_{F,\lambda} \). And if we assume further that \( F \in (J_{F,\lambda})^2 \) and \( d \geq 5 \), then
\[
F = f_1g_1 + \cdots + f_mg_m
\]
for some homogeneous polynomials \( f_i, g_i \in J_{F,\lambda} \). Without loss of generality we can assume that \( \deg(f_i) \leq \deg(g_i) \), then \( \deg(f_i) \leq d - 3 \) and so \( f_i \in \langle L_0, L_2, \ldots, L_{n-2}, C_n \rangle \) for every \( i = 1, \ldots, m \), then we can rewrite
\[
F = L_0P_0 + L_2P_2 + \cdots + L_{n-2}P_{n-2} + C_nQ_n
\]
for \( P_0, \ldots, P_{n-2}, Q_n \in J_{F,\lambda} \). This implies that \( Z \subseteq X_0 \) and also that
\[
J_{F,\lambda}^Z = \langle L_0, L_2, \ldots, L_{n-2}, C_n, P_0, \ldots, P_{n-2}, Q_n \rangle \subseteq J_{F,\lambda}.
\]
Since both ideals are Artinian Gorenstein of the same socle it follows that \( J_{F,\lambda}^Z = J_{F,\lambda} \), and by Corollary 2.3 we get that \( \lambda_{\text{prim}} = a[Z]_{\text{prim}} \) for some \( a \in \mathbb{Q}^\times \).
8 Final comments

Despite of Theorem 1 Movasati’s conjecture remains open for \( d = 3, 4, 6 \geq 2 + \frac{6}{n} \), and we believe it is also true in these cases. We describe two possible ways to prove this. The first possibility is to follow our method of exploiting the rationality of the Hodge cycle \( \lambda \). After [Vij21] we know how to compute the intersection of \( \lambda_{\text{prim}} \) with other known algebraic cycles inside the Fermat variety. But this method does not tell us how to intersect \( \lambda_{\text{prim}} \) with all rational cohomology classes. We know that all the primitive part of the de Rham cohomology of \( X = \{ F = 0 \} \subset \mathbb{P}^{n+1} \) is given by Griffiths’ basis, i.e. is generated by elements of the form

\[
\text{res} \left( \frac{P \Omega}{F^{q+1}} \right) \in F^{n-q}H^{n}_{dR}(X)_{\text{prim}}.
\]

And so, even if we generalize Proposition 5.1 to any pair of forms of Griffiths’ basis, it not clear at all which combinations of these elements are rational classes. Dually, instead of computing the intersection products, we would try to compute the periods over rational or integral homology cycles. This approach would work at least computationally since we can construct a basis for intersection products, we would try to compute the periods over rational or integral homology at all which combinations of these elements are rational classes. Dually, instead of computing the vanishing cycles are given explicitly and it is possible to compute all the periods of Griffiths’ basis over them, see [DMOS82, Lemma 7.12] and [Mov17a, Proposition 15.1]. The problem is that this method only gives us the periods of the whole

\[
\omega_{\lambda} := \text{res} \left( \frac{P \Omega}{F^{q+1}} \right) \in F^{\frac{d}{2}}H^{n}_{dR}(X)_{\text{prim}}
\]

which are not necessarily rational numbers (the numbers that are rational are the periods of its \((\frac{d}{2}, \frac{n}{2})\) piece). Therefore, we still need to know how to determine explicitly some \( P \in \mathbb{C}[x_0, \ldots, x_{n+1}, d\frac{d}{2} - n-2] \) (in terms of \( P_{\lambda} \)) such that

\[
\omega_{\lambda} - \omega_{\lambda}^{\frac{d}{2}, \frac{n}{2}} = \text{res} \left( \frac{P \Omega}{F^{\frac{d}{2}}} \right) \in F^{\frac{d}{2}+1}H^{n}_{dR}(X)_{\text{prim}}.
\]

The second method is trying to use Voisin’s geometric argument [Voi88, §3]. In order to do this, we need at least to show that \( \dim_{\mathbb{C}} J^{F,\lambda}_{1} \) is locally constant at the Fermat point through every local Hodge loci \( V_{\lambda} \) satisfying (1). After Theorem 1, this ended up being the case for \( d \neq 3, 4, 6 \). Furthermore it turns out that the whole Hilbert function of \( R^{F,\lambda} \) is locally constant at Fermat. If we show this continuity of the Hilbert function of \( R^{F,\lambda} \) at least for degrees 1 and 2, we would be able to characterize the components attaining the equality in (8) as the one corresponding to a complete intersection of type \((1, \ldots, 1, 2)\). We want to point out that Voisin’s argument never uses the rationality of \( \lambda \) and so if we take a class \( \mu \in H^{2+\frac{d}{2}}_{dR}(X)_{\text{prim}} \) and consider its associated \( F^{\frac{d}{2}} \)-locus

\[
V^{\frac{d}{2}}_{\mu} = \{ t \in T : \mu_{t} \in F^{\frac{d}{2}}H^{n}_{dR}(X_{t}) \},
\]

where \( \mu_{t} \) is the unique flat deformation of \( \mu \) with respect to the Gauss-Manin connection, then all classes \( \mu \) satisfying (1) (e.g. the classes described in (9) with \( \dim_{\mathbb{C}} J^{F,\mu}_{1} \) locally constant are rational and so Hodge. Since we can construct easily \((\frac{d}{2}, \frac{n}{2})\) classes with non rational primitive part \( \mu \) satisfying (1) (just define it as (25) with random values \( a_{i} \in \mathbb{C} \) for \( i = 0, 2, \ldots, n \)) we see that the continuity of the Hilbert function of \( R^{F,\mu} \) fails in general for any \( F^{\frac{d}{2}} \)-locus, and so the continuity of this function (even for some degrees) is strongly related to the Hodge condition. In view of the variational Hodge conjecture we can ask ourselves if the Hilbert function of \( R^{F,\mu}[Z] \) is continuous for any flat family \( Z \to T \) of algebraic cycles \([Z_{t}] \in \text{CH}^{2}(X_{t}) \). This is clear in certain cases such as families of complete intersection cycles, but it is not clear to the author in the general case.
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