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Abstract

We evaluate the distribution of waiting times between electrons emitted by a driven mesoscopic capacitor. Based on a wave packet approach we obtain analytic expressions for the electronic waiting time distribution and the joint distribution of subsequent waiting times. These semi-classical results are compared to a full quantum treatment based on Floquet scattering theory and good agreement is found in the appropriate parameter ranges. Our results provide an intuitive picture of the electronic emissions from the driven mesoscopic capacitor and may be tested in future experiments.

Keywords: mesoscopic capacitor, Floquet scattering theory, electron waiting times, waiting time distributions

PACS: 02.50.Ey, 72.70.+m, 73.23.Hk

1. Introduction

The scientific career of Markus Böttiker was devoted to mesoscopic physics. Over several decades he made profound contributions to the field. He worked on the scattering theory of electronic conductors [1, 2], dephasing [3, 4], edge channel transport [5, 6], quantum transport phenomena [7, 8], shot noise [9, 10, 11] and full counting statistics [12, 13], electronic entanglement [14, 15], fluctuation relations [16, 17], quantum heat engines [18, 19], Majorana fermions [20, 21], as well as many other topics. Early in his career he became interested in the traversal time for tunneling through a potential barrier [22, 23]. He returned to questions concerning time in quantum mechanics in some of his last papers, where he investigated the waiting times between electronic transfers in mesoscopic conductors [24, 25, 26].

During a sabbatical at University of Basel, he initiated his research on the mesoscopic capacitor [27, 28, 29, 30]. The aim was to develop a quantum analogue of an RC-circuit. Classically, a capacitor in series with a resistor discharges on a characteristic time scale given by the RC-time, \( \tau_{RC} = RC \). The quantum analogue proposed by Markus Böttiker and his co-workers consists of a small cavity connected to an electron reservoir via a quantum point contact (QPC). One might expect this capacitor to discharge over the RC-time given by the geometric capacitance \( C \) of the cavity and the QPC resistance \( R_Q/T \), where \( R_Q = h/e^2 \) is the resistance quantum and \( T \) the transmission. Nevertheless, due to phase coherence throughout the system, the situation turns out to be different.

At low frequencies the setup still behaves like an RC-circuit. However, for small voltage excitations, the charge relaxation resistance is universal and independent of the QPC transmission. In particular, for a single-channel QPC the charge relaxation resistance is simply half the value of the resistance quantum

\[
R_B = \frac{h}{2e^2}.
\]  

This prediction has been verified experimentally [31]. Following a suggestion at the 27th International Conference on Low Temperature Physics, we refer to this charge relaxation resistance as the Böttiker resistance [32]. The resistance quantization is robust against interactions in the cavity [33]. By contrast, the capacitance, and thus the charge relaxation time, depend on the QPC transmission.

The physics changes if a large gate voltage is applied [34]. For a square pulse excitation, the charge relaxation resistance approaches the QPC resistance and the capacitance becomes independent of the transmission [35]. In addition, the capacitor can be operated as an on-demand source of coherent electrons. By lifting a filled level of the capacitor above the Fermi energy of the external reservoir, a single electron can be emitted from the capacitor. As the level is lowered, the capacitor is refilled with an electron. By doing so periodically, a quantized AC current can be generated [36, 34, 37]. This has paved the way for quantum optics experiments with electrons [38]. In particular, Hanbury-Brown-Twiss [39] and Hong-Ou-Mandel [37] interferometry with electrons has been realized.

In this article we characterize the mesoscopic capacitor operated as a coherent single-electron emitter by calculating the distribution of electron waiting times [24, 25, 26, 10, 11, 12, 13, 14, 15, 10, 17, 18, 19]. As such, our work combines two of Markus Böttiker’s interests: the mesoscopic capacitor and electron waiting times. The electronic
Figure 1: (color online). The driven mesoscopic capacitor. A small cavity is tunnel coupled to an edge state (in red) via a quantum point contact with transmission probability $T$. By applying a time-dependent voltage $V(t)$ to the top gate of the capacitor (in grey) the levels of the capacitor are shifted up and down. If a filled level is moved above the Fermi energy of the external reservoir, the capacitor can emit an electron into the edge state. The empty level is then refilled by an electron as the level is moved below the Fermi energy. This leads to exponential current pulses (in blue) with alternating signs in the outgoing edge state.

waiting time distribution (WTD) has previously been evaluated for the driven mesoscopic capacitor using a rate equation description. Here we address the problem using two complementary methods. We use a wave packet approach to evaluate the WTD analytically together with a method based on Floquet scattering theory for numerically exact calculations. In the appropriate parameter ranges, we recover the results obtained from the rate equation description. In addition, the Floquet calculations allow us to consider parameter regimes which so far have not been accessible. The results presented here may be tested in future experiments on the mesoscopic capacitor.

The remainder of the article is organized as follows. In Sec. 2 we discuss the mesoscopic capacitor and its description based on Floquet scattering theory. Section 3 is devoted to the theory of electronic WTDs. In Sec. 4 we use a wave packet description to analytically evaluate the WTD and the joint distribution of waiting times. In Sec. 5 we perform full Floquet scattering theory calculations of the WTD. Finally, in Sec. 6 we present our conclusions.

2. The mesoscopic capacitor

In this section we describe the mesoscopic capacitor using non-interacting scattering theory. This approach can account for many experimental observations.

The capacitor is shown schematically in Fig. 1. Electrons propagate along chiral edge states that form when a two-dimensional electron gas is subject to a strong magnetic field. A small loop is tunnel coupled to an edge state via a QPC. The loop constitutes one plate of the capacitor. The other plate is a top-gate with potential $V(t)$.

An electron traveling along the edge state can either be reflected on the capacitor and continue its motion along the edge, or it can be transmitted into the capacitor and make several turns inside the loop before eventually escaping. Since there is only a single incoming and outgoing channel, the scattering matrix of the capacitor is just a complex number of unit length which can be obtained by summing up the quantum mechanical amplitudes for all possible scattering paths.

We first consider the capacitor with a constant top-gate potential $V(t) = V_0$. The reflection amplitude is then

$$S(\epsilon) = r - T \sum_{n=1}^{\infty} r^{n-1} e^{i (\epsilon - eV_0) \tau_0 / \hbar}$$

$$= \frac{r - e^{i (\epsilon - eV_0) \tau_0 / \hbar}}{1 - e^{i (\epsilon - eV_0) \tau_0 / \hbar}},$$

where $r$ is the reflection amplitude of the QPC (here chosen to be real), $T = 1 - r^2$, and $\tau_0 = \ell / v_F$ is the time it takes an electron with Fermi velocity $v_F$ to complete one turn in the loop of circumference $\ell$. In this case, no (additional) current is generated in the outgoing edge state.

To generate an AC current, the top-gate potential must be time-dependent. To see this, it is instructive to consider the density of states of the capacitor without driving

$$\rho(\epsilon) = \frac{1}{2\pi} S^*(\epsilon) \frac{dS(\epsilon)}{d\epsilon}$$

$$= \frac{1}{\pi} \sum_{j=-\infty}^{\infty} \frac{1}{(\epsilon - eV_0 - j\Delta)^2 + (\frac{\gamma}{2})^2}.$$ (3)

The density of states consists of a series of Lorentzian peaks with spacing $\Delta = h / \tau_0$ and widths $\gamma = \frac{\Delta}{\pi \ln\left(\sqrt{1-T}\right)} \simeq \frac{\Delta T}{2\pi}, \quad T \ll 1.$ (4)

A time-dependent potential $V(t)$ will shift the positions of the levels. If a filled level is moved above the Fermi energy, an electron can escape the capacitor and when an empty level is moved below the Fermi energy, an electron can be absorbed, or equivalently, a hole be emitted from the capacitor. Moving an energy level periodically above and below the Fermi energy will thus result in the periodic emission of a single electron followed by a single hole. This is done adiabatically, the Lorentzian width of the level determines the wave-function of the emitted particles and the current consists of a series of Lorentzian pulses with alternating signs. Experimentally, a square-shaped potential has been applied to a capacitor with period $T$ and peak-to-peak amplitude equal to the level spacing $\Delta$. Within one period, the potential has the form

$$eV(t) = \begin{cases} \Delta/2 & 0 < t \leq T/2 \\ -\Delta/2 & T/2 < t < T \end{cases}.$$ (5)

The current pulses then have the shape of decaying exponentials with alternating signs. We focus throughout this work on this square-shaped potential.
To describe a periodic potential we use Floquet scattering theory [30]. We start by noting that an electron that completes $n$ turns in the capacitor picks up the phase [35]

$$\phi_n(t) = \frac{e}{h} \int_{t-\pi}^{t+\pi} V(\tau) d\tau,$$  
upon leaving the capacitor at time $t$. By substituting this expression for the static phase ($e/\hbar$) in the first line of Eq. (2), we obtain the mixed-energy-time representation of the scattering amplitude $S(t, \epsilon)$ for electrons that enter the capacitor with energy $\epsilon$ to leave it at time $t$. Since the potential is periodic, $V(t) = V(t + T)$, we can expand the scattering phase in a Fourier series as

$$e^{-i \frac{\hbar}{\epsilon} \int_0^T V(\tau) d\tau} = \sum_{m = -\infty}^{\infty} c_m e^{-i m \Omega t},$$  
where $\Omega = 2\pi / T$ is the frequency of the driving. In addition, by Fourier transforming $S(t, \epsilon)$ as

$$S_F(\epsilon_n, \epsilon) = \frac{1}{T} \int_0^T e^{i m \Omega t} S(t, \epsilon) dt,$$  
we obtain the Floquet scattering matrix

$$S_F(\epsilon_n, \epsilon) = \sum_{m = -\infty}^{\infty} c_{m+n} c_m^* S(\epsilon - m),$$  
where we have defined the energies

$$\epsilon_n = \epsilon + n \hbar \Omega.$$  

The Floquet scattering matrix contains the quantum mechanical amplitudes for an electron with energy $\epsilon_n$ to change its energy to $\epsilon$ as a result of the scattering process. Due to the periodicity of the potential, an electron can only absorb or emit energy in units of the energy quantum $\hbar \Omega$.

Equation (11) is valid for an arbitrary periodic top-gate potential $V(t)$ expressed in terms of its Fourier components $c_m$. The Floquet scattering matrix relates the annihilation operators $\hat{b}(\epsilon)$ of the outgoing electrons to the annihilation operators $\hat{a}(\epsilon)$ of the incoming electrons as

$$\hat{b}(\epsilon_n) = \sum_{n = -\infty}^{\infty} S_F(\epsilon_n, \epsilon) \hat{a}(\epsilon).$$  

With this expression one may calculate the time-dependent current or the finite-frequency noise of the capacitor.  

The mesoscopic capacitor works best as a single-electron source if the density of states is symmetric around the Fermi energy. In this case, an analytic expression for the Floquet scattering matrix has been derived [52]. In addition, the charge relaxation resistance

$$R_q = \frac{\hbar}{e^2} \left( e^2 - \frac{1}{2} \right) \approx \frac{\hbar}{e^2 T}, \quad T \ll 1$$  
equals the resistance of the QPC for small transmissions [35]. By contrast, the capacitance becomes independent of the transmission

$$C_q = \frac{e^2}{\Delta}.$$  

The dwell (or relaxation) time of the capacitor reads

$$\tau_D = R_q C_q \approx \frac{\hbar}{T \Delta} = \frac{\tau_0}{T}.$$  

The capacitor is expected to operate as a nearly perfect single-electron emitter if the dwell time is (much) shorter than the period, $\tau_D \ll T$. In this case, a single electron and a single hole should be emitted in almost every cycle. However, even under these optimal conditions, there can be noise at finite frequencies associated with the uncertainty of the emission time within a period and the shape of the wave packets. This type of noise has been investigated theoretically and experimentally in Refs. [33, 54, 55].

If the QPC transmission is too low, the dwell time can become comparable to the period. In this case, cycle-missing events may occur, where the capacitor fails to emit an electron within a period or an empty level is not refilled. An electron and a hole will then be missing from the otherwise periodic stream of particles. Several methods have been employed to assess the accuracy of the mesoscopic capacitor as a single-electron source. These include analyzing the finite-frequency noise [34, 35, 55] or the full counting statistics of emitted charge [54]. In a complementary approach, one considers the distribution of electron waiting times [24]. This will be our focus in this paper.

### 3. Electron waiting times

The electron waiting time $\tau$ is the time that passes between two subsequent electrons being emitted by the capacitor. This is a fluctuating quantity which can be described by a probability distribution $W(t)$. As we will see, the distribution of waiting times provides us with a useful characterization of the mesoscopic capacitor operating as a single-particle emitter. In earlier work, a rate equation description was used to evaluate the WTD [24]. Here we address the problem using two complementary approaches. First, we calculate the WTD analytically based on the wave packets emitted by the capacitor. These results are then compared with full Floquet scattering calculations, employing the methods developed in Refs. [26, 49]. The theoretical framework for calculating WTDs using scattering theory is described in detail in Refs. [23, 40, 26, 49], and in this section we only provide a brief summary.

To evaluate the WTD, we relate it to the idle time probability (ITP). This is the probability that no electrons are emitted during a given time interval $[t^*, t^+]$. For time-dependent problems the ITP, $\Pi(t^*, t^+)$, depends both on $t^*$ and $t^+$. However, for a periodic process, the ITP depends only on the length of the interval $\tau = t^+ - t^*$, if the starting
point \( t^* \) is chosen randomly, and it can be written as

\[
\Pi(\tau) = \frac{1}{T} \int_0^T \Pi(t^*, t^* + \tau)dt^*. \tag{15}
\]

The WTD can then be expressed as

\[
W(\tau) = \langle \tau \rangle \partial^2_\tau \Pi(\tau), \tag{16}
\]

where \( \langle \tau \rangle \) is the mean waiting time. Similar relations hold for the level spacing statistics of random matrices \[56\].

The ITP can be evaluated by introducing the operator

\[
\hat{Q} = \int_{v_F t^*}^{v_F t} \hat{b}^\dagger(x)\hat{b}(x)dx, \tag{17}
\]

where \( \hat{b}(x) \) annihilates electrons at position \( x \). The ITP can then be written as

\[
\Pi(t^*, t^*) = \langle \hat{e}^{-\hat{Q}} \hat{b}(t^*) \rangle, \tag{18}
\]

where \( \cdots \) denotes normal-ordering of operators with respect to the Fermi sea as we are only interested in electrons emitted above the Fermi level \[26\].

The derivatives in Eq. (16) have a physical meaning. To see this, we differentiate the ITP in Eq. (18) with respect to the end time \( t^* \) and define

\[
\mathcal{F}(t^*, t^*) = -\partial_{t^*} \Pi(t^*, t^*)
= \langle \hat{b}^\dagger(t^*)\hat{e}^{-\hat{Q}}\hat{b}(t^*) \rangle. \tag{19}
\]

Comparing this expression with Eq. (18), we see that the expectation value of the normal-ordered exponential is now taken with respect to the many-body state with an electron removed at \( t^* \). This is the probability distribution for an electron to be emitted at time \( t^* \), given that no electrons were emitted in the interval \( [t^*, t^*] \). Such a distribution is also known as a first passage time distribution.

The derivative with respect to \( t^* \) corresponds to the emission of an electron from the capacitor at time \( t^* \). Again, for a periodic process where the starting point is chosen randomly, we can define a first passage time distribution

\[
\mathcal{F}(\tau) = \frac{1}{T} \int_0^T \mathcal{F}(t^*, t^* + \tau)dt^* \tag{20}
= -\partial_{t^*} \Pi(\tau)
\]

that depends only on the interval length \( \tau = t^* - t^* \).

Following a similar line of arguments, we can express the WTD as

\[
I(t^*)W(t^*, t^*) = -\partial_{t^*} \partial_{t^*} \Pi(t^*, t^*)
= \langle \hat{b}^\dagger(t^*)\hat{b}(t^*); \hat{e}^{-\hat{Q}}; \hat{b}(t^*)\hat{b}(t^*) \rangle, \tag{21}
\]

where \( I(t^*) \) is the average electronic current emitted by the capacitor at time \( t^* \). The expectation value yields the joint probability density for the emission of an electron both at \( t^* \) and at \( t^* \) with no electrons being emitted in between. Dividing this quantity by \( I(t^*) \), we recover the conditional probability density for the first emission of an electron to occur at time \( t^* \) following an emission at time \( t^* \). The WTD corresponding to Eq. (20) can then be expressed as

\[
W(\tau) = \langle \tau \rangle \partial^2_\tau \Pi(\tau). \tag{22}
\]

Building on this principle, we can also evaluate the joint distribution of successive waiting times following our recent work described in Ref. [49]. To this end, we introduce a generalized ITP

\[
\Pi(t^*_1, t^*_2; t^*_1, t^*_2) = \langle \hat{e}^{-\hat{Q}_1-\hat{Q}_2}; \hat{b}(t^*_2)\hat{b}(t^*_1) \rangle, \tag{23}
\]

which yields the probability that the capacitor does not emit any electrons in the two time intervals \([t^*_1, t^*_2] \) and \([t^*_2, t^*_2] \) (which may overlap) with corresponding projection operators

\[
\hat{Q}_1 = \int_{t^*_1}^{t^*_2} \hat{b}^\dagger(x)\hat{b}(x)dx, \tag{24}
\quad \text{and}
\hat{Q}_2 = \int_{t^*_2}^{t^*_2} \hat{b}^\dagger(x)\hat{b}(x)dx. \tag{25}
\]

For the joint waiting time distribution, we can then write

\[
I(t^*)W(t^*, t^*, t^*, t^*) = \partial_{t^*} \partial_{t^*} \Pi(t^*, t^*; t^*, t^*)|_{t^*_1=t^*_2=t^*=t^*}
= \langle \hat{b}(t^*)\hat{b}(t^*); \hat{e}^{-\hat{Q}}; \hat{b}(t^*)\hat{b}(t^*) \rangle \tag{26}
\]

with the projector \( \hat{Q} \) defined in Eq. (17). For a periodically driven conductor, we obtain the joint distribution of subsequent waiting times just as in Eq. (22),

\[
W(\tau_1, \tau_2) = \langle \tau \rangle \int_0^T I(t^*)W(t^*, t^* + \tau_1, t^* + \tau_2)dt^*. \tag{22}
\]

The expressions presented in this section form the basis for our calculations of the distribution of electron waiting times using Floquet scattering theory. However, as we will now see they can also be used to evaluate the WTD for the mesoscopic capacitor using a wave packet description.

4. Wave packet description

In this section we calculate the WTD for the mesoscopic capacitor based on the emitted wave packets. We consider the waiting time between emitted electrons, noting that the emitted holes in principle can also be included \[24\]. We first discuss the WTD for the capacitor when operated under ideal conditions before including unwanted effects like cycle-missing events.
4.1. Ideal operating conditions

When operated under ideal conditions, the mesoscopic capacitor emits exactly one electron per cycle with a squared wave packet of the form

\[ |\psi(t)|^2 = \frac{e^{-t/\tau_D}}{\tau_D} \Theta(t) \Theta \left( \frac{T}{2} - t \right) - e^{-\frac{t}{\tau_D}}. \]  

(27)

The step functions reflect that the capacitor can only emit an electron in the time interval \([0, T/2]\), when the energy level of the capacitor is above the Fermi level of the edge state. The dwell time \(\tau_D\) is defined in Eq. (14) and we have ignored any possible fine structures on the time scale of \(\tau_0\) \[31, 51, 57\]. In addition, the normalization factor \(1 - e^{-\frac{t}{\tau_D}}\) ensures that the squared wave function integrates to unity. The ITP is now the product of the probabilities of not emitting any of the electrons in the time interval \([t^s, t^e]\)

\[ \Pi_I(t^s, t^e) = \prod_{n=1}^{\infty} \left( 1 - \int_{t^s}^{t^e} |\psi(t - nT)|^2 dt \right). \]  

(28)

The subscript \(I\) is meant to remind us that this expression holds under ideal operating conditions.

Using the ITP we can evaluate the first passage time distribution and the WTD. Without loss of generality we set \(t^s \in [0, T]\) and \(t^e \geq t^s\). From Eq. (19), we then obtain

\[ F_{I}(t^s, t^e) = \begin{cases} 
|\psi(t^s)|^2 & t^e \in [0, T/2], \\
|\psi(t^e - T)|^2 \int_{t^s}^{t^e} |\psi(t)|^2 dt & t^e \in [T, 3T/2], \\
0 & \text{otherwise},
\end{cases} \]

This expression has a simple interpretation. If \(t^e < T\), the time \(t^e\) lies within the same period as \(t^s\) and the probability for the first detection to occur at \(t^e\) equals the squared wave function \(|\psi(t^e)|^2\) for the electron emitted in this period. No electrons can be detected in the interval \((T/2, T)\). The first detection after \(t^s\) can only happen in the second period if the electron emitted in the first period was observed before \(t^s\). This gives rise to the integral in the second line above. Finally, the first passage time distribution is zero for intervals longer than \(3T/2\), since at least one electron is emitted in each period.

For the WTD we find from Eq. (21)

\[ I_I(t^s) W_I(t^s, t^e) = |\psi(t^s)|^2 |\psi(t^e - T)|^2, \]  

(29)

with \(I_I(t^s) = |\psi(t^s)|^2\). This is the joint probability of detecting an electron at \(t^s\) followed by the next detection at \(t^e\) (note that \(|\psi(t^e - T)|^2 = 0\) for \(t^e > 3T/2\)). Since the wave functions are non-overlapping, the expressions for the distributions above become very simple.

Finally, we integrate over \(t^s\) following Eqs. (15), (20) and (22). The expressions for the ITP and the first passage time distribution are somewhat cumbersome and can be found in Appendix A. For the WTD, we obtain

\[ W_I(\tau) = e^{-\tau/\tau_D} \sinh \left( \frac{\tau - \tau - T}{\tau_D} \right) \left( 1 - e^{-\frac{\tau}{\tau_D}} \right)^2 \]  

(30)

and zero otherwise. Here we have used that the mean waiting time is equal to the period of the drive

\[ \langle \tau \rangle_I = T. \]  

(31)

In Fig. 2 we show the ITP, the first passage time distribution, and the WTD for the mesoscopic capacitor. The capacitor is operated under optimal conditions, where no cycle missing events occur. Note that the WTD is scaled down by a factor of two. The dwell time is \(\tau_D = 0.2T\).
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\[ I_1(t^*) W_1(t^*, t^m, t^e) = |\psi(t^*)|^2 |\psi(t^m - T)|^2 |\psi(t^e - 2T)|^2, \]

which generalizes Eq. (29) in a straightforward manner. Interestingly, this expression can be factorized as

\[ I_1(t^*) W_1(t^*, t^m, t^e) = I_1(t^*) W_1(t^*, t^m) W_1(t^m, t^e), \]

indicating that subsequent waiting times are uncorrelated if we can keep track of the driving of the capacitor. Again, by integrating over \( t^* \), we obtain

\[
W_I(\tau_1, \tau_2) = \begin{cases} 
  w(\tau_1, \tau_2) & \tau_1 + \tau_2 \in \left[\frac{3T}{2}, 2T\right], \\
  w(2T - \tau_2, 2T - \tau_1) & \tau_1 + \tau_2 \in \left[2T, \frac{5T}{2}\right], \\
  0 & \text{otherwise,}
\end{cases}
\]

having defined

\[ w(\tau_1, \tau_2) = \frac{e^{-\frac{\tau_1 T}{2\sigma^2}} e^{\theta_{12}/T_D} - e^{-\theta_{12}/T_D}}{3\tau_D} \left(1 - e^{-\tau_1/T_D}\right)^2, \]

and

\[ \theta_{ij} = \tau_i - \frac{T}{4} - |T - \tau_j| \left[1 + \Theta(T - \tau_j)\right]. \]

Figure 3 shows the joint WTD for two different dwell times. The individual waiting times are still restricted to the interval \([T/2, 3T/2]\). The mirror symmetry along \( \tau_1 + \tau_2 = 2T \) is analogous to the symmetry around \( \tau = T \) for the WTD in Fig. 2. In contrast to single-electron excitations created by Lorentzian voltage pulses, the joint WTD of the mesoscopic capacitor does not exhibit the symmetry \( \tau_1 \leftrightarrow \tau_2 \). As discussed in Ref. [49], this symmetry is guaranteed only if the emitted wave packets have an inversion symmetry which is not the case here. Looking at the side panels we see that the joint WTD does not factorize into a product of the individual WTDs, \( W_I(\tau_1) W_I(\tau_2) \neq W_I(\tau_1, \tau_2) \). This shows us that subsequent electron waiting times are correlated if we have no knowledge about the external driving of the capacitor. These classical correlations are due to the regular emission of electrons.

4.2. Non-ideal operating conditions

Next, we turn to the electron waiting times for a mesoscopic capacitor which is operated under non-ideal conditions. In this case, cycle-missing events may occur where the capacitor fails to emit an electron (or a hole) within a period. The probability that the mesoscopic capacitor (if filled) emits an electron within the first period is given by the normalization factor in Eq. (27)

\[ \sigma = 1 - e^{-\frac{T}{T_D}}. \]

For \( T_D \ll T \), the probability approaches unity as one would expect. The probability that the capacitor is re-filled within a period is also \( \sigma \). To find the ITP, we introduce the probability \( P_I \) for the capacitor to be filled at the
beginning of a period. This probability fulfills

\[ P_1(t = 0) = 1 - P_1(t = -T)|\sigma + P_1(t = -T)(\sigma^2 + 1 - \sigma) \]

\[ = P_1(t = 0)(\sigma - 1)^2 + \sigma, \]

having used \( P_1(t = 0) = P_1(t = -T) \). The first line is the sum of the probabilities that the initially empty capacitor is refilled with probability \( \sigma \) or the initially occupied capacitor is emptied and refilled (factor of \( \sigma^2 \)) or is never emptied (factor of \( 1 - \sigma \)). We then find

\[ P_1(0) = \frac{1}{1 - \sigma} = \frac{1}{1 + e^{-\frac{T}{\tau_D}}}. \]

(37)

We will also need the probability for the capacitor to be empty at time \( t^* \) (again taken within the first period)

\[ P_0(t^*) = P_0(0) + P_1(0) \sigma \int_0^{t^*} |\psi(t)|^2 dt, \]

(39)

which includes the probability that the capacitor is emptied during the interval \([0, t^*] \).

In terms of these probabilities, the ITP can be written as

\[ \Pi(t^*, t^e) = e^{-n \frac{T}{\tau_D}} [P_0(t^e) + P_1(0)\alpha_n(t^e)] + n \sigma e^{-(n-1)\frac{T}{\tau_D}} \alpha_n(t^e) P_0(t^e), \]

(40)

for \( t^e \in [nT, (n+1)T] \), having introduced the probability

\[ \alpha_n(t^e) = 1 - \sigma \int_{nT}^{t^e} |\psi(t - nT)|^2 dt, \]

(41)

that the occupied capacitor at \( t = nT \) remains occupied until \( t^e \). Only the second line of Eq. (40) is a product of terms depending on \( t^* \) and \( t^e \) which thus will contribute to the WTD. For the first passage time distribution we find using Eq. (19)

\[ \mathcal{F}(t^*, t^e) = \sum_{n=0}^{\infty} \sigma |\psi(t^e - nT)|^2 \left[e^{-n \frac{T}{\tau_D}} P_0(0) + n \sigma e^{-(n-1)\frac{T}{\tau_D}} P_0(t^e)\right]. \]

(42)

Differentiating this expression with respect to \( t^* \) [cf. Eq. (21)] the WTD becomes

\[ I(t^*)\mathcal{W}(t^*, t^e) = P_1(0)\sigma^3 \]

\[ \times \sum_{n=0}^{\infty} (n+1)e^{-n \frac{T}{\tau_D}} I_1(t^*)\mathcal{W}_I(t^*, t^e - nT). \]

(43)

This is a sum of the WTD in Eq. (29) for ideal operating conditions, shifted by multiples of the period and rescaled by a factor that accounts for cycle missing events. By integrating over one period of the driving, we find

\[ \mathcal{W}(\tau) = \sigma^2 \sum_{n=0}^{\infty} (n+1)e^{-n \frac{T}{\tau_D}} \mathcal{W}_I(\tau - nT) \]

(44)

Then, to account for different dwell times \( \tau_D \). For a given dwell time, each peak in the WTD has the same shape but is rescaled by a factor that reflects the quality of the capacitor as a single-electron emitter.

with the mean waiting time

\[ \langle \tau \rangle = \frac{T}{\sigma P_1(0)} = \frac{1 + e^{-\frac{T}{\tau_D}}}{1 - e^{-\frac{T}{\tau_D}}} T. \]

(45)

Finally, upon inserting Eq. (30) into Eq. (44) and performing the summation, we arrive at the WTD

\[ \mathcal{W}(\tau) = \frac{n(\tau)}{\tau_D} e^{-n(\tau) \frac{T}{\tau_D}} \sinh \left( \frac{T}{2\tau_D} - \frac{\tau - n(\tau)T}{\tau_D} \right) \]

(46)

where

\[ n(\tau) = \left\lfloor \frac{\tau + T/2}{T} \right\rfloor, \]

(47)

with \( \lfloor \cdot \rfloor \) denoting the floor function. This result has previously been derived in Ref. [24] using a rate equation for the occupation probability of the mesoscopic capacitor (correcting here for a misprint [58]). It is not surprising that the two approaches yield the same result. The wave packet approach only uses the particle densities, not the wave functions, and we could thus expect that we would recover the result from a classical rate equation description.

In Fig. 4, we show WTDs for the mesoscopic capacitor with different dwell times. For \( \tau_D \ll T \), the capacitor emits one electron and one hole in nearly every cycle and the WTD is strongly peaked around the period of the driving. As the dwell time is increased, the capacitor may fail to emit within a period. These cycle-missing events are clearly visible as peaks in the WTD at multiples of the period. As the dwell time is increased beyond the period of the driving, the synchronization between the external drive and the emission of particles is eventually lost.

Next, we evaluate the joint distribution of waiting times. To this end, we first consider the probability of only having a single detection at time \( t_m \) within the interval \([t^*, t^e] \).
As an important check, we recover Eq. (44) by integrating over the second waiting time, the capacitor is operated under non-ideal conditions, where cycle missing events may occur. The joint WTD is made up of non-overlapping peaks which are rescaled by a certain factor due to cycle missing events. The dwell time is $\tau_D = 0.4T$.

Ignoring terms which do not depend on both $t^s$ and $t^e$, we find

$$-\partial_{t^e} \Pi(t^s, t^e; t^s_0, t^e_0) \big|_{t^s_0-t^e_0=t^m} = \langle \hat{b}^\dagger(t^m) : e^{-\hat{Q}} : \hat{b}(t^m) \rangle$$

$$= e^{\frac{\pi}{\hbar}\sigma^2 \frac{n_1 n_2}{n_1 + n_2}} \psi(t^m - n_1 T)^2 \Pi(t^s, t^e),$$

(48)

if $t^m \in [n_1T, (n_1 + 1)T]$ and $t^e \in [(n_1 + n_2)T, (n_1 + n_2 + 1)T]$. Here $\sigma$ is given by Eq. (46) and $\Pi(t^s, t^e)$ by Eq. (44). Differentiating this expression with respect to $t^s$ and $t^e$ according to Eq. (48) and integrating over $t^e$ according to Eq. (27) we then find the joint WTD

$$\mathcal{W}(\tau_1, \tau_2) = \sigma^4 \sum_{n_1, n_2 = 0}^{n_1 + 1} (n_1 + 1)(n_2 + 1)$$

$$\times e^{-\left(n_1 + n_2\right)T} W(d(1, 2, 3, 4, 0, 1, 2, 3, 0, 0) W(\tau_1 - n_1 T, \tau_2 - n_2 T).$$

As an important check, we recover Eq. (44) by integrating over the second waiting time, $\mathcal{W}(\tau) = \int_0^\infty \mathcal{W}(\tau, \tau')d\tau'$. The joint WTD is shown in Fig. 5 for non-ideal operating conditions where cycle-missing events may occur.

5. Floquet scattering theory

Having evaluated the WTD analytically for the mesoscopic capacitor within the wave packet approach, we now proceed with a full Floquet scattering matrix calculation. This approach captures all aspects of the non-interacting many-body problem, including the fermionic statistics and the possible overlap of single-particle wave-functions. We calculate the WTD using the method developed in Ref. [26].
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Figure 5: (color online). Analytic result for the joint distribution of waiting times. The capacitor is operated under non-ideal conditions, where cycle missing events may occur. The joint WTD is made up of non-overlapping peaks which are rescaled by a certain factor due to cycle missing events. The dwell time is $\tau_D = 0.4T$.
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Figure 6: (color online). Floquet calculations of the WTD. Results are shown for different values of the dwell time $\tau_D$. The QPC transmission is $T = 0.2$. The results agree very well with those obtained from the wave packet approach in Fig. 5.

The ITP can be written as the Fredholm determinant

$$\Pi(t^s, t^e) = \det(1 - Q_{t^e, t^e}),$$

(50)

where the matrix $Q_{t^e, t^e}$, corresponding to the operator in Eq. (17), has the elements

$$[Q_{t^e, t^e}]_{\epsilon', \epsilon} = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} S_F(\epsilon, \epsilon_m) S_F(\epsilon', \epsilon_n')$$

$$\times K_{t^e, t^e}(\epsilon_m, \epsilon_n') \Theta(-\epsilon) \Theta(-\epsilon'),$$

(51)

and the kernel reads

$$K_{t^e, t^e}(\epsilon, \epsilon', \epsilon'') = \frac{1}{\pi} \frac{\sin[(t^e - t^s)(\epsilon - \epsilon')/2]}{\epsilon - \epsilon'} e^{-i(t^e + t^s)(\epsilon - \epsilon'')/2}.$$

The scattering matrix is given by Eq. (9) with the coefficients $c_n$ for the potential in Eq. (5) obtained from Eq. (7).

The numerical calculations are demanding. We discretize the kernel in the energy windows $[-n\hbar\Omega, -(n + 1)\hbar\Omega]$ with $n \in \mathbb{N}$ using a five-point Gauss-Legendre quadrature rule following a recently developed method to evaluate Fredholm determinants [59]. To calculate the matrix $Q_{t^e, t^e}$, we have to sum over all Floquet scattering amplitudes. We find that we can cut off the summation with about $n_{\text{max}} \approx 2\Delta/(\hbar\Omega)$ amplitudes. This is the maximum number of energy quanta that a scattered particle can absorb or emit. The determinant is then taken over all the energies in the $n_{\text{max}}$ compartments. Finally, we integrate numerically the ITP over one period of the driving and evaluate the WTD according to Eq. (46).

Figure 6 shows WTDs for the mesoscopic capacitor obtained using Floquet scattering theory. The agreement between the Floquet calculations and the wave packet approach is remarkable. For $\tau_D \ll T$, the central peak at
the period of the driving is clearly reproduced with small but visible satellite peaks at multiples of the period. As the dwell time is increased by lowering the level spacing \(\Delta\), the peaks become smoother and less sharp compared to the wave packet approach. This happens as the broadened energy levels start to overlap. This effect is not included in the wave packet approach, where the WTD depends only on the ratio of the dwell time over the period. The dwell time is given by the product of the level spacing and the QPC transmission according to Eq. (14). By contrast, in the full scattering problem the level spacing and the transmission are independent parameters which thus provide an additional time scale in the problem. Indeed, a calculation of the finite-frequency noise of the driven capacitor [55] has shown that the noise vanishes at measurement frequencies that are higher than the level spacing, unlike what is found based on the rate equation description.

With this in mind, we show in Fig. 7 distributions of waiting times for a fixed dwell time, but with different transmissions of the QPC. As the transmission is increased, the energy levels of the capacitor are broadened and the peaks in the WTD get smeared out. In addition, the peaks at multiples of the period are reduced, as it is increasingly likely that the capacitor will emit an electron in each period. Even with a large transmission, the mesoscopic capacitor seems to function well as a single-electron emitter. In the extreme case of full transmission, the capacitor consists merely of an elongation of the edge state and the level quantization is completely lost. It may then happen that more than one electron is lifted above the Fermi level within one period, giving rise to the satellite peak at \(\tau \approx T/4\), similarly to what has been found for Lorentzian-shaped voltage pulses [20] [41].

6. Conclusions

We have investigated the distribution of waiting times between the emissions of single electrons from a driven mesoscopic capacitor. Using a wave packet description we have calculated analytically both the electronic waiting time distribution and the joint distribution of subsequent electron waiting times. In the appropriate parameter ranges, these results compare well with full numerical calculations based on Floquet scattering theory. The Floquet method allows us also to calculate waiting time distributions as the transmission between the capacitor and the external reservoirs approaches unity. The agreement between the wave packet approach and the Floquet scattering theory at low transmissions may indicate that the dynamics in this regime essentially is determined by the charge occupation of the capacitor. As such, an indirect measurement of the WTD might be possible by monitoring the charge on the capacitor using for instance an additional quantum point contact.
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Appendix A.

The ITP and first passage time distribution mentioned in Section 4.1 read

\[
\Pi_I(\tau) = \left(1 - \frac{\tau}{T}\right) \Theta(T - \tau) + \Theta(\tau - \frac{T}{2}) \Theta(\frac{3T}{2} - \tau) \frac{T}{1 - e^{-\frac{T}{\tau_D}}} \left(\frac{2}{3} - |\tau - T|\right) + \Theta(\tau - \frac{T}{2}) \Theta(\frac{3T}{2} - \tau) \frac{T}{1 - e^{-\frac{T}{\tau_D}}} \left(\frac{2}{3} - |\tau - T|\right)
\]

and

\[
\mathcal{F}_I(\tau) = \frac{1}{\tau} \Theta(T - \tau) + \Theta(\tau - \frac{T}{2}) \Theta(\frac{3T}{2} - \tau) \frac{T}{1 - e^{-\frac{T}{\tau_D}}} \left(\frac{2}{3} - |\tau - T|\right) + \Theta(\tau - \frac{T}{2}) \Theta(\frac{3T}{2} - \tau) \frac{T}{1 - e^{-\frac{T}{\tau_D}}} \left(\frac{2}{3} - |\tau - T|\right)
\]
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