Quantization of compressive samples with stable and robust recovery

Rayan Saab*, Rongrong Wang†, and Özgür Yılmaz‡

*The University of California, San Diego
9500 Gilman Dr
La Jolla, CA 92037, USA
rsaab@ucsd.edu

†The University of British Columbia
121-1984 Mathematics Rd
Vancouver, BC V6T 1Z2, Canada
rongwang@math.ubc.ca
oyilmaz@math.ubc.ca

April 2, 2015

Abstract

In this paper we study the quantization stage that is implicit in any compressed sensing signal acquisition paradigm. We propose using Sigma-Delta (Σ∆) quantization and a subsequent reconstruction scheme based on convex optimization. We prove that the reconstruction error due to quantization decays polynomially in the number of measurements. Our results apply to arbitrary signals, including compressible ones, and account for measurement noise. Additionally, they hold for sub-Gaussian (including Gaussian and Bernoulli) random compressed sensing measurements, as well as for both high bit-depth and coarse quantizers, and they extend to 1-bit quantization. In the noise-free case, when the signal is strictly sparse we prove that by optimizing the order of the quantization scheme one can obtain root-exponential decay in the reconstruction error due to quantization.

1 Introduction

Compressed sensing (CS) [11, 20] is a signal acquisition and reconstruction paradigm that is based on exploiting a fundamental empirical observation: various types of signals admit (approximately) sparse representations with respect to certain bases or frames. For compressive acquisition of a signal \( x \in \mathbb{R}^N \), one collects relatively few, say \( m \ll N \), inner products of the signal with well-chosen measurement vectors such as appropriate random vectors, say \( \phi_i \in \mathbb{R}^N \), \( i \in \{1, \ldots, m\} \). These inner products yield \( m \) compressive measurements \( y_i = \langle \phi_i, x \rangle + \eta_i \), with \( i \in \{1, \ldots, m\} \) and \( m \ll N \). Here \( \eta_i \) represents measurement noise. To reconstruct a good approximation to \( x \) from these compressive measurements, one uses some sophisticated non-linear decoder, typically based on convex optimization or on greedy methods. Perhaps the most popular reconstruction method uses \( \ell_1 \)-norm minimization. Specifically, \( x \) is approximated with \( \hat{x} \), the solution to

\[
\min_{z \in \mathbb{R}^N} \|z\|_1 \text{ subject to } \|\Phi z - y\|_2 \leq \epsilon.
\]

Here \( \Phi \) is an \( m \times N \) matrix with \( \phi_i \) as its \( i \)th row, \( y = (y_i)_{i=1}^m \) is the vector of acquired measurements, and \( \epsilon \) is an upper bound on the \( \ell_2 \)-norm of the noise-vector \( \eta = (\eta_i)_{i=1}^m \).

Vectors that are \( k \)-sparse have at most \( k \) non-zero entries, i.e., they belong to the set \( \Sigma^N_k := \{ x \in \mathbb{R}^N, |\text{supp}(x)| \leq k \} \). Compressed sensing results are typically formulated in terms \( \sigma_k(x)_{\ell_1} := \min_{v \in \Sigma^N_k} \|x - v\|_1 \), called the best \( k \)-term approximation error of \( x \) in \( \ell_1 \), which is a function that measures how close \( x \) is to being \( k \)-sparse. It has been shown, e.g., [11, 20], that for a wide class of random matrices (including those with i.i.d. standard Gaussian or ±1 Bernoulli entries), with high probability on the draw of the matrix and
uniformly on \( x \), the solution \( \hat{x} \) to \([1]\) satisfies:

\[
\|x - \hat{x}\|_2 \leq C_1 \left( \frac{\epsilon}{\sqrt{m}} + \frac{\sigma_k(x)/1}{\sqrt{k}} \right),
\]

when \( m \geq C_2 k \log (N/k) \). Accordingly, any \( k \)-sparse \( x \in \mathbb{R}^N \) can be exactly recovered from \( m \ll N \) measurements. Furthermore, the solution \( \hat{x} \) of \([1]\) provides an approximation of \( x \) that is within the level of measurement noise (i.e., robust to noise) and almost as good as the best \( k \)-term approximation of \( x \) in \( \ell_1 \) (i.e., stable with respect to model mismatch). The above is a concise description of some of the foundational results in compressed sensing. Note that the compressed sensing literature has grown extensively in recent years. For example, it includes work on expanding the classes of random matrices from which \( \Phi \) can be drawn (e.g., \([38, 47, 44, 1]\)), and on devising highly efficient reconstruction algorithms \( \Delta \) so that \( \Delta(\Phi x) = x \) whenever \( x \in \Sigma_k^N \) and so that \( \|\Delta(\Phi x + e) - x\|_2 \) is small otherwise (e.g., \([42, 16, 6, 21, 49]\)). It also includes work on incorporating additional structural assumptions or prior knowledge on the underlying signals to improve reconstruction accuracy or decrease the number of measurements (e.g., \([5, 23, 41]\)).

### 1.1 The quantization problem in compressed sensing

*Compressed* sensing was named so mainly because of its potential to combine sensing (acquisition) with compression (source coding) – see, e.g., the discussion in Section I of \([20]\). However, most of the literature, as we briefly reviewed above, ignored analog-to-digital (A/D) conversion or quantization. Accordingly, compressed sensing emerged mostly as a dimension reduction technique rather than a scheme for compression.

Here, we focus on a compressive data acquisition model consisting of a measurement stage that we have outlined above, followed by a quantization stage where the measurements are replaced with finite bit streams, and a reconstruction stage where the signal of interest is approximated from the quantized measurements. The set of signals of interest contains all bounded \( k \)-sparse signals in \( \mathbb{R}^N \) where \( k \ll N \) and is denoted by \( \Sigma_K^{N, \mu} := \{ x : x \in \Sigma_k^N, \|x\|_2 < \mu \} \). We are also interested in bounded compressible signals, i.e., signals that can be well approximated in \( \Sigma_K^{N, \mu} \). We will denote the union of these sets by \( \mathcal{X} \). Let \( x \in \mathcal{X} \) and let \( y = \Phi x \) be the compressive samples of \( x \), where \( \Phi \) denotes an \( m \times N \) compressive measurement matrix. We define a quantization map \( Q \) via its action \( (Qy)_i = q_i \), where \( q_i \in \mathcal{A} \), and \( \mathcal{A} \) is a finite set called the quantization alphabet. Thus, the elements of \( \mathcal{A} \) can be assigned finite-length binary labels, amenable to digital storage, and one example is the “1-bit” alphabet \( \mathcal{A} = \{-1, 1\} \). Given the quantized compressive measurements \( Q(\Phi x) \), we want to recover a good approximation \( \hat{x} \) of \( x \) via some reconstruction map \( \Delta_Q : \mathcal{A}^m \rightarrow \mathbb{R}^N \) with \( \hat{x} = \Delta_Q(Q(\Phi x)) \) that ensures that the reconstruction error \( \|x - \hat{x}\| \) is small.

#### 1.1.1 Entropy numbers and optimal reconstruction error

To measure the performance of a practical scheme consisting of the three stages discussed above (i.e., measurement, quantization, and reconstruction) we will examine the tradeoff between rate (total number of bits) and distortion (reconstruction error). Ideally, one seeks schemes that approach the optimal error decay for the class of signals at hand, say \( \mathcal{X} = \Sigma_k^{N,1} \). In fact, the optimal error is induced by the covering number \( \mathcal{N}(\mathcal{X}, \| \cdot \|, \epsilon) \), defined as the minimal number of balls, centered in \( \mathcal{X} \), and of radius \( \epsilon \) (measured in the norm \( \| \cdot \| \)) whose union contains \( \mathcal{X} \). If we were to assign each of the centers a binary label, this would be an optimal encoding of \( \mathcal{X} \), yielding an approximation error of \( \epsilon \) while using \( R^*(\epsilon) = \log_2 \left( \mathcal{N}(\mathcal{X}, \| \cdot \|, \epsilon) \right) \) bits (see, e.g., \([49]\)). Inverting this function we obtain \( \epsilon^*(R) \), the optimal error as a function of the number of bits. For example, for \( \mathcal{X} = \Sigma_k^{N,1} \) a volume argument reveals the bound \( \epsilon^*(R) \geq \frac{N}{2} 2^{-R/k} \). Moreover, this bound is essentially achievable for large enough \( R \), by simply using \( \log_2 \left( \binom{N}{k} \right) \) bits to encode the location of the non-zero coefficients of \( x \in \mathcal{X} \) and using the remaining bits to directly encode the non-zero entries. We note that such an approach is not available to us, as we only have access to the vector of measurements \( \Phi x \) –

*Since we consider CS matrices with unit-variance entries as opposed to those with unit expected-norm columns, the right-hand side of \([2]\) contains a factor of \( \frac{1}{\sqrt{m}} \) affecting the noise term.*
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and not to \( x \) itself. Moreover, \( \Phi x \) must be quantized upon acquisition using analog hardware. Such hardware cannot invert the measurement system to recover \( x \) (otherwise there would be no need for quantization). Instead, one seeks quantization schemes that act on \( \Phi x \), and reconstruction algorithms to obtain an estimate \( \hat{x} \) from \( Q(\Phi x) \). Below, we summarize some of the quantization and reconstruction strategies that have been proposed in the context of compressed sensing.

### 1.1.2 Memoryless scalar quantization with standard reconstruction techniques

Perhaps the most intuitive approach to quantization is the so-called memoryless scalar quantization (MSQ). Here one replaces each measurement \( y_i \) with the element of the quantization alphabet that best approximates it. Formally, a scalar quantizer \( Q_A : \mathbb{R} \rightarrow A \) is defined via

\[
Q_A(z) \in \min_{v \in A} |v - z|.
\]

Suppose that we take \( m \) measurements of signals in \( \mathcal{X} \), MSQ maps the vector of measurements to \( A^m \) by acting independently on each entry:

\[
Q^{MSQ}_A : \Phi(\mathcal{X}) \rightarrow A^m
\]

\[
y \mapsto q, \text{ where } q_i = Q_A(y_i), \quad i = 1, ..., m.
\]

While attractive for its simplicity and widely assumed in the mathematical treatment of signal acquisition methods, MSQ is generally not optimal when one oversamples, i.e., one has more measurements than needed for \( \Phi \) to be injective [46]. This sub-optimality is because MSQ ignores correlations between measurements (as it acts component-wise). Still, at first glance this sub-optimality is well-tolerated in the compressive sampling framework because this framework does not rely on oversampling. In fact, MSQ yields near-optimal rate-distortion guarantees when one is permitted to take a minimal number of CS measurements and to reduce the reconstruction error (i.e., the distortion) by increasing the size of the quantization alphabet [12].

On the other hand, such an approach may not be desirable, or even practical, in applications. It does not permit improving the accuracy of the reconstruction once the acquisition hardware, thus the quantization alphabet, is fixed. This is observed in the approximation error bound (2), which in a quantization setting does not guarantee that the error decays as more measurements are taken. For example, consider the scalar quantization setting where every measurement \( y_i \) is replaced by the closest element \( q_i \) from \( A^L := \{ \pm (2j - 1)\delta/2, j \in \{1, ..., L\} \} \), the so-called 2\( L \)-level midrise alphabet with step size \( \delta \). Here, when \( y_i \) is appropriately bounded, we have \( |y_i - q_i| \leq \delta/2 \) and so one must take \( \epsilon = \sqrt{m\delta/2} \) in (1) and in the error estimate (2). This shows that using simple MSQ coupled with standard reconstruction algorithms only guarantees a reconstruction error that scales with \( \delta \), the step-size in the quantization alphabet. It does not guarantee any error decay with \( m \). Consequently, in this set-up our only resource for obtaining small reconstruction error (due to quantization) is to use a small quantization step-size \( \delta \), thus a large alphabet. Importantly, this typically implies a high implementation complexity in hardware.

### 1.1.3 Modifications to MSQ, and alternative reconstruction techniques

To overcome this shortcoming of MSQ, one may devise more sophisticated reconstruction algorithms to improve the error behavior as the number of measurement increases. For example, this idea was explored in [30, 31] where the \( l_2 \) constraint of (1) is replaced by an \( l_p \) constraint with \( p > 2 \). By choosing \( p \) optimally, [30] shows that the reconstruction error decays as \( (\log m)^{-1/2} \) as \( m \) increases. A different reconstruction algorithm based on message passing was proposed in [33] with an error that is empirically observed to decay like \( 1/m \). In fact, lower bounds obtained in the frame quantization setting [25] show that such an error rate is optimal for MSQ. The error associated with this quantization technique can at best decay linearly in the number of measurements, regardless of the reconstruction algorithm. This is far from optimal, as the
optimal encoding (over all quantization methods) of sparse signals yields an error that decays exponentially in \( m \) (as we discussed above). Note that one can essentially match the optimal bound by introducing dither and modifying the scalar quantizer so that non-contiguous intervals map to the same element of \( \mathcal{A} \). However, this does not overcome the increased hardware complexity associated with a large alphabet, as the hardware must still distinguish between small intervals in order to map them to the appropriate element of \( \mathcal{A} \). Additionally, this approach has theoretical guarantees only for a combinatorially complex, i.e., impractical, decoder.

Alternatively, one may consider improving the rate-distortion tradeoff associated with MSQ by efficiently encoding its resulting bit-stream. This entails finding a simple map from \( \mathcal{A}^m \) to a smaller codebook \( \mathcal{C} \), with \( \log |\mathcal{C}| \ll m \log |\mathcal{A}| \), and a reconstruction algorithm that guarantees sufficient error decay with \( m \). However, we do not know of any such encoding/reconstruction schemes with theoretical guarantees on the decay of the worst-case error.

1.1.4 One-bit MSQ and its variations

Despite the shortcomings of MSQ, its extreme case of one-bit quantization has been the focus of several contributions. Here, one simply replaces every measurement \( y_i \) by \( \text{sign} \left( y_i \right) \) and as a consequence loses all information about the magnitude of \( y \), hence \( x \). Nevertheless, the focus in such a set-up is approximating \( x \) up to the lost magnitude information. The first results in this direction \[11, 22\] derived lower bounds on the achievable reconstruction accuracy and proposed some heuristic algorithms for estimating \( x \). Afterwards, \[65\] proposed estimating \( \frac{x}{\|x\|_2} \) as the minimizer of a particular convex optimization problem and showed error decay rates of \( \left( \frac{k}{m} \right)^{1/5} \). To remedy the loss of magnitude information, \[34\] recently proposed quantizing \( y_i \) to \( \text{sign} \left( y_i + \tau_i \right) \) for a fixed vector of thresholds \( \tau \) and presented associated reconstruction methods. The corresponding reconstruction error rate associated with approximating \( x \), namely \( \left( \frac{k}{m} \right)^{1/5} \), was also derived in \[34\].

In another recent work, \[2\] proposed quantization schemes that, like the \( \Sigma\Delta \) schemes we focus on, adaptively update a quantization threshold as the measurements are taken. That is, in the one-bit case they propose quantizing \( y_i \) to \( \text{sign} \left( y_i + \tau_i \right) \) albeit now the thresholds \( \tau_i \) are adaptively chosen. These schemes yield exponential error decay in \( m \), but unlike \( \Sigma\Delta \) schemes, require very sophisticated computation to assign \( q \). For each update of the thresholds, an \( \ell_1 \)-norm optimization problem is solved (or an iterative hard-thresholding algorithm is run). Furthermore, the scheme entails communicating analog quantities (the current thresholds) to a digital computer (to solve the optimization problem). It also entails halting the measurement process until the optimization ends.

1.1.5 Noise-shaping quantization methods for compressed sensing

Recently, noise-shaping quantizers \[15\] have been successfully employed in the compressive sensing framework. Traditionally such quantizers, for example \( \Sigma\Delta \) quantizers, are used for analog-to-digital conversion of bandlimited signals and they are designed to push (most of) the quantization error outside of the signal spectrum (see, e.g., \[33\]). Over the last decade it has been established that noise shaping quantizers, including \( \Sigma\Delta \) quantizers as well as a new family of quantizers based on beta encoders \[14\] cf. \[15\] (not our focus in this paper) can be used in the more general setting of linear sampling systems associated with both frames and compressed sensing.

We remark that \( \Sigma\Delta \) quantization, like MSQ, is universal, i.e., it does not require or use information about the vectors \( \phi_i \) or \( x \). Furthermore, it is progressive, so it continues to operate in the same way as new measurements arrive. In the case of frames, \( \Sigma\Delta \) schemes ensure that the quantization error is close to the kernel of an appropriate reconstruction operator based on noise-shaping alternative dual frames called Sobolev duals \[5, 39\], see also \[27, 37, 36\]. \( \Sigma\Delta \) quantization schemes can also be used in the case of compressed sensing. Work preceding this paper mainly uses a two-stage reconstruction scheme \[27\], see also \[37, 22\], where in the first stage one estimates the support of the original sparse signal and in the second stage, one uses an appropriate Sobolev dual to reconstruct.
Above, we have provided an overview of various quantization and reconstruction approaches associated with compressed sensing. These approaches differ in their implementation complexity, in their reconstruction algorithms, and in the quality of their reconstruction guarantees. We refer the reader to [9] for a more comprehensive review of the literature on quantization in the compressed sensing context. In what follows, we focus on using ΣΔ schemes of order \( r \) to quantize compressive samples of sparse or compressible signals. The ΣΔ schemes we study are low-complexity and do not place much computational burden on the quantizer. We dedicate Section 2.3 to reviewing the prior work on ΣΔ-quantization in the compressed sensing context.

1.2 Contributions

We show that ΣΔ schemes allow accurate reconstruction from quantized CS measurements via convex optimization. Our work generalizes in several ways the results of [27, 37], which applied to sparse signals that satisfy a size condition on their smallest non-zero entries. In particular, the convex optimization problem we propose allows us to remove the size condition and to obtain results that apply for general signals in noisy scenarios. It also allows us to use small, even 1-bit, quantization alphabets. If \( q \) denotes the ΣΔ quantization of the noisy compressed sensing measurements \( \Phi x + \eta \) where \( \eta \) satisfies \( \|\eta\|_\infty \leq \epsilon \), then we recover \( x \) from \( q \) by solving

\[
(\hat{x}, \hat{\nu}) := \arg\min_{(z, \nu)} \|z\|_1 \text{ subject to } \|D^{-r}(\Phi z + \nu - q)\|_2 \leq \gamma(r)\sqrt{m} \text{ and } \|\nu\|_2 \leq \epsilon\sqrt{m}.
\]

Here, \( D \) denotes the \( m \times m \) difference matrix with entries \( D_{i,i} = 1, D_{i+1,i} = -1 \) and \( D_{i,j} = 0 \) when \( j \notin \{i, i-1\} \). Additionally, \( r \) denotes the order of the ΣΔ scheme, and \( \gamma(r) \) is a constant associated with the ΣΔ scheme, see Section 2.3. Our main result follows.

**Theorem 1.** Let \( k, \ell, m, N \) be integers satisfying \( m \geq \ell \geq c k \log(N/k) \) and let \( \Phi \) be an \( m \times N \) sub-Gaussian measurement matrix. With high probability on the draw of \( \Phi \), for all \( x \in \mathbb{R}^N \), the solution \( \hat{x} \) of (5) where \( q \) is the ΣΔ quantization of \( \Phi x + \omega \) (with \( \|\omega\|_\infty \leq \epsilon \)) satisfies

\[
\|\hat{x} - x\|_2 \leq C \left( \left( \frac{m}{\ell} \right)^{-r+1/2} \delta + \frac{\sigma(x)}{\sqrt{\ell}} + \sqrt{\frac{m}{\ell}} \epsilon \right),
\]

where \( c, C \) are constants that do not depend on \( m, \ell, N \).

We note that Theorem 9 is a more precise version of Theorem 1 with all the probabilities and constants made explicit. Our main result shows that ΣΔ quantization of compressed sensing measurements has the following desirable features.

- **Polynomial error decay:** By (4), the recovery error associated with quantization decays polynomially in the number of measurements. Polynomial error decay outperforms the lower bound on the error decay associated with memory-less scalar quantization, which is only linear.

- **Generality of measurement systems:** The result holds for a broad class of sub-Gaussian compressed sensing matrices.

- **Stability and robustness:** It holds for arbitrary signals in the presence of measurement noise.

- **Coarse (even 1-bit) quantization:** It applies even in the case of 1-bit quantization, when appropriate ΣΔ schemes, such as those of [26, 19], are used.

In addition to the above features, Theorem 1, which holds for various choices of \( \ell \in [ck \log(N/k), m] \), has several important implications. Some of these implications, listed below, can be fleshed out by a careful optimization of appropriate parameters in (5) under various signal and noise models.
• **Root-exponential error decay for \( k \)-sparse vectors** (Corollary 11): By optimizing the order of the \( \Sigma \Delta \) quantization scheme, one can show that the reconstruction error decays root-exponentially in the number of measurements in the absence of measurement noise. That is, defining \( \lambda := \frac{m}{\kappa \log(N/\kappa)} \),

\[
\| \hat{x} - x \|_2 \lesssim e^{-c\sqrt{\lambda}}.
\]

This matches the best known bounds (in the absence of further encoding\(^†\)) for the finite frames case of \( \Sigma \Delta \) quantization [36].

• **Error decay for compressible vectors** (Corollary 12): We model a compressible vector \( x \) as an element of the unit ball of a weak \( \ell_p \) space \( w\ell_p^N \) with \( p \in (0,1) \). That is, the coefficients of \( x \) satisfy \( |x(j)| \leq j^{-1/p} \), where \( x(j) \) is the \( j \)th largest-in-magnitude entry of \( x \). The reconstruction error associated with such vectors, in the noise-free scenario, satisfies

\[
\| \hat{x} - x \|_2 \lesssim \left( \frac{\log N}{m} \right)^{(1/p-1/2)(r-1/2)}.
\]

We note that the lower bound on the reconstruction error, \( \varepsilon \), associated with quantizing vectors in \( \ell_p \) using \( R \) bits, with \( R \in [\log_2 N, N] \), is (see, e.g., [50])

\[
\varepsilon \gtrsim \left( \frac{\log(N/R + 1)}{R} \right)^{1/p-1/2}.
\]

Thus, for a fixed \( p \) and using a coarse \( \Sigma \Delta \) quantizer (for example, as in [26]), increasing \( r \) allows us to approach the optimal error rate for compressible signals.

## 2 A/D conversion for compressed sensing by \( \Sigma \Delta \) quantization

### 2.1 Basics of \( \Sigma \Delta \) quantization

\( \Sigma \Delta \) quantizers were introduced by Inose and Yosuda [28] in the context of analog-to-digital conversion for oversampled bandlimited functions. Because \( \Sigma \Delta \) quantization schemes are robust with respect to certain circuit implementation imperfections, they have seen widespread practical use since their introduction, see, e.g., [25]. Moreover, the mathematical literature on \( \Sigma \Delta \) quantization has significantly matured over the last 15 years, see, e.g., [17, 26, 19, 52]. For example, as we will discuss below, \( \Sigma \Delta \) schemes were shown to be more effective than MSQ in utilizing redundancy when quantizing redundant frame expansions, see, e.g., [4, 7, 5, 36, 37], cf. [46].

Given a (finite or infinite) sequence \( y := (y_i)_{i \in I} \), the standard first-order \( \Sigma \Delta \) quantizer runs the following iteration for \( i \in I \):

\[
q_i = Q_A(y_i + u_{i-1}) \quad u_i = u_{i-1} + y_i - q_i.
\]

Here \( Q_A \) is the scalar quantizer defined in [35]. More generally, an \( r \)th-order \( \Sigma \Delta \) quantization scheme with quantization rule \( \rho : \mathbb{R}^{r+1} \to \mathbb{R} \) and scalar quantizer \( Q_A \) computes \( q \in \mathcal{A}^I \) via the recursion

\[
q_i = Q_A(\rho(y_i, u_{i-1}, u_{i-2}, \ldots, u_{i-r})),
\]

\[
u_i = y_i - q_i - \sum_{j=1}^{r} \binom{r}{j} (-1)^j u_{i-j}
\]

\(^†\)It was shown in [29] that by incorporating an extra encoding stage, exponential accuracy in the bit-rate can be achieved. Similar ideas, with similar results, can be applied in the compressed sensing scenario, but we leave this topic for a different paper.
for \( i \in I \). For example, in the compressed sensing and finite frame scenarios (see below) \( y_i = \langle \phi_i, x \rangle \), \( i = 1, \ldots, m \). In other words \( y = \Phi x \) and the relationship between \( x, u, \) and \( q \) can be concisely written using matrix-vector notation as

\[
D^*u = \Phi x - q.
\]

(10)

Here the matrix \( D \) is the \( m \times m \) first-order difference matrix with entries given by

\[
D_{i,j} := \begin{cases} 
1 & \text{if } i = j \\
-1 & \text{if } i = j + 1 \\
0 & \text{otherwise}
\end{cases}.
\]

(11)

Due to the role that \( u \) plays in (10) and in controlling the reconstruction error, we will focus on stable \( r \)th order schemes. These are schemes for which (8) and (9) result in

\[
\|u\|_\infty \leq \gamma := \gamma(r)
\]

for all \( m \in \mathbb{N} \), and for all \( y \in \mathbb{R}^m \) with \( \|y\|_\infty \leq 1 \). Clearly, one can scale the definition of stability to replace the upper bound on \( \|y\|_\infty \) by an arbitrary constant \( \mu \). However, we require that \( \gamma : \mathbb{N} \to \mathbb{R}^+ \) be independent of both \( m \) and \( y \). Stable \( r \)th order \( \Sigma\Delta \) schemes with \( \gamma(r) = O(r^r) \) exist [26, 19] even when \( A \) is a 1-bit alphabet. We will focus on two important families of stable \( \Sigma\Delta \) schemes of arbitrary order.

The \( r \)th-order greedy \( \Sigma\Delta \) quantizer

The \( r \)th-order greedy \( \Sigma\Delta \) quantizer is obtained by setting

\[
\rho(u_{n-1}, \ldots, u_{n-r}, y_t) := \sum_{j=1}^r (-1)^{j-1} \binom{r}{j} u_{n-j} + y_n
\]

in (8). This choice results in a stable \( \Sigma\Delta \) quantizer if we use the \( 2K \)-level midrise alphabet \( A^{\delta}_K \) with \( K \geq 2\lceil \frac{\|y\|_\infty}{\delta} \rceil + 2r + 1 \). The size of the alphabet associated with the greedy \( r \)th-order \( \Sigma\Delta \) scheme grows exponentially in \( r \). On the other hand, the stability constant

\[
\gamma(r) = \delta/2
\]

remains fixed as \( r \) grows.

The \( r \)th-order coarse \( \Sigma\Delta \) quantizers

A different tradeoff between the size of the alphabet and the stability constant arises with the so-called \( r \)th-order coarse \( \Sigma\Delta \) quantizers. These are \( r \)th-order \( \Sigma\Delta \) quantizers with a fixed alphabet \( A \) (for example \( A = \{\pm 1\} \)) and were first constructed in [17]. Adopting the scheme of [19], we have

\[
q_n = Q_{A^{\delta}_K}((h * v)_n + y_n)
\]

\[
v_i = (h * v)_n + y_n - q_n,
\]

where * denotes convolution. In [26, 19], it was shown that by choosing \( h \) carefully one obtains a stable \( \Sigma\Delta \) scheme when \( \|y\|_\infty < \mu \) as above. In fact, when \( \|h\|_1 \leq 2K - 2\mu/\delta \) one can rewrite (12) in the form of (8) and (9) via a change of variable. One can then show that the corresponding scheme is stable with constant

\[
\gamma(r) = C_3 r^r \delta
\]

for some constant \( C_3 \) that only depends on the alphabet \( A^{\delta}_K \) and \( \mu \).
2.2 \(\Sigma\Delta\) quantization for frame expansions

As we mentioned above, while initially proposed for quantizing bandlimited functions, recent work on \(\Sigma\Delta\) quantization has shown it to be well suited for quantizing finite frame expansions (e.g., \cite{4, 5, 7, 36}). In the \(\Sigma\Delta\) quantization context, consider full-rank matrices \(E \in \mathbb{R}^{m \times k}, m \geq k\) selected from certain classes, such as harmonic frames \cite{4}, piecewise-smooth frames \cite{5}, Sobolev self-dual frames \cite{36}, Gaussian frames \cite{27}, sub-Gaussian frames \cite{37}. Let \(x \in \mathbb{R}^k\) and suppose that \(q\) is obtained by quantizing \(Ex\) using an \(r\)th-order \(\Sigma\Delta\) quantizer. A typical result states that \(E\) admits a specific left inverse (equivalently, a dual frame), called its \(r\)th-order Sobolev dual and denoted by \(F_{\text{Sob}, \alpha}(E)\) such that the reconstruction error \(\|F_{\text{Sob}, \alpha}(E)q - x\|_2\) decays like \(O(\lambda^{-r})\). Here \(\lambda := m/k\) is the oversampling rate. In fact, this error decay is typical of the deterministic frames mentioned above. On the other hand, the error for random frames is \(O(\lambda^{-\alpha(r-1/2)})\) with high probability that depends on \(\alpha \in (0, 1)\).

This error decay is remarkably similar to the error decay in the bandlimited case, which is also inverse polynomial in the oversampling rate. In the bandlimited case, this allows improving the reconstruction accuracy by sampling at a faster rate. In the finite frame setting one can also improve the reconstruction accuracy without changing the quantization hardware by simply increasing \(m\), i.e., collecting more samples.

This allows decreasing the reconstruction error beyond the accuracy of the quantizer itself.

2.3 \(\Sigma\Delta\) quantization for compressed sensing: an overview of existing results

As stated in the Introduction, \cite{27, 37, 22} showed that by using \(\Sigma\Delta\) schemes instead of MSQ, finite frame quantization techniques (e.g., \cite{4, 5, 7, 36, 37}) can be leveraged to the compressed sensing case. A key insight is that knowing the support of an underlying sparse vector reduces a compressed sensing quantization problem to a frame quantization problem. To be precise, let \(x \in \Sigma_k^N\) with \(\text{supp}(x) = T\) and let \(\Phi \in \mathbb{R}^{m \times N}\) be a compressed sensing measurement matrix. Then, we have

\[
y = \Phi x \implies y = \Phi_T x_T.
\]

Accordingly, \cite{27} proposed using an \(r\)th order \(\Sigma\Delta\)-scheme, and a sufficiently fine, fixed alphabet, to quantize compressive samples of strictly sparse signals whose smallest non-zero entry is bounded away from zero. Moreover, \cite{27} introduced an associated two-stage algorithm for recovering the signals from the quantized compressed sensing measurements. In the first stage of the algorithm, the signal support is estimated. Here one uses a standard robust compressed sensing decoder, e.g., \cite{11}, to obtain a coarse estimate of \(x\), say \(\tilde{x}\). The support estimate \(\tilde{T}\) is then the subset of \(\{1, \ldots, N\}\) on which the \(s\) largest (in magnitude) entries of \(\tilde{x}\) reside. When \(\Phi\) is a Gaussian random matrix, \cite{27} showed that \(\tilde{T} = T\) with high probability if the smallest non-zero entry of \(x\) exceeds a constant multiple of the quantizer step size \(\delta\). Having revealed the support \(T\), linear reconstruction using frame theoretic methods recovers the signal via

\[
\hat{x} = F_{\text{Sob}, \alpha}(\Phi)q.
\]

The main result of \cite{27} was that in this setup (where the signals are strictly sparse and bounded away from zero, and the alphabet is sufficiently large) the reconstruction error associated with an \(r\)th order \(\Sigma\Delta\)-scheme decays like \((k/m)^{\alpha(r-1/2)}\), with high probability depending on the parameter \(\alpha \in (0, 1)\). These results were generalized to the case of compressed sensing matrices with sub-Gaussian entries in \cite{37} and sub-Gaussian columns in \cite{22}.

\[\text{\dag}A \text{ finite frame } \{E\} \text{ for } \mathbb{R}^k \text{ is a collection of } m \text{ (} m \geq k \text{) vectors that spans } \mathbb{R}^k. \text{ As such it can be identified (up to permutations) with an } m \times k \text{ matrix, say } E, \text{ whose rows are the frame vectors.}\]
3 Σ∆ quantization for compressed sensing: a novel one-stage reconstruction method

3.1 The algorithm

An important shortcoming of the two-stage algorithm described in the previous section is its need for an accurate estimate for the support of $x$. This restricts the use of the algorithm to sparse vectors with smallest (in magnitude) entry bounded away from zero. Moreover, it restricts the quantizer step size $\delta$ to be (up to a constant) as small as the lower bound on the non-zero entries. In turn, this precludes the use of coarse quantization with small alphabets. An additional shortcoming of the two-stage algorithm (with reconstruction using Sobolev duals) is its lack of robustness to additive noise.

Instead of the two-stage algorithm, we propose estimating $x$ as the solution to a convex optimization problem that takes $q = Q_{\Sigma\Delta}(\Phi x + \eta)$, where $\|\eta\|_\infty \leq \epsilon$, as input. It produces an output $\hat{x}$ via

\[
(\hat{x}, \hat{\nu}) := \arg \min_{(z, \nu)} \|z\|_1 \text{ subject to } \|D^{-T}(\Phi z + \nu - q)\|_2 \leq \gamma(r) \sqrt{m} \quad \text{and} \quad \|\nu\|_2 \leq \epsilon \sqrt{m}.
\] (13)

Here $\gamma(r)$ is the stability constant associated with the Σ∆ scheme. As discussed in Section 2.1, when using a midrise quantization alphabet with a greedy quantization scheme, $\gamma(r) = 1/2$. Furthermore, when using the coarse scheme in (12), $\gamma(r) = C_\gamma r^3$. One may also estimate $x$ as a solution to a related (and perhaps more natural) optimization problem,

\[
(\hat{x}, \hat{\nu}) := \arg \min_{(z, \nu)} \|z\|_1 \text{ subject to } \|D^{-T}(\Phi z + \nu - q)\|_\infty \leq \gamma(r) \quad \text{and} \quad \|\nu\|_2 \leq \epsilon \sqrt{m}.
\] (14)

We remark that both optimization problems are designed to find the vector with the smallest $\ell_1$ norm that agrees with the quantized measurements and the boundedness of the non-quantization noise. The first constraint in each of (13) and (14) is motivated by the simple observation that the stability of the Σ∆ quantization schemes used implies that $\|D^{-T}(\Phi x + \eta - q)\|_\infty = \|u\|_\infty \leq \gamma(r)$, which in turn implies that $\|u\|_2 \leq \gamma(r) \sqrt{m}$. The remainder of the paper is dedicated to proving that the above reconstruction algorithms have none of the shortcomings of the two-stage algorithm. Our proofs will be for the optimization problem (13) but they apply equally to (14), since any feasible point for (14) is also feasible for (13).

3.2 Preliminaries

We will need the following notation and results.

3.2.1 Sub-Gaussian random matrices

Below, we write $x \sim D$ when the random variable $x$ is drawn according to the distribution $D$ and $N(0, \sigma^2)$ denotes the Gaussian distribution with mean zero and variance $\sigma^2$.

**Definition 2.** Suppose $x \sim D_1$ and $y \sim D_2$ are random variables that satisfy $P(|x| > t) \leq K P(|y| > t)$ for some constant $K$ and for all $t \geq 0$. Then $x$ is said to be $K$-dominated by $y$.

**Definition 3.** A random variable is sub-Gaussian with parameter $\epsilon > 0$ if it is $\epsilon$-dominated by $N(0, \epsilon^2)$

**Definition 4.** A matrix $\Phi$ is said to be sub-Gaussian with parameter $c$, mean $\mu$, and variance $\sigma^2$ if the entries $\Phi$ are independent sub-Gaussian random variables with parameter $c$, mean $\mu$, and variance $\sigma^2$.

Note that Sub-Gaussian random variables can be equivalently defined using their moments. Moreover, in the case of zero mean random variables, their moment generating functions can be used. See [51] for these definitions and proof of equivalence.
3.2.2 Some key results from the literature

Next we review some useful results that are instrumental for the error estimates presented in the next section. We begin with a proposition from [37] which controls the restricted isometry constants of some matrices of interest. Here, given a matrix $V$ we denote by $V_{\ell}$ the matrix formed by the first $\ell$ rows of $V$.

**Proposition 5 ([37])**. Let $\Phi$ be an $m \times N$ sub-Gaussian matrix with mean zero, unit variance, and parameter $c$, let $V$ be an orthonormal matrix of size $m \times m$. Fix some $\beta > 0$, some $k \in \mathbb{Z}^+$ with $k < \frac{m}{c_{\beta} \log N/k}$ and some $\ell \in \mathbb{Z}^+$ with $\ell \geq C_1 k \log N/k$. Then, there is a $\rho_{\beta}$ such that

$$
\mathbb{P} \left( \sup_{\|T\|\leq k} \| \frac{1}{\ell} \Phi_{T}^T V_{\ell}^T \Phi_{T} - I \|_2 \geq \delta \right) \leq e^{-\rho_{\beta} \ell}
$$

where $c_{\beta} \rho_{\beta}$ only depend on $\delta$ and $c$.

The next proposition provides useful bounds on the singular values of $D^{-r}$.

**Proposition 6 ([27])**. The singular values of the $r$-th order difference matrix $D^{-r}$ satisfy

$$
\sigma_j(D^{-r}) \geq \frac{1}{(3\pi r)^r} \left( \frac{m}{j} \right)^r.
$$

(15)

We will need the following two propositions, the first of which follows from Theorem 5 and Proposition 8 in [23].

**Proposition 7 ([23])**. Let $f, g \in \mathbb{C}^N$, and $\Phi \in \mathbb{C}^{m,N}$. Suppose that $\Phi$ has $\delta_{2k}$-RIP with $\delta_{2k} < 1/9$, then for any $1 \leq p \leq 2$, we have

$$
\|f - g\|_p \leq C_4 k^{1/p - 1/2} \|\Phi(f - g)\|_2 + \frac{C_5}{k^{1 - 1/p}} (\|f\|_1 - \|g\|_1 + 2 \sigma_k(g))_1,
$$

where $C_4$ and $C_5$ are constants that only depend on $\delta_{2k}$.

**Proposition 8.** [48] Let $\Phi$ be an $m \times N$, $m \geq N$, sub-Gaussian matrix with mean zero, unit variance, and parameter $c$, then the largest and smallest singular values of $\Phi$ obey

$$
P(\sigma_1(\Phi) \geq \sqrt{m + \sqrt{N}} - t) \leq e^{-\frac{d^2 t}{2}}, \quad \text{and} \quad P(\sigma_m(\Phi) \leq \sqrt{m - \sqrt{N}} - t) \leq e^{-\frac{d^2 t}{2}}.
$$

where $d > 0$ is some constant only depending on $c$.

3.3 Error estimates

The following theorem provides an error bound on the estimate from [13].

**Theorem 9.** Let $\Phi$ be an $m \times N$ sub-Gaussian matrix with mean zero and unit variance, and let $k$ and $\ell$ be in $\{1, \ldots, m\}$. Denote by $Q_{\Sigma_{\Delta}}^r$ a stable $r$th-order scheme with alphabet $A_k^r$ and stability constant $\gamma(r)$. There exist positive constants $c$ and $\alpha$ such that whenever $m \geq \ell \geq \frac{c_3 k \log N/k}{r}$ the following holds with probability greater than $1 - \exp(-cpk \log(N/k))$ on the draw of $\Phi$:

Let $x \in \mathbb{R}^N$ such that $\|\Phi x\|_{\infty} \leq \mu < 1$. Suppose $q := Q_{\Sigma_{\Delta}}^r(\Phi x + \eta)$, where the additive noise $\eta$ satisfies $\|\eta\|_{\infty} \leq \epsilon$ for some $0 \leq \epsilon < 1 - \mu$. Then the solution $\hat{x}$ to $q$ satisfies

$$
\|\hat{x} - x\|_2 \leq C_6 \left( \frac{m}{\ell} \right)^{-r+1/2} \frac{\epsilon}{\ell} + C_7 \frac{\sigma_k(x)}{\sqrt{k}} + C_8 \sqrt{\frac{m}{\ell} } \epsilon,
$$

(16)

where $C_6$, $C_7$, and $C_8$ are explicit constants given in the proof.
Proof. Let \((z, v)\) be an ordered pair that is feasible to \((13)\), and let \(\tilde{\gamma} := \gamma(r)/\delta\). Define \(u := D^{-r}(\Phi z + v - q)\), and \(p := \left(\frac{1}{\tilde{\gamma}} u, \frac{1}{\tilde{\gamma}} v\right)\) and note that
\[
\|u\|_2 \leq \tilde{\gamma}\delta\sqrt{m}, \quad \text{and} \quad \|p\|_2 \leq \delta\sqrt{2m}.
\] (17)

By definition, \(u, p, q, z, v\) have the relation
\[
\Phi z - q = D^r u + v = \left[\tilde{\gamma} D^r, \frac{\epsilon}{\delta} I\right] p,
\]
which upon defining \(H := [\tilde{\gamma} D^r, \frac{\epsilon}{\delta} I]\) becomes
\[
\Phi z - q = Hp.
\] (18)

Let \(U\Sigma V^T = H\) be the singular value decomposition of \(H\), and denote by \(H^\dagger := V^T\Sigma^{-1} U\) the pseudo-inverse of \(H\). Now, apply \(H^\dagger\) to both sides of \((13)\) to obtain
\[
H^\dagger(\Phi z - q) = H^\dagger Hp = VV^T p.
\] (19)

Then, \((17)\) and \((19)\) together imply that for any \(z\) that satisfies the constraint in \((13)\), we have
\[
\|H^\dagger(\Phi z - q)\|_2 \leq \delta\sqrt{2m}.
\] (20)

In particular, both \(x\) and \(\hat{x}\) satisfy the constraint in \((13)\), so by the triangle inequality
\[
\|H^\dagger(\Phi x - \hat{x})\|_2 \leq \|H^\dagger(\Phi z - q)\|_2 + \|H^\dagger(\Phi \hat{x} - q)\|_2 \leq 2\delta\sqrt{2m}.
\] (21)

On the other hand, the singular values of \(H^\dagger\) can be expressed in terms of those of \(D^r\). Thus, using Proposition 6 we have
\[
\sigma_\ell(H^\dagger) = \left(\tilde{\gamma}^2 \sigma_m^{-2}(D^r) + \left(\frac{\epsilon}{\delta}\right)^2 \right)^{-1/2} \geq \left(\tilde{\gamma}^2 \left(\frac{3\pi \rho \ell}{m}\right)^2 + \left(\frac{\epsilon}{\delta}\right)^2 \right)^{-1/2}.
\] (22)

Denoting by \(\Sigma^{-1}_\ell\) and \(\Phi_\ell\) the first \(\ell\) rows of \(\Sigma^{-1}\) and \(\Phi\), and by \(U_\ell\) the first \(\ell\) columns of \(U\), we may now use the above bound on \(\sigma_\ell(H^\dagger)\) along with \((21)\), to obtain
\[
2\delta\sqrt{2m} \geq \|H^\dagger(\Phi x - \hat{x})\|_2 = \|V^T\Sigma^{-1}U\Phi(x - \hat{x})\|_2 \geq \|\Sigma^{-1}_\ell U_\ell \Phi_\ell(x - \hat{x})\|_2
\]
\[
\geq \|\Sigma^{-1}_\ell U_\ell \Phi_\ell(x - \hat{x})\|_2 \geq \sigma_\ell(H^\dagger)\|U_\ell \Phi_\ell(x - \hat{x})\|_2.
\] (23)

Setting \(\Phi := \frac{1}{\sqrt{\ell}} U_\ell \Phi_\ell\), we thus have
\[
2\delta\sqrt{2m} \geq \sigma_\ell(H^\dagger)\sqrt{\ell}\|\Phi(x - \hat{x})\|_2.
\] (24)

Moreover, by Proposition 6 we know that for any \(\beta < 1/9\) there exist constants \(c\) and \(\rho\), (that depend on \(\beta\)) so that with probability exceeding \(1 - e^{-\rho\ell}\), \(\Phi\) has the restricted isometry property with constant \(\beta\), provided that \(\ell \geq c\kappa \log N/k\). So \(\Phi\) satisfies the hypotheses of Proposition 7, which we can now apply with \(p = 2\) and with \(\hat{x}\) and \(x\) in place of \(f\) and \(g\). By first using the fact that \(\|x\|_1 \leq \|x\|\) and then \((24)\) and \((22)\) we have
\[
\|x - \hat{x}\|_2 \leq C_4 \|\Phi(x - \hat{x})\|_2 + C_5 \frac{\sigma_k(x)_1}{\sqrt{k}}
\]
\[
\leq 2\sqrt{2} C_4 \delta \sqrt{\frac{m}{\ell}} \frac{1}{\sigma_\ell(H^\dagger)} + C_5 \frac{\sigma_k(x)_1}{\sqrt{k}}
\]
\[
\leq 2\sqrt{2} C_4 \delta \sqrt{\frac{m}{\ell}} \left(\tilde{\gamma}^2 \left(\frac{3\pi \rho \ell}{m}\right)^2 + \left(\frac{\epsilon}{\delta}\right)^2\right)^{1/2} + C_5 \frac{\sigma_k(x)_1}{\sqrt{k}}
\]
\[
\leq 2\sqrt{2} C_4 \tilde{\gamma} \left(\frac{3\pi \rho \ell}{m}\right)^2 \sqrt{\frac{m}{\ell}} + C_5 \frac{\sigma_k(x)_1}{\sqrt{k}}
\]
\[
\leq 2\sqrt{2} C_4 \tilde{\gamma} 3\pi \rho \ell \left(\frac{\ell}{m}\right)^{-1/2} \delta + 2\sqrt{2} C_4 \tilde{\gamma}^2 \sqrt{\frac{m}{\ell}} \frac{\epsilon}{\delta} + C_5 \frac{\sigma_k(x)_1}{\sqrt{k}}
\]
Setting $C_6 := 2^{3/2}C_4^3\pi^{r-r^2}r\delta^2(r)$, $C_7 := 2\sqrt{2}C_4\delta(r)$, and $C_8 := C_5$, the error bound (16) is established.

**Remark 9.1.** The bound (16) shows that the reconstruction error due to the perturbation $\eta$ scales linearly with $\|\eta\|_2$ (e.g. by setting $\ell = m$). Such perturbations (commonly referred to as measurement noise) model a variety of phenomena, including circuit imperfections. On the other hand, $\Sigma\Delta$ quantization is robust to certain circuit imperfections (see, e.g., [17], [18]) of which we now provide an example. Suppose that $A$ is a variety of phenomena, including circuit imperfections. On the other hand, $\Sigma\Delta$ quantization is robust to certain circuit imperfections (see, e.g., [17], [18]) of which we now provide an example. Suppose that we use a 1-bit alphabet $A = \{-\delta/2, \delta/2\}$ and an associated scalar quantizer $Q_A$ to perform 1st order $\Sigma\Delta$ quantization, and suppose further that $Q_A$ is “imperfect”. In particular, suppose that $Q_A(z) = \text{sign}(z)$ whenever $|z| > \rho$ for some $\rho \in [0, 1]$ but that $Q_A(z)$ can be $\pm 1$ otherwise, for example at random. In this case, the stability constant (see Section 2.1) associated with the scheme simply becomes $\delta/2 + \rho$ (see [17], [18]). As a consequence of our proof, $\delta + 2\rho$ replaces $\delta$ in (16) and the contribution of $\rho$ can be made arbitrarily small by taking more measurements.

Below, we prove some important implications of Theorem 9. Corollary 10 distinguishes different regimes for the reconstruction error, depending on the relationship between $m$, $c$, and $\rho$. Corollary 11 shows that choosing the optimal order of a coarse $\Sigma\Delta$ quantization scheme yields root-exponential error decay in the number of measurements. Corollary 12 also dealing with the noise-free scenario, derives the error decay associated with $\Sigma\Delta$ quantization of compressible signals (as a function of $m$).

**Corollary 10.** Let $\Phi$ be an $m \times N$ sub-Gaussian matrix with mean zero and unit variance, and let $k \in \{1, \ldots, m\}$ with $m \geq 2ck\log N$. Denote by $Q_{\Sigma\Delta}$ a stable rth-order scheme with alphabet $A^r$. There exist positive constants $c$ and $\rho$ (as defined in Theorem 3) such that the following hold with probability exceeding $1 - e^{-c\log N/k}$ on the draw of $\Phi$:

Let $x \in \mathbb{R}^N$ such that $\|\Phi x\|_\infty \leq \mu < 1$. Suppose $q := Q_{\Sigma\Delta}(\Phi x + \eta)$, where the additive noise $\eta$ satisfies $\|\eta\|_\infty \leq \epsilon$ for some $0 \leq \epsilon < 1 - \mu$. Define $\ell_c := m\left(\frac{C_\alpha x^2}{C_{\alpha}(2r-1)^2}\right)^{1/r}$ and let $x$ be the minimizer of (13). We distinguish three regimes based on $\ell_c$ and $m$.

(i) If $\ell_c \leq c\log N$ (the low-noise scenario), then

$$\|\hat{x} - x\|_2 \leq C_6 \left(\frac{m}{2ck\log N/k}\right)^{r+1/2} \delta + C_7 \frac{\sigma_k(x)}{\sqrt{k}} + C_8 \sqrt{m} \frac{1}{ck\log N/k} \epsilon.$$  

(ii) If $c\log N < \ell_c < m$ (the intermediate-noise scenario) then

$$\|\hat{x} - x\|_2 \leq C_9 \frac{\sigma_k(x)}{\sqrt{k}},$$  

(iii) If $\ell_c \geq m$ (the high-noise scenario), then

$$\|\hat{x} - x\|_2 \leq C_6 \delta + C_7 \frac{\sigma_k(x)}{\sqrt{k}} + C_8 \epsilon.$$  

Here $C_6$, $C_7$, $C_8$ are the same as in Theorem 2 and $C_9$ depends on $r$, $C_6$, and $C_8$.

**Proof.** We have, from (10) that

$$\|\hat{x} - x\|_2 \leq C_6 \left(\frac{m}{\ell_c}\right)^{r+1/2} \delta + C_7 \frac{\sigma_k(x)}{\sqrt{k}} + C_8 \sqrt{\frac{m}{\ell_c}} \epsilon.$$  

provided that $m \geq \ell \geq c\log N$.

The critical point of the right hand side in (23), viewed as a function of $\ell_c$, is a minimum, and given by $\ell_c := m\left(\frac{C_\alpha(2r-1)^2}{C_{\alpha}(2r-1)^2}\right)^{1/r}$. If $c\log N \leq \ell_c \leq m$ then we get (23) by the following argument. Define
f(ℓ) := f_1(ℓ) + f_2(ℓ) where f_1(ℓ) := C_6 \left( \frac{m}{\ell} \right)^{-r+1/2} \delta and f_2(ℓ) := C_8 \sqrt{r} \epsilon. While we may not directly substitute ℓ into f(ℓ) as ℓ must be integer valued, we observe that there is an integer ℓ* between ℓ/2 and ℓ with
\[ f(\hat{\ell}_c) \leq f(\ell^*) = f_1(\ell^*) + f_2(\ell^*) \leq f_1(\hat{\ell}_c) + f(\ell^*_c). \]
Otherwise if ℓ_c \notin [ck \log N, m], the minimum of f is achieved at one of the two boundary points ℓ^*_1 = ck \log N (corresponding to (24)) and ℓ^*_2 = m (corresponding to (27)).

Corollary 11 \text{(Root-exponential accuracy)}: Let \( Q^\ell_{r,\Delta} \) be the rth-order coarse \( \Sigma\Delta \) quantizer with stability constant \( \gamma(r) = C^r_{3} r^\lambda \delta \) as described in Section 4.4 and suppose that the hypotheses of Theorem 9 hold. Let \( x \in \mathbb{R}^N \) be k-sparse such that \( \| \Phi x \|_\infty \leq 1 \) and suppose \( q := Q^\ell_{r,\Delta}(\Phi x) \) with \( r = \frac{\lambda}{2 \log \frac{N}{ck \log N/k}} \) and \( \lambda := \frac{m}{ck \log N/k} \). The solution \( \hat{x} \) to (14) satisfies
\[ \| \hat{x} - x \|_2 \leq C_{11} e^{-C_{12} \sqrt{\lambda}} \delta, \]
with probability exceeding \( 1 - e^{-c_0 k \log N/k} \). Here \( C_{10} \) depends only on \( C_3 \), defined after (12), \( C_{11}, C_{12} \) do not depend on \( m, k, N, \) and \( c, r \) are as in Theorem 3.

Proof of Corollary 11: In the case of the coarse rth-order \( \Sigma\Delta \) quantizer with stability constant \( \gamma(r) = C^r_{3} r^\lambda \delta \) and when the signal is sparse and the measurements are noiseless, (16) reduces to
\[ \| \hat{x} - x \|_2 \leq C_4 \left( \frac{m}{\ell} \right)^{-r+1/2} \delta, \]
\[ = C_{13} (3\pi C_3)^r r^2 \left( \frac{m}{\ell} \right)^{-r+1/2} \delta \]
where \( C_{13} = 2^{3/2} C_4 \). Since this inequality holds for any \( \ell \geq ck \log N/k \), it holds for \( \ell = \lfloor ck \log N/k \rfloor \) which yields
\[ \| \hat{x} - x \|_2 \leq C_{13} (3\pi C_3)^r r^2 \lambda^{-r} \sqrt{\lambda} \delta. \]
Next, note that for a fixed \( \lambda \) (equivalently \( m \)) the right hand side of (31) depends on the order of the \( \Sigma\Delta \) scheme, \( r \), and can be optimized yielding
\[ \| \hat{x} - x \|_2 \leq C_{13} \min_{r \in \mathbb{N}} (3\pi C_3)^r r^2 \lambda^{-r} \sqrt{\lambda} \delta. \]
As explicitly shown in (20), the critical point of the function \( f(t) = (3\pi C_3)^4 t^2 \lambda^{-t} \sqrt{\lambda} \) is given by \( t^* = e^{-1} (3\pi C_3)^{-1/2} \lambda^{1/2} \).

Accordingly, setting \( r = \lfloor t^* \rfloor \) and simplifying, we obtain
\[ \| \hat{x} - x \|_2 \leq C_{13} e^{2} e^{-2(3\pi C_3)^{-1/2} \sqrt{\lambda} \delta} \leq \frac{1}{2} C_{13} e^{2} (3\pi C_3)^{1/2} e^{-2(3\pi C_3)^{-1/2} \sqrt{\lambda} \delta}. \]

Setting \( C_{11} = \frac{1}{2} C_{13} e^2 (3\pi C_3)^{1/2} \) and \( C_{12} = (3\pi C_3)^{-1/2} \) we arrive at (29). \qed

Next, we consider the case when the signal is compressible and the measurements are noise-free. In this special case, (16) reduces to
\[ \| \hat{x} - x \|_2 \leq C_6 \left( \frac{m}{\ell} \right)^{-r+1/2} \delta + C_7 \frac{\sigma_k(x)}{\sqrt{k}}, \]
where \( \ell \) and \( k \) can be chosen freely as long as \( m \geq \ell \geq ck \log N/k \). Below, we optimize this upper bound for compressible signals, modeled as elements in weak \( \ell_p \) space. Specifically, we say that \( x \) is in the unit ball of the weak \( \ell_p \) space \( w\ell_p \) if \( |x(j)| \leq j^{-1/p} \) where \( x(j) \) is the \( j \)th largest-in-magnitude entry of \( x \).
Corollary 12 (Compressible signals). Let $\Phi$ be an $m \times N$ sub-Gaussian matrix with mean zero and unit variance, and let $k$ and $\ell$ be in $\{1, \ldots, m\}$. Denote by $Q_{t,\Delta}^c$ a stable $r$th-order scheme with alphabet $A^c_{t,\Delta}$. Fix $p \in (0,1)$ and set $\alpha := \frac{r-1/2}{r+1/p-1}$. There exist positive constants $c$ and $\rho$ (as defined in Theorem 9) such that whenever $m \geq C_{14} c \log N$, the following holds with probability greater than $1 - \exp(-c \rho m^\alpha \log^{1-\alpha} N)$ on the draw of $\Phi$:

For vectors $x \in \mathbb{R}^N$ in the unit ball of $\|w_p\|$ norm, let $q := Q_{t,\Delta}^c(\Phi x)$. Then the solution $\hat{x}$ to (13) with $\epsilon = 0$ satisfies

$$
\|\hat{x} - x\|_2 \leq C_{15} \left( \frac{m}{c + 1} \right)^{r+1/2} \cdot \frac{1}{(c + 1) \log N} \cdot \log^{1-\alpha} N.
$$

(34)

Here $C_{14}$ and $C_{15}$ depend on $r, t, \delta$ and are given explicitly below.

Proof. It will be notationally less cumbersome to work with $\|w_p\|$. Moreover, if $f \in \mathbb{R}^{c \log N}$, let $C_{14}$ and $C_{15}$ depend on $r, t, \delta$ and are given explicitly below. Fix $c' := c + 1$ allows us to remove the ceiling function, and we relaxed $\log N/k$ to $\log N$ to make optimizing over $k$ easier in the next step. To simplify the ensuing argument define $f_1(k) := C_{16} \left( \frac{m}{c \log N} \right)^{r+1/2} \delta$ and $f_2(k) := C_{17} k^t \log^{1/2} N$ where $C_{16} := \max_{k \in [1, m/(c \log N)]}$ $C_4(k)$ and $C_{17} := \max_{k \in [1, m/(c \log N)]}$ $C_6(k)$. The critical point of $f(k) := f_1(k) + f_2(k)$, the right hand side in (35), is

$$
k_c = \left( \frac{C_{18}}{\delta} \left( \frac{m}{c' \log N} \right)^{r-1/2} \right)^{1/r+1-1}
$$

(35)

where $C_{18} = \frac{C_{17}(t-1)/2}{C_{16}(t-1)(r-1/2)}$. In particular, this critical point is readily seen to be a minimum. However, for $\|w_p\|$ to hold, $k$ must be an integer satisfying $1 \leq k \leq \frac{m}{c \log N}$ so we can not directly substitute $k_c$ in (35). Nevertheless, we note that $k_c$ is a minimum, $f_1(k)$ is increasing with $k$, and $f_2(k)$ is decreasing with $k$. Moreover, if $k_c \geq 1$ there exists an integer $k^*$ between $k_c$ and $k_c/2$ with

$$
f(k_c) \leq f(k^*) = f_1(k^*) + f_2(k^*) \leq f_1(k_c) + f_2(k_c/2).
$$
Above, the first inequality is by the optimality of $k_c$ and the second by the monotonicity of $f_1$ and $f_2$. Thus, if $1 \leq k_c \leq \frac{m}{e \log N}$, or equivalently if

$$m \geq \max \left\{ c' \log N \left( \frac{C_{18}}{\delta} \right)^{\frac{r}{r+1}}, c' \log \left( \frac{\delta}{C_{18}} \right)^{\frac{1}{r+1}} \right\}$$

this yields

$$\| \hat{x} - x \|_2 \leq C_{15} \delta^{\frac{r+1/2}{r+1}} \left( \frac{m}{c' \log N} \right)^{-\frac{1}{r+1}} \left( \frac{1}{t+1/2} \right)^{\frac{r}{t+1} - 1},$$

where $C_{15} = C_6 \left[ C_{18}^{1/t} + \frac{2^{t-1/2} - 1}{t-1} C_7 C_{18}^{1+1/2} \right]$. By Theorem 9, the above bound holds with probability exceeding $1 - e^{-\rho c k_c \log N} = 1 - \exp \left( -\rho e \frac{m^{1/t}}{\log^{1/3} N} \right)$. Setting $C_{14} = \max \left\{ (C_{18}/\delta)^{1/r}, (\delta/C_{18})^{1/r} \right\}$, $\alpha = \frac{r-1/2}{r+1/2}$, we obtain (54).

**Remark 12.1.** The results above place no restrictions on how large $m$ can grow, compared to $N$. In particular, our results apply to both the “undersampling” ($m \leq N$) and “oversampling” $m \geq N$ cases. However, they are not necessarily optimal for the $m \geq N$ case. In this setting, the Sobolev dual decoder proposed in [5, when applied to $\Sigma\Delta$ quantized sub-Gaussian measurements of compressible signals yields an error decay of order $(\frac{N}{m})^{(r-1/2)/2}$, where $\alpha \in (0, 1)$ controls the probability [27, 37]. This error is better than predicted by Corollary 12. Below, we show that our one-stage decoder also yields this quantization error decay in the oversampled case, while maintaining robustness to noise.

**Corollary 13.** Assume all the variables are as defined in Theorem 9 with $m \geq \ell \geq dN$, where $d \geq 18$ is a constant. Then there exists a constant $c$ such that decoding via (13) yields the uniform error bound

$$\| \hat{x} - x \|_2 \leq C_6 \left( \frac{m}{\ell} \right)^{-\frac{r+1/2}{\ell}} \delta + C_8 \sqrt{\frac{m}{\ell} \delta},$$

with probability $1 - e^{-cN}$.

**Proof.** One can repeat the proof of Theorem 9 with minor modifications, to obtain the result. Specifically, applying Proposition 8 with $t = \sqrt{\frac{N}{\ell}}$ we see that with probability exceeding $1 - e^{-C_{16}N}$, the matrix $\hat{\Phi}$ (as defined in the proof of Theorem 9) satisfies the restricted isometry property with constant $\delta = \frac{3N}{m} \leq \frac{\delta}{\delta} \leq 1/9$, and sparsity $k = N$. Everything else remains unchanged and yields the desired result by setting $\sigma_k(x) = 0$. \qed

### 4 Numerical Experiments

In this section, we present numerical experiments to illustrate our theoretical results. In all the simulations below, we use random Gaussian matrices as sensing matrices.

**Sparse signals**

In the first experiment, we compare the empirical decay rate of the reconstruction error due to solving (13), with those predicted in Theorem 9. We generate a Gaussian matrix $\Phi_0$ of size $1000 \times 512$. We then generate $m \times 512$ measurement matrices for various values of $m$ between 100 and 1000 by selecting the first $m$ rows of $\Phi_0$. We also generate a set of 100 $k$-sparse vectors, $k = 10$, where the support is chosen uniformly at random and the magnitudes are such that the restriction of $x$ to its support is uniformly distributed in the unit-ball of $\mathbb{R}^k$. We set the quantization step size $\delta = 0.01$ and use $r$th-order $\Sigma\Delta$ quantization, $r = 1, 2$, with the corresponding greedy quantization rule to quantize the $m$ compressed sensing measurements of each of the 100 sparse vectors. Figure 1 shows the worst-case reconstruction error over the 100 experiments described above as a function of the number of measurements $m$. Note that the behavior of the error is as expected.
One-bit quantization

Next, we repeat this experiment (albeit with \( N = 256, k = 5 \)) for one-bit \( \Sigma\Delta \) quantization of compressed sensing measurements, using (12) with the one-bit alphabet \( \{\pm 1\} \) as the quantizer and (14) as the decoder. To ensure stability of the quantizer for \( r = 1, 2 \), we consider sparse signals lying inside the \( \ell_2 \)-ball with radius 0.15 (alternatively, we could scale the alphabet and work with vectors in the unit ball). Figure 2 plots the corresponding result with each point representing the worst case error over 100 experiments. The predicted rates, \( m^{-0.5} \) and \( m^{-1.5} \), appear in the Figure 2 as \( m \) gets large. The initial plateaus of both curves correspond to the range of \( m \) for which the zero-vector is feasible and thus optimal. As \( m \) increases to a point where zero is no longer feasible to (14) the predicted decay rate appears.

Figure 1: Worst case reconstruction error of (13) on a log-log plot, with parameters: \( N = 512; m = \lfloor 10^{2+0.1l} \rfloor \) for \( l = 0, 1, \ldots, 10; k = 10; \delta = 0.01. \)

Figure 2: Log-log plot for the worst case reconstruction error of one-bit quantization with parameters \( N = 256, m = \lfloor 10^{2+0.1l} \rfloor, l = 7, \ldots, 15, \) and \( k = 5. \)
Compressible signals

In the next experiment, we consider compressible signals. Our measurement setup is identical to that of the first experiment. Specifically, we use restrictions of a $1000 \times 512$ Gaussian matrix $\Phi_0$ to generate $m \times 512$ measurement matrices for various values of $m$ between 100 and 1000. We generate 100 compressible signals in the unit $w_{\ell_p}^N$ ball with $p = 0.5$, so $|x(i)| \leq \frac{1}{\sqrt{2}}$ where $x(i)$ denotes the $i$th largest component of $x$ in magnitude. Specifically, each compressible signal is generated by randomly permuting the indices of a vector whose $i$th element is drawn from the uniform distribution on the interval $[-1/i^2, 1/i^2]$. Figure 3 compares the decay rate (as a function of $m$) of the worst case error over the 100 signals with those predicted in Corollary 12, i.e., $m^{-0.375}$ and $m^{-0.75}$ for $r = 1, 2$, respectively.

![Figure 3: Log-log plot for the worst case reconstruction error of compressible signals in the unit $w_{\ell_p}^N$ ball with $p = 1/2$, $N = 512$, $m = \lfloor 10^{2+0.1l} \rfloor$, $l = 0, 1, ..., 10$, and $k = 10$.](image)

Robustness to noise

This experiment illustrates our decoder’s robustness to noise. We use the same set of parameters as in the first experiment, except that now the measurements are damped by i.i.d., uniform noise $\eta$ with $||\eta||_{\infty} \leq 2 \cdot 10^{-3}$. Figure 4 provides evidence that as $m$ grows, the limit of the reconstruction error approaches a fixed value as predicted in (26) and (27) of Corollary 10.

Root-exponential error-decay

Our final experiment shows the root exponential decay predicted in Corollary 11. Here, for the compressed sensing measurements of each generated signal, we apply $\Sigma\Delta$ quantization with different orders (from one to five) and select the one with the smallest reconstruction error. For this experiment, the setup is again similar to our first experiment, with $m$ ranging from 100 to 398 while $N = 512$, $k = 5$, and $\delta = 0.01$. Since the sparsity level is fixed, the oversampling factor $\lambda$ is proportional to $m$ and we expect the reconstruction error to decay root exponentially in $m$,

$$||\hat{x}_{opt} - x|| \leq e^{-c\sqrt{m}},$$

or equivalently

$$\log(-\log(||\hat{x}_{opt} - x||)) \geq \frac{1}{2} \log m + \log c.$$ 

Thus, in Figure 5 we plot (as a function of $m$), the $\log(-\log(\cdot))$ of the mean reconstruction error over 50 experiments as well as $\frac{1}{2} \log m + \log c$. 
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Figure 4: Worst case reconstruction error with noisy measurements setting $\epsilon = 2 \cdot 10^{-3}$, $N = 512, m = \lfloor 10^{2+0.1l} \rfloor, l = 0, 1, ..., 10$, and $k = 10$.

Figure 5: Root exponential decay, with $N = 512$, $k = 5$, $N = 512$, and $m = \lfloor 10^{2+0.1l} \rfloor, l = 0, 1, ..., 10$.
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