JUSTIFICATION OF A NONLINEAR SIXTH-ORDER THIN-FILM EQUATION AS THE REDUCED MODEL FOR A FLUID-STRUCTURE INTERACTION PROBLEM
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Abstract. Starting from a nonlinear 2D/1D fluid-structure interaction problem between a thin layer of a viscous fluid and a thin elastic structure, on the vanishing limit of the relative fluid thickness, we rigorously derive a sixth-order thin-film equation describing the dynamics of vertical displacements of the structure. The procedure is essentially based on quantitative energy estimates, quantified in terms of the relative fluid thickness, and a uniform no-contact result between the structure and the solid substrate. The sixth-order thin-film equation is justified in the sense of strong convergence of rescaled structure displacements to the unique positive classical solution of the thin-film equation. Moreover, the limit fluid velocity and the pressure can be expressed solely in terms of the solution to the thin-film equation.

1. Introduction

Motivated by applications in microfluidics \([22, 27, 35, 46]\) and so called lab-on-a-chip technologies \([13, 44]\), which revolutionized experimentations in biochemistry and biomedicine, in this paper we rigorously justify a nonlinear sixth-order thin-film equation as the reduced model of a fluid-structure interaction (FSI) system in the lubrication approximation regime, i.e. in the regime of the vanishing relative fluid thickness. The sixth-order thin-film equation, which is the subject of this paper, reads

\[
\partial_t h = \partial_x \left( h^3 \left( \partial_x^5 h - \Phi \right) \right),
\]

where \(h(x, t) > 0\) denotes the rescaled fluid height and \(\Phi\) is an external potential resulting from the bulk fluid force.

Physical systems in which fluids lubricate underneath elastic structures are common also in other area of science and technology. To name few like the growth of magma intrusions \([29, 31]\), subglacial floods \([12]\), the passage of air flow in the lungs \([20]\) and the operation of vocal cords \([47]\), or manufacturing of silicon wafers \([23, 24]\) and suppression of viscous
fingerling \cite{11,12}. Contrary to the well-established FSI approach \cite{3,6,14}, favorable models for the above listed examples (and others) in engineering literature like \cite{19,22,23,24,29,46} are sixth-order evolution equations similar to (1). While an FSI problem is a coupled systems of partial differential equations on moving boundary domain, where the fluid is typically described by the Stokes or Navier-Stokes equations, and the structure is described by appropriate elasticity equations, the sixth-order thin-film equation is a single nonlinear evolution equation, which is typically easier to analyze and treat numerically. In that sense it can be seen as a reduced (simplified) model of a given (multi-)physical system.

Formally, the thin-film equation results from an FSI problem by performing the so called lubrication approximation procedure \cite{45}, giving rise to the Reynolds equation for the pressure (see e.g. \cite{1,36}), and balancing the fluid pressure distribution with structure force densities per unit area. It is our aim here to perform this passage from an FSI problem to the thin-film equation rigorously in the sense of convergence of solutions of the FSI problem to the solution of the corresponding thin-film equation, as stated in our main result in Theorem 1.1. Such procedure has been already performed by the authors in passing from fully linear 3D/2D \cite{5} and 3D/3D \cite{4} FSI problems to 2D linear sixth-order evolution equations. Now we extend these ideas from linear to the nonlinear setting, but only in case of 2D/1D FSI problems due to availability of the global well-posedness result (cf. Theorem 2.3). However, this is the first rigorous justification of the nonlinear sixth-order thin-film equation (1) in the literature.

There are other similar models, which can be called reduced in this context, that have been subject of rigorous derivation, we outline them briefly in the sequel. Starting from various FSI problems, authors in \cite{10,32} studied the flow through a long elastic axially symmetric channel and using asymptotic expansion techniques obtained several reduced models of Biot-type. In \cite{10} they provided a rigorous justification of the reduced model through a weak convergence result and the corresponding error estimates. In \cite{38} Panasenko and Stavre analyzed a periodic flow in thin channel with visco-elastic walls. The problem was initially described by a linear 2D/1D FSI model, and under a special ratio of the channel height and the rigidity of the wall a linear sixth-order evolution equation emanated as the reduced model. A similar problem has been also considered in \cite{11}, resulting again in the reduced model described by another linear sixth-order equation. In both papers, reduced models have been rigorously justified by the appropriate convergence results. The starting point for 2D/1D FSI problem in \cite{38} has been justified in \cite{39} as a reduced model of a 2D/2D FSI problem. Finally, we mention \cite{40} where an interaction between a thin cylindrical elastic tube and a viscous fluid filling its thin interior has been considered. Using asymptotic analysis techniques, ten different cases have been identified and related to the dependence of the Young modulus and density of the elastic medium with respect to small geometric parameters, and corresponding reduced models have been derived. We emphasize that in all the above listed literature samples, FSI problems are linear.
On the other hand, widely known and well-studied models in mathematical literature are fourth-order thin-film equations
\[
\partial_t h = \partial_x \left( h^n \partial_x^3 h \right),
\]
possibly in higher dimensions and with some lower-order terms that we for simplicity omit \[37\]. They can be seen as reduced models of free-boundary viscous fluid flows with dominant surface tension effects \[33\]. Parameter \( n > 0 \) reflects different physical settings, for \( n = 3 \) equation (2) describes the dynamics of a liquid droplet on a solid substrate with no-slip condition, while \( n = 2 \) corresponds to the Navier slip \[37\]. If \( n = 1 \), then (2) describes the dynamics of a thin fluid neck in the Hele-Shaw cell \[9\]. Some of these equations have been also subject of rigorous derivation. The lubrication approximation in the Hele-Shaw cell \((n = 1)\) has been rigorously justified in \[16, 25, 26, 30\], while the sibling of our sixth-order equation, equation (2) with \( n = 3 \), has been justified in \[18\]. We emphasize at this point that the derivation in \[18\] has been performed under the assumption that the fluid droplet will not break up, while here we use the no-contact result from \[17\] and prove its uniform strict positivity (cf. Proposition \[3.2\]), which is one of the key ingredients in the justification of equation (1).

Let us now briefly describe our framework of the rigorous derivation of equation (1). We start with an FSI problem for which we assume certain scaling assumptions for its non-dimensional coefficients. Then we derive a quantitative energy estimate, which is the source of weak convergence results. Finally, based on the uniform no-contact result, we identify the sixth-order thin-film equation satisfied by the limit of rescaled structure displacements.

1.1. FSI problem. The fluid domain at time \( t \) is assumed to be a subgraph of a space-time dependent function \( \eta = \eta(x,t) \) describing the dynamics of the vertical structure displacement, i.e. the fluid domain is of the form
\[
\Omega_\eta(t) = \{ x = (x,z) : x \in \omega, z \in (0, \eta(x,t)) \} \subset \mathbb{R}^2
\]
with \( \omega = (0,1) \). In applications \( \Omega_\eta(t) \) can be seen as a periodic channel with deformable top wall (see Figure 1). Let us further denote the space-time cylinder
\[
\Omega_\eta(t) \times (0,T) := \bigcup_{t \in (0,T)} \Omega_\eta(t) \times \{t\} \subset \mathbb{R}^2 \times (0,\infty), \quad T \in (0,\infty],
\]
to be domain of our free boundary problem. The non-dimensionalized nonlinear FSI problem is described by the coupled system of partial differential equations:
\[
\begin{align*}
\partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} - \text{div} \mathbf{f} & = \mathbf{f}, \quad \Omega_\eta(t) \times (0,\infty), \\
\text{div} \mathbf{v} & = 0, \quad \Omega_\eta(t) \times (0,\infty), \\
p \partial_t \eta - \delta \partial_x^2 \partial_t \eta + \beta \partial_x^4 \eta & = -J^n(x,t)(\mathbf{f}(\mathbf{v},p) \mathbf{n}^n)(x,\eta(x,t),t) \cdot \mathbf{e}_z, \quad \omega \times (0,\infty), \\
\mathbf{v}(x,\eta(x,t),t) & = (0, \partial_t \eta(x,t)), \quad \omega \times (0,\infty).
\end{align*}
\]
Equations (3) and (4) are incompressible Navier-Stokes equations describing the flow of a viscous Newtonian fluid of velocity $v$ and pressure $p$. The Cauchy stress tensor is given by $\sigma_f(v, p) = 2D(v) - pI_2$, where $D(v) = \frac{1}{2}(\nabla v + (\nabla v)^T)$ denotes the symmetric part of the gradient, and $f$ denotes the density of the fluid external force. The structure is described by a linear equation of visco-elastic plate (5), where $J^\eta(x, t) = \sqrt{1 + \partial_2^2\eta(x, t)^2}$ is the Jacobian of the transformation from Eulerian to Lagrangian coordinates, $n^\eta$ is the unit outer normal to the deformed configuration $\Omega^\eta$, $e_z$ is the unit vector in $z$ direction, and $\rho, \delta, \beta$ are positive parameters describing the density, visco-elasticity and bending properties of the structure, respectively. Equations for the fluid and the structure are coupled via dynamic and kinematic conditions (5) and (6) representing the balance of forces in $e_z$ direction and continuity of the velocity, respectively. For dimensional version of the problem (3)--(6) see Appendix A.1.

Assumption that the structure moves only in the vertical direction is a simplification which is not fully justified from the physical grounds. However, it is a reasonable assumption from the point of view of our previous results on the dimension reduction in thin FSI problems [4], where it has been shown that the vertical displacement dominates horizontal displacements by the order of magnitude. For more details about the physical background of system (3)--(6) and corresponding lower-dimensional elasticity models we refer to [8, 34] and the references therein. The bottom boundary is a rigid substrate and we prescribe the standard no-slip boundary condition for the fluid velocity: $v(x, 0, t) = 0$ for all $(x, t) \in \omega \times (0, \infty)$. On the lateral boundaries of $\Omega^\eta(t)$ we prescribe periodic boundary conditions in the horizontal direction, which is taken for technical simplicity and because of availability of the global existence results [17]. In such a case the flow is driven by the right-hand side $f$. Finally, for simplicity of exposition, we impose trivial initial conditions for velocities $v(\cdot, 0) = 0$ and $\partial_t\eta(\cdot, 0) = 0$, while for the displacement we take $\eta(\cdot, 0) = \eta_0$ and assume $\eta_0(x) > 0$ for all $x \in \omega$. The incompressibility condition (4) and the kinematic coupling (6) provide the
conservation of the fluid volume:
\[
\frac{d}{dt} \text{vol}(\Omega_\eta(t)) = \int_\omega \partial_t \eta(x,t) dx = \int_\omega \nu(x,\eta(x,t),t) \cdot \mathbf{e}_z dx \\
= \int_\omega (\mathbf{v} \cdot \mathbf{n})(x,\eta(x,t),t) \mathbf{n}(x,\eta(x,t),t) \cdot \mathbf{e}_z dx = \int_{\partial \Omega_\eta(t)} \mathbf{v} \cdot \mathbf{n} \rho \, dS \\
= \int_{\Omega_\eta(t)} \text{div} \mathbf{v} \, d\mathbf{x} = 0.
\]

Therefore, despite the periodic boundary conditions, the displacement \( \eta \) is uniquely determined.

Scaling assumptions. Guided by our previous results in the linear case \[4\], we assume the following scaling ansatz which relates the nondimensional structure parameters and the time scale \( T \) to the order of the relative fluid thickness \( \varepsilon \):
\[
\begin{align*}
\beta &= \hat{\beta} \varepsilon^{-1}, \\
\delta &= \hat{\delta} \varepsilon^{-r}, \text{ for some } r \in [1, 3], \text{ and } \rho = \hat{\rho} \varepsilon, \text{ where } \hat{\beta}, \hat{\delta}, \hat{\rho} > 0 \text{ are independent of } \varepsilon; \\
T &= \varepsilon^{-2}.
\end{align*}
\]

Scaling assumptions (S1) are motivated by applications in microfluidics and discussed in detail in Appendix A.1 while (S2) is the standard time scale in the lubrication approximation regime. In this context we also assume that the volume of the initial domain \( \Omega_\eta(0) \) is of size \( O(\varepsilon) \). More precisely,
\[
\text{(S3)} \quad \eta_{\varepsilon}^0(x) = \varepsilon \eta_0(x) \text{ for some } \eta_0(x) \text{ independent of } \varepsilon.
\]

Finally, we assume that the fluid volume force satisfies
\[
\text{(S4)} \quad \|f\|_{L^\infty(0,\infty;L^\infty(\Omega_\eta(t);\mathbb{R}^2))} \leq C,
\]
where \( C > 0 \) is independent of \( \varepsilon \). Assumption (S4) is verified by many physically relevant forces.

1.2. Uniform estimates. Let \( \eta_0 \in H^3_\#(\omega) \) be given strictly positive \( \omega \)-periodic function, then according to \[17\] (cf. Theorem 2.3 below) for every \( \varepsilon > 0 \) there exists a unique global-in-time strong solution \( (\mathbf{v}^\varepsilon, p^\varepsilon, \eta^\varepsilon) \) to the system (3)-(6) with initial displacement \( \eta_0^\varepsilon = \varepsilon \eta_0 \). We use this stronger solution concept (cf. Definition 2.2) because of availability of the global well-posedness result and moreover, the strict positivity of \( \eta^\varepsilon \) meaning that the contact between the elastic structure and the rigid substrate will not occur in finite time. On the other hand, global well-posedness of weak solutions (see Definition 2.1) to (3)-(6) is an open problem. Namely, one can prove their existence only up to the contact between the elastic structure and the rigid substrate \[34\], which is unresolved issue in the context of weak solutions.
Under scaling assumptions (S1)-(S4), strong solutions $v^\varepsilon$ and $\eta^\varepsilon$ satisfy the following energy estimate (cf. Proposition 2.2 below): for a.e. $t \in (0, T)$ it holds
\[
\frac{1}{2} \|v^\varepsilon(t)\|_{L^2(\Omega^\varepsilon(t))}^2 + \frac{\varepsilon^{-2}}{2} \int_0^t \int_{\Omega_{\varepsilon}(s)} |\nabla v^\varepsilon|^2 \, dx \, ds \\
+ \frac{\rho \varepsilon^5}{2} \|\partial_t \eta^\varepsilon(t)\|_{L^2(\omega)}^2 + \delta \varepsilon^{2-r} \int_0^t \|\partial_t \partial_x \eta^\varepsilon(s)\|_{L^2(\omega)}^2 \, ds + \frac{\beta \varepsilon^{-1}}{2} \|\partial_x^5 \eta^\varepsilon(t)\|_{L^2(\omega)}^2 \leq C \varepsilon,
\]
where $C > 0$ is independent of $\varepsilon$, and $T > 0$ is a rescaled time horizon. This inequality is the key source of a priori estimates on strong solutions and consequently weak convergence results. Another indispensable ingredient is the uniform no-contact result (see Proposition 3.2), i.e. there exists a constant $c > 0$, independent of $\varepsilon$, such that
\[
\frac{\eta^\varepsilon(x, t)}{\varepsilon} \geq c \quad \text{for a.e. } (x, t) \in \omega \times (0, T).
\]

1.3. Reduced model. Having these at hand we can prove
\[
\frac{\eta^\varepsilon}{\varepsilon} \rightarrow h \quad \text{strongly in } C([0, T]; C^1_\#(\overline{\omega})) \quad \text{as } \varepsilon \downarrow 0,
\]
and function $h$ can be identified as the unique positive classical solution of the following nonlinear sixth-order thin-film equation
\[
\partial_t h = \partial_x \left( h^3 \left( \frac{\beta}{12} \partial_x^5 h - \chi_{\{r=3\}} \frac{\delta}{12} \partial_x^3 \partial_t h - \Phi \right) \right) \quad \text{on } \omega \times (0, T)
\]
with initial datum $\eta_0$. Here $\Phi(x, t)$ is an external potential related to the fluid volume force $f$ as given by (16), and $\chi_{\{r=3\}} = 1$ if $r = 3$ and 0, otherwise. In this sense, equation (8) can be understood as the reduced model for the FSI problem (3)-(6) in the limit as $\varepsilon \downarrow 0$.

Remark 1.1. Note that equation (1) is just a special case of equation (8) for $\beta = 12$ and $\chi_{\{r=3\}} = 0$, i.e. $r < 3$ in (S1).

We summarize our main findings in

**Theorem 1.1.** Let $(v^\varepsilon, p^\varepsilon, \eta^\varepsilon)$ be a family of strong solutions to problem (3)-(6) in the sense of Definition 2.2 and assume that coefficients and data satisfy (S1)-(S4). Then on the limit as $\varepsilon \downarrow 0$
\[
\varepsilon^{-1} \eta^\varepsilon \rightarrow h \quad \text{strongly in } C([0, T]; C^1_\#(\overline{\omega}))
\]
where $h$ is the unique positive classical solution of equation (8). Moreover, rescaled strong solutions $\hat{v}^\varepsilon$ and $\hat{p}^\varepsilon$ defined on the reference domain $\Omega \times (0, T)$, where $\Omega = \omega \times (0, 1)$, satisfy:
\[
\varepsilon^{-2} \hat{v}^\varepsilon \rightharpoonup (v_1, 0) \quad \text{weakly in } L^2(0, T; L^2(\Omega)),
\]
\[
\hat{p}^\varepsilon \rightharpoonup p \quad \text{weakly in } H^{-1}(0, T; L^2(\Omega)),
\]
where $p$ and $v_1$ are given by
\[
p = \beta \partial^4_x h - \chi_{\{r=3\}} \delta \partial_t \partial^2_x h, \quad v_1(\cdot, y, \cdot) = \frac{1}{2} y (y - 1) h^2 \partial_x p + h^2 F(\cdot, y, \cdot), \quad y \in [0, 1],
\]
and $F$ is given as in (74).

In Section 2 we derive the basic energy estimate for classical solutions of FSI problem (3)-(6) and discuss different solution concepts. Quantitative uniform estimates with respect to small parameter $\varepsilon$ have been conducted in Section 3, while the identification of the reduced model model, i.e. the proof of Theorem 1.1 has been performed in Section 4. We conclude this paper with brief Section 5 on future perspectives and two appendices discussing the physical background of FSI problem (3)-(6) and proving a technical lemma, respectively.

2. Energy estimates and global solutions

In this section we provide quantitative bounds on the energy and the energy dissipation of the system (3)-(6), which depend explicitly on the small parameter $\varepsilon$.

2.1. Auxiliary inequalities. First we provide basic functional inequalities tailored to our moving boundary domains $\Omega_\eta(t) \subset \mathbb{R}^2$ and solutions of the system (3)-(6).

**Proposition 2.1.** Let $T > 0$, $\eta \in W^{1,\infty}(0, T; X)$, where $X$ is a Banach space and let $v \in \{v \in H^1(\Omega_\eta(t)) : \text{div} \ v = 0, \ v|_{z=0} = 0, \ v$ is $\omega$-periodic in $x\}$ for $t \in (0, T)$. The following (in)equalities hold for a.e. $t \in (0, T)$:
\[
\|v\|_{L^2(\Omega_\eta(t))} \leq \frac{1}{\sqrt{2}} \|\eta(t)\|_{L^\infty(\omega)} \|\partial_z v\|_{L^2(\Omega_\eta(t))}, \quad \text{(Poincaré inequality)},
\]
\[
\sqrt{2} \|D(v)\|_{L^2(\Omega_\eta(t))} = \|\nabla v\|_{L^2(\Omega_\eta(t))}, \quad \text{(Korn equality)}.
\]

**Proof.** Utilizing the Cauchy-Schwarz inequality and the no-slip boundary condition at $z = 0$, we calculate: for a.e. $t \in (0, T)$
\[
\|v\|_{L^2(\Omega_\eta(t))}^2 = \int_{\omega} \int_0^{\eta(x,t)} v(x, z)^2 \, dz \, dx = \int_{\omega} \int_0^{\eta(x,t)} \left( \int_0^z \partial_z v(x, \zeta) \, d\zeta \right)^2 \, dx \leq \int_{\omega} \int_0^{\eta(x,t)} \left( \int_0^z (\partial_z v)^2(x, \zeta) \, d\zeta \right) \, dx \leq \int_{\omega} \int_0^{\eta(t)} \|v\|_{L^\infty(\omega)} \left( \int_0^{\eta(x,t)} (\partial_z v)^2(x, \zeta) \, d\zeta \right) \, dx = \frac{1}{2} \|\eta(t)\|_{L^\infty(\omega)} \|\partial_z v\|_{L^2(\Omega_\eta(t))}^2,
\]
which implies the Poincaré inequality (12).
The Korn equality \([13]\) follows directly from the fact that the structure displacement is only vertical and that the fluid velocity is divergence free (cf. \([7, \text{Lemma 6}]\) or \([28, \text{Lemma A.5}]\)).

2.2. **Energy estimates.** Testing formally equations \([3]\) and \([5]\) with assumed classical solutions \(v\) and \(\partial_t \eta\), respectively, and integrating by parts yields the basic energy inequality: for every \(t \in (0, T)\)

\[
\frac{1}{2} \|v(t)\|_{L^2(\Omega_\eta(t))}^2 + 2 \int_0^t \int_{\Omega_\eta(s)} |D(\nabla v)|^2 \,dx \,ds \\
+ \frac{\rho}{2} \|\partial_t \eta(t)\|_{L^2(\omega)}^2 + \delta \int_0^t \|\partial_t \partial_x \eta(s)\|_{L^2(\omega)}^2 \,ds + \frac{\beta}{2} \|\partial_x^2 \eta(t)\|_{L^2(\omega)}^2 \\
\leq \frac{\beta}{2} \|\partial_x^2 \eta_0\|_{L^2(\omega)}^2 + \int_0^t \int_{\Omega_\eta(s)} f \cdot v \,dx \,ds.
\]

(14)

Let us now estimate the force term. Employing the Cauchy-Schwarz, the Poincaré inequality \([12]\), assumption (S4) and conservation of the volume, we estimate:

\[
\left| \int_0^t \int_{\Omega_\eta(s)} f \cdot v \,dx \,ds \right| \leq \int_0^t \|f\|_{L^2(\Omega_\eta(s))} \|v\|_{L^2(\Omega_\eta(s))} \,ds \\
\leq C (\text{vol}(\Omega_\eta(t)))^{1/2} \int_0^t \|\eta(s)\|_{L^\infty(\omega)} \|\partial_x v\|_{L^2(\Omega_\eta(s))} \,ds \\
\leq C \text{vol}(\Omega_\eta(t)) \int_0^t \|\eta(s)\|_{L^\infty(\omega)}^2 \,ds + \int_0^t \|D(v)\|_{L^2(\Omega_\eta(s))}^2 \,ds,
\]

where \(C > 0\) is a positive constant independent of all variables.

Therefore, the energy inequality \((14)\) can be closed in the following form: for every \(t \in (0, T)\)

\[
\frac{1}{2} \|v(t)\|_{L^2(\Omega_\eta(t))}^2 + \int_0^t \int_{\Omega_\eta(s)} |D(v)|^2 \,dx \,ds \\
+ \frac{\rho}{2} \|\partial_t \eta(t)\|_{L^2(\omega)}^2 + \delta \int_0^t \|\partial_t \partial_x \eta(s)\|_{L^2(\omega)}^2 \,ds + \frac{\beta}{2} \|\partial_x^2 \eta(t)\|_{L^2(\omega)}^2 \\
\leq \frac{\beta}{2} \|\partial_x^2 \eta_0\|_{L^2(\omega)}^2 + C \text{vol}(\Omega_\eta(t)) \int_0^t \|\eta(s)\|_{L^\infty(\omega)}^2 \,ds.
\]

(15)

Next, we estimate the second term on the right-hand side. Using the continuity of the Sobolev embedding \(H^1(\omega) \hookrightarrow L^\infty(\omega)\), there exists a constant \(C_S > 0\) such that for every \(t \in (0, T)\) we have \(\|\eta(t)\|_{L^\infty(\omega)} \leq C_S \|\eta(t)\|_{H^1(\omega)}\). Since the volume of \(\Omega_\eta(t)\) is preserved,
i.e. $\int_\omega \eta(t)dx = \int_\omega \eta_0 dx$, the Poincaré inequality provides
\[ \|\eta(t) - \eta_0\|_{L^2(\omega)} \leq C_P \|\partial_x \eta(t)\|_{L^2(\omega)}, \]
where $\eta_0 = L^{-1} \int_\omega \eta_0 dx$ and $C_P > 0$ is the Poincaré constant. The triangle inequality then gives
\[ \|\eta(t)\|_{L^2(\omega)} \leq \|\eta(t) - \eta_0\|_{L^2(\omega)} + \|\eta_0\|_{L^2(\omega)} \leq C \left( \|\partial_x \eta(t)\|_{L^2(\omega)} + \eta_0 \right), \]
and another application of the Poincaré inequality for $\omega$-periodic functions yields
\[ \|\eta(t)\|_{H^1(\omega)} \leq C \left( \|\partial_x \eta(t)\|_{L^2(\omega)} + \eta_0 \right). \]
Therefore, the right-hand side of (15) can be controlled with
\[ \frac{\beta}{2} \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 + C \text{vol}(\Omega_{\eta_0}) \int_0^\hat{t} \|\partial^2_x \eta(s)\|_{L^2(\omega)}^2 ds + C t \text{vol}(\Omega_{\eta_0}) \eta_0^2. \]
In order to close the energy estimate, we finally employ the Grönwall inequality. Namely,
\[ \frac{\beta}{2} \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 \leq \frac{\beta}{2} \|\partial^2_x \eta_0\|_{L^2(\omega)}^2 + C t \text{vol}(\Omega_{\eta_0}) \eta_0^2 + C \text{vol}(\Omega_{\eta_0}) \int_0^\hat{t} \|\partial^2_x \eta(s)\|_{L^2(\omega)}^2 ds \]
implies
\[ \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 \leq \left( \|\partial^2_x \eta_0\|_{L^2(\omega)}^2 + 2 C t \text{vol}(\Omega_{\eta_0}) \eta_0^2 / \beta \right) \exp \left( C t \text{vol}(\Omega_{\eta_0}) / \beta \right). \]
Taking into account the scalings (S1)-(S2) and smallness of the initial data (S3) we find
\[ \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 \leq C \varepsilon^2 (1 + \hat{t}) \exp(C t) \leq C \varepsilon^2 \]
for all $\hat{t} \in (0, \hat{T})$, where $\hat{t} = t/T$ and $\hat{T}$ is the rescaled time horizon. Employing (16) and the Korn equality (13) in (15), together with the scalings (S1)-(S2) and smallness of the initial data, we arrive to the energy estimate: for every $t \in (0, \hat{T})$
\[ \frac{1}{2} \|\mathbf{v}(t)\|_{L^2(\Omega_{\eta}(t))}^2 + \frac{\varepsilon^{-2}}{2} \int_{\Omega_{\eta}(s)} |\nabla \mathbf{v}|^2 d\mathbf{x} ds \]
\[ + \frac{\beta \varepsilon^5}{2} \|\partial_t \eta(t)\|_{L^2(\omega)}^2 + \hat{\delta} \varepsilon^{-r} \int_0^\hat{t} \|\partial_t \partial_x \eta(s)\|_{L^2(\omega)}^2 ds + \frac{\beta \varepsilon^{-1}}{2} \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 \leq C \varepsilon. \]
Neglecting the hats in the sequel, we have proved the following key energy estimate.

**Proposition 2.2.** Let $\mathbf{v}$ and $\eta$ be classical solutions of the system (3)-(6) under scaling assumptions (S1)-(S4), then for every $t \in (0, T)$ it holds
\[ \frac{1}{2} \|\mathbf{v}(t)\|_{L^2(\Omega_{\eta}(t))}^2 + \frac{\varepsilon^{-2}}{2} \int_{\Omega_{\eta}(s)} |\nabla \mathbf{v}|^2 d\mathbf{x} ds \]
\[ + \frac{\rho \varepsilon^5}{2} \|\partial_t \eta(t)\|_{L^2(\omega)}^2 + \delta \varepsilon^{-r} \int_0^t \|\partial_t \partial_x \eta(s)\|_{L^2(\omega)}^2 ds + \frac{\beta \varepsilon^{-1}}{2} \|\partial^2_x \eta(t)\|_{L^2(\omega)}^2 \leq C \varepsilon, \]
where $C > 0$ is independent of $\varepsilon$ and all variables.

2.3. **Weak and strong solutions.** Neglecting hats in the notation, in further we work with FSI problem (3)-(6) under scaling assumptions (S1)-(S4), i.e. the system is considered in the rescaled time. Let us first introduce appropriate solution spaces. The fluid solution space is

$$V_F(t) = \{ v \in H^1(\Omega_t) : \text{div} v = 0, \ v|_{z=0} = 0, \ v \text{ is } \omega - \text{periodic in } x \},$$

then the above energy estimate suggests that, for a given time horizon $T > 0$ appropriate fluid solution space is

$$V_F(0, T; \Omega_t) = L^\infty(0, T; L^2(\Omega_t)) \cap L^2(0, T; V_F(t)),$$

while for the structure, again based on the energy estimate, we choose the solution space to be

$$V_S(0, T; \omega) = W^{1, \infty}(0, T; L^2(\omega)) \cap L^\infty(0, T; H^2_\#(\omega)) \cap H^1(0, T; H^1_\#(\omega)).$$

Employing the Reynolds transport theorem we find

$$\int_0^T \int_{\Omega_t} \partial_t v \cdot \varphi \, dx dt = - \int_0^T \int_{\Omega_t} v \cdot \partial_t \varphi \, dx dt - \varepsilon^2 \int_0^T \int_\omega (\partial_t \eta)^2 \varphi_2 \, dx dt$$

for all test functions $\varphi \in C^1_c([0, T]; V_F(t))$. On the other hand, performing integration by parts in the convective term we have

$$\varepsilon^{-2} \int_0^T \int_{\Omega_t} (v \cdot \nabla) v \cdot \varphi \, dx dt = -\varepsilon^{-2} \int_0^T \int_{\Omega_t} (v \cdot \nabla) \varphi \cdot v \, dx dt + \varepsilon^2 \int_0^T \int_\omega (\partial_t \eta)^2 \varphi_2 \, dx dt.$$

In both inequalities we used kinematic boundary condition (6), which after rescaling of the time reads $v = (0, \varepsilon^2 \partial_t \eta)$ on $\omega$. Therefore, summing up the last two identities we obtain the weak formulation of the inertial term as in the following definition.

**Definition 2.1.** We call $(v, \eta) \in V_F(0, T; \Omega_t) \times V_S(0, T; \omega)$ a weak solution of the FSI problem (3)-(6) if for every $(\varphi, \psi) \in C^1_c([0, T]; V_F(t) \times H^2_\#(\omega))$ satisfying $\varphi(x, \eta(x, t), t) = \psi(x, t) e_z$ it holds

$$- \int_0^T \int_{\Omega_t} (v \cdot \partial_t \varphi + \varepsilon^{-2} (v \cdot \nabla) \varphi \cdot v) \, dx dt + 2 \varepsilon^{-2} \int_0^T \int_{\Omega_t} D(v) : \nabla \varphi \, dx dt$$

$$- \rho \varepsilon^3 \int_0^T \int_\omega \partial_t \eta \partial_t \psi \, dx dt + \delta \varepsilon^{-r} \int_0^T \int_\omega \partial_x \partial_t \eta \partial_x \psi \, dx dt + \beta \varepsilon^{-3} \int_0^T \int_\omega \partial_x^2 \eta \partial_x^2 \psi \, dx dt$$

$$= \varepsilon^{-2} \int_0^T \int_{\Omega_t} f \cdot \varphi \, dx dt$$

and the time rescaled version of (18) is satisfied in the sense of traces. Moreover, the energy inequality (18) is satisfied for a.e. $t \in (0, T)$. 

The existence of weak solutions is by now well-established in the literature, see e.g. [7, 34]. However, the question of time globality of weak solutions is rather open. More precisely, the existence results assert the following: either $T = \infty$ or $\lim_{t \uparrow T} \min_{x \in \Omega} \eta(x, t) = 0$, i.e. weak solutions exist as long as there is no contact between the elastic and rigid boundary. Even though there are results that contact will not occur in the case when the structure is rigid [21], to the best of our knowledge there are no global in time existence results for weak solutions to problem (3)-(6).

Remark 2.1. Unlike in the case of the standard Navier-Stokes equations with rigid walls, the pressure in problem (3)-(6) uniquely determined. Physically the reason is that the structure is deformable so it ”can feel” the pressure.

Since the contact issue is unresolved for weak solutions, our subsequent analysis relies on the concept of strong solutions for which the global well-posedness is available. We start with the definition taken from [17, cf. Definition 1].

**Definition 2.2.** We call $(v, p, \eta)$ a strong solution of the FSI problem (3)-(6) on $(0, T)$ if

\[
\eta \in H^2(0, T; L^2(\omega)) \cap L^2(0, T; H^4(\omega)), \quad \eta^{-1} \in L^\infty(0, T; L^\infty(\omega)),
\]

\[
v \in H^1(0, T; L^2(\Omega_\eta(t))) \cap L^2(0, T; H^2(\Omega_\eta(t))),
\]

\[
p \in L^2(0, T; H^1(\Omega_\eta(t))),
\]

and equations (3)–(4) are satisfied a.e. in $\Omega_\eta(t) \times (0, T)$, equations (5)–(6) are satisfied a.e. in $\omega \times (0, T)$, and initial conditions and the no-slip boundary condition are satisfied a.e.

The global well-posedness result is asserted by the following theorem also taken from [17, cf. Theorem 1].

**Theorem 2.3.** Let $\eta_0 \in H^3(\omega)$ be strictly positive and $T > 0$ given time horizon. For every $\varepsilon > 0$ there exists a unique global-in-time strong solution $(v^\varepsilon, p^\varepsilon, \eta^\varepsilon)$ to problem (3)-(6) with initial conditions $v_0 = 0$, $\eta_0^\varepsilon = \varepsilon \eta_0$, $\eta_\varepsilon = 0$ and the right hand side $f \in L^\infty(0, T; L^\infty(\mathbb{R}^2))$.

Remark 2.2. In fact the strong solutions in [17] have been constructed for FSI problem without the fluid volume force. But the result can be straightforwardly extended to include the right hand side $f$ in (3).

3. Uniform estimates

3.1. Uniform estimates for the structure displacements. Taking into account the volume preservation, the energy estimate [18] immediately gives

**Corollary 3.1.** Let $(\eta^\varepsilon)$ be a family of structure displacements constructed in Theorem 2.3. There exists a constant $C > 0$, independent of $\varepsilon$, such that

\[
\|\eta^\varepsilon\|_{L^\infty(0, T; H^4(\omega))} \leq C \varepsilon.
\]
Proof. Employing the Poincaré inequality twice, we find
\[
\|\eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))} + \|\partial_x \eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))} + \|\partial_x^2 \eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))}
\leq C\|\partial_x \eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))} + C\eta^2_0 + \|\partial_x^2 \eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))}
\leq C \left(\|\partial_x^2 \eta^\varepsilon\|^2_{L^\infty(0,T;L^2(\omega))} + \eta^2_0\right).
\]

Energy inequality (18) and assumption on smallness of the initial data now yield the statement. \qed

Theorem 2.3 states that for every $\varepsilon > 0$ there exists a unique solution $(\nu^\varepsilon, \eta^\varepsilon)$ such that $\eta^\varepsilon(x,t) > 0$ for a.e. $(x,t) \in \omega \times (0, \infty)$. On the other hand, from the previous corollary we conclude that $\eta^\varepsilon(x,t) \to 0$ as $\varepsilon \to 0$. Since our goal is to derive the effective equation for the first approximation of $\eta^\varepsilon$ which is of the form $\varepsilon h(x,t)$, our first step is to prove that $h(x,t)$ is strictly positive and uniformly bounded from below with a positive constant. This is precisely the statement of the following proposition.

**Proposition 3.2.** Let $(\eta^\varepsilon)$ be a family of structure displacements constructed in Theorem 2.3. There exists a constant $c > 0$, independent of $\varepsilon$, such that
\[
\frac{\eta^\varepsilon(x,t)}{\varepsilon} \geq c \quad \text{for a.e.} \quad (x,t) \in \omega \times (0,T).
\]

In the proof, we follow the arguments from [17] and adapt it to our setting. More precisely, we reprove [17, Proposition 3], but taking into account the scaling assumptions on the coefficients, initial data, and the energy estimate (18). We will not repeat every detail here, but we focus on the estimates involving the small parameter $\varepsilon$. The main idea is to test equation (5) with $\partial_x^2 \eta^\varepsilon$. Therefore, we need to construct the corresponding divergence-free test function for the fluid equation (3), which satisfies the kinematic coupling condition. This is achieved by defining the stream function
\[
\psi^\varepsilon(x,z,t) = \partial_x \eta^\varepsilon(x,t) \chi\left(\frac{z}{\eta^\varepsilon(x,t)}\right),
\]
where $\chi(z) = z^2(3 - 2z)$ is a cut-off function. Necessary estimates for the stream function are collected in the following lemma, which is a version of [17, Proposition 8] adapted to our setting.

**Lemma 3.3 (Stream function estimates).** Let $T > 0$ be a given time horizon, let $\eta^\varepsilon$ be the structure displacement component of the global strong solution from Theorem 1.1 and let $\psi^\varepsilon$ be the stream function defined by (22). Then the following estimates for the stream function...
Equation (83)): for a.e. 

\[ \text{for all } (x, z, t) \in \Omega, \text{ for all } t \in (0, T), \]

\[ \| \partial_t \psi^\varepsilon(t) \|_{L^2(\Omega)} \leq C \varepsilon^{3/2}, \text{ for all } t \in (0, T), \]

\[ \| \partial_y \psi^\varepsilon(t) \|_{L^2(\Omega)} \leq C \varepsilon^{3/4}, \text{ for all } t \in (0, T), \]

\[ \| \partial_x \psi^\varepsilon(t) \|_{L^2(\Omega)} \leq C \varepsilon^{3/2}, \text{ for all } t \in (0, T), \]

\[ \int_0^T \left( \varepsilon^{1/2} \| \partial_x^2 \psi^\varepsilon(s) \|_{L^2(\Omega)}^2 + \varepsilon^{1/2} \| \partial_x^2 \psi^\varepsilon(s) \|_{L^2(\Omega)}^3 \right) ds \leq C \varepsilon^{3/2}. \]

The proof of Lemma 3.3 is deferred to Appendix A.2.

**Proof of Proposition 3.2.** Let us define the fluid test function \( \varphi^\varepsilon \) by \( \varphi^\varepsilon = \nabla \cdot \xi^\varepsilon = (-\partial_y \psi^\varepsilon, \partial_x \psi^\varepsilon). \) Now we test equations (3) and (5) with \( \varphi^\varepsilon \) and \( \partial_x \psi^\varepsilon \), respectively. Following the calculations in [17, Equation (83)] and rescaling time and data according to (S1)-(S2), we obtain (cf. [17, Equation (83)]): for a.e. \( t \in (0, T) \)

\[
\frac{d}{dt} \left( \frac{\varepsilon^3}{2} \| \partial_x^2 \psi^\varepsilon(t) \|_{L^2(\Omega)}^2 \right) + \left( \frac{6}{\eta_0(t)} \right) \left( \frac{\varepsilon^3}{2} \| \partial_x^2 \psi^\varepsilon(t) \|_{L^2(\Omega)}^2 \right) ds + \frac{\beta}{\varepsilon^3} \int_0^t \| \partial_x^2 \psi^\varepsilon(s) \|_{L^2(\Omega)}^2 \psi^\varepsilon \psi^\varepsilon ds + \varepsilon^{-2} \int_0^t \int_{\Omega(s)} \partial_x \psi^\varepsilon \cdot \nabla \psi^\varepsilon ds + \varepsilon^{-2} \int_0^t \int_{\Omega(s)} f \cdot \varphi^\varepsilon ds.
\]

In the sequel we estimate all terms on the right hand side. The first two terms can be estimated directly from [18]:

\[
\varepsilon^3 \rho \int_0^t \| \partial_x \psi^\varepsilon(s) \|_{L^2(\Omega)}^2 ds + \varepsilon^3 \rho \int_0^t \partial_t \psi^\varepsilon(t) \partial_x^2 \psi^\varepsilon(t) dx \leq C \varepsilon^{r+2} + \varepsilon^3 \rho \| \partial_x \psi^\varepsilon(s) \|_{L^2(\Omega)}^2 + \varepsilon^3 \rho \| \partial_x^2 \psi^\varepsilon(t) \|_{L^2(\Omega)} \leq C \varepsilon^{r+2} + C \varepsilon^2 \leq C \varepsilon^2,
\]

for \( \varepsilon \) small enough. Moreover, by assumption on the initial data we have \( \| 6/\eta_0(t) \|_{L^1(\Omega)} = C/\varepsilon \).

The remainder of the proof consists of estimating integral terms \( I_1, I_2 \) and \( I_3 \), where we repeatedly use the stream function estimates from Lemma 3.3. First, utilizing [18], (27) and
the Young inequality, we have

\[
|I_1| \leq C \| \partial_x^2 \psi^\varepsilon \|_{L^2(0,t;L^2(\Omega_\eta))} \| \nabla \psi^\varepsilon \|_{L^2(0,t;L^2(\Omega_\eta))} \\
\leq C \varepsilon^{3/2} \left( \int_0^t \left( \varepsilon \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^2 + \varepsilon^{3/2} \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^{3/2} \right) ds \right)^{1/2} \\
\leq C \varepsilon^3 + \kappa \varepsilon \left( \int_0^t \left( \| \partial_x^3 \psi^\varepsilon(s) \|_{L^2(\omega)}^2 + \varepsilon^{1/2} \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^{3/2} \right) ds \right) \\
\leq C \varepsilon^3 + \frac{7\varepsilon}{4} \int_0^t \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^2 ds.
\]

In order to estimate \( I_2 \), we split the integral into two parts. First, employing the Reynolds transport theorem, we estimate the term with the time derivative:

\[
\left| \int_0^t \int_{\Omega_\eta(s)} \partial_t \psi^\varepsilon \cdot \varphi^\varepsilon dx ds \right| = \frac{d}{dt} \left( \int_0^t \int_{\Omega_\eta(s)} \psi^\varepsilon \cdot \varphi^\varepsilon dx ds \right) - \int_0^t \int_{\Omega_\eta(s)} \psi^\varepsilon \cdot \partial_t \varphi^\varepsilon dx ds \\
+ \varepsilon^2 \int_0^t \int_\omega (\partial_t \psi^\varepsilon)^2 \partial_x^2 \eta^\varepsilon dx ds \\
\leq \frac{\| \psi^\varepsilon(t) \|_{L^2(\Omega_\eta(t))} \| \varphi^\varepsilon(t) \|_{L^2(\Omega_\eta(t))}}{I_{21}} \\
+ \frac{\| \partial_t \psi^\varepsilon \|_{L^1(\omega)}^2 \| \partial_x^2 \eta^\varepsilon \|_{L^2(\omega)} ds}{I_{22}} \quad \text{and} \\
+ \varepsilon^2 \int_0^t \| \partial_t \eta^\varepsilon \|_{L^2(\omega)}^2 \| \partial_x^2 \eta^\varepsilon \|_{L^2(\omega)} ds. \\
\]

In the following we estimate the obtained terms on the right hand side separately. Utilizing the energy estimate (18) and the stream function estimates (24) and (25) we get

\[
I_{21} \leq \| \psi^\varepsilon(t) \|_{L^2(\Omega_\eta(t))} \| \nabla \psi^\varepsilon(t) \|_{L^2(\Omega_\eta(t))} \\
\leq C \varepsilon^{1/2} \left( \varepsilon^{3/2} + \varepsilon^{3/4} \left( \frac{1}{\eta^\varepsilon(t)} \right)^{1/4} \right) \leq C \varepsilon^2 + C \varepsilon^{5/3} + \frac{1}{4} \left( \frac{1}{\eta^\varepsilon(t)} \right)^{1/4}.
\]
Using the definition $\varphi^e = \nabla^\perp \psi^e$ and integrating by parts we obtain

$$I_{22} = \left| \int_0^t \int_{\Omega_\epsilon(s)} (v_2^e, -v_1^e) \cdot \nabla \partial_t \psi^e \, dx \, ds \right|$$

$$= \left| \int_0^t \int_{\Omega_\epsilon(s)} (\partial_y v_1^e - \partial_x v_2^e) \partial_t \psi^e \, dx \, ds \right| + \varepsilon^2 \int_0^t \int_\omega \partial_t \eta^e \partial_x \eta^e \partial_t x \eta^e \, dx \, ds$$

$$\leq \| \nabla v^e \|_{L^2(0,t;L^2(\Omega_\epsilon))} \| \partial_t \psi^e \|_{L^2(0,t;L^2(\Omega_\epsilon))} + \varepsilon^2 \int_0^t \| \partial_x \eta^e \|_{L^{\infty}(\omega)} \| \partial_t \eta^e \|_{L^2(\omega)} \| \partial_t x \eta^e \|_{L^2(\omega)} \, ds$$

$$\leq C \varepsilon^{3/2} \left( \varepsilon^r + \varepsilon^{-4} \int_0^t \| \partial_x^2 \eta^e(s) \|_{L^2(\omega)} \, ds \right)^{1/2}$$

$$+ \varepsilon^2 \| \partial_x \eta^e \|_{L^\infty(0,t;L^\infty(\omega))} \| \partial_t \eta^e \|_{L^\infty(0,t;L^2(\omega))} \int_0^t \| \partial_t x \eta^e \|_{L^2(\omega)} \, ds$$

$$\leq \frac{C}{\varepsilon} + \varepsilon^{r+4} + \int_0^t \| \partial_x^2 \eta^e(s) \|_{L^2(\omega)} \, ds + C \varepsilon^{(r+1)/2}$$

$$\leq \frac{C}{\varepsilon} + C + \int_0^t \| \partial_x^2 \eta^e(s) \|_{L^2(\omega)}^2 \, ds$$

for $\varepsilon$ small enough. Above we used the energy estimate (18), the stream function estimate (26) and the Young inequality. Combining the continuity of the Sobolev embedding $L^4(\omega) \hookrightarrow H^{1}(\omega)$ and the Hölder inequality, we find

$$I_{23} \leq C \int_0^t \| \partial_t \eta^e \|_{L^2(\omega)} \| \partial_x^2 \eta^e \|_{L^2(\omega)} \, ds \leq C \| \partial_x^2 \eta^e \|_{L^{\infty}(0,t;L^2(\omega))} \int_0^t \| \partial_t \eta^e \|_{L^2(\omega)}^2 \, ds \leq C \varepsilon^r.$$
Next we estimate the convective term in $I_2$:

\[
\left| \int_0^t \int_{\Omega(t)} (\mathbf{v}^\varepsilon \cdot \nabla) \mathbf{v}^\varepsilon \cdot \varphi^\varepsilon \, d\mathbf{x} \, ds \right|
\]

\[
\leq \int_0^t \int_\omega \left( \int_0^{\eta(x,s)} |\mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \left( \int_0^{\eta(x,s)} |\nabla \mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \sup_z |\varphi^\varepsilon| \, dx \, ds
\]

\[
\leq C \int_0^t \int_\omega \left( \int_0^{\eta(x,s)} |\mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \left( \int_0^{\eta(x,s)} |\nabla \mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \left| \partial_x^2 \eta^\varepsilon(x,s) \right| \, dx \, ds
\]

\[
+ C \int_0^t \int_\omega \left( \int_0^{\eta(x,s)} |\mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \left( \int_0^{\eta(x,s)} |\nabla \mathbf{v}^\varepsilon|^2 \, dz \right)^{1/2} \frac{\varepsilon}{\eta^\varepsilon(x,s)} \, dx \, ds,
\]

where we used the stream estimate (23). Integral term $I_{24}$ is estimated as follows:

\[
I_{24} \leq \int_0^t \int_\omega \int_0^{\eta(x,s)} |\nabla \mathbf{v}^\varepsilon|^2 \, dz \, dx \, ds + \int_0^t \int_\omega \left( \int_0^{\eta(x,s)} |\mathbf{v}^\varepsilon|^2 \, dz \right) |\partial_x^2 \eta^\varepsilon|^2 \, dx \, ds
\]

\[
\leq C \varepsilon^3 + \int_0^t \|\mathbf{v}^\varepsilon\|^2_{L^2(\Omega(t))} \|\partial_x^2 \eta^\varepsilon\|^2_{L^\infty(\omega)} \, ds \leq C \varepsilon^3 + C \|\varphi^\varepsilon\|^2_{L^\infty(0,t;L^2(\Omega(t)))} \int_0^t \|\partial_x^2 \eta^\varepsilon\|^2_{L^2(\omega)} \, ds
\]

\[
\leq C \varepsilon^3 + C \varepsilon \int_0^t \|\partial_x^3 \eta^\varepsilon\|^2_{L^2(\omega)} \, ds,
\]

where we used the energy inequality [18] and the continuity of the 1D Sobolev embedding $L^\infty(\omega) \hookrightarrow H^1(\omega)$. In order to estimate $I_{25}$, note that (cf. [12])

\[
\int_0^{\eta(x,t)} |\mathbf{v}^\varepsilon|^2 \, dz \leq \frac{1}{2} \eta^\varepsilon(x,t)^2 \int_0^{\eta(x,t)} |\partial_x \mathbf{v}^\varepsilon|^2 \, dz.
\]

Employing the latter in $I_{25}$ we obtain

\[
I_{25} \leq C \varepsilon \|\nabla \mathbf{v}^\varepsilon\|^2_{L^2(0,t;L^2(\Omega(t)))} \leq C \varepsilon^4.
\]

Finally, we estimate the force term $I_3$:

\[
|I_3| \leq \|f\|_{L^\infty(0,t;L^\infty(\Omega(t)))} \int_0^t \int_{\Omega(t)} |\varphi^\varepsilon| \, dx \, ds \leq C \left( \int_\omega \eta^\varepsilon(x,t) \, dx \right)^{1/2} \|\nabla \psi^\varepsilon\|^2_{L^\infty(0,t;L^2(\Omega(t)))}
\]

\[
\leq C \varepsilon^{1/2} \left( \varepsilon^{3/2} + \varepsilon^{3/4} \left\| \frac{1}{\eta^\varepsilon} \right\|_{L^\infty(0,t;L^1(\omega))}^{1/4} \right) \leq C \varepsilon^2 + \frac{\varepsilon^2}{4} \left\| \frac{1}{\eta^\varepsilon} \right\|_{L^\infty(0,t;L^1(\omega))}.
\]
Putting all together, for \( \varepsilon \) small enough, we obtain
\[
\left\| \frac{1}{\eta^\varepsilon} \right\|_{L^\infty(0,T;L^1(\omega))} \leq \frac{C}{\varepsilon}.
\]
Combining the latter with the energy estimate (18) we get the uniform estimate
\[
(30) \quad \left\| \frac{\varepsilon}{\eta^\varepsilon} \right\|_{L^\infty(0,T;L^1(\omega))} + \left\| \frac{\eta^\varepsilon}{\varepsilon} \right\|_{L^\infty(0,T;H^2_\#(\omega))} \leq C,
\]
where the constant \( C \) does not depend on \( \varepsilon \). Having at hand (30), we can invoke [17, Proposition 7] to conclude that
\[
(31) \quad \left\| \frac{\varepsilon}{\eta^\varepsilon} \right\|_{L^\infty(0,T;L^\infty(\omega))} \leq C.
\]
This finishes the proof of Proposition 3.2.

Due to nonlinearities which appear in the original model, in the course of the derivation of the reduced model, we will also need a strong convergence of the sequence of structure displacements \( \eta^\varepsilon \). Therefore, a uniform estimate on the time derivative \( (\partial_t \eta^\varepsilon) \) will be in order (cf. Proposition 4.1), but before that we need uniform estimates on the fluid velocity.

3.2. Uniform estimates for the fluid velocity. In order to obtain uniform estimates for the fluid velocity, we need to re-write the system (3)-(6) on the fixed domain \( \Omega \times (0,T) \), where \( \Omega = \omega \times (0,1) \subset \mathbb{R}^2 \). For that purpose we introduce the following change of spatial variables:
\[
(32) \quad \left( \begin{array}{c} \hat{x} \\ \hat{y} \end{array} \right) = \left( \begin{array}{c} \frac{x}{\eta^\varepsilon(x,t)} \\ \frac{z}{\eta^\varepsilon(x,t)} \end{array} \right),
\]
where new variables are denoted by hats. The rescaled spatial gradient can be calculated as
\[
(33) \quad \nabla^\varepsilon_{\eta^\varepsilon} = \left( \begin{array}{c} \partial_x - \hat{y} \frac{\partial_x \eta^\varepsilon}{\eta^\varepsilon} \partial_y \\ \frac{1}{\eta^\varepsilon} \partial_y \end{array} \right) = \left( \begin{array}{c} \partial_x - \hat{y} \frac{\partial_x \hat{\eta}^\varepsilon}{\hat{\eta}^\varepsilon} \partial_y \\ \frac{1}{\varepsilon \hat{\eta}^\varepsilon} \partial_y \end{array} \right),
\]
where we, motivated by (20), introduced the rescaled displacement \( \hat{\eta}^\varepsilon(x,t) = \varepsilon^{-1} \eta^\varepsilon(x,t) \). Jacobian of the spatial transformation (32) then equals \( (\varepsilon \hat{\eta}^\varepsilon)^{-1} \), while the Jacobian of the full space-time transformation (32) with the time scale (S2) equals \( \varepsilon (\hat{\eta}^\varepsilon)^{-1} \).

Writing down the fluid dissipation term from the energy dissipation inequality (18) in transformed variables implies the following uniform estimate for the fluid velocity \( \mathbf{v}^\varepsilon(\hat{x}, \hat{y}, t) = \)
\( \mathbf{v}^\varepsilon(x, z, t) \) on the fixed domain: for a.e. \( t \in (0, T) \)

\[
(34) \int_0^t \int_{\Omega} |\nabla_\eta \hat{\mathbf{v}}^\varepsilon|^2 \hat{\eta}^\varepsilon \, d\hat{x} \, ds \leq C\varepsilon^2.
\]

In particular, this implies

\[
(35) \int_0^t \int_{\Omega} |\partial_y \hat{\mathbf{v}}^\varepsilon|^2 \, d\hat{x} \, ds \leq C\varepsilon^4.
\]

Employing the Poincaré inequality \( \text{(12)} \) on the rescaled domain and estimate \( \text{(20)} \) we find: for a.e. \( t \in (0, T) \)

\[
\int_0^t \int_{\Omega} |\partial_y \hat{\mathbf{v}}^\varepsilon|^2 \, d\hat{x} \, ds \leq C\varepsilon^2 \int_0^t \int_{\Omega} |\nabla_\eta \hat{\mathbf{v}}^\varepsilon|^2 \hat{\eta}^\varepsilon \, d\hat{x} \, ds \leq C\varepsilon^4.
\]

Therefore, rescaling the fluid velocity \( \hat{\mathbf{v}}^\varepsilon \) according to \( \tilde{\mathbf{v}}^\varepsilon = \varepsilon^{-2} \hat{\mathbf{v}}^\varepsilon \), we obtain the following uniform estimates:

\[
\| \partial_y \tilde{\mathbf{v}}^\varepsilon \|_{L^2(0, T; L^2(\Omega))} \leq C, \quad (36)
\]

\[
\| \tilde{\mathbf{v}}^\varepsilon \sqrt{\hat{\eta}^\varepsilon} \|_{L^2(0, T; L^2(\Omega))} \leq C. \quad (37)
\]

3.3. **Uniform estimate for the pressure.** Let us write down the weak formulation of the original FSI problem which also involves the pressure term and let us take all scalings from above into account, but neglecting hats and tildas. Then for every test function \( \varphi \) compactly supported in \( \Omega \times (0, T) \) we have

\[
\int_0^T \int_{\Omega} p_\varepsilon(\nabla_\eta \cdot \varphi) \eta^\varepsilon \, d\mathbf{x} \, dt = -\varepsilon^4 \int_0^T \int_{\Omega} \mathbf{v}^\varepsilon \cdot \partial_t \varphi \eta^\varepsilon \, d\mathbf{x} \, dt + \varepsilon^4 \int_0^T \int_{\Omega} (\mathbf{v}^\varepsilon \cdot \nabla_\eta^\varepsilon) \mathbf{v}^\varepsilon \cdot \varphi \eta^\varepsilon \, d\mathbf{x} \, dt + 2\varepsilon^2 \int_0^T \int_{\Omega} D_\eta^\varepsilon(\mathbf{v}^\varepsilon) : D_\eta^\varepsilon(\varphi) \eta^\varepsilon \, d\mathbf{x} \, dt - \int_0^T \int_{\Omega} \mathbf{f}^\varepsilon \cdot \varphi \eta^\varepsilon \, d\mathbf{x} \, dt. \quad (38)
\]

The structure terms vanish due to compact support of \( \varphi \). We decompose the pressure functional as

\[
P_\varepsilon(\varphi) := \int_0^T \int_{\Omega} p_\varepsilon(\nabla_\eta \cdot \varphi) \eta^\varepsilon \, d\mathbf{x} \, dt = P_1^\varepsilon(\varphi) + P_2^\varepsilon(\varphi),
\]

where

\[
P_1^\varepsilon(\varphi) = -\varepsilon^4 \int_0^T \int_{\Omega} \mathbf{v}^\varepsilon \cdot \partial_t \varphi \eta^\varepsilon \, d\mathbf{x} \, dt,
\]

\[
P_2^\varepsilon(\varphi) = \varepsilon^4 \int_0^T \int_{\Omega} (\mathbf{v}^\varepsilon \cdot \nabla_\eta^\varepsilon) \mathbf{v}^\varepsilon \cdot \varphi \eta^\varepsilon \, d\mathbf{x} \, dt + 2\varepsilon^2 \int_0^T \int_{\Omega} D_\eta^\varepsilon(\mathbf{v}^\varepsilon) : D_\eta^\varepsilon(\varphi) \eta^\varepsilon \, d\mathbf{x} \, dt - \int_0^T \int_{\Omega} \mathbf{f}^\varepsilon \cdot \varphi \eta^\varepsilon \, d\mathbf{x} \, dt.
\]
Utilizing uniform estimates (20), (21), (35), (37) and assumption (S4) on the volume force, we obtain the following estimates:

\[ |P_\varepsilon(\varphi)| \leq \varepsilon^4 \| \eta^\varepsilon \mathbf{v}^\varepsilon \|_{L^2(\Omega_T)} \| \partial_t \varphi \|_{L^2(\Omega_T)} \leq C \varepsilon^4 \| \varphi \|_{H^1_0(\Omega_T)}, \]

\[ |P_2^\varepsilon(\varphi)| \leq \varepsilon^4 \left| \int_0^T \int_\Omega (\mathbf{v}^\varepsilon \cdot \nabla \eta^\varepsilon) \mathbf{v}^\varepsilon \cdot \varphi \eta^\varepsilon \, dx \, dt \right| + 2 \varepsilon^2 \| \eta^\varepsilon \mathbf{D}^\varepsilon(\mathbf{v}^\varepsilon) \|_{L^2(\Omega_T)} \| \mathbf{D}^\varepsilon(\varphi) \|_{L^2(\Omega_T)} \]

\[ \leq C \| \varphi \|_{L^2(0,T;H_0^1(\Omega))}, \]

where \( \Omega_T \equiv \Omega \times (0,T) \) and \( C > 0 \) is independent of \( \varepsilon \). In this way we have proved the uniform boundedness of a sequence of functionals \( (P_\varepsilon) \subset H^{-1}(\Omega_T) \),

\[ \| P_\varepsilon \|_{H^{-1}(\Omega_T)} \leq C. \]

Moreover, we have proved the following uniform estimates:

\[ \| P_1^\varepsilon \|_{H^{-1}(\Omega_T)} \leq C \varepsilon^4 \quad \text{and} \quad \| P_2^\varepsilon \|_{L^2(0,T;H^{-1}(\Omega))} \leq C, \]

which (on a subsequence as \( \varepsilon \downarrow 0 \)) imply

\[ P_1^\varepsilon \rightarrow 0 \quad \text{strongly in} \quad H^{-1}(\Omega_T), \]

\[ P_2^\varepsilon \rightharpoonup P \quad \text{weakly in} \quad L^2(0,T;H^{-1}(\Omega)). \]

4. Derivation of the reduced model – proof of Theorem 1.1

In this section we derive the reduced model by letting \( \varepsilon \downarrow 0 \) and thus prove our main result, Theorem 1.1. The proof is devised into several steps. Based on the uniform estimates from the previous section we first identify weak (strong) limits, and then we identify relations between them. Finally, we interpret the obtained reduced model as a weak formulation of the sixth-order thin-film type equation.

4.1. Weak (and strong) convergence results.

Proposition 4.1. Let \( (\eta^\varepsilon) \) be a sequence of rescaled structure displacements, then there exists a constant \( C > 0 \), independent of \( \varepsilon \), such that

\[ \| \partial_t \eta^\varepsilon \|_{L^2(0,T;H^{-1}(\omega))} \leq C, \]

where \( H^{-1}(\omega) \) denotes the dual of \( H_0^1(\omega) \). Moreover, the following estimate holds:

\[ \| \partial_t \eta^\varepsilon \|_{L^2(0,T;H_0^1(\omega))} \leq C \varepsilon^{(r-3)/2}. \]

Proof. The second inequality follows directly the energy inequality (18). However, notice that for \( r < 3 \) it is not uniform in \( \varepsilon \) and therefore we need to prove uniform estimate in weaker norm to obtain convergence of \( \eta^\varepsilon \) via Aubin-Lions lemma.
From the divergence free condition \( \nabla^e \cdot v^e = 0 \) on \( \Omega \times (0,T) \) we obtain
\[
\partial_y v^e_2 = -\varepsilon \eta^e \left( \partial_x - y \frac{\partial_x \eta^e}{\eta^e} \partial_y \right) v^e_1,
\]
which yields
\[
v^e_2|_{\omega \times \{1\}} = -\varepsilon \eta^e \int_0^1 \left( \partial_x - y \frac{\partial_x \eta^e}{\eta^e} \partial_y \right) v^e_1 \, dy.
\]
On the other hand, rescaling of the kinematic condition gives us \( \partial_t \eta^e = \varepsilon^{-1} v^e_2|_{\omega \times \{1\}} \), which provides
\[
\int_0^T \int_\omega \partial_t \eta^e \phi \, dx dt = \int_0^T \int_\omega \eta^e \int_0^1 \left( \partial_x - y \frac{\partial_x \eta^e}{\eta^e} \partial_y \right) v^e_1 \, dy \phi \, dx dt
\]
for every \( \phi \in L^2(0,T;H^1_#(\omega)) \). Integrating by parts in the latter identity and using uniform estimates (20), (21) and (35) we find
\[
\left| \int_0^T \int_\omega \partial_t \eta^e \phi \, dx dt \right| \leq C \| \phi \|_{L^2(0,T;H^1_#(\omega))},
\]
which implies (45).

Recall than the rescaled displacement is defined by
\[
\hat{\eta}^e(x,t) = \varepsilon^{-1} \eta^e(x,t),
\]
where \( \eta^e \) is the strong solution provided by Theorem 2.3. Neglecting hats in further, uniform estimate (20) then gives \( \| \eta^e \|_{L^\infty(0,T;H^2_#(\omega))} \leq C \), which implies
\[
\eta^e \rightharpoonup h \quad \text{weakly}^* \text{ in } L^\infty(0,T;H^2_#(\omega))
\]
on a subsequence as \( \varepsilon \downarrow 0 \), and the uniform estimate (45) yields
\[
\partial_t \eta^e \rightharpoonup \partial_t h \quad \text{weakly in } L^2(0,T;H^{-1}_#(\omega)).
\]
Furthermore, due to compact and continuous embeddings \( H^2_#(\omega) \hookrightarrow C^1_#(\overline{\omega}) \hookrightarrow H^{-1}_#(\omega) \), respectively, invoking the Aubin-Lions lemma we conclude the strong convergence result
\[
\eta^e \rightarrow h \quad \text{strongly in } C^0([0,T];C^1_#(\overline{\omega})),
\]
which will be essential in the subsequent analysis. Moreover, the uniform no-contact results of Proposition 3.2 gives that \( h(x,t) \geq c > 0 \) for all \((x,t) \in \omega \times (0,T)\), which in addition implies
\[
(\eta^e)^{-1} \rightarrow h^{-1} \quad \text{strongly in } C^0([0,T];C^1_#(\overline{\omega})).
\]

Uniform estimate on the fluid velocity (37) provides
\[
\tilde{v}^e \sqrt{\eta^e} \rightarrow u \quad \text{weakly in } L^2(0,T;L^2(\Omega))
\]
on a subsequence as $\varepsilon \downarrow 0$. Due to the strong convergence results (50) and (51) we conclude that the rescaled fluid velocity $\tilde{v}^\varepsilon$ itself has the weak limit (on a subsequence as $\varepsilon \downarrow 0$), i.e. neglecting tildas we have

\begin{equation}
\tilde{v}^\varepsilon \rightharpoonup u_{h}^{-1/2} =: v \quad \text{weakly in } L^2(0,T; L^2(\Omega)).
\end{equation}

Furthermore, uniform estimate (36) implies

\begin{equation}
\partial_y v^\varepsilon \rightharpoonup g \quad \text{weakly in } L^2(0,T; L^2(\Omega))
\end{equation}

and because of uniqueness of the weak limit we have $g = \partial_y v$.

Let us now carefully analyze the pressure functional. Employing the test function of the form $\varphi = (0, \varphi_2)$ and using estimate (41), we calculate

\begin{equation}
|P^\varepsilon(0, \varphi_2)| = \left| \frac{1}{\varepsilon} \int_0^T \int_\Omega p^\varepsilon \partial_y \varphi_2 \, dx \, dt \right| \leq C \|\varphi_2\|_{H^1_0(\Omega_T)}.
\end{equation}

Therefore, we proved that

\begin{equation}
\partial_y p^\varepsilon \rightarrow 0 \quad \text{strongly in } H^{-1}(\Omega_T).
\end{equation}

Utilizing an arbitrary test function of the form $\varphi = (\varphi_1, 0)$ and integrating by parts we obtain

\begin{equation}
P^\varepsilon(\varphi_1, 0) = -\int_0^T \int_\Omega \eta^\varepsilon \partial_x p^\varepsilon \varphi_1 \, dx \, dt + \int_0^T \int_\Omega \partial_y \eta^\varepsilon \varphi_1 \, dx \, dt.
\end{equation}

Therefore, using the decomposition of $P^\varepsilon$ we can write

\begin{equation}
\int_0^T \int_\Omega \eta^\varepsilon \partial_x p^\varepsilon \varphi_1 \, dx \, dt = \int_0^T \int_\Omega \partial_y \eta^\varepsilon \varphi_1 \, dx \, dt - P^\varepsilon_1(\varphi_1, 0) - P^\varepsilon_2(\varphi_1, 0).
\end{equation}

Now, for an arbitrary $\phi \in H^1_0(0,T; H^2_0(\Omega))$, defining $\varphi_1 = \phi/\eta^\varepsilon$, the latter identity reads

\begin{equation}
\int_0^T \int_\Omega \partial_x p^\varepsilon \phi \, dx \, dt = \int_0^T \int_\Omega \partial_y \eta^\varepsilon \phi \, dx \, dt - P^\varepsilon_1(\frac{\phi}{\eta^\varepsilon}, 0) - P^\varepsilon_2(\frac{\phi}{\eta^\varepsilon}, 0).
\end{equation}

Let us estimate terms on the right hand side. Integrating by parts with respect to $y$ and using identity (54) we find

\begin{equation}
\int_0^T \int_\Omega \partial_y \eta^\varepsilon \phi \, dx \, dt = -\varepsilon P^\varepsilon_1 \left( 0, \frac{\phi}{\eta^\varepsilon} \right).
\end{equation}
Using estimates (39) and (40) we obtain
\[\left| \int_0^T \int_\Omega \frac{\partial_y y \partial_x \eta y}{\eta^3} \phi \, dx \, dt \right| \leq \varepsilon \left| P^\varepsilon_1 \left( 0, \frac{y \partial_x \eta y}{\eta^3} \phi \right) \right| + \varepsilon \left| P^\varepsilon_2 \left( 0, \frac{y \partial_x \eta y}{\eta^3} \phi \right) \right| \]
\[\leq C \varepsilon \left\| \partial_t \left( \frac{\partial_x \eta y}{\eta^3} \phi \right) \right\|_{L^2(\Omega_T)} + C \varepsilon \left\| \frac{\partial_x \eta y}{\eta^3} \phi \right\|_{L^2(0,T;H^1_0(\Omega))} \]
\[\leq C \varepsilon^5 \left\| \partial_t \eta y \right\|_{L^2(0,T;L^2(\omega))} \left\| (\eta y)^{-1} \right\|_{L^\infty(0,T;L^\infty(\omega))} \left\| \phi \right\|_{L^\infty(\Omega_T)} \]
\[+ C \varepsilon^5 \left\| \frac{\partial_x \eta y}{(\eta y)^2} \right\|_{L^\infty(0,T;L^\infty(\omega))} \left\| \partial_t \eta y \right\|_{L^\infty(0,T;L^2(\omega))} \left\| \phi \right\|_{L^2(0,T;L^\infty(\Omega))} \]
\[+ C \varepsilon^5 \left\| \frac{\partial_x \eta y}{\eta y} \right\|_{L^\infty(0,T;L^\infty(\omega))} \left\| \phi \right\|_{L^2(0,T;H^1_0(\Omega))} \]
\[\leq C \varepsilon \left( \varepsilon^{(r+5)/2} + \varepsilon + \varepsilon^4 + 1 \right) \left\| \phi \right\|_{H^1(0,T;H^1_0(\Omega))}. \]

Therefore,
\[\partial_y y \frac{\partial_x \eta y}{\eta^3} \to 0 \quad \text{strongly in } H^{-1}(0,T;H^{-2}(\Omega)). \]

Above we also used uniform estimates (20), (21) and (46). Next,
\[\left| P^\varepsilon_{\phi}(\frac{\phi}{\eta^3},0) \right| \leq C \varepsilon^4 \left\| \partial_t \left( \frac{\phi}{\eta^3} \right) \right\|_{L^2(\Omega_T)} \]
\[\leq C \varepsilon^4 \left\| (\eta y)^{-1} \right\|_{L^\infty(0,T;L^\infty(\omega))} \left\| \partial_t \phi \right\|_{L^2(\Omega_T)} \]
\[+ C \varepsilon^4 \left\| (\eta y)^{-2} \right\|_{L^\infty(0,T;L^\infty(\omega))} \left\| \partial_y \eta y \right\|_{L^2(0,T;L^\infty(\omega))} \left\| \phi \right\|_{L^\infty(0,T;L^2(\Omega))} \]
\[\leq C \varepsilon \left( \varepsilon^{(r+3)/2} + \varepsilon^3 \right) \left\| \phi \right\|_{H^1(\Omega_T)}, \]

which implies
\[P^\varepsilon_1(\frac{\phi}{\eta^3},0) \to 0 \quad \text{strongly in } H^{-1}(0,T;H^{-1}(\Omega)). \]

Finally,
\[\left| P^\varepsilon_{\phi}(\frac{\phi}{\eta^3},0) \right| \leq C \left\| \frac{\phi}{\eta^3} \right\|_{L^2(0,T;H^1_0(\Omega))} \leq C \left\| \phi \right\|_{L^2(0,T;H^1_0(\Omega))}. \]

The latter implies
\[P^\varepsilon_2(\frac{\phi}{\eta^3},0) \rightharpoonup q \quad \text{weakly in } L^2(0,T;H^{-1}(\Omega)) \]
for some \( q \in L^2(0, T; H^{-1}(\Omega)) \). Putting together (58)-(60) we have

\[
\partial_\varepsilon p^\varepsilon \rightharpoonup -q \quad \text{weakly in } H^{-1}(0, T; H^{-2}(\Omega)).
\]

Note from (57) that for an arbitrary test function \( \xi \in H^1_0(0, T; H^2_0(\Omega)) \) satisfying \( \int_\Omega \xi \, dx = 0 \), if we define \( \phi = \int_0^x \xi \), then

\[
\int_0^T \int_\Omega p^\varepsilon \xi \, dx \, dt = - \int_0^T \int_\Omega \partial_y p^\varepsilon \frac{y \partial_x \varepsilon \phi}{\eta^\varepsilon} \, dx \, dt + P_1^\varepsilon(\frac{\phi}{\eta^\varepsilon}, 0) + P_2^\varepsilon(\frac{\phi}{\eta^\varepsilon}, 0).
\]

Now repeating the estimates as above we conclude that there exists \( p \in L^2(0, T; H^{-1}(\Omega)) \) such that\( p^\varepsilon - \pi^\varepsilon \rightharpoonup p \quad \text{weakly in } H^{-1}(0, T; H^{-2}(\Omega)), \)

where \( \pi^\varepsilon = \int_\Omega p^\varepsilon \, dx \).

Let us now estimate the mean value of the pressure \( \pi^\varepsilon \). From the weak formulation of the rescaled FSI problem (cf. (65) below) we have

\[
\int_0^T \int_\Omega p^\varepsilon \partial_\varepsilon \varphi_2 \, dx \, dt = \varepsilon P^\varepsilon(0, \varphi_2) - \rho \varepsilon^6 \int_0^T \int_\Omega \partial_t \eta^\varepsilon \partial_t \psi \, dx \, dt
- \delta \varepsilon^{3-r} \int_0^T \int_\Omega \partial_\varepsilon \eta^\varepsilon \partial_\varepsilon^2 \psi \, dx \, dt + \beta \int_0^T \int_\Omega \partial_\varepsilon^2 \eta^\varepsilon \partial_\varepsilon^2 \psi \, dx \, dt.
\]

For an arbitrary \( \zeta \in H^1_0(0, T) \), taking \( \varphi_2 = y \zeta \) and \( \psi = \zeta \) in (63) we obtain

\[
\int_0^T \pi^\varepsilon \zeta \, dt = \varepsilon P^\varepsilon(0, y\zeta) - \rho \varepsilon^6 \int_0^T \int_\Omega \partial_\varepsilon \eta^\varepsilon \partial_\varepsilon \zeta \, dx \, dt.
\]

Repeating the above estimates once again we find that \( \pi^\varepsilon \to 0 \quad \text{strongly in } H^{-1}(0, T) \).

Therefore, we have

\[
p^\varepsilon \rightharpoonup p \quad \text{weakly in } H^{-1}(0, T; H^{-2}(\Omega))
\]

on a subsequence as \( \varepsilon \downarrow 0 \). From (60), (61) and (62) we readily conclude that \( \partial_\varepsilon p = -q \).

Hence, having \( p \in L^2(0, T; H^{-1}(\Omega)) \) and \( \nabla p \in L^2(0, T; H^{-1}(\Omega)) \) (recall (55)), the Lions-Necas lemma yields \( p \in L^2(0, T; L^2(\Omega)) \).

Going back to (56) and estimating terms on the right hand side like above we obtain

\[
\eta^\varepsilon \partial_\varepsilon p^\varepsilon \rightharpoonup -P \quad \text{weakly in } H^{-1}(0, T; H^{-2}(\Omega)),
\]

where \( P \) is defined in (44). On the other hand, the above convergence results allow us to conclude that

\[
\eta^\varepsilon \partial_\varepsilon p^\varepsilon \rightharpoonup h \partial_\varepsilon p \quad \text{weakly in } H^{-1}(0, T; H^{-2}(\Omega))
\]
with \( h \partial_x p \in L^2(0, T; H^{-1}(\Omega)) \). Thus,

\[
P = -h \partial_x p .
\]

### 4.2. Identification of the reduced model.

Recalling that we work with transformed variables and rescaled unknowns, let us write down the weak formulation of the original FSI problem (3)-(6), which also involves the pressure term:

\[
-\varepsilon^3 \int_0^T \int_{\Omega} v^\varepsilon \cdot \partial_t \varphi \eta^\varepsilon \, dx \, dt + \varepsilon^3 \int_0^T \int_{\Omega} (v^\varepsilon \cdot \nabla \eta^\varepsilon) v^\varepsilon \cdot \varphi \eta^\varepsilon \, dx \, dt \\
+ 2\varepsilon \int_0^T \int_{\Omega} D^\varepsilon_{\eta}(v^\varepsilon) : D^\varepsilon_{\eta}(\varphi) \eta^\varepsilon \, dx \, dt - \frac{1}{\varepsilon} \int_0^T \int_{\Omega} p^\varepsilon (\nabla \eta^\varepsilon \cdot \varphi) \eta^\varepsilon \, dx \, dt \\
- \rho \varepsilon^4 \int_0^T \int_\omega \partial_t \eta^\varepsilon \partial_t \psi \, dx \, dt - \delta \varepsilon^{1-r} \int_0^T \int_\omega \partial_t \eta^\varepsilon \partial_x^2 \psi \, dx \, dt + \frac{\beta}{\varepsilon^2} \int_0^T \int_0^L \partial_x^2 \eta^\varepsilon \partial_x^2 \psi \, dx \, dt
\]

\[
= \frac{1}{\varepsilon} \int_0^T \int_{\Omega} f^\varepsilon \cdot \varphi \eta^\varepsilon \, dx \, dt
\]

where the test functions \((\varphi, \psi) \in C^1_c([0, T); V_F(t) \times H^2_\#(\omega))\) satisfy \(\varphi \big|_{\omega \times \{1\}} = (0, \psi)\).

Notice that the highest order terms in (65) are of order \(\varepsilon^{-2}\). Thus, multiplying (65) by \(\varepsilon^2\) and taking test functions of the form \((\varphi, 0)\) with compact support in \(\Omega \times (0, T)\), in the limit (on a subsequence as \(\varepsilon \downarrow 0\)) we obtain only the pressure term

\[
\int_0^T \int_{\Omega} p \partial_y \varphi_2 \, dx \, dt = 0 .
\]

Limit equation (66) implies that the pressure \(p\) is independent of the vertical variable \(y\). Multiplying again (65) by \(\varepsilon^2\) and taking arbitrary test function \((\varphi, \psi)\) compactly supported in \((0, T)\) such that \(\varphi \big|_{\omega \times \{1\}} = (0, \psi)\), in the limit (on a subsequence as \(\varepsilon \downarrow 0\)) we obtain

\[
\chi_{\{r=3\}} \delta \int_0^T \int_\omega h \partial_x \partial_x^2 \psi \, dx \, dt + \beta \int_0^T \int_\omega \partial_x^2 h \partial_x^2 \psi \, dx \, dt = \int_0^T \int_\omega p \psi \, dx \, dt ,
\]

where \(\chi_{\{r=3\}} = 1\) if \(r = 3\), and 0 otherwise. More precisely, the integral on the right hand side comes as follows:

\[
\int_0^T \int_\omega p \partial_y \varphi_2 \, dx \, dt = \int_0^T \int_\omega \int_0^1 \partial_y \varphi_2 \, dy \, dx \, dt = \int_0^T \int_\omega p \psi \, dx \, dt ,
\]

where we used that \(p\) is independent of \(y\) and \(\psi(x, t) = \int_0^1 \partial_y \varphi_2(x, y, t) \, dy\). We can write equation (67) formally in the sense of distributions as

\[
-\chi_{\{r=3\}} \delta \partial_t \partial_x^2 h + \beta \partial_x^4 h = p ,
\]
which tells us that in the lubrication approximation regime (on the limit as \( \varepsilon \downarrow 0 \)) the pressure is balanced by the structure bending and viscosity of the structure if the latter is large enough.

Next, we derive the equation for the limit velocity \( \mathbf{v} \). The divergence free equation on the reference domain reads

\[
\partial_x v_1^\varepsilon - y \frac{\partial_x \eta^\varepsilon}{\eta^\varepsilon} \partial_y v_1^\varepsilon + \frac{1}{\varepsilon \eta^\varepsilon} \partial_y v_2^\varepsilon = 0.
\]

Testing (69) by \( \varepsilon \varphi \), where \( \varphi \) is a test function compactly supported in \( \Omega \), and integrating by parts we obtain

\[
- \varepsilon \int_0^T \int_{\Omega} v_1^\varepsilon \partial_x \varphi \, dxdt - \varepsilon \int_0^T \int_{\Omega} \frac{\partial_x \eta^\varepsilon}{\eta^\varepsilon} \partial_y v_1^\varepsilon \varphi \, dxdt + \int_0^T \int_{\Omega} \frac{1}{\varepsilon \eta^\varepsilon} \partial_y v_2^\varepsilon \varphi \, dxdt = 0.
\]

Invoking convergence results (50)-(53) we can pass to the limit in (70) (on a subsequence as \( \varepsilon \downarrow 0 \)) and thus obtain \( \int_0^T \int_{\Omega} h^{-1} \partial_y v_2 \varphi \, dxdt = 0 \), from which we conclude that \( h^{-1} \partial_y v_2 = 0 \). Since \( v_2 \in L^2(0, T; L^2(\Omega)) \) and \( \partial_y v_2 \in L^2(0, T; L^2(\Omega)) \), function \( v_2 \) has the trace on \( \omega \), and continuity of the trace operator implies that \( v_2 = 0 \) on \( \omega \). Furthermore, from the basic identity \( v_2(\cdot, y, \cdot) = \int_y^y \partial_y v_2(\cdot, \zeta, \cdot) \, d\zeta \) we eventually conclude that \( v_2 = 0 \).

Multiplying (65) by \( \varepsilon \) and taking \( ((\varphi_1, 0), 0) \) as a test function, where \( \varphi_1 \) has compact support in \( \Omega \), we obtain (on the limit as \( \varepsilon \downarrow 0 \))

\[
\int_0^T \int_{\Omega} \frac{1}{h} \partial_y v_1 \partial_y \varphi_1 \, dxdt - \int_0^T \int_{\Omega} (ph \partial_x \varphi_1 + p \partial_x h \varphi_1) \, dxdt = \int_0^T \int_{\Omega} h f_1 \varphi_1 \, dxdt.
\]

Integrating by parts, we obtain the following identity in the sense of distributions

\[
- \int_0^T \int_{\Omega} \frac{1}{h} \partial_y^2 v_1 \varphi_1 \, dxdt + \int_0^T \int_{\Omega} h \partial_x p \varphi_1 \, dxdt = \int_0^T \int_{\Omega} h f_1 \varphi_1 \, dxdt,
\]

which can be written in the sense of equation in \( L^2(0, T; H^{-1}(\Omega)) \) as

\[
\partial_y^2 v_1 = h^2 (\partial_x p - f_1).
\]

Since the pressure \( p \) and the displacement \( h \) on the right hand side of (73) are independent of \( y \), the distributional equation can be solved explicitly in terms of \( y \). Again since \( v_1 \in L^2(0, T; L^2(\Omega)) \) and \( \partial_y v_1 \in L^2(0, T; L^2(\Omega)) \), function \( v_1 \) has the trace on \( \omega \) and \( \omega \times \{1\} \), and continuity of the trace operator implies that \( v_1 = 0 \) on \( \omega \) and and on \( \omega \times \{1\} \). Thus, \( v_1 \) inherits the no-slip boundary conditions from \( v_1^\varepsilon \), and the explicit solution of (73) is given by

\[
v_1(\cdot, y, \cdot) = \frac{1}{2} y(y - 1) h^2 \partial_x p + h^2 F(\cdot, y, \cdot),
\]

where \( F(\cdot, y, \cdot) = (y - 1) \int_0^1 \zeta f_1(\cdot, \zeta, \cdot) d\zeta - \int_y^1 (y - \zeta) f_1(\cdot, \zeta, \cdot) d\zeta. \)
Testing the divergence free equation (69) with a test function \( \varphi \) depending only on \( x \), integrating by parts and employing the rescaled kinematic condition \( v_2^\varepsilon|_{\omega\times\{1\}} = \varepsilon \partial_t \eta^\varepsilon \) we obtain

\[
0 = \int_0^T \int_\Omega \left( \partial_x v_1^\varepsilon - y \frac{\partial_x \varepsilon}{\eta^\varepsilon} \partial_y v_1^\varepsilon + \frac{1}{\varepsilon \eta^\varepsilon} \partial_y v_2^\varepsilon \right) \varphi \, dx \, dt
- \int_0^T \int_\Omega \left( v_1^\varepsilon \partial_x \varphi - \frac{\partial_x \varepsilon}{\eta^\varepsilon} \varepsilon v_1^\varepsilon \varphi \right) \, dx \, dt + \int_0^T \int_\omega \frac{\partial_t \eta^\varepsilon}{\eta^\varepsilon} \varphi \, dx \, dt.
\]

Employing convergence results (49)-(52), the latter in the limit as \( \varepsilon \downarrow 0 \) becomes

\[
- \int_0^T \int_\Omega \left( v_1 \partial_x \varphi - \frac{\partial_x h}{h} v_1 \varphi \right) \, dx \, dt + \int_0^T \int_\omega \frac{\partial_t h}{h} \varphi \, dx \, dt = 0,
\]

where the second integral should be understood in the sense of distributions. Since \( \varphi \) is independent of \( y \), the first integral can be written as

\[
\int_0^T \int_\omega \left( \int_0^1 v_1 \, dy \partial_x \varphi - \frac{\partial_x h}{h} \int_0^1 v_1 \, dy \varphi \right) \, dx \, dt = 0,
\]

and according to (74) we can calculate

\[
\int_0^1 v_1 \, dy = -\frac{1}{12} h^2 \partial_x p + h^2 \Phi,
\]

where \( \Phi(x, t) = \int_0^1 F(x, y, t) \, dy \). Moreover, (76) implies that \( h^2 \partial_x p \in L^2(0, T; L^2(\omega)) \) and therefore \( \partial_x p \in L^2(0, T; L^2(\omega)) \). Hence, going back to (70) we find

\[
\int_0^T \int_\omega \left( \left( \frac{1}{12} h^2 \partial_x p - h^2 \Phi \right) \partial_x \varphi - h \partial_x h \left( \frac{1}{12} \partial_x p - \Phi \right) \varphi \right) \, dx \, dt + \int_0^T \int_\omega \frac{\partial_t h}{h} \varphi \, dx \, dt = 0.
\]

Integrating by parts formally and taking \( \tilde{\varphi} = \varphi / h \) as a new test function we get

\[
- \int_0^T \int_\omega \left( h \partial_x \left( h^2 \left( \frac{1}{12} \partial_x p - \Phi \right) \right) + \partial_x h^2 \left( \frac{1}{12} \partial_x p - \Phi \right) \right) \tilde{\varphi} \, dx \, dt + \int_0^T \int_\omega \partial_t h \tilde{\varphi} \, dx \, dt = 0,
\]

which, noticing the product rule and neglecting tilda, can be written as

\[
- \int_0^T \int_\omega \partial_x \left( h^3 \left( \frac{1}{12} \partial_x p - \Phi \right) \right) \varphi \, dx \, dt + \int_0^T \int_\omega \partial_t h \varphi \, dx \, dt = 0
\]

for all \( \varphi \in C_0^1([0, T); H^1_\#(\omega)) \). This equation can be understood in the sense of equality in space \( L^2(0, T; H^{-1}(\Omega)) \). Writing briefly

\[
\partial_t h = \partial_x \left( h^3 \left( \frac{1}{12} \partial_x p - \Phi \right) \right),
\]
it can be interpreted as a Reynolds type equation for the pressure. Integrating by parts in (77) both in space and time we find its weak formulation:

\[
\int_0^T \int_\omega h^3 \left( \frac{1}{12} \partial_x p - \Phi \right) \partial_x \varphi \, dx \, dt - \int_0^T \int_\omega h \partial_t \varphi \, dx \, dt = 0 ,
\]

which holds for all \( \varphi \in C^1_c([0,T); H^1_\#(\omega)) \). Notice that (79) is the second equation that relates \( p \) and \( h \), which together with (67) makes the system closed. Thus, the system (67), (79) can already be considered as a reduced model for the FSI problem (3)-(6), but we can make a step further.

4.3. The sixth-order thin-film equation. If we formally plug-in (68) into (78) we immediately obtain the sixth-order thin-film equation

\[
\partial_t h = \partial_x \left( h^3 \left( \frac{\beta}{12} \partial_x^3 h - \chi_{\{r=3\}} \frac{\delta}{12} \partial_x^3 \partial_t h - \Phi \right) \right) ,
\]

which is to be understood in the sense of \( L^2(0,T; H^{-1}_\#(\omega)) \). Recall from above that \( \partial_x p \in L^2(0,T; L^2(\omega)) \). Thus, (68) yields \( \beta \partial_x^3 h - \chi_{\{r=3\}} \delta \partial_t \partial_x^3 h \in L^2(0,T; L^2(\omega)) \), and equation (80) (cf. eq. (79)) in its weak formulation becomes

\[
\int_0^T \int_\omega h^3 \left( \frac{\beta}{12} \partial_x^3 h - \chi_{\{r=3\}} \frac{\delta}{12} \partial_x^3 \partial_t h - \Phi \right) \partial_x \varphi \, dx \, dt - \int_0^T \int_\omega h \partial_t \varphi \, dx \, dt = 0 ,
\]

for all \( \varphi \in C^1_c([0,T); H^1_\#(\omega)) \). In this way \( h \) can be interpreted as a weak solution to the thin-film equation (80) with periodic boundary conditions and initial data \( h(0) = h_0 \) (cf. Theorem 2.3). However, following the pioneering work on higher-order evolution equations [2], much more can be proved. We summarize results for \( h \) in the following:

**Proposition 4.2.** Function \( h(x,t) \) is unique positive classical solution of equation (80). Furthermore, \( h \) is Lipschitz continuous in \( x \) and Hölder continuous in \( t \) with exponent \( 1/5 \).

**Proof.** Strict positivity of \( h \), i.e. \( h(x,t) \geq c > 0 \), has been already observed and it follows from Proposition 3.2. The Lipschitz continuity follows from the fact that \( h(\cdot,t) \in C^0([0,T]; C^1_\#(\omega)) \) for all \( t \in [0,T] \), while the Hölder continuity in \( t \) with exponent \( 1/5 \) can be proved by the straightforward adjustment of the proof of [2, Lemma 2.1] for the sixth-order equation (81). Since \( h \) is strictly positive and continuous, the standard parabolic regularity theory [13] applies and we conclude that all derivatives \( \partial_t h, \partial_x h, \ldots, \partial_x^6, \partial_x^3 \partial_t h, \partial_x^4 \partial_t h \) are continuous, which means that \( h \) is a classical solution. Finally, uniqueness follows by utilizing the strict positivity of \( h \) and adopting the proof of [2, Theorem 4.1 (iii)] to our equation. \( \square \)

In this way the sixth-order thin-film equation (80) can be seen as the reduced model of the FSI problem (3)-(6) in the lubrication approximation regime, i.e. in the regime of the vanishing relative fluid thickness. This finishes the proof of Theorem 1.1.
Remark 4.1. An intimate relation between the FSI system (3)-(6) and the thin-film equation (80) reveals in the following. Taking the time derivative of $\int_\omega h(t)^{-1}dx$ along solutions to (80), integrating by parts and employing the Poincaré inequality we find:

$$\frac{d}{dt} \int_\omega \frac{1}{h(t)} dx = - \int_\omega \frac{1}{h^2} \partial_x \left( h^3 \left( \frac{\beta}{12} \partial_\omega^5 h - \chi_{(r=3)} \frac{\delta}{12} \partial_\omega^3 \partial_t h - \Phi \right) \right) dx$$

$$= - \frac{\beta}{6} \int_\omega (\partial_\omega^3 h)^2 dx - \chi_{(r=3)} \frac{\delta}{12} \frac{d}{dt} \int_\omega (\partial_\omega^2 h)^2 dx + 2 \int_\omega \Phi \partial_x h dx$$

$$\leq - \frac{\beta}{12} \int_\omega (\partial_\omega^3 h)^2 dx - \chi_{(r=3)} \frac{\delta}{12} \frac{d}{dt} \int_\omega (\partial_\omega^2 h)^2 dx + C,$$

which integrating from 0 to $t$ ($t < T$) yields

$$\chi_{(r=3)} \frac{\delta}{2} \int_\omega (\partial_\omega^3 h)^2 dx + \int_\omega \frac{6}{h(t)} dx + \frac{\beta}{2} \int_0^t \int_\omega (\partial_\omega^3 h)^2 dx ds \leq C.$$

Now observe that this estimate is equivalent to the uniform estimate of (28) after employing the lower-semicontinuity and passing to the limit in (28) as $\varepsilon \downarrow 0$.

5. Conclusion and perspectives

Starting from the FSI problem (3)-(6) under certain scaling assumptions, we have rigorously derived the sixth-order thin-film equation on the limit of the vanishing relative fluid thickness $\varepsilon$. The procedure essentially relies on the quantitative energy estimate and the uniform no-contact result.

The viscoelastic term $\delta \partial_\omega^3 \partial_t \eta$ in the structure equation of the FSI problem is present mainly as a regularizing term, which guarantees the global well-posedness of strong solutions (cf. [17]). Apparently, it does not play the same role for obtaining the uniform estimates, and if $\delta$ is not large enough, i.e. is smaller than $O(\varepsilon^{-3})$, this term vanishes in the limit. On the other hand, when the viscoelasticity parameter $\delta$ is of the order $O(\varepsilon^{-3})$ and thus survives in the limit as $\varepsilon \downarrow 0$, the resulting reduced model which includes higher-order spatio-temporal derivatives seems to be new in the literature. So it would be interesting to identify a real physical FSI system in such viscoelasticity regime and investigate validity and significance of the novel reduced model.

The main point of reduced models is to provide approximate solutions of the original problem. So let $h$ be the classical solution of the thin-film equation (80) with initial datum $h_0 > 0$ and let $\varepsilon > 0$. Then approximate solutions $(\mathbf{v}^\varepsilon, p^\varepsilon, \eta^\varepsilon)$ to the FSI problem (3)-(6) on the reference domain $\Omega \times (0, T)$ with initial displacement $\eta_0^\varepsilon = \varepsilon h_0$ can be reconstructed
according to (68) and (74) as:
\[ \eta^\varepsilon = \varepsilon h, \]
\[ \rho^\varepsilon = \beta \partial^4_x h - \chi_{\{r=3\}} \delta \partial \varepsilon^2 h, \]
\[ v_1^\varepsilon = \frac{\varepsilon^2}{2} y(y-1) h^2 \partial_x \rho^\varepsilon + \varepsilon^2 h^2 F, \quad v_2^\varepsilon = 0, \]
with \( F \) given as in (74). Theorem 1.1 provides only strong and weak convergence results in corresponding spaces, but from the application point of view it is important to have a quantitative error estimate. In linear models \[4, 5\] we were able to obtain error estimates for approximate solutions in strong norms, and it is our next aim to extend these results to the nonlinear framework of this paper. This will be the subject of our future work.

Appendix A.

A.1. Non-dimensionalization and scaling assumptions. Our starting point are dimensional Navier-Stokes (NS) equations describing the flow of a viscous fluid in a two-dimensional channel with deformable top boundary:
\[ \rho_f \left( \partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla)\mathbf{v} \right) - \text{div} \sigma_f(\mathbf{v}, p) = f, \quad \Omega_\eta(t) \times (0, \infty), \]
\[ \text{div} \mathbf{v} = 0, \quad \Omega_\eta(t) \times (0, \infty), \]
where \( \mathbf{v} \) is the fluid velocity, \( p \) is pressure, \( \rho_f \) is the fluid density, \( f \) is an external force and \( \sigma_f(\mathbf{v}, p) = 2\mu D(\mathbf{v}) - pI_2 \) is the Cauchy stress tensor with \( \mu \) denoting the fluid viscosity. Geometry of the channel, \( \Omega_\eta(t) \) is assumed to be the subgraph of an unknown function \( \eta \), which describes the displacement of the channel’s top wall (see Figure 1). The dynamics of \( \eta \) is assumed to be governed by a viscoelastic beam type model \[13\]
\[ \rho_s b \partial_t \eta - D \partial^2_x \partial_t \eta + B \partial^4_x \eta = -J^n(x, t)(\sigma_f(\mathbf{v}, p)\mathbf{n})_n(x, \eta(x, t), t) \cdot \mathbf{e}_z, \quad \omega \times (0, \infty). \]
Here \( \rho_s \) denotes the structure density, \( b \) is thickness of the top wall, \( D \) is the viscosity coefficient and \( B \) is the bending term given by \( B = Eb^3/(12(1-\nu^2)) \), where \( E \) is the Young’s modulus and \( \nu \) the Poisson ratio of the viscoelastic material. Coupling of the two subsystems (fluid and structure) is further strengthened by the continuity condition for normal velocities across the top boundary:
\[ \mathbf{v}(x, \eta(x, t), t) = (0, \partial_t \eta(x, t)), \quad \omega \times (0, \infty). \]

We non-dimensionalize the above equations in a standard way. Geometry of the channel is non-dimensionalized by the channel length \( L \) and other non-dimensional quantities, denoted by hats, are introduced as follows:
\[ \hat{x} = \frac{1}{L} x, \quad \hat{t} = \frac{t}{T}, \quad \hat{\mathbf{v}} = \frac{1}{V} \mathbf{v}, \quad \hat{p} = \frac{p}{P}, \quad \hat{f} = \frac{1}{F} f, \quad \hat{\eta} = \frac{\eta}{L}. \]
Setting the time, pressure and force scales as:

\[ T = \frac{L}{V}, \quad P = \frac{\mu V}{L}, \quad F = \frac{P}{L} \]

leads to the non-dimensionalized NS equations:

\[
\mathrm{Re} \left( \partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla)\mathbf{v} \right) - \nabla \cdot \mathbf{\sigma}_f(\mathbf{v}, \mathbf{p}) = \mathbf{f}, \quad \Omega_\eta(t) \times (0, \infty),
\]

\[
\nabla \cdot \mathbf{v} = 0, \quad \Omega_\eta(t) \times (0, \infty),
\]

where \( \mathrm{Re} = \frac{\rho_f V}{\mu} L \) is the Reynolds number and \( \mathbf{\sigma}_f(\mathbf{v}, \mathbf{p}) = 2 \mathbf{D}(\mathbf{v}) - \mathbf{p} \mathbf{I}_2 \). Assuming that \( \mathrm{Re} \sim \mathcal{O}(1) \) in our system, equations (82)–(83) correspond to initial equations (3)–(4).

Remark A.1. A customary approach in lubrication theory would be to take different domain scales, which would then lead to another rescaled version of the NS system. On the contrary, we avoid this a priori scale separation in the fluid domain and follow an approach that is ansatz-free and based on careful examination of energy estimates.

Similarly, the structure equation turns into

\[
\frac{\rho_s b V}{\mu} \partial_t \hat{\eta} - \frac{D}{\mu L} \partial_x^2 \hat{\eta} + \frac{B}{\mu VL^2} \partial_x \hat{\eta} = -J^\eta(\hat{\sigma}_f(\hat{\mathbf{v}}, \hat{\mathbf{p}}) \mathbf{n}^\eta) \cdot \mathbf{e}_z, \quad \hat{\omega} \times (0, \infty),
\]

where \( \hat{\omega} = (0, 1) \). On the left-hand side we identify dimensionless numbers, which we denote by:

\[
\rho = \frac{\rho_s b V}{\mu}, \quad \delta = \frac{D}{\mu L}, \quad \beta = \frac{B}{\mu VL^2}.
\]

For these numbers we assume the following orders of magnitude in terms of a small parameter \( 0 < \varepsilon \ll 1 \):

\[
\rho \sim \mathcal{O}(\varepsilon), \quad \delta \sim \mathcal{O}(\varepsilon^{-r}), \quad r \in [1, 3], \quad \beta \sim \mathcal{O}(\varepsilon^{-1}).
\]

These are precisely the scaling assumption (S1).

Let us now advocate (86) from a physical point of view. We can interpret \( \varepsilon \) as the relative channel thickness, i.e. \( \varepsilon = H/L \), where \( H \) is the nominal value of the channel height. If we had rescaled the vertical variable \( z \) as \( \hat{z} = z/H \), we would obtain the bending term

\[
\hat{\beta} = \frac{BH}{\mu VL^3} = \beta \varepsilon.
\]

Balancing the fluid pressure, which is \( \mathcal{O}(1) \) in (84), with the bending of the structure leads to the requirement on \( \hat{\beta} \) to be \( \mathcal{O}(1) \), which in further implies \( \beta \sim \mathcal{O}(\varepsilon^{-1}) \). Moreover, this scaling assumption defines the physical length scale in FSI systems, namely, \( L = (B\varepsilon/(V\mu))^{1/2} \).

A microfluidic device with structure made out of a polymer called polydimethylsiloxane (PDMS), whose characteristic values fit into our theoretical framework has been designed and experimentally analyzed in [35, Experiment S4].
Next, we discuss the viscoelastic term, which originates from the Kelvin-Voigt model of viscoelasticity, as it has been argued in [43]. Dimensional analysis reveals that $D \sim \mu_s b$, where $\mu_s$ denotes the structure viscosity. Hence,

$$\delta \sim \frac{\mu_s b}{\mu L}.$$  

Since the ratio $\mu_s/\mu$ is very large, typically of order $10^{11}$ for channels made of viscoelastic polymers, and on the other hand $b \ll L$, this makes the assumption $\delta \sim O(\varepsilon^{-1})$, for some $r \in [1,3]$, plausible. For simplicity we take one parameter $r$ which takes into account both mechanical (viscosity ratio) and geometrical aspects of the microchannel. Finally, we consider the inertial term. We can write it down as

$$\rho = \frac{\rho_s b}{\rho_f L} \text{Re},$$

from which the assumption $\rho \sim O(\varepsilon)$ reads as $\rho_s b \text{Re} / (\rho_f L) \sim O(\varepsilon)$.

A.2. Proof of Lemma 3.3. Utilizing the Sobolev embedding $L^\infty(\omega) \hookrightarrow H^1(\omega)$ and estimate [20], for every $t \in (0,T)$ we find

$$\|\partial_x \eta^\varepsilon(t)\|_{L^\infty(\omega)} \leq C \|\partial_x \eta^\varepsilon(t)\|_{H^1(\omega)} \leq C \varepsilon,$$

where $C > 0$ is independent of $\varepsilon$. According to [17, Proposition 8], there exists $C > 0$ (independent of $\varepsilon$) such that for all $t \in (0,T)$ and all $(x,z) \in \Omega(t)$

$$\|\nabla \psi^\varepsilon(x,z,t)\| \leq C \left( \|\partial^2_x \eta^\varepsilon(x,t)\| + \frac{\|\partial_x \eta^\varepsilon(x,t)\|}{\eta^\varepsilon(x,t)} \right) \leq C \left( \|\partial^2_x \eta^\varepsilon(x,t)\| + \frac{\varepsilon}{\eta^\varepsilon(x,t)} \right),$$

which proves [23]. From [17, Proposition 8], for all $t \in (0,T)$ we have

$$\|\partial_x \psi^\varepsilon(t)\|_{L^2(\Omega_{\psi^\varepsilon}(t))} \leq C \|\eta^\varepsilon(t)\|_{L^\infty(\omega)}^{1/2} \|\partial^2_x \eta^\varepsilon(t)\|_{L^2(\omega)},$$

$$\|\partial_y \psi^\varepsilon(t)\|_{L^2(\Omega_{\psi^\varepsilon}(t))} \leq C \|\eta^\varepsilon(t)\|_{L^\infty(\omega)}^{1/4} \|\partial^2_y \eta^\varepsilon(t)\|_{L^2(\omega)}^{1/2} \|\nabla \eta^\varepsilon(t)\|_{L^1(\omega)}^{1/4}.$$

Now estimates [18] and [20] immediately provide [24] and [25]. Combining estimate [20] and continuity of the Sobolev embedding $L^\infty(\omega) \hookrightarrow H^1(\omega)$ gives $\|\eta^\varepsilon\|_{L^\infty(0,T;L^\infty(\omega))} \leq C \varepsilon$, while energy estimate [18] yields

$$\int_0^T \|\partial_{xx} \eta^\varepsilon(s)\|_{L^2(\omega)}^2 ds \leq C \varepsilon^{r-1} \quad \text{and} \quad \|\partial_t \eta^\varepsilon\|_{L^\infty(0,T;L^2(\omega))}^2 \leq C \varepsilon^{-4}.$$
Employing these estimates in [17, Proposition 8, eq. (127)] we find
\[
\left\| \partial_t \psi^\varepsilon \right\|_{L^2(\Omega_{\eta^\varepsilon}(t) \times (0,T))} \leq C \left( \int_0^T \left( \| \eta^\varepsilon(s) \|_{L^\infty(\omega)} \| \partial_x \eta^\varepsilon(s) \|_{L^2(\omega)}^2 
+ \| \partial_t \eta^\varepsilon(s) \|_{L^2(\omega)}^2 \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)} \right) ds \right)^{1/2}
\leq C \left( \varepsilon^r + \varepsilon^{-4} \int_0^T \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)} ds \right)^{1/2},
\]
which is (26). Finally, [17, Proposition 8, eq. (128)], after the time rescaling, gives
\[
\left\| \partial_x^2 \psi^\varepsilon \right\|_{L^2(\Omega_{\eta^\varepsilon}(t) \times (0,T))} \leq C \left( \int_0^T \left( \| \eta^\varepsilon(s) \|_{L^\infty(\omega)} \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^2 
+ \| \partial_x^2 \eta^\varepsilon(s) \|_{L^2(\omega)}^{3/2} \| \partial_x^4 \eta^\varepsilon(s) \|_{L^2(\omega)}^{3/2} \right) ds \right)^{1/2}
\leq C \left( \int_0^T \left( \varepsilon \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^2 + \varepsilon^{3/2} \| \partial_x^3 \eta^\varepsilon(s) \|_{L^2(\omega)}^{3/2} \right) ds \right)^{1/2},
\]
which finishes the proof.
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