**Abstract**—We investigate Age of Information (AoI) in an Internet of Things (IoT) sensor network where a single relay terminal connects multiple IoT sensors to their corresponding destination nodes. In order to minimize average weighted sum AoI, joint optimization of sampling and updating policy of a relay is studied. For error-free and symmetric case where weights are identical, the necessary and sufficient condition for optimal policy is figured out. We also obtain the minimum average sum AoI in a closed-form expression which can be interpreted as the fundamental limit of sum AoI in a single relay network. Moreover, we prove that the greedy policy is optimal for minimizing the average sum AoI at the destination nodes in the error-prone symmetric network. For general case where weights are arbitrarily given, we propose a scheduling policy obtained via deep reinforcement learning.

**Index Terms**—Age of Information (AoI), deep reinforcement learning, Internet of Things (IoT), scheduling policy, wireless sensor networks.

**I. INTRODUCTION**

With the rapid proliferation of Internet of Things (IoT) applications, unprecedented volume of information is collected at the network edge. However, not every piece of information is equally valuable. In addition to the relevance of information for the underlying objective, in many emerging IoT applications, the value of information also depends on its timeliness. For example, in a sensor network, where sensors observe physical processes, once information about the status of the underlying process at a specific time is generated, the content of this observed information remains fixed while the corresponding process keeps changing over time. Therefore, for a time-varying process, it is expected that status information acquired more recently is more accurate than the one obtained in the past. Thus, the value of information depends highly on the time of generation and utilization.
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As a metric of assigning temporal values to information, Age of Information (AoI) has been introduced and investigated in many different areas [1], [2], [3], [4], [5], [6]. AoI is defined as the time elapsed since the generation of information. Thus, AoI is a time-varying measure that takes into account the crucial factors that may impact the timely delivery of information to the point of interest, including sampling, processing, and delivery. While AoI is related to delay on a performance measure, delay focuses on the duration of the delivery, and ignores the freshness of the information available at the transmitter, which is critical to AoI. Therefore, minimizing the AoI requires new strategies that go beyond simply reducing the communication delay.

Thanks to its fundamental nature and relevance in many applications, ranging from IoT to vehicular networks, AoI has gained significant popularity. In the context of IoT sensor networks, Arafa et al. [7] explored AoI with energy harvesting. This research proposed average AoI and a new status transmission policy considering factors, such as battery size and energy arrival process. In [3], AoI was analyzed for vehicular networks. Since vehicular communication employs a random access protocol where transmission is decided with a probability, the study demonstrated that a solution that maximizes throughput cannot be directly applied to minimize the AoI in a random access channel. Additionally, an edge caching system was examined in [8], focusing on a mobile edge caching system where content updates were considered. AoI was utilized to measure the timeliness of contents, and an AoI-aware content updating scheme was proposed and optimized. Moreover, the study explored the period for content updating.

The concept of AoI has been extensively studied in scenarios where information is directly transmitted from sources to destinations. However, establishing direct connectivity between sources and destinations is not always feasible. To enhance connectivity, a relay, known as an additional communication node, is introduced to facilitate data forwarding. In various applications, such as sensor networks, relay nodes are commonly employed to assist sensors in conserving their limited power while delivering sampled data to destination nodes [9], [10]. Additionally, with the rise of Industrial IoT networks in the era of Industry 4.0, wireless sensors and actuators are increasingly deployed [11]. In such industrial IoT networks. Having a relay between sensors and controllers becomes crucial in such industrial IoT networks, especially for safety-critical missions that require up-to-date information [12]. Therefore, this study focuses on a scenario where a single relay terminal enables the transmission of
fresh information from multiple sensors to their respective destinations in a timely manner. Moreover, we consider that the communication links between the sensors and the relay, as well as between the relay and the destinations, are prone to errors. Hence, transmission errors must be taken into account when optimizing the AoI at the destination. Furthermore, since a relay is shared by multiple sensor-destination pairs over a wireless channel, there is a limit to the number of concurrent communication links. In other words, careful scheduling of actions for sensors and the relay is necessary to maximize the efficiency of the single relay terminal. Consequently, the relay needs to make decisions regarding which sensors should transmit new status information and which destination nodes the relay should update. As destination nodes are updated via the relay, it is crucial for the relay to have access to fresh information. Therefore, it is natural to have the relay jointly select which sensors to sample and which destination nodes to update in a coordinated manner. In this context, we refer to the relay terminal as a coordinating relay, responsible for scheduling the sampling and updating of new statuses.

In this regard, the objective of our paper is to determine the optimal policy that includes sampling and updating decisions to minimize the AoI at the destination nodes. Specifically, we aim to minimize the AoI at the destination nodes when a limited number of simultaneous transmissions are allowed. To account for the varying importance of physical processes, we assign weights to each pair of sensor and destination node that samples and monitors a specific physical process. As a special case, when all pairs are equally important and transmission errors do not occur, we characterize the necessary and sufficient conditions for optimality. By utilizing this condition, we derive a closed-form expression for the fundamental limit of the average sum AoI. We find that the minimum average sum AoI does not increase over time, regardless of the number of allowed concurrent transmissions, and that an optimal policy that achieves the minimum average sum AoI is a greedy policy. Moreover, in error-prone networks with identical importance assigned to every pair, we also prove that our proposed greedy policy is optimal. Furthermore, for IoT networks where the importance of sensors varies, we propose a policy obtained from deep reinforcement learning. Our contributions can be summarized as follows.

1) We formulate a joint optimization problem for multiple sensors-destination pairs and a single relay, aiming to minimize the average weighted sum AoI at the destination nodes. This involves optimizing both the sampling and updating policy.

2) In an error-free symmetric network where the AoI at different sensors carries equal importance (equal weights), we derive necessary and sufficient conditions for the optimal policy.

3) We propose a greedy policy that satisfies the optimal conditions.

4) We provide a closed-form characterization of the average sum AoI with the greedy policy. We demonstrate that, regardless of the allowed number of transmissions in each time, the average sum AoI followed by the greedy policy does not increase after a given time.

5) In an error-prone symmetric network, we show that the optimal policy samples the sensors with the largest AoI up to the sampling capability, and updates the destination nodes with the largest AoI gap up to the updating capability.

6) We propose a deep Q-network (DQN) policy utilizing deep reinforcement learning to achieve a low average weighted sum AoI at the destination nodes in a network with arbitrary weights and error probabilities.

A. Related Work

Assuming that new status are given randomly. [13], [14], [15], [16], [17], [18], [19], [20] characterized AoI in different types of channels: nonshared independent channels [13], [14], broadcasting channels [15], [16], and random access channel [17], [18], [19]. For an edge caching system, when a user updates a content via a cache, Bastopcu and Ulukus [20] investigated the optimal average rate of update requests at the cache and the user to minimize the average freshness of files when a user updates content through a cache. In another line of research [21], [22], [23], [24], [25], [26], the deterministic generation of new status updates is considered in the generate-at-will model. Transmission protocols dependent on the value of AoI were proposed in [21] and [22], where nodes send packets with a probability. Additionally, Ceran et al. [23] and Abd-Elmagid et al. [24] studied power-efficient status update policies for IoT sensors with limited power and energy-harvesting capabilities. For broadcast channels, Kadota et al. [25] analyzed and compared the performance of different scheduling policies assuming AoI increases by units of frames defined as a given time duration. The cost for obtaining fresh information to reduce AoI was taken into consideration in [26].

Recently, some initial studies considered AoI in relay networks [27], [28], [29], [30], [31], [32], [33], [34], [35], [36]. In [27], AoI is used as one of the evaluation criteria for designing IoT multimedia systems with a relay. A Io-calculating system design was investigated in [28], [29], and [30] when unmanned-aerial vehicles (UAVs) take the role of relay between sensors and destination nodes. For a single-pair of a sensor and a destination node, [28] formulated an optimization problem to jointly determine the trajectory and communication strategy for minimizing the peak AoI in a single-pair scenario. Zhou et al. [29] focused on trajectory optimization to minimize the sum AoI for multiple sensors and a single destination. Hu et al. [30] assumed UAVs can transfer energy to sensors, and a joint strategy for positioning, energy transfer, and data collection was investigated. In [31], the AoI-minimizing problem was considered in a multihop network with interference, leading to the study of a policy that minimizes AoI by determining a subset of pairs that can communicate. Average AoI in a wireless relay network consisting of a source, a relay, and a destination node is analyzed in [32], [33], and [34]. In [32], the transmission probability was optimized under a random access protocol. Maatouk et al. [33] characterized the optimal generation rate of updates, while [34] considered an energy-harvesting system
Finally, Section VI concludes this article.

we verify our analysis via numerical results in Section V.

provides the mathematical analysis of this problem. Moreover,

the coordinating relay is capable of receiving and transmitting

the status updates to their destination nodes. We assume that

one-time slot due to the half duplex operation.

where a source and a relay utilize harvested energy to deliver

updates to a destination node. Arafa and Ulukus [34] inves-
tigated an AoI-minimizing transmission policy for the source

and the relay, assuming prior knowledge of the time when
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Sun et al. [35] explored the scheduling of updates when an
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choose a single source to update at each time. Beytur and

Uysal-Biyikoglu [36] proposed the maximum-age difference

scheduling policy for a server that selects one source to update.
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we verify our analysis via numerical results in Section V.
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II. SYSTEM MODEL

We consider a sensor network consisting of \( K \) sensors, a

relay terminal called as a coordinating relay, and \( K \) desti-
nation nodes as illustrated in Fig. 1. Each sensor observes a

distinct time-varying physical process, and is responsible for

conveying the state of this process to a corresponding destina-
tion node. As the status of the underlying physical processes

change over time, the status information available at the desti-
nation nodes become stale, and it is necessary to deliver status

updates to the destination nodes. We assume that direct com-

munication links from the sensors to their destinations are not

available due to practical limitations, e.g., physical distance,

blockage, mismatch in communication technology or hard-

ware. [9], [10], and a coordinating relay terminal can forward

the status updates to their destination nodes. We assume that

the coordinating relay is capable of receiving and transmitting

simultaneously\(^1\); however, only a limited number of sensors

and destination nodes can communicate with the coordinating
relay at each time due to limited wireless resource. Let us

define the maximum number of transmissions allowed in the

channel from the sensors to the cooperating relay, and from the

cooperating relay to the destination nodes as \( S \) and \( U \), respec-
tively. To avoid the trivial scenarios, we consider the case of

\( S < K \) and \( U < K \). The coordinating relay is equipped with

a buffer that can effectively store and update the latest status

information for every physical process.\(^2\) Thus, the received

updates from the sensors can be stored and delivered in any

time after reception. Moreover, the status information stored

at the coordinating relay but not delivered to its destination

is replaced when a new status update for the same process

is received. In this work, we assume that the coordinating

relay buffer is large enough to keep track of the status of all

the \( K \) processes. The coordinating relay buffer limitation will

be studied in our future work. Furthermore, we consider the

generate-at-will model, where the sensors can generate a new

status update whenever they are chosen by the coordinating

relay [26], [37].

Due to the fluctuation of wireless channels over time, not

all communications are successful. Consequently, the recep-
tion of sampled data from sensors or the delivery of updates
to destination nodes can fail due to wireless randomness. In

our paper, we primarily focus on communication errors caused

by outages, which occur when the wireless channel gain falls

below a certain threshold. As a result, the distribution of errors

is independent for different communication links, as the wire-

less channels are independent from each other. Let us define

the error probability of the communication link between the

coordinating relay and sensor \( k \) as \( p_k \in [0, 1) \), where \( p_k \)

represents the likelihood of an error occurring. Similarly, \( q_k \in [0, 1) \)

represents the error probability of the communication link

between the coordinating relay and destination node \( k \). It is

important to note that both \( p_k \) and \( q_k \) are constants since the

channel fading distribution remains fixed.

In order to measure timeliness of update, we define the AoI

of a process at the coordinating relay, and at the destination

node as the time elapsed since the corresponding sensor had

sampled the status that was delivered most recently to the

coordinating relay and to the corresponding destination node,

respectively. In this work, a time-slotted model is adopted.

Time slots are indexed by positive integer \( t \in \mathbb{Z}^+ \). If we

define the AoI of process \( k \) at the coordinating relay, and at the

destination node at time slot \( t \) as \( g_k(t) \) and \( h_k(t) \), respectively

\begin{align}
g_k(t) &= t - \eta_k(t) \\
h_k(t) &= t - \zeta_k(t)
\end{align}

where \( \eta_k(t) \) and \( \zeta_k(t) \) are the times when sensor \( k \)
generated the most-recent update that the coordinating relay and

the destination node \( k \) possess, respectively.

According to (1) and (2), as time goes on, the information

becomes stale and AoI grows. Thus, appropriately sampling

and updating are necessary to keep information fresh. We

assume that communication delay is given as a single time

slot; thus, AoI decreases after one-time slot from sampling

\(^1\)If we consider half duplex, Aois at the destination nodes may increase by

one-time slot due to the half duplex operation.

\(^2\)When the buffer size is enough to store contents, the coordinating relay can

work as an edge caching node, serving and updating contents demanded

from destination nodes.
and updating. Therefore, the status sampled in each time slot cannot be delivered to the destination nodes in the same time slot of sampling. When sensor $k$ samples and transmits to the coordinating relay at time slot $t - 1$, the AoI at the coordinating relay in time slot $t$ becomes the minimum value of 1 by definition in (1) unless a transmission error occurs. However, if an outage happens, fresh status cannot be transferred to the coordinating relay; hence, the AoI increases by 1. In other words, if we define $S(t)$ as a set of sensors to sample at time slot $t$, the evolution of the AoI at the coordinating relay can be represented as, for $k \in S(t)$

$$g_k(t+1) = \begin{cases} 1, & \text{with probability } 1 - p_k \\ g_k(t) + 1, & \text{with probability } p_k \end{cases} \quad (3)$$

For the other processes which are not chosen to be sampled, AoI increases by 1. For $k \notin S(t)$

$$g_k(t+1) = g_k(t) + 1. \quad (4)$$

Regarding the AoI at the destination node, when update from the coordinating relay is successfully delivered to the destination node, the AoI at the destination node decreases. In this case, since the destination node receives update stored at the coordinating relay not directly from the corresponding sensor, AoI at the destination node is not reduced to 1 but reduced to the value of AoI at the coordinating relay. If $U(t)$ represents a set of the destination nodes to be updated at time slot $t$, we have the following evolution of the AoI at the destination nodes. For $k \in U(t)$

$$h_k(t+1) = \begin{cases} g_k(t) + 1, & \text{with probability } 1 - q_k \\ h_k(t) + 1, & \text{with probability } q_k \end{cases} \quad (5)$$

and for $k \notin U(t)$

$$h_k(t+1) = h_k(t) + 1. \quad (6)$$

### III. Problem Formulation

In this section, we describe how the AoI at the destination nodes are related with the coordinating relay’s decision of sampling and updating. In addition to that, in order to keep the destination node informed in a timely manner, we formulate a minimization problem of the average weighted sum AoI at the destination nodes.

Frequently sampling and updating yields lower AoI values at the destination nodes. However, due to limited communication capability, appropriate selection of sensors and destination nodes for sampling and updating is required. Moreover, the selection of sensors and destination nodes by the coordinating relay should be optimized based on the current AoI at the coordinating relay and destination nodes. Depending on the AoI values, the optimal selection of sensors and destination nodes should be changed. Thus, we consider a scheduling policy which is defined as follows.

**Definition 1:** A scheduling policy $\pi$ is defined as a mapping from current AoI at the coordinating relay and destination nodes to the set of sensors which sample new status and the destination nodes which receive updates from the coordinating relay

$$\pi \left( \{g_k(t)\}_{k=1}^K, \{h_k(t)\}_{k=1}^K \right) = (S^\pi(t), U^\pi(t)) \quad (7)$$

where $S^\pi(t)$ and $U^\pi(t)$ are the selected sensors and destination nodes by the scheduling policy $\pi$, respectively.

Taking different importance of physical processes which each destination node monitors, we consider the weighted sum AoI at the destination in order to measure scalar quantity of freshness. Furthermore, since AoI has randomness incurred by outage during delivery, average AoI needs to be considered. Moreover, as the system evolves over time, the current decision of sampling and updating can affect AoI in the future, thereby time-averaged metric AoI should be defined. Furthermore, by adjusting weights, the weighted sum AoI can account for different importance of each AoI. Consequently, as in the literature, such as [25] and [38], we define the average weighted sum AoI as the objective function to minimize

$$V^\pi(T) = \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \sum_{k=1}^{K} w_k h_k^\pi(t) \right] \quad (8)$$

where $T$ is a finite time-horizon of our interest, $w_k$ is weight for IoT sensor $k$, and $h_k^\pi(t)$ is the AoI at destination node $k$ at time slot $t$ with the policy $\pi$.

As we have constraints on the number of sensors and destinations nodes for scheduling in each time, the minimization of the average weighted sum AoI can be formulated as follows:

$$\min_{\pi} V^\pi(T) \quad (9)$$

s.t. \quad$$|S^\pi(t)| \leq S \ \forall t$$ \quad (10)

$$|U^\pi(t)| \leq U \ \forall t.$$ \quad (11)

### IV. Optimal Policy for Minimizing Average Weighted Sum AoI

In this section, we investigate the optimal policy on sampling and updating to minimize the average weighted sum AoI. Our objective function is the weighted sum AoI at the destination nodes which is directly dependent on the updating policy. When the coordinating relay updates a destination node, the AoI at the destination node is set to be the AoI of the corresponding process at the coordinating relay. In addition to that, the AoI at the coordinating relay is a function of the sampling policy. Consequently, sampling and updating policies should be jointly taken into account to reduce the AoI at the destination nodes. Furthermore, each of sampling and updating decision contains a selection of multiple sensors and destination nodes. Therefore, all the combinations of sensors and destination nodes should be compared to find the optimal set. As a result, our problem is a joint combinatorial optimization which is known to be hard to solve. To gain an insight on the optimal policy, we first investigate a simple scenario where the numbers of sensors to sample and destination nodes to update are equal, the importance of different sensors is identical, and the wireless channel gain is high enough to neglect transmission errors.

**A. Optimal Policy in Error-Free Symmetric IoT Network**

In this section, we consider an error-free symmetric IoT network, where $S = U$, $p_k = q_k = 0$, and $w_k = 1/K$ for any $k$. In this network, as the weights are identically
given and the randomness from transmission errors does not exist, the average weighted sum AoI becomes the sum AoI. Thus, we consider the sum AoI as our metric in this section. We also set the initial value of the AoI at the coordinating relay and destination nodes to be the same as 1 for any physical process (i.e., \(g_k(1) = 1\) and \(h_k(1) = 1\) \(\forall k\)). To figure out the optimal policy, we first establish the following lemma.

**Lemma 1:** For any policy \(\pi\) \(\forall k\) and \(\forall t\), the AoI at the destination nodes can be bounded below as

\[
\begin{align*}
    h_k^\pi(t) &\geq g_k^\pi(t - 1) + 1 \\
    h_k^\pi(t) &\geq g_k^\pi(t).
\end{align*}
\]

**Proof:** Since the evolution of \(h_k^\pi(t)\) follows (5), after at least single successful update, the AoI at the destination node cannot be smaller than the AoI at the coordinating relay. Also, sampling cannot increase AoI at the coordinating relay. Hence, for \(t \geq \tau\) such that \(k \in \mathcal{U}^\pi(t)\)

\[
h_k(t) \geq g_k^\pi(t - 1) + 1.
\]

If \(k\) has not been updated at least once until \(t\), then \(h_k^\pi(t) = t\) since \(h_k^\pi(1) = 1\). As sampling can only reduce the AoI at the coordinating relay, \(g_k^\pi(t - 1) \leq t - 1\). Hence, if \(k \notin \bigcup_{\tau=1}^{t} \mathcal{U}^\pi(\tau)\), we can rewrite \(h_k^\pi(t)\) as follows:

\[
h_k^\pi(t) = t + 1
\]

\[
\geq g_k^\pi(t - 1) + 1.
\]

Combining above results, we have \(\forall t\)

\[
h_k^\pi(t) \geq g_k^\pi(t - 1) + 1.
\]

Moreover, the evolution of AoI at the coordinating relay (3) implies that

\[
g_k^\pi(t - 1) + 1 \geq g_k^\pi(t).
\]

As a consequence

\[
h_k^\pi(k) \geq g_k^\pi(t).
\]  

Intuitively, since the AoI at the destination node either increases by 1 or is set to be equal to the AoI at the coordinating relay, the AoI at the destination node cannot be lower than the AoI at the coordinating relay. Lemma 1 confirms this intuition.

Another lemma which will be used to analyze the optimal policy is given below. The following lemma represents the AoI at the coordinating relay and destination nodes as the sum of the AoI reductions by sampling and updating.

**Lemma 2:** The sum AoI at the coordinating relay and at the destination node following a policy \(\pi\) can be represented as follows. For any \(\pi\) and \(t\)

\[
\sum_{k=1}^{K} g_k^\pi(t) = tK - \sum_{\tau=1}^{t-1} R(S^\pi(\tau))
\]

\[
\sum_{k=1}^{K} h_k^\pi(t) = tK - \sum_{\tau=1}^{t-1} R(U^\pi(\tau))
\]

where

\[
R(S^\pi(\tau)) = \sum_{k \in \mathcal{S}^\pi(\tau)} g_k^\pi(\tau)
\]

\[
R(U^\pi(\tau)) = \sum_{k \in \mathcal{U}^\pi(\tau)} h_k^\pi(\tau) - g_k^\pi(\tau).
\]

**Proof:** We prove this lemma using mathematical induction. First, we focus on the proof for the expression of the sum AoI at the coordinating relay. Suppose (19) holds for \(t > 1\). Since the evolution of AoI at the coordinating relay follows (3):

\[
\sum_{k=1}^{K} g_k^\pi(t + 1) = \sum_{k \in \mathcal{S}^\pi(t)} g_k^\pi(t + 1) + \sum_{k \notin \mathcal{S}^\pi(t)} g_k^\pi(t + 1)
\]

\[
= \sum_{k=1}^{K} 1 + \sum_{k \notin \mathcal{S}^\pi(t)} g_k^\pi(t)
\]

\[
= K + \sum_{k=1}^{K} g_k^\pi(t) - \sum_{k \in \mathcal{S}^\pi(t)} g_k^\pi(t).
\]

By supposition, (25) can be rewritten as follows:

\[
\sum_{k=1}^{K} g_k(t + 1) = K + tK - \sum_{\tau=1}^{t-1} \sum_{k \in \mathcal{S}^\pi(\tau)} g_k^\pi(\tau) - \sum_{k \in \mathcal{S}^\pi(t)} g_k^\pi(t)
\]

\[
= (t + 1)K - \sum_{\tau=1}^{t-1} \sum_{k \in \mathcal{S}^\pi(\tau)} g_k^\pi(\tau).
\]

Thus, (19) holds for \(t + 1\) if it is valid for \(t\).

Moreover, since \(g_k^\pi(1) = 1\) for any policy \(\pi\), the sum of the AoI at the coordinating relay in \(t = 1\) becomes

\[
\sum_{k=1}^{K} g_k^\pi(1) = K
\]

which is identical to (19) when \(t = 1\). Therefore, by mathematical induction, (19) holds for any \(t\). Using mathematical induction with similar derivation, we can also prove the expression of the sum AoI at the destination nodes, (20), holds.

In fact, \(R(S^\pi(t))\) and \(R(U^\pi(t))\) are the reductions of AoI by sampling and updating at time slot \(t\), respectively. Moreover, \(tK\) is the sum AoI when sensors and the destination nodes do not sample or receive any new updates. Thus, Lemma 2 implies that sum AoI at time slot \(t\) is the subtraction of the AoI reductions accumulated until time slot \(t - 1\) from the sum AoI without sampling or updating. Based on Lemmas 1 and 2, we can derive the following proposition which is essential to have the optimality condition.

**Proposition 1:** For any policy \(\pi\) and \(\forall t\), the accumulated AoI reductions at the coordinating relay until time slot \(t - 1\) are always greater than or equal to the accumulated AoI reductions at the destination nodes until time \(t\)

\[
\sum_{\tau=1}^{t-1} R(S^\pi(\tau)) \geq \sum_{\tau=1}^{t-1} R(U^\pi(\tau)).
\]
Proof: By Lemma 2, given policy \( \pi \), the difference of the sum AoI at the destination nodes in the \( t \) + 1th time slot and at the coordinating relay in the \( r \)th time slot can be represented as follows:
\[
\sum_{k=1}^{K} [h^{(t+1)}_k - g^{(t+1)}_k] = K + \sum_{r=1}^{t-1} R(S^{(r)}(\tau)) - \sum_{r=1}^{t} R(U^{(r)}(\tau)).
\] (30)

Also, (30) can be rewritten as follows:
\[
\sum_{k=1}^{K} [h^{(t+1)}_k - (g^{(t+1)}_k + 1)] = \sum_{r=1}^{t-1} R(S^{(r)}(\tau)) - \sum_{r=1}^{t} R(U^{(r)}(\tau)).
\] (31)

In addition to that, Lemma 1 implies that
\[
\sum_{k=1}^{K} [h^{(t+1)}_k - (g^{(t+1)}_k + 1)] \geq 0.
\] (32)

Combining (31) and (32), we have
\[
\sum_{r=1}^{t-1} R(S^{(r)}(\tau)) \geq \sum_{r=1}^{t} R(U^{(r)}(\tau)).
\] (33)

Proposition 1 implicates that, given a policy, the accumulated AoI reductions by updating are bounded above by the accumulated AoI reductions by sampling. Fundamentally, updating reduces the AoI gap between the coordinating relay and the destination nodes by lowering the AoI at the destination nodes, whereas sampling increases the AoI gap between the coordinating relay and the destination nodes by reducing the AoI at the coordinating relay. However, the AoI at the destination nodes cannot be less than the AoI at the coordinating relay. Thus, updating cannot achieve a larger gain than sampling in terms of accumulated AoI reductions. More precisely, since sampling and updating occur at the beginning of each time slot, the AoI gap produced by sampling in the current time slot cannot be reduced by updating at the same time slot. Consequently, there exists a time gap of at least a single-time slot between sampling and updating. Accounting for the time gap, the accumulated AoI reductions by updating up to time slot \( t \) cannot be larger than the accumulated AoI reductions by sampling up to time slot \( t - 1 \).

Now, we propose a greedy policy and prove that the proposed greedy policy is optimal. The greedy policy is a sampling and updating policy selecting sensors which have the \( S \)-largest AoIs at the coordinating relay and the destination nodes which have the \( U \)-largest AoI gaps. The detail of the greedy policy is described in Algorithm 1 for a general scenario where different weights of processes and outages in transmission are considered. Also, the example of AoI evolution with the greedy policy is demonstrated in Table I for error-free symmetric IoT network where \( K = 5, S = 3, \) and \( U = 3 \).

Algorithm 1 Greedy Policy

**Input:** \( g(1) = [1, \ldots, 1], h(1) = [1, \ldots, 1], \) \( \{w_k\}_{k=1}^{K} \)

for \( t = 1, \ldots, T \) do

\( \mathcal{S}^{G}_t = \arg\max_{S \subset K} \sum_{k \in S} w_k g^{(t)}_k \) \n
\( \mathcal{U}^{C}_t = \arg\max_{U \subset K} \sum_{k \in U} w_k (h^{(t)}_k - g^{(t)}_k) \)

end for

| \( t = 1 \) | \( t = 2 \) | \( t = 3 \) |
|-----|-----|-----|
| \( g(1) \) | \( [1, 1, 1, 1] \) | \( [1, 1, 1, 2] \) | \( [2, 2, 1, 1] \) |
| \( h(1) \) | \( [1, 1, 1, 2] \) | \( [2, 2, 1, 1] \) | \( [2, 2, 3, 3] \) |
| \( T = 4 \) | \( T = 5 \) | \( T = 6 \) |

In the following propositions, we figure out important properties of the greedy policy.

**Proposition 2:** For error-free symmetric IoT network where \( S = U, p_k = 0, q_k = 0, \) and \( w_k = (1/K) \) for any \( k \), the sum AoI at the coordinating relay is minimized by the greedy sampling policy

\[
G = \arg\min_{\pi} \frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} g^{(t)}_k.
\] (34)

Equivalently

\[
G = \arg\max_{\pi} \sum_{t=1}^{T} \sum_{r=1}^{t-1} R(S^{(r)}(\tau)).
\] (35)

Proof: From (3), the AoI of process \( k \) at the coordinating relay with a policy \( \pi \) evolves

\[
g^{(t)}_k = 1(\bar{k} \notin S^{(t)}(\tau)) g^{(t-1)}_k + 1 \] (36)

where \( 1(x) \) is an indicator function which is 1 if \( x \) is true, and 0, otherwise. After some manipulations, we can have general expression of \( g^{(t)}_k \) as a function of \( g^{(1)}_k \)

\[
g^{(t)}_k = \prod_{r=1}^{t-1} 1(\bar{k} \notin S^{(r)}(\tau)) g^{(1)}_k + \sum_{r=2}^{t-1} \prod_{d=r}^{t-1} 1(\bar{k} \notin S^{(d)}(\tau)) + 1 \] (37)

Accordingly, the sum AoI at the coordinating relay in \( t \) can be written as follows:

\[
\sum_{k=1}^{K} g^{(t)}_k = \sum_{k=1}^{K} \prod_{r=1}^{t-1} 1(\bar{k} \notin S^{(r)}(\tau))
\]

\[
+ \sum_{k=1}^{K} \sum_{r=2}^{t-1} \prod_{d=r}^{t-1} 1(\bar{k} \notin S^{(d)}(\tau)) + K
\] (38)

where we use the initial value, \( g^{(1)}_k = 1 \) for any \( \pi \) and \( k \).

Using the definition of the indicator function, the product of indicator functions becomes

\[
\prod_{r=1}^{t-1} 1(\bar{k} \notin S^{(r)}(\tau)) = \begin{cases} 1, & \text{if } \bar{k} \notin \bigcup_{r=1}^{t-1} S^{(r)}(\tau) \\ 0, & \text{otherwise.} \end{cases}
\] (39)
Hence, depending on \( \bigcup_{t=1}^{t-1} S^\tau(t) \), the sum AoI at the coordinating relay becomes different. If \( \bigcup_{t=1}^{t-1} S^\tau(t) \) includes all the \( K \) sensors, \( \sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^\tau(t)) \) becomes 0. Since only \( S \) sensors are chosen in each time slot, there exists a limit on the size of \( \bigcup_{t=1}^{t-1} S^\tau(t) \). Thus, we have the lower bound of \( \sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^\tau(t)) \) as follows:
\[
\sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^\tau(t)) \geq \min[K - (t-1)S, 0]. \tag{40}
\]
Also, for the second term in (38), we have
\[
\prod_{d=t}^{t-1} \mathbb{1}(k \notin S^\tau(d)) = \begin{cases} 1, & \text{if } k \notin \bigcup_{t=1}^{t-1} S^\tau(t) \\ 0, & \text{otherwise}. \end{cases} \tag{41}
\]
Similarly
\[
\sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^\tau(t)) \geq \min[K - (t-1)S, 0]. \tag{42}
\]
Therefore, we have the following lower bound on the sum AoI at the coordinating relay:
\[
\sum_{k=1}^{K} g_k^\tau(t) \geq \min[K - (t-1)S, 0] + \sum_{t=2}^{t-1} \min[K - (t-1)S, 0] + K. \tag{43}
\]
As the greedy sampling policy chooses sensors in turn, the cardinality of \( \bigcup_{t=1}^{t-1} S^\tau(t) \) achieved by the greed sampling policy equals to \( K - (t-1)S \) for any \( t \). Hence, the greedy sampling policy satisfies
\[
\sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^G(t)) = \min[K - (t-1)S, 0] \tag{44}
\]
\[
\sum_{k=1}^{K} \prod_{t=1}^{t-1} \mathbb{1}(k \notin S^G(t)) = \min[K - (t-1)S, 0]. \tag{45}
\]
Therefore, the greedy policy obtains the minimum sum AoI at the coordinating relay for any \( t \).

**Proposition 3:** For error-free symmetric IoT network where \( S = U, p_k = 0, q_k = 0, \) and \( w_k = (1/K) \) for any \( k \), the AoI reductions by sampling and updating via the greedy policy are given, respectively, as follows:
\[
R\left(S^G(t)\right) = \min\{tS, K\} \tag{46}
\]
\[
R\left(U^G(t)\right) = \min\{(t-1)U, K\}. \tag{47}
\]
Furthermore, the greedy policy achieves that the accumulated AoI reduction at the coordinating relay until time slot \( t-1 \) is equal to the accumulated AoI reduction at the destination nodes until time \( t \). In other words, the greedy policy satisfies (29) in Proposition 1 with equality
\[
\sum_{t=1}^{t-1} R\left(S^G(t)\right) = \sum_{t=1}^{t-1} R\left(U^G(t)\right). \tag{48}
\]

**Proof:** First, we consider AoI reduction at the coordinating relay by the greedy sampling. For \( t \leq (K/S) \), there exists \( K - (t-1)S \) processes which have never been sampled. Thus, those processes have the largest AoI at the coordinating relay. In addition, for given initial AoI \( g_k(1) = 1 \) for \( \forall k, g_k(t) = t \) for \( k \notin \bigcup_{t=1}^{t-1} S^G(t) \) and \( t \leq (K/S) \). If there exists more than \( S \) processes of which AoI is \( t \), the greedy policy samples \( S \) processes with AoI \( t \). In other words, if \( tS \leq K \),
\[
R\left(S^G(t)\right) = tS. \tag{49}
\]
On the other hand, if \( (t-1)S \leq K < tS \), some of the sensors are chosen the first time and others were chosen once. In this case, the sensors which were sampled at \( t = 1 \) have the second largest AoI of the corresponding process since it has been the longest time from the first sampling time. Moreover, the AoI of the processes sampled at \( t = 1 \) is \( t-1 \). Thus, the AoI reduction by sampling is given as follows:
\[
R\left(S^G(t)\right) = (K - (t-1)S)t + (S - (K - (t-1)S))(t-1) \tag{50}
\]
\[
= K. \tag{51}
\]
Therefore, for \( t \leq (K/S) \), \( R(S^G(t)) = \min\{tS, K\} \).

When \( (t-1)S > K \), all the sensors have been chosen to sample at least once. Thus, the maximum-AoI process becomes the one sampled earliest. In this case, since AoI of processes becomes the difference of current time and the time when it was sampled, the AoIs of processes have one of the value from 1 to \( t' \) where \( t' = \lceil K/S \rceil \). Furthermore, there exist \( S \) processes for each value of AoI from 1 to \( t' - 1 \). The rest \( K - (t'-1)S \) processes have AoI of \( t' \). Hence, the greedy sampling chooses \( K - (t'-1)S \) sensors with AoI \( t' \) and \( S - (K - t'S) \) sensors with AoI \( t' - 1 \). Therefore, the reduction of AoI by sampling becomes
\[
R\left(S^G(t)\right) = t'(K - (t'-1)S) + (t'-1)(S - (K - (t'-1)S)) \tag{52}
\]
\[
= K. \tag{53}
\]
As \( t \leq (K/S) \) and \( t > (K/S) \) are equivalent to \( tS \leq K \) and \( tS > K \), the AoI reduction by sampling is given as follows:
\[
R\left(S^G(t)\right) = \min\{tS, K\}. \tag{54}
\]
The AoI reduction by updating can be derived similarly. Since updating makes the AoI at the destination nodes equal to AoI at the coordinating relay, the AoI gap becomes zero. Therefore, before sampling, updated processes have zero AoI gap between at the coordinating relay and the destination nodes. In short, the AoI gap is generated by sampling and reduced by updating. Moreover, when \( S = U \), the greedy policy selects the same set of processes which were sampled in the previous time to update in the current time because only those set of processes have nonzero AoI gap.

For \( t \leq (K/U) + 1 \), since not all the processes are sampled until time slot \( t-1 \), the AoIs of the processes, which were sampled in time slot \( t-1 \) so that their AoIs were refreshed to 1 at the coordinating relay, is \( t \) at the destination node. Thus, the AoI gap becomes \( t-1 \). As a result, we have the following AoI reduction by updating:
\[
R\left(U^G(t)\right) = (t-1)U. \tag{55}
\]
For \( t > (K/U) + 1 \), as explained before, \( K - (t' - 1)S \) processes with AoI \( t' \) at the coordinating relay and \( S - (K - (t' - 1)S) \) processes with AoI \( t' - 1 \) at the coordinating relay were sampled in \( t - 1 \) and their Aois at the destination nodes are the same as the AoI at the coordinating relay. Therefore, in time slot \( t, K - (t' - 1)S \) processes have the AoI gap of \( t' \) and \( S - (K - (t' - 1)S) \) processes have the AoI gap of \( t' - 1 \). Thus, the AoI reduction by updating can be represented as follows:

\[
R(U^G(t)) = t'(K - t'S) + |t' - 1|(S - (K - t'S)) = K. \tag{56}
\]

As \( t \leq (K/U) + 1 \) and \( t > (K/U) + 1 \) are equivalent to \( (t - 1)U \leq K \) and \( (t - 1)U > K \), the AoI reduction by updating becomes

\[
R(U^G(t)) = \min((t - 1)U, K). \tag{57}
\]

Now, we prove that the greedy policy satisfies (29) with equality. From (54) and (58), as \( S = U \), we have for \( t > 1 \)

\[
R(S^G(t)) = R(U^G(t + 1)). \tag{59}
\]

Thus, the accumulated AoI reductions at the destination nodes can be expressed as follows:

\[
\sum_{t=1}^{t-1} R(S^G(\tau)) = \sum_{t=1}^{t-1} R(U^G(\tau + 1)) = \sum_{t=2}^{t} R(U^G(\tau)). \tag{60}
\]

Since we assume that the initial value of AoI is set to be 1, we have \( g_k(0) = h_k(0) = 1 \). This implies that \( R(U^G(1)) = 0 \). Therefore, we have

\[
\sum_{t=1}^{t-1} R(S^G(\tau)) = \sum_{t=2}^{t} R(U^G(\tau)) + R(U^G(1)). \tag{62}
\]

In the following theorem, we figure out the necessary and sufficient condition for the optimal policy.

**Theorem 1 (Necessary and Sufficient Condition of Optimal Policy):** For error-free symmetric IoT network, a policy \( \pi^* \) is optimal if and only if \( \pi^* \) satisfies

\[
\sum_{t=1}^{t-1} R(S^\pi^*(\tau)) = \max_{\pi} \sum_{t=1}^{t-1} R(S(\tau)) \tag{64}
\]

\[
\sum_{t=1}^{t-1} R(S^\pi^*(\tau)) = \sum_{t=1}^{t-1} R(U^\pi^*(\tau)) \forall t. \tag{65}
\]

**Proof:** By Lemma 2, the sum AoI at the destination nodes for any policy \( \pi \) can be expressed as follows:

\[
\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t) = \frac{1}{TK} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(U^\pi(\tau)) \right]. \tag{66}
\]

Also, due to Proposition 1, (66) can be bounded below as

\[
\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t) \geq \frac{1}{TK} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(U^\pi(\tau)) \right]. \tag{67}
\]

The lower bound is minimized when \( \sum_{t=1}^{t-1} R(S^\pi(\tau)) \) is maximized. As a consequence, for any policy \( \pi \), the sum AoI cannot be lower than the minimum of lower bound

\[
\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t) \geq \min_{\pi'} \frac{1}{TK} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right]. \tag{68}
\]

Furthermore, as the first term of right-hand side (RHS) of (68) is irrelevant with \( \pi' \), we can rewrite RHS of (68) as follows:

\[
\frac{1}{TK} \min_{\pi'} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right] = \frac{1}{TK} \left( \sum_{t=1}^{T} tK - \max_{\pi'} \sum_{t=1}^{T} \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right). \tag{69}
\]

If there exists a policy \( \pi^* \) which satisfies (64) and (65) simultaneously can have the minimum sum AoI. For any \( \pi \)

\[
\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t) = \frac{1}{TK} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(U^\pi(\tau)) \right] \tag{70}
\]

\[
\geq \frac{1}{TK} \left( \sum_{t=1}^{T} tK - \max_{\pi'} \sum_{t=1}^{T} \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right) \tag{71}
\]

\[
\geq \frac{1}{TK} \left( \sum_{t=1}^{T} tK - \max_{\pi'} \sum_{t=1}^{T} \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right) \tag{72}
\]

\[
= \frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t). \tag{73}
\]

Therefore, a policy which achieves (64) and (65) is optimal. On the other hand, to prove the converse, suppose there exists an optimal policy \( \pi^* \) which does not satisfy (64) or (65). Then

\[
\sum_{t=1}^{T} \sum_{t=1}^{t-2} R(S^\pi^*(\tau)) < \max_{\pi} \sum_{t=1}^{T} \sum_{t=1}^{t-2} R(S^\pi(\tau)) \tag{74}
\]

or, by Proposition 1

\[
\sum_{t=1}^{T} \sum_{t=1}^{t-1} R(S^\pi^*(\tau)) > \sum_{t=1}^{T} R(U^\pi^*(\tau)). \tag{75}
\]

However, as we showed in Propositions 2 and 3, there already exists a greedy policy \( G \) which satisfies both (64) and (65). Hence, the sum AoI for policy \( \pi^* \) can be represented as follows:

\[
\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} h_k^\pi(t) = \frac{1}{TK} \sum_{t=1}^{T} \left[ tK - \sum_{t=1}^{t-1} R(U^\pi(\tau)) \right] \tag{76}
\]

\[
\geq \frac{1}{TK} \left( \sum_{t=1}^{T} tK - \max_{\pi'} \sum_{t=1}^{T} \sum_{t=1}^{t-1} R(S^\pi(\tau)) \right) \tag{77}
\]
can prove the optimality of the greedy policy by checking the optimality condition. From Proposition 2

$$G = \arg\max_{\pi} \sum_{\tau=1}^{T-1} R(S^\pi(\tau)). \quad (85)$$

Moreover, by Proposition 3

$$\sum_{\tau=1}^{T-1} R(S^G(\tau)) = \sum_{\tau=1}^{T-1} R(U^G(\tau)). \quad (86)$$

As a result, by Theorem 1, the greedy policy is optimal for minimizing the average sum AoI in error-free symmetric IoT network.

Furthermore, from Lemma 2 and Proposition 3, we have

$$\sum_{k=1}^{K} h_k^{\pi}(t) = tK - \sum_{\tau=1}^{T-1} R(U^\pi(\tau)) \geq tK - \sum_{\tau=1}^{T-2} R(S^\pi(\tau)) \geq tK - \max_{\pi} \sum_{\tau=1}^{T-2} R(S^\pi(\tau)) = tK - \sum_{\tau=1}^{T-2} R(S^G(\tau)). \quad (87)$$

Thus, the greedy policy also achieves the minimum instantaneous sum AoI at the destination nodes.

Since the AoI reductions by sampling and updating are maximized at any time with the greedy policy, we can obtain the minimum sum AoI at the coordinating relay and destination nodes.

**Theorem 3 (Minimum Sum AoI at the Coordinating Relay and Destination Nodes):** For error-free symmetric IoT network, the minimum sum AoI at the coordinating relay and at the destination nodes are expressed as follows:

$$\min_{\pi} \sum_{k=1}^{K} g_k^\pi(t) = (1 - \frac{1}{2}(t \geq t' + 1) + \frac{t'}{2}(t \geq t' + 1) + \frac{1}{2}K - \frac{t'(t' - 1)S}{2} = t'K - \frac{(t' - 1)(t' - 2)U}{2}. \quad (91)$$

where $t' = \lceil (K/S) \rceil$ and $t'' = \lceil (K/U) \rceil + 1$. For $t > t''$

$$\min_{\pi} \sum_{k=1}^{K} h_k^\pi(t) = t'K - \frac{(t'-1)(t''-2)U}{2}. \quad (92)$$
Proof: Since the greedy policy is optimal for minimizing the sum AoI for any \( t \), we have
\[
\min_\pi \sum_{k=1}^{K} g^\pi_k(t) = \sum_{k=1}^{K} g^G_k(t) 
\]
(95)
and
\[
\min_\pi \sum_{k=1}^{K} h^\pi_k(t) = \sum_{k=1}^{K} h^G_k(t). 
\]
(96)
By Lemma 2 and Proposition 3, the sum AoI at the coordinating relay can be written as follows:
\[
\sum_{k=1}^{K} g^G_k(t) = tK - \sum_{r=1}^{t-1} \min\{rS, K\}.
\]
(97)
Then, (97) can be simplified as follows:
\[
\sum_{k=1}^{K} g^G_k(t) = tK - \sum_{r=1}^{t-1} \min\{rS, K\} 
= tK - \left( \sum_{r=t'}^{t-1} rS + \sum_{r=t'}^{t-1} K \right) 
= tK - \frac{t(t' - 1)S}{2} - \frac{1}{2} (t \geq t' + 1)(t'-t)K 
= (1 - \frac{1}{2} (t \geq t' + 1))rK + (t \geq t' + 1)\frac{t'K}{2} 
= \frac{t(t' - 1)S}{2} 
\]
(99)
where \( t' = \lceil K/S \rceil \). With similar derivations
\[
\sum_{k=1}^{K} h^G_k(t) = \frac{tK}{U} - \sum_{r=1}^{t-1} \min\{(r - 1)U, K\} 
= (1 - \frac{1}{2} (t \geq t'' + 1))rK + (t \geq t'' + 1)\frac{t'K}{2} 
= \frac{(t' - 1)(t'' - 2)U}{2} 
\]
(103)
where \( t'' = \lceil K/U \rceil + 1 \).

Since error-free symmetric IoT network can achieve lower minimum sum AoI than error-prone symmetric network, the result of Theorem 3 reveals the fundamental limit of AoI in a relay-aided symmetric IoT network. Theorem 3 also implies that for large \( t \) such that all the sensors and destinations are chosen at least once, the sum AoI at the coordinating relay and destination nodes does not increase but becomes a constant which is independent of \( t \) since \( t' \) and \( t'' \) are constant values. Furthermore, as shown in (93) and (94), both the sum AoIs at the coordinating relay and destination nodes are not functions of \( t \) for \( t > t' \). Thus, regardless of the value of \( K, S, \) and \( U \), the sum AoI is not growing for large \( t \). This is counter-intuitive because, for a sensor network which monitors a large number of physical processes but has a restriction on the number of processes to sample and update in each time slot, it is expected that the AoIs keep increasing as time goes on. However, Theorem 3 implies that if we sample and update optimally, any symmetric IoT sensor network can achieve constant sum AoI regardless of the number of sensors and destination nodes, and capability of sampling and updating in each time slot.

B. Optimal Policy in Error-Prone Symmetric System

In the previous section, we have shown that the greedy policy minimizes the average sum AoI at the destination nodes for the error-free symmetric IoT network. In this section, by using stochastic dominance, we show that, in the presence of transmission errors caused by outage, the greedy policy also minimizes the average sum AoI at the destination nodes. Although the AoI evolution path of IoT sensor network becomes stochastic due to outage events, the greedy policy is still optimal as we have proved under the deterministic evolution in the error-free scenario.

Theorem 4 (Optimality of the Greedy Algorithm for Error-Prone Symmetric IoT Network): For symmetric network with identical outage probability and equal weight, \( p_k = p \in [0, 1] \), \( q_k = q \in [0, 1] \), and \( w_k = (1/K) \forall k \), the greedy sampling and updating policy is optimal for minimizing the average sum AoI at the destination nodes
\[
G = \min_\pi \frac{1}{TK} \sum_{t=1}^{T} \mathbb{E} \left[ \sum_{k=1}^{K} h^\pi_k(t) \right] \quad (104)
\]

Proof: We will use stochastic dominance to prove that the greedy policy is optimal in the error-prone network using the optimality of the greedy policy in the error-free network.

Definition 2 (Stochastic Dominance): For random variables \( X, Y, X \) is stochastically dominant over \( Y \) if \( \Pr[Z > X] \geq \Pr[Z > Y] \) \forall Z \in \mathcal{F} \forall f \in \mathcal{F} \), where \( \mathcal{F} \) is the set of measurable functions which maps from the domain of \( X \) and \( Y \) to positive real value.

In our problem, the time-average of sum AoI is of our interest. Thereby, let us treat the instantaneous sum AoI given from a policy as a random variable. If the instantaneous sum AoI of any policy is stochastically dominant over that of the greedy policy, we have \( \Pr[(1/T) \sum_{t=1}^{T} \sum_{k=1}^{K} h^\pi_k(t) > z] \geq \Pr[(1/T) \sum_{t=1}^{T} \sum_{k=1}^{K} h^G_k(t) > z] \) for any \( \pi \). Since we can express average as follows:
\[
\mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{K} h^\pi_k(t) \right] = \int_{0}^{\infty} \Pr \left[ \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{K} h^\pi_k(t) > z \right] dz \quad (105)
\]
we can conclude that average sum AoI of the greedy policy is the minimum.

In [25], [39], [40], [41], and [42], for given two random variables, \( X, Y, X \) is stochastically dominant over \( Y \) if there exist two stochastic processes \( X(t) \) and \( Y(t) \) which satisfy the following.

1) \( X(t) \) and \( X(t) \) have the same probability distribution.
2) \( Y(t) \) and \( Y(t) \) have the same probability distribution.
3) \( X(t) \) and \( Y(t) \) are defined on a common probability space.
4) \( X(t) \geq Y(t), \) with probability 1 for any \( t \).

Now, we will prove that AoI of any policy is stochastically dominant over AoI of the greedy policy by showing there exist corresponding stochastic processes such that above conditions are met. First, consider the stochastic process \( X(t) = \sum_{k=1}^{K} h^\pi_k(t) \) and \( Y(t) = \sum_{k=1}^{K} h^G_k(t) \) for an arbitrary policy \( \pi \) and the greedy policy, respectively. Then, the
randomness of $X(t)$ and $Y(t)$ comes from wireless channels which cause outages. Therefore, a set of all feasible combinations of outage occurrences in transmissions of the selected processes becomes the probability space for $X(t)$ and $Y(t)$. Then, since any policy chooses sensors or destination nodes without affecting wireless channels or communication links, an occurrence of outage which depends on the wireless channel is independent of a policy. In other words, regardless of the selection of $\pi$ and the greedy policy, the occurrences of outage events are independently given. Hence, given that $\pi$ selects IoT sensor $k$ and the greedy policy selects IoT sensor $k'$, the probability that an outage occurs in the communication links with IoT sensor $k$ and $k'$ is the same. In this context, we can define a sample path which is evolution of AoI at the coordinating relay and at the destination nodes following a given policy over the entire time-horizon. Let us consider a sample path $\alpha^\pi$ determined by an arbitrary policy $\pi$. Due to the independence of outage events, there exists a corresponding sample path $\alpha^G$ following the greedy policy which have the same realization of outage events as $\alpha^\pi$. In other words, $\alpha^\pi$ can show different selections of sampling and updating from $\alpha^G$ but the outage realizations of all the communication links at each time becomes identical in the sample paths $\alpha^\pi$ and $\alpha^G$. Since the outage probability is the same for both $\pi$ and the greedy policy, $X(t)$ and $Y(t)$ have the common probability space. Thus, $X(t)$ and $Y(t)$ satisfy the first three conditions. Now, we will show the last condition, $X(t) \geq Y(t)$ with probability 1 for any $t$. If an outage occurs in transmission, the corresponding AoI value increases by 1 regardless of policy. Therefore, even if the decisions made by $\alpha^\pi$ and $\alpha^G$ for sampling and updating are different, the corresponding AoI value for the decisions will be the same for $\pi$ and the greedy policy when outages happen in both of $\alpha^\pi$ and $\alpha^G$. In other words, only the decisions with nonoutage event make distinction between different policies. As a consequence, we can only consider sampling and updating where outage does not occur. When the effect of outage can be neglected, the error-prone symmetric IoT network becomes equivalent to the error-free symmetric case, which we already show that the Greedy policy minimizes the average sum AoI. Therefore, the greedy policy minimizes the average sum AoI for the error-prone symmetric IoT network.

Theorem 4 implicates that even in the existence of errors, if outage occurs independently and identically across the sensors and destination nodes, the greedy algorithm is still optimal.

C. General IoT Network

This section discusses a general asymmetric IoT sensor network, which involves arbitrary weights, the number of sensors to sample, and the number of destination nodes to update. The order of the weighted AoI gap varies depending on the weights’ values, making it impossible to quantify the reduction of the AoI gap analytically. Consequently, we propose a deep reinforcement learning approach based on the Markov decision process (MDP) to minimize the average weighted sum of AoI.

To design MDP, we need to define states, actions, and rewards. First, a state can be defined as a concatenation of the AoIs at the coordinating relay and at the destination. Accordingly, a state $x(t)$ at time slot $t$ is represented as follows:

$$x(t) = (\{g_k(t)\}_{k=1}^{K}, \{h_k(t)\}_{k=1}^{K}).$$

(106)

An action is the selection of sensors for sampling and destination nodes for updating by the coordinating relay. An action at time slot $t$ denoted as $\alpha(t)$ becomes

$$\alpha(t) = (S(t), U(t)).$$

(107)

A policy is defined as a mapping from state $x(t)$ to an action $\alpha(t)$. Namely, $\pi(x(t)) = \alpha(t)$.

We define a reward as the weighted sum of AoI difference from the current state and the next states. Hence, the accumulated reduction is to be maximized, which results in the minimum average weighted sum AoI. In other words, the reward obtained by action $\alpha(t)$ in state $x(t)$, $r(x(t), \alpha(t))$, becomes

$$r(x(t), \alpha(t)) = \sum_{k=1}^{K} -w_k(h_k(t+1) - h_k(t)).$$

(108)

Based on this formulation, we can solve the following MDP problem which finds a policy achieving near-optimal performance:

$$\max_{\pi} \sum_{t=1}^{T} \gamma^t r(x(t), \pi(x(t)))$$

(109)

s.t. $|S(t)| = S \ \forall t$

(110)

$|U(t)| = U \ \forall t$

(111)

where $\gamma$ is a discount factor.

To solve the MDP problem, we utilize a $Q$-learning algorithm where the state-action value denoted as $Q(x(t), \alpha(t))$ is updated as follows:

$$Q^{t+1}(x(t), \alpha(t)) = Q^t(x(t), \alpha(t)) + \eta \left( r(t) + \gamma \max_{\alpha(t+1)} Q^t(x(t+1), \alpha(t+1)) - Q^t(x(t), \alpha(t)) \right).$$

(112)

Thus, in the $i$th iteration, we need to have values of $Q^i(x(t), \alpha(t))$ for all $x(t)$ and $\alpha(t)$. However, in our problem, the state space and action space are huge. Thus, $Q$-learning which requires a table of which size is product of cardinality of state space and action space cannot be applied to our problem. Replacing the table with a neural network, Deep $Q$-learning is more favorable.

In deep $Q$-learning, we define a DQN which approximates the $Q$-value for each state and action. In the training period, we collect states, actions, rewards, and the next states that the DQN experiences. By utilizing those collected data, we train the DQN to approximate the $Q$-values with small gap by updating parameters of DQN. To optimize parameters of DQN, we need to define the loss function which shows how far
our neural network is from the true $Q$-value. In our problem, we use the smooth $l1$-loss function.

The parameters of DQN are updated toward the direction of reducing the loss between the DQN value at the current state and the sum of the reward and the DQN value at the next state. The procedure from collecting data and updating neural network is repeated until the neural network converges to the true $Q$-values. After the DQN converges to the true $Q$-values, we use the trained neural network for a DQN policy. The DQN policy is given as follows:

$$\pi_{\text{DQN}}(x(t)) = \arg\max_{a(t)} Q(x(t), a(t)).$$  \hfill (113)

In our problem, the state space and action space are exponentially scaled with respect to $K$, $S$, and $U$. Unfortunately, due to the large size of these spaces, the convergence of the DQN policy is significantly time-consuming and may pose a challenge of converging to the global minima.

V. NUMERICAL RESULTS

In this section, we present the performance evaluation of different policies aiming at minimizing the average weighted sum of AoI at the destination nodes. We compare the average weighted sum AoI for several policies in various environments, including the greedy policy, DQN policy, random policy [25], threshold policy [4], MAF policy [35], and index policy [44].

The random policy selects a feasible sampling and updating set with a uniform probability distribution. The threshold policy selects nodes whose AoIs exceed a predefined threshold value. The MAF policy selects nodes with the highest AoI values. By leveraging the MDP formulation, the index policy computes Whittle’s indexes for each node as an initial step. In our system setting, the index for sensor $k$ at time $t$ is given as follows:

$$C(t) = \frac{w_k}{2}(1-p_k)g_k^T(t)\left(g_k^T(t) + \frac{1+p_k}{1-p_k}\right),$$  \hfill (114)

where $g_k^T(t)$ is the AoI at the relay for sensor $k$ at time $t$ with a policy $\pi$. Similarly, the indexes for destination nodes can be obtained by replacing the corresponding parameters. Once we have computed all the indexes for both sensors and destination nodes, we can schedule the nodes with higher indexes for updating.

First, we present the sum of AoI for different policies in an error-free symmetric IoT network. For this analysis, we consider the following parameters: $T = 100$, $K = 5$, $S = 3$, $U = 3$, $w_k = 1/K$, and $p_k = q_k = 0$ for all $k$. Fig. 2 illustrates the average weighted sum AoI for the destination nodes for the different policies. As stated in Theorem 3, the sum of AoI at the coordinating relay and the destination nodes remains constant after a certain time slot for the greedy policy. In this case, the performance of the greedy policy, which is proven to be optimal, is equivalent to that of the DQN policy.

The threshold policies with $\rho = (S/K) = 1.67$ exhibit higher average weighted sum AoI values in the earlier time slots. Since the pure threshold policies cannot always satisfy the constraint, there are instances where the threshold policy may select fewer sensors or destination nodes than $S$ or $U$. Conversely, for low threshold values, the pure threshold policies may choose a larger number of nodes. Therefore, an additional step is necessary for the pure threshold policies to satisfy the constraint. If the pure threshold policy selects more nodes than the allowed number, we need to discard some of the selected nodes. Ideally, we prioritize keeping nodes with higher AoI values since our objective is to minimize AoI. However, when using a threshold policy with a high threshold value, the constraint may not be satisfied exactly, resulting in a lower number of selected nodes than the maximum allowed number. Consequently, the performance of the threshold policy with a high threshold value is strictly suboptimal.

Conversely, the MAF policy behaves identically to the greedy policy when sampling new sensory data from sensors since both policies select the S sensors with the highest AoI. However, in terms of updating, the MAF policy solely considers the AoI value at the destination nodes. As a result, the reduction in AoI through updating may not be significant when the AoI at the relay node is relatively high.

Additionally, if we consider the index as a simplified quadratic function of the AoI value, as shown in (114), the index policy for an error-free symmetric network selects nodes based on their higher AoI values, which is essentially equivalent to the MAF policy [44]. Therefore, the performance of the MAF policy and the index policy is identical.

Moreover, we consider error-free asymmetric network. To investigate asymmetry of weights, we use geometric weights defined as follows:

$$w_{k+1} = \eta w_k$$  \hfill (115)

where $\eta$ is a common ratio and $w_1$ is determined to satisfy $\sum_{k=1}^{K} w_k = 1$. We compare the average weighted sum of AoI for the following parameters: $K = 5$, $T = 20$, $S = U = 1$, $p_k = q_k = 0$, and $\eta = 0.2$. Fig. 3 illustrates the results. The DQN policy exhibits the lowest average weighted sum AoI at the destination nodes. This can be attributed to the presence of asymmetric weights in the network. However, the performance...
The gap between the greedy policy and the DQN policy is low. Considering the significant training cost associated with the DQN policy due to its exponentially large state and action spaces, the greedy policy can be a favorable alternative, even in an asymmetric network. In this scenario, where the weights are different, the index policy outperforms the MAF policy.

If we increase \( \eta \) to 0.5, the average weighted sum of AoI at the destination nodes for different policies is depicted in Fig. 4. When \( \eta = 0.5 \), the weight vectors are given as \( w = (0.5161, 0.2581, 0.129, 0.0645, 0.0323) \). Consequently, destination node 1 contributes more than half of the overall performance. In this highly biased scenario, the DQN policy demonstrates a low average weighted sum of AoI.

We further compare the average weighted sum of AoI for different policies, considering different numbers of sensors and destination nodes to be updated. In Fig. 5, we examine the case when \( K = 10 \), \( S = U = 3 \), and \( \eta = 0.5 \), showcasing the performance of different policies. Furthermore, in Fig. 6, we present the average weighted sum AoI by increasing \( S = U = 7 \). As the number of selected sensors and destination nodes increases, the performance gap between the different policies diminishes. For example, when \( K = 10 \) and \( S = U = 7 \), at least four destination nodes are commonly selected by different policies. This implies that as \( S \) and \( U \) grow, the overlap in selected nodes among the policies also increases, resulting in reduced differences in performance. Additionally, in an asymmetric network with \( \eta = 0.5 \), the resulting weight vector is \( w = (0.5005, 0.2502, 0.1251, 0.0626, 0.0313, 0.0156, 0.0078, 0.0039, 0.0020, 0.0010) \). In this case, only a few destination nodes (from 1 to 4) contribute to over 93% of the overall performance. Consequently, the performance gap between policies becomes smaller, emphasizing the importance of selecting an appropriate scheduling policy in a symmetric network with limited wireless resources.

In an error-prone asymmetric network, we compare the average weighted sum of AoI for different policies in Fig. 7, assuming \( p_k = q_k = 0.1 \) for all \( k \). In this scenario, the DQN policy achieves the lowest average weighted sum AoI. Furthermore, the index policy, which takes into account the error probability when calculating the index, exhibits...
comparable performance. Surprisingly, the greedy policy, which neither requires training nor information regarding the error distribution, exhibited similar results. Consequently, the greedy policy presents itself as a promising solution for minimizing AoI while maintaining a low implementation cost.

VI. CONCLUSION

In this article, we have considered an IoT sensor network where sensors deliver sampled data of physical processes to destination nodes via a relay which coordinates sampling and updating. When the number of communication links simultaneously activated is limited, the coordinating relay needs to choose sensors to sample fresh data and destination nodes to be updated carefully. We have investigated the efficient policy for the decision of the coordinating relay. When communication links are highly stable and the importance of physical process is identical, the necessary and sufficient conditions for optimal policy have been figured out. In addition to that, the greedy policy has been proved to satisfy those conditions. Furthermore, the expression for the minimum sum AoI has been obtained. Even in the case that communication errors are considered, the greedy policy has been proved to be still optimal. When we consider a general IoT network with different importance of physical processes with nonnegligible communication error, we have proposed a DQN policy. Our numerical results have shown that the greedy policy can show similar performance to the DQN policy. Therefore, when the training cost is not affordable, the greedy policy can be an alternative to achieve low average weighted sum AoI at the destination nodes.
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