Optimization of milling process parameters and prediction of abrasive wear rate increment based on cutting force experiment
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Abstract
Tuning the parameters of Computerized Numerical Control (CNC) is essential for practical manufacturers. Well configured parameters ensure the efficiency of production and the accuracy of the products. However, with the abrasive wear on the flank of the milling cutter, the milling processing parameters should re-configure to adapt to the increment of the abrasive wear. This paper aims to propose a method to predict the abrasive wear rate increment on the flank of the milling cutter and optimize the processing parameters of CNC milling. Firstly, we set a cutting data acquisition system to sample the processing time and cutting force among \(X\), \(Y\) coordinates based on the five-factor and four-level orthogonal experiments. Then, the sampled cutting force data increment is transformed into the abrasive wear rate increment by applying the incremental model. Next, five processing parameters for CNC milling are optimized by the gray relational method, which takes the limited abrasive wear rate increment of the flank face and the non-increasing processing time as the constrained conditions. We obtain the relationship between five processing parameters and abrasive wear rate increment. We also find the basic principle of selecting process parameters is to reduce the abrasive wear rate without increasing the processing time. The experimental results verify that the optimized process parameters make the gray relational degree increase by 0.02, and the abrasive wear rate increment decreases by \(0.423 \times 10^{-10}\) mm\(^3\)/s without affecting the production efficiency. In the prediction section, by applying the Back Propagation (BP) neural network, we obtain an accurate prediction model from measurable five factors to the abrasive wear increment on the flank of the milling cutter. The maximum error between the predicted value and the actual value is 0.0003, and the predicted value curve fits well with the actual value curve. From the perspective of abrasive wear rate increment prediction, it provides a new idea for online tool wear monitoring.
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Introduction
In CNC milling, selecting proper milling process parameters and predicting milling cutter wear are all fundamentals to ensure product processing accuracy, prevent processed parts from being scrapped, improve production efficiency, and reduce production costs. Many researchers made some progress in parameter optimization and wear prediction in CNC manufacturing processes. However, few of these studies considered the impact of cutting force data on abrasive wear. Using cutting force data to predict abrasive wear is a fundamental issue for online tool wear monitoring and production process control, which provides a technical basis for real-time process monitoring and production optimization.
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optimization, and prediction of milling cutter wear in recent years.

In terms of optimization of milling process parameters: Li et al. propose the cutting parameters optimization technology by combining the response surface methodology with the improved teaching learning based optimization algorithm. It is to obtain the best cutting parameters under multi-objective conditions. Shi et al. introduce Taguchi with gray relational analysis of experimental data to determine an optimum combination of process parameters for promoting the surface roughness and the micro hardness of dry milling magnesium alloy. Du et al. investigate the optimization of high-speed milling process parameters for the new ultra high strength titanium alloy TB17, based on multiple performance characteristics. Tong et al. state the optimal mesoscopic geometric characteristic parameters under the four evaluation indices, such as mechanical thermal characteristics, tool wear, and surface quality of the workpiece. Shang et al. propose a reliability optimization model of milling process parameters considering the variations of milling speeds and feeds per tooth. Sarıkaya et al. optimize the milling characteristics with mono and multiple response outputs such as vibration signals, cutting force, and surface roughness.

Amount of optimization of milling process parameters, most studies focus on material removal rate, surface roughness, cutting force, cutting heat, vibration, or other factors. The abrasive wear rate increment is rarely applied to tune the parameters of CNC milling. In this paper, the abrasive wear rate increment and material removal rate are used to optimize the CNC milling process parameters.

In terms of prediction of milling cutter wear: Zhang et al. introduce a tool wear prediction model with cutting parameters and cutting time. Chen et al. propose and evaluate an artificial neural networks based in process tool wear prediction system. Dai et al. improve the prediction accuracy and generalization performance of tool wear monitoring based on deep learning. Ding et al. state a novel method for tool wear prediction in titanium milling using the Simulink feedback method. Cao et al. introduce a tool condition monitoring approach based on a convolutional neural network. Cus et al. and Wang and Wang study the relationship between tool wear and cutting force. Signal analysis technology combined with artificial intelligence technology was used to extract the relevant features of cutting force, then the tool wear status was predicted. The development of artificial intelligence technology provides effective means for the analysis of tool wear. Since the increment of tool wear is considered as the object, we take the cutting force for the object instead. In this paper, the cutting force is obtained through the experimental method. The increment of cutting force is transformed into the increment of abrasive wear rate to characterize the tool wear state. The Back Propagation (BP) neural network technology is used to predict the increment of abrasive wear rate of the flank face of the cutting tool.

**Milling experiment**

**Experiment design**

This experiment uses Donghua DH5922D as the cutting data acquisition system. We also use an XD20 vertical milling machine, high-speed steel cutter. The material used in this study is 2A12 aluminum alloy, the length is 120 mm, the width is 50 mm, and the thickness is 40 mm. The cutting method is down-milling. The material removal amount is limited to 10,000 mm³. The cutting data acquisition system is shown in Figure 1:

![Cutting data acquisition system](image)

**Figure 1.** Cutting data acquisition system.

| Level | Factors | \( \Phi \) | \( s \) | \( f \) | \( a_p \) | \( a_e \) |
|-------|---------|-------|-------|-------|------|------|
| 1     | 6       | 1800  | 460   | 6     | 1    |
| 2     | 8       | 2000  | 480   | 8     | 1.5  |
| 3     | 10      | 2200  | 500   | 10    | 2    |
| 4     | 12      | 2400  | 520   | 12    | 2.5  |

**Table 1.** Orthogonal experiment factors, level table.

The number of orthogonal experiments designed according to four levels and five factors is 16, the orthogonal experiment table is shown in Table 2:

**Data collection**

The Donghua DH5922D cutting data acquisition system is used to obtain the total processing time when the
material removal is 10,000 mm³. And, we can get the cutting force in the X and Y directions.

The cutting force in the X and Y directions is shown in Figure 2. Due to space limitation, only the cutting force diagrams of the 1, 5, 9, and 13 experiments are listed here. Red represents the cutting force in the X direction, blue is the cutting force in the Y direction. The directions of the tool force are opposite to the directions shown in the schematic diagram of the force sensor in Figure 2.

The abscissa represents the processing time, s and the ordinate represents cutting force, N.

Continuously count the data of 1024 points, the root mean of the square is taken to obtain a smooth curve of cutting force, red represents a cutting force in the X direction, blue is cutting force in the Y direction. As shown in Figure 3.

Abscissa represents the processing time, s and ordinate represents root mean square cutting force, N.

Since the cutting method is down-milling and the irregular shape of the blank will have an unstable impact on the tool force, the force of the first tool path and the last tool path is ignored. The average force of the first 2–4 tool path is taken as the force of the tool when removing the first 5000 mm³ material and the average force of the last 2–4 tool path is taken as the force of the tool when the remaining 5000 mm³ material is removed. Fₓ₁ represents the force applied to the tool in X direction when the first 5000 mm³ material is removed, N. Fₓ₂ represents the force applied to the tool in X direction when the remaining 5000 mm³ material is removed, N. ΔFₓ represents the tool force increment in X direction. Fᵧ₁ represents the force applied to the tool in Y direction when the first 5000 mm³ material is removed, N. Fᵧ₂ represents the force applied to the tool in Y direction when the remaining 5000 mm³ material is removed, N. ΔFᵧ represents the tool force increment in Y direction. t represents the processing time, s. The data collected in the experiment are shown in Table 3:

**Table 2. Orthogonal experiment table.**

| Group no. | Φ  | s  | f  | aₓ | aᵧ |
|-----------|----|----|----|----|----|
| 1         | 6  | 1800 | 460 | 6  | 1  |
| 2         | 6  | 2000 | 480 | 8  | 1.5 |
| 3         | 6  | 2200 | 500 | 10 | 2  |
| 4         | 6  | 2400 | 520 | 12 | 2.5 |
| 5         | 8  | 1800 | 480 | 10 | 2.5 |
| 6         | 8  | 2000 | 460 | 12 | 2  |
| 7         | 8  | 2200 | 520 | 6  | 1.5 |
| 8         | 8  | 2400 | 500 | 8  | 1  |
| 9         | 10 | 1800 | 500 | 12 | 1.5 |
| 10        | 10 | 2000 | 520 | 10 | 1  |
| 11        | 10 | 2200 | 480 | 8  | 2.5 |
| 12        | 10 | 2400 | 480 | 6  | 2  |
| 13        | 12 | 1800 | 520 | 8  | 2  |
| 14        | 12 | 2000 | 500 | 6  | 2.5 |
| 15        | 12 | 2200 | 480 | 12 | 1  |
| 16        | 12 | 2400 | 460 | 10 | 1.5 |

**Optimization of milling process parameters**

Incremental model of abrasive wear rate

Metal cutting is a highly nonlinear and thermally coupled complex process. Under the conditions of high temperature and high pressure, the tool is prone to wear. Tool wear is usually the result of the interaction and mutual influence of different wear mechanisms. The main mechanisms include abrasive wear, adhesive wear, diffusion wear, oxidation wear, and plastic deformation. High-speed steel tools are prone to wear on the tool flank under the conditions of cutting force and milling thermal coupling. Huang and Liang gave an analytical formula for the wear rate considering abrasive wear \( V_{abr} \), adhesive wear \( V_{adh} \), and diffusion wear \( V_{dif} \):

\[
V_{wear} = V_{abr} + V_{adh} + V_{dif}
\]

In the formula, \( V_{wear} \) represents the total wear rate (wear rate unit is mm³/s). The wear rate formula is usually expressed as a piece wise function of temperature, when the temperature is below 500°C, abrasive wear is mainly considered. In this paper, cutting fluid was added during the experiment, and the cutting heat generated by the aluminum alloy blank during cutting was not much. Therefore, only the abrasive wear of the tool flank can be considered in the subsequent research. Huang and Liang gave the formula for calculating the abrasive wear rate of the flank face during the cutting process:

\[
V_{abr} = K_{abr}K\left(\frac{P}{a}a_{c}\right)\ V_{c}a_{e}VB\delta
\]

In the formula, \( K_{abr} \) represents the coefficient of abrasive wear rate, \( P_{c} \) is the hardness of abrasive grains, the unit is MPa. \( P_{t} \) is tool hardness, the unit is MPa. \( K \) and \( n \) are functions of \( P_{a}/P_{c} \). \( V_{c} \) is the tool feed rate. \( a_{e} \) is the radial depth of cut. \( VB \) is the length of the flank wear zone, the unit is mm, due to the complex structure of the milling cutter, \( VB \) and \( a_{p} \) can be approximately considered equal in order to simplify the calculation. \( \delta \) is the average normal stress of the flank, the unit is MPa. In this paper, when the incremental model of flank surface abrasive wear rate is constructed, it is considered that the abrasive particles are only in contact with the surface of one part. \( K \) and \( n \) are wear constant of three-body abrasive particles, this model is simplified to a two-body abrasive wear model, at this time, \( n = 1, K = 1 \), and \( P_{a}/P_{c} = 1 \), the impact of tool hardness is ignored, and tool hardness is classified into the
coefficient of abrasive wear rate. The $K_{abr}$ is usually determined by experiments, in this paper, the value of $K_{abr}$ is based on the experimental results of Ding et al.\textsuperscript{10} $K_{abr} = 2.37 \times 10^{-11}$. The formula is simplified to:

$$V_{abr} = K_{abr} V_c a_e V B S$$  \hfill (3)

Regardless of the tool force on the Z-direction, it is approximately considered that the flank face is
subjected to the resultant force of $X$ and $Y$ directions and the resultant force is linearly uniformly distributed on the flank wear belt. The formula for the average normal stress of the flank face is:

$$\delta = F/VB$$  \hspace{1cm} (4)$$

$F$ is the resultant force on the flank face and $F$ is expressed as the total force increment in the $X$ and $Y$ directions:

Figure 3. Root mean square graph of two-way cutting force: (a) root mean square curve of cutting force in group 1, (b) root mean square curve of cutting force in group 5, (c) root mean square curve of cutting force in group 9, and (d) root mean square curve of cutting force in group 13.
At this time, the calculation formula of the flank surface abrasive wear rate can be expressed as the calculation formula of the flank surface abrasive wear rate increment:

$$\Delta V_{abr} = K_{abr} V_c a_k \sqrt{\Delta F_x^2 + \Delta F_y^2}$$

(6)

Gray relational method for optimization of processing parameters

Determine the input process parameters as shown in Table 2, a total of 16 sets of data and 5 factors. They are: tool diameter, spindle speed, feed speed, axial depth of cut, and radial depth of cut. The output process parameters are the processing time (indicated by \(t\) in s) and the abrasive wear rate increment of the flank face (indicated by \(\Delta V_{abr}\) in \(\text{mm}^3/\text{s}\)), according to formula 6, the results are shown in Table 3.

It can be known by analyzing the input and output process parameters: the relational law between processing time, flank surface abrasive wear rate increment and input process parameters is inconsistent. In order to improve the processing efficiency and reduce the increase in abrasive wear rate, the gray relational method is further carried out on the basis of the orthogonal experiment.

Dimension normalization. Gray relational method is based on the data columns of factors, mathematical methods is used to study the geometric correspondence between factors and rational degree is used to measure the completion of multiple indicators.\(^{20-24}\)

**Table 3.** Experiment data sheet.

| Group no. | \(F_{x1}\) | \(F_{x2}\) | \(\Delta F_x\) | \(F_{y1}\) | \(F_{y2}\) | \(\Delta F_y\) | \(t\) | \(\Delta V_{abr}\) |
|-----------|-----------|-----------|-------------|-----------|-----------|-------------|------|----------------|
| 1         | 35.750    | 62.041    | 26.282      | 83.851    | 91.089    | 7.238       | 654  | 2.97193 \(\times 10^{-10}\) |
| 2         | 49.209    | 70.803    | 21.594      | 167.243   | 173.989   | 6.746       | 324  | 3.86042 \(\times 10^{-10}\) |
| 3         | 51.625    | 88.019    | 36.394      | 267.857   | 290.169   | 22.312      | 198  | 1.01173 \(\times 10^{-9}\) |
| 4         | 46.036    | 86.792    | 40.756      | 309.692   | 329.903   | 20.211      | 156  | 1.40161 \(\times 10^{-9}\) |
| 5         | 61.826    | 90.206    | 28.380      | 207.938   | 234.172   | 17.615      | 170  | 9.4961 \(\times 10^{-10}\) |
| 6         | 77.885    | 88.760    | 10.875      | 251.787   | 279.112   | 10.710      | 390  | 3.2802 \(\times 10^{-10}\) |
| 7         | 36.913    | 45.313    | 8.400       | 102.997   | 112.477   | 5.881       | 488  | 7.68722 \(\times 10^{-10}\) |
| 8         | 34.678    | 41.105    | 6.427       | 62.861    | 63.742    | 0.881       | 488  | 4.39486 \(\times 10^{-10}\) |
| 9         | 36.913    | 45.313    | 8.400       | 102.997   | 112.477   | 5.881       | 488  | 7.68722 \(\times 10^{-10}\) |
| 10        | 43.550    | 52.729    | 9.179       | 75.037    | 84.889    | 9.852       | 401  | 1.65947 \(\times 10^{-10}\) |
| 11        | 42.088    | 50.419    | 8.331       | 134.054   | 149.088   | 15.034      | 220  | 4.68458 \(\times 10^{-10}\) |
| 12        | 30.475    | 38.062    | 7.587       | 81.455    | 91.089    | 3.805       | 347  | 2.76804 \(\times 10^{-10}\) |
| 13        | 55.688    | 59.544    | 3.856       | 90.577    | 103.580   | 13.003      | 268  | 3.34293 \(\times 10^{-10}\) |
| 14        | 45.561    | 71.170    | 25.609      | 109.014   | 123.885   | 14.871      | 285  | 8.77304 \(\times 10^{-10}\) |
| 15        | 48.340    | 60.123    | 11.783      | 91.188    | 112.477   | 21.289      | 396  | 2.76804 \(\times 10^{-10}\) |
| 16        | 36.416    | 59.668    | 23.252      | 72.914    | 78.974    | 6.060       | 309  | 3.92942 \(\times 10^{-10}\) |

$$F = \sqrt{\Delta F_x^2 + \Delta F_y^2}$$

(5)

Dimension normalization: dimension normalization is performed according to formula 7, to avoid the influence of the unit and prepare for the next step of relational calculation. Through analysis, it can be known that the smaller the increase in processing time and abrasive wear rate increment, the better. The normalized calculation uses the large characteristic formula. That is, the larger the normalized data, the more the expected value.

$$x = \frac{\max y - y}{\max y - \min y}$$

(7)

In the formula, \(x\) represents the normalized result, \(y\) represents the output process parameter result, and the normalized result is shown in Table 4.

The rational coefficient. The gray relational coefficient is calculated according to formula 8, that is, the relationship between the actual output process parameters and the output process parameters in the ideal state is calculated.

$$\xi_i = \frac{\min |x^0 - x| + \zeta \max |x^0 - x|}{|x^0 - x| + \zeta \max |x^0 - x|}$$

(8)

In the formula: \(\xi_i\) is the rational coefficient of the \(i\)-th actual output process parameter, total 16 sets of output process parameters. \(x^0\) is the ideal output process parameter, the ideal output process parameter for processing time and abrasive wear rate increment are 1. \(\zeta\) is the resolution coefficient, the value range is:

$$\frac{\Delta i}{\Delta_{\max}} \leq \zeta \leq 2 \frac{\Delta i}{\Delta_{\max}}$$

(9)
\( \Delta i \) is the mean value of the difference between the ideal value and the actual value of all output process parameters:

\[
\Delta i = \frac{1}{32} |x^0 - x| \tag{10}
\]

\( \Delta \text{max} \) is the maximum value of the difference between the ideal value and the actual value of the output process parameter:

\[
\Delta \text{max} = \max |x^0 - x| \tag{11}
\]

The range of \( \zeta \) obtained by calculation is 0.3469 \( \leq \zeta \leq 0.6938 \), take \( \zeta = 0.5 \). The rational coefficient is shown in Table 4.

The gray relational degree and parameter optimization. The gray relational degree is calculated according to formula 12:

\[
\gamma = \frac{1}{32} \sum_{i=1}^{m} \xi_i \tag{12}
\]

\( m \) is the number of actual output process parameter and \( m = 2 \). The gray relational degree is shown in Table 4.

From Table 4, it can be concluded that the gray rational degree of the sixth experiment is 0.82, which is the maximum. At this time, the input process parameter values are as follows: the tool diameter is 8 \( \text{mm} \), the spindle speed is 2000 \( \text{rpm} \), the feed speed is 460 \( \text{mm/min} \), the axial depth of cut is 12 \( \text{mm} \), and the radial depth of cut is 2 \( \text{mm} \). However, the processing time is 180 \( \text{s} \) and the abrasive wear rate increment is \( 3 \times 10^{-12} \text{mm}^{3}/\text{s} \), neither data is the smallest. It shows that current parameters may be further optimized. It is necessary to further analyze the average value and range of the gray relational degree of input process parameters to obtain better parameters. The average and range analysis results of the gray relational of input process parameters are shown in Table 5.

Draw a graph of the relationship between input process parameters and the average gray relational degree, as shown in Figure 4 (the ordinate represents the average gray relational degree of input parameters). When the average value of a certain level of gray relational in the figure reaches the maximum, the input process parameter of this level is the optimal value. By the relationship curve is analyzed, we can see that the optimal parameters are: the tool diameter is 10 \( \text{mm} \), the spindle speed is 2400 \( \text{rpm} \), the feed speed is 460 \( \text{mm/min} \), the

| Group no. | \( t \) | \( \Delta V_{\text{Abr}} \) | Normalized \( \Delta V_{\text{Abr}} \) | Normalized \( \Delta V_{\text{Abr}} \) | Rational coefficient \( \Delta V_{\text{Abr}} \) | Rational coefficient \( \Delta V_{\text{Abr}} \) | Gray relational degree |
|-----------|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-------------------|
| 1         | 654    | \( 2.97193 \times 10^{-10} \) | 0               | 0.833           | 0.33            | 0.75            | 0.54              |
| 2         | 324    | \( 3.86042 \times 10^{-10} \) | 0.671           | 0.766           | 0.60            | 0.68            | 0.64              |
| 3         | 198    | \( 1.01173 \times 10^{-9} \) | 0.917           | 0.294           | 0.86            | 0.41            | 0.64              |
| 4         | 156    | \( 1.40161 \times 10^{-9} \) | 1               | 1.00            | 0.33            | 0.67            | 0.67              |
| 5         | 170    | \( 9.49961 \times 10^{-10} \) | 0.972           | 0.34            | 0.95            | 0.43            | 0.69              |
| 6         | 180    | \( 3.32802 \times 10^{-10} \) | 0.953           | 0.806           | 0.91            | 0.72            | 0.82              |
| 7         | 390    | \( 1.01436 \times 10^{-9} \) | 0.542           | 0.294           | 0.52            | 0.41            | 0.47              |
| 8         | 488    | \( 7.68722 \times 10^{-11} \) | 0.351           | 1               | 0.44            | 1.00            | 0.72              |
| 9         | 237    | \( 4.39486 \times 10^{-10} \) | 0.842           | 0.726           | 0.76            | 0.65            | 0.70              |
| 10        | 401    | \( 1.65947 \times 10^{-10} \) | 0.521           | 0.933           | 0.51            | 0.88            | 0.70              |
| 11        | 220    | \( 4.68458 \times 10^{-10} \) | 0.875           | 0.704           | 0.80            | 0.63            | 0.71              |
| 12        | 347    | \( 1.93112 \times 10^{-10} \) | 0.626           | 0.912           | 0.57            | 0.85            | 0.71              |
| 13        | 268    | \( 3.34293 \times 10^{-10} \) | 0.781           | 0.805           | 0.70            | 0.72            | 0.71              |
| 14        | 285    | \( 8.77304 \times 10^{-10} \) | 0.748           | 0.395           | 0.66            | 0.45            | 0.56              |
| 15        | 396    | \( 2.76804 \times 10^{-10} \) | 0.531           | 0.848           | 0.52            | 0.77            | 0.64              |
| 16        | 309    | \( 3.92942 \times 10^{-10} \) | 0.701           | 0.761           | 0.63            | 0.68            | 0.65              |

| Level | \( \Phi \) | Average \( s \) | Average \( f \) | Average \( \alpha_p \) | Average \( \alpha_e \) | Average \( \alpha \) |
|-------|-----------|----------------|----------------|----------------|----------------|----------------|
| 1     | 6         | 0.621          | 1800           | 0.661          | 460            | 0.681          | 6               | 0.568          | 1               | 0.650          |
| 2     | 8         | 0.673          | 2000           | 0.677          | 460            | 0.671          | 8               | 0.696          | 1.5             | 0.616          |
| 3     | 10        | 0.706          | 2200           | 0.616          | 500            | 0.654          | 10              | 0.670          | 2               | 0.718          |
| 4     | 12        | 0.641          | 2400           | 0.688          | 520            | 0.635          | 12              | 0.707          | 2.5             | 0.657          |
| Range |           | 0.085          | 0.08           | 0.046          | 0.139          | 0.102          |

| \( \Delta i \) | \( \Delta \text{max} \) | \( \zeta \) | \( \gamma \) | \( \alpha \) |
|----------------|-----------------|----------|------------|-----------|
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.33   | 0.75      | 0.54     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.68   | 0.68      | 0.64     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.294  | 0.41      | 0.64     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 1.00   | 0.72      | 0.82     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.44   | 0.41      | 0.47     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 1.00   | 0.72      | 0.72     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.76   | 0.77      | 0.64     |
| \( 0.3469 \leq \zeta \leq 0.6938 \) | \( 0.5 \) | 0.63   | 0.68      | 0.65     |

Table 4. Gray relational analysis result.

Table 5. Average and range analysis of gray relational degree of input process parameters.
axial depth of cut is 12 mm, and the radial depth of cut is 2 mm.

The optimal parameters obtained by the gray relational method with the optimal parameters of the orthogonal experiment are compared. As shown in Table 6:

**Incremental prediction model**

Back Propagation (BP) neural network is a multi-layer feed forward network trained by error back propagation algorithm.\(^{25-27}\) It is the most widely used neural network technology in predictive models. In this paper, the BP neural network technology is used to build the flank face abrasive wear rate incremental prediction model.

The application of BP neural network technology in the prediction model of abrasive wear rate increment is as follows: the tool diameter, spindle speed, feed rate, axial depth of cut, and radial depth of cut in the orthogonal experiment are taken as the input layer data. The flank surface abrasive wear rate increment and processing time are used as output layer data. The relationship between the input layer data and the output layer data

![Graphs](image-url)
is established by training the neural network and it can achieve the required training accuracy.

The basic network structure

The BP neural network is composed of an input layer, a hidden layer, and an output layer. Three layers are fully connected through the weight matrix and bias. Experiments show that a three-layer BP neural network can complete a mapping from any \( n \)-dimensional input layer to \( m \)-dimensional output layer.\(^{28-30}\) This paper adopts a three-layer BP neural network model, as shown in Figure 5, \( w_{ij} \) and \( w_{gh} \) are the weights between layers, and \( q \) is the bias.

Determination of basic parameters

Trial and error method is used to determine the number of hidden layer neurons, as shown in formula 13:

\[
L = \sqrt{m + n + a} \tag{13}
\]

\( m \) is the number of neurons in the input layer, \( n \) is the number of neurons in the output layer, \( a \) is a constant, \( 0 \leq a \leq 10 \). \( L \) is the number of neurons in the hidden layer. It can be concluded that the range of the number of neurons in the hidden layer is: \( 2 \leq L \leq 12 \). According to the principles of ensuring the prediction accuracy and the stability of the neural network, the number of neurons is finally determined to be 9. The choice of learning rate is based on the principles of avoiding neural network fluctuations and fast convergence, the learning rate is 0.002. The activation function is the sigmoid function as shown in formula 14:

\[
y = \frac{1}{1 + e^{-x}} \tag{14}
\]

The maximum number of iterations is 200,000 and the training target error is 0.0003. To prevent overfitting, add noise to the output sample, the noise intensity is 0.03. The input layer data are normalized by the formula 15:

\[
x^* = \frac{x - x_{\min}}{x_{\max} - x_{\min}} \tag{15}
\]

\( x_{\max} \) and \( x_{\min} \) represent the maximum and minimum values in each type of data, the normalized data range are \( -1 \leq x^* \leq 1 \). Initialize the weight and offset, the range is 0–0.5, the cost function is shown in formula 16:

\[
\Delta = \sum_{i=1}^{16} (y_i' - y_i)^2 \tag{16}
\]

\( y_i' \) represents the actual output value and \( y_i \) represents the neural network output value, the iteration ends when \( \Delta < 0.0001 \).

Key program segments and training results

#Dynamic adjustment of each step based on the principle of negative gradient descent of the cost function
del2 = error
del1 = np.dot(w2.transpose(),del2)*hidout*(1-hidout)
dw2 = np.dot(del2,hidout.transpose())
db2 = np.dot(del2,np.ones((samnum,1)))
dw1 = np.dot(del1,sampleinnorm.transpose())
db1 = np.dot(del1,np.ones((samnum,1)))

#Modify the weights and thresholds between the output layer and the hidden layer
w2 = w2 + lerate*dw2
b2 = b2 + lerate*db2

#Modify the weight and threshold between the input layer and the hidden layer
w1 = w1*lerate*dw1
b1 = b1*lerate*db1

See Supplemental Files for various groups.

### Table 6. Comparison of experiment results.

|               | \( \Phi \) | \( s \) | \( f \) | \( a_p \) | \( a_a \) | \( t \) | \( \Delta V_{abr} \) | Gray relational degree |
|---------------|-----------|--------|--------|---------|--------|------|---------------------|----------------------|
| Orthogonal test optimal combination | 8 | 2000 | 460 | 12 | 2 | 180 | \( 3.32802 \times 10^{-10} \) | 0.82 |
| Gray relational analysis optimal combination | 10 | 2400 | 460 | 12 | 2 | 179 | \( 2.90379 \times 10^{-10} \) | 0.84 |

Figure 5. Neural network structure diagram.
The network error performance training curve is shown in Figure 6, the iteration ends when the number of iterations reaches 200,000 times, error value is 0.0003. The fitting result of the training prediction value and the actual value are shown in Figure 7.

Conclusions

Through gray relational analysis, the following conclusions can be made:

1. From the relational value, it can be seen that the maximum gray relational value of the radial cutting depth is 0.139. It shows that the axial depth of the cut has the most significant comprehensive influence on the machining time and the abrasive wear rate increment of the flank face. The radial depth of cut is the second important factor to affect the time and wear, followed by the tool diameter, spindle speed, and feed rate.

2. In the case of non-increasing processing time, tool wear can be slowed by increasing the following items: the tool diameter and the spindle speed. Under the conditions that the feed speed, axial depth of cut, and radial depth of cut are given, the work piece’s contour has no restriction on the tool diameter, these two items’ deduction mainly affects the tool wear.

3. In the case of non-increasing processing time, the following conclusions can be made by analyzing the relationship between the input process parameters and the abrasive wear rate increment of the flank face. The influence of the input process parameters on the abrasive wear rate increment can be expressed by the following inequality: $a_c > \Phi > s > a_p > f$.

4. In the case of non-increasing processing time, aiming to reduce the tool wear rate, the basic principle of parameter selection for CNC milling is the five factors should be small. However, in high-speed milling, there is a spindle speed limit for the milling cutter. If the spindle speed exceeds this limit, the wear decreases. How to determine the limit of spindle speed should be a new research topic.

A prediction model for the abrasive wear rate increment of the flank face is established, and the prediction value is compared with the actual value. It is found that the BP neural network can predict the abrasive wear rate increment of the flank face and has good accuracy and stability. From the perspective of tool wear rate increment, it provides practical methods and new ideas for monitoring tool wear status.
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