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Abstract. Many recent papers deal with the enumeration of 2-dimensional
walks with prescribed steps confined to the positive quadrant. The classifica-
tion is now complete for walks with steps in $\{0, \pm 1\}^2$: the generating
function is D-finite if and only if a certain group associated with the step set is finite.
We explore in this paper the analogous problem for 3-dimensional walks
confined to the positive octant. The first difficulty is their number: there are
11,074,225 non-trivial and non-equivalent step sets in $\{0, \pm 1\}^3$ (instead of 79
in the quadrant case). We focus on the 35,548 that have at most six steps.
We apply to them a combined approach, first experimental and then rigor-
ous. On the experimental side, we try to guess differential equations. We also
try to determine if the associated group is finite. The largest finite groups that
we find have order 48 – the larger ones have order at least 200 and we believe
them to be infinite. No differential equation has been detected in those cases.
On the rigorous side, we apply three main techniques to prove D-finiteness.
The algebraic kernel method, applied earlier to quadrant walks, works in many
cases. Certain, more challenging, cases turn out to have a special Hadamard
structure which allows us to solve them via a reduction to problems of smaller
dimension. Finally, for two special cases, we had to resort to computer algebra
proofs. We prove with these techniques all the guessed differential equations.
This leaves us with exactly 19 very intriguing step sets for which the group
is finite, but the nature of the generating function still unclear.

1. Introduction

The enumeration of lattice walks is a venerable topic in combinatorics, which has
numerous applications as well as connections with other mathematical fields such
as probability theory. In recent years the enumeration of walks confined to cones
has received a lot of attention, and the present article also explores this topic.
Let us recall a few results for walks on $\mathbb{Z}^d$ that start at the origin and consist
of steps taken in $\mathcal{S}$, a finite subset of $\mathbb{Z}^d$. Clearly, there are $|\mathcal{S}|^n$ walks of length $n$
(that is, using exactly $n$ steps), and the associated (length) generating function,
$$\sum_{w} t^{|w|} = \sum_{n \geq 0} |\mathcal{S}|^n t^n = \frac{1}{1 - |\mathcal{S}| t},$$
is rational. Here, the sum runs over all walks $w$, and $|w|$ denotes the length of $w$.
If we now confine walks to a (rational) half-space, typically by enforcing the
first coordinate to be non-negative, then the resulting generating function becomes
algebraic. This question was notably studied in one dimension (walks on the half-
line $\mathbb{N}$) [20, 16, 12, 2], but most methods can be extended to arbitrary dimension.
These methods are effective and yield an explicit system of algebraic equations for
the generating function.
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In the past few years, the “next” natural case, namely walks confined to the intersection of two half-spaces, has been extensively studied in the form of walks on $\mathbb{Z}^2$ confined to the positive quadrant $\mathbb{N}^2$ [5, 8, 10, 11, 17, 18, 26, 31]. We call such walks quadrant walks. In the early days of this study, it was sometimes believed, from the inspection of examples, that the associated generating function was always D-finite, that is, satisfied a linear differential equation with polynomial coefficients. This is now known to be wrong, even for sets of small steps, that is, sets included in $\{(1,0,1)\}^2$, with $1 = -1$. For example, the step set $S = \{(1,1),(1,0),(0,1)\}$ is associated with a D-finite (and even algebraic) generating function [21, 9, 10], but D-finiteness is lost if the step $(1,1)$ is added [8].

In fact, Bousquet-Mélou and Mishna [11] observed that for quadrant walks with small steps, the nature of the generating function seemed to be correlated to the finiteness of a certain group of bi-rational transformations of the $xy$-plane associated with $S$. Of the 79 non-equivalent step sets (or: models) under consideration, they proved that exactly 23 sets were associated with a finite group. Among them, they proved that 22 models admitted D-finite generating functions. The 23rd model with a finite group was proven D-finite (in fact, algebraic) by Bostan and Kauers [6]. These D-finiteness results extend to the trivariate generating functions that keep track of the length and the position of the endpoint. For 51 of the 56 models with an infinite group, Kurkova and Raschel [26] proved that this trivariate generating function is not D-finite, and Bostan et al. [8] proved that the (length) generating functions for walks returning to the origin is not D-finite. The nature of the length generating function for all quadrant walks is still unknown in those 51 cases. The remaining 5 models were proven to have non-D-finite length generating functions by Mishna and Rechnitzer [31] and Melczer and Mishna [30].

It is now natural to move one dimension higher, and to study walks confined to the non-negative octant $\mathbb{N}^3$. A similar group of rational transformations can be defined: does the satisfactory dichotomy observed for quadrant walks (finite group $\Rightarrow$ D-finite series) persist? Here, much less is known. Beyond a few explicit examples, all we have so far is an empirical classification by Bostan and Kauers [5] of the 83,682 (possibly trivial, possibly equivalent) models $S \subseteq \{1,0,1\}^3 \setminus \{(0,0,0)\}$ with at most five steps. However, their paper does not discuss the associated group.

The aim of the present article is to initiate a systematic study of octant walks, their groups and their generating functions. We start from the 313,912 models with at most six steps, and apply various methods in order to identify provably and/or probably D-finite cases as well as probably non-D-finite cases. All our strategies for proving D-finiteness are illustrated by examples, and have been implemented. The software that accompanies this paper can be found on Manuel Kauers’ website.

We now give an overview of the paper. First, we discard models that are in fact half-space models (and are thus algebraic), as well as models that are naturally in bijection to others (Section 2). This leaves us with (only) 35,548 models with at most six steps. Some of them are equivalent to a model of walks confined to the intersection of two half-spaces: we say they are two-dimensional. The remaining ones are said to be three-dimensional. The group of a model is defined at the end of Section 2.

In Section 3 we describe our experimental attempts to decide, for a given model, if the group is finite and if the generating function is D-finite. By the end of the paper we will have proven all our D-finiteness conjectures.

In Section 4 we present the so-called algebraic kernel method, a powerful tool that proves D-finiteness of many models with a finite group. This is a natural extension of the method applied in [11] to quadrant walks.
In Section 5 we show how the enumeration of walks of a Hadamard model reduces to the enumeration of certain quadrant walks. Together with the algebraic kernel method, this proves all our D-finiteness conjectures for three-dimensional models (Section 6). There remain 19 three-dimensional models with a finite group that may not be D-finite. Among them, a striking example is the 3D analogue of Kreweras’ quadrant model [10].

In Section 7 we discuss 2-dimensional octant models. To simplify the discussion we only study their projection on the relevant quadrant. This includes the ordinary quadrant models studied earlier, but also models that have several copies of the same step. For all models with a finite group, we prove the D-finiteness of the generating function. In two cases, the only proofs we found are based on computer algebra. They are described in Section 8.

We conclude in Section 9 with some comments and questions.

2. Preliminaries

Let \( \mathcal{S} \) be a subset of \( \{1, 0, 1\}^3 \setminus \{(0, 0, 0)\} \), which we think of as a set of steps, and often call model\(^1\). To shorten notation, we denote steps of \( \mathbb{Z}^3 \) by three-letter words: for instance, 110 stands for the step \((-1, 1, 0)\). We say that a step is \( x \)-positive (abbreviated as \( x^+ \)) if its first coordinate is 1. We define similarly \( x^- \) steps, \( y^+ \) steps and so on. Note that there are \( 2^{26} \) different models.

We define an \( \mathcal{S} \)-walk to be any walk which starts from the origin \((0, 0, 0)\) and takes its steps in \( \mathcal{S} \). The present focus is on \( \mathcal{S} \)-walks that remain in the positive octant \( \mathbb{N}^3 \), with \( \mathbb{N} = \{0, 1, 2, \ldots\} \). We are interested in the generating function that counts them by the length (number of steps) and the coordinates of the endpoint:

\[
O(x, y, z; t) = \sum_{i,j,k,n \geq 0} o(i, j, k; n) x^i y^j z^k t^n,
\]

where \( o(i, j, k; n) \) is the number of \( n \)-step walks in the octant that end at position \((i, j, k)\). The dependence of our series on \( t \) is often omitted, writing for instance \( O(x, y, z) \) instead of \( O(x, y, z; t) \), and this series is called the complete generating function of octant walks. We are particularly interested in the nature of this series: it is rational if it can be written as a ratio of polynomials, algebraic if there exists a non-zero polynomial \( P \in \mathbb{Q}[x, y, z, t, s] \) such that \( P(x, y, z, t, O(x, y, z; t)) = 0 \), and D-finite (with respect to the variable \( t \)) if the vector space over \( \mathbb{Q}[x, y, z, t] \) spanned by the iterated derivatives \( D_t^i O(x, y, z; t) \) has finite dimension (here, \( D_t \) denotes differentiation with respect to \( t \)). The latter definition can be adapted to D-finiteness in several variables, for instance \( x, y, z \) and \( t \); in this case we require D-finiteness with respect to each variable separately [28]. Every rational series is algebraic, and every algebraic series is D-finite.

For a ring \( R \), we denote by \( R[x] \) (resp. \( R[[x]] \)) the ring of polynomials (resp. formal power series) in \( x \) with coefficients in \( R \). If \( R \) is a field, then \( R(x) \) stands for the field of rational functions in \( x \). This notation is generalised to several variables in the usual way. For instance, \( O(x, y, z; t) \) is a series of \( \mathbb{Q}[x, y, z][[t]] \). Finally, if \( F(u; t) \) is a power series in \( t \) whose coefficients are Laurent series in \( u \), say,

\[
F(u; t) = \sum_{n \geq 0} t^n \left( \sum_{i \geq i(u)} u^i f(i; n) \right),
\]

\(^1\)Strictly speaking, a model would be a step set plus a region to which walks are confined, but the region will always be the non-negative octant in this paper, unless specified otherwise.
we denote by \([u>0]F(u;t)\) the positive part of \(F\) in \(u\):

\[
[u>0]F(u;t) = \sum_{n \geq 0} t^n \left( \sum_{i>0} u^i f(i;n) \right).
\]

This series can be obtained by taking a diagonal in a series involving one more variable:

\[
[u>0]F(u;t) = \Delta_{s,t} \left( s_{1} - s F(u/s, st) \right),
\]

(1)

where the (linear) diagonal operator \(\Delta_{s,t}\) is defined by \(\Delta_{s,t}(s^i t^j) = 1\) if \(i = j\).

2.1. The dimension of a model

Let \(S\) be a model. A walk of length \(n\) taking its steps in \(S\) can be viewed as a word \(w = w_1 w_2 \ldots w_n\) made up of letters of \(S\). For \(s \in S\), let \(a_s\) be the number of occurrences of \(s\) in \(w\) (also called multiplicity of \(s\) in \(w\)). Then \(w\) ends in the positive octant if and only if the following three linear inequalities hold:

\[
\sum_{s \in S} a_s s_x \geq 0, \quad \sum_{s \in S} a_s s_y \geq 0, \quad \sum_{s \in S} a_s s_z \geq 0,
\]

(2)

where \(s = (s_x, s_y, s_z)\). Of course, the walk \(w\) remains in the octant if the multiplicities observed in each of its prefixes satisfy these inequalities.

Example 1. Take \(S = \{0\overline{1}, 110, 111, 101\}\) (this is the third model of Figure 1). If we write \(a, b, c\) and \(d\) for the multiplicities of the four steps (taken in the above order), then the inequalities (2) read

\[
d \geq b + c, \quad b + c \geq a, \quad c + d \geq a.
\]

Note that if the first two inequalities hold, corresponding to a walk ending in the intersection of two half-spaces, then the third inequality is automatically satisfied.

Definition 2. Let \(d \in \{0, 1, 2, 3\}\). A model \(S\) is said to have dimension at most \(d\) if there exist \(d\) inequalities in (2) such that any \(|S|\)-tuple \((a_s)_{s \in S}\) of non-negative integers satisfying these \(d\) inequalities satisfies in fact the three ones. We define accordingly models of dimension (exactly) \(d\).

Examples are shown in Figure 1.

![Figure 1. Four-step models of respective dimension 0, 1, 2 and 3.](image)

For each model, the first diagram shows steps of the form \(ij1\), the second shows steps \(ij0\), and the third shows steps \(ij1\).

It is clear that a model is 0-dimensional if and only if it is a subset of \(\{0, 1\}^3 \setminus \{000\}\). Such models have a rational generating function:

\[
O(x, y, z; t) = \frac{1}{1 - t \sum_{s \in S} x^s y^s z^s}.
\]

Let us also characterise models of dimension at most 1, or more precisely, those in which the first inequality in (2) (also called the \(x\)-condition) suffices to confine walks in the octant.

Lemma 3. Let \(S\) be a model. The \(y\)- and \(z\)-conditions can be ignored when defining \(S\)-walks in the octant if and only if the following two conditions hold:

(a) \(S\) contains no \(y^-\) step or every step \(ijk \in S\) satisfies \(j \geq i\).
(b) \( S \) contains no \( z^- \) step or every step \( ijk \in S \) satisfies \( k \geq i \).

Proof. Let us first recall the analogous result for quadrant walks [11, Section 2]: the \( y^- \) condition can be ignored for a step set \( S \subset \{1, 0, 1\}^2 \) if and only if \( S \) contains no \( y^- \) step, or every step \( ijk \in S \) satisfies \( j \geq i \).

Let us now consider a model in \( \mathbb{Z}^3 \) such that the \( y^- \) and \( z^- \) conditions can be ignored. In particular, as soon as an \( S \)-walk satisfies the \( z^- \) condition, it satisfies the \( y^- \) condition. By projecting walks on the \( xy \)-plane, and applying the above quadrant criterion, we see that either there are no \( y^- \) steps in \( S \), or any step \( ijk \in S \) satisfies \( j \geq i \). This is Condition (a). A symmetric argument proves (b). Conversely, it is easy to see that for any model satisfying (a) and (b), the \( y^- \) and \( z^- \) conditions can be ignored.

For models of dimension at most 1, it suffices to enforce one of the three conditions for the other two to hold. This means that we are effectively counting walks confined to a half-space delimited, e.g., by the plane \( x = 0 \). As recalled in the introduction, such walks are known to have an algebraic generating function, and the proof of algebraicity is constructive. For these reasons, we do not discuss further 0- or 1-dimensional models.

For 2-dimensional models, we have not found an intrinsic characterisation that would be the counterpart of Lemma 3. In order to determine whether a given model is (at most) 2-dimensional, we used integer linear programming [35], as follows. For \( 0 \)- or 1-dimensional models.

To check whether a given model has dimension at most two thus requires checking whether
\[
(I_1 \geq 0) \land (I_2 \geq 0) \Rightarrow I_3 \geq 0 \quad \text{or} \quad (I_1 \geq 0) \land (I_3 \geq 0) \Rightarrow I_2 \geq 0
\]
\[
\text{or} \quad (I_2 \geq 0) \land (I_3 \geq 0) \Rightarrow I_1 \geq 0.
\]

This can be done by solving three small integer linear programming problems. It is worth mentioning that in each 2-dimensional case that we discovered, the 2-dimensionality can be explained (up to a permutation of coordinates) by the existence of two non-negative numbers \( \alpha \) and \( \beta \) such that for any \( ijk \in S \),
\[
k \geq \alpha i + \beta j.
\]
The pairs \( (\alpha, \beta) \) that we find are \( (0,0), (1,0), (1,1), (1/2,1/2) \) and \( (1,2) \). In Example 1, this inequality holds for \( \alpha = \beta = 1 \).

2.2. Equivalent models

Two models are said to be equivalent if they only differ by a permutation of the step coordinates, or if they only differ by unused steps, that is, steps that are never used in a walk confined to the octant.

Lemma 4. The model \( S \) contains unused steps if and only if one of the following conditions holds:

\begin{enumerate}
\item \( (A_x) \) \( S \) contains an \( x^- \) step, but no \( x^+ \) step,
\item \( (B) \) \( S \) is non-empty, and each step of \( S \) has a negative coordinate,
\item \( (C_z) \) \( S \) contains 001, any step \( ijk \) of \( S \) satisfies \( i + j \leq 0 \), and \( S \not\subset \{001, 00\bar{1}\} \).
\end{enumerate}
(D) there exists a permutation of the coordinates which, applied to \( S \), gives a step set satisfying \( A_x \) or \( C_z \).

In Case \( A_x \), every \( x^- \) step is unused. In Case \( B \), all steps are unused. In Case \( C_z \), all steps with a negative \( x^- \) or \( y^- \) coordinate are unused.

Proof. Let \( s \) be an unused step. Let us prove that \( s \) has at least one negative coordinate, say along the \( x^- \) direction, such that all \( x^- \) steps (if any) are also unused.

We prove this by contradiction. Assume that for any negative coordinate of \( s \) there exists a used step which is positive in this direction. Let \( u_1, u_2, \ldots \) be a collection of such used steps (at most three of them), one for each negative coordinate of \( s \). Take an octant walk ending with \( u_1 \), concatenate it with an octant walk ending with \( u_2 \), and so on to obtain finally a walk \( w \). Adding \( s \) at the end of \( w \) gives an octant walk containing \( s \). We have thus reached a contradiction, and proved our statement.

So let us assume that \( S \) contains an unused step with a negative \( x^- \) coordinate, and that all \( x^- \) steps of \( S \), if any, are unused. Then all \( x^- \) steps are unused. If there is no \( x^- \) step, we are in Case \( A_x \). Now assume that there are \( x^- \) steps, but that all of them are unused.

Let us then prove that \( B \) or \( C_z \) (or its variant \( C_y \)) holds.

• If each step of \( S \) has a negative coordinate (Case \( B \)), then all steps are indeed unused.

• We now assume that \( S \) contains a non-negative step, that is, a step in \( \{0, 1\}^3 \). The steps \( 111, 110, 101 \) and \( 100 \) cannot belong to \( S \), since they are \( x^- \) and used. The step \( 011 \) cannot belong to \( S \) either, otherwise any \( x^- \) step would be used.

• We are thus left with sets in which the non-negative steps are \( 001 \) and/or \( 010 \). In fact, they cannot be both in \( S \), otherwise any \( x^- \) step would be used. So assume that the only non-negative step of \( S \) is \( 001 \). This forces every \( x^- \) step to be \( y^- \) (otherwise it would be used), and conversely every \( y^- \) step must be \( x^- \) (otherwise any \( x^- \) step would be used). In other words, we are in Case \( C_z \).

The rest of the lemma is obvious. \( \square \)

2.3. The number of distinct models of dimension 2 or 3

We now determine how many models are left when we discard models of dimension at most 1, models with unused steps, and when we moreover identify models that only differ by a permutation of the coordinates. We count these models by their cardinality.

Proposition 5. The generating function of models having dimension 2 or 3, no unused step, and counted up to permutations of the coordinates, is

\[
I = 73 u^3 + 979 u^4 + 6425 u^5 + 28071 u^6 + 91372 u^7 + 234716 u^8 + 492168 u^9 + 860382 u^{10} + 1271488 u^{11} + 1603184 u^{12} + 1734396 u^{13} + 1614372 u^{14} + 1293402 u^{15} + 890395 u^{16} + 524638 u^{17} + 263008 u^{18} + 111251 u^{19} + 39256 u^{20} + 11390 u^{21} + 2676 u^{22} + 500 u^{23} + 73 u^{24} + 9 u^{25} + u^{26}.
\]

This is big, but more encouraging than

\[(1 + u)^{26} = 1 + 26 u + 325 u^2 + 2600 u^3 + 14950 u^4 + 65780 u^5 + 230230 u^6 + O(u^7).\]

In particular, the number of distinct interesting models of cardinality at most 6 is 35 548, which is about 9 times less than \( 1 + 26 + \cdots + 230230 = 313 912 \).
The proof of this proposition involves inclusion-exclusion, Burnside’s lemma, and the above characterisations of 0- and 1-dimensional models and of models with unused steps. We first determine the polynomial $J$ that counts, up to permutations of the coordinates, sets having no unused step. We then subtract from $J$ the polynomial $K$ that counts models of dimension at most 1. The proof is rather tedious and given in Appendix A.

2.4. The group of the model

Given a model $S$, we denote by $S$ the Laurent polynomial

$$S(x, y, z) = \sum_{ijk} x^i y^j z^k,$$

and write

$$S(x, y, z) = \bar{x} A_-(y, z) + A_0(y, z) + x A_+(y, z)$$

$$= \bar{y} B_-(x, z) + B_0(x, z) + y B_+(x, z)$$

$$= \bar{z} C_-(x, y) + C_0(x, y) + z C_+(x, y)$$

where $\bar{x} = 1/x$, $\bar{y} = 1/y$ and $\bar{z} = 1/z$. We call $S$ the characteristic polynomial of $S$.

Let us first assume that $S$ is 3-dimensional. Then it has a positive step in each direction, and $A_+, B_+$ and $C_+$ are non-zero. The group of $S$ is the group $G$ of birational transformations of the variables $[x, y, z]$ generated by the following three involutions:

$$\phi([x, y, z]) = [\bar{x} A_-(y, z), y, z], \quad \psi([x, y, z]) = [x, \bar{y} B_-(x, z), z],$$

$$\tau([x, y, z]) = [x, y, \bar{z} C_-(x, y)].$$

By construction, $G$ fixes the Laurent polynomial $S(x, y, z)$.

For a 2-dimensional model in which the $z$-condition can be ignored, the relevant group is the group generated by $\phi$ and $\psi$.

3. Computer predictions and summary of the results

We focus in this paper on models with at most 6 steps. Given such a model $S$, we compute the first 1000 terms of the series $O(x_0, y_0, z_0; t)$, for all $(x_0, y_0, z_0) \in \{0, 1\}^3$, using the following step-by-step recurrence relation for the coefficients of $O(x, y, z; t)$:

$$o(i, j, k; n) = \begin{cases} 0 & \text{if } i < 0 \text{ or } j < 0 \text{ or } k < 0, \\ \sum_{abc \in S} o(i - a, j - b, k - c, n - 1) & \text{otherwise}. \end{cases}$$

From these numbers, we try to guess a differential equation (in $t$) satisfied by $O(x_0, y_0, z_0; t)$ using the techniques described in [5] and the references therein.

As described above in Section 2.4, we associate to $S$ a group $G$ of rational transformations. Inspired by the quadrant case [11], where the finiteness of the group is directly correlated to the D-finiteness of the generating function, we also try to determine experimentally if $G$ is finite. The procedure is easy: one simply writes out all words in $\phi$, $\psi$, and $\tau$ of some length $N$, removes words which correspond to the same transformation, and checks whether or not the remaining elements form a group (if not then this process is repeated with a larger $N$).

Before we summarise our results for octant walks, let us recall those obtained for quadrant walks (Table 1). The most striking feature is of course the equivalence
Figure 2. The four quadrant models with orbit sum zero: all of them are algebraic.

2D quadrant models

| 79 = [7, 23, 27, 16, 5, 1] | 23 = [5, 6, 4, 5, 2, 1] |
|--------------------------|--------------------------|
| | | 56 = [2, 17, 23, 11, 3, 0] |
| | | OS ≠ 0 |
| | | 19 = [3, 5, 4, 4, 2, 1] |
| | | OS = 0 |
| | | 4 = [2, 1, 0, 1, 0, 0] |
| | | not D-finite |
| | | D-finite |
| | | algebraic |

Table 1. Results obtained for 2D quadrant walks. D-finiteness and algebraicity are meant in all variables, x, y and t (see [11, 6]). For the non-D-finite models, it is known that Q(0, 0; t) or Q(1, 1; t) is not D-finite [8, 31, 30]. The numbers in brackets give for each class the number of models of cardinality 3, 4, . . . , 8.

3D octant models with ≤ 6 steps

| 20804 = [1, 220, 2852, 17731] |
|--------------------------|
| | | 170 = [0, 26, 47, 97] |
| | | 20634 = [1, 194, 2805, 17634] |
| | | OS ≠ 0 |
| | | 108 = [0, 11, 31, 66] |
| | | OS = 0 |
| | | 62 = [0, 15, 16, 31] |
| | | not D-finite? |
| | | D-finite |
| | | D-finite |
| | | not Hadamard |
| | | 43 = [0, 8, 16, 19] |
| | | not D-finite? |
| | | 19 = [0, 7, 0, 12] |

Table 2. Results and conjectures for 3D models. D-finiteness is meant in all variables, x, y, z and t. The numbers in brackets give for each class the number of models of cardinality 3, 4, 5 and 6.

between the finiteness of the group and the D-finiteness of the generating function. The four trickiest D-finite models, shown in Figure 2, are those for which a certain orbit sum (OS in the table) vanishes. They are in fact algebraic.
Table 2 summarises our conjectures and results for 3D octant models. We find 170 groups of finite order (in fact, of order at most 48). The remaining ones have order at least 200. All models for which the length generating function \( O(1, 1, 1; t) \) was conjectured D-finite have a finite group, and we have in fact proved that their complete generating function \( O(x, y, z; t) \) is D-finite in its four variables. The table tells which of our main two methods (the kernel method and the Hadamard decomposition) proves D-finiteness. The main difference with the quadrant case is the following: for 19 models with a finite group and zero orbit sum, we have not been able to guess differential equations, and it may be that these models are not D-finite. Details are given in Section 6. In particular, we have computed much more than 1000 coefficients for these 19 intriguing models. Another difference between Tables 1 and 2 is the disappearance of algebraic models. For some models \( S \), we find certain algebraic specialisations \( O(x_0, y_0, z_0; t) \). But then the walks counted by this series do not use all steps of \( S \), and deleting the unused steps leaves a model of lower dimension. We conjecture that, apart from these degenerate cases, there is no transcendental series in 3D models. In particular, we believe \( O(x, y, z; t) \) to be transcendental.

For 2D octant models, we have only studied the projection of the walks on the relevant quadrant. Since several 3D steps may project on the same 2D step, this means studying a quadrant model with steps in a multiset. It seems that the dichotomy established earlier for quadrant walks without multiple steps still holds: all models for which we found a finite group have been proved D-finite, and the others are conjectured to have an infinite group and to be non-D-finite. See Section 7 for details and a table classifying these models. Four D-finite models, shown in Figure 5, turn out to be especially interesting.

4. The algebraic kernel method

In this section, we adapt to octant walks the material developed for quadrant walks in Sections 3 and 4 of [11]. It will allow us to prove D-finiteness for a large number of models.

4.1. A functional equation

Let \( S \) be a model with associated generating function \( O(x, y, z; t) \equiv O(x, y, z) \). Recall the definitions (3) and (4) of the characteristic polynomial of \( S \) and of the polynomials \( A_+, A_0, A_- \), etc. We also let

\[
D_-(z) = [\bar{x}\bar{y}]S(x, y, z) := \sum_{k \text{ s.t. } \bar{1}\bar{1}k \in S} z^k,
\]

and define similarly

\[
E_-(y) = [\bar{x}\bar{z}]S(x, y, z) \quad \text{and} \quad F_-(x) = [\bar{y}\bar{z}]S(x, y, z).
\]

Finally, let \( \varepsilon \) be 1 if \( \bar{1}\bar{1} \) belongs to \( S \) and 0 otherwise. The following functional equation translates the fact that a walk of length \( n \) must be a walk of length \( n-1 \) followed by a step in \( S \), provided that this step does not take the walk out of the octant:

\[
O(x, y, z) = 1 + tS(x, y, z)O(x, y, z) - t\bar{x}A_-(y, z)O(0, y, z) - t\bar{y}B_-(x, z)O(x, 0, z) - t\bar{z}C_-(x, y)O(x, y, 0) + t\bar{x}\bar{y}D_-(z)O(0, 0, z) + t\bar{x}\bar{z}E_-(y)O(0, 0, 0) + t\bar{y}\bar{z}F_-(x)O(0, 0, 0) - \varepsilon t\bar{x}\bar{y}\bar{z}O(0, 0, 0). \tag{6}
\]
The terms on the last three lines ensure that the restriction to the positive octant is enforced, and are given by the inclusion-exclusion principle. This is the series counterpart of the recurrence relation (5).

If the model is only 2-dimensional, so that, for instance, the positivity condition in the third variable can be ignored, the following simpler equation holds:

\[
O(x, y, z) = 1 + ts(x, y, z)O(x, y, z) - t\bar{x}A_-(y, z)O(0, y, z) - t\bar{y}B_-(x, z)O(x, 0, z) + t\bar{z}D_-(z)O(0, 0, z).
\]

It is then of the same nature as the equations studied for quadrant models, with the variable \( z \) playing no particular role [11].

4.2. Orbit sums for finite groups

Let us multiply (6) by \( xyz \) and group the terms involving \( O(x, y, z) \). This gives

\[
xyzK(x, y, z)O(x, y, z) = xyz - t\bar{y}zA_-(y, z)O(0, y, z)
- t\bar{x}zB_-(x, z)O(x, 0, z) - t\bar{x}yC_-(x, y)O(x, y, 0)
+ tzD_-(z)O(0, 0, z) + t\bar{y}zE_-(y)O(0, y, 0) + t\bar{x}F_-(x)O(x, 0, 0)
- t\bar{z}O(0, 0, 0).
\]

where \( K(x, y, z) := 1 - tS(x, y, z) \) is the kernel of the model. If the model is 2-dimensional (with the \( z \)-condition redundant), the terms in \( C_-, E_-, F_- \) and \( \varepsilon \) are not there, see (7). What is important in the above equation is that all unknown summands on the right-hand side involve at most two of the three variables \( x \), \( y \) and \( z \). For instance, the second term, \( t\bar{y}zA_-(y, z)O(0, y, z) \), does not involve \( x \).

Assume that the group \( G \) is finite. Let us write the \( |G| \) equations obtained from (8) by replacing the 3-tuple \((x, y, z)\) by any element of its orbit. Then, we form the alternating sum of these \( |G| \) equations by weighting each of them by the sign of the corresponding group element (that is, minus one to the length of a minimal word in \( \phi, \psi \) and \( \tau \) that expresses it). Since each unknown term on the right-hand side involves at most two of the three variables \( x, y, z \), and each of the involutions \( \phi, \psi \) and \( \tau \) fixes one coordinate, all unknown series cancel on the right-hand side, leaving:

\[
\sum_{g \in G} \text{sign}(g) g(xyzO(x, y, z)) = \frac{1}{K(x, y, z)} \sum_{g \in G} \text{sign}(g) g(xyz),
\]

where, for any series \( T(x, y, z) \) and any element \( g \) of \( G \), the term \( g(T(x, y, z)) \) must be understood as \( T(g(x, y, z)) \). The right-hand side is now an explicit rational function, called the orbit sum. In the left-hand side, we have a formal power series in \( t \) with coefficients in \( \mathbb{Q}(x, y, z) \). We call (9) the orbit equation.

Assume that all the coordinates of all elements in the orbit of \([x, y, z] \) are Laurent polynomials in \( x, y \) and \( z \). This happens for instance in the example of Section 4.3 below (the orbit is shown in Figure 3). Assume moreover that for any element \([x', y', z'] \) in the orbit, other than \([x, y, z] \), there exists a variable, say \( x \), such that \( x', y' \) and \( z' \) are in fact polynomials in \( \bar{x} \). This is again true in Figure 3. Then the series \( x' y' z'O(x', y', z') \) occurring in the left-hand side of (9) consist of monomials \( x'^i y'^j z'^k t^n \) where at least one of \( i, j \) and \( k \) is non-positive. In this case, extracting from (9) the monomials with positive exponents in \( x, y \) and \( z \) gives

\[
xyzO(x, y, z; t) = [x^{>0}] [y^{>0}] [z^{>0}] \frac{1}{K(x, y, z; t)} \sum_{g \in G} \text{sign}(g) g(xyz).
\]
By (1), the positive part of a series can be expressed as a diagonal. Thus \(O(x, y, z; t)\) is a diagonal of a rational series, and is D-finite in its four variables \([27, 28]\).

More generally, the above identity holds if every orbit element \([x', y', z']\) other than \([x, y, z]\) satisfies:

\[
\{x', y', z'\} \subset \mathbb{Q}(x, y)[z] \quad \text{or} \quad \{x', y', z'\} \subset \mathbb{Q}(x)[y, z]
\]

or \(\{x', y', z'\} \subset \mathbb{Q}[x, y, z]. (11)\)

Indeed, in this case, the coefficient of \(t^n\) in \(x'y'z'O(x', y', z'; t)\), once expanded as a (Laurent) series in \(z\), then \(y\), then \(x\), consists of monomials with at least one non-positive exponent. Extracting the monomials where all exponents are positive gives (10). An example is detailed in Section 4.4.

Condition (11) does not cover all cases where the extraction of monomials with positive exponents in \(x, y\) and \(z\) leads to (10). Two interesting two-dimensional examples are discussed in Section 7.2.

This procedure is what we call the algebraic kernel method.

### 4.3. First illustration of the kernel method

Consider the step set \(S = \{111, 1111, 110, 100\}\). Denoting by \(a, b, c\) and \(d\) the number of steps of each type in an \(S\)-walk, the positivity conditions read

\[
d \geq a + b + c, \quad c \geq a + b, \quad b \geq a,
\]

and it is clear that none is redundant. So the model is 3-dimensional. The functional equation (6) reads in this case

\[
K(x, y, z)O(x, y, z) = 1-t(x+y+yz+yz)O(0, y, z) - t(xyz(z+z)O(x, 0, z) - txyzO(x, y, 0) + txyzO(0, 0, z) + txyzO(0, y, 0) + txyzO(x, 0, 0) - txyzO(0, 0, 0),
\]

where the kernel is

\[
K(x, y, z) = 1 - t(xyz + xyz + xy + x).
\]

The images of \([x, y, z]\) by the involutions \(\phi, \psi\) and \(\tau\) are respectively

\[
[x, y(z + z), y, z], \quad [x, y(z + z), z], \quad [x, y, z] .
\]

By composing these involutions, one observes that they generate a group of order 8, shown in Figure 3. In fact, \(\phi, \psi\) and \(\tau\) commute. Note that all coordinates in the orbit are Laurent polynomials in \(x, y\) and \(z\). The orbit equation (9) reads

\[
xyzO(x, y, z) - xyO(y + yz + yz)O(x + y + yz)(z + z)O(x, y + yz + yz, y, z) - xxyzO(x, x, y) + xxyzO(y + yz + yz)(z + z)O(x, y + yz + yz, y, z) + xxyzO(x, y, yz)(z + z)O(x, y + yz + yz, y, z) - xxyzO(x, y + yz + yz)(z + z)O(x, y + yz + yz, y, z) = \frac{(x - xy - x(yz - yz))y(y - yz - yz)(z - z)}{xyzK(x, y, z)}.
\]

Now let us examine the eight unknown series occurring in the left-hand side. The series \(xyzO(x, y, z)\) is positive in \(x, y\) and \(z\), meaning that all its monomials involve a positive power of each variable. In contrast, each of the other seven series is non-positive (and in fact, negative) in at least one variable, because Condition (11) holds. Hence, extracting the positive part in the above identity gives

\[
xyzO(x, y, z) = [x > 0][y > 0][z > 0] \frac{(x - xy - x(yz - yz))y(y - yz - yz)(z - z)}{xyz(1 - t(xyz + xyz + xy + x))}.
\]
We thus conclude that \( O(x,y,z;t) \) is D-finite in all variables. Moreover, the coefficient extraction can be performed explicitly, and gives rise to nice coefficients. Details of the extraction are left to the reader.

**Proposition 6.** For the model \( S = \{111, 111, 110, 100\} \), the number of walks of length \( n \) ending at \((i,j,k)\) is non-zero if and only if \( n \) can be written \( 8m + i + 2j + 4k \), in which case
\[
o(i,j,k;n) = \frac{(i + 1)(j + 1)(k + 1)n!}{(4m + i + j + 2k + 1)!(2m + j + k + 1)!(m + k + 1)!}.
\]

**Note.** Throughout the paper, \( m! \) is defined to be infinite if \( m < 0 \).

---

**Figure 3.** The orbit of \([x,y,z]\) under the group generated by \( \phi \), \( \psi \) and \( \tau \), when \( S = \{111, 111, 110, 100\} \).

---

### 4.4. Second illustration of the kernel method

Let us now take \( S = \{101, 111, 011, 101, 111\} \). This model is also 3-dimensional. The functional equation (6) reads
\[
K(x,y,z)O(x,y,z) = 1 - t\bar{x}(\bar{z} + yz)O(0,y,z) - tgyO(x,0,z) - t\bar{z}(x + \bar{x})O(x,y,0) + t\bar{x}\bar{z}O(0,y,0),
\]
where
\[
K(x,y,z) = 1 - t(x\bar{z} + \bar{x}yz + y\bar{z} + x\bar{z} + xyz).
\]
The images of \([x,y,z]\) by the involutions \( \phi \), \( \psi \) and \( \tau \) are respectively
\[
[x,y,z], \quad \left[ x, \frac{\bar{y}}{x + \bar{x}}, z \right], \quad \left[ x, y, \bar{z}, \frac{x + \bar{x}}{\bar{y} + y(x + \bar{x})} \right].
\]
As in the previous example, these three involutions commute, and thus generate a group of order 8. The coefficients of the series occurring in the orbit equation are
rational functions in \(x, y\) and \(z\), but no longer Laurent polynomials:

\[
xyzO(x, y, z) - \bar{xy}zO(\bar{x}, y, z) = \frac{xyz}{x + \bar{x}} O \left(x, \frac{y}{x + \bar{x}}, \bar{z} \right)
\]

\[
= \frac{xyz(x + \bar{x})}{\bar{y} + y(x + \bar{x})} O \left(x, y, \frac{\bar{z}(x + \bar{x})}{\bar{y} + y(x + \bar{x})} \right) + \frac{xyz}{\bar{y} + y(x + \bar{x})} O \left(x, \frac{\bar{z}(x + \bar{x})}{\bar{y} + y(x + \bar{x})}, \bar{z} \right)
\]

\[
+ \frac{xyz(x + \bar{x})}{\bar{y} + y(x + \bar{x})} O \left(x, y, \frac{\bar{z}(x + \bar{x})}{\bar{y} + y(x + \bar{x})} \right) - \frac{xyz(x + \bar{x})}{\bar{y} + y(x + \bar{x})} O \left(\bar{x}, y, \frac{\bar{z}(x + \bar{x})}{\bar{y} + y(x + \bar{x})} \right)
\]

\[
\quad = \frac{x - \bar{x}}{\bar{y} + y(x + \bar{x})} \left(\bar{y} - y(x + \bar{x})\right) \frac{x\bar{z} - \bar{x}yz - yz + x\bar{z} - xyz}{\bar{x} + \bar{x} + \bar{x} + \bar{y} + y(x + \bar{x})} K(x, y, z).
\]

However, we observe that for any series \(O(x', y', z')\) occurring in this equation, other than \(O(x, y, z)\), the variables \(x', y', z'\) satisfy Condition (11). By extracting the positive part first in \(z\), then in \(y\), and finally in \(x\), we thus obtain:

\[
xyzO(x, y, z) = [x > 0][y > 0][z > 0] \frac{x - \bar{x}}{\bar{y} + y(x + \bar{x})} \frac{x\bar{z} - \bar{x}yz - yz + x\bar{z} - xyz}{\bar{x} + \bar{x} + \bar{x} + \bar{y} + y(x + \bar{x})} K(x, y, z),
\]

so that \(O(x, y, z; t)\) is again D-finite. Moreover, the coefficient extraction can be performed explicitly and gives rise to nice numbers. Details are left to the reader.

**Proposition 7.** For the model \(S = \{101, 111, 011, 101, 111\}\), the number of walks of length \(n\) ending at \((i, j, k)\) is non-zero if and only if \(n\) can be written \(8m + 4i + 2j + 3k\), in which case

\[
o(i, j, k; n) = \frac{(i + 1)(j + 1)(k + 1)}{(4m + 2i + j + 2k + 1)(3m + 2i + j + k + 1)!} \frac{(6m + 3i + 2j + 2k)!}{(3m + i + j + k)! n!}.
\]

**4.5. When the orbit equation does not suffice**

In the study of quadrant walks, there are four models with a finite group for which the complete generating function, denoted by \(Q(x, y)\), cannot be extracted from the orbit equation

\[
\sum_{g \in G} \text{sign}(g) g(xyQ(x, y)) = \frac{1}{K(x, y)} \sum_{g \in G} \text{sign}(g)g(xy).
\]

They are shown in Figure 2. In each case, the orbit sum happens to be 0. This implies that \(Q(x, y) = 1\) solves the orbit equation, which does not determine \(Q(x, y; t)\) uniquely. Three of these four models can be solved using a half-orbit sum, followed by a more delicate extraction procedure [11]. The fourth one was first solved using intensive computer algebra [23, 6], and more recently using complex analysis [7].

For models in \(\mathbb{Z}^3\), it also happens that we find a finite group but a non-conclusive orbit equation. This happens for 62 three-dimensional models, and then the orbit sum is zero\(^2\). This is the case for instance with \(S(x, y, z) = x + xyz + xy + xz\), or for the 3-dimensional analogue of Kreweras’ walks, \(S'(x, y, z) = x + y + z + xyz\). For 43 of these 62 models, including \(S\), we were able to guess differential equations, and we have then proved the D-finiteness of \(O(x, y, z; t)\) via a combinatorial construction described in Section 5 below. For the 19 others models, including \(S'\), we have not

\(^2\)For 2D octant models, we also find one non-conclusive orbit equation with a non-zero orbit sum, see Section 8.2 for details.
been able do guess any differential equation nor to prove D-finiteness. We refer to Section 6.2 for details on these 19 models.

5. Hadamard walks

In this section, we describe how the study of some 3-dimensional models — called Hadamard models — can be reduced to the study of a pair of models, one in \( \mathbb{Z} \) and the other in \( \mathbb{Z}^2 \). Let us begin with an example.

5.1. Example

Let \( S \) be the step set with characteristic polynomial

\[
S(x, y, z) = x + (1 + x + \bar{x})(yz + \bar{y} + \bar{z}).
\]

The associated group is finite of order 12. The orbit of \([x, y, z]\) contains \([x, z, y]\), and thus the orbit sum is zero. We will prove the D-finiteness of the series \( O(x, y, z; t) \) using a combinatorial argument.

Write \( U = x, V = 1 + x + \bar{x}, T = yz + \bar{y} + \bar{z}, \) so that \( S = U + VT \). Let \( U, V \) and \( T \) denote the corresponding step sets, respectively in \([1, 0, 1]\) (for \( U \) and \( V \)) and \([1, 0, 1]^2 \) (for \( T \)). We thus have

\[
S = (U \times \{0\}^2) \cup (V \times T),
\]

and the union is disjoint.

Consider now an octant walk \( w \) with steps in \( S \), and project it on the \( x \)-axis. This gives a walk on \( \mathbb{N} \) with steps 1, 0 and 1. Colour white the steps that are projections of a step of \( U \times \{0\}^2 \) (that is, of a step 100), and colour black the projections of the steps of \( V \times T \). This gives a coloured walk \( w_1 \). Now return to \( w \) and delete the steps of \( U \times \{0\}^2 \) (that is, the steps 100). The resulting walk lives in \( \mathbb{Z} \times \mathbb{N}^2 \). Project it on the \( yz \)-plane to obtain a second walk \( w_2 \), which has steps in \( T \) and is a quarter plane walk.

The walk \( w \) can be recovered from \( w_1 \) and \( w_2 \) as follows. Start from \( w_1 \), and leave the white steps unchanged. Replace the \( j \)th black step of \( w_1 \), with value \( a \in \{1, 0, 1\} \), by \( abc \), where \( bc \in T \) is the \( j \)th step of \( w_2 \).

Conversely, let \( w_1 \) be a walk in \( \mathbb{N} \) with steps in \( U \cup V \) having black and white steps, such that all steps of \( U \setminus V \) are white and all steps of \( V \setminus U \) are black. In other words, the only steps for which we can choose the colour are those of \( U \cap V \). Let \( w_2 \) be a walk in \( \mathbb{N}^2 \) with steps in \( T \), whose length coincides with the number of black steps in \( w_1 \). Then the walk \( w \) constructed from \( w_1 \) and \( w_2 \) as described above is an octant walk with steps in \( S \).

Let \( C_1(x, v; t) \) be the generating function of coloured walks like \( w_1 \), counted by the length \( (t) \), the number of black steps \( (v) \) and the coordinate of the endpoint \( (x) \). Let \( C_2(y, z; v) \) be the generating function of walks like \( w_2 \), counted by the length \( (v) \) and the coordinates of the endpoint \( (y, z) \). The above construction shows that

\[
O(x, y, z; t) = C_1(x, v; t) \circ_v C_2(y, z; v)|_{v=1},
\]

where \( \circ_v \) denotes the Hadamard product with respect to \( v \):

\[
\sum_i a_i v^i \circ_v \sum_j b_j v^j = \sum_i a_i b_i v^i,
\]

and the resulting series is specialised to \( v = 1 \).

In our example, \( C_1(x, v; t) \) counts (coloured) walks on \( \mathbb{N} \) and is easily seen to be algebraic, while \( C_2(y, z; v) \) is the generating function of Kreweras walks, which is also algebraic \([10]\). Since the Hadamard product preserves D-finiteness \([27]\), we conclude that \( O(x, y, z; t) \) is D-finite.
5.2. Definition and enumeration of Hadamard walks

We can now generalise the above discussion to count octant walks for Hadamard models. Since this discussion works in all dimensions, we actually consider walks in \( \mathbb{N}^D \), starting from the origin and taking their steps in a set \( S \subset \{1, 0, 1\}^D \setminus \{(0, \ldots, 0)\} \). We denote by \( S(x_1, \ldots, x_D) \) the characteristic polynomial of \( S \):

\[
S(x_1, \ldots, x_D) = \sum_{(i_1, \ldots, i_D) \in S} x_1^{i_1} \cdots x_D^{i_D}.
\]

We also denote by \( 0^i \) the \( i \)-tuple \((0, \ldots, 0) \). Assume there exist positive integers \( d \) and \( \delta \) with \( d + \delta = D \), and three sets \( U \subset \{1, 0, 1\}^d \setminus \{0^d\} \), \( V \subset \{1, 0, 1\}^d \) and \( T \subset \{1, 0, 1\}^\delta \setminus \{0^\delta\} \), such that

\[
S = (U \times \{0^d\}) \cup (V \times T).
\]

Note that the union is necessarily disjoint. The characteristic polynomial of \( S \) reads

\[
S(x_1, \ldots, x_D) = U(x_1, \ldots, x_d) + V(x_1, \ldots, x_d)T(x_{d+1}, \ldots, x_D).
\]

We say that \( S \) is \((d, \delta)\)-Hadamard.

Let \( C_1 \) be the set of walks with steps in \( U \cup V \) confined to \( \mathbb{N}^d \), in which the steps are coloured black and white, with the condition that all steps of \( U \) are white and all steps of \( V \) are black. We call these walks coloured \((U, V)\)-walks. Let \( C_1(x_1, \ldots, x_d, v; t) \) be the associated generating function, where \( t \) keeps track of the length, \( x_1, \ldots, x_d \) of the coordinates of the endpoint, and \( v \) of the number of black steps. Equivalently,

\[
C_1(x_1, \ldots, x_d, v; t) = \sum_w x_1^{i_1(w)} \cdots x_d^{i_d(w)} (1 + v)^{|w|_{\mathcal{U} \cup \mathcal{V}}} |w|_{\mathcal{V} \setminus \mathcal{U}} |w|_v,
\]

where the sum runs over all uncoloured walks \( w \) in \( \mathbb{N}^d \) with steps in \( \mathcal{U} \cup \mathcal{V} \), the values \( i_1(w), \ldots, i_d(w) \) are the coordinates of the endpoint and \( |w|_v \) stands for the number of steps of \( w \) belonging to \( \mathcal{V} \), for any step set \( \mathcal{W} \subset \mathcal{U} \cup \mathcal{V} \). Let \( C_2(x_{d+1}, \ldots, x_D; v) \) be the generating function of \( \mathcal{T} \)-walks confined to \( \mathbb{N}^\delta \), counted by the length \( (v) \) and the coordinates of the endpoint \((x_{d+1}, \ldots, x_D)\).

Proposition 8. Assume \( S \) is \((d, \delta)\)-Hadamard, given by (12). With the above notation, the series \( O(x_1, \ldots, x_D; t) \) that counts \( S \)-walks confined to \( \mathbb{N}^D \) is

\[
O(x_1, \ldots, x_D; t) = C_1(x_1, \ldots, x_d, v; t) \odot_v C_2(x_{d+1}, \ldots, x_D; v)|_{v=1},
\]

where \( \odot_v \) denotes the Hadamard product with respect to \( v \).

In particular, \( O \) is \( \mathbb{D} \)-finite (in all its variables) if \( C_1 \) and \( C_2 \) are \( \mathbb{D} \)-finite (in all their variables).

The proof is a direct extension of the argument given in Section 5.1, and is left to the reader. We will also use the following simple observation.

Observation 9. The generating function of \( S \)-walks confined to \( \mathbb{N}^D \times \mathbb{Z}^\delta \), counted by the length and the coordinates of the endpoint, is

\[
C_1(x_1, \ldots, x_d, T(x_{d+1}, \ldots, x_D); t).
\]

We now specialise the Hadamard decomposition to octant walks.

5.3. The case of \((1, 2)\)-Hadamard walks

Assume that the model \( S \) is \((1, 2)\)-Hadamard:

\[
S(x, y, z) = U(x) + V(x)T(y, z).
\]

This was the case with the model of Section 5.1. Since the sets \( U \) and \( V \) are (at most) 1-dimensional, the generating function \( C_1(x, v; t) \) counting coloured \((\mathcal{U}, \mathcal{V})\)-walks is always \( \mathbb{D} \)-finite (in fact, algebraic). Proposition 8 specialises as follows.
Proposition 10. If $S$ is $(1,2)$-Hadamard with $S = (U \times \{0\}) \cup (V \times T)$, the generating function $O(x, y, z; t)$ of $S$-walks confined to the octant is D-finite as soon as the series $C_2(y, z; t)$ that counts $T$-walks in the quadrant is D-finite.

5.4. The case of $(2,1)$-Hadamard walks and the reflection principle

Assume that the model $S$ is $(2,1)$-Hadamard:

$$S(x, y, z) = U(x, y) + V(x, y)T(z).$$

Since the set $T$ is (at most) 1-dimensional, the generating function $C_2(z; t)$ that counts $T$-walks in $\mathbb{N}$ is always D-finite (in fact, algebraic).

Proposition 11. If $S$ is $(2,1)$-Hadamard with $S = (U \times \{0\}) \cup (V \times T)$, then $O(x, y, z; t)$ is D-finite as soon as the series $C_1(x, y, v; t)$ that counts coloured $(U,V)$-walks in the quadrant is D-finite.

Moreover, if $T(z) = z + \bar{z}$, then

$$O(x, y, z; t) = [z^{\geq 0}](1 - \bar{z}^2)Q(x, y, z; t),$$

where $Q(x, y, z; t)$ counts $S$-walks confined to $\mathbb{N}^2 \times \mathbb{Z}$.

Note that $T(z)$ must be equal to $(z + \bar{z})$ for a 3D model.

Proof. The first statement just paraphrases the second part of Proposition 8. Now assume that $T(z) = z + \bar{z}$, and let us apply the first statement of Proposition 8.

The reflection principle for walks on a line gives

$$C_2(z; v) = [z^{\geq 0}]\frac{1 - z^2}{1 - v(z + \bar{z})} = \sum_{k \geq 0} v^k [z^{\geq 0}](1 - \bar{z}^2)(z + \bar{z})^k.$$

Let us now write $C_1(x, y, v; t) = \sum_{k \geq 0} C_{1,k}(x, y; t)v^k$. Then

$$O(x, y, z; t) = \sum_{k \geq 0} C_{1,k}(x, y; t)[z^{\geq 0}](1 - \bar{z}^2)(z + \bar{z})^k$$

$$= [z^{\geq 0}](1 - \bar{z}^2)\sum_{k \geq 0} C_{1,k}(x, y; t)(z + \bar{z})^k$$

$$= [z^{\geq 0}](1 - \bar{z}^2)Q(x, y, z; t)$$

by Observation 9. This identity can also be obtained by applying the reflection principle to $S$-walks confined to $\mathbb{N}^2 \times \mathbb{Z}$, but this proof underlines the connection with Proposition 8.

Example 12. A $(2,1)$-Hadamard model. Take

$$S(x, y, z) = x + xy + (\bar{x} + \bar{x}y)(z + \bar{z}).$$

This is a $(2,1)$-Hadamard model where $U \cap V = \emptyset$. The series $C_1(x, y, v; t)$ counts the so-called Gessel walks by the length ($t$), the coordinates of the endpoint ($x, y$), and the number of $x^r$ steps ($v$). It can be expressed in terms of the complete generating function $Q(x, y; t)$ of Gessel walks, which is known to be algebraic [6]. Indeed,

$$C_1(x, y, v; t) = Q(x\sqrt{v}, y; t\sqrt{v})$$

with $\bar{v} = 1/v$. The series $C_2(y; v)$ is the (algebraic) generating function of $\pm 1$-walks in $\mathbb{N}$, and $O(x, y, z; t)$ is thus D-finite. The associated group is finite of order 16, with a zero orbit sum.
6. Three-dimensional octant models

Starting from the 35,548 distinct models with at most 6 steps that have dimension 2 or 3 (Proposition 5), we first apply the linear programming technique described at the end of Section 2.1 to determine their dimension. Doing this using the built-in solver of Sage [39] requires no more than a few minutes of computation time (in total). We thus obtain 20,804 truly three-dimensional models.

We analyse them with the tools of Sections 3 to 5. Our results are summarised by Table 2 displayed in Section 3. On the experimental side, we go through all models and determine which of them appear to have a finite group. We find only 170 models with a finite group, of order 8, 12, 16, 24 or 48. The 20,634 remaining models have a group of order at least 200, which we conjecture to be infinite. This includes for instance the highly symmetric model \( S = xy\bar{z} + x\bar{y}z + x\bar{y}z + xyz \) mentioned in [6, Sec. 4.1].

Among the 170 models with a finite group, 108 have a non-zero orbit sum. The algebraic kernel method of Section 4 proves that their complete generating function is D-finite: up to a permutation of coordinates, the series \( x \) is D-finite by extracting the positive part in \( z, y \) and \( x \) in a rational function, as in (10). The correctness of the extraction argument is guaranteed by Condition (11), which holds in each of these 108 cases.

There are 62 models left where the orbit sum is zero. Among these, 43 can be recognised as Hadamard and have a D-finite generating function. The remaining 19 are not Hadamard.

6.1. The Hadamard models with zero orbit sum

Let us give a few details on these 43 Hadamard models. Among them, 31 are \((1, 2)\)-Hadamard and 17 are \((2, 1)\)-Hadamard (up to a permutation of coordinates). This means that 5 are both \((1, 2)\)- and \((2, 1)\)-Hadamard; this happens when \( U = \emptyset \) or \( V = \emptyset \). For the \((1, 2)\)-Hadamard models, we apply Proposition 10. The set \( T \) is found to be either Kreweras’ model \( \{10, 01, 11\} \), or its reverse \( \{10, 01, 11\} \) or Gessel’s model \( \{10, 10, 11, 11\} \). In all three cases, the generating function \( C_2(y, z; v) \) is known to be algebraic [21, 10, 6], so that \( O(x, y, z; t) \) is D-finite by Proposition 10.

For the \((2, 1)\)-Hadamard models, we apply Proposition 11, and thus need to check if \( C_1(x, y, v; t) \) is D-finite. The set \( U \cup V \) is found to be either Kreweras’ model, or its reverse, or Gessel’s model (in each case, possibly with an additional null step 00). Since there are only three steps in Kreweras’ model, the associated complete generating function \( Q(x, y; t) \) records in fact the number of steps of each type (after some algebraic changes of variables). Moreover, adding a null step and recording its number of occurrences preserves algebraicity. This implies that in the Kreweras case, the series \( C_1(x, y, v; t) \) defined by (13) is obtained by algebraic substitutions in \( Q(x, y; t) \) and is thus algebraic. The same holds in the reverse Kreweras case. This leaves us with five models for which \( U \cup V \) is Gessel’s model (possibly with a null step). It is known that the associated complete generating function \( Q(x, y; t) \) is algebraic, but does it imply that \( C_1(x, y, v; t) \) is also algebraic? The answer is yes.

In all five cases, \( U \cap V = \emptyset \), so that we just have to check that we can keep track of the number of \( V \)-steps (see (13)). The five sets \( V \) are \( \{10, 11\} \) (this is Example 12), \( \{10, 11\} \), \( \{01, 11\} \), \( \{01, 11\} \) and finally \( \{00\} \) (in the latter case, the model is also \((1, 2)\)-Hadamard). In each case, it is readily checked that \( C_1(x, y, v; t) \) is obtained by algebraic substitutions in \( Q(x, y; t) \) and is thus algebraic.

6.2. The non-Hadamard models with zero orbit sum

These 19 models, shown in Figure 4, remain mysterious. We are tempted to believe that they are not D-finite, which would mean that the nice correspondence
between a finite group and D-finiteness observed for quadrant walks does not extend to octant walks. We note that models associated with isomorphic groups may behave very differently: for instance, if we change the sign in the x-coordinate of each step of the second model of Figure 4, we obtain a model with an isomorphic group (see [11, Lemma 2]), but a non-zero orbit sum. This new model can be solved using the kernel method and has a D-finite series.

Figure 4. The 19 non-Hadamard 3D models with a zero orbit sum, with the order of the associated group. The first one on the second line is the natural 3D analogue of Kreweras' model.

We have tried hard to guess differential equations for the 19 mysterious models. In each case, we have calculated the first 5000 terms of the generating functions $O(x_0, y_0, z_0; t)$ for any choice of $x_0, y_0, z_0$ in $\{0, 1\}$, but we did not find any equation. It could still be that some or all of the models are D-finite but the equations are so large that 5000 terms are not enough to detect them. Unfortunately, it is quite hard to compute more terms, even if the calculations are restricted to a finite field for better efficiency. The default algorithm based on the recurrence relation (5) then still takes $O(n^4)$ time and $O(n^3)$ space, which already for $n = 5000$ required us to employ a supercomputer (the one we used has 2048 processors and 16000 gigabyte of main memory).

For getting an idea about the expected sizes of equations, we have also guessed equations for all the 43 Hadamard models with finite group and zero orbit sum. The formulas given in Section 5 for their generating functions give rise to more efficient algorithms for computing their series expansion. It turns out that the biggest equation appears for the model $\bullet \bullet \bullet \bullet \bullet$, for $x = y = z = 1$. It has order 55 and degree 3815, and we needed 20000 terms to construct it. This suggests that we may not have enough terms in our 19 models to guess differential equations.

However, we observed that even for the models where $O(1, 1, 1; t)$ satisfies only extremely large equations, at least one of the other specialisations $O(x_0, y_0, z_0; t)$ with $(x_0, y_0, z_0) \in \{0, 1\}^3$ satisfies a small equation that can be recovered from a few hundred terms already. This is in contrast to the 19 non-Hadamard step sets, where none of these series satisfies an equation that could be found with 5000 terms. For this reason, we have some doubts that these models are D-finite.

### 7. Two-dimensional octant models

We are now left with the 14744 two-dimensional models found among the 35548 octant models with at most 6 steps (Proposition 5). At the moment, we have only studied their projection on the relevant quadrant:

For a 2D octant model where the $z$-condition is redundant, we focus on the series $Q(x, y; t) := O(x, y, 1; t)$. This series counts quadrant walks with steps in $S' = \{ij : ijk \in S\}$, which should be thought of as a multiset of steps.
2D quadrant models with \( \leq 6 \) steps obtained by projection

\[ 527 = [7, 41, 141, 338] \]

\[ |G| < \infty \]

\[ 118 = [5, 19, 35, 59] \]

\[ |G| = \infty ? \]

\[ 409 = [2, 22, 106, 279] \]

\[ \text{OS} \neq 0 \]

\[ 95 = [3, 14, 29, 49] \]

\[ \text{OS} = 0 \]

\[ 23 = [2, 5, 6, 10] \]

\[ \text{not D-finite?} \]

| model \( S \) | related to a model of Fig. 2 | model \( \overline{S} \) (Fig. 5) |
|---|---|---|
| kernel method extraction fails, computer alg. | D-finite | D-finite |
| 94 = [3, 14, 29, 48] | 22 = [2, 5, 6, 9] | algebraic |

Table 3. Summary of our results and conjectures for the 527 quadrant models with at most 6 steps obtained by projection of a 2D octant model. The numbers in brackets give for each class the number of models of cardinality 3, 4, 5 and 6.

For instance, if \( S \) is the 2D model of Example 1, then \( S' = \{0\overline{1}, \overline{1}1, 11, 10\} \) contains two copies of the step 11.

Note that the nature of \( Q(x, y; t) \) is not affected by adding a step 00 to \( S' \): it corresponds to substituting \( t \mapsto t/(1 - t) \) in the generating function. This is why we do not consider models with a null step.

### 7.1. Quadrant Models Obtained by Projection

We obtain by projection 527 models of cardinality at most 6 (after deleting the 00 step, and identifying models that only differ by an \( xy \) symmetry). Those with no repeated step were previously classified by Bousquet-Mélou and Mishna [11], but we also have models with repeated steps.

As in the 3D case, we first try to determine, experimentally, when the group \( G \) is finite and when the specialisations of \( Q(x, y; t) \) obtained when \( \{x, y\} \subset \{0, 1\} \) are D-finite. Our results are summarised in Table 3.

We find 118 models with a finite group, of order at most 8 (more precisely, of order 4, 6 or 8). The remaining ones have a group of order at least 200, which we conjecture to be infinite. (This is known for models with no repeated step [11], and it is likely that the methods of [11] can prove the other cases as well.) We observe that for each model for which \( Q(1, 1; t) \) is guessed D-finite, the group is finite.

Among the 118 models with a finite group, 95 have a non-zero orbit sum. For 94 of them, the algebraic kernel method establishes the D-finiteness of \( Q(x, y; t) \). For 92 of these 94 models, the extraction of the positive part in \( x \) and \( y \) is justified by the fact that every element \( \{x', y'\} \) of the orbit, other than \( \{x, y\} \), satisfies the 2D counterpart of (11), namely

\[ \{x', y'\} \subset Q(x)[y] \quad \text{or} \quad \{x', y'\} \subset Q[x, y] \quad (14) \]

(up to a permutation of coordinates). This property does not hold for the remaining two models \( S_0 \) and \( \overline{S}_0 \), shown in Figure 5, but the extraction is still valid, as detailed in Section 7.2. The 95th model with a finite group and a non-zero orbit sum is the model \( S_1 \) also shown in Figure 5. As will be detailed in Section 8.2, it shares
with models with a zero orbit sum the property that the orbit equation does not characterize the series \(Q(x, y; t)\). We will prove by computer algebra that this series is still D-finite, but transcendental (see Section 8.2).

\[ S_0 \quad S_1 \quad \mathfrak{S}_0 \quad \mathfrak{S}_1 \]

**Figure 5.** Four interesting quadrant models with repeated steps, only differing by a symmetry of the square. All are D-finite, and \(\mathfrak{S}_1\) is even algebraic. See Section 7.2 for \(S_0\) and \(\mathfrak{S}_0\), Section 8.1 for \(\mathfrak{S}_1\) and Section 8.2 for \(S_1\). Note that with only one copy of the repeated step, none of these models would be D-finite [8].

We are now left with the 23 models having a zero orbit sum. Exactly 22 of them are obtained from the four algebraic quadrant models of Figure 2 by possibly repeating some steps. In each of these 22 cases, the generating function of the models with multiple steps can be written as an algebraic substitution in the complete generating function of the model with no repeated steps. This is obvious in the Kreweras or reverse Kreweras case, since their complete generating function actually keeps track of the number of occurrences of each step. This is also obvious in the double Kreweras case: it has already 6 steps, so that it only occurs in our list with non-repeated steps. In the Gessel case, the steps are at most duplicated, and the set \(V\) of duplicated steps is \(\{10, 11\}, \{01, 11\}\). This is the same list as that of Section 6.1, and in each case, the complete generating function of the model with repetitions is obtained by an algebraic substitution in the (algebraic) generating function of Gessel’s walks.

The 23rd model with a finite group and zero orbit sum is the model \(\mathfrak{S}_1\) of Figure 5. Using the technique applied to Gessel’s model in [6], we will prove that its generating function \(Q(x, y; t)\) is algebraic (Section 8.1). Moreover, the series \(Q(0, y; t)\) has nice hypergeometric coefficients.

### 7.2. Two interesting applications of the kernel method

We discuss here the two models for which the orbit sum is non-zero, and where the kernel method works even though Condition (14) does not hold. These models are \(S_0 = \{11, 10, 10, 11, 10, 11\}\) (with a repeated west step) and its reverse \(\mathfrak{S}_0 = \{11, 10, 10, 10, 11, 10, 11\}\) (Figure 5). In both cases, the group \(G\) has order 6.

For \(S_0\), the non-trivial elements in the orbit of \([x, y]\) are

\[
[x(1+y), y], \quad [x(1+y), y + x^2 y(1+y)^2], \quad [x + (x+\bar{x}) y, \bar{y} + x^2 y(1+y)^2], \quad [x + (x+\bar{x}) y, \bar{y}(1+x^2)], \quad [x, \bar{y}(1+x^2)].
\]

All coordinates are Laurent polynomials in \(x\) and \(y\). Moreover, all elements \([x', y']\) satisfy (14), with the exception of the third. Still, all monomials \(x' y'\) occurring in this element satisfy \(i+j \leq 0\). Hence this is also true for the monomials occurring in \(x' y' Q(x', y')\), so that this series does not contribute when one extracts the positive part (in \(x\) and \(y\)) of the orbit sum. One thus obtains

\[
xy Q(x, y) = [x^{>0}][y^{>0}] (x-\bar{x} - \bar{x}y - x\bar{y}) (x - \bar{x} - x\bar{y})(\bar{x}y - x\bar{y} - x\bar{y}) \cdot \frac{1}{1 - t(1 + \bar{y})(x + x(1 + y))}.
\]

The coefficient extraction can be performed explicitly and gives rise to nice numbers. Details of the extraction are left to the reader.
Proposition 13. For the model $S_0 = \{11, 10, 10, 11, 10, 11\}$, the number of walks of length $n$ ending at $(i, j)$ is zero unless $n$ can be written as $2m + i$, in which case

$$q(i, j; n) = \frac{(i + 1)(j + 1)(2i + 3j + 6)m + i^2 + 5i + 2ij + 3j + 6}{m!(m + i)!(m - j)!(2m + i + j + 3)!(m + i + 1)(m + i + 2)(m + 1)} n!(3m + i + 2)!.$$  

Remark. The asymptotic behaviour of $q(0, 0; 2m)$, which is of the form $e^{27m}n^{-1}$, prevents the series $Q(0, 0; t)$ from being algebraic [19].

Let us now address the model with reversed steps, $\overline{S}_0 = \{11, 10, 10, 11, 10, 11\}$. Now the orbit of $[x, y]$ involves rational functions which are not Laurent polynomials. Besides $[x, y]$ itself, the orbit contains the following five pairs:

$$\begin{bmatrix} \bar{x} y \\ 1 + y, y \end{bmatrix}, \begin{bmatrix} \bar{x} y \\ 1 + y, (1 + y)^2 + \bar{x}^2 y^2 \end{bmatrix}, \begin{bmatrix} \bar{x} y \\ 1 + y(1 + \bar{x}^2), (1 + y)^2 + \bar{x}^2 y^2 \end{bmatrix}, \begin{bmatrix} x \\ 1 + y(1 + \bar{x}^2), 1 + \bar{x}^2 \end{bmatrix}, \begin{bmatrix} x, y \\ 1 + x^2 \end{bmatrix}.$$

Let $[x', y']$ be one of these pairs, $i, j$ two non-negative integers, and let us expand the series $x'^iy'^j$ first in $y'$, and then in $x$. We claim that the resulting series (a Laurent series in $y'$ whose coefficients are Laurent series in $x$) does not contain any monomial $x^ay^b$ with $a$ and $b$ positive. This is obvious for all pairs, except the fourth one, for which we have to perform the following calculation: for $i > 0$,

$$x^n y^j = \sum_{n \geq 0} (-1)^n \binom{n + i - 1}{i - 1} y^{n - j} x(1 + \bar{x}^2)^{n - j}.$$  

This expansion shows that if the exponent of $y$ is positive ($n > j$), then the exponent of $x$ is negative. Hence the only series that contributes when expanding the orbit equation in $y$ and $x$ is $xyQ(x, y)$ and finally

$$xyQ(x, y) = [x^{\geq 0}] [y^{> 0}] \frac{y(x - \bar{x} + xy + \bar{y})(x - \bar{x} + x\bar{y})(xy + \bar{x}y - x\bar{y})}{(1 + x^2)((1 + y)^2 + \bar{x}^2 y^2)(1 - t(1 + y)(\bar{x} + x(1 + y)))}.$$  

As opposed to the previous example, the numbers $q(i, j; n)$ do not appear to be hypergeometric in $i, j$ and $n$, but only in $i$ and $n$, for $j$ fixed. For instance,

$$q(i, 0; 2m + i) = \frac{(i + 1)(i + 2)(2m + i)!}{m!(m + i)!(m + i + 2)!(2m + i + 2)(m + i + 1)(2m + 2i + 3)}.$$  

Of course, the series $Q(0, 0; t)$, being the same as for the model $S_0$ studied previously, is transcendental.

7.3. Algebraicity

We have also tried to guess – and then prove – algebraic equations for the specialisations $Q(x_0, y_0; t)$ with $(x_0, y_0) \subset \{0, 1\}$. Here is a summary of our results.

First, we have of course the 23 models with finite group and zero orbit sum, for which the complete generating function $Q(x, y; t)$ is algebraic over $Q(x, y, t)$ (see Table 3). This explains for instance why the octant models with characteristic polynomials $\bar{x} + \bar{y}(1 + y) + xyy$ or $\bar{x} \bar{y}(1 + y) + xy + z$ were conjectured to have an algebraic length generating function $O(1, 1, 1; t)$ in [5, Table 2]: both are 2-dimensional, with the $y$-condition redundant, and their projections on the $xz$-plane are $\{01, 10, 10, 11, 10\}$ and $\{11, 11, 11, 10, 01\}$. These are respectively versions of Kreweras’ model and of its reverse, with multiple steps, and they are algebraic.

For models with a finite group and a non-zero orbit sum, we conjecture that the complete generating function $Q(x, y; t)$ is transcendental. However, we have also found experimentally, and then proved, a few algebraic specialisations of these series. This is for instance the case for the specialisation $Q(0, 0; t)$ of the model $S_1$. 

of Figure 5: this series is the same as for the model $S_1$, which is algebraic. The other models with algebraic specialisations are $\{0\bar{1}, 10, 1\bar{1}\}$ (possibly with repeated steps) and $\{0\bar{1}, 10, 11, 10, 01, 1\bar{1}\}$. Both models are known to have certain algebraic specialisations [11, Section 5.2]. Our algebraic guesses are all consequences of the following two results.

- For $S = \{0\bar{1}, 10, 1\bar{1}\}$, the generating function $Q(1, 1; t)$ is algebraic [11, Prop. 9]. With the same proof, one shows that this remains true with a weight $\delta$ for diagonal steps.
- For $S = \{0\bar{1}, 10, 11, 10, 01, 1\bar{1}\}$, the generating function $Q(1, 1; t)$ is algebraic [11, Prop. 10]. One step of the proof is to prove that $xQ(x, 0) + \bar{x}(1 + \bar{x})Q(0, \bar{x})$ is algebraic. Setting $x = 1$, and using the $xy$-symmetry, shows that $Q(0, 1; t)$ is also algebraic.

**Example 14.** Consider the octant model $S = \{0\bar{1}0, 101, 1\bar{1}\bar{1}, 1\bar{0}1, 1\bar{1}\bar{1}\}$, which was conjectured to have an algebraic length generating function $O(1, 1, 1; t)$ in [5, Table 2] (up to a permutation of $x$, $y$, and $z$). The $z$-condition is easily seen to be redundant, and $S$ is two-dimensional. Let $U$ be the set obtained by taking $S$ on the $xy$-plane and deleting repeated steps: $U = \{0\bar{1}, 10, 1\bar{1}\}$. Let $Q(x, y; t)$ be the quadrant series associated with $U$. Denoting by $a(w)$, $b(w)$, and $c(w)$ the number of occurrences of $0\bar{1}, 10$ and $1\bar{1}$ in a $U$-walk $w$, we have

$$Q(X, Y; T) = \sum_w \sum_{w} (YT)^{a(w)}(XT)^{b(w)}(XYT)^{c(w)}.$$  

Moreover, by lifting every $U$-walk $w$ into all $S$-walks that project on it, we obtain

$$O(x, y, z; t) = \sum_w \sum_{w} (yt)^{a(w)}(xzt)^{b(w)}(xyz(1 + z + \bar{z}))^{c(w)}.$$  

Comparing these two identities shows that

$$O(x, y, z; t) = Q\left(\frac{xz}{z^{1/3}}, yZ^{1/3}; \frac{tZ^{1/3}}{z}\right) \quad \text{where} \quad Z = 1 + z + z^2.$$  

Since $Q(x, y; t)$ is D-finite we have that $O(x, y, z; t)$ is D-finite. Furthermore, $Q\left(x, \frac{1}{x}; \frac{1}{xy}\right)$ is algebraic [11, Prop. 9], so $O\left(x, y, \frac{1}{xy}; \frac{1}{t}\right)$, and specifically $O(1, 1, 1; t)$, is also algebraic.

### 8. Computer algebra solutions

As discussed in the previous section, there are two D-finite quadrant models (with repeated steps) for which we have only found proofs based on computer algebra. We now give details on these proofs. The two models in question are $S_1 = \{11, 10, 11, 10, 1\bar{1}\}$ and its reverse $\bar{S}_1 = \{11, 10, 11, 10, 1\bar{1}\}$ (Figure 5). We will show that $S_1$ is D-finite (but transcendental) and $\bar{S}_1$ algebraic. We begin with the latter model.

#### 8.1. The model $\bar{S}_1 = \{\bar{1}1, \bar{1}0, 11, 10, 1\bar{1}\}$ is algebraic

The group of this model is finite of order 6. The orbit sum is zero, which implies that the orbit equation does not characterise $Q(x, y)$ (in fact, $Q(x, y) = 1$ is another solution). We first establish the algebraicity of the series $Q(0, 0; t)$, which counts quadrant walks ending at the origin, often called *excursions*.

**Lemma 15.** For the quadrant model $\bar{S}_1 = \{\bar{1}1, \bar{1}0, 11, 10, 1\bar{1}\}$, the generating function $Q(0, 0; t)$ is

$$Q(0, 0; t) = \sum_{n \geq 0} \frac{6(6n + 1)(2n + 1)!}{(3n)!(4n + 3)!(n + 1)!} t^{2n}. \quad (15)$$
It is algebraic of degree 6. Denoting $Q_{00} \equiv Q(0, 0; t)$, we have
\begin{align*}
16t^4Q_{00}^6 + 48t^3Q_{00}^5 + 8(6t^2 + 7)t^2Q_{00}^4 + 32(3t^2 + 1)tQ_{00}^3 \\
+ (48t^4 - 8t^2 + 9)t^2Q_{00}^2 + (48t^4 - 56t^2 + 1)Q_{00} + (16t^4 + 44t^2 - 1) = 0. \quad (16)
\end{align*}
A parametric expression of $Q(0, 0; t)$ is
\[ t^2Q(0, 0; t) = Z(1 - 6Z + 4Z^2), \]
where $Z \equiv Z(t)$ is the unique power series in $t$ with constant term 0 satisfying
\[ Z(1 - Z)(1 - 2Z)^4 = t^2. \]

\textbf{Proof.} We prove the first claim (15) by computer algebra, using the method applied in [23] for proving that the number of Gessel excursions is hypergeometric — the so-called quasi-holonomic ansatz (see also [24]). As the details of this approach are already explained in this earlier article, we give here only a rough sketch of our computations.

First compute the coefficients $q(i, j; n)$ of $Q(x, y; t)$ for $0 \leq i, j, n \leq 50$, using the quadrant counterpart of the recurrence relation (5). Then, use this data to guess [22] a system of multivariate linear recurrence equations with polynomial coefficients (in $i, j$ and $n$) satisfied by the numbers $q(i, j; n)$. Then use the algorithm from [24] to prove that these guessed recurrences indeed hold. Then use linear algebra (or a variant of Takayama’s algorithm [40], as was done in [23]) to combine these recurrences into a linear recurrence of the following form: for all $i, j$ and $n$,
\[ \sum_{a, b, c, \delta, \epsilon, m \geq 0} \kappa(a, b, c, \delta, \epsilon, m) \, \delta^{a + b} \epsilon^{j} q(i + a, j + b; n + \delta, m) = 0, \]
where $\kappa(a, b, c, \delta, \epsilon, m) \in \mathbb{Q}$ is non-zero for only finitely many terms, and $\max(a, b) > 0$ whenever $\max(\delta, \epsilon) > 0$. Upon setting $a = b = 0$, this recurrence gives a recurrence in $n$ for the coefficients $q(0, 0; n)$ of $Q(0, 0; t)$. We found in this way a recurrence of order 8 and degree 14. It is then routine to check that the coefficients of (15) satisfy this recurrence and that the right number of initial values match.

Now, the polynomial equation (16) has clearly a unique power series solution (think of extracting by induction the coefficient of $t^n$). Using algorithms for holonomic functions [34, 29], one can construct a linear differential equation satisfied by this solution, and then a recurrence relation satisfied by its coefficients. It suffices then to check that the coefficients of (15) satisfy this recurrence and the right number of initial conditions.

The parametric form of the solution can be found with the \texttt{gcurves} package of Maple. Using this parametrisation, one can also recover the expansion (15) of $Q(0, 0; t)$ using the Lagrange inversion formula. \hfill \Box

We now extend Lemma 15 to the algebraicity of the complete series $Q(x, y; t)$.

\textbf{Proposition 16.} For the quadrant model $\mathcal{S}_1 = \{11, 10, 11, 10, 10, 11\}$ (with an east repeated step), the generating function $Q(x, y; t) \equiv Q(x, y)$ is algebraic of degree 12. It satisfies
\[ Q(x, y) = \frac{xy - t(1 + x^2)Q(x, 0) - t(1 + y)Q(0, y) + tQ(0, 0)}{xy(1 - t(1 + y)(x + x(1 + y)))}. \quad (17) \]
The specialisations $Q(x, 0; t)$ and $Q(0, y; t)$ can be written in parametric form as follows. Let $T \equiv T(t)$ be the unique power series in $t$ with constant term 0 such that
\[ T(1 - 4T^2) = t. \]
Let $S \equiv S(t)$ be the unique power series in $t$ with constant term 0 such that
\[ S = T(1 + S^2). \]
Equivalently, $S(1 - S^2)^2 = t(1 + S^2)^3$. Then $Q(x, 0; t)$ has degree 12 and is quadratic over $Q(x, S)$:

$$Q(x, 0; t) = \left( \frac{1 + S^2}{1 - S^2} \right)^3 \times \frac{x(1 + 6S^2 + S^4) - 2S(1 - S^2)(1 + x^2) - (x - 2S + xS^2)\sqrt{(1 - S^2)^2 - 4xS(1 + S^2)}}{2x(1 + x^2)S^2}.$$  \hfill (18)

Let also $W \equiv W(y; t)$ be the unique power series in $t$ with constant term 0 such that

$$W(1 - (1 + y)W) = T^2.$$

Then $Q(0, y; t)$ has degree 6 and is rational in $T$ and $W$:

$$Q(0, y; t) = t^{-2}W(1 - 4T^2 - 2W).$$  \hfill (19)

Moreover, its coefficients are doubly hypergeometric:

$$Q(0, y; t) = \sum_{n \geq 0} \frac{6(2j + 1)! (6n + 1)! (2n + j + 1)!}{j!^2 (3n)! (4n + 2j + 3)! (n - j)! (n + 1)!} y^j t^{2n}.$$

**Proof.** We prove the claims again by computer algebra, this time using the technique applied in [6] for proving that Gessel’s model is algebraic. Again, as there is nothing new about the logical structure of the argument, we give here only a summary of our computations (and complete a missing argument in [6]).

The functional equation defining $Q(x, y)$ reads

$$xy (1 - t(1 + y)(\bar{x} + x(1 + y))) Q(x, y) = xy - t(1 + x^2)Q(x, 0) - t(1 + y)Q(0, y) + tQ(0, 0).$$

This is of course equivalent to (17). Recall that $Q(0, 0)$ is known from Lemma 15. The (standard) kernel method [13, 10] consists in cancelling the kernel by an appropriate choice of $x$ or $y$ to obtain equations relating the series $Q(x, 0)$ and $Q(0, y)$. Applied to the above equation, it gives:

$$\left\{ \begin{array}{ll}
(1 + x^2)Q(x, 0) + (1 + Y)Q(0, Y) &= xY/t + Q(0, 0), \\
(1 + X^2)Q(X, 0) + (1 + y)Q(0, y) &= Xy/t + Q(0, 0),
\end{array} \right.$$  \hfill (20)

where $X$ and $Y$ are power series in $t$ with Laurent coefficients in $y$ and $x$, respectively, defined by

$$X \equiv X(y; t) = \frac{1 - \sqrt{1 - 4t^2\bar{y}^2(1 + y)^2}}{2\bar{y}(1 + y)^2} = t(1 + \bar{y}^2(1 + y)^2) + O(t^3) \quad \in \mathbb{Q}[y][[t]],$$

$$Y \equiv Y(x; t) = \frac{1 - t\bar{x} - 2tx - \sqrt{1 - 4tx - 4t^2x^2 + t^2\bar{x}^2}}{2tx} = (\bar{x} + x)t + (\bar{x} + x)(\bar{x} + 2x)t^2 + O(t^3) \quad \in \mathbb{Q}[x][[t]].$$

It follows from (20) and [6, Lemma 7] that $(Q(x, 0), Q(0, y))$ is in fact the unique pair of formal power series $(F, G) \in \mathbb{Q}[[x, t]] \times \mathbb{Q}[[y, t]]$ satisfying the functional equations

$$\left\{ \begin{array}{ll}
(1 + x^2)F(x) + (1 + Y)G(Y) &= xY/t + Q(0, 0), \\
(1 + X^2)F(X) + (1 + y)G(y) &= Xy/t + Q(0, 0),
\end{array} \right.$$  \hfill (21)
Let us now define \( F \) and \( G \) by the right-hand sides of (18) and (19) respectively (these expressions have been guessed from the first coefficients of \( Q(x, y) \)). We claim that \( F \) and \( G \) belong to \( \mathbb{Q}[x][[t]] \) and \( \mathbb{Q}[y][[t]] \) respectively. This is obvious for \( G \), since \( T \) is a series in \( \mathbb{Q}[t] \) and \( W \) belongs to \( t^2 \mathbb{Q}[y][[t]] \). Let us now consider the series \( F \), that is, the right-hand side of (18), and ignore the initial factor, which is clearly in \( \mathbb{Q}[t] \). Then the numerator is a power series in \( S \) with polynomial coefficients in \( x \). It is readily checked that it vanishes at \( x = 0 \) and \( x = \pm i \), so that these coefficients are always multiples of \( x(1 + x^2) \). Moreover, the numerator is \( O(S^2) \), so that we can conclude that \( F \) belongs to \( \mathbb{Q}[x][[S]] \), and hence to \( \mathbb{Q}[x][[t]] \).

We want to prove that \( F \) and \( G \) satisfy the system (21). Since \( X, Y, F, G \) and \( Q(0, 0) \) are algebraic, this can be done by taking resultants, and then checking an appropriate number of initial values.

This concludes the proof of (18) and (19). The fact that \( Q(x, y) \) has degree 12 is obtained by elimination (it has degree 4 over \( \mathbb{Q}(x, y, T) \)). The (computational) proof of the hypergeometric series expansion of \( Q(0, y) \) is similar to the proof of the expansion of \( Q(0, 0) \) in Lemma 15: the key step is to derive from the algebraic equation satisfied by \( Q(0, y) \) a differential equation (in \( t \)) for this series, and then a recurrence relation for the coefficient of \( t^n \).

\[ \square \]

### 8.2. The model \( S_1 = \{11, 11, 10, 10, 11\} \) is D-finite

The kernel of this model is

\[ K(x, y) = 1 - t(1 + y) (\bar{x}(1 + \bar{y}) + x). \]

The functional equation defining \( Q(x, y) \) reads:

\[ xyK(x, y)Q(x, y) = xy - tQ(x, 0) - t(1 + y)^2Q(0, y) + tQ(0, 0). \]

Again, the group has order 6. The orbit equation reads:

\[
xyQ(x, y)-\bar{x}(1+y)Q(\bar{x}(1+\bar{y}), y)+\frac{x(1+y)}{(1+y)^2+x^2y^2}Q\left(\bar{x}(1+\bar{y}), \frac{x^2y}{(1+y)^2+x^2y^2}\right)
\]

\[
-\frac{xy(1+y+x^2y)}{(1+y)^2+x^2y^2}Q\left(\bar{x}(1+y)+xy, \frac{x^2y}{(1+y)^2+x^2y^2}\right)
\]

\[
+\frac{xy(1+y+x^2y)}{1+x^2}Q\left(\bar{x}(1+y)+xy, \frac{\bar{y}}{1+x^2}\right)-\frac{xy}{1+x^2}Q\left(x, \frac{\bar{y}}{1+x^2}\right)
\]

\[
= \frac{(1+y(1-x^2))(1-y^2(1+x^2))(1-x^2+y(1+x^2))}{xy(1+x^2)K(x, y)((1+y)^2+x^2y^2)}.
\]

The right-hand side is non-zero, but this equation does not define \( Q(x, y; t) \) uniquely in the ring \( \mathbb{Q}[x, y][[t]] \). In fact, the associated homogeneous equation (in \( Q(x, y) \)) seems to have an infinite dimensional space of solutions. It includes at least the following polynomials in \( x \) and \( y \):

\[ x, \ 2xy + x^3y, \ x^2y + x^2 + y + 2, \ x^3y^2 - x^3y + x^3 + 2xy^2. \]

We show in this subsection that \( Q(x, y; t) \) is D-finite in \( x, y \) and \( t \), but transcendental. To our knowledge, it is the first time that the D-finiteness of a (non-algebraic) quadrant model is proved via computer algebra.

**Proposition 17.** The complete generating function \( Q(x, y; t) \) for the model \( S_1 \) is D-finite in its three variables.

**Proof.** Saying that \( Q(x, y; t) \) is D-finite means that the \( \mathbb{Q}(x, y, t) \)-vector space generated by \( Q(x, y; t) \) and all its derivatives \( D_x^i D_y^j D_t^k Q(x, y; t) \) (for \( i, j, k \in \mathbb{N} \)) has finite dimension. This vector space is isomorphic to the algebra \( \mathbb{Q}(x, y, t)[D_x, D_y, D_t]/\mathcal{J} \),
where \(Q(x, y, t)[D_x, D_y, D_t]\) is the Ore algebra of linear partial differential operators with rational function coefficients, and \(I\) is the left ideal consisting of all the operators in this algebra which map \(Q(x, y, t)\) to zero. The condition that \(Q(x, y, t)\) be D-finite is thus equivalent to \(I\) having Hilbert dimension 0.

The structure of the argument is similar to the proof of Proposition 16, but now with differential equations instead of polynomial equations. Again, it suffices to prove that the specialisations \(Q(x, 0)\) and \(Q(0, y)\) are D-finite.

First, we calculate the coefficients \(q(i, j; n)\) of \(Q(x, y; t)\) for \(0 \leq i, j, n \leq 100\) using the combinatorial recurrence relation. From these, two systems of differential operators annihilating \(Q(x, 0; t)\) and \(Q(0, y; t)\), respectively, can be guessed. The ideals \(I_x\) and \(I_y\) generated by the guessed operators have Hilbert dimension 0, as can be checked by a Gröbner basis computation. We used Koutschan’s package [25] for this and all the following Gröbner basis computations. The generators of \(I_x\) and \(I_y\) are somewhat too lengthy to be reproduced here. They are available on Manuel Kauers’ website. We simply report that \(\dim_{\mathbb{Q}(x, y, t)} Q(x, t)[D_x, D_t]/I_x = \dim_{\mathbb{Q}(y, t)} Q(y, t)[D_y, D_t]/I_y = 11\), and that the Gröbner bases for \(I_x\) and \(I_y\) with respect to a degree order are roughly 1Mb long.

The proof consists in showing that these guesses are correct. As in the previous proof, we will first exhibit a pair of series \((F \equiv F(x; t), G \equiv G(y; t))\) in \(\mathbb{Q}[x, t] \times \mathbb{Q}[y, t]\) that satisfy the guessed differential equations and certain initial conditions. Then, we will prove that they satisfy the system

\[
\begin{align*}
F(x) + (1 + Y)^2 G(Y) &= xY/t + Q(0, 0), \\
F(X) + (1 + y)^2 G(y) &= Xy/t + Q(0, 0),
\end{align*}
\]

which, by the standard kernel method, characterises the pair \((Q(x, 0), Q(0, y))\) in \(\mathbb{Q}[x, t] \times \mathbb{Q}[y, t]\). Here, the algebraic series \(X\) and \(Y\) that cancel the kernel are given by

\[
X \equiv X(y; t) = \frac{1 - \sqrt{1 - 4t^2 y(1 + y)^2}}{2t(1 + y)}
\]

\[
= ty(1 + y)^2 + y^2(1 + y)^5 t^3 + O(t^5) \quad \in \mathbb{Q}[y, t][[t]],
\]

\[
Y \equiv Y(x; t) = \frac{1 - tx - 2tx - \sqrt{1 - 2tx - 4tx + t^2 x^2}}{2t(x + x)}
\]

\[
= xt + (2x^2 + 1)t^2 + O(t^3) \quad \in \mathbb{Q}[x, t][[t]].
\]

To exhibit a power series of \(\mathbb{Q}[x, t]\) annihilated by \(I_x\), we construct a nonzero element of \(I_x \cap \mathbb{Q}[x, t][D_t]\), free of \(D_x\). For such an operator it is easy to check that it admits a solution in \(\mathbb{Q}(x)[[t]]\). To determine this series uniquely, we prescribe the first coefficients of its expansion in \(t\) to coincide with those of \(Q(x, 0)\). It remains to prove that this series, henceforth denoted \(F \equiv F(x; t)\), actually belongs to \(\mathbb{Q}[x][[t]]\). In order to do so, we look at the recurrence relation satisfied by its coefficients (this recurrence can be derived from the differential equation in \(t\)). Alas, it reads

\[
P(n, x)f_n(x) = \sum_{i} P_i(n, x)f_{n-i}(x),
\]

where \(P\) and the \(P_i\)’s are polynomials, and \(P\) actually involves \(x\) (we denote by \(f_n(x)\) the coefficient of \(t^n\) in the series \(F(x; t)\)). However, once we apply a desingularisation algorithm to this recurrence [1], the leading coefficient becomes free of \(x\). Since the first values of \(f_n(x)\) are polynomials in \(x\), this implies that our series \(F(x; t)\) lies in \(\mathbb{Q}[x][[t]] \subseteq \mathbb{Q}[x, t][[t]]\). In the same way we construct a series \(G(y; t)\)
in \(\mathbb{Q}[[y,t]]\) that is cancelled by \(J_y\) and coincides with \(Q(0,y,t)\) far enough to be uniquely determined by these two conditions.

It remains to prove that the pair \((F,G)\) satisfies (22). Using algorithms for D-finite closure properties, together with the defining algebraic equations for \(X, Y\) and \(Q(0,0)\) (Lemma 15), we can compute differential equations in \(t\) for the left-hand side and the right-hand side of these identities (which are both power series in \(t\), with coefficients in \(\mathbb{Q}[y,y]\) or \(\mathbb{Q}[x,x]\), respectively). After checking an appropriate number of initial terms, it follows that \(F\) and \(G\) form a solution of (22), and this concludes our proof.

The next result proves that the D-finite generating function \(Q(x,y,t)\) for the model \(S_1\) is transcendental. We have not been able to find a direct proof of this; arguments based on asymptotics for coefficients of several specialisations are not enough, since for instance, the coefficients of \(Q(1,0,t)\) appear to grow like \(c(2+\sqrt{3})^{n}/n^{3/2}\), for some constant \(c\), and those of \(Q(0,1,t)\) appear to grow like \(c(4\sqrt{2})^{n}/n^{3/2}\), for some constant \(c\), but these asymptotic behaviours are not incompatible with algebraicity [19]. We present a more sophisticated argument, reducing the transcendence question to linear algebra. Our reasoning is inspired by Section 9 in [42]. The main idea can be traced back at least to [32]; similar arguments are used in [14, 3] and [15, §2]. The argument may be viewed as a general technique for proving transcendence of D-finite power series; even though based on ideas in [42], we write down the proof in detail, since we have not spotted out such a proof elsewhere in the literature. The needed background on linear differential equations can be found in [41, §4.4.1] or [33, §20].

**Proposition 18.** The complete generating function \(Q(x,y,t)\) for the model \(S_1\) is not algebraic.

**Proof.** It is sufficient to prove that the series

\[
Q(1,0,t) = 1 + t + 4t^2 + 8t^3 + 39t^4 + 98t^5 + O(t^6)
\]

is not algebraic.

Assume by contradiction that \(Q(1,0,t)\) is algebraic. Recall that it is D-finite, and denote by \(M(t,D_t)\) the monic linear differential operator in \(\mathbb{Q}(t)[D_t]\) of minimal order such that \(M(Q(1,0,t)) = 0\). Denote by \(L\) the 11th order linear differential operator in \(\mathbb{Q}(t)[D_t]\) computed in the proof of Proposition 17 such that \(L(Q(1,0,t)) = 0\). By minimality, \(M\) right-divides \(L\) in \(\mathbb{Q}(t)[D_t]\). Moreover, \(M\) strictly right-divides \(L\), since otherwise \(L\) would have a basis of algebraic solutions [15, §2], which is ruled out by a local analysis showing that logarithms occur in a basis of solutions of \(L\) at \(t = 0\). Therefore, the order \(n\) of \(M\) is at most 10. On the other hand, it follows from [15, §2.2] that \(M\) is Fuchsian and has the form

\[
M = D_t^n + \frac{a_n-1(t)}{A(t)} D_t^{n-1} + \cdots + \frac{a_0(t)}{A(t)^n},
\]

where \(A(t)\) is a squarefree polynomial and \(a_{n-1}(t)\) is a polynomial of degree at most \(\deg(A^{i}) - i\).

To get a contradiction (thus proving that \(Q(1,0,t)\) is transcendental), we use the following strategy: (i) get a bound on the degree of \(A\)—and thus on the degrees of the coefficients of \(M\)—in terms of \(n\) and of local information of \(L\); (ii) use this bound and linear algebra to show that such an operator \(M\) cannot annihilate \(Q(1,0,t)\).

---

3There exists an alternative algorithmic procedure based on [37], that allows in principle to answer this question [36]. It involves, among other things, factoring linear differential operators, and deciding whether a linear differential operator admits a basis of algebraic solutions. However, this procedure would have a very high computational cost when applied to our situation.
For (i), it is sufficient to bound the number of singularities of $\mathcal{M}$ (i.e., the roots of $A(t)$, and possibly $t = \infty$). Let us write $A(t) = A_1(t)A_2(t)$, where the roots of $A_1(t)$ are the finite true singular points of $\mathcal{M}$, and the roots of $A_2(t)$ are the finite apparent singular points of $\mathcal{M}$ (these are the roots $p \in \mathbb{C}$ of $A(t)$ such that the equation $\mathcal{M}(y(t)) = 0$ possesses a basis of analytic solutions at $t = p$).

Since $\mathcal{M}$ right-divides $\mathcal{L}$, the true singularities of $\mathcal{M}$ form a subset of the true singularities of $\mathcal{L}$. Now, $\mathcal{L}$ is explicitly known, and its local analysis shows that it is Fuchsian and that it admits the following local data, presented below as pairs (point $p$, (sorted) list of exponents of $\mathcal{L}$ at $p$):

- $0$, $[-2, -2, -3/2, -1, -1/2, 0, 1, 2, 3, 4, 5]$;
- $1$, $[-1, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9]$;
- $\infty$, $[1, 5/3, 2, 7/3, 8/3, 3, 10/3, 11/3, 4, 13/3, 5]$;
- $\pm \sqrt{3}/9$, $[0, 1, 3/2, 2, 5/2, 3, 3, 4, 5, 6, 7]$;
- $3 \pm 2\sqrt{2}$, $[0, 1/2, 1, 3/2, 2, 5/2, 3, 4, 5, 6, 7]$;
- 55 apparent singularities, $[0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 11]$.

Therefore, $\mathcal{L}$ has 6 finite true singularities, and this implies that $\deg A_1$ is at most 6. It remains to upper bound $\deg A_2$; this will result from an analysis of the apparent singularities of $\mathcal{M}$. To do this, for any point $p$ in $\mathbb{C} \cup \{\infty\}$ we denote by $S_p(\mathcal{M})\text{ the following quantity:}$

$$S_p(\mathcal{M}) = (\text{sum of local exponents of } \mathcal{M} \text{ at } p) - (0 + 1 + \cdots + (n - 1)).$$

If $p$ is an ordinary point of $\mathcal{M}$, then $S_p(\mathcal{M}) = 0$; therefore $S_p(\mathcal{M})$ is an interesting quantity only for singularities $p$ of $\mathcal{M}$. Moreover, the quantities $S_p(\mathcal{M})$ are globally related by the so-called Fuchs’ relation [41, §4.4.1]:

$$\sum_{p \in \mathbb{C} \cup \{\infty\}} S_p(\mathcal{M}) = \sum_{p \text{ singularity of } \mathcal{M}} S_p(\mathcal{M}) = -n(n - 1). \quad (24)$$

If $p$ is an apparent singularity of $\mathcal{M}$, then $S_p(\mathcal{M}) \geq 1$, since the local exponents of $\mathcal{M}$ at $p$ are $n$ distinct non-negative integers, the largest one being at least equal to $n$ [15, Lemma 2.2]. We use this observation in conjunction with Fuchs’ relation (24) in order to bound the number of apparent singularities of $\mathcal{M}$:

$$\#\{\text{apparent singularities of } \mathcal{M}\} \leq -n(n - 1) - \sum_{p \text{ true singularity of } \mathcal{M}} S_p(\mathcal{M}). \quad (25)$$

For any true singularity $p$ of $\mathcal{M}$, the list of local exponents of $\mathcal{M}$ at $p$ is a sublist of the list of exponents of $\mathcal{L}$ at $p$. Therefore $S_p(\mathcal{M}) \geq S_p^{(n)}(\mathcal{L})$, where $S_p^{(n)}(\mathcal{L})$ denotes the sum of the smallest $n$ elements from the list of exponents of $\mathcal{L}$ at $p$, minus $(0 + 1 + \cdots + (n - 1))$. Thus, the sum $\sum_{p \text{ true singularity of } \mathcal{M}} S_p(\mathcal{M})$ is minimal if the true singularities of $\mathcal{M}$ are precisely those true singularities $p$ of $\mathcal{L}$ for which $S_p^{(n)}(\mathcal{L})$ is non-positive. It then follows from (25) that

$$\deg(A_2) \leq -n(n - 1) - \sum_{p \text{ true singularity of } \mathcal{L}} \min(0, S_p^{(n)}(\mathcal{L})). \quad (26)$$

For instance, for $n = 10$, the quantities $S_p^{(n)}(\mathcal{L})$ where $p$ runs through the set \{0, 1, $\infty$, $\sqrt{2}/3$, $-\sqrt{2}/3$, 3 + $2\sqrt{2}$, 3 − $\sqrt{2}$\}, of true singularities of $\mathcal{L}$ are equal respectively to $-42, -10, -17, -17, -17, -39/2, -39/2$. Therefore, the inequality (26) reads $\deg(A_2) \leq -10 \times 9 - (42 + 10 + 17 + 17 + 17 + 39/2 + 39/2) = 52$, and thus $\deg(A) = \deg(A_1) + \deg(A_2) \leq 6 + 52 = 58$. 


A similar computation for \( n = 1, 2, \ldots, 9 \) implies the respective upper bounds 9, 12, 15, 19, 24, 31, 40, 47, 53 for the degree of \( A \). We conclude that the minimal-order annihilating operator \( \mathcal{M} \) has the form (23) with \( n \leq 10 \) and coefficients of degree \( \deg(A) \leq 58 \) and \( \deg(a_{n-i}) \leq 57i \) for \( 0 \leq i \leq n - 1 \).

To summarise, under the assumption that \( Q(1, 0; t) \) is algebraic, we proved that there exists a non-zero linear differential operator that annihilates it (namely \( A(t)^n \cdot \mathcal{M} \)), of order at most 10 and polynomial coefficients of degrees at most 580. Moreover, this operator writes \( \mathcal{M} = \sum_{i=0}^{10} \sum_{j=0}^{570+i} m_{i,j} \cdot t^j \cdot D^i \). The equality \( \mathcal{M}(Q(1, 0; t)) = 0 \mod t^{6400} \) then yields a linear system of 6400 equations in the 6336 unknowns \( m_{i,j} \), and a linear algebra computation shows that its unique solution is the trivial one \( m_{i,j} = 0 \) for all \( i \) and \( j \), contradicting the fact that \( \mathcal{M} \neq 0 \).

In conclusion, \( Q(1, 0; t) \) is transcendental.

\[ \square \]

9. Final comments and questions

We have determined strategies for classifying the generating functions of walks with small steps in the positive octant, based on the algebraic kernel method, reductions to lower dimensions, and computer algebra.

In this way, we have been able to prove D-finiteness for all models for which we had guessed a differential equation. All these models have a finite group. However, we have not ruled out the possibility of non-D-finite models having a finite group. Indeed, for the 19 models discussed in Section 6.2 and listed in Figure 4, the group is finite but we have not discovered any differential equations. If one of these models was proved to be non-D-finite, it would be the end of the correspondence between finite groups and D-finiteness that holds for quadrant walks. One approach to prove non-D-finiteness might be a 3D extension of [8].

Here are other natural questions that we leave open.

- **Groups.** Can one prove that the groups that we conjecture infinite are infinite indeed? Some techniques that apply to quadrant models are presented in [11, Section 3].
- **Transcendence.** For the complete generating function of many models with a finite group, we have proved D-finiteness but not algebraicity. Can one prove that these models are in fact transcendental, either using an asymptotic argument or by adapting the proof of Proposition 18?
- **Non-D-finiteness.** Can one prove the non-D-finiteness of certain quadrant models with repeated steps with the technique of [8]? Can it be extended to octant models?
- **Human proofs.** Can one give “human proofs” for the computer algebra results of Section 8?
- **Repeated steps.** If we investigate systematically quadrant models with repeated steps (and arbitrary cardinality), do we find more attractive models, like those of Figure 5?
- **Closed form expressions.** Can one express all the D-finite length generating functions that we obtained in terms of hypergeometric series, as was done for quadrant walks in [4]?
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We now want to prove Proposition 5. To begin with, we determine the polynomial counting models with no unused step.

### A.1. Models with no unused step

**Proposition 19.** The generating function of step sets that contain no unused step, counted up to permutations of the coordinates, is

\[
J = 1 + 3u + 21u^2 + 179u^3 + 1294u^4 + 7041u^5 + 28917u^6 + 92216u^7 + 235338u^8 + 492509u^9 + 860520u^{10} + 1271528u^{11} + 1603192u^{12} + 1734397u^{13} + 1614372u^{14} + 1293402u^{15} + 890395u^{16} + 524638u^{17} + 263008u^{18} + 111251u^{19} + 39256u^{20} + 11390u^{21} + 2676u^{22} + 500u^{23} + 73u^{24} + 9u^{25} + u^{26}.
\]

We prove this using Burnside’s lemma [38, Lem. 7.24.5]:

\[
J = \frac{1}{6} \sum_{\sigma \in S_3} J^\sigma,
\]

where \(J^\sigma\) counts sets that contain no unused step and are left invariant under the permutation \(\sigma\). By symmetry, it suffices to determine \(J^\sigma\) when \(\sigma = \text{id}\), when \(\sigma\) is the 2-cycle (1, 2) and when \(\sigma\) is the 3-cycle (1, 2, 3). This is done in Sections A.1.1, A.1.2, and A.1.3, respectively.

#### A.1.1. No prescribed symmetry: the series \(J^{id}\)

There are 26 = 3^3 − 1 non-trivial steps, and thus the generating function of all models is \((1 + u)^{26}\).

Now we want to remove sets that contain unused steps, using the characterisation of Lemma 4. We use the notation \(A_x\) for the generating function of models that satisfy Condition \((A_x)\), and so on. We extrapolate this so that \(A_{xy}\) counts models...
satisfying \((A_x)\) and the condition \((A_y)\) obtained from \((A_x)\) by replacing \(x\) by \(y\). Similarly, \(A_xC_z\) counts models satisfying both \((A_x)\) and \((C_z)\), and is not the product of the series \(A_x\) and \(C_z\). We hope this will not raise any confusion. Let us note that

\[A_xC_z = BC_z = C_yC_z = 0 \quad \text{and} \quad A_{xyz} = A_{xyz}B.\]

Using inclusion-exclusion, obvious symmetries \((A_x = A_y\) for instance) and the above relations, we obtain

\[J^{id} = (1 + u)^{26} - 3A_x - B - 3C_z + 3A_{xy} + 3A_xB + 6A_xC_z - 3A_{xy}B - 3A_{xy}C_z. \quad (28)\]

Let us now determine the series \(A_x\), \(B\) and \(C_z\). We will then give without details the values of the other five series.

For \(A_x\), we count models containing no \(x^\to\)-step, but at least one \(x^\leftarrow\)-step. Among the 26 steps, \(26 - 9 = 17\) are not \(x^\to\). Among these 17 steps, 8 are not \(x^\leftarrow\) either. Hence

\[A_x = (1 + u)^{17} - (1 + u)^8 = [17] - [8],\]

where we denote \([i] = (1 + u)^i\).

For \(B\), we count non-empty models in which each step has a negative coordinate. There are \(26 - 7 = 19\) such steps, and thus

\[B = [19] - 1.\]

Finally, a model satisfying \((C_z)\) must contain 001 and consists otherwise of steps \(ijk\) with \(i + j \leq 0\). There are \(26 - 9 = 17\) steps satisfying this inequality, among which 001, which is necessarily in \(S\). Thus

\[C_z = u \cdot ([16] - [1])\]

as the model must not be a subset of \(\{001, 001\}\).

Let us now list the values of the other series occurring in \((28)\):

\[
\begin{align*}
A_{xy} &= [11] - 2[5] + [2] \\
A_xB &= [14] - [5] \\
A_xC_z &= u \cdot ([13] - [4]) \\
A_{xy}B &= [10] - 2[4] + [1] \\
A_{xy}C_z &= u \cdot ([10] - 2[4] + [1]).
\end{align*}
\]

Returning to \((28)\), this now gives the generating function of models with no unused step:

\[J^{id} = [26] - [19] - 3[17] + 3[14] + 3[11] - 3[10] + 3[8] - 9[5] + 6[4] + 3[2] - 3[1] + 1 + 3u \cdot (-[16] + 2[13] - [10]). \quad (29)\]

A.1.2. With an \(xy\)-symmetry: the series \(J^{(1,2)}\). We now count models \(S\) with no unused step that have an \(xy\)-symmetry: \(ijk \in S \Leftrightarrow jik \in S\). We revisit the above argument with this additional constraint. The set of all 26 steps has 17 orbits under the action of the 2-cycle \((1, 2)\): 8 of them are singletons, and 9 are pairs. Hence the generating function of \(xy\)-symmetric sets is \([8][9]\) where \([j]\) stands for \((1 + u^j)^j\). We recycle the notation \(A_x\), \(B\), and so on, but we add bars to indicate that we only count models with an \(xy\)-symmetry: \(\overline{A_x, B}, \) etc. We apply again inclusion-exclusion to count symmetric models with no unused step, noting that

\[
\begin{align*}
\overline{A_x} = \overline{A_y} = \overline{A_{xy}} , \quad \overline{C_z} = \overline{A_xC_z} = BC_z = 0 \quad \text{and} \quad \overline{A_{xy}B} = \overline{A_{xz}}.
\end{align*}
\]

We thus obtain:

\[J^{(12)} = [8][9] - \overline{A_x} - \overline{A_z} - B - \overline{C_z} + \overline{A_xB} + \overline{A_zB} + \overline{A_xC_z}.\]
Let us determine $A_x$. We observe that 5 singleton orbits are not $x^+$ (among which 2 are not $x^-$ either), and that 3 orbits of size 2 are not $x^+$ (all of them are $x^-$). This gives

$$A_x = [5][[3]] - [2].$$

For $A_z$, we find that 5 singleton orbits are not $z^+$ (among which 2 are not $z^-$ either), and that 6 orbits of size 2 are not $z^+$ (among which 3 are not $z^-$ either). This gives

$$A_z = [5][[6]] - [2][[3]].$$

We further obtain

$$B = [5][[7]] - 1$$

and

$$C_z = u([4][[6]] - [1]).$$

so that finally

$$J^{(1,2)} = [8][[9]] - [5]([7] + [6] + [3]) + [4]([5] + [3]) + [2]([3] + 1)$$

$$- [1]([2] + 1) + 1 - u[4]([6] - [3]).$$

A.1.3. With an $(x,y,z)$-symmetry: the series $J^{(1,2,3)}$. We finally count how many models with no unused step are left invariant under the action of the cycle $(1,2,3)$. That is, if $ijk \in \mathcal{S}$, then $jki$ (and $kij$) also belong to $\mathcal{S}$. The set of our 26 steps has 10 orbits under the action of the 3-cycle: 2 of them are singletons, and 8 contain 3 elements. Hence the generating function of symmetric models is $[2][8]$, where $\langle j \rangle = (1+u^3)^j$. We now use tildes above our generating functions to indicate the invariance under $(1,2,3)$. Noting that

$$\tilde{A}_x = \tilde{A}_y = \tilde{A}_z = \tilde{A}_z B$$

and $C_z = 0$,

the inclusion-exclusion reduces to

$$J^{(1,2,3)} = [2][8] - \tilde{B} = [2][8] - [1][6] + 1,$$

(31)

since there are 1 non-positive singleton orbit and 6 non-positive orbits of size 3.

Proof of Proposition 19. We apply Burnside’s formula (27) with $J^{id}$, $J^{(1,2)}$ and $J^{(1,2,3)}$ given by (29), (30) and (31) respectively.

\[ \square \]

A.2. Models with no unused step and dimension at most 1

We now establish the counterpart of Proposition 19 for models of dimension at most 1.

Proposition 20. The generating function of models of dimension at most 1, having no unused step, counted up to permutations of the coordinates, is

$$K = 1 + 3u + 21u^2 + 106u^3 + 315u^4 + 616u^5 + 846u^6 + 844u^7$$

$$+ 622u^8 + 341u^9 + 138u^{10} + 40u^{11} + 8u^{12} + u^{13}.$$
where \( K^\sigma \) is the generating function of 0- or 1-dimensional models with no unused step, left invariant by the permutation \( \sigma \). Again, we only need to determine \( K^{id} \), \( K^{(1,2)} \) and \( K^{(1,2,3)} \).

A.2.1. Small dimension, no prescribed symmetry: the series \( K^{id} \). By definition, a model is at most one-dimensional if it suffices to enforce one non-negativity condition to confine walks in the octant. We denote by \( K^{id} \) the generating function of models (with no unused step) for which it suffices to enforce the \( x \)-condition. We denote similarly by \( K^{id}_{xy} \) the generating function of models for which it suffices to enforce the \( x \)-condition or the \( y \)-condition, and adopt a similar notation \( K^{id}_{xyz} \) for models for which it suffices to enforce any of the three conditions. This is the case, for instance, if \( S = \{111, 111\} \). By inclusion-exclusion,

\[
K^{id} = 3K^{id}_x - 3K^{id}_{xy} + K^{id}_{xyz}. \tag{33}
\]

The generating function \( K^{id}_a \). This polynomial count models with no unused step satisfying Lemma 3. To begin with, let us count all models satisfying this lemma, or equivalently, one (and exactly one) of the following conditions:

1. there is no \( y^- \) nor \( z^- \) step,
2. there is no \( y^- \) step, but there are \( z^- \) steps and every step \( ijk \) satisfies \( k \geq i \),
3. there is no \( z^- \) step, but there are \( y^- \) steps and every step \( ijk \) satisfies \( j \geq i \),
4. there are \( y^- \) and \( z^- \) steps and every step \( ijk \) satisfies \( j \geq i \) and \( k \geq i \).

Since exactly 11 of the 26 steps are neither \( y^- \) nor \( z^- \), the generating function of models satisfying Condition 1 is \( (1 + u)^{11} = [11] \). For models satisfying Condition 2, there are also 11 admissible steps, among which 9 are not \( z^- \). Hence the associated generating function is \([11] - [9]\). Of course, the argument and the series are the same for Condition 3. Finally, there are 13 admissible steps for Condition 4, among which 10 are not \( z^- \), 10 are not \( y^- \) and 8 are neither \( y^- \) nor \( z^- \). Hence the generating function of models satisfying Condition 4 is \([13] - 2[10] + [8]\). In total, this gives

\[
[13] + 3[11] - 2[10] - 2[9] + [8]
\]

for the generating function of models satisfying Lemma 3. We now want to subtract those that have unused steps. We use the notation \( A_x \) for the generating function of models that satisfy Lemma 3 and Condition \((A_y)\) of Lemma 4. Similarly, \( C_z \) counts models that satisfy Lemma 3 and Condition \((C_z)\) of Lemma 4, and so on. Observe that

\[
A_y = A_{xy}, \quad BA_x = B, \quad BA_{yz} = A_{yz}, \quad C_x = 0 \quad \text{and} \quad A_x C_z = C_z.
\]

Moreover, \( y \) and \( z \) play symmetric roles. Hence, the inclusion-exclusion formula reduces in this case to

\[
K^{id}_x = [13] + 3[11] - 2[10] - 2[9] + [8] - A_x.
\]

Let us determine \( A_x \), that is, the generating function of models that contain \( x^- \) steps but no \( x^+ \) steps, and satisfy one of the 4 conditions above. For those that satisfy Condition 1, we find the polynomial \([7] - [3]\) (because there are 7 steps that are neither \( x^+ \), nor \( y^- \) nor \( z^- \), among which 3 are not \( x^- \) either). For Condition 2, we obtain \([9] - [7]\) and for Condition 3 as well, by symmetry. Finally, for Condition 4 we obtain \([12] - 2[9] + [7]\). Finally,

\[
A_x = [12] - [3].
\]

Hence

\[
K^{id}_x = [13] - [12] + 3[11] - 2[10] - 2[9] + [8] + [3]. \tag{34}
\]
The generating function \( K_{xy}^{id} \). This polynomial counts models with no unused step that satisfy Lemma 3 and the counterpart of Lemma 3 with \( x \) replaced by \( y \). Rather than proceeding by inclusion-exclusion as above, we find convenient to list all these models \( S \):

- Either \( S \) only consists of steps from \( \{0,1\}^3 \setminus \{000\} \); the generating function is then [7].
- If there is a \( z^- \) step in \( S \), then Lemma 3 and its \( y \)-counterpart imply that it must be \( 111 \). Since this step is not unused, there must be an \( x^+ \) step \( 1jk \), but then Lemma 3 implies that it is \( 111 \). There is no other \( x^+ \) nor \( y^+ \) step. All remaining steps \( ijk \) must satisfy \( i = j \leq k \), and so must be taken in \( \{001, 110, 111\} \). Hence the associated generating function is \( u^2[3] \).
- Otherwise there is no \( z^- \) step, and there is, say, a \( y^- \) step. By Lemma 3, it must be of the form \( 11k \) with \( k = 0,1 \). Since this step is not unused, there must be also an \( x^+ \) step, which must be of the form \( 11\ell \), with \( \ell = 0,1 \). The only other possible step is \( 001 \). Hence the generating function for this case is \(([2] - 1)^2 \)[1].

In total,

\[
K_{xy}^{id} = [7] + u^2[3] + ([2] - 1)^2 \,[1].
\]

The generating function \( K_{xyz}^{id} \). This polynomial counts models with no unused step that satisfy Lemma 3 and the counterparts of Lemma 3 with \( x \) replaced by \( y \) and then by \( z \). It suffices to select from the list established above for \( K_{xy}^{id} \) the models satisfying also the latter condition. One finds that only models with non-negative steps, and also \( S = \{111, 111\} \) satisfy the required conditions, so that

\[
K_{xyz}^{id} = [7] + u^2.
\]

Returning to (33), we obtain the generating function of models of dimension at most 1 having no unused steps:

\[
K^{id} = 3[13] - 3[12] + 9[11] - 6[10] - 6[9] + 3[8] - 2[7] + 3[3] - 3u^2[3] - 3([2] - 1)^2 \,[1] + u^2. \tag{35}
\]

A.2.2. Small dimension, \( xy \)-symmetry: the series \( K^{(1,2)} \). We revisit the enumeration of Section A.2.1 and enforce now an \( xy \)-symmetry. The variables \( x \) and \( y \) still play the same role, but \( z \) plays a different role, and (33) becomes

\[
K^{(1,2)} = 2K_{x}^{(1,2)} + K_{xy}^{(1,2)} - K_{xx}^{(1,2)} - 2K_{xz}^{(1,2)} + K_{xyz}^{(1,2)}.
\]

We note however that the \( xy \)-symmetry implies that

\[
K_{x}^{(1,2)} = K_{xy}^{(1,2)} \quad \text{and} \quad K_{xx}^{(1,2)} = K_{xyz}^{(1,2)},
\]

so that

\[
K^{(1,2)} = K_{xy}^{(1,2)} + K_{xz}^{(1,2)} - K_{xyz}^{(1,2)}. \tag{36}
\]

The generating function \( K_{x}^{(1,2)} \). Clearly, \( K_{x}^{(1,2)} = K_{x}^{(2,3)} \). We revisit the determination of \( K_{x}^{id} \) made in Section A.2.1, but restricting the enumeration to models with a \( yz \)-symmetry. We begin with the models that satisfy Lemma 3 and have a \( yz \)-symmetry. With Condition 1 we find the generating function \([5][[3]]\). Conditions 2 and 3 do not satisfy \( yz \)-symmetry, so do not contribute. Condition 4 contributes \([5][4] - [4][2]\).

As in the determination of \( K_{x}^{id} \), it remains to subtract the series \( \overline{A_x} \) corresponding to models that contain \( x^- \) steps, but no \( x^+ \) step. With Condition 1 we find \([3][2] - [1][1]\), and with Condition 4, \([4][4] - [3][2]\). Hence

\[
K_{x}^{(1,2)} = [5][[3]] + [5][[4]] - [4][[2]] + [1][[1]] - [4][[4]].
\]
The generating function $K_{xy}^{(1,2)}$. We now revisit the list of models used to determine $K_{xy}^{id}$ in Section A.2.1, now enforcing an $xy$-symmetry. The generating function of symmetric non-negative models is $[3][2]$. All listed models that include a negative step are $xy$-symmetric. Hence

$$K_{xy}^{(1,2)} = [3][2] + u^2[3] + ([2] - 1)^2[1].$$

The generating function $K_{xyz}^{(1,2)}$. We now revisit the determination of $K_{xyz}^{id}$ by enforcing an $xy$-symmetry. Besides non-negative models, counted by $[3][2]$, we only have the model $\{\overline{1}\overline{1}\overline{1}, 111\}$. Hence

$$K_{xyz}^{(1,2)} = [3][2] + u^2.$$ (37)

A.2.3. Small dimension, cyclic symmetry: the series $K_{xyz}^{(1,2,3)}$. We have finally reached the last, and simplest step of our calculation. By symmetry, we have

$$K_{xyz}^{(1,2,3)} = K_{xy}^{(1,2,3)}.$$}

Hence we now revisit the determination of $K_{xyz}^{id}$ by enforcing a cyclic symmetry. Besides non-negative models, counted by $[1](2)$, we only have the model $\{111, 111\}$. Hence

$$K_{xyz}^{(1,2,3)} = [1](2) + u^2.$$ (38)

We can now conclude the

Proof of Proposition 20. Apply Burnside's formula (32) with $K^{id}$, $K^{(1,2)}$ and $K^{(1,2,3)}$ respectively given by (35), (37) and (38).

We have finally counted how many distinct models we need to study.

Proof of Proposition 5. The series $I$ is $J - K$, with $J$ and $K$ given by Propositions 19 and 20 respectively.