ABSTRACT

In experiments on perceptual decision-making, individuals learn a categorization task through trial-and-error protocols. We explore the capacity of a decision-making attractor network to learn a categorization task through reward-based, Hebbian type, modifications of the weights incoming from the stimulus encoding layer. For the latter, we assume a standard layer of a large number of stimulus specific neurons. Within the general framework of Hebbian learning, authors have hypothesized that the learning rate is modulated by the reward at each trial. Surprisingly, we find that, when the coding layer has been optimized in view of the categorization task, such reward-modulated Hebbian learning (RMHL) fails to extract efficiently the category membership. In a previous work we showed that the attractor neural networks nonlinear dynamics accounts for behavioral confidence in sequences of decision trials. Taking advantage of these findings, we propose that learning is controlled by confidence, as computed from the neural activity of the decision-making attractor network. Here we show that this confidence-controlled, reward-based, Hebbian learning efficiently extracts categorical information from the optimized coding layer. The proposed learning rule is local, and, in contrast to RMHL, does not require to store the average rewards obtained on previous trials. In addition, we find that the confidence-controlled learning rule achieves near optimal performance.

As categorization occurs constantly in everyday life, the ability to learn new categories is essential to achieve accurate behaviors [Ashby and Maddox, 2005]. In laboratory experiments, associations between the continuum of sensory stimuli and the discrete categories are learned through trial-and-error protocols [Law and Gold, 2009, Engel et al., 2015]. Within the framework of reinforcement learning [Sutton and Barto, 2018], different learning algorithms have been proposed to account for such behavioral learning. As a bio-physically plausible Hebbian learning rule modulated by a reward signal [Schultz et al., 1997, Loewenstein and Seung, 2006, Gerstner et al., 2018], Reward-modulated Hebbian learning (RMHL) [Legenstein et al., 2008, 2010], has been proposed and used in various contexts. However, such rule requires to keep track of the rewards associated to the previous trials to generate the prediction error. RMHL has in particular be used in models of categorical perception to adapt the weights between the encoding and the decision layers [Engel et al., 2015, Min et al., 2020].

Experimental [Goldstone, 1994, Sigala and Logothetis, 2002, Harnad, 2003, Xin et al., 2019] and theoretical analysis [Bonnasse-Gahot and Nadal, 2008, 2012] show that, for a task-optimized coding layer, tuning curves of coding neurons are sharper near than away from the category boundaries. These findings account for various effects characterizing categorical perception [Harnad, 2003]. The impact of the optimization of the coding layer on the efficiency of the above mentioned Hebbian type learning has not been specifically addressed.

For what concerns the modeling of behaviour in categorization tasks, authors most frequently make use of Drift-to-Bound decision models (DDM) [Ratcliff, 1978, Bogacz et al., 2006]. However, for a biophysical modeling taking into account both the coding and decision stages, one considers dynamical neural networks. Attractor neural decision networks account well for various behavioral data such as reaction times, accuracy and confidence [Wei and Wang, 2015, Berlemont et al., 2020].
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The idea that confidence plays a role in learning has been proposed [Summerfield and De Lange, 2014, Meyniel and Dehaene, 2017, Meyniel, 2019]. Within the framework of drift-diffusion models and taking a Bayesian viewpoint, [Drugowitsch et al., 2019] have shown that the optimal learning rate for categorization tasks should depend on the confidence in one’s decision, where confidence is defined as the probability of having answered correctly. Within the attractor neural network framework, confidence in one’s decision is well accounted for by the difference, at the time of decision, between the neural activities of the decision-specific neural pools [Wei and Wang, 2015, Berlemont et al., 2020].

In this work, we consider this neural basis of confidence and, making use of the general framework of reward-based Hebbian learning [Hebb, 1949, Miller and MacKay, 1994], we investigate how confidence can improve learning. We consider a network composed of two layers: the coding layer and the decision layer. We compare two possible tunings of the coding neurons: uniformly distributed or optimized in view of the categorization task. En passant, we derive an analytical formula giving the optimal tuning curve distribution in the present context.

We find that reward-modulated Hebbian learning is not able to successfully make use of an optimized coding layer. In contrast, when the learning is controlled by confidence, a network with coding neurons optimized for the categorization task leads to better performance than a network with uniform tuning curves. Moreover, confidence-controlled Hebbian learning accounts for near optimal performances. Our findings show that confidence, as measured at the neural level, allows to successfully learn a categorization task with a local Hebbian rule, without keeping track of prediction errors.

RESULTS

NEURAL CIRCUIT MODEL AND LEARNING RULES

We consider a neural circuit trained to perform a categorization task, more precisely a two-alternative-forced choice (2AFC) task. Stimuli are sampled among two categories (such as motion directions for example) and sequentially presented to the network. The categories overlap, that is the category membership of a stimulus is more or less ambiguous depending on how far it is from the class boundary in the stimulus space. The behavioral task is to learn to distinguish the category of the stimulus through trial and error. The network is composed of two layers (Fig. 1.A), a stimulus encoding layer feeding a decision-making attractor network. Coding neurons are modeled as Poisson neurons with stimulus-specific bell-shaped tuning curves (Fig. 1.E). We restrict to a one dimensional stimulus space, a direction that discriminates the two categories. The activity of the coding layer is pooled from the decision layer. The decision layer is composed of an attractor network of two populations (C₁ and C₂) that compete with each other (Fig. 1.A). A decision is reached when the activity of one population crosses a threshold θ. This two-units model is a mean-field approximation of a large network of spiking neurons [Wang, 2002].

In the following, we compare two different networks: one where the tuning curves in the coding layer are uniformly distributed along the stimulus axis with identical widths wᵢ = w (in the following referred to as the uniform network), and one where the distribution of tuning curves is optimized with respect to the categorization task (in the following referred to as the task-optimized network). In the latter case, tuning curves are sharper near the boundary between categories [Bonnasse-Gahot and Nadal, 2008], the coding layer allocating more resources where the task is more difficult (greater ambiguity of the stimulus) - see Fig. 1.E.

For a given coding layer (optimized or not), we consider the learning occurring between the coding and decision layers through the adaptation of the synaptic connections. To analyse in detail the learning between the coding and decision layers, we do not consider the simultaneous adaptation of the tuning curves in the coding layer.

At each trial, the strength Wᵢⱼ of the synaptic connection between a coding neuron i and the winning population (Cⱼ) of the trial is updated. We consider three reward-based Hebbian learning rules - which can be seen as examples of ‘NeoHebbian Three-Factor Learning Rules’ [Gerstner et al., 2018]. As reference, the first rule is a pure Hebbian reinforcement learning rule (hereafter PHL), equivalent to a Hebbian supervised learning rule:

Wᵢⱼ = Wᵢⱼ + δ rᵢ rⱼ R

Here and in the following, R is the reward of the trial (1 if the decision was correct, −1 otherwise), rᵢ the firing rate of the presynaptic neuron, rⱼ the one of the post-synaptic unit, and we denote by δ the learning rate. The second rule is the Reward Modulated Hebbian Learning rule (RMHL),

Wᵢⱼ = Wᵢⱼ + δ rᵢ rⱼ (R − \overline{R}_x)

where \overline{R}_x is the moving average of the reward obtained on a short recent time window for the particular stimulus x on that trial. Note that R − \overline{R}_x, if non-zero, has the sign of R. Finally, the confidence-controlled reward-based Hebbian learning
rule (CCHL) that we introduce in the present paper is defined by:

$$W^j_i = W^j_i + \delta q r^j r_i R$$

where $q$ is the confidence control parameter defined by:

$$q = \begin{cases} 
0 & \text{for a trial with high confidence} \\
1 & \text{for a trial with low confidence} 
\end{cases}$$

That is, there is no updating of the weights for high confidence trials, and the learning rule is the pure reward-based Hebbian one in case of low confidence.

Following [Wei and Wang, 2015, Berlemont et al., 2019], confidence is here modelled as a function of the difference $\Delta r$ between the neural activities of the two populations of the decision layer at the time of decision. Jaramillo et al [Jaramillo et al., 2019] have proposed a pulvinar-cortical circuit model that can extract this quantity. In a previous work, we have shown that this difference in neural activity provides a neural basis for behavioral confidence in human [Berlemont et al., 2019]. We consider that a trial corresponds to a high (resp. low) confidence trial when the difference in activity $\Delta r$ at the time of the decision is greater (resp. lower) than a threshold level $z$.

More details about the model can be found in the Material and Methods section and in the Supplementary Information.

**LEARNING: REWARD-MODULATED HEBBIAN LEARNING**

First, we study the simplest case of pure reward-based Hebbian learning. Before learning, the synaptic connections are initialized with random values leading to performance at chance level. Fig. 1.C represents the weights of the coding neurons towards the neural population $C_1$ during learning.

In Fig. 2.A we compare the performances achieved by the network for different sizes, for the two types of coding layers (uniform and task-optimized tuning curves) after 2000 trials. The large number of trials is chosen (here and for most results shown in this paper) so that the weights stabilize, allowing to obtain well-defined average performances for all values of parameters. However, it is important to note that the network does learn to perform the behavioral task with a rather good success rate, and this after only a small number of trials as can be seen in Fig. 2.C and D.

In panels 2.E and 2.F, we show the difference in accuracy between a task-optimized network and an uniform one in the plane stimulus ambiguity/network size: Red (resp. Blue) regions correspond to higher (resp. lower) performances for the task-optimized coding layer with respect to the uniform one. We show the results for the PHL (Fig. 2.E) and the RMHL (Fig. 2.F), at medium overlap of the categories.

Surprisingly, the performance appears to be generally better for the non-optimized network. First, when the distribution of the tuning curves is uniform, the performances do not vary significantly with $N$, whereas, for a task-optimized network, the accuracy decreases with the number of coding neurons. Secondly, when the number of neurons increases, a network with a non-optimized coding layer performs better that a task-optimized network. It is only for small values of $N$ near the category boundary that the performances are better with an optimized coding layer (2.E and 2.F). The region where uniform coding performs better increases with $\alpha$. However, the difference in accuracy between the two networks decreases if one keeps increasing $\alpha$ (see Supplementary Fig. 2 for an example). This is explained by the fact that, when the categories widths are wider, the overlap between the tuning curves is larger, and the optimal code becomes more similar to an uniform one.

These apparent paradoxical behaviors all result from the same reason. In the case of the task-optimized coding layer, the tuning curves are sharp at the boundary between categories in order to maximize the Fisher information. This means that a neuron close to the boundary will only emit spikes for stimuli close to the center of its tuning curve. Thus, the strength of the associated synaptic connections will less often be updated than for a neuron far away from the boundary, whose firing rate is higher in average. Finally, the weights tend to decrease to zero close to the category boundary, in effect ‘fighting’ against the optimal tuning of coding cells (Fisher information should be large at such location). Hence, during learning the network progressively loses information as finely tuned coding neurons tend to be associated with a synaptic connection of decreasing strength.

**LEARNING: CONTROL BY CONFIDENCE**

In order to counterbalance the loss of information near the category boundary, the idea would be to only update the synaptic connections when it is useful to do so for the network, that is when it would gain information in doing so. In other words, once the behavioral task begins to be acquired, one would like to finely tune the learning by only considering
Figure 1: Neural circuit model. (A): Schematic of the circuit model. The network is composed of two layers. Neurons in the coding layer are tuned to specific values of the 1-d stimulus. The decision layer pools activity of the coding neurons through feedforward synapses. The category decision is obtained through competitive attractor dynamics. The synaptic connections between the two layers undergo Hebbian plasticity modulated by a reward signal. (B): Example of the dynamics of the decision layer in presentation of a stimulus. Each color represents the activity of the corresponding population. The decision is reached when the activity of one of the populations reach the decision threshold \( \theta \) (dotted line). The behavioral confidence is a monotonous function of the difference \( \Delta r \) in firing rates between the two populations, computed at the time of decision. (C): Synaptic weights from the coding layer to one of the two neural populations, \( C_1 \). Each color represents a different epoch (each of 100 trials) in the learning process, from 100 to 1000 trials. The coding layer is composed of 20 neurons, uniformly distributed. (D): Fisher information of the coding layer. Orange curve: difference in Fisher information between the case of an optimized layer and the one of a uniform distribution of tuning curves (see Materials and Methods). Black curves: categories used for this example. (E): Tuning curves. Red curves: tuning curves for an uniform distribution. Blue curves: tuning curves of the task-optimized coding layer. For this example, coding layer of 20 neurons. For the numerical examples (B, C, D, E), the Gaussian categories are centered at 0 and 1 respectively, and of same width \( \alpha = 0.25 \) (black curves, panel D).

This can be achieved through the control of learning by the confidence. Let us first see how confidence, as measured by...
Figure 2: Performance of the network after learning: Probability of choosing category C₁ with respect to the presented stimulus x after 2000 trials. (A) and (B): Effect of network size. (A): Case of the PHL rule. (B) case of the CCHL rule. For both panels, Green curves: uniform network; Grey curves: task-optimized network. The number of neurons in the coding layer is indicated by going from light to dark colors. (C) and (D): Early stages of learning illustrated on the case of PHL. The gradient of color represents different snapshots of the network state after n = 5, 30, 55, 80 learning trials. (C, blue curves): task-optimized coding layer; (D, red curves): uniform coding layer. The behavioral task is learned after 30 trials. All panels: The width of the Gaussian categories is α = 0.25, the number of coding cells is N = 20; the threshold for confidence control is z = 15 Hz. (E) and (F): Difference in performances after 2000 learning trials between networks with uniform and task-optimized coding layer, for the pure Hebbian learning rule (PHL, panel E) and the Reward-modulated rule (RMHL, panel F). Red (resp. Blue) corresponds to a positive (resp. negative) difference, meaning that the network with an optimized coding layer has better (resp. worse) accuracy than the one with a uniform coding layer. The x-axis gives the stimulus x (category boundary at x = 0.5), and the y-axis to the number of neurons N. The width of the categories (centered at 0 and 1) is α = 0.2.

The difference Δr between the activities of the decision units at the time of decision, is being built during the learning process. Fig. 8.F shows the mean level of confidence of the network, defined as the mean value of Δr, with respect to the stimulus x that is presented. One can see that confidence builds up at the early stage of the learning process. One can state that the notion of confidence is present in the network from the very beginning of the learning process. As expected, the
confidence level decreases as the stimulus is chosen closer to the categories boundary. As the number of learning steps increases, convergence in confidence level is fast far from the boundary, and slow near the boundary. As the task is learned more accurately, the representation of confidence within the attractor network becomes sharper at the boundary.

We thus expect the CCHL to make use of this sharpening representation of confidence during learning to improve the performances of the network near the categories boundary.

In Fig. 8.A and B we consider the accuracy near the boundary (stimulus $x = 0.45$) for the confidence-controlled learning rule as compared to the pure Hebbian one. The important parameter in the CCHL scheme is the confidence threshold $z$. This parameter determines the fraction of trials that will be considered as low or high confidence trials. The $x$-axis in Fig. 8.A and B represents the fraction of low confidence trials as one varies the threshold $z$. We observe that, for low values of $N$, the confidence control does not have any impact on the performances. This is easily understood: due to the low amount of resources, the network can not have really sharp tuning curves at the boundary and is less affected by the decay of weights near the boundary. However, as soon as one increases the number of neurons $N$, confidence control has an impact on the performances. The tendency of all the curves is the same: an increase of performance when the confidence threshold decreases, until it reaches a maximum at a confidence threshold corresponding to $\sim 25\%$ of low-confidence trials. Finally, as one keeps decreasing the threshold $z$, the performances decrease: learning becomes inefficient as there are too few stimuli leading to a change in weight. Finally, we find that the value of confidence threshold $z$ leading to the best performances is stable with respect to the number of trials (Supplementary Fig. 1), with a plateau around $\sim 25\%$ of low-confidence trials. These results imply in particular that the control by confidence can be kept constant during learning and does not need to adapt to the current state of learning.

Figure 8.C and D represent the Fisher information ($F_{\text{code}}$) of the coding layer combined with the synaptic weights (see Material and Methods), through the learning process. We note that the impact of confidence depends strongly on the coding layer. For an uniform coding, the Fisher information is almost unchanged after learning, at low or high $N$. For an optimized coding layer one can observe a strong modification of the Fisher information during learning. The confidence control leads to an increase of $F_{\text{code}}$ near the boundary by giving more weights to the neurons closer to the categories boundary. CCHL thus efficiently makes use of the optimized coding layer to increase the performances where the task is more difficult.

**CONFIDENCE-CONTROL LEARNING EFFICIENTLY EXTRACTS INFORMATION FROM THE TASK-OPTIMIZED CODING LAYER**

We now compare the performances for the optimized and the uniform coding layer for the confidence-controlled scheme. We present the results in Fig. 4, the analogous of Fig. 2, panels E and F, showing the differences in accuracy between a network with an optimized coding layer, and one with an uniform coding layer, in the plane stimulus ambiguity/network size, and for two values of the categories width, corresponding to medium and large overlaps of the categories (see Supplementary Fig. 3 for the late stage learning).

We note that with the optimized coding layer the performances are better, independently of the number of neurons $N$. Indeed, by focusing on trials with low confidence, the network tends to decrease the synaptic weights far from the boundary and increase the ones close to the boundary (Supplementary Fig. 4) With higher weights close to the category boundary, the decision network takes advantage of the sharp tuning curves in the optimized coding layer to obtain a better accuracy.

In Supplementary Fig. 5, we compare the performances of the confidence-controlled learning rule with the ones of the RMHL. In agreement with the results on the Fisher information, we find that confidence-controlled Hebbian learning outperforms this learning scheme which requires to store the mean reward obtained so far for this stimulus.

**CONFIDENCE-CONTROLLED HEBBIAN RULE ALMOST ACHIEVE OPTIMAL PERFORMANCES**

We ask now how the performances obtained with the confidence-controlled rule compare to the optimal ones that such network could achieve on average over the stimulus space, regardless of the learning rule. The way we define and compute the optimal performances is given in the Material and Methods section. Fig. 5 presents the difference between the optimal performances and the ones from the confidence-controlled Hebbian learning rule, at different stages of the learning process for a category width $\alpha = 0.2$, and for both the non-optimized and the optimized coding layer. We first note that near the boundary, the network with optimized coding layer has better performances than the optimal model. However, the global performances are lower because it performs worse when the stimuli are a bit further from the boundary. Surprisingly, if we increase the number of trials (Fig. 5.C and D), the performances of the neural circuit model with a uniform coding layer do not increase. For the optimized coding layer, the accuracy increases and the network performances becomes very close to the optimal ones, especially at small network sizes. In Supplementary Fig. 6 we show that these qualitative results are observed at different values of the categories width.
**DISCUSSION**

In this work, we proposed a learning mechanism for categorization tasks that do not rely on a prediction error signal. Comparing with both a standard reward-based Hebbian rule and the reward-modulated Hebbian rule, we showed that a
Figure 4: Difference in performances after learning (2000 trials, with control by confidence, threshold $z = 15\, \text{Hz}$) between networks with task-optimized and uniform coding layer. Red (resp. Blue) corresponds to a positive (resp. negative) difference, meaning that the network with an optimized coding layer has better (resp. worse) accuracy that the one with a uniform coding layer. The x-axis gives the stimulus $x$ (category boundary at $x = 0.5$), and the y-axis to the number of neurons $N$. The width of the categories (centered at 0 and 1) is $\alpha = 0.2$ for (A) and $\alpha = 0.3$ for (B).

Figure 5: Difference between confidence-controlled Hebbian learning and optimal performances. (A) and (B) results for 2000 learning trials. Red (resp. Blue) corresponds to a positive (resp. negative) difference, meaning that the performances for the neural network with confidence-controlled learning are less (resp. higher) than the optimum performances for this neural architecture. (A) corresponds to the case where the coding layer is uniform, and (B) when it is optimized. (C) and (D): same as (A) and (B) respectively, but for 10000 learning trials. All panels: categories of width $\alpha = 0.2$. 

scheme controlled by confidence increases significantly the performance of the neural circuit model for the categorization task, and actually achieves almost optimal performances.

The learning considered here is the one of the weights between a stimulus encoding layer and an attractor decision network. We investigated the impact on learning of having a task-specific encoding as compared to the case of an uniform coding of the stimulus. Our work demonstrates that reward-modulated Hebbian learning fails to extract the relevant information from an optimized coding layer, whereas the confidence-controlled scheme is on the contrary, particularly efficient in such cases. In addition, in contrast to RMHL, the proposed confidence-controlled rule does not need to store past average rewards.

The adaptation of the tuning curves within coding layers has been studied experimentally [Fritz et al., 2010, Xin et al., 2019]. Authors have shown that task-specific neural representations develop across different cortical areas [Cromer et al., 2010, Fitzgerald et al., 2011] during the learning of a perceptual task. These representations are accompanied by a modification in the neurons tuning properties. In monkeys trained to classify directions of random dot motion into two arbitrary categories, tuning changes are observed for neurons in the lateral intraparietal (LIP) area. In trained monkeys, individual neurons tend to show smaller differences in firing rate within categories, and larger differences between categories [Freedman and Assad, 2006], whereas in naive animals LIP neurons represent directions uniformly with bell-shaped tuning functions [Fanini and Assad, 2009]. Similar reorganization has also been observed in mice for an auditory categorization task [Xin et al., 2019]. Similar adaptation may also occur in an unsupervised way in the absence of a categorization task [Köver et al., 2013].

The adaptation of the coding layer has also been studied computationally [Bonnasse-Gahot and Nadal, 2008, Engel et al., 2015, Tajima et al., 2016, 2017, Min et al., 2020]. Whereas most models of decision-making consider an uniform coding of the stimulus before the decision part [Beck et al., 2008, Drugowitsch et al., 2019], few models analyse the nature of a stimulus coding layer optimized in view of a categorization task [Bonnasse-Gahot and Nadal, 2008]. In agreement with the experimental findings, theoretical predictions with a two layers feedforward architecture give that tuning curves in the coding layer are sharper at the vicinity of a decision boundary. In addition, within a purely statistical framework, a gradient-based supervised learning rule allows to learn the tuning curves parameters [Bonnasse-Gahot and Nadal, 2008]. Authors have proposed an alternative type of model, assuming a top-down modulation of the decision layer onto the coding layer [Tajima et al., 2016, 2017]. To obtain the adaptation of the tuning curves, authors use a top-down modulation under the form of a reward-modulated Hebbian learning [Engel et al., 2015, Min et al., 2020]. However, the efficiency of the resulting neural coding has not been discussed.

It will be interesting to see how, for the neural network architecture studied in the present work, both the tuning curves parameters and the weights from the coding layer to the decision attractor network can be efficiently learned altogether with confidence-controlled Hebbian learning rules.

Learning is accompanied by a sense of confidence about the different predictions [Nassar et al., 2010]. This sense of confidence plays a functional role in learning [Nassar et al., 2010, Meyniel and Dehaene, 2017] as it sets the balance between predictions and new information. Many studies report the existence of surprise signals in the brain, i.e a strong signal in presence of unexpected stimulus [Hillyard et al., 1971, Summerfield and De Lange, 2014]. Theoreticians have studied different models of surprise-based learning, in the absence of reward (see [Gerstner et al., 2018] for a review). More recently, making use of fMRI [Meyniel and Dehaene, 2017], EEG [Jepma et al., 2016, Nassar et al., 2019] or MEG [Meyniel, 2019] techniques, it has been shown that this surprise signal is controlled by confidence. Confidence has been shown to grade the reward signal and impact the subsequent learning in a categorization task with mice [Lak et al., 2020]. This control of the reward signal by confidence could be crucial to implement adjustable learning rates in the brain [Behrens et al., 2007, Meyniel and Dehaene, 2017]. We recall that, within the framework of attractor neural networks, confidence is given by a local signal intrinsic to the nonlinear neural dynamics.

We note that our proposed learning scheme is reminiscent of machine learning heuristics selecting a subset of the available learning examples to efficiently learn a task. For instance, the informative vector machine algorithm [Herbrich et al., 2003, Lawrence and Platt, 2004] tends to choose points that are maximally informative. As a variant of the Perceptron algorithm, the minimum-overlap learning rule [Krauth and Mézard, 1987] leads to a learning with optimal margin by making use of a similar mechanism.

Finally, our confidence-controlled learning scheme is in the spirit of the Three-Threshold Learning Rule (3TLR) [Alemi et al., 2015] proposed for the encoding and retrieval of memories in recurrent neural networks. There, it is the underlying local field which provides to a given neuron the analogous of a confidence signal: Hebbian potentiation/depression occurs only if the local field is above/below some threshold (smaller than the one for the emission of a spike). The authors show that this 3TLR leads to a storage capacity close to the maximum theoretical capacity. Similarly, we have shown that the confidence-controlled rule achieves near-optimal decision performances.
In the limit of a large number of coding cells, this mutual information reads

\[ I(\mu, x) = I(\mu, x) - \frac{1}{2} \int \frac{F_{\text{cat}}(x)}{F_{\text{code}}(x)} P(x) dx \] (6)

**Material and Methods**

**Neural circuit model and numerical protocol**

The neural model is composed of two layers: the coding layer and the decision layer.

**Categories and stimuli.** We consider a one-dimensional stimulus, \( x \in [0,1] \). Each stimulus belongs to one of two categories, \( C_1 \) and \( C_2 \). The categories are characterized by the probabilities \( P(x|\mu), \mu = C_1, C_2 \) taken as Gaussian in all simulations, with centers at 0 and 1, and width (std) \( \alpha \). The category boundary is thus at \( x = 0.5 \). The input \( x \) thus also measures the signal ambiguity.

**Coding layer.** The coding layer consists in \( N \) independent Poisson neurons whose firing rates are described by their bell-shaped tuning curves [Tolhurst et al., 1983]. For a given input \( x \), the tuning curve of the coding cell \( i = 1, ..., N \), is

\[ f_i(x) = \exp \left( -\frac{(x-x_i)^2}{2w_i^2} \right) \] (5)

where \( x_i \) and \( w_i \) are, respectively, the center (preferred stimulus) and the width of the tuning curve.

**Decision layer.** The decision network consists in two populations \( C_1 \) and \( C_2 \) representing the categorical choice [Wang, 2002]. This circuit pool activity from the coding layer and produce a noisy winner-take-all dynamics. This behavior is obtained through global inhibition and recurrent excitation [Wong and Wang, 2006]. More detailed information on the dynamical equations can be found in the Supplementary Information.

**Sequences of trials.** Each simulation consists in a sequence of trials. Each trial consists in the presentation of a randomly chosen stimulus \( x \) followed by a 1 s intertrial interval. During the presentation of the stimulus, the neurons in the coding layer fire a Poisson train with rate given by Eq. [5]. The stimulus presentation lasts until one of the population of the decision circuit reaches a threshold \( \theta \) of 20 Hz. The choice made by the network on this trial corresponds to the category associated to the winning population. Once a decision has been made, there is no more input from the coding neurons to the decision neurons, while the decision neurons receive an inhibitory current (corollary discharge, see Supp. Information) [Engel et al., 2015, Berlemont et al., 2019, Berlemont and Nadal, 2019]. This brings the activity back towards the resting state, allowing the network to engage into the next trial.

**Plasticity.** The synapses connecting the coding layer to the decision layer are plastic [Schultz et al., 1997, Loewenstein and Seung, 2006]. At the end of each trial, the weights \( W_i^j \) are updated according to the considered learning rule, Eq. [1], [2] or [3]. The reward is equal to \( R = 1 \) on correct trials and \( R = -1 \) on incorrect trials. The learning rate is \( \delta = 0.0025 \).

For simplicity, we impose at all times the symmetry \( W_i^1 = -W_i^2 \) for every \( i \), allowing to speed up the simulations. The weight modification is thus only applied to the winning population. Since at the time of decision the firing rate of the latter is equal to the decision threshold \( \theta \) (with small fluctuations), for each learning rule, we replace \( r^j \) by \( \theta \), here 20Hz.

For each rule, we also added a synaptic normalization mechanism after the update of the weights (Oja’s rule), \( W_i^j \rightarrow W_i^j / \sqrt{\sum_i (W_i^j)^2} \). This norm-preservation mechanism prevents the divergence of the learning algorithm in the cases PHL and CCHL. It is not necessary for the RMHL but it is made here to make proper comparisons with the two other rules.

Before each numerical simulation, the synapses are initialized from an uniform distribution between \([-1, 1]\). Unless otherwise specified, the performance of the network for a specific input is computed as the average over 2000 trials.

**Optimization of the coding layer**

Most works on optimal perceptual coding consider an encoding layer optimized for the estimation or reconstruction of the stimulus itself. In contrast, here we consider a neural encoding optimized in view of the categorization task. Within a Bayesian/information theoretic approach, the neural code should maximize the mutual information between the category membership and the neural activity in the coding layer [Bonnasse-Gahot and Nadal, 2008].

In the limit of a large number of coding cells, this mutual information reads

\[ I(\mu, x) = I(\mu, x) - \frac{1}{2} \int \frac{F_{\text{cat}}(x)}{F_{\text{code}}(x)} P(x) dx \] (6)
with $\mu$ the category membership, $x$ the stimulus and $r$ the neural response of the coding layer. $I(\mu, x)$ is the mutual information between category membership and stimulus, a constant characterizing the signal information content (how much the stimulus carries information about the category). $F_{\text{code}}$ is the (standard) Fisher information of the neural code, measuring the sensitivity of the neural activity with respect to small changes in the stimulus value. $F_{\text{cat}}$ is the categorical Fisher information quantity, a property of the signal: it measures how a small change in stimulus value affects the category likelihood. More details can be found in [Bonnasse-Gahot and Nadal, 2008, 2012].

To derive the optimal distribution of tuning curves for the coding layer, we adapt to our framework a method recently introduced for the optimal coding of a stimulus [Ganguli and Simoncelli, 2014]. Assuming that the set of tuning curves fully tiles the input space with some local density $d(x)$, one can replace the Fisher information $F_{\text{code}}(x)$ by $d(x)^2$. We then minimize the integral in the Eq. [6] above under the constraint of a fixed number of neurons. The loss function is then the following:

$$\int \frac{F_{\text{cat}}(x)}{d^2(x)} P(x) dx + \lambda \left( \int d(x) dx - N \right)$$

with $\lambda$ a Lagrange parameter. Taking the derivative with respect to $d(x)$, we obtain the optimal local density:

$$d(x) \propto (P(x)F_{\text{cat}}(x))^{1/3}$$

The widths of the tuning curves are given by $1/d(x)$. For the numerical simulations with a given number $N$ of coding cells, we discretize the function $1/d(x)$ to get the $N$ preferred stimuli.

Since the categorical Fisher information is larger where the stimulus is more ambiguous, one recovers from Eq. [8] the fact that tuning curves are sharper near the category boundaries [Bonnasse-Gahot and Nadal, 2008].

**FISHER INFORMATION QUANTITIES**

We recall here the definitions of the Fisher information quantities mentioned in this paper:

$$F_{\text{code}}(x) = - \int \frac{\partial^2 \ln P(r|x)}{\partial x^2} P(r|x) \, d^N r$$

and

$$F_{\text{cat}}(x) = - \sum_{\mu=C_1, C_2} \frac{\partial^2 \ln P(\mu|x)}{\partial x^2} P(\mu|x).$$

For Gaussian categories, $F_{\text{cat}}(x)$ is easily computed.

Given that the input to the decoding unit $C_i$ from the coding cell $i$ is $W_i^T r_i$, one may consider that the effective output of the coding cell $i$ is characterized by the tuning curve $W_i^T f_i(x)$ - the weights thus acting as gain modulations. For the analysis whose results are shown in Fig. 8 panels (C) and (D), we compute the Fisher information $F_{\text{code}}$ making use of these effective tuning curves.

**OPTIMAL PERFORMANCES**

To obtain the optimal performances the network model can achieve, we first consider a proxy network obtained by replacing the decision attractor network by a decision function $p$. This function results from a fit of the relation between the input received by the attractor network and the probability of choosing the most probable category. Given this function $p$, we then define a cost function as an average of the performances over stimulus space. We find the set of weights maximizing the average performances by solving a non-linear convex optimization problem. See Supp. Information for details.

**NUMERICAL SIMULATIONS AND CODES AVAILABILITY**

For the simulations of the neural model we made use of the Julia language [Bezanson et al., 2017]. For the integration of the differential equations we made use of the Euler-Maruyama method with a time step of 0.5 ms. For the computation of the optimal network performances, we made use of the Matlab language [Mat, 2018]. Codes will be made available on GitHub (https://github.com/berlemontkevin).
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**Supplementary Information**

**Neural circuit model - Decision layer**

Here we give details on the dynamical equations of the decision layer. We model the decision layer by an attractor neural network, considering the mean-field approximation reducing the network to two effective population units Abbott and Chance [2005], Wong and Wang [2006]. Each excitatory neural population is described by a single variable \( s \) representing the fraction of activated N-methyl-D-aspartate receptor conductance, governed by:

\[
\frac{ds}{dt} = -\frac{s}{\tau_s} + (1-s)\gamma r^D
\]

with \( \gamma = 0.641 \) and \( \tau_s = 100 \) ms. The firing rate \( r^D \) of a decision unit is given by:

\[
r^D = \frac{aI - b}{1 - \exp(-d(aI - b))}
\]

with \( I \) the corresponding total synaptic current, \( a = 270 \text{Hz/nA}, \ b = 108 \text{Hz} \) and \( d = 0.154s \). The synaptic currents input to populations \( C_1 \) and \( C_2 \) are, respectively:

\[
I_1 = \sum_i W^1_i r_i + J_{1,1}s_1 - J_{1,2}s_2 + I_{\text{noise},1}
\]

\[
I_2 = \sum_i W^2_i r_i + J_{2,2}s_2 - J_{2,1}s_1 + I_{\text{noise},2}
\]

with \( J_{j,j'} \) the synaptic couplings between decision units. The input received by the decision unit \( j \) from neuron \( i \) in the coding layer is \( W^j_i r_i \), with \( W^j_i \) the synaptic coupling and \( r_i \) the spike train of the Poisson neuron \( i \) (resulting from the presentation of a stimulus), convoluted with a 100 ms interval. Finally, the noise terms in the synaptic currents correspond to Ornstein-Uhlenbeck processes:

\[
\tau_{\text{noise}} \frac{dI_{\text{noise},j}}{dt} = -(I_{\text{noise},j}(t) - I_0) + \eta_j(t) \sqrt{\tau_{\text{noise}} \sigma_{\text{noise}}}
\]

with \( \tau_{\text{noise}} = 2 \) ms a synaptic time constant filtering the white-noise, and \( I_0 = 0.3255 \) nA.

When the firing rate of one of the decision units reaches a decision threshold \( \theta \), the decision is made, and the stimulus is removed. In the simulations, we take \( \theta = 20 \) Hz.

During a sequence of trials, after a decision has been made, in the absence of stimulus, we add a relaxation dynamics taking into account a non specific inhibitory input to each decision unit, the corollary discharge Engel et al. [2015], Berlemont et al. [2019], Berlemont and Nadal [2019]. The current of the corollary discharge is of the form:

\[
I_{CD}(t) = I_{CD} \exp(-t-t_D)/\tau_{CD})
\]

with \( t_D \) the time of the decision, \( I_{CD} = -0.05 \) nA and \( \tau_{CD} = 200 \) ms. Under such inhibitory current, the network relaxes toward the neutral resting state, until a new stimulus is presented.
**Optimal performances**

In the material and methods section we briefly explain how to obtain the optimal performances such neural networks could achieve, irrespective of the learning rule. Here we give more details about this procedure.

To obtain the optimal performances the network model can achieve, we first consider a proxy network obtained by replacing the decision attractor network by a decision function $p$. This function results from a fit of the relation between the input received by the attractor network and the probability of choosing the most probable category.

This analog system is defined by the probability for the attractor network to respond correctly when a specific current is sent. We numerically obtain this probability by averaging the behavioral results over 1000 trials for a few different currents. Next we fit the resulting non-parametric function by analytic function. Given the observed shape of the empirical function, we fit with a sigmoid curve. This gives a decision function $p$ that directly describes the behavior of the attractor network when it receives a specific current.

Given this function $p$, we then define the cost function as an average over stimulus space:

$$L = \int_0^1 \left[ 1 - p\left( \sum_i W^1_i f_i(x) \right) \right] dx$$  \hspace{1cm} (17)

with $f_i(x)$ the tuning curve of neuron $i$, $x$ being the stimulus input. We find the set of weights minimizing this cost function by solving a non-linear convex optimization problem, with the same set of constraints as in the neural circuit model: symmetry ($W^1_i = -W^2_i$), fixed norm ($\sum_i (W^1_i)^2 = 1$), and $W^1_i > 0$.

In Fig. 5, Main Text, we compare the performances of the the network with this set of weights to the one obtained making use of the confidence-controlled Hebbian rule. Note that, since the optimal performances are here defined as an average over the ensemble of stimuli, a given learning algorithm may give better results on parts of the stimulus space. This is indeed the case for the CCHL, as can be seen in Fig. 5.
Figure 6: Influence of confidence on the learning process. (A): Effect of confidence modulation on the performances for a network with an optimized coding layer after 10000 trials and $\alpha = 0.25$. The y-axis represents the difference between the performances, at an ambiguity $x = 0.45$, for a learning with modulation by confidence and for a learning without. The x-axis represents the percentage of trials where $\Delta r$ was lower than the threshold $z$. (B): Same as (A) but for a neural circuit model with an uniformly distributed coding neurons. (C): Effect of confidence modulation on the performances for a network with an optimized coding layer after 1000 trials and $\alpha = 0.25$. The y-axis represents the difference between the performances, at an ambiguity $x = 0.45$, for a learning with modulation by confidence and for a learning without. The x-axis represents the percentage of trials where $\Delta r$ was lower than the threshold $z$. (D): Same as (C) but for a neural circuit model with an uniformly distributed coding neurons.
Figure 7: Late stage of learning. Difference of performances after learning (10000 trials) between networks with an uniform (or optimized) coding layer. Red (resp. Blue) corresponds to a positive (resp. negative) difference meaning that the network with the optimized coding layer has better (resp. worse) accuracy that the one with uniform layer. The x-axis corresponds to a variation of stimulus $x$, and the y-axis to the number of neurons $N$. (A), (D) and (G) correspond to the pure Hebbian learning rule described in the main text. The width of the categories is 0.2 for (A), 0.3 for (D) and 0.4 for (G). (B), (E) and (H) correspond to the reward modulated learning rule. The width of the categories is 0.2 for (B), 0.3 for (E) and 0.4 for (H). (C), (F) and (I) correspond to a learning with reward modulation by the confidence, with a threshold $z = 15 \text{ Hz}$. The width of the categories is 0.2 for (C), 0.3 for (F) and 0.4 for (I).

Figure 8: Fisher information of the coding layer taking into account the gain modulation due to the synaptic weights at late-stage learning, for $N = 15$, panel (A), and $N = 35$, panel (B). The gradient of color represents different snapshots of the network during learning (after an increasing number of trials, from 1000 to 9000). The network with an uniform coding layer is represented in red and the one with an optimized coding layer in blue. The dashed lines stands for the learning algorithm without confidence control, and the plain lines with the confidence control. The green color represents the optimized network with a reward-modulated learning rule. The width of the Gaussian categories is $\alpha = 0.25$, the threshold for confidence controls is $z = 15 \text{ Hz}$. 
Figure 9: Synaptic weights from the coding layer to one of the two neural populations, \( C_1 \). Each color represents a different epoch in the CCHL learning process, from 100 to 1000 trials. The coding layer is composed of 20 neurons, uniformly distributed. The x-axis represents the centers of the tuning curves of the neurons.
Figure 10: (A), (C), (E): Difference between reward-modulated Hebbian learning and pure Hebbian learning at $\alpha = 0.2$ (A), 0.3 (C) and 0.4 (E) and 10000 learning trials, for the task-optimized network. Red (resp. Blue) corresponds to a positive (resp. negative) difference meaning that the performances for the neural network with pure Hebbian learning are higher (resp. less) than the ones with the standard reward-modulated. (B), (D), (F): Difference between reward-modulated Hebbian learning and confidence-controlled Hebbian learning at $\alpha = 0.2$ (B), 0.3 (D) and 0.4 (F) and 10000 learning trials, for the task-optimized network. Red (resp. Blue) corresponds to a positive (resp. negative) difference meaning that the performances for the neural network with confidence-controlled Hebbian learning are higher (resp. less) than the ones with the standard reward-modulated.
Figure 11: Difference between confidence-controlled Hebbian learning and optimal performances. (A) and (B) results for 10000 learning trials. Blue (resp. Red) corresponds to a positive (resp. negative) difference, meaning that the performances for the neural network with confidence-controlled learning are less (resp. higher) than the optimum performances for this neural architecture. (A) corresponds to the case where the coding layer is uniform, and (B) when it is optimized. All panels: categories of width $\alpha = 0.3$. 