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Abstract—We develop a tracking model predictive control (MPC) scheme for nonlinear systems using the linearized dynamics at the current state as a prediction model. Under reasonable assumptions on the linearized dynamics, we prove that the proposed MPC scheme exponentially stabilizes the optimal reachable equilibrium w.r.t. a desired target setpoint. Our theoretical results rely on the fact that, close to the steady-state manifold, the prediction error of the linearization is small and hence, we can slide along the steady-state manifold towards the optimal reachable equilibrium. The closed-loop stability properties mainly depend on cost matrices which allow us to trade off performance, robustness, and the size of the region of attraction. In an application to a nonlinear continuous stirred tank reactor, we show that the scheme, which only requires solving a convex quadratic program online, has comparable performance to a nonlinear MPC scheme while being computationally significantly more efficient. Further, our results provide the basis for controlling nonlinear systems based on data-dependent linear prediction models, which we explore in our companion paper.

I. INTRODUCTION

Model predictive control (MPC) is a successful modern control technique, mainly due to its ability to cope with nonlinear dynamics, hard input and state constraints, and dynamic reference trajectories [1]. The key idea of MPC centers around the repeated solution of an open-loop optimal control problem. While its applicability to nonlinear systems is one of the main advantages of MPC, this requires solving a non-convex optimization problem online. In order to cope with limited computational resources, usually only a limited number of iterations are performed [2]–[4]. Further, most nonlinear MPC schemes require a (globally) accurate model of the underlying dynamical system and, if this is not available, techniques such as robust nonlinear MPC need to be employed, possibly further increasing the computational complexity [5].

In this paper, we propose a tracking MPC scheme for nonlinear systems using the linearized dynamics at the current state as a prediction model. We consider a tracking MPC formulation to steer the system to a desired target setpoint, which may potentially change online and can be unreachable by the system dynamics and constraints, similar to [7], [8]. The cost function contains a tracking cost w.r.t. an artificial equilibrium as well as a penalty of the deviation between this artificial equilibrium and the desired target setpoint. We prove that, if the weight matrix of this penalty is chosen sufficiently small, then the linearization-based prediction model is sufficiently accurate such that the closed loop converges to the optimal reachable equilibrium. The latter is the closest possible equilibrium to the target setpoint, in case this setpoint is not an equilibrium of the system and/or does not satisfy the constraints. Figure 1 illustrates the main idea: At time $t = 0$, the open-loop predictions reach an (artificial) equilibrium output $y^*(0)$ for the linearized system dynamics lying in a neighborhood of the nonlinear equilibrium manifold $Z^s_y$. At time $t$, after repeated application of the proposed MPC scheme, the artificial equilibrium $y^*(t)$ is closer to $y^*$, the optimal reachable equilibrium given the (potentially unreachable) setpoint reference $y^t$. The model used for prediction at time $t$ relies on the linearized system dynamics at the current state $x_t$. By repeated application of the proposed MPC scheme, the artificial equilibrium $y^*(t)$ slides along the manifold $Z^s_y$ towards $y^*$ and eventually, the closed-loop output converges to $y^*$.

Fig. 1. Scheme illustrating the basic idea of our approach. The figure displays the output equilibrium manifold $Z^s_y$, the closed-loop output and artificial equilibrium at time 0, the closed-loop output and artificial equilibrium at time $t$, the optimal reachable equilibrium $y^*$, and the setpoint reference $y^t$.

The main contribution of this paper is to prove that the proposed MPC scheme exponentially stabilizes $y^*$ under reasonable assumptions on the linearized dynamics. A key advantage of our scheme if compared to nonlinear tracking MPC schemes [7], [8] lies in its computational efficiency, since only a convex quadratic program (QP) needs to be solved online. Moreover, the implementation only requires an accurate linear model around the steady-state manifold, which IEEE must be obtained for all other uses, in any current or future media, purposes, creating new collective works, for resale or redistribution to servers
is easier to obtain than a complex nonlinear model. Finally, this paper provides the basis for the results in our companion paper [9] where we merge the idea of linearization-based tracking MPC with recent work on data-driven MPC [10], [11] to develop a data-driven MPC scheme for unknown nonlinear systems with closed-loop stability guarantees.

The real-time iteration scheme [2], [3] relies on a sequential approximation of the optimal control problem, resulting in predictions based on linear time-varying (LTV) models, and is thus conceptually similar to our work. An LTV prediction model is also employed in [12], where a tube around the previous candidate solution is used to reduce the linearization error. The relation of our approach to existing LTV-based MPC methods for nonlinear systems will be discussed in more detail later in the paper. Further related approaches are [13], [14] which estimate (approximate) LTV models of nonlinear systems from data and employ these in MPC schemes. While these approaches lead to convex optimization problems which can be efficiently solved, they do not provide guarantees on closed-loop stability. Another line of research to control nonlinear systems via MPC with linear prediction models relies on Koopman operator theory [15]. The key differences to our approach are that we exploit local linearity properties whereas the (infinite-dimensional) Koopman operator provides a globally valid linear model, and that we provide desirable closed-loop stability guarantees.

The paper is structured as follows. In Section II we state the problem setting and the key assumptions required for our theoretical results. Next, we present our linearization-based MPC scheme for nonlinear systems in Section III and we prove theoretical properties such as recursive feasibility and closed-loop exponential stability. In Section IV we apply the scheme to a nonlinear continuous stirred tank reactor (CSTR). Finally, Section V contains a summary and conclusion.

**Notation:** Denote the set of all nonnegative integers by $\mathbb{Z}_{\geq 0}$ and the intervals in the form $[a, b]$ by $\mathbb{I}_{(a, b)}$. We write $\|\cdot\|_2$ for the 2-norm of a vector, or the induced 2-norm if the argument is a matrix. Moreover, for some positive definite $P = P^T > 0$, we define $\|x\|^2_P := x^T P x$. The point-to-set distance w.r.t. a set $\mathcal{Z}$ is defined as $\|x\|_\mathcal{Z} := \text{inf}_{x' \in \mathcal{Z}} \|x' - x\|_2$. We write $\lambda_{\text{min}}(P)$ ($\lambda_{\text{max}}(P)$) for the minimum (maximum) eigenvalue of $P$, and we define $\lambda_{\text{min}}(P_1, P_2) := \min\{\lambda_{\text{min}}(P_1), \lambda_{\text{min}}(P_2)\}$ for two symmetric matrices $P_1, P_2$, and similarly for $\lambda_{\text{max}}(P_1, P_2)$. Finally, $\sigma_{\text{min}}(A)$ denotes the minimum singular value of a matrix $A$. Throughout this paper, we use the inequalities

\[
\begin{align*}
\|a + b\|^2_2 & \leq 2\|a\|^2_2 + 2\|b\|^2_2, \\
\|a\|^2_2 - \|b\|^2_2 & \leq \|a - b\|^2_2 + 2\|a - b\|_P\|b\|_P,
\end{align*}
\]

which hold for any vectors $a$, $b$ and matrix $P = P^T > 0$.

II. PROBLEM SETUP

In this paper, we consider discrete-time nonlinear systems of the form

\[
x_{t+1} = f(x_t, u_t) = f_0(x_t) + Bu_t
\]

with $f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $B \in \mathbb{R}^{n \times m}$, and output

\[
y_t = h(x_t, u_t) = h_0(x_t) + Du_t
\]

for some $h_0 : \mathbb{R}^n \rightarrow \mathbb{R}^p$, $D \in \mathbb{R}^{p \times m}$. We impose pointwise-in-time constraints on the input, i.e., $u_t \in U$ for all $t \in \mathbb{I}_{\geq 0}$, where the constraint set $U$ is assumed to be compact. Due to the inexact prediction model, including state constraints into our framework would necessitate additional robust constraint tightening methods, which is an interesting issue for future research.

We propose a state-feedback MPC scheme to track a desired setpoint reference $y^r \in \mathbb{R}^p$ with the nonlinear system [3]–[4]. In contrast to existing works with this goal such as [17], the prediction model relies on the dynamics linearized at the current state $x_t$. In the remainder of this section, we state the key assumptions that are required to prove that the MPC scheme asymptotically tracks the desired output setpoint.

A. Smoothness assumptions

We assume that both $f$ and $h$ are continuously differentiable and hence, for some $\bar{x} \in \mathbb{R}^n$, we can define

\[
A_{\bar{x}} := \frac{\partial f_0}{\partial x}\big|_{\bar{x}}^{\bar{x}}, \quad e_{\bar{x}} := f_0(\bar{x}) - A_{\bar{x}}\bar{x},
\]

\[
C_{\bar{x}} := \frac{\partial h_0}{\partial x}\big|_{\bar{x}}^{\bar{x}}, \quad r_{\bar{x}} := h_0(\bar{x}) - C_{\bar{x}}\bar{x}.
\]

We write $f_\bar{x}(x, u) := A_{\bar{x}} x + Bu + e_{\bar{x}}$ for the system dynamics linearized at $(x, u) = (\bar{x}, 0)$, and $h_\bar{x}(x, u) := C_{\bar{x}} x + Du + r_{\bar{x}}$ for the output linearized at $(x, u) = (\bar{x}, 0)$. Note that, since System (3) is control-affine, linearizing the dynamics at time $t$ only requires the state $x_t$ and no knowledge of the input $u_t$, which is a crucial fact for the proposed MPC scheme and its theoretical analysis. If $f$ or $h$ are not affine in $u$, then it can be readily enforced by defining a new, incremental input $\Delta u_k := u_{k+1} - u_k$ for some $a \in \mathbb{R}$ with $|a| \leq 1$ (e.g., $a = 1$ corresponds to a standard incremental input). In this case, the exact “prediction model” $u_{k+1} = a u_k + \Delta u_k$ still allows us to enforce hard constraints on $u$ as well as $\Delta u$ while ensuring that the system is control-affine. The key idea of this paper relies on the fact that a nonlinear system can be approximated locally by its linearization, given that $f$ is suitably smooth. Note that, by definition, it holds that

\[
f_\bar{x}(x, u) = f(x, u) \quad \text{and} \quad h_\bar{x}(x, u) = h(x, u).
\]

That is, locally at the linearization point, the linearization is equal to the nonlinear function $f$. This insight is important for the theoretical analysis provided in the remainder of this paper since it implies that the prediction error of the proposed MPC scheme, which uses a local linearization-based prediction model, is zero in the first time step. Throughout this paper, we assume that all vector fields involved in the system dynamics are twice continuously differentiable.

**Assumption 1. (Smoothness)** The vector fields $f_0$ and $h_0$ are twice continuously differentiable.

Assumption 1 implies a useful quantitative bound on the difference between the nonlinear vector fields $f(x, u), h(x, u)$ and their linearizations $f_\bar{x}(x, u), h_\bar{x}(x, u)$ for $x \neq \bar{x}$.
Proposition 1. If Assumption 1 holds, then for any compact set $X \subset \mathbb{R}^n$, there exist $c_X, c_{Xh} > 0$ such that for any $x, \tilde{x} \in X, u \in U$, it holds that

$$\|f(x, u) - f(\tilde{x}, u)\|_2 \leq c_X \|x - \tilde{x}\|_2^2,$$

$$\|h(x, u) - h(\tilde{x}, u)\|_2 \leq c_{Xh} \|x - \tilde{x}\|_2^2.$$ \hfill (7)

Proof. This follows directly from Taylor's Theorem in the multivariable case, together with compactness of $X$ and $U$. \hfill \square

For Proposition 1, it is crucial to consider compact sets $X, U$, since the error bound is in general not necessarily satisfied globally. We later show that a certain (compact) Lyapunov function sublevel set is invariant and can hence be used to define $X$. Although using uniform constants $c_X, c_{Xh}$ in (7) and (8) over the set $X$ may be conservative, the error bound still becomes arbitrarily small if $x$ and $\tilde{x}$ are sufficiently close to each other. Furthermore, Assumption 1 implies that $f_0$ and $h_0$ are locally Lipschitz continuous in $x$, i.e., for any $c_{\text{Lip}} > 0$ and any compact set $X$ there exists a constant $L_f \geq 0$ such that for any $x, \tilde{x}, \hat{x} \in X, u \in U$ satisfying $\|x - \hat{x}\|_2 \leq c_{\text{Lip}}$ it holds that

$$\|f(x, u) - f(\hat{x}, u)\|_2 \leq L_f \|x - \hat{x}\|_2,$$

and similarly for $h$. Using Assumption 1 we can derive the following bound between two linear models obtained by linearizations at two different points $x, \tilde{x}$ when evaluated at two further points $x_a, x_b$: For any constant $c_{\text{Lip}} > 0$ and any compact set $X$, there exist $L_f \geq 0$ and $c_X > 0$ such that

$$\|f(x, u) - f(\tilde{x}, u)\|_2 \leq \|f(x, u) - f(x_a, u)\|_2 + \|f(x_a, u) - f(\tilde{x}, u)\|_2$$

$$\leq c_X \|x - x_a\|_2 + c_X \|x_b - \tilde{x}\|_2 + L_f \|x_a - x_b\|_2,$$

for all $x, x_a, \tilde{x}, x_b \in X, u \in U$ with $\|x_a - x_b\|_2 \leq c_{\text{Lip}}$.

B. Steady-state manifold

The control goal is to steer the nonlinear system (3) to a desired target setpoint, i.e., to track a user-specified output $y^s \in \mathbb{R}^p$. Since the output $y$ may depend on the input $u$, this also allows us to consider input setpoints. Let us now define the set of all feasible steady-states

$$Z^s := \{(x^s, u^s) \in \mathbb{R}^n \times U^p \mid x^s = f(x^s, u^s)\} \hfill (11)$$

with some (user-chosen) convex and compact set $U^p \subseteq \text{int}(U)$, which is required for a local controllability argument in our proofs. Further, we denote the projection of $Z^s$ on the state component by $Z_{x}^s$ and the projection of $Z^s$ on the output as

$$Z_{y}^s := \{y^s \in \mathbb{R}^p \mid \exists (x^s, u^s) \in Z^s : y^s = h(x^s, u^s)\}.$$

The optimal equilibrium cost is defined as

$$J_{eq}^s := \min_{y^s \in Z_{y}^s} \|y^s - y^s\|_B^2$$

for some $S > 0$. We denote a minimizer of (12) by $y^{s^*}$. In Section III-D we provide sufficient conditions under which this minimizer is unique. Let us define the set of equilibria of the linearized system at some state $\tilde{x}$ as

$$Z_{\text{Lin}}(\tilde{x}) := \{(x^s, u^s) \in \mathbb{R}^n \times U^p \mid x^s = A_{\tilde{x}} x^s + B u^s + c_{\tilde{x}}\}$$

and the projection on the output as

$$Z_{y,\text{Lin}}(\tilde{x}) := \{y^s \in \mathbb{R}^p \mid \exists (x^s, u^s) \in Z_{\text{Lin}}(\tilde{x}) : y^s = C_{\tilde{x}} x^s + D u^s + r_{\tilde{x}}\}.$$ 

The optimal reachable equilibrium of the linearized system at $\tilde{x}$ is the minimizer of

$$J_{\text{eq, Lin}}^{\tilde{x}} := \min_{y^s \in Z_{y,\text{Lin}}(\tilde{x})} \|y^s - y^s\|_B^2.$$ \hfill (13)

We denote the minimizer of (13) by $y^{s^*}_{\text{Lin}}(\tilde{x})$. It follows from $S > 0$ that Problem (13) is strongly convex at any linearization point, i.e., for any $\tilde{x} \in \mathbb{R}^n$, $y^s \in Z_{y,\text{Lin}}(\tilde{x})$, it holds that

$$\|y^s - y^{s^*}_{\text{Lin}}(\tilde{x})\|_B^2 - J_{\text{eq, Lin}}^{\tilde{x}}(\tilde{x}) \geq \|y^s - y^{s^*}_{\text{Lin}}(\tilde{x})\|_B^2,$$

compare [8, Inequality (11)].

Assumption 2. (Unique steady-state) There exists $\sigma_s > 0$ such that, for any $\tilde{x} \in \mathbb{R}^n$,

$$\sigma_{\min} \begin{bmatrix} A_{\tilde{x}} & -1 \\ C_{\tilde{x}} & D \end{bmatrix} \geq \sigma_s.$$ \hfill (15)

Assumption 2 implies that $\begin{bmatrix} A_{\tilde{x}} & -1 \\ C_{\tilde{x}} & D \end{bmatrix}$ has full column rank, which is a standard condition in tracking, compare [1, Lemma 1.8], and [2, Remark 1]. This condition means that for any steady-state output of the linearized system, the corresponding input-state pair is unique. More precisely, for any $\tilde{x} \in \mathbb{R}^n$, there exists a linear map $\tilde{g}_{\tilde{x}} : Z_{x,\text{Lin}}^s(\tilde{x}) \rightarrow Z_{y,\text{Lin}}^s(\tilde{x})$ such that

$$\tilde{g}_{\tilde{x}}(y^s) = (x^s, u^s),$$

where $(x^s, u^s) \in Z_{\text{Lin}}^s(\tilde{x})$ is the steady-state corresponding to $y^s$, i.e., $y^s = h_{\tilde{x}}(x^s, u^s)$. Due to the uniform lower bound (15), the map $\tilde{g}_{\tilde{x}}$ is uniformly Lipschitz continuous for all $\tilde{x} \in \mathbb{R}^n$. Further, the condition (15) implies that the linearized dynamics have no transmission zeros at $1$ [16, Ass. 1] and that the number of outputs $p$ is greater than or equal to the number of inputs $m$. Finally, by a global version of the inverse function theorem [7, Condition (1.1)], Assumption 2 implies the existence of a unique equilibrium $(x^s, u^s) \in Z^s$ for the nonlinear system for any given output equilibrium $y^s \in Z_{y}^s$, compare also [7, Remark 1]. Throughout the paper, we write

$$(x^{s^*}_{\text{Lin}}(\tilde{x}), u^{s^*}_{\text{Lin}}(\tilde{x})) := \tilde{g}_{\tilde{x}}(y^{s^*}_{\text{Lin}}(\tilde{x}))$$

for the unique input-state pair corresponding to the minimizer $y^{s^*}_{\text{Lin}}(\tilde{x})$ of (13), and we write $(x^{s^*}, u^{s^*})$ for the input-state pair corresponding to $y^{s^*}$, i.e.,

$$(x^{s^*}, u^{s^*}) = \tilde{g}_{e}(y^{s^*}).$$

Moreover, we require that the linearized dynamics are uniformly controllable.

Assumption 3. (Controllability) The pair $(A_{\tilde{x}}, B)$ is uniformly controllable for all $\tilde{x} \in \mathbb{R}^n$, i.e., the minimum singular value of $[B \ldots A_{\tilde{x}}^{-1} B]$ is uniformly lower bounded.
Using standard arguments from linear systems theory, compare [18 Theorem 5], it can be shown that Assumption 5 implies the existence of a constant $\Gamma > 0$ such that for any $\tilde{x} \in \mathbb{R}^n$, $(x^*, u^*) \in Z_{\text{Lin}}(\tilde{x})$, and any initial condition $x_0$, there exists an input trajectory $\tilde{u}_k \in \mathbb{R}^m$, $k \in [0,n-1]$, steering the linearized system from $x_0$ to $x^*$, i.e., $\tilde{x}_0 = x_0, \tilde{x}_{k+1} = f(\tilde{x}_k, \tilde{u}_k), \tilde{x}_n = x^*$, while satisfying

$$\sum_{k=0}^{n-1} \|\tilde{x}_k - x^*\|_2 + \|\tilde{u}_k - u^*\|_2 \leq \Gamma \|x^* - x_0\|_2. \quad (19)$$

Moreover, the following assumption is required for the linearized system dynamics at any state.

**Assumption 4.** (Non-singular dynamics) There exists $\sigma > 0$ such that $\sigma_{\min}(I - A_{x}) \geq \sigma$ for any $\tilde{x} \in \mathbb{R}^n$.

Assumption 4 implies that, for any $\tilde{x} \in \mathbb{R}^n$, the matrix $I - A_{x}$ has full rank and hence, for any equilibrium input $u^*$ there exists a unique equilibrium state $x^*$ such that

$$x^* = A_{x}\tilde{x}^* + Bu^* + e_x.$$  

In case that $U = \mathbb{R}^m$, it is straightforward to relax Assumption 4 by requiring that there exists a state-feedback gain $K$ such that $A_{x} = A_{x} + BK$ satisfies the non-singularity condition $\sigma_{\min}(I - A_{x}) \geq \sigma$ for some $\sigma$ and for all $\tilde{x} \in \mathbb{R}^n$. We conjecture that it is possible to relax Assumption 4 further at the price of a more involved analysis.

**Remark 1.** Note that the conditions in Assumptions 3 and 4 are imposed for all $\tilde{x} \in \mathbb{R}^n$. This is mainly done for notational convenience. As will become clear in our theoretical results, it actually suffices if these assumptions hold for any $\tilde{x}$ in a suitably defined compact set depending on the (positively invariant) sublevel set of the Lyapunov function used to prove stability.

Finally, we make an additional assumption on the steady-state manifold of the linearized dynamics.

**Assumption 5.** (Compact steady-state manifold) There exists a compact set $B$ such that $Z_{\text{Lin}}(\tilde{x}) \subseteq B$ for all $\tilde{x} \in \mathbb{R}^n$.

Assumption 5 means that the union of all steady-state manifolds for the linearized dynamics at any point is contained in a compact set. If the input equilibrium constraints $U^p$ are compact and Assumption 4 holds, then this is satisfied if the Jacobian is uniformly bounded. Assumption 5 is required for our theoretical results to obtain a uniform bound on the optimal equilibrium cost (13) and to conclude compactness of certain Lyapunov function sublevel sets. The assumption can be dropped if it is known that the closed-loop trajectories lie within a compact invariant subset of the state-space.

### III. Linear tracking MPC for nonlinear systems

In this section, we propose a linear tracking MPC scheme to steer the nonlinear system (3)-(4) to a desired target setpoint. The key idea is to use a local linearization-based model of the nonlinear system for prediction, and to update the linearization online using the current measurements. After stating the scheme in Section III-A, we prove lower and upper bounds on the optimal value function of the MPC problem in Section III-B. Further, a useful contraction property of the Lyapunov function is stated in Section III-C. Section III-D contains the main result on closed-loop exponential stability of the optimal reachable equilibrium.

#### A. MPC scheme

Given the current state $x_t$ at time $t$ as well as the linearization of the nonlinear system at $x_t$ according to (5), the following optimal control problem will be the basis for our proposed MPC scheme:

$$\min_{\tilde{x}^*(t), \tilde{u}^*(t)} \sum_{k=0}^{N-1} \|\tilde{x}_k(t) - x^*(t)\|_Q + \|\tilde{u}_k(t) - u^*(t)\|_R^2 \quad (20a)$$

s.t. $\tilde{x}_{k+1}(t) = A_{x}\tilde{x}_k(t) + B\tilde{u}_k(t) + e_x$, \quad (20b)

$\tilde{x}_0(t) = x_t, k \in [0,N-1]$, \quad (20c)

$(x^*(t), u^*(t)) \in Z_{\text{Lin}}(x_t)$, \quad (20d)

$y^*(t) = C_x x^*(t) + Du^*(t) + r_x$, \quad (20e)

Here, $\tilde{x}(t) \in \mathbb{R}^{nN}$ and $\tilde{u}(t) \in \mathbb{R}^{mN}$ denote the predicted state and input trajectory at time $t$, taking the value $\tilde{x}_k(t) \in \mathbb{R}^n$ and $\tilde{u}_k(t) \in \mathbb{R}^m$ at the $k$-th (predicted) time step, respectively. Compared to a standard linear MPC scheme with terminal equality constraints (compare (1)), Problem (20) has two additional ingredients. First, the present scheme contains an artificial setpoint $(x^*(t), u^*(t))$ which is optimized online and whose distance w.r.t. the desired target setpoint $y^*$ is penalized in the cost, similar to the tracking MPC formulation in (7). If compared to classical MPC schemes with terminal equality constraints (1), such an artificial steady-state increases the region of attraction and leads to recursive feasibility despite online setpoint changes (7). Further, the prediction of future trajectories of the present nonlinear system is not based on the full nonlinear model (5), but instead on a local linearization around the current state $x_t$. Therefore, also the artificial setpoint $x^*(t)$ is an equilibrium for the linearized dynamics according to (20c), but not necessarily for the nonlinear system, and the artificial output setpoint $y^*(t)$ satisfies the linearized output equation.

We assume that the cost matrices in (20) are positive definite, i.e., $Q, R > 0$. Under the given assumptions, it can be shown analogously to [9 Proposition 1] that the optimal solution of (20) is unique. We denote this optimal solution by $(x^*(t), u^*(t), y^*(t), w^*(t))$ and the corresponding optimal cost by $J^*_N(x_t)$. Our results can be extended to positive semidefinite state weightings $Q \geq 0$ by invoking an input-output-to-state stability argument (compare (19), (20)). If $U, U^p$ are polytopic, then Problem (20) is a convex OP and can be solved efficiently. On the contrary, solving the non-convex problems associated with nonlinear MPC to optimality is in general computationally intractable. It is worth noting that the computational complexity of the proposed MPC approach is also smaller than that of alternative linearization-based
approaches such as the real-time iteration scheme \([2, 4, 5]\) since i) only the linearization w.r.t. \(x_t\) instead of the previously optimal solution \(\tilde{x}^*(t-1)\) is needed and ii) comparable stability guarantees of the real-time iteration scheme require a sufficiently small sampling time \([5]\). Hence, solving the underlying optimization problem more frequently \([4]\), cf. Remark \([2]\).

**Algorithm 1. n-step tracking MPC Scheme**

1. At time \(t\), take the current state measurement \(x_t\) and compute \(A_{x_t}, c_{x_t}, C_{x_t}, D, r_{x_t}\) according to \([5]\).
2. Solve \((20)\) and apply the first \(n\) input components \(u_{t+1} = u_{t+1}^*(t), k \in \mathbb{I}_{[0,n-1]}\).
3. Set \(t = t + n\) and go back to 1).

In this paper, we consider the \(n\)-step MPC scheme outlined in Algorithm 1. We employ a multi-step MPC scheme (compare \([21, 22]\)) due to the joint occurrence of a model mismatch (induced by the linearized model) and terminal equality constraints. More precisely, the candidate solution used in our theoretical analysis is defined based on the shifted previously optimal solution with an appended deadbeat controller, requiring \(n\) additional time steps, i.e., a multi-step MPC scheme with at least \(n\) steps, cf. Figure 1. The same theoretical guarantees can be given for a \(n\)-step MPC scheme, where \(n \leq n\) denotes the controllability index, provided that Assumption 3 is modified accordingly.

Clearly, the prediction model in the proposed MPC scheme is not exact due to the linearization of the nonlinear system. As we will see in the remainder of this paper, by suitably tuning the cost parameters (\(S\) needs to be small) and when starting close to the steady-state manifold \(Z^*\) of the nonlinear system, the artificial steady-state \(x^*(t)\) is always close to the current state \(x_t\) such that the prediction error is sufficiently small. Then, \(x^*(t)\) remains close to the nonlinear steady-state manifold and slowly drifts towards the optimal reachable equilibrium \(x^*\) such that, asymptotically, the closed-loop state trajectory converges to \(x^*\), compare Figure 1.

### B. Value function bound

In order to prove closed-loop exponential stability, we consider a Lyapunov function candidate of the form

\[
V(x_t) := J_N^*(x_t) - J_{eq, Lin}^*(x_t)
\]

with \(J_{eq, Lin}^*(x_t)\) as in \([13]\). The following result shows that \(V\) admits suitable quadratic lower and upper bounds, which will be required to prove desired stability properties.

**Lemma 1.** Suppose \(N \geq n\) and Assumptions \([1, 2] \) and \([5]\) hold. For any compact set \(X \subseteq \mathbb{R}^n\), there exist \(c_1, c_2, \delta > 0\) such that

(i) for all \(x_t \in X\), the function \(V\) is lower bounded as

\[
V(x_t) \geq c_1 \|x_t - x_{Lin}^*(x_t)\|_2^2,
\]

(ii) for all \(x_t \in X\) with \(\|x_t - x_{Lin}^*(x_t)\|_2 \leq \delta\), the function \(V\) is upper bounded as

\[
V(x_t) \leq c_2 \|x_t - x_{Lin}^*(x_t)\|_2^2.
\]

**Proof.** (i) Lower bound

Note that

\[
V(x_t) = J_N^*(x_t) - J_{eq, Lin}^*(x_t)
\]

\[
\geq \|x_t - x^*(t)\|_Q^2 + \|x_t^*(t) - y^P\|_S^2 - J_{eq, Lin}^*(x_t)
\]

\[
\geq \|x_t - x^*(t)\|_Q^2 + \lambda_{min}(S) \|y^P - y_{eq, Lin}^*(x_t)\|_2^2.
\]

Assumption 2 (i.e., the maps in \([16]\)) implies the existence of a constant \(c_1 > 0\), which can be chosen uniformly over \(x_t\), such that

\[
\|y^P - y_{eq, Lin}^*(x_t)\|_2^2 \geq c_1 \|x^*(t) - x_{Lin}^*(x_t)\|_2^2.
\]

Hence, we obtain

\[
V(x_t) \geq \|x_t - x^*(t)\|_Q^2 + c_1 \lambda_{min}(S) \|x^*(t) - x_{Lin}^*(x_t)\|_2^2
\]

\[
\geq \frac{c_1 \lambda_{min}(S) \|x^*(t) - x_{Lin}^*(x_t)\|_2^2}{c_2 \lambda_{min}(S)} \|x_t - x_{Lin}^*(x_t)\|_2^2.
\]

(ii) Upper bound

In the following, we construct a candidate solution to Problem \((20)\) which will then be used to bound the optimal cost \(J_N^*(x_t)\). We choose the candidate equilibrium as \(x^*(t) = x_{Lin}^*(x_t), u^*(t) = u_{Lin}^*(x_t), y^P = y_{Lin}^*(x_t)\), i.e., the optimal reachable equilibrium of the system linearized at \(x_t\). Using \(N \geq n\) and Assumption 3 there exists a trajectory of the linearized dynamics steering the state to \(x^*\) within \(N\) steps while satisfying

\[
\sum_{k=0}^{N-1} \|\delta_k(t) - x^*(t)\|_2 + \|\delta_k(t) - u^*(t)\|_2 \leq \Gamma \|x_t - x^*(t)\|_2
\]

for some \(\Gamma > 0\) (compare \([19]\)). If \(\delta\) is sufficiently small, then \(u_{Lin}^*(x_t) \in int(\mathbb{U})\) implies that the corresponding input satisfies the constraints, i.e., \(u_{Lin}^*(x_t) \in \mathbb{U}\) for all \(k \in \mathbb{I}_{[0,N-1]}\). Clearly, the above inequality implies

\[
\sum_{k=0}^{N-1} \|\delta_k(t) - x^*(t)\|_Q^2 + \|\delta_k(t) - u^*(t)\|_R^2
\]

\[
\leq \lambda_{max}(Q, R) \sum_{k=0}^{N-1} (\|\delta_k(t) - x^*(t)\|_2^2 + \|\delta_k(t) - u^*(t)\|_2^2)
\]

\[
\leq \lambda_{max}(Q, R) \Gamma^2 \|x_t - x^*(t)\|_2^2.
\]

Thus, the following holds for the Lyapunov function candidate

\[
V(x_t) \leq \lambda_{max}(Q, R) \Gamma^2 \|x_t - x^*(t)\|_2^2 + \|y^P - y^P\|_S^2
\]

\[
- J_{eq, Lin}^*(x_t)
\]

\[
= \lambda_{max}(Q, R) \Gamma^2 \|x_t - x_{Lin}^*(x_t)\|_2^2.
\]

**Lemma 1** provides bounds on the Lyapunov function candidate \(V(x_t)\) that will be employed to prove closed-loop exponential stability. As an alternative to \(V(x_t)\), one could consider the candidate \(J_N^*(x_t) - J_{eq}^*(x_t)\) which depends on the cost of the optimal reachable equilibrium for the nonlinear system instead of the cost \(J_{eq, Lin}^*(x_t)\) for the linearized system. However, deriving a useful lower bound for \(J_N^*(x_t) - J_{eq}^*\) similar to \((21)\) is difficult, which is why we consider the proposed Lyapunov function candidate \(V(x_t)\) instead.
C. Contraction property

The following result shows that feasibility of Problem (20) at time $t$ implies, under additional assumptions, feasibility at time $t+n$ and a certain contraction property for the Lyapunov function candidate $V$ on suitable sublevel sets.

**Proposition 2.** Suppose $N \geq n$ and Assumptions 7,5 hold. Then, there exist $V_{\text{max}}, J_{\text{max}} > 0$ such that, if $V(x_{t}) \leq V_{\text{max}}, J_{\text{eq},\text{Lin}}^{\ast}(x_{t}) \leq J_{\text{max}}$, then Problem (20) is feasible at time $t+n$ and there exists a constant $0 < c_{V} < 1$ such that $V(x_{t+n}) \leq c_{V} V(x_{t})$.

The proof of Proposition 2 is provided in the appendix, and it uses a case distinction with two different candidate solutions. In Appendix A, the case that the tracking cost w.r.t. the artificial equilibrium towards the optimal reachable steady-state for the linearized system is relatively large is considered, compare Lemma 1. In the following, we make the additional assumption that the current state $x_{t}$ is close to $x_{t+n}^{\ast}$ if and only if it is close to the optimal reachable steady-state $x^{\ast}$.

**Assumption 6.** For any compact set $X$ with $B \subseteq X \times U$ (cf. Assumption 5), there exist constants $c_{\text{eq},1}, c_{\text{eq},2} > 0$ such that, for any $\hat{x} \in X$, it holds that

$$c_{\text{eq},1} \| \hat{x} - x^{\ast}_{\text{Lin}}(\hat{x}) \|_{2}^{2} \leq \| \hat{x} - x^{\ast} \|_{2}^{2} \leq c_{\text{eq},2} \| \hat{x} - x^{\ast}_{\text{Lin}}(\hat{x}) \|_{2}^{2}.$$  

(23)

Assumption 6 requires that the distance between some state $\hat{x}$ and $x^{\ast}$ is lower and upper bounded by the distance between $\hat{x}$ and the optimal reachable steady-state for the linearized dynamics $x^{\ast}_{\text{Lin}}(\hat{x})$. In Appendix C we show that Assumption 6 holds if, in addition to the assumptions in Section II, the setpoint $y_{i}$ is reachable and $m = p$ holds. The following theorem shows that the optimal reachable equilibrium of the nonlinear system is exponentially stable under the proposed MPC scheme.

**Theorem 1.** Suppose $N \geq n$ and Assumptions 7,5 hold. Then, there exist $V_{\text{max}}, S > 0$ such that, if $\lambda_{\text{max}}(S) \leq S$ and $V(x_{t}) \leq V_{\text{max}}$, then Problem (20) is feasible at any time $n \cdot i, i \in \mathbb{Z}_{\geq 0}$ and $x^{\ast}$ in (18) is exponentially stable, i.e., there exist constants $C > 0, c_{V} < 1$ such that for all $i \in \mathbb{Z}_{\geq 0}$

$$\| x_{ni} - x^{\ast} \|_{2}^{2} \leq c_{V} C \| x_{0} - x^{\ast} \|_{2}^{2}. \quad (24)$$

Proof. Assumption 5 implies that the union of all output equilibrium manifolds $Z_{y,\text{Lin}}^{\ast}(\hat{x})$ is compact. Thus, there exists a uniform upper bound $J_{\text{eq},\text{Lin}}^{\ast}$ on $J_{\text{eq},\text{Lin}}^{\ast}(\hat{x})$, i.e.,

$$J_{\text{eq},\text{Lin}}^{\ast}(\hat{x}) \leq J_{\text{max}}^{\ast} \quad \forall \hat{x} \in \mathbb{R}^{n}. \quad (25)$$

Note that $J_{\text{max}}^{\ast}$ can be chosen arbitrarily small when $\lambda_{\text{max}}(S)$ is sufficiently small. Hence, choosing $\lambda_{\text{max}}(S)$ sufficiently small and using (25), we can apply Proposition 2 to conclude $V(x_{t+n}) \leq c_{V} V(x_{t})$, which in turn implies $V(x_{t+n}) \leq V_{\text{max}}$. Applying this argument inductively, we conclude $V(x_{t+n}) \leq c_{V} V(x_{t})$ for all $n \cdot i, i \in \mathbb{Z}_{\geq 0}$, where $c_{V} < 1$. Using Lemma 1 (the upper bound holds if $V_{\text{max}}$ is sufficiently small), this implies

$$\| x_{t+n} - x^{\ast}_{\text{Lin}}(x_{t+n}) \|_{2}^{2} \leq c_{V}^{2} \frac{c_{\text{eq},2}}{c_{\text{eq},1}} \| x_{t} - x^{\ast}_{\text{Lin}}(x_{t}) \|_{2}^{2}. \quad (26)$$

Finally, using (23), this leads to (24) with $C := \frac{c_{\text{eq},2}}{c_{\text{eq},1}}$. □

Theorem 1 is our main stability result. It shows that, if $V_{\text{max}}$ and $S$ are sufficiently small, then the optimal reachable steady-state $x^{\ast}$ is exponentially stable under the proposed $n$-step MPC scheme, i.e., Inequality (24) holds, and hence also the output $y_{i}$ exponentially converges towards the optimal reachable output $y^{\ast}$. Intuitively, Theorem 1 shows that the artificial steady-state $x^{\ast}(t)$ and thus also the state trajectory $x_{t}$ slides along the steady-state manifold in closed loop towards the optimal reachable steady-state. Thus, the guaranteed region of attraction of $x^{\ast}$ is a neighborhood around the steady-state manifold, which increases if $S$ is chosen smaller (for a given value of $V_{\text{max}}$). Note that, although the prediction model of the proposed MPC scheme is not exact, the closed loop is nevertheless exponentially stable (i.e., it is not only practically stable) since the prediction accuracy improves as $x_{t}$ gets closer to the steady-state manifold $Z^{\ast}$.

D. Exponential stability

In this section, we use Lemma 1 and Proposition 2 to prove closed-loop exponential stability of the optimal reachable steady-state $x^{\ast}$ of the nonlinear system. It follows from Proposition 2 that, under the given assumptions, the function $V$ satisfies $V(x_{t+n}) \leq c_{V} V(x_{t})$. However, this does not yet prove the desired stability result since 1) it remains to show that the inequality is satisfied recursively and 2) $V$ is only lower and upper bounded by the distance w.r.t. the optimal reachable steady-state of the linearized dynamics (compare Lemma 1). In the following, we make the additional assumption that the current state $x_{t}$ is close to $x_{t+n}^{\ast}$ if and only if it is close to the optimal reachable steady-state $x^{\ast}$.
Theorem 1 should be interpreted as a qualitative result since it does not provide explicit values of $V_{\text{max}}$ and $S$ leading to closed-loop stability. Loosely speaking, Theorem 1 guarantees stability if the initial state is sufficiently close to $Z^*_s$ and $\lambda_{\text{max}}(S)$ is sufficiently small. This is due to the fact that $V(x_1) \leq V_{\text{max}}$ can be ensured for an arbitrarily small $V_{\text{max}}$ if $x_1$ lies in a neighborhood of $Z^*_s$ and $S$ is sufficiently small.

In [23], it is shown for linear systems that a tracking MPC formulation recovers optimality properties of a standard MPC scheme if the weight on the distance between the artificial setpoint and the reference setpoint (i.e., the matrix $S$ in our setting) is sufficiently large. This indicates a trade-off when designing the matrix $S$: It needs to be suitably small such that the linearization error is small and stability can be guaranteed, but the performance deteriorates if $S$ is chosen too small.

**Remark 2.** Note that Theorem 1 guarantees closed-loop stability of Algorithm 1 which only requires solving one convex QP online. Alternative nonlinear MPC approaches based on convex optimization typically employ an LTI prediction model by linearizing at the setpoint or, as in the real-time iteration scheme [21], [4], [5], an LTV prediction model by linearizing along the candidate solution. Closed-loop guarantees of such approaches require either an additional bounding of the linearization error [12] or a sufficiently small sampling time [5], i.e., solving the underlying optimization problem more frequently [4]. The latter ensures that the linearized dynamics do not change too rapidly, which is analogous to our condition on $\lambda_{\text{max}}(S)$ being sufficiently small. The proposed approach has a large region of attraction due to the online optimization of the artificial steady-state. In particular, while a standard (linearization-based) MPC only guarantees stability when starting in a region around the setpoint, our guarantees remain true if the QP is not solved up to optimality by using a warm start and results on suboptimality in MPC [11] Section 2.7.

**Remark 3.** Theorem 7 requires a number of assumptions, most of which are not too restrictive when proving closed-loop stability of a linearization-based MPC scheme utilizing the benefits of an artificial setpoint: Assumption 2 (smoothness) is clearly required for a linearization-based MPC scheme. Further, Assumption 2 is a standard condition in the literature on tracking MPC, compare [11], [17]. If Assumption 2 does not hold, we can still guarantee asymptotic stability of some steady-state, but not necessarily convergence to $x^*$. Assumptions on controllability (Assumption 3) are also standard in the presence of terminal equality constraints, see [11]. In order to ensure that the employed bounds hold uniformly, it is crucial to make assumptions on compactness of the steady-state manifold (Assumption 5). Moreover, as we show in Appendix C, Assumption 6 holds, in fact, as long as $n = p$ and $y^f$ is reachable. In the absence of Assumption 6 we can still guarantee closed-loop stability of the optimal reachable steady-state of some linearization, compare Inequality (26), which may not necessarily be optimal for the nonlinear dynamics. On the other hand, Assumption 4 (non-singular dynamics) might possibly be relaxed, compare the discussion after Assumption 4. Finally, we note that these assumptions hold in many practical applications, e.g., for the CSTR example we consider in Section IV.

To conclude, the proposed MPC scheme based on repeatedly solving the linear MPC problem (20) leads to desirable closed-loop guarantees when applied to a nonlinear system, and the scheme can be tuned based on a single design parameter $S$, which allows for a trade-off between the size of the region of attraction and the convergence speed. Compared to nonlinear tracking MPC schemes such as [7], [8], our approach has the drawback that convergence may be slower since $S$ needs to be chosen sufficiently small. On the other hand, Problem (20) is a convex QP which can be solved up to global optimality very efficiently. Further, the prediction model only requires an accurate description of the system close to the steady-state manifold, which may be simpler to obtain than a globally accurate model which is required to obtain superior performance with existing nonlinear MPC approaches. Finally, as we show in our companion paper [9], the presented idea can be extended in order to develop a data-driven MPC scheme to control unknown nonlinear systems by continuously updating the measured data used for prediction.

**IV. Numerical Example**

We apply the proposed MPC scheme to the CSTR from [6] with the nonlinear system dynamics $f(x, u)$ equal to

$$
\begin{align*}
\dot{x}_1 &= \frac{T_s}{\theta}(1 - x_1) - T_s\bar{k}x_1e^{-\frac{M}{T_s}} \\
\dot{x}_2 &= \frac{T_s}{\theta}(x_1 - x_2) + T_s\bar{k}x_1e^{-\frac{M}{T_s}} - T_\alpha u(x_2 - x_c)
\end{align*}
$$

The states $x_1$ and $x_2$ are the temperature and the concentration, respectively, and the control input $u$ is the coolant flow rate. These dynamics are obtained from the continuous-time dynamics in [6] via a simple Euler discretization with sampling time $T_s = 0.2$. The other parameters appearing in the vector field are $\theta = 20$, $k = 300$, $M = 5$, $x_c = 0.3947$, $x_c = 0.3816$, $\alpha = 0.117$. Our control goal is tracking the output setpoint $y^f = 0.6519$ for the concentration, i.e., $h(x, u) = x_2$, while satisfying the input constraints $u_k \in U = [0.1, 2]$ for $k \in I_{0,1}$. In order to set up the MPC, we consider the cost matrices $Q = I$, $R = 0.05$, $S = 100$, the prediction horizon $N = 40$, and the input equilibrium constraints $U^e = [0.11, 1.99]$. Since the dynamics are not of the control-affine form (3), we implement the MPC scheme with an incremental input formulation $\Delta u_k := u_{k+1} - u_k$ and include an additional penalty $\|\Delta u_k\|^2_2$ in the cost.

We first investigate whether our assumptions are met by the CSTR. For this verification, we only consider linearization points in the relevant operating range, i.e., $\hat{x} \in (0,1)^2$. It is simple to verify that the considered system satisfies Assumption 1 (smoothness). While Assumption 4 (non-singular dynamics) does not hold due to the integrator dynamics $u_{k+1} = u_k + \Delta u_k$, our theoretical results still apply since Assumption 4 holds for the original system (without $\Delta u$) and thus, for any given $(u^e, \Delta u^e) = (u^e, 0)$ there still exists a
unique steady-state $x^r$. Assumption 2 holds in $(0, 1]^2$ except for a neighborhood of $x_2 = x_c$. Similarly, the linearized dynamics are controllable (Assumption 3) on $(0, 1]^2$ except in a neighborhood of $x_2 = x_c$ or $x_2 = 0$. Further, Assumption 5 (compact steady-state manifold of the linearization) clearly holds on the set $\tilde{x} \in (0, 1]^2$ due to Assumption 4. Finally, Assumption 6 holds since $m = p$ and the setpoint $y^o$ is reachable, i.e., Assumption 7 holds, compare Appendix C.

Figure 2 shows the closed-loop state trajectory under Algorithm 1 when starting at the initial state $x_0 = [0.9492, 0.43]$. During the full closed-loop operation, the trajectory remains close to $2^r$ such that the prediction error induced by the linearization is small and $y_t$ asymptotically converges to $y^o$. For comparison, we also apply the following MPC schemes, each with terminal equality constraints, online optimization of an artificial equilibrium, an incremental input penalty, and the same design parameters as above:

1. the proposed MPC scheme in a one-step fashion (i.e., Algorithm 1 with $n = 1$),
2. a one-step MPC scheme using an LTI prediction model obtained by linearizing the nonlinear dynamics (3) at $x^o$ (called "LTI-MPC"),
3. a one-step MPC scheme using an LTV prediction model obtained by linearizing the nonlinear dynamics (3) at time $t$ along the candidate solution $\tilde{x}_1(t-1), \tilde{x}_2(t-1), \ldots, \tilde{x}_N(t-1)$ (called "LTV-MPC"), analogously to (12) and comparable to the real-time iteration scheme 2, and
4. the nonlinear tracking MPC scheme from [8].

The closed-loop state- and input-trajectories can be seen in Figure 3. First, note that, except for the LTI-MPC, all MPC schemes achieve asymptotic tracking of the desired setpoint. The nonlinear tracking MPC from [8] performs better than the LTV-MPC, which in turn outperforms the proposed $n$-step MPC scheme (Algorithm 1) as well as the corresponding 1-step MPC scheme. Table I lists the times required for setting up the QPs, including the computation of the Jacobians, and solving the optimization problems arising in the considered MPC schemes (using 'quadprog' for the QPs and CasADi [24] with solver 'IPOPT' for the nonlinear optimization problem in [8]). Note that the LTV-MPC has slightly larger computation times since, at each time step, $N$ linearized dynamics need to be computed, whereas the proposed MPC scheme only requires the linearization at $x^r$. While the LTV-MPC provides a good trade-off between computational complexity and closed-loop performance, theoretical results in the literature require either an additional bounding of the linearization error [12] or sufficiently many iterations [3, 5], compare Remark 2.

Without online optimization of an artificial setpoint, all MPC schemes considered above are initially infeasible. Furthermore, note that the performance of the 1-step MPC scheme is superior if compared to that of the $n$-step MPC scheme since the model is updated more frequently (twice as often) for the 1-step scheme and hence, the influence of the prediction error is smaller. Finally, the LTI-MPC based on the linearization at $x^o$ fails to track the desired setpoint. To summarize, in application to a CSTR, the presented tracking MPC scheme using a linearized prediction model leads to a closed-loop performance which is comparable to that of nonlinear tracking MPC while being significantly more computationally efficient.

V. CONCLUSION

In this paper, we presented a novel tracking MPC scheme for nonlinear systems using a prediction model based on the linearized dynamics at the current state. As a key technical contribution, we proved that the optimal reachable equilibrium is exponentially stable in closed loop under reasonable assumptions on the underlying system. The method was successfully applied to a numerical example where it achieved good performance while being computationally more efficient than a comparable nonlinear tracking MPC scheme.

The presented results build the basis for obtaining theoretical guarantees when using linear prediction models in MPC to control nonlinear systems. In our companion paper [9], we exploit this viewpoint further to design an MPC scheme for unknown nonlinear systems with closed-loop stability guarantees based on linear data-dependent prediction models from behavioral systems theory [25].
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| Scheme                      | Setup QP | Optimization | Sum |
|-----------------------------|---------|--------------|-----|
| Nonlinear MPC               | 21.6    | 21.6         |     |
| LTV-MPC                     | 2.2     | 6.8          | 9   |
| Proposed 1- or n-step MPC   | 0.6     | 6.8          | 7.4 |

TABLE I AVERAGE COMPUTATION TIMES IN MILLISECONDS OF THE MPC SCHEMES IN THE NUMERICAL EXAMPLE.
APPENDIX

In the following, we provide a proof of Proposition 3 by considering two complementary cases with two different candidate solutions at time $t+n$. First, in Appendix A, we prove the statement under the assumption that the tracking cost w.r.t. the artificial steady-state is large, quantified via a suitable inequality. In Appendix B, we then consider the complementary case, which, together with the result in Appendix A, proves the full statement of Proposition 3. Finally, we present sufficient conditions for Assumption 6 in Appendix C.

A. PROOF OF PROPOSITION 3 - CANDIDATE 1

Proposition 3. Suppose $N \geq n$ and Assumptions 2, 2, 2 and 3 hold. Then, there exist $V_{\text{max}}$, $J_{\text{max}} > 0$ such that, if $V(x_t) \leq V_{\text{max}}$, $J^{*}_{\text{eq},\text{Lin}}(x_t) \leq J_{\text{max}}$, $J^{*}_{\text{eq},\text{Lin}}(x_{t+n}) \leq J_{\text{eq}}$, and there exists $\gamma_1 > 0$ such that

$$
\sum_{k=0}^{n-1} \|x_k^p(t) - x^*(t)\|^2 + \|u_k(t) - u^*(t)\|^2 \geq \gamma_1 \|x^*(t) - x^*_{\text{eq},\text{Lin}}(x_t)\|^2,
$$

then Problem 20 is feasible at time $t+n$ and there exists a constant $0 < c_{V1} < 1$ such that $V(x_{t+n}) \leq c_{V1} V(x_t)$.
Proof. First, we define the candidate equilibrium $x^e(t + n)$, $u^e(t + n)$ and the first $N - n$ components of the candidate input $\bar{u}'(t + n)$ (Part (i)). Thereafter, in Part (ii), we derive useful bounds involving this candidate trajectory. Next, we show that the state of this candidate solution at time $N - n$ is sufficiently close to the candidate artificial steady-state and thus, we can construct a local deadbeat controller to steer the system to this steady-state (Part (iii)). Finally, we show $V(x_{t+n}) \leq c_{V_1}V(x_t)$ in Part (iv).

Note that $x_t$ lies in the set $\{x \in \mathbb{R}^n \mid V(x) \leq V_{\max}\}$, which is compact due to the lower bound (21), and Assumption 5. We define the set $X$ as the union of the $N$-step reachable sets of the linearized and the nonlinear dynamics (compare Definition 2), starting at $x_t$. Using that the dynamics (3) are Lipschitz continuous and the input constraints are compact, we conclude that $X$ is compact. Throughout this proof, whenever we apply Inequality (10), we use the fact that all involved states lie in $X$ and we use the corresponding constant $C_X$.

(i) Definition of candidate solution for $k \in [0,N-n]$ We choose the candidate equilibrium input as the old solution, i.e., $u^e(t + n) = u^e(t)$. According to Assumption 4, there exists a unique equilibrium state $x^e(t + n)$ for the system linearized at $x_{t+n}$ such that

$$x^e(t + n) = A_{x_{t+n}}x^e(t + n) + Bu^e(t + n) + e_{x_{t+n}}.$$  

The corresponding output $y^e(t + n)$ is computed via (20). Further, for $k \in [0,N-n-1]$, we choose the candidate input as the previously optimal one, i.e., $\bar{u}'_k(t + n) = \bar{u}'_{k+1}(t)$. This leads to the state trajectory candidate $\bar{x}'_k(t + n)$, $k \in [0,N-n]$, resulting from an open-loop application of $\bar{u}'(t + n)$ with initial condition $x_{t+n}$ to the dynamics linearized at time $t + n$, i.e., $\bar{x}'_0(t + n) = x_{t+n}$ and

$$\bar{x}'_{k+1}(t + n) = f_{x_{t+n}}(\bar{x}'_k(t + n), \bar{u}'_k(t + n)) = A_{x_{t+n}}\bar{x}'_k(t + n) + B\bar{u}'_k(t + n) + e_{x_{t+n}},$$

for $k \in [0,N-n-1]$.

(ii) Bounds on candidate solution Throughout Part (ii) of the proof, let $k \in [0,N-n]$. Further, abbreviate $\hat{\rho} := \lambda_{\text{max}}(\hat{Q})$, $\hat{\rho} := \lambda_{\text{max}}(\hat{Q})$, and similarly for $\bar{\rho}$, $\bar{\rho}$, $\bar{\rho}$. It clearly holds that

$$\sum_{k=0}^{N-1} \|\bar{x}'_k(t) - x^e(t)\|^2_Q \leq \sum_{k=0}^{N-1} \|\bar{x}'_k(t) - x^e(t)\|^2_Q + \|y^e(t) - y(t)\|^2 \leq J_{\text{eq,Lin}}(x_t) \leq J_{\text{eq,Lin}}(x_t) = V(x_t),$$

and hence,

$$\sum_{k=0}^{N-1} \|\bar{x}'_k(t) - x^e(t)\|^2_Q \leq \frac{1}{\hat{\rho}} V(x_t). \quad (29)$$

We bound now several expressions involving the optimal solution at time $t$ and the candidate solution at time $t + n$.

(ii.a) Bound on $\|\bar{x}'_k(t + n) - x_{t+n}\|_2$

Using (10), which holds by Assumption 1 and (6), we obtain

$$\|\bar{x}'_k(t + n) - x_{t+n}\|_2 \leq c_{X} \|\bar{x}'_k(t + n) - x_{t+n}\|_2 + L_f \|\bar{x}'_k(t + n) - x_{t+n}\|_2$$

and similarly for $x^e(t)$. Using (10), which holds by Assumption 1 and (6), we obtain

$$\|\bar{x}'_k(t + n) - x_{t+n}\|_2 \leq c_{X} \|\bar{x}'_k(t + n) - x_{t+n}\|_2 + L_f \|\bar{x}'_k(t + n) - x_{t+n}\|_2$$

and similarly for $x^e(t)$.

(ii.b) Bound on $\|\bar{x}'_k(t + n) - x^e(t + n)\|_2$

Define $\{a_k\}_{k=0}^{n-2}$ recursively in dependence of $V(x_t)$ as

$$a_0 := \frac{2c_X}{q} V(x_t) \sum_{k=0}^{n-2} L_k,$$

$$a_k := 2c_X a_{k-1} + L_f a_{k-1} + 16c_X V(x_t)$$

and solve for $k = 1, \ldots, N - n$. In the following, we prove that for any $k \in [0,N-n]$

$$\|\bar{x}'_k(t + n) - x^e(t + n)\|_2 \leq a_k. \quad (31)$$

According to (30) and using $\bar{x}'_0(t + n) = x_{t+n}$, Inequality (31) holds for $k = 0$. Using an induction argument over $k$, we have

$$\|\bar{x}'_k(t + n) - x^e(t + n)\|_2 \leq \|\bar{x}'_{k-1}(t + n) - x^e(t + n)\|_2 + c_{X} \|\bar{x}'_{k-1}(t + n) - x^e(t + n)\|_2$$

and similarly for $x^e(t)$.
which proves (31). Note that $a_k$ is a polynomial in $V(x_t)$ which becomes arbitrarily small if $V(x_t)$ is sufficiently small.

(ii.c) Bound on $\|x^s(t) - x^u(t + n)\|_2$

Note that

$$
(I - A_{x_t})x^s(t) = Bu^s(t) + e_{x_t},
$$

$$
(I - A_{x_{t+n}})x^s(t + n) = Bu^s(t + n) + e_{x_{t+n}}.
$$

Using additionally $u^s(t + n) = u^s(t)$, this implies

$$
(I - A_{x_{t+n}})x^s(t + n) = x^s(t) + Bu^s(t + n) + e_{x_{t+n}} + e_{x_t}.
$$

Using that $(I - A_{x_{t+n}})$ is invertible by Assumption 4, we obtain

$$
x^s(t + n) = (I - A_{x_{t+n}})^{-1}((I - A_{x_t})x^s(t) + e_{x_{t+n}} - e_{x_t}) = x^s(t) + (I - A_{x_{t+n}})^{-1}((A_{x_{t+n}} - A_{x_t})x^s(t) + e_{x_{t+n}} - e_{x_t}).
$$

Moreover, Assumption 4 implies $\|(I - A_{x_{t+n}})^{-1}\|_2 \leq \frac{1}{\sigma}$ and hence, we arrive at

$$
\|x^s(t + n) - x^s(t)\|_2 \leq \frac{1}{\sigma} \|f_{x_{t+n}}(x^s(t), u^s(t)) - f_{x_t}(x^s(t), u^s(t))\|_2 \leq \frac{c_X}{\sigma} \left(\|x^s(t) - x_{t+n}\|_2 + \|x^s(t) - x_t\|_2\right).
$$

Together with (29) and (30), this implies

$$
\|x^s(t + n) - x^s(t)\|_2 \leq \left[2\|x^s(t) - \bar{x}_N(t)\|_2 + 2\|\bar{x}_N(t) - x_{t+n}\|_2 + \frac{V(x_t)}{q}\right] \frac{c_X}{\sigma} \left(3\frac{V(x_t)}{q} + 2\|x^s(t) - x_{t+n}\|_2\right) \leq \frac{c_X}{\sigma} \left(3\frac{V(x_t)}{q} + 2\left(2\frac{c_X}{q} \sum_{k=0}^{n-2} L_k\right)^2 V(x_t)\right) = c_1 V(x_t)^2 + c_2 V(x_t).
$$

(ii.d) Bound on $\|y^s(t + n) - y^u(t)\|_2$

By using an inequality of the form (10) for the vector field $h$ (note that $h$ is sufficiently smooth by Assumption 1), there exist constants $c_{Xh}, L_h \geq 0$ such that

$$
\|y^s(t + n) - y^u(t)\|_2 \leq \|h_{x_{t+n}}(x^s(t + n), u^s(t)) - h_{x_t}(x^s(t), u^s(t))\|_2 \leq \frac{c_{Xh}}{\sigma} \|x^s(t + n) - x_{t+n}\|_2 + c_{Xh}\|x^s(t) - x_t\|_2 + \frac{c_{Xh}}{q} V(x_t) + L_h\|x^s(t + n) - x^u(t)\|_2.
$$

Moreover, using $\|a + b + c\|_2^2 \leq 2\|a\|_2^2 + 4\|b\|_2^2 + 4\|c\|_2^2$, which holds for arbitrary $a, b, c$ due to (1), we obtain

$$
\|x^s(t + n) - x_{t+n}\|_2^2 \leq 2\|x^s(t + n) - x^u(t)\|_2^2 + 4\|x^s(t) - x_{t+n}\|_2^2 \leq 2(c_1 V(x_t)^2 + c_2 V(x_t))^2 + \frac{4}{2} V(x_t) + 4\left(\frac{c_X}{q} \sum_{k=0}^{n-2} L_k\right)^2.
$$

Hence, using $V(x_t) \leq V_{\text{max}}$, there exists $c_3 > 0$ such that

$$
\|y^s(t + n) - y^u(t)\|_2 \leq c_3 V(x_t).
$$

(iii) Appending deadbeat controller

In the following, we show that for $V_{\text{max}}$ sufficiently small $x^s(t + n)$ is sufficiently close to $\bar{x}_N(t + n)$ such that we can append a deadbeat controller steering the state to $x^s(t + n)$ in $n$ steps. To be precise, combining (31) with $k = N - n$ and (33), we obtain

$$
\|\bar{x}_N(t + n) - x^s(t + n)\|_2 \leq \|\bar{x}_N(t + n) - \bar{x}_N(t)\|_2 + \|\bar{x}_N(t) - x^u(t)\|_2 + \|x^u(t) - x^s(t + n)\|_2 \leq a_{N-n} + c_1 V(x_t)^2 + c_2 V(x_t),
$$

where for the second inequality we used that $\bar{x}_N(t) = x^u(t)$ due to the terminal equality constraint (20). Assumption 5 implies the existence of an input $\bar{u}_k(t + n), k \in [N-n,N-1]$, steering the state to $\bar{x}_N(t + n) = x^s(t + n)$ while satisfying

$$
\sum_{k=N-n}^{N-1} \|\bar{x}_k(t + n) - x^s(t + n)\|_2 \leq \|\bar{x}_N(t + n) - x^s(t + n)\|_2 \leq \Gamma \|\bar{x}_N(t + n) - x^s(t + n)\|_2 \leq \Gamma(a_{N-n} + c_1 V(x_t)^2 + c_2 V(x_t)).
$$

If $V_{\text{max}}$ and hence $V(x_t)$ and $a_{N-n}$ are sufficiently small, then $\bar{u}_k(t + n) \in \mathcal{U}$ for $k \in [N-n,N-1]$ (note that $u^s(t + n) \in \text{int}(\mathcal{U})$, i.e., the candidate input satisfies the input constraints).

(iv) Invariance of $V(x_t) \leq V_{\text{max}}$

So far, we have only shown that the MPC scheme is feasible at time $t + n$. It remains to be shown that there exists a constant $0 < c_{V1} < 1$ such that $V(x_{t+n}) \leq c_{V1} V(x_t)$. Note that

$$
J_N^x(x_{t+n}) - J_N^x(x_t) \leq \sum_{k=0}^{N-1} \|\bar{x}_k(t + n) - x^u(t + n)\|_2^2 + \|y^s(t + n) - y^f\|_2^2 + \|\bar{x}_k(t + n) - x^u(t + n)\|_2^2 + \|\bar{u}_k(t + n) - u^s(t + n)\|_2^2 + \|\bar{u}_k(t + n) - u^s(t + n)\|_2^2 \leq \sum_{k=0}^{N-1} \|\bar{x}_k(t + n) - x^u(t + n)\|_2^2 + \|\bar{u}_k(t + n) - u^s(t + n)\|_2^2 + \|\bar{u}_k(t + n) - u^s(t + n)\|_2^2 + \|\bar{u}_k(t + n) - u^s(t + n)\|_2^2.$$


We now bound several terms on the right-hand side of (37) separately. The definition of the input candidate implies

\[ \sum_{k=0}^{N-1} \| \bar{u}_k'(t + n) - u'(t + n) \|^2_R - \| \bar{u}_k'(t) - u'(t) \|^2_R \]

\[ \leq - \sum_{k=0}^{N-1} \| \bar{u}_k'(t) - u'(t) \|^2_R \]

\[ + \bar{r} \cdot \Gamma^2(a_{N-n} + c_1 V(x_t)^2 + c_2 V(x_t))^2. \]

Using \( \| y(t) - y^f \|_S \leq \sqrt{J_N(x_t)} \), we obtain

\[ \| y^f(t + n) - y^f \|^2_S - \| y^*(t) - y^f \|^2_S \]

\[ \leq \| y^f(t + n) - y^*(t) \|^2_S \]

\[ + 2 \| y^f(t + n) - y^*(t) \|_S \| y^*(t) - y^f \|_S \]

\[ \leq \| y^f(t + n) - y^*(t) \|^2_S \]

\[ + 2 \| y^f(t + n) - y^*(t) \|_S \sqrt{V(x_t)} + J^{*}_{{eq, Lin}}(x_t) \]

\[ \leq \bar{c} q_3^2 V(x_t)^2 + 2 \sqrt{\bar{c}} q_3 V(x_t) \sqrt{V(x_t)} + J^{*}_{{eq, Lin}}(x_t). \]

Finally, note that

\[ \sum_{k=0}^{N-1} \| \bar{x}_k'(t + n) - x'(t + n) \|^2_Q - \| \bar{x}_k'(t) - x'(t) \|^2_Q \]

\[ = - \sum_{k=0}^{N-1} \| \bar{x}_k'(t) - x'(t) \|^2_Q \]

\[ + \sum_{k=0}^{N-1} \| \bar{x}_k'(t + n) - x'(t + n) \|^2_Q - \| \bar{x}_{k+n}(t) - x^*(t) \|^2_Q \]

\[ + \sum_{k=N-n}^{N-1} \| \bar{x}_k'(t + n) - x'(t + n) \|^2_Q. \]

We bound the second sum on the right-hand side further as

\[ \sum_{k=0}^{N-n-1} \| \bar{x}_k'(t + n) - x'(t + n) \|^2_Q - \| \bar{x}_{k+n}(t) - x^*(t) \|^2_Q \]

\[ \leq \bar{q}^2 (a_{N-n} + c_1 V(x_t)^2 + c_2 V(x_t))^2. \]

Inserting all of the derived bounds into (37), we arrive at

\[ J_N^*(x_{t+n}) - J_N^*(x_t) \]

\[ \leq - \sum_{k=0}^{N-1} (\| \bar{u}_k'(t) - u^*(t) \|^2_R + \| \bar{u}_k'(t) - u'(t) \|^2_R) \]

\[ + \sum_{k=0}^{N-1} \left( 2 \bar{q} (a_k^2 + (c_1 V(x_t)^2 + c_2 V(x_t))^2) \right) \]

\[ + \sqrt{\bar{q}} (a_k + c_1 V(x_t)^2 + c_2 V(x_t)) \]

\[ + \sqrt{\bar{q}} \sqrt{V(x_t)} \sqrt{V(x_t)} + J^{*}_{{eq, Lin}}(x_t). \]

Note that (27) implies

\[ - \sum_{k=0}^{N-1} (\| \bar{u}_k'(t) - u^*(t) \|^2_R + \| \bar{u}_k'(t) - u^*(t) \|^2_R) \]

\[ \leq - \frac{1}{2} \sum_{k=0}^{N-1} (\| \bar{u}_k'(t) - u^*(t) \|^2_Q) - \| \bar{u}_k'(t) - u^*(t) \|^2_R \]

\[ \leq - \frac{1}{2} \min \{ q, \bar{r} \} \| y^f(t) - x^*_t(x_t) \|^2_Q \]

\[ \leq - (q, \bar{r}, \gamma_1) \| x_t - x^*_t(x_t) \|^2_Q. \]

The local upper bound (22), which holds for \( \| x_t - x^*_t(x_t) \|_2 \leq \bar{r} \), implies that for all \( x_t \in X \)

\[ V(x_t) \leq c_{u, V} \| x_t - x^*_t(x_t) \|^2_Q, \]

where \( c_{u, V} := \max \{ \frac{V_{\max}}{a_{u}}, c_3 \} \). Thus, we obtain

\[ - \sum_{k=0}^{N-1} (\| \bar{u}_k'(t) - u^*(t) \|^2_Q) - \| \bar{u}_k'(t) - u^*(t) \|^2_R \]

\[ \leq - \frac{1}{4} \| y^f(t) - x^*_t(x_t) \|^2_Q \]

\[ \leq - \frac{1}{4} \min \{ q, \bar{r} \} \| x_t - x^*_t(x_t) \|^2_Q \]

\[ \leq - \frac{1}{4} c_{u, V} \| x_t - x^*_t(x_t) \|^2_Q. \]

Note that all positive terms on the right-hand side of (39) are either at least of order \( V(x_t)^2 \), or they are of order \( V(x_t) \) but are multiplied by \( \sqrt{V(x_t)} + J^{*}_{{eq, Lin}}(x_t) \). Hence, if we plug (42) into (39) and choose \( V_{\max} \) and \( J^{*}_{{eq, Lin}} \) sufficiently small, then we obtain

\[ J_N^*(x_{t+n}) - J_N^*(x_t) \leq (\tilde{\epsilon}_V - 1) V(x_t), \]

for some \( 0 < \tilde{\epsilon}_V < 1 \). This implies

\[ V(x_{t+n}) = J_N^*(x_{t+n}) - J^{*}_{{eq, Lin}}(x_{t+n}) \]

\[ \leq J_N^*(x_t) + (\tilde{\epsilon}_V - 1) V(x_t) - J^{*}_{{eq, Lin}}(x_{t+n}) \]

\[ = \tilde{\epsilon}_V V(x_t) + J^{*}_{{eq, Lin}}(x_t) - J^{*}_{{eq, Lin}}(x_{t+n}). \]

As the last step in the proof, we now derive a bound on \( J^{*}_{{eq, Lin}}(x_t) - J^{*}_{{eq, Lin}}(x_{t+n}) \). First, we define a candidate solution to the optimization problem (13) with optimal cost \( J^{*}_{{eq, Lin}}(x_t) \). The input candidate is defined as \( \bar{u}^* = u^*_t(x_{t+n}) \), i.e., the optimal reachable equilibrium input for the linearized system at \( x_{t+n} \). The state and output candidates
are chosen as the corresponding equilibria for the dynamics linearized at $x_t$, i.e.,
\[
\hat{x} = A_x \hat{x} + B \hat{u} + e_x, \\
\hat{y} = C_x \hat{x} + D \hat{u} + r_{x,t}.
\]
Note that such $\hat{x}$ (and hence also $\hat{y}$) exists due to Assumption 4 Following the same steps leading to (34), it can be shown that there exists $\kappa > 0$ such that
\[
\|\hat{y} - y_{\text{st}}^{|x_t+n}\| \leq \kappa V(x_t).
\]

Hence, by optimality, we obtain
\[
J_{x_{\text{eq,lin}}}(x_t) - J_{x_{\text{eq,lin}}}(x_{t+n}) \
\leq \|\hat{y} - y^t\|^2_S - \|\hat{y}_{t+n}^{|x_t+n} - y^t\|^2_S \
\leq \|\hat{y} - y_{t+n}^{|x_t+n}\|^2_S \
+ 2\|\hat{y} - y_{t+n}^{|x_t+n}\|_S \|\hat{y}_{t+n}^{|x_t+n} - y^t\|_S \
\leq \epsilon^2 V(x_t^2) + 2\epsilon V(x_t) J_{x_{\text{eq,lin}}}(x_t) \
\leq \epsilon^2 V(x_t^2) + 2\epsilon V(x_t) J_{x_{\text{eq,lin}}}(x_t).
\]
Combining (43) and (45), we conclude that, for $V_{\text{max}}$, $J_{x_{\text{eq,lin}}}$ sufficiently small, there exists $\epsilon < c_\text{V1} < 1$ such that
\[
V(x_{t+n}) \leq \epsilon V(x_t).
\]

B. PROOF OF PROPOSITION 2 - CANDIDATE 2

Proof. In the following, we prove Proposition 2 i.e., we prove the result in Proposition 3 without assuming Inequality (27). This is done by showing that the statement remains true if (27) does not hold. More precisely, we show that there exists $\gamma_1 > 0$ such that the statement of Proposition 2 holds if
\[
\frac{1}{2} \sum_{k=0}^{n-1} \|\hat{x}_k(t) - x^*(t)\|^2_S + \|\hat{u}_k(t) - u^*(t)\|^2_S \leq \gamma_1 \|x^*(t) - x_{\text{st}}^{|x_t+n}\|^2_S.
\]
Note that (46) implies the existence of some $\tilde{\gamma} > 0$ such that
\[
\frac{1}{2} \sum_{k=0}^{n-1} \|\hat{x}_k(t) - x^*(t)\|^2_S + \|\hat{u}_k(t) - u^*(t)\|^2_S \leq \tilde{\gamma} \sqrt{\frac{1}{2}} \|x^*(t) - x_{\text{st}}^{|x_t+n}\|^2_S.
\]

(i) Definition of candidate solution

We consider now a different candidate solution at time $t+n$, where the artificial equilibrium input is defined as a convex combination of the optimal artificial equilibrium at time $t$ and the optimal reachable equilibrium input given the system dynamics linearized at $x_t$, i.e.,
\[
\hat{u}^t(t+n) = \lambda x^*(t) + (1 - \lambda) y_{\text{st}}^{|x_t+n}(x_t)
\]
for some $\lambda \in (0, 1)$ which will be fixed later in the proof. We choose the artificial equilibrium $\hat{x}^t(t+n)$ as the corresponding equilibrium state satisfying (20e) (note that $\hat{x}^t(t+n)$ exists due to Assumption 3) and the output $\hat{y}^t(t+n)$ such that (20f) holds. In the following, we show that $x_{t+n}$ is sufficiently close to $\hat{x}^t(t+n)$ such that we can steer the system to $\hat{x}^t(t+n)$ in $L$ steps. It follows from the proof of Proposition 3 that
\[
\|x_{t+n} - x^*(t)\|^2_S \leq 2\|x_{t+n} - \hat{x}^t(t)\|^2_S + 2\|\hat{x}^t(t) - x^*(t)\|^2_S.
\]
We define $\hat{x} := \lambda x^*(t) + (1 - \lambda) x_{\text{st}}^{|x_t+n}(x_t)$ as the steady-state corresponding to the input $\hat{u}^t(n)$ for the dynamics linearized at $x_t$. Note that
\[
\|x^*(t) - \hat{x}\|^2_S = (1 - \lambda) \|x^*(t) - x_{\text{st}}^{|x_t+n}(x_t)\|^2_S \
\leq \epsilon_1 (1 - \lambda) \|y^*(t) - y_{\text{st}}^{|x_t+n}(x_t)\|^2_S
\]
for some $\epsilon_1 > 0$ due to the existence of a linear (and hence Lipschitz continuous) map $\hat{g}_{x_t}$ as in (16). Note that $\hat{x}^t(t+n)$ and $\hat{x}$ both correspond to the same equilibrium input $\hat{u}^t(t+n)$, but to different dynamics linearized at $x_{t+n}$ and $x_t$, respectively. Therefore, following the same steps as in (32) and (33), we can derive
\[
\|\hat{x} - \hat{x}^t(t+n)\|^2_S \leq \frac{c_X}{\sigma} (\|\hat{x} - x_{t+n}\|^2_S + \|\hat{x}^t(t) - x_t\|^2_S).
\]

(ii) Bounds on candidate solution

In the following, we derive multiple bounds on the candidate solution that will be useful in the remainder of the proof.

(ii.a) Bound on $\|\hat{x}^t(t+n) - x_{t+n}\|^2_S$

Note that
\[
\|\hat{x}^t(t+n) - x_{t+n}\|^2_S \leq \|\hat{x}^t(t+n) - x^*(t)\|^2_S + \|x^*(t) - x_{t+n}\|^2_S.
\]
Inequality (48) provides a bound on $\|\hat{x}^t(t+n) - x_{t+n}\|^2_S$. In the following, we derive a more sophisticated bound which will be required to find a useful bound on $\|\hat{x}^t(t+n) - x_{t+n}\|^2_S$. Define $x^*(t+n-1)$ as the steady-state for the linearized dynamics at $x_{t+n-1}$ and with input $u^*(t)$. Then, we have
\[
\|x^*(t) - x_{t+n}\|^2_S \leq \|x^*(t) - x^*(t+n-1)\|^2_S + \|x^*(t+n-1) - x_{t+n}\|^2_S.
\]
In the following, we bound the terms on the right-hand side of (52). First, we obtain
\[
\|x^n(t + n - 1) - x_{t+n}\|_2 \\
= \|A_{x,t+n}(x^n(t + n - 1) - x_{t+n-1}) + B(u^n(t) - u_{t+n-1})\|_2 \\
\leq \|A_{x,t+n}\|_2 \|x^n(t + n - 1) - x_{t+n-1}\|_2 + \|B\|_2 \|u^n(t) - u_{t+n-1}\|_2 \\
\leq \|A_{x,t+n}\|_2 \|x^n(t + n - 1) - x^n(t)\|_2 + \|B\|_2 \|u^n(t) - \bar{u}_{t-1}(t)\|_2. \\
\]

Using the triangle inequality, it holds that
\[
\|x^n(t) - x_{t+n-1}\|_2 \\
\leq \|x^n(t) - \bar{x}_{t-1}(t)\|_2 + \|\bar{x}_{t-1}(t) - x_{t+n-1}\|_2. \\
\]

Defining \(c_A := \|A_{x,t+n}\|_2\), \(c_B := \|B\|_2\), \(c_{AB} := \max\{c_A, c_B\}\) and using (47), (52), (53), and (54) we have
\[
\|x^n(t) - x_{t+n}\|_2 \leq (1 + c_A)\|x^n(t) - x^n(t + n - 1)\|_2 + c_{AB}\gamma\sqrt{\tau_1}\|x^n(t) - x^*_{Lin}(x_t)\|_2 + c_A\|x^n(t) - \bar{x}_{t-1}(t)\|_2 - x_{t+n-1}\|_2. \\
\]

Next, following the same steps as in Part (ii.c) of the proof of Proposition 1 (note that \(x^n(t + n - 1)\) is defined as an equilibrium of the linearization at \(x_{t+n-1}\) with the same input \(u^n(t)\) as \(x^n(t)\)), it can be shown that
\[
\|x^n(t) - x^n(t + n - 1)\|_2 \leq c_1 V(x_t)^2 + c_2 V(x_t). \\
\]

Moreover, similar to (30), it is readily derived that
\[
\|\bar{x}_{t-1}(t) - x_{t+n-1}\|_2 \leq 2\frac{c_X}{q} V(x_t) \sum_{k=0}^{n-3} L_j^k. \\
\]

Finally, it follows from (49) and (50) that
\[
\|\tilde{x}(t+n) - x^n(t)\|_2 \\
\leq c_3(1 - \lambda)\|y^n(t) - y^*_{Lin}(x_t)\|_2 + 2(c_1 V(x_t)^2 + c_2 V(x_t)) \\
+ 4\frac{c_X c_3^2}{\sigma}(1 - \lambda)^2\|y^n(t) - y^*_{Lin}(x_t)\|_2^2. \\
\]

Inserting the bounds (56) and (57) into (55), and combining this with (58), we obtain
\[
\|\tilde{x}(t + n) - x_{t+n}\|_2 \\
\leq \|\tilde{x}(t + n) - x^n(t)\|_2 + \|x^n(t) - x_{t+n}\|_2 \\
\leq c_3(1 - \lambda)\|y^n(t) - y^*_{Lin}(x_t)\|_2 + 2(c_1 V(x_t)^2 + c_2 V(x_t)) \\
+ 4\frac{c_X c_3^2}{\sigma}(1 - \lambda)^2\|y^n(t) - y^*_{Lin}(x_t)\|_2^2 \\
+ (1 + c_A)(c_1 V(x_t)^2 + c_2 V(x_t)) + 2c_A\frac{c_X}{q} V(x_t) \sum_{k=0}^{n-3} L_j^k \sum_{k=0}^{n-3} L_j^k \\
+ c_{AB}\gamma\sqrt{\tau_1}\|x^n(t) - x^*_{Lin}(x_t)\|_2 \\
\leq c_3(1 - \lambda) + c_{AB}\gamma\sqrt{\tau_1}\|y^n(t) - y^*_{Lin}(x_t)\|_2 + c_4 V(x_t) \\
+ 4\frac{c_X c_3^2}{\sigma}(1 - \lambda)^2\|y^n(t) - y^*_{Lin}(x_t)\|_2^2 \\
+ (1 + c_A)(c_1 V(x_t)^2 + c_2 V(x_t)) + 2c_A\frac{c_X}{q} V(x_t) \sum_{k=0}^{n-3} L_j^k \sum_{k=0}^{n-3} L_j^k \\
+ c_{AB}\gamma\sqrt{\tau_1}\|x^n(t) - x^*_{Lin}(x_t)\|_2 \\
\leq c_3(1 - \lambda) + c_{AB}\gamma\sqrt{\tau_1}\|y^n(t) - y^*_{Lin}(x_t)\|_2 + c_4 V(x_t) \\
+ 4\frac{c_X c_3^2}{\sigma}(1 - \lambda)^2\|y^n(t) - y^*_{Lin}(x_t)\|_2^2 \\
\leq \lambda\|y^n(t) - y^*\|_2 + (1 - \lambda)\|y^*_{Lin}(x_t) - y^*\|_2 \\
\leq \lambda(2\|V(x_t) + J_{\text{eq}}^{\max}\|_2 + (1 - \lambda)\|J_{\text{eq}}^{\max}\|_2. \\
\]

for some \(c_4 > 0\), using that \(V(x_t) \leq V_{\max}\) in the last inequality.

(ii.b) Bound on \(\|y^*(t+n) - y^*\|_2^2 - \|y^*_{Lin}(x_t) - y^*\|_2^2\)

Similar to (8), (19), it is straightforward to exploit the convexity condition (13) in order to derive
\[
\|y^* - y^*\|_2^2 - \|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq - (1 - \lambda^2)\|y^* - y^*_{Lin}(x_t)\|_2^2 \\
\leq \|y^* - y^*\|_2^2 - \|y^* - y^*_{Lin}(x_t)\|_2^2 \\
\leq \|y^*_{Lin}(x_t) - y^*\|_2^2 - \|y^* - y^*_{Lin}(x_t)\|_2^2. \\
\]

Recall that \(\bar{u}_t = \lambda u_{Lin}(x_t) - (1 - \lambda)\), implies
\[
\|y^*_{Lin}(x_t) - y_{Lin}(x_t)\|_2 \leq \|y^*_{Lin}(x_t) - y^*\|_2. \\
\]

Using in addition the bounds (50) and (59), this implies
\[
\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq 2c_1(1 - \lambda)^2\|y^*_{Lin}(x_t) - y^*\|_2^2 + 2V(x_t). \\
\]

Further, by convexity (recall that \(y^*\) is defined as a convex combination of \(y^*_{Lin}(x_t)\) and \(y^*_{Lin}(x_t)\)) we have
\[
\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq \lambda\|y^*_{Lin}(x_t) - y^*\|_2^2 + (1 - \lambda)\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq \lambda(V(x_t) + J_{\text{eq}}^{\max}) + (1 - \lambda)J_{\text{eq}}^{\max}. \\
\]

The bound (61) together with the subsequently derived bounds will play an important role in the remainder of the proof. To this end, using (60), we conclude
\[
\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq - (1 - \lambda^2)\|y^*_{Lin}(x_t) - y^*\|_2^2 + 2V(x_t). \\
\]

Further, by convexity (recall that \(y^*\) is defined as a convex combination of \(y^*_{Lin}(x_t)\) and \(y^*_{Lin}(x_t)\)) we have
\[
\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq \lambda\|y^*_{Lin}(x_t) - y^*\|_2^2 + (1 - \lambda)\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
\leq \lambda(V(x_t) + J_{\text{eq}}^{\max}) + (1 - \lambda)J_{\text{eq}}^{\max}. \\
\]

The bound (61) together with the subsequently derived bounds will play an important role in the remainder of the proof. To this end, using (60), we conclude
\[
\|y^*_{Lin}(x_t) - y^*\|_2^2 \\
(iii) Invariance of $V(x_t) \leq V_{\text{max}}$  
It follows directly from (51, 59), and (65), and using the inequality $a^2 + b^2 \leq (a + b)^2$ for $a, b \geq 0$, that  
$$J^*_N(x_{t+n}) - J^*_N(x_t)$$  
$$\leq \lambda_{\max}(Q(R))T^2 \left(1 - \frac{c_N x^2}{2}\right) + c_N V(x_t)$$  
and hence, inserting the bounds derived in Part (ii.b) of the proof, it follows directly that  
$$J^*_N(x_{t+n}) - J^*_N(x_t)$$  
$$\leq -\|x_t - x^*\|^2 + c_N(V_{\text{max}} + J_{\text{eq}}^\text{max})$$  
for some $c_N > 0$, where $c_N$ becomes arbitrarily small if $V_{\text{max}}$ and $J_{\text{eq}}^\text{max}$ are sufficiently small. It follows from the existence of a linear map $g_\lambda$ as in (16) that $\|y^*(t) - y^\text{eq}_{\text{Lin}}(x_t)\|_s^2 \geq \frac{1}{\lambda}\|y^*(t) - y^\text{eq}_{\text{Lin}}(x_t)\|_S^2$ with $\lambda > 0$. Hence, using the upper bound (22), we obtain  
$$J^*_N(x_{t+n}) - J^*_N(x_t)$$  
$$\leq -\|x_t - x^\text{Lin}_{\text{eq}}(x_t)\|^2 + c_N V(x_t)$$  
for some $0 < c_N < 1$, assuming that $V_{\text{max}}$ and $J_{\text{eq}}^\text{max}$ and hence $c_N$ are sufficiently small. This leads to  
$$V(x_{t+n}) \leq c_N V(x_t) + J^*_{\text{eq},\text{Lin}}(x_t) - J^*_{\text{eq},\text{Lin}}(x_{t+n}).$$  
Finally, following the same steps as in the proof of Proposition 3 we can show that this implies the existence of a constant $0 < c_N < 1$ such that $V(x_{t+n}) \leq c_N V(x_t)$. Combining this with the statement of Proposition 3 we obtain  
$$V(x_{t+n}) \leq c_N V(x_t)$$  
for $c_N := \max\{c_N, c_N\} < 1$.  

C. SUFFICIENT CONDITIONS FOR ASSUMPTION 6  
In the following, we present sufficient conditions for Assumption 6. Throughout this section, we assume that $m = p$, i.e., the numbers of inputs and outputs coincide. Further, we assume that the target setpoint $y^f$ is reachable, as captured in the following assumption.  

Assumption 7. (Reachability) For any $\hat{x} \in \mathbb{R}^n$, the target setpoint $y^f$ is reachable under the linearized dynamics, i.e.,  
$$y^\text{eq}_{\text{Lin}}(\hat{x}) = y^f.$$

Assumption 7 means that the optimal reachable output equilibrium $y^\text{eq}_{\text{Lin}}(\hat{x})$ at any linearization point $\hat{x} \in \mathbb{R}^n$ is equal to the target setpoint $y^f$ and hence, inserting $\hat{x} = x^\text{eq}$, the same holds true for the nonlinear optimal reachable output equilibrium, i.e., $y^f = y^f$. Assumption 7 is only restrictive if the equilibrium input leading to the target setpoint $y^f$ does not satisfy the input constraints. In particular, Assumption 7 always holds in case of no input constraints, i.e., if $\mathcal{U} = \mathbb{R}^m$, due to Assumption 2 and $m = p$. Before verifying Assumption 6 we first prove a technical intermediate result.  

Lemma 2. Suppose Assumptions 2, 3, 4, and 5 hold and $m = p$. Then, for any compact set $X$ with $\mathcal{B} \subseteq X \times X$ (cf. Assumption 5), there exists a constant $c_{\max} > 0$ such that for any steady-state $(x^s, u^s) \in \mathcal{Z}^s$ of the nonlinear system, any state $\hat{x} \in X$, and any input $\hat{u} \in \mathcal{U}$, it holds that  
$$\|x^s - \hat{x}\|_2$$  
and hence, inserting $\lambda > 0$. Hence, using the upper bound (22), we obtain  
$$\|x^s - \hat{x}\|_2$$  
$$\|x^s - \hat{x}\|_2.$$  
Choosing $(x^s, u^s) \in \mathcal{Z}^s \subseteq \mathcal{B}$, $\hat{x} \in X$, $\mathcal{U} \subseteq \mathcal{U}$, (68) implies  
$$\|x^s - \hat{x}\|_2 \leq c_N \|s(x^s, u^s) - s(\hat{x}, \hat{u})\|_2$$  
for any $\hat{y} \in \mathcal{Y}_{\text{Lin}}(\hat{x})$. In the following, we derive a bound on the difference $M^s_{\text{eq}} - M^s_{\text{eq}}$ which we then use to obtain the desired statement. To this end, it is readily derived that  
$$\|M^s_{\text{eq}} - M^s_{\text{eq}}\|_2 \leq \|M^s_{\text{eq}}\|_2 \leq \|M^s_{\text{eq}}\|_2 \leq \frac{1}{\sigma^2_{\max}} \|M^s_{\text{eq}} - M_{\text{eq}}\|_2.$$  
Combining these inequalities and using that $\|M^s_{\text{eq}}\|_2 \leq \frac{1}{\sigma^2_{\max}} \|M^s_{\text{eq}} - M_{\text{eq}}\|_2$, we obtain  
$$M^s_{\text{eq}} := \left[ A_{\hat{x}} - I \begin{bmatrix} B_{\hat{x}} \ C_{\hat{x}} \ D \end{bmatrix}^{-1} \begin{bmatrix} -e_x \ y^* \ r^* \end{bmatrix} \right]$$  
for any $y^* \in \mathcal{Y}_{\text{Lin}}(\hat{x})$. In the following, we derive a bound on the difference $M^s_{\text{eq}} - M^s_{\text{eq}}$ which we then use to obtain the desired statement. To this end, it is readily derived that  
$$\|M^s_{\text{eq}} - M^s_{\text{eq}}\|_2 \leq \|M^s_{\text{eq}}\|_2 \leq \|M^s_{\text{eq}} - M_{\text{eq}}\|_2 \leq \frac{1}{\sigma^2_{\max}} \|M^s_{\text{eq}} - M_{\text{eq}}\|_2.$$  
Similarly to (10), it holds that  
$$\|M^s_{\text{eq}} - M_{\text{eq}}\|_2 \leq \frac{1}{\sigma^2_{\max}} \|M_{\text{eq}} - M_{\text{eq}}\|_2.$$  
for some $\tilde{c}_{X} > 0$. Here, we use that $\hat{x} \in X$ by assumption and $\hat{x} = x^s, u^s \in \mathcal{B}$ due to Assumption 5 where $\mathcal{B}$ denotes the projection of $B$ on the state component. To summarize,
combining (71) and (72) and using that $y^{st} = y^{st\dagger}(\hat{x}) = y^r$ by Assumption 7, we have

$$\|x^{st\dagger}(\hat{x}) - x^{st}\|_2 \leq \|\hat{\epsilon}_x\|_2 + \|y^{st\dagger}(\hat{x}) - y^{st}\|_2 \leq \|\hat{\epsilon}_x\|_2 + \|y^{st\dagger}(\hat{x}) - y^{st}\|_2 \leq \frac{\hat{c}_X}{\sigma_s} \max_{\hat{x} \in \mathcal{X}, \hat{y}^{st} \in B_s} \|\hat{x}\|_2.$$

Further, using a similar argument as in Proposition 1 for the vector fields $f_0$, $h_0$, there exists a constant $c_{X0} > 0$ such that

$$\|f_0(k, \hat{x})\|_2 \leq \frac{\hat{c}_X}{\sigma_s} \|\hat{x}\|_2 + c_{X0} \max_{\hat{x} \in \mathcal{X}} \|\hat{x}\|_2.$$

Together with (73), this implies

$$\|x^{st\dagger}(\hat{x}) - x^{st}\|_2 \leq \hat{c}_{eq,1} \|x^{st} - \hat{x}\|_2$$

with

$$\hat{c}_{eq,1} := \left(\frac{\hat{c}_X}{\sigma_s^2} \left\|\frac{-e^{x\dagger}}{y^{st\dagger} - r^{x\dagger}}\right\|_2 + c_{X0} \sigma_s\right) \max_{\hat{x} \in \mathcal{X}, \hat{y}^{st} \in B_s} \|\hat{x}\|_2.$$

Finally, using

$$\|\hat{x} - x^{st\dagger}(\hat{x})\|_2 \leq \|\hat{x} - x^{st}\|_2 + \|x^{st} - x^{st\dagger}(\hat{x})\|_2,$$

we obtain the left inequality in (23) for $c_{eq,1} := \frac{1}{(1+c_{eq,1})} > 0$.

**Proof of** $\|\hat{x} - x^{st}\|_2 \leq \hat{c}_{eq,2} \|\hat{x} - x^{st\dagger}(\hat{x})\|_2$.

Applying Lemma 2 with $(x^s, u^s) = (x^{st}, u^{st})$, $(\hat{x}, \hat{u}) = (x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))$, we obtain

$$\|x^{st} - x^{st\dagger}(\hat{x})\|_2 \leq c_{x1} \left(\|y^{st} - h(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))\|_2 + \|x^{st\dagger}(\hat{x}) - f(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))\|_2\right).$$

Using $y^{st} = h_x(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))$ due to Assumption 7, together with a bound of the form (10) for the vector field $h_1$, the first term is bounded as

$$\|h_1(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x})) - h_{x^{st\dagger}(\hat{x})}(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))\|_2 \leq c_{xh} \|\hat{x} - x^{st\dagger}(\hat{x})\|_2^2$$

for some $c_{xh} > 0$. Moreover, the second term on the right-hand side of (74) is bounded as

$$\|x^{st\dagger}(\hat{x}) - f(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))\|_2 \leq \|f_{x\dagger}(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x})) - f_{x^{st\dagger}}(x^{st\dagger}(\hat{x}), u^{st\dagger}(\hat{x}))\|_2 \leq c_{x}\|\hat{x} - x^{st\dagger}(\hat{x})\|_2^2.$$

Combining the above inequalities, we obtain

$$\|\hat{x} - x^{st}\|_2 \leq \|\hat{x} - x_{st\dagger}(\hat{x})\|_2 + \|x_{st\dagger}(\hat{x}) - x^{st}\|_2 \leq \|\hat{x} - x_{st\dagger}(\hat{x})\|_2 + c_{xh} \|\hat{x} - x^{st\dagger}(\hat{x})\|_2^2,$$

leading to the right inequality in (23) for

$$c_{eq,2} := (1 + c_{xh} + c_x) \max_{\hat{x} \in \mathcal{X}} \|\hat{x} - x^{st\dagger}(\hat{x})\|_2^2.$$