Elastic and diffractive scattering in the LHC era
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We review elastic and diffractive scattering of protons (called also “forward physics”) with emphasis on the LHC data, especially those deviating from the expectations based on extrapolations from earlier measurements at the ISR, Fermilab and thus triggering searches for new ideas, models and theories. We list these new data and provide a brief introduction of available theoretical approaches, mainly those based on analyticity, crossing symmetry and unitarity, particularly the Regge-pole model realizing these concepts. Fits to the data are presented and tensions between theoretical predictions and the data that may indicate the way to further progress are in the focus of our paper.
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I. INTRODUCTION

The Regge-pole theory makes part of the ambitious S-matrix program, developed in the 60-ies By G. Chew, S.C Frautschy et al. (see Ref. [1] and references therein). The scattering matrix (S-matrix) is a linear operator transforming the initial state into the final state: \( \mathcal{S}|i\rangle = |f\rangle \). The initial states final states are defined at the time \(-\infty\) and \(+\infty\), i.e. the S-matrix does not know the detailed time evolution of the system between asymptotically free states.

The linearity of S reflects the superposition principle of quantum mechanics, so it is natural to require relativistic invariance of S. This can be provided by use of Lorenz-invariant combinations of the kinematic variables, used throughout this paper. Apart from Lorenz invariance, the S matrix is assumed to satisfy unitarity, analyticity and crossing symmetry. The above postulates were believed to constraint the S-matrix until the ultimate theory of the strong interaction. According to the analytic S-matrix theory, unitarity constrains the structure of the scattering amplitude (or S-matrix), resulting in their practical realizations, such as the Regge-pole model and its further extension in dual models.

Towards the end of 60-ies and beginning of 70-ies of the past century this extreme point of view was replaced by another extreme, namely that quantum chromodynamics (QCD) is the only way, leaving little room for any alternative, especially for the “old fashion” analytic S-matrix theory. No doubt, jet production or asymptotic freedom is difficult to incorporate in the framework of the analytic S-matrix theory, as is difficult to construct a “soft” scattering amplitude in QCD. By this paper we try to balance between two extremes by preserving the advantages of the Regge-pole model in the “soft” region, inaccessible (at least for the moment) in QCD. We believe that the right way to progress is by complementarity and admission of possible alternatives.

The aim of the present paper is revise the status of the Regge-pole theory in light of recent experimental results, coming mainly from the Large Hadron Collider (LHC), CERN and reduce the available freedom inherit in the model.

To be more specific, these are:

1. The nature of the leading Regge singularity, the pomeron. Is it a pole, simple or multiple, accumulation of poles as predicted by QCD or a more complicated singularity (cut), generated by unitarity? We do not anticipate an ultimate, definite answer, still with the new LHC data in hand, we hope to narrow the corridor of the above options.

Unitarity is an indispensable ingredient of any theory, be it Regge or QCD or dual, however it does resolve our problems. We shall show that the unitarization procedure, whatever its nature is closely related to the input (Born) amplitude (see item 1, above).

2. Regge trajectories, in a sense are building blocks of the theory, they may be considered as dynamical “variables” replacing s, t, u. We stress their fundamental role (linear vs. non-linear?) in the construction of the theory.

3. The LHC data confirm part of the predictions of the Regge-pole model, but at the same time, they provided surprising in deviating from expected extrapolations from lower energies. Any conflict/disagreement between theory and experiment is a good chance to improve it or, at least constrain the available freedom of the S—matrix theory,
and Regge-pole models in particular. We scrutinize the recently observed discrepancies in the behavior of the forward slope \( B(s, t) \), of the ratio \( \rho = \frac{ReA(s,t)}{ImA(s,t)} \).

4. Of special importance is the still awaited detailed fit of the differential cross sections of both \( pp \) and \( \bar{p}p \) scattering in a wide interval of \( s \) and \( t \). A relevant compilation of successful fits or failures (by COMPASS or any other collaboration) is a challenging but badly needed task to be done!

Let us briefly recapitulate the present state of the theory. The construction of the scattering amplitude implies two steps: choice of the input (“Born term”) and subsequent unitarization. The better the input (the closer to the expected unitary output), the better are the chances of a successfully converging solution (i.e. the smaller are the unitarity corrections). The standard procedure is to use a simple Regge-pole amplitude as input with subsequent eikonalization.

The common feature in all papers (see Refs. [2-10]) is the use of a supercritical pomeron, \( \alpha_P(0) > 1 \), as input, motivated by the rise of the cross sections and by perturbative QCD calculations (“Lipatov pomeron”) [11,12]. The next indispensable step is unitarization, usually realized in the eikonal formalism. Unitarization is necessary at least for two reasons: to reconcile the rise of the total cross sections with the Froissart-Martin bound and to generate the diffractive dip-bump structures in the differential cross sections. The latter issue is critical for most of the theoretical constructions since the standard eikonalization procedure results in a sequence of secondary dips and bumps, while experimentally a single dip-bump is observed only, as confirmed by all measurements including those recent, at highest LHC energy. This deficiency is usually resolved e.g. by introducing so-called enhanced diagrams, introducing extra free parameters etc. Still, none of the above-mentioned models was able to reproduce the whole set of \( pp \) and \( \bar{p}p \) data from the ISR to the LHC in the dip-bump region. This is a crucial test for all existing models. These models did not predict the unexpected rapid, as \( ln^2 s \), rise of the forward slope revealed by TOTEM [13] or the drastic decrease of the ratio \( \rho(s) \) reported in Ref. [14]. The latter (a single data point) was fitted a posteriori [15] by an odderon, although in an earlier paper by one of the authors Ref. [9], the model predicted quite a different trend. To summarize, the existing Regge-eikonal models are compatible with the general trend of high-energy diffractive scattering, but many details, such as the dynamics of the dip-bump, the role of the odderon etc. still remain open and controversial. Moreover, as already mentioned, none of the listed papers predicted the new phenomena (rise of \( B(s) \) or fall of \( \rho(s) \)), discovered recently at the LHC by TOTEM [14].

Model-independent fits to forward \((t = 0)\) observables, are produced by the COMPETE Collaboration [16]. The LHC forward data were recently scrutinized in the excellent paper by the Brazilian group [3]. A similar unbiased analysis including also non-forward data with a comparison of the relevant theoretical models is highly desirable.

The energy dependence of the forward slope of the diffraction cone is a basic observable related to the interaction radius. While in Regge-pole models the rise of the total cross sections is regulated by “hardness” of the Regge pole (here, the pomeron), the slope \( B(s) \) in case of a single and simple Regge pole is always logarithmic. As we shall see in Sec. IV deviation (acceleration) may arise from more complicated Regge singularities, the odderon and, definitely from unitarity corrections.

The TOTEM Collaboration announced [13] new results of the measurements on the proton-proton elastic slope at 7 and 8 TeV, \( B(7 \, \text{TeV}) = 19.89 \pm 0.27 \) and \( B(8 \, \text{TeV}) = 19.9 \pm 0.3 \, \text{GeV}^{-2} \), showing that its energy dependence exceeds the value of the logarithmic approximation from lower energies, compatible with a \( \ln s \) behavior [13]. These data offer new information concerning the burning problem of the strong interaction dynamics, namely the onset of (or approach to) the asymptotic regime of the strong interaction. For similar studies see also Refs. [17,21].

A possible alternative to the simple Regge-pole model as input is a double pole (double pomeron pole, or simply dipole pomeron, DP) in the angular momentum \((j)\) plane. It has a number of advantages over the simple pomeron Regge pole. In particular, it produces logarithmically rising cross sections already at the ”Born” level.

II. HIGH-ENERGY ELASTIC \( pp \) AND \( p\bar{p} \) SCATTERING; EXPERIMENTAL SITUATION

In this section we present the most representative results obtained at the LHC at various energies and by different groups.

Total cross section at the LHC was measured at 2.76, 7, 8 and 13 TeV by TOTEM, ALICE, ATLAS, CMS, LHCb [13]. Fig. 1 shows the obtained total, elastic and inelastic cross sections as well as a nice fit by a Brazilian group in Ref. [2]. Note that while the TOTEM data on \( \sigma_{tot} \) follow the conventional [16] \( \ln^2 s \) extrapolation from lower energies, ATLAS’ data fall systematically below it.

Among many LHC discoveries of special interest is the unexpected decrease of the ratio of the real to imaginary part of the forward amplitude at 13 TeV, shown in Fig. 2 and the surprisingly rapid increase of the forward slope, Fig. 3. They will be discussed below, in Sec. IV.
Recall that the slope of the diffraction cone is

\[ B(s, t \to 0) = \frac{d}{dt} \left( \ln \frac{d\sigma}{dt} \right) \bigg|_{t=0}, \]  

(1)

where \( A(s, t) \) is the elastic scattering amplitude. In the case of a single and simple Regge pole, the slope increases logarithmically with \( s \):

\[ B(s, t) = B_0(t) + 2\alpha'(t) \ln(s/s_0). \]  

(2)

The slope of the trajectory is not constant, therefore the forward cone in the nearly forward direction deviating from the exponential, see Refs. [22–24] and earlier references therein. The "forward" slope \( B \) is extracted from the experimental data within finite bins in \( t \) [25], consequently it is function of both \( s \) and \( t \).

The slope of the cone \( B(s, t) \) is not measured directly, it is deduced from the data on the directly measurable differential cross sections within certain bins in \( t \). Therefore, the primary sources are the cross sections or the scattering amplitude fitted to these cross sections. To scrutinize the slope we first prepare the ground by constructing a model amplitude from which the slope can be calculated.

For example, at the SPS Collider the slope was measured at \( \sqrt{s} = 540 \) GeV [26] in two \( t \)-bins with the result

\[ B = 13.3 \pm 1.5 \text{ GeV}^{-2} \quad (0.15 < |t| < 0.26) \text{ GeV}^2, \]

\[ B = 17.2 \pm 1.0 \text{ GeV}^{-2} \quad (0.05 < |t| < 0.18) \text{ GeV}^2. \]

At energies below the Tevatron, including those of SPS and definitely so at the ISR, secondary trajectories contribute significantly. At the LHC and beyond, we are at the fortunate situation where these non-leading contribution may be neglected. Apart from the pomeron, the odderon may be present, although its contribution may be noticeable only away from the forward direction, e.g. at the dip [27]. Recall also that a single Regge pole produces monotonic \( \ln s \) rise of the slope, discarded by the recent LHC data [13].

The resent elastic pp differential cross section measurements are shown in Figs. 1-6.

*FIG. 1: pp and \( p\bar{p} \) elastic, inelastic and total cross sections. Figure from Ref. [13]*
FIG. 2: The rho-parameter in pp and p¯p scattering, from Ref. [14]

FIG. 3: pp and p¯p elastic slope, from Ref. [13]
FIG. 4: Resent LHC measurements on \( pp \) elastic differential cross section. The figure is from Ref. [28]

FIG. 5: Resent TOTEM measurements of \( pp \) low-\(|t|\) elastic differential cross section at 8 TeV (a) and 13 TeV (b), from Refs. [13] [29]
Regge-pole theory is the adequate tool to handle "soft" or "forward" physics. It is a successful example of the analytic $S$ matrix theory, based on analyticity, unitarity and crossing symmetry of the scattering amplitude. It was developed in the 60-ies of the past century, culminating in discovery of duality and dual amplitudes, whereupon, in the 70-ies was overshadowed by local quantum field theories, more specifically by quantum chromodynamics (QCD), see Sec. 8 in [34] and references therein.

The rejection (in the 60-ies) of field-theoretical approaches was replaced by its extreme opposite, namely by complete neglect of the "old fashion" analytic $S$-matrix theory, including Regge poles, with one exception: attempts to derive the pomeron "from first principles", i.e. from perturbative QCD.

A generation of physicists grew up lacking any knowledge of the analytic $S$ matrix theory and Regge-pole models. In this Section we try to fill this gap by introducing the basic notions of this efficient and indispensable tool of high-energy phenomenology.

### A. Kinematics

Throughout this paper we use relativistic-invariant Mandelstam variables. It will be useful to recall the notation to be used throughout the paper.

In a generic production process

$$1 + 2 \rightarrow 3 + 4 + +... + N \tag{3}$$

the number of independent Lorenz-invariant variables reduces to $3N - 10$ due to the conservation of four-momentum, $p_1 + p_2 = p_3 + p_4 + ...p_N$ (four constraints), the mass shall condition $p_i^2 = m_i^2, \; i = 1, 2, ...N,$ ($N$ constraints) and the arbitrariness in fixing a four-dimensional reference frame (six constraints).

In this paper we shall be concerned with two-body exclusive scattering and diffraction dissociation.

The kinematics of two-body reactions

$$1 + 2 \rightarrow 3 + 4$$

is described by two variables chose among three Mandelstam variables, defined as

$$s = (p_1 + p_2)^2 = (p_3 + p_4)^2,$$
\[ t = (p_1 - p_3)^2 = (p_2 - p_4)^2, \]
\[ u = (p_1 - p_4)^2 = (p_2 - p_3)^2, \]

obeying the identity
\[ s + t + u = \sum_{i=1}^{4} m_i^4, \]
by which only two, generally \( s \) and \( t \), are taken independent.

### B. Regge poles and trajectories; factorization

Below we introduce the Regge-pole model with emphases on its practical applications. Its derivation from potential scattering, the Schrödinger equation and relation to quantum mechanics can be found in many textbooks, e.g. [1, 34, 35].

To start with, let us recall that in non-relativistic quantum mechanics bound states appear as poles of the partial wave amplitude \( a_l(k) \) (or the \( S \) matrix) for integer values of the angular momentum \( l \). Regge’s original ideas [36, 37] was to continue \( a_l(k) \) to complex values of \( l \), resulting in an interpolating function \( a(l,k) \), which reduces to \( a_l(k) \) for integer \( l = 0, 1, 2, ..., \). For a Yukawa potential the singularity of \( a(l,k) \) appear to be simple moving poles located at values defined by \( l = \alpha(k) \), a function of energy, called Regge trajectory.

In relativistic \( S \)-matrix theory we do not have a Schrödinger equation, and the existence of Regge poles is conjectured by analogy with quantum mechanics. The use of the complex angular moments results (for details see Refs. [1, 34, 35]) in a representation for the amplitude
\[
A(s, t) = \beta(t) \xi(t) s^{\alpha(t)},
\]
valid in all channels, where \( \beta(t) \) is the residue and
\[
\xi(t) = \frac{1 \pm e^{-i\pi\alpha(t)}}{\sin \pi\alpha(t)}
\]
is the signature factor.

Baryon and meson trajectories are nearly linear functions in a limited range of their variables. This is suggested by the (nearly) exponential shape of forward cone in elastic scattering and by the meson and baryon spectrum. In Fig. 7 a typical Chew-Frautschi plot is shown. Similar nearly linear plots are known for other mesons and baryons, see [1, 34, 35]. Whatever appealing, this simplicity is only an approximation to reality: analyticity and unitarity as well as the finiteness of resonances’ width require (see below) Regge trajectories to be non-linear complex functions [38–40].

Let us reiterate that Regge trajectories are building blocks of the scattering amplitude. In dual models (see below) they appear as the only variables. By crossing symmetry, they connect (smoothly interpolate between) resonance formation (positive \( x = s \) or \( t \)) with scattering (negative \( x \), thus anticipating duality.

A basic prediction in favouring Regge-pole models and confirmed by all previous experiments is the logarithmic shrinkage of the diffraction cone. Surprisingly, this regularity seems to be broken by recent measurements by TOTEM at the LHC, see Secs. II and IV.

Factorization (Fig. 8) of the Regge residue \( \beta(t) \) and the “propagator” \( (s/s_0)^{\alpha(t)-1} \) is a basic property of the theory, see Ref. [34]. As mentioned, at the LHC for the first time, we have the opportunity to test directly Regge-factorization in diffraction, since the scattering amplitude here is dominated by a pomeron exchange, identical in elastic and inelastic diffraction. Simple factorization relations between elastic scattering \( (d^2\sigma/dfdt) \), single diffraction (SD) \( (d^2\sigma_{SD}/dt^2) \) and double (\( d^3\sigma_{DD}/dt^2dM_1^2dM_2^2 \)) DD are known from the literature [34]. By writing the scattering amplitude as a product of vertices, elastic \( f \) and inelastic \( F \), multiplied by the (universal) propagator (pomeron exchange), \( f^2s^\alpha \ f\ F \ s^\alpha \ F^2\ s^\alpha \) for elastic scattering, single (SD) and double (DD) diffraction dissociation, one gets
\[
\frac{d^3\sigma_{DD}}{dtdM_1^2dM_2^2} = \frac{d^2\sigma_{SD1}}{dtdM_1^2} \frac{d^2\sigma_{SD2}}{dtdM_2^2} \frac{d\sigma_{sl}}{dt}. \tag{4}
\]
Assuming exponential residual $e^{Bt}$ for both SD and elastic scattering and integrating over $t$ one gets:

$$\frac{d^3\sigma_{DD}}{dM_1^2 dM_2^2} = \frac{k d^2\sigma_{SD1}}{dM_1^2} \frac{d^2\sigma_{SD2}}{dM_2^2} / \sigma_{el}.$$ (5)

where $k = r^2/(2r - 1)$, $r = B_{SD}/B_{el}$.

For $pp$ interactions at the ISR, $r = 2/3$ and hence $k = 4/3$. Taking the value $r = 2/3$, consistent with the experimental results at Fermilab and ISR, one obtains $\sigma_{DD} = \frac{4\sigma_{SD}}{3\sigma_{el}}$. Notice that for $r = 1/2$, $k \to \infty$. Thus $k$ is very sensitive to the ratio $r$, which shows that direct measurements of the slopes at the LHC are important. Interestingly, relation (5) can be used in different ways, e.g. to cross check any among the four inputs.

To summarize this discussion, we emphasize the important role of the ratio between the inelastic and elastic slope, which at the LHC is close to its critical value $B_{SD}/B_{el} = 0.5$, which means a very sensitive correlation between these.
two quantities. The right balance may require a correlated study of the two by keeping the ratio above 0.5. This constrain may guide future experiments on elastic and inelastic diffraction.

A simple Regge pole is not unique, a dipole being an exclusive alternative. The unique properties of the dipole pomeron (DP) will be discussed and used below, in Sec. [IV]

C. Pomeron and odderon

Regge trajectories (reggeons), introduced in the 60-ies of the past century corresponded to a family of mesons or baryons sitting on the real part of the trajectories – the co-called Chew-Frautschi plot, to which their parameters (intercept and slope) are adjusted. There are two exceptions, namely the pomeron and odderon. The pomeron was introduced by I.Ya. Pomeranchuk [32] as a fictive trajectory with postulated unit intercept to provide for non-decreasing asymptotic total cross-sections. In those days, the common belief was that asymptotically the cross sections tend to a constant limit. This has changed after the rise of cross sections was discovered at the ISR. The new, fictitious trajectory accommodates the asymptotically constant or rising cross section provided its intercept is respectively one or bigger, \( \alpha_p(0) \geq 1 \). The so-called supercritical pomeron, typically with \( \alpha_p(0) \approx 1.1 \) violates the Froissart bound (and unitarity) at very high energies, beyond any credible extrapolation. Nevertheless, formally and for aesthetic reasons, the input amplitude should be subjected to unitarization. The simple pole input has an interesting alternative, a dipole, to be introduced and used in Sec. [IV]. Here we only mention, that the dipole pomeron (DP) produces rising cross sections at unit intercept, moreover it has the property of reproducing itself in \( s \)-channel unitarization [43], i.e. the unitarization procedure converges better than in the case of a simple pole.

Unlike the case of ordinary (called also secondary or sub-leading) reggeons the pomeron trajectory was not connected to any observable particle. This changed in the 70-ies with the advent of the quark model and QCD. Now the pomeron trajectory has its own Chew-Frautschi plot with glueballs, bound states of gluons, eventually mixed with quarks, forming "hybrids" this making difficult their experimental identification.

The existence of the pomeron makes plausible the existence of its odd-\( C \) counterpart - the odderon. While the pomeron is made of an even number of gluons, the odderon is a bound state of odd number of gluons. The pomeron is "seen" as the imaginary part of the forward amplitude (total cross section), the identification of the odderon is not so unique. Most likely it plays on important role in filling the diffraction minimum in \( \bar{p}p \) scattering, see Sec. [IV].

What is the pomeron (more generally, a reggeon)? It is a virtual particle with continuously varying spin and virtuality, lying on the relevant trajectory. At certain fixed values of virtuality (squared transferred momentum \( t \)) they correspond to real mesons or baryons. More on glueball production identification see in Sec. [VI].

D. Duality

The notion of duality has many facets values. Here we deal with resonance-Regge duality (Fig. [9], discovered [32] by saturating the so-called finite energy sum rules. Their analysis showed that, contrary to expectations, the proper sum or resonances produces smooth Regge behavior and vice versa, their sum producing double counting. As a next step, an explicit dual amplitude was constructed [33]. It is an Euler \( B \) function

\[
A(s,t) = \int_0^1 dx x^{-\alpha(s)-1}(1-x)^{\alpha(t)-1} = B\left(-\alpha(s),-\alpha(t)\right) = \frac{\Gamma\left(-\alpha(s)\right)\Gamma\left(-\alpha(t)\right)}{\Gamma\left(-\alpha(s)-\alpha(t)\right)}. \tag{6}
\]

The Veneziano amplitude has several remarkable properties: it is crossing symmetric by construction, can be expanded in a pole series (resonance poles) in the \( s \) and \( t \) channel, and at large \( s \), by the Stirling formula it is Regge-behaved, thus explicitly showing resonance-Regge duality.

At the same time, the model is not free from difficulties, limitations: it is valid for real and linear trajectories only, that means that finite widths of resonances cannot be incorporated (so-called narrow-resonance approximation) and unitarity is violated. After may attempts a solution was find in dual amplitudes with Mandelstam analyticity (DAMA) [44], replacing Eq. (6) with:

\[
A(s,t) = \int_0^1 dx \left(\frac{x}{g}\right)^{-\alpha(s,x)-1}(1-x)\left(\frac{1}{g}\right)^{\alpha(t,1-x)-1}, \tag{7}
\]

where \( g \) is a parameter, \( g > 1 \). The functions \( \alpha(s,x) \) and \( \alpha(t,1-x) \), in [7] called homotopies [44] are physical trajectories on and of integration, \( \alpha(s,0) = \alpha(s) \), \( \alpha(t,0) = \alpha(t) \) and are linear functions on the other one, \( \alpha(s,1) = \]
$\alpha_0(s) = a + bs, \quad \alpha(t, 1) = \alpha_0(t), \quad b \geq 0$, i.e. the homotopies map the physical trajectories onto linear ones (in the Veneziano model [6] the homotopy $\alpha(s, x)$ is an identity mapping, $\alpha(s) = \alpha_0(s)$).

DAMA [7] results in a number of dramatic changes with respect to [6]. It not only allows for non-linear complex trajectories, but rather requires their use, providing for analytic properties of the amplitude required by unitarity. It producing finite-width resonances and incorporate fixed-angle scaling behavior typical of the the quark model.

Its low-energy pole decomposition has the form [44]

$$g^{n+1} \sum l + 1^n [s \alpha(s)]^l \frac{C_{n-l}(t)}{[n - \alpha(s)]^{l+1}},$$

where $C(t)$ is a polynomial, see Ref. [44]. The pole decomposition of the dual model [8] reproduces the Breit-Wigner
resonance formula (see Appendix in Ref. [45]. Moreover, contrary to the conventional Breit-Wigner model, it comprises a tower of direct-channel resonances, rather than a single Breit-Wigner one. In Sec. V full use of this property will be made to predict direct-channel, missing-mass resonances produced in diffraction dissociation (DD).

Resonance-Regge duality is applicable also in relating resonances in the missing mass of DD to the high-mass smooth asymptotics, as shown in Fig. 10.

Finally, we mention parton-hadron, or Bloom-Gilman duality, relating resonance production in deep-inelastic scattering to the smooth scaling behavior of the structure functions, may be a clue to the confinement problem!

E. Unitarity, geometry and the black disc limit

The unitarity condition is simple in the impact parameters representation of the scattering amplitude:

$$h(s,b) = \frac{1}{4s} \int \frac{d^2\vec{k}}{(2\pi)^2} e^{i\vec{k}\vec{b}} A(s,t) = \frac{1}{8\pi s} \int dkk J_0(b\sqrt{-t}) A(s,t)$$  \hspace{1cm} (9)

with the inverse transformation

$$A(s,t) = 16\pi^2 s \int \frac{d^2\vec{b}}{(2\pi)^2} e^{-i\vec{k}\vec{b}} h(s,b) = 8\pi s \int dbb J_0(b\sqrt{-t}) h(s,b)$$  \hspace{1cm} (10)

where $A(s,t)$ is the elastic amplitude, $J_0(z)$ is the Bessel function; $\vec{k}$ a two-dimensional vector and $t \approx -k^2$ and $b$ is the impact parameter.

Unitarity in the impact parameter representation is a simple algebraic equation (11) (no integration in $t$)

$$Im h(s,b) = |h(s,b)|^2 + G_{inel}(s,b),$$  \hspace{1cm} (11)

where $G_{inel}(s,b) > 0$ takes into account inelastic intermediate states from the original unitarity condition for $A(s,t)$. Therefore

$$Im h(s,b) > 0.$$  \hspace{1cm} (12)

and from unitarity

$$|h(s,b)| \leq 1$$  \hspace{1cm} (13)

follows.

Unitarity has two solutions. One is the eikonal one, commonly known and used, by which

$$h(s,b) = (e^{2i\chi(s,b)} - 1)/i,$$  \hspace{1cm} (14)

where the input ”Born term” (here the eikonal) is usually of Regge-pole form. There is a less familiar alternative to the eikonal, developed mainly in Protvino [19–21], and called ”u-matrix”. In this approach, the unitarized amplitude is obtained from the input ”Born” term by the following rational transformation:

$$h(s,b) = \frac{u(s,b)}{1 - iu(s,b)},$$  \hspace{1cm} (15)

where $u(s,b)$ is the ”Born term”, similar to the eikonal $\chi(s,b)$, usually (but not necessarily) chosen to be of Regge-pole form.

For the observables the following expressions hold:

$$\sigma_t(s) = \frac{1}{s} Im A(s,0) = 8\pi \int dbb Im h(s,b)$$  \hspace{1cm} (16)
$$\sigma_{el}(s) = \frac{1}{16\pi s^2} \int_{-\infty}^{0} dt |A(s,t)|^2 = 8\pi \int_{0}^{\infty} dbb|h(s,b)|^2$$

$$\sigma_{inel}(s) = 8\pi \int_{0}^{\infty} dbb(Imh(s,b) - |h(s,b)|^2).$$

These two (eikonal and u matrix) approaches differ dramatically concerning the "black disc limit", absolute in the eikonal model, but merely transitory for the u matrix. A large number of paper appeared dramatizing the "dangerous" vicinity of the black disc limit $Imh(s,b) = 1/2$, reached or even crossed at the LHC. The transformation of the experimental data, including the differential cross sections measured at the LHC can be always questioned because of the real part of the amplitude (or the phase) is not measured directly\(^1\).

Contrary to the eikonal, in the u matrix approach the black disc is not an absolute limit. Having reached $Imh(s,0) = 1/2$, the nucleon will tend more transparent, see Ref. [46]. This phenomenon was discussed in a number of papers by S.M. Troshin and N.E. Tyurin, see Ref. [19–21] and references therein.

Another recent development, triggered by the LHC data, is the possible "hollowness" in nucleon’s profile function \(^1\), i.e. the decrease (gap, "hollow") of the profile function at its center, i.e. $b = 0$) with subsequent increase towards the periphery.

### IV. ANALYSIS OF THE ELASTIC DATA

Regge-pole models were successful in quite a number of studies of high-energy hadron scattering. A partial list of recent papers on elastic proton proton and proton-antiproton scattering includes Refs. [2–10, 48, 49]. In these papers good fits are presented for a limited number of observables, ignoring others. The most critical and still open issue is the non-trivial dynamics and a detailed fit to both pp and $\bar{p}p$ scattering in the dip-bump region where high-precision data exist in a wide range of energies. Furthermore, recent measurements at the LHC by the TOTEM collaboration, namely the acceleration of $B(s)$ from $ln s$ to $ln^2 s$ \(^1\) and the unexpected low value of the ration $p(s)$ at 13 TeV \(^1\) show that dynamics in the LHC energy region deviates from the what was expected from the standard Regge-pomeron models.

The scattering amplitude is \[^2\]:

$$A(s,t)_{pp} = A_P(s,t) + A_f(s,t) \pm [A_\omega(s,t) + A_O(s,t)].$$

Secondary reggeons are parametrized in a standard way \[^2\], with linear Regge trajectories and exponential residua. The $f$ and $\omega$ reggeons are the principal non-leading contributions to pp or $\bar{p}p$ scattering:

$$A_f(s,t) = a_f e^{-i\pi\alpha_f(t)/2} e^{bt/s_0} \alpha_f(t),$$

$$A_\omega(s,t) = i a_\omega e^{-i\pi\alpha_\omega(t)/2} e^{bt/s_0} \alpha_\omega(t),$$

with $\alpha_f(t) = 0.703 + 0.84t$ and $\alpha_\omega(t) = 0.435 + 0.93t$.

\(^1\) Lacking direct data on $ReA(s,t)$ away from $t = 0$, one relies on dispersion relations or model amplitudes.
A. Forward scattering; the ratio \( \rho(s,0) \), forward slope \( B(s,0) \)

Unlike most of the studies, where the pomeron is a simple pole, we use a dipole in the \( j \)-plane

\[
A_P(s,t) = \frac{d}{d\alpha_P} \left[ e^{-i\alpha_P t/2} G(\alpha_P) \left( s/s_{0P} \right)^{\alpha_P} \right] = \left[ G'(\alpha_P) + \left( L - i\pi/2 \right) G(\alpha_P) \right].
\]

(22)

Since the first term in squared brackets determines the shape of the cone, one fixes

\[
G'(\alpha_P) = -a_P e^{b_P [\alpha_P - 1]},
\]

(23)

where \( G(\alpha_P) \) is recovered by integration. Consequently the pomeron amplitude Eq. (22) may be rewritten in the following "geometrical" form (for details see Ref. [52] and references therein):

\[
A_P(s,t) = i \frac{a_P s}{b_P s_{0P}} \left[ r_1^2(s)e^{r_1^2(s)[\alpha_P - 1]} - \varepsilon_P r_2^2(s)e^{r_2^2(s)[\alpha_P - 1]} \right],
\]

(24)

where \( r_1^2(s) = b_P + L - i\pi/2, \) \( r_2^2(s) = L - i\pi/2, \) \( L \equiv \ln(s/s_{0P}), \) \( \varepsilon_P = 1 - b_P\lambda, \) \( \lambda = G(t=0)/G'(t=0), \) and the pomeron trajectory:

\[
\alpha_P \equiv \alpha_P(t) = 1 + \delta_P + \alpha_{1P}t - \alpha_{2P}(\sqrt{4m_{\pi}^2 - t} - 2m_{\pi}).
\]

(25)

The two-pion threshold in the trajectory accounts for the non-exponential behavior of the diffraction cone at low \( |t| \), see Refs. [22,24].

The odderon is assumed to be similar to the pomeron apart from its \( C \)-parity (signature) and different values of adjustable parameters (labeled by subscript "O"):

\[
A_O(s,t) = \frac{a_O}{b_O s_{0O}} \left[ r_{1O}^2(s)e^{r_{1O}^2(s)[\alpha_O - 1]} - \varepsilon_{1O} r_{2O}^2(s)e^{r_{2O}^2(s)[\alpha_O - 1]} \right],
\]

(26)

where \( r_{1O}^2(s) = b_O + L - i\pi/2, \) \( r_{2O}^2(s) = L - i\pi/2, L \equiv \ln(s/s_{0O}) \) and the trajectory

\[
\alpha_O \equiv \alpha_O(t) = 1 + \delta_O + \alpha_{1O}t - \alpha_{2O}(\sqrt{4m_{\pi}^2 - t} - 2m_{\pi}).
\]

(27)

In earlier versions of the DP, to avoid conflict with the Froissart bound, the intercept of the pomeron was fixed at \( \alpha(0) = 1 \). However later it was realized that the logarithmic rise of the total cross sections provided by the DP may not be sufficient to meet the data, therefore a supercritical intercept was allowed for. From the fits to the data the value \( \delta_P = \alpha(0) - 1 = 0.04 \), half of Landshoff’s value [53] follows. This is understandable: the DP promotes half of the rising dynamics, thus moderating the departure from unitarity at the "Born" level (smaller unitarity corrections). Unitarization of the Regge-pole input is indispensable in any case, and in the next section we proceed along these lines.

We use the norm where

\[
\frac{d\sigma}{dt}(s,t) = \frac{\pi}{s^2} |A(s,t)|^2 \quad \text{and} \quad \sigma_{tot}(s) = \frac{4\pi}{s} \text{Im} A(s,t) \bigg|_{t=0}.
\]

(28)

The free parameters of the model were simultaneously fitted to the data on elastic \( pp \) and \( p\bar{p} \) differential cross section in the region of the first cone, \( |t| < 1 \) GeV\(^2\) as well onto the data on total cross section and the ratio

\[
\rho(s) = \frac{Re A(s,t=0)}{Im A(s,t=0)}
\]

(29)

in the energy range between 5 GeV and 57000 GeV. Our fitting strategy is to keep control of those parameters that govern the behavior of the forward slope, neglecting details that are irrelevant to the forward slope, such is the diffraction minimum (here related to absorption corrections through the parameter \( \epsilon \) in Eq. (24)).

Figs. 11-17 and the parameters in Table I are from Ref. [54] (published before the recent TOTEM 13 TeV measure-
TABLE I: Fitted parameters to \( pp \) and \( p\bar{p} \) data on elastic differential cross section, total cross section and the parameter \( \rho \).

| Parameter | Value                      |
|-----------|----------------------------|
| \( a_P \) | \( 301 \pm 0.78 \)         |
| \( b_P \) [GeV\(^{-2}\)] | \( 9.91 \pm 0.049 \)        |
| \( \delta_P \) | \( 0.0458 \pm 0.00011 \)    |
| \( \alpha_{1P} \) [GeV\(^{-2}\)] | \( 0.394 \pm 0.002 \)        |
| \( \alpha_{2P} \) [GeV\(^{-1}\)] | \( 0.0148 \pm 0.00073 \)     |
| \( \varepsilon_P \) | \( 0 \)                     |
| \( s_0P \) [GeV\(^2\)] | \( 100 \)                   |

Elastic cross section \( \sigma_{el} \) is calculated by integration

\[
\sigma_{el}(s) = \int_{t_{min}}^{t_{max}} \frac{d\sigma}{dt}(s,t)dt,
\]

whereupon

\[
\sigma_{in}(s) = \sigma_{tot}(s) - \sigma_{el}(s).
\]

Formally, \( t_{min} = -s/2 \) and \( t_{max} = t_{threshold} \), however since the integral is saturated basically by the first cone, we set \( t_{max} = 0 \) and \( t_{min} = -1 \) GeV\(^2\). The results are shown in Fig. 11.

The calculated ratios of \( \sigma_{el}/\sigma_{tot}, \sigma_{in}/\sigma_{tot} \) and \( \sigma_{el}/\sigma_{in} \) are shown in Figs. 13 and 14.

FIG. 11: Fits to \( pp \) and \( p\bar{p} \) (a) total cross section data using Eqs. (19-25) without the odderon; calculated elastic and inelastic cross sections, Eqs. (30-31) are also shown.
FIG. 12: Fits to $pp$ and $\bar{p}p$ data on the ratio $\rho$ using Eqs. (19-25) without the odderon.

FIG. 13: $\sigma_{el}/\sigma_{tot}$ and $\sigma_{in}/\sigma_{tot}$ ratios calculated from Eqs. (19-25), without the odderon.
With the model and its fitted parameters in hand, we now proceed to study the slope $B(s,t)$.

The calculated elastic slope $B(s,0)$ and the ratio $B(s,0)/\sigma_{\text{tot}}(s)$ are shown in Figs. 15 and 16. To see better the effect of the odderon, the deviation of $B(s)$ from its "canonical", logarithmic form, we show in Fig. 17 its "normalized" shape, $B(s)/\ln(s)$. A similar approach was useful in studies Refs. [22, 23, 61] of the fine structure (in $t$) of the diffraction cone.

The main conclusion from this section is that the dipole pomeron at the "Born" level, fitting data on elastic, inelastic and total cross section, does not reproduce the irregular behavior of the forward slope observed at the LHC. Remarkably, the inclusion of the odderon produces a $\ln^2(s)$ behavior of the elastic slope $B(s,0)$ beyond the LHC energy region, Fig. 15, although this fit needs further checks since the parameters of the odderon are sensitive to the data away from $t = 0$, particularly to those in the dip-bump region $t \approx -1$ GeV$^2$.

Recent TOTEM data [14], Fig. 12, showing a dramatic decrease of the the ratio $\rho$ at 13 TeV offer new opportunities to test the existing models. Preliminary comments on the possible connection between the odderon and TOTEM’s new data [14] already appeared in the literature [6, 8, 15]. The above ad hoc fits however cannot resolve the problem that requires a global analysis of all observables in a wide kinematic region.

Irrespective of the role played by the odderon in the behavior of the slope $B(s)$ and the ratio $\rho(s)$, unitarity corrections are indispensable and they are discussed in the next section.
FIG. 15: $pp$ and $\bar{p}p$ elastic slope $B(s,0)$ calculated from Eqs. (19)-(25) (without the odderon).

FIG. 16: $B(s,t = 0)/\sigma_{tot}$ ratio calculated from Eqs. (19)-(25) (without the odderon).
B. The (exponential?) diffraction cone; structures: the break, dip and bump

The diffraction cone of high-energy elastic hadron scattering deviates from a purely exponential dependence on $t$ with two structures clearly visible in proton-proton scattering: the so-called "break" (in fact, a smooth curve with a concave curvature) near $t = -0.1 \text{ GeV}^2$, whose position is nearly independent of energy and the prominent "dip" – diffraction minimum, moving slowly (logarithmically) with $s$ towards smaller values of $|t|$. Physics of these two phenomena are quite different. As illustrated in Fig. 18 the ’’break’’ appears due to the ’’pion cloud’’, which controls the “static size” of nucleon. This effect, first observed in 1972 at the ISR, was interpreted [22–24, 63, 64] as the manifestation of $t$-channel unitarity, generating a two-pion loop in the cross channel, Fig. 19, and was referred to by Bronzan [65] as the “fine structure” of the pomeron. The dip (diffraction minimum), on the other hand, is generally accepted as a consequence of $s$-channel unitarity or absorption corrections to the scattering amplitude.

C. Low-$|t|$ ”break” and proton shape

The deviation from the linear exponential behavior was confirmed by recent measurements by the TOTEM Collaboration at the CERN LHC, first at 8 TeV (with significance greater then $7\sigma$) [66] and subsequently at 13 TeV [14]. At the ISR the ”break” was illustrated by plotting the local slope $B(t)$ for several $t$-bins at fixed values of $s$.

At the LHC, the effect is of the same order of magnitude and is located near the same value of $t$. Different from the ISR [67], TOTEM quantifies the deviation from the exponential by normalizing the measured cross section to a linear exponential form, (see Eq. (34) below). For the sake of completeness we will exhibit this “break effect” both in the normalized form and for $B(t)$.

The new LHC data from TOTEM at 8 TeV confirm the conclusions [63, 64, 68] about the nature of the break and call for a more detailed analysis and better understanding of this phenomenon. The new data triggered intense theoretical work in this direction [22, 24, 69], but many issues still remain open. While the departure from a linear exponential was studied in details both at the ISR and LHC energies, an interpolation between the two is desirable to clarify the uniqueness of the phenomenon. This is a challenge for the theory, and it can be done within Regge-pole models. Below we do so by adopting a simple Regge-pole model, with two leading pomeron and odderon and two secondary reggeons, $f$ and $\omega$ exchanges.
Having identified [63, 64, 68] the observed "break" with a two-pion exchange effect, we investigate further two aspects of the phenomenon, namely: 1) to what extent is the "break" observed recently at the LHC a "recurrence" of that seen at the ISR (universality)? 2) what is the relative weight of the Regge residue (vertex) compared to the trajectory (propagator) in producing the "break"? We answer these questions by means of a detailed fit to the elastic proton-proton scattering data in the relevant kinematic range $0 < -t < 0.3$ GeV$^2$ ranging between the ISR energies, and those available at the LHC.

As shown by Barut and Zwanziger [38], $t$-channel unitarity constrains the Regge trajectories near the threshold, $t \to t_0$ by

$$\text{Im}\alpha(t) \sim (t - t_0)\Re\alpha(t_0) + 1/2,$$

where $t_0$ is the lightest threshold, $4m_\pi^2$ in the case of the vacuum quantum numbers (pomeron or $f$ meson). Since the asymptotic behavior of the trajectories is constrained by dual models with Mandelstam analyticity by square-root (modulus $\ln t$): $|\alpha(t)\sqrt{\ln t}|_{t \to \infty} \leq \text{const}$ (see Ref. [68] and references therein), for practical reasons it is convenient to approximate, for the region of $t$ in question, the trajectory as a sum of square roots. Higher thresholds, indispensable in the trajectory, may be approximated by their power expansion, i.e., by a linear term, matching the threshold behavior with the asymptotic.

At the ISR, the proton-proton differential cross section was measured at $\sqrt{s} = 23.5, 30.7, 44.7, 52.8$ and 62.5 GeV [70]. In all the above energies the differential cross section changes its slope near $-t = 0.1$ GeV$^2$. By using a simple Regge-pole model we have mapped the "break" fitted at the ISR onto the LHC TOTEM 8 and 13 TeV data. The simple Regge-pole model is constructed by two leading (pomeron and odderon) and two secondary, $f$ and $\omega$ contributions.

Detailed results of fits and the parameters are presented in Ref [24]. To demonstrate the important features more clearly, we show the results of the mapping in higher resolution in Fig. 20 and Fig. 21. In Fig. 20 we exhibit the
shape of local slopes, defined by

\[ B(s,t) = \frac{d}{dt} \ln(\frac{d\sigma}{dt}) . \]  \hspace{1cm} (33)

To demonstrate better the quality of our fit and to anticipate comparison with the LHC data, we present in Fig. 21 also the ISR data in normalized form as used by TOTEM \[14]\:

\[ R = \frac{\frac{d\sigma}{dt}}{\frac{d\sigma}{dt}_{\text{ref}}} - 1, \]  \hspace{1cm} (34)

where \( \frac{d\sigma}{dt}_{\text{ref}} = Ae^{Bt} \), with \( A \) and \( B \) are constants determined from a fit to the experimental data.

Both Fig. 20 and Fig. 21 re-confirm the earlier finding that the “break” can be attributed the presence of two-pion branch cuts in the Regge parametrization.

---

**Fig. 20**: Local slopes.

**Fig. 21**: \( R(t) \) ratios.

Figures 22 and 23 show the fitted \( \bar{p}p \) and \( pp \) differential cross sections and predictions for three different center of mass energies using the model Eqs. (19-26) (see more detail and parameters in Ref. \[27\]). The yellow area exhibits the statistical uncertainty on the calculations, described earlier.
FIG. 22: (a) $\bar{p}p$ differential cross sections calculated from the model, Eqs. (19-26), and fitted to the data, and fitted to the data in the range $-t = 0.1 - 8 \text{ GeV}^2$. (b) $pp$ differential cross sections calculated from model and fitted to the data.

FIG. 23: Predictions for the $pp$ differential cross section calculated from the model for three different LHC energies.

V. SINGLE AND DOUBLE DIFFRACTION DISSOCIATION

Measurements of single (SD), double (DD) and central (CD) diffraction dissociation is among the priorities of the LHC research program.

In the past, intensive studies of high-energy diffraction dissociation were performed at the Fermilab, on fixed
deuteron target, and at the ISR, see Ref. [41] for an overview and relevant references. Fig. 25 shows representative curves of low-mass SD as measured at the Fermilab. One can see the rich resonance structure there, typical for low missing masses, often ignored by extrapolating whole region by a simple $1/M^2$ dependence. When extrapolating (in energy), one should however bear in mind that, in the ISR region, secondary reggeon contributions are still important (their relative contribution depends on momenta transfer considered), amounting to nearly 50\% in the forward direction. At the LHC, however, their contribution in the nearly forward direction is negligible, i.e. less than the relevant error bars in the measured total cross section [27].

In most of the papers on the subject SD is calculated from the triple Regge limit of an inclusive reaction, as shown in Fig. 24.

In that limit, the double diffraction cross section can be written as [11]

$$\frac{d^2\sigma}{dtdM^2_{zz}} = \frac{G^{PP,P(t)}}{16\pi^2s_0^2} \left(\frac{s}{s_0}\right)^{2\alpha_P(t)-2} \left(\frac{M^2}{s_0}\right)^{\alpha_P(0)-\alpha_P(t)}.$$

This approach has two shortcomings. The first one is that it ignores the small-$M^2$ resonance region. The second one is connected with the fact that, whatever the pomeron, the (partial) SD cross section overshoots the total one, thus obviously conflicting with unitarity, see e.g. Sec. 10.8 in Ref. [1] for a clear exposition of this paradox.

Various ways of resolving this deficiency are known from the literature, including the vanishing (decoupling) of the triple pomeron coupling (see the same reference), but none of them can be considered completely satisfactory. Any decoupling of the triple pomeron vertex looks unnatural, however, finite values are arbitrary, thus unsatisfactory.

To remedy the rapid increase of the "partial" cross section of diffraction dissociation K. Goulianos "renormalizes" the above cross section [71] by multiplying it by a step function moderating its rise and thus resolving the conflict.

![FIG. 24: From SD to the triple Regge limit.](image)

We instead follow the idea put forward in paper Ref. [72, 73] and developed further according to which the reggeon (here, the pomeron) is similar to the photon and that the reggeon-nucleon interaction is similar to deep-inelastic photon-nucleon scattering (DIS), with the replacement $-Q^2 = q^2 \rightarrow t$ and $s = W^2 \rightarrow M^2_{zz}$. There is an obvious difference between the two: while the $C$ parity of the photon is negative, it is positive for the pomeron. We believe that while the dynamics is essentially invariant under the change of $C$, the difference between the two being accounted for by the proper choice of the parameters. Furthermore, while Jaroszewicz and Landshoff [72] (see also Ref. [73]), in their pomeron-nucleon DIS structure function (SF) (or $PP$ total cross section) use the Regge asymptotic limit, we include also the low missing mass, resonance behavior. As is known, gauge invariance requires the DIS SF to vanish as $Q^2$ (here, $t$) $\rightarrow 0$. This property is inherent of the SF, see Refs. [72, 73], and it has important consequences for the behavior of the resulting cross sections at low $t$, not shared by models based on the triple Regge limit, see Refs. [1, 41].

It is evident that Regge factorization is essential in both approaches (triple Regge and the present one). It is feasible when Regge singularities are isolated poles. While the pre-LHC data require the inclusion of secondary Reggeons, at the LHC we are in the fortunate situation of a single pomeron exchange (pomeron dominance) in the $t$ channel in single and double diffraction (not necessarily so in central diffraction, to be treated elsewhere). Secondary Regge pole exchanges will appear however, in our dual-Regge treatment of $PP$ scattering (see below), not to be confused with the $t$ channel of $pp$. This new situation makes diffraction at the LHC unique in the sense that for the first time Regge-factorization is directly applicable. We make full use of it.

As shown in Figs. 25 there is a rich resonance structure in the small $M^2$ region. In most of the papers on the subject, this resonance structure is ignored and replaced by a smooth function $\sim M^{-2}$. Moreover, this simple power-like behavior is extended to the largest available missing masses. By duality, the averaged contribution from resonances sums up to produce high missing mass Regge behavior $(M^2)^{-n}$, where $n$ is related to the intercept of the exchanged trajectory and may be close (but not necessarily equal) to the above-mentioned empirical value $\sim 1$. Of course, this number depends on the type trajectory exchanged; this interesting point deserves further study.
A. Duality and low missing-mass resonances

With the advent of the LHC, diffraction, elastic and inelastic scattering entered a new area, where it can be seen uncontaminated by non-diffraction events. In terms of the Regge-pole theory this means, that the scattering amplitude is completely determined by a pomeron exchange, and in a simple-pole approximation, Regge factorization holds and it is of practical use! Remind that the pomeron is not necessarily a simple pole: perturbative QCD suggests that the pomeron is made of an infinite number of poles (useless in practice), and the unitarity condition requires corrections to the simple pole, whose calculation is far from unique. Instead a simple pomeron pole approximation [74] is efficient in describing a variety of diffraction phenomena.

The elastic scattering amplitude in the simple model of Donnachie and Landshoff [74] is

\[ A(s,t) = \xi(t)^2 \beta(t)^2 \frac{1}{s/s_0} \alpha_P(t) - 1 + A_R(s,t), \]

where \( \xi(t) \) is the signature factor, and \( \alpha_P(t) \) is the (linear) pomeron trajectory. The signature factor can be written as \( \xi(t) = e^{-i\pi\alpha_P(t)/2} \), however it is irrelevant here, since below we shall use only cross sections (scaled modules of the amplitude), where it reduces to unity. The residue is chosen to be a simple exponential, \( \beta(t) = e^{b_P t} \). "Minus one" in the propagator term \( \frac{1}{s/s_0} \alpha_P(t) - 1 \) of (35) correspond for normalization \( \sigma_T(s) = \text{Im}A(s,t = 0) \). The scale parameter \( s_0 \) is not fixed by the Regge-pole theory: it can be fitted do the data or fixed to a "plausible" value of a hadronic mass, or to the inverse "string tension" (inverse of the pomeron slope), \( s_0 = 1/\alpha'_P \). The second term in Eq. (35), corresponding to sub-leading Reggeons, has the same functional form as the first one (that of the pomeron), just the values of the parameters differ. We ignore this term.

Fig. 8 shows the simplest configurations of Regge-pole diagrams for elastic, single- and double diffraction dissociation, as well as central diffraction dissociation (CD). In this Section we consider only SD and DD. CD will be treated in the next Section.

Having accepted the factorized form of the scattering amplitude, Sec. [111] the main object of our study is now the inelastic proton-pomeron vertex or transition amplitude. As argued in Ref. [72] [73], it can be treated as the proton structure function (SF), probed by the pomeron, and proportional to the pomeron-proton total cross section, \( \sigma_T^{pP}(M^2, t) \), with the norm \( \sigma_T^{pP}(M^2, t) = \text{Im}A(M^2, t) \), in analogy with the proton SF probed by a photon (in ep
the relevant cross section is a "Breit-Wigner" sum Eq. (36), in which the direct-channel trajectory is that of a slowly rising pomeron term producing  \( \sim \) explicit model of the nonlinear trajectory. In short: the high-mass behavior of the pomeron-proton channel resonances and going as \( s = W^2 \) in DIS, here is \( M_x^2 \) and \( t \) here replaces \( q^2 = -Q^2 \) of DIS. Notice that gauge invariance requires that the SF vanishes towards \( Q^2 \to 0 \) (here, \( t \)), resulting in the dramatic vanishing of the SD and DD differential cross section towards \( t = 0 \). How fast does the SF (and relevant cross sections) recover from \( t = 0 \) a priori is not known.

\[
\nu W_2(M_x^2, t) = F_2(x, t) = \frac{4(-t)(1-x)^2}{\alpha(M_x^2-m_p^2)(1+4m_p^2x^2/(-t))^{3/2}} Im A(M_x^2, t),
\]

where \( \alpha \) is the fine structure constant, \( \nu = \frac{M^2-m_p^2-t}{2m_p} \), and \( x = \frac{-t}{2m_p} \) is the Bjorken variable.

The only difference is that the pomeron’s (positive) \( C \) parity is opposite to that of the photon. This difference is evident in the values of the parameters but is unlikely to affect the functional form of the SF itself, for which we choose its high-\( M_x^2 \) (low Bjorken \( x \)) behavior. Notice that the total energy in this subprocess, the analogy of \( s = W^2 \) in DIS, here is \( M_x^2 \) and \( t \) here replaces \( q^2 = -Q^2 \) of DIS. Notice that gauge invariance requires that the SF vanishes towards \( Q^2 \to 0 \) (here, \( t \)), resulting in the dramatic vanishing of the SD and DD differential cross section towards \( t = 0 \). How fast does the SF (and relevant cross sections) recover from \( t = 0 \) a priori is not known.

![FIG. 26: Virtual photon + proton \( \rightarrow M_x^2 \) transition.](image)

Furthermore, according to the ideas of two-component duality, the cross sections of any process, including that of \( pP \to X \), is a sum of a non-diffraction component, in which resonances sum up in high-energy (here: mass \( M^2 \) plays the role of energy \( s \)) Regge exchanges, and the smooth background (below the resonances), dual to the pomeron exchange. The dual properties of diffraction dissociation can be quantified also by finite mass sum rules, see Ref. [41]. In short: the high-mass behavior of the \( pP \to X \) cross section is a sum of a decreasing term going like \( \sim \frac{1}{M} \), \( m \approx 2 \) and a "pomeron exchange" increasing slowly with mass. All this has little effect on the low-mass behavior at the LHC, however normalization implies calculation of cross sections integrated over all physical values of \( M^2 \), i.e. until \( M^2 < 0.05s \).

The background in the reactions (SD, DD) under consideration there are two sources of the background. One is related to the \( t \) channel exchange in Fig. 25(b) and it can be accounted for by rescaling the parameter \( s_0 \) in the denominator of the pomeron propagator. In any case, at high energies, those of the LHC, this background is included automatically in the pomeron. The second component of the background comes from the subprocesses \( pP \to X \). Its high-mass behavior is not known experimentally and it can be only conjecture on the bases of the known energy dependence of the typical meson-baryon processes appended by the ideas of duality. The conclusion is that the \( pP \) total cross section at high energies (here: missing masses \( M \)) has two components: a decreasing one, dual to direct-channel resonances and going as \( \sigma_{tot}^{pP} \sim \sum_{R} R'(s')^{\alpha_r(0)-1} = \sum_{R} (M^2)^{\alpha_R(0)-1} \), where \( R \) are non-leading Reggeons, and a slowly rising pomeron term producing \( \sim M^{2.08} \).

### B. Resonances in the \( Pp \) system; the \( N^* \) trajectory

The \( Pp \) total cross section at low missing masses is dominated by nucleon resonances. In the dual-Regge approach the relevant cross section is a "Breit-Wigner" sum Eq. (36), in which the direct-channel trajectory is that of \( N^* \). An explicit model of the nonlinear \( N^* \) trajectory was elaborated in paper Ref. [75].

\[
\sigma_{tot}^{pP}(M_x^2, t) = Im A(M_x^2, t) = Im \left( \sum_{n=0,1,...} \frac{af(t)^{2(n+1)}}{2n + 0.5 - \alpha_{N^*}(M_x^2)} \right). \tag{36}
\]

The pomeron-proton channel, \( Pp \to M_x^2 \) couples to the proton trajectory, with the \( I(J^P) \) resonances:
1/2(5/2^+), F_{15}, m = 1680 MeV, Γ = 130 MeV; 1/2(9/2^+), H_{19}, m = 2200 MeV, Γ = 400 MeV; and 1/2(13/2^+), K_{1,13}, m = 2700 MeV, Γ = 350 MeV. The status of the first two is firmly established, while the third one, N^*(2700), is less certain, with its width varying between 350 ± 50 and 900 ± 150 MeV. Still, with the stable proton included, we have a fairly rich trajectory, α(M^2).

Despite the seemingly linear form of the trajectory, it is not that: the trajectory must contain an imaginary part corresponding to the finite widths of the resonances on it. The non-trivial problem of combining the nearly linear and real function with its imaginary part was solved in Ref. [75] by means of dispersion relations.

We use the explicit form of the trajectory derived in Ref. [75], ensuring correct behavior of both its real and imaginary parts. The imaginary part of the trajectory can be written in the following way:

$$
\text{Im} \alpha(s) = s^\delta \sum_n c_n \left( \frac{s - s_n}{s} \right)^{\lambda_n} \cdot \theta(s - s_n),
$$

(37)

where \( \lambda_n = Re \alpha(s_n) \). Eq. (37) has the correct threshold behavior, while analyticity requires that \( \delta < 1 \). The boundedness of \( \alpha(s) \) for \( s \to \infty \) follows from the condition that the amplitude, in the Regge form, should have no essential singularity at infinity in the cut plane.

C. Compilation of the basic formulae

This subsection contains a compilation of the main formulae used in the calculations and fits to the data. The elastic cross section is:

$$
\frac{d\sigma_{el}}{dt} = A_{el} F_p^2(t) \left( \frac{s}{s_0} \right)^{2(\alpha(t) - 1)}.
$$

(38)

The single diffraction (SD) dissociation cross section is:

$$
2 \cdot \frac{d^2\sigma_{SD}}{dt dM_x^2} = F_p^2(t) F_{inel}^2(t, M_x^2) \left( \frac{s}{M_x^2} \right)^{2(\alpha(t) - 1)}.
$$

(39)

Double diffraction (DD) dissociation cross section:

$$
\frac{d^3\sigma_{DD}}{dt dM_1^2 dM_2^2} = N_{DD} F_{inel}^2(t, M_1^2) F_{inel}^2(t, M_2^2) \left( \frac{s s_0}{M_1^2 M_2^2} \right)^{2(\alpha(t) - 1)}.
$$

(40)

with the norm \( N_{DD} = \frac{1}{A_{el}} \), and inelastic vertex:

$$
F_{inel}^2(t, M_x^2) = A_{res} \frac{1}{M_x^2} \sigma_T^p(M_x^2, t) + C_{bg} \sigma_{Bg},
$$

(41)

where the pomeron-proton total cross section is the sum of \( N^* \) resonances and the Roper resonance:

$$
\sigma_T^p(M_x^2, t) = R \left[ f_{res}(t) \right]^2 \cdot M_{Roper} \left( \frac{\Gamma_{Roper}}{2} \right) \left( M_x^2 - M_{Roper}^2 \right)^2 + \left( \frac{\Gamma_{Roper}}{2} \right)^2 + \left( \text{Im} \alpha(M_x^2) \right)^2
$$

(42)

\( A_{res} \), \( C_{bg} \), and \( R \) being adjustable parameters. A reasonable approximation for the background, corresponding to non-resonance contributions is:

$$
\sigma_{Bg} = \frac{f_{bg}(t)}{2M_x^2 - (m_p + m_\pi)^2}.
$$

(43)
The pomeron trajectory is \[27\]:
\[ \alpha(t) = 1.075 + 0.34t, \]
and the \( t \)–dependent elastic and inelastic form factors are:
\[ F_p(t) = e^{b_{el}t}, \quad f_{res}(t) = e^{b_{res}t}, \quad f_{bg}(t) = e^{b_{bg}t}. \]
The slope of the cone is defined as:
\[ B = \frac{d}{dt} \ln \frac{d\sigma}{dt}, \quad (44) \]
where \( \frac{d\sigma}{dt} \) stands for \( \frac{d\sigma_{SD}}{dt} \), \( \frac{d\sigma_{SD}}{dt} \), or \( \frac{d\sigma_{DD}}{dt} \), defined by Eq. (38), (39) and (40), respectively.
The local slope \( B_M \) at fixed \( M^2_x \) is defined in the same way:
\[ B_M = \frac{d}{dt} \ln \frac{d^2\sigma}{dtdM^2_x}, \quad (45) \]
The integrated cross sections are calculated as:
\[ \frac{d\sigma_{SD}}{dt} = \int_{M^2_1}^{M^2_2} \frac{d^2\sigma_{SD}}{dtdM^2_x} dM^2_x \quad (46) \]
for the case of SD and:
\[ \frac{d\sigma_{DD}}{dt} = \int \int_{f(M^2_{x_1}, M^2_{x_2})} \frac{d^3\sigma_{DD}}{dtdM^2_{x_1} dM^2_{x_2}} dM^2_{x_1} dM^2_{x_2} \quad (47) \]
for the case of DD.
The integrated cross sections are:
\[ \sigma_{SD} = \int_0^1 dt \int_{M^2_{x_0}}^{0.05s} dM^2_x \frac{d^2\sigma_{SD}}{dtdM^2_x}, \quad (48) \]
\[ \sigma_{DD} = \int_0^1 dt \int_{\Delta \eta > 3} dM^2_{x_1} dM^2_{x_2} \frac{d^3\sigma_{DD}}{dtdM^2_{x_1} dM^2_{x_2}}, \quad (49) \]
where integration in \( M^2_1 \) and \( M^2_2 \) comprises the range \( \Delta \eta > 3, \ \Delta \eta = \ln \left( \frac{a_{so}}{M^2_1M^2_2} \right) \), and
\[ \frac{d^2\sigma_{DD}}{dM^2_{x_1} dM^2_{x_2}} = \int_0^1 \frac{d^3\sigma_{DD}}{dtdM^2_{x_1} dM^2_{x_2}} dt. \quad (50) \]

D. Summary of the results on SD and DD and (temporary) conclusions

Single diffraction dissociation (SD) is an important pillar in our fitting procedure.
At low \( t \) (below 0.5 GeV\(^2\)), the \( t \)-dependence of SD cross section are well described by an exponential fit, however beyond this region the cross sections start flattening due to transition effects towards hard physics.

Low-energy data \( \sqrt{s} < 100 \text{ GeV} \) require the inclusion of non-leading Reggeons, so they are outside our single pomeron exchange in the \( t \) channel.

Double diffraction dissociation (DD) cross sections follow, up to some fine-tuning of the parameters, from our fits to SD and factorization relation.

Below is a brief summary on SD a DD at the LHC:

- At the LHC, in the diffraction cone region (\( t < 1 \text{ GeV}^2 \)) proton-proton scattering is dominated (over 95%) by
pomeron exchange (quantified in Ref. [27]). This enables full use of factorized Regge-pole models. Contributions from non-leading (secondary) trajectories can (and should be) included in the extension of the model to low energies, e.g. below those of the SPS.

- Unlike to the most of the approaches which use the triple Regge limit for construction of inclusive diffraction, approaches based on the assumed similarity between the pomeron-proton and virtual photon-proton (Fig. 26) scattering. The proton structure function (SF) probed by the pomeron is the central object of our studies. This SF, similar to the DIS SF, is exhibits direct-channel (i.e. missing mass, $M$) resonances transformed in resonances in single- double- and central diffraction dissociation. The high-$M$ behavior of the SF (or pomeron-proton cross section) is Regge-behaved and contains two components: one decreasing roughly like $M^{-m}$, $m \approx 2$ due to the exchange of a secondary reggeon (not to be confused with the pomeron exchange in the $t$ channel!). The latter dominates the large-$M$ part of the cross sections. On the other hand, the large-$M$ region is the border of diffraction, $\xi > 0.05$ ($\xi = M^2/s$).

- The present approach is inclusive, ignoring e.g. the angular distribution of the produced particles from decaying resonances. All resonances, except Roper, lie on the $N^*$ trajectory. Any complete study of the final states should included also spin degrees of freedom, ignored in the present model.

- For simplicity, here we use linear Regge trajectories and exponential residue functions, thus limiting the applicability of our model to low and intermediate values of $|t|$. Its extension to larger $|t|$ is straightforward and promising. It may reveal new phenomena, such as the the possible dip-bump structure is SD and DD as well as the transition to hard scattering at large momenta transfers, although it should be remembered that diffraction (coherence) is limited (independently) both in $t$ and $\xi$.

- Last but not least: Fig. 27 summarizes the rich potential of present approach to diffraction dissociation. The model reproduces and predicts both the resonance (here, in the missing masses) and smooth asymptotic behavior of the differential cross sections. Integrated cross section, in any variable can be calculated from the formulae presented in VC.
VI. CENTRAL EXCLUSIVE DIFFRACTION (CED)

Central production in proton-proton collisions has been studied in the energy range from the ISR at CERN up to the presently highest LHC energies [76]. Ongoing data analysis include data taken by the COMPASS collaboration at the SPS [77], the CDF collaboration at the TEVATRON [78], the STAR collaboration at RHIC [79], and the ALICE, ATLAS, CMS and LHCb collaborations at the LHC [80–83]. The analysis of events recorded by the large and complex detector systems requires the simulation of such events to study the experimental acceptance and efficiency. Much larger data samples are expected in the next few years both at RHIC and at the LHC allowing the study of differential distributions with much improved statistics. The purpose of the ongoing work presented here is the formulation of a Regge pole model for simulating such differential distributions.

The study of central production in hadron-hadron collisions is interesting for a variety of reasons. Such events are characterized by a hadronic system formed at mid-rapidity, and by the two very forward scattered protons, or remnants thereof. The rapidity gap between the mid-rapidity system and the forward scattered proton is a distinctive feature of such events. Central production events can hence be tagged by measuring the forward scattered protons and/or by identifying the existence of rapidity gaps. Central production is dominated at high energies by pomeron-pomeron exchange. The hadronization of this gluon-dominated environment is expected to produce with increased probability gluon-rich states, glueballs and hybrids. Of particular interest are states of exotic nature, such as tetra-quark (qq̅ + q̅q̅) configurations, or gluonic hybrids (q̅q̅ + gluon).

The production of central events can take place with the protons remaining in the ground state, or with diffractive excitation of one or both of the outgoing protons.

The topologies of central production are shown in Fig. 28. This figure shows central production with the two protons in the ground state on the left, and with one and both protons getting diffractively excited in the middle and on the right, respectively. These reactions take place by the exchange of Regge trajectories \( \alpha(t_1) \) and \( \alpha(t_2) \) in the central region where a system of mass \( M_x \) is produced. The total energy \( s \) of the reaction is shared by the subenergies \( s_1 \) and \( s_2 \) associated to the trajectories \( \alpha(t_1) \) and \( \alpha(t_2) \), respectively. The LHC energies of \( \sqrt{s} = 8 \) and 13 TeV are large enough to provide pomeron dominance. Reggeon exchanges can hence be neglected which was not the case at the energies of previous accelerators.

The main interest in the study presented here is the central part of the diagrams shown in Fig. 28, i.e. pomeron-pomeron \((PP)\) scattering producing mesonic states of mass \( M_x \). We isolate the pomeron-pomeron-meson vertex and calculate the \( PP \) total cross section as a function of the centrally produced system of mass \( M_x \). The emphasis here is the behavior in the low mass resonance region where perturbative QCD approaches are not applicable. Instead, similar to [85], we use the pole decomposition of a dual amplitude with relevant direct-channel trajectories \( \alpha(M^2) \) for fixed values of pomeron virtualities, \( t_1 = t_2 = const \). Due to Regge factorization, the calculated pomeron-pomeron cross section is part of the measurable proton-proton cross section [86].

A. Dual resonance model of pomeron-pomeron scattering

Most of the existing studies on diffraction dissociation, single, double and central, are done within the framework of the triple reggeon approach. This formalism is useful beyond the resonance region, but is not valid for the low mass region which is dominated by resonances. A formalism to account for production of resonances was formulated in Ref. [85]. This formalism is based on the idea of duality with a limited number of resonances represented by nonlinear Regge trajectories.
FIG. 29: Connection, through unitarity (generalized optical theorem) and Veneziano-duality, between the pomeron-pomeron cross section and the sum of direct-channel resonances: by the optical theorem (unitarity) the squared modules of a production amplitude summed over all intermediate states is the imaginary part of the forward elastic amplitude, that, by Veneziano-duality can be written equally as an infinite sum of direct-channel resonances or Regge exchanges.

The motivation of this approach consists of using dual amplitudes with Mandelstam analyticity (DAMA), and is shown in Fig. 29. For \( s \to \infty \) and fixed \( t \) it is Regge-behaved. Contrary to the Veneziano model, DAMA not only allows for, but rather requires the use of nonlinear complex trajectories which provide the resonance widths via the imaginary part of the trajectory. A finite number of resonances is produced for limited real part of the trajectory.

For our study of central production, the direct-channel pole decomposition of the dual amplitude \( A(M_X^2, t) \) is relevant. This amplitude receives contributions from different trajectories \( \alpha_i(M_X^2) \), with \( \alpha_i(M_X^2) \) a nonlinear, complex Regge trajectory in the pomeron-pomeron system,

\[
A(M_X^2, t) = a \sum_{i=f,P} \sum_J \frac{[f_i(t)]^{J+2}}{J - \alpha_i(M_X^2)}.
\]  

The pole decomposition of the dual amplitude \( A(M_X^2, t) \) is shown in Eq. 51, with \( t \) the squared momentum transfer in the \( PP \to PP \) reaction. The index \( i \) sums over the trajectories which contribute to the amplitude. Within each trajectory, the second sum extends over the bound states of spin \( J \). The prefactor \( a \) in Eq. 51 is of numerical value \( a = 1 \text{ GeV}^{-2} = 0.389 \text{ mb} \).

The imaginary part of the amplitude \( A(M_X^2, t) \) given in Eq. 51 is defined by

\[
\text{Im} A(M_X^2, t) = a \sum_{i=f,P} \sum_J \frac{[f_i(t)]^{J+2} \text{Im} \alpha_i(M_X^2)}{(J - \text{Re} \alpha_i(M_X^2))^2 + (\text{Im} \alpha_i(M_X^2))^2}.
\]  

For the \( PP \) total cross section we use the norm

\[
\sigma_t^{PP}(M_X^2) = \text{Im} A(M_X^2, t = 0).
\]  

The pomeron-pomeron channel, \( PP \to M_X^2 \), couples to the pomeron and \( f \) channels due to quantum number conservation. For calculating the \( PP \) cross section, we therefore take into account the trajectories associated to the \( f_0(980) \) and to the \( f_2(1270) \) resonance, and the pomeron trajectory.

B. Non-linear, complex meson Regge trajectories

Analytic models of Regge trajectories relate the imaginary part of the trajectory with their nearly linear real part by means of dispersion relations, as suggested in Ref. 40,

\[
\text{Re} \alpha(s) = \alpha(0) + \frac{s}{\pi} PV \int_0^\infty ds' \frac{\text{Im} \alpha(s')}{s' (s' - s)}.
\]  

In Eq. 54 the dispersion relation connecting the real and imaginary part is shown. The imaginary part of the trajectory is related to the decay width by

\[
\Gamma(M_R) = \frac{\text{Im} \alpha(M_R^2)}{\alpha' M_R}.
\]  


Apart from the pomeron trajectory, the direct-channel $f$ trajectory is essential in the PP system. Guided by conservation of quantum numbers, we include two $f$ trajectories, labeled $f_1$ and $f_2$, with mesons lying on these trajectories as specified in Table II.

| $I^G J^{PC}$ | Traj. | $M$ (GeV) | $M^2$ (GeV$^2$) | $\Gamma$ (GeV) |
|-------------|-------|-----------|----------------|-------------|
| $f_0$ (500) | $0^+$ 0+$+\pi$ | $f_0 \approx 0.476 \pm 0.125$ | $\approx 0.23$ | $0.550 \pm 0.155$ |
| $f_0$ (980) | $0^+$ 0+$+\pi$ | $f_1 \approx 0.990 \pm 0.020$ | $0.890 \pm 0.040$ | $0.070 \pm 0.030$ |
| $f_1$ (1420) | $0^+$ 1+$+\pi$ | $f_1 \approx 1.426 \pm 0.001$ | $2.035 \pm 0.003$ | $0.055 \pm 0.003$ |
| $f_2$ (1810) | $0^+$ 2+$+\pi$ | $f_1 \approx 1.815 \pm 0.012$ | $3.294 \pm 0.044$ | $0.197 \pm 0.022$ |
| $f_1$ (2300) | $0^+$ 4+$+\pi$ | $f_1 \approx 2.320 \pm 0.060$ | $5.382 \pm 0.278$ | $0.250 \pm 0.080$ |
| $f_2$ (2750) | $0^+$ 4+$+\pi$ | $f_2 \approx 1.755 \pm 0.001$ | $1.625 \pm 0.003$ | $0.185 \pm 0.003$ |
| $f_1$ (2050) | $0^+$ 4+$+\pi$ | $f_2 \approx 2.018 \pm 0.011$ | $4.072 \pm 0.044$ | $0.237 \pm 0.018$ |
| $f_2$ (2510) | $0^+$ 6+$+\pi$ | $f_2 \approx 2.469 \pm 0.029$ | $6.096 \pm 0.143$ | $0.283 \pm 0.040$ |

TABLE II: Parameters of resonances belonging to the $f_1$ and $f_2$ trajectories.

The experimental data on central exclusive pion-pair production measured at the energies of the ISR, RHIC, TEVATRON and the LHC collider all show a broad continuum for pair masses $m_{\pi^+\pi^-} < 1$ GeV/$c^2$. The population of this mass region is attributed to the $f_0$ (500). This resonance $f_0$ (500) is of prime importance for the understanding of the attractive part of the nucleon-nucleon interaction, as well as for the mechanism of spontaneous breaking of chiral symmetry. Therefore, in spite of the above uncertainties, we have included it in the above table and in our analyses.

The real and imaginary part of the $f_1$ and $f_2$ trajectories can be derived from the parameters of the $f$-resonances listed in Table II and has explicitly been derived in Ref. [80].

While ordinary meson trajectories may be fitted both in the resonance or scattering region, corresponding to positive or negative values of the argument, the parameters of the pomeron trajectory can only be determined in the scattering region $M^2 < 0$. A fit to high-energy $pp$ and $\bar{p}p$ of the nonlinear pomeron trajectory is discussed in Ref. [39] and has explicitly been derived in Ref. [80].

The above values of the parameters are those advocated by Donnachie and Landshoff (DL) [74] for the pomeron trajectory, based on efficient fits with to various data. The only difference between our Eq. (56) and DL’s pomeron trajectory is that we allow for a small imaginary part to produce resonances in the direct channel. Its weight is determined empirically.

For consistency with the mesonic trajectories, the linear term in Eq. (56) may be replaced by a heavy threshold mimicking linear behavior in the mass region of interest ($M < 5$ GeV),

$$\alpha_p(M^2) = 1 + \varepsilon + \alpha' M^2 - c \sqrt{s_0 - M^2}, \quad (56)$$

with $\varepsilon = 0.08$, $\alpha' = 0.25$ GeV$^{-2}$, the two-pion threshold $s_0 = 4m_{\pi}^2$, and $c \approx \alpha'/10 \approx 0.025$ GeV$^{-1}$.

The above values of the parameters are those advocated by Donnachie and Landshoff (DL) [74] for the pomeron trajectory, based on efficient fits with to various data. The only difference between our Eq. (56) and DL’s pomeron trajectory is that we allow for a small imaginary part to produce resonances in the direct channel. Its weight is determined empirically.

For consistency with the mesonic trajectories, the linear term in Eq. (56) may be replaced by a heavy threshold mimicking linear behavior in the mass region of interest ($M < 5$ GeV),

$$\alpha_p(M^2) = \alpha_0 + \alpha_1 (2m_{\pi} - \sqrt{4m_{\pi}^2 - M^2}) + \alpha_2 (\sqrt{M_H^2 - M^2} - \sqrt{M_H^2 - M^2}), \quad (57)$$

with $M_H$ an effective heavy threshold $M = 4.5$ GeV. This value may be determined only empirically. The coefficients $\alpha_0, \alpha_1, \alpha_2$ were chosen in Ref. [80] such that the pomeron trajectory of Eq. (57) has a low energy behaviour as defined by Eq. (56).

Later on [87] it was realized that the above trajectories result in (non-physical) decreasing-widths (narrowing) glueball resonances. A remedy of this problem was found in Ref. [87] by modifying the above pomeron trajectory as follows:

$$\alpha_p(M^2) = \frac{1 + \varepsilon + \alpha' M^2}{c \sqrt{s_0 - M^2}}, \quad (58)$$

producing glueballs with increasing widths. The values of parameters $\varepsilon, \alpha'$ and $c$ can be determined from fits, but they are close to the values of parameters of Eq. (56) i.e. $\varepsilon, \alpha'$ and $c$. 
C. Pomeron-pomeron total cross section

The pomeron-pomeron cross section is calculated from the imaginary part of the amplitude by use of the optical theorem

\[ \sigma_{PP}^{PP}(M^2) = Im A(M^2, t = 0) = a \sum_{i=f,p} \sum_{J} \frac{[f_i(0)]^{J+2} Im \alpha_i(M^2)}{(J - Re \alpha_i(M^2))^2 + (Im \alpha_i(M^2))^2}. \]  

In Eq. (59), the index \( i \) sums over the trajectories which contribute to the cross section, in our case the \( f_1, f_2 \) and the pomeron trajectory discussed above. Within each trajectory, the summation extends over the bound states of spin \( J \) as expressed by the second summation sign. The value \( f_i(0) = f_i(t) \big|_{t=0} \) is not known a priori. The analysis of relative strengths of the states of trajectory \( i \) will, however, allow to extract a numerical value for \( f_i(0) \) from the experimental data.

The pomeron-pomeron total cross section is calculated by summing over the contributions discussed above, and is shown in Fig. 30 by the solid black line. The prominent structures seen in the total cross section are labeled by the resonances generating the peaks. The model presented here does not specify the relative strength of the different contributions shown in Fig. 30. A Partial Wave Analysis of experimental data on central production events will be able to extract the quantum numbers of these resonances, and will hence allow to associate each resonance to its trajectory. The relative strengths of the contributing trajectories need to be taken from the experimental data.

![Graph showing contributions to PP total cross section](image)

**FIG. 30**: Contributions of the \( f_0(500) \) resonance, the \( f_1, f_2 \) and the pomeron trajectory, Eq. (58) as well as the background to PP total cross section.

VII. DIFFRACTIVE DEEP-INELASTIC SCATTERING; HOW MANY POMERONS (SOFT AND HARD?)

According to perturbative QCD calculations, the pomeron corresponds to the exchange of an infinite gluon ladder, producing an infinite set of moving Regge poles, the so-called BFKL pomeron [11, 12], whose highest intercept \( \alpha(0) \) is near 1.3 ± 1.4. Phenomenologically, “soft” (low virtuality \( Q^2 \)) and “hard” (high virtuality \( Q^2 \)) diffractive (i.e. small
squared momentum transfer $t$) processes with pomeron exchange are described by the exchange of two different objects in the $t$ channel, a “soft” and a “hard” pomeron (or their QCD gluon images), (see, for instance, Refs. [34, 35]). This implies the existence of two (or even more) scattering amplitudes, differing by the values of the parameters of the pomeron trajectory, their intercept $\alpha(0)$ and slope $\alpha'(t = 0)$, typically $(1.08 \div 1.09)$ and $(0.25)$, respectively, for the “soft” pomeron, and $(1.3 \div 1.4)$, and $(0.1$ or even less) for the “hard” one, each attached to vertices of the relevant reaction or kinematical region. A simple “unification” is to make theses parameters $Q^2$-dependent. This breaks Regge factorization, by which Regge trajectories should not depend on $Q^2$, see Fig. 31.

![Diagrams of DVCS (a) and VMP (b); (c) DVCS (VMP) amplitude in a Regge-factorized form.](image)

In the present approach, initiated in Refs. [88, 89], we postulate that

1. Regge factorization holds, i.e. the dependence on the virtuality of the external particle (virtual photon) enters only the relevant vertex, not the propagator;

2. there is only one pomeron in Nature and it is the same in all reactions. It may be complicated, e.g. having many, at least two, components.

The first postulate was applied, for example, in Refs. [89, 90] to study the deeply virtual Compton scattering (DVCS) and the vector meson production (VMP). In Fig. 31 where diagrams (a) and (b) represent the DVCS and the VMP, respectively, the $Q^2$ dependence enters only the upper vertex of the diagram (c). The particular form of this dependence and its interplay with $t$ is not unique.

In Refs. [89, 90] the interplay between $t$ and $Q^2$ was realized by the introduction of a new variable, $z = t - Q^2$, where $Q^2$ is the familiar variable $Q^2 = Q^2 + M^2$, $M$ being the vector meson mass. The model (called also “scaling model”) is simple and fits the data on DVCS (in this case $M = 0$) and VMP, although the physical meaning of this new variable is not clear.

In a series of subsequent papers (see Refs. [88, 90, 92, 93]), $Q^2$ was incorporated in a “geometrical” way reflecting the observed trend in the decrease of the forward slope as a function of $Q^2$. This geometrical approach, combined with the Regge-pole model was named “Reggeometry”. A Reggeometric amplitude dominated by a single pomeron shows [88] reasonable agreement with the HERA data on VMP and DVCS, when fitted separately to each reaction, i.e. with a large number of parameters adjusted to each particular reaction.

As a further step, to reproduce the observed trend of hardening\(^2\), as $Q^2$ increases, and following Refs. [74, 96], a two-term amplitude, characterized by a two-component - “soft” + “hard” - pomeron, was suggested [88]. We stress that the pomeron is unique, but we construct it as a sum of two terms. Then, the amplitude is defined as

$$A(Q^2, s, t) = A_s(Q^2, s, t) + A_h(Q^2, s, t)$$

$(s = W^2$ is the square of the c.m.s. energy), such that the relative weight of the two terms changes with $Q^2$ in a right way, i.e. such that the ratio $r = A_h/A_s$ increases as the reaction becomes “harder” and v.v. It is interesting to note that this trend is not guaranteed “automatically”\(^2\): both the “scaling” model [90] or the Reggeometric one [88] show the opposite tendency, that may not be merely an accident and whose reason should be better understood.

This “wrong” trend can and should be corrected, and in fact it was corrected [74, 96] by means of additional $Q^2$-dependent factors $H_i(Q^2)$, $i = s, h$ modifying the $Q^2$ dependence of the amplitude, in a such way as to provide increasing of the weight of the hard component with increasing $Q^2$. To avoid conflict with unitarity, the rise with $Q^2$

\(^2\) In what follows we use the variable $\tilde{Q}^2$ as a measure of “hardness”.
of the hard component is finite (or moderate), and it terminates at some saturation scale, whose value is determined phenomenologically. In other words, the “hard” component, invisible at small $\tilde{Q}^2$, gradually takes over as $\tilde{Q}^2$ increases.

An explicit example of these functions will be given below. More can be found in Ref. [97].

Hadron-hadron elastic scattering is different from exclusive VMP and DVCS not only because the photon is different from a hadron (although they are related by vector meson dominance), but even more so by the transition between space- and time-like regions: while the virtual photon’s “mass square” $q^2$ is negative, that of the hadron is positive and that makes this attempt interesting!

### A. Reggeometric pomeron

We start by reminding the properties and some representative results of the single-term Reggeometric model [88].

The invariant scattering amplitude is defined as

$$A(Q^2, s, t) = \tilde{H} e^{-\frac{i\alpha(t)}{2}} \left( \frac{s}{s_0} \right)^{\alpha(t)} e^{2 \left( \frac{a}{Q^2} + \frac{b}{2m_N^2} \right) t},$$

where

$$\alpha(t) = \alpha_0 + \alpha' t$$

is the linear pomeron trajectory, $s_0$ is a scale for the square of the total energy $s$, $a$ and $b$ are two parameters to be determined with the fitting procedure and $m_N$ is the nucleon mass. The coefficient $\tilde{H}$ is a function providing the right behavior of elastic cross sections in $\tilde{Q}^2$:

$$\tilde{H} \equiv \tilde{H}(\tilde{Q}^2) = \frac{\tilde{A}_0}{\left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_0^2} \right)^{n_s}},$$

where $\tilde{A}_0$ is a normalization factor, $\tilde{Q}_0^2$ is a scale for the virtuality and $n_s$ is a real positive number.

In this model we use an effective pomeron, which can be “soft” or “hard”, depending on the reaction and/or kinematical region defining its “hardness”. In other words, the values of the parameters $\alpha_0$ and $\alpha'$ must be fitted to each set of the data. Apart from $\alpha_0$ and $\alpha'$, the model contains five more sets of free parameters, different for each reaction. The exponent in the exponential factor in Eq. (61) reflects the geometrical nature of the model: $a/\tilde{Q}^2$ and $b/2m_N^2$ correspond to the “sizes” of upper and lower vertices in Fig. 31c.

By using the Eq. (63) wth the norm

$$\frac{d\sigma_{el}}{dt} = \frac{\pi}{s^2} |A(Q^2, s, t)|^2,$$

the differential and integrated elastic cross sections become,

$$\frac{d\sigma_{el}}{dt} = \frac{A_0^2}{s^2} \left( \frac{s}{s_0} \right)^{2(\alpha(t)-1)} e^{4 \left( \frac{a}{Q^2} + \frac{b}{2m_N^2} \right) t},$$

and

$$\sigma_{el} = \frac{A_0^2}{\left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_0^2} \right)^{2n_s} \left( \frac{s}{s_0} \right)^{2(\alpha_0-1)}} e^{4 \left( \frac{a}{\tilde{Q}^2} + \frac{b}{2m_N^2} \right) + 2\alpha' \ln \left( \frac{s}{s_0} \right)},$$

Wordplay (pun): Regge+geometry=Reggeometry.
where

\[ A_0 = -\sqrt{\pi} \frac{A_0}{s_0}. \]

Eqs. (65) and (66) (for simplicity we set \( s_0 = 1 \text{ GeV}^2 \)) were fitted \(^{97}\) to the HERA data obtained by ZEUS and H1 Collaborations on exclusive diffractive VMP.

A shortcoming of the single-term Reggeometric pomeron model, Eq. (61), is that the fitted parameters in this model acquire particular values for each reaction.

**B. Two-component Reggeometric pomeron**

In this section we try to approach a complicated and controversial subject, namely the existence of two (or more) different pomerons: one ”soft” responsible for on-mass-shell hadronic reactions, and the other one(s) applicable to off-mass-shell deep inelastic scattering. There are similarities between the two (Regge behavior) and differences. The main difference is that the Regge pole model, being part of the analytic \( S \) matrix theory, strictly speaking, is applicable to asymptotically free states on the mass shall only. Another difference is that the ”hard” (or ”Lipatov”) pomeron is assumed to follow from the local quantum field theory (QCD) with confined quarks and gluons. We do not know how can these two extremes be reconciled. Below we try to combine these two approaches by using a specific model, a ”handle” combining three independent variables: \( s, t \) and \( Q^2 \).

We introduce a universal, ”soft” and ”hard”, pomeron model. Using the Reggeometric ansatz of Eq. (61), we write the universal, unique amplitude as a sum of two parts, corresponding to the ”soft” and ”hard” components of pomeron:

\[
A(Q^2, s, t) = \tilde{H}_s e^{-i \tilde{Z} \alpha_s(t)} \left( \frac{s}{s_{0s}} \right)^{\alpha_s(t)} e^{2 \left( \frac{\alpha_s}{Q^2} + \frac{b_s}{2m_N^2} \right) t} + \tilde{H}_h e^{-i \tilde{Z} \alpha_h(t)} \left( \frac{s}{s_{0h}} \right)^{\alpha_h(t)} e^{2 \left( \frac{\alpha_h}{Q^2} + \frac{b_h}{2m_N^2} \right) t}. \tag{67}
\]

Here \( s_{0s} \) and \( s_{0h} \) are squared energy scales, and \( a_i \) and \( b_i \), with \( i = s, h \), are parameters to be determined with the fitting procedure. The two coefficients \( \tilde{H}_s \) and \( \tilde{H}_h \) are functions similar to those defined in Ref. [74]:

\[
\tilde{H}_s \equiv \tilde{H}_s(Q^2) = \frac{\tilde{A}_s}{\left( 1 + \frac{Q^2}{Q_{s}^2} \right)^n_s}, \quad \tilde{H}_h \equiv \tilde{H}_h(Q^2) = \frac{\tilde{A}_h(Q^2)}{\left( 1 + \frac{Q^2}{Q_{h}^2} \right)^{n_h+1}}, \tag{68}
\]

where \( \tilde{A}_s \) and \( \tilde{A}_h \) are normalization factors, \( Q_{s}^2 \) and \( Q_{h}^2 \) are scales for the virtuality, \( n_s \) and \( n_h \) are real positive numbers. Each component of Eq. (67) has its own, ”soft” or ”hard”, Regge (here pomeron) trajectory:

\[
\alpha_s(t) = \alpha_{0s} + \alpha_s t, \quad \alpha_h(t) = \alpha_{0h} + \alpha_h t.
\]

As an input we use the parameters suggested by Donnachie and Landshoff [98], so that

\[
\alpha_s(t) = 1.08 + 0.25 t, \quad \alpha_h(t) = 1.40 + 0.1 t.
\]

The “pomeron” amplitude (67) is unique, valid for all diffractive reactions, its “softness” or “hardness” depending on the relative \( Q^2 \)-dependent weight of the two components, governed by the relevant factors \( \tilde{H}_s(Q^2) \) and \( \tilde{H}_h(Q^2) \).

Fitting Eq. (67) to the data, we have found that the parameters assume rather large errors and, in particular, the parameters \( \alpha_{s,h} \) are close to 0. Thus, in order to reduce the number of free parameters, we simplified the model, by fixing \( \alpha_{s,h} = 0 \) and substituting the exponent \( 2 \left( \frac{\alpha_s}{Q^2} + \frac{b_s}{2m_N^2} \right) \) with \( b_{s,h} \) in Eq. (67). The proper variation with \( Q^2 \) will be provided by the factors \( \tilde{H}_s(Q^2) \) and \( \tilde{H}_h(Q^2) \).

Consequently, the scattering amplitude assumes the form

\[
A(s, t, Q^2, M^2) = \tilde{H}_s e^{-i \tilde{Z} \alpha_s(t)} \left( \frac{s}{s_{0s}} \right)^{\alpha_s(t)} e^{b_{s} t} + \tilde{H}_h e^{-i \tilde{Z} \alpha_h(t)} \left( \frac{s}{s_{0h}} \right)^{\alpha_h(t)} e^{b_{h} t}. \tag{69}
\]
The “Reggeometric” combination $2 \left( \frac{\alpha_{s,h}}{Q^2} + \frac{b_{s,h}}{2\ln^2 \frac{\sqrt{s}}{Q^2}} \right)$ was important for the description of the slope $B(Q^2)$ within the single-term pomeron model (see previous Section), but in the case of two terms the $Q^2$-dependence of $B$ can be reproduced without this extra combination, since each term in the amplitude (69) has its own $Q^2$-dependent factor $H_{s,h}(Q^2)$. 

By using the amplitude (69) and Eq. (64), we calculate the differential and elastic cross sections, by setting for simplicity $s_{0h} = s_{0h} = s_0$ to obtain

$$\frac{d\sigma_{el}}{dt} = H_s^2 e^{2(L(\alpha_s(t)-1)+b_s t)} + H_h^2 e^{2(L(\alpha_h(t)-1)+b_h t)}$$

$$+ 2H_s H_h e^{L(\alpha_s(t)-1)+L(\alpha_h(t)-1)+(b_s+b_h)t)} \cos \left( \frac{\pi}{2} (\alpha_s(t) - \alpha_h(t)) \right).$$

$$\sigma_{el} = \frac{H_s^2 e^{2L(\alpha_{s,0})}}{2(\alpha_s' L + b_s)} + \frac{H_h^2 e^{2L(\alpha_{h,0})}}{2(\alpha_h' L + b_h)} + 2H_s H_h e^{L(\alpha_{s,0})+L(\alpha_{h,0})} \mathcal{B} \cos \phi_0 + \mathcal{L} \sin \phi_0.$$

In these two equations we used the notations

$$L = \ln \left( \frac{s}{s_0} \right), \quad \mathcal{B} = L\alpha_s' + L\alpha_h' + (b_s + b_h),$$

$$\phi_0 = \frac{\pi}{2} (\alpha_{s,0} - \alpha_{h,0}), \quad \mathcal{L} = \frac{\pi}{2} (\alpha_s' - \alpha_h').$$

$$H_s(\tilde{Q}^2) = \frac{A_s}{\left(1 + \frac{\tilde{Q}^2}{\tilde{Q}_s^2} \right)^n}, \quad H_h(\tilde{Q}^2) = \frac{A_h(\frac{\tilde{Q}^2}{\tilde{Q}_h^2})}{\left(1 + \frac{\tilde{Q}^2}{\tilde{Q}_h^2} \right)^{n_h+1}},$$

with

$$A_{s,h} = -\frac{\sqrt{-\tilde{Q}}}{s_0} \tilde{A}_{s,h}.$$ 

Finally, we notice that amplitude (69) can be rewritten in the form

$$A(s, t, Q^2, M_v^2) = \tilde{A}_s e^{-i\tilde{F}\alpha_s(t)} \left( \frac{s}{s_0} \right)^{\alpha_s(t)} e^{b_s t - n_s \ln \left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_s^2} \right)}$$

$$+ \tilde{A}_h e^{-i\tilde{F}\alpha_h(t)} \left( \frac{s}{s_0} \right)^{\alpha_h(t)} e^{b_h t - (n_h+1) \ln \left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_h^2} \right) + \ln \left( \frac{\tilde{Q}^2}{\tilde{Q}_h^2} \right)},$$

(72)

where the two exponential factors $e^{b_s t - n_s \ln \left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_s^2} \right)}$ and $e^{b_h t - (n_h+1) \ln \left( 1 + \frac{\tilde{Q}^2}{\tilde{Q}_h^2} \right) + \ln \left( \frac{\tilde{Q}^2}{\tilde{Q}_h^2} \right)}$ can be interpreted as the product of the form factors of upper and lower vertices (see Fig. 31b). Interestingly, the amplitude (72) resembles the scattering amplitude of Ref. [89].

Let us illustrate the important and delicate interplay between the “soft” and “hard” components of our unique amplitude. According to the definition (60), our amplitude can be written as

$$A(Q^2, s, t) = A_s(Q^2, s, t) + A_h(Q^2, s, t).$$

As a consequence, the differential and elastic cross sections contain also an interference term between “soft” and “hard” parts, so that they read

$$\frac{d\sigma_{el}}{dt} = \frac{d\sigma_{s,el}}{dt} + \frac{d\sigma_{h,el}}{dt} + \frac{d\sigma_{interf,el}}{dt}$$

(74)
FIG. 32: Interplay between soft (green line), hard (blue line) and interference (yellow line) components of the cross section $\sigma_{i,el}$ (left plot) and $R_i(\widetilde{Q}^2,t)$ (right plot) as functions of $\widetilde{Q}^2$, for $W = 90$ GeV.

and

$$\sigma_{el} = \sigma_{s,el} + \sigma_{h,el} + \sigma_{\text{interf,el}},$$

according to Eqs. (70) and (71), respectively.

Given Eqs. (74) and (75), we can define the following ratios for each component:

$$R_i(\widetilde{Q}^2, t) = \frac{d\sigma_{i,el}}{d\sigma_{el}}$$

and

$$R_i(\widetilde{Q}^2, W) = \frac{\sigma_{i,el}}{\sigma_{el}},$$

where $i$ stands for $s, h, \text{interf}$.

Fig. 32 shows the interplay between the components for both $\sigma_{i,el}$ and $R_i(\widetilde{Q}^2,t)$, as functions of $\widetilde{Q}^2$, for $W = 90$ GeV. In Fig. 33 both plots show that not only $\widetilde{Q}^2$ is the parameter defining softness or hardness of the process, but such is also the combination of $\widetilde{Q}^2$ and $t$, similar to the variable $z = t - Q^2$ introduced in Ref. [89]. On the whole, it can be seen from the plots that the soft component dominates in the region of low $\widetilde{Q}^2$ and $t$, while the hard component dominates in the region of high $\widetilde{Q}^2$ and $t$.

C. Hadron-induced reactions: high-energy $pp$ scattering

Hadron-induced reactions differ from those induced by photons at least in two aspects. First, hadrons are on the mass shell and hence the relevant processes are typically “soft”. Secondly, the mass of incoming hadrons is positive, while the virtual photon has negative squared “mass”. Our attempt to include hadron-hadron scattering into the analysis with our model has the following motivations: a) by vector meson dominance (VMD) the photon behaves partly as a meson, therefore meson-baryon (and more generally, hadron-hadron) scattering has much in common with photon-induced reactions. Deviations from VMD may be accounted for the proper $Q^2$ dependence of the amplitude (as we do hope is in our case!); b) of interest is the connection between space- and time-like reactions; c) according to recent claims (see e.g. Ref. [96, 98]) the highest-energy (LHC) proton-proton scattering data indicate the need for a “hard” component in the pomeron (to anticipate, our fits do not found support the need of any noticeable “hard” component in $pp$ scattering).

We did not intend to a high-quality fit to the $pp$ data; that would be impossible without the inclusion of subleading contributions and/or the odderon. Instead we normalized the parameters of our leading pomeron term according to
FIG. 33: Left column: soft (upper surface), hard (middle surface) and interference (bottom surface) components of the ratio \( R_i(Q^2,W,t) \) are shown as functions of \( Q^2 \) and \( t \), for \( W = 90 \, \text{GeV} \). Right column: some representative curves of the surfaces projected onto the \((t, \tilde{Q}^2)\) plane.

recent fits by Donnachie and Landshoff \[96\] including, apart from a soft term, also a hard one.

The \( pp \) scattering amplitude is written in the form similar to the amplitude (69) for VMP or DVCS, the only difference being that the normalization factor is constant since the \( pp \) scattering amplitude does not depend on \( Q^2 \):

\[
A^{pp}(s,t) = A_s^{pp} e^{-i \frac{2}{3} \alpha_s(t)} \left( \frac{s}{s_0} \right)^{\frac{2}{3} \alpha_s(t)} e^{b_s t} + A_h^{pp} e^{-i \frac{2}{3} \alpha_h(t)} \left( \frac{s}{s_0} \right)^{\frac{2}{3} \alpha_h(t)} e^{b_h t}.
\]  

(78)

We fixed the parameters of pomeron trajectories in accord with those of Refs. \[96\] (99):

\( \alpha_s(t) = 1.084 + 0.35t, \quad \alpha_h(t) = 1.30 + 0.10t. \)

With these trajectories the total cross section

\[
\sigma_{\text{tot}} = \frac{4\pi}{s} \text{Im} A(s,t=0)
\]

(79)

was found compatible with the LHC data, as seen in the upper plot of Fig. 34. From the comparison of Eq. (79) to
the LHC data we get

\[ A_h^{pp} = -1.73 \text{ mb \cdot GeV}^2, \quad A_s^{pp} = -0.0012 \text{ mb \cdot GeV}^2. \]

The parameter \( b_s \) was determined by fitting the differential and integrated elastic cross sections to the measured data. The forward slope \( B \), shown in Fig. 36, was also calculated.

These calculations, fits and figures [34, 35, 36] are intended to demonstrate that the contribution from the "hard" component of the pomeron is negligible in high-energy elastic pp scattering.

FIG. 34: Calculated total \( \sigma_{\text{tot}}(W) \) and the elastic cross sections \( \sigma_{\text{el}}(W) \) for pp scattering with the data from Refs. [55].
FIG. 35: Differential elastic cross section $d\sigma_{el}/dt$ for $pp$-scattering. The data are from Ref. [100].

FIG. 36: The slope $B$ of the differential elastic cross section $d\sigma_{el}/dt$ for $pp$-scattering as function of $W$. The data are from Refs. [70, 100].

VIII. ULTRA-PERIPHERAL COLLISIONS OF HADRONS AND NUCLEI

A. Ultra-peripheral collisions

Following the shut-down of HERA interest in exclusive diffractive vector meson production (VMP) has shifted to the LHC. In ultra-peripheral reactions $h_1 h_2 \rightarrow h_1 V h_2$, (where $h_i$ stands for hadrons or nuclei, e.g. Pb, Au, etc.) one of the hadrons (or nuclei) emits quasi-real photons that interact with the other proton/nucleus in a similar way as in $ep$ collisions at HERA. Hence the knowledge of the $\gamma p \rightarrow V p$ cross section accumulated at HERA is useful at the LHC. The second ingredient is the photon flux emitted by the proton (or nucleon). The importance of this class of reactions was recognized in early 70-ies (two-photon reactions in those times) [101, 102]. In those papers, in particular, the photon flux was calculated. For a contemporary review on these calculations, see for instance Refs. [103–105].

Recent studies of VPM in ultra-peripheral collisions at the LHC were reported in Ref. [106, 107], where references to earlier papers can be also found. In particular, we present predictions for $J/\psi$ and $\psi(2S)$ productions in $pp$ scattering. We also extend the analysis to the lower energies for the photon-proton cross section in order to scrutinize the $d\sigma_{pp}/dy$...
cross section behavior in that kinematic regime.

The rapidity distribution of the cross section of vector meson production (VMP) in the reaction \( h_1 h_2 \rightarrow h_1 V h_2 \), as shown in Fig. 37, can be written in a factorized form, i.e. it can be presented as a product of the photon flux and photon-proton cross section \([103–107]\).

![Diagram of vector meson production in a hadronic collision. The wiggle and the dotted lines correspond (interchangeably) pomeron or photon exchange in the \( t \)-channel.](image)

The \( \gamma p \rightarrow Vp \) cross section (\( V \) stands for a vector meson) depends on three variables: the total energy \( W \) of the \( \gamma p \) system, the squared momentum transfer \( t \) and \( \tilde{Q}^2 = Q^2 + M_V^2 \), where \( Q^2 = -q^2 \) is the photon virtuality. Since, in ultraperipheral\(^4\) collisions photons are nearly real (\( Q^2 \approx 0 \)), the vector meson mass \( M_V^2 \) remains the only measure of “hardness”. The \( t \)-dependence (the shape of the diffraction cone) is known to be nearly exponential. It can be either integrated, or kept explicit. The integrated \( \sigma_{\gamma p \rightarrow Vp} (\tilde{Q}^2, W) \) and differential \( \frac{d\sigma}{dt} \) cross sections are well known from HERA measurements.

As mentioned, the differential cross section as function of rapidity can be factorized:\(^5\)

\[
\frac{d\sigma}{dy}_{h_1 h_2 \rightarrow h_1 V h_2} = r(y)E_{\gamma+} \frac{dN_{\gamma+ h_1}}{dE_{\gamma+}} \sigma_{\gamma h_1 \rightarrow V h_2} (E_{\gamma+}) + r(y)E_{\gamma-} \frac{dN_{\gamma- h_2}}{dE_{\gamma-}} \sigma_{\gamma h_2 \rightarrow V h_1} (E_{\gamma-}).
\]

(80)

Here \( \frac{dN_{\gamma h}}{dE_{\gamma}} = \frac{\alpha_{\text{em}}}{2\pi E_{\gamma}} \left[ 1 + (1 - \frac{2E_{\gamma}}{W_{pp}})^2 \right] \ln \frac{\Omega}{\frac{11}{6} + \frac{3}{11} - \frac{3}{21\pi^2} + \frac{1}{3\pi^2}} \) is the “equivalent” photon flux \([103\,105]\), \( \sigma_{\gamma h_1 \rightarrow V h_2} (E_{\gamma}) \) is the total (i.e. integrated over \( t \)) exclusive VMP cross section (the same as at HERA \([97\,108]\)), \( r(y) \) is the rapidity gap survival correction, and \( E_{\gamma} = W_{\gamma p}^2/(2W_{pp}) \) is the photon energy, with \( E_{\gamma \min} = M_V^2/(4\gamma_L m_p) \), where \( \gamma_L = W_{pp}^2/(2m_p) \) is the Lorentz factor (Lorentz boost of a single beam). Furthermore, \( \Omega = 1 + Q_0^2/Q_{\min}^2 \), \( Q_{\min}^2 = (E_{\gamma}/\gamma_L)^2 \), \( Q_0^2 = 0.71\text{GeV}^2 \), and \( y = \ln(2E_{\gamma}/m_V) \). The signs + or − near \( E_{\gamma} \) and \( N_{\gamma} \) in Eq. (80) correspond to the particular proton, to which the photon flux is attached.

For definiteness we assume that: a) the colliding particles are protons; b) the produced vector meson \( V \) is \( J/\psi \) (or \( \psi(2S) \)), and c) the collision energy \( W_{pp} = 7\text{ TeV} \).

**B. The \( \gamma p \rightarrow Vp \) cross section**

Below we present theoretical predictions for \( J/\psi \) and \( \psi(2S) \) production in \( \gamma p \) scattering. In doing so, we use the so-called Reggeometric model \([108]\), a two-component (“soft” and “hard”) pomeron model \([97]\) and a model \([109]\).
including also the low-energy region. In the Reggeometric model we use

$$\sigma_{\gamma p \rightarrow J/\psi} = A_0^2 \frac{(W_{\gamma p}/W_0)^{4(a_0-1)}}{(1 + \tilde{Q}^2/Q_0^2)^{2n} \left[ 4a' \ln(W_{\gamma p}/W_0) + 4 \left( \frac{a}{Q_0^2} + \frac{b}{Q_0^2 p} \right) \right]}$$  \hspace{1cm} (81)

where $\tilde{Q}^2 = Q^2 + m_V^2$.

The above models, apart from $W$ and $t$, contain also dependence on the virtuality $Q^2$ and the mass of the vector meson $M_V$, relevant in extensions to the $\psi(2S)$ production cross section. As shown in Ref. 97, to obtain the $\psi(2S)$ cross section one needs also an appropriate normalization factor, which is expected to be close to $f_{\psi(2S)}^{\gamma p} = \frac{m_{\psi(2S)}^2 \Gamma(J/\psi \rightarrow e^+e^-)}{m_{J/\psi}^2 V_{pVp}(W)} = 0.5$. According to a fit of $\sigma_{\gamma p \rightarrow \psi(2S)}(W) / \sigma_{\gamma p \rightarrow J/\psi}(W)$ to the data 110–112 with a two-component pomeron model, the value $f_{\psi(2S)} = 0.4$ is reasonable. Thus, if the formula for the cross section $\sigma(W, Q^2, m_{J/\psi})$ describes $\gamma p \rightarrow J/\psi + p$ production, then $f_{\psi(2S)} \sigma(W, Q^2, m_{\psi(2S)})$ should describe $\gamma p \rightarrow \psi(2S) + p$ production as well.

The above models, fitted to the HERA electron-proton VMP data can be applied also to VMP in hadron-hadron scattering. The LHCb Collaboration has recently measured ultraperipheral $J/\psi$ and $\psi(2S)$ photoproduction cross sections in $pp$-scattering (at 7 TeV) 113.

C. Rapidity distributions

To calculate the rapidity distribution $\frac{d\sigma_{pp \rightarrow pVp}}{dy}$ we use Eq. (80), with an appropriate $\gamma p$ cross section $\sigma_{\gamma p \rightarrow Vp}(W_{\gamma p})$. In Fig. 38 we show the LHCb 113 data together with the predictions for the $J/\psi$ and the $\psi(2S)$ differential rapidity cross sections obtained from the Regge model 108, the two-component pomeron model 97 and that of Ref. 109. The rapidity gap survival factor $r(y) = 0.8$ was used.

The energy of the $\gamma p$ system $W_{\gamma p}$ is related to rapidity $y$ via $W_{\gamma p}^\pm = \sqrt{M_{J/\psi} W_{pp} e^\pm y}$ (the choice of the sign depends on the propagation direction of $\gamma$). Hence, the differential rapidity cross section $\frac{d\sigma}{dy}$, in the range $y \in [2, 4.5]$ at energy $W_{pp} = 7$ TeV, needs the knowledge of the integrated cross section $\sigma(W_{\gamma p})$ in the range $W_{\gamma p} \in [15.5, 54] \cup [400, 1397]$ GeV. Fig. 38(a) and 38(b) show how sensitive the differential $\frac{d\sigma}{dy}$ cross section predictions are to the choice of $\sigma(W_{\gamma p})$ cross sections.

The curve of the model 109 for $J/\psi$ (and its extension for $\psi(2S)$) gives better description of the differential rapidity cross section than the Reggeometric and the two-component pomeron models, but it seems to underestimate the $J/\psi$ data (see Fig. 38(a)). This may result from underestimation of the $\gamma p$ cross sections by the model 109 at higher energies. To properly describe the rapidity distribution of VMP cross section in $pp$ scattering, we need to correctly describe the $\gamma p$ VMP cross section in the whole energy region. Each $\gamma p$ energy range corresponds to its particular rapidity range.

FIG. 38: Comparison of the LHCb 113 data on (a) $J/\psi$ and (b) $\psi(2S)$ photoproduction cross section as a function of rapidity, $y$, with the two-component pomeron model 97, the Reggeometric model 108 and that of Ref. 109. An absorption correction $r(y) = 0.8$ was applied to theoretical predictions.
Conclusions

The total, elastic and inelastic cross sections at the LHC did not reveal surprises; the rate of their rise (not predicted by theory) follows extrapolations of phenomenological models, typically $\ln^2 s$ or, equivalently that of Donnachie and Landshoff’s supercritical pomeron, with $\alpha(0) \approx 0.08$ [2]. Forward physics at the LHC is dominated by pomeron exchange, the role of secondary (e.g. $f$ or $\varrho$) exchanges is negligible, their relative contribution there being smaller than the experimental uncertainties. The odderon is not "seen" in fits to total cross sections. Although the common belief is that cross sections will continue rising indefinitely, alternatives, e.g. tending to a constant, oscillations etc. are not excluded by theory. Fits to the LHC total cross sections by the Brazilian group [4] however hints to a slower rise in the ATLAS data.

Contrary to total cross sections, the data on the forward slope $B(s, 0)$ and the phase (ratio of the real to imaginary part $\rho(s, 0)$ offers surprises, triggering theoretical work. The forward slope $B(s, 0)$, typically logarithmic in Regge-pole models, was found by the TOTEM collaboration to accelerate from $\ln s$ to $\ln^2 s$ at highest LHC energy needing theoretical explanation and understanding. Another news from TOTEM is the surprisingly low value $\rho(13, 0)$. Both are discuss in detail in Sec. 4.1 of the present review. The low value of the ratio $\rho(13, 0)$ is almost a direct evidence for the odderon, predicted many years ago and discussed in numerous papers, see e.g. [27, 39] and references therein. Recent fits to the TOTEM data with its low $\rho$ value cannot prove or disprove the existence of the odderon until larger values of $t$, namely those at the dip will be shown to work.

There is little doubt about the existence of the odderon, just because nothing forbids its existence. Its parameters are not predicted from theory. By a plausible estimate [52], based on the string model the odderon’s slope is roughly $\alpha_0' \approx 2\alpha_p'/3$. The odderon could be detected directly by measuring $pp$ and $\bar{p}p$ differential cross sections at the same energy, e.g. by rescaling the LHC down to the closed Tevatron energy, $\sim 2 TeV^2$.

The dip-bump structure is a crucial test for most of the models. Usually it is generated by unitarity correction (rescattering), for example in the Regge-eikonal formalism. The point is that these models predict multiple dips and bumps, while experiments, including those most recent at 13 TeV do not exhibit them: there is only one, typical of the dipole pomeron, presented in Sec. 4.1.

In that section another structure in the differential cross section, namely the "break" near $t = -0.1 GeV^2$ and it connection with the proton "atmosphere" is scrutinized. That phenomenon was first observed at the ISR. Its universality is of great interest.

The knowledge of elastic scattering is crucial for the understanding of diffraction dissociation. By Regge factorization, many features of elastic scattering may be translated to the much more complicated inelastic processes, namely single, double and central diffraction. Models and predictions for these reactions presented in Sects. 6 and 7 may be helpful in planning, guiding experimental studies of SD, DD and CED at the LHC.

The pomeron is the central object in forward physics at the LHC. As repeatedly stressed in this paper, in the LHC energy region one for the first time has a chance to identify the pomeron, uncontaminated by secondary exchanges. Perturbative quantum chromodynamics (pQCD) predicted that the intercept of the (bare) pomeron is much higher than its "canonical" value 0.08. In Sec. 8 we explore a ("reggeometric") model of the pomeron with two components, whose weight depends on the "hardness" of the reaction (soft in $pp$). We concluded that the "hard" component is negligible at LHC.

Finally we note that we ignore the so-called rapidity gap survival corrections that brought much confusion in studies of diffraction dissociation. In our opinion, the confusion comes from the mixture of the space-time treatment of inelastic processes with the analytic $S$ matrix theory, part of which are Regge-poles, operational only for asymptotic states. A reasonable Rege-pole model compatible with unitarity should not contain "rapidity gap survival corrections", otherwise it should be improved within its own formalism. In other words, the size of these corrections reflect the "goodness" of the model.
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