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Abstract

It was observed recently in work of Bez, Buschenhenke, Cowling, Flock and the first author, that the euclidean Brascamp–Lieb inequality satisfies a natural and useful Fourier duality property. The purpose of this paper is to establish an appropriate discrete analogue of this. Our main result identifies the Brascamp–Lieb constants on (finitely-generated) discrete abelian groups with Brascamp–Lieb constants on their (Pontryagin) duals. As will become apparent, the natural setting for this duality principle is that of locally compact abelian groups, and this raises basic questions about Brascamp–Lieb constants formulated in this generality.
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1. Background and results

The euclidean Brascamp–Lieb inequality is a broad generalisation of a range of important multilinear functional inequalities in mathematics, and takes the form

$$\left| \int_H f_1 \otimes \cdots \otimes f_m \right| \leq \text{BL}(H, p) \prod_{j=1}^m \|f_j\|_{L^{p_j}(H_j)};$$  \hspace{1cm} (1.1)$$

here $H_1, \ldots, H_m$ are euclidean spaces equipped with Lebesgue measure, $H$ is a subspace of the cartesian product $H_1 \times \cdots \times H_m$, also with Lebesgue measure, and $p = (p_j) \in [1, \infty]^m$. We refer to $(H, p)$ as the Brascamp–Lieb data for the inequality (1.1). The expression BL$(H, p)$, referred to as the Brascamp–Lieb constant, is used to denote the smallest constant in the inequality (1.1) over all input functions $f_j \in L^{p_j}(H_j)$, and may of course be infinite at this level of generality. This is one of a number of equivalent formulations of the Brascamp–Lieb inequality/constant (see [5]), chosen here as it naturally relates to the elementary Fourier-invariance property

$$\int_H f_1 \otimes \cdots \otimes f_m = \int_{H^\perp} \widehat{f_1} \otimes \cdots \otimes \widehat{f_m};$$  \hspace{1cm} (1.2)$$
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here $H^\perp$ denotes the orthogonal complement of $H$ in $H_1 \times \cdots \times H_m$, and $\hat{f}_j$ the $n_j$-dimensional Fourier transform, where $n_j = \text{dim } H_j$. This invariance property is a generalisation of the basic fact that the euclidean Fourier transform maps convolution to pointwise multiplication, and has of course been used by many authors in a variety of contexts – see, for example, [1, 5, 16, 24]. Recently a corresponding notion of duality within the set of Brascamp–Lieb data was established in [5].

**Theorem 1.1 (Fourier duality [5]).** If $H$ is a subspace of $H_1 \times \cdots \times H_m$ and $1 \leq p_1, \ldots, p_m \leq \infty$, then

$$BL(H, p) = B_p BL(H^\perp, p'),$$

(1.3)

where

$$B_p = \prod_{j=1}^m \left( \frac{p_j}{p_j'} \right)^{n_j/2} \left( \frac{1}{p_j'} \right)^{n_j/2},$$

(1.4)

and $p' = (p_j')$; here $p_j'$ denotes the conjugate exponent to $p_j$.

Theorem 1.1 tells us that, up to an explicit factor depending only on $n_1, \ldots, n_m$ and $p$, the map

$$(H, p) \mapsto (H^\perp, p')$$

(1.5)

is a constant-preserving involution on the set of Brascamp–Lieb data. In what follows we shall refer to $(H, p)$ and $(H^\perp, p')$ as *dual data*, and (1.5) as the *duality map*.

One immediate consequence of Theorem 1.1 and the Fourier invariance property (1.2) is the “Fourier–Brascamp–Lieb inequality”

$$\left| \int_H f_1 \otimes \cdots \otimes f_m \right| \leq BL(H, p) \prod_{j=1}^m A_{p_j}^{-n_j/2} \|\hat{f}_j\|_{L^{p_j'}(H_j)},$$

(1.6)

where $A_{p_j}^{n_j/2} = (p_1^{1/p} / (p_j')^{1/p'})^{n_j/2}$ denotes the best constant in the classical $n$-dimensional forward and reverse Hausdorff–Young inequalities [2, 9]. Depending on where the exponents $p_j$ lie relative to 2, the inequality (1.6) may be tighter than (1.1) for non-gaussian inputs $f_j$. An instance of this observation was implicitly used by Ball in his work on volumes of sections of cubes [1].

Perhaps the clearest benefit of Theorem 1.1 (and our forthcoming Theorem 1.2) is that it allows one to switch between a Brascamp–Lieb datum and its dual, which may be rather more transparent; see [4] and [5] for an example of this. Perhaps the simplest interesting example is the duality between the data associated with Young’s convolution inequality and Hölder’s inequality, which goes some way to explain the nature of the constant $B_p$ in (1.3). We elaborate on this and a variety of other examples in Section 2.

1 There is a minor technical point here that arises if $p_j = \infty$ for some $j$, and the $j$th projection map from $H$ to $H_j$ (or later on $G_j$) is not surjective. In this case the $L^\infty$ norm should be interpreted as the supremum rather than the essential supremum. We refer to the discussion of Fubini’s theorem and its dual in Section 2 for a simple example.
Theorem 1.1 may be proved rather quickly using some quite heavy-duty machinery: one combines the Fourier-invariance property (1.2) with an application of Lieb’s theorem [21] on the exhaustion of $\text{BL}(H, p)$ by centred gaussian functions $f_j$, along with the elementary fact that the Fourier transform maps centred gaussians to centred gaussians. We refer to [5] for further explanation.

The Fourier-invariance property captured by (1.2) is naturally generalised to the context of locally compact abelian (LCA) groups. Here $H$ is taken to be a closed subgroup of $\mathbb{G}_1 \times \cdots \times \mathbb{G}_m$, with each $\mathbb{G}_j$ a LCA group, and $H^\perp$ the subgroup of the dual group $\hat{\mathbb{G}}_1 \times \cdots \times \hat{\mathbb{G}}_m$ given by

$$H^\perp = \{ \chi \in \hat{\mathbb{G}}_1 \times \cdots \times \hat{\mathbb{G}}_m : \chi(h) = 1 \text{ for all } h \in H \}.$$ 

Defining $\text{BL}_G(H, p)$ to be the best constant in

$$\left| \int_H f_1 \otimes \cdots \otimes f_m \right| \leq \text{BL}_G(H, p) \prod_{j=1}^m \| f_j \|_{L^p_j(G_j)},$$

(1.7)

it is natural to ask whether

$$\text{BL}_G(H, p) < \infty \iff \text{BL}_{\hat{G}}(H^\perp, p') < \infty$$

(1.8)

in full generality. Of course the specific constants $\text{BL}_G(H, p)$ and $\text{BL}_{\hat{G}}(H^\perp, p')$ depend on how the Haar measures implicit in (1.7) are normalised. There is no canonical choice of normalisation for the $\mathbb{G}_j$ or $H$, although once chosen, the normalisations for the $\hat{\mathbb{G}}_j$ and $H^\perp$ are naturally prescribed by insisting that Plancherel’s theorem on $\mathbb{G}_j$ holds with constant 1, and that the forthcoming abstract Fourier-invariance property (4.14) holds for $H$ with constant 1. In the setting of discrete groups – the focus of this work – it is natural (and conventional) to assign counting measure to $\mathbb{G}$ and $H$, and correspondingly require that the measures on the compact groups $\hat{\mathbb{G}}$ and $H^\perp$ are normalised to have mass 1.

In light of Theorem 1.1, the basic structure theory of locally compact abelian groups (see [19, theorem 24-30]) suggests an explicit quantitative form of (1.8). In particular, since each factor $\mathbb{G}_j$ is isomorphic to $\mathbb{R}^{n_j} \times \mathbb{G}_{j,0}$, where $\mathbb{G}_{j,0}$ has a compact open subgroup, it seems natural to expect that

$$\text{BL}_G(H, p) = B_p \text{BL}_{\hat{G}}(H^\perp, p'),$$

(1.9)

with $B_p$ given by (1.4).

In this paper we consider the validity of (1.9) in the particular context of (finitely-generated) discrete groups $G_j$. Here of course the euclidean factor in $G_j$ is trivial for each $j$, so that the constant appearing in (1.9) is 1. It should be pointed out that multilinear functionals of the form

$$(f_1, \cdots, f_m) \mapsto \int_H f_1 \otimes \cdots \otimes f_m,$$

(1.10)

which arise frequently in the setting of euclidean spaces $G_j = \mathbb{R}^{n_j}$, are also common in discrete settings. For discrete (usually finite) groups $G_j$ they appear in additive combinatorics in the form of higher order (or Gowers) inner products – see Tao [26]. In such discrete contexts the Fourier invariance property (1.2) also plays an important role, and this dates back at least to the celebrated work of Roth [24] on the existence of arithmetic progressions of length...
three in subsets of \(Z\). For torsion-free discrete groups (integer lattices) such multilinear functionals also naturally arise in induction-on-scales arguments within harmonic analysis (for example in [3]), and in optimisation-theoretic aspects of communication theory (see [13]). We refer to Section 2 for some interpretations of (1.9) in a selection of settings.

Our main theorem is the following:

**Theorem 1.2** Let \(m \geq 1\), \(p = (p_j) \in [1, \infty]^m\), and \(G_1, \ldots, G_m\) be finitely-generated abelian groups. Then,

\[
BL_G(H, p) = BL_{\hat{G}}(H^\perp, p')
\]

for all subgroups \(H\) of \(G_1 \times \cdots \times G_m\).

An immediate consequence of Theorem 1.2 is the inequality

\[
\left| \int_H f_1 \otimes \cdots \otimes f_m \right| \leq BL_G(H, p) \min \left\{ \prod_{j=1}^m \|f_j\|_{L_{p_j}(G_j)}, \prod_{j=1}^m \|\hat{f}_j\|_{L_{p'_j}(\hat{G}_j)} \right\},
\]

which, provided \(p_j < 2\) for at least one \(j\), constitutes a “Hausdorff–Young improvement” of the standard discrete Brascamp–Lieb inequality given by (1.7).

**Overview of the proof of Theorem 1.2**

In brief, our approach to Theorem 1.2 amounts to establishing a good understanding of both \(BL_G(H, p)\) and \(BL_{\hat{G}}(H^\perp, p')\), and connecting them via a discrete form of the Fourier–invariance property (1.2).

For finitely-generated groups \(G\) (the subject of Theorem 1.2) the constant \(BL_G(H, p)\) is already quite well-understood – see the forthcoming Theorem 4.1 due to Christ [12]. In particular, if \(BL_G(H, p)\) is finite, then it may be achieved by testing on \(f_j\) of the form \(\chi/G\), where \(\chi/G\) is the indicator function of a finite subgroup \(G\) of \(\pi_j(H)\); here \(\pi_j: G_1 \times \cdots \times G_m \to G\) is the \(j\)th coordinate map.

A similar result for \(BL_{\hat{G}}(H^\perp, p')\) is, however, not readily available, and we establish this with the forthcoming Theorem 4.2. In particular, we show that if \(BL_{\hat{G}}(H^\perp, p')\) is finite, then it may be achieved by testing on \(\hat{f}_j\) of the form \(\chi_j\), where now \(\chi_j\) is a subgroup of \(\hat{\pi}_j(H^\perp)\) which contains its maximal torus; here \(\hat{\pi}_j\) denotes the \(j\)th coordinate map from \(\hat{G}_1 \times \cdots \times \hat{G}_m \to \hat{G}_j\).

To connect these descriptions of \(BL_G(H, p)\) and \(BL_{\hat{G}}(H^\perp, p')\), as Theorem 1.2 requires, we appeal to a discrete form of the Fourier invariance property (1.2), along with the fact that one of the two classes of indicator functions above is the Fourier transform of the other. So far, this approach is similar to that taken for Theorem 1.1 in the euclidean setting. However, Theorem 1.2 presents difficulties beyond Theorem 1.1 due to the absence of a suitably strong form of Lieb’s theorem in the discrete and compact settings. While it is true that we have access to suitable extremisers in both of those settings, these special functions alone are not sufficient to test for the finiteness of the Brascamp–Lieb constant in either case (in contrast with the role of gaussians in the euclidean setting). As a result the equivalence of finiteness property (1.8) (a qualitative form of Theorem 1.2) needs to be established before we can begin.
Fourier duality in the Brascamp-Lieb inequality

Structure of the paper

In Section 2 we describe a variety of examples aimed at illustrating the action of the duality map (1.5). In Section 3, as preparation for our proof of Theorem 1.2, we establish (1.8) in the euclidean setting (a qualitative form of Theorem 1.1) without appealing to Lieb’s theorem. We also take the opportunity here to make some further structural observations about the duality map in the euclidean setting without recourse to Lieb’s theorem. In Section 4 we apply the ideas from Section 3 to establish (1.8) for finitely-generated groups (the aforementioned qualitative form of Theorem 1.2), which combined with Theorems 4.1 and 4.2 leads to Theorem 1.2. We prove Theorem 4.2 in Section 5. Finally, in Section 6 we comment on some further lines of enquiry, including Brascamp-Lieb inequalities on non-abelian groups, and the duality map in the broader setting of Lorentz-Brascamp-Lieb inequalities.

2. Brascamp–Lieb data and their duals: some examples

Here we describe some examples of Brascamp–Lieb data \((H, p)\) and their duals \((H^\perp, p')\), most of which may be naturally formulated in the general setting of LCA groups \(G_1, \ldots, G_m\).

Fubini’s theorem. The very simplest example is when \(H = G_1 \times \cdots \times G_m\) and \(p_1 = \cdots = p_m = 1\), where the inequality becomes an identity with \(\text{BL}(H, p) = 1\), and merely amounts to Fubini’s theorem. In this case \(H^\perp = \{0\}\) and \(p'_j = \infty\) for each \(j\), and so the dual Brascamp–Lieb inequality amounts to the trivial statement that

\[ |f_1(0) \cdots f_m(0)| \leq \|f_1\|_\infty \cdots \|f_m\|_\infty. \]

Young’s convolution and Hölder’s inequalities. For proper subgroups \(H\), identifying \(\text{BL}(H, p)\) is of course a much more delicate matter. An important example is Young’s convolution inequality on a LCA group \(G\), which corresponds to the subgroup

\[ H = \{(x_1, \cdots, x_m) \in G \times \cdots \times G : x_1 + \cdots + x_m = 0\} \]  

(2.1)

and exponents satisfying

\[ \frac{1}{p_1} + \cdots + \frac{1}{p_m} = m - 1, \quad 1 \leq p_1, \cdots, p_m \leq \infty. \]  

(2.2)

In this case

\[ H^\perp = \{(x_1, \cdots, x_m) \in \hat{G} \times \cdots \times \hat{G} : x_1 = \cdots = x_m\} \]

and \(1/p'_1 + \cdots + 1/p'_m = 1\), so that the dual data is that of the \(m\)-linear Hölder inequality and thus \(\text{BL}(H^\perp, p') = 1\). For discrete groups \(G\) it is also well known that \(\text{BL}(H, p) = 1\), in accordance with Theorem 1.2. In fact much more is known in the case of Young’s data (data satisfying (2.1) and (2.2)) – indeed for quite general LCA groups \(G\) the conjectural identity (1.9) follows quickly from the work of Beckner [2].

Higher order inner products. Other interesting examples may be found in additive combinatorics in the form of bounds on higher order analogues of classical inner products. Following [26], for a locally compact abelian group \(G\) and natural number \(k\), the Gowers inner product...
Theorem 1 is due to Eisner and Tao [17]. Interpreting the dual data (on a finite abelian group, and the notion was extended to locally compact abelian groups by E. Host–Kra group (see [26]) of $\hat{G}$, in the case of finitely-generated groups $G$, Theorem 1.2 therefore establishes that

$$\text{BL}_G(H_k(G), p) = \text{BL}_{\hat{G}}(H^k(\hat{G}, \leq k - 2), p').$$

(2.3)

Remark. The identity (2.3) and its analogue for euclidean spaces provided by Theorem 1.1 offer an alternative perspective on the question of Lebesgue space bounds for the Gowers inner products. Here the literature appears to be rather incomplete. In [17] the authors showed that $\text{BL}_G(H_k(G), p) < \infty$ when $p_{\omega} = p_k := 2^k/(k+1)$ (and specifically that $\text{BL}_G(H_k(\mathbb{R}), p) = 2^k/(k+1)^{k+1/2}$ for $p_{\omega} = p_k$), and that all off-diagonal Lebesgue bounds were later established by Neumman [22]. We note that if $p_{\omega} \geq 2$ for each $\omega$ then a different inequality $\text{BL}_G(H^k(\hat{G}, \leq k - 2), p') \leq \text{BL}_G(H_k(G), p)$ is an elementary consequence of the abstract form of the Fourier invariance property (1.2) (see (4.14)) followed by the Hausdorff–Young inequality. Theorem 1.2 therefore reduces the task of bounding $\text{BL}_G(H_k(G), p)$ to the (asymptotically simpler if $p_{\omega} \geq 2$ for all $\omega$) task of bounding $\text{BL}_G(H^k(\hat{G}, \leq k - 2), p')$.

We refer to [5] for some further examples of Brascamp–Lieb data and their duals arising in euclidean harmonic analysis and PDE.

3. Structural properties of the duality map: elementary arguments in the euclidean setting

The main purpose of this section is to provide an elementary proof (in particular, avoiding Lieb’s theorem) of the equivalence of finiteness of the euclidean Brascamp–Lieb constant under the duality map (1.5). As indicated in the introduction, this may be viewed as a preparatory step towards the more abstract framework of Section 4, where suitably strong
analagous of Lieb’s theorem are unavailable. Throughout this section $H_1, \ldots, H_m$ and $H \leq H_1 \times \cdots \times H_m$ denote euclidean spaces with Lebesgue measure, and $p = (p_j) \in [1, \infty]^m$. 

**Theorem 3.1** 

$$\text{BL}(H, p) < \infty \iff \text{BL}(H^\perp, p') < \infty$$ 

We stress that Theorem 3.1, which is a qualitative version of Theorem 1.1, follows relatively quickly if one is prepared to appeal to Lieb’s theorem, as is apparent on inspecting the short proof of Theorem 1.1 in [5]. Our elementary proof of Theorem 3.1 relies on a finiteness characterisation of the Brascamp–Lieb constant $\text{BL}(H, p)$ established by Carbery, Christ, Tao and the first author in [6, 7]; see also the earlier work of Carlen, Lieb and Loss [11] in the so-called rank-1 case (where $\dim H_j = 1$ for all $j$). This states that $\text{BL}(H, p) < \infty$ if and only if the scaling and dimension conditions

\begin{equation}
\dim H = \sum_{j=1}^m \frac{\dim H_j}{p_j}, \tag{3.1}
\end{equation}

\begin{equation}
\dim V \leq \sum_{j=1}^m \frac{\dim (\pi_j V)}{p_j} \tag{3.2}
\end{equation}

hold for all subspaces $V$ of $H$. Here $\pi_j : H_1 \times \cdots \times H_m \to H_j$ is the $j$th coordinate projection. Importantly, the proof of this finiteness criterion provided in [7] is elementary, involving only linear algebraic identities and induction on the dimension of $H$—in particular, it does not appeal to phenomena firmly tied to the underlying euclidean structure, such as Lieb’s theorem.

**Proof of Theorem 3.1.** Let $n = \dim H$ and $n_j = \dim H_j$ for $1 \leq j \leq m$. Since $(H^\perp)^\perp = H$ and $(p')' = p$, it is enough to prove that $(H^\perp, p')$ obeys the scaling and dimension conditions (3.1) and (3.2) under the assumption that $\text{BL}(H, p) < \infty$. The scaling condition (3.1) for $(H^\perp, p')$ is immediate from that for $(H, p)$ since 

\begin{equation}
\dim H^\perp = \sum_{j=1}^m n_j - \dim H = \sum_{j=1}^m \left( n_j - \frac{n_j}{p_j} \right) = \sum_{j=1}^m \frac{n_j}{p_j}, \tag{3.3}
\end{equation}

In order to establish (3.2) for $(H^\perp, p')$, let $W$ be an arbitrary subspace of $H^\perp$. By (3.3), the dimension condition (3.2) for the datum $(H^\perp, p')$ is equivalent to 

\begin{equation}
\sum_{j=1}^m \dim (\pi_j W)^\perp - \dim W^\perp \leq \sum_{j=1}^m \frac{\dim (\pi_j W)^\perp}{p_j}. \tag{3.4}
\end{equation}

Here $\pi_j = \pi_j|_{H^\perp}$, and $W^\perp$ and $(\pi_j W)^\perp$ are the orthogonal complements of $W$ and $\pi_j W$, respectively; that is, $W \oplus W^\perp = H^\perp$ and $(\pi_j W) \oplus (\pi_j W)^\perp = H_j$. To conclude it therefore suffices to construct a subspace $V$ of $H$ satisfying 

\begin{equation}
\dim V \geq \sum_{j=1}^m \dim (\pi_j W)^\perp - \dim W^\perp, \tag{3.5}
\end{equation}
\[
\dim (\pi_j V) \leq \dim (\pi_j W)^\perp, \quad j = 1, \ldots, m, \tag{3.6}
\]
since \((H, p)\) obeys (3.2) by the finiteness of \(\text{BL}(H, p)\). These considerations naturally prompt the choice
\[
V = (\pi_1 W)^\perp \times \cdots \times (\pi_m W)^\perp \cap H.
\]
Clearly \(V\) is a subspace of \(H\) and satisfies the relation (3.6). It is also straightforward to show that \(V\) satisfies (3.5), since \(U := (\pi_1 W)^\perp \times \cdots \times (\pi_m W)^\perp\) is a subspace of \(W^\perp \oplus H\), the orthogonal complement of \(W\) in the whole space \(\tilde{H} := H_1 \times \cdots \times H_m\). Indeed, for \(u \in U\) and \(w \in W\), \(\langle u, w \rangle_{\tilde{H}} = \sum_{j=1}^m \langle \pi_j u, \pi_j w \rangle_{H_j} = 0\), since \(\pi_j u \in (\pi_j W)^\perp\). Thus we have
\[
\dim V = \dim U + \dim H - \dim (U + H) \\
\geq \dim U + \dim H - \dim W^\perp - \dim H \\
= \sum_{j=1}^m \dim (\pi_j W)^\perp - \dim W^\perp,
\]
as claimed. Here the inequality is due to the elementary fact that \(U + H \leq W^\perp \oplus H\).

There are other structural properties of Brascamp–Lieb data that are natural to investigate under the duality map (1.5). For example, a datum \((H, p)\) is referred to as simple if there is no non-trivial proper subspace \(V\) of \(H\) such that (3.2) holds with equality. If \((H, p)\) is simple, then it was established in [6] (again, see also [11]) that it has a unique gaussian extremiser (modulo elementary scalings), provided all of \(p_j\) are finite.

**Proposition 3.2** If \(p \in (1, \infty)^m\) then simplicity is preserved under the duality map, that is, \((H, p)\) is simple if and only if \((H^\perp, p')\) is simple.

**Proof.** Assume that \((H, p)\) is simple. From the proof of Theorem 3.1, it is enough to show that for any non-zero proper subspace \(W\) of \(H^\perp\) there is strict inequality in (3.4); that is,
\[
\sum_{j=1}^m \dim (\pi_j W)^\perp - \dim W^\perp < \sum_{j=1}^m \frac{\dim (\pi_j W)^\perp}{p_j}. \tag{3.7}
\]
Now, we have already shown that there is a subspace \(V\) of \(H\) such that (3.5) and (3.6) hold, and so if this subspace is non-zero and proper, then (3.7) is evident from the simplicity of \((H, p)\). Therefore it is enough to deal with the hypothetical possibilities that \(V = \{0\}\) or \(H\). For the case \(V = \{0\}\) we consider a dichotomy. If \(\dim (\pi_j V) < \dim (\pi_j W)^\perp\) for some \(j\), then (3.7) is immediate as \(1/p_j \neq 0\). Alternatively, if \(\dim (\pi_j V) = \dim (\pi_j W)^\perp\) for all \(j\), then the right-hand side of (3.5) equals \(- \dim W^\perp\), which is nonzero by assumption. Thus equality in (3.5) is impossible, which yields (3.7). For the case \(V = H\), by (3.6) and the surjectivity of \(\pi_j|_H\) which follows from (3.1) and (3.2), we have
\[
n_j = \dim (\pi_j V) \leq \dim (\pi_j W)^\perp \leq n_j,
\]
and \(\pi_j W = \{0\}\) for all \(j\). This contradicts the assumption that \(W \neq \{0\}\), and so \(V = H\) cannot occur.

**Remark.** There are Brascamp–Lieb data \((H, p)\) with \(p_j = \infty\) for some \(j\) such that \((H, p)\) is simple but \((H^\perp, p')\) is not. For example if \(H = \{(x, 0, -x) : x \in \mathbb{R}\} \subset \mathbb{R}^2 \times \mathbb{R}\), \(p_1 = \infty\) and \(p_2 = 1\). Then \((H, p)\) is simple and its dual data \((H^\perp, p')\) is given
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by $H^\perp = \langle \{(1, 0, 1), (0, 1, 0)\} \rangle \subset \mathbb{R}^2 \times \mathbb{R}$. Note that for $W = \langle \{(1, 0, 1)\} \rangle$ it follows that $\dim W = \dim \pi_1(W)/p_1' + \dim \pi_2(W)/p_2'$, and hence $(H^\perp, p')$ is not simple.

Of course statements about the duality map (1.5) involving gaussian-extremisability, or gaussian near-extremisability (such as Lieb’s theorem itself) are strongly tied to the context of euclidean spaces, and so are less relevant for the purposes of this paper. However, for completeness we provide such a statement whose proof, which appeals to Lieb’s theorem, is implicit in [5].

**Proposition 3.3** If $(f_j)$ is a gaussian extremiser for $(H, p)$ then $(\hat{f}_j)$ is a gaussian extremiser for $(H^\perp, p')$.

It should be remarked that the Fourier transform does not in general map all extremisers for $(H, p)$ to extremisers for $(H^\perp, p')$. One simply has to look to Fubini’s theorem for an example – see Section 2.

4. Proof of Theorem 1.2

We begin by establishing suitable finiteness criteria for the Brascamp–Lieb constants when the underlying groups are either finitely-generated or the duals of such. From there the elementary argument used in Section 3 may be adapted to first establish a qualitative form of Theorem 1.2, referring only to the invariance of finiteness of the Brascamp–Lieb constant under the duality map (a discrete analogue of Theorem 3.1). Upgrading this qualitative statement to Theorem 1.2 then relies on an analogue of the Fourier-invariance property (1.2) for LCA groups.

Throughout the section, the $G_j$ denote finitely-generated abelian groups, as in the statement of Theorem 1.2. Consequently, $G_j \cong \mathbb{Z}^{n_j} \times F_j$ and $\hat{G}_j \cong \mathbb{T}^{n_j} \times \hat{F}_j$ for a nonnegative integer $n_j$ and a finite abelian group $F_j$. Here $\mathbb{T}^{n_j} \cong \mathbb{R}^{n_j}/\mathbb{Z}^{n_j}$ is the $n_j$-dimensional flat torus. If $H$ is a subgroup of $G_1 \times \cdots \times G_m$ then $H$ is also isomorphic to $\mathbb{Z}^n \times F$ for some nonnegative integer $n$ and a finite abelian group $F$. We refer to $n$ as the rank of $H$. We denote by $\pi_j: H \rightarrow G_j$ the $j$th component map; strictly speaking this is the $j$th component map $\pi_j$ restricted to $H$, although we gloss over this distinction for the sake of notational simplicity. Following the usual conventions in this context, we equip $G_j$ and $H$ with counting measures $\mu_{G_j}$ and $\mu_H$, respectively.

An appropriate finiteness criterion for $\text{BL}_{G}(H, p)$ was established by Carbery, Christ, Tao and the first author in [7]. Under this finiteness condition an explicit expression for $\text{BL}_{G}(H, p)$ was then obtained by Christ, Demmel, Knight, Scanlon and Yelick [14] and Christ [12]. These are summarised in the following theorem.

**Theorem 4.1** ([7, 12, 14]). Let $H$ be a subgroup of $G_1 \times \cdots \times G_m$. For $1 \leq p_j \leq \infty$, $\text{BL}_{G}(H, p)$ is finite if and only if

$$\text{rank } V \leq \sum_{j=1}^{m} p_j^{-1} \text{rank } \pi_j(V)$$  \hspace{1cm} (4.1)

for every subgroup $V$ of $H$. In addition, if $\text{BL}_{G}(H, p)$ is finite,

$$\text{BL}_{G}(H, p) = \max_{V \leq H} |V| \prod_{j=1}^{m} |\pi_j(V)|^{-1/p_j},$$  \hspace{1cm} (4.2)

where the maximum is taken over all finite subgroups $V$ of $H$. 
Of course the finite subgroups in (4.2) are the subgroups of the torsion subgroup of \( H \), and so if \( H \) is torsion-free then \( \text{BL}_G(H, p) \) may only take the values \( 1 \) and \( \infty \).

We now turn our attention to a similar theorem in the context of the duals of finitely-generated abelian groups. Let \( S \) be a subgroup of \( \hat{G}_1 \times \cdots \times \hat{G}_m \) and let \( \hat{\pi}_j : S \to \hat{G}_j \) be the \( j \)th component map. Again, as is standard in this context, we equip \( S \) and \( \hat{G}_j \) with Haar measures \( \mu_S \) and \( \mu_{\hat{G}_j} \), respectively, so that \( \mu_S(S) = \mu_{\hat{G}_j}(\hat{G}_j) = 1 \). It is reasonable to expect that a sufficient condition for the finiteness of \( \text{BL}_G(S, p) \) is similar to that for the so-called localised Brascamp–Lieb constant established in [7, theorem 2·2] in the euclidean setting, and this is indeed the case. In what follows \( F = S/m(S) \) and \( F_j = \hat{G}_j/m(\hat{G}_j) \) are the quotients of \( S \) and \( \hat{G}_j \) by their maximal tori \( m(S) \) and \( m(\hat{G}_j) \) respectively, and \( \phi_j : F \to F_j \) is the homomorphism induced by \( \hat{\pi}_j : S \to \hat{G}_j \) (that is, \( \phi_j(x + m(S)) = \hat{\pi}_j(x) + m(\hat{G}_j) \)).

**Theorem 4.2** Let \( S \) be a closed subgroup of \( \hat{G}_1 \times \cdots \times \hat{G}_m \). Then for \( 1 \leq p_j \leq \infty \), \( \text{BL}_G(S, p) \) is finite if and only if for every closed subgroup \( W \) of \( S \)

\[
\text{codim}_S(W) \geq \sum_{j=1}^m p_j^{-1} \text{codim}_{\hat{G}_j}(\hat{\pi}_j(W)). \tag{4.3}
\]

In addition, if \( \text{BL}_G(S, p) \) is finite, then

\[
\text{BL}_G(S, p) = \max_{\Gamma \leq F} |\Gamma|^{-1/|\Gamma|} \prod_{j=1}^m \left(|\phi_j(\Gamma)|^{-1} \right)^{-1/p_j}, \tag{4.4}
\]

where the maximum is taken over all subgroups \( \Gamma \) of \( F \).

The expressions (4.2) and (4.4) are of course structurally very similar. We clarify that the cardinalities in (4.4) are the Haar measures of subsets of the finite groups \( F \) and \( F_j \) (thought of as compact groups and so given total mass 1), while the cardinalities in (4.2) are Haar measures of the appropriate finite groups (thought of instead as discrete groups, and so assigned counting measures).

Theorem 4.2 complements work of Bramati [10], who studied the Brascamp–Lieb inequality on tori as a special case of the Brascamp–Lieb inequality on compact homogeneous spaces. Postponing the proof of Theorem 4.2 until Section 5, it remains to use Theorems 4.1 and 4.2 to prove Theorem 1.2. We begin by establishing some elementary lemmas.

**Lemma 4.3** Let \( G \) be a finitely-generated abelian group.

(i) If \( V \) is a subgroup of \( G \) then

\[
\dim V^\perp = \text{rank } G - \text{rank } V; \tag{4.5}
\]

(ii) if \( W \) is a subgroup of \( \hat{G} \), the dual group of \( G \), then

\[
\text{rank } W^\perp \leq \dim \hat{G} - \dim W, \tag{4.6}
\]

with equality if \( W \) is closed.
Fourier duality in the Brascamp-Lieb inequality

Proof. Beginning with (i), since $V$ is a closed subgroup of $G$, we have $\hat{V} \cong \hat{G}/V^\perp$. Hence by the quotient manifold theorem [20, Theorem 7.10],

$$\text{rank } V = \dim \hat{V} = \dim \hat{G} - \dim V^\perp = \text{rank } G - \dim V^\perp.$$  

Statement (ii) follows from (i) and the Pontryagin duality theorem. Indeed, for any closed subgroup $W$ of $\hat{G}$, equality in (4.6) follows from (4.5) and $(W^\perp)^\perp = W$. In general, the inequality (4.6) follows by applying this identity to $W$, the closure of $W$.

**Lemma 4.4** Let $G_j$ be a LCA group for each $1 \leq j \leq m$. For any subgroup $V$ of $G_1 \times \cdots \times G_m$,

$$(\pi_1 V)^\perp \times \cdots \times (\pi_m V)^\perp \subset V^\perp.$$  

Here, as usual, $\pi_j$ is the projection of $V$ onto the $j$th component $G_j$.

**Proof.** Set $G = G_1 \times \cdots \times G_m$, and for $x \in G$ and $\gamma \in \hat{G}$ write $x = (x_1, \cdots, x_m)$ and $\gamma = (\gamma_1, \ldots, \gamma_m)$ with $x_j \in G_j$ and $\gamma \in \hat{G}_j$. If $\gamma \in (\pi_1 V)^\perp \times \cdots \times (\pi_m V)^\perp$ then

$$\gamma(x) = \prod_{j=1}^m \gamma_j(x_j) = 1 \quad \text{for any } x = (x_1, \ldots, x_m) \in V,$$

since $\gamma_j(x_j) = 1$ for any $x_j \in \pi_j(V)$. Hence $\gamma \in V^\perp$.

**Proof of Theorem 1.2.** We first verify that

$$\text{BL}_G(H, p) < \infty \implies \text{BL}_\hat{G}(H^\perp, p') < \infty. \quad (4.7)$$

By Theorem 4.2 it is enough to prove (4.3) for any closed subgroup $W$ of $H^\perp$; equivalently

$$\sum_{j=1}^m p_j^{-1} \text{codim}_{\hat{G}_j} \hat{\pi}_j(W) \geq \sum_{j=1}^m \text{codim}_{\hat{G}_j} \hat{\pi}_j(W) - \text{codim}_{H^\perp} W. \quad (4.8)$$

For such a $W$ we set

$$V = (\hat{\pi}_1 W)^\perp \times \cdots \times (\hat{\pi}_m W)^\perp \cap H.$$  

Clearly $V$ is a subgroup of $H$, hence by (4.1),

$$\text{rank } V \leq \sum_{j=1}^m p_j^{-1} \text{rank } \pi_j(V). \quad (4.9)$$

Since $\pi_j V \subset (\hat{\pi}_j W)^\perp$, by Lemma 4.3 we see that

$$\text{rank } \pi_j V \leq \dim \hat{G}_j - \dim \hat{\pi}_j W = \text{codim}_{\hat{G}_j} \hat{\pi}_j W,$$

and so

$$\sum_{j=1}^m p_j^{-1} \text{rank } \pi_j(V) \leq \sum_{j=1}^m p_j^{-1} \text{codim}_{\hat{G}_j} \hat{\pi}_j(W).$$

In order to conclude (4·8) it therefore suffices to show that
\[ \text{rank } V \geq \sum_{j=1}^{m} \text{codim} \hat{G}_j \hat{\pi}_j(W) - \text{codim}_{H^\perp} W. \]

To do this we first write
\[ \text{rank } V = \text{rank } U + \text{rank } H - \text{rank } (U + H), \]
where \( U = (\hat{\pi}_1 W)^\perp \times \cdots \times (\hat{\pi}_m W)^\perp \). Notice that \( (U + H) \subseteq W^\perp \) by Lemma 4·4 and the assumption that \( W \subseteq H^\perp \). From this we have
\[
\begin{align*}
\text{rank } V &\geq \sum_{j=1}^{m} \text{rank } (\hat{\pi}_j W)^\perp + \text{rank } H - \text{rank } W^\perp \\
&= \sum_{j=1}^{m} \text{codim} \hat{G}_j \hat{\pi}_j W - \text{codim}_{H^\perp} W \\
&\quad + \text{dim } H^\perp - \text{dim } W + \text{rank } H - \text{rank } W^\perp \\
&= \sum_{j=1}^{m} \text{codim} \hat{G}_j \hat{\pi}_j W - \text{codim}_{H^\perp} W,
\end{align*}
\]
as required. Here we also used that \( \text{dim } H^\perp - \text{dim } W + \text{rank } H - \text{rank } W^\perp = 0 \), which follows from Lemma 4·3.

We now establish the converse of the implication (4·7) by very similar reasoning. By Theorem 4·1 it suffices to show that (4·1), or equivalently
\[
\sum_{j=1}^{m} \frac{\text{rank } \pi_j V}{p_j'} \leq \sum_{j=1}^{m} \text{rank } \pi_j V - \text{rank } V, \tag{4·10}
\]
holds for all \( V \subseteq H \). As before, we set
\[ W = (\pi_1 V)^\perp \times \cdots \times (\pi_m V)^\perp \cap H^\perp. \]
Since \( W \) is a closed subgroup of \( H^\perp \), by Theorem 4·2 we have
\[
\text{codim}_{H^\perp} W \geq \sum_{j=1}^{m} \frac{1}{p_j'} \text{codim} \hat{G}_j \hat{\pi}_j W. \tag{4·11}
\]
By Lemma 4·3, we have
\[ \text{dim } \hat{\pi}_j W \leq \text{dim } (\pi_j V)^\perp = \text{rank } G_j - \text{rank } \pi_j V, \]
and so
\[
\sum_{j=1}^{m} \frac{1}{p_j'} \text{codim} \hat{G}_j \hat{\pi}_j W = \sum_{j=1}^{m} \frac{1}{p_j'} (\text{dim } G_j - \text{dim } \hat{\pi}_j W) \geq \sum_{j=1}^{m} \frac{\text{rank } \pi_j V}{p_j'}. \]
Moreover, using Lemmas 4.4 and 4.3, we obtain
\[
\text{codim}_{H^\perp} W = \text{dim } H^\perp - \text{dim } W \\
\leq \text{dim } (H^\perp + ((\pi_1 V)^\perp \times \cdots \times (\pi_m V)^\perp)) - \text{dim } ((\pi_1 V)^\perp \times \cdots \times (\pi_m V)^\perp)
\]
The required inequality (4·10) now follows from (4·11) and the above two inequalities.

Now that we have established the equivalence of the finiteness of $\text{BL}_G(H, p)$ and $\text{BL}_G(H^\perp, p')$, we may appeal to the expressions (4·2) and (4·4) and complete the proof of Theorem 1·2. We assume, as we may, that $G_j = \mathbb{Z}^{n_j} \times F_j$ for some finite abelian group $F_j$, so that $\hat{G}_j = \mathbb{T}^{n_j} \times \hat{F}_j$. This will suffice as all integral expressions involved in the definitions of $\text{BL}_G(H, p)$ and $\text{BL}_G(H^\perp, p')$ are invariant under taking compositions with the natural group homomorphisms.

It remains to establish (1·11) assuming that $\text{BL}_G(H, p)$, or equivalently $\text{BL}_G(H^\perp, p')$, is finite. This will be a direct consequence of an abstract form of the Fourier-invariance property (1·2), along with the fact that there exist extremisers $f = (f_j)$ and $g = (g_j)$ for the data $(H, p)$ and $(H^\perp, p')$, respectively, taking the form

$$f_j = \chi_{\{0\}} \otimes \chi_{A_j} \quad \text{and} \quad g_j = \chi_{\mathbb{T}^{n_j}} \otimes \chi_{B_j},$$

where $A_j$ and $B_j$ are subgroups of $F_j$ and $\hat{F}_j$, respectively. Here we are appealing to both (4·2) and (4·4).

Let $f_j = |A_j|^{-1/p_j} \chi_{\{0\}} \otimes \chi_{A_j}$ be such an extremiser for the data $(H, p)$, that is

$$\text{BL}_G(H, p) = \int_H f_1 \otimes \cdots \otimes f_m(x) d\mu_H(x).$$

Next we appeal to the abstract Fourier–invariance property (see for example [15, Theorem 3·6·3])

$$\int_H f_1 \otimes \cdots \otimes f_m(x) d\mu_H(x) = \int_{H^\perp} \hat{f}_1 \otimes \cdots \otimes \hat{f}_m(\gamma) d\mu_{H^\perp}(\gamma),$$

where the Fourier transform $\hat{f}_j$ is given by

$$\hat{f}_j(\gamma) = \int_{G_j} f_j(x_j) \gamma_j(x_j) d\mu_{G_j}(x_j).$$

Standard reasoning reveals that $\hat{f}_j = |A_j|^{1/p_j} \chi_{\mathbb{T}^{n_j}} \otimes \chi_{A_j^\perp}$ and $\|\hat{f}_j\|_{L^p(G_j)} = 1$, and so

$$\int_{H^\perp} \hat{f}_1 \otimes \cdots \otimes \hat{f}_m(\gamma) d\mu_{H^\perp}(\gamma) \leq \text{BL}_G(H^\perp, p').$$

Combining this with (4·13) and (4·14), we conclude that $\text{BL}_G(H, p) \leq \text{BL}_G(H^\perp, p')$. A very similar argument, involving extremisers for $(H^\perp, p')$ of the form $g_j = \chi_{\mathbb{T}^{n_j}} \otimes \chi_{B_j}$, leads to the reverse inequality $\text{BL}_G(H^\perp, p') \leq \text{BL}_G(H, p)$. We leave this to the reader.

Remark. As we have seen, if the underlying abelian groups are finitely-generated, or the duals of such, an extremiser always exists whenever the Brascamp–Lieb constant is finite. In particular, the Fourier transform maps extremisers of the form $f_j = \chi_{\phi_j(\{0\} \times A_j)}$ for $(H, p)$ to extremisers of the form $g_j = \chi_{\Psi_j(\mathbb{T}^{n_j} \times B_j)}$ for $(H^\perp, p')$; here $\Phi_j : \mathbb{Z}^{n_j} \times F_j \to G_j$ (resp. $\Psi : \mathbb{T}^{n_j} \times \hat{F}_j \to \hat{G}_j$) is a homomorphism and $A_j$ (resp. $B_j$) is a subgroup of $F_j$ (resp. $\hat{F}_j$). Notice that,
when $f_j$ is an extremiser for $(H, p)$ with $\|f_j\|_{L^p_j(G_j)}=1$,

$$
\text{BL}_G(H, p) = \int_{H^\perp} \hat{f}_1 \otimes \cdots \otimes \hat{f}_m d\mu_{H^\perp} \leq \text{BL}_G(H^\perp, p'),
$$

by the Fourier-invariance property (4.14), and that equality must hold here thanks to (1.9). Consequently $\hat{f}_j$ is an extremiser for $(H^\perp, p')$.

5. Proof of Theorem 4.2

Our proof of Theorem 4.2 will follow the induction argument of [7]. Since the dual of a finitely-generated abelian group is isomorphic to the product of a torus and a finite group, Theorem 4.2 may be restated as follows.

**Theorem 5.1** Suppose that $G \cong \mathbb{T}^n \times F$ and $G_j \cong \mathbb{T}^{n_j} \times F_j$ for some finite groups $F_j$, $F$, and integers $n_j, n \geq 0$. Let $\mu_G$ and $\mu_{G_j}$ be the Haar probability measures of $G$ and $G_j$, respectively. Let $\phi_j: G \to G_j$ be a group homomorphism for each $j$. Then for $1 \leq p_j \leq \infty$ there is a finite constant $C > 0$ such that

$$
\int_G \prod_{j=1}^m f_j \circ \phi_j(x) d\mu_G(x) \leq C \prod_{j=1}^m \|f_j\|_{L^p_j(G_j)} \quad (5.1)
$$

if and only if

$$
\text{codim}_G(W) \geq \sum_{j=1}^m p_j^{-1} \text{codim}_{G_j}(\phi_j(W)) \quad (5.2)
$$

for every closed subgroup $W$ of $G$. In addition, if (5.1) holds with a finite constant, then the smallest constant is given by

$$
\max_{W \subset F} |F|^{-1} |W| \prod_{j=1}^m \left( |F_j| ||\Phi_j^2(0, W)||^{-1} \right)^{1/p_j},
$$

where the maximum is taken over all subgroups $W$ of $F$. Here $\Phi_j = (\Phi_j^1, \Phi_j^2): \mathbb{T}^n \times F \cong G \to G_j \cong \mathbb{T}^{n_j} \times F_j$ coincides with $\phi_j: G \to G_j$ up to isomorphism.

We note that since Theorem 5.1 is intended to be applied to the dual of a finitely-generated group, its choice of Haar measure normalisation is consistent with the conventions discussed in the introduction.

**Proof.** By the algebraic invariance of the statement of Theorem 5.1 it suffices to assume that $G = \mathbb{T}^n \times F$ and $G_j = \mathbb{T}^{n_j} \times F_j$ for each $j$.

We first prove the necessity of (5.2) using a Knapp type example. Let $W$ be a nontrivial subgroup of $G$, $0 < r \ll 1$ and let $f_j$ be the characteristic function of $\{x_j \in G_j; \text{dist}(x_j, \phi_j(w)) \leq r \text{ for some } w \in W\}$. Then

$$
\|f_j\|_{L^p_j(G_j)} \lesssim r^{\dim G_j - \dim \phi_j(W)} \leq r^{\text{codim}_{G_j}(\phi_j(W))}.
$$
Since $\prod_{j=1}^m f_j \circ \phi_j(x) = 1$ whenever $\text{dist}(x, w) \leq cr$, for some $w \in \overline{W}$ and constant $c > 0$,

$$\int_G \prod_{j=1}^m f_j \circ \phi_j(x) d\mu_G(x) \gtrsim r^{\dim G - \dim W}.$$ 

Inequality (5.2) follows on letting $r \to 0$.

We now turn to the sufficiency of (5.2). Without loss of generality we may assume that $1 \leq p_j < \infty$ for all $j = 1, \ldots, m$, since the terms $j$ with $p_j = \infty$ have no effect on the estimate (5.1). Observe first that, by (5.2) applied with $W = G$, we have $\dim \phi_j(G) = \dim G_j$ for all $j$.

We first deal with the case that $G$ and the $G_j$ are connected, that is $G = \mathbb{T}^n$ and $G_j = \mathbb{T}^{n_j}$, and argue by induction on $n$.

If $n = 1$ then clearly $\dim G_j \in \{0, 1\}$ for each $j$. Neglecting, as we may, those factors for which $\dim G_j = 0$, and noting that $\|f_j \circ \phi_j\|_{L^p(G)} = \|f_j\|_{L^p(G)}$ for all $p$, otherwise, the estimate (5.1) (with constant $C = 1$) follows quickly from (5.2) by Hölder’s inequality.

We now fix $n > 1$ and assume that the estimate (5.1) holds with $C = 1$ under the assumption (5.2), whenever $\dim G < n$. We first deal with the case that there is a non-trivial connected closed subgroup $W \subsetneq G$ such that $\text{codim}_G(W) = \sum_{j=1}^m p_j^{-1} \text{codim}_{G_j}(\phi_j(W))$. We call such $W$ a critical subgroup of $G$. Since $W$ is closed and connected, the quotient group $G/W$ is also equivalent to a torus. Clearly $\dim W$ and $\dim G/W$ are both less than $n$. Denoting by $\mu_W$ and $\mu_{G/W}$ the associated Haar probability measures, and applying the quotient integral formula, we have

$$\int_G \prod_{j=1}^m f_j \circ \phi_j d\mu_G = \int_{G/W} \left( \int_W \prod_{j=1}^m f_j \circ \phi_j(x + y) d\mu_W(y) \right) d\mu_{G/W}(\xi).$$

For each $\xi \in G/W$ we fix a representative $x_\xi \in G$ of $\xi$ and define $f_{j,\xi}(y_j) = f_j(y_j + \phi_j(x_\xi))$ for $y_j \in \phi_j(W)$. Then if $y \in W$

$$f_j \circ \phi_j(x_\xi + y) = f_j(\phi_j(y) + \phi_j(x_\xi)) = f_{j,\xi} \circ \phi_j(y),$$

where $\phi_j|W$ is the restriction of $\phi_j$ to $W$. Note that $\phi_j|W$ is a homomorphism of $W$ onto $U_j := \phi_j(W)$. Further, for any closed subgroup of $W$ the inequality (5.2) holds with respect to $\phi_j|W$, since $W$ is critical. Thus the induction assumption yields

$$\int_G \prod_{j=1}^m f_j \circ \phi_j d\mu_G \leq \int_{G/W} \prod_{j=1}^m \|f_{j,\xi}\|_{L^{p_j}(U_j)} d\mu_{G/W}(\xi)$$

$$= \int_{G/W} \prod_{j=1}^m \left( \int_{U_j} f_j(y_j + \phi_j(x_\xi))^{p_j} d\mu_{U_j}(y_j) \right)^{1/p_j} d\mu_{G/W}(\xi). \quad (5.3)$$

Here $\mu_{U_j}$ is the Haar probability measure on $U_j$. We now define a group homomorphism $\varphi_j: G/W \to G_j/U_j$ by $\varphi_j(\xi) = \phi_j(x_\xi) + U_j$, $\xi \in G/W$, and set $F_j(\xi) = \|f_j(\cdot + x_j)\|_{L^{p_j}(U_j)}$ for any $\xi \in G_j/U_j$ containing $x_j \in G_j$. Then the right-hand side of (5.3) may be written as

$$\int_{G/W} \prod_{j=1}^m F_j \circ \varphi_j d\mu_{G/W}(\xi).$$
We claim that
\[
\text{codim}_{G/W} V \geq \sum_{j=1}^{m} p_j^{-1} \text{codim}_{G_j/U_j} \varphi_j(V)
\]  
(5.4)
holds for any closed subgroup \( V \) of \( G/W \). Accepting this momentarily, since \( \dim G/W < \dim G \), and applying the induction assumption again, we have
\[
\int_{G/W} \prod_{j=1}^{m} F_j \circ \varphi_j(\xi) d\mu_{G/W}(\xi) \leq \prod_{j=1}^{m} \left( \int_{G_j/U_j} \left( \int_{U_j} f_j(x_j + y_j) d\mu_{U_j}(y_j) \right) d\mu_{G_j/U_j}(\xi_j) \right)^{1/p_j}
\]
\[
= \prod_{j=1}^{m} \|f_j\|_{L^{p_j}(G_j)}. \]

Here the last equality follows from the quotient integral formula. Combining this with (5·3), we obtain the desired estimate (5·1).

It remains to prove (5·4). For a closed subgroup \( V \) of \( G/W \) we write \( G = G/W \), where \( q: G \to G/W \) is the quotient map. Since \( V = \mathcal{N}/W \) and \( \varphi_j(V) = \varphi_j(W)/U_j \),
\[
\text{codim}_{G/W} V = \text{codim}_G \mathcal{N},
\]
by the quotient manifold theorem. Hence (5·2) implies that
\[
\text{codim}_{G/W} V \geq \sum_{j=1}^{m} p_j^{-1} \left( \text{codim}_{G_j} \phi_j(\mathcal{N}) \right)
\]
\[
= \sum_{j=1}^{m} p_j^{-1} \left( \dim G_j - \dim \varphi_j(V) - \dim U_j \right)
\]
\[
= \sum_{j=1}^{m} p_j^{-1} \text{codim}_{G_j/U_j} \varphi_j(V),
\]
by a further application of the quotient manifold theorem.

We next consider the case where each connected closed proper subgroup \( W \) of \( G \) gives rise to strict inequality in (5·2). In this case we define a closed convex set \( C \) by
\[
C = \left\{ t \in [0, 1]^m : \text{codim}_G W \geq \sum_{j=1}^{m} t_j \text{codim}_{G_j} \phi_j(W) \right\}

\text{for all connected closed subgroups } W \}
\]

By multilinear interpolation it is enough to show that for any extreme point \( t \in C \),
\[
\int_{G} \prod_{j=1}^{m} f_j \circ \phi_j d\mu_G \leq \prod_{j=1}^{m} \|f_j\|_{L^{1/p_j}(G_j)}.
\]
(5·5)

If \( t \) is such a point then it satisfies at least one of the following: (i) there is a proper connected critical subgroup \( W \) of \( G \) with respect to \( t \); (ii) at least one of the \( t_j \) is equal to 0; (iii) \( m = 1 \). From the above argument we see that (5·5) holds for the first case. In the third case we
have \( \| f_1 \circ \phi_1 \|_{L^1(G)} = \| f_1 \|_{L^1(G_1)} \), and so (5.5) holds. In the second case we simply appeal to induction on the number of components \( m \). Hence (5.5) holds for all extreme points \( t \) of \( C \).

We now deal with the case where \( G \) is not connected. In what follows we write \((y, z) \in \mathbb{T}^n \times F\), \((y_j, z_j) \in \mathbb{T}^{n_j} \times F_j\) and \( \phi_j(y, z) = (\phi_j^1(y, z), \phi_j^2(y, z)) \in \mathbb{T}^{n_j} \times F_j\) for all \( 1 \leq j \leq m \). Since each \( \phi_j^2 \) is continuous it depends only on the variable \( z \), and so for convenience we redefine it as a function on \( F \). For a nonnegative measurable function \( f_j \) on \( \mathbb{T}^{n_j} \times F_j \) and \( z \in F \) we let \( g_{j,z}(y_j) = f_j(y_j + \phi_j^1(0, z), \phi_j^2(z)) \) for each \( y_j \in \mathbb{T}^{n_j} \). Since

\[
f_j(\phi_j(y, z)) = f_j(\phi_j^1(y, 0) + \phi_j^1(0, z), \phi_j^2(z)) = g_{j,z}(\phi_j^1(y, 0)),
\]

we have

\[
\int_G \prod_{j=1}^m f_j \circ \phi_j(x) d\mu_G(x) = \frac{1}{|F|} \sum_{z \in F} \int_{\mathbb{T}^n} \prod_{j=1}^m g_{j,z}(\phi_j(y)) dy.
\]

Here \( dy \) is the usual Lebesgue measure on \( \mathbb{T}^n \). The function \( \psi_j(\cdot) = \phi_j^1(\cdot, 0) \) is a homomorphism of \( \mathbb{T}^n \) into \( \mathbb{T}^{n_j} \), and \( \dim \phi_j(W \times \{0\}) = \dim \psi_j(W) \) for any closed subgroup \( W \) of \( \mathbb{T}^n \), and hence (5.2) is satisfied with respect to the data \((\mathbb{T}^n, \mathbb{T}^{n_j}, \psi_j)\). Applying the case we have already established (for connected \( G \)), we have that

\[
\frac{1}{|F|} \sum_{z \in F} \int_{\mathbb{T}^n} \prod_{j=1}^m g_{j,z}(\psi_j(y)) dy \leq \frac{1}{|F|} \sum_{z \in F} \prod_{j=1}^m \left( \int_{\mathbb{T}^{n_j}} \| f_j(y_j + \phi_j^1(0, z), \phi_j^2(z)) \|_p \ dy_j \right)^{1/p_j}
\]

\[
= \frac{1}{|F|} \sum_{z \in F} \prod_{j=1}^m \left( \int_{\mathbb{T}^{n_j}} \| f_j(y_j, \phi_j^2(z)) \|_p \ dy_j \right)^{1/p_j}.
\]

Note that \( \phi_j^2 : F \to F_j \) is a homomorphism of finite groups, and the induced measure on \( F_j \) from \( \mu_{G_j} \) is normalised counting measure for each \( j \). Thus, applying Theorem 4.1 we have

\[
\frac{1}{|F|} \sum_{z \in F} \prod_{j=1}^m \left( \int_{\mathbb{T}^{n_j}} \| f_j(y_j, \phi_j^2(z)) \|_p \ dy_j \right)^{1/p_j}
\]

\[
\leq |F|^{-1} \text{BL}_{G_j}(H, p) \prod_{j=1}^m \left( \sum_{z \in F_j} \int_{\mathbb{T}^{n_j}} \| f_j(y_j, z_j) \|_p \ dy_j \right)^{1/p_j}
\]

\[
= |F|^{-1} \text{BL}_{G_j}(H, p) \left( \prod_{j=1}^m |F_j|^{1/p_j} \right) \prod_{j=1}^m \| f_j \|_{L^p(G_j)},
\]

where \( H = \{ (\phi_1^2(z), \ldots, \phi_m^2(z)) : z \in F \} \) is a subgroup of \( F_1 \times \cdots \times F_m \). Combining all of the above estimates, we obtain

\[
\int_G \prod_{j=1}^m f_j \circ \phi_j(x) d\mu_G(x) \leq \mathcal{C}(\phi, p) \prod_{j=1}^m \| f_j \|_{L^p(G_j)}
\]

with the constant \( \mathcal{C}(\phi, p) \) given by

\[
\mathcal{C}(\phi, p) = \max \left\{ |F|^{-1} |W| \prod_{j=1}^m \left( |F_j|^{-1} |\phi_j^2(W)| \right)^{-1/p_j} : W \text{ is a subgroup of } F \right\}.
\]
Now it remains to show that $\mathcal{C}(\phi, p)$ is the smallest constant for (5.1) if (5.1) holds with a finite constant. By Theorem 4.1 there are subgroups $\Gamma_j$ of $F_j$, $1 \leq j \leq m$, such that $h = (h_j)$ with $h_{pj}^j = |F_j||\Gamma_j|^{-1}\chi_{\Gamma_j}$ is an extremiser of the Brascamp–Lieb inequality associated with $(H, p)$, that is to say
\[
\sum_{z \in F} \left( \prod_{j=1}^{m} h_j \circ \phi_j^2 (z) \right) = BL_G(H, p) \prod_{j=1}^{m} \left( \sum_{z_j \in F_j} h_{pj}^j (z_j)^{p_j} \right)^{1/p_j}.
\]
Let us set $f_j = \chi_{\mathbb{T}^{n_j}} \otimes h_j$ on $\mathbb{T}^{n_j} \times F_j$. Then $\|f_j\|_{L^{p_j}(G_j)} = 1$ and
\[
\int_G \prod_{j=1}^{m} f_j \circ \phi_j (x) d\mu_G(x) = |F|^{-1} \sum_{z \in F} \left( \prod_{j=1}^{m} h_j \circ \phi_j^2 (z) \right)
= |F|^{-1} BL_G(H, p) \prod_{j=1}^{m} |F_j|^{1/p_j}
= \mathcal{C}(\phi, p) \|f_j\|_{L^{p_j}(G_j)}.
\]
Hence $\mathcal{C}(\phi, p)$ is the smallest constant for (5.1).

**Remark.** By the lifting lemma it is possible to find a sufficient condition for the finiteness of the Brascamp–Lieb constant appearing in the statement of Theorem 5.1 from that for the so-called localised Brascamp–Lieb constant in [7, theorem 2.2], avoiding the above argument. Indeed, when $G = \mathbb{T}^n$, $G_j = \mathbb{T}^{n_j}$ and $\phi_j$ is surjective, there exists a linear transformation $\psi_j : \mathbb{R}^n \to \mathbb{R}^{n_j}$ such that $q_j \circ \psi_j = \phi_j \circ q$, where $q : \mathbb{R}^n \to \mathbb{T}^n$ and $q_j : \mathbb{R}^{n_j} \to \mathbb{T}^{n_j}$ are the quotient maps. So, for any non-negative measurable function $f_j$ on $\mathbb{T}^{n_j}$, the inequality (5.1) coincides with
\[
\int_{[-\frac{1}{2}, \frac{1}{2}]^{n_j}} \prod_{j=1}^{m} g_j \circ \psi_j (x) \ dx \leq C \prod_{j=1}^{m} k_j^{-1/p_j} \|g_j\|_{L^{p_j}(\mathbb{R}^{n_j})}.
\]
Here $g_j = \tilde{f}_j |B_j$ where $\tilde{f}_j$ is the periodic extension of $f_j$ and $B_j = \psi_j([-1/2, 1/2]^n)$. Since $B_j$ is a $k_j$-fold covering of $\mathbb{T}^{n_j}$ for some $k_j \geq 1$, we have that $\|g_j\|_{L^{p_j}(\mathbb{R}^{n_j})} = k_j \|f_j\|_{L^{p_j}(\mathbb{T}^{n_j})}$. Hence, by [7, theorem 2.2], (5.1) holds with finite $C > 0$ if (5.2) holds for any subgroup of the form $W = q(V) \subset \mathbb{T}^n$ for some subspace $V$ of $\mathbb{R}^n$. However, this reduction to the localised Brascamp–Lieb inequality does not appear to easily provide information on the precise Brascamp–Lieb constant, as is required by Theorem 5.1.

6. Further lines of enquiry and remarks

6.1. Finiteness of the Brascamp–Lieb constant on general LCA groups

As mentioned in the introduction – see (1.8) and (1.9) – it seems natural to expect that Theorems 1.1 and 1.2 have a common generalisation to the setting of arbitrary LCA groups. Given our approaches to Theorems 1.1 and 1.2, the natural first step would be to establish a finiteness criterion for the Brascamp–Lieb constant at this level of generality.

6.2. The Brascamp–Lieb inequality on noncommutative groups

While the definition of the Brascamp–Lieb constant $BL_G(H, p)$ given in (1.7) readily generalises to general locally compact groups, the complexities in defining the Fourier transform
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in this setting make the prospect of establishing an associated Fourier duality principle of the form (1·8) (for example) appear rather unclear. However, analogues of Theorems 4.1 and 4.2 remain quite plausible. We illustrate this with the following theorem in the case of general finite groups.

**Proposition 6.1** Let \( G_j \) be a finite group, \( j = 1, \ldots, m \), and \( H \) be a subgroup of \( G_1 \times \cdots \times G_m \). Assume that \( G_j \) and \( H \) are equipped with the counting measures \( \mu_{G_j} \) and \( \mu_H \), respectively. For \( p = (p_j) \in [1, \infty]^m \), we have

\[
\text{BL}_{G}(H, p) = \max_{V_j \subseteq G_j} \left| \int_{H} (a_1 \chi_{V_1}) \otimes \cdots \otimes (a_m \chi_{V_m}) d\mu_H \right|,
\]

where the maximum is taken over all subgroups \( V_j \) of \( G_j \) and \( a_j = |V_j|^{-1/p_j}, j = 1, \ldots, m \).

**Remark.** The Brascamp–Lieb constant (6·1) is given by

\[
\text{BL}_{G}(H, p) = \max \left\{ \left| \prod_{j=1}^m \pi_j^{-1}(V_j) \prod_{j=1}^m |V_j|^{-1/p_j} : V_j \text{ is a subgroup of } G_j \right| \right\},
\]

Before proving Proposition 6·1, we introduce some convenient notation. For each \( 1 \leq j \leq m \), let \( G \) and \( G_j \) be finite groups, \( \varphi_j: G \to G_j \) be homomorphisms, and

\[
\text{BL}(\varphi, s; f) = \left| \int_G \prod_{j=1}^m f_j(\varphi_j(x))^{s_j} d\mu(x) \right| \prod_{j=1}^m (\int_{G_j} f_j(x_j) d\mu_j(x_j))^{s_j}.
\]

Here \( \varphi = (\varphi_j), s = (s_j) \subseteq [0, 1]^m \), \( f = (f_j) \), and all integrals are with respect to the counting measures \( \mu \) and \( \mu_j \) on \( G \) and \( G_j \), respectively. The mapping \( \text{BL}(\varphi, s; \cdot) \) is often referred to as the Brascamp–Lieb functional, and

\[
\text{BL}(\varphi, s) := \sup_{f \neq 0} \text{BL}(\varphi, s; f)
\]

the Brascamp–Lieb constant for the data \((\varphi, s)\). Proposition 6·1 may now be restated as follows.

**Proposition 6.2** Let \( G \) and \( G_j \) be finite groups. Then

\[
\text{BL}(\varphi, s) = \max_f \text{BL}(\varphi, s; f),
\]

where the maximum is taken over \( f_j = a_j \chi_{\Gamma_j} \), where \( \Gamma_j \) is a subgroup of \( G_j \), and \( a_j > 0 \).

In the remainder of this section we prove Proposition 6·2. The key ingredients are an abstract form of an inequality of K. Ball (see [6] for the euclidean version) and properties of iterated convolutions of a function on a finite group (the forthcoming Lemma 6·4).

**Proposition 6.3** (Ball’s inequality). We have

\[
\text{BL}(\varphi, s; f)\text{BL}(\varphi, s; g) \leq \text{BL}(\varphi, s)\text{BL}(\varphi, s; f \ast g),
\]

where \( f \ast g = (f_j \ast g_j) \).
As in the euclidean case, Ball’s inequality guarantees that a convolution of extremisers of the Brascamp–Lieb functional is also an extremiser – see [6].

**Proof.** By homogeneity it is enough to prove Proposition 6.2 when \( \int_{G_j} f_j d\mu_j = \int_{G_j} g_j d\mu_j = 1 \) for each \( j \). Now, by the translation-invariance of the measures,

\[
\text{BL}(\varphi, s; f) \text{BL}(\varphi, s; G) = \int_G \int_G \prod_{j=1}^m f_j(\varphi_j(y)) \varphi_j^{-1}(y) d\mu(x) d\mu(y) = \int_G \int_G \prod_{j=1}^m g_j(\varphi_j(x)) \varphi_j^{-1}(y) d\mu(y) d\mu(x) = \int_G \int_G \prod_{j=1}^m h_j^x(\varphi_j(y)) d\mu(y) d\mu(x),
\]

where \( h_j^x(z) = f_j(z)g_j(\varphi_j(x)z^{-1}) \). Hence

\[
\text{BL}(\varphi, s; f) \text{BL}(\varphi, s; G) \leq \text{BL}(\varphi, s) \int_G \prod_{j=1}^m \left( \int_{G_j} h_j^x(z_j) d\mu_j(z_j) \right) d\mu(x) = \text{BL}(\varphi, s) \int_G \prod_{j=1}^m (f_j * g_j(\varphi_j(x))) d\mu(x) = \text{BL}(\varphi, s) \text{BL}(\varphi, s; f * G).
\]

**Lemma 6.4** Let \( G \) be a finite group with the counting measure. Let \( f \) be a non-negative function on \( G \) with \( \|f\|_{L^1(G)} = 1 \) and \( f^{(\ell)} = f * \cdots * f \) be the \( \ell \)-fold convolution of \( f \) with itself. Then there is a subgroup \( \Gamma \) of \( G \) and a positive integer \( k_0 \) such that \( f^{(\ell k_0)} \) converges to \( 1/|\Gamma| \chi_\Gamma \) as \( \ell \to \infty \). Here \( \chi_\Gamma \) is the characteristic function of \( \Gamma \).

**Proof of Proposition 6.2.** Clearly, \( \text{BL}(\varphi, s) \geq \sup \text{BL}(\varphi, s; f) \), for any \( f = (a_j \chi_{\Gamma_j}) \). It suffices to prove that the reverse inequality also holds. Note that \( f_j; G_j \to [0, \infty) \) is an element of \( [0, \infty)^{G_j} \), where \( n_j \) is the cardinality of \( G_j \), hence the set \( \{f_j; G_j \to [0, \infty); \|f_j\|_{p_j} = 1\} \) is compact. Hence the Brascamp–Lieb constant

\[
\text{BL}(\varphi, s) = \sup_{\|f\|_{L^1(G)} = 1} \text{BL}(\varphi, s; f)
\]

is always finite for any \( 1 \leq p_j \leq \infty \), and an extremiser \( f \) exists. Let \( f \) be an extremiser with \( \|f\|_{L^1(G)} = 1 \). Let us set \( f^{(\ell)} = (f_j^{(\ell)}) \), with \( f_j^{(\ell)} \) the \( \ell \)-fold convolution of \( f_j \). Since each \( f_j \) is non-negative, we apply Lemma 6.4 to obtain \( \Gamma_j \subset G_j \) and \( k_j \in \mathbb{N} \) such that \( f_j^{(\ell k_j)} \) converges to \( |\Gamma_j|^{-1} \chi_{\Gamma_j} \) as \( \ell \to \infty \). Note that \( f^{(\ell k_1 \cdots k_m)} \), \( \ell \in \mathbb{N} \), are extremisers of the Brascamp–Lieb functional by Ball’s inequality. Letting \( \ell \to \infty \), \( \text{BL}(\varphi, s) = \text{BL}(\varphi, s; g) \), where \( g_j = |\Gamma_j|^{-1} \chi_{\Gamma_j} \) for each \( j \).

It remains to verify Lemma 6.4, which follows by a routine application of the ergodic theorem for a random walk on a finite group – formulated in an appropriate abstract setting in [25, proposition 9.9.6]. Here we appeal to the following simplified statement.
THEOREM 6.5 ([25]). Suppose $G$ is a finite group. Let $g$ be a nonnegative function on $G$ with $\|g\|_{L^1(G)} = 1$ and set $\Delta = \{x \in G : g(x) > 0\}$, the support of $g$. Then $g^{(k)} \to a\chi_G$ as $k \to \infty$ if and only if there exists $k \in \mathbb{N}$ such that $G = \Delta \cdots \Delta$ with $k$-factors. Here $\|a\chi_G\|_{L^1(G)} = 1$ and $g^{(k)}$ is the $k$-fold convolution of $g$.

Proof of Lemma 6.4. We fix $x_o$ in the support of $f$ and let $\mathcal{C}(f, G)$ be the collection of subgroups of $G$ containing $\Delta x^{-1}_o := \{x x^{-1}_o \in G : f(x) > 0\}$. Clearly $\mathcal{C}(f, G)$ is nonempty since $G \in \mathcal{C}(f, G)$. Suppose that $\Gamma$ is the smallest subgroup of $G$ contained in $\mathcal{C}(f, G)$. We claim that it suffices to show that

$$\lim_{\ell \to \infty} f^{(\ell)} = 1/|\Gamma| \chi_\Gamma$$

(6.3)

when $x_o$ is the identity element of $G$. To see this suppose that $x_o$ is not the identity element, and observe that we can find a positive integer $k_o$ such that $x^{k_o}_o$ is the identity, since $G$ is finite. Note that $f^{(k_o)}(x^{k_o}_o) \neq 0$. This gives (6.3) with $f^{(k_o)}$ instead of $f$, as required.

We now show (6.3) when $x_o$ is the identity element. Since the support of $f$ is contained in $\Gamma$, $f = f|\Gamma$ is a normalised function on the finite group $\Gamma$. So, if there is a positive integer $\ell_o$ such that the $\ell_o$-fold product

$$\Delta \cdots \Delta = \text{supp} f^{(\ell_o)} = \Gamma,$$

then (6.3) follows from Theorem 6.5. Thus matters are reduced to finding such an $\ell_o$. By the smallness assumption on $\Gamma$, it is straightforward to see that

$$|\text{supp} f^{(\ell)}| < |\text{supp} f^{(2\ell)}| \leq |\Gamma|,$$

(6.4)

whenever $\Delta_{\ell} := \text{supp} f^{(\ell)}$ is a proper subset of $\Gamma$. Indeed, since the identity element belongs to $\Delta_{\ell}$, we have that $\Delta_{\ell} \subset \Delta_{\ell+1}$ and $|\Delta_{\ell}|$ is increasing. So, if (6.4) did not hold, we would have $\Delta_{\ell} = \Delta_{\ell+1}$, and so $\Delta_{\ell}$ would be a proper subgroup of $\Gamma$ containing the support of $f$, contradicting the smallness of $\Gamma$. Thus from (6.4) and the finiteness of $\Gamma$, we find a positive integer $\ell_o$ such that $\Delta_{\ell_o} = \Gamma$.

6.3. Fourier duality for the Brascamp–Lieb inequality on Lorentz spaces

There are further generalisations of the classical Brascamp–Lieb inequality that permit duality statements of the type we present in this paper. The so-called Lorentz–Brascamp–Lieb inequality, which also encompasses fractional integral inequalities (such as the Hardy–Littlewood–Sobolev inequality), is a clear example. Let us denote by $\text{BL}(H, p, r)$ the smallest constant $C$ for which

$$\left| \int_H f_1 \otimes \cdots \otimes f_m \right| \leq C \prod_{j=1}^m \|f_j\|_{L^{p_j,r_j}(H_j)}$$

(6.5)

holds for all $f_j \in L^{p_j,r_j}(H_j)$. Here, as in the classical situation, the $H_j$ are euclidean spaces and $H$ is a subspace of $H_1 \times \cdots \times H_m$. The exponents $p = (p_j) \in (1, \infty)^m$, $r = (r_j) \in [1, \infty]^m$ and $L^{p_j,r_j}(H_j)$ is the standard Lorentz space. Finiteness of $\text{BL}(H, p, r)$ for general (Lorentz–Brascamp–Lieb) data was studied by Christ [23], proving that if $(H, p)$ is simple (in that it
admits no proper critical subspace) then (6·5) holds whenever
\[ \sum_{j=1}^{m} \frac{1}{r_j} \geq 1. \] (6·6)

For the opposite direction, Bez, Lee, Nakamura and Sawano [8] showed that if the Lorentz refinement (6·5) holds then necessarily the scaling and dimension conditions ((3·1), (3·2)) and (6·6) hold. It was also observed in [8] that (3·1),(3·2) and (6·6) are not sufficient for (6·5), leaving the question of finiteness in (6·5) open in general.

Combining these results with Theorem 3·1 we obtain a simple duality property for Lorentz–Brascamp–Lieb data.

**Corollary 6·6** Let \( H \subseteq H_1 \times \cdots \times H_m \) and let \( p_j \in (1, \infty) \) and \( r_j \in [1, \infty] \) for each \( 1 \leq j \leq m \). If \( r_j \leq \min\{p_j, p'_j\} \) for all \( j \), then \( \text{BL}(H, p, r) \) is finite if and only if \( \text{BL}(H^\perp, p', r) \) is finite. In addition, when \( (H, p) \) is simple, \( \text{BL}(H, p, r) \) is finite if and only if \( \text{BL}(H^\perp, p', r) \) is finite, without restriction on the \( r_j \).

In particular, Corollary 6·6 applied with \( r_j = 1 \) establishes a duality between certain measure-theoretic statements. Namely, for \( p_j \in (1, \infty) \),
\[ |H \cap (A_1 \times \cdots \times A_m)| \lesssim \prod_{j=1}^{m} |A_j|^{\frac{1}{p_j}} \text{ for any } A_j \subset H_j \]
if and only if
\[ |H^\perp \cap (A_1 \times \cdots \times A_m)| \lesssim \prod_{j=1}^{m} |A_j|^{\frac{1}{r_j}} \text{ for any } A_j \subset H_j. \]

**Acknowledgments.** We thank both Michael Cowling and Alessio Martini for helpful discussions. The second author (E. Jeong) was partially supported by the POSCO Science Fellowship, a KIAS Individual Grant no. MG070502, and NRF-2020R1F1A1A01048520.

**REFERENCES**

[1] K. Ball. Volumes of sections of cubes and related problems. *in: Geometric Aspects of Functional Analysis* (J. Lindenstrauss, V. D. Milman, eds). Springer Lecture Notes in Math. **1376** (1989), 251–260.

[2] W. Beckner. Inequalities in Fourier analysis. *Ann. of Math.* **102** (1975), 159–182.

[3] J. Bennett and N. Bez. Some nonlinear Brascamp–Lieb inequalities and applications to harmonic analysis. *J. Funct. Anal.* **259** (2010), 2520–2556.

[4] J. Bennett and N.Bez. Higher order transversality in harmonic analysis. To appear in *RIMS Kôkyûroku Bessatsu*.

[5] J. Bennett, N. Bez, S. Buschenhenke, M. G. Cowling and T. C. Flock. On the nonlinear Brascamp–Lieb inequality. *Duke Math. J.* **169**, no. 17 (2020), 3291–3338.

[6] J. Bennett, A. Carbery, M. Christ and T. Tao. The Brascamp–Lieb inequalities: finiteness, structure and extremals. *Geom. Funct. Anal.* **17** (2007), 1343–1415.

[7] J. Bennett, A. Carbery, M. Christ and T. Tao. Finite bounds for Hölder–Brascamp–Lieb multilinear inequalities. *Math. Res. Lett.* **17** (2010), 647–666.

[8] N. Bez, S. Lee, S. Nakamura and Y. Sawano. Sharpness of the Brascamp–Lieb inequality in Lorentz spaces. *Electron. Res. Announc. Math. Sci.* **24** (2017), 53–63.
Fourier duality in the Brascamp-Lieb inequality

[9] H. J. Brascamp and E. H. Lieb. Best constants in Young’s inequality, its converse, and its generalization to more than three functions. *Adv. Math.* 20 (1976), 151–173.

[10] R. Bramati. Brascamp–Lieb inequalities on compact homogeneous spaces. *Anal. Geom. Metr. Spaces* 7 (2019), no. 1, 130–157.

[11] E. A. Carlen, E. H. Lieb and M. Loss. A sharp analog of Young’s inequality on $S^n$ and related entropy inequalities. *J. Geom. Anal.* 14 (2004), 487–520.

[12] M. Christ. The optimal constants in Hölder–Brascamp–Lieb inequalities for discrete Abelian groups. arXiv:1307.8442.

[13] M. Christ, J. Demmel, N. Knight, T. Scanlon and K. Yelick. Communication lower bounds and optimal algorithms for programs that reference arrays — Part 1. arXiv:1308.0068.

[14] M. Christ, J. Demmel, N. Knight, T. Scanlon and K. Yelick. On Hölder–Brascamp–Lieb inequalities for torsion-free discrete abelian groups. arXiv:1510.04190.

[15] A. Deitmar and S. Echterhoff. *Principles of Harmonic Analysis* (Universitext. Springer, New York, 2009).

[16] P. Durcik and C. Thiele. Singular Brascamp–Lieb: a survey. arXiv:1904.08844.

[17] T. Eisner and T. Tao. Large values of the Gowers–Host–Kra seminorms. *J. Anal. Math.* 117 (2012), 133–186.

[18] W. T. Gowers. A new proof of Szemerédi’s theorem. *Geom. Func. Anal.* 11 (2001), no. 3, 465–588.

[19] E. Hewitt and K. A. Ross. *Abstract Harmonic Analysis I* (Springer–Verlag, Berlin–Heidelberg–New York, 1963).

[20] J. M. Lee. *Introduction to Smooth Manifolds* (Springer–Verlag, New York, 2003).

[21] E. H. Lieb. Gaussian kernels have only Gaussian maximizers. *Invent. Math.* 102 (1990), 179–208.

[22] A. Martina Neuman. Functions of nearly maximal Gowers–Host–Kra norms on euclidean spaces. *J. Geom. Anal.* 30 (2020), no. 1, 1042–1099.

[23] P. Perry. Global well-posedness and long-time asymptotics for the defocussing Davey-Stewartson II equation in $H^{1+1}(\mathbb{C})$, with an appendix by M. Christ. *J. Spectral Theory* 6 (2016), 429–481.

[24] K. Roth. On certain sets of integers. *J. Lond. Math. Soc.* 28 (1953), 104–109.

[25] T. Ceccherini–Silberstein, F. Scarabotti and F. Tolli. *Harmonic Analysis on Finite Groups* (Cambridge University Press, Cambridge, 2008).

[26] T. Tao. *Higher order Fourier analysis* (American Mathematical Society, Providence, RI, 2012).