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REACTION-DIFFUSION WAVES WITH NONLINEAR BOUNDARY CONDITIONS
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Abstract. A reaction-diffusion equation with nonlinear boundary condition is considered in a two-dimensional infinite strip. Existence of waves in the bistable case is proved by the Leray-Schauder method.

1. Formulation of the problem. Reaction-diffusion problems with nonlinear boundary conditions arise in various applications. In physiology, such problems describe in particular development of atherosclerosis and other inflammatory diseases [3]. In this context, nonlinear boundary conditions show the influx of white blood cells from blood flow into the tissue where the inflammation occurs. Among other possible applications, let us indicate molecular transport through biological membrane where some molecules can amplify their own transport opening membrane channels, as it is the case, for example, with calcium induced calcium release [1].

In this work we consider the reaction-diffusion equation
\[ \frac{\partial u}{\partial t} = \Delta u + f(u), \] (1)
with nonlinear boundary conditions:
\[ y = 0 : \frac{\partial u}{\partial y} = 0, \quad y = 1 : \frac{\partial u}{\partial y} = g(u). \] (2)
Here $f$ and $g$ are sufficiently smooth functions, $-\infty < x < \infty, 0 < y < 1$. We will study the existence of travelling wave solutions of this problem, that is of solutions of the equation
\[ \Delta u + c \frac{\partial u}{\partial x} + f(u) = 0 \] (3)
with the same boundary conditions. Here $c$ is an unknown constant, the wave speed, and the variable $x$ in equation (3) is identified with the variable $x - ct$ in equation (1).

We assume that $f(u_+) = 0, g(u_-) = 0$ for some $u_+$ and $u_-$, and
\[ f'(u_+) < 0, \quad g'(u_-) < 0. \] (4)
We will also assume that these functions have a single zero \( u_0 \) in the interval \( u_+ < u < u_- \), \( f(u_0) = g(u_0) = 0 \), and \( f'(u_0) > 0, g'(u_0) > 0 \). We will look for solutions of problem (3), (2) with the limits

\[
\lim_{x \to \pm\infty} u(x, y) = u_\pm, \quad 0 < y < 1.
\] (5)

A reaction-diffusion system with nonlinear boundary conditions suggested as a model of atherosclerosis was studied in [3] in the monostable case. The scalar equation with nonlinear boundary condition and with \( f(u) \equiv 0 \) was considered in [4]. However, behavior of solutions at infinity in [4] is not specified.

In this work we study problem (3), (2) in the bistable case (see (4)). The wave existence and uniqueness are proved by the Leray-Schauder method. We use the topological degree for elliptic problems in unbounded domains and obtain a priori estimates of solutions. Though the conditions on the functions \( f \) and \( g \) are rather restrictive, this formulation provides an interesting model problem that allows us to develop the method to prove wave existence applicable in more general cases.

2. Solutions in the cross-section. We will look for solutions of problem (3), (2) having limits as \( x \to \pm\infty \). The limiting functions are solutions of the following problem in the interval \( 0 \leq y \leq 1 \):

\[
 u'' + f(u) = 0, \quad \quad \text{where prime denotes the derivative with respect to } y.
\] (6)

\[
 u'(0) = 0, \quad u'(1) = g(u(1)),
\] (7)

We begin with the case where \( f(u) \equiv 0 \). Then from the first boundary condition in (7) we obtain \( u = \text{const} \), from the second one, \( g(u) = 0 \). Denote a zero of the function \( g \) by \( u^* \). Let us analyze the eigenvalue problem

\[
 v'' = \lambda v, \quad v'(0) = 0, \quad v'(1) = g'(u^*)v(1).
\] (8)

Since the principal eigenvalue of this problem is real [6] (in fact, they are all real because the problem is self-adjoint), it is sufficient for what follows to consider real \( \lambda \). It can be easily verified that \( \lambda = 0 \) is not an eigenvalue of this problem if \( g'(u^*) \neq 0 \). Let \( \lambda > 0 \). Set \( \mu = \sqrt{\lambda} \). Then from the equation and the first boundary condition we obtain

\[
 v(y) = k(e^{\mu y} + e^{-\mu y}).
\]

From the second boundary condition it follows that

\[
 \mu = g'(u^*) \frac{e^\mu + e^{-\mu}}{e^\mu - e^{-\mu}}.
\]

This equation has a positive solution for \( g'(u^*) > 0 \), that is for \( u^* = u_0 \). All eigenvalues are negative for \( u^* = u_\pm \) since \( g'(u_\pm) < 0 \).

If \( f(u) \) is different from zero, then corresponding eigenvalue problem, instead of (8), writes

\[
 v'' + f'(u^*)v = \lambda v, \quad v'(0) = 0, \quad v'(1) = g'(u^*)v(1).
\] (9)

If \( f'(u^*) > 0 \), then the principal eigenvalue of this problem is greater than the principal eigenvalue of problem (8), and it remains positive. This is the case for \( u^* = u_0 \). If \( u^* = u_\pm \), then the eigenvalues are negative.
3. Fredholm property. Consider the operator corresponding to problem (3), (2) and linearized about a solution \( u(x, y) \):

\[
Av = \Delta v + c \frac{\partial v}{\partial x} + a(x, y)v, \quad (x, y) \in \Omega, \tag{10}
\]

\[
Bv = \begin{cases}
\frac{\partial v}{\partial y}, & y = 0 \\
\frac{\partial v}{\partial y} - b(x)v, & y = 1 
\end{cases}, \tag{11}
\]

where \( \Omega = \{ -\infty < x < \infty, \ 0 < y < 1 \} \), and

\[ a(x, y) = f'(u(x, y)), \quad b(x) = g'(u(x, 1)). \]

The operator \( L = (A, B) \) acts from the space \( E = C^{2+\alpha} (\Omega) \) into the space \( F = C^{\alpha}(\bar{\Omega}) \times C^{1+\alpha}(\partial \Omega) \). Consider the limiting operators

\[
A^\pm v = \Delta v + c \frac{\partial v}{\partial x} + a^\pm v, \quad (x, y) \in \Omega, \tag{12}
\]

\[
B^\pm v = \begin{cases}
\frac{\partial v}{\partial y}, & y = 0 \\
\frac{\partial v}{\partial y} - b^\pm v, & y = 1 
\end{cases}, \tag{13}
\]

and the corresponding equations

\[ A^\pm v = 0, \quad B^\pm v = 0. \tag{14} \]

Here

\[
 a^\pm = \lim_{x \to \pm \infty} a(x, y) = f'(u_\pm) < 0, \quad b^\pm = \lim_{x \to \pm \infty} b(x) = g'(u_\pm) < 0. \]

Denote by \( \tilde{v}^m(x, y) \) the partial Fourier transform of \( v(x, y) \) with respect to \( x \). Then from (14) we obtain

\[
\tilde{v}'' + (-\xi^2 + ci\xi + a^\pm)\tilde{v} = 0, \quad 0 < y < 1, \tag{15}
\]

\[
\tilde{v}'(\xi, 0) = 0, \quad \tilde{v}'(\xi, 1) = b^\pm \tilde{v}(\xi, 1). \tag{16}
\]

Since, according to Section 2, the eigenvalue problem

\[ v'' + a^\pm v = \lambda v, \quad 0 < y < 1, \quad v'(0) = 0, \quad v'(1) = b^\pm v(1) \]

has nonzero solutions only for real negative \( \lambda \), then it follows that for each \( \xi \in \mathbb{R} \), problem (15), (16) has only zero solution. Hence \( v(x, y) \equiv 0 \), and thus we have proved that limiting problems do not have nonzero bounded solutions. This is also true for the formally adjoint operator. Therefore the operator \( L \) satisfies the Fredholm property. It remains also true if the operator acts from \( W^{2,2}_\infty(\Omega) \) into \( L^2_\infty(\Omega) \times W^{1,2}_\infty(\partial \Omega) \) ([7], page 163) where the \( \infty \)-spaces are defined as follows. Let \( E \) be a Banach space with the norm \( \| \cdot \| \) and \( \phi_i \) be a partition of unity. Then \( E_\infty \) is the space of functions for which the expression

\[
\| u \|_\infty = \sup_i \| u\phi_i \|
\]

is bounded. This is the norm in this space.

**Theorem 3.1.** If conditions (4), (5) are satisfied, then the operator \( L = (A, B) \) acting from \( C^{2+\alpha}(\Omega) \) into \( F = C^{\alpha}(\bar{\Omega}) \times C^{1+\alpha}(\partial \Omega) \) or from \( W^{2,2}_\infty(\Omega) \) into \( L^2_\infty(\Omega) \times W^{1,2}_\infty(\partial \Omega) \) satisfies the Fredholm property.
4. **Properness and topological degree.** Consider the nonlinear operator in the domain $\Omega$
\[
T_0(w) = \Delta w + c \frac{\partial w}{\partial x} + f(w), \quad (x,y) \in \Omega,
\]
and the boundary operator
\[
Q_0(w) = \begin{cases}
\frac{\partial w}{\partial y}, & y = 0 \\
\frac{\partial w}{\partial y} - g(w), & y = 1.
\end{cases}
\]
Let $w = u + \psi$, where $\psi(x)$ is an infinitely differentiable function such that $\psi(x) = u_+ \quad \text{for} \quad x \geq 1$ and $\psi(x) = u_- \quad \text{for} \quad x \leq -1$. Set
\[
T(u) = T_0(u + \psi) = \Delta u + c \frac{\partial u}{\partial x} + f(u + \psi) + \psi'' + c\psi', \quad (x,y) \in \Omega,
\]
\[
Q(u) = Q_0(u + \psi) = \begin{cases}
\frac{\partial u}{\partial y} - g(u + \psi), & y = 0 \\
\frac{\partial u}{\partial y} - g(u + \psi), & y = 1.
\end{cases}
\]
We consider the operator $P = (T,Q)$ acting in weighted spaces,
\[
P = (T,Q) : W^{2,2}_{\infty}(\Omega) \to L^2_{\infty,\mu}(\Omega) \times W^{1,2}_{\infty,\mu}(\partial\Omega).
\]
with the weight function $\mu(x) = \sqrt{1 + x^2}$. The norm in the weighted space is defined as follows:
\[
\|u\|_{\infty,\mu} = \|u\|_{\infty}.
\]
It is proved that under condition (4) the operator $P$ is proper in the weighted spaces and that the topological degree can be defined [7].

5. **A priori estimates.**

5.1. **Monotonicity.** Consider the problem
\[
\Delta u + c \frac{\partial u}{\partial x} + f(u) = 0, \quad (x,y) \in \Omega, \quad (21)
\]
\[
y = 0 : \frac{\partial u}{\partial y} = 0, \quad y = 1 : \frac{\partial u}{\partial y} = g(u), \quad (22)
\]
where $f(u_\pm) = 0$, $g(u_\pm) = 0$. We look for the solutions with the limits
\[
\lim_{x \to \pm \infty} u(x,y) = u_\pm, \quad 0 < y < 1
\]
at infinity, $u_- > u_+$. **Lemma 5.1.** Let $U_0(x,y)$ be a solution of problem (21), (22) such that $\frac{\partial U_0}{\partial x} \leq 0$ for all $(x,y) \in \Omega$. Then the last inequality is strict.

**Proof.** Set $v = -\frac{\partial U_0}{\partial x}$. Then
\[
\Delta v + c \frac{\partial v}{\partial x} + f'(U_0)v = 0, \quad (24)
\]
\[
y = 0 : \frac{\partial v}{\partial y} = 0, \quad y = 1 : \frac{\partial v}{\partial y} = g'(U_0)v.
\]
Suppose that
\[
\frac{\partial U_0}{\partial x} |_{(x_0,y_0)} = 0
\]
for some $(x_0,y_0) \in \Omega$. Then
\[
v(x,y) \geq 0, \quad v(x,y) \neq 0, \quad (x,y) \in \bar{\Omega}; \quad v(x_0,y_0) = 0.
\]
If \((x_0, y_0) \in \Omega\), then we obtain a contradiction with a positiveness theorem. If \((x_0, y_0) \in \partial \Omega\), then from (25) it follows that \(\frac{\partial u(x_0, y_0)}{\partial y} = 0\). This contradicts the Hopf lemma which states that \(\frac{\partial v}{\partial y} \neq 0\).

**Lemma 5.2.** Let \(u_n(x, y)\) be a sequence of solutions of problem (21), (22) such that \(u_n \to U_0\) in \(C^1(\bar{\Omega})\), where \(U_0(x, y)\) is a solution monotonically decreasing with respect to \(x\). Then for all \(n\) sufficiently large \(\frac{\partial u_n}{\partial x} < 0\), \((x, y) \in \bar{\Omega}\).

**Proof.** Set \(v_0 = -\frac{\partial U_0}{\partial x}\). Then \(v_0\) is the eigenfunction of the problem
\[
\Delta v + c \frac{\partial v}{\partial x} + f'(U_0)v = \lambda v, \tag{26}
\]
\(y = 0: \frac{\partial v}{\partial y} = 0, \quad y = 1: \frac{\partial v}{\partial y} = g'(U_0)v\) \tag{27}

corresponding to the zero eigenvalue. Since \(v > 0\) in \(\Omega\), then \(\lambda = 0\) is the principal eigenvalue, that it is real, simple and all other eigenvalues lie in the left-half plane of the complex plane [6].

Similarly, \(v_n = -\frac{\partial u_n}{\partial x}\) is the eigenfunction of the problem
\[
\Delta v + c \frac{\partial v}{\partial x} + f'(u_n)v = \lambda v, \tag{28}
\]
\(y = 0: \frac{\partial v}{\partial y} = 0, \quad y = 1: \frac{\partial v}{\partial y} = g'(u_n)v\) \tag{29}

corresponding to the zero eigenvalue. Suppose that \(u_n\) are not monotone for \(n\) sufficiently large. Then \(v_n\) are not positive. Therefore, the principal eigenvalues \(\lambda_n\) of problem (28), (29) are real and positive [6]. Since they are uniformly bounded, then there is a subsequence, which converges to some limiting \(\lambda_0\). Hence \(\lambda_0\) is an eigenvalue of problem (26), (27).

If \(\lambda_0 > 0\), then we obtain a contradiction with the conclusion above that the principal eigenvalue of problem (26), (27) equals zero. If \(\lambda_0 = 0\), then we obtain a contradiction with simplicity of the zero eigenvalue of this problem. Indeed, problems (28), (29) have the zero eigenvalue and the eigenvalue \(\lambda_n\), which converges to zero. Let us recall that if a bounded domain of the complex plane does not contain the points of the essential spectrum, then the number of eigenvalues contained in this domain together with their multiplicities remains constant under small perturbation of the operator. Hence the zero eigenvalue of problem (26), (27) is not simple. This contradiction proves that the functions \(u_n\) are monotone with respect to \(x\). \(\square\)

5.2. **Wave speed.**

5.2.1. **Sign of the speed.** We will determine the sign of the speed of the wave connecting a stable and an unstable solutions. This result will be used below for estimates of solutions.
Lemma 5.3. Suppose that \( f(u_0) = g(u_0) = 0 \) for some \( u_0, u_+ < u_0 < u_- \), and \( f'(u_0) > 0, g'(u_0) > 0 \). If a monotone with respect to \( x \) function \( w(x, y) \) satisfies the problem
\[
\Delta w + c \frac{\partial w}{\partial x} + f(w) = 0,
\]
\[
y = 0: \frac{\partial w}{\partial y} = 0, \quad y = 1: \frac{\partial w}{\partial y} = g(w),
\]
\[
\lim_{x \to -\infty} w(x, y) = u_-, \quad \lim_{x \to \infty} w(x, y) = u_0,
\]
then \( c > 0 \).

Proof. Let us integrate equation (30) with respect to \( x \) from \( x_0 \) to \( \infty \) and with respect to \( y \in [0, 1] \):
\[
- \int_{x_0}^{1} \frac{\partial w(x_0, y)}{\partial x} dy + \int_{x_0}^{\infty} g(w(x, 1)) dx + c \int_{x_0}^{1} (u_0 - w(x_0, y)) dy + \int_{x_0}^{\infty} \int_{0}^{1} f(w(x, y)) dxdy = 0.
\]
We can choose \( x_0 \) so large that
\[
f(w(x, y)) > 0, \quad g(w(x, y)) > 0, \quad x > x_0, 0 \leq y \leq 1.
\]
Then the second and the last terms in (33) are positive. The first term is positive since \( w(x, y) \) is decreasing with respect to \( x \). Since \( u_0 - w(x, y) < 0 \), then this equality can take place only if \( c > 0 \). \qed

Lemma 5.3'. In the conditions of the previous lemma, if the conditions at infinity instead of (32) are
\[
\lim_{x \to -\infty} w(x, y) = u_0, \quad \lim_{x \to \infty} w(x, y) = u_+,
\]
then \( c < 0 \).

The proof of the lemma is similar to the previous one.

5.2.2. Estimate of the speed. We begin with an auxiliary result on comparison of solutions. Consider the initial boundary value problems
\[
\frac{\partial u}{\partial t} = \Delta u + c \frac{\partial u}{\partial x} + f_i(u),
\]
\[
y = 0: \frac{\partial u}{\partial y} = 0, \quad y = 1: \frac{\partial u}{\partial y} = g_i(u),
\]
\[
u(x, y, 0) = u_0^i(x, y),
\]
where \( i = 1, 2 \). We denote solutions of these two problems by \( u_1(x, y, t) \) and \( u_2(x, y, t) \), respectively.

Lemma 5.4. If
\[
f_1(u) < f_2(u), \quad g_1(u) < g_2(u), \quad u_0^1(x, y) < u_0^2(x, y), \quad \forall u, x, y,
\]
then
\[
u_1(x, y, t) < u_2(x, y, t), \quad \forall x \in \mathbb{R}, \quad 0 < y < 1, \quad t \geq 0.
\]
Proof. Set \( z = u_2 - u_1 \). Then
\[
\frac{\partial z}{\partial t} = \Delta z + c \frac{\partial z}{\partial x} + a(x, y, t)z + \phi(x, y, t), \tag{38}
\]
\[
y = 0 : \frac{\partial z}{\partial y} = 0, \quad y = 1 : \frac{\partial z}{\partial y} = b(x, y, t)z + \psi(x, y, t), \tag{39}
\]
\[
z(x, y, 0) = u^0_2(x, y) - u^0_1(x, y). \tag{40}
\]
Here
\[
f_2(u_2) - f_1(u_1) = f_2(u_2) - f_1(u_2) + f_1(u_2) - f_1(u_1) = a(x, y, t)z + \phi(x, y, t),
\]
\[
a(x, y, t) = \frac{f_2(u_2) - f_1(u_1)}{u_2 - u_1}, \quad \phi(x, y, t) = f_2(u_2) - f_1(u_2) > 0,
\]
\[
g_2(u_2) - g_1(u_1) = g_2(u_2) - g_1(u_2) + g_1(u_2) - g_1(u_1) = b(x, y, t)z + \psi(x, y, t),
\]
\[
b(x, y, t) = \frac{g_2(u_2) - g_1(u_1)}{u_2 - u_1}, \quad \psi(x, y, t) = g_2(u_2) - g_1(u_2) > 0.
\]
Suppose that inequality (37) is satisfied for \( 0 \leq t < t_0 \) and \( z(x_0, y_0, t_0) = 0 \) for some \( x_0, y_0, t_0 \).

If \( 0 < y_0 < 1 \), then we obtain a contradiction with the positiveness theorem for parabolic equations.

If \( y_0 = 0 \), then we obtain a contradiction with the fact that if \( z(x, y, t_0) \geq 0 \) everywhere in the domain and \( z(x_0, y_0, t_0) = 0 \), then the normal derivative at \( (x_0, y_0) \) is negative [2].

Remark that in [2] this theorem (Theorem 14, Chapter II, Section 5) is proved for a positive maximum (negative minimum) under the assumption that \( a(x, y, t) \leq 0 \).

It remains valid without this assumption if this maximum (minimum) equals zero. There is also a direct way to obtain a contradiction. Consider a function \( \tilde{z} \) defined in the twice wider domain \( \tilde{\Omega} \), \(-1 \leq y \leq 1 \) such that it coincides with \( z \) for \( 0 \leq y \leq 1 \) and \( \tilde{z}(x, y, t) = z(x, -y, t) \) for \(-1 \leq y \leq 0 \). The function \( \tilde{z} \) is a solution of the parabolic problem in \( \tilde{\Omega} \). By virtue of the boundary condition at \( y = 0 \), it is continuous together with the second derivatives. Since it is nonnegative everywhere in \( \tilde{\Omega} \) and \( \tilde{z}(x_0, y_0, t_0) = 0 \), then we obtain a contradiction with the positiveness theorem.

If \( y_0 = 1 \), then \( \frac{\partial z(x_0, y_0, t_0)}{\partial y} \leq 0 \) since \( z(x, y, t_0) \geq 0 \). On the other hand, from the boundary condition we get
\[
\frac{\partial z(x_0, y_0, t_0)}{\partial y} = \psi(x_0, y_0, t_0) > 0.
\]
This contradiction proves the lemma. \( \square \)

Suppose that problem (21)-(23) has a solution \( u_0(x, y) \). In order to estimate the corresponding speed \( c \) from above, we consider two initial boundary value problems. The first one
\[
\frac{\partial u}{\partial t} = \Delta u + f(u), \tag{41}
\]
\[
y = 0 : \frac{\partial u}{\partial y} = 0, \quad y = 1 : \frac{\partial u}{\partial y} = g(u), \tag{42}
\]
\[
u(x, y, 0) = w_0(x, y) \tag{43}
\]
has a solution \( u_1(x, y, t) = w_0(x - ct, y) \). The second one
\[
\frac{\partial u}{\partial t} = \Delta u + F(u), \tag{44}
\]
will be constructed in such a way that its solution estimates from above the solution of the first one. Its initial condition will be specified below. Set

\[ F(u) = k(u - u_0), \quad G(u) = k(u - u_0), \]

where \( u_0 \) is the zero of the functions \( f(u) \) and \( g(u) \), \( u_+ < u_0 < u_- \) and a positive constant \( k \) is sufficiently large to provide the estimates

\[ f(u) < F(u), \quad g(u) < G(u), \quad u > u_0. \]  \hfill (46)

We look for a solution of problem (44), (45) in the form

\[ u_2(x, y, t) = u_0 + v(x, y, t). \]

Then \( v \) satisfies the problem

\[ \frac{\partial v}{\partial t} = \Delta v + kv, \]  \hfill (47)

\[ y = 0 : \frac{\partial v}{\partial y} = 0, \quad y = 1 : \frac{\partial v}{\partial y} = kv. \]  \hfill (48)

Let \( v(x, y, t) = w_1(x - c_1 t, y) \). Then

\[ \Delta w_1 + c_1 \frac{\partial w_1}{\partial x} + kw_1 = 0, \]  \hfill (49)

\[ y = 0 : \frac{\partial w_1}{\partial y} = 0, \quad y = 1 : \frac{\partial w_1}{\partial y} = kw_1. \]  \hfill (50)

We seek solution of this problem in the form

\[ w_1(x, y) = e^{-\mu x} \omega(y) \]  \hfill (51)

with some real positive \( \mu \) and a positive twice continuously differentiable function \( \omega(y) \). Hence, \( \omega \) satisfies

\[ \omega'' + (\mu^2 - c_1 \mu + k) \omega = 0, \quad \omega'(0) = 0, \quad \omega'(1) = k \omega(1). \]

We note that the principal eigenvalue (i.e., maximal) of the problem

\[ U'' = \lambda U, \quad U'(0) = 0, \quad U'(1) = k U(1) \]

is positive. Denote it by \( \lambda_0 \). Then the equation

\[ \mu^2 - c_1 \mu + k = -\lambda_0 \]

has a positive solution \( \mu \) for some \( c_1 \) sufficiently large. Therefore we constructed a solution \( w_1(x, y) \) in the form (51).

Since solution \( w_0(x, y) \) has limits \( u_\pm \) as \( x \to \pm \infty \), then we can choose a number \( h \) such that

\[ w_0(x, y) < u_0 + w_1(x + h, y), \quad -\infty < x < \infty, \quad 0 < y < 1. \]

We consider problem (44), (45) with the initial condition

\[ u_2(x, y, 0) = u_0 + w_1(x + h, y). \]

Its solution is

\[ u_2(x, y, t) = u_0 + w_1(x + h - c_1 t, y). \]

Since \( u_1(x, y, 0) < u_2(x, y, 0) \), then by virtue of (46) and Lemma 5.4, we obtain

\[ u_1(x, y, t) < u_2(x, y, t), \quad -\infty < x < \infty, \quad 0 < y < 1, \quad t \geq 0. \]
Hence, \( c < c_1 \). Thus, we have estimated the speed \( c \) of the solution \( w \) of problem \((21)-(23)\) from above. Similarly it can be estimated from below. We have proved the following lemma.

**Lemma 5.5.** If problem \((21)-(23)\) has a solution \( w \), then the value of the speed admits the estimate \( |c| \leq M \), where the constant \( M \) depends only on \( \max_{u \in [u_+,u_-]} |f'(u)|, |g'(u)| \).

**Remark 5.6.** Intermediate solution is \( u_0 \). There are no other intermediate solutions if \( f(u) \) is sufficiently small. It follows from the implicit function theorem.

### 5.2.3. Functionalization of the parameter

Let \( w_0(x,y) \) be a solution of problem \((21)-(23)\). Then the functions \( w_h(x,y) = w_0(x+h,y), \ h \in \mathbb{R} \) are also solutions of this problem. The existence of the family of solutions does not allow one to use directly the topological degree because there is a zero eigenvalue of the linearized problem and a uniform a priori estimate of solutions in the weighted spaces does not occur.

In order to overcome this difficulty, we replace the unknown parameter \( c \), the wave speed, by a functional \( c(w_h) \) [5]. This functional determines a function of \( h \), \( s(h) = c(w_h) \). We will construct this functional in such a way that \( s'(h) < 0 \) and \( s(h) \to \pm \infty \) as \( h \to \mp \infty \). Then instead of the family of solutions we obtain a single solution for the value of \( h \) for which \( c = s(h) \).

Let

\[
\rho(w) = \int_\Omega (w_0(x+h,y) - u_+)r(x)dxdy,
\]

where \( r(x) \) is an increasing function satisfying the conditions:

\[
r(-\infty) = 0, \quad r(+\infty) = 1, \quad \int_{-\infty}^{0} r(x)dx < \infty.
\]

Since \( w_0(x,y) \) is a decreasing function of \( x \), then \( \rho(w_h) \) is a decreasing function of \( h \), and

\[
\rho(w_h) \to \begin{cases} 
0 & h \to +\infty \\
+\infty & h \to -\infty
\end{cases}.
\]

Hence the function \( s(h) = c(w_h) = \ln \rho(w_h) \) possesses the required properties.

### 5.3. Estimates of solutions

We consider next the problem

\[
\Delta u + c \frac{\partial u}{\partial x} + f_\tau(u) = 0, \quad (52)
\]

\[
y = 0 : \frac{\partial u}{\partial y} = 0, \quad y = 1 : \frac{\partial u}{\partial y} = g_\tau(u), \quad (53)
\]

\[
u(\pm \infty, y) = u_\pm, \quad (54)
\]

where the functions \( f \) and \( g \) depend on the parameter \( \tau \in [0,1] \). Denote by \( w_\tau \) a solution of this problem. We need to obtain a uniform estimate of the solution \( u_\tau = w_\tau - \psi \) in the norm of the space \( W^{2,2}_{\infty,\mu}(\Omega) \). Let us note that the Hölder norm \( C^{2+\alpha}(\bar{\Omega}) \), \( 0 < \alpha < 1 \) of the solution is uniformly bounded. Hence the norm \( W^{2,2}_{\infty}(\Omega) \) is also uniformly bounded. However, the boundedness of the norm in the weighted space does not follow from this and should be proved. In order to obtain
the estimate, it is sufficient to prove that the solution is bounded in the weighted space, that is
\[
\sup_{(x,y)\in\Omega} |(w_\tau(x,y) - \psi(x))\mu(x)| \leq M
\]  
(55)
with some constant \(M\) independent of \(\tau\). If this estimate is satisfied, then the derivatives of the solution up to the order two are also bounded. Indeed, the function \(u_\tau = w_\tau - \psi\) satisfies the problem
\[
\Delta u + c \frac{\partial u}{\partial x} + f(u + \psi) + \psi'' + cv' = 0,
\]
and
\[
y = 0 : \frac{\partial u}{\partial y} = 0, \quad y = 1 : \frac{\partial u}{\partial y} = g(u + \psi).
\]
Then the function \(v_\tau = u_\tau\mu\) satisfies the problem
\[
\Delta v + (c-2\mu_1) \frac{\partial v}{\partial x} + (\psi\mu) - f(u + \psi) + (f(u + \psi) - f(\psi))\mu + (\psi'' + cv' + f(\psi))\mu = 0,
\]
(56)
and
\[
y = 0 : \frac{\partial v}{\partial y} = 0, \quad y = 1 : \frac{\partial v}{\partial y} = (g(u + \psi) - g(\psi))\mu + g(\psi)\mu,
\]
(57)
where
\[
\mu_1 = \frac{\mu'}{\mu}, \quad \mu_2 = \frac{\mu''}{\mu}
\]
are bounded infinitely differentiable functions converging to zero at infinity. Since
\[
|(f(u + \psi) - f(\psi))\mu| \leq \sup_s |f'(s)||\mu|, \quad |(g(u + \psi) - g(\psi))\mu| \leq \sup_s |g'(s)||\mu|,
\]
then, by virtue of (55), the functions
\[
\Phi(u, x) = (f(u + \psi) - f(\psi))\mu + (\psi'' + cv' + f(\psi))\mu,
\]
\[
\Psi(u, x) = (g(u + \psi) - g(\psi))\mu + g(\psi)\mu,
\]
are bounded together with their second derivatives. Therefore solutions of problem (56), (57) are uniformly bounded in the space \(C^{2+\alpha}(\Omega)\). Then the norm \(W^{2,\alpha}_\infty(\Omega)\) is also bounded.

It remains to prove estimate (55). We will consider here solutions monotone with respect to \(x\). Consider first of all the behavior of solutions at the vicinity of infinity. By virtue of the Fredholm property, \(|w_\tau(x, y) - u_\pm|\) decay exponentially as \(x \to \pm\infty\). The decay rate is determined by the principal eigenvalue of the corresponding operators in the cross-section of the cylinder. They can be estimated independently of \(\tau\).

Let \(\epsilon > 0\) be small enough, \(x = N_-(\tau)\) and \(x = N_+(\tau)\) be such that \(|w_\tau(x, y) - u_+| \leq \epsilon\) for \(x \geq N_+(\tau)\) and \(|w_\tau(x, y) - u_-| \leq \epsilon\) for \(x \leq N_-(\tau)\). For a polynomial weight function \(\mu(x)\) there exists a constant \(K\) independent of \(\tau \in [0, 1]\) such that
\[
|w_\tau(x, y) - u_\pm|\mu(x) \leq K, \quad x > N_+(\tau) \text{ or } x < N_-(\tau), \quad \tau \in [0, 1].
\]
Since the functions \(w_\tau(x, y)\) are uniformly bounded, then (55) will follow from the uniform boundedness of the values \(N_{\pm}(\tau)\).

First, let us note that the difference between them is uniformly bounded. Indeed, if this is not the case and \(N_+(\tau) - N_-(\tau) \to \infty\) as \(\tau \to \tau_0\) for some \(\tau_0\), then there are two solutions of problem (52), (53) for \(\tau = \tau_0\) with the limits
\[
w_1(x, y) \to \begin{cases} u_-, & x \to -\infty \\ u_0, & x \to +\infty \end{cases}, \quad w_2(x, y) \to \begin{cases} u_0, & x \to -\infty \\ u_+, & x \to +\infty \end{cases}.
\]
These solutions are obtained as limits of the solution \( w_\tau \) as \( \tau \to \tau_0 \). In order to obtain them, consider a sequence of functions \( w_{\tau_k}(x,y), \tau_k \to \tau_0 \) and two sequences of shifted functions: \( w_{\tau_k}(x+N_-(\tau_k),y) \) and \( w_{\tau_k}(x+N_+(\tau_k),y) \). The first sequence gives in the limit the first solution, the second limit gives the second solution. The existence of the limits as \( x \to \pm \infty \) follows from the monotonicity of solutions.

The existence of such solutions contradicts Lemmas 5.3 and 5.3’ since the first one affirms that the speed is positive while the second one that it is negative.

Next, if one of the values \( |N_{\pm}(\tau)| \) tends to infinity as \( \tau \to \tau_0 \), then the modulus \( |c(w_{\tau})| \) of the functional introduced in Section 5.2.3 also tends to infinity as \( \tau \to \tau_0 \). This contradicts a priori estimates of the wave speed. Thus, we have proved the following theorem.

**Theorem 5.7.** If there exists a solution \( w_\tau \) of problem \((52)-(54)\) monotone with respect to \( x \) for some \( \tau \in [0,1] \), then the norm \( \|w_{\tau} - \psi\|_{W^{2,\infty}(\Omega)} \) is bounded independently of \( \tau \) and of the solution \( w_\tau \).

6. **Leray-Schauder method.**

6.1. **Model problem.** The problem

\[
\Delta w + c \frac{\partial w}{\partial x} + f(w) = 0,
\]

\[
y = 0 : \quad \frac{\partial w}{\partial y} = 0,
\]

\[
y = 1 : \quad \frac{\partial w}{\partial y} = 0,
\]

\[
w(\pm \infty, y) = u_{\pm},
\]

where we put 0 instead of \( g(w) \) in the boundary condition, has a one-dimensional solution \( w_0(x) \). The existence of such solution for the one-dimensional scalar equation is well known (see, e.g., [5]). Its uniqueness as solution of the two-dimensional problem is proved in the following lemma.

**Lemma 6.1.** There exists a unique monotone in \( x \) solution of problem \((58)-(60)\) up to translation in space.

**Proof.** Suppose that there exist two different monotone solutions of problem \((58)-(60)\), \((w_1,c_1)\) and \((w_2,c_2)\). We recall that the corresponding values of the speed \( c \) can be different. Consider the equation

\[
\frac{\partial v}{\partial t} = \Delta v + c_1 \frac{\partial v}{\partial x} + f(v)
\]

with the boundary condition \((59)\). The function \( w_1(x,y) \) is a stationary solution of this problem. It is proved in [6] that it is globally stable with respect to all initial conditions \( v(x,y,0) \), which are monotone with respect to \( x \) and such that the norm \( \|v(x,y,0) - w_1(x,y)\|_{L^2(\Omega)} \) is bounded.

Consider the initial condition \( v(x,y,0) = w_2(x,y) \). It is monotone and the \( L^2 \) norm of the difference \( w_2 - w_1 \) is bounded since these functions approach exponentially their limits at infinity. According to the stability result, the solution converges to \( w_1(x+h,y) \) with some \( h \). On the other hand, the solution writes \( u(x,y,t) = w_2(x - (c_2-c_1)t,y) \), and it cannot converge to \( w_1 \). This contradiction proves the lemma.

We consider next the problem \((52)-(54)\) and the corresponding operators

\[
T_\tau(u) = \Delta u + c(u + \psi) \frac{\partial u}{\partial x} + f_\tau(u + \psi) + \psi'', \quad (x,y) \in \Omega,
\]
Hence there exists a bounded domain \( G \) all solutions for which the function \( d \). Indeed, suppose that this is not true. Then there exist two sequences \( E \) bounded in \( \mathbb{R} \) all solutions for which the function \( d \).

\[
Q_{\tau}(u) = \begin{cases} 
\frac{\partial u}{\partial y} - g_{\tau}(u + \psi) & , \quad y = 0 \\
\frac{\partial u}{\partial y} & , \quad y = 1 
\end{cases} 
\]

\[
P_{\tau} = (T_{\tau}, Q_{\tau}) : W^{2,2}_{\infty, \mu}(\Omega) \to L^{2}_{\infty, \mu}(\Omega) \times W^{1/2,2}_{\infty, \mu}(\partial\Omega).
\]

Suppose that \( g_{\tau}(u) \equiv 0 \) for \( \tau = 0 \). Then the equation
\[
P_{\tau}(u) = 0
\]
has a unique solution \( u_0 = w_0 - \psi \) for \( \tau = 0 \). The index of this solution, that is the topological degree of this operator with respect to a small neighborhood of the solution, equal 1. Indeed, the index equals \((-1)^{v}\), where the \( v \) is the number of positive eigenvalues of the linearized operator [5, 7]. In the case under consideration, the linearized operator has all eigenvalues in the left half-plane [6].

6.2. Wave existence. We can now formulate the main result of this work.

**Theorem 6.2.** Let \( f(u), g(u) \in C^{2}[u_+, u_-] \) for some \( u_+, u_- \), and let the following conditions be satisfied:

1. \( f(u_{\pm}) = 0, f'(u_{\pm}) < 0, \quad g(u_{\pm}) = 0, g'(u_{\pm}) < 0 \),
2. \( f(u_0) = 0, f'(u_0) > 0, \quad g(u_0) = 0, g'(u_0) > 0 \) for some \( u_0 \in (u_+, u_-) \), and there are no other zeros of these functions in this interval.
3. the problem
\[
\frac{d^2w}{dy^2} + (1 - \tau)f(w) = 0, \quad w'(0) = 0, \quad w'(1) = \tau g(w)
\]
does not have non-constant solutions \( w(y) \) which satisfy \( u_+ \leq w(y) \leq u_- \), \( 0 < y < 1 \) for any \( \tau \in [0, 1] \).

Then for any \( \tau \in [0, 1] \) the problem
\[
\Delta w + c \frac{\partial w}{\partial x} + (1 - \tau)f(w) = 0,
\]
\[
y = 0 : \frac{\partial w}{\partial y} = 0, \quad y = 1 : \frac{\partial w}{\partial y} = \tau g(w),
\]
\[
\lim_{x \to \pm \infty} w(x, y) = u_{\pm}, \quad 0 < y < 1,
\]
considered in the domain \( \Omega = \{ -\infty < x < \infty, \quad 0 < y < 1 \} \), has a unique solution monotone with respect to \( x \).

**Proof.** The proof of the theorem is based on the Leray-Schauder method. We consider the equation (64). The topological degree for the operator \( P_{\tau}(u) \) is defined (Section 4).

Denote by \( \Gamma_m \) the ensemble of its solutions for all \( \tau \in [0, 1] \) such that for any \( u \in \Gamma_m \) the function \( w = u + \psi \) is monotone with respect to \( x \). Let \( \Gamma_n \) be the set of all solutions for which the function \( w = u + \psi \) is not monotone with respect to \( x \). Then the distance \( d \) between these two sets in the space \( E = W^{2,2}_{\infty, \mu}(\Omega) \) is positive. Indeed, suppose that this is not true. Then there exist two sequences \( u_k \in \Gamma_m \) and \( v_k \in \Gamma_n \) such that \( \|u_k - v_k\|_E \to 0 \) as \( k \to \infty \). From Lemma 5.2 it follows that the functions \( w_k = v_k + \psi \) are monotone with respect to \( x \) for \( k \) sufficiently large. This contradiction shows that the convergence cannot occur.

From Theorem 5.7, applicable for solutions from \( \Gamma_m \), it follows that the set \( \Gamma_m \) is bounded in \( E \). Moreover, by virtue of properness of the operator \( P_{\tau} \) it is compact. Hence there exists a bounded domain \( G \subset E \) such that \( \Gamma_m \subset G \) and \( \Gamma_n \cap G = \emptyset \).

Consider the topological degree \( \gamma(P_{\tau}, G) \). Since
then it is well defined. Since $\gamma(P_0, G) = 1$ (Section 6.1), then $\gamma(P_{\tau}, G) = 1$ for any $\tau \in [0, 1]$. Hence problem (66)-(68) has a solution for any $\tau \in [0, 1]$.

It remains to verify its uniqueness. We recall that

$$\gamma(P_{\tau}, G) = \sum_i \text{ind } u_i,$$

where $\text{ind } u_i$ is the index of a solution $u_i$ and the sum is taken with respect to all solutions $u_i \in G$. Since $\gamma(P_{\tau}, G) = 1$ and $\text{ind } u_i = 1$ (cf. Section 6.1), then the solution is necessarily unique. $\square$
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