WARING’S PROBLEM WITH SHIFTS
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ABSTRACT. Let \( \mu_1, \ldots, \mu_s \) be real numbers, with \( \mu_1 \) irrational. We investigate sums of shifted \( k \)th powers \( \mathcal{F}(x_1, \ldots, x_s) = (x_1 - \mu_1)^k + \ldots + (x_s - \mu_s)^k \). For \( k \geq 4 \), we bound the number of variables needed to ensure that if \( \eta \) is real and \( \tau > 0 \) is sufficiently large then there exist integers \( x_1 > \mu_1, \ldots, x_s > \mu_s \) such that \( |\mathcal{F}(x) - \tau| < \eta \). This is a real analogue to Waring’s problem. When \( s \geq 2k^2 - 2k + 3 \), we provide an asymptotic formula. We prove similar results for sums of general univariate degree \( k \) polynomials.

1. Introduction

Since its formulation [23] in 1770, Waring’s problem has been the benchmark for research on diophantine equations in many variables. Presently, inequalities of the shape

\[ |\lambda_1 x_1^k + \ldots + \lambda_s x_s^k| < \eta \]

enjoy a similar status in the world of diophantine inequalities. We proffer an alternate analogue to Waring’s problem. Let \( s \) and \( k \) be positive integers, and let \( \mu_1, \ldots, \mu_s \) be real numbers, with \( \mu_1 \) irrational. We investigate the values taken by sums of shifted \( k \)th powers

\[ \mathcal{F}(x_1, \ldots, x_s) = (x_1 - \mu_1)^k + \ldots + (x_s - \mu_s)^k \]

for integers \( x_i > \mu_i \) \((1 \leq i \leq s)\).

Definition 1.1. For integers \( k \geq 2 \), let \( s_1(k) \) be the least integer such that the following holds whenever \( s \geq s_1(k) \). Let \( \mu_1, \ldots, \mu_s \) be real numbers, with \( \mu_1 \) irrational. Let \( \eta > 0 \) be real number, and let \( \tau \) be a sufficiently large positive real number. Then there exist integers \( x_1 > \mu_1, \ldots, x_s > \mu_s \) such that

\[ |\mathcal{F}(x) - \tau| < \eta. \quad (1.1) \]

Theorem 1.2. For \( 4 \leq k \leq 12 \) we have \( s_1(k) \leq C_1(k) \), where \( C_1(k) \) is given in the table below.

| \( k \) | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|------|---|---|---|---|---|---|----|----|----|
| \( C_1(k) \) | 16 | 27 | 38 | 51 | 70 | 87 | 104 | 120 | 135 |
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Further, if $k \geq 4$ then
\[ s_1(k) < 4k \log k + (2 + 2 \log 2)k - 3. \] (1.2)

A simplification of our methods shows that $s_1(2) \leq 5$, and the author showed in [4] that $s_1(3) \leq 9$. Given more variables, we may obtain an asymptotic formula counting solutions to (1.1). For positive real numbers $\tau$ and $\eta$, denote by $N(\tau) = N_{s,k}(\tau; \eta, \mu)$ the number of integral solutions $x \in (\mu_1, \infty) \times \ldots \times (\mu_s, \infty)$ to (1.1).

**Theorem 1.3.** Let $\eta > 0$. Let $k \geq 4$ and $s \geq 2k^2 - 2k + 3$. Then
\[ N(\tau) \sim 2\eta \Gamma(1 + 1/k)\Gamma(s/k)^{-s/k-1}. \]

By a simplification of our methods, we may obtain a similar asymptotic formula for sums of five shifted squares, and the author showed in [4] that eleven variables suffice when $k = 3$. Theorem 1.3 implies that $s_1(k) \leq 2k^2 - 2k + 3$. We can achieve better bounds, even in a more general setting, at the cost of not having an asymptotic formula for $N(\tau)$. We introduce some definitions in order to state our results precisely.

**Definition 1.4.** Let $h_1, \ldots, h_s$ be degree $k$ polynomials with real coefficients. We say that
\[ H(x) = \sum_{i \leq s} h_i(x_i) \]
is *indefinite* if $k$ is odd, or if the leading coefficients of $h_1, \ldots, h_s$ do not all have the same sign.

**Definition 1.5.** Let $k \geq 2$. For $i = 1, 2, \ldots, s$, let $h_i(x)$ be a degree $k$ polynomial with real coefficients given by
\[ h_i(x) = \beta_{i0} x + \beta_{i1} x + \beta_{i2} x. \]
The polynomials $h_1, \ldots, h_s$ satisfy the *irrationality condition* if there exist $i_1, i_2 \in \{1, 2, \ldots, s\}$ and $j_1, j_2 \in \{1, 2, \ldots, k\}$ such that $\beta_{i_2 j_2} \neq 0$ and $\beta_{i_1 j_1} / \beta_{i_2 j_2}$ is irrational.

**Definition 1.6.** For integers $k \geq 2$, let $s_0(k)$ be the least integer such that the following holds whenever $s \geq s_0(k)$. Let $h_1, \ldots, h_s \in \mathbb{R}[y]$ be degree $k$ polynomials satisfying the irrationality condition, and put $H(x) = \sum_{i \leq s} h_i(x_i)$. Let $\eta > 0$ and $\tau$ be real numbers, and assume that $H(x)$ is indefinite. Then there exists $x \in \mathbb{Z}^s$ such that
\[ |H(x) - \tau| < \eta. \] (1.3)

In [4], the author showed that $s_0(3) \leq 9$. Meanwhile, a result of Margulis and Mohammadi [14, Theorem 1.4] implies that $s_0(2) \leq 3$. Freeman [9, Theorem 1] studied $s_0(k)$ as $k \to \infty$, demonstrating that $s_0(k)$ is dominated by a function that is asymptotic to $4k \log k$. Here we provide an exact bound. We can also achieve better upper bounds for $s_0(k)$ when a specific value of $k$ is given.

**Theorem 1.7.** For $4 \leq k \leq 12$ we have $s_0(k) \leq C_0(k)$, where $C_0(k)$ is given in the table below.
Table 2. Upper bounds for $s_0(k)$.

| $k$ | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 |
|-----|----|----|----|----|----|----|----|----|----|
| $C'_0(k)$ | 18 | 29 | 43 | 59 | 79 | 99 | 115| 132| 149|

Further, if $k \geq 4$ then

$$s_0(k) < 4k \log k + (2 + 2 \log 2)k - 3.$$  \hfill (1.4)

Our overall strategy is to use the Davenport-Heilbronn method, in the style of Freeman [9]. A classical major and minor arc dissection is also needed, the point being that either a Weyl sum is small or its coefficients have good simultaneous rational approximations. To deduce Theorems 1.2 and 1.7 we restrict some of the variables to lie in ‘diminishing ranges’, an idea that goes back to Hardy and Littlewood [11]. For the remaining variables, we use known analogues to Weyl’s inequality (see Lemma 2.3). These save a power of $\sigma(k)$ per variable on classical minor arcs where, for $d \in \mathbb{N}$, we define

$$\sigma(d)^{-1} = \begin{cases} 2^{d-1}, & d \leq 8 \\ 4(d^2 - 3d + 3), & d \geq 9. \end{cases}$$  \hfill (1.5)

Note that $\sigma(d)$ is a decreasing function. We will ultimately deduce the following bounds, which are responsible for many of our results.

**Theorem 1.8.** Let $k \geq 4$ and $t$ be positive integers, and put

$$E = 1 + \max(2k - 2, \lfloor k(1 - 1/k)^t \sigma(k)^{-1} \rfloor).$$

Then

$$s_{\iota}(k) \leq 2t + E \quad (\iota = 0, 1).$$  \hfill (1.6)

Choosing $t$ optimally gives Table 2. Moreover, specialising

$$t = \lceil 2k \log k + k \log 2 \rceil$$

in Theorem 1.8 and using the fact that

$$(1 - 1/k)^k \leq 1/e$$

yields (1.2) and (1.4) when $k \geq 9$. For $4 \leq k \leq 8$, these inequalities follow from Tables 1 and 2.

The methods developed in [4], based on low moment estimates for Weyl sums, allow us to obtain better bounds for $s_1(k)$, particularly if $k$ is not too large. Owing to the technical nature of our general bound, we defer this until §5. From the above discussion, it remains for us to establish Theorem 1.3, Theorem 1.8, and the bounds implicit in Table 1.

The bounds $C_1(k)$ given in Theorem 1.2, for the most part, fall far short of the corresponding records for Waring’s problem, which we list below (see [22]). Here $G(k)$ is the least positive integer $s$ such that every sufficiently large positive integer is a sum of at most $s$ $k$th powers of positive integers, and $B(k)$ is the best known upper bound for $G(k)$. 

\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
$k$ & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\
\hline
$C'_1(k)$ & 18 & 29 & 43 & 59 & 79 & 99 & 115 & 132 & 149 \\
\hline
\end{tabular}
\end{center}
Table 3. Upper bounds for $s_1(k)$ versus upper bounds for $G(k)$.

| $k$ | $C_1(k)$ | $B(k)$ |
|-----|----------|--------|
| 4   | 16       | 16     |
| 5   | 27       | 17     |
| 6   | 38       | 24     |
| 7   | 51       | 33     |
| 8   | 70       | 42     |
| 9   | 87       | 50     |
| 10  | 104      | 59     |
| 11  | 120      | 67     |
| 12  | 135      | 76     |

The discrepancy is not surprising, since divisibility cannot be used in the inequalities case. One could argue that a fairer comparison would be to [19] and [20], which predated smooth numbers. There the bounds

$$G(5) \leq 21, \quad G(6) \leq 31, \quad G(7) \leq 45, \quad G(8) \leq 62, \quad G(9) \leq 82$$

are given, and Theorem 1.2 provides comparable bounds.

Theorem 1.3 uses Wooley’s work [25] on Vinogradov’s mean value theorem, via the proof of [2, Lemma 5.3]. The theorem is then established via a recipe developed by Freeman [8] and Wooley [24]. Since an asymptotic formula is sought, diminishing ranges cannot be used here. The number of variables needed in Theorem 1.3, namely $2k^2 - 2k + 3$, slightly exceeds the number currently required to obtain an asymptotic formula in Waring’s problem (see [25, Theorems 1.3 and 1.4]). This is to be expected, since the latter uses Hua’s lemma as an input, and we cannot use this since our polynomials may be irrational.

The work underpinning Theorem 1.8 will come as no surprise to Freeman’s devotees. Indeed, we follow [9], with the only additional ingredient being Wooley’s latest efficient congruencing work [25]. The main purpose of this paper is to seek the best upper bounds on $s_1(k)$. We find that we can achieve better bounds on $s_1(k)$ by using more slowly diminishing ranges. These ranges were used in [20], however the methods that we use to produce low moment estimates for these ranges are necessarily different.

As the history of Waring’s problem is well known, we merely point the reader towards [22]. For inhomogeneous additive diophantine equations, one can consult [16, §11.4 and §12.4]. Most research on diophantine inequalities has focussed on additive forms (see [2] for a summary). At the opposite extreme, real forms have been considered in the most general settings (see [7] and [18]). As discussed, Freeman [9] studied additive inhomogeneous polynomials. Other specialisations include Harvey’s work [12] involving norm forms and the author’s work [3] on split forms.

Since Margulis’ resolution of the Oppenheim conjecture [13], dynamical techniques have proven to be a highly effective means of tackling quadratic diophantine inequalities. As mentioned, Margulis and Mohammadi [14, Theorem 1.4] have generalised Margulis’ result, showing that $s_0(2) \leq 3$. Götze [10] handled positive definite quadratic forms in five or more variables, thereby proving the Davenport-Lewis conjecture. As far as the author is aware, sums of shifted powers were first considered by Marklof [15], who studied sums of shifted squares in relation to the Berry-Tabor conjecture from quantum chaos. The cubic case was discussed in [4], and here we examine quartic and higher degree polynomials.
We now expound on our strategy for proving Theorem 1.8 and the bounds implicit in Table 1. The treatment of the Davenport-Heilbronn major arc is relatively standard. Classical minor arcs are treated using low moment estimates involving diminishing ranges. Our simultaneous rational approximations allow us to develop an $\varepsilon$-free analogue to Hua’s lemma on classical major arcs (see Lemma 2.3 and Corollary 2.4). Finally, we invoke [9, Lemmas 8 and 9] to obtain a nontrivial upper bound on Davenport-Heilbronn minor arcs. The low moment estimates required for Theorem 1.8 come almost for free, due to the nature of the diminishing ranges. We use more ambitious diminishing ranges to obtain the bounds implicit in Table 1. There we classify our classical major arcs according to the size of the denominator, and then apply different techniques appropriately.

The plan for this paper is as follows. In §2, we present work of Freeman which exploits the irrationality of $\mu_1$, introduce our main kernel function, analyse classical major arcs in some generality, and apply Wooley’s work on Vinogradov’s mean value theorem. In §§3–5, we prove Theorem 1.3, Theorem 1.8, and the bounds implicit in Table 1, respectively.

We adopt the convention that $\varepsilon$ denotes an arbitrarily small positive number, so its value may differ between instances. Bold face will be used for vectors, for instance we shall abbreviate $(x_1, \ldots, x_s)$ to $x$. For real numbers $x$, we denote by $\lfloor x \rfloor$ the greatest integer $n$ such that $n \leq x$. We shall use the unnormalised sinc function, given by $\text{sinc}(x) = \sin(x)/x$ for $x \in \mathbb{R} \setminus \{0\}$ and $\text{sinc}(0) = 1$. The pronumeral $P$ will always denote a large positive real number. We shall use $g(\alpha), g_*(\alpha)$ and $f_j(\alpha)$ to denote Weyl sums, to be explicitly defined in each situation.

The author thanks Trevor Wooley for suggesting this line of research, as well as for his dedicated supervision. Thanks also to an anonymous referee for carefully reading this manuscript.

2. Preliminaries

The following observation is the starting point for some of our inductive proofs.

**Lemma 2.1.** Let $h$ be a real polynomial of degree $d \geq 2$. Let $x$ and $y$ be integers such that $x, y > P$ and

$$|h(x) - h(y)| < \eta.$$

Then $x = y$.

**Proof.** The mean value theorem gives

$$(h(x) - h(y))/(x - y) \gg P^{d-1},$$

so $|x - y| < 1$. \qed

We will require Freeman’s bounds on Davenport-Heilbronn minor arcs. In [9, Lemmas 8 and 9], the underlying variables lie in the range $(0, P]$. The same results hold, with the same proof, when the underlying variables lie in $(bP, cP]$
for some fixed real numbers $b \geq 0$ and $c > b$. We summarise this in the lemma below. For $h \in \mathbb{R}[x]$, and for real numbers $b \geq 0$ and $c > b$, we shall write

$$g_{b,c}(\alpha; h) = \sum_{bP < x \leq cP} e(\alpha h(x)).$$

Note the identity

$$g_{b,c}(\alpha; h) = g_{0,c}(\alpha; h) - g_{0,b}(\alpha; h),$$

which will be used to infer certain bounds.

**Lemma 2.2.** Let $k \geq 2$ be an integer, let $\xi < 1$ be a positive real number, and let $h_1, h_2 \in \mathbb{R}[y]$ be degree $k$ polynomials satisfying the irrationality condition. Let $0 \leq b < c$, and let

$$g_i(\alpha) = g_{b,c}(\alpha; h_i), \quad i = 1, 2.$$ Then there exists a positive real-valued function $T(P)$ such that

$$\lim_{P \to \infty} T(P) = \infty$$

and

$$\sup_{P^{\xi-k} \leq |\alpha| \leq T(P)} |g_1(\alpha)g_2(\alpha)| \ll P^2T(P)^{-1}. \quad (2.1)$$

This may appear stronger than Freeman’s conclusion that

$$\sup_{P^{\xi-k} \leq |\alpha| \leq T(P)} |g_1(\alpha)g_2(\alpha)| = o(P^2). \quad (2.2)$$

However, the bound (2.2) gives a positive real-valued function $T_1(P)$ such that

$$\lim_{P \to \infty} T_1(P) = \infty$$

and

$$\sup_{P^{\xi-k} \leq |\alpha| \leq T(P)} |g_1(\alpha)g_2(\alpha)| \ll P^2T_1(P)^{-1}.$$ By putting $T_0(P) = \min(T(P), T_1(P))$, we obtain (2.1) with $T_0(P)$ in place of $T(P)$.

We will make particular use of the kernel function

$$K(\alpha) = K_\eta(\alpha) = \eta \cdot \text{sinc}^2(\pi \alpha \eta).$$

This was first used by Davenport and Heilbronn [6]. It satisfies

$$0 \leq K(\alpha) \ll \min(1, |\alpha|^{-2}) \quad (2.3)$$

and, for any real number $t$,

$$\int_{\mathbb{R}} e(\alpha t)K(\alpha) \, d\alpha = \max(0, 1 - |t/\eta|). \quad (2.4)$$

Similarly

$$4 \int_{\mathbb{R}} e(\alpha t)K(2\alpha) \, d\alpha = \max(0, 2 - |t/\eta|) \quad (2.5)$$
For $\kappa > 0$, we define the indicator function
\[
U_\kappa(t) = \begin{cases} 
1, & \text{if } |t| < \kappa \\
0, & \text{if } |t| \geq \kappa.
\end{cases}
\] (2.6)

By (2.4) and (2.5) we have
\[
0 \leq \int_{\mathbb{R}} e(\alpha t) K(\alpha) \, d\alpha \leq 4 \int_{\mathbb{R}} e(\alpha t) K(2\alpha) \, d\alpha \leq 2U_\eta(t).
\] (2.7)

The following lemma is integral to our classical major arc analysis. The idea is that if a Weyl sum is large then its coefficients have good simultaneous rational approximations. Given such rational approximations, we can follow a standard procedure to bound the Weyl sum. Recall (1.5).

**Lemma 2.3.** Let $d \geq 2$ be an integer, and let $h \in \mathbb{R}[x]$ be a monic polynomial of degree $d$. Let $0 \leq b < c$, and let $g(\alpha) = g_{b,c}(\alpha; h)$. Let $\alpha \in \mathbb{R}$, and assume that
\[
|g(\alpha)| > P^{1-\sigma(d)+\epsilon}.
\]
Then there exist relatively prime integers $a$ and $q$ such that
\[
0 < q < P^{d\sigma(d)}, \quad |q\alpha - a| < P^{d\sigma(d)-d}
\] (2.8)
and
\[
g(\alpha) \ll q^{\epsilon-1/d} P(1 + P^d|\beta|)^{-1/d},
\]
where $\beta = \alpha - a/q$. The implicit constant does not depend on the coefficients of $h$.

**Proof.** Define $\alpha_0, \ldots, \alpha_d$ by
\[
\alpha h(x) = \sum_{i=0}^{d} \alpha_i x^i,
\]
and note that $\alpha_d = \alpha$. For $q \in \mathbb{N}$ and $\mathbf{v} \in \mathbb{Z}^d$, put
\[
S(q, \mathbf{v}) = \sum_{x=1}^{q} e((v_dx^d + \ldots + v_1x)/q).
\]
For $\beta_0, \beta_1, \ldots, \beta_d \in \mathbb{R}$, put
\[
I(\beta) = \int_{bP}^{cP} e(\beta_dx^d + \ldots + \beta_1x + \beta_0) \, dx.
\]

First assume that $d \leq 8$. At least one of $|g_{0,h}(\alpha; h)|$ and $|g_{0,c}(\alpha; h)|$ must exceed $\frac{1}{2} P^{1-\sigma(d)+\epsilon}$. Thus, by [11, Theorem 5.1], there exist $q_0 \in \mathbb{N}$ and $\mathbf{v} \in \mathbb{Z}^d$ such that
\[
q_0 < P^{d\sigma(d)}, \quad (q_0, v_d, \ldots, v_1) = 1, \quad (q_0, v_d, \ldots, v_2) < P^\epsilon
\]
and
\[
|q_0\alpha_j - v_j| < P^{d\sigma(d)-j} \quad (1 \leq j \leq d).
\]
Put $\beta_0 = \alpha_0$ and
\[
\beta_j = \alpha_j - q_0^{-1}v_j \quad (1 \leq j \leq d).
It follows from [1, Lemma 4.4] that
\[ g(\alpha) - q_0^{-1} S(q_0, v) I(\beta) \ll q_0^{1-1/d} P^\varepsilon. \]
Now [21] Theorems 7.1 and 7.3] give
\[ g(\alpha) \ll q_0^{1-1/d} P^\varepsilon + q_0^{\varepsilon-1/d} P (1 + P^d|\beta_d|)^{-1/d} \]
\[ \ll q_0^{\varepsilon-1/d} P (1 + P^d|\beta_d|)^{-1/d}. \]
The integers \( a = v_d/(q_0, v_d) \) and \( q = q_0/(q_0, v_d) \) have the desired properties.

It remains to consider \( d \geq 9 \). From [25, Theorem 11.2] we deduce that there exist \( r \in \mathbb{N} \) and \( a \in \mathbb{Z}^d \) such that \( r < P^d \sigma(d) \) and
\[ |r \alpha_j - a_j| < P^{d\sigma(d)-j} \quad (1 \leq j \leq d). \]
Now [1, Lemma 4.6] gives \( q_0 \in \mathbb{N} \) and \( v \in \mathbb{Z}^d \) such that
\[ q_0 < P^{d\sigma(d)}, \quad (q_0, v_d, \ldots, v_2) \leq 2d^2 \]
and
\[ |q_0 \alpha_j - v_j| < P^{d\sigma(d)-j} \quad (1 \leq j \leq d). \]
Dividing by \( (q_0, v_d, \ldots, v_1) \), we may assume further that \( (q_0, v_d, \ldots, v_1) = 1 \). The rest of the proof is identical to the case \( d \leq 8 \). \( \square \)

This allows us to formulate an \( \varepsilon \)-free analogue to Hua’s lemma on classical major arcs.

**Corollary 2.4.** Let \( k \geq 2 \) be an integer, and let \( u > 2k \) be a real number. Fix a degree \( k \) polynomial \( h \in \mathbb{R}[x] \), and fix \( L > 0 \). Let \( 0 \leq b < c, \) and let \( g(\alpha) = g_{b,c}(\alpha; h) \). Put
\[ \mathcal{M} = \{ \alpha \in \mathbb{R} : |g(\alpha)| > P^{1-\sigma(k)+\varepsilon} \}, \]
and let \( \mathcal{U} \) be the intersection of \( \mathcal{M} \) with an interval of length \( L \). Then
\[ \int_{\mathcal{U}} |g(\alpha)|^u \, d\alpha \ll_{h,L} P^{u-k}. \quad (2.9) \]

**Proof.** By changing variables, we may assume that \( h \) is monic. We then apply Lemma 2.3 with \( d = k \); note that if \( q \in \mathbb{N} \) then there are \( O_L(q) \) integers \( a \) satisfying (2.8) for some \( \alpha \in \mathcal{U} \). Hence
\[ \int_{\mathcal{U}} |g(\alpha)|^u \, d\alpha \ll P^u \sum_{q < P^{\sigma(k)}} q^{1+\varepsilon-u/k} J, \]
where
\[ J = \int_0^\infty (1 + P^k \beta)^{-u/k} d\beta \ll P^{-k}. \]
As \( u > 2k \) and \( \varepsilon \) is small, we now have (2.9). \( \square \)

Lastly, we will need the following application of Wooley’s work on Vinogradov’s mean value theorem.
Lemma 2.5. Let $\phi$ be a polynomial of degree $k \geq 3$ with real coefficients, let $X$ be a large positive real number, and let $\eta$ be a positive real number. Let $t \geq k^2 - k + 1$ be an integer, and let $U_{\phi,t}(X)$ denote the number of integer solutions to the inequality

$$\left| \sum_{j \leq t} (\phi(x_j) - \phi(y_j)) \right| < \eta$$

with $1 \leq x_j, y_j \leq X$. Then

$$U_{\phi,t}(X) \ll X^{2t-k+\varepsilon}.$$

Proof. The proof of [2, Lemma 5.3] shows that

$$U_{\phi,t}(X) \ll X^{k(k-1)/2} J_{t,k}(X),$$

where $J_{t,k}(X)$ is the number of integer solutions to the system

$$\sum_{j \leq t} (x_j^l - y_j^l) = 0 \quad (1 \leq l \leq k)$$

with $1 \leq x_j, y_j \leq X$. Moreover, from [25, Corollary 1.2] we have

$$J_{t,k}(X) \ll X^{2t-k(k+1)/2+\varepsilon},$$

completing the proof. \hfill \square

3. An asymptotic formula

In this section we prove Theorem 1.3. Let $\tau$ be a large positive real number, and put

$$P = \tau^{1/k}. \quad (3.1)$$

We may plainly assume that

$$0 \leq \mu_1, \ldots, \mu_s < 1. \quad (3.2)$$

One can easily check that

$$N(\tau) - N^*(\tau) \ll P^{(k-1)(s-1)/k} = o(\tau^{s/k-1}),$$

where $N^*(\tau)$ is the number of integral $x \in [1, P]^s$ satisfying (1.1). It therefore suffices to prove the theorem with $N^*(\tau)$ in place of $N(\tau)$.

For $i = 1, 2, \ldots, s$, put

$$g_i(\alpha) = \sum_{x \leq P} e(\alpha(x - \mu_i)^k).$$

Let $0 < \xi < 1$, and recall that $\mu_1 \notin \mathbb{Q}$. With $T(P)$ as in Lemma 2.2 applied to the polynomials $(x-\mu_1)^k$ and $(x-\mu_2)^k$, we define our Davenport-Heilbronn major arc by

$$\mathfrak{M} = \{ \alpha \in \mathbb{R} : |\alpha| \leq P^{\xi-k} \}, \quad (3.3)$$

our minor arcs by

$$\mathfrak{m} = \{ \alpha \in \mathbb{R} : P^{\xi-k} < |\alpha| \leq T(P) \}, \quad (3.4)$$
and our trivial arcs by
\[ t = \{ \alpha \in \mathbb{R} : |\alpha| > T(P) \}. \] (3.5)

Next we deploy a kernel function introduced in [8 §2.1]. Put
\[ L(P) = \min(\log T(P), \log P), \quad \delta = \eta L(P)^{-1} \] (3.6)
and
\[ K_{\pm}(\alpha) = \frac{\sin(\pi \alpha \delta) \sin(\pi \alpha (2\eta \pm \delta))}{\pi^2 \alpha^2 \delta^2}. \]

From [8 Lemma 1] and its proof, we have
\[ K_{\pm}(\alpha) \ll \min(1, L(P)|\alpha|^{-2}) \] (3.7)
and
\[ 0 \leq \int_{\mathbb{R}} e(\alpha t) K_{-}(\alpha) \, d\alpha \leq U_{\eta}(t) \leq \int_{\mathbb{R}} e(\alpha t) K_{+}(\alpha) \, d\alpha \leq 1, \] (3.8)
where we recall the definition (2.6). Moreover, the expression
\[ \left| \int_{\mathbb{R}} e(\alpha t) K_{\pm}(\alpha) \, d\alpha - U_{\eta}(t) \right| \]
is less than or equal to 1, and is equal to 0 whenever \(|t| - \eta| > \eta L(P)^{-1}\).

It will be convenient to work with nonnegative kernels in part of the analysis, as in [17 §2]. We note that
\[ |K_{\pm}(\alpha)|^2 = K_{1}(\alpha)K_{2}^{\pm}(\alpha), \] (3.9)
where
\[ K_{1}(\alpha) = \text{sinc}^2(\pi \alpha \delta) \]
and
\[ K_{2}^{\pm}(\alpha) = (2\eta \pm \delta)^2 \text{sinc}^2(\pi \alpha (2\eta \pm \delta)). \]

As (2.7) holds for all \( \eta > 0 \), we also have
\[ 0 \leq \int_{\mathbb{R}} e(\alpha t) K_{1}(\alpha) \, d\alpha \leq \delta^{-1}U_{\delta}(t) \ll L(P) \cdot U_{\delta}(t) \] (3.10)
and
\[ 0 \leq \int_{\mathbb{R}} e(\alpha t) K_{2}^{\pm}(\alpha) \, d\alpha \leq (2\eta \pm \delta)U_{2\eta \pm \delta}(t) \ll U_{2\eta \pm \delta}(t). \] (3.11)

From (3.8) we have
\[ R_{-}(P) \leq N^{\star}(\tau) \leq R_{+}(P), \]
where
\[ R_{\pm}(P) = \int_{\mathbb{R}} g_{1}(\alpha) \cdots g_{s}(\alpha)e(-\alpha \tau)K_{\pm}(\alpha) \, d\alpha. \]
It therefore remains to show that
\[ R_{\pm}(P) = 2\eta \Gamma(1 + 1/k)^{s} \Gamma(s/k)^{-1} P^{s-k} + o(P^{s-k}). \] (3.12)

We begin by demonstrating the bound
\[ \int_{m \leq t} g_{1}(\alpha) \cdots g_{s}(\alpha)e(-\alpha \tau)K_{\pm}(\alpha) \, d\alpha = o(P^{s-k}). \] (3.13)
For this purpose it suffices, by symmetry and Hölder’s inequality, to prove that
\[
\int_{m \cup t} |g_1(\alpha)g_2(\alpha)g_3(\alpha)^{s-2}K_\pm(\alpha)| \, d\alpha = o(P^{s-k}). \tag{3.14}
\]
Recalling (1.5), let
\[
\mathfrak{N} = \{\alpha \in \mathbb{R} : |g_3(\alpha)| > P^{1-\sigma(k)+\epsilon}\},
\]
put \( n = \mathbb{R} \setminus \mathfrak{N} \), and let \( U \) be the intersection of \( \mathfrak{N} \) with a unit interval. For subsets \( U \subseteq \mathbb{R} \), write
\[
I_\pm(U) = \int_{U} |g_1(\alpha)g_2(\alpha)g_3(\alpha)^{s-2}K_\pm(\alpha)| \, d\alpha.
\]
By assumption we have \( s \geq 2k^2 - 2k + 3 \). Thus, by (3.10), (3.11), Lemma 2.5 and a trivial estimate we have
\[
\int_{\mathbb{R}} |g_i(\alpha)|^{s-1}K_1(\alpha) \, d\alpha \ll P^{s-1-k+\epsilon}L(P)
\]
and
\[
\int_{\mathbb{R}} |g_i(\alpha)|^{s-1}K_2^\pm(\alpha) \, d\alpha \ll P^{s-1-k+\epsilon}
\]
for \( i = 1, 2, 3 \). Cauchy’s inequality, (3.6) and (3.9) now give
\[
\int_{\mathbb{R}} |g_i(\alpha)^{s-1}K_\pm(\alpha)| \, d\alpha \ll P^{s-1-k+2\epsilon} \quad (i = 1, 2, 3).
\]
Therefore, by Hölder’s inequality, we have
\[
\int_{\mathbb{R}} |g_1(\alpha)g_2(\alpha)g_3(\alpha)^{s-3}K_\pm(\alpha)| \, d\alpha \ll P^{s-1-k+\epsilon},
\]
so
\[
I_\pm(n) \ll (\sup_{\alpha \in n} |g_3(\alpha)|) \cdot P^{s-1-k+\epsilon} \ll P^{s-k-\sigma(k)+2\epsilon} = o(P^{s-k}). \tag{3.15}
\]
Combining Corollary 2.4 with (2.1) gives
\[
\int_{m \cup U} |g_1(\alpha)g_2(\alpha)g_3(\alpha)^{s-2}| \, d\alpha \ll (\sup_{\alpha \in m} |g_1(\alpha)g_2(\alpha)|) \cdot P^{s-2-k} \ll P^{s-k}T(P)^{-1}
\]
which, recalling (3.6) and (3.7), yields
\[
I_\pm(m \cap \mathfrak{N}) \ll P^{s-k}T(P)^{-1}L(P) = o(P^{s-k}). \tag{3.16}
\]
By Corollary 2.4 and a trivial estimate, we have
\[
\int_{U} |g_1(\alpha)g_2(\alpha)g_3(\alpha)^{s-2}| \, d\alpha \ll P^{s-k}.
\]
In light of (3.6) and (3.7), we now have
\[
I_\pm(t \cap \mathfrak{N}) \ll P^{s-k} \sum_{n=0}^{\infty} L(P) \cdot (T(P) + n)^{-2} = o(P^{s-k}). \tag{3.17}
\]
Since
\[ m \cup t \subseteq n \cup (m \cap n) \cup (t \cap n), \]
the inequalities (3.15), (3.16) and (3.17) give (3.14), which in particular establishes (3.13).

Next we consider
\[ I^{(1)} = \int_{\mathcal{M}} g_1(\alpha) \cdots g_s(\alpha) e(-\alpha \tau) K_\pm(\alpha) \, d\alpha, \tag{3.18} \]
following the recipe given in [24, §6]. Define
\[ I^{(2)}(\alpha) = \int_0^P e(\alpha x^k) \, dx, \]
\[ I^{(3)}(\alpha) = \int_{\mathcal{M}} I^{(2)}(\alpha)^s e(-\alpha \tau) K_\pm(\alpha) \, d\alpha \]
and
\[ I^{(3)}(\alpha) = \int_{\mathcal{M}} I^{(2)}(\alpha)^s e(-\alpha \tau) K_\pm(\alpha) \, d\alpha. \]
By [1, Lemma 4.4], if \( \alpha \in \mathcal{M} \) and \( 1 \leq i \leq s \) then
\[ g_i(\alpha) = \int_0^P e(\alpha(x - \mu_i)^k) \, dx + O(1) = I(\alpha) + O(1). \]
Recalling (3.7), we now conclude that
\[ I^{(1)} - I^{(2)} \ll P^{\xi - k} P^{s-1} = o(P^{s-k}), \tag{3.19} \]
since \( \xi < 1 \). Moreover, it follows from [21, Theorem 7.3] that
\[ I(\alpha) \ll |\alpha|^{-1/k}, \]
so by (3.7) we have
\[ I^{(3)}(\alpha) - I^{(2)}(\alpha) \ll \int_{P^{\xi - k}}^\infty \alpha^{-s/k} \, d\alpha = o(P^{s-k}). \tag{3.20} \]

The final step is to provide asymptotics for
\[ I^{(3)}(\alpha) = \int_{[0,P]} \int_\mathbb{R} e(\alpha(x_1^k + \ldots + x_s^k - \tau)) K_\pm(\alpha) \, d\alpha \, dx. \]
Changing variables with \( u_i = P^{-k} x_i^k \) \( (1 \leq i \leq s) \) yields
\[ I^{(3)}(\alpha) = k^{-s} P \int_{[0,1]^s} (u_1 \cdots u_s)^{1/k-1} \Delta_\pm(u) \, du, \]
where
\[ \Delta_\pm(u) = \int_\mathbb{R} e(\alpha(P^k(u_1 + \ldots + u_s) - \tau)) K_\pm(\alpha) \, d\alpha. \]
Put
\[ \Delta^*(u) = \begin{cases} 1, & \text{if } |u_1 + \ldots + u_s - 1| < \eta P^{-k} \\ 0, & \text{if } |u_1 + \ldots + u_s - 1| \geq \eta P^{-k} \end{cases} \]
and
\[ I^* = \int_{(0,1)^s} (u_1 \cdots u_s)^{1/k-1} \Delta^*(u) \, du. \]

In light of (3.1) and the discussion following (3.8), we see that
\[ \Delta_{\pm}(u) = \Delta^*(u), \]
except possibly when
\[ ||u_1 + \ldots + u_s - 1| - \eta P^{-k}| \leq \eta P^{-k} L(P)^{-1}, \tag{3.21} \]
in which case we have \( |\Delta_{\pm}(u) - \Delta^*(u)| \leq 1 \). If (3.21) is satisfied then there exists \( j \in \{1, 2, \ldots, s\} \) such that \( u_j \gg 1 \). For \( j = 1, 2, \ldots, s \), let \( T_j \) denote the set of \( u \in (0,1)^s \) satisfying (3.21) and \( u_j \gg 1 \). Now
\[ \int_{T_j} (u_1 \cdots u_s)^{1/k-1} du \ll P^{-k} L(P)^{-1} \quad (1 \leq j \leq s), \]
so
\[ \int_{(0,1)^s} (u_1 \cdots u_s)^{1/k-1}(\Delta_{\pm}(u) - \Delta^*(u)) \, du = o(P^{-k}). \]

Thus,
\[ \mathcal{I}^{(3)}_{\pm} - k^{-s} P^s I^* = o(P^{s-k}). \tag{3.22} \]

For \( u \in (0,1)^s \), write \( u' = (u_1, \ldots, u_{s-1}) \) and \( Y = 1 - u_1 - \ldots - u_{s-1} \). For \( S \subseteq (0,1)^s \), define
\[ I(S) = \int_S (u_1 \cdots u_s)^{1/k-1} \Delta^*(u) \, du. \]

Let \( I_1 = I((0,1)^{s-1} \times (0, P^{-1})) \) and \( I_2 = I((0,1)^{s-1} \times [P^{-1}, 1]) \), so that
\[ I^* = I_1 + I_2. \tag{3.23} \]

First we show that
\[ I_1 = o(P^{-k}). \tag{3.24} \]

Since \( \int_0^{P^{-1}} u_1^{1/k-1} \, du_s = o(1) \), it suffices for (3.24) to show that
\[ \int_{(0,1)^{s-1}} (u_1 \cdots u_{s-1})^{1/k-1} \Delta^*(u) \, du' \ll P^{-k}, \tag{3.25} \]
uniformly for \( u_s \in (0, P^{-1}) \). Let \( 0 < u_s < P^{-1} \). If \( \Delta^*(u) = 1 \) then there exists \( j \in \{1, 2, \ldots, s-1\} \) such that \( u_j \gg 1 \). For \( j = 1, 2, \ldots, s-1 \), let \( R_j \) denote the set of \( u' \in (0,1)^{s-1} \) such that \( \Delta^*(u) = 1 \) and \( u_j \gg 1 \). Now
\[ \int_{R_j} (u_1 \cdots u_{s-1})^{1/k-1} \, du' \ll P^{-k} \quad (1 \leq j \leq s-1), \]
which establishes (3.25) and in particular (3.24).

If \( \Delta^*(u) = 1 \) and \( u_s \geq P^{-1} \) then \( |u_s - Y| < \eta P^{-k} \) so, by the mean value theorem,
\[ u_s^{1/k-1} - Y^{1/k-1} \ll (P^{-1})^{1/k-2} P^{-k} = P^{2-k-1/k} = o(1). \]
Combining this with the bound
\[
\int_{[0,1]^{s-1}} (u_1 \cdots u_{s-1})^{1/k-1} \int_{P-1}^1 \Delta^*(u) \, du_s \, du' \ll P^{-k}
\]
gives
\[
I_2 - I_3 = o(P^{-k}), \quad (3.26)
\]
where
\[
I_3 = \int_{[0,1]^{s-1}} (u_1 \cdots u_{s-1} Y)^{1/k-1} \int_{P-1}^1 \Delta^*(u) \, du_s \, du'.
\]

Let \( R \) be the set of \( u' \in (0,1)^{s-1} \) such that \( Y > 0 \). As \( |u_s - Y| < \eta P^{-k} \) whenever \( \Delta^*(u) \neq 0 \), we have
\[
I_3 = \int_R (u_1 \cdots u_{s-1} Y)^{1/k-1} \int_{P-1}^1 \Delta^*(u) \, du_s \, du'.
\]

Next we show that
\[
I_3 - I_4 = o(P^{-k}), \quad (3.27)
\]
where
\[
I_4 = \int_R (u_1 \cdots u_{s-1} Y)^{1/k-1} \int_R \Delta^*(u) \, du_s \, du'
\]
\[
= 2\eta P^{-k} \int_R (u_1 \cdots u_{s-1} Y)^{1/k-1} \, du'.
\]

Let \( u \in R \times \mathbb{R} \) be such that \( \Delta^*(u) = 1 \). Then \( |u_s - Y| < \eta P^{-k} \), so \( u_s > -\eta P^{-k} \). If \( u_s < P^{-1} \) then \( Y < 2P^{-1} \) and \( u_j \gg 1 \) for some \( j \in \{1,2,\ldots,s-1\} \), so we can change variables from \( u_j \) to \( Y \) to show that the contribution from these \( u \) is \( o(P^{-k}) \). Meanwhile, if \( u_s > 1 \) then \( Y > 1 - \eta P^{-k} \) and \( u_1,\ldots,u_{s-1} \ll P^{-k} \), so the contribution from these \( u \) is also \( o(P^{-k}) \). We have established (3.27).

The computation
\[
\int_R (u_1 \cdots u_{s-1} Y)^{1/k-1} \, du' = \int_0^1 \cdots \int_0^1 (u_1 \cdots u_{s-1} Y)^{1/k-1} \, du'
\]
\[
= \Gamma(1/k)^s \Gamma(s/k)^{-1}
\]
is standard (see [5, p. 22]). Therefore
\[
I_4 = 2\eta P^{-k} \Gamma(1/k)^s \Gamma(s/k)^{-1}.
\]
In view of (3.23), (3.24), (3.26) and (3.27), we now have
\[
I^* = 2\eta \Gamma(1/k)^s \Gamma(s/k)^{-1} P^{-k} + o(P^{-k}).
\]
Combining this with (3.19), (3.20) and (3.22) yields
\[
I^{(1)}_\pm = 2\eta \Gamma(1+1/k)^s \Gamma(s/k)^{-1} P^{s-k} + o(P^{s-k}), \quad (3.28)
\]
where we recall (3.18). Finally, (3.13) and (3.28) give (3.12), completing the proof of Theorem 1.3.
4. Classical diminishing ranges

In this section we prove Theorem 1.8. We shall restrict some variables to lie in diminishing ranges with the exponent $1 - 1/k$, exploiting the fact that we may obtain square root cancellation on the even moments associated to such ranges.

**Lemma 4.1.** Let $k \geq 2$ and $t$ be positive integers, let $h_1, \ldots, h_t \in \mathbb{R}[x]$ be degree $k$ polynomials, and let $\eta$ be a positive real number. Let $c > 1$, let $\lambda = 1 - 1/k$ and, for $j = 1, 2, \ldots, t$, put $\lambda_j = \lambda^{j-1}$. Then the number $T$ of integral solutions to
\[
\left| \sum_{j=1}^{t} (h_j(x_j) - h_j(y_j)) \right| < \eta
\]
with $P^{\lambda_j} < x_j, y_j \leq cP^{\lambda_j}$ ($1 \leq j \leq t$) satisfies $T \ll \eta P^{\lambda_1 + \ldots + \lambda_t}$.

**Proof.** We proceed by induction on $t$. If $t = 1$ then Lemma 2.1 yields $T \ll P$. Now let $t > 1$, and assume that the conclusion of Lemma 4.1 holds with $t-1$ in place of $t$, for all large $P$ and all $\eta > 0$. We apply this inductive hypothesis to $h_2, \ldots, h_t$, with $P^\lambda$ in place of $P$, and with $2\eta$ in place of $\eta$. Since $\lambda_j = \lambda \lambda_{j-1}$ ($2 \leq j \leq t$), this tells us the number $S$ of integer solutions $x_2, \ldots, x_t, y_2, \ldots, y_t$ to
\[
\left| \sum_{j=2}^{t} (h_j(x_j) - h_j(y_j)) \right| < 2\eta
\]
with $P^{\lambda_j} < x_j, y_j \leq cP^{\lambda_j}$ ($2 \leq j \leq t$) satisfies
\[
S \ll (P^\lambda)^{\lambda_1 + \ldots + \lambda_{t-1}} = P^{\lambda_2 + \ldots + \lambda_t}.
\]
Thus the number of solutions counted by $T$ with $x_1 = y_1$ is at most
\[
cPS \ll P^{\lambda_1 + \ldots + \lambda_t}.
\]

It therefore remains to show that $T' \ll P^{\lambda_1 + \ldots + \lambda_t}$, where $T'$ is the number of solutions counted by $T$ with $x_1 > y_1$. Put $y_1 = x$ and $x_1 = x + h$. Let $C$ be a large positive constant. The mean value theorem gives
\[
|h_1(x_1) - h_1(y_1)| \gg P^{k-1}|x_1 - y_1| = hP^{k-1}.
\]
By combining this with the inequalities (4.1) and
\[
\sum_{j=2}^{t} (h_j(x_j) - h_j(y_j)) \ll P^{k \lambda_2} = P^{k-1},
\]
we deduce that $0 < h \leq C$.

Put
\[
f_j(\alpha) = \sum_{P^{\lambda_j} < x \leq cP^{\lambda_j}} e(\alpha h_j(x)) \quad (2 \leq j \leq t)
\]
and
\[
F(\alpha) = f_2(\alpha) \cdots f_t(\alpha).
\]
For real numbers $\alpha$, define
\[
G(\alpha) = \sum_{0 < h \leq C} \sum_{P < x \leq eP} e(\alpha(h_1(x + h) - h_1(x))).
\]
In light of (2.7), a trivial bound on $G(\alpha)$ gives
\[
T' \ll \int_{\mathbb{R}} G(\alpha)|F(\alpha)|^2 K(2\alpha) \, d\alpha \ll P \int_{\mathbb{R}} |F(\alpha)|^2 K(2\alpha) \, d\alpha \ll PS \ll P^{\lambda_1 + \ldots + \lambda_t},
\]
completing the proof. \hfill \square

We are now ready to prove Theorem 1.8. Let $s \geq 2t + E$, and let $\eta > 0$. With $\lambda = 1 - 1/k$, put
\[
\lambda_j = \lambda^{j - 1} \quad (1 \leq j \leq t), \quad \Delta = \lambda_1 + \ldots + \lambda_t. \tag{4.2}
\]
Let $0 < \xi < \lambda_t$, and let $\gamma$ be a small positive real number.

4.1. A first upper bound for $s_1(k)$. In this subsection we prove (1.6) for $\iota = 1$. Let $\tau$ be a large positive real number, and define $P$ by $\tau = (E + 2.1)P^k$. We need to show that there exist integers $x_1 > \mu_1, \ldots, x_s > \mu_s$ satisfying (1.1). We may plainly assume (3.2) and, by fixing the variables $x_{2t+E+1}, \ldots, x_s$ if necessary, that
\[
s = 2t + E. \tag{4.3}
\]
Let
\[
g_i(\alpha) = \sum_{P^{\lambda_j} < x \leq 2P^{\lambda_j}} e(\alpha(x - \mu_i)^k) \quad (1 \leq i \leq s),
\]
where
\[
j = j(i) = \begin{cases} 1, & 1 \leq i \leq E \\ \lfloor (i - E + 1)/2 \rfloor, & E < i \leq s. \end{cases} \tag{4.4}
\]
By (2.7), it suffices to prove that
\[
\int_{\mathbb{R}} g_1(\alpha) \cdots g_s(\alpha) e(-\alpha \tau) K(\alpha) \, d\alpha \gg P^{E + 2\Delta - k}.
\]
Recall that $\mu_1 \notin \mathbb{Q}$. With $T(P)$ as in Lemma 2.2 applied to the polynomials $(x - \mu_1)^k$ and $(x - \mu_2)^k$, we define our Davenport-Heilbronn arcs by (3.3), (3.4) and (3.5).

Lemma 4.2. We have
\[
\int_{\mathbb{R}} g_1(\alpha) \cdots g_s(\alpha) e(-\alpha \tau) K(\alpha) \, d\alpha \gg P^{E + 2\Delta - k}.
\]

Proof. For $X > 0$ and $\alpha \in \mathbb{R}$ write
\[
I(\alpha, X) = \int_{X}^{2X} e(\alpha x^k) \, dx.
\]
With $j = j(i)$ as in (4.4), let
\[
I_i(\alpha) = I(\alpha, P^{\lambda_j}) \quad (1 \leq i \leq s).
Define
\[ I(1) = \int g_1(\alpha) \cdots g_s(\alpha) e(-\alpha \tau) K(\alpha) d\alpha, \]
\[ I(2) = \int I_1(\alpha) \cdots I_s(\alpha) e(-\alpha \tau) K(\alpha) d\alpha \]
and
\[ I(3) = \int I_1(\alpha) \cdots I_s(\alpha) e(-\alpha \tau) K(\alpha) d\alpha. \]

Given \( \mu \in \mathbb{R} \) and \( X \in (0, P] \), it follows from [1, Lemma 4.4] that if \( \alpha \in M \) then
\[ \sum_{X < x \leq 2X} e(\alpha(x - \mu)^k) = \int_X^{2X} e(\alpha(x - \mu)^k) dx + O(1) \]
\[ = I(\alpha, X) + O(1). \]

Recalling (2.3), we now conclude that
\[ I(1) - I(2) \ll P^{E+2\Delta - \lambda_t} = o(P^{E+2\Delta - k}), \]
(4.5)
since \( \xi < \lambda_t \). By [21, Theorem 7.3] we have
\[ I(\alpha, P) \ll |\alpha|^{-1/k}, \]
and now (2.3) and a trivial estimate give
\[ I(3) - I(2) \ll P^{2\Delta - 2} \int_{P^{E+\xi}}^{\infty} \alpha^{-(E+2)/k} d\alpha = o(P^{E+2\Delta - k}), \]
(4.6)
as \( E \geq 2k - 1 > k - 2 \).

With \( j = j(i) \) as in (4.4), write \( \mathcal{R}_0 = \prod_{1 \leq i \leq s} (P^{\lambda_j}, 2P^{\lambda_j}] \), and consider
\[ I(3) = \int_{\mathcal{R}_0} \int_{\mathbb{R}} e(\alpha(x_1^k + \ldots + x_s^k - \tau)) K(\alpha) d\alpha dx. \]

By (2.4), changing variables yields
\[ I(3) \gg \int_{\mathcal{R}} (\eta - |y_1 + \ldots + y_s - \tau|) \cdot (y_1 \cdots y_s)^{1/k-1} dy, \]
(4.7)
where \( \mathcal{R} \) is the set of \( y \in \mathbb{R}^s \) such that
\[ P^{k\lambda_j(i)} < y_i \leq 2k P^{k\lambda_j(i)} \quad (1 \leq i \leq s) \]
(4.8)
and
\[ |y_1 + \ldots + y_s - \tau| < \eta. \]

Let \( \omega \) be a small positive real number. Let \( \mathcal{V} \) denote the set of \( y \in \mathcal{R} \) such that
\[ P^k < y_2, y_3, \ldots, y_{E+2} \leq (1 + \omega)P^k \]
(4.9)
and
\[ |y_1 + \ldots + y_s - \tau| < \eta/2. \]

By positivity of the integrand in (4.7), we have
\[ I(3) \gg P^{k(E+2\Delta)(1/k-1)} \cdot \text{meas}(\mathcal{V}) = P^{(1-k)(E+2\Delta)} \cdot \text{meas}(\mathcal{V}). \]
As \( \tau = (E + 2.1)P^k \) and \( \omega \) is small, we have

\[
P^k + \eta < \tau - y_2 - \ldots - y_s < 1.1P^k
\]

whenever the inequalities (4.8) and (4.9) are satisfied. Hence

\[
\text{meas}(\mathcal{V}) \gg P^{k(E-1+2\Delta)},
\]

so

\[
\mathcal{I}^{(3)} \gg P^{(1-k)(E+2\Delta)}P^{k(E-1+2\Delta)} = P^{E+2\Delta-k}.
\]

The bounds (4.5), (4.6) and (4.10) yield the desired result

\[
\mathcal{I}^{(1)} \gg P^{E+2\Delta-k}.
\]

\[\square\]

By Lemma 4.2, Hölder’s inequality and symmetry, it remains to show that

\[
\int_{\mathbb{R} \setminus \mathcal{N}} |g_1(\alpha)g_2(\alpha)g_3(\alpha)| E \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| d\alpha = o(P^{E+2\Delta-k}). \tag{4.11}
\]

By inspecting (4.4), we see that

\[
g_{E+2j-1}(\alpha) = \sum_{P^\lambda < x \leq 2P^\lambda} e(\alpha(x - \mu_{E+2j-1})).
\]

Fix \( i \in \{1, 2, 3\} \), let

\[
\mathcal{N} = \{ \alpha \in \mathbb{R} : |g_i(\alpha)| > P^{1-\sigma(k)+\varepsilon} \},
\]

put \( \mathcal{n} = \mathbb{R} \setminus \mathcal{N} \), and let \( \mathcal{U} \) be the intersection of \( \mathcal{N} \) with a unit interval. For subsets \( U \subseteq \mathbb{R} \), write

\[
I(U) = \int_U |g_i(\alpha)|^2 \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| d\alpha.
\]

In view of (2.7) and (4.2), Lemma 4.1 implies that

\[
\int_{\mathbb{R}} |g_i(\alpha)|^2 \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| d\alpha \ll P^\Delta.
\]

A straightforward computation gives \( \Delta = k(1 - \lambda^t) \), so

\[
E > k\lambda^t \sigma(k)^{-1} = (k - \Delta) \sigma(k)^{-1}.
\]

As \( \gamma \) and \( \varepsilon \) are small, we must therefore have

\[
(E - \gamma)\sigma(k) - \varepsilon > k - \Delta.
\]

Hence

\[
I(\mathcal{n}) \ll (\sup_{\alpha \in \mathcal{n}} |g_i(\alpha)|)^{E-\gamma} P^\Delta \leq P^{(E-\gamma)(1-\sigma(k)) + \Delta + \varepsilon}
\]

\[
= o(P^{E+2\Delta-k-\gamma}). \tag{4.12}
\]

Since \( E + 2 \geq 2k + 1 \), Corollary 2.4 and a trivial estimate yield

\[
\int_{\mathcal{U}} |g_i(\alpha)|^{E+2-\gamma} \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |d\alpha \ll P^{E+2\Delta-\gamma-k}
\]
which, recalling (2.3), gives
\[ I(\mathfrak{N}) \ll P^{E+2\Delta-k-\gamma} \] (4.13)
and
\[ I(t \cap \mathfrak{N}) \ll P^{E+2\Delta-k-\gamma} \sum_{n=0}^\infty (T(P) + n)^{-2} = o(P^{E+2\Delta-k-\gamma}). \] (4.14)

The inequalities (4.12) and (4.14), together with a trivial estimate and Hölder’s inequality, yield
\[ \int |g_1(\alpha)g_2(\alpha)g_3(\alpha)^E \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2|K(\alpha) d\alpha = o(P^{E+2\Delta-k}). \] (4.15)

Combining (4.12) with (4.13) gives
\[ \int |g_i(\alpha)g_2(\alpha)g_3(\alpha)^E \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2|K(\alpha) d\alpha \ll P^{E+2\Delta-k-\gamma} \]
for \( i = 1, 2, 3 \) which, by Hölder’s inequality and (2.2), yields
\[ \int |g_1(\alpha)g_2(\alpha)g_3(\alpha)^E \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2|K(\alpha) d\alpha = o(P^{E+2\Delta-k}). \]

This and (4.15) give (4.11), completing the proof of (1.6) for \( \iota = 1 \).

### 4.2. An upper bound for \( s_0(k) \)

In this subsection we prove (1.6) for \( \iota = 0 \).

Let \( h_1, \ldots, h_s \in \mathbb{R}[x] \) be degree \( k \) polynomials satisfying the irrationality condition, and put \( H(x) = \sum_{i \leq s} h_i(x_i) \). Let \( \tau \in \mathbb{R} \), and assume that \( H(x) \) is indefinite. We need to show that there exists \( x \in \mathbb{Z}^s \) satisfying (1.3). Without loss of generality \( h_1 \) and \( h_2 \) satisfy the irrationality condition. We may evidently assume that \( \tau = 0 \), and that \( h_1 \) is monic. Let \( a_1 = 1, a_2, \ldots, a_s \) be the leading coefficients of \( h_1, \ldots, h_s \) respectively. As \( H(x) \) is indefinite, we may assume without loss that \( a_J < 0 \) for some \( J \in \{2, 3\} \). By fixing the variables \( x_{2t+E+1}, \ldots, x_s \) if necessary, we may plainly assume (1.4).

Define \( r \in \mathbb{R} \) by
\[ -a_J r^k = 3 + \sum_{i \leq s} |a_i|, \] (4.16)
and note that \( r > 1 \). Let \( \omega \) be a small positive constant, and let \( c \) be a large positive constant. Let \( P \) be a large positive real number. With \( j = j(i) \) as in (4.14), let
\[ g_i(\alpha) = \sum_{P^\lambda < x \leq cP^\lambda} e(\alpha h_i(x)) \quad (1 \leq i \leq s), \]
where we recall (4.2). By (2.7), it suffices to prove that
\[ \int_{\mathbb{R}} g_1(\alpha) \cdots g_s(\alpha) K(\alpha) d\alpha \gg P^{E+2\Delta-k}. \]

With \( T(P) \) as in Lemma 2.2 we define our Davenport-Heilbronn arcs by (3.3), (3.4) and (3.5).
Lemma 4.3. We have
\[ \int_{\mathbb{M}} g_1(\alpha) \cdots g_s(\alpha) K(\alpha) \, d\alpha \gg P^{E+2\Delta-k}. \]

Proof. Let
\[ I_i(\alpha) = \int_{cP^{\lambda_j}}^{P^{\lambda_j}} e(\alpha h_i(x)) \, dx \quad (1 \leq i \leq s), \]
with \( j = j(i) \) as in (4.4). Define
\[ \mathcal{I}^{(1)} = \int_{\mathbb{M}} g_1(\alpha) \cdots g_s(\alpha) K(\alpha) \, d\alpha, \]
\[ \mathcal{I}^{(2)} = \int_{\mathbb{M}} I_1(\alpha) \cdots I_s(\alpha) K(\alpha) \, d\alpha \]
and
\[ \mathcal{I}^{(3)} = \int_{\mathbb{R}} I_1(\alpha) \cdots I_s(\alpha) K(\alpha) \, d\alpha. \]

Mimicking the proofs of (4.5) and (4.6), we deduce that
\[ \mathcal{I}^{(1)} - \mathcal{I}^{(2)} = o(P^{E+2\Delta-k}) \]
and
\[ \mathcal{I}^{(2)} - \mathcal{I}^{(3)} = o(P^{E+2\Delta-k}). \]

With \( j = j(i) \) as in (4.4), write \( R = \prod_{i \leq s} (P^{\lambda_j}, cP^{\lambda_j}] \), and consider
\[ \mathcal{I}^{(3)} = \int_{R} \int_{\mathbb{R}} e(\alpha H(x)) K(\alpha) \, d\alpha \, dx. \]

Let \( I = \{2, 3, \ldots, E + 2\} \setminus \{J\} \). As \( r > 1 \) and \( \omega \) is small, we must also have \( r - \omega > 1 \). Let \( X \) denote the set of \((x_2, \ldots, x_s) \in \mathbb{R}^{s-1}\) such that
\[ (r - \omega)P \leq x_j \leq (r + \omega)P, \]
\[ P \leq x_i \leq (1 + \omega)P \quad (i \in I) \]
and
\[ P^{\lambda_j(i)} < x_i \leq cP^{\lambda_j(i)} \quad (E + 2 < i \leq s). \]

By (2.4), we have
\[ \mathcal{I}^{(3)} \gg \int_{R} \max(0, \eta - |H(x)|) \, dx \gg V, \]
where \( V \) is the measure of the set of \( x \in [P, cP] \times X \) such that \(|H(x)| \leq \eta/2\). In view of (4.17), (4.18) and (4.19), it remains to show that
\[ \text{meas}\{ x_1 \in [P, cP] : |H(x)| \leq \eta/2 \} \gg P^{1-k}, \]
uniformly for \((x_2, \ldots, x_s) \in X\).

Let \( x' = (x_2, \ldots, x_s) \in X \), and put
\[ \Lambda(x') = -\eta/2 - \sum_{i=2}^{s} h_i(x_i). \]
Then
\[ \mathcal{L}P^k < \Lambda(x') < \mathcal{U}P^k, \]
where
\[ \mathcal{L} = -a_J(r - 2\omega)^k - (1 + 2\omega)^k \sum_{i \in I} |a_i| \]
and
\[ \mathcal{U} = -a_J(r + 2\omega)^k + (1 + 2\omega)^k \sum_{i \in I} |a_i|. \]
Since \( \omega \) is small, it follows from (4.16) that \( \mathcal{L} > 2 \). As \( c \) is large, we also have \( \mathcal{U} < c^k - 1 \).

Now
\[ 2P^k < \Lambda(x') < (c^k - 1)P^k. \] (4.21)

The polynomial \( h_1 \) is strictly increasing when its argument is sufficiently large. As \( \Lambda(x') \) is large and positive, there exist unique positive real numbers \( m \) and \( M \) such that \( h_1(m) = \Lambda(x') \) and \( h_1(M) = \Lambda(x') + \eta \). Recalling that \( h_1 \) is monic of degree \( k \), we now deduce from (4.21) that
\[ P < m < M < cP. \]
Any \( x_1 \in [m, M] \) satisfies \( |H(x)| \leq \eta/2 \), and the mean value theorem gives
\[ (M - m)^{-1} \ll (M - m)^{-1}(h_1(M) - h_1(m)) \ll M^{k-1} \ll P^{k-1}. \]
Thus we have (4.20), completing the proof of Lemma 4.3. \( \square \)

The remainder of the proof is identical to that of (1.6) for \( \iota = 1 \), which is given in §4.1. Thus we have established (1.6) for \( \iota = 0 \), thereby completing the proof of Theorem 1.8.

5. Slowly diminishing ranges

In this section we deduce the bounds in Table 1 by proving a more general result. Recalling (4.5), we henceforth write
\[ v = \sigma(k - 1), \quad \lambda = 1 - (1 - v)/k. \] (5.1)
We shall use \( \lambda \) as our diminishing ranges exponent. Using an iterative procedure, we achieve square root cancellation on low even moments associated to these diminishing ranges. The \( t \)th step fails by a power of \( E^* \) to deliver square root cancellation on the \( 2t \)th moment; see Lemma 5.3. Definition 5.1 coins an adjective for when \( E^* \) vanishes at each of the first \( n \) steps.

**Definition 5.1.** Let \( k \geq 2 \). An integer \( n \) is \( k \)-good if \( n = 0 \), or if \( n > 0 \) and the following holds for \( t = 1, 2, \ldots, n \). With (4.2), let
\[ e_1 = v + 1/2 + (\Delta - 1)(2k - 1 - 2\sigma(k))/(2k - 2) - \Delta \] (5.2)
and, for \( 2 \leq \ell \leq t \), let
\[ e_\ell = v + \Delta - 2 - 2\sigma(k) \cdot (\lambda_{\ell+1} + \ldots + \lambda_{\ell}) + (k - 2)(v - 1) + M_\ell, \] (5.3)
where \( M_\ell = \max(0, 1 + 2(1 - \ell)/k) \cdot \lambda_{\ell} k \sigma(k) \). Put
\[ E^* = \max(0, e_1, \ldots, e_t). \] (5.4)
Then \( E^* = 0 \).
Note that if \( n \in \mathbb{N} \) is \( k \)-good then so is \( n - 1 \). We shall prove the following.

**Theorem 5.2.** Let \( k \geq 4 \). If \( k = 4 \), let \( t = 4 \) and \( E = 8 \). Otherwise, let \( t \) be a \( k \)-good integer such that

\[
\lambda^{t-1} > \frac{v}{1 - \sigma(k)} \tag{5.5}
\]

and

\[
2t + E \geq 4k, \tag{5.6}
\]

where

\[
E = 1 + \max(k - 1, \lfloor \sigma(k)^{-1}k(\lambda - v)/(1 - v) \rfloor). \tag{5.7}
\]

Then

\[
s_1(k) \leq 2t + E.
\]

Choosing \( t \) optimally yields the bounds implicit in Table 1. It therefore remains to prove Theorem 5.2. Note that 3 is 4-good but 4 is not. Note that (5.5) and (5.6) also hold in the case \( k = 4 \). We begin by establishing some even moment estimates.

**Lemma 5.3.** Let \( k \geq 4 \), let \( t \) be a positive integer satisfying (5.5), and assume that \( t - 1 \) is \( k \)-good. Recall (4.2), (5.1) and (5.4). Let \( \mu \in \mathbb{R}^t \), and let \( \eta > 0 \).

Then the number \( T \) of integral solutions to

\[
\left| \sum_{j=2}^{t}((x_j - \mu_j)^k - (y_j - \mu_j)^k) \right| < \eta \tag{5.8}
\]

with \( P^{\lambda_j} < x_j, y_j \leq 2P^{\lambda_j} \) \((1 \leq j \leq t)\) satisfies \( T \ll \eta \ P^{\Delta+\varepsilon+E^*} \).

**Proof.** We proceed by induction on \( t \). By Lemma 2.1, the conclusion holds for \( t = 1 \). Let \( t > 1 \), and assume that the conclusion of Lemma 5.3 holds with \( t - 1 \) in place of \( t \), for all large \( P \) and all \( \eta > 0 \). We shall apply this inductive hypothesis with \( P^{\lambda} \) in place of \( P \), and with \( 2\eta \) in place of \( \eta \). To do so, we note firstly that \( t - 2 \) is \( k \)-good because \( t - 1 \) is, and secondly that (5.5) implies that \( \lambda^{t-2} > v/(1 - \sigma(k)) \). Since \( t - 1 \) is \( k \)-good, and since \( \lambda_j = \lambda_{\lambda_j-1} \) \((2 \leq j \leq t)\), the inductive hypothesis tells us that the number \( S \) of integer solutions \( x_2, \ldots, x_t, y_2, \ldots, y_t \) to

\[
\left| \sum_{j=2}^{t}((x_j - \mu_j)^k - (y_j - \mu_j)^k) \right| < 2\eta \tag{5.9}
\]

with \( P^{\lambda_j} < x_j, y_j \leq 2P^{\lambda_j} \) \((2 \leq j \leq t)\) satisfies

\[
S \ll (P^{\lambda})^{\lambda_1+\ldots+\lambda_{t-1}+\varepsilon} \leq P^{\lambda_2+\ldots+\lambda_t+\varepsilon} = P^{\Delta-1+\varepsilon}. \tag{5.10}
\]

Thus the number of solutions counted by \( T \) with \( x_1 = y_1 \) is at most

\[
(P + 1)S \ll P^{\Delta+\varepsilon}.
\]

Since \( E^* \geq 0 \), it therefore remains to show that \( T' \ll P^{\Delta+\varepsilon+E^*} \), where \( T' \) is the number of solutions counted by \( T \) with \( x_1 > y_1 \). Put \( y_1 = x \) and
Let $x_1 = x + h$. Let $C$ be a large positive constant, and write $H = CP^v$. The mean value theorem gives
\[
|(x_1 - \mu_1)^k - (y_1 - \mu_1)^k| \gg P^{k-1}|x_1 - y_1| = h P^{k-1}.
\]
By combining this with the inequalities (5.8) and
\[
\sum_{j=2}^{t} ((x_j - \mu_j)^k - (y_j - \mu_j)^k) \ll P^{k\lambda_2} = P^{k\lambda},
\]
we deduce that
\[
0 < h \leq CP^{k\lambda-k+1} = CP^v = H.
\]
Put
\[
f_j(\alpha) = \sum_{P^{\lambda_j} < x \leq 2P^{\lambda_j}} e(\alpha(x - \mu_j)^k) \quad (2 \leq j \leq t)
\]
and
\[
F(\alpha) = f_2(\alpha) \cdots f_t(\alpha).
\]
For integers $h$ and real numbers $\alpha$, define
\[
\Phi_h(\alpha) = \sum_{P < x \leq 2P} e(\alpha(x - \mu_1)^k - \alpha(x - \mu_1)^k) - h \alpha.
\]
By (2.7), we have
\[
T' \ll \int_\mathbb{R} \sum_{h \leq H} \Phi_h(\alpha)|F(\alpha)|^2 K(2\alpha) \, d\alpha
\]
\[
\leq \sum_{h \leq H} \int_\mathbb{R} |\Phi_h(\alpha)F(\alpha)|^2 |K(2\alpha)| \, d\alpha. \tag{5.11}
\]
Let $h \in \mathbb{N}$ and $\alpha \in \mathbb{R}$. The polynomial associated to the Weyl sum $\Phi_h(\alpha)$, namely
\[
(x + h - \mu_1)^k - (x - \mu_1)^k,
\]
has degree $k - 1$ and leading coefficient $kh$. Thus we may apply Lemma 2.3 to the polynomial
\[
\frac{(x + h - \mu_1)^k - (x - \mu_1)^k}{kh},
\]
with $d = k - 1$, and with $kh\alpha$ in place of $\alpha$. We thereby deduce that if
\[
|\Phi_h(\alpha)| > P^{1-v+\epsilon}
\]
then there exist relatively prime integers $a$ and $q$ such that
\[
0 < q \leq P^{(k-1)v}, \tag{5.12}
\]
\[
|qkh\alpha - a| < P^{(k-1)(v-1)} \tag{5.13}
\]
and
\[
\Phi_h(\alpha) \ll q^{\epsilon-1/(k-1)}P(1 + P^{k-1}kh|\beta|)^{-1/(k-1)}, \tag{5.14}
\]
where $\beta = \alpha - a/(qkh)$.

For $h, q \in \mathbb{N}$ and $a \in \mathbb{Z}$, denote by $\mathcal{M}_h(q, a)$ the set of $\alpha \in \mathbb{R}$ satisfying (5.13) and (5.14). For $h, q \in \mathbb{N}$, let $\mathcal{M}_h(q)$ denote the union of the sets $\mathcal{M}_h(q, a)$ over
integers $a$ such that $(a,q) = 1$. For $h \in \mathbb{N}$, we make the following definitions. Let
\[
m_h = \{ \alpha \in \mathbb{R} : |\Phi_h(\alpha)| \leq P^{1-v+\varepsilon} \}.
\]
By (1.5) and (5.1), it is easy to show that $k\sigma(k) < (k-1)v$. Denote by $\mathcal{M}_h^{(1)}$ the union of the sets $\mathcal{M}_h(q)$ over integers $q$ such that
\[
P^{\lambda k\sigma(k)} \leq q < P^{(k-1)v}.
\]
(5.15)
Write $\lambda_{t+1} = 0$. For $\ell = 2, 3, \ldots, t$, denote by $\mathcal{M}_h^{(\ell)}$ the union of the sets $\mathcal{M}_h(q)$ over integers $q$ such that
\[
P^{\lambda_{\ell+1}k\sigma(k)} \leq q < P^{\lambda_{\ell}k\sigma(k)},
\]
(5.16)and let $\mathcal{M}_h^{(\ell)}$ be the intersection of $\mathcal{M}_h^{(\ell)}$ with a unit interval. From the discussion above, we have
\[
\mathbb{R} = m_h \cup \left( \bigcup_{\ell \leq t} \mathcal{M}_h^{(\ell)} \right).
\]
Now (5.11) gives
\[
T' \ll I_m + \sum_{h \leq H} \sum_{\ell \leq t} I_h^{(\ell)},
\]
where
\[
I_m = \sum_{h \leq H} \int_{m_h} |\Phi_h(\alpha)F(\alpha)|^2 |K(2\alpha)| d\alpha
\]
and
\[
I_h^{(\ell)} = \int_{\mathcal{M}_h^{(\ell)}} |\Phi_h(\alpha)F(\alpha)|^2 |K(2\alpha)| d\alpha \quad (h \leq H, 1 \leq \ell \leq t).
\]
Moreover, by (2.7) and (5.10), we have
\[
I_m \leq \sum_{h \leq H} (\sup_{\alpha \in m_h} |\Phi_h(\alpha)|) \cdot S \leq P^{1-v+\varepsilon} HS \ll P^{\Delta+2\varepsilon}.
\]
Since $H \ll P^v$ and $E^* \geq 0$, it now suffices to prove that
\[
I_h^{(\ell)} \ll P^{\Delta+E^*+v+\varepsilon} \quad (1 \leq \ell \leq t),
\]
(5.17)uniformly in positive integers $h \leq H$. Let $h \leq H$ be a positive integer.

Now we show that if $q \in \mathbb{N}$, $q < P^{(k-1)v}$, $\alpha \in \mathcal{M}_h(q)$, $2 \leq j \leq t$ and
\[
|f_j(\alpha)| > P^{\lambda_j(1-\sigma(k))+\varepsilon}
\]
then
\[
q < P^{\lambda_j k\sigma(k)}, \quad f_j(\alpha) \ll q^{\varepsilon-1/k} P^{\lambda_j}.
\]
(5.18)
Let $q \in \mathbb{N}$, $\alpha \in \mathcal{M}_h(q)$ and $2 \leq j \leq t$, and assume (5.12) and (5.18). As $\alpha \in \mathcal{M}_h(q)$, there exists $a \in \mathbb{Z}$ such that $(a,q) = 1$ and $\alpha \in \mathcal{M}_h(q,a)$. By Lemma 2.3, there exist integers $u$ and $r$ such that
\[
0 < r < P^{\lambda_j k\sigma(k)}, \quad |r\alpha - u| < P^{\lambda_j k(\sigma(k)-1)}
\]
and
\[
f_j(\alpha) \ll r^{\varepsilon-1/k} P^{\lambda_j}.
\]
By (5.13) and (5.20) we have
\[ |a/q - k\alpha/h| < |k\alpha - a/q| + |k\alpha - k\alpha/h| < \frac{1}{qP(k-1)(1-\varepsilon)} + \frac{kh}{rP^\lambda k(1-\sigma(k))}. \] (5.22)

As \( \lambda_j \geq \lambda^{t-1} \), we note from (5.5) that \( \lambda_j > v/(1-\sigma(k)) \). Since \( h \leq H = CP^v \), we can now use (5.12) and (5.20) to deduce from (5.22) that \( |a/q - k\alpha/h| < (qr)^{-1} \). Hence \( a/q = k\alpha/h \). Thus, recalling that \( (a, q) = 1 \), we see that \( q \leq r \).

Now (5.20) and (5.21) imply (5.19).

We draw the following conclusions from the above discussion. Firstly, if \( \alpha \in M_h^{(1)} \) then \( \alpha \in M_h(q) \) for some integer \( q \) satisfying \( P^{\lambda_j k \sigma(k)} \leq q < P^{1-v} \) (2 \( \leq j \leq t \)), so
\[ |F(\alpha)| \leq P^{(\Delta-1)(1-\sigma(k)) + \varepsilon}. \] (5.23)

Secondly, if 2 \( \leq \ell \leq t \) and \( \alpha \in M_h(q) \) for some integer \( q \) satisfying (5.16) then
\[ |f_j(\alpha)| \leq P^{\lambda_j (1-\sigma(k)) + \varepsilon} \] (5.24)
and
\[ f_j(\alpha) \leq P^{\lambda_j (1-\sigma(k)) + \varepsilon} + q^{\varepsilon-1/k} P^{\lambda_j} \leq q^{\varepsilon-1/k} P^{\lambda_j} \] (2 \( \leq j \leq \ell \), (5.25)
where \( \varepsilon' = (\lambda_j k \sigma(k))^{-1} \varepsilon \).

Hölder’s inequality gives
\[ I_h^{(1)} \leq J_1^{1/(2k-2)} J_2^{2k-3)/(2k-2)}, \] (5.26)
where
\[ J_1 = \int_{M_h^{(1)}} |\Phi_h(\alpha)|^{2k-2} K(2\alpha) \, d\alpha \]
and
\[ J_2 = \int_{M_h^{(1)}} |F(\alpha)|^{(4k-4)/(2k-3)} K(2\alpha) \, d\alpha. \]

If \( q \in \mathbb{N} \) then there are at most \( qkh + 1 \) integers \( a \) satisfying (5.13) for some \( \alpha \in U_h^{(1)} \). Thus, by (5.14) and (5.15), we have
\[ \int_{U_h^{(1)}} |\Phi_h(\alpha)|^{2k-2} \, d\alpha \ll \sum_{q<P^{(k-1)v}} qh \cdot q^{\varepsilon-2} P^{2k-2} \mathcal{J}_h, \]
where
\[ \mathcal{J}_h = \int_0^\infty (1 + P^{k-1}kh\beta)^{-2} \, d\beta \ll h^{-1} P^{1-k}. \]

Hence
\[ \int_{U_h^{(1)}} |\Phi_h(\alpha)|^{2k-2} \, d\alpha \ll P^{k-1+\varepsilon} \]
which, by (2.3), yields
\[ J_{1,h} \ll P^{k-1+\varepsilon}. \] (5.27)
Moreover, on recalling the definition of $S$ from (5.9), the inequalities (2.7), (5.10) and (5.23) give

$$J_{2,h} \ll \sup_{\alpha \in \mathcal{M}_h^{(1)}} |F(\alpha)|^{2/(2k-3)} S \ll P^{(\Delta-1)(1-\sigma(k))2/(2k-3)+\varepsilon} S \ll P^{(\Delta-1)(2k-1-2\sigma(k))/(2k-3)+2\varepsilon}. \quad (5.28)$$

Substituting (5.27) and (5.28) into (5.26) yields

$$I_h^{(1)} \ll P^{1/2+(\Delta-1)(2k-1-2\sigma(k))/(2k-2)+\varepsilon} = P^{\Delta+e_1-v+\varepsilon}, \quad (5.29)$$

where we recall (5.2).

Let $\ell \in \{2, 3, \ldots, t\}$. If $q \in \mathbb{N}$ then there are at most $qkh+1$ integers $a$ satisfying (5.13) for some $\alpha \in U_h^{(\ell)}$. Now (5.13), (5.14), (5.16), (5.24) and (5.25) yield

$$I_h^{(\ell)} \ll P^{1+2(\Delta-1)\cdot(\lambda_{\ell+1}+\ldots+\lambda_{t})/(k-1)} \sum_{q<P^{\lambda_{k}\sigma(k)}} q \cdot q^{2(1-\ell)/k-1/(k-1)} J_{h,q},$$

where

$$J_{h,q} = \int_{0}^{(qkh)^{-1} P^{(k-1)(\alpha-1)}} (1 + P^{k-1}k\beta)^{-1/(k-1)} d\beta.$$

The calculation

$$J_{h,q} \ll P^{-1}h^{-1/(k-1)} \cdot ((qkh)^{-1} P^{(k-1)(\alpha-1)})^{(k-2)/(k-1)} \ll h^{-1}q^{-(k-2)/(k-1)} P^{1+(k-2)(\alpha-1)}$$

now gives

$$I_h^{(\ell)} \ll P^{2\Delta-2-2\sigma(k)\cdot(\lambda_{\ell+1}+\ldots+\lambda_{t})+2\sigma(k)(\alpha-1)+\varepsilon} \sum_{q<P^{\lambda_{k}\sigma(k)}} q^{2(1-\ell)/k} \ll P^{\Delta+e_{\ell}-v+2\varepsilon} \quad (2 \leq \ell \leq t), \quad (5.30)$$

where we recall (5.3).

In light of (5.4), the bounds (5.29) and (5.30) yield (5.17), completing the proof of Lemma 5.3. \qed

We are ready to prove Theorem 5.2. Let $s \geq 2t+E$, and let $\eta > 0$. Let $\tau$ be a large positive real number, and define $P$ by $\tau = (E+2.1)P^k$. We need to show that there exist integers $x_1 > \mu_1, \ldots, x_s > \mu_s$ satisfying (1.1). By fixing the variables $x_{2t+E+1}, \ldots, x_s$ if necessary, we may plainly assume (3.2) and (1.3). Recall (4.2) and (5.1). Let $0 < \xi < \lambda_t$, and let $\gamma$ be a small positive real number. Define $g_1, \ldots, g_s$, $T(P)$ and our Davenport-Heilbronn arcs as in §4.1, but note that $\lambda$ is different here. By (2.7), it suffices to prove that

$$\int_{\mathbb{R}} g_1(\alpha) \cdots g_s(\alpha) e(-\alpha \tau) K(\alpha) \gg P^{E+2\Delta-k}.$$
Noting that $E \geq k > k - 2$, the proof of Lemma 4.2 gives
\[ \int_{\mathbb{R}} g_1(\alpha) \cdots g_5(\alpha) e(-\alpha \tau) K(\alpha) \, d\alpha \gg P^{E+2\Delta - k}. \]

By Hölder’s inequality and symmetry, it now remains to show that
\[ \int_{\mathbb{R}} |g_1(\alpha) g_2(\alpha) g_3(\alpha)|^E \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| \, d\alpha = o(P^{E+2\Delta - k}). \]

By inspecting (1.4), we see that
\[ g_{E+2j-1}(\alpha) = \sum_{P^\lambda \alpha < x \leq 2P^\lambda} e(\alpha(x - \mu_{E+2j-1})^j). \]

Fix $i \in \{1, 2, 3\}$, let
\[ \mathfrak{N} = \{ \alpha \in \mathbb{R} : |g_i(\alpha)| > P^{1-\sigma(k)+\varepsilon} \}, \]
put $n = \mathbb{R} \setminus \mathfrak{N}$, and let $\mathfrak{U}$ be the intersection of $\mathfrak{N}$ with a unit interval. For subsets $U \subseteq \mathbb{R}$, write
\[ I(U) = \int_{\mathbb{R}} |g_i(\alpha)|^{E+2-\gamma} \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| \, d\alpha. \]

If $k = 4$ then (2.7) and Lemma 5.3 yield
\[ \int_{\mathbb{R}} |g_i(\alpha)|^2 \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| \, d\alpha \ll P^{3.011}, \]
since 3 is 4-good and $(13/16)^3 > 2/7$. Now
\[ I(n) \ll (\sup_{\alpha \in n} |g_i(\alpha)|)^{8-\gamma} \cdot P^{3.011} \leq P^{3.011+(8-\gamma)/7+\varepsilon}. \]

Thus, as $\gamma$ is small, we have
\[ I(n) \ll P^{10.011-7\gamma/8+\varepsilon} = o(P^{E+2\Delta - k-\gamma}) \]
when $k = 4$. The exponents have been computed by machine.

If $k \geq 5$ then $t$ is $k$-good, so (2.7) and Lemma 5.3 yield
\[ \int_{\mathbb{R}} |g_i(\alpha)|^2 \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2 |K(\alpha)| \, d\alpha \ll P^{\Delta+\varepsilon}. \]
Now
\[ I(n) \ll (\sup_{\alpha \in n} |g_i(\alpha)|)^{E-\gamma} \cdot P^{\Delta+\varepsilon} \leq P^{\Delta+(E-\gamma)(1-\sigma(k))+2\varepsilon}. \]
Recalling (4.2), (5.1) and (5.7), we deduce that
\[ E\sigma(k) > k(\lambda^t - v)/(1-v) = k - \Delta. \]
As $\gamma$ and $\varepsilon$ are small, we must therefore have
\[ (E - \gamma)\sigma(k) - 2\varepsilon > k - \Delta. \]
Hence
\[ I(n) = o(P^{E+2\Delta - k-\gamma}) \]
for $k \geq 5$, and we have already shown this for $k = 4$. 

Lemma 5.4. Let $i \in \{1, 2, 3\}$ be as above. Then
\[
\int_{U} |g_i(\alpha)^{E+2-\gamma} \prod_{2 \leq j \leq t} g_{E+2j-1}(\alpha)^2| \, d\alpha \ll P^{E+2\Delta-k-\gamma}.
\]

Proof. Let
\[
f_1(\alpha) = g_i(\alpha)
\]
and
\[
f_j(\alpha) = g_{E+2j-1}(\alpha) \quad (2 \leq j \leq t).
\]
By Lemma 2.3 if $\alpha \in U$ then there exist relatively prime integers $a$ and $q$ such that
\[
0 < q < P^{k\sigma(k)}, \quad |q\alpha - a| < P^{k\sigma(k)-k} \quad (5.31)
\]
and
\[
f_1(\alpha) \ll q^{\epsilon-1/k}P(1 + P^k|\beta|)^{-1/k}, \quad (5.32)
\]
where $\beta = \alpha - a/q$. For $q \in \mathbb{N}$ and $a \in \mathbb{Z}$, denote by $\mathcal{U}(q, a)$ the set of $\alpha \in U$ satisfying (5.31) and (5.32). For $q \in \mathbb{N}$, let $\mathcal{U}(q)$ denote the union of the sets $\mathcal{U}(q, a)$ over integers $a$ such that $(a, q) = 1$. Write $\lambda_{t+1} = 0$. For $\ell = 1, 2, \ldots, t$, denote by $\mathcal{U}(\ell)$ the union of the sets $\mathcal{U}(q)$ over integers $q$ satisfying (5.16).

Note that
\[
\mathcal{U} = \bigcup_{\ell \leq t} \mathcal{U}(\ell),
\]
so
\[
\int_{U} |f_1(\alpha)^{E+2-\gamma} \prod_{2 \leq j \leq t} f_j(\alpha)^2| \, d\alpha \leq \sum_{\ell \leq t} I_\ell, \quad (5.33)
\]
where
\[
I_\ell = \int_{\mathcal{U}(\ell)} |f_1(\alpha)^{E+2-\gamma} \prod_{2 \leq j \leq t} f_j(\alpha)^2| \, d\alpha \quad (1 \leq \ell \leq t).
\]
We now fix $\ell \in \{1, 2, \ldots, t\}$. By (5.33), it remains to show that
\[
I_\ell \ll P^{E+2\Delta-k-\gamma}. \quad (5.34)
\]

Let $\alpha \in \mathcal{U}(q, a)$ for some relatively prime integers $q$ and $a$ satisfying (5.16), let $2 \leq j \leq t$, and assume (5.18). By Lemma 2.3 there exist integers $u$ and $r$ satisfying (5.20) and (5.21). By (5.20) and (5.31) we have
\[
|a/q - u/r| \leq |\alpha - a/q| + |\alpha - u/r| < \frac{1}{qP^{k-\sigma(k)}} + \frac{1}{rP^{\lambda_j(1-\sigma(k))}}. \quad (5.35)
\]
As $\lambda_j \geq \lambda^{t-1}$, we note from (5.5) that $\lambda_j > v/(1 - \sigma(k))$. We can now use (5.16) and (5.20), together with the inequality $v > \sigma(k)$, to deduce from (5.35) that $|a/q - u/r| < (qr)^{-1}$. Hence $a/q = u/r$. Thus, recalling that $(a, q) = 1$, we see that $q \leq r$. Now (5.20) and (5.21) imply (5.19).

Let $\alpha \in \mathcal{U}(q)$ for some $q \in \mathbb{Z}$ satisfying (5.16). From the above discussion, if $2 \leq j \leq t$ then (5.19) holds whenever (5.18) holds. Thus, we deduce (5.24).
and (5.25). If \( q \in \mathbb{N} \) then there are at most \( q + 1 \) integers \( a \) satisfying (5.31) for some \( \alpha \in \mathcal{U} \). By (5.16), applying (5.24), (5.25) and (5.32) now yields

\[
I_\ell \ll P^{E-\gamma+2\Delta+(-2\sigma(k))(\lambda_{\ell+1}+\ldots+\lambda_t)} \sum_{q<P^\lambda k \sigma(k)} q^{1-(E-\gamma+2\ell)/k+\varepsilon},
\]

where

\[
\mathbb{J} = \int_0^\infty (1 + P^k \beta)^{-(E+2-\gamma)/k} d\beta.
\]

Since \( E \geq k \) and \( \gamma \) is small, we must have \( \mathbb{J} \ll P^{-k} \), so

\[
I_\ell \ll P^{E+2\Delta-k-\gamma+(-2\sigma(k))(\lambda_{\ell+1}+\ldots+\lambda_t)+\lambda_k \kappa \sigma(k)(2-(E+2\ell-\gamma)/k)} \sum_{q<P^\lambda k \sigma(k)} q^{1-(E-\gamma+2\ell)/k+\varepsilon}.
\] (5.36)

If \( E + 2\ell > 2k \) then the sum is \( O(1) \) and so (5.34) holds. We may therefore assume in the sequel that

\[
\ell \leq k - E/2.
\] (5.37)

From (5.36) we now have

\[
I_\ell \ll P^{E+2\Delta-k-\gamma+(-2\sigma(k))(\lambda_{\ell+1}+\ldots+\lambda_t)+\lambda_k \kappa \sigma(k)(2-(E+2\ell-\gamma)/k)} \sum_{q<P^\lambda k \sigma(k)} q^{1-(E-\gamma+2\ell)/k+\varepsilon}.
\]

As \( \gamma \) and \( \varepsilon \) are small, it therefore suffices to show that

\[
\lambda_k k (2 - (E + 2\ell)/k) < 2(\lambda_{\ell+1} + \ldots + \lambda_t).
\] (5.38)

As an intermediate step, we show that

\[
1 - \frac{1-\nu}{2\lambda} > \lambda^k.
\] (5.39)

For \( 4 \leq k \leq 8 \), we simply check this directly. Now suppose \( k \geq 9 \). As \( \lambda > (k-1)/k \), we have

\[
1 - \frac{1-\nu}{2\lambda} > 1 - \frac{(1-\nu)k}{2(k-1)} > 1 - \frac{k}{2(k-1)} \geq 1 - 9/16 > e^{\nu-1}
\]

\[
\geq (1 - (1-\nu)/k)^k = \lambda^k.
\]

Thus we have (5.39) for all integers \( k \geq 4 \).

By (5.6) and (5.37) we have

\[
t - \ell \geq t - (k - E/2) = (2t + E)/2 - k \geq k.
\]

This and (5.39) give

\[
\lambda^{t-\ell} \leq \lambda^k < 1 - \frac{1-\nu}{2\lambda}.
\]

Now

\[
\frac{k}{2} < \frac{k\lambda}{1-\nu}(1 - \lambda^{t-\ell}) = \frac{\lambda}{1-\lambda}(1 - \lambda^{t-\ell}),
\]

as we recall (5.1). Hence

\[
\lambda_{\ell} k / 2 < \lambda_{\ell}(\lambda + \lambda^2 + \ldots + \lambda^{t-\ell}) = \lambda_{\ell+1} + \ldots + \lambda_t.
\]

Since \( E \geq k \), this gives (5.38), completing the proof of Lemma 5.4. \( \square \)
The remainder of the proof is identical to that of (1.6) for $\iota = 1$, which is given in §4.1. Thus we have established Theorem 5.2 which, as discussed, produces the data in Table 1.
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