An enhancement of mammogram images for breast cancer classification using artificial neural networks
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ABSTRACT

Breast cancer is the most driving reason for death in women in both developed and developing nations. For the plan of effective classification of a system, the selection of features method must be used to decrease irregularity part in mammogram images. The proposed approach is used to crop the region of interests (ROIs) manually. Based on that number of features are extracted. In this proposed method a novel hybrid optimum feature selection (HOFS) method is used to find out the significant features to reach maximum accuracy for this classification. A number of selected features is applied to train the neural network. In this proposed method accessible informational index from the mini–mammographic image analysis society (MIAS) database was used. The classification of this mammogram database involved a neural networks classifier which attained an accuracy of 99.7% with a sensitivity of 99.5%, and specificity of 100% as the area under the curve (AUC) is 0.9975 and matthew’s correlation coefficient (MCC) represents a binary class value which reached the value of 0.9931. It can be useful in a computer-aided diagnosis system (CAD) framework to help the radiologist in analyzing breast cancer. Results achieved with the proposed method are better compared to recent work.

This is an open access article under the CC BY-SA license.

Abbreviations: ROIs: region of interests, MIAS: mammographic image analysis society, CAD: computer aided diagnosis, DDSM: digital database for screening mammography, CT: contourlet, EML: extreme machine learning technique, GLCM: gray level co-occurrence matrix, GLRLM: gray level run length matrix, PSO-SVM: particle swarm optimization-support vector machine, ANFIS: adaptive neuro fuzzy interface system, AHE: adaptive histogram equalization, CLAHE: contrast-limited adaptive histogram equalization, ANNs: artificial neural networks, HOFS: hybrid optimum feature selection, FFBPNN: feed forward with back propagation neural network, SVM: support vector machine, FC: fuzzy classification, AUC: area under the curve, ROC: receiver operating curve, FFNN: feed forward neural network, Ls-SVM: linear support vector machine, MLP: multi-layer perceptron, PSOWNN: particle swarm optimization wavelet neural network, RS: region segmentation, TPR: true positive rate, FPR: false positive rate, MCC: matthews correlation coefficient.
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1. INTRODUCTION

Breast cancer is a common disease affecting women all over the world due to its demise rate. As estimated by the India cancer society based on their globocon data 2018 [1], the new cases registered of breast cancer are 1, 62,468 among women and 87,090 deaths. It is the second-highest in the world for the year 2018. The subsistence rate of breast cancer in India is very small because the recognition happens very late. As far as mortality, it is the main cause of death among ladies matured somewhere in the range of 35 to 64 years and is the main disease-related for death in the female population [2], [3]. According to globocon data, Figure 1 shows the statistics of all cancers for all ages women. It is the most ordinary cancer in the world and there is a consistent increment in breast cancer growth cases among young ladies [4].

Hence, the number of deaths can be reduced by detecting breast cancer in its early stages. Numerous screening methods for breast cancer are existing like mammography, Positron emission tomography, magnetic resonance imaging, and ultrasonography. Out of that mammography is considered the most trustworthy and it is also an efficient method for the initial stage detection of breast cancer. Mammography used for breast cancer can be characterized into two classes-normal and abnormal, and the irregular mass category can be separated into two classes-non-carcinogenic and malignant. Benevolent mass isn’t damaging to wellbeing; their cells have a nearby preference to typical prosenchyma. Benign mass develops moderately gradually and doesn’t attack the contiguous tissues that spread to various parts of the body [5]-[7]. Identification of some infection depends on the human experience, the significant as several of the medical diseases. It takes a long time to process and has a human error in the results. Some works are based on computational intelligence approaches such as, ANNs which are used in several areas as a great computational intelligent technique is presented in [8]-[9].

Even though ANNs have been very fruitful, there is a necessity to improve and optimize the ANNs in terms of overall results and accuracy. Computerized classifiers may be suitable for radiologists in differentiating between normal, non-carcinogenic, and carcinogenic patterns. Thus, in this research paper, ANNs which can be helped as a computerized classifier are examined. In the field of medical image processing, ANNs have been useful to a variety of data classification and pattern recognition and have become a favorable classification tool in breast cancer [10]. For cancer identification, segmentation, and classification of an image ANNs have been widely used. Several types of image segmentation methods, based on histogram features, texture features, geometric features, and statistical features, have been trained using ANNs [11]. Image features can be extracted in many parts, like statistical, texture, and shape. Thus, different types of selected image features will give different classification results.

In this research paper, an inventive and genuine classification methodology based on the ROIs segmented lesion is proposed. Initially, breast lesion is implemented for segmentation using the multi level thresholding method. Furthermore, extracting features such as statistical, shape, texture, and geometric from the segmented suspicious region and its backgrounds and then to set up an optimum feature selected based on the extracted features, finally they are differentiated as a normal and abnormal mass based on the recognized feature database with the classifier of FFBPNN.

![Figure 1. Estimated number of new cases in 2018, for all ages of females in India [1]](image)

2. RELATED WORK

Shankar Thawker et al. [12] projected a novel ANFIS for classification. To enhance efficient feature selection method using bio-geography based optimization selection for the subclass of feature selection. The proposed method was investigated using the DDSM database for better classification accuracy, sensitivity, specificity, and AUC. Nadeem Tariq et al. [13] described the identification of benign and malignant mass for...
designing CAD systems. In the proposed system, they have found out texture features from mammogram images to calculate GLCM with 0°, to calculate several features for desired output, and applied to ANN for training the networks for this binary classification. The proposed system benefited the radiologist to increase the identification of tumor accuracy. The system achieved an accuracy of 99.4% with a sensitivity of 100% and a specificity of 99.4% for the MIAS database.

Amit Kamra et al. [14] proposed various types of ROIs selected for diagnosis of breast cancer for diagnosis using shape and texture-based techniques. The number of ROIs and their location proposed for CAD systems. In his research work, according to several ROIs size to categorized dense and fatty mammogram images from MIAS database. Using, fisher discriminant ratio for selection feature for classification. Finally, linear SVM was applied for the classification which achieved the accuracy of 96.1% with ROIs size 200*200 pixels.

Weiying Xie et al. [15] formulated EML for grouping of benign and malignant mass. The multidimensional feature vector was constructed. For feature, the selection was made using SVM and EML. Lastly, the optimum subset of feature vectors is input to the classifier and find out benign mass and malignant mass. They additionally contrast their proposed framework with PSO-SVM and achieved efficient execution in the proposed CAD system. The proposed system attained the accuracy of 95.73% and 96.02% on the MIAS and DDSM database, respectively. Anuj Kumar Singh et al. [16] proposed maximum-mean and least-variance technique for mass identification for breast cancer diagnosis.

S. Punitha et al. [17] described an automatic recognition for breast masses to utilize the underlying seed focus on region growing technique to accurately diagnosing using optimum thresholding generated by swarm optimization techniques called as dragonfly algorithm. For feature extraction, GLCM and GLRLM methods are used for texture-based features. A number of selected features are fed to the FFNN algorithm is applied to identify cancerous and non-cancerous mass. For this proposed method sensitivity and specificity achieve 98.1% and 97.8% respectively for the DDSM database. Rahimeh Rouhi et al. [18] has proposed automatic mass detection for primary detection of breast cancer using region growing methods, for training this algorithm cellular neural network with the genetic algorithm used. And achieved 96.47% accuracy with 96.87% sensitivity and 95.94% specificity for MIAS and DDSM database.

Arnau Oliver et al. proposed various texture feature selected utilizing the GLCM algorithm and applied on sub-images to improve its performance. Here they can discover out statistical features and according to numbers of feature vector proposed wavelet-CT1, wavelet-CT2 and ST-GLCM also compare to multi-resolution features [19]. Another method uses Principal Component Analysis for classification of ROIs images. They tested performance on two subdivisions of MIAS database. They achieved area under the curve values is 0.74 and accuracy is 77% [20]. The significant issue is the minor number of tests around 20 abnormal and other 20 for ordinary images are utilized for assessment which is not adequate to the analysis of their methods. GLCM is additionally utilized for breast lesions characterization at four directions of \( \Theta (\pi / 4, \pi / 2, 3\pi / 4) \) [21]. A Mohd. Khuzi et al. projected a novel method that uses principal component analysis for classification of ROIs images. They tested performance on two subdivisions of MIAS and DDSM databases. The detailed area under the curve values is 0.84 for the MIAS dataset [22]. Table 1 shows the highlights of the features considered in the current strategies, alongside the difficulties that should have been defeated in the future, for the correct expectation of breast cancer.

| Authors                     | Methodology used | Features                                      | Challenges                                      |
|-----------------------------|------------------|------------------------------------------------|------------------------------------------------|
| Shankar Thawker et al. [12] | ANFIS            | Computation time is high                       | Parameters selected based on trial-and-error method |
| Nadeem Tariq et al. [13]    | ANN              | Highest classification accuracy                | Regression analysis is done by the number of extracted features |
| Amit Kamra et al. [14]      | Linear SVM       | Texture Feature Extracted                      | Enhancement resolution towards the nipple area |
| Weiying Xie et al. [15]     | EML              | Accuracy is high                               | To reduce computation time                      |
| Anuj kumar et al. [16]      | Maximum-Mean and Least-Variance technique | Identify tumor region from mammogram images | Manual selection of threshold parameter |
|                            | FFNN             | Averaging and Thresholding                     | Lack of transparency of results                  |
|                            |                  | To diagnose high accuracy                      | Optimize region growing algorithm               |
|                            |                  | Guide to radiologists for early detection of tumor | Applicable for malignant and benign lesion |

Table 1. Feature and tasks of predictable breast cancer analysis models
3. DATA SET AND PROPOSED METHOD

3.1. Data set

All the mammogram images utilized in this paper are having a freely available data set of mammographic images. The first dataset is looked over the Mini MIAS database in the United Kingdom [23]. Additionally, the pictures were in the PGM record group and 1024*1024 pixels with an 8-bit gray level. MIAS contains 322 mammograms which are categorized into normal, benign, and malignant classes. Of the database, 208 mammograms are regular, while the other 115 signify abnormal. There are 63 irregular mammograms that are benign, and the other 52 are malignant. Image number mb258, mb260, and mb297 are not considered in our proposed technique because of the low quality of the images.

3.2. Proposed method

A CAD methodology for the ROIs based breast cancer detection is proposed in this paper. The proposed method helps to the analytic process of breast cancer classification. Figure 2 shows a diagram representation of the diagnosis of breast cancer detection of the proposed method.

![Diagram representation of proposed diagnosis of breast cancer model](image)

**3.2.1. Image pre-processing**

It is the primary stage, and it executes adaptive median filtering and CLAHE to the input mammogram images.

a. **Median filter model**

Initially, it removes unwanted parts or irrelevant areas from the background of the mammogram images. It also improves the quality of mammogram images. The median filter is used for the pre-processed image. It is a nonlinear filter utilized in a specific area of an image. It investigates the image pixel by pixel and replaces every pixel with the middle of neighbouring entries. It is also used to remove artifacts and background to remove noise. Then apply an adaptive waited median filter was applied to the median filter to improve the quality of the input image.

b. **CLAHE**

For image improvement, AHE is utilized. It improves the contrast of the grayscale image by changing the characteristics using CLAHE. AHE adjusts image intensity in an extremely little area of the image [24]-[25].

c. **Eliminate label and pictorial muscles**

To eliminate the extra part of the image, in this proposed work binary upper triangle method is used to remove labels and the redundant parts of mammogram images.
3.2.2. Image segmentation

Doubtful lesions are identified using the segmentation method from the mammogram images for more processing. The mass tends to be brighter than the neighbouring area, therefore they have higher intensity values. Multithresholding method based on Otsu’s method segments a gray level image in excess of a couple of independent areas. It is a method that segments a gray level image in excess of a couple of independent areas. In this method, we decide more than one threshold for the given image and segments the image into a certain bright area, which is related to one background and more than a few substances. For that morphological functions, opening and closing are used [26], [27].

3.2.3. Feature extraction

It plays a powerful job in pattern classification.

a. The first order statistical feature method

This procedure is utilized for finding the intensity level of the histogram for mammogram images to determine the gray level intensity parameters. Six statistical features are extracted from the ROIs-mean, variance, skewness, kurtosis, energy, and entropy [28]. The dissimilarity of ROIs is calculated using these statistical features according to their brightness and contrast.

b. Shape-based method

The shape and edge of the mass are in categorizing images as normal, benign and malignant. Shape-based features are area, circularity, perimeter, compactness, uniformity, roundness, and solidity have been calculated from the selected ROIs [28]. These types of features are used to determine the circularity of the mass and their abnormality.

c. Texture-based feature method

It is one of the procedures to obtain the second-order statistical features. GLCM is a popular texture-based feature extraction method. Using the GLCM method determine the texture relationship between pixels by performing an operation according to the second-order statistics in the images. We can also determine correlation, homogeneity, contrast and energy for each pixel of second-order texture features from the normalized GLCM of the image. 16 features are extracted using GLCM method along with $\phi$ is $0^\circ$, $45^\circ$, $90^\circ$, and $135^\circ$ with distance $d=1$ used for in pixels and orientation [29]. We have also measured texture features like texture mean, texture global mean, texture Standard deviation, texture smoothness, texture entropy, texture skewness, and texture correlation [29].

d. Geometric based feature method

Geometric features are seen as viable in segregating normal, benign and malignant masses. Similarly, shape-based features can be classified based on the shape of the mass. It has been seen that the shape of a mass is viewed as moderately not clear. This is because of the way that normal and abnormal class of masses emerge from one spot and develop peripheral. The abnormal mass has round and circular shapes since they suggest a well circumferentially. Figure 3 defined a segmented region for this proposed method and separate geometric shape descriptors such a Ge. Area, Ge. Perimeter and Ge. Compactness [30]. We can also find out another element global mean.

All these features are very important for differentiating normal and abnormal lesions. The results of enhanced mammogram images using this proposed method shown in Figure 3. Here, Figure 3(a) shows an original mammogram (MB184) which is containing benign lesions with image enhancement shown in Figure 3(b) (enhanced image-1), it is observed that the background region is suppressed with contrast is improved. Then ROI as shown in Figure 3(c) (ROI-1), shows that targeted ROI is very clearly identified. In Figure 3(d) (segmented image-1); here, shows segmented parts of our original image. Similarly, Figure 3(e) (MB005) shows the original and Figure 3(f) (enhanced image-2) enhanced mammogram images with ROI shows in Figure 3(g) (ROI-2) and the segmented image shown in Figure 3(h) (segmented image-2).
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3.2.4. Proposed hybrid optimum feature selection method

In this proposed HOFS method is used to select the optimum features set. Proposed solution using HOFS, best feature vector $F$ is selected. In this algorithm for input dataset, processed with assumed higher redundancy, can be converted into less features set. Based on the extracted feature, information gain can be calculated by comparing the entropy of the dataset before and after a transformation and check their rank. After this process, high-rank features are identified according to the rank feature method. The main objective of these proposed method is to diagnostic maximum accuracy. For each feature, properties are extracted and developed as feature vector is given underneath:

$$F = \{F_1, F_2, F_3, F_4\}$$ (1)

Where $F$ dimension is 40 extracted features from masses of mammogram images. Figure 4 represents the proposed method in which the novel HOFS used with the combination of information gain and rank feature selection method provides better targeted output. It has been found that using less number of feature accuracy is high compared to the high number of features. In this paper, HOFS provides the most valuable 38 feature vectors which are chosen for classification. This part makes centre around acquiring a subset of $F$ that can accomplish better execution of classification [31], [32]. In this paper, mammogram images are labeled as normal or abnormal lesion. Although each lesion type has its specific characteristics, it is very difficult to separate between normal and abnormal mass. In general, cells in cancerous tissues tend to expand and becomes closer. In normal mass, the cell forms are more regular and the color is black. So, the classification of complex mammogram images, this type of features has been selected. Table 2 represents the most significant number feature for the greatest region under the curve for the higher characterization of exactness.
3.2.5. Classification

The semi-supervised machine learning method is used because in this proposed method manually ROIs are selected based on the number of features selected. Here, FFBPNN has been used for this classification. Classification is principally done by making expectations based on known sample information that has been learned from training data [33]. The sample data-set is separated into three sets - 70% for the training set, 15% for the testing set and 15% for the validation set. The characterization of normal and abnormal ROIs is executed using an ANN. In ANNs the three-layered feed-forward network with the
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backpropagation algorithm was used [34]-[36]. Initially, bias and weights are randomly selected for FFBPNN between −0.5 to 0.5 and −1 to 1 respectively [36]. To circulate the inputs in forwarding propagation, a log sigmoid activation function is used. In (2) shows the for logistic activation function. Here, the gradient descent method used for backpropagation for iteratively examining for several set weight and bias for minimizing the mean square error among predicted network class and a known target value of the class. Afterwards, the weight is unmoving accuracy is found. Figure 5 shows the general architecture of the ANNs.

\[
\phi(x) = \frac{1}{1+e^{-x}}
\]

(2)

On the study of whether the FFBPNN can acquire separated into two autonomous sets for training and testing, each with 70% information data for training, 30% information data for testing. To disregard overfitting by the FFBPNN, the validation set is utilized during the training procedure. The training set was utilized to choose the perfect set of the arrangement between associating loads of the ANNs, while the test set was utilized to survey the performance of the prepared ANNs. To train the framework Levenberg-Marquardt function is utilized, it shows extraordinary results for in training and classification [8], [36].

![Figure 5. Architecture of ANN](image)

4. PERFORMANCE EVALUATION MEASURES FOR FFBPNN CLASSIFIER

The experiment is simulated using MATLAB 15b. Execution of the proposed work is evaluated by considering the genuine and anticipated class. According to Table 3 confusion Matrix, TP and TN represent the number of positive and number of negative class that are classified appropriately as true positives and true negatives respectively. FP and FN are representing misclassified as false positives and false negatives respectively.

| Actual Class | Target class |
|--------------|--------------|
| Positive     | Positive TP  | Negative FP |
| Negative     | False negative FN | True negative TN |

In (3) was used for calculating the binary class classification accuracy.

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN}
\]

(3)

Identification for a positive case for this binary classifier is called sensitivity/TPR/Recall. It is obtained using (4).
For negative case identification for this binary classifier is called specificity/TNR. In (5) was used for calculating this.

\[
\text{Specificity/TNR} = \frac{TN}{TN+FP}
\]

The number of positive case predictions that truly belong to the positive case define by (6).

\[
\text{Precision} = \frac{TP}{TP+FP}
\]

F- Measure gives a single score that balances both the concerns of precision and recall in one number. In (7) used for calculating F- measure.

\[
F - \text{measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

In machine learning we also measure MCC of the quality of the binary class. It turns the value between -1 to +1. It is obtained by (8).

\[
\text{MCC} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP+FN)(TN+FP)(TP+FP)(TN+FN)}}
\]

The specificity and false rate are identified with their relationship by the ROC curve. It can validate the effectiveness of the binary classification method, as its threshold for perception varies. The curve is formed by plotting TPR against FPR. AUC shows that the perfect outcome for the breast cancer test dataset. The AUC is near about 1 that means the accuracy of the models is high and with less accuracy will have an area nearer to 0.5. AUC is calculated as shown in (9).

\[
\text{AUC} = \frac{1}{2} \left( \frac{TP}{TP+FN} + \frac{TN}{TN+FP} \right)
\]

5. RESULTS AND DISCUSSION

The proposed method HOFS selected 38 most important features from the mammogram images for precise binary classification. The output of this classification is in terms of normal or abnormal. In the Neural network output, normal is represented as (0 1) and abnormal as (1 0). The input to train the proposed method network is 319*38, which represent; 319 images of 38 features. The output matrix is 319*2, representing data; 319 images of 2 outputs. The output matrix format is a version of the 319 by 2 binary matrixes with 10 hidden layers. After training network, we can get the confusion matrix for this proposed method. Table 4 represents the confusion matrix of the training phase for this proposed method.

| Actual class | Target class | Normal | Abnormal |
|--------------|--------------|--------|----------|
| Normal       | 207          | 0      |          |
| Abnormal     | 1            | 111    |          |

Table 4 shows the number and percentage of exact classifications with the first two diagonal cells. The normal results show that 207 were precisely classified, corresponding to 64.9% of the total 319 mammogram images. On the other hand, the abnormal results show that 111 were precisely classified, corresponding to 34.8% of total 319 mammogram images. Only one sample is wrongly classified with an abnormal lesion, corresponding to 0.3% of the total images. The overall confusion matrix shows that, at the training stage, 99.7% of classifications are precise and 0.3% are wrong in this proposed model. So, we can say that classification accuracy achieved 99.7%. Also, we can measure the MCC parameter using the
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confusion matrix is 0.9931 for this perfect binary classification. According to Table 4, MCC is calculated 0.9931 which validates of the structure being a perfect binary class for this proposed work.

ROC are beneficial tools for imaging and calculating classifiers. The performance plot is between TPR and FPR represent model classification accuracy. The ROC curve indicates that normal and abnormal samples obtained the maximum AUC as shown in Figure 6. AUC for this proposed model is 0.9975. In Figure 6(a) represent the ROC Curve for this proposed method. The F-measure score of the proposed method is 1.002. In machine learning, the main goal is to minimize the error which defines by the pattern recognition algorithm. The Mean square error of the proposed method is $2.9785 \times 10^{-15}$ at epoch of 25, which means our proposed algorithm minimize the error to almost 0 as shown in Figure 6(b).

![Figure 6](image_url)

Figure 6. These figures are; (a) ROC curve for FFBPNN, (b) Performance of the training process for FFBPNN

Figure 7 represents performance analysis based on HOFS and classification for breast cancer diagnosis with existing methods by performance analysis like accuracy, sensitivity and specificity. The accuracy of the HOFS method, 0.19%, 8.04%, 1.7%, 6.03%, 9%, 4.76% and 3.5% better than the existing methods Ls-SVM [37], FC [38], SVM [39], PSOWNN [40], RS [41], SVM [42], MLP [43] respectively as per figure 5(a). From figure 5(b) sensitivity of the HOFS 4.5% better than FC [38], 2% better than SVM [39], 5.33% better than PSOWNN [40], 3.3% better than RS [41], 1.6% better than MLP [43] and 6.64% better than SVM [42] models. The specificity of HOFS, 2.09%, 15%, 7.89, 5.6%, 6.67%, 5.3% better than the existing method Ls-SVM [37], FC [38], PSOWNN [40], RS [41], SVM [42], MLP [43] respectively. Therefore, from the analysis of the proposed HOFS method is higher as the above current methods, in relations of all performance measures for breast cancer analysis.
Figure 7. Performance analysis based on HOFS and classification with existing methods for classification of breast cancer, (a) Accuracy, (b) Sensitivity, (c) Specificity

Figure 8 shows that the effects of feature selection in the proposed method HOFS. Accuracy, sensitivity, specificity, F-measure, AUC and Precision are better than the without feature selection 34.2%, 2.5%, 92%, 62%, 48.2% and 34% respectively.

The results are compared with the latest techniques. In [36] they are using 251 mammogram images from MIAS database, selected 33 feature and get the accuracy 96% using FFBPNN with 50 hidden neurons, in [13] they have selected only 6 feature and achieved accuracy of 99.3% using MIAS database, in [15] they are using only 30 selected features and get the accuracy 95.7% for 70 mammogram images from MIAS database and 96.02% for 320 mammogram images from DDSM database. In our proposed HOFS model we are using 319 mammogram images from MIAS database and selected most valuable 38 features and achieves best accuracy of 99.7%, using FFBPNN with only 10 hidden neurons. So, our proposed feature selection
method is more superior as compare to some recent work in terms of accuracy, with more feature’s selection and less hidden layers.

![Figure 8. Effects on feature selection to improved artificial neural network for breast cancer analysis](image)

6. CONCLUSION

In the proposed work, classification of the ROIs to identify the breast abnormal lesion. Through visual examination, our technique is effective in sectioning the abnormal part of mammogram images. In the recent existing methods classification is mostly done without feature selection process and without pre-processing of ROIs, which outcomes in the huge and redundant database. In the proposed method feature selection technique is used before classification to reduce the computation time and to increase the classification efficiency. Consideration of the complete breast region for examination is also a time-consuming process as it is a very large tissue. When features are extracted from the ROIs in CAD systems, and then its characteristics highly affect the system’s efficiency. Here, from feature extraction size of the feature vector is found very large, for that a novel hybrid optimum feature selection technique is used for selecting most valuable feature to reduce the true-negative and false-negative rates and gives relatively high accuracy of 99.7%, with a 99.5% sensitivity and 100% specificity for breast cancer classification by FFBPNN. The main objective of this study was to change a fully CAD system to recognize and distinguish the normal and abnormal breast lesion by combining the mammogram images with the experimental information of breast structure. In future work, the point is to accomplish exact malignancy recognition with huge datasets.
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