A Concurrent Switching Model for Traffic Congestion Control
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Abstract: We introduce a new conservation-based approach for traffic coordination modeling and control in a network of interconnected roads (NOIR) with switching movement phase rotations at every NOIR junction. For modeling of traffic evolution, we first assume that the movement phase rotation is cyclic at every NOIR junction, but the duration of each movement phase can be arbitrarily commanded by traffic signals. Then, we propose a novel concurrent switching dynamics (CSD) with deterministic transitions among a finite number of states, representing the NOIR movement phases. We define the CSD control as a cyclic receding horizon optimization problem with periodic quadratic cost and constraints. More specifically, the cost is defined so that the traffic density is minimized and the boundary inflow is uniformly distributed over the boundary inlet roads, whereas the cost parameters are periodically changed with time. The constraints are linear and imposed by a trapezoidal fundamental diagram at every NOIR so that traffic feasibility is assured and traffic over-saturation is avoided.
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1. INTRODUCTION

Traffic congestion is a prevalent global phenomenon that arose accompanied by the urbanization process, which imposes enormous costs on both economy and ecology. According to the statistical investigation, due to the traffic congestion the average annual cost for a driver in the US was 97 hours and $1,348 in 2018 (Reed, 2019). To this end, traffic management has been extensively studied by scholars in order to exploit the capacity of the existing road network such that the congestion can be alleviated without significant cost. Over the past decades, A number of approaches for traffic congestion management have been proposed, which can be roughly categorized into two groups: physics-based approaches and light-based approaches.

Physics-based approaches refer to the methods depending on the traffic model which are related with traffic flow and queue theory. Incorporating with the mass conservation law, the Cell Transmission Model (CTM) is widely applied to spatially partition a network of interconnected roads (NOIR) into road elements in the process of physics-based traffic coordination modeling (Daganzo, 1995). Based on the CTM theory, (Ba and Savla, 2016) propose an optimal control method to achieve the optimal traffic flow in consideration of the traffic density of the network. Furthermore, (Haddad, 2017) incorporate the perimeter control approach with the MFD theory to obtain the optimal flow of the traffic zone. (Li et al., 2017) introduce a feedback control strategy based on the MFD model to maximize the traffic volume of the network. In addition, model predictive control (MPC) is another prevalent approach for physics-based traffic dynamics optimization (Liu and Rastgoftar, 2021). To overcome the nonlinearity of the prediction model, (Lin et al., 2011) rewrite the nonlinear MPC model into a mixed-integer linear programming (MILP) optimization problem and adopt the efficient MILP solver to guarantee the global optimum of the traffic flow.

This paper considers the problem of modeling and control of traffic evolution in an NOIR with movement phase rotations included at every junction. Compared with our previous work (Rastgoftar and Jeannin, 2021), the main goal is to model traffic evolution as a system with cyclic and deterministic transitions over a finite number of states representing NOIR movement phases. To this end, we assume that the movement phase rotation is periodic at every junction, but the durations of movement phases are not necessarily the same. To overcome this complexity, we propose to replace “movement phase duration” by “movement phase repetition” at every NOIR junction. To this end, we use a cycle graph with the nodes representing the movement phases, and the edges specifying transitions from the current movement phases to the next ones. Note that the cycle graph authorizes transitions to the next movement phase, which is either the same or different than the current movement phase. For traffic congestion, we assign optimal boundary inflow by solving a constrained receding horizon optimization problem with a quadratic cost function that periodically changes with time. The constraints of this boundary control problems imposing the feasibility of traffic evolution are linear and obtained by using a trapezoidal fundamental diagram. Therefore, the optimal boundary inflow is obtained by solving a quadratic programming problem at every discrete time $k \in \mathbb{N}$. 
This paper is organized as follows: The definitions and topology of traffic network are presented in Section 2. The Problem Statement and Specification are presented in Sections 3 and 4, respectively, and are followed by the development of the traffic network dynamics in Section 5. Traffic congestion control is presented as a periodic receding horizon optimization problem in Section 6. Simulation results are presented in Section 7, followed by Conclusion in Section 8.

2. TRAFFIC NETWORK

We consider a NOIR with unidirectional roads defined by set \( V \) and junctions defined by set \( W \). Interconnections between the roads are specified by graph \( G(V,E) \) with node set \( V \) and edge set \( E \subset V \times V \). Note that the set of nodes in the graph represents the set of unidirectional roads in the NOIR. In this paper, edges defined by \( E \) satisfy the following property:

**Property 1.** If \((i,j) \in E\), then, traffic is directed from \(i \in V\) towards \(j \in V\) which in turn implies that \(i \in V\) is the upstream road.

For every \(i \in V\), \(I_i = \{j \in V : (j,i) \in E\}\) and \(O_i = \{j \in V : (i,j) \in E\}\) define the in-neighbors and out-neighbors of \(i \in V\), respectively. In particular, the following conditions hold:

1. Traffic directed from \(j \in I_i\) towards \(i \in V\), if \(I_i \neq \emptyset\).
2. Traffic directed from \(i \in V\) towards \(j \in O_i\), if \(O_i \neq \emptyset\).

By knowing edge set \(E\), we can express \(V\) as \(V = V_{in} \cup V_{out} \cup V_I\) where inlet road set \(V_{in}\), outlet road set \(V_{out}\), and interior road set \(V_I\) are formally defined as follows:

\[
V_{in} = \{i \in V : I_i = \emptyset\}, \quad (1a)
\]
\[
V_{out} = \{i \in V : O_i = \emptyset\}, \quad (1b)
\]
\[
V_I = \{i \in V : I_i \neq \emptyset, O_i \neq \emptyset\}. \quad (1c)
\]

Assuming the NOIR has \(m\) junctions, \(W = \{1, \cdots, m\}\) defines the junctions’ identification numbers. At junction \(i \in W\), the movement phase rotation is defined by cycle graph \(C_i(E_i,R_i)\), where \(E_i \subset E\) and \(R_i \subset E_i \times E_i\) define nodes and edges of cycle graph \(C_i\), respectively, where \(r_j = |R_j|\) denotes the number of movement phases at junction \(j \in W\). Set \(E_i\) can be expressed as

\[
E_i = \bigcup_{j=1}^{r_i} E_{i,j}, \quad \forall i \in W \tag{2}
\]

For better clarification of the above definitions, we consider an example NOIR of Phoenix City shown in Fig. 1 with 60 unidirectional roads identified by set \(V = \{1, \cdots, 60\}\), where \(V = V_{in} \cup V_{out} \cup V_I\), \(V_{in} = \{1, \cdots, 11\}\), \(V_{out} = \{12, \cdots, 22\}\), and \(V_I = \{23, \cdots, 60\}\). The NOIR shown in Fig. 1 consists of 14 junctions defined by \(W = \{1, \cdots, 14\}\). Set \(E_{12} = \{E_{12,1}, E_{12,2}, E_{12,3}, E_{12,4}\}\) defines the four movement phases at junction \(12 \in W\), where \(E_{12,1} = \{(2,27), (2,35), (2,55)\} \subset E_i\), \(E_{12,2} = \{(36,35), (36,27), (36,19), (36,55)\} \subset E_i\), \(E_{12,3} = \{(54,19), (54,27), (54,55)\} \subset E_i\), and \(E_{12,4} = \{(46,19), (46,55)\} \subset E_i\). The four possible movement phases at junction 12 are shown in Fig. 2(a).

**Assumption 1.** The next movement phase at junction \(i \in W\) can be either the same as or different from the current movement phase. Mathematically, The next movement phase \(E_{i,h}\) is not necessarily different with the current movement phase \(E_{i,l}\), if \((E_{i,l},E_{i,h}) \in R_i\).

**Assumption 2.** Movement phase rotation occurs concurrently across the NOIR junctions.

Assumption 2 is not a restricting assumption since repetition of movement phases is authorized by defining \(E_{i,j} = E_{i,j} \cup E_{i,i} \cup E_{i,j} \cup E_{i,i}\) for \(i \in W\). As shown in Fig. 2(b), repetition of a particular movement phase denoted by \(E_{i,j}\), is authorized by defining \(E_{i,k} = E_{i,j} \cup E_{i,i} \cup E_{i,j} \cup E_{i,i}\) where \((E_{i,j},E_{i,k}) \in R_i\) and \((E_{i,k},E_{i,i}) \in R_i\).

**Definition 1.** The NOIR movement phase rotation is cyclic and defined by graph \(C_{NOIR}(L,M)\) with node set

\[
L = E_1 \times \cdots \times E_m
\]

and edge set \(M \subset L \times L\), where \(\times\) is the Cartesian product symbol.

**Theorem 1.** Let \(r_i\) be the number of movement phases at junction \(i \in W = \{1, \cdots, m\}\), and movement phase rotation be cyclic and satisfy

\[
\bigcup_{i \in W} \bigcup_{j=1}^{r_i} ((E_{i,j},E_{i,k}) \in R_i). \tag{3}
\]

Then, the NOIR cycle is completed in \(n_c\) time steps where

\[
n_c = \text{lcm}(r_1, \cdots, r_m) \tag{4}
\]

is the lowest common multiple of \(r_1, \cdots, r_m\).

**Proof.** Completion of movement phase rotation at every junction is deterministic and independent of other junctions at every junction \(i \in W\). By imposing Assumption 2, the edges of graph \(C_{NOIR}(L,M)\), defined by \(L\), are restricted to satisfy Eq. (3). Because movement phase rotation, completed in \(r_i\) time steps, is independent at every junction \(i \in W\), the cycle of graph \(C_{NOIR}\) is completed in \(n_c\) time steps where \(n_c\) is the lowest common multiple of \(r_1, \cdots, r_m\) and obtained by (3).

Per Theorem 1, graph \(C_{NOIR}(L,M)\) consists of \(n_c\) nodes defined by set

\[
L = \{L = (E_{i,j}, \cdots, E_{i,j}, E_{m,j}) : i \in W, j = 0, 1, \cdots, n_c - 1\} \tag{5}
\]

**Definition 2.** The identification number of the NOIR movement phases are defined by set

\[
\sigma = \{0, \cdots, n_c - 1\}. \tag{6}
\]
We apply the cell transmission model to model traffic in a paper, we define variables \( \varsigma[k] \in \sigma \) and \( \gamma[k] \in \sigma \) by

\[
\varsigma[k] = k \mod n_c \\
\gamma[k] = (k + 1) \mod n_c = \varsigma[k] + 1 \mod n_c
\]

Fig. 2(c) shows an example graph \( \mathcal{C}_{\text{NOIR}} \) specifying the NOIR movement phase rotations for a traffic network with \( m \) junctions.

3. PROBLEM STATEMENT

Before proceeding to state the problem studied in this paper, we define variables \( \varsigma[k] \in \sigma \) and \( \gamma[k] \in \sigma \) by

\[
\varsigma[k] = k \mod n_c \\
\gamma[k] = (k + 1) \mod n_c = \varsigma[k] + 1 \mod n_c
\]

We apply the cell transmission model to model traffic in a NOIR by

\[
p_i[k + 1] = p_i[k] + y_i[k] - z_i[k] + u_i[k],
\]

where \( p_i \) is the traffic density; \( u_i \) is the boundary inflow; and \( z_i \) and \( y_i \) are the network outflow and network inflow of road \( i \in V \), respectively; and they are defined as follows:

\[
z_i[k] = \sum_{j \in \mathcal{L}_i} q_{i,j,\varsigma[k]} p_j[k],
\]

\[
y_i[k] = \sum_{j \in \mathcal{L}_i} q_{i,j,\varsigma[k]} \gamma_j[k],
\]

at every discrete time \( k \). Note that

\[
(\lambda[k], \gamma[k]) \in \mathcal{M}, \quad \forall k,
\]

where \( p_i, \lambda[k] \in (0, 1] \) is the outflow probability of road \( i \in V \) at discrete time \( k \) when \( \lambda[k] \in \mathcal{M} \) is the active NOIR movement phase. Also, \( q_{i,j,\varsigma[k]} \in (0, 1] \) assigns the inflow fraction directed towards road \( i \in V \) from \( j \in \mathcal{L}_i \) under NOIR movement phase \( \lambda[k] \in \mathcal{M} \) at time \( k \).

We consider the following constraints to ensure traffic evolution feasibility at every road \( i \in V \):

\[
\bigwedge_{i \in V_i} (u_i[k] \geq 0), \quad k \in \mathbb{N}, \quad (10a)
\]

\[
\sum_{i \in V_i} u_i[k] = u_0, \quad k \in \mathbb{N}, \quad (10b)
\]

\[
\bigwedge_{i \in V_i} (\rho_i \geq 0), \quad (10c)
\]

\[
\bigwedge_{i \in V_i} (\rho_i \leq \bar{\rho}_{\text{max}}), \quad (10d)
\]

Condition \((10a)\) ensures that the boundary inflow is non-negative at every discrete time \( k \). Condition \((10b)\), requiring the net boundary inflow is equal to constant value \( u_0 \), is valid when the demand for using the NOIR is high. Condition \((10c)\) assures that the traffic density is always positive and does not exceed \( \bar{\rho}_{\text{max}} \). We use the Fundamental Diagram (FD) (Wu et al., 2011) with the schematic shown in Fig. 3 to assure feasibility of the network outflow at every road \( i \in V \). As shown in Fig. 3, the fundamental diagram is a trapezoid that is determined by knowing \( \bar{\rho}_{\text{min}}, \bar{\rho}_{\text{mid}}, \rho_{\text{max}}, \) and \( \bar{\rho}_{\text{max}} \). In particular, the FD is applied to assure the outflow of road \( i \in V \), denoted by \( z_i \), is feasible by satisfying the following inequality constraints:

\[
\bigwedge_{i \in V} (z_i[k] \geq 0), \quad k \in \mathbb{N}, \quad (11a)
\]

\[
\bigwedge_{i \in V} \left( z_i[k] \leq \min \left( \frac{\bar{\rho}_{\text{max}} - \bar{\rho}_{\text{min}}}{\rho_{\text{max}} - \rho_{\text{mid}}} \right) \right), \quad k \in \mathbb{N}. \quad (11b)
\]
Additionally the movement phase rotation can be expressed as:
\[ \Box((\lambda_\zeta, \lambda_\lambda) \in M). \]  
\[ \Box((\lambda_\zeta, \lambda_\lambda) \in M). \] (14)

We can also concisely express the FD constraints (Eq. (9) and Eqs. (11a)-(11b)), leading to the LTL requirements:
\[ \bigwedge_{i \in V} \Box (z_i \geq 0), \] (15a)
\[ \bigwedge_{i \in V} \Box \left( z_i \leq \frac{z_{\text{max}} \rho_i}{\rho_{\text{min}}} \right), \] (15b)
\[ \bigwedge_{i \in V} \Box \left( z_i \leq \frac{z_{\text{max}}}{\rho_{\text{mid}} - \rho_{\text{max}}} \right). \] (15c)

The objective of traffic congestion control is to satisfy the following liveness conditions:
\[ \diamond \left( \bigwedge_{i \in V_{\text{out}}} \left( z_i - u_0 < \epsilon \right) \right), \] (16)
where \( \epsilon \) is constant and obtained in Section 5. Liveness condition (25) specifies the reachability of the traffic state to the steady-state condition where the network inflow and outflow are the same. Theorem 3 presented in Section 5 proves that the liveness condition (25) is satisfied if the proposed first-order traffic dynamics is used.

5. TRAFFIC NETWORK DYNAMICS
We define tendency probability matrix \( Q(\zeta[k]) = [q_{i,j}(\zeta)] \in \mathbb{R}^{N \times N} \), outflow probability matrix
\[ P(\zeta[k]) = \text{diag} \left( \rho_1, \ldots, \rho_N \right) \in \mathbb{R}^{N \times N}, \quad \lambda \in \mathcal{L}, \] (17)
and
\[ A(\zeta[k]) = I + (Q(\zeta[k]) - I)P(\zeta[k]), \quad \zeta \in \sigma, \quad k \in \mathbb{N}. \] (18)

We also define matrix \( B = [b_{ij}] \in \mathbb{R}^{N \times N} \) with the \( (i,j) \) entry that is defined as follows:
\[ b_{ij} = \begin{cases} 1 & j \in T_i, \quad i \in V_{\text{in}} \\ 0 & \text{otherwise} \end{cases}. \] (19)

By defining the state vector \( x[k] = [\rho_1[k] \cdots \rho_N[k]]^T \) and input vector \( u[k] = [u_1[k] \cdots u_{V_{\text{in}}[k]]}] \), and imposing the CTM given in Eq. (7), the traffic network dynamics is obtained as follows:
\[ x[k+1] = A(\zeta[k]) x[k] + B u[k], \quad \zeta = \sigma. \] (20)

Given the above definitions, matrices \( P(\zeta[k]) \) and \( Q(\zeta[k]) \) hold the following properties:

**Property 2.** Diagonal entries \( P(\zeta[k]) \) are positive and not greater than 1 because \( \rho_{i,\lambda}[k] \in (0, 1] \) for every \( i \in V \).

**Property 3.** Matrix \( Q(\zeta[k]) \) is a non-negative matrix because \( q_{i,j,\lambda}[k] \in (0, 1] \) for every \( i \in V \).

**Property 4.** Diagonal entries of matrix \( Q(\zeta[k]) \) are 0 because \( i \notin O_i \) for every \( i \in V \).

**Property 5.** At each discrete time \( k \in \mathbb{N} \),
\[ \sum_{j=1}^{N} Q_{j,i,\lambda}[k] = 0, \quad \forall i \in V_{\text{out}}, \] (21a)
\[ \sum_{j \in O_i} q_{j,i,\lambda}[k] = \sum_{j=1}^{N} Q_{j,i,\lambda}[k] = 1, \quad \forall i \in V \setminus V_{\text{out}}. \] (21b)

**Theorem 2.** If Properties 2-5 are all satisfied at each discrete time \( k \), the traffic dynamics (20) is BIBO stable.

**Proof.** According to the Gershgorin circle theorem (Horn and Johnson, 2012), every eigenvalue of matrix \( Q(\zeta[k]) - I \) lies within at least one of the Gershgorin discs \( D(1, 1) \). Because entries of matrix \( P(\zeta[k]) \) are all in the interval \( (0, 1] \), eigenvalues of matrix \( A(\zeta[k]) \) must be located within the discs \( D(0, 1) \) (Boyd and Vandenberghe, 2018). If this is not satisfied and some of the eigenvalues of matrix \( A(\zeta[k]) \) are 1, then, 0 is an element of the spectrum of matrix \( Q(\zeta[k]) - I \), which indicates that the matrix \( Q(\zeta[k]) - I \) is not full rank, i.e. \( \text{rank}(Q(\zeta[k]) - I) < N \). However, considering the Property 4 of matrix \( Q(\zeta[k]) \) can be seen it that rows of matrix \( Q(\zeta[k]) - I \) are independent, which implies that the rank of matrix \( \text{rank}(Q(\zeta[k]) - I) = N \). Therefore, since the assumption of matrix \( A(\zeta[k]) \) can not be satisfied, we can draw the conclusion that eigenvalues of matrix \( A(\zeta[k]) \) must located within the discs \( D(0, 1) \) strictly, i.e. the spectral radius \( \rho(A(\zeta[k])) < 1 \). Then, since eigenvalues of matrix \( A(\zeta[k]) \) are within the unit circle strictly at each discrete time \( k \), the traffic dynamics (20) is BIBO stable (Gu, 2012; Liu and Rastgoftar, 2021).

**Theorem 3.** If Properties 2-5 of matrices \( P(\zeta[k]) \) and \( Q(\zeta[k]) \) are all satisfied, then, liveness condition (25) is satisfied.

**Proof.** The traffic dynamics (20) can be rewritten as
\[ x[k+1] = x[k] + (Q(\zeta[k]) - I)x[k] + Bu[k], \quad \zeta = \sigma, \quad k \in \mathbb{N}. \] (22)

\[ 1_{1 \times N}(x[k+1] - x[k]) = 1_{1 \times N}(Q(\zeta[k]) - I)x[k] + u_0, \quad \zeta = \sigma. \] (23)

where \( 1_{1 \times N} \in \mathbb{R}^{1 \times N} \) is a row vector, with entries that are all 1, \( u_0 \leq 1_{1 \times N} Bu[k] \) is constant at every discrete time \( k \) per condition (10b). Because traffic dynamics (20) is BIBO stable, there exists a discrete time \( k_s \) such that
\[ \left| 1_{1 \times N}(x[k+1] - x[k]) \right| < \delta_1, \quad \forall k \geq k_s, \] (24a)
\[ \left| 1_{1 \times N}(Q(\zeta[k]) - I)z[k] - \sum_{i \in V_{\text{out}}} z_i[k] \right| < \delta_2, \quad \forall k \geq k_s. \] (24b)

Note the \( z_i[k] > 0 \) at every time \( k \), therefore,
\[ \left| \sum_{i \in V_{\text{out}}} z_i[k] - u_0 \right| < \epsilon = \delta_1 + \delta_2, \quad \forall k \geq k_s. \] (25)

6. TRAFFIC CONGESTION CONTROL
We use MPC to determine the boundary control \( u[k] \) at every discrete time \( k \) by solving a quadratic programming problem with a quadratic cost and linear constraints imposing the feasibility conditions into management of traffic coordination. To this end, we first define matrix multiplication process
\[ H(\zeta[k+i]) = H(\zeta[k+i-1]) A(\zeta[k]), \quad i \in \sigma. \] (26)

We then apply (20) to predict the traffic evolution within the next \( n_c \) sampling times by
\[ x[k] = G_1(\zeta[k]) x[k] + G_2(\zeta[k]) U[k], \quad k \in \mathbb{N}, \quad \zeta \in \sigma. \] (28)
where $X[k] = [x^T[k+1] \cdots x^T[k+n_e]]^T$, $U[k] = [u^T[k] \cdots u^T[k+n_e-1]]^T$, and
$$G_1(\zeta[k]) = \begin{bmatrix} H(\zeta[k+1]) \\ \vdots \\ H(\zeta[k+n_e]) \end{bmatrix} \in \mathbb{R}^{N_n \times N}, \quad k \in \mathbb{N}, \quad \zeta \in \sigma,$$
and
$$G_2(\zeta[k]) = \begin{bmatrix} H(\zeta[k+1]) \\ H(\zeta[k+2]) \\ \vdots \\ H(\zeta[k+n_e-1]) \end{bmatrix} \in \mathbb{R}^{N_n \times N}, \quad k \in \mathbb{N}, \quad \zeta \in \sigma.$$

In Eq. (29b) $\otimes$ denotes the Kronecker product and $1_{x \times n_e} \in \mathbb{R}^{1 \times n_e}$ is a row vector with the entries that are all 1. The cost function $J$ can be rewritten as follows:
$$J(U[k], \zeta[k]) = \frac{1}{2} U^T[k] W_1(\zeta[k]) U[k] + W_2^T(\zeta[k]) U[k] + W_3(\zeta[k]),$$

where
$$W_1(\zeta[k]) = I + \beta G_1^T(\zeta[k]) G_2(\zeta[k]),$$
$$W_2(\zeta[k]) = \beta x^T[k] G_1^T(\zeta[k]) G_2(\zeta[k]),$$
$$W_3(\zeta[k]) = \frac{1}{2} \beta x^T[k] G_1^T(\zeta[k]) G_1(\zeta[k]) x[k].$$

Note that $W_3(\zeta[k])$ can be removed from cost function (30) because it does not depend on $U[k]$. Therefore,
$$J' = \frac{1}{2} U^T[k] W_1(\zeta[k]) U[k] + W_2^T(\zeta[k]) U[k]$$

is considered as the cost function of traffic coordination, and the optimal control variable
$$u^*[k] = \left[ I_{N_n} \ 0_{N_n \times N_n(N_e-1)} \right] U^*[k]$$

is assigned by determining $U^*[k]$ by solving the following optimization problem:
$$\min J' = \min \left( \frac{1}{2} U^T[k] W_1(\zeta[k]) U[k] + W_2^T(\zeta[k]) U[k] \right)$$
subject to
$$- G_2(\zeta[k]) U[k] \leq G_1(\zeta[k]) x[k],$$
$$G_2(\zeta[k]) U[k] \leq - G_1(\zeta[k]) x[k] + \rho_{max} I_{N_n \times 1},$$
$$W_4(\zeta[k]) G_1(\zeta[k]) x[k] + v_1,$$
$$W_4(\zeta[k]) G_1(\zeta[k]) x[k] + v_2,$$
$$I_{N_n} \otimes 1_{1 \times N_n} U[k] = u_0 I_{n_e \times 1},$$

where
$$W_4(\zeta[k]) = \begin{bmatrix} P(\zeta[k+1]) \\ \vdots \\ 0 \end{bmatrix} \in \mathbb{R}^{N_n \times N_n},$$
$$v_1 = \frac{\varepsilon_{max}}{\rho_{max} - \rho_{mid}} I_{N_n},$$
$$v_2 = \frac{\varepsilon_{max}}{\rho_{max} - \rho_{mid}} I_{N_n},$$
$$\varepsilon_{max} = 20, \quad \rho_{max} \approx 20, \quad \rho_{mid} = 40, \quad \rho_{max} \approx 55, \quad u_0 = 50.$$
Fig. 4. The optimal boundary inflow at inlet roads (a) $1, 2, 3 \in V_{in}$, (b) $4, 5, 6 \in V_{in}$, (c) $7, 8, 9 \in V_{in}$, and (d) $10, 11 \in V_{in}$.

It is seen that the feasibility conditions imposed by the FD are all satisfied. Also, the net traffic density ($\sum_{i \in V} \rho_i$) versus discrete time $k$ is plotted in Fig. 5.

8. CONCLUSION

In this paper, we introduced a new physics-inspired approach law to model the traffic evolution and control congestion through the boundary roads of a NOIR. By commanding cyclic movement phase rotation at NOIR junctions, we modeled traffic coordination by a switching discrete time dynamics, with deterministic transitions over finite states representing NOIR movement phases. We used a trapezoid FD to formally specify the feasibility and liveness conditions for traffic coordination. The feasibility conditions impose linear equality and inequality constraints on traffic congestion control, which was defined as a receding horizon optimization problem, and can be solved as a quadratic programming problem.
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