ABSTRACT Explainable Artificial Intelligence (XAI) is transforming the field of Artificial Intelligence (AI) by enhancing the trust of end-users in machines. As the number of connected devices keeps on growing, the Internet of Things (IoT) market needs to be trustworthy for the end-users. However, existing literature still lacks a systematic and comprehensive survey work on the use of XAI for IoT. To bridge this lacking, in this paper, we address the XAI frameworks with a focus on their characteristics and support for IoT. We illustrate the widely-used XAI services for IoT applications, such as security enhancement, Internet of Medical Things (IoMT), Industrial IoT (IIoT), and Internet of City Things (IoCT). We also suggest the implementation choice of XAI models over IoT systems in these applications with appropriate examples and summarize the key inferences for future works. Moreover, we present the cutting-edge development in edge XAI structures and the support of sixth-generation (6G) communication services for IoT applications, along with key inferences. In a nutshell, this paper constitutes the first holistic compilation on the development of XAI-based frameworks tailored for the demands of future IoT use cases.
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I. INTRODUCTION

EXPLAINABLE Artificial Intelligence (XAI) raises increasing attention towards various applications owing to having numerous advantages, such as highly transparent, trustworthy, and interpretable system development. Artificial Intelligence (AI) systems are being evolved day by day with more sophisticated features. AI has also grown to the level such that human brains can directly interface with machines. It has become a part of every business operation and day-to-day life of human beings. However, these are often prone to model bias, lack code confidence and trust issues. In order to manage such risks and keep the AI
models transparent, the advent of XAI gives much meaningful interpretation of the system without any confusion on the decisions taken or on any embraced solutions [1]. Implications of XAI in the current businesses could replace the conventional AI systems, and these are capable of making a larger impact with better growth and sustainable developments in the production, manufacturing, supply chain, financial sectors, and wealth management.

Recently, XAI technology has attracted widespread interest from both industry and academia. The evolution of this technology has reached great success with trustworthy decisions made from the models. The emergence of XAI currently spans over a large range of applications that drive investments in various research domains. Most popular applications of XAI include healthcare [2], finance [3], security [4], military [5], and legal sector [6]. Generally, the XAI technology has proven its potential in a way that currently requires interpretable AI models. A practical example that employs XAI is the defense sector [7]. In addition, the cloud services by Google are exploring the potential of XAI for deploying interpretable and inclusive AI models [8].

As one of the most successful impacts of XAI for Internet of Things (IoT) environments, interpretable and transparent ML models [9] promise new strategies to explain black box decision systems [10], based on the design of new explanation styles [11] for evaluating transparency and interpretability of AI systems. The technical aspects of algorithms used for explanation can then be used by the IoT systems to ensure ethical aspects in the XAI models. An example of the XAI system in the IoT is [4], which has been demonstrated to facilitate the effectiveness of transparency using statistical theory for providing model-agnostic explanations in the Industrial IoT (IIoT). However, the challenge involved is the consideration of random new samples, which needs to be addressed for high-risk IoT applications. By using LIME-based XAI models, domain-invariant features can be learned to ensure trustworthy information processing, and they are capable of providing faithful explanations [12].

A pivotal challenge of XAI models is the customization of models for handling non-linear data, which can be circumvented by developing data-driven optimization of XAI models [13]. In particular, although completely interpretable models are in their infancy, XAI systems still require novel models that could address the theoretical and practical aspects of explanation and interpretability. For instance, privacy and data protection in IoT devices may not be handled safely enough by AI models on how the models reach their decisions. Some explanations of IoT applications have to be made obvious, particularly in the healthcare and military application that could substantially be benefited from XAI. Thus, XAI technology has the promise of becoming the trustworthy technology for IoT and its associated enabling technologies.

### A. MOTIVATION

Significant challenges imposed by the AI systems due to their opacity of black-box models often give the threat to trust from the ethical perspective [14]. The inherent interpretable nature of XAI models is established through making decisions in a transparent manner, and it allows the sharing of the explanations without any argument. Recently, XAI models have made significant progress in terms of delivering trustworthy, transparent, and ethical decisions. For example, a large range of novel XAI models has been developed to enhance transparency in the decisions made with high ethical concerns. As a result, XAI models are also well suited for a large range of applications [7]. However, XAI support of IoT applications is very limited, which has been restricted due to the resource constraints of smart devices. Extending the support of XAI to IoT applications and beyond allows academic and industrial research into a new dimension, which has the potential to uphold the ethical concerns and transparency of decisions made in healthcare, defense, industries, and other IoT-driven industrial applications.

Based on this motivation, a larger number of XAI models have been deployed in the IoT-applications, such as healthcare [2], finance [3], security [4], military [5] and legal sector [6]. Furthermore, a deep XAI model for fault prediction using IoT sensors [15] and an end-to-end ML model for IoT cloud systems [16] have been reported in the literature. More broadly, the novel range of XAI models can also be used to provide trustworthy explanations and could replace the conventional AI models in a large range of application domains [17].

### B. ROLE OF XAI IN IOT

With appropriate investigations of the data accumulated from different kinds of IoT devices deployed in an environment, it is feasible to perceive the activities in a particular scenario consequently. Most recognition techniques are often based on AI techniques, such as ML and DL, which could provide precise decisions. The role of AI in IoT applications could be listed under three stages of evolution as follows.

- In the first category, the data are collected from sensors and IoT and then fed into an AI algorithm or an ML algorithm in the AI domain.
- The second evolution is the usage of AI to improve IoT services. This can be as simple as conducting an investigation on sensor data, such as whether these are going out of bounds and trying to identify the reason for going out of bounds and whether the data should be fed into the AI domain.
- The third role of the AI model is to supervise AI elements in the IoT domain and exchange information between algorithms and ML systems in the AI domain. With various models defined for IoT, we can observe a way for the AI domain to reason about the detail ins and outs in the IoT domain. For instance, if we intend to diagnose a fault, we can draw data from AI capabilities in the
IoT domain. We can also start querying about the dependability and trustworthiness of the sensors or data sources. However, the usage of conventional AI techniques lacks in providing explanations to humans about the decisions made by the developed frameworks. Acquiring an obvious explanation of making such decisions serves the demand of multi-fold objectives for the better interpretation of the model during its development and simultaneous provision of more straightforward refined means of context-aware services. For instance, persistent checking of patient activities in healthcare applications is important for understanding the health status. More transparent monitoring of patient activities permits the specialists to completely comprehend the patient’s behavior.

XAI models integrated with meta-learning strategies are largely used in cyber-physical systems that are the core components of Industry 4.0. They ensure rich simulation infrastructure, smart communication with machines, higher level of visualization, better analysis of service quality and maximization of production efficiency [18]. In another similar work presented by the authors in [4], for imparting higher level security features in IIoT frameworks, Model-Agnostic Explanations were dealt with for addressing the cybersecurity threats in smart industries. Here, the transparency was imparted through statistical theory and provided explanations even for random new sets of samples for ensuring security in high-risk IIoT tasks. In [4], the authors presented a trusted and evident experience platform for assessing the electrical power consumption behaviour in the IoT-enabled smart home scenarios. Further, the role of XAI in the healthcare sector is gaining importance in conjunction with IoT for disease prediction and diagnosis. The work in [19] deals with the XAI models that enable IoT frameworks used in the medical field to address the challenges involved in the prediction and diagnosis of diseases.

As the profound impact of XAI is largely emerging, the entire profound logic behind the decision-making phases of the AI techniques, such as ML and DL models, can be understood. Further, the XAI algorithm allows the models to interpret every individual decision during the prediction phases. Their importance in the IoT frameworks stands as a challenging means of addressing the issues involved in the implementation of XAI in resource-constrained IoT devices. However, the profound impact of XAI over IoT makes the end-users trust these devices deployed in commercial and public scenarios. With the essential ingredient of XAI models and the IoT data, the prominent issues from the perspective of end-users, on cost-effective ways of training the models and transparent decision making, could be addressed. The more models we have in practice, the more expensive these will be. If we have straightforward models, these are easy to explain, and they will be driven by the key elements of XAI that address the model accuracy, model quality, and cost-effectiveness aspects of training and deploying the models.

C. COMPARISON AND OUR CONTRIBUTIONS

Motivated by the advancement in the fields of XAI and IoT, several related review works have been presented by the research community. Particularly, XAI frameworks have been extensively studied by various researchers over the past few years. For instance, some papers have provided a general overview of the XAI system and its features [20], [21], [22], [23], [24], [25], and a survey on different XAI algorithms [26]. In particular, the authors in [20] summarized the role of XAI in supervised learning along with its recent developments in association with artificial general intelligence. Similarly, the authors in [22] review the contributions of state-of-the-art approaches in XAI with clustering strategies employed on theories, notions, methodologies and their evaluation. In [24], the authors identified four themes to the debate in addressing the XAI black-box problem. Further, based on the critical review, the findings contribute to enhanced knowledge of the decisions made by the XAI models. Angelov et al. [25] related the advancements made in machine learning and deep learning research to the explainability concerns. Here, the authors formulated the principles of explainability and suggested future research directions in this particular field of research. In [26], Das and Rad proposed taxonomy and categorized the XAI techniques based on their inherent features to be configured as a self-explanatory learning model. Further, the authors evaluated eight XAI algorithms and generated explanation maps along with a summary of the limitations of the approaches. The authors in [21] provided an overview of XAI, its background details extracted from AI, the origin of development, and technology standardization, along with the XAI architectures, use cases, and research challenges. Arrieta et al. [23] present a thorough survey on the taxonomy of XAI, leading to the conceptual framework of responsible AI. In addition, it also stimulates researchers to utilize AI systems with interpretable capabilities.

With better ethical concerns, XAI provides trustworthy systems with explanations about the model. The explanations are required for improving the model, justification on the decision made by the system, controlling the system during abnormal behavior, and discovering new laws as well as hidden insights [21]. In [27], [28], [29], the authors compared various XAI frameworks from the context of deep learning (DL), automated decision making, and personalized experiences with respect to the research challenges and fields of applications. Others focus on specific functionality, such as security [30], [31], healthcare [32], [33], [34], augmentation [35], robots [36], [37], and the solutions associated with ML models [38], [39], [40] for exploring insights into the decisions made by the systems. Furthermore, the authors in [41] provided a detailed summary of using XAI in RL-based applications. Table 1 presents some of the existing survey articles briefly from the perspective of XAI along with their key contributions and limitations.
| Ref. | Year | Topic | Key contributions | Limitations |
|------|------|-------|-------------------|-------------|
| [20] | 2018 | XAI concept | A survey of recent developments in XAI from the supervised learning perspective. | The applications of XAI from IoT perspective are not discussed. |
| [21] | 2018 | XAI concept | A survey on the XAI concept with a basic introduction to definitions, and exploring the AI black-box. | The applications of XAI in IoT networks have not been presented. |
| [27] | 2019 | XAI and research challenges | A survey on the expert systems from the context of deep neural networks. | The benefits of XAI in IoT services are not focused. |
| [30] | 2019 | XAI and security | A survey of using NLP in malware classification tasks. | The paper only focuses on discussing the roles of malware classification and lacks IoT focus. |
| [36] | 2019 | XAI and robots | A systematic survey on the robots/agents explaining their actions to humans. | The paper only focuses on discussing the roles of XAI in the robotics domain. |
| [22] | 2020 | XAI concept | A survey on the XAI concepts with focus on theories, methods and evaluation of models. | The paper only analyzes the use of XAI in general and lacks focus on IoT domains. |
| [23] | 2020 | XAI concept | A survey on the concepts, taxonomies, opportunities and challenges in XAI-based systems. | The applications of XAI in IoT networks have not been presented. |
| [24] | 2020 | XAI concept | An overview on the use of XAI for addressing the black-box problem. | The benefits of XAI in IoT services are not explored. |
| [26] | 2020 | XAI and its opportunities | A summary of explanations maps of eight different XAI algorithms. | The discussion of the XAI opportunities for IoT networks has not been provided. |
| [28] | 2020 | XAI and research challenges | An overview on the construction of predictive models and explanations from automated / semi-automated decision making. | The research challenges are not concentrated on IoT frameworks. |
| [42] | 2020 | XAI practice to theory | A systematic survey on the research gap among XAI theory and practical applications. | The applications of XAI in practical IoT applications have not been explored. |
| [32] | 2020 | XAI and healthcare | An overview on the application of XAI in the medical field through electronic health records. | The applications of XAI in IoT networks and services have not been explored and discussed. |
| [33] | 2020 | XAI and healthcare | A survey on the medical XAI applications with insights to medical practitioners. | The paper only focuses on discussing the roles of XAI in the healthcare domain. |
| [34] | 2020 | XAI and healthcare | A systematic survey on the prominent XAI algorithms for drug discovery tasks. | Only analysis of XAI in drug discovery is provided while IoT domains are not considered. |
| [35] | 2021 | XAI and augmentation | A brief overview on the using augmentation for providing explanations for various applications domains. | The applications of XAI in IoT networks have not been presented. |
| [37] | 2020 | XAI and robots | A survey on the explaining and communicating among robotic agents through perpetual and cognitive reasoning. | The applications of XAI in IoT networks and services have not been explored and discussed. |
| [38] | 2020 | XAI and ML | A survey on the advances of XAI and ML for technological progress in various fields. | The applications of XAI in IoT networks have not been presented. |
| [39] | 2020 | XAI and ML | A brief survey on the usage of XAI and ML for scientific insights and discoveries. | The discussion of the XAI applications for IoT networks has not been provided. |
| [41] | 2020 | XAI and RL | A brief survey on the application of XAI in RL applications. | The paper lacks generation explanations for IoT services. |
| [43] | 2021 | XAI models | An overview on the contrastive and counterfactual explanation generation methods for XAI. | The benefits of explanation generation for IoT services are not focused. |
| [25] | 2021 | XAI concept | An analytical review on the four principles of explainability. | The paper only discusses the generic analytics of models and lacks the focus on IoT. |
| [29] | 2021 | XAI and research opportunities | A systematic survey on the personalized explanations for various stakeholder groups. | The paper only focuses on generalized aspects of XAI. |
| [44] | 2021 | XAI and its applications | A survey of promoting causability in model-agnostic approaches for XAI. | The applications of XAI in IoT networks have not been presented. |
| [31] | 2021 | XAI and security | A survey on the XAI approaches for human-centric AI systems. | The paper only focuses on discussing the roles of XAI in credit card fraud. |
| [40] | 2021 | XAI and ML | An overview on the ML interpretability methods as well their programming implementations. | Only analysis on the XAI-ML is provided while other domains are not considered. |
| [45] | 2022 | XAI and ML | A survey on the generation of contextual explanatory models | Only focuses on the contextualizing methods and no integration of IoT. |
| [46] | 2022 | XAI and Industry 4.0 | A summary of the XAI models are used in Industry 4.0 applications. | The core benefits of IoT for XAI-driven smart industries are not focused. |
| [47] | 2022 | XAI and WSN | A systematic survey on the solutions for smart industries through XAI and WSN are addressed. | The benefits of XAI and WSN for IoT networks and devices are not discussed. |
| [48] | 2022 | XAI and Visual analytics | A comprehensive survey on XAI solutions for ML models and data visualization. | The benefits of XAI in IoT services are not focused. |

Our paper

| 2022 | XAI and IoT | An extensive survey on the XAI-IoT integration. Particularly, we discuss the roles of XAI in various key IoT services, such as security enhancement, Internet of Medical Things (IoMT), IIoT, and Internet of City Things (IoCT).
- The use of XAI in dependable IoT applications is also analyzed in detail, including edge XAI structures, and its potential to meet 6G requirements.
- A summary of key lessons learned is provided to provide insights into XAI-IoT integration. Research challenges and directions are also highlighted. | - |
Although XAI has been extensively studied by various researchers in literature, there does not exist a comprehensive and dedicated survey of using XAI in IoT services and applications, to the best of our knowledge. The potential of XAI in various fields, such as IoT networks, security, healthcare, and industrial sectors, has not been explored in the open literature. Moreover, a holistic summary of the integration of XAI with IoT from the perspective of smart homes to smart cities still needs to be explored. These shortcomings motivated us to conduct a comprehensive review on integrating XAI with IoT services. Specifically, we include a state-of-the-art survey of the applications of XAI in various categories of IoT applications, such as security, healthcare, industry, and smart cities. The key contributions of this article lie in the vast summary of the usage of XAI, including network security enhancement, IoMT, IIoT, and IoCT. We also summarize the key observations learned from this survey at the end of each IoT application. Finally, a discussion on the vital research challenges is provided, and promising future research directions on XAI-based IoT services are outlined. To the best of our proficiency, we are the first ones to provide a dedicated and detailed survey on the XAI in IoT systems. The main contributions of this survey can be highlighted as follows.

- Compared to other related survey works in this domain, this survey provides a broad summary of relevant background details on IoT, XAI, and their integration to enable researchers to dig through the trustworthiness of IoT systems.
- We present the need for XAI in IoT and some of the key challenges presented in the recent literature and summarized some of the recent research works.
- Moreover, we explore a few of the IoT application domains, such as security, healthcare, industries, and smart cities. We present the need and role of XAI in such applications for better trustworthy explorations of the IoT services along with the lessons learnt.
- We also present a detailed discussion on the cutting-edge developments for dependable IoT services from the perspective of using XAI models.
- Finally, we outline the future research challenges in the direction of consideration of XAI for IoT.

D. PAPER STRUCTURE AND ORGANIZATION

This survey is organized as follows: Section II elaborates the preliminary to XAI and IoT. Section III discusses the evolution of XAI systems in IoT along with the category of application in relevant domains. This section also elaborates the future scope of research in each application and the related open-end challenges. Section IV summarizes the key findings and outcomes of the article towards establishing the best measures of XAI-based IoT architectures. Section V points out future directions for XAI over IoT. Section VI concludes the paper.

II. XAI AND IOT: PRELIMINARIES

In this section, we first introduce the fundamental knowledge of XAI, which is an important branch of AI. Then, we present the concepts of IoT along with its appealing characteristics. The objective of this section is to introduce the readers to the XAI, IoT, and their key principles.

A. EXPLAINABLE AI

In the year 1950, realistic confinement of the term AI was put forward by Alan Turing in his article “Computing Machinery and Intelligence” [49]. In this article, Alan explored the intuition of determining the thinking capabilities of machines. He models a game between a human and a computer to help identify a human by a third person who cannot see both the human and the machine involved in the game. If the third person cannot predict human competence consistently, the computer wins the game. The evolution of AI begins with the outcome of this research. The successive development of AI has grown over the years with the aid of other supporting technologies.

With an optimized approach during the 1960s, researchers believed that AI-led expert systems would perform incredibly complex tasks. We currently reap the benefits of the research with the great success of AI in various fields, such as medical diagnosis, logistics, data mining, robotics, industrial automation, and many more. When we think of the healthcare sector, transportation, and financial decisions, AI is an all-around human being in different ways. Similar to humans who expect each other to explain their decisions, we expect the same from any AI system that can be trusted and could be understood. From the black box AI to glass box transformation, XAI enables humans to understand the system in detail. Even if we do not understand the underlying technologies, XAI systems at least enable us to understand the process. Better communication could address the different levels of trust in AI systems. The ability to explain the operational mechanism of AI and reach certain decisions is also an ultimate focus of XAI.

Fig. 1 shows the general sequence of operations involved in traditional AI and XAI-based systems. In conventional AI systems, the learning process cannot be interpreted by the end-users, and it looks like an opaque black box. Different from conventional AI, XAI models use a revolutionary ML process with explainable models that facilitate the end-users with sustainable transparency in the learning process and the decisions made from the training data.

Explainable model creators often require explanations of the inner workings of the model. Based on the demand from the authorized agents, by relating the output of the model to its inputs, the model examiners require explanations of the way how it has been arrived at [29]. Based on the contributions of the features in the model, the explainability provides a flavor of explanations concerning the underlying data and the model. Fig. 2 shows the relationship between the terminologies associated with the XAI models. The
detailed description of the key terminologies are elaborated as follows:

**Interpretability:** It refers to the inherent capability of the XAI models, which makes the decisions obvious and understandable to the users. Normally, the interpretability feature of the models reduces as the complexity of the model increases [50]. Being one of the core components of XAI, interpretability assists in managing social interactions on the decisions with clarity.

**Transparency:** It is one of the crucial factors in making sound decisions, where trust is normally a challenge in AI systems. The mechanisms involved in the core functionalities of the model, including the algorithms and the data flow, could be analyzed with the inherent transparent capability of the XAI models [51]. Conceptual analysis of the trust aspects of XAI models reveals the way how transparency becomes one of the core ingredients and, subsequently, its importance for determining the degree to which AI is fair and trustworthy.

**Trustworthiness:** In AI systems, trustworthiness refers to the models that are resilient, with their capability to protect the privacy of the users and enable secured means of interactions. Moreover, as trustworthiness is one of the key components of explainability, through confidential computing and encryption, the maximized control and security over the data are guaranteed. White-box models explain in detail the behavior, prediction process, and affecting factors. For a white-box model to be qualified as one of the robust models, the features of a model must be understood, and the learning process must be transparent [52]. Further, based on the type of problem at hand, it is capable of generating explanations accordingly. Moreover, white-box models have understandable features, behaviors, and exhibit strong relationships among the influencing variables and the predicted outputs.

The term transparency refers to the understanding capability of the inner working of the XAI models, such that the explanations of the decisions are comprehensive for the
users. Trustworthiness, on the other hand, refers to the set of mechanisms used in the explainable layers of the XAI model that enriches the learning model in order to be trusted by the users with a clear understanding.

Completeness vs. Interpretability Trade-off: In any given situation, an explainable system unfolds almost an infinite spectrum of explanations that can be provided from complete, accurate, interpretable, and easily understandable insights, on the decision taken by the model. To make the concept more concrete, a scientist working on an image classifier using the XAI concept must be capable of explaining the model so that even an ordinary person is capable of understanding the model [53]. Matching of explanations should be done at the levels of a developer and a user with reduced complexity. Fig. 3 shows the accuracy prospects of the XAI models depending on the algorithms used for implementation. Among the popular XAI models, deep learning [54] models ensure better accuracy with less explainable features. However, the XAI models based on decision trees [55], random forests [56] and ensemble models [57] provides better explainability with considerably less performance accuracy compared to deep learning models. It is also evident that there exist trade-offs on the complexity of the models, explaining capabilities and the performance of the systems.

XAI is a sub-field of AI that has been creating numerous traction, especially over the last few years. Explanations for the AI model depend on the persons who ask the questions and what their intentions are. An XAI expert tries to develop a model by exactly defining the explanations of the model with consensus. Traditional modeling techniques, such as regression or tree-based models, often have an understandable relationship between the input data and the decisions in the model outputs. For this reason, these are called white-box models. The advent of more complex modeling techniques, such as DL models and ensemble techniques, promises to provide improved model accuracy, but often at the expense of a lack of model explainability. Understanding the relationship between the input data and the output decisions is challenging in those complex modeling techniques, which form the basic building block of conventional AI-based models. These categories of AI models are often referred to as black boxes since they may not provide explanations of the decisions taken. In some situations, it may be comfortable with the trade-offs between accuracy and explainability. For instance, we do not mind if the model recommends a particular movie as the best match, but we certainly do care about the reason for rejecting a credit card application made by someone [3]. It also depends on the bias in the AI models, which can be originated even before the training and testing phases. The data used for model training can be entangled in its own set of biases. Although learning the strategy to identify and handle bias in datasets is an important component of any responsible AI strategy, we require to aim to build transparent, trustworthy, and bias-free models.

The ability to understand the mechanism of making choices by a model is an important factor for three main reasons. First, it allows one to further refine and improve its analysis. Second, this becomes easier to explain to non-practitioners the way how the model uses the data to make decisions. Finally, explainability can help practitioners to avoid negative or unforeseen consequences of their models. These three factors of XAI give us more confidence in our model development and deployment.

1) XAI ARCHITECTURES FOR TRANSPARENCY IN AI

- **Model-based**: Model interpretation is the core aspect of any AI-based system. It ensures to provide better decision-making policies with fairness, transparency, and accountability of the results, which may give
enough confidence to humans [58]. With the value and accuracy interpreted from the models, it can be easy to debug them and thereby carry out necessary measures to improve their performance.

- **Probabilistic**: Probabilistic XAI models incorporate probabilistic distribution and random variables. We here define the random variable as the potential outcome of an uncertain event in the XAI model. Such uncertainties are incorporated explicitly and these are propagated through the model. The output from the probabilistic model helps to understand the uncertainty [59]. This kind of forecasting is typically much more useful in providing a range of potential outcomes rather than a single best guess. Imparting explainability and trustworthy features enables the understanding of the risks involved in the forecasting process, and it helps to fine-tune the system accordingly.

- **Multi-component**: Most of the XAI system operations cannot be interpreted with single explanations and require an interactive dialogue-based system that provides multiple explanations. It enhances the social acceptance of the decisions made by the system, with a proper explanation of the decision being made. Implementing such a multi-component framework for XAI system analysis imparts deeper trust in the system [60].

- **Visual analytics**: With interaction representations of the decisions made by the XAI systems, the incorporation of visual analytics makes humans understand the decision-making process of AI systems with much ease. Visual analytics employs an iterative process of perceiving, interpreting, and assessing inputs and outputs of the XAI models [61]. It helps to interpret the pipeline of events triggering the actions to make an appropriate decision through the visual representation of each stage.

- **DL**: DL architectures are proven to provide strong trustworthiness for the XAI systems. Irrespective of the used resources and time taken for the interpretation of DL models, they provide a robust and most satisfactory explanation considering all the probable events in XAI systems. When the DL models with identical architecture produce distinct explanations, the accuracy of the explanations purely depends on the quality of data, size of data, and the methods used in the feature extraction process [62]. Moreover, the set of hyperparameters used in different layers of DL models, the involved activation functions, and the carried-out optimization processes all play a significant role in defining the characteristics of any XAI system [54].

2) **XAI FRAMEWORKS FOR TRANSPARENCY IN AI**

XAI frameworks assist in producing reports about the functionality of the model and attempt to clarify their working principles with a proper explanation of the decisions made with transparency. Following are the few popular XAI frameworks that contribute towards imparting trust over the systems for users.

- **Shapley Additive exPlanations (SHAP)**: This SHAP framework can provide explanations of different models, from preliminary ML algorithms to sophisticated DL and NLP approaches. The SHAP framework falls under model agnostic strategy to interpret the models, which in turn depend on Shapley values in game theory [63]. These Shapley values are computed through the average marginal contribution of a feature value over all possible combinations. The symmetry property of Shapley values explains that the features of the model which provide equal contributions obtain similar values. The dummy property of Shapley values explains that features of the model which do not provide any contributions obtain a zero value. Moreover, the additive property of the Shapley values further explains that feature contribution by adding up to the difference between prediction and average.

- **Local Interpretable Model-agnostic Explanations (LIME)**: The LIME framework has similar features compared to SHAP, but its speed of computation is superior to SHAPE. Moreover, the LIME framework generates explanations for each sample of data to each of the predicted output results from the framework. The explanation is generated based on the assumption that every sophisticated model is linear from the perspective of a local scale [64]. It tries to fit a single observation from a simple model and mimics the behaviour of the global model in the local scenario. Then, that simple model can be configured to explain the prediction of the sophisticated model in the local scenario.

- **Explain Like I’m 5 (ELI5)**: It provides a simple explanation of complex XAI models, similar to a five-year-old child requesting the explanation, as that child has a limited or naive understanding of the question. From the perspective of XAI, ELI5 could be implemented to debug the ML classifiers and helps to explain their predictions [65]. It helps to inspect the model parameters and intercept the global characteristics of the model. It also assists in providing individual predictions of the model and valid explanations about why such decisions are made.

- **What-If Tool (WIF)**: WIT is a visual interface designed by Google that helps to understand the data sets and outputs of the XAI models. It can be executed with minimal code in various platforms and cloud services [66]. Analysis using the WIF tool is helpful during the creation of the model, collection of the data, and pre and post-training evaluation phases. Models developed with WIT tools can be deployed on cloud AI platforms and assist the developers in probing into their models to better understand behaviour.

- **AI Explainability 360 (AIX360)**: AIX360 is an open-source toolkit developed by the IBM research group to explain the arrival of AI systems at the trusted
recommendation. It explains the priority of tasks involving risk factors in providing suggestions to improve the flexibility of usage of the system by end-users. Integrated explainable algorithms in the AIX360 toolkit are relevant for usage in financial sectors, and this can better be extended to other use cases as well [67]. The algorithms included in the toolkit are highly convenient for understanding the models and data.

- **Skater**: Skater is an open-source tool designed to explain the learned features of the XAI model in terms of local and global prediction results [68]. This framework provides a unified approach to enable interpretation of the models for building a transparent XAI model that can be comfortably used for most of the use cases in society. The Skater framework could use LIME and DNNs for the interpretation of local features of the data fed to the XAI model.

**B. INTERNET OF THINGS (IOT)**

In less than a decade, there has been a great technological evolution, among which IoT is the most significant one. IoT is the interconnected Web of objects and these objects are called things. There are almost 50 billion devices that are connected to the Internet worldwide today, and in this Internet rush era, everyone wants to get into the Internet today to attain new information [69]. IoT devices can change all the mundane tasks done by humans and make everything smart and convenient for people. These drive the technology and business sectors with smart wearable, smart buildings, smart cities, smart homes and smart everything. At the end of the day, these increase the quality of life by the click of a button on smartphones for accessing and controlling smart devices located in remote places. In IoT devices, the hardware and software work in coordination to make the exchange of information among devices easier. IoT in today’s world has billions of devices connected to the Web, and so we need to manage the data from the connected devices. There are zettabytes of data generated by those devices, and we can make use of these data by using data science tools to exercise our capabilities and make better decisions. Those decisions help in serving both short and long-term purposes. Therefore, in the context of IoT, the volume of data can be combined with the right software and hardware to make better decisions. Innovations in the domain of IoT envisage solutions to existing challenges and open up new possibilities for growth. In the smart healthcare sector using IoT devices, we can use the latest available hardware and software. They can be programmed and configured to probably allow the doctors to know the current health conditions of patients being in remote places and suggest probable drugs for their well-being even if they are not physically present amidst the patients.

1) ROLE OF AI IN IOT

IoT is immensely useful in predicting mishaps, any possible violations, and detection and control of unexpected events in automation processes. These have enormous applications in healthcare, where physicians can gain valuable information from healthcare wearable devices, such as biochips and pacemakers. Moreover, apart from the vital data collected from healthcare devices, IoT devices employed in industrial applications, smart homes, and other smart applications generate a large volume and variety of data, which is cumbersome to manage using conventional data processing methods. To ensure accuracy and high-speed prediction and gain valuable insights from the data accumulated through IoT devices, the role of AI can make a huge impact.

AI can be integrated with IoT devices and operate on the data collected from IoT devices for managing unplanned downtimes in industrial automation for making accurate decisions at appropriate times [70]. AI with IoT also drives enhancing the quality and services of the products with automated inspections through the support of robotic systems. It can quickly spot defects in the products and suggest alternatives in advance. Those accurate predictions and valuable insights on the products and services also increase operational efficiency with reduced resources and manpower.

2) TRUSTWORTHINESS OF IOT SYSTEMS

Modern-day IoT applications are largely driven by systems with the support of AI. In particular, the wireless communication architecture and protocols, along with AI models, will be able to process and transfer the data to server and cloud services for remote monitoring and controlling applications. The replacement of XAI in place of AI-based systems can spot the transparency of operations in IoT devices with more insights into the decisions taken. As heterogeneous technologies from diversified domains of engineering, science, and technology, are combined to provide satisfactory performance in IoT devices, these are highly prone to privacy and security threats. Sicari et al. [71] survey the challenges involved in IoT security along with the requirements for enhancing the trust of the systems. Another survey by Yan et al. [72] investigated the trust properties and provided a trust management research model for IoT from a holistic perspective. A dynamic trust management protocol [73] is proposed by Bao et al. for dealing with the strange behavior of IoT systems. Furthermore, this protocol also possesses the adaptive adjustment capability based on the environment and a trust parameter. Similarly, an adaptive trust management protocol was implemented in [74] for trustworthy social IoT services.

**III. APPLICATION DOMAINS OF XAI OVER IOT USE CASES**

In this section, we initiate with an overview of the motivation that inspires us to compile XAI solutions for IoT systems. Then, we introduce the use of XAI for various IoT applications. In particular, we discuss the mechanism of XAI in enhancing security, the healthcare sector, the Internet of Robotic Things, IIoT, and commercial IoT use cases.
A. ENABLING XAI IN IOT SYSTEMS: AN OVERVIEW
Over the last few years, XAI models have made a significant impact on the enhancement of wireless communication services and IoT [75], since the evolution of IoT and smart devices has boosted the demand for imparting autonomy, as well as transparent and trustworthy interactions between human and smart IoT systems. Moreover, the progressive growth of edge computing and cloud computing platforms makes it feasible for IoT devices to store, process, and analyze the characteristics of the environment in which they are deployed [76]. In addition, the emergence of AI further motivates the use of XAI models in enhancing the trust of data collection, processing, analyzing, and utilizing them for carrying out various autonomous tasks.

From the perspective of IoT use cases, XAI frameworks can be fit into two major locations. First, these can be used at the center of the IoT systems, which can be widely used for predictive analytics, anomaly alerts, and intelligent decision-making. Within this center stage, applications of XAI models are used to analyze the data acquired from IoT devices. For instance, XAI models can be used to analyze and predict the operational management and predictive maintenance of smart machines in industries and therefore allow the workgroup to optimize their time and resources across the manufacturing process. Moreover, the prediction of certain vital features through IoT devices can also be a prime component in smart city applications. IoT devices employed in vertical domain applications, such as smart cities, smart industry, smart vehicles, and smart grids, are capable of generating a large volume of data. Trustworthiness of the analytics platform is highly essential in such use cases. XAI models support the provision of this feature with its inherent capability of providing appropriate explanations for the decisions taken by the system, thereby providing robust smart city services.

IoT devices are playing a crucial role in food production and agriculture. These devices installed in agricultural fields support the implementation of irrigation control systems using a network of sensors that are employed for monitoring humidity and temperature. For enhancing the interpretability and trustworthiness of automated monitoring in agricultural fields, an explainable AI-based decision support system is developed in [77]. The developed systems implement fuzzy rule-based automation in irrigation, which is interpretable.

Explanations are generated from IoT environments in human-centric AI domains for tracking certain aspects of users and improving support decisions, which are learned using neural networks [78]. The developed approach is illustrated in smart IoT kitchens that detects the depression of persons based on their food intake after their meal. The results are revealed from the auto-generated explanations of human interactions with the AI system from the simulator.

Analytics solutions for IoT devices in industries are provided through osmotic computation for solving DL problems in XAI systems [79]. Here, C28x DSP is used for the processing task, which saves memory usage at the edge devices in the IoT networks.

B. SECURITY ENHANCEMENT IN IOT DEVICES
There are many reports on IoT devices that have been compromised by hackers due to situations where many IoT devices are being built with static credentials, weak passwords, and symmetric tokens. Patchwork security solutions and minimal built-in security features without having comprehensive security frameworks are not enough for modern IoT devices. No two IoT devices are unique, and they may have very limited computing resources and have less memory, and may not have a faster processor. Most importantly, they do not have built-in security support and may not be capable of running similar security solutions running on larger general-purpose computing systems. Most IoT devices are prone to physical attacks, such as abduction of devices, and the attackers may try to probe the device or reverse engineer a few of these to observe the corresponding activities. Attackers may also hack the firmware of the device and look for security keys and hard-coded passwords, which may lead to backdoor access to the device and other security vulnerabilities. Most IoT devices also have very long life cycles and perform critical tasks.

1) SECURITY ENHANCEMENT IN IOT DEVICES WITH AI
AI and ML tools can go a long way in fighting cybercrime in IoT devices. AI-enabled analysts could respond to threats with greater confidence and speed. Even though AI could significantly improve cyber security for IoT devices, hackers may also exploit the usage of AI for criminal activity. Therefore, AI systems are widely used for both cyber defense and attacks [80]. AI can automate the authentication of IoT devices by strengthening them with strong passwords, biometric-based security features, and can protect them against cloud computing vulnerabilities. In the following, we list the most prominent advantages of deploying AI to enhance security features in IoT devices.

- **Handling of a large volume of data**: Data acquired from IoT devices is expanding at a steady extending rate, and the capacity limit of big data frameworks is restricted to a limit, and hence it turns into a challenge to store and handle a large volume of information. AI frameworks driven by ML and DL can effectively handle such a large volume of data and extract meaningful predictions from them.
- **Learn cybersecurity over time**: AI systems are capable of learning from a large volume of data and eventually get trained to recognize the attacks on IoT devices.
- **Identifies unknown threats**: Each IoT device connected to the global network needs to be added with robust security features to avoid leakage of vital information. AI-based systems are able to spot and resist even unknown attacks on IoT data.
- **Quick detection of cybersecurity threats**: Development of high-speed computing hardware, cloud computing, and GPU have made the AI systems operate at high speed, and thereby drive them in quick detection of the threats on IoT devices.
• **Saves time of human analysts**: Involving humans to detect, analyze and predict the threats in IoT devices is highly challenging. AI almost eliminates the need for human analysts, or they perform the role of supervision on the decisions taken by the AI systems. This, in turn, saves a huge level of energy and enables them to focus on other priorities.

2) XAI FOR SECURITY ENHANCEMENT IN IOT DEVICES

The complication of modern attacks on the flow of data from IoT devices across networks is highly challenging to be predicted by the network administrators. Moreover, they find it cumbersome to recognize the patterns in the attacks, which may make a substantial impact on the large volume of data from IoT devices. The authors in [81] presented an XAI-based architecture that manages the network security-related stream of data, and they were capable of predicting the attacks against the potential network assets. Similarly, the authors in [30] have summed up the ongoing advancements in this field of XAI with one of the specific focuses on malware classification, with the results interpreted through appropriate visualization.

Cyber attacks against IoT systems can also be detected using Long Short-Term Memory (LSTM) based DL frameworks, which can be helpful in explaining the decision-making process [82]. Here, the developed modules are integrated into an ensemble of detectors, and the robustness of the IoT devices is tested under Modbus network traffic. It was also observed that the LSTM modules provide a detection accuracy of around 99%. In one of the similar works by Akerman et al. [83], a convolutional LSTM encoder-decoder model is adopted for detecting anomalous messages between surveillance-broadcast and air traffic control systems. More specifically, the anomalies in the image sequence are predicted, and the operative information to the pilots is explained while detecting anomalies for making relevant decisions.

In cyber-security applications, such as Intrusion Detection Systems (IDSs), understanding the classification made by the ML techniques is possible using gradients without making changes in the model of the classifier. Further, it was observed through the experimentation performed on the NSL-KDD99 benchmark dataset that this can be extended for further diagnosis, and the interactive visualizations show the understanding and reasoning of the decision made by the classifier [84]. In the context of intrusion detection carried out in [85], the outcome suggested that domain knowledge infusion plays a predominant role in better explainability and quicker decision-making. This feature makes the model face strange attacks and opens a way to manage huge network traffic from IoT devices. The work in [86] investigated the use of offline and online feedback mechanisms for the decision-making process of the Deep Neural Networks-based intrusion detection systems. In particular, the work focuses on qualitative analysis to enhance the transparency of the system and helps in building trust in the system.

Explainable assessment of the security capabilities for IoT applications has been investigated in [87], in which the authors proposed a methodology for ensuring trust relations between the cloud-edge frameworks and various stakeholders. The authors in [88] proposed an optimization process from the perspective of cloud-edge on-demand service under the implementation of security prospects. This was carried out for IIoT applications to address the cloud-edge allocation problem providing measurable enhancement in assessing the security of the system. Secure management of instant messaging services in Cloud of Things is implemented for hybrid cloud–edge environments [89]. Moreover, it was used for the improvement of authenticity and confidentiality in the middleware. In [90], the authors summarized the impact of extended cloud in mobile edge and fog computing systems based on resilience, anomaly detection, and security management.

3) LESSONS LEARNED

In the aforementioned XAI-based security application of IoT devices, we have demonstrated that intrusion and attacks on IoT devices can be made transparent through XAI frameworks. To say about the key benefit, XAI assists in visualizing the impact of attacks on IoT devices to make appropriate countermeasures for establishing safe and secure data transmission among the IoT nodes. By driving the decision-making processes for modern communication systems to be obvious and understandable to stakeholders, XAI in the IoT devices supported through 5G/6G services holds responsibility for providing secured and automated actions. This, in turn, leads to a better and more robust IoT framework and thus assists in anticipating the impact of security threats in the system. The main lessons learned in this context are given as follows.

• With the vast range of IoT devices that have made a paradigm shift in automating the environment monitoring and control tasks, imparting reliable and secure infrastructure is a mandated choice for those interconnected devices. Cybersecurity requirements are critical for IoT data collection, exchange of data, cloud communication, storage and analytics on the data collected from IoT devices. Further, the risks of the IoT data are also dominant despite the data in motion, or at rest, or being used by the system for processing. This scenario of interconnected devices under threats needs AI support for delivering viable and critical security services to the IoT devices in the network. As mentioned in the aforementioned sections, more reliable and transparent cyber defense decisions for mitigating the risks in the IoT devices and their networks, can be well established using XAI frameworks.

• Robust XAI models for intrusion detection and securing IoT networks were presented in this section, which can perform their predictions in a trustworthy manner and provide better explainability. In this approach, the XAI models are trained using various datasets and they
can be evaluated across various feature sets. Once the data are trained, the IoT devices can then directly use the trained data for imparting trustworthy deployment and predictions. Thus, the generalisability evaluation is observed as a common feature that is particularly a vital resource for strengthening the security aspects of AI-driven IoT devices and networks. Another particular impact on the transparency is based on the complexity of the models and the volume of data used for processing. Due to these, the overhead and robustness of training the XAI models for enhancing IoT security, need to balance a trade-off among the time complexity, resources and performance accuracy.

- One of the major concerns in the decision-making phase on the security attacks of IoT devices depends on the challenges of the operational deployment. This is because the XAI models need to identify the source of IoT data from the devices or IoT network during the training phase, and also need to locate an appropriate space for the accumulation of data. This can further motivate the model to provide accurate classification of threats by training the diversified category of data accumulated across different IoT devices interconnected through large networks and topologies.

4) FUTURE WORKS

If the attacks on the IoT devices are explained with a set of rules, the nature of attacks and their impact can be easily interpreted. The model or framework used for the interpretation should be able to distinguish malicious nodes from the regular flow of IoT data in the network, by analyzing the set of feature values affecting the flow of data. For instance, identification of malicious traffic is one of the key issues in dealing with the traffic of IoT networks, where XAI models can assist the network security personnel in taking a possible course of action against the malicious traffic. XAI-based IoT security enhancement can be used to determine the robust nature of IoT devices interfaced with the network by enabling the network experts to make better planning strategies in the future to avoid malicious traffic and network intrusions. Since the XAI models can be able to extract the explanations from the learning model, we can extend their capabilities towards security enhancement in IoT networks by exploiting the transparency standpoint and explainable solutions.

C. INTERNET OF MEDICAL THINGS

1) HEALTHCARE SUPPORT USING IOT-BASED SYSTEMS

The growth of IoT today has resulted in some exciting advancements in the healthcare sector. Using telemedicine, patients can directly interact with doctors in any part of the world. It has improved the satisfaction of the patients since the time duration they spend interacting with the doctors is higher. In certain cases, there is no need for the patients to visit the emergency room or hospital because of remote health monitoring, which is often known as telehealth. It also helps patients in reducing transportation charges. Home-based telehealth systems can be implemented through IoT without affecting the quality of lifestyle [91]. Fig. 4 shows a sample IoMT framework using XAI models for imparting trustworthy healthcare services. To be precise, the connected IoT-enabled healthcare devices are competent for communication using wireless personal area networks (PAN). The decisions made by the XAI frameworks operating on the accumulated data from the IoMT devices provide better assistance to the patients as well as the healthcare professionals.

In the healthcare information system, the data acquired from the patients is the core requirement, and this volume of data needs to be processed quickly to effectively predict the status of patients [92]. IoT devices deployed for medical applications can generate a huge volume of data within a few seconds. The type of data depends on the various healthcare IoT devices accumulated under the framework [93]. The provision of a secured latency-free framework for healthcare services helps in reducing bottlenecks and network latencies. However, wireless sensor networks, along with body sensors in healthcare centers, need access points to cover a large area for communication.

The challenges linked with e-healthcare solutions have been well-investigated in [94] along with their design and implementation for providing better electronic healthcare schemes. Besides, researchers have put forward cloud computing and networking solutions for e-healthcare with adaptive architectures [95]. Biosignals acquired from patients using traditional approaches have been replaced with wearable systems for better monitoring and controlling patients.
The use of sensors, such as electrocardiogram (ECG) electrodes, photoplethysmogram (PPG) sensors, along with wireless communication capabilities, provides better-anticipated solutions for ubiquitous healthcare [96].

If the currently ongoing research fails to find solutions to address the challenges in healthcare, the problems tend to continue at a fast pace. The solutions to the problems are possible and can be handled by the effective usage of modern technologies. Clinical tests may cost millions of currency. Moreover, the people subjected to such tests have to wait for a long time to gather the required information. Useful healthcare data of millions of people are already available as electronic health records. Healthcare solutions need to be proactive and provide ample solutions before the disease goes to the next stage. Modern healthcare solutions help in preventing many chronic diseases with ease. Moreover, modern healthcare does not require spot-checking. They facilitate remote monitoring of doctors and patients whenever it is necessary. As end-users of the technology, we can gain more out of it through better management and handling of healthcare information.

2) AI-DRIVEN IOT SYSTEMS FOR HEALTHCARE SUPPORT

AI in healthcare is revolutionizing the medical industry with its great impact. The demand for handling a large volume of data generated for IoMT devices needs proper analysis to make accurate decisions. AI algorithms could handle such a large volume of medical data, which consists of a very vast number of attributes to process and analyze the data. ML and DL solutions are capable of handling high-dimensional medical data. Healthcare industries are getting benefited from AI technology while unwinding a huge set of medical records using cognitive technologies.

AI-based healthcare mechanisms also suggest that healthcare experts require the required medicine, body parameters, and other essentials for providing high-quality health services. AI is also playing a leading role in Health Information Systems (HIS) for handling vital medical and healthcare administrative information of patients in a structured form. Many healthcare systems also use ML and DL approaches for making vital decisions with higher levels of accuracy from the available healthcare information. The AI-based approaches help make better predictions about the patient’s health and help the doctors in making decisions. The integration of high-speed communication technologies, such as 5G, into healthcare devices, enables us to provide effective healthcare solutions.

ML and predictive analytics are widely available across all healthcare domains today. ML models are designed and installed in each product to deliver vital data, so caregivers can now easily make predictive analytics routine and actionable steps forward. It will be valuable access for a caregiver using to uncover patterns of inpatient data through data-driven ML models. The decision tree is one of the popular ML techniques that is meant for grouping data according to a certain criterion, such as age and income of a patient, where he or she lives and his or her diet habits, to estimate the likelihood of these patients to be affected by a certain disease.

In Electroencephalograph (EEG) analysis, a skull cap with a mounted surface electrode is placed on the area of interest, and it records the brain activity (skeletal muscle) in real-time [97], [98]. However, the acquisition of the EEG signal always creates noise, and thus the signal analysis and interpretation are quite difficult. It requires rigorous training to identify the feature which specifies the mental state. Brain-Computer Interface (BCI) is the main driving force for the EEG signal analysis with DL algorithms [99], [100]. Specifically, the interpretation of brain signals is required at an extreme level of precision. DL algorithms are applied to various levels from the segmentation of noise for the classification of signals in healthcare applications [101].

3) XAI FOR IOT-BASED HEALTHCARE SUPPORT SYSTEMS

Even though IoT devices play a predominant part in the healthcare sector, the transparency of utilizing the IoT data for predicting health information and security of IoT data can be enhanced using the XAI concept as an integral part of the healthcare data acquired from IoT devices.

XAI models used in disease diagnosis and prediction could be largely driven by the IoMT devices employed for assessing the health parameters of patients. Further, the fundamental operational procedures involved in the XAI models are very transparent, and they are largely used in IoMT-based disease detection and prediction. Moreover, they are also largely anticipated to provide valid reasoning on the decisions made by the model to the patients. Moreover, the XAI model also helps to address the moral and legal implications involved in the diagnosis of diseases.

4) LESSONS LEARNED

Even with expert human knowledge, the problem of intra variability persists. Nowadays, computer-based diagnosis is quite popular and accurate. Even the performance measures, such as the classification and identification of accuracy, have been improved by using ML-based diagnosis methods. DL is further improving the accuracy of signal classification with a larger dataset in a minimum time. DL systems can enhance the quality of biomarker assays considering DNA sequences, methylation, gene expression, chromatin profiles, and many other measurements. The vital healthcare-related features from the IoMT data can also be assessed using parameters, such as selectivity and invariance, for both image recognition and gene expression analysis. Further, the usage of Convolutional Neural Networks (CNNs) is the modern visual image processing powerhouse in the field of biomedicine. The outcome from the XAI literature shows the successful application of transparent models in the medical practices associated with the IoMT and smart medical
wearable devices. The XAI models thereby enhance the confidence of the users in the AI algorithms of the healthcare sector, as XAI models are applied in a wider range of medical applications. The main lessons learned here are provided as follows.

- Data analytics for mobile health and its relevant issues are needed to be carefully managed with appropriate solutions. It can be achieved by the implementation of IoT-enabled systems for real-time health monitoring and performing big data analytics.
- Awareness with respect to existing choices of big data analytics techniques for IoT-based healthcare systems is essential when assessing and selecting a suitable methodology for predicting and making decisions.
- The history of patient ailment can be analyzed via data analytics and with connected technology and the information can be accessed at any time and anywhere with cloud computing and IoT. This motivates the development of various handheld smart devices and applications in the healthcare domain.
- IoT devices and networks can be made trustworthy by applying human-centric AI. It enables IoT devices to learn from data and provide interpretable explanations about the carried out estimations or decisions. These explanations can assist humans in detecting non-reliable predictions. Furthermore, the computation costs involved in the XAI model depend only on the training cases, several layers and neurons per hidden layer. Observing the explanation from a larger group of users and IoT devices can ensure auto-generation of explanations in the human-centric AI incorporated into IoT devices. It can be implemented in smart homes and healthcare services, providing reliable and trustworthy explanations of the decisions made by IoT devices. For instance, the depression levels of patients can be tracked, and the XAI model can warn the family, friends, and doctors of the patients with appropriate explanations.

5) FUTURE WORKS

As the sensor manufacturing technologies get more sophisticated and cheaper, it is more convenient to develop smart healthcare devices, such as smart pill bottles, smart wearable devices, devices used for measuring correct postures, and many more. The applications are not just restricted to the development of compact hardware devices. IoMT smart wearable devices can be designed with flexible and lightweight materials to make sure that it is always comfortable to wear. Moreover, the AI frameworks support efficient information sharing between smart medical devices via the aid of appropriate lifecycle management frameworks with improved accuracy. Furthermore, the edge gateway devices close to the network collect those vital medical data through Wi-Fi, Zigbee, Bluetooth, NFC or any other wireless communication protocols.

People working at home due to the present pandemic situation are often prone to bad maintenance of their health, among which the bad posture of seating is predominant. IoMT devices can be positioned on the neck, and they can assist in tracking the exact position of the head and neck to determine bad posture. It can be used to position the neck and head in real-time using an extremely precise pivot sensor and a three-axis accelerometer. XAI frameworks, in such applications, can precisely observe the health parameters and determine the future impact on such bad postures. The adjustment of frequency and intensity of alerts from the device, guides the users to address their bad posture habits and tracks their progress towards better posture over time. Among all the key challenges, integrity and reliability of the data are particularly significant. Since these are associated with the life and death of the patients, a proper big data governance environment needs to be devised to provide better healthcare solutions [102].

D. INDUSTRIAL IOT

The latest technology trends in the field of AI and robotics are both important for end-users from different domains. While combining AI and robotics, where the robot is interpreted as the body and the AI as the brain. There is an overlap between these two technologies, in which AI is an area of computer science that helps us to develop computer programs that can learn by themselves such that these data can be fed and they learn from this data, or we human can use sensors and input data to help the algorithms learn by themselves [103]. Robotics, on the other hand, focus on building and operating robots with mechanical and electronic parts that can do things in an autonomous manner. In the manufacturing sector, for many years, we have had certain tools that can build cars, and now we have very advanced robots that have more sophisticated functionalities. For a long time, we have had robots to build things, such as cars, but they have been dumb robots. These can be programmed to pick something, such as screws, and put them on a wheel of a car, spray paint on the car, but these cannot intelligently make decisions. Nowadays, we can give those robot sensors and cameras that act as their eyes, and we instill intelligence to these robots as of the brain, to construct AI-enabled robots. A drone, for instance a robot, with its brain as AI, can fly in an autonomous manner. We now have self-driving cars again combining robotics and AI tools.

1) THE IIOT AND SMART MANUFACTURING

Beyond the complete integration of sophisticated digital systems in the modern manufacturing sectors, concrete data analytical services are also in larger demand. Further, it is mandatory to establish them to handle the information generated by IIoT systems and smart machines. It leads to actionable insights on the made decision that could deliver a profitable return on investments in the manufacturing process. Thus, sustainable smart manufacturing can be used for
smoothly managing the life cycle of the products manufactured associated with the IIoT data, Big Data analytics, and ubiquitous serving facility, as proposed in [104]. In the smart manufacturing ecosystems, throughput bottlenecks are one of the most common issues that may occur in the production line that generates data from machines in larger volumes. The authors in [105] implemented an auto-regressive integrated moving average method for predicting the machine behaviors in the active periods with the data acquired through the usage of the bottleneck prediction algorithm. Specifically, the data is channelized and handled effectively to overcome the bottleneck issues and improving the throughput of smooth production tasks.

IIoT data collected from smart machines enabled with sensors in smart factories are also used for condition-based maintenance [106]. Specifically, three-stage condition-based maintenance is employed using an ensemble learning algorithm with the first stage involved in training the ensemble, while the second stage detects the imbalanced IIoT data, and the final stage is involved in creating new ensembles. Experimental analysis of the condition-based maintenance provides high accuracy in detecting all the drifts in the data.

On the other hand, text mining on the IIoT data is another stream of the business prospect that governs Industry 4.0. The text mining data are used for suggesting better operations, technological solutions, improved work skills of the operators, and improved business opportunities [107]. Ensuring privacy in data mining is one of the key enablers for protecting massive sets of IIoT data from machines in smart industries. Such large data sets are effectively managed with the minimized transfer of data across nodes using MapReduce frameworks [108]. This implies that the IIoT data can enhance manufacturing processes in smart industries along with proper handling and analysis of industrial data.

2) AI-DRIVEN IIoT

Quicker analysis of industrial data and accurate decisions based on the data are made feasible when the 5G communication systems are being paired with AI and Big Data. Technological advancements in the sensor fusion process are produced to prove valuable and accurate information on the processing environment. They can make decision-making tasks easier combining the support of AI and ML. Challenges in data analytics and decision-making tasks are made feasible with the connected industrial devices using the developed e-maintenance framework through sensor fusion techniques [109]. Moreover, the audit trail for the collection and maintenance of accurate decision-making in smart manufacturing processes are addressed.

From the 5G networking prescribed for Industry 4.0, network slicing providing the required level of Quality of Service (QoS) needs to be dedicated to ensuring the QoS driven by 5G networks. A new resource allocation scheme is proposed by Messaoud et al. [110], which ensures reliability, delay, and bandwidth allotted for the IIoT devices connected to the network. Subsequently, the developed approach provides a significant reduction, in terms of minimum energy consumption and packet error, for enhancing accuracy in decision support systems, which helps in serving more industrial devices.

Real-time control and reliable sensing, as well as actuation, are realized with the deployment of Tactile Internet in smart industries [111]. Moreover, the role of tactile Internet in conjunction with 5G networks for AI and edge-computing is addressed with its ability to provide high-performance, low-latency, and ultra-reliable wireless communication standards for industrial applications. Besides, Tactile Internet is also widely used in the medical industry for observing patient history from remote places [112].

3) XAI FOR THE IIoT

With the adoption of connected systems in the manufacturing process, we also face increasing cybersecurity risks. Therefore, an adaptation of Industry 4.0 requires close collaboration of Information Technology (IT) experts for the implementation of cybersecurity with the best aspects across the digital ecosystem to enhance privacy and security features. To impart the trustworthiness of IIoT data in smart manufacturing, several efforts have been made. For instance, trust between humans and machines is enforced using cyber-physical-human analysis [113], which enhances the trust in dynamic modeling, cognitive prediction, and optimized interaction between humans and machines. Some of the major security threats faced by IIoT devices/machines are shown in Fig. 5. Similarly, Hegenberger et al. [114] reviewed the mechatronics systems in the industries and their transition towards secured CPS and cloud-based IIoT systems. Secure
Blockchain Tokenizer is also used for securing IIoT data collected from the supply chain in smart industries [115]. Data acquisition, monitoring, and teleoperation of IIoT data from CNC machines are performed using an Internet-based client-server model through the Web systems [116]. The developed CyberDNC Web systems are validated with a focus on secured connectivity between the servers and the CNC machines.

Moreover, MCloud platform was developed by Lu et al. [117] for establishing a secure and energy-efficient production network with improved privacy features and enhanced flexibility in the Industry 4.0 environment. The framework was also used for collaborative energy-efficient manufacturing for distributed manufacturers to coordinate production processes that are customized based on requirements. In [118], the researchers developed an industrial blockchain-based product lifecycle management model for the exchange of secure data services, secured storage platform, decentralized data access, and interoperability among Industry 4.0 compatible networks. IIoT-based data-driven security enforcement is also applied to the production of circuit breaker [119] in smart factories.

4) LESSONS LEARNED

Clearly, as the digitization and social trends in modern industries are getting evolved, the expectations of consumer segments are far beyond the current digital transformation. We explored the requirements to monitor, operate and control appliances in industries with fewer efforts using XAI models. Some key outcomes learned from this section are provided as follows.

- The evolution of IIoT has made a paradigm shift to meet expectations through smart industries and appliances. Smart devices can communicate effectively in the industrial environment with modern wireless communication technologies employed in IIoT-enabled machines [120]. IIoT, being a subset of IoT, is supported with numerous enabling technologies for the disruptive evolution of digitization in smart industries [121]. Sustainable technologies for Industry 4.0 [122], socio-technical view of modern industries [123] and state-of-the-art tools for smart machines [124] are summarized by many researchers, and the significance of IIoT towards social trends is compiled in the manufacturing sector.

- Few researchers summarized the case studies of using IIoT in modern industries [125] with the potential requirement, involved challenges [126] and new advancements of Industry 4.0 [127] driving the paradigm shift of industrial manufacturing processes. Digitization of industries also invokes the demand for the integration of CPS with IIoT [128] and improved cognitive ability in solving challenges at socio-economic smart industrial environments [129].

- Adopting Industry 4.0 requires both vertical and horizontal data integration across various business segments. Vertical digitization includes procurement, product design, manufacturing, supply chain, product life cycle management, logistics, operations and QoS, all integrated for seamless flow of data [130]. Horizontal digitization includes data integration with suppliers, customers, and key partners. Achieving integration requires upgrading or replacement of equipment, networks, and processes until a seamless digital ecosystem is established.

5) FUTURE WORKS

Global IoT technology is expected to rise to 6.5 trillion USD by the end of 2024 with the disruption in wireless communication services. To be in the race of this disruption in the industrial domain, wireless communication services demand a centralized computing approach and thereby provide support towards self-healing, automated and optimized infrastructures. Cloud/Centralized Radio Access Network (C-RAN) and SDN are also in the race to provide novel technological trends for 5G networks. They provide faithful coordination of Inter-cell and multi-point interference management with high throughput, ultra-reliable, and low latency features [131]. New development in the field of IoT in synchronization with big data, cloud computing, and AI have triggered the disruption in wireless services for industrial applications [132]. Cyber-physical production is gaining popularity in smart factories with the support of computer-aided tools, robots, and other technological advancements, providing flexible manufacturing processes. This enhances the supply chain, distributed warehousing, and automation process through the support of 5G communication services in smart industries [133]. Industry experts think that Industry 5.0 is a new revolution and 6G will be a new wireless generation [134], but researchers believe that this transition will not halt at 6G. Rather, it will continue beyond 5G and 6G as many technical challenges are yet to be solved.

E. INTERNET OF CITY THINGS

Over the past 50 years, the percentage of people who live in cities across the world has doubled and almost two-thirds of the global population will live in cities in the forthcoming decades. Urban and rural areas are evolving to cater to the changes in technology while presenting new opportunities for improved public safety and connectivity and for the overall experience of the visitors and residents living in smart homes.

In a smart home or smart building, the devices are connected via the Internet for provisioning remote monitoring and management of home appliances. Smart home technology, also known as the Internet of Home Things (IoHT), provides the house inmates convenience, security, scheduled maintenance, and energy-efficient control. It allows them to control smart home appliances with ease from remote places using apps on their smartphones or other networked devices (e.g., grant or deny home access through smart locks and check-in security cameras).
1) SMART CITY IOT PRODUCTS

In the present landscape of the IoT, the IoHT has become its integral component. Smart cities are envisaged from the Infrastructure perspective to have four pillars, including Physical, Social Infrastructure, Economic, and Institutional Infrastructure. The residents in the smart cities are the focal attention of each of these pillars. A smart infrastructure framework was developed in [135] for a disaster management system using IoT and Augmented Reality based smart buildings. To be precise, the authors introduced a large category of IoT devices that can be deployed for smart industries along with an interoperable test-bed used in the smart cities for testing the Augmented Reality-based disaster management service. Furthermore, this system also provides a safe and quick means of rescue guidelines for the residents in the smart buildings during emergency situations.

In addition, smart city services, such as the management of energy, water, and waste materials, are also driven by IoCT devices. They help to address the indispensable challenges imposed by rapid urbanization. Further, for optimized usage of resources and for robust decisions from IoT devices, their integration with AI services are gaining popularity among the end-users.

2) AI DRIVEN SMART CITY IOT PRODUCTS

AI-powered solutions also contribute greatly towards the deployment of smart appliances for homes, buildings, and other city infrastructures. In smart buildings, multiple vital parameters, such as lighting, security, and energy thermostats, need to be integrated into a secured and cost-effective solution. The technological convenience and efficiency of AI algorithms can play a vital role in the integration of smart cities and ensure appropriate decisions on the security issues, energy consumption, and demands of the appliances. In [136], traffic control operations in smart cities are automated using AI frameworks for classifications of vehicle functionalities in traffic. Further, it assists in enhancing the smart cities and the operations of communities in the data-centered society. However, as the number of interconnecting IoCT devices increases in smart cities, the AI frameworks must possess additional features to explain the decisions made by the AI models, which are rare in conventional AI models for smart cities.

3) XAI FOR SMART CITY IOT PRODUCTS

Many governments across the globe are racing to integrate AI and other modern technologies into every operational aspect of cities under their control. Most of the parts include public transportation, IT connectivity, power, water supply, sanitation, waste management, and e-governance. The technological implications of Big data, IoT, and AI make the deployment of smart cities feasible in these aspects.

Interference alignment-based communication security in IoT devices for smart cities imparts a secure green communication framework. In this scheme, the artificial noises and information signals are meant to harvest energy for establishing green communication [137]. In this work, the transmission rate is not affected by the artificial noise and improves the secrecy performance with good efficiency in energy harvesting tasks. XAI frameworks on green communication help to estimate the possible measures considered for aligning and mitigating the interference in the IoT communication and assist in exploring the parameters being optimized for energy harvesting and management.

Big data analytics plays a vital role in smart city applications. Further, those applications can process data from IoT devices and sensors to recognize patterns and demands of the people and infrastructures present in the environment. Employing robust and secure data analytics can considerably stop the congestion on roads, reduce accidents and congestion, and help drivers find many places to park their vehicles. Big data can also improve smart lighting, improve energy as well as utilization of water and reduce crime. In [138], the authors exploited IoT and big data analytics of smart cities using real-time urban data and subsequently used them to digitize the conventional technologies present in cities. Further, this work [138] implements city Planning using big data analytics and further processes traffic information to alert the drivers. In addition, the secure and scalable real-time processing of data from smart cities is utilized for enhanced user experience to make human lives easy with the assistance of IoT devices interacting with the environment.

Deployment of CPSs in smart city applications is poised to significantly improve the living of people in the cities. However, these are prone to vulnerability and risks of attacks on the IoT devices employed for monitoring and automating the tasks in the cities. Eliminating security vulnerabilities in smart cities involves the role of both technology and government entities. In [139], the authors explored the possibility of managing the cybersecurity issues, data privacy challenges, and policy issues in CPS deployments of smart cities.
Further, the theoretical and practical aspects of cybersecurity and privacy can be well addressed using AI frameworks through ML and DL techniques. Popular works on connected cars [140] and E-governance [141] have employed ML and DL techniques for ensuring secure frameworks for the IoT systems in smart cities. Furthermore, the XAI models on the frameworks ensure the interpretation of the decisions to provide robust and secured services.

4) LESSONS LEARNED

From the previous discussions and a few other prospective end-use cases of imparting trustworthy solutions for smart cities, we have summarized that XAI can be an effective tool in providing confidence, secure and trustworthy usage of the data from IoT devices that need to maintain a fair means of communication and exchanging data among these devices in the network. The key benefits of the mentioned applications are brought forward by the XAI models that provide human-centric AI in IoT devices, which further enable the XAI system model to accurately predict and provide trustworthy explanations of the decisions made by the models. This, in turn, leads to a better coexistence between the IoT devices and XAI models owing to the predictive ability of the models deployed in smart cities. They are largely associated with the ability to use the learned data to determine crucial prospects and thus provide better resource management solutions. The key lessons learned here are given as follows.

- High-speed communication and trustworthy data transfer are key requirements in smart city applications. In the aforementioned applications, the IoT devices in the network demand reliable technology for high-speed connectivity and thereby trigger quick prediction by the XAI models. Further, it is needed to determine the trustworthy solutions of the made decisions, which can be thought of as a series of the optimized outcome made to select the best and quick path in the data transmission. In this context, from the perspective of smart city construction, reliable communication services are in demand, and hence better solutions for building reliable and robust backbone communication networks are required.

- Even though providing the optimal energy-efficient smart solutions in the aforementioned applications is quite challenging, and these provide guaranteed sustainable ways of transforming the IoT devices for reliable and long periods of fault-free operations in the automation processes. The potential impact of energy management in intelligent smart buildings ensures the foundational aspects of the IoT devices before additional solutions driven by robust XAI models and services can arise. XAI models in these perspectives can determine the sectors where the energy is spent and provide awareness of the energy-saving phenomenon and its optimized usage in smart city applications.

5) FUTURE WORKS

The promising rise of IoT usage in smart cities integrated with AI technology was expected to bring data-centric solutions for addressing urban challenges. Whilst a few continents were ahead of the curve, most of the legacy cities are trying to upgrade their age-old infrastructure to build smart cities. To make the cities smarter, more efficient, and more sustainable for their residents, the XAI models can provide adorably solutions to the decisions made by the smart IoT-based devices employed for the growth of smart cities. Data analysts argue that there are four infrastructure investment opportunities (such as Buildings & construction, Energy and Water & waste management, and Enabling technologies) for the sustainable development of infrastructures with the support of XAI solutions for smart cities. The accelerated development of using XAI models in these sectors will lead to massive trust in the deployment of feasible solution-driven IoT devices for the growth of smart cities. Although the technological impact of XAI, big data, and IoT have received considerable attention, there are still many practical issues related to the implementation aspects of XAI models in IoT systems for smart cities, such as the hardware design, security, control in deployed locations and resource management, which require attention from the research community.

F. SUMMARY

In summary, with the inherent capabilities and maturity of the XAI, it paves the way for transforming the application domains of IoT to impart trustworthy services in association with other enabling technologies. Such technologies promise to offer a flexible deployment of IoT infrastructure and operational improvements as well as facilitate a transparent view of the decisions made by the smart devices to the end-users. However, as the XAI and IoT technologies are getting mature, several new research challenges are emerging that the research community needs to address. This section provides a summary of the advantages, challenges, and limitations of interoperability among XAI-based IoT applications.

1) ADVANTAGES OF XAI BASED IOT SYSTEMS

The ever-increasing popularity of blending AI with IoT has already been adopted by many business giants. However, the competitive advantage in real-time decision-making can be feasible for them if they tend to explore the mechanism of making decisions by the AI systems integrated with IoT frameworks. Even as the core functionalities of IoT are to make use of the stream of data accumulated from the sensors mounted onto end users, such as smart machines and other environmental monitoring systems through Internet connectivity, its inevitable final stage is the data analysis phase for extracting patterns from the data. Despite the crucial role played by AI models for extracting these patterns from the data generated by IoT devices, these lack in exhibiting the stages of decisions to the end-users. Deployment of XAI
models can unlock these features of exploring the decision-making phases of the systems based on the data generated from the IoT devices.

2) INTEROPERABILITY CHALLENGES AND LIMITATIONS OF XAI-BASED IoT SYSTEMS

The maturity of any technology comes with the cost of solving the involved challenges. Specifically, about interoperability in the IoT interface, few challenges exist due to the coexistence of multifarious systems, devices, sensors, and equipment that interchange location, time-dependent information in various data formats, languages, data models, construction, data quality, and complex interrelationships. Multi-version system designers and manufacturers, over time, under varying application domains, formulate the conditions of global agreements, and hence commonly accepted specifications are quite difficult.

IV. XAI: CUTTING EDGE DEVELOPMENTS FOR DEPENDABLE IoT SYSTEMS

The services provided by the XAI models for dependable IoT systems aim to drive through certain value add-ons. Although upgrading the features of XAI is independent of the timeline of using 6G services and edge XAI structures, these are crucial for XAI Security Enhancement and hinder the developments towards integrating XAI with IoT. This section envisages and summarizes the prospective cutting-edge developments in XAI for IoT systems. A few of the most popular cutting-edge developments are summarized in Table 2.

A. EDGE XAI STRUCTURES

When more IoT devices are connected to the cloud services through a network, scalable operations in the deployed environment could be challenging. Further, it might start to run into physical limitations in network bandwidth as the network gets crowded with data from all the IoT devices. It leads to paying more than the intended cost to the network service providers for that extra bandwidth. To address the resource management in IoT networks, implementation of ML and DL at the edge devices are motivated in [142]. For mission-critical multi-domain operations, the importance of fair, unbiased, trustworthy, and explainable outcome are crucial, which could be achieved by reliable and trustworthy AI algorithms [158]. Among various requirements and demands of IoT devices, proactive discovery is essential in decision-making tasks. This critical issue could be managed by acquiring knowledge from the diversified class of IoT devices engaged in on-device training and equipped with decision-making capabilities [143]. Owing to the idea of edge computing, our local machines or servers assist in managing the sensor data from all the IoT devices in an environment.

Furthermore, edge XAI provides techniques to understand better and validate the mechanism of AI models and their decision-making process. Thus, the generic AI structures cannot be utilized entirely solely with the models for imparting interpretable features. Accordingly, certain learning approaches are discussed to frame appropriate XAI structures that could cover the gaps in conventional structures.

Wells and Bednarz [159] highlighted the limitations of XAI in the Reinforcement Learning (RL) frameworks by highlighting the visualizations, policy challenges, and query-driven explanations. It ensures the enhancement of the decision-making ability of the RL techniques in various ranges of IoT applications. Further, the challenges in provisioning understandable explanations and their prevalence with respect to IoT applications were explored. In [160], the authors investigated self-supervised learning techniques for the perception of autonomous vehicles. Here, the focus was on the analytical methods and the handcrafted designs, which help to represent appropriate scenes in the perceived environment. The learning techniques adopted in this setting could assist mission-critical applications with the aid of XAI frameworks deployed to extract meaningful insights from the perceived data.

1) DISTRIBUTED REINFORCEMENT LEARNING

RL is a common approach for learning from the environment based on the agents taking action and collecting cumulative rewards. However, this learning approach can be expensive and consumes more training time due to its resource constraints, especially when dealing with a large volume of data [161]. Distributed RL is a viable and effective solution, which optimizes the training time, and maximizes the throughput and concurrency process for large datasets. Additionally, this learning technique maximizes the batch size in data transfer [144].

Temesgene et al. [145] considered energy harvesting in the network of virtualized small cells and controlled their power consumption using Distributed Deep RL (DDRL) framework. The work in [162] demonstrated the effectiveness of end-to-end model-free RL for urban driving by utilizing implicit affordability. It was analyzed by considering the pedestrians, traffic lights, and vehicle avoidance issues. Moreover, in [163], the real-world decision from a multi-objective perspective was studied using RL and planning strategies. In another similar work presented in [164], for continuous control of real-world environments, RL and other state-of-the-art learning algorithms are compared, and subsequently, an open-source benchmark standard was put forward. In particular, the work in [165] studied multi-agent distributed RL algorithm for AI-enabled wireless standards in coexistence with the model-based RL and cooperative model-based RL while utilizing them for Unmanned Aerial Vehicle (UAV) networks [166] and mobile edge computing applications [167]. Meanwhile, the Distributed ML focused on wireless networks helps analyze the constraints related to computation cost, rate of convergence, scalability, and optimization issues [168]. Further, they could also assist in addressing the adversarial attacks in...
TABLE 2. Existing works on cutting edge developments for dependable IoT systems.

| Ref. | Year | Key Inference | Cutting Edge Developments |
|------|------|---------------|--------------------------|
| [142] | 2020 | Resource management in IoT networks. | • ML and DL at the edge devices.  
• Reduces extra bandwidth. |
| [143] | 2019 | Management of decision-making critical issues. | • Engaged in on-device training.  
• Manages the sensor data from all the IoT devices. |
| [144] | 2022 | Deals with a large volume of data. | • Distributed RL provides a viable and effective solution.  
• Optimizes training time and maximizes the throughput. |
| [145] | 2020 | Focuses on energy harvesting in the network | • Virtualizes cells and controls their power consumption.  
• Distributed Deep RL is incorporated for harvesting energy. |
| [146] | 2021 | Evaluation of cognitive states of human brain. | • Distributed supervised learning models are used for feature extraction.  
• Attention features study the cognitive states of the brain. |
| [147] | 2020 | Heterogeneous distributed resources gains benefit from the distributed learning frameworks. | • Provides an optimal topology that fits the capabilities of the system.  
• Significant rewards from the strongly contributing IoT devices. |
| [148] | 2021 | Personalized FL. | • Guidelines towards the development of personalized FL.  
• Realistic PFL approaches are highlighted. |
| [149] | 2020 | Malware detection in edge computing applications. | • Privacy-preserving FL classifier was developed and trained.  
• Guarantees better privacy features for Android applications. |
| [150] | 20xx | Reputation awareness for ensuring trustworthy and collaborative training of IoT data. | • Fine-grained FL is used for decentralizing the ML models.  
• Blockchain-based scheme used for training IoT data at the mobile edge devices. |
| [151] | 2020 | Fairness of the FL models in edge and cloud environments. | • Blockchain-based security-oriented architecture is employed  
• Context-aware synchronization of models for IoT is ensured. |
| [152] | 2021 | IoT-enabled applications with technical requirements in incorporating 6G services. | • Realization of 6G energy-efficient components.  
• Lead role of IoT devices as personal digital assistant. |
| [153] | 2020 | Convergence of 6G and IoT services for Radio-over-Fiber systems. | • XAI-based solutions for optic fiber communication.  
• Provides better spectral efficiency. |
| [154] | 2021 | Impact of 6G-enabled intelligence in the edge nodes. | • Ultra-reliable low latency applications for IoT and autonomous vehicles.  
• Improves the efficiency of the communication services. |
| [155] | 20xx | Integrates cloud and edge computing platforms for IoT applications. | • Scalable solutions for distributing valuable resources.  
• Reduce the communication delay and storage requirements. |
| [156] | 2021 | Impact of 6G-based massive IoT for multiple access. | • Key performance indicators and their dimensions are summarized.  
• Joint optimization of channel coding and linear spreading. |
| [157] | 2020 | Green communication services for IoT. | • Better services, mobility, and resource management.  
• Ubiquitous intelligence in the current communication standards. |

To reduce the complexity of the learning model, the authors in [169] proposed a policy optimization strategy for distributed RL algorithm, which then can be used to reduce the communication overheads and establish distributed learning facilities by fetching the best rewards. It is worth noting that to use distributed RL effectively, approaches in XAI edge computing, the power, resources, and computation cost need to be optimized concerning the design metrics of IoT devices while meeting the relevant constraints. Although the joint optimization of various parameters is a challenging task, it can significantly enhance
the performance of edge XAI structures developed for IoT applications.

2) DISTRIBUTED SUPERVISED LEARNING

Supervised learning approaches help to separate data through classification mechanisms and fit the data to a particular class through a regression mechanism. While handling a large volume of IoT data from diversified categories of smart devices, improved performance and high-speed decision-making process could be ensured if more such learning models are deployed in a distributed fashion. Distributed supervised learning provides a practical implementation of large-scale distributed services for efficient parallelization in processing and training data [170]. It ensures effective interpretation of a bunch of distributed models rather than exploring the decision-making capability of a large centralized supervised learning model.

Grossberg [171] presented a review on the state-of-the-art of autonomous adaptive algorithms from the perspective of AI and human brain functional capabilities (e.g., cognition, perception, and action) in autonomous intelligent systems. Further, in this work, the distributed learning capabilities of the human brain are contrasted with the adaptive intelligent systems. In another recent work [146], cognitive states of the brain are evaluated, which could be effectively imparted as cognitive attention features in distributed supervised learning models. To enhance the performance of distributed ML networks, the authors in [172] proposed a supervised learning approach considering the learning and information nodes for learning cooperation, thus reducing the learning cost.

Considering the critical aspects of distributed supervised learning approaches, XAI compatible edge developers can deploy intelligence, such as cognitive features, and cooperate with the learning tasks at the XAI edge through the significant sharing of resources in the distributed learning architecture.

3) FEDERATED LEARNING

Federated learning (FL) helps to train AI algorithms across multiple devices, including smartphones, IoT devices, and other distributed cloud services. It allows users to build a model that drives towards data privacy concerns and handles bandwidth issues of IoT devices and smartphones through local training and then sharing the model with the servers [173]. The server then combines the models acquired from multiple devices into a single federated model, and this particular model does not have direct access to the training data.

Practical implementation of FL in IoT devices helps ensure data privacy and reduces communication costs. Moreover, FL possesses its inherent privacy preservation nature, which is widely used in 6G services [174], [175]. Comprehensive information on different aspects of FL systems, their categorization, and their usage mechanism for data privacy and protection are provided in [176]. Recent work is [148] in this regard, where guidelines are provided for the development of Personalized FL (PFL). Specifically, the PFL techniques are categorized as model-based and data-based methods, and the key ideas and realistic and trustworthy PFL approaches are highlighted. Zhang and Li [177] used a federated transfer learning method for fault diagnosis in industrial machines that ensures data privacy using deep adversarial networks.

FL has notably secure means of preserving the data from IoT devices and supports local training of data. However, one should note that the privacy-preserving accuracy of the IoT data is determined via the combination of established communication, edge infrastructure, and other device-specific parameters.

4) BLOCKCHAIN BASED DISTRIBUTED LEARNING

Blockchain-based distributed learning provides a secure framework to eliminate trusted third parties involved in the process of content transactions [178]. Instead of using centralized service from a single party, a group of peers and organizations, using the distributed learning technology, are involved in processing the submitted transaction requests digitally signed by the IoT devices involved in the transaction process.

In a recent survey [179], the blockchain-assisted AI-enabled networks, prevention, and control of epidemics are analyzed in a distributed and cooperative healthcare framework. This involves a secure exchange of medical information at the edge device that lies among different healthcare networks. In addition to other viable means of adding edge intelligence, distributed Multi-Armed Bandits (MAB) model [180] are used for Multi-agent decision-making in edge structures via a robust lightweight learning algorithm that allows changes in the topology of a dynamic IoT network. In a network of IoT healthcare devices, blockchain smart contracts are employed to manage the edge training plan using the FL approach, which ensures authentication and trust management of IoT devices [181]. Furthermore, this work employs a lightweight hybrid FL framework and supports full encryption on the collected data with the edge nodes having additive encryption ability on the IoT data, thus providing secure means of IoT health care services.

It is remarkable that all the possible solutions for deploying XAI structures at the edge of IoT networks so far show that the learning frameworks should be secure, trustworthy, and capable of executing AI algorithms in resource-constrained devices. This will require innovative measures for the efficient implementation of trustworthy XAI structures.

B. POTENTIAL TO MEET 6G REQUIREMENTS FOR IOT

To date, a plethora of research in wireless communication has provided 6G services to evolve terrestrial, air, and maritime communication into new dimensions. The key players of this 6G technology work under sub terahertz (THz) and THz frequency communication media. There is much bandwidth available at these higher frequencies; therefore, data rates up
FIGURE 7. 6G architecture for XAI driven IoT applications.

to one terabit per second seem feasible [182]. As this is one of the key aspects of the 6G communication standard, this can be a better component for infrastructure IoT, ubiquitous sensing, distributed identity, and embedded sensing applications. Guo et al. [152] presented a survey on 6G-enabled massive IoT that summarizes the IoT-enabled applications along with the core technical requirements for incorporating 6G services with new network architecture. Furthermore, the latency in 5G services in milliseconds could be much reduced to microseconds by enabling much denser IoT connectivity. Moreover, the real digital ecosystem could be realized in 6G energy-efficient components. It could also be a hybrid ubiquitous network, which could incorporate all advanced contemporary technologies. Further, 6G for mobile handsets and IoT devices will be playing a lead role as personal digital assistant for individuals. Optical communication services and security features are expected to be much superior in 6G services. Fig. 7 shows the layer-wise architecture of 6G services for delivering trustworthy XAI-driven IoT services.

1) MASSIVE ULTRA-RELIABLE, LOW LATENCY COMMUNICATIONS (mURLLC)

With the requirement of establishing robust end-to-end security and achieving a target latency of around one microsecond, 6G services can be a perfect reliable standard. Establishing reliable communication among an immense number of mission-critical IoT devices forces a drastic change in existing communication standards to ensure channel availability and avoid congestion in the network. 6G communication services providing Massive ultra-reliable, low latency communications (mURLLC) will be a perfect candidate for latency-sensitive IoT networks. As IoT devices demand low-power transmission as one of their key priority, 6G communication standards can address the trade-offs among throughput, reliability, and latency that are prevalent issues in IoT communication. In a recent work reported in [154], the authors summarized the impact of 6G-enabled intelligence in the edge nodes of the network for ultra-reliable low latency applications targeted for IoT and autonomous vehicles. This 6G-enabled edge intelligence improves the efficiency of the communication services in terms of network mobility and communication latency [152], [154].

2) SCALABLE ARCHITECTURE

Most of the existing work focuses on customizing wireless services for IoT devices and individual network entities based on static edge computing in a single edge server. However, in the future 6G communication services, a larger number of IoT devices need to be integrated. This requires a decomposable and scalable architecture that could support parallel computing among multiple edge devices [183]. Such edge intelligence provided in a distributed manner can support better computation and communication services. For future 6G-enabled IoT applications, the role of scalable architecture is expected to play a crucial role.

Scalable architecture coupled with FL-based 6G services significantly reduces the security threats and enables distributed availability of computation resources [184]. In [175], the authors summarized the convergence of ubiquitous AI in FL-enabled 6G while considering scalable architecture as one of its key components. In another work [155], AI is used as a tool for establishing a link between cloud and edge computing platforms for IoT applications. This involves scalable solutions for distributing valuable resources that significantly reduce communication delay and storage requirements. Further, the authors in [185] investigated edge computing in 5G considering the reliability, low latency, and scalability as the most important features for evaluating its functionality. This outcome can be comfortably extended to imparting scalable architecture for 6G-enabled IoT services.

The work in [186] proposed a reconfigurable intelligent surface (RIS) to achieve quick model aggregation for over-the-air computation based FL. Here, with the deployment of RIS, the model ensures to provide higher accuracy compared to the state-of-the-art schemes. This scheme largely assists XAI models by ensuring robust interpretable solutions in the decision making phases. Very recently, the authors in [187] surveyed the intrusion detection in the IoT ecosystem that encompasses the cybersecurity framework, XAI models and FL, for imparting robust protection of the IoT devices against various cyberattacks.
3) MASSIVE ACCESS
For the conventional bandwidth-limited technologies, incorporating massive access for IoT imparts a huge task considering the power and cost requirements. The 6G services incorporated with multi-antenna base stations could serve a large number of single-antenna IoT devices by deploying massive access features. The ever-increasing demand for high bandwidth efficiency, low latency, and management of heterogeneous data traffic in 6G services can be addressed using massive access techniques. In [156], the authors summarized the impact of 6G-based massive IoT by considering the multi-user channel coding, joint modulation, and linear spreading from the perspective of non-orthogonal multiple access technologies. The associated potential enabling technologies for 6G networks, its key performance indicators, and its dimensions concerning massive access techniques are summarized in [188].

The impact of massive access along with AI is widely found in digital twin applications, which incorporate the secure platform driven by blockchain and smart grid technologies [189]. This involves the communication framework of 5 GB, which can quite comfortably be extended for 6G-enabled IoT devices. In [190], a joint beamforming design algorithm is developed for validating the energy harvesting capability of 6G-based IoT devices enabled with massive access capability. The impact of the diversity order in multi-user systems and finite block length theory plays a significant role in enabling massive access ability for IoT devices [156]. A resource-hopping-based grant-free multiple access technique [191] in 6G IoT networks enables maximum device handling capability with better packet delay, latency, and interference, meeting the reliable requirements of IoT devices. The authors in [192] implemented 6G-based big data analysis and targeted to meet large-scale IoT devices. This is enabled by using low-energy multiple access techniques that provide a higher success rate and the ability to analyze the data from multiple IoT devices. The grant-free non-orthogonal transmission schemes through multiple access are directed to enable 6G enabled IoT services [193]. It is implemented using a DL-based joint user decoding and detection mechanism. This also incorporates a multi-layered model that drives multiple access capabilities for the system and triggers a massive contribution to IoT communication. With two novel algorithms, the massive access schemes are incorporated in [194], through which the sum rate performance is evaluated, and its outcome provides promising support for IoT applications enabled by 6G services. Moreover, in [195], spectrum management and channel estimation are addressed with the support of AI techniques for guaranteeing reliable low latency services for 6G-enabled IoT devices. Moreover, it ensures the provision of tight QoS on complex architectures and legacy networks.

4) GREEN COMMUNICATION
As telecom vendors and operators are moving towards green communication services, supported by green networks, these use renewable energy, such as wind and solar energy, for their operations. Furthermore, the green networks incorporate power amplifiers for amplifying the generated power from renewable energy sources, which in turn supports the operation of the nodes in the network. Besides, the topology support of green networks is based on femtocells and agile bases. Green communication can be supported based on the cognitive radio services to optimize its operations and power requirements. The green communication services ensure power and computation-efficient communication services, which can be a perfect fit to operate IoT devices in conjunction with this environment-friendly technology. The ubiquitous intelligence in the current communication standards is driven through green communication services for provisioning better services, mobility, and resource management to a sustainable extent with optimized usage of renewable energy sources [157], [196].

Hybrid whale spotted hyena optimization algorithm [197] outperforms the conventional energy-efficient data dissemination methods to provide supreme performance for green communication-enabled 6G-based massive IoT networks. Green communication can also be integrated with optical wireless communication technology, as reported by the authors in [198]. They have presented the effective means of free space optical communication facility considering the light fidelity for the faithful implementation in 6G-based IoT systems. Wang et al. [199] developed a base station wakeup strategy, which could be applied to 6G services that consider the energy states by switching between on-grid and renewable services for the targeted IoT applications. The Transfer Asynchronous Advantage Actor-Critic algorithm [200] helps to analyze the resource allocation issue considering the energy requirements as one of the optimal resources for a communication system. This flexible scheme outperforms other ML approaches to provide learning-based optimized green communication services. In a vehicle-to-network scenario, the UAV-aided system is enabled to establish an architecture that provides a green communication link between the UAV, satellite, and UAV and IoT networks [201].

C. SUMMARY
In this section, we highlighted the role of edge XAI structure and 6G services, along with their enabling technologies, platforms, characteristics, and challenges, to deliver trustworthy IoT applications. The great success of XAI frameworks in support of IoT applications is backed by distributed services offered through RL, FL, and blockchain-based services. Deploying XAI structures on edge devices for IoT applications, such as healthcare and smart cities, draws the attention of end-users due to their interpretable characteristics and quick response time as well as better accessibility. Nevertheless, edge XAI structures will be a great means for the long-term and massive integration of large numbers of IoT devices operating on a large volume of data.
IoT components need to utilize the edge XAI infrastructure for faithful integration of data analytics engines and cloud services. Currently, the integration of 6G services into IoT applications is limited due to the lack of enabling services, which are based on the deployment of supporting technologies. While huge demand exists for mURLLC, scalable architecture, and massive access to sensitive real-time communications, the green communication concept over IoT applications could support the modern communication area to a larger extent.

V. FUTURE RESEARCH DIRECTIONS AND CONSIDERATION OF XAI FOR IOT

This survey discussed the key features of XAI, focusing on the design of IoT systems, considering the XAI enabling technologies, and emphasizing the transparency of the decision-making process in IoT applications. However, there is still a huge scope for the successful implementation of XAI in practical IoT systems, including THz and semantic communication, high energy-efficiency issues, synchronization, a new explainable model for signal processing perspectives, such as joint channel detection and transmission with XAI for IoT networks, and low cost and low power consumption hardware design for XAI devices over IoT. Some discussions on these issues are provided as follows for future researchers to grasp promising solutions.

A. THZ COMMUNICATION

Revolutionary enhancement of data rate is witnessed in current wireless communication systems. On the other hand, ubiquitous devices are foreseen due to the immersion of the IoT paradigm. Thus, it is expected to reach up to 1 Tbps peak data rates and 10 Gbps experienced data rates for users for 6G. To meet the requirements, the Terahertz technology is considered one of the enabling technologies owing to the abundant frequency band. The wireless channel at THz frequency is highly uncertain and dynamic THz technology is considered one of the enabling technologies of tomorrow’s 6G wireless systems. Due to the abundant frequency band and the high susceptibility to blockage and molecular absorption, THz frequencies can potentially provide significant wireless capacity performance gains and enable high-resolution environment sensing. It can be considered as a means to provide communication and sensing services for IoT applications [202], [203]. However, the challenges of modeling, network design, and the emergence of optimization require us to rethink the conventional physical (PHY) layer and networking procedures. The large volume of data generated in the IoT devices can be analyzed using AI algorithms to help improve the performance of the THz communication, which in turn guarantees the QoS of IoT applications.

B. SEMANTIC COMMUNICATION

With the objective of extracting insights from the transmitted information through the matched knowledge base, we need to design effective methods to improve semantic communication in the IoT scenario [204], [205]. For the next-generation communication among IoT devices and the infrastructure, an adaptive and intelligent communication system is about to move forward. Semantic communication can improve the secondary market in an adaptive manner [206], [207], where the users with XAI capacity at the edge devices can dynamically detect the decision made on the interpretation of semantic information. DL-based semantic communication is one of the key techniques to improve transmission efficiency. However, the choice of XAI models to balance transparency in decision-making and efficient transmission is a very important problem in semantic communication for IoT. The transparency and trustworthiness of IoT frameworks can bring new challenges to effective semantic communication.

C. HIGH ENERGY EFFICIENCY ISSUES

In recent years, many new techniques have been proposed for the design of energy-efficient IoT devices and their associated edge devices. However, the ubiquitous nature of IoT makes itself responsible for energy drainage. Understanding and application of key energy-efficient techniques may vary under different scenarios and types of IoT frameworks, that in turn make the problems more complex. In AI-enabled IoT solutions, large-scale network deployment has become an inevitable trend, and the combination of XAI techniques can effectively solve this problem. For instance, an IoT framework with allocated resources for the network and devices can provide maximum efficiency and lower energy consumption. However, the problem is still challenging to solve due to the distributed nature of IoT settings and the models adaptable to the scenario. In other words, designing a highly flexible and low-complexity XAI model for further enhancing the trustworthiness in an energy-efficient manner for IoT systems is an important research direction.

D. HARDWARE DESIGN FOR XAI DEVICES OVER IOT

The large volume of data produced by the IoT devices is processed locally rather than offloading to the cloud servers, which can be supported by distributed XAI technologies. Such technological changes require significant strides in the energy efficiency of IoT devices, which have become a challenge for hardware design. To implement XAI in IoT devices, the corresponding protocols should be renewed. For example, the synchronization protocol of the distributed devices should be designed when there exists some information exchange among XAI-enabled devices. Neural networks are predominantly used in AI systems. The numbers of neurons, neural layers, and activation functions influence the number of operations and the computational complexity. Associated hardware to run neural networks should be designed to save energy, which is the key to the implementation of this model.
E. DISTRIBUTED XAI
Undoubtedly, the management of a distributed range of XAI systems to draw faithful and trustworthy conclusions on the data collected from IoT devices is one of the most challenging issues in the deployment of transparent IoT applications driven by XAI. Nowadays, to improve the delay encountered in the integration of the decisions made from the distributed entities of XAI models, many high computing devices, such as GPUs, are available. However, imparting the transparency features in their decision-making phases and combining the decisions made from the distributed XAI platform is a challenging issue. It is, therefore, necessary to gather evidence and adopt alternate solutions in distributing IoT data to the XAI models and accumulating the decisions made by the models for trustworthy interpretation of stage-wise decisions made by those models.

F. XAI SECURITY AND PRIVACY
Beyond the aforementioned technical challenges, security and privacy are major issues to be considered while collecting data from IoT devices and using them to train the XAI models. The study of defense mechanisms against the attack in XAI systems in terms of imparting privacy and confidentiality properties for the explainable methods still needs to be explored by the research community. Moreover, investigation of robustness in the security of XAI with respect to different neural network architectures is a demand among the use cases. Moreover, security challenges remain prevalent when the XAI models operate on the data generated from IoT devices. From the perspective of the cybersecurity domain, the threat models for XAI methods need to be expanded to reflect real-world settings and secure the data gathered by IoT devices. Furthermore, consistency in the design prospects of mitigating black-box attacks is required to study and analyze the correctness and confidence of XAI methods.

G. ACCOUNTABLE AND SYSTEMATIC DECISION MAKING
Quality of decision-making is largely improved with XAI, and it ensures the stakeholders take up responsibility with confidence. Based on the domain and applications, XAI models assist in providing better system requirements for design, measurements, and periodic testing by the users. They offer exemplary opportunities for automated decision-making and guarantee to provide specific, accountable, and systematic ways of using the core values and principles of the human decision-making process. However, to gain maximum benefit from deploying particular tools for automated and systematic decision making, even before they are completely understood, research on developing robust XAI paradigms and their deployment and testing over crucial use cases are anticipated.

VI. CONCLUSION
The explosive boom of IoT and the rising popularity of automation and remote monitoring and control over the Internet have created concerns over the trust of end-users. This is due to an inefficient architecture that has less concern over the transparency of operations in the network of smart devices. Researchers and industry experts are embracing the use of XAI as a promising technology to help overcome these challenges. XAI frameworks are capable of implementing new capabilities and solutions towards enabling trustworthiness in IoT devices and networks. However, due to resource constraints in IoT devices, it is challenging to implement full-fledged trustworthy services for the end-users.

In this paper, we presented a comprehensive survey on XAI solutions for IoT systems. We started with an overview of XAI characteristics and their salient features, followed by a discussion of its role in modern use cases. A description of the demand for developing trustworthy systems, emphasizing IoT applications and recent standards, was provided. We further provided the state-of-the-art past and progressive research activities in the field of XAI and IoT regarding the considerations towards the development of explainable systems. We also highlighted IoT use cases based on the explainable features imparted in such systems. Furthermore, we extensively explored XAI over IoT adaptive solutions using emerging architectures based on 5G services, cloud services, and big data management. Moreover, we extended the explainable capability of IoT frameworks to newer domains, such as IIoT and other smart applications. Based on the survey regarding the XAI over IoT, we discussed the research challenges that require immediate attention from the research community. We believe that this paper outlines the research gaps in the field of XAI and its impact on IoT and will assist the readers in perceiving an overview of the recent progress in this domain and drive towards future works.
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