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Abstract. In this article we study the convergence of the Nash Equilibria in a \( N \)-player differential game towards the optimal strategies in the Mean Field Games, when the dynamic of the generic player includes a reflection process which guarantees the invariance of the state space \( \Omega \). The well-posedness of the Master Equation allows us to use its solution \( U \) in order to construct finite dimensional projections \( u^N_i \), which will converge, in some suitable spaces, to the solution of the Nash system \( v^N_i \).

1. Introduction

This article is related to the convergence of Nash Equilibria in a \( N \)-players differential game, through the use of the so-called Master Equation.

The asymptotic behaviour of an \( N \)-players differential game is typically described by the Mean Field Games system, whose theory was introduced by J.-M- Lasry and P.-L.- Lions in 2006 ([44, 45, 46, 47]), and in the same years by Caines, Huang and Malhamé, see [38]. Conversely, the study of the convergence problem is very often approached with an infinite dimensional equation equivalent to the Mean Field Games system: the Master Equation, whose definition was given by P.-L. Lions in his lectures at Collège de France, [48].

The complete novelty of our results is in the boundary conditions. The convergence problem is typically studied when the state space of the agents is the torus \( \mathbb{T}^d \), or, especially in the probabilistic literature, the whole space \( \mathbb{R}^d \). But in many applied models it is important to consider situations when the state space is a bounded domain \( \Omega \), with conditions that force the trajectories of the players to remain in the domain. See, for example, the models proposed in [1, 37].

In our case the invariance of the domain is obtained with a reflections process at the boundary. Namely, the dynamic of the player \( i \), with \( 1 \leq i \leq N \), is given by the following stochastic differential equation:

\[
\begin{align*}
\left\{ 
\begin{array}{l}
dX_i^t = b(X_i^t, \alpha_i^t) dt + \sqrt{2}\sigma(X_i^t) dB_i^t - dk_i^t, \\
X_i^{0} = x_0^i,
\end{array}
\right.
\end{align*}
\]

where \( \alpha_i^t \) is the control, chosen from a certain set \( A \), \( b: [0, T] \times \Omega \times A \rightarrow \mathbb{R}^d \) is the drift function and \( \sigma: \Omega \rightarrow \mathbb{R}^{d \times d} \) is the diffusion matrix of the process.
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Moreover, \((B_t)^i, 1 \leq i \leq N\) are independent \(d\)-dimensional Brownian motions, \(x_0^i \in \Omega\) and \(k_t^i\) is a reflected process along the co-normal. According to [50], this reflected process satisfies the following properties:

\[
k_t^i = \int_0^t a(X_t^i)\nu(X_t^i) \, d|k_s^i|, \quad |k_t^i| = \int_0^t \mathbb{1}_{x_t^i \in \partial \Omega} \, d|k_s^i|,
\]

where \(a = \sigma \sigma^*\) and \(\nu\) is the outward normal at \(\partial \Omega\). This reflection along the co-normal forces the process to stay into \(\Omega\) for all \(t \geq 0\).

There is an extensive literature about stochastic differential equations with reflection, and existence results were already obtained, for example, in [9, 31, 49, 50, 54, 56, 57], so we will not discuss about it in this article.

From now on, we will use the notation \(\nu\) to indicate a vector of \(\mathbb{R}^{Nd}\) defined by \(\nu = (v^1, \ldots, v^N)\), where \(v^i\) is an already defined vector of \(\mathbb{R}^d\).

Assume that the cost for the player \(i\) is given by the following functional:

\[
J^N_i(t_0, x_0, \alpha_i) = \mathbb{E} \left[ \int_{t_0}^T \left( L(X_t^i, \alpha_t^i) + F(X_t^i, m_{x_t^i}^N) \right) \, ds + G(X_T^i, m_{x_T}^N) \right],
\]

where \(L\) is the Lagrangian cost for the control and \(F\) and \(G\) are the cost functions of the player \(i\). Of course, there must be a symmetry structure for the system in order to have a convergence for \(N \to +\infty\). Hence, we assume that the cost functions depend on the trajectory of the player \(i\) and the empirical distribution of the other players, defined as follows:

\[
m_{x_t^i}^N = \frac{1}{N-1} \sum_{j \neq i} \delta_{x_j}, \quad \text{where } \delta_{x_j} \text{ is the Dirac function at } x_j.
\]

With these notations, a control \(\alpha_i^*\) provides a Nash equilibrium if, for all controls \(\alpha_i\), and for all \(i\) we have

\[
J^N_i(t_0, x_0, \alpha_i^*) \leq J^N_i(t_0, x_0, \alpha_i^*, (\alpha_j^*)_{j \neq i}),
\]

i.e., each player chooses his optimal strategy, if the other agents have chosen the control provided by the Nash equilibrium. The value function for the generic player \(i\) corresponds to the cost functional evaluated at the optimal control:

\[
v_{t_0}^N(t_0, x_0) = J^N_i(t_0, x_0, \alpha_i^*).
\]

Using Ito’s formula and the dynamic programming principle, one can prove the following: \(\alpha^*\) provides a Nash equilibrium if the related functions \(v_{t_0}^N\) solve the so-called Nash system:

\[
\begin{cases}
-\partial_t v_{t_0}^N(t, x) - \sum \text{tr}(a(x_j)D^2_{x_j} v_{t_0}^N(t, x)) + H(x_i, D_x v_{t_0}^N(t, x)) \\
+ \sum_{j \neq i} H_p(x_j, D_x v_{t_0}^N(t, x)) \cdot D_{x_j} v_{t_0}^N(t, x) = F(x, m_{x_j}^{N,i}) \bigg|_{x_j \in \partial \Omega} = 0,
\end{cases}
\]

Moreover, \((B_t)^i, 1 \leq i \leq N\) are independent \(d\)-dimensional Brownian motions, \(x_0^i \in \Omega\) and \(k_t^i\) is a reflected process along the co-normal. According to [50], this reflected process satisfies the following properties:

\[
k_t^i = \int_0^t a(X_t^i)\nu(X_t^i) \, d|k_s^i|, \quad |k_t^i| = \int_0^t \mathbb{1}_{x_t^i \in \partial \Omega} \, d|k_s^i|,
\]

where \(a = \sigma \sigma^*\) and \(\nu\) is the outward normal at \(\partial \Omega\). This reflection along the co-normal forces the process to stay into \(\Omega\) for all \(t \geq 0\).

There is an extensive literature about stochastic differential equations with reflection, and existence results were already obtained, for example, in [9, 31, 49, 50, 54, 56, 57], so we will not discuss about it in this article.

From now on, we will use the notation \(\nu\) to indicate a vector of \(\mathbb{R}^{Nd}\) defined by \(\nu = (v^1, \ldots, v^N)\), where \(v^i\) is an already defined vector of \(\mathbb{R}^d\).

Assume that the cost for the player \(i\) is given by the following functional:

\[
J^N_i(t_0, x_0, \alpha_i) = \mathbb{E} \left[ \int_{t_0}^T \left( L(X_t^i, \alpha_t^i) + F(X_t^i, m_{x_t^i}^N) \right) \, ds + G(X_T^i, m_{x_T}^N) \right],
\]

where \(L\) is the Lagrangian cost for the control and \(F\) and \(G\) are the cost functions of the player \(i\). Of course, there must be a symmetry structure for the system in order to have a convergence for \(N \to +\infty\). Hence, we assume that the cost functions depend on the trajectory of the player \(i\) and the empirical distribution of the other players, defined as follows:

\[
m_{x_t^i}^N = \frac{1}{N-1} \sum_{j \neq i} \delta_{x_j}, \quad \text{where } \delta_{x_j} \text{ is the Dirac function at } x_j.
\]

With these notations, a control \(\alpha_i^*\) provides a Nash equilibrium if, for all controls \(\alpha_i\), and for all \(i\) we have

\[
J^N_i(t_0, x_0, \alpha_i) \leq J^N_i(t_0, x_0, \alpha_i^*, (\alpha_j^*)_{j \neq i}),
\]

i.e., each player chooses his optimal strategy, if the other agents have chosen the control provided by the Nash equilibrium. The value function for the generic player \(i\) corresponds to the cost functional evaluated at the optimal control:

\[
v_{t_0}^N(t_0, x_0) = J^N_i(t_0, x_0, \alpha_i^*).
\]

Using Ito’s formula and the dynamic programming principle, one can prove the following: \(\alpha^*\) provides a Nash equilibrium if the related functions \(v_{t_0}^N\) solve the so-called Nash system:

\[
\begin{cases}
-\partial_t v_{t_0}^N(t, x) - \sum \text{tr}(a(x_j)D^2_{x_j} v_{t_0}^N(t, x)) + H(x_i, D_x v_{t_0}^N(t, x)) \\
+ \sum_{j \neq i} H_p(x_j, D_x v_{t_0}^N(t, x)) \cdot D_{x_j} v_{t_0}^N(t, x) = F(x, m_{x_j}^{N,i}) \bigg|_{x_j \in \partial \Omega} = 0,
\end{cases}
\]
for \((t, x) \in [0, T] \times \mathbb{R}^N\). Here \(a = \sigma^*\), \(H_p(x, p)\) denotes \(\frac{\partial H(x, p)}{\partial p}\), for \(p \in \mathbb{R}^N\) and \(H\) is the Hamiltonian of the system, i.e. a slight variation of the Fenchel conjugate of the Lagrangian:

\[
H(x, p) := \sup_{a \in A} \left( -b(x, \alpha) \cdot p - L(x, \alpha) \right).
\]

Existence of solutions for this system is well known under some hypotheses of regularity and growth of the coefficients, see [6, 43].

However, the structure of the \(N\)-players game becomes really intricate when \(N \gg 1\), and in that case we are naturally interested in an asymptotic behaviour of (1.3) as \(N \to +\infty\), in order to simplify the configuration of the Nash system.

If we want to describe, at least heuristically, the structure of this limit problem when \(N \to +\infty\), we find a differential game with infinitely many players, where the dynamic of a generic player is driven by a stochastic differential equation of this type:

\[
\begin{aligned}
dX_t &= b(X_t, \alpha_t) \, dt + \sqrt{2}\sigma(X_t) \, dB_t - dk_t, \\
X_{t_0} &= x_0,
\end{aligned}
\]

and each player chooses his own strategy in order to minimize

\[
J(t_0, x_0, \alpha.) = \mathbb{E} \left[ \int_{t_0}^T \left( L(s, X_s, \alpha_s) + F(X_s, m(s)) \right) \, ds + G(X_T, m(T)) \right],
\]

where \(m(\cdot)\) is the density of the populations, obtained by the convergence of \(m_N^{x,i}\).

In this case the Mean Field Games system takes the following form:

\[
\begin{cases}
-u_t - \text{tr}(a(x)D^2u) + H(x, Du) = F(x, m(t)), \\
m_t - \sum_{i,j} \partial^2_{ij}(a_{ij}(x)m) - \text{div}(mH_p(x, Du)) = 0, \\
m(t_0) = 0, \quad u(T, x) = G(x, m(T)), \\
\left( \sum_j \partial_j(a_{ij}(x)m) \right)_i + H_p(x, Du)m \cdot \nu_{|\partial\Omega} = 0,
\end{cases}
\]

where a backward Hamilton-Jacobi-Bellman equation for the value function \(u(t, x) := \inf_{\alpha} J(t, x, \alpha)\) is coupled with a forward Fokker-Planck equation for the density of the population \(m(\cdot)\).

Once proved the results on the Mean Field Games problem, one naturally asks if this system can be a good approximation of the \(N\)-players system.

In this context, two kind of results can be shown:

(i) The optimal strategies in the Mean Field Games system provide approximated Nash equilibria (called \(\varepsilon\)-Nash equilibria) in the \(N\)-players game.

(ii) A Nash equilibrium in the \(N\)-player game converges, when \(N \to +\infty\), towards an optimal strategy in the Mean Field Games.

The first question has been widely studied, using specific tools of the Mean Field theory. See, for instance, [17, 39, 40], whereas many difficulties arise in the analysis of the second question, due to the lack of compactness properties of the problem.
In order to overcome this problem, Lasry and Lions in [18] introduced a new infinite dimensional equation, the so-called Master Equation, which summarizes the whole Mean Field Games system in a unique equation and is clearly connected with the Nash system.

The Master Equation is defined from its trajectories, which are solutions of the Mean Field Games system: if \((u, m)\) solves (1.4) with initial condition \(m(t_0) = m_0\), we define
\[
U : [0, T] \times \Omega \times \mathcal{P}(\Omega) \rightarrow \mathbb{R}, \quad U(t_0, x, m_0) = u(t_0, x),
\]
where \(\Omega \subseteq \mathbb{R}^d\) is a bounded set, whose properties will be discussed later, and \(\mathcal{P}(\Omega)\) is the set of Borel probability measures on \(\Omega\).

If we compute, at least formally, the equation satisfied by \(U\), we obtain a non-local transport equation in the space of measures, called the Master Equation:

\[
\begin{cases}
- \partial_t U(t, x, m) - \text{tr} \left( a(x) D^2 U(t, x, m) \right) + H(x, D_x U(t, x, m)) \\
- \int_\Omega \text{tr} \left( a(y) D_y D_m U(t, x, m, y) \right) dm(y) \\
+ \int_\Omega D_m U(t, x, m, y) \cdot H_y(y, D_x U(t, y, m)) dm(y) = F(x, m) \\
in (0, T) \times \Omega \times \mathcal{P}(\Omega),
\end{cases}
\]
\[
U(T, x, m) = G(x, m) \quad \text{in} \ \Omega \times \mathcal{P}(\Omega),
\]
\[
a(x) D_x U(t, x, m) \cdot \nu(x) = 0 \quad \text{for} \ (t, x, m) \in (0, T) \times \partial \Omega \times \mathcal{P}(\Omega),
\]
\[
a(y) D_m U(t, x, m, y) \cdot \nu(y) = 0 \quad \text{for} \ (t, x, m, y) \in (0, T) \times \Omega \times \mathcal{P}(\Omega) \times \partial \Omega,
\]
where \(D_m U\) is a suitable derivative of \(U\) with respect to the measure \(m\) and where two Neumann boundary conditions for \(U\) are satisfied, in the space and in the measure variable.

The second boundary condition, introduced and studied in [53], is not a surprising fact: actually, the symmetric structure of the problem (i.e. the symmetry assumptions on \(F\) and \(G\)) implies an exchangeability property for the functions \(v_i^N\), which turn out to be invariant under permutations of \((x_j)_{j \neq i}\). Actually, one can prove that there exists a function \(v^N : [0, T] \times \Omega \times \mathcal{P}(\Omega)\) such that
\[
v_i^N(t, x) = v^N(t, x_i, m_{x \neq i}^N).
\]
Hence, the boundary conditions of the Nash system (1.3) are strictly related to the ones of the Master Equation (1.6). Loosely speaking:

- \(a(x_i) D_{x_i} v_i^N(t, x) \cdot \nu(x_i)_{|_{x_i \in \partial \Omega}} = 0\) corresponds to a Neumann boundary condition in the space variable, since \(v^N\) depends on \(x_i\) in the space variable;
- \(a(x_j) D_{x_j} v_j^N(t, x) \cdot \nu(x_j)_{|_{x_j \in \partial \Omega}} = 0\), for \(j \neq i\), corresponds in the Master Equation to a Neumann boundary condition in \(m\), since the dependence of \(v^N\) with respect of \(x_j\) is in the last variable, which is a measure variable.

Once defined the Master Equation, there are two main steps which must be handled:

(i) Prove the well-posedness of the Master Equation: existence, uniqueness and regularity of solutions;
(ii) Prove that any solution of the Nash system (1.3) converge towards a solution of the Master Equation (1.6).

We point out here that these steps are studied in two different contexts: the first case is the so-called **First order Master Equation**, when the control of the generic player has the form (1.1) and the Master Equation is (1.6), and the **Second order Master Equation**, or **Master Equation with common noise**. In this case, the dynamic (1.1) has also an additional Brownian term \(dW_t\), not depending on \(i\) (which justifies the adjective **common**). This leads to a different and more difficult type of Master Equation, with some additional terms depending also on the second derivative \(D_{mm}U\). It is relevant to say that Mean Field Games with common noise were already studied by Carmona, Delarue and Lacker in [41].

The well-posedness of the Master Equation was studied in many papers. After the first definition given by Lions in [48], a first result of existence and uniqueness of solutions was proved, in the first order case, by Chassagneux, Crisan and Delarue in [13].

The most important result in this context was certainly achieved by Cardaliaguet, Delarue, Lasry and Lions in [16], who proved, in a periodic setting \(\Omega = \mathbb{T}^d\), the well-posedness of the Master Equation in both first and second order cases.

Other important results about the well-posedness of the Master Equation were given in [11, 12, 14, 32, 34, 35, 36, 51]. Anyway, all these results are proved in the case \(\Omega = \mathbb{T}^d\) or \(\Omega = \mathbb{R}^d\), so they cannot be applied in our framework. A first important result about existence and uniqueness of solutions for the Master Equation with Neumann boundary condition was proved in [53], and the results contained in it will be the starting point of our work.

As regards the convergence problem, the already mentioned work [16] for the well-posedness of the Master Equation contains also a convergence result, and the ideas used in it will be used also in this article. Of course, the presence of a boundary condition here requires more effort in order to obtain the same results.

The symmetrical structure of the problem, in particular the expression of \(v_{N,i}^i\) as in (1.7), suggests to us to consider suitable finite dimensional projections of \(U\), along the empirical distributions \(m_{N,i}^i\). Hence, we define

\[
u_N^i(t, x) := U(t, x_i, m_{N,i}^i)
\]

and the convergence problem holds in the sense that \(|u_N^i - v_i^i| \to 0\) in some suitable norms. We will be more specific throughout the article.

Many other results about the convergence problem are given in the literature. The convergence in the whole space, under weaker condition than in [16], was given by Carmona and Delarue in [19]. In [15], Cardaliaguet, Cirant and Porretta studied the convergence for the major-minor problem. Very important are the works of Delarue, Lacker and Ramanan, who used the Master Equation for the analysis of the large deviation problem and the central limit theorem, see [25, 26]. As regards finite state problems, some recent developments were studied by Bayraktar and Cohen in [5] and by Cecchin and Pelino in [23].
There are also convergence result obtained without using Master Equation. See, for example, the work by Lacker in [41] and [42]. Other important papers about the convergence problem are [20, 22, 24, 29, 30, 52].

The paper is organized as follows.

- In Section 2 we list the main notation and the hypotheses we need in the rest of the article;
- Section 3 is devoted to the Master Equation. According to [53], we consider the solution of (1.6) and we prove some further regularity estimates we will need in order to prove the convergence result;
- In Section 4 we study the properties of the functions $u_i^N$ defined previously. In particular, we will give a representation formula for the derivatives of $u_i^N$, depending on the derivatives of $U$; then we use these formulas in order to prove that $u_i^N$ solves “almost” the Nash system, with an error of order $\frac{1}{N}$;
- In Section 5 we define the following related process for $v_i^N$:
  \[
  \begin{cases}
  dY^i_t = -H_p(Y^i_t, D_x u^N_i(t, Y_t)) \, dt + \sqrt{2} \sigma(Y^i_t) dB^i_t - dk^i_{tY}, \\
  Y^i_{t_0} = Z_i,
  \end{cases}
  \]
  where $Z = (Z_i)_i$ are i.i.d. random variables of fixed law $m_0$, and we prove that
  \[
  |u_i^N(t_0, Z) - v_i^N(t_0, Z)| \leq \frac{C}{N} \quad \mathbb{P} \text{-a.s.},
  \]
  \[
  \mathbb{E} \left[ \int_{t_0}^T |D_x v_i^N(t, Y_t) - D_x u_i^N(t, Y_t)|^2 \, dt \right] \leq \frac{C}{N^2};
  \]
  With these asymptotic estimates, we are able to prove the two main convergence results: we will prove that
  \[
  \lim_{N \to +\infty} \sup_i |v_i^N(t_0, x) - U(t_0, x_i, m_x^N)| = 0,
  \]
  with $m_x^N := \frac{1}{N} \sum_i \delta_{x_i}$; moreover, if we set
  \[
  w_i^N(t_0, x_i, m_0) := \int_{\Omega^{N-1}} v_i^N(t_0, x) \prod_{j \neq i} m_0(dx_j),
  \]
  when, in $L^1(m_0)$ norm,
  \[
  \lim_{N \to +\infty} w_i^N(t_0, \cdot, m_0) = U(t_0, \cdot, m_0);
  \]
- Eventually, in Section 6 we prove a last result concerning the convergence of the trajectories: if we consider the process
  \[
  \begin{cases}
  dX^i_t = -H_p(X^i_t, D_x u^N_i(t, X_t)) \, dt + \sqrt{2} \sigma(X^i_t) dB^i_t - dk^i_{tX}, \\
  X^i_{t_0} = Z_i,
  \end{cases}
  \]
then
\[ E \left[ \sup_{t \in [t_0, T]} |X^i_t - Y^i_t|^2 \right] \leq \frac{C}{N^2}. \]

2. Notation and Assumptions

Let \( \Omega \subset \mathbb{R}^d \) be the closure of an open bounded set, with boundary \( C^{2+\alpha} \). Called \( T \) the final time of the process, we define \( Q_T := [0, T] \times \Omega \).

As already said, \( P(\Omega) \) denotes the set of Borel probability measures in \( \Omega \). We define the push-forward measure in this way: for \( \Upsilon \subset \mathbb{R}^d \), \( r : \Omega \rightarrow \Upsilon \) a Borel map and \( \mu \in P(\Omega) \), the push-forward measure \( r^\# \mu \in P(\Upsilon) \) is defined by
\[ r^\# \mu(A) = \mu( r^{-1}(A) ), \text{ for } A \subseteq \Upsilon. \]

We briefly recall the definitions of the spaces of functions involved in this article, already stated in [53].

For \( \alpha \in (0, 1) \) and \( n \geq 0 \), the space \( C^{n+\alpha}(\Omega) \) of functions \( n \)-times differentiable with \( \alpha \)-Hölder continuous derivatives is endowed with the following norm:
\[ \| \phi \|_{n+\alpha} := \sum_{|\ell| \leq n} \| D^\ell \phi \|_\infty + \sum_{|\ell| = n} \sup_{x \neq y} \frac{|D^\ell \phi(x) - D^\ell \phi(y)|}{|x - y|^\alpha}. \]

The subspace of \( C^{n+\alpha}(\Omega) \) consisting of functions \( \phi \) such that \( a(x) D\phi \cdot \nu_{|\partial \Omega} = 0 \) is denoted by \( C^{n+\alpha,N}(\Omega) \).

In the same way we can define the space of functions \( C^{\alpha, n+\alpha}(\mathbb{R}^d) \), consisting of continuous functions \( \phi \) with \((\alpha, \alpha)\)-Hölder derivatives \( D^r D^s \phi \), with \( 2r + s \leq n \). When there is no possibility of confusion, we will write simply \( C^{\alpha, n+\alpha} \). In a similar way we define \( C^{\alpha,0}, C^{\alpha,\alpha}, C^{1,2+\alpha} \). For a precise definition of the spaces and the norms endowed, we refer to [43, 53].

The dual spaces of \( C^{n+\alpha} \) and \( C^{n+\alpha,N} \) will be denoted by \( C^{-(n+\alpha)} \) and \( C^{-(n+\alpha),N} \), endowed with the classical duality norm:
\[ \| \rho \|_{-(n+\alpha)} = \sup_{\| \phi \|_{n+\alpha} \leq 1} \langle \rho, \phi \rangle, \quad \| \rho \|_{-(n+\alpha),N} = \sup_{\| \phi \|_{n+\alpha} \leq 1} a D\phi \cdot \nu_{|\partial \Omega} = 0} \langle \rho, \phi \rangle. \]

In order to give a notion of continuity and differentiability with respect to the measure \( m \), we need to give two important definitions: the \textit{Wasserstein distance} and the \textit{intrinsic derivative}.

**Definition 2.1.** We define the Wasserstein distance \( d_1 \) in \( P(\Omega) \) in the following way: for \( m_1, m_2 \in P(\Omega) \)
\[ d_1(m_1, m_2) := \sup_{\text{Lip}(\phi) \leq 1} \int_{\Omega} \phi(x) d(m_1 - m_2)(x). \]

Now we define two suitable derivations of \( U \) with respect to the measure \( m \). The second one appears in the formulation of the Master Equation, giving sense to (1.6).
From (2.2) we deduce a sort of first-order Taylor expansion in $m$

\[
\lim_{t \to 0} \frac{U(m_1 + t(m_2 - m_1)) - U(m_1)}{t} = \int_{\Omega} K(m_1, x) \, d(m_2 - m_1)(x).
\]

We call $\frac{\delta U}{\delta m}(m, x) := K(m, x)$. Then, if $U$ is of class $C^1$ and $\frac{\delta U}{\delta m}$ is $C^1$ with respect to the space variable $x$, we can define the intrinsic derivative $D_mU : \mathcal{P}(\Omega) \times \Omega \to \mathbb{R}^d$ as

\[
D_mU(m, x) := D_x \frac{\delta U}{\delta m}(m, x).
\]

We observe that $\frac{\delta U}{\delta m}$ is defined in (2.2) up to additive constants. Therefore we adopt the following normalization convention

\[
\int_{\Omega} \frac{\delta U}{\delta m}(m, x) \, dm(x) = 0 \quad \forall m \in \mathcal{P}(\Omega).
\]

From (2.2) we deduce a sort of first-order Taylor expansion in $m$: if $m_1, m_2 \in \mathcal{P}(\Omega)$ then

\[
U(m_2) - U(m_1) = \int_0^1 \int_{\Omega} \frac{\delta U}{\delta m}(m_1 + s(m_2 - m_1), x) \, d(m_2 - m_1)(x).
\]

We conclude this section by stating the main assumptions we will need in the paper.

**Hypotheses 2.3.** Suppose that, for some $\alpha \in (0, 1)$ and $C > 0$, 

a. $\|a(\cdot)\|_{1+\alpha} < \infty$ and, for some $\mu > \lambda > 0$ it holds $\lambda I_{d \times d} \leq a(x) \leq \mu I_{d \times d}$ $\forall x \in \mathbb{R}^d$. 

b. $H : \Omega \times \mathbb{R}^d \to \mathbb{R}$ is a smooth function, Lipschitz in the last variable and s.t.

\[
0 < H_{pp}(x, p) \leq CI_{d \times d} \quad \text{for a certain } C > 0;
\]

c. $F$ and $G : \Omega \times \mathcal{P}(\Omega) \to \mathbb{R}$ are smooth functions, $C^1$ in the measure variable and satisfying

\[
\int_{\Omega} (F(x, m') - F(x, m)) \, d(m' - m)(x) \geq 0, \quad \text{(resp. with } G),
\]

Moreover, $F, G, \frac{\delta F}{\delta m}$ and $\frac{\delta G}{\delta m}$ satisfy the following estimates:

\[
\sup_{m \in \mathcal{P}(\Omega)} \left( \|F(\cdot, m)\|_1 + \|G(\cdot, m)\|_1 + \left\| \frac{\delta F}{\delta m} (\cdot, m, \cdot) \right\|_{1,2+\alpha} + \left\| \frac{\delta G}{\delta m} (\cdot, m, \cdot) \right\|_{2+\alpha, 2+\alpha} \right) \leq C.
\]

\[
\text{Lip} \left( \frac{\delta F}{\delta m} \right) := \sup_{m_1 \neq m_2} \left( \frac{d_1(m_1, m_2)}{-1} \left\| \frac{\delta F}{\delta m} (\cdot, m_1, \cdot) - \frac{\delta F}{\delta m} (\cdot, m_2, \cdot) \right\|_{1,1+\alpha} \right) < +\infty,
\]

\[
\text{Lip} \left( \frac{\delta G}{\delta m} \right) := \sup_{m_1 \neq m_2} \left( \frac{d_1(m_1, m_2)}{-1} \left\| \frac{\delta G}{\delta m} (\cdot, m_1, \cdot) - \frac{\delta G}{\delta m} (\cdot, m_2, \cdot) \right\|_{2+\alpha, 2+\alpha} \right) < +\infty;
\]

d. The following Neumann boundary conditions are satisfied:

\[
\left\langle a(y) D_y \frac{\delta F}{\delta m}(x, m, y), \nu(y) \right\rangle_{\partial \Omega} = 0, \quad \left\langle a(y) D_y \frac{\delta G}{\delta m}(x, m, y), \nu(y) \right\rangle_{\partial \Omega} = 0,
\]

for all $m \in \mathcal{P}(\Omega)$. 

\[
\left\langle a(x) D_x G(x, m), \nu(x) \right\rangle_{\partial \Omega} = 0,
\]
We stress the fact that the first boundary condition appearing in hypothesis \(d\) is not a classical compatibility condition, but it will be crucial in order to prove the Neumann boundary condition of \(D_m U\) in (1.4), see Corollary 5.13 of [53] for further details.

With these hypotheses we will be able to prove the main convergence result of the paper, which is the following one:

**Theorem 2.4.** Suppose hypotheses 2.3 hold true. Then, if we define

\[
m_N^N := \frac{1}{N} \sum_{i=1}^N \delta_{x_i},
\]

we have

\[
\sup_{\substack{t \in [0,T] \\ i=1,\ldots,N}} |v_i^N(t, x) - U(t, x_i, m_N^N)| \leq \frac{C}{N}.
\]

Moreover, if we set

\[
w_N^i(t, x_i, m) := \int_{\Omega^{-1}} v_i^N(t, x) \prod_{j \neq i} m_0(dx_j),
\]

then

\[
\|w_N^i(t, \cdot, m) - U(t, \cdot, m)\|_{L^1(m)} \leq C \omega_N,
\]

where

\[
\omega_N = \begin{cases} 
CN^{-\frac{1}{2}} & \text{if } d \geq 3, \\
CN^{-\frac{1}{4}} \log N & \text{if } d = 2, \\
CN^{-\frac{1}{2}} & \text{if } d = 1.
\end{cases}
\]

Although the proof of this Theorem is the same as Theorem 2.13 of [16], all the regularity results about the solution of the Master Equation and its trajectories \(U\) needs to be readapted in the case of Neumann boundary conditions.

### 3. The Master Equation and Further Estimates

In this section we recollect some basic results about the Mean Field Games system with Neumann conditions and the well-posedness of the Master Equation. Then we will use these results in order to improve the regularity of \(U\) and to prove some technical estimates we will need in the rest of the paper.

The first result guarantees existence, uniqueness and regularity of solutions for the Mean Field Games system [14].

**Theorem 3.1.** Suppose hypotheses 2.3 hold. Then the system (1.4) has a unique classical solution \((u, m) \in C^{1+\frac{\alpha}{2},2+\alpha} \times C([0,T]; \mathcal{P}(\Omega))\), and this solution satisfies, for a certain \(C > 0\),

\[
\sup_{t_1 \neq t_2} \frac{d_1(m(t_1), m(t_2))}{|t_1 - t_2|^{\frac{1}{2}}} + \|u\|_{1+\frac{\alpha}{2},2+\alpha} \leq C.
\]
Furthermore, if \((u_1, m_1)\) and \((u_2, m_2)\) are two solutions of (1.4), with \(m_1(t_0) = m_{01}\), \(m_2(t_0) = m_{02}\), then for a certain \(C > 0\), \(p > 1\),
\[
\|u_1 - u_2\|_{1,2+\alpha} + \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)) + \|m_1 - m_2\|_{L^p(Q_T)} \leq C d_1(m_{01}, m_{02}),
\]
where \(C\) does not depend on \(t_0, m_{01}, m_{02}\).

**Proof.** See Proposition 3.3., Proposition 4.1. and Corollary 5.6. of [53]. \(\Box\)

We define \(U\) as in (1.5). We recall that the crucial step in order to prove the well-posedness of the Master Equation is the \(C^1\) character of \(U\) with respect to \(m\). Actually, the regularity w.r.t. the measure is strictly related to the study of the following MFG linearized system:

\[
\begin{align*}
&-z_t - \text{tr}(a(x)D^2z) + H_p(x, Du)Dz = \frac{\delta F}{\delta m}(x, m(t))(\rho(t)) + h(t, x), \\
&\rho_t - \sum_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} (a_{ij}(x)\rho) - \text{div}(\rho(H_p(x, Du) + \hat{b})) - \text{div}(mH_{pp}(x, Du)Dz + c) = 0, \\
&z(T, x) = \frac{\delta G}{\delta m}(x, m(T))(\rho(T)) + z_T(x), \quad \rho(t_0) = \rho_0, \\
a(x)Dz \cdot \nu_{|\partial \Omega} = 0, \quad \left(\sum_{j} \frac{\partial_j (a_{ij}(x)\rho)}{a(x)} + \rho H_p(x, Du) + mH_{pp}(x, Du)Dz + c\right) \cdot \nu_{|\partial \Omega} = 0,
\end{align*}
\]

**Theorem 3.2.** Suppose hypotheses 2.3 hold, and let \(z_T \in C^{2+\alpha,N}, \rho_0 \in C^{-(1+\alpha)}, h \in C^{0,\alpha}([t_0, T] \times \Omega), c \in L^1([t_0, T] \times \Omega).\) Then there exists a unique solution \((z, \rho) \in C^{1,2+\alpha} \times (C([0, T]; C^{-(1+\alpha),N}(\Omega)) \cap L^1(Q_T))\) of system (3.3), which satisfies, for a certain \(p > 1\),
\[
\|z\|_{1,2+\alpha} + \sup_{t \in [t_0, T]} \|\rho(t)\|_{-(1+\alpha),N} + \|\rho\|_{L^p} \leq C \left(\|z_T\|_{2+\alpha} + \|\rho_0\|_{-(1+\alpha)} + \|h\|_{0,\alpha} + \|c\|_{L^1}\right).
\]

Moreover, \(U\) is \(C^1\) w.r.t. \(m\) and, called \((v, \mu)\) the solution of (3.3) with \(h = c = z_T = 0\) and \(\rho_0 = \mu_0 \in C^{-(1+\alpha)},\) we have
\[
v(t_0, x) = \left\langle \frac{\delta U}{\delta m}(t_0, x, m_0, \cdot), \mu_0 \right\rangle,
\]
where \(\langle \cdot, \cdot \rangle\) denotes the duality between \(C^{-(1+\alpha),N}\) and \(C^{1+\alpha,N}\). Finally, \(\frac{\delta U}{\delta m}\) satisfies
\[
\sup_{t \in [0, T]} \sup_{m \in \mathcal{P}(\Omega)} \left\|\frac{\delta U}{\delta m}(t, \cdot, m, \cdot)\right\|_{2+\alpha,2+\alpha} \leq C.
\]

**Proof.** See Proposition 5.8., Proposition 5.9., Theorem 5.10., Corollary 5.12. of [53]. \(\Box\)

Throughout the paper, we will use the notation \((z, \rho)\) to indicate a general solution of (3.3), and the notation \((v, \mu)\) to indicate the solution of (3.3) with \(z_T = c = h = 0\) and \(\rho_0 = \mu_0\).

The \(C^1\) character of the function \(U\) in the measure variable allows us to prove existence and uniqueness of solutions for the Master Equation (1.6) (Theorem 2.5. of [53]). The
next result allows us to improve the regularity of the function $U$. This improvement will be essential to prove some regularity estimates for the projections $(u_i^N)_i$.

**Theorem 3.3.** Suppose hypotheses 2.3 are satisfied. Then the derivative of the Master Equation $\frac{\partial U}{\partial m}$ is Lipschitz continuous with respect to the measure variable:

\[
\sup_{t \in [0,T]} \sup_{m_1 \neq m_2} \left( d_1(m_1,m_2) \right)^{-1} \left\| \frac{\partial U}{\partial m}(t, \cdot, m_1, \cdot) - \frac{\partial U}{\partial m}(t, \cdot, m_2, \cdot) \right\|_{2+\alpha,1+\alpha} \leq C. 
\]

**Proof.** We consider, for $i = 1, 2$, the solution $(v_i, \mu_i)$ of the linearized system (3.3) related to $(u_i, m_i)$.

To avoid too heavy notations, we take $t_0 = 0$ and we define

\[
H'_i(t,x) := H_{\nu}(x, Du_i(t,x)), \quad H''_i(t,x) = H_{pp}(x, Du_i(t,x)),
\]

\[
F'(x,m,\mu) = \int_{\Omega} \frac{\partial F}{\partial m}(x,m,y) \mu(dy), \quad G'(x,m,\mu) = \int_{\Omega} \frac{\delta G}{\partial m}(x,m,y) \mu(dy).
\]

Then the couple $(z, \rho) := (v_1 - v_2, \mu_1 - \mu_2)$ satisfies the following linear system:

\[
\begin{cases}
-z_t - \text{tr}(a(x)D^2z) + H'_i \cdot Dz = F'(x,m_1(t),\rho(t)) + h, \\
\rho_t - \sum_{i,j} \partial^2_{ij}(a_{ij}(x)\rho) - \text{div}(\rho H'_i) - \text{div}(m_1H''_i Dz + c) = 0, \\
z(T,x) = G'(x,m_1(T),\rho(T)) + z_T, \quad \rho(T_0) = 0, \\
a(x)Dz \cdot \nu_{\partial \Omega} = 0, \\
\left( \sum_j \partial_j(a_{ij}(x)\rho) \right)_i + \rho H'_i + mH''_i Dz + c \cdot \nu_{\partial \Omega} = 0, 
\end{cases}
\]

where

\[
h(t,x) = h_1(t,x) + h_2(t,x), \\
h_1(t,x) = F'(x,m_1(t),\mu_2(t)) - F'(x,m_2(t),\mu_2(t)), \\
h_2(t,x) = (H'_1(t,x) - H'_2(t,x)) \cdot Dv_2(t,x), \\
c(t,x) = \mu_2(t)(H'_1 - H'_2)(t,x) + [(m_1H''_1 - m_2H''_2)](t,x), \\
z_T(x) = G'(x,m_1(T),\mu_2(T)) - G'(x,m_2(T),\mu_2(T)).
\]

Applying (3.4) we obtain this estimate on $z$:

\[
\|z\|_{1,2+\alpha} \leq C \left( \|z_T\|_{2+\alpha} + \|h\|_{0,\alpha} + \|c\|_{L^1} \right).
\]

Now we estimate the terms in the right-hand side.

The term with $z_T$, thanks to (3.4) and the hypothesis c. of 2.3, is immediately estimated:

\[
\|z_T\|_{2+\alpha} \leq \left\| \frac{\delta G}{\delta m}(\cdot,m_1(T),\cdot) - \frac{\delta G}{\delta m}(\cdot,m_2(T),\cdot) \right\|_{2+\alpha,1+\alpha} \|\mu_2(T)\|_{-(1+\alpha),N} \leq C d_1(m_0, m_02) \|\mu_0\|_{-(1+\alpha)}.
\]

As regards the space estimate for $h$, we have

\[
\|h(\cdot,\cdot)\|_{\alpha} \leq \|F'(\cdot,m_1(t),\mu_2(t)) - F'(\cdot,m_2(t),\mu_2(t))\|_{\alpha} + \|\mu_2(t)\|_{-(1+\alpha)}.
\]

The first term is bounded as $z_T$:

\[
\|F'(\cdot,m_1(t),\mu_2(t)) - F'(\cdot,m_2(t),\mu_2(t))\|_{\alpha} \leq C d_1(m_0, m_02) \|\mu_0\|_{-(1+\alpha)}.
\]
The second term, using (3.2) and (3.4), can be estimated in this way:
\[ \|(H'_1 - H'_2)(t, \cdot)Dv_2(t, \cdot)\|_\alpha \leq C \|(u_1 - u_2)(t)\|_{1+\alpha} \|v_2(t)\|_{1+\alpha} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{-(1+\alpha)}. \]
In summary,
\[ \|h\|_{0, \alpha} = \sup_{t \in [0,T]} \|h(t, \cdot)\|_\alpha \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{-(1+\alpha)}. \]
Finally, we estimate \( \|c\|_{L^1} \). We have
\[ \|c\|_{L^1} = \int_0^T \int_\Omega (H'_1 - H'_2)(t, x) \mu_2(t, dx) dt + \int_0^T \int_\Omega H''_1(t, x)Dv_2(t, x)(m_1(t) - m_2(t))(dx) dt \\
+ \int_0^T \int_\Omega (H'_1 - H'_2)(t, x) Dv_2(t, x) m_2(t)(dx) dt \leq C \|u_1 - u_2\| \frac{\mu_2}{1+\alpha} \|\mu_2\|_{L^1} \\
+ C \|u_1\| \frac{\mu_2}{1+\alpha} \|v_2\| \frac{\mu_{1+\alpha}}{1+\alpha} \|m_1 - m_2\|_{L^1} + C \|u_1 - u_2\| \frac{\mu_2}{1+\alpha} \|v_2\| \frac{\mu_{1+\alpha}}{1+\alpha}. \]
The first term in the right-hand side, thanks to (3.2) and (3.4), is bounded by
\[ C \|u_1 - u_2\| \frac{\mu_2}{1+\alpha} \|\mu_2\|_{L^1} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{-(1+\alpha)}. \]
The second and the third term are estimated in the same way, using (3.1) and again (3.2) and (3.4). Then
\[ \|c\|_{L^1} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{-(1+\alpha)}. \]
Putting together all these estimates, we finally obtain:
\[ \|z\|_{1, 2+\alpha} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{-(1+\alpha)}. \]
Since
\[ z(t_0, x) = \int_\Omega \left( \frac{\delta U(t_0, x, m_1, y)}{\delta m} - \frac{\delta U(t_0, x, m_2, y)}{\delta m} \right) \mu_0(dy), \]
we have proved (3.7).

This theorem is a fundamental step in order to prove this technical lemma.

**Lemma 3.4.** Suppose hypotheses of the previous theorem are satisfied. Then, if \( m \in \mathcal{P}(\Omega) \) and \( \phi \in L^2(m, \mathbb{R}^d) \) is a bounded vector field such that \( \text{Im}(id + \phi) \subseteq \Omega \), we have:
\[ \|U(t, \cdot, (id + \phi)_\#m) - U(t, \cdot, m) - \int_\Omega DmU(t, \cdot, m, y) \cdot \phi(y) dm(y)\|_{1+\alpha} \leq C \|\phi\|^2_{L^2(m)}. \]

The proof is a trivial readaptation of Proposition 7.3. and Proposition 7.4. of [16], so we skip it.

4. The projections \( u_i^N \) and their properties

As already said in the introduction, in order to prove the convergence of \( v_i^N \) towards \( U \), the main idea is to work with suitable finite dimensional projections of \( U \), proving that they are nearly solutions to the Nash system.

So, for \( N \geq 2 \) and \( 1 \leq i \leq N \), we define the following functions \( u_i^N \):
\[ u_i^N(t, x) := U(t, x_i, m_{x,i}^N), \]
where \( m^N_{x_i} \) is the empirical distribution of the players \( j \neq i \), defined in \( (1.2) \).

Thanks to the regularity of \( U \), we already know that

\[
(4.2) \quad u^N_i \in C^{1+\beta,2+\alpha}_{\Omega x} \quad \text{with respect to the couple} \ (t,x_i) .
\]

Using Lemma 3.4, we are able to prove a regularity result for \( u^N_i \) with respect to the other variables \( (x_j)_{j \neq i} \).

**Proposition 4.1.** For all \( j \neq i \), the following formulas for the derivatives of \( u^N_i \) hold true:

\[
(4.3) \quad D_{x_j}u^N_i(t,x) = \frac{1}{N-1}D_mU(t,x_i,m^N_{x_i},x_j),
\]

\[
(4.4) \quad D^2_{x_i,x_j}u^N_i(t,x) = \frac{1}{N-1}D_mU(t,x_i,m^N_{x_i},x_j),
\]

\[
(4.5) \quad \left| D^2_{x_j,x_j}u^N_i(t,x) - \frac{1}{N-1}D_yD_mU(t,x_i,m^N_{x_i},x_j) \right| \leq \frac{C}{N^2}.
\]

**Proof.** Thanks to the regularity of \( D_mU \), the second equality is an obvious consequence of the first one. So, we restrict ourselves to the proof of the first and the third formula.

We consider \( x = (x_1,\ldots,x_N) \in \Omega^N \) with \( x_j \neq x_k \) when \( j \neq k \) and \( \varepsilon < \min_{j \neq k} |x_j - x_k| \).

We fix a vector \( v = (v_1,\ldots,v_N) \) with \( v_i = 0 \) and \( x + v \in \Omega^N \), and we consider, for \( \varepsilon \) small enough, a smooth and bounded vector field such that

\[
\phi(x) = v_j \quad \forall x \in B_{\frac{\varepsilon}{2}}(x_j) , \quad x + \phi(x) \in \Omega \quad \forall x \in \Omega .
\]

We note that

\[
u^N_i(t,x+v) = U(t,x_i,(id+\phi)_\#m^N_{x_i}) , \quad u^N_i(t,x) = U(t,x_i,m^N_{x_i}) .
\]

Then, \( (3.8) \) implies that

\[
u^N_i(t,x+v) = u^N_i(t,x) + \int_{\Omega} D_mU(t,x_i,m^N_{x_i},y) \cdot \phi(y) \ dm^N_{y}(y) + o \left( \|v\|_{L^2(m^N_{x_i})} \right) .
\]

So, computing the integral and the norm in the right-hand side, we find

\[
u^N_i(t,x+v) = u^N_i(t,x) + \frac{1}{N-1} \sum_{j \neq i} D_mU(t,x_i,m^N_{x_i},x_j) \cdot v_j + o(\|v\|) .
\]

This Taylor expansion proves the first formula for all points \( x \) with \( x_j \neq x_k \) when \( j \neq k \). Since this subset is dense in \( \Omega^N \), we have proved \( (1.3) \) and \( (4.4) \).

As regards \( (4.5) \), we start showing that \( D_{x_j}u^N_i \) is a Lipschitz function in the space variable. Actually

\[
\left| D_{x_j}u^N_i(t,x) - D_{x_j}u^N_i(t,y) \right| \leq \frac{C}{N} \left| D_mU(t,x_i,m^N_{x_i},x_j) - D_mU(t,x_i,m^N_{x_i},y_j) \right| 
+ \frac{C}{N} \left| D_mU(t,x_i,m^N_{x_i},y_j) - D_mU(t,x_i,m^N_y,y_j) \right| .
\]
The first term in the right-hand side is immediately controlled by \( \frac{C}{N} |x - y| \), using the regularity of \( \frac{dU}{dm} \) (3.6). As regards the second term, we use (3.7) to obtain

\[
\frac{C}{N} \left| \frac{D_m U(t, x, m^N_{x_i}, y_j) - D_m U(t, x, m^N_{y_j}, y_j)}{h} \right| \leq \frac{C}{N} d_1 \left( m^N_{x_i}, m^N_{y_j} \right) \leq \frac{C}{N} |x - y| .
\]

This means that \( D^2_{x_j, x_j} \) exists almost everywhere, and

\[
\left\| D^2_{x_j x_j} \right\|_\infty \leq \frac{C}{N} .
\]

To prove (4.5), we estimate the quantity

\[
\left| \frac{D_{x_j} w^{N,i}(t, x + he_{jk}) - D_{x_j} u^N_i(t, x)}{h} \right| - \frac{1}{N-1} \partial_{y_k} D_m U(t, x, m^N_{x_i}, x_j) ,
\]

where \( e_{jk} = (e^1_{jk}, \ldots, e^N_{jk}) \), with \( e^j_{jk} = 0 \) if \( l \neq k \) and \( e^j_{jk} = e_j \in \mathbb{R}^d \). We observe that we can do that as long as \( x_j \notin \partial \Omega \), in order to have \( x + he_{jk} \in \Omega^N \) for \( h \) small enough. Since this subset is dense in \( \Omega^N \), we can restrict ourselves to this case.

Using (1.3), we can bound the quantity above by

\[
\frac{C}{N} \left| D_m U(t, x, m^N_{x_i + he_{jk}}, x_j + he_k) - D_m U(t, x, m^N_{x_i}, x_j + he_k) \right| h
\]

\[
+ \frac{C}{N} \left| D_m U(t, x, m^N_{x_i}, x_j + he_k) - D_m U(t, x, m^N_{x_i}, x_j) \right| h \partial_{y_k} D_m U(t, x, m^N_{x_i}, x_j) .
\]

The first term is estimated from above, using (3.7), by

\[
\frac{C}{N} d_1 \left( m^N_{x_i + he_{jk}}, m^N_{x_i} \right) \leq \frac{C}{N^2} ,
\]

while the second term, using Lagrange’s Theorem and (3.7), is equal to

\[
\frac{C}{N} \left| \partial_{y_k} D_m U(t, x, m^N_{x_i}, x^h) - \partial_{y_k} D_m U(t, x, m^N_{x_i}, x^0) \right| \leq \frac{C}{N} h^\alpha ,
\]

for a certain \( x^h \) in the line segment between \( x_j \) and \( x_j + he_k \). Then, for \( h \) sufficiently small, we obtain

\[
\left| \frac{D_{x_j} w^{N,i}(t, x + he_{jk}) - D_{x_j} u^N_i(t, x)}{h} \right| - \frac{1}{N-1} \partial_{y_k} D_m U(t, x, m^N_{x_i}, x_j) \leq \frac{C}{N^2} ,
\]

and, passing to the limit as \( h \to 0 \) for all \( 1 \leq k \leq d \), we obtain (4.5) and we conclude. \( \square \)

Now we are ready to state a first result, showing that \( (u^N_i)_{1 \leq i \leq N} \) is “almost” a solution of the Nash system (1.3).
Theorem 4.2. Let hypotheses 2.3 be satisfied. Then $u_i^N \in C^1([0,T] \times \Omega^N)$, $u_i^N(t,\cdot) \in W^{2,\infty}(\Omega^N)$ and $u_i^N$ solves almost everywhere the following equation:
\[
\begin{align*}
-\partial_t u_i^N(t, \mathbf{x}) - \sum_j \text{tr}(a(x_j)D^2 x_j u_i^N(t, \mathbf{x})) + H(x_i, D_{x_i} u_i^N(t, \mathbf{x})) &+ \sum_{j \neq i} H_p(x_j, D_{x_j} u_j^N(t, \mathbf{x})) \cdot D_{x_j} u_i^N(t, \mathbf{x}) = F(x, m_\mathbf{x}^{N,i}) + r_i^N(t, \mathbf{x}), \\
u_i^N(T, \mathbf{x}) &= G(x, m_\mathbf{x}^{N,i}), \\
a(x_j) D_{x_j} u_i^{N,i}(t, \mathbf{x}) \cdot \nu(x_j)_{|x_j \in \partial \Omega} = 0,
\end{align*}
\]
for $i = 1, \ldots, N$, where $r_i^N \in L^\infty$ with $\|r_i^N\|_\infty \leq C$. 

Proof. The regularity of $u_i^N$ follows from (4.2) and Proposition 4.1.

The boundary condition of $u_i^N$ is an immediate consequence of the representation formula for the derivatives of $u_i^N$ and the boundary conditions of (1.6).

Actually for $j = i$ we have
\[
a(x_i) D_{x_i} u_i^N \cdot \nu(x_i)_{|x_i \in \partial \Omega} = a(x_i) D_{x_i} U(t, x_i, m_\mathbf{x}^{N,i}) \cdot \nu(x_i)_{|x_i \in \partial \Omega} = 0
\]
thanks to the first boundary condition of (1.6). On the other hand, for $j \neq i$ we have
\[
a(x_j) D_{x_j} u_i^N \cdot \nu(x_j)_{|x_j \in \partial \Omega} = \frac{1}{N-1} a(x_j) D_m U(t, x_i, m_\mathbf{x}^{N,i}, x_j) \cdot \nu(x_j)_{|x_j \in \partial \Omega} = 0
\]
thanks to the second boundary condition of (1.6).

We sketch the rest of the proof, which is the same as Proposition 6.3 of [10]. Evaluating the Master Equation (1.6) at $(t, x_i, m_\mathbf{x}^{N,i})$ and using Proposition 4.1 we find
\[
-\partial_t u_i^N - \text{tr}(a(x_i)D^2_{x_i,x_i} u_i^N) + H(x_i, D_{x_i} u_i^N) - \frac{1}{N-1} \sum_{j \neq i} H_p(x_j, D_{x_j} U(t, x_j, m_\mathbf{x}^{N,i})) \cdot D_{x_j} U(t, x_i, m_\mathbf{x}^{N,i}, x_j) = F(t, x_i, m_\mathbf{x}^{N,i}).
\]

Using the derivative formulas of $u_i^N$ and the Lipschitz continuity of $D_{x} U$ with respect to $m$, we get
\[
\frac{1}{N-1} \sum_{j \neq i} H_p(x_j, D_{x_j} U(t, x_j, m_\mathbf{x}^{N,i})) \cdot D_m U(t, x_i, m_\mathbf{x}^{N,i}, x_j) = \sum_{j \neq i} H_p(x_j, D_{x_j} u_j^N) \cdot D_{x_j} u_i^N(t, \mathbf{x}) + O\left(\frac{1}{N}\right).
\]

For the integral term, we have
\[
\int_{\Omega} \text{tr}(a(y)D_{y} D_m U(t, x_i, m_\mathbf{x}^{N,i}) \nu(y)) \cdot D_{x_i} u_i^N(t, \mathbf{x} = \sum_{j \neq i} D^2_{x_j,x_j} u_i^N(t, \mathbf{x}) + O\left(\frac{1}{N}\right).
\]

Collecting all the estimations we obtain (4.6), which concludes the proof. \qed
5. The convergence result

Now we turn to the main convergence result. To do that, we consider the functions \( (u_i^N)_i \) and the solutions \( (v_i^N)_i \) of the system \( \textbf{(3.3)} \). We note that these solutions are symmetric, i.e. there exist two functions \( V^N \) and \( U^N : \Omega \times \Omega^{N-1} \to \mathbb{R} \) such that, for all \( x \in \Omega \), the functions \( V^N(x, \cdot) \) and \( U^N(x, \cdot) \) are invariant under permutations and, \( \forall i = 1, \ldots, N, \)
\[
v_i^N(t, x) = V^N(x_i, (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)),
\]
\[
u_i^N(t, x) = U^N(x_i, (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)).
\]

We fix \( t_0 \in [0, T) \), \( m_0 \in \mathcal{P}(\Omega) \) and \( Z = (Z_i)_i \) a family of i.i.d. random variables of law \( m_0 \). We consider the process \( Y_t = (Y_i^t)_i \), solution of the following system:
\[
\begin{align*}
  dY_i^t &= -H_p(Y_i^t, D_x, v_i^N(t, Y_t)) \, dt + \sqrt{2} \sigma(Y_i^t) \, dB_i^t - dk_i^t, \\
  Y_{t_0}^i &= Z_i,
\end{align*}
\]
(5.1)
where \( k_i^t \) is a reflected process along the co-normal.

The last theorem before the main result is the following.

**Theorem 5.1.** Assume hypotheses \( \textbf{(5.2)} \) hold. Then, for any \( 1 \leq i \leq N \), we have
\[
E \left[ \int_{t_0}^T |D_x v_i^N(t, Y_t) - D_x u_i^N(t, Y_t)|^2 \, dt \right] \leq \frac{C}{N^2}.
\]
(5.2)
Moreover, \( \mathbb{P} \) - a.s.,
\[
|u_i^N(t_0, Z) - v_i^N(t, Z)| \leq \frac{C}{N}.
\]
(5.3)

The proof is almost exactly the same of Theorem 6.2.1 of \( \textbf{[15]} \), but here we need to use an extension of the Itô’s formula, with functions \( \phi \) not necessarily \( C^2 \) in the space variable, and with a reflection term in the process. This generalization is stated in the following Lemma.

**Lemma 5.2.** Let \( \phi : [0, T] \times \Omega \to \mathbb{R} \) a \( W^{2,\infty} \) function with respect to \( x \) and a \( C^1 \) function with respect to \( t \), such that
\[
a(x)D\phi \cdot \nu_{\partial \Omega} = 0 = 0.
\]

Let \( m_0 \in \mathcal{P}(\Omega) \) and let \( X_t \) be a process in the probability space \( (\hat{\Omega}, (\mathcal{F}_t)_t, \mathbb{P}) \), with initial density \( m_0 \), satisfying
\[
dX_t = b(t, X_t) \, dt + \sigma(X_t) \, dB_t - dk_t^i,
\]
where \( (B_t)_t \) is a Brownian motion, \( b \) and \( \sigma \) are bounded functions respectively in \( L^\infty \) and \( C^{1+\alpha} \), with \( \sigma \) a uniformly elliptic matrix, and \( k_i^t \) is a reflected process along the co-normal.

Then the following formula holds \( \forall t \) and a.s. in \( \omega \in \hat{\Omega} : \)
\[
\phi(t, X_t) = \phi(0, X_0) + \int_0^t \left( \phi_t(s, X_s) + \frac{1}{2} \text{tr}(a(X_s)D^2\phi(s, X_s)) + b(s, X_s) \cdot D\phi(s, X_s) \right) ds
\]
\[
+ \int_0^t \sigma(X_s)D\phi(s, X_s) dB_s,
\]
where \( \phi_t \) is the spatial derivative of \( \phi \) and \( D\phi \) is the matrix of the partial derivatives of \( \phi \).
Proof. We consider $\phi^n$ a sequence of $C^{1,2,N}$ functions, bounded uniformly in $n$ together with their derivatives, such that $\phi^n \to \phi$ pointwise together with its first order derivatives in space and time, and almost everywhere for the second order derivatives in space.

We define $a = \sigma \sigma^t$. The classical Ito’s formula for $\phi^n$ tells us that
\[
\phi^n(t, X_t) = \phi^n(0, X_0) + \int_0^t \left( \phi^n_t(s, X_s) + \frac{1}{2} \text{tr}(a(X_s)D^2\phi^n(s, X_s)) + b(s, X_s) \cdot D\phi^n(s, X_s) \right) ds
+ \int_0^t \sigma(X_s)D\phi^n(s, X_s) dB_s - \int_0^t a(X_s)D\phi^n(s, X_s)\nu(X_s)d|k|_s,
\]
and so, since $\phi^n$ satisfies $a(x)D\phi^n \cdot \nu_{\partial\Omega} = 0$,
\[
\phi^n(t, X_t) = \phi^n(0, X_0) + \int_0^t \left( \phi^n_t(s, X_s) + \frac{1}{2} \text{tr}(a(X_s)D^2\phi^n(s, X_s)) + b(s, X_s) \cdot D\phi^n(s, X_s) \right) ds
+ \int_0^t \sigma(X_s)D\phi^n(s, X_s) dB_s.
\]
Since $\phi^n \to \phi$ pointwise, we can pass to the limit for the terms outside the integrals.

For the term in the deterministic integral, we note that the law $m(t)$ of the process $X_t$ satisfies the following Fokker-Planck equation:
\[
\begin{cases}
m_t - \text{div}(a(x)Dm) - \text{div}(m \tilde{b}) = 0, \\
m(0) = m_0, \\
\left[ a(x)Dm + m \tilde{b} \right] \cdot \nu_{\partial\Omega} = 0,
\end{cases}
\]
with $\tilde{b}(x) = b(x) + \left( \sum_j \partial_{x_j} a_{ji}(x) \right)$. So, thanks to Proposition 5.3 of [53], we have that $m$ is globally bounded in $L^p(Q_T)$ for some $p > 1$. Hence, we have
\[
\mathbb{E} \left[ \int_0^t \left| \phi^n_t(s, X_s) + \frac{1}{2} \text{tr}(a(X_s)D^2\phi^n(s, X_s)) + b(s, X_s) \cdot D\phi^n(s, X_s) \right| ds \right]
\leq \int_0^t \int_{\Omega} \left| \phi^n - \phi \right| + \frac{1}{2} |\text{tr}(aD^2(\phi - \phi))| + |b \cdot (D\phi^n - D\phi)| m(s, x) dx ds \to 0,
\]
where the dominated convergence is guaranteed by the a.e. convergence of $\phi^n_t, D\phi^n, D^2\phi^n$ and the global boundedness of $m$ in $L^p$ and of $\phi^n_t, D\phi^n$ and $D^2\phi^n$ in $L^\infty$.

As regards the last term, the a.s. convergence is guaranteed by the property of the stochastic integral. Actually, we have
\[
\mathbb{E} \left[ \left( \int_0^t \sigma_s D\phi^n(s, X_s) dB_s - \int_0^t \sigma_s D\phi(s, X_s) dB_s \right)^2 \right] = \mathbb{E} \left[ \int_0^t |\sigma_s (D\phi^n - D\phi)(s, X_s)|^2 ds \right]
\leq C \|D\phi^n - D\phi\|_\infty^2 \to 0.
\]
This concludes the Lemma. \qed

We note that, if there are no reflection, the boundary condition for $\phi$ can be removed.
Sketch of the Proof of Theorem 5.1. Without loss of generality, we work with \( t_0 = 0 \) and we start proving (5.2). To simplify the rest of the proof, we will use the following notations:

\[
\begin{align*}
U_t^{N,i} &= u_t^N(t, Y_t), & D_1^{N,i,j} &= D_{x_1} u_t^N(t, Y_t),
V_t^{N,i} &= v_t^N(t, Y_t), & D_2^{N,i,j} &= D_{x_2} v_t^N(t, Y_t).
\end{align*}
\]

Since \( u_t^N \) and \( v_t^N \) satisfy Neumann boundary conditions, we can use Lemma 5.2 on the processes \( U^{N,i}_t \) and \( V^{N,i}_t \). Then, we apply the classical Ito’s formula to the process \((U^{N,i}_t - V^{N,i}_t)^2\) to obtain

\[
d\left(U^{N,i}_t - V^{N,i}_t\right)^2 = (A_t + B_t) \, dt + 2\sqrt{2} \left(U^{N,i}_t - V^{N,i}_t\right) \sum_j \left(\sigma(Y_t)(D^{N,j}_t - D^{N,i}_t)\right) \, dB^j_t,
\]

where

\[
A_t = 2(U^{N,i}_t - V^{N,i}_t) \left(H(Y_t, D^{N,i}_t) - H(Y_t, D^{N,i}_t)\right)
\]

\[
- 2(U^{N,i}_t - V^{N,i}_t) \left(D^{N,i}_t (H_p(Y_t, D^{N,i}_t) - H_p(Y_t, D^{N,i}_t))\right)
\]

\[
- 2(U^{N,i}_t - V^{N,i}_t) \left((D^{N,i}_t - D^{N,i}_t) H_p(Y_t, D^{N,i}_t) - r^N_t(t, Y_t)\right)
\]

and

\[
B_t = 2 \sum_j a(Y_t)(D^{N,j}_t - D^{N,i}_t) \cdot (D^{N,i}_t - D^{N,i}_t)
\]

\[
- 2(U^{N,i}_t - V^{N,i}_t) \sum_j (D^{N,i}_t - D^{N,i}_t) \left(H_p(Y_t, D^{N,j}_t) - H_p(Y_t, D^{N,j}_t)\right).
\]

Now we integrate from \( t \) to \( T \) the above formula and take the conditional expectation given \( Z \). Using hypothesis \( a \) of (2.3) and the previous results, in particular the bounds on \( D^{N,i,j}_t \) and \( r^N_t \), we get

\[
\operatorname{E}^Z \left[|U^{N,i}_T - V^{N,i}_T|^2\right] + 2\nu \sum_j \operatorname{E}^Z \left[\int_t^T |D^{N,i,j}_s - D^{N,i,j}_s|^2 \, ds\right]
\]

\[
\leq \frac{C}{N} \int_t^T \operatorname{E}^Z \left[|U^{N,i}_s - V^{N,i}_s|^2\right] \, ds + C \int_t^T \operatorname{E}^Z \left[|U^{N,i}_s - V^{N,i}_s| \cdot |D^{N,i,i}_s - D^{N,i,i}_s|\right] \, ds
\]

\[
+ \frac{C}{N} \sum_{j \neq i} \int_t^T \operatorname{E}^Z \left[|U^{N,i}_s - V^{N,i}_s| \cdot |D^{N,j,j}_s - D^{N,j,j}_s|\right] \, ds.
\]

By a standard convexity argument and a generalized Young’s inequality,

\[
\operatorname{E}^Z \left[|U^{N,i}_t - V^{N,i}_t|^2\right] + \nu \operatorname{E}^Z \left[\int_t^T |D^{N,i,i}_s - D^{N,i,i}_s|^2 \, ds\right]
\]

\[
\leq \frac{C}{N^2} + C \int_t^T \operatorname{E}^Z \left[|U^{N,i}_s - V^{N,i}_s|^2\right] \, ds + \frac{\nu}{2N} \sum_j \operatorname{E}^Z \left[\int_t^T |D^{N,j,j}_s - D^{N,j,j}_s|^2 \, ds\right].
\]
The last term in the right-hand side can be removed by taking the mean of the inequalities over \( i \in 1, \ldots, N \). Hence, taking the mean and using Gronwall’s Lemma, we obtain

\[
\sup_{t \in [0,T]} \left[ \sum_i \mathbb{E}^Z \left[ |U^{N,i}_t - V^{N,i}_t|^2 \right] \right] + \sum_i \mathbb{E}^Z \left[ \int_0^T |DU^{N,i}_t - DV^{N,i}_t|^2 dt \right] \leq \frac{C}{N}.
\]

Using this estimation in (5.4) and applying again Gronwall’s Lemma, we get

\[
\sup_{t \in [0,T]} \mathbb{E}^Z \left[ |U^{N,i}_t - V^{N,i}_t|^2 \right] + \mathbb{E}^Z \left[ \int_0^T |DU^{N,i}_s - DV^{N,i}_s|^2 ds \right] \leq \frac{C}{N^2}.
\]

Taking the integral at \( t = 0 \), we prove (5.2). On the other hand, evaluating the term in the \( \sup \) at \( t = 0 \), we prove (5.3) and conclude the Theorem.

Now we are ready to prove the main theorem of this chapter.

**Proof of Theorem 2.4.** We start choosing \( m_0 = 1 \). Then, (5.3) implies

\[
|U(t_0, Z, m^{N,i}_Z) - v_i^N(t_0, Z)| \leq \frac{C}{N} \quad \mathbb{P} \text{-a.s.}
\]

Since the support of \( m_0 \) is \( \Omega \), this means, thanks to the continuity of \( v_i^N \) and \( U \), that

\[
|U(t_0, x, m^{N,i}_x) - v_i^N(t_0, x)| \leq \frac{C}{N} \quad \forall x \in \Omega.
\]

By the Lipschitz continuity of \( U \), we have

\[
|U(t_0, x, m^{N,i}_x) - U(t_0, x, m^N_x)| \leq C d_1(m^{N,i}_x, m^N_x) \leq \frac{C}{N}.
\]

Putting together the last two inequalities, we obtain (2.4).

To prove (2.6), we use the results of [2, 28, 33] in order to obtain

\[
\int_{\Omega^{N-1}} |u^N_i(t_0, x) - U(t_0, x, m_0)| \prod_{j \neq i} m_0(dx_j) \leq C \int_{\Omega^{N-1}} d_1(m^{N,i}_x, m_0) \prod_{j \neq i} m_0(dx_j) \leq C \omega_N,
\]

where \( \omega_N \) is defined in (2.7). With this inequality, we can conclude:

\[
\left\| u^N_i(t_0, \cdot, m_0) - U(t_0, \cdot, m_0) \right\|_{L^1(m_0)} = \int_{\Omega} \left\| \int_{\Omega^{N-1}} (v^N_i(t_0, x) - U(t_0, x, m_0)) \prod_{j \neq i} m_0(dx_j) m_0(dx_i) \right\| \leq \mathbb{E} \left[ |v^N_i(t, Z) - u^N_i(t, Z)| \right] + \int_{\Omega^N} |u^N_i(t_0, x) - U(t, x, m_0)| \prod_{j \neq i} m_0(dx_j) \leq \frac{C}{N} + C \omega_N \leq C \omega_N.
\]

□
6. Convergence of the Trajectories

We conclude with a last result concerning the convergence of the trajectories. To do that, we fix as before $t_0 \in [0,T)$, $m_0 \in \mathcal{P}(\Omega)$ and $Z = (Z^i)_i$ a family of i.i.d. random variables of law $m_0$.

We consider the process $X_t = (X^i_t)_i$, solution of the following system:

\[
\begin{aligned}
&dX^i_t = -H_p(X^i_t, D_zx u^N_i(t, X^i_t)) dt + \sqrt{2}\sigma(X^i_t)dB^i_t - a(X^i_t)\nu(X^i_t)d|k|^i_tX, \\
&X^i_{t_0} = Z^i,
\end{aligned}
\]

and the process $Y_t = (Y^i_t)_i$, already defined as the solution of

\[
\begin{aligned}
&dY^i_t = -H_p(Y^i_t, D_zx v^N_i(t, Y^i_t)) dt + \sqrt{2}\sigma(Y^i_t)dB^i_t - a(Y^i_t)\nu(Y^i_t)d|k|^i_tY, \\
&Y^i_{t_0} = Z^i.
\end{aligned}
\]

Here, $k_t^iX$ and $k_t^iY$ denote respectively the reflected process along the co-normal for the processes $(X^i_t)_i$ and $(Y^i_t)_i$.

The last theorem we want to prove is the following:

**Theorem 6.1.** Assume hypotheses 2.3 hold. Assume, moreover, that $a = \sigma\sigma^*$ with $\sigma \in W^{1,\infty}(\bar{\Omega})$ and $a \in C^2(\bar{\Omega})$. Then, for any $1 \leq i \leq N$, we have

\[
\sup_{t \in [0,T]} \mathbb{E} \left[ |X^i_t - Y^i_t|^2 \right] \leq \frac{C}{N^2}.
\]

A similar result was proved in the same article [16]. Unfortunately, the reflecting term in the processes does not allow to follow and re-adapt the same ideas.

To prove this result, we will be inspired by the ideas developed in [11].

**Proof.** Let $d(\cdot)$ be the oriented distance function from the boundary $\partial\Omega$, defined in this way:

\[
d(x) = \begin{cases}
\text{dist}(x, \partial\Omega), & x \in \partial\Omega, \\
-\text{dist}(x, \partial\Omega), & x \notin \partial\Omega.
\end{cases}
\]

Thanks to [27] and the regularity of $\Omega$ we know that $d \in C^{2+\alpha}$ in a neighbourhood of the boundary of $\Omega$. Hence, a classical regularizing argument allows us to consider a non-negative $C^{2+\alpha}(\bar{\Omega})$, called again $d$, which coincides with the oriented distance in a neighborhood of the boundary.

We want to apply Ito’s formula to the following quantity:

\[
\psi(t, X^i_t, Y^i_t) := e^{-\alpha(t+d(X^i_t)+d(Y^i_t))} (a^{-1}(X^i_t) + a^{-1}(Y^i_t))(X^i_t - Y^i_t),
\]

for large $\alpha, \delta > 0$ which will be chosen later. We start computing the first and second derivatives of $\psi$. To do that, we introduce the following notations:

- For a differentiable matrix-valued function $a(\cdot) : \Omega \to \mathbb{R}^{d \times d}$, $x \in \Omega$ and $v \in \mathbb{R}^d$, the quantity $Da(x)(v)$ stands for the matrix whose lines are the derivatives $(\partial_{x_k}a(x)(v))_k$, whereas for $w \in \mathbb{R}^d$ the quantity $\langle Da(x)(v), w \rangle$ will denote the vector $((\partial_{x_k}a(x)(v), w))_k$. 

For $a(\cdot)$ as before, $x \in \Omega$ and $v, w \in \mathbb{R}^d$, the quantity $\langle D^2 a(x)(v), w \rangle$ stands for the matrix whose entries are given by $((\partial^2 x, a(x) v, w))_{i,j}$.

For $a(\cdot)$ as before, $x \in \Omega$ and $v, w \in \mathbb{R}^d$, the quantity $\langle D^2 a(x)(v), w \rangle$ stands for the matrix whose entries are given by $((\partial^2 x, a(x) v, w))_{i,j}$.

For $v, w \in \mathbb{R}^d$, the tensor product $v \otimes w$ will denote the matrix $v^T w = (v_i w_j)_{i,j}$.

For a matrix $A \in \mathbb{R}^{d \times d}$ and $1 \leq k \leq d$, the vector corresponding to the $k$-th lines of $A$ will be denoted by $A_k$.

With these notations, we can start with the computation of the first order derivatives:

\[
\frac{\partial \psi(t, x, y)}{\partial t} = -\alpha \delta \psi(t, x, y) = -\alpha \delta e^{-\alpha(\delta t + d(x) + d(y))}\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right);
\]

\[
D_x \psi(t, x, y) = e^{-\alpha(\delta t + d(x) + d(y))}\left[-\alpha\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) Dd(x)
+ (Da^{-1}(x)(x - y), x - y) + 2(a^{-1}(x) + a^{-1}(y))(x - y)\right];
\]

\[
D_y \psi(t, x, y) = e^{-\alpha(\delta t + d(x) + d(y))}\left[-\alpha\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) Dd(y)
+ (Da^{-1}(y)(x - y), x - y) - 2(a^{-1}(x) + a^{-1}(y))(x - y)\right];
\]

As regards the second order derivatives, we have

\[
D_{xx}^2 \psi(t, x, y) = e^{-\alpha(\delta t + d(x) + d(y))}\left[\alpha^2\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) Dd(x) \otimes Dd(x)
- \alpha(Da^{-1}(x)(x - y), x - y) \otimes Dd(x) - 2\alpha(a^{-1}(x) + a^{-1}(y))(x - y) \otimes Dd(x)
- \alpha\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) D^2 d(x) + \langle D^2 a^{-1}(x)(x - y), x - y\rangle
- \alpha Da^{-1}(x) \otimes (Da^{-1}(x)(x - y), x - y) - 2\alpha Da^{-1}(x) \otimes [(a^{-1}(x) + a^{-1}(y))(x - y)]
+ 4Da^{-1}(x)(x - y) + 2a^{-1}(x) + 2a^{-1}(y)\right],
\]

\[
D_{xy}^2 \psi(t, x, y) = e^{-\alpha(\delta t + d(x) + d(y))}\left[\alpha^2\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) Dd(x) \otimes Dd(y)
- \alpha(Da^{-1}(x)(x - y), x - y) \otimes Dd(y) - 2\alpha(a^{-1}(x) + a^{-1}(y))(x - y) \otimes Dd(y)
- \alpha Da^{-1}(x) \otimes (Da^{-1}(y)(x - y), x - y) + 2\alpha Da^{-1}(x) \otimes [(a^{-1}(x) + a^{-1}(y))(x - y)]
- 2Da^{-1}(x)(x - y) + 2Da^{-1}(y)(x - y) - 2a^{-1}(x) - 2a^{-1}(y)\right],
\]

\[
D_{yy}^2 \psi(t, x, y) = e^{-\alpha(\delta t + d(x) + d(y))}\left[\alpha^2\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) Dd(y) \otimes Dd(y)
- \alpha(Da^{-1}(y)(x - y), x - y) \otimes Dd(y) + 2\alpha(a^{-1}(x) + a^{-1}(y))(x - y) \otimes Dd(y)
- \alpha\left((a^{-1}(x) + a^{-1}(y))(x - y), x - y\right) D^2 d(y) + \langle D^2 a^{-1}(y)(x - y), x - y\rangle
- \alpha Da^{-1}(y) \otimes (Da^{-1}(y)(x - y), x - y) + 2\alpha Da^{-1}(y) \otimes [(a^{-1}(x) + a^{-1}(y))(x - y)]
- 4Da^{-1}(y)(x - y) + 2a^{-1}(x) + 2a^{-1}(y)\right].
\]

Now we are ready to use Ito’s formula. Since $X_{t_0} = Y_{t_0}$, and taking into account that, $\forall A \in \text{Sym}(\mathbb{R}^{d \times d})$, $\forall v, w \in \mathbb{R}^d$,

\[
\text{tr}(A(v \otimes w)) = \text{tr}((Av) \otimes w) = \langle Av, w \rangle,
\]
we obtain

\[
\mathbb{E}[\psi(t, X^i_s, Y^i_s)] = \mathbb{E} \left[ \int_{t_0}^t e^{-\alpha(\delta s+d(x)+d(y))} \left( (a^{-1}(X_s) + a^{-1}(Y_s))(X_s - Y_s), X_s - Y_s \right) A_s \, ds \right] \\
+ \mathbb{E} \left[ \int_{t_0}^t e^{-\alpha(\delta s+d(x)+d(y))} \left( B_s + C_s + D_s + E_s + F_s + G_s + H_s \right) \, ds \right]
\]

where

\[
A_s = -\alpha \delta + \alpha H_p(X^i_s, D_x u^N_i(s, X_s)) \cdot Dd(X^i_s) + \alpha H_p(Y^i_s, D_x u^N_i(s, Y_s)) \cdot Dd(Y^i_s) \\
+ \alpha^2 |\sigma^*(X^i_s)Dd(X^i_s) + \sigma^*(Y^i_s)Dd(Y^i_s)|^2 - \alpha \text{tr}(a(X^i_s)D^2d(X^i_s)) - \alpha \text{tr}(a(Y^i_s)D^2d(Y^i_s)) ;
\]

\[
B_s = -\left( D^{-1}(X^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \cdot H_p(X^i_s, D_x u^N_i(t, X_s)) \\
- \left( D^{-1}(Y^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \cdot H_p(Y^i_s, D_x u^N_i(t, Y_s)) ;
\]

\[
C_s = -2\alpha \langle \sigma^*(X^i_s)Dd(X^i_s) + \sigma^*(Y^i_s)Dd(Y^i_s), \sigma^*(X^i_s) \rangle \langle D^{-1}(X^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \rangle \\
-2\alpha \langle \sigma^*(X^i_s)Dd(X^i_s) + \sigma^*(Y^i_s)Dd(Y^i_s), \sigma^*(Y^i_s) \rangle \langle D^{-1}(Y^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \rangle ;
\]

\[
D_s = 2(a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s) \cdot \left( H_p(Y^i_s, D_x u^N_i(s, Y_s)) - H_p(X^i_s, D_x u^N_i(s, X_s)) \right) ;
\]

\[
E_s = -4\alpha \langle \sigma^*(X^i_s)Dd(X^i_s) + \sigma^*(Y^i_s)Dd(Y^i_s), (\sigma^*(X^i_s) - \sigma^*(Y^i_s))(a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s) \rangle ;
\]

\[
F_s = \text{tr}(a(X^i_s)D^2a^{-1}(X^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s)) + \text{tr}(a(Y^i_s)D^2a^{-1}(Y^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s));
\]

\[
G_s = 4 \left( \langle (\sigma(X^i_s) - \sigma(Y^i_s)) (\sigma^*(X^i_s)\text{Jac}(a^{-1}_k(X^i_s)) + \sigma^*(X^i_s)\text{Jac}(a^{-1}_k(X^i_s))) \rangle, X^i_s - Y^i_s \right); 
\]

\[
H_s = \text{tr} ((\sigma(X^i_s) - \sigma(Y^i_s))(\sigma^*(X^i_s) - \sigma^*(Y^i_s))(a^{-1}(X^i_s) + a^{-1}(Y^i_s))) ;
\]

\[
L_s = a(X^i_s)Dd(X^i_s) \cdot \left[-\alpha Dd(X^i_s) \left( (a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \\
+ \left( D^{-1}(X^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \right. \\
\left. + 2(a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s) \right] ; 
\]

\[
M_s = a(Y^i_s)Dd(Y^i_s) \cdot \left[-\alpha Dd(Y^i_s) \left( (a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \\
+ \left( D^{-1}(Y^i_s)(X^i_s - Y^i_s), X^i_s - Y^i_s \right) \right. \\
\left. + 2(a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s) \right] .
\]

We take \( \alpha > 1 \) and we start by analyzing the terms in the deterministic part. As regards \( A_s \), using the boundedness of the coefficients we immediately obtain

\[
A_s \leq -\alpha \delta + C \alpha^2 .
\]

For the other terms, the hypotheses on the coefficients (in particular the Lipschitz bound on \( \sigma \)) easily implies

\[
|B_s| + |C_s| + |E_s| + |F_s| + |G_s| + |H_s| \leq C |X^i_s - Y^i_s|^2 .
\]
As regards $D_s$, we have
\[
|D_s| \leq C|X^i_s - Y_s^i| \cdot |H_p(Y^i_s, D_{x_i}v^N_i(s, Y_s^i)) - H_p(Y^i_s, D_{x_i}u^N_i(s, Y_s^i))| \\
+ C|X^i_s - Y_s^i| \cdot |H_p(Y^i_s, D_{x_i}u^N_i(s, Y_s^i)) - H_p(X^i_s, D_{x_i}u^N_i(s, Y_s^i))| \\
+ C|X^i_s - Y_s^i| \cdot |H_p(X^i_s, D_{x_i}u^N_i(s, Y_s^i)) - H_p(X^i_s, D_{x_i}u^N_i(s, Y_s^i))| \\
\leq C|X^i_s - Y_s^i| \cdot \left( |X^i_s - Y_s^i| + \frac{1}{N} \sum_{j \neq i} |X^j_s - Y_s^j| + |D_{x_i}v^N_i(s, Y_s^i) - D_{x_i}u^N_i(s, Y_s^i)| \right) \\
\leq C|X^i_s - Y_s^i|^2 + \frac{C}{N} \sum_{j \neq i} (|X^i_s - Y_s^i| \cdot |X^j_s - Y_s^j|) + C|D_{x_i}v^N_i(s, Y_s^i) - D_{x_i}u^N_i(s, Y_s^i)|^2.
\]

Now we focus ourselves on the reflecting terms. The uniform ellipticity of $a$ implies
\[
\langle a(X^i_s) Dd(X^i_s), Dd(X^i_s) \rangle \geq \lambda, \quad \langle (a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s), (X^i_s - Y^i_s) \rangle \geq 2\mu^{-1}|X^i_s - Y^i_s|^2.
\]

We obtain
\[
L_s \leq -2\alpha \lambda \mu^{-1}|X^i_s - Y^i_s|^2 + C|X^i_s - Y^i_s|^2 + 2Dd(X^i_s) \cdot (X^i_s - Y^i_s) \\
+ 2Dd(X^i_s) \cdot (a(X^i_s) a^{-1}(Y^i_s)(X^i_s - Y^i_s)).
\]

The last term can be written as
\[
2Dd(X^i_s) \cdot (X^i_s - Y^i_s) + 2Dd(X^i_s) \cdot [(a(X^i_s) - a(Y^i_s)) a^{-1}(Y^i_s)(X^i_s - Y^i_s)].
\]

This estimate implies, up to changing the constant $C$,
\[
L_s \leq (-2\alpha \lambda \mu^{-1} + C)|X^i_s - Y^i_s|^2 + 4Dd(X^i_s) \cdot (X^i_s - Y^i_s).
\]

In order to estimate the right-hand side term, we use a Taylor expansion of the function $d(\cdot)$. We have
\[
d(X^i_s) = d(Y^i_s) + Dd(X^i_s) \cdot (X^i_s - Y^i_s) + \frac{1}{2}D^2d(\xi)(X^i_s - Y^i_s) \cdot (X^i_s - Y^i_s),
\]
where $\xi = X_s + k(Y_s - X_s)$, for a certain $0 \leq k \leq 1$. So we get
\[
Dd(X^i_s) \cdot (X^i_s - Y^i_s) \leq d(X^i_s) - d(Y^i_s) + C|X^i_s - Y^i_s|^2.
\]

Since the reflecting process $k^{\text{ref}}X$ takes values in the set $\{X \in \partial \Omega\}$, we have in this set
\[
d(X^i_s) = 0. \text{ This means, up to changing } C,
\]
\[
L_s \leq (-2\alpha \lambda \mu^{-1} + C)|X^i_s - Y^i_s|^2 - 4d(Y^i_s) \leq 0,
\]
for $\alpha$ sufficiently large. In the same way we can prove $M_s \leq 0$ in the set $\{Y \in \partial \Omega\}$.

Now we come back to $\psi(t, X^i_t, Y^i_t) \geq 2e^{-\alpha(T + C)} \mu^{-1}|X^i_t - Y^i_t|^2$,
\[
\langle (a^{-1}(X^i_s) + a^{-1}(Y^i_s))(X^i_s - Y^i_s), (X^i_s - Y^i_s) \rangle \leq 2\lambda^{-1}|X^i_s - Y^i_s|^2.
\]
Since $A_s \leq 0$ for $\delta$ sufficiently large (depending on $\alpha$), collecting all the estimates we obtain, up to changing $C$,

\begin{equation}
2e^{-\alpha(\delta T+C)}\mu^{-1}\mathbb{E}[|X_t^i - Y_t^i|^2] \leq (2\lambda^{-1}(-\alpha\delta + C\alpha^2) + C) \int_{t_0}^t \mathbb{E}[|X_s^i - Y_s^i|^2] \, ds + \frac{C}{N} \int_{t_0}^t \mathbb{E} \left[ \sum_{j \neq i} (|X_s^i - Y_s^i| \cdot |X_s^j - Y_s^j|) \right] \, ds + C \int_{t_0}^t \mathbb{E}[|D_x, v_1^N(s, Y_s) - D_x, u_1^N(s, Y_s)|^2] ds.
\end{equation}

The last term is immediately estimated with (5.2). Moreover, since $\alpha > 1$, the coefficient of the first term in the right-hand side can be written, up to changing $C$ depending on $\lambda$, as $2\lambda^{-1}(-\alpha\delta + C\alpha^2)$.

Fix $K > 0$, whose value will be given later. We choose $\delta > C\alpha + \frac{k\lambda}{2\alpha}$ and we have $2\lambda^{-1}(-\alpha\delta + C\alpha^2) \leq -K$. Putting these estimations in (6.4) we obtain

\begin{equation}
2e^{-\alpha(\delta T+C)}\mu^{-1}\mathbb{E}[|X_t^i - Y_t^i|^2] \leq -K \int_{t_0}^t \mathbb{E}[|X_s^i - Y_s^i|^2] \, ds + \frac{C}{N} \int_{t_0}^t \mathbb{E} \left[ \sum_{j \neq i} (|X_s^i - Y_s^i| \cdot |X_s^j - Y_s^j|) \right] \, ds + \frac{C}{N}.
\end{equation}

Summing over $i \in [1, N]$, we get

\begin{equation}
2e^{-\alpha(\delta T+C)}\mu^{-1} \sum_{i=1}^N \mathbb{E}[|X_t^i - Y_t^i|^2] \leq -K \int_{t_0}^t \sum_{i=1}^N \mathbb{E}[|X_s^i - Y_s^i|^2] \, ds + \frac{C}{N} \int_{t_0}^t \sum_{i,j=1}^N \mathbb{E} \left[ |X_s^i - Y_s^i| \cdot |X_s^j - Y_s^j| \right] \, ds + \frac{C}{N}.
\end{equation}

We estimate separately the function in the last integral. We have

\begin{equation}
\sum_{i,j=1}^N \mathbb{E}[|X_s^i - Y_s^i| \cdot |X_s^j - Y_s^j|] = \mathbb{E} \left[ \left( \sum_{i=1}^N |X_s^i - Y_s^i| \right)^2 \right] \leq N \sum_{i=1}^N \mathbb{E}[|X_s^i - Y_s^i|^2],
\end{equation}

which implies

\begin{equation}
2e^{-\alpha(\delta T+C)}\mu^{-1} \sum_{i=1}^N \mathbb{E}[|X_t^i - Y_t^i|^2] \leq (C - K) \int_{t_0}^t \sum_{i=1}^N \mathbb{E}[|X_s^i - Y_s^i|^2] \, ds + \frac{C}{N}.
\end{equation}

We take $K > C$ and $\delta$ depending on $K$. This means, up to changing $C$,

\begin{equation}
\sum_{i=1}^N \mathbb{E}[|X_t^i - Y_t^i|^2] \leq \frac{C}{N}.
\end{equation}

With this information we can estimate the sum in (6.5):

\begin{equation}
\mathbb{E} \left[ \sum_{j \neq i} |X_s^i - Y_s^i| \cdot |X_s^j - Y_s^j| \right] \leq CN \mathbb{E}[|X_s^i - Y_s^i|^2] + \frac{C}{N}.
\end{equation}
Plugging these estimations in (6.5) we finally get
\[
\mathbb{E}[|X_t^i - Y_t^i|^2] \leq C \int_0^t \mathbb{E}[|X_s^i - Y_s^i|^2] \, ds + \frac{C}{N^2}.
\]
Using Gronwall’s inequality we obtain (6.2) and we conclude.
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