Supervised conversion from Landsat-8 images to Sentinel-2 images with deep learning
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ABSTRACT

In a specific remote sensing study design, the utilization of images from a particular satellite is necessary. However, the images might be unavailable in a certain time range. Therefore, a conversion method from available remote sensing images at the time range is required. In this paper, we proposed machine learning models that are capable to convert Landsat-8 images to Sentinel-2 images. The models are inspired by the advancement of super-resolution model based on Deep learning. The result of this study shows that the proposed models can predict Sentinel-2 images which are quantitatively and qualitatively similar to the original images.

Introduction

The availability of images from a suitable satellite is an essential factor in designing a study in remote sensing. However, the options for satellite are constrained with the launching time, the terminating time, and the time resolution of the satellite. Suppose that we want to conduct a study using satellite images captured in 2013. In this case, Sentinel-2 images are not available because the satellite was launched on June 23, 2015. As an alternative, Landsat-8 images can be used. However, in some study designs, Sentinel-2 images are preferred due to its higher spatial resolution. Therefore, there is a demand for a model capable to convert images between different satellites. Unfortunately, the development of a conversion model is not well studied. The most similar models that can be found are the model developed in the remote sensing studies for image fusion, pan-sharpening, and image super-resolution.

Image fusion studies aim to combine multiple images from different satellites into new images that possess favored characteristics from the original images. An example of the studies is the harmonization Landsat-8 – Sentinel-2 by Claverie et al. (2018). In the study, Sentinel-2 images and Landsat-8 images were fused in a virtual constellation model to form three images: (1) S10, which is a Sentinel-2-like image; (2) S30, which is an image with combined characteristics of Sentinel-2 and Landsat-8; and (3) L30, which is a Landsat-8-like image. Other examples are the spatio-temporal image fusion studies, whose objective is to fuse a low spatial – high temporal resolution image with a high spatial – low temporal resolution image to produce a high spatial – high temporal resolution image. The popular methods for spatio-temporal image fusion, according to Belgiu and Stein (2019), are STARFM (Gao et al., 2006), ESTARFM (Zhu et al., 2010), and STAARCH (Hilker et al., 2009). Following the trend in computer vision research, the recent studies in this topic are starting to adopt deep learning approaches. Ma et al. (2019) identified three recent image fusion studies that used deep learning: the study by Palsson et al. (2017), Dian et al. (2018), and Yang et al. (2018).

On the other hand, pan-sharpening studies objective is to improve the spatial resolution of a single image with the help of a high spatial resolution band named the panchromatic band. A pan-sharpening studies can also be categorized as an image fusion study (Ghamisi et al., 2019), in the view that they fuse low spatial resolution bands with panchromatic bands to output high spatial resolution bands. Similar to image fusion research, the shift to deep learning approaches is apparent in this topic. As reported by Ma et al. (2019), at least seven pan-sharpening studies have utilized deep learning (Huang et al., 2015; Masi et al., 2016; Scarpa et al., 2018; Shao & Cai, 2018; Wei et al., 2017; Xing et al., 2018; Yuan et al., 2018). Furthermore, we identified two additional deep-learning-based pan-sharpening studies (Masi et al., 2017; Yang et al., 2017).

Similar to pan-sharpening studies, the goal of super-resolution studies is to enhance the spatial resolution of an image. However, panchromatic band is not utilized in a super-resolution model. These studies are largely influenced by the super-resolution models in computer vision research, which are mostly based on the Fully
Convolutional Network (FCN) (Long et al., 2015). The earliest super-resolution study in remote sensing was done by Collins et al. (2017). In the work, a SRCNN-based network (Dong et al., 2014) was used to enhance the spatial resolution of Resourcesat-1 and -2 images. A year later, Pouliot et al. (2018) developed a modified SRCNN called as DCR_SRCNN to enhance the red, Near Infrared (NIR), and Shortwave Infrared (SWIR) bands of Landsat-8 by using Sentinel-2 red, NIR, and SWIR bands. The work by Pouliot et al. can also be considered as an image fusion study because of the use of Sentinel-2 as an auxiliary input. In the same year, Lanaras et al. (2018) developed a deep-learning-based super-resolution model specifically for Sentinel-2 images. The super-resolution technique is also proved to be capable for enhancing the resolution of hyperspectral aerial images (W. Liu & Lee, 2019; Ran et al., 2019). Not only to enhance the spatial resolution of aerial images, but the super-resolution technique can also be applied to enhance the spatial resolution of land cover maps. Jia et al. (2019) showed that CNN can predict a finer land cover map given a coarse remote sensing image.

Despite the problem similarity, it is unfortunate that the model developed for image fusion, pan-sharpening, and image super-resolution cannot be directly used to solve image conversion problem. For instance, in Landsat-8 to Sentinel-2 conversion, the model should be able to generate a Sentinel-2 image with the input of only a Landsat-8 image, as illustrated in Figure 1. It is different from the image fusion model, which combines two images from different satellites to form a new image as seen in Figure 2. Similarly, it also differs from the pan-sharpening model due to the use of a panchromatic band, as depicted in Figure 3. Among the three models, the image super-resolution model is the most similar model to the conversion model. However, the super-resolution model outputs an image from the same satellite with an improved spatial resolution instead of an image from another satellite, as visualized in Figure 4.

The uniqueness of the conversion model approach enables it to perform tasks that are not possible for the image fusion, pan-sharpening, and image super-resolution model. For instance, a conversion model of Landsat-8 to Sentinel-2 can predict a Sentinel-2 image dated between February 11, 2013 and June 23,
2015, a period when Landsat-8 has been orbited before the launch of Sentinel-2.

To develop the conversion model, we propose to use deep learning approach, which showed superior performance in a wide range of remote sensing research sub-domains (Gu et al., 2019). The sub-domains are not only limited to the image fusion, pan-sharpening, and remote sensing image super-resolution as discussed before, but also other sub-domains with different characteristics such as scene classification (Chaib et al., 2017; Cheng et al., 2018, 2016; F. Zhang et al., 2016), object detection in remote sensing image (Cao et al., 2016; Q. Liu et al., 2018; Ren et al., 2018; W. C. Zhang & Chen, 2012), and scene retrieval (Han et al., 2020; Li et al., 2020, 2018).

This study was focused to develop only Landsat-8 image to Sentinel-2 image conversion models. However, the model should be able to generalize to images from any satellites. The contributions of this study are:

1. Developed a dataset that can be used to train a model of Landsat-8 images to Sentinel-2 images.

2. Designed a CNN architecture that is capable to generate Sentinel-2 bands, which have multiple spatial resolutions, using Landsat-8 bands as input.

Materials and methods

Dataset

The Landsat-8 images in this research were acquired from the United States Geological Survey (USGS) EarthExplorer website (United States Geological Survey, 2019). Meanwhile, the Sentinel-2 images were downloaded from the European Space Agency (ESA) Copernicus Open Access Hub website (European Space Agency, 2019). Both Landsat-8 images and Sentinel-2 images that we acquired were Level 2 images. The images were capture by both satellites in the year 2017 and 2018 in the area around San Francisco and near Los Angeles. These locations of the study area were chosen because it has a relatively low cloud cover. These study areas are marked with squares in Figure 5. The tile references for the corresponding study area are given in Table 1. To further ensure the low cloud cover, the
images with more than 10% cloud cover are not included in our dataset.

For each Landsat-8 image, a Sentinel-2 image with the same location and nearest acquisition time was assigned as a target for supervised learning. Because the Landsat-8 images from the given tile reference are bigger than Sentinel-2 images, we cropped the images to match the Sentinel-2 coverage. The bands used for each Landsat-8 images and Sentinel-2 images are the bands that are available from the EarthExplorer and Copernicus Open Access Hub. The bands description is given in tables 2 and 3, respectively, for Sentinel-2 and Landsat-8. After the acquisition and cropping, we converted the pixels value from digital number to Top of Atmosphere (ToA) reflectance value. Because the images are already at Level 2, the conversion is just a scaling by 10^{-4}.

Finally, to form the final dataset, pairs of source and target images were extracted from the processed images. The source images in the final dataset were obtained by tiling the Landsat-8 images to multiple patches of 960 × 960 pixels. Subsequently, the target images were obtained by extracting patches from the Sentinel-2 images with the same geolocation as the Landsat-8 patches. In Figure 6, an example of a data point in the final dataset is illustrated.

| Table 1. Tile reference of the study area. |
|--------------------------------------------|
| Description                  | Landsat-8 (Path/Row) | Sentinel-2 |
| Area around San Francisco    | 44/34                | T11SLU     |
| Area around Los Angeles      | 41/36                | T10SEG     |

Table 2. Sentinel-2 bands.

| Band Name              | Wavelength (μm) | Resolution (m/pixel) |
|------------------------|-----------------|----------------------|
| Band 01 – Coastal Aerosol | 0.43–0.45       | 60                   |
| Band 02 – Blue          | 0.45–0.52       | 10                   |
| Band 03 – Green         | 0.54–0.58       | 10                   |
| Band 04 – Red           | 0.65–0.68       | 10                   |
| Band 05 – Red-edge 1    | 0.70–0.71       | 20                   |
| Band 06 – Red-edge 2    | 0.73–0.75       | 20                   |
| Band 07 – Red-edge      | 0.77–0.79       | 20                   |
| Band 08 – NIR           | 0.79–0.90       | 10                   |
| Band 09 – NIR Narrow    | 0.86–0.88       | 20                   |
| Band 10 – Water Vapour  | 0.94–0.96       | 60                   |
| Band 11 – SWIR 1        | 1.36–1.39       | 60                   |
| Band 12 – SWIR 2        | 1.57–1.66       | 20                   |
| Band 06 – SWIR 2        | 2.10–2.29       | 20                   |

Table 3. Landsat-8 bands.

| Band Name              | Wavelength (μm) | Resolution (m/pixel) |
|------------------------|-----------------|----------------------|
| Band 1 – Coastal Aerosol | 0.43–0.45       | 30                   |
| Band 2 – Blue           | 0.45–0.51       | 30                   |
| Band 3 – Green          | 0.53–0.59       | 30                   |
| Band 4 – Red            | 0.64–0.67       | 30                   |
| Band 5 – NIR            | 0.85–0.88       | 30                   |
| Band 6 – SWIR 1         | 1.57–1.65       | 30                   |
| Band 7 – SWIR 2         | 2.11–2.29       | 30                   |

**Deep learning architecture for Landsat-8 to Sentinel-2 conversion**

Due to the similarity between conversion and image super-resolution problem, we propose a deep-learning-based conversion architecture inspired by the CNN for image super-resolution problem. In image super-resolution research, the architecture used is typically
constructed with a single pathway, which outputs an image with a higher resolution. This architecture cannot be directly applied for Landsat-8 – Sentinel-2 conversion, because the Sentinel-2 image has different resolutions for each band. In particular, the resolution of band 01, 09, and 10 are half of the Landsat-8 resolution, the resolution of band 02, 03, 04, and 08 are three times of the Landsat-8 resolution, and the other bands are 1.5 times of the Landsat-8 resolution. To cope with the variation of the Sentinel-2 image resolution, we modified the typical super-resolution architecture with multiple decoder pathways as depicted in Figure 7. To generate different resolutions, each pathway uses one of the three resolution-adjusting modules: downsampling, upsampling, and 1.5x module.

Figure 6. Dataset illustration.
The downsampling modules in our proposed architecture act as image generators with half resolution of the Landsat-8 image input. We compared two common deep learning modules for downsampling to be used in our proposed architecture: the strided convolution layer and the max pooling layer. The strided convolution layer is similar to the standard convolution layer, except that the kernel moves with a stride of more than one, as illustrated in Figure 8. In this study, we used a stride of two to downsample the input image by half resolution. Different from the strided convolution, max pooling downsamples the input image by taking only the maximum value of each local patch. This operation is illustrated in Figure 9.

Concurrently, the upsampling modules are installed in the proposed architecture to generate an image with
a resolution three times larger than the input. For the upsampling modules, we used two common super-resolution modules: sub-pixel layer (Shi et al., 2016) and transpose convolution layer (Zeiler et al., 2010). Transpose convolution layer was originally named as deconvolution layer by the original authors. However, it is more commonly known as transpose convolution, which is technically more suitable. Figures 10 and 11 respectively illustrate the process of the sub-pixel and transpose convolution layer. The sub-pixel layer works by adding extra dimensions to the convolution kernel (depicted with a red-lined matrix) which generates more feature maps. The upsampled image is formed by aggregating the feature representation as depicted in Figure 10. On the other hand, the transpose convolution layer upsamples the input image by padding the input image with zeroes (depicted as white pixels in Figure 11). The final upsampled image is calculated by performing a convolutional operation to the padded matrix.

The most challenging part in designing the proposed architecture is the resolution-adjusting module for bands with 1.5 times the resolution of the input. A similar challenge has been addressed by Aiazzi et al. (1999) for image fusion. However, their method does not apply to image conversion. Therefore, we designed a module with combination of a downsampling and an upsampling module to generate 1.5 times resolution, named as 1.5x module in Figure 7. Two variants of 1.5x module were considered. The first variant used a sequence of a downsampling sub-module and an upsampling sub-module. The downsampling sub-

---

**Figure 8.** Strided convolution layer 329x220mm (96 x 96 DPI).

**Figure 9.** Max pooling layer 136x64mm (96 x 96 DPI).

**Figure 10.** Sub-pixel 368x118mm (96 x 96 DPI).
module was utilized to generate feature maps with half-resolution. Afterward, an upsampling submodule took the feature maps as input to generate an image with three times resolution of the feature maps. Therefore, the output of the downsampling–upsampling module can generate an image with 1.5 times the resolution of its input. The second variant is the reverse of the first variant, where the first submodule is upsampling, followed by the downsampling sub-module. The downsampling and upsampling sub-module in this module follow the same variation of the downsampling and upsampling module used in other pathways.

In total, we tried eight different architectures in this study. These modules were named: Sub-Stride-DU, Sub-Max-DU, Trans-Stride-DU, Trans-Max-DU, Sub-Stride-UD, Sub-Max-UD, Trans-Stride-UD, and Trans-Max-UD. The first term in the model name refers to the upsampling module used, whether it is sub-pixel (Sub) or transposed convolution (Trans). The second term refers to whether the models used strided convolution (Stride) or max pooling (Max) as the downsampling module. The last term refers to whether the models use a 1.5x module with the downsampling-upsampling (DU) sequence or the upsampling-downsampling (UD) sequence. The architecture of the upsampling, downsampling, and 1.5x module are summarized in Table 4.

**Experiment setting**

All models in this study were trained using the Adam optimization algorithm (Kingma & Ba, 2015) with the default settings. We trained the models with a batch size of 1 for 100 epochs and took the trained models with the best validation loss for the final performance test.

To evaluate the performance of all models, five popular metrics for image quality assessment are used: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Peak to Signal Noise Ratio (PSNR), Structural Similarity (SSIM) (Wang et al., 2004), and cross correlation. To assess the similarity between two images, MAE and RMSE are mathematically the most straightforward metrics to assess. MAE and RMSE are calculated as in the equation 1 and 2 respectively, where $x_{ij}$ is the pixel value of the $i^{th}$longitude and $j^{th}$ latitude, $\hat{x}_{ij}$ is the predicted pixel value of the $i^{th}$longitude and $j^{th}$ latitude, and $N$ is the total number of pixels.

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |x_{ij} - \hat{x}_{ij}|$$

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_{ij} - \hat{x}_{ij})^2}$$

In contrast to MAE and RMSE, PSNR is usually more preferred as it takes the peak intensity of the assessed image into account, which makes it more reliable for assessing images with different peak intensity. The formula of PSNR is shown in the equation 3, where $MAX$ is the maximum possible pixel value. In this paper, $MAX$ is set to 10,000, which is a standard denominator for converting Sentinel-2 digital number to reflectance value.

$$PSNR = 20\log_{10} \left( \frac{MAX}{RMSE} \right)$$

SSIM improves the reliability of PSNR further by also considering the structural information of the images. The calculation of SSIM is formulated as in the equation 4, where $\mu_x$ is the average of $x$, $\mu_\hat{x}$ is the average of $\hat{x}$, $\sigma_x$ is the variance of $x$, $\sigma_\hat{x}$ is the variance of $\hat{x}$, $\sigma_{x\hat{x}}$ is the covariance of $x$ and $\hat{x}$, $L$ is the range of pixel values (0 to 10,000), and $k_1$ and $k_2$ are adjustable variables. In this study, $k_1$ and $k_2$ were set to the default values of 0.01 and 0.03, respectively.

$$SSIM = \frac{(2\mu_x\mu_\hat{x} + (k_1L)^2)(2\sigma_{x\hat{x}} + (k_2L)^2)}{\left(\mu_x^2 + \mu_\hat{x}^2 + (k_1L)^2\right)\left(\sigma_x^2 + \sigma_\hat{x}^2 + (k_2L)^2\right)}$$

Additionally, we also used cross correlation as an evaluation metric. Cross correlation measures the
The upsampling, downsampling, and 1.5x module in the CNN architecture for Landsat-8 – Sentinel-2 conversion.

| Upsampling | Sub |
|------------|-----|
| Trans      |     |
| Downsampling |     |
| Stride     |     |
| Max        |     |
| 1.5x DU    |     |
| UD         |     |

geometric distortion between the predicted image and the ground truth image. The formula of cross correlation is given in equation 5.

\[
CC(\hat{x}, x) = \frac{1}{m_i} \sum_{i=1}^{m_1} CCS(\hat{x}_i, x_i)
\]  

(5)

where CCS is the cross correlation for the \( i \)th band in the image, which is calculated as in equation 6.

\[
CCS(A, B) = \frac{\sum_{j=1}^{n} (A_j - \mu_A)(B_j - \mu_B)}{\sqrt{\sum_{j=1}^{n} (A_j - \mu_A)^2 \sum_{j=1}^{n} (B_j - \mu_B)^2}}
\]  

(6)

where \( \mu_A \) is the mean pixel value of band A.

Results and discussion

To compare the performance between all models, we tabulated the MAE, RMSE, PSNR, SSIM, and Cross Correlation of each model in tables 5 and 6. The best performance is marked with red. In general, Trans-Stride-DU achieved the best performance in all metrics, except in cross correlation, which best model is Sub-Stride-DU. The worst overall model was Sub-Max-UD, which is the complete opposite of the best model.

Ablation analysis on the result in tables 5 and 6 revealed that transposed convolution outperformed sub-pixel. Similarly, with ablation analysis, we found that strided convolution is better than max pooling in terms of performance. Surprisingly, the ablation analysis showed that DU models generally have better performance than their UD counterparts. Logically, the information loss in the DU setting should restrict the models to achieve their optimal performance. Our guess is that the DU module behaves similarly to a typical encoder-decoder deep learning architecture, which forces the models to extract only useful information and leads to better performance.

In addition, we inspected the distribution of the predicted image pixel values as well as the performance of all models. In Table 7, we provided the average value of the 5th and 95th percentile of the ground truth and the predicted values from all models. In general, the predicted values by models with a downsampling-upsampling module have a similar range to the ground truth pixels value, except for band 10. In contrast, the difference in range was noticeable for the predicted values from models with an upsampling-downsampling module. The minimum and maximum predicted values by all models were not reported because they were suspected to be predictions of noisy pixels.
In Table 8, we summarized the mean and standard deviation of the ground truth and the predicted values from all models, excluding data below 5th percentile and above 95th percentile. Generally, all models have noticeably different statistics than the ground truth for band 10. This suggests that all models were not able to predict band 10 well. Although the MAE and RMSE for the band 10 predictions in Table 5 seemed to be smaller than the other bands, it should be noticed that the range of pixel values for band 10 are much smaller than other bands, as displayed in Table 7, leading to the smaller MAE and RMSE. The failure of band 10 prediction was most likely caused by the fact that band 10 mainly captures the wavelength range of the cirrus cloud. Due to the absence of a band with a similar wavelength range in Landsat-8 data we obtained, it should be expected that no model can predict band 10 well.

Conversely, in other bands, the mean of the predicted values by all models was similar to the ground truth. However, the standard deviation of the UD models deviated significantly from the standard deviation of the ground truths. In contrast, the standard deviation value of the DU models was similar to the standard deviation of the ground truths. Therefore, the distribution of the predicted pixel values by down-sampling-upsampling models can be concluded as similar to the ground truth pixel values, indicating a successful prediction. However, it was not the case...
for the predicted pixel values by the UD models, which statistically seemed to have a different distribution than the ground truths.

To confirm the displayed trend in tables 7 and 8, we plotted the predicted pixel values distributions of the best and the worst model in a histogram, which are displayed in Appendix A (Figure A.1 to A.13). The histogram plots showed that the distributions of predicted pixel values by the best model generally have a similar shape, but smoother than the ground truth distributions. The only exception was the predicted distribution of band 10, which indicated a failure in predicting band 10. In contrast, the distributions of predicted pixel values by the worst model were noticeably different from the ground truth distribution of all bands. This confirms the displayed trend in tables 7 and 8.

Additionally, we confirmed the prediction of the best model (Trans-Stride-UD) with visual comparison to the respective ground truth. For this comparison, we extracted patches of 64 x 64 with the best MAE, the median MAE, and the worst MAE, as displayed in tables 9 and 10. From the visual inspection, it can be concluded that Trans-Stride-UD can generally capture the structure of the ground truth images. The prediction of band 02, 03, 04, and 08 was blurrier than the other bands, but still reflected the general shape of the ground truth images. By comparing the best, median, and worst prediction, we could deduce that the best conversion model tended to predict images with less texture.
Table 9. Visual comparison of the best model (Trans-Stride-DU) prediction to the corresponding ground truth for Band 01, 02, 03, 04, 05, 06, and 07.

| Band | 01 | 02 | 03 | 04 | 05 | 06 | 07 |
|------|----|----|----|----|----|----|----|
| Best MAE | Ground Truth | ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) | ![Image](image6) | ![Image](image7) |
| Prediction | ![Image](image8) | ![Image](image9) | ![Image](image10) | ![Image](image11) | ![Image](image12) | ![Image](image13) | ![Image](image14) |
| Median MAE | Ground Truth | ![Image](image15) | ![Image](image16) | ![Image](image17) | ![Image](image18) | ![Image](image19) | ![Image](image20) | ![Image](image21) |
| Prediction | ![Image](image22) | ![Image](image23) | ![Image](image24) | ![Image](image25) | ![Image](image26) | ![Image](image27) | ![Image](image28) |
| Worst MAE | Ground Truth | ![Image](image29) | ![Image](image30) | ![Image](image31) | ![Image](image32) | ![Image](image33) | ![Image](image34) | ![Image](image35) |
| Prediction | ![Image](image36) | ![Image](image37) | ![Image](image38) | ![Image](image39) | ![Image](image40) | ![Image](image41) | ![Image](image42) |

Table 10. Visual comparison of the best model (Trans-Stride-DU) prediction to the corresponding ground truth for Band 08, 8A, 09, 10, 11, and 12.

| Band | 08 | 8A | 09 | 10 | 11 | 12 |
|------|----|----|----|----|----|----|
| Best MAE | Ground Truth | ![Image](image43) | ![Image](image44) | ![Image](image45) | ![Image](image46) | ![Image](image47) | ![Image](image48) |
| Prediction | ![Image](image49) | ![Image](image50) | ![Image](image51) | ![Image](image52) | ![Image](image53) | ![Image](image54) |
| Median MAE | Ground Truth | ![Image](image55) | ![Image](image56) | ![Image](image57) | ![Image](image58) | ![Image](image59) | ![Image](image60) |
| Prediction | ![Image](image61) | ![Image](image62) | ![Image](image63) | ![Image](image64) | ![Image](image65) | ![Image](image66) |
| Worst MAE | Ground Truth | ![Image](image67) | ![Image](image68) | ![Image](image69) | ![Image](image70) | ![Image](image71) | ![Image](image72) |
| Prediction | ![Image](image73) | ![Image](image74) | ![Image](image75) | ![Image](image76) | ![Image](image77) | ![Image](image78) |
**Conclusion**

This study shows a promising possibility of developing a machine learning model for converting images of Landsat-8 to Sentinel-2. Our best model, Trans-Stride-DU, successfully predicted images that are quantitatively and qualitatively similar to the actual Sentinel-2 images. This model used a transposed convolution as the upsampling module, a strided convolution as the downsampling module, and a sequence of downsampling and upsampling module to generate Sentinel-2 bands with 1.5 times the resolution of Landsat-8 bands.

The models introduced in this study can conceptually be applied to convert images from and to any satellite. Therefore, the studies following this research can explore the use of images from different satellites for conversion. Another interesting research direction is to utilize unsupervised learning, which can alleviate the rigorous data preparation that is necessary for the supervised learning model.
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Appendix A. Pixel Value Distribution Plotted in Histogram

Figure A.1. Pixel value distribution of band 1 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.2. Pixel value distribution of band 2 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.3. Pixel value distribution of band 3 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.4. Pixel value distribution of band 4 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.5. Pixel value distribution of band 5 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.6. Pixel value distribution of band 6 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.7. Pixel value distribution of band 7 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.8. Pixel value distribution of band 8 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.9. Pixel value distribution of band 8A plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.10. Pixel value distribution of band 9 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.11. Pixel value distribution of band 10 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.12. Pixel value distribution of band 11 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.
Figure A.13. Pixel value distribution of band 12 plotted in histogram: (a) ground truth; (b) prediction by using Trans-Stride-DU; (c) prediction by using Sub-Max-UD.