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Abstract

While spike trains are obviously not band-limited, the theory of super-resolution tells us that perfect recovery of unknown spike locations and weights from low-pass Fourier transform measurements is possible provided that the minimum spacing, $\Delta$, between spikes is not too small. Specifically, for a measurement cutoff frequency of $f_c$, Donoho [2] showed that exact recovery is possible if the spikes (on $\mathbb{R}$) lie on a lattice and $\Delta > 1/f_c$, but does not specify a corresponding recovery method. Candès and Fernandez-Granda [3, 4] provide a convex programming method for the recovery of periodic spike trains (i.e., spike trains on the torus $\mathbb{T}$), which succeeds provably if $\Delta > 2/f_c$ and $f_c \geq 128$ or if $\Delta > 1.26/f_c$ and $f_c \geq 10^3$, and does not need the spikes within the fundamental period to lie on a lattice. In this paper, we develop a theory of super-resolution from short-time Fourier transform (STFT) measurements. Specifically, we present a recovery method similar in spirit to the one in [3] for pure Fourier measurements. For a STFT Gaussian window function of width $\sigma = 1/(4f_c)$ this method succeeds provably if $\Delta > 1/f_c$, without restrictions on $f_c$. Our theory is based on a measure-theoretic formulation of the recovery problem, which leads to considerable generality in the sense of the results being grid-free and applying to spike trains on both $\mathbb{R}$ and $\mathbb{T}$. The case of spike trains on $\mathbb{R}$ comes with significant technical challenges. For recovery of spike trains on $\mathbb{T}$ we prove that the correct solution can be approximated—in weak-* topology—by solving a sequence of finite-dimensional convex programming problems.
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1 Introduction

The recovery of spike trains with unknown spike locations and weights from low-pass Fourier measurements, commonly referred to as super-resolution, has been a topic of long-standing interest [5–12], with recent focus on $\ell^1$-minimization-based recovery techniques [3, 13]. It was recognized in [2, 3, 14–16] that a measure-theoretic formulation of the super-resolution problem in continuous time not only leads to a clean mathematical framework, but also to results that are “grid-free” [13], that is, the spike locations are not required to lie on a lattice. This theory is inspired by Beurling’s seminal work on the “balayage of measures” in Fourier transforms [7, 8] and on interpolation using entire functions of exponential type [9]. Specifically, de Castro and Gamboa [15] and Candès and Fernandez-Granda [3] propose to recover a periodic discrete measure (modeling the spike train), that is, a measure on the torus $\mathbb{T}$, from low-pass Fourier measurements by solving a total variation minimization problem. Despite its infinite-dimensional nature this optimization problem can be solved explicitly, as described in [3,14,16]. Concretely, it is shown in [3,15] that the analysis of the Fenchel dual problem leads to an interpolation problem, which can be solved explicitly provided that the elements in the support set of the discrete measure to be recovered are separated by at least $2/f_c$, where $f_c$ is the cutoff frequency of the low-pass measurements, and $f_c \geq 128$. More recently, Fernandez-Granda [4] improved the minimum distance condition to $\Delta > 1.26/f_c$, but had to impose the additional constraint $f_c \geq 10^3$. Donoho [2] considers the recovery of a spike train on $\mathbb{R}$ and proves that a separation of $1/f_c$ is sufficient for perfect recovery provided that the spikes lie on a lattice; a concrete method for reconstructing the measure is, however, not provided. In a different context, Kahane [17] showed that recovery of spike trains on $\mathbb{R}$ under a lattice constraint can be accomplished by solving an infinite-dimensional minimal extrapolation problem, provided that the minimum separation between spikes is at least $5 f_c \sqrt{\log(1/f_c)}$. In [11,12] the recovery of periodic spike trains is considered in the context of sampling of signals with finite rate of innovation. The main result in [11] states that a periodic spike train with $K$ spikes per period can be recovered from $2K + 1$ Fourier series coefficients without imposing a minimum separation condition. The corresponding recovery algorithm falls into the category of subspace-based methods such as, e.g., MUltiple SIgnal Classification (MUSIC) [18] and Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) [19], algorithms widely used for direction-of-arrival estimation in array processing.
1.1 Contributions

In practical applications, signals are often partitioned into short time segments and windowed for acquisition (as done, e.g., in spectrum analyzers) so that one has access to windowed Fourier transform, i.e., short-time Fourier transform (STFT), measurements only. Moreover, the frequency characteristics of the spike train to be recovered often vary over time, i.e., the spike locations can be more packed in certain time intervals, as illustrated in Fig. 1. Time-localized spectral information, as provided by the STFT, can therefore be expected to lead to improved reconstruction quality for the same measurement band-limitation. This motivates the development of a theory of super-resolution from STFT measurements, which is the goal of the present paper. Inspired by [2,3,14–16,20], we consider the continuous time case and employ a measure-theoretic formulation of the recovery problem. Our main result shows that exact recovery through total variation minimization is possible, for a Gaussian STFT window function of width \( \sigma = 1/(4f_c) \), provided that the minimum spacing between spikes, i.e., the elements in the support set of the discrete measure to be recovered, exceeds \( 1/f_c \). While our theory applies to general window functions—from the Schwartz-Bruhat space—that are extendable to entire functions, the recovery condition \( \Delta > 1/f_c \) is obtained by particularizing to a Gaussian window function of width \( \sigma = 1/(4f_c) \). Similar recovery thresholds can be obtained for other window functions and for Gaussian window functions of different widths, but this would require adapting the computational parts of our proofs, in particular Appendices A and B. Our theory applies to spike trains on \( \mathbb{R} \) and to periodic spike trains, i.e., spike trains on \( \mathbb{T} \), and we do not need to impose a lattice constraint on the spike locations. The case of general (i.e., without a lattice constraint) spike trains on \( \mathbb{R} \) comes with significant technical challenges. For recovery of spike trains on \( \mathbb{T} \) we prove that the correct solution can be approximated—in weak-* topology—by solving a sequence of finite-dimensional convex programming problems. We finally present numerical results, which demonstrate an improvement for recovery from STFT measurements over recovery from pure Fourier measurements in the sense of the minimum spacing between spikes being allowed to be smaller for the same cutoff frequency. This improvement comes, however, at the cost of increased computational complexity owing to the redundancy in the STFT, which leads to an increased number of measurements and thereby a larger optimization problem size.

1.2 Notation and preparatory material

The complex conjugate of \( z \in \mathbb{C} \) is denoted by \( \bar{z} \). The first and second derivatives of the function \( \varphi \) are designated by \( \varphi' \) and \( \varphi'' \), respectively, for \( n \in \mathbb{N} \setminus \{0,1,2\} \), its \( n \)th derivative is written as \( \varphi^{(n)} \). The sinc function is defined as \( \text{sinc}(t) := \sin(t)/t, \; t \neq 0 \), and \( \text{sinc}(0) := 1 \).
\[ \delta_{0,\ell} \] is the Kronecker delta, i.e., \( \delta_{0,\ell} = 1 \) for \( \ell = 0 \) and \( \delta_{0,\ell} = 0 \), else. Uppercase boldface letters stand for matrices. The entry in the \( k \)th row and \( \ell \)th column of the matrix \( M \) is \( m_{k,\ell} \). The superscript \( H \) denotes Hermitian transposition. We define the real inner product of the matrices \( X, Y \in \mathbb{C}^{M \times N} \) as \( \langle X, Y \rangle := \text{Re}\{\text{Tr}(Y^H X)\} \). For a finite or countable set \( \Omega, \ell^\infty(\Omega) \) denotes the space of bounded sequences \( \alpha = \{\alpha_\ell\}_{\ell \in \Omega} \), with corresponding norm \( \|\alpha\|_{\ell^\infty} = \sup_{\ell \in \Omega} |\alpha_\ell| \). Linear operators are designated by uppercase calligraphic letters. For \( u \in \mathbb{R} \), \( \mathcal{T}_u \) denotes the translation operator, i.e., \( \langle \mathcal{T}_u \varphi \rangle(t) := \varphi(t - u) \), for all \( t \in \mathbb{R} \). For \( f \in \mathbb{R}, \mathcal{M}_f \) is the modulation operator, i.e., \( \langle \mathcal{M}_f \varphi \rangle(t) := \varphi(t)e^{2\pi ift} \), for all \( t \in \mathbb{R} \). Let \( X \) and \( Y \) be topological vector spaces, and \( X^* \) and \( Y^* \) their topological duals. The adjoint of the linear operator \( \mathcal{L} : X \to Y \) is denoted by \( \mathcal{L}^* : Y^* \to X^* \). For an extended-valued function \( \varphi : X \to \mathbb{R} \cup \{\infty\} \), we use \( \text{dom} \varphi \) to denote its domain, i.e., the subset of \( X \) where \( \varphi \) takes finite value, and \( \text{cont} \varphi \) stands for the subset of \( X \) where \( \varphi \) takes finite value and is continuous. The function \( \varphi : X \to \mathbb{R} \cup \{\infty\} \) is lower semi-continuous if, for every \( \alpha \in \mathbb{R} \), the set \( \{x \in X : \varphi(x) \leq \alpha\} \) is closed. Let \( \langle x, x^* \rangle \) be a dual pairing between \( x \in X \) and \( x^* \in X^* \). If \( \varphi : X \to \mathbb{R} \cup \{\infty\} \) is a convex function, its Fenchel convex conjugate is the function \( \varphi^* : X^* \to \mathbb{R} \cup \{\infty\} \) defined by \( \varphi^*(x^*) := \sup_{x \in X} \{\langle x, x^* \rangle - \varphi(x)\} \), for all \( x^* \in X^* \). If \( \varphi \) is not identically equal to \( \infty \) and if \( x_0 \in X \), \( \partial \varphi(x_0) \) denotes the subdifferential of \( \varphi \) at the point \( x_0 \), i.e., \( \partial \varphi(x_0) := \{x^* \in X^* : \varphi(x) \geq \varphi(x_0) + \langle x - x_0, x^* \rangle\} \), for all \( x \in X \). The set of all solutions of an optimization problem \( (P) \) is denoted by \( \text{Sol}(P) \). For a measure space \( (X, \Sigma, \mu) \) and a measurable function \( \varphi : X \to \mathbb{C} \), the integral of \( \varphi \) with respect to the measure \( \mu \) is written as \( \int_X \varphi(x) \mu(x) \), where we set \( dx := \lambda(x) \) if \( \lambda \) is the Lebesgue measure. For \( p \in [1, \infty) \), \( L^p(X, \Sigma, \mu) \) denotes the space of measurable functions \( \varphi : X \to \mathbb{C} \) such that \( \|\varphi\|_{L^p} := \left( \int_X |\varphi(x)|^p \mu(x) \right)^{1/p} < \infty \). The space \( L^\infty(X, \Sigma, \mu) \) contains all measurable functions \( \varphi : X \to \mathbb{C} \) such that \( \|\varphi\|_{L^\infty} := \inf\{C > 0 : |\varphi(x)| \leq C, \text{ for } \mu\text{-almost all } x \in X\} < \infty \). For \( \varphi \in L^p(X, \Sigma, \mu) \) and \( \psi \in L^q(X, \Sigma, \mu) \) with \( p, q \in [1, \infty] \) satisfying \( 1/p + 1/q = 1 \), we define the complex inner product \( \langle \varphi | \psi \rangle := \int_X \overline{\varphi(t)} \psi(t) \mu(t) \) and the real inner product \( \langle \varphi, \psi \rangle := \text{Re}\{\int_X \varphi(x) \psi(x) \mu(x)\} \). For a separable locally compact Abelian topological group \( G \) (e.g., the additive group \( \mathbb{R} \) or the torus \( T := \mathbb{R}/\mathbb{Z} \), both endowed with the natural topology), we write \( L^p(G) \) in the particular case where \( \Sigma = B(G) \) is the Borel \( \sigma \)-algebra of \( G \) and \( \mu \) the Haar measure on \( G \). \( S(G) \) is the space of Schwartz-Bruhat functions [21]. We will not
need the entire formalism of Schwartz-Bruhat functions, as we exclusively consider the cases $G = \mathbb{R}$ and $G = \mathbb{T}$. Specifically, $\mathcal{S}(\mathbb{R})$ is the space of Schwartz functions, i.e., functions $\varphi: \mathbb{R} \to \mathbb{C}$ that are infinitely often differentiable and satisfy $\sup_{t \in \mathbb{R}} |t^n| |\varphi^{(n)}(t)| < \infty$, for all $n, m \in \mathbb{N}$. $\mathcal{S}(\mathbb{T})$ is the space of infinitely often differentiable functions. A complex-valued bounded finitely additive measure $\mu$ on $G$ is a function $\mu: \mathcal{B}(G) \to \mathbb{C}$ such that for all disjoint finite collections $\{B_\ell\}_{\ell=1}^L$ of sets in $\mathcal{B}(G)$,

$$\mu \left( \bigcup_{\ell=1}^L B_\ell \right) = \sum_{\ell=1}^L \mu(B_\ell),$$

and for every $B \in \mathcal{B}(G)$ we have $|\mu(B)| < \infty$. A complex-valued bounded finitely additive measure is said to be regular if for each $B \in \mathcal{B}(G)$ and each $\epsilon > 0$, there exists a closed set $F \subseteq B$ and an open set $G \supseteq B$ such that for every $C \in G \setminus F$, $|\mu(C)| < \epsilon$. We denote the space of complex-valued regular bounded finitely additive measures on $G$ by $\mathcal{M}(G)$. For $t \in G$, $\delta_t \in \mathcal{M}(G)$ designates the Dirac measure at $t$, defined as follows: for $B \in \mathcal{B}(G)$, $\delta_t(B) = 1$, if $t \in B$, and $\delta_t(B) = 0$, else. The support $\text{supp}(\mu)$ of $\mu \in \mathcal{M}(G)$ is the largest closed set $C \subseteq G$ such that for every open set $B \in \mathcal{B}(G)$ satisfying $B \cap C \neq \emptyset$, it holds that $\mu(B \cap C) \neq 0$. We define the total variation (TV) of $\mu \in \mathcal{M}(G)$ as the measure $|\mu|$ satisfying

$$\forall B \in \mathcal{B}(G), \quad |\mu|(B) := \sup_{\pi \in \Pi(B)} \sum_{A \in \pi} |\mu(A)|,$$

where $\Pi(B)$ denotes the set of all finite disjoint partitions of $B$, i.e., the set of all disjoint finite collections $\{B_\ell\}_{\ell=1}^L$ of sets in $\mathcal{B}(\mathbb{R})$ such that $B = \bigcup_{\ell=1}^L B_\ell$. Throughout the paper, we equip the space $\mathcal{M}(G)$ with the TV norm $\|\mu\|_{TV} := |\mu|(G)$. By [22, Thm. IV.6.2], $\mathcal{M}(G)$ is the dual of the space $C_b(G)$ of complex-valued bounded continuous functions $\varphi$. $C_b(G)$ is equipped with the supremum norm $\|\varphi\|_\infty = \sup_{t \in G} |\varphi(t)|$. By analogy with the real inner product in $L^2(G)$, we define the complex and real dual pairing of the measure $\mu \in \mathcal{M}(G)$ and the function $\varphi \in C_b(G)$ as $\langle \varphi | \mu \rangle := \int_G \overline{\varphi(t)} \mu(t)$ and $\langle \varphi, \mu \rangle := \text{Re} \left\{ \int_G \overline{\varphi(t)} \mu(t) \right\}$, respectively. We endow $\mathcal{M}(G)$ with the weak-* topology [23, Chap. 3], i.e., the coarsest topology on $\mathcal{M}(G)$ for which every linear functional $\mathcal{L}_\varphi: \mathcal{M}(G) \to \mathbb{R}$ defined by $\mu \mapsto \mathcal{L}_\varphi(\mu) = \langle \varphi, \mu \rangle$, with $\varphi \in C_b(G)$, is continuous. The Pontryagin dual group of $G$ is denoted as $\hat{G}$, and the Fourier transform of $\mu \in \mathcal{M}(G)$ is the function $\hat{\mu}: \hat{G} \to \mathbb{C}$ defined by $\hat{\mu}(f) = \int_G e^{-2\pi if t} \mu(t)$, for all $f \in \hat{G}$. If $\hat{G}$ is equipped with the metric $|\cdot|$, we denote by $B_r(\hat{G})$ the ball in $\hat{G}$—with respect to the metric $|\cdot|$—that is centered at 0 and has radius $r$, i.e., $B_r(\hat{G}) := \{ f \in \hat{G} : |f| \leq r \}$. 

6
2 The problem statement

We first state the recovery problem considered and then discuss its relation to prior work. Let $G = \mathbb{R}$ or $G = \mathbb{T}$ (for $G = \mathbb{R}$, we have $\hat{G} = \mathbb{R}$, and for $G = \mathbb{T}$, we get $\hat{G} = \mathbb{Z}$). We model the spike train with weight $a_\ell \in \mathbb{C}\setminus\{0\}$ attached to the point $t_\ell \in G$ by a measure in $\mathcal{M}(G)$ of the form

$$\mu = \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell}, \quad (2)$$

where $\Omega$ is a finite or countably infinite index set. The measure is supported on the set $T := \{t_\ell\}_{\ell \in \Omega}$, assumed closed and uniformly discrete, i.e., there exists a $\delta > 0$ such that $|t_\ell - t_{\ell'}| \geq \delta$, for all $\ell, \ell' \in \Omega$. We have $\|\mu\|_{\text{TV}} = \sum_{\ell \in \Omega} |a_\ell|$. Moreover, since $\mu \in \mathcal{M}(G)$, we also have $\|\mu\|_{\text{TV}} < \infty$. Henceforth $\mu$ exclusively designates the measure defined in (2).

Suppose we have measurements of $\mu$ in the time-frequency domain of the form

$$y(\tau, f) = (\mathcal{V}_g \mu)(\tau, f), \quad \tau \in G, \ f \in B_{f_c}(\hat{G}), \quad \text{for } G = \mathbb{T}, \ f_c \text{ becomes an integer, which we denote by } K \text{.}$$

where $f_c$ is the cutoff frequency (when $G = \mathbb{T}$, the cutoff frequency $f_c$ becomes an integer, which we denote by $K$) and

$$(\mathcal{V}_g \mu)(\tau, f) := \int_G g(t - \tau)e^{-2\pi if t} \mu(t) \quad (3)$$

denotes the STFT [24] of $\mu$ with respect to the window function $g$ taken to be a Schwartz-Bruhat function which, in addition, is assumed to be extendable to an entire function (examples of such functions are the Gaussian function, Hermite functions, and the Fourier transform of smooth functions with compact support).

We are interested in recovering the unknown measure $\mu$ from the STFT measurements $y$ through the following optimization problem:

$$(\text{STFT-SR}) \quad \text{minimize} \quad \|\nu\|_{\text{TV}} \quad \text{subject to} \quad y = \mathbb{A}_g \nu,$$

where $\mathbb{A}_g : \mathcal{M}(G) \to L^1(G \times \hat{G})$ maps $\nu \in \mathcal{M}(G)$ to the function $\rho \in L^1(G \times \hat{G})$ given by

$$\forall (\tau, f) \in G \times \hat{G}, \quad \rho(\tau, f) = \begin{cases} (\mathcal{V}_g \nu)(\tau, f), & f \in B_{f_c}(\hat{G}) \\ 0, & \text{otherwise}. \end{cases} \quad (4)$$

The idea of minimizing the TV norm to recover $\mu$ from $y$ originates from the seminal work of Beurling [9], who studied so-called “minimal extrapolation”. The reason for hoping that (STFT-SR) delivers the correct solution lies in an observation made in [3,9,13,14,16], which states that the TV norm $\|\cdot\|_{\text{TV}}$ acts as an atomic-norm regularizer as a consequence of the
extreme points of the unit ball \( \{ \nu \in \mathcal{M}(G) : \| \nu \|_{TV} \leq 1 \} \) being given by the Diracs \( \delta_x, \ x \in G \). Minimizing \( \| \cdot \|_{TV} \) therefore forces the solution to be discrete much in the same way as minimizing the \( \ell^1 \)-norm for vectors in \( \mathbb{C}^N \) enforces sparsity. For more details we refer to [14], which contains a general and rigorous analysis of inverse problems in spaces of measures.

### 3 Relation to previous work

Super-resolution theory dates back to the pioneering work by Logan [5,6] and by Donoho [2]. Specifically, [2] considers recovery of the complex measure

\[
\mu = \sum_{\ell \in \Omega} a_{\ell} \delta_{t_{\ell}}
\]

in \( \mathcal{M}(\mathbb{R}) \), where \( a_{\ell} \in \mathbb{C} \setminus \{0\} \) and \( t_{\ell} \in \alpha \mathbb{Z}, \) for all \( \ell \in \Omega, \) with \( \alpha > 0, \) from pure Fourier measurements

\[
y(f) = \hat{\mu}(f) := \int_{\mathbb{R}} e^{-2\pi i ft} \mu(t) = \sum_{\ell \in \mathbb{Z}} a_{\ell} e^{-2\pi i ft_{\ell}}, \quad f \in [-f,c, f_c],
\]

where \( f_c \) is the measurement cutoff frequency. The main result in [2] is as follows. If the support \( \text{supp}(\mu) = \{t_{\ell}\}_{\ell \in \Omega} \) of \( \mu \) has Beurling density

\[
D^+(\text{supp}(\mu)) := \limsup_{r \to \infty} \frac{n^+(\text{supp}(\mu), r)}{r} < f_c,
\]

where for \( r > 0, n^+(\text{supp}(\mu), r) \) denotes the largest number of points of \( \text{supp}(\mu) \) contained in the translates of \([0, r]\), then \( y \) uniquely characterizes \( \mu \) among all discrete complex measures \( \nu \in \mathcal{M}(\mathbb{R}) \) of support \( \text{supp}(\nu) \subseteq \alpha \mathbb{Z} \) with Beurling density strictly less than \( f_c \).

In [3] Candès and Fernandez-Granda deal with the recovery of periodic spike trains of the form (5). The resulting measure \( \mu = \sum_{\ell=1}^L a_{\ell} \delta_{t_{\ell}}, \) with \( t_{\ell} \in \mathbb{T}, \) for all \( \ell \in \{1, 2, \ldots, L\}, \) is in \( \mathcal{M}(\mathbb{T}) \) (i.e., \( G = \mathbb{T} \)), and the goal is to recover \( \mu \) from the band-limited pure Fourier measurements

\[
y_k = \hat{\mu}(k), \quad k \in \{-K, \ldots, K\},
\]

where \( K \) corresponds to the (integer) cutoff frequency. This is accomplished by solving the following optimization problem:

\[
(SR) \quad \text{minimize} \ \| \nu \|_{TV} \quad \text{subject to} \quad y = \mathcal{F}\nu,
\]

where \( y := \{ y_k \}_{k=-K}^{K} \in \mathbb{C}^{2K+1} \) and \( \mathcal{F}: \mathcal{M}(\mathbb{T}) \to \mathbb{C}^{2K+1} \) maps \( \nu \in \mathcal{M}(\mathbb{T}) \) to the vector.
\( \mathbf{x} := \{x_k\}_{k=-K}^{K} \in \mathbb{C}^{2K+1} \) with \( x_k := \hat{\nu}(k) \). The main result in [3] establishes that \( \mu \) is the unique solution of the problem (SR) if the minimum wrap-around distance

\[
\Delta := \min_{n \in \mathbb{Z}} \min_{1 \leq \ell, m \leq L} |t_\ell - t_m + n|
\]

between points in \( T = \{t_\ell\}_{\ell=1}^{L} \) obeys \( \Delta > 2/K \). Moreover, it is shown in [3] that, under \( \Delta > 2/K \), the support \( T = \{t_\ell\}_{\ell=1}^{L} \) of \( \mu \) can be recovered by solving the dual problem

\[
(D-SR) \quad \maximize_{\mathbf{c} \in \mathbb{C}^{2K+1}} \langle \mathbf{c}, \mathbf{y} \rangle \text{ subject to } \|F^* \mathbf{c}\|_\infty \leq 1
\]

of (SR), where the adjoint operator \( F^* \) is given by

\[
\forall \mathbf{c} \in \mathbb{C}^{2K+1}, \quad (F^* \mathbf{c})(t) = \sum_{k=-K}^{K} c_k e^{2\pi ik t}.
\]

The dual problem (D-SR) is equivalent to a finite-dimensional semi-definite program. The \( t_\ell \) are determined by locating the roots of a polynomial of finite degree on the unit circle, built from a solution of (D-SR). More recently, Fernandez-Granda [4] improved the minimum distance condition to \( \Delta > 1.26/f_c \), but had to impose the additional constraint \( f_c \geq 10^3 \).

In summary, while Donoho considers super-resolution of measures on \( \mathbb{R} \) with possibly infinitely many \( t_\ell \) to be recovered and finds that \( \Delta > 1/f_c \) is sufficient for exact recovery, he imposes a lattice constraint on the locations of the \( t_\ell \) and does not provide a concrete recovery method. Candès and Fernandez-Granda [3,4] on the other hand provide a concrete recovery method which succeeds provably for \( \Delta > 2/f_c \) and \( f_c \geq 128 \) or \( \Delta > 1.26/f_c \) and \( f_c \geq 10^3 \), but is formulated for measures on \( \mathbb{T} \) only and hence needs the number of unknown locations \( t_\ell \) to be finite. The main contribution of the present paper is to show that recovery from STFT measurements through convex programming succeeds for \( \Delta > 1/f_c \), both for measures on \( \mathbb{R} \) and \( \mathbb{T} \), without imposing a lattice constraint and without additional assumptions on \( f_c \). The rigorous treatment of the case of measures on \( \mathbb{R} \) comes with significant technical challenges as the number of atoms of the measure to be recovered can be infinite and no lattice constraint is imposed.

A polynomial root-finding algorithm for the recovery of the spike locations \( t_\ell \in \mathbb{T} \) was presented in the context of sampling of signals with finite rate of innovation [11]. Specifically, the algorithm proposed in [11] can be cast as a subspace algorithm and does not need a minimum spacing constraint; corresponding performance results for the noisy case were reported in [25,26].

Very recently [27] considered a super-resolution problem similar to (SR), aimed at the recovery of a complex Radon measure \( \mu \) on \( \mathbb{T}^d, \ d \in \mathbb{N} \setminus \{0\} \), from its Fourier coefficients \( \hat{\mu}(k) \),
for $k \in \Lambda$, where $\Lambda$ is an arbitrary finite subset of $\mathbb{Z}^d$. The main result of [27] is an adaptation (to the torus) and a generalization to higher dimensions of Beurling’s theorem on minimal extrapolation. On a conceptual level [27] establishes a connection between Beurling’s theory of minimal extrapolation [9, Thm. 2] and the work by Candès and Fernandez-Granda on super-resolution [3,4].

4 Reconstruction from full STFT measurements

Before considering the problem of recovering $\mu$ from $f_c$-band-limited measurements $y$, we need to convince ourselves that reconstruction is possible from STFT measurements with full frequency information, i.e., for $f_c = \infty$.

It is well known that the STFT of a function $\varphi \in L^2(\mathbb{R})$ with respect to the (nonzero) window function $g$, defined as

$$\forall (\tau, f) \in \mathbb{R}^2, \quad (V_g \varphi)(\tau, f) := (\mathcal{M}_f \mathcal{T}_\tau g|\varphi) = \int_{\mathbb{R}} \varphi(t) \overline{g(t-\tau)} e^{-2\pi if t} dt,$$

unequally determines $\varphi$ in the sense of $V_g \varphi = 0$ implying $\varphi = 0$. The signal $\varphi \in L^2(\mathbb{R})$ can be reconstructed from $V_g \varphi$ via the following inversion formula [24]:

$$\varphi = \frac{1}{\|g\|_{L^2}^2} \int_{\mathbb{R}} \int_{\mathbb{R}} (V_g \varphi)(\tau, f) \mathcal{M}_f \mathcal{T}_\tau g \, d\tau df.$$

Since for $G = \mathbb{T}$, $\hat{G} = \mathbb{Z}$, the STFT of a function $\varphi \in L^2(\mathbb{T})$ is given by

$$\forall (\tau, k) \in \mathbb{T} \times \mathbb{Z}, \quad (V_g \varphi)(\tau, k) := (\mathcal{M}_k \mathcal{T}_\tau g|\varphi) = \int_{0}^{1} \varphi(t) \overline{g(t-\tau)} e^{-2\pi i k t} dt$$

with the corresponding reconstruction formula

$$\varphi = \frac{1}{\|g\|_{L^2}^2} \sum_{k \in \mathbb{Z}} \int_{0}^{1} (V_g \varphi)(\tau, k) \mathcal{M}_k \mathcal{T}_\tau g \, d\tau.$$

Gröchenig [24] extended the classical definition of the STFT for functions in $L^2(G)$ to tempered distributions. As measures in $\mathcal{M}(G)$ are special cases of tempered distributions, this extended definition applies to the present case as well. The remainder of this section is devoted to particularizing the STFT inversion formula [24, Cor. 11.2.7] to measures in $\mathcal{M}(G)$. In the process, we obtain a simple and explicit inversion formula for discrete measures, Proposition 2, whose proof will be presented in detail as it provides intuition for the proof of our main result in the case of incomplete measurements.

The STFT of a measure $\nu \in \mathcal{M}(G)$ is obtained by replacing the complex inner product
on $L^2(G)$ in (7) by the complex dual pairing between measures $\nu \in \mathcal{M}(G)$ and functions $\varphi \in C_b(G)$, that is, $(\varphi|\nu) := \int_G \varphi(t) \nu(t)$.

**Definition 1** (STFT of measures). The STFT of the measure $\nu \in \mathcal{M}(G)$ with window function $g \in \mathcal{S}(G)\{0\}$ is defined as

$$(\mathcal{V}_g \nu)(\tau, f) := (M_f T_\tau g|\nu) = \int_G g(t - \tau)e^{-2\pi ift}\nu(t).$$

The following result provides a formula for the reconstruction of $\nu \in \mathcal{M}(G)$ from $\mathcal{V}_g \nu$.

**Proposition 1** (STFT inversion formula for measures, [24, Cor. 11.2.7]). Let $\nu \in \mathcal{M}(G)$ and $g \in \mathcal{S}(G)\{0\}$ be such that $\|g\|_{L^2} = 1$. The quantities

$$\int_{\mathbb{R}} \int_{\mathbb{R}} (\mathcal{V}_g \nu)(\tau, f)M_f T_\tau g\, d\tau df, \quad \text{for } G = \mathbb{R},$$

$$\sum_{k \in \mathbb{Z}} \int_0^1 (\mathcal{V}_g \nu)(\tau, k)M_k T_\tau g\, d\tau, \quad \text{for } G = \mathbb{T},$$

define measures in $\mathcal{M}(\mathbb{R})$ and $\mathcal{M}(\mathbb{T})$, respectively, in the sense that

$$\forall \varphi \in C_b(G), \quad (\varphi|\nu) = \begin{cases} \int_{\mathbb{R}} \int_{\mathbb{R}} (\mathcal{V}_g \nu)(\tau, f)(\varphi|M_f T_\tau g)d\tau df, & G = \mathbb{R} \\ \sum_{k \in \mathbb{Z}} \int_0^1 (\mathcal{V}_g \nu)(\tau, f)(\varphi|M_k T_\tau g)d\tau, & G = \mathbb{T}. \end{cases} \tag{9}$$

Moreover,

$$\nu = \begin{cases} \int_{\mathbb{R}} \int_{\mathbb{R}} (\mathcal{V}_g \nu)(\tau, f)M_f T_\tau g\, d\tau df, & G = \mathbb{R} \\ \sum_{k \in \mathbb{Z}} \int_0^1 (\mathcal{V}_g \nu)(\tau, k)M_k T_\tau g\, d\tau, & G = \mathbb{T}. \end{cases}$$

An immediate consequence of Proposition 1 is the injectivity of the STFT of measures. To see this, simply note that $\mathcal{V}_g \nu = 0$ in (9) implies $(\varphi|\nu) = 0$ for all $\varphi \in C_b(G)$, which means that necessarily $\nu = 0$. Equivalently, for $\nu_1, \nu_2 \in \mathcal{M}(G)$, as $\mathcal{M}(G)$ is a vector space and hence $\nu_1 - \nu_2 \in \mathcal{M}(G)$, it follows that $\mathcal{V}_g \nu_1 = \mathcal{V}_g \nu_2$ with $g \in \mathcal{S}(G)\{0\}$ necessarily implies $\nu_1 = \nu_2$. We can therefore conclude that every measure in $\mathcal{M}(G)$ is uniquely determined by its STFT.

While the inversion formula in Proposition 1 applies to general measures in $\mathcal{M}(G)$, we can get a simplified inversion formula for discrete measures, as considered here. Specifically, for discrete measures inversion reduces to determining the support set $T = \{t_\ell\}_{\ell \in \Omega}$ and the corresponding complex weights $\{a_\ell\}_{\ell \in \Omega}$ only.

**Proposition 2** (STFT inversion formula for discrete measures). Let $g \in \mathcal{S}(G)\{0\}$ be such that $\|g\|_{L^2} = 1$. Let $\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G)$, where $\Omega$ is a finite or countably infinite index
set and \( a_\ell \in \mathbb{C} \setminus \{0\} \), for all \( \ell \in \Omega \). The measure \( \mu \) can be recovered from its STFT \( V_g \mu \) according to

\[
\begin{align*}
\lim_{F \to \infty} \frac{1}{2F} \int_{-F}^{F} \int_{\mathbb{R}} (V_g \mu)(\tau,f) g(t-\tau) e^{2\pi i ft} d\tau df &= \begin{cases} 
a_\ell, & t = t_\ell \\
0, & \text{otherwise} \end{cases}, \quad G = \mathbb{R} \quad (10) \\
\lim_{K \to \infty} \frac{1}{2K + 1} \sum_{k=-K}^{K} \int_{0}^{1} (V_g \mu)(\tau,k) g(t-\tau) e^{2\pi ik t} d\tau &= \begin{cases} 
a_\ell, & t = t_\ell \\
0, & \text{otherwise} \end{cases}, \quad G = \mathbb{T}. \quad (11)
\end{align*}
\]

Proof. We prove the proposition for \( G = \mathbb{R} \) and note that the proof for \( G = \mathbb{T} \) is similar. Let \( t \in \mathbb{R} \). For every \( F > 0 \), we have

\[
\begin{align*}
\frac{1}{2F} \int_{-F}^{F} \int_{\mathbb{R}} (V_g \mu)(\tau,f) g(t-\tau) e^{2\pi i ft} d\tau df &= \frac{1}{2F} \int_{-F}^{F} \int_{\mathbb{R}} \sum_{\ell \in \Omega} a_\ell g(t_\ell - \tau) g(t-\tau) e^{2\pi i f(t-t_\ell)} d\tau df \\
&= \sum_{\ell \in \Omega} a_\ell \left( \int_{\mathbb{R}} g(t_\ell - \tau) g(t-\tau) d\tau \right) \left( \frac{1}{2F} \int_{-F}^{F} e^{2\pi i f(t-t_\ell)} df \right) \\
&= \sum_{\ell \in \Omega} a_\ell R(t-t_\ell) \text{sinc}(2\pi F(t-t_\ell)), \quad (14)
\end{align*}
\]

where \( R \in \mathcal{S}(\mathbb{R}) \) is the autocorrelation function of \( g \), that is,

\[
\forall t \in \mathbb{R}, \quad R(t) := \int_{\mathbb{R}} g(\tau)^* g(t+\tau) d\tau. \quad (15)
\]

Thanks to Fubini’s Theorem, the order of the integral on \([-F,F] \times \mathbb{R}\) and the sum in (12) can be interchanged as, using the Cauchy-Schwarz inequality, we have

\[
\sum_{\ell \in \Omega} \left| a_\ell \right| \frac{1}{2F} \int_{-F}^{F} \int_{\mathbb{R}} \left| g(t_\ell - \tau) g(t-\tau) e^{2\pi i f(t-t_\ell)} \right| d\tau df \leq \|g\|_{L^2}^2 \sum_{\ell \in \Omega} |a_\ell| < \infty,
\]

since \( g \in \mathcal{S}(\mathbb{R}) \subseteq L^2(\mathbb{R}) \), and, by assumption, \( \sum_{\ell \in \Omega} |a_\ell| < \infty \). Now we want to let \( F \to \infty \) in (14). First note that

\[
\lim_{F \to \infty} \text{sinc}(2\pi F(t-t_\ell)) = \begin{cases} 
1, & t = t_\ell \\
0, & \text{otherwise} \end{cases}.
\]

For the limit \( F \to \infty \) of the series in (14) to equal the sum of the limits of the individual terms, we need to show that the sum converges uniformly in \( F \). This can be accomplished
through the Weierstrass M-test. Specifically, we have
\[
\forall F > 0, \quad |a_\ell R(t - t_\ell) \text{sinc}(2\pi F(t - t_\ell))| \leq |a_\ell| |R(t - t_\ell)|
\]
and since \( R \in \mathcal{S}(\mathbb{R}) \) and hence \( \|R\|_\infty < \infty \), it holds that
\[
\sum_{\ell \in \Omega} |a_\ell| |R(t - t_\ell)| \leq \|R\|_\infty \sum_{\ell \in \Omega} |a_\ell| < \infty,
\]
as \( \sum_{\ell \in \Omega} |a_\ell| < \infty \) by assumption. This allows us to conclude that
\[
\lim_{F \to \infty} \frac{1}{2F} \int_{-F}^{F} \int_{\mathbb{R}} |(\mathcal{A}_g \nu)(\tau, f)| \, d\tau \, df = \lim_{F \to \infty} \sum_{\ell \in \Omega} a_\ell R(t - t_\ell) \text{sinc}(2\pi F(t - t_\ell))
\]
\[
= \sum_{\ell \in \Omega} a_\ell R(t - t_\ell) \lim_{F \to \infty} \text{sinc}(2\pi F(t - t_\ell)) = \begin{cases} a_\ell, & t = t_\ell \\ 0, & t \in \mathbb{R} \setminus T, \end{cases}
\]
where the last equality follows from \( R(0) = 1 \).

5 Reconstruction from incomplete measurements

We are now ready to consider the main problem statement of this paper, namely the reconstruction of \( \mu \) from band-limited (i.e., \( f_c < \infty \)) STFT measurements via (STFT-SR). Henceforth, we assume \( f_c < \infty \).

We first verify that the range of the operator \( A_g \) defined in (4) is indeed \( L^1(\mathbb{G} \times \hat{\mathbb{G}}) \), and then show that \( A_g \) is bounded.

**Lemma 1 (Range of \( A_g \)).** Let \( g \in \mathcal{S}(\mathbb{G}) \setminus \{0\} \). \( A_g \nu \in L^1(\mathbb{G} \times \hat{\mathbb{G}}) \) for \( \nu \in \mathcal{M}(\mathbb{G}) \).

**Proof.** We provide the proof for \( G = \mathbb{R} \) only, the proof for \( G = \mathbb{T} \) again being essentially identical. Let \( \nu \in \mathcal{M}(\mathbb{R}) \). We have the following:
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |(\mathcal{A}_g \nu)(\tau, f)| \, d\tau \, df = \int_{-f_c}^{f_c} \int_{\mathbb{R}} |(\mathcal{V}_g \nu)(\tau, f)| \, d\tau \, df
\]
\[
= \int_{-f_c}^{f_c} \left( \int_{\mathbb{R}} \left| \int_{\mathbb{R}} g(t - \tau) e^{-2\pi i f \tau} |\nu(t)| \right| \, d\tau \right) \, df
\]
\[
\leq \int_{-f_c}^{f_c} \left[ \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |g(t - \tau)| e^{-2\pi i f \tau} |\nu(t)| \right) \, d\tau \right] \, df
\]
\[
= 2f_c \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |g(t - \tau)| |\nu(t)| \right) \, d\tau. \tag{16}
\]
Since $g \in L^1(\mathbb{R})$, we have
\[
\int_{\mathbb{R}} \left( \int_{\mathbb{R}} |g(t - \tau)| \, d\tau \right) |\nu\rangle\langle t| = \|g\|_{L^1} \|\nu\|_{TV} < \infty.
\]

Fubini’s Theorem then implies that the integral in (16) is finite, thereby concluding the proof. □

**Lemma 2.** Let $g \in \mathcal{S}(G) \setminus \{0\}$. The operator $A_g : \mathcal{M}(G) \to L^1(G \times \hat{G})$ is bounded.

**Proof.** Again, we provide the proof for $G = \mathbb{R}$ only, the arguments for $G = \mathbb{T}$ are essentially identical. For every $\nu \in \mathcal{M}(G)$, we have
\[
\|A_g \nu\|_{L^1} = \int_{\mathbb{R}} \int_{-f_c}^{f_c} |(\mathcal{V}_g \nu)(\tau, f)| \, d\tau df = \int_{\mathbb{R}} \int_{-f_c}^{f_c} \left| \int_{\mathbb{R}} g(t - \tau) e^{-2\pi i ft} \nu(t) \, d\tau \right| \, df \\
\leq \int_{\mathbb{R}} \int_{-f_c}^{f_c} |g(t - \tau)| \|\nu\|_{L^1} \, d\tau df = 2f_c \int_{\mathbb{R}} \int_{\mathbb{R}} |g(t - \tau)| \|\nu\|_{L^1} \, d\tau \, df \\
= 2f_c \int_{\mathbb{R}} \int_{\mathbb{R}} |g(t - \tau)| \, d\tau \|\nu\|_{L^1} = 2f_c \|g\|_{L^1} \|\nu\|_{TV},
\]
where we used Fubini’s Theorem in the first equality of (17). □

The adjoint of the operator $A_g$ plays a crucial role in the ensuing developments.

**Lemma 3 (Adjoint of $A_g$).** Let $g \in \mathcal{S}(G) \setminus \{0\}$. The adjoint operator $A_g^* : L^\infty(G \times \hat{G}) \to C_b(G)$ of $A_g$ maps $c \in L^\infty(G \times \hat{G})$ to the function
\[
t \mapsto \begin{cases} \int_{-f_c}^{f_c} \int_{\mathbb{R}} c(\tau, f) g(t - \tau) e^{2\pi i ft} \, d\tau df, & G = \mathbb{R} \\ \sum_{k=-f_c}^{f_c} \int_0^1 c(\tau, f) g(t - \tau) e^{2\pi i k t} \, d\tau, & G = \mathbb{T}. \end{cases}
\]
Moreover, it holds that $A_g^{**} = A_g$.

**Proof.** Again, we provide the proof for the case $G = \mathbb{R}$ only, the arguments for $G = \mathbb{T}$ being essentially identical.

First, we note that $L^\infty(\mathbb{R}^2)$ is the topological dual of $L^1(\mathbb{R}^2)$. Therefore, $A_g^*$ maps $L^\infty(\mathbb{R}^2)$
to \((\mathcal{M}(\mathbb{R}))^*\). For \(\nu \in \mathcal{M}(\mathbb{R})\) and \(c \in L^\infty(\mathbb{R}^2)\) we have

\[
\langle \mathcal{A}_g \nu, c \rangle = \text{Re} \left\{ \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} (\mathcal{A}_g \nu)(\tau, f) c(\tau, f) \, d\tau \, df \right\}
\]

\[
= \text{Re} \left\{ \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} \left( \int_{-f_c}^{f_c} c(\tau, f) g(t - \tau) e^{-2\pi i ft} \nu(t) \right) \, d\tau \, df \right\}
\]

\[
= \text{Re} \left\{ \int_{-f_c}^{f_c} \left( \int_{-f_c}^{f_c} c(\tau, f) g(t - \tau) e^{-2\pi i ft} \, d\tau \right) \nu(t) \right\}
\]

\[
= \text{Re} \left\{ \int_{-f_c}^{f_c} c(\tau, f) g(t - \tau) e^{2\pi i ft} \, d\tau \nu(t) \right\}
\]

\[
= \langle \nu, \mathcal{A}_g^* c \rangle,
\]

where (19) follows from Fubini’s Theorem whose conditions are satisfied since

\[
\int_{-f_c}^{f_c} \int_{-f_c}^{f_c} |c(\tau, f)| |g(t - \tau)| \, d\tau \, df \, |\nu| \leq 2f_c \|c\|_{L^\infty} \|g\|_{L^1} \|\nu\|_{TV},
\]

as a consequence of \(c \in L^\infty(\mathbb{R}^2)\), \(g \in \mathcal{S}(\mathbb{R})\), and \(\nu \in \mathcal{M}(\mathbb{R})\).

It remains to show that \(\mathcal{A}_g^* c \in C_b(\mathbb{R})\) for all \(c \in L^\infty(\mathbb{R}^2)\). To this end, we first note that for \(c \in L^\infty(\mathbb{R}^2)\), we have

\[
\forall t \in \mathbb{R}, \quad (\mathcal{A}_g^* c)(t) = \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} c(\tau, f) g(t - \tau) e^{2\pi i ft} \, d\tau \, df = \int_{-f_c}^{f_c} c(t - u, f) g(u) e^{2\pi i ft} \, du \, df.
\]

As \(g \in \mathcal{S}(\mathbb{R})\), the mapping \(t \mapsto c(t - u, f) g(u) e^{2\pi i ft}\) is continuous on \(\mathbb{R}\) for all \((u, f) \in \mathbb{R}^2\). Moreover, we have

\[
\forall t \in \mathbb{R}, \forall (u, f) \in \mathbb{R}^2, \quad |c(t - u, f) g(u) e^{2\pi i ft}| \leq \|c\|_{L^\infty} |g(u)|
\]

and \((u, f) \mapsto \|c\|_{L^\infty} |g(u)|\) is Lebesgue-integrable on \(\mathbb{R} \times [-f_c, f_c]\). It therefore follows, by application of the Lebesgue Dominated Convergence Theorem, that \(\mathcal{A}_g^* c\) is continuous on \(\mathbb{R}\). Furthermore, we have

\[
\forall t \in \mathbb{R}, \quad |(\mathcal{A}_g^* c)(t)| \leq \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} |c(\tau, f)| |g(t - \tau)| \, d\tau \, df \leq 2f_c \|c\|_{L^\infty} \|g\|_{L^1} \times < \infty,
\]

as \(c \in L^\infty(\mathbb{R}^2)\) and \(g \in \mathcal{S}(\mathbb{R})\). This shows that \(\mathcal{A}_g^* c\) is bounded and therefore \(\mathcal{A}_g^* c \in C_b(\mathbb{R})\), for all \(c \in L^\infty(\mathbb{R}^2)\).

We next show that \(\mathcal{A}_g^* = \mathcal{A}_g\). As \(\mathcal{A}_g^*: L^\infty(\mathbb{R}^2) \to C_b(\mathbb{R})\) and \(\mathcal{M}(\mathbb{R})\) is the topological
dual of $C_b(\mathbb{R})$, we have $\mathcal{A}_g^*: \mathcal{M}(\mathbb{R}) \to (L^\infty(\mathbb{R}^2))^*$. Let $\nu \in \mathcal{M}(\mathbb{R})$ and note that
\[
\langle \mathcal{A}_g^* c, \nu \rangle = \Re \left\{ \int_{\mathbb{R}} \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} c(\tau, f) g(t - \tau) e^{2\pi if \tau} d\tau df \right] \nu(t) \right\} 
= \Re \left\{ \int_{\mathbb{R}} \left[ \int_{-\infty}^{\infty} c(\tau, f) \left( \int_{\mathbb{R}} g(t - \tau) e^{-2\pi if \tau} \nu(t) \right) d\tau df \right] \right\} 
= \Re \left\{ \int_{\mathbb{R}} \int_{\mathbb{R}} \overline{c(\tau, f)} (\mathcal{A}_g \nu)(\tau, f) d\tau df \right\} 
= \langle c, \mathcal{A}_g^* \nu \rangle,
\]
where (21) follows by Fubini’s Theorem whose conditions are satisfied thanks to (20). This establishes that $\mathcal{A}_g^* \nu = \mathcal{A}_g \nu$, for all $\nu \in \mathcal{M}(\mathbb{R})$. Since $\mathcal{A}_g \nu \in L^1(\mathbb{R}^2)$, for all $\nu \in \mathcal{M}(\mathbb{R})$, it follows that $\mathcal{A}_g^*: \mathcal{M}(\mathbb{R}) \to L^1(\mathbb{R}^2)$, which completes the proof.

Since the space $\mathcal{M}(G)$ is infinite-dimensional, proving the existence of a solution of (STFT-SR) is a delicate problem. It turns out, however, that relying on the convexity of the TV norm $\|\cdot\|_{TV}$ and on the compactness—with respect to the weak-* topology—of the unit ball $\{ \nu \in \mathcal{M}(G) : \|\nu\|_{TV} \leq 1 \}$, the following theorem ensures the existence of a solution of (STFT-SR).

**Theorem 4** (Existence of a solution of (STFT-SR)). Let $\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G)$, where $\Omega$ is a finite or countably infinite index set and $a_\ell \in \mathbb{C} \setminus \{0\}$, for all $\ell \in \Omega$. Let $g \in \mathcal{S}(G) \setminus \{0\}$. If $y = \mathcal{A}_g \mu$, there exists at least one solution of the problem (STFT-SR).

**Proof.** As $y = \mathcal{A}_g \mu$ the set $N := \{ \nu \in \mathcal{M}(G) : y = \mathcal{A}_g \nu \}$ is non-empty, and hence,
\[
m := \inf \{ \|\nu\|_{TV} : \nu \in N \} < \infty.
\]
For all $n \in \mathbb{N} \setminus \{0\}$, we define the intersection of $N$ and the closed ball of radius $m + 1/n$ in $\mathcal{M}(G)$ according to
\[
K_n := \{ \nu \in N : \|\nu\|_{TV} \leq m + \frac{1}{n} \}.
\]
Since $N$ is the preimage of $\{y\}$ under the linear operator $\mathcal{A}_g$, $N$ is convex. Further, as $\mathcal{A}_g$ is linear and bounded, $\mathcal{A}_g$ is continuous with respect to the topology induced by the norm $\|\cdot\|_{TV}$, which implies that $N$ is closed with respect to the norm $\|\cdot\|_{TV}$. Therefore, for every $n \in \mathbb{N} \setminus \{0\}$, $K_n$ is convex, closed with respect to the norm $\|\cdot\|_{TV}$, and bounded. By application of [23, Cor. 3.22], every $K_n, n \in \mathbb{N} \setminus \{0\}$, is compact with respect to the weak-* topology. Since the sets $K_n, n \in \mathbb{N} \setminus \{0\}$, are non-empty and $K_{n'} \subseteq K_n$ for all $n, n' \in \mathbb{N} \setminus \{0\}$, it follows that there exists at least one solution of the problem (STFT-SR).
such that \( n \leq n' \), by definition, we get
\[
\bigcap_{n=1}^{\infty} K_n \neq \emptyset.
\]
Hence, we can find at least one \( \nu_0 \) in \( \bigcap_{n=1}^{\infty} K_n \) which, by definition, satisfies \( \|\nu_0\|_{TV} \leq m+1/n \) for all \( n \in \mathbb{N} \setminus \{0\} \). Letting \( n \to \infty \), we obtain \( \|\nu_0\|_{TV} \leq m \). Since \( m \) also satisfies \( m \leq \|\nu_0\|_{TV} \), it follows that \( \|\nu_0\|_{TV} = m \). This shows that \( \nu_0 \) is a solution of \((\text{STFT-SR})\), thereby completing the proof.

Theorem 4 shows that \((\text{STFT-SR})\) has at least one solution. Next, with the help of Fenchel duality theory [28, Chap. 4], we derive necessary and sufficient conditions for \( \mu \) to be contained in the set of solutions of \((\text{STFT-SR})\). Specifically, we apply the following theorem.

**Theorem 5** (Fenchel duality, [28, Thms. 4.4.2 and 4.4.3]). Let \( X \) and \( Y \) be Banach spaces, \( \varphi : X \to \mathbb{R} \cup \{\infty\} \) and \( \psi : Y \to \mathbb{R} \cup \{\infty\} \) convex functions, and \( \mathcal{L} : X \to Y \) a bounded linear operator. Then, the primal and dual values
\[
\begin{align*}
 p &= \inf_{x \in X} \{ \varphi(x) + \psi(\mathcal{L}x) \} \quad (22) \\
 d &= \sup_{y^* \in Y^*} \{ -\varphi^*(\mathcal{L}^*y^*) - \psi^*(-y^*) \} \quad (23)
\end{align*}
\]
satisfy the weak duality inequality \( p \geq d \). Furthermore, if \( \varphi, \psi, \) and \( \mathcal{L} \) satisfy the condition
\[
(\mathcal{L} \text{ dom } \varphi) \cap \text{ cont } \psi \neq \emptyset, \quad (24)
\]
then strong duality holds, i.e., \( p = d \), and the supremum in the dual problem (23) is attained if \( d \) is finite\(^1\).

Application of Theorem 5 yields the following result.

**Theorem 6** (Fenchel predual). Let \( \mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G) \), where \( \Omega \) is a finite or countably infinite index set and \( a_\ell \in \mathbb{C} \setminus \{0\} \), for all \( \ell \in \Omega \). Let \( g \in \mathcal{S}(G) \setminus \{0\} \) and \( y = \mathcal{A}_g \mu \). The Fenchel predual problem of \((\text{STFT-SR})\) is
\[
(\text{PD-\text{STFT-SR}}) \quad \text{maximize} \quad \langle c, y \rangle \quad \text{subject to} \quad \|\mathcal{A}_g^*c\|_{\infty} \leq 1
\]
with the adjoint operator \( \mathcal{A}_g^* \) as in (18). In addition, the following equality holds
\[
\min \left\{ \|\nu\|_{TV} : \mathcal{A}_g \nu = y, \nu \in \mathcal{M}(G) \right\} = \sup \left\{ \langle c, y \rangle : \|\mathcal{A}_g^*c\|_{\infty} \leq 1, c \in L^\infty(G \times \hat{G}) \right\}. \quad (25)
\]
\(^1\)Here, \( p, d \in \mathbb{R} \cup \{\pm \infty\} \).
Moreover, if \((\text{PD-STFT-SR})\) has a solution \(c_0 \in L^\infty(G \times \hat{G})\), then
\[
\bigcup_{\nu_0 \in \text{Sol}\{\text{STFT-SR}\}} \text{supp}(\nu_0) \subseteq \{ t \in G : |(A_g^* c_0)(t)| = 1 \}. \tag{26}
\]

**Proof.** Similarly to what was done in [14, Prop. 2], we prove that \((\text{STFT-SR})\) is the dual of \((\text{PD-STFT-SR})\) by applying Theorem 5 with \(X = L^\infty(G \times \hat{G}), Y = C_b(G), \mathcal{L} = A_g^*\) and with the functions
\[
\forall c \in L^\infty(G \times \hat{G}), \quad \varphi(c) := -\langle c, y \rangle, \tag{27}
\]
and
\[
\forall \eta \in C_b(G), \quad \psi(\eta) := \begin{cases} 0, & \eta \in B \\ \infty, & \text{otherwise}, \end{cases} \tag{28}
\]
where \(\chi_B\) is the indicator function of the closed unit ball \(B := \{ \eta \in C_b(G) : \|\eta\|_\infty \leq 1 \}\). Thanks to Lemma 3, we have \(\mathcal{L}^* = A_g^{**} = A_g\). As \(\varphi\) is linear it is convex on \(L^\infty(G \times \hat{G})\). The function \(\psi\) is convex on \(C_b(G)\), because the closed unit ball \(B\) is convex and the indicator function of a convex set is convex. The Fenchel convex conjugate of \(\varphi\) is
\[
\forall \xi \in L^1(G \times \hat{G}), \quad \varphi^*(\xi) = \sup \left\{ \langle c, \xi \rangle - \varphi(c) : c \in L^\infty(G \times \hat{G}) \right\}
= \sup \left\{ \langle c, \xi + y \rangle : c \in L^\infty(G \times \hat{G}) \right\}
= \chi_{\{y\}}(-\xi), \tag{29}
\]
where the last equality follows from the fact that the set \(\{ \langle c, \xi + y \rangle : c \in L^\infty(G \times \hat{G}) \}\) is not bounded when \(\xi \neq -y\). As for the convex conjugate of \(\psi\), it is known that the convex conjugate of the indicator function of \(B\) is the support function of \(B\), that is,
\[
\forall \nu \in \mathcal{M}(G), \quad \psi^*(\nu) = \sigma_B(\nu) := \sup \left\{ \langle \eta, \nu \rangle : \eta \in B \right\}
= \sup \left\{ \langle \eta, \nu \rangle : \eta \in C_b(G), \|\eta\|_\infty \leq 1 \right\}
= \|\nu\|_{\text{TV}}, \tag{30}
\]
where (30) follows from [22, Thm. IV.6.2]. It then follows by application of Theorem 5 that the dual problem to \((\text{PD-STFT-SR})\) is
\[
(\text{STFT-SR}) \ \ \minimize_{\nu \in \mathcal{M}(G)} \|\nu\|_{\text{TV}} \ \ \text{subject to} \ \ y = A_g \nu.
\]
Next, we prove (25). To this end, we verify (24), which implies (25) by strong duality, i.e., \(p = d\), as follows. We start by noting that with \(X = L^\infty(G \times \hat{G}), Y = C_b(G), \mathcal{L} = A_g^*\), and
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\(\varphi, \psi\) as defined in (27), (28), we get from (22) that
\[
p = \inf_{c \in L^\infty(G \times \hat{G})} \left\{ \varphi(c) + \psi(A_g^*c) \right\} = \inf_{c \in L^\infty(G \times \hat{G})} \left\{ -\langle c, y \rangle + \chi_B(A_g^*c) \right\} \\
= \sup_{c \in L^\infty(G \times \hat{G})} \left\{ \langle c, y \rangle - \chi_B(A_g^*c) \right\} = \sup \left\{ \langle c, y \rangle : \|A_g^*c\|_\infty \leq 1, c \in L^\infty(G \times \hat{G}) \right\},
\]
where in the last step we used the fact that \(\chi_B(A_g^*c)\) is finite, actually equal to zero, only for \(c \in L^\infty(G \times \hat{G})\) such that \(\|A_g^*c\|_\infty \leq 1\). With \(\varphi^*, \psi^*\) as in (29), (30), and \((C_b(G))^* = \mathcal{M}(G)\), it follows from (23) that
\[
d = \sup_{\nu \in \mathcal{M}(G)} \left\{ -\varphi^*(A_g\nu) - \psi^*(-\nu) \right\} = \sup_{\nu \in \mathcal{M}(G)} \left\{ -\varphi^*(-A_g\nu) - \psi^*(\nu) \right\} \\
= \sup_{\nu \in \mathcal{M}(G)} \left\{ -\chi_y(A_g\nu) - \|\nu\|_{TV} \right\} = \inf_{\nu \in \mathcal{M}(G)} \left\{ \chi_y(A_g\nu) + \|\nu\|_{TV} \right\} \\
= \inf \left\{ \|\nu\|_{TV} : A_g\nu = y, \nu \in \mathcal{M}(G) \right\} \\
= \min \left\{ \|\nu\|_{TV} : A_g\nu = y, \nu \in \mathcal{M}(G) \right\}. \tag{31}
\]
Again, in (31) we used the fact that \(\chi_y(A_g\nu)\) is finite, actually equal to zero, only for \(\nu \in \mathcal{M}(G)\) such that \(A_g\nu = y\). The infimum in (31) becomes a minimum in (32) as a consequence of the existence of a solution of (STFT-SR), as shown in Theorem 4; this solution will be denoted by \(\nu_0\) below. It remains to establish (24). By definition of \(\varphi\), we have \(\text{dom} \varphi = L^\infty(G \times \hat{G})\), and \(0 \in \text{L dom}(\varphi)\). Furthermore, since \(\text{cont} \psi = B\), we have \(0 \in \text{cont} \psi\) and therefore \(0 \in (\text{L dom} \varphi) \cap (\text{cont} \psi)\), which shows that (24) is satisfied.

Next, we verify (26). If (PD-STFT-SR) has at least one solution, say \(c_0 \in L^\infty(G \times \hat{G})\), then necessarily \(\|\nu_0\|_{TV} = \langle c_0, y \rangle\) as a consequence of strong duality. Since \(\nu_0\) is a solution of (STFT-SR), we have \(y = A_g\nu_0\), and consequently,
\[
\|\nu_0\|_{TV} = \langle c_0, y \rangle = \langle c_0, A_g\nu_0 \rangle = \langle A_g^*c_0, \nu_0 \rangle = \text{Re} \left\{ \int_G \overline{(A_g^*c_0)(t)} \nu_0(t) \right\}.
\]
Applying [29, Thm. 6.12] to \(\nu_0\), we can conclude that there exists a measurable function \(\eta: [0, 2\pi) \to \mathbb{R}\) such that
\[
\|\nu_0\|_{TV} = \text{Re} \left\{ \int_G (A_g^*c_0)(t) \nu_0(t) \right\} = \text{Re} \left\{ \int_G \overline{(A_g^*c_0)(t)e^{i\eta(t)}} \nu_0(t) \right\} = \text{Re} \left\{ \int_G \overline{h(t)} \nu_0(t) \right\},
\]
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where we set \( h := (A^*_b c_0) e^{-i\theta} \). Writing \( h = |h| e^{i\theta} \), where \( \theta : [0, 2\pi) \to \mathbb{R} \), we then have

\[
0 = \|\nu_0\|_{TV} - \operatorname{Re} \left\{ \int_G \overline{h(t)}\nu_0(t) \right\} = \int_G |\nu_0(t)\overline{h(t)} e^{-i\theta(t)}|\nu_0(t) \right\} = \int_G \left(1 - |h(t)| \cos(\theta(t))\right)|\nu_0(t)\overline{h(t)}|.
\]

(33)

As \( A^*_b : L^\infty(G \times \hat{G}) \to C_b(G) \), the function \( |h| = |A^*_b c_0| \) is continuous. Moreover, since \( c_0 \) is a solution of (PD-STFT-SR), it follows that \( \|h\|_\infty = \|A^*_b c_0\|_\infty \leq 1 \), and hence,

\[
\forall t \in G, \quad 1 - |h(t)| \cos(\theta(t)) \geq 0.
\]

Therefore, (33) implies that \( |h(t)| \cos(\theta(t)) = 1 \) for \( |\nu_0|\)-almost all \( t \in G \), which, as a consequence of \( \cos \leq 1 \) and \( \|h\|_\infty \leq 1 \), yields \( |h(t)| = 1 \), for \( |\nu_0|\)-almost all \( t \in G \). We complete the proof by establishing that for all \( t \in \operatorname{supp}(\nu_0) \), \( |h(t)| = \left| \left( A^*_b c_0 \right)(t) \right| = 1 \). Since \( |h(t)| = 1 \) for \( |\nu_0|\)-almost all \( t \in G \), the set \( S = \{ t \in G : |h(t)| \neq 1 \} \) satisfies \( |\nu_0|(S) = 0 \). We need to show that \( S \cap \operatorname{supp}(\nu_0) = \emptyset \). To this end, suppose, by way of contradiction, that there exists a \( t_0 \in \operatorname{supp}(\nu_0) \) such that \( |h(t_0)| \neq 1 \). Then, \( S \cap \operatorname{supp}(\nu_0) \neq \emptyset \) as \( t_0 \in S \cap \operatorname{supp}(\nu_0) \). Since \( |h| \) is continuous on \( G \) and \( \mathbb{R} \setminus \{1\} \) is open in \( \mathbb{R} \), the set \( S \) is open. Hence, by definition of \( \operatorname{supp}(\nu_0) \), we have \( |\nu_0|(S) \geq |\nu_0|(S \cap \operatorname{supp}(\nu_0)) > 0 \), which contradicts \( |\nu_0|(S) = 0 \) and thereby completes the proof.

We emphasize that (PD-STFT-SR) is the predual problem of (STFT-SR), i.e., (STFT-SR) is the dual problem of (PD-STFT-SR). The dual problem of (STFT-SR) is, however, not (PD-STFT-SR) as the spaces \( L^1(\mathbb{R}^2) \) and \( C_b(\mathbb{R}) \) are not reflexive. We thus remark that the second statement in Theorem 5 concerning strong duality cannot be applied by taking (STFT-SR) as the primal problem, that is, with \( X = \mathcal{M}(G), Y = L^1(G \times \hat{G}), L = A_b, \varphi(\nu) = \|\nu\|_{TV} \) for all \( \nu \in \mathcal{M}(G) \), and \( \psi(c) = \chi_{\{c\}}(c) \) for all \( c \in L^1(G \times \hat{G}) \). Indeed, the function \( \chi_{\{y\}} \) is not continuous at \( y \), implying that Condition (24) is not met.

We can now apply Theorem 6 to conclude the following: Take \( G = \mathbb{R} \) and \( g(t) = \frac{1}{\sqrt{\sigma}} \exp \left( -\frac{\pi t^2}{2\sigma^2} \right) \), for \( t \in \mathbb{R} \). Assuming that (PD-STFT-SR) has a solution\(^2\), which we denote by \( c_0 \in L^\infty(\mathbb{R}^2) \), the support \( T = \{ t_\ell \}_{\ell \in \Omega} \) of the measure \( \mu \) to be recovered must satisfy \( \left| (A^*_b c_0)(t_\ell) \right| = 1 \), for \( \ell \in \Omega \), if \( \mu \) is to be contained in the set of solutions of (STFT-SR). Furthermore, if (PD-STFT-SR) has a solution \( c_0 \in L^\infty(\mathbb{R}^2) \) such that \( |A^*_b c_0| \) is not identically equal to 1 on \( \mathbb{R} \), then every solution of (STFT-SR) is a discrete measure despite the fact that (STFT-SR) is an optimization problem over the space of all measures in \( \mathcal{M}(G) \). This can be seen by employing an argument similar to the one in [9, p. 361] as follows: Since the

\(^2\)A condition for the existence of a solution of (PD-STFT-SR) will be given in Corollary 8.
The window function $g$ is Gaussian and
\[
\forall t \in \mathbb{R}, \quad (A_g^* c_0)(t) = \int_{\mathbb{R}} c_0(\tau, f) g(t - \tau) e^{2\pi if\tau} d\tau df,
\]
both $g$ and $A_g^* c_0$ can be extended to entire functions which, for simplicity, we also denote by $g$ and $A_g^* c_0$, that is,
\[
\forall z \in \mathbb{C}, \quad g(z) = \frac{1}{\sqrt{\sigma}} \exp\left(-\frac{\pi z^2}{2\sigma^2}\right)
\quad \text{and}
\]
\[
(A_g^* c_0)(z) = \int_{-f_c}^{f_c} \int_{\mathbb{R}} c_0(\tau, f) g(z - \tau) e^{2\pi if\tau} d\tau df.
\]
(34)

It is known that $g$ is holomorphic on $\mathbb{C}$ [29, Chap. 10], but it remains to show that so is $A_g^* c_0$. To this end, let $T$ be an arbitrary closed triangle in $\mathbb{C}$. We have
\[
\int_{\partial T} (A_g^* c_0)(z) dz = \int_{\partial T} \left( \int_{-f_c}^{f_c} \int_{\mathbb{R}} c_0(\tau, f) g(z - \tau) e^{2\pi if\tau} d\tau df \right) dz
\]
\[
= \int_{-f_c}^{f_c} \int_{\mathbb{R}} c_0(\tau, f) \left( \int_{\partial T} g(z - \tau) e^{2\pi if\tau} dz \right) d\tau df
\]
\[
= 0,
\]
(35)
(36)
where we used Fubini’s Theorem in (35) and Cauchy’s Theorem [29, Thm. 10.13] in (36).

To verify the conditions for Fubini’s Theorem, we note that $T$ is bounded, i.e., there exists $M > 0$ such that $|z| \leq M$ for all $z \in T$, which implies that for all $z := r + iq \in T$, $\tau \in \mathbb{R}$, and $f \in [-f_c, f_c]$, we have
\[
|g(z - \tau)e^{2\pi if\tau}| = \frac{1}{\sqrt{\sigma}} \exp\left(-\frac{\pi (r - \tau)^2}{2\sigma^2}\right) \exp\left(\frac{\pi q^2}{2\sigma^2}\right) \exp(-2\pi f q)
\]
\[
\leq \frac{1}{\sqrt{\sigma}} \exp\left(-\frac{\pi (r - \tau)^2}{2\sigma^2}\right) \exp\left(\frac{\pi M^2}{2\sigma^2}\right) \exp(2f_c M),
\]
where we used $|q| \leq M$ and $f \in [-f_c, f_c]$ in the last inequality. This yields
\[
\int_{-f_c}^{f_c} \int_{\mathbb{R}} |c_0(\tau, f)||g(z - \tau)e^{2\pi if\tau}| d\tau df
\]
\[
\leq \frac{2f_c \|c_0\|_{L^\infty}}{\sqrt{\sigma}} \left( \int_{\mathbb{R}} \exp\left(-\frac{\pi (r - \tau)^2}{2\sigma^2}\right) d\tau \right) \exp\left(\frac{\pi M^2}{2\sigma^2}\right) \exp(2f_c M)
\]
\[
= 2f_c \|c_0\|_{L^\infty} \sqrt{2\sigma} \exp\left(\frac{\pi M^2}{2\sigma^2}\right) \exp(2f_c M),
\]
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and hence
\[
\int_{\partial T} \int_{-f_c}^{f_c} \int_{\mathbb{R}} |c_0(\tau, f)| \left| g(z - \tau) e^{2\pi i f z} \right| d\tau df dz \\
\leq 2Lf_c \|c_0\|_{L^\infty} \sqrt{2\sigma} \exp\left(\frac{\pi M^2}{2\sigma^2}\right) \exp(2f_c M) < \infty,
\]
where \(L\) is the length of \(\partial T\). By Morera’s Theorem [29, Thm. 10.17] we can therefore conclude from (36) that \(A_g^* c_0\) is holomorphic on \(\mathbb{C}\). We can then define the function
\[
\forall z \in \mathbb{C}, \quad h(z) := 1 - (A_g^* c_0)(z) \overline{(A_g^* c_0)(\overline{z})}.
\]
Since \(|A_g^* c_0|\) is not identically equal to 1 on \(\mathbb{R}\), by assumption, and \(h\) is holomorphic on \(\mathbb{C}\) by construction, \(h\) is not identically equal to 0. Therefore, thanks to [29, Thm. 10.18] the set \(\{z \in \mathbb{C}: h(z) = 0\}\), and a fortiori the set \(\{t \in \mathbb{R}: |(A_g^* c_0)(t)| = 1\}\), are at most countable and have no limit points. But since (26) holds, this implies that every solution \(\nu_0\) of (STFT-SR) must have discrete support, and therefore, \(\nu_0\) is necessarily a discrete measure. In the case \(G = \mathbb{T}\), if \(g\) is chosen to be a periodized Gaussian function
\[
\forall t \in \mathbb{T}, \quad g(t) = \frac{1}{\sqrt{\sigma}} \sum_{n \in \mathbb{Z}} \exp\left(-\frac{\pi (t - n)^2}{2\sigma^2}\right),
\]
a similar line of reasoning can be applied to establish that every solution of (STFT-SR) is discrete provided that (PD-STFT-SR) has at least one solution.

We have established the existence of a solution of (STFT-SR) and shown that (STFT-SR) is the dual problem of (PD-STFT-SR). Now we wish to derive conditions under which the measure \(\mu\) is the unique solution of (STFT-SR). Similarly to [16, Sec. 2.4], we start by providing a necessary and sufficient condition for \(\mu\) to be a solution of (STFT-SR), which leads to the following theorem.

**Theorem 7 (Optimality conditions).** Let \(\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G)\), where \(\Omega\) is a finite or countably infinite index set and \(a_\ell \in \mathbb{C}\setminus\{0\}\), for all \(\ell \in \Omega\). Let \(g \in \mathcal{S}(G)\setminus\{0\}\). The measure \(\mu\) to be recovered is contained in the set of solutions of (STFT-SR) if and only if there exists \(c_0 \in L^\infty(G \times \hat{G})\) such that
\[
\|A_g^* c_0\|_{\infty} \leq 1 \quad \text{and} \quad \forall \ell \in \Omega, \quad (A_g^* c_0)(t_\ell) = \frac{a_\ell}{|a_\ell|}. \tag{37}
\]

**Proof.** Since \(y = A_g \mu\), it follows by application of [28, Thm. 4.3.6] that \(\mu\) is a solution of (STFT-SR) if and only if there exists \(c_0 \in L^\infty(G \times \hat{G})\) such that \(A_g^* c_0 \in \partial \|\cdot\|_{TV}(\mu)\). Since the subdifferential of the norm \(\|\cdot\|_{TV}\) is given by [16, Prop. 7]
\[
\forall \nu \in \mathcal{M}(G), \quad \partial \|\cdot\|_{TV}(\nu) = \{\eta \in C_b(G): \langle \eta, \nu \rangle = \|\nu\|_{TV}, \|\eta\|_{\infty} \leq 1\},
\]

it follows that $\mu$ is a solution of \(\text{STFT-SR}\) if and only if there exists $c_0 \in L^\infty(G \times \hat{G})$ such that $\langle A_g^* c_0, \mu \rangle = \|\mu\|_{\text{TV}}$ and $\|A_g^* c_0\|_\infty \leq 1$. Since $\mu = \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell}$, the condition $\langle A_g^* c_0, \mu \rangle = \|\mu\|_{\text{TV}}$ is equivalent to

$$\text{Re} \left\{ \sum_{\ell \in \Omega} a_\ell (A_g^* c_0)(t_\ell) \right\} = \sum_{\ell \in \Omega} |a_\ell|. \quad (38)$$

For every $\ell \in \Omega$, we can write

$$a_\ell (A_g^* c_0)(t_\ell) = |a_\ell| |(A_g^* c_0)(t_\ell)| e^{i\theta_\ell}, \quad (39)$$

where $\theta_\ell \in [0,2\pi)$. Thus, (38) is equivalent to

$$\sum_{\ell \in \Omega} |a_\ell| \left( 1 - \cos(\theta_\ell) |(A_g^* c_0)(t_\ell)| \right) = 0. \quad (40)$$

Since we also have $\|A_g^* c_0\|_\infty \leq 1$, (40) can only be true if $|(A_g^* c_0)(t_\ell)| = 1$ and $\theta_\ell = 0$, both for all $\ell \in \Omega$. Therefore, from (39), we can infer that

$$\forall \ell \in \Omega, \quad (A_g^* c_0)(t_\ell) = \frac{a_\ell}{|a_\ell|},$$

which concludes the proof.

Thanks to Theorem 7, we can now show the following, which yields a sufficient condition for \(\text{PD-STFT-SR}\) to have at least one solution, an assumption made previously to show that every solution of \(\text{STFT-SR}\) is discrete.

**Corollary 8.** Let $\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G)$, where $\Omega$ is a finite or countably infinite index set and $a_\ell \in \mathbb{C}\setminus\{0\}$, for all $\ell \in \Omega$. Let $g \in \mathcal{S}(G)\setminus\{0\}$. If $\mu$ is contained in the set of solutions of \(\text{STFT-SR}\), then \(\text{PD-STFT-SR}\) has at least one solution.

**Proof.** If the measure $\mu$ to be recovered is a solution of \(\text{STFT-SR}\), then by Theorem 7, there must exist $c_0 \in L^\infty(G \times \hat{G})$ such that (37) holds. Since $\|A_g^* c_0\|_\infty \leq 1$, $c_0$ is feasible for \(\text{PD-STFT-SR}\). Moreover, this $c_0$ satisfies

$$\langle c_0, y \rangle = \langle c_0, A_g \mu \rangle = \langle A_g^* c_0, \mu \rangle = \text{Re} \left\{ \int_G (A_g^* c_0)(t) \mu(t) \right\} = \text{Re} \left\{ \sum_{\ell \in \Omega} a_\ell (A_g^* c_0)(t_\ell) \right\} = \sum_{\ell \in \Omega} |a_\ell| = \|\mu\|_{\text{TV}},$$

which shows that the supremum in (25) is attained for $c_0$. Therefore, $c_0$ is a solution of \(\text{PD-STFT-SR}\). $\square$
Theorem 7 provides conditions on $\mu$ to be a solution of (STFT-SR). However, we need more, namely, conditions on $\mu$ to be the unique solution of (STFT-SR). Such conditions are given in the following theorem, which is a straightforward adaptation of [3, App. A].

**Theorem 9 (Uniqueness).** Let $\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(G)$, where $\Omega$ is a finite or countably infinite index set and $a_\ell \in \mathbb{C} \setminus \{0\}$, for all $\ell \in \Omega$. Let $g \in \mathcal{S}(G) \setminus \{0\}$. If for every sequence $\varepsilon = \{\varepsilon_\ell\}_{\ell \in \Omega}$ of unit magnitude complex numbers, there exists a function $c_0 \in L^\infty(G \times \hat{G})$ obeying

\begin{align}
\forall \ell \in \Omega, &\quad (A_g^* c_0)(t_\ell) = \varepsilon_\ell \tag{41} \\
\forall t \in G \setminus T, &\quad |(A_g^* c_0)(t)| < 1, \tag{42}
\end{align}

where $T := \{t_\ell\}_{\ell \in \Omega}$, then $\mu$ is the unique solution of (STFT-SR).

**Proof.** Assume that there exists a $c_0 \in L^\infty(G \times \hat{G})$ such that (41) and (42) are satisfied for all sequences $\{\varepsilon_\ell\}_{\ell \in \Omega}$ of unit magnitude complex numbers. Let $\nu_0 \in \mathcal{M}(G)$ be a solution of (STFT-SR) and set $h := \mu - \nu_0$. Suppose, by way of contradiction, that $h \neq 0$. The Lebesgue decomposition [29, Thm. 6.10] of $h$ relative to the positive and $\sigma$-finite measure $\Psi_T = \sum_{\ell \in \Omega} \delta_{t_\ell}$ is given by

$$h = h_T + h_T^c,$$

where $h_T$ is a discrete measure of the form $h_T := \sum_{\ell \in \Omega} h_\ell \delta_{t_\ell}$ (see Part (b) of [29, Thm. 6.10]) and $h_T^c$ is a measure supported on $T^c := G \setminus T$ (see Part (a) of [29, Thm. 6.10]). Using the polar decomposition [29, Thm. 6.12] of $h_T$, we find that there exists a measurable function $\eta$ such that $|\eta(t)| = 1$, for all $t \in T$, and

$$\int_G \varphi(t) h_T(t) = \int_G \varphi(t) \eta(t) |h_T|(t) \tag{43}$$

for all $\varphi \in C_b(G)$. By assumption, there exists a $c_0 \in L^\infty(G \times \hat{G})$ such that

\begin{align}
\forall \ell \in \Omega, &\quad (A_g^* c_0)(t_\ell) = \eta(t_\ell), \tag{44} \\
\forall t \in G \setminus T, &\quad |(A_g^* c_0)(t)| < 1. \tag{45}
\end{align}
We thus have

$$\langle A^*_g c_0, h_{T^c} \rangle = \langle A^*_g c_0, h \rangle - \langle A^*_g c_0, h_T \rangle$$

$$= \langle c_0, A^*_g h \rangle - \text{Re} \left\{ \int_G (A^*_g c_0)(t) h_{T^c}(t) \right\}$$

$$= \langle c_0, A^*_g \mu - A^*_g \nu_0 \rangle - \text{Re} \left\{ \int_G (A^*_g c_0)(t) \eta(t) h_T(t) \right\}$$

$$= - \text{Re} \left\{ \sum_{t \in \Omega} |h| (A^*_g c_0)(t) \eta(t) \right\} = - \sum_{t \in \Omega} |h| |\eta(t)|^2$$

$$= - \sum_{t \in \Omega} |h| = - \|h_T\|_{TV},$$

where (46) makes use of (43), (47) follows from (44) and \( y = A^*_g \mu = A^*_g \nu_0 \), which holds because \( \nu_0 \) was assumed to be a solution of (STFT-SR), and (48) is by \( |\eta(t)| = 1 \), for all \( t \in T \). It therefore follows that

$$\|h_T\|_{TV} = |\langle A^*_g c_0, h_{T^c} \rangle| = \left| \text{Re} \left\{ \int_G (A^*_g c_0)(t) h_{T^c}(t) \right\} \right| \leq \left| \int_G (A^*_g c_0)(t) h_{T^c}(t) \right|$$

$$\leq \int_G |(A^*_g c_0)(t)||h_{T^c}(t)|$$

$$< |h_{T^c}|(G) = \|h_{T^c}\|_{TV},$$

where (49) is by the triangle inequality and the strict inequality in (50) is due to (45) and \( h \neq 0 \) and hence \( h_{T^c} \neq 0 \) (as \( h_{T^c} = 0 \) would imply \( h_T = 0 \) and thus \( h = 0 \), because of (49)). We then obtain

$$\|\nu_0\|_{TV} = \|\mu - h\|_{TV} = \|\mu - h_T\|_{TV} + \|h_{T^c}\|_{TV}$$

$$\geq \|\mu\|_{TV} - \|h_T\|_{TV} + \|h_{T^c}\|_{TV}$$

$$> \|\mu\|_{TV},$$

where (51) is a consequence of \( \mu \) being supported on \( T \) and hence the supports of \( \mu - h_T \) and \( h_{T^c} \) being disjoint, (52) follows from the reverse triangle inequality and (53) is a consequence of (50). This contradicts the assumption that \( \nu_0 \) is a solution of (STFT-SR), which allows us to conclude that \( h = 0 \) and hence \( \nu_0 = \mu \), thus completing the proof.

We have now developed a full theory of super-resolution from STFT measurements for window functions \( g \) from the Schwartz-Bruhat space that are extendable to entire functions. It remains, however, to connect the uniqueness conditions (41) and (42) in Theorem 9, which amount to constrained interpolation problems, to the minimum spacing condition \( \Delta > 1/f_c \), as announced earlier in the paper. This will be accomplished through a specific choice for \( g \),
namely we take it to be a Gaussian for $G = \mathbb{R}$ and a periodized Gaussian for $G = \mathbb{T}$. Note that the choice of the window width is only for reasons of specificity of the results. Similar results can be derived for other Schwartz-Bruhat window functions or for Gaussian window functions of smaller widths: we only need to adapt the computational part of our proof, but the way of reasoning remains the same.

**Theorem 10** (Conditions for exact recovery in the case $G = \mathbb{R}$). Let $G = \mathbb{R}$ and

$$\forall t \in \mathbb{R}, \quad g(t) := \frac{1}{\sqrt{\sigma}} \exp \left( -\frac{\pi t^2}{2\sigma^2} \right),$$

where $\sigma := \frac{1}{4f_c}$. Let $\mu := \sum_{\ell \in \Omega} a_\ell \delta_{t_\ell} \in \mathcal{M}(\mathbb{R})$, where $\Omega$ is a finite or countably infinite index set and $a_\ell \in \mathbb{C}\setminus\{0\}$, for all $\ell \in \Omega$. If the minimum distance

$$\Delta := \min_{\ell, m \in \Omega} |t_{\ell} - t_m|$$

satisfies $\Delta > 1/f_c$, then the conditions of Theorem 9 are met, and hence $\mu$ is the unique solution of (STFT-SR).

The proof architecture of Theorem 10 is inspired by [3, Sec. 2, pp. 15–27]. There are, however, important differences arising from the fact that we deal with STFT measurements as opposed to pure Fourier measurements. Specifically, in the case of pure Fourier measurements, the interpolation function $A^* c_0$ must be a Paley-Wiener function [29, Thm. 19.3], while here $A_0^* c_0$ is clearly not band-limited and can therefore have better time-localization. We believe that this allows the minimum spacing $\Delta$ to be smaller than in the case of pure Fourier measurements.

For $G = \mathbb{T}$, we have $f_c = K \in \mathbb{N}$. Moreover, the set $\Omega$ has to be finite, as $\mathbb{T}$ is compact and $\Omega$ indexes $T$ which is closed and discrete. Recovering the measure $\mu$ therefore reduces to the recovery of the finite set of points $\{t_\ell\}_{\ell=1}^L \subseteq [0, 1)$, $L := |\Omega|$, and the associated weights $\{a_\ell\}_{\ell \in \Omega}$.

**Theorem 11** (Conditions for exact recovery in the case $G = \mathbb{T}$). Let $G = \mathbb{T}$ and

$$\forall t \in \mathbb{T}, \quad g(t) := \frac{1}{\sqrt{\sigma}} \sum_{n \in \mathbb{Z}} \exp \left( -\frac{\pi (t - n)^2}{2\sigma^2} \right),$$

where $\sigma := \frac{1}{4(K+1/2)}$. Let $\mu := \sum_{\ell=1}^L a_\ell \delta_{t_\ell} \in \mathcal{M}(\mathbb{T})$ with $a_\ell \in \mathbb{C}\setminus\{0\}$, for all $\ell \in \{1, 2, \ldots, L\}$. If the minimum wrap-around distance

$$\Delta := \min_{n \in \mathbb{Z}} \min_{1 \leq \ell, m \leq L} |t_{\ell} - t_m + n|$$

satisfies $\Delta > 1/2f_c$, then the conditions of Theorem 9 are met, and hence $\mu$ is the unique solution of (STFT-SR).
satisfies $\Delta > 1/(K + 1/2)$, then the conditions of Theorem 9 are met, and hence $\mu$ is the unique solution of (STFT-SR).

6 A recovery algorithm for $G = \mathbb{T}$

We next provide an explicit recovery algorithm for the case $G = \mathbb{T}$. Specifically, we show that if $\mu$ is the unique solution of (STFT-SR) (which is the case provided that $\Delta > 1/(K + 1/2)$ and $\sigma = 1/(4(K + 1/2))$), then an approximation of the correct solution $\mu$ can be recovered by solving the convex programming problem (STFT-SR$_N$), $N \in \mathbb{N}$, defined below. The predual of (STFT-SR$_N$), unlike that of (STFT-SR), is equivalent to a finite-dimensional problem, which can be solved numerically. The justification for this procedure is given in Proposition 3, which shows that the sequence of solutions $\nu_N$ of (STFT-SR$_N$) converges in the weak-* sense to $\mu$ as $N \to \infty$.

We first note that the 1-periodic window function $g$ can be expanded into a Fourier series according to

$$\forall t \in \mathbb{R}, \quad g(t) = \sum_{n \in \mathbb{Z}} \frac{1}{\sqrt{\sigma}} \exp \left( -\frac{\pi (t - n)^2}{2\sigma^2} \right) = \sum_{n \in \mathbb{Z}} g_n e^{2\pi i nt}, \quad (54)$$

with $g_n = \sqrt{2\sigma} \exp(-2\pi \sigma^2 n^2)$, $n \in \mathbb{Z}$. The corresponding STFT measurements of $\mu$ are given by

$$\forall \tau \in \mathbb{T}, \forall k \in \{-K, \ldots, K\}, \quad y(\tau, k) = (V g \mu)(\tau, k) = \int_0^1 g(t - \tau) e^{-2\pi i k t} \mu(t)$$

$$= \sum_{\ell=1}^L a_{\ell} g(t_{\ell} - \tau) e^{-2\pi i k t_{\ell}} = \sum_{n \in \mathbb{Z}} y_{k,n} e^{2\pi i n \tau},$$

where $y_{k,n} := \sum_{\ell=1}^L a_{\ell} g_n e^{-2\pi i (n+k) t_{\ell}}$ is the $n$th Fourier series coefficient of $\tau \mapsto y(\tau, k)$. Using Parseval’s theorem, the objective function in (PD-STFT-SR) can be rewritten as

$$\langle c, y \rangle = \text{Re} \left\{ \sum_{k=K}^{K} \sum_{n \in \mathbb{Z}} c_{k,n} y_{k,n} \right\},$$

where $c_{k,n}$ denotes the $n$th Fourier series coefficient of the function $\tau \mapsto c(\tau, k)$, for $k \in \{-K, \ldots, K\}$, and $c \in L^\infty(\mathbb{T} \times \mathbb{Z})$ is the optimization variable of (PD-STFT-SR). For
\( \forall t \in \mathbb{T}, \ (A^*_g c)(t) = \sum_{k=-K}^{K} \int_{0}^{1} c(\tau, k) g(t - \tau) e^{2\pi i k t} \ d\tau \)
\[
= \sum_{k=-K}^{K} \int_{0}^{1} c(\tau, k) \left( \sum_{n \in \mathbb{Z}} g_n e^{2\pi i (t - \tau)} \right) e^{2\pi i k t} \ d\tau \\
= \sum_{k=-K}^{K} \sum_{n \in \mathbb{Z}} g_n \left( \int_{0}^{1} c(\tau, k) e^{-2\pi i n \tau} \ d\tau \right) e^{2\pi i (k + n) t} \\
= \sum_{k=-K}^{K} \sum_{n \in \mathbb{Z}} g_n c_{k, n} e^{2\pi i (k + n) t}. \tag{55}
\]

Since infinitely many coefficients \( c_{k, n} \) are involved in the expression (55) of \( A^*_g c \), the feasible set \( \{ c \in L^\infty(\mathbb{T} \times \mathbb{Z}) : \| A^*_g c \|_\infty \leq 1 \} \) of (PD-STFT-SR) is infinite-dimensional. We now approximate this infinite-dimensional problem by retaining only \( 2N + 1 \) coefficients in the Fourier series expansion of \( g \), that is, we replace \( g \) by
\[
\forall t \in \mathbb{T}, \ \tilde{g}_N(t) = \sum_{n=-N}^{N} g_n e^{2\pi i n t},
\]
where \( N \) is chosen large enough for the coefficients \( g_n = \sqrt{2} \sigma \exp(-2\pi \sigma^2 n^2), \ |n| \geq N \), to be “small”. The problem (STFT-SR\(_N\)) is now defined as
\[
\text{(STFT-SR}\_N) \quad \text{minimize} \quad \| \nu \|_{TV} \text{ subject to } y = A_{\tilde{g}_N} \nu.
\]
As Theorems 4 and 6 hold for every \( g \in \mathcal{S}(\mathbb{T}) \) and we have \( \tilde{g}_N \in \mathcal{S}(\mathbb{T}) \), they can be applied to conclude that (STFT-SR\(_N\)) always has a solution. The Fenchel predual problem of (STFT-SR\(_N\)) is given by
\[
\text{(PD-STFT-SR}\_N) \quad \text{maximize} \quad \langle c, y \rangle \text{ subject to } \| A^*_g c \|_\infty \leq 1,
\]
where the measurements now become \( y(\tau, k) = (A_{g_{N_m}} \nu_{N_m})(\tau, k) \), for \( \tau \in \mathbb{T} \) and \( k \in \mathbb{Z} \). Moreover, strong duality holds, implying that
\[
\min \left\{ \| \nu \|_{TV} : A_{\tilde{g}_N} \nu = y, \nu \in \mathcal{M}(\mathbb{T}) \right\} = \sup \left\{ \langle c, y \rangle : \| A^*_g c \|_\infty \leq 1, c \in L^\infty(\mathbb{T} \times \mathbb{Z}) \right\} \tag{56}
\]
Now, we make the problem (PD-STFT-SR\(_N\)) explicit. The objective of (PD-STFT-SR\(_N\)) can
be written as
\[ \langle c, y \rangle = \langle C, Y \rangle = \text{Re} \left\{ \sum_{k=-K}^{K} \sum_{n=-N}^{N} c_{k,n} \bar{y}_{k,n} \right\}, \]
where \( C := (c_{k,n})_{|k|\leq K, |n|\leq N} \) and \( Y := (y_{k,n})_{|k|\leq K, |n|\leq N} \). The function \( A_{g_N}^* c \) is a trigonometric polynomial (hereafter referred to as dual polynomial), entirely characterized by the finite set of coefficients \( \{c_{k,n}\}_{|k|\leq K, |n|\leq N} \), and expressed as
\[
\forall t \in T, \quad (A_{g_N}^* c)(t) = \sum_{k=-K}^{K} \sum_{n=-N}^{N} g_{n} c_{k,n} e^{2\pi i (k+n)t} = \sum_{m=-K+N}^{K+N} x_{m} e^{2\pi i m t} \quad (57)
\]
where
\[
x_{m} = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} g_{n} c_{m-n,n}, \quad \text{with} \quad n_{\text{min}} := \max\{-N, m-K\}, \quad n_{\text{max}} := \min\{N, m+K\}.
\]

The problem (PD-STFT-SR\(_N\)) thus takes on the form
\[
\text{maximize } \langle C, Y \rangle \text{ subject to } \begin{cases} \left\| \sum_{m=-(K+N)}^{K+N} x_{m} e^{2\pi i m t} \right\|_{\infty} \leq 1 \\ x_{m} = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} g_{n} c_{m-n,n}. \end{cases}
\]

Now, as in [3, Sec. 4, pp. 31–36], we make use of the following theorem to recast (PD-STFT-SR\(_N\)) as a semi-definite program.

**Theorem 12** ([30, Cor. 4.25]). Let \( M \in \mathbb{N} \) and let \( P \) be a trigonometric polynomial
\[
\forall t \in T, \quad P(t) = \sum_{m=-M}^{M} p_{m} e^{2\pi i m t}.
\]
Then, \( \|P\|_{\infty} \leq 1 \) if and only if there exists a Hermitian matrix \( Q \in \mathbb{C}^{(2M+1)\times(2M+1)} \) such that
\[
\begin{pmatrix} Q & p \\ p^H & 1 \end{pmatrix} \succeq 0 \quad \text{and} \quad \sum_{m=1}^{2M+1} q_{m,m+\ell} = \begin{cases} 1, & \ell = 0 \\ 0, & \ell \in \{1, \ldots, 2M\}, \end{cases}
\]
where \( p \in \mathbb{C}^{2M+1} \) is the column vector whose \( k \)th element is \( p_{k-M-1} \) for \( k \in \{1, \ldots, 2M+1\} \).
From (57) and Theorem 12 it then follows that (PD-STFT-SR\(_N\)) is equivalent to

\[
\begin{array}{l}
\text{maximize } \langle Y, C \rangle \text{ subject to } \\
\quad x_m = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} g_n c_{m-n,n} \\
\quad \left( \begin{array}{c} Q \\ x \\ x^H \ 1 \end{array} \right) \succeq 0 \\
\quad \sum_{k=0}^{M'-\ell} q_{k,k+\ell} = \delta_{0,\ell},
\end{array}
\] (58)

where \(M' := 2(K + N) + 1\), \(x\) is the column vector whose \(k\)th element is \(x_{k-K-N-1}\) for \(k \in \{1, \ldots, M'\}\). We can now solve (PD-STFT-SR\(_N\)) and recover the corresponding measure by polynomial root finding as done in [3, Sec. 4, pp. 31–36].

The following result shows that the sequence of solutions of (STFT-SR\(_N\)) converges in the weak-* sense to \(\mu\) as \(N \to \infty\), provided that \(\mu\) is the unique solution of (STFT-SR).

**Proposition 3.** Let \(\mu := \sum_{\ell=1}^{L} a_\ell \delta_{t_\ell} \in \mathcal{M}(\mathbb{T})\) with \(a_\ell \in \mathbb{C} \setminus \{0\}\), for all \(\ell \in \{1, 2, \ldots, L\}\). If \(\mu\) is the unique solution of (STFT-SR), then every sequence \(\{\nu_N\}_{N \in \mathbb{N}}\) such that for every \(N \in \mathbb{N}\), \(\nu_N\) is in the set of solutions of (STFT-SR\(_N\)) converges in the weak-* sense to \(\mu\).

**Proof.** Let \(N \in \mathbb{N}\). By (56) we have

\[
\|\nu_N\|_{TV} = \sup \left\{ \langle c, y \rangle : \|A_{g_N}^* c\|_{\infty} \leq 1, c \in L^\infty(\mathbb{T} \times \mathbb{Z}) \right\}.
\]

For \(c \in L^\infty(\mathbb{T} \times \mathbb{Z})\), thanks to (57), \((A_{g_N}^* c)(t)\) depends only on the Fourier series coefficients \(c_{k,n}, n \in \{-N, \ldots, N\}\), of the functions \(\tau \mapsto c(\tau, k)\), for \(k \in \{-K, \ldots, K\}\). The problem (PD-STFT-SR\(_N\)) is therefore equivalent to

\[
\text{maximize } \langle c, y \rangle \text{ subject to } \|A_{g}^* c\|_{\infty} \leq 1,
\]

where

\[
\mathcal{P}_N(\mathbb{T} \times \mathbb{Z}) := \begin{cases} 
\left\{ (\tau, k) \mapsto \sum_{n=-N}^{N} c_{k,n} e^{2\pi i n t}, \quad |k| \leq K \\
\quad 0, \quad \text{otherwise} \right. \end{cases} : \{c_{k,n}\}_{-K \leq k \leq K, -N \leq n \leq N} \in \mathbb{C}^{(2K+1) \times (2N+1)}.
\]

But since

\[
\left\{ \langle c, y \rangle : \|A_{g}^* c\|_{\infty} \leq 1, c \in \mathcal{P}_N(\mathbb{T} \times \mathbb{Z}) \right\} \subseteq \left\{ \langle c, y \rangle : \|A_{g}^* c\|_{\infty} \leq 1, c \in \mathcal{P}_{N+1}(\mathbb{T} \times \mathbb{Z}) \right\} \subseteq \left\{ \langle c, y \rangle : \|A_{g}^* c\|_{\infty} \leq 1, c \in L^\infty(\mathbb{T} \times \mathbb{Z}) \right\},
\]

30
we have that
\[
\|\nu_N\|_{TV} = \sup \left\{ \langle c, y \rangle : \| A_g^* c \|_\infty \leq 1, c \in \mathcal{P}_N(\mathbb{T} \times \mathbb{Z}) \right\} \\
\leq \sup \left\{ \langle c, y \rangle : \| A_g^* c \|_\infty \leq 1, c \in \mathcal{P}_{N+1}(\mathbb{T} \times \mathbb{Z}) \right\} = \|\nu_{N+1}\|_{TV}
\]
(59)
as well as
\[
\|\nu_N\|_{TV} = \sup \left\{ \langle c, y \rangle : \| A_g^* c \|_\infty \leq 1, c \in \mathcal{P}_{N+1}(\mathbb{T} \times \mathbb{Z}) \right\} = \|\nu_{N+1}\|_{TV}
\]
(60)
From (60) it follows that the sequence \(\{\nu_N\}_{N \in \mathbb{N}}\) is bounded. Therefore, by application of [23, Cor. 3.30], there exists a subsequence \(\{\nu_{N_m}\}_{m \in \mathbb{N}}\) that converges in weak-* topology to a measure \(\nu_\infty \in \mathcal{M}(\mathbb{T})\). From (59) and (60) it follows that \(\{\|\nu_N\|_{TV}\}_{N \in \mathbb{N}}\) is convergent. Thanks to [23, Thm. 3.13 (iii)] and (60), we then get
\[
\|\nu_\infty\|_{TV} \leq \lim_{m \to \infty} \|\nu_{N_m}\|_{TV} \leq \|\mu\|_{TV}.
\]
Next, we show that
\[
\lim_{m \to \infty} (A_g \nu_{N_m})(\tau, k) = y(\tau, k).
\]
Let \(\tau \in \mathbb{T}\) and \(k \in \{-K, \ldots, K\}\). For \(m \in \mathbb{N}\), we have
\[
|y(\tau, k) - (A_g \nu_{N_m})(\tau, k)| = |(A_{g_{N_m}} \nu_{N_m})(\tau, k) - (A_g \nu_{N_m})(\tau, k)|
\]= \left| \int_{\mathbb{T}} g_{N_m}(t - \tau) e^{-2\pi i k t} \nu_{N_m}(t) \, dt - \int_{\mathbb{T}} g(t - \tau) e^{-2\pi i k t} \nu_{N_m}(t) \, dt \right|
\]= \left| \int_{\mathbb{T}} (g_{N_m}(t - \tau) - g(t - \tau)) e^{-2\pi i k t} \nu_{N_m}(t) \, dt \right|
\leq \int_{\mathbb{T}} |g_{N_m}(t - \tau) - g(t - \tau)| \, \|\nu_{N_m}\|_\infty \, |t| \\\n\leq \|g_{N_m} - g\|_\infty \|\nu_{N_m}\|_{TV}.
\]
From
\[
\|g_{N_m} - g\|_\infty \leq 2 \sum_{n=N_m+1}^{\infty} \sqrt{2\sigma \exp(-2\pi \sigma^2 n^2)},
\]
it follows that \(\lim_{m \to \infty} \|g_{N_m} - g\|_\infty = 0\). Since \(\{\|\nu_{N_m}\|_{TV}\}_{m \in \mathbb{N}}\) is also convergent, (61) converges to 0 as \(m \to \infty\). It therefore follows that
\[
\lim_{m \to \infty} (A_g \nu_{N_m})(\tau, k) = y(\tau, k).
\]
But since \( \{ \nu_{N_m} \}_{m \in \mathbb{N}} \) converges to \( \nu_\infty \) in the weak-* topology and
\[
(A_g \nu_{N_m})(\tau, k) = \int_{\mathbb{T}} g(t - \tau)e^{-2\pi i k t} \nu_{N_m}(t),
\]
we have, by definition of weak-* convergence,
\[
\lim_{m \to \infty} (A_g \nu_{N_m})(\tau, k) = (A_g \nu_\infty)(\tau, k).
\]
We therefore get \( y(\tau, k) = (A_g \nu_\infty)(\tau, k) \), for all \( \tau \in \mathbb{T} \) and \( k \in \{-K, \ldots, K\} \), which shows that \( \nu_\infty \) is feasible for the problem (STFT-SR). As \( \mu \) is the unique solution of (STFT-SR), we have \( \| \mu \|_{TV} \leq \| \nu_\infty \|_{TV} \), which combined with \( \| \nu_\infty \|_{TV} \leq \| \mu \|_{TV} \) leads to \( \| \nu_\infty \|_{TV} = \| \mu \|_{TV} \), and hence shows that \( \nu_\infty \) is a solution of (STFT-SR). However, by assumption \( \mu \) is the unique solution of (STFT-SR). We can therefore conclude that not only \( \| \nu_\infty \|_{TV} = \| \mu \|_{TV} \) but also \( \nu_\infty = \mu \). Since there was nothing specific about the accumulation point \( \nu_\infty \), we can apply the same line of arguments to every accumulation point of the sequence \( \{ \nu_N \}_{N \in \mathbb{N}} \), and therefore conclude that every accumulation point of \( \{ \nu_N \}_{N \in \mathbb{N}} \) must equal \( \mu \). In summary, we have shown that \( \mu \) is the unique accumulation point—in the weak-* topology—of the sequence \( \{ \nu_N \}_{N \in \mathbb{N}} \). But since \( \| \nu_N \|_{TV} \leq \| \mu \|_{TV} \) by (60), the sequence \( \{ \nu_N \}_{N \in \mathbb{N}} \) is contained in the closed centered ball of radius \( \| \mu \|_{TV} \), which, by the Banach-Alaoglu Theorem, is compact in the weak-* topology. We next show that this implies weak-* convergence of \( \{ \nu_N \}_{N \in \mathbb{N}} \) to \( \mu \).

Suppose by way of contradiction that \( \{ \nu_N \}_{N \in \mathbb{N}} \) does not converge—in the weak-* topology—to \( \mu \). Then, there exists an \( \varepsilon > 0 \) such that for infinitely many \( N \) we have \( |\langle \nu_N - \mu, \varphi \rangle| > \varepsilon \), for all \( \varphi \in C(\mathbb{T}) \). Therefore, we can find a subsequence of \( \{ \nu_N \}_{N \in \mathbb{N}} \) which, by compactness—in the weak-* topology—of the closed centered ball of radius \( \| \mu \|_{TV} \), has an accumulation point different from \( \mu \) in the weak-* topology. This constitutes a contradiction and thereby finishes the proof.

Fix \( N \in \mathbb{N} \). If (PD-STFT-SR\(_N\)) has at least one solution \( c \in L^\infty(\mathbb{T} \times \mathbb{Z}) \) such that \( |A_{g_N}^* c| \) is not identically equal to 1, it follows by (26) that, as a consequence of \( A_{g_N}^* c \) being a trigonometric polynomial, every solution \( \nu_N \) of (STFT-SR\(_N\)) is discrete. Unfortunately, the weak-* convergence alone of the sequence \( \{ \nu_N \}_{N \in \mathbb{N}} \) of discrete measures to the discrete measure \( \mu \), as guaranteed by Proposition 3, does not imply, in general, that each element of \( \text{supp}(\nu_N) \) converges to an element of \( \text{supp}(\mu) \). What we can show, however, is that for small enough \( \varepsilon > 0 \), one can find an \( M_\varepsilon > 0 \) such that for all \( N \geq M_\varepsilon \), each set \( [t_\ell - \varepsilon, t_\ell + \varepsilon] \), \( \ell \in \{1, 2, \ldots, L\} \), contains at least one point of \( \text{supp}(\nu_N) \), and in addition, most of the “energy (in TV norm)” of \( \nu_N \) is contained in \( T_\varepsilon := \bigcup_{n \in \mathbb{Z}} \bigcup_{\ell=1}^L [t_\ell + n - \varepsilon, t_\ell + n + \varepsilon] \). This is formalized as follows.

**Proposition 4.** Let \( \mu = \sum_{\ell=1}^L a_\ell \delta_{t_\ell} \in \mathcal{M}(\mathbb{T}) \) with \( a_\ell \in \mathbb{C} \setminus \{0\} \), for all \( \ell \in \{1, 2, \ldots, L\} \).
Assume that the wrap-around distance
\[ \Delta := \min_{n \in \mathbb{Z}} \min_{1 \leq \ell, m \leq L, \ell \neq m} |t_\ell - t_m + n| > 0. \]

If \( \mu \) is the unique solution of (STFT-SR), then every sequence \( \{\nu_N\}_{N \in \mathbb{N}} \) such that for every \( N \in \mathbb{N}, \nu_N \) is contained in the set of solutions of (STFT-SR\( N \)), satisfies
\[ \forall \varepsilon \in (0, \Delta/4], \exists M_\varepsilon > 0, \forall N \geq M_\varepsilon, \forall \ell \in \{1, 2, \ldots, L\}, \quad \text{supp}(\nu_N) \cap [t_\ell - \varepsilon, t_\ell + \varepsilon] \neq \emptyset. \quad (62) \]

Moreover, setting
\[ \forall \varepsilon \in (0, \Delta/4], T_\varepsilon := \bigcup_{n \in \mathbb{Z}} \bigcup_{\ell = 1}^L [t_\ell - \varepsilon + n, t_\ell + \varepsilon + n] \]
\[ T_\varepsilon^c := \mathbb{T} \setminus T_\varepsilon, \]
and defining \( \nu_{N,T_\varepsilon}, \nu_{N,T_\varepsilon}^c \in \mathcal{M}(\mathbb{T}) \) according to
\[ \forall B \in \mathcal{B}(\mathbb{T}), \quad \nu_{N,T_\varepsilon}(B) := \nu_N(T_\varepsilon \cap B) \]
\[ \nu_{N,T_\varepsilon}^c(B) := \nu_N(T_\varepsilon^c \cap B), \]
we have
\[ \forall \varepsilon \in (0, \Delta/4], \exists M_\varepsilon > 0, \forall N \geq M_\varepsilon, \quad \begin{cases} \|\nu_{N,T_\varepsilon}^c\|_{TV} \leq \varepsilon \|\mu\|_{TV} \\ \|\nu_{N,T_\varepsilon}\|_{TV} \geq (1 - \varepsilon) \|\mu\|_{TV}. \end{cases} \quad (63) \]

Some remarks are in order before we prove Proposition 4. An obvious consequence of (62) is that the number of atoms of \( \nu_N \) is larger than (or equal to) the number \( L \) of atoms of \( \mu \). Moreover, for all \( N \geq M_\varepsilon \) and \( t^{(N)} \in \text{supp}(\nu_N) \cap T_\varepsilon^c \), we have
\[ |\nu_N(\{t^{(N)}\})| \leq |\nu_N(\{t^{(N)}\})| \]
\[ = |\nu_{N,T_\varepsilon}(\{t^{(N)}\})| \]
\[ \leq \|\nu_{N,T_\varepsilon}\|_{TV} \]
\[ \leq \varepsilon \|\mu\|_{TV}, \quad (64) \]

where (64) follows from \( t^{(N)} \in T_\varepsilon^c \) and (65) is by \( \|\nu_{N,T_\varepsilon}\|_{TV} = \sum_{t \in \text{supp}(\nu_N) \cap T_\varepsilon^c} |\nu_{N,T_\varepsilon}(\{t\})| \). This means that for sufficiently large \( N \), the weights of \( \nu_N \) attached to the spikes located outside \( T_\varepsilon \) are smaller than \( \varepsilon \|\mu\|_{TV} \), provided that \( \varepsilon \in (0, \Delta/4] \). Note, however, that each of the sets \([t_\ell - \varepsilon, t_\ell + \varepsilon], \ell \in \{1, 2, \ldots, L\}, \) may contain more than one atom of \( \nu_N \). Fig. 2 illustrates the statement in Proposition 4.

Proof. We start by establishing (62). To this end, let \( \varepsilon \in (0, \Delta/4], \ell \in \{1, 2, \ldots, L\}, \) and
Figure 2: Illustration of Proposition 4 with $L = 3$. The union of intervals depicted in red represents $T_\varepsilon$ on the fundamental interval $[0, 1)$. The spikes in red represent $\mu$. Proposition 4 guarantees that for $N \geq M_\varepsilon$, each interval $[t_\ell - \varepsilon, t_\ell + \varepsilon]$ contains at least one atom of $\nu_N$. The spikes in blue correspond to $\nu_N$ for $N \geq M_\varepsilon$. The weights of the atoms of $\nu_N$ outside $T_\varepsilon$ is guaranteed to be smaller than $\varepsilon \|\mu\|_{TV}$. 
define $\psi_{\varepsilon, \ell} \in C(T)$ as

$$\forall t \in T, \quad \psi_{\varepsilon, \ell}(t) = \frac{|a_{\ell}|}{|a_{\ell}|} \sum_{n \in \mathbb{Z}} \psi \left( \frac{t - t_{\ell} - n}{\varepsilon} \right),$$

(66)

where $\psi : \mathbb{R} \to \mathbb{R}$ is given by

$$\forall t \in \mathbb{R}, \quad \psi(t) := \begin{cases} 
1 - |t|, & |t| \leq 1 \\
0, & \text{otherwise.}
\end{cases}$$

As the minimum wrap-around distance between the $t_{\ell}$ is $\Delta$, by assumption, and $\varepsilon \leq \Delta/4$, we have

$$\langle \psi_{\varepsilon, \ell}, \mu \rangle = \sum_{m=1}^{L} a_{m} \psi_{\varepsilon, \ell}(t_{m}) = a_{\ell} \psi_{\varepsilon, \ell}(t_{\ell}) = |a_{\ell}|.$$ 

As $\{\nu_{N}\}_{N \in \mathbb{N}}$ is, by assumption, a sequence of solutions of $(\text{STFT-SR}_{N})$ and $\mu$ is the unique solution of $(\text{STFT-SR})$, it follows from Proposition 3 that $\{\nu_{N}\}_{N \in \mathbb{N}}$ converges in the weak-* sense to $\mu$, i.e., for every $\varphi \in C(T)$, it holds that

$$\forall \eta > 0, \exists M_{\varphi, \eta} > 0, \forall N \geq M_{\varphi, \eta}, \quad |\langle \varphi, \nu_{N} \rangle - \langle \varphi, \mu \rangle| \leq \eta.$$  

(67)

Since $\psi$ is continuous, by construction, $\psi_{\varepsilon, \ell} \in C(T)$, and setting $\eta = |a_{\ell}| / 2 > 0$ and $\varphi = \psi_{\varepsilon, \ell}$ in (67) implies that there exists an $M_{\varepsilon, \ell} > 0$ such that for all $N \geq M_{\varepsilon, \ell}$, we have

$$|\langle \psi_{\varepsilon, \ell}, \nu_{N} \rangle - \langle \psi_{\varepsilon, \ell}, \mu \rangle| = |\langle \psi_{\varepsilon, \ell}, \nu_{N} \rangle - |a_{\ell}|| \leq |a_{\ell}| / 2.$$  

(68)

Now, set

$$M_{\varepsilon} := \max_{1 \leq \ell \leq L} M_{\varepsilon, \ell},$$

let $N \geq M_{\varepsilon}$, and assume, by way of contradiction, that there exists an $\ell' \in \{1, 2, \ldots, L\}$ such that $\text{supp}(\nu_{N}) \cap [t_{\ell'} - \varepsilon, t_{\ell'} + \varepsilon] = \emptyset$. Then, as $\psi_{\varepsilon, \ell'} = 0$ on $[0, 1) \setminus [t_{\ell'} - \varepsilon, t_{\ell'} + \varepsilon]$, we have $\langle \psi_{\varepsilon, \ell'}, \nu_{N} \rangle = 0$, which by (68) would imply $|a_{\ell'}| \leq |a_{\ell'}| / 2$ and thereby contradict our assumption $a_{\ell'} \neq 0$. We can therefore conclude that for $N \geq M_{\varepsilon}$, for all $\ell \in \{1, 2, \ldots, L\}$, we have $\text{supp}(\nu_{N}) \cap [t_{\ell} - \varepsilon, t_{\ell} + \varepsilon] \neq \emptyset$. This completes the proof of (62).

We proceed to establishing (63). For $\varepsilon \in (0, \Delta/4]$, define $\psi_{\varepsilon} \in C(T)$ as

$$\forall t \in T, \quad \psi_{\varepsilon}(t) := \sum_{\ell=1}^{L} \psi_{\varepsilon, \ell}(t),$$

where $\psi_{\varepsilon, \ell} : \mathbb{R} \rightarrow \mathbb{R}$, $\ell \in \{1, 2, \ldots, L\}$, is as in (66). As for all $\ell \in \{1, 2, \ldots, L\}$, $\psi_{\varepsilon, \ell}$ is supported on $\bigcup_{n \in \mathbb{Z}} [t_{\ell} - \varepsilon + n, t_{\ell} + \varepsilon + n]$, $\psi_{\varepsilon}$ is supported on $T_{\varepsilon}$. Moreover, since $\varepsilon \leq \Delta/4$,
by assumption, the \( \psi_{\varepsilon, \ell} \) have disjoint supports, and hence

\[
\forall t \in T, \quad |\psi_{\varepsilon}(t)| = \sum_{\ell=1}^{L} |\psi_{\varepsilon, \ell}(t)| \leq 1. \tag{69}
\]

We also have

\[
\langle \psi_{\varepsilon}, \mu \rangle = \sum_{\ell=1}^{L} \langle \psi_{\varepsilon, \ell}, \mu \rangle = \sum_{\ell=1}^{L} |a_\ell| = \|\mu\|_{TV}.
\]

Applying (67) with \( \varphi = \psi_{\varepsilon} \) and \( \eta = \varepsilon \|\mu\|_{TV} > 0 \), we can conclude that there exists an \( M_\varepsilon > 0 \) such that for all \( N \geq M_\varepsilon \), we have

\[
\varepsilon \|\mu\|_{TV} \geq |\langle \psi_{\varepsilon}, \nu_N \rangle - \langle \psi_{\varepsilon}, \mu \rangle| = |\langle \psi_{\varepsilon}, \nu_{N,T_\varepsilon} \rangle - \langle \mu \rangle_{TV}| \geq \|\mu\|_{TV} - \langle \psi_{\varepsilon}, \nu_{N,T_\varepsilon} \rangle, \tag{70}
\]

where (70) is a consequence of \( \psi_{\varepsilon} \) being supported on \( T_\varepsilon \). It therefore follows that for all \( N \geq M_\varepsilon \), we have

\[
(1 - \varepsilon) \|\mu\|_{TV} \leq \langle \psi_{\varepsilon}, \nu_{N,T_\varepsilon} \rangle \leq \int_0^1 |\psi_{\varepsilon}(t)||\nu_{N,T_\varepsilon}(t)| dt \leq \int_0^1 |\nu_{N,T_\varepsilon}(t)| dt = \|\nu_{N,T_\varepsilon}\|_{TV}, \tag{71}
\]

where the last inequality follows from (69). Furthermore, we have for all \( N \geq M_\varepsilon \),

\[
\|\nu_{N,T_\varepsilon}\|_{TV} = \|\nu_N\|_{TV} - \|\nu_{N,T_\varepsilon}\|_{TV} \leq \|\nu_N\|_{TV} - (1 - \varepsilon) \|\mu\|_{TV} \leq \|\mu\|_{TV} - (1 - \varepsilon) \|\mu\|_{TV} = \varepsilon \|\mu\|_{TV}, \tag{72}
\]

where (72) is a consequence of the supports of \( \nu_{N,T_\varepsilon} \) and \( \nu_{N,T_\varepsilon} \) being disjoint, (73) follows from (71), and (74) is by \( \|\nu_N\|_{TV} \leq \|\mu\|_{TV} \), for all \( N \in \mathbb{N} \), as established in (60).

\[
\boxed{\text{7 Numerical results}}
\]

For our numerical results we consider the case \( G = \mathbb{T} \), i.e., recovery of the discrete complex measure \( \mu = \sum_{\ell=1}^{L} a_\ell \delta_{t_\ell} \in \mathcal{M}(\mathbb{T}) \) from the measurements \( y(\tau,k) = (A_{g_N}\nu_N)(\tau,k) \). We solve the predual problem (PD-STFT-SR\(_N\)) with \( N = 25 \) and \( N = 50 \) by applying the convex solver \texttt{cvx} to the formulation of (PD-STFT-SR\(_N\)) as given in (58).

To assess recovery performance, we run 1500 trials as follows. For each \( \Delta \), we construct a discrete complex measure \( \mu \) supported on the set \( T = \{t_\ell\}_{\ell=0}^{S} \) with \( S = \lfloor 1/(2\Delta) \rfloor \) and \( t_\ell = 2\ell\Delta + r_\ell \), where \( r_\ell \) is chosen uniformly at random in \([0, \Delta]\). The minimum wrap-around
distance between the points in $T$ is therefore guaranteed to be greater than or equal to $\Delta$. The complex weights $a_\ell$ are obtained by choosing their real and imaginary parts independently and uniformly at random in $[0,1000]$. We declare success if the reconstructed measure $\hat{\mu}$ has support $\hat{T} = \{\hat{t}_\ell\}_{\ell \in \Omega}$ satisfying $\|\hat{T} - T\|_2/\|T\|_2 \leq 10^{-3}$. The corresponding results are depicted in Fig. 3. We observe that both recovery from STFT measurements and from pure Fourier measurements actually work beyond their respective thresholds $\Delta > 1/f_c$ and $\Delta > 2/f_c$, thus suggesting that neither of the thresholds is sharp. We also observe a factor-of-two improvement in the case of recovery from STFT measurements relative to recovery from pure Fourier measurements, suggesting that the improvement in the recovery threshold $\Delta > 1/f_c$ for STFT measurements relative to $\Delta > 2/f_c$ for pure Fourier measurements is due to the recovery problem itself. Specifically, in the STFT case, we perform windowing and the STFT measurements are highly redundant. To see this note that in the pure Fourier case, the measurements consist of the vector $\mathbf{y} = \{y_k\}_{k=-K}^K \in \mathbb{C}^{2K+1}$ as defined in (6), whereas the STFT measurements here are characterized by the $(2N+1) \times (2K+1)$ entries of the matrix $\mathbf{Y} \in \mathbb{C}^{(2K+1) \times (2N+1)}$ containing the $2N + 1$ Fourier series coefficients of the $2K + 1$ functions $\tau \mapsto y(\tau,k)$, $k \in \{-K,\ldots,K\}$. The increased number of measurements in the STFT case leads to larger optimization problem sizes and hence entails increased computational complexity relative to the pure Fourier case.

In Fig. 4, we compare the dual polynomial for pure Fourier and for STFT measurements in a situation where recovery in the former case fails and where it succeeds in the latter.\footnote{In the case of pure Fourier measurements, we follow the recovery procedure as described in [3] and solve.
can see that in both cases, the magnitude of the dual polynomial equals 1 for all \( t_\ell, \ell \in \Omega \). However, in the case of pure Fourier measurements, the magnitude of the dual polynomial also takes on the value 1 at eight additional locations not belonging to the support set \( T \). For example, we can see in the top plot in Fig. 4 that spikes are detected for \( t = 0.1791 \) and \( t = 0.2172 \), while these two points do not belong to the support set of the original measure. In contrast, in the case of STFT measurements, the locations where the magnitude of the polynomial takes on the value 1 approximate the points of the support set of the original measure (represented by circles in Fig. 4) well, namely with a relative error of \( \| \hat{T} - T \|_2 / \| T \|_2 = 2 \cdot 10^{-7} \).

A Proof of Theorem 10

Let \( \varepsilon = \{ \varepsilon_\ell \}_{\ell \in \Omega} \) be a sequence of complex unit-magnitude numbers. The goal is to construct a function \( c_0 \in L^\infty(\mathbb{R}^2) \) such that \((A^*_g c_0)(t_\ell) = \varepsilon_\ell, \) for all \( \ell \in \Omega, \) and \( |(A^*_g c_0)(t)| < 1 \) for all \( t \in \mathbb{R} \setminus T, \) where \( T = \{ t_\ell \}_{\ell \in \Omega} \) is the support set of \( \mu. \) Inspired by [3], we take \( c_0 \) to be of the form

\[
\forall (\tau, f) \in \mathbb{R}^2, \quad c_0(\tau, f) := \frac{1}{2f_c} \sum_{\ell \in \Omega} (\alpha_\ell g(t_\ell - \tau)e^{-2\pi ift_\ell} + \beta_\ell g'(t_\ell - \tau)e^{-2\pi ift_\ell}),
\]

where \( \alpha_\ell, \beta_\ell \in \mathbb{C}, \) for all \( \ell \in \Omega, \) and we proceed as follows:

1. We first verify that \( \alpha := \{ \alpha_\ell \}_{\ell \in \Omega} \) and \( \beta := \{ \beta_\ell \}_{\ell \in \Omega} \) both in \( \ell^\infty(\Omega) \) implies \( c_0 \in L^\infty(\mathbb{R}^2). \)

2. Next, we show that one can find \( \alpha, \beta \in \ell^\infty(\Omega) \) such that the interpolation conditions \((A^*_g c_0)(t_\ell) = \varepsilon_\ell, \) for all \( \ell \in \Omega, \) are satisfied and \( |A^*_g c_0| \) has a local extremum at every \( t_\ell, \) \( \ell \in \Omega. \)

3. Then, we verify, with \( \alpha, \beta \in \ell^\infty(\Omega) \) chosen as in 2., that the magnitude of \( A^*_g c_0 \) is indeed strictly smaller than 1 outside the support set \( T = \{ t_\ell \}_{\ell \in \Omega} \) of \( \mu. \) This will be accomplished in two stages. First, we show that \( |A^*_g c_0| \) is strictly smaller than 1 “away” from each point \( t_\ell, \ell \in \Omega, \) specifically, on \( \mathbb{R} \setminus \bigcup_{\ell \in \Omega} [t_\ell - \frac{1}{\sqrt{f_c}}, t_\ell + \frac{1}{\sqrt{f_c}}]. \) We then complete the proof by establishing that \( |A^*_g c_0| \) is strictly concave on each set \( [t_\ell - \frac{1}{\sqrt{f_c}}, t_\ell + \frac{1}{\sqrt{f_c}}], \) \( \ell \in \Omega, \) which, combined with the fact that \( |(A^*_g c_0)(t_\ell)| = 1, \) for every \( \ell \in \Omega, \) implies that \( |A^*_g c_0| \) is also strictly smaller than 1 on each of these sets.

The main conceptual components in our proof are due to Candès and Fernandez-Granda [3]. Although [3] considers recovery of measures on \( \mathbb{T} \) only and from pure Fourier measurements, we can still borrow technical ingredients from the proof of [3, Thm. 1.2]. However, (D-SR) defined in Section 3 using the convex solver cvx.
Figure 4: Example of reconstruction of a discrete measure $\mu$ with $|\text{supp}(\mu)| = 54$ and $\Delta = 0.011880$ from both pure Fourier and STFT measurements with $f_c = 50$ and $N = 25$. The curves represent the dual polynomials and the circles represent the elements in the original measure’s support set.
the different nature of the measurements and, in particular, the case \( G = \mathbb{R} \), pose additional technical challenges relative to the proof of [3, Thm. 1.2]. Specifically, the sum corresponding to (75) in [3] is always finite, whereas here it can be infinite, which presents us with delicate convergence issues that need to be addressed properly. Further fundamental differences between the proof in [3] for the pure Fourier case and our proof stem from the choice of the interpolation kernel, which here is given by \( t \mapsto R(t) \text{sinc}(2\pi f_c t) \). Specifically, we do not have to impose a bandwidth constraint on the interpolation kernel. For pure Fourier measurements, on the other hand, the interpolation kernel has to be band-limited to \([-f_c, f_c]\) (Candès and Fernandez-Granda [3] use the square of the Fejér kernel which offers a good trade-off between localization in time and frequency). As already mentioned in the main body, this leads to a factor-of-two improvement in the minimum spacing condition for STFT measurements over pure Fourier measurements. Note, however, that STFT measurements, owing to their redundancy, provide more information than pure Fourier measurements. We finally note that our proof also borrows a number of technical results from [17].

A.1 \( \alpha, \beta \in \ell^\infty(\Omega) \) implies \( c_0 \in L^\infty(\mathbb{R}^2) \)

Let \( \alpha := \{\alpha_\ell\}_{\ell \in \Omega} \in \ell^\infty(\Omega) \) and \( \beta := \{\beta_\ell\}_{\ell \in \Omega} \in \ell^\infty(\Omega) \). Take \( (\tau, f) \in \mathbb{R}^2 \) and define \( \ell_0, \ell_1 \in \Omega \) to be the indices of the points in \( T \), that are closest and second closest, respectively, to \( \tau \), that is,

\[
\ell_0 := \arg \min_{\ell \in \Omega} |t_\ell - \tau| \quad \text{and} \quad \ell_1 := \arg \min_{\ell \in \Omega \setminus \{\ell_0\}} |t_\ell - \tau|.
\]

For brevity of exposition, we detail the case \( t_{\ell_0} \leq \tau \leq t_{\ell_1} \) only, the cases \( t_{\ell_1} \leq \tau \leq t_{\ell_0}, t_{\ell_1} \leq t_{\ell_0} \leq \tau \), and \( \tau \leq t_{\ell_0} \leq t_{\ell_1} \) are all dealt with similarly. For all \( \ell \in \Omega^- := \{m \in \Omega: t_m < t_{\ell_0}\} \), it then holds that

\[
\tau - t_\ell \geq t_{\ell_0} - t_\ell \geq \Delta, \tag{76}
\]

and for all \( \ell \in \Omega^+ := \{m \in \Omega: t_m > t_{\ell_1}\} \), we have

\[
t_\ell - \tau \geq t_\ell - t_{\ell_1} \geq \Delta. \tag{77}
\]
Hence, we get the following:

\[ |c_0(\tau, f)| \leq \frac{1}{2f_c} \left( \|\alpha\|_{\ell^\infty} \sum_{t \in \Omega} |g(t - \tau)| + \|\beta\|_{\ell^\infty} \sum_{t \in \Omega} |g'(t - \tau)| \right) \]

\[ = \frac{\|\alpha\|_{\ell^\infty}}{2f_c} |g(t_{t_0} - \tau)| + \frac{\|\beta\|_{\ell^\infty}}{2f_c} |g(t_{t_1} - \tau)| + \frac{\|\beta\|_{\ell^\infty}}{2f_c} |g(t_{t_0} - \tau)| \]

\[ + \frac{\|\beta\|_{\ell^\infty}}{2f_c} |g'(t_{t_1} - \tau)| + \frac{\|\alpha\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega \setminus \{t_{t_0}, t_{t_1}\}} |g(t_{t_0} - \tau)| + \frac{\|\beta\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega \setminus \{t_{t_0}, t_{t_1}\}} |g(t_{t_0} - \tau)| \]

\[ \leq \frac{\|\alpha\|_{\ell^\infty}}{f_c} \|g\|_{\infty} + \frac{\|\beta\|_{\ell^\infty}}{2f_c} \|g'\|_{\infty} + \frac{\|\alpha\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega} |g(t_{t_0} - \tau)| \]

\[ + \frac{\|\alpha\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega^+} |g(t_{t_0} - \tau)| + \frac{\|\beta\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega^-} |g'(t_{t_0} - \tau)| + \frac{\|\beta\|_{\ell^\infty}}{2f_c} \sum_{t \in \Omega^+} |g'(t_{t_0} - \tau)|, \]

where the step from (78) to (79)-(80) follows from \( g, g' \in C_b(\mathbb{R}), (76), (77), \) and the fact that \(|g|\) and \(|g'|\) are both symmetric and non-increasing on \([\Delta, \infty)\), which is by the assumption \(\Delta > 4\sigma\). Note that we eliminated the dependence of the upper bound in (79)-(80) on \((\tau, f)\). It remains to establish that every sum in the upper bound (79)-(80) is finite. The minimum separation between pairs of points of \(T = \{t_\ell\}_{\ell \in \Omega}\) is \(\Delta\), by assumption. Consequently, since \(|g|\) and \(|g'|\) are both symmetric and non-increasing on \([\Delta, \infty)\), the sums in (79) and (80) take on their maxima when the points \(t_\ell, \ell \in \Omega\), are equi-spaced on \(\mathbb{R}\) with spacing \(\Delta\), i.e., when

\[ \{t_{t_0} - t_\ell: \ell \in \Omega^-\} \subseteq \{n\Delta:\ n \in \mathbb{N} \setminus \{0\}\} \]

\[ \{t_\ell - t_{t_1}: \ell \in \Omega^+\} \subseteq \{n\Delta:\ n \in \mathbb{N} \setminus \{0\}\} . \]

It therefore follows that

\[ |c_0(\tau, f)| \leq \frac{\|\alpha\|_{\ell^\infty}}{f_c} \|g\|_{\infty} + \frac{\|\beta\|_{\ell^\infty}}{f_c} \|g'\|_{\infty} + \frac{\|\alpha\|_{\ell^\infty}}{f_c} \sum_{n=1}^{\infty} |g(n\Delta)| + \frac{\|\beta\|_{\ell^\infty}}{f_c} \sum_{n=1}^{\infty} |g'(n\Delta)|, \]

where

\[ \sum_{n=1}^{\infty} |g(n\Delta)| = \frac{1}{\sqrt{\sigma}} \sum_{n=1}^{\infty} \exp\left( -\frac{\pi n^2 \Delta^2}{2\sigma^2} \right) < \infty \]

\[ \sum_{n=1}^{\infty} |g'(n\Delta)| = \frac{\pi}{\sigma^2 \sqrt{\pi}} \sum_{n=1}^{\infty} n\Delta \exp\left( -\frac{\pi n^2 \Delta^2}{2\sigma^2} \right) < \infty , \]

which establishes that \(c_0 \in L^\infty(\mathbb{R}^2)\).
A.2 Existence of $\alpha, \beta \in \ell^\infty(\Omega)$ such that $(A_g^* c_0)(t_\ell) = \varepsilon_\ell$ and $|A_g^* c_0|$ has a local extremum at every $t_\ell, \ell \in \Omega$

Using (75) in (18), we get

$$\forall t \in \mathbb{R}, \quad (A_g^* c_0)(t) = \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} c_0(\tau, f) g(t - \tau) e^{2\pi if t} d\tau df$$

$$= \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} \sum_{\ell \in \Omega} \left( \alpha_\ell g(t_\ell - \tau) e^{-2\pi if t_\ell} + \beta_\ell g'(t_\ell - \tau) e^{-2\pi if t_\ell} \right) g(t - \tau) e^{2\pi if t} d\tau df$$

$$= \sum_{\ell \in \Omega} \left[ \alpha_\ell \left( \int_{-f_c}^{f_c} g(t_\ell - \tau) (g(t - \tau)) d\tau \right) \left( \frac{1}{2f_c} \int_{-f_c}^{f_c} e^{2\pi i f (t - t_\ell)} df \right) \right.$$ (82)

$$+ \beta_\ell \left( \int_{-f_c}^{f_c} g'(t_\ell - \tau) (g(t - \tau)) d\tau \right) \left( \frac{1}{2f_c} \int_{-f_c}^{f_c} e^{2\pi i f (t - t_\ell)} df \right) \left] \right.$$ (83)

$$= \sum_{\ell \in \Omega} \left( \alpha_\ell \frac{R(t - t_\ell)}{2f_c} \text{sinc}(2\pi f_c (t - t_\ell)) + \beta_\ell \frac{R'(t_\ell - t)}{2f_c} \text{sinc}(2\pi f_c (t - t_\ell)) \right),$$

(84)

where we set

$$\forall t \in \mathbb{R}, \quad u(t) := R(t) \text{sinc}(2\pi f_c t)$$

$$\forall t \in \mathbb{R}, \quad v(t) := R'(-t) \text{sinc}(2\pi f_c t) = \frac{\pi t}{2\sigma^2} R(t) \text{sinc}(2\pi f_c t)$$

with

$$\forall t \in \mathbb{R}, \quad R(t) = \exp \left( -\frac{\pi t^2}{4\sigma^2} \right)$$

as defined in (15). The conditions for Fubini’s Theorem, applied in the step from (82)-(83) to (84), can be verified as follows:

$$\sum_{\ell \in \Omega} \int_{-f_c}^{f_c} \int_{-f_c}^{f_c} |\alpha_\ell g(t_\ell - \tau) g(t - \tau) e^{2\pi if (t - t_\ell)}| d\tau df$$

$$\leq \sum_{\ell \in \Omega} |\alpha_\ell| \left( \int_{-f_c}^{f_c} |g(t_\ell - \tau) g(t - \tau)| d\tau \right) \left( \frac{1}{2f_c} \int_{-f_c}^{f_c} |e^{2\pi if t}| df \right)$$

$$= \sum_{\ell \in \Omega} |\alpha_\ell| R(t - t_\ell) \leq 2 \| \alpha \|_\infty \left( \| R \|_\infty + \sum_{n=1}^{\infty} R(n\Delta) \right)$$

(88)
\[ \sum_{\ell \in \Omega} \int_{-f_c}^{f_c} \int_{\mathbb{R}} |\beta_{\ell} g'(t_{\ell} - \tau)g(t - \tau)e^{2\pi if(t - \tau)}| \, d\tau \, df \]
\[ \leq \sum_{\ell \in \Omega} |\beta_{\ell}| \left( \int_{\mathbb{R}} |g'(t_{\ell} - \tau)g(t - \tau)| \, d\tau \right) \left( \frac{1}{2f_c} \int_{-f_c}^{f_c} |e^{2\pi if\tau}| \, df \right) \]
\[ \leq \sum_{\ell \in \Omega} |\beta_{\ell}| \tilde{R}(t_{\ell} - t) \leq 2 \|\beta\|_{L^\infty} \left( \|\tilde{R}\|_{L^\infty} + \sum_{n=1}^{\infty} \tilde{R}(n\Delta) \right), \quad (89) \]

where we used

\[ \forall t \in \mathbb{R}, \quad \int_{\mathbb{R}} g(\tau) |g'(t + \tau)| \, d\tau = \frac{1}{\sigma} \exp \left( -\frac{\pi t^2}{2\sigma^2} \right) - \text{erf} \left( \frac{\sqrt{\pi} t}{2\sigma} \right) \]
\[ \leq \frac{1}{\sigma} \exp \left( -\frac{\pi t^2}{2\sigma^2} \right) + |R'(t)| =: \tilde{R}(t) \]

and the fact that \( \tilde{R} \) is bounded, symmetric, and non-decreasing on \([\Delta, \infty)\) as a consequence of \(\Delta > 4\sigma\). The upper bounds in (88) and (89) are both finite as the series \(\sum_{n \geq 1} R(n\Delta)\) and \(\sum_{n \geq 1} \tilde{R}(n\Delta)\) converge.

We have shown in Lemma 3 that for \(c_0 \in L^\infty(\mathbb{R}^2)\), the function \(A^*_y c_0\) is in \(C_b(\mathbb{R})\). With \(c_0\) taken as in (75), \(A^*_y c_0\) is not only in \(C_b(\mathbb{R})\), but also differentiable, as we show next. We start by noting that the functions \(u\) and \(v\) defined in (86) and (87) are differentiable on \(\mathbb{R}\), and their derivatives are given by

\[ \forall t \in \mathbb{R}, \quad u'(t) = R'(t) \text{sinc}(2\pi f_c t) + 2\pi f_c R(t) \text{sinc}'(2\pi f_c t) \]
\[ \forall t \in \mathbb{R}, \quad v'(t) = -R''(-t) \text{sinc}(2\pi f_c t) + 2\pi f_c R'(-t) \text{sinc}'(2\pi f_c t) \]
\[ = \left[ \frac{\pi}{2\sigma^2} - \frac{\pi^2 t^2}{4\sigma^4} \right] \text{sinc}(2\pi f_c t) + \frac{\pi^2 f_c t}{\sigma^2} \text{sinc}'(2\pi f_c t) \right] R(t). \]

Then, using

\[ \forall t \in \mathbb{R} \setminus \{0\}, \quad |\text{sinc}(t)| \leq \frac{1}{|t|} \quad \text{and} \quad |\text{sinc}'(t)| = \left| \frac{\cos(t)}{t} - \frac{\sin(t)}{t^2} \right| \leq \frac{1}{|t|} + \frac{1}{|t|^2}, \quad (90) \]

we obtain the following upper bounds on \(u'\) and \(v'\):

\[ \forall t \in \mathbb{R} \setminus \{0\}, \quad |u'(t)| \leq \left( \frac{1}{4\sigma^2 f_c} + \frac{1}{|t|} + \frac{1}{2\pi f_c |t|^2} \right) R(t) =: U(t) \quad (91) \]
\[ \forall t \in \mathbb{R} \setminus \{0\}, \quad |v'(t)| \leq \left( \frac{1}{2\sigma^2 f_c |t|} + \frac{\pi}{2\sigma^2} + \frac{\pi |t|}{8\sigma^4 f_c} \right) R(t) =: V(t). \quad (92) \]

Next, we establish that \(\sum_{\ell \in \Omega} (\alpha_{\ell} u'(t - t_{\ell}) + \beta_{\ell} v'(t - t_{\ell}))\) converges uniformly on every com-
can be differentiated term by term. For \( r > 0 \), so that we can apply [31, Thm. V.2.14] to show that the series in (85) can be differentiated term by term. For \( r > 0 \), we have

\[
\sum_{\ell \in \Omega} \sup_{t \in [-r, r]} |\alpha_\ell u'(t - t_\ell) + \beta_\ell v'(t - t_\ell)| \leq \sum_{\ell \in \Omega} \left( \|\alpha\|_{\ell^\infty} \sup_{t \in [-r, r]} |u'(t - t_\ell)| + \|\beta\|_{\ell^\infty} \sup_{t \in [-r, r]} |v'(t - t_\ell)| \right)
\]

\[
= \|\alpha\|_{\ell^\infty} \left( \sum_{\ell \in \Omega_r} \sup_{t \in [-r, r]} |u'(t - t_\ell)| + \sum_{\ell \in \Omega_r^+} \sup_{t \in [-r, r]} |u'(t - t_\ell)| + \sum_{\ell \in \Omega_r^-} \sup_{t \in [-r, r]} |u'(t - t_\ell)| \right)
\]

\[
+ \|\beta\|_{\ell^\infty} \left( \sum_{\ell \in \Omega_r} \sup_{t \in [-r, r]} |v'(t - t_\ell)| + \sum_{\ell \in \Omega_r^+} \sup_{t \in [-r, r]} |v'(t - t_\ell)| + \sum_{\ell \in \Omega_r^-} \sup_{t \in [-r, r]} |v'(t - t_\ell)| \right),
\]

where we defined the sets \( \Omega_r := \{\ell \in \Omega: t_\ell \in [-r, r]\} \), \( \Omega_r^+ := \{\ell \in \Omega: t_\ell > r\} \), and \( \Omega_r^- := \{\ell \in \Omega: t_\ell < -r\} \). The functions \( U \) and \( V \) are both positive and symmetric, \( U \) is non-increasing on \((0, \infty)\), and \( V \) is non-increasing on \((0, \infty)\) as

\[
\forall t \in (0, \infty), \quad V'(t) = \left( -\frac{1}{2\sigma^2 f_c t^2} + \frac{\pi}{8\sigma^4 f_c} \right) R(t) + \left( \frac{1}{2\sigma^2 f_c t} + \frac{\pi}{2\sigma^2} + \frac{\pi t}{8\sigma^4 f_c} \right) R'(t)
\]

\[
= -\left( \frac{1}{2\sigma^2 f_c t^2} + \frac{\pi}{8\sigma^4 f_c} + \left( \frac{\pi}{2\sigma^2} \right)^2 + \frac{\pi^2 t^2}{16\sigma^6 f_c} \right) R(t) \leq 0.
\]

It therefore follows that

\[
\sup_{t \in [-r, r]} |u'(t - t_\ell)| \leq \begin{cases} \|u'\|_{\ell^\infty}, & t_\ell \in [-r, r] \\ U(r - t_\ell), & t_\ell > r \\ U(-r - t_\ell), & t_\ell < -r \end{cases}
\]

and

\[
\sup_{t \in [-r, r]} |v'(t - t_\ell)| \leq \begin{cases} \|v'\|_{\ell^\infty}, & t_\ell \in [-r, r] \\ V(r - t_\ell), & t_\ell > r \\ V(-r - t_\ell), & t_\ell < -r \end{cases}
\]

Since the support set \( T = \{t_\ell\}_{\ell \in \Omega} \) is closed and uniformly discrete, by assumption, and \([-r, r]\) is compact, the set \( T \cap [-r, r] \), and thereby the index set \( \Omega_r \), contains a finite number of
elements, say $L_r \in \mathbb{N}$. We thus have the following

$$
\sum_{t \in \Omega} \sup_{t \in [-r, r]} |\alpha \ell u'(t - t_{\ell}) + \beta \ell v'(t - t_{\ell})| \leq \|\alpha\|_{\ell\infty} \left( L_r \|u'\|_{\ell\infty} + \sum_{t \in \Omega^r} U(r - t_{\ell}) + \sum_{t \in \Omega^l} U(-r - t_{\ell}) \right) \\
+ \|\beta\|_{\ell\infty} \left( L_r \|v'\|_{\ell\infty} + \sum_{t \in \Omega^r} V(r - t_{\ell}) + \sum_{t \in \Omega^l} V(-r - t_{\ell}) \right)
$$

where we isolated the points in $T$ that are closest to $r$ and $-r$ as in (79)-(80) and we used the fact that a regular spacing of the $t_{\ell}$, $\ell \in \Omega$, maximizes the sum as in (81). Since $\sum_{n \geq 1} U(n\Delta) < \infty$ and $\sum_{n \geq 1} V(n\Delta) < \infty$, the Weierstrass M-test tells us that $\sum_{t \in \Omega} (\alpha \ell u'(t - t_{\ell}) + \beta \ell v'(t - t_{\ell}))$ converges uniformly on every compact set $[-r, r]$, $r > 0$. Thanks to [31, Thm. V.2.14] this implies that the function $A^*_\ell c_0$ is differentiable on $\mathbb{R}$, and that its derivative equals

$$
\forall t \in \mathbb{R}, \quad (A^*_\ell c_0)'(t) = \sum_{\ell \in \Omega} (\alpha \ell u'(t - t_{\ell}) + \beta \ell v'(t - t_{\ell}))
$$

for $\alpha, \beta \in \ell^\infty(\Omega)$. We next show that there exist $\alpha, \beta \in \ell^\infty(\Omega)$ such that $(A^*_\ell c_0)(t_{\ell}) = \varepsilon_{\ell}$, for all $\ell \in \Omega$, and $|(A^*_\ell c_0)(t)| < 1$ for all $t \in \mathbb{R} \setminus T$. To this end, we seek $\alpha, \beta \in \ell^\infty(\Omega)$ such that

$$
(A^*_\ell c_0)(t_{\ell}) = \varepsilon_{\ell},
(A^*_\ell c_0)'(t_{\ell}) = 0,
$$

(93)

for all $\ell \in \Omega$. In developing an approach to solving the equation system (93), it will turn out convenient to define the operators

$$
U_p: \quad \ell^\infty(\Omega) \quad \rightarrow \quad \ell^\infty(\Omega) \\
\alpha = \{\alpha_{\ell}\}_{\ell \in \Omega} \quad \mapsto \quad \left\{ \sum_{m \in \Omega} \alpha_m u^{(p)}(t_{\ell} - t_{m}) \right\}_{\ell \in \Omega}
$$

and

$$
V_p: \quad \ell^\infty(\Omega) \quad \rightarrow \quad \ell^\infty(\Omega) \\
\beta = \{\beta_{\ell}\}_{\ell \in \Omega} \quad \mapsto \quad \left\{ \sum_{m \in \Omega} \beta_m v^{(p)}(t_{\ell} - t_{m}) \right\}_{\ell \in \Omega},
$$

where $p \in \{0, 1\}$. We defer the proof of $U_p$ and $V_p$, $p \in \{0, 1\}$, mapping $\ell^\infty(\Omega)$ into $\ell^\infty(\Omega)$ to
later. The equation system (93) can now be expressed as
\[
\begin{cases}
U_0 \alpha + V_0 \beta = \varepsilon \\
U_1 \alpha + V_1 \beta = 0.
\end{cases}
\]  
(94)

If both \(V_1\) and \(U_0 - V_0 V_1^{-1} U_1\) are invertible, then, as in [3], one can choose \(\alpha = (U_0 - V_0 V_1^{-1} U_1)^{-1} \varepsilon\) and \(\beta = -V_1^{-1} U_1 \alpha\) to satisfy (94). The Neumann expansion theorem [32, Thm. 1.3, p. 5] now says that \(|I - (v'(0))^{-1} V_1| < 1\) and \(|I - (U_0 - V_0 V_1^{-1} U_1)| < 1\) are sufficient conditions for \(V_1\) and \(U_0 - V_0 V_1^{-1} U_1\) to be invertible. We next verify these conditions.

### A.2.1 \(V_1\) is invertible

Fix a sequence \(\beta \in \ell^\infty(\Omega)\), define \(\zeta = (I - (v'(0))^{-1} V_1)\beta\), and let \(\ell \in \Omega\). We then have
\[
\zeta_\ell = \beta_\ell - (v'(0))^{-1} \sum_{m \in \Omega} \beta_m v'(t_\ell - t_m)
= -(v'(0))^{-1} \sum_{m \in \Omega \setminus \{\ell\}} \beta_m v'(t_\ell - t_m)
= (R''(0))^{-1} \sum_{m \in \Omega \setminus \{\ell\}} \beta_m v'(t_\ell - t_m),
\]
where we used \(v'(0) = -R''(0) > 0\). With (92) and \(R''(0) = -\frac{\pi}{2\sigma^2}\), we obtain
\[
|\zeta_\ell| \leq \sum_{m \in \Omega \setminus \{\ell\}} \frac{2\sigma^2}{\pi} |\beta_m| |v'(t_\ell - t_m)|
\leq \frac{2\sigma^2}{\pi} \|\beta\|_{\ell^\infty} \sum_{m \in \Omega \setminus \{\ell\}} V(t_\ell - t_m)
= \|\beta\|_{\ell^\infty} \sum_{m \in \Omega \setminus \{\ell\}} \left( \frac{1}{\pi f_c |t_\ell - t_m|} + \frac{|t_\ell - t_m|}{4\sigma^2 f_c} + 1 \right) R(t_\ell - t_m).
\]  
(95)

We further upper-bound (96) using the same line of reasoning that led to (81). Specifically, we make use of the fact that \(V\) is non-increasing on \((0, \infty)\) and that the minimum distance between points in \(T\) is \(\Delta\). This implies that \(\sum_{m \in \Omega \setminus \{\ell\}} V(t_\ell - t_m)\) is maximized for
\[
\{t_\ell - t_m: m \in \Omega \setminus \{\ell\}\} \subseteq \{n\Delta: n \in \mathbb{Z} \setminus \{0\}\}.
\]

With (92) this gives
\[
|\zeta_\ell| \leq 2 \|\beta\|_{\ell^\infty} \left( \sum_{n=1}^{\infty} \frac{R(n\Delta)}{\pi f_c n\Delta} + \sum_{n=1}^{\infty} \frac{n\Delta}{4\sigma^2 f_c} R(n\Delta) + \sum_{n=1}^{\infty} R(n\Delta) \right).
\]  
(97)
As $n \geq 1$, we have $R(n\Delta) = \exp\left(-\frac{n\Delta^2}{4\sigma^2}\right) \leq \exp\left(-\frac{n\Delta^2}{4\sigma^2}\right)$, which when used in (97) leads to a further upper bound in terms of the following power series

$$\forall x \in (-1,1), \ln(1-x) = -\sum_{n=1}^{\infty} \frac{x^n}{n}, \quad \frac{x}{1-x} = \sum_{n=1}^{\infty} nx^n, \quad \frac{x}{1-x} = \sum_{n=1}^{\infty} x^n,$$

all evaluated at $x = \exp\left(-\frac{\Delta^2}{4\sigma^2}\right) < 1$. Putting things together, we obtain

$$\|I - (v'(0))^{-1}V_1\| = \sup_{\beta \neq 0} \frac{\|\zeta\|_{\ell^\infty}}{\|\beta\|_{\ell^\infty}} \leq \frac{2}{\pi f_c \Delta} \ln \left(1 - \exp\left(-\frac{\pi \Delta^2}{4\sigma^2}\right)\right) + \frac{\Delta \exp\left(-\frac{\pi \Delta^2}{4\sigma^2}\right)}{2\sigma^2 f_c (1 - \exp(-\frac{\pi \Delta^2}{4\sigma^2}))^2} + \frac{2 \exp\left(-\frac{\pi \Delta^2}{4\sigma^2}\right)}{1 - \exp(-\frac{\pi \Delta^2}{4\sigma^2})}.$$ 

Defining the functions

$$\forall x > 0, \, \varphi(x) := -\ln \left(1 - \exp\left(-\pi x^2\right)\right)$$

$$\forall x > 0, \, \psi(x) := \frac{x^2 \exp(-\pi x^2)}{(1 - \exp(-\pi x^2))^2}$$

$$\forall x > 0, \, \xi(x) = \frac{\exp(-\pi x^2)}{1 - \exp(-\pi x^2)},$$

we can then write

$$\|I - (v'(0))^{-1}V_1\| \leq \frac{2}{\pi f_c \Delta} \varphi\left(\frac{\Delta}{2\sigma}\right) + 2 \psi\left(\frac{\Delta}{2\sigma}\right) + 2 \xi\left(\frac{\Delta}{2\sigma}\right).$$

The functions $\varphi$ and $\xi$ are non-increasing on $(0, \infty)$, as their derivatives satisfy

$$\forall x > 0, \, \varphi'(x) = -\frac{2\pi x \exp(-\pi x^2)}{1 - \exp(-\pi x^2)} \leq 0$$

$$\forall x > 0, \, \xi'(x) = -\frac{2\pi x \exp(-\pi x^2)}{1 - \exp(-\pi x^2)} - \frac{2\pi x \exp(-2\pi x^2)}{(1 - \exp(-\pi x^2))^2} \leq 0.$$ 

As for $\psi$, we first write

$$\forall x > 0, \, \psi(x) = \left(\frac{x \exp(-\pi x^2/2)}{1 - \exp(-\pi x^2)}\right)^2 = \left(\frac{x}{2 \sinh(\pi x^2/2)}\right)^2,$$

and then show that the function

$$\forall x > 0, \, \eta(x) := \frac{x}{2 \sinh(\pi x^2/2)}$$
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is non-increasing on \((0, \infty)\) by computing its first derivative:
\[
\forall x > 0, \quad \eta'(x) = \frac{2 \sinh(\pi x^2/2) - 2\pi x^2 \cosh(\pi x^2/2)}{(2 \sinh(\pi x^2/2))^2} = \frac{\cosh(\pi x^2/2) (\tanh(\pi x^2/2) - \pi x^2)}{2 (\sinh(\pi x^2/2))^2} \leq 0,
\]
where the inequality is thanks to \(\tanh(\pi x^2/2) \leq \pi x^2/2 \leq \pi x^2\), for all \(x > 0\). Therefore, the function \(\psi\) is also non-increasing on \((0, \infty)\). Since by assumption \(\Delta > 4\sigma\) and \(\Delta > 1/f_c\), we get
\[
\|I - (v'(0))^{-1}V_1\| \leq \frac{2\varphi(2) + 2\psi(2)}{f_c\Delta} + 2\xi(2) < \frac{2\varphi(2)}{\pi} + 2\psi(2) + 2\xi(2) \leq 3.71 \cdot 10^{-5} < 1.
\]
It therefore follows that \(V_1\) is invertible. Furthermore, according to the Neumann expansion theorem, the operator norm of \(V_1^{-1}\) satisfies
\[
\|V_1^{-1}\| \leq \frac{|v'(0)|^{-1}}{1 - \|I - (v'(0))^{-1}V_1\|} \leq \frac{2\sigma^2}{\pi - 2(\varphi(2) + \pi\psi(2) + \pi\xi(2))}.
\]

**A.2.2 \(U_0 - V_0V_1^{-1}U_1\) is invertible**

We start by noting that thanks to the triangle inequality,
\[
\|I - (U_0 - V_0V_1^{-1}U_1)\| \leq \|I - U_0\| + \|V_0\| \|V_1^{-1}\| \|U_1\| \leq \|I - U_0\| + \frac{|v'(0)|^{-1} \|V_0\| \|U_1\|}{1 - \|I - (v'(0))^{-1}V_1\|}.
\]
An upper bound on \(\|I - U_0\|\) can easily be derived using arguments similar to those employed in Section A.2.1 to get an upper bound on \(\|I - (v'(0))^{-1}V_1\|\). Specifically, for \(\alpha \in \ell^\infty(\Omega)\), the sequence \(\zeta = (I - U_0)\alpha\) obeys
\[
|\zeta_\ell| \leq \sum_{m \in \Omega \setminus \{\ell\}} |\alpha_m| |u(t_\ell - t_m)| \leq \|\alpha\|_{\ell^\infty} \sum_{m \in \Omega \setminus \{\ell\}} \frac{1}{2\pi f_c |t_\ell - t_m|} R(t_\ell - t_m) \leq 2\|\alpha\|_{\ell^\infty} \sum_{n=1}^\infty \frac{R(n\Delta)}{2\pi f_c n \Delta} \exp\left(\frac{-\pi n\Delta^2}{4\sigma^2}\right) = -\|\alpha\|_{\ell^\infty} \frac{R(n\Delta)}{\pi f_c \Delta} \ln\left(1 - \exp\left(\frac{-\pi \Delta^2}{4\sigma^2}\right)\right),
\]
for all \(\ell \in \Omega\), where we used
\[
\forall t \in \mathbb{R} \setminus \{0\}, \quad |u(t)| \leq \frac{R(t)}{2\pi f_c |t|}.
\]
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This implies that
\[ \|I - U_0\| \leq \frac{\varphi(\frac{\Delta}{2\sigma})}{\pi f_c \Delta} \leq \frac{\varphi(2)}{\pi f_c \Delta} < \frac{\varphi(2)}{\pi}. \] (100)

Next, we compute an upper bound on \( \|U_1\| \). To this end, we fix \( \alpha \in \ell^\infty(\Omega) \) and set \( \zeta = U_1 \alpha \). Since \( R'(0) = 0 \) and \( \text{sinc}'(0) = 0 \), we have \( u'(0) = 0 \), which, combined with (91) gives, for all \( \ell \in \Omega \),
\[
|\zeta| \leq \sum_{m \in \Omega} |\alpha_m| |u'(t_\ell - t_m)| = \sum_{m \in \Omega \setminus \{\ell\}} |\alpha_m| |u'(t_\ell - t_m)| \\
\leq \|\alpha\|_{\ell^\infty} \sum_{m \in \Omega \setminus \{\ell\}} \left( \frac{1}{4\sigma^2 f_c} + \frac{1}{|t_\ell - t_m|} + \frac{1}{2\pi f_c |t_\ell - t_m|^2} \right) R(t_\ell - t_m) \\
\leq 2 \|\alpha\|_{\ell^\infty} \left( \frac{1}{4f_c\sigma^2} \sum_{n=1}^{\infty} R(n\Delta) + \sum_{n=1}^{\infty} \frac{R(n\Delta)}{n\Delta} + \sum_{n=1}^{\infty} \frac{R(n\Delta)}{2\pi f_c n^2 \Delta^2} \right) \\
\leq \|\alpha\|_{\ell^\infty} \left[ \frac{\exp(-\frac{\pi \Delta^2}{4\sigma^2})}{2f_c\sigma^2 (1 - \exp(-\frac{\pi \Delta^2}{4\sigma^2}))} - \left( \frac{2}{\Delta} + \frac{1}{\pi f_c \Delta^2} \right) \ln \left( 1 - \exp(-\frac{\pi \Delta^2}{4\sigma^2}) \right) \right], \quad (101)
\]
where in (101) we used the fact that for \( n \geq 1, 1/n^2 \leq 1/n \) and \( R(n\Delta) = \exp(-\frac{\pi n \Delta^2}{4\sigma^2}) \leq \exp(-\frac{\pi n \Delta^2}{4\sigma^2}) \). Based on the upper bound (101) we can now conclude that
\[
\|U_1\| \leq \frac{\xi(\frac{\Delta}{2\sigma})}{2f_c\sigma^2} + \varphi\left(\frac{\Delta}{2\sigma^2}\right) \left( \frac{2}{\Delta} + \frac{1}{\pi f_c \Delta^2} \right).
\]

Setting
\[
\forall x > 0, \quad \rho(x) := x^2 \xi(x) = \frac{x^2 \exp(-\pi x^2)}{1 - \exp(-\pi x^2)}, \quad (102)
\]
we can rewrite (102) as
\[
\|U_1\| \leq \frac{2\rho\left(\frac{\Delta}{2\sigma}\right)}{f_c\Delta^2} + \varphi\left(\frac{\Delta}{2\sigma^2}\right) \left( \frac{2}{\Delta} + \frac{1}{\pi f_c \Delta^2} \right).
\]
We can verify that \( \rho \) is non-increasing on \((0, \infty)\), which finally yields
\[
\|U_1\| \leq \frac{2\rho(2)}{f_c\Delta^2} + \varphi(2) \left( \frac{2}{\Delta} + \frac{1}{\pi f_c \Delta^2} \right) \leq \frac{2\rho(2) + (2 + 1/\pi)\varphi(2)}{4\sigma}. \quad (103)
\]
It remains to upper-bound $||V_0||$. To this end, we fix $\beta \in \ell^\infty(\Omega)$ and define $\zeta = V_0\beta$. As $v(0) = 0$ and
\[
\forall t \in \mathbb{R}\setminus\{0\}, \quad |v(t)| \leq \frac{R(t)}{4\sigma^2 f_c},
\]
we get
\[
|\zeta| \leq \sum_{m=\Omega} |\beta_m| |v(t_m - t_m)| = \sum_{m=\Omega\setminus\{\ell\}} |\beta_m| |v(t_m - t_m)| \leq \|\beta\|_{\ell^\infty} \sum_{m=\Omega\setminus\{\ell\}} \frac{R(t_m - t_m)}{4\sigma^2 f_c} \leq \|\beta\|_{\ell^\infty} \sum_{n=1}^{\infty} R(n\Delta)
\]
\[
\leq \frac{\|\beta\|_{\ell^\infty}}{2f_c\sigma^2} \sum_{n=1}^{\infty} \exp\left(-\frac{\pi n\Delta^2}{4\sigma^2}\right) = \frac{\|\beta\|_{\ell^\infty}}{2f_c\sigma^2} \frac{\exp\left(-\frac{\pi\Delta^2}{4\sigma^2}\right)}{1 - \exp\left(-\frac{\pi\Delta^2}{4\sigma^2}\right)},
\]
for all $\ell \in \Omega$. This yields
\[
||V_0|| \leq \xi\left(\frac{\Delta}{2\sigma}\right) = \frac{\rho\left(\frac{\Delta}{2\sigma}\right)}{2\sigma} \leq \frac{\rho(2)}{2\sigma}, \quad (104)
\]
where the last inequality follows from $\Delta > 1/f_c$, $\Delta > 4\sigma$, and the fact that $\rho$ is non-increasing on $(0, \infty)$. Finally, using (98), (100), (103), and (104) in (99), we obtain
\[
||I - W|| \leq \frac{\varphi(2)}{\pi} + \frac{\rho(2) \left[ \rho(2) + (1 + 1/(2\pi))\varphi(2) \right]}{2\pi - 4(\varphi(2) + \pi\psi(2) + \pi\xi(2))} \leq 1.12 \cdot 10^{-6} < 1,
\]
where $W := U_0 - V_0 V_1^{-1} U_1$. Again, applying the Neumann expansion theorem, we can conclude that the operator $W = U_0 - V_0 V_1^{-1} U_1$ is invertible and that its inverse satisfies
\[
||W^{-1}|| \leq \frac{1}{1 - ||I - W||} \leq \left(1 - \frac{\varphi(2)}{\pi} - \frac{\rho(2) \left[ \rho(2) + (1 + 1/(2\pi))\varphi(2) \right]}{2\pi - 4(\varphi(2) + \pi\psi(2) + \pi\xi(2))}\right)^{-1}. \quad (105)
\]
For later use, we record that for the choices $\alpha = (U_0 - V_0 V_1^{-1} U_1)^{-1} \varepsilon$ and $\beta = -V_1^{-1} U_1 \alpha$, we have
\[
||\alpha||_{\ell^\infty} \leq ||W^{-1}|| \cdot ||\varepsilon||_{\ell^\infty} = ||W^{-1}|| \leq \left(1 - \frac{\varphi(2)}{\pi} - \frac{\rho(2) \left[ \rho(2) + (1 + 1/(2\pi))\varphi(2) \right]}{2\pi - 4(\varphi(2) + \pi\psi(2) + \pi\xi(2))}\right)^{-1} \leq 1.01 \quad (106)
\]
and
\[
||\beta||_{\ell^\infty} \leq ||V_1^{-1}|| \cdot ||U_1|| \cdot ||\alpha||_{\ell^\infty} \leq \frac{2\sigma^2}{\pi - 2(\varphi(2) + \pi\psi(2) + \pi\xi(2))} \cdot \frac{2\rho(2) + (2 + 1/\pi)\varphi(2)}{4\sigma} \cdot \left(1 - \frac{\varphi(2)}{\pi} - \frac{\rho(2) \left[ \rho(2) + (1 + 1/(2\pi))\varphi(2) \right]}{2\pi - 4(\varphi(2) + \pi\psi(2) + \pi\xi(2))}\right)^{-1} \leq 5.73 \cdot 10^{-6}\sigma. \quad (107)
\]
In the remainder of the proof, we exclusively consider $c_0$ with $\alpha = (U_0 - V_0 V_1^{-1} U_1)^{-1} \varepsilon$ and $\beta = -V_1^{-1} U_1 \alpha$.

A.3 $|A_g c_0(t)| < 1$ for all $t \in \mathbb{R} \setminus T$

A.3.1 $|A_g c_0(t)| < 1$ for all $t \in \mathbb{R} \setminus \bigcup_{t \in T} [t - \frac{1}{f_2}, t + \frac{1}{f_2}]$

Take $\ell_0 \in \Omega$ and let $\ell_1 \in \Omega$ be the index of the point in $T$ that is closest to $t_{\ell_0}$ and satisfies $t_{\ell_1} > t_{\ell_0}$. Take $t \in \left( t_{\ell_0} + \frac{1}{f_2}, t_{\ell_1} - \frac{1}{f_2} \right)$ and note that the interval $\left( t_{\ell_0} + \frac{1}{f_2}, t_{\ell_1} - \frac{1}{f_2} \right)$ is non-empty because $|t_{\ell_0} - t_{\ell_1}| \geq \Delta > \frac{1}{f_2} > \frac{2}{f_2}$. Without loss of generality, we assume that $|t - t_{\ell_0}| \leq |t - t_{\ell_1}|$, which implies $|t - t_{\ell_1}| \geq |t_{\ell_1} - t_{\ell_0}| / 2 \geq \Delta / 2$. We set $h := |t - t_{\ell_0}|$ and note that $h \geq \frac{1}{f_2}$. The following holds

$$
|A_g c_0(t)| \leq \sum_{\ell \in \Omega} \left( \|\alpha\|_{\ell_\infty} |u(t - t_\ell)| + \|\beta\|_{\ell_\infty} |v(t - t_\ell)| \right)
\leq \sum_{\ell \in \Omega} \left( \|\alpha\|_{\ell_\infty} \frac{R(t - t_\ell)}{2\pi f_c |t - t_\ell|} + \|\beta\|_{\ell_\infty} \frac{R(t - t_\ell)}{4\sigma^2 f_c} \right)
\leq \|\alpha\|_{\ell_\infty} \frac{R(h)}{2\pi f_c h} + \|\beta\|_{\ell_\infty} \frac{R(h)}{4\sigma^2 f_c} + \|\alpha\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{\pi f_c \Delta} + \|\beta\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{4\sigma^2 f_c}
\leq \|\alpha\|_{\ell_\infty} \frac{R(h)}{2\pi f_c h} + \|\beta\|_{\ell_\infty} \frac{R(h)}{4\sigma^2 f_c} + \|\alpha\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{\pi f_c \Delta} + \|\beta\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{4\sigma^2 f_c}
+ 2 \sum_{n=1}^{\infty} \left( \|\alpha\|_{\ell_\infty} \frac{R(n \Delta)}{2\pi f_c n \Delta} + \|\beta\|_{\ell_\infty} \frac{R(n \Delta)}{4\sigma^2 f_c} \right)
\leq \|\alpha\|_{\ell_\infty} \frac{R(\frac{1}{f_c})}{2\pi / \pi} + \|\beta\|_{\ell_\infty} \frac{R(\frac{1}{f_c})}{4\sigma^2 f_c} + \|\alpha\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{\pi f_c \Delta} + \|\beta\|_{\ell_\infty} \frac{R(\frac{\Delta}{2})}{4\sigma^2 f_c}
+ \|\alpha\|_{\ell_\infty} \frac{7 \exp(-\frac{4\pi}{\sigma})}{2\pi} + \|\beta\|_{\ell_\infty} \frac{\exp(-\frac{4\pi}{\sigma})}{\sigma} + \|\alpha\|_{\ell_\infty} \frac{\exp(-\pi)}{\pi}
+ \|\beta\|_{\ell_\infty} \frac{\exp(-\pi)}{\sigma} + \|\alpha\|_{\ell_\infty} \frac{\varphi(2)}{\pi} + \|\beta\|_{\ell_\infty} \frac{2\sigma(2)}{\sigma} \leq 0.876 < 1,
$$

where (108) and (109) follow from $h \geq \frac{1}{f_c}$, and (110) and (111) can be derived invoking the assumptions $\Delta > 1/f_c$ and $\sigma = \frac{1}{4f_c}$. 
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A.4 \(|A^*_g c_0|\) is concave on \(\bigcup_{\ell \in \Omega} \left[ t_{\ell} - \frac{1}{T_c}, t_{\ell} + \frac{1}{T_c}\right]\)

Let \(\ell \in \Omega\). We show that \(t \mapsto A(t) := |(A^*_g c_0)(t)|\) is strictly concave on \([t_{\ell} - \frac{1}{T_c}, t_{\ell} + \frac{1}{T_c}]\).

Since \(|R|, |sinc|, |R'|, \) and \(|sinc'|\) are all symmetric, \(A\) is symmetric as well, and therefore, it suffices to show that \(A''(t) < 0\) for \(t \in \left[ t_{\ell}, t_{\ell} + \frac{1}{T_c}\right]\). Since \(|\varepsilon| = 1\), we can write

\[
\forall t \in \mathbb{R}, \quad A(t) = \left|(A^*_g c_0)(t)\right| = \left|\frac{(A^*_g c_0)(t)}{\varepsilon}\right| = \sqrt{(A_R(t))^2 + (A_I(t))^2}
\]

where \(A_R(t) := \text{Re} \left\{ \frac{(A^*_g c_0)(t)}{\varepsilon} \right\}, \ A_I(t) := \text{Im} \left\{ \frac{(A^*_g c_0)(t)}{\varepsilon} \right\}\), for \(t \in \mathbb{R}\). With \(\Lambda := \{t \in \mathbb{R}: A(t) \neq 0\}\) we have

\[
\forall t \in \Lambda, \quad A''(t) = \frac{A''_R(t) A_R(t) + A''_I(t) A_I(t) + \left|(A^*_g c_0)'(t)\right|^2}{A(t)} - \frac{(A''_R(t) A_R(t) + A''_I(t) A_I(t))^2}{(A(t))^3}.
\]

For \(A\) to be concave on \([t_{\ell}, t_{\ell} + \frac{1}{T_c}]\), it therefore suffices to show that

\[
\forall t \in \left[ t_{\ell}, t_{\ell} + \frac{1}{T_c}\right], \quad \left(A''_R(t) A_R(t) + A''_I(t) A_I(t) + \left|(A^*_g c_0)'(t)\right|^2\right) < 0.
\]

Let \(t \in \left[ t_{\ell}, t_{\ell} + \frac{1}{T_c}\right]\). We have the following

\[
A_R(t) = \sum_{m \in \Omega} \left( \text{Re} \left\{ \frac{\alpha_m}{\varepsilon} \right\} u(t - t_m) + \text{Re} \left\{ \frac{\beta_m}{\varepsilon} \right\} v(t - t_m) \right) \\
= \text{Re} \left\{ \frac{\alpha_{\ell}}{\varepsilon} \right\} u(t - t_{\ell}) + \text{Re} \left\{ \frac{\beta_{\ell}}{\varepsilon} \right\} v(t - t_{\ell}) + \sum_{m \in \Omega \setminus \{\ell\}} \left( \text{Re} \left\{ \frac{\alpha_m}{\varepsilon} \right\} u(t - t_m) \right. \\
+ \left. \text{Re} \left\{ \frac{\beta_m}{\varepsilon} \right\} v(t - t_m) \right) \\
\geq \text{Re} \left\{ \frac{\alpha_{\ell}}{\varepsilon} \right\} u(t - t_{\ell}) - \|\beta\|_{\infty} |v(t - t_{\ell})| - \sum_{m \in \Omega \setminus \{\ell\}} \left( \|\alpha\|_{\infty} |u(t - t_m)| \right. \\
+ \left. \|\beta\|_{\infty} |v(t - t_m)| \right).
\]

With \(\alpha = \mathcal{W}^{-1} \varepsilon = \varepsilon - (\mathcal{I} - \mathcal{W}^{-1})\varepsilon\), it follows that

\[
\text{Re} \left\{ \frac{\alpha_{\ell}}{\varepsilon_{\ell}} \right\} = 1 - \text{Re} \left\{ \left[ \frac{(\mathcal{I} - \mathcal{W}^{-1})\varepsilon_{\ell}}{\varepsilon_{\ell}} \right] \right\} \geq 1 - \left| \left[ \frac{(\mathcal{I} - \mathcal{W}^{-1})\varepsilon_{\ell}}{\varepsilon_{\ell}} \right] \right| \\
\geq 1 - \|\mathcal{I} - \mathcal{W}^{-1}\| \\
= 1 - \|\mathcal{W}^{-1}(\mathcal{I} - \mathcal{W})\| \geq 1 - \|\mathcal{W}^{-1}\| \|\mathcal{I} - \mathcal{W}\| \geq 0.999998,
\]

(112)
where (112) is due to (105). Next, it follows from $t - t_\ell \leq \frac{1}{T f_c}$ and $\sigma = \frac{1}{T f_c}$ that

$$
u(t - t_\ell) = R(t - t_\ell) \text{sinc}(2\pi f_c(t - t_\ell)) = \exp\left(-\frac{\pi(t - t_\ell)^2}{4\sigma^2}\right) \text{sinc}(2\pi f_c(t - t_\ell))$$

$$\geq \exp\left(-\frac{\pi}{49 f_c^2 \cdot 4\sigma^2}\right) \text{sinc}\left(\frac{2\pi}{7}\right)$$

$$= \exp\left(-\frac{4\pi}{49}\right) \text{sinc}\left(\frac{2\pi}{7}\right).$$  \hfill (113)

Since $|\text{sinc}| \leq 1$, we have

$$\|\nu\|_{\ell \infty} |v(t - t_\ell)| \leq \|\nu\|_{\ell \infty} |R'(t_\ell - t)| |\text{sinc}(2\pi f_c(t - t_\ell))| \leq \|\nu\|_{\ell \infty} |R'(t - t_\ell)|.$$

As $|R'|$ has its maxima at the points $\pm \sigma \sqrt{\frac{2}{\pi}}$ with corresponding maximum values $\frac{1}{\sigma} \exp\left(-\frac{1}{2}\right) \sqrt{\frac{\pi}{2}}$, we get

$$\|\nu\|_{\ell \infty} |v(t - t_\ell)| \leq \frac{\|\nu\|_{\ell \infty}}{\sigma} \exp\left(-\frac{1}{2}\right) \sqrt{\frac{\pi}{2}}.$$  \hfill (114)

As for every $m \in \Omega \setminus \{\ell\}$, we have $|t - t_m| \geq |t_\ell - t_m| - |t - t_\ell| \geq \Delta - \frac{1}{T f_c} > \frac{6}{T f_c}$, it holds that

$$\sum_{m \in \Omega \setminus \{\ell\}} \left(\|\nu\|_{\ell \infty} |u(t - t_m)| + \|\nu\|_{\ell \infty} |v(t - t_m)|\right) \leq \|\nu\|_{\ell \infty} \frac{7R\left(\frac{6}{T f_c}\right)}{12\pi} + \|\nu\|_{\ell \infty} \frac{R\left(\frac{6}{T f_c}\right)}{4\sigma^2 f_c}$$

$$+ 2 \sum_{n=1}^{\infty} \left(\|\nu\|_{\ell \infty} \frac{R(n\Delta)}{2\pi f_c n\Delta} + \|\nu\|_{\ell \infty} \frac{R(n\Delta)}{4\sigma^2 f_c}\right)$$

$$\leq \|\nu\|_{\ell \infty} \frac{7 \exp\left(-\pi \left(\frac{12}{\pi}\right)^2\right)}{12\pi}$$

$$+ \|\nu\|_{\ell \infty} \frac{\sigma^2 \xi(2) \pi}{12\pi} + \|\nu\|_{\ell \infty} \varphi(2) \frac{\xi(2)}{\pi} + \|\nu\|_{\ell \infty} \frac{\sigma^2 \xi(2)}{12\pi}.  \hfill (115)$$

Combining (106), (107), (112), (113), (114), and (115) yields

$$A_R(t) \geq 0.673.$$  \hfill (116)
Next, we derive an upper bound on $A''_R(t)$:

$$A''_R(t) = \sum_{m \in \Omega} \left( \text{Re} \left\{ \frac{\alpha_m}{\varepsilon_m} u''(t - t_m) \right\} + \text{Re} \left\{ \frac{\beta_m}{\varepsilon_m} v''(t - t_m) \right\} \right)$$

$$\leq \text{Re} \left\{ \frac{\alpha}{\varepsilon} u''(t - t_\ell) + \| \beta \|_{\ell_\infty} |v''(t - t_\ell)| \right\}$$

$$+ \sum_{m \in \Omega \setminus \{ \ell \}} \left( \| \alpha \|_{\ell_\infty} |u''(t - t_m)| + \| \beta \|_{\ell_\infty} |v''(t - t_m)| \right).$$

For all $t \in \mathbb{R}$, we have

$$u''(t) = R''(t) \text{sinc}(2\pi f_c t) + 4\pi f_c R'(t) \text{sinc}'(2\pi f_c t) + (2\pi f_c)^2 R(t) \text{sinc}''(2\pi f_c t). \quad (117)$$

The function $t \mapsto R''(t) \text{sinc}(2\pi f_c t)$ is non-decreasing on $[0, \frac{1}{7f_c}]$, since, on this interval, $R''$ is negative and non-decreasing and $t \mapsto \text{sinc}(2\pi f_c t)$ is positive and non-increasing. The function $t \mapsto 4\pi f_c R'(t) \text{sinc}'(2\pi f_c t)$ is non-decreasing on $[0, \frac{1}{7f_c}]$, as both $R'$ and $t \mapsto \text{sinc}'(2\pi f_c t)$ are negative and non-increasing on this interval. The function $t \mapsto (2\pi f_c)^2 R(t) \text{sinc}''(2\pi f_c t)$ is non-decreasing on $[0, \frac{1}{7f_c}]$, as, on this interval, $R$ is positive and non-increasing, and $t \mapsto \text{sinc}''(2\pi f_c t)$ is negative and non-decreasing. Taken together, it follows that $u''$ is non-decreasing on $[0, \frac{1}{7f_c}]$. Since $t - t_\ell \in [0, \frac{1}{7f_c}]$, we then have

$$u''(t - t_\ell) \leq u'' \left( \frac{1}{7f_c} \right) = f_c^2 \left[ 8\pi \left( \frac{8\pi}{49} - 1 \right) \text{sinc} \left( \frac{2\pi}{7} \right) - \frac{32\pi^2}{7} \text{sinc}' \left( \frac{2\pi}{7} \right) \right.$$

$$+ 4\pi^2 \text{sinc}'' \left( \frac{2\pi}{7} \right) \right] \exp \left( -\frac{4\pi^2}{49} \right),$$

where we used $\sigma = \frac{1}{4f_c}$. Combined with (112), this yields

$$\text{Re} \left\{ \frac{\alpha}{\varepsilon} u''(t - t_\ell) \right\} \leq -6.46 f_c^2.$$

Since

$$\forall x \in \mathbb{R}\setminus\{0\}, \quad \text{sinc}'(x) = \frac{\cos(x)}{x} - \frac{\sin(x)}{x^2} \quad \text{and} \quad \text{sinc}''(x) = -\frac{\sin(x)}{x} - \frac{2 \cos(x)}{x^2} + \frac{2 \sin(x)}{x^3},$$
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we get the following from (117):

\[
|u''(t)| \leq \left( \frac{\pi}{2\sigma^2} + \frac{\pi^2 |t|^2}{4\sigma^4} \right) \frac{1}{2\pi f_c^2 |t|} R(t) + 4\pi f_c \frac{\pi |t|}{2\sigma^2} \left( \frac{1}{2\pi f_c^2 |t|} + \frac{1}{(2\pi f_c^2 |t|^2)} \right) R(t)
\]

\[
+ (2\pi f_c)^2 \left( \frac{1}{2\pi f_c^3 |t|^2} + \frac{2}{(2\pi f_c^3 |t|^3)} \right) R(t)
\]

\[
= \left[ \frac{\pi |t|}{8f_c^4} + \frac{\pi}{\sigma^2} + \left( 2\pi f_c + \frac{3}{4\sigma^2 f_c} \right) \frac{1}{|t|} + \frac{2}{|t|^2} + \frac{1}{\pi f_c \sigma^3} \right] R(t).
\]

As a result, we have the following chain of inequalities

\[
\sum_{m \in \Omega \setminus \{\ell\}} |u''(t - t_m)| \leq 2 \sum_{n=1}^{\infty} \left[ \frac{\pi n \Delta}{8f_c^4} + \frac{\pi}{\sigma^2} + \left( 2\pi f_c + \frac{3}{4\sigma^2 f_c} \right) \frac{1}{n\Delta} + \frac{2}{n^2 \Delta^2} + \frac{1}{\pi f_c \Delta^3} \right] R(n\Delta)
\]

\[
\leq \frac{\pi \Delta}{4\sigma^4 f_c} \sum_{n=1}^{\infty} n \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right) + \frac{2\pi}{\sigma^2} \sum_{n=1}^{\infty} n \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right)
\]

\[
+ \left( \frac{4\pi f_c}{\Delta} + \frac{3}{2\sigma^2 f_c \Delta} \right) \sum_{n=1}^{\infty} \frac{1}{n} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right) + \frac{4}{\Delta} \sum_{n=1}^{\infty} \frac{1}{n} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right)
\]

\[
+ \frac{2}{\pi f_c \Delta^3} \sum_{n=1}^{\infty} \frac{1}{n} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right)
\]

\[
\leq \frac{\pi \Delta}{4\sigma^4 f_c} \psi \left( \frac{\Delta}{2\sigma} \right) + \frac{2\pi}{\sigma^2} \xi \left( \frac{\Delta}{2\sigma} \right) + \left( \frac{4\pi f_c}{\Delta} + \frac{3}{2\sigma^2 f_c \Delta} \right) \varphi \left( \frac{\Delta}{2\sigma} \right) + \frac{4}{\Delta^2} \varphi \left( \frac{\Delta}{2\sigma} \right) + \frac{2}{\pi f_c \Delta^3} \varphi \left( \frac{\Delta}{2\sigma} \right).
\]

We can now define \( \eta(x) := x^2 \psi(x) \), for all \( x > 0 \), which can be shown to be non-increasing on \((0, \infty)\). This yields

\[
\sum_{m \in \Omega \setminus \{\ell\}} |u''(t - t_m)| \leq \frac{\pi}{\Delta \sigma^2 f_c} \eta \left( \frac{\Delta}{2\sigma} \right) + \frac{2\pi}{\sigma^2} \xi \left( \frac{\Delta}{2\sigma} \right) + \left( \frac{4\pi f_c}{\Delta} + \frac{3}{2\sigma^2 f_c \Delta} \right) \varphi \left( \frac{\Delta}{2\sigma} \right)
\]

\[
+ \frac{4}{\Delta^2} \varphi \left( \frac{\Delta}{2\sigma} \right) + \frac{2}{\pi f_c \Delta^3} \varphi \left( \frac{\Delta}{2\sigma} \right)
\]

\[
\leq \left[ 16\pi \eta(2) + 32\pi \xi(2) + \left( 4\pi + 28 + \frac{2}{\pi} \right) \varphi(2) \right] f_c^2.
\]

Combined with (106), we get

\[
\|\alpha\|_{\ell^\infty} \sum_{m \in \Omega \setminus \{\ell\}} |u''(t - t_m)| \leq 1.196 \cdot 10^{-3} f_c^2.
\]
We have, for all $t \in \mathbb{R}$, that

$$v''(t) = R'''(-t) \text{sinc}(2\pi f_c t) - 4\pi f_c R''(-t) \text{sinc}'(2\pi f_c t) + (2\pi f_c)^2 R'(-t) \text{sinc}''(2\pi f_c t).$$

Therefore, we get

$$|v''(t)| \leq \left( \frac{3\pi^2}{4\sigma^4} |t| + \frac{\pi^3}{8\sigma^6} |t|^3 \right) \frac{1}{2\pi f_c |t|} R(t)$$

$$+ 4\pi f_c \left( \frac{\pi^2 |t|^2}{4\sigma^4} + \frac{\pi}{2\sigma^2} \right) \left( \frac{1}{2\pi f_c |t|} + \frac{1}{(2\pi f_c)^2 |t|^2} \right) R(t)$$

$$+ (2\pi f_c)^2 \frac{\pi}{2\sigma^2} |t| \left( \frac{1}{2\pi f_c |t|} + \frac{2}{(2\pi f_c)^2 |t|^2} + \frac{2}{(2\pi f_c)^3 |t|^3} \right)$$

$$\leq \left( \frac{\pi^2 |t|^2}{16\sigma^6 f_c} + \frac{\pi^2 |t|}{2\sigma^4} + \frac{5\pi}{8f_c \sigma^4} + \frac{\pi^2 f_c}{\sigma^2 |t|} \right) \frac{1}{2\pi f_c |t|} + \frac{\pi}{f_c \sigma^2 |t|^2}$$

$$+ (2\pi f_c)^2 \frac{\pi}{2\sigma^2} |t| \left( \frac{1}{2\pi f_c |t|} + \frac{2}{(2\pi f_c)^2 |t|^2} + \frac{2}{(2\pi f_c)^3 |t|^3} \right) R(t),$$

which leads to the following chain of inequalities

$$\sum_{m \in \Omega \setminus \{t\}} |v''(t - t_m)| \leq 2 \sum_{n=1}^{\infty} \left( \frac{\pi^2 n^2 \Delta^2}{16\sigma^6 f_c} + \frac{\pi^2 n \Delta}{2\sigma^4} + \frac{\pi^2 f_c}{8f_c \sigma^4} + \frac{\pi^2}{\sigma^2 n \Delta} + \frac{2\pi}{f_c \sigma^2 n^2 \Delta^2} \right) R(n \Delta)$$

$$\leq \frac{\pi^2 \Delta^2}{8\sigma^6 f_c} \sum_{n=1}^{\infty} n^2 \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right) + \frac{\pi^2 \Delta}{\sigma^4} \sum_{n=1}^{\infty} n \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right)$$

$$+ \frac{5\pi}{4f_c \sigma^4} \sum_{n=1}^{\infty} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right) + \frac{2\pi^2 f_c}{\sigma^2} \sum_{n=1}^{\infty} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right)$$

$$+ \frac{4\pi}{\sigma^2 \Delta} \sum_{n=1}^{\infty} \frac{1}{n} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right) + \frac{1}{f_c \sigma^2 \Delta^2} \sum_{n=1}^{\infty} \frac{1}{n} \exp \left( -\frac{\pi n \Delta^2}{4\sigma^2} \right).$$

Now, in (118), we recognize the power series

$$\forall x \in (-1, 1), \quad \sum_{n=1}^{\infty} n^2 x^n = \frac{x(x + 1)}{(1 - x)^3}$$

evaluated at $x = \exp(-\frac{\pi \Delta^2}{4\sigma^2})$, which leads us to set

$$\forall x > 0, \quad \Gamma(x) := \frac{\exp(-\pi x^2) \exp(-\pi x^2) + 1}{(1 - \exp(-\pi x^2))^3}.$$
This yields
\[
\sum_{m \in \Omega \setminus \{t\}} |v''(t_\epsilon - t_m)| \leq \pi^2 \Delta^2 \frac{\sigma^6}{8 \sigma^6 f_c} \Gamma \left( \frac{\Delta}{2\sigma} \right) + \pi^2 \Delta \psi \left( \frac{\Delta}{2\sigma} \right) + \left( \frac{5\pi}{4 f_c \sigma^4} + \frac{2\pi^2 f_c}{\sigma^2} \right) \xi \left( \frac{\Delta}{2\sigma} \right)
\]
\[
\quad + \left( \frac{4\pi}{\sigma^2 \Delta} + \frac{1}{f_c \sigma^2 \Delta^2} \right) \varphi \left( \frac{\Delta}{2\sigma} \right)
\]
\[
\leq \pi^2 \frac{\Delta}{2 f_c \sigma^4} \gamma \left( \frac{\Delta}{2\sigma} \right) + \frac{2\pi^2}{3\sigma^2 \Delta} \eta \left( \frac{\Delta}{2\sigma} \right) + \left( \frac{5\pi}{4 f_c \sigma^4} + \frac{2\pi^2 f_c}{\sigma^2} \right) \xi \left( \frac{\Delta}{2\sigma} \right)
\]
\[
\quad + \left( \frac{4\pi}{\sigma^2 \Delta} + \frac{1}{f_c \sigma^2 \Delta^2} \right) \varphi \left( \frac{\Delta}{2\sigma} \right)
\]
\[
\leq \left[ 128 \pi^2 \gamma(2) + 64 \pi^2 \eta(2) + (320 \pi + 32 \pi^2) \xi(2) + (64\pi + 16) \varphi(2) \right] f_c^3,
\]
where we set \( \gamma(x) := x^2 \Gamma(x) \), for \( x > 0 \), and used the fact that \( \gamma \) is non-increasing on \( (0, \infty) \).

Combined with (107), this results in
\[
\| \beta \|_{\ell^\infty} \sum_{m \in \Omega \setminus \{t\}} |v''(t_\epsilon - t_m)| \leq 8.34 \cdot 10^{-8} f_c^2. \tag{119}
\]

Finally, we have \( A_R''(t) \leq -22.1 f_c^2 \). Multiplying (119) with (116) leads to \( A_R(t) A_R''(t) \leq -14.6 f_c^2 \). Exactly the same line of reasoning can be applied to get \( A_I(t) A_I''(t) \leq -14.6 f_c^2 \), and therefore,
\[
A_R(t) A_R''(t) + A_I(t) A_I''(t) \leq -29.1 f_c^2. \tag{120}
\]

It remains to find an upper bound on \( |(A^*_g c_0)'(t)|^2 \). We have
\[
|(A^*_g c_0)'(t)| \leq \sum_{m \in \Omega} \left( \| \alpha \|_{\ell^\infty} |u'(t - t_m)| + \| \beta \|_{\ell^\infty} |v'(t - t_m)| \right)
\]
\[
\leq \| \alpha \|_{\ell^\infty} |u'(t - t_t)| + \| \beta \|_{\ell^\infty} |v'(t - t_t)|
\]
\[
+ \sum_{m \in \Omega \setminus \{t\}} \left( \| \alpha \|_{\ell^\infty} |u'(t - t_m)| + \| \beta \|_{\ell^\infty} |v'(t - t_m)| \right). \tag{121}
\]

We can derive upper bounds for the terms in (121) by noting that
\[
|u'(t)| \leq u' \left( \frac{1}{7 f_c} \right) = R' \left( \frac{1}{7 f_c} \right) \text{sinc} \left( \frac{2\pi}{7} \right) + 2\pi f_c R \left( \frac{1}{7 f_c} \right) \text{sinc'} \left( \frac{2\pi}{7} \right)
\]
\[
= \exp \left( -\frac{4\pi}{49} \right) \text{sinc} \left( \frac{2\pi}{7} \right) + 2\pi f_c \exp \left( -\frac{4\pi}{49} \right) \text{sinc'} \left( \frac{2\pi}{7} \right)
\]
and
\[
|v'(t)| \leq v'(0) = -R''(0) = \frac{\pi}{2\sigma^2} \tag{124}
\]
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for all \( t \in \left[ 0, \frac{1}{\tau f_c} \right] \). Indeed, we have seen that \( u''(t) \leq 0 \) for all \( t \in \left[ 0, \frac{1}{\tau f_c} \right] \), which implies that \( u' \) is non-increasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \). As \( u'(0) = 0 \), this means that \( u' \) is non-positive on \( \left[ 0, \frac{1}{\tau f_c} \right] \). Therefore, \( |u'| \) is non-decreasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \), which results in (123). The inequality in (124) follows from the fact that \( |u'| \) is decreasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \), as we show next. We have

\[
\forall t \in \mathbb{R}, \quad v'(t) = -R''(-t) \, \text{sinc}(2\pi f_c t) + 2\pi f_c R'(-t) \, \text{sinc}'(2\pi f_c t) = -R''(t) \, \text{sinc}(2\pi f_c t) - 2\pi f_c R'(t) \, \text{sinc}'(2\pi f_c t).
\]

As the functions \( t \mapsto R''(t) \, \text{sinc}(2\pi f_c t) \) and \( t \mapsto 2\pi f_c R'(t) \, \text{sinc}'(2\pi f_c t) \) were shown to both be non-decreasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \), we get that \( v' \) is non-increasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \). Moreover, we have

\[
v'(\frac{1}{\tau f_c}) \geq 3.43 f_c^2 \geq 0.
\]

Hence, \( v' \) is non-negative on \( \left[ 0, \frac{1}{\tau f_c} \right] \). This allows us to conclude that \( |v'| \) is non-increasing on \( \left[ 0, \frac{1}{\tau f_c} \right] \), which establishes (124). It remains to upper-bound the term in (122), which is done as follows:

\[
\sum_{m \in \Omega \setminus \{t\}} \left( \|\alpha\|_{\ell^\infty} |u'(t - t_m)| + \|\beta\|_{\ell^\infty} |v'(t - t_m)| \right)
\leq \sum_{m \in \Omega \setminus \{t\}} \left( \|\alpha\|_{\ell^\infty} U(t - t_m) + \|\beta\|_{\ell^\infty} V(t - t_m) \right)
\leq \|\alpha\|_{\ell^\infty} U \left( \frac{6}{7 f_c} \right) + \|\beta\|_{\ell^\infty} V \left( \frac{6}{7 f_c} \right) + \|\alpha\|_{\ell^\infty} \left[ \frac{2\rho(2) + (2 + 1/\pi)\varphi(2)}{\Delta} \right]
\leq \|\alpha\|_{\ell^\infty} \left( \frac{1}{4\sigma^2 f_c} + \frac{7 f_c}{6} + \frac{49 f_c}{72\pi} \right) R \left( \frac{6}{7 f_c} \right) + \|\beta\|_{\ell^\infty} \left[ \frac{2\rho(2) + (2 + 1/\pi)\varphi(2)}{\sigma^2} \right] f_c + \|\beta\|_{\ell^\infty} \left[ \frac{72\pi}{28\sigma^4 f_c^2} + \frac{3\pi}{2\sigma^2} \right] R \left( \frac{6}{7 f_c} \right)
\leq \|\alpha\|_{\ell^\infty} \left( \frac{4 + \frac{7}{6} + \frac{49}{72\pi}}{f_c} \exp \left( -\frac{576\pi}{49} \right) + \|\beta\|_{\ell^\infty} \left[ \frac{7}{3} + 2\pi + \frac{48\pi}{7} \right] f_c \exp \left( -\frac{576\pi}{49} \right) \right)
\leq 4.05 f_c.
\]
Putting (120) and (125) together yields
\[ A_R(t)A_R''(t) + A_I(t)A''_I(t) + |(A^*_g c_0)'(t)|^2 \leq -12.68 f^2_c < 0, \]
which completes the proof.

\section*{B Proof of Theorem 11}

We could prove Theorem 11 following similar arguments as in the proof of Theorem 10, namely by choosing a function \( c_0 \in L^\infty(\mathbb{T} \times \mathbb{Z}) \) of the form
\[
\forall \tau \in \mathbb{T}, \forall k \in \{-K, \ldots, K\}, \quad c_0(\tau, k) = \sum_{\ell=1}^L \left( \alpha_\ell g(t\ell - \tau) e^{-2\pi i k \ell t} + \beta_\ell g'(t\ell - \tau) e^{-2\pi i k \ell t} \right)
\]
and determining \( \alpha := \{\alpha_\ell\}_{\ell=1}^L \) and \( \beta := \{\beta_\ell\}_{\ell=1}^L \) such that the uniqueness conditions (41) and (42) are met. It turns out, however, that a more direct path is possible, namely by choosing a function \( c_0 \in L^\infty(\mathbb{T} \times \mathbb{Z}) \) of slightly different form and then reducing to a case already treated in the proof of Theorem 10; this approach leads to a substantially shorter proof. We start by defining this function \( c_0 \in L^\infty(\mathbb{T} \times \mathbb{Z}) \) as
\[
\forall \tau \in \mathbb{T}, \forall k \in \{-K, \ldots, K\}, \quad c_0(\tau, k) := \frac{1}{2K+1} \sum_{\ell=1}^L \left( \alpha_\ell p(\tau-t\ell) e^{-2\pi i k \ell t} + \beta_\ell q(\tau-t\ell) e^{-2\pi i k \ell t} \right),
\]
where \( p: \mathbb{T} \to \mathbb{C} \) and \( q: \mathbb{T} \to \mathbb{C} \) are defined (for reasons that will become clear later) as
\[
p(\tau) := \sum_{n \in \mathbb{Z}} p_n e^{2\pi i n \tau} \quad \text{and} \quad q(\tau) := \sum_{n \in \mathbb{Z}} q_n e^{2\pi i n \tau},
\]
for \( \tau \in \mathbb{T} \), with
\[
p_n := \sqrt{2\sigma} \exp\left(-2\pi\sigma^2 n^2\right) \int_{-1/2}^{1/2} \exp\left(-4\pi\sigma^2 u^2\right) \exp\left(-8\pi\sigma^2 nu\right) du
\]
\[
q_n := -2\pi i \sigma \sqrt{2\sigma} \exp\left(-2\pi\sigma^2 n^2\right) \int_{-1/2}^{1/2} (u + n) \exp\left(-4\pi\sigma^2 u^2\right) \exp\left(-8\pi\sigma^2 nu\right) du,
\]
for \( n \in \mathbb{Z} \). We first verify that the resulting function \( c_0 \) is, indeed, in \( L^\infty(\mathbb{T} \times \mathbb{Z}) \). This is accomplished by showing that the functions \( p \) and \( q \) are well-defined and are in \( L^\infty(\mathbb{T}) \), that
is, by verifying that \( \sum_{n \in \mathbb{Z}} |p_n| < \infty \) and \( \sum_{n \in \mathbb{Z}} |q_n| < \infty \). Indeed, we have

\[
\sum_{n \in \mathbb{Z}} |p_n| = \sqrt{2\sigma} \sum_{n \in \mathbb{Z}} \exp \left(-2\pi \sigma^2 n^2 \right) \int_{-1/2}^{1/2} \exp \left(-4\pi \sigma^2 u^2 \right) \exp \left(-8\pi \sigma^2 nu \right) \, du \\
\leq \sqrt{2\sigma} \sum_{n \in \mathbb{Z}} \int_{-1/2}^{1/2} \exp \left(-2\pi \sigma^2 (4u + n) \right) \, du \\
= C + \sqrt{2\sigma} \sum_{n \in \mathbb{Z}} \int_{-1/2}^{1/2} \exp \left(-2\pi \sigma^2 (4u + n) \right) \, du,
\]

(126)

where (126) follows from \( \exp(-4\pi \sigma^2 u^2) \leq 1 \), for all \( u \in [-1/2, 1/2] \), and we set

\[
C := \sqrt{2\sigma} \sum_{n=-2}^{2} \int_{-1/2}^{1/2} \exp \left(-2\pi \sigma^2 (4u + n) \right) \, du < \infty.
\]

To see that the sum in (127) is finite, first note that for \( n \geq 3 \) and \( u \in [-1/2, 1/2] \), we have

\[
(4u + n)n = (4u + n)|n| \geq (2 + n)|n| \geq |n|.
\]

Similarly, for \( n \leq -3 \), we get

\[
(4u + n)n = -(4u + n)|n| \geq -(2 + n)|n| \geq |n|.
\]

It therefore follows that

\[
\sum_{n \in \mathbb{Z}} \int_{|n| \geq 3}^{1/2} \exp \left(-2\pi \sigma^2 (4u + n) \right) \, du \leq \sum_{n \in \mathbb{Z}} \int_{|n| \geq 3}^{1/2} \exp(-2\pi \sigma^2 |n|) \, du \\
= 2 \sum_{n=3}^{\infty} \exp(-2\pi \sigma^2 n) < \infty.
\]
This concludes the proof of $\sum_{n \in \mathbb{Z}} |p_n| < \infty$. Similar reasoning shows that $\sum_{n \in \mathbb{Z}} |q_n| < \infty$. For $t \in \mathbb{T}$, we then have

\[(A^*_g c_0)(t) = \sum_{k=-K}^{K} \int_{-1/2}^{1/2} c_0(\tau,k) g(t - \tau) e^{2\pi i k t} d\tau\]

\[= \frac{1}{2K+1} \sum_{\ell=1}^{L} \left[ \alpha_\ell \left( \int_{-1/2}^{1/2} p(t - \ell) g(t - \tau) d\tau \right) D_K(t - t_\ell) \right.\]
\[\left. + \beta_\ell \left( \int_{-1/2}^{1/2} q(t - \ell) g(t - \tau) d\tau \right) D_K(t - t_\ell) \right] \]
\[= \frac{1}{2K+1} \sum_{\ell=1}^{L} \left( \alpha_\ell P(t - t_\ell) D_K(t - t_\ell) + \beta_\ell Q(t - t_\ell) D_K(t - t_\ell) \right),\]

where $D_K$ is the Dirichlet kernel, that is,

$$\forall t \in \mathbb{T}, \quad D_K(t) := \frac{\sin((2K+1)\pi t)}{\sin(\pi t)},$$

and $P$ and $Q$ designate the cross-correlation between the functions $p$ and $g$, and $q$ and $g$, respectively, that is,

$$\forall t \in \mathbb{T}, \quad P(t) := \int_{-1/2}^{1/2} p(\tau) g(t - \tau) d\tau$$

$$\forall t \in \mathbb{T}, \quad Q(t) := \int_{-1/2}^{1/2} q(\tau) g(t - \tau) d\tau.$$

Note that since $g$ and $\tau \mapsto c_0(\tau,k)$, $k \in \{-K, \ldots, K\}$, are all 1-periodic, we can integrate over the interval $[-1/2, 1/2]$ in (128) (instead of $[0, 1]$ as done in (18)) and in the remainder of the proof. We next derive an alternative expression for the function $P$. As in (54), we have

$$\forall t \in \mathbb{T}, \quad g(t) = \sum_{n \in \mathbb{Z}} g_n e^{2\pi i n t},$$

where $g_n := \sqrt{2\sigma} \exp(-2\pi \sigma^2 n^2)$, for all $n \in \mathbb{Z}$. The $n$th Fourier series coefficient of $P$ is then given by $p_n g_n$, and we show that the Fourier series $\sum_{n \in \mathbb{Z}} p_n g_n e^{2\pi i n t}$ converges to $P(t)$ for all $t \in \mathbb{T}$ using Dirichlet’s theorem [33, Thm. 2.1], whose applicability conditions we verify next. Since $\sum_{n \in \mathbb{Z}} |p_n| < \infty$, $\sum_{n \in \mathbb{Z}} |g_n| < \infty$, and $|e^{2\pi i n t}| = 1$, for all $t \in \mathbb{T}$, by the Weierstrass M-test, the series $\sum_{n \in \mathbb{Z}} p_n e^{2\pi i n t}$ and $\sum_{n \in \mathbb{Z}} g_n e^{2\pi i n t}$ converge absolutely and uniformly. This implies that the functions $p$ and $g$ are both continuous on $\mathbb{T}$. Moreover, $g$ is continuously differentiable on $\mathbb{R}$ as $\sum_{n \in \mathbb{Z}} |ng_n| < \infty$. As a result, the function $P$ is
continuously differentiable on $\mathbb{R}$, and by application of Dirichlet’s theorem, it follows that

$$\forall t \in \mathbb{T}, \quad P(t) = \sum_{n \in \mathbb{Z}} g_n p_n e^{2\pi i nt}.$$ 

For $n \in \mathbb{Z}$, we have

$$g_n p_n = \sqrt{2} \exp(-2\pi \sigma^2 n^2) \sqrt{2} \exp(-2\pi \sigma^2 n^2) \int_{-1/2}^{1/2} \exp(-4\pi \sigma^2 u^2) \exp(-8\pi \sigma^2 nu) \, du$$

$$= 2\sigma \int_{-1/2}^{1/2} \exp(-4\pi \sigma^2 u^2) \exp(-8\pi \sigma^2 nu) \, du$$

$$= 2\sigma \int_{-1/2}^{1/2} \exp(-4\pi \sigma^2 (u + n)^2) \, du.$$ 

Now fix $t \in [0, 1)$. If $t = 0$, we have

$$P(t) = P(0) = \sum_{n \in \mathbb{Z}} g_n p_n = 2\sigma \sum_{n \in \mathbb{Z}} \int_{-1/2}^{1/2} \exp(-4\pi \sigma^2 (u + n)^2) \, du$$

$$= 2\sigma \sum_{n \in \mathbb{Z}} \int_{n-1/2}^{n+1/2} \exp(-4\pi \sigma^2 v^2) \, dv = 2\sigma \int_{-\infty}^{\infty} \exp(-4\pi \sigma^2 v^2) \, dv = 1,$$

and if $t \neq 0$, we get

$$P(t) = \sum_{n \in \mathbb{Z}} \left( 2\sigma \int_{-1/2}^{1/2} \exp(-4\pi \sigma^2 (u + n)^2) \, du \right) e^{2\pi i nt}$$

$$= \int_{-1/2}^{1/2} 2\sigma \sum_{n \in \mathbb{Z}} \exp(-4\pi \sigma^2 (u + n)^2) e^{2\pi i nt} \, du \quad (129)$$

$$= \int_{-1/2}^{1/2} 2\sigma \sum_{n \in \mathbb{Z}} \exp(-4\pi \sigma^2 (u + n)^2) e^{2\pi i (u+n)t} e^{-2\pi i tu} \, du \quad (130)$$

$$= \int_{-1/2}^{1/2} \psi(u) \varphi(-u) \, du = \xi(0). \quad (131)$$

Here, $\varphi$ is the 1-periodic function defined by $\varphi(u) := e^{2\pi i tu}$, $u \in [-1/2, 1/2]$, and $\psi$ and $\xi$ are given by

$$\forall u \in \mathbb{T}, \quad \psi(u) := 2\sigma \sum_{n \in \mathbb{Z}} \exp(-4\pi \sigma^2 (u + n)^2) e^{2\pi i (u+n)}$$

$$\forall x \in \mathbb{T}, \quad \xi(x) := \int_{-1/2}^{1/2} \varphi(u) \psi(x - u) \, du.$$
The order of summation and integration in (129) is interchangeable thanks to
\[
\sum_{n \in \mathbb{Z}} \int_{-1/2}^{1/2} \exp \left( -4\pi \sigma^2 (u + n)^2 \right) du = \sum_{n \in \mathbb{Z}} \int_{n-1/2}^{n+1/2} \exp \left( -4\pi \sigma^2 v^2 \right) dv
\]
\[
= \int_{-\infty}^{\infty} \exp \left( -4\pi \sigma^2 v^2 \right) dv < \infty.
\]

The function \( \xi \) can be expanded into a Fourier series. Specifically, it holds that
\[
\forall x \in \mathbb{T}, \quad \xi(x) = \sum_{n \in \mathbb{Z}} \varphi_n \psi_n e^{2\pi i n x},
\]
where \( \varphi_n \) and \( \psi_n \) denote the \( n \)th Fourier series coefficients of \( \varphi \) and \( \psi \), respectively. We have
\[
\varphi_n = \int_{-1/2}^{1/2} \varphi(x) e^{-2\pi i n x} dx = \int_{-1/2}^{1/2} e^{2\pi i (t-n)x} dx = \frac{(-1)^n \sin(\pi t)}{\pi(t-n)},
\]
and
\[
\psi_n = \int_{-1/2}^{1/2} \psi(x) e^{-2\pi i n x} dx = \int_{-1/2}^{1/2} 2\sigma \sum_{m \in \mathbb{Z}} \exp \left( -4\pi \sigma^2 (x + m)^2 \right) e^{2\pi i t(x+m)} e^{-2\pi i n x} dx
\]
\[
= 2\sigma \sum_{m \in \mathbb{Z}} \int_{m-1/2}^{m+1/2} \exp \left( -4\pi \sigma^2 v^2 \right) e^{2\pi i t v} e^{-2\pi i n v} dv
\]
\[
= 2\sigma \int_{-\infty}^{\infty} \exp \left( -4\pi \sigma^2 v^2 \right) e^{2\pi i (t-n)v} dv
\]
\[
= \exp \left( -\frac{\pi(t-n)^2}{4\sigma^2} \right),
\]
for \( n \in \mathbb{Z} \). It follows that
\[
\forall t \in \mathbb{T}, \quad P(t) = \xi(0) = \sum_{n \in \mathbb{Z}} \varphi_n \psi_n = \sum_{n \in \mathbb{Z}} \frac{(-1)^n \sin(\pi t)}{\pi(t-n)} \exp \left( -\frac{\pi(t-n)^2}{4\sigma^2} \right).
\]

We then get
\[
\forall t \in \mathbb{T}, \quad P(t) D_K(t) = \sum_{n \in \mathbb{Z}} \frac{(-1)^n \sin((2K+1)\pi t)}{\pi(t-n)} \exp \left( -\frac{\pi(t-n)^2}{4\sigma^2} \right)
\]
\[
= (2K+1) \sum_{n \in \mathbb{Z}} \text{sinc}((2K+1)\pi(t-n)) R(t-n),
\]
where \( R \) was defined in (15). Similarly, we can show that
\[
\forall t \in \mathbb{T}, \quad Q(t) D_K(t) = (2K+1) \sum_{n \in \mathbb{Z}} \text{sinc}((2K+1)\pi(t-n)) R'(n-t).
\]
This finally yields
\[
\forall t \in \mathbb{T}, \quad (A^*_g c_0)(t) = \sum_{\ell=1}^{L} \sum_{n \in \mathbb{Z}} \left( \alpha_{t \ell} \operatorname{sinc}((2K+1)\pi(t-t_\ell-n))R(t-t_\ell-n) + \beta_{t \ell} \operatorname{sinc}((2K+1)\pi(t-t_\ell-n))R'(n-t+t_\ell) \right)
\]
\[
= \sum_{\ell=1}^{L} \sum_{n \in \mathbb{Z}} \left( \alpha_{t \ell} u(t-t_\ell-n) + \beta_{t \ell} v(t-t_\ell-n) \right),
\]
where we set
\[
\forall t \in \mathbb{R}, \quad u(t) := R(t) \operatorname{sinc}(2\pi f'_c t) \quad (132)
\]
\[
\forall t \in \mathbb{R}, \quad v(t) := R'(-t) \operatorname{sinc}(2\pi f'_c t) = \frac{\pi t}{2\sigma^2} R(t) \operatorname{sinc}(2\pi f'_c t) \quad (133)
\]
as in (86) and (87) with \( f'_c := K + 1/2 \). Analogously to the proof of Theorem 10 we can define the operators
\[
U_p : \mathbb{C}^L \rightarrow \mathbb{C}^L, \quad \alpha = \{\alpha_{t \ell}\}_{\ell=1}^{L} \mapsto \left\{ \sum_{m=1}^{L} \sum_{n \in \mathbb{Z}} \alpha_m u^{(p)}(t_\ell - t_m - n) \right\}_{\ell=1}^{L},
\]
and
\[
V_p : \mathbb{C}^L \rightarrow \mathbb{C}^L, \quad \beta = \{\beta_{t \ell}\}_{t \in \Omega} \mapsto \left\{ \sum_{m=1}^{L} \sum_{n \in \mathbb{Z}} \beta_m v^{(p)}(t_\ell - t_m - n) \right\}_{\ell=1}^{L},
\]
where \( p \in \{0, 1\} \). Then, given \( \varepsilon = \{\varepsilon_{t \ell}\}_{t \in \{1, 2, \ldots, L\}} \) with \( |\varepsilon_{t \ell}| = 1, \, \ell \in \{1, 2, \ldots, L\} \), we can solve the equation system
\[
\begin{cases}
U_0 \alpha + V_0 \beta = \varepsilon \\
U_1 \alpha + V_1 \beta = 0
\end{cases}
\quad (134)
\]
to determine \( \alpha \in \mathbb{C}^L \) and \( \beta \in \mathbb{C}^L \) such that the interpolation conditions \( (A^*_g c_0)(t_\ell) = \varepsilon_{t \ell} \), for all \( \ell \in \{1, 2, \ldots, L\} \), are satisfied and \( A^*_g c_0 \) has a local extremum at every \( t_\ell, \, \ell \in \{1, 2, \ldots, L\} \). As in the proof of Theorem 10, if the operators \( V_1 \) and \( U_0 - V_0 V_1^{-1} U_1 \) are invertible, then one can choose \( \alpha = (U_0 - V_0 V_1^{-1} U_1)^{-1} \varepsilon \) and \( \beta = -V_1^{-1} U_1 \alpha \) to satisfy (134). Proving the invertibility of \( V_1 \) and \( U_0 - V_0 V_1^{-1} U_1 \) is essentially identical to the corresponding part in the proof of Theorem 10 with \( f_c \) replaced by \( f'_c \). Verifying that \( |(A^*_g c_0)(t)| < 1 \) for all \( t \in \mathbb{T} \setminus T \), where \( T = \{t_\ell\}_{\ell=1}^{L} \), is also done in a fashion similar to the proof of Theorem 10 (see Section A.3).
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