Probabilistic Scan Matching: Bayesian Pose Estimation from Point Clouds
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Abstract—Estimating position and orientation change of a mobile platform from two consecutive point clouds provided by a high-resolution sensor is a key problem in autonomous navigation. In particular, scan matching algorithms aim to find the translation and rotation of the platform such that the two point clouds coincide. The association of measurements in point cloud one with measurements in point cloud two is a problem inherent to scan matching. Existing methods perform non-probabilistic data association, i.e., they assume a single association hypothesis. This leads to overconfident pose estimates and reduced estimation accuracy in ambiguous environments. Our probabilistic scan matching approach addresses this issue by considering all association hypotheses with their respective likelihoods. We formulate a holistic Bayesian estimation problem for both data association and pose estimation and present the corresponding joint factor graph. Near-optimum maximum a posteriori (MAP) estimates of the sensor pose are computed by performing iterative message passing on the factor graph. Our numerical study shows performance improvements compared to non-probabilistic scan matching methods that are based on the normal distributions transform (NDT) and implicit moving least squares (IMLS).

I. INTRODUCTION

High-resolution sensors for situational awareness such as Light Detection and Ranging (LiDAR) and imaging sonar are paramount for autonomous navigation due to their unique sensing capabilities. LiDAR sensors can provide extremely high resolution accompanied by precise depth information and are thus ideal for automated driving and advanced driver assistance systems (ADAS) [1]. Imaging sonar generates accurate echo intensity profiles of the scanned area and can enable autonomous underwater vehicles (AUV) to navigate in an unknown and possibly unstructured environment [2]. Beyond object tracking and classification or environmental perception, high-resolution sensors can be cornerstones for ego-state estimation which can help navigating in challenging environments [3]–[10]. By matching two scans obtained at different time instances, information on the change of position and orientation (also known as relative pose) of the sensor can be extracted. A simplistic example from the LiDAR domain is depicted in Fig. 1.

State-of-the-art scan matching approaches [3]–[10] typically use heuristics that require a good initial guess on the relative pose of the sensor. Moreover, they rely on a key assumption: The association of scan data can be described by a single deterministic association hypothesis. This assumption can lead to poor and overconfident estimates of the relative pose if the scans contain ambiguous data or non-associable artifacts. State-of-the-art algorithms typically fail if the scan data association is erroneous, the generating environment does not allow for an unambiguous estimation of the relative pose, or scan points originate from detection errors belonging to dynamic objects. Another frequently-occurring challenge of the scan matching paradigm is partial observability of the environment, which describes the phenomenon that two scans recorded at different poses almost never depict the identical scene.

In contrast to state-of-the-art method, we formulate scan matching as a Bayesian inference problem. This approach aims to increase resilience to sensing artifacts and partial observability by performing scan associations probabilistically [11]–[14]. Our main contributions can be summarized as follows:

• We derive a stochastic model which entangles both scan association and pose estimation in a holistic fashion.
• We present a Bayesian inference algorithm for relative pose estimation based on probabilistic scan matching.

Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors
and matrices are denoted by bold lowercase and uppercase
letters, respectively. For example, a random variable and its
realization are denoted by \( x \) and \( x \); a random vector and its
realization are denoted by \( \mathbf{x} \) and \( \mathbf{x} \). Furthermore, \( \mathbf{x}^T \) denotes the transpose of vector \( \mathbf{x} \). \( f(\mathbf{x}) \) denotes the probability density function
(PDF) or probability mass function (PMF) of continuous or
discrete random vector \( \mathbf{x} \). Finally, \( \mathbf{0}_n \) is the row vector
of size \( n \) containing all zeros.

II. FUNDAMENTALS AND PROBLEM FORMULATION

We define the notion of poses, describe our sensor and
measurement models, and present our problem formulation.

A. Preliminaries

1) Pose Representation: We refer to the position and
orientation of a rigid object as pose. The pose of the sensor
in \( \mathbb{R}^N \)-dimensional space can be conveniently represented
by the following matrix from the special Euclidean group
\( \mathbb{S}(N) \) [15]

\[
\mathbf{P} = \begin{pmatrix}
\mathbf{R} & \mathbf{t} \\
0_{N\times n} & 1
\end{pmatrix}
\]

where \( \mathbf{R} \) is a \( N \times N \) rotation matrix and \( \mathbf{t} \in \mathbb{R}^N \) is a
translation vector. From source pose \( \mathbf{P}_s \) and destination pose
\( \mathbf{P}_d \), we can determine the relative pose \( \Delta \mathbf{P} \in \mathbb{S}(N) \) as

\[
\Delta \mathbf{P} = \mathbf{P}_d \mathbf{P}_s^{-1} = \begin{pmatrix}
\Delta \mathbf{R} & \Delta \mathbf{t} \\
0_{N\times n} & 1
\end{pmatrix}
\]

where \( \Delta \mathbf{R} \) is the rotation matrix \( \Delta \mathbf{R} \) and the translation
vector \( \Delta \mathbf{t} \in \mathbb{R}^N \) describe the change of orientation and
displacement between \( \mathbf{P}_s \) and \( \mathbf{P}_d \), respectively.

2) Sensor Characteristics: We consider a high-resolution
sensors that illuminates the environment and uses reflected
and scattered signal components to infer spatial information
on the observed scene. Typically, sets of scan points (so-called
clouds) are the results of sensing. Here, we consider two distinct sets: source and destination
clouds. We define the destination point cloud as

\[
d(i) \in \mathbb{R}^N \equiv \{d(1)^T, d(2)^T, \ldots, d(N)^T\}^T
\]

where \( d(i) \in \mathbb{R}^N \) denotes the \( i \)-th noisy scan point in
Cartesian coordinates. Similarly, we introduce the source
point cloud \( s \equiv \{s(1)^T, s(2)^T, \ldots, s(N)^T\}^T \).

3) Surface Information: Surface normal vectors are a
common method to preserve information on the shapes of
the underlying surfaces without the need of having explicit
representations of them [16]-[18]. We build upon this idea
and augment every destination scan point \( d(i) \) by a normal
vector \( n(i) \in \mathbb{R}^N \), \( i = 1, 2, \ldots, N_D \). The normal vector \( n(i) \)
of destination scan point \( d(i) \) is determined based on the set of neighboring destination scan points
\( N(i) \). The threshold \( d(i) \) controls the size of the neighborhood. The literature
on the computation of surface normal vectors is rich and
the interested reader can find an overview in [18]. In our
work, we determine \( i \)-th surface normal vector \( n(i) \), as the
eigenvector which corresponds to the smallest eigenvalue of
the sample covariance matrix of \( N(i) \). Hereafter, we will refer
to destination scan points and their associated normal vector
as destination surface points.

B. Measurement Model

Before introducing our measurement model, it is worth
noting that all scan points are considered in homogeneous
cordinates to cope with our pose representation, i.e.,
\( d_H(i) \equiv \{d(1)^T, d(2)^T, \ldots, d(N)^T\}^T \), \( i = 1, 2, \ldots, N_D \),
and \( s_H(i) \equiv \{s(j)^T\}^T, j = 1, 2, \ldots, N_S \). For mathematical
convenience, we introduce stacked vectors of source points,
destination points and their normals as follows:

\[
s_H = [s_H(1)^T, s_H(2)^T, \ldots, s_H(N)^T]^T, d_H = [d_H(1)^T, d_H(2)^T, \ldots, d_H(N)^T]^T,
\]

and \( n_H = [n_H(1)^T, n_H(2)^T, \ldots, n_H(N)^T]^T \).

1) Point-to-plane Error Metric: We can link the relative
pose \( \Delta \mathbf{P} \) to source scan points, \( s(j), \forall j \), and destination
surface points, \( \{d(i), n(i)\}, \forall i \), via a point-to-plane metric
[19]. In particular, our measurement model is given by

\[
n_H(i) \left( d_H(i) - \Delta \mathbf{P} s_H(i) \right) = e(i) \quad j = 1, 2, \ldots, N_S
\]

in which \( e(i) \) is an error term with known PDF \( f(e(i)) \).
The left-hand side of (1) is typically referred to as pseudo
measurements [20]. For future reference, we also introduce the
joint measurement vectors \( z(1)^T, z(2)^T, \ldots, z(N)^T \),
\( z(i) = [d_H(i)^T, n_H(i)^T, s_H(i)^T]^T, \) and \( z = [d_H(i), n_H(i), s_H(i)]^T \).
Note that from (1) and the error statistics \( f(e(i)) \), we can directly
obtain conditional PDFs \( f(z(i)|\Delta \mathbf{P}) \) for each pair \( (i, j) \).

The measurement model (1) is briefly discussed in what
follows. Suppose we knew the relative pose \( \Delta \mathbf{P} \) and the
association \( (i, j) \) of source points \( s_H(i) \) and destination
surface point \( \{d_H(i), n_H(i)\} \). Then, the expression within the parenthesis
on the left-hand side of (1) implies that we can transform
the source scan point \( s_H(i) \) via relative pose \( \Delta \mathbf{P} \) and we
will retrieve the destination scan point \( d_H(i) \). Note that the
sensor does not measure the exact same point on a surface
from different poses due to its finite resolution (see Fig. 1).
We account for this by embedding the local information of
the surface. This is achieved by multiplying with the surface
normal \( n_H(i) \). Thus, the deviation of the transformed source
point from destination point is measured only in the direction
of the surface normal. The remaining error is given by \( e(i) \).

2) Associability of Scan Points: High-resolution sensing,
with effects such as occlusion and finite sensing range, make
scenes appear differently even if they are observed from
similar poses. As a result, the number of source points \( N_S \)
and destination points \( N_D \) are generally different and not
all scan points are associative. For robust scan matching,
we need to account for scan points which cannot be asso-
ciated. In particular, we introduce the destination-oriented

\[1\] In particular, full knowledge of \( f(e(i)) \) is typically unavailable and the
PDF needs to be approximated by its most significant moments.
data association vector \( \mathbf{a} = [a^{(1)} \ a^{(2)} \ldots a^{(N_D)}]^T \) in which \( a^{(i)}, i \in \{1,2,\ldots,N_D\} \) refers to the association variable of the \( i^{th} \) destination surface point. \( a^{(i)} \) can take any value from the set \( \{0,1,\ldots,N_S\} \), where \( a^{(i)} = j \) means that the \( i^{th} \) destination surface point relates to the \( j^{th} \) source point. Moreover, \( a^{(i)} = 0 \) means that the destination surface point \( \{d_H^{(i)}, n_H^{(i)}\} \) is not associative to any source point \( s_H^{(j)}, \forall j \).

C. Problem Formulation

Fig. 1 graphically depicts the problem we attempt to solve. Our goal is to infer the relative pose \( \Delta \mathbf{P} \) of the sensor based on the source and destination point clouds by transforming the source point cloud onto the destination point cloud. Note that the associations between source scan points and destination surface points \( \mathbf{a} \) are unknown and need to be inferred jointly with the relative pose \( \Delta \mathbf{P} \) which is a random matrix on the manifold \( SE(N_{dim}) \).

In the pursuit of solving this problem robustly, we resort to the probabilistic domain. Our goal is to obtain a Bayes-optimum estimate of the relative pose \( \Delta \mathbf{P} \) considering all valid data association hypotheses \( \mathbf{a} \). First, we marginalize the joint posterior distribution \( f(\Delta \mathbf{P}, \mathbf{a}|z) \) to obtain \( f(\Delta \mathbf{P}|z) \) which factors in all valid data association hypotheses. Then, we derive an maximum a posteriori (MAP) estimate by maximizing the marginal posterior distribution, i.e.,

\[
\hat{\Delta} \mathbf{P}_{\text{MAP}} = \arg \max_{\Delta \mathbf{P}} f(\Delta \mathbf{P}|z). \tag{2}
\]

Note that determining \( f(\Delta \mathbf{P}|z) \) by direct marginalization (i.e., \( f(\Delta \mathbf{P}|z) = \sum_{\mathbf{a}} f(\Delta \mathbf{P}, \mathbf{a}|z) \)) is infeasible due to the high-dimensionality of the summation space as discussed in Section III. We consider feasible approximate calculation based on the notion of message passing [21–23].

III. STOCHASTIC MODELING

Here, we present our novel stochastic model which couples data association, sensor pose, and point cloud measurements.

A. Modeling of the Point-to-Surface-Point Associations

We attempt to associate \( N_S \) source points to \( N_D \) destination surface points. Recall, though, that not all points in the source and destination scan are associative. We assume the number of non-associable source points, \( N_{NA} \), to be random and Poisson distributed with mean \( \lambda_{NA} \). Hence the total number of source points, \( N_S \), is also random and given by

\[
N_S = N_{NA} + |D_a|, \tag{3}
\]

where \( D_a \triangleq \{i \in \{1,2,\ldots,N_D\} : a^{(i)} \neq 0\} \).

Valid associations are those in which each source point \( s_H^{(j)} \) is associated to at most one destination surface point \( \{d_H^{(i)}, n_H^{(i)}\} \), and each destination surface point \( \{d_H^{(i)}, n_H^{(i)}\} \) is associated to at most one source point \( s_H^{(j)} \). This assumption imposes constraints on \( \mathbf{a} \). In particular, \( \mathbf{a} \) is valid if and only if \( a^{(i)} = j \in \{1,\ldots,N_S\} \), \( a^{(i')} \neq j, \forall i' \neq i' \). These constraints can be conveniently expressed by

\[
\Psi(\mathbf{a}) = \begin{cases} 0, & a^{(i)} = a^{(i')} = j, i \neq i', j \neq 0 \quad (4) \\ 1, & \text{otherwise}. \end{cases}
\]

Note that the cardinality of valid hypothesis is huge, rendering enumeration of all hypotheses intractable [12], [24]. To address this issue, we introduce a redundant formulation of \( \mathbf{a} \): the source-oriented data association vector \( \mathbf{b} = [b^{(1)} \ b^{(2)} \ldots b^{(N_S)}]^T \), in which \( b^{(j)} \in \{1,\ldots,N_D\} \) and \( b^{(j)} = i \) means that the \( j^{th} \) source point is associated to the \( i^{th} \) destination surface point. If \( b^{(j)} = 0 \), the \( j^{th} \) source point is non-associable. For source-oriented data association vectors \( \mathbf{b} \) we have \( b^{(j)} = i \in \{1,\ldots,N_D\}, b^{(j')} \neq i, \forall j' \neq j \). Note that the set of all valid vectors \( \mathbf{b} \) contains exactly the same information as that of all valid vectors \( \mathbf{a} \).

The reason for introducing this redundant data association representation is that validity of association hypotheses can now be described via pairs of \( a^{(i)} \) and \( b^{(j)} \) instead of the entire vector \( \mathbf{a} \), making evaluation tractable. This is described in more detail in [12], [24]. It can be easily verified that valid data associations can be described by

\[
\Psi(\mathbf{a}, \mathbf{b}) = \prod_{i=1}^{N_D} \prod_{j=1}^{N_S} \psi_{i,j}(a^{(i)}, b^{(j)}), \tag{5}
\]

where

\[
\psi_{i,j}(a^{(i)}, b^{(j)}) \triangleq \begin{cases} 0, & a^{(i)} = j, b^{(j)} \neq i \quad (6) \\ b^{(j)} = i, a^{(i)} \neq j \\ 1, & \text{otherwise}. \end{cases}
\]

Note that we treat both \( \mathbf{a} \) and \( \mathbf{b} \) as random vectors that are inferred jointly with the relative pose \( \Delta \mathbf{P} \).

B. Joint Posterior Distribution

In what follows, we derive the joint posterior distribution \( f(\Delta \mathbf{P}, \mathbf{a}, \mathbf{b}|z) \) and the corresponding factor graph. For \( z \) observed and thus fixed, we obtain

\[
f(\Delta \mathbf{P}, \mathbf{a}, \mathbf{b}|z) \propto f(z, \mathbf{a}, \mathbf{b}, N_S|\Delta \mathbf{P})f(\Delta \mathbf{P}). \tag{7}
\]

\( f(\Delta \mathbf{P}) \) is a random matrix pdf with support \( SE(N_{dim}) \) that incorporates prior knowledge on the relative pose \( \Delta \mathbf{P} \). The conditional PDF \( f(z, \mathbf{a}, \mathbf{b}, N_S|\Delta \mathbf{P}) \) is given by

\[
f(z, \mathbf{a}, \mathbf{b}, N_S|\Delta \mathbf{P}) = \frac{e^{-\lambda_{NA}}}{N_{NA}!} \Psi(\mathbf{a}, \mathbf{b})v(\Delta \mathbf{P}; s_H) \prod_{i=1}^{N_D} q_i(\Delta \mathbf{P}, a^{(i)}; z^{(i)}) \tag{8}
\]

where we introduced \( v(\Delta \mathbf{P}; s_H) \triangleq \prod_{i=1}^{N_S} f_{\mathbf{NA}}(s_H^{(j)}|\Delta \mathbf{P}) \) and

\[
q_i(\Delta \mathbf{P}, a^{(i)}; z^{(i)}) = \begin{cases} f_A(\Delta \mathbf{P}) \frac{f(z^{(i)}, a^{(i)}|\Delta \mathbf{P})}{\lambda_{NA} f_{\mathbf{NA}}(s_H^{(i)}|\Delta \mathbf{P})} a^{(i)} \neq 0 \\ 1 - f_A(\Delta \mathbf{P}) a^{(i)} = 0 \end{cases} \tag{10}
\]

and used \( \Psi(\mathbf{a}, \mathbf{b}) \) from (5). A detailed derivation of (8) together with the underlying assumptions is provided in Appendix A. By using (8) in (7), we obtain the joint posterior distribution \( f(\Delta \mathbf{P}, \mathbf{a}, \mathbf{b}|z) \) shown in (9).

Let us discuss the expression in (9) to gain further insights into our model. Suppose that we have a destination
The factor graph of the joint posterior distribution in (9) is depicted in Fig. 2. Our goal is to infer the marginal posterior distribution \( f(\Delta P|z) \) via message passing (messages are indicated with grey arrows). This PDF will maximized in a subsequent step to obtain an MAP estimate of the relative pose \( \Delta P \). We use the following shorthand notations within the graph: \( f_{\Delta P} \equiv f(\Delta P), q_i \equiv q_i(\Delta P, a^{(i)}, z^{(i)}), \psi_{i,j} \equiv \psi_{i,j}(a^{(i)}, b^{(j)}), \nabla_{a^{(i)}} P_{\Delta P}(\Delta P) \). 

End For

4: Perform \( N_{DA} \) data association iterations

\[ \mu_{d} \rightarrow q_{a} \left(a^{(i)}\right) = \int q_{i}(\Delta P, a^{(i)}; z^{(i)}) \mu_{d} \rightarrow q_{a} \left(\Delta P\right) d\Delta P \]

End For

5: Forward data association result

\[ \mu_{d} \rightarrow q_{a} \left(a^{(i)}\right) = \prod_{j=1}^{N_{d}} P_{\Delta P}(\Delta P) \]

End For

6: Marginalize associations

\[ \mu_{d} \rightarrow \Delta P \left(\Delta P\right) = \sum_{a^{(i)}=0} P_{\Delta P}(\Delta P, a^{(i)}; z^{(i)}) \mu_{d} \rightarrow q_{a} \left(a^{(i)}\right) \]

End For

7: Determine marginalized posterior \( f(\Delta P|z) \)

\[ f(\Delta P|z) \approx f(\Delta P)P_{\Delta P}(\Delta P) \prod_{i=1}^{N_{d}} \mu_{d} \rightarrow \Delta P \left(\Delta P\right) \]

End For

First, we perform Algorithm 1 to compute an accurate approximation of the marginal posterior \( f(\Delta P|z) \). Then, our goal is to derive the MAP estimate, \( \Delta P_{MAP} = \arg \max_{\Delta P} f(\Delta P|z) \), by maximizing (11) with \( N_{DA} \). To that end, we employ iterative numerical solvers that exploit the structure of \( SE(\Delta) \) [26]. As initial guess, we use the pose sample that maximizes the marginal posterior, \( \Delta P_{init} = \arg \max_{\Delta P} f(\Delta P|z), \quad p \in \{1, 2, \ldots N_{p}\} \)
where $\Delta P^{(p)}$, $p = 1, 2, \ldots, N_P$ are random samples drawn from $f(\Delta P)$.

We emphasize that our approach determines the full marginal posterior distribution $f(\Delta P | z)$. Obtaining an estimate by finding its mode is by no means the only information that we can extract from it. We could derive, e.g., uncertainty information on our estimate that we can use to reason about the quality of matching. Such knowledge is typically required for closing loops in simultaneous localization and mapping (SLAM) applications. Beyond scan-to-scan matching, our proposed stochastic model can be embedded into online or offline factor graph-based trajectory estimation.

The computational complexities in the pose inference and data association layers (see Fig. 2) as well as for optimization are given by $O(N_D N_S N_v)$, $\ast \in \{P, DA, IT\}$. To avoid high complexity, segmentation of point clouds [27] can be used to generate semantic clusters (e.g., road surface, guardrails, poles, etc.) where each cluster contains significantly fewer points than the original point cloud. Running multiple instances (one for each cluster) of our proposed algorithm in parallel reduces the complexity as $N_{D,i} N_{S,i} \ll N_D N_S$, where $N_{D,i}$ and $N_{S,i}$ denote the number of destination and source points in cluster $i$, respectively.

V. NUMERICAL EVALUATION

In this section, we evaluate the our scan matching approach based on simulated data and present the results.

A. Simulation Scenario

We consider a vehicle that drives in the urban environment depicted in Fig. 3. The vehicle moves with a constant velocity of 10 m/s along the indicated trajectory (red line). It is equipped with a 360°-LiDAR sensor that generates scans every $\Delta T = 80$ ms. We treat the current scan as the source scan and the previous scan as the destination scan to obtain pose estimates that are inline with the motion of the vehicle.

The sensor has an angular resolution of 1 deg and a maximum sensing range of 100 m. The scanner obtains range and bearing estimates that are corrupted by zero-mean Gaussian noise with standard deviation $\sigma_{\text{range}} = 0.05$ m and $\sigma_{\text{bearing}} = 0.5$ deg, respectively. Non-associable source points are assumed to be uniformly distributed in range and bearing, being independent of $\Delta P$. The number of non-associable source points is assumed Poisson distributed with mean $\lambda_{\text{NA}} = 1$. For surface normal computation, we use $d_{\text{TH}} = 2$ m. An exemplary scan is depicted in Fig. 3. We use the following parameters for our proposed algorithm. The probability of associability is constant $f_\ast(\Delta P) = 0.8$. For each $j \in \{1, 2, \ldots, N_S\}$, the noise statistics of $f(e^{(j)})$ are assumed zero-mean Gaussian distributed with standard deviation $\sigma_{e(j)} = 0.03$ m. Translation and rotation prior are considered uniform within the intervals $[-10, 10]$ m and $[-90, 90]$ deg. We performed $N_{\text{MC}} = 100$ Monte Carlo trials.

B. Performance Comparison

We compare our probabilistic scan matching approach to normal distributions transform (NDT) scan matching [3] and implicit moving least squares (IMLS) scan matching [6]. In our implementation of IMLS, we set the neighborhood parameter to $h = 2$ and obtained estimates by minimizing [6, Eq. (1)]. We employ the following error metrics to evaluate the translation and rotation drift: $\epsilon_{\text{trans}} = ||\Delta t_{\text{MAP}} - \Delta t|| / ||\Delta t||$ and $\epsilon_{\text{rot}} = \arccos((\text{Tr}(\Delta R_{\text{MAP}} \Delta R - 1)/2)||\Delta t||)$, where $\Delta t_{\text{MAP}}$ and $\Delta R_{\text{MAP}}$ are the estimated translation and rotation extracted from $\Delta P_{\text{MAP}}$, $\Delta t$ and $\Delta R$ are the ground truth translation and rotation, and $\text{Tr}(\cdot)$ is the trace operator.

Results are depicted in Tab. I. Here, $\epsilon_{\text{trans,q}}$ refers to an error threshold such that $q\%$ of all relative observed translation errors $\epsilon_{\text{trans}}$ are below this threshold. The same logic applies to $\epsilon_{\text{rot,q}}$. For example, $\epsilon_{\text{trans,50}}$ is the median relative translation error. From Tab I we observe that median relative translation and rotation errors of NDT and our proposed approach both show low drifts. However, considering $\epsilon_{\text{trans,q}}$, NTD shows a significantly larger drift compared to our proposed probabilistic approach. IMLS scan matching shows large drifts, presumably due to the absence of a good initial guess provided to the optimizers. Exemplary estimated trajectories obtained via a concatenation of relative pose estimates are also shown in Fig. 3 where we can see how closely our approach attains ground truth.

| Relative Trans. Error | Proposed | NDT [3] | IMLS [6] |
|-----------------------|----------|---------|----------|
| $\epsilon_{\text{trans,50}}$ | 1.87% | 1.800% | 6.60% |
| $\epsilon_{\text{trans,95}}$ | 7.723% | 94.65% | 28.06% |

| Relative Rotation Error | Proposed | NDT [3] | IMLS [6] |
|------------------------|----------|---------|----------|
| $\epsilon_{\text{rot,50}}$ | 0.0349°/m | 0.0203°/m | 0.2487°/m |
| $\epsilon_{\text{rot,95}}$ | 0.1123°/m | 0.0759°/m | 2.2016°/m |

TABLE I

ERROR QUANTILES OF SIMULATED POSE ESTIMATION METHODS.
VI. CONCLUSIONS

We derived a probabilistic scan matching model which jointly describes the pose change of a high-resolution sensor along with the unknown data associations of observed scan points. Moreover, we presented an inference algorithm for that model which determines the posterior distribution of pose change given scan data. Compared to state-of-the-art scan matching algorithms, our approach considers all data association hypotheses and allows for uncertainty quantification, as the full posterior distribution is available. Numerical studies show precise pose change estimates characterized by low drift in terms of both translation and rotation.

APPENDIX A

DERIVATION OF $f(z,a,b,N_S|\Delta P)$

We make the following assumptions:

A1) Source points, $s_H^{(j)}, \forall j$, are either associable or non-associable. Every associable source point can be associated with at most one destination surface point and every destination surface point can be associated to at most one associable source point.

A2) Valid source-to-destination associations according to A1 are uniformly distributed a priori.

A3) Associability of destination points, $\theta$, and the number of non-associable source points, $N_{NA}$, are statistically independent given the relative pose, $\Delta P$.

A4) The associability of destination surface points $i$ and $i', \forall i \neq i'$, $\theta^{(i)}$ and $\theta^{(i')}$, are independent Bernoulli-distributed random variables given the relative pose $\Delta P$. The probability of a destination surface point $i$ to be associable ($\theta^{(i)} = 1$) is $0 \leq f_A(\Delta P) < 1, \forall i$.

A5) The number of non-associable source points, $N_{NA}$, is Poisson-distributed with intensity $\lambda_{NA}$.

A6) A non-associable source point, $s_H^{(j)}$, is statistically independent of an associable source points, $s_H^{(j')}$. This holds for all associable and non-associable points.

A7) Given the relative pose $\Delta P$, pseudo measurements, $z^{(i,j')}, \forall i,j'$, corresponding to associable source points, $s_H^{(j')}, \forall j'$, are independent of each other and distributed according to $f(z^{(i,j')}|\Delta P)$.

A8) Non-associable source points, $s_H^{(j)}, \forall j$, are independent and identically distributed (iid) with PDF $f_{NA}(s_H^{(j)}|\Delta P) \neq 0$, $\Delta P \in SE(N_{dmm})$.

As a preliminary step, we derive the conditional PDF $f(z,a,N_S|\Delta P)$. This is closely related to the derivation of the joint probabilistic data association (JPDA) filter [11]. We start by decomposing $f(z,a,N_S|\Delta P)$ as

$$f(z,a,N_S|\Delta P) = f(z|a,N_S,\Delta P)f(a,N_S|\Delta P). \quad (13)$$

Let us next define the vector $\theta = [\theta^{(1)} \theta^{(2)} \ldots \theta^{(N_D)}]^T$ that indicates which destination surface point $i \in \{1,2,\ldots,N_D\}$ is associable ($\theta^{(i)} = 1$) or non-associable ($\theta^{(i)} = 0$). Note that $\theta^{(i)} = 1$ implies $a^{(i)} \neq 0$ and $\theta^{(i)} = 0$ implies $a^{(i)} = 0$. Due to (3), the mapping between $(a, \theta, N_{NA})$ and $(a, N_S)$ is thus deterministic as well as bijective and the factor $f(a, N_S|\Delta P)$ in (13) can also be written as $f(a, \theta, N_{NA}|\Delta P) = f(a, N_S|\Delta P)$.

As a result of the chain rule and by using A3), we obtain

$$f(a, N_S|\Delta P) = f(a, \theta, N_{NA}|\Delta P) = f(a|\theta, N_{NA}, \Delta P)f(\theta|\Delta P, N_{NA})f(N_{NA}|\Delta P) = f(a|\theta, N_{NA}, \Delta P)f(\theta|\Delta P)f(N_{NA}|\Delta P). \quad (14)$$

Note that A4) implies

$$f(\theta|\Delta P) = \left( \prod_{i \in D_a} f_A(\Delta P) \right) \prod_{i \notin D_a} (1 - f_A(\Delta P)) \quad (15)$$

and from A5), we obtain

$$f(N_{NA}|\Delta P) = \frac{\lambda_{NA}}{N_{NA}!} e^{-\lambda_{NA}}. \quad (16)$$

Let us denote by $A$ the set of all vectors $a$ that do not violate assumption A1). From basic results of combinatorics and A2), it is straightforward to show that $f(a|\theta, N_{NA}, \Delta P) = N_{NA}/N_{S}$ for $a \in A$ and thus $f(a|\theta, N_{NA}, \Delta P) = \Psi(a)$ for arbitrary $a \in \{0,1,\ldots,N_{S}\}^{N_D}$. Using this result as well as (15) and (16) in (14), we obtain

$$f(a,N_S|\Delta P) = \Psi(a) \frac{\lambda_{NA}^{N_{NA}-|D_a|}}{N_{S}!} e^{-\lambda_{NA}} \left( \prod_{i \in D_a} f_A(\Delta P) \right) \times \prod_{j \notin D_a} (1 - f_A(\Delta P)). \quad (17)$$

Furthermore, using A6)-A8) $f(z|a,N_S,\Delta P)$ in (13), can be expressed as

$$f(z|a,N_S,\Delta P) = \left( \prod_{j=1}^{N_S} f_{NA}(s_H^{(j)}|\Delta P) \right) \prod_{i \in D_a} \frac{f(z^{(i,a^{(i)})}|\Delta P)}{f_{NA}(s_H^{(a^{(i)})}|\Delta P)}. \quad (18)$$

Now, we use the expression for $f(a,N_S|\Delta P)$ in (17) and the expression for $f(z|a,N_S,\Delta P)$ in (18) into (14) and obtain

$$f(z,a,N_S|\Delta P) = \Psi(a) \frac{\lambda_{NA}^{N_{NA}-|D_a|}}{N_{S}!} e^{-\lambda_{NA}} \left( \prod_{j=1}^{N_S} f_{NA}(s_H^{(j)}|\Delta P) \right) \times \left( \prod_{i \in D_a} \frac{f_A(\Delta P)f(z^{(i,a^{(i)})}|\Delta P)}{f_{NA}(s_H^{(a^{(i)})}|\Delta P)} \right) \prod_{j \notin D_a} (1 - f_A(\Delta P)). \quad (19)$$

Finally, the final expression for $f(z,a,b,N_S|\Delta P)$ in (8) is obtained from the expression for $f(z,a,N_S|\Delta P)$ in (19) by “opening” the factor $\Psi(a)$. In particular, we introduce $b$ as described in [24, Section V.B] and replace $\Psi(a)$ by $\Psi(a,b)$ in (5).
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