Collective dynamics of chemically active particles trapped at a fluid interface
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Chemically active colloids generate changes in the chemical composition of their surrounding solution and thereby induce flows in the ambient fluid which affect their dynamical evolution. Here we study the many–body dynamics of a monolayer of active particles trapped at a fluid–fluid interface. To this end we consider a mean–field model which incorporates the direct pair interaction (including also the capillary interaction which is caused specifically by the interfacial trapping) as well as the effect of hydrodynamic interactions (including the Marangoni flow induced by the response of the interface to the chemical activity). The values of the relevant physical parameters for typical experimental realizations of such systems are estimated and various scenarios, which are predicted by our approach for the dynamics of the monolayer, are discussed. In particular, we show that the chemically–induced Marangoni flow can prevent the clustering instability driven by the capillary attraction.

Introduction.— Chemically active, micron–sized particles are capable of self–induced motility by promoting a chemical reaction in the surrounding solution [1, 2]. Numerous experimental [1–9] and theoretical [10–21] studies have been devoted to the motility mechanisms of such particles. Since the motion is caused by an intricate coupling between the chemical and hydrodynamic flow fields produced by these particles, this kind of colloids may exhibit a very complex behavior — such as the emergence of surface–bounded steady–states [22–26], enhanced motility [27], rheotaxis [28], gravitaxis [29, 30] — when they move near walls or are exposed to external flows or force fields.

The phenomenology becomes even richer if the walls, in addition to their “inert” role as a provider of confinement, are themselves responsive to, e.g., the chemical inhomogeneities induced by the activity of the colloids [31]. A natural realization of this scenario is a fluid–fluid interface, the surface tension of which depends on the distribution of chemicals near the interfacial region. In this case, the spatially nonuniform distribution of chemical components gives rise to Marangoni stresses[1] and the ensuing Marangoni flow in the ambient fluid leads either to self–propulsion along the interface for a particle trapped at the interface [33, 34] or to an effective, long–ranged interaction of the particle with an interface located in its proximity [35].

Naturally the issue arises concerning the collective behavior of chemically active particles forming a monolayer at a responsive fluid–fluid interface. The effective interaction between two particles, a distance $d$ apart, due to the advection by the induced Marangoni flow is equivalent to a long–ranged interparticle force decaying as $1/d$.

The study in Ref. [36] has shown that on large scales this can give rise to a clustering instability similar to the “chemotactic collapse” exhibited by the Keller–Segel model [37] if the chemical activity increases the surface tension. However, in general, the particles exhibit also interactions which are not of hydrodynamic nature but determine the equilibrium states. (In the present study, for reasons of simplicity and for this kind of interactions we shall use the notion “equilibrium–like”.) The capillary interaction between particles trapped at a fluid interface is particularly notable [38–40]. In two respects this interaction differs strongly from, e.g., electrostatic double layer or van der Waals interactions: (i) it is a direct consequence of surface tension; (ii) it decays as $1/d$ over a wide range of significant interparticle separations of the colloids and induces a clustering instability formally analogous to a “gravitational collapse” [41, 42] (and equivalent to the chemotactic collapse [43]). These two features are shared with the Marangoni–induced dynamics, and a competition between both effects (i.e., capillarity and Marangoni advection) is conceivable. Furthermore, the particle motion driven by the “equilibrium–like” interactions also induces a flow — formally indistinguishable from a Marangoni–stress driven one — in the ambient fluid, which leads to “anomalous collective diffusion” [44].

Accordingly, in the present study we aim at understanding the collective behavior exhibited by a monolayer of chemically active colloidal particles trapped at an interface in the presence of both “equilibrium–like” and hydrodynamic interactions. For this purpose, we employ a theoretical framework developed previously in Refs. [41, 45] for studying the collective dynamics of inert colloids trapped at a fluid interface, and consistently incorporate the simple model of chemical activity as dis-
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[1] We remark that a similar motility mechanism can originate from thermally induced Marangoni flows if the particle is heated (see, e.g., Ref. [32]).
cussed in Refs. [35, 36]. We study the stability of a homogeneous monolayer, with a special focus on the case that the “equilibrium-like” part of the interaction is dominated by the monopolar capillary attraction. Since the capillary attraction is exponentially screened beyond the capillary length \( \lambda \) (which is of the order of millimeter), the chemically induced Marangoni flow eventually dominates at the largest scales. However, on submillimeter scales, the capillary forces (and, more specifically, the advection by the ambient flow driven by them and leading to “anomalous diffusion” [44]) can dominate over the Marangoni flow. For typical experimental conditions, we show that the Marangoni flow can prevent the clustering driven by capillary attraction if the produced chemical species tends to decrease the surface tension of the interface.

**Theoretical model.** — We consider a collection of particles trapped at a flat fluid interface and forming a monolayer. The dynamic evolution of the system is driven by Brownian diffusion; external force fields; “equilibrium-like” particle interactions through direct forces (e.g., hard-core repulsion, electrostatic forces, or, specific to the presence of a fluid interface, capillary forces); and interactions mediated by the surrounding ambient fluid (i.e., in the form of hydrodynamic interactions). The source of the latter is not only the force (i.e., the “hydrodynamic monopole”) acting on each particle, but also the Marangoni stresses at the fluid interface induced by the spatial distribution of a tensioactive chemical species “A” which is liberated (or absorbed) by the particles.

In order to describe the collective evolution of the monolayer we assume that the evolution of the areal particle density \( \rho(r, t) \) occurs on time scales larger than any other process. (In order to keep the notation simple, we shall explicitly indicate the time dependence of \( \rho \) and other variables only when necessary.) Accordingly, one introduces the following fields (here, \( r = (x, y) \) denotes a point at the fluid interface, identified with the plane \( z = 0 \)): the velocity field \( \mathbf{v}(r) \) of the monolayer; the (thermodynamic) force per particle \( \mathbf{f}(r) \) due to mutual interactions, external force fields, and Brownian diffusion; the number density \( c(r, z) \) of the chemical A in bulk; the velocity field \( \mathbf{u}(r, z) \) in the bulk of the ambient fluid above and below the fluid interface; and the inhomogeneous surface tension \( \gamma(r) \) of the fluid interface. (We note that all these fields are also (implicitly) time dependent through their dependence on \( \rho \).)

The density field obeys the continuity equation for the monolayer, expressing particle number conservation:

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{v}), \quad \nabla := \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right),
\]

with the velocity field \( \mathbf{v}(r) \) in the overdamped regime of particle motion in the ambient flow given by

\[
\mathbf{v}(r) = \frac{\partial \mathcal{F}[\rho]}{\partial \rho(r)} \mathbf{f}(r) + \mathbf{u}(r, z = 0),
\]

where \( \Gamma(\rho) \) is the particle mobility in the monolayer. This velocity field expresses the superposition of the drag by the force and the advection by the ambient flow. Under the assumption of local equilibrium in isothermal conditions, the thermodynamic force \( \mathbf{f}(r) \) (i.e., the negative gradient of the chemical potential) can be expressed as

\[
\mathbf{f}(r) = -\nabla \frac{\delta \mathcal{F}[\rho]}{\delta \rho(r)}
\]

in terms of a free energy functional \( \mathcal{F}[\rho] \) for the monolayer. This functional accounts for the effect of Brownian motion, external force fields, and the “equilibrium-like” interactions between the particles. By construction this force has only an in-plane component; any non-vanishing component of the forces in the direction normal to the interface is exactly canceled by the constraining forces (usually the wetting forces) which impose the trapping at the interfacial plane \( z = 0 \).

The ambient flow \( \mathbf{u}(r, z) \) is given as the solution of the Stokes equation (describing incompressible flows at low Reynolds number) and it accounts both for the forces acting on the particles and for the Marangoni stresses at the fluid interface [35, 36, 45]:

\[
\mathbf{u}(r, z) = \int d^2 r' \left[ \rho(r') \mathbf{f}(r') + \nabla' \gamma(r') \right] \cdot \mathcal{O}(r - r' + z \mathbf{e}_z),
\]

with the Oseen tensor

\[
\mathcal{O}(R = r + z \mathbf{e}_z) = \frac{1}{8 \pi \eta_s |R|} \left[ \mathcal{I} + \frac{RR}{|R|^2} \right],
\]

where \( \mathcal{I} \) is the identity tensor and \( \eta_s \) is the arithmetic mean of the dynamical viscosities of the upper and the lower fluid phases, respectively\(^2\). (Equation (5) is obtained from the general solution given in Ref. [46] upon specializing to the case that the sources of the flow are localized within the plane \( z = 0 \).)

Following the analysis in Ref. [35], the dependence of the surface tension on the density of the tensioactive chemical at the interface is modeled as

\[
\gamma(r) = \gamma_0 - b_0 [c(r, z = 0) - c_0], \quad b_0 := -\frac{d\gamma}{dc}_{c=c_0},
\]

where \( c_0 \) and \( \gamma_0 \) are given reference values for the density of the species \( A \) and the surface tension, respectively. Typically the coefficient \( b_0 \) is positive so that the interfacial tension is reduced by the presence of the chemical.

The distribution of the chemical is determined as the stationary solution of the diffusion equation for the corresponding field \( c(r, z) \) with the particles acting as sources (or sinks) of the chemical species, assuming that the advection by the ensuing flows is negligible (i.e., the Péclet

\(^2\) We use the convention that adjacent vectors without the dot or the cross product sign denotes a dyadic (or tensorial) product.
number of the species \( A \) is considered to be very small \([33–35]\):
\[
D \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) c = -Q\delta(z)\varrho(r),
\]
where \( Q \) is the rate of production (if \( Q > 0 \)) or annihilation (if \( Q < 0 \)), respectively, of molecules of species \( A \) per colloidal particle, and \( D \) is the diffusion coefficient of the species \( A \) in the fluids. For reasons of simplicity and in order to allow for an analytical derivation in closed form, rendering physically intuitive results, we take the diffusion coefficient as well as the solubility of the species to have the same value in both fluids. (Under these conditions, both the field \( c \) and its derivatives are continuous at the interfacial plane \([35]\). This simplifies the problem significantly because the presence of the interface does not influence the distribution of the chemical species.)

Finally, this mathematical model has to be complemented with appropriate boundary conditions. One usually considers (also for reasons of simplicity) an unbounded domain with appropriate boundary conditions at infinity, such as vanishing ambient flow and a fixed current or a fixed chemical potential for the chemical species \( A \).

Equations (1–7) form a closed system which determines the evolution of the particle density field \( \varrho(r, t) \). Before proceeding with the corresponding analysis, three remarks are in order.

(i) The ambient flow \( \mathbf{u}(r, z) \), entering Eq. (2) and being given self-consistently in terms of the particle distribution, represents the effect of the hydrodynamic interactions, i.e., how the ambient flow driven by one particle affects the motion of the other ones. There are two mechanisms leading to a hydrodynamic interaction, which according to Eq. (4) enter on equal footing: one contribution is due to the forces \( \mathbf{f}(r) \) acting on the particles, and one is due to the chemical activity of the particles and is represented by the Marangoni stresses \( \nabla \gamma(r) \). This flow is computed in the point-particle approximation: only the monopolar (Stokeslet) term, given by the Oseen tensor, is retained, which describes a long-ranged hydrodynamic interaction (the Oseen tensor in Eq. (5) decays \( \sim 1/|\mathbf{R}| \)). This approximation can be viewed as the dilute limit of the model or, more generally, as a mean-field approximation in which the effect of the short-ranged correlations (in the form of higher-order hydrodynamic multipoles) is incorporated — at this level of description — by means of an effective density-dependence of the rheological parameters of the monolayer as, e.g., the particle mobility \( \Gamma \) \([47, 48]\). Notwithstanding the common

\[
\delta \mathbf{u}(r, z) = \int d^2 r' \left[ \varrho_0 \delta \mathbf{f}(r') - \varrho_0 \nabla' \delta c(r', z = 0) \right] \cdot \mathbf{O}(r - r' + z \mathbf{e}_z),
\]

with \( \delta c \) solving
\[
D \left( \nabla^2 + \frac{\partial^2}{\partial z^2} \right) \delta c = -Q\delta(z)\delta \varrho(r),
\]
features just discussed, in the following we shall reserve the notion “hydrodynamic interactions” to those induced by the forces \( \mathbf{f}(r) \), as it is common use in the literature, and the effects by the Marangoni stresses will be referred to specifically.

(ii) In Eq. (7) the particles are modeled as monopolar sources of the tensioactive species \( A \). This neglects, for reasons of simplicity, the detailed spatial structure of the production of \( A \) on the surface of the particles, e.g., to which extent they are Janus particles. In particular, because of the assumed spherical symmetry (monopolar source), a single particle does not move by self-ophoresis nor it is dragged in-plane by the Marangoni flow it induces. Therefore the influence of the particle activity on the dynamics shows up only as a collective effect via the hydrodynamic interactions and the Marangoni flows.

(iii) Equations (1–7) encompass, as limiting cases, two situations addressed recently in the literature. If the particles are not active (i.e., \( Q = 0 \) in Eq. (7)), one recovers the model introduced in Ref. [44] for the emergence of anomalous diffusion due to the hydrodynamic interactions. If, however, the monolayer is modeled as a two-dimensional (2D) ideal gas and the hydrodynamic interactions are neglected (i.e., if \( \mathbf{f} = 0 \) in Eq. (4)), the model reduces to the one studied in Ref. [36].

Linear stability of the homogeneous state.— We restrict the discussion to the case in which the external force fields have vanishing in-plane components (e.g., gravity for a horizontal interface). Therefore they do not contribute to \( \mathbf{f}(r) \) and the whole spatial dependence of the free energy \( \mathcal{F} \) in Eq. (3) enters only via the density field. In this case, the model described by Eqs. (1–7) has a stationary solution given by the homogeneous distribution \( \varrho(r, t) = \varrho_0 \). In the following we analyze the linear stability of this state with respect to small perturbations \( \delta \varrho(r, t) := \varrho(r, t) - \varrho_0 \).

By linearizing the governing equations we obtain the following system of equations which determines the evolution of the perturbation \( \delta \varrho \):
\[
\frac{\partial \delta \varrho}{\partial t} = -\varrho_0 \nabla \cdot [\Gamma_0 \delta \mathbf{f}(r) + \delta \mathbf{u}(r, z = 0)],
\]
where \( \Gamma_0 := \Gamma(\varrho_0) \),
\[
\delta \mathbf{f}(r) = -\nabla \int d^2 r' \left. \frac{\delta^2 \mathcal{F}[\varrho]}{\delta \varrho(r) \delta \varrho(r')} \right|_{\varrho = \varrho_0} \delta \varrho(r'),
\]
and
\[
\delta \mathbf{u}(r, z) = \int d^2 r' \left[ \varrho_0 \delta \mathbf{f}(r') - \varrho_0 \nabla' \delta c(r', z = 0) \right] \cdot \mathbf{O}(r - r' + z \mathbf{e}_z),
\]
Assuming that at infinity the perturbations vanish suffi-
ciently fast, one can introduce the 2D Fourier transforms of the fields:

$$\delta \varphi_k(t) := \int d^2 r \, e^{-ik \cdot r} \delta \varphi(r, t)$$  \hspace{1cm} (9)

and similarly for the others. With these Eq. (8a) turns into

$$\frac{\partial \delta \varphi_k}{\partial t} = -i k \cdot \left[ \Gamma_0 \varphi_0 \delta f_k + \varphi_0 \delta u_k(z = 0) \right].$$  \hspace{1cm} (10)

The absence of in-plane contributions from external fields implies translational invariance and isotropy for the dynamics at the interface, which allows us to introduce a function $D_0(r)$ as

$$\frac{\delta^2 F[\varphi]}{\delta \varphi(r) \delta \varphi(r')} \bigg|_{\varphi = \varphi_0} = \frac{1}{\Gamma_0 \varrho_0} D_0(|r - r'|).$$  \hspace{1cm} (11)

Therefore the convolution on the right hand side of Eq. (8b) is given by

$$\delta f_k = -i k \frac{D_0(k)}{\Gamma_0 \varrho_0} \delta \varphi_k,$$  \hspace{1cm} (12)

where

$$D_0(k) := \int d^2 r \, e^{-ik \cdot r} D_0(r)$$  \hspace{1cm} (13)

is the wavenumber–dependent coefficient of 2D collective diffusion of the monolayer in the absence of (long–ranged) hydrodynamic interactions (i.e., for $\delta u \equiv 0$ in Eq. (8a)). The value $D_0(k \to 0)$ is related to the isothermal compressibility of the monolayer in the equilibrium state [49]; for instance, for an ideal gas at temperature $T$ one has $T_{\text{ideal}}(\varphi) = k_B T \int d^2 r \, \varphi(r) [\ln|\varphi(r)| - 1]$ (where $\Lambda$ and $k_B$ are de Broglie’s thermal length and Boltzmann’s constant, respectively) so that $D_0(k) = \Gamma_0 k_B T$.

By using the known three-dimensional (3D) Fourier transform [50] of the Oseen tensor one obtains its 2D Fourier transform as

$$\int d^2 r \, e^{-ik \cdot r} \mathcal{O}(r + \varepsilon z) =$$

$$\int_{-\infty}^{+\infty} \frac{dq}{2\pi} \, e^{i q \cdot \varepsilon z} \left[ \mathcal{T} \left(-\frac{(k + q \varepsilon_z)(k + q \varepsilon_z)}{k^2 + q^2}\right)\right] =$$

$$\frac{e^{-k|z|}}{4\eta_i k} \left[ 2\mathcal{T} - (1 - k|z|)\varepsilon_z \varepsilon_z - (1 + k|z|)kk\right] ,$$  \hspace{1cm} (14)

so that the convolution on the rhs of Eq. (8c) leads to

$$i k \cdot \delta u_k(z = 0) = \frac{ik}{4\eta_i k} \cdot \left[ \varphi_0 \delta f_k - i k \varrho_0 \delta c_k(z = 0) \right].$$  \hspace{1cm} (15)

Equation (8d) can be solved via the 3D Fourier transform of $\delta c$ from which one determines the 2D Fourier transform $\delta c_k(z = 0)$ (analogously to the above calculation for the Oseen tensor)$^3$

$$\delta c_k(z = 0) = \int_{-\infty}^{+\infty} \frac{dq}{2\pi D(k^2 + q^2)} = \frac{Q}{2Dk} \delta c_k.$$  \hspace{1cm} (16)

By inserting Eqs. (12–16) into Eq. (10), one finally arrives at

$$\frac{\partial \delta \varphi_k}{\partial t} = \frac{\delta \varphi_k}{\tau_k} = -k^2 D_0(k) g(k) - \frac{\text{sign}(Qb_0)}{T_{\text{surf}}},$$  \hspace{1cm} (17)

where

$$g(k) := 1 + \frac{1}{L_{\text{hydro}} k},$$  \hspace{1cm} (18)

with the length scale [44]

$$L_{\text{hydro}} := \frac{4\eta_i \Gamma_0}{\varrho_0}$$  \hspace{1cm} (19)

and the time scale [36]

$$T_{\text{surf}} := \frac{8\eta_i + D}{|Qb_0|\varrho_0}.$$  \hspace{1cm} (20)

Equation (17) allows one to transparently identify the various driving mechanisms. The Marangoni stresses induce growth (if $Qb_0 < 0$) or decay (if $Qb_0 > 0$) of the perturbation at the same rate $1/T_{\text{surf}}$ at all length scales, i.e., independent of $k$. Since typically $b_0 > 0$, the associated Marangoni flow leads to an effective repulsive interaction between the particles if they are sources ($Q > 0$) of the tensioactive agent. The diffusive dynamics is encoded in $D_0(k)$, while the factor $g(k)$ accounts for the (long–ranged part of the) hydrodynamic interactions. Since $g(k) > 0$, the generic effect of these interactions is to reduce the time scales associated with the diffusive evolution. This is at variance with the usual effect of the short–ranged parts of the hydrodynamic interactions, which tend to reduce the mobility $\Gamma_0$ (at least for hard–spheres; the presence of direct short–ranged attractive interactions can favor an increase of the mobility [51, 52]). Furthermore, as discussed in Ref. [44], the factor $g(k)$ is responsible for the anomalous diffusion on length scales above $L_{\text{hydro}}$: $g(k \to 0)$ diverges, which implies a rate $\sim k D_0(0)$ for the evolution of the largest scales and thus amounts to a superdiffusive behavior. This divergence can be traced back to the dimensionality mismatch between the 2D dynamics of the confined colloid and the 3D hydrodynamic interactions mediated by the unconfined adjacent fluids.

$^3$ The divergences both in Eq. (14) and in Eq. (16) as $k \to 0$ reflect the slow spatial decay of the Green functions of the Stokes equation and the Poisson equation (7), respectively. They pose no mathematical difficulty because the Green functions are convoluted with the perturbation fields, which are taken to vanish at infinity sufficiently fast.
This length is of the order of millimeter. Therefore, for colloidal–sized particles this capillary monopolar interaction can be successfully addressed within a mean–field approximation, leading to \[^{[41]}\]
\[
D_0(k) = \frac{1}{T_{\text{Jeans}}} \frac{\lambda_0^2}{1 + (\lambda_0 k)^2},
\]  
(23)

with the characteristic time \(T_{\text{Jeans}}\) (Jeans time)
\[
T_{\text{Jeans}} := \frac{\gamma_0}{\Gamma_0 F^2 g_0}.
\]  
(24)

(This result follows by assuming a spatially constant surface tension \(\gamma_0\). Within the linear approximation of small perturbations \(\delta \rho\) considered here, the correction to the capillary interaction due to a spatially varying surface tension does not contribute.) The fact that the range \(\lambda_0\) is much larger than the interparticle separation sets this interaction apart from the other ones mentioned above: there is a whole range of wavenumbers \(k\) with \(k \to 0\) but \(\lambda_0 k \gg 1\) for which the continuum description we have introduced is valid and yet the approximation \(D_0(k) \sim k^{-2}\) (Eq. (23)) holds. In this intermediate range of scales this formal divergence is a signature of the long–ranged nature of the monopolar capillary attraction (which is formally analogous to 2D Newtonian gravity \[^{[42]}\]). In Eq. (17) it leads to a \(k\)–independent contribution like the one by the Marangoni flow, thus emphasizing the importance of studying the possible competition between these two effects. We remark that Eq. (23) describes an instability \((\mathcal{D}_0(k) < 0\), the so-called “capillary collapse”\) because for reasons of simplicity we have neglected the stabilizing effect of Brownian diffusion and of possible short–ranged repulsions. (In Eq. (23) this would appear as an additive term \(\mathcal{D}_{\text{short}}\) and it would become effective on length scales below the Jeans length \(L_{\text{Jeans}} := \sqrt{\mathcal{D}_{\text{short}} T_{\text{Jeans}}}\) \[^{[41]}\]).

As discussed above, the sign of the product \(Qb_0\) determines whether the effective interactions due to the Marangoni flows are attractive or repulsive. First, we consider the case \(Qb_0 > 0\), so that the repulsive effect of the Marangoni flow could actually counterbalance the capillary instability. In this case, the combination of Eqs. (17) and (23) gives the growth rate
\[
1 \frac{\lambda_0}{\gamma_0} \frac{1}{\Gamma_0 F^2 g_0} \left[1 + \left(\frac{L_{\text{hydro}}}{\lambda_0 k}\right)^2\right]^{-1} \frac{1}{T_{\text{surf}}},
\]  
(25)

Thus, the relevant physical dimensionless parameters are the ratio \(L_{\text{hydro}}/\lambda_0\), which controls the importance of the anomalous–diffusion effect on the capillary–driven dynamics, and the ratio \(T_{\text{Jeans}}/T_{\text{surf}}\), which measures the relative strength of the capillary forces and the Marangoni flows. The growth rate \(\tau_{\text{Jeans}}^{-1}\) is illustrated in Fig. 1(a), which allows one to straightforwardly infer the possible scenarios.

On scales \(k \ll \lambda_0^{-1}\), the capillary interaction is screened and the behavior thus corresponds to the case discussed

\[^{4}\] The capillary length is given by \(\lambda_0 = \sqrt{\gamma_0/(g \Delta \rho)}\), where \(\gamma_0\) is the surface tension, \(g\) is the acceleration of gravity, and \(\Delta \rho\) is the mass density contrast between the coexisting fluids.
This inequality follows from requiring that \( \tau_k^{-1} \) (solid blue line, Eq. (25)) for \( Qb_0 > 0 \) and the particular parameter choices \( L_{\text{hydro}}/\lambda_0 = 0.15 \) and \( T_{\text{Jeans}}/T_{\text{surf}} = 1.75 \). One observes a range of modes with \( \lambda_0 k \sim 1 \) which are unstable (\( \tau_k^{-1} > 0 \)). For comparison, the dashed red line shows \( \tau_k^{-1} \) for \( L_{\text{hydro}} \to \infty \); in this case all modes are stable. The inset shows the value \( k_{\text{max}} \) of the wavenumber at which the growth rate is maximum (see Eq. (26)). (b) Stability diagram in the parameter space spanned by the ratios \( L_{\text{hydro}}/\lambda_0 \) and \( T_{\text{Jeans}}/T_{\text{surf}} \). The separatrix is determined by \( T_{\text{Jeans}} \) = 0. Accordingly, “stable” (“unstable”) means that all modes (some modes) are stable (unstable) within the present linear stability analysis.

above with \( D_0 (k) \approx D_0 (0) = -\lambda_0^2 / T_{\text{Jeans}} \) finite, i.e., the stabilizing effect of the Marangoni flow dominates. However, on scales \( k \gtrsim \lambda_0^{-1} \) the system can be destabilized by the capillary forces; this occurs if the maximum of the curve in Fig. 1(a) lies above zero. The wavenumber \( k_{\text{max}} \) of the position of the maximum is given as

\[
\lambda_0 k_{\text{max}} = \frac{L_{\text{hydro}}}{\lambda_0} + \sqrt{1 + \left( \frac{L_{\text{hydro}}}{\lambda_0} \right)^2},
\]

(see the inset in Fig. 1(a)). The boundary of stability in the parameter space is given by the condition \( \tau_k^{-1} = 0 \), see Fig. 1(b). When \( L_{\text{hydro}} / \lambda_0 \), which is the most natural case for a colloidal monolayer (see, c.f., Eq. (32)), the effect of the long–ranged hydrodynamic interactions on the capillary–driven dynamics is important. In this limit one has \( \lambda_0 k_{\text{max}} \approx 1 \), and the computation of \( \tau_{k_{\text{max}}} \) shows that the homogeneous state is stabilized by the Marangoni flow against capillary collapse if

\[
\frac{T_{\text{Jeans}}}{T_{\text{surf}}} > \frac{\lambda_0}{2 L_{\text{hydro}}} \quad (\gg 1).
\]

This inequality follows from requiring that \( \tau_{k_{\text{max}}} \) is negative. On the other hand, if this inequality does not hold, an intermediate range of length scales are unstable, with the modes \( k \approx \lambda_0^{-1} \) growing the fastest. Although this is reminiscent of the early stages of spinodal decomposition during phase separation, further work is required in order to assess to what extent the nonlinear dynamical evolution is comparable with a coarsening scenario.

The specific signature brought about by the hydrodynamic interactions can be identified by comparing their influence with the predictions in the opposite limit \( L_{\text{hydro}} \gg \lambda_0 \), so that for the wavenumbers \( k \gtrsim \lambda_0^{-1} \), for which the capillary instability is relevant, one can neglect the effect of the hydrodynamic interactions (by setting \( g (k) \to 1 \) in Eq. (17)). The stability diagram in Fig. 1 shows that in this latter case the conditions, under which stabilization of the homogeneous distribution by the Marangoni flow occurs, are less stringent: \( T_{\text{Jeans}} / T_{\text{surf}} > 1 \) is sufficient. If a mode is unstable, there is usually a broad range of wavenumbers, \( 1 \lesssim \lambda_0 k \lesssim \lambda_0 k_{\text{max}} \approx 2 L_{\text{hydro}} / \lambda_0 \), for which the corresponding modes all grow roughly at the same rate (as in the case of the purely capillary instability [41]).

We finally succinctly remark on the case \( Qb_0 < 0 \): both capillarity and Marangoni flows induce an interparticle attraction and thus destabilize the homogeneous state. The two regimes, in which either one or the other mechanism is dominant, can be visualized from a diagram which has an appearance similar to Fig. 1(b), with the alternative reading that it depicts the parameter regions where clustering is driven predominantly either by capillary attraction (in the region labeled “unstable”, as before) or by the Marangoni flows (in the region labeled “stable”).

**Numerical estimates.**—In order to complement the theoretical analysis, here we discuss the expected values of the parameters \( T_{\text{Jeans}} / T_{\text{surf}} \) and \( L_{\text{hydro}} / \lambda_0 \) for typical experimental configurations at room temperature. A particle is characterized by its radius \( R \), the chemical activity \( Q \), and the capillary monopole \( F \). We introduce the dimensionless parameter \( q_R \), which compares the strength of the Marangoni flow with the Brownian motion [35], and the dimensionless parameter \( W_{\text{cap}} \), which compares the strength of the inter-particle potential due to capillary attraction with the thermal energy:

\[
q_R := \frac{3 Q b_0 R}{32 D k_B T}, \quad W_{\text{cap}} := \frac{F^2}{2 \pi \gamma_0 k_B T}.
\]

FIG. 1. (a) The growth rate \( \tau_k^{-1} \) (solid blue line, Eq. (25)) for \( Qb_0 > 0 \) and the particular parameter choices \( L_{\text{hydro}} / \lambda_0 = 0.15 \) and \( T_{\text{Jeans}} / T_{\text{surf}} = 1.75 \). One observes a range of modes with \( \lambda_0 k \sim 1 \) which are unstable (\( \tau_k^{-1} > 0 \)). For comparison, the dashed red line shows \( \tau_k^{-1} \) for \( L_{\text{hydro}} \to \infty \); in this case all modes are stable. The inset shows the value \( k_{\text{max}} \) of the wavenumber at which the growth rate is maximum (see Eq. (26)). (b) Stability diagram in the parameter space spanned by the ratios \( L_{\text{hydro}} / \lambda_0 \) and \( T_{\text{Jeans}} / T_{\text{surf}} \). The separatrix is determined by \( T_{\text{Jeans}} = 0 \). Accordingly, “stable” (“unstable”) means that all modes (some modes) are stable (unstable) within the present linear stability analysis.
We also invoke the Stokes mobility for a single particle:

$$
\Gamma_0 = \frac{1}{6 \pi \eta R}.
$$

(Although we are dealing with monolayers, it is known that for colloids in bulk solution Eq. (29) provides a reasonable, order-of-magnitude estimate of the mobility, which depends on the density and the interactions [51, 52].) From Eqs. (20) and (24) one obtains the ratio

$$
\frac{T_{\text{Jeans}}}{T_{\text{surf}}} = \frac{4 |q_R|}{W_{\text{cap}}}. 
$$

For colloidal particles at an air–water or an oil–water interface ($\gamma_0 \sim 0.05$ N/m), buoyancy effects lead to an estimate for the capillary force in the order of $W_{\text{cap}} \sim 10^{-6} \times (R/\mu m)^6$ [41], so that

$$
\frac{T_{\text{Jeans}}}{T_{\text{surf}}} \sim 4 \times 10^6 \times |q_1| \left(\frac{R}{\mu m}\right)^{-5},
$$

where $q_1 := q_R (R = 1 \mu m)$ (see Eq. (28)). The sensitive dependence of the capillary monopole on the particle size is transferred to this ratio. The hydrodynamic length scale $L_{\text{hydro}}$ can be estimated from Eqs. (19) and (29) as

$$
L_{\text{hydro}}/\lambda_0 = \frac{2 \pi R}{3 \phi \lambda_0},
$$

where $\phi = \pi R^2 \sigma_0$ is the 2D packing fraction of the monolayer. For a not too dilute monolayer of colloidal particles, Eq. (32) predicts that $L_{\text{hydro}}/\lambda_0$ is very small.

Figure 2 shows the curves of constant $R$, as well as those of constant $q_1$, superimposed on the stability diagram for a not too dilute monolayer ($\phi = 0.1$) and with the order-of-magnitude choice $\lambda_0 = 1$ mm. One observes that an increase in the chemical activity (i.e., the value of $q_1$) at constant $R$ or a reduction in $R$ at constant chemical activity promote stability of the homogeneous state. As an illustration, the active particles described in Ref. [55] have $Q/(4 \pi R^2) \sim 10^{-3} \text{ mol/(s \cdot m}^2)$ (corresponding to platinum–covered particles catalyzing the decomposition of peroxide into water and oxygen, which is weakly tensioactive). This leads to a small value $|q_1| \sim 10^{-2}$ at an air–water interface. However, switching to a liquid–liquid interface (for which the diffusivity $D$ of oxygen is strongly reduced), enhances the influence of the chemical activity up to $|q_1| \sim 10^2$ [35] and the Marangoni flows can stabilize the homogeneous monolayer even for rather large particles.

As a final remark, we notice that Brownian diffusion sets a lower limit on the particle size for the relevance of the capillary attraction: since $D_{\text{short}} = \Gamma_0 k_\text{B} T$, the Jeans length is $L_{\text{Jeans}} = \sqrt{\frac{\Gamma_0 k_\text{B} T}{D_{\text{short}}}} = R/\sqrt{2 q_1 W_{\text{cap}}}$, which becomes larger than the capillary length $\lambda_0 = 1$ mm for radii below 1 $\mu m$.

**Conclusions.** We have presented a continuum description which extends previous studies [36, 41, 44] to the case of the dynamics of a monolayer of chemically active colloidal particles trapped at a fluid interface. The model accounts for capillary and hydrodynamic interactions, the latter including the flow induced both by the particle motion and by the response of the interface to the chemical activity (i.e., Marangoni flows). The model is a mean–field theory, which is valid for the monopolar contribution to the capillary and hydrodynamic interactions. Our analysis of the linear stability of the homogeneous state revealed a novel stabilization mechanism against clustering driven by capillary attraction, which is due to the induced Marangoni flows (giving rise to repulsive effective interactions). Therefore this mechanism is a feature specific to the “chemically active” nature of the particles and is operational at all length-scales, provided the ratio $T_{\text{Jeans}}/T_{\text{surf}}$ (Eqs. (24) and (20)) of characteristic times is sufficiently large (see Fig. 1(b)). Our numerical estimates indicate that for typical experimental setups this can be the case (see Fig. 2). If this ratio is too small, the perturbations at the long and the very short wavelengths are stabilized by the Marangoni flows, but an intermediate range of length scales are unstable with the modes $k \approx \lambda_0^{-1}$ growing the fastest (see Fig. 1(a)). These findings lend themselves to be explored further by employing numerical studies of the full dynamics.
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