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ABSTRACT
Heterogeneous multiprocessor platforms are becoming widespread in the embedded system domain, mainly for the opportunity to improve timing performance and to minimize energy/power consumption and costs. Therefore, when using such platforms, it is important to adopt a Design Space Exploration (DSE) strategy that considers compromises among different objectives. Existing DSE approaches are generally based on evolutionary algorithms to solve Multi-Objective Optimization Problems (MOOPs) by minimizing a linear combination of weighted cost functions (i.e., Weighted Sum Method, WSM). In this way, the main issues are related to reduce timing execution while trying to improve the evolutionary algorithm performance, introducing strategies that attempt to bring better solutions. Code parallelization is one of the most used approaches in this field, but no standard methods have been released since different aspects could affect the performance. This approach leads to exploit parallel and distributed processing elements in order to implement evolutionary algorithms. In the latter case, if we consider genetic algorithms, it is possible to talk about Parallel Genetic Algorithms (PGA). Considering this context, this paper focuses on DSE for heterogeneous multi-processor embedded systems and introduces an improvement that reduces execution time using parallel programming languages (i.e., OpenMP) inside the main genetic algorithm approach, while trying to lead to better partitioning solutions. The descriptions of the adopted DSE activities and the OpenMP implementation, validated by means of a case study, represent the core of the paper.
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1 INTRODUCTION
In the last thirty years, there has been an exponential increase in the diffusion and evolution of Information and Communication Technologies (ICT), especially in the Embedded Systems domain. As a consequence, the presence of embedded electronic digital HW/SW systems in everyday life is constant and, often, almost invisible. In addition to the main Functional Requirements (FR, i.e., what the system shall do), it is possible to identify several Non-Functional ones (NFR, i.e., other requirements that shall be satisfied but not related to the functionality) normally relevant in the embedded systems domain (e.g., cost, size, power/energy, etc.) and well known in advance. NFR are associated with related design requirements and related metrics, i.e., measurable properties of the system implementation. The co-existence of FR and NFR is the most relevant challenge. Indeed, different HW and SW components can be selected and organized in order to optimize power consumption, size, cost, etc. Unfortunately, such optimizations are normally in contrast among them (e.g., performance vs. size) and a proper trade-off needs to be accepted. Unfortunately, there are no fully engineered general methodologies defined for this purpose and often the best option is still to refer to designers’ experience. SW tools that support designers in order to reduce costs and overall complexity of systems development are even more of fundamental importance.

A classical HW/SW system design flow partitions a set of functionality into SW-components, implemented by means of high-level programming languages (e.g., C/C++) that runs on specific processors, and HW-components, described by means of domain-specific languages such as VHDL or SystemC. Co-Simulation activities are then required to check constraints fulfillment, taking into account both communication and interfacing issues. In this scenario, an Electronic System-level entry is a good starting point for an HW/SW Co-Design flow. Considering an ESL methodology, the main design issues are modeling FR/NFR and validating them before implementing the system itself. In such a context, one of the most critical issues is always related to Design Space Exploration (DSE) activities. DSE is related to the approach, whether automated or not, used in order to find the best HW/SW partitioning and mapping for the final system implementation. These approaches usually rely on
optimization problems, where there was more than one objective function that can be considered (i.e., minimize cost, power consumption, maximize performance, throughput, etc.), but most of the time objectives are often conflicting. This kind of optimization issues are called "Multi-objective optimization problems" (MOOP), where multiple objectives have to be optimized simultaneously. A classical approach to solve an MOOP is the Weighted Sum Method (WSM), which assigns a weight to each objective function so that the problem is converted to a Single-Objective Optimization Problem (SOOP) with a scalar cost function. In this manner, the multi-criteria optimal design problem is changed into a single objective optimal design one and could be solved in a relatively straightforward way, using also a Genetic Algorithm (GA) procedure. GAs operate with a set of individuals, called population, which normally are created randomly. While the search method is evolving, the population converges to a single solution that dominates any other individuals.

The specific research questions formulated in this study are the following:

- **RQ1**: How is possible to reduce automatic DSE-GA execution time without loss of accuracy and diversity?
- **RQ2**: Which paradigm can be used in order to guarantee bounded timing behavior?
- **RQ3**: In which manner the automatic DSE configuration drives the choice of the possible algorithm implementations?

To answer these questions, this paper presents a PGA approach oriented to reduce execution time in the utility function evaluation, using OpenMP directives and population partitioning.

The remainder of the paper is organized in the following steps. Section II presents some preliminaries and theoretical aspects related to PGA. Section III illustrates the reference DSE approach used. Section IV shows the proposed PGA approach. Section V presents some preliminary experimental results. Finally, Section VI closes the paper with some conclusions and future works.

## 2 PRELIMINARIES

According to literature, researchers were interested in reducing the execution time and resources required by GAs. One of the latest trends in this field is to exploit parallel and distributed executions (i.e., Parallel Genetic Algorithm, PGA). Genetic operations on individuals in the population can easily be carried out in parallel (creation, evaluation, mutation, and crossover). The basic idea of most parallel programs is to divide tasks into smaller sub-tasks and to execute them simultaneously on different cores. This "divide and conquer" approach can be applied to genetic algorithms in different ways. The basic difference among these several implementations is to use a single population or to divide the latter into several sub-populations. Starting from these differences, PGAs can be classified into three main categories [1]:

- GA master-slave with a global single population (global parallelization): there is a single population (as well as in classical GAs), but individuals fitness evaluation is performed in parallel on various cores;
- Coarse-grained GAs: GA with large-grained multiple populations (also known as Parallel Distributed Genetic Algorithms, PDGA, or Island-Based Genetic Algorithms, IBGA), that includes the subdivision of the population into small-sized sub-populations which exchange individuals with migration operations.
- Fine-grained GAs: GAs with a single-grained population (also known as Cellular PGA, CPGA): GA characterized by a spatial population subdivided into sub-populations smaller than the classical case. Selection and reproduction operations are restricted to sub-groups, and neighborhood overlapping is allowed. The ideal case is to have only one individual for each processing unit (sub-population with only one individual).

Fig. 1 shows the schematic view of the three types of PGA [1]. Since the size of sub-populations in coarse-grained and fine-grained GAs is smaller than in the serial case, we should expect these to converge firstly towards solutions. However, when comparing the performance of serial and parallel algorithms, the quality of the solutions found must also be taken into consideration. Indeed PGAs converge more quickly, but it is also true that the quality of the solutions could be lower than in the basic case. Furthermore, it should be noted that while global parallelization does not affect the normal behavior of the genetic algorithm (master-slave), the coarse-grained and fine-grained GAs change the way the algorithm works [1].

![Figure 1: Parallel Genetic Algorithm Types.](image)

The master-slave PGA commonly parallelizes the evaluation of individuals, as the fitness value of each individual is independent of the rest of the population. Therefore, there is no need for communication at this stage. Individuals are evaluated by assigning a fraction of the population to each available processor. The master-slave PGA can be also efficiently implemented on shared memory or distributed memory architectures. In the case of a shared memory multiprocessor, the population is shared and each processor can read the assigned individuals and return the result of the assessments without conflicts. On distributed memory computers, the population can be saved on a single processor. Usually, the number of individuals assigned to the various processors is constant but in some cases, it may be necessary to balance the computational load using a dynamic scheduling algorithm.

Other aspects of a PGA that can be parallelized may be the evaluation of individuals. However, these operations are so simple that in most cases the time required to send individuals back and forth between processors would compensate for any gain in performance. This overhead in communications also hinders the parallelization of the selection operation as many of these techniques need information on the entire population and therefore require continuous communications. Ultimately, the master-slave GAs with a single global population have the advantage of being easily implementable.
An OpenMP Parallel Genetic Algorithm for DSE

PARMA-DITAM ’20, January 21, 2020, Bologna, Italy

3 REFERENCE DESIGN SPACE EXPLORATION

In the context of Heterogeneous Multi-Processor Embedded Systems (HMPEs), this work adopts the ESL HW/SW co-design flow presented in [5][6][7], where the most critical development step is the semi-automatic Design Space Exploration one. The main goal of this approach is to try to fully address the problem of both automatically suggest an HW/SW partitioning of the system specification and map the partitioned entities onto an automatically defined heterogeneous multi-processor architecture. The DSE is constituted of two iterative activities: HW/SW Partitioning, Mapping and Architecture Definition and Timing Co-Simulation.

The former involves several stages, from the definition of the solution space, the encoding concerning the decision variable space, and the definition of the objective functions and general MOOP. The main problem is to map application processes on a set of basic HW components (called Basic HW Components, BCs) selected by the decision maker. It is worth noting that the MOOP is modeled as a minimizing problem (i.e. the "objective functions" are "cost functions"), defined as follows:

Definition 3.1. (Reference Design Space Exploration MOOP).

\[
\begin{align*}
\min_{\bar{x}} & \quad \hat{F}(\bar{x}) = [F_1(\bar{x}), \ldots, F_k(\bar{x})]^T \\
\text{s.t.} & \quad \bar{x} \in \Omega = \{\bar{x} \in \mathbb{N}_{\geq 0}^n : x_i \leq b\} 
\end{align*}
\]

where the value \(b\) is the total number of considered BCs. The \(\bar{x}\) vector represents application processes and the values are BC instances in the decision variable space. So the solution space is bounded by the total number of BCs. Each solution is mapped on a discrete value, and constrained by the maximum number of allowed BCs instances.

The cost functions depend on different metrics evaluated/estimated during the co-design flow. Then, a multi-objective genetic algorithm (MOGA) is used to find an approximation of the Pareto front in a single run, where, starting from the phenotype space, the solution has been encoded considering application processes and BCs.

Considering the decision variable space size, it is possible to evaluate the number of solutions as the permutations with repetition of \(n\) processes, that compose the solution vectors \(\bar{x}\), allocated on \(b\) BCs, so the space size is \(b^n\). It is worth noting that the feasible design space \(\Omega\) is convex, but we cannot say anything about the feasible solution space.

Starting from this definition, a GA is used to solve the HW/SW partitioning problem. Normally, the decision variables \(\bar{x}\) have been represented in GAs by using binary strings [8], but some authors have studied the convenience of using other alternatives, suggesting the utilization of more natural representations, such as the real-valued encoding [8]. For our purposes, an integer-based representation of individuals has been considered. Each individual is characterized by a “fitness”, which is the value of the cost functions, calculated in correspondence of the specific considered metric for each individual.

Applying a WSM to the MOOP considered in this work, it is possible to define the utility function that quantifies the quality of each individual of the GA population. The cost functions (called indexes) and the methods used to evaluate them at each iteration have been defined in [5][6][7]. In this context, the instance of an individual \(\bar{x}\) is defined as a vector where the indexes represents processes and the values represents BC instances. This is shown in Fig. 2.

![Figure 2: Genetic Algorithm Individual Set. Each individual is composed by different genes, where \(ps_j\) are application processes, and \(bc_{i,j}\) are BC instances](image)

Finally, the Timing Co-Simulation activity considers suggested mapping/architecture items to actually check for timing constraint satisfaction. It is performed using an HW/SW Timing Co-Simulator fully described in [9] that uses an off-the-shelf unifying statement-level metric evaluated as described in [10]. This simulation activity is out of the scope of this paper, while it will be considered in future works.
4 PROPOSED APPROACH

The proposed approach has been shown in Fig. 3. $S_i$, $W_j$ and $F_k$ represents respectively the sub-population size, the number of workers/threads considered, and the number of objective functions evaluated in parallel. The input considers also GA parameters (the type of mutation, crossover, selection, etc.), and the specific use case, while it is possible to change OpenMP directives and configuration. The outputs are DSE solutions (with performance values and degree of goodness respect to the optimal ones) and the execution time associated with the different configurations.

![Figure 3: Proposed PGA Approach](image)

OpenMP has been chosen as a reference parallel programming language for PGA implementation. OpenMP [11] is a specification for a set of compiler directives, library routines, and environment variables that can be used to specify high-level parallelism in FORTRAN and C/C++ programs. It instructs the compiler to organize parallel sections of code in a specific manner and helps to parallelize execution of an application. It is based on a fork-join model. The implementation of OpenMP based on GCC, called libgomp [12], has been selected to provide support to the execution of parallelized applications that use this library.

A global parallelization has been implemented, where a master-slave PGA approach has been used. More in details, this work considers 3 types of PGA implementation:

1. Type 1: Parallel evaluation of objective functions for each individual (evaluates objective functions on different threads);
2. Type 2: Parallel evaluation of utility function (split the population into subsets);
3. Type 3: Hybrid approach, combining the previous two approaches.

The first case has been implemented using the #pragma omp parallel preprocessing directive, using OpenMP threads to evaluate a custom number of objective functions directly proportional to threads number. The OpenMP Section construct has been used to avoid race conditions between the different threads. In such a way it is possible to limit the code sections executed by several distinct threads (defined by the #pragma omp section directive). In such a way, functional parallelism is ensured in which each processor operates on a set of different and independent instructions using the section construct.

The second scenario has been implemented in two different ways. The former involves the use of #pragma omp parallel for directive, the latter considers the use of section construct to evaluate the utility function for each sub-population. In the first case, the for construct splits the loop so that each team thread manages a predetermined portion of the loop itself. The construct splits the population and distributes equally the sub-population to each thread. This solution may not be the most performing, while sometimes it is useful to decide a priori how to divide the computational load among the threads. The directive schedule (type[chunk]) is used to manage the chunk size (i.e., the dimension of the portion of the loop assigned to each thread in the current team). The optional chunk variable must be an integer or a scalar expression evaluated outside the for construct. The type can be static, dynamic or guided. The first type divides the population into equal sections that are statically assigned to threads with round-robin order. It is recommended when the work can be evenly spread across cores. The dynamic type splits the population into sets with the dimension equal to chunk. Each thread receives the population set dynamically. It is recommended when several iterations had an unpredictable time, so it is necessary a workload balance among the different cores. The last type decreases the population size exponentially until you get to the minimum default chunk size. This is a hybrid solution between the first two types. Considering the use of Section directive, the population is divided into equal sub-population (driven by the number of threads used) and the sub-sets are assigned to the distinct sections. The private(i) directive avoid to skip fitness function evaluation, when the fo index i is shared among different threads.

The final hybrid solution implemented performs the creation of distinct parallel blocks using the directive parallel to evaluates the fitness function on a specific sub-population. The population is divided into equal sub-population assigned to a single section that evaluates a fixed number of objective functions, depending on the number of threads used in the system. Fig. 4 shows this last solution, where it is possible to change OpenMP number of threads and sections.

![Figure 4: Hybrid Implementation](image)
5 EXPERIMENTAL RESULTS

All the comparative studies on multi-objective genetic algorithms agree that the elitism and diversity operations lead to better results for the MOOPs. However, the implementation of this type of operation requires a computational effort and additional resources to the system. As an example, Fig. 5 shows two DSE solutions in two different scenarios, where the elitism is present or not.

The considered use case, or the Time-to-completion (TTC) timing constraint that drives the DSE steps, and the genetic algorithm parameters are described in [13]. From this example it is clear that elitism is one of the most important feature needed by a Genetic algorithms, but it introduces timing overheads (as shown in the last figure in [14]), and a correct way to implement this functionality is one of the main problem in this field. The next paragraph describe the results obtained using the proposed PGA approach, while the reference use case and the GA configurations have been extracted from [13]. The PGA has been tested on a PC with Intel Core i5-2430M dual-core (2.40 GHz), 4GB di RAM and Linux Ubuntu distribution. The hyper-threading processor can manage up to 4 threads in parallel.

This section presents the results in terms of execution times resulting from the use of parallelism. In particular, 100 tests were performed with each of the proposed implementations to test the performance of each of them and evaluate the speed-up obtained with respect to the serial case. Table 1 summarizes the results obtained, showing the best and worst case compared to the serial execution for each implementation and the speed-up obtained.

The different test and configuration are listed below:

- (1) Serial;
- (2) Type 1 with parallel evaluation of objective functions for each individuals with 2 threads;
- (3) Type 2 with parallel evaluation of utility function using sub-population sets and the `omp parallel for` with 2 threads;
- (4) Type 2 with parallel evaluation of utility function using sub-population sets and the `omp parallel for` with 4 threads;
- (5) Type 2 with parallel evaluation of utility function using sub-population sets and the `omp parallel for` with 2 threads, schedule guided;
- (6) Type 2 with parallel evaluation of utility function using sub-population sets and `omp parallel sections` with 2 sections and 2 threads;
- (7) Type 2 with parallel evaluation of utility function using sub-population sets and `omp parallel sections` with 4 sections and 4 threads;
- (8) Type 3 (i.e., hybrid approach) with parallel evaluation of objective functions using sub-population and `omp parallel sections` with 2 parallel flows and 2 sections (as shown in Fig. 4).

![Figure 5: Design Space Exploration with elitism (left) and with classical approach (right, no elitism)](image)

Table 1 shows that the solution (3) is the best in terms of timing performance and speed-up ($\approx 20\%$), for the two specific tests (with $5 \cdot 10^5$ and $10^6$ populations size). This solution considers only the use of `omp for` with the guided directive schedule. It is worth noting that there is no optimal chunk size, but it is needed an empirical test to find this "optimal" value. In this work, the best results were found with 5000 chunk size for the first test ($5 \cdot 10^5$ population size) and 20000 chunk size for the second test ($10^6$ populations size). Another interesting result is related to the increase in the number of threads from 2 to 4. The main results show that the performance increase more with a huge population, and less with a small population. This trend is not proportional to the number of threads or population size. Furthermore, the first solution degrades the algorithm performance while the parallel evaluation of each objective function is less than the overhead introduced by OpenMP parallelization, respect to threads synchronization and access to individuals saved in the shared memory access.

![Figure 6: Speed-up plot, with $5 \cdot 10^5$ individuals (left) e $10^6$ individuals (right)](image)

![Figure 7: Execution Time plot, with $5 \cdot 10^5$ individuals (left) e $10^6$ individuals (right)](image)
Table 1: Parallelism performance table

| Impl. | 500000 individuals | 1000000 individuals |
|-------|--------------------|---------------------|
|       | Best Case (s) | Speed-up | Worst Case (s) | Speed-up | Best Case (s) | Speed-up | Worst Case (s) | Speed-up |
| 1.    | 34             | -        | 38             | -        | 71.5          | 76.3     | -               | -        |
| 2.    | 36             | -5.56%   | 38             | 0        | 74.7          | -4.28%   | 82.3           | -7.05%   |
| 3.    | 30.1           | 11.47%   | 32.6           | 14.21%   | 62.1          | 13.15%   | 71.8           | 6.14%    |
| 4.    | 29             | 14.7%    | 32             | 15.79%   | 59            | 17.48%   | 65.5           | 14.38%   |
| 5.    | 27.4           | 19.41%   | 29             | 23.68%   | 57            | 20.28%   | 62.7           | 18.03%   |
| 6.    | 29.5           | 13.23%   | 31.6           | 16.84%   | 62.7          | 12.31%   | 65.8           | 13.99%   |
| 7.    | 28.6           | 15.88%   | 31             | 18.42%   | 60.5          | 15.38%   | 65.2           | 14.77%   |
| 8.    | 35.5           | -4.22%   | 37.5           | 1.32%    | 76            | -5.92%   | 83             | -7.83%   |

6 CONCLUSIONS AND FUTURE WORKS

This work has presented a DSE approach extended to implement a parallel genetic algorithm able to reduce execution time while it does not degrade the goodness of the final DSE solution found. An approach to finding the best PGA configuration is presented, where the designer can changes input parameters to achieve desired performances. Results show the need to do not fix the PGA configuration using OpenMP, while the performances depend on population size and GA configuration. Future works will exploit PGA on different technologies and parallel programming languages (GPU/CUDA, multi/many cores/OpenMPI, etc.), and try to implement also fine-grained or coarse-grained PGA, to compare performances and solution founded still taking into account decision maker preferences in the whole design flow.
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