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Abstract—Process variations and device aging impose profound challenges for circuit designers. Without a precise understanding of the impact of variations on the delay of circuit paths, guardbands, which keep timing violations at bay, cannot be correctly estimated. This problem is exacerbated for advanced technology nodes, where transistor dimensions reach atomic levels and established margins are severely constrained. Hence, traditional worst-case analysis becomes impractical, resulting in intolerable performance overheads. Contrarily, process-variation/aging-aware static timing analysis (STA) equips designers with accurate statistical delay distributions. Timing guardbands that are small, yet sufficient, can then be effectively estimated. However, such analysis is costly as it requires intensive Monte-Carlo simulations. Further, it necessitates access to confidential physics-based aging models to generate the standard-cell libraries required for STA.

In this work, we employ graph neural networks (GNNs) to accurately estimate the impact of process variations and device aging on the delay of any path within a circuit. Our proposed GNN4REL framework empowers designers to perform rapid and accurate reliability estimations without accessing transistor models, standard-cell libraries, or even STA; these components are all incorporated into the GNN model via training by the foundry. Specifically, GNN4REL is trained on a FinFET technology model that is calibrated against industrial 14nm measurement data. Through our extensive experiments on EPFL and ITC-99 benchmarks, as well as RISC-V processors, we successfully estimate delay degradations of all paths—notably within seconds—with a mean absolute error down to 0.01 percentage points.

Index Terms—Graph neural networks, Standard-cell libraries, Static timing analysis, Transistor aging, Reliability estimation

I. INTRODUCTION

The rapid semiconductor-technology scaling has been a primary driver for the industry and an essential factor for making high-performance electronics widely available. However, technology scaling imposes enormous challenges when it comes to ensuring the reliability of integrated circuits (ICs) over the projected device lifetime. Advanced technology nodes show significant increase in the manufacturing process variability (process variation), making it challenging to predict, for any given IC, the timing guardband that is required to protect the design against timing violations [1]. Furthermore, device aging (runtime variation), which significantly degrades circuit lifetime and performance, becomes more dominant in nanoscale nodes. Without accounting for the impact of variation on the delay of circuit timing paths, designers cannot guarantee a reliable circuit operation over the desired lifespan [2].

A. State-of-the-Art (SOTA) and Their Limitations

Next we outline some general limitations for existing presilicon methods for guardband estimation (See Table I).

Performance Overheads: In the worst-case scenario, designers may add pessimistic guardbands (i.e., worst-case margins), which results in excessive performance overheads and does not allow the circuit to operate at its full potential.

Lack of Consideration for Variations in STA: Static timing analysis (STA) serves to obtain the longest path within a circuit, in terms of signal propagation delay, considering a constant delay value per cell. Such a critical path defines the maximum clock speed the circuit can be operated at without causing timing violations. However, conventional STA cannot account for variation due to multiple reasons. First, the impact of variation on the delay of each cell strongly varies, as demonstrated in Fig. [1]. As a result, variation cannot be sufficiently modeled by simply increasing the critical-path delay by a fixed amount. Second, since the additional delay due to variation will impact each path differently, the critical path needs to be determined with variation in mind. Neglecting

1 A timing guardband acts as safety margin to prevent timing violations. It imposes an additional slack on top of the critical path delay. Hence, the circuit is clocked at a lower frequency leading to performance “loss”. Note that guardbands are required, thus the related impact on performance should not be considered a loss a priori. Rather the value of the guardband is important here: one wants a margin as small as possible, yet sufficient. Obtaining such optimized value is a challenge especially under the presence of variations.

2 A timing path is a path between a start point (i.e., a netlist’s input port or the clock pin of a sequential element) and an end point (i.e., an output port or a data input pin of a sequential element).
To realize small, yet sufficient, practically relevant guardbands, variation- and aging-aware std-cell libs. In other words, only variability information for the process technology. Although variation when analysing the delay of circuit imposes the risk of not correctly identifying the critical path, as the example in Fig. 2 illustrates. Since the aforementioned effects are not captured by traditional STA methods, variations cannot be accounted for, and thus, relying on STA standalone leads to estimating overly optimistic timing analysis. Hence, errors due to timing violations can appear during the circuit operation.

Computational Cost and Other Limitations of SSTA: Statistical STA (SSTA) handles process variation by considering statistical delay distributions rather than constant delay values [4], [5]. To enable SSTA, cell libraries (libs) containing variability information are required. Hence, SSTA can determine the critical path with respect to its sensitivity to variation. However, SSTA entails significant computational complexity, e.g., Monte-Carlo SPICE simulations to obtain the variability information for the process technology. Although SSTA is a significant step towards better timing guardbands, it still holds some limitations: (i) with only the average ($\mu$) and standard deviation ($\sigma$) information stored in the lib, SSTA can only model Gaussian variability distributions; (ii) only the critical path and its variability is examined and then reported, although the actual critical path (in the presence of variability) is likely to change from a circuit instance to another. This will give a limited/skewed perspective when investigating the actual distribution of critical-path delays under process variation [3].

Need for Standard (Std)-Cell Libs and Transistor Models: To realize small, yet sufficient, practically relevant guardbands, note that both STA and SSTA require the generation of variation- and aging-aware std-cell libs. In other words, only once variation-aware libs are employed, then STA can evaluate the delay of paths under the effects that such degradations have. In turn, this requirement necessitates that designers have access to confidential transistor models from the foundry (i.e., physics-based aging models that well describe the impact of aging on the transistor parameters). Such access is not always attainable, especially not for advanced nodes.

B. Key Research Challenges

The above review (Sec. I-A) raises an important question: how to predict process variation- and aging-induced degradation in an efficient manner without relying on std-cell libs?

3Variability denotes the $\sigma$ of the delay distribution of a given cell divided by $\mu$. The liberty variation format (LVF) extends the industry-standard liberty format with corresponding $\sigma$ for each contained timing information.

C. Our Novel Concept and Contributions within this Work

To address the challenges outlined above, we propose GNN4REL, a generic circuit-reliability assessment framework based on graph learning, which is the first of its kind. Graph learning and related graph neural networks (GNNs) are particularly promising here, as this general approach 

\[ \text{Delay variation for each cell is accounted for, and thus, relying on STA standalone leads to estimating overly optimistic timing analysis. Hence, errors due to timing violations can appear during the circuit operation.} \]

\[ \text{Computational Cost and Other Limitations of SSTA: Statistical STA (SSTA) handles process variation by considering statistical delay distributions rather than constant delay values [4], [5]. To enable SSTA, cell libraries (libs) containing variability information are required. Hence, SSTA can determine the critical path with respect to its sensitivity to variation. However, SSTA entails significant computational complexity, e.g., Monte-Carlo SPICE simulations to obtain the variability information for the process technology. Although SSTA is a significant step towards better timing guardbands, it still holds some limitations: (i) with only the average ($\mu$) and standard deviation ($\sigma$) information stored in the lib, SSTA can only model Gaussian variability distributions; (ii) only the critical path and its variability is examined and then reported, although the actual critical path (in the presence of variability) is likely to change from a circuit instance to another. This will give a limited/skewed perspective when investigating the actual distribution of critical-path delays under process variation [3].} \]

\[ \text{Need for Standard (Std)-Cell Libs and Transistor Models: To realize small, yet sufficient, practically relevant guardbands, note that both STA and SSTA require the generation of variation- and aging-aware std-cell libs. In other words, only once variation-aware libs are employed, then STA can evaluate the delay of paths under the effects that such degradations have. In turn, this requirement necessitates that designers have access to confidential transistor models from the foundry (i.e., physics-based aging models that well describe the impact of aging on the transistor parameters). Such access is not always attainable, especially not for advanced nodes.} \]

\[ \text{transistor models, or even STA? Developing such a versatile reliability assessment framework is an open research problem that poses the following research challenges.} \]

1) Extensive full-circuit analysis: The delay variation for each cell is impacted, among others, by its driving cell and load capacitances, i.e., by its location within the netlist. Thus, delay variation is not easy to account for, e.g., neither using a fixed delay increase per cell nor with a narrow analysis of a single critical path. Fig. 2 depicts how the critical path of a circuit can change due to variations, as in featuring a path that was originally critical and then becomes non-critical whereas another path becomes critical instead.

2) Handling different types of degradation: Depending on the type of considered degradation, different cell libs capturing the corresponding effects need to be generated first. The methods of characterizing process variation and aging-induced degradations are very different, challenging to set up, and expensive in terms of required simulation runtime. Thus, a generic framework that can handle various types of degradation, without requiring the designer to generate specific cell libs beforehand, is desired.
leverages a naturally matching representation of circuits, unlike other traditional approaches for machine learning. It is noteworthy that graph learning and GNNs have shown remarkable achievements for other tasks related to circuits, e.g., reverse engineering of unknown designs [6] and evaluation of different design-for-trust techniques [7]–[11].

The key goal of this work is to train a GNN to predict delay degradations induced by process variation as well as aging for any given timing path within a circuit. We formulate the problem of estimating delay degradations as a regression problem and solve the problem using a GNN, as outlined in Fig. 3. This novel framework and its important contributions are supported by the following technical contributions:

1) We develop a framework for the path-to-graph conversion (Sec. III-A), which extracts timing paths from any gate-level netlist and represents each path as a subgraph. These subgraphs capture the Boolean functionalities of gates and their directed connectivity within the path. As a result, our platform captures and accounts for the driving cells, load capacitances, and the position/integration of gates in the netlist when making model predictions.

2) We build a GNN-based regression model that learns on subgraphs extracted around timing paths (Sec. III-B), which automatically extracts the relevant features of paths that help in estimating the delay degradation. The model can be trained by the foundry itself, thereby accounting for the manufacturing procedure and aging parameters, and then be shared with the designers to predict the performance degradations of their circuits. Thus, our platform simplifies the reliability assessment procedure for the designers (i.e., eliminating the need to build std-cell libs and run STA), while protecting confidential foundry information.

We demonstrate the effectiveness of GNN4REL on selected ITC-99 and EPFL benchmarks as well as RISC-V processors. Without loss of generality, our GNN framework is trained on a FinFET technology model that is carefully calibrated against 14nm measurement data from Intel obtained from [12]. Note that the calibrations were done for both transistor characteristics as well as variation. Our extensive experiments considering different variation sources and various dataset scenarios show that GNN4REL achieves excellent prediction performance when predicting delay degradations, reporting a mean absolute error (MAE) down to 0.01 percentage points (average of 0.76). We further release GNN4REL [13].

The remainder of the paper is organized as follows. Sec. II presents the background information, while Sec. III presents the concept and implementation details of GNN4REL. In Sec. IV, the technology calibration and std-cell libs generation (required for training GNN4REL) are presented. Sec. V discusses the experiments and results, while Sec. VI covers the related work. Finally, Sec. VII presents the conclusions.

II. BACKGROUND

In this section, we present the necessary background information about process variation, device aging, and GNNs.
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Algorithm 1 Pseudo-code for the proposed GNN4REL platform

Require: Netlist \( N \), hop-size \( h \)
Ensure: Delay Degradation (\( D \))
1: \( P \leftarrow \text{PathExtraction}(N) \) \( \triangleright \) Predicted degradation
2: \( D \leftarrow \{0\} \)
3: for \( p \in P \) do
4: \( S_p \leftarrow \{v \in p\} \) \( \triangleright \) Path target gates
5: \( G(S_p,h) \leftarrow \text{SAMPLE}(G, h, S_p) \) \( \triangleright \) Get \( G(S_p,h) \)
6: \( D\text{\textasciitilde}append(G\text{\textasciitilde}GNN(G(S_p,h))) \) \( \triangleright \) Get the predictions
7: end for
8: return \( D \) \( \triangleright \) Degradation
9: procedure GNN(G)
10: \( Z^{(L)} \leftarrow \text{PNA}(G) \)
11: \( y_G \leftarrow \text{READOUT}(Z^{(L)}) \)
12: \( \hat{y} \leftarrow \text{MLP}(y_G) \)
13: return \( \hat{y} \) \( \triangleright \) Prediction
14: end procedure

A. Path-to-Subgraph Transformation

We represent each gate-level netlist as a directed graph \( G = (V, E) \), where \( V \) represents the set of nodes (i.e., gates, primary inputs (PIs), and primary outputs (POs)), while \( E \) represents the set of edges (i.e., interconnects). We chose a directed representation to capture the direction of the timing paths (i.e., start point, end point, and order of gates). Each node in the graph \( v \in V \) is initialized with a feature vector \( x_v \) that captures its properties (more on that in Sec. III-A2). \( X \in \mathbb{R}^{ n \times k } \) is the 2D matrix containing node features, where \( k \) denotes the length of the feature vector.

1) Subgraph Extraction: First, timing paths are extracted from the gate-level netlist and grouped into set \( P \) (line 1 in Algorithm 1). Then, the nodes forming a specific path \( p \in P \) are grouped into set \( S_p \) (i.e., \( \cup \{v \in p\} \)) (line 4). We refer to the path nodes as target nodes.

Given the netlist graph \( G \), an \( h \)-hop enclosing subgraph \( G(S_p,h) \) is extracted around the target nodes (line 5). Let \( d(i,j) \) represent the shortest path distance between nodes \( i \) and \( j \), then \( G(S_p,h) \) is extracted from \( G \) by \( \cup_{j \in S_p} \{i \mid d(i,j) \leq h\} \). We extract an \( h \)-hop subgraph around the target path to capture the position of the path within the netlist and collect information regarding the driving cell and load capacitance of the gates in the path, which all impacts delay.

An example of 1-hop subgraph extraction is illustrated in Fig. 5. The extracted timing path highlighted with a dashed green line includes the gates \( \{G2, G3, G4\} \), which form the set \( S_p \) (see 1). To extract a 1-hop subgraph around the target path, all the 1-hop neighbors of the gates in \( S_p \) are included in the subgraph, alongside the target gates (see 2). The list of 1-hop neighbors includes \( \{DFF1, DFF2, G5, G1\} \).

2) Feature Vector: \( x_v \) is a one-hot encoded vector that represents the node’s Boolean functionality, or, indicates, if applicable, that it is a PI or a PO. The length of the feature vector \( k \) depends on the number of Boolean functions available in the target std-cell lib. The feature vector example in Fig. 5 indicates that node \( G4 \) is a NAND gate.

B. Employed Graph Neural Network Model

We employ the state-of-the-art PNA GNN model to perform graph-level regression \([19]\) (line 6 in Algorithm 1). In this context, a graph represents the extracted subgraph around a target timing path. The PNA employs four statistical aggregators, i.e., \( \mu \), \( \text{maximum} \) (\( \text{max} \)), \( \text{minimum} \) (\( \text{min} \)), and \( \sigma \), so that each node is aware of the distribution of its incoming messages.

The aggregation functions are listed below. \( Z^{(L)} \) are the nodes’ embeddings at layer \( l \). ReLU is the rectified linear unit.

III. OUR PROPOSED GNN4REL FRAMEWORK

In this section, we provide an overview of the GNN4REL framework (summarized in Fig. 4 and Algorithm 1).
used to avoid negative values caused by numerical errors and \( \varepsilon \) is a small positive number to ensure \( \sigma \) is differentiable.

\[
\mu_v(Z^{(l)}) = \frac{1}{|N(v)|} \sum_{u \in N(v)} z_u^{(l)} \\
\max_v(Z^{(l)}) = \max_{u \in N(v)} z_u^{(l)} \\
\min_v(Z^{(l)}) = \min_{u \in N(v)} z_u^{(l)} \\
\sigma_v(Z^{(l)}) = \sqrt{\text{ReLU} \left( \mu_v(Z^{(l)})^2 - \mu_v(Z^{(l)})^2 \right) + \varepsilon}
\]

Degree scalers allow the network to attenuate or amplify signals based on the degree of each node, i.e., the number of messages being aggregated. PNA uses the logarithmic scaler \( S(d, \alpha) \) presented below, where \( \alpha \) is a variable parameter that is positive for amplification, negative for attenuation, or zero for no scaling. \( \delta \) is a normalization parameter computed over the training set, and \( d \) denotes the degree of the target node.

\[
S(d, \alpha) = \left( \frac{\log(d + 1)}{\delta} \right)^{\alpha}, \quad d > 0, \quad -1 \leq \alpha \leq 1
\]

Note that the PNA model employs a logarithmic scaler instead of a linear scaler since the latter would cause an exponential amplification of both the aggregated information and the gradients after multiple GNN layers. Such an exponential amplification, in turn, would reduce the ability of a GNN to generalize to unseen, possibly larger graphs [19].

The degree scalers are combined with the aggregator functions as follows, where \( \otimes \) represents the tensor product and \( I \) represents the identity matrix (i.e., no scaling).

\[
\bigoplus = \begin{bmatrix}
I \\
S(D, \alpha = 1) \\
S(D, \alpha = -1)
\end{bmatrix}
\otimes
\begin{bmatrix}
\mu \\
\sigma \\
\min \otimes \max
\end{bmatrix}
\]

A diagram for the PNA layer is illustrated in Fig. 6, where MLP represents a multi-layer perceptron. After \( L \) PNA layers (line 10 in Algorithm 1), a readout layer is added to obtain a graph-level embedding \( y_G \) (line 11), which gets passed to an MLP to generate the prediction \( \hat{y} \) (line 12). Details regarding the number and dimension of layers are included in Sec. V-A3.

C. Dataset Generation

We consider three scenarios of dataset generation to demonstrate the generic nature of our proposed platform. In all scenarios, the setup requires the generation of a dataset from which a training and a validation set are extracted. A dataset contains a list of timing paths extracted from gate-level netlists. The training and validation sets include labeled timing paths (i.e., known delay-degradation percentages), while the testing set includes unlabeled timing paths.

1) Self-Referencing: The timing paths of a single design are split based on an 81:10:9 training:validation:testing ratio. We expect GNN4REL to achieve the best prediction performance in this setup as it captures the design characteristics during training (without seeing the exact testing paths).

2) Single-Design: The timing paths of a specific design, referred to as \( X \), are used for training and validation based on a 90:10 training:validation ratio, and the timing paths of another design, referred to as \( Y \), are used for testing. The goal is to show that GNN4REL can generalize to unseen designs. For example, GNN4REL can be trained on the b14 benchmark and then evaluated on the rest of the ITC-99 benchmarks.

3) Design Dataset: We further consider a design dataset (i.e., a collection of gate-level netlists) for training GNN4REL. The design dataset does not include the target design but includes designs with a similar design structure. For example, when predicting the degradation of the b17 benchmark from ITC-99, only the timing paths of b14, b15, b20, b21, and b22 are used for training:validation based on a 90:10 ratio.

IV. TECHNOLOGY CALIBRATION AND STD-CELL LIBRARIES CREATION

We utilize mature 14 nm FinFET technology and commercial std-cell characterization tool flows to ensure the generation of accurate training data for realistic circuit timing analysis. This requires careful calibration of the underlying transistor model against silicon measurements, as well as the characterization of the layout of standard-cell libraries to capture the technology for different operating conditions. As a result, we generate std-cell libraries for the technology under typical conditions, under the impact of process variation, and under the impact of transistor aging as exhibited at the end of the lifetime of a chip.

A. Technology Calibration

For our analog SPICE simulations, the industry-standard compact model for FinFET technology (BSIM-CMG) [21] is used as the underlying transistor model. All parameters of the compact model are carefully calibrated to reproduce measurements of the Intel production-quality 14 nm manufacturing process. Transistor measurements for validation are extracted from [12]. Fig. 7 demonstrates the excellent agreement between SPICE simulation results obtained with our calibrated transistor model and Intel measurement data. As can be seen from the figure, validation is performed for both n-type and p-type FinFET transistors, as well as for multiple \( I_{ds-Vgs} \) and \( I_{ds-Vds} \) biases, to ensure a holistic representation of the technology and accurate simulation for all required corner cases. In addition, the compact model is further calibrated to reflect...
the technology under process variation. The considered sources of variation include the gate length \( (L_g) \), fin thickness \( (T_{fin}) \), fin height \( (H_{fin}) \), SiO\(_2\) equivalent gate dielectric thickness \( (EOT) \), and the work-function of the gate \( (\phi_g) \). Fig. 8 demonstrates the variability calibration as an \( I_{ds} - I_{off} \) plot with regression lines obtained from Monte-Carlo SPICE simulations. The Intel reference regression line is once again extracted from \([12]\). As shown, our calibrated variability parameters are in excellent agreement with measurements of 14 nm FinFET variability.

**B. Std-Cell Library Generation**

With an accurately calibrated transistor model, we can characterize a full std-cell lib using accurate SPICE simulations. To this end, the commercial HSPICE from Synopsys tool flows was used. The required std-cell netlists are obtained from the NanGate 15 nm open-source cell lib \([22]\). All std-cell netlists are also annotated with post-layout parasitic resistances and capacitances. A commercial characterization tool flow \([23]\) is then employed to instruct extensive SPICE simulations, determining all characteristics of the std-cells, including signal propagation delays, transition times, pin capacitances, switching power, and leakage power. The resulting std-cell lib is stored in the non-linear delay model (NLDL)-format, in which each data point is represented by a \( 7 \times 7 \)-matrix to account for the different input signal slews and output load capacitances an std-cell can experience, depending on its position in the circuit. Without any further adjustments to the transistor model or cell netlists, the resulting cell lib reflects the manufacturing process under typical conditions and is suitable for circuit synthesis.

To generate std-cells for different instances of process variation, the transistor model and the std-cell netlists are prepared to accept parameter overwrites for each individual transistor instance. Afterward, each transistor in each cell netlist is annotated with a random set of variability parameters \( (L_g, T_{fin}, H_{fin}, EOT, \phi_g) \) following the expected distribution of the parameters under process variation. With the annotated cell netlists, std-cell lib characterization is performed as usual. The obtained cell lib reflects each std-cell under the impact of one instance of process variation. Afterward, the aforementioned steps are repeated in a Monte-Carlo fashion, applying new random variability parameters to the std-cell netlists in each iteration. The resulting set of cell libs form a collection of std-cells, characterized under different instances of process variation. With such a collection, accurate STA for entire circuits under process variation can be achieved.

The gate-level netlist of a circuit is obtained by performing logic synthesis with the baseline std-cell lib (i.e., the reference

---

**Fig. 7:** The industry compact model for FinFET (BSIM-CMG) is carefully calibrated to reproduce Intel 14 nm measurement data extracted from \([13]\). As demonstrated in the plots, SPICE simulations (using our calibrated models) achieve an excellent agreement with the measurement data for both nFinFET and pFinFET devices. The top figure (a) shows the validation for the case of \( I_{ds}-V_{gs} \) at high and low \( V_{ds} \) biases. The arrows in the figure indicate which curves belong to which y-axis. Bottom figure (b) shows the validation of \( I_{ds}-V_{ds} \) at various \( V_{gs} \) biases. Details on our calibration available in \([20]\).

**Fig. 8:** Variability calibration of our FinFET compact model against Intel 14 nm measurement data \([13]\). The regression line obtained from Monte-Carlo SPICE simulations on the transistor model is in good agreement with the data from the variability measurements. Details on our calibration available in \([20]\).

---

**Fig. 9:** Cell library generation workflow for process variation and aging.
lib in which neither process variation nor transistor aging is applied). Afterward, each cell instance in the gate-level netlists is replaced by a random version of that cell under process variation. All characterized cells under process variation are suffixed with an individual index and merged into one large cell lib. The entire workflow is also outlined in Fig. 9.

For aging-aware std-cell libs, the approach is very similar to the above. However, instead of the variability parameters, the threshold voltage ($V_{th}$) of each transistor is increased, to reflect the impact of aging. In the industry-standard compact model for FinFET transistors (BSIM-CMG), the $dvshift$ parameter is used to model the major impact of aging. In addition, we also adjust the $C_{it}$ parameter to control capacitance change due to interface traps. This is, in fact, needed to also reflect the aging-induced degradation in the sub-threshold swing ($SS$) of the transistor. With all parameters annotated in the cell netlists, cell lib characterization is performed to generate the corresponding aging-aware cell libs. These cells can be inserted into gate-level netlists to enable accurate STA for circuits under the impact of aging.

V. EVALUATION AND COMPARISONS

A. Experimental Setup

Next, we describe the experimental setup in detail.

1) Benchmark Designs: We evaluate GNN4REL on selected ITC-99 and EPFL benchmarks, alongside RISC-V processors [24], [25]. For the latter, we consider two different configurations of an in-order central processing unit (CPU) as obtained using the open-source RISC-V core generator: a baseline CPU RISCY as well as a lighter version zero-riscy. RISCY implements a 32bit, 4-stage CPU, while zero-riscy features a 32bit, 2-stage CPU.

2) Synthesis and Generation of Datasets: Benchmarks are synthesized using Synopsys Design Compiler (DC) considering the “fresh std-cell lib” (i.e., the lib that has been characterized in the absence of variation). Such synthesis setup provides us with “fresh netlist” of every benchmark. We employ std-cell libs for the 14nm FinFET technology node calibrated with Intel 14nm FinFET measurements [12] (see Sec. [IV]). During synthesis, highest efforts for delay minimization have been targeted by using “compile_ultra” for Synopsys DC. The properties for the graph representations of the synthesized gate-level netlists, alongside the timing constraints, are listed in Table II. Synopsys PrimeTime is used to perform STA to generate the required datasets for GNN training. The aging-aware and variation-aware std-cell libs are generated as discussed in Sec. [IV].

3) Subgraph Extraction and GNN Training: We implement the netlist-to-subgraph conversion in Perl scripts and the subgraph extraction in Python scripts. The overall architecture of GNN4REL is illustrated in Fig. 10.

![Fig. 10: The overall architecture of GNN4REL for reliability-degradation prediction. We utilize 4 PNA graph convolution layers [19], separated by batch normalization and ReLU. A set of linear layers translates the hidden PNA output to a single value that resembles the predicted delay degradation.](image)

**TABLE II**

| Dataset   | ITC-99 | EPFL | RISC-V |
|-----------|--------|------|--------|
| Benchmark | b14    | b15  | b20    |
| # Edges (# Interconnects) | 32,680 | 13,627 | 21,342 |
| # Nodes (# Gates + PIs + POs) | 1,846 | 2,530 | 5,028 |
| Timing Constraint (ns) | 0.46 | 0.54 | 0.53 |

We use the PyTorch Geometric implementation of PNA for graph-level regression, using four PNA GNN layers (PNAConv) with an input/output channel size of 75 each. A batch normalization layer (BatchNorm) follows each PNAConv layer to standardize the embeddings to a mean of zero and a variance of one. A ReLU layer follows each BatchNorm layer. Following the sequence of graph convolution layers, the global_add_pool Torch function is used to generate a batch-wise graph-level representation by averaging node features across the node dimension. The graph representation is then passed to the following sequence of layers to obtain the final prediction: Linear($75,50$), ReLU, Linear($50,25$), ReLU, and Linear($25,1$). The Linear($input\_size, output\_size$) layers apply a linear transformation to the incoming data. For the PNAConv layers, we set the aggregators to $\{\text{identity, amplification, attenuation}\}$ and the scalers to $\{\text{identity, amplification, attenuation}\}$.

To reduce the computational complexity of GNN4REL, the concept of towers is employed in PNA as in the message passing neural networks (MPNNs) [17]. Using towers, the $f$-dimensional node embedding $z_v(t)$ is broken down into $t$ different $f/t$-dimensional embeddings $z_v(t,f)$. We set the number of towers to 5. We train GNN4REL on the 1-hop subgraphs for 500 epochs using Adam optimizer with a learning rate of 0.001 and batch size of 32. The model with the lowest MAE loss on the validation set is selected as the final model.

**Hyperparameters:** Since we propose a generic reliability assessment approach, we like to avoid fine-tuning/over-tuning the GNN model parameters such as the hidden dimensions, learning rate, etc., to obtain best performance for some given benchmarks. Instead, the robust results are obtained using the original parameter values of the PNA network proposed in [19].

Upon the release of our GNN4REL model, readers/users may...
tune the parameters as interesting to them. Note that we study the effect of \( h \) on the performance of GNN4REL in Sec. V-F.

**Fixed Architecture:** The PNA GNN shows sound performance while analyzing the circuits (represented as graphs) and automatically extracting features that are suitable for the desired tasks. Therefore, we do not need to perform any manual feature engineering or modify the network model, when considering different regression tasks (i.e., aging-induced versus process-variation-induced degradation). Rather, we only change the output information (i.e., label) and let the GNN framework perform feature engineering. We argue that this simple approach highlights the generic nature of our proposed method; the GNN4REL model can be easily trained to solve different tasks.

4) **Dataset Generation and Evaluation for Prediction of Process Variation:** We consider selected ITC-99 and EPFL benchmarks (total of 12 netlists). Using STA, we obtain the required timings for 1,000 extracted timing paths from each synthesized netlist – which form the reference for delay-degradation computations. The timing paths are extracted based on the 1,000 endpoint flip-flops with the worst slack. Note that we limit the number of extracted timing paths to 1,000 for simplicity. However, more or less timing paths can be extracted from a design based on its size and the requirements of the designer. The distributions of path lengths (#gates) for the ITC-99 and EPFL benchmarks are shown in Fig. 11 and Fig. 12 respectively.

Using an in-house Perl script, we generate 100 versions of each netlist by replacing each std-cell in the netlist with random and uniform sampling across the corresponding (i.e., functionally equivalent) options in the variation-aware std-cell lib (see Sec. IV), resulting in 1,200 netlists and 120,000 timing paths in total. Next, we perform STA for the same 1,000 timing paths in the variation-affected netlists and compute the delay-degradation percentages (i.e., the relative delay increase) by comparing the required timings after variation with the baseline timings of the paths. The average (\( \mu \)), standard deviation (\( \sigma \)), and the maximum (\( \text{max} \)) delay-degradation percentages are computed based on the STA results for a given netlist.

For an illustrative example, we randomly select six timing paths for the ITC b14 benchmark and plot the paths’ delay distributions caused by process variation in Fig. 13. As can be observed, each path has a unique distribution, evidencing the need for degradation prediction per path basis.

We evaluate the prediction performance of GNN4REL, based on the three dataset generation scenarios discussed in Sec. III-C. The related setup specifics are as follows:

- Regarding the self-referencing scenario (Sec. III-C1), the 1,000 timing paths of each design are split into 810 training paths, 100 validation paths, and 90 testing paths.
- For the training on a single-design scenario (Sec. III-C2), we consider the ITC-99 benchmarks and train GNN4REL using the b14 benchmark (without loss of generality). In this case, 900 paths are used for training and 100 paths are used for validation (both sets of paths extracted from b14). The 1,000 timing paths of the design under-evaluation (e.g., b15, b20, etc.) are used for testing. In this case, the b14 benchmark is excluded from the evaluation since GNN4REL is trained on all its extracted timing paths.
- For the design-dataset scenario (Sec. III-C3), one of the considered ITC-99 benchmarks will be kept for testing (i.e., 1,000 testing paths), while the rest of the considered ITC benchmarks are used for training/validation, resulting in 4,500 training paths and 500 validation paths.

5) **Dataset Generation and Evaluation for Prediction of Aging:** We consider the ITC-99, EPFL, and RISC-V benchmarks for this experiment. We extract 1,000 timing paths from each netlist along with the baseline delay values. We run STA considering the aging-aware std-cell lib for all the benchmarks and obtain the delay-degradation percentage for each timing path. As with the case of process variation, we evaluate the prediction performance of GNN4REL based on the three dataset generation scenarios discussed in Sec. III-C.

6) **Evaluation Metric:** For all experiments, the prediction performance of GNN4REL is reported using the MAE and mean absolute percentage error (MAPE) metrics, where \( \text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \) and \( \text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{y_i} \), where \( N \) (#testing paths) and \( y \) (true degradation%).

### B. Prediction of Process Variation

The \( \mu \)-degradation predictions by GNN4REL for every path per selected designs in the self-referencing scenario are shown in Fig. 14. The predictions are scatter-plotted versus the actual degradation percentages obtained from the accurate STA results. A line representing the outcome of an ideal regression model is plotted to visualize the MAE error. Here, the MAE error denotes the average distance between the prediction points to the regression line (i.e., average absolute residual error).

GNN4REL predicts the \( \mu \)-degradation with an average MAE of 0.3, where the actual degradation percentages range from \(-0.5\%\) to \(2\%\). In the case of the ITC-99 benchmarks,
MAE of path-level regression for process variations on ITC-99 benchmarks, different training datasets. NA: not applicable.

| Benchmark | Self-Referencing | Training on b14 | Design Dataset |
|-----------|------------------|-----------------|----------------|
| b14       | 0.58 0.15 0.94   | NA NA NA       | 0.65 0.30 1.34 |
| b15       | 0.22 0.07 0.51   | 0.76 0.18 1.88 | 0.53 0.15 1.32 |
| b20       | 0.56 0.09 0.93   | 0.71 0.29 1.36 | 0.61 0.14 1.13 |
| b21       | 0.46 0.07 0.67   | 0.75 0.26 1.32 | 0.57 0.14 1.13 |
| b22       | 0.50 0.07 0.59   | 0.85 0.19 1.60 | 0.63 0.15 1.02 |
| b17       | 0.25 0.05 0.35   | 0.72 0.96 1.97 | 0.43 0.97 2.13 |

GNN4REL performs particularly well for the cases of b15 and b17 benchmarks, reaching an MAE of 0.22 and 0.25, respectively, and showing a strong correlation between the predictions and the actual results. The MAE values of the \( \mu \), \( \sigma \), and max-degradation predictions by GNN4REL for the ITC-99 benchmarks under all dataset generation scenarios are listed in Table III. Further, the MAE values of the \( \mu \), \( \sigma \), and max-degradation predictions for the EPFL benchmarks under the self-referencing scenario are listed in Table IV.

Considering the ITC-99 benchmarks and the self-referencing scenario, GNN4REL achieves excellent prediction performance concerning \( \sigma \)-degradation, with an average MAE of 0.08, where the actual \( \sigma \) values range between 0.92 to 3.05 (average MAPE error of 4%). GNN4REL predicts the max-degradation with an average MAE of 0.66, where the actual max values range between 1.92 and 9.09 (average MAPE error of 12%).

Regarding the single-design scenario (b14 benchmark in this study, without loss of generality), GNN4REL achieves an average MAE of 0.75, 0.37, and 1.62 when predicting the \( \mu \), \( \sigma \), and max values, respectively. This experiment shows that, even if the GNN does not utilize the under-evaluation design during training, it can make valuable predictions. Such capabilities are essential in practice, where training data for the design-under-evaluation may not be available. However, considering only a single design for training does limit the type of samples the model sees and can lead to high variance.

Therefore, we further evaluate GNN4REL when using a design dataset for training; such approach is equally valid for scenarios when training data for the design-under-evaluation itself are not available. For this case (training on a design dataset), GNN4REL achieves an average MAE of 0.56, 0.3, and 1.34 for predicting the \( \mu \), \( \sigma \), and max values, respectively.

The results show that this scenario achieves better prediction performance compared with the single-design scenario. In short, in case where training data for the design-under-evaluation are unavailable, the designer/foundry can (i) utilize a generic design dataset for training or (ii) track the properties of the timing paths in the testing set and accordingly train the model on similar paths, to enhance the prediction performance as needed.

### C. Aging Prediction

The predictions for runtime-variation degradation for every path and selected designs in the self-referencing scenario are shown in Fig. 15. The predictions are again scatter-plotted versus the actual degradation percentages. The outcomes of an ideal regression model are also scatter-plotted, to visualize the MAE error. GNN4REL predicts the runtime-variation degradation percentages with an average MAE of 0.65, where the actual degradation percentages fall between 15% and 26%. The average MAPE value reported by GNN4REL is 3.17%, which indicates an excellent prediction performance.

The MAE values for the runtime-variation degradations predicted by GNN4REL under all dataset scenarios are listed in Table V. We can observe the same trend as with the process variation prediction: GNN4REL performs best in case of the self-referencing scenario (average MAE of 0.65) and worst in the single-design dataset scenario (average MAE of 4). Still, even in this relative worst-case scenario, GNN4REL achieves an average MAPE value of 20%, which indicates that it is performing “good forecasting” according to the study in [26].

For the design-dataset scenario, which “sits” between the other two scenarios in terms of prediction performance,
GNN4REL achieves an average MAE of 2.15 and an average MAPE of 9.7%, indicating on highly accurate forecasting.

We further evaluate GNN4REL under the self-referencing scenario on the EPFL benchmarks and report the MAE results in Table VII. GNN4REL achieves an average MAE of 0.64. This experiment shows that our platform can be generally applied to different types of designs.

For the RISC-V processors, we extract 1,000 timing paths from the RISCY processor and train GNN4REL accordingly. Then, 1,000 timing paths are extracted from the zero-riscy processor to estimate their delay degradation. GNN4REL reports an MAE of 3, demonstrating the scalability of the platform also for such more complex designs.

### D. Scalability Analysis

We demonstrated the scalability of GNN4REL on complex designs such as RISC-V processors represented using graphs with up to 35,648 nodes and 3,652 edges. Moreover, we considered EPFL benchmarks represented using graphs with up to 72,823 nodes and 143,261 edges, as summarized in Table VII. Recall that the number of nodes represents the total number of gates, PIs and POs in the corresponding design.

Increasing the size of the design does not undermine the performance of GNN4REL. Even on the contrary, larger designs can improve the prediction performance. E.g., predicting the average process-variation-induced delay degradation on the smallest considered ITC-99 benchmark, b14 with 9,630 nodes, GNN4REL achieves an MAE of 0.58, whereas when performing the same task on the largest considered ITC-99 benchmark, b17 with 39,774 (4× larger than b14), GNN4REL achieves the best performance with an MAE of 0.25.

Further, the training time incurred by GNN4REL grows only linearly (with factor < 1) with the size of the considered design. For example, training on b14 takes 01:42:18 (h:m:s) while training on b17 takes 02:36:42, i.e., a factor only 1.6× training time although the circuit size increased to 4×. Additionally, in case longer training times are not desired, we have demonstrated how GNN4REL can also be trained on small designs such as b14 and perform inference on larger designs such as b17. In such as setup, GNN4REL reported an MAE of 0.72, which is 2.9× higher than the MAE observed for self-reference training.

### E. Effect of the Extracted Subgraph Size $h$

We study the effect of $h$-hop sampling on the performance of GNN4REL. We repeat the experiments for predicting the delay degradation (due to process variation) and predicting the end-of-life delay degradation (due to aging) for varying $h \in [0, 2]$ with a step size of 1. We consider the ITC-99 benchmarks for this experiment under the self-referencing scenario. See Table VII for the MAE results. A hop size of $h = 0$ indicates that only the gates within each timing path itself are represented in the extracted subgraphs. As can be observed from Table VII, the prediction performance of GNN4REL improves by increasing $h$ from 0 to 1. We argue that more information regarding the fan-in and fan-out structures of the timing path gates get captured in the 1-hop subgraphs allowing for a better estimate of the delay degradation. However, moving to a hop size of $h = 2$, the prediction performance drops. With the increase in subgraph size, the properties of the timing path can get lost in the vast information captured by the graph, degrading the performance of the prediction.

### F. Runtime Analysis

#### Std-Cell Lib Generation: Each cell in the std-cell lib is characterized under different input-signal slewes and output-load capacitances settings, typically 7 × 7. Further, each rise and fall condition for every input pin is considered. Hence, characterizing the entire std-cell lib involves a huge number of SPICE simulations, which is a very time-consuming process. This challenge is exacerbated when having to repeat the process for Monte-Carlo-like std-cell characterization under variations. For instance, characterizing 100 std-cell libs takes ≈ 48 hours on a modern high-capacity server (using one SPICE license).

#### STA: Run on the 1,000 paths extracted for the largest considered design (i.e., the divisor benchmark with 143,261 gates, PIs and POs) takes 80 seconds. Running STA to compute...
the delay degradation (due to process variation) considering the 100 libs takes up to 2.2 hours for each design.

Training and Inference: We report the training time of GNN4REL on the ITC-99 and EPFL benchmarks (the details of the benchmarks are summarized in Table II) for predicting the delay degradation caused by aging under the self-referencing scenario in Table VIII – GNN4REL takes merely 2 hours to train. Recall that in the self-referencing scenario, the 1,000 timing paths of each design are split into 810 training paths, 100 validation paths, and 90 testing paths. Also recall that training GNN4REL is a one-time effort. The subgraph-extraction time is part of the total training time, which could be sped up using parallelism. Once GNN4REL is trained, it can be used to assess the reliability of any given design in the considered testing set. The inference stage of GNN4REL, i.e., the actual reliability prediction, takes a few seconds. The experiments are performed on an Intel(R) Xeon(R) CPU X5680 with 64GB of RAM.

VI. RELATED WORK

A. Learning-based Delay Degradation Prediction

Recently, different machine learning (ML)-based methods were developed to estimate delay degradation. However, these methods are limited in their capabilities, as we showcase next.

S. M. Ebrahimipour et al. [27] proposed an aging-aware delay model, termed Aadam, tailored for generic cell libs. In Aadam, a separate feed-forward, fully-connected neural network (FFNN) is trained for each cell in the lib, to capture the relation between a number of aging factors and the cell’s delay degradation. During both the training and inference stages, Aadam first passes the gate-level netlist to a logic simulator to compute the signal probabilities for each transistor inside each gate. Then, the respective FFNN networks are invoked inside an STA tool, to infer the aging-induced delay of the circuit. Thus, Aadam eliminates the need for the generation of aging-aware std-cell libs. The main shortcomings of Aadam compared to GNN4REL are as follows. First, in GNN4REL, a single model is trained to predict degradation for different circuits containing various std-cells, unlike for Aadam, which requires training of as many networks as cells are in the lib. Second, GNN4REL eliminates the need for STA during inference, unlike Aadam. Third, Aadam requires invoking circuit simulations during inference, unlike for GNN4REL, which passes the netlist directly to the trained model, without requiring any simulations during inference. Fourth, process variations are not considered in [27].

F. Klemme et al. [3], [28] proposed ML-based cell-lib characterization methods, which can be invoked by STA tools, to obtain aging-induced and process-variation-induced degradation. Similar to Aadam, these methods do not eliminate the need for STA to compute the degradation. More recently, J. Guo et al. [29] proposed an ML-based platform for predicting path-delay variations. Their platform requires the user to first compute the nominal delay for each path in the netlist and then uses this data for an input feature. Thus, similar to the other SOTA methods above, their platform also requires conventional STA methods at inference time, unlike GNN4REL.

VII. CONCLUSION

We present GNN4REL, a machine learning-based generic platform for circuit-reliability assessment. GNN4REL empowers circuit designers to obtain fast and accurate estimations of the delay degradation imposed on their designs due to process variation and device aging. Further, GNN4REL takes the burden of generating variation-aware standard-cell libraries and running static timing analysis off the designer’s shoulders, while protecting confidential foundry information.

Our experimental evaluation on selected ITC-99 and EPFL benchmarks, alongside RISC-V processors, shows that given a timing path, GNN4REL accurately predicts the delay degradation distributions’ measures (i.e., mean, standard deviation, maximum) caused by process variation and device aging – with a mean absolute error down to 0.01 percentage points – within few seconds. Considering different dataset and training scenarios, we show that GNN4REL can operate under various setups based on the requirements of the designer. All in all, we believe that GNN4REL opens up new frontiers in advancing design-time reliability assessment methods. We will release GNN4REL as open-source framework to the community.
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