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Abstract—Identity recognition plays an important role in ensuring security in our daily life. Biometric-based (especially activity-based) approaches are favored due to its fidelity, universality, and resilience. However, most existing machine learning-based approaches rely on a traditional workflow where models are usually trained once for all, with limited involvement from end-users in the process and neglecting the dynamic nature of the learning process. This makes the models static and can not be updated in time, which usually leads to high false positive or false negative. Thus, in practice, an expert is desired to assist with providing high-quality observations and interpretation of model outputs. It is expedient to combine both advantages of human experts and the computational capability of computers to create a tight-coupling incremental learning process for better performance. In this study, we develop RLTIR, an interactive identity recognition approach based on reinforcement learning, to adjust the identification model by human’s guidance. We first build a base tree-structured identity recognition model. And an expert is introduced in the model for giving feedback upon model outputs. Then, the model is updated according to strategies that are automatically learned under a designated reinforcement learning framework. To the best of our knowledge, it is the very first attempt to combine human expert knowledge with model learning in the area of identity recognition. The experimental results show that the reinforced interactive identity recognition framework outperforms baseline methods with regards to recognition accuracy and robustness.

Index Terms—Person identification, human feedback, reinforcement learning.

I. INTRODUCTION

PERSON identification plays a key role in ensuring security and safety in realms of household security, finance, and national defense, which makes a host of studies been proposed. Recent research works on human intrinsic and extrinsic properties have explored and been demonstrating promising performance. For instance, physiological characteristics [1], brain waves [2], and people’s certain behavior patterns [3]. Most approaches are data-driven and comply with the traditional machine learning workflow. The signals and data featuring properties are first collected from various sources like wearable sensors [4] or wireless sensing devices like Wi-Fi [5]. The relevant features are then identified by domain experts or extracted automatically by algorithms to represent the acquired data. Finally, the identification models are built upon machine learning or deep learning algorithms by taking these features as inputs. However, existing works with the workflow mentioned above are mostly static and therefore limited in handling the changing dynamics of newly observed continuous data. In real-world biometric (especially activity-based) person identification tasks, the environment semantics are naturally highly dynamic. For instance, for a gait-based identification system, the gait of a person will vary a lot in different situations. If the recognition model can not be effectively adjusted and updated accordingly, it would misidentify a person and comprise the entire identification system. Thus, the static models usually lead to accuracy decreasing in real-life usages.

Except for the updating way of retraining the model after collecting enough amount of data [6], some previous works explored adaptive recognition systems [7]. The assumption of these works is that there exist adequate samples to be selected before the model is updated. Nevertheless, in a real person identification system, samples are produced in a streaming manner, so that the current samples are usually not enough for retraining a static model or selecting templates. Updating the model after data accumulation is very time-consuming and unpractical. Thus, it is critical for identification systems to be self-adaptive and adjusted timely by current data, which has not been solved very well.

To track the evolving environment more quickly and accurately with streaming data, the participation of a person with extensive knowledge and ability (called an expert), would be helpful to calibrate and justify the recognition system. The expert sits in the loop of recognition and provides reliable feedback based on the identification results, by which the recognition model is updated accordingly. Though the idea is suitable for enabling the dynamic recognition systems with limited streaming samples, some challenges still remain:

- How to effectively incorporate expert feedback in the person identification system without retraining the recognition model.
- How to find the optimal updating strategy considering both recent and historical expert feedback. The strategy should balance both the immediate and future model performance at the same time.
- How to improve identification performance as much as possible by keeping human efforts minimal.

To tackle the first challenge, we treat the human-in-the-loop recognition and updating procedure as sequential interactions between the human expert and the identity recognition agent.
To simplify the problem, we mainly consider vector-form streaming data such as gait information. A tree-structured model [9] is deployed to be the base recognition model due to its explainability and scalability. To address the second and third challenges, a reinforcement learning (RL) based approach is leveraged to automatically learn the model updating strategies according to the human feedback. In the Markov Decision Process (MDP) [9], an action can be determined by an RL algorithm based on the state and reward, which is similar to the updating strategy selection procedure based on the interaction between identification agent and human expert. Therefore, RL is appropriate to select optimal model updating strategies by reasonably combining the current identification model performance and human efforts.

In summary, we propose a novel framework which exploits Reinforcement Learning methods to update a Tree-structured Identity Recognition model (RLTIR) according to human feedback in a dynamic environment. The main contributions of the present work are as follows:

- We propose a self-updating interactive person identification model, namely RLTIR, which can adapt to a dynamic environment, including intra-class variations and new emerging people. Driven by the quality expert feedback, the recognition model can be adjusted in real time. Compared with existing adaptive recognition methods that need to accumulate adequate samples, our method is more suitable for improving person identification performance with streaming data.

- We develop optimal updating strategies under a reinforcement learning framework. The updating process with human expert feedback is mapped into a Markov Decision Process, which can select the most suitable updating strategy automatically at each timestamp with consideration of the current and future performance of the recognition model.

- We evaluate the proposed approach on two datasets, including a local dataset and a public dataset. The experimental results illustrate that our model consistently outperforms the state-of-the-art methods on person identification. We also demonstrate the necessity of the feedback, robustness, and efficiency of the proposed model through a set of empirical studies.

The remainder of this paper is organized as follows. Section II introduces literature related to this paper. Section III presents problem definition and the generic framework of RLTIR. Section IV details methodology of the RLTIR method. Section V evaluates the proposed method by conducting extensive experiments on the local and public dataset and provides analysis of the experimental results. Section VII gives the conclusion and proposes the future work.

II. RELATED WORK

Person identification has been a highly popular research topic. In recent years, biometric-based methods are usually used for identity recognition because of convenience and privacy. The methods utilizing fingerprints, irises, and facial features require the user to be close to the sensing device. Thus, the recent advances in device-free approaches have been extensively studied due to convenience and portability [10–12]. Device-free approaches learn the signature of individual behaviors from the variations caused by human-environment interactions under people’s behavior patterns in an obtrusive way [13, 14]. Human activities like gait information [15, 16] and keystroke dynamics [17] provide a convenient, low cost, and universal solution for person identification. People can be detected based on changes of the corresponding signal pattern. However, compared to systems based on face images and fingerprints with robust feature sets, signals of activities are not immutable, and there exist changes during the data collection for the same person. Different from the static models that need to be retrained, our proposed method can improve the recognition performance to promote the practicality and stability of the activity-based person identification in a better way.

To adapt to the dynamic environment, self-adaptive systems are proposed, which have been extensively studied in many works [18–20]. Self-adaptive methods can be utilized in recognition systems to improve the performance from the perspective of model structure. For example, B. Freni et al. [21] and G. Orrù et al. [22] designed self-updating methods for template-based face recognition systems. A. Mhenni et al. [23] proposed a novel user-dependent template update strategy for keystroke recognition. Most of methods require adequate samples before updating strategies are carried out. In a real person identification system, samples are always produced in a streaming manner, so that updating the model after data accumulation is time-consuming. To achieve the real information of the current data, we borrowed the idea from the human-in-the-loop systems [24, 25], which arranged humans to annotate samples for obtaining or updating a training set. Active learning is a classical learning paradigm leveraged in human-in-the-loop systems. The most typical applications are computer vision, machine translation, outlier detection [26–29], etc. The difference is that we set the human in both training and test process for model adaptation other than training set adaptation. In this way, our method can timely adjust the identification system only by existing and current data without accumulation of the new data.

Our work leverage reinforcement learning to bridge human guidance and the model adaptation process. Some existing studies combined traditional machine learning algorithms with reinforcement learning to obtain more interpretable and optimal models. Take the tree-structured model for an example, the splitting features and values were predicted for each non-leaf node orderly by employing reinforcement learning-based methods [30, 32]. The common purpose of these works is to learn the model-building procedures and model parameters. The tree’s structure won’t be changed after training, while our model can be adapted during the test process. Sendi et al. [33] presented a deep ensemble method based on an argumentation of combining machine learning algorithms with a multi-agent system to improve classification performance. However, the framework can not be directly employed because the interaction between the human and the identification model should be considered in our framework.
Fig. 1. The overall framework of the RLTIR. For each instance of a person, an ensemble tree-structured model is used for identification. The identification result is achieved according to the calculation of negative probability \( y \) of the instance. The model is updated according to the updating strategy learned by a reinforcement learning method in each iteration. In each step \( t \), the current structures and parameters of the model can be regarded as state \( s_t \). The feedback from the human expert is reward \( r_t \). The DQN finds the optimal updating strategy, and the state transition selects one action \( a_t \) to update \( s_t \). The state transition contains five actions. Each action corresponds to an updating strategy. The updated model is leveraged to identify the next instance.

III. Framework Overview

The purpose of the method is to propose a new idea for timely improving activity-based person identification performance with streaming data based on the human-in-the-loop mechanism. To simplify the problem, it is assumed that only one person is identified at a given time. The overall proposed RLTIR framework is shown in Fig. 1. The workflow includes three components: base tree-structured identification model, human expert feedback, and model updating.

Tasks like sensing devices, data collection, and feature extraction are out of the scope of this article. We assume that useful features have been extracted in order to avoid interference caused by features. Most activity-based person identification systems identify persons one by one, and extract features as vector form. Considering the flexibility of the updating structure, we build a base tree-structured classification model for streaming vector-form instances of each person. For each enrolled person, the identification results are binary: positive (genuine user) and negative (impostor). The identification result is produced according to the base identification model. The feedback on the correctness of the identification result will be given by a human expert if the result is judged as not reliable enough. The feedback will be combined with the current model structure for model updating.

For the model updating, we aim to select optimal updating strategies according to model structure changes and human expert feedback. Similarly, the core idea of the Markov Decision Process (MDP) is deciding which action to perform based on state changes in the environment and rewards obtained after performing the action. Thus, to ensure that the identity recognition model can be updated timely and reasonably by human expert feedback, we transform the sequential interactions between the human expert and the identification model as an MDP. Model structures and parameters are regarded as state \( s \). And we set five actions for model updating, including Maintain, Increase Density, Decrease Density, Expand Node, and Collapse Node. Deep Q-learning Network (DQN) [9] is employed to select the updating strategy \( a \) for the feedback in each iteration. The detailed updating process is demonstrated in section [V-C]. The procedure is iteratively executed to timely improve the model performance without retraining the model.

IV. Methodology

This section introduces the three components of the proposed framework in detail. All the notations used in the proposed method are listed in Table I.

A. Base Tree-Structured Identification Model

Tree-structured model is a good candidate for person identification due to its explainability and scalability. As such, the model can be effectively updated with justifications. The identification system builds a base tree-structured classifier for each enrolled user. Each classifier contains several trees to avoid contingency. The output of each tree is the probability of the current instance belonging to the corresponding user. Given the initial training set of an enrolled person, a random space tree is built by the feature space \( X \in \mathbb{R}^d \) that has been extracted from sensing signals. The initialization of the workspace and procedures of tree growth are similar to those in the previous work [8].

Each instance of a person is scattered into a specific region according to its feature vector. In the literature, the number of instances scattered in a region is related to the density of the node [44]. The basic assumption is that instances of an impostor (negative category) are more possibly located in lower density regions rather than those of the genuine user (positive category). The negative probability of an instance is calculated by density from all the trees, which is used for clarifying the enrolled user and impostors. The instance with a high negative probability will be recognized as an impostor.
TABLE I
NOTATIONS USED IN THIS PAPER. THE PARAMETERS THAT REQUIRE MANUAL SETTINGS ARE MARKED BY THE SYMBOL [*].

| Parameters | Explanation |
|------------|-------------|
| x          | An instance need to be identified |
| MaxDepth[*] | The maximum depth of each tree |
| MinDepth[*] | The minimum depth of each tree |
| TerminalDepth[*] | The depth of all terminal nodes in a tree, \( \text{MinDepth} \leq \text{TerminalDepth} \leq \text{MaxDepth} \) |
| \( M[*] \) | The number of trees in a tree-based classifier |
| \( k \) | The chosen feature for children node splitting |
| \( \tau \) | The splitting value of the chosen feature |
| \( h \) | The depth of a node located in \( \tau \) |
| \( m \) | The density of a node |
| \( \beta[*] \) | An adaptive parameter for adaptation of \( m \) |
| \( v \) | The number of instances scattered in a node |
| \( y \) | The negative probability of an instance |
| \( U \) | The uncertainty of an identification result |
| \( f \) | The feedback provided by the human expert |
| \( p \) | The number of positive feedback |
| \( n \) | The number of negative feedback |
| \( \phi[*] \) | Time window size for refreshing the node |
| \( \rho[*] \) | An adaptive parameter for node refreshing |
| \( s \) | The information on base tree model structure |
| \( a \) | The selected model updating strategy |
| \( r \) | The reward calculated by human feedback \( f \) |
| \( s[*] \) | The reward decay in DQN |
| \( \phi \) | The replay memory in DQN |
| \( Q(.) \) | The action-value function in DQN |
| \( L(.) \) | The loss function of DQN |
| \( \theta \) | The parameters need to be learned in DQN |
| \( \alpha \) | The learning rate of DQN |
| \( C[*] \) | The target replace step of DQN |

where \( \mu_i \) and \( \sigma_i \) are the expected value and standard variance of \( m_i \) for feature space \( \mathcal{X} \). In the streaming environment, these values are incrementally calculated. Regarding the base identification model that contains \( M \) trees, the final negative probability for the instance is

\[
y = \frac{1}{M} \sum_{i=0}^{M} y_i \quad (4)
\]

After negative probabilities of all the training instances were attained from the model, a threshold is determined. When the negative probability of a new instance is calculated, the corresponding person is identified as the genuine user if the score is lower than the threshold; Otherwise, the person is identified as an impostor.

B. Human Feedback Mechanism

A human expert is arranged to make the person identification system timely adapt to the dynamic environment. Although the feedback is the golden standard for improving the model performance in our method, it is unnecessary to give feedback for all the instances. Too much feedback will increase the burden of the human expert, whereas too little feedback can be not enough to improve the model. Intuitively, instances that are more likely to be misidentified require more feedback. We leverage uncertainty to evaluate the necessity of feedback for the instance. The instance with higher uncertainty is more likely given feedback by the human.

To evaluate the uncertainty of an instance, we consider the relationship between the negative probability of the instance and the number of historical feedback in the corresponding node. According to Equation 2, \( y_i \) is the negative probability. Suppose there has existed some feedback from the expert, the number of positive and negative feedback are \( p \) and \( n \).

In theory, the negative probability should equal the ratio of negative feedback to all feedback, i.e., \( y_i = \frac{n_i}{p_i + n_i} \). The uncertainty of the identification result is formulated as the difference between the expected probability \( \frac{n_i}{p_i + n_i} \) and the reported probability \( y_i \)

\[
u_i = |y_i - \frac{n_i}{p_i + n_i}| \quad (5)
\]

Considering \( M \) trees in the base identification model, the final uncertainty of the instance is

\[
U = \frac{1}{M} \sum_{i=1}^{M} u_i \quad (6)
\]

A threshold is set to decide whether the instance needs feedback. If \( U \) is bigger than the threshold, the model will request feedback from the human expert.

Given the feedback, the model will get access to an instance-feedback pair \((x, f)\), where \( f \in \{0,1\} \). \( f = 0 \) or \( f = 1 \) denotes that the person is recognized by the expert as positive or negative category. The identification model will be adjusted according to the feedback before getting access to future instances.
Algorithm 1 Model Updating Algorithm

Input: Node - a node in the tree, a - the selected action, x - the instance with feedback

Output: An improved tree-structured model

1: if a is 'Maintain' then
2:    Tree structure remains unchanged
3:    end if
4: if a is 'Increase Density' then
5:    Node.v = Node.v + \beta \ast 2^{Node.h}
6:    end if
7: if a is 'Decrease Density' then
8:    Node.v = Node.v - \beta \ast 2^{Node.h}
9:    end if
10: if a is 'Expand Node' then
11:    if Node.h < Node.MaxDepth then
12:       Node.left.type \leftarrow 'terminal'
13:       Node.right.type \leftarrow 'terminal'
14:       Node.type \leftarrow 'internal'
15:    else
16:       Node.v = Node.v - \beta \ast 2^{Node.h}
17:    end if
18: end if
19: if a is 'Collapse Node' then
20:    if Node.h > 1 then
21:       Node.type \leftarrow 'internal'
22:       Node.parent.type \leftarrow 'terminal'
23:    else
24:       Node.v = Node.v + \beta \ast 2^{Node.h}
25:    end if
26: end if

C. Model Updating based on Reinforcement Learning

The updating ways for the base tree-structured model are organized from aspects of the tree structure and the density of the terminal node. However, it is not advisable to blindly choose updating strategies. It is necessary to find an appropriate strategy to ensure that the model is optimally optimized considering both current and future performance.

We leverage reinforcement learning to update the identification model not only because the procedure of strategy selection is similar to the MDP, but also because reinforcement learning is able to balance the current and future performance. More formally, we introduce the crucial components of our deep reinforcement learning structure for the updating strategy selection:

1) State $s_t$: At each timestamp $t$, state $s_t = \{Node_1, \ldots, Node_N\} \in S$ is defined as $N$ nodes of the operational tree structure, where each node $Node_i$ contains a set of elements $\{h, v, p, n, k, t, type, flag\}$. flag is a boolean value for recording if the instance has gone through the node. Other elements have been illustrated in Table I.

2) Action $a_t$: Action $a_t \in A$ is defined as a strategy to update the model at timestamp $t$. We define five actions: 'Maintain', 'Increase/Decrease Density', 'Expand/Collapse Node'. 'Maintain' means $s_{t+1} = s_t$, i.e., the model remains unchanged. 'Increase/Decrease Density' means that the negative probability of the terminal node will be increased or decreased.

Algorithm 2 The RLTIR Person Identification Algorithm – RLTIR(x, TreeModel)

Input: x - an instance of a person, TreeModel - base tree-structured model

Output: y - negative probability of x

1: Initialize replay memory $D$, Initialize action-value function $Q$ with zero weights $\theta$
2: Initialize target action-value $Q'$ with weights $\theta^- = \theta$
3: $step \leftarrow 0$
4: $s_t \leftarrow TreeModel.structure$
5: $TerminalNode \leftarrow TreeModel.Traverse(x)$
6: Calculate $y$ by Equation $[1]-[4]$
7: if x requires feedback then
8:     With probability $\epsilon$ select a random strategy $a_t$; Otherwise select arg max $Q(s_t, a_t; \theta)$
9:     Execute updating strategy $a_t$ by Algorithm 1
10: Observe new tree structure $s_{t+1}$
11: Calculate reward $r_t$ according to feedback $f$
12: Store $(s_t, a_t, r_t, s_{t+1})$ in Memory $D$
13: Sample random minibatch of transitions from $D$
14: Set $l_t = \left\{ \begin{array}{ll}
            r & \text{if identification terminate} \\
            r + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}; \theta) & \text{otherwise}
        \end{array} \right.$
15: Perform a stochastic gradient descent step on $(l_t - Q(s_t, a_t; \theta)^2)$
16: $step++$
17: $s_t \leftarrow s_{t+1}$
18: if $step >= C$ then
19:    replace $\theta^- \leftarrow \theta$
20: end if
21: Calculate $y$ using updated model with structure $s_{t+1}$
22: end if
23: Return $y$

'Expand/Collapse Node’ means that the terminal node is replaced by its children node or parent node. The updating processes of each action are shown in Algorithm 1. The actions of each tree in the same classifier are independent.

3) Reward $r_t$: Human feedback is related to the reward $r_t$ to evaluate if the updating strategy $a_t$ is optimal. The base classifier is an ensemble model with $M$ trees. The final result is attained from results of $M$ trees. Thus, we set $r_{t,global}$ and $r_{t,regional}$ to represent the reward of the whole model and each tree. If the classifier identifies the person correctly, $r_{t,global} = +1$; Otherwise, $r_{t,global} = -1$. $r_{t,regional}$ is designed the same as $r_{t,global}$. For each tree in the classifier, $r_1 = \sigma \ast r_{t,global} + (1 - \sigma) \ast r_{t,regional}$.

4) Policy $\pi(s_t, a_t)$: When a strategy $a_t$ is implemented, the current $s_t$, $s_{t+1}$ can be achieved. At timestamp $t$, the state transition only chooses one action following the policy $\pi(s_t, a_t)$.

We employ DQN as the optimization policy $\pi(s_t, a_t)$ to update all the five Q-values (corresponding to the five candidate strategies in $a_t$) at each step. The structure of each tree $s_t$ is stored as a matrix: the raw data represents each node of the tree, and the column data represents elements of each node. We follow the standard assumption that delayed
TABLE II
THE PERFORMANCE COMPARISON WITH BASELINES AND THE STATE-OF-THE-ART METHODS ON DIFFERENT DATASETS FOR PERSON IDENTIFICATION.

| Dataset | Index | Method                  | Precision | Recall | F1-Score | AUC  | FNR  | FPR  |
|---------|-------|-------------------------|-----------|--------|----------|------|------|------|
| Gait    | 1     | (Filippov et al. 2018) | 0.6800    | 0.4139 | 0.4869   | 0.6195 | 0.5861 | 0.1749 |
|         | 2     | (Wang et al. 2017)     | 0.5200    | 0.2209 | 0.2933   | 0.6018 | 0.7991 | 0.0173 |
|         | 3     | (Zhang et al. 2019)    | 0.7693    | 0.4573 | 0.5716   | 0.7125 | 0.5427 | 0.0322 |
|         | 4     | (Hejazi et al. 2017)   | 0.6252    | 0.8479 | 0.7104   | 0.6508 | 0.1521 | 0.5463 |
|         | 5     | (Xu et al. 2019)       | 0.5434    | 0.6310 | 0.5728   | 0.5511 | 0.3689 | 0.5289 |
|         | 6     | (Liu et al. 2010)      | 0.4650    | 0.1523 | 0.2209   | 0.5676 | 0.8477 | 0.0170 |
|         | 7     | (Hossain and Chetty 2012) | 0.5014 | 0.5665 | 0.5157   | 0.5147 | 0.4335 | 0.5370 |
|         | 8     | (Hsu et al. 2019)      | 0.4916    | 0.5260 | 0.4969   | 0.5097 | 0.4740 | 0.5067 |
|         | 9     | (Hossain et al. 2018)  | 0.6652    | 0.7328 | 0.6833   | 0.6705 | 0.4166 | 0.3947 |
|         | 10    | (Anzar et al. 2016)    | 0.8394    | 0.8161 | 0.7007   | 0.7488 | 0.3388 | 0.1476 |
|         | 11    | Ours_nofeed             | 0.7126    | 0.8800 | 0.7124   | 0.7219 | 0.3200 | 0.3585 |
|         | 12    | Ours (RLTIR)            | 0.8542    | 0.7785 | 0.7306   | 0.7607 | 0.4593 | 0.0869 |
| CMU     | 1     | (Filippov et al. 2018) | 0.8286    | 0.2231 | 0.3498   | 0.7605 | 0.7769 | 0.0127 |
|         | 2     | (Wang et al. 2017)     | 0.8945    | 0.8384 | 0.8064   | 0.8169 | 0.2615 | 0.0466 |
|         | 3     | (Zhang et al. 2019)    | 0.9277    | 0.8796 | 0.8987   | 0.8943 | 0.1203 | 0.0310 |
|         | 4     | (Hejazi et al. 2017)   | 0.6686    | 0.8784 | 0.7579   | 0.7225 | 0.1216 | 0.4333 |
|         | 5     | (Xu et al. 2019)       | 0.7742    | 0.6835 | 0.8033   | 0.7417 | 0.4164 | 0.1245 |
|         | 6     | (Liu et al. 2010)      | 0.8813    | 0.8672 | 0.8067   | 0.8789 | 0.2328 | 0.0931 |
|         | 7     | (Hossain and Chetty 2012) | 0.7979 | 0.8355 | 0.8089   | 0.7967 | 0.1644 | 0.2422 |
|         | 8     | (Hsu et al. 2019)      | 0.7837    | 0.7931 | 0.7881   | 0.7907 | 0.2069 | 0.1218 |
|         | 9     | (Hossain et al. 2018)  | 0.8707    | 0.8616 | 0.8274   | 0.8819 | 0.1383 | 0.0238 |
|         | 10    | (Anzar et al. 2016)    | 0.9207    | 0.8808 | 0.8906   | 0.9194 | 0.1325 | 0.0232 |
|         | 11    | Ours_nofeed             | 0.9287    | 0.8985 | 0.9165   | 0.9174 | 0.1613 | 0.0207 |
|         | 12    | Ours (RLTIR)            | 0.9661    | 0.8726 | 0.9199   | 0.9235 | 0.1473 | 0.0149 |

Rewards are discounted by a factor $\gamma$ at each time step. Action-value function $Q(s_t, a_t)$ is defined as the expected return based on model structure $s_t$ and updating strategy $a_t$. The optimal action-value function $Q^*(s_t, a_t)$ has the maximum expected return by the optimal policy. However, the state space in our framework is enormous because tree structures are diverse with different elements of nodes. Thus, we use the Bellman equation \[37\] to estimate $Q'$ for each state-action pair. We utilize deep neural networks with parameters $\theta$ as function approximator, i.e., $Q(s_t, a_t; \theta) \approx Q'(s_t, a_t)$. The Q-network is trained by minimizing a loss function:

$$L(\theta) = \mathbb{E}_{s_t, a_t, r, s_{t+1}} [(l - Q(s_t, a_t; \theta))^2],$$

(7)

where $l = \mathbb{E}_{s_{t+1}} [r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}; \theta)|s_t, a_t]$ is the target for the current iteration. The derivatives of loss function $L(\theta)$ with parameters $\theta$ are presented as follows:

$$\nabla_\theta L(\theta) = \mathbb{E}_{s_t, a_t, r, s_{t+1}} [(r + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}; \theta) - Q(s_t, a_t; \theta)) \nabla_\theta Q(s_t, a_t; \theta)],$$

(8)

where $\theta^-$ are previous parameters, which are updated when optimizing the loss function. Then, we utilize stochastic gradient descent to optimize the function efficiently. Besides, we design the deep neural network as four layers. Except for the input layer, a simple RNN layer is employed in the first layer considering correlations and orders among nodes; The second and third layers are full-connected layers. We adopt Relu activate function in the first two layers, and use the softmax activate function in the last layer. The detailed procedure of the RLTIR framework is shown in Algorithm 2.

V. EXPERIMENTS

A. Experimental Settings

1) Datasets: We utilized two datasets to evaluate the RLTIR framework. The first dataset was collected from the practical person identification scenario. The second one is a public keystroke dataset named CMU [17] for person identification.

The first dataset was manually attuned according to the previous work [16]. The work proves that the acoustic signal is effective for person identification by extracting gait patterns of the person. Therefore, we collected similar data with the same device and experimental settings in the previous work. We recruited 50 volunteers aged between 20 and 30 years in our laboratory. 256-dimensional features mentioned in [16] were extracted from the original signal. We recorded 50 times for each volunteer in different sessions, to guarantee that gait information for each person changes temporally in our dataset. The final dataset totally contains 2,500 instances. In the beginning, only 30 people were enrolled and the rest of the
persons were considered as new possible enrolled users. In the test process, when a new user appeared, we created a classifier for that user. CMU [17] is a public dataset containing 51 users with 8 sessions. In each session, 50 instances were collected for each user. There are 20,400 instances in the dataset.

In the training process, for the classifier of a specific enrolled user, we randomly extracted 30% of all available data of the user. And several data from the other enrolled ones were extracted, which accounts for 20% of the training set of this user. For each classifier, the test set consisted of the rest 70% data of the corresponding enrolled user and the same number of the randomly selected data from the other persons (including the new possible enrolled users). A student was arranged as a human expert. He gave feedback on whether the current instance was recognized correctly. The feedback was recorded through an interface. If the instance was recognized correctly, the expert clicked “Yes”, otherwise clicked “No”.

2) Evaluation Metrics and Baselines: The performance of the proposed method was evaluated by six metrics: Precision, Recall, F1-score, Area Under Curve (AUC), False Positive Rate (FPR), False Negative Rate (FNR). The baseline methods are as follows:

1. (Filippov et al. 2018) [38] extracted features of interaction with a device’s touch screen for user authentication. Isolated forest technique is employed to fit the touch pattern recognition model;
2. (Wang et al. 2017) [39] presented XRec which leverages user behavioral patterns of using an App. XRec employs random forest to classify device pairs;
3. (Zhang et al. 2019) [40] investigated the sensors and features to improve the recognition accuracy of indoor activities and utilized XGBoost to recognize these activities;
4. (Hejazi et al. 2017) [41] found that one-class SVM can be a robust recognition algorithm for ECG biometric verification with sufficient samples;
5. (Xu et al. 2019) [16] used fine-grained gait information to identify human beings. SVM classifier was utilized to be the identification model;
6. (Liu et al. 2010) [42] developed a fall incident detection system with the help of the KNN classifier;
7. (Hossain and Chetty 2012) [43] proposed an MLP-based human-identification scheme from long-range gait profiles in surveillance videos;
8. (Hsu et al. 2019) [44] introduced a system that automatically collects behavior-related data and provides CNN-based algorithms for identifying activities in homes;
9. (Hossain et al. 2018) [45] proposed a deep active learning-enabled activity recognition model. For fairness, we only added the most informative and meaningful sample into the training set when retrained the model was retrained.
10. (Anzar et al. 2016) [46] proposed an adaptive online template-updated method using the Gaussian mixture model (GMM) to minimize classification errors and intra-class variations.
11. Ours_nofeed is our proposed RLTIR framework without human feedback.

Fig. 3. Area Under Curve (AUC) comparison on two datasets between (a) different weight of global reward; (b) different reward decay; (c) different learning rate; (d) different target replace step; (e) different number of neurons in the first layer; (f) different number of neurons in the second layer.

Fig. 4. The change of AUC, FNR, and FPR during iterations on (a) Gait dataset and (b) CMU dataset.
B. Method Performance Evaluation

1) Overall Comparison: We compared the proposed framework with the methods mentioned above. RLTIR framework has the ability to update model structure incrementally, but most of the other methods are static. For equality, the training set of baselines contained 80% of the instances of an enrolled user, while 30% of the instances of the enrolled user were contained in the training set for RLTIR. We repeated the experiments 50 times and calculated average results. The overall identification results of the two datasets are shown in Table I. It can be observed that:

(1) For the Gait dataset, the proposed RLTIR framework achieves the best performance on Precision, F1-score, and AUC. Our method without feedback achieves the highest Recall. Although Hejazi’s method and Liu’s model attain better performances on FNR and FPR respectively, both of them perform not well on other metrics. Because the test dataset is imbalanced and the two methods identify almost all data as the same category.

(2) For the CMU dataset, our method performs better than other baselines on almost all the metrics except for Recall and FNR. Anzar’s model also achieves considerable performance, other baselines on almost all the metrics except for Recall and FNR. Anzar’s model also achieves considerable performance, especially when there are few positive samples.

2) Parameter Analysis: For the base tree-structured identification model, the maximum depth $MaxDepth$ of a tree and the number of trees $M$ affect the performance of the model. The experimental results on the two datasets are shown in Fig. 2. The model reaches the best performance when $MaxDepth$ is 9 and $M$ is 30 in all of the datasets. The performance decreases when the maximum depth of a tree is too deep, because the instance is identified partly according to historical instances scattered into terminal nodes, and a large $MaxDepth$ will cause many abundant children nodes. The performance is improved with the increasing number of trees until $M$ reaches 30.

3) Feedback Analysis: To evaluate the effectiveness of the human feedback, we explored changes in the model performance during iterations on three metrics (AUC, FNR, and FPR), which are shown in Fig. 3. The figure illustrates that model performances on the two datasets are optimized with the increasing number of iterations. The performance achieves stability after reaching a certain number of iterations. It proves that the feedback is efficient for improving identification performance in a dynamic environment, including intra-class variations and newly enrolled users. And optimal updating strategies are constantly learned with the training of the DQN.

Although the evaluation results in Table I have proved that the RLTIR framework outperforms, it is impractical if the frequency of feedback is high. We hope that the model can be improved with only a few human intervention and the number of feedback will decrease with learning updating strategies constantly. To evaluate the burden of human experts, the overall distribution of the feedback proportion in the testing set and changes in the amount of the feedback during iterations were explored. Fig. 5(a) reveals that the proportion of feedback from the whole testing set is almost less than 35%. That means the expert gives feedback without taking much effort. Fig. 5(b) and Fig. 5(c) show that feedback number decreases relatively with increasing updating iterations. After reaching a certain number of iterations, the amount of feedback tends to stabilize. It reveals that the identification performances can be improved with a limited amount of feedback.

4) Robustness Evaluation: We also evaluated if the RLTIR method is robust on the size of the dataset and distribution of categories. we first changed the ratio of the training set to the overall dataset. Fig. 6(a) illustrates that the RLTIR framework is not sensitive to the size of training data as long as the ratio is higher than 30%. For category distribution, the proportion of positive samples represents the balance between positive and negative categories. Fig. 6(b) demonstrates changes in the AUC metric with the different distribution of categories. It is obvious that the proposed method is more appropriate for imbalance category distribution, especially when there are few negative samples.
5) Efficiency Evaluation: Efficiency refers to the required training time and identification time, including the updating process. Low efficiency will limit the suitability for practical deployment. We focused on the running time of our method and compared it with the baselines. The experiments were conducted on a computer with Intel i5-6500 3.2GHz CPU. The required training time and testing time for each method are given in Fig. 7(a) and Fig. 7(b) respectively. The x-axis denotes the index of the methods shown in Table I. Fig. 7(a) illustrates that approaches utilizing deep neural networks take much more training time than others because these approaches contain more parameters and more complex structures. Fig. 7(b) presents that the testing time of our model is around 1 second, which is shorter than most of the other baselines. In addition, Anzar’s self-updating method (No.10) costs more time on testing because it requires data accumulation and template selection. Summarily, our model is practical and efficient even considering the time cost of the updating process.

VI. DISCUSSION

In this work, a novel method is proposed for activity-based person identification by learning updating strategies incrementally based on guidance from the human expert. The human expert gives feedback to the instance with high uncertainty. The classifier is updated according to optimal strategies learned by a reinforcement learning process. In this way, the model can be improved reasonably over time, which is a benefit for adapting dynamic environment. The proposed approach is evaluated over two datasets (a local collected dataset and a public dataset). Experimental results illustrate that our model achieves the best performance and achieves considerable robustness and efficiency with a few human efforts.

For future work, we will transfer the binary classifier to a multi-class classifier considering feedback mechanism and updating strategy learning, so that the model will be suitable for the authentication problem. Besides, the reliability of feedback from different experts is diverse. Thus, the model will be improved if it judges the reliability of the feedback and accepts the feedback with different probability. It remains an open issue for further study.

VII. CONCLUSION

In this paper, we propose a novel framework RLTIR for activity-based person identification by learning updating strategies incrementally based on guidance from the human expert. This work was supported in part by the National Science Fund for Distinguished Young Scholars (No. 61725205), the National Natural Science Foundation of China (No. 61960206008, No. 61772428, No. 61972319, No. 61902320), and the China Scholarship Council (award to Qingyang Li for 16 months’ study abroad at the University of New South Wales).
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