Learned rotationally symmetric diffractive achromat for full-spectrum computational imaging

Xiong Dun,1,3 Hayato Ikoma,2 Gordon Wetzstein,2 Zhanshan Wang,1,3 Xinbin Cheng,1,3,4 and Yifan Peng2,5

1 Institute of Precision Optical Engineering, School of Physics Science and Engineering, Tongji University, Shanghai 200092, China
2 Electrical Engineering Department, Stanford University, Stanford, California 94305, USA
3 MOE Key Laboratory of Advanced Micro-Structured Materials, Shanghai 200092, China
* e-mail: chengxb@tongji.edu.cn
5 e-mail: evanpeng@stanford.edu

Received 6 April 2020; revised 25 June 2020; accepted 29 June 2020 (Doc. ID 394413); published 3 August 2020

Diffractive achromats (DAs) promise ultra-thin and light-weight form factors for full-color computational imaging systems. However, designing DAs with the optimal optical transfer function (OTF) distribution suitable for image reconstruction algorithms has been a difficult challenge. Emerging end-to-end optimization paradigms of diffractive optics and processing algorithms have achieved impressive results, but these approaches require immense computational resources and solve non-convex inverse problems with millions of parameters. Here, we propose a learned rotational symmetric DA design using a concentric ring decomposition that reduces the computational complexity and memory requirements by one order of magnitude compared with conventional end-to-end optimization procedures, which simplifies the optimization significantly. With this approach, we realize the joint learning of a DA with an aperture size of 8 mm and an image recovery neural network, i.e., Res-Unet, in an end-to-end manner across the full visible spectrum (429–699 nm). The peak signal-to-noise ratio of the recovered images of our learned DA is 1.3 dB higher than that of DAs designed by conventional sequential approaches. This is because the learned DA exhibits higher amplitudes of the OTF at high frequencies over the full spectrum. We fabricate the learned DA using imprinting lithography. Experiments show that it resolves both fine details and color fidelity of diverse real-world scenes under natural illumination. The proposed design paradigm paves the way for incorporating DAs for thinner, lighter, and more compact full-spectrum imaging systems.
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1. INTRODUCTION

High-quality imaging with reduced optical complexity has drawn much interest in both academic and industrial research and development [1,2]. Accordingly, computational imaging, in which much of the aberration correction is shifted from optics to post-processing algorithms [3–8], has been intensively investigated. A detailed review of the use of recent deep learning advances in computational imaging can be found in Ref. [9]. Similarly, the complexity of optics can be further simplified by introducing diffractive optical elements (DOEs) [10–15]. Their advantages of compact form factor, a large and flexible design space, and relatively good off-axis imaging behavior are highly valuable. Integrating diffractive optics [16–19] or even metasurfaces [20,21] in computational imaging has led to many ultra-thin and lightweight camera designs.

Full-spectrum imaging, ubiquitous in the modern sensor system, was traditionally thought too difficult to be realized using single DOEs because their inherently strong chromatic aberrations could lead to very low amplitudes of the optical transfer function (OTF) at almost all wavelengths. Recently, pioneering works using a sequential design approach have been attempted to realize high-quality full-spectrum imaging with optimized DOE [22,23]. In these, a diffractive achromat (DA) is first designed by enforcing the DOE to produce the desired nearly uniform intensity distribution at the focal plane for each wavelength and then removing the wavelength-invariant residual aberrations (WIRAs) via a subsequent image processing step. This sequential design pipeline provides much better full-spectrum imaging quality than that of conventional DOEs (e.g., Fresnel lenses). This is because mitigating the chromatic aberration improves the amplitudes of their OTFs over the full spectrum. However, it may not be the optimal design paradigm from the perspective of computational imaging.

Notably, the optimal OTF distribution of DOEs for full-spectrum computational imaging remains unclear. For sequential design approaches, the desired optimization target may not be the optimal. The ambiguity and complexity of the resulting WIRAs may drastically increase for a DA with a large aperture and a number of achromatic wavelengths [12]. These factors often lead
to a sub-optimal DA and further result in image recovery algorithms failing to resolve a high-fidelity image (e.g., loss of details or occurrence of artifacts).

On the other hand, emerging end-to-end design approaches [24–28] that can jointly design the optics and image processing subject to application-domain-specific imaging tasks may provide a better design paradigm for full-spectrum computational imaging using DOEs. The elimination of chromatic aberrations and the resulting WIRAs can be comprehensively tackled through the end-to-end framework. That being said, the resulting WIRAs can certainly adapt well to the utilized image recovery algorithm, and higher full-spectrum image quality can be achieved without the prior knowledge of the optimal OTF distribution.

However, designing practical DAs that have an aperture size of several millimeters, a focal length of several tens of millimeters, and several tens of numbers of achromatic wavelengths has not been achieved using the end-to-end design framework due to the non-trivial computational memory requirement and complex non-convex optimization. Leveraging a rotationally symmetric model can partially solve this problem [29], but existing work uses the rotational symmetry only to reduce the complexity of the non-convex optimization problem while memory requirements remain exorbitant. For instance, the required memory is approximately 20 GB for the forward and backward propagation of a DA with an aperture size of 8 mm over 29 wavelengths [22], which is impractical for most consumer-level GPUs today. Accordingly, state-of-the-art DOE considers only small aperture sized DAs with three wavelengths [24], which is insufficient to guarantee high-fidelity full-spectrum imaging because of the metamerism problem [22], when coupled with RGB sensors.

In this work, we seek to overcome the challenging requirements in computational and memory complexity of end-to-end optimization paradigms and apply it to learn a DA for high-fidelity full-spectrum imaging. Specifically, a rotationally symmetric imaging model is proposed with concentric ring decomposition. This novel rotationally symmetric imaging model, in tandem with an energy regularization term, contributes to reducing the memory consumption and simplifying the non-convex optimization. Further, a deep neural network, i.e., Res-U-Net, is applied as the image recovery module, offering the powerful capability of resolving high-fidelity information. We demonstrate our proposed end-to-end design paradigm for full-spectrum computational imaging is the one exhibiting high amplitudes at high frequencies over the full spectrum as much as possible.

2. END-TO-END LEARNING OF DIFFRACTIVE ACHROMAT AND IMAGE RECOVERY

The proposed end-to-end paradigm jointly learns the parameters of the optics and image recovery algorithm by building a differentiable pipeline architecture consisting of an imaging model, image recovery neural network, and loss, as shown in Fig. 1. Existing end-to-end frameworks suffer from the bottleneck of substantial computational memory requirements and complex non-convex optimization due to two key features: First, the two-dimensional calculation of the point spread function (PSF) of DOEs in their imaging model results in massive computational complexity. Second, the size of the PSF of DOEs is always very large, leading to a large modeled sensor size. In the following, we overcome this bottleneck by introducing the rotationally symmetric parameterization with concentric ring decomposition to the imaging model and an energy regularization in the loss function. Then, we describe the image recovery neural network and an implementation example.

A. Rotationally Symmetric Imaging Model with Concentric Ring Decomposition

The imaging model consists of generating PSFs of the DA and simulating the captured images with these PSFs. Without loss of generality, we assume that the PSF of a DOE is nearly shift invariant within a limited field of view (FOV), which means that on-axis aberration is the dominating factor that degrades the imaging quality. We observe the insight that the ideal shape for a lens, i.e., without on-axis aberration, is inherently rotationally symmetric. Accordingly, we derive a rotationally symmetric imaging model, which drastically simplifies the computational memory requirement and complexity of the non-convex optimization. This is achieved by decomposing the rotationally symmetric DOE to a 1D sum of series of \( \text{circ} \) functions, in which each individual PSF can be represented by the 1D first-order Bessel function of the first kind.

According to the scalar diffraction theory [30], the on-axis PSF of a DA in Cartesian coordinates is given as

\[
\text{PSF}(x, y, \lambda) = \frac{1}{\lambda f} \int \int P(s, t, \lambda) e^{\frac{i}{\lambda f} (x^2 + y^2)} e^{-\frac{i}{\lambda} n s h (x^2 + y^2)} ds dt,
\]

where \( (s, t) \) and \( (x, y) \) are the spatial coordinates at the DA and the sensor (or image) planes, respectively, \( f \) is the distance between the lens and the sensor, which is equivalent to the focal length of the lens when the object point is far away, and \( P(s, t, \lambda) = A(s, t) e^{i k (n(\lambda) - 1) h(s,t)} \) is the complex transmittance function of the DA. \( \lambda \) is the wavelength, \( k = \frac{2 \pi}{\lambda} \) is the wave number, \( n(\lambda) \) is the refractive index of the substrate, \( h(s,t) \) is the height map of the DA, and \( A(s, t) \) is a \( \text{circ} \) function that represents the aperture of DA.

Using Eq. (1) directly can lead to high computational complexity, e.g., the optimization and calculation grids are \( \sim 16 \text{ million} \) in size for the PSF simulation of a DA with an aperture diameter of 8 mm and a feature size of 2 \( \mu \text{m} \). This inevitably leads to substantial memory consumption and optimization difficulties. Reducing the calculation dimension can simplify the computational complexity. Existing end-to-end frameworks have used an unconstrained height map of the DOE, which makes the reduction in calculation dimension unfeasible, as shown in Fig. 2(a).

Instead, as shown in Fig. 2(b), by applying the rotationally symmetric parameterization on the height map of DA, we reduce the number of optimization parameters to 1D and further simplify the complexity of the non-convex optimization. Still, the PSF is computed in 2D. Considering that a practical rotationally symmetric DA should be discretized as a number of concentric rings with a width \( d \), we decompose \( P(s, t, \lambda) \) and the additional phase term \( e^{\frac{i}{\lambda f} (x^2 + y^2)} \) to a 1D sum of series of \( \text{circ} \) functions [see Fig. 2(c)], expressed as...
both be reduced to 1D.

Calculation dimension of PSFs and that of optimization parameters can be shrunk to 1D by applying the rotationally symmetric parameterization. (c) The complex transmittance function of the rotationally symmetric DOE is further decomposed to a 1D sum of series of \( \text{circ} \) functions. Each PSF can be represented by the 1D order Bessel function of the first kind. Using this rotationally symmetric imaging model, the calculation dimension of PSFs and that of optimization parameters can both be reduced to 1D.

\[
P(r, \lambda)e^{i 2\pi f r^2} \approx P(r_1, \lambda)e^{i 2\pi f r^2} \text{circ} \left( \frac{r}{r_1} \right) + \sum_{m=2}^{\infty} P(r_m, \lambda) \\
\times e^{i 2\pi f r_m^2} \left[ \text{circ} \left( \frac{r}{r_m} \right) - \text{circ} \left( \frac{r}{r_{m-1}} \right) \right]. \tag{2}
\]

where \( r = \sqrt{r^2 + r^2} \), \( r_m = md \), \( m = 1, 2, \ldots \), and \( \text{circ} \) is the unit \( \text{circ} \) function. For brevity, we derive this in polar coordinates. The approximation of Eq. (2) is reasonable when the ring sampling \( d \) is sufficiently fine to accurately approximate the additional phase term \( e^{i 2\pi f r^2} \) by \( e^{i 2\pi f r_m^2} \), for instance, \( d \leq \frac{1}{2NA} \) [12], where NA is the numerical value of the DA.

Then, by substituting Eq. (2) into Eq. (1), the rotationally symmetric PSF model of discretized DOEs is derived as follows:

\[
\text{PSF}(\rho, \lambda) = \frac{2\pi}{\lambda f} e^{\frac{i 2\pi f \rho^2}{\lambda}} \sum_{m=1}^{\infty} P(r_m, \lambda) e^{\frac{i 2\pi f r_m^2}{\lambda}} H(r_m, \rho)^2. \tag{3}
\]

where \( \rho = \sqrt{\rho^2 + \rho^2} \), and \( H(r_m, \rho) \) is defined as

\[
H(r_m, \rho) = \begin{cases} \\
\frac{1}{2\pi \rho} [r_m f_1(2\pi \rho r_1) - r_{m-1} f_1(2\pi \rho r_{m-1})], & m > 1 \\
\frac{1}{2\pi r_1 f_1(2\pi \rho r_1)}, & m = 1
\end{cases} \tag{4}
\]

where \( f_1 \) is the first-order Bessel function of the first kind. Please refer to Supplement 1 for derivation details. Note that \( H(r_m, \rho) \) can be pre-calculated, and then Eq. (3) can be implemented by single vector-matrix multiplications.

We note that alternative parameterization models, such as the circularly symmetric truncated Zernike base [31], may not work appropriately for end-to-end designs of a DOE lens considering its continuous surface representation. Please refer to Supplement 1 for a detailed evaluation using the Zernike base representation.

Finally, the dimension of the PSF is restored by sweeping the PSF(\( \rho, \lambda \)) around the optical axis of the DA. Then, the images \( Y_c(x, y) \) captured by the DA and sensor can be simulated as follows:

\[
Y_c(x, y) = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} \left[ \text{PSF}(x, y, \lambda) * I(x, y, \lambda) \right] R_c(\lambda) d\lambda + \eta, \tag{5}
\]
where \([\lambda_{\text{min}}, \lambda_{\text{max}}]\) is the spectrum range, and \(\eta\) is the sensor read noise (Gaussian noise \(\eta \sim \mathcal{N}(0, \sigma^2)\)).

Again, this rotationally symmetric imaging model simplifies the calculation of PSFs from 2D to 1D, which reduces the memory consumption and computational complexity by an order of magnitude. As such, for the first time, we can fit a larger lens model (i.e., larger pixel counts and more wavelengths) to commercial GPUs. Akin to conventional rotationally symmetric designs, our approach also leads to a more robust optimization of DAs by reducing the number of variables, e.g., for the design shown in Section 2.D, the number of variables is reduced from 16,000,000 to 2000.

**B. Loss with Energy Regularization**

The outer diameter of the PSF of the DA is determined by its feature size, focal length, and wavelength. For instance, at the wavelength of 550 nm, the PSF diameter goes up to 13.75 mm (calculated by \(\frac{\lambda}{2f}\)) when the DA feature size and its focal length are 2 \(\mu\)m and 50 mm, respectively. That said, the modeled sensor size in the design space should be larger than 13.75 mm to guarantee accurate modeling of the PSF. However, this results in large-sized patches of the input data (e.g., larger than 2,292 \(\times\) 2,292 when the sensor pixel size is set to 6 \(\mu\)m), and inevitably increases the memory consumption, thereby further hindering the optimization from being implemented on commercial GPUs.

We introduce an energy regularization term, forcing most of the light rays to hit the designated sensor area. This setting allows us to use a relatively small sensor size for saving device memory. This small sensor size may cause a severe deviation of the synthetic forward imaging pass in Fig. 1 from the realistic forward imaging pass. However, the energy regularization contributes to bridging this gap. Specifically, we penalize a regularization term \(R(\text{PSF})\) that calculates the energy of light rays missing the designated sensor area, which is defined as

\[
R(\text{PSF}) = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} \int I(x, y, \lambda) \text{PSF}(x, y, \lambda) \, dx \, dy \, d\lambda,
\]

where \(W(x, y)\) is a selecting mask for indexing those pixels that fall outside the modeled sensor area by setting the pixel value to one, and otherwise to zero.

The loss function of the proposed framework combines this energy regularization as well as the \(\ell_2\) (mean squared error) loss, which evaluate the errors between the recovery and original ground truth [our approach can also generalize to alternative data fidelity losses, such as \(\ell_1\) loss or structural similarity index (SSIM) loss], expressed as

\[
\mathcal{L} = \sum_i \| \tilde{G}_i(x, y) - G_i(x, y) \|^2_2 + \alpha R(\text{PSF}),
\]

where \(\alpha\) is the regularization weight, \(\tilde{G}_i\) is the output of Res-Unet, and \(G_i\) is the ground truth RGB image determined by the RGB spectral response curve, \(R_i(\lambda)\), of the sensor, represented as

\[
G_i(x, y) = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} I(x, y, \lambda) R_i(\lambda) \, d\lambda.
\]

We evaluate the energy-preserving behavior with and without the energy regularization under the design parameters shown in Section 2.D. As shown in Fig. 3, although the PSF is slightly sharper without the energy regularization, a considerable amount of energy falls outside the designated sensor area (only \(~6\%) is measured by the designated sensor). This would result in an ill-conditioned end-to-end optimization problem because of the severely truncated PSFs used in the forward imaging pass. In contrast, the energy of the averaged PSF falling within the designated sensor area increased to \(~76\%) after adding the energy regularization. This observation agrees well with our argument above that the energy regularization contributes to bridging the gap between the synthetic and realistic forward imaging pass.

Note that adding the energy regularization term and using the rotationally symmetric imaging model, the memory consumption reduces from \(~20GB\) to \(~2GB\) for the forward and backward propagation of a DA with an aperture size of 8 mm over 31 wavelengths.

**C. Image Recovery Neural Network**

To offer the powerful capability of resolving high-fidelity information from the measurements degraded by the WIRAs of the DA and the sensor noise, and inspired by the recent success of deep image recovery networks [7,32–35], we develop a residual-Unet (Res-Unet) based on the original Unet [36], which implements the multi-scale operation on the image, and Res-net [37], which can extend the network to a much deeper architecture for augmenting performance. Incorporating these two networks imparts several advantages. First, it performs a multi-scale operation on the image because of the contracting and expanding paths, making it suitable for the image recovery of scenarios where large blur occurs; second, it learns the residual image, i.e., the difference between the sharp latent image and the measurement, instead of learning the original sharp image itself, making the optimization of the network easier; third, it scales to a deeper and more robust architecture by directly extending the network with a base unit of the Res-Unet.

The architecture of the base unit of the Res-Unet is presented in the bottom right corner of Fig. 1, where in our current implementation, two base units are applied. In relevant work, two consecutive U-net blocks can also be referred as W-net [38]. The first block of the unit consists of a convolution layer with 32 kernels of a \(3 \times 3\) matrix. Each of the second to sixth blocks of the unit consists of a convolution layer with 32 kernels of a \(4 \times 4\) matrix,
and a stride of two for the downsampling; we double the number of kernels at each downsampling convolution. Each of the seventh to eleventh blocks of the unit consists of a nearest neighbor upsampling and a $3 \times 3$ convolution layer. Moreover, we concatenate the outputs from the downsampling layer to introduce high frequencies to preserve fine scene details. A final convolution layer with three kernels of a $3 \times 3$ matrix is used to make the residual output size equal to the original image size. The residual image is added to the sensor output, and through a clamp layer, which keeps the final output data between zero and one. All blocks but the last one include a leaky rectified linear unit (L-ReLU with slope = 0.2) as the activation function. Please refer to Supplement 1 for the configuration details.

D. Implementation Example

We implement our proposed framework with TensorFlow [39] and optimize with stochastic gradient methods. The optimization variables include the rotationally symmetric height profile, $b(r)$, and the parameters of the convolutional kernels of the Res-Unet. The feature size and focal length of the DA, and the sensor pixel size and read noise level are hyper-parameters. We experimentally observe that the Adam optimizer works appropriately for this joint design framework.

Specifically, we design an achromatic diffractive lens with a focal length of 50 mm and an aperture diameter of 8 mm. The feature size of the DOE is set to 2 $\mu$m, corresponding to a total pixel number in the design of 4000 $\times$ 4000. The achromatic spectrum range is from 429 to 699 nm. The material of the designed DOE is NOA61.

The dataset used for training is built on the datasets made public by Harvard [40], ICVL [41], CAVE [41], and NUS [42]. We have a total of 376 hyperspectral images. Among them, 15 images are used as the test set, while the remaining 361 images are for training. We have 361 iterations in one epoch. In each iteration of the training epochs, we sequentially read in one hyperspectral image and randomly crop it into patches, each with a pixel count of 512 $\times$ 512. Then, we randomly flip and rotate all patches to augment the training process.

To contribute to a relatively smooth surface profile for a robust fabrication process using grayscale photolithography, we introduce a filtering process into the optimization framework to locally smooth the height profile. Specifically, we extract the height profile after 10 epochs, and implement the median filtering with a kernel size of five on the current height profile. Then, we feed the filtered height profile back and continue the training process. In our current training implementation, this filtering process is re-implemented every 10 epochs. We also add a random uniform noise distribution in the range $\pm 20$ nm to the height profile before computing the PSF to augment the robustness of fabrication imperfections.

We model the sensor with a pixel count of 512 $\times$ 512 and a pixel size of 6 $\mu$m. The sensor read noise is Gaussian noise with a standard deviation drawn from a uniform distribution between 0.001 and 0.015 (with an image scale of $[0,1]$). Each hyperspectral image contains 31 channels representing the range from 429 to 699 nm with an interval of 9 nm. The regularization weight, $\alpha$, is set to $1e^{-4}$. The height profile of the DOE is initialized to 10 nm at the beginning of the optimization. We use a learning rate of $10^{-4}$ with the Adam optimizer. The optimization phase is run for 215 epochs, which takes approximately 18 h on a single NVIDIA 1080Ti GPU. We experimentally observe that using the $\ell_2$ loss leads to better results, e.g., in higher peak signal-to-noise ratio (PSNR), than $\ell_1$ loss and SSIM loss in our case. Please refer to Supplement 1 for more details.

3. ASSESSMENT IN SIMULATION

We first assess the final imaging performance of three diffractive lenses: (1) a conventional Fresnel lens that focuses light at a single wavelength (555 nm), which is used as the baseline of regular DOEs showing strong chromatic aberration; (2) a reference DA with the same design parameters as in Section 2.D, designed in a conventional sequential manner following the scheme described in a prior work [22]; and (3) the proposed DA designed using our end-to-end paradigm.

For a fair comparison, we use the same training set and parameters to train the image recovery Res-Unets for the Fresnel lens and the reference DAs. We assess 15 test images using the objective criteria of the PSNR, SSIM, and spectral angular mapper (SAM) [43]. Generally, a higher PSNR, a higher SSIM, or a lower SAM, indicates a closer agreement between the recovered images and ground truth data. Gaussian noise with $\sigma = 0.003$ is added to all sensor measurements. Table 1 summarizes the average PSNR, SSIM, and SAM, and Fig. 4 shows several examples selected from the test set. We observe that the Fresnel lens exhibits significantly worse performance than ours in PSNR, SSIM, and SAM, and visual performance, as shown in Fig. 4. Concerning the reference DA, although the performance is much better than that of the Fresnel lens in both spatial and spectral quality (with averaged PSNR and SAM improvements of 6 dB and 0.04, respectively), it resolves fewer details [see Fig. 4(a)] and suffers from more artifacts [see Fig. 4(b)] than that of our end-to-end designed DA. The averaged PSNR, SSIM, and SAM of the reference DA are $1.3$ dB, 0.015, and 0.01, respectively, lower than those of the proposed one. As such, we demonstrate that the proposed end-to-end optimization framework can lead to superior results when deriving DAs for full-spectrum applications. Results with noise levels $\sigma = 0.006$ and $\sigma = 0.011$ are presented in Supplement 1.

To explore why the end-to-end design leads to better results than that of conventional sequential methods, we assess the focusing behavior of two DAs. The result of a Fresnel lens is also shown as the reference. Figures 5(a), 5(d), and 5(g) show a stack of the focused light intensity profiles of a Fresnel lens, the proposed DA, and the reference DA, respectively. A Fresnel lens can focus only one single wavelength at the designed focal distance. However, both DAs have the identical focal plane at all 31 designed wavelengths, showing the achromatic behavior over the full spectrum. We also show five selected PSFs derived subject to the spectrum of different color targets in Figs. 5(b), 5(e), and 5(h). We observe three insights: (1) the Fresnel lens suffers from strong chromatic aberration; (2) the WIRAs are inevitable when aiming to mitigate the chromatic aberration of DOEs; and (3) the WIRAs vary subject to design methods.

Next, to further investigate why the WIRAs of the proposed DA are optimal for the subsequent image recovery algorithms and what is the optimal OTF distribution for full-spectrum computational imaging with DOEs, we explore the OTF of the three lenses in Figs. 5(c), 5(f), and 5(i). We observe that the amplitudes of the OTF of the Fresnel lens at high frequencies are pretty low ($\sim 0.0005$) at most wavelengths. Instead, the amplitudes of the OTF of the reference and proposed DAs at high frequencies are
Table 1. Quantitative Evaluation of Averaged PSNR (dB), SSIM, and SAM over 15 Test Images Resolved Using Different Lens Designs and Recovery Algorithms

| Lens Design | Fresnel Lens | Reference DA | Proposed DA |
|-------------|--------------|--------------|-------------|
| Measurement | 19.43/0.645/0.17 | 19.80/0.662/0.15 | 19.90/0.657/0.14 |
| Recovery    | 25.78/0.804/0.12 | 31.79/0.877/0.08 | 33.09/0.892/0.07 |

Fig. 4. Selected examples of the assessment of the DA designs in simulation. We assess the performance of a conventional Fresnel lens, a reference DA, and a DA optimized using the proposed framework. We show both the original sensor measurements and the recovery results of the Res-Unet. The inset values indicate the PSNR (dB) and SSIM.

∼0.01 and ∼0.025, respectively. This observation suggests that the amplitude of the OTF at high frequencies matters, concerning improving the performance of diffractive full-spectrum computational imaging. Intuitively, the higher the amplitude of the OTF in high-frequency range, the higher quality of the recovery image. Although the sequential design manner has already led to a higher amplitude of the OTF at high frequencies than that of a Fresnel lens, the resulting DA design is often sub-optimal. This is because the amplitudes of OTFs of specified target PSFs are always lower at high frequencies than those at low and mid frequencies. As such, the non-convex optimization may fail to enforce an increase of the amplitude of the OTF at high frequencies, especially for cases
where the complexity of WIRAs is notable. However, via enforcing the joint optimization, the design space is comprehensively explored with the consideration of final image quality. As such, the WIRAs can adapt to the specific image recovery algorithm and lead to higher amplitudes of the OTF at high frequencies.

4. EXPERIMENTAL RESULTS

A. Prototype

The designed DOEs are fabricated using imprinting lithography [44]. Please refer to Supplement 1 for the details. Figure 6(a) illustrates a microscopy image of the fabricated DOE.

The fabricated lens was then attached to a Canon T5i DSLR camera body with 5,740 × 3,648 pixels and a pixel pitch of 4.1 µm. To account for deviations between the designed and fabricated DA, we used a white LED light source with a 35 µm pinhole attached in front to calibrate the real-world PSFs of our DA, as shown in Fig. 6(b). The measured PSFs exhibit a slight deviation from the designed ones due to the imperfect fabrication (with a mean square error of 0.07 for the image scale of [0,1]). A fine-tune of the image recovery network with the measured PSF can mitigate the influence of fabrication error. Please refer to Supplement 1 for elaborated analysis.

B. Full Field-of-View Imaging Behavior

Our proposed DA exhibits visually identical on-axis and off-axis performances. As illustrated in Fig. 7(a), the checkerboard is degraded uniformly within the full FOV of 18.6°, demonstrating the assumption that the PSF of the DA is FOV independent. After a post-processing step using the Res-Unet, the entire checkerboard is resolved. We use the modulation transfer function (MTF), one
Fig. 7. Evaluation of full field-of-view (FOV) imaging behavior: (a) degraded and recovered checkerboard image pair and (b) MTFs estimated from the grayscale slant edges inside (a); on-axis and off-axis represent the $0^\circ$ and $17.5^\circ$ FOVs, respectively.

of the representative metrics in optical designs, and estimate it on the recovered image using the slant edge method [45], as presented in Fig. 7(b). Although in computational imaging, defining MTFs in a conventional manner is not the optimal metric to evaluate spatial resolution, still these plots intuitively reveal the full FOV imaging behavior. We observe a reasonable compromise between the on-axis and off-axis performances as well as an MTF larger than 0.1 at the normalized frequency of 0.35 (corresponding to 85 lp/mm).

C. Captured Results

The experimental results captured using our DA are shown in Fig. 8, presenting diverse real-world scenes including indoor, outdoor, large reflection feature, and rich color, under both artificial illumination and natural light. The results show that our method successfully preserves both fine details and color fidelity. It is clear that our DA combined with the Res-Unet is able to perform high-fidelity full-spectrum imaging. We note that the color of the checkerboard scene deviates from that of a standard checkerboard. It is mainly because this image is displayed on an LCD monitor whose color gamut may deviate from the natural color gamut. More results captured by another machine vision sensor (Pointgrey Grasshopper3 USB3) can be found in Fig. S3 (Supplement 1), indicating that the fabricated DA is achromatic due to its robustness to different spectral response curves of the sensors.

5. CONCLUSION

We have presented a memory-efficient end-to-end design paradigm for full-spectrum computational imaging with diffractive optics. This is achieved by deriving a novel rotationally symmetric PSF model and incorporating the energy regularization in the loss function. Superior high-fidelity imaging performance has been realized by jointly learning a DA and an image recovery neural network. The design paradigm maximizes the amplitudes of OTF at high frequencies over the full spectrum and inherently seeks the optimal solution via comprehensively tackling both chromatic aberration and WIRAs. As such, we have demonstrated realistic DA imaging with a large pixel count (e.g., $4000 \times 4000$), multi-wavelength channels (e.g., 31), and a sophisticated deep neural network (e.g., Res-Unet). We envision our method to...
lay a foundation for enabling DAs for thinner, lighter, and more compact full-spectrum cameras, and additionally establish the potential of extending compact computational cameras with DOEs to widespread applications such as single-shot depth imaging, high-dynamic-range imaging, and other high-level vision tasks.
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