Abstract: The initial value problem for a special type of scalar nonlinear fractional differential equation with a Riemann–Liouville fractional derivative is studied. The main characteristic of the equation is the presence of the supremum of the unknown function over a previous time interval. This type of equation is difficult to be solved explicitly and we need approximate methods for its solving. In this paper, initially, mild lower and mild upper solutions are defined. Then, based on these definitions and the application of the monotone-iterative technique, we present an algorithm for constructing two types of successive approximations. Both sequences are monotonically convergent from above and from below, respectively, to the mild solutions of the given problem. The suggested iterative scheme is applied to particular problems to illustrate its application.
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1. Introduction

Various real world processes with anomalous dynamics in science, engineering, and financing are modeled adequately by fractional differential equations ([1–4]). The presence of the fractional derivatives in the equations decreases the number of equations with explicit solutions. One requires approximate methods for solving the studied nonlinear fractional equations. There are many approximate methods applied to various types of differential equations. Some of them are described, for example, in the books [5,6]. In this paper we use the monotone iterative technique, which gives the solution as a limit of two monotone sequences of successive approximations. This technique is applied to various initial value problems and boundary value problems for different types of equations ([7–19]).

In this paper we consider a nonlinear scalar retarded fractional differential equation with the Riemann–Liouville (RL) fractional derivative. The delay is described as the supremum of the unknown function on a past time interval. Caputo fractional differential equations with supremum were studied by several authors. For example, in [20] an iterative technique is suggested; in [21] the extremal solutions are defined and studied; in [22] Caputo fractional inclusions are considered. Concerning the Riemann–Liouville (RL) fractional derivative almost nothing is done. Both main characteristics, the Riemann–Liouville (RL) fractional derivative and the supremum, lead to the impossibility of solving...
Consider the scalar nonlinear Riemann–Liouville fractional differential equation with supremum (FrDES)

\[
\mathcal{D}_t^q y(t) = F(t, y(t), \sup_{s \in [t-r,t]} y(s)) \quad \text{for } t \in (0, T]
\]

(1)

with the initial condition

\[
y(s) = \phi(s) \quad \text{for } s \in [-r, 0]
\]

\[
t^{1-q}y(t)|_{t=0} = \lim_{t \to 0^+} t^{1-q}y(t) = \phi(0),
\]

(2)

where \( q \in (0, 1), F : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \phi : [-r, 0) \to \mathbb{R} : \phi(0) < \infty, r, T > 0 \) are given numbers and the Riemann–Liouville (RL) fractional derivative of order \( q \in (0, 1) \) is defined by (see, for example, [2])

\[
\mathcal{D}_t^q m(t) = \frac{1}{\Gamma(1-q)} \frac{d}{dt} \left( \int_0^t (t-s)^{-q} m(s)ds \right), \quad t \geq 0.
\]

2. Statement of the Problem

Consider the scalar nonlinear Riemann–Liouville fractional differential equation with supremum (FrDES)

\[
\mathcal{D}_t^q y(t) = F(t, y(t), \sup_{s \in [t-r,t]} y(s)) \quad \text{for } t \in (0, T]
\]

(1)

with the initial condition

\[
y(s) = \phi(s) \quad \text{for } s \in [-r, 0]
\]

\[
t^{1-q}y(t)|_{t=0} = \lim_{t \to 0^+} t^{1-q}y(t) = \phi(0),
\]

(2)

where \( q \in (0, 1), F : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \phi : [-r, 0) \to \mathbb{R} : \phi(0) < \infty, r, T > 0 \) are given numbers and the Riemann–Liouville (RL) fractional derivative of order \( q \in (0, 1) \) is defined by (see, for example, [2])

\[
\mathcal{D}_t^q m(t) = \frac{1}{\Gamma(1-q)} \frac{d}{dt} \left( \int_0^t (t-s)^{-q} m(s)ds \right), \quad t \geq 0.
\]

The main characteristics of the initial value problem (1), (2) are the RL fractional derivative, the impulsive conditions and the presence of the special type of the delay, which is defined by the supremum of the unknown function on a finite past time interval. All these characteristics lead to the impossibilities of finding the exact solution of the IVP. As a result we require well grounded algorithms for approximate solutions. In this paper we will present an algorithm for obtaining two monotone sequences of functions given in explicit forms, which will approach monotonically (increasing and decreasing) to the exact solution of the IVP (1), (2). In connection with this, we will initially give some definitions.

Consider the set of functions

\[
C_{1-q}([a, b]) = \{ u(t) : [a, b] \to \mathbb{R} : (t-a)^{1-q}u(t) \in C([a, b], \mathbb{R}) \},
\]

where \( a, b, a < b \) are real numbers and the norm \( ||u||_{C_{1-q}[a, b]} = \max_{t \in [a, b]} |(t-a)^{1-q}u(t)| \).

Consider the scalar RL fractional equation with supremum and a linear part of the type

\[
\mathcal{D}_t^q y(t) = \mu y(t) + f(t, y(t), \sup_{s \in [t-r,t]} y(s)) \quad \text{for } t \in (0, T],
\]

(3)

with initial condition (2), where \( \mu \) is a real constant and \( f \in C([0, T] \times \mathbb{R}^2, \mathbb{R}) \). Similar to [23], we consider the integral form for the solution of (3) given by:
where

\[
y(t) = \begin{cases} 
\phi(t) & \text{for } t \in [-r,0], \\
\phi(0)\Gamma(q)E_{\theta,q}(\mu t^q) & \\
+ \int_0^t (t-s)^{q-1}E_{\theta,q}(\mu(t-s)^q)f(s,y(s))\sup_{\sigma \in [s-r,s]} y(\sigma)ds, & t \in (0,T]
\end{cases}
\]  

(4)

where \(E_{\theta,q}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\theta k+q)}\) is the Mittag–Leffler function with two parameters.

Similar to [7], taking into account that \(f(t,x,y) = \mu x + (f(t,x,y) - \mu x)\) with an arbitrary constant \(\mu\) and the integral presentation (4) of (3) we define mild solutions of (1), (2):

**Definition 1.** The function \(y \in PC([-r,T],\mathbb{R})\) is a mild solution of the IVP for FrDES (1), (2), if it satisfies

\[
y(t) = \begin{cases} 
\phi(t) & \text{for } t \in [-r,0], \\
\phi(0)\Gamma(q)E_{\theta,q}(\mu t^q) & \\
+ \int_0^t (t-s)^{q-1}E_{\theta,q}(\mu(t-s)^q)f(s,y(s))\sup_{\sigma \in [s-r,s]} y(\sigma)ds, & t \in (0,T]
\end{cases}
\]  

(5)

where \(\mu\) is a real constant.

**Definition 2.** The function \(y \in PC([-r,T],\mathbb{R})\) is a mild maximal solution (a mild minimal solution) of the IVP for FrDES (1), (2), if it is a mild solution of (1), (2) and for any mild solution \(u(t) \in PC([-r,T],\mathbb{R})\) of (1), (2) the inequality \(y(t) \leq u(t)\) (\(y(t) \geq u(t)\)) holds on \(I\) and \(t^{1-q}y(t)|_{t=0} \leq (\geq) t^{1-q}u(t)|_{t=0}\).

**Definition 3.** The function \(a(t) \in PC([-r,T],\mathbb{R})\) is a mild lower (a mild upper) solution of the IVP for FrDES (1) with a constant \(\mu \in \mathbb{R}\), if it satisfies the inequalities

\[
a(t) < (>) \phi(t), \text{ for } t \in [-r,0], \quad t^{1-q}a(t)|_{t=0} < (>) t^{1-q}\phi(t)|_{t=0} \\
\begin{cases} 
a(0)\Gamma(q)E_{\theta,q}(\mu t^q) & \\
+ \int_0^t (t-s)^{q-1}E_{\theta,q}(\mu(t-s)^q)f(s,a(s))\sup_{\sigma \in [s-r,s]} a(\sigma)ds, & t \in (0,T]
\end{cases}
\]  

(6)

Remark 1. Note that the mild lower solution (mild upper solution) is not unique. At the same time, because of the inequalities in (6) it is much easier to obtain at least one mild lower solution (mild upper solution), than a mild solution of the IVP for FrDES (1), (2).

3. Algorithm for Successive Approximations to the Mild Solution of IVP (1), (2)

We will formally give two algorithms for construction of two types of successive approximations \(\{a^{(n)}(t)\}, \{\beta^{(n)}(t)\}\) which are monotone (increasing and decreasing) and they both converge from below and from above, respectively, to the exact mild solution of IVP (1), (2). The conditions for the application of the suggested approximate scheme will be given later and the convergence will be proved.

I. General Case of IVP (1), (2)

Step 1. Start with given mild lower solution \(a^{(0)}(t) \in PC([-r,T],\mathbb{R}) \cup C_{1-q}((0,T])\) and mild upper solution \(\beta^{(0)}(t) \in PC([-r,T],\mathbb{R}) \cup C_{1-q}((0,T])\) of IVP (1), (2).

Step 2. Obtain the numbers \(h = \inf_{t \in [-r,0]}(\phi(t) - a(t)) > 0\) and \(g = \inf_{t \in [-r,0]}(\beta(t) - \phi(t)) > 0\).

Step 3. Let \(n = 1\).
Step 4. Obtain the lower successive approximation

\[
\alpha^{(n)}(t) = \left\{ \begin{array}{ll}
\phi(t) - \frac{h}{n}, & t \in [-r, 0] \\
(\phi(0) - \frac{h}{n})t^{\alpha-1} + \int_0^t (t-s)^{\alpha-1} \, ds, & t \in (0, T].
\end{array} \right.
\]

Step 5. Obtain the upper successive approximation

\[
\beta^{(n)}(t) = \left\{ \begin{array}{ll}
\phi(t) - \frac{s}{n}, & t \in [-r, 0] \\
(\phi(0) - \frac{s}{n})t^{\alpha-1} + \int_0^t (t-s)^{\alpha-1} \, ds, & t \in (0, T].
\end{array} \right.
\]

Step 6. Obtain \( A = \| \alpha^{(n)} - \beta^{(n)} \|_{C_{1-q}[0,T]} = \max_{t \in [0,T]} |1 - q \left( \alpha^{(n)}(t) - \beta^{(n)}(t) \right) |. \)

Step 7. If \( A < \varepsilon \), then the approximate mild solution \( x(t) = \frac{\alpha^{(n)}(t) + \beta^{(n)}(t)}{2} \) for \( t \in (0, T] \). If not, then \( n := n + 1 \) and go to step 4.

II. Special case of IVP (1), (2)

In the special case when the right hand side part of the Equation (1) does not depend on the current state of the unknown function we obtain the following easier iterative scheme without an application of the Mittag-Leffler function. This scheme is similar to the above one in which Steps 4 and 5 are replaced by

Step 4*. Obtain the lower successive approximation

\[
\alpha^{(n)}(t) = \left\{ \begin{array}{ll}
\phi(t) - \frac{h}{n}, & t \in [-r, 0] \\
(\phi(0) - \frac{h}{n})t^{\alpha-1} + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{\alpha-1}F(s, \alpha^{(n-1)}(s), \sup_{\sigma \in [s-r,s]} \alpha^{(n-1)}(\sigma)) \, ds, & t \in (0, T].
\end{array} \right.
\]

Step 4**. Obtain the upper successive approximation

\[
\beta^{(n)}(t) = \left\{ \begin{array}{ll}
\phi(t) - \frac{s}{n}, & t \in [-r, 0] \\
(\phi(0) - \frac{s}{n})t^{\alpha-1} + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{\alpha-1}F(s, \beta^{(n-1)}(s), \sup_{\sigma \in [s-r,s]} \beta^{(n-1)}(\sigma)) \, ds, & t \in (0, T].
\end{array} \right.
\]
Step 5*. Obtain the upper successive approximation

\[
\beta^{(n)}(t) = \begin{cases} 
\phi(t) - \frac{x}{n}, & t \in [-r, 0] \\
(\phi(0) - \frac{x}{n})t^{q-1} + \frac{1}{\Gamma(q)} \int_0^t (t - s)^{q-1} F(s, \beta^{(n-1)}(s), \sup_{\sigma \in [s-r,s]} \beta^{(n-1)}(\sigma)) ds \\
- \frac{1}{\Gamma(q)} \int_0^t (t - s)^{q-1} \left(M\beta^{(n-1)}(s) + L\sup_{\sigma \in [s-r,s]} \alpha^{(n-1)}(\sigma) - \sup_{\sigma \in [s-r,s]} \beta^{(n)}(\sigma)\right) ds, & t \in (0, T]. 
\end{cases}
\]

4. Applications of the Algorithms

Now we will apply the suggested algorithms in the previous section for approximate obtaining of solutions of scalar nonlinear RL fractional differential equations with supremum.

Example 1. Let \( r = 0.5 \), \( T = 1 \) and consider the IVP for scalar nonlinear Riemann–Liouville FrDES

\[
\frac{R_t^0 D_t^0.5\gamma(t)}{t + 1} \leq \sup_{\sigma \in [t-0.5,t]} y(\sigma) \quad \text{for} \quad t \in (0,1],
\]

\[
y(t) = -0.15 \quad \text{for} \quad t \in [-0.5,0],
\]

\[
\beta^{0.5} y(t) |_{t=0} = -0.15,
\]

with \( \phi(t) = -0.15 \) for \( t \in [-0.5,0] \), and \( F(t, x, y) = \frac{x + 0.2t^{-0.5} + 0.25}{t + 1} u. \)

We will illustrate the practical application of Algorithm I given in the previous section. First we will introduce two functions and we will prove they are a mild upper solution and a mild lower solution of IVP (7), respectively.

The function

\[
\beta(t) = \begin{cases} 
0.1t - 0.05, & t \in [-0.5, 0] \\
-0.001t - 0.01, & t \in (0, 1] 
\end{cases}
\]

is a mild upper solution of IVP (7) because \( \beta(t) = 0.1t - 0.05 > \phi(t) = -0.15 \) for \( t \in [-0.5,0] \) and \( t^{0.5}(-0.001t - 0.01)|_{t=0} = 0 > -0.15 \). Also, for \( t \in (0,1] \) using the inequalities \( 0.56 \geq E_{0,0.5}(0.49(t-s)^{0.5}) \geq 0.25 \) (see the graphs on Figure 1), \( \sup_{s \in [0,0.5]} \beta(t) + 0.2t^{-0.5} + 0.25 > 0 \) (see the graphs on Figure 2) and \( \beta(t) + 0.2t^{-0.5} + 0.25(-0.0 - 5) + 0.49\beta(t) < 0 \), \( t \in [0,1] \) (see the graphs on Figure 3) we obtain the following inequalities (see the graphs on Figure 4)

\[
\beta(t) \geq -0.05\Gamma(0.5)E_{0,0.5,0.5}(-0.49t^{0.5})t^{-0.5} + 0.25 \int_0^t (t - s)^{-0.5} \left(\beta(s) + 0.2s^{-0.5} + 0.25(-0.0105) + 0.49\beta(s)\right) ds \\
\geq \beta(0)\Gamma(0.5)E_{0,0.5,0.5}(-0.49t^{0.5})t^{-0.5} + \int_0^t (t - s)^{-0.5} E_{0,0.5,0.5}(-0.49(t - s)^{0.5}) \times \left(\beta(s) + 0.2s^{-0.5} + 0.25\sup_{s \in [0,0.5]} \beta(\sigma) + 0.49\beta(s)\right) ds.
\]

From Figure 4 it can be seen that inequalities (8) hold for \( t \in (0,1] \).
**Figure 1.** Graphs of the Mittag–Leffer function and its bounds.

**Figure 2.** Graph of the function $\beta(t) + 0.2t^{-0.5} + 0.25$.

**Figure 3.** Graph of the function $(\beta(t) + 0.2t^{-0.5} + 0.25)(-0.0105) + 0.49\beta(t)$. 
In this case we have \( g = \inf_{t \in [-0.5, 0)} (0.1t - 0.05 + 0.15) = 0.1(-0.5) - 0.05 + 0.15 = 0.05. \)

The function
\[
\alpha(t) = \begin{cases} 
0.1(t + 0.2)^2 - 0.2, & t \in [-0.5, 0] \\
-0.2(t^{-0.5} + 1), & t \in (0, 1]
\end{cases}
\]
is a mild lower solution of IVP (7) because \( \alpha(t) = 0.1(t + 0.2)^2 - 0.2 \leq 0.1(-0.5 + 0.2)^2 - 0.2 = -0.191 < \phi(t) = -0.15 \) for \( t \in [-0.5, 0] \) and \( t^{0.5}(-0.2t^{-0.5} - 0.2)|_{t=0} = -0.2 < -0.15. \)

Also, for \( t \in (0, 1] \) applying the inequalities \( \alpha(t) + 0.2t^{-0.5} + 0.25 = 0.05 > 0, t \in [0, 1], \alpha(t) - 0.05 = -0.2t^{-0.5} - 0.25 < 0, \) and \( 0 > \sup_{\sigma \in [s-0.5,s]} \alpha(\sigma) \geq \alpha(0.5) = -0.2(0.5)^{-0.5} - 0.2 > -0.49 \) we get
\[
\alpha(t) \leq -0.196\Gamma(0.5)E_{0.5,0.5}(-0.49t^{0.5})t^{-0.5} \\
+ 0.56(0.49) \int_0^t (t-s)^{-0.5} \left( -0.2s^{-0.5} - 0.25 \right) ds \\
\leq \alpha(0)\Gamma(0.5)E_{0.5,0.5}(-0.49t^{0.5})t^{-0.5} \\
+ \int_0^t (t-s)^{-0.5}E_{0.5,0.5}(-0.49(t-s)^{0.5}) \times \\
\times \left( \alpha(s) + 0.2t^{-0.5} + 0.25 \right) \\
\leq \sup_{\sigma \in [s-0.5,s]}\alpha(\sigma) + 0.49\alpha(s) \int ds.
\]

From Figure 5 it can be seen that inequalities (9) hold for \( t \in (0, 1]. \)

In this case \( h = \inf_{t \in [-0.5, 0)} (-0.15 - 0.1(t + 0.2)^2 + 0.2) = 0.041. \)

As it can be seen on Figure 6 the inequality \( \alpha(t) \leq \beta(t) \) is valid on \([-0.5, 1] \), i.e., the considered mild lower and mild upper solutions of IVP (7) are properly defined.
To determine the constants $M$ and $L$ in Algorithm I we need to check the conditions for the application of the considered algorithm given in the theoretical Section 5 and Theorem 1. We have $-0.2(t^{-0.5} + 1) = \alpha(t) \leq x \leq y \leq \beta(t) = -0.1t^2 - 0.05 \leq -0.05, -0.49 \leq \alpha(0.5) \leq \sup_{s \in [t-0.5, t]} \alpha(s) \leq u \leq v \leq \sup_{s \in [t-0.5, t]} \beta(s) \leq -0.0105$ and therefore, $\frac{y + 0.2t^{-0.5} + 0.25}{t+1} \geq \frac{-0.2(t^{-0.5} - 0.2 + 0.2t^{-0.5} + 0.25)}{t+1} = \frac{0.05}{t+1} \geq 0.025$ for $t \in [0, 1], x, y, u, v \in \mathbb{R}$ and

$$F(t, x, u) - F(t, y, v) = (x + 0.2t^{-0.5} + 0.25) \frac{\mu}{t+1} - (y + 0.2t^{-0.5} + 0.25) \frac{v}{t+1} = \frac{u}{t+1} (x - y) + \frac{y + 0.2t^{-0.5} + 0.25}{t+1} (u - v) \leq \frac{-0.49(x - y) + 0.025(u - v)}{t+1}.$$

Thus, $M = -0.49, L = 0.025 > 0$.

Denote $\alpha^{(0)}(t) = \alpha(t)$ and $\beta^{(0)}(t) = \beta(t)$ for $t \in [-0.5, 1]$. 
Based on Step 4 in Algorithm I the n-th lower successive approximation, \( n = 1, 2, \ldots \), is defined by

\[
a^{(n)}(t) = \begin{cases} 
-0.15 - \frac{0.041}{n}, & t \in [-0.5, 0] \\
(-0.15 - \frac{0.041}{n}) \Gamma(0.5) E_{0.5, 0.5}(-0.49t^{0.5})t^{-0.5} + \int_0^t (t - s)^{-0.5} E_{0.5, 0.5}(-0.49(t - s)^{0.5}) \times \sup_{s \in [s-0.5, s]} a^{(n-1)}(s) ds \\
\times (a^{(n-1)}(s) + 0.2s^{-0.5} + 0.25) \frac{\sup_{s \in [s-0.5, s]} a^{(n-1)}(s) - \sup_{s \in [s-0.5, s]} a^{(n)}(s)}{s + 1} ds \\
- \int_0^t (t - s)^{-0.5} E_{0.5, 0.5}(-0.49(t - s)^{0.5}) \times \sup_{s \in [s-0.5, s]} a^{(n-1)}(s) + 0.025 \left( \sup_{s \in [s-0.5, s]} a^{(n-1)}(s) - \sup_{s \in [s-0.5, s]} a^{(n)}(s) \right) ds, \\
& t \in (0, 1],
\end{cases}
\tag{10}
\]

and according to Step 5 in Algorithm I the n-th upper successive approximation, \( n = 1, 2, \ldots \), is defined by

\[
\beta^{(n)}(t) = \begin{cases} 
-0.15 + \frac{0.05}{n}, & t \in [-0.5, 0] \\
(-0.15 + \frac{0.05}{n}) \Gamma(0.5) E_{0.5, 0.5}(-0.49t^{0.5})t^{-0.5} + \int_0^t (t - s)^{-0.5} E_{0.5, 0.5}(-0.49(t - s)^{0.5}) \times \sup_{s \in [s-0.5, s]} \beta^{(n-1)}(s) ds \\
\times (\beta^{(n-1)}(s) + 0.2s^{-0.5} + 0.25) \frac{\sup_{s \in [s-0.5, s]} \beta^{(n-1)}(s) - \sup_{s \in [s-0.5, s]} \beta^{(n)}(s)}{s + 1} ds \\
- \int_0^t (t - s)^{-0.5} E_{0.5, 0.5}(-0.49(t - s)^{0.5}) \times \sup_{s \in [s-0.5, s]} \beta^{(n-1)}(s) + 0.025 \left( \sup_{s \in [s-0.5, s]} \beta^{(n-1)}(s) - \sup_{s \in [s-0.5, s]} \beta^{(n)}(s) \right) ds, \\
& t \in (0, 1].
\end{cases}
\]

Both sequences constructed above converge to the mild solution of IVP (7) (theoretically it follows from Theorem 1).

Now we will illustrate the application of Algorithm II.

**Example 2.** Let \( r = 0.5 \), \( T = 1 \) and consider the IVP for scalar nonlinear Riemann–Liouville FrDES

\[
\begin{align*}
&0^{\frac{1}{2}}D_t^{0.5} y(t) = f(t) \sup_{\sigma \in [t-0.5, t]} y(\sigma) \quad \text{for } t \in (0, 1], \\
y(t) = -0.155 \quad \text{for } t \in [-0.5, 0], \\
y^{(0.5)}(t)|_{t=0} = -0.155
\end{align*}
\tag{11}
\]

with \( \phi(t) = 0.5t - 0.1 \), \( t \in [-0.5, 0] \), and \( f(t) = 0.2(t + 2) \in [0.04, 0.24] \).

We will introduce two functions and we will prove they are a mild upper solution and a mild lower solution of IVP (11), respectively.

The function \( \beta(t) \) defined by

\[
\beta(t) = \begin{cases} 
0.1t - 0.1, & t \in [-0.5, 0] \\
-0.1t^{-0.5} + 0.01, & t \in (0, 1]
\end{cases}
\]
is a mild upper solution of IVP (11) because $\beta(t) = 0.1t - 0.1 > \phi(t) = -0.155$ for $t \in [-0.5, 0]$ and $t^{0.5}(-0.1t^{-0.5} + 0.01)|_{t=0} = -0.1 > -0.155$. The graph of the function $\beta(t)$ for $t \in [-0.5, 1]$ is shown on Figure 7.

Additionally, using the inequalities $\sup_{\sigma \in [s-0.5, s]} \beta(\sigma) \leq -0.09 < 0$ and $0.01 \geq \frac{0.09}{\Gamma(0.5)} \int_{0}^{t}(t-s)^{0.5-1}f(s)ds$ for $t \in (0, 1]$, we get

$$\beta(t) = -0.1t^{0.5} + 0.01 \geq -0.1t^{0.5} + \frac{1}{\Gamma(0.5)} \int_{0}^{t}(t-s)^{0.5-1}f(s) \sup_{\sigma \in [s-0.5, s]} \beta(\sigma)ds.$$  

In this case we have $g = \inf_{t \in [-0.5, 0]} (0.1t + 0.155) = 0.1(-0.5) - 0.1 + 0.155 = 0.005$.

The function $\alpha(t)$ defined by

$$\alpha(t) = \begin{cases} (t + 0.2)^{2} - 0.25, & t \in [-0.5, 0] \\ -0.2t^{0.5} - 0.1, & t \in (0, 1] \end{cases}$$

is a mild lower solution of IVP (11) because $\alpha(t) = (t + 0.2)^{2} - 0.25 < \phi(t) = -0.155$ for $t \in [-0.5, 0]$ and $t^{0.5}(-0.2t^{-0.5} - 0.1)|_{t=0} = -0.2 < -0.155$. The graph of the function $\alpha(t)$ for $t \in [-0.5, 1]$ is given on Figure 8.

Therefore, for $t \in (0, 1]$ applying the inequalities $0 \geq \sup_{\sigma \in [s-0.5, s]} \alpha(\sigma) \geq -0.4$ and $-0.1 \leq -\frac{0.4}{\Gamma(0.5)} \int_{0}^{t}(t-s)^{0.5-1}0.2(s + 0.2)ds$, and its validity can be seen graphically on Figure 9, we get

$$\alpha(t) = -0.2t^{0.5} - 0.1 \leq -0.2t^{0.5} + \frac{1}{\Gamma(0.5)} \int_{0}^{t}(t-s)^{0.5-1}0.2(s + 0.2) \sup_{\sigma \in [s-0.5, s]} \alpha(\sigma)ds.$$  

In this case $h = \inf_{t \in [-0.5, 0]}(-0.155 - (t + 0.2)^{2}) + 0.25 = (-0.155 - (-0.5 + 0.2)^{2}) + 0.25 = 0.005$.  
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**Figure 7.** Example 2. Graph of the function $\beta(t)$.  
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**Figure 8.** Graph of the function $\alpha(t)$.  

![Figure 9](image-url)  

**Figure 9.** Graph of the function $\alpha(t)$.
As it can be seen in Figure 10 the inequality \( \alpha(t) \leq \beta(t) \) is valid on \([-0.5, 1]\), i.e., the considered lower and upper solutions of IVP (11) are properly defined.

To apply the iterative scheme, suggested in Algorithm II we need to check the validity of the corresponding conditions given in the theoretical part in Section 5, Theorem 2. We get

\[
F(t,u) - F(t,v) = f(t)(u - v) \leq 0.04(u - v) \quad \text{for} \quad t \in [0, 1], u, v \in \mathbb{R}.
\]

Thus \( L = 0.04 > 0 \) and \( \frac{0.04}{0.5} = 0.56419 < 1 \).

Define the zero approximations \( \alpha^{(0)}(t) = \alpha(t) \) and \( \beta^{(0)}(t) = \beta(t) \) for \( t \in [-0.5, 1] \).
Figure 10. Example 2. Graphs of the functions $\alpha(t)$, $\beta(t)$, $\phi(t)$.

Based on Step 4 in Algorithm II the $n$-th lower successive approximation, $n = 1, 2, \ldots$, is defined by

$$
\alpha^{(n)}(t) = \begin{cases} 
-0.155 - \frac{0.005}{n}, & t \in [-0.5, 0] \\
(-0.155 - \frac{0.005}{n})t^{-0.5} + \frac{0.2}{\Gamma(0.5)} \int_0^t (t-s)^{-0.5} \sup_{\sigma \in [s-0.5, s]} \alpha^{(n-1)}(\sigma) ds \\
\quad + \frac{0.04}{\Gamma(0.5)} \int_0^t (t-s)^{-0.5} \sup_{\sigma \in [s-0.5, s]} \alpha^{(n)}(\sigma) ds, & t \in (0, 1] 
\end{cases}
$$

(12)

and based on Step 5 in Algorithm II the $n$-th lower successive approximation, $n = 1, 2, \ldots$, is given by

$$
\beta^{(n)}(t) = \begin{cases} 
-0.155 + \frac{0.005}{n}, & t \in [-0.5, 0] \\
(-0.155 + \frac{0.005}{n})t^{-0.5} + \frac{0.2}{\Gamma(0.5)} \int_0^t (t-s)^{-0.5} \sup_{\sigma \in [s-0.5, s]} \beta^{(n-1)}(\sigma) ds \\
\quad + \frac{0.04}{\Gamma(0.5)} \int_0^t (t-s)^{-0.5} \sup_{\sigma \in [s-0.5, s]} \beta^{(n)}(\sigma) ds, & t \in (0, 1]. 
\end{cases}
$$

We used CAS Wolfram Mathematica to calculate and graph two successive approximations of mild lower and mild upper solutions (see Figure 11).

From Figure 11 it can be seen that the suggested iterative scheme in Algorithm II for constructing successive approximations is applicable to the considered IVP (11). As a result we obtain two sequences of successive approximations, which converge uniformly to the mild solution of IVP (11) (for a theoretical proof see Theorem 2).
5. Theoretical Proof of the Algorithms

Now, based on the monotone iterative technique we will suggest an algorithm for approximate solving of FrDES (1), (2). We will prove theoretically the convergence of the suggested sequences of successive approximations. The idea of the formulas for the successive approximations is based on linear RL-fractional differential equations of type (3) and its explicit formula for the solution obtained in [23].

For any two \( u, v \in PC([-r, T], \mathbb{R}) \) and constants \( M, \epsilon \in \mathbb{R} \) and \( L > 0 \), we define the operator \( \Omega(u, v, \epsilon) : PC([-r, T], \mathbb{R}) \times PC([-r, T], \mathbb{R}) \times \mathbb{R} \to PC([-r, T], \mathbb{R}) \) by

\[
\Omega(u, v, \epsilon)(t) = \begin{cases}
\phi(t) + \epsilon, & t \in [-r, 0] \\
(\phi(0) + \epsilon)\Gamma(q)E_{q, q}(Mt^q)^{q-1} + \int_0^t (t-s)^{q-1}E_{q, q}(M_t^q)F(s, u(s), \sup_{\sigma \in [s-r, s]} u(\sigma))ds \\
- \int_0^t (t-s)^{q-1}E_{q, q}(M(t-s)^q)(Mu(s) + L(\sup_{\sigma \in [s-r, s]} u(\sigma) - \sup_{\sigma \in [s-r, s]} v(\sigma)))ds, & t \in (0, T].
\end{cases}
\]

Note the particular values of the constants \( M, L \) will be defined later. We will prove some properties of the operator \( \Omega \).

**Lemma 1.** Let

1. The functions \( u, a \in PC([-r, T], \mathbb{R}) \) be such that \( u(t) \leq a(t), t \in [-r, T], \) and \( a(t) = \Omega(u, a, \epsilon)(t) \) with \( \epsilon \in \mathbb{R} \).
2. For any \( t \in (0, T) \) the inequality

\[
F \left( t, u(t), \sup_{s \in [t-r,t]} u(s) \right) - F \left( t, a(t), \sup_{s \in [t-r,t]} a(s) \right) \\
\leq M(u(t) - a(t)) + L \left( \sup_{s \in [t-r,t]} u(s) - \sup_{s \in [t-r,t]} a(s) \right)
\]

holds with \( M \in \mathbb{R}, \ L > 0 \).

3. The function \( \beta \in \text{PC}([-r,T], \mathbb{R}) \) be such that \( \beta(t) = \Omega(v, \beta, \varepsilon + \delta)(t), \ t \in [-r, T] \) with \( \delta > 0 \).

Then the inequality \( \alpha(t) < \beta(t) \) holds for all \( t \in [-r, T] \).

**Proof.** Assume the contrary. Since \( \alpha(t) < \beta(t) \) for \( t \in [-r,0] \) and \( t^{1-q} \alpha(t)|_{t=0} = \phi(0) + \varepsilon < \phi(0) + \varepsilon + \delta = t^{1-q} \beta(t)|_{t=0} \) there exists a point \( t^* \in (0, T) \) such that \( \alpha(t) < \beta(t) \) for \( t \in [-r, t^*) \) and \( \alpha(t^*) = \beta(t^*) \).

Then \( \sup_{\sigma \in [s-r,s]} \alpha(\sigma) \leq \sup_{\sigma \in [s-r,s]} \beta(\sigma) \) for \( s \in [0, t] \) and

\[
\alpha(t^*) - \beta(t^*) = \Omega(u, \alpha, \varepsilon)(t^*) - \Omega(v, \beta, \varepsilon + \delta)(t^*) \\
= -\delta \Gamma(q) E_{q,q} (M(t^*)^q)(t^*)^{q-1} \\
+ L \int_0^{t^*} (t^* - s)^{q-1} E_{q,q} (M(t^* - s)^q) \left( \sup_{\sigma \in [s-r,s]} \alpha(\sigma) - \sup_{\sigma \in [s-r,s]} \beta(\sigma) \right) ds \\
+ \int_0^{t^*} (t^* - s)^{q-1} E_{q,q} (M(t^* - s)^q) \times \\
\times \left( F(s, u(s), \sup_{\sigma \in [s-r,s]} u(\sigma)) - F(s, a(s), \sup_{\sigma \in [s-r,s]} a(\sigma)) \right) ds \\
+ \int_0^{t^*} (t^* - s)^{q-1} E_{q,q} (M(t^* - s)^q) \times \\
\times \left( M(u(s) - a(s)) + L \left( \sup_{\sigma \in [s-r,s]} u(\sigma) - \sup_{\sigma \in [s-r,s]} a(\sigma) \right) \right) ds \\
\leq -\delta \Gamma(q) E_{q,q} (M(t^*)^q)(t^*)^{q-1} \\
+ \int_0^{t^*} (t^* - s)^{q-1} E_{q,q} (M(t^* - s)^q) \times \\
\times \left( M(u(s) - a(s)) + L \left( \sup_{\sigma \in [s-r,s]} u(\sigma) - \sup_{\sigma \in [s-r,s]} a(\sigma) \right) \right) ds \\
+ \int_0^{t^*} (t^* - s)^{q-1} E_{q,q} (M(t^* - s)^q) \times \\
\times \left( M(u(s) - a(s)) + L \left( \sup_{\sigma \in [s-r,s]} a(\sigma) - \sup_{\sigma \in [s-r,s]} u(\sigma) \right) \right) ds \\
= -\delta \Gamma(q) E_{q,q} (M(t^*)^q)(t^*)^{q-1} < 0.
\]

The obtained contradiction proves the claim. \( \square \)

**Lemma 2.** Let

1. The functions \( u, \alpha \in \text{PC}([-r, T], \mathbb{R}) \) be such that \( u(t) \geq \alpha(t), \ t \in [-r, T] \) and \( \alpha(t) = \Omega(u, \alpha, \varepsilon + \delta)(t) \) with \( \varepsilon \in \mathbb{R}, \ \delta > 0 \).
2. For any \( t \in (0, T) \) the inequality
\[
F\left(t, a(t), \sup_{s \in [t-r, t]} a(s)\right) - F\left(t, u(t), \sup_{s \in [t-r, t]} u(s)\right) \\
\leq M(a(t) - u(t)) + L\left(\sup_{s \in [t-r, t]} a(s) - \sup_{s \in [t-r, t]} u(s)\right)
\]
holds with \( M \in \mathbb{R}, \ L > 0 \).

3. The function \( \beta \in PC([-r, T], \mathbb{R}) \) be such that \( \beta(t) = \Omega(v, \beta, \epsilon)(t), \ t \in [-r, T] \).

Then the inequality \( a(t) > \beta(t) \) holds for all \( t \in [-r, T] \).

**Proof.** The proof is similar to the one in Theorem 1.

Assume the contrary. Since \( a(t) > \beta(t) \) for \( t \in [-r, 0] \) and \( t^{1-\eta}a(t)|_{t=0} = \phi(0) + \epsilon + \delta > \phi(0) + \epsilon = t^{1-\eta}\beta(t)|_{t=0} \) there exists a point \( t^* \in (0, T) \) such that \( a(t) > \beta(t) \) for \( t \in [-r, t^*) \) and \( a(t^*) = \beta(t^*) \). Then \( \sup_{s \in [s-r, s]} (a(s) - \beta(s)) \) for \( s \in [0, t] \) and
\[
\beta(t^*) - a(t^*) = -\delta\Gamma(q)E_{\eta,q}(M(t^*)^\eta)(t^*)^{\eta-1} \\
- L \int_0^{t^*} (t^* - s)^{\eta-1}E_{\eta,q}(M(t^* - s)^\eta)\left(\sup_{s \in [s-r, s]} a(s) - \sup_{s \in [s-r, s]} \beta(s)\right)ds \\
+ \int_0^{t^*} (t^* - s)^{\eta-1}E_{\eta,q}(M(t^* - s)^\eta)\left(F(s, a(s), \sup_{s \in [s-r, s]} a(s)) - F(s, u(s), \sup_{s \in [s-r, s]} u(s))\right)ds \\
- \int_0^{t^*} (t^* - s)^{\eta-1}E_{\eta,q}(M(t^* - s)^\eta)\left(M(a(s) - u(s)) + L(\sup_{s \in [s-r, s]} a(s) - \sup_{s \in [s-r, s]} u(s))\right)ds \\
\leq -\delta\Gamma(q)E_{\eta,q}(M(t^*)^\eta)(t^*)^{\eta-1} \\
+ \int_0^{t^*} (t^* - s)^{\eta-1}E_{\eta,q}(M(t^* - s)^\eta)\left(M(a(s) - u(s)) + L(\sup_{s \in [s-r, s]} a(s) - \sup_{s \in [s-r, s]} u(s))\right)ds \\
- \int_0^{t^*} (t^* - s)^{\eta-1}E_{\eta,q}(M(t^* - s)^\eta)\left(M(a(s) - u(s)) + L(\sup_{s \in [s-r, s]} a(s) - \sup_{s \in [s-r, s]} u(s))\right)ds \\
= -\delta\Gamma(q)E_{\eta,q}(M(t^*)^\eta)(t^*)^{\eta-1} < 0.
\]

The obtained contradiction proves the claim. \( \Box \)

Now we will prove the convergence.

**Theorem 1.** Let the following conditions be fulfilled:

1. Let the functions \( a, \beta \in PC([-r, T], \mathbb{R}) \cup C_{1-q}([0, T]) \) be a mild lower solution and a mild upper solution of the IVP for FrDES (1), respectively, defined by Definition 3 with \( \mu = M \) such that \( a(t) \leq \beta(t) \) for \( t \in [0, T] \) and
\[
\phi(0) - a(0) > \inf_{t \in [-r, 0]} (\phi(t) - a(t)) = h > 0, \\
\beta(0) - \phi(0) > \inf_{t \in [-r, 0]} (\beta(t) - \phi(t)) = g > 0.
\]
\[
(13)
\]

2. The function \( F \in C([0, T] \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) \) and there exist constants \( M \in \mathbb{R} \) and \( L > 0 \) such that for any \( t \in [0, T], x, y, u, v \in \mathbb{R} : a(t) \leq x \leq y \leq \beta(t), \ \sup_{s \in [t-r, t]} a(s) \leq u \leq v \leq \sup_{s \in [t-r, t]} \beta(s) \) the inequality
\[
F(t, x, u) - F(t, y, v) \leq M(x - y) + L(u - v)
\]
holds.
Then there exists two sequences of functions \( \{a^{(n)}(t)\}_n^\infty \) and \( \{b^{(n)}(t)\}_n^\infty \), \( t \in [-r, T] \), such that:

a. The sequences \( \{a^{(n)}(t)\} \) and \( \{b^{(n)}(t)\} \) are defined by \( a^{(0)}(t) = a(t) \), \( b^{(0)}(t) = \beta(t) \) and

\[
a^{(n)}(t) = \Omega \left( a^{(n-1)}, a^{(n)} - \frac{h}{n} \right) (t), \quad b^{(n)}(t) = \Omega \left( b^{(n-1)}, b^{(n)} - \frac{h}{n} \right) (t) \quad \text{for} \quad n \geq 1,
\]

where the constants \( M, L \) are defined in condition 2.

b. The sequence \( \{a^{(j)}(t)\}_{j=0}^\infty \) is increasing, i.e., \( a^{(j)}(t) \leq a^{(j)}(t) \) for \( t \in [-r, T] \) and \( t^{1-q}a^{(j-1)}(t)|_{t=0} \leq t^{1-q}a^{(j)}(t)|_{t=0} \) for \( j = 1, 2, \ldots \). 

c. The sequence \( \{b^{(j)}(t)\}_{j=0}^\infty \) is decreasing, i.e., \( b^{(j-1)}(t) \geq b^{(j)}(t) \) for \( t \in (0, T] \) and \( t^{1-q}b^{(j)}(t)|_{t=0} \leq t^{1-q}b^{(j-1)}(t)|_{t=0} \) for \( j = 1, 2, \ldots \). 

d. The inequalities

\[
a^{(k)}(t) \leq b^{(k)}(t) \quad \text{for} \quad t \in [-r, T], \quad \text{and} \quad t^{1-q}a^{(k)}(t)|_{t=0} \leq t^{1-q}b^{(k)}(t)|_{t=0}, \quad k = 1, 2, \ldots (14)
\]

hold.

e. \( \lim_{k \to \infty} a^{(n)}(t) = \lim_{k \to \infty} b^{(n)}(t) = \phi(t) \) uniformly on \([0, T]\).

f. The sequences \( \{t^{1-q}a^{(n)}(t)\}_n^\infty \) and \( \{t^{1-q}b^{(n)}(t)\}_n^\infty \) converge uniformly on the interval \([0, T]\) and let

\[
\hat{V}(t) = \lim_{k \to \infty} t^{1-q}a^{(n)}(t), \quad \hat{W}(t) = \lim_{k \to \infty} t^{1-q}b^{(n)}(t) \quad \text{on} \quad [0, T].
\]

g. The inequalities

\[
a^{(n)}(t) \leq V(t) \leq W(t) \leq b^{(n)}(t) \quad \text{hold} \quad \text{on} \quad [0, T] \quad \text{for any} \quad n = 0, 1, 2, \ldots \]

where

\[
V(t) = \begin{cases} 
\phi(t), & t \in [-r, 0] \\
t^{1-q}V(t) & t \in (0, T],
\end{cases}
\]

\[
W(t) = \begin{cases} 
\phi(t), & t \in [-r, 0] \\
t^{1-q}W(t) & t \in (0, T].
\end{cases}
\]

h. The functions \( V(t) \) and \( W(t) \) are mild solutions of the IVP for FrDES (1), (2) on \([-r, T]\).

**Proof.** Let \( a^{(0)}(t) = a(t), \quad b^{(0)}(t) = \beta(t) \) for \( t \in [-r, T] \) and \( a^{(n)}(t) = \Omega \left( a^{(n-1)}, a^{(n)} - \frac{h}{n} \right) (t), \)

\[
b^{(n)}(t) = \Omega \left( \beta^{(n-1)}, \beta^{(n)} - \frac{h}{n} \right) (t), \quad n = 1, 2, 3, \ldots
\]

We will prove the inequality

\[
a^{(0)}(t) \leq a^{(0)}(t), \quad t \in [-r, T]. \quad (15)
\]

For \( t \in [-r, 0] \) from Definition 3 and the definition of the constant \( h \) we get \( a^{(1)}(t) = \phi(t) - h \geq \phi(t) - (\phi(t) - a^{(0)}(t)) = a^{(0)}(t), \quad t \in [-r, 0]. \)

Also, from Condition 1, \( a^{(0)}(0) < \phi(0) - h = a^{(1)}(0). \)

Assume there exists a point \( t^* \in (0, T] \) such that \( a^{(0)}(t) < a^{(1)}(t), \quad t \in [0, t^*) \) and \( a^{(0)}(t^*) = a^{(1)}(t^*). \) Then from Condition 1, Definition 3, and the inequality \( a(0) = \phi(0) - (\phi(0) - a(0)) < \phi(0) - h \) the inequality
\[ a^{(0)}(t^*) \leq a(0)\Gamma(q)E_{q,q}(M(t^*)^q)(t^*)^{q-1} \]
\[ + \int_0^{t^*} (t^*-s)^{q-1}E_{q,q}(M(t^*-s)^q)F(s,a^{(0)}(s), \sup_{\sigma \in [s-r,s]} a^{(0)}(\sigma))ds \]
\[ - \int_0^{t^*} (t^*-s)^{q-1}E_{q,q}(M(t^*-s)^q)Ma^{(0)}(s)ds \]
\[ < (\phi(0) - h)\Gamma(q)E_{q,q}(M(t^*)^q)(t^*)^{q-1} \]
\[ + \int_0^{t^*} (t^*-s)^{q-1}E_{q,q}(M(t^*-s)^q)F(s,a^{(0)}(s), \sup_{\sigma \in [s-r,s]} a^{(0)}(\sigma))ds \]
\[ - \int_0^{t^*} (t^*-s)^{q-1}E_{q,q}(M(t^*-s)^q) \times \]
\[ \times (Ma^{(0)}(t) + L \left( \sup_{\sigma \in [s-r,s]} a^{(0)}(\sigma) - \sup_{\sigma \in [s-r,s]} a^{(1)}(\sigma) \right) )ds \]
\[ = \Omega(a^{(0)}, a^{(1)}, -h)(t^*) = a^{(1)}(t^*) \]

holds. The obtained contradiction proves the inequality (15) on \((0, T]\).

We will prove the inequality
\[ \beta^{(0)}(t) \geq \beta^{(1)}(t), \ t \in [-r, T]. \] (16)

For \( t \in [-r, 0] \) from Definition 3 and the definition of the constant \( g \) we get \( \beta^{(1)}(t) = \phi(t) + g \leq \phi(t) + (\beta(t) - \phi(t)) = \beta^{(0)}(t), \ t \in [-r, 0]. \)

Also, from Condition 1 \( \beta^{(0)}(0) > \phi(0) + g = \beta^{(1)}(0). \)

Assume there exists a point \( t^* \in (0, T] \) such that \( \beta^{(0)}(t) > \beta^{(1)}(t), \ t \in [0, t^*) \) and \( \beta^{(0)}(t^*) = \beta^{(1)}(t^*) \). Then from Condition 1, Definition 3, and the inequalities \( \beta(0) = \phi(0) + (\beta(0) - \phi(0)) > \phi(0) + g \) and \( \sup_{\sigma \in [s-r,s]} \beta^{(0)}(\sigma) - \sup_{\sigma \in [s-r,s]} \beta^{(1)}(\sigma) \geq 0, \ s \in [0, t^*) \) we obtain
\[ \beta^{(1)}(t) = \Omega(\beta^{(0)}, \beta^{(1)}, g)(t) = (\phi(0) + g)\Gamma(q)E_{q,q}(M^q) t^{q-1} \]
\[ + \int_0^{t} (t-s)^{q-1}E_{q,q}(M(t-s)^q)F(s,\beta^{(0)}(s), \sup_{\sigma \in [s-r,s]} \beta^{(0)}(\sigma))ds \]
\[ - \int_0^{t} (t-s)^{q-1}E_{q,q}(M(t-s)^q) \times \]
\[ \times (M\beta^{(0)}(t) + L \left( \sup_{\sigma \in [s-r,s]} \beta^{(0)}(\sigma) - \sup_{\sigma \in [s-r,s]} \beta^{(1)}(\sigma) \right) )ds \]
\[ < \beta(0)\Gamma(q)E_{q,q}(M^q) t^{q-1} \]
\[ + \int_0^{t} (t-s)^{q-1}E_{q,q}(M(t-s)^q)F(s,\beta^{(0)}(s), \sup_{\sigma \in [s-r,s]} \beta^{(0)}(\sigma))ds \]
\[ - \int_0^{t} (t-s)^{q-1}E_{q,q}(M(t-s)^q)M\beta^{(0)}(s)ds \]
\[ \leq \beta^{(0)}(t^*) \]

holds. The contradiction proves the inequality (16).

We use induction to prove properties of the sequences of successive approximations.

Assume that for a natural number \( n \geq 2 \) the inequality \( a^{(n-2)}(t) \leq a^{(n-1)}(t), \ t \in [-r, T] \) holds.

We will prove that \( a^{(n-1)}(t) \leq a^{(n)}(t), \ t \in [-r, T]. \)

For \( t \in [-r, 0] \) we get \( a^{(n)}(t) = \phi(t) - \frac{h}{n} = \phi(t) - \frac{h}{n} - \frac{h}{n-1} = \frac{h}{n(n-1)} \).

Therefore, for the functions \( u \equiv a^{(n-2)}, \alpha \equiv a^{(n-1)}, \beta \equiv a^{(n)} \) and the constants \( \delta = \frac{h}{n(n-1)} > 0 \) and \( \epsilon = -\frac{h}{n-1} \) according to Lemma 1 we have from the assumption \( u(t) \leq \alpha(t), \ t \in [-r, T] \) and
\(\alpha(t) = \Omega(u,a,\varepsilon)(t)\) and \(\beta(t) = \Omega(\alpha,\beta,\varepsilon + \delta)\) the inequality \(\alpha(t) = \alpha^{(n-1)}(t) < \beta(t) = \alpha^{(n)}(t)\) holds for all \(t \in [-r, T]\).

Similarly, applying Lemma 2 instead of Lemma 1 we can prove

\[\beta^{(n)}(t) \geq \beta^{(n+1)}(t), \quad \text{for} \quad t \in [-r, T], \quad n = 1, 2, \ldots.\]

Using induction we will prove that for any natural number \(n\) the inequality

\[\alpha^{(n)}(t) \leq \beta^{(n)}(t), \quad t \in [-r, T] \tag{17}\]

holds.

Assume the inequality \(\alpha^{(n-1)}(t) \leq \beta^{(n-1)}(t), \quad t \in [-r, T]\), holds.

For \(t \in [-r, 0]\) we have \(\alpha^{(n)}(t) = \phi(t) - \frac{h}{n} < \phi(t) < \phi(t) + \frac{\varepsilon}{n} = \beta^{(n)}(t)\), i.e., (17) holds. Assume there exists a point \(t^* \in (0, T]\) such that \(\alpha^{(n)}(t) < \beta^{(n)}(t), \quad t \in [0, t^*]\) and \(\alpha^{(n)}(t^*) = \beta^{(n)}(t^*)\). Then we get the inequality

\[
0 = \alpha^{(n)}(t^*) - \beta^{(n)}(t^*) = -\frac{h + \varepsilon}{n}\Gamma(q)E_{\eta, q}(M^{t^*})q^{q-1} - \int_0^{t^*} (t^* - s)^{q-1}E_{\eta, q}(M(t^* - s)^q)F(s, \alpha^{(n-1)}(s), \sup_{\sigma \in [s-r,s]} \alpha^{(n-1)}(\sigma))ds
\]

\[
- \int_0^{t^*} (t^* - s)^{q-1}E_{\eta, q}(M(t^* - s)^q)F(s, \beta^{(n-1)}(s), \sup_{\sigma \in [s-r,s]} \beta^{(n-1)}(\sigma))ds
\]

\[
- \int_0^{t^*} (t^* - s)^{q-1}E_{\eta, q}(M(t^* - s)^q)\times
\]

\[
\left(\frac{M\alpha^{(n-1)}(s) + L(\sup_{\sigma \in [s-r,s]} \alpha^{(n-1)}(\sigma) - \sup_{\sigma \in [s-r,s]} \alpha^{(n)}(\sigma))}{\sigma \in [s-r,s]}\right)ds
\]

\[
+ \int_0^{t^*} (t^* - s)^{q-1}E_{\eta, q}(M(t^* - s)^q)\times
\]

\[
\left(\frac{M\beta^{(n-1)}(s) + L(\sup_{\sigma \in [s-r,s]} \beta^{(n-1)}(\sigma) - \sup_{\sigma \in [s-r,s]} \beta^{(n)}(\sigma))}{\sigma \in [s-r,s]}\right)ds
\]

\[
< \int_0^{t^*} (t^* - s)^{q-1}E_{\eta, q}(M(t^* - s)^q)L\left(\sup_{\sigma \in [s-r,s]} \alpha^{(n)}(\sigma) - \sup_{\sigma \in [s-r,s]} \beta^{(n)}(\sigma)\right)ds \leq 0.
\]

The obtained contradiction proves the inequality (17) and the claim d).

The claim e) follows from the definition of the functions \(\alpha^{(n)}(t)\) and \(\beta^{(n)}(t)\) for \(t \in [-r, 0]\).

Now consider the sequences \(\{\tilde{\alpha}^{(n)}(t)\}\) and \(\{\tilde{\beta}^{(n)}(t)\}\) for \(t \in [0, T]\) defined by \(\tilde{\alpha}^{(n)}(t) = t^{1-q}(\phi(t) - \frac{h}{n}), \tilde{\beta}^{(n)}(t) = t^{1-q}(\phi(t) + \frac{\varepsilon}{n})\) for \(t \in [-r, 0]\) and
\[\hat{\alpha}(n)(t) = t^{1-q}\hat{\alpha}(n)(t) = \left(\phi(0) - \frac{h}{n}\right)\Gamma(q)E_{q,q}(Mt^q) + t^{1-q}\int_0^t(t-s)^{q-1}E_{q,q}(M(t-s)^q)F(s,\alpha^{(n-1)}(s), \sup_{\sigma \in [s-r,s]}\alpha^{(n)}(\sigma))ds\]
\[\quad - \int_0^t(t-s)^{q-1}E_{q,q}(M(t-s)^q)M\alpha^{(n-1)}(s)\]
\[\quad + L\left(\sup_{\sigma \in [s-r,s]}\sigma^{q-1}\hat{\alpha}(n-1)(\sigma) - \sup_{\sigma \in [s-r,s]}\sigma^{q-1}\hat{\alpha}(n)(\sigma)\right)ds, \quad t \in [0, T]\]

and
\[\hat{\beta}(n)(t) = t^{1-q}\beta(n)(t) = \left(\phi(0) + \frac{h}{n}\right)\Gamma(q)E_{q,q}(Mt^q) + t^{1-q}\int_0^t(t-s)^{q-1}E_{q,q}(M(t-s)^q)F(t,\beta^{(n-1)}(s), \sup_{\sigma \in [s-r,s]}\beta^{(n-1)}(\sigma))ds\]
\[\quad - \int_0^t(t-s)^{q-1}E_{q,q}(M(t-s)^q)M\beta^{(n-1)}(s)\]
\[\quad + L\left(\sup_{\sigma \in [s-r,s]}\beta^{(n-1)}(\sigma) - \sup_{\sigma \in [s-r,s]}\beta^{(n)}(\sigma)\right)ds, \quad t \in [0, T].\]

Both sequences are increasing and decreasing, respectively, and bounded. Therefore, they are uniformly convergent on \([0, T]\). Denote, \(\hat{V}(t) = \lim_{n \to \infty} \hat{\alpha}(n)(t)\) and \(\hat{W}(t) = \lim_{n \to \infty} \hat{\beta}(n)(t), \quad t \in [0, T]\). According to the above proved claims b), c) and d) the inequalities
\[\hat{\alpha}(n)(t) \leq \hat{V}(t), \quad t \in [0, T], \quad \hat{W}(t) \leq \hat{\beta}(n)(t), \quad t \in [0, T], \quad n = 0, 1, 2, \ldots, \]
\[\hat{V}(t) \leq \hat{W}(t), \quad t \in [0, T]\]
hold. Therefore, the claim f) is proved.

For any \(t \in [0, T]\) we have \(\lim_{n \to \infty} t^{q-1}\hat{\alpha}(n)(t) = V(t)\) and \(\lim_{n \to \infty} t^{q-1}\hat{\beta}(n)(t) = \phi(t) = V(t)\) for \(t \in [-r, 0]\). Therefore, \(\lim_{n \to \infty} \sup_{s \in [-r,t]} t^{q-1}\hat{\alpha}(n)(s) = \sup_{s \in [-r,t]} V(t)\).

For any point \(t \in (0, T]\) we take the limit in (18) and obtain the Volterra fractional integral equation
\[V(t) = \phi(0)\Gamma(q)E_{q,q}(Mt^q)t^{1-q}\]
\[\quad + \int_0^t(t-s)^{q-1}E_{q,q}(M(t-s)^q)\times\]
\[\quad \times \left(F(s, V(s), \sup_{\sigma \in [s-r,s]} V(\sigma)) - MV(s)\right)ds, \quad t \in (0, T].\]

Therefore, the function \(V(t)\) is a mild solution of (1), (2).

Similar is the proof about \(W(t)\).

Proof of claim g). From claim d) and the inequality (14) it follows that \(t^{1-q}\hat{\alpha}^{(k)}(t) \leq t^{1-q}\hat{\beta}^{(k)}(t)\) for any fixed \(t \in (0, T]\) and \(k = 1, 2, \ldots\). Then applying claim e) we get \(t^{1-q}\hat{\alpha}^{(k)}(t) \leq t^{1-q}V(t) \leq\)
In the special case when the right hand side part of the Equations (1), (2) does not depend on the current state of the unknown function we use the following operator \( \Lambda(v, \epsilon) : PC([-r, T] \times \mathbb{R}, \mathbb{R}) \times (0, \infty) \rightarrow PC([-r, T], \mathbb{R}) \)

\[
\Lambda(u, v, \epsilon)(t) = \begin{cases} \phi(t) + \epsilon, & t \in [-r, 0] \\ \frac{(\phi(0) + \epsilon)t^{q-1}}{\Gamma(q)} \int_0^t (t - s)^{q-1} F(s, \sup_{\sigma \in [s-r, s]} u(\sigma)) ds \\ -L \frac{(t^{q-1} - \beta(\sup_{\sigma \in [s-r, s]} u(\sigma) - \sup_{\sigma \in [s-r, s]} v(\sigma))) ds}{\Gamma(q)} & t \in (0, T] \end{cases}
\]

to obtain the following easier iterative scheme:

**Theorem 2.** Let the condition 1 of Theorem 1 be satisfied and the function \( F \in C([0, T] \times \mathbb{R}, \mathbb{R}) \) and there exist a constant \( L > 0 \) such that for any \( t \in [0, T] \), \( u, v \in \mathbb{R} : \sup_{\sigma \in [t-r, t]} u(\sigma) \leq u \leq \sup_{\sigma \in [t-r, t]} \beta(\sigma) \) the inequality \( F(t, u) - F(t, v) \leq L(u - v) \) holds.

Then the claims of Theorem 1 are true with replacing the operator \( \Omega \) by \( \Lambda \).

6. Conclusions

A scalar nonlinear Riemann–Liouville fractional differential equation with a special type of delay is investigated. The delay is defined by the supremum of the unknown function on a finite past time interval. The presence of the supremum in the equation, additionally to the fractional derivative, leads to decreasing the set of equations with explicit solutions. It requires the application of approximate methods. In this paper, an iterative scheme, giving an asymptotic solution as a limit of two sequences, is suggested. This scheme is based on the so-called monotone iterative technique. Initially, a mild lower solution and a mild upper solution of the studied problem are defined and applied as initial approximations of the unknown solution. Two algorithms for the construction of two sequences of successive approximations are provided and their monotone convergence from above and from below to a mild solution of the given problem is proved. The practical applications of both algorithms are illustrated by examples. Note, since the studied problem is still new and not solved well, the question about the existence and uniqueness is an open question and it is a subject for investigation in a future theoretical paper.
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