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Abstract

A Hopf bifurcation theorem is established for the abstract evolution equation $\frac{dx}{dt} = F(x, \lambda)$ in infinite dimensions under the degeneracy condition $\text{Re} \mu'(\lambda_0) = 0$ and suitable assumptions. The stability properties of bifurcating periodic solutions are also derived. Interestingly, it is shown that a transcritical Hopf bifurcation still can occur at $\lambda_0$ although the stability property of the trivial solutions does not change near $\lambda_0$. Our results do not require the analyticity of $F$. The main tools are the Lyapunov–Schmidt reduction and a Morse lemma. Applications to a multi-parameter diffusive predator–prey system discover new branches of periodic solutions.
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1. Introduction

Hopf bifurcation is an important kind of dynamic bifurcations in various bifurcation phenomena and describes the birth of periodic solutions from equilibria in dynamical systems. It is a local bifurcation which occurs in the case when a pair of complex conjugate eigenvalues of the linearization crosses the imaginary axis in the complex plane. Hopf bifurcation is also known as Poincaré–Andronov–Hopf bifurcation, which was originally investigated in the context of finite dimensional dynamical systems generated by ODEs. Hopf bifurcation in the setting of PDEs had been studied since the nineteen seventies; see e.g. \cite{5, 8, 11, 20, 22, 23} for some early works. A classic and more general Hopf bifurcation theorem in infinite dimensions was established by Crandall and Rabinowitz in a seminal paper \cite{3}. We next state it in the form given in an excellent monograph \cite{15} by Kielhöfer.

Let $X$ and $Z$ be real Banach spaces. Consider the parameter-dependent evolution equation

$$\frac{dx}{dt} = F(x, \lambda),$$

where $F : U \times V \to Z$, $0 \in U \subset X$ and $\lambda_0 \in V \subset \mathbb{R}$ are open neighborhoods, $X \subset Z$ is continuously embedded. So $\frac{dx}{dt}$ is taken be an element of $Z$, and hence the evolution equation is well defined. To be convenient later, we introduce some conditions following \cite{15, 1.8}:

(F1) $F \in C^3(U \times V, Z)$.
(F2) $F(0, \lambda) = 0$ for $\lambda \in V$.
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Theorem 1.1 (See Fig. 1). Consider problem (1.1) under conditions (F1)–(F6). Then there exists a continuously differentiable curve \( \{ (x(r), \lambda(r)) \} \) of \( 2\pi/\kappa(r) \)-periodic solutions of (1.1) through the bifurcation point \((x(0), \lambda(0)) = (0, \lambda_0)\) with \( 2\pi/\kappa(0) = 2\pi/\kappa_0 \) in \((C_{2\pi/\kappa(r)}(\mathbb{R}, X) \cap C^\alpha_{2\pi/\kappa(r)}(\mathbb{R}, X)) \times \mathbb{R} \). Every other periodic solution of (1.1) in a neighborhood of \((0, \lambda_0)\) is obtained from \((x(r), \lambda(r))\) by a phase shift \( S_\theta x(r) \). In particular, \( x(-r) = S_{\pi/\kappa(r)} x(r), \kappa(-r) = \kappa(r), \) and \( \lambda(-r) = \lambda(r) \) for all \( r \in (-\delta, \delta) \). Moreover, the tangent vector of \((x(r), \lambda(r))\) with \( 2\pi/\kappa(r) \)-period at \((0, \lambda_0)\) is given by \((\dot{x}(0), \dot{\lambda}(0)) = (\text{Re}(\varphi_0 e^{i\kappa_0 t}), 0)\) with \( \kappa(0) = 0 \) (here, \( \varphi_0 = \frac{\partial}{\partial \delta} \)).

Remark 1.2. (a) In the above theorem, \( C^\alpha_p(\mathbb{R}, X) \) and \( C^{1+\alpha}_p(\mathbb{R}, Z) \) are the standard Hölder spaces of \( p \)-periodic functions. That is, \( C^\alpha_p(\mathbb{R}, X) = \left\{ z : \mathbb{R} \to X \mid z(t+p) = z(t), t \in \mathbb{R}, \|z\|_{X, \alpha} = \max_{t \in \mathbb{R}} \|z(t)\|_X + \sup_{s \neq t} \frac{\|z(t)-z(s)\|_X}{|t-s|^{\alpha}} < \infty \right\} \), \( C^{1+\alpha}_p(\mathbb{R}, Z) = \left\{ z : \mathbb{R} \to Z \mid z, \frac{dz}{dt} \in C^\alpha_p(\mathbb{R}, Z), \|z\|_{Z, 1+\alpha} = \|z\|_{Z, \alpha} + \|\frac{dz}{dt}\|_{Z, \alpha} < \infty \right\} \). The phase shift \( S_\theta \) means that \((S_\theta z)(t) = z(\theta + t)\).
Figure 2: The stability properties for the trivial solutions and the bifurcating periodic solution in Theorem 1.3. The two on the left: \( \text{Re}\mu'(\lambda_0) > 0 \); the two on the right: \( \text{Re}\mu'(\lambda_0) < 0 \).

\[
z(t + \theta).
\]

(b) If (1.1) is an ODE, i.e., if \( X = Z = \mathbb{R}^n \), then as noted in [15, Remark I.8.4], the above H"older continuity is not needed, and the regularity \( F \in C^2(U \times V, \mathbb{R}^n) \) is enough in (F1).

To state the stability solutions of bifurcating solutions, we need the following two conditions:

(F1’) \( F \in C^4(U \times V, \mathbb{R}) \).

(F7) Apart from the two simple eigenvalues \( \pm i\kappa_0 \), the entire spectrum of \( A_0 \) is in the left complex half-plane.

The following form of the (linear) stability theorem of the bifurcating periodic solutions comes from [15, Theorem I.12.2 and Corollary I.12.3].

**Theorem 1.3** (See Fig.2). Let \( \{(x(r), \lambda(r)) \mid r \in (-\delta, \delta)\} \) be the curve of \( 2\pi/\kappa(r)-\)periodic solutions of (1.1) according to Theorem 1.1. Assume that (F1’) holds. Let \( \mu_2(r) \) be the nontrivial Floquet exponent of \( x(r) \) such that \( \mu_2(0) = 0 \). Then \( \mu_2(0) = 0 \) and \( \hat{\mu}_2(0) = 2\text{Re}\mu'(\lambda_0)\hat{\lambda}(0) \). Further assume that (F7) holds and assume that \( \text{Re}\mu'(\lambda_0) > 0 \), i.e., the trivial solution \( \{(0, \lambda)\} \) of (1.1) is stable for \( \lambda < \lambda_0 \) and unstable for \( \lambda > \lambda_0 \). Then

\[
\text{sign}(\lambda(r) - \lambda_0) = \text{sign} \mu_2(r) \text{ for } r \in (-\delta, \delta),
\]

which means that the bifurcating periodic solution \( \{(x(r), \lambda(r))\} \) of (1.1) is stable, provided that the bifurcation is supercritical, and it is unstable if the bifurcation is subcritical. If \( \text{Re}\mu'(\lambda_0) < 0 \), the stability properties of the trivial solution are reversed and the stability of the bifurcating periodic solution is also reversed.

As sketched in Fig.2, Theorem 1.3 also implies the Principle of Exchange of Stability, which says that consecutive curves of periodic solutions ordered in the \((r, \lambda)\)-plane (including the trivial line \( \{(0, \lambda)\} \)) have opposite stability properties (cf. [4] or [15, p.89]).

In this paper we are interested in the situation that the nondegeneracy condition (F4) is violated, i.e., the opposite of (F4) holds:

(F4’) \( \text{Re}\mu'(\lambda_0) = 0 \).

Condition (F4) plays a crucial role in Theorem 1.1 and means that the simple eigenvalue \( \mu(\lambda) \) of \( D_xF(0, \lambda) \) leaves the stable left complex half-plane through the imaginary axis at \( \lambda = \lambda_0 \) with “nonvanishing speed”, which leads to the change of stability of the trivial solution. It is natural to ask what happens if (F4’) holds (i.e., through the imaginary axis with “vanishing speed”), and whether a Hopf bifurcation occurs even if the stability of the trivial solution does not change near \( \lambda_0 \)?

For the case of (F4’), degenerate Hopf bifurcations in infinite dimensions had been deeply studied by Kielh"ofer [12,13] under the assumption of analyticity. The main results are
summarized in his monograph [13, I.17]. Assuming the analyticity of $F$ and $\Re \mu'(0) = \cdots = \Re \mu^{(m-1)}(0) = 0$ but $\Re \mu^{(m)}(0) \neq 0$ for some $m > 1$, Kielhöfer proved that if $m$ is odd, then problem (1.1) admits at least one and at most $m$ nontrivial bifurcation curves of periodic solutions; if $m$ is even, Hopf bifurcation may or may not occur (cf. [15, Theorem I.17.3]). The main tool is the method of Newton’s polygon. For finite dimensional problems, degenerate Hopf bifurcations under (F4) also had been extensively studied (cf. [1], [24] and [6, VIII.5]). To the authors’ best knowledge, no general results of problem (1.1) in infinite dimensions under (F4) are established without the assumption of the analyticity of $F$.

Our main purpose of this paper is to establish an abstract Hopf bifurcation theorem in infinite dimensions under the degeneracy (F4’) but no assuming the analyticity of $F$. We show that in our situation a transcritical Hopf bifurcation still can happen at $\lambda$ if the stability property of the trivial solution line does not change near $\lambda_0$ although the stability property of the trivial solution line does not change near $\lambda_0$. We also obtain the stability of bifurcating periodic solutions. The main tools are a Lyapunov—Schmidt reduction and an improved Morse lemma, and the latter comes from Liu et al. [17] (also see Chang [2, Theorem I.5.1] or Kuiper [16]). The classic Morse lemma was firstly applied to bifurcation problems in Nirenberg [21, Chapter 3]. Our research is inspired by the works of Liu et al. [17] [18], where the improved Morse lemma was applied to stationary bifurcation problems in infinite dimensions when the transversality condition fails, and two abstract bifurcation theorems were established for the saddle-node bifurcation and bifurcation from a degenerate simple eigenvalue, respectively. As those in [3, 17, 18], our abstract theorems also directly deal with the original infinite dimensional problems, the conditions depend on some Fréchet derivatives of $F$, do not involve reduced finite-dimensional problems and hence is convenient to use. As shown in some applications, our new theorems can be viewed as a supplement of the classic Hopf bifurcation theorem in infinite dimensions and usually provide “hidden” new branches of bifurcating periodic solutions, by rechecking the range of parameters under the degeneracy condition.

We organize the paper as follows. We state our main results in Section 2. In Section 3, we prove the degenerate Hopf bifurcation theorem — Theorem 2.1. Section 4 contains the proof of the stability theorem — Theorem 2.2. Finally in Section 5, we give some applications of the main results to a diffusive predator–prey system.

2. Main Results

Notations Let $\varphi_0$ be the eigenvector of $A_0$ given in (F3). Denote by $\langle \cdot, \varphi_0^* \rangle$ a bounded linear functional such that $\langle \varphi_0, \varphi_0^* \rangle = 1$ and $\langle z, \varphi_0^* \rangle = 0$ for every $z \in R(i\kappa_0 I - A_0)$, guaranteed by the Hahn-Banach Theorem. Set

$$
\psi_0(t) = \varphi_0 e^{it} \quad \text{and} \quad \psi_0^*(t) = \varphi_0^* e^{-it}. \tag{2.1}
$$

Denote by $D_x F[\cdot], D^2_{xx} F[\cdot, \cdot], D^3_{xxx} F[\cdot, \cdot, \cdot], D^2_{x\lambda} F[\cdot]$ and $D^2_{x\lambda} F[\cdot]$ the Fréchet derivatives and partial derivatives of $F$ with respect to $x, \lambda$ and $\kappa$ (the last two variables are one-dimensional parameters). They are linear or multilinear operators acting on functions in $[\cdot]$ or 1. Set

$$
H_{11} = \Re \langle - D^2_{xxx} F(0, \lambda_0)[\varphi_0, \varphi_0, \overline{\varphi_0}] + 2D^2_{xx} F(0, \lambda_0)[\varphi_0, A_0^{-1} D^2_{xx} F(0, \lambda_0)[\varphi_0, \overline{\varphi_0}], \varphi_0 \rangle, \\
H_{22} = \Re \langle - D^2_{x\lambda x} F(0, \lambda_0)[\varphi_0] - 2D^2_{x\lambda} F(0, \lambda_0)[i(\kappa_0 I - A_0) - 1] D^2_{x\lambda} F(0, \lambda_0)[\varphi_0], \varphi_0 \rangle. \tag{2.2}
$$

Under conditions (F1) and (F3), $H_{11}$ and $H_{22}$ are well defined. In fact, $(i\kappa_0 I - A_0)^{-1}$ maps $R(i\kappa_0 I - A_0)$ to $R(i\kappa_0 I - A_0) \cap X$ because the algebraic simplicity of $i\kappa_0$ implies the decompositions $Z = R(i\kappa_0 I - A_0) \oplus \text{span} \{\varphi_0\}$ and $X = (R(i\kappa_0 I - A_0) \cap X) \oplus \text{span} \{\varphi_0\}$. 
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The following results are our main theorems on the degenerate Hopf bifurcation.

**Theorem 2.1** (See Fig. 3). Consider problem (1.1) under conditions (F1’)(F2)(F3)(F4’)(F5) (F6). Set the diagonal matrix $H_0 = \text{Diag}(H_{11}, H_{22})$. Then the following assertions hold:

1. If $H_0$ is definite, i.e., $\det H_0 = H_{11}H_{22} > 0$, then the set of periodic solutions of (1.1) near $(x, \lambda) = (0, \lambda_0)$ is the trivial solution line $\{(0, \lambda)\}$.
2. If $H_0$ is indefinite, i.e., $\det H_0 = H_{11}H_{22} < 0$, then apart from the trivial solution line $\{(0, \lambda)\}$, there exists a continuously differentiable curve $\{(x(r), \lambda(r))\}$ of $2\pi/\kappa(r)$-periodic solutions of (1.1) through the bifurcation point $(x(0), \lambda(0)) = (0, \lambda_0)$ with $\kappa(0) = \kappa_0$ in $(C_{2\pi/\kappa(r)}(\mathbb{R}, \mathbb{Z}) \cap C_{2\pi/\kappa(r)}(\mathbb{R}, X)) \times \mathbb{R}$. Every other periodic solution of (1.1) in a neighborhood of $(0, \lambda_0)$ is obtained from $(x(r), \lambda(r))$ by a phase shift $S_\pi/\kappa x(r)$. Moreover, the tangent vector of $\{(x(r), \lambda(r))\}$ with $2\pi/\kappa(r)$-period at $(0, \lambda_0)$ is given by

$$
(\dot{x}(0), \dot{\lambda}(0)) = (2 \text{Re}(\varphi_0 e^{i\kappa_0}), \eta) \quad \text{with} \ k(0) = \text{Im}(D^2 F(0, \lambda_0)[\varphi_0, \varphi_0^*] \eta),
$$

where $\eta = \sqrt{-H_{11}/H_{22}}$.

The next result gives the stability properties of the trivial solution and the bifurcating periodic solutions in the degenerate Hopf bifurcation.

**Theorem 2.2** (See Fig. 1). Under the conditions of Theorem 2.1, further assume that $H_0$ is indefinite and (F7) holds. Let $\{(x(r), \lambda(r)) \mid r \in (-\delta, \delta)\}$ be the curves of $2\pi/\kappa(r)$-periodic solutions of (1.1) according to Theorem 2.1. If $H_{22} > 0$, then the trivial solution $\{(0, \lambda)\}$ is stable near $(0, \lambda_0)$, and the bifurcating periodic solutions $\{(x(r), \lambda(r))\}$ with period $2\pi/\kappa(r)$, are unstable near $(0, \lambda_0)$. If $H_{22} < 0$, then the stability property of the trivial solution is reversed and that of the bifurcating periodic solutions is also reversed.

Clearly, the Principle of Exchange of Stability still holds for this kind of degenerate Hopf bifurcation. Since adjacent solutions have different stability properties, it brings the convenience of deriving the stability properties of bifurcation solutions directly from those of trivial solutions, and vice versa.

We also obtain the following useful result, which makes the meaning of $H_{22}$ more clear.

**Corollary 2.3.** Under the conditions of Theorem 2.1, $H_{22} = -\text{Re} \mu''(\lambda_0)$.

Now, we know that conditions (F4’) and $H_{22} \neq 0$ actually mean that the eigenvalue $\mu(\lambda)$ goes through the imaginary axis at $\lambda_0$ with “vanishing speed” but “nonvanishing acceleration”. This relation also enables to simplify the calculation of $H_{22}$ in many applications by using $-\text{Re} \mu''(\lambda_0)$ instead of $H_{22}$.
Example 1. Consider periodic solutions of the following problem
\[
\frac{d}{dt} \begin{pmatrix} x_1(t) \\ x_2(t) \end{pmatrix} = \begin{pmatrix} \beta(\lambda) & 1 \\ -1 & \beta(\lambda) \end{pmatrix} \begin{pmatrix} x_1(t) \\ x_2(t) \end{pmatrix} + \begin{pmatrix} x_1^3(t) \\ x_2^3(t) \end{pmatrix},
\] (2.4)
where \( x_1(\cdot), x_2(\cdot) \in C^1(\mathbb{R}, \mathbb{R}) \), and \( \beta(\cdot) \in C^2(\mathbb{R}, \mathbb{R}) \) satisfying \( \beta(\lambda_0) = 0 \).

Set \( x = (x_1, x_2)^T \). Clearly, \( (x, \lambda) = (0, 0) \) is the trivial solution of (2.4) for all \( \lambda \in \mathbb{R} \). Denote
\[
F(x, \lambda) = \begin{pmatrix} \beta(\lambda) & 1 \\ -1 & \beta(\lambda) \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} + \begin{pmatrix} x_1^3 \\ x_2^3 \end{pmatrix}.
\]
Take \( X = Z = \mathbb{R}^2 \). Then \( A = D_x F(0, \lambda) = \begin{pmatrix} \beta(\lambda) & 1 \\ -1 & \beta(\lambda) \end{pmatrix} : \mathbb{R}^2 \to \mathbb{R}^2 \). The eigenvalues of \( A \) are \( \beta(\lambda) \pm i \). So \( \pm i \) are simple eigenvalues of \( A_0 = D_x F(0, \lambda_0) = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} \) with eigenvectors \( \varphi_0, \overline{\varphi}_0 = \frac{1}{\sqrt{2}}(1, \pm i)^T \), respectively. Moreover, the unique perturbed eigenvalues \( \mu(\lambda) \) of \( D_x F(0, \lambda) \) near \( \pm i \) are also \( \mu(\lambda) = \beta(\lambda) \pm i \), respectively. Clearly, \( \varphi_0^* = \varphi_0 \) and \( \overline{\varphi}_0 = \overline{\varphi}_0 \), associated with the inner product in \( \mathbb{C}^2 \) as the bounded linear functional. Here, \( \mathbb{C}^2 \) is the complexified space of \( \mathbb{R}^2 \). The associated semigroup is \( x(t) = e^{A_0 t} \), which is compact for \( t > 0 \). Since
\[
D^2_{xx} F(0, \lambda_0) \begin{pmatrix} a_1 \\ a_2 \\ b_1 \\ b_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad D^3_{xxx} F(0, \lambda_0) \begin{pmatrix} a_1 \\ a_2 \\ b_1 \\ b_2 \\ c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} 6a_1b_1c_1 \\ 6a_2b_2c_2 \end{pmatrix},
\]
it follows from the expression (2.2) that
\[
H_{11} = \text{Re}(-D^3_{xxx} F(0, \lambda_0)[\varphi_0, \varphi_0, \overline{\varphi}_0], \varphi_0^*) = -\frac{3}{2} \text{Re} \left( \begin{pmatrix} 1 & 1 & 1 \\ i & i & -i \end{pmatrix} \begin{pmatrix} 1 \\ i \\ -i \end{pmatrix} \right) = -3 < 0.
\]

Now we apply Theorem 2.1 and 2.2 to analyze several specific cases of \( \beta(\lambda) \) in (2.4).
(1) Let \( \beta(\lambda) = \lambda - \lambda_0 \). Since \( \text{Re}\mu'(\lambda_0) = \beta'(\lambda_0) = 1 \neq 0 \), it follows that condition (F4) holds. By Theorem 1.1, a nondegenerate Hopf bifurcation happens at \((0, \lambda_0)\). See the left of Fig. 5 for numerical simulations of the bifurcation curve and some limit cycles (periodic solutions) near \( \lambda_0 = 0 \).

(2) Let \( \beta(\lambda) = (\lambda - \lambda_0)^2 \). Since \( \text{Re}\mu'(\lambda_0) = \beta'(\lambda_0) = 0 \) and \( H_{22} = -\text{Re}\mu''(\lambda_0) = -\beta''(\lambda_0) = -2 < 0 \), it follows that \( \text{det} \, H_0 = 6 > 0 \). Since \( H_0 \) is definite, Theorem 2.1(1) implies that for periodic solutions near \((0, \lambda_0)\), problem (2.4) admits only the trivial solution line.

(3) Let \( \beta(\lambda) = -(\lambda - \lambda_0)^2 \). Since \( \text{Re}\mu'(\lambda_0) = \beta'(\lambda_0) = 0 \) and \( H_{22} = -\text{Re}\mu''(\lambda_0) = -\beta''(\lambda_0) = 2 > 0 \), it follows that \( \text{det} \, H_0 = -6 < 0 \). Since (F4') holds and \( H_0 \) is indefinite, it follows from Theorem 2.1(2) that a degenerate Hopf bifurcation happens, i.e., apart from the trivial solution line, there exists a continuously differentiable curve \( \{ (x(r), \lambda(r)) \} \) of \( 2\pi/\kappa(r) \)-period through \((x(0), \lambda(0)) = (0, \lambda_0) \) with \( \kappa(0) = 1 \) in \( C_{2\pi/\kappa(r)}^{1}(\mathbb{R}, \mathbb{R}^2) \times \mathbb{R} \). Every other periodic solution of (1.1) near \((0, \lambda_0)\) is obtained from \( \{ (x(r), \lambda(r)) \} \) by a phase shift \( S_0x(r) \). Moreover, by Theorem 2.2, the bifurcating periodic solution \( \{ (x(r), \lambda(r)) \} \) is unstable and the trivial solution is stable; see Figure 4(a).

We are mainly concerned with bifurcation problems in infinite dimensions. Applications of Theorems 2.1 and 2.2 to PDEs will be given in Section 5.

3. Proof of Theorem 2.1

In this section, we prove the degenerate Hopf bifurcation theorem — Theorem 2.1. Before proceeding, we recall some known results on Hopf bifurcation of problem (1.1) from Kielhöfer [15, I.8] for the reader’s convenience. Our proof will be based on those results, and use the same notations (except for \( \varphi_0^d \) instead of \( \varphi_0^d \) therein to avoid confusion with the derivative).

3.1. Preliminaries

Since \( x = x(t) \) is a solution of \( \kappa \frac{dx}{dt} = F(x, \lambda) \) with \( 2\pi \)-period if and only if \( \dot{x} = x(\kappa t) \) is a solution of (1.1) with \( 2\pi/\kappa \)-period, it is equivalent to studying the \( 2\pi \)-period solution of the
where \( G : \tilde{U} \times \tilde{V} \to W, \ 0 \in \tilde{U} \subset E \cap Y \) and \((\kappa_0, \lambda_0) \in \tilde{V} \subset \mathbb{R}^2 \) are open neighborhoods. Here, Banach spaces \( E \cong C^\alpha_{2\pi}(\mathbb{R}, X), \) \( W \cong C^\alpha_{2\pi}(\mathbb{R}, Z), \) and \( Y \cong C^{1+\alpha}_{\pi}(\mathbb{R}, Z). \) It is known that \( E \cap Y \) is a Banach space with norm \( \|x\|_{X, \alpha} + \|\frac{dx}{dt}\|_{Z, \alpha} \) and is continuously embedded into \( W. \) Moreover, \( F \in C^3(U \times \tilde{V}, Z) \) by (F1) implies that \( G \in C^2(\tilde{U} \times \tilde{V}, W). \)

Under (F3), (F5) and (F6), it follows from [15, Proposition I.8.1] that the linear operator
\[
J_0 \equiv D_xG(0, \kappa_0, \lambda_0) = \kappa_0 \frac{d}{dt} - A_0 : E \cap Y \to W \text{ is continuous and is a Fredholm operator of index zero, with dim } N(J_0) = 2. \]
Moreover,

\[
W = R(J_0) \oplus N(J_0) \quad \text{and} \quad N(J_0) = \{c \varphi_0 e^{it} + \overline{c} \overline{\varphi}_0 e^{-it} \mid c \in \mathbb{C}\}. \tag{3.2}
\]

The Lyapunov-Schmidt reduction is applicable to \( G \) at \((0, \kappa_0, \lambda_0)\) under the decomposition (3.2). Then (3.1) is reduced to the following form

\[
QG(v + \psi(v, \kappa, \lambda), \kappa, \lambda) = 0, \quad v = Px, \tag{3.3}
\]
where the projections

\[
Q : W \to N(J_0)(= R(Q)) \quad \text{along } R(J_0)(= N(Q)), \tag{3.4}
\]
\[
P = Q|_{E \cap Y} : E \cap Y \to N(J_0) \quad \text{along } R(J_0) \cap (E \cap Y),
\]
and \( \psi(v, \kappa, \lambda) \) is determined locally by the Implicit Function Theorem, solving \((I - Q)G(Px + (I - P)x, \kappa, \lambda) = 0\) for \( (I - P)x \) on \( R(J_0) \). In addition,

\[
D_\nu \psi(0, \kappa_0, \lambda_0) = 0 \quad \text{and} \quad \psi(0, \kappa, \lambda) = D_\nu \psi(0, \kappa, \lambda) = D_\lambda \psi(0, \kappa, \lambda) = D_{\kappa \lambda} \psi(0, \kappa, \lambda) = 0 \quad \text{near } (\kappa_0, \lambda_0). \tag{3.5}
\]

Moreover, for each real \( z(t) \in W, \) the projection \( Q \) has an expression

\[
(Qz)(t) = \frac{1}{2\pi} \left( \int_0^{2\pi} \langle z(t), \psi_0^\nu(t) \rangle dt \right) \psi_0(t) + \frac{1}{2\pi} \left( \int_0^{2\pi} \langle z(t), \overline{\psi}_0^\nu(t) \rangle dt \right) \overline{\psi}_0(t), \tag{3.6}
\]
where \( \psi_0 \) and \( \psi_0^\nu \) are given as in (2.1). A real function \( Px \in N(J_0) \) has the following form

\[
(Px)(t) = c \varphi_0 e^{it} + \overline{c} \overline{\varphi}_0 e^{-it}, \quad c \in \mathbb{C}.
\]

Then (3.6) implies that in view of (3.2), for a real function \( Px \in N(J_0), \) two-dimensional system (3.3) is equivalent to the one-dimensional complex equation

\[
\hat{\Phi}(c, \kappa, \lambda) \equiv \frac{1}{2\pi} \int_0^{2\pi} \langle G(Px + \psi(Px, \kappa, \lambda), \kappa, \lambda), \psi_0^\nu \rangle dt = 0. \tag{3.7}
\]

In order to solve the equation

\[
\hat{\Phi}(c, \kappa, \lambda) = 0, \quad \text{where } \hat{\Phi} : \tilde{U}_2 \times \tilde{V}_2 \to \mathbb{C}, \ 0 \in \tilde{U}_2 \subset \mathbb{C} \text{ and } (\kappa_0, \lambda_0) \in \tilde{V} \subset \mathbb{R}^2,
\]
by \( S^1 \) equivariance of \( \hat{\Phi} \) (cf. [15, (I.8.36)]), i.e.,

\[
\hat{\Phi}(e^{i\theta}c, \kappa, \lambda) = e^{i\theta} \hat{\Phi}(c, \kappa, \lambda), \quad \theta \in [0, 2\pi),
\]
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it suffices to solve
\[ \dot{\Phi}(r, \kappa, \lambda) = 0, \quad r \in (-\delta, \delta) \subset \mathbb{R}, \quad (\kappa, \lambda) \in \tilde{V}_2 \subset \mathbb{R}^2, \] (3.8)
which is referred to as the bifurcation equation for Hopf bifurcation. Now, we can write \( P_x \) in the form
\[ (P_x)(t) = r(\varphi_0 e^{it} + \overline{\varphi}_0 e^{-it}). \]

Equation (3.8) admits a trivial solution, i.e., \( \hat{\Phi}(0, \kappa, \lambda) = 0 \) for all \((\kappa, \lambda) \in \tilde{V}_2\). In order to remove the trivial solution, it is convenient to set \( \tilde{\Phi}(r, \kappa, \lambda) = \hat{\Phi}(r, \kappa, \lambda)/r \) for \( r \neq 0 \) and investigate the equation
\[ \tilde{\Phi}(r, \kappa, \lambda) \equiv \int_0^1 D_r \hat{\Phi}(\tau r, \kappa, \lambda) d\tau = 0, \quad r \in (-\delta, \delta). \] (3.9)

Direct computation yields
\[ \tilde{\Phi}(0, \kappa_0, \lambda_0) = 0, \quad D_{(\kappa, \lambda)} \tilde{\Phi}(0, \kappa_0, \lambda_0) = \begin{pmatrix} 0 & - \text{Re} \langle D_{2\lambda} F(0, \lambda_0) \varphi_0, \varphi_0^* \rangle \\ 1 & - \text{Im} \langle D_{2\lambda} F(0, \lambda_0) \varphi_0, \varphi_0^* \rangle \end{pmatrix}. \] (3.10)

This implies that if the following transversality condition holds:

(F4") \( \text{Re} \langle D_{2\lambda} F(0, \lambda_0) \varphi_0, \varphi_0^* \rangle \neq 0, \)

then (3.9) can be solved by the Implicit Function Theorem. Notice that (F4") is equivalent to the nondegeneracy condition (F4). Indeed, differentiating (1.2) with respect to \( \lambda \) at \( \lambda_0 \) yields (cf. [15, (I.8.44)])
\[ \mu'(\lambda_0) = \langle D_{2\lambda} F(0, \lambda_0) \varphi_0, \varphi_0^* \rangle. \] (3.11)

Thus, Theorem 1.1 can be proved, as shown in [15, I.8]. However, the present paper deals with problem (1.1) under condition (F4'). That is, the nondegeneracy (F4) is violated. The Implicit Function Theorem now is no longer directly applicable to (3.10). Therefore, we cannot obtain Theorem 2.1 in the same way as Theorem 1.1. We will use a Morse lemma to prove the theorem of the degenerate Hopf bifurcation.

3.2. Lemmas

To prove the theorem, we need two lemmas. Following [15], we introduce several notations of the real vectors (cf. (2.1))
\[ \hat{v}_1 \equiv i (\psi_0 - \overline{\psi}_0) = -2 \text{Im} \psi_0, \quad \hat{v}_2 \equiv \psi_0 + \overline{\psi}_0 = 2 \text{Re} \psi_0, \]
\[ \hat{v}_1^* \equiv -\frac{i}{2} (\psi_0^* - \overline{\psi}_0^*) = \text{Im} \psi_0^*, \quad \hat{v}_2^* \equiv \frac{1}{2} (\psi_0^* + \overline{\psi}_0^*) = \text{Re} \psi_0^*. \] (3.12)

The following lemma from Liu et al. [17, Lemma 2.5], where the result was proved by the classic Morse Lemma and the invariant manifold theory.

**Lemma 3.1 ([17])**. Suppose that \((x_0, y_0) \in \mathbb{R}^2\) and \(U\) is a neighborhood of \((x_0, y_0)\). Assume that \(f : U \to \mathbb{R}\) is a \(C^p\) function for \(p \geq 2\), \(f(x_0, y_0) = 0\), \(Df(x_0, y_0) = 0\), and the Hessian matrix \(H = D^2 f(x_0, y_0)\) is nondegenerate. Then
(1) If $H$ is definite (i.e., det $H > 0$), then $(x_0, y_0)$ is the unique zero point of $f(x, y) = 0$ near $(x_0, y_0)$.

(2) If $H$ is indefinite (i.e., det $H < 0$), then there exist two $C^{p-1}$ curves $(x_j(t), y_j(t))$, $j = 1, 2$, $t \in (-\delta, \delta)$, such that the solution set of $f(x, y) = 0$ consists of exactly the two curves near $(x_0, y_0)$, $(x_j(0), y_j(0)) = (x_0, y_0)$. Moreover, $t$ can be rescaled and indices can be rearranged so that $(x'_1(0), y'_1(0))$ and $(x'_2(0), y'_2(0))$ are two linear independent solutions of

$$f_{xx}(x_0, y_0)\eta^2 + 2f_{xy}(x_0, y_0)\eta\tau + f_{yy}(x_0, y_0)\tau^2 = 0. \quad (3.13)$$

**Remark 3.2.** As pointed out in [77], $C^{p-1}$ in Lemma 3.1.2 is the optimal regularity of the curves. In contrast, the known result of two $C^{p-2}$ curves was known earlier in Nirenberg [21, Corollary 3.1.2].

The next result gives the 2nd and 3rd derivatives of $\hat{\Phi}$ at $(0, \kappa, \lambda)$ as well as the relations between $H_{ii}$ and $\hat{\Phi}$.

**Lemma 3.3.** Let $\hat{\Phi}(r, \kappa, \lambda)$ be defined as in (3.7) and $H_{11}, H_{22}$ as in (2.2). Then

$$D^2_{rr}\hat{\Phi}(0, \kappa, 0) = 0, \quad D^2_{\kappa\kappa}\hat{\Phi}(0, \kappa, 0) = i, \quad D^2_{\kappa\lambda}\hat{\Phi}(0, \kappa, 0) = -\langle D^2_{xx}F(0, \lambda)[\varphi_0], \varphi_0^* \rangle,$$

$$D^2_{\kappa\kappa}\hat{\Phi}(0, \kappa, 0) = \frac{D^3_{\kappa\rho\rho}\hat{\Phi}(0, \kappa, 0)}{D_{\kappa\kappa}\hat{\Phi}(0, \kappa, 0)} = 0,$$

$$D^2_{\rho\rho}\hat{\Phi}(0, \kappa, 0) = \langle -D^2_{xx}F(0, \lambda)[\varphi_0], \varphi_0^* \rangle + 2D^2_{xx}F(0, \lambda)[\varphi_0]A_0^{-1}D^2_{xx}F(0, \lambda)[\varphi_0, \varphi_0^*] \langle D^2_{xx}F(0, \lambda)[\varphi_0] - \langle D^2_{xx}F(0, \lambda)[\varphi_0], \varphi_0^* \rangle, \varphi_0 \rangle,$$

Moreover,

$$H_{11} = \frac{1}{3} \text{Re} D^3_{rr}\hat{\Phi}(0, \kappa, 0) \quad \text{and} \quad H_{22} = \text{Re} D^3_{\kappa\kappa}\hat{\Phi}(0, \kappa, 0).$$

**Proof.** In view of (3.12), write $P x(t) = r(\psi_0 + \overline{\psi}_0) = r\hat{v}_2(t)$. From (3.7), we obtain that

$$D_r\hat{\Phi}(r, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \langle D^2_{xx}G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda), \kappa, \lambda) [\hat{v}_2 + D_v\psi[\hat{v}_2]], \psi_0^* \rangle dt. \quad (3.14)$$

Differentiating $D_r\hat{\Phi}$ with respect to $r, \kappa$ and $\lambda$ yield

$$D^2_{rr}\hat{\Phi}(r, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \langle D^2_{xx}G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda), \kappa, \lambda) [\hat{v}_2 + D_v\psi[\hat{v}_2]], \psi_0^* \rangle dt,$$

$$D^2_{\kappa\kappa}\hat{\Phi}(r, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \langle D^2_{xx}G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda), \kappa, \lambda) [D_{\kappa\kappa}\psi[\hat{v}_2], \psi_0^*] \rangle dt,$$

$$D^2_{\rho\rho}\hat{\Phi}(r, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \langle D^2_{xx}G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda), \kappa, \lambda) [D_{\kappa\rho\rho}\psi[\hat{v}_2], \psi_0^*] \rangle dt,$$

$$D^2_{\kappa\lambda}\hat{\Phi}(r, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \langle D^2_{xx}G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda), \kappa, \lambda) [D_{\kappa\lambda}\psi[\hat{v}_2], \psi_0^*] \rangle dt.$$
Since
\[ \int_0^{2\pi} e^{nit} dt = 0 \quad (n \neq 0) \quad \text{and} \quad \int_0^{2\pi} \langle x, \psi_0^* \rangle dt = 0 \quad \text{for} \ x \in R(I - Q) = R(J_0), \] (3.16)
it follows from (3.5) and (3.15) that
\[ D_{rt}^2 \hat{\Phi}(0, \kappa_0, \lambda_0) = 0. \]
Moreover, it follows from (3.5) and (3.15) that
\[ D_{rt}^2 \hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \langle D_{xx}^2 G(0, \kappa_0, \lambda_0)[\hat{v}_2], \psi_0^* \rangle dt \]
\[ = \frac{1}{2\pi} \int_0^{2\pi} (\frac{d\hat{v}_2}{dt}, \psi_0^*) dt = \frac{1}{2\pi} \int_0^{2\pi} \langle i\varphi_0, \varphi_0^* \rangle dt = i\langle \varphi_0, \varphi_0^* \rangle = i. \]
Also, we obtain from (3.5) and (3.15) that
\[ D_{rt}^2 \hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \langle D_{xx}^2 G(0, \kappa_0, \lambda_0)[\hat{v}_2], \psi_0^* \rangle dt \]
\[ = \frac{1}{2\pi} \int_0^{2\pi} \langle -D_{xx}^2 F(0, \lambda_0)[\hat{v}_2], \psi_0^* \rangle dt = -\langle D_{xx}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle. \]

Before proceeding to the 3rd derivatives of \( \hat{\Phi} \), we need to calculate the 2nd derivatives of \( \psi \) at \( (0, \kappa_0, \lambda_0) \). With (3.1) and (3.3) in mind, differentiating the equation \( (I - Q)G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) = 0 \) with respect to \( v \) once and twice yield
\[ (I - Q)D_x G(v + \psi(v, \kappa, \lambda), \kappa, \lambda)[I + D_v \psi] = 0, \] (3.17)
\[ (I - Q)D_{xx}^2 G(v + \psi(v, \kappa, \lambda), \kappa, \lambda)[I + D_v \psi, I + D_v \psi] + (I - Q)D_x G(v + \psi(v, \kappa, \lambda), \kappa, \lambda)[D_{xx}^2 \psi] = 0. \] (3.18)

By (3.5), acting (3.18) on \( [\hat{v}_2, \hat{v}_2] \) at \( (0, \kappa_0, \lambda_0) \) gives
\[ (I - Q)D_{xx}^2 G(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2] + (I - Q)J_0 [D_{xx}^2 \psi(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2]] = 0. \]

Then we have
\[ J_0 [D_{xx}^2 \psi(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2]] = -(I - Q)D_{xx}^2 G(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2] \]
\[ = (I - Q)D_{xx}^2 F(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2]. \] (3.19)

Since \( z_0 e^{+nit} \in R(J_0) \), solving \( J_0 x = z_0 e^{+nit} \) for \( x \in (I - P)(E \cap Y) \) yields
\[ x = (\pm n i \kappa_0 I - A_0)^{-1} z_0 e^{+nit} \quad \text{for} \ n \neq 1. \] (3.20)

Then (3.19) and (3.20) imply
\[ D_{xx}^2 \psi(0, \kappa_0, \lambda_0)[\hat{v}_2, \hat{v}_2] = J_0^{-1} [D_{xx}^2 F(0, \lambda_0)[\varphi_0, \varphi_0] e^{2it}] + 2J_0^{-1} [D_{xx}^2 F(0, \lambda_0)[\varphi_0, \overline{\varphi}_0]] \]
\[ + J_0^{-1} [D_{xx}^2 F(0, \lambda_0)[\overline{\varphi}_0, \overline{\varphi}_0] e^{-2it}] \]
\[ = (2i \kappa_0 I - A_0)^{-1} D_{xx}^2 F(0, \lambda_0)[\varphi_0, \varphi_0] e^{2it} + 2(-A_0)^{-1} D_{xx}^2 F(0, \lambda_0)[\varphi_0, \overline{\varphi}_0] \]
\[ + (-2i \kappa_0 I - A_0)^{-1} D_{xx} F(0, \kappa_0)[\overline{\varphi}_0, \overline{\varphi}_0] e^{-2it}. \] (3.21)
Also, differentiating \((3.17)\) in \(\kappa\) yields
\[
(I - Q) \left\{ D_{\kappa\kappa}^2 G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) \right\} [D_{\kappa \psi}, I + D_{\psi \psi}] + D_{\kappa \kappa}^2 G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) [I + D_{\psi \psi}] + D_{\kappa} G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) [D_{\psi \psi}^2 \psi] = 0.
\]
By \((3.5)\), acting the above equation on \(\hat{\phi}\) at \((0, \kappa_0, \lambda_0)\) gives
\[
(I - Q) D_{\kappa \kappa}^2 G(0, \kappa, \lambda_0)[\hat{\phi}] + J_0 [D_{\kappa \kappa}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}]] = 0.
\]
Since \(\frac{d\psi}{dt} = i(\varphi_0 e^{it} - \overline{\varphi}_0 e^{-it}) \in N(J_0)\) and \(I - Q\) is the projection to \(R(J_0)\) along \(N(J_0)\), we have
\[
J_0 [D_{\kappa \kappa}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}]] = -(I - Q) D_{\kappa \kappa}^2 G(0, \kappa_0, \lambda_0)[\hat{\phi}] = -(I - Q) \frac{d\hat{\phi}}{dt} = 0. \quad (3.22)
\]
Noticing that \(D_{\kappa \kappa}^2 \psi[\hat{\phi}] \in (I - P)(E \cap Y)\), we get
\[
D_{\kappa \kappa}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}] = 0. \quad (3.23)
\]
Similarly, differentiating \((3.17)\) in \(\lambda\) yields
\[
(I - Q) \left\{ D_{\lambda\lambda}^2 G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) \right\} [D_{\lambda \psi}, I + D_{\psi \psi}] + D_{\lambda \lambda}^2 G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) [I + D_{\psi \psi}] + D_{\lambda} G(v + \psi(v, \kappa, \lambda), \kappa, \lambda) [D_{\psi \psi}^2 \psi] = 0.
\]
By \((3.5)\), acting the above equation on \(\hat{\phi}\) at \((0, \kappa_0, \lambda_0)\) gives
\[
(I - Q) D_{\lambda \lambda}^2 G(0, \kappa_0, \lambda_0)[\hat{\phi}] + J_0 [D_{\lambda \lambda}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}]] = 0.
\]
Thus,
\[
J_0 [D_{\lambda \lambda}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}]] = -(I - Q) D_{\lambda \lambda}^2 G(0, \kappa_0, \lambda_0)[\hat{\phi}] = (I - Q) D_{\lambda \lambda}^2 F(0, \lambda_0)[\hat{\phi}]. \quad (3.24)
\]
It follows from \((3.6)\) that
\[
Q(D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0 e^{it}]) = \frac{1}{2\pi} \left( \int_0^{2\pi} \langle D_{\lambda \lambda}^2 F(\varphi_0 e^{it}), \varphi_0 e^{-it} \rangle dt \right) \varphi_0 e^{it} + \frac{1}{2\pi} \left( \int_0^{2\pi} \langle D_{\lambda \lambda}^2 F(\varphi_0 e^{it}), \overline{\varphi}_0 e^{it} \rangle dt \right) \overline{\varphi}_0 e^{-it} = \langle D_{\lambda \lambda}^2 F(\varphi_0), \varphi_0^* \rangle \varphi_0 e^{it},
\]
then
\[
(I - Q) D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0 e^{it}] = D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0] e^{it} - \langle D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle \varphi_0 e^{it} = (D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0] - \langle D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle \varphi_0) e^{it}. \quad (3.25)
\]
Solving \(J_0 x = (I - Q) D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0] e^{it}\) for \(x \in (I - P)(E \cap Y)\) gives
\[
x = (i\kappa_0 I - A_0)^{-1} \left( D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0] - \langle D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle \varphi_0 \right) e^{it}, \quad (3.26)
\]
and it is analogous when replacing \(\varphi_0 e^{it}\) with \(\overline{\varphi}_0 e^{-it}\). From \((3.24)\) and \((3.26)\), it follows that
\[
D_{\lambda \lambda}^2 \psi(0, \kappa_0, \lambda_0)[\hat{\phi}] = (i\kappa_0 I - A_0)^{-1} \left( D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0] - \langle D_{\lambda \lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle \varphi_0 \right) e^{it} + (-i\kappa_0 I - A_0)^{-1} \left( D_{\lambda \lambda}^2 F(0, \lambda_0)[\overline{\varphi}_0] - \langle D_{\lambda \lambda}^2 F(0, \lambda_0)[\overline{\varphi}_0], \overline{\varphi}_0^* \overline{\varphi}_0 \right) e^{-it}. \quad (3.27)
\]
Here the equality holds because the right hand side of (3.27) is the solution of $J_0[x] = (I - Q)D^2\lambda F(0, \lambda_0)\hat{v}_0$ in $(I - P)(E \cap Y)$, which is the complement of $N(J_0)$, and so does the left hand side of (3.27).

We now continue to calculate the 3rd derivatives of $\hat{\Phi}$ at $(0, \kappa_0, \lambda_0)$. Differentiating (3.15) in $r$ at $(0, \kappa_0, \lambda_0)$ yields

$$D^3_{rrr}\hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( -3D^3_{xxx}F(0, \lambda_0)[\varphi_0, \varphi_0, \varphi_0] - 3D^2_{xx}F(0, \lambda_0)[\varphi_0, (2i\kappa_0I - A_0)^{-1}D^2_{xx}F(0, \lambda_0)[\varphi_0, \varphi_0] - 6D^2_{xx}F(0, \lambda_0)[\varphi_0, (A_0)^{-1}D^2_{xx}F(0, \lambda_0)[\varphi_0, \varphi_0] \right) dt.$$

Here and in what follows, the superscript $^o$ means the evaluation of the function at $(0, \kappa_0, \lambda_0)$ for brevity. Using (3.16) and (3.21), we further get that

$$D^3_{rrr}\hat{\Phi}(0, \kappa, \lambda) = \frac{1}{2\pi} \int_0^{2\pi} \left( -3D^3_{xxx}F(0, \lambda)[\varphi_0, \varphi_0, \varphi_0] - 3D^2_{xx}F(0, \lambda)[\varphi_0, (2i\kappa_0I - A_0)^{-1}D^2_{xx}F(0, \lambda)[\varphi_0, \varphi_0] - 6D^2_{xx}F(0, \lambda)[\varphi_0, (A_0)^{-1}D^2_{xx}F(0, \lambda)[\varphi_0, \varphi_0] \right) dt.$$

Differentiating (3.15) in $\kappa$ at $(0, \kappa_0, \lambda_0)$ yields

$$D^3_{rrk}\hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] + D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] \right) dt.$$

Differentiating (3.15) in $\lambda$ at $(0, \kappa_0, \lambda_0)$ yields

$$D^3_{rr\lambda}\hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] + D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] \right) dt.$$

Combining (3.5), (3.16), (3.21) and (3.27), we obtain from the above equation that

$$D^3_{rr\lambda}\hat{\Phi}(0, \kappa_0, \lambda_0) = 0.$$

Differentiating (3.15) in $\lambda$ at $(0, \kappa_0, \lambda_0)$, we obtain from (3.5), (3.23) and $D^2_{xx\lambda}G^0 = 0$ that

$$D^3_{rr\lambda}\hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] + D^3_{xxx}G^0[\varphi_0, \varphi_0, \varphi_0] \right) dt.$$

Since $D^2_{xx\lambda}\varphi_0^0[\varphi_0] \in R(J_0)$ and hence $\frac{d}{dt}D^2_{xx\lambda}\varphi_0^0[\varphi_0] \in R(J_0)$, (3.16) implies

$$D^3_{rr\lambda}\hat{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{d}{dt}D^2_{xx\lambda}\varphi_0^0[\varphi_0] + J_0[D^3_{xxx}\varphi_0^0[\varphi_0], \varphi_0^0e^{-it}] dt = 0.$$
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Similarly, differentiating \([3.15]\) in \(k\) at \((0, \kappa_0, \lambda_0)\) gives
\[
D^3_{r\kappa \lambda} \tilde{\Phi}(0, \kappa_0, \lambda_0) = 0
\]

Differentiating \([3.15]\) in \(\kappa\) at \((0, \kappa_0, \lambda_0)\) yields
\[
D^3_{r\kappa \lambda} \tilde{\Phi}(0, \kappa_0, \lambda_0) = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{d}{d\lambda} D^2_{x\kappa} G(r\hat{v}_2 + \psi(r\hat{v}_2, \kappa, \lambda, \kappa, \lambda)|_{(r,\kappa,\lambda)=(0,\kappa_0,\lambda_0)}[D_{\lambda}\psi^0, \hat{v}_2] 
+ D^2_{x\kappa} G^0[D_{\lambda}\psi^0, \hat{v}_2] + D^2_{x\kappa} G^0[D_{\lambda}\psi^0, \hat{v}_2] 
+ D^3_{x\kappa \lambda} G^0[\hat{v}_2] + 2D^2_{x\kappa} G^0[D_{\lambda}\psi^0[\hat{v}_2]] + J_0[D^3_{x\kappa \lambda}\psi^0[\hat{v}_2]], \varphi^*_0 e^{-it}) \right) dt.
\]
From \((3.5), (3.27)\) and \((3.16)\), we obtain that
\[
D^3_{x\kappa \lambda} \tilde{\Phi}(0, \kappa_0, \lambda_0) = \langle -D^3_{x\kappa \lambda} F(0, \lambda_0)[\varphi_0], \varphi^*_0 \rangle 
+ 2\langle -D^2_{x\kappa} F(0, \lambda_0)(i\kappa_0 I - A_0)^{-1}(D^2_{x\kappa} F(0, \lambda_0)[\varphi_0] - \langle D^2_{x\kappa} F(0, \lambda_0)[\varphi_0], \varphi^*_0 \rangle, \varphi^*_0), \varphi^*_0 \rangle,
\]
which completes the proof. \(\square\)

3.3. Proof

**Proof of Theorem 2.1.** To use Lemma 3.1 to prove the theorem, we need to reduce three variables “\(r, \kappa, \lambda\)” in equation \((3.9)\) to two.

From \((3.9)\), we obtain that
\[
D_r \tilde{\Phi}(r, \kappa, \lambda) = \int_0^1 D^2_{rr} \tilde{\Phi}(rr, \kappa, \lambda) \tau d\tau, \\
D_\kappa \tilde{\Phi}(r, \kappa, \lambda) = \int_0^1 D^2_{r\kappa} \tilde{\Phi}(rr, \kappa, \lambda) \tau d\tau, \\
D_\lambda \tilde{\Phi}(r, \kappa, \lambda) = \int_0^1 D^2_{r\lambda} \tilde{\Phi}(rr, \kappa, \lambda) \tau d\tau.
\]
(3.29)

By Lemma 3.3, we have
\[
D_r \tilde{\Phi}(0, \kappa_0, \lambda_0) = \int_0^1 D^2_{rr} \tilde{\Phi}(0, \kappa_0, \lambda_0) \tau d\tau = 0, \\
D_\kappa \tilde{\Phi}(0, \kappa_0, \lambda_0) = \int_0^1 D^2_{r\kappa} \tilde{\Phi}(0, \kappa_0, \lambda_0) \tau d\tau = i, \\
D_\lambda \tilde{\Phi}(0, \kappa_0, \lambda_0) = \int_0^1 D^2_{r\lambda} \tilde{\Phi}(0, \kappa_0, \lambda_0) \tau d\tau = -\langle D^2_{x\kappa} F(0, \lambda_0)[\varphi_0], \varphi^*_0 \rangle.
\]
(3.30)

Set
\[
g(r, \kappa, \lambda) = \text{Re} \tilde{\Phi}(r, \kappa, \lambda), \quad \tilde{g}(r, \kappa, \lambda) = \text{Im} \tilde{\Phi}(r, \kappa, \lambda).
\]

Clearly,
\[
\tilde{\Phi}(r, \kappa, \lambda) = 0 \iff g(r, \kappa, \lambda) = 0, \quad \tilde{g}(r, \kappa, \lambda) = 0.
\]
(3.31)

Then \((3.30)\) implies that
\[
D_\kappa \tilde{g}(0, \kappa_0, \lambda_0) = \text{Im} D_\kappa \tilde{\Phi}(0, \kappa_0, \lambda_0) = 1 \neq 0.
\]
(3.32)

Moreover, we obtain that \(\tilde{g}(0, \kappa_0, \lambda_0) = g(0, \kappa_0, \lambda_0) = 0\) by \(\tilde{\Phi}(0, \kappa_0, \lambda_0) = 0\). So \((3.32)\) ensures that the equation \(\tilde{g}(r, \kappa, \lambda) = 0\) is solvable for \(r \in (-\delta, \delta)\) and \(\lambda \in (\lambda_0 - \delta, \lambda_0 + \delta)\) by the
Thus, we view $g$ as a function of two variables “$r, \lambda$” and set

$$f(r, \lambda) \equiv g(r, \kappa(r, \lambda), \lambda).$$

Then $f(0, \lambda_0) = g(0, \kappa_0, \lambda_0) = 0$.

To solve the left equation in (3.31), it suffices to solve the equation

$$f(r, \lambda) = 0.$$  \hspace{1cm} (3.34)

Then (3.30) implies that

$$D\kappa(0, \lambda_0) = (D\kappa(0, \lambda_0), D\lambda\kappa(0, \lambda_0)) = \left( -\frac{D_r\hat{g}^0}{D_r\hat{g}^0} - \frac{D_\lambda\hat{g}^0}{D_\lambda\hat{g}^0} \right)$$

$$= \left( -\frac{\text{Im} D_r\Phi^0}{\text{Im} D_r\Phi^0} - \frac{\text{Im} D_\lambda\Phi^0}{\text{Im} D_\lambda\Phi^0} \right) = (0, \text{Im} \langle D^2_{\lambda\lambda} F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle).$$  \hspace{1cm} (3.35)

Differentiating (3.34) in $r$ and $\lambda$ yield

$$D_r f(r, \lambda) = D_r g(r, \kappa, \lambda) + D_\kappa g(r, \kappa, \lambda) D_r \kappa(r, \lambda)$$

$$= \text{Re} D_r \Phi(r, \kappa, \lambda) + \text{Re} D_\kappa \Phi(r, \kappa, \lambda) D_r \kappa(r, \lambda),$$  \hspace{1cm} (3.36)

$$D_\lambda f(r, \lambda) = D_\kappa g(r, \kappa, \lambda) D_\lambda \kappa(r, \lambda) + D_\lambda g(r, \kappa, \lambda)$$

$$= \text{Re} D_\kappa \Phi(r, \kappa, \lambda) D_\lambda \kappa(r, \lambda) + \text{Re} D_\lambda \Phi(r, \kappa, \lambda).$$  \hspace{1cm} (3.37)

The above expressions at $(0, \lambda_0)$ become

$$D_r f(0, \lambda_0) = 0 \quad \text{and} \quad D_\lambda f(0, \lambda_0) = -\text{Re} \langle D^2_{\lambda\lambda} F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle.$$  \hspace{1cm} (3.38)

If the degeneracy condition (F4’) holds, i.e.

$$\text{Re} \langle D^2_{\lambda\lambda} F(0, \lambda_0)[\varphi_0], \varphi_0^* \rangle = 0,$$  \hspace{1cm} (3.39)

then the gradient of $f$ at $(0, \lambda_0)$ becomes

$$Df(0, \lambda_0) = (0, 0).$$  \hspace{1cm} (3.40)

We have to calculate the Hessian matrix $H = D^2 f(0, \lambda_0)$.

Differentiating (3.36) in $r$, from (3.29), (3.30), (3.35) and Lemma 3.3, we obtain

$$D^2_{rr} f(0, \lambda_0) = \text{Re} D_{rr} \Phi^0 + 2 \text{Re} D^2_{rr} \Phi^0 D_r \kappa(0, \lambda_0) + \text{Re} D^2_{\kappa\kappa} \Phi^0 \left( D_r \kappa(0, \lambda_0) \right)^2$$

$$+ \text{Re} D_\kappa \Phi^0 D_r \kappa(0, \lambda_0)$$

$$= \text{Re} D_{rr} \Phi^0 + \frac{1}{3} \text{Re} D^3_{rr} \Phi^0 = H_{11}.$$  \hspace{1cm}

Similarly, differentiating (3.36) in $\lambda$, we obtain from (3.29), (3.30), (3.35) and Lemma 3.3 that

$$D^2_{r\lambda} f(0, \lambda_0) = \text{Re} D^2_{r\lambda} \Phi^0 D_\lambda \kappa(0, \lambda_0) + \text{Re} D^2_{\lambda\lambda} \Phi^0 D_r \kappa(0, \lambda_0) D_\lambda \kappa(0, \lambda_0)$$

$$+ \text{Re} D^2_{\kappa\lambda} \Phi^0 D_r \kappa(0, \lambda_0) + \text{Re} D_\kappa \Phi^0 D^2_{r\lambda} \kappa(0, \lambda_0)$$

$$= \text{Re} D^2_{r\lambda} \Phi^0 D_\lambda \kappa(0, \lambda_0) + \text{Re} D^2_{\lambda\lambda} \Phi^0 = 0.$$  \hspace{1cm} (3.41)
From (3.30), (3.35) and Lemma 3.3 again, we have
\[
D_{\lambda\lambda}^2 f(0, \lambda_0) = \text{Re } D_{r\lambda}^2 \hat{\Phi}^0 (D_\lambda \kappa(0, \lambda_0))^2 + 2 \text{Re } D_{r\lambda}^2 \hat{\Phi}^0 D_\lambda \kappa(0, \lambda_0) \\
+ \text{Re } \hat{\Phi}^0 D_{\lambda\lambda}^2 \kappa(0, \lambda_0) + \text{Re } D_{\lambda\lambda}^2 \hat{\Phi}^0 \\
= \text{Re } D_{r\lambda}^3 \hat{\Phi}^0 (D_\lambda \kappa(0, \lambda_0))^2 + \text{Re } D_{r\lambda}^3 \hat{\Phi}^0 D_\lambda \kappa(0, \lambda_0) + \text{Re } D_{r\lambda\lambda}^3 \hat{\Phi}^0 \\
= \text{Re } D_{r\lambda\lambda}^3 \hat{\Phi}^0 = H_{22}.
\]
In summary, the above calculations yield
\[
H = D^2 f(0, \lambda_0) = \begin{pmatrix}
D_{r\lambda}^2 f(0, \lambda_0) & D_{\lambda\lambda}^2 f(0, \lambda_0) \\
D_{\lambda\lambda}^2 f(0, \lambda_0) & D_{\lambda\lambda}^2 f(0, \lambda_0)
\end{pmatrix} = \begin{pmatrix}
H_{11} & 0 \\
0 & H_{22}
\end{pmatrix},
\]
which implies that \( \det H = H_{11}H_{22} \).

If \( \det H = H_{11}H_{22} > 0 \), then Lemma 3.1(1) implies that \((0, \lambda_0)\) is the only solution of (3.34) near \((0, \lambda_0)\), i.e., for the original problem (1.1), apart from the trivial solution line \(\{(0, \lambda) | \lambda \in (\lambda_0 - \delta, \lambda_0 + \delta)\}\) that is given in condition (F2), there is no other solution near \((0, \lambda_0)\).

If \( \det H = H_{11}H_{22} < 0 \), then Lemma 3.1(2) implies that the set of solutions of (3.34) near \((0, \lambda_0)\) are composed of exactly two solution curves \(\{(r_i(s), \lambda_i(s)) \mid s \in (-\delta, \delta), (r_i'(0), \lambda_i(0)) = (\tilde{\mu}_i, \tilde{\eta}_i)\} \) \((i = 1, 2)\), in which \((\tilde{\mu}_1, \tilde{\eta}_1)\) and \((\tilde{\mu}_2, \tilde{\eta}_2)\) are two linear independent solutions of
\[
H_{11}\tilde{\mu}^2 + H_{22}\tilde{\eta}^2 = 0.
\]
Moreover, \( \det H < 0 \) implies \( r_i'(0) = \tilde{\mu}_i \neq 0 \) for \( i = 1, 2 \). By the Inverse Function Theorem, the solutions \((r_i(s), \lambda_i(s))\), \( i = 1, 2 \) can be reparameterized as continuously differentiable curves \((r, \lambda_i(r))\), \( i = 1, 2 \). Denote \( \dot{\lambda} \) still by \( \lambda \), and \( \frac{d}{dr} \) by dot ‘.’ for simplicity. So
\[
\dot{\lambda}_i(0) = \frac{d}{dr}\lambda(r)|_{r=0} = \eta_i \neq 0,
\]
where \( \eta_{1,2} = \pm \sqrt{-H_{11}/H_{22}} \) are the roots of
\[
H_{11} + H_{22}\eta^2 = 0.
\]
Insert \((r, \lambda_i(r))\) into (3.33) and set \( \kappa_i(r) = \kappa(r, \lambda_i(r)) \). Then from (3.35) we get
\[
\dot{\kappa}_i(0) = D_{r\lambda} \kappa(0, \lambda_0) + D_\lambda \kappa(0, \lambda_0) \dot{\lambda}_i(0) = \text{Im}(D_{r\lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^* \eta_i), \quad i = 1, 2.
\]
Since \( x_i(r) = r \dot{v}_2 + \psi(r \dot{v}_2, \kappa_i(r), \lambda_i(r)) \), it follows that
\[
\dot{x}_i(0) = \dot{v}_2 + D_\psi \psi^0 [\dot{v}_2] + D_\psi \psi^0 \dot{\kappa}_i(0) + D_\lambda \psi^0 \dot{\lambda}_i(0) = \dot{v}_2 = 2 \text{Re}(\varphi_0 e^{it}), \quad i = 1, 2.
\]
Furthermore, because of the \( S^1 \)-equivariance of \( \hat{\Phi} \) (cf. [15, 1.8.36]), i.e., \( \hat{\Phi}(e^{it}c, \kappa, \lambda) = e^{it} \hat{\Phi}(c, \kappa, \lambda) \), we have \( \hat{\Phi}(r, -r, \kappa, \lambda) = -\hat{\Phi}(r, \kappa, \lambda) \). Then
\[
\hat{\Phi}(r, \kappa_i(-r), \lambda_i(-r)) = -\hat{\Phi}(r, -r, \kappa_i(-r), \lambda_i(-r)) = 0, \quad \hat{\Phi}(r, \kappa_j(r), \lambda_j(r)) = 0.
\]
Thus, we get three solutions: \((r, \kappa_i(r), \lambda_i(r)), (r, \kappa_j(r), \lambda_j(r))\) and \((r, \kappa_i(-r), \lambda_i(-r))\). But Lemma 3.1(2) implies that there are only two solutions. Hence, two of them must be the same. Since the first two solutions are linearly independent, and \( \lambda_i(-r) \neq \lambda_i(r) \) for small \( r \) by \( \lambda_i(0) \neq 0 \), it follows that the latter two must be the same, i.e.,
\[
\kappa_i(-r) = \kappa_j(r), \quad \lambda_i(-r) = \lambda_j(r), \quad i, j = 1, 2, \quad i \neq j.
\]
Moreover, from (3.45) and the $S^1$-equivariance of $\psi$ (cf. [15, I.8.32]), i.e., $S_\theta \psi(x,\kappa,\lambda) = \psi(S_\theta x,\kappa,\lambda)$, we obtain
\[
S_\pi x_j(r) = S_\pi (r\hat{v}_2 + \psi(r\hat{v}_2,\kappa_j(r),\lambda_j(r))) \\
= S_\pi r(\varphi_0e^{i\pi t} + \varphi_0e^{-i\pi t}) + \psi(S_\pi r(\varphi_0e^{i\pi t} + \varphi_0e^{-i\pi t}),\kappa_j(r),\lambda_j(r)) \\
= -r(\varphi_0e^{i\pi t} + \varphi_0e^{-i\pi t}) + \psi(-r(\varphi_0e^{i\pi t} + \varphi_0e^{-i\pi t}),\kappa_i(-r),\lambda_i(-r)) \\
= x_i(-r), \quad i, j = 1, 2, \; i \neq j.
\]
Thus for $(r,\kappa_i(r),\lambda_i(r))$ and $(r,\kappa_j(r),\lambda_j(r))$, each of these two local solution curves is actually the phase shift of the other, which means that they can be regarded as the same because the $S^1$-equivariance of problem (3.41).

Finally, come back from (3.1) to (1.1) by rescaling the variable $\tilde{t} = t/\kappa(r)$, still denoting by $t$. Then apart from (3.45), we also obtain from (3.46) that
\[
x_i(-r) = S_{\pi/\kappa_j(r)} x_j(r);
\]
see Fig.3. Regarding $x_i$ and $x_j$ as the same solution and denoting by $x$, we obtain from (3.42)–(3.44) that
\[
\dot{x}(0) = 2 \mathrm{Re}(\varphi_0e^{i\pi t}), \quad \lambda(0) = \eta = \sqrt{-H_{11}/H_{22}}, \quad \kappa(0) = \mathrm{Im}(D_{x,\lambda}^2 F(0,\lambda_0) [\varphi_0, \varphi_0^\ast]) \eta,
\]
which completes the proof. \hfill $\Box$

4. Proof of Theorem 2.2

In this section, we prove the stability result — Theorem 2.2. Before proceeding, we also recall some known results and notations from Kielhöfer [15, I.12] for the reader’s convenience. Our proof will be based on those results and use the same notations.

4.1. Preliminaries

Following [15], we denote by $\mu$ the Floquet exponents, which are the eigenvalues of the linearized operator $\frac{d}{dt} - D_x F(x(t),\lambda)$ in the space of $p$-periodic functions. The stability is determined by the so-called Principle of Linearized Stability:

The $p$-periodic solution $x = x(t)$ of (1.1) is (linearly) stable if the Floquet exponent $\mu = 0$ is simple and if all its Floquet exponents $\mu \neq 0$ have positive real parts.

As pointed out in [15, p.83], the reason to consider only linear stability here is that we do not know a proof for the present general setting that linear stability indeed implies asymptotic stability. But for ODEs and many parabolic PDEs, it is true that linear stability implies asymptotic stability (cf. [8, 19]).

In [15, I.12], the above principle is applied to the bifurcating curve $\{(x(r),\lambda(r))\}$ of $2\pi/\kappa(r)$-periodic solutions of (1.1) given by the (nondegenerate) Hopf bifurcation theorem — Theorem 1.1. Just as in (3.1), the substitution $t/\kappa(r)$ for $t$ fixes the period to $2\pi$, and the stability problem converts into the study of the eigenvalues $\mu$ of
\[
D_x G(x(r),\kappa(r),\lambda(r)) \psi \equiv \left(\kappa(r) \frac{d}{dt} - D_x F(x(r)(t),\lambda(r))\right) \psi = \mu \psi. \quad (4.1)
\]
For $r = 0$, it is known in the previous section that the operator $J_0 \equiv D_x G(0,\kappa_0,\lambda_0) = \kappa_0 \frac{d}{dt} - A_0$ has a geometrically double eigenvalue 0 with eigenvectors $\hat{v}_1, \hat{v}_2$. So this principle
does not apply for \( r = 0 \), but is proved to hold for \( r \neq 0 \) under the nondegeneracy (F4) and the smoothness (F1') (cf. [15, pp.83–84]). Thus, the stability result — Theorem 1.3 is successfully established.

We also use this principle to prove the stability properties for the bifurcating solutions of the degenerate problem in the next subsection. We now recall some known results from [15, I.12], and notice that those results do not require condition (F4) and hence hold not only for the bifurcating solutions obtained by Theorem 1.1 but also for those by Theorem 2.1. Similar as in the previous section, \( F \in C^4(U \times V, Z) \) by (F1') implies that \( G \in C^3(U \times V, W) \).

Since

\[
J_0 \psi = \mu \psi, \quad \psi(0) = \psi(2\pi) \Leftrightarrow \frac{\mu}{n} = \mu_0 - \mu \text{ is an eigenvalue of } A_0 \text{ for some } n \in \mathbb{Z},
\]

which, under condition (F7), implies that \( \text{Re } \mu > 0 \) for all Floquet exponents \( \mu \neq 0 \) of \( J_0 \).

Therefore, the (linear) stability of the bifurcating curve \( \{(x(r), \lambda(r))\} \) of \( 2\pi/\kappa(r) \)-periodic solutions of (1.1) is determined by the sign of the real part of the perturbed critical eigenvalues \( \mu(r) \) of \( D_2 G(x(r), \kappa(r), \lambda(r)) \) near \( \mu(0) = 0 \), at least for small \( r \in (-\delta, \delta) \).

Since the algebraic multiplicity is preserved under a small perturbation, there exist two perturbed eigenvalues \( \mu_1(r), \mu_2(r) \) such that \( \mu_1(0) = \mu_2(0) = 0 \). On one hand, according to [15] (I.12.7) and Proposition I.18.3, the periodic solution \( x(r) \) possesses the trivial Floquet exponent \( \mu_1(r) \equiv 0 \) with a curve of eigenfunctions \( \{\psi_1(r) \mid r \in (-\delta, \delta)\} \subset E \cap Y \) that is twice continuously differentiable such that

\[
P \psi_1(r) = i(\psi_0 - \overline{\psi_0}) \quad \text{and} \quad w_1(r) \equiv (I - P)\psi_1(r) \text{ satisfying } w_1(0) = 0. \quad (4.2)
\]

Set the projections (cf. (3.12))

\[
Q_j z = \frac{1}{2\pi} \left( \int_0^{2\pi} \langle z, \dot{v}_j \rangle \, dt \right) \dot{v}_j, \quad j = 1, 2, \quad z \in W, \quad Q_j|_{E \cap Y} = P_j.
\]

Then by (3.6), \( Q = Q_1 + Q_2, Q_1 Q_2 = Q_2 Q_1 = 0 \), both \( Q_1 \) and \( Q_2 \) are real for real \( z \), and \( \psi_1(0) = \psi_1, Q_2 w_1(r) = 0 \) for all \( r \in (-\delta, \delta) \). On the other hand, there exists a linearly independent (possibly generalized) eigenfunction \( \psi_2(r) \) with the second perturbed eigenvalue \( \mu_2(r) \) such that \( \mu_2(0) = 0 \). Precisely, according to [15] Proposition I.12.1], there is a unique twice continuously differentiable curve \( \{\mu_2(r) \mid r \in (-\delta, \delta), \mu_2(0) = 0\} \subset \mathbb{R} \) such that

\[
D_2 G(x(r), \kappa(r), \lambda(r))[\dot{v}_2 + w_2(r)] = \mu_2(r)(\dot{v}_2 + w_2(r)) + \nu(r)\psi_1(r), \quad (4.3)
\]

where \( \{w_2(r) \mid r \in (-\delta, \delta), w_2(0) = 0\} \subset (I - P)(E \cap Y), \{\nu(r) \mid r \in (-\delta, \delta), \nu(0) = 0\} \subset \mathbb{R} \) are also twice continuously differentiable, and \( \psi_1(r) = \dot{v}_1 + w_1(r) \).

Therefore, the first Floquet exponent \( \mu_1(r) \) is trivial and simple. It follows that under condition (F7), the stability properties of a periodic solution \( x(r)(t) \) are determined by the sign of the second (nontrivial) Floquet exponent \( \mu_2(r) \). That is, \( x(r) \) is stable if \( \mu_2(r) > 0 \) and unstable if \( \mu_2(r) < 0 \).

4.2. Proofs

**Proofs of Theorem 2.2 and Corollary 2.3** Differentiating (4.3) with respect to \( r \) at \( r = 0 \) gives

\[
D_{xx}^2 G(0, \kappa_0, \lambda_0)[\dot{v}_2, \dot{v}_2] + \kappa(0)D_{x\kappa}^2 G(0, \kappa_0, \lambda_0)[\dot{v}_2] + \lambda(0)D_{x\lambda}^2 G(0, \kappa_0, \lambda_0)[\dot{v}_2] + J_0[\dot{w}_2(0)] = \tilde{\mu}_2(0)[\dot{v}_2] + \tilde{\nu}(0)[\dot{v}_1].
\]
That is,

$$-D_{xx}^2 F(0, \lambda_0)[\hat{v}_2, \hat{v}_2] + \kappa(0) \frac{d\hat{v}_2}{dt} - \lambda(0) D_{x\lambda}^2 F(0, \lambda_0)[\hat{v}_2] + J_0[\hat{w}_2(0)] = \hat{\mu}_2(0) \hat{v}_2 + \dot{\nu}(0) \hat{v}_1. \quad (4.4)$$

Here and in what follows, we usually use notations $' = \frac{d}{dr}$ and $' = \frac{d}{dt}$ for simplicity.

By the relation $\frac{d\hat{v}_2}{dt} = \hat{v}_1$ and (3.16), acting $\frac{1}{2\pi} \int_0^{2\pi} \langle \cdot, \hat{v}_2^* \rangle dt$ on (4.4) yields

$$\hat{\mu}_2(0) = -\text{Re} \langle D_{x\lambda}^2 F(0, \lambda_0)[\varphi_0], \varphi_0^\dagger \rangle \lambda(0), \quad (4.5)$$

which, together with the degeneracy (F4') or (3.39), gives

$$\hat{\mu}_2(0) = 0. \quad (4.6)$$

We next prove that

$$\hat{\mu}_2(0) = \text{Re} \left. \frac{d^2}{dr^2} D_r \hat{\Phi}(r, \kappa(r), \lambda(r)) \right|_{r=0}. \quad (4.7)$$

Note that as is shown below, proving (4.7) actually does not require (4.6), (F4) or (F4').

On one hand, acting $\left. \frac{1}{2\pi} \int_0^{2\pi} \langle \cdot, \hat{v}_2^* \rangle dt \right|$ on (4.3) gives

$$\mu_2(r) = \frac{1}{2\pi} \int_0^{2\pi} \langle D_x G(x(r), \kappa(r), \lambda(r))[\hat{v}_2 + w_2(r)], \hat{v}_2^* \rangle dt.$$ Differentiating $\mu_2$ with respect to $r$ once and twice yield

$$\hat{\mu}_2(r) = \frac{1}{2\pi} \int_0^{2\pi} \left< \frac{d}{dr} \left( D_x G \right)[\hat{v}_2 + w_2(r)] + D_x G \left[ \frac{d}{dr} w_2(r) \right], \hat{v}_2^* \right> dt,$$

$$\ddot{\mu}_2(r) = \frac{1}{2\pi} \int_0^{2\pi} \left< \frac{d^2}{dr^2} \left( D_x G \right)[\hat{v}_2 + w_2(r)] + 2 \frac{d}{dr} \left( D_x G \right) \left[ \frac{d}{dr} w_2(r) \right] + D_x G \left[ \frac{d^2}{dr^2} w_2(r) \right], \hat{v}_2^* \right> dt.$$ \hspace{1cm} (4.8)

On the other hand, let $(x(r), \kappa(r), \lambda(r))$ be the given solution and write $x(r) = r \hat{v}_2 + \psi(r \hat{v}_2, \kappa(r), \lambda(r))$. Then we obtain from (3.12) and (3.14) that

$$\text{Re} D_r \hat{\Phi}(r, \kappa(r), \lambda(r)) = \frac{1}{2\pi} \int_0^{2\pi} \left< D_x G(x(r), \kappa(r), \lambda(r))[\hat{v}_2 + D_v \psi[\hat{v}_2]], \hat{v}_2^* \right> dt.$$ Differentiating it with respect to $r$ once and twice yield

$$\text{Re} \left. \frac{d}{dr} D_r \hat{\Phi}(r, \kappa(r), \lambda(r)) \right|_{r=0} = \frac{1}{2\pi} \int_0^{2\pi} \left< \frac{d}{dr} \left( D_x G \right)[\hat{v}_2 + D_v \psi[\hat{v}_2]] + D_x G \left[ \frac{d}{dr} D_v \psi[\hat{v}_2] \right], \hat{v}_2^* \right> dt,$$

$$\text{Re} \left. \frac{d^2}{dr^2} D_r \hat{\Phi}(r, \kappa(r), \lambda(r)) \right|_{r=0} = \frac{1}{2\pi} \int_0^{2\pi} \left< \frac{d^2}{dr^2} \left( D_x G \right)[\hat{v}_2 + D_v \psi[\hat{v}_2]] + 2 \frac{d}{dr} \left( D_x G \right) \left[ \frac{d}{dr} D_v \psi[\hat{v}_2] \right] + D_x G \left[ \frac{d^2}{dr^2} D_v \psi[\hat{v}_2] \right], \hat{v}_2^* \right> dt.$$ \hspace{1cm} (4.9)

Evaluate (4.8) and (4.9) at $r = 0$ and then compare them. Notice that $D_v \psi(0, \kappa_0, \lambda_0) = 0$, $w_2(0) = 0$, and $\frac{1}{2\pi} \int_0^{2\pi} \langle \cdot, \hat{v}_2^* \rangle dt = 0$ for any $z \in R(J_0)$ by (3.16). It follows that in order to prove (4.7), it suffices to show that

$$\left. \frac{d}{dr} w_2(r) \right|_{r=0} = \left. \frac{d}{dr} D_v \psi[\hat{v}_2] \right|_{r=0}. \quad (4.10)$$
On one hand, taking \( v = r \dot{v}_2, \kappa = \kappa(r) \) and \( \lambda = \lambda(r) \) in (3.17) and differentiating it with respect to \( r \) at \( r = 0 \) yield
\[
(I - Q) \frac{d}{dr}(D_xG)[\dot{v}_2 + D_x\psi[\dot{v}_2]] + (I - Q)D_xG[D_x\psi[\dot{v}_2]] = 0. \tag{4.11}
\]
On the other hand, differentiating (4.3) with respect to \( r \) and taking the projection \( I - Q \) yield
\[
(I - Q) \frac{d}{dr}(D_xG)[\dot{v}_2 + w_2(r)] + (I - Q)D_xG[D_xw_2(r)]= \frac{d}{dr} \mu_2 \cdot w_2 + \mu_2 \frac{d}{dr}w_2 + \frac{d}{dr}\nu \cdot w_1 + \nu \frac{d}{dr}w_1. \tag{4.12}
\]
Evaluating (4.11) and (4.12) at \( r = 0 \) and comparing them, we have
\[
J_0|\frac{d}{dr}w_2(r)||_{r=0} = J_0|\frac{d}{dr}D_x\psi[\dot{v}_2]| |_{r=0}, \tag{4.13}
\]
which implies (4.10) because both \( \frac{d}{dr}w_2(r) \) and \( \frac{d}{dr}D_x\psi[\dot{v}_2] \) belong to \( (I - P)(E \cap Y) \). So (4.7) holds.

In view of \( \mu_2(0) = 0 \), to determine the stability properties of the bifurcating solutions, we need to further calculate \( \tilde{\mu}_2(0) \). Direct differentiation yields
\[
\frac{d^2}{dr^2} D_r \hat{\Phi}(r, \kappa(r), \lambda(r)) = D^2_{rrr} \hat{\Phi}(r, \kappa(r), \lambda(r)) + 2D^3_{rrr} \hat{\Phi}(r, \kappa(r), \lambda(r))\dot{\kappa}(r)
+ 2D^3_{rr\lambda} \hat{\Phi}(r, \kappa(r), \lambda(r))\dot{\lambda}(r) + D^3_{r\lambda\lambda} \hat{\Phi}(r, \kappa(r), \lambda(r))\ddot{\lambda}(r).
\tag{4.14}
\]
Evaluate this expression at \( r = 0 \) and notice that \( \dot{\lambda}(0) = \eta \) and \( H_{11} + H_{22} \eta^2 = 0 \) in Theorem 2.1 Then by Lemma 3.3 we obtain from (4.7) and (4.14) that
\[
\tilde{\mu}_2(0) = 3H_{11} + H_{22} \eta^2 = 2H_{11}. \tag{4.15}
\]

We next show that the analogous relations like (4.6) and (4.7) also hold for the trivial solution of (1.1). Indeed, take \( 2\pi/\kappa_0 \) as the period of the trivial solution \((0, \lambda)\), i.e., \( G(0, \kappa_0, \lambda) \equiv 0 \). It follows from (1.2) that \( \mu(\lambda) \) and \( \varphi(\lambda) \) also satisfy
\[
D_xF(0, \lambda) \overline{\varphi}(\lambda) = \overline{\varphi}(\lambda) \varphi(\lambda), \quad \text{with} \quad \overline{\varphi}(\lambda_0) = -i\kappa_0 \text{ and } \overline{\varphi}(\lambda_0) = \overline{\varphi}_0. \tag{4.16}
\]
Then we get
\[
D_xG(0, \kappa_0, \lambda)[\varphi(\lambda)e^{it} + \overline{\varphi}(\lambda)e^{-it}]
= (\kappa_0 \frac{d}{dt} - D_xF(0, \lambda))[\varphi(\lambda)e^{it} + \overline{\varphi}(\lambda)e^{-it}]
= i\kappa_0 \varphi(\lambda)e^{it} - i\kappa_0 \overline{\varphi}(\lambda)e^{-it} - D_xF(0, \lambda) \varphi(\lambda)e^{it} - D_xF(0, \lambda) \overline{\varphi}(\lambda)e^{-it}
= i\kappa_0 \varphi(\lambda)e^{it} - i\kappa_0 \overline{\varphi}(\lambda)e^{-it} - \mu(\lambda) \varphi(\lambda)e^{it} - \overline{\varphi}(\lambda) \overline{\varphi}(\lambda)e^{-it}
= - \text{Re} \mu(\lambda) \left( \varphi(\lambda)e^{it} + \overline{\varphi}(\lambda)e^{-it} \right) + (\kappa_0 - \text{Im} \mu(\lambda)) \left( i\varphi(\lambda)e^{it} - i\overline{\varphi}(\lambda)e^{-it} \right). \tag{4.17}
\]
By the Implicit Function Theorem (cf. [15 Proposition 1.7.2]), we have
\[
\varphi(\lambda) = \varphi_0 + \varphi_1(\lambda),
\]
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where \( \varphi_1 \) satisfies \( \langle \varphi_1(\lambda), \varphi_1^* \rangle = 0 \). Rewrite \( \varphi(\lambda)e^{it} + \overline{\varphi}(\lambda)e^{-it} \) and \( i\varphi(\lambda)e^{it} - i\overline{\varphi}(\lambda)e^{-it} \) in the form

\[
\varphi(\lambda)e^{it} + \overline{\varphi}(\lambda)e^{-it} = \hat{v}_2 + \hat{w}_2(\lambda), \quad i\varphi(\lambda)e^{it} - i\overline{\varphi}(\lambda)e^{-it} = \hat{v}_1 + \hat{w}_1(\lambda),
\]

in which \( \hat{v}_1 \) and \( \hat{v}_2 \) are defined as in (3.12). Inserting (4.18) into (4.17) yields

\[
D_xG(0, \kappa_0, \lambda)[\hat{v}_2 + \hat{w}_2(\lambda)] = -Re(\mu(\lambda)[\hat{v}_2 + \hat{w}_2(\lambda)] + (\kappa_0 - Im(\mu(\lambda)))(\hat{v}_1 + \hat{w}_1(\lambda)).
\]

(4.19)

Since \( -Re(\lambda_0) = \kappa_0 - Im(\mu(\lambda_0)) = 0 \) and \( \hat{w}_1(\lambda_0) = \hat{w}_2(\lambda_0) = 0 \), similar to the proofs of (4.6) and (4.7), we obtain from (4.19) that

\[
- Re(\mu'(\lambda_0)) = 0, \quad - Re(\mu''(\lambda_0)) = Re\left( \frac{d^2}{d\lambda^2}D_x\hat{\Phi}(0, \kappa_0, \lambda) \right)_{\lambda = \lambda_0}.
\]

Lemma 3.3 implies that

\[
- Re(\mu''(\lambda_0)) = Re\left( \frac{d^2}{d\lambda^2}D_x\hat{\Phi}(0, \kappa_0, \lambda) \right) = H_{22},
\]

which completes the proof of Corollary 2.3. Notice that this part does not need condition (F7).

Therefore, it follows from (4.19) and (4.21) that the signs of \( H_{11} \) and \( H_{22} \) decide the stability properties of the bifurcating solutions and the trivial solution near \( \lambda_0 \), respectively. Under the assumptions of Theorem 2.1(2), since \( detH_0 = H_{11}H_{22} < 0 \), if \( H_{22} > 0 \), then \( H_{11} < 0 \) and hence \( \mu_2(r) < 0 \) near \( (0, \lambda_0) \), which implies that the bifurcating periodic solution \( \{(x(r), \lambda(r))\} \) is unstable. Similarly, if \( H_{22} < 0 \), then \( H_{11} > 0 \) and the stability becomes reversed. It also follows that the bifurcating periodic solutions and the trivial solution have reversed stability, and hence the principle of exchange of stability also holds.

\[\]

5. Applications

Theorems 2.1 and 2.2 have a wide range of applications, especially to multi-parameter problems. For example, by rechecking some known bifurcation problems but in the range of parameters where the nondegeneracy condition (F4) fails, it is possible to find new or hidden bifurcating branches. We next present an example by revisiting a bifurcation problem of PDE system which had been deeply studied earlier in Yi et al. [25].

Consider the following diffusive predator–prey system with Holling type-II nonlinearity

\[
\begin{align*}
\begin{cases}
\ u_t - d_1 u_{xx} &= u(1 - \frac{u}{k} - \frac{mw}{1+u}), & x \in (0, \ell \pi), & t > 0,
\ v_t - d_2 v_{xx} &= -\theta v + \frac{mw}{1+u}, & x \in (0, \ell \pi), & t > 0,
\ u_x(0, t) &= v_x(0, t) = 0, & u_x(\ell \pi, t) &= v_x(\ell \pi, t) = 0, & t > 0,
\ u(x, 0) &= u_0(x) \geq 0, & v(x, 0) &= v_0(x) \geq 0,
\end{cases}
\end{align*}
\]

(5.1)

where \( d_1, d_2, \ell, m, k, \theta \in \mathbb{R}^+ \). It is clear that the system has three constant equilibrium solutions: \( (0, 0) \), \( (k, 0) \) and \( (\lambda, v_\lambda) \), in which \( \lambda = \frac{\theta}{m-\theta} > 0 \) and \( v_\lambda = \frac{(k-\lambda)(1+\lambda)}{km} > 0 \) provided \( m > (1 + \frac{1}{k})\theta \) (or equivalently, \( 0 < \lambda < k \)).

To investigate possible bifurcating solutions from the positive coexistence equilibrium \( (u, v) = (\lambda, v_\lambda) \), \( \lambda \) is treated as a bifurcation parameter. From the known results of stability (cf. [25] pp.1954–1955), it follows that each potential bifurcation point has to fall in the interval \( (0, \frac{k-1}{k-\lambda}) \) with \( k > 1 \). To be convenient, (5.1) is translated into the system

\[
\begin{align*}
\begin{cases}
\ u_t - d_1 u_{xx} &= (u + \lambda)(1 - \frac{u+\lambda}{k}) - \frac{\theta(\lambda+1)(u+\lambda)(v+v_\lambda)}{\lambda(1+u+\lambda)}, & x \in (0, \ell \pi), & t > 0,
\ v_t - d_2 v_{xx} &= -\theta(v + v_\lambda) + \frac{\theta(\lambda+1)(u+\lambda)(v+v_\lambda)}{\lambda(1+u+\lambda)}, & x \in (0, \ell \pi), & t > 0,
\ u_x(0, t) &= v_x(0, t) = 0, & u_x(\ell \pi, t) &= v_x(\ell \pi, t) = 0, & t > 0,
\end{cases}
\end{align*}
\]

(5.2)
Thus, it is equivalent to studying Hopf bifurcation of (5.2) from the trivial solution \((u, v) = (0, 0)\) for \(\lambda \in (0, \frac{1}{k^2-2}]\) and \(k > 1\).

Rewrite the equations of (5.2) in the abstract form

\[
\frac{d\mathbf{u}}{dt} = \mathbf{F}(\mathbf{u}, \lambda), \quad \text{where} \quad \mathbf{u} = \begin{pmatrix} u \\ v \end{pmatrix}, \quad \mathbf{F}(\mathbf{u}, \lambda) = \begin{pmatrix} d_1 u_{xx} + f(u, v) \\ d_2 v_{xx} + g(u, v) \end{pmatrix},
\]

with \(f(u, v) = (u + \lambda)(1 - \frac{u + \lambda}{k}) - \frac{\theta(\lambda+1)(u + \lambda)(v + \lambda)}{\lambda(1 + u + \lambda)}\) and \(g(u, v) = -\theta v + v_\lambda + \frac{\theta(\lambda + 1)(u + \lambda)(v + \lambda)}{\lambda(1 + u + \lambda)}\).

Choose the suitable spaces

\[X = \{(u, v) \in H^2(0, \ell \pi) \times H^2(0, \ell \pi) \mid (u_x, v_x)|_{x=0,\ell \pi} = 0\}, \quad Z = L^2(0, \ell \pi) \times L^2(0, \ell \pi),\]

equipped with the standard complex inner product, and consider the linearized operator at the trivial solution

\[D_u \mathbf{F}(0, \lambda) = \begin{pmatrix} \frac{d_1}{\lambda} + A(\lambda) & -\theta \\ d_2 \frac{\partial^2}{\partial \xi^2} & 0 \end{pmatrix} \quad \text{with} \quad A(\lambda) = \frac{\lambda(k - 1 - 2\lambda)}{k(1 + \lambda)}.
\]

In view of the basis \(\{\cos \frac{n \pi \xi}{\ell}\}_{n \in \mathbb{N}}\) of \(L^2(0, \ell \pi)\) and the linear operator \(\begin{pmatrix} -\frac{d_1 n^2}{\ell^2} + A(\lambda) & -\theta \\ d_2 \frac{\partial^2}{\partial \xi^2} & 0 \end{pmatrix}\), solving the corresponding characteristic equation

\[\beta^2 - \beta T_n(\lambda) + D_n(\lambda) = 0, \quad n \in \mathbb{N},\]

in which \(T_n(\lambda) = A(\lambda) - \frac{(d_1 + d_2)n^2}{2\ell^2}\) and \(D_n(\lambda) = \frac{\theta(k - \lambda)}{k(1 + \lambda)} - A(\lambda) \frac{d_1 n^2}{\ell^2} + d_2 n^4\), gives the eigenvalues \(\mu_n(\lambda)\) of \(D_u \mathbf{F}(0, \lambda)\) over the complexified space \(X_\epsilon\) of \(X\) having the form

\[\mu_n(\lambda) = \alpha_n(\lambda) \pm i \omega_n(\lambda), \quad n \in \mathbb{N},\]

with

\[\alpha_n(\lambda) = \frac{A(\lambda)}{2} - \frac{(d_1 + d_2)n^2}{2\ell^2}, \quad \omega_n(\lambda) = \sqrt{D_n(\lambda) - \alpha_n^2(\lambda)}.
\]

Differentiating \(\alpha_n\) with respect to \(\lambda\) yields

\[\alpha'_n(\lambda) = \frac{A'(\lambda)}{2} = \frac{k - 1 - 4\lambda - 2\lambda^2}{2k(1 + \lambda)^2}, \quad \alpha''_n(\lambda) = \frac{A''(\lambda)}{2} = -\frac{k + 1}{k(1 + \lambda)^3}.
\]

Since \(\alpha'_n\) and \(\alpha''_n\) are independent of \(n\), we omit the subscript \(n\) in what follows for simplicity.

Set

\[\lambda_0^H = \frac{k - 1}{2}, \quad \lambda_* = \frac{1 + k}{2} - 1 \in (0, \lambda_0^H), \quad \ell_n = n \sqrt{\frac{d_1 + d_2}{M_*}},
\]

with \(M_* = A(\lambda_*) = \frac{(\sqrt{k+1} - \sqrt{2})}{k}\). Restricted to \((0, \lambda_0^H]\), then \(\lambda_0^H\) and \(\lambda_*\) uniquely solve \(\alpha_0(\lambda) = 0\) and \(\alpha'(\lambda) = 0\), respectively. In addition, when \(\ell = \ell_n\), \(\lambda_*\) uniquely solves \(\alpha_n(\lambda) = 0\) for each \(n \geq 1\); when \(\ell \in (\ell_n, \ell_{n+1}]\), \(\alpha_j(\lambda)\) admits exactly two roots \(\lambda_{j,\pm}(\ell)\) for each \(1 \leq j \leq n\). It is well known that for each \(\ell > 0\), \(\lambda_0^H\) is the unique Hopf bifurcation point of the corresponding ODE system (i.e., \(d_1 = d_2 = 0\) in (5.1)).

Yi et al. [25, Theorem 2.4] established the following result of Hopf bifurcation.
Theorem 5.1 (23). Suppose that the constants $d_1, d_2, \theta > 0$, and $k > 1$ satisfy

$$
\frac{d_1}{d_2} > \frac{(\sqrt{k+1} - \sqrt{2})^4}{40k}.
$$

(5.10)

Then for any $\ell$ in $(\ell_n, \ell_{n+1})$, there exist $2n$ points $\lambda_{j_+}^H(\ell), 1 \leq j \leq n$, satisfying

$$
0 < \lambda_{1-}^H(\ell) < \lambda_{2-}^H(\ell) < \cdots < \lambda_{n-}^H(\ell) < \lambda_* < \lambda_{n+}^H(\ell) < \cdots < \lambda_{2+}^H(\ell) < \lambda_{1+}^H(\ell) < \lambda_0^H,
$$

such that the system (5.1) undergoes a Hopf bifurcation at $\lambda = \lambda_{j_+}^H$ or $\lambda = \lambda_0^H$, and the bifurcating periodic solutions can be parameterized in the form

$$
\begin{cases}
    u(s)(x, t) = \lambda + s \left( a_n e^{2\pi i t/T(s)} + \alpha e^{-2\pi i t/T(s)} \right) \cos \frac{nx}{\tau} + o(s^2), \\
    v(s)(x, t) = v_\lambda + s \left( b_n e^{2\pi i t/T(s)} + \beta e^{-2\pi i t/T(s)} \right) \cos \frac{nx}{\tau} + o(s^2),
\end{cases}
$$

(5.11)

where

$$
T(s) = \frac{2\pi}{\omega_0} (1 + \tau_2 s^2) + o(s^4), \quad \text{with} \quad \tau_2 = -\frac{1}{\omega_0} \left[ \text{Im}(c_1(\lambda)) - \frac{\omega'(\lambda_0)}{\alpha'(\lambda_0)} \text{Re}(c_1(\lambda_0)) \right]
$$

(here, $c_1(\lambda)$ is coefficient of $z\bar{z}$ in the Poincaré normal form, $\omega_0 = \omega_j(\lambda_0)$, and $\lambda_0 = \lambda_{j_+}^H$ or $\lambda_0^H$). Moreover,

1. The bifurcating periodic solutions from $\lambda = \lambda_{j_+}^H$ are spatially homogeneous, which coincides with the periodic solution of the corresponding ODE system;

2. The bifurcating periodic solutions from $\lambda = \lambda_{j_+}^H$ are spatially non-homogeneous.

The interesting work of Yi et al. (23) had shown the complex spatiotemporal dynamics and attracted considerable attention. However for problem (5.1), it is still unclear whether a Hopf bifurcation occurs at the point $\lambda = \lambda_*$ for some $\ell_n$ or not. Since $\alpha'(\lambda_*) = 0$, Theorem 1.1 no longer applies to this case. By applying Theorem 2.1, we next give an answer to this question. Actually, we prove that a degenerate Hopf bifurcation is able to occur at $\lambda_*$ when $\ell = \ell_n$ for each $n \geq 1$.

For problem (5.3), consider $H_{11}$ defined by (2.2)_1, in which taking $x = U$, $\lambda_0 = \lambda_*$ and $\ell = \ell_n$. Then

$$
H_{11} = \text{Re} \left( -F_{u_{\text{d}U}}(0, \lambda_*)[\varphi_0, \varphi_0, \overline{\varphi_0}] + 2F_{u_{\text{d}U}}(0, \lambda_*)[\varphi_0, A_0^{-1}F_{u_{\text{d}U}}(0, \lambda_*)[\varphi_0, \overline{\varphi_0}]] - F_{u_{\text{d}U}}(0, \lambda_*)[\overline{\varphi_0}, (2i\omega_0 I - A_0)^{-1}F_{u_{\text{d}U}}(0, \lambda_*)[\varphi_0, \varphi_0]] \right).
$$

(5.12)

where

$$
A_0 = D_{\text{d}U} F(0, \lambda_*) = \left( \begin{array}{cc} d_1 \frac{\partial^2}{\partial x^2} + M_* & -\theta \\
\sqrt{2(k+1)} \frac{\partial^2}{\partial x^2} & d_2 \frac{\partial^2}{\partial x^2} \end{array} \right),
$$

$$
\varphi_0 = \left( \frac{d_2 \sqrt{n^2 \ell_n^2 - i\omega_0 \ell_n}}{\ell_n} \right) \cos \frac{nx}{\ell_n}, \quad \varphi_0^* = \frac{1}{\ell_n} \left( 1 - \frac{d_2 \sqrt{n^2 \ell_n^2 - i\omega_0 \ell_n}}{\ell_n} \right) \cos \frac{nx}{\ell_n},
$$

(5.13)

$$
\omega_0 = \omega_n(\lambda_*) = \left[ \frac{\theta(\sqrt{2(k+1)} - 1)}{k} - \frac{d_2 M_*^2}{(d_1 + d_2)^2} \right]^{1/2}.
$$

$H_{11}$ is actually independent of $n$ (to be proved later).

The next theorem is our main result in this section and it provides a supplement for Theorem 5.1.
Theorem 5.2. Suppose that the constants $d_1, d_2, \theta > 0$, and $k > 1$ satisfy
\begin{equation}
\frac{d_1}{d_2} > \frac{(\sqrt{k+1} - \sqrt{2})^4}{4\theta k(2(k + 1) - 1)}.
\end{equation} (5.14)

Suppose that $H_{11} \neq 0$. Then for any $\ell = \ell_n \, (n \geq 1)$, the following assertions hold:

(i) If $H_{11} > 0$, then no Hopf bifurcation occurs at $\lambda = \lambda_*$, i.e., the set of periodic solutions of (5.1) near $\lambda = \lambda_*$ consists of only the constant equilibrium solution $(u,v) = (\lambda, v_\lambda)$.

(ii) If $H_{11} < 0$, then system (5.1) exhibits a (degenerate) Hopf bifurcation at $\lambda = \lambda_*$, i.e., apart from the constant equilibrium solution $(\lambda, v_\lambda)$, the set of the periodic solutions of (5.1) near $\lambda = \lambda_*$ contains a continuously differentiable curve $\{(u(r), v(r))^T, \lambda(r)\}$ of $2\pi/\omega(r)$-period through $((u(0), v(0))^T, \lambda(0)) = ((\lambda_*, v_{\lambda_*})^T, \lambda_*)$ with $\omega(0) = \omega_0$, satisfying
\begin{equation}
((\dot{u}(0), \dot{v}(0))^T, \lambda(0), \omega(0)) = (2\text{Re}(\varphi_0 e^{i\omega_0 t}), \eta, -\frac{\theta}{k\omega_0} \eta),
\end{equation} (5.15)
with $\eta = 2^{-\frac{3}{2}}k^\frac{1}{2}(k + 1)^\frac{1}{2}(-H_{11})^\frac{1}{2}$. Every other periodic solution of (5.1) in a neighborhood of $((\lambda_*, v_{\lambda_*})^T, \lambda_*)$ is obtained from $\{(u(r), v(r))^T, \lambda(r)\}$ by a phase shift
\[
S_0(u(r), v(r))^T = (u(r)(t + \theta), v(r)(t + \theta))^T.
\]

Remark 5.3. (a) In Theorem 5.1, the Hopf bifurcations obtained at $\lambda_{j_\pm}^H$ and $\lambda_*^H$ are subcritical or supercritical. In contrast, the Hopf bifurcation at $\lambda_*$ obtained by Theorem 5.2 is transcritical because of (5.15).

(b) Except for $\lambda_*^H$, bifurcating solutions from the other bifurcation points $\lambda_0 \in (0, \lambda_*^H)$ (i.e., $\lambda_0 = \lambda_{j_\pm}^H$ or $\lambda_*)$ are always unstable. In fact, for each $\ell > 0$ and $1 \leq j \leq n$,
\[
\alpha_0(\lambda_0) = \frac{A(\lambda_0)}{2} > \frac{A(\lambda_0)}{2} - \frac{(d_1 + d_2)j^2}{2\ell^2} = \alpha_j(\lambda_0),
\]
which implies that in view of (5.7), there are always eigenvalues of $A_0$ in the right complex half-plane, because $\alpha_0(\lambda_0) > 0$, $\alpha_j(\lambda_{j_\pm}^H) = 0$, and $\alpha_n(\lambda_*) = 0$.

Proof of Theorem 5.2. Equivalently, consider Hopf bifurcation for system (5.3) from the trivial solution $(u,v) = (0,0)$ at $\lambda = \lambda_* \in (0,\lambda_*^H)$. By (5.3)–(5.5), it is clear that (F1') and (F2) hold.

When $\ell = \ell_n$, according to the notations in (5.13), a direct computing implies that $N(i\omega_0 I - A_0) = \text{span}\{\varphi_0\}$ and $N(i\omega_0 I - A_0) \oplus R(i\omega_0 I - A_0) = X$. Thus $i\omega_0$ is a simply eigenvalue of $A_0$ and is of Fredholm of index zero. So is $-i\omega_0$ with $\overline{\varphi_0}$ instead of $\varphi_0$, and hence (F3) is satisfied.

Since $\alpha_0^\prime(\lambda_*) = 0$, (F4') holds. Notice that for each $n \geq 1$, $\lambda_n$ solves $\alpha_n(\lambda) = 0$ if and only if $\ell = \ell_n$. Taking $\lambda = \lambda_*$ and $\ell = \ell_n$ in (5.6) imply that $T_n(\lambda_*) = 2\alpha_n(\lambda_*) = 0$ and $T_j(\lambda_*) \neq 0$ for $j \neq n$. Moreover, since (5.14) holds, it follows that
\[
D_j(\lambda_*) = \frac{\theta(\sqrt{2(k + 1) - 1})}{k} - \frac{(\sqrt{k+1} - \sqrt{2})^2d_2j^2}{\ell_n^2} + \frac{d_3d_2j^4}{\ell_n^4} > 0 \text{ for all } j > 0.
\]
So $\pm i\omega_0$ is the unique pair of complex eigenvalues on the imaginary axis and hence (F5) holds. Condition (F6), i.e. generating of the analytic semigroup, follows from [7, pp.224–233].
Next, we claim that $H_{11}$ is independent of $n$. In fact, since $\frac{d_0}{n} = \sqrt{\frac{d_1 + d_2}{M_n}}$, it follows from (5.13) that $\varphi_0$ does not depend on $n$ but $\varphi_0^*$ contains a factor $\frac{1}{\ell_n \pi}$. However, in view of (5.12) and (5.13), we have

$$H_{11} = \Re \langle (\cdots), \varphi_0^* \rangle = \Re \int_0^{\ell_n \pi} (\cdots) \overline{\varphi_0} \, dx$$

$$= \frac{1}{\ell_n \pi} \Re \int_0^{\ell_n \pi} \left( \cdots \cos^2 \frac{n x}{\ell_n} + (\cdots) \cos^2 \frac{n x}{\ell_n} \cos 2 \frac{n x}{\ell_n} + (\cdots) \cos^4 \frac{n x}{\ell_n} \right) \, dx,$$

(5.16)

where the terms in $(\cdots)$ are independent of $n$ and $x$. Since

$$\frac{1}{\ell_n \pi} \int_0^{\ell_n \pi} \cos^2 \frac{n x}{\ell_n} \, dx = \frac{1}{2}, \quad \frac{1}{\ell_n \pi} \int_0^{\ell_n \pi} \cos^2 \frac{n x}{\ell_n} \cos 2 \frac{n x}{\ell_n} \, dx = \frac{1}{4}, \quad \frac{1}{\ell_n \pi} \int_0^{\ell_n \pi} \cos^4 \frac{n x}{\ell_n} \, dx = \frac{3}{8},$$

it follows from (5.16) that the claim is true.

By Corollary 2.3, we obtain from (3.8) and (5.9) that

$$H_{22} = -\alpha''(\lambda_\ast) = \frac{2\sqrt{2}}{k \sqrt{k} + 1} > 0.$$

Since $H_{11} \neq 0$, it follows that

1. If $H_{11} > 0$, then $\det H_0 = H_{11} H_{22} > 0$ and hence by Theorem 2.1 the set of periodic solutions of (5.2) near $\lambda = \lambda_\ast$ is only the trivial solution line $((0,0), \lambda)$, which is corresponding to the constant equilibrium solution $(u,v) = (\lambda, v_\lambda)$ of (5.1) for each $\lambda$.
2. If $H_{11} < 0$, then $\det H_0 < 0$ and hence by Theorem 2.1 a degenerate Hopf bifurcation happens at $\lambda = \lambda_\ast$ from the trivial solution line, with the tangent vector given by (2.3). By (5.5) and (5.9), a direct computation implies $D^2_{\lambda \lambda} F(0, \lambda_\ast) = \begin{pmatrix} 0 & 0 \\ -\frac{2}{k} & 0 \end{pmatrix}$. It follows from (2.3) and (5.13) that

$$\omega(0) = \Im \langle D^2_{\lambda \lambda} F(0, \lambda_\ast)[\varphi_0], \varphi_0^* \rangle \eta = -\frac{\theta}{k \omega_0} \eta.$$

So (5.15) holds.

At final, we conclude this section with an example.

**Example 2.** We now use Theorem 5.2 to analyze two specific cases of the multi-parameter problem (5.1).

1. Recall an example that was studied earlier in [22, Example 2.6] — the case: $d_1 = 1$, $d_2 = 3$, $k = 17$, $\theta = 4$ in (5.1). It was known that $\lambda_\ast = 2$, $M_\ast = 8/17$, $\ell_n = \sqrt{17/2n}$, and (5.10) holds. By Theorem 5.1, it was shown in [22] that for $\ell = 2\sqrt{119/7} \in (\ell_1, \ell_2)$, the set of Hopf bifurcation points $\Lambda_1 = \{ \lambda^H_{i,-}, \lambda^H_{i,+}, \lambda^H_0 \} = \{ 1, 7/2, 8 \}$. We now revisit this example in the view of Theorem 5.2. It is clear that (5.14) holds since it is weaker than (5.10). By a lengthy computation, we obtain from (5.12) and (5.13) that $H_{11}(\approx 0.14597) > 0$. Then Theorem 5.2 indicates that no Hopf bifurcation happens at $\lambda_\ast$ as $\ell = \ell_n$ for every $n \in N_+$, which provides a supplement to the known result for the case of $\ell = \ell_n$ and $\lambda = \lambda_\ast$ (cf. Theorem 5.1).

2. Consider a fast-slow diffusive case: $d_1 = 48$, $d_2 = 1$, $k = 127$, $\theta = 7$. According to (5.9), we have $\lambda_\ast = 7$, $M_\ast = 98/127$, $\ell_n = \sqrt{127/2n}$, then (5.10) and (5.14) are satisfied. By a lengthy and tedious computation, we get that $H_{11}(\approx -0.00025) < 0$. So Theorem 5.2 indicates that $\lambda_\ast$ is a Hopf bifurcation point as $\ell = \ell_n$ for each $n \in N_+$. Thus, we find a hidden bifurcation point, which was unknown in the earlier work. In contrast, Theorem 5.1 provides bifurcating information for the case of $\lambda = \lambda^H_{3,\pm}$ or $\lambda^H_0$ but not for $\lambda = \lambda_\ast$.  
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