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We solve a nonlinear integral equation for the electrostatic potential in doped graphene due to an external charge, arising from a Thomas-Fermi (TF) model for screening by graphene’s π electron bands. In particular, we study the effects of a finite equilibrium charge carrier density in graphene, non-zero temperature, non-zero gap between graphene and a dielectric substrate, as well as the nonlinearity in the band density of states. Effects of the exchange and correlation interactions are also briefly discussed for undoped graphene at zero temperature. Nonlinear results are compared with both the linearized TF model and the dielectric screening model within random phase approximation (RPA). In addition, image potential of the external charge is evaluated from the solution of the nonlinear integral equation and compared to the results of linear models. We have found generally good agreement between the results of the nonlinear TF model and the RPA model in doped graphene, apart from Friedel oscillations in the latter model. However, relatively strong nonlinear effects are found in the TF model to persist even at high doping densities and large distances of the external charge.
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I. INTRODUCTION

Over the period of just five years since its first inception in the laboratory, graphene has developed into one of the currently most active research areas in the nano-scale physics. One of the most important, and certainly most elusive, problems in graphene research is concerned with its electrical conductivity, especially in the regime close to zero doping of graphene, where the conductivity exhibits a peculiar minimum. Besides several other scattering mechanisms for charge carriers in graphene, it is believed that a special role in graphene’s conductivity is played by the carrier scattering on charged impurities, which are ubiquitous in graphene’s surroundings. In that context, significant progress has been achieved in understanding the conductivity of graphene by using the Boltzmann transport theory for charge carrier scattering on linearly screened charged impurities within the random phase approximation (RPA). However, because of the reduced dimensionality, and especially because of the semimetallic nature of graphene’s π electron bands, the problem of screening of charged impurities remains open. In that context, other approaches have also been undertaken, including a full scattering theoretical treatment of Coulomb impurities embedded within the graphene plane as well as nonlinear screening of external charges studied by means of the Thomas-Fermi-Dirac (TFD) and Density Functional Theoretical (DFT) schemes.

While graphene’s applications in nanoelectronics are primarily concerned with charged impurities trapped in an insulating substrate, screening of external charges is also of interest for sensor applications of graphene in detecting atoms or molecules which may be either adsorbed on the upper surface of graphene or intercalated in the gap between the graphene and the substrate. Further applications include image-potential states of electrons near graphene as well as the image and friction forces on slowly moving ions that may affect the kinetics of chemical reactions taking place in the vicinity of graphene. All these aspects of screening of external charges by graphene are expected to be strongly influenced by the presence of nearby dielectric materials.

One of the most important issues in theoretical studies of screening of external charges is concerned with applicability of the linear response theory for intrinsic, or undoped graphene. Namely, with its valence and conducting π electron bands touching each other only at the K and K’ points of the Brillouin zone, graphene behaves as a zero-gap semiconductor, so that its polarizability is greatly reduced when its Fermi level lies close to the neutrality (or Dirac) point characterizing the regime of zero doping. In that context, it was shown within the RPA approach that screening of external charges by intrinsic graphene at zero temperature is characterized merely by a renormalization of graphene’s background dielectric constant due to inter-band electron transitions. However, when graphene is doped up to a certain number density n (per unit area) of charge carriers, e.g., by applying an external gate potential, then its Fermi level shifts away from the neutrality point and the linear screening is expected to become appropriate, even at zero temperature. It is therefore desirable to determine the parameter range where nonlinear effects in screening of an external charge set in by contrasting the results from linear screening models with those from available nonlinear models, such as TF and DFT.

In that context, Katsnelson and Fogler have solved the nonlinear TF model, first proposed by DiVincenzo and Mele for intrinsic graphene (i.e., n = 0) in the presence of an external point charge. These authors found unusually long ranged induced density of charge carriers in the plane of graphene, and showed that the linear approximation to the TF model for the induced potential is likely to overestimate the contribution of scattering on charged impurities to the resistivity of graphene. However, performance of the TF model has been recently criticized for intrinsic graphene in the presence of sufficiently weak periodic perturbations validating linear screening within the RPA. On the other hand, the above nonlinear TF model, augmented by the exchange (or
Dirac) interaction in the local density approximation (LDA), proved to be valuable in estimating the effective potential fluctuations in doped graphene due to randomly distributed multiple charged impurities. A similar problem in the presence of multiple charged impurities was also tackled by a more advanced DFT approach including both the exchange and correlation (XC) interactions in LDA. All the above models were formulated assuming a zero temperature, linear density of states (DOS) of the π electron bands, and a zero gap between graphene and substrate.

In this paper, we take up the simple TF model for a single point charge Ze, a distance z₀ away from graphene, and generalize it to include the effects of a non-zero ground-state charge carrier density n, a non-zero temperature T, and the presence of a substrate at a non-zero distance h from graphene. We assume that the external charge is weak/distant enough to have negligible effects on the structures of graphene’s DOS, apart from its shift due to local charging of graphene, but we allow for large displacements of the Fermi level away from the neutrality point including the nonlinear corrections to the DOS in our model. By varying the magnitude |n|, we are able to examine the effects of doping, whereas any dependence on the sign of n will be a signature of nonlinear effects in screening by graphene. (Note that changing the sign of n with fixed sign of the external charge Z in the TF model is equivalent to changing the sign of Z with fixed sign of n.)

We perform a series of numerical solutions of the nonlinear integral equation resulting from the TF model for the in-plane value of total electrostatic potential for a range of values of n and z₀, for both zero and room temperature, in the cases of both free graphene and an SiO₂ substrate with the gaps h = 0 and 1 Å. In a special case of free, intrinsic graphene at zero temperature, we also solve the nonlinear TF model augmented by the XC energy terms of Polini et al. in order to estimate the importance of the exchange and correlation interactions within the TF approach to screening of an external charge. While the results obtained for the radial dependence of the in-plane potential could be directly used to discuss nonlinear effects in graphene’s conductivity within the Boltzmann transport theory, we turn our attention in the present work to using our numerical solutions of the TF model to evaluate the nonlinear image potential of an external charge, which provides an integrated measure of graphene’s screening ability and is also of interest in recent studies of the electron image states. Finally, we compare our nonlinear results for both the in-plane potential and the image potential with those from the linearized TF (LTF) model and the temperature dependent RPA dielectric-function approach.

After outlining the basic theory in section 2, we discuss our results in section 3, and present our concluding remarks in section 4. Note that gaussian electrostatic units are used throughout unless otherwise explicitly indicated.

II. THEORY

We use a cartesian coordinate system with coordinates (r, z), where r = (x, y), and assume that graphene is placed in the z = 0 plane. A semi-infinite substrate with dielectric constant εᵣ is assumed to occupy the region z ≤ −h underneath the graphene, whereas the region z > −h is assumed to be vacuum or air. We assume that the ground state of such a system, under the gating conditions at temperature T, is characterized by a uniform density per unit area of charge carriers in the graphene, given by

\[ n(\mu) = \int_0^\infty d\varepsilon \varrho(\varepsilon) \left[ \frac{1}{1 + e^{\beta(\varepsilon - \mu)}} - \frac{1}{1 + e^{\beta(\varepsilon + \mu)}} \right], \]  

where \( \varrho(\varepsilon) \) is the DOS in graphene’s π electron bands given in Ref. [15,16,17,37] and \( \mu \) is the chemical potential. Note that for electron (hole) doping, one has \( n > 0 \) (\( n < 0 \)) and consequently \( \mu > 0 \) (\( \mu < 0 \)). Whereas intrinsic graphene is characterized by \( n = 0 \) and \( \mu = 0 \). For sufficiently low doping levels, such that, e.g., \( |\mu| < 1 \text{ eV} \), one may use the linearized band DOS \( \varrho(\varepsilon) \approx \frac{2g_d|\epsilon|}{2\pi(\hbar v_F)^2} \), giving

\[ n(\mu) \approx \frac{g_d}{2\pi(\hbar v_F)^2} \left[ \text{dilog} \left(1 + e^{-\beta \mu}\right) - \text{dilog} \left(1 + e^{\beta \mu}\right) \right], \]  

where \( g_d = 4 \) is the spin and valley degeneracy factor, \( v_F \) the Fermi speed of graphene which we take to be \( \approx 300 \text{ m/s} \), and \( \epsilon \) is the speed of light in vacuum, and dilog is the dilogarithm function.

We wish to evaluate the total electrostatic potential in the system, \( \Phi(r, z) \), due to an external point charge Ze placed at a fixed position \( \{0, z_0\} \), where \( c \) is the charge of a proton. This perturbation will induce surface charges on the surface of the substrate and on the graphene with the densities per unit area \( \sigma_{\text{sub}}(r) \) and \( \sigma_{\text{gr}}(r) \), respectively. Using the tilde to denote the Fourier transform with respect to coordinates in the graphene plane, \( r \rightarrow k \), we can write the total potential as the sum \( \Phi = \Phi_{\text{ext}} + \Phi_{\text{ind}} \), where

\[ \Phi_{\text{ext}}(k, z) = \frac{2\pi Ze}{k} e^{-k|z-z_0|}, \]  

is the potential of the external charge screened by the dielectric constant, \( \epsilon_h \), of the “host” environment in which that charge resides (\( \epsilon_h = 1 \) for \( z_0 > -h \) and \( \epsilon_h = \epsilon_s \) for \( z_0 < -h \)), and

\[ \Phi_{\text{ind}}(k, z) = \frac{2\pi}{k} \left[ \tilde{\sigma}_{\text{gr}}(k) e^{-k|z|} + \tilde{\sigma}_{\text{sub}}(k) e^{-k|z+h|} \right], \]  

is the total induced potential in the system. Next, one can eliminate the Fourier transform of the charge density on the substrate, \( \sigma_{\text{sub}}(k) \), by using the boundary condition

\[ \frac{\partial \tilde{\Phi}}{\partial z} \bigg|_{z=-h+0} = \epsilon_s \frac{\partial \tilde{\Phi}}{\partial z} \bigg|_{z=-h-0}, \]  

where \( \tilde{\Phi} \) is the Fourier transform of the total potential in the system, and \( \epsilon_s \) and \( \epsilon_h \) are the dielectric constants of graphene and substrate, respectively.
and write for the total induced potential
\[
\tilde{\Phi}_{\text{ind}}(k, z) = \frac{2\pi}{k} \sigma_{gr}(k) \left( e^{-k|z|} - \frac{e_a - 1}{e_a + 1} e^{-k|z+h|} \right) - \frac{2\pi Z e}{k} \frac{e_a - 1}{e_a + 1} e^{-k|z+h|-k|z_0+h|} \text{sgn}(z_0+h),
\]
where sgn is the signum function.

### A. Nonlinear TF model

In the spirit of a temperature-dependent TF model, we express the induced charge density in graphene as\cite{18, 43, 44},
\[
\sigma_{gr}(r) = -e \left[ n(\mu + e\phi(r)) - n(\mu) \right],
\]
where \( n(\mu) \) is given by Eq. (1), and where we have denoted the total electrostatic potential in the graphene plane by
\[
\phi(r) \equiv \Phi(r, z)|_{z=0}.
\]

By using the inverse Fourier transform of Eq. (6) in the expression \( \Phi = \Phi_{\text{ext}} + \Phi_{\text{ind}} \) in which we set \( z = 0 \), we obtain the following nonlinear integral equation for \( \phi(r) \)\cite{18},
\[
\phi(r) = \phi_0(r) - e \int d^2r' \left[ \frac{n(\mu + e\phi(r')) - n(\mu)}{\epsilon_a - 1} \frac{1}{\epsilon_a + 1 \sqrt{\epsilon_a + 1}} \right],
\]
where
\[
\phi_0(r) = \frac{Ze}{\epsilon_n} \left[ \frac{1}{\sqrt{\epsilon_a + 1}} - \frac{\epsilon_a - 1}{\epsilon_a + 1} \text{sgn}(z_0+h) \right],
\]
is the value of the potential due to the external charge in the presence of substrate alone, evaluated at \( z = 0 \).

We further convert Eq. (9) with Eq. (10) into an integral equation for the potential energy, defined by \( U(r) = e\phi(r) \), and solve it numerically for a range of the model parameters, as discussed in the following section. Owing to the axial symmetry of the problem, an angular integral can be readily completed in Eq. (9), giving a one-dimensional integral equation for \( U(r) \), which is particularly difficult to solve because of the singular nature of its integrand, especially for intrinsic graphene at zero temperature\cite{18, 17}. We have mapped the interval \( r \in [0, \infty) \) onto a finite interval, partitioned the function \( U \) at up to 2400 (typically 800) points, and used the fsolve routine while regularizing the integrand. As a check of our method for free graphene, we substituted the solution \( U(r) = e\phi(r) \) into Eq. (7) and verified that its spatial integral yields \(-Ze\).

We note that a more compact form of the integral equation, Eq. (9) with Eq. (10), may be obtained for a zero gap \( (h = 0) \) between graphene and the substrate, giving rise to an overall effective background dielectric constant \( \epsilon_{bg}^0 = (\epsilon_a + 1)/2 \), as is usually done in the literature on graphene\cite{16, 19, 20, 35, 36}. In that case, the free graphene limit is recovered by setting \( \epsilon_a = 1 \) and hence \( \epsilon_{bg}^0 = 1 \). Note that the integral equation, Eq. (9) with Eq. (10), implies an asymmetry with respect to the sign of \( z_0 \) when \( h > 0 \), which is lost in the zero gap case.

In order to discuss the effects of XC interactions within the TF model, we note that density dependent expressions for both the exchange and correlation energy per electron in graphene, are available in the LDA only for density variations with respect to the equilibrium case of intrinsic, or undoped graphene having \( \mu = 0 \), in the limits of zero temperature, zero gap, and linearized band DOS\cite{18, 20}. Therefore, we specialize Eq. (9) to those parameters and convert it to an integral equation for the potential energy \( U(r) = e\phi(r) \),
\[
U(r) = \frac{e^2}{\epsilon_{bg}} \frac{Z}{\sqrt{r^2 + z_0^2}} - V_{xc}(n(U(r))) - 4 \frac{e^2}{\epsilon_{bg}} \int_0^\infty dr' \rho(U(r')) n(U(r')) K(2\sqrt{r^2 + r'}) ,
\]
where \( K \) is the complete elliptic integral of the first kind\cite{40} and the function \( n(U) \) is obtained from Eq. (2) in the limit of zero temperature as follows
\[
n(U) = U^2 \text{sgn}(U) \frac{1}{\pi(h\nu_F)^2}.
\]

For the XC potential energy, \( V_{xc}(n) \), we use the expressions provided by Polini et al.\cite{20} as a reference, we quote here the dominant contribution to this energy at low densities, which is on the order of
\[
V_{xc}(n) \sim \frac{e^2}{\epsilon_{bg}} \sqrt{|n|} \ln \left( \frac{n_0}{|n|} \right) \text{sgn}(n)
\]
for \( |n| \ll n_0 = \eta \times 0.7635 \text{\AA}^{-2} \), where \( \eta \) is a cut-off parameter of the theory taking a value from the interval \((0, 1]\).\cite{20}

Finally, we note that Eq. (11) with \( V_{xc}(n) \) set to zero appeared in previous studies using the TF model\cite{15, 16, 17, 37}.

### B. Linear models

Going back to the TF integral equation, Eq. (9), if the total potential \( \phi(r) \) in the plane of graphene may be treated as a weak perturbation of the equilibrium carrier charge density, then one can linearize Eq. (1), \( \sigma_{gr}(r) \approx -e^2\phi(r)\partial n(\mu)/\partial \mu \), with \( n(\mu) \) defined in Eq. (1). This facilitates the use of the Fourier transform in solving Eq. (9) thereby giving an approximate expression for the total potential
\[
\tilde{\phi}(k) = \frac{\epsilon_{bg}(k)}{\epsilon_{bg}(k) + \nu_C(k) \Pi(k)} \tilde{\phi}_0(k),
\]
where
\[
\epsilon_{bg}(k) = \left( 1 - \frac{\epsilon_a - 1}{\epsilon_a + 1} e^{-2kh} \right)^{-1}
\]
is the background dielectric constant due to substrate, \( \nu_C(k) = 2\pi\epsilon^2/k \), and \( \Pi(k) \) is the polarization function of free graphene, which is constant in the LTF model, given by
\[ \Pi_{TF} \equiv \partial n(\mu)/\partial \mu. \]  
In Eq. (14), one needs to use the Fourier transform of the potential in Eq. (10), which is given by

\[
\tilde{\varphi}_0(k) = \frac{2\pi Ze}{k} \left\{ \frac{e^{-kz_0}}{e_{bg}(k)} + \frac{1}{e_{bg}(k) - 1} e^{-kz_0}, \quad z_0 > 0 \right\} \quad (16)
\]

where \( e_{bg}(0) = (\epsilon_s + 1)/2 \).

In the zero gap limit, one obtains from Eq. (14) a more compact expression for the total potential in the LTF model,

\[
\tilde{\varphi}(k) = \frac{2\pi Ze}{ke_{bg} + q_s} e^{-k|z_0|}, \quad (17)
\]

where the inverse screening length of free graphene, \( q_s = 2\pi e^2 \Pi_{TF} \), is obtained from Eq. (2) within the linearized DOS as

\[
q_s \approx \frac{2ge^2}{\beta(\hbar v_F)^2} \ln \left[ 2 \cosh \left( \beta \mu/2 \right) \right]. \quad (18)
\]

It is clear then that, at zero temperature, intrinsic graphene cannot screen external charges in the LTF model because \( q_s \rightarrow 0 \). On the other hand, when either \( n \neq 0 \) or \( T > 0 \), the inverse Fourier transform of Eq. (17) gives a total potential with the asymptotic form \( \phi(r) \sim (Ze\epsilon_{bg}^0) / (q_s^2 r^3) \) for \( r \gg q_s^{-1} \gg |z_0| \), and with the limiting value at the origin \( \phi(0) = \left[ Ze / (\epsilon_{bg}^0 z_0) \right] \left[ 1 - \zeta \xi \right] E_1(\zeta) \), where \( \zeta \equiv q_s z_0 / e_{bg}^0 \) and \( E_1(\zeta) \) is the exponential integral function.

The expression (14) can also be used to obtain the total potential based on the RPA model if one employs the polarization function, which is obtained for the linearized DOS at zero temperature as.

\[ \Pi_{RPA}(k) = \frac{g_{d}e^2 k_F}{2\pi \hbar v_F^2} \left\{ \ln \left[ 2 \cosh \left( \beta \mu/2 \right) \right] + \frac{\pi k}{8q_t} - \frac{k}{2q_t} \int_0^1 du \sqrt{1 - u^2} \left[ \frac{1}{1 + e^{nk/q_t - \beta \mu}} + \frac{1}{1 + e^{nk/q_t + \beta \mu}} \right] \right\}, \quad (19) \]

where we have defined a thermal inverse screening length by \( q_t = 2/(\beta \hbar v_F) \). Note that \( \mu \), which is to be used in Eq. (2), can be obtained from Eq. (2) for any given temperature and equilibrium charge carrier density \( n \). In the zero temperature limit, \( \mu \rightarrow \epsilon_F \) where \( \epsilon_F = \hbar v_F k_F \text{sgn}(n) \) is the Fermi energy with \( k_F = \sqrt{\pi|n|} \) being the Fermi momentum in graphene with the equilibrium charge carrier density \( n \), so that one obtains from Eq. (19).

\[ \Pi_{RPA}(k) = \frac{g_{d}e^2 k_F}{2\pi \hbar v_F} \left\{ 1 - \frac{k}{4k_F} \arccos \left( \frac{2k_F}{k} \right) \right\} \]

where \( H \) is the Heaviside unit step function. Unlike the LTF case, we see that \( \Pi_{RPA}(k) = k/(4\hbar v_F^2) \) in intrinsic graphene at zero temperature. Since this is also the short wavelength limit of \( \Pi_{RPA}(k) \) when \( n \neq 0 \), one may assert that the RPA result will yield a value for the total potential that is reduced by an approximate factor of \( \left[ 1 + \pi r_s / \left( 2 \epsilon_{bg}^0 \right) \right]^{-1} \), where \( r_s \equiv \epsilon_F / (\hbar v_F) \approx 2.2 \), when compared to the corresponding value from the LTF approach for \( k_F \sqrt{r^2 + z_0^2} \ll 1 \) at zero temperature and zero gap. On the other hand, one can expect that the total potential will exhibit Friedel oscillations for \( k_F r \gg 1 \) due to non-analyticity of the RPA polarization function at \( k = 2k_F \), which will be gradually dampened as the temperature increases.

### C. Image interaction

Once the integral equation, Eq. (9), is solved for the total potential in the plane of graphene, one can use Eq. (7) to evaluate the induced charge density in graphene, whose Fourier transform may be used in Eq. (6) to yield the total induced potential for any value of \( z \). This may be then used to calculate the nonlinear image force on the external charge from the definition

\[ F_{\text{im}}(z_0) = -Ze \frac{\partial}{\partial z} \Phi_{\text{ind}}(r, z) \bigg|_{r=0, z=z_0}. \quad (21) \]

Once the \( z_0 \) dependence of the image force is determined, the corresponding image potential may be obtained from the definition \( V_{\text{im}}(z_0) = \int_{-\infty}^{\infty} dz' F_{\text{im}}(z'_0) \). While in the nonlinear TF case this integration has to be performed numerically, in a linear theory one may use instead the usual definition of image potential as a classical self-energy \( V_{\text{im}}(z_0) = Z e \Phi_{\text{ind}}(r) = 0, z = z_0 \), which gives for \( z_0 > 0 \)

\[ V_{\text{im}}(z_0) = \frac{(Ze)^2}{2} \int_0^{\infty} dk e^{-2kz_0} \left[ \frac{1}{\epsilon_{bg}(k) + \nu_C(k) \Pi(k)} - 1 \right]. \quad (22) \]

By using the LTF model, where \( \nu_C(k)\Pi_{TF} = q_s/k \), one obtains in the zero gap case

\[ V_{\text{im}}(z_0) = \frac{(Ze)^2}{4z_0 e_{bg}^0} \left[ 1 - e_{bg}^0 - 2\zeta^2 e^{2\zeta} E_1(2\zeta) \right], \quad (23) \]

where \( \zeta \equiv q_s z_0 / e_{bg}^0 \). It is worthwhile mentioning that this expression gives asymptotically...
V_{\text{in}} \sim -(Ze)^2 \left[1/(4z_0) - 1/(8q_s z_0^2)\right] \quad \text{for a heavily doped graphene and/or sufficiently large distance, such that } q_s z_0 \gg 1. \quad \text{On the other hand, in the opposite limit, } q_s z_0 \ll 1, \text{ one finds to the leading order } V_{\text{in}} \sim (Ze)^2 \left(1/\epsilon_{bg}^0 - 1\right)/(4z_0), \text{ as if graphene were totally absent. \quad When the RPA polarization function at zero temperature, Eq. } (20), \text{ is used in } (22) \text{ in the zero gap case, one can show that similar limiting forms of the image potential exist, except that the effective background dielectric constant, } \epsilon_{bg}^0, \text{ is to be replaced by } \epsilon_{bg}^0 + \pi r_s/2 \approx \epsilon_{bg}^0 + 3.44 \text{ when } k_F z_0 \ll 1.29\) 

III. RESULTS

We first consider the case of a positive charge with } Z = 1 \text{ a distance } 2 \AA \text{ above graphene lying on an } \text{SiO}_2 \text{ substrate}

In Fig. 1 we show in the left column (1) the results for the potential energy \(U(r) = e\phi(r)\), with \(\phi(r)\) obtained from the nonlinear TF equation Eq. (9) at zero temperature for } n = 0 \text{ (the upper thick solid line), } \pm 10^{12} \text{ (thin solid and dashed lines, respectively), and } \pm 10^{13} \text{ cm}^{-2} \text{ (the lower thick solid and thick dashed lines, respectively), and with } h = 0 \text{ (panels a), } 1 \AA \text{ (panels b), and } \infty \text{ (i.e., free graphene, panels c). \quad For the purpose of comparison, we also show in the right column (2) of Fig. 1 the corresponding results obtained from both the LTF (dash-dotted lines) and the RPA (dotted lines) models (with the line thicknesses matching those in the left column), with } \phi(r) \text{ calculated from Eq. (14) using the appropriate polarization functions at zero temperature. \quad [As a reference, note that, for free graphene, the LTF result with } n = 0 \text{ actually shows the value of the unscreened potential in the plane of graphene, } U_0(r) = e\phi_0(r) \text{ with } \phi_0(r) \text{ given in Eq. (10), whereas the corresponding RPA result shows that same potential reduced by the dielectric constant of intrinsic graphene, } 1 + \pi r_s/2 \approx 4.44.\] \text{ One can see in Fig. 1 that the main effects on the potential come from increasing the doping density } |n|. \text{ While all models exhibit strong variation with } n \text{ at large distances } r, \text{ one notices that both the nonlinear TF and the RPA results are surprisingly concentrated in a relatively narrow range of values for the potential at short distances for all densities } n. \text{ This seems to corroborate conclusions from a DFT study that the induced density variations in graphene seem to saturate with increasing level of doping.}^{20}

While the LTF model appears to be a rather poor approximation to the nonlinear TF results at short distances } r, \text{ their agreement improves at large distances with increasing density } |n|, \text{ as expected. Most strikingly, the RPA model gives a surprisingly good approximation to the nonlinear TF results at short distances for all densities } n, \text{ while exhibiting Friedel oscillations around the LTF results at large distances for } n \neq 0, \text{ with wavelengths that obviously scale with } k_F^{-1}.^{23} \text{ However, for } n = 0, \text{ one sees an increasing disagreement between the nonlinear TF and the RPA models with increasing distance, which may be attributed to a poor performance of the TF model in intrinsic graphene for induced charge carrier densities below } 10^{11} \text{ cm}^{-2}, \text{ as suggested recently by Brey and Fertig.}^{27} \text{ On the other hand, the TF model presumably gives a correct order of magnitude for nonlinear effects, if any, when the doping density } |n| \text{ increases, which are best seen by analyzing the effect of changing the sign of } n \text{ (equivalently, the sign of } Z), \text{ because linear models are insensitive to this sign. \quad In that respect, one can clearly notice in the left column of Fig. 1 differences between the potentials } U_{+}(r) \text{ for } n > 0 \text{ and } U_{-}(r) \text{ for } n < 0 \text{ in the nonlinear TF model, which will be further discussed in Fig. 3 below.}

Finally, one notices in Fig. 1 that, while the presence of a finite gap between graphene and substrate does not affect qualitative behavior of the results, its quantitative effects may not be neglected in the values of the potential for all densities shown. \text{While this is particularly obvious at short distances for the nonlinear TF results, it is also interesting to see how Friedel oscillations in the RPA model increase in amplitude with increasing gap. In fact, we have found that the RPA potential can even change its sign at large distances } r \text{ for free graphene with large enough } |n|. \text{ Given that the size of gap is poorly defined parameter, with a plausible value of around } h = 1 \AA^{23,45} \text{ one should be aware of its role in the total potential in graphene due to external charges.}

We next consider in Fig. 2 graphene on an SiO₂ substrate with the gap } h = 1 \AA, \text{ both at zero (panels a and b) and room-temperature } (T = 300 \text{ K}, \text{ panels c and d}) \text{ temperatures, with a charge}
FIG. 1: The potential energy, $U(r) = e\phi(r)$ (in eV), due to an external proton at distance $z_0 = 2\ \text{Å}$ above graphene at zero temperature, as a function of the radial distance $r$ (in Å) in the plane of graphene lying on an SiO$_2$ substrate with the gap heights $h = 0$ (panels a), 1 Å (panels b), and $\infty$ (free graphene, panels c). Results from the nonlinear TF model are shown in the column 1 for equilibrium densities $n = 0$ (upper thick [black] solid line), $\pm 10^{12}$ (thin [red] solid and dashed lines, respectively), and $\pm 10^{13}$ cm$^{-2}$ (lower thick [blue] solid and dashed lines, respectively). Results from the linearized TF model and the RPA model are shown, respectively, by dash-dotted and dotted lines in the column 2 for densities $|n| = 0$ (upper thick [black] lines), $10^{12}$ (thin [red] lines), and $10^{13}$ cm$^{-2}$ (lower thick [blue] lines).

$Z = 1$ placed at larger distances of $z_0 = \pm 10\ \text{Å}$ away from graphene. With $z_0 = 10\ \text{Å}$ (panels a and c) we can represent a distant charge above graphene, such as a slowly moving ion, or an electron in an image-potential state, whereas the case $z_0 = -10\ \text{Å}$ (panels b and d) represents a technologically relevant case of a charged impurity trapped deep in the SiO$_2$ substrate. We compare the nonlinear TF results with those from the RPA model for $|n| = 0$, $10^{12}$, and $10^{13}$ cm$^{-2}$, shown with the same line styles and thicknesses as in Fig. 1. While the RPA results seem to be quite close, apart from the Friedel oscillations, to those of the nonlinear TF model for $n > 0$, the agreement between those two models seems to have worsened at short distances for $n = 0$ when compared to Fig. 1, which may have to do with the problematic performance of
FIG. 2: The potential energy, \( U(r) = e\phi(r) \) (in eV), due to an external proton at distances \( z_0 = \pm 10 \text{ Å} \) (left and right columns, respectively) from graphene at \( T = 0 \) (top row) and \( T = 300 \text{ K} \) (bottom row), as a function of the radial distance \( r \) (in Å) in the plane of graphene lying on an SiO\(_2\) substrate with the gap height \( h = 1 \text{ Å} \). Results from the nonlinear TF model are shown for equilibrium densities \( n = 0 \) (upper thick [black] solid line), \( \pm 10^{12} \text{ cm}^{-2} \) (thin [red] solid and dashed lines, respectively), and \( \pm 10^{13} \text{ cm}^{-2} \) (lower thick [blue] solid and dashed lines, respectively). Results from the RPA model are shown by dotted lines for densities \( |n| = 0 \) (upper thick [black] line), \( 10^{12} \text{ cm}^{-2} \) (thin [red] line), and \( 10^{13} \text{ cm}^{-2} \) (lower thick [blue] line).

On the other hand, one notices in Fig. 2 a much greater spread in the relative magnitudes of the potential at short distances than in Fig. 1. This is partly due to the effect of doping in the presence of a much weaker external perturbation in Fig. 2 than in Fig. 1, so that the induced density variations involved in the results in Fig. 2 have not reached the effect of saturation mentioned earlier. An another cause for a larger spread of the potential at short distances in Fig. 2 comes from the nonlinear effects, which will be further discussed in Fig. 3.

As regards the effect of finite temperature, one notices that its main role is to dampen the potential in intrinsic graphene at distances \( r \gtrsim 10 \text{ Å} \), both in the nonlinear TF and the RPA cases. This can be explained by assessing the TF inverse screening length in Eq. (18) in the zero density and the zero temperature limits, giving \( q_s \rightarrow 4rsq_t \ln 2 \) and \( q_s \rightarrow 4rsk_F \), respectively. Therefore, one may conclude that screening of the potential at large distances due to a non-zero temperature will prevail only for low enough charge-carrier densities, such that \( |n| \ll \left[ \frac{2 \ln 2 k_B T}{(hv_F)^2} \right]^{1/2} \approx 10^{11} \text{ cm}^{-2} \) at room temperatures. In fact, we have checked that nonlinear TF results
for $|n| = 10^{11}$ cm$^{-2}$ at zero temperature (not shown) are quite close to those shown in Fig. 2 for intrinsic graphene at room temperature.] The effects of temperature on the nonlinearity of the potential are further discussed in Fig. 3. On the other hand, while the Friedel oscillations are still visible in Fig. 2 in the RPA results for zero temperature at large distances $r$ for $n \neq 0$, although they seem to be reduced in relative amplitude by the increased distance $|z_0|$ when compared to the oscillations seen in Fig. 1, one notices that the increased temperature dampens the Friedel oscillations in Fig. 2, as expected.

We note finally that, by analyzing the asymmetry in the results with respect to the change in sign of $z_0$ in Fig. 2, we yet again emphasize the role of a finite gap, because all results would be independent of that sign in the zero gap case. It is remarkable that the gap of only $h = 1$ Å affects not only the values of the potential at short distances, but also the magnitudes of the asymmetry in the nonlinear TF results with respect to the sign of $n \neq 0$ at short distances.

Nonlinear effects in screening of an external charge by doped graphene, seen in Figs. 1(b1) and 2(a), are summarized in Fig. 3, with the inclusion of the results for doping density of $|n| = 10^{11}$ cm$^{-2}$. We show the ratio $U_-(r)/U_+(r)$ of the potential energies $U_-(r)$ and $U_+(r)$, which are obtained from Eq. (5) with, respectively, negative (hole doping) and positive (electron doping) signs of densities $|n| = 10^{11}$ (solid lines), $10^{12}$ (dashed lines), and $10^{13}$ cm$^{-2}$ (dash-dotted lines), for a charge $Z = 1$ at two distances with two temperatures: $z_0 = 2$ Å and $T = 0$ (panel a), $z_0 = 10$ Å and $T = 0$ (panel b), and $z_0 = 10$ Å and $T = 300$ K (panel c), for graphene lying on an SiO$_2$ substrate with the gap $h = 1$ Å. One notices in Fig. 3 that the ratio $U_-(r)/U_+(r)$ may reach quite large values (up to a factor of two), indicating that nonlinear effects in screening of external charges may be very strong. In particular, this ratio reaches maximum values at certain distances $r_c$ that obviously depend on both the doping density $|n|$ and the strength of external perturbation determined by $z_0$. [We note that the difference $U_-(r) - U_+(r)$ is always found to peak at the origin, $r = 0$.]

The maxima in the ratios, seen in Fig. 3, may be explained by the fact that, for the hole doping ($n < 0$) of graphene in the presence of a positive external charge, there will be a local re-doping with electrons, or discharging of graphene, giving rise to a local shift of the $\pi$ electron band DOS, such that the condition $U_-(r_c) \approx \hbar v_F k_F$ may be reached, indicating that the Fermi level is pushed back to cross the neutrality point at some distance $r = r_c$. Since there are fewer states available in the DOS around the neutrality point, the screening ability of graphene is reduced around $r = r_c$, when $n < 0$, resulting in a higher value of the total potential than in the case of electron doping ($n > 0$), so that one may expect that an inequality $U_-(r) > U_+(r) > 0$ will hold for a range of distances $r$ around $r_c$. For example, in Fig. 3(a), the external charge is so close to graphene at zero temperature that it provides a strong enough perturbation, giving rise to the local discharging for all three doping densities, $|n| = 10^{11}$, $10^{12}$, and $10^{13}$ cm$^{-2}$, so that three maxima in the ratio $U_-(r)/U_+(r)$ occur around distances $r_c \approx 35.6$, $12.7$, and $4.8$ Å, respectively. The corresponding values of the potential $U_-(r_c)$ at these distances are found to be 0.037, 0.137, and 0.495 eV, respectively, which scale reasonably close to the Fermi level shift at the three doping densities, $|\varepsilon_F| = \hbar v_F k_F \approx 0.037, 0.117, \text{and} 0.368$ eV.

On the other hand, when the charge is removed to distance $z_0 = 10$ Å at zero temperature in Fig. 3(b), the perturbation is still strong enough to discharge graphene for the two lower doping densities [with the peaks occurring at similar distances, $r_c \approx 47.8$ and $15.0$ Å, and with similar potential values, $U_-(r_c) \approx 0.041$ and 0.153 eV, as in Fig. 3(a)], but is not sufficient to force the Fermi level to cross the neutrality point for the highest density of $|n| = 10^{13}$ cm$^{-2}$, for which a maximal local discharging of graphene occurs directly underneath the external charge. Furthermore, when the temperature is raised to $T = 300$ K for $z_0 = 10$ Å, the ratio $U_-(r)/U_+(r)$ for the two higher doping densities is barely affected, but the

![Fig. 3](image-url)
FIG. 4: The relative error in the potential energy, $U(r) = e\phi(r)$ (in %), from the nonlinear TF model for a proton at distance $z_0 = 2\,\text{Å}$ from free, intrinsic ($n = 0$) graphene at zero temperature, due to the inclusion of the exchange and correlation energy with values of the cutoff parameter being $\eta = 1$ (solid [red] line), 0.75 (dashed [green] line), and 0.5 (dotted [blue] line), as well as due to the nonlinear correction to graphene’s $\pi$ electron band density of state (dash-dotted [black] line).

ratio for the lowest density of $|n| = 10^{11}\,\text{cm}^{-2}$ appears to be largely suppressed in Fig. 3(c) as compared to Fig. 3(b). One can still see a maximum in this ratio around a distance similar to that in Fig. 3(b), i.e., $r_c \approx 37.2\,\text{Å}$ with $U_- \approx 0.045\,\text{eV}$, but the peak value of the ratio $U_-(r)/U_+(r)$ for $|n| = 10^{11}\,\text{cm}^{-2}$ has dropped from about 1.8 for $T = 0\,\text{K}$ to about 1.2 for $T = 300\,\text{K}$. While the results in Fig. 3(c) confirm the conclusion drawn from Fig. 2 that, at room temperature, the screening ability of graphene is affected for sufficiently low doping densities, such that $|n| \lesssim 10^{11}\,\text{cm}^{-2}$, it is now clear that the role of elevated temperature, when it prevails, the effects of doping density, is to suppress the nonlinear effects.

All results shown in Figs. 1–3 were obtained by taking into account in Eq. (1) the effects of nonlinearity in the band DOS of graphene, $\rho(\varepsilon)$, because we suspected that the value of the potential $U(r)$ may exceed locally (that is, directly underneath the external charge) the cutoff value of about 1 eV that validates the linear approximation for $\rho(\varepsilon)$. Our calculations show that the effect of this nonlinearity is relatively weak, giving corrections up to several percent for distances $|z_0| > 1.5\,\text{Å}$. This is illustrated in Fig. 4 for free, intrinsic ($\mu = 0$) graphene at zero temperature with a charge $Z = 1$ placed at $z_0 = 2\,\text{Å}$, where we show by the dash-dotted line the relative error in the total potential when Eq. (9) is solved with density $n$ from Eq. (2) and from Eq. (1) with a nonlinear DOS $\rho(\varepsilon)\rho^{0}$. One can see that the peak error of about 2 % occurs at the origin and diminishes at distances greater than a few Å.

We further estimate the effects of the exchange and correlation interactions, which have been neglected so far in solving the nonlinear TF equation (9). We use the expression $V_{xc}(n)$ for the XC potential energy given by Polini et al. in the LDA and, since the formalism providing $V_{xc}(n)$ is restricted to intrinsic graphene at zero temperature within the linear approximation for $\rho(\varepsilon)$, we solve the nonlinear equation, Eq. (11) with Eq. (12), for free graphene ($\epsilon_{bg}^{0} = 1$) with the charge $Z = 1$ a distance $z_0 = 2\,\text{Å}$ away. The result is compared to the solution when $V_{xc}$ is set to zero by showing in Fig. 4 the relative error of such a comparison for several values of the cutoff parameter $\eta$. One can see in Fig. 4 that the relative error due to the XC interactions is relatively small at short distances $r$, and is comparable to the error due to the nonlinear band DOS. However, the error due to the XC interactions increases and reaches a maximum of about 5% at distances on the order of $r = 10\,\text{Å}$ or more, reverses its sign at still greater distances of about $r = 100\,\text{Å}$ or more, and presumably continues growing further in magnitude. While this is a relatively small error at radial distances where the total potential has a significant value, we note that the error due to the XC interaction may be larger when external charge is placed further away from graphene, as noted earlier. However, because of the limitation of the theory for XC interactions to local perturbations of charge carrier density relative to intrinsic graphene at zero temperature, we no longer pursue the analysis of the XC effects in our nonlinear TF approach.

While the results in Figs. 1–4 elucidate local properties of the solution of the nonlinear TF equation, Eq. (9), we now turn to analyzing the image force $F_{im}$ on a point charge as
a quantity that provides an integrated information on the effects of doping and nonlinear screening in graphene. We first consider free graphene at zero temperature, and represent the nonlinear image force in the form reminiscent of the classical image force of a point charge $Ze$ in vacuum, a distance $z_0$ away from a layer of dielectric material with an effective dielectric constant $\epsilon_*$, given by

$$F_{\text{im}} = \frac{(Ze)^2}{4z_0^2} \left[ \frac{1}{\epsilon_*(z_0)} - 1 \right].$$

In this way, the $z_0$ dependent parameter $\epsilon_*$ provides a measure of the polarizability of free graphene. We use the same line styles and thicknesses as in Fig. 1 to show in Fig. 5 the results of the nonlinear TF calculations of $\epsilon_*$ as a function of $z_0$ for $|n| = 0, 10^{13}$, and $10^{13}$ cm$^{-2}$, along with the corresponding LTF and RPA results obtained from Eq. (22) with an appropriate polarization function by taking the derivative, $F_{\text{im}} = -\partial V_{\text{im}}/\partial z_0$. One can see in Fig. 5 a strong dependence of the nonlinear TF image force on both the magnitude and the sign of charge carrier density $n$, whereas the linear results seem to work only at large enough distances $z_0$, with the RPA model showing a better agreement with the nonlinear TF results than the TF model. Notice that the slopes of the LTF lines follow from taking the derivative of the asymptotic limit of the image potential in Eq. (23), and are given for $n \neq 0$ by the zero temperature limit of the inverse screening length in Eq. (13), $q_s = 4\pi r_s k_F$. On the other hand, the nearly horizontal lines for the nonlinear TF and the RPA models with $n = 0$ show that intrinsic graphene behaves as a layer of material with effective dielectric constants of $\approx 3.57$ and $\approx 1 + \pi r_s/2 \approx 4.44$, respectively.

Finally, we analyze in Fig. 6 the image potential on a point charge $Z = 1$ above free graphene (panel a) and in the presence of a SiO$_2$ substrate with zero gap (panel b), at zero temperature. We show the results due to the nonlinear TF and the RPA models with $n = 0$ (thick solid and dotted lines, respectively) and $\pm 10^{13}$ cm$^{-2}$ (thin solid and dashed lines for the nonlinear TF, and thin dotted line for the RPA model), as well as the results due to the LTF model for $|n| = 10^{13}$ cm$^{-2}$ (thin dash-dotted line). We note that the nonlinear results were obtained by integrating the corresponding image force from $z_0$ up to typically 400 Å. One notices a relatively close grouping of all results, indicating that the linear models provide good approximations, especially at high density and large distances $z_0$.

However, the effects of doping of graphene are seen to be still quite strong giving, e.g., in the nonlinear TF model for free graphene the image potential of $V_{\text{im}} \approx -0.32$ eV at $z_0 = 10$ Å when $|n| = 10^{13}$ cm$^{-2}$, as opposed to $V_{\text{im}} \approx -0.26$ eV found at the same distance above intrinsic graphene. This points to possibly strong effects of doping in the asymptotic region of distances of relevance to the image potential states. While the discrepancy between the RPA and the nonlinear TF results, seen in Fig. 6 for free graphene at zero doping, stems from the difference seen in Fig. 5 between the effective dielectric constants of intrinsic graphene in those two models, one notices a near-perfect agreement of the RPA model with the nonlinear TF model in graphene doped by electrons to $n = 10^{13}$ cm$^{-2}$. However, nonlinear effects are still quite strong, especially at short distances, as illustrated by the observed asymmetry in the nonlinear TF model with respect to the sign of $n \neq 0$. For example, one finds in Fig. 6(a) that the image potential takes the value of $V_{\text{im}} \approx -1.93$ eV at $z_0 \approx 1.5$ Å above free graphene with $n = 10^{13}$ cm$^{-2}$, as opposed to $V_{\text{im}} \approx -1.66$ eV at the same distance with $n = -10^{13}$ cm$^{-2}$. This asymmetry due to doping of graphene by electrons or holes may have interesting and important consequences for, e.g., chemisorption of a Li atom, where the image potential shift of its 2s orbital level may be controlled by the applied gate potential and used to move around the resonance in the local DOS, and even possibly break the ionic bond between the Li atom and graphene. Finally, we note that we have estimated numerically the effects of non-zero temperature and the XC interactions in the nonlinear image potential for intrinsic graphene, and found that both these effects are negligible compared to the above effects of the doping density and nonlinear screening.

FIG. 6: Image potential $V_{\text{im}}$ (in eV) of a proton as a function of its distance $z_0$ (in Å) above graphene at zero temperature, for free graphene (upper panel) and for graphene lying on an SiO$_2$ substrate with zero gap (lower panel). Results from the nonlinear TF model are shown for equilibrium densities $n = 0$ (upper thick [black] solid line) and $\pm 10^{13}$ cm$^{-2}$ (lower thin [blue] solid and dashed lines, respectively). Results from the RPA model are shown by dotted lines for densities $|n| = 0$ (upper thick [black] line) and $10^{13}$ cm$^{-2}$ (lower thick [blue] line), as well as from the linearized TF model for density $|n| = 10^{13}$ cm$^{-2}$ (thin [blue] dash-dotted line).
IV. CONCLUDING REMARKS

We have solved a nonlinear TF equation for the radial dependence of electric potential in the plane of single-layer graphene due to an external point charge in the presence of a dielectric substrate with a finite graphene-substrate gap, \( h \), paying special attention to the effects of equilibrium charge carrier density \( n \), temperature \( T \), and separation between the charge and graphene \( |z_0| \). Large effects were found due to variations in both the magnitude and the sign of \( n \), illustrating the importance of both doping of graphene and the nonlinear screening, respectively. Temperature was found to mostly affect screening at low doping densities, satisfying the linear screening, respectively. Temperature was found to mostly affect screening at low doping densities, satisfying the inequality \( k_F = \sqrt{\pi |n|} \lesssim k_B T / (\hbar v_F) \), in such a way as to suppress the nonlinear effects. In addition, the existence of a non-zero gap, \( h \), between the substrate and graphene was found to exert non-negligible effects on the potential, mostly at small radial distances. We have moreover analyzed the effects in the potential due to nonlinear corrections in the density of states of graphene’s \( \pi \) electron bands, as well as due to the exchange and correlation interactions for the case of free, intrinsic graphene at zero temperature. While the former effect gives corrections of up to a few percent at positions directly underneath the external charge and diminishes at distances further out, the latter effect gives rise to the corrections of up to 5% at intermediate and large radial distances.

Comparisons were made with the results from a linearized TF (LTF) equation and from the RPA model of dielectric screening in graphene. While the LTF results are generally close to the nonlinear TF results at large radial distances and high densities \( |n| \) only, the RPA model also exhibits an improved agreement with the nonlinear TF model at short radial distances, owing to the short wavelength dielectric constant of graphene, which results from the inter-band electron transitions captured by the RPA model. Unlike the TF models, the RPA results exhibit Friedel oscillations around the potential from the linearized TF model at large radial distances in doped graphene, with amplitudes that increase with increasing gap \( h \), but are dampened by increasing separation \( |z_0| \) and increasing temperature.

Our most important conclusion is that nonlinear effects are strong over a broad range of radial distances, even at high doping densities \( |n| \) and large separations \( |z_0| \), as illustrated by the large ratios of the potential evaluated from the nonlinear TF model with the same amounts of doping by holes \( (n < 0) \) and by electrons \( (n > 0) \). This may be explained by a local shift of graphene’s density of states so that the Fermi level is forced to cross the neutrality point in that density at a certain radial distance, thereby reducing graphene’s polarizability when doping occurs with carriers of the same charge sign as the external particle. This asymmetry in the scattering potential for charge carriers in graphene with respect to the sign of \( n \) may be responsible for the observed asymmetry in graphene’s conductivity as the sign of the gate potential changes. However, such an effect of nonlinear screening of external charges will be suppressed at low doping densities when the temperature is sufficiently elevated, as described above.

Finally, we have analyzed the image interaction of an external charge due to polarization of graphene, where we compared the results evaluated from the solution of the nonlinear TF equation with those from the LTF and the RPA models. After elucidating the strong doping and nonlinear effects in the image force above free graphene at zero temperature, we have presented results for an image potential obtained by numerical integration of the nonlinear image force up to large distances from graphene, and compared them with the results of the linear models. The nonlinear image potential was found to exhibit relative variations due to doping of graphene up to \( |n| = 10^{13} \text{cm}^{-2} \), which may reach over 20% at distances \( |z_0| \sim 10 \text{Å} \), as well as to the nonlinear screening, where relative variation with the sign of \( n \) may reach about 20% at short distances, on the order of \( |z_0| \sim 1 \text{Å} \). These variations in the image potential were found to be somewhat reduced in the presence of an SiO\(_2\) substrate.

Our results for the electric potential in the plane of graphene due to an external charge may be relevant for calculations of its conductivity based on the Boltzmann transport model where this potential may be used directly in an expression for the transport relaxation time in the Born approximation, to reveal the effects of doping, nonlinear screening and temperature on conductivity. While this task is left for a future contribution, we comment here that our nonlinear TF results are likely to yield calculable effects due to the asymmetry in charge of the external particles based on the presently observed asymmetry with respect to the sign of \( n \) for a positive external charge. Moreover, our results for the nonlinear image potential may be found helpful in studying chemical processes near graphene, e.g., alkali atom chemisorption and intercalation as well as in the recent work on the electron image-potential states near graphene.
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