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ABSTRACT

Water quality parameters are derived applying several machine learning regression methods on the Case2eXtreme dataset (C2X). The used data are based on Hydrolight in-water radiative transfer simulations at Sentinel-3 OLCI wavebands, and the application is done exclusively for absorbing waters with high concentrations of coloured dissolved organic matter (CDOM). The regression approaches are: regularized linear, random forest, Kernel ridge, Gaussian process and support vector regressors. The validation is made with an independent simulation dataset. A comparison with the OLCI Neural Network Swarm (ONSS) is made as well. The best approached is applied to a sample scene and compared with the standard OLCI product delivered by EUMETSAT/ESA.\textsuperscript{1}
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1. INTRODUCTION

Case 2 absorbing waters, mainly located in the temperate and cold regions of the boreal zone -in Europe waters in Finland, Sweden and Estonia-, are challenge areas for Earth Observation water quality (WQ) estimation. Even if a widely studied problem, current methods often yield to large errors and uncertainties. These waters typically have fairly low total suspended matter (TSM) and chlorophyll\textsubscript{a} (Chl-a) contents, even though some cases of “black lakes” with high Chl-a and TSM values have been reported. The high dissolved organic matter concentration in these humic waters increases attenuation of light in the blue and green regions of the spectrum, and consequently decreases reflectance in the short wavelengths \cite{1}. Remote sensing techniques are used to retrieve the colored dissolved organic matter (CDOM) and derive the dissolved organic carbon (DOC), which plays a significant role in the carbon and energy cycle of lakes, and affect the quality of drinking water too. The photosynthetic pigment Chl-a is a key indicator of phytoplankton biomass, and knowing its concentration in water is essential for monitoring its quality. Chl-a is usually consider as the main parameter, yet CDOM is the more uncertain ocean color (OC) product. Information on water quality is then used in official directives like the Water Framework Directive (WFD) of the European Commission. Many of the algorithms developed to extract the three mentioned WQ parameters (CDOM, Chl-a, TSM) from remote sensing observations are based on empirical or semi-empirical methods, which are very accurate locally, but fail when the spatio-temporal range is surpassed \cite{2}. The objective of this study is to test the applicability for WQ retrieval of methods coming from the machine learning field, based both on linear and non-linear regression algorithms. The inputs used for training the models are the data from the C2X project database, which is based on simulated remote sensing reflectance ($R_{rs}$). We will explore the effectiveness of standard machine learning regression algorithms to map reflectances into WQ parameters. Namely, we will resort to neural networks, random forests, and kernel regression algorithms. In the present study, we use Hydrolight simulation datasets developed in the framework of the Case2eXtreme (C2X) project\textsuperscript{2} \cite{3}. The simulations selected here represent different conditions of the medium to high absorbing waters, with cases similar to the northern coastal Baltic Sea waters and many inland waters. These are Case 2 waters with high amounts of CDOM, and with great seasonal variation of Chl-a concentrations from the spring blooms ($10 - 120mgm^{-3}$) to the summer minimum ($1 - 3mgm^{-3}$) \cite{2}. During the central summer months, surface cyanobacteria blooms appear regularly (mean concentration of $5 - 30mgm^{-3}$). High absorption by CDOM distorts the Chl-a estimations at wavelengths $< 500nm$, which are the ones typically used in global Chl-a algorithms. The estimation of suspended solids is also important since it is related to water turbidity, and used as a parameter for the estimation of the water quality too.
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2. METHODS AND APPLICATION

2.1. Data collection

Highly absorbing or black waters are characterized by very low water-leaving radiance over the visible range. The maximum of \( R_a \) is typically < 0.005 sr\(^{-1} \) and located between 550 and 605 nm for Case-2 absorbing (C2A) cases. For extremely Case-2 absorbing waters (C2AX), the maximum shifts towards the red spectral range > 600 nm. We have selected all data classified as C2A and C2AX from the original Case2eXtreme dataset and we filtered it to cases with most widespread Chl-a-specific spectral absorption, i.e. not related to cyanobacteria. In total we have obtained 5570 data that we use to train the models, plus independent ≈ 1800 spectra for validation purposes. The spectral range is the one corresponding to the Sentinel-3 Ocean and Land Color Instrument (OLCI) configuration \(^3\), with a total of 15 bands: 400, 412.5, 442.5, 490, 510, 560, 620, 665, 673.75, 681.25, 708.75, 753.75, 778.75, 865, 885 nm. The CDOM (440 nm) absorption coefficient has a range between 0.098 and 20 m\(^{-1}\); while the Chl-a content range rises until 200 mg m\(^{-3}\). The TSM ranges between 0.02 – 10 g m\(^{-3}\). The broad water conditions of this dataset will serve as test for the global applicability of the proposed approaches.

2.2. Traditional approaches and ML methods

Empirical or semi-empirical algorithms used for the estimation of WQ parameters in C2A(X) waters are usually based on band-ratio algorithms. Those algorithms are mostly based on airborne and field measurements with negligible or only small atmospheric influence. Important wavelength ranges for the band ratio algorithms are: for CDOM retrieval between 400-600 nm taking 660-720 nm as reference. Chl-a algorithms based on band ratios or semi-analytical approaches are also centered in a few bands of the spectrum on the blue and the green spectral regions \(^4\). The TSM is usually estimated using a single band at 709 nm and not a ratio. Physically-based analytical approaches that use the full spectra are becoming more popular, but they are still computationally expensive. Neural network (NN) methods like the ones developed for MERIS \(^5\) and OLCI \(^6\) require of high quality input data and very good inversion models. The advantage of these more sophisticated methods is that they produce reasonable results and are not limited spatio-temporally. Machine learning approaches constitute an alternative to state-of-the-art models such as NN, or other well-established models, such as the NASA OC4. With the improvement of computer resources in computational times and robustness, more theoretical and experimental studies are developed to assess performance of these methods in a wide range of situations. In this exercise we use five machine learning (ML) algorithms for linear and non-linear regression: the (multivariate) linear regression (RLR), random forest regression (RFR) \(^7\), the kernel ridge regression (KRR) \(^8\), the Gaussian process regression (GPR) \(^9\) and the support vector machine regression (SVR). The code reproducing the results of this paper can be found in https://github.com/IPL-UV/mlregocean. In addition, an operational Matlab toolbox implementing all machine learning methods is available at https://github.com/IPL-UV/simpleR.

2.3. An application example

The experiment consists of retrieval of the three basic WQ parameters (Chl-a, TSM and CDOM) using the subset of the C2X dataset (see Section 2.1). Here, the \( R_a \) is the ratio of water-leaving radiance to downwelling irradiance above the sea surface. It refers to clear atmosphere with Sun at zenith and viewing angle exactly perpendicular. The OLCI spectral bands used are the common set found in many of the ocean color sensors used for WQ retrievals, and the one used by ESA in the official ocean dataset (see Section 2.1). Here, the
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The experiment consists of retrieval of the three basic WQ parameters (Chl-a, TSM and CDOM) using the subset of the C2X dataset (see Section 2.1). Here, the \( R_a \) is the ratio of water-leaving radiance to downwelling irradiance above the sea surface. It refers to clear atmosphere with Sun at zenith and viewing angle exactly perpendicular. The OLCI spectral bands used are the common set found in many of the ocean color sensors used for WQ retrievals, and the one used by ESA in the official ocean product processing of OLCI data. Statistics used to check the validity of the methods are: the coefficient of determination \( (R^2) \), the bias, the mean absolute error (MAE), the Pearson’s coefficient of correlation (R), and the root mean squared error (RMSE) in absolute (abs) quantities.

3. EXPERIMENTAL RESULTS

3.1. Numerical comparison

Fifteen OLCI bands are used as input for the five ML models. Other type of inputs, like band ratios \(^10\), are not included to test the global applicability of the methods, since the use of band ratios have usually a local component difficult to extrapolate. The Table 1 offers an overview of the metrics. The analysis by method and by parameter shows that RLR only works well with TSM. The RFR seems to work quite well for CDOM and TSM, with high correlation coefficients and low errors, but not so ideal for Chl-a. KRR and SVR have a good performance for Chl-a estimation, while the performance of the GPR approach is not as good as expected, in fact is surprisingly low. The GPR gives the best results when retrieving CDOM. The TSM variable seems to be less complex to retrieve, and all five methods give very good results, being KRR and the SVR the best ones. Figure 1 shows the distribution of the residual errors comparing the five models side by side for the three WQ parameter. The Chl-a estimation has larger errors than the other two (see change of the scale at the y axis). This is especially noticeable for RLR and KRR, being these approaches less robust to outliers. Both methods improve for CDOM and TSM, with in general better results except for the RLR in CDOM.

\(^{3}\)https://sentinel.esa.int/web/sentinel/technical-guides/sentinel-3-olci
Fig. 1. Application of model on test data: boxplots of the residuals per model and parameter.
Table 1. Numerical results obtained with the machine learning methods. Several scores are shown: coefficient of determination ($R^2$), bias, mean absolute error (MAE), Pearson’s correlation coefficient (R) and absolute root-mean-square error (RMSE).

| Models          | $R^2$   | bias   | MAE    | R    | RMSE    |
|-----------------|---------|--------|--------|------|---------|
| S3 bands, Chl   |         |        |        |      |         |
| RLR             | 0.553   | 0.021  | 5.547  | 0.746| 16.955  |
| RFR             | 0.750   | -0.182 | 3.199  | 0.866| 12.656  |
| KRR             | 0.730   | -0.405 | 4.971  | 0.855| 13.167  |
| GPR             | 0.438   | -0.894 | 4.356  | 0.711| 19.001  |
| SVR             | 0.698   | -1.495 | 3.098  | 0.842| 13.922  |
| S3 bands, CDOM  |         |        |        |      |         |
| RLR             | 0.605   | 0.001  | 1.781  | 0.781| 2.567   |
| RFR             | 0.991   | 0.005  | 0.144  | 0.995| 0.372   |
| KRR             | 0.983   | 0.019  | 0.224  | 0.991| 0.537   |
| GPR             | 0.996   | 0.008  | 0.113  | 0.998| 0.267   |
| SVR             | 0.892   | -0.245 | 0.683  | 0.952| 1.345   |
| S3 bands, TSM   |         |        |        |      |         |
| RLR             | 0.962   | 0.020  | 0.104  | 0.981| 0.149   |
| RFR             | 0.978   | 0.022  | 0.083  | 0.989| 0.114   |
| KRR             | 0.971   | 0.025  | 0.088  | 0.986| 0.130   |
| GPR             | 0.891   | 0.012  | 0.085  | 0.945| 0.252   |
| SVR             | 0.971   | 0.029  | 0.088  | 0.986| 0.130   |

3.2. Analysis of the models

The analysis of the models is made using the permutation plots shown in Figure 2. The permutation test measures the relevance of each input, in this case the bands -they are shown as bars of different colors- in the models by accounting the error produced when that input is removed from the set. Only the permutation plots of the best models are shown in Figure 2 (Chl-a, CDOM and TSM from top to bottom). The RFR model is one of the simplest approaches, and still gives fair results for all three cases. For Chl-a the bands with more weight are the ones in the red part of the spectrum (673 to 709 nm), which are effectively the ones usually taken for the empirical band ratio algorithms in Case 2 waters. The SVR permutation plot for Chl-a tells a slightly different story, and the bands in the blue and green have more relevance here, giving to the red part of the spectrum still certain role. The CDOM RFR plot shows the maximum weight of the 400 nm blue band, which is also expected because the absorption maximum of CDOM takes place in these spectral ranges (400-440 nm). The contrast of this band with the spectrum in the red (620-709 nm) are the inputs used in CDOM band-ratio algorithms in many studies. The TSM permutation plot for RFR shows the importance of the 680 nm and > 800 nm bands for the determination of suspended solids. The most relevant bands for SVR method for TSM are again the red range and its contrast with the blue bands, combination used also in many band-ratio empirical algorithms [4].

4. VALIDATION

4.1. Validation of the models

As indicated before, the validation is done using an independent dataset. In general quite high coefficients of correlation are found ($> 0.9$) for CDOM and TSM, except for the RLR method for CDOM (0.781). Chl-a shows worse results than the other two parameters, with a range between $0.7 > r < 0.86$ (see Table 1), and higher standard errors. Again the RFR and KRR have a better adjustment. RFR and GPR are the two best models for CDOM, especially the GPR, with really small standard errors and an almost 1:1 adjustment between measured and estimated data. For the TSM all models work pretty well, with the RFR (with a slight positive bias) and the KRR and SVR with very similar and outstanding results, followed closely by the RLR (Figure 3).

One example of the application of the models to an OLCI scene is shown in Figure 4. The scene was downloaded from the CODA EUMETSAT service [4] and the date of acquisition is 24 May 2016 (IPF-OL-2 06.11). We used the $R_s$ bands from C2RCC algorithm [5] available in the Sentinel-3 Toolbox of the SeNtinel Application Platform (SNAP) as inputs for the models. We focused the analysis on the Peipsi lake in Estonia, but the scene maps a big part of the Baltic Sea and the Gulf of Finland. The $ADG443\_NN$ stays besides the CDOM GPR product, with very similar patterns and values. The $CHL\_NN$ shows bigger dissimilarities with the RFR Chl-a product in terms of values, but patterns are again very similar.$TSM\_NN$ is compared with the TSM KRR model and both products show similar patterns, with small differences mapped in the shores of the lake.In general, maximum differences occur in areas already identified as the ones with maximum uncertainties in the associated bands (not shown).
4.2. Comparison with ONNS

Results of the methods are also compared with the outputs of the ONNS (version 0.4), developed within the C2X project [3]. ONNS uses a fuzzy logic classification scheme for selecting and blending optimized neural networks. Thirteen optical water
types have been identified for selected OLCI wavebands based on $R_{rs}$. Three sets of NNs have been used to derive concentrations (Chl-a, CDOM, TSM), selected IOPs and other OC products. A direct comparison with the results shown in previous section is not possible since we merged the two water classes in one, and further filtered the data. However, attending at the statistics published in Table 3 of [6], we observe that the ONNS method gives results very similar to the ML approaches applied here: the Chl-a seems to be retrieved with more difficulty than the other two parameters (much higher RMSE and bias and lower $r$), while CDOM and TSM show comparable good results with $r > 0.9$ and comparable low RMSE, slightly higher in the C2AX cases.

5. CONCLUSION

To overcome the disadvantages of the spatio-temporal limitations of the semi-empirical algorithms, five ML regression methods are tested using as training simulated $R_{rs}$ from the C2X project. The used simulated data represents medium to high absorbing waters with high CDOM concentrations, variable Chl-a content and relatively low TSM. The OLCI band configuration is used as basis. Results show that ML linear and non-linear regression methods are very efficient when using all available bands, adding information coming from different parts of the spectrum. For the three parameters (Chl-a, CDOM and TSM) retrieved, RLR is not the best in any case, but it is still good enough for TSM, which could be advantageous due to its easy implementation.
For Chl-a and CDOM, RFR and GPR seem to be the best options, giving better or similar results than other more sophisticated approaches like C2RCC and ONNS. The possibility of making further tests with the other water types -complete C2X dataset-; and the use of other approaches like the deep GP are open lines of research.
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