Organic polariton lasing and the weak- to strong-coupling crossover
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Following experimental realizations of room temperature polariton lasing with organic molecules, we present a microscopic model that allows us to explore the crossover from weak to strong matter-light coupling. We consider a non-equilibrium Dicke-Holstein model, including both strong coupling to vibrational modes and strong matter-light coupling, providing the phase diagram of this model in the thermodynamic limit. We discuss the mechanism of polariton lasing, uncovering a process of self-tuning, and identify the relation and distinction between regular dye lasers and organic polariton lasers.

Bose-Einstein statistics underpin both the thermal equilibrium phenomenon of Bose-Einstein condensation, and the non-equilibrium phenomenon of lasing. Lying between these two extremes, there now exist several experimental platforms; in particular exciton-polaritons (quasiparticles resulting from strong coupling between photons and excitons) in semiconductor microcavities at cryogenic temperatures [13, and photons in dye-filled microcavities at room temperature [14]. Since these microcavities are imperfect, they are sources of coherent light (as is a laser), but differ in mechanism from photon lasing [5, 6]. Indeed, polariton lasing does not need electronic inversion, and so it is often stated that it can provide coherent light sources with ultra-low thresholds. Polariton lasing can also occur at room temperature in appropriate materials: inorganic materials such as wide bandgap semiconductors [7, 9] and two-dimensional materials [10], and the focus of this Letter, organic materials [11–13].

Polariton condensation in organic materials prompts interesting questions regarding the mechanisms of polariton relaxation and lasing. Excitons in organic materials are Frenkel excitons — electronic excitations of a molecule or chromophore delocalized by hopping [14]. Excitons in organic materials typically show complex absorption and emission spectra, due to strong coupling between the electronic state and the nuclear configuration, leading to rovibrational dressing. This causes a Stokes shift, so that emission is at longer wavelengths than absorption. Spectral separation of emission and absorption underpins the operation of dye lasers [15], allowing gain without electronic inversion. Since both strong matter-light coupling and large Stokes shifts are expected to reduce the lasing threshold, how they act in concert is of both fundamental interest and practical relevance.

Theoretical modeling of polariton condensates can follow a number of approaches. To describe the macroscopic pattern formation and superfluid hydrodynamics it mostly suffices to use the phenomenological complex Gross-Pitaevskii equation [6, 16]. However, similar equations also apply for a photon laser [17, 18], so such approaches cannot be used to understand the relation between polariton and photon lasing, or the particular properties of organic polaritons. To answer such questions, a more relevant approach is to use kinetic equations for the population of polaritons and excitonic reservoir, with decay rates accounting for vibronically assisted processes [19, 22] relevant in organic materials. This approach has been used to understand the onset of lasing in anthracene microcavities [23] and J-aggregated dyes [24]. It however assumes polariton modes are well defined, so cannot access the weak- to strong-coupling crossover. In this Letter we will work from a microscopic Hamiltonian which can, in the appropriate limit, recover both the physics described in such a kinetic model, as well as that of a dye laser in weak coupling.

We consider the non-equilibrium Dicke-Holstein model, presented below, which describes many molecules (with vibrationally dressed electronic transitions) coupled to a common photon mode. The equilibrium phase diagram of this model has been presented elsewhere [25]. Similar models have been used to understand the absorption and photoluminescence spectra of organic polaritons [26, 29], and to explore whether strong matter-light coupling affects chemical reactions [30, 32]. Despite this, the non-equilibrium dynamics of this model, when both photons and vibrations couple strongly to the electronic state, has not been explored. If coupling to vibrations is weak, one can eliminate these using Bloch-Redfield-Wangsness theory [33, 34] to capture the relaxation dynamics. For weak coupling to light, rate equations are available [35–38], describing photon condensation. For a few molecules, one can use exact numerical methods, treating the vibrational modes as a non-Markovian dissipation process [39, 40]. However, the thermodynamic limit with many molecules and strong coupling remains a challenge, which we address here.

In this Letter we present the phase diagram of the non-equilibrium Dicke-Holstein model, exploring the crossover from weak to strong matter-light coupling. We uncover how the mechanism underlying polariton lasing evolves with coupling strength. In the weak coupling limit, we recover the results of models of photon condensation [35, 36], while for strong coupling our results are consistent with kinetic models [21]. Finally, we address
the practically significant question of whether strong coupling reduces lasing threshold, and the optimal parameters to realize polariton lasing.

![Figure 1. (a) Cartoon illustrating our model: many molecules (N-level systems) are coupled to a cavity mode. (b-d) Weak coupling behavior. (b) Emission and absorption spectra of the molecules. (c) Weak coupling phase diagram. The cyan dashed line marks the phase boundary without vibrational dressing (S = 0). (d) Dominant molecular transitions coupled into the lasing mode at threshold. All energies are measured in units of ε ≡ 1, other parameters are S = 0.1, ωo = 0.2, Γt = 10−4, Γs = 0.03, γv = 0.02, kBT = 0.025, Nv = 4.

We consider a single cavity mode, with frequency \( \omega_c \), coupled to \( N_m \) organic molecules as illustrated in Fig. 1(a). We model each molecule as two electronic states (HOMO and LUMO levels), dressed by a bosonic mode (describing a well-defined vibrational mode of the molecule) which is strongly coupled to the electronic state. This yields the Dicke-Holstein model:

\[
H = \sum_n \left\{ \varepsilon \sigma_n^x + \omega_o \left[ b_n^\dagger b_n + \sqrt{S} \sigma_n^z (b_n^\dagger + b_n) \right] \right\} + \omega_c a^\dagger a + g (a^\dagger + a) \sum_n \sigma_n^z + \frac{g^2 N_m}{\varepsilon} (a^\dagger + a)^2, \tag{1}
\]

where \( \sigma_n^{x,y,z} \) are Pauli matrices describing the electronic state of molecule \( n \), \( b_n^\dagger \) creates a vibrational excitation on molecule \( n \), and \( a^\dagger \) creates a photon. To explore the ultrastrong matter-light coupling regime we do not make a rotating-wave approximation and we include a diamagnetic \( A^2 \) term, which prevents a ground state superradiant transition (see [44,45]). We note the diamagnetic term could be eliminated by a Bogoliubov transform, yielding a model without the \( A^2 \) term, but with a modified photon frequency \( \omega_c^{\text{eff}} = \sqrt{\omega_c (\omega_c + 4g^2 N_m/\varepsilon)} \), and matter-light coupling \( g^{\text{eff}} = g/\omega_c/\omega_c^{\text{eff}} \). We characterize matter-light coupling by the "bare" polariton splitting \( g\sqrt{N_m} \), which would be the splitting between the upper and lower polariton in the limit \( S \to 0 \).

To include incoherent pumping and decay processes, we use a Lindblad master equation [40] of the form:

\[
\dot{\rho}(t) = -i[H, \rho] + \kappa \mathcal{L}[a] + \sum_n \left( \Gamma_1 \mathcal{L}[\sigma_n^+] + \Gamma_1 \mathcal{L}[\sigma_n^-] + \gamma_1 \mathcal{L}[b_n^\dagger - \sqrt{S}\sigma_n^z] + \gamma_1 \mathcal{L}[b_n - \sqrt{S}\sigma_n^+] \right), \tag{2}
\]

where \( \mathcal{L}[X] = X\rho X^\dagger - \{X^\dagger X, \rho\}/2 \). We include excitonic pumping and decay with rates \( \Gamma_1, \Gamma_2 \) respectively, and photon loss with rate \( \kappa \). We also include dephasing of the electronic transition at rate \( \Gamma_2 \). The main source of this dephasing is the other molecular vibrational and rotational modes, weakly coupled to the electronic transition (in contrast to the strongly coupled mode included in the Hamiltonian). The final two terms describe relaxation of the vibrational mode to thermal equilibrium at temperature \( T_v \), accounting for the electronic-state-dependent vibrational displacement. These rates are thus \( \gamma_1 = \gamma_v n_B, \gamma_1 = \gamma_v (n_B + 1) \) where \( n_B = [\exp(\omega_v/kBT_v) - 1]^{-1} \).

Throughout this Letter we measure energies in units of the electronic transition energy, so \( \varepsilon \equiv 1 \) by definition — typical physical values are \( \varepsilon \approx 1-2\text{eV} \) — other parameters are given in the caption of Fig. 1. We choose parameters that are physical and demonstrate side-peaks in the molecular spectra, Fig. 1(b). The resulting weak coupling phase diagram, Fig. 1(c), is straightforward to understand. The threshold \( \Gamma_1^{th} \) is reduced compared to the case without vibrational dressing (cyan line in Fig. 1(c)), and shows local minima when the cavity frequency matches the emission side-peaks at \( \omega_c < 1 \). In contrast \( \Gamma_1^{th} \) increases when the cavity matches the absorption side-peaks for \( \omega_c > 1 \).

Our aim is to consider the large \( N_m \) limit of this model exactly, allowing both for strong matter-light coupling and strong coupling between vibrational and electronic states. In the large \( N_m \) limit, a mean-field (i.e. Maxwell-Bloch) treatment of the Dicke model becomes exact [47,48]. There is however no decoupling between electronic and vibrational degrees of freedom. Instead we define generalized molecular operators, describing an \( N \)-level system as a whole, with \( N = 2N_v \) for \( N_v \) vibrational levels, where the choice of \( N_v \) depends on the value of \( S \). We write the operators for this \( N \)-level system using a basis of generalized Gell Mann matrices \( \lambda_i \) [49], satisfying \( \text{Tr}(\lambda_i \lambda_j) = 2\delta_{ij} \). This enables us to write any operator as \( O = (\lambda_i/2)\text{Tr}(O\lambda_i) \) [50]. We may then write the Hamiltonian as:

\[
H = \omega_c a^\dagger a + \sum_i [A_i + B_i (a^\dagger + a)] \lambda_i^{(n)} + \frac{g^2 N_m}{\varepsilon} (a^\dagger + a)^2, \tag{3}
\]

with summation convention over \( i \), where \( A_i, B_i \) can be found by constructing the molecular operators in Eq. (1) as \( N \times N \) matrices, and taking traces. The Lindblad
master equation can be rewritten in the same way:
\[
\dot{\rho}(t) = -i [H, \rho] + \kappa \mathcal{L}[\rho] + \sum_{\mu} \mathcal{L} \left[ c_{\mu}^\dagger \lambda^{(n)} \right].
\] (4)

The sum over \( \mu \) is over the five molecular dissipative channels in Eq. \( \text{[2]} \). If these terms are written as \( \sum_{\mu} \Gamma_{\mu} \mathcal{L}[J_{\mu}] \) then we have \( c_{\mu}^\dagger = \sqrt{\Gamma_{\mu}} \text{Tr}(J_{\mu} \lambda_i)/2 \).

The mean-field decoupling is realized by deriving the equations of motion for variables \( \alpha = \langle a \rangle, \xi = \langle \lambda_i \rangle \), where \( \langle O \rangle = \text{Tr}(\rho O) \), and then assuming \( \langle a \xi_i \rangle = \langle a \rangle \langle \lambda_i \rangle \) to give the coupled differential equations:
\[
\partial_t \alpha = -\left( i\omega_c + \frac{\kappa}{2} \right) \alpha - 4i \frac{g^2 N_m}{\varepsilon} \text{Re}[\alpha] - i N_m B_i \xi_i, \quad (5)
\]
\[
\partial_t \xi_i = \left( \xi_{ik} + 4 f_{ijk} B_j \text{Re}[\alpha] \right) \xi_k + \frac{4i}{N} \sum_{ij} \mu \xi_i^* f_{ijk}, \quad (6)
\]
where \( \xi_{ik} = 2 f_{ijk} A_j + i c_i^\dagger c_{\mu}^\dagger (f_{ilp} \xi_{mpk} + f_{mip} \xi_{pk}) \) with \( \xi_{jk} \equiv \text{Tr}(\lambda_i \lambda_j \lambda_k)/2 \), and \( f_{ijk} \equiv \text{Tr}[(\lambda_i, \lambda_j, \lambda_k)]/4i \).

Mean-field theory shows a phase transition between a normal state with \( \alpha = 0 \), and a state with \( \alpha \neq 0 \) which we denote as a laser but which may be either photon or polariton lasing. The phase boundary can be found by considering when fluctuations about the normal state are unstable. We thus write linearized equations of motion for fluctuations \( \alpha = \delta \alpha, \xi = \xi_{\text{ns}} + \delta \xi \), where \( \xi_{\text{ns}} \) is the normal state solution. Defining \( \nu = (\delta \alpha, \delta \nu^*, \delta \xi)^T \) we can write \( \partial_t \nu = \mathcal{M} \nu \), and find the eigenmodes, \( \mathcal{M} \nu_k^b = \xi_k^* \nu^k \).

The real part of \( \xi_k^* \) gives the growth (positive) or decay (negative) rate of a mode, while the imaginary part gives its oscillation frequency.

From the eigenvector \( \nu_k^b \) we can also find the contributions of different molecular transitions to the given unstable mode (see \( \text{[15]} \) for details.) As an example of this, Fig. \( \text{[1]}(d) \) shows the composition of the unstable mode precisely at the lasing threshold, i.e. along the phase boundary shown in Fig. \( \text{[1]}(c) \). We see that where the threshold is low, the (1–0) transition contributes most, while where the threshold is high, the (0–1) transition dominates. In this Letter we show results with up to three vibrational excitations, i.e. \( N = 8 \). Our results are converged for this choice as shown in \( \text{[15]} \).

Using the methods above, we now explore how strong coupling to light modifies the phase diagram, and understand the physics responsible for this modification. Figure \( \text{[2]} \) shows the evolution of the \( \omega_c, \Gamma \) phase diagram as matter-light coupling increases, focusing on the low pumping regime. At moderate coupling, \( g\sqrt{N_m} = 0.1 \), we see the same form as for weak coupling, with a minimum (maximum) threshold at \( \omega_c \approx \varepsilon \mp \omega_v \). As \( g\sqrt{N_m} \) increases, the most striking feature is that the lobe at \( \omega_c \approx \varepsilon - \omega_v \) bends and, at weak pumping, extends to significantly higher cavity frequencies. This eventually leads to a re-entrant phase diagram.

To understand the origin of this extension of the lobe to high cavity frequencies, we explore the nature of the unstable mode. Figure \( \text{[3]} \) shows the composition of the unstable mode, and the frequency of all modes for three cuts across the phase diagram at fixed pump power at weaker and stronger coupling. For orientation, we first summarize the more straightforward behavior seen at weaker coupling, \( g\sqrt{N_m} = 0.1 \). In Fig. \( \text{[3]}(a) \), for low pumping \( \Gamma \downarrow = 0.4 \Gamma \uparrow \), the frequencies of the normal modes show a small polaritonic splitting where the effective photon frequency \( \frac{\omega_v}{\Gamma} \) crosses molecular transitions, most clearly the zero phonon line at \( \text{Im}[\varepsilon] = \varepsilon = 1 \) i.e the (0–0) transition. Lasing occurs when the bare photon frequency is close to the (1-0) or (2-0) transitions (but with different strengths for these two transitions). Indeed, as seen in Fig. \( \text{[3]}(d) \), the unstable mode predominantly involves the (1–0) transition, crossing over to the (0–0) transition as \( \omega_c \) approaches the zero phonon line. As pumping increases to \( \Gamma \downarrow = 1.8 \Gamma \uparrow \), Fig. \( \text{[3]}(c,f) \), saturation suppresses the polariton splitting, and lasing is possible over a wider range of frequencies. Finally, at \( \Gamma \downarrow = 1.8 \Gamma \uparrow \), Fig. \( \text{[3]}(c,f) \), excitonic pumping exceeds decay, so we have electronic inversion, and can achieve lasing even where the absorption spectrum exceeds emission. Here we have two lasing regions at low and high frequencies. At yet higher pump strengths, these regions join.

At stronger coupling, \( g\sqrt{N_m} = 1.0 \), the picture changes dramatically. For weak pumping, Fig. \( \text{[3]}(g) \) now shows a much clearer anticrossing, but also shows a new feature: locking between the frequencies of the polariton and of the (1–0) vibrational sideband. This frequency locking persists over the range of cavity frequencies for which lasing occurs. As such, although the bare photon frequency is high, the lower polariton mode is at a lower frequency, and is self-tuned to allow feeding by the (1–0) molecular transition \( \nu_\uparrow \). Thus, at strong coupling, the system can self-tune to support such feeding.
As pumping increases to $\Gamma_{\uparrow} = \Gamma_{\downarrow}$, the polaritonic self-tuning effect reduces and we no longer have lasing over such a wide range of cavity frequencies. As noted above, stronger pumping suppresses the polaritonic splitting, and this prevents the self-tuning effect (similar suppression of effective matter-light coupling is caused by increasing the dephasing rate $\Gamma_z$, see [45]). We nonetheless still have notable polaritonic splitting at low cavity frequencies. The molecular transitions involved in lasing in Fig. 3(k) is similar to that in Fig. 3(e), but now (0–1) and (1–1) transitions play a larger role, as strong coupling admixes more electronic transitions into the polariton. As we further increase pumping to $\Gamma_{\uparrow} = 1.8\Gamma_{\downarrow}$ we now have two distinct lasing regimes: at low cavity frequency, there is polariton lasing, but at high cavity frequencies, lasing is at the bare cavity photon frequency (see [45] for an extended figure).

Having analyzed the structure of the phase diagram, we next consider whether strong matter-light coupling is a direct route to reduce the lasing threshold. In Fig. 4(a–c) we plot phase diagrams vs $\Gamma_{\uparrow}$ and $g\sqrt{N_m}$ at three different bare photon frequencies, and we compare these to the phase boundary predicted by weak coupling theory, see [45] for details. In all cases, we see the threshold reduce with increasing coupling. For cavity frequencies near the (1-0) transition, Fig. 4(a), the weak coupling prediction of the phase boundary matches the full results well. For this optimal frequency, while threshold pumping does reduce with increasing coupling, it saturates as the system enters the strong coupling regime (where $g\sqrt{N_m}$ is larger than the linewidth $\Gamma_z$). However, for cavity frequencies near the absorption side-peak at the (0-1) transition, Fig. 4(c), one sees the full calculation predicts a dramatically lower threshold than is predicted by weak coupling, and the threshold continues to reduce even after entering the strong coupling regime.

In Fig. 4(d) we summarize the data by plotting the minimal pumping strength (optimized over cavity frequency $\omega_c$) required for lasing at a given matter-light coupling strength. While this optimized pump strength changes little above $g\sqrt{N_m} = 0.1$, the results of Fig. 2 clearly show that the range of cavity frequencies compatible with low threshold lasing does increase significantly.

In conclusion, we have presented the phase diagram of the non-equilibrium Dicke-Holstein model. At strong coupling, self-tuning can optimize feeding by a vibrational sideband, leading to lasing over a wide range of cavity frequencies. The minimum threshold is reduced as one approaches strong coupling, but does not change as coupling is further increased. Our results and approach open up a number of possible future directions: One may go beyond mean-field description with a cumulant expansion [48, 52–54] and explore the spectral properties of emission and also luminescence below lasing threshold.
Further, considering a multimode Dicke model, one can study thermalization of mode populations, analogous to that seen for weak-coupling photon BEC. Finally, one may consider more complex models, combining multiple vibrational modes in the system, or using Redfield theory with the true system eigenstates to better capture the physics of structured baths, leading to a more realistic master equation. This may allow one to capture physics otherwise requiring numerically intensive non-Markovian simulations. Together, these provide an efficient route to understand the full range of weak and strong matter-light coupling for polariton condensation and lasing.
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SUPPLEMENTARY MATERIAL FOR: "ORGANIC POLARITON LASING AND THE WEAK- TO STRONG-COUPLING CROSSOVER"

ROLE OF DIAMAGNETIC $A^2$ TERM

This section discusses the role of the diamagnetic $A^2$ term, allowing one to disentangle the effects of this term vs other effects of strong coupling on the form of the phase diagram.

As noted in the text, this $A^2$ term is included in order to avoid a ground-state superradiant transition, following the results of Rzażewski et al. [42]. Without the diamagnetic term, the ground state of the Dicke model at strong coupling is a state with a macroscopic occupation of the photon [41], even in the absence of pumping. The inclusion of the $A^2$ term, with a coefficient determined by the oscillator strength sum rule prevents this transition occurring [42], so the ground state remains stable at all coupling strengths. Recently the question of whether a phase transition is in fact possible in the ground state has been re-opened, with a consensus developing that a transition is possible, but driven by dipole-dipole interactions between atoms when in the appropriate geometry [43, 44]. We neglect the possibility of this ferromagnetic transition here, and include an $A^2$ term so that only the transition induced by incoherent pumping is present.

Figure S1 compares the phase diagrams (vs bare cavity frequency and pumping) with (left) and without (right) the diamagnetic $A^2$ term. In the phase diagrams without the $A^2$-term a superradiant phase is present at low photon frequencies and low pumping. As discussed elsewhere [54], this superradiant state can be distinguished from the lasing state by the nature of the instability and the spectrum of the emission: ground state superradiance is a stationary steady state, while the lasing state is at finite frequency, and thus is time dependent in the lab frame. As a consequence, the superradiant state instability involves a single unstable frequency (regions marked red on Fig. S1), while the lasing state instability involves a complex conjugate pair of unstable modes (regions marked black on Fig. S1).

Regarding the effect of the $A^2$ term on the shape of the polariton lasing region, we see from Fig. S1 that the lasing phase remains a similar shape, although the characteristic frequency ranges are significantly rescaled at strong coupling. As pointed out in the Letter, the $A^2$ term has a twofold effect. Firstly, it leads to renormalization of the effective photon frequency $\omega_{\text{eff}}$, which leads to a $g$-dependent effective detuning. Secondly, it reduces the effective exciton-photon coupling. In the ultrastrong coupling shown in Fig. S1(e,f), the combination of these effects results in the effective decoupling of the photon from the molecular excitations, causing the lasing region to shrink to a significantly lower frequency range. As the shape is similar, we can be clear the bending of the lasing lobe is not associated with the $A^2$ term.

EFFECT OF VIBRATIONAL TRUNCATION

In Fig. S2 we show the dependence of the phase diagram on the number of vibrational states $N$. We show results for $S = 0.1$ and for two values of matter-light coupling, $g\sqrt{N_m} = 0.1$ and $g\sqrt{N_m} = 1.0$, corresponding to the top left and bottom right panels of Fig. 2 in which we used $N_v = 4$. For the weaker coupling, $g\sqrt{N_m} = 0.1$, as $N_v$ increases the phase diagram retains a similar structure, but one can see the appearance of new peaks at $\omega_c \approx 0.6, 0.4, 0.2$ corresponding to (2-0), (3-0) and (4-0) transitions respectively. For stronger coupling, $g\sqrt{N_m} = 1.0$, we see a similar emergence of extra peaks, and a slight evolution of the extended lasing lobe. In both cases we see that the results do not differ significantly between $N_v = 4$ and $N_v = 5$, confirming we can safely use $N_v = 4$ in our Letter.

For $S = 0.1$, we can in fact expect from simple arguments that the dominant physics comes from single vibrational excitation. For an isolated molecule, neglecting strong coupling, the probability for a $(n-0)$ transition...
is $P_n = e^{-S} S^n / n!$, thus for $S = 0.1$, we would expect results to be dominated by $n = 0, 1$. The behavior shown in Fig. S2 shows that despite this, higher vibrational states do play some role even for these small values of $S$.

EFFECT OF VIBRATIONAL PROPERTIES ON PHASE DIAGRAM

In this section we show how the frequency and decoherence rates of the vibrational mode affect the phase diagram at strong matter-light coupling.

Effect of vibrational damping rate

Since the self-tuning that leads to the extension of the lasing region to high cavity frequencies requires strong coupling, we expect that incoherent processes (which suppress strong coupling) will reduce the self-tuning. To check this, in Fig. S3 we show phase diagrams for very strong coupling $g \sqrt{N_m} = 1.0$, varying the relaxation rate of the vibrational mode $\gamma_v$ and the excitonic dephasing rate $\Gamma_z$. Increasing either of these quantities leads to a similar effect on the phase diagram: The size of the re-entrant region, associated with the self-tuning effect, reduces. Both of these quantities lead to extra dephasing of the molecular states, this reduces the effective matter-light coupling and hence suppresses the self-tuning effect.

Effect of vibrational frequency

In Fig. S4 we explore the effect of changing the frequency of the vibrational mode. We plot the phase diagrams and spectrum at the pump strengths corresponding to the maximal range of self-tuning, in the strong coupling regime, $g \sqrt{N_m} = 1.0$, for $\omega_v = 0.1, 0.2, 0.3$. From these figures we can observe that the bending of the low pumping lasing peak and re-entrant behavior is present at all $\omega_v$. We thus see that the existence of the self-tuning effect is independent of the mode frequency. However, as expected, the self-tuned lower polariton frequency moves to follow the vibrational sideband.

The shape and extent of the lasing peak does however change with vibrational frequency. Notably, the peak extends to the highest cavity frequencies at small $\omega_v$, but extends to the lowest pump strength at large $\omega_v$. The behavior at small $\omega_v$ can be understood as a result of the vibrational sidebands becoming less well defined as the vibrational frequency approaches the incoherent linewidth. At large $\omega_v$, there is a reduction in the effective matter-light coupling strength, due to polaron formation [29, 30], however the parameters chosen here are always in the regime where the re-organization energy $\omega_v S$ is smaller than the Rabi splitting $g \sqrt{N_m}$, so
as discussed in Ref. [29], polaron formation is strongly suppressed.

**NATURE OF THE LASING INSTABILITY**

In this section we provide further details on the calculation of the vibrational composition of the lasing mode, and present figures illustrating the evolution of the spectrum.

**Composition of linear stability eigenmodes**

To determine the molecular transitions corresponding to a given unstable mode, we note that from the eigenvector \( v = (\delta \alpha, \delta \alpha^*, \delta \ell)^T \) of the stability matrix \( M \), we can extract the matter part \( \delta \ell \) and so construct the corresponding molecular density matrix, \( \rho(t) = \rho_{nm} + A(\delta \ell e^{iT} + \delta \ell^* e^{IT})\lambda_i/2 \) where \( A \) is an arbitrary amplitude and \( \rho_{nm} \) is the normal state density matrix. (For simplicity of notation, we neglect the superscripts on \( \delta \ell \) and \( \xi \) labeling eigenmodes.) The complex conjugates appearing here are required in order to guarantee Hermiticity (given the Gell Mann matrices are defined to be Hermitian). This step is crucial since the equations of motion mix \( \ell_i \) and \( \ell_i^* \). To find the amplitude of the oscillatory component of a given element of the density matrix \( \rho_{ij} \), we first define the matrix \( r = \delta \ell_i \lambda_i/2 \) and then note the oscillatory component of \( \rho_{ij} \) takes the form

\[
\delta \rho_{ij} = r_{ij} e^{i\xi} + r_{ij}^* e^{-i\xi}
\]

While the diagonal components of a density matrix give the molecular state populations, nondiagonal ones correspond to coherences. In particular, the block of the density matrix which is off-diagonal in terms of electronic states gives the weights of molecular transitions involved in lasing. For the diagonal components of the density matrix we can immediately write \( \delta \rho_{ii} = 2|\delta \ell_i| \cos (\xi^t + \text{Arg}(r_{ii})) e^{i\xi} \) where \( \xi, \xi^t \) denote real and imaginary parts of the eigenvalue respectively. For the off diagonal components, the behavior is more complex as in general \( |\delta \rho_{ij}| \neq |\delta \rho_{ji}| \); we thus expect that the quantity \( \delta \rho_{ij} \) traces an elliptical spiral in the Argand plane.

\[
\delta \rho_{ij} = [A_B \cos(\xi^t + \phi) + i r_B \sin(\xi^t + \phi)] e^{i\theta + \xi^t}.
\]

One may readily show that the semi-major and semi-minor axes of this ellipse are given by \( r_{AB} = |\delta \rho_{ij}| \pm |\delta \rho_{ji}| \), while \( \phi, \theta = [\text{Arg}(r_{ij}) \pm \text{Arg}(r_{ji})]/2 \). Given this behavior, we define the amplitude of a given component by the semi-major axis. The contribution of a given molecular transition \((n-m)\) to the lasing mode thus corresponds to the amplitude \( |r_{nm} \cdot \alpha| + |r_{mn} \cdot \alpha| \).

**Evolution of spectrum with coupling**

In Fig. S5 we showed the evolution of the spectrum with increasing pumping. Here, in Fig. S5 we complement this by showing how the spectrum evolves with increasing matter-light coupling at weak pumping. We clearly see how the polariton splitting increases and self-tuning develops with increasing coupling. We may also note that the real part of the unstable eigenvalue increases, so the lasing instability will develop on a shorter timescale.

**Transition from polariton to photon lasing**

In Fig. S6 we show the spectrum for the same parameters as in Fig. S1 (strong coupling and strong pumping), but over an extended axis range. This figure illustrates the transition between the two different lasing states which occurs in this regime. For low cavity frequencies (around \( \omega_c \approx 1.5 \)) the system supports self-tuning and we get polariton lasing. However at larger cavity frequencies, the larger detuning in combination with strong pumping suppresses strong coupling leading to “normal” lasing at effective photon frequency \( \omega_{\text{eff}} \). As this regime leads to effectively weak coupling photon lasing, we find the growth...
rate for this second lasing instability is much slower than in the polariton lasing regime.

We note that in this figure, because we use \( N_v = 4 \), we see only a limited range of vibrational sidebands. A calculation with large \( N_v \) would show a sequence of sidebands up to higher frequency (but with a weight that decreases as one goes to higher frequencies).

Figure S6. Spectrum for \( \sqrt{N_m} = 1.0 \), \( \Gamma^\uparrow = 1.8 \Gamma^\downarrow \) on an enlarged axis. Line colors and styles as in Fig. 3, parameters as in Fig. 1.

PHASE BOUNDARY VS COUPLING STRENGTH

In this section we discuss further the phase boundaries and minimum lasing threshold shown in Fig. 4. We provide further cuts of the phase diagram at different cavity frequencies, present the optimal cavity frequency at a given coupling strength, and provide details of the weak coupling calculation that is shown in Fig. 4(a-c).

Evolution of phase boundary with cavity frequency

We first provide further detail on the how the phase boundary evolves with cavity frequency. Figure 4(a-c) presents the phase diagrams at three specific frequencies; to show more clearly how the phase boundary evolves with frequency, the top panel of Fig. S7 shows a sequence of curves, giving the evolution of the phase boundary with bare photon frequency. Note that the phase boundary has different topology for \( \omega_c \leq 0.9 \) and \( \omega_c \geq 1 \). For low frequency, there is a single lasing region (but with a hole appearing at large coupling around \( \Gamma^\uparrow \approx \Gamma^\downarrow \)). Around \( \omega_c = 1 \), this hole reaches the phase boundary, dividing the lasing region into two: a large region at high pumping, and a smaller region, below inversion and at strong coupling.

Figure S7. Top: Critical pump strength as a function of coupling strength for various bare cavity frequencies \( \omega_c \). Bottom: The cavity frequencies \( \omega_c \) at which the threshold has a local minimum as a function of coupling \( \sqrt{N_m} \). The thick gray line highlights which frequency corresponds to the global minimum. Parameters as in Fig. 1.

Optimal cavity frequency

The lower panel of Fig. S7 shows the cavity frequencies at which the threshold has local minima. As could already be seen in Fig. 2, the threshold shows multiple local minima at vibronic replicas \( \omega_c = \varepsilon - n\omega_v \). At the lowest coupling, the minimal threshold is near \( \omega_c = \varepsilon \) because this corresponds to the peak emission — for very low coupling, the critical condition is for emission to beat cavity loss. Note that the threshold lasing power diverges around \( \sqrt{N_m} \approx 0.0024 \), i.e. for the parameters we use, there is no lasing at weaker coupling than this. When coupling increases to \( \sqrt{N_m} \approx 0.0035 \), we get another local minimum emerging at \( \omega_c = \varepsilon - \omega_v \), corresponding to the (1-0) transition. For \( \sqrt{N_m} \gtrsim 0.004 \) this new minimum becomes the global minimum, i.e. it leads to the lowest threshold pumping as shown in Fig. 4(d). As we enter strong coupling regime \( g \gtrsim 0.03 \) we get one more local minimum emerging at \( \omega_c \approx \varepsilon - \omega_v \) corresponding to the (0-0) transition. All these local minima of pumping can be seen in Fig. 2.

Increasing the coupling further (into the strong coupling self-tuning regime) we see a continuous evolution of (2-0) and (3-0) branches to lower frequency, while the (1-0) branch moves to higher frequencies. The evolution of the (1-0) transition frequency can be associated with the self-tuning effect which occurs at strong cou-
pling, i.e. self-tuning allows the lasing threshold for this transition to move out to high cavity frequencies. In contrast, the (2-0) and (3-0) transitions do not show any strong-coupling self-tuning effect — the lasing transitions at these frequencies appear similar to weak coupling lasing. The reason these lasing frequencies shift to lower frequencies is the renormalization of effective photon frequency by the $A^2$ term. i.e., the resonance condition is in fact $\omega_{\text{eff}} \simeq \varepsilon - n\omega_c$, and the dependence of $\omega_{\text{eff}}$ on $g/\sqrt{N_m}$ means the resonance moves to lower bare cavity frequencies as coupling increases.

In the ultrastrong coupling regime, the (1-0) and (2-0) branches give almost the same threshold pumping around $\Gamma_1^{th} \approx 0.22\Gamma_\uparrow$, while the (3-0) transition has $\Gamma_1^{th} \approx 0.38\Gamma_\uparrow$, as can also be seen in Fig. 2.

Comparison to weak coupling theory

In Fig. 4 we compared the strong coupling phase diagram to a weak coupling prediction of the phase boundary. Here we provide details of this weak coupling prediction. The weak coupling theory of the Dicke-Holstein model has been discussed in Refs. [35, 36]. In those works, it is shown that treating matter-light coupling perturbatively, one can derive a weak coupling master equation:

$$\dot{\rho}(t) = -i \left[ \hat{H}_0, \rho \right] + \kappa \mathcal{L}[a] + \sum_n \left( \Gamma_\uparrow \mathcal{L}[\sigma_n^-] + \Gamma_\downarrow \mathcal{L}[\sigma_n^+] \right)$$

$$+ \Gamma_E \mathcal{L}[a\sigma^-] + \Gamma_A \mathcal{L}[\sigma^+ a], \quad (S1)$$

where the free Hamiltonian is $\hat{H}_0 = (\omega_c - \varepsilon) a^\dagger a$ and the rates of emission and absorption processes are given by

$$\Gamma_{A,E} = g^2 \int_{-\infty}^{\infty} dt e^{\pm i \omega_c t} \langle \sigma^-(t) \sigma^+(0) \rangle_0. \quad (S2)$$

The two-time correlation function $\langle \ldots \rangle_0$ is calculated for free molecules, neglecting the matter-light coupling. In Refs. [35, 36], a different form of dissipation was assumed for the vibrational modes, allowing an explicit form for $\Gamma_{A,E}$ through a Keldysh path integral. The form of dissipation considered here and written in Eq. 2 does not allow such a form, however the integrals in $\Gamma_{A,E}$ can be numerically calculated from the master equation using the quantum regression theorem [46].

From this equation, we can use the same mean-field decoupling discussed earlier, i.e. $\langle a\sigma^\pm \rangle = \langle a \rangle \langle \sigma^\pm \rangle$ and $\langle a^\dagger a \rangle = |\langle a \rangle|^2$ to yield a set of non-linear coupled equations:

$$\partial_t \langle a \rangle = \frac{N_m}{4} \left[ \Gamma_A (1 - \langle \sigma^+ \rangle) - \Gamma_E (1 + \langle \sigma^+ \rangle) \right] \langle a \rangle$$

$$- i(\omega_c - \varepsilon + \frac{\kappa}{2}) \langle a \rangle, \quad (S3)$$

$$\partial_t \langle \sigma^\pm \rangle = \left( 1 - \langle \sigma^\pm \rangle \right) \left( \Gamma_\uparrow + \Gamma_A |\langle a \rangle|^2 \right)$$

$$- \left( 1 + \langle \sigma^\pm \rangle \right) \left( \Gamma_\downarrow + \Gamma_E |\langle a \rangle|^2 \right). \quad (S4)$$

We can then again consider linear stability of the normal state, by considering fluctuations $\langle a \rangle = \alpha$ and $\langle \sigma^\pm \rangle = \langle \sigma^\pm \rangle_{ns} + \varepsilon$ as in the Letter. One may see that $\alpha$ and $\varepsilon$ are uncoupled, so the corresponding equations can be solved trivially, and the linearized eigenvalue is given by

$$\xi = -i(\omega_c - \varepsilon) - \frac{\kappa}{2} + \frac{N_m}{4} \left( \Gamma_E - \Gamma_A \right) + \frac{N_m}{4} \left( \Gamma_E + \Gamma_A \right) |\langle \sigma^\pm \rangle_{ns}|,$$

$$\text{(S5)}$$

where $|\langle \sigma^\pm \rangle_{ns}| = (\Gamma_\uparrow - \Gamma_\downarrow) / (\Gamma_\uparrow + \Gamma_\downarrow)$. One can extract threshold pumping as a function of coupling $g$, by solving $\text{Re}[\xi] = 0$, which gives:

$$\Gamma_1^{th} = \frac{N_m \Gamma_A + \kappa}{N_m \Gamma_E - \kappa \Gamma_\downarrow}. \quad (S6)$$