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Abstract

This study focuses on the problem of optimal mismatched disturbance rejection control for uncontrollable linear discrete-time systems. In contrast to previous studies, by introducing a quadratic performance index such that the regulated state can track a reference trajectory and minimize the effects of disturbances, mismatched disturbance rejection control is transformed into a linear quadratic tracking problem. The necessary and sufficient conditions for the solvability of this problem over a finite horizon and a disturbance rejection controller are derived by solving a forward-backward difference equation. In the case of an infinite horizon, a sufficient condition for the stabilization of the system is obtained under the detectable condition. This paper details our novel approach to disturbance rejection. Four examples are provided to demonstrate the effectiveness of the proposed method.
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1 Introduction

With the growing interest in high-precision control, the implementation of disturbance rejection techniques is generally required in controller design. Therefore, disturbance rejection is a fundamental issue in automatic control. The disturbances in the system are classified into matched and mismatched disturbances according to their relationship with the control input. Different disturbance rejection controllers handle disturbances using different schemes. Most studies have focused on matched disturbance rejection through active disturbance rejection control (ADRC) (B.-Z. Guo & Jin, 2013; Han, 2009; Huang, Xue, & Yang, 2010; Zhao & Gao, 2014), disturbance observer-based control (W.-H. Chen et al., 2015; Li et al., 2014), and sliding mode control (SMC) (Shi et al., 2014; Young, Utkin, & Ozguner, 1999).

Comparatively, the rejection of mismatched disturbances is more challenging. Mismatched disturbances extensively exist in the real world. Many practical systems such as permanent magnet synchronous motors, roll autopilots for missiles, and flight control systems are affected by mismatched disturbances (W.-H. Chen, 2003; Chwa, Choi, & Seo, 2004; Mohamed, 2007). In contrast to matched disturbances, these disturbances act on a system through a different channel than the control input, or the effects of these disturbances cannot be equivalently transformed into input channels. As a result, regardless of the type of control scheme employed, eliminating the influence of mismatched disturbances on the system state may be impossible (Isidori, 1985). Therefore, a practical approach is to eliminate the effects of mismatched disturbances from certain
variables of interest representing the regulated state.

There are several methods for handling mismatched disturbances (Castillo et al., 2018; S. Chen, Bai, & Huang, 2016; Ginoya, Shende, & Phadke, 2013; Li, Yang, Chen, & Chen, 2011; Wu et al., 2021; J. Yang, Li, & Chen, 2012; J. Yang, Li, & Yu, 2012). For a nonlinear system with mismatched disturbances, a novel SMC scheme based on a generalized disturbance observer was presented in (Ginoya et al., 2013; J. Yang, Li, & Yu, 2012). This scheme can reject mismatched disturbances in outputs in the steady state. In contrast to (Ginoya et al., 2013; J. Yang, Li, & Yu, 2012), (J. Yang, Li, & Chen, 2012) treated mismatched disturbances in a multi-input multi-output system with arbitrary disturbance relative degrees. In a linear system with mismatched disturbances, a generalized extended state observer-based control (GESOBC) method was proposed for linear controllable systems to eliminate mismatched disturbances in the controlled output in the steady state (Li et al., 2011). Similar to (Li et al., 2011), (Castillo et al., 2018) weakened the restrictions of disturbances and improved the disturbance rejection effect by introducing high-order derivatives of disturbances. However, most previous works have focused on controllable systems and these previously proposed methods are not applicable to uncontrollable linear systems. Additionally, the balance of disturbance rejection and control input energy costs was not considered in the studies mentioned above. In other words, they did not use a minimum cost control input for disturbance rejection control.

In this paper, we discuss mismatched disturbance rejection control for linear discrete-time systems. The core of this problem is the design of a controller to weaken or eliminate the effects of disturbances on the regulated state. To this end, we introduce a quadratic performance index such that the regulated state can track a reference trajectory and the effects of disturbances can be minimized. From this perspective, mismatched disturbance rejection control is transformed into a linear quadratic tracking (LQT) problem. It should be noted that this problem differs from the standard LQT problem based on the presence of mismatched disturbances. To the best of our knowledge, this is a novel method for solving mismatched disturbance rejection control in terms of LQT.

The main contributions of this study can be summarized as follows. For a finite horizon, the necessary and sufficient condition for the existence of a disturbance rejection controller is derived in terms of the Riccati difference equation. Additionally, an analytical expression of the disturbance rejection controller is obtained. By using the decoupling technique, we provide a solution for the forward-backward difference equations (FBDEs) obtained by applying the maximum principle. For an infinite horizon, we provide the sufficient condition of stabilization based on the general algebraic Riccati equation (GARE) with a pseudo-inverse matrix. Furthermore, the proposed method is extended to receding-horizon control, which can handle known disturbances in real time. In contrast to (Castillo et al., 2018; Gandhi et al., 2020; Li et al., 2011), where results were obtained with the requirement of uncontrollability, we derived stabilization results under the detectability condition alone. However, the results are still applicable to some uncontrollable cases, which is demonstrated through a numerical example. Furthermore, the effectiveness and feasibility of the proposed method are illustrated through a simulation comparison between the proposed method and proportional-integral-derivative (PID) control in an aero-engine system.

The remainder of this paper is organized as follows. In Section 2, the problem of linear quadratic mismatched disturbance rejection control for discrete-time systems is introduced. Controller design and analysis are presented in Section 3. In Section 4, examples are provided to demonstrate the effectiveness of the proposed method. Our conclusions are summarized in the final section.

Notation: $\mathbb{R}^n$ represents the $n$-dimensional Euclidean space; the superscripts $\cdot^\top$, $\cdot^{-1}$, and $\| \cdot \|$ represent the transpose, inverse, pseudo-inverse, and 2-norm of a matrix, respectively; $I$ denotes the unit matrix; $O$ denotes the zero matrix; a symmetric matrix $M > 0$ ($\geq 0$) is positive definite (positive semi-definite); and $\rho(\cdot)$ denotes a matrix eigenvalue.

2 Problem Statement

Consider the following linear system with a mismatched disturbance:

$$x_{k+1} = Ax_k + Bu_k + Ed_k,$$

where $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^m$, and $d_k \in \mathbb{R}^m$ denote the state, control input, and disturbance, respectively. $A \in \mathbb{R}^{n \times n}$, $B, E \in \mathbb{R}^{n \times m}$ are coefficient matrices.

**Remark 1** In (1), $d_k$ denotes a known disturbance. Known disturbances include measurable disturbances (H. Guo et al., 2019; Pengliang, 2020) and disturbances for which disturbance models are available (Tomizuka et al., 1990; W.-C. Yang et al., 1994). The case in which a disturbance is only measurable at the current time can be solved by extending receding-horizon control, as detailed at the end of Section 3.

**Remark 2** A mismatched disturbance implies that the following matching conditions cannot be satisfied. The matching condition implies that $B = E$ (or, more precisely, $B^\top = E$ for some $\Gamma$) (W.-H. Chen et al., 2015), which means that disturbances always affect the system through the same channel as the control input or the effects of disturbances can be equivalently transformed into input channels.

The mismatched disturbance rejection problem for the linear discrete-time system in (1) is transformed into an
LQT problem such that the regulated state of the system optimally tracks the reference based on compensation for the disturbance.

Here, \( c_o x_k \in \mathbb{R}^l \) represents the regulated state and \( c_o r \) \((r \in \mathbb{R}^n)\) denotes the reference for the desired regulated state. Therefore, the following function can be obtained:

\[
(c_o x_k - c_o r)'(c_o x_k - c_o r) = (x_k - r)'c_o'c_o(x_k - r),
\]

which expresses the difference between the regulated and reference states. We define the following cost function:

\[
J_N = \sum_{k=0}^{N}[(x_k - r)'Q(x_k - r)
+ (Bu_k + Ed_k)'R(Bu_k + Ed_k)]
+ (x_{N+1} - r)'P_{N+1}(x_{N+1} - r),
\]

where \( Q = c_o'c_o \) is consistent with (2) and \( Q, R, P_{N+1} \in \mathbb{R}^{n \times n} \) are semi-positive definite.

**Remark 3** The cost function is divided into two parts. The first part \((x_k - r)'Q(x_k - r)\) represents the error between the regulated and reference states. This ensures that the regulated state tracks the reference. The second part \((Bu_k + Ed_k)'R(Bu_k + Ed_k)\) is the sum of the control input and disturbance, where the goal is to compensate for the disturbance based on the control input.

**Remark 4** The proposed cost function can cover both matching and mismatching cases. The invertible matrix \( B \) is the simplest case. Clearly, \( Bu_k + Ed_k = 0 \) has a solution. When \( B \) is irreversible, it is necessary to discuss whether a solution to \( Bu_k + Ed_k = 0 \) exists. When \( B\Gamma = E \) for some \( \Gamma \) is satisfied, then a solution for \( Bu_k + Ed_k = 0 \) exists (ADRC is suitable for this type of scenario). Additionally, it is more difficult to handle the case where \( \Gamma \) does not satisfy \( B\Gamma = E \), which is the main focus of this study.

**Problem 1** We must find a control \( u_k \) such that the effects of the disturbance \( d_k \) are minimized, that is, \( Bu_k + Ed_k \) is minimized, and the state \( x_k \) tracks the reference trajectory \( r \).

### 3 Controller Design

The primary goal of controller design is to develop a stabilizing disturbance rejection controller to force the regulated state of a system to follow the reference. For the linear system in (1) with the cost function in (3), the LQT problem can be solved using the FBDEs derived from the maximum principle to obtain a disturbance rejection controller.

#### 3.1 Optimization

First, the following lemma is provided:

**Lemma 1** (Zhang et al., 2018) Problem 1 is uniquely solvable if and only if the following FBDEs have a unique solution:

\[
\begin{align*}
0 &= B'RBU_k + B'\lambda_k + B'REd_k \\
\lambda_k - 1 &= Q(x_k - r) + A'\lambda_k \\
x_{k+1} &= Ax_k + Bu_k + Ed_k \\
\lambda_N &= P_{N+1}(x_{N+1} - r).
\end{align*}
\]

**Remark 5** From Lemma 1, we know that the key to solving Problem 1 is the solvability of the FBDEs in (4).

We define the following Riccati equation:

\[
P_k = Q + A'P_{k+1}A - M_k'\Upsilon_k^{-1}M_k,
\]

where

\[
\Upsilon_k = B'(R + P_{k+1})B,
\]

\[
M_k = B'P_{k+1}A,
\]

with a terminal value of \( P_{N+1} \).

**Theorem 1** A unique controller \( u_k \) that minimizes the effect of the disturbance exists if and only if \( \Upsilon_k > 0, k = 0, 1, \ldots, N \). In this case, the optimal controller is given by

\[
u_k = -\Upsilon_k^{-1}M_k x_k - \Upsilon_k^{-1}h_k,
\]

where \( h_k \) satisfies the following backward equation:

\[
\begin{align*}
h_k &= B'(R + P_{k+1})Ed_k + B'f_{k+1}, \\
f_k &= A'P_{k+1}Ed_k + A'f_{k+1} - M_k'\Upsilon_k^{-1}h_k - Qr, \\
f_{N+1} &= -P_{N+1}r.
\end{align*}
\]

The optimal cost function is given as

\[
J_N = x_0'P_0 x_0 + 2x_0'f_0 + r'P_{N+1}r
+ \sum_{k=0}^{N}[r'Qr + d_k'E'(R + P_{k+1})Ed_k]
+ 2d_k'E'f_{k+1} - h_k'\Upsilon_k^{-1}h_k].
\]

Additionally, the relationship between the state \( x_k \) and co-state \( \lambda_k \) is defined as follows:

\[
\lambda_{k-1} = P_k x_k + f_k.
\]

**Proof.** **Necessity.** When Problem 1 is uniquely solvable, we prove that \( \Upsilon_k > 0, k = 0, 1, \ldots, N \).
To this end, we define
\[
\tilde{J}_k = \sum_{i=k}^{N} [(x_i - r)'Q(x_i - r) \\
+ (B_1 + B_2)'R(B_1 + B_2)] \\
+ (x_{N+1} - r)'P_{N+1}(x_{N+1} - r).
\]
(12)

For \( k = N \), according to the semi-positive definiteness of \( Q, R, \) and \( P_{N+1} \), we obtain
\[
\tilde{J}_N = (x_N - r)'Q(x_N - r) \\
+ (x_{N+1} - r)'P_{N+1}(x_{N+1} - r) \\
+ (B_1 + B_2)'R(B_1 + B_2) \\
= u_N'\Upsilon_N u_N + 2u_N'B'([R + P_{N+1}]Ed_N \\
+ P_{N+1}(Ax_N - r)] + 2(Ax_N - r)'P_{N+1}Ed_N \\
+ d_N Ed_N'([R + P_{N+1}]Ed_N + (x_N - r)'Q(x_N - r) \\
+ (Ax_N - r)'P_{N+1}(Ax_N - r) \\
\geq 0.
\]
(13)

When \( x_N = 0 \), based on the unique existence of a solution to Problem 1, we find that \( \tilde{J}_N > 0 \) for any nonzero \( u_N \). Therefore, \( \Upsilon_N > 0 \). From (4), we obtain
\[
0 = B'RBU_N + B'\lambda_N + B'REd_N \\
= B'RBU_N + B'REd_N \\
+ B'P_{N+1}[Ax_N + Bu_N + Ed_N - r] \\
= B'(R + P_{N+1})Bu_N + B'P_{N+1}Ax_N \\
+ B'(R + P_{N+1})Ed_N - B'P_{N+1}r.
\]
(14)

Therefore,
\[
u_N = -\Upsilon_N^{-1}M_N x_N - \Upsilon_N^{-1}h_N.
\]
(15)

Additionally,
\[
\lambda_{N-1} = Q(x_N - r) + A'P_{N+1}[Ax_N + Bu_N + Ed_N - r] \\
= [Q + A'P_{N+1}A - M_N \Upsilon_N^{-1}M_N]x_N - Qr \\
+ A'P_{N+1}Ed_N - M_N \Upsilon_N^{-1}h_N - A'P_{N+1}r \\
= P_N x_N + f_N.
\]
(16)

We use a mathematical inductive method to prove the necessity in the following analysis. Therefore, we assume that for \( n + 1 \leq k \leq N \), the following holds:
1) \( \Upsilon_k > 0 \);  
2) \( u_k = -\Upsilon_k^{-1}M_k x_k - \Upsilon_k^{-1}h_k \);  
3) \( \lambda_{k-1} = P_k x_k + f_k \).

We define
\[
L_k = x_k'P_k x_k + 2x_k'f_k.
\]
(20)

Then,
\[
L_{k+1} = x_{k+1}'P_{k+1} x_{k+1} + 2x_{k+1}'f_{k+1} \\
= x_k'A'P_{k+1}Ax_k + x_k'A'P_{k+1}Bu_k \\
+ x_k'A'P_{k+1}Ed_k + u_k'B'P_{k+1}Ax_k \\
+ u_k'B'P_{k+1}Bu_k + u_k'B'P_{k+1}Ed_k \\
+ d_k E'P_{k+1}Ax_k + d_k E'P_{k+1}Bu_k + d_k E'f_{k+1} \\
+ d_k E'P_{k+1}Ed_k + x_k'A'f_{k+1} + u_k'B'f_{k+1} \\
+ f_{k+1}'Ax_k + f_{k+1}'Bu_k + f_{k+1}'Ed_k.
\]
(21)

Therefore, for \( n + 1 \leq k \leq N \), based on the assumption above, we have
\[
L_k - L_{k+1} \\
= x_k'(P_k - A'P_{k+1}A)x_k + x_k'[f_k - A'P_{k+1}Ed_k - A'f_{k+1}] \\
+ [f_k - d_k E'P_{k+1}A - f_{k+1}'A]x_k - x_k'M_k u_k \\
- u_k'M_k x_k - u_k'(\Upsilon_k - B'RB)u_k - d_k E'P_{k+1}Ed_k \\
- u_k'[B'P_{k+1}Ax_k + B'f_{k+1}] - d_k E'f_{k+1} - f_{k+1}'Ed_k \\
- [d_k E'P_{k+1}B + f_{k+1}'B]u_k \\
= x_k'(Q - M_k^{-1}M_k)x_k - x_k'M_k^{-1}h_k + Qr \\
- [M_k^{-1}h_k + Qr]'x_k - x_k'M_k^{-1}u_k - f_{k+1}'Edk \\
- u_k'M_k x_k - u_k'(\Upsilon_k - B'RB)u_k - u_k'[h_k - B'REd_k] \\
- [h_k - B'REd_k]'u_k - d_k E'P_{k+1}Edk - d_k E'f_{k+1} \\
= [x_k - r]'Q(x_k - r) + (Bu_k + Ed_k)'R(Bu_k + Ed_k) \\
- r'Qr - d_k E'REd_k - (u_k + \Upsilon_k^{-1}M_k x_k + \Upsilon_k^{-1}h_k)'\Upsilon_k \\
\times (u_k + \Upsilon_k^{-1}M_k x_k + \Upsilon_k^{-1}h_k) + h_k \Upsilon_k^{-1}h_k \\
- d_k E'P_{k+1}Ed_k - d_k E'f_{k+1} - f_{k+1}'Ed_k.
\]
(22)

By summing (22) from \( k = n + 1 \) to \( k = N \), we obtain
\[
\tilde{J}_{n+1} = x_{n+1}'P_{n+1} x_{n+1} + 2x_{n+1}'f_{n+1} + r'P_{n+1}r \\
+ \sum_{k=0}^{N} [r'Qr + d_k E'(R + P_{k+1})Ed_k \\
+ 2d_k E'f_{k+1} - h_k \Upsilon_k^{-1}h_k].
\]
(23)

Accordingly, when \( x_n = 0 \), we have
\[
\tilde{J}_n = u_n'\Upsilon_n u_n + 2u_n'B'([R + P_{n+1}]Ed_n + f_{n+1}] \\
+ d_n E'([R + P_{n+1}]Ed_n + f_{n+1}] \\
+ \sum_{k=n+1}^{N} [r'Qr + d_k E'(R + P_{k+1})Ed_k \\
+ 2d_k E'f_{k+1} - h_k \Upsilon_k^{-1}h_k] + r'(Q + P_{n+1})r.
\]
(24)
Therefore, there is a unique $u_n$ that minimizes $\bar{J}_n$ only if $\Upsilon_n$ is invertible. In this case, according to (17), (18), and (19), by following the processes of (14) and (16), the optimal controller $u_n$ is defined in (8) and $\lambda_{n-1}$ is equivalent to (11) with $k = n$. By induction, the proof of necessity for all $0 \leq k \leq N$ is complete.

**Sufficiency.** For (22), performing the summation from $k = 0$ to $N$ yields

\[
J_N = x'_0P_0x_0 + 2x'_0f_0 + r'P_{N+1}r \\
+ \sum_{k=0}^{N}r'Qr + d'_kE'REd_k - h'_k\Upsilon^{-1}_k h_k \\
+ (u_k + \Upsilon^{-1}_k M_k x_k + \Upsilon^{-1}_k h_k)'\Upsilon_k \\
\times (u_k + \Upsilon^{-1}_k M_k x_k + \Upsilon^{-1}_k h_k) \\
+ d'_kE'P_{k+1}Ed_k + d'_kE'f_{k+1} + f'_{k+1}Ed_k].
\]

(25)

Based on the positive definiteness of $\Upsilon_k$ for $0 \leq k \leq N$, it is easy to deduce the unique solvability of Problem 1.

**Remark 6** It is noteworthy that the controller proposed in Theorem 1 can optimally eliminate disturbances in the regulated state. To the best of our knowledge, this result is novel.

**Remark 7** The explicit expressions for $h_k$ and $f_k$ are given as follows:

\[
h_k = H_k d_k + B' \sum_{s=k+1}^{N} \bar{A}^{N-s} F_s d_s - R_{k+1} r, \quad (26)
\]

\[
f_k = \sum_{s=k}^{N} \bar{A}^{N-s} F_s d_s - R_k r, \quad (27)
\]

where

\[
H_k = B'(R + P_{k+1}) E, \\
\bar{A}^{N-s} = A_s \cdots A_{N-1}, \quad A_k = A - BT^{-1}_k M_k, \\
F_k = (\bar{A}'_k P_{k+1} - M'_k \Upsilon^{-1}_k B'R) E, \\
R_k = A'_k R_{k+1} + Q, \quad R_{N+1} = P_{N+1}.
\]

Next, we analyze the stability of the designed controller in (8).

### 3.2 Stabilization

First, we denote $P_k$, $M_k$, and $\Upsilon_k$ with the terminal time $N$ as $P_k(N)$, $M_k(N)$, and $\Upsilon_k(N)$, respectively. Under the regular condition that

\[
\Upsilon_k(N) \Upsilon^{-1}_k(N) M_k(N) = M_k(N), \quad (28)
\]

we introduce the general difference Riccati equation (GDRE) with

\[
P_k(N) = Q + A' P_{k+1}(N) A - M'_k(N) \Upsilon^{-1}_k(N) M_k(N),
\]

(29)

where

\[
\Upsilon_k(N) = B'(R + P_{k+1}(N)) B, \\
M_k(N) = B' P_{k+1}(N) A,
\]

(30) (31)

with the terminal value $P_{N+1} = 0$.

**Lemma 2** Suppose that the GDRE in (29)–(31) yields a solution. Then, Problem 1 has a solution expressed as

\[
u_k = -\Upsilon'^{-1}_k(N) M_k(N) x_k - \Upsilon'^{-1}_k h_k(N),
\]

(32)

where $h_k(N)$ satisfies the following backward equation:

\[
\begin{aligned}
h_k &= B'(R + P_{k+1}) Ed_k + B' f_{k+1}, \\
f_k &= A' P_{k+1} Ed_k + A f_{k+1} - M'_k \Upsilon^{-1}_k h_k - Q r, \\
f_{N+1} &= -P_{N+1} r.
\end{aligned}
\]

The optimal cost function is given as

\[
J_N = x'_0P_0(N)x_0 + 2x'_0f_0(N) \\
+ \sum_{k=0}^{N}r'Qr + d'_kE'(R + P_{k+1}(N))Ed_k \\
+ 2d'_kE' f_{k+1}(N) - h'_k \Upsilon^{-1}_k(N) h_k(N). \quad (34)
\]

**Proof.** The proof of Theorem 1 can be derived similarly under the regular condition (28). To avoid redundancy, we have omitted this proof here.

In this section, we consider the cost function over the infinite horizon as follows:

\[
J = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N} [(x_k - r)'Q(x_k - r) \\
+ (Bu_k + Ed_k)'R(Bu_k + Ed_k)].
\]

(35)

We now introduce certain definitions and assumptions.

**Definition 1** The system $(A, Q, Q^2)$

\[
\begin{aligned}
x_{k+1} &= Ax_k, \\
y_k &= Q^2 x_k
\end{aligned}
\]

(36)

is detectable if for any $N \geq 0$, the following holds:

$y_k = 0, \forall 0 \leq k \leq N \Rightarrow \lim_{k \to \infty} x_k = 0.$

5
Assumption 1 \( d_k, k \geq 0 \) is bounded and \( \lim_{k \to \infty} d_k = d \).

Assumption 2 \((A, \sqrt{Q})\) is detectable.

We define the GARE as follows:

\[
P = Q + A'PA - M'T^TM, \tag{37}
\]

where

\[
M = B'PA, \tag{38}
\]
\[
Υ = B'(R + P)B. \tag{39}
\]

Now, consider the following system without disturbances:

\[
x_{k+1} = Ax_k + Bu_k. \tag{40}
\]

Additionally, consider the following cost function:

\[
\tilde{J} = \sum_{k=0}^{\infty} [x_k'Qx_k + u_k'B'RBu_k], \tag{41}
\]

where \( Q \) and \( R \) are both semi-positive definite.

Recall the problem of finding \( u_k \) to stabilize the system (40) and minimize the cost function (41), which can be expressed as follows.

**Lemma 3** (Zhang et al., 2018) Suppose Assumption 2 holds and the system in (40) can be stabilized if and only if the GDRE in (35) converges when \( N \to \infty \), that is, \( \lim_{N \to \infty} P_k(N) = P \). Furthermore, \( P \) is a solution of the GARE in (37)-(39) and \( P \geq 0 \). In this case, the stabilizing controller is

\[
u_k = -\Upsilon^TMx_k, \tag{42}\]

and the optimal cost value is

\[
\tilde{J}^* = x_0'P_0. \tag{43}\]

Based on the existence of the disturbance \( d_k \), we consider the boundedness of \( h_k \) in the following lemma.

**Lemma 4** Let Assumptions 1 and 2 hold true. When \( N \to \infty \), the GDRE in (35) converges, that is, \( \lim_{N \to \infty} P_k(N) = P \), and there is a constant \( G > 0 \) such that \( ||h_k(N)|| \) in (33) is bounded. The explicit expressions for \( h_k \) and \( f_k \) are given as follows:

\[
h_k = H_kd_k + B' \sum_{s=k+1}^{N} \bar{A}_s^{-1}F_sds - \mathcal{R}_{k+1}r, \tag{44}\]

\[
f_k = \sum_{s=k}^{N} \bar{A}_s^{-1}F_sds - \mathcal{R}_kr, \tag{45}\]

where

\[
\bar{A}_s^{-1} = \bar{A}_1 \ldots \bar{A}_{N-1}. \]

Based on the above preliminaries, we present the main results in this section.

**Theorem 2** Let Assumptions 1 and 2 hold true. If the GARE in (37)-(39) has a semi-positive definite solution \( P \), then the system in (1) is bounded and can be stabilized. Under such conditions, the optimal stabilizing solution can be derived as

\[
u_k = -\Upsilon^TMx_k - \Upsilon^th_k. \tag{46}\]

**Proof.** Suppose the GARE in (37)-(39) has a solution \( P \geq 0 \). We will prove the bounded stabilization of the system in (1).

First, we demonstrate the boundedness of \( h_k \). From Lemma 2, \( \rho(A - BY^TM) < 1 \). Considering the convergence of \( P_k(N) \), we can find that \( H_k(N), F_k(N) \), and \( \mathcal{R}_k(N) \) defined in Remark 7 are convergent. Therefore, there exist constants \( C_H, C_F, C_R \) satisfying \( H_k \leq C_H, F_k \leq C_F, \mathcal{R}_k \leq C_R \).

From (44) and Assumption 1, we have

\[
\sum_{s=k+1}^{\infty} \bar{A}_s^sF_sds \leq \sum_{s=k+1}^{\infty} \|\bar{A}\|^s\|F_s\|\|ds\| \leq C_Fd \sum_{s=k+1}^{\infty} \|\bar{A}\|^s \leq C, \tag{47}\]

where \( \rho(\bar{A}) < 1 \) guarantees the boundedness of \( \sum_{s=k+1}^{\infty} \|\bar{A}\|^s \). Therefore, \( h_k \) is bounded. Similarly, \( f_k \) is bounded.

Note that when \( u_k = -\Upsilon^TMx_k - \Upsilon^th_k \), we obtain

\[
x_{k+1} = (A - BY^TM)x_k - BY^th_k. \tag{48}\]

From the boundedness of \( h_k \) and \( \rho(A - BY^TM) < 1 \), we find that the system in (1) has bounded stability with \( u_k = -\Upsilon^TMx_k - \Upsilon^th_k \).

**Remark 8** The disturbance rejection controller presented in this paper is based on a known disturbance. In the future, we will further study the design of a disturbance rejection controller with mismatched unknown disturbances (uncertainties) based on the concepts and methods presented in this paper.

**Remark 9** The key concept of this study is to transform mismatched disturbance rejection control into an LQI problem. Accordingly, in contrast to the method in (Castillo et al., 2018; Gandhi et al., 2020; Li et al., 2011),
where the system must be controllable, the stabilization result in Theorem 2 is obtained only under the detectable assumption.

**Remark 10** Faced with a scenario in which a disturbance is only available at the current moment, we can consider using the receding-horizon control method to design a controller to handle such a disturbance. The specific controller design is as follows:

\[
    u_s = -\Upsilon_s^{-1}M_s x_s - \Upsilon_s^{-1}h_s
\]

for \(s = k, k + 1, \ldots, k + T\) (\(T\) is a finite positive integer), where \(h_s, \Upsilon_s, \) and \(M_s\) satisfy the following backward equations at time \(k\):

\[
\begin{align*}
    h_s &= B'(R + P_{s+1})E d + B'f_{s+1}, \\
    f_s &= A'P_{s+1}E d + A'f_{s+1} - M'_s\Upsilon_s^{-1}h_s - Q r, \\
    \Upsilon_s &= B'(R + P_{s+1})B, \\
    M_s &= B'T_{s+1}A, \\
    d &= d_k, \\
    f_{T+k+1} &= -P_{T+k+1}r.
\end{align*}
\]

### 4 Numerical Examples

In this section, four examples illustrating the effectiveness of the proposed controller are presented from different perspectives. The first example highlights the mismatched disturbance rejection effect of the proposed method in an uncontrolled system, and the second and third examples compare the disturbance rejection effect of GESOBC to that of the method proposed in this study for controlled systems with time-invariant and time-varying disturbances, respectively. The final example is the disturbance rejection application of the proposed method to an aero-engine model.

#### 4.1 Example A: Disturbance rejection for an uncontrollable system

In the case where a system is stable but uncontrollable, the control law in (49) is verified to reject a mismatched disturbance. Consider the system in (1) with the following parameters:

\[
    A = \begin{bmatrix} 0.96 & 0 & 0 \\ 0 & 1 & 0.01 \\ 0 & -0.02 & 0.99 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0.01 \end{bmatrix}, \\
    E = \begin{bmatrix} 0.01 & 0 \end{bmatrix}^T, \quad c_o = \begin{bmatrix} 0 & 1 \end{bmatrix}.
\]

**Remark 11** It is trivial to determine that the state \(x_1\) in the above system is stable but not controllable, and we attempt to demonstrate the superiority of our proposed controller.

The initial state of the system is \(x_0 = \begin{bmatrix} 1 & 1 & 0 \end{bmatrix}^T\) and the disturbance \(d = 3\) acts on the system from \(k = 500\). The controller aims to remove the disturbance from the regulated state \(x^2 = c_o x\). In the proposed control law in (49), the horizon \(T\) is set to 100 and the terminal condition \(P_{T+k+1} = O_{3 \times 3}\). The reference \(c_o r\) is set to 0 according to the goals defined above. The weight matrix is selected as \(R = I_{3 \times 3}\). \(P_k, f_k, h_k, M_k, \) and \(\Upsilon_k\) can be calculated according to (50) at every time instance \(k\) to derive \(u_k\). The simulation results for Example A are presented in Fig. 1.

![Fig. 1. Simulation result of Example A](image)

In Fig. 1, one can see that state \(x^2\) achieves disturbance rejection quickly and stabilization is achieved for the uncontrollable state \(x^1\). Therefore, the proposed method is effective for the disturbance rejection of uncontrollable systems with mismatched disturbances.

#### 4.2 Example B: Disturbance rejection compared to GESOBC

This example compares GESOBC (Li et al., 2011) to the proposed control law in (49) for constant mismatched disturbance rejection. Consider the system in (1) with
the following parameters:

\[ A = \begin{bmatrix} 1 & 0.01 \\ -0.02 & 0.99 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 0.01 \end{bmatrix}, \]
\[ E = \begin{bmatrix} 0.01 \\ 0 \end{bmatrix}, c_o = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]

In the proposed control law in (49), \( R = I_{2 \times 2}, P_{T+k+1} = O_{2 \times 2} \), and the other parameters are set to be the same as in Example A. According to (Li et al., 2011), the state feedback matrix \( k_x \) is chosen as \( [-20 -4] \) and the disturbance compensation gain of the GESOBC method is calculated as \( K_d = -5 \). The initial state of the system is \( x_0 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}^\prime \) and the disturbance \( d = 3 \) acts on the system from \( k = 500 \). Eliminating the disturbance from the regulated state \( x^1 = c_o x \) is the goal of the controller. The simulation results for Example B are presented in Fig. 2.

![Fig. 2. Simulation result of Example B](image)

In Fig. 2, one can see that the proposed method is more effective for disturbance rejection than GESOBC because the proposed method rapidly eliminates the disturbance in the regulated state \( x^1 \).

4.3 Example C: Disturbance rejection compared to GESOBC for a time-varying disturbance

Having compared the disturbance elimination effects of the two methods for a time-invariant mismatched disturbance, we now compare the disturbance rejection effects of the two methods for a time-varying mismatched disturbance.

Compared to Example B, we change the disturbance to \( d_k = \sin(k - 500)/50 \) and change \( c_o = \begin{bmatrix} 10 \\ 0 \end{bmatrix} \), while the control objective and other parameters are consistent with Example B. The disturbance acts on the system from \( k = 500 \). The simulation results for Example C are presented in Fig. 3.

![Fig. 3. Simulation result of Example C](image)

As shown in Fig. 3, our method is more effective than GESOBC for disturbance rejection because the proposed method almost completely removes the disturbance in the regulated state \( x^1 \). The results of this example demonstrate that our method can handle time-varying disturbances and the effect of disturbance rejection is clear.

4.4 Example D: Application to an aero-engine system

In an aero-engine nozzle performance test, it is necessary to test the effects of changes in nozzle area on the engine performance parameters. It is typically required that the engine rotor speed and other states be stabilized rapidly. In this scenario, the change in nozzle area for the mass fuel flow control loop can be considered as a mismatched disturbance. The existing PID control method is mostly used for aero-engines, and it is difficult to balance disturbance rejection with optimal performance. Therefore, the proposed method was applied to the control of an aero-engine and the results were compared to the effect of PID control to demonstrate the effectiveness of the proposed method. For considering the effects of the nozzle area change of a mixed-exhaust turbofan engine system (Peng, Fan, Guo, et al., 2016) on engine performance to verify the effectiveness of the proposed disturbance rejection method, the target system is defined as follows:

\[ \dot{x}(t) = Ax(t) + Bu(t) + Ed(t), \quad (51) \]
where $x(t) = [\Delta \tilde{n}_i \Delta \tilde{n}_h]'$ represents the state variables, $y(t) = [\Delta \tilde{w}_f \Delta \tilde{w}_f, 0]'$ is the control output, $u(t) = \Delta \omega_f$ is the control input, $d(t) = \Delta A_k$ represents the disturbance caused by $A_k$ area changes, and $(y_n)(t) = \Delta \tilde{n}_h$ is the regulated output. $\Delta \tilde{n}_i = \tilde{n}_i - \tilde{n}_{i,0}$, $\Delta \tilde{n}_h = \tilde{n}_h - \tilde{n}_{h,0}$, $\Delta \tilde{w}_f = \tilde{w}_f - \tilde{w}_{f,0}$, $\Delta A_k = A_k - A_{k,0}$. $\tilde{n}_i$ represents the low-pressure rotor speed ($\%$), $\tilde{n}_h$ is the high-pressure rotor speed ($\%$), $A_k$ represents the nozzle throat area ($m^2$), and $w_f$ is the mass fuel flow ($kg/s$), $\tilde{n}_i$, $\tilde{n}_h$, $\tilde{w}_f$, and $A_k$ respectively represent the values of $n_i$, $n_h$, $w_f$, and $A_k$ normalized by their maximum values. $\tilde{n}_{i,0}$, $\tilde{n}_{h,0}$, $\tilde{w}_{f,0}$, and $A_{k,0}$ are steady-state point values.

The working point is defined by the altitude $H = 0 km$ and airplane Mach number $Ma = 0$, and the stable point state parameters are $n_{h,0} = 11098.02 rpm$, $n_{i,0} = 9495.945 rpm$, $w_{f,0} = 0.6229 kg/s$, and $A_{k,0} = A_{k,min} = 0.27839m^2$ with the coefficient matrix

$$A = \begin{bmatrix} -1.76 & -1.34 \\ 2.70 & -7.21 \end{bmatrix}, \quad B = \begin{bmatrix} 0.57 \\ 0.82 \end{bmatrix}, \quad E = \begin{bmatrix} 0.98 \\ 2.26 \end{bmatrix}, \quad c_o = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$ \tag{52}

**Remark 12** In our experiment, when the $A_k$ area changed at a certain rate, the speed was more effectively stabilized by the proposed method compared to the reference. The change in the area of $A_k$ can be considered as a disturbance $d(t)$. The command to adjust the area of $A_k$ is issued by the controller and the disturbance can be considered as a known quantity.

From (51) and (52), one can see that the coefficient ratios of the disturbance and control inputs into different channels of the system are different with $\text{rank}(B, E) > \text{rank}(E)$. In other words, the disturbances in the system are mismatched. The control objective is to ensure that $\tilde{n}_h$ is stable at $77\%$ when the area of $A_k$ increases from $A_{k,min}$ to $A_{k,max}$ at the maximum rate. Specifically, the area of $A_k$ within 0.5s increases from 0.27839m$^2$ to 0.342039m$^2$ with a maximum rate of 0.1273m$^2$/s. The profile of $A_k$ (disturbance) is presented in Fig. 4. To facilitate control of the digital system, the system is discretized with a sample interval $T_s = 0.02s$. In the disturbance rejection control method proposed in Theorem 1, the terminal time $T_N$ is set to $1s > 0.5s$, so $T_N$ can be divided into 75 steps according to $T_s$ and the terminal condition $P_{N+1} = O$ (zero matrix). $P_k$, $f_k$, $h_k$, $M_k$, and $T_k$ can be calculated using (8) to obtain $u_k$. The proposed control method was compared to PID control to track the reference and disturbance rejection effects, and the parameters in the PID method were set to $K_p = 20$, $K_i = 600$, and $K_d = 0.1$ through optimal tuning.

The response curves of the aero-engine system obtained using the proposed method and PID are presented in Fig. 4. Fig. 4 reveals that the proposed control method achieves a fast and smooth transition from the set point to a relatively high-pressure rotor speed $\tilde{n}_h$ in front of the disturbance variation. Therefore, it can be concluded that the proposed method is superior to PID control for balancing disturbance rejection control and output optimization, and that excellent disturbance rejection performance can reduce the impact on the engine.

These results demonstrate that the proposed method achieves satisfactory performance in terms of suppressing mismatched disturbances. When the controller obtains information about a disturbance, the influence of the disturbance can be quickly and completely eliminated. In this case, the proposed method is more effective than the PID algorithm.

![Fig. 4. Simulation result of Example D](image)

**5 Conclusion**

The mismatched disturbance rejection problem was transformed into an LQT problem by introducing a new quadratic performance index that considers the regulated state to track a reference and minimize the effects of disturbances. The necessary and sufficient conditions for the solvability of the problem and sufficient conditions for the disturbance rejection controller and stability of the system were given in the finite and infinite horizons, respectively. It is noteworthy that this approach weakens the assumption of controllability. Several examples were presented to illustrate the effectiveness of the proposed method. Although our proposed controller exhibited excellent performance, it requires known disturbances. In the future, we will further study the design of a mismatched unknown disturbance (uncertainty) rejection controller based on the concepts and methods presented in this paper.
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