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Abstract. We study the asymptotic distribution of almost-prime entries of abelian horospherical flows on \( \Gamma \backslash \text{SL}_n(\mathbb{R}) \), where \( \Gamma \) is either \( \text{SL}_n(\mathbb{Z}) \) or a cocompact lattice. In the cocompact case, we obtain a result that implies density of almost-primes of a sufficient order, and in the space of lattices we show the density of almost-primes in the orbits of points satisfying a certain Diophantine condition. Along the way we give an effective equidistribution result for arbitrary horospherical flows on the space of lattices, as well as an effective rate for the equidistribution of arithmetic sequences of times in abelian horospherical flows.

1. Introduction

There is an intimate connection between number theory and dynamics on homogeneous spaces. The case of \( \Gamma \backslash \text{SL}_n(\mathbb{R}) \) where \( \Gamma \) is a lattice is one particularly interesting and well-studied example, and when \( \Gamma = \text{SL}_n(\mathbb{Z}) \) this space can be identified with the space of unimodular lattices in \( \mathbb{R}^n \). It is well known, for instance, that the geodesic flow on \( \text{SL}_2(\mathbb{Z}) \backslash \text{SL}_2(\mathbb{R}) \) is related to Diophantine approximation of real numbers by rationals, which can be generalized to metric Diophantine approximation on manifolds (see [36]). Another famous example is Margulis’s proof of the Oppenheim conjecture (see [43], [44]), which uses Raghunathan’s insight that the conjecture can be reduced to a statement about unipotent orbits in \( \text{SL}_3(\mathbb{Z}) \backslash \text{SL}_3(\mathbb{R}) \). Quantitative proofs of the Oppenheim conjecture are given in [25] and [24], and these make use of Ratner’s work on measure rigidity for unipotent orbits (see [51]). In addition to the contributions of dynamics to the field of number theory, there are also many number-theoretic questions that are of independent interest in dynamical systems, such as understanding the distribution of certain discrete subsets of times in a dynamical system (e.g. polynomial sequences or primes). Many of these questions remain open—see, for example, the conjecture of Shah in the introduction of [55] or the collection of conjectures by Margulis listed under Question 16 of [28].

Equidistribution results play an important role in dynamical systems and their applications to number theory. Roughly speaking, a subset of some orbit is said to equidistribute with respect to a given probability measure if it spends the expected amount of time in subsets, i.e., if the proportion of the orbit landing within any set is given by the measure of that set. The dual of this notion is that averages of any suitably nice function over larger and larger pieces of the orbit converge weakly to the average of that function over the whole space with respect to the given measure. Often in applications to number theory it is important that an equidistribution result be effective—that is, that there is a known rate of convergence. Another question that can be asked is whether we can leverage the known equidistribution of a full orbit to obtain information about the distribution of certain “sparse”
subsets of that orbit. Examples of research on sparse equidistribution problems can be found in [64], [54], [55], and [47] and [32].

Horospherical flows are a type of dynamical system arising naturally in the study of homogeneous spaces. A subgroup of a Lie group $G$ is said to be horospherical if it is contracted (conversely, expanded) under iteration of the adjoint action of some element of $G$ (see Section 2.2 for a more precise definition). It can be shown that any horospherical subgroup is unipotent, although not every unipotent subgroup can be realized as the horospherical subgroup corresponding to an element of $G$. In general, horospherical flows are easier to study than more general unipotent flows, as the expansion property can be used along with dynamical information about the corresponding one-parameter subgroup to great effect.

Actions by horospherical and unipotent subgroups have been studied extensively. It was proved in [34] that the horocyclic flow on $\Gamma \backslash \text{SL}_2(\mathbb{R})$ for $\Gamma$ cocompact is minimal and later shown in [27] to be uniquely ergodic. These results were extended in [63] and [23] to more general horospherical flows on compact quotients of suitable Lie groups. For $\Gamma$ non-uniform, we do not have unique ergodicity or minimality, however it was proved in [41] that orbits of unipotent flows cannot diverge to infinity in noncompact settings, which was refined in Dani’s nondivergence theorem in [15], [16]. Moreover, it was shown in [13] (for the case of $\Gamma \backslash \text{SL}_2(\mathbb{R})$ noncompact) and [14], [17] (for more general noncompact homogeneous spaces) that horocyclic/horospherical flows have nice (finite volume, homogeneous submanifold) orbit closures and that every ergodic probability measure invariant under such a flow is the natural Lebesgue measure on some such orbit closure. This work paved the way for a series of breakthrough papers, culminating in [51] and summarized in [52], in which Ratner resolved conjectures of Raghunathan and Dani by giving an essentially complete description of unipotent orbit closures and unipotent-invariant measures on homogeneous spaces.

More recently, many important results for horospheres and related actions have been effectivized. Quantitative versions of Dani’s nondivergence theorem were given in [18] and [36], as well as a discrete version for $\text{SL}_2(\mathbb{Z}) \backslash \text{SL}_2(\mathbb{R})$ in [54]. In [9], Burger gave an effective rate for the equidistribution of the horocycle flow on compact quotients of $\text{SL}_2(\mathbb{R})$, which was improved upon and extended to the noncompact setting in [26] and [57]. Many authors have also considered the effective equidistribution of closed horocyclic and horospherical orbits in a variety of settings, such as [53], [56], [38], [40], and [12], although this list is by no means complete. In studying both closed horospherical orbits and long pieces of generic horospherical orbits, one can make use of the “thickening” argument developed by Margulis in his thesis [45]. This uses a known rate of mixing for the semisimple flow with respect to which the given subgroup is horospherical along with the expansion property to get a rate for the horospherical flow. The key exponential rate for semisimple flows (and much more general actions) is given in [35]. Other effective results of interest include [21], [30], [58], and [20]. We note that most of these results use in some way a spectral gap for the action by translations of the ambient group $G$ or certain subgroups of $G$ on $L^2(\Gamma \backslash G)$.

One reason for wanting effective results is that many applications involving number theory require that the error in relevant approximations be controlled in a quantitative way. For example, [64] makes use of effective equidistribution for the horocycle flow to derive an effective rate for the equidistribution of arithmetic sequences, which he then uses to show that sequences of integer times raised to small powers also equidistribute in $\Gamma \backslash \text{SL}_2(\mathbb{R})$ for $\Gamma$ cocompact. As another example, [54] uses effective equidistribution results along with
sieve to demonstrate that prime times in the horocycle flow on $SL_2(\mathbb{Z}) \backslash SL_2(\mathbb{R})$ are dense in a set of positive measure. More generally, if we hope to apply sieve methods to any equidistribution problem, we will need to have some way of quantitatively controlling the error.

In this paper, we are interested in the asymptotic distribution of almost-primes (i.e. integers having fewer than a fixed number of prime factors) in horospherical flows on the space of lattices and on compact quotients of $SL_n(\mathbb{R})$. Our main results are summarized in the following two theorems:

**Theorem 1.1.** Let $\Gamma = SL_n(\mathbb{R})$ be a cocompact lattice and $u(t)$ be an abelian horospherical flow on $\Gamma \backslash SL_n(\mathbb{R})$ of dimension $d$. Then there exists a constant $M$ (depending only on $n$, $d$, and $\Gamma$) such that for any $x \in \Gamma \backslash SL_n(\mathbb{R})$, the set

$$\{ xu(k_1, k_2, \ldots, k_d) \mid k_i \in \mathbb{Z} \text{ has fewer than } M \text{ prime factors} \}$$

is dense in $\Gamma \backslash SL_n(\mathbb{R})$.

We remark that the dependence of the constant $M$ on $\Gamma$ arises from the spectral gap, so this dependence can be removed if $n \geq 3$ or for $n = 2$ if $\Gamma$ is a congruence lattice.

For a horospherical flow $u(t)$ on $SL_n(\mathbb{Z}) \backslash SL_n(\mathbb{R})$, we say that $x = SL_n(\mathbb{Z})g$ is strongly polynomially $\delta$-Diophantine if there exists some sequence $T_i \to \infty$ as $i \to \infty$ such that

$$\inf_{w \in \Lambda(\mathbb{Z}) \backslash \{0\}} \sup_{t \in [0, T_i]^d} |w gu(t)| > T_i^\delta$$

for all $i \in \mathbb{N}$.

**Theorem 1.2.** Let $u(t)$ be an abelian horospherical flow on $SL_n(\mathbb{Z}) \backslash SL_n(\mathbb{R})$ of dimension $d$ and let $x \in SL_n(\mathbb{Z}) \backslash SL_n(\mathbb{R})$ be strongly polynomially $\delta$-Diophantine for some $\delta > 0$. Then there exists a constant $M_\delta$ (depending on $\delta$, $n$, and $d$) such that

$$\{ xu(k_1, k_2, \ldots, k_d) \mid k_i \in \mathbb{Z} \text{ has fewer than } M_\delta \text{ prime factors} \}$$

is dense in $SL_n(\mathbb{Z}) \backslash SL_n(\mathbb{R})$.

A brief outline of the paper is as follows:

In Section 2, we establish the basic notation that will be used throughout the paper and introduce the key facts and theorems that we use in our analysis. We also prove a small corollary of the nondivergence theorem in [36] that applies to the particular setting of this paper.

In Section 3, we prove an effective equidistribution result for long orbits of arbitrary horospherical flows on the space of lattices. The proof makes use of the “thickening” argument of Margulis, leveraging the exponential mixing properties of the subgroup with respect to which the flow of interest is horospherical, which is itself a consequence of a spectral gap. The main result in this section is probably not surprising to experts, but the author was unable to locate a result in the literature that is stated in the way presented here.

In Section 4, we use the theorem from the previous section to derive an effective bound for equidistribution along multivariate arithmetic sequences of entries in abelian horospherical flows on the space of lattices. In this result, we allow the arithmetic sequences in different coordinates to have different spacing, although we will not need it for Section 5. The techniques used in this section are heavily inspired by Section 3 of [64] and also make use of the spectral gap, as well as some Fourier analysis and other analytic techniques.
In Section 5, we use the bound along arithmetic sequences as well as a combinatorial sieve theorem to obtain an upper and lower bound on averages over almost-prime entries in abelian horospherical flows. We start with the case of $\Gamma$ cocompact, for which we obtain a result that implies Theorem 1.1 above. We then move to the case $\Gamma = \text{SL}_n(\mathbb{Z})$, where we prove a similar result for almost-primes in the orbits of points satisfying a strongly polynomially Diophantine condition, giving us Theorem 1.2. In order to apply sieving in both cases, we introduce a particular gcd-sum function (counting the number of integer points in a cube in $\mathbb{R}^d$ of side length $K \in \mathbb{N}$ such that $K$ divides the product of the entries) and verify that the relevant errors can be controlled.

Finally, in Section 6, we make some closing remarks and indicate possible extensions and areas for future research.

2. Notation and Preliminaries

2.1. Some Basic Notation. Let $G = \text{SL}_n(\mathbb{R})$ for $n \geq 2$. Throughout most of this document, $\Gamma$ will denote $\text{SL}_n(\mathbb{Z})$, but we will also discuss the case where $\Gamma \leq G$ is a cocompact lattice. We are interested in the right actions of certain subgroups of $G$ on the right coset space $X = \Gamma \backslash G$.

Although it is not a group, $X$ inherits a finite “Haar” measure $m_X$ from the (bi-invariant) Haar measure $m_G$ on $G$. In this document, we will always take $m_X$ and $m_G$ to be normalized so that $m_X$ is a probability measure and that the measure of a small set in $G$ equals the measure of its projection in $X$. We will use $| \cdot |$ to denote the standard Lebesgue measure on $\mathbb{R}^d$ and $dt$ to denote the differential with respect to Lebesgue measure for $t \in \mathbb{R}^d$.

We will use gothic letters to represent the Lie algebra of a Lie group (e.g. $\mathfrak{g}$ is the Lie algebra of $G$). Fix an inner product on $\mathfrak{g}$. This extends to a Riemannian metric on $G$ via left translation, which defines a left-invariant metric $d_G$ and a left-invariant volume form, which (by uniqueness) coincides with the Haar measure on $G$ up to scaling. This then induces a metric $d_X$ on $X$ of the form

$$d_X(\Gamma g_1, \Gamma g_2) = \inf_{\gamma_1, \gamma_2 \in \Gamma} d_G(\gamma_1 g_1, \gamma_2 g_2) = \inf_{\gamma \in \Gamma} d_G(g_1, \gamma g_2).$$

The same construction can be used to define a left-invariant metric $d_H$ for any subgroup $H \leq G$ by restricting the inner product to $\mathfrak{h} \subseteq \mathfrak{g}$. Note, however, that in general $d_H \neq d_{G|H}$. Instead, we have that $d_G(h_1, h_2) \leq d_H(h_1, h_2)$ for $h_1, h_2 \in H$, since the infimum used to define the distance $d_G$ is taken over a larger set than in $d_H$. We will use the notation $B_r^H(h)$ to denote a ball of radius $r$ with respect to the metric $d_H$ around a point $h \in H$ (this is to distinguish these balls from the sets $B_T$ that we will define in Section 2.2). Also observe that every point has a neighborhood in which the left-invariant metric is Lipschitz equivalent to the metric derived from any matrix norm on $\text{Mat}_{n \times n}(\mathbb{R})$ (see Lemma 9.12 in [22] for details).

Define the adjoint representation of $g \in G$ as the map $\text{Ad}_g : \mathfrak{g} \to \mathfrak{g}$ given by $Y \mapsto gYg^{-1}$ for $Y \in \mathfrak{g}$.

In considering equidistribution questions, our space of test functions will be $C_c^\infty(X)$, the set of smooth, compactly supported (real- or complex-valued) functions on $X$. Define the action of $G$ on this space by $[g \cdot f](x) = f(xg^{-1})$ for $g \in G$ and $f \in C_c^\infty(X)$.

Finally, we will use the notation $a \ll b$ to indicate that $a$ is less than a fixed constant times $b$ and $a \asymp b$ to indicate that $a \ll b$ and $b \ll a$. In general, the implied constants may depend on $n$ and on the data of the dynamical system (more specifically, on $d$, the...
dimension of the horospherical subgroup). Any additional dependence of the constants will be indicated by a subscript (e.g. \( \ll f \) indicates that the implicit constant may depend on \( n, d, \) and \( f \)). In principle, the constants may also depend on the lattice \( \Gamma \), although since we are primarily considering \( \Gamma = \text{SL}_n(\mathbb{Z}) \), we will not indicate this dependence with a subscript when \( \Gamma \) is understood to be fixed in this way. We will also use the standard notation \( O(f(x)) \) to indicate a function whose absolute value is bounded by a constant times \( |f(x)| \) as \( x \to \infty \), where as before the constant may depend on \( n \) and \( d \), and any additional dependence will be indicated with a subscript.

2.2. Horospherical Subgroups. A subgroup \( U \) of \( G \) is (expanding) horospherical with respect to an element \( g \in G \) if \( U = \{ u \in G \mid g^{-1} u g^j \to e \text{ as } j \to \infty \} \), where \( e \) is the identity. In other words, elements of \( U \) are contracted under conjugation by \( g^{-1} \) and expanded under conjugation by \( g \).

Define the one-parameter subgroup \( \{ a_t \}_{t \in \mathbb{R}} \in G \) by

\[
a_t = \exp(t \text{ diag}(\lambda_1, \ldots, \lambda_1, \lambda_2, \ldots, \lambda_2, \ldots, \lambda_N, \ldots, \lambda_N))
\]

where \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \). The requirement that \( a_t \in \text{SL}_n(\mathbb{R}) \) for all \( t \in \mathbb{R} \) means that \( m_1 + \cdots + m_N = n \) and \( m_1 \lambda_1 + \cdots + m_N \lambda_N = 0 \).

Let \( U \) denote the block-upper-triangular unipotent subgroup given by

\[
U = \begin{cases}
  \begin{pmatrix}
    I_{m_1} & 0 & \cdots & 0 \\
    I_{m_2} & I_{m_1} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & I_{m_N}
  \end{pmatrix} & \text{if } m_1 \leq \cdots \leq m_N \\
  \begin{pmatrix}
    I_{m_N} & 0 & \cdots & 0 \\
    0 & I_{m_{N-1}} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & I_{m_1}
  \end{pmatrix} & \text{if } m_1 \geq \cdots \geq m_N
\end{cases}
\]

where \( I_m \) is the \( m \times m \) identity matrix. Notice that \( U \) is the horospherical subgroup corresponding to \( a_t \) for \( t > 0 \). Similarly, define the contracting subgroup \( U^- \) by

\[
U^- = \begin{cases}
  \begin{pmatrix}
    I_{m_1} & 0 & \cdots & 0 \\
    I_{m_2} & I_{m_1} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & I_{m_N}
  \end{pmatrix} & \text{if } m_1 \leq \cdots \leq m_N \\
  \begin{pmatrix}
    I_{m_N} & 0 & \cdots & 0 \\
    0 & I_{m_{N-1}} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & I_{m_1}
  \end{pmatrix} & \text{if } m_1 \geq \cdots \geq m_N
\end{cases}
\]

which is horospherical with respect to \( a_t \) for \( t < 0 \), and define \( U^0 \) to be the centralizer of \( a_t \) (\( t \neq 0 \)), given by

\[
U^0 = \begin{cases}
  \begin{pmatrix}
    B_1 & 0 & \cdots & 0 \\
    B_2 & B_1 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & B_{m_N}
  \end{pmatrix} & \text{if } B_i \in \text{GL}_{m_i}(\mathbb{R}) \\
  \text{det } B_1 \cdots \text{det } B_N = 1
\end{cases}
\]

Let \( d_0 = \sum_{i=1}^N m_i^2 \) and observe that \( d := \dim U = \dim U^- = \frac{1}{2} (n^2 - d_0) \) and \( \dim U^0 = d_0 - 1 \). All horospherical subgroups of \( G = \text{SL}_n(\mathbb{R}) \) are conjugate to a subgroup of the form given in (2), so we restrict our attention to \( U \) of this form.
Observe that $U$ is diffeomorphic to $\mathbb{R}^d$ through any identification $t \mapsto u(t)$ of the coordinates of $\mathbb{R}^d$ with the matrix entries in the upper-right corner of (2).\footnote{One could also use the more standard map $u(t) = \exp(\omega(t))$, where $\omega: \mathbb{R}^d \to u$ is any identification of $\mathbb{R}^d$ with the Lie algebra $u$ of $U$. We have chosen to use the former embedding for ease of notation and because we will later restrict our attention to abelian horosphericals, for which the two maps coincide (up to scaling and permutations of the coordinates). However, whichever map is used does not substantively change the results presented here.} Note, however, that $U$ and $\mathbb{R}^d$ are only isomorphic as groups in the case that $U$ is abelian, which occurs when $a_t$ has precisely two eigenvalues.

The bi-invariant Haar measure $m_U$ on $U$ is the pushforward of Lebesgue measure on $\mathbb{R}^d$ under this identification, and we may normalize it so that $u([0,1]^d)$ has unit measure. Define an expanding family of balls in $U$ by $B_T = a_{\log T}u([0,1]^d)a_{-\log T}$ for $T \in \mathbb{R}$. One may verify that the preimage of $B_T$ in $\mathbb{R}^d$ is given by a box where $x_k \in [0, T^{\lambda_i - \lambda_j}]$ for $i > j$ if the coordinate $x_k$ is mapped to the $(i,j)$-block of (2) under our identification. Hence, $m_U(B_T) = T^p$, where $p = \sum_{i>j} m_i m_j(\lambda_i - \lambda_j)$.

2.3. Measure Decomposition. The product map $U \times U^0 \times U^- \to G$ given by $(u, u^0, u^-) \mapsto uu^0u^-$ is a biregular map onto a Zariski open dense subset of $G$ (see Proposition 2.7 in [46]). In particular, if we let $H = U^0U^-$, this means that $m_G(G \setminus UH) = 0$ and that the product map $(u, h) \mapsto uh$ is open and continuous. Additionally, it is not difficult to see that $U \cap H = \{ e \}$. Then by virtue of the fact that $G$ is unimodular, we have that $m_G$ restricted to $UH$ is proportional to the pushforward of $m_U \times m_H^r$ by the product map, where $m_H^r$ is the right Haar measure on $H$ (see, e.g., Lemma 11.31 in [22] or Theorem 8.32 in [39]). Note that we could equivalently use the left Haar measure on $H$ and multiply by the modular function $\Delta_H$, but for convenience of notation we will use the right Haar measure.

2.4. Sobolev Norms. Fix a basis $\mathcal{B}$ for the Lie algebra $\mathfrak{g}$ of $G$. Define the (right) differentiation action of $\mathfrak{g}$ on $C_\infty^c(X)$ by $Yf(x) = \frac{d}{dt}f(x \exp(tY))|_{t=0}$ for $Y \in \mathcal{B}$ and $f \in C_\infty^c(X)$. Higher order derivatives of $f$ can then be expressed as monomials in the basis $\mathcal{B}$.

For $p \in [1, \infty]$ and $\ell \in \mathbb{N}$, the $(p, \ell)$-Sobolev norm of $f \in C_\infty^c(X)$ simultaneously controls the $L^p$-norm of all derivatives of $f$ up to order $\ell$. More precisely, let

$$S_{p, \ell}(f) = \sum_{\deg(D) \leq \ell} \|Df\|_{L^p(X)}$$

where $D$ ranges over all monomials in $\mathcal{B}$ of degree $\leq \ell$. Observe that the Sobolev norm can be defined similarly for $C_\infty^c(G)$ and $C_\infty^c(H)$ where $H \leq G$, given a choice of basis for $\mathfrak{h} \subseteq \mathfrak{g}$.\footnote{The choice of the basis $\mathcal{B}$ is unimportant in the sense that choosing a different basis will lead to an equivalent norm. Likewise, we could use any norm on the components $\|Df\|_{L^p(X)}$ (here we have used the $l^1$-norm), but as all such norms are equivalent, the choice is unimportant.}

We will only require the $(2, \ell)$- and $(\infty, \ell)$-Sobolev norms. When $p = 2$, we will drop the notation, letting $S_2(f) = S_{2, \ell}(f)$. When needed, we will use a superscript $S_X$ to indicate a Sobolev norm for functions defined on $X$.

Some useful properties of these norms are as follows (see [64] or [35]):

(i) For $X$ a probability space, $f \in C_\infty^c(X)$, $p \in [1, \infty]$, and $k \leq \ell$, $S_{p,k}(f) \leq S_{\infty, \ell}(f)$.

(ii) For $f_1, f_2 \in C_\infty^c(X)$, $S_{\infty, \ell}(f_1 f_2) \leq \ell S_{\infty, \ell}(f_1) S_{\infty, \ell}(f_2)$.

(iii) For $f \in C_\infty^c(X)$ and $g \in G$, $S_{\infty, \ell}(g \cdot f) \leq \ell \|\text{Ad}_g^{-1}\| \ell S_{\infty, \ell}(f)$, where $\|\cdot\|$ is the operator norm on linear functions $\mathfrak{g} \to \mathfrak{g}$.\footnote{One could also use the more standard map $u(t) = \exp(\omega(t))$, where $\omega: \mathbb{R}^d \to u$ is any identification of $\mathbb{R}^d$ with the Lie algebra $u$ of $U$. We have chosen to use the former embedding for ease of notation and because we will later restrict our attention to abelian horosphericals, for which the two maps coincide (up to scaling and permutations of the coordinates). However, whichever map is used does not substantively change the results presented here.}
Let \( L \subset G \) be compact. For \( f \in C^\infty_c(X), x \in X \),
\[
|f(xg) - f(x)| \ll_L S_{\infty,1}(f) d_G(g,e)
\]
for all \( g \in L \).

(v) Let \( X \) and \( Y \) be Riemannian manifolds. For \( f_1 \in C^\infty_c(X) \) and \( f_2 \in C^\infty_c(Y) \),
\[
S^{X \times Y}_\ell(f_1 \cdot f_2) \ll_{X,Y} S^X_\ell(f_1) S^Y_\ell(f_2).
\]

2.5. Approximation to the Identity. At times we will want to use smooth bump functions with small support as approximations to the identity, but we will need to know that the Sobolev norm of such functions can be controlled. For this we have the following lemma, which can be found in [35].

**Lemma 2.1** ([35], Lemma 2.4.7(b)). Let \( Y \) be a Riemannian manifold of dimension \( k \). Then for any \( 0 < r < 1 \) and \( y \in Y \), there exists a function \( \theta \in C^\infty_c(Y) \) such that:

(i) \( \theta \geq 0 \)

(ii) \( \text{supp}(\theta) \subseteq B^Y_r(y) \)

(iii) \( \int_Y \theta = 1 \)

(iv) \( S^Y_\ell(\theta) \ll_{Y,y} r^{-(\ell+k/2)} \).

2.6. The Space of Unimodular Lattices. For \( \Gamma = \text{SL}_n(\mathbb{Z}) \), \( X \) is noncompact and can be understood as the space of unimodular lattices (that is, lattices of covolume 1) in \( \mathbb{R}^n \) under the identification \( \Gamma g \leftrightarrow \mathbb{Z}^n g \).

For \( 0 < \epsilon \leq 1 \), define \( L_\epsilon \) to be the set of lattices in \( X = \text{SL}_n(\mathbb{Z}) \setminus \text{SL}_n(\mathbb{R}) \) with no nonzero vectors shorter than \( \epsilon \). That is, let
\[
L_\epsilon = \{ \Gamma g \in X \mid \|vg\| \geq \epsilon \text{ for all } v \in \mathbb{Z}^n \setminus \{0\} \}
\]
where the norm above can be taken to be any norm on \( \mathbb{R}^n \), but for convenience we will use the max norm. By Mahler’s Compactness Criterion, \( L_\epsilon \) is a compact set (for details and a proof, see [50] Corollary 10.9, [2] Theorem 5.3.2, or [22] Theorem 11.33).

2.7. Radius of Injection. Given small \( \epsilon > 0 \), we want to find a radius \( r > 0 \) (depending on \( \epsilon \)) such that projection at \( x \), given by
\[
\pi_x : B^G_r(e) \to B^X_r(x)
\]
\[
g \mapsto xg
\]
is injective for all \( x \in L_\epsilon \) (in fact, it is not difficult to see from the definition of the metric on \( X \) that this will be an isometry). For this, we have the following lemma, which is proved in a much more general setting in [3] (see the proof of Lemma 11.2). A proof of the lemma as it is stated here can be found in Appendix A.

**Lemma 2.2.** There exist constants \( c_1, c_2 > 0 \) (depending only on \( n \)) such that for any \( 0 < \epsilon < c_1 \), the projection map \( \pi_x : B^G_r(e) \to B^X_r(x) \) is injective for all \( x \in L_\epsilon \), where \( r = c_2 \epsilon^n \).
2.8. Quantitative Nondivergence. Let \( \{e_1, \ldots, e_n\} \) be the standard basis on \( \mathbb{R}^n \). Let \( e_I = e_{i_1} \wedge \cdots \wedge e_{i_j} \) for a multi-index \( I = (i_1, \ldots, i_j) \), where \( 1 \leq i_1 < \cdots < i_j \leq n \). Then \( \{e_I\} \) is a basis for \( \Lambda^j(\mathbb{R}^n) \), the \( j \)th exterior power of \( \mathbb{R}^n \). Define the norm of \( w = \sum_I w_I e_I \in \Lambda^j(\mathbb{R}^n) \) to be \( \|w\| = \max_I |w_I| \). Denote by \( \Lambda^j(\mathbb{Z}^n) \) the discrete subset of \( \Lambda^j(\mathbb{R}^n) \) composed of linear combinations of basis vectors with integer coefficients. Notice that \( g \in GL_n(\mathbb{R}) \) acts on \( \Lambda^j(\mathbb{R}^n) \) on the right by
\[
(e_i \wedge \cdots \wedge e_j)g = (e_i,g) \wedge \cdots \wedge (e_j,g)
\]
where the action extends to all of \( \Lambda^j(\mathbb{R}^n) \) via linearity.

The following theorem quantitatively describes how often certain polynomial maps from \( \mathbb{R}^d \) to \( X \) land inside a compact set \( L_\epsilon \). This is a special case of Theorem 5.2 in [36], which itself extends results of [16] and [42]. The original theorem is stated for much more general \((C, \alpha)\)-good functions, but we will only need the version below, which uses the observation in Lemma 3.2 of [4] that polynomials in \( \mathbb{R}[x_1, \ldots, x_d] \) of degree \( \leq k \) are \((C_{d,k}, 1/dk)\)-good on \( \mathbb{R} \).

**Theorem 2.1** ([36], Theorem 5.2). Let \( d, n, k \in \mathbb{N} \) and \( 0 < \rho \leq 1/n \). Let \( B \subset \mathbb{R}^d \) be a ball and suppose \( \xi : B \to GL_n(\mathbb{R}) \) satisfies:

(i) \( \|w\xi(t)\| \) is a polynomial in the coordinates of \( t \) of degree \( \leq k \), and

(ii) \( \sup_{t \in B} \|w\xi(t)\| \geq \rho \)

for all primitive \( w \in \Lambda^j(\mathbb{Z}^n) \setminus \{0\} \) and \( j \in \{1, \ldots, n\} \). Then for any \( 0 < \epsilon < \rho \),
\[
|\{t \in B \mid \Gamma \xi(t) \notin L_\epsilon \}| \ll_{d,k} (\epsilon/\rho)^{1/dk} |B|.
\]

From this theorem we may derive the following corollary, which we will use in the proof of Theorem 3.1 to say that the orbit of a point satisfying a certain Diophantine condition spends a relatively large proportion of time in \( L_\epsilon \) when pushed by the flow \( a_t \).

**Corollary 2.1.** Let \( T, R > 1 \) and \( x_0 = \Gamma g_0 \in X \). Then suppose \( R_0 > 0 \) is such that
\[
\sup_{t \in [0,1]^d} \|w_0 a_{\log T} u(t) a_{-\log T}\| \geq R_0
\]
for all primitive \( w \in \Lambda^j(\mathbb{Z}^d) \setminus \{0\} \) and \( j \in \{1, \ldots, n-1\} \) and define \( \rho = \min(1/n, R_0/R^4) \). Then for any \( 0 < \epsilon < \rho \),
\[
|\{t \in [0,1]^d \mid x_0 a_{\log T} u(t) a_{-\log T} a_{\log R} \notin L_\epsilon \}| \ll (\epsilon/\rho)^{1/(d(n-1))}.
\]

**Proof.** Let \( \xi(t) = g_0 a_{\log T} u(t) a_{-\log T} a_{\log R} \). We want to demonstrate that conditions (i) and (ii) hold in Theorem 2.1 for \( k = n-1 \), \( \rho = \min(1/n, R_0/R^4) \), and \( B = [0,1]^d \).

Recall that our identification \( u(t) \) places one coordinate of \( t \) in each matrix entry in the upper-right corner of \( (2) \). Then since multiplication by \( a_t \) on either the left or the right only changes matrix entries by scaling, each entry in the upper-right corner of \( a_{\log T} u(t) a_{-\log T} a_{\log R} \) only depends linearly on a single coordinate of \( t \). This means that for any matrix \( g_0 \), all entries of \( \xi(t) = g_0 a_{\log T} u(t) a_{-\log T} a_{\log R} \) will be affine. Hence, when we take wedge products of the form
\[
(e_{i_1} \wedge \cdots \wedge e_{i_j}) \xi(t) = (e_{i_1} \xi(t)) \wedge \cdots \wedge (e_{i_j} \xi(t))
\]
the coefficients will be polynomials of degree \( \leq j \). Furthermore, since \( \xi(t) \in SL_n(\mathbb{R}) \) for all \( t \), \( (e_1 \wedge \cdots \wedge e_n) \xi(t) = e_1 \wedge \cdots \wedge e_n \) is independent of \( t \), and the top exterior power can be
and \(1 \leq n - 1\), so (i) is satisfied with \(k = n - 1\).

Moreover, notice that \(e_k a_{\log R} = R^k e_k\) if \(\lambda_i\) is \(k\)th eigenvalue in the definition of \(a_t\) in (1). Then the right action of \(a_{\log R}\) scales \(e_i, \ldots, e_{i_j} \in \Lambda^j(\mathbb{R}^d)\) by the product of all such corresponding factors. Since \(R > 1\), the most \(a_{\log R}\) can therefore contract any basis element is by the product of all scaling factors corresponding to negative eigenvalues of (1), that is, by \(R^{-q}\), where \(q = \sum_{\lambda_i < 0} -m_i \lambda_i\). It then follows from the definition of the norm that

(3) \[
\|w a_{\log R}\| \geq R^{-q} \|w\|
\]

for any \(w \in \Lambda^j(\mathbb{R}^d) \setminus \{0\}\) and \(j \in \{1, \ldots, n\}\).

Now observe that for \(\rho = \min(1/n, R_0/R^d)\), we have \(0 < \rho \leq 1/n\) and also

\[
\sup_{t \in [0,1]^d} \|w \xi(t)\| = \sup_{t \in [0,1]^d} \|wg_0 a_{\log T} u(t) a_{-\log T} a_{\log R}\| \\
\geq R^{-q} \sup_{t \in [0,1]^d} \|wg_0 a_{\log T} u(t) a_{-\log T}\| \\
\geq R_0/R^d \\
\geq \rho
\]

for \(j \in \{1, \ldots, n-1\}\) and primitive \(w \in \Lambda^j(\mathbb{Z}^d) \setminus \{0\}\). Thus condition (ii) is satisfied, since as before, \(\xi(t) \in \text{SL}_n(\mathbb{R})\) implies the condition is trivially satisfied for the top exterior power.

Hence, by Theorem 2.1, we have

\[
|\{t \in [0,1]^d \mid \Gamma \xi(t) \notin L_\ell\}| \ll (\epsilon/\rho)^{1/(d(n-1))}.
\]

\[\square\]

2.9. Decay of Matrix Coefficients. In order to obtain effective rates of equidistribution in Sections 3 and 4, we will need to use results on the effective decay of matrix coefficients. Estimates of this type have a long and rich history, including Selberg’s celebrated 3/16 theorem for congruence quotients of \(\text{SL}_2(\mathbb{Z})\), Kazhdan’s property (T), and works of Cowling, Moore, Howe, and Oh. Far reaching extensions of Selberg’s work are also in place thanks to works of Jacques-Langlands, Burger-Sarnak, and Clozel. Our formulation here is taken from [35] (see [35], [29], and [20] for a more comprehensive history and discussion).

Theorem 2.2 ([35], Corollary 2.4.4). Let \(G = \text{SL}_n(\mathbb{R})\) and \(X = \Gamma/G\) for a lattice \(\Gamma\). There exists a constant \(0 < \beta < 1\) such that for \(f_1, f_2 \in C^\infty_c(X)\) and \(g \in G\),

\[
\left|\langle g \cdot f_1, f_2\rangle_{L^2(X)} - \int_X f_1 dm_X \int_X \mathcal{F}_2 dm_X\right| \ll e^{-\beta d_G(e,g)} S_\ell(f_1) S_\ell(f_2)
\]

where \(\ell\) is the dimension of maximal compact subgroup of \(G\). When \(n \geq 3\), the constant \(\beta\) is independent of the lattice \(\Gamma\), and when \(n = 2\) it is independent of the lattice if \(\Gamma\) is a congruence lattice.

For our specific applications, we have the following immediate corollaries.

Corollary 2.2. Let the setting be as above.

(i) For \(f_1, f_2 \in C^\infty_c(X)\) and \(t \geq 0\), we have

\[
\left|\int_X f_1(xa_t)f_2(x)dm_X(x) - \int_X f_1 dm_X \int_X \mathcal{F}_2 dm_X\right| \ll e^{-\beta t} S_\ell(f_1) S_\ell(f_2)
\]
(ii) For \( f \in C_\infty^c(X) \) and \( t \in \mathbb{R}^d \),
\[
\left| \langle u(t)f, f \rangle_{L^2(X)} - \int_X f \, dm_X \right|^2 \ll \max(1, |t|)^{-\beta_S} S_\ell(f)^2
\]

2.10. Combinatorial Sieve. In order to understand the distribution of almost-prime times in horospherical orbits we will make use of the following combinatorial sieve theorem (see [31], or [48] for a form more similar to that stated here).

**Theorem 2.3** ([31], Theorem 7.4). Let \( A = \{a_n\} \) be a sequence of nonnegative numbers and let \( P = P(z) = \prod_{p < z} p \) be the product of primes less than \( z \). Let \( S(A, P) = \sum_{(n, P) = 1} a_n \) and \( S_K(A, P) = \sum_{n \equiv 0 \mod K} a_n \). Then suppose

(i) There exists a multiplicative function \( g(K) \) on \( K \) squarefree such that
\[
S_K(A, P) = g(K) \mathcal{X} + r_K(A)
\]
and for some \( c_1 > 0 \), we have \( 0 \leq g(p) < 1 - \frac{1}{c_1} \) for all primes \( p \).

(ii) \( A \) has level distribution \( D(\mathcal{X}) \), i.e. there is \( \epsilon > 0 \) such that
\[
\sum_{K < D} |r_K(A)| \ll \mathcal{X}^{1-\epsilon}.
\]

(iii) \( A \) has sieve dimension \( r \), i.e. there exists a constant \( c_2 > 0 \) such that for all \( 2 \leq w \leq z \), we have
\[
-c_2 \leq \sum_{w \leq p \leq z} g(p) \log p - r \log \frac{z}{w} \leq c_2.
\]

Then for \( s > 9r \), \( z = D^{1/s} \), and \( \mathcal{X} \) large enough, we have
\[
S(A, P) \asymp \frac{\mathcal{X}}{(\log \mathcal{X})^s}
\]
where the implicit constants depend on the constants in (i), (ii), and (iii).

3. Effective Equidistribution of Horospherical Flows

Our main objective in this section is to prove the following effective equidistribution theorem for horospherical flows on \( X = \text{SL}_n(\mathbb{Z}) \backslash \text{SL}_n(\mathbb{R}) \).

**Theorem 3.1.** Let \( u \) be a horospherical flow on \( X \), and let \( x_0 = \Gamma g_0 \in X \). Then there exist constants \( \gamma, C > 0 \) (depending only on \( n \) and \( d \)) such that for \( f \in C_\infty^c(X) \) and \( T > R > C \), either

(3.1.a) \[
\left| \frac{1}{m_U(B_T)} \int_{B_T} f(x_0 u) \, dm_U(u) - \int_X f \, dm_X \right| \ll R^{-\gamma} S_{\infty, \ell}(f)
\]
or

(3.1.b) \[
\exists j \in \{1, \ldots, n - 1\} \text{ and primitive } w \in \Lambda_1^j(\mathbb{Z}^n) \setminus \{0\} \text{ s.t. } \|w g_0 u\| < R^q \forall u \in B_T.
\]
where \( q = \sum_{\lambda_i < 0} -m_i \lambda_i \) and \( \ell = n(n - 1)/2 \) is the dimension of maximal compact subgroup of \( G \).

Intuitively, this theorem says that either the \( U \)-orbit of \( x_0 \) equidistributes in \( X \) with a fast rate, or \( x_0 \) is close to a proper subset of \( X \) that is fixed by the action of \( U \), where our notions of “fast” and “close” are quantitatively related.

**Remark.** The condition that \( w \) in (3.1.b) be primitive is conceptually useful but technically unnecessary, in that if there exists any \( w \in \Lambda^j(\mathbb{Z}^n) \setminus \{0\} \) satisfying (3.1.b), then there will also exist a primitive vector that does so.

**Remark.** The “either/or” in the theorem statement is not meant to imply an exclusive or. In fact, the theorem can be restated in the following form: For \( x_0, \gamma, C, \ell, f, T, \) and \( R \) as above, not (3.1.b) implies (3.1.a).

Then Theorem 3.1 says that (3.1.c) implies (3.1.a), and this is in fact how we will structure the proof.

**Remark.** Although the theorem is stated for balls of the form \( B_T = a_{\log T} u([0,1]^d) a_{-\log T} \), it holds equally well for symmetric balls of the form \( B_T = a_{\log T} u([-1,1]^d) a_{-\log T} \).

**Proof.** Let \( x_0 = \Gamma g_0 \in X \) satisfy the basepoint condition in (3.1.c) for some \( T > R \). Then consider \( f \in C_c^\infty(X) \) and write, via a change of variables,

\[
I_0 := \frac{1}{m_U(B_T)} \int_{B_T} f(x_0 u) dm_U(u)
= \frac{1}{m_U(B_{T/R})} \int_{B_{T/R}} f(x_0 a_{\log R} u a_{-\log R}) dm_U(u)
= \frac{1}{m_U(B_{T/R})} \int_U 1_{B_{T/R}}(u) f(x_0 a_{\log R} u a_{-\log R}) dm_U(u).
\]

We want to show that this quantity is close to \( \int f dm_X \), and from (4) it almost looks as if we could apply the exponential mixing result of Corollary 2.2 (i) to achieve this, however there are several significant barriers to doing so. Most obviously, the integral in (4) is over \( U \) instead of \( X \). Furthermore, the “basepoint” \( x_0 a_{\log R} u \) varies with \( u \), and will eventually spend time outside of any fixed compact subset of \( X \) for \( u \) coming from a large enough ball. Finally, the function \( 1_{B_{T/R}} \) is not smooth.

We will first address the issue of smoothness by convolving the indicator function with a smooth approximation to the identity (Step 1). We will then apply the “thickening” argument of Margulis to obtain an integral over \( X \) from our integral over \( U \) (Step 2). Finally, we will deal with the moving basepoint by demonstrating that for most \( u \in B_{T/R} \) we have a uniformly good rate of equidistribution and that the size of the set on which this does not occur can be quantitatively controlled (Step 3). This last step is where we will use the nondivergence result of Section 2.8.
**Step 1.** Let $r$ be a small, positive number (to be determined) and let $\theta \in C_c^\infty(U)$ be a non-negative bump function supported on $B_r^U(e)$ satisfying the approximate identity properties of Lemma 2.1. Then the convolution $\int_U \theta(u')1_{B_{T/R}}(u(u')^{-1}) dm_U(u')$ is a smooth function approximating our original indicator function. If we substitute this function for $1_{B_{T/R}}$ in (4) and use the invariance property of the Haar measure, we get the integral

$$I_{\text{smth}} := \frac{1}{m_U(B_{T/R})} \int_U \int_U \theta(u')1_{B_{T/R}}(u(u')^{-1}) dm_U(u') f(x_0 a_{\log R} u a_{-\log R}) dm_U(u)$$

(5) \hspace{1cm} = \frac{1}{m_U(B_{T/R})} \int_U \int_U \theta(u')1_{B_{T/R}}(u) f(x_0 a_{\log R} u u' a_{-\log R}) dm_U(u) dm_U(u').

Now observe that since $\int \theta = 1$, we may again use the invariance of the Haar measure to rewrite (4) as

$$I_0 = \frac{1}{m_U(B_{T/R})} \int_U 1_{B_{T/R}}(u u') f(x_0 a_{\log R} u u' a_{-\log R}) dm_U(u) \int_U \theta(u') dm_U(u')$$

(6) \hspace{1cm} = \frac{1}{m_U(B_{T/R})} \int_U \theta(u')1_{B_{T/R}}(u u') f(x_0 a_{\log R} u u' a_{-\log R}) dm_U(u) dm_U(u').

From (5) and (6), we can see that

$$|I_0 - I_{\text{smth}}| \leq \frac{1}{m_U(B_{T/R})} \int_U \theta(u') S_{\infty,0}(f) \left( \int_U 1_{B_{T/R}}(u u') - 1_{B_{T/R}}(u) \right) dm_U(u')$$

(7) \hspace{1cm} = S_{\infty,0}(f) \int_U \theta(u') m_U(B_{T/R} \Delta B_{T/R}(u')^{-1}) dm_U(u').

But notice that since supp $\theta \subseteq B_r^U(e)$, we know that $u'$ is close to the identity, so $u$ in this region can only shift $B_{T/R}$ by a small amount. In fact, by pulling the measure back to $\mathbb{R}^n$, one may compute directly that the size of the symmetric difference is bounded by

$$m_U(B_{T/R} \Delta B_{T/R}(u')^{-1}) \ll (T/R)^{p_0}$$

for any $u' \in B_r^U(e)$, where $p_0 = \min_{i>j}(\lambda_i - \lambda_j)$. Combining this with (7) above and again using the fact that $\theta$ integrates to 1, we see that

$$|I_0 - I_{\text{smth}}| \ll \frac{(T/R)^{p_0} p_0}{m_U(B_{T/R})} r S_{\infty,0}(f) = (R/T)^{p_0} r S_{\infty,0}(f) \leq r S_{\infty,0}(f)$$

(9) \hspace{1cm}$$r \leq (R/T)^{p_0}$$

since $m_U(B_{T/R}) = (T/R)^p$ and $T \geq R$.

Now that we know $I_0$ and $I_{\text{smth}}$ can be made close, we want to know that $I_{\text{smth}}$ is not too far from $\int f dm_X$. Using Fubini’s Theorem, we can say

$$I_{\text{smth}} = \frac{1}{m_U(B_{T/R})} \int_{B_{T/R}} \int_U \theta(u') f(x_0 a_{\log R} u u' a_{-\log R}) dm_U(u') dm_U(u)$$

and we may also write

$$\int_X f dm_X = \frac{1}{m_U(B_{T/R})} \int_{B_{T/R}} \left( \int_X f dm_X \right) dm_U(u).$$
Hence,

$$\left| I_{\text{smth}} - \int_X f dm_X \right| \leq \frac{1}{m_U(B_{T/R})} \int_{B_{T/R}} \left| \int_U \theta(u') f(x_0 a_{\log R} uu' a_{-\log R}) dm_U(u') - \int_X f dm_X \right| dm_U(u).$$

**Step 2.** Now the expression inside the absolute value looks more similar to that of Corollary 2.2 (i), but we are still integrating over the wrong space. We want an integral over $X$, and although functions on $X$ integrate locally like their pullback by projection over $G$, the integral with which we are concerned is over the lower-dimensional (“thin”) subspace $U$.

Define

$$I_U(u) := \int_U \theta(u') f(x_0 a_{\log R} uu' a_{-\log R}) dm_U(u').$$

to be the integral from inside (10) above. In order to apply exponential mixing, we will need to “thicken” this integral over $U$ to an integral over a neighborhood of the orbit in $G$ and then project to $X$.

Recall from Section 2.3 that $m_G = m_U \times m_H^r$, where $m_H^r$ is the right Haar measure on $H = U^0 U^-$. Then let $\psi \in C^\infty_c(H)$ be an approximate identity supported on $B_H^r(e)$ as described in Lemma 2.1. Since $\int \psi = 1$, we may rewrite (11) as

$$I_U(u) = \int_H \int_U \theta(u') \psi(h) f(x_0 a_{\log R} uu' a_{-\log R}) dm_U(u') dm_H^r(h).$$

Now define

$$I_X(u) := \int_H \int_U \theta(u') \psi(h) f(x_0 a_{\log R} uu' a_{-\log R}) dm_U(u') dm_H^r(h)$$

which differs from $I_U(u)$ only by the presence of the variable $h$ inside $f$. To see that $I_U(u)$ and $I_X(u)$ are close, observe that

$$|I_U(u) - I_X(u)| \leq \int_H \int_U \theta(u') \psi(h) |f(\tilde{x}) - f(\tilde{x} a_{\log R} ha_{-\log R})| dm_U(u') dm_H^r(h)$$

where $\tilde{x} = x_0 a_{\log R} uu' a_{-\log R}$. But since $f$ has bounded derivative,

$$|f(\tilde{x}) - f(\tilde{x} a_{\log R} ha_{-\log R})| \ll S_{\infty,1}(f) d_G(e, a_{\log R} ha_{-\log R})$$

by Sobolev property (iv). Furthermore, since conjugation by $a_t$ is non-expanding on the subgroup $H$ (recall that it fixes $U^0$ and contracts $U^-$), we may see that

$$d_G(e, a_{\log R} ha_{-\log R}) \leq d_G(e, h) \ll d_H(e, h) \leq r$$

for $h \in \text{supp } \psi \subseteq B_{T}^r(e)$.

Then from (14), (15), and (16) and the fact that both $\theta$ and $\psi$ integrate to 1, we have

$$|I_U(u) - I_X(u)| \ll S_{\infty,1}(f) r.$$

There is a slight subtlety here because we used the right Haar measure on $H$, so the corresponding metric $d_H$ is right-invariant, while $d_G$ is left-invariant. In general, $d_G$ restricted to $H$ will be less than or equal to the corresponding left-invariant metric on $H$. However, any left-invariant metric is Lipschitz equivalent to any right-invariant metric in a suitable neighborhood of the identity, so the above series of inequalities goes through for $r$ small enough.
Now we want to verify that $I_X(u)$ is not far from $\int f dm_X$. By our measure decomposition, we can see (13) as an integral over $G$:

\begin{equation}
I_X(u) = \int_G \phi(g) f(x_0 a_{\log R} u g a_{-\log R} ) dm_G(g)
\end{equation}

where the function $\phi(uh) = \theta(u) \psi(h)$ is defined for all $g \in UH$, hence it is defined almost-everywhere. In order to apply mixing, we want to further interpret $I_X(u)$ as an integral over $X$. To do this, let $y = x_0 a_{\log R} u$, keeping in mind that $y$ depends on $u$. Then define $\phi_y \in C_c^\infty(X)$ by $\phi_y = \phi \circ \pi_y^{-1}$ where $\pi_y : G \to X$ is natural projection at $y$. Note, however, that $\phi_y$ is only well-defined if $\pi_y$ is injective on supp $\phi = \text{supp } \theta \text{ supp } \psi \subseteq B_r^U(e) B_r^H(e)$. In a neighborhood of the identity, $B_r^U(e) B_r^H(e) \subseteq B^G_{cr}(e)$ for a positive constant $c$, since

$$d_G(uh, e) \leq d_G(uh, u) + d_G(u, e) = d_G(h, e) + d_G(u, e) \ll d_H(h, e) + d_U(u, e) \leq 2r.$$ 

Therefore, if $\pi_y$ is injective on $B^G_{cr}(e)$ for $y = x_0 a_{\log R} u$ (an assumption we will return to later) we can say from (18) that

$$I_X(u) = \int_G \phi(g) f(y g a_{-\log R}) dm_G(g) = \int_G \phi_y(yg) f(y g a_{-\log R}) dm_G(g) = \int_X \phi_y(x) f(x a_{-\log R}) dm_X(x).$$

Since $\int \phi_y dm_X = \int \phi dm_G = \int \theta dm_U \int \psi dm_H = 1$, we can now apply the effective mixing result from Section 2.9 to obtain

$$\left|I_X(u) - \int_X f dm_X\right| = \left|\int_X \phi_y(x) f(x a_{-\log R}) dm_X(x) - \int_X \phi_y dm_X \int_X f dm_X\right| \ll R^{-\beta} S_{\ell}(\phi_y) S_{\ell}(f).$$

Then from property (v) in Section 2.4 and our bound on the Sobolev norm of an approximate identity (property (iv) in Section 2.5), we can say

$$S_{\ell}(\phi_y) = S_{\ell}^G(\phi) \ll S_{\ell}^U(\theta) S_{\ell}^H(\psi) \ll r^{-(\ell+d/2)} r^{-(\ell+\bar{d}/2)} = r^{-2\ell-(n^2-1)/2}$$

where $\bar{d} = \dim H$. Thus if $\pi_y$ is injective on $B^G_{cr}(e)$, then

\begin{equation}
\left|I_X(u) - \int_X f dm_X\right| \ll R^{-\beta} r^{-p_1} S_{\ell}(f)
\end{equation}

where $p_1 = 2\ell + (n^2 - 1)/2$.

**Step 3.** However, as we have noted, $y = x_0 a_{\log R} u$ depends on $u$, which varies over $B_{T/R}$ in (10). While we cannot ensure that $\pi_y$ is injective on $B^G_{cr}(e)$ for all $u \in B_{T/R}$, we can say that the set on which this does not occur has small measure.

Recall from Lemma 2.2 that $\pi_y : B^G_r(e) \to B^X_r(y)$ is injective for $y \in L_\epsilon$ for $r$ proportional to $\epsilon^n$ and for $\epsilon$ small enough. Furthermore, observe that condition (3.1.c) is equivalent to the statement that for all $j \in \{1, \cdots, n-1\}$ and primitive $w \in \Lambda^j(\mathbb{Z}^d) \setminus \{0\}$, there exists
For $t \in [0, 1]^d$ such that $\| w_0 a_{t_0} T v(t) a_{-t_0} \| \geq R^q$. Then by Corollary 2.1 in Section 2.8, we have that

$$|\{ t \in [0, 1]^d | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} | < \epsilon^{1/d(n-1)}.$$

since $R_0 = R^{-q}$ implies $\rho = 1/n$. From this we find that

$$|\{ t \in [0, 1]^d | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} | = |\{ t \in [0, 1]^d | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} |
= m_U \{ \{ u \in B_1 | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} 
= m_U \{ \{ u \in B_1 | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} / m_U (B_{T/R})
$$

where the last equality can be verified using a change of variables. That is, for $x_0$ satisfying condition (3.1.c), we have

$$m_U \{ \{ u \in B_{T/R} | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \} \} < \epsilon^{1/d(n-1)} m_U (B_{T/R}).$$

In other words, if we let $E := \{ u \in B_{T/R} | x_0 a_{t_0} T v(t) a_{-t_0} \in L_t \}$, then (19) holds for all $u \in E$ and

$$m_U (B_{T/R} \setminus E) < \epsilon^{1/d(n-1)} m_U (B_{T/R}).$$

Thus, from (10), (17), and (19), we find

$$\left| I_{\text{smth}} - \int_X f dm_X \right| \leq \frac{1}{m_U (B_{T/R})} \int_{B_{T/R}} \left| I_U (u) - \int_X f dm_X \right| dm_U (u)
+ \frac{1}{m_U (B_{T/R})} \int_{B_{T/R} \setminus E} \left| I_X (u) \right| dm_U (u)
+ \frac{1}{m_U (B_{T/R})} \int_E \left| I_X (u) \right| dm_U (u)$$

$$< \mathcal{S}_{\infty,1}(f) t + \frac{1}{m_U (B_{T/R})} \int_E \left| I_X (u) \right| dm_U (u)$$

$$< \mathcal{S}_{\infty,1}(f) t + \frac{m_U (E)}{m_U (B_{T/R})} R^{-\beta} r^{-p_1} \mathcal{S}_\ell (f) + \frac{m_U (B_{T/R} \setminus E)}{m_U (B_{T/R})} \mathcal{S}_{\infty,0}(f)$$

$$< \mathcal{S}_{\infty,1}(f) t + R^{-\beta} r^{-p_1} \mathcal{S}_\ell (f) + \epsilon^{1/d(n-1)} \mathcal{S}_{\infty,0}(f)$$

Finally, from this and (9), we have

$$\left| I_0 - \int_X f dm_X \right| \leq \left| I_0 - I_{\text{smth}} \right| + \left| I_{\text{smth}} - \int_X f dm_X \right|
< \left( \epsilon^n + R^{-\beta} \epsilon^{-p_1 n} + \epsilon^{1/d(n-1)} \right) \mathcal{S}_{\infty,0}(f)$$

where we have used that $r$ is proportional to $\epsilon^n$, as well as Sobolev property (i).

Let $p_2 := 1/d(n-1)$. Since $n > p_2$, the $\epsilon^n$ term above decays more quickly than other terms and can be ignored. To optimize the rate of decay, we set

$$R^{-\beta} \epsilon^{-p_1 n} = \epsilon^{p_2}$$

which implies

$$\epsilon = R^{-\beta / (p_1 n + p_2)}.$$
Then so long as $R$ is chosen sufficiently large so that $\epsilon$ (and subsequently $r$) are small enough to make Corollary 2.1 and Lemma 2.2 true (along with several other statements we made regarding neighborhoods of the identity), then we have demonstrated (3.1.a) in Theorem 3.1 with the rate

$$|I_0 - \int_X f dm_X| \ll R^{-\gamma} S_{\infty, \ell}(f)$$

where $\gamma = \beta p_2 / (p_1 n + p_2)$.

□

Remark. In the case of $\Gamma$ cocompact, it follows from the above proof that we may remove dependence on the basepoint from our effective equidistribution statement. That is, for $X = \Gamma \backslash G$, $\Gamma \leq G$ a cocompact lattice, and $U \leq G$ a horospherical subgroup, we have that there exists $\gamma > 0$ (depending only on $n$, $d$, and $\Gamma$) such that for $T$ large enough,

$$\left| \frac{1}{m_U(B_T)} \int_{B_T} f(x_0 u) dm_U(u) - \int_X f dm_X \right| \ll_G T^{-\gamma} S_{\infty, \ell}(f)$$

for any $f \in C^\infty(X)$ and $x_0 \in X$. This is because we only make use of the basepoint condition in Step 3, where we need it to deal with the moving basepoint and the fact that the radius of injection depends on where we are in $X$. However, in the compact setting, we have a uniform injectivity radius, so we may may avoid this step altogether. Morally, uniformity in the basepoint is due to the fact that in the compact setting, there are no proper invariant subspaces near which an orbit can become trapped for long periods of time.

4. Equidistribution for Arithmetic Sequences Along Abelian Horospherical Flows

Let $G = \text{SL}_n(\mathbb{R})$, $\Gamma = \text{SL}_n(\mathbb{Z})$, and $X = \Gamma \backslash G$. Let $U$ be an upper triangular unipotent subgroup of the form

$$(21) \quad U = \left\{ \begin{pmatrix} I_m & \ast \\ 0 & I_{n-m} \end{pmatrix} \right\}$$

for $m < n$. Note that $U \cong \mathbb{R}^d$ as groups for $d = m(n - m)$ under any identification $u(t)$ of $t \in \mathbb{R}^d$ with the upper-right block. Recall that the Haar measure on $U$ is the Lebesgue measure on $\mathbb{R}^d$ under this identification, which we normalize so that $u([0, 1]^d)$ has unit measure. Observe that $U$ is horospherical with respect to the element

$$a_t = \text{diag}(e^{(n-m)/n}, \ldots, e^{(n-m)/n}, e^{-tm/n}, e^{-tm/n}, \ldots, e^{-tm/n})$$

for any $t > 0$ and that conjugation by $a_t$ scales all entries in the upper-right block of $U$ by $e^{t(n-m)/n} e^{tm/n} = e^t$. Hence, for this choice of $a_t$, we have $B_T = a_{\log T} u([0, 1]^d) a_{-\log T} = u([0, T]^d)$. For this reason we will conflate the notation and write $B_T$ for both $[0, T]^d \subseteq \mathbb{R}^d$ and $u([0, T]^d) \subseteq U$.

4 Since dependence on $\Gamma$ only arises from the spectral gap, we can remove dependence for $n \geq 3$ or for $n = 2$ when $\Gamma$ is a congruence lattice.
Let $\psi$ be an additive character of $U$ (so $\psi(t) = e^{ia \cdot t}$ for some $a \in \mathbb{R}^d$). Define measure $\nu_T$ and (complex) measure $\mu_{T,\psi}$ on $X$ via duality: for $f \in C_c^\infty(X)$ let
\[
\int_X f d\nu_T = \nu_T(f) := \frac{1}{|B_T|} \int_{B_T} f(x_0 u(t)) dt
\]
and
\[
\int_X f d\mu_{T,\psi} = \mu_{T,\psi}(f) := \frac{1}{|B_T|} \int_{B_T} \psi(t) \left( f(x_0 u(t)) - \int_X f dm_X \right) dt.
\]

Our main goal in this section is to obtain an effective rate of equidistribution along (multivariate) arithmetic sequences of inputs for the right action of $U$ on $X$. To do this, we first present the following lemma, the proof of which closely follows the proof of Lemma 3.1 in [64] for the case of $G = \text{SL}_2(\mathbb{R})$ and $\Gamma$ cocompact.

Lemma 4.1. Let $x_0 = \Gamma g_0 \in X$ satisfy (3.1.c) for $T > R > C$. Then there exists $b > 0$ such that for any $f \in C_c^\infty(X)$ and additive character $\psi$,
\[
|\mu_{T,\psi}(f)| \ll R^{-b} S_{\infty,\ell}(f)
\]
where $\ell$ is as in Theorem 3.1.

Remark. As noted in [64], the significance of this lemma is that the implicit constant is independent of choice of $\psi$. This can be shown for highly oscillatory $\psi$ using integration by parts and for almost constant $\psi$ using equidistribution of the horospherical flow directly, thus this lemma is most significant for $\psi$ of moderate oscillation. The proof will use our effective equidistribution result as well as a variety of technical integral manipulations that nonetheless do not require any heavy machinery.

Proof. Let $1 \leq H \leq T$ and define a complex measure $\sigma_H$ on $U$ by
\[
\int_U g d\sigma_H = \sigma_H(g) := \frac{1}{|B_H|} \int_{B_H} \overline{\psi(t)} g(u(t)) dt
\]
for $g \in C_c^\infty(U)$.

Let $f * \sigma_H$ be the right convolution of $f$ by $\sigma_H$, i.e., for $x \in X$
\[
f * \sigma_H(x) = \int f(xu(t)^{-1}) d\sigma_H(t) = \frac{1}{|B_H|} \int_{B_H} \overline{\psi(t)} f(xu(t)^{-1}) dt.
\]

Notice that by switching the order of integration (one may verify that the conditions of Fubini's theorem are satisfied) and using invariance of the Haar measure, we have
\[
\int_X f * \sigma_H dm_X = \int_X \frac{1}{|B_H|} \int_{B_H} \overline{\psi(t)} f(xu(t)^{-1}) dt dm_X(x)
\]
\[
= \frac{1}{|B_H|} \int_{B_H} \overline{\psi(t)} \left( \int_X f(xu(t)^{-1}) dm_X(x) \right) dt
\]
\[
= \frac{1}{|B_H|} \int_{B_H} \overline{\psi(t)} \left( \int_X f dm_X \right) dt.
\]
Hence,

\[
\mu_{T,\psi}(f \ast \sigma_H) = \frac{1}{|B_T|} \int_{B_T} \psi(t) \left( f \ast \sigma_H(x_0 u(t)) - \int_X f \ast \sigma_H dm_X \right) dt
\]

\[
= \frac{1}{|B_T|} \int_{B_T} \psi(t) \frac{1}{|B_H|} \int_{B_H} \psi(s) \left( f(x_0 u(t)u(s)) - \int_X f dm_X \right) ds dt
\]

\[
= \frac{1}{|B_T||B_H|} \int_{B_T} \int_{B_H} \psi(t-s) \left( f(x_0 u(t) - s) - \int_X f dm_X \right) ds dt
\]

since \( \psi(s) = \psi(-s) \) and \( U \cong R^d \). Now by switching the order of integration and applying a change of variables, we get

\[
\mu_{T,\psi}(f \ast \sigma_H) = \frac{1}{|B_T||B_H|} \int_{B_T} \int_{B_H} \psi(t) \left( f(x_0 u(t)) - \int_X f dm_X \right) dt ds.
\]

But we may also write

\[
\mu_{T,\psi}(f) = \frac{1}{|B_T|} \int_{B_T} \psi(t) \left( f(x_0 u(t)) - \int_X f dm_X \right) dt
\]

\[
= \frac{1}{|B_T||B_H|} \int_{B_T} \int_{B_H} \psi(t) \left( f(x_0 u(t)) - \int_X f dm_X \right) dt ds.
\]

Thus

\[
|\mu_{T,\psi}(f) - \mu_{T,\psi}(f \ast \sigma_H)|
\]

\[
\leq \frac{1}{|B_T||B_H|} \int_{B_H} \int_{B_T \triangle (B_T-s)} \left| f(x_0 u(t)) - \int_X f dm_X \right| dt ds
\]

\[
\ll \frac{1}{|B_T||B_H|} \int_{B_H} |B_T \triangle (B_T-s)||S_{\infty,0}(f)| ds.
\]

But notice that \( B_T \triangle (B_T-s) \) is simply the symmetric difference of two shifted cubes, the measure of which will be maximized when \( s = (H, \cdots, H) \) (see Figure 1). Hence,

\[
|B_T \triangle (B_T-s)| \leq 2(T^d - (T-H)^d)
\]

\[
= 2(dT^{d-1}H - \cdots \pm dTH^{d-1} \mp H^d)
\]

\[
\ll T^{d-1}H.
\]

since \( H \leq T \) implies that the leading term dominates.

It follows that \( \int_{B_H} |B_T \triangle (B_T-s)| ds \ll T^{d-1}H^{d+1} \). Thus,

\[
(22) \quad |\mu_{T,\psi}(f) - \mu_{T,\psi}(f \ast \sigma_H)| \ll \frac{T^{d-1}H^{d+1}}{|B_T||B_H|} S_{\infty,0}(f) = \frac{H}{T} S_{\infty,0}(f).
\]
Now consider
\[
|\mu_{T,\psi}(f \ast \sigma_H)|^2 = \frac{1}{|B_T|} \left| \int_{B_T} \psi(t) \left( f \ast \sigma_H(x_0 u(t)) - \int_X f \ast \sigma_H dm_X \right) dt \right|^2 \\
\leq \frac{1}{|B_T|^2} \left( \int_{B_T} \left| f \ast \sigma_H(x_0 u(t)) - \int_X f \ast \sigma_H dm_X \right|^2 dt \right)^2 \\
= \frac{1}{|B_T|^2} \left\langle 1, \left| f \ast \sigma_H(x_0 u(\cdot)) - \int_X f \ast \sigma_H dm_X \right|^2 \right\rangle_{L^2(B_T)}.
\]
By Cauchy-Schwarz, we know that
\[
|\mu_{T,\psi}(f \ast \sigma_H)|^2 \leq \frac{1}{|B_T|^2} \|1\|^2_{L^2(B_T)} \left\| f \ast \sigma_H(x_0 u(\cdot)) - \int_X f \ast \sigma_H dm_X \right\|^2_{L^2(B_T)}.
\]
Now, \(\|1\|^2_{L^2(B_T)} = \int_{B_T} 1^2 dt = |B_T|\), and
\[
\left\| f \ast \sigma_H(x_0 u(\cdot)) - \int_X f \ast \sigma_H dm_X \right\|^2_{L^2(B_T)} = \int_{B_T} \left| f \ast \sigma_H(x_0 u(t)) - \int_X f \ast \sigma_H dm_X \right|^2 dt \\
= |B_T| \nu_T \left( \left| f \ast \sigma_H - \int_X f \ast \sigma_H dm_X \right|^2 \right)
\]
which shows that
\[
|\mu_{T,\psi}(f \ast \sigma_H)|^2 \leq \nu_T \left( \left| f \ast \sigma_H - \int_X f \ast \sigma_H dm_X \right|^2 \right).
\]
Hence, by (22) and (23), we have
\[
|\mu_{T,\psi}(f)| \leq |\mu_{T,\psi}(f) - \mu_{T,\psi}(f \ast \sigma_H)| + |\mu_{T,\psi}(f \ast \sigma_H)|
\]
\[
\ll \frac{H}{T} S_{\infty,0}(f) + \nu_T \left( \left| f \ast \sigma_H - \int_X f \ast \sigma_H dm_X \right|^2 \right)^{1/2}.
\]
To estimate $\nu_T \left( \left| f * \sigma_H - \int_X f * \sigma_H dm_X \right|^2 \right)$, observe that

\[
\left| f * \sigma_H(x) - \int_X f * \sigma_H dm_X \right|^2 = \frac{1}{|B_H|^2} \int_{B_H} \overline{\psi(s)} \left( \left[ u(s) f(x) \right] - \int_X f dm_X \right) ds^2
\]

\[
= \frac{1}{|B_H|^2} \left( \int_{B_H} \overline{\psi(s_1)} \left( \left[ u(s_1) f(x) \right] - \int_X f dm_X \right) ds_1 \right)
\cdot \left( \int_{B_H} \psi(s_2) \left( \left[ u(s_2) \overline{f}(x) \right] - \int_X \overline{f} dm_X \right) ds_2 \right)
\]

\[
= \frac{1}{|B_H|^2} \int_{B_H} \int_{B_H} \psi(s_2 - s_1) \left[ \left( u(s_1) f(x) \right) - \int_X f dm_X \right] \left[ \left( u(s_2) \overline{f}(x) \right) - \int_X \overline{f} dm_X \right] ds_1 ds_2.
\]

(25)

When we apply $\nu_T$ to this, we can change the order of integration so that the innermost integral is over $B_T$, with the character $\psi(s_2 - s_1)$ outside this integral. We may then integrate separately over the four terms we get by expanding the bracketed product above. That is,

\[
\nu_T \left( \left| f * \sigma_H - \int_X f * \sigma_H dm_X \right|^2 \right)
= \frac{1}{|B_H|^2} \int_{B_H} \int_{B_H} \psi(s_2 - s_1) \nu_T \left( \left( u(s_1) f - \int_X f dm_X \right) \left( u(s_2) \overline{f} - \int_X \overline{f} dm_X \right) \right) ds_1 ds_2
\]

(26)

where

\[
F(s_1, s_2) = \nu_T(u(s_1) f \cdot u(s_2) \overline{f})
- \nu_T(u(s_1) f) \int_X \overline{f} dm_X
- \nu_T(u(s_2) \overline{f}) \int_X f dm_X
+ \left| \int_X f dm_X \right|^2.
\]

Now from Theorem 3.1 we know that for arbitrary $\tilde{f} \in C^\infty_c(X)$ and $x_0$ satisfying the Diophantine basepoint condition (3.1.c) with $T > R > C$, we have

\[
\left| \nu_T(\tilde{f}) - \int_X \tilde{f} dm_X \right| = \frac{1}{|B_T|} \int_{B_T} \tilde{f}(x_0 u(t)) dt - \int_X \tilde{f} dm_X \ll R^{-\gamma} \mathcal{S}_{\infty, \ell}(\tilde{f}),
\]

that is,

(27)

\[
\nu_T(\tilde{f}) = \int_X \tilde{f} dm_X + O(R^{-\gamma} \mathcal{S}_{\infty, \ell}(\tilde{f})).
\]
Applying this to the function \( \tilde{f} = u(s_1)f \), we find that
\[
\nu_T(u(s_1)f) = \int_X u(s_1)f \, dm_X + \mathcal{O}(R^{-\gamma}S_{\infty,\ell}(u(s_1)f)).
\]
But since \( m_X \) is the Haar measure,
\[
\int_X u(s_1)f \, dm_X = \int_X f(xu(s_1)^{-1}) \, dm_X(x) = \int_X f \, dm_X.
\]
Thus
\[
\nu_T(u(s_1)f) \int_X \overline{f} \, dm_X = \left| \int_X f \, dm_X \right|^2 + \mathcal{O}(R^{-\gamma}H^2S_{\infty,\ell}(f)^2).
\]
Furthermore, from Sobolev norm property (iii), we know that for \( f \in C_c^\infty(X) \) and \( h \in G \), we have \( S_{\infty,\ell}(hf) \ll \|h\|^\ell S_{\infty,\ell}(f) \), where \( \|h\| \) is the operator norm of \( \text{Ad}_{h^{-1}} \). Since the entries of \( u(s)^{-1} \) are bounded by \( \max(1,|s|) \), we have \( \|u(s)\| \ll \max(1,|s|)^2 \). Thus for \( s_1 \in [0,H] \) with \( H \geq 1 \), \( S_{\infty,\ell}(u(s_1)f) \ll H^{2\ell}S_{\infty,\ell}(f) \). Combining this with the bound \( \| \int \overline{f} \, dm_X \| \ll S_{\infty,0}(f) \ll S_{\infty,\ell}(f) \), we find that
\[
\nu_T(u(s_1)f) \int_X \overline{f} \, dm_X = \left| \int_X f \, dm_X \right|^2 + \mathcal{O}(R^{-\gamma}H^{2\ell}S_{\infty,\ell}(f)^2).
\]
Likewise,
\[
\nu_T(u(s_2)\overline{f}) \int_X f \, dm_X = \left| \int_X f \, dm_X \right|^2 + \mathcal{O}(R^{-\gamma}H^{2\ell}S_{\infty,\ell}(f)^2).
\]
Therefore, (26) becomes simply
\[
F(s_1, s_2) = \nu_T(u(s_1)f \cdot u(s_2)\overline{f}) - \left| \int_X f \, dm_X \right|^2 + \mathcal{O}(T^{-\alpha\gamma}H^{2\ell}S_{\infty,\ell}(f)^2).
\]
Substituting this back into (25), we conclude that
\[
\nu_T \left( \left| f * \sigma_H(x) - \int_X f * \sigma_H \, dm_X \right|^2 \right) \ll \frac{1}{|B_H|^2} \int_{B_H} \int_{B_H} \nu_T(u(s_1)f \cdot u(s_2)\overline{f}) - \left| \int_X f \, dm_X \right|^2 \, ds_1 ds_2 + R^{-\gamma}H^{2\ell}S_{\infty,\ell}(f)^2.
\]
But now notice that
\[
\int_X u(s_1)f \cdot u(s_2)\overline{f} \, dm_X = \langle u(s_1)f, u(s_1)f \rangle_{L^2(X)} = \langle u(s_1-s_2)f, f \rangle_{L^2(X)}
\]
so by the triangle inequality, we can estimate
\[
\nu_T(u(s_1)f \cdot u(s_2)\overline{f}) - \left| \int_X f \, dm_X \right|^2 \leq \nu_T(u(s_1)f \cdot u(s_2)\overline{f}) - \int_X u(s_1)f \cdot u(s_2)\overline{f} \, dm_X + \langle u(s_1-s_2)f, f \rangle_{L^2(X)} - \left| \int_X f \, dm_X \right|^2.
\]
Again, by our equidistribution result in (27), we know that
\begin{equation}
|\nu_T(u(s_1)f \cdot u(s_2)f) - \int_X u(s_1)f \cdot u(s_2)f \, dm_X| \ll R^{-\gamma}S_{\infty, \ell}(u(s_1)f \cdot u(s_2)f)
\end{equation}
and by properties (ii) and (iii) of Sobolev norms, we have
\begin{equation}
S_{\infty, \ell}(u(s_1)f \cdot u(s_2)f) \ll S_{\infty, \ell}(u(s_1)f)S_{\infty, \ell}(u(s_2)f) \ll H^{4\ell}S_{\infty, \ell}(f)^2
\end{equation}
for \(s_1, s_2 \in [0, H]\). Thus, from (31), (30), and (29), equation (28) becomes
\begin{equation}
\nu_T \left( \left| f \ast \sigma_H(x) - \int_X f \ast \sigma_H \, dm_X \right|^2 \right) \ll \frac{1}{|B_H|^2} \int_{B_h} \int_{B_h} \left| \langle u(s_1 - s_2)f, f \rangle_{L^2(X)} - \int_X f \, dm_X \right|^2 \, ds_1 \, ds_2 + R^{-\gamma}H^{4\ell}S_{\infty, \ell}(f)^2.
\end{equation}
Now from Corollary 2.2 (ii), we know there exists \(\beta > 0\) such that for any \(s \in \mathbb{R}^d\),
\begin{equation}
|\langle u(s)f, f \rangle_{L^2(X)} - \int_X f \, dm_X|^2 \ll \max(1, |s|)^{-\beta}S_{\infty, \ell}(f)^2.
\end{equation}
Then for \(s = s_1 - s_2\), we have the following problem: We want to bound the integral in (32) by a power of \(H\), but for \((s_1, s_2)\) close to the diagonal in \(B_H \times B_H\) we cannot do better than a constant times the Sobolev norm of \(f\) in (33). We will address this by integrating separately over a neighborhood of the diagonal that has small measure (depending on \(H\)) and away from the diagonal where \(\max(1, |s_1 - s_2|)\) is dominated by \(H\).

To make this precise, let \(D := \{(s_1, s_2) \in B_H \times B_H \mid s_1 = s_2\}\) be the diagonal of \(B_H \times B_H\) and define \(D_\epsilon := \{(s_1, s_2) \in B_H \times B_H \mid |s_1 - s_2| < \epsilon\}\). Notice that \(D\) is a \(d\)-dimensional subset of \(\mathbb{R}^{2d}\) with diameter \(\sqrt{2dH}\). Furthermore, any point satisfying \(|s_1 - s_2| = \epsilon\) is distance \(\epsilon/\sqrt{2}\) from the diagonal, so \(D_\epsilon\) is an \((\epsilon/\sqrt{2})\)-neighborhood of \(D\) sitting inside \([0, H]^{2d}\). Thus \(D_\epsilon\) is contained within a box in \(\mathbb{R}^{2d}\) with \(d\) side-lengths of \(\sqrt{2dH}\) and \(d\) side-lengths of \(2\epsilon/\sqrt{2}\), so
\[|D_\epsilon| \ll H^{d\epsilon^d}\]
(see Figure 2). In particular, if \(\epsilon = H^\zeta\) (for \(0 < \zeta < 1\) to be determined), then
\[|\{(s_1, s_2) \in B_H \times B_H \mid |s_1 - s_2| < H^\zeta\}| \ll H^{d(1+\zeta)}.
\]
In this region, the integrand is dominated by 1, so when we integrate over this region and divide by \(|B_H|^2 = H^{2\ell}\) (as we are doing in (32)), we get a term of order \(H^d(\zeta - 1)S_{\infty, \ell}(f)^2\).

On the other hand, for \(|s_1 - s_2| \geq H^\zeta\), we can say that
\[|\langle u(s_1 - s_2)f, f \rangle_{L^2(X)} - \int_X f \, dm_X|^2 \ll \max(1, |s_1 - s_2|)^{-\beta}S_{\infty, \ell}(f)^2 \leq H^{-\zeta\beta}S_{\infty, \ell}(f)^2.
\]
Figure 2. The measure of the set where \(|s_1 - s_2| < \epsilon\) has measure bounded by \(H^d\epsilon^d\) in \(B_H \times B_H\) (shown here for one dimensional \(U\)).

Hence,

\[
\frac{1}{|B_H|^2} \int_{B_H} \int_{B_H} \left| \langle u(s_1 - s_2)f, f \rangle_{L^2(X)} - \int_X f dm_X \right|^2 \, ds_1 ds_2 \ll (H^{-\zeta\beta} + H^{d(\zeta-1)}) S_{\infty, \ell}(f)^2
\]

(34)

where we have chosen \(\zeta = d/(d + \beta)\) to optimize the error.

Together, the bounds in (32) and (34) imply that

\[
\nu_T \left( \left| f * \sigma_H(x) - \int_X f * \sigma_H dm_X \right|^2 \right) \ll \left( R^{-\gamma} H^{4\ell} + H^{-d\beta/(d+\beta)} \right) S_{\infty, \ell}(f)^2.
\]

(35)

Finally, from (24) and (35), we have

\[
|\mu_{T, \psi}(f)| \ll \left( T^{-1} H + R^{-\gamma/2} H^{2\ell} + H^{-d\beta/(2d+2\beta)} \right) S_{\infty, \ell}(f).
\]

Since \(\gamma < 1\) and \(R < T\), the first term decays more quickly than the second, and can be ignored. Thus the decay is optimized when

\[
H^{-d\beta/(2d+2\beta)} = R^{-\gamma/2} H^{2\ell} \quad \Rightarrow \quad H = R^{\gamma(d+\beta)/(4d\ell + 4\ell\beta + d\beta)}.
\]

This demonstrates the claim that

\[
|\mu_{T, \psi}(f)| \ll R^{-b} S_{\infty, \ell}(f)
\]

where \(b = d\beta\gamma/(8d\ell + 8\ell\beta + 2d\beta)\).

We will now use this lemma to establish an effective equidistribution bound along multivariate arithmetic sequences.
Let $K_1, \ldots, K_d \geq 1$ and define $K$ to be the diagonal matrix

$$K := \text{diag}(K_1, \cdots, K_d) = \begin{pmatrix} K_1 & \cdots & K_d \end{pmatrix}$$

and $|K| = \det(K) = K_1 K_2 \cdots K_d$.

We want to understand the behavior of

$$S := \sum_{k \in \mathbb{Z}^d \atop K \kappa \in B_T} f(x_0 u(Kk)).$$

For equidistribution, we want this to be close to

$$\int_X f dm_X \approx \frac{T^d}{|K|} \int_X f dm_X.$$

For $x_0$ satisfying a basepoint property, we have the following result.

**Theorem 4.1.** Let $K = \text{diag}(K_1, \cdots, K_d)$ with $T \geq K_1, \ldots, K_d \geq 1$ and determinant $|K|$. Then for all $x_0 \in X$ satisfying (3.1.c) with $T > R > C_K$, we have

$$\left| \sum_{k \in \mathbb{Z}^d \atop K \kappa \in B_T} f(x_0 u(Kk)) - \frac{T^d}{|K|} \int_X f dm_X \right| \ll \left( T^d R^{-b/(d+1)} |K|^{-d/(d+1)} + \frac{T^{d-1} \max_i K_i}{|K|} \right) S_{\infty, \ell}(f)$$

where $C_K := \max(C, (2/ \min_i K_i)^{(d+1)/b} |K|^{1/b})$ with $C$ and $\ell$ as in Theorem 3.1.

**Proof.** Let $\delta > 0$ be small (to be determined) and define the single-variable hat function

$$g_\delta(t) := \max(\delta^{-2}(\delta - |t|), 0)$$

for $t \in \mathbb{R}$ and (through slight abuse of notation) the multivariable function

$$g_\delta(t) := g_\delta(t_1) \cdots g_\delta(t_d)$$

for $t = (t_1, \cdots, t_d) \in \mathbb{R}^d$. Notice that $\int_{\mathbb{R}^d} g_\delta(t) dt = 1$ and supp $(g_\delta) \subseteq [-\delta, \delta]^d$.

Define an approximation to the sum $S$ by

$$S_{\text{approx}} := \int_{B_T} \left( \sum_{k \in \mathbb{Z}^d} g_\delta(t-Kk) \right) f(x_0 u(t)) dt.$$

That is, instead of averaging $f$ over the lattice points of $K \mathbb{Z}^d$, we average over small neighborhoods around the lattice points using the bump function $g_\delta$, since $\sum_k g_\delta(t-Kk)$ is supported on a disjoint union of $\delta$-cubes centered around the points of $K \mathbb{Z}^d$ (that is, so long as $\delta < \min_i K_i/2$).

We want to show that $S_{\text{approx}}$ can be written

$$S_{\text{approx}} = \left( \sum_{k \in \mathbb{Z}^d \atop K \kappa \in B_T} \int_{[-\delta, \delta]^d + Kk} g_\delta(t-Kk) f(x_0 u(t)) dt \right) + r(T, K, f, d)$$

where $r(T, K, f, d)$ is an error term depending on $T$, $K_1, \cdots, K_d$, $f$, and dimension $d$. To see this, observe that in both (37) and (38) we are integrating $f$ against a sum of bump functions supported on a disjoint union of $\delta$-cubes centered at the lattice points of $K \mathbb{Z}^d$. 
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Figure 3. The area shaded in red indicates the region over which we are integrating in the definition of $S_{\text{approx}}$, whereas the area shaded in gray represents the region over which we are integrating in our estimate of $S_{\text{approx}}$ given in (38). The difference between the two integrals can be bounded by the number of $\delta$-cubes intersecting the boundary of $B_T$ multiplied by the supremum of $f$.

However, in (37) we are integrating over the region shaded in red Figure 3, whereas in (38) we are integrating over the region shaded in gray (that is, we are only integrating against the bump functions whose centers intersect $B_T$).

Thus all of the possible error comes from integrating over those $\delta$-cubes that intersect the boundary of $B_T$. Consider a face of $B_T$ that is orthogonal to the $i^{\text{th}}$ standard basis vector. It will intersect at most $T/K_j + O(1)$ of these cubes along an edge in the $j^{\text{th}}$ direction for $j \neq i$. Hence, the total number of cubes that face intersects can be bounded by

$$
\frac{T}{K_1} \cdots \frac{T}{K_{i-1}} \frac{T}{K_{i+1}} \cdots \frac{T}{K_d} = T^{d-1} \frac{K_i}{|K|}.
$$

Since $g_\delta$ integrates to one, the error that results from integrating over one of these $\delta$-cubes is bounded by $S_{\infty,0}(f)$. Then considering all the faces of $B_T$, we see that the error satisfies

$$
|r(T, K, f, d)| \ll S_{\infty,0}(f) \sum_{i=1}^{d} T^{d-1} \frac{K_i}{|K|} \ll T^{d-1} \frac{\max_i K_i}{|K|} S_{\infty,0}(f).
$$
Then by a change of variables in (38), we have

\[
S_{\text{approx}} = \left( \sum_{k \in \mathbb{Z}^d \cap K \in B_T} \int_{[-\delta,\delta]^d} g_\delta(s)f(x_0u(Kk + s))ds \right) + r(T, K, f, d).
\]

Also, since \( \int_{[-\delta,\delta]^d} g_\delta(s)ds = 1 \), we may rewrite the definition of \( S \) in (36) as

\[
S = \sum_{k \in \mathbb{Z}^d \cap K \in B_T} \int_{[-\delta,\delta]^d} g_\delta(s)f(x_0u(Kk))ds
\]

and combining this with (39), we obtain

\[
|S_{\text{approx}} - S| \leq \left( \sum_{k \in \mathbb{Z}^d \cap K \in B_T} \int_{[-\delta,\delta]^d} g_\delta(s)|f(x_0u(Kk + s)) - f(x_0u(Kk))|ds \right) + |r(T, K, f, d)|.
\]

But note that from property (iv) of Sobolev norms, we have

\[
|f(x_0u(Kk + s)) - f(x_0u(Kk))| \ll S_{\infty,1}(f)\delta \ll_S \infty,1(f)\delta
\]

for \( s \in [-\delta,\delta]^d \). Together with our error bound, this implies that

\[
|S_{\text{approx}} - S| \ll \left( \sum_{k \in \mathbb{Z}^d \cap K \in B_T} \int_{[-\delta,\delta]^d} g_\delta(s)ds \right) \delta S_{\infty,1}(f) + T^{d-1} \max_i K_i \frac{S_{\infty,0}(f)}{|K|}
\]

\[
= \left( \#\{k \in \mathbb{Z}^d | Kk \in B_T\} \delta + T^{d-1} \max_i K_i \frac{S_{\infty,0}(f)}{|K|} \right) S_{\infty,1}(f)
\]

once again, because \( \int_{[-\delta,\delta]^d} g_\delta(s)ds = 1 \). But \( \#\{k \in \mathbb{Z}^d | Kk \in B_T\} \approx T^d/|K| \), also with an error of magnitude \( \ll T^{d-1} \max_i K_i/|K| \) (for reasons analogous to those illustrated in Figure 3). Therefore

\[
|S_{\text{approx}} - S| \ll \left( \frac{T^d}{|K|} \delta + \frac{T^{d-1} \max_i K_i}{|K|} \right) S_{\infty,1}(f).
\]

To show that \( S_{\text{approx}} \) and \( \frac{T^d}{|K|} \int_X fdm_X \) are close, we observe that by Poisson summation,

\[
\sum_{k \in \mathbb{Z}^d} g_\delta(t - Kk) = \sum_{k \in \mathbb{Z}^d} g_\delta(t + Kk)
\]

\[
= \sum_{k \in \mathbb{Z}^d} \tilde{g}_\delta(K^{-1}t + k)
\]

\[
= \sum_{k \in \mathbb{Z}^d} \psi_{K^{-1}k}(t) \tilde{g}_\delta(k)
\]

(41)
where $\psi_{K^{-1}k}(t) = e^{2\pi ik \cdot (K^{-1}t)} = e^{2\pi i(K^{-1}k) \cdot t}$ and $\hat{g}_\delta$ is the multivariate Fourier transform of $\tilde{g}_\delta(x) = g_\delta(Kx)$. When we substitute (41) into the definition of $S_{\text{approx}}$ given in (37), we get

$$S_{\text{approx}} = \int_{B_T} \left( \sum_{k \in \mathbb{Z}^d} \psi_{K^{-1}k}(t) \hat{g}_\delta(k) \right) f(x_0 u(t)) dt$$

$$= \sum_{k \in \mathbb{Z}^d} \hat{g}_\delta(k) \left( \int_{B_T} \psi_{K^{-1}k}(t) f(x_0 u(t)) dt \right)$$

where Fubini’s Theorem allows us to switch the order of the sum and the integral. Similarly,

$$\frac{T^d}{|K|} \int_X f dm_X = \left( \int_{B_T} \sum_{k \in \mathbb{Z}^d} g_\delta(t - Kk) dt + O \left( \frac{T^{d-1} \max_i K_i}{|K|} \right) \right) \int_X f dm_X$$

$$= \sum_{k \in \mathbb{Z}^d} \hat{g}_\delta(k) \left( \int_{B_T} \psi_{K^{-1}k}(t) \int_X f dm_X dt \right) + O \left( \frac{T^{d-1} \max_i K_i}{|K|} S_{\text{approx},0}(f) \right)$$

where we have used that $| \int_X f dm_X | \leq S_{\text{approx},0}(f)$. Thus

$$| S_{\text{approx}} - \frac{T^d}{|K|} \int_X f dm_X | = \left| \sum_{k \in \mathbb{Z}^d} \hat{g}_\delta(k) \int_{B_T} e^{2\pi i k \cdot (K^{-1}t)} \left( f(x_0 u(t)) - \int_X f dm_X \right) dt \right|$$

$$+ O \left( \frac{T^{d-1} \max_i K_i}{|K|} S_{\text{approx},0}(f) \right)$$

(42)

Then since $R > C$, we can apply Lemma 4.1 to obtain

$$\left| S_{\text{approx}} - \frac{T^d}{|K|} \int_X f dm_X \right| \ll T^d R^d \sum_{k \in \mathbb{Z}^d} \hat{g}_\delta(k) + \frac{T^{d-1} \max_i K_i}{|K|} S_{\text{approx},0}(f)$$

(by direct computation we can see that $\hat{g}_\delta$ is positive). Observe how it was crucial here that the result in Lemma 4.1 was uniform over characters.

Finally, again by Poisson summation, we have

$$\sum_{k \in \mathbb{Z}^d} \hat{g}_\delta(k) = \sum_{k \in \mathbb{Z}^d} \tilde{g}_\delta(k)$$

$$= \sum_{k \in \mathbb{Z}^d} g_\delta(Kk)$$

$$= g_\delta(0, \ldots, 0) = \delta^d$$

since supp $(g_\delta) \subseteq [-\delta, \delta]^d$ and $\delta < \min_i K_i / 2$ implies that $g_\delta(Kk) = 0$ for $k \neq (0, \ldots, 0)$. Substituting this into equation (42), combining it with (40), and using property (i) of Sobolev norms, we get

$$\left| S - \frac{T^d}{|K|} \int_X f dm_X \right| \ll \left( T^d R^{-d} \delta^{-d} + \frac{T^d}{|K|} \delta + \frac{T^{d-1} \max_i K_i}{|K|} \right) S_{\text{approx},\ell}(f).$$
We can optimize the first two terms by choosing \( \delta = (|K|/R^b)^{1/(d+1)} \). Observe that our only restriction on \( \delta \) was that \( \delta < \min_i K_i/2 \). This will be achieved with our choice of \( \delta \) so long as \( R > (2/\min K_i)^{(d+1)/b}|K|^{1/b} \). Thus, under these conditions,

\[
|S - \frac{T^d}{|K|} \int_X f \, dm_X| \ll \left( T^d R^{-b/(d+1)}|K|^{-d/(d+1)} + \frac{T^{d-1} \max_i K_i}{|K|} \right) S_{\infty, \ell}(f).
\]

\[ \square \]

If \( K \) has all diagonal entries of equal weight (in abuse of notation, say all of weight \( K \)) then we get the following corollary which will be of use to us in the next section.

**Corollary 4.1.** Let \( T \geq K \geq 1 \). There exists a constant \( \tilde{C} > 0 \) (depending only on \( n \) and \( d \)) such that for all \( x_0 \in X \) satisfying \((3.1.c)\) with \( T > R > \tilde{C} \), we have

\[
\left| \sum_{k \in \mathbb{Z}^d \atop Kk \in B_T} f(x_0 u(Kk)) - \frac{T^d}{K^d} \int_X f \, dm_X \right| \ll T^d R^{-b/(d+1)} K^{-d^2/(d+1)} S_{\infty, \ell}(f).
\]

**Proof.** This is a straightforward application of the previous theorem, observing that in this case \((2/\min K_i)^{(d+1)/b}|K|^{1/b} = (2^{d+1}/K)^{1/b} \leq 2^{d+1}/b \) since \( K \geq 1 \). Thus the theorem holds with \( \tilde{C} = \max(C, 2^{d+1}/b) \). Moreover, the second error term in Theorem 4.1 in this case is simply \( T^{d-1}K^{1-d} \), and since \( K, R < T \) and \( b < 1 \), this term decays more quickly than the first and can be ignored.

**Remark.** For \( X = \Gamma \setminus G \) where \( \Gamma \) is a cocompact lattice, we have the following basepoint-independent versions of Lemma 4.1, Theorem 4.1, and Corollary 4.1.

**Lemma 4.2.** There exists \( b > 0 \) (depending on \( n \), \( d \), and \( \Gamma \)) such that for all \( T \) large enough, we have

\[
|\mu_{T, \psi}(f)| \ll_{\Gamma} T^{-b} S_{\infty, \ell}(f)
\]

for any \( f \in C^\infty(X) \), \( x_0 \in X \), and additive character \( \psi \).

**Theorem 4.2.** Let \( K = \text{diag}(K_1, \ldots, K_d) \) with \( T \geq K_1, \ldots, K_d \geq 1 \) and determinant \( |K| \). Then for all \( T \) large enough, we have

\[
\left| \sum_{k \in \mathbb{Z}^d \atop Kk \in B_T} f(x_0 u(Kk)) - \frac{T^d}{|K|} \int_X f \, dm_X \right| \ll_{\Gamma} \left( T^{d-b/(d+1)}|K|^{-d/(d+1)} + \frac{T^{d-1} \max_i K_i}{|K|} \right) S_{\infty, \ell}(f)
\]

for all \( f \in C^\infty(X) \) and \( x_0 \in X \).

**Corollary 4.2.** Let \( T \geq K \geq 1 \). Then for all \( T \) large enough, we have

\[
\left| \sum_{k \in \mathbb{Z}^d \atop Kk \in B_T} f(x_0 u(Kk)) - \frac{T^d}{K^d} \int_X f \, dm_X \right| \ll_{\Gamma} T^{d-b/(d+1)} K^{-d^2/(d+1)} S_{\infty, \ell}(f)
\]

for all \( f \in C^\infty(X) \) and \( x_0 \in X \).
The proofs of these results are completely analogous to the corresponding proofs for $\text{SL}_n(\mathbb{Z})/\text{SL}_n(\mathbb{R})$, but use the basepoint-independent equidistribution result stated in (20) instead of Theorem 3.1. As before, we may remove dependence on the lattice $\Gamma$ for $n \geq 3$ and for $n = 2$ if $\Gamma$ is a congruence lattice.

5. Sieving and Orbits Along Almost-Primes

5.1. Cocompact. Let $\Gamma$ be a cocompact lattice in $G = \text{SL}_n(\mathbb{R})$ and let $u(t)$ be an abelian horospherical flow on $X = \Gamma/G$, as in Section 4. We know that the orbit of $u(t)$ equidistributes with a uniform rate for all $x_0 \in X$, and that as a consequence we have a uniform rate of equidistribution along multivariable arithmetic sequences of the form given in Corollary 4.2. Here and throughout this section, assume $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$.

We want to understand the behavior of orbits at almost-prime entries of $u(t)$. More precisely, we want to understand averages of positive $f \in C^\infty_c(X)$ over points in $B_T$ that have entries with fewer than a certain fixed number of primes in their prime factorization.

To investigate this question, we will use the combinatorial sieve from Theorem 2.3. In the context of our problem, we want to define

$$S(A, P) := \sum_{\substack{k \in B_T \ni \gcd(k_1 \cdots k_d, P) = 1}} f(x_0 u(k))$$

where $f \in C^\infty_c(X)$, $f \geq 0$, and $P$ is the product of primes less than $z$ (to be determined). That is, we are summing over integer points in $B_T$ with entries containing no primes smaller than $z$. Then let

$$A = \{a_n\} := \left\{ \sum_{\substack{k \in B_T \ni \gcd(k_1 \cdots k_d = n}}} f(x_0 u(k)) \right\}$$

and observe that

$$S_K(A, P) := \sum_{n \equiv 0 \mod K} \sum_{\substack{k \in B_T \ni \gcd(k_1 \cdots k_d = n}}} f(x_0 u(k)) = \sum_{\substack{k \in B_T \ni \gcd(k_1 k_2 \cdots k_d)}} f(x_0 u(k))$$

where $B_T = (0, T]^d$ (since the index $n$ starts at 1 we want to avoid counting terms of the form $K$ divides 0).

Notice that $K|k_1 \cdots k_d$ if and only if $K|k_1 \cdots (k_i + K) \cdots k_d$, that is, the collection of points that we are summing over is periodic with period $K$ in each coordinate. Thus we can rewrite $S_K(A, P)$ as a sum over cubic grids of side length $K$ based at each point in the first box $B_K$:

$$\sum_{\substack{k \in B_T \ni K|k_1 \cdots k_d}} f(x_0 u(k)) = \sum_{\substack{\bar{k} \in B_K \ni K|k_1 \cdots k_d}} \left( \sum_{\substack{K k \in B_T \ni K|k_1 \cdots k_d}} f(x_0 u(k)) \right) + O(T^{d-1}K^{1-d}S_{\infty,0}(f))$$

where the error arises from the fact that a point $\bar{k} + Kk$ for $k \in B_T$ may, in fact, fall outside of $B_T$ (see Figure 4).
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Figure 4. In $S_K(A, P)$ we are summing over the integer points in $\tilde{B}_T$ such that $K|k_1 \cdots k_d$ (shown in black). We may do this by summing over shifted grids based at each of the points in the first box $\tilde{B}_K$ (shaded in gray). However, this introduces an error determined by $S_{\infty,0}(f)$ and the number of points in each of these shifted grids falling outside $B_T$ (shown in red). The number of such points can be bounded by $T^{d-1}K^{1-d}$, as we have seen before.

From Corollary 4.2, we know that at each basepoint $x_\tilde{k} = x_0 u(\tilde{k})$, we have

\begin{equation}
\sum_{K k \in B_T} f(x_\tilde{k} u(Kk)) = \frac{T^d}{K^d} \int f dm_x + O \left(T^{d-b/(d+1)}K^{-d^2/(d+1)}S_{\infty,\ell}(f)\right).
\end{equation}

If we let

\begin{equation}
G_d(K) := \# \{ k \in \tilde{B}_K | k_1 \cdots k_d \equiv 0 \mod K \}
\end{equation}

then (43) together with (44) says that

\begin{equation}
S_K(A, P) = \sum_{K k \in B_T} f(x_0u(k)) = \frac{G_d(K)}{K^d} \mathcal{X} + r(f, K, T)
\end{equation}

where $\mathcal{X} = T^d \int f dm_x$ and

$$|r(f, K, T)| \ll G_d(K) T^{d-b/(d+1)} K^{-d^2/(d+1)} S_{\infty,\ell}(f).$$

This suggests that our function $g(K)$ in Theorem 2.3 should be $G_d(K)/K^d$, but it remains to show that this function satisfies the sieve axioms (i) and (iii) and that the corresponding
remainders satisfy the condition in axiom (ii) for appropriately chosen $D(X) = D(T)$. We will start with a lemma outlining some of the properties of the function $G_d$, the proof of which is given in Appendix B.

**Lemma 5.1.** For any integers $K, d \geq 1$, the following hold:

1. **(Iterated sum formula)**
   
   $G_d(K) = \sum_{k_d = 1}^{K} \cdots \sum_{k_1 = 1}^{K} \gcd(K, k_1 \cdots k_{d-1}).$

2. **(Recursive formula)** Let $\text{Id}^d(K) = K^d$. Then
   
   $G_{d+1} = \text{Id}^d \ast (\phi \cdot G_d).$

3. $G_d$ is multiplicative.

4. **(Behavior at primes)** Let $p$ be a prime. Then
   
   $G_d(p) = p^d - (p - 1)^d.$

5. **(Dirichlet series bound)** For real $x > e$ and $s < d$,
   
   $\sum_{K \leq x} \frac{G_d(K)}{K^s} \ll_{s,d} x^{d-s} (\log x)^{d-1}.$

**Remark.** By convention, we let $G_1(K) = \gcd(K, 1) = 1 = \# \{0 < k \leq K | k \equiv 0 \mod K\}$, which trivially satisfies the above properties, so long as the empty product in (i) is properly interpreted to be 1.

**Remark.** Notice that $G_2(K) = \sum_{j=1}^{K} \gcd(K, j)$ is Pillai’s arithmetical function, a multiplicative function first considered by Cesàro and rediscovered by Pillai in [49]. For this function, property (ii) is the well-known identity $G_2 = \text{Id} \ast \phi.$ As noted in [1], $G_2(K)$ counts the number of non-congruent solutions to the equation $k_1 k_2 \equiv 0 \mod K$. From the definition of $G_d$ in (45), we can similarly see that $G_d(K)$ counts the number of non-congruent solutions to $k_1 k_2 \cdots k_d \equiv 0 \mod K$, so in this way $G_d$ can be considered a generalization of Pillai’s arithmetical function. In addition to those presented here, there are undoubtedly other generalizations of Pillai’s arithmetical function have been studied. Examples include [11], [60], [5], [33], and [61], however none of these include the generalization given here. In [62], Tóth considers a generalization that is very similar to ours, and in the notation of that paper, $G_d(K) = A_{d-1}(K) K^{d-1}$. Lemma 5.1 (ii) and (iii) can thus be considered corollaries of results proved in [62], but we prove them in Appendix B in order to keep the paper self-contained. Tóth also gives a formula for the Dirichlet series of this generalization in terms of the Dirichlet series of a related arithmetic function, however we will need an explicit estimate for the partial sums of the Dirichlet series where it does not converge, which we develop as property (v) of Lemma 5.1.
many other useful properties and interpretations of the generalized Pillai’s functions $G_d$, which could be an interesting area of future study.\footnote{For example, for $K$ squarefree, we have the bound $G_d(K) \leq K^{d-1}d^{\omega(K)}$, where $\omega(K)$ counts the number of (distinct) primes dividing $K$ (since $K$ is squarefree, we have $\omega(K) = \Omega(K)$). This bound can be derived from the formula for primes along with multiplicativity and can be used along with known estimates for $\omega(K)$ as an alternative to Lemma 5.1 (v) to verify sieve axiom (ii).}

We can now verify that the sieve axioms in Theorem 2.3 are satisfied, which gives us the following theorem.

**Theorem 5.1.** Let $u$ be a $d$-dimensional abelian horospherical flow on $X = \Gamma \backslash \SL_n(\R)$ for $\Gamma$ cocompact, and let $P$ be the product of primes less than $T^\alpha$ for $\alpha < b/9d^2$, where $b$ is the constant from Lemma 4.2. Then for any $x_0 \in X$, positive $f \in C^\infty(X)$, and $T$ large enough (depending on $n$, $d$, $\Gamma$, and $f$), we have

$$\sum_{\substack{k \in B_T \\ \gcd(k_1 \cdots k_d, P) = 1}} f(x_0 u(k)) \lesssim T \left( \frac{T}{\log T} \right)^d \int f dm_X.$$

**Remark.** It is not clear from the statement of Theorem 2.3, but from [31] it can be found that the dependence on $f$ arising from the implicit constant in sieve axiom (ii) can be entirely absorbed by the implicit constant determining how large we require $T$ to be to get the result. As usual, the implicit constant in the conclusion of this theorem depends also on $n$ and $d$, and dependence on $\Gamma$ may be removed if $n \geq 3$ or if $\Gamma$ is a congruence lattice.

**Remark.** Let $\phi(x, y)$ be the number of positive integers $\leq x$ not divisible by any prime $\leq y$ for $x \geq y \geq 2$. It is known that

$$\phi(x, y) = \frac{x \omega(\log x/\log y) - y}{\log y} + O\left( \frac{x}{(\log y)^2} \right)$$

where $\omega: [1, \infty) \to [1/2, 1]$ is the Buchstab function. Thus, the number of integers in $[0, T]$ not divisible by any prime less than $T^\alpha$ for $\alpha < 1$ is given by

$$\phi(T, T^\alpha) = \frac{\omega(1/\alpha)T}{\alpha \log T} - \frac{T^\alpha}{\alpha \log T} + O\left( \frac{T}{(\alpha \log T)^2} \right).$$

Thus the number of points $k \in B_T$ such that $\gcd(k_1 \cdots k_d, P) = 1$ where $P$ is the product of primes less than $T^\alpha$ is $\phi(T, T^\alpha)^d$, which grows asymptotically like $(T/\log T)^d$ as $T \to \infty$. Although our result above only states that there is an upper and lower bound with respect to this quantity, it hints that there may be underlying equidistribution behavior.

**Proof.** We need to show that sieve axioms (i), (ii), and (iii) are satisfied for

$$S_K(A, P) := \sum_{\substack{k \in B_T \\ \gcd(k_1 \cdots k_d, P) = 1}} f(x_0 u(k)) = g(K)\mathcal{X} + r(f, K, T)$$

where $g(K) = G_d(K)/K^d$, $\mathcal{X} = T^d \int f dm_X$, and

$$|r(f, K, T)| \ll G_d(K)T^{d-b/(d+1)}K^{-d^2/(d+1)}S_{\infty, \ell}(f)$$

(see discussion at the beginning of the section).
To verify sieve axiom (i), note that since $G_d(K)$ is multiplicative by Lemma 5.1 (iii), it follows that $g(K) = G_d(K)/K^d$ is multiplicative. Furthermore, by Lemma 5.1 (iv), we know that at primes

$$0 < g(p) = \frac{p^d - (p - 1)^d}{p^d} = 1 - \left(\frac{p - 1}{p}\right)^d \leq 1 - \left(\frac{2 - 1}{2}\right)^d = 1 - \frac{1}{2^d}$$

since $p \geq 2$. So sieve axiom (i) is satisfied with, for example, $c_1 = 2^{d+1}$.

To verify sieve axiom (ii), observe that by Lemma 5.1 (v), we know that for $D$ large enough,

$$\sum_{K < D} |\tilde{r}(f, K, T)| \ll T^{d-b/(d+1)} S_{\infty, \ell}(f) \sum_{K < D} \frac{G_d(K)}{K^{d/(d+1)}} \ll_f T^{d-b/(d+1)} D^{d/(d+1)} (\log D)^{d-1}.$$

Now if we let $D = T^\eta$ for any $\eta < b/d$, say $\eta = b/d - 2(d+1)\epsilon$ for some $\epsilon > 0$, then we have

$$\sum_{K < D} |\tilde{r}(f, K, T)| \ll_{f, \epsilon} T^{d-2d\epsilon} (\log T)^{d-1}.$$

But since $\log T$ asymptotically grows more slowly than any positive power of $T$, we can say that for $T$ large enough, $\log T \ll_{\epsilon} T^{de/(d-1)}$. Hence

$$\sum_{K < D} |\tilde{r}(f, K, T)| \ll_{f, \epsilon} T^{d-2d\epsilon} (T^{de/(d-1)})^{d-1} = (T^d)^{1-\epsilon} \ll_f \mathcal{X}^{1-\epsilon}.$$

To verify sieve axiom (iii), notice that (by the binomial theorem)

$$g(p) = \frac{p^d - (p - 1)^d}{p^d} = 1 - \sum_{i=2}^{d} \frac{a_i}{p^i}$$

where $a_i = (-1)^i \binom{d}{i}$. Since $\sum_{j=1}^{\infty} \log(j)/j^i$ converges for any $i > 1$, we have that

$$\left| \sum_{w \leq p \leq z} \sum_{i=2}^{d} \frac{a_i \log p}{p^i} \right| \leq \sum_{i=2}^{d} |a_i| \sum_{j=1}^{\infty} \frac{\log j}{j^i} = C_2$$

and by a corollary of the Prime Number Theorem, we know that

$$\sum_{p \leq x} \frac{\log p}{p} = \log(x) + O(1).$$
Hence,

$$\sum_{p \leq z} \log p \frac{p}{p} - \sum_{p \leq w} \log p \frac{p}{p} = \log(z) - \log(w) + O(1)$$

$$\sum_{w \leq p \leq z} \frac{\log p}{p} = \log \frac{z}{w} + O(1)$$

i.e., there exists $C'_2$ such that

$$\left| \sum_{w \leq p \leq z} \log p \frac{p}{p} - \log \frac{z}{w} \right| \leq C'_2$$

for all $2 \leq w \leq z$. Putting (46), (47), and (48) together, we see that

$$\left| \sum_{w \leq p \leq z} g(p) \log p - d \frac{\log z}{w} \right| \leq d \left| \sum_{w \leq p \leq z} \frac{\log p}{p} - \log \frac{z}{w} \right| + \sum_{w \leq p \leq z} \sum_{i=2}^{d} \frac{a_i \log p}{p^i} \leq dC'_2 + C_2$$

which shows that axiom (iii) is satisfied with sieve dimension $r = d$ and $c_2 = dC'_2 + C_2$.

Since we have demonstrated that sieve axioms (i), (ii), and (iii) hold, we have the conclusion of Theorem 2.3, which implies our result.

Notice that if an integer $k < T$ has no prime factors less than $T^\alpha$, then it must have fewer than $1/\alpha$ prime factors total. Hence, if we take $f$ to be a positive function supported on any small neighborhood, Theorem 5.1 tells us that we can take $T$ large enough so that averaging $f$ over integer points in $B_T$ with no prime factors less than $T^\alpha$ has a positive lower bound. This means that the set of $(1/\alpha)$-almost-prime times hitting any neighborhood is nonempty, which gives us the theorem from the introduction with $M = 1/\alpha$.

**Corollary (Theorem 1.1).** Let $u(t)$ be an abelian horospherical flow of dimension $d$ on $X = \Gamma \backslash \text{SL}_n(\mathbb{R})$ for $\Gamma$ cocompact. Then there exists a constant $M$ (depending only on $n$, $d$, and $\Gamma$) such that for any $x_0 \in X$, the set

$$\{x_0 u(k_1, k_2, \ldots, k_d) \mid k_i \in \mathbb{Z} \text{ has fewer than } M \text{ prime factors} \}$$

is dense in $X$.

5.2. The Space of Lattices. Now consider $X = \Gamma \backslash G$ for the non-cocompact lattice $\Gamma = \text{SL}_n(\mathbb{Z})$. Since we no longer have a uniform rate of equidistribution for our abelian horospherical flow $u(s)$, we will consider a basepoint $x_0 = \Gamma g_0 \in X$ satisfying a Diophantine condition of the following form.

**Definition 5.1.** We say that $x = \Gamma g$ is strongly polynomially $\delta$-Diophantine if there exists a sequence $T_i \to \infty$ as $i \to \infty$ such that

$$\inf_{w \in \Lambda^j(\mathbb{Z}^n) \setminus \{0\}} \sup_{t \in [0, T_i]^d} \|wgu(t)\| > T_i^\delta$$

for all $i \in \mathbb{N}$. 34
The motivation for this definition is that, as in the compact setting, we will want to apply sieving to learn about integer points having few prime factors. However, unlike in the compact case, we do not have a uniform rate of equidistribution, so we must consider the effect of the basepoint. For a given time-scale $T$, to obtain information about almost-primes of a certain order, we would want $R$ in the basepoint condition (3.1.c) to look like a small power of $T$ (say $T^\delta$). However, a theorem like that of Theorem 5.1 will require $T$ be “large enough,” which depends on the function $f$, and so any fixed time-scale $T$ is insufficient. Moreover, the constant $\delta$ we are able to take at one time-scale may not work for a different time-scale, which affects the number of prime factors we allow for our almost-prime points. The condition given in Definition 5.1 ensures that for any function (hence any neighborhood in $X$) we will be able to find a time-scale large enough so that our sieving provides positive information about almost-primes of the same, fixed order.

Before moving on to the main theorem of this section, we briefly remark that this definition is a meaningful one. In view of results in [37], we see that not only do such points exist, but any generic point for the flow $u$ will satisfy this definition for some positive $\delta$.

**Theorem 5.2.** Let $u$ be an abelian horospherical flow on $X = \text{SL}_n(\mathbb{Z}) \backslash \text{SL}_n(\mathbb{R})$ and let $P$ be the product of primes less than $T^\alpha$ for $\alpha < \delta \ln(d^2 + bn\kappa)$, where $b$ is the constant from Lemma 4.1 and $\kappa = \min(m, n - m)$ for $m$ as in (21). Furthermore, let $x_0 \in X$ be strongly polynomially $\delta$-Diophantine. Then for any positive $f \in C^\infty_c(X)$ there exists a sequence $T_i \to \infty$ as $i \to \infty$ where

\[
\sum_{\substack{k \in B_{T_i} \\
gcd(k_1, \ldots, k_d, P) = 1}} f(x_0u(k)) \asymp \left( \frac{T_i}{\log T_i} \right)^d \int f \, dm_X.
\]

**Proof.** Let $f \in C^\infty_c(X)$, $f \geq 0$, and let $u$ be an abelian horospherical flow as given in (21) of Section 4. As in the compact setting, we want to use our equidistribution theorem for arithmetic sequences to say that

\[
S_K(A, P) := \sum_{\substack{k \in B_{T_i} \\
K|k_1, \ldots, k_d}} f(x_0u(k))
\]

\[
= \sum_{\substack{k \in B_K \\
K|k_1, \ldots, k_d}} \left( \sum_{\substack{\tilde{k} \in B_{T_i} \\
K|\tilde{k}, k_1, \ldots, k_d}} f(x_0u(\tilde{k})u(K\tilde{k})) + O(T_i^{d-1}K^{1-d}) \right)
\]

\[
= g(K) \mathcal{X} + r(f, K, T_i)
\]

where $g(K) = G_d(K)/K^d$, $\mathcal{X} = T_i^d \int f \, dm_X$, and the error terms can be suitably controlled. Unfortunately, we cannot apply the same equidistribution result to the shifted basepoints $x_0u(\tilde{k})$ since they will not necessarily satisfy the same Diophantine condition. However, since $K$ is understood to be small in comparison to the $T_i$, all of the points in $B_K$ lie comparatively close to $x_0$. Then since the Diophantine property varies continuously, we expect the points in this region to satisfy a Diophantine condition not much worse than that of $x_0$, and in fact we can make this quantitative.

Observe that if $x_0$ is strongly polynomially $\delta$-Diophantine, it means that condition (3.1.c) holds for the sequence of parameters $T = T_i$ and $R = T_i^{\delta/q}$, where $q = \sum_{\lambda_i < 0} -m_i \lambda_i = d/n$. 
for abelian $u$ of this form. That is, for all $j \in \{1, \cdots, n-1\}$ and $w \in \Lambda^j(\mathbb{Z}^n) \setminus \{0\}$, we have

$$(50) \quad \exists t \in [0, T_i]^d \text{ s.t. } \|w_0 u(t)\| = \|w_0 u(c_k(t))u(-c_k)\| \geq T_i^\delta.$$ 

Recall that any $w \in \Lambda^j(\mathbb{R}^n)$ can be written as a sum $w = \sum_I w_I e_I$ over multi-indices $I = (i_1, \cdots, i_j)$ with $0 < i_j < \cdots < i_1 < n$, coefficients $w_I \in \mathbb{R}$, and basis elements $e_I = e_i_1 \wedge \cdots \wedge e_i_j$, where $\{e_i\}_{1 \leq i \leq n}$ is the standard basis on $\mathbb{R}^n$. Recall also that the norm above is defined by

$$\|w\| = \max_I |w_I|$$

and that $G$ acts linearly on $\Lambda^j(\mathbb{R}^n)$ by sending a basis vector $e_i_1 \wedge \cdots \wedge e_i_j$ to

$$(e_i_1 \wedge \cdots \wedge e_i_j)g = (e_i_1g) \wedge \cdots \wedge (e_i_jg).$$

Since our abelian horospherical subgroup has the form given in (21), we can write an arbitrary $u \in B_K^{-1} = u([-K, 0]^d)$ as

$$(51) \quad u = \begin{pmatrix} a_{1(m+1)} & \cdots & a_{1n} \\ \vdots & & \vdots \\ a_{m(m+1)} & \cdots & a_{mn} \\ 0 & & \end{pmatrix}$$

where $a_{ij} \in [-K, 0]$ for all $1 \leq i \leq m$ and $m + 1 \leq j \leq n$. One may verify that

$$e_i u = e_i + a_{i(m+1)}e_{m+1} + \cdots + a_{in}e_n$$

for $1 \leq i \leq m$, and

$$e_i u = e_i$$

for $m + 1 \leq i \leq n$. Hence, when we take wedge products $(e_i u) \wedge \cdots \wedge (e_i u)$, we cannot get a coefficient of order greater than $K^m$, since only the first $m$ transformed basis vectors have nontrivial coefficients and none of these coefficients have magnitude greater than $K$. On the other hand, we cannot get a coefficient of order larger than $K^{n-m}$, since only the basis vectors $e_{m+1}$ through $e_n$ carry nontrivial coefficients. Thus if we let $\kappa := \min\{m, n-m\}$, we find that

$$\| (e_i u) \wedge \cdots \wedge (e_i u) \| \ll K^\kappa.$$ 

Then for general $w \in \Lambda^j(\mathbb{R}^n)$ and $u \in B_K$, we have

$$\|wu\| \ll K^\kappa \|w\|.$$ 

Thus from (50), we can say that for any $w \in \Lambda^j(\mathbb{Z}^n) \setminus \{0\}$, $j \in \{1, \cdots, n-1\}$, there exists $t \in [0, T_i]^d$ such that

$$K^\kappa \|w_0 u(c_k(t))u(t)\| \gg \|w_0 u(c_k(t))u(-c_k)\| \geq T_i^\delta$$

so

$$\|w_0 u(c_k(t))u(s)\| \gg T_i^\delta / K^\kappa$$

That is, for any $u(c_k) \in B_K$, the shifted basepoint $x_0 u(c_k)$ satisfies a Diophantine condition of the form (3.1.c) with new parameter proportional to $(T_i^\delta / K^\kappa)^{1/q} = (T_i^\delta / K^\kappa)^{n/d}$. From
Corollary 4.1, this implies that for \( T_i \) large enough (i.e. for \( i \) large enough), we have equidistribution with

\[
\sum_{K \in B_{T_i}} f(x_0 u(K k)) = \frac{T_i^d}{K^d} \int_X f dm_X + O_f(T_i^d (T_i^\delta/K)^{-nb/(d+1)} K^{-d^2/(d+1)})
\]

for any \( k \in B_K \). Using this in (49), we find that

\[
S_K(A, P) = g(K)X + r(f, K, T_i)
\]

where

\[
|r(f, K, T_i)| \ll G_d(K)T_i^d - \delta nb/d(d+1) K^{(\kappa nb - d^3)/d(d+1)} S_{\infty, \ell}(f).
\]

Since we have already shown that the function \( g(K) = G_d(K)/K^d \) satisfies sieve axioms (i) and (iii) with sieve dimension \( d \), it remains to verify sieve axiom (ii). From Lemma 5.1 (v), we know that

\[
\sum_{K < D} |r(f, K, T_i)| \ll f T_i^{d - \delta nb/d(d+1)} \sum_{K < D} G_d(K)/K^{(d - \kappa nb)/d(d+1)}
\]

\[
\ll T_i^{d - \delta nb/d(d+1)} D^{d + \kappa nb/d(d+1)} (\log D)^{d-1}.
\]

Now let \( D = T_i^\eta \) for \( \eta < \delta bn/(d^2 + \kappa bn) \), say \( \eta = \delta bn/(d^2 + \kappa bn) - 2\varepsilon d^2(d + 1)/(d^2 + \kappa nb) \). As before, we know that for large enough \( T_i \), \( \log T_i \ll \varepsilon T_i^{d(d-1)} \). This is enough to ensure that for \( T_i \) large enough, the errors satisfy

\[
\sum_{K < D} |r(f, K, T_i)| \ll f T_i^{d(1-\varepsilon)} \ll f X^{1-\varepsilon}.
\]

Thus for given \( f \), the conclusion of Theorem 2.3 holds for all \( i \) large enough, which gives us Theorem 5.2. \( \square \)

As before, if we consider positive \( f \) supported on a neighborhood of \( X \), the above theorem tells us that we may take \( i \) large enough so that we have a positive lower bound on averages over almost-prime points with fewer than \( 1/\alpha = 9d(d^2 + \kappa nb)/\delta bn \) prime factors, hence such points are dense in \( X \). This gives us the theorem for the space of lattices from the introduction.\(^9\)

**Corollary (Theorem 1.2).** Let \( u(t) \) be an abelian horospherical flow of dimension \( d \) on \( X = \text{SL}_n(Z) \setminus \text{SL}_n(R) \) and let \( x_0 \in X \) be strongly polynomially \( \delta \)-Diophantine for some \( \delta > 0 \). Then there exists a constant \( M_\delta \) (depending on \( \delta \), \( n \), and \( d \)) such that

\[
\{x_0 u(k_1, k_2, \cdots, k_d) | k_i \in Z \text{ has fewer than } M_\delta \text{ prime factors}\}
\]

is dense in \( X \).

\(^9\) Strictly speaking, if we let \( M_\delta = 1/\alpha \), this also has dependence on \( \kappa \), which cannot be explicitly reduced to dependence on \( n \) and \( d \). However, if we want to eliminate this dependence, we may replace \( \kappa \) with \( n/2 \), since \( \kappa \leq n/2 \) in all cases.
6. Conclusion

In this paper we gave an effective equidistribution result for horospherical flows on the space of lattices and an effective rate of equidistribution for arithmetic sequences of entries in abelian horospherical flows on both the space of lattices and compact quotients of $\text{SL}_n(\mathbb{R})$. We then use sieve methods to derive an upper and lower bound for averages over almost-prime entries of abelian horospherical flows. In the compact setting, we have as a result the density of integer entries having fewer than a fixed number of primes depending only on the dynamical system and not on the basepoint. In the space of lattices, we consider the orbits of points satisfying a Diophantine condition with parameter $\delta$ and we prove the density of integer entries having fewer than a fixed number of primes depending on the system and on $\delta$.

There are several improvements and generalizations of this work that can be readily imagined. It seems likely that the methods used here can be generalized to quotients of connected, semisimple Lie groups by lattices. It also seems possible that methods similar to those used in [54] could be adapted to remove dependence on the basepoint in the noncompact case, yielding a uniform result for the density of almost-primes in the orbits of any generic point. One could also generalize from abelian horospherical flows to arbitrary horospherical flows. This could make the character analysis in Section 4 on arithmetic sequences more tricky, but it nonetheless seems doable. Finally, the sieve methods used Section 5 can be modified to learn about averages over points $(k_1, \cdots, k_d) \in \mathbb{R}^d$ satisfying $\gcd(P(k_1, \cdots, k_d), P) = 1$, where $P$ is a suitably nice irreducible polynomial (note that we considered the case where $P(k_1, \cdots, k_d) = k_1 k_2 \cdots k_d$).

Of course, the more natural question is not what happens at almost-prime times, but what happens at prime times. Unfortunately, it does not seem possible at present to use these methods to establish results about true primes, and additional ingredients or a wholly different approach may be required. However, this result is significant in that it continues to lend support to the conjecture, already suggested by [54], that prime times in horospherical orbits are dense and possibly equidistributed.

Appendix A. Radius of Injection

Let $G = \text{SL}_n(\mathbb{R})$, $\Gamma = \text{SL}_n(\mathbb{Z})$, and $X = \Gamma \backslash G$ be the space of lattices. We want to prove the following lemma for the radius of injection.

**Lemma 2.2.** There exist constants $c_1, c_2 > 0$ (depending only on $n$) such that for any $0 < \epsilon < c_1$, the projection map

$$\pi_x : B^G_r(\epsilon) \to B^X_r(x)$$

$$g \mapsto xg$$

is injective for all $x \in L_\epsilon$, where $r = c_2 \epsilon^n$.

To do this, we will first need some background on Siegel sets for the action of $\text{SL}_n(\mathbb{Z})$ on $\text{SL}_n(\mathbb{R})$.

**A.1. Siegel Sets.** Let $K = \text{SO}(n)$, let $A$ be the positive diagonal subgroup, and let $N$ be the subgroup of upper triangular unipotents. The Iwasawa decomposition of $G$ is given by
The Siegel set $S = \Sigma_{1/2,2/\sqrt{3}}$ and the fundamental domain when $n = 2$, represented in the Poincaré upper half plane.

$G = N.A.K$. One can use reduction theory for arithmetic groups to find a convenient way of writing $x \in X$ in terms of particular subsets of these subgroups.

Given $\epsilon > 0$, define

$$A_\epsilon = \left\{ \text{diag}(a_1, \ldots, a_n) \in A \left| \frac{a_{i+1}}{a_i} \leq \epsilon \right. \right\}$$

$$N_\epsilon = \{ u \in N \left| |u_{i,j}| \leq \epsilon \right. \forall i < j \}.$$

A Siegel set for $G$ is a set of the form $\Sigma_{s,t} := N_s A_t K$ for some $s,t > 0$.

Siegel sets can be thought of as a nice way of approximating a fundamental domain for the action of $\Gamma = \text{SL}_n(\mathbb{Z})$ on $G$ (see Figure 5). This approximation can be optimized in the following sense: For any $s \geq 1/2$ and $t \geq 2/\sqrt{3}$, $G = \text{SL}_n(\mathbb{R})$ can be written as

$$G = \Gamma \Sigma_{s,t}$$

(for details and a proof, see [50] Theorem 10.4 or [2] Theorem 5.1.7).

### A.2. Proof of Radius of Injection

We start with the following well-known computation.

**Lemma A.1.** Let $g \in \Sigma_{1/2,2/\sqrt{3}}$ satisfy $\Gamma g \in L_\epsilon$. Then the operator norm of $\text{Ad}_g : \text{Mat}_{n \times n}(\mathbb{R}) \to \text{Mat}_{n \times n}(\mathbb{R})$ satisfies

$$\|\text{Ad}_g\| \ll \epsilon^{-n}$$

where the implicit constant depends only on dimension $n$.

**Proof.** Let $g = uak$ where $u \in U_{1/2}$, $a = \text{diag}(a_1, \ldots, a_n) \in A_{2/\sqrt{3}}$, and $k \in \text{SO}(n)$. Let $\{e_i\}_{1 \leq i \leq n}$ be the standard basis on $\mathbb{R}^n$ and fix $\| \cdot \|$ to be the max matrix norm on $\text{Mat}_{n \times n}(\mathbb{R})$ (any other norm will work equally well).

Notice that $e_n u = e_n$ for any $u \in U$ and that $e_n a = a_n e_n$ for $a \in A$. Furthermore, since $k$ is an orthogonal matrix, we have that $\|vk\| \leq \sqrt{n} \|v\|$ for any $v \in \mathbb{R}^n$. Then, since $\Gamma uak \in L_\epsilon$, we know that $\|\Gamma uak\| \geq \epsilon$ for all $v \in \mathbb{Z}^n \setminus \{0\}$. In particular,

$$\epsilon \leq \|e_n uak\| \leq \sqrt{n} \|e_n ua\| = \sqrt{n} \|e_n a\| = \sqrt{n} a_n \|e_n\| = \sqrt{n} a_n.$$

But since $a \in A_{2/\sqrt{3}}$, we can also say

$$\epsilon/\sqrt{n} \leq a_n \leq (2/\sqrt{3}) a_{n-1} \leq (2/\sqrt{3})^2 a_{n-2} \leq \cdots \leq (2/\sqrt{3})^{n-1} a_1$$
which means that $a_i \geq C\epsilon$ for all $1 \leq i \leq n$, where $C = (\sqrt{3}/2)^{n-1}/\sqrt{n}$. Moreover, since $\det a = a_1a_2\cdots a_n = 1$, we have that

$$a_i = \frac{1}{a_1\cdots a_{i-1}a_{i+1}\cdots a_n} \leq \frac{1}{C^{n-1}\epsilon^{n-1}}$$

for any $1 \leq i \leq n$. This implies that for any $1 \leq i, j \leq n$, the ratio $a_i/a_j$ can be bounded by

$$\frac{a_i}{a_j} \leq \frac{1}{C^n\epsilon^n}.$$

But notice that for an arbitrary matrix $m \in \text{Mat}_{n \times n}(\mathbb{R})$,

$$|(ama^{-1})_{ij}| = \frac{a_i}{a_j}|m_{ij}| \leq C^{-n}\epsilon^{-n}|m_{ij}|.$$

Thus for $a \in A_{2/\sqrt{3}}$, under the max norm on matrices, we have

$$\|ama^{-1}\| \leq C^{-n}\epsilon^{-n}\|m\|.$$

Furthermore, since $u \in U_{1/2}$, the magnitudes of all entries of $u$ are bounded by 1. It is therefore relatively straightforward to see (via matrix multiplication) that $|(umu^{-1})_{ij}| \leq n^2\max_{i,j}|m_{ij}|$, hence $\|umu^{-1}\| \leq n^2\|m\|$, and the same follows for $k \in K$. Thus for arbitrary $m \in \text{Mat}_{n \times n}(\mathbb{R}^n)$,

$$\|gmg^{-1}\| = \|uakmk^{-1}a^{-1}u^{-1}\| \ll \|akmk^{-1}a^{-1}\| \ll \epsilon^{-n}\|kmk^{-1}\| \ll \epsilon^{-n}\|m\|$$

where all of the above constants depend solely on $n$. This implies that

$$\|\text{Ad}(g)\| \ll \epsilon^{-n}$$

as claimed. \qed

We may now prove our original lemma for the radius of injection.

**Proof of Lemma 2.2.** Let $x \in L_{1\epsilon}$. By Section A.1, we can write $x = \Gamma g$, for some $g \in \Sigma_{1/2,2/\sqrt{3}}$. Suppose $g_1, g_2 \in B^G_r(e)$ and $\pi_x(g_1) = \pi_x(g_2)$, i.e. $\Gamma gg_1 = \Gamma gg_2$. Then there exists $\gamma \in \Gamma$ such that $gg_1 = \gamma gg_2$, i.e. $g_1 = g^{-1}\gamma gg_2$. From this and left-invariance of the metric, we have that

$$d_G(e, g^{-1}\gamma g) \leq d_G(e, g_1) + d_G(g_1, g^{-1}\gamma g) \leq r + d_G(g\gamma^{-1}g^{-1}g_1, e) \leq r + d_G(g\gamma^{-1}g^{-1}g_1, g_2) + d_G(g_2, e) \leq r + d_G(g_1, g^{-1}\gamma gg_2) + r \leq 2r.$$

But recall that around every point in $G$ there is a neighborhood on which the metric $d_G$ and the metric derived from any matrix norm are Lipschitz equivalent. Hence, around the
identity, for \( r \) less than some fixed value depending only on \( n \), we have
\[
\| e - g^{-1} \gamma g \| \ll d_G(e, g^{-1} \gamma g) \ll r
\]
where \( \| \cdot \| \) is the max norm. Finally, by Lemma A.1,
\[
\| e - \gamma \| = \| gg^{-1}(e - \gamma)g^{-1}g \| \ll e^{-n} \| g^{-1}(e - \gamma)g \| = e^{-n} \| e - g^{-1} \gamma g \| \ll r/e^n.
\]
Thus for a correctly chosen constant \( c_2 \), \( r = c_2 e^n \) implies that
\[
\| e - \gamma \| < 1.
\]
But since \( \gamma \in \Gamma = \text{SL}_n(\mathbb{Z}) \) has integer entries, this can only happen if \( \gamma = e \), which implies \( g_1 = g_2 \), so \( \pi_x \) is injective on \( B^G_r(e) \). \( \square \)

**Appendix B. Properties of the Function \( G_d \)**

Recall that we defined the generalized Pillai’s function \( G_d : \mathbb{N} \rightarrow \mathbb{N} \) by
\[
G_d(K) := \# \{ k \in \tilde{B}_K \mid k_1 \cdots k_d \equiv 0 \mod K \}.
\]
We want to prove the following properties of this function.

**Lemma 5.1.** For any integers \( K, d \geq 1 \), the following hold:

(i) (Iterated sum formula)
\[
G_d(K) = \sum_{k_{d-1}=1}^K \cdots \sum_{k_1=1}^K \gcd(K, k_1 \cdots k_{d-1}).
\]

(ii) (Recursive formula) Let \( \text{Id}^d(K) = K^d \). Then
\[
G_{d+1} = \text{Id}^d \ast (\phi \cdot G_d).
\]

(iii) \( G_d \) is multiplicative.

(iv) (Behavior at primes) Let \( p \) be a prime. Then
\[
G_d(p) = p^d - (p - 1)^d.
\]

(v) (Dirichlet series bound) For real \( x > e \) and \( s < d \),
\[
\sum_{K \leq x} \frac{G_d(K)}{K^s} \ll s, d \cdot x^{d-s}(\log x)^{d-1}.
\]

To do this, let us first recall a few basic facts from number theory. For any function \( f : \mathbb{N} \rightarrow \mathbb{R} \), we have
\[
\sum_{i=1}^K f(\gcd(K, i)) = \sum_{j|K} f(j)\phi(K/j)
\]
where \( \phi \) is Euler's totient function, i.e. \( \phi(n) \) is the number of positive integers less than \( n \) that are relatively prime with \( n \). This formula dates back to the work of Cesàro and is sometimes referred to as Cesàro’s formula (cf. [10] or [19]).
Recall also the definition of Dirichlet convolution: If \( f \) and \( g \) are functions on the natural numbers, then their convolution is defined by
\[
(f * g)(K) := \sum_{j|K} f(j)g(K/j).
\]

So, for example, (53) says that \( \sum_{i=1}^{K} f(\gcd(K,i)) = (f * \phi)(K) \). Recall that the convolution of two multiplicative arithmetic functions is again multiplicative. We now have everything we need to complete the proof.

**Proof.** (i) To determine an expression for
\[
G_d(K) := \#\{k \in \mathbb{B}_K | k_1 \cdots k_d \equiv 0 \mod K\}
\]
notice that to specify a point \( k \in \mathbb{B}_K \) such that \( k_1 \cdots k_d \equiv 0 \mod K \), we can choose \( k_1 \) through \( k_{d-1} \) independently to be any integers between 1 and \( K \), but then the remaining coordinate \( k_d \) must be a multiple of \( K/\gcd(K,k_1 \cdots k_{d-1}) \), that is, the last coordinate must contain all primes in \( K \) not contained in any of the previous coordinates. Since there are \( \gcd(K,k_1 \cdots k_{d-1}) \) multiples of \( K/\gcd(K,k_1 \cdots k_{d-1}) \) less than or equal to \( K \), the total number of points counted in this way is given by
\[
G_d(K) = \sum_{k_{d-1}=1}^{K} \cdots \sum_{k_1=1}^{K} \gcd(K,k_1 \cdots k_{d-1}).
\]

(ii) We will proceed by induction on \( d \). For the base case, we have \( G_2(K) = \text{Id} * \phi = \text{Id} * (\phi \cdot 1) = \text{Id} * (\phi \cdot G_1) \), which is a well-known formula for Pillai’s arithmetical function, as mentioned above. Then suppose \( G_d = \text{Id}^{d-1} * (\phi \cdot G_{d-1}) \) for \( d \geq 2 \) and consider \( G_{d+1} \).

Notice that for any integers \( k, n, \) and \( m \), we can write \( \gcd(k, nm) = \gcd(k, n \gcd(k, m)) \), that is, we can throw out all the primes in \( m \) that are not in \( k \). Furthermore, since \( \gcd(k, m)|k \), we can write
\[
\gcd(k, n \gcd(k, m)) = \gcd(k, m) \gcd(k/ \gcd(k, m), n).
\]

Hence, \( G_{d+1} \) may be written
\[
G_{d+1}(K) = \sum_{k_{d}=1}^{K} \cdots \sum_{k_{1}=1}^{K} \gcd(K, k_1 \cdots k_{d})
\]
\[
= \sum_{k_{d}=1}^{K} \cdots \sum_{k_{1}=1}^{K} \gcd(K, k_d) \gcd(K/ \gcd(K,k_d), k_1 \cdots k_{d-1})
\]
\[
= \sum_{k_{d}=1}^{K} \gcd(K, k_d) \left( \sum_{k_{d-1}=1}^{K} \cdots \sum_{k_{1}=1}^{K} \gcd(K/ \gcd(K,k_d), k_1 \cdots k_{d-1}) \right)
\]

But now notice that the function \( \gcd(K/ \gcd(K,k_d), k_1 \cdots k_{d-1}) \) is periodic with period \( K/ \gcd(K,k_d) \) in each coordinate \( k_i \) for \( i = 1, \cdots, d-1 \). Thus
\[
\sum_{k_{i}=1}^{K} \gcd(K/ \gcd(K,k_d), k_1 \cdots k_{d-1}) = \gcd(K, k_d) \sum_{k_{i}=1}^{K/ \gcd(K,k_d)} \gcd(K/ \gcd(K,k_d), k_1 \cdots k_{d-1})
\]
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for \( i = 1, \ldots, d - 1 \). Therefore,

\[
G_{d+1}(K) = \sum_{k_d=1}^{K} \gcd(K, k_d)^d \left( K/\gcd(K,k_d) \sum_{k_{d-1}=1}^{K/\gcd(K,k_d)} \cdots \sum_{k_1=1}^{K/\gcd(K,k_d)} \gcd(K/\gcd(K,k_d), k_1 \cdots k_{d-1}) \right)
\]

\[
= \sum_{k_d=1}^{K} \gcd(K, k_d)^d G_d(K/\gcd(K,k_d)).
\]

But by Cesàro’s formula, this is simply

\[
G_{d+1}(K) = \sum_{j|K} j^d \phi(K/j) G_d(K/j)
\]

Finally, we can express this in terms of Dirichlet convolution as

\[
G_{d+1}(K) = (\text{Id}^d \ast (\phi \cdot G_d))(K)
\]

which completes our proof by induction.

(iii) The multiplicativity of \( G_d \) for \( d \geq 1 \) follows immediately from the recursive formula along with the facts that \( \text{Id}^d, \phi, \) and \( G_1 = 1 \) are all multiplicative, and products and convolutions of multiplicative functions are multiplicative.

(iv) We will again proceed by induction on \( d \). Notice that \( G_1(p) = 1 = p - (p - 1) \) for all \( p \). Now suppose that for some \( d \geq 1 \), \( G_d(p) = p^d - (p - 1)^d \) for all primes \( p \). By the recursive formula proved above, we may write

\[
G_{d+1}(p) = \sum_{j|p} j^d \phi(p/j) G_d(p/j)
\]

\[
= 1^d \phi(p) G_d(p) + p^d \phi(1) G_d(1)
\]

since for prime \( p \) the sum is only over \( j = 1, p \). Then by the induction hypothesis and the facts that \( G_d(1) = \phi(1) = 1 \) and \( \phi(p) = p - 1 \) for any prime \( p \), we have that

\[
G_{d+1}(p) = (p - 1)(p^d - (p - 1)^d) + p^d
\]

\[
= p^{d+1} - (p - 1)^{d+1}
\]

which completes the proof.

(v) Once again, we proceed by induction on \( d \). Observe that for \( d = 1 \), we have

\[
\sum_{K \leq x} \frac{G_1(K)}{K^s} = \sum_{K \leq x} \frac{1}{K^s}.
\]

When \( 0 \leq s < 1 \), we have that \( 1/K^s \) is decreasing, and \( \sum_{K \leq x} 1/K^s \leq 1 + \int_1^x 1/t^s dt \). On the other hand, when \( s < 0 \), we have that \( 1/K^s \) is increasing, and \( \sum_{K \leq x} 1/K^s \leq \int_1^{x+1} 1/t^s dt \).

In either case, we have

\[
\sum_{K \leq x} \frac{G_1(K)}{K^s} \ll_s x^{1-s}
\]

which is the desired bound for \( d = 1 \).
Now suppose that for $d \geq 1$ we have $\sum_{K \leq x} G_d(K)/K^s \ll_{s,d} x^{d-s} (\log x)^{d-1}$ for all $x > e$ and $s < d$. By the complete multiplicativity of $\text{Id}^{-s}$ and the recursive formula for $G_d$, we can write

$$G_{d+1}(K)/K^s = (\text{Id}^{-s} \ast (\text{Id}^{-s} \cdot \phi \cdot G_d))(K).$$

Also note that a Dirichlet product $(f \ast g)(K) = \sum_{j \mid K} f(j)g(K/j)$ can be seen as a sum over pairs of positive integers $(n, m)$ whose product is $K$, i.e.

$$(f \ast g)(K) = \sum_{n,m} f(n)g(m).$$

Hence, the sum

$$\sum_{K \leq x} (f \ast g)(K) = \sum_{n,m} f(n)g(m) = \sum_{n \leq x} f(n) \sum_{m \leq x/n} g(m)$$

is a sum over pairs of integers whose product is no greater than $x$. Also notice that $\phi(n) < n$ for any positive integer $n$. Thus for any $s < d + 1$ and $x > e$, we may write

$$\sum_{K \leq x} \frac{G_{d+1}(K)}{K^s} = \sum_{K \leq x} \frac{1}{K^s} \sum_{m \leq x/n} \frac{\phi(m)G_d(m)}{m^s}$$

$$< \sum_{n \leq x} \frac{1}{n^{s-d}} \sum_{m \leq x/n} \frac{G_d(m)}{m^{s-1}}.$$

Then since $s < d + 1$, we have $s - 1 < d$. Also, notice that for $n < x/e$, we have $x/n > e$, so the induction hypothesis applies to sums over $m \leq x/n$ for $n$ in this region. On the other hand, for $n \geq x/e$, we have $x/n \leq e$, so a sum over $m \leq x/n$ is only a sum over the first two terms, $m = 1$ and $m = 2$, and can thus be bounded by a constant (depending on $s$ and $d$). Hence, we may write

$$\sum_{K \leq x} \frac{G_{d+1}(K)}{K^s} \ll \sum_{n \leq x} \frac{1}{n^{s-d}} \sum_{m \leq x/n} \frac{G_d(m)}{m^{s-1}}$$

$$< \sum_{n < x/e} \frac{1}{n^{s-d}} \sum_{m \leq x/n} \frac{G_d(m)}{m^{s-1}} + \sum_{x/e \leq n \leq x} \frac{1}{n^{s-d}} \sum_{m \leq x/n} \frac{G_d(m)}{m^{s-1}}$$

$$\ll_{s,d} \sum_{n < x/e} \frac{1}{n^{s-d}} (x/n)^{d+1-s} \log(x/n)^{d-1} + \sum_{x/e \leq n \leq x} \frac{1}{n^{s-d}}.$$

Observe that $\sum_{n < x/e \leq n \leq x} \frac{1}{n^{s-d}} \ll_{s,d} x^{d+1-s}$ (this can be seen with a calculation similar to that of the base case). On the other hand, the function $\log(x/t)^{d-1}/t$ is positive and decreasing
in the region \((1, x/e)\), so we may bound the sum by the first term plus the corresponding integral:

\[
\sum_{n<x/e} \frac{\log(x/n)^{d-1}}{n} \leq (\log x)^{d-1} + \int_{1}^{x/e} \frac{\log(x/t)^{d-1}}{t} dt.
\]

With the substitution \(u = \log(x/t)\), we find that

\[
\int_{1}^{x/e} \frac{\log(x/t)^{d-1}}{t} dt = \int_{1}^{\log x} u^{d-1} du = \frac{(\log x)^{d} - 1}{d}.
\]

In total, we have that

\[
\sum_{K \leq x} G_{d+1}(K) \frac{K}{K^s} \ll_{s,d} x^{d+1-s} \left(1 + (\log x)^{d-1} + (\log x)^{d}\right)
\]

\[
\ll x^{d+1-s}(\log x)^{d}
\]

since \(x > e\), and this completes the proof. \(\square\)
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