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ABSTRACT

The vast majority of image recovery tasks are ill-posed problems. As such, methods that are based on optimization use cost functions that consist of both fidelity and prior (regularization) terms. A recent line of works imposes the prior by the Regularization by Denoising (RED) approach, which exploits the good performance of existing image denoising engines. Yet, the relation of RED to explicit prior terms is still not well understood, as previous work requires too strong assumptions on the denoisers. In this paper, we make two contributions. First, we show that the RED gradient can be seen as a (sub)gradient of a prior function—but taken at a denoised version of the point. As RED is typically applied with a relatively small noise level, this interpretation indicates a similarity between RED and traditional gradients. This leads to our second contribution: We propose to combine RED with the Back-Projection (BP) fidelity term rather than the common Least Squares (LS) term that is used in previous works. We show that the advantages of BP over LS for image deblurring and super-resolution, which have been demonstrated for traditional gradients, carry over to the RED approach.

Index Terms— Inverse problems, image deblurring, super-resolution, Regularization by Denoising, Back-Projection

1. INTRODUCTION

Image recovery tasks aim to restore an original image from its observed degraded version. The observed image can be degraded in many ways, such as blurring, subsampling (lower resolution), noise addition, or all together. In many tasks, the observed image can be described by a linear expression:

\[ y = Ax + e, \]

(1)

Where \( x \in \mathbb{R}^n \) is the original image, \( y \in \mathbb{R}^m \) is the degraded observed image, \( e \in \mathbb{R}^m \) is a noise vector and \( A \in \mathbb{R}^{m \times n} \) is the degradation matrix. For example, in the deblurring task \( A \) represents the blurring operation, and in the super-resolution task \( A \) is an operator that represents blurring (typically, anti-aliasing filtering) followed by subsampling.

Most of the methods for recovering \( x \) from the observed \( y \) are based on optimization. They involve minimization of a cost function that is composed of a data fidelity term and a prior term

\[ f(x) = \ell(x) + \lambda s(x), \]

(2)

where \( \ell(\cdot) \) is the fidelity term, \( s(\cdot) \) is the prior term and \( \lambda \) is a positive parameter that controls the level of regularization. The fidelity term encourages complying with the observation model (1), while the prior represents assumptions on the original image, and is inevitable due to the ill-posedness nature of image reconstruction tasks.

Over the years, different prior functions have been proposed, such as \( \ell_1 \)-norm of the wavelet coefficients vector \([1,2]\) and the Total Variation (TV) prior \([3]\). Interestingly, there are also very successful priors, such as BM3D \([4]\), that are based on a series of operations rather than on an explicit prior function. Traditionally, a different algorithm has been designed for each task (structure of \( A \) in (1)) and each prior \( s(\cdot) \). However, it has been suggested in \([5]\) to exploit the good performance of existing image denoising for solving tasks other then denoising. This “plug-and-play denoisers” concept encourages one to use a denoiser for imposing the prior even if it not explicitly clear what is the function \( s(\cdot) \) that is associated with this denoiser (as in the case of BM3D). Follow-up papers of \([5]\) include \([6,12]\), and many more.

A popular line of works (see, e.g., \([8,9,13–17]\)) that follows this plug-and-play concept is based on the Regularization by Denoising (RED) approach. The original RED paper \([8]\) proposed a gradient-based regularization of inverse problems using an off-the-shelf Gaussian denoiser \( D(\cdot; \sigma) \) (\( \sigma \) is the noise level of the denoiser, which is not necessarily the noise level in \( y \)). Specifically, within optimization schemes, it is proposed to replace \( \nabla s(x) \) with the “RED gradient”

\[ g_{\text{RED}}(x; D) := x - D(x; \sigma). \]

(3)

The paper \([8]\) showed that under strong assumptions on the denoiser, which as pointed out in \([13]\) include also a symmetric Jacobian condition, the expression in \([3]\) is the gradient of the prior term

\[ s(\mathbf{x}) = \frac{1}{2} x^T (x - D(x; \sigma)). \]

(4)
2. AN INTERPRETATION FOR RED

We start with providing an interpretation for RED that may provide an additional insight on its applicability and success.

Note that a Gaussian denoiser $D(x; \sigma)$ of an image $x$, under the prior $s(\cdot)$ and noise level $\sigma > 0$, can be expressed as the minimizer of the following optimization problem

$$D(x; \sigma) = \arg\min_x \frac{1}{2\sigma^2} ||z - x||_2^2 + s(z).$$

For a proper lower-semicontinuous convex function $s(\cdot)$ this minimizer is unique, and in the optimization literature it is often referred to as the proximal mapping of $\sigma^2 s(\cdot)$ at $x$.

For a convex $s(\cdot)$, the first-order optimality condition of $\hat{x} = D(x; \sigma)$ implies that

$$0 \in \hat{x} - x + \sigma^2 \partial s(\hat{x}),$$

where $\partial s(\hat{x}) := \{g : s(z) \geq s(\hat{x}) + g^T(z - \hat{x}), \forall z\}$ is the subdifferential (the set of the subgradients) of $s(\cdot)$ at $\hat{x}$. Thus, $x - \hat{x} = x - D(x; \sigma) \in \sigma^2 \partial s(\hat{x})$ and the gradient of RED (see (3)) obeys

$$g_{RED}(x; D) = \sigma^2 \partial s(D(x; \sigma)).$$

If $s(\cdot)$ is a smooth (i.e. continuously differentiable), then $\partial s(\hat{x}) = \nabla s(\hat{x})$ (a singleton), so

$$g_{RED}(x; D) = \sigma^2 \nabla s(D(x; \sigma)).$$

As the factor $\sigma^2$ can be absorbed in the hyper-parameter $\lambda$ (cf. (2)), we see that for a general prior $s(\cdot)$, the RED gradient $g_{RED}(x)$ can be seen as a gradient of $s(\cdot)$ at a cleaner point, i.e., after denoising using the prior $s(\cdot)$. Therefore, $g_{RED}(x)$ enhances the effect of the prior compared to using the gradient $\nabla s(x)$ at the current point. Let us illustrate this relationship in two concrete examples.

**Tikhonov regularization.** For the simple Tikhonov regularization prior $s(x) = \frac{1}{2} ||Rx||_2^2$, we have that $\nabla s(x) = R^T Rx$ and $D(x; \sigma) = (\sigma^2 R^T R + I_n)^{-1} x$. Thus, from (3) we get

$$g_{RED}(x) = \sigma^2 \nabla s(D(x; \sigma))$$

$$= \sigma^2 R^T R(\sigma^2 R^T R + I_n)^{-1} x.$$ 

As a sanity check, notice that this result indeed coincides with the definition in (3), i.e.,

$$g_{RED}(x) = \sigma^2 R^T R(I_n + \sigma^2 R^T R)^{-1} x$$

$$= x - (I_n - \sigma^2 R^T R(I_n + \sigma^2 R^T R)^{-1}) x$$

$$= x - (\sigma^2 R^T R + I_n)^{-1} x$$

$$= x - D(x; \sigma),$$

where the second equality uses the Woodbury identity.

Since the outer $\sigma^2$ in (9) can be absorbed in the hyper-parameter $\lambda$, we are left with comparing $R^T R$ (that appears in $\nabla s(x)$) and $R^T R(\sigma^2 R^T R + I_n)^{-1}$ (that appears in $g_{RED}(x)$ in (9)). Clearly $R^T R(\sigma^2 R^T R + I_n)^{-1} \leq R^T R$ (in the sense that $R^T R - R^T R(\sigma^2 R^T R + I_n)^{-1}$ is positive semi-definite). This demonstrates the enhanced effect of the prior that is inherent in $g_{RED}(x)$. Yet, observe that for a small values of $\sigma$ (as typically used in RED) the directions of $\nabla s(x)$ and $g_{RED}(x)$ will be close.

**$\ell_1$-norm prior.** Let us observe the relation between $\partial s(x)$ and $g_{RED}(x)$ for the (nonsmooth) prior $s(x) = ||W^T x||_1$, where $W$ is an orthonormal basis (i.e., $W^T W = W W^T = I_n$). For example, $W$ can be an orthonormal wavelet basis under which the coefficients vector $\alpha = W^T x$ is sparse. In this case, the subdifferential $\partial s(x)$ is given by

$$\partial s(x) = W \partial ||\alpha||_1 \big|_{\alpha = W^T x}$$

$$= W \left\{ z : \begin{cases} z_i = 1, & ||W^T x||_i > 0 \\ z_i \in [-1,1], & ||W^T x||_i = 0 \\ z_i = -1, & ||W^T x||_i < 0 \end{cases} \right\}.$$ 

For the $\ell_1$-norm prior, note that (5) turns into the soft-thresholding denoiser (2). Namely,

$$D(x; \sigma) = \arg\min_{x} \frac{1}{2} ||z - x||_2^2 + \sigma^2 ||W^T z||_1$$

$$= W \left( \arg\min_{\alpha} \frac{1}{2} ||\alpha - W^T x||_2^2 + \sigma^2 ||\alpha||_1 \right)$$

$$= W T_{\sigma^2}(W^T x),$$

where $T_{\sigma^2}(\cdot)$ is the soft-thresholding function.

Note that this prior cannot be expressed in the form of (4) (see [8][13]).
where \(|\mathcal{T}_\sigma(x)|_i = \text{sign}(\alpha_i) \max(|\alpha_i| - \sigma^2, 0)|. The subdifferential \(\sigma^2 \partial s(D(x; \sigma))\) is then given by

\[
\sigma^2 \partial s(D(x; \sigma)) = \sigma^2 W \partial \alpha |_{\alpha = W^T D(x; \sigma)} = \sigma^2 W \partial \alpha |_{\alpha = \mathcal{T}_\sigma(W^T x)} = \sigma^2 W \left\{ z : \begin{cases} z_i = 1, & |\mathcal{T}_\sigma(W^T x)|_i > 0 \\ z_i = -1, & |\mathcal{T}_\sigma(W^T x)|_i < 0 \end{cases} \right\}.
\]

Comparing (13) and (11), the enhanced effect of the non-smoothness of the prior is clear: \(\partial s(D(x; \sigma)) \supseteq \partial s(x)\).

Let us verify (7) for the RED gradient defined in (3)

\[
g_{\text{RED}}(x) = x - D(x; \sigma) - W \mathcal{T}_\sigma(W^T x) = \sigma^2 W \left( \frac{1}{\sigma^2} (W^T x - \mathcal{T}_\sigma(W^T x)) \right) =: \sigma^2 W z_{\text{RED}}.
\]

If \(|\mathcal{T}_\sigma(W^T x)|_i > 0\), we have

\[
[\sigma^2 W z_{\text{RED}}]_i = \frac{1}{\sigma^2} \left( (W^T x)_i - ((W^T x)_i - \sigma^2) \right) = 1.
\]

Similarly, if \(|\mathcal{T}_\sigma(W^T x)|_i < 0\), we have \([\sigma^2 W z_{\text{RED}}]_i = -1\).

Lastly, if \(|\mathcal{T}_\sigma(W^T x)|_i = 0\), or equivalently \(-\sigma^2 \leq \sigma^2 \leq \sigma^2\), we have \([\sigma^2 W z_{\text{RED}}]_i = \frac{1}{\sigma^2} \sigma^2 \leq \sigma^2 \leq \sigma^2\).

We believe that choosing \(g_{\text{RED}}(x)\) and not other subgradients that are in (13) is good, in the sense that it is closer (in angle) to subgradients from (11), and performs gradient-based restoration similar to subgradients from (11) and better than other subgradients that are in (13). We defer proving this to future research.

3. THE PROPOSED METHOD: BP-RED

In the previous section we saw that the RED gradient differs from a traditional (sub)gradient of \(s(x)\) only in the fact that it is computed in a denoised version of \(x\) (associated with the prior \(s(x)\)). As RED is typically applied with a relatively small noise level, this indicates a similarity between the RED gradient and traditional gradients, which implies that approaches that are useful for traditional gradient descent are likely to be beneficial also for RED. Following this perspective, we propose to incorporate the RED approach with the Back-Projection (BP) fidelity term \(\ell_2\).

Previous works on RED use the LS term \(\ell_2(x) = \frac{1}{2} \| y - Ax \|^2\) as their fidelity term. Formally, many of them are based on the following “gradient descent” reconstruction scheme

\[
x_{k+1} = x_k - \mu (\nabla \ell_2(x_k) + \lambda g_{\text{RED}}(x_k)) = x_k - \mu (A^T (Ax_k - y) + \lambda (x_k - D(x_k; \sigma)))
\]

where \(\mu\) is the step-size. Recent works [11][21][22] have shown the benefits of using the BP fidelity term \(\ell_{\text{BP}}(x) = \frac{1}{2} \| A^T (y - Ax) \|^2\), where \(A^\dagger\) is the pseudoinverse of \(A\), instead of LS. Following this approach, we propose to combine the RED prior with the BP term. Thus, we propose using

\[
x_{k+1} = x_k - \mu (\nabla \ell_{\text{BP}}(x_k) + \lambda g_{\text{RED}}(x_k))
\]

Note that in important tasks, such as deblurring and supersolution, the operator \(A^\dagger\) can be implemented efficiently using FFT or conjugate gradients (CG) with no need for matrix inversion, and the computational complexity of (17) is similar to (16). For sophisticated denoisers (e.g., TV [3], BM3D [4],...
or deep CNNs) the complexity of both \([16]\) and \([17]\) are dominated by the complexity of the denoising operation \(D(\cdot; \sigma)\).

4. EXPERIMENTS

In this section, we concentrate on two image recovery tasks: deblurring and super-resolution, which are performed on eight classical test images: cameraman, house, peppers, Lena, Barbara, boat, hill, and couple. We examine the performance of the two gradient-based methods in \([16]\) and \([17]\), denoted by LS-RED and BP-RED, respectively. As the off-the-shelf denoisers, we use the (convex) isotropic total-variation (TV) \([3]\) and the (non-convex) BM3D \([4]\).

4.1. Deblurring

In the deblurring task, the linear operator \(A\) represents filtering with some blur kernel. We examine two common blur kernels: \(9 \times 9\) uniform kernel and \(9 \times 9\) Gaussian kernel with std of 1.6 (both are normalized to unit sum), and two levels of Gaussian noise: \(\sigma_e = \sqrt{0.3}\) and \(\sigma_e = \sqrt{2}\).

Both LS-RED and BP-RED have similar per-iteration complexity, which is dominated by the complexity of the denoisers, since the operators \(A, A^T\) and \(A^\dagger\) are implemented very efficiently using the Fast Fourier Transform (FFT) (see \([11]\)). In the FFT implementation of \(A^\dagger\), we regularize the denominator by \(0.01\sigma_e^2\). We initialize both methods with \(x_0 = y\). We use the typical step-size of 1 over the Lipschitz constant of \(\nabla \ell(\cdot)\) for both methods, i.e., \(\mu = 1/\|A^\dagger A\| = 1\) for BP-RED, and \(\mu = 1/\|A^T A\|\), computed by the power method, for LS-RED. For LS-RED, we also present results for step-size of \(\mu = 2/(1/\sigma_e^2 + \lambda)\) as used in \([8]\). The two hyper-parameters of LS-RED and BP-RED (namely, the regularization level \(\lambda\) and the noise level \(\sigma\) that is used in the denoiser) are tuned uniformly per scenario by choosing the best \(\lambda\) from a dense grid in \((0.005, 2.5)\) and the best \(\sigma\) from a dense grid in \((0.5, 20)\).

The restoration performance of the two methods for all the experiments is presented in Fig. 2. The graphs show the Peak Signal to Noise Ratio (PSNR) metric (averaged over all the test images) vs. the iteration number. One can see that using the BP-RED method achieves better performance than using the LS-RED method in terms of (a) higher PSNR and (b) faster convergence. This behavior is consistent with the results in \([18]\), which are not based on the RED approach.

4.2. Super-resolution

In the super-resolution (SR) task, the linear operator \(A\) represents filtering with an anti-aliasing kernel followed by subsampling. We examine scale factors of 3 and 4. For scale factor of 3 we use a \(7 \times 7\) Gaussian kernel with std of 1.6, and for scale factor of 4 we used a \(9 \times 9\) Gaussian kernel with std of 2.2 (both are normalized to unit sum).

Here, \(A^\dagger\) in BP-RED is implemented using CG \([22]\), which has shown extremely fast convergence. Thus, again, the per-iteration complexity of LS-RED and BP-RED is dominated by the denoisers. We initialize both methods with bicubic upsampling of \(y\). As before, we use the typical step-size of 1 over the Lipschitz constant of \(\nabla \ell(\cdot)\) for both methods (here we do not examine the step-size from \([8]\) as it is not suitable for the noiseless case). For each method, the hyper-parameters \(\lambda\) and \(\sigma\) are tuned uniformly per scenario, using dense grids in the ranges of \((0.005, 2.5)\) and \((0.5, 20)\) respectively.

The restoration performance (average PSNR vs. iteration number) of the two methods for all the experiments is presented in Fig. 2. The PSNR advantage of BP-RED over LS-RED is more moderate than in the deblurring case, but still clear and consistent.

5. CONCLUSION

We considered the RED approach, which exploits existing image denoising engines for solving tasks other than denoising. We showed that the RED gradient can be seen as a (sub)gradient of a prior function that is computed at a (typically slightly) denoised version of the point. This similarity between RED and traditional gradients motivated us to combine RED with the BP fidelity term, which has demonstrated improved results for traditional gradients schemes. Various experiments demonstrated the advantages of our BP-RED method over the combination of RED with least squares, used in previous works.
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