PARAMETER IDENTIFICATION AND NUMERICAL SIMULATION FOR THE EXCHANGE COEFFICIENT OF DISSOLVED OXYGEN CONCENTRATION UNDER ICE IN A BOREAL LAKE
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Abstract. Dissolved oxygen (DO) is one of the main parameters to assess the quality of lake water. This study is intended to construct a parabolic distributed parameter system to describe the variation of DO under the ice, and identify the vertical exchange coefficient $K$ of DO with the field data. Based on the existence and uniqueness of the weak solution of this system, the fixed solution problem of the parabolic equation is transformed into a parameter identification model, which takes $K$ as the identification parameter, and the deviation of the simulated and measured DO as the performance index. We prove the existence of the optimal parameter of the identification model, and derive the first order optimality conditions. Finally, we construct the optimization algorithm, and have carried out numerical simulation. According to the measured DO data in Lake Valkea-Kotinen (Finland), it can be found that the orders of magnitude of the coefficient $K$ varying from $10^{-6}$ to $10^{-1} \text{m}^2 \text{s}^{-1}$, the calculated and measured DO values are in good agreement. Within this range of $K$ values, the overall trends are very similar. In order to get better fitting, the formula needs to be adjusted based on microbial and chemical consumption rates of DO.

1. Introduction. Dissolved oxygen (DO) is a useful ecological index of lake water, especially for the frozen lakes. All multicellular organisms in a lake, from fish to insects and to microscopic zooplankton, need oxygen for respiration [1]. While ice free, photosynthesis and atmospheric exchange, largely via wind aeration, are the primary inputs of oxygen into lakes and losses are due to organismal respiration plus chemical oxidation of reduced materials [15]. When lake surface is frozen, the water body is isolated from the atmosphere and oxygen supply from there is blocked. Oxygen-consuming processes in the lake rely predominantly on the amount of oxygen dissolved in water before freezing. Once the oxygen supplies produced by water aeration and photosynthesis in the water body are limited, oxygen depletion
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may occur under the ice. As a result anoxic conditions may be generated with several ecological consequences, such as fish kills, loss of benthic organisms, and dominance of anaerobic processes with the accumulation of hydrogen sulfide and other harmful compounds [4, 6, 13, 19]. Fish kill can occur in shallow lakes near the end of the ice cover period when DO concentrations drop below 2 mg L\(^{-1}\) at all depths over several days [8, 18].

Many researchers have been devoted to the DO study in lakes and different models have been developed and used to analyze the change of DO, mainly including deterministic and stochastic/statistical models. And computational-intelligence techniques such as neural networks, fuzzy logic and combined neuro-fuzzy systems have become very effective tools to identify and model the DO system [7, 12, 17].

Zhang et al. (2015) [23] examined the relationships between oxycline depth and thermocline depth, daily average air temperature and Secchi disk depth (SDD), and further assessed the response of DO stratification to climate warming and lake eutrophication. Patterson et al. (1985) [16] extended a vertical mixing model of Lake Erie with an oxygen budget model to simulate vertical distributions of temperature and dissolved oxygen over relatively short time periods with data gathered in the summers of 1979-80. Stefan and Fang (1994) [20] formulated a one-dimensional, unsteady DO model to simulate summer DO conditions in a wide range of lakes of the north central United States and to study potential impacts of global climate change. Mathias and Barica (1980) [14] analyzed the winter oxygen depletion rates from four sets of Canadian lakes and found that there was an inverse relationship between oxygen depletion rate and mean depth. Babin and Prepas (1985) [4] determined winter oxygen depletion rates for thirteen ice-covered lakes in central Alberta in Canada, and predicted DO depletion rates by a combination of mean summer total phosphorus in the euphotic zone and mean depth. Foley et al. (2012) [9] analyzed the consequences of eutrophication and climate warming on hypolimnetic oxygen depletion based on data of years 1968-2008 in a small lake in Blelham Tarn, UK. Fang and Stefan (1997) [8] simulated climate change effects on DO characteristics in ice-covered lakes in the temperate zone (in Minnesota, USA) with a year-round DO model. Antonopoulos and Gianniou (2003) [2] calibrated and verified a DO model by using data of Lake Vegoritis in 1981 and 1993, which was based on the unsteady diffusion equation with oxygen fluxes through the ice-free surface and bottom of the lake as boundary conditions, photosynthetic oxygen production, biochemical oxygen demand and plant respiration as internal sources and sinks. Golosov et al. (2007) [10] prepared a one-dimensional nonstationary equation for the vertical transfer of the non-conservative substance

\[
\frac{\partial C(z, t)}{\partial t} = -\frac{\partial Q}{\partial z} - \gamma[T(z, t)] \cdot C(z, t),
\]

and the expression for the vertical DO flux was written as

\[
Q = -K \frac{\partial C}{\partial z}.
\]

Where \(C\) is the DO concentration (unit: mg L\(^{-1}\)); \(z\) is the depth (unit: m); \(t\) is the time (unit: s); \(Q\) is the vertical flux of DO (unit: mg L\(^{-1}\)·m s\(^{-1}\)); \(T(z, t)\) is the vertical distribution of water temperature (unit: Kelvin); \(\gamma[T(z, t)]\) is the total rate of DO consumption (unit: s\(^{-1}\)); and \(K\) is the coefficient for the vertical mass exchange. As a rule, there is no preliminary reliable information on the variability in the value of \(K\), especially concerning ice-covered lakes [10]. Hence, in this paper,
we aim at assessing the change of $K$ with the field data measured in an ice-covered lake in Finland utilizing the parabolic distributed parameter system.

In this paper, we present a parabolic distributed parameter system to describe the variation of DO under ice, and prove the existence and uniqueness of the weak solution of the evolution equation on basis of some important properties of a bilinear functional in Section 2. In addition, we transform the fixed solution problem into a parameter identification model, and prove the existence of the optimal parameter of the identification model, and derive the first order optimality conditions in Section 3. A numerical optimization algorithm is constructed and applied to numerical simulation in Section 4, and numerical results are finally presented in Section 5.

2. DO model under ice with variable boundary.

2.1. The form of DO model system. The ice-water interface is taken as the coordinate origin $O$, and the direction of the vertical depth along the origin is positive $z$ axis, as shown in Fig. 1; Let $z_u, z_l$ be upper and lower boundaries of water depth respectively (unit: m) and $z_u < z_l$, which $z_l = z(t)$ is a depth function varying with the time $t$ (unit: s). $C(z,t)$ represents the DO concentration at the depth $z$ and the time $t$ (unit: mg L$^{-1}$), which $C_0(z)$ is the DO concentration at the initial time, and $C_u(t)$ and $C_l(z(t), t)$ are the DO concentrations of the upper and lower boundary at the depth $z_u$ and $z_l = z(t)$. $T(z,t)$ (unit: Kelvin) is water temperature at the depth $z$ and the time $t$. Let the space domain of the system $\Omega = (z_u, z_l)$, and the time domain $I = (0, t_f)$. And we denote that $\Omega = [z_u, z_l], \bar{I} = [0, t_f]$.

According to the above model (1)-(2), the DO model with the initial value condition and variable boundary can be described by the following parabolic distributed parameter system

$$
\begin{align*}
\frac{\partial C(z,t)}{\partial t} &= K \frac{\partial^2 C(z,t)}{\partial z^2} - \gamma[T(z,t)] \cdot C(z,t), \quad (z,t) \in \Omega \times I, \\
C(z,t)_{|t=0} &= C_0(z), \quad z \in \Omega, \\
C(z,t)_{|z=z_u} &= C_u(t), \quad t \in \bar{I}, \\
C(z,t)_{|z=z_l} &= C_l(z(t), t), \quad t \in \bar{I},
\end{align*}
$$

(3)

where $K$ is the vertical exchange coefficient, and $\gamma[T(z,t)]$ is DO consumption rate.

As the measuring interval is the water layer under ice, the expression of the DO consumption rate is as follows [10]:

![Figure 1. Schematic diagram of model identification area and mesh generation](image)
\[ \gamma[T(z,t)] = \left[ \gamma_{\text{min}} + \left( \gamma_{\text{max}} - \gamma_{\text{min}} \right) \cdot \left( \frac{z}{\gamma_{\text{max}}} \right)^2 \right] \cdot \left( \frac{T - T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}} \right)^2. \]  

(4)

In the formula (4), \(T_{\text{min}}\) and \(T_{\text{max}}\) are the minimal and maximal possible values of the water temperature during the ice period. Usually the vertical distribution of the consumption rate is characterized by minimal values (\(\gamma_{\text{min}}\)) in the upper layers of the water column and maximal values (\(\gamma_{\text{max}}\)) in the upper layer of sediments. These parameters should be determined from observational data.

In the analysis of the model, according to the actual situation, we give the following assumptions:

**Assumption 1.** In practical problems, the coefficient for the vertical mass exchange \(K\) is bounded in the discussion area, and there exist \(K_l > 0\) and \(K_u > 0\) satisfying \(K_l \leq K \leq K_u\), which makes \(K_l \leq K \leq K_u\).

**Assumption 2.** \(C(z,t)\) is continuous on \(\Omega \times I\).

**Assumption 3.** The initial value condition \(C_0(z) \in C^2(\Omega)\) and the boundary conditions \(C_u(t) \in C^2(I)\) and \(C_l(z,t) \in C^2(I)\).

Based on Assumptions 1-3, we set

\[ v(z,t) = C(z,t) - \frac{z - z(t)}{z_u - z(t)} C_u(t) + \frac{z - z_u}{z_u - z(t)} C_l(z,t), \]

then the system (3) can be described as the following homogeneous boundary value problem

\[
\begin{aligned}
\frac{\partial v(z,t)}{\partial t} &= K \frac{\partial^2 v}{\partial z^2} + p(z,t), \quad (z,t) \in \Omega \times I, \\
v(z,0) &= v_0(z), \quad z \in \Omega, \\
v(z_u, t) &= 0, \quad t \in T, \\
v(z,t), t &= 0, \quad t \in T,
\end{aligned}
\]

(5)

where

\[
p(z,t) = \frac{(z - z_u)z'(t)}{(z_u - z(t))^2} \left[ (z' C(z(t), t) - C_u(t) + \frac{z - z_u}{z_u - z(t)} C_u'(z(t), t) - \frac{z - z(t)}{z_u - z(t)} C_l'(z(t), t) + v(z,t)) \right],
\]

(6)

\[
v_0(z) = C_0(z) - \frac{z - z(0)}{z_u - z(0)} C_u(0) + \frac{z - z_u}{z_u - z(0)} C_l(z(0), 0).
\]

(7)

2.2. **Properties of the DO system.** Let \(U_{ad}(T) = \{ K(t) | K(\cdot) : T \rightarrow \Gamma \text{ is measurable, } K_l \leq K \leq K_u \}\) is the admissible parameter set, \(K \in U_{ad}(T)\), and \(\Gamma\) is a known nonempty, bounded and closed convex set on \(R\). And let \(\Omega_K(t)\) be the spatial domain of the homogeneous boundary value system (5) at the time \(t\). For any \(t \in T\) and \(K \in U_{ad}(T)\), let \(H_K(t) = L^2(\Omega_K(t); R)\) be a Hilbert space, \(V_K(t) = \{ \phi | \phi \in H'_K(t), \phi\vert_{z= z_u} = \phi\vert_{z= z(t)} = 0 \}\) with norms denoted by \(\vert \cdot \vert_{H_K(t)}\) and \(\| \cdot \|_{V_K(t)}\) respectively. Let \(H'_K(t)\) and \(V'_K(t)\) are the dual spaces of \(H_K(t)\) and \(V_K(t)\) respectively, and \(\langle \cdot, \cdot \rangle_{V_K(t)}\) and \(\langle \cdot, \cdot \rangle_{V'_K(t)}\) the dual paring between \(V_K(t)\) and \(V'_K(t)\), then \(V_K(t)\) is dense in \(H_K(t)\) and \(H'_K(t)\) is dense in \(V'_K(t)\).
The inner product and the norm on $H_K(t)$ are expressed as

\[
(\phi, \varphi)_{H_K(t)} = \int_{\Omega_K(t)} \phi \varphi dz, \quad \forall \phi, \varphi \in H_K(t),
\]

(8)

\[
|\phi|_{H_K(t)} = \left( \int_{\Omega_K(t)} \phi^2 dz \right)^{\frac{1}{2}}, \quad \forall \phi \in H_K(t).
\]

(9)

And the inner product and the norm on $V_K(t)$ are expressed as

\[
(\phi, \varphi)_{V_K(t)} = \int_{\Omega_K(t)} \left( \phi \varphi + \frac{\partial \phi}{\partial z} \frac{\partial \varphi}{\partial z} \right) dz, \quad \forall \phi, \varphi \in V_K(t),
\]

(10)

\[
\|\phi\|_{V_K(t)} = \left( \int_{\Omega_K(t)} \left( \phi^2 + \left( \frac{\partial \phi}{\partial z} \right)^2 \right) dz \right)^{\frac{1}{2}}, \quad \forall \phi \in V_K(t).
\]

(11)

Then the dual pairing \( \langle \cdot, \cdot \rangle_{V_K(t), V'_K(t)} \) between $V_K(t)$ and $V'_K(t)$ is defined by

\[
\langle \phi, \varphi \rangle_{V_K(t), V'_K(t)} = \int_{\Omega_K(t)} \phi \varphi dz.
\]

(12)

We multiply both sides of the first equation of system (5) by any $\xi$ in $V_K(t)$, and integrate them over $\Omega_K(t)$ then

\[
\int_{\Omega_K(t)} \xi \frac{\partial \varphi}{\partial t} dz = \int_{\Omega_K(t)} \xi \cdot K \frac{\partial^2 \varphi}{\partial z^2} dz + \int_{\Omega_K(t)} \xi p(z, t) dz.
\]

(13)

By using the partial integral formula and the homogeneous boundary conditions, we can get

\[
\int_{\Omega_K(t)} \xi \frac{\partial^2 \varphi}{\partial z^2} dz = -\int_{\Omega_K(t)} \frac{\partial \xi}{\partial z} \frac{\partial \varphi}{\partial z} dz + (\xi \varphi) |_{z=z_l} - (\xi \varphi) |_{z=z_u}
\]

then the former (13) can be described as

\[
\int_{\Omega_K(t)} \xi \frac{\partial \varphi}{\partial t} dz + \int_{\Omega_K(t)} K \frac{\partial \xi}{\partial z} \frac{\partial \varphi}{\partial z} dz = \int_{\Omega_K(t)} \xi p(z, t) dz.
\]

(14)

For any $t \in I$, the functional $\delta(t, K; \phi, \varphi)$ on $V_K(t) \times V'_K(t)$ can be defined as

\[
\delta(t, K; \phi, \varphi) = \int_{\Omega_K(t)} K \frac{\partial \phi}{\partial z} \frac{\partial \varphi}{\partial z} dz.
\]

(15)

Three properties of the functional $\delta(t, K; \phi, \varphi)$ are presented in the following.

**Property 1.** If Assumptions 1-3 hold, then $\delta(t, K; \phi, \varphi)$ defined by (15) is: (1) a bilinear functional on $V_K(t) \times V'_K(t)$, and (2) a measurable function on $I$, and (3) there exists a positive real number $M$, such that $|\delta(t, K; \varphi, \psi)| \leq M \|\varphi\|_{V_K(t)} \|\psi\|_{V'_K(t)}$ for any $\phi, \varphi \in V_K(t)$.

**Proof.** (1) For all $\lambda_1, \lambda_2 \in R$, $\phi_1, \phi_2, \varphi_1, \varphi_2 \in V_K(t)$, there are

\[
\delta(t, K; \lambda_1 \phi_1 + \lambda_2 \phi_2, \varphi) = \int_{\Omega_K(t)} K \frac{\partial (\lambda_1 \phi_1 + \lambda_2 \phi_2)}{\partial z} \frac{\partial \varphi}{\partial z} dz
\]

\[
= \int_{\Omega_K(t)} K \frac{\partial \lambda_1 \phi_1}{\partial z} \frac{\partial \varphi}{\partial z} dz + \int_{\Omega_K(t)} K \frac{\partial \lambda_2 \phi_2}{\partial z} \frac{\partial \varphi}{\partial z} dz
\]

\[
= \lambda_1 \delta(t, K; \phi_1, \varphi) + \lambda_2 \delta(t, K; \phi_2, \varphi).
\]
\[ \delta(t, K; \phi, \lambda_1 \varphi_1 + \lambda_2 \varphi_2) = \int_{\Omega_K(t)} K \frac{\partial \phi}{\partial z} \frac{\partial (\lambda_1 \varphi_1 + \lambda_2 \varphi_2)}{\partial z} \, dz \]
\[ = \int_{\Omega_K(t)} K \frac{\partial \phi}{\partial z} \frac{\partial \lambda_1 \varphi_1}{\partial z} \, dz + \int_{\Omega_K(t)} K \frac{\partial \phi}{\partial z} \frac{\partial \lambda_2 \varphi_2}{\partial z} \, dz \]
\[ = \lambda_1 \delta(t, K; \phi, \varphi_1) + \lambda_2 \delta(t, K; \phi, \varphi_2). \]

So \( \delta(t, K; \phi, \varphi) \) is a bilinear functional on \( V_K(t) \times V_K(t) \).

(2) \( \forall \phi, \varphi \in V_K(t) \), that \( \delta(t, K; \phi, \varphi) \) is a continuous function on the measurable set \( I \), then it is a measurable function on \( I \).

(3) \( \forall \phi, \varphi \in V_K(t) \), we can get
\[
|\delta(t, K; \phi, \varphi)| = \left| \int_{\Omega_K(t)} K \frac{\partial \phi}{\partial z} \frac{\partial \varphi}{\partial z} \, dz \right|
\][\[ \leq K \left( \int_{\Omega_K(t)} \left( \frac{\partial \phi}{\partial z} \right)^2 \, dz \right)^{\frac{1}{2}} \left( \int_{\Omega_K(t)} \left( \frac{\partial \varphi}{\partial z} \right)^2 \, dz \right)^{\frac{1}{2}} \]
\[ = K \| \phi \|_{V_K(t)} \| \varphi \|_{V_K(t)}. \]

Set \( M = K_u \), and we know that \( |\delta(t, K; \phi, \varphi)| \leq M \| \phi \|_{V_K(t)} \| \varphi \|_{V_K(t)}. \) \( \square \)

**Property 2.** If Assumptions 1-3 hold, then for \( \forall t \in \overline{T} \) and \( \phi \in V_K(t) \), there exist \( \mu \geq 0 \) and \( \eta > 0 \), such that \( \delta(t, K; \phi, \varphi) + \mu \| \phi \|^2_{H_0(K(t))} \geq \eta \| \varphi \|^2_{V_K(t)}. \)

**Proof.** The conclusion can follow directly from the definition of \( \delta(t, K; \phi, \varphi) \) and Gårding inequality [22]. \( \square \)

From Properties 1 and 2 and Lax-Milgram theorem [22], there exists a bounded continuous linear operator \( A(t, K) \in L(V_K(t), V'_K(t)) \) such that
\[
\delta(t, K; \phi, \varphi) = \langle A(t, K)\phi, \varphi \rangle_{V'_K(t), V_K(t)}, \quad t \in \overline{T}, \quad K \in U_{ad}(\overline{T}), \tag{16}
\]
and
\[
A(t, K)\phi = -K \frac{\partial^2 \phi}{\partial z^2}, \quad \forall \phi \in V_K(t), K \in U_{ad}(\overline{T}). \tag{17}
\]

According to (16) and Properties 1 and 2, we can get the following property.

**Property 3.** If Assumptions 1-3 hold, then for all \( t \in \overline{T} \) and for all \( \phi, \varphi \in V_K(t) \) and \( K \in U_{ad}(\overline{T}) \), there exist \( M_1 > 0 \) and \( M_2 > 0 \) such that
\[
\langle A(t, K)\phi, \varphi \rangle_{V'_K(t), V_K(t)} \geq M_1 \| \phi \|^2_{V_K(t)},
\]
\[
\langle A(t, K)\phi, \varphi \rangle_{V'_K(t), V_K(t)} \leq M_2 \| \phi \|^2_{V_K(t)} \| \varphi \|^2_{V_K(t)}. \]

\( \forall t \in \overline{T} \) and \( K \in U_{ad}(\overline{T}) \), let \( P(t, K; \phi) = \int_{\Omega_K(t)} \phi p(z, t) \, dz \), which \( \phi \in V_K(t) \) and \( p(z, t) \) is defined as the equation (6), then \( P(t, K; \phi) \) is a continuous linear functional on space \( V_K(t) \). According to Riesz representation theorem [22], we know that there exists a unique element \( q(t; K) \in V_K(t) \) such that
\[ P(t, K; \phi) = \langle q(t; K), \phi \rangle_{V'_K(t), V_K(t)}, \quad \forall \phi \in V_K(t). \]

From the above analysis, we can know that the system (5) can be described as the following parabolic evolution equation
\[
\begin{cases}
\frac{dv}{dt} + A(t, K)v = q(t; K), \quad \forall t \in \overline{T},
\end{cases}
\]
\[ v(0) = v_0, \quad (18) \]
where \( q(\cdot; K) \in L^2(I; V_K^2(\cdot)) \), \( L^2(I; V_K^2(\cdot)) = \left\{ w \mid \int_0^f \| w(t) \|^2_{V_K(t)} dt < \infty \right\} \) with the inner product expressed as \( (w, \tilde{w}) = \int_0^f \langle w(t), \tilde{w}(t) \rangle_{V_K(t)} dt \), \( \phi \in H_K(0) \).

The above reasoning process is a reversible process, so the system (5) is equivalent to the development equation (18).

Next, we will discuss the problem of weak solutions of the development equation (18). Firstly, the definition of weak solutions of (18) is given below.

**Definition 2.1.** The function \( v(z, t; K) \in L^2(\Omega_K(t), I; H_K(\cdot)) \cap C(\Omega_K(t), I; H_K(\cdot)) \) is a weak solution of the evolution equation (18), if that

\[
\frac{dv(\cdot, \cdot; K)}{dt}, \xi_{V_K'(t), V_K(t)} + \langle A(\cdot, K)v(\cdot, \cdot; K), \xi \rangle_{V_K'(t), V_K(t)} = \langle q(\cdot; K), \xi \rangle_{H_K(t)}
\]

for \( \xi \in V_K(t) \) and \( K \in U_{ad}(\cdot) \).

**Theorem 2.2.** If Assumption 1 and Properties 1 and 2 hold; for any given \( t \) in \( I \), let the region \( \Omega_K(t) \) is bounded and there exists a countable base \( \{ \phi_1(t), \phi_2(t), \cdots \} \) satisfied that \( \phi_i(t) \in V_K(t), i = 1, 2, \cdots \) , then the evolution equation (18) has a unique weak solution \( v(z, t; K) \in L^2(\Omega_K(t), I; H_K(\cdot)) \cap C(\Omega_K(t), I; H_K(\cdot)) \), which depends continuously on \( q \) and \( v_0 \).

Proof. Let \( \partial \Omega_K^0(t) = \{ z \in \partial \Omega_K(t) : v(z, t; K) \cdot n(z) = 0 \} \) , here \( n(z) \) is the outward normal vector of \( \partial \Omega_K(t) \) at \( z \).

According to the definition of \( V_K(t) \) , for any given \( t \in I \), every \( \varphi \in V_K(t) \) satisfies the Dirichlet condition \( \varphi(z) = 0, z \in \partial \Omega_K(t) \setminus \partial \Omega_K^0(t) \).

Then we can get that the evolution equation (18) has a unique weak solution \( v(z, t; K) \), which depends continuously on \( q \) and \( v_0 \).

3. Parameter identification of the DO system.

3.1. Definition of identification model. The performance index of the identification model is defined as

\[
J(K) = \int_I \int_{\Omega_K(t)} \frac{(v(z, t; K) - v(z, t))^2}{v(z, t)^2} dz dt
\]

(19)

here

\[
v(z, t; K) = C(z, t; K) - \frac{z - z(t)}{z_u - z(t)} C_u(t) + \frac{z - z_u}{z_u - z(t)} C_l(z(t), t),
\]

(20)

\[
v(z, t) = C(z, t) - \frac{z - z(t)}{z_u - z(t)} C_u(t) + \frac{z - z_u}{z_u - z(t)} C_l(z(t), t),
\]

(21)

which \( C(z, t; K) \) is DO concentration function of the system (3), and \( C(z, t) \) is measured DO concentration.

Let

\[
f_0(K) = \frac{(v(z, t; K) - v(z, t))^2}{v(z, t)^2},
\]

the equation (19) can be expressed as

\[
J(K) = \int_I \int_{\Omega_K(t)} f_0(K) dz dt.
\]

(22)

In order to make DO concentrations obtained from the system (3) fit the measured data as far as possible, we can minimize the error of DO concentration between
the measured and calculated by system (3) and the following parameter identification model is established

\[
\begin{align*}
\min & \quad J(K) \\
\text{s.t.} & \quad v(z, t; K) \in S_{U_{ad}}(\Omega_K(t) \times I), \\
& \quad K \in U_{ad}(\bar{T}),
\end{align*}
\]

(23)

where \( S_{U_{ad}}(\Omega_K(t) \times I) \subset L^2(\Omega_K(t), I; H_K(\cdot)) \cap C(\Omega_K(t), I; H_K(\cdot)) \) is the weak solution set of the evolution equation (18), i.e. \( S_{U_{ad}}(\Omega_K(t) \times I) = \{v(z, t; K) | v(z, t; K) \text{ is the solution of system (3) corresponding to } K \in U_{ad}(\bar{T})\} \) and \( J(K) \) is defined by the expression (22).

By the expressions (19)-(21), identification model (23) can be converted to the following questions

\[
\begin{align*}
\min & \quad J(K) = \int_I \int_{\Omega_K(t)} \frac{(C(z, t; K) - C(z, t))^2}{C(z, t)^2} dz dt \\
\text{s.t.} & \quad C(z, t; K) \in S'_{U_{ad}}(\Omega_K(t) \times I), \\
& \quad K \in U_{ad}(\bar{T}),
\end{align*}
\]

(24)

where \( S'_{U_{ad}}(\Omega_K(t) \times I) = \{C(z, t; K) | C(z, t; K) \text{ is the solution of system (3) corresponding to } K \in U_{ad}(\bar{T})\} \).

3.2. Existence of optimal parameter and necessary optimality condition.

**Lemma 3.1.** If Assumptions 1-3 hold, then for all \( K \in U_{ad}(\bar{T}) \), the mapping \( K \rightarrow v(z, t; K) \) is strongly continuous.

**Proof.** For given \( K_0 \in U_{ad}(\bar{T}) \), let feasible parameter sequence \( \{K_n, n = 1, 2, \ldots\} \) in \( U_{ad}(\bar{T}) \) such that \( \|K_n - K_0\| \rightarrow 0 \) as \( n \rightarrow \infty \), and \( v_n \) and \( v_0 \) are the weak solutions of the evolution equation (18) corresponding to \( K_n \) and \( K_0 \) respectively. Set \( w_n = v_n - v_0, p_n = p(z, t; K_n), p_0 = p(z, t; K_0) \), we can get

\[
\begin{align*}
& \begin{align*}
& \frac{\partial w_n}{\partial t} - K \frac{\partial^2 w_n}{\partial z^2} = p_n - p_0, \\
& w_0(z, 0) = 0, \\
& w_n |_{z = z_u} = 0, \\
& w_n |_{z = z(t)} = 0.
\end{align*}
\end{align*}
\]

(25)

Multiply both sides of the first equation of system (25) with \( w_n \) and integrate them over \( \Omega_K(t) \times [0, t] \), then we have

\[
\int_0^t \langle w_n, \frac{\partial w_n}{\partial t} \rangle ds + \int_0^t \delta(s, K_n; w_n, w_n) ds = \int_0^t (w_n, p_n - p_0) ds.
\]

(26)

For the first term of the equation (26) on the left side by the integral formula, we have

\[
\int_0^t \langle w_n, \frac{\partial w_n}{\partial t} \rangle ds = \frac{1}{2} |w_n(t)|^2 - \frac{1}{2} |w_n(0)|^2,
\]

(27)

and for the second term of the equation (26) on the left side by Property 2, we have

\[
\int_0^t \delta(s, K_n; w_n, w_n) ds + \mu \int_0^t |w_n|^2 ds \geq \eta \int_0^t |w_n|^2 ds,
\]

(28)

here \( \mu \geq 0 \) and \( \eta > 0 \) are the same as Property 2.
According to the Cauchy inequality $ab \leq \frac{\varepsilon}{2}a^2 + \frac{1}{2\varepsilon}b^2$, $(a > 0, b > 0, \varepsilon > 0)$, the right term of (26) is expressed as

$$
\int_0^t (w_n, p_n - p_0) ds \leq \frac{\eta}{2} \int_0^t |w_n|^2 ds + \frac{1}{2\eta} \int_0^t |p_n - p_0|^2 ds. \tag{29}
$$

Substituting (27)-(29) into (26), then we have

$$
|w_n(t)|^2 - |w_n(0)|^2 \leq \frac{1}{\eta} \int_0^t |p_n - p_0|^2 ds + \int_0^t (2\mu - \eta) |w_n|^2 ds.
$$

By the third and fourth equations (boundary conditions) of the system (5) as well as by Gronwall’s inequality, we can get

$$
|w_n|^2 \leq \frac{1}{\eta} e^{(2\mu - \eta)t_f} \int_0^t |p_n - p_0|^2 ds. \tag{30}
$$

Combined with $\|K_n - K_0\| \to 0$, we can get $|p_n - p_0| \to 0$ and so the mapping $K \to v(z, t; K)$ is strongly continuous. \hfill \square

**Theorem 3.2.** If Assumptions 1-3 hold, then for all $K \in U_{ad}(\bar{T})$, there exists at least one optimal parameter $K_{opt} \in U_{ad}(\bar{T})$ satisfies that $J(K_{opt}) \leq J(K)$, i.e. $K_{opt}$ is the optimal parameter of the identification problem (24).

*Proof.* By the equation (22), we can get $J(K) = \int_t \int_{\Omega^K(t)} f_0(K) dz dt \geq 0$ and $f_0(K)$ is continuous on $V_K(t)$.

According to Lemma 3.1, the mapping $K \to v(z, t; K)$ is strong continuous on $U_{ad}(\bar{T})$, then $K \to J(K)$ is a continuous mapping on $U_{ad}(\bar{T})$.

And Since $U_{ad}(\bar{T})$ is a nonempty, bounded and closed set, for all $K \in U_{ad}(\bar{T})$, there is $K_{opt} \in U_{ad}(\bar{T})$ such that $J(K_{opt}) \leq J(K)$. \hfill \square

The necessary optimality condition of the identification system will be given in the following. We know that $U_{ad}(\bar{T})$ is a compact and convex set, and $K \to J(K)$ is a continuous mapping on the set $U_{ad}(\bar{T})$. If $K_{opt} \in U_{ad}(\bar{T})$ is the optimal parameter of the identification problem (24), we can $J(K(\cdot))$ is Gateaux differentiable at $K_{opt}$ and its Gateaux derivative $DJ(K_{opt}(\cdot))$ exists.

**Theorem 3.3.** If Assumptions 1-3 hold, $K_{opt} \in U_{ad}(\bar{T})$ is the optimal parameter of the identification problem (24), then for all $K \in U_{ad}(\bar{T})$, that $K_{opt}(\cdot)$ satisfies the following inequality

$$
DJ(K_{opt}; K - K_{opt}) = \lim_{\lambda \to 0^+} \frac{J(K_{opt} + \lambda(K - K_{opt})) - J(K_{opt})}{\lambda} \geq 0. \tag{31}
$$

4. Optimization and numerical algorithm.

4.1. **Parameter identification model.** In this part, we will construct an optimization algorithm to solve the parameter identification problem (24).

The solution domain of system (3) is $\Omega \times \bar{T} = \{(z, t) | z \in [z_k, z_j], t \in [0, t_f]\}$, which $z_j = z(t)$ is a depth function varying with the measurement time $t$. There are $N_z$ observation depths, i.e. $z_k \in \Omega$, $k \in \{k_1, k_2, k_3, \cdots, k_{N_z}\}$ in the spatial region $\Omega$ and $N_t$ observation times, i.e. $t_j \in \bar{T}$, $j \in \{j_1, j_2, j_3, \cdots, J_{N_t}\}$ in the time region. For a given parameter $K \in U_{ad}$, the $C(z_k, t_j; K)$ is DO concentration calculated.
by the system (3) at the depth $z_k$ and the time $t_j$ and $C(z_k, t_j)$ is measured DO concentration. Then the identification problem (24) can be expressed as

$$
\min J_d(K) = \sum_{k=k_2}^{k_1-1} \sum_{j=j_1}^{j_2} \frac{(C(z_k, t_j; K) - C(z_k, t_j))^2}{C(z_k, t_j)^2}
$$

s.t. $C(z_k, t_j; K) \in S'_{Uad}(\Omega_K(t) \times I)$, $K \in U_{ad}(T)$,

where $S'_{Uad}(\Omega_K(t) \times I) = \{C(z_k, t_j; K) | C(z_k, t_j; K)$ is the solution of system (3) corresponding to $K \in U_{ad}(T)\}$

In conclusion, according to the theory of partial differential equations, we can have the following theorem.

**Theorem 4.1.** If Assumptions 1-3 hold, then the system (3) has a unique weak solution $C(z, t; K) \in C(\Omega_K(t), I, U_{ad}; \mathbb{R})$ which depends continuously on $K \in U_{ad}(T)$.

4.2. **Numerical optimization algorithm.** It is difficult to obtain the analytical solution about the parameter system (3). The semi-implicit difference method is an unconditionally stable finite difference method, and it does not need to solve algebraic equations. In this section, we apply the semi-implicit difference scheme to solve the system (3) and construct the optimization algorithm to solve identification problems (32).

In the plane, we take $z$ as the spatial direction and $t$ as the time direction. And $\Delta z = h$ is the spatial step and $\Delta t = \tau$ is the time step, $n_z = [(z(t) - z_n)/h]$, $n_t = [t_f/\tau]$, where $[\cdot]$ denotes the largest integer less than or equal to the element.

The parallel lines $z_k = z_n + kh \ (k = 0, 1, 2, \ldots, n_z)$ and $t_j = j\tau \ (j = 0, 1, 2, \ldots, n_t)$ are used to divide the space and time domain respectively( see Fig. 1).

Set $C_k^j = C(z_k, t_j)$, $z_{k-1} \leq z_k \leq z_{k+1}$, $t_{j+\frac{1}{2}} = t_j + \frac{\tau}{2}$, the first type of system (3) is discretized at the grid node $(k, j + \frac{1}{2})$, and we approximate the time derivative with central difference

$$
\frac{\partial C}{\partial t} \bigg|_{k}^{j+\frac{1}{2}} = \frac{C_{k+1}^j - C_k^j}{\tau} + O(\tau^2).
$$

(33)

The spatial partial derivatives are approximated by forward and backward difference schemes. The forward difference scheme is

$$
\frac{\partial^2 C}{\partial z^2} \bigg|_{k}^{j+\frac{1}{2}} = \frac{C_{k+1}^j - 2C_k^j + C_{k-1}^j}{h^2} + O(\frac{\tau}{h} + h + h^2),
$$

(34)

and the backward difference scheme is

$$
\frac{\partial^2 C}{\partial z^2} \bigg|_{k}^{j+\frac{1}{2}} = \frac{C_{k-1}^j - 2C_k^j + C_{k+1}^j}{h^2} + O(\frac{\tau}{h} + h + h^2).
$$

(35)

The formulas (33) and (34) are brought into the first equation of the system (3), and the truncation error $O(\frac{\tau}{h} + h + h^2)$ is ignored, then

$$
\frac{C_{k+1}^j - C_k^j}{\tau} = K\frac{C_{k+1}^j - 2C_k^j + C_{k-1}^j}{h^2} - \gamma[T_k^j \cdot C_k^j].
$$

The formula of the forward difference scheme is

$$
C_{k+1}^j = \frac{K\lambda}{K\lambda + 1} \left( C_{k+1}^j + C_{k-1}^j \right) - \frac{K\lambda - 1 + \tau\gamma[T_k^j]}{K\lambda + 1} C_k^j, \quad \text{where} \quad \lambda = \frac{\tau}{h^2},
$$

$$
\text{for } j = 0, 2, 4, 6, \cdots; k = 1, 2, 3, \cdots, n_z - 1.
$$

(36)
Similarly, we can get the formula of the backward difference scheme is

$$C_{k+1}^j = \frac{K\lambda}{K\lambda + 1} \left( C_k^j + C_{k+1}^j \right) - \frac{K\lambda - 1 + \tau \gamma [T_k^j]}{K\lambda + 1} C_k^j, \quad \text{where } \lambda = \frac{\tau}{K^2},$$

$$j = 1, 3, 5, \ldots; \quad k = n_z - 1, n_z - 2, n_z - 3, \ldots, 1.$$  \hfill (37)

In the process of solving equation (32), it is different in the order of calculation and the iterative equation. When \( j \) is even \((j = 0, 2, 4, 6, \ldots)\), the system is calculated by the forward difference method (from top to bottom in Fig. 1), i.e. which is calculated by the formula (36). But when \( j \) is odd \((j = 1, 3, 5, \ldots)\), the system is calculated by the backward difference method (from bottom to top in Fig. 1), i.e. which is calculated by the formula (37). The \( C_{k+1}^j \) and \( C_{k+1}^j \) in formulas (36) and (37) are given through the boundary value or the previous iterative calculation results, which avoids solving algebraic equations, so it has advantage of the explicit difference scheme.

The specific steps of the algorithm can be described as follows.

**Algorithm**

**Step 1.** Given DO concentration at the initial time \( C_0^k = C_0(z_k) \), where \( k = 1, 2, 3, \ldots, n_z \), and DO concentrations of the upper boundary \( C_0^l = C_{z_{n_z}}(t_j) = C_{z_k}(t_j) \) and lower boundary \( C_0^u = C_{n_z}(z_j), t_j = C_{z_k}(z_j), t_j \), where \( j = 1, 2, 3, \ldots, n_t \). We let the identification interval \( [K_l, K_u] \), and step length \( d = (K_u - K_l)/n > 0, n \in N, K_i = K_l + id, i = 0, 1, 2, \ldots, n \). Set \( k = j = i = 0 \).

**Step 2.** If \( j \) is even, then go to Step 3; else, go to Step 4.

**Step 3.** When the time node \( j = 1, 3, 5, \ldots \) is odd, DO concentrations \( C_{k+1}^j \) in each space node is calculated by the formula (36), and DO concentrations in the corresponding position with the measured depths are kept, and set \( j = j + 1 \). If \( j = n_t \), then go to Step 5; else, go to Step 4.

**Step 4.** When the time node \( j = 2, 4, 6, \ldots \) is even, DO concentrations \( C_{k+1}^j \) in each space node is calculated by the formula (37), and DO concentrations in the corresponding position with the measured depths are kept, and set \( j = j + 1 \). If \( j = n_t \), then go to Step 5; else, go to Step 3.

**Step 5.** Calculate the objective function of the model (32). If \( i > 0 \), go to Step 6; else set \( i = i + 1 \), go to Step 2.

**Step 6.** If \( J_d(K_i) < J_d(K_{i+1}) \), set \( K_{opt} = K_i \); else set \( K_{opt} = K_{i+1} \). If \( i = n \), stop, else, go to Step 2.

5. **Numerical results.** DO concentration data came from Lake Valkea-Kotinen in southern Finland [3, 11, 21] at 17-min time intervals from January 13, 2011 until May 17, 2011. There were three sets of DO data loggers in the lake, and the loggers at the station No. 2 were in the deepest point of the lake, while station No. 1 and station No. 3 were some tens of meters to north and south from No. 2. In this study, the data were adopted only from the station No. 2, where the depth is about 6 m. At that point the sensors were deployed to seven depths, i.e. 0.20 m, 0.45 m, 0.70 m, 0.95 m, 1.95 m, 2.95 m, and 3.95 m. DO concentrations since January 13 until June 12, 2011 are shown in Fig. 2. The zero reference level of the depth is the ice-water interface. The lake was frozen on November 8, 2010 and the ice broke up on April 26, 2011 [5].

In the process of simulation identification, we compare the measured and calculated DO concentrations at different depths when the vertical exchange coefficient \( K \) varies from \( 10^{-8} \) to \( 10 \text{ m}^2 \text{ s}^{-1} \) with a total of ten orders of magnitude. The
Figure 2. DO concentration curves at different depths at No. 2 station

definitions and calculations of the relative error and correlation coefficient are given at below. These two criteria are used to confirm the degree of agreement between the calculated values and the measured values objectively, and their two contrast images can be utilized in our analysis.

The relative error (Relerr) is expressed as

$$\text{Relerr}_i = \frac{\sum_j \left( C_i(z_i, t_j) - \bar{C}(z_i, t_j; K) \right)^2}{\sum_j C_i(z_i, t_j)^2},$$  \hspace{1cm} (38)$$

and the correlation coefficient (Corcoef) is denoted as

$$\text{Corcoef}_i = \frac{\sum_j \left( C_i(z_i, t_j) - \bar{C}_i \right) \left( \bar{C}(z_i, t_j; K) - \bar{C}_i \right)}{\sqrt{\sum_j \left( C_i(z_i, t_j) - \bar{C}_i \right)^2 \sum_j \left( \bar{C}(z_i, t_j; K) - \bar{C}_i \right)^2}},$$  \hspace{1cm} (39)$$

where $z_i = 0.45$ m, 0.70 m, 0.95 m, 1.95 m, 2.95 m, $C$ is measured DO, $\bar{C}$ is calculated DO, and $C_i$ and $\bar{C}_i$ are the mean values of $C(z_i, t_j)$ and $\bar{C}(z_i, t_j; K)$ at the depth of $z_i$, $j \in I$, respectively.

The measured DO concentrations at five depths, i.e. 0.45 m, 0.70 m, 0.95 m, 1.95 m, 2.95 m, were identified in the process of calculation. With the vertical exchange coefficient $K$ changing from $10^{-8}$ to $10$ m$^2$ s$^{-1}$, relative errors (%) of each depth are shown in Table 1, and correlation coefficients are shown in Table 2.

Table 1. Relative errors (%) of the measured and the calculated DO concentrations at different depths when $K$ varying from $10^{-8}$ to $10$ m$^2$ s$^{-1}$ with ten orders of magnitude

| $z_i$ (m) | $10^{-8}$ | $10^{-7}$ | $10^{-6}$ | $10^{-5}$ | $10^{-4}$ | $10^{-3}$ | $10^{-2}$ | $10^{-1}$ | $10^{0}$ | $10^{1}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0.45 m    | 0.6112    | 0.2582    | 0.3161    | 0.3270    | 0.3287    | 0.3294    | 0.3324    | 0.3419    | 0.3609    | 0.4018    |
| 0.70 m    | 0.6537    | 0.1574    | 0.1586    | 0.1675    | 0.1689    | 0.1694    | 0.1720    | 0.1691    | 0.2215    |           |
| 0.95 m    | 1.6933    | 0.2649    | 0.1927    | 0.2279    | 0.2340    | 0.2355    | 0.2370    | 0.2473    | 0.3164    | 0.9236    |
| 1.95 m    | 8.5907    | 4.0214    | 19.431    | 28.932    | 30.002    | 30.126    | 30.058    | 27.763    | 23.361    | 22.972    |
| 2.95 m    | 21.037    | 13.605    | 4.5830    | 3.7184    | 3.7672    | 3.7480    | 3.4109    | 3.2001    | 6.6497    |           |
Table 2. Correlation coefficients of the measured and the calculated DO concentrations at different depths when $K$ varying from $10^{-8}$ to $10 \text{ m}^2 \text{s}^{-1}$ with ten orders of magnitude

| Depth | Corrcoef $10^{-8}$ | $10^{-7}$ | $10^{-6}$ | $10^{-5}$ | $10^{-4}$ | $10^{-3}$ | $10^{-2}$ | $10^{-1}$ | $10^{0}$ | $10^{1}$ |
|-------|-------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0.45 m| 0.9012            | 0.9247    | 0.9530    | 0.9552    | 0.9552    | 0.9550    | 0.9540    | 0.9506    | 0.9438    | 0.9310    |
| 0.70 m| 0.9248            | 0.9475    | 0.9693    | 0.9702    | 0.9700    | 0.9698    | 0.9676    | 0.9609    | 0.9451    | 0.9257    |
| 0.95 m| 0.9361            | 0.9429    | 0.9518    | 0.9458    | 0.9448    | 0.9444    | 0.9439    | 0.9417    | 0.9282    | 0.8409    |
| 1.95 m| 0.9431            | 0.9276    | 0.9799    | 0.9728    | 0.9695    | 0.9687    | 0.9666    | 0.9637    | 0.9575    | 0.9383    |
| 2.95 m| 0.8850            | 0.8883    | 0.9535    | 0.9706    | 0.9719    | 0.9723    | 0.9749    | 0.9684    | 0.9671    | 0.9279    |

Figure 3. Comparison curves of the measured and the calculated DO concentration at depth 0.70 m when $K$ varying from $10^{-8}$ to $10 \text{ m}^2 \text{s}^{-1}$ with a total of ten orders of magnitude.

In the following, results of the depth of 0.70 m were taken as an example to discuss the calculated and the measured values with the variation of $K$, and the contrast images are shown in Fig. 3. For $K$ changes in the two magnitudes, $10^{-8}$ and $10^{-7} \text{ m}^2 \text{s}^{-1}$, trend gap is relatively large between the calculated and the measured values judging from the image. And $K$ changes in the other two orders of magnitude, $10^{0}$ and $10^{1} \text{ m}^2 \text{s}^{-1}$, observing from the image, the volatility of the calculated values is larger than the measured values. When the $K$ value changes from $10^{-6}$ to $10^{-1} \text{ m}^2 \text{s}^{-1}$, from the image, the simulated and the measured values...
are in good agreement with the trend change, and as the $K$ value becomes larger gradually, the fluctuation of the trend becomes larger. The smaller the $K$ value, the smaller the fluctuation of the simulated data. At the same time, it can be seen from Table 1, the relative errors between the simulated and measured values at the depth of 0.70 m change in 0.16%-0.18%, so the gap is very small. In Table 2, the correlation coefficients vary in the range of 0.96-0.97. In the process of the whole simulation, we observe that the simulation of the others besides 1.95 m is relatively good. It is the worst in simulation result at the depth of 1.95 m, and relative errors even reach 30%, but relative errors have no obvious change in the process of the change of $K$ value; and the correlation coefficients change between 0.96 and 0.97, which shows that the trend of simulation is consistent with the measured values. The above analysis indicated that the value of $K$ varied between $10^{-6}$ to $10^{-1}$ m$^2$ s$^{-1}$. The simulated DO concentrations followed well with the measured ones and both had almost equal trend.

And for the final fitting effect, when $K$ equals $10^{-4}$ m$^2$ s$^{-1}$ order of magnitude, the comparison curves between measured and calculated DO values at different depths are given in Fig. 4.

![Figure 4. Comparison curves of the measured and the calculated DO concentrations at different depths when the order of magnitude $K = 10^{-4}$ m$^2$ s$^{-1}$](image)

6. Conclusions. According to the variation of DO in ice-covered lakes, we constructed a parabolic distributed parameter system to describe the change of DO under ice, and proved the existence and uniqueness of the weak solution of this system. The fixed solution problem of the parabolic equation was transformed into a parameter identification model. The model took the vertical exchange coefficient
$K$ of the DO as the identification parameter, and the deviation between simulated and measured DO as the performance index. We proved the existence of the optimal parameter of the identification model, and derived the first order optimality conditions. Finally, we constructed the optimization algorithm, and carried out numerical simulation to discuss the range of the magnitude of the coefficient $K$ based on the measured DO data and water temperature in Lake Valkea-Kotinen.

There is no reliable information available on the $K$ about DO under ice in lakes. According to the data of Lake Valkea-Kotinen, the magnitude of $K$ varied from $10^{-6}$ to $10^{-1}$ m$^2$ s$^{-1}$. Within this range of $K$ values, the overall trends were very similar, and the stability of the data was slightly different.

We can conclude that if we want to get better fitting effect in Lake Valkea-Kotinen, any modification of the $K$ value cannot essentially improve the model fitting. We suggest the reason is that the DO consumption rates at different depths are strongly dependent on the DO consumption caused by microbes and chemical processes in the sediment and water column. And as a result in a small lake under limited exchange strength beneath the ice, and the vertical exchange coefficient $K$ does not have a major role in determining DO concentrations at different depths.
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