Evaluation of the Built-Up Area Dynamics in the First Ring of Cluj-Napoca Metropolitan Area, Romania by Semi-Automatic GIS Analysis of Landsat Satellite Images
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Abstract: The accentuated dynamics of the real estate markets of the last 20 years, determined that a large part of the territories in the immediate vicinity of the big urban centers, to change their category of land use, in an accelerated rhythm. Most of the time, the land use changes according to the market requirements, the predominantly agricultural lands being occupied by constructions with residential or industrial functions. Identifying these changes is a difficult task due to the heterogeneity of spatial databases that come from different real estate development projects, so determining and implementing new methods to track land changes are currently highly required. This paper presents a methodologically innovative index-based approach for the rapid mapping of built-up areas, using Landsat-5, Landsat-7, and Landsat-8 satellite imagery. The approach described in this study differs from other conventional methods by the way the analysis was performed and also by the thematic indices used in the processes of built-up area delineation. The method, structured in a complex model, based on Remote Sensing and GIS techniques, can be divided into three distinct phases. The first stage is related to the pre-processing of the remote sensing data. The second stage involves the calculation of the normalized difference vegetation index (NDVI), the modified normalized difference water index (MNDWI), and the bare soil index (BI) correlated with the extraction of all areas not covered by vegetation; respectively, the elimination from the result of all areas covered by water, bare land, or uncultivated arable land. The result of this stage is represented by a distinct thematic layer that contains only built-up areas and other associated territories. The last step of the model is represented by the validation of the results, which was performed based on statistical methods and also by direct comparison with field reality, obtaining a validation coefficient which is generally above 85% for any of the methods used. The validation process shows us that by applying this method, the fast mapping of the built-up areas is significantly enhanced and the model is suitable to be implemented on a larger scale in any practical and theoretical application that aims at the rapid mapping of the built-up areas and their evolutionary modeling.
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1. Introduction

Urban areas have expanded at an accelerated speed during the last five decades, and rates of urban population growth are higher than the overall growth in most countries [1–3]. The accelerated development of urban areas and the anthropic pressure on the natural environment is becoming more and more prevalent recently due to population growth, resource depletion, and a modern, service-oriented economy. This has brought about many negative environmental repercussions to the world; for example, less precipitation, more dryness, higher temperatures [4,5], and increasing the probability of man-made landslides [6–9].

The conversion of the natural lands into urban areas, dominated by built-up and other associated lands, may have significant impacts on the ecosystem, which can result in negative aspects such as the urban heat island phenomenon and, on a larger scale, as global warming [10,11].

Land use changes in urban areas usually occur because of high urbanization and residential development rates, causing the suburbanization process and consequently the urban sprawl (generally known as uncontrolled urban development), which implies negative effects on human communities, such as: overcrowding, traffic congestion, open spaces loss, increasing pollution, poor housing quality, etc. [12].

Built-up area delineation is a common challenge in terms of monitoring urban development and measuring urban sprawl. This action is focused on accurately drawing the border between the built-up area of urban and rural settlements and the natural landscape. Urban environment and built-up area delimitation are subjects frequently approached in the European Union documents: EEA Report No 11/2016 regarding Urban sprawl in Europe, Urban Agenda for the EU, SOER 2015—The European environment, Europe 2020 strategy and the Environment Action Programme to 2020 [12].

Most scientific studies that analyze different aspects of urban sprawl highlights, more or less, the causal relationship between the built-up areas and the urban sprawl phenomenon [13–16]. In this sense, one of the best-documented and well-known pieces of research was elaborated by Jaeger and Schwick [17], and according to their publication, the urban sprawl degree for any given territory, results and can be quantified by combining three essential components: (1) the size of the built-up areas; (2) the spatial configuration (dispersion) of the built-up areas in the landscape; (3) the uptake of built-up area per inhabitant or job. All these measures are reunited into the Weighted Urban Proliferation (WUP) index for urban sprawl quantification; this method also used by the European Environment Agency (EEA).

Under these circumstances, the study of urban spatial expansion is very important for both urban and regional development planning, and always needs accurate and up-to-date data on built-up areas, such as: size, shape (geometry), pattern, spatial context, growth trend, and development directions. Mapping urban land in a timely and accurate manner is indispensable for quality spatial planning and rational territorial management.

Identification of the patterns of sprawl and analyses of spatial and temporal changes would help immensely in the planning for proper infrastructure facilities [18,19].

Over the past two decades, researchers have become increasingly interested in using remotely sensed imagers to address urban and suburban problems and various planning applications, such as: land use changes analysis and predictions [20–22], natural risks assessment and management [23–26], urban heat island effect [27–31], transportation system management [32], recognizing zones susceptible to pollution, and for the purpose of crop mapping in agricultural areas [33].

Approaches based on remote sensing imagery are very popular currently due to the extraordinary improvements over recent years, in terms of the quality of the data provided and also because of time and money efficiency; offering multiple mapping solutions for urban agglomerations. Remote Sensing is also used for more detailed object-based analysis by image segmentation. Recent technological advances in Geographic Information System (GIS) and image analysis offer the potential of using digital images to objectively quantify ground cover and composition of vegetation, in a repeatable and timely manner [34].
The satellite observations can provide globally consistent and repetitive measurements of the Earth’s surface conditions, returning important data with different spatial, spectral, radiometric, and temporal resolutions. They are extremely useful for monitoring the spatial distribution and growth of urban built-up areas because of their ability to provide timely and synoptic views of land cover [35,36].

Many researchers [37–45] have made use of remote sensing images to delineate the built-up areas and the majority of the approaches are based on indices or classification methods, using spectral information from satellite data. Still, the spatial and spectral variability of urban environments present fundamental challenges to obtain accurate remote sensing-based products for urban areas [41].

Land use in urban areas is very dynamic and it changes continuously, mainly due to the construction of new buildings, roads, and other infrastructures correlated with ongoing natural land take. The urban planners and decision-making actors require up-to-date land use information. Data acquisition by remote sensing sensors, integrated and further analyzed in Geographic Information System and Remote Sensing applications, has been characterized by the efficient and accurate manual extraction of the information. However, manual extraction of the information is very time consuming and requires qualified specialists; more than that, many applications do not require such a high level of detail, focusing on overviews, requiring a fast processing of numerous time series data. Therefore, to speed up this process, automatic or semiautomatic urban area delineation has become a necessity.

With the automatic delineation of settlement boundaries densification, growth and sprawl, or shrinkage, can be examined in different studies on different scales [40].

Over the years, in the field of remote sensing, scientists have developed many spectral indices for different domains and applications. For example, related to vegetation, indices such as the normalized difference vegetation index (NDVI) [30,46] and enhanced vegetation index (EVI) [47] have been developed in order to detect vegetation greenness and to rapidly map the distribution of vegetation or a variety of land surface conditions; water bodies have been extracted by using the normalized difference water index (NDWI) [48] and the modified NDWI (MNDWI) [49]; bare land have been highlighted using the normalized difference bare land index (NBLI) [42] or the normalized difference bareness index (NDBaI) [50].

A considerable number of techniques for automatically or semi-automatically mapping urban areas using satellite imagery have been developed, applied, and evaluated. These techniques can be broadly grouped into two categories: (1) those based on the classification of the input data, and (2) those based on spectral indices. This study will be focused on the second category due to the fact that the proposed methodology is focused on rapid mapping of the built-up area and, most of the time, as in the present case, this type of processing aims at the analysis of very large territories where the built surfaces are very fragmented and are characterized by a great diversity in terms of construction types, which makes it difficult and time-consuming to choose samples for supervised classification. Last but not least, it is due to the fact that, in geoinformatics, software tools are currently so developed that they allow classification based on already validated scientific criteria.

In terms of urban space, the most used indices to map built-up areas are: normalized difference built-up index (NDBI) [48], urban index (UI) [51], index-based built-up index (IBI) [36] and enhanced built-up and bareness index (EBBI) [1]. It is very important to specify that to extract specific land cover from an index resulting image, implies interactive threshold determination and repetitive attempts, which have significant implications in mapping accuracy, without the possibility of using the same values for two different images. It is commonly believed that assigning a suitable threshold value is difficult [39]. The wrong setting of thresholds will result in underestimation and overestimation of the observed land type, which leads to large errors and a poor accuracy.

The urban growth and extracted urban built-up lands in the metropolitan Washington DC area, based on a NDVI different approach for establishing urban change, filtered with a land cover classification to minimize agriculture confusion, achieved an overall accuracy of 85% [1].
The normalized difference built-up index (NDBI) to automatically map urban built-up areas was proposed by Zha et al. [45]. Therefore, the extracted built-up land information using the normalized difference built-up index is often mixed with vegetation noise, so the author had to further use the normalized difference vegetation index (NDVI) to filter out the noise. This proposed method tries to exploit the unique spectral responses of built-up areas and other urban-related land covers but, as the authors say, their approach is unable to separate urban areas from barren and bare land, due to its complex spectral features.

The main problem with those indices is that they generate confusion between built-up areas and bare land, water bodies, and especially uncultivated arable land, due to their high complexity and similarity of spectral response patterns, especially in a mixture of pixels with heterogeneous objects [42]. For example, in the normalized difference built-up index (NDBI), index-based built-up index (IBI) and urban index (UI) images, the difference between the bare land, water bodies, uncultivated arable land, and built-up areas is very limited and the results are characterized by high uncertainties.

There are many studies that demonstrated that the built-up land class cannot be efficiently enhanced using an index constructed of original multi spectral bands because the class has a heterogeneous characteristic [49].

Thus, this study aimed to develop a better method for built-up area delineation, using free satellite imagery, without training samples or countless attempts of self-defined thresholds. In this regard, we propose a new and very useful methodology for rapid urban area mapping in a semi-automatic manner, being able to distinguish built-up and other associated lands from bare or natural areas with minimal errors. This method was successfully tested in the first ring of Cluj-Napoca’s Metropolitan Area, using Landsat imagery from 2000 to 2019.

To verify the performance of the method, results have been compared with other urban-related remote sensing indices such as: normalized difference built-up index (NDBI), urban index (UI), index-based built-up index (IBI) and enhanced built-up and bare land index (EBBI), and the accuracy of the model have been also tested by multiple methods based on ground truth samples. The study results provide an alternative and more accurate remote sensing index-based method for mapping built-up and urban associated land, in a semi-automatic manner and reducing the subjectivity of the analyst.

Case Study

The Cluj-Napoca Metropolitan Area is located in the north-west of Romania, in the historical region of Transylvania, approximately in the center of Cluj County, at the intersection of 46°46′00.0″ north latitude parallel with the 23°36′00.0″ east longitude meridian (Figure 1).

From the hydro-morphological perspective, the area is located predominantly in the Someșul Mic river basin, at the intersection of the Someș Plateau, the Transylvania lowlands, and the eastern part of the Apuseni mountains (Masivul Gilău and Muntele Mare).

One of the largest in Romania, Cluj-Napoca’s Metropolitan Area covers a territory of approximately 1600 km² and includes 19 administrative units with about 100 settlements, totaling around 415,000 inhabitants (according to the General Population Census in 2011 and The Romanian National Statistics Institute); with an increase of approximately 7% compared to the total population recorded in the 2002 census.

The area is very important in terms of socio-economic and has experienced an impressive urbanization in the recent years, especially in peripheral areas around the municipality of Cluj-Napoca. The largest increase in both the population and the built-up areas, more than 90% of the total, occurred in the first ring of the metropolitan area, in the immediate neighborhoods of the municipality. Considering this, the analysis was focused on this area, administratively formed from the city of Cluj-Napoca and the following communes: Apahida, Baciu, Chinteni, Feleacu, and Floresti.
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Figure 1. Geographic location of the study area.

2. Materials and Methods

The spatial databases used in this research are consistent with the proposed purpose of this GIS model of spatial analysis, more precisely, that of using free spatial databases and satellite imagery with high temporal extension, for the semi-automatic delineation and evaluation of the built-up area dynamics. The first stage, which aims at the rapid delimitation of the built-up areas, is based on the analysis of Landsat Level 1 satellite images by using remote-sensing spectral indices.

The remotely sensed used in this research (Table 1) are Landsat satellite images (5-Thematic Mapper; 7-Enhanced Thematic Mapper Plus and 8-Operational Land Imager & Thermal Infrared Sensor), covering a period of 19 years, between 2000 and 2019. The images used have a very good quality, a very small amount of clouds, which are generally present, outside the study area.

Table 1. Satellite imagery used in this study.

| Capture Date | Scene   | Sensor      | Bands | Spatial Resolution (m) | Cloud Amount (%) | RMSE (m) |
|--------------|---------|-------------|-------|------------------------|------------------|----------|
| (a) 2000-08-22| Landsat-7 | ETM+        | 8     | 30                     | 1                | 2.323    |
| (b) 2005-10-07| Landsat-7 | ETM+        | 7     | 30                     | 0                | 5.079    |
| (c) 2010-08-26| Landsat-5 | TM          | 7     | 30                     | 12               | 4.062    |
| (d) 2013-08-02| Landsat-8 | OLI&TIRS    | 11    | 30                     | 3.21             | 7.477    |
| (e) 2016-08-26| Landsat-8 | OLI&TIRS    | 11    | 30                     | 0.48             | 6.783    |
| (f) 2019-07-02| Landsat-8 | OLI&TIRS    | 11    | 30                     | 0.01             | 7.644    |

The Landsat Thematic Mapper (TM) sensor carried by Landsat-5 provides images in six spectral bands with a spatial resolution of 30 meters for Bands 1–5 and 7, and one thermal band (Band 6) acquired at 120-meter resolution, but re-sampled to 30-meter pixels.

The Landsat Enhanced Thematic Mapper Plus (ETM+) sensor carried by Landsat-7 satellite provides image in seven spectral bands with a spatial resolution of 30-meters for Bands 1–5 and 7. The ETM+ includes additional features in comparison with Landsat-5 TM that make it a more versatile
and efficient instrument for land cover change monitoring and assessment, such as: a panchromatic band (Band 8) with a 15-meter spatial resolution; on-board, full aperture, 5% absolute radiometric calibration; thermal band (Band 6) acquired at 60-meter resolution, re-sampled to 30-meter pixels; an on-board data recorder.

Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS), two primary sensors carried by Landsat-8, generate combined images in eleven spectral bands. Seven of the eleven spectral bands are basically consistent with ETM+ found on Landsat-7. In addition, Landsat-8 provides an Ultra Blue (coastal/aerosol) and cirrus cloud detection band. Furthermore, the thermal band is acquired on two spectral channels at 100-meters (re-sampled to 30-meters) for more accurate surface temperatures [52].

2.1. Pre-Processing (Corrections and Calibrations)

All the images used in this study have been atmospherically and radiometrically corrected. Atmospheric correction has been done using "Dark Object Subtraction" (DOS1) model-based atmospheric correction algorithm [53,54] and the radiometric calibration has been done using the "conversion to TOA reflectance algorithm" [55], through which digital numbers (DNs-radiance) values have been converted in the 'top of the atmosphere reflectance'. These pre-processing methods are considered by many scientists being the most efficient and recommended for urban studies [56–58].

Given a remote sensing optical dataset, the first step is to convert the capture radiance, the raw digital number to the "top of atmosphere" values [59]. This step is necessary because it removes the cosine effect of different solar zenith angles due to the time difference between data acquisitions, it compensates for different values of the atmospheric solar irradiance arising from spectral band differences and corrects for the variation in the Earth–Sun distance between different data acquisition dates [59].

Due to the fact that images are level 1 data products, geometric corrections have been already made by the image provider (The United States Geological Survey, European Space Agency—USGS) and, because the data meet the condition according to which the root-mean-square error (RMSE) value is less than half of the spatial resolution, no additional corrections are required.

2.2. Method

The main steps followed in the proposed methodology are presented in this section. The approach consists mainly in an algorithm that includes three major steps; (A) pre-processing of the remote sensing data, (B) land cover types generation based on relevant spectral indices, and (C) removal of all land use classes that are not urban related and extraction of built-up area. After the image datasets pre-processing and calibration, the next step of the algorithm is represented by extracting the urban associated land use and removal of any other type (Figure 2).

For that purpose, we chose to start the analysis from a vegetation index and not from an urban related index, due to the fact that vegetation indices are most widely used and return the most accurate results if we refer to satellite remote sensing if there is an infra-red band (NIR) available.

In the preliminary analysis, both urban and vegetation indexes were compared and for this study area, normalized difference vegetation index (NDVI) returned the best results as primary dataset.

\[
\text{NDVI} = (\text{NIR} - \text{RED})/(\text{NIR} + \text{RED})
\]  

There are many researchers who have used this type of approach; for example, using NDVI, SAVI (Soil Adjusted Vegetation Index) and VI (Vegetation Index) to determine manmade impervious surfaces in urban areas and achieved very good results [60–63].
There are many researchers who have used this type of approach; for example, using NDVI, SAVI (Soil Adjusted Vegetation Index) and VI (Vegetation Index) to determine manmade impervious surfaces in urban areas and achieved very good results [60–63].

The analysis proceeds from the premise according to which, after calculating the NDVI, the next step is to remove all the areas where a considerable degree of vegetation is present. For that purpose, a single threshold is required that can be adjusted depending on the degree of vegetation coverage of the analyzed area and the data acquisition season. It is very well known that NDVI returns a raster dataset with values from \(-1\) to \(+1\) and in general low NDVI values, below 0–0.2 means no vegetation (built-up area, roads, water, bare land, arable land, etc.), an approximate value between 0.2 to 0.5 means sparse vegetation and everything above 0.6–0.7 correspond to dense vegetation [64].

Given that the studied area does not correspond to areas with very high vegetation, in this analysis a threshold of 0.35 was chosen for the vegetation and no-vegetation areas delimitation. Of course, as we said above, in this category besides the built-up areas we will also have other types of land cover without vegetation (water bodies, bare land, arable land, etc.).

The next step of the analysis will focus on eliminating those non-urban areas using specific indexes, such as the Modified Normalized Difference Water Index (MNDWI) for water bodies and the Bare Soil Index (BI) [65,66] for bare land and arable land. The indices used for highlighting water bodies (MNDWI), respectively; bare lands (BI) were chosen and used due to the fact that they returned the best results within the analyzed area and compared to other indices from the same category. Therefore,
MNDWI best managed to highlight water bodies with variable dimensions both in area and depth and BI was best able to highlight bare and uncultivated agricultural land, in a relatively fragmented area in terms of land cover, characterized by medium density built-up areas that are often mixed with agricultural land, both cultivated and uncultivated.

\[
\text{MNDWI} = \frac{(\text{GREEN} - \text{NIR})}{(\text{GREEN} + \text{NIR})} \quad (2)
\]

\[
\text{BI} = \frac{[\text{SWIR} + \text{R}] - (\text{NIR} + \text{B})}{[\text{SWIR} + \text{R}] + (\text{NIR} + \text{B})} \quad (3)
\]

In the case of these indices, for both MNDWI and BI, the normalized values obtained will also be between \(-1\) and \(1\) and the analysis proceeds from the assumption that every value above 0 means the presence of the observed features and everything below that value means the lack of it. More precisely, after the normalization of the values, from the resulting data containing values between \(-1\) and \(1\), all the positive values (0 to 1) are considered as representing surfaces with the targeted characteristics and all the negative values (\(-1\) to 0), lands with a different type of characteristics than those targeted.

Finally, the result of the analysis will be a binary raster dataset where the value 1 will mean built-up areas and other urban-related land uses (roads, railways associated land, construction sites, airports, isolated industrial structures).

3. Results

The implementation of remote sensing indices using Landsat Level1 satellite images provides good results in terms of built-up areas delineation, the results being thus useful in the process of spatial planning and issuing public policies for the harmonious development of the territory. Based on the integrated analysis of remote sensing indices, built-up areas for the following years 2000, 2005, 2010, 2013, 2016, and 2019 were identified, observing a strong dynamic in terms of the growth of built-up area, both for consecutive years and through the entire analysis period (Table 2).

| TAU          | 2000  | 2005  | 2010  | 2013  | 2016  | 2019  | 2019–2000 |
|--------------|-------|-------|-------|-------|-------|-------|-----------|
| FLORESTI     | 1.28  | 3.63  | 5.73  | 6.85  | 8.44  | 9.59  | 8.30      |
| BACIU        | 0.43  | 0.80  | 0.99  | 1.03  | 2.39  | 3.01  | 2.58      |
| CHINTENI     | 0.10  | 0.11  | 0.20  | 0.27  | 0.86  | 0.88  | 0.78      |
| APAHIDA      | 2.55  | 2.85  | 3.33  | 3.38  | 6.30  | 7.91  | 5.36      |
| FELEACU      | 0.02  | 0.49  | 1.92  | 2.05  | 2.46  | 2.90  | 2.88      |
| CLUJ-NAPOCA  | 11.13 | 13.93 | 14.54 | 14.35 | 18.88 | 20.70 | 9.57      |

* TAU-Territorial Administrative Units (used by reference areas).

The analysis of the quantitative data obtained from the exploitation of the digital databases, resulting from the implementation of the proposed model, highlights a very high dynamic for the entire analyzed period (2000–2019), of the built territory afferent to Florești ATU and Apahida ATU; dynamics explained by the location of those two ATUs on the east-west development axis of Cluj-Napoca city, the axis dictated by the morphology of the place that constitutes the corridor of the Someșul Mic river.

For the municipality of Cluj-Napoca, the same accentuated dynamics can be observed, achieving an increase in the built surfaces, from 11.13% in 2000 to 20.07% in 2019, which represents an increase of almost double the amount of the built surfaces in the analyzed period.

In addition to the morphological constraints, as a negative factor for limiting the built areas, the urban restrictions imposed by the development of Avram Iancu International Airport (Cluj-Napoca), which especially affects Apahida ATU and the eastern part of Cluj-Napoca ATU, as well as the naturally associated risks (landslides, floods); risks that are mainly manifested in the immediate vicinity of the urban area, in Apahida, Florești, and Baciu ATUs.
In the case of Florești ATU, the favorable factor of the Somesul Mic river meadow intervenes, being a relief unit which is very extensive and suitable for constructions, to which is added the relatively low price of land and the orientation of real estate developers towards areas with easy access in terms of communications and related utilities, parameters that led to an accentuated development of the locality, becoming a sleeping district of the city of Cluj-Napoca. Due to this situation, an increase of about eight times the built territory can be observed from 1.28% at the level of 2000 to 9.59% at the level of 2019.

The small dynamics regarding the increase in the areas occupied by constructions, identified for Chinteni and Feleacu ATUs, can be explained mainly by the lack of access and utilities of public necessity, which attracted a lack of interest of large real estate developers and economic agents.

3.1. Built-Up Area Dynamics

The visualization and evaluation of the built-up area spatial dynamics, as a result of the implementation of the proposed methodology, is possible through the process of digital mapping of the results and their correlative analysis with the main factors that dictated this dynamic.

A general analysis of the results obtained (Figure 3) clearly shows the built-up area development on the east-west axis, having as a central point the city of Cluj-Napoca. This expansion to the west of the city, which can be observed especially in the first years (2000 to 2013) of the analyzed interval, is constituted mostly on the administrative territory of Florești commune.

Starting with 2013, there is an increase in built areas in Cluj-Napoca ATU following a southerly direction but also a migration of built territories to Baciu ATU and Apahida ATU, explained by the interest of economic agents for the lands in the immediate vicinity of Cluj-Napoca ATU for the development and establishment of spaces that offer population-related services, storage spaces, logistics spaces, etc.

Starting with 2016, the more and more accentuated development of all the suitable surfaces for construction and living infrastructure stands out, observing the accentuated development and a densification of the ATUs in the immediate vicinity of the central point constituted by the city of Cluj-Napoca, especially in Florești, Apahida and Baciu ATU, a fact explained by the continuous decrease in the surfaces suitable for construction. However, the east–west development axis is kept as the main direction both for the development of built-up areas occupied by residential buildings and economic structures, the Somesul Mic corridor is still being considered the main axis of future development of the Cluj-Napoca Metropolitan Area.
3.2. Comparison with Urban Related Indices

The methodology proposed in the present study is based on the integrated analysis of several remote sensing indices. Considering the fact that, for the digital mapping of the built surfaces, based on the analysis of satellite images, there are a multitude of remote sensing indices applicable and applied

![Figure 3. Results of the analysis based on proposed method.](image-url)
for various research topics or territorial analysis purposes, we consider that a comparative analysis of results is necessary to validate the obtained results.

All the results have been quantitatively and qualitatively compared to other urban related remote sensing indices, such as:

\[
\text{NDBI} = \frac{(\text{SWIR1} - \text{NIR})}{(\text{SWIR1} + \text{NIR})}
\]

\[
\text{UI} = \frac{(\text{SWIR2} - \text{NIR})}{(\text{SWIR2} + \text{NIR})}
\]

\[
\text{EBBI} = \frac{(\text{SWIR1} - \text{NIR})}{\sqrt{10 \times (\text{SWIR1} + \text{TIR})}}
\]

\[
\text{IBI} = \frac{2\text{SWIR1}/(\text{SWIR1} + \text{NIR}) - [\text{NIR}/(\text{NIR} + \text{Red}) + \text{Green}/(\text{Green} + \text{SWIR1})]}{2\text{SWIR1}/(\text{SWIR1} + \text{NIR}) + [\text{NIR}/(\text{NIR} + \text{Red}) + \text{Green}/(\text{Green} + \text{SWIR1})]}
\]

As we outlined above, most of the remote sensing indices related with built-up area extraction have a lot of noise in the results and erroneously include various land classes, such as bare land, uncultivated agricultural land, water bodies, etc. By comparing the results of NDBI, UI, EBBI and IBI (Figure 4) with the results obtained using the proposed methodology, we noticed a significant improvement in the delimitation of built-up areas with less noise and errors present (Figure 3).

![Figure 4](image-url)  
Figure 4. Results obtained using other urban related indices, calculated on Landsat-5 image, acquired in 2010.
3.3. Accuracy Assessment

The accuracy assessment was made by multiple quantitative methods so that the degree of trust can be clearly determined. The first method used was the traditional confusion (error) matrix [57], with the help of 500 randomly generated validation points, evaluated and codified accordingly for each year in question, based on a set of aerial imagery (Ortho-photos acquired in 2005 from Agency of Payments and Interventions for Agriculture—APIA, 2010 and 2012 from National Agency for Cadastre and Real Estate Advertising-ANCPI) and high-resolution images extracted from Google and Bing servers, covering the study area.

By this method, the overall accuracy is calculated by the ratio between all correct predictions and the total number of the validation samples. The Kappa coefficient which is a measure of how the classification results compare to values assigned by chance, is also determined from the confusion matrix (Table 3).

Table 3. Accuracy assessment and validation based on confusion matrix method.

| Year | Overall Acc. (%) | Kappa Coefficient | Producer Accuracy (%) | User Accuracy (%) |
|------|------------------|--------------------|-----------------------|-------------------|
|      |                  |                    | Built-Up   | Other   | Built-Up | Other   |
| 2000 | 88.40            | 61.15              | 94.42      | 63.15   | 82.76    | 85.42   |
| 2005 | 88.00            | 72.80              | 96.86      | 72.53   | 92.96    | 86.03   |
| 2010 | 85.20            | 70.40              | 98.80      | 71.60   | 98.35    | 77.67   |
| 2013 | 84.60            | 67.63              | 94.43      | 71.36   | 90.48    | 81.63   |
| 2016 | 87.60            | 72.23              | 93.77      | 76.54   | 87.26    | 87.76   |
| 2019 | 86.00            | 70.67              | 94.77      | 74.18   | 91.33    | 83.18   |
| Average | 86.63        | 69.15              | 95.51      | 71.56   | 90.52    | 83.62   |

As can be seen in the table above, the multiannual overall accuracy in this particular area is above 85%, what we consider a good result, taking into account the heterogeneity of the territory in question.

The second method initially involved a database creation with as many buildings markers as possible, corresponding to each year. For this step, multiple sources were used: numerous GPS points of existing buildings, ground footprint of many buildings, measured in the field in topographic surveys (1996–2005), extracted from various urban development plans, or extracted from Open Street Map servers.

The database created has been completed and corrected manually, based on high-resolution images. Thereafter, all the buildings footprints were converted into points and from a total database of more than 65,000 points, 1000 ground-truth sample points have been randomly selected for each year in question and introduced in the validation process (Figure 5).

By this method, the overall accuracy for each year in question has been determinate by the ratio between correct prediction and total validation sample, based on a Boolean "true" or "false" prediction table (Table 4). Based on the fact that in this case, the ground-truth samples have been obtained from real buildings location, as expected, the results were slightly better than in the previous method. This is understandable, because this method only evaluates the prediction accuracy of the built-up areas, while in the matrix of confusion the prediction accuracy has involved in the final result, the evaluation of both built-up areas and all other land use classes.
By this method, the overall accuracy for each year in question has been determined by the ratio between correct prediction and total validation sample, based on a Boolean “true” or “false” prediction table (Table 4). Based on the fact that in this case, the ground-truth samples have been obtained from real buildings location, as expected, the results were slightly better than in the previous method. This is understandable, because this method only evaluates the prediction accuracy of the built-up areas, while in the matrix of confusion the prediction accuracy has involved in the final result, the evaluation of both built-up areas and all other land use classes.

Table 4. Accuracy assessment and validation by method number 2.

| FIG. | YEAR | NUMBER OF SAMPLE POINTS | CORRECT PREDICTED |
|------|------|--------------------------|-------------------|
| a    | 2000 | 1000                     | 889               | 88.90% |
| b    | 2005 | 1000                     | 875               | 87.50% |
| c    | 2010 | 1000                     | 954               | 95.40% |
| d    | 2013 | 1000                     | 914               | 91.40% |
| e    | 2016 | 1000                     | 932               | 93.20% |
| f    | 2019 | 1000                     | 926               | 92.60% |

The third method of validation implied a comparison between built-up area values obtained by this approach. This step is mandatory and necessary in all the GIS modeling analysis so that the final results are applicable in the specialized practice [67–70], with real statistical area values, obtained either from competent institutions, independent sources or by supervised image classification (Table 5).
Table 5. Accuracy assessment and validation by method number 3.

| No. | Source of Data                           | Built-Up Area (ha.) |
|-----|------------------------------------------|---------------------|
|     |                                          | 2000 | 2005–2006 | 2010 | 2012–2013 | 2015–2016 | 2018–2019 |
| 1   | I.N.S.S.E. NO DATA NO DATA               | 5165 | 5177      |      |           |           |           |
| 2   | E.E.A. Urban Atlas NO DATA               | 5378.3 | NO DATA | 6253.44 | NO DATA | 6809.90 |
| 3   | Copernicus Urban Databases (ESM, Imperviousness) NO DATA | 4705.92 | 5501.44 | 5597.32 | 5724.36 | NO DATA |
| 4   | Image classification                     | 4857.43 | 5593.38 | 6301    | 6363.93 | 6491.38 | 6731.22 |
| 5   | Mean value                               | 4857.43 | 5221.9  | 5655.81 | 5847.92 | 6107.87 | 6153.81 |
| 6   | Study method                             | 4482.13 | 5211.63 | 6246.61 | 6392.52 | 6562.35 | 6836.84 |

Even in this case, the evaluation returned relatively good results, with a predictive error ranging between ±10%–15%, and it is noteworthy that the upward trend of the built-up area expansion can be easily observed (Figure 6). This is very important when we want to quickly evaluate and map the expansion of built environments.

Figure 6. Graph representing the comparison of built-up area values (hectares) between supervised classification, mean value of other sources, and study method.

Despite the fact that the accuracy assessment returned good results, in the analysis we identified some limitations of the method. Firstly, in some cases there is a false positive prediction related to arable land uncovered by vegetation. Additionally, many constructions or dumping sites have been misidentified as built areas and in a territory where constructions are continuously present on extended surfaces, this can be an issue.

4. Discussions

In this study, a new approach has been proposed in order to automatically delineate the built-up area in a way that can reduce the data redundancy and spectral confusion between land-use classes.
We believe that a fast and automatic method for built-up area mapping is very useful currently, and has important potential applications, especially in the activity sphere of territorial planning and regional development.

For example, the resulting geometry and data can be very useful in terms of assessing the development potential of a territory, and multi-temporal observations are very useful for development directions, trend, and patterns analysis.

The large-scale analysis of the results of the proposed model highlights the dynamics of areas occupied by construction, dynamics that can be traced to specific periods that overlap with the main periods of “real estate boom” and accentuated economic development in the suburbs of Cluj-Napoca.

Real estate expansion is generally achieved despite the geomorphological constraints of the land, so if in the period 2000–2013, the main lands on which residential constructions were made were those from the Someșul Mic meadow, relatively flat lands and without too many geomorphological restrictions (Figure 7c,f); starting with 2016, the constructions extended in the hilly areas (Figure 7a,b,d,e), areas characterized by instability in terms of slope dynamics, requiring the implementation of complex stabilization techniques, which also involved a considerable increase in prices, affecting the entire real estate market. These observable approaches in the behavior of real estate developers are observed both in the case of residential developments and those aimed at economic projects (logistics, warehousing, retail, etc.).

![Figure 7. Built-up area dynamics in the period between 2000 and 2019.](image-url)
migrated to areas with morphological instability and higher construction cost (Figure 7e), due to the overloading of flat surfaces with constructions in period 2005–2016, which caused major problems in terms of spatial planning and urbanism.

Despite this, results illustrate that the proposed method is a relatively accurate and reliable option for a fast and automatic mapping of the built-up area validated by multiple methods, with an overall accuracy above 85%. Additionally, the comparison of relationships between the built-up area and spatial representation obtained with the proposed method and four other remote sensing indices showed that the method can highlight the built areas with higher accuracy.

We also noticed some patterns in our approach, including the fact that, in most cases, the accuracy of the method improved as the built-up area is more prominent in territory, and also it seems that the model works and produces very good results even if the raw images are used; no significant differences have been found between raw and corrected images. It is worth mentioning that the analysis can be applied for both Landsat and Sentinel images.

Nevertheless, this proposed methodology has some limitations. Firstly, regions with high landscape heterogeneity are relatively problematic. Secondly, there is still a false positive identification on agricultural lands not covered by vegetation, which must be taken into account. Thirdly, this is a semi-automatic approach where the threshold needs to be adjusted depending on the degree of vegetation presence in the analyzed area. More than that, this method is primarily based on a spectral vegetation index, which means that the images used in analysis are seasonally dependent. Thus, for optimal results we recommend images acquired between 15 June and 15 October; a range valid for areas located in the temperate climate zone.

All in all, we believe that this approach is an important contribution to the set of methods and practices with which Remote Sensing and GIS operate. We also consider that the research was a real success, but we’ll also continue to seek new ways for methodological improvement.

5. Conclusions

This study was focused on the development of a methodology for rapid delimitation of built-up areas, based on Landsat satellite images, that are free of charge and offers global coverage and multi-temporal availability, free of charge. At the same time, one of the main objectives was to explore the possibilities of using such a model for the analysis of relatively large territories, characterized by a great variability in terms of land use/coverage, which causes a higher degree of difficulty in terms of analyzing territories based on the spectral response.

According to the mentioned goals, we consider that we have fulfilled the proposed objective, developing a methodology with relatively good results, obtaining an overall validation score of over 85% for both all the images analyzed, and methods used. As the study presented, the methodology can be successfully applied in both urban and rural areas; moreover, it can be successfully applied in the areas where the territory is in full urbanization process, in which case the urban environment expands and intertwines with the rural environment.

It is also worth mentioning that this type of analysis can provide fast mapping results for large areas, and due to the great temporal availability of Landsat satellite images, it can be used as a very useful tool for comparative analysis and evaluation of territorial dynamics from a multi-temporal perspective.

The results clearly show that through such a methodology, based on a "via negativa" approach, it is possible to extract and map elements such as built-up areas, starting from the analysis of satellite images using vegetation indices and exploiting the lack of the presence of untargeted features.

Towards the end, although this topic is frequently approached in the literature, the interest over time and the fact that the topic is still more than relevant, validates the importance of such studies. Therefore, we believe that this research makes a significant contribution to the field and aligns perfectly with similar scientific studies [36,42,45,50,65,71,72], adding value in terms of developing new practical tools for spatial analysis, management, and planning.
As for the future work, this will involve further testing of the methodology presented, in multiple areas with various environmental conditions and different characteristics in terms of land use/land cover, aiming at a better calibration of the model and at the same time the improvement of the implementation capabilities for direct use as a tool in dedicated GIS software.

**Author Contributions:** Conceptualization, B.-E.D. and S.B.; methodology B.-E.D. and D.P.; software C.M. and B.-E.D.; validation S.R., B.-E.D. and S.B.; formal analysis I.V.; investigation B.-E.D. and S.B.; resources, I.V. and I.F.; writing—original draft preparation B.-E.D. and S.R.; writing—review and editing B.-E.D. and S.R.; visualization B.-E.D. and C.M.; supervision D.P. and S.B. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Acknowledgments:** The present work has received financial support through the project: Entrepreneurship for Innovation through doctoral and postdoctoral research, POCU/360/6/13/123886 co-financed by the European Social Fund, through the Operational Program for Human Capital 2014-2020. All authors have an equal contribution to this paper. All authors contributed equally to this work.

**Conflicts of Interest:** The authors declare that there are no conflicts of interest related to this article.

**References**

1. Masek, J.G.; Lindsay, F.E.; Goward, S.N. Dynamics of urban growth in the Washington DC metropolitan area, 1973–1996, from Landsat observations. *Int. J. Remote Sens.* 2000, 21, 3473–3486. [CrossRef]

2. Corpade, C.; Man, T.; Petrea, D.; Corpade, A.-M.; Moldovan, C. Changes in landscape structure induced by transportation projects in Cluj-Napoca periurban area using GIS. *Carpathian J. Earth Environ. Sci.* 2014, 9, 177–184.

3. Kil, J.; Kowalczyk, C.; Moldovan, C. Comparison of changes in urbanized area in Poland and Romania. *Transylv. Rev.* 2018, 17, 56–72.

4. Kaufmann, R.K.; Seto, K.C.; Schneider, A.; Liu, Z.; Zhou, L.; Wang, W. Climate response to rapid urban growth: Evidence of a human-induced precipitation deficit. *J. Clim.* 2007, 20, 2299–2306. [CrossRef]

5. Cebotari, S.; Cristea, M.; Moldovan, C.; Zubascu, F. Renewable Energy’s Impact on Rural Development in Northwestern Romania. *Energy Sustain. Dev.* 2017, 37, 110–123. [CrossRef]

6. Roşca, S.; Bilaşco, Ş.; Petrea, D.; Fodorean, I.; Vescan, I.; Filip, S. Application of landslide hazard scenarios at annual scale in the Niraj River basin (Transylvania Depression, Romania). *Nat. Hazards* 2015, 77, 1573–1592.

7. Bilaşco, Ş.; Roşca, S.; Fodorean, I.; Vescan, I.; Filip, S.; Petrea, D. Quantitative evaluation of the risk induced by geomorphological processes on different land uses, based on GIS spatial analysis models. *Front. Earth Sci.* 2018, 12, 311–324.

8. Bilaşco, S.; Roşca, S.; Petrea, D.; Vescan, I.; Fodorean, I.; Filip, S. 3D Reconstruction of Landslides for the Acquisition of Digital Databases and Monitoring Spatiotemporal Dynamics of Landslides Based on GIS Spatial Analysis and UAV Techniques. In *Spatial Modeling in GIS and R for Earth and Environmental Sciences*; Elsevier, Hamid Reza Pourghasemi, Candan Gokceoglu: Amsterdam, The Netherlands, 2019; pp. 451–465.

9. Sestras, P.; Bilaşco, S.; Roşca, S.; Nas, S.; Bondrea, M.; Gâlgău, R.; Vereş, I.; Salagean, T.; Spalevic, V.; Cimpeanu, S. Landslides Susceptibility Assessment Based on GIS Statistical Bivariate Analysis in the Hills Surrounding a Metropolitan Area. *Sustainability* 2019, 11, 1362. [CrossRef]

10. Yonghong, H.; Gensuo, J. Influence of land use change on urban heat island derived from multi-sensor data. *Int. J. Climatol.* 2009, 30, 1382–1395.

11. PATJCluj.ro. Available online: https://www.patjcluj.ro/rezultatele/studiul-de-fundamentare-studiul-de-fundamentare-prinvind-riscurile-naturale.html?fbclid=IwAR3AuyA2sV-qgg4BQ1dtjanczsLXSHgo2BhQ2pQClySyfvfVOQhuPNa7vaDM (accessed on 30 September 2020).

12. European Environment Agency-Urban sprawl in Europe. Available online: https://www.eea.europa.eu/publications/urban-sprawl-in-europe (accessed on 7 May 2020).

13. Śleszyński, P.; Gibas, P.; Sudra, P. The Problem of Mismatch between the CORINE Land Cover Data Classification and the Development of Settlement in Poland. *Remote Sens.* 2020, 12, 2253. [CrossRef]

14. Lepeška, T.; Wojkowski, J.; Wałeza, A.; Myśliński, D.; Radecki-Pawlik, A.; Olah, B. Urbanization—Its Hidden Impact on Water Losses: Prądnik River Basin, Lesser Poland. *Water* 2020, 12, 1958. [CrossRef]
15. Chao, Z.; Wang, L.; Che, M.; Hou, S. Effects of Different Urbanization Levels on Land Surface Temperature Change: Taking Tokyo and Shanghai for Example. Remote Sens. 2020, 12, 2022. [CrossRef]
16. Huang, H.; Wu, X.; Cheng, X. The Analysis of the Urban Sprawl Measurement System of the Yangtze River Economic Belt, Based on Deep Learning and Neural Network Algorithm. Int. J. Environ. Res. Public Health 2020, 17, 4194. [CrossRef]
17. Jaeger, J.A.G.; Schwick, C. Improving the measurement of urban sprawl: Weighted Urban Proliferation (WUP) and its application to Switzerland. Ecol. Indic. 2014, 38, 294–308. [CrossRef]
18. Sudhira, H.S.; Kaup, J.; Ramachandra, T.V. Urban Sprawl Pattern Recognition and Modeling Using GIS, Map India Conference. 2003. Available online: https://www.researchgate.net/publication/237816205 (accessed on 15 November 2017).
19. Bueno-Suárez, C.; Coq-Huelva, D. Sustaining What Is Unsustainable: A Review of Urban Sprawl and Urban Socio-Environmental Policies in North America and Western Europe. Sustainability 2020, 12, 4445. [CrossRef]
20. Monalisha, M.; Kamal, K.M.; Subudhi, A.P. Urban Sprawl Mapping and Land Use Change Analysis Using Remote Sensing and GIS. 2011. Available online: https://geospatialworldforum.org/2011/proceeding/pdf/Monalisha.pdf (accessed on 28 February 2020).
21. Banzhaf, E.; Netzband, M. Monitoring Urban Land Use Changes with Remote Sensing Techniques. Appl. Urban Ecol. A Glob. Framew. 2011, 18–32. [CrossRef]
22. Wenli, H.; Huiping, L.; Qingzu, L.; Qingxiang, J.; Junping, L.; Hua, L. Detection and Prediction of Land Use Change in Beijing Based on Remote Sensing and GIS. The International Archives of the Photogrammetry. Remote Sens. Spat. Inf. Sci. 2008, 37, 75–82.
23. Westen, C.J. Remote Sensing and GIS for Natural Hazards Assessment and Disaster Risk Management. Treatise Geomorphol. 2013, 3, 259–298.
24. Thomas, W.G.; Jasmine, C.; Elizabeth, F.; Duncan, T. Assessment and Prediction of Natural Hazards from Satellite Imagery. Prog. Phys. Geogr. 2007, 31, 459–470.
25. Matei, I.; Pacurar, I.; Rosca, S.; Bilasco, S.; Sestras, P.; Rusu, T.; Jude, E.T.; Täut, F.D. Land Use Favourability Assessment Based on Soil Characteristics and Anthropic Pollution. Case Study Somesul Mic Valley Corridor, Romania. Agronomy 2020, 10, 1245. [CrossRef]
26. Demarez, V.; Helen, F.; Marais-Sicre, C.; Baup, F. In-Season Mapping of Irrigated Crops Using Landsat 8 and Sentinel-1 Time Series. Remote Sens. 2019, 11, 118. [CrossRef]
27. Claus, R.; Mushraq, H. Toronto’s Urban Heat Island-Exploring the Relationship between Land Use and Surface Temperature. Remote Sens. 2011, 3, 1251–1265. [CrossRef]
28. Rafiq, H. Estimating Urban Heat Island Effects on the Temperature Series of Uccle (Brussels, Belgium) using Remote Sensing Data and a Land Surface Scheme. Remote Sens. 2010, 2, 2773–2784.
29. Li, J.J.; Wang, X.R.; Wang, X.J.; Ma, W.C.; Zhang, H. Remote sensing evaluation of urban heat island and its spatial pattern of the Shanghai metropolitan area, China. Ecol. Complex 2009, 6, 413–420. [CrossRef]
30. Weijer, J.; Herring, D. Measuring Vegetation (NDVI & EVI). 2000. Available online: https://earthobservatory.nasa.gov/Features/MonitoringVegetation/measuring_vegetation.php (accessed on 30 September 2017).
31. Santi, G.; Bertolazzi, A.; Leporelli, E.; Turrini, U.; Croatto, G. Green Systems Integrated to the Building Envelope: Strategies and Technical Solution for the Italian Case. Sustainability 2020, 12, 4615. [CrossRef]
32. El-Shair, I.M. GIS and Remote Sensing in urban transportation planning: A case study of Birkenhead. Auckland 2003.
33. Sieczka, A.; Bujakowski, F.; Falkowski, T.; Koda, E. Morphogenesis of a Floodplain as a Criterion for Assessing the Susceptibility to Water Pollution in an Agriculturally Rich Valley of a Lowland River. Water 2018, 10, 399. [CrossRef]
34. Luscić, J.D.; Thompson, W.L.; Wilson, J.M.; Gorham, B.E.; Drăguț, L.D. Using digital photographs and object-based image analysis to estimate percent ground cover in vegetation plots. Front. Ecol. Environ. 2006, 4, 408–413. [CrossRef]
35. Guindon, B.; Zhang, Y.; Dillabaugh, C. Landsat Urban Mapping Based on a Combined Spectral-Spatial Methodology. Remote Sens. Environ. 2004, 92, 218–232. [CrossRef]
36. Xu, H. A New Index for Delineating Built-Up Land Features in Satellite Imagery. Int. J. Remote Sens. 2008, 29, 4269–4276. [CrossRef]
37. Griffiths, P.; Hostert, P.; Gruebner, O.; Van Der Linden, S. Mapping Megacity Growth with Multi-Sensor Data. Remote Sens. Environ. 2010, 114, 426–439. [CrossRef]
38. Dou, P.; Chen, Y. Dynamic monitoring of land-use/land-cover change and urban expansion in Shenzhen using Landsat imagery from 1988 to 2015. Int. J. Remote Sens. 2018, 38, 5388–5407. [CrossRef]
39. Chunyang, H.; Peijun, S.; Dingyong, X.; Yuanyuan, Z. Improving the normalized difference built-up index to map urban built-up areas using a semi-automatic segmentation approach. Remote Sens. Lett. 2010, 1, 213–221.
40. Harig, O.; Burghardt, D.; Hecht, R. A Supervised Approach to Delineate Built-Up Areas for Monitoring and Analysis of Settlements. ISPRS Int. J. Geo-Inf. 2016, 5, 137. [CrossRef]
41. Powell, R.; Roberts, D.; Dennison, P.; Hess, L. Sub-pixel mapping of urban land cover using multiple endmember spectral mixture analysis: Manaus, Brazil. Remote Sens. Environ. 2007, 106, 253–267. [CrossRef]
42. Hui, L.; Cuizhen, W.; Cheng, Z.; Aijun, S.; Chengren, X.; Jinge, W.; Junqi, L. Mapping Urban Bare Land Automatically from Landsat Imagery with a Simple Index. Remote Sens. 2017, 9, 249–263.
43. Chen, W.; Liu, L.; Zhang, C.; Wang, J.; Wang, J.; Pan, Y. Monitoring the seasonal bare soil areas in Beijing using multitemporal TM images. In International Geoscience and Remote Sensing Symposium; IEEE: Piscataway, NJ, USA, 2004; pp. 3379–3382.
44. As-syakur, A.R.; Adnyana, I.W.; Arthanara, I.W.; Nuarsa, I.W. Enhanced Built Up and Bareness Index (EBBI) for Mapping Built-Up and Bare Land in an Urban Area. Remote Sens. 2012, 4, 2957–2970. [CrossRef]
45. Zha, Y.; Gao, J.; Ni, S. Use of normalized difference built-up index in automatically mapping urban areas from TM imagery. Int. J. Remote Sens. 2003, 24, 583–594. [CrossRef]
46. United States Geological Survey. NDVI, the Foundation for Remote Sensing Phenology. 2015. Available online: https://phenology.cr.usgs.gov/ndvi_foundation.php (accessed on 30 September 2020).
47. Jiang, Z.; Huete, A.R.; Didan, K.; Miura, T. Development of a two-band Enhanced Vegetation Index without a blue band. Remote Sens. Environ. 2008, 112, 3833–3845. [CrossRef]
48. Gao, B.C. NDW—A normalized difference water index for remote sensing of vegetation liquid water from space. Remote Sens. Environ. 1996, 58, 257–266. [CrossRef]
49. Xu, H.Q. Modification of normalized difference water index (NDWI) to enhance open water features in remotely sensed imagery. Int. J. Remote Sens. 2006, 27, 3025–3033. [CrossRef]
50. Zhao, H.-M.; Chen, X. Use of normalized difference bareness index in quickly mapping bare areas from TM/ETM+. Int. Geosci. Remote Sens. Symp. (IGARSS) 2005, 3, 1666–1668.
51. Koc, D.S.; Turker, M. Automatic building detection and delineation from high resolution space images using model-based approach. Int. J. Remote Sens. 2010, 33, 4193–4218.
52. USGS: Spectral Characteristics Viewer. Available online: https://landsat.usgs.gov/spectral-characteristics-viewer (accessed on 7 May 2020).
53. Moran, M.S.; Jackson, R.D.; Slater, P.N.; Teillet, P.M. Evaluation of simplified procedures for retrieval of land surface reflectance factors from satellite sensor output. Remote Sens. Environ. 1992, 41, 169–184. [CrossRef]
54. Sobrino, J.; Jiménez-Muñoz, J.C.; Paolini, L. Land surface temperature retrieval from Landsat TM 5. Remote Sens. Environ. 2004, 90, 434–440. [CrossRef]
55. Landsat Science: Landsat 7. Available online: https://landsat.gsfc.nasa.gov/landsat-7/ (accessed on 7 May 2020).
56. Lee, K.; Kim, K.; Lee, S.-G.; Kim, Y. Determination of the Normalized Difference Vegetation Index (NDVI) with Top-of-Canopy (TOC) Reflectance from a KOMPSAT-3A Image Using Orfeo ToolBox (OTB) Extension. ISPRS Int. J. Geo-Inf. 2020, 9, 257. [CrossRef]
57. Nazeez, M.; Nichol, J.E.; Yung, Y.K. Evaluation of atmospheric correction models and Landsat surface reflectance product in an urban coastal environment. Int. J. Remote Sens. 2014, 35, 6271–6291. [CrossRef]
58. Prieto-Amparan, J.A.; Villarreal-Guerrero, F.; Martinez-Salvador, M.; Manjarrez-Domínguez, C.; Santellano-Estrada, E.; Pinedo-Alvarez, A. Atmospheric and Radiometric Correction Algorithms for the Multitemporal Assessment of Grasslands Productivity. Remote Sens. 2018, 10, 219. [CrossRef]
59. Chander, G.; Markham, B.L.; Helder, D.L. Summary of Current Radiometric Calibration Coefficients for Landsat MSS, TM, ETM+ and EO-1 ALI Sensors. Remote Sens. Environ. 2009, 893–903. [CrossRef]
60. Kaspersen, P.S.; Fensholt, R.; Drews, M. Using Landsat Vegetation Indices to Estimate Impervious Surface Fractions for European Cities. Remote Sens. 2015, 7, 8224–8249. [CrossRef]
61. Ramaiah, M.; Avtar, R.; Rahman, M.M. Land Cover Influences on LST in Two Proposed Smart Cities of India: Comparative Analysis Using Spectral Indices. Land 2020, 9, 292. [CrossRef]
62. Hua, L.; Zhang, X.; Chen, X.; Yin, K.; Tang, L. A Feature-Based Approach of Decision Tree Classification to Map Time Series Urban Land Use and Land Cover with Landsat 5 TM and Landsat 8 OLI in a Coastal City, China. Isprs Int. J. Geo-Inf. 2017, 6, 331. [CrossRef]
63. Akbar, T.A.; Hassan, Q.K.; Ishaq, S.; Batool, M.; Butt, H.J.; Jabbar, H. Investigative Spatial Distribution and Modelling of Existing and Future Urban Land Changes and Its Impact on Urbanization and Economy. Remote Sens. 2019, 11, 105.

64. USGS: What are the band designations for the Landsat satellites? Available online: https://landsat.usgs.gov/what-are-band-designations-landsat-satellites (accessed on 7 May 2020).

65. Li, S.; Chen, X. A new bare-soil index for rapid mapping developing areas using Landsat 8 data. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, 2014. In Proceedings of the ISPRS Technical Commission IV Symposium, Suzhou, China, 14–16 May 2014. [CrossRef]

66. Chen, W.; Yao, Z.; Weijun, G.; Dian, Z. The Investigation of Urbanization and Urban Heat Island in Beijing Based on Remote Sensing. Proc. Soc. Behav. Sci. 2016, 216, 141–150. [CrossRef]

67. Bilașco, S.; Govor, C.; Roșca, S.; Vescan, I.; Filip, S.; Fodorean, I. GIS model for identifying urban areas vulnerable to noise pollution: Case study. Front. Earth Sci. 2016, 11, 214–228. [CrossRef]

68. Roșca, S.; Simonca, V.; Bilașco, S.; Vescan, I.; Fodorean, I.; Petrea, D. The Assessment of Favorability and Spatio-Temporal Dynamics of Pinus Mugo in the Romanian Carpathians Using GIS Technology and Landsat Images. Sustainability 2019, 11, 3678. [CrossRef]

69. Bălteanu, D.; Micu, M.; Jurchescu, M.; Malet, J.-P.; Sima, M.; Kucsicsa, G.; Dumitrică, C.; Petrea, D.; Mărgărint, M.C.; Bilașco, S.T.; et al. National-scale landslide susceptibility map of Romania in a European methodological framework. Geomorphology 2020. [CrossRef]

70. Čurović, Ž.; Čurović, M.; Spalević, V.; Janic, M.; Sestras, P.; Popović, S.G. Identification and Evaluation of Landscape as a Precondition for Planning Revitalization and Development of Mediterranean Rural Settlements—Case Study: Mrkovi Village, Bay of Kotor, Montenegro. Sustainability 2019, 11, 2039. [CrossRef]

71. Azad, R.; Heiko, B.; Gaylan, R.; Faqe, I.; Hasan, M.H.; James, W.; Bashir, A.; Sa’ad, I.; Peshawa, M.N. Applying Built-Up and Bare-Soil Indices from Landsat 8 to Cities in Dry Climates. Land 2018, 7, 81. [CrossRef]

72. Saad, S.B.; Nitin, K.T. Built-up area extraction using Landsat 8 OLI imagery. Gisci. Remote Sens. 2014, 51, 445–467. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).