The Form of High-Performance Computing: A Survey
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Abstract. Computational technology is an important thing that needed in the whole of human life. Along with the development of computer technology, there are a significant data created and wait to be processed; we will get more advantages if it well-processed, if not we will see the data explosion, the data is just a useless stack. Research mitigates the other research paper and makes a conclusion and a report by PRISMA method. The development of computer technology will support the development of an organization. Considering any factors in choosing the right and suitable high-performance computer resource due to our organization is a must. The existing high-performance computing forms are Supercomputer, Grid Computing, Cluster Computing, and Cloud Computing. Based on this work, the last form of high-performance computing, Cloud Computing is one of the most used forms thus we mitigate its advantages and disadvantages. Recently, to process this vast data, we must have a high-performance computer and to provide it, this is not a cheap resource.

Keywords. Technology, Computing, Network, Data, Services.

1. Introduction

The development of computer technology is an important thing that can support organizational growth. Computations are needed at the whole of human life as a sophisticated decision support system that helps people when they decide something. The fact is, as it develops of computer technology, an explosion of the data will occur caused by the growth of the data that very fast. This significant number of data will be an advantage if well-processed. To process large data, we need considerable computational resources, and we need a huge budget to develop this resource. Therefore, consideration is required when we decide to choose computational technology. The existing computational techniques are Cluster Computer, Supercomputer, Grid Computing, Cloud Computing. Then we call it a high-performance computing (HPC) technology. The research domain on this filed is increasing rapidly in Indonesia. As a developing country, Indonesia has many works that involve many stack holders or large volume projects thus high-performance computing is beneficial [1].

Clusters in the computer & network science as shown at figure 1, are a set of independent computer servers working and visible to the network clients as a unit computer. The process to connect multiple computers to work together called Clustering. Computer clusters are the most economical alternative technique for developing high-performance computer systems. Cluster Computer technology is one of the distributed or parallel systems, consisting of computers that are interrelated, work together and merge into a single computer resource [2]. The existing Internet services are provided with large-scale cluster computers thus the biggest supercomputers are made with computer cluster technology [3].
Supercomputers, based on figure 2, are the latest technology based on the large computing systems. Supercomputers make computing performance work well [4] to complete duties that require high computational environment [5]. Supercomputing runs huge projects or applications that cannot be run on common systems [6]. Some computers are distributed in cluster form, and some processors are used [7]. Supercomputers technology started in the 1940s when High Performance Computer was introduced at first. There were radical changes in the 1960s when parallel compilation of computers was first built [8]. Generally, the use of supercomputers extends to many sectors such as Life Science, Medicine, Mechanics, Economics, Electronics, Telecommunication, Computer Science and Engineering and many more. UNESCO classifies the field of knowledge that important in investment that related to the use of supercomputers technology, Engineering [9] [10], Economics and Linguistics [11] and Science Knowledge [12] [13].

In the mid-90s grid computing was introduced [14]. Grid computing is a technology that collects computer resources all over the world. Grid computing coordinates the distributed computing resources to create virtual organizations that utilize idle resources [15]. Research conducted by Chris and Giorgos [16] estimated the economic value obtained from grid computing and evaluated its benefits through web service distribution. The economic value obtained can be significant for industries that use grid computing. The industrial players will be more competitive if they use this technology then the prices can be a critical factor that determines the resources [17]. According to The 451 Group, grid computing resource institutes, one of the crucial success factors for establishing commercial grids is the allocation models and application of resource trading [18]. The research conducted by Shin Yeo and Buyya [19]
focus on how to set reasonable prices that are by resource use. Service providers must have the right way to set competitive prices and provide competitive services. Grid computing as described in figure 3 is to collect computer resources in the world.

Figure 3. Grid Computing

Cloud Computing is combining computer technology with internet-based development. As shown in figure 4, Cloud is a metaphor of web that also describes the hidden complex infrastructure. With cloud computing, we can increase efficiency regarding cost and energy consumption. The High Performance Cloud Computing Model (HPC2) provides a solution to overcome the limitations of existing resources. HPC2 uses the concept of cloud computing and can produce an Infrastructure model as a Service (IaaS) [20,21]. Cloud Computing [22,23,24,25] uses the Internet and virtual technology that is available on demand quickly can be reconfigured and can be accessed anywhere [26]. Paper [27] provides information that various pricing techniques can be done to know the advantages and disadvantages as shown on table 1.

We must consider any factor in choosing the right and suitable high performance computer resource due to our organization. Cloud Computing is one of the most used forms thus we mitigate its advantages and disadvantages. Along with the development of computer technology, there are a significant data created and wait to be processed; we will get more advantages if it well-processed, if not we will see the data explosion, the data is just a useless stack.

Figure 4. Cloud Computing
2. Methodology
This work uses PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analysis) [28] to create a systematic review protocol. The stages are: Define Eligibility Criteria, Define Information Resource, Literature Selection, Data Collection, and Data Item Selection.

2.1. Define Eligibility Criteria
The eligibility criteria can be determined by Inclusion Criteria (IC) which are:
IC1: the work selects the original research articles in English.
IC2: articles are published between 2016 and 2018.
IC3: articles propose research about high-performance computing cloud computing, cluster computing, grid computing, and supercomputer.

2.2. Define Information Resource
Articles are found in online academic studies database such as IEEE Explore, Google Scholar, and Science Direct. This work chooses the appropriate papers that suitable for IC.

2.3. Literature Selection
The first thing is determining the keywords. The keywords are High-performance Computing, Clustering, Cloud, Grid and Supercomputer. Then choose titles and explore the paper by understanding the abstracts, read the paper in full or partial and determine the feasibility of the report for the next review. We still reassessing and re-evaluating the remaining articles.

2.4. Data Collection
This work collects data manually by creating a data extraction and assesses 443 research articles due to keywords “high performance computing, supercomputer, cluster, grid, and cloud computing”.

| Table 1. Data Collection |
|--------------------------|
| Resource | Found | Candidate | Selected |
| Science Direct | 245 | 22 | 12 |
| IEEEXplore | 14 | 14 | 5 |
| Springer Link | 180 | 8 | 5 |
| Total | 443 | 44 | 22 |

44 articles are eligible to be a reference candidate according to the title and abstract, and 13 articles are selected to do this research.

2.5. Data Item Selection
Data are obtained from articles that have researched about high performance computer, supercomputer, grid, cluster and cloud computing. By detail, this is shown in Table 1. From 22 selected papers then we classify due to the topics of each. The classification must be done to mitigate the form of high-performance computing that explained in every article. The research found two papers that discuss high-performance computing form in collaboratively, Grid computing, Cloud Computing, Cluster computing in [28] and Grid and Cloud computing in [29]. The classification result is shown as figure 5.

| Table 2. High Performance Computing Form |
|------------------------------------------|
| Title | Type | High Performance Computing Form |
| Toward Weather… [30] | Proceeding | Cloud Computing |
| Evaluation of… [31] | Proceeding | Cloud Computing |
| EDISON… [32] | Proceeding | Cloud Computing |
| Cost Optimization… [33] | Journal | Cloud and Grid Computing |
| Toward Data… [34] | Journal | Cloud Computing |
| Brokering in… [35] | Journal | Cloud Computing |
| Managing high… [36] | Journal | Cloud Computing |
Table 2 shows the list of the form of high-performance computer from selected papers. From the 4 proposed form, Grid, Cloud, Cluster Computing and Supercomputers, we found that the most used is high-performance cloud computing.

| Title                                    | Type         | Benefits based on pricing                                                                 | Problems based on pricing                      |
|------------------------------------------|--------------|------------------------------------------------------------------------------------------|------------------------------------------------|
| Broker as a service                      | Conference   | predicts from user’s historical data                                                      | Considering few parameters                     |
| Cloud customer                           | Journal      | by considering user’s historical data and                                                | Unmentioned calculation, underutilization resource|
| Historical…[51]                         |              |                                                                                          |                                                 |

3. Result and Discussion

Figure 5 explains papers that discuss high-performance computer form in Cloud Computing exclusively is 16 papers or 64%. The documents that address Supercomputer is about 5 papers or 20%, articles that discuss Grid Computing is 2 papers or 8% and the last is 2 or 8% papers discuss Cluster Computing.

From the literature study that has been done, the high-performance computing form that most used and has the highest percentage is cloud computing thus this work wants to know the detail about the advantages and disadvantages of this form by reviewing other research. From table 2 we know that cloud computing is the most used form. Then we propose table 3 in which the survey of cloud computing based on its pricing, also the advantages and disadvantages. This result answers why many cloud computing are developed and used.

Table 3. Advantage and disadvantage on cloud computing

| Title                                    | Type       | Benefits based on pricing                                                                 | Problems based on pricing                      |
|------------------------------------------|------------|------------------------------------------------------------------------------------------|------------------------------------------------|
| Broker as a service                      | Conference | predicts from user’s historical data                                                      | Considering few parameters                     |
| Cloud customer                           | Journal    | by considering user’s historical data and                                                | Unmentioned calculation, underutilization resource|
| Historical…[51]                         |            |                                                                                          |                                                 |
A genetic algorithm… [52] Conference provider operations, the
cost can be reduced
High scalability on a
proposed method
Homogenous
environment
The value of cooperation…
[53] Journal Cooperative is better than
competitive brokering
maximize profit by
allocating dynamic
resources
Considering single
parameter user cost
Considering
homogenous resources
Towards an autonomic… [54] Journal
Economic and energy… [55] Journal
A mechanism design… [56] Journal
An economical and… [57] Journal
Double-Sided bidding…[58] Journal
Dynamic cloud instance…
[59] Journal
Online resource scheduling...
[60] Journal
4. Conclusion
The High-Performance Computing existing forms are Cluster Computing, Supercomputer, Grid
Computing, and Cloud Computing. This paper summarizes these forms based on the literature collected
from online academic databases. The result shows among these 4 forms; cloud computing is one of the
most used caused by its price. Cloud Computing is secure to be developed and maintained. Those papers
can be a reference to an organization which want to implement high-performance computer form to
choose the right and suitable way.
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