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Abstract

One form of long-term behavior revealed by opinion dynamics simulations is intermittency, where an individual cycles between eras of stable, constant beliefs and turbulent, fluctuating beliefs, for example when inferring the political bias of a media organization. We explore this phenomenon by building an idealized network of Bayesian learners, who infer the bias of a coin from observations of coin tosses and peer pressure from political allies and opponents. Numerical simulations reveal that three types of network structure lead to three different types of intermittency, which are caused by agents “locking out” opponents from sure beliefs in specific ways. The probability density functions of the dwell times, over which the learners sustain stable or turbulent beliefs, differ across the three types of intermittency. Hence, one can observe the dwell times of a learner to infer the underlying network structure, at least in principle.
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1. Introduction

Media bias can alter behavioral patterns, such as voting in elections, by slanting the political opinions of media consumers [1, 2]. Granted that the opinions of media consumers can be skewed by media organizations, it is interesting to quantify how stable political opinions are. For example, what is the characteristic time-scale over which they remain unchanged? Furthermore, granted that opinions do change, it is interesting to identify the conditions under which this happens. For example, what role do network effects play, as opposed to the publication strategy of media organizations or the psychology of individual
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consumers? Substantial effort has been invested towards answering the question of whether
the opinion held by an individual on a topic is prone to change (see Ref. [3] for an
overview of opinion stability). Some studies find that political opinions display temporal
fluctuations often [4, 5], whereas others find that political opinions are relatively stable over
time [6, 7]. There are criticisms that measurements of opinion stability are inaccurate due
to ambiguous survey questions or response categories that do not capture the respondents’
true opinion [6, 8]. Some studies investigate the relationship between external messages
(such as public debates [5], which showcase competing messages [9]) and opinion change
triggered by the psychology of individuals. However, few studies explicitly look at the
influence of interactions with other people, where opinions change through peer pressure
in a network, and the psychology of individuals is not the sole cause. One exception is
Hoffman et al. [10], who correlated the frequency that survey respondents discuss a political
issue with others against the opinion stability of the respondents.

Complementing social science research, the field of opinion dynamics studies mathe-
matically how human opinions diffuse and evolve in an idealized network of interacting
agents [11]. Usually, models in opinion dynamics assume that the belief of an agent is sure;
that is, it is described by a single-valued number\(^1\) [12]. A few models treat opinions as
unsure; that is, they are described in a Bayesian framework by probability distributions,
which may be multimodal for example [13, 14]. When there is antagonism between some
agents, deterministic models with sure beliefs predict that the opinions of some agents are
temporally unstable [15, 16], which may inhibit the agents from accurately inferring the
bias of a media organization. In a previous paper [17], we demonstrate that the same is
true for probabilistic models with unsure beliefs: a network of Bayesian learners containing
a mixture of political allies and opponents can display the counter-intuitive phenomenon
of long-term intermittency, in which one or more learners cycle between eras of stability,
where their beliefs are constant for many time steps, and eras of turbulence, where their
beliefs fluctuate from one time step to the next.

In this paper, we explore long-term intermittency in detail, as it is still relatively new
in the literature. The goals are to (i) identify what conditions cause the phenomenon, and
(ii) quantify its properties in preparation for future comparisons with real-world data. In
Section 2, we summarize the structure and update rule of the network of Bayesian learners,
and describe the types of long-term behaviors of the networked agents, one of which is long-
term intermittency. In Section 3, we investigate what kind of network structure yields long-
term intermittency and what proportion of agents experience intermittency. In Section 4,
we compute the dwell time statistics of long-term intermittency, i.e. how many time steps

\(^{1}\)In the idealized example of a biased coin, which this paper investigates, an agent’s belief is described
as “sure”, if the agent believes absolutely in one value of the coin’s bias with 100% conviction, or “unsure”,
if the agent believes partially in several values of the coin’s bias with less than 100% conviction about each
one. The adjectives “sure” and “unsure” are preferred instead of “certain” and “uncertain” to avoid the
ambiguities caused by other meanings of the adjective “certain”, e.g. particular.
an agent stays in the eras of stability or turbulence.

2. Inferring media bias in a network

In this paper, as in previous work [17], we map the difficult real-world problem of inferring media bias onto the idealized problem of inferring the bias of a coin. A network of \( n \) agents strives to infer the hidden bias of a coin \( 0 \leq \theta_0 \leq 1 \), defined as the probability that the coin lands heads after one toss. The beliefs of agent \( i \) at time \( t \) are unsure; they are described by a probability density function (PDF) \( x_i(t, \theta) \), which can be multi-modal, and whose evolution therefore differs in important respects from sure beliefs defined by a single number [18, 19, 20, 15, 16]. At each discrete time step, the beliefs of the agents are shaped by two signals: (i) the external signal, which is a single coin toss, and (ii) the internal signals, which are the peer-pressure interactions of the agents with their political allies and opponents. In this section, we define a two-step Bayesian update rule, which encodes (i) and (ii), and summarize the three main types of long-term behavior it produces. Details of the model are expounded fully in Ref. [17]. We also study briefly the behavior of a one-step Bayesian update rule encoding (i) but not (ii) in Appendix A, in order to establish a baseline for network comparisons and develop intuition about how Bayes’s Rule operates in the context of idealized opinion dynamics models of media bias.

2.1. Idealized problem of inferring the bias of a coin: Bayesian update rule

We assume that the outcome of the coin toss is an unfiltered public signal and is observed noiselessly by every agent in the network. At time \( t \), this public signal \( S(t) \in \{ \text{heads}, \text{tails} \} \) updates the probabilistic beliefs of agent \( i \) about the coin bias \( 0 \leq \theta \leq 1 \) according to Bayes’s rule:

\[
x'_i(t + 1/2, \theta) = \frac{P[S(t)|\theta]}{P[S(t)]} x_i(t, \theta).
\]

In (1), \( P[S(t)|\theta] \) is the likelihood, \( x_i(t, \theta) \) is the prior probability distribution at time \( t \), \( x'_i(t + 1/2, \theta) \) is the posterior probability distribution and \( P[S(t)] = \sum_\theta P[S(t)|\theta] x_i(t, \theta) \) is the normalizing constant. Explicitly, the likelihood takes the following form:

\[
P[S(t)|\theta] = \begin{cases} 
\theta, & \text{if } S(t) \text{ is heads} \\
1 - \theta, & \text{if } S(t) \text{ is tails}.
\end{cases}
\]

Appendix A explains how Bayes’s rule relates to inferring the bias of a coin (and media bias more generally) by justifying the elements of Equations (1) and (2) and solving analytically the illustrative special case, where there is no peer pressure among agents in the network.

Equation (1) is the first half of a two-step update rule, which is emphasized by writing the argument of \( x' \) as \( t + 1/2 \) instead of \( t + 1 \). The second half involves network interactions, where the beliefs of the agents are further molded by peer pressure from their political
allies and opponents. We encode the political relationship between agents $i$ and $j$ in the $n \times n$ adjacency matrix $A_{ij}$. For simplicity, we only consider three possible values of $A_{ij}$, $+1$, $-1$, $0$, which indicates that agents $i$ and $j$ are allies, opponents or strangers respectively. We also assume that $A_{ij}$ is a symmetric matrix; if agent $i$ perceives agent $j$ as an ally, then agent $j$ perceives agent $i$ as an ally. The posterior probability is updated according to the rule

$$x_i(t + 1, \theta) \propto \max \left[ 0, x_i(t + 1/2, \theta) + \mu \Delta x_i'(t + 1/2, \theta) \right].$$

(3)

The proportionality constant in (3) is set via the condition $\sum_{\theta} x_i(t + 1, \theta) = 1$. The learning rate $0 < \mu \leq 0.5$ quantifies the susceptibility of an agent to the beliefs of its allies and opponents, and sets the time scale of the model. The bounds on $\mu$ are imposed to ensure that if agents 1 and 2 are allies and agent 1 is more confident in some $\theta_1$ compared to agent 2, then agent 1 remains more confident than agent 2 in $\theta_1$ after interacting [17]. The displacement

$$\Delta x_i'(t + 1/2, \theta) = a_i^{-1} \sum_{j \neq i} A_{ij} \left[ x_j'(t + 1/2, \theta) - x_i'(t + 1/2, \theta) \right]$$

(4)

with

$$a_i = \sum_{j \neq i} |A_{ij}|,$$

(5)

quantifies the average difference in belief between agent $i$ and its allies and opponents. We use the signed rather than absolute difference in Equation (4) to match the update rule in classic deterministic models, e.g. Deffuant-Weisbuch [19], and to avoid counterintuitive outcomes under certain circumstances.\footnote{By way of illustration, consider the following toy scenario that produces a counterintuitive outcome in a two-ally network. If one starts with $x_1(t = 1/2, \theta = 0.60) = 1.0$, $x_2(t = 1/2, \theta = 0.55) = x_2(t = 1/2, \theta = 0.60) = 0.5$, and $\mu = 0.25$, then one obtains $x_2(t = 1, \theta = 0.55) = x_2(t = 1, \theta = 0.60) = 0.5$. That is, after agent 2 interacts with agent 1, agent 2’s beliefs remain unchanged, whereas normal intuition would suggest that agent 2’s confidence in $\theta = 0.55$ and $\theta = 0.60$ should decrease and increase respectively.}

Iterating Equations (1)–(5) yields one full time step from $t$ to $t + 1$. For simplicity, we make a few assumptions about the parameters of the model. Unless stated otherwise, we choose units that give $\mu = 0.25$ and $\theta_0 = 0.6$ for ease of comparison with Ref. [17]. For computational efficiency, and because there is a limit to how fine-grained human opinions are in reality, we grid the continuous variable $\theta$ into 21 regularly-spaced values, i.e. $\theta = \{0.00, 0.05, \ldots, 1.00\}$. The priors, $x_i(t = 0, \theta)$, are independently generated by sampling a Gaussian with mean and standard deviation in the ranges $[0.0, 1.0]$ and $[0.1, 0.4]$ respectively, discretized and truncated to the domain $0 \leq \theta \leq 1$. Appendix B visualizes the discretization of $\theta$ and how the priors are generated.
2.2. Relation to alternative update rules

The update rule presented in this paper resembles the update rules in some deterministic models of opinion dynamics in the literature. Adjusting the opinion of an agent based on the difference in opinion between that agent and its allies and opponents through Equation (3) is similar to the Deffuant-Weisbuch model [19] and extensions to it that incorporate antagonism [21, 22], although the Deffuant-Weisbuch model is not probabilistic. The update rule of the deterministic Deffuant-Weisbuch model for two allied agents 1 and 2 has the following form:

\[
\begin{align*}
    x_1(t+1) &= x_1(t) + \mu [x_2(t) - x_1(t)] \\
    x_2(t+1) &= x_2(t) + \mu [x_1(t) - x_2(t)].
\end{align*}
\]

Equations (3)–(5) resemble Equations (6) and (7) for the trivial case of a pair of allies. Additionally, the constraint \(0 < \mu \leq 0.5\) imposed in Equation (3) is also imposed in Equations (6)–(7).

The popular DeGroot [18] and Hegselmann-Krause [20] models average the opinions of an agent and their allies, similar to Equation (4) which averages the opinion differences between an agent and their allies and opponents. A common method of incorporating the influence of the media in deterministic models is to let the media be a special agent whose opinion never changes [15, 23, 24, 25]. In this paper, in contrast, the media are modelled as a random external signal with an intrinsic bias; they are not an agent in the network. Fang et al.’s model [14], one of the few opinion dynamics models to treat probabilistic beliefs, also incorporates random external signals. It differs from this paper and Ref. [17] by excluding antagonistic relationships.

In the idealized scenario of inferring the bias of a coin, there are two possible external signals, heads or tails. In a real application involving media bias, there may be multiple external signals. As one idealized example, a newspaper’s editorials may espouse liberal, middle-of-the-road, or conservative economic policies, corresponding to one bias parameter (degree of conservatism) and three possible external signals (the three policy types). Multiple bias parameters are also possible, which combine to control multiple external signals in diverse areas of social and economic life. Despite the limitations of the biased coin, it has the advantage of making the interpretation of the numerical simulations intuitive and tractable, which is valuable in a first pass at the problem. In Appendix C, we briefly explore the problem of inferring the bias of a six-sided die in networks of up to three agents by modifying Equation (2) and confirm that the resulting behavior is similar qualitatively to the two-sided coin.

2.3. Categories of long-term behavior including intermittency

Networked agents display three types of long-term behavior. Stable agents do not change their mind once they make it up, i.e. \(x_i(t, \theta)\) does not change significantly (by more
than a user-selected tolerance) for $t > t_a$, where $t_a$ is termed the asymptotic learning time. By contrast, “turbulent”\(^3\) agents cannot make up their mind about $\theta$, i.e. $x_i(t, \theta)$ does not settle down to a fixed functional form for all $t$ but continues to evolve erratically or in an organized fashion (e.g. switching in a limit cycle between two beliefs). Finally, intermittent agents cycle between eras of stability and turbulence, where each era lasts for many time steps in general. A turbulent agent can be thought as a special case of an intermittent agent with short dwell times. The PDF of agent $i$ is stable for $\tau$ time steps if the following condition holds

$$\max_{\theta} |x_i(t', \theta) - x_i(t, \theta)| < \delta \max_{\theta} x_i(t, \theta) \tag{8}$$

for all $t \leq t' \leq t + \tau$ and $0 \leq \theta \leq 1$, where $\delta = 0.01$ is an analyst-selected tolerance.

Equation (8) suggests some key observables. Firstly, as noted above, if an agent is stable, we define the asymptotic learning time $t_a$ to be the smallest $t$ for which Equation (8) holds for $t < t' < T$, where $T$ is the number of time steps the automaton is run. Second, if we have an intermittent agent, we can define the (i) stable dwell time $t_s$ and (ii) turbulent dwell time $t_t$. The stable dwell time $t_s$ is defined to be the number of time steps that an era of stability lasts, i.e. the number of consecutive time steps in which Equation (8) is true. A formal, unambiguous definition of $t_s$ is presented in Appendix D with the help of a pseudocode snippet to assist the reader in reproducing the results in Sections 3 and 4. Additionally, we impose an arbitrary threshold $t_s \geq 100$ to distinguish intermittent behavior from turbulent behavior. We then define the turbulent dwell time $t_t$ to be the number of time steps between the end of one stable era and the start of the next stable era. Figure 1 illustrates how we define $t_s$ and $t_t$ with reference to a toy scenario.

![Figure 1: Defining stable and turbulent dwell times: a toy scenario of an agent with eras where Equation (8) is true (solid blue line) and false (dashed red line). In this toy scenario, the agent enters their first era of stability at $t_1$. We have a stable dwell time of $t_s = t_2 - t_1 > 100$. The agent then enters an era of turbulence at $t_2$. The turbulent dwell time stretches until the next era of stability exceeds 100 time steps. Hence, we have a turbulent dwell time of $t_t = t_5 - t_2$ instead of $t_3 - t_2$. Similarly, the next stable dwell time is $t_s = t_6 - t_5 > 100$ instead of $t_4 - t_3$.](image)

\(^3\)The term “turbulent” attracts the same meaning as in Ref. [17]. We do not use the alternative adjective “chaotic”, because it implies sensitive dependence on initial conditions, which has not been verified rigorously yet [17].
3. Conditions for intermittency

Large networks are typically made up of smaller subnetworks. Therefore, in order to identify the conditions for intermittency in large networks, we first consider the smallest subnetworks that exhibit the phenomenon, namely those with \( n = 4 \). We identify three distinct types of intermittency in networks with \( n = 4 \) in Section 3.1, deduce their implications for the structure of general networks (including those with \( n > 4 \)) exhibiting intermittency in Section 3.2, and discuss the number of intermittent agents in larger networks (e.g. with \( n = 100 \)) in Section 3.3.

3.1. Subnetworks with \( n \leq 4 \)

We first generate all possible connected, non-isomorphic networks of size \( n = 3 \) and \( n = 4 \) with \( A_{ij} = 1, -1, 0 \). Here, connected means that no agent or group of agents are isolated, while two networks are isomorphic if we can obtain one by relabelling the agents of the other. We discard all allies-only or opponents-only networks, as they do not give rise to intermittent behavior as shown in previous work [17]. We are left with three \( n = 3 \) networks and 41 \( n = 4 \) networks. For each of these networks, we run the automaton \( 10^4 \) times with randomized priors and \( T = 10^5 \) coin tosses. We find that none of the \( n = 3 \) networks display intermittency, in accord with previous work [17]. For \( n = 4 \) networks, 15 out of the 41 possible networks display intermittency, three of which are illustrated in Figure 2. For completeness, the other 12 intermittent networks are shown in Appendix E.

![Figure 2](image)

Figure 2: Intermittency in \( n = 4 \) networks: three examples out of the 15 networks that display intermittency (out of 41 \( n = 4 \) networks in total). The red circles, blue squares and green diamonds represent intermittent, stable and turbulent agents respectively. The solid lines between agents represents allies, while the dashed lines represent opponents. The networks in (a), (b) and (c) display Type A, B and C intermittency respectively. The other 12 networks with \( n = 4 \) that display intermittency are depicted in Figure E.10.

What exactly causes intermittency to surface? For \( n = 4 \) networks, we identify three distinct scenarios exemplified by the networks in Figure 2. We label the three scenarios as Type A, B and C. The network shown in Figure 2a, in which the one intermittent agent has two turbulent allies and one stable opponent, exhibits Type A intermittency. Figure 3 shows the evolution of \( \langle \theta \rangle \) and \( \sqrt{\langle (\theta - \langle \theta \rangle)^2 \rangle} \) of the four agents in Figures 3a
and 3b respectively, along with snapshots of their beliefs $x_i(t, \theta)$ at $t = 65520$ (Figure 3c) and $t = 65540$ (Figure 3d), when the intermittent agent is temporarily stable and turbulent respectively. The source of Type A intermittency can be seen in Figures 3c and 3d. During the eras of stability, like in Figure 3c, the intermittent agent 1 is fully confident in $\theta = 0.60$, with $x_3(t, \theta = 0.60) = 1$ and zero for all other $\theta$. The intermittent agent has a stable opponent who is fully confident in $\theta = 0.75$, and two turbulent allies with fluctuating confidence in $\theta = 0.60, 0.75$. Due to the opponent’s high confidence in $\theta = 0.75$ compared to the two allies, the intermittent agent is “locked out” from $\theta = 0.75$. More precisely, because the strength of the internal signals is proportional to the difference in beliefs, as specified in Equation (3), we have $x_{\text{Ally1}}(t, \theta = 0.75) + x_{\text{Ally2}}(t, \theta = 0.75) < x_{\text{Opponent1}}(t, \theta = 0.75) = 1$ at $t = 65520$. However, purely due to chance, a run of heads starting at $t = 65515$ boosts the confidence of the two allies in the belief $\theta = 0.75$, whereupon they overpower the dissenting influence of the opponent, which causes the intermittent agent to suddenly gain confidence in $\theta = 0.75$, as seen in Figure 3d. The intermittent agent enters a brief era of turbulence at $t = 65523$, with fluctuating confidence in $\theta = 0.60, 0.75$ like its turbulent allies. This temporary turbulence persists until enough tails are observed to drive $x_3(t, \theta = 0.75)$ to zero again and enter the next period of stability. The intermittency endures throughout the simulation, even when it is extended from $T = 10^5$ to $T = 10^7$ coin tosses.

Figure 2b leads to a different scenario, which we label as Type B intermittency: the intermittent agents are not “locked out” of any $\theta$, unlike Type A intermittency in Figure 2a. In Figure 2b, the beliefs of the stable agents 3 and 4 are singly peaked at $\theta = 0.4$ and $\theta = 0.6$ respectively, with $x_3(t, \theta = 0.4) = 1$ and $x_4(t, \theta = 0.6) = 1$. The intermittent agents 1 and 2 have nonzero beliefs at both $\theta = 0.4$ and $\theta = 0.6$. The intermittent agents face two competing converging forces: agent 3 attempts to convince its ally agent 1, and by extension agent 2, that $\theta_0$ is 0.4 and not 0.6, while the coin tosses imply that $\theta_0$ is 0.6 and not 0.4. During the stable era of both agents 1 and 2, the converging influence of agent 3 overpowers the coin tosses to cause the beliefs of agent 1 to be singly peaked at $\theta = 0.4$, with $x_1(t, \theta = 0.4) \approx 1$ and $x_1(t, \theta = 0.6) \ll 1$. When there is a run of heads, the coin tosses temporarily dominate, which boosts agent 1’s confidence in $\theta = 0.6$ sufficiently for agent 1 to enter an era of turbulence. Eventually, agent 3’s influence overwhelms the coin tosses again, which returns agent 1 to another era of stability. Similarly to the network shown in Figure 2a, intermittency endures throughout the simulation even for $T = 10^7$ coin tosses.

A third mode of intermittency, which we label Type C, occurs in Figure 2c, where the intermittency is driven mainly by the coin tosses, unlike Types A and B. In Figure 2c, the intermittent agent has one turbulent ally and one stable opponent. Antagonistic interactions nullify the beliefs of the intermittent agent except at $\theta = 0.50$ and $\theta = 0.70$, while its opponent settles stably at $\theta = \theta_0 = 0.6$ with $x(t, \theta = \theta_0) = 1$. In the short run, the binomial distribution is roughly equal at $\theta = 0.50$ and $\theta = 0.70$ for $\theta_0 = 0.60$. Suppose that during an era of stability, the beliefs of the intermittent agent are singly peaked at $\theta = 0.50$. A run of heads boosts the intermittent agent’s confidence in $\theta = 0.70$. The
intermittent agent enters an era of turbulence as it chooses between $\theta = 0.50, 0.70$. The intermittent agent then enters the next era of stability when it observes sufficient coin tosses to settle on one of the two options $\theta = 0.50$ and $\theta = 0.70$. The cycling between $\theta = 0.50$ and $\theta = 0.70$ persists for a while, because those coin biases are not “locked out” by the opponents. Hence the intermittent agent never truly rules out either $\theta = 0.50$ or $\theta = 0.70$. Contrary to the networks in Figures 2a and 2b, the intermittent behavior in Figure 2c does not persist indefinitely. Upon extending the simulation from $T = 10^5$ to $T = 10^7$, the intermittent agent becomes stable at $t \approx 2 \times 10^5$ time steps. The intermittent behaviour disappears because the binomial distribution is higher at $\theta = 0.50$ than at $\theta = 0.70$ for $\theta_0 = 0.60$, i.e. the coin tosses favor $\theta = 0.50$ over $\theta = 0.70$ in the long run. The
intermittency does not resurface because machine precision rounds $x_i(t, \theta = 0.70)$ to zero which prevents Equation (1) from increasing $x_i(t, \theta = 0.70)$, and there are no allies with nonzero confidence in $\theta = 0.70$, which prevents Equation (3) from increasing $x_i(t, \theta = 0.70)$.

The three types of intermittency identified above may not exhaust all possibilities, e.g. $n = 5$ networks may have intermittency which cannot be traced back to Types A, B, and C. However, $n = 5$ networks are too numerous to examine manually, and an automated tracker of the patterns like in Figure 2 currently consumes too much computational time.

3.2. Implications for network structure

We can deduce some general properties of the network structure required to yield each of the three modes of intermittency in Figure 2.

(i) In Figure 2a, Type A intermittency occurs when the allies of the intermittent agent are sufficiently confident to overcome the antagonism of the opponent. We require the intermittent agent to have at least two allies; the beliefs of the stable opponent are singly peaked with $x_{\text{Opponent}}(t, \theta = \langle \theta \rangle_{\text{Opponent}} = 1$, so a lone ally can never have sufficient confidence to increase the intermittent agent’s confidence in $\theta = \langle \theta \rangle_{\text{Opponent}}$ by Equation (3), because one has $x_i(t, \theta) \leq 1$ for all $\theta$. Furthermore, the two allies must experience turbulent nonconvergence, i.e. have fluctuating beliefs, in order to “switch” the turbulent agent between eras of stability and turbulence. None of the other intermittent $n = 4$ networks shown in Appendix E features an intermittent agent with two turbulent allies and one stable opponent.

(ii) In Figure 2b, the intermittent agent 1 has a stable ally that settles at $\theta \neq \theta_0$. Type B intermittency occurs because agent 1 receives conflicting information from its ally who promotes $\theta \neq \theta_0$, and the coin tosses which promote $\theta = \theta_0$. We can deduce that the intermittent ally must have a stable ally, who must have at least one opponent who settles at $\theta = \theta_0$. The opponent is required to lock the ally out of $\theta = \theta_0$, which implies that this opponent cannot be antagonistic with the intermittent agent (otherwise the intermittent agent would also be locked out of $\theta = \theta_0$). Two networks, shown in Figures E.10a and E.10b, display the same Type B intermittent behavior as in Figure 2b and also have an intermittent agent who is allied to a stable agent who is an opponent to another stable agent.

(iii) Type C intermittency occurs in Figure 2c, in which the intermittent agent has nonzero beliefs at two $\theta$ values straddling $\theta_0$. In the short run, the binomial distributions at these two $\theta$ values are roughly equal, i.e. an isolated agent would not favor one of these $\theta$ values over the other. Being locked out of $\theta = \theta_0$ implies that the intermittent agent must have an opponent. Additionally, an ally is required to convince the intermittent agent to have nonzero beliefs straddling $\theta_0$, otherwise the opponent would “lock out” all $\theta > \theta_0$ or $\theta < \theta_0$. The remaining ten networks shown in Figures E.10c–E.10l display similar Type C intermittent behaviors as shown in Figure 2c. The networks, except Figure E.10g, all have a common feature: at least one intermittent agent is embedded in a $n = 3$ subnetwork containing two alliances and one antagonism. Such a $n = 3$ subnetwork is
called an unbalanced triad according to the social science theory of structural balance [26, 27] and is recognized as an instigator of opinion instability in political and historical contexts [28, 29].

The above network properties are insufficient conditions for intermittency. Changing the sequence of coin tosses, while keeping the priors and $A_{ij}$ unchanged, does not always produce intermittency. Out of the $10^4$ simulations performed on the network shown in Figure 2a, in which the coin tosses and priors are randomized, about 25% yield intermittent behavior. By contrast, for each of the other 14 networks, less that 1% of the realizations display intermittency. The possibility exists, therefore, that other $n = 4$ networks also produce intermittency, albeit rarely. This implies that, although intermittency only occurs in certain networks, the coin tosses (i.e. published media products) play a significant role in determining if intermittent behavior surfaces in practice in any individual historical situation.

3.3. Number of intermittent agents

Out of the 15 $n = 4$ networks with intermittency, nine of them have one intermittent agent (one Type A, two Type B, six Type C), five have two intermittent agents (one Type B, four Type C) while the final network (Type C) has three intermittent agents. How many intermittent agents do larger networks have? To answer this question, we study Barabási–Albert networks with $n = 100$ and attachment parameter $m = 3$, as defined in the Python package networkx [30], as a representative example. The Barabási–Albert model [31] generates networks that are approximately scale-free. We study Barabási–Albert networks because many networks in the real world are thought to be approximately scale-free [32] as well as to facilitate comparison with the results in Ref. [17]. The original Barabási–Albert model does not distinguish between alliances and antagonisms. To obtain a mix of allies and opponents, we randomly choose a percentage $q$ of all links in the networks to be opponents, while the other $1 - q$ of the links are allies. More details about how to construct larger networks are given in Ref. [17]. We vary $q$ in the range $0.01 \leq q \leq 0.99$. For each unique value of $q$, we run the automaton with $T = 10^6$ coin tosses until we have 100 simulations with at least one intermittent agent per simulation.

Figure 4 shows the number of intermittent agents, $n_{\text{int}}$, as a function of $q$. The highest mean ($\langle n_{\text{int}} \rangle = 73$) and median (median $n_{\text{int}} = 86$) occur at $q = 0.01$. The relatively high $n_{\text{int}}$ at $q = 0.01$ compared to other $q$ values is likely caused by a “domino” effect: one intermittent agent exerts their converging influence across its allies, who then drive intermittency across their own allies. At $0.10 \leq q \leq 0.50$, the mean and median $n_{\text{int}}$ are roughly constant. However, $q = 0.10$ contains eight outlier simulations with $n_{\text{int}} > 60$, which is higher than max $n_{\text{int}} = 48$ for $0.20 \leq q \leq 0.50$. For $q > 0.50$, $n_{\text{int}}$ tends to unity, as $q$ tends to unity, with 85% of the $q = 0.99$ simulations having only one intermittent agent. The $q = 0.99$ simulations have a maximum of three intermittent agents, which reflects the fact that every $q = 0.99$ network has three alliances — an intermittent agent can drag along two allies at most. Consistent with previous work [17], we find that intermittent
agents always have at least one ally, and an agent with only antagonistic links is never intermittent.

4. Dwell time statistics

In Section 3, we study what kind of networks yield intermittent agents. In this section, we quantify the temporal patterns in the three distinct kinds of intermittency identified in Section 3. Specifically, we study the statistics of their dwell times, $t_s$ and $t_t$ as defined in Section 2.3. We denote the histograms of $t_s$ and $t_t$ to be $p(t_s)$ and $p(t_t)$ respectively. Importantly for practical applications, it turns out that the different kinds of intermittency produce different dwell time statistics. Turning this around, one can use the observed dwell time statistics to infer the structure of a real-world network, at least in principle.

Figure 4: Boxplot of the number of intermittent agents, $n_{int}$, versus the percentage of antagonistic links, $q$. For each $q$, we run 100 independent simulations with randomized priors and $T = 10^6$ coin tosses, with $A_{ij}$ generated using the Barabási–Albert model with $n = 100$ and attachment parameter $m = 3$ [30]. The orange line and green triangle within each box represents the median and mean of the data set respectively. The box extends to the first and third quartiles, while the whiskers extend to one and a half times the interquartile range from the edges of the box. Outlier simulations beyond the whiskers are drawn separately as open circles for emphasis. The first and third quartiles, mean and median of $n_{int}$ for $q = 0.99$ all equal unity.
4.1. Subnetworks with \( n = 4 \)

Figures 5a, 5b and 5c shows the histograms of \( p(t_s) \) and \( p(t_t) \) of the intermittent agents in Figures 2a, 2b and 2c respectively. In Figure 5a, which displays Type A intermittency, we see that \( p(t_s) \) follows an exponential distribution, while \( p(t_t) \) approximately follows an exponential distribution for \( t_t \gtrsim 2 \times 10^2 \). By contrast, in Figure 5b, which displays Type B intermittency, \( p(t_s) \) approximately follows a power law for \( t_s \lesssim 5 \times 10^3 \), while \( p(t_t) \) follows an exponential. We find that the two networks shown in Figures E.10a and E.10b, which exhibit Type B intermittency, have similar shapes of \( p(t_s) \) and \( p(t_t) \) as shown in Figure 5b. Hence, by observing the dwell time statistics of the intermittent agent, we may be able to infer if the agent is embedded in a network similar to the networks shown in Figures 2a and 2b. We are unable to gather sufficient instances of \( t_s \) and \( t_t \) for the network shown in Figure 2c to meaningfully discuss its dwell time statistics, because the intermittent behavior disappears after \( \sim 10^5 \) time steps.

The characteristic time-scales for \( t_s \) and \( t_t \) are different. For example, Figure 5a shows that \( t_t \) has a shorter timescale than \( t_s \), with exponents \( \approx -0.014t_t \) and \( -0.0069t_s \) respectively. This means that the intermittent agent generally spends less time in a turbulent state than in a stable state.

As mentioned in Section 3.2, intermittency occurs in about 25% of the \( 10^4 \) simulations performed on the network shown in Figure 2a with randomized priors and coin tosses. Figure 6a shows the empirical cumulative distribution functions of \( t_s/\langle t_s \rangle \) for each intermittent agent, overplotted on each other as light gray staircases, while Figure 6b shows a boxplot of \( \langle t_s \rangle \) for the network shown in Figure 2a. Figure 6a shows that every cumulative distribution function of \( t_s/\langle t_s \rangle \) follows the curve \( 1 - \exp(-t_s/\langle t_s \rangle) \), so every \( p(t_s) \) can be approximated by an exponential function. The first, second and third quartiles of the exponent of \( p(t_s) \) are \(-0.0055t_s\), \(-0.0034t_s\) and \(-0.0026t_s\) respectively. A similar boxplot for the exponents of \( p(t_t) \) cannot be generated because Figure 6 shows that \( p(t_t) \) is exponential only for a certain range of \( t_t \), and an automated identification of this range is currently unavailable. Similarly, boxplots of \( t_s \) and \( t_t \) for Types B and C intermittency cannot be provided due to the rarity of the occurrence of intermittency in these networks, as mentioned in Section 3.2.

4.2. Larger networks

Do the characteristics of the dwell times differ for larger networks? Using the same set of simulations that yield Figure 4 in Section 3.3, we investigate the dwell time statistics of Barabási–Albert networks with \( n = 100 \), whose percentage of antagonistic links \( q \) falls in the range \( 0.01 \leq q \leq 0.99 \). In Section 4.1, we find that Type A intermittency has exponential \( p(t_s) \), while Type B intermittency has exponential \( p(t_t) \). In this section, we determine how many intermittent agents in the Barabási–Albert networks have exponential \( p(t_s) \) and \( p(t_t) \), using the same set of simulations that yield Figure 4.

To determine if \( t_s \) or \( t_t \) are exponentially distributed, we first bin the dwell times using the histogram function in the Python package numpy [34] with the parameter \texttt{bins=’auto’}. 13
Figure 5: Histograms of the dwell times $t_s$ and $t_t$ for the intermittent agents in (a) Figure 2a, (b) Figure 2b (agent 1) and (c) Figure 2c in a particular realization with $T = 10^7$ coin tosses. For reference, the best fit exponential and power law are overplotted in (a) and (b) as orange curves. The intermittent behavior disappears for $t \gtrsim 10^5$ in (c), so there are fewer instances of $t_s$ and $t_t$ compared to (a) and (b).

We then fit a straight line with the least squares method using logarithmically-scaled
Figure 6: Dwell time distributions for 259 realizations of the network shown in Figure 2a. (a) Empirical cumulative distribution function (CDF) of $t_s/\langle t_s \rangle$ for the 259 dwell time distributions, overplotted on each other as light gray curves. For reference, the function $1 - \exp(-t_s/\langle t_s \rangle)$ is also plotted as a solid black curve. (b) Boxplot of the exponents of the 259 dwell time distributions $p(t_s)$. The boxplot is defined in Figure 4. For reference, a blue cross marks the exponent of $p(t_s)$ shown in Figure 5a. The characteristic time-scale of $p(t_s)$ is denoted as $\langle t_s \rangle$ as estimated (with maximum likelihood) from the sample mean. [33].

bin counts to obtain an estimate of the exponent. The distribution of the dwell time is considered exponential if the coefficient of determination statistic $R^2$ [33] exceeds a tolerance, which we take to be 0.9 arbitrarily. We aim to classify the dwell time distributions approximately. Future work will test for more complicated histogram shapes, such as a broken power law for certain ranges of $t_s$ as seen in Figure 5b.

Figures 7a and 7b show the exponents of $p(t_s)$ and $p(t_t)$ that are found to be exponential, while Figure 7c shows the percentage of intermittent agents that have exponential dwell times as a function of $q$. When both $t_s$ and $t_t$ have exponential distributions, Figure 7d shows the percentage of realizations with $\langle t_s \rangle < \langle t_t \rangle$. In general, we find $\langle t_s \rangle < \langle t_t \rangle$ when $p(t_s)$ and $p(t_t)$ are both exponential, with 100% of the $q = 0.99$ simulations having $\langle t_s \rangle < \langle t_t \rangle$. Moreover, $t_s$ has the shortest timescale for $q = 0.01$, with a median $p(t_s)$ exponent of $-10^{-1.7}t_s$, compared to between $-10^{-2.1}t_s$ and $-10^{-2.3}t_s$ for all $q > 0.01$. For $t_t$, the timescales lengthen, as $q$ approaches zero or unity, with the shortest median timescale occurring at $q = 0.50$. Figure 7c shows that there is a higher percentage of exponential $p(t_s)$ the $p(t_t)$ for $q \leq 0.70$, while the opposite is true for $q > 0.70$. We find that $q = 0.01$ yields the highest percentage of exponential $p(t_s)$ and $p(t_t)$. For $0.10 \leq q \leq 0.70$, the percentage of exponential $p(t_s)$ is roughly constant with $q$, while the percentage drops for $q > 0.70$. By contrast, the percentage of exponential $p(t_t)$ is roughly constant for all $q \geq 0.10$, although there appears to be a slight upwards trend for $q \geq 0.40$.

Preliminary visual inspections reveals that some of the dwell time distributions are poorly approximated by an exponential or a power law. Three example outliers are shown
Figure 7: Dwell time distributions. (a) and (b) Violin plots of the exponents of (a) $p(t_s)$ and (b) $p(t_t)$ when they are found to be exponential, as functions of the percentage of antagonistic links $q$. Each panel shows the empirical probability distribution on its side colored in blue, with short blue horizontal line segments drawn at the extrema. The boxes represent the first and third quartiles, while the red line inside the boxes represents the median. (c) Percentage of intermittent agents with exponential PDFs $p(t_s)$ and $p(t_t)$ represented as solid blue and dashed orange curves respectively, while the dotted-dashed green curve represents the percentage of intermittent agents that have both exponential $p(t_s)$ and $p(t_t)$ simultaneously, as functions of $q$. (d) Percentage of simulations with $\langle t_s \rangle < \langle t_t \rangle$ when both are exponential, as a function of $q$. The plots in this figure are generated using the same set of simulations that yield Figure 4.

in Appendix F. When the outliers are log-binned, the $t_s$ histogram decreases with increasing $t_s$ for small $t_s$ and has a bump (Figure F.11a) or a few scattered events (Figure F.11b) at large $t_s$. A $t_t$ histogram (Figure F.11c) has a bump at small $t_t$, with a smaller secondary bump at large $t_t$.

The above findings beget many subtle questions. Why are most dwell time distributions exponential? What kind of networks produce non-exponential dwell time distribu-
tions? Why are the timescales for $t_s$ generally shorter than $t_t$? We are not in a position to answer these questions theoretically from first principles in this introductory, empirical paper. We encourage future theoretical investigations along these lines, while acknowledging the serious challenges for analytic calculations presented by far-from-equilibrium feedback phenomena in complex networks.

5. Conclusion

Networked consumers of media products form political opinions (e.g. about bias in newspaper editorials) through a combination of independent observation and peer pressure from political allies and opponents in the network. Multi-agent simulations reveal several counterintuitive phenomena, one of which is intermittency. Intermittent agents cycle between eras of stability, when their beliefs are constant for many time steps, and turbulence, when their beliefs fluctuate from one time step to the next. In this paper, we map the real-world problem of assessing media bias onto the idealized problem of assessing the bias of a coin. We analyze networks of Bayesian learners with unsure beliefs, which are updated by Bayes’s rule upon observing the coin toss, modified by a form of “peer pressure” mediated by a mix of supportive and antagonistic interactions with allies and opponents. Using multi-agent simulations, we investigate every connected, non-isomorphic $n \leq 4$ network to determine what kind of network structure yields intermittent behavior. We also determine the number of intermittent agents in Barabási–Albert networks with $n = 100$ as a function of the percentage of antagonistic links in the network, $q$. We use Barabási–Albert networks for concreteness, but qualitatively similar results are found for Erdős–Rényi and square lattice networks; see Section 7 in Ref. [17] for more details. Finally, we calculate the dwell time statistics of the intermittent networks with $n \leq 4$ and $n = 100$.

The main findings of the paper are as follows. (i) None of the $n = 3$ networks and 15 out of the 41 $n = 4$ networks display intermittency. (ii) The $n = 4$ networks display three different types of intermittent behavior. Type A intermittency is caused by a run of heads (or tails) which gives the allies of the intermittent agent sufficient confidence to overcome the antagonism of the opponent of the intermittent agent. Type B intermittency surfaces, when the intermittent agent has a stable ally who settles on the wrong coin bias, which subjects the intermittent agent to two contradictory converging influences, namely the coin tosses and the wrong ally. Type C intermittency occurs when the agent is locked into two possible coin biases straddling the true coin bias, which are approximately equally likely in the short run. (iii) Types A and B persist for $t \geq 10^7$ time steps and arguably indefinitely, while Type C disappears after $\sim 10^5$ time steps, once the intermittent agent settles on one option. (iv) For Type A intermittency, $p(t_s)$ is exponential for all $t_s$, and its exponent has first, second and third quartiles of $-0.0055t_s$, $-0.0034t_s$ and $-0.0026t_s$ respectively, while $p(t_t)$ is exponential for a certain $t_t$ range. Type B produces a broken power law $p(t_s)$, while $p(t_t)$ is exponential for all $t_t$. (v) The shapes of the dwell time distributions differ for Types A and B, so one can potentially use observations of the dwell times to
infer the network structure, at least in principle. (vi) For Barabási–Albert networks with \( n = 100 \) and randomized priors, coin tosses and network structures \( A_{ij} \), more than 50% of the dwell time distributions are found to be exponential for each \( 0.01 \leq q \leq 0.99 \). The exception is \( p(t_s) \) for \( q \geq 0.80 \), in which the percentage of exponential \( p(t_s) \) dips below 50% and continues to decrease as \( q \) approaches unity. The highest percentages (nearly 80%) of exponential \( p(t_s) \) and \( p(t_t) \) occur at \( q = 0.01 \).

The opinion dynamics in this paper is highly idealized in at least four ways. (i) It does not incorporate the political psychology of individuals. (ii) It models the peer pressure between individuals in a limited fashion through \( A_{ij} \) and Equations (3)–(5). (iii) It evolves opinions based on a Bayesian update rule which is broadly plausible but has not been tested systematically in real-life experiments. (iv) It considers \( A_{ij} \) to be static, even though real-life networks evolve. Nevertheless, with due reserve, we advance for discussion some possible social implications, which arguably flow from the model. First and foremost is the observation that “changing one’s mind” occurs even in a static network; an individual may vacillate in their perceptions of media bias, driven by peer pressure rather than individual psychology, even if their connections with political allies and opponents do not change with time. The influence of the social environment on opinion stability — as distinct from opinion formation — has received some attention in the social science literature [10], but more work needs to be done, especially with respect to media bias. Second, the dwell times associated with intermittency are \( \gtrsim 10^2 \) times longer typically than the time between the arrival of new pieces of information (e.g. coin tosses). This is important: intermittency is a metastable phenomenon; it is not the same as randomly changing one’s mind, every time a new datum arrives. Taken at face value, the idealized results in Section 4 imply that a person may hold a fixed opinion for (say) a year about the bias of a newspaper that issues daily editorials (coin tosses) then transition to a state of uncertainty which also lasts (say) a year, when their opinion fluctuates frequently. Third, because only certain network structures yield certain intermittent behavior (Types A–C), we may use observations of Type A–C behavior (including dwell time distributions) to infer the underlying network structure in real-life applications, at least in principle. This is potentially important in situations where the network structure is hard to measure independently (e.g. political alliances), but the temporal patterns of opinions (e.g. dwell times) are easier to measure with standard (e.g. longitudinal) surveys. Finally, increasing the percentage of antagonistic links in the network leads to fewer intermittent agents, which may imply that too much internal dissent within a community solidifies people’s opinions and reduces vacillation, at least as far as the peer-pressure-driven dynamics are concerned. We emphasize again that peer pressure is only one factor among many, and it is modeled in a highly idealized fashion in this paper. Individual psychology plays a key role too, and it is excluded entirely from the automaton in Section 2.

In addition to its limitations from a social science perspective, this paper can also be extended in several technical directions, which we will investigate in future work. For example, we only investigate the structure of \( n \leq 4 \) networks to test for intermittency. Hence,
as noted in Section 3, there is no guarantee that \( n \geq 5 \) networks are limited to displaying intermittency of Types A, B, and C. Other types of intermittency may exist, driven by other subnetworks with \( n \geq 5 \). Moreover, the results for Barabási–Albert networks with \( n = 100 \) should be generalized to other scale-free networks. Ref. [17] finds that many of the qualitative features of the media bias problem are unchanged in Erdős–Rényi and square lattice networks, but the specific results in this paper on the conditions for intermittency (Section 3) and dwell time statistics (Section 4) should be checked in their own right.
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Without internal signals, we may relabel $x'_i(t + 1/2, \theta)$ as $x_i(t + 1, \theta)$ (one-step update rule) and rewrite Bayes’s rule in Equation (1) as

$$x_i(t + 1, \theta) = \frac{P[S(t)|\theta]}{P[S(t)]} x_i(t, \theta).$$  \hfill (A.1)

Equation (A.1) does not remember time ordering when it is applied repeatedly; if an agent observes a heads followed by a tails, Equation (A.1) updates their beliefs in exactly the same way as if they observe a tails followed by a heads. This is because (i) the probability of returning a heads at time $t$ is independent of the probability of returning a heads at time $t + 1$, as implied by Equation (2), and (ii) Bayes’s rule updates the beliefs multiplicatively, so if two observations are made, incorporating the first observation then the second is mathematically identical to incorporating the second observation then the first.

Recall that $P[S(t)|\theta]$ is the probability that the coin returns the signal $S(t) \in \{\text{heads, tails}\}$, assuming that the coin has a bias $\theta$. If $T$ coin tosses return $T_{\text{heads}}$ heads, then $\prod_{t=0}^{T-1} P[S(t)|\theta]$ is given by the $T$-fold product of Equation (2) with itself, i.e. $T_{\text{heads}}$ factors of $\theta$ and $T - T_{\text{heads}}$ factors of $1 - \theta$. Normalizing the result, we obtain

$$x_i(t = T, \theta) = x_i(t = 0, \theta) \prod_{t=0}^{T-1} \frac{P[S(t)|\theta]}{P[S(t)]}$$  \hfill (A.2)

with

$$\prod_{t=0}^{T-1} P[S(t)|\theta] = \frac{T!}{T_{\text{heads}}!(T - T_{\text{heads}})!} \theta^{T_{\text{heads}}}(1 - \theta)^{T - T_{\text{heads}}}. \hfill (A.3)$$

Equation (A.3) is the familiar binomial distribution, as expected for $T$ tosses of a coin. In the limit $T \to \infty$, one finds $\prod_{t=0}^{T-1} P[S(t)|\theta = \theta_0] \to 1$ and $\prod_{t=0}^{T-1} P[S(t)|\theta \neq \theta_0] \to 0$. Therefore, assuming that the agent starts with a nonzero belief at the true coin bias $\theta_0$, i.e. $x_i(t = 0, \theta = \theta_0) \neq 0$, then they are able to correctly infer the coin bias.

Appendix B. Visualization of prior generation and the discretization of the coin bias $\theta$

In the model described in Section 2.1, $0.0 \leq \theta \leq 1.0$ is discretized into 21 regularly-spaced values. Following Ref. [17], the priors of each agent are randomly generated by sampling Gaussians with means and standard deviations in the ranges $[0.0, 1.0]$ and $[0.1, 0.4]$ respectively in the domain $0.0 \leq \theta \leq 1.0$. Figure B.8 shows an example of how a prior is generated, and how $\theta$ is discretized.
Appendix  C. Inferring the bias of a six-sided die

In the model presented in this paper, we consider the problem of inferring the bias of a coin. A coin only returns two different external signals, which is overly restrictive in many practical applications concerning media bias, as discussed in Section 2.2. In this appendix, we briefly explore the problem of inferring the bias of a six-sided die to show how the model described in Section 2.1 can be extended to incorporate more external signals. We find that the behavior of the six-sided die and two-sided coin are qualitatively similar, although of course there are differences in the details.

Suppose a six-sided die has a bias $\theta$ and returns six different signals, $S(t) = \{1, 2, 3, 4, 5, 6\}$. We define the likelihood of each signal as

$$P[S(t) | \theta] = \begin{cases} 
  (1 + \theta) / 6, & \text{if } S(t) = 1 \\
  (1 - \theta) / 6, & \text{if } S(t) = 2 \\
  (1 + \theta^2) / 6, & \text{if } S(t) = 3 \\
  (1 - \theta^2) / 6, & \text{if } S(t) = 4 \\
  (1 + \theta^3) / 6, & \text{if } S(t) = 5 \\
  (1 - \theta^3) / 6, & \text{if } S(t) = 6 
\end{cases} \tag{C.1}$$

with $-1.0 \leq \theta \leq 1.0$ to ensure $0 \leq P[S(t), \theta] \leq 1$. The bias $\theta$ may be interpreted as how much the die favors odd numbers, where a bias of $\theta = 0.0$ indicates a fair die. For any $0.0 < |\theta| < 1.0$, the likelihoods $P[S(t) = 1, 2 | \theta]$ deviate the most from a fair die, while $P[S(t) = 5, 6 | \theta]$ deviate the least from a fair die.
To facilitate comparison with a biased coin [17], we only consider three simple networks: a pair of allies \((A_{12} = 1)\), a pair of opponents \((A_{12} = -1)\) and a triad with internal tensions \((A_{12} = -1, A_{23} = A_{31} = 1)\). We run the automaton described in Section 2.1 once for each of the three networks, with \(T = 10^4\) coin tosses. We discretize \(\theta\) into 21 evenly-spaced values, i.e. \(\theta = \{-1.0, -0.9, \ldots, 0.9, 1.0\}\). For the pair of allies and pair of opponents, \(x_1(t = 0, \theta)\) and \(x_2(t = 0, \theta)\) are generated by sampling Gaussians with means 0.4 and -0.2, and standard deviations 0.3 ad 0.4 respectively. For the triad, the priors of each agent are generated by sampling Gaussians with means and standard deviations in the ranges \([-1.0, 1.0]\) and \([0.1, 0.8]\) respectively. We set \(\theta_0 = 0.1\) without loss of generality.

Figure C.9 shows the evolution of the mean beliefs, \(\langle \theta \rangle\) and their standard deviations, \(\sqrt{\langle (\theta - \langle \theta \rangle)^2 \rangle}\), from a particular simulation for each of the three networks: a pair of allies in Figures C.9a and C.9b, a pair of opponents in Figures C.9c and C.9d, and a triad with internal tensions in Figures C.9e and C.9f. The sequence of coin tosses in all three simulations are the same. The pair of allies and pair of opponents achieve asymptotic learning, as defined in Section 2.3, at \(t_a = 2841\) and \(t_a = 3508\) respectively. The triad with internal tensions does not achieve asymptotic learning within \(T = 10^4\) die observations.

Comparing to the results in Ref. [17], the qualitative behaviours of the three networks shown in Figure C.9 for a six-sided die are similar to a two-sided coin. For the pair of allies, the beliefs of each agent converge onto each other (asymptotic learning), with \(\langle \theta \rangle_1 \approx \langle \theta \rangle_2\) and \(\sqrt{\langle (\theta - \langle \theta \rangle)^2 \rangle}_1 \approx \sqrt{\langle (\theta - \langle \theta \rangle)^2 \rangle}_2\). For the pair of opponents, agent 1 infers the wrong bias with \(\langle \theta \rangle_1 \rightarrow 0.2 \neq \theta_0\), while agent 2 infers the correct bias with \(\langle \theta \rangle_2 \rightarrow 0.1 = \theta_0\). Agent 1 becomes confident in the wrong bias at \(t = t_{a,1} = 838\), quicker compared to agent 2 who has \(t_{a,2} = 3508\). For the triad with internal tensions, agent 3 is allied to agents 1 and 2, but agents 1 and 2 are opponents. Agent 3 fails to achieve asymptotic learning because its two allies provide conflicting information, with \(\langle \theta \rangle_1 \rightarrow -0.1 \neq \theta_0\) and \(\langle \theta \rangle_2 \rightarrow 0.1 = \theta_0\). All three outcomes are the same as in Ref. [17], including the counterintuitive outcome that agents in opposition often develop confidence in the wrong conclusion faster than the right conclusion.

As befits a preliminary check, this appendix compares the qualitative behaviour of networks with three agents or fewer in inferring the bias of a coin and a six-sided die. It is beyond the scope of this paper to check the qualitative behaviour of larger networks in inferring the bias of a six-sided die.

**Appendix D. Definition of the stable dwell time** \(t_s\)

The definition of the stable dwell time, \(t_s\), is hard to express compactly and unambiguously in words. In this appendix, we write down and justify a fragment of pseudocode for \(t_s\), in case the reader wishes to reproduce the results in Section 4. Listing 1 shows a Python pseudocode of how the stable dwell times \(t_s\) are calculated for each agent in the network if the agent exhibits intermittency. The pseudocode is commented to assist the reader.
for agent in list_of_agents:
    stable_start_time = 0 # tracks when the agent enters an era of stability
    current_ts = 0 # tracks how many time steps the agent is currently stable
    agent.list_of_ts = [] # stores the stable dwell times for this agent
    for t in range(1, T): # T is the number of coin tosses
        if agent.is_eq6_true(t, stable_start_time): # is eq (6) true?
            current_ts += 1
        else: # eq (6) is false
            if current_ts >= 100: # stable dwell times must exceed 100 time steps
                agent.list_of_ts.append(current_ts)
            current_ts = 0
            stable_start_time = t

Listing 1: A Python pseudocode showing how the stable dwell time \( t_s \) is calculated for each agent in the network when the automaton is run for \( T \) time steps. The list of \( t_s \) values for the agent is stored in agent.list_of_ts.

Appendix E. Gallery of intermittent \( n = 4 \) networks

In Section 4.1, we find that 15 out of 41 \( n = 4 \) networks display intermittency. We visualize which agents are intermittent, stable and turbulent for three out of these 15 networks in Figure 2. In Figure E.10, we visualize the remaining 12 networks. The networks in E.10a and E.10b display Type B intermittency, while the other ten networks display Type C intermittency.

Appendix F. Dwell time histograms that are not exponentials or power laws

In Section 4.1, we find that the distributions of the dwell times \( t_s \) and \( t_t \) are well approximated by exponentials for Type A intermittency, and power laws and exponentials respectively for Type B. Preliminary visual checks of some of the dwell time distributions that are not classified as exponential (as described in Section 4.2) in Barabási–Albert networks with \( n = 100 \) reveal that some of them are poorly approximated by exponentials and power laws. Figure F.11 shows three such examples where the dwell times are log-binned. Figure F.11a shows that the \( t_s \) histogram decreases with increasing \( t_s \) for \( t_s \lesssim 10^4 \) and has a bump at \( t_s \gtrsim 10^4 \). Figure F.11b is similar in shape to Figure F.11a for \( t_s \lesssim 10^4 \), but at \( t_s \gtrsim 10^4 \) we instead see a few scattered events. Figure F.11c shows a \( t_t \) histogram which has a primary bump at \( t_t \sim 10^2 \), and a secondary bump at \( t_t \sim 10^5 \).
Figure C.9: Inferring the bias of a six-sided die: the evolution of the mean and standard deviation of the beliefs about $\theta$ from one particular simulation for (a) and (b) a pair of allies ($A_{12} = 1$), (c) and (d) a pair of opponents ($A_{12} = 1$) and (e) and (f) a triad with internal tensions ($A_{12} = -1, A_{23} = A_{31} = 1$). The pair of allies and pair of opponents achieve asymptotic learning at $t_a = 2841$ and $t_a = 3508$ respectively, while the triad with internal tensions fails to achieve asymptotic learning for $t \leq T = 10^4$. Parameters: $\theta_0 = 0.1$, $\mu = 0.25$, $T = 10^4$. Overall the behavior resembles qualitatively that of a two-sided die, as can be verified by comparing with Figures B.20, 3 and 8 in Ref. [17].
Figure E.10: Intermittency in $n = 4$ networks: the 12 networks that display intermittency, other than the three shown in Figure 2. The red circles, blue squares and green diamonds represent intermittent, stable and turbulent agents respectively. The solid lines between agents represents allies, while the dashed lines represent opponents. The two networks in (a) and (b) display Type B intermittency, while the other ten networks in (c)–(l) display Type C intermittency.
Figure F.11: Three examples of the dwell time statistics that do not approximately follow an exponential or power-law distribution. The examples are taken from a particular $q = 0.50$ simulation with $T = 10^7$ coin tosses. (a) and (b) $p(t_s)$ of two different intermittent agents. (c) $p(t_s)$ of another intermittent agent.