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Abstract—Recent image-to-image translation tasks attempt to extend the model from one-to-one mapping to multiple mappings by injecting latent code. Based on the mathematical formulation of networks with existing way of latent code injection, we show the role of latent code is to control the mean of the feature maps after convolution. Then we find common normalization strategies might reduce the diversity of different mappings or the consistency of one specific mapping, which is not suitable for the multi-mapping tasks. We provide the mathematical derivation that the effects of latent code are eliminated after instance normalization and the distributions of the same mapping become inconsistent after batch normalization. To address these problems, we present consistency within diversity design criteria for multi-mapping networks and propose central biasing normalization by applying a slight yet significant change to existing normalization strategies. Instead of spatial replicating and concatenating into the input layers, we inject the latent code into the normalization layers where the offset of feature maps is eliminated to ensure the output consistency for one specific mapping and the bias calculated by latent code is appended to achieve the output diversity for different mappings. In this way, not only is the proposed design criteria met, but the modified generator network has much smaller number of parameters. We apply this technique to multimodal and multi-domain translation tasks. Both quantitative and qualitative evaluations show that our method outperforms current state-of-the-art methods. Code and pretrained models are available at https://github.com/Xiaoming-Yu/cbn.

Index Terms—Normalization, image-to-image translation, multiple mappings.

I. INTRODUCTION

ANY image processing and computer vision problems can be framed as image-to-image translation tasks [1], mapping an image from one specific domain to another, e.g., facial attributes transform, grayscale image colorization and edge maps to photos. Although recent studies have shown remarkable success in image-to-image translation for two domains [1]–[6], these one-to-one mapping methods are not suitable for multi-mapping problem since different models need to be built for every pair of mapping, even though some mappings share common semantics. To address the problem, latent code is introduced to indicate different mappings and the distributions of the same mapping become inconsistent after batch normalization. To address these problems, we present consistency within diversity design criteria for multi-mapping tasks, we show it is possible to learn multiple mappings in a network without careful thinking of the structures, such as padding and normalization strategies. In this work, we focus on modeling the effective mapping indicated by latent code. By replacing the common way of Latent Code Injection (LCI) with Central Biasing Normalization, we show it is possible to learn multiple mappings in a network without careful thinking of the structures, such as padding and normalization strategies. Through quantitatively and qualitatively evaluated on two kind of multi-mapping tasks, we demonstrate that our approach is more effective and robust than the common latent code injection methods.

Determining how to inject the latent code to the network architecture is a key problem for designing multi-mapping models. Although existing methods present impressive results, we found that they are sensitive to different padding and normalization strategies. In this work, we focus on modeling the effective mapping indicated by latent code. By replacing the common way of Latent Code Injection (LCI) with Central Biasing Normalization, we show it is possible to learn multiple mappings in a network without careful thinking of the structures, such as padding and normalization strategies. Through quantitatively and qualitatively evaluated on two kind of multi-mapping tasks, we demonstrate that our approach is more effective and robust than the common latent code injection methods.

In summary, our paper makes the following contributions:

- We derive the role of latent code in multi-mapping tasks is
Fig. 2. Multi-mapping image-to-image translation tasks. (a) The multi-domain translation results of different hair colors (black, blond, brown). (b) The cross-domain translation with multi-modal results. The first two rows present the edge2photo translation task, next row is the label2photo task and remaining is the night2day task. The results in same task are generated by a single generator with central biasing normalization.

- As far as we know, we are the first to point out the potential problems of latent code injection.
- Based on two design criteria, we propose central biasing normalization as an alternative way of injecting latent code.

II. RELATED WORK

In recent years, convolutional neural nets (CNNs) are widely used for various image processing problems. By minimizing the objective that scores the quality of results, CNNs try to model the mapping between the source and target domain. But it is difficult to manually design a effective and universal evaluation objective for different tasks, more and more researchers pay attention to generative adversarial networks (GANs), since GANs optimize the object that adapts to the data.

A. Generative Adversarial Networks

By staging a zero-sum game, GANs have shown impressive results in image generation [10]–[15]. The extension of GANs with conditional settings have achieved impressive results in various conditional generation tasks such as image inpainting [16], super-resolution [17], text2image [18], and image editing [19].

B. Image-to-Image Translation

Encouraged by the development of GANs and conditional GANs, previous studies focus on the paired [1] and unpaired image-to-image translation tasks [3]–[6]. Pix2pix [1] uses cGAN [20] to perform supervised learning with data pairs. CycleGAN [3], DiscoGAN [5], and DualGAN [4] enforce cycle consistency for unpaired image-to-image translation. UNIT [6] combines variational autoencoders [21] with CoGAN [22] to learn a joint distribution of images in different domains. These studies have promoted the development of one-to-one mapping image translation but show limited scalability for multi-mapping translation.

C. Multiple Mappings

To achieve a more scalable approach for image-to-image translation, significant progress has been made recently in the development of multi-mapping translation [7]–[9]. For instance, StarGAN [8] uses a single model and latent code to achieve multiple domains image-to-image translations. It trains the generator with the discriminator that combines an auxiliary classifier [23], which encourages the learning of multi-mapping indicated by the latent code. Fader Networks [7] use the attribute-invariant representations, encoded by the input image, and the latent code for image reconstruction. BicycleGAN [9] combines VAE-GAN objects [24] and LR-GAN objects [12], [25], [26] for encouraging a bijective mapping between the latent code and output spaces. The common feature of these tasks is to learn a joint distribution between input images and latent code, so it is important to use the latent code by a reasonable way. Existing approaches focus on the training skills but ignore this detail, which may lead to the destruction of their models. We discuss this problem in Sect. IV and compare our method with StarGAN and BicycleGAN in Sect. VI.

III. REVISIT LATENT CODE INJECTION

For controlling multiple attributes of the generated image, a meaningful vector $c$ called latent code is usually used to target the salient structured semantic features. For instance, when generating the facial image, the latent code $c$ will indicate
the features we need, like the gender, the hair color or the expression. In existing models for multi-mapping problem, latent code $c$ is injected by spatial replication and concatenation into the input of convolutional neural network. A typical operation pipeline of the latent code injection network contains Convolution, Normalization and Activation. In common one-to-one mapping translation task, the input volume only contains the source data, but when we use LCI to perform multi-mapping translation, the input volume also contains the target domain information. In this section, we will explain how Latent Code Injection works with convolution and normalization, but ignore the activation since it does not affect our analysis afterwards.

A. Convolution Operation without Latent Code

Following the notation of Convolutional Matrix Multiplication (Convolutional MM) [27], we extend the matrix of numbers to the matrix of feature maps or convolution kernels. Here, each element is a feature map or a convolution kernel instead of a number.

Let $x_1, x_2, \cdots, x_Q$ be the Q input feature maps and $w_{r,q}$ the $R \times Q$ convolution kernels (each sized $K \times L$) where $r = 1, 2, \cdots, R$ and $q = 1, 2, \cdots, Q$, then their convolution operation can be represented as

$$
\begin{align*}
y_1 &= w_{1,1} x_1 + w_{1,2} x_2 + \cdots + w_{1,Q} x_Q \\
y_2 &= w_{2,1} x_1 + w_{2,2} x_2 + \cdots + w_{2,Q} x_Q \\
&\vdots \\
y_R &= w_{R,1} x_1 + w_{R,2} x_2 + \cdots + w_{R,Q} x_Q,
\end{align*}
$$

where $y_1, y_2, \cdots, y_R$ be the $R$ output feature maps, $w_{r,q} \ast x_q$ is the convolution between a kernel $w_{r,q}$ and a feature map $x_q$. Further, it can be redefined as a special matrix/vector multiplication

$$\bar{y} = W \times \bar{x},$$

where $\bar{x} = (x_1, x_2, \cdots, x_Q)^T$, $\bar{y} = (y_1, y_2, \cdots, y_R)^T$, and

$$W = \begin{pmatrix}
w_{1,1} & w_{1,2} & \cdots & w_{1,Q} \\
w_{2,1} & w_{2,2} & \cdots & w_{2,Q} \\
& \vdots & \ddots & \vdots \\
w_{R,1} & w_{R,2} & \cdots & w_{R,Q}
\end{pmatrix}.$$

B. Convolution Operation with Latent Code

For latent code injection networks, the latent code $c$ of length $S$ will be replicated and expanded as a special vector $\tilde{c}$ and each feature map of $\tilde{c}$ is a constant channel that every element has same value, as shown in Fig. 3. We denote the $R \times S$ convolution kernels associated with the latent code as $v_{r,s}$ where $s = 1, 2, \cdots, S$. Then the convolution multiplication with latent code is

$$\tilde{\sigma} = V \times \tilde{c},$$

where $\tilde{c} = (c_1, c_2, \cdots, c_S)^T$, $\tilde{\sigma} = (o_1, o_2, \cdots, o_R)^T$, and

$$V = \begin{pmatrix}
v_{1,1} & v_{1,2} & \cdots & v_{1,S} \\
v_{2,1} & v_{2,2} & \cdots & v_{2,S} \\
& \vdots & \ddots & \vdots \\
v_{R,1} & v_{R,2} & \cdots & v_{R,S}
\end{pmatrix}.$$

Note each feature map $o_r$ is a constant channel as it is the linear combination of feature maps from $\tilde{c}$:

$$o_r = v_{r,1} * c_1 + v_{r,2} * c_2 + \cdots + v_{r,S} * c_S.$$  \hspace{1cm} (4)$$

The convolution operation from input $\bar{x}$ and $\tilde{c}$ can be represented as

$$\bar{z} = (W, V) \times \left( \begin{array}{c} \bar{x} \\ \tilde{c} \end{array} \right) = \bar{y} + \tilde{\sigma},$$

where $\bar{z} = (z_1, z_2, \cdots, z_R)^T$ is the final convolution output.

There are two key observations about the latent code. First, the role of latent code $c$ is independent of the input $\bar{x}$ in convolution operation. Second, different latent code only provide different offsets to the output feature maps. In other words, the network needs to distinguish different mappings based on the mean of feature maps.

C. Normalization

1) Batch Normalization: To accelerate training and improve the performance of deep network, Ioffe and Szegedy introduced the batch normalization (BN) [28] to reduce the internal covariate shift [29] of network by normalizing the feature statistics. Although BN is designed to ease the training of discriminative networks, it also been found effective in deep generative model [15]. In the training stage, the input

![Fig. 3. Convolution operation without/with latent code. The above illustration shows the common convolution without latent code, and the bottom illustrate the convolution operation with latent code injection.](image-url)
minibatch mean and variance are used to normalize each feature map of the convolutional output:

\[
\text{BN}(z_r) = \frac{z_r - E[Z_r]}{\sqrt{\text{Var}[Z_r]}},
\]

where \(Z_r = (z_r^{(1)}, z_r^{(2)}, \cdots)\) is the batch of \(r\)-th feature map. During the inferencing stage, BN replaces the minibatch statistics with moving statistics.

2) Instance Normalization: In style transfer tasks, Ulyanov et al. [30] found that critical improvement could be achieved by replacing batch normalization with instance normalization (IN). Recent image transform tasks [3, 8, 9] confirmed that IN is also useful for improving the qualitative of transform results. Unlike BN that uses the mini-batch statistics, IN only uses the statistics of the instance itself for normalization:

\[
\text{IN}(z_r) = \frac{z_r - E[z_r]}{\sqrt{\text{Var}[z_r]}},
\]

Consequently, the feature statistics IN uses are consistent between the training and inference stages.

3) Scale and Shift: A simple normalization operation \(\text{Norm}(\cdot)\) for convolution output may change what it can represent. Therefore, the affine parameters \(\gamma_r\) and \(\beta_r\) are used for restoring the representation power of the network:

\[
z_r = \gamma_r \text{Norm}(z_r) + \beta_r.
\]

IV. POTENTIAL PROBLEMS

From Eq. 4 we know the role of latent code after convolution is to provide a constant offset for the output feature maps. But after the normalization operation, the output distribution indicating the target mapping is destroyed.

A. Impaired Consistency of Batch Normalization

For batch normalization, it has the problem that we call mapping inconsistent. Since the network needs to distinguish different mappings based on the mean of feature map, it implies the similar statistical mean is required between different convolutional outputs \(Z\) of same mapping.

1) Intra-batch Inconsistency: Consider this minibatch \(Z^{(1)} = (z^{(1)}, z^{(2)}, z^{(3)})\), where

\[
\begin{align*}
\vec{z}^{(1)} &= (W, V) \times \left(\frac{x^{(1)}}{c^{(1)}}\right) = y^{(1)} + o^{(1)}, \\
\vec{z}^{(2)} &= (W, V) \times \left(\frac{x^{(2)}}{c^{(1)}}\right) = y^{(2)} + o^{(1)}, \\
\vec{z}^{(3)} &= (W, V) \times \left(\frac{x^{(3)}}{c^{(1)}}\right) = y^{(3)} + o^{(1)}.
\end{align*}
\]

In batch \(Z^{(1)}\), different input instances \(\vec{x}^{(1)}, \vec{x}^{(2)}, \vec{x}^{(3)}\) mapping to same domain indicated by latent code \(c^{(1)}\). But the statistical mean after normalization is inconsistent:

\[
\begin{align*}
\text{E}[\text{BN}(z^{(1)}_r) - \text{BN}(z^{(2)}_r)]
&= \text{E}[\text{BN}(z^{(1)}_r) - \text{BN}(z^{(2)}_r)] \\
&= \frac{\text{E}[\frac{z^{(1)}_r - z^{(2)}_r}{\sqrt{\text{Var}[z^{(1)}_r]}}]}{\sqrt{\text{Var}[z^{(3)}_r]}} \\
&= \frac{\text{E}[y^{(1)}_r - y^{(2)}_r]}{\sqrt{\text{Var}[z^{(3)}_r]}}.
\end{align*}
\]

It is a very small probability that \(\text{E}[y^{(1)}_r - y^{(2)}_r] = 0\), which means

\[
\text{E}[\text{BN}(z^{(1)}_r)] \neq \text{E}[\text{BN}(z^{(2)}_r)].
\]

Similarly, we can derive \(\text{E}[\text{BN}(z^{(1)}_r)] \neq \text{E}[\text{BN}(z^{(2)}_r)] \neq \text{E}[\text{BN}(z^{(3)}_r)]\), as illustrated in Fig. 4(a). Although these three
instances have same mapping, their statistical mean is inconsistent. This property is important for discriminative model since the difference in statistics may represent the different categories. But this distribution inconsistent problem is considered as the shortcoming of BN in style transfer task [31].

2) Inter-batch Inconsistency: Besides the inconsistent in single batch, the mapping inconsistent is existed between different batches. Replace $z^{(3)}$ in $Z^{(1)}$ with $z^{(4)}$, where

$$
\overline{z}^{(4)} = (W, V) \times \left( \frac{x^{(3)}}{\sqrt{\text{Var}[Z^{(2)}_r]}}, \frac{\text{Var}[Z^{(2)}_r]}{\sqrt{\text{Var}[Z^{(2)}_r]}} \right) = \overline{y}^{(3)} + \overline{a}^{(2)}. \tag{12}
$$

The new batch is $Z^{(2)} = (\overline{z}^{(1)}_r, \overline{z}^{(2)}_r, \overline{z}^{(4)}_r)$. Here, we use the statistical mean of the same mapping instances to represent the main characteristic of a specific mapping. In batch $Z^{(1)}$, the statistical mean of the mappings indicated by $c^{(1)}$ is $E[\text{BN}(Z^{(1)})] = 0$, but the mean indicated by $c^{(1)}$ in batch $Z^{(2)}$ is

$$
E[\text{BN}(z^{(1)}_r), \text{BN}(z^{(2)}_r)] = \frac{1}{2}E[\text{BN}(z^{(1)}_r)] + E[\text{BN}(z^{(2)}_r)]
$$

$$
= E[z^{(1)}_r] + E[z^{(2)}_r] - 2E[Z^{(2)}_r] = 0.
$$

(13)

In most case, $E[\text{BN}(z^{(3)}_r)] \neq 0$. We learn that the mean of same mapping is always inconsistent in different batches, which means the instance distribution is also inconsistent in the training stage, as shown in Fig. 3a,b. To address this, the uniform sampling of different mappings is required for each training minibatch, which is difficult when there are a lot of mappings.

Since the mapping inconsistency of BN, the network has to continuously adapt to a new distribution to distinguish different mapping in training stage. Therefore, the network will always experience covariate shift [29] and reduces the performance.

B. Impaired Diversity of Instance Normalization

The mapping inconsistency of BN is caused by normalizing the feature statistics of a minibatch, so instance normalization does not have this problem since it normalizes the feature statistics of an instance. But IN brings another problem called diversity elimination, like Fig. 3b(c).

Consider these two instances $z^{(3)}$ and $\overline{z}^{(4)}$. With the same input $x^{(3)}$, different mappings are indicated by $c^{(1)}$ and $c^{(2)}$. Since the latent code convolution output $\overline{o}^{(2)}_r$ is the constant channel, the diversity indicated by latent code will be eliminated after IN

$$
\text{IN}(z^{(3)}_r) - \text{IN}(z^{(4)}_r) = \frac{y^{(3)}_r + o^{(1)}_r - E[y^{(3)}_r] + o^{(1)}_r}{\sqrt{\text{Var}[y^{(3)}_r] + o^{(1)}_r}}
$$

$$
= \frac{y^{(3)}_r - E[y^{(3)}_r]}{\sqrt{\text{Var}[y^{(3)}_r]}} = 0,
$$

(14)

$\Rightarrow \text{IN}(z^{(3)}_r) = \text{IN}(z^{(4)}_r)$.

C. Consistency Within Diversity Criteria

With these potential problems, common LCI model is hard to learn the effective mapping indicated by latent code. Motivated, we argue that the feature statistics, especially the mean, represent the target mapping. Therefore, we propose two design criteria to help model multi-mapping. The basic goal is to reduce mapping inconsistency while maintaining diversity. We define the multi-mapping result as $\phi(\overline{x}, c)$, where $c$ is the original latent code.

1) Consistency criterion: To reduce mapping inconsistency, different $x^{(1)}$ and $x^{(2)}$ should produce consistent outputs when given same latent code $c$.

$$
E[\phi(\overline{x}^{(1)}, c)] = E[\phi(\overline{x}^{(2)}, c)]. \tag{15}
$$

It means that the statistical mean of the mapping function $\phi(\overline{x}, c)$ should not related to the input $\overline{x}$.

2) Diversity criterion: To maintain diversity, same input $\overline{x}$ should produce diversity outputs when given different $c^{(1)}$ and $c^{(2)}$. Therefore, the distribution mean of the outputs should not be identical:

$$
E[\phi(\overline{x}, c^{(1)})] \neq E[\phi(\overline{x}, c^{(2)})]. \tag{16}
$$

In other words, the statistical mean of the mapping function $\phi(\overline{x}, c)$ should related to the input $c$.

V. CENTRAL BIASING NORMALIZATION

A. Formulation

Here, we propose center biasing operation for common normalization to meets the design criteria and maintains the stable distribution after normalization. Specifically, we first eliminate the offset of feature maps to meet the consistency criterion and then append a bias to follow the diversity criterion. The central biasing normalization (CBN) can be represent as

$$
\text{CBN}(y_r, c) = \text{Norm}(y_r) - E[\text{Norm}(y_r)] + b_r(c), \tag{17}
$$

where

$$
b_r(c) := \tanh(f(c)). \tag{18}
$$

As shown in Eq[17], Norm(.) represents the common normalization. $b_r(c)$ is the bias for $r$-th output feature map, which is initialized simply by applying an affine transformation $f$.
is no constraint on the range of bias. To stabilize the output distribution after adding bias for nonlinear layer. But without any constraint, the feature shift of network by ensuring the input distribution is stable of normalization. To accelerate deep network training, the to the latent code. Use this initialized bias $f(c)$ also meet the design criteria, but we argue that violates the original intention of normalization. To accelerate deep network training, the normalization operation is applied to reduce internal covariate shift of network by ensuring the input distribution is stable for nonlinear layer. But without any constraint, the feature distribution after adding bias $f(c)$ is unknown since there is no constraint on the range of bias. To stabilize the output distribution, we append a $tanh$ function to constrain range of bias. The final bias for feature map is defined as $E[CBN(y_r, c)] = b_r(c)$, where $b_r(c) \in [-1, 1]$. With the scale and shift operation, the distribution after normalization is stable for the next layer.

### B. Proof

Without the central biasing, batch normalization does not meet the consistency criterion.

\[
E[BN(z_r)] = E \left[ \frac{z_r - E[Z_r]}{\sqrt{\text{Var}[Z_r]}} \right] = E \left[ \frac{z_r - E[Z_r]}{\sqrt{\text{Var}[Z_r]}} \right] = \frac{E[y_r + \alpha_r] - E[Y_r + \alpha_r]}{\sqrt{\text{Var}[Z_r]}},
\]

\[
= \frac{E[y_r] - E[Y_r]}{\sqrt{\text{Var}[Z_r]}} + \frac{E[\alpha_r] - E[\alpha_r]}{\sqrt{\text{Var}[Z_r]}}.
\]

From Eq. (19), we learn that the mean value after BN relates to the input $z$ and minibatch.

As for instance normalization, it violates the diversity criterion.

\[
E[IN(z_r)] = E \left[ \frac{z_r - E[Z_r]}{\sqrt{\text{Var}[Z_r]}} \right] = E \left[ \frac{z_r - E[Z_r]}{\sqrt{\text{Var}[Z_r]}} \right] = 0.
\]

After applying central biasing, these normalization operations will meet the design criteria.

\[
E[CBN(y_r, c)] = E[\text{Norm}(y_r) - E[\text{Norm}(y_r)] + b_r(c)]
\]

\[
= E[\text{Norm}(y_r)] - E[E[\text{Norm}(y_r)] + E[b_r(c)]
\]

\[
= E[b_r(c)].
\]

For specific normalizations BN and IN, CBN can be simplified as CBBN and CBIN respectively:

\[
\text{CBBN}(y_r, c) = \frac{y_r - E[y_r]}{\sqrt{\text{Var}[y_r]}} + b_r(c),
\]

\[
\text{CBIN}(y_r, c) = \frac{y_r - E[y_r]}{\sqrt{\text{Var}[y_r]}} + b_r(c).
\]

It should be noted that CBBN eliminates the instance mean $E[y_r]$ instead of batch mean $E[Y_r]$ and the output variance of distribution depend on the batch instead of instance like CBIN.

### VI. EXPERIMENTS

As mentioned in above sections, the multi-mapping tasks can be classified to multi-modal tasks and multi-domain tasks. We choose the state-of-the-art models of each task as our baselines. Specifically, we adopt BicycleGAN [9] for multimodal tasks and StarGAN [8] for multi-domain transform tasks.

#### A. Network Architecture

Instead of spatial replicating and concatenating into the inputs, we inject the latent code into the normalization layers by replacing traditional normalization with central biasing normalization, as shown in Fig. [5]. We adapt the common encoder-decoder architecture [3], [8], [22] to build the generator, which contains two stride-2 convolution layers for downsampling, six residual blocks [33] and two stride-2 transposed convolution layers for upsampling. The normalization layers in the down-sampling and residual blocks are replaced with central biasing normalization layers to build a multi-mapping generator, which we refer to as central biasing generator (CBG). The network architecture is shown in Table [1].

#### TABLE I

| Convolution | Norm  | Activation | Output Size |
|-------------|-------|------------|-------------|
| 64 $\times$ 7 $\times$ 7 Conv S1 P3 | CBN | ReLU | 64 $\times$ H $\times$ W |
| 128 $\times$ 4 $\times$ 4 Conv S1 P1 | CBN | ReLU | 128 $\times$ $\frac{H}{2}$ $\times$ $\frac{W}{2}$ |
| 256 $\times$ 4 $\times$ 4 Conv S1 P1 | CBN | ReLU | 256 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 256 $\times$ 3 $\times$ 3 Res S1 P1 | CBN | ReLU | 256 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 256 $\times$ 3 $\times$ 3 Res S1 P1 | CBN | ReLU | 256 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 256 $\times$ 3 $\times$ 3 Res S1 P1 | CBN | ReLU | 256 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 256 $\times$ 3 $\times$ 3 Res S1 P1 | CBN | ReLU | 256 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 128 $\times$ 4 $\times$ 4 TrConv S2 P1 | BN/IN | ReLU | 128 $\times$ $\frac{H}{2}$ $\times$ $\frac{W}{2}$ |
| 64 $\times$ 4 $\times$ 4 TrConv S2 P1 | BN/IN | ReLU | 64 $\times$ $\frac{H}{4}$ $\times$ $\frac{W}{4}$ |
| 3 $\times$ 7 $\times$ 7 TrConv S1 P3 | / | Tanh | 3 $\times$ H $\times$ W |
Fig. 6. Facial attribute transfer results. The first column shows the input image, next three columns show the single attribute transform results, and the rest of columns show the multi-attribute transfer results. H: Hair color, G: Gender, A: Aged.

| Method  | Hair color | Gender | Aged | Average |
|---------|------------|--------|------|---------|
| BN+RP   | 70.90      | 61.16  | 61.57| 64.54  |
| StarGAN | 81.93      | 68.00  | 63.21| 71.05  |
| Ours    | 81.93      | 68.00  | 63.21| 71.05  |
| IN+RP   | 33.33      | 50.00  | 50.00| 44.44  |
| StarGAN | 96.46      | 88.55  | 86.05| 90.36  |
| Ours    | 96.46      | 88.55  | 86.05| 90.36  |
| BN+ZP   | 84.25      | 79.53  | 66.09| 76.62  |
| StarGAN | 95.74      | 90.20  | 86.11| 90.68  |
| Ours    | 88.63      | 76.32  | 67.76| 77.57  |
| IN+ZP   | 95.74      | 88.38  | 86.05| 90.68  |
| StarGAN | 1.106      | 1.318  | 1.212| 1.212  |
| Ours    | 95.74      | 88.38  | 86.05| 90.68  |
| Real images | 91.56    | 97.25  | 88.74| 92.52  |

**TABLE II**

The classification accuracy for facial attribute transfer results.

| Method  | edge→photo | label→photo | Average |
|---------|------------|-------------|---------|
| BN+RP   | 96.79      | 95.99      | 96.44  |
| BicycleGAN | 0.867     | 1.499      | 1.183  |
| Ours    | 0.867      | 1.499      | 1.183  |
| IN+RP   | 1.025      | 1.027      | 1.026  |
| BicycleGAN | 1.652     | 1.417      | 1.538  |
| Ours    | 1.652      | 1.417      | 1.538  |
| BN+ZP   | 0.492      | 1.281      | 0.888  |
| BicycleGAN | 0.754     | 1.641      | 1.198  |
| Ours    | 0.754      | 1.641      | 1.198  |
| IN+ZP   | 1.106      | 1.318      | 1.212  |
| BicycleGAN | 1.637     | 1.562      | 1.599  |
| Ours    | 1.637      | 1.562      | 1.599  |
| Real images | 3.481     | 3.233      | 3.357  |
B. Multi-domain Translation

1) Dataset: Facial attribute transfer is a typical multi-domain translation problem. We randomly select 2,000 images from 202,599 face images in CelebA dataset [34] of celebrities as test set and remain the rest of images for training set. Then we crop the images to 178×178, and resize them to 128×128. Seven facial attributes are selected to training the multi-domain transform models: hair color (black, blond, brown), gender (male/female), and age (young/old).

2) Baseline: To model multi-domain mappings with a single model, StarGAN introduces the auxiliary classifier [23] for the discriminator. Since StarGAN use the attribute label as the latent code \( c \), the latent space is discrete and the state of \( c \) is limited.

3) Metric: To judge the specific domains image translation capabilities, we compare the classification accuracy of facial attributes on synthesized images. We use the ResNet-18 [33] which is pre-trained on the ImageNet dataset [35], and fine-tuned it for multi-label classification on the CelebA dataset (10-fold cross validation in training set). We use the same training set for each image translation models and translate all possible combinations (12 domain of facial attributes) from the unseen test images.

C. Multi-modal Translation

1) Datasets: We perform the evaluate on several multi-model translation tasks, including Edges2Photos [36], [37], labels2Photos [38], night2day [39]. We resize all of the images to 128×128.
2) **Baseline:** To model a distribution of possible outputs in a conditional generative modeling setting, BicycleGAN combines the VAE-GAN [24] and LR-GAN [12], [25], [26] objectives for encouraging a bijective mapping between the latent and output spaces. Since BicycleGAN use the encoder with a Gaussian assumption to extract the latent code $c$, the latent space is continuous and the state of $c$ is varied.

3) **Metric:** We compare the diversity of different models by computing averaged perceptual distance in feature space. As suggested in [9], we use the cosine similarity (CosSim) to evaluate the distance in the feature space of VGG-16 network [40] pre-trained in ImageNet. We average across spatial dimensions and sum across the five convolution layers preceding the pool layers. As in Zhu et al. [9], the perceptual distance is defined as $(5.0 - \sum_{i=1}^{5} \text{CosSim}_i)$. The larger the perceptual distance, the greater the difference between two images. To evaluate the diversity of different models, we randomly sample an input image and use a pair of random latent code to generate images. Then we compute the average distance between 2,000 pairs of generated images.

### D. Verification of Potential Problems

As discussed in Sec. IV, existing latent code injection model has some potential problems when modeling multi-mapping. But in the existing works [8], [9], why do similar convolution pipeline with instance normalization can still work? The reason is that these networks introduce zero-padding (ZP) before the convolution operation, which aims to control the spatial size of the output volume. After zero-padding, the latent code channel of the input volume is no longer a constant plane but has a circle of zero boundaries. Through convolutional operation, the latent code convolution output $c_{v}$ in Eq. 4 is not the constant channel. The convolution activation boundaries give the possible of the feature maps to keep diversity in non-boundary areas after instance normalization. However, such problems still exist if we equip the zero-padding or use other padding strategy, such as reflection-padding (RP). To validate the problems, we replace ZP with RP in StarGAN and BicycleGAN during the following experiments.

1) **Impaired Consistency of BN:** To verify the mapping inconsistency of batch normalization, we replace the original generator with the proposed CBG model under the settings of CBBN. The qualitative comparison results are shown in Fig. 6. To quantitative analysis the model performance, we test the diversity and classification error of these models, as shown in Table II, III. We got the quantitative results that comply with qualitative performance. Both the latent code injection models produce realistic outputs but lose output diversity. Conversely, CBG presents various outputs while maintaining realistic. The main difference between LCI models and CBG is the mean of feature maps after normalization. The mapping inconsistency of BN seriously affects the performance of the network. During training time, the network can hardly learn the effective mapping since the feature mean of same mapping is always changing. After correcting the inconsistency, CBG effectively learn the mapping indicated by the latent code.

2) **Impaired Diversity of IN:** In order to explore the mapping elimination of instance normalization, we equip the instance normalization in BicycleGAN and StarGAN. Meanwhile, we use CBG as a comparison under the CBIN settings. We employ the original implementation of BicycleGAN with the UNet generator [41] which does not equip normalization in the first convolution layer. Since the effect of latent code is eliminated after IN, StarGAN fails to perform domain translation as shown in Fig. 6. Without normalization of the first convolution, BicycleGAN can retain the diversity indicated by latent code, as shown in Fig. 7. But the visual quality is not very satisfactory. It suggests that discarding normalization is not a good idea to retain diversity in the deep network. Under the similar settings, CBG shows more satisfactory results.

### E. Discussion

1) **Role of Padding:** To verify the role of padding strategy for multi-mapping model, we compared the performance of models under different padding settings. As the qualitative results in Fig. 6, 7 we can observe that ZP mode is better than RP mode for traditional LCI. The observation is also faithfully shown on quantitative analysis. Let us revisit the padding strategy shown in Fig. 5. As discussed in the previous sections, latent code just provides a constant offset in RP mode. So the mapping inconsistency and mapping elimination problems still
exist. For ZP mode, the convolution of latent code provides the feature map that contains non-constant boundaries and constant center region. Therefore, the network has the ability to control the distribution of feature for different mappings after normalization. Since the feature mean is normalized to zero after IN, the LCI model with ZP against our diversity criteria on the surface. But apart from the non-constant boundaries, the feature map of latent code is also to provide a constant offset. We think the key to distinguish different mappings is also the mean in non-boundary feature region.

After testing the StarGAN under the settings of IN+ZP, we found the feature mean and target mapping are strongly related. We first sample the feature maps $\mathcal{F}$ which are the normalization output with latent code injection convolution operation. In the test images with 12 conversions, the feature mean is calculated without considering boundary area affected by padding operation. We use principal component analysis (PCA) to reduce the dimension of the statistical mean channels (64 to 6). After performing k-means ($k=12$) clustering in the low dimensional data, we found that each cluster represents a kind of mapping. We reduce the data dimension to 2 using PCA for visualization, as shown in Fig. 9. This phenomenon implies zero padding of LCI model help the model to perform multi-mapping by control the distribution of feature. The role of ZP in traditional LCI is similar to central biasing normalization. Since there is no need to optimize redundant parameters of $V$ in Eq. 3, CBG is more straightforward and effective to control the mappings and get better results.

2) CBBN and CBIN: In our design criteria, we assume the crucial statistics of multi-mapping model is the mean of feature maps. There is no constraint on the other statistical property, such as variance. Actually, the difference between CBBN and CBIN is the feature variance of same mapping. After CBBN, the statistical variance of feature in the same mapping is not identical since it uses the variance of the batch. After CBIN, the statistical variance of feature is normalized to 1 since it uses the variance of instance. According to the results in above sections, we can learn that CBIN always outperform CBBN. It means a stable data distribution is essential for the network to learn the mapping.

3) Effects of Latent Code Length: As in Zhu et al. [9], we explore the effect of latent code length on model performance. Under varying number of dimensions of latent codes {2, 8, 128, 256}, we test the default BicycleGAN, which uses IN and ZP, and CBG with similar settings. Similar the results of Zhu et al. [9], a high-dimensional latent code can potentially encode more information for image generation at the cost of making sampling quite difficult. CBG shows stable performance when the dimension of latent code is enough, as shown in Fig. 10. In addition, CBG is low cost for increasing the dimension of latent code. Table IV shows the generator parameter number compared with BicycleGAN and CBG. Due to replication of latent code in LCI model, the convolutional parameters for latent code (convolution matrix $V$ in Eq. 3) are redundant. For a fair comparison, we just use the suggested latent code dimension 8 [9] in other experiments.

4) Translation Consistency: Besides the diversity of different mappings, the consistency of same mappings should be considered for multi-mapping model. For multi-domain translation task, it can use the domain classification accuracy to as metric, as shown in Table II. For multi-modal translation task, we use the latent code encoded by ground truth to indicated the image generation, and calculate the reconstruction loss to measure the consistency of model. Table V shows that CBG
consistency is better than LCI model in most case. More CBG consistency results are shown in Fig. [11]

VII. CONCLUSIONS
In this paper, we revisit the latent code injection in multi-mapping convolution neural network to show the role of latent code. By derivation, we find common normalization is not suitable for multi-mapping tasks. Therefore, we present the diversity and consistency criterion as guides to designing the multi-mapping model. Specifically, we propose the central biasing normalization to replace LCI for meeting the design criteria. We apply our method to multi-domain and multi-modal tasks and show it is effectively in different tasks.
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