Estimation of Mean Population in Small Area with Spatial Best Linear Unbiased Prediction Method
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Abstract. Survey is aimed at estimating population parameters such as the total as well as the mean of an area with a large sample size. One approach in estimating population parameters are obtained through direct estimation methods. However, there is a problem when the direct estimation is used for a small area, which will cause a large standard error. This problem was addressed by developing a method of parameter estimation known as the Small Area Estimation (SAE) method. In this paper, we will describe the procedure to find the mean population estimate in a small area using Spatial Best Linear Unbiased Prediction (Spatial BLUP) method that follows Simultaneously Autoregressive (SAR) model. In general, this procedure begins with the definition of an area-level model. Then, the area-level model is expanded by the addition of spatial effect into the random effects of the area. In the end, the spatial model of the area level is used as the basis for estimating the mean population in small areas.

1. Introduction

Surveys are an important part of the data. Survey implementation is aimed at estimating population parameters. The results of this survey can be used to obtain a reliable estimate of the total as well as the mean population value of an object with a large sample size. The object used as a population is called a domain (area).

One approach to estimating population value parameters is based on the application of design-based models such as simple random sampling, stratified random sampling, etc. where the estimators generated through this approach are called direct estimation. Direct estimation is a method of estimation in an area based on information of sample data from that area. However, there are problems where such direct estimates are used for an area with a small sample size, which will lead to a large standard error (Ghosh & Rao, 1994). An area is regarded as “small” if the area-specific sample is not large enough to support direct estimates of adequate precision (Rao, 2003). Or in other words, a small area can be expressed as an area with a small sample size. We use the term small area to denote any area for which direct estimates of adequate precision cannot be produced.

In addition to causing a large standard error, Rao (2003) also adds that direct estimation methods cannot be performed on non-selected areas as samples, in the absence of data that can be used to make the estimation. These problems were addressed by developing a method of parameter estimation known as the Small Area Estimation (SAE) method. According to Rao (2003), the SAE method can be defined as a method for estimating population parameters in a relatively small area of the survey.
sampling by utilizing information from outside the area in the form of other information from a similar area, from within the area itself in the form of a previous survey in the same area, and from outside the survey in the form of supporting variables related to the variable to be expected. Chand & Alexander (1995) also mentioned that the SAE procedure essentially harnesses the power of the surrounding area information and data sources outside of the area whose statistical value is to be obtained through the establishment of appropriate models to improve the effectiveness of the sample size. This statement means that using a small sample size can get a good estimator. The estimation of the parameters and their inferences by using such additional information is called indirect estimation. Indirect estimation is a method of estimating population parameters in an area by involving additional information from within the area of concern, other areas, or other surveys (Rao, 2003).

There are two basic assumptions in the development of a model for the estimation of small areas, namely that the variability within the observed small area of the variable can be explained by the corresponding variability relationships in the supplemental information called fixed effects. Another assumption is that the small area-specific variability cannot be explained by additional information and is a small area random effect. The combined two assumptions form a linear mixed model.

Fay & Herriot (1979) is the first researcher to develop SAE based on a mixed linear model. This model came to be known as the Fay-Herriot model and became the basis in SAE which assumed that the random effects of the areas are independent. But in some cases, these assumptions are often violated. General, the variance of an area is affected by the surrounding area so that spatial effect can be incorporated into random effects. Spatial effect is common between one area and another, or it can be said that one area affects the other. Moreover, there is no reason to exclude the assumption that the random effect between the neighboring areas are correlated, and that correlation decays to zero as distance increases. Based on this, spatial information can be used in the SAE model. By incorporating the effect of spatial dependence into the random effects of the area, SAE will be obtained by considering the effect of spatial dependence across areas (Asfar, 2016).

One method in SAE is the best linear unbiased prediction method (BLUP). The BLUP estimator taking into account the random effects of spatially dependent areas is known as the spatial best linear unbiased prediction (Spatial BLUP). Researchers have previously mentioned that the use of spatial information can minimize variance.

The paper is organized as it follows. The spatial model of the area level is described in Section 2. In Section 2 discussed: small area model, area-level model, Fay-Herriot model, SAR model, and the spatial model of the area level. Section 3 discusses the BLUP method, and Section 4 shows the Spatial BLUP estimator. The conclusion can be found in Section 5.

2. The spatial model of the area level
In this section, we will first discuss the understanding of the area-level model that is the basis of the models to be discussed in this paper. Furthermore, the area-level model is expanded with the addition of spatial effects to the random effects of the area. Finally, the mean population parameter in a small area is presumably using the Spatial Best Linear Unbiased Prediction (Spatial BLUP) method.

2.1. Small area model
Small-area estimation models are classified into two types: the area-level model and the unit-level model (Rao, 2003). Area-level model is used if the auxiliary data corresponding to observed variable data is not available at the unit level of observation, whereas unit-level model is used if the auxiliary data corresponding to observed variable data is available up to the unit level of observation.

2.1.1. Area-level model. Area-level model is models based on the availability of the auxiliary data that exist only for a given area level. The auxiliary variable is a collection of variables that contain information from each unit of population and not a variable of concern. If the auxiliary variables are included in the model, it can increase the information in predicting the parameters in the SAE (Small Area Estimation) method, so that the resulting estimates will be better. A critical assumption for area-
level models, we assume the absence of informative sampling of the areas in situations where only some of the areas are selected to the sample, that is, the sample area value (the direct estimates) obey the assumed population model (Rao, 2003).

Suppose a population of U is divided into the M area, where there is only a m ≤ M area that allows surveying and obtains an auxiliary variables \( x_i = (x_{i1}, x_{i2}, ..., x_{ip})^T \) which is the auxiliary variables of the i-th area. If the parameter to be expected \( \theta_i \) (\( \theta_i \) represents the parameter of the i-th area) to know its value, then the area-level model assumes that \( \theta_i \) will be interconnected with the auxiliary variables \( x_i \) through the following model:

\[
\theta_i = x_i^T \beta + b_i v_i, \quad i = 1, 2, ..., m
\]

Where \( \beta \) is the \( p \times 1 \) vector of regression coefficients, \( b_i \) is the weight of the random effects for the i-th area, \( m \) is the number of small areas, and \( v_i \) is the random effects of the area in the i-th area with assumption \( v_i \sim i.i.d N(0, \sigma_v^2) \).

From now on, the model of equation (1) is referred to as the **linking model** between parameter \( \theta_i \) and the auxiliary variables \( x_i \). Availability of good auxiliary data and determination of suitable linking models are crucial to the formation of indirect estimators.

The assumption in making the conclusions about the population based on the model in equation (1) is the availability of direct estimator \( \hat{\theta}_i \) and can be written as follows:

\[
\hat{\theta}_i = \theta_i + e_i, \quad i = 1, 2, ..., m
\]

Where \( e_i \) is the independent sampling error in the i-th area with assumption \( e_i | \theta_i \sim \text{i.i.d } N(0, \psi_i) \). From now on, the model of equation (2) is referred to as the **sampling model** showing the relationship between direct observation of \( \theta_i \) and parameter \( \hat{\theta}_i \).

Equations (1) and (2) can be combined so that the model is obtained:

\[
\hat{\theta}_i = x_i^T \beta + b_i v_i + e_i, \quad i = 1, 2, ..., m
\]

With the additional assumption that \( v_i \) and \( e_i \) are independent. From now on, the model of equation (3) is referred to as the **area-level model**.

### 2.2 Fay-Herriot Model

Research on SAE was first performed by Fay and Herriot (1979) i.e., by estimating the per capita income of a small area based on US Census Bureau survey data. This model is then known as the Fay-Herriot model, where in this model the weight of random effect between areas \( b_i \) is assumed to have the same effect, that is value \( b_i = 1 \) in equation (3).

Similar to the area-level model in SAE, the Fay-Herriot model consists of two components, the linking model (1) and the sampling model (2) where the sampling error variance \( \psi_i \) in the sampling model is assumed to be known. Through this definition, the Fay-Herriot model is defined as follows:

\[
\hat{\theta}_i = x_i^T \beta + v_i + e_i, \quad i = 1, 2, ..., m
\]

Where assumptions on the linking model and sampling model are maintained in the Fay-Herriot model. In this paper, the model in equation (4) is used as the basis of the area-level model.

The effect of random area \( v_i \) on equation (4) is still assumed to be independent between areas. In fact, the spatial relationship between small areas becomes an interesting thing to observe. Therefore, in this paper will be discussed further about the expansion of \( v_i \) as a random effect area that is no longer independent but has a spatial dependence.

### 2.3. SAR Model

In fact, it is reasonable to say that there is a dependency between the adjacent area and the dependence will decrease as the distance between the areas increases. Inter-area spatial dependence needs to be explained through a model known as spatial modeling. In this paper, the spatial model that focuses on this paper is the **simultaneous autoregressive model** (SAR model).
The SAR model was introduced by Anselin in 1992 where the vector of random effects of area \( \mathbf{v} \) is defined as follows:

\[
\mathbf{v} = (\mathbf{I} - \rho \mathbf{W})^{-1}\mathbf{u}
\]

Where \( \mathbf{v} \) is the \( m \times 1 \) vector of dependent random variables according to an SAR error process with mean \( \mathbf{0} \) and variance-covariance matrix \( \mathbf{G} = \sigma_u^2 (\mathbf{I} - \rho \mathbf{W})(\mathbf{I} - \rho \mathbf{W}^T)^{-1} \). In this matrix, \( \rho \) is the spatial autoregressive coefficient, \( \mathbf{W} \) is the \( m \times m \) proximity matrix, \( \mathbf{I} \) is a \( m \times m \) identity matrix, and \( \mathbf{u} \) is the \( m \times 1 \) vector of independent error term with zero mean and constant variance \( \sigma_u^2 \).

A variance-covariance matrix \( \mathbf{G} \) can be derived directly with some matrix manipulation:

\[
\mathbf{G} = E[\mathbf{v}\mathbf{v}^T] = E[(\mathbf{I} - \rho \mathbf{W})^{-1}\mathbf{u}\mathbf{u}^T((\mathbf{I} - \rho \mathbf{W})^{-1})^T]
\]

\[
= (\mathbf{I} - \rho \mathbf{W})^{-1}E[\mathbf{u}\mathbf{u}^T](\mathbf{I} - \rho \mathbf{W})^{-1}
\]

\[
= (\mathbf{I} - \rho \mathbf{W})^{-1}\sigma_u^2(\mathbf{I} - \rho \mathbf{W})^{-1}
\]

\[
= \sigma_u^2((\mathbf{I} - \rho \mathbf{W})(\mathbf{I} - \rho \mathbf{W}^T))^{-1}
\]

The spatial autoregressive coefficient \( \rho \) in equation (6) defines the strength of the spatial relationship among the random effects associated with neighboring areas. The value of \( \rho \) ranges from -1 to 1. The value of \( \rho > 0 \) indicates that an area with a high parameter value tends to be surrounded by another area with a high parameter value and vice versa. On the other hand, the value of \( \rho < 0 \) indicates that an area with a high parameter value is surrounded by another area with a low parameter value or vice versa.

The proximity matrix \( \mathbf{W} \) is an significant component in spatial data modeling in which the data contain spatial dependence. This matrix declares neighboring structures of small areas (such as correlation, distance, threshold, etc.). A general proximity matrix spatial weight matrix can be defined by a symmetric binary contiguity matrix, which can be generated from topological information provided by the geographical information system (GIS) based on adjacency criteria: the element of the proximity matrix \( w_{ij} \) is one if area \( i \) is adjacent to area \( j \), and zero otherwise.

### 2.4. The spatial model of the area level

This section will explain the extension of the area-level model with the addition of spatial random effects.

The SAR model (5) is associated with the parameter you want to know \( \theta_i \) through the linking model, in the form of a matrix can be written as follows:

\[
\theta = \mathbf{X}\beta + \mathbf{Z}(\mathbf{I} - \rho \mathbf{W})^{-1}\mathbf{u}
\]

Where \( \mathbf{X} \) is the \( m \times p \) matrix of the area specific auxiliary covariates \( \mathbf{x}_i = (x_{i1}, x_{i2}, ..., x_{ip})^T \), \( \beta \) is the \( p \times 1 \) vector of regression coefficients, \( \mathbf{Z} \) is a \( m \times m \) matrix of known positive constant, and \( \mathbf{v} = (\mathbf{I} - \rho \mathbf{W})^{-1}\mathbf{u} \) is the \( m \times 1 \) vector of dependent random variables according to an SAR error process with mean \( \mathbf{0} \) and variance-covariance matrix \( \mathbf{G} = \sigma_u^2(\mathbf{I} - \rho \mathbf{W})(\mathbf{I} - \rho \mathbf{W}^T))^{-1} \). Moreover, it assumes that direct estimators \( \hat{\theta}_i \) are available and follow the following sampling model:

\[
\hat{\theta} = \theta + \mathbf{e}
\]

Where \( \mathbf{e} \) represents the \( m \times 1 \) matrix of independent sampling errors with mean \( \mathbf{0} \) and known \( m \times m \) variance matrix \( \text{diag}(\psi_i) \). Combining (7) and (8), with \( \mathbf{e} \) independent of \( \mathbf{v} \), the resulting model is:

\[
\hat{\theta} = \mathbf{X}\beta + \mathbf{Z}(\mathbf{I} - \rho \mathbf{W})^{-1}\mathbf{u} + \mathbf{e}
\]

Where \( m \times m \) variance-covariance matrix for \( \mathbf{v} \) and \( \mathbf{e} \), respectively, as follows:

\[
\mathbf{G} = \sigma_u^2((\mathbf{I} - \rho \mathbf{W})(\mathbf{I} - \rho \mathbf{W}^T))^{-1}
\]
and

\[ R = \text{diag}(\psi_i). \]  

Then, the covariance matrix of studied variable is:

\[ V = R + ZGZ^T = \text{diag}(\psi_i) + Z\sigma^2_i [(1 - \rho W)(I - \rho W^T)]^{-1} Z^T. \]  

The model in equation (9) is then later used in this paper as the spatial Fay-Herriot model.

3. Best linear unbiased prediction (BLUP) method

In the previous section, we have introduced a small area model that can be viewed as a special case of a general mixed linear model involving both fixed and random effects. In fact, small area parameters can be written as linear combinations of fixed effects and random effects. One of the interesting properties of a mixed linear model is its ability to estimate linear combinations of fixed effects and random effects. One method for estimating parameters based on a linear mixed model has been developed by Henderson (1975), the Best Linear Unbiased Prediction (BLUP) method.

The BLUP estimator minimizes the Mean Square Error (MSE) among the class of linear unbiased estimators and do not depend on the normality of the random effects. But, they depend on the variances (and covariances) of random effects which can be estimated. Maximum likelihood method can be used to estimate the variance and covariance components, assuming normality. Using these estimated components in the BLUP estimator, we obtain a two-stage estimator which is referred to as empirical BLUP or EBLUP estimator (Harville, 1991).

The BLUP context is the following mixed linear model:

\[ \tilde{\theta} = X\beta + Zv + e \]  

where \( \tilde{\theta} \) is a vector of \( n \) observable random variables, \( \beta \) is the vector of \( p \) unknown parameters having fixed values (fixed effects), \( X \) and \( Z \) are known matrices, and \( v \) and \( e \) are vectors of \( q \) and \( n \), respectively, unobservable random variables (random effects) such that \( E(v) = 0, E(e) = 0 \), and

\[ \text{Var} \begin{bmatrix} v \\ e \end{bmatrix} = \begin{bmatrix} G & 0 \\ 0 & R \end{bmatrix} \sigma^2 \]  

where \( G \) and \( R \) are known positive definite matrices, and \( \sigma^2 \) is a positive constant.

In the BLUP estimator, \textit{best} states that the resulting estimates have a minimum MSE value in other unbiased estimators, \textit{linear} states that the resulting estimator is a linear function of the data \( \tilde{\theta} \), and \textit{unbiased} states that the expected value of the estimate is equal to the value of the parameter.

Mathematically, the BLUP estimates \( \hat{\beta} \) of \( \beta \) and \( \hat{\psi} \) of \( \psi \) are defined as solutions to the following simultaneous equations which were given by Henderson (1950) and is known as the Henderson linear mixed model. The Henderson linear mixed model is used to find \( \hat{\beta} \) and \( \hat{\psi} \). Here is the Henderson linear mixed model:

\[ X^T R^{-1} X \beta + X^T R^{-1} Z v = X^T R^{-1} \tilde{\theta} \]  

\[ Z^T R^{-1} X \beta + (Z^T R^{-1} Z + G^{-1}) v = Z^T R^{-1} \tilde{\theta} \]  

the details of the calculation are reported in Appendix A.

3.1. Estimator for \( \beta \)

First, there will be an elimination of \( v \) between equation (15) and equation (16). To do this, multiply equation (16) with \( X^T R^{-1} Z (Z^T R^{-1} Z + G^{-1})^{-1} \) and perform a subtraction operation. The following results are obtained:

\[ X^T R^{-1} \beta - X^T R^{-1} Z (Z^T R^{-1} Z + G^{-1})^{-1} Z^T R^{-1} \beta = \]  

\[ X^T R^{-1} \tilde{\theta} - X^T R^{-1} Z (Z^T R^{-1} Z + G^{-1})^{-1} Z^T R^{-1} \tilde{\theta}. \]  

Now using a matrix identity which is commonly used in this subject area:

\[ V^{-1} := (ZGZ^T + R)^{-1} = R^{-1} - R^{-1} Z (Z^T R^{-1} Z + G^{-1})^{-1} Z^T R^{-1} \]
Based on the model of equation (9) and the predicted result in Section 3, it is substituted by the

\[ X^T R^{-1} X \beta - X^T (R^{-1} - V^{-1}) X \beta = X^T R^{-1} \bar{\theta} - X^T (R^{-1} - V^{-1}) \bar{\theta} \]

or can be written as:

\[ X^T V^{-1} X \beta = X^T V^{-1} \bar{\theta}. \]

So that the BLUP estimator for \( \beta \) is:

\[ \hat{\beta} = (X^T V^{-1} X)^{-1} X^T V^{-1} \bar{\theta}. \]  \hspace{1cm} (19)

3.2. Estimator for \( \nu \)

Based on equation (16), where there is no fixed effect, the estimator for random effects is given as follows:

\[ Z^T R^{-1} X \beta + (Z^T R^{-1} Z + G^{-1}) \nu = Z^T R^{-1} \bar{\theta} \]

or can be written as:

\[ \nu = (Z^T R^{-1} Z + G^{-1})^{-1} Z^T R^{-1} (\bar{\theta} - X \beta) \]  \hspace{1cm} (20)

Now using a matrix identity which is commonly used in this subject area:

\[ G Z^T V^{-1} = (Z^T R^{-1} Z + G^{-1})^{-1} Z^T R^{-1} \]

gives

\[ \hat{\nu} = G Z^T V^{-1} (\bar{\theta} - X \beta). \]  \hspace{1cm} (22)

If \( \beta \) in equation (22) is substituted by \( \hat{\beta} \), then the estimator for \( \nu \) is the BLUP estimator. So that the BLUP estimator for \( \nu \) is:

\[ \hat{\nu} = G Z^T V^{-1} (\bar{\theta} - X \hat{\beta}). \]  \hspace{1cm} (23)

Then, the results of these two BLUP estimators will be used on the Fay-Herriot spatial model that has been defined earlier in this paper.

4. Implementation of BLUP method in the spatial model of the area level

Based on the model of equation (9) and the predicted result in Section 3, it is substituted by the covariance matrix (12) on the resultant estimator. The Spatial Best Linear Unbiased Predictor (Spatial BLUP) estimator of \( \theta_i \) is:

\[ \hat{\theta}_i = (\sigma_u^2, \rho) = x_i \hat{\beta} \]

\[ + b_i^T \left[ \sigma_u^2 \left[ (1 - \rho W)(1 - \rho W^T) \right]^{-1} \right] Z^T \left[ \text{diag}(\psi_i) \right] \]

\[ + Z \sigma_u^2 \left[ (1 - \rho W)(1 - \rho W^T) \right]^{-1} Z^T \bar{\theta} - X \hat{\beta} \]  \hspace{1cm} (24)

where \( \hat{\beta} = (X^T V^{-1} X)^{-1} X^T V^{-1} \bar{\theta} \) and \( b_i^T \) is \( 1 \times m \) vector \((0,0,...,0,1,0,...,0)\) with 1 referred to \( i \)-th area. Spatial BLUP will be the same value as BLUP under the model of random effect area when \( \rho = 0 \) (Pratesi & Salvati, 2005).

In this paper, the estimator in equation (24) is the mean population parameter estimator in a small area of the spatial Fay-Herriot model based on the BLUP method.

5. Final Remark

Our result shows that the Spatial BLUP estimator obtained concerning spatial dependence across areas, where the use of the available spatial auxiliary information can reduce both the bias and the sampling error in small area estimation. Moreover, give additional help in borrowing strength from the related area in the estimation of small area parameters.

However, the SBLUP estimator is still dependent on the component of the variance of the random area error \( \sigma_u^2 \) and spatial autoregressive coefficient \( \rho \) whose value is predictable.

Next step is to explore what happens when random area effects follow a conditional autoregressive (CAR) process or when the Fay-Herriot model with correlated sampling errors.
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Appendix A
It is assumed that \( v \) and \( e \) are normally distributed, and will maximize the joint probability density function (pdf) of \( \bar{\theta} \) (which depends on \( \beta \) and \( v \)) and \( v \).

Noted that
\[
E(v) = 0 \\
\text{Var}(v) = G\sigma^2
\]
and
\[
E(\bar{\theta}|\beta, v) = E(X\beta + Zv + e|\beta, v) = X\beta + Zv \\
\text{Var}(\bar{\theta}|\beta, v) = \text{Var}(X\beta + Zv + e|\beta, v) = R\sigma^2.
\]

Based on the multivariate normal distribution, pdf for \( v \) and \( \bar{\theta}|(\beta, v) \), respectively is:
\[
f(v) = \frac{1}{\sqrt{(2\pi)^n|G\sigma^2|^2}} \exp\left[-\frac{1}{2} \left( v^T(G\sigma^2)^{-1}v \right) \right]
\]
\[
= \frac{1}{\sqrt{(2\pi)^q(\sigma^2)q^2|G|^2}} \exp\left[-\frac{1}{2\sigma^2} (v^T(G)^{-1}v) \right]
\]
\[
= \frac{1}{(2\pi\sigma^2)^{q^2}G^2} \exp\left[-\frac{1}{2\sigma^2} (v^T(G)^{-1}v) \right] \quad (A.1)
\]

and
\[
f(\bar{\theta}|\beta, v) = \frac{1}{(2\pi\sigma^2)^{n^2}R^2} \exp\left[-\frac{1}{2\sigma^2} (\bar{\theta} - X\beta - Zv)^T(R)^{-1}(\bar{\theta} - X\beta - Zv) \right] \quad (A.2)
\]

Furthermore, with the additional assumption that \( v \) and \( \bar{\theta}|(\beta, v) \) are independent, then joint pdf for \( v \) dan \( \bar{\theta}|(\beta, v) \) is
\[
(2\pi\sigma^2)^{-\frac{n-1}{2}} \left( \det\left( \begin{array}{cc} G & 0 \\ 0 & R \end{array} \right) \right)^{-\frac{1}{2}} \exp\left[-\frac{1}{2\sigma^2} \left( \bar{\theta} - X\beta - Zv \right)^T \left( \begin{array}{cc} G & 0 \\ 0 & R \end{array} \right)^{-1} \left( \bar{\theta} - X\beta - Zv \right) \right] \quad (A.3)
\]

To maximize the joint pdf respect to \( \beta \) and \( v \), that is by minimizing
\[
\min_{\beta, v} v^T G^{-1}v + (\bar{\theta} - X\beta - Zv)^T R^{-1} (\bar{\theta} - X\beta - Zv) \quad (A.4)
\]

In the end, will be minimized \( v^T G^{-1}v + (\bar{\theta} - X\beta - Zv)^T R^{-1} (\bar{\theta} - X\beta - Zv) \) by doing the derivative of \( \beta \) and \( v \) then equating the derived result with zero in such a way as to obtain:
\[
-2\bar{\theta}^T R^{-1}X + 2v^T Z^T R^{-1}X + 2\beta^T X^T R^{-1}X = 0 \quad (A.5)
\]
\[
-2\bar{\theta}^T R^{-1}Z + 2\beta^T X^T R^{-1}Z + 2v^T (Z^T R^{-1}Z + G^{-1}) = 0 \quad (A.6)
\]
or can be written as follows:
\[
X^T R^{-1}X\beta + X^T R^{-1}Zv = X^T R^{-1} \bar{\theta} \quad (A.7)
\]
\[
Z^T R^{-1}X\beta + (Z^T R^{-1}Z + G^{-1})v = Z^T R^{-1} \bar{\theta} \quad (A.8)
\]
where the last two equations are referred to as Henderson's linear mixed model.
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