Feedback From Facial Expressions Contribute to Slow Learning Rate in an Iowa Gambling Task
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Facial expressions of emotion can convey information about the world and disambiguate elements of the environment, thus providing direction to other people’s behavior. However, the functions of facial expressions from the perspective of learning patterns over time remain elusive. This study investigated how the feedback of facial expressions influences learning tasks in a context of ambiguity using the Iowa Gambling Task. The results revealed that the learning rate for facial expression feedback was slower in the middle of the learning period than it was for symbolic feedback. No difference was observed in deck selection or computational model parameters between the conditions, and no correlation was observed between task indicators and the results of depressive questionnaires.
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INTRODUCTION

Our daily interactions are often ambiguous, and facial expressions of emotion can help disambiguate social situations by providing social information (Van Kleef, 2009, 2017). According to the theory of affective pragmatics, an emotional expression can incorporate communicative moves, namely, the things we do as we express emotions, and communicative effects, namely, the things we do by expressing emotions in nonverbal modules (Scarantino, 2019). For example, we can consider that a facial expression of fear can lead others to believe in a warning of danger and lead them to engage in safer behavior (Reed and DeScioli, 2017a). Likewise, facial expressions of sadness elevate the credibility of a loss message, which can lead observers to seek to aid an expresser if the loss remains uncertain (Reed and DeScioli, 2017b). Duchenne smiling, which includes eye constriction, also increases the credibility of a speaker’s words for directing auditors’ actions (Reed et al., 2018). In other words, facial expressions related to emotional meaning can establish the credibility of certain facts and convey information that is capable of directing other people’s behavior.

Work investigating the functions of emotional expressions has focused on two expressions in particular: happiness and anger. Previous studies have indicated that facial expressions of happiness signal greater acceptance and induce affiliation in observers, while expressions of anger signal greater rejection and induce avoidance in observers (Kraut and Johnston, 1979; Gottman and Levenson, 2002; Fischer and Roseman, 2007; Stins et al., 2011; Heerdink et al., 2015; Namba et al., 2020; Perusquia-Hernández, 2020). However, little work has investigated the functions of facial expressions in relation to learning patterns over time. Lin et al. (2012) used reward-learning tasks using facial expression and monetary feedback and found that the anatomical substrates of the two...
overlapped, while learning performance was slightly slower in the context of feedback from facial expression. Thompson and Westwater (2017) found no difference between facial expression and monetary feedback in the performance of the Go/No-Go learning task that aimed at determining the ability of an individual to inhibit a response that is considered as an inappropriate and orthogonalized action and an outcome valence. Moreover, Case and Olino (2020) developed and used learning tasks that use reward/punishment feedback to investigate the difference between monetary and facial expression feedbacks; however, they were unable to ascertain the main effect of this difference.

There may be little or no difference in learning performance between social and monetary feedback; however, it remains elusive whether facial expression can contribute to the credibility of feedback for learning over time. In our daily lives, there are at least two types of feedback that use facial expressions: one type is the case where a facial expression itself is a reward/punishment and the other one is the case where a facial expression facilitates the function of a reward/punishment. Previous studies have dealt with the former case (e.g., Lin et al., 2012; Thompson and Westwater, 2017; Case and Olino, 2020), but none of the studies have investigated the latter case. For examples of facial expressions facilitating the reward/punishment feedback, children might receive rewards in the form of candy from their parents, and that reward might come with a smile. When the director of a department scolds a member of the department, he may also frown at the same time, resulting in an emphasis on the normative message being delivered. Children could perceive candy with a smile as a stronger reward, while a member of the department could perceive a rebuke with a frown as a stronger punishment. Facial expressions can affect the interpretation of verbal statements (Krumhuber and Manstead, 2009). Therefore, a facial expression can influence the function of feedback, such as a reward/punishment, and it is important to provide evidence regarding the function of facial expressions in feedback.

In relation to learning in decision-making situations, several laboratory studies have used the Iowa Gambling Task (IGT) to proxy real-life decision-making under conditions of ambiguity (Bechara et al., 1994). With IGT, participants are required to choose four decks that will receive feedback in the form of either a reward or punishment and aim to get the reward as much as possible. Some decks will tend to reward the player more often than other decks (advantageous decks and disadvantageous ones) and therefore the performance of a player can be computed based on the number of advantageous decks that participants select. The prevailing interpretation of IGT data has been that healthy participants first explore different decks and then exploit the most profitable deck. It has been assumed that the lack of somatic responses when selecting disadvantageous decks leads to various clinical and neurological problems (Bechara et al., 1994; Must et al., 2006; Agay et al., 2010).

However, Steingroever et al. (2013) analyzed eight IGT data sets (N = 479), and their findings revealed that healthy participants do not demonstrate a systematic decrease in the number of switches across trials. These findings led to another issue, which is whether components can work well in an IGT that approximates real-life reward learning under the conditions of ambiguity. The type of feedback appears to be one of the components that induce different IGT performances. Although previous studies that used several reward-learning tasks found little difference between facial expressions and monetary feedback, none investigated whether facial expressions can facilitate the function of reward/punishment in learning tasks. It is expected that learning can be promoted by adding feedback in the form of facial expressions in addition to the normal monetary feedback that is always provided.

The depressive symptom can also be related to IGT performances. Must et al. (2013) found that the performance of depressed persons on various decision-making tasks, including IGT, was impaired. More interestingly, Case and Olino (2020) found that in social IGT, which uses facial expression feedback instead of monetary feedback, participants in depressive symptoms played less from advantageous decks over time. Therefore, when exploring the feedback-facilitation effect of facial expressions, it is important to add a variable of depressive symptoms.

To gain further insight that is beyond the constraints of the rough interpretation of behavior, a computational approach would also work well. It is well known that computational models provide a means of decomposing performance and determining the parameters associated with fine-grained sources for behavioral patterns (Worthy et al., 2013). For instance, in the IGT, if a participant selects a disadvantageous deck, there may be several reasons for this: they may be insensitive to loss, they may have failed to learn the contingencies; they may be more inconsistent with their choices (Ahn et al., 2016). Chan et al. (2014) used computational modeling and found that the anorexia group in their study showed challenges to their learning or memory regarding their behavioral history. Ahn et al. (2014) also showed that heroin users displayed insensitivity to losses. Therefore, the computational model can be an informative approach to produce a finer-grained understanding of the performance of learning tasks.

In sum, this study aimed to investigate whether learning can be promoted by adding feedback in the form of facial expressions in addition to the normal monetary feedback given in IGT. To ascertain the effect of facial expression feedback, the researchers added a control condition that included feedback in the form of symbols (o and x). In Japan, o has been conventionally used as a feedback for positive or correct evaluation, while x has been used as a feedback for negative or incorrect evaluation. These two conditions have a common similarity—they provide information and monetary feedback. The difference between the two is the type of signal, that is, facial expressions or symbols. Additionally, this study also aims to confirm the differences in the effect of depressive symptoms regarding learning rate between the two feedback conditions. It also examines the behavioral indices using a computational approach and attempts to provide more detailed insight from the aforementioned results.

This study investigated the first hypothesis that facial expression feedback facilitates learning more than symbolic feedback. If many emotional expressions were selected as component parts of fully fledged adaptive action (Darwin, 1872),
it can be predicted that social feedback (by means of facial expressions) contributes to the credibility of monetary feedback and promotes learning. The second hypothesis was that there is an interaction effect between feedback condition and depression on the learning rate of IGT. Therefore, a decrease in performance with increasing depression can be observed when feedback is in the facial expression condition. This hypothesis is consistent with Case and Olino (2020) findings. The final hypothesis is that the computational parameters of the behavioral data can provide fine-grained understanding of the results. To ascertain this, this study exploratively investigates the statistical model that fits and explains the data. However, the Outcome-Representation Learning model (ORL) model, which assumes that the expected value and win frequency for each deck are tracked separately, has been proposed as the best model at present (Haines et al., 2018). Therefore, the ORL model would fit the data better than other reinforcement learning models. There will be differences in the learning rate derived from the computational model between feedback conditions because facial expression feedback is expected to facilitate reward/punishment learning.

MATERIALS AND METHODS

Participants

Data were collected from 57 undergraduate students (33 female, 24 male; \(M_{\text{age}} = 19.60, \text{SD} = 0.49, \text{and range} = 19–20\)). They participated on a voluntary basis. All participants were native Japanese speakers with normal or corrected-to-normal vision. Written informed consent was obtained from each participant before the study, in line with a protocol approved by the Ethical Committee of the Graduate School of Education, Hiroshima University. The sample size was chosen based on previous review of IGT using healthy participants (Steingroever et al., 2013). The average number of participants used in the 39 studies was approximately 37 (range = 10–141; see Table 2 in Steingroever et al., 2013), and the number of participants in this study was 1.5 times this average, which can be considered as sufficient.

Iowa Gambling Task

This study used the standard computerized version of the IGT developed by PsychoPy2 (Peirce et al., 2019). Table 1 indicates the payoff of the IGT. In this task, participants were instructed to pick up one card from an array of four decks (A, B, C, and D), and were informed that their task was to maximize gain over 100 trials. As Table 1 indicates, the first two decks (A and B) could be considered disadvantageous, while the latter two decks (C and D) could be considered advantageous. The most appropriate choice for the participants was to avoid selecting from the disadvantageous deck and increase selection from the advantageous deck as far as possible through 100 trials. Using the standard IGT, this study added the feedbacks. When presenting feedback, one group obtained feedback in the form of facial expressions, and the other obtained feedback in the form of symbols. If the total amount of money that participants received was positive, a smile or \(\circ\) was presented, and if it was negative, an angry face or \(\times\) was presented. The avatar expressions were generated using FaceGen Software. These avatars were used with all parameters (e.g., gender and racial group) set to the average. Figure 1 shows an example of the experimental situations in the two conditions of IGT. For the purposes of transparency of the study and open science, all experimental codes were uploaded to OSF1.

Self-Report Questionnaire

This study applied two questionnaires, the Center for Epidemiological Studies Depression Scale (CES-D; Radloff, 1977) and the Short Intolerance of Uncertainty Scale (SIUS). The CES-D was developed to measure the degree of the depressive tendency, and the Japanese version was validated by Shima et al. (1985). This scale includes 20 items on a 4-point scale, ranging from 0 (rarely or not at all) to 3 (most or all of the time) over the time period of the previous week. The SIUS was developed to measure the tendency to perceive uncertainty as threatening, regardless of the true probability of the threat (Carleton et al., 2007). This scale consisted of 12 items presented on a 5-point scale, from 1 (not at all characteristic of me) to 5 (entirely characteristic of me). Takebayashi et al. (2012) also created the Japanese version and validated it. In this study, the average score of the items for the CES-D was 1.26 (SD = 0.54), and the average score of items for SIUS was 3.32 (SD = 0.65). The SIUS metrics were measured for another relevant research project on IGT and, the results were therefore not reported using this questionnaire.

Procedures

After they had provided written informed consent, all participants performed the IGT. Participants were randomly assigned to one of two groups: feedback with facial expressions \((N = 29, 16 \text{ female}, 13 \text{ male}; M_{\text{age}} = 19.52, \text{and SD} = 0.51)\) and feedback with symbols conditions \((N = 28, 17 \text{ female}, 11 \text{ male}; M_{\text{age}} = 19.68, \text{and SD} = 0.48)\). The latter condition was regarded as the control condition. This assignment was performed in a random manner. The participants received the standard instruction for IGT, and not for the feedback conditions (facial expressions and symbols). Before performing the main IGT, the participants were asked to imagine or assume that the money they were set to receive was real money. Next, we assessed participants’ self-reported depressive tendency, using the Japanese version of CES-D (Cronbach’s \(\alpha = 0.88)\) and the

---

1https://osf.io/utgeh/?view_only=3b4ebfc226514e438fa843dceb6b004b9

### Table 1 | Payoff distribution of the Iowa Gambling Task.

| Deck | A      | B      | C      | D      |
|------|--------|--------|--------|--------|
| Gain from each trial ($) | 1.00   | 1.00   | 0.50   | 0.50   |
| Loss amount(s) in each set of 10 trials | −1.50  | −12.50 | −0.25  | −2.50  |
|      | −2.00  | −0.50  |        |        |
|      | −2.50  | −0.50  |        |        |
|      | −3.00  | −0.50  |        |        |
|      | −3.50  | −0.75  |        |        |
FIGURE 1 | Example feedback condition in the Iowa Gambling Task. The upper panel shows social feedback, whereas the lower panel shows symbolic feedback.

Japanese version of the SIUS (Cronbach’s $\alpha = 0.80$) to assess the tendency to perceive uncertainty.

**Computational Model**

This study tried to fit three models: the Prospect Valence Learning model with the delta rule (PVL-delta; Ahn et al., 2008), the Value-Plus-Perseverance model (VPP; Worthy et al., 2013), and the ORL (Haines et al., 2018). The PVL-delta model used a Rescorla–Wagner updating equation (Rescorla and Wagner, 1972) and provided four parameters. The learning-rate parameter ($0 < A < 1$) was used to weight recent outcomes for updating the expected value. The shape parameter ($0 < \alpha < 2$) determined the shape of the utility function, and the loss aversion parameter ($0 < \lambda < 10$) represented the control of the effect of losses relative to gains. The high and low consistency parameters ($0 < \delta < 5$) represented more deterministic or more random choices. In addition to all of the parameters of PVL-delta, the VPP model included an additional four parameters. The perseverance decay parameter ($0 < k < 1$) indicates how much the perseverance strength of all decks is discounted on each trial. The perseverance gain ($-\infty < \epsilon_p < \infty$) and loss ($-\infty < \epsilon_n < \infty$) impact parameters show how the perseverance value changes after wins and losses, respectively. The reinforcement-learning weight parameter ($0 < \omega < 1$) was weighted to the reinforcement learning versus the perseverance term. For the ORL model, two learning-rate parameters were used for reward ($0 < A_{rew} < 1$) and punishment ($0 < A_{pun} < 1$) outcomes. Both parameters were used to update expectations after reward and punishment outcomes. The ORL model was also used to describe win frequency for each deck, and the decay parameter ($0 < K < 5$) indicated how far players forgot their own deck selection. The frequency weight parameters ($-\infty < \beta_F < \infty$) showed the frequency of preference for a given deck, and the perseverance weight parameters ($-\infty < \beta_P < \infty$) controlled whether to switch or stay with recently chosen decks.

Prospect Valence Learning-delta is the simplest reinforcement learning model, and VPP is a PVL-delta model that includes a top-down strategy that is a win–stay lose–shift. ORL is presumed to be a model that includes an index of win frequency in addition to the reinforcement learning model. The order of complexity based on the number of parameters is PVL-delta (4), ORL (5), and VPP (8). The more complex the model, the better it fits and the more likely it is to over-fit the data. Because of its complexity, the parameters reflected in each model do not necessarily explain the same variance, even with the same name. Based on previous studies (e.g., Haines et al., 2018), ORL has been considered as the best model using comprehensive results, such as fitting, simulation, and parameter recovery.

The analyses were performed in R (3.6.1, R Core Team, 2019) using the hbayesDM package (Ahn et al., 2017). The
details of the used models have been described online\(^2\). The model computation given above was set as the default in the hbayesDM package. The value of Rhat for all parameters equaled 1.0, indicating convergence across the four chains.

**Statistical Analysis**

To compare the feedback conditions, we used the regression model dropping intercept covariance, where the number of advantageous deck selections every 20 trials were predicted variables, and the feedback condition and standardized CES-D score and their interactions were predictors. It had been expected that there would be an interaction effect between the number of trials and the feedback condition. More precisely, the number of advantageous deck selections would be facilitated in a facial expression feedback condition. Additionally, the current study evaluated the interaction between feedback, number of trials, and CES-D. According to Case and Olino (2020), depressive symptoms reduce the learning rate in the facial expression feedback.

Next, we checked the results of the computational model and confirmed model fit for each social and symbolic feedback condition by comparing widely applicable information criterion (WAIC; Watanabe, 2010). Following this, the parameters were compared according to the differences in the posterior distribution between conditions. Finally, we created a correlation matrix between the simple IGT indicators “frequencies of each deck,” measured depressive symptoms with questionnaires, and derived each parameter from computational models. All analyses were performed using R statistical software, version 3.6.1 (R Core Team, 2019), alongside the “brms,” “corrr,” and “tidyverse” packages (Bürkner, 2017; Wickham et al., 2019; Kuhn et al., 2020).

**RESULTS**

To check the effect of other variables, such as gender and age, we used the regression model dropping intercept covariance, where the number of advantageous deck selections for every 20 trials were predicted variables and the participants’ gender and standardized age were predictors. We controlled all p-values by a false discovery rate using the Benjamini–Hochberg procedure (Benjamini and Hochberg, 1995). Table 2 shows the results of this regression. Because the male participants showed more selection of advantageous decks than their female counterparts (β = 1.45, t = 2.05, and p = 0.06), the main analysis included gender predictors for the control variable. Additionally, the number of advantageous decks selected in the last 20 trials increased compared to the first 20 trials (β = 1.79, t = 3.30, and p = 0.003). Therefore, IGT learning can be interpreted as successful to some extent. As for this significant effect, the post-hoc sensitivity power analysis using the simr package (Green and MacLeod, 2016) indicated that this sample size was sufficient to detect a regression coefficient for the last 20 trials, with a significance level of α = 0.05 and 70% power. There were no effects for depression, condition, or their interactions.

A comparison of WAIC between computational models indicated that the ORL model is the best fit to the data (WAICs for social feedback: PVL-delta = 7,222, VPP = 6,613, and PPL = 6,325).

Table 3 shows the main results using the regression model that included gender as a control variable. All the p-values were adjusted by the false discovery rate using the Benjamini–Hochberg procedure. We checked the differences in the feedback conditions. Compared to the first 0–20 trials, the learning rate under the face feedback condition was slower in the central 41–60 trials (Figure 2; β = −2.68, t = 2.46, and p = 0.05). For this effect, the post-hoc sensitivity power analysis indicated that this sample size was sufficient to detect a regression coefficient for the last 20 trials, with a significance level of α = 0.05 and 70% power. There were no effects for depression, condition, or their interactions.

---

\(^2\)https://github.com/CCS-Lab/hBayesDM/tree/develop/commons/stan_files
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**Table 2** | Estimated parameters using the regression model.

| Parameter | Mean | t value | p value |
|-----------|------|---------|---------|
| 0–20 (Intercept) | 7.76 | 13.52 | > 0.001 |
| 21–40 | 1.04 | 1.91 | 0.07 |
| 41–60 | 1.83 | 3.36 | > 0.003 |
| 61–80 | 1.56 | 2.88 | > 0.008 |
| 81–100 | 1.79 | 3.30 | > 0.003 |
| Age | −0.02 | 0.05 | 0.96 |
| Gender | 1.45 | 2.04 | 0.06 |

**Table 3** | Estimated parameters using the regression model.

| Parameter | Mean | t value | p value |
|-----------|------|---------|---------|
| 0–20 (Intercept) | 7.22 | 9.50 | > 0.001 |
| 21–40 | 1.69 | 2.22 | 0.08 |
| 41–60 | 3.14 | 4.12 | > 0.001 |
| 61–80 | 2.35 | 3.08 | > 0.001 |
| 81–100 | 2.41 | 3.17 | > 0.001 |
| Feedback (FB) | 1.12 | 1.14 | 0.31 |
| CES-D | −0.28 | 0.62 | 0.54 |
| Gender | 1.44 | 2.00 | 0.12 |
| 21–40*FB | −1.34 | 1.23 | 0.31 |
| 41–60*FB | −2.68 | 2.46 | 0.05 |
| 61–80*FB | −1.60 | 1.47 | 0.27 |
| 81–100*FB | −1.27 | 1.17 | 0.31 |
| 0–20*FB*CES-D | 1.36 | 1.47 | 0.27 |
| 21–40*FB*CES-D | 0.69 | 0.75 | 0.51 |
| 41–60*FB*CES-D | 0.65 | 0.71 | 0.51 |
| 61–80*FB*CES-D | 1.19 | 1.28 | 0.31 |
| 81–100*FB*CES-D | 1.31 | 1.42 | 0.27 |

**Random effect** | Variance

| Participants | 5.31 |
| Residual | 8.39 |
| Conditional \(R^2\) | 0.43 |

---
expressions affect performance in the IGT. As expressions in learning patterns over time, namely whether facial expressions have a communicative effect. This study investigated the communicative effects of facial expressions using an alternative reward to money in the IGT. For example, participants in this study may not have been able to use the IGT as an economic game, but when money was targeted, those effects disappeared. Monetary feedback and a similar framework may make participants more self-centered and less sensitive to social information, such as facial expressions. Thus, future studies need to deepen the understanding of communication effects through facial expressions using an alternative reward to money, such as candy.

As is indicated in Figure 2, there is a difference in advantageous deck selection between the first 20 and the last 20 trials, but the learning rate was not as good as that found in previous studies (e.g., Drost et al., 2014). It should be noted, however, that Steingroever and others (2013) used data from many experiments and found that healthy participants might not prefer decks with infrequent losses, which is inconsistent with previous findings using the IGT (Bechara et al., 1994), there might be several reasons why the learning rate is not high in this study. For example, participants in this study may have been incentivized to learn because they had no actual compensation or rewards. Although there were instructions to assume that the money in the task was real money, it should be acknowledged that the participants’ learning performance would be associated with depressive symptoms. Further, it can be assumed that depressive symptoms are involved in IGT performance. Must et al. (2013) indicated that depressed persons tended to behave in a more self-focused way, resulting in impaired social decision-making. Case and Olimo (2020) found that participants who had high depressive symptoms showed selection of the advantageous decks. However, further, the effect of feedback on learning was stronger in the symbolic feedback than in the facial expression condition, which caused the difference observed in this study. This result also corresponds with that of Lin et al. (2012). The facial expression may be ambiguous and thus less able to enhance monetary feedback in the learning task. Moreover, we found that our data could be fitted into the ORL model as normal IGT data (Haines et al., 2018); however, there was no difference between the two conditions in terms of deck frequency or the computational parameters derived from the ORL model. One of the reasons for the current result is that IGT generally uses monetary feedback. Wang et al. (2018) found that emotional expressions influence the behavior of the observer when candy is used as feedback in an economic game, but when money is targeted, those effects disappear. Monetary feedback and a similar framework may make participants more self-centered and less sensitive to social information, such as facial expressions. Thus, future studies need to deepen the understanding of communication effects through facial expressions using an alternative reward to money, such as candy.

DISCUSSION

This study investigated the communicative effects of facial expressions in learning patterns over time, namely whether facial expressions affect performance in the IGT. As Figure 2 indicates, the learning rate for the case of facial expression feedback was slow. This result was not consistent with the hypothesis that feedback of facial expressions contributes to the credibility of monetary feedback in the IGT and promotes learning. We also found no significant correlations between IGT performance and feedback condition.

According to the theory of affective pragmatics (Scarantino, 2019), facial expressions carry natural information about an emotion, and smiles or frowns and happiness or anger are statistically and probabilistically correlated. Thus, facial expressions do not necessarily indicate a unified meaning. For instance, a smile can be considered as a rewarding smile as well as a dominant smile (Martin et al., 2021), a smile of pain (Kunz et al., 2013), or a distress smile (Singh and Manjaly, 2021). Conversely, as a positive or correct feedback can be expected to be relatively definitive than a smile, and the relationship it shows between the meaning and the form can be interpreted as being more certain than that in the case of facial expression. Therefore, the effect of feedback on learning was stronger in the symbolic feedback than in the facial expression condition, which caused the difference observed in this study. This result also corresponds with that of Lin et al. (2012). The facial expression may be ambiguous and thus less able to enhance monetary feedback in the learning task. Moreover, we found that our data could be fitted into the ORL model as normal IGT data (Haines et al., 2018); however, there was no difference between the two conditions in terms of deck frequency or the computational parameters derived from the ORL model. One of the reasons for the current result is that IGT generally uses monetary feedback. Wang et al. (2018) found that emotional expressions influence the behavior of the observer when candy is used as feedback in an economic game, but when money is targeted, those effects disappear. Monetary feedback and a similar framework may make participants more self-centered and less sensitive to social information, such as facial expressions. Thus, future studies need to deepen the understanding of communication effects through facial expressions using an alternative reward to money, such as candy.

As is indicated in Figure 2, there is a difference in advantageous deck selection between the first 20 and the last 20 trials, but the learning rate was not as good as that found in previous studies (e.g., Drost et al., 2014). It should be noted, however, that Steingroever and others (2013) used data from many experiments and found that healthy participants might not prefer decks with infrequent losses, which is inconsistent with previous findings using the IGT (Bechara et al., 1994), there might be several reasons why the learning rate is not high in this study. For example, participants in this study may have been incentivized to learn because they had no actual compensation or rewards. Although there were instructions to assume that the money in the task was real money, it should be acknowledged that the participants’ learning performance would be associated with their real reward.

Further, it can be assumed that depressive symptoms are involved in IGT performance. Must et al. (2013) indicated that depressed persons tended to behave in a more self-focused way, resulting in impaired social decision-making. Case and Olimo (2020) found that participants who had high depressive symptoms showed selection of the advantageous decks. However,
this study did not support that result, as shown in Figure 3. It is necessary to continue to investigate the IGT by examining the other individual differences. Furthermore, it is possible that the scale responses given after the IGT task might have an effect of the task performance on the subsequent scale response. Therefore, it is recommended that future studies apply counterbalancing for the order of tasks and scales.

This study has provided new evidence for the communicative effect of facial expressions in learning patterns over time, but it had several limitations. The first limitation was the number and nature of the participants. Although the post-hoc sensitivity analysis showed adequate power, observed power calculations are not good strategy as Green and MacLeod (2016) suggest. Future studies should employ a large sample size using the strict power simulation. Additionally, because the participants in the study were only undergraduate students and their socio-economic parameters were not measured, it is unclear how far generalization to other groups is appropriate.

The second limitation is that no instruction, on both facial expression and symbolic feedbacks, was provided in this study. Therefore, it is possible that these additional feedbacks may have simply divided the participants’ attention. In fact, a comparison of the differences in the number of advantageous deck choices between the last 20 and first 20 trials for the open data (N = 504; Steingroever et al., 2015) and current data shows that open data are more successful in learning (open data: Mean = 3.55, SD = 6.05; this paper: Mean = 1.79, SD = 4.59). Consequently, future studies should make instruction about facial expression feedbacks more explicit. For example, they should present the sequence of both monetary feedbacks and facilitation feedbacks, such as facial expressions, in a sequential manner to not distract attention by the simultaneous presentation of both money and facial expression. For the improvement of future research and open science, the program code has been made public online (see text footnote 1).

Finally, this study used avatar facial expressions, but a previous study showed that processes underlying the perception of virtual versus real emotional faces might differ (Philip et al., 2018). Therefore, evidence using realistic facial expressions should also be obtained. Moreover, there was no quantitative evaluation of how the facial expressions applied in the current study were perceived by the participants. The authenticity of facial expressions has been found to vary depending on the morphology of facial movements (Ambadar et al., 2009; Perusquia-Hernández et al., 2019). The current study created expressions depending on FaceGen. Therefore, future studies should investigate how facial expressions unfold as feedback of learning over the time.

In the use of additional feedback of facial expressions on the IGT, the learning rate was slow around the middle of learning, relative to symbolic feedback. However, no other significant differences were seen in this study in relation to the parameters of computational models or to depressive symptoms as measured by the questionnaires. Taking a close look at an experimental design, such as attention control in which facial movements compose
facial stimuli, can enrich future knowledge for communicative effects of facial expressions.

**DATA AVAILABILITY STATEMENT**

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found below: https://osf.io/utgeh/?view_only=3b4ebfc226514e438fa843de6b004b9.

**ETHICS STATEMENT**

The studies involving human participants were reviewed and approved by The Ethical Committee of the Graduate School of Education, Hiroshima University. The patients/participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individual(s) for the publication of any potentially identifiable images or data included in this article.

**AUTHOR CONTRIBUTIONS**

The author confirms being the sole contributor of this work and has approved it for publication.

**FUNDING**

This research was supported by the Japanese Grant-in-Aid for Scientific Research-KAKENHI (19K23364 and 20K14256).

**REFERENCES**

Agay, N., Yechiam, E., Carmel, Z., and Levkovitz, Y. (2010). Non-specific effects of methylphenidate (Ritalin) on cognitive ability and decision-making of ADHD and healthy adults. *Psychopharmacology* 210, 511–519. doi: 10.1007/s00213-010-1853-4

Ahn, W. Y., Busseymery, J. R., Wagemakers, E. J., and Stout, J. C. (2008). Comparison of decision learning models using the generalization criterion method. *Cogn. Sci. 32*, 1376–1402. doi: 10.1037/e060210802352992

Ahn, W. Y., Dai, J., Vassileva, J., Busseymery, J. R., and Stout, J. C. (2016). Computational modeling for addiction medicine: from cognitive models to clinical applications. *Prog. Brain Res.* 224, 53–65. doi: 10.1016/bpsb.2015.07.032

Ahn, W. Y., Haines, N., and Zhang, L. (2017). Revealing neurocomputational mechanisms of reinforcement learning and decision-making with the hBayesDM package. *Comput. Psychiatr.* 1, 24–57. doi: 10.1162/CPYS_a_00002

Ahn, W. Y., Vassileva, G., Lee, S. H., Buseymery, J. R., Kruschke, J. K., Bechara, A., et al. (2014). Decision-making in stimulant and opiate addicts in protracted abstinence: evidence from computational modeling with pure users. *Front. Psychol*. 5:849. doi: 10.3389/fpsyg.2014.00849

Ambadar, Z., Cohn, J. F., and Reed, L. I. (2009). All smiles are not created equal: morphology and timing of smiles perceived as amused, polite, and embarrassed/nervous. *J. Nonverbal Behav.* 33, 17–34. doi: 10.1007/s10919-008-0059-5

Bechara, A., Damasio, A. R., Damasio, H., and Anderson, S. W. (1994). Insensitivity to future consequences following damage to human prefrontal cortex. *Cognition* 50, 7–15. doi: 10.1016/0010-0277(94)90018-3

Benjamini, Y., and Hochberg, Y. (1995). Controlling the false discovery rate: a practical and powerful approach to multiple testing. *J. R. Stat. Soc. B.* 57, 289–300. doi: 10.1111/j.1259-144x.1995.tb00321.x

Bürkner, P. C. (2017). brms: an R package for Bayesian multilevel models using Stan. *J. Stat. Softw.* 80, 1–28. doi: 10.18637/jss.v080.i01

Carleton, R. N., Norton, M. P. J., and Asmundson, G. J. (2007). Fearing the

**J. Behav. Ther. Exp. Psychiatry** 45, 74–80. doi: 10.1016/j.jbtep.2013.08.001

Fischer, A. H., and Roseman, I. J. (2007). Beat them or ban them: the characteristics and social functions of anger and contempt. *J. Pers. Soc. Psychol.* 93, 103–115. doi: 10.1037/0027-1354.93.1.103

Gottman, J. M., and Levenson, R. W. (2002). A two-factor model for predicting when a couple will divorce: exploratory analyses using 14-year longitudinal data. *Fam. Process.* 41, 83–96. doi: 10.1111/j.1545-5300.2002.40102000083.x

Green, P., and MacLeod, C. J. (2016). SIMR: an R package for power analysis of generalized linear mixed models by simulation. *Methods Ecol. Evol.* 7, 493–498. doi: 10.1111/2041-210X.12504

Haines, N., Vassileva, J., and Ahn, W. Y. (2018). The outcome—representation learning model: a novel reinforcement learning model of the Iowa gambling task. *Cogn. Sci.* 42, 2534–2561. doi: 10.1111/cogs.12688

Heerdink, M. W., van Kleef, G. A., Homan, A. C., and Fischer, A. H. (2015). Emotional expressions as social signals of rejection and acceptance: evidence from the affect misattribution paradigm. *J. Exp. Soc. Psychol.* 56, 60–68. doi: 10.1016/j.jesp.2014.09.004

Kraut, R. E., and Johnston, R. E. (1979). Social and emotional messages of smiling: an ethological approach. *J. Pers. Soc. Psychol.* 37, 1539–1553. doi: 10.1037/0022-3514.37.9.1539

Krumhuber, E., and Manstead, A. S. (2009). Are you joking? The moderating role of smiles in the perception of verbal statements. *Cogn. Emot.* 23, 1504–1515. doi: 10.1080/02699930802431726

Kuhn, M., Jackson, S., and Cimentada, J. (2020). *corr: Correlations in R Package Version 0.4.3*. Available online at: https://CRAN.R-project.org/package=corr

(accessed June 22, 2021).

Kunz, M., Prakachin, K., and Lautenbacher, S. (2013). Smiling in pain: explorations of its social motives. *Pain Res. Treat.* 2013:128093. doi: 10.1155/2013/128093

Lin, A., Adolphs, R., and Rangel, A. (2012). Social and monetary reward learning engage overlapping neural substrates. *Soc. Cogn. Affect. Neurosci.* 7, 274–281. doi: 10.1093/scan/nst006

Martin, J. D., Wood, A., Cox, W. T., Sievert, S., Nowak, R., Gilboa-Schechtman, E., et al. (2021). Evidence for distinct facial signals of reward, affiliation, and dominance from both perception and production tasks. *Affect. Sci.* 2, 14–30. doi: 10.1007/s42761-020-00024-8

Must, A., Horvath, S., Nemeth, V. L., and Janka, Z. (2013). The Iowa gambling task in depression—what have we learned about sub-optimal decision-making strategies? *Front. Psychol.* 4:732. doi: 10.3389/fpsyg.2013.00732

Namba, S., Rychlowska, M., Orlowska, A., Aviezer, H., and Krumhuber, E. G. (2020). Social context and culture influence judgments of non-Duchenne smiles. *J. Cult. Cogn. Sci.* 4, 309–321. doi: 10.1007/s41809-020-0066-1
Peirce, J., Gray, J. R., Simpson, S., MacAskill, M., Höchenberger, R., Sogo, H., et al. (2019). PsychoPy2: experiments in behavior made easy. *Behav. Res. Methods* 51, 195–203. doi: 10.3758/s13428-018-11193-y

Perusquia-Hernández, M. (2020). *Are People Happy When They Smile? Affective Assessments Based on Automatic Smile Genuineness Identification*. Available online at: https://psyarxiv.com/bwctp/ (accessed March 17, 2021).

Perusquia-Hernández, M., Ayabe-Kanamura, S., and Suzuki, K. (2019). Human perception and biosignal-based identification of posed and spontaneous smiles. *PLoS One* 14:e0226328. doi: 10.1371/journal.pone.0226328

Philip, L., Martin, J. C., and Clavel, C. (2018). Rapid facial reactions in response to emotional faces modulate whole-body approach–avoidance behaviors. *Exp. Brain Res.* 221, 603–611. doi: 10.1007/s00221-011-2767-z

Takebayashi, Y., Sasagawa, S., Sugiu, Y., and Sakano, Y. (2012). Development and validation of the Japanese version of the short intolerance of uncertainty scale. *Jpn. J. Cognit. Ther.* 5, 179–187.

Thompson, J. C., and Westwater, M. L. (2017). Alpha EEG power reflects the suppression of Pavlovian bias during social reinforcement learning. *bioRxiv* [Preprint] doi: 10.1101/153668 153668

Van Kleef, G. A. (2009). How emotions regulate social life: the emotions as social information (EASI) model. *Curr. Dir. Psychol. Sci.* 18, 184–188. doi: 10.1111/j.1474-7049.2009.01633.x

Van Kleef, G. A. (2017). The social effects of emotions are functionally equivalent across expressive modalities. *Psychol. Inq.* 28, 211–216. doi: 10.1080/1047840X.2017.1338102

Wang, X., Krumhuber, E. G., and Gratch, J. (2018). The interpersonal effects of smiles in money versus candy games. *J. Exp. Soc. Psychol.* 79, 315–327. doi: 10.1016/j.jesp.2018.08.014

Watanabe, S. (2010). Asymptotic equivalence of Bayes cross validation and widely applicable information criterion in singular learning theory. *J. Mach. Learn. Res.* 11, 3571–3594.

Wickham, H., Averick, M., Bryan, J., Chang, W., McGowan, L. D. A., François, R., et al. (2019). Welcome to the Tidyverse. *J. Open Source Softw.* 4:1686. doi: 10.21105/joss.01686

Worthy, D. A., Pang, B., and Byrne, K. A. (2013). Decomposing the roles of perseveration and expected value representation in models of the Iowa gambling task. *Front. Psychol.* 4:640. doi: 10.3389/fpsyg.2013.00640

**Conflict of Interest:** The author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher’s Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

*Copyright © 2021 Namba. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.*