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**Abstract**

This paper proposes an efficient supervised contrastive learning framework, called **Self-Contrastive (SelfCon) learning**, that self-contrasts within multiple outputs from the different levels of a multi-exit network. SelfCon learning with a single-view does not require additional augmented samples, which resolves the concerns of multi-viewed batch (e.g., high computational cost and generalization error). Unlike the previous works based on the mutual information (MI) between the multi-views in unsupervised learning, we prove the MI bound for SelfCon loss in a supervised and single-viewed framework. We also empirically analyze that the success of SelfCon learning is related to the regularization effect from the single-view and sub-network. For ImageNet, SelfCon with a single-viewed batch improves accuracy by +0.3% with 67% memory and 45% time of Supervised Contrastive (SupCon) learning, and a simple ensemble of multi-exit outputs boost performance up to +1.4%.

1. **Introduction**

Recent studies have examined the success of deep neural networks by investigating how neural networks can encode representations with rich information (Tishby & Zaslavsky, 2015; Shwartz-Ziv & Tishby, 2017; Hjelm et al., 2018; Saxe et al., 2019a). Among the various approaches suggested, contrastive loss functions, which are designed to maximize the lower bound of mutual information (MI) between the target and the context, have achieved considerable success in self-supervised representation learning first (Gutmann & Hyvärinen, 2010; Oord et al., 2018) and supervised learning recently (Khosla et al., 2020; Gunel et al., 2020; Wang et al., 2021). The main objective of the contrastive loss functions in supervision is to make representations from the same class closer and representations from different classes farther. To this end, Khosla et al. (2020) define positive samples, i.e., augmented samples from the same image or (augmented) images sharing the same class label, and negative samples, i.e., all other samples, for every data batch.

Contrasting two random augmented samples, which is often referred to as a multi-viewed batch, has shown impressive results in representation learning (Chen et al., 2020; He et al., 2020; Grill et al., 2020; Caron et al., 2020; Chen & He, 2020; Khosla et al., 2020), yet a multi-viewed batch causes the following issues. (1) A multi-viewed batch doubles the batch size, which places an enormous burden on memory and computation. (2) Oracle needs to choose its augmentation policies carefully (Chen et al., 2020; Tian et al., 2020; Caron et al., 2020; Kim et al., 2020). (3) A multi-viewed contrastive task is domain-specific because data-level augmentation, such as image cropping and color jittering, requires specific domain knowledge (Verma et al., 2021). In spite of these concerns, a supervised contrastive learning framework (Khosla et al., 2020) still relies on multi-views, although they are not necessarily needed when usable label information is available.

In this work, we propose a novel contrastive learning framework for supervision, called **Self-Contrastive (SelfCon) learning**, that does not require additional augmented samples. Instead, SelfCon learning uses a multi-exit framework (Teerapittayanon et al., 2016; Zhang et al., 2019a;b) where sub-networks produce multiple outputs for the same input, and self-contrasts within multiple outputs from the different levels of a single network. For training, SelfCon learning can use a multi-viewed batch as well. However, the multi-exit framework already generates positive pairs from a single image, which can replace an augmentation-based multi-view. In Figure 1, we compare SelfCon learning and Supervised Contrastive (SupCon, Khosla et al. (2020)) learning.

SelfCon learning achieves comparable or better performance than SupCon with greatly reduced memory and time cost. SelfCon learning improves the classification performance of the encoder network (1) because the intermediate layers learn the class-related information in the last fea-
We summarize the contributions of the paper as follows:
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from the previous methods based on the MI between the
multi-views in unsupervised learning (Bachman et al., 2019;
Tian et al., 2019a), we prove the MI bound in a supervised
and single-viewed framework. Second, we empirically show
that SelfCon reduces the generalization error with the single-
view and sub-network. The former prevents the encoder
from overfitting to each instance, and the latter regularizes
the intermediate feature to be similar to the last feature.

We summarize the contributions of the paper as follows:

[S3] We propose Self-Contrastive learning, an efficient sup-
ervised contrastive framework between multiple features
from different levels of a single network.

[S4] We guarantee that SelfCon loss is the lower bound of
label-conditional MI between the intermediate and the last
features. Then, we discuss the theoretical evidence of an
improved classification performance from this MI bound.

[S5.1, S5.2] SelfCon learning efficiently achieves higher
classification accuracy for various benchmarks than do
cross-entropy and SupCon loss. Our empirical study of
MI estimation provides evidence for superior performance.

[S5.3, S5.4] We investigate the advantages of the single-
viewed batch in terms of the computation cost and the gen-
eralization error. We also identify that SelfCon learning
benefits from the sub-network owing to the regularization
effect, ensemble prediction, and vanishing gradient.

2. Related Works

2.1. Contrastive Learning

As the cost of data labeling increases exponentially, there
is an increased need for acquiring representation in unsu-
pervised scenarios. After Oord et al. (2018) proposed an
InfoNCE loss (also called a contrastive loss), contrastive
learning-based algorithms began to show a remarkable im-
provement in performance (Chen et al., 2020; He et al.,
2020; Grill et al., 2020; Caron et al., 2020; Chen & He,
2020). Most previous works used a Siamese network, which
is a weight-sharing network applied on two augmented
inputs, with negative pairs (SimCLR (Chen et al., 2020),
MoCo (He et al., 2020)), momentum encoders (MoCo (He
et al., 2020), BYOL (Grill et al., 2020)), online clustering
(SwAV (Caron et al., 2020)), or a stop-gradient oper-
ation (SimSiam (Chen & He, 2020)). While the softmax
form is frequently used for the contrastive loss (SimCLR,
MoCo), recent state-of-the-art algorithms utilize an MSE
loss (BYOL, SimSiam), or a cross-entropy loss (SwAV,
DINO (Caron et al., 2021)). Khosla et al. (2020), inspired
by success in self-supervised learning, proposed a label-
based contrastive loss in supervision, named SupCon loss.
SupCon learning has also been extended to semantic seg-
mentation (Wang et al., 2021) and language tasks (Gunel
et al., 2020). While SupCon loss utilizes the output fea-
tures from two random augmentations, we also contrast the
features from different network paths by introducing the
multi-exit framework (Teerapittayanon et al., 2016; Zhang
et al., 2019a;b). We further propose a novel loss function
that we can apply on a single-viewed batch.

2.2. Mutual Information

MI is a measure for quantifying the information held in
a random variable about another variable, and it has been
used as a powerful tool to open the black box of deep neu-
networks (Tishby & Zaslavsky, 2015; Shwartz-Ziv &
Tishby, 2017; Sa et al., 2019a). As it is difficult to com-
pute the MI exactly (Paninski, 2003), several works have
proposed variational MI estimators based on neural net-
works, e.g., InfoNCE (Oord et al., 2018), MINE (Belghazi
et al., 2018), NWJ (Nguyen et al., 2010), ML-CPC (Song
& Ermon, 2020), and SMILE (Song & Ermon, 2019). Re-
cently, MI estimator-based objectives have been proposed
to improve the performance of contrastive learning (DIM
(Hjelm et al., 2018), AMDIM (Bachman et al., 2019), CMC
(Tian et al., 2019a)) and knowledge distillation (CRD (Tian
et al., 2019b), VID (Ahn et al., 2019)). Among previous
approaches, we have been highly motivated by those that
aim to increase the MI between the intermediate and the
last features. DIM and AMDIM propose novel contrastive
losses between the global features and local features (i.e.,
all pixels or patches of the intermediate features), whereas
we contrast the refined local features via sub-networks. VID
makes the student learn the distribution of the activations in
the auxiliary teacher’s intermediate features. Our method
differs from VID in that we self-distill within the network
itself. Zhang et al. (2019a;b) share an idea similar to that of
the aforementioned works, but they implicitly increase MI
using Kullback–Leibler (KL) divergence loss.

3. Self-Contrastive Learning

We propose a new supervised contrastive loss that max-
imizes the similarity of the outputs from different net-
work paths by introducing the multi-exit framework.
We define an encoder structure, using \( F \) as a backbone
network and \( G \) as a sub-network, that shares the backbone’s
parameters up to some intermediate layer. \( T \) denotes the
sharing layers that produce the intermediate feature. Note
that \( F \) and \( G \) include the projection head after the encoder.
We highlight the positive and negative pairs with respect to
an anchor sample, following Figure 1.
We aim to maximize the similarity between
SelfCon loss, which forms a self-
contrastive task for every output, including the features
from the sub-network.

\[ L_{self} = \sum_{i \in I} \left[ -\frac{1}{|P_i|} \sum_{p \in P_i} \omega(x_i)^\top \omega(x_p) + \log \left( \sum_{p \in P_i} e^{F(x_i)^\top F(x_p)} + \sum_{n \in N_i} e^{F(x_i)^\top F(x_n)} \right) \right] \]

where \( \Omega = \{F, G\} \) is a function set of the backbone network and the sub-network. \( \omega_1 \) is a function that generates positive pair, and \( \omega_2 \) is for generating every contrastive pair from a multi-exit network. We include an anchor sample to the positive set when the output feature is from a different exit path, i.e., \( P_{ij} \leftarrow P_i \cup \{i\} \) when \( \omega \neq \omega_j \). For example, \( G(x_i) \) is also an positive pair for \( F(x_i) \). We also omit \( \tau \) and the dividing constant. Whereas prevalent contrastive approaches (Khosla et al., 2020; Chen et al., 2020; He et al., 2020; Grill et al., 2020) force a multi-viewed batch generated by data augmentation, the sub-network in SelfCon learning plays a role as the augmentation and provides an alternative view on the feature space. Therefore, without the additional augmented samples, we formulate our SelfCon loss function with a single-viewed batch (SelfCon-S), as well as with a multi-viewed batch (SelfCon-M).

We can further use multiple sub-networks, i.e., \( \Omega = \{F, G_1, G_2, \ldots\} \). Appendix B.4 presents the classification performance of the expanded network, but there was no significant improvement from that of a single sub-network. Thus, we have efficiently used a single sub-network throughout our paper.
4. Discussions

In this Section, we discuss theoretical evidence for the success of SelfCon learning. We summarize the discussion as follows: SelfCon learning improves the classification performance by encouraging the intermediate feature to have more label information in the last feature.

Discussion 4.1. How does SelfCon loss encourage the intermediate feature to learn the label information in the last feature?

Generally, prior works (Oord et al., 2018; Hjelm et al., 2018) support the success of unsupervised contrastive learning from the connection to the MI. In this sense, in Proposition 4.1, we first prove the connection between a supervised contrastive loss and the MI of positive pairs. In Proposition 4.2, we then provide the MI bound within a single-viewed batch using the sub-network feature.

Proposition 4.1. Let \( \mathbf{x} \) and \( \mathbf{z} \) be different samples that share the same class label \( c \). Then, with some discriminator function modeled by a neural network \( \mathbf{F} \) and \( 2(K - 1) \) negative sample size, SupCon loss maximizes the lower bound of conditional MI between the output features of a positive pair.

\[
\log(2K-1) - \mathcal{L}_{\sup}(\mathbf{x}, \mathbf{z}; \mathbf{F}, K) \leq \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{F}(\mathbf{z})|c) \tag{3}
\]

Proposition 4.2. Denote \( \mathcal{L}_{\text{self}, s} \) as SelfCon loss with single-viewed batch. SelfCon-S loss maximizes the lower bound of MI between the output features from the backbone and the sub-network.

\[
\log(2K-1) - \mathcal{L}_{\text{self}, s}(\mathbf{x}; \{\mathbf{F}, \mathbf{G}\}, K) \leq \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{G}(\mathbf{x})|c) \tag{4}
\]

SupCon and SelfCon-S loss have a negative sample size of \( 2(K - 1) \) because of the augmented negative pairs for SupCon and the sub-network features for SelfCon-S. Note that SelfCon-M loss has an upper bound similar to Eq. 3 and Eq. 4 (refer to Appendix A.2).

We extend the above MI bound to the MI between the intermediate and last feature of a backbone. Although MI is ill-defined between the variables with deterministic mapping, previous works view the training of a neural network as a stochastic process (Shwartz-Ziv & Tishby, 2017; Goldfeld et al., 2019; Sax et al., 2019b). Thus, encoder features are considered as random variables, which allows us to define and analyze the MI between the features.

Proposition 4.3. As \( \mathbf{F}(\mathbf{x}) \) and \( \mathbf{G}(\mathbf{x}) \) are conditionally independent given the intermediate representation \( \mathbf{T}(\mathbf{x}) \), they formulate a Markov chain: \( \mathbf{G} \leftrightarrow \mathbf{T} \leftrightarrow \mathbf{F} \) (Cover, 1999). Then, the following is satisfied.

\[
\mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{G}(\mathbf{x})|c) \leq \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x})|c) \tag{5}
\]

Proposition 4.3 implies that the encoder makes better representation by the intermediate features that learn the class-related information from the last features. Although SelfCon loss does not explicitly include the term \( \mathbf{T}(\mathbf{x}) \), minimizing SelfCon loss is almost equivalent to increasing the information of \( \mathbf{T}(\mathbf{x}) \) because we usually use one fully-connected layer as the non-sharing layer of the sub-network \( \mathbf{G} \).

Discussion 4.2. How does increasing \( \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x})|c) \) improve classification performance?

To understand the information that SelfCon loss maximizes, we decompose the r.h.s. of Eq. 5 as follows:

\[
\mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x})|c) = \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x}), c) - \mathcal{I}(\mathbf{F}(\mathbf{x}); c) \tag{6}
\]

\[
\mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x})|c) \geq \mathcal{I}(\mathbf{F}(\mathbf{x}); \mathbf{T}(\mathbf{x})) + \mathcal{I}(\mathbf{F}(\mathbf{x}); c|\mathbf{T}(\mathbf{x})) - \mathcal{I}(\mathbf{F}(\mathbf{x}); c). \tag{7}
\]

(\( \square \)) implies that \( \mathbf{T}(\mathbf{x}) \) is distilled with refined information (not conditional with respect to \( c \)) from \( \mathbf{F}(\mathbf{x}) \), so the encoder can produce better representation (Hjelm et al., 2018; Ahn et al., 2019). On the other hand, (\( \blacksquare \)) is interaction information (Yeung, 1991) that measures the influence of \( \mathbf{T}(\mathbf{x}) \) on the amount of shared information between \( \mathbf{F}(\mathbf{x}) \) and \( c \). Increasing this interaction information means the intermediate feature enhances the correlation between the last feature and the label. Therefore, when we jointly optimize (\( \square + \blacksquare \)), the intermediate and last features have aligned label information.

In this sense, SelfCon loss is based on the InfoMax principle (Linsker, 1989), which is about learning to maximize the MI between the input and output of a neural network. It has been proved that InfoMax-based loss regularizes intermediate features and improves performance in semi-supervised (Rasmus et al., 2015) and knowledge transfer (Ahn et al., 2019) domains. Similar to the previous works, SelfCon loss increases the classification accuracy by regularizing the intermediate feature to have class-related information aligned with the last feature.

Discussion 4.3. Is SelfCon loss applicable to unsupervised representation learning?

The unsupervised version of SelfCon loss is a lower bound of (\( \square \)) in Eq. 6. By maximizing only (\( \square \)), the last feature may follow the intermediate feature, learning redundant information about the input.\(^1\) This could be the reason why SelfCon learning does not work in an unsupervised environment (refer to Appendix D.1). However, to mitigate this problem, we propose in Appendix D.2 a loss function to prevent the backbone from following the sub-network. For

\(^1\)In supervision, a suboptimal case where \( \mathbf{T}(\mathbf{x}) \) becomes a sink for \( \mathbf{F}(\mathbf{x}) \) does not happen because the deeper layers have a larger capacity for label information (Shwartz-Ziv & Tishby, 2017).
Table 1. The results of the linear evaluation for various datasets. In the supervised setting, we compare our SelfCon-M and SelfCon-S with cross-entropy (CE) loss, supervised contrastive loss with multi-view (SupCon), and with single-view (SupCon-S). Bold type is for all the values of which the standard deviation range overlaps with that of the best accuracy. We used the same batch size of 1024 and a learning rate of 0.5 as Khosla et al. (2020) did in CIFAR experiments.

| Method     | Single-View | ResNet-18       | ResNet-50       |
|------------|-------------|-----------------|-----------------|
|            |             | CIFAR-10 | CIFAR-100 | Tiny-ImageNet | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
| CE         | ✓           | 94.7 ±0.1 | 72.9 ±0.1 | 57.5 ±0.3 | 94.9 ±0.2 | 74.8 ±0.1 | 62.3 ±0.4 |
| SupCon     |             | 94.7 ±0.2 | 73.0 ±0.0 | 56.9 ±0.4 | 95.6 ±0.1 | 75.5 ±0.2 | 61.9 ±0.2 |
| SupCon-S   | ✓           | 94.9 ±0.0 | 73.9 ±0.1 | 58.4 ±0.3 | 95.8 ±0.1 | 76.7 ±0.1 | 62.0 ±0.2 |
| SelfCon-M (ours) | ✓ | 95.0 ±0.1 | 74.9 ±0.1 | 59.2 ±0.0 | 95.5 ±0.1 | 76.9 ±0.1 | 63.0 ±0.2 |
| SelfCon-S (ours) | ✓ | 95.3 ±0.2 | 75.4 ±0.1 | 59.8 ±0.4 | 95.7 ±0.2 | 78.5 ±0.3 | 63.7 ±0.2 |

*We have re-implemented SupCon method (Khosla et al., 2020) and also run their official code for credibility, but the accuracy was slightly lower than their reported numbers.

SupCon-S sets $I$ as $\{1, ..., B\}$ in Eq. 1. Although Khosla et al. (2020) did not propose the version of the single-view, we implemented SupCon-S since it is worth investigating the effect of multi-viewed batch.

5. Experiment

We present the image classification accuracy for standard benchmarks, such as CIFAR-10, CIFAR-100 (Krizhevsky et al., 2009), Tiny-ImageNet (Le & Yang, 2015), ImageNet-100 (Tian et al., 2019a), and ImageNet (Deng et al., 2009), and extensively analyze the results. We report the mean and standard deviation of top-1 accuracy over three random seeds. We also tuned the learning rate for the various benchmarks. Furthermore, we used the optimal structure and position of the sub-network for all the network architectures. The overall performance was comparable to or better than the baselines. The complete implementation details and hyperparameter tuning results are presented in Appendix B.

5.1. Representation Learning

We measured the classification accuracy of the representation learning protocol (Chen et al., 2020), which consists of 2-stage training: (1) pretraining an encoder network and (2) fine-tuning a linear classifier with the frozen encoder (called a linear evaluation).

Small-scale benchmark The classification accuracy is summarized in Table 1. Interestingly, the loss functions in the single-viewed batch, such as SupCon-S and SelfCon-S, outperform their multi-view counterparts in all settings. Furthermore, our SelfCon learning, which trains using the sub-network, shows higher classification accuracy than CE and SupCon. The effects of the sub-network are analyzed in Section 5.4.

Table 2. The classification accuracy on ResNet-18 and ResNet-50 for ImageNet-100. We summarized the ratio of memory (GiB / GPU) and Time (sec / step) based on those of SelfCon-S in each backbone.

| Method     | ResNet-18 | ResNet-50 |
|------------|-----------|-----------|
|            | Mem. | Time | Acc@1 | Mem. | Time | Acc@1 |
| CE         | -    | 83.7 | -     | -    | 86.4 | -     |
| SupCon     | ×1.5 | ×2.1 | 85.5  | ×1.7 | ×1.7 | 88.2 |
| SupCon-S   | ×1.0 | ×1.0 | 84.9  | ×0.9 | ×0.8 | 87.8 |
| SelfCon-M  | ×1.6 | ×2.1 | 85.8  | ×1.8 | ×2.2 | 88.9 |
| SelfCon-S  | ×1.0 | ×1.0 | 86.3  | ×1.0 | ×1.0 | 88.5 |

Table 3. The classification accuracy on ResNet-18 for ImageNet. The performance of CE is reported only in $B = 1024$. Every memory and time is reported by comparing to those of SelfCon-S in each batch size.

| Method     | $B = 1024$ | $B = 2048$ |
|------------|------------|------------|
|            | Mem. | Time | Acc@1 | Mem. | Time | Acc@1 |
| CE         | -    | 69.4 | -     | -    | 69.4 | -     |
| SupCon     | ×1.6 | ×2.2 | 70.9  | ×1.5 | ×2.2 | 71.2 |
| SupCon-S   | ×0.9 | ×1.0 | 69.2  | ×0.9 | ×1.0 | 70.2 |
| SelfCon-M  | ×1.7 | ×2.3 | 71.2  | ×1.7 | ×2.3 | 71.6 |
| SelfCon-S  | ×1.0 | ×1.0 | 70.3  | ×1.0 | ×1.0 | 71.5 |

Large-scale benchmark We first experimented on the ImageNet-100 benchmark, of which 100 classes were randomly sampled (Tian et al., 2019a), to verify that SelfCon learning has the same effect on large-scale datasets. Table 2 presents the consistent performance improvement of SelfCon learning. In particular, SelfCon-S shows a higher cost-to-accuracy ratio than SupCon-S and SupCon. That is, SelfCon-S achieves higher accuracy with a cost similar to SupCon-S or about half the cost of SupCon.

Table 3 summarizes the full-scale ImageNet results. Because SelfCon-M has a high computational cost, it consistently shows the best performance for every batch size.
Table 4. 1-stage training on ResNet architectures. † describes a modification to 1-stage training with a multi-exit framework. Parentheses indicate the sub-network’s accuracy. The last row is the results for 2-stage SelfCon-S.

| Method          | ResNet-18 CIFAR-100 | ResNet-18 ImageNet-100 | ResNet-50 CIFAR-100 | ResNet-50 ImageNet-100 |
|-----------------|---------------------|------------------------|---------------------|------------------------|
| CE              | 72.9                | 83.7                   | 74.8                | 86.4                   |
| CE w/ Sub†      | 73.5 (70.2)         | 84.0 (83.1)            | 76.2 (72.3)         | 86.7 (85.5)            |
| SD†             | 73.7 (71.5)         | 84.7 (83.2)            | 76.1 (73.3)         | 86.7 (85.9)            |
| SelfCon-S†      | 74.5 (70.4)         | 84.8 (84.4)            | 76.8 (72.6)         | 87.3 (85.6)            |
| SelfCon-S       | 75.4 (70.1)         | 86.3 (85.0)            | 78.5 (72.3)         | 88.5 (87.5)            |

However, SelfCon-S is comparable to SelfCon-M and even superior to SupCon despite the greatly reduced cost. The poor performance of SupCon-S, which consumes an amount of memory and time similar to SelfCon-S, reflects the superiority of the SelfCon framework for a single-viewed batch.

1-stage training To compare SelfCon-S with the standard supervised training with sub-network, we experimented with a 1-stage training framework, i.e., not decoupling the encoder pretrained and linear evaluation. With a multi-exit framework, Zhang et al. (2019a) proposed Self-Distillation (SD), which distills logit information within the network itself, i.e., \( \mathcal{L}_\text{SD} = \alpha \mathcal{L}_\text{CE} + (1 - \alpha) \mathcal{L}_\text{KL} \). We replaced the KL divergence term with \( \mathcal{L}_{\omega \leftarrow \mathcal{L}} \). From Table 4, we observed that simply adding cross-entropy loss to the sub-network (CE w/ Sub) improved the backbone network’s classification performance. However, the results of SD suggest a saturation of the backbone’s accuracy even when the classifier of the sub-network converges well. We would like to highlight that the SelfCon loss in 2-stage training still demonstrated the best classification accuracy, as Khosla et al. (2020) suggested that representation learning mitigates the poor generalization performance of CE-based 1-stage training.

5.2. Mutual Information Estimation

We argue that minimizing SelfCon loss maximizes the lower bound of MI, which results in the improved classification performance presented in Section 4. To empirically confirm this claim, we design an interpolation between SupCon and SelfCon-M loss as follows:

\[
\mathcal{L}_{\omega \leftarrow \mathcal{L}} = \frac{1}{1 + \alpha} \mathcal{L}_\text{sup} + \frac{\alpha}{1 + \alpha} \bigg|_{\omega = \mathcal{L}}
\]

If \( \alpha = 0 \), \( \mathcal{L}_{\omega \leftarrow \mathcal{L}} \) is equivalent to the SupCon loss, and if \( \alpha = 1 \), then \( \mathcal{L}_{\omega \leftarrow \mathcal{L}} \) is almost the same as SelfCon-M loss. We cannot make the exact interpolation because SelfCon-M has contrastive pairs from the sub-network, whereas SupCon does not.

We estimated MI using various estimators: InfoNCE (Oord et al., 2018), MINE (Belghazi et al., 2018), and NWJ

Figure 2. Test accuracy and the estimated mutual information of different methods. SelfCon-M*\( \alpha \) denotes SelfCon-M* loss with hyperparameter \( \alpha \). We measured the mutual information estimators between the intermediate and the last features. We used ResNet-18 on the CIFAR-100 dataset for the measurements. When \( \alpha \geq 0.2 \), the test accuracy was similar to that of SelfCon-M.

(Nguyen et al., 2010). We measured \( \mathcal{I}(F(x);T(x)) \) because it is difficult to estimate the conditional MI. We observed a clear increasing trend for both MI and the test accuracy as the contribution of SelfCon becomes larger (i.e., increasing \( \alpha \)). After SelfCon loss increases the correlation between \( F(x) \) and \( T(x) \), the rich information in earlier features enables the encoder to output a better representation because the intermediate feature is also the input for the subsequent layers. Refer to Appendix E for a detailed SelfCon-M* loss formulation and the exact numbers.

5.3. Single-view vs. Multi-view

Single-view is efficient in terms of memory usage and computational cost. In Table 5, we compare SupCon and SelfCon-S to observe the efficiency of a single-viewed batch, varying the scales of the benchmarks. For both SupCon and SelfCon-S, the same batch size implies the same number of anchor features; however, SupCon consumes nearly twice the memory cost compared with SelfCon-S due to the data augmentation of the multi-viewed batch. Although SelfCon-S requires a larger number of parameters owing to the extra sub-network, its memory and time consumption in practice are much more efficient. Our work can guide work for efficient contrastive learning (Koohpayegani et al., 2020; Fang et al., 2021).

Single-view reduces generalization error. In Figure 3, SupCon shows higher train accuracy, but lower test accuracy than SupCon-S, and the same trend is observed with SelfCon-M and SelfCon-S (blue vs. red). Compared with single-view, multi-view from the augmented image makes the encoder amplify the memorization of data and results in overfitting to each instance. In addition, Figure 4 shows that
SelfCon-loss regularizes the sub-network to output similar features to the backbone network. It prevents the encoder from overfitting the data, and it is effective in multi-viewed as well as single-viewed batches. In Figure 3, we confirm the regularization effect (i.e., lower train accuracy, but higher test accuracy) by comparing each bar of the same color. The strong regularization of the subnetwork helped SelfCon (-M, -S) outperform the SupCon counterparts. This trend can also be observed in Figure 4 and Table 6.

**Table 6. CIFAR-100 results on ResNet-18 with various batch sizes.**

| Method     | 64  | 128 | 256 | 512 | 1024 |
|------------|-----|-----|-----|-----|------|
| CE         | 74.9| 74.9| 74.1| 73.3| 72.9 |
| SupCon     | 74.8| 73.8| 72.9| 72.5| 73.0 |
| SupCon-S   | 73.6| 75.3| 75.0| 74.0| 73.9 |
| SelfCon-M  | 75.8| 76.5| 75.9| 75.0| 74.9 |
| SelfCon-S  | 74.0| 76.6| 77.0| 75.8| 75.4 |

**Figure 3. Train accuracy and test accuracy on ResNet-18 for different views and loss functions.** The train and test accuracy are measured with a linear classifier during the linear evaluation. The axis on the left and right denotes the train accuracy and test accuracy, respectively.

SelfCon-S gradually enhances generalization ability, while SelfCon-M and SupCon achieve a little gain in test accuracy despite the fast convergence.

**Multi-view is advantageous for small batch size.** In supervised learning, a large batch size has been known to reduce generalization ability, which degrades performance (You et al., 2017; Luo et al., 2018; Wu et al., 2020). We examined whether the performance in a supervised contrastive framework is also dependent on the batch size. Table 6 summarizes the results for CIFAR-100 benchmark. SelfCon-S showed the best performance in every case except for the batch size of 64. However, the multi-viewed method outperformed the single-viewed counterpart in 64-batch experiments, where underfitting may occur because of large randomness from the small batch size or the small number of positive pairs. In the ImageNet experiments (see Table 3), SelfCon-M consistently outperformed every method, implying that it is more important to mitigate underfitting. As a result, multi-viewed methods show better performance in the underfitting scenario (e.g., small batch size or large-scale benchmark).

**5.4. What Does the Sub-network Achieve?**

**Regularization effect**  SelfCon loss regularizes the sub-network to output similar features to the backbone network. It prevents the encoder from overfitting the data, and it is effective in multi-viewed as well as single-viewed batches. In Figure 3, we confirm the regularization effect (i.e., lower train accuracy, but higher test accuracy) by comparing each bar of the same color. The strong regularization of the subnetwork helped SelfCon (-M, -S) outperform the SupCon counterparts. This trend can also be observed in Figure 4 and Table 6.

**Ensemble with sub-network**  The sub-network in SelfCon learning can also be used on downstream tasks such as image classification. We followed the linear evaluation protocol in the representation learning experiments by fine-tuning a classifier with the frozen backbone network. The network pretrained on SelfCon learning has an exit path, which is similarly allowed to be frozen and used as linear evaluation. Training an extra classifier after the frozen subnetwork does not demand a high cost in the fine-tuning
**Table 7.** Classification accuracy with the classifiers after backbone, sub-network, and the ensemble of them. The ResNet-18 encoder is pretrained by the SelfCon-S loss function. CF and IN indicate CIFAR and ImageNet, respectively. Refer to Appendix G for the results on ResNet-50.

| Method  | CF-10 | CF-100 | Tiny-IN | IN-100 | IN  |
|---------|-------|--------|---------|--------|-----|
| SupCon  | 94.7  | 73.0   | 56.9    | 85.5   | 71.2|
| Backbone| **95.3** | 75.4 | 59.8 | 86.3 | 71.5 |
| Sub-network | 92.6 | 69.1 | 53.5 | 85.0 | 71.2 |
| Ensemble | 95.2 | **77.4** | **62.2** | **87.2** | **72.6** |

**Figure 6.** Gradient norm of each ResNet-18 block and convolutional layer. We computed gradients from the SupCon loss (**Left**) and SelfCon-M loss (**Right**), both from the same initialized model. All convolution layers in the block are named by order.

**Zhang et al., 2019a** have pointed out that the success of the multi-exit framework owes to solving the vanishing gradient problem. We show that the same argument applies to our SelfCon learning. Note that the sub-network is positioned after the 2nd block of the ResNet-18 backbone network. In Figure 6, a large gradient flows up to the earlier layer in the SelfCon-M, whereas a large amount of the SupCon loss gradient vanishes. In particular, there is a significant difference in the gradient norm in the 2nd block of the encoder of SupCon and SelfCon-M.

### 6. Conclusion

We have proposed an efficient supervised contrastive framework called Self-Contrastive learning. By contrasting the features from multiple levels of a network, SelfCon learning can be free from the issues, e.g., high computational cost and generalization error, that a multi-viewed batch involves. We theoretically prove that SelfCon loss regularizes the intermediate features to learn the label information in the last feature, improving the classification performance. In addition, we analyze why SelfCon learning is better than SupCon by exploring the effect of single-view and sub-network, such as the regularization effect, computational efficiency, or ensemble prediction. We verify by extensive experiments, including ImageNet-100 and ImageNet, that SelfCon-S loss outperforms CE and SupCon loss.
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Appendix

A. Proofs

A.1. Proof of Proposition 4.1

Proof. We extend the exact bound of InfoNCE (Poole et al., 2019; Sordoni et al., 2021). Here, we consider the supervised setting where there are $C$ training classes. Without loss of generality, choose a class $c$ out of $C$ classes, and let $x$ and $z$ be different samples that share the same class label $c$. The derivation for the multi-view ($z$ being an augmented sample of $x$) is similar. For conciseness of the proof, we consider that no other image in a batch shares the same class. We prove that minimizing the SupCon loss (Khosla et al., 2020) maximizes the lower bound of conditional MI between two samples $x$ and $z$ given the label $c$:

$$\mathcal{I}(x; z|c) \geq \log(2K - 1) - \mathcal{L}_{sup}(x, z; F, K)$$

(8)

for some function $F$ and hyperparameter $K$.

We start from Barber and Agakov’s variational lower bound on MI (Barber & Agakov, 2004).

$$\mathcal{I}(x; z|c) = \mathbb{E}_{p(x, z|c)} \log \frac{p(z|x, c)}{p(z|c)} \geq \mathbb{E}_{p(x, z|c)} \log \frac{q(z|x, c)}{p(z|c)}$$

(9)

where $q$ is a variational distribution. Since $q$ is arbitrary, we can set the sampling strategy as follows. First, sample $z_1$ from the proposal distribution $\pi(z|c)$ where $c$ is a class label of $x$. Then, sample $(K - 1)$ negative samples $\{z_2, \cdots, z_K\}$ from the distribution $\sum_{c' \neq c} \pi(z|c')$, so that these negative samples do not share the class label with $x$. We augment each negative sample by random augmentation and concatenate with the original samples, i.e., $\{z_2, \cdots, z_K, z_{K+1}, \cdots, z_{2K-1}\}$, where $z_{K+i-1}$ is the augmented sample from $z_i$ for $2 \leq i \leq K$. We define the unnormalized density of $z_1$ given a specific set $\{z_2, \cdots, z_{2K-1}\}$ and $x$ of label $c$ is

$$q(z_1|x, z_{2:(2K-1)}, c) = \pi(z_1|c) \cdot \frac{(2K - 1) \cdot e^{\psi_F(z_1, x)}}{\sum_{k=2}^{2K-1} e^{\psi_F(z_k, x)}}$$

(10)

where $\psi$ is often called a discriminator function (Hjelm et al., 2018), defined as $\psi_F(u, v) = F(u) \cdot F(v)$ for some vectors $u, v$. By setting the proposal distribution as $\pi(z|c) = p(z|c)$, we obtain the MI bound:

$$\mathcal{I}(x; z|c) \geq \mathbb{E}_{p(x, z_1|c)} \log \frac{q(z_1|x, c)}{p(z_1|c)}$$

(11)

$$= \mathbb{E}_{p(x, z_1|c)} \log \frac{\mathbb{E}_{p(z_2:(2K-1)|c)} q(z_1|x, z_{2:(2K-1)}, c)}{p(z_1|c)}$$

(12)

$$\geq \mathbb{E}_{p(x, z_1|c)} \left[ \log \frac{p(z_1|c) \cdot (2K - 1) \cdot e^{\psi_F(z_1, x)}}{\sum_{k=2}^{2K-1} e^{\psi_F(z_k, x)}} \right]$$

(13)

$$= \mathbb{E}_{p(x, z_1|c)} \log \frac{1}{2K - 1} \sum_{k=1}^{2K-1} e^{\psi_F(z_k, x)}$$

(14)

$$= \log(2K - 1) - \mathcal{L}_{sup}(x, z; F, K).$$

(15)

where the second inequality is derived from Jensen’s inequality. Because Eq. 14 is an expectation with respect to the sampled $x$ and $z_1$, the case where the anchor is swapped to $z_1$ is also being considered.

A neural network $F$ (backbone in our framework) with $L$ layers are formulated as $F = f_L \circ f_{L-1} \circ \cdots \circ f_1$. Then, $\psi_F(u, v) = F(u) \cdot F(v) = f_{1:L}(u) \cdot f_{1:L}(v)$. We define another discriminator function as $\psi_F(u, v) = f_{(t+1):L}(u) \cdot f_{(t+1):L}(v)$. 

We introduce a discriminator function that measures the similarity between the outputs from the backbone and the sub-network: 

\[ I(f_{1, \ell}(u), f_{1, \ell}(v)) = \psi_{F}(u, v). \]  

(16)

Note that \( f_{1, \ell}(u) \) is the \( \ell \)-th intermediate feature of input \( u \). Following the same procedure as in Eq. 11-15,

\[ I(f_{1, \ell}(x); f_{1, \ell}(z)) \geq \mathbb{E}_p(x, z | c) \log \frac{e^{\psi_{F}(f_{1, \ell}(x), f_{1, \ell}(z))}}{\frac{1}{2K-1} \sum_{k=1}^{2K-1} e^{\psi_{F}(f_{1, \ell}(x), f_{1, \ell}(z_k))}} \]

(17)

\[ = \mathbb{E}_p(x, z | c) \log \frac{1}{2K-1} \sum_{k=1}^{2K-1} e^{\psi_{F}(x, z_k)} \]

(18)

\[ = \log(2K - 1) - \mathcal{L}_{\text{sup}}(x, z; F, K). \]

(19)

From above, as the intermediate feature is arbitrary to the position, we can obtain a similar inequality:

\[ I(f_{(\ell+1); L}(f_{1, \ell}(x)); f_{(\ell+1); L}(f_{1, \ell}(z))) \geq \log(2K - 1) - \mathcal{L}_{\text{sup}}(x, z; F, K). \]

(22)

A.2. Proof of Proposition 4.2

Proof. In Section 4.1, we proved that SupCon loss maximizes the lower bound of conditional MI between the output features of a positive pair. We can think of another scenario where the network \( F \) now has a sub-network \( G \). Assume that the sub-network has \( M > \ell \) layers: \( G = g_M \circ g_{M-1} \circ \cdots \circ g_1 \). As we discussed in the paper, the exit path is placed after the \( \ell \)-th layer, so regarding our definition of the sub-network, \( G \) shares the same parameters with \( F \) up to \( \ell \)-th layer, i.e., \( g_1 = f_1, g_2 = f_2, \cdots, g_\ell = f_\ell \). Define \( \psi_G(u, v) = G(u) \cdot G(v) \)

We introduce a discriminator function that measures the similarity between the outputs from the backbone and the sub-network, \( \psi_{FG}(u, v) = F(u) \cdot G(v) \). Similarly, \( \psi_{GF}(u, v) = G(u) \cdot F(v) \). Considering that the SelfCon-S loss has the anchored function of \( F \) and \( G \), we obtain an upper bound of two symmetric mutual information. Here, \( z_1 = x \) because SelfCon-S loss is defined on the single-viewed batch and we assume that other images in a batch (i.e., \( z_2, \cdots, z_K \)) are sampled from the different class label with \( x \).

\[ I(F(x); G(x)|c) + I(G(x); F(x)|c) \]

\[ \geq \mathbb{E} \log \frac{e^{\psi_{FG}(x, x)}}{\frac{1}{2K-1} (e^{\psi_{FG}(x, x)} + \sum_{k=2}^{K} e^{\psi_{FG}(x, z_k)} + \sum_{k=2}^{K} e^{\psi_{FG}(x, z_k)})} \]

(23)

\[ + \mathbb{E} \log \frac{e^{\psi_{GF}(x, x)}}{\frac{1}{2K-1} (e^{\psi_{GF}(x, x)} + \sum_{k=2}^{K} e^{\psi_{GF}(x, z_k)} + \sum_{k=2}^{K} e^{\psi_{GF}(x, z_k)})} \]

(24)

\[ = 2 \log(2K - 1) - 2 \mathcal{L}_{\text{self-s}}(x; \{ F, G \}, K) \]

(25)

Due to the symmetry of mutual information,

\[ I(F(x); G(x)|c) \geq \log(2K - 1) - \mathcal{L}_{\text{self-s}}(x; \{ F, G \}, K) \]

(26)
In addition, we can similarly bound the SelfCon-M loss. As the derivation of SupCon loss bound, only consider the anchor \( x \) and its positive pair \( z_1 \). When the anchored feature is \( F(x) \), the contrastive features are: \( G(x), G(z), \) and \( F(z) \). By symmetry, when the anchored feature is \( G(x) \), the contrastive features are: \( F(x), F(z), \) and \( G(z) \). As the derivation of the SupCon loss bound, we assume the augmented negative samples, i.e., \( \{z_2, \ldots, z_{K+1}, \ldots, z_{2K-1}\} \).

\[
\begin{align*}
\mathcal{I}(F(x); G(x)|c) + \mathcal{I}(F(x); F(z)|c) + \mathcal{I}(G(x); F(x)|c) + \mathcal{I}(G(x); G(z)|c)
&\geq \frac{1}{3} \mathbb{E} \log \frac{1}{4K-1} \left( e^{\psi_{FG}(x,x)} + \sum_{k=1}^{2K-1} e^{\psi_{FG}(x,z_k)} + \sum_{k=1}^{2K-1} e^{\psi_{FG}(z_k,z_k)} \right) \\
&+ \frac{1}{3} \mathbb{E} \log \frac{1}{4K-1} \left( e^{\psi_{GF}(x,x)} + \sum_{k=1}^{2K-1} e^{\psi_{GF}(x,z_k)} + \sum_{k=1}^{2K-1} e^{\psi_{GF}(z_k,z_k)} \right) \\
&= \frac{2}{3} \log(4K-1) - 2\mathcal{L}_{self,f.m.}(x,z; \{F,G\}, K)
\end{align*}
\]

There could be a doubt about the loose bound between SelfCon loss and MI. However, when we prove the MI bound, we assumed a probabilistic model (refer to Eq. 10). When the anchor feature is similar to the negative pairs (i.e., different class representations), this model becomes a variational distribution with random mapping, and SelfCon loss cannot be optimized at all. Therefore, optimizing SelfCon loss means that the representations of different classes get farther. Then, a better estimation of variational distribution leads to a small gap between SelfCon loss and MI. After all, SelfCon loss has improved performance because it tightens the bound of the label-conditional MI while distinguishing different class representations.

A.3. Proof of Proposition 4.3

\( F(x) \) and \( G(x) \) are the output features from the backbone network and the sub-network, respectively. Recall that \( T \) denotes the sharing layers between \( F \) and \( G \). \( T(x) \) is the intermediate feature of the backbone, which is also an input to the auxiliary network path.

Before proving Proposition 4.3, we would like to note that the usefulness of mutual information should be carefully discussed on the stochastic mapping of a neural network. If a mapping \( T(x) \mapsto F(x) \) is a deterministic mapping, then the MI between \( T(x) \) and \( F(x) \) is degenerate because \( \mathcal{I}(T(x); F(x)) \) is either infinite for continuous \( T(x) \) (conditional differential entropy is \( -\infty \)) or a constant for discrete \( T(x) \) which is independent on the network’s parameters (equal to \( \mathcal{H}(T(x)) \)). However, for studying the usefulness of mutual information in a deep neural network, the map \( T(x) \mapsto F(x) \) is considered as a stochastic parameterized channel. In many recent works about information theory with DNN, they view the training via SGD as a stochastic process, and the stochasticity in the training procedure lets us define the MI with stochastically trained representations (Schwartz-Ziv & Tishby, 2017; Goldfeld et al., 2019; Saxe et al., 2019b; Goldfeld et al., 2019). Our theoretical claim focuses on the SelfCon loss as a training loss optimized by the SGD algorithm. Therefore, analyzing the MI between the hidden representations while training with the SelfCon loss is based on the information theory to understand DNN (Tishby & Zaslavsky, 2015).

Also, information theory in deep learning, especially in contrastive learning, is based on the InfoMax principle (Linsker, 1989) which is about learning a neural network that maps a set of input to a set of output to maximize the average mutual information between the input and output of a neural network, subject to stochastic processes. This InfoMax principle is nowadays widely used for analyzing and optimizing DNNs. Most works for contrastive learning are based on maximizing mutual information grounds on the InfoMax principle, and they are grounded on the stochastic mapping of an encoder. Moreover, Poole et al. (2019) rigorously discussed the mutual information with respect to a stochastic encoder. This is common practice in a representation learning context where \( x \) is data, and \( z \) is a learned stochastic representation.

\[
\mathcal{I}(F(x); G(x)|c) \leq \mathcal{I}(F(x); T(x)|c)
\]

**Proof.** As \( F(x) \) and \( G(x) \) are conditionally independent given the intermediate representation \( T(x) \), they formulate a Markov chain as follows: \( G \leftrightarrow T \leftrightarrow F \) (Cover, 1999). Under this relation, the following is satisfied:
\[ \mathcal{I}(F(x); G(x)|c) = \mathcal{H}(F(x)|c) - \mathcal{H}(F(x)|G(x), c) \]  
\[ \leq \mathcal{H}(F(x)|c) - \mathcal{H}(F(x)|T(x), G(x), c) \]  
\[ = \mathcal{H}(F(x)|c) - \int_{t,f,g} p(t,f,g|c) \log p(f|t,g,c) dt df dg \]  
\[ = \mathcal{H}(F(x)|c) - \int_{t,f} p(t,f|c) \log p(f|t,c) dt df \]  
\[ = \mathcal{I}(F(x); T(x)|c) \]  
\[ \mathcal{I}(F(x); G(x)|c) \]

Eq. 32 is from the property of conditional entropy, and Eq. 34 is due to the conditional independence and marginalization of \( g \).

From Eq. 30 and Eq. 26, we further obtain Eq. 6 as follows:

\[ \log(2K - 1) - \mathcal{L}_{self,s}(x; \{F, G\}, K) \]  
\[ \leq \mathcal{I}(F(x); G(x)|c) \]  
\[ \leq \mathcal{I}(F(x); T(x)|c) \]  
\[ = \mathcal{I}(F(x); T(x), c) - \mathcal{I}(F(x); c) \]  
\[ = \mathcal{I}(F(x); T(x)) + \mathcal{I}(F(x); c|T(x)) - \mathcal{I}(F(x); c) \]

Strictly speaking, SelfCon-S loss does not guarantee the lower bound of either (\( \square \)) or (\( \blacksquare \)) in Eq. 41. However, SelfCon-S loss guarantees the label-conditional MI between the intermediate and the last feature, which is (\( \square + \blacksquare \)).

**B. Implementation Details**

**B.1. Network Architectures**

We modified the architecture of networks according to the benchmarks. For the smaller scale of benchmarks (e.g., CIFAR-10, CIFAR-100, and Tiny-ImageNet) and the residual networks (e.g., ResNet-18, ResNet-50, and WRN-16-8), we changed the kernel size and stride of a convolution head to 3 and 1, respectively. We also excluded Max-Pooling on the top of the ResNet architecture for the CIFAR datasets. Moreover, for VGG-16 with BN, the dimension of the fully-connected layer was changed from 4096 to 512 for CIFAR and Tiny-ImageNet. MLP projection head for contrastive learning consisted of two convolution layers with 128 dimensions and one ReLU activation. For the architectures of sub-networks, refer to Appendix B.4.

**B.2. Representation Learning**

We refer to the technical improvements used in SupCon, i.e., a cosine learning rate scheduler (Loshchilov & Hutter, 2016), an MLP projection head (Chen et al., 2020), and the augmentation strategies (Cubuk et al., 2019): {ResizedCrop, HorizontalFlip, ColorJitter, GrayScale}. ColorJitter and GrayScale are only used in the pretraining stage. For small-scale benchmarks, we used 8 GPUs and set the batch size to 1024 for the pretraining and 512 for the linear evaluation. We trained the encoder and the linear classifier for 1000 epochs and 100 epochs, respectively. Meanwhile, we used the batch size of 512 when pretraining on the ImageNet-100 dataset. Besides, we trained the encoder and the linear classifier for 400 epochs and 40 epochs, respectively, in ImageNet-100 and ImageNet benchmark.

Every experiment used SGD with 0.9 momentum and weight decay of 1e-4 without Nesterov momentum. All contrastive loss functions used temperature \( \tau \) of 0.1. For a fair comparison to (Khosla et al., 2020), we set the same learning rate of the encoder network as 0.5 for the small-scale benchmarks. Refer to Appendix B.4 for the optimal learning rate of the
large-scale dataset. We linearly scaled the learning rate according to the batch size (Goyal et al., 2017). On the linear evaluation step, we used 5.0 as a learning rate of the linear classifier for the residual architecture, but it was robust to any value and converged in nearly 20 epochs. Meanwhile, for VGG architecture, only a small learning rate of 0.1 converged.

B.3. 1-Stage Training

In the 1-stage training protocol, we trained the encoder network jointly with a linear classifier on the single-viewed batch. Most of the experimental settings were the same as those of representation learning, but we trained the encoder for 500 epochs with a cosine learning rate scheduler on all benchmarks except ImageNet. We used the batch size of 1024 and the learning rate of 0.8 for small-scale datasets, and 512 batch size and 0.4 learning rate for ImageNet-100. For the cross-entropy result of the ImageNet dataset, we trained for 90 epochs with the multi-step learning rate scheduler after 30 and 60 epochs with the decay ratio of 0.1.

In the multi-exit framework, we used a linear combination of loss functions for the backbone and sub-network. We used only cross-entropy loss for the backbone network and weighted linear combinations of the loss functions (e.g., KL divergence and SelfCon-S) for the sub-network. For example, Self-Distillation (Zhang et al., 2019a) used the interpolation coefficient \( \alpha \) of 0.5. For the 1-stage version of SelfCon loss, we follow the coefficient form in (Tian et al., 2019b): \( L = L_{CE} + \beta L_{self-s} \). We set the coefficient \( \beta = 0.8 \) for all experiments. Note that we used the outputs from the projection head instead of the logits. We did not use the interpolated form, unlike SD, because we distill the features from the projection head. We used temperature \( \tau = 3.0 \) for SD and \( \tau = 0.1 \) for SelfCon loss.

B.4. Hyperparameters

Sensitivity study for learning rate In Table 6, we experimented with the supervised contrastive algorithms with various batch sizes and confirmed that the classification accuracy decreases in the large batch size. We supposed that this trend is induced by the regularization effect from the batch size. However, there could be a concern for using a sub-optimal learning rate on the large batch size.

We further studied the sensitivity for the learning rate in a batch size of 1024 on CIFAR-100 and summarized the results in Table 8. We concluded that the performance comparison in Table 6 is consistent with hyperparameter tuning. The experimental results supported that a larger learning rate than 0.5 may be a better choice but the trend between all methods maintained in parallel with the learning rate of 0.5. Therefore, we stick to the initial learning rate of 0.5 that Khosla et al. (2020) had used.

Moreover, we tuned the learning rate for the reliability of our large-scale experiments in ImageNet-100 and ImageNet datasets. Table 9 summarized the sensitivity results in ImageNet-100 on ResNet-18 architecture. In this experiment, we fixed the batch size to 512 and pretraining epochs to 400. Note that although we used the same sub-network in this experiment, Table 2 reports the results with the small sub-network after our sub-network experiments in the next section. We confirmed that the learning rate of 0.5 is the best except for SupCon, which showed the best at 1.0. Every other experiment in ImageNet-100 used this best setting.

Table 10 summarized the results in ImageNet on ResNet-18 architecture. We fixed the batch size to 3072 and pretraining epochs to 400. We compared SelfCon-S with SupCon, two major methods in our paper, and confirmed that the learning rate of 0.375 is the best. We used 0.375 for other experiments, and we used a linear scaling rule for other batch sizes (e.g., 0.25 for 2048 batch size and 0.125 for 1024 batch size). The full
Table 10. **ImageNet results on ResNet-18 with various learning rates. Bold** type is for the best accuracy within each method. We used a *same* sub-network structure for SelfCon-S.

| Method   | Learning Rate |       |       |       |
|----------|---------------|-------|-------|-------|
|          | 0.1875        | 0.375 | 0.75  | 1.5   |
| SupCon   | 71.0          | 71.2  | 71.2  | 70.7  |
| SelfCon-S| 71.3          | 71.3  | 71.1  | 69.1  |

Table 11. **The results of SelfCon-S loss according to the structure and position of sub-network.** The classification accuracy is for ResNet-18 *(Left)* and ResNet-50 *(Right)* on the CIFAR-100 benchmark.

| Structure | Position | Accuracy |
|-----------|----------|----------|
|           | 1\textsuperscript{st} Block | 2\textsuperscript{nd} Block | 3\textsuperscript{rd} Block |
| FC        | ✓        | ✓        | ✓        | 75.4±0.1 |
| Small     | ✓        | ✓        | ✓        | 74.7±0.2 |
| Same      | ✓        | ✓        | ✓        | 74.5±0.0 |
| FC        | ✓        | ✓        | ✓        | 73.2±0.2 |
| FC        | ✓        | ✓        | ✓        | 75.4±0.1 |

| Structure | Position | Accuracy |
|-----------|----------|----------|
|           | 1\textsuperscript{st} Block | 2\textsuperscript{nd} Block | 3\textsuperscript{rd} Block |
| FC        | ✓        | ✓        | ✓        | 78.5±0.3 |
| Small     | ✓        | ✓        | ✓        | 78.1±0.2 |
| Same      | ✓        | ✓        | ✓        | 77.4±0.2 |
| FC        | ✓        | ✓        | ✓        | 77.0±0.2 |
| FC        | ✓        | ✓        | ✓        | 78.5±0.3 |
| FC        | ✓        | ✓        | ✓        | 77.4±0.1 |
| FC        | ✓        | ✓        | ✓        | 78.7±0.5 |

Table 12. **The results of SelfCon-S loss according to the structure and position of sub-network.** The classification accuracy is for WRN-16-8 *(Left)* and VGG-16 with BN *(Right)* on the CIFAR-100 benchmark.

| Structure | Position | Accuracy |
|-----------|----------|----------|
|           | 1\textsuperscript{st} Block | 2\textsuperscript{nd} Block |
| FC        | ✓        | ✓        | 74.4±1.2 |
| Small     | ✓        | ✓        | 76.2±0.0 |
| Same      | ✓        | ✓        | 76.6±0.1 |
| Same      | ✓        | ✓        | 76.5±0.2 |
| Same      | ✓        | ✓        | 76.5±0.0 |

| Structure | Position | Accuracy |
|-----------|----------|----------|
|           | 1\textsuperscript{st} Block | 2\textsuperscript{nd} Block | 3\textsuperscript{rd} Block | 4\textsuperscript{th} Block |
| FC        | ✓        | ✓        | ✓        | ✓        | 71.4±0.0 |
| Small     | ✓        | ✓        | ✓        | ✓        | 71.5±0.4 |
| Same      | ✓        | ✓        | ✓        | ✓        | 71.5±0.3 |
| FC        | ✓        | ✓        | ✓        | ✓        | 70.9±0.1 |
| FC        | ✓        | ✓        | ✓        | ✓        | 71.4±0.0 |
| FC        | ✓        | ✓        | ✓        | ✓        | 72.0±0.0 |
| FC        | ✓        | ✓        | ✓        | ✓        | 71.5±0.1 |
| FC        | ✓        | ✓        | ✓        | ✓        | 72.5±0.1 |

The results for 3072 batch size are summarized in Appendix C.2.

**Sub-network** The structure, position, and number of sub-networks are important to the performance of SelfCon learning. First, in order to find a suitable structure of the sub-network, the following three structures were attached after the 2\textsuperscript{nd} block of an encoder: (1) a simple fc, fully-connected, layer, (2) small structure which reduced by half the number of layers in the non-sharing blocks, (3) same structure which is same as the backbone’s non-sharing block structure. After we found the optimal structure, we fixed the structure of the sub-network and found which position was the best. For ResNet architectures, there are three positions to attach; after the 1\textsuperscript{st}, 2\textsuperscript{nd}, and 3\textsuperscript{rd} block. For VGG-16 with BN, there are four positions, and for WRN-16-8, there are two positions possible. Note that blocks are divided based on the Max-Pooling layer in VGG-16 with BN.

Table 11 presents the ablation study results for ResNet-18 and ResNet-50, and Table 12 presents the results for WRN-16-8 and VGG-16 with BN. We observed a trend: in shallow networks (e.g., WRN-16-8) the same structure was better, while fc was better in deeper networks (e.g., VGG-16 with BN and ResNet). Besides, the performance was consistently good when the exit path is attached after the midpoint of the encoder (e.g., 2\textsuperscript{nd} block in ResNet or 3\textsuperscript{rd} block in VGG architecture). We highlighted the selected structure and position in Table 11 and Table 12.

Obviously, there are many combinations of placing sub-networks, and Table 11 and Table 12 presented an interesting result that some performance was the best when sub-networks were attached to all blocks. It seems that increasing the number of
positive and negative pairs by various views from multiple sub-networks improves the performance. It is consistent with the argument of CMC (Tian et al., 2019a) that the more views, the better the representation, but our SelfCon learning is much more efficient in terms of the computational cost and GPU memory usage. However, for the efficiency of the experiments and a better understanding of the framework, we stuck to a single sub-network in all experimental settings.

We further experimented on the large-scale benchmarks, ImageNet-100 and ImageNet. In the ImageNet-100 experiment, we fixed the learning rate for SelfCon-M and SelfCon-S to 0.5, which was found to be optimal in the previous section. In Table 13, we found out that small sub-network showed the best performance in SelfCon-S as well as SelfCon-M. Therefore, we fixed the small sub-network with a learning rate of 0.5 for the SelfCon methods. For ImageNet dataset, we compared the results of small structure with those of same structure. The classification performance degraded by 0.3% when we used small structure. Therefore, we concluded that a deeper sub-network structure is preferred in the large-scale benchmark.

### C. Ablation Studies

#### C.1. Different Encoder Architectures

We experimented with other architectures: VGG-16 (Simonyan & Zisserman, 2014) with Batch Normalization (BN) (Ioffe & Szegedy, 2015) and WRN-16-8 (Zagoruyko & Komodakis, 2016), and the results are presented in Table 14. The classification accuracy for WRN-16-8 showed a similar trend as that of ResNet architectures. However, for VGG-16 with BN architecture, SupCon had a lower performance than CE on every dataset. Although the contrastive learning approach does not seem to result in significant changes for the VGG-16 with BN encoders, SelfCon-S was better than or comparable to CE.

#### C.2. ImageNet with Larger Batch Size

We summarized the full results of ImageNet benchmark in 3072 batch size in Table 15. SelfCon-M again showed the best result among others, and SelfCon-S still performed better than SupCon with only 63% of memory and 42% of time consumed. SelfCon-S had an ensemble performance of 73.2%, which is 2.0% higher than SupCon and 3.8% higher than CE. Meanwhile, SupCon-S failed to converge in this experiment. In the batch size of 3072, there are too many negative pairs without any positive feature from the same sample, such as an augmentation-based or feature-level multi-view. It makes the encoder difficult to find the positive pairs, and SupCon-S might fail to converge due to that reason. We tried a lower temperature value to sharpen the softmax vector or a different learning rate, but it also did not converge. Although SupCon-S does not work in a larger batch size, the SelfCon-S result implies that our framework is still compatible with the single-view.

### Table 14. The results of linear evaluation on WRN-16-8 and VGG-16 with BN for various datasets. We tuned the best structure and position of the sub-network for each architecture. Appendix B.4 summarizes the implementation details.

| Method          | Single-View   | WRN-16-8 | VGG-16 with BN          |
|-----------------|---------------|----------|-------------------------|
|                 |               | CIFAR-10 | CIFAR-100 | Tiny-ImageNet | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
| CE              | ✓             | 94.6±0.1 | 73.6±0.6 | 56.5±0.5 | 93.8±0.3 | 71.2±0.2 | 60.7±0.1 |
| SupCon          |               | 95.3±0.0 | 75.1±0.3 | 57.4±0.3 | 93.6±0.1 | 69.6±0.1 | 57.3±0.4 |
| SupCon-S        | ✓             | 95.2±0.1 | 76.0±0.1 | 57.3±0.5 | 93.8±0.3 | 71.1±0.0 | 58.4±0.2 |
| SelfCon-M (ours)|               | 95.4±0.2 | 75.6±0.1 | 58.7±0.1 | 93.4±0.1 | 71.7±0.3 | 59.4±0.1 |
| SelfCon-S (ours)| ✓             | 95.5±0.0 | 76.6±0.1 | 59.3±0.2 | 93.5±0.1 | 72.0±0.0 | 60.7±0.1 |

### Table 13. ImageNet-100 results on ResNet-18 with different sub-network structure.

| Method     | Sub-network Structure | Mem. Time. Acc@1 |
|------------|------------------------|------------------|
|            | FC | Small | Same |
| SelfCon-M  | 84.6 | 85.8 | 85.8 |
| SelfCon-S  | 85.5 | 86.3 | 85.7 |

### Table 15. The classification accuracy for ImageNet with 3072 batch size. We used a ResNet-18 architecture. X denotes the failure of the convergence.

| Method     | Mem. Time. Acc@1 |
|------------|------------------|
| CE         | - | - | 69.4 |
| SupCon     | ×0.9 | ×2.9 | 71.2 |
| SupCon-S   | ×1.0 | ×1.0 | 71.3 |
| SelfCon-M  | ×1.0 | ×1.0 | 71.7 |
| SelfCon-S  | ×1.0 | ×1.0 | 71.7 |
We formulate SelfCon loss in an unsupervised setting as SimCLR, using a positive set without label information. Although we have experimented only in supervision, our motivation of contrastive learning with a multi-exit framework can also be extended to unsupervised learning. We propose a SelfCon loss function for the unsupervised scenario and present the linear evaluation performance of ResNet-18 architecture on the CIFAR-100 dataset.

### C.3. Different Augmentation Policies

Multi-viewed methods have a problem that oracle needs to choose the augmentation policies carefully (Tian et al., 2019a; Chen et al., 2020; Caron et al., 2020; Kim et al., 2020). However, it is difficult and time-consuming to find the optimal policy. We investigated the following augmentation policies to claim that SelfCon-S reduces the burden of optimizing the augmentation policy.

- **Standard**: For standard augmentation, we used \{RandomResizedCrop, RandomHorizontalFlip, RandomColorJitter, RandomGrayscale\}. This is the same basic policy we used in the paper.

- **Simple**: When we do not have domain knowledge, it might be difficult to choose the appropriate augmentation policies. We assumed a scenario where we might not know that the color would be important in this visual recognition task. Therefore, we removed the color-related augmentation policies from Standard policy, i.e., we only used \{RandomResizedCrop, RandomHorizontalFlip\} for a simple augmentation policy.

- **RandAugment**: We used RandAugment (Cubuk et al., 2020) for an augmentation policy. RandAugment randomly samples \(N\) out of 14 transformation choices (e.g., shear, translate, autoContrast, and posterize) with \(M\) magnitude parameter. We used the optimized value of \(N = 2\) and \(M = 9\) in (Cubuk et al., 2020). It is already known that SupCon performs best with RandAugment (Khosla et al., 2020).

The results are presented in Table 16. When we apply Standard and Simple augmentations, SelfCon-S still outperformed SupCon. It supports that SelfCon learning is a more efficient algorithm because finding the best policy, such as RandAugment (Cubuk et al., 2020) or AutoAugment (Cubuk et al., 2019), is not a trivial process and needs a lot of computational costs. Meanwhile, SupCon with the multi-viewed batch can benefit more from the strong and optimized augmentation policy since training each sample twice more encourages memorization. SelfCon learning did not work well with RandAugment, as SupCon degraded with the Stacked RandAugment (Tian et al., 2020) in their experiments, but there would also be an optimal policy for SelfCon. We leave the experiments with other benchmarks, architectures, and various augmentation policies as future work.

### D. Extensions of SelfCon Learning

#### D.1. SelfCon in Unsupervised Learning

Although we have experimented only in supervision, our motivation of contrastive learning with a multi-exit framework can also be extended to unsupervised learning. We propose a SelfCon loss function for the unsupervised scenario and present the linear evaluation performance of ResNet-18 architecture on the CIFAR-100 dataset.

**Loss function** Under the unsupervised setting, Chen et al. (2020) proposed a simple framework for contrastive learning of visual representations (SimCLR) with NT-Xent loss. SimCLR suggests a contrastive task that contrasts the augmented pair of its own augmented image, i.e., \(P_i \equiv \{(i + B) \mod 2B\}\). We denote this loss as \(L_{\text{sim}}\).

We formulate SelfCon loss in an unsupervised setting as SimCLR, using a positive set without label information. We formulate SelfCon loss with the multi-viewed and unlabeled batch (SelfCon-MU) as follows:

\[
L_{\text{self-mu}} = \sum_{i \in I} \left[ \frac{1}{|P_i|} \sum_{p_1 \in P_i, \omega_1 \in \Omega} \omega(x_i)^T \omega_1(x_{p_1}) + \log \sum_{\omega_2 \in \Omega} \left( \frac{1}{|P_2|} \sum_{p_2 \in P_2} e^{\omega(x_i)^T \omega_2(x_{p_2})} + \frac{1}{|N_i|} \sum_{n \in N_i} e^{\omega(x_i)^T \omega_2(x_{n})} \right) \right]
\]

where

- \(i \in I \equiv \{1, \ldots, 2B\}\)
- \(p_j \in P_{ij} \equiv \{i, (i + B) \mod 2B\}\)
- \(n \in N_i \equiv I \setminus \{i, (i + B) \mod 2B\}\)

**Table 16. CIFAR-100 results on ResNet-18 with various augmentation policies.**

| Method       | Augmentation Policy |
|--------------|---------------------|
|              | Standard  | Simple   | RandAugment |
| SupCon       | 73.0 \pm 0.0 | 72.0 \pm 0.3 | 74.3 \pm 0.1 |
| SelfCon-S    | 75.4 \pm 0.1 | 74.2 \pm 0.2 | 72.5 \pm 0.0 |
Table 17. The results under the unsupervised scenario. We compared our SelfCon-MU and SelfCon-SU loss with SimCLR in the unsupervised setting. For the comparison with supervised learning, we also added the classification accuracy of CE loss. We used ResNet-18 encoder and CIFAR-100 dataset. Accuracy* denotes the accuracy of SelfCon learning with the anchors only from the sub-network (see details in Appendix D.2).

| Method         | CE       | SimCLR  | SelfCon-MU | SelfCon-SU |
|----------------|----------|---------|------------|------------|
| Multi-view     |          | ✓       | ✓          | ×          |
| Accuracy       | 72.9±0.1 | 63.3±0.3| 5.0±0.1    | 6.4±0.2    |
| Accuracy*      |          |         | 64.6±0.1   | 12.8±0.1   |

As SelfCon loss in supervised setting, we exclude an anchor sample from the positive set, i.e., \( P_{ij} \leftarrow P_{ij} \setminus \{i\} \) when \( \omega = \omega_j \). Here, we used \( \tau = 0.5 \) for the unsupervised SelfCon loss and \( \mathcal{L}_{\text{sim}} \). We omitted the dividing constant for the summation of anchor samples (i.e., \( \frac{1}{|I|} \)).

We also formulate SelfCon loss with the single-viewed and unlabeled batch (SelfCon-SU) as follows:

\[
\mathcal{L}_{\text{self-su}} = \sum_{\omega \in \Omega} \left[ -\frac{1}{|P_{1i}|} \sum_{p_1 \in P_{1i}, \omega_1 \in \Omega} \omega(x_i)^\top \omega_1(x_{p_1}) + \log \sum_{\omega_2 \in \Omega} \left( \sum_{p_2 \in P_{2i}} e^{\omega(x_i)^\top \omega_2(x_{p_2})} + \sum_{n \in N_i} e^{\omega(x_i)^\top \omega_2(x_n)} \right) \right]
\]

(43)

Similarly, we exclude the sample from the positive set only when \( \omega = \omega_j \), i.e., \( P_{ij} \leftarrow P_{ij} \setminus \{i\} \). For the positive set, since this loss is based on the single-viewed batch, we have an empty positive set when \( \omega = \omega_j \).

**Experimental results** All implementation details for unsupervised representation learning are identical with those of supervised representation learning in Appendix B, except for temperature \( \tau \) of 0.5 and linear evaluation learning rate of 1.0. We used a small sub-network attached after the 2nd block. Table 17 shows the linear evaluation performance of unsupervised learning on ResNet-18 in CIFAR-100 dataset. However, we empirically found that the encoder failed to converge with both SelfCon-MU and SelfCon-SU loss (see the accuracy of the first row).

### D.2. SelfCon with Anchors ONLY from the Sub-network

We suspect that Eq. 42 and 43 allow the backbone network to follow the sub-network, which makes the last feature learn more redundant information about the input variable without any label information. Thus, the unsupervised loss function under the SelfCon framework needs to be modified.

When the anchor feature is from the backbone network, we remove the loss term, which contrasts the features of the sub-network. Strictly speaking, it does not perfectly prevent the backbone from following the sub-network because there is no stop-gradient operation on the outputs of the backbone network when the outputs of the sub-network are the anchors. However, we hypothesize that it helps prevent the encoder from collapsing to the trivial solution by the contradiction of the IB principle. We confirmed the performance of revised loss functions in both unsupervised and supervised scenarios.

**Loss function**

\[
\mathcal{L}_{\text{self-mu}}^* = \frac{1}{1 + \alpha} \mathcal{L}_{\text{sim}}
\]

\[
+ \frac{\alpha}{1 + \alpha} \sum_{i \in I} \left[ -\frac{1}{|P_{1i}|} \sum_{p_1 \in P_{1i}, \omega_1 \in \Omega} G(x_i)^\top G(x_{p_1}) + \log \sum_{\omega_2 \in \Omega} \left( \sum_{p_2 \in P_{2i}} e^{G(x_i)^\top \omega_2(x_{p_2})} + \sum_{n \in N_i} e^{G(x_i)^\top \omega_2(x_n)} \right) \right]
\]

(44)

All notations are same as Eq. 42, except for the coefficient \( \alpha \) where we used 1.0. For the supervised setting, simply change \( P_{ij} \) to \( \{p_j \in I | y_p = y_i\} \) and \( \mathcal{L}_{\text{sim}} \) to \( \mathcal{L}_{\text{sup}} \). Note that \( P_{ij} \leftarrow P_{ij} \setminus \{i\} \) when \( \omega_j = G \). We get rid of the situation that the
Table 18. CIFAR-100 results with SelfCon extensions. Accuracy* denotes the accuracy of SelfCon learning with the anchors only from the sub-network. We used $\alpha = 1$ and a fully-connected layer as the sub-network structure.

| Method  | Architecture | Accuracy | Accuracy* |
|---------|--------------|----------|-----------|
| SelfCon-M | ResNet-18     | 74.9 ±0.1 | 74.9 ±0.2 |
| SelfCon-S |             | 75.4 ±0.1 | 75.6 ±0.1 |
| SelfCon-M | ResNet-50     | 76.9 ±0.1 | 77.4 ±0.2 |
| SelfCon-S |             | 78.5 ±0.3 | 78.8 ±0.1 |

Table 19. The detailed results of Figure 2. $x$, $y$, $T(x)$, and $F(x)$ respectively denote the input variable, label variable, intermediate feature, and the last feature. Recall that $T(x)$ is the intermediate feature of the backbone network, which is an input to the auxiliary network path. We summarized the average of estimated MI through multiple random seeds. We highlighted the MI between the intermediate and the last features, which is the main concern of the SelfCon loss. **Bold** type indicates the smallest values for $\mathcal{I}(x; T(x))$ and the largest values for $\mathcal{I}(y; T(x))$ and $\mathcal{I}(F(x); T(x))$, according to the IB principle. We used ResNet-18 on CIFAR-100 dataset for the measurements.

| Method  | CE | SupCon | SelfCon-M* | SelfCon-M* | SelfCon-M* | SelfCon-M* | SelfCon-M* | SelfCon-M* | SelfCon-M* |
|---------|----|--------|------------|------------|------------|------------|------------|------------|------------|
|         |    |        |            |            |            |            |            |            |            |
|         | 72.9 | 73.0 | 0.025 | 0.05 | 0.075 | 0.1 | 0.15 | - | - |
| InfoNCE | $\mathcal{I}(x; T(x))$ | 0.436 | 0.285 | 0.296 | 0.277 | 0.299 | 0.293 | 0.232 | **0.203** | **0.207** |
|         | $\mathcal{I}(y; T(x))$ | 0.233 | 0.221 | 0.299 | 0.290 | 0.309 | 0.329 | 0.341 | 0.454 | **0.463** |
| MINE    | $\mathcal{I}(x; F(x); T(x))$ | 0.313 | 0.296 | 0.330 | 0.357 | 0.381 | 0.392 | 0.402 | 0.508 | **0.528** |
| NWJ     | $\mathcal{I}(x; F(x); T(x))$ | 1.225 | 0.758 | 0.843 | 0.719 | 0.744 | 0.665 | 0.697 | 0.508 | **0.503** |
|         | $\mathcal{I}(y; F(x))$ | 0.617 | 0.616 | 0.719 | 0.700 | 0.834 | 0.928 | 0.961 | 1.261 | **1.425** |

For the supervised setting, we change the above equation as the equally-weighted linear combination of SupCon-S loss and Eq. 45 with $F_{ij} = \{p_j \in I | y_p = y_i\}$. Note that we also exclude contrasting the anchor itself in SupCon-S loss term.

**Experimental results** In Table 17, we also reported the accuracy of SelfCon-MU* and SelfCon-SU* loss according to Eq. 44 and 45. Surprisingly, in this case, SelfCon-MU* outperformed SimCLR loss (Chen et al., 2020), improving 1.3%p. Unfortunately, SelfCon-SU* had not converged again, although it improved the result in a small amount compared to Eq. 43. While SelfCon-MU* has SimCLR loss term that makes the backbone encoder still learn meaningful features, SelfCon-SU* loss does not have the anchor features from the backbone, which makes the backbone hard to be trained. Table 18 summarizes SelfCon-M* and SelfCon-S* loss, removing the anchors from the backbone in the supervised setting, i.e., supervised version of Eq. 44 and 45. As we expected, these variants of SelfCon-M and SelfCon-S further improved the classification performance.

**E. Correlation Between SelfCon Loss and the MI Estimation**

We used three types of MI estimators: InfoNCE (Oord et al., 2018), MINE (Belghazi et al., 2018), and NWJ (Nguyen et al., 2010). Specifically, we extracted the features of the CIFAR-100 dataset from the pretrained ResNet-18 encoders and optimized a simple 3-layer Conv-ReLU network with the MI estimator objectives.

In Section 5.2, to clearly show the correlation between the mutual information and classification accuracy, we experimented...
Table 20. **Memory (GiB / GPU) and computation time (sec / step) comparison.** All numbers are measured with ResNet-50. Note that FLOPS is for one sample. $B$ stands for batch size.

| Dataset (Image size) | Method       | Params  | FLOPS   | $B = 256$ | $B = 512$ | $B = 1024$ |
|----------------------|--------------|---------|---------|-----------|-----------|------------|
|                      |              |         | Memory  | Time      | Memory    | Time       |
| CIFAR-100 (32x32)    | SupCon       | 27.96 M | 2.62 G  | 4.00      | 0.28      | 6.40       | 0.35       | 11.29      | 0.50      |
|                      | SelfCon-S    | 33.47 M | 1.31 G  | 2.73      | 0.28      | 3.92       | 0.31       | 6.28       | 0.40      |
| Tiny-ImageNet (64x64)| SupCon       | 27.96 M | 2.63 G  | 4.41      | 0.27      | 6.71       | 0.33       | 11.84      | 0.46      |
|                      | SelfCon-S    | 33.47 M | 1.32 G  | 2.98      | 0.27      | 4.21       | 0.29       | 6.82       | 0.34      |
| ImageNet-100 (224x224)| SupCon   | 27.97 M | 8.28 G  | 9.41      | 0.61      | 16.49      | 1.14       | -          | -         |
|                      | SelfCon-S    | 42.21 M | 5.33 G  | 5.91      | 0.47      | 10.45      | 0.72       | -          | -         |

with the interpolation between SupCon loss and SelfCon-M loss (SupCon loss is a special case of SelfCon-M loss). However, the current formulation of Eq. 1 and Eq. 2 cannot make the exact interpolation between SupCon and SelfCon-M because the SelfCon-M loss should have negative pairs from different levels of a network (i.e., backbone and sub-network), but the SupCon loss cannot produce those. Therefore, we proposed a near-interpolated loss function between SupCon and SelfCon-M loss, which is equivalent to the supervised version of Eq. 44:

$$
\mathcal{L}_{self-m*} = \frac{1}{1 + \alpha} \mathcal{L}_{sup}
+ \frac{\alpha}{1 + \alpha} \sum_{i \in I} \left[ \sum_{p_1 \in P_1, \omega_1 \in \Omega} G(x_i)^\top \omega_1 (x_{p_1}) + \log \sum_{\omega_2 \in \Omega} \left( \sum_{p_2 \in P_2} e^{G(x_i)^\top \omega_2 (x_{p_2})} + \sum_{n \in N_i} e^{G(x_i)^\top \omega_2 (x_n)} \right) \right]
$$

(46)

where $P_{ij} \leftarrow P_{ij} \setminus \{i\}$ when $\omega_j = G$. Therefore, if $\alpha = 0$, $\mathcal{L}_{self-m*}$ is equivalent to the SupCon loss and if $\alpha = 1$, $\mathcal{L}_{self-m*}$ is almost equivalent to SelfCon-M loss.

Figure 2 describes the estimated mutual information and its relationship with classification performance via controlling the hyperparameter $\alpha$, and Table 19 summarizes the detailed estimation values of the intermediate feature with respect to the input, label, and the last feature. As expected, SelfCon-M and SelfCon-S loss have larger MI between the intermediate and the last feature of the backbone network than CE and SupCon loss. We observed a clear increasing trend of both MI and test accuracy as the contribution of SelfCon gets larger (i.e., increasing $\alpha$). When we used a fully-connected layer as the sub-network, we confirmed that the accuracy of SelfCon-M$^*$ was quickly saturated to SelfCon-M for $\alpha = 512$. In other words, SelfCon-S with $\alpha = 512$ requires a comparable memory cost with SupCon with $\alpha = 256$.

F. Memory Usage and Computational Cost

In Table 20, we reported the computational cost for pretraining with ResNet-50. The 1024 batch size results on the ImageNet-100 benchmark are not reported because ResNet-50 with batch size over 1024 exceeded the GPU limit. All numbers for the ImageNet-100 and ImageNet results are measured on 8 RTX A5000 GPUs, and in other benchmarks on 8 RTX 2080 Ti GPUs. The overall trend is similar to that in Table 5. Although SelfCon-S has larger parameters due to the auxiliary networks, the actual training memory and time were lower than SupCon because of the single-viewed batch. In other words, SelfCon-S with $B = 512$ requires a comparable memory cost with SupCon with $B = 256$.

G. Ensemble Performance of SelfCon-S in ResNet-50

We pointed out the ensemble as the advantage of the SelfCon learning framework. Ensembling the multiple outputs is still efficient because the additional fine-tuning of a linear classifier after the frozen sub-network does not place a lot of burden on the computational cost. We summarized the experimental results for ResNet-18 in Table 7 and ResNet-50 in Table 21. Ensemble improved the performance by a large margin in every encoder architecture and benchmark. In addition, the ensemble results of ResNet-18 significantly outperformed SupCon on ResNet-50: SelfCon-S on ResNet-18 77.4%
Table 21. **Classification accuracy with the classifiers after backbone, sub-network, and the ensemble of them.** The ResNet-50 encoder is pretrained by the SelfCon-S loss function.

| Method     | CIFAR-10 | CIFAR-100 | Tiny-ImageNet | ImageNet-100 |
|------------|----------|-----------|---------------|--------------|
| SupCon     | 95.6     | 75.5      | 61.6          | 88.2         |
| Backbone   | **95.7** | 78.5      | 63.7          | 88.5         |
| Sub-network| 93.6     | 73.3      | 58.9          | 87.4         |
| Ensemble   | 95.5     | **80.0**  | **65.7**      | **89.0**     |

vs. SupCon on ResNet-50 75.5% (CIFAR-100) and SelfCon-S on ResNet-18 62.2% vs. SupCon on ResNet-50 61.6% (Tiny-ImageNet).

**H. Qualitative Examples for Vanishing Gradient**

In Figure 6, we have already shown that the sub-network solves the vanishing gradient problem through the visualization for gradient norms of each layer. In Figure 7, we also visualized qualitative examples using Grad-CAM (Selvaraju et al., 2017). We used the gradient measured on the last layer in the 2nd block when the sub-network is attached after the 2nd block. In order to compare the absolute magnitude of the gradient, it is normalized by the maximum and minimum values of the two methods, SelfCon-M and SupCon. As in Figure 7, SelfCon learning led to a larger gradient via sub-networks, and Grad-CAM more clearly highlighted the pixels containing important information in the images.