Application of Tsallis Cross-entropy in Image Thresholding Segmentation
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We propose a novel Tsallis cross-entropy thresholding method based on the premise that local long-range correlations rather than global long-range correlations may exist among the gray levels of pixels. The target and background of the image can be considered as two independent parts, and their information integrity can be maximized by the proposed method. Our experimental results show that this method can obtain better segmentation results than the minimum Tsallis cross-entropy thresholding method when considering global long-range correlations when segmenting images in which the object and background have no obvious correlations.

1. Introduction

The minimum Tsallis cross-entropy thresholding method minimizes the difference in the amount of information between an original image and a segmented image so as to guarantee that the computer reading of the internal information of the image is as faithful as possible to the original image. In 1993, Li and Lee defined cross-entropy and applied it in the study of image threshold segmentation.(1) Subsequently, the research groups of Brink and Pal have continuously improved this method, which has greatly expanded its range of applications.(2,3) In China, there have also been many studies in this area. For example, Xue and Zhang analyzed the probability distribution of images after mixed Poisson distribution estimation and proposed a method to estimate the probability distribution of a segmented image with a mixed uniform distribution.(4) They also proposed a maximum interclass cross-entropy criterion function so that the target and background of the image can be separated as much as possible. Tang and coworkers proposed a segmentation method based on the minimum Tsallis cross-entropy threshold and a two-dimensional minimum Tsallis cross-entropy threshold segmentation method.(5,6) Note that the introduction of Tsallis entropy in statistical physics is based on the...
experimental findings of long-range interactions within physical systems.\(^7,8\) In terms of image processing, this long-range effect can be understood as the correlation between the gray values of each pixel inside an image.\(^9–11\) This correlation, which is different from the correlation between the pixels in the domain mentioned above, is global. However, since there are various image categories, not all the internal pixel gray value correlations of an image are global.

In an infrared target recognition system, the infrared image sequence obtained by an infrared sensor has a certain relationship with the temperature distribution of each point on the surface, which results in a correlation between the brightness values of the pixels in the target, but the temperature distributions of the target and background are not necessarily related. Here, we propose a novel Tsallis cross-entropy thresholding method based on the premise to deal with images with no obvious correlation between the target and the background.

2. Principle of Minimum Tsallis Cross-entropy Thresholding Method

2.1 Tsallis cross-entropy

Furuichi et al. proposed the concept of Tsallis cross-entropy in 2004 and defined the Tsallis correlated entropy between two probability distributions \( P = \{ p_1, p_2, \ldots, p_N \} \) and \( Q = \{ q_1, q_2, \ldots, q_N \} \) as

\[
D_q(P, Q) = -\sum_{i=1}^{N} p_i \left( 1 - \frac{(\frac{p_i}{q_i})^{1-q}}{q-1} \right),
\]

where \( q \) is a non-negative real number.\(^12\) When \( q \to 1 \), the Tsallis cross-entropy is converted into the form of the traditional cross-entropy, that is,

\[
\lim_{q \to 1} D_q(P, Q) = \lim_{q \to 1} \left( \sum_{i=1}^{N} p_i \left( \frac{p_i}{q_i} \right)^{1-q} - 1 \right) = \sum_{i=1}^{N} p_i \ln \frac{p_i}{q_i}.
\]

The symmetry form of the Tsallis cross-entropy can be defined as

\[
D_q(P : Q) = \sum_{i=1}^{N} p_i \left( \frac{p_i}{q_i} \right)^{1-q} - 1 + \sum_{i=1}^{N} q_i \left( \frac{q_i}{p_i} \right)^{1-q} - 1.
\]

2.2 Minimum Tsallis cross-entropy thresholding method

We set the probability distribution \( P = \{ p_1, p_2, \ldots, p_N \} \) as the gray-level histogram probability distribution of the original image and the probability distribution \( Q = \{ q_1, q_2, \ldots, q_N \} \) as the
gray-level histogram probability distribution of the thresholded image. Suppose that the threshold \( t \) divides the original image into two parts, namely, the target and background, where pixels whose gray level is smaller than \( t \) constitute the target region (represented by \( O \)) and pixels whose gray level is larger than \( t \) constitute the background region (represented by \( B \)). From Eq. (3), the Tsallis cross-entropy between pixels within the target region is

\[
D_q^O(t) = \sum_{i=0}^{t} p_i \left( \frac{p_i^{1-q} - 1}{q-1} \right) + \sum_{i=t+1}^{n} q_i \left( \frac{q_i^{1-q} - 1}{q-1} \right). 
\]

The Tsallis cross-entropy between pixels within the background region is

\[
D_q^B(t) = \sum_{i=t+1}^{n} p_i \left( \frac{p_i^{1-q} - 1}{q-1} \right) + \sum_{i=t+1}^{n} q_i \left( \frac{q_i^{1-q} - 1}{q-1} \right), 
\]

where \( q \) is a non-extensive parameter, which represents the correlation between the target and the background in the image. \( n \) is the upper limit of the gray level of the image. The gray-level histogram probability distribution of the segmented image \( \{q_i\} \) is estimated using the mixed uniform distribution proposed by Xue and Zhang,(4) that is,

\[
q_i = \begin{cases} 
\frac{p_O}{t+1}, & 0 \leq i \leq t \\
\frac{p_B}{n-t-1}, & t+1 \leq i \leq n 
\end{cases}. 
\]

The Tsallis cross-entropy between \( P \) and \( Q \) in the image thresholding is defined as the sum of the Tsallis cross-entropy between pixels within the target region and the Tsallis cross-entropy between pixels within the background region. Then, according to the non-extensive property of the Tsallis entropy, the total Tsallis cross-entropy of the image before or after segmentation can be obtained as

\[
D_q(P:Q;t) = D_q^O(t) + D_q^B(t) + (1-q)D_q^O(t)D_q^B(t). 
\]

When \( D_q(P:Q;t) \) takes a minimum value, the corresponding gray value is the optimal threshold value,(5) that is,

\[
T_{opt} = \arg \min_{0 \leq t \leq n} \left[ D_q(P:Q;t) \right]. 
\]
3. New Tsallis Cross-entropy Thresholding Method

For some images whose targets can be changed arbitrarily, it has been a priori judged that there is no correlation between the target and the background; however, there may be a correlation within the target or within the background. That is, there is only a local long-range correlation in the image rather than a global long-range correlation. Therefore, under the assumption of global relevance, the minimum Tsallis cross-entropy thresholding method is used to segment these images, which could cause an intelligent algorithm to analyze the images in the wrong direction. In such a case, the information contained in the image cannot be understood correctly by a computer, and the information error between the obtained results and the original image cannot be minimized. Thus, we propose a new Tsallis cross-entropy thresholding method by modifying the minimum Tsallis cross-entropy thresholding method.

The criterion for the proposed thresholding algorithm is

\[ T_{opt} = \arg \min_{0 \leq s \leq \infty} \left\{ \max \left[ D^O (t), D^B_q (t) \right] \right\}, \]

(9)

where \( D^O (t) = \sum_{i=0}^{t} p_i \ln \frac{p_i}{q_i} + \sum_{i=t}^{\infty} q_i \ln \frac{q_i}{p_i} \) is the limit of Eq. (4) when \( q \to 1 \) and \( D^B_q (t) \) is given by Eq. (5). Since the correlation between the gray levels of the pixels in the target region of some test images is weak and the correlation between the gray levels of the pixels in the background area is strong, it is clearly inappropriate to use the same \( q \) value to describe the correlation strengths of the target and background. From a low correlation strength, it can be inferred that the value of the non-extensive parameter is close to 1, so the cross-entropy defined by Kullback is adopted to describe the difference between the information in the target region before and after the segmentation. In contrast, for the background region, since the correlation between the pixel gray levels is stronger, the form of the Tsallis cross-entropy is retained and the correlation strength can be described by the \( q \) value. On the other hand, for images of this type, at present, there is still insufficient evidence to show that the target and background must have long-range correlations, so we neglect the third term in Eq. (7). To achieve the objective of minimizing the cross-entropy value, the best approach should be to minimize the target and background cross-entropies at the same time. Generally, it is not easy to minimize the target and background cross-entropies using a threshold value. Therefore, the equilibrium value is substituted into Eq. (9), that is, the minimum value of the larger one. This constraint guarantees that both cross-entropies are smaller and as close as possible to the preset optimal criterion.

4. Experimental Results and Discussion

To verify the validity of the proposed method, some images are tested using the method and the results are compared with those obtained by the minimum Tsallis cross-entropy thresholding method.(5) Four images are used: potatoes (256 × 256), coins with a black background (300 × 246), coins with a white background (308 × 242), and rice (256 × 256).
Table 1 shows the threshold values obtained by the proposed and minimum Tsallis cross-entropy thresholding methods for various $q$ values, where Threshold 1 is the threshold value obtained by the minimum Tsallis cross-entropy thresholding method and Threshold 2 is the threshold value obtained by the proposed method. It can be seen clearly from the table that the threshold value obtained by the minimum Tsallis cross-entropy thresholding method is poor and the parameter $q$ cannot perform the regulation function well. Changes in $q$ have little effect on the threshold, while the threshold value obtained by the proposed method responds sensitively to $q$.

To quantize the segmentation quality of various methods, we adopt a common image segmentation quality evaluation criterion, the misclassification error ($ME$), to evaluate the quality of the segmented images. This criterion is a measure of the quality of image segmentation based on the consistency of pixels between the segmented and reference images. For the problem of single-threshold segmentation, $ME$ can be expressed simply as

$$ME = 1 - \frac{|B_{GT} \cap B_T| + |F_{GT} \cap F_T|}{|B_{GT}| + |F_{GT}|},$$

(10)

where $B_{GT}$ and $B_T$ are the sets of background pixels of the reference and thresholded images, and $F_{GT}$ and $F_T$ are the sets of target pixels of the reference and thresholded images, respectively, and the symbol $|\cdot|$ is the number of elements in the set. $ME$ is the percentage of target pixels misclassified as background pixels or the percentage of background pixels misclassified as target pixels. It can be seen from Table 1 that the misclassification error (ME2) obtained by the proposed method is smaller than the misclassification error (ME1) obtained by the

| Test image | $q = 0.5$ | $q = 0.6$ | $q = 0.7$ | $q = 0.8$ | $q = 0.9$ | $q = 1.0$ |
|------------|----------|----------|----------|----------|----------|----------|
|            | Threshold1 | ME1 | Threshold2 | ME2 | Threshold1 | ME1 | Threshold2 | ME2 | Threshold1 | ME1 | Threshold2 | ME2 |
| Potatoes   |           |       |           |       |           |       |           |       |           |       |           |       |
|            | 1         | 0.62784 | 255       | 0.37193 | 1         | 0.62784 | 255       | 0.37193 | 1         | 0.62784 | 255       | 0.37193 |
| Coins      |           |       |           |       |           |       |           |       |           |       |           |       |
|            | 255       | 0.32734 | 78        | 0.00084011 | 255       | 0.32734 | 78        | 0.00084011 | 255       | 0.32734 | 78        | 0.00084011 |
| Eight      |           |       |           |       |           |       |           |       |           |       |           |       |
|            | 217       | 0.71937 | 88        | 0.22737 | 217       | 0.71937 | 88        | 0.22737 | 217       | 0.71937 | 88        | 0.22737 |
| Rice       |           |       |           |       |           |       |           |       |           |       |           |       |
|            | 118       | 0.025925 | 122       | 0.013519 | 118       | 0.025925 | 122       | 0.013519 | 118       | 0.025925 | 122       | 0.013519 |

| Table 1: Threshold results and MEs of test images for various $q$ values. |
minimum Tsallis cross-entropy thresholding method, that is, the quality of the segmentation image obtained by the proposed method is superior, which can also be seen from the images. In Figs. 1–4, (d) and (e) respectively show the optimal segmentation effects of the above four test images by the proposed and minimum Tsallis cross-entropy thresholding methods. For the images of potatoes, coins, and rice, the proposed method effectively segments the target from

![Fig. 1](image1.png)  
Fig. 1. (Color online) Image of potatoes and its optimal segmentation results. (a) Original image, (b) ground truth image, (c) ID histogram, (d) proposed method \((q = 0.7)\), and (e) minimum Tsallis cross-entropy thresholding method \((q = 0.7)\).

![Fig. 2](image2.png)  
Fig. 2. (Color online) Image of coins with black background and its optimal segmentation results. (a) Original image, (b) ground truth image, (c) ID histogram, (d) proposed method \((q = 0.7)\), and (e) minimum Tsallis cross-entropy thresholding method \((q = 0.7)\).
The background, in contrast to the minimum Tsallis cross-entropy thresholding method. From the image of rice in Fig. 4, it can be seen that the segmentation result obtained by the proposed method has less noise and the outline of the target is much clearer.
Compared with the traditional Shannon entropy thresholding method, the maximum Tsallis entropy and minimum Tsallis cross-entropy thresholding methods both introduce a non-extensive parameter, which is used to describe the long-range correlation between the gray levels of each pixel in the image. This correlation is different from that between neighboring pixels: it is global and covers the entire image. However, the correlation between the gray levels of individual pixels in the image is not global in any situation. For example, we think that the gray levels of the pixels in the target (or background) are related in some infrared image sequences or nondestructive testing images, but it is difficult to determine whether the gray levels in the target and background are also related. Through the comprehensive analysis of the segmentation results of the above test images, it was found that the proposed method is suitable for segmenting images with no obvious correlation between the target and the background, which further verifies the hypothesis of local correlation between the gray levels of each pixel in the image discussed in Sect. 3.

5. Conclusions

Tsallis entropy is used to describe long-range interaction within a system in statistical physics. For image processing, this long-range interaction can be understood as the correlation between the gray values of pixels within the image. However, owing to the complexity of natural images, not all images have uniform global correlations. Therefore, we proposed a new thresholding method based on Tsallis cross-entropy by analyzing the information contained in the gray-level histogram of an image and judging the correlation characteristics within. Since the proposed method takes full consideration of the local long-range correlation existing between pixels within the image, the result obtained by the method when segmenting images with no obvious correlation between the target and the background is significantly better than that obtained by the minimum Tsallis cross-entropy thresholding method under the hypothesis of global long-range correlation.
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