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1. Introduction

Various numerical methods have been developed based on the weighted residuals [1-4]. Regardless of the advantages and disadvantages of each one, the most conventional methods are the Finite Elements Method (FEM) [5, 6] and the BEM [7-11], respectively. Recently, due to specific features of the BEM, especially in the modeling of semi-infinite and infinite fields and the possibility of cooperation with the FEM, further attention has been raised in this field [12, 13]. Continuous investigations of researchers indicate potential possibilities of the BEM method in the investigation of far filed problems such as shallow tunnels [14, 15] and crack propagation analysis [16-19], where the brittle materials crack branching mechanism has been analyzed.

The proelastic fundamental solutions of the displacement discontinuity method are also presented by focusing on the behavior of cracks induced due to various methods such as boring by explosion or boring machinery. On the other hand, the BEM can be extended to the half-plane time-domain boundary element method in which only the boundary of the interface of the structures needs to be discretized and through satisfactions of the continuity and boundary conditions, it can be used as a hybrid of the normal BEM and half plane BEM. Further details can be found in [20-22] where practical capacities of BEM and hybrid BEM for analyzing of site response is investigated.

Besides significant advantages of the BEM such as accuracy of the method in the modeling of far field domains such as soil domain and reduction of degrees of the space by one, a big disadvantage of the BEM is the treatment of the singular integrals, which appear in the process of formulation. Various studies carried out until now have addressed the problem of integrating logarithmically singular functions of the BEM and led to several methods of integration on singular functions [23, 24]. Each one of these methods has its pros and cons. Analytical methods of integration can solve singular integrals. However, the problem is that these methods are...
not capable of integrating all functions efficiently and preparation of the large number of codes by means of these methods is time consuming and cannot be used to overcome engineering problems. In general, numerical integrals are more common and thus capable of solving engineering problems, however, specific attention and comparison of results and capabilities are required.

Many researchers have proposed different numerical methods specifically developed for numerical integration of singular integrals. Crow [23] has proposed a numerical method for the integration of logarithmically singular integrals. Some of the researchers have compared the existing methods, for example, Smith [24] has compared some of the proposed integration methods for logarithmically singular integrals. Also, some other researchers have proposed hybrid methods, for example, Sladek, et al. [25] proposed a semi analytical integration method for the integration of nearly logarithmically singular integrals.

Analytical models often do not perform well for the real complex field scale situation. Various numerical simulation models, including continuum-based models such as finite element methods and dis-continuum models such as distinct element methods, have been proposed by various researchers [18]. Marji, et al. [26] investigated the crack propagation mechanism in rocks using the Higher Order Displacement Discontinuity Method (HODDM) with special crack tip elements. Also, a complete analytical, experimental, and numerical analysis of crack propagation, and cracks coalescence in rocks and rock-like materials under compressive loading condition have been performed by Haeri, et al. [27].

Several studies have investigated and described numerical and analytical integration methods and compared their advantages and disadvantages with well-known schemes such as GAUSS and SIMPSONS [28], while some others have addressed instability of the results due to integration methods and have proposed various numerical stepping schemes [29]. However, the investigation of singular integration has gained minimal attention. Representation of the singular terms, which in practice is performed through various quadrature methods in different papers, has been investigated by analytical methods such as [30] Some researchers have addressed the exact solution of the BEM matrixes. Their activities concentrated on 2 and 3 dimensional elements for the singular and nonsingular integrations [31].

The function to be integrated can influence the behavior of the integrating approaches. In all the above-mentioned papers, researchers have used simple functions for illustration of their integrating methods capabilities. While in this paper, a common fundamental function of the BEM is used to compare the capabilities of the integration schemes. The main contributions of this paper are stated as follows:

1. Comparison of the existing methods on the integration of fundamental functions.
2. Improving BEM solutions by proposing a proper integration method for singular and semi singular conditions.
3. Comparison of the accuracy of various integration methods.

2. Laplace equation

One of the most important partial differential equations in mathematical physics is the Laplace equation, which has wide applications in engineering fields, such as fluid flow and heat conduction, where all those fields can be represented by a potential gradient. The Laplace equation can be derived from several physical processes. Further details can be found in [32] where the Laplace equation is derived for the fluid flow field as equation 1:

$$\nabla^2 u = 0$$

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$$

(1)

Where $\nabla^2$ is the Laplace equation as $\text{div}[\nabla]$ and $u$ is the potential function of the field. The natural and essential boundary conditions of the problem can be identified as follows:

**essential conditions** as $u = \bar{u}$ on $\Gamma_1$

**natural conditions** as $q = \frac{\partial u}{\partial n} = \bar{q}$ on $\Gamma_1$

Where $n$ is normal to the boundary and the total boundary $\Gamma$ is constituted of the essential and the natural boundaries of $\Gamma = \Gamma_1 + \Gamma_2$ as indicated in Fig. 1.

![Fig. 1: The natural and the boundary conditions for an arbitrary Laplace problem](image)

2.1. Integral equation

Considering the Laplace equation (equation 1) and the weighted residual method besides integration by parts [9], basic integral equations for the BEM is derived as equation 2:

$$\int_{\Omega} (\nabla^2 u^*) u \, d\Omega = -\int_{\Gamma_2} \bar{q}u^* \, d\Gamma - \int_{\Gamma_1} qu^* \, d\Gamma$$

$$+ \int_{\Gamma_2} u q^* \, d\Gamma + \int_{\Gamma_1} \bar{u}q^* \, d\Gamma$$

(2)
2.2. Fundamental solution

The fundamental solution for an arbitrary operator $L$ is defined as the solution of equation 3 considering Dirac delta on the right hand side of the equation.

$$L(u) = -\delta$$

(3)

Where $\delta$ is the Dirac delta function and the Laplace equation yields equation 4.

$$\nabla^2 u + \delta = 0$$

(4)

The solution of equation 4 for a 3 dimensional case leads to the fundamental solution of the Laplace equation as indicated in equation 5 and further details can be found in [9].

$$u^* = \frac{1}{4\pi r}$$

(5)

Where $r$ is the distance between the source point and the colocation point, and for a 2 dimensional case, the solution is as equation 6.

$$u^* = -\frac{1}{2\pi} \cdot \ln(r)$$

(6)

As indicated in equation 6 tending $r$ to zero, and placing source point on the colocation point, the fundamental solution tends to infinity, which leads to the singular case of the integrations in the BEM method.

3. Analytical solution

One of the capabilities of MATLAB programming language is to integrate predefined function analytically. Due to time consuming specification of this feature, its usage for the integration of fundamental singular functions of the BEM formulation is not feasible. The function can be treated as a general analytical solution for comparison of the results with the exact results of an analytical integration of the fundamental solution. In this paper analytical solutions developed by MATLAB have been used to integrate the functions analytically, and the results of other methods have been compared with the result of the proposed integration scheme.

3.1. Fundamental solution and singularities

A fundamental solution is the solution of the potential problem for a unit applied concentration of potential at a source point. An upper star mostly indicates the fundamental solution and its derivatives. Here, the Laplace equation is addressed, thus its fundamental and derivatives of the fundamental solution for a 2D case are further used as the part of integral which produces logarithmic singularity. The fundamental solution and its normal derivative are presented as follows [9, 33]:

$$u^* = -\frac{1}{2\pi} \cdot \ln(r)$$

(7)

$$q^* = -\frac{1}{2\pi r} \left( r_1 \cdot n_1 + r_2 \cdot n_2 \right)$$

(8)

Where $r$ is the distance between the source point and an arbitrary point on the boundary, $r_1$, and $r_2$ are derivatives of the $r$ with respect to $x$ and $y$ coordinates and $n_1$, and $n_2$ are normal of the boundary in the $x$ and $y$ coordinates. If $r$ tends to zero, $\ln(r)$ tends (also) to infinity which creates a singularity in the integral. To integrate such integrals, some specific techniques shall be used. In the following, two of these techniques are compared and a numerical code is developed for each one.

Due to the behavior of $\ln(r)$ in the function of $u^*\phi_i$, which is a very common function in the BEM, when $r \to 0$, the $u^*\phi_i$ tends to the logarithmic singular function. Where $u^*$ is the fundamental solution and $\phi_i$ is the shape function (which will be later discussed). Integration of this function requires specific attention and normal approaches are insufficient in this case. Therefore a specific integration method is compared with the analytical result obtained by the MATLAB programming language.

$$u^*\phi_i$$

(9)

3.2. Natural coordinate

The first step is to introduce the natural coordinate system such that, the value of “$t$” at the first node of the element is -1 and at the last node is +1. Generally, this coordinate can address curved elements, but here the elements are assumed to be linear. Fig. 2 illustrates a typical three-node curved element with a local natural coordinate system which is laid along with the element.

![Local coordinate system laid on a typical element](image)

3.3. Iso-parametric shape functions

Quadratic shape functions are used to define the variation of the boundary values and Cartesian coordinates of each element’s point. Using the previously mentioned local coordinate system of $t[-1, +1]$, shape functions will be formulated as follows [9]:

$$\phi_1 = -0.5 \cdot t \cdot (1 - t)$$

(10)

$$\phi_2 = (1 + t) \cdot t \cdot (1 - t)$$

(11)

$$\phi_3 = 0.5 \cdot t \cdot (1 + t)$$

(12)

Where $\phi_i$ the shape function with respect to the node number $i$ and $t$ indicates the natural coordinate value. Also, the 2D Cartesian coordinate system values, $x$ and $y$, for each element’s point can be defined as follows:

$$x = \phi_1 x_1 + \phi_2 x_2 + \phi_3 x_3$$

(13)
\[ y = \phi_1 y_1 + \phi_2 y_2 + \phi_3 y_3 \quad (14) \]

Where \( x_i \) and \( y_i, i = 1, 2 \text{ and } 3 \), are nodal values of \( x \) and \( y \) respectively. Using these coordinates, the distance between the boundary point and an arbitrary point \((xs, ys)\) can be defined as follows:

\[ r = \sqrt{(x - xs)^2 + (y - ys)^2} \quad (15) \]

### 3.4. Derivatives with respect to natural coordinates

As integration is performed in a local (natural) coordinate system, transformation of a variable shall be performed. Jacobean of transforming to the natural coordinates is presented as follows:

\[ J = \sqrt{dx^2 + dy^2} \quad (16) \]

Where \( dx \) and \( dy \) are derivatives of \( x \) and \( y \) with respect to the natural coordinate system value, respectively. Using the above mentioned equations, the formulation for integrating function of \( u^* \phi_1 \) represented by \( G \) is as follows:

\[ G = \int_{-1}^{+1} u^* \phi_1 J \, dt \quad (17) \]

An analytical formulation can integrate the logarithmic singular function of \( u^* \phi_1 \) accurately, due a code has been developed through the analytical functions in MATLAB. It is notable that in this specific case singularity is adopted at point \( 1 \) where the source point lies on the boundary node.

### 4. Derivation of \( G \) by normal Gauss quad (10 point)

For evaluating and comparing the precision of the introduced approach, in the first step, normal Gauss quad integration is used. Formulation of normal gauss quad for arbitrary boundary values from point of “a” to “b” is as follows:

\[ \int_{a}^{b} f(x) \, dx = \frac{b - a}{2} \sum_{i=1}^{n} w_i f(\frac{b - a}{2} x_i + \frac{b + a}{2}) \]

\[ \approx \frac{b - a}{2} \sum_{i=1}^{n} w_i f(\frac{b - a}{2} x_i + \frac{b + a}{2}) \quad (18) \]

Where \( f \) is an arbitrary function, \( w_i \) is the weight value and \( x_i \) represents the Gauss (or collocation) point. It is required to indicate the value of the shape function for each collocation point.

In the presented approach, shape functions of \( \Phi_1, \Phi_2, \) and \( \Phi_3 \) are formulated as follows for each collocation point of \( x_i \):

\[ \Phi_1 = -0.5 \, x_i \, (1 - x_i) \quad (19) \]

\[ \Phi_2 = (1 + x_i) \, (1 - x_i) \quad (20) \]

\[ \Phi_3 = 0.5 \, x_i \, (1 + x_i) \quad (21) \]

Where \( x_i \) is the value of the \( i \)th collocation point. The value of Cartesian coordinates and the distance from each arbitrary point \( (r) \), are defined as follows:

\[ x = p1(1). \phi_1 + p2(1). \phi_2 + p3(1). \phi_3 \quad (22) \]

\[ y = p1(2). \phi_1 + p2(2). \phi_2 + p3(2). \phi_3 \quad (23) \]

\[ r = \sqrt{(x - sp(1))^2 + (y - sp(2))^2} \quad (24) \]

Where, \( p1(1), p2(1), \) and \( p3(1) \) are \( x \)-coordinate and \( p1(2), p2(2), \) and \( p3(2) \) are \( y \)-coordinate of the nodal points. Also, \( sp(1) \) and \( sp(2) \) are the \( x \) and \( y \) coordinate of the source point, respectively. With respect to the above mentioned equations, the code of integration of \( u^* \phi_1 \) function based on normal Gauss quadrature method (10 points) approach has been provided in MATLAB.

### 5. Integration of \( G \) by logarithmic Gauss quad

#### 5.1. Coordinates and shape functions

Here the local coordinate of \( \eta \) is used. The value of \( \eta \) at the first node of the element is zero and in the last node is +1. Fig. 3 illustrates this coordinate and node’s values. As in this case, the source point is placed over the first node of 1, the singularity occurs normally. If singularity occurs in the last node (2), the value of \( \eta \) shall be so scaled that the last node becomes 0 and the first node goes to +1 and in the case where singularity occurs in the middle node of the element (3), it is integrated by two integrals, one of them going from mid-point to end and the other one going from mid-point to the first point.

![Fig. 3: Local coordinate of \( \eta \)](image)

#### 5.2. Shape functions

In this case, two types of shape functions are used. The first one is the normal shape function indicated previously, and the other is the singular shape function, which is indicated by \( \Phi \) and \( \Psi \) respectively. Formulation of \( \Phi \) is presented for the normal Gauss integration and \( \Psi \) is presented as follows:

\[ \Psi_1 = (\eta - 1). (2\eta - 1) \quad (25) \]

\[ \Psi_2 = 4\eta. (1 - \eta) \quad (26) \]

\[ \Psi_3 = \eta. (2\eta - 1) \quad (27) \]

#### 5.3. Local coordinates

For this singular treating approach, \( u^* \) is separated into three parts (singular and non-singular parts). Each of these parts shall be integrated separately. The non-singular parts can be integrated using a simple gauss quad (10 point quad) and the
singular part shall be integrated by the specific weights and collocation points of the logarithmic singular quad. There are two possible options for the definition of the coordinates and calculation of the distance between an arbitrary point and the source point. The first scheme used \( \Phi \) functions based on nodal points coordinates and the second one used \( \Psi \) functions (Table 1).

| Table 1: Definition of the coordinates and the distance between arbitrary points |
|-------------------------------------------------------------|
| Scheme | Expression |
|------|------------|
| First scheme | \( x = p1(1).\phi_1 + p2(1).\phi_2 + p3(1).\phi_3 \) |
|          | \( y = p1(2).\phi_1 + p2(2).\phi_2 + p3(2).\phi_3 \) |
|          | \( r = \sqrt{(x - sp(1))^2 + (x - sp(2))^2} \) |
| Second scheme | \( x = p1(1).\psi_1 + p2(1).\psi_2 + p3(1).\psi_3 \) |
|          | \( y = p1(2).\psi_1 + p2(2).\psi_2 + p3(2).\psi_3 \) |
|          | \( r = \sqrt{(x - sp(1))^2 + (x - sp(2))^2} \) |

5. 4. Jacobian of transformation

As two coordinates for integrating are used in this approach, two different transformations are required. For the first one, the coordinate is transformed to the \((-1, +1)\) coordinate, and at the second one, the coordinate is transformed to the \(\eta\) axis \((0, +1)\), thus two Jacobians for transforming are required. Jacobian for normal and logarithmic integrations are defined as follows

\[
J_1 = \sqrt{A^2 + C^2}.\eta(i)^2 + 4(AB + CD).\eta(i) + B^2 + D^2
\]

\[
J_2 = 0.50J_1
\]

Where A, B, C and D are as follows:

\[
A = 2p1(1) - 4p2(1) + 2p3(1)
\]

\[
B = -3p1(1) + 4p2(1) - p3(1)
\]

\[
C = 2p1(2) - 4p2(2) + 2p3(2)
\]

\[
D = -3p1(2) + 4p2(2) - p3(2)
\]

6. Analytical integration

While in numerical integrations it is required to integrate singular and non-singular parts separately, using the analytical formulation can integrate the logarithmic singular function of \( u^\ast \phi_i \) with high accuracy. MATLAB code is also used for the analytical integration, based on the Laplacian formulation field, for calculating the singularity of \( u^\ast \phi_i \).

7. Hybrid Analytical-Numerical Integration Method (HINTM)

In the proposed scheme, the singular function is separated into two parts, singular and non-singular. In this regard, the proposed scheme by Smith [24] for quadratic elements has been used. Then the singular part is integrated using the analytical methods, while the non-singular part is integrated by the normal Gauss quadrature which is illustrated in section 4 of the current paper. Analytical integration of the function is performed through a developed MATLAB function which is currently used for analytical solution of the heat transfer problems and is illustrated in Section 6. The accuracy of the results is indicated in Section 8 by a numerical example.

8. Numerical example

In order to compare the capability of different schemes for the integration of \( u^\ast \phi_i \) function, four mentioned approaches are used in examples. All of these approaches have been coded in MATLAB software to evaluate the value of \( G \) integrated separately. In the case of the first numerical example, it is considered that the singularity is induced in the first node of the element which can be generalized into other nodes too.

The obtained results of the above mentioned codes are compared. This comparison indicates that the numerical method of normal Gauss quad with 10 points is not capable of integrating the singular function of \( u^\ast \phi_i \) in the case of coinciding of source point on the first node. But the proposed scheme is capable of executing singular integration more efficiently in comparison with the other analytical methods.

The source point in this numerical example is located at \((0,0)\) which lies on the first node of the element. It is noteworthy that this element and source point can be arbitrary, and the only restriction is the location of the singular source point on the first node of the element.

Three elements have been used for this numerical example. In order to indicate the geometry of the numerical example, a list of the nodes is presented in Table 2, and the length of the element is compared in Fig. 4.

| Table 2: Geometrical coordinates of the elements |
|----------------|----------------|----------------|----------------|
| Element | Point 1 | Point 2 | Point 3 |
|-----|--------|--------|--------|
| E1  | \( p1 = (0,0) \) | \( p2 = (1,1) \) | \( p3 = (2,2) \) |
| E2  | \( p1 = (0,0) \) | \( p2 = (2,2) \) | \( p3 = (4,4) \) |
| E3  | \( p1 = (0,0) \) | \( p2 = (6,6) \) | \( p3 = (12,12) \) |

Fig. 4: Comparison of the elements length
\( sp = (0,0) \) \hspace{1cm} (34)

Where \( sp, p1, p2, \text{ and } p3 \) are the source, first, second, and third nodal boundary points of the element respectively, and the first and the second number in the round brackets indicate the value of \( x \) and \( y \) coordinates of a point. The obtained results from the numerical and analytical schemes are presented in section 8.1, for comparison. Normal Gauss quad up to five digits shows inaccuracy by 10 points but the analytical, hybrid and logarithmic gauss methods indicated an acceptable accuracy in this numerical example.

8.1. Comparison of the results

As the selection of a method for the production of a code can be done based on the required accuracy and the computational effort below, the results of the different integration methods are compared in a list with the results of the proposed scheme (Tables 3–5). These tables indicate the results of the integration, the accuracy of the methods, and the computational efforts, respectively. Finally, based on the presented results, a conclusion has been derived for the proper method of integration to be used in BEM formulations for different purposes.

Fig. 5 demonstrates a comparison of the results for different integration methods. These methods are the Analytical Integration Method (INTM), the proposed Hybrid Analytical-Numerical Integration Method (HINTM), Normal Gauss Quadrature Method (NGM), and the specially developed Gauss Quadrature Integration Method (LGM) for logarithmically singular functions, respectively.

As described in Table 3, up to the accuracy of float numbers, the results of HINTM (the proposed scheme) are as accurate as INTM and can be used as an alternative method with lower computational effort and the accuracy of the LGM is acceptable for the purpose of engineering problems.

\[
\text{Table 3: Comparison of results accuracy for different integration methods}
\]

| Element | Error in each integration method |
|---------|---------------------------------|
| INTM\(^1\) | HINTM\(^2\) | NGM\(^3\) | LGM\(^4\) |
| E1      | 0.159551  | 0.165552  | 1.90    | 0       |
| E2      | 0.133851  | 0.144368  | 3.20    | 0       |
| E3      | 0.1346    | 0.138051  | 1.88E+03 | 0       |

1. Error of the analytical method – (INTM)
2. Error of the proposed hybrid method - (HINTM)
3. Error of the normal Gauss quad method – (NGM)
4. Error of the logarithmic Gauss quad method – (LGM)

The computational effort of the integrating methods is compared in Table 4. The lowest computational effort is for the NGM and LGM methods, but the NGM method due to its high error cannot be used for integration of singular cases while LGM with an elapse time of 7.1E-06 to 7.9E-06 can be an ideal method for engineering purposes. Comparing INTM and HINTM methods, computational efforts of HINTM are lower which makes it an acceptable alternative method for INTM due to its acceptable accuracy and lower computational effort.

\[
\text{Table 4: Comparison of computational effort for different integration methods}
\]

| Element | Execution time of each integration method (sec) |
|---------|-----------------------------------------------|
| INTM\(^1\) | HINTM\(^2\) | NGM\(^3\) | LGM\(^4\) |
| E1      | 0.165552  | 0.144368  | 7.9E-06  | 7.9E-06  |
| E2      | 0.133851  | 0.138051  | 7.1E-06  | 7.1E-06  |
| E3      | 0.1346    | 0.1346    | 7.5E-06  | 7.5E-06  |

1. Computation time for INTM – (INTM)
2. Computation time for HINTM - (HINTM)
3. Computation time for NGM – (NGM)
4. Computation time for LGM – (LGM)

9. Heat flow example

In order to investigate the possibilities of the proposed HINTM scheme, a potential engineering problem of heat transfer in a 2-dimensional space has been solved. The solution of the potential problem is executed by the BEM as illustrate by Brebbia and Dominguez [9] and the results are compared considering the computational effort of each integration method. Fig. 6 illustrates the space of the
numerical example, a square rectangular space of 36 square meters and prescribed boundary conditions.

Fig. 6: Boundary conditions of numerical example 2

The body is divided into 12 boundary elements and five internal points have been assumed in the proposed body as prescribed in Table 5. Furthermore, Fig. 7 indicates the boundary elements and internal points of the body.

Table 5: Internal points positions

| Point number | X location | Y location |
|--------------|------------|------------|
| 1            | 2          | 2          |
| 2            | 2          | 4          |
| 3            | 3          | 3          |
| 4            | 4          | 2          |
| 5            | 4          | 4          |

Fig. 7: Position of internal points and boundary elements

9.1. Comparison of the results

In this section, computational effort and the result of the potential problem (heat flow problem) have been compared. The computational effort of three methods, the numerical Gauss method particularly developed for logarithmic singularities, the analytical method, and the hybrid scheme (HINTM) are presented in Fig. 8. As illustrated in Fig. 8 the proposed scheme has lower computational effort compared to the normal analytical method. However, the computational time of the numerical Gauss method especially developed for logarithmic singularities is relatively lower than the proposed scheme.

Fig. 9 illustrates the analytical solution of the heat flow potential function distribution in the boundary of the numerical example [9], where \( u \) is the potential function and \( q \) is the geometrical derivative of the potential function.

Table 6 indicates the internal solution of the heat flow problem for the steady state by various integration methods and compares the errors of each one of them.

The internal points of Table 6 are illustrated in Fig. 7, which are placed in the center and four corners of a rectangle inside the domain. The results of Table 6 reveal the acceptable accuracy of the proposed scheme in practical problems.
10. Conclusions

In this paper, the fundamental solution of Laplace’s equation weighted by a shape function has been integrated for the singular case. The proposed scheme of this paper has applied the analytical and numerical methods after the separation of the singular and non-singular parts of the singular function. Furthermore, the capabilities of three integration methods, on the integration of the singular functions, have been compared with the capabilities of the proposed scheme, and the results have been investigated.

Comparing the accuracy of the results, the methods of using MATLAB analytical function and the proposed scheme, experience the most accurate results. The results of the solved numerical problems indicate that the specifically developed method for integration of logarithmically singular functions has exposed a negligible value of error which makes it an ideal method for the solution of engineering problems. However, considering the high value of error in the normal Gauss quadrature (with 10 points), its usage for real engineering problems can lead to irregular results, henceforth it has been neglected in this paper. Also, considering computational effort the Analytical Integration Method (INTM), the proposed Hybrid Analytical-Numerical Integration Method (HINTM), Normal Gauss Quadrature Method (NGM), and the specially developed Gauss Quadrature Integration Method (LGM) for logarithmically singular functions have the highest computational efforts, respectively. As a result, it is proposed to use NGM only in nonsingular cases and LGM and HINTM for the integration of logarithmically singular cases, as the case of this paper. Consequently, the proposed HINTM presents lower computational effort compared to the INTM, and its usage is proposed for high accuracies such as comparison purposes.

Further investigations can be beneficial if the usage of these integration methods is included in other engineering problems such as elastic problems.
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