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ABSTRACT We consider second order nonlinear systems in control canonical form, where the functional relation between the control variable and the system acceleration is nonlinear, uncertain and discontinuous. We approximate the nonlinear uncertain and discontinuous function with an invertible one, and use variable structure control theory to suppress the error of the approximate inverse. We rewrite the finite time reaching law or the terminal reaching law into the form of inequalities and use these inequalities to design a control law that drives the system state to the sliding surface in finite time, and one that ensures the convergence of the system speed and position errors to a narrow, adjustable width band around zero. The stability of the control system is also analyzed and proven. We demonstrate how to ensure the sufficiency of the available control effort, by the proper design of control parameters. The method is then validated on a numerical model of a nonlinear system with nonlinear, uncertain and discontinuous input function.

INDEX TERMS Variable structure control, sliding mode control, reaching law, nonlinear control, nonlinear system.

I. INTRODUCTION
The disturbance rejection property of sliding mode control of second order systems has already been widely emphasized in many publications and applications. Many of these previous works assume an affine relation between the control variable and the system acceleration [1], [2], [3], [4], [5], [6]. We consider cases where the functional relation between the control variable and the system acceleration, i.e. the input function, is not affine. In such cases, if the input function is invertible, then the inverse can be used to achieve the specified control effort, or the system can be linearized. If the first method is used, then parameter uncertainties worsen the system’s performance, as the inverse will become imprecise. On the other hand, if linearization is used, then additional analysis is required to verify that the linearized system meets the stability and performance requirements.
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We propose a different method. This method does not rely on the invertibility of the input function, rather, it allows the designer to specify the shape of the input function and perform the controller design with this new input function, provided that certain conditions are satisfied. The differences between the real and the specified input functions are taken into account by the variable structure control algorithm.

This context of using variable structure control is atypical, as the disturbance is self-inflicted. However, the traditional external disturbance can also be factored into the design, this important property is preserved.

This method allows the control of systems with nonlinear uncertain discontinuous input functions and the controller design can happen as if the input function was continuous and invertible. This property is demonstrated in this paper using a case study.

In the next parts of this paper we will define partial inverses, derive some of their properties, state the system model, discuss the conditions of controllability for the given
second order system and derive a finite time reaching exponentially stable (linear) sliding mode control law. We test the controller on a second order nonlinear system with a nonlinear uncertain discontinuous input function.

II. PARTIAL INVERSES AND FORWARD ERRORS

In the following we define the notion of partial inverses and state and prove some of their properties.

Definition 1: Let \( h(u), g(u) \) and \( \xi(u) \) be scalar functions, such that

\[
h(u) = g(u) + \xi(u)
\]

where \( g(u) \) is strictly monotonic and the range of \( g(u) \) is the domain of \( g^{-1}(u) \) and vice versa. Then, we will call \( g(u) \) an invertible part of \( h(u) \), \( g^{-1}(u) \) a partial inverse of \( h(u) \) and \( \xi(u) \) is the error of the invertible part \( g(u) \), or the forward error.

Analogues to the following lemmas can be derived for strictly decreasing \( g(u) \) as well, but we will assume that \( g(u) \) is strictly increasing.

Lemma 1: If \( g(u) \) is an invertible part of \( h(u) \), \( g(u) \) is strictly increasing, \( k(t) \) is a function such that \( k(t) - \xi(u) \) is in the range of \( g(u) \), then:

1) \( u(t) = g^{-1}(k(t) - \xi(u)) \implies h(u) = k(t) \)
2) If \( k(t) + \xi_{max} \) is in the range of \( g(u) \), we have \( u(t) \geq g^{-1}(k(t) + \xi_{max}) \implies h(u) \geq k(t) \)
3) If \( k(t) - \xi_{max} \) is in the range of \( g(u) \), we have \( u(t) \leq g^{-1}(k(t) - \xi_{max}) \implies h(u) \leq k(t) \)

Proof: The first property is easily verified from Definition 1. The second and third properties require \( g \) to be strictly increasing.

Let us prove the second property in Lemma 1. Assume that \( k(t) + \xi_{max} \) is in the range of \( g(u) \). Then, since the range of \( g(u) \) is the domain of \( g^{-1} \), the value \( k(t) + \xi_{max} \) is in the domain of \( g^{-1} \). Let

\[
u(t) \geq g^{-1}(k(t) + \xi_{max}) \cdot
\]

Assume that \( u(t) \) is in the domain of \( g(u) \) and observe that the value of \( g^{-1}(k(t) + \xi_{max}) \) is in the domain of \( g(u) \), since the domain of \( g(u) \) is the range of \( g^{-1} \). This allows us to apply \( g \) on (2) and get

\[
g(u) \geq k(t) + \xi_{max} ,
\]

where we used the fact that \( g \) is increasing. Using (1), we have

\[
h(u) = g(u) + \xi(u) \geq k(t) + \xi_{max} + \xi(u) \geq k(t) \cdot
\]

The proof of the third property is similar. □

The nonlinear equation in part 1) of Lemma 1 is difficult to solve in general, since \( u \) appears on both sides of this equation. However, the inequalities in part 2) and 3) of Lemma 1 are easier to satisfy, since the right side is not a function of the control effort \( u \).

The smaller \( \xi_{max} \) is, the better inverse is \( g^{-1}(a) \) to \( h(u) \). The optimal partial inverse \( g_{opt}^{-1}(a) \) to \( h(u) \) is the one that minimizes \( \xi_{max} = \max_u |\xi(u)| \).

III. THE PLANT

We will use Lemma 1 and the general theory of variable structure control systems to design a controller for the second order nonlinear system described by (5)

\[
\ddot{x}(t) = f(x) + h(u) + \eta(t),
\]

where \( \ddot{x}(t) \) is the system’s acceleration, \( \dot{x}(t) \) the system’s speed, \( x(t) \) is its position, \( f(x) \) is some known function of the system state \( x(t) \), \( h(u) \) is the input function and \( \eta(t) \) is a bounded disturbance with \( |\eta(t)| \leq \eta_{max} \).

To control (5), one can design a controller for the affine system

\[
\ddot{x}(t) = f(x) + v(t) + \eta(t),
\]

where \( v(t) \) is the control input of the affine system, and use \( u(t) = h^{-1}(v) \) in (5). This approach fails if \( h^{-1} \) is not invertible. However, we can still use the method developed in the next section, if \( h(u) \) satisfies certain conditions.

IV. CONTROLLABILITY AND DISCONTINUOUS CONTROL

We will use Lemma 1 to prove Lemma 2, which is given bellow. Lemma 2 shows that we can control \( \bar{x}(t) \) and set a lower bound of \( |\bar{x}(t)| \) if a certain set of conditions is satisfied.

Lemma 2: Consider the dynamic system described by (5). If \( g(u) \) is an invertible part of \( h(u) \) with the bounded forward error \( \xi(u) \), where \( \xi_{max} > |\xi(u)| \), then if

\[
d^+(x, t) = -f(x) + \xi_{max} + \bar{x}(t)
\]

is in the range of \( g(u) \) and \( u(t) \) is in the domain of \( g(u) \), then

\[
u(t) \geq g^{-1}(d^+) \implies \ddot{x}(t) \geq \bar{x}(t),
\]

where \( \bar{x}(t) \) is the target minimal acceleration. Also, if

\[
d^-(x, t) = -f(x) - \xi_{max} - \bar{x}(t)
\]

is in the range of \( g(u) \) and \( u(t) \) is in the domain of \( g(u) \), then

\[
u(t) \leq g^{-1}(d^-) \implies \ddot{x}(t) \leq \bar{x}(t).
\]

Proof: To prove (8), apply case 2) of Lemma 1 with

\[
k(t) = d^+(x, t) - \xi_{max} ,
\]

based on which we get

\[
u(t) \geq g^{-1}[d^+(x, t)] \implies h(u) \geq d^+(x, t) - \xi_{max} \cdot
\]

and by (7) we also have

\[
d^+(x, t) - \xi_{max} = -f(x) + \bar{x}(t) + \eta_{max} .
\]

Therefore (12) can be rewritten as

\[
u(t) \geq g^{-1}[d^+(x, t)] \implies h(u) \geq -f(x) + \bar{x}(t) + \eta_{max} .
\]
But if
\[ h(u) \geq -f(x) + \ddot{x}_t(t) + \eta_{\text{max}} \] (15)
then
\[ f(x) + h(u) + \eta(t) \geq \ddot{x}_t(t) + \eta_{\text{max}} + \eta(t) \geq \ddot{x}_t(t), \] (16)
which proves (8). The proof of (10) is similar.

The fact that we can set \( \ddot{x}(t) \) to be smaller or greater than \( \ddot{x}_t(t) \) allows us to control the sign[\( \ddot{x}(t) \)] and set a lower bound for the magnitude of \( |\ddot{x}(t)| \). Note, that Lemma 2 explicitly states that \( d^+(x, t) \) and \( d^-(x, t) \) must be in the range of \( g \).

V. TERMINAL REACHING INEQUALITIES
The terminal reaching law has already been studied in many publications [3], [7], [8]. Its most basic form is given by the following equation:
\[ \dot{s}(e) + K|s(e)|^{\lambda} \text{sign}[s(e)] = 0, \] (17)
where \( s(e) \) is the switching function, \( \dot{s}(e) \) is its first derivative in time, \( K > 0 \) and \( 0 < \lambda < 1 \). If this equation is satisfied, then \( s(e) \) converges to 0 in finite time [7], [9] given by
\[ t_e = \frac{1}{K(1 - \lambda)}|s(0)|^{1-\lambda}. \] (18)

If the inequalities
\[ \begin{align*}
\dot{s}(e) &\leq -K|s(e)|^{\lambda} \quad \text{if } s(e) > 0 \\
\dot{s}(e) &\geq K|s(e)|^{\lambda} \quad \text{if } s(e) < 0
\end{align*} \] (19)
hold, then the convergence of \( s \) to 0 is as fast or faster than in (17), for all \( K > 0 \) and \( 0 < \lambda < 1 \). This statement can be proven by integrating
\[ \dot{s}(e) = -(K + \beta(t))|s(e)|^{\lambda} \text{sign}(s) \] (20)
for \( \beta(t) \geq 0 \) and comparing the convergence time with (18).

VI. CONTROLLER DESIGN
We design a terminal reaching exponential (linear) sliding mode controller using the lemmas derived previously for the system described by (5).

A. THE SWITCHING FUNCTION AND THE SLIDING SURFACE
Let \( s(e) \) be the switching function defined by the equation
\[ s(e) = \dot{e}(t) + \alpha e(t). \] (21)
where \( \alpha > 0 \) is a constant, \( e(t) = r(t) - x(t) \) is the tracking error, \( r(t) \) is the reference position, \( \dot{e}(t) = \dot{r}(t) - \dot{x}(t) \) is the speed error and \( \ddot{r}(t) \) is the reference speed. We denote the acceleration error as \( \ddot{e}(t) \) and it is given by \( \ddot{e}(t) = \ddot{r}(t) - \ddot{x}(t) \), where \( \ddot{r}(t) \) is the reference acceleration. The control law should reduce \( s(e) \) to zero, so that the compensated dynamics
\[ 0 = \dot{e}(t) + \alpha e(t) \] (22)
is achieved.

We will often omit the arguments of \( e(t), \dot{e}(t), \ddot{e}(t) \) and \( s(e) \) and write \( e, \dot{e}, \ddot{e} \) and \( s \) instead, for the sake of brevity and to reduce the length of expressions.

B. CONTROL LAW DESIGN
Substituting the switching function (21) into (19) we get
\[ \ddot{e} + \alpha \dot{e} \begin{cases} \leq -K|s|^{\lambda} & \text{if } s > 0 \\
\geq K|s|^{\lambda} & \text{if } s < 0
\end{cases} \] (23)
which is
\[ \ddot{\tilde{x}} \begin{cases} \geq \ddot{r} + \alpha \dot{e} + K|s|^{\lambda} & \text{if } s > 0 \\
\leq \ddot{r} + \alpha \dot{e} - K|s|^{\lambda} & \text{if } s < 0
\end{cases} \] (24)
where we have used the fact that \( \ddot{e} = \ddot{r} - \ddot{x} \).

By Lemma 2 we have, that these conditions are satisfied by the control law \( u(t) \) for which
\[ u(t) \geq g^{-1}[\ddot{f}(x) + \ddot{r} + \alpha \dot{e} + L(s)] \quad \text{if } s > 0 \]
\[ u(t) \leq g^{-1}[\ddot{f}(x) + \ddot{r} + \alpha \dot{e} - L(s)] \quad \text{if } s < 0 \]
\[ L(s) = \xi_{\text{max}} + \eta_{\text{max}} + K|s|^{\lambda} \] (25)
It is important to note that \( -\ddot{f}(x) + \ddot{r} + \alpha \dot{e} \pm L(s) \) must be in the range of \( g \) and \( u(t) \) must be in the domain of \( g \), since this is required by Lemma 2. We consider the equality case in both of these inequalities and write
\[ u(t) = g^{-1}[\ddot{f}(x) + \ddot{r}(t) + \alpha \dot{e}(t) + \text{sign}(s)L(s)]. \] (26)
We insert a boundary region \( \Omega \) with width \( \Delta \) to avoid chattering [10]. This results in
\[ u(t) = g^{-1}[\ddot{f}(x) + \ddot{r}(t) + \alpha \dot{e}(t) + \Omega(\frac{s}{\Delta})L(s)], \] (27)
where the function \( \Omega(a) \) is defined as:
\[ \Omega(a) = \sin \left( \frac{\pi}{2} \text{sat}_b(a) \right) \] (28)
and the symmetric saturation function \( \text{sat}_b(a) \) is defined as
\[ \text{sat}_b(a) = \begin{cases} a & \text{if } |a| < b \\
b \text{sign}(a) & \text{otherwise}
\end{cases} \] (29)
This is a constant width boundary region, however variable width boundary regions can yield better performance [11]. The control scheme is in figure 1.

---

**FIGURE 1.** The control scheme.
C. STABILITY ANALYSIS

Since (19) holds, the reaching time is bounded by (18) when the discontinuous control law (26) is used.

Now, consider the continuous control law with a boundary layer given by (27). Since this control law is equivalent to the discontinuous one (26) for \(|s| \geq \Delta\), then for initial conditions \(s(0)\), that satisfy \(|s(0)| \geq \Delta\), we will have

\[ s \in N_\Delta = (-\Delta, \Delta), \tag{30} \]

after a finite time smaller than (18).

Consider the solutions of the linear first order differential equation (21) when \(s \in N_\Delta\). They are [12]

\[ e(t) = e(0)e^{-at} + e^{-at} \int_0^t s(\tau)e^{a\tau}d\tau, \tag{31} \]

where \(e\) is the standard exponential function \(\exp(\cdot)\). Since \(s\) is in \(N_\Delta\), we have \(|s| \leq \Delta\), so

\[ \left| \int_0^t s(\tau)e^{a\tau}d\tau \right| \leq \int_0^t |s(\tau)|e^{a\tau}d\tau \leq \int_0^t \Delta e^{a\tau}d\tau, \tag{32} \]

based on the comparison property of integrals. Integrating the rightmost integral, we get

\[ \left| \int_0^t s(\tau)e^{a\tau}d\tau \right| \leq \frac{\Delta}{a}(e^{at} - 1), \tag{33} \]

based on which we can write

\[ |e^{-at}e^{-at}| \leq \frac{\Delta}{a}(1 - e^{-at}) \leq \frac{\Delta}{a}. \tag{34} \]

Using (31) and (34) we have

\[ e(0)e^{-at} - \frac{\Delta}{a} \leq e(t) \leq e(0)e^{-at} + \frac{\Delta}{a}. \tag{35} \]

Thus, the absolute steady state error \(|e(\infty)|\) is bounded by \(\frac{\Delta}{a}\) and it converges to this band exponentially with the time constant \(\frac{1}{a}\) after \(s\) converged into \(N_\Delta\).

Taking the derivative of (31) we get

\[ \dot{e}(t) = -ae(0)e^{-at} - ae^{-at} \int_0^t s(\tau)e^{a\tau}d\tau + s(t). \tag{36} \]

Using (34) we get

\[ \left| ae^{-at} \int_0^t s(\tau)e^{a\tau}d\tau \right| \leq \Delta \tag{37} \]

Then, from (36) and (37) we have

\[ -\Delta \leq \dot{e}(t) + ae(0)e^{-at} - s(t) \leq \Delta \tag{38} \]

Next, using the fact that \(s \in N_\Delta\), we have

\[ -2\Delta \leq \dot{e}(t) + ae(0)e^{-at} \leq 2\Delta. \tag{39} \]

Thus, the absolute steady state speed error \(|\dot{e}(\infty)|\) is bounded by \(2\Delta\) and it approaches this band exponentially with the time constant \(\frac{1}{a}\) after \(s\) converged into \(N_\Delta\).

VII. CONTROL TESTING

A. A NONLINEAR DISCONTINUOUS UNCERTAIN INPUT FUNCTION

Notice, that the derivation of (27) does not rely on the fact that \(h(u)\) is continuous. Therefore, let us use the system

\[ \ddot{x} = h(u) - \cos(x) + 0.01x^2 \sin(x) + 0.1\dot{x} + \eta(t) \tag{40} \]

for testing, with \(\eta(t) \leq 1\). Let the input function \(h(u)\) be given by

\[ h(u) = -1 + 10 \text{atan}(0.2u + 0.3 \sin(4u)) + \sin[u] + \kappa(u) \tag{41} \]

for \(|u| < 10\), and by

\[ h(u) = 12 \text{sign}(u) + \kappa(u) \tag{42} \]

for \(|u| \geq 10\). The term \([u]\) denotes the integer ceiling function applied to \(u\) and \(\kappa(u)\) is an unknown function of input \(u\) bounded absolutely by the value 1.

B. FINDING AN INVERTIBLE PART AND EXPRESSING THE FORWARD ERROR

The first step of the design is to find an invertible part of \(h(u)\) such that the forward error \(\xi(u)\) is bounded. Let

\[ g(u) = -1 + 10 \text{atan}(0.2u). \tag{43} \]

The comparison of \(h(u) - \kappa(u)\) and \(g(u)\) is in figure 2. Note that \(g\) is strictly increasing as required and its inverse is

\[ g^{-1}(a) = 5 \text{atan}^{-1}\left(\frac{a + 1}{10}\right). \tag{44} \]

Here \(\text{atan}^{-1} = \tan^{-1}\), where \(\tan^{-1}\) denotes tan with its domain restricted to \((-\frac{\pi}{2}, \frac{\pi}{2})\).

The absolute value of the forward error \(\xi(u)\) without the uncertain term \(\kappa(u)\) is plotted in figure 3. We assume that it is indeed bounded by 3.8 as it appears, adding a margin for \(|\kappa(u)| \leq 1\), we obtain \(\xi_{\text{max}} = 4.8\).
Integrating the right side of (49) and using (48) results in

The control law (27) is based on Lemma 2 and it requires

The absolute value of the forward error function \( \dot{e}(u) \) without the uncertain term \( \varepsilon(u) \).

C. CHECKING IF THE AVAILABLE CONTROL EFFORT IS SUFFICIENT

The control law (27) is based on Lemma 2 and it requires

\[
d^\pm(x, t) = -f(x) + \bar{r}(t) + a\dot{e}(t) \pm L(x)
\]

to be in the range of \( g \). In this case, the range of \( g \) is

\[
R(g) = (-1 - 5\pi, -1 + 5\pi).
\]

Assume that \(|e(0)| \leq 1, |\dot{e}(0)| \leq 1, |r| \leq 2, |\dot{r}| \leq 2\) and \(|\dot{r}| \leq 1\).

The value of \(|s(e)|\) is bounded by \(\max(|s(0)|, \Delta)\), because the control law (27) guarantees that \(|s(e)|\) will be decreasing until \(|s(e)| \leq \Delta\). The initial value \(|s(0)|\) of \(s(e)\) is therefore bounded by \(\max(1 + \alpha, \Delta)\), since \(s(e)\) is defined by (21) and \(|e(0)| \leq 1\) as well as \(|\dot{e}(0)| \leq 1\). We will choose \(\Delta = 0.1\) and \(\alpha = 0.94\), therefore in our case the upper bound of \(|s(0)|\) is \(1 + \alpha\) and not \(\Delta\).

Next, from (31) we have

\[
|e(t)| \leq |e(0)| + \left| e^{-at} \int_0^t s(\tau)e^{a\tau} d\tau \right|.
\]

Using the property, that

\[
|e^{-at} \int_0^t s(\tau)e^{a\tau} d\tau| \leq e^{-at} \int_0^t |s(\tau)| e^{a\tau} d\tau
\]

and then, using the fact that \(|s(e)|\) is bounded by \(1 + \alpha\), we get

\[
\int_0^t |s(\tau)| e^{a\tau} d\tau \leq (1 + \alpha) \int_0^t e^{a\tau} d\tau.
\]

Integrating the right side of (49) and using (48) results in

\[
|e^{-at} \int_0^t s(\tau)e^{a\tau} d\tau| \leq \frac{1 + \alpha}{\alpha}(1 - e^{-at})
\]

Using (47) and (50) we get

\[
|e(t)| \leq |e(0)| + \frac{1}{\alpha} \leq 2 + \frac{1}{\alpha}
\]

With a similar derivation based on (36) we can show that

\[
|\dot{e}(t)| \leq \alpha|e(0)| + 2s(0) \leq 2 + 3\alpha.
\]

Table 1. Parameters used for the numerical simulation.

\[
\begin{array}{cccccc}
\alpha & \Delta & K & \xi_{\max} & \eta_{\max} & \lambda \\
0.94 & 0.1 & 1 & 4.8 & 1 & 0.5
\end{array}
\]

Now, since both \(|r|\) and \(|\dot{r}|\) are bounded, then so is \(|x|\) by \(|e + |r| \leq 4 + \frac{1}{\alpha}\) and the same is true for \(|\dot{x}|\) which is bounded by \(\dot{e} + |\dot{r}| \leq 4 + 3\alpha\). Using these bounds we see that

\[
|f(x)| = |\cos(\dot{x}) + 0.01x^2 \sin(x) + 0.1\dot{x}|
\]

\[
\leq 1 + 0.01(4 + \frac{1}{\alpha})^2 + 0.1(4 + 3\alpha)
\]

\[
\leq 1 + 0.01(16 + \frac{8}{\alpha} + \frac{1}{\alpha^2}) + 0.1(4 + 3\alpha)
\]

\[
= 1 + 0.16 + 0.08\frac{1}{\alpha} + 0.01\frac{1}{\alpha^2} + 0.4 + 0.3\alpha
\]

\[
= 1.56 + 0.3\alpha + 0.08\frac{1}{\alpha} + 0.01\frac{1}{\alpha^2}
\]

and that

\[
L(x) = \xi_{\max} + \eta_{\max} + K|s(x)|^4
\]

\[
\leq 4.8 + 1 + K|1 + \alpha|^4
\]

\[
\leq 5.8 + \sqrt{1 + \alpha}
\]

We have chosen \(K = 1\) and \(\lambda = 0.5\) because the values of \(K\) and \(\lambda\) must satisfy \(K > 0\) and \(0 < \lambda < 1\) and they determine the finite convergence time given by (18). Then, using (45), (53) and (54) we have

\[
|d^\pm| \leq 8.36 + 2.3\alpha + 3\alpha^2 + \sqrt{1 + \alpha} + 0.08\frac{1}{\alpha} + 0.01\frac{1}{\alpha^2}
\]

Let us choose \(\alpha\), such that

\[
|d^\pm| \leq -1 + 5\pi
\]

so that \(d^\pm\) will be in the range of \(g(u)\). The value \(\alpha = 0.94\) satisfies this criterion.

With this choice of \(K, \alpha\) and \(\lambda\), the requirements of (27) are satisfied, therefore we can use this law to control the given system. Table 1 gives the values of parameters that were used for numerical simulation.

D. SIMULATION RESULTS

We check the performance of the control loop using numerical simulation.

The reference acceleration is depicted in figure 4 and the initial reference speed and position are \(\dot{r}(0) = -1\) and \(r(0) = -1\), respectively. The initial speed and position of the system are both 0, i.e. \(\dot{x}(0) = 0\) and \(x(0) = 0\).

Figure 5 demonstrates the controller’s position tracking capability. The time \(t_e\) is the terminal reaching time given by (18) and \(t_e\) is four times the time constant \(\frac{1}{\alpha}\) that the system acquires after the reaching phase ends.

Figure 6 depicts the position error \(e(t) = r(t) - x(t)\) of the system. Note that the band \((-\Delta/\alpha, \Delta/\alpha)\) is where \(e(t)\) converges with the time constant \(\frac{1}{\alpha}\) after the reaching phase ends, see (35).
The system speed and the reference speed are shown in figure 7. Observe, that the system speeds overshoots the reference speed in order to “catch up” with the reference position.

Figure 8 shows the speed error \( \dot{e}(t) = \dot{r}(t) - \dot{x}(t) \). It converges with the time constant \( \frac{1}{\alpha} \) into the band \((-2\Delta, 2\Delta)\) after the reaching phase ends \( t > t_s \).

Figure 9 depicts the control effort \( u(t) \) and the more detailed view of control effort transition around the time 3.05 can also be seen in figure 9.

The evolution of the sliding function value \( s(e) \) appears in figure 10. Note that after the reaching phase ends, the value of \( s(e) \) has already converged into the band \((-\Delta, \Delta)\).

The disturbance signal \( \eta(t) \) and the input function uncertainty \( \kappa(t) \) are in figure 11.

Figure 12 depicts the system’s trajectory \( e(t) \) in state (error) space \( E = (e(t), \dot{e}(t)) \). The switching manifold \( s(e) = 0 \) is also shown in this figure. As previously noted, the value of
the switching function \( s(e) \) stays within the interval \( (-\Delta, \Delta) \) after the reaching phase ends. The boundary manifolds \( s(e) = \pm \Delta \) are also shown. The system state \( e(t) \) converges into the steady state region, which is the pink region in 12.

The performance of the controller depends on the reaching law (17) and the compensated dynamics (22). Figure 10 shows that the actual reaching time is lower than (18), this is do to the disturbance margins \( \eta_{\text{max}} \) and \( \xi_{\text{max}} \) hastening convergence. However, making these margins excessively large can induce chattering in real systems.

**VIII. CONCLUSION**

In this paper, we apply variable structure control theory to control nonlinear second order systems, where the functional relation of the system acceleration and the control input is nonlinear, discontinuous and uncertain. We refer to this relation as the input function.

The nonlinear discontinuous and uncertain input function is divided into an invertible part and a bounded error part. The difference between the real non-invertible input function and the invertible approximation is then suppressed by the disturbance rejection property of variable structure control.

We design a finite time reaching and exponential sliding mode controller and verify its performance. The controller performed well and satisfied the specified criteria.
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