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Abstract: Presently, the technology development trend of active noise control (ANC) systems is focused on implementing advanced adaptive filters in resource-constrained electronic appliances. Recently, several authors have proved that the use of two adaptive filter algorithms significantly improves the overall adaptive filter performance. However, the computational cost of these approaches is significantly increased since they use two filters simultaneously. Consequently, these filters cannot be implemented in these devices. To solve this problem, we propose a new ANC structure with switching selection based on filtered-x normalized least mean square (FxNLMS) and filtered-x sign least mean square (FxSLMS) algorithms to reduce the computational cost of the ANC system. The improvement of this factor has allowed us to introduce for the first time an advanced spike-based architecture, which can perform dual filter operations using dynamic routing, to be used in real ANC applications. The results have demonstrated that the computational cost of the proposed dual D-FxNLMS/SLMS algorithm is lower compared with previously reported solutions.
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1. Introduction

In recent years, active noise systems (ANC) have been widely used in practical applications, such as car cabins [1,2], washing machines [3], railway train systems [4], headphones [5], infant incubators [6], motorcycle helmets [7], open windows [8], diesel generators [9], hearing aids [10], earmuff systems [11], power transformers [12], acoustic ducts [13], and traffic noise reduction [14], among others. Recently, the trend of the electronics market demands the design of portable devices in which the area is limited. Hence, the implementation of ANC systems in resource-constrained electronic appliances becomes a big challenge. In addition, these ANC systems must exhibit good convergence properties to reduce the noise efficiently. To date, several authors have proposed potential solutions based on convex combinations to efficiently reduce the noise [15,16]. For example, Ferrer et al. [17] presented a convex combination structure applied to single-channel and multichannel active noise control systems. Other approach, which was applied to nonlinear ANC systems, was presented by George et al. [18]. This system is composed of a functional link artificial neural network (FLANN) and a Volterra filter. Al Omour et al. [19] proposed the Filtered-x LMF (FxLMF) and Leaky FxLMF (LFxLMF) algorithms. The authors exploited the best features of each algorithm to create an advanced convex combination ANC structure. On the other hand, Song et al. [20] presented a convex filtered-x generalized mixed norm (C-FxGMN) algorithm with the aim of improving the algorithm performance in terms of convergence speed and noise reduction level. Song et al. [21] presented a convex filtered-x least mean square/fourth (C-FxLMS/F) algorithm to improve the convergence properties. Recently, Vázquez et al. [22] presented single-channel and
multichannel ANC systems based on the filtered-x affine projection-like (FxAPL-I) and filtered-x least mean square (FxLMS) algorithms with filter selection strategy. In general, these existing approaches intended to improve the convergence properties at the cost of increasing their computational cost. This factor is vital when the implementation of these algorithms in embedded devices, such as field-programmable gate array (FPGA), digital signal processor (DSP), multicore processors and graphics processing unit (GPU) are required. As a consequence, very few works have dedicated efforts to implement these approaches in embedded devices since their implementation demands a large area consumption and a high computational performance. For example, Gonzalez et al. [23] presented the implementation of the convex-combined modified filtered-x adaptive algorithm in a multicore processor. This system exhibits high convergence speed and low mean square error (MSE) by paying a high penalty in terms of computational cost. Recently, Felix et al. [24] presented the implementation of a modified filtered-x least mean square/fourth (MC-FxLMS/F) algorithm in a FPGA to reduce the noise generated by industrial fans. However, the area consumption and processing speed are not reported. Despite having significant achievements in the development of adaptive filtering schemes based on convex combination, there are still great challenges in the implementation of these systems in resource-constrained devices since they are currently highly demanded in consumer electronic devices. In this work, we present a new ANC structure with switching selection using the proposed D-FxNLMS/SLMS algorithm. In addition, we present a new hardware architecture capable of simulating the dual adaptive filter at high processing speeds. Here, we use dynamic routing, to save a large area consumption by simulating two adaptive filters virtually. Moreover, we develop a versatile graphical user interface to configure the adaptive filter’s parameters in the spike-based hardware architecture and to monitor the error signal, which represents the noise reduction level, in real-time.

2. Proposed D-FxNLMS/SLMS Algorithm

In general, the filtered-x ANC structure is mainly composed of a primary path, \( p(n) \), an secondary path, \( s(n) \), an estimation of the secondary path, \( \hat{s}(n) \), and an adaptive filter, \( w(n) \), as shown in Figure 1.

![Figure 1. General scheme of the filtered-x ANC structure.](image)

The filtering signal process starts when the reference signal \( x(n) \) is filtered by the estimation of the secondary path, \( \hat{s}(n) \) to generate \( \hat{x}(n) \). This process can be described as follows:

\[
\hat{x}(n) = \hat{s}(n) \cdot v(n)
\] (1)
where $\hat{s}(n)$ represents a FIR filter of length, $M$, and $v(n)$ contains the samples of the reference signal $[x(n) \ x(n-1) \ \ldots \ x(n-M+1)]^T$. Equation (2) indicates the process to generate the adaptive filter output $\hat{y}(n)$.

$$\hat{y}(n) = w^T(n) \cdot x(n)$$

where $w(n)$ has the length $N$ and the reference signal vector is given by $x(n) = [x(n) \ x(n-1) \ \ldots \ x(n-N+1)]^T$. Once the adaptive filter output $\hat{y}(n)$ is obtained, it propagates via secondary path, $s(n)$, to obtain the signal, $y(n)$. On the other hand, the reference signal, $x(n)$, is acoustically propagated through the primary path, $p(n)$, to be transformed to $d(n)$. To update the FIR filter coefficients of the adaptive filter, the error signal, $e(n)$, must be obtained by subtracting signals $d(n)$ and $y(n)$.

Commonly, the filtered-x ANC structure uses a single adaptive filter to generate a control signal. However, a well-known trade-off is established between convergence properties and computational cost. Recently, several authors have shown that the fusion of two adaptive filters with complementary features significantly improves the convergence properties of the filter in comparison when a single filter is employed. In general, this fusion uses a high-convergence-speed adaptive filter and a high-precision adaptive filter. However, the use of two filters significantly increases the computational cost of the ANC system. Hence, there is still a big challenge to create an ANC structure which exhibits low computational cost since many applications require the implementation of these algorithms in resource-constrained devices, such as hearing aids and headphones. In this work, we present for the first time an ANC structure which exploits at the maximum the features of two algorithms, such as FxNLMS and FxSLMS, as shown in Figure 2. Here, the proposed ANC system uses the NLMS to guarantee a high convergence speed and the SLMS provides a low computational cost.

![Figure 2](image-url) - General structure of the proposed filtered-x ANC system.

In the FxNLMS algorithm, the computation of the adaptive filter’s weights is expressed as follows:

$$w(n+1) = w(n) + \mu(n) \cdot \hat{x}(n) \cdot e(n)$$ (3)

where $\mu(n)$ represents the normalized convergence step size, which is given by

$$\mu(n) = \frac{\mu_n}{\gamma + \hat{s}^T(n) \cdot \hat{s}(n)}$$ (4)
where $\gamma$ is an auxiliary value, which avoids the computation of largest values of step-sizes $\mu(n)$, especially when the product ($\hat{x}^T(n) \cdot \hat{x}(n)$) is very small. Here, we establish the criteria to select the value of $\mu_n$, as follows:

$$0 < \mu_n < 2$$ (5)

In general, the FxNLMS algorithm is widely used since it exhibits low computational cost, easy implementation and robustness. Here, we use the FxSLMS to further reduce the cost of the ANC system. To update the adaptive filter’s weights for the FxSLMS algorithm, the following expression is used:

$$w(n+1) = w(n) + 2\mu \cdot \hat{x}(n) \cdot \text{sign}[e(n)]$$ (6)

In the SLMS algorithm, the sign function is used as the error quantizer to reduce the computational complexity of the LMS algorithms.

Here, we propose criteria to select between these two algorithms. Hence, the proposed criteria avoid the use of both filters during the entire filtering process. Specifically, the proposed criteria are determined by comparing the instantaneous error power with the steady-state MSE of the FxNLMS algorithm. To update the adaptive filter’s weights, we use the following rule:

$$w(n+1) = \begin{cases} w(n) + \mu(n) \cdot \hat{x}(n) \cdot e(n), & \text{if } e^2(n) \geq \delta \\ w(n) + 2\mu \cdot \hat{x}(n) \cdot \text{sign}[e(n)], & \text{otherwise} \end{cases}$$ (7)

where $\delta$ represents the steady-state MSE of the NLMS, which is obtained as follows:

$$\delta = \frac{\mu(n)}{2 - \mu(n)} \sigma^2_x$$ (8)

where $\sigma^2_x$ denotes the variance of the signal $x(n)$. Here, we propose the calculation of the variance by means of the following expression:

$$\sigma^2_x = \frac{1}{N} \sum_{i=1}^{N} x^2(i)$$ (9)

To demonstrate the performance of the proposed D-FxNLMS/SLMS adaptive filter, we perform a comparison between the proposed scheme and the conventional FxNLMS and FxSLMS algorithms. The comparison was made in terms of the number of multiplications and additions per each iteration for single-channel simulation, as shown in Table 1.

Table 1. Number of multiplications and additions per iteration of the FxNLMS, FxSLMS, D-FxNLMS and D-FxSLMS for a single-channel ANC system.

| Algorithm    | Multiplications | Additions   |
|--------------|-----------------|-------------|
| FxNLMS       | $3N + M + 2$    | $3N + M - 2$|
| FxSLMS       | $2N + M + 1$    | $2N + M$    |
| D-FxNLMS     | $3N + M + 5$    | $3N + M - 1$|
| D-FxSLMS     | $2N + M + 4$    | $2N + M - 1$|

3. Pure Software Simulation

In this section, we carry out an experiment to simulate a single-channel ANC system, which involves the proposed D-FxNLMS/SLMS algorithm, applied to an acoustic duct. Here, the primary and secondary paths were modeled for both systems as finite impulse response (FIR) filters with lengths of 128 [25]. Specifically, we estimate the secondary offline because it is unknown. In addition, we use adaptive filters with $N = 128$ coefficients. To obtain the learning curves, we perform ten individual experiments. In this experiment,
we use an AR(1) process as an input signal. Moreover, we added Gaussian noise to the input signal with SNR 30 dB. Here, all the step-sizes were chosen by trial and error to obtain the best performance of all the algorithms. Moreover, the tracking capabilities were proven by causing an abrupt change to the transfer function of the acoustic primary path at the middle of the iterations. The proposed D-FxNLMS/SLMS algorithm offers similar convergence properties when compared with the FxNLMS algorithm, as shown in Figure 3. However, the proposed D-FxNLMS/SLMS algorithm demands around 21.78% and 22.15% fewer multiplications and additions, respectively, as shown in Table 2. It should be noted that the proposed structure uses the FxNLMS to update the filter coefficients 11% and the remaining filtering processes is performed by the FxSLMS algorithm. Therefore, the proposed structure exploits at the maximum the low-computational-cost algorithm during the whole filtering process, and maintains the high convergence speed of the FxNLMS algorithm. This has special relevance when abrupt changes occur either in the reference signal or the acoustic paths. Therefore, the proposed structure can be used in practical ANC applications where the acoustic environment is variable.

![Figure 3. Performance comparison between FxNLMS, FxSLMS and the proposed D-FxNLMS/SLMS algorithm.](image)

**Table 2.** Number of multiplications and additions required to perform the FxNLMS, FxSLMS and the proposed D-FxNLMS/SLMS.

| Algorithm          | Multiplications | Additions   |
|--------------------|-----------------|-------------|
| FxNLMS             | 514,000,000     | 510,000,000 |
| FxSLMS             | 385,000,000     | 384,000,000 |
| D-FxNLMS/SLMS      | 402,646,918     | 397,533,376 |

4. Hardware Simulation

Once the proposed ANC structure was exhaustively validated in Matlab®, we designed the proposed spike-based hardware architecture to efficiently simulate the D-FxNLMS/SLMS algorithm. The proposed spike-based structure is mainly composed of dual active cores (DAC’s), as shown in Figure 4.

Here, we made intensive efforts for reducing the area consumption since the implementation of two adaptive algorithms in embedded devices demands a large area. To date, several convex combinations are considered to be theoretical approaches since their implementation is infeasible. One of the main factors is linked to the required number of multiplier circuits to simulate them and current embedded devices contain a limited number of these components. Here, we proposed a new spike-based hardware architecture, which maximizes the use of the existing neural multiplier [26], to efficiently compute the
D-FxNLMS/SLMS algorithm. As can be observed in Figure 5, we design the DAC’s structure to support two adaptive algorithms by means of dynamic routing system, which is implemented by means of multiplexers and a control unit. In addition, each DAC contains two neural multipliers to perform either the FxNLMS or the FxSLMS algorithm. This have been possible since each neural multiplier requires a low number of neurons. For example, the implementation of 5-neuron multiplier circuit is equivalent to implement a conventional 16-bit multiplier circuit since 16 bits represents a range between 0 and 65,535, where each number can be composed of up to 5 digits.

Figure 4. General scheme of the proposed spike-based hardware architecture.
4.1. Control Unit

The control unit is responsible for controlling the data flow by means of the multiplexers to perform either the FxNLMS or the FxSLMS algorithm. Here, the control unit is based on a finite-state machine FSM and is composed of six states, as shown in Figure 6. The control unit of each DAC calculates either the FxNLMS or the FxSLMS algorithm by executing the following steps:

- **Calculation of the signal \( \hat{x}(n) \).** At the initial time, each DAC computes the filtered-x signal by performing the multiplication \((\hat{s}t(n)x(n))\). Therefore, these parameters are sent to multiplier \(\prod_{mul2}\) via \(Mux_{x9}\) and \(Mux_{x10}\). The result of the multiplication is sent to adder circuit \(A_{1}\) to be added via \(Mux_{7}\).

- **Calculation of the control signal \( y(n) \).** At this step, the neuronal multiplier \(\prod_{mul2}\) performs the multiplication between \(w_{t}(n)x(n)\), where these variables are fed through \(Mux_{x9}\) and \(Mux_{x10}\). As previous step, the result is sent to adder circuit \(A_{1}\) by means of \(Mux_{7}\).

- **Calculation of the selection criteria.** To perform this step, the digital component \(C\) is in charge of calculating the theoretical steady-state MSE. Once the component indicates which algorithm must be performed, either the FxNLMS algorithm or FxSLMS are executed as follows:
  - **Simulation of the FxNLMS algorithm.** If the FxNLMS algorithm is enabled, the neural multiplier \(\prod_{mul1}\) computes \(\hat{x}(n)k(n)\). The result of the multiplication is sent to adder circuit \(A_{1}\) to be added via \(Mux_{7}\). After that, the result of the addition along with the constant \(\gamma\) are processed by the adder circuit \(A_{2}\) (see Figure 4). To perform the computation of the normalized variable step size, the variable \(\mu_{n}\) and signal \((\hat{k}(n)k(n) + \gamma)\) are sent to the neural multiplier \(\prod_{mul1}\) via \((Mux_{1}\) and \(Mux_{2}\), \(Mux_{3}\) and \(Mux_{4}\), respectively. The resulting signal \(\hat{x}(n)k(n) + \gamma)\) is sent back to the shift register \(SR\) via \((Mux_{1}\) and \(Mux_{2}\). At this time, the shift register \(SR\) performs an intrinsically division by performing shifts to the right. Simultaneously, the multiplier \(\prod_{mul1}\) performs its operation between \(\hat{x}(n)\) and \(e(n)\). Once there two operations were calculated, the results are sent to the adder.
circuit $A_3$. In this manner, the result of the addition is used to update the FIR filter coefficients.

- **Simulation of the FxSLMS algorithm.** If the FxSLMS algorithm is used, the multiplier performs its operation between $\hat{x}(n)$ and $\text{sign}(e(n))$. The result is sent to the shift register $SR$ to intrinsically perform a division. After that, the result is added to the filter coefficients to update them.

![State flow diagram of the control unit to perform either the FxNLMS or FxSLMS algorithm.](image)

**Figure 6.** State flow diagram of the control unit to perform either the FxNLMS or FxSLMS algorithm.

In general, the control unit executes its states to calculate the FxNLMS and FxSLMS algorithm by expending 55 and 43 clock cycles, respectively at a sampling rate of 8 KHz. In case of performing the simulation of a typical case ($N = 1024$), the spike-based hardware architecture requires 1024 DAC’s. Here, all DAC’s play an important role in the computation of the proposed algorithm since these components carry out two adaptive algorithms using the same unit. To implement this in the 5SGXEA7N2F45C2 FPGA, it requires 3800 logic elements (LE’s) from the available 622,000 LE’s, which represents 0.61% of the total area. On the other hand, the spike-based hardware architecture requires 0.44 $\mu$s and 0.34 $\mu$s to simulate the FxNLMS and FxSLMS algorithm, respectively, at each sampling
period. This time was obtained by multiplying 55 and 43 clock cycles and the system clock period (8 ns). Therefore, the required execution time is fewer than a sampling time (125 µs). Hence, the proposed architecture can be used in real-time ANC applications.

4.2. Proposed Graphical Unit Interface

In this work, we develop a graphical user interfaces (GUI) to design, control, and monitor the spike-based hardware architecture. The description of the adaptive system parameters are done with the help of the proposed GUI. Here, this GUI generates files required to configure the spike-based hardware architecture, i.e., these files are exported to the FPGA via G-Ethernet connections to control the execution and graphically display the response of the ANC system for easy perception and analysis, as shown in Figure 7.

![Figure 7. GUI main window.](image)

In addition, the proposed GUI displays the behavior of the power spectrum of the signals, as shown in Figure 8. In this way, the performance of the proposed algorithm in terms of noise cancellation can be evaluated.

![Figure 8. Power spectrum analysis.](image)

As can be observed from Figure 6, the text area displays the parameters (Precision, Step size 1, Step size 2 and Coefficients). Once the user has selected their values, these parameters
are sent to the FPGA by clicking “Compile and run” button. At this moment, the FPGA sends back to the computer the behavior of the signals (Desired, Error, Primary path and Secondary path) to be analyzed by the user. In general, our contribution intends to provide a hardware/software tool that allows the prototyping of ANC systems faster than on CPU/GPU/DSP architectures but significantly cheaper than fabricating a customized neuromorphic chip. This could be potentially valuable to the computational signal processing engineering communities.

4.3. Experimental Results

In this work, we carry out 1:1:1 ANC experiments in a medium-density fiberboard (MDF) duct. Specifically, the measurements of the duct were defined as \( L = 121 \, \text{cm}, \) \( W = 11 \, \text{cm} \) and \( H = 12 \, \text{cm} \), as shown in Figure 9. Therefore, the aim of this experiment is to demonstrate that the proposed spike-based hardware architecture can be used in a practical ANC application.

![Figure 9. Experimental set-up for active noise reduction in a duct.](image)

As can be observed from Figure 10, the single-channel ANC system is composed of anti-aliasing filters, a reference microphone, an error microphone, an amplifier, an antinoise source, an observation microphone and a spike-based hardware architecture. Specifically, the anti-aliasing filters were used to eliminate signals with high frequencies. The reference microphone and error microphone were employed to estimate the reference signal and the residual error signal, respectively. The amplifier and antinoise source were used to produce the control signal. The observation microphone was used to evaluate the performance of the ANC system. Finally, the spike-based hardware architecture generates the control signal. In general, the error signal is obtained by means of an error microphone, and then filtered by an anti-aliasing filter. The resulting analogue signal is converted to a digital signal to be computed by the spike-based hardware architecture. Once the proposed algorithm generated the control signal, the spike-based hardware architecture sends the analogue signal to the amplifier to guarantee the acoustic cancellation by means of the antinoise source. Here, we estimated the secondary path offline by means of LMS algorithm with 128 coefficients. In this way, we can easily acquire the acoustic characteristics between the reference microphone and error microphone. Moreover, we employed an adaptive filter with 1024 coefficients to generate the antinoise signal. On the other hand, we performed three experiments using three types of reference signals, an arbitrary multi-tonal input of 500 Hz, 650 Hz and 800 Hz, an AR(1) process and aircraft interior noise to evaluate the performance of the proposed ANC structure in the acoustic duct.
As can be observed from Figures 11–13, the proposed algorithm can effectively attenuate noise by achieving an average noise reduction improvement of about 40 dB, 35 dB, and 10–25 dB, respectively. Apart from its effectiveness in noise cancellation, the proposed D-FxNLMS/SLMS algorithm exhibits a low computational cost since the FxNLMS algorithm is used fewer number of times in comparison with the use of FxSLMS algorithm, as shown in Table 3.

![Figure 10](image) Components of the ANC system.

![Figure 11](image) Power spectrum of the error signal at observation microphone by taking into account a multi-tone as a reference signal.
Figure 12. Power spectrum of the error signal at observation microphone by taking into account an AR(1) process as a reference signal.

Figure 13. Power spectrum of the error signal at observation microphone by taking into account an aircraft interior noise as a reference signal.

Table 3. Updating percentage by processing three reference signals.

| Reference Input Signal | Percentage of Updates (%) |
|------------------------|---------------------------|
|                        | FxNLMS        | FxSLMS        |
| Multi-tone             | 1.5           | 98.5          |
| AR(1) process          | 0.7           | 99.3          |
| Aircraft interior noise | 17            | 83            |

5. Conclusions

In this work, we present a new ANC structure in which two low-computational-cost adaptive filters were used. Specifically, we propose criteria to carry out the selection between them at different times. This selection is based on the comparison between the power of the error signal and the MSE theoretical level. At the initial filtering process, the proposed ANC structure uses a fast convergence speed adaptive algorithm. Once the error power overcomes the theoretical steady-state MSE, the update of the filter’s coefficients is performed by the low-computational-complexity algorithm. In this way,
the proposed ANC structure expends lower number of multiplications and additions. As a consequence, the implementation of this algorithm in embedded devices was feasible and it can be applied in real-time ANC applications. Here, we proposed a new spike-based hardware architecture to create a compact device which can be used in portable ANC devices. Specifically, we propose a hardware architecture which can simulate different algorithms without resynthesizing the FPGA. Currently, this aspect has a big impact since most of the designs implemented in FPGA devices are considered to be final products making their integration in commercial portable electronic systems easy. Here, we design a dynamic routing circuit to perform two adaptive algorithms in each DAC, avoiding the implementation of each adaptive algorithm separately. As a consequence, a large amount of area is saved. In addition, the proposed architecture can be configured by means of a GUI, which is beneficial to the user since in the development of practical ANC prototypes many experimental tests are required. Part of future work will be dedicated to developing multichannel ANC systems since the proposed spike-based architecture expends a very low area consumption by supporting a single-channel ANC system.
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