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Abstract

Cross-sectional studies are widely prevalent since they are more feasible to conduct compared to longitudinal studies. However, cross-sectional data lack the temporal information required to study the evolution of the underlying processes. Nevertheless, this is essential to develop predictive computational models which is the first step towards causal modelling. We propose a method for inferring computational models from cross-sectional data using Langevin dynamics. This method can be applied to any system that can be described as effectively following a free energy landscape, such as protein folding, stem cell differentiation and reprogramming, and social systems involving human interaction and social norms. A crucial assumption in our method is that the data-points are gathered from a system in (local) equilibrium. The result is a set of stochastic differential equations which capture the temporal dynamics, by assuming that groups of data-points are subject to the same free energy landscape and amount of noise. Our method is a ‘baseline’ method which initiates the development of computational models which can be iteratively enhanced through the inclusion of expert knowledge. We validate the proposed method against two population-based longitudinal datasets and observe significant predictive power in comparison with random choice algorithms. We also show how the predictive power of our ‘baseline’ model can be enhanced by incorporating domain expert knowledge. Our method addresses an important obstacle for model development in fields dominated by cross-sectional datasets.
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1. Introduction

Longitudinal studies require a huge investment in terms of time, money, and effort, depending on the system studied. For instance, biological experiment techniques such as sequencing-based assays destroy
cells in order to measure certain concentrations; population-based cohort studies in public health, such as HELIUS [1], involve asking each of the participants to visit the hospital, measuring various physiological variables, and assessing psychological well-being through interviews and questionnaires. This leads to a relative abundance of cross-sectional datasets in these fields. However, the price to pay is that cross-sectional data lack the temporal information needed to study the evolution of the underlying processes. This hampers the development of models which can make predictions (predictive models) or even simulate the effects of interventions (causal models) in these fields. Therefore, in order to utilize the abundant cross-sectional data to study the dynamics of system behaviour it is important to design methods to infer the temporal dynamics from these data.

There are several techniques in the literature for estimating pseudo-longitudinal data from cross-sectional data, which include employing distance metrics and graph theoretical operations [2, 3, 4, 5, 6, 7, 8, 9]. They aim to construct realistic trajectories through the feature space by using techniques such as ordering of the data-points and selecting start-points and end-points based on known class labels. For instance, one way to order data-points is by assuming that the label ‘healthy’ precedes the label ‘diseased’. Another way to order biological samples or RNA-seq data is by using their gene expression levels. Of course, these methods rely on the presence of suitable variables in the dataset, as well as the assumptions about how these labels induce an ordering. Our proposed method, on the other hand, infers the temporal dynamics from the distribution of the data-points, and hence, is not dependent on the ordering of the data-points or the presence of order-inducing variables.

In this work, we propose a method for inferring predictive computational models from cross-sectional data using Langevin dynamics [10]. We reconstruct the free energy landscape, which is a mapping of all possible states of the data-points in the system, from the cross-sectional data by assuming that groups of data-points having similar features follow similar trajectories. We then derive stochastic differential equations based on Langevin dynamics to capture the temporal dynamics, by assuming that groups of data-points are subject to the same free energy landscape and amount of noise. We validate our method against two population-based datasets form the public health domain. These datasets represent systems involving human interaction and social norms. Our assumption is that the use of Langevin dynamics is valid in scenarios where individuals in groups tend to follow norms and adhere to social conventions [11, 12]. This is because these ‘forces’ would lead individuals to move towards the same norm behaviour, making it possible to identify the ‘force field’ that the individuals are following. There are many cross-sectional studies of human behaviours influenced by social norms, such as physical activity, dietary habits, smoking, and alcohol consumption [13, 14, 15, 16]. However, cross-sectional data cannot readily be used to develop predictive computational models to study how these behaviours evolve over time. Predictive computational models may however be valuable in this context since they enable the assessment of competing hypotheses by allowing us to evaluate hypothetical scenarios in silico and simulate the effect of interventions. This is especially advantageous for systems for which comparing counterfactual scenarios would not be possible in vivo, as is the case for systems involving
human interaction and social norms. We would, for instance, never be able to conduct an empirical study to assess the effect of group-level social norms versus individual-level health-related behaviour on body weight.

The goal of our study is to formulate a method to infer a computational model that predicts the temporal evolution of the data-points. We would like to highlight here that our proposed method is not a causal inference technique in itself, which is a term reserved for automated techniques that identify causes of an effect by establishing that a cause-and-effect relationship exists purely based on data. Our proposed method selects a stochastic differential equation model which best fits the landscape dynamics derived from the data. Even though a differential equation can always be interpreted as a causal model, since it specifies how one variable changes as function of other variable values, we would like to clarify that our optimally predictive model does not by itself encode valid causal relationships. The selected model by our method (without further constraints) is therefore not causally interpretable. In other words, it can be used to predict the system behaviour, but not how this behaviour will change in response to interventions. To illustrate this point, consider a dataset of body weights of a group of individuals. It may be reasonable to predict that individuals with a weight that is lower than the norm weight will have a statistical tendency to increase their body weight, and vice versa. However, it is an entirely different question what would happen to an individual’s body weight after an intervention, for instance, a sudden and large change in diet or physical activity level. Our method does not address the question of ‘how’ mechanistically an individual’s body weight increases or decreases, only ‘that’ it will statistically tend to increase or decrease. Our method provides an easy-to-execute tool to infer predictive computational models from these datasets which would enable understanding the progression of these processes.

The causal interpretation of our model can be increased by adding expert knowledge to our presented ‘baseline’ method in the form of (constraints on the) causal relationships between the different variables in the system. This should in turn increase the out-of-sample predictive power (generalizability). For example, in a previous work, we constructed an expert-informed causal model between individual body weight perception, individual weight-related behaviour, and group-level norms towards body weight. We incorporated expert knowledge to gather statements of causal and non-causal relationships to infer a computational model which can be causally interpreted. These statements of causal relations (e.g., ‘physical exercise directly affects weight loss’) essentially constitute constraints on the functional forms of the differential equations that are permitted (the differential equation for ‘weight loss’ must at least include a variable ‘physical exercise’). The remaining uncertainties (parameter values, functional forms) were then estimated from a cross-sectional dataset by using assumptions. Our proposed method can be considered as a generalization and formalization of this model-building process for systems where groups of individuals adhere to social norms: in its naive form it produces a predictive model, and the more expert-informed constraints on functional forms are added based on causal or non-causal statements, the better the causal interpretation of the resulting model.

We present the theoretical foundation and a numerical illustration of the method which estimates the
Figure 1: The proposed procedure to infer a computational model from a cross-sectional dataset. (A) The energy landscape $F(x) = -ax^2 + bx^4$ is used to generate a surrogate dataset, using the true probability density (solid red line). The dashed black line is the estimated probability density. (B) From the estimated probability density and the Boltzmann distribution we estimate the free energy landscape $F(x)$. The red ball represents a data-point moving downslope towards the attractor as shown by the red arrow. (C) The force field which is the derivative of the free energy landscape leads to the deterministic dynamics of the Langevin equation. The red arrows show the direction in which a data-point in any of the four partitions will be forced to move by the force field. The regions around 1 and -1 correspond to the two attractors. (D) The resulting predicted dynamics of a single data-point and the occasional transition from one attractor to the other, across the tipping point at $x = 0$. The inset figure is the histogram of the values of this data-point across time. The histogram almost captures the shape of the histogram of the cross-sectional data shown in (A) and is slightly different because we have taken a short time range to improve visibility of the predicted dynamics.

dynamics from a cross-sectional data and highlight the assumptions. We validate the technique using two population-based longitudinal datasets where the first time-point is used as the cross-sectional data and the subsequent time-points are used for model validation.
2. Methods

2.1. Langevin dynamics

We consider that each data-point, denoted as \( \vec{x} \), is vector-valued and can change over time. A data-point represents a set of attributes (such as BMI) of an individual. We assume that all data-points in a cross-sectional dataset of size \( N \) have had sufficient time to mix and explore the state space by the time at which they are observed. Thus, we assume that even if there was a major perturbation, a system of data-points has converged to a stable distribution at the time of our observation. This implies that all the data-points follow a probability distribution, \( p(x) \), which is stationary. Further, this implies that \( N \) is large enough to effectively estimate \( p(x) \) from the dataset.

In general it is not possible to derive the temporal evolution, \( dx/dt \), from the stationary probability distribution \( p(x) \). This is because there are multiple \( dx/dt \) which can lead to the same stationary distribution. For example, a data-point rotating clock-wise and another data-point rotating anti-clockwise both have the same circular stationary distribution, but their \( dx/dt \) are different. We solve this problem by assuming that each data-point tends to follow the same free energy landscape, \( F(x) \), in a ‘downslope’ manner, i.e., moves in time in the direction of \(-dF/dx\). \( F(x) \) effectively assigns an energy value to each possible vector \( \vec{x} \). The assumption is that systems have a tendency to minimize their energy, although random fluctuations may sometimes have the opposite effect. The minimum energy states correspond to the attractors in \( F(x) \). This assumption could be valid for social systems where individuals tend to follow norms, adhere to social conventions, and identify themselves with groups [11, 12]. These influences could lead individuals to move towards the same attractors. Thus, in these applications, the probability distribution of data-points could be used to make predictions, whereas in other applications this may not be the case.

A free energy landscape can be considered analogous to an uneven hillside and the data-points in the landscape are the balls rolling down the hillside. The balls will eventually come to rest in a stable state in the valleys. These valleys are the attractors in the free energy landscape. Trajectories across a landscape correspond to the progression of the data-points. Our method estimates the free energy landscape based on the probability distribution of the data-points. Roughly speaking, the free energy landscape is approximately the inverse of the probability distribution of the data-points. Thus, the attractors in this estimated energy landscape will approximately correspond to the peaks in the probability distribution, which correspond to the norms. For instance, a free energy landscape estimated from a probability distribution of the body weights of a group of individuals will have attractors that will correspond approximately to the most probable weights in that group of individuals.

The energy landscape, \( F(x) \), can be derived from \( p(x) \) through the Boltzmann distribution \[19\],

\[
\beta F(x) = -\log p(x).
\] (1)

Here, the constant \( \beta \) is interpreted as the inverse of temperature, or noise level: lower the value of \( \beta \), larger is the effect of random fluctuations on \( x \), and thus lower the influence of \( F \) on the points. The assumption
behind this relation is that the data-points are non-interacting. The other assumption, i.e., the data-points are in equilibrium, is already met by the assumption of \( p(x) \) having reached stationarity.

In addition to this deterministic tendency given by \( F \), there is a random movement (noise) which is irrespective of \( F \) and is uncorrelated over time, defined by a Wiener process \( W(t) \). Thus, the displacement of each data-point consists of the sum of a deterministic component and a stochastic component which leads to the following overdamped Langevin dynamics equation:

\[
\frac{dx}{dt} = -\beta \frac{dF}{dx} + \sigma \frac{dW}{dt}.
\]  \( (2) \)

Here, \( \beta \) controls the relative strength of the deterministic force and \( \sigma \) controls the relative strength of the noisy movement. When \( \beta \to 0 \), the deterministic component becomes negligible, and thus the data-points diffuse randomly over the state space in all directions. When \( \sigma \to 0 \), the stochastic component becomes negligible, and all data-points converge to one or more local minima of \( F(x) \), after which no further change occurs. Clearly, a balance is needed between these two opposing processes, which will control the degree of clustering and the amount of variance observed in the predicted distribution, \( \hat{p}_{\beta,\sigma}(x) \), and match with the \( p(x) \) from the data.

For determining the values of \( \beta \) and \( \sigma \), it is important to realize that only their ratio changes the stationary data distribution. Thus, if we fix the timescale of the deterministic component by setting \( \beta = 1 \) without loss of generality, then the remaining free parameter \( \sigma \) controls the ratio of the random and deterministic forces. This timescale can be fixed because if we multiply both parameters in Eq. \( (2) \) with a constant \( \tau \), the velocity \( dx/dt \) is also multiplied by \( \tau \). This means that \( x \) changes \( \tau \) times faster over time. In principal, it is impossible to derive how fast \( x \) changes per unit time from the data available at a single time-point. We can, however, still predict the directions of the data-points, which is our main interest.

2.2. Numerical algorithm

To explain the numerical algorithm we will generate a set of data-points moving over a known free energy landscape and show how the algorithm recovers the dynamics. Consider a true underlying free energy landscape, \( F(x) = -ax^2 + bx^4 \), from Landau’s second order phase transition formalism, which contains two attractor states as long as \( a > 0, b > 0 \). We set \( a = 3 \) and \( b = 1 \), where \( a \) controls the height of the energy barrier separating the two attractors. Assuming the Boltzmann distribution (Eq. \( (1) \), we generate a dataset consisting of 5000 i.i.d. data-points from the probability density function, \( p(x) = e^{ax^2-bx^4}/Z \), where \( Z \) is the normalizing constant. \( p(x) \) is shown in Fig. \( (1A) \) as a solid red line. The sampling is done through the inverse transform sampling method \([21]\).

We will now treat this dataset as given and ‘forget’ the \( F(x) \) used to generate it. The true \( p(x) \) always has an exponential form due to the assumption of a Boltzmann distribution. Therefore, a Gaussian kernel density estimation algorithm is used to estimate the data distribution. A Gaussian kernel density estimate is defined as \( \hat{p}(x) = (nh\sqrt{2\pi})^{-1} \sum \_i^n e^{-(x-x_i)^2/2h^2} \), where \( x_i \) are the data-points and the parameter \( h \) is determined using
Silverman’s optimization procedure \cite{22}. We would like to highlight here that even though the parameters \( h \) and \( \sigma \) represent similar concepts (both are standard deviation controlling parameters), they implement different components. The parameter \( h \) controls the standard deviation of the Gaussian kernel density estimate obtained from the data, whereas, \( \sigma \) controls the the ratio of the random and deterministic forces in Eq. 2. The estimated \( \hat{p}(x) \) from the dataset is shown in Fig. 1A as a dashed black line. This estimated \( \hat{p}(x) \) is then used to estimate the free energy landscape as \( F(x) = -\log \hat{p}(x) \). By fixing the timescale of the deterministic dynamics through \( \beta = 1 \), the deterministic term, \( dF/dx \), of the Langevin dynamics (Eq. 2) is given as,

\[
\frac{dF}{dx} = -\sum_{i=1}^{n} \left( \frac{e^{-\frac{(x-x_i)^2}{h^2}} - e^{-\frac{(x-x_i)^2}{2\sigma^2}}}{e^{-\frac{(x-x_i)^2}{2\sigma^2}}} \right).
\]

(3)

The stochastic part is then fully determined by an optimal choice for \( \sigma \). The optimal \( \sigma \) is determined by using the Hellinger distance, \( H(\hat{p}_{\beta=1,\sigma}(x), p(x)) \), as the cost function. The Hellinger distance is defined as, \( H(p, q) = \frac{1}{2} \int_{x} \left( \sqrt{dp(x)} - \sqrt{dq(x)} \right)^2 dx \). To evaluate the goodness of fit for each choice of \( \sigma \) during this optimization process, we need to estimate the stationary probability density \( \hat{p}_{\beta=1,\sigma}(x) \) numerically. Since integration techniques for stochastic differential equations are computationally intensive, we choose to discretize the domain of the data, \( x \), into discrete points with distance \( \Delta x \), which is calculated as \( \Delta x = \sqrt{\Delta t}/f \). We use time-step \( \Delta t \) such that \( \sigma \sqrt{1000\Delta t} = (x_{\text{max}} - x_{\text{min}})/2 \). This means that it would take a random Wiener diffusion process with diffusion parameter \( \sigma \) about 1000 time-steps to reach the entire range of \( x \) values. The expected displacement of a random diffusion process after \( \Delta t \) time is \( \sqrt{\Delta t} \), which we divide up into \( f \) discrete points. Thus, \( f \) controls the ‘fineness’ of this grid. We find that \( f = 10 \) produces accurate results at low memory cost. \( x_{\text{min}} \) and \( x_{\text{max}} \) are calculated from the data by taking the floor of the minimum value and ceiling of the maximum value from the standardized data respectively. In this case, we get \( x_{\text{max}} = -x_{\text{min}} = 3 \) from the generated dataset. We obtain 601 discrete values for \( x \) and a sparse, approximately band-diagonal transition matrix of dimension 601 \times 601, denoted by \( W \). To calculate the transition probabilities in \( W \), we first determine the possible positions that a data-point, starting at position \( x \), can reach after \( \Delta t \) time-steps. The displacement due to the deterministic force is given by \( x + (-\frac{dF}{dx} \Delta t) \). Taking this value as the mean, we determine from the 601 discrete values of \( x \) the values \( (y) \) that fall within 4 standard deviations of this mean, i.e., within \( \pm 4\sigma \sqrt{\Delta t} \) of the mean. We then calculate the probabilities of displacement to these \( y \) values due to random diffusion, by assuming a normal distribution with mean as \( x + (-\frac{dF}{dx} \Delta t) \) and standard deviation as \( \sigma \sqrt{\Delta t} \). Thus, \( W_{y, x} = \mathcal{P}\left(y | N\left(x - \left(-\frac{dF}{dx} \Delta t, \sigma \sqrt{\Delta t}\right)\right)\right) \), where \( \mathcal{P}() \) denotes probability density function.

For discrete Markov processes, the stationary distribution vector \( \pi \) can be found directly by solving the set of linear equations \( \pi = W\pi \), which is computationally an efficient operation since it reduces to finding the (left) eigenvector of \( W \), having an eigenvalue of 1. Before performing this operation, we normalize the rows of \( W \). The initial distribution vector, \( \pi_0 \), is calculated from the data as, \( \pi_0(x) = \int_{x - \Delta x/2}^{x + \Delta x/2} p(x) \). Finally,
we compute the Hellinger distance, $H(\hat{p}_{\beta=1,\sigma}(x),p(x))$, for which $\pi$ is converted to a continuous function, $\hat{p}_{\beta=1,\sigma}(x)$, using third-order spline interpolation. If changing $\sigma$ no longer reduces the Hellinger distance, the procedure terminates and the Langevin dynamics (Eq. 2) is completely specified. In Fig. 1D the resulting predicted dynamics of a single data-point is shown, where the optimal $\hat{\sigma} \approx 1.41$.

An interesting consequence of having this dynamical model is the ability to quantify the relative frequency of tipping point transitions of data-points as well as the controllability of the tipping point transitions. This frequency is relative because, as mentioned before, there is no absolute time scale; it must be compared to, for example, the time scale of the short (within-attractor) fluctuations. Since short fluctuations can often be measured experimentally or assigned an approximate time scale, this leads to the prediction of how long it takes a data-point to transit between attractors. Additionally, it provides a prediction of how much ‘effort’ (or energy) would be needed to make transitions occur faster (if desirable, such as towards an attractor representing a healthier body mass index (BMI)) or slower (if the BMI represented by the attractor is already healthy). For instance, an increase in $\sigma$ pertains to adding more random perturbations making transitions more frequent in both directions. Another interesting possibility is to add a term to the free energy function pointing towards the desired attractor state, inducing an asymmetric force.

Suppose, we introduce an asymmetric intervention by adding a term to the free energy function which makes the left attractor preferred. The free energy function is then represented as, $G(x) = F(x) + cx$. Here, $c$ controls the strength of the effect of the intervention. To determine the relative amount of effort required for such an intervention, we consider the relative change of velocity of an individual due to this intervention, denoted by $r(c)$. $r(c)$ is defined as the square root of the second moment of displacement. We assume that $W_2$ denotes a Wiener process at time $t$ with mean $\frac{dt}{\sigma^2} \ t$ and standard deviation $\sigma \sqrt{t}$, and $W_1$ denotes a Wiener process at time $t$ with mean $\frac{dt}{\sigma^2} \ t$ and standard deviation $\sigma \sqrt{t}$. The second moments of the above two Wiener processes are denoted by $E[W_2^2]$ and $E[W_1^2]$ respectively. Thus, $r^2$ is defined as,

$$r^2 = \int_{-\infty}^{\infty} p(x) \frac{E[W_2^2] - E[W_1^2]}{E[W_1^2]} \ dx,$$

$$= \int_{-\infty}^{\infty} p(x) \frac{t ( (dG/dx)^2 - (dF/dx)^2 )}{(dF/dx)^2 t + \sigma^2} \ dx,$$

$$= \int_{-\infty}^{\infty} p(x) \frac{t \left( (2ax - 4bx^3 - c)^2 - (2ax - 4bx^3)^2 \right)}{t (2ax - 4bx^3)^2 + \sigma^2} \ dx,$$

$$= \int_{-\infty}^{\infty} \frac{p(x) t (-4axc + 8bx^3 c + c^2)}{t (2ax - 4bx^3)^2 + \sigma^2} \ dx,$$

$$= \int_{-\infty}^{\infty} \frac{p(x) t (-4axc + 8bx^3 c + c^2)}{t (2ax - 4bx^3)^2 + \sigma^2} \times \frac{t^{-1}}{t^{-1}} \ dx,$$

$$= \int_{-\infty}^{\infty} \frac{p(x) (-4axc + 8bx^3 c + c^2)}{(2ax - 4bx^3)^2 + \sigma^2} \ dx. \quad (4)$$

Here, $p(x) = e^{ax^2 - bx^4} / Z$, where $Z$ is the normalizing constant. From Eq. 4 we see that $r \propto \frac{t^{-1/2}}{\sigma}$. Thus, $r$ depends more strongly on $\sigma$ ($r \propto \sigma^{-1}$) than it does on $t$ ($r \propto \sqrt{t}$), since the power of $t$ is half that of $\sigma$. To set
to an interpretable value, we choose the mean time between tipping point (at \( x = 0 \)) transitions, estimated by integrating the Langevin dynamics equation (Eq. 2) over time between 0 to \( 10^6 \). A tipping point transition is observed when two consecutive values of \( x \) have different signs. Using this method, we obtain \( t_c \approx 0.0013 \) in the (arbitrary) time units of the process. Filling in \( t_c, \hat{\sigma}, \) and \( c = 1 \) as an example, we find that \( r \approx 0.025 \).

This means that, compared to all the existing (deterministic and random) forces already applying to \( x \) such as social norms (summarized into \( F \) and \( \sigma \)), 2.5% additional force would be required in order to make the left-hand attractor contain about \( \int_{-\infty}^{0} e^{-G} dx / \int_{-\infty}^{\infty} e^{-G} dx \approx 85.1\% \) of the individuals in equilibrium, instead of 50% under the symmetric \( F \). We note that it is impossible to say in absolute terms how much effort is needed to implement the intervention, which would entail listing all existing current forces that lead to the currently observed distribution. We also note that this cannot be used to infer how an intervention should be implemented, i.e., which are the causal relationships which should be exploited in order to achieve such an intervention (e.g., stimulating physical activity versus healthier diet).

### 2.3. Validation procedure

The displacement of an individual \( i \) for a \( \Delta t \) time-increment is represented by a normal distribution with the displacement due to the deterministic force, \( (-dF/dx \Delta t)^i \) as the mean and \( \sigma \sqrt{\Delta t} \) as the standard deviation. Using this normal distribution, we determine for each individual \( i \) the probability of positive displacement and negative displacement, denoted as \( P_{PD}^i \) and \( P_{ND}^i \), respectively.

Here, we quantify the prediction accuracy of our model for individual \( i \), which we denote as \( A^i \). If the observed displacement for individual \( i \) from the data is positive, we assign \( P_{PD}^i \) as the prediction accuracy of our model, and if the observed displacement is negative, we assign \( P_{ND}^i \) as the prediction accuracy of our model for individual \( i \). We also determine the maximum prediction accuracy of our model for individual \( i \), denoted as \( A^i_{\text{maximum}} \), as the maximum of the two probabilities \( P_{PD}^i \) and \( P_{ND}^i \). We standardise the data to have zero median and unit standard deviation in order to have a mathematically convenient representation of the variable.

To determine the optimal value of \( \Delta t \), we employ the metric of Euclidean distance, by varying its value from 1 to 100 with increments of 1, and selecting the value that gives the minimum Euclidean distance between the displacement due to the deterministic force \( (-dF/dx \Delta t) \) predicted by our model and the observed displacement from data.

As a further validation step, we define an ideal case based on the expectation that individuals should move towards the model’s attractor. Assuming this behaviour, we determine the ‘maximally achievable’ prediction accuracy of our model. The purpose of comparing our model prediction with this ideal case is to test if the prediction accuracy of our model increases when the displacement of individuals is according to the expectation. The displacement in the ideal case is taken as the negative of the standardised data.

In addition to the above validation tests, we compare the prediction accuracy of our model to random choice under the null hypothesis of random displacement. We randomly choose between \( P_{PD}^i \) and \( P_{ND}^i \) for each individual \( i \) and then take the average over all individuals to obtain the prediction accuracy by random
choice. We repeat this random choice step 1000 times to obtain a distribution of mean prediction accuracies of random choice and then determine the 95% confidence interval of this distribution. If the average prediction accuracy of our model is greater than the upper limit of this confidence interval, which we denote as $U_{CI}$, we can say that our model prediction is significantly better than the prediction obtained by random choice. We also scale the average prediction accuracy ($A_{\text{average}}$) to better compare with $U_{CI}$ and the average maximum prediction accuracy ($A_{\text{maximum}}$) as

$$A_{\text{scaled}} = \frac{A_{\text{average}} - U_{CI}}{A_{\text{maximum}} - U_{CI}}$$  \hspace{1cm} (5)

After the above scaling, $U_{CI}$ will correspond to zero and $A_{\text{average}}$ will correspond to 1. If $A_{\text{scaled}}$ is above zero, we say that our model prediction is better than random choice; if it is below zero, then our model prediction is indistinguishable from random choice. Thus, we validate our model predictions against data as well as test whether the prediction accuracy of our model is significantly better than that by random choice.

2.4. Data

We validate our model against two population-based longitudinal datasets: the College study dataset \cite{23} and the Hoorn study dataset \cite{24,25,26}, where we consider the first time-point as the cross-sectional data and the subsequent time-points are compared to the model prediction.

The College study dataset \cite{23} is a longitudinal dataset with weight measured over 5 time-points: baseline, 6 weeks, 6 months, 12 months, and 24 months. This study was conducted with 294 female first-year students [age: 18.24 ± 0.44 years; all values are expressed as mean ± SD unless otherwise specified] recruited from two universities in Philadelphia. We preprocessed this dataset to include only those participants who had their weights measured for all the 5 time-points and obtained 162 participants. We calculated the BMI (in kg/m$^2$) of these 162 participants from their weights and heights and their baseline BMI distribution is 23.59 ± 2.69 kg/m$^2$.

The Hoorn study dataset \cite{24,25,26} is a longitudinal dataset with BMIs measured over 2 time-points: baseline, and 7 years. The baseline study \cite{24,26} was conducted in 2006-2007 in the Dutch city of Hoorn and included 2,807 participants. The follow-up study \cite{23,26} was conducted in 2013-2015 which included 1,734 participants out of the 2,807 participants in the baseline study. We preprocessed this dataset to include only those participants who had their BMI measured for both the time-points and obtained 1,727 participants with age 53.62 ± 6.53 years and baseline BMI 26.11 ± 3.88 kg/m$^2$.

2.5. Data and Code availability

The data that support the findings of this study are available from second party. Restrictions apply to the availability of these data, which were used under license for this study. Data are available from Lowe et al. \cite{23} and Rutters et al. \cite{26} on request.

The code for the proposed method is written in Mathematica programming language and is available at

[https://github.com/Pritha17/langevin-crosssectional](https://github.com/Pritha17/langevin-crosssectional)
3. Results

We present a baseline method of inferring a predictive computational model from cross-sectional data based on assumptions that do not depend on expert knowledge. We validate our model predictions against two longitudinal datasets: the College study dataset and the Hoorn study dataset, where we consider the first time-point as the cross-sectional data and the subsequent time-points are compared to the model predictions. The College study dataset contains BMI values over 5 time-points: baseline, 6 weeks, 6 months, 12 months, and 24 months. The Hoorn study dataset contains BMI values over 2 time-points: baseline, and 7 years. Fig. 2 shows our model prediction accuracies using these two datasets. Our model shows significant predictive power (green circles in Fig. 2(A)) compared to the prediction of a random choice algorithm (solid red line 0 in Fig. 2(A)). Additionally, our model prediction accuracy improves further when we incorporate expert knowledge to our model, as shown by the blue crosses, cyan left triangles, and magenta diamonds in Fig. 2(A).

To test if the predictive power of our model is enhanced with the incorporation of domain expert knowl-
Figure 3: The relative number of positive and negative displacements in each BMI bin at (A) 6 weeks, (B) 6 months, (C) 12 months, and (D) 24 months obtained from the College study dataset. The relative number of positive and negative displacements in each BMI bin is calculated as \[ \frac{\text{number of positive displacements} - \text{number of negative displacements}}{\text{number of positive displacements} + \text{number of negative displacements}} \]. This relative number will be 1 or -1 if all displacements at a particular BMI bin are in the same direction (either positive or negative). If a particular BMI bin has mixed displacement directions then the relative number will be between -1 and 1. A positive relative number indicates that there are more positive displacements than negative displacements and vice-versa.

We also define an ideal case based on the hypothesis that all individuals should move towards the attractor, which corresponds to the norm BMI (the BMI that is most prevalent relative to the group of individuals).
under consideration). This means that individuals with a BMI that is greater than the attractor BMI should decrease their BMI and vice-versa. Assuming this behaviour, we define a ‘maximally achievable’ model prediction accuracy. As observed from Fig. 2B, these ‘maximally achievable’ model prediction accuracies are significantly higher than the actual prediction accuracies using the real data. This reflects that not all individuals in the dataset are changing their BMI as expected, i.e., individuals with a BMI that is greater than the attractor BMI sometimes increase their BMI and vice-versa. Based on this observation, we further analyse the data to see if individuals having the same BMI indeed have displacements in the same direction.

We select 15 BMI bins based on the data (the bins are shown as x axis labels in Fig. 3). We place an individual in BMI bin \( x \) if the individual’s BMI falls in the range of \( x \leq \text{BMI} < x + 1 \). For example, we place an individual in BMI bin 25 if the individual’s BMI falls in the range of \( 25 \leq \text{BMI} < 26 \). Then, we calculate the displacements from baseline to 6 weeks, 6 months, 12 months, and 24 months. Fig. 3 shows the relative number of individuals having positive and negative displacements in each BMI bin, which is calculated as:

\[
\text{Relative number} = \frac{\text{number of positive displacements} - \text{number of negative displacements}}{\text{number of positive displacements} + \text{number of negative displacements}}
\]

If all individuals in a particular BMI bin have displacements in the same direction (positive or negative), then this relative number will be 1 or -1 as shown by the red solid lines in Fig. 3. If individuals in a particular BMI bin have mixed displacement directions then this relative number will be between 1 and -1. A positive relative number indicates that there are more positive displacements than negative displacements and vice-versa. We observe from Fig. 3 that this relative number is between 1 and -1 for most of the BMI bins. Thus, individuals having similar BMIs have both positive and negative displacements indicating that individual behaviour is inherently random.

4. Discussion

Cross-sectional studies are widely prevalent since they require less investment in terms of time, money and effort compared to longitudinal studies. However, since these data lack temporal information, they cannot be used directly to study the evolution of the underlying processes. Nevertheless, this temporal information is essential to develop predictive computational models which is the first step towards causal modelling. In this work, we present a novel method to infer predictive computational models from cross-sectional data using Langevin dynamics. This method can be applied to any system that can be described as effectively following a free energy landscape, such as protein folding, stem cell differentiation and reprogramming, and social systems involving human interaction and social norms.

Our method in itself infers predictive computational models from cross-sectional data based on the Langevin dynamics and two assumptions. The first assumption is that of well-mixedness or ergodicity, i.e., the data-points are sufficiently mixed at the time of observation and are at (local equilibrium). Thus, we assume that even if there was a major perturbation, a system of data-points has converged to a stable distribution at the time of our observation. This means that the mean value of all data-points at a particular time-point and the mean value of any one data-point across time remain the same. This assumption would be valid for short-term where we do not expect any major perturbation to the system. The second assumption
is that each data-point tends to follow the same free energy landscape in a ‘downslope’ manner, i.e., two
data-points will not follow each other even if they have the same stationary distribution. For instance, one
data-point rotating clock-wise and another data-point rotating anti-clockwise will have the same circular
stationary distribution, but the changes over time, $dx/dt$, are different. The second assumption is based on
the fact that systems have a tendency to minimize their energy and hence, even though the changes over
time for the two data-points may be different, they move in time in the same direction, i.e., downslope of a
convex free energy landscape. For instance, two individuals will have different rates of change of BMI over
time, but both will tend towards the norm BMI.

As opposed to black-box machine learning techniques, our technique is based on interpretable assumptions
such that domain expert knowledge can be readily incorporated. That is, the causal interpretation of the
resulting model can be enhanced by adding domain expert knowledge in the form of statements of causal
and non-causal relationships. This should lead to increased and more robust predictive power, as is indeed
demonstrated by our clustering of different categories of BMI.

It is important to realize that the proposed method can only estimate directions of progression, not
velocities. This is because, in principal, it is impossible to derive how fast a data-point (for instance BMI)
changes per unit of time from a single time-point data. In other words, the timescale of the predicted dynamics
remains unknown. We can only estimate, for example, whether an individual will increase or decrease his/her
BMI, and whether another individual progresses slower or faster. In some cases it is possible to estimate
a timescale from the data, for instance by quantifying the relative frequency of tipping point transitions in
the model and comparing it to knowledge or data about it. It can also be inferred from known statistical
properties of the rates of change in reality; for instance, the fact that the maximum sustainable rate of weight
loss observed in a population is about 2 kg per month used in our previous work \[17\].

The usefulness of our method lies in the fact that it can help to reveal the short-term dynamics from a
single time-point, without any dependence on expert knowledge, and this can be used as a starting point
for developing causal models with the help of expert knowledge. We believe that the proposed method is
sufficiently simple to use as well as interpretable to initiate the iterative development of computational models
for any system that can be described as effectively following a free energy landscape and thus help in studying
the progression of important processes.

5. Conclusions

We have proposed a method to infer predictive computational models from cross-sectional data based on
Langevin dynamics for systems that effectively follow a free energy landscape. Our method shows significant
predictive power when validated against two independent population-based longitudinal datasets which rep-
resent systems involving human interaction and social norms. The performance of our method could be even
further improved by taking expert domain knowledge into account. This suggests that our method can indeed
be an effective modelling paradigm for systems that can be interpreted as effectively following a free energy
landscape. Our method can bootstrap the use of the already abundant cross-sectional datasets to study the evolution of the underlying processes and initiate the iterative development of predictive computational models.
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