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Abstract. We present an adaptive algorithm for the computation of quantities of interest involving the solution of a stochastic elliptic PDE where the diffusion coefficient is parametrized by means of a Karhunen-Loève expansion. The approximation of the equivalent parametric problem requires a restriction of the countably infinite-dimensional parameter space to a finite-dimensional parameter set, a spatial discretization and an approximation in the parametric variables. We consider a sparse grid approach between these approximation directions in order to reduce the computational effort and propose a dimension-adaptive combination technique. In addition, a sparse grid quadrature for the high-dimensional parametric approximation is employed and simultaneously balanced with the spatial and stochastic approximation. Our adaptive algorithm constructs a sparse grid approximation based on the benefit-cost ratio such that the regularity and thus the decay of the Karhunen-Loève coefficients is not required beforehand. The decay is detected and exploited as the algorithm adjusts to the anisotropy in the parametric variables. We include numerical examples for the Darcy problem with a lognormal permeability field, which illustrate a good performance of the algorithm: For sufficiently smooth random fields, we essentially recover the spatial order of convergence as asymptotic convergence rate with respect to the computational cost.
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1. Introduction. In this article we present an adaptive algorithm for the computation of quantities of interest in uncertainty quantification which is based on the sparse grid combination technique. To this end, as a model problem, we focus on the elliptic PDE

\[
- \text{div}(a(x,\omega) \nabla u(x,\omega)) = f(x) \quad \text{in } D \subset \mathbb{R}^n,
\]

where uncertainty is introduced by the diffusion coefficient \(a(x,\omega)\), which is modeled by a random field and where equation (1.1) holds for any realization \(\omega\) in the sample space \(\Omega\). The spatial domain is denoted by \(D \subset \mathbb{R}^n\), \(n = 1, 2, 3\), and the derivatives are with respect to the spatial variable \(x\). Given information about the distribution of \(a(x, \omega)\), our goal is to obtain statistical information of the solution to the PDE (1.1). In particular, we are interested in \(E[\mathcal{F}(u)]\) where \(\mathcal{F}\) either denotes a continuous linear functional \(\mathcal{F} : H^1_0(D) \to \mathbb{R}\) or \(\mathcal{F}(u) = u^p\) with \(p = 1, 2\) for the computation of the first and second moment. Although this elliptic PDE is a rather simple model, it is relevant in practice as it is at the core of many application problems ranging from thermal analysis in engineering over diffusion processes in biology and chemistry to subsurface and groundwater flow problems in hydrology. Moreover, for water management and in environmental and energy problems (see, e.g. [6]), where the permeability of the medium under consideration is usually unknown, it is important to understand the propagation of uncertainty through the flow model.
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Equation (1.1) is often studied either with an affine \( [26, 34, 44] \) or a lognormal diffusion coefficient \( [19, 33] \). In this paper, we concentrate on the case of a lognormal random field, where its logarithm is a Gaussian field characterized by a mean and a covariance function and which captures a large range of values. Moreover, we consider a parametrized version of (1.1) such that the problem depends on a countable set of stochastic parameters \( y = (y_1, y_2, y_3, \ldots) \) with \( y_k \in \mathbb{R} \), for \( k \in \mathbb{N} \). More precisely, we consider the logarithm of the diffusion coefficient represented in the Karhunen-Loève expansion (KL). Although this might not be always optimal as shown in [4], it provides a straightforward parametrization with independent random variables. When moments are known, the KL expansion is obtained by solving an eigenvalue problem. Otherwise, the field needs to be obtained from discretized samples. Either way, the exact knowledge of the eigenvalues of the KL expansion might not always be available.

In order to compute the quantities of interest numerically, several approximation steps need to be applied. First, the random diffusion coefficient \( a \) has to be replaced by a finite-dimensional approximation. For this, the KL expansion is truncated after \( m \) terms. The truncated coefficient then depends on parameters \( y_m = (y_1, \ldots, y_m) \) where \( m \) can be large. Furthermore, the expectation \( E[\mathcal{F}(u)] \) is replaced by an \( m \)-dimensional integral with a proper \( m \)-dimensional measure. This high-dimensional integration problem needs then to be approximated by a quadrature rule which relies on the evaluation of the integrand on a set of deterministic points or random samples \( y_m^{(i)} \), \( i = 1, \ldots, N \). For each of these parameter values \( y_m^{(i)} \), a deterministic PDE problem needs to be solved which requires a third discretization in the spatial variable. For the spatial approximation, we consider here a finite element method with piecewise linear elements since the solution to (1.1) for fixed \( y_m \) is in \( H^2(D) \) for sufficiently smooth diffusion coefficients and a right hand side in \( L^2(D) \) (see [13, 24]).

For the computation of the \( m \)-dimensional expectation, Monte Carlo or Quasi Monte Carlo methods are often applied [13, 24, 30, 45] as their convergence rates with respect to the sample size are independent or nearly independent of the dimension of the stochastic parameter space. The convergence rates, however, are limited by a rate of 1/2 and, depending on \( m \), by a rate of a bit less than 1, respectively, even if the solution is smooth with respect to \( y_m \). In fact, it has been shown in [4, 30, 31] that in the lognormal case the dependence of the solution \( u(x, y) \) on the parametric variables given by the KL expansion is analytic. Furthermore, the influence of each stochastic parameter decreases due to the decay of the KL eigenvalues. Since these favorable regularity properties of the integrand cannot be exploited by conventional Monte Carlo or Quasi Monte Carlo quadratures, we instead choose for the parametric discretization a sparse grid type quadrature method based on univariate Gauss-Hermite quadrature rules such that exponential convergence can indeed be obtained here. Other univariate quadrature rules could also be considered, such as Genz-Keister or weighted Leja quadrature rules (see, e.g. [14, 36]). However, as we do not require nestedness of the univariate quadrature rules, we restrict our discussion for simplicity to the Gauss-Hermite quadrature which achieves the best convergence rate with respect to the number of quadrature points. Moreover, we exploit the prevailing anisotropy in the stochastic parameters and apply a decay-obeying, dimension-adaptive sparse grid quadrature which has already been studied in several articles [3, 28, 39, 44]. This allows to harvest the favorable regularity properties of the integrand.
present in our specific problem.

Altogether, in this paper, we propose an adaptive algorithm that combines these different approximation steps, i.e., truncation, dimension-adaptive sparse grid quadrature, and finite element discretization in a multilevel manner. We formulate a sparse grid approach with respect to these three discretization directions and, in this way, we balance the KL truncation, the parametric and the spatial discretization with respect to the involved overall cost. Different aspects of the combination of these discretization steps have been considered separately before, but, at least to our knowledge, this is the first algorithm which adaptively steers all three discretization steps at once, i.e. the truncation, the quadrature, and the finite element method. A detailed discussion on the differences to other methods will be given in Section 5.2. Similar to multilevel Monte Carlo methods and multilevel stochastic collocation methods \cite{5, 26, 29, 33, 41, 44, 32}, which involve different discretization levels for the spatial approximation and the quadrature, we can benefit from possible mixed regularity between the spatial and parametric variables. Note however that, in contrast to Monte Carlo and Quasi Monte Carlo methods, we have more than just one index to describe the parametric approximation as we use a sparse grid quadrature. Moreover, the number of discretization parameters for the quadrature is not fixed when we include the finite noise truncation as additional approximation direction in the multilevel approximation. In fact, the dimension of the underlying quadrature problem varies since it depends on the truncation level. To deal with this issue, we embed the parameters into an infinite-dimensional space and view the truncation as fixing higher parameters to the constant value $y_{m+j} = 0$ for $j \geq 1$, which allows to easily modify the number of univariate quadrature rules.

In order to balance simultaneously the error and cost of the finite noise truncation with each univariate quadrature and with the spatial approximation, we use an adaptive variant of the well-known sparse grid combination technique \cite{27}. This has the advantage that we can employ straightforwardly standard finite element methods and quadratures. To this end, we modify the conventional dimension-adaptive combination technique \cite{22} to match our approximation steps. This adaptive process is then steered by suitable indicators. We use here a reliable indicator based on the benefit-cost ratio for the adaptive construction of the sparse grid, see \cite{10}. Therefore, in contrast to an a-priori construction, knowledge of the regularity of the solution $u$ and of explicit decay rates of the KL eigenfunctions and eigenvalues is not necessary. In fact, it suffices to be able to approximatively evaluate the KL truncation and to assume that the terms of the KL are sorted in decreasing order. This is similar to the well-known saturation assumption of adaptive finite element methods. Consequently, our algorithm can be applied to different types of diffusion coefficients without any changes. It properly balances the associated truncation error, the quadrature error and the finite element discretization error in a cost-versus-accuracy effective multilevel manner and adjusts itself to the anisotropy in the parametric variables.

The remaining part of this paper is structured as follows: We start by stating the considered problem and its parametrized version in Section 2 and continue with a separate description of each approximation step in Section 3. Subsequently, in Section 4, we focus on the general construction of sparse grids based on hierarchical surpluses and the combination technique, as well as the difference operators for our approximation. The dimension-adaptive sparse grid combination algorithm is then described in Section 4.2. In Section 6, we present
numerical examples which show the good convergence properties of our algorithm.

2. Problem setting. Let $(\Omega, \Sigma, \mathbb{P})$ be a probability space. As mentioned in the introduction, we want to compute the quantities of interest

$$
\mathbb{E}[\mathcal{F}(u)] = \int_{\Omega} \mathcal{F}(u(x, \omega)) d\mathbb{P}(\omega)
$$

of the solution $u(x, \omega)$ to the random PDE

$$
- \text{div}(a(x, \omega) \nabla u(x, \omega)) = f(x) \quad \text{for } x \in D \quad \text{for a.e. } \omega \in \Omega
$$

with $f \in L^2(D)$ and zero Dirichlet boundary conditions for simplicity of notation. We assume that $a(x, \omega)$ is a lognormal random field, i.e.,

$$
a(x, \omega) = \exp(b(x, \omega)) \quad (2.1)
$$

where $b(x, \omega)$ is a Gaussian field expressed in form of a Karhunen-Loève expansion

$$
b(x, \omega) = \mathbb{E}[\log(a(x))] + \sum_{k=1}^{\infty} \sqrt{\lambda_k} \psi_k(x) y_k(\omega) \quad (2.2)
$$

with $\lambda_1 \geq \lambda_2 \geq \ldots$. The functions $\{\psi_k\}$ are pairwise orthonormal functions in $L^2(D)$ and $y_k$ are independent standard normally distributed random variables, $y_k \sim N(0, 1)$, for which we denote with $\rho_k$ the standard Gaussian density function. In general, this expansion of $b$ can be obtained by computing the eigenpairs of the operator

$$
(Cv)(x) = \int_D \text{cov}_b(x, x') v(x') dx',
$$

whereby $\text{cov}_b(x, x')$ is the continuous covariance function of the Gaussian field. Alternatively, it must be appropriately approximated from measurements. In this paper we do not require explicit knowledge of the KL eigenpairs and their decay rates, but we just need to be able to evaluate truncated and approximated versions of (2.2).

Instead of the PDE (1.1), we consider a parametrized version in terms of the variables $y_k$ and set

$$
y := (y_1, y_2, \ldots) \in \mathbb{R}^N,
$$

whose distribution is determined by the joint probability density function $\rho(y) = \prod_{k=1}^{\infty} \rho_k(y_k)$. The dependence of $a(x, \omega)$ on $\omega$ is substituted by a dependence on the parameters $y = (y_1, y_2, \ldots)$ and we write for the parametrized diffusion coefficient

$$
a(x, y) = a_0(x) \exp \left( \sum_{k=1}^{\infty} \sqrt{\lambda_k} \psi_k(x) y_k \right). \quad (2.3)
$$

The parametrized version of the PDE is then for a fixed parameter $y \in \mathbb{R}^N$ given by

$$
- \text{div}(a(x, y) \nabla u(x, y)) = f(x) \quad x \in D. \quad (2.4)
$$
For well-posedness of the problem, we need to ensure that the series in (2.3) converges in $L^\infty(D)$ almost surely and that the moments are well-defined, i.e., $u \in L^\infty_\rho(\Gamma, H^1_0(D))$. To this end, we assume that there exists a measurable set $\Gamma \subset \mathbb{N}^\infty$ such that $\mu_\rho(\Gamma) = 1$ and $a(x, y)$ converges in $L^\infty(D)$ for all $y \in \Gamma$. Furthermore, we define $a_{\min}(y) = \operatorname{ess inf}_{x \in D} a(x, y)$ and $\operatorname{ess sup}_{x \in D} a(x, y) = a_{\max}(y)$ and assume that $a_{\max} \in L^p_\rho(\Gamma)$ and $1/a_{\min} \in L^p_\rho(\Gamma)$ for any $p \in (0, \infty)$. By the Lax-Milgram lemma, (2.4) admits for $y \in \Gamma$ a unique solution $u(y) \in H^1_0(D)$ and satisfies

$$\|u(y)\|_{H^1_0(D)} \leq \frac{C}{a_{\min}(y)} \|f\|_{L^2(D)}.$$ 

The expectation for the computation of the quantities of interest corresponds in the parametrized formulation then to the evaluation of the integral

$$(2.5) \quad \mathbb{E}[F(u(y(\omega)))] = \int_\Omega F(u(y(\omega))) d\mathbb{P}(\omega) = \mathbb{E}_y[F(u(y)) \rho(y)] = \int_{\Gamma} F(u(y)) \rho(y) dy$$

which is well-defined for $F(u) = u^p$, $p = 1, 2$ or for continuous linear functionals $F : H^1_0(D) \to \mathbb{R}$. In the case where the KL eigenfunctions and -values are known explicitly, these assumptions can be ensured if the sequence

$$(2.6) \quad \gamma_k = \sqrt{\lambda_k} \|\psi_k\|_{L^\infty(D)}$$

is summable, i.e., $\{\gamma_k\} \in \ell^1(\mathbb{N})$. In this case the set $\Gamma$ is given by

$$\Gamma = \{y \in \mathbb{R}^N : \sum_{k=1}^{\infty} \gamma_k |y_k| < \infty\},$$

which is $\mu_\rho$-measurable with $\mu_\rho(\Gamma) = 1$ and $1/a_{\min}, a_{\max} \in L^p_\rho(\Gamma)$ for all $p \in (0, \infty)$ as shown in [43]. However, note that also weaker assumptions are possible to ensure the well-posedness of the parametric problem (see, e.g. [4, 11]) and we do not necessarily require summability of (2.6) in the following.

3. Numerical approximations. This section focuses on the methods needed to numerically compute an approximation of (2.5). In the following each approximation step is addressed separately. We give a basic idea of the convergence behavior that can be expected if sufficient regularity is provided, but refer to the literature for precise convergence rates and the regularity assumptions needed for a precise convergence order. The combination of the different methods will be discussed in the later sections.

3.1. Approximation by a finite-dimensional parameter set. First, since in practice one cannot work with the infinite representation (2.2) of the random diffusion field $a$, we approximate $a$ by its finite noise truncation, i.e., we cut off the series after $m$ terms. This way, we obtain

$$a_m(x, y_m) = a_0(x) \exp \left( \sum_{k=1}^{m} \sqrt{\lambda_k} \psi_k(x)y_k \right),$$
which depends on a finite but possibly high-dimensional parameter set. Furthermore, we denote with $u_m$ the solution of the PDE where the diffusion coefficient $a$ is replaced by $a_m$, i.e., for any $y_m \in \mathbb{R}^n$, the function $u_m(y_m)$ solves

$$- \text{div}(a_m(y_m) \nabla u_m(y_m)) = f.$$  

For later purpose, we remark that the $m$-term truncation of the random diffusion coefficient $a$ is equivalent to replacing the dependence of $y_i$ for $i > m$ by the constant 0. Thus,

$$a_m(x, y_m) = a(x, y_1, \ldots, y_m, 0, 0, \ldots) \quad \text{and} \quad u_m(x, y_m) = u(x, y_1, \ldots, y_m, 0, 0, \ldots).$$

Note here that for $(y_1, \ldots, y_m, 0, 0, \ldots)$ the series in (2.3) converges as it consists only of finitely many terms and the solution of the associated PDE is well-defined.

Clearly, the error introduced by this truncation decreases with increasing $m$. The rate depends on the smoothness of the random field $a$ which is reflected in the decay rates of the eigenvalues and eigenfunctions of its Karhunen-Loève expansion. As shown in [11, 12, 13, 24] also the solution $u_m$ converges to $u$ and error estimates for both the strong and weak error are provided. These bounds depend on the decay properties of the coefficients in the KL expansion and require decay rates of $\lambda_k$ and $\psi_k$ in norms different to the $L^2(D)$-norm which are however in general difficult to obtain. But note here that, for our adaptive algorithm in Section 4.2, we do not require these bounds to be available beforehand. Instead we will observe that our algorithm adjusts to different decay rates of the KL coefficients and determines the required truncation level automatically. Hence, if the regularity of the random field $a$ is not known a-priori, we can still apply our algorithm in an a-posteriori fashion for a single specific $a$ in a similar way as adaptive finite element methods do.

### 3.2. Finite element method

Next, we address the spatial discretization. For any fixed parameter $y_m^{(i)}$, $i = 1, \ldots, N$, the solution $u_m(\cdot, y_m^{(i)}) \in H^1_0(D)$ to the PDE (2.4) needs to be approximated. For this, we apply a linear finite element method and subdivide the domain $D$ by a uniform and regular triangulation $\mathcal{T}_h$ with diameter $h$. Note here that we deliberately stick to uniform triangulations and do not consider spatial adaptivity since we are in this article merely interested in the interplay of truncation, plain discretization and quadrature. For each $y \in \Gamma$, we denote with the index $h$ the finite element solution $u_h(\cdot, y) \in V_h$ which satisfies

$$\int_D a(x, y) \nabla u_h(x, y) \nabla v_h(x) dx = \int_D f(x) v_h(x) dx$$

for all $v_h \in V_h = \{ v \in C(D); v|_{\partial D} = 0 \text{ and } v|_K \in P_1 \forall K \in \mathcal{T}_h \}$, where $P_1$ is the space of linear functions. Moreover, we denote as $u_{h,m}(\cdot, y_m) \in V_h$ the finite element solution of the truncated problem, i.e.,

$$\int_D a_m(x, y_m) \nabla u_{h,m}(x, y_m) \nabla v_h(x) dx = \int_D f(x) v_h(x) dx.$$  

For diffusion coefficients with sufficiently smooth realizations, the PDE solution satisfies $u(\cdot, y) \in H^2(D)$ a.s. and the finite element approximation $u_h$ exhibits an error rate of the
form
\[\| u(x, y) - u_h(x, y) \|_{H^1(D)} \leq Ch \sqrt{\frac{a_{\max}(y)}{a_{\min}(y)}} \| u(x, y) \|_{H^2(D)}.\]

For any \( q < \infty \), this implies \( \| u - u_h \|_{L^q(D)} \leq Ch \) and \( \| u - u_h \|_{L^q(D)} \leq Ch^2 \) for the error in the spatial variable measured in the \( L^2 \)-norm. These bounds also hold for the error \( u_m - u_{h,m} \) with constants independent of \( m \). For the computation of the second moment, the spatial norms are replaced by the \( W^{1,1}(D) \)-norm and the \( L^1(D) \)-norm, respectively. Hence, depending on the quantity of interest and the error norm, the error bound is of the order \( O(h) \) or \( O(h^2) \). For less regular diffusion coefficient without continuously differentiable realizations, the rate reduces to \( O(h^s) \) and \( O(h^{2s}) \), respectively, where \( 0 < s \leq 1 \) depends on the regularity of the random field. We refer to [13, 24, 45] for more details on the spatial discretization error.

3.3. Quadrature method. As a third approximation step, we need to approximate the solution in the parametric variables and evaluate the integral

\[ I_v = \int_{\mathbb{R}^m} v(y_m) \rho(y_m) dy_m \]

where \( v(y_m) = \mathcal{F}(u_{h,m}(x, y_m)) \). Note that, with the truncation of the Karhunen-Loève expansion after \( m \) terms, the integral is over the \( m \)-dimensional space \( \mathbb{R}^m \). For this purpose, we consider quadrature rules of the type

\[ I_v \approx Q_N v = \sum_{i=1}^{N} w_i v(y_m^{(i)}) \]

which are based on the evaluation of the integrand at \( N \) quadrature points \( y_m^{(i)} \in \mathbb{R}^m \) that are taken into account with weight \( w_i, i = 1, \ldots, N \). As \( u_{h,m} \) is also a function in \( x \), this requires a FEM-discretization on the mesh \( T_h \) and a solution of the resulting linear systems of equations for each of these \( N \) parameter values.

We apply a Gaussian quadrature rule that can exploit the regularity of the integrand with respect to the parameters \( y_1, y_2, \ldots \). For that, we combine \( m \) one-dimensional Gauss-Hermite quadrature rules as the underlying density function for each parameter \( y_k \) is the one-dimensional Gaussian. For each parameter \( y_k \) a univariate quadrature rule is considered which is based on the interpolation of the integrand among a set of deterministic points \( \{ y_k^{(i)} \} \) such that the highest degree of polynomial exactness is achieved. The quadrature points are chosen as the \( N^{(k)} \) roots of the Hermite polynomials of degree \( N^{(k)} \), which are orthogonal with respect to the inner product

\[ (q, r)_{L^2_2(\mathbb{R})} = \int_{\mathbb{R}} q(y_k)r(y_k)\rho_k(y_k) dy_k, \]

and the quadrature weights are obtained by integration of the interpolating polynomial, i.e., \( w_i = (L_i, 1)_{L^2_2(\mathbb{R})} \) where \( L_i \) denotes the \( i \)-th Lagrange polynomial with respect to the quadrature point set.
For the approximation of (3.2), we combine these $m$ univariate Gauss-Hermite quadrature rules in a tensor product

$$Q_{N(1),N(2),\ldots,N(m)}v = Q_{N(1)}^{(1)} \otimes Q_{N(2)}^{(2)} \otimes \ldots \otimes Q_{N(m)}^{(m)}v$$

which requires the evaluation of $v$ at the quadrature points $(y_{i(1)}, y_{i(2)}, \ldots, y_{i(m)})$ for $i_k = 1, \ldots, N^{(k)}$ and $k = 1, \ldots, m$. Here, $N = \prod_{k=1}^{m} N^{(k)}$.

If the integrand can be extended into a region in the complex plane, each univariate rule can achieve an exponential convergence rate. Hence, this choice of quadrature rule exploits the smooth dependence of the solution on the parameters $y_k$ for $k = 1, \ldots, m$, which is shown in [24, 30, 31]. However, the combination of the $m$ quadrature rules in a full isotropic tensor product, i.e., with $N^{(1)} = N^{(2)} = \ldots = N^{(m)}$, suffers from the curse of dimensionality as the number of quadrature points grows exponentially in the dimension $m$. Instead, an anisotropic version, as discussed in [3], can be used which combines the $m$ rules with different approximation power and which can exploit the decreasing influence of the parameters $y_k$ on the PDE solution $u$ by choosing the numbers $N^{(k)}$ according to the anisotropy. If the decrease of influence of the stochastic parameters $y_k$ is sufficiently fast, for example such that the errors of the univariate rules are balanced when $N^{(k)} = 2^{\alpha_k}$ with $\sum_{k=1}^{\infty} \alpha_k < \infty$, the curse of dimensionality can be broken. Furthermore, we combine such an anisotropic approach with a sparse grid quadrature which leads to an anisotropic sparse grid quadrature similar to [28, 39]. The bounds in [3, 30, 31] on the derivatives of $u$ with respect to the parameters $y_m$ justify that a sufficiently anisotropic sparse grid in the parametric variables is a sound approach. The construction of this anisotropic sparse grid quadrature is coupled with the KL-truncation and the spatial approximation which will become clearer in a moment.

4. Sparse grids. The adaptive algorithm that we propose is based on a sparse grid approach which balances the three different approximation methods. In the following, we give a short overview of the general construction of sparse grids in $d$ dimensions with abstract operators before we address the adaptive combination technique for the computation of quantities of interest. For more details on sparse grids we refer to [21] and [10]. The additional regularity between the spatial and parametric variables shown in [30, 33] for sufficiently smooth random fields justifies this approach.

For each discretization direction we consider a sequence of numerical approximation operators $\{P_l\}_l$ with increasing approximation power such that the limit leads to the true solution.

We define the difference operators between two approximations as

$$\Delta_l := \begin{cases} P_l - P_{l-1} & \text{if } l \geq 1, \\ P_0 & \text{if } l = 0, \end{cases}$$

such that $P_L$ can be reconstructed from the difference operators up to $L$, i.e.,

$$P_L = \sum_{l=0}^{L} \Delta_l,$$
which is just a telescoping sum. For an approximation that involves \( d \) different approximation directions, we combine the \( d \) operators in a straightforward way and define the anisotropic full grid approximation as

\[
P_L u = \bigotimes_{i=1}^{d} P_{L_i}^{(i)} u = P_{L_1}^{(1)} (P_{L_2}^{(2)} (\ldots P_{L_d}^{(d)} u)) = \sum_{l \leq L} \Delta_l u
\]

where \( L = (L_1, \ldots, L_d) \) indicates the approximation levels in each direction. The \( d \)-dimensional difference operator is given by

\[
\Delta_l = \bigotimes_{i=1}^{d} \Delta_{l_i}^{(i)} \quad \text{for } l = (l_1, \ldots, l_d)
\]

whereby the condition \( l \leq L \) requires \( l_i \leq L_i \) for all \( i = 1, \ldots, d \). Note at this point that the operators \( P_{L_i}^{(i)} \) could in principle be of different type for different directions \( i \), i.e., it could be a spatial energy projection in one direction and quadrature rules in the other directions, as it will be done later on in subsection 5.1.

A sparse grid approximation only includes differences for a subset \( I \subset \mathbb{N}^d \). For example, the regular sparse grid sums up the differences for \( |l|_1 \leq L + d - 1 \), which yields a good approximation if the solution has some additional smoothness in form of bounded mixed derivatives. In the following, we apply a sparse grid with respect to a general index set \( I \) and define the sparse grid approximation by

\[
P_{I}^{SG} u = \sum_{l \in I} \Delta_l u.
\] (4.1)

The choice of the index set \( I \) plays here a crucial role. The optimal choice clearly depends on the contribution of each increment \( \Delta_l u \) and its associated cost. In [10], it has been shown that, for a prescribed cost, the selection of the index set can be formulated as a binary knapsack problem to which a solution is obtained by including the indices with the highest benefit-cost ratio, i.e., \( \| \Delta_l u \| \) in some norm divided by the associated computational cost. As a-priori estimates on the regularity of the solution and therefore on the size of \( \Delta_l u \) are not always available, we use the benefit-cost ratio to construct the index set in a greedy way in our adaptive algorithm later on (see Section 4.2).

It is known that the sparse grid approach allows to overcome the curse of dimensionality to some extent when the solution satisfies certain mixed smoothness properties. A regular sparse grid, for example, reduces the cost compared to the full combination while nearly preserving the accuracy such that the dependence of the error with respect to the computational cost on the dimension is only in the logarithmic term. In the case where the approximation power and the cost of the underlying methods are not equal, the approximation rate of the sparse grid using an anisotropic simplex for \( I \) is dominated by the slowest converging direction (see [25]). Furthermore, in [29], an optimal index set has been identified for the particular case of exponential decay in the parametric approximation and of algebraic decrease in the spatial discretization error. In this case, the spatial discretization dominates the convergence. Note
moreover that this aspect was also discussed in a more general context of approximation in UQ of the infinite dimensional problem in [17, 18]. Altogether, we can thus expect that our a sparse grid approach leads to a method where the direction with the weakest convergence rate dominates the overall convergence of the approximation.

4.1. Combination technique. For our algorithm we consider a somewhat different representation of the formula (4.1), the so-called combination technique, which was introduced in [27]. While efficient methods for the computation of the increments are necessary for (4.1), the combination technique relies on the combination of several anisotropic, full but low-order approximations.

The terms in (4.1) are rearranged such that full grid combinations are recovered and the combination technique approximation for (4.1) is defined as

\[ P^\text{ct}_I u = \sum_{l \in I} \alpha_l P_l u \]  

with coefficients

\[ \alpha_l = \sum_{z=0}^1 (-1)^{|z|} \chi^x (l + z), \]

where \(1 = (1, \ldots, 1)\) and the characteristic function \(\chi\) is given by

\[ \chi^x (l) = \begin{cases} 1 & \text{if } l \in I, \\ 0 & \text{otherwise.} \end{cases} \]

In order to have an equivalence of the combination technique (4.2) and the sparse grid formulation based on the increments (4.1), we need to impose an admissibility condition on the index set \(I\) as in [22]. We require that the index set \(I\) is downward closed, meaning it satisfies the following property:

For any \(l \in I\) it must hold that

\( l - e_j \in I \) for \(1 \leq j \leq d\) with \(l_j \geq 1\)

with \(e_j\) being the \(j\)-th unit vector.

We will use the combination technique representation as it has the advantage that it relies on anisotropic, full grid approximations and does not require the computation of the increments \(\Delta_l\). Hence, no hierarchical structure needs to be assumed. Instead, the standard numerical methods discussed in Section 3 can be directly applied, such as standard finite element solvers and standard quadratures, and no nestedness of the quadrature methods is needed. Additionally, the structure of (4.2) is intrinsically parallel as the approximations \(\{P_l\}_I\) can be computed independently. Note however that we will rely on the hierarchical operators \(\Delta_l\) for the adaptive construction of the sparse grid index set as explained later on.
4.2. Dimension-adaptive combination technique. Next, we describe the adaptive construction of the index set $I$. In the following, we state the dimension-adaptive combination technique which was introduced for integration problems in [22] and which will be modified to fit our problem setting later on in Section 5.2. The basic algorithm with abstract operators $P_l$ is stated in Algorithm 4.1. The dimension-adaptive algorithm heuristically constructs a sequence of admissible index sets $I^{(1)} \subset I^{(2)} \subset \ldots \subset I^{(t)}$ which indicate the increments that are included in the sparse grid formulation. Once such an index set has been found, the approximation is obtained using the generalized combination technique formula (4.2).

The algorithm starts off with one index in $I^{(1)}$ and adds successively indices which do not destroy the admissibility of the index set. To ensure this, two index sets are introduced $A$ and $O$ with $I = A \cup O$ and $A \cap O = \emptyset$. The set $A$ denotes the set of admissible neighbor indices and the set $O$ is referred to as the set of old indices. While the indices in $O$ have already been chosen to be considered for the sparse grid, the index set $A$ contains the indices in the neighborhood of $O$, i.e., which result from a refinement along the axis, and which do not destroy the admissibility when added to $O$.

In each iteration of the dimension-adaptive combination technique, the index with the highest contribution is selected among the indices in $A$, removed from $A$ and added to the set $O$. This selection process is based on the benefit-cost ratio [10] as mentioned before. Besides $\Delta_l$, also the corresponding cost $c_l$ is taken into account in the associated profit indicator $\eta_l$ which will be explained in detail later on. As a result of this process, the neighborhood for the index set $O$ has changed such that the set $A$ needs to be updated by adding the indices to $A$ which still satisfy the admissibility condition. In a final step, the full grid solutions are combined according to (4.2). Since during the algorithm the solutions for $l \in A$ were computed for the profit indicator, these indices are also included into the computation of the combination technique solution.

5. Sparse Grids for Uncertainty Quantification. In the previous section, we had a fixed dimension $d$ and described the basic so-called dimension-adaptive sparse grid approach for abstract approximation operators. Now, we generalize this approach to our uncertainty quantification problem and the computation of the quantities of interests (2.5). Here, the operators $P_{l_i}^{(i)}$ are of different type corresponding to the different approximation steps. The adaptation to uncertainty quantification involves two main aspects: First, we employ a sparse grid for the quadrature of the parametric coordinates, but we also want to account for a possibly changing dimension due to the dynamically adapted truncation length. This will be done via the embedding of the parametric coordinates and corresponding indices into infinite-dimensional spaces, as already indicated in (3.1). Second, we include the spatial discretization in the sparse grid formulation by adding a spatial index to also incorporate the treatment of the associated deterministic PDEs. In the following, we first define the difference operators for the UQ setting. We then present the generalization of the dimension-adaptive combination technique to this problem setting and in the last subsection we discuss the UQ-specific profit indicators with which we steer the overall adaptive construction.

5.1. Difference operators for UQ. For our setting, we have three numerical approximations that need to be properly taken into account. We now define the difference operators for these three approximation directions.
**Algorithm 4.1** Dimension-adaptive combination technique \[22\]

**Input:** Tolerance \( \varepsilon > 0 \)

**Output:** Index set \( \mathcal{I} \) and approximation \( P^{ct}_\mathcal{I}u \)

1. \( l = (0, \ldots, 0) \in \mathbb{N}^d \)
2. \( A = \{l\}, \mathcal{O} = \emptyset \)
3. compute local profit indicator \( \eta_l \)
4. \( \eta = \eta_l \)
5. while \( \eta > \varepsilon \) do
6. Select the index \( j \in A \) with the largest profit \( \eta_j \)
7. \( A = A \setminus \{j\}, \mathcal{O} = \mathcal{O} \cup \{j\} \)
8. \( \eta = \eta - \eta_j \)
9. for \( k = 1, \ldots, d \) do
10. \( l = j + e_k \)
11. if \( l - e_i \in \mathcal{O} \) \forall 1 \leq i \leq d \) with \( l_i > 0 \) then
12. \( A = A \cup \{l\} \)
13. Compute full grid approximation \( P_Iu \)
14. Compute local profit indicator \( \eta_l \)
15. \( \eta = \eta + \eta_l \)
16. end if
17. end for
18. end while
19. Combine approximations \( P_Iu \) for \( l \in \mathcal{I} = A \cup \mathcal{O} \) according to (4.2) to obtain \( P^{ct}_\mathcal{I}u \)
20. return \( \mathcal{I} = A \cup \mathcal{O} \) and \( P^{ct}_\mathcal{I}u \)

First, we consider a sequence of truncation operators \( \{T_m\}_m \) which map the PDE solution to the solution of the truncated problem, i.e., \( T_m : u \mapsto u_m \), and we define the difference between two levels by

\[
\Delta_m^{(T)} u = \begin{cases} 
  u_m - u_{m-1} & \text{if } m \geq 1, \\
  u_0 & \text{if } m = 0.
\end{cases}
\]

Second, for the spatial discretization, we employ a sequence of uniform grids on \( D \) with width \( h_{l_x} = \mathcal{O}(2^{-l_x}) \) and consider the operator that maps the function \( u_m \) to the evaluation of \( \mathcal{F} \) of its finite element approximation \( \mathcal{F}(u_{h_{l_x}}) \). Due to the continuity of \( \mathcal{F} \) we have \( \lim_{l_x \to \infty} \mathcal{F}(u_{h_{l_x}}) = \mathcal{F}(u_m) \). Here, in the spatial direction, we have not just a projection onto the finite element subspace (which itself involves the FEM-discretization and the solution of the arising linear system of equations), but also the corresponding evaluation required for the specific quantity of interest. Only in the case of computing the first moment, i.e., \( \mathcal{F} = \text{Id} \), the operator corresponds to the projector onto the finite element space. Consequently, the difference between two spatial discretizations is defined as

\[
\Delta_{l_x}^{(x)} u_m = \begin{cases} 
  \mathcal{F}(u_{h_{l_x}}) - \mathcal{F}(u_{h_{l_x-1}}) & \text{if } l_x \geq 1, \\
  \mathcal{F}(u_{h_0}) & \text{if } l_x = 0.
\end{cases}
\]
And finally, we approximate the expectation by a quadrature method for which we apply a sequence of quadrature rules that are themselves sparse grids. Here, given a truncation level \( m \), we have \( m \) parametric variables. For each parameter \( y_k \) for \( k = 1, \ldots, m \), we consider a sequence of univariate Gauss-Hermite rules \( \{ Q^{(k)}_{l_k} \}_{l_k \geq 0} \) with increasing number of quadrature points \( \{ N^{(y_k)}_{l_k} \}_{l_k \geq 0} \) and associated differences operators

\[
\Delta^{(Q)}_{l_k} = \begin{cases} Q^{(k)}_{l_k} - Q^{(k)}_{l_k-1} & \text{if } l_k \geq 1, \\ Q^{(k)}_{0} & \text{if } l_k = 0. \end{cases}
\]

(5.1)

We combine the \( m \) one-dimensional difference operators and define the difference operator for the quadrature

\[
\Delta^{(Q)}_l = \bigotimes_{k=1}^{m} \Delta^{(Q_k)}_{l_k}
\]

(5.2)

with \( l \) being a \( m \)-dimensional array determining the level for each parametric variable. The summation of such differences over a set \( I_Q \) of indices \( l = (l_1, \ldots, l_m) \in \mathbb{N}^m \) then yields the sparse grid quadrature

\[
Q_{I_Q}^{SG} v = \sum_{l \in I_Q} \Delta^{(Q)}_l v.
\]

In combination with the approximation of the random field \( a(x, y) \) and the spatial discretization, the integration is however not with respect to a fixed high-dimensional parameter space, but should rather adapt itself properly, which gives rise to a varying number of parametric dimensions. To this end, we exploit the fact that the \( m \)-term truncation of the KL expansion is equivalent to the constant evaluation at \( y_k = 0 \) for \( k > m \) (c.f. (3.1)) and embed the parameters and quadrature rules into an infinite dimensional setting. A one-point Gauss-Hermite quadrature in \( y_k \) for \( k > m \) performs the same approximation and thus replaces the integrand by just a constant function in \( y_k \). We therefore assume \( N^{(y_k)}_{l_k} = 1 \), by choosing \( N^{(y_k)}_{l_k} = 2^{l_k} \), and call the parameter dimension \( k \) inactive if \( l_k = 0 \). This lowest level of the univariate quadrature then corresponds to a constant approximation and disregards the dependence of the random field on this \( y_k \). Conversely, the parameter dimension \( k \) is active when \( l_k \geq 1 \).

This allows us to represent the index indicating the quadrature levels by

\[
l = (l_1, l_2, \ldots, l_m, 0, 0, \ldots) \in \mathbb{N}^\infty,
\]

(5.3)

which is in principle independent of the parameter dimension, possesses only finitely many non-zero entries, and altogether allows for straightforward adaptivity in the parametric dimensions, i.e., in the truncation length. The difference operator (5.2) is then equivalent to

\[
\Delta^{(Q)}_l v = \Delta^{(Q)}_{(l_1, \ldots, l_m, 0, 0, \ldots)} v = \bigotimes_{k=1}^{m} \Delta^{(Q_k)}_{l_k} v = \bigotimes_{k=1}^{m} \Delta^{(Q_k)}_{l_k} v
\]
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with the univariate differences as in (5.1). The equality holds because \( Q^{(k)}_0 v = v \) for \( k > m \). Note also that the effective truncation level can be obtained from (5.3) and is given by \( \max\{k \in \mathbb{N}: l_k \geq 1\} \).

In order to also include the spatial discretization and to combine it with the parametric discretization, we extend the index (5.3) by one entry which refers to the spatial discretization and write

\[
(5.4) \quad \hat{l} = (l_x, l_{y_1}, \ldots, l_{y_m}, 0, 0, \ldots) \in \mathbb{N}^\infty.
\]

Corresponding to this index, we set

\[
P_{\hat{l}} u = Q^{(1)}_{l_{y_1}} \cdots Q^{(m)}_{l_{y_m}} \left( F(u_{h_{l_x}}, m) \right),
\]

where \( u_{h_{l_x}, m} \) is the projection of \( u_m \) onto the FEM-space with triangulation \( T_{h_{l_x}} \) (and involves thus discretization and solution of the resulting linear system of equations). Note here that the order of application of the quadrature, the application of \( F \), the FEM-projection (i.e., discretization and solution), and the truncation is not commutative and cannot be changed.

The generalized difference operator, which incorporates the parametric and spatial refinement as well as the truncation level, is then given by the combination of the three associated difference operators as

\[
(5.5) \quad \Delta_{\hat{l}} u = \Delta_l^{(Q)} \Delta_l^{(x)} \Delta_l^{(T)} u,
\]

where we use the notation \( \Delta_l^{(x)} \Delta_l^{(T)} u \) for \( \Delta_l^{(x)} \Delta_l^{(T)} u = F(u_{h_{l_x},m}) - F(u_{h_{l_x}-1,m}) - F(u_{h_{l_x},m-1}) + F(u_{h_{l_x}-1,m-1}) \). This difference operator (5.5) can further be simplified as follows: As the quadrature and truncation levels are not completely independent, we only need to consider indices where the effective truncation level coincides with the truncation level, i.e., \( m = \max\{k \in \mathbb{N}: l_k \geq 1\} \). In this case the differences can be written as

\[
\Delta_{\hat{l}} u = \bigotimes_{k=1}^{m-1} \Delta_{l_{y_k}}^{(Q)} \left( F(u_{h_{l_x},m}) - F(u_{h_{l_x}-1,m}) - F(u_{h_{l_x},m-1}) + F(u_{h_{l_x}-1,m-1}) \right).
\]

Note that the terms \( u_{h_{l_x},m-1} \) and \( u_{h_{l_x}-1,m-1} \) are independent of the variable \( y_m \). Because constant functions are integrated exactly by our quadrature rule, we obtain

\[
\Delta_{l_{y_m}}^{(Q)} \left( F(u_{h_{l_x},m-1}) + F(u_{h_{l_x}-1,m-1}) \right) = Q_{l_{y_m}}^{(m)} \left( F(u_{h_{l_x},m-1}) - F(u_{h_{l_x}-1,m-1}) \right) - Q_{l_{y_m}}^{(m-1)} \left( F(u_{h_{l_x},m-1}) - F(u_{h_{l_x}-1,m-1}) \right) = 0
\]

since \( l_{y_m} \geq 1 \). Hence, we have for (5.5) the natural simplified representation

\[
(5.6) \quad \Delta_{\hat{l}} u = \bigotimes_{k=1}^{m-1} \Delta_{l_{y_k}}^{(Q)} \Delta_{l_{y_m}}^{(m)} \left( F(u_{h_{l_x},m}) - F(u_{h_{l_x}-1,m}) \right) = \bigotimes_{k=1}^{m} \Delta_{l_{y_k}}^{(Q)} \Delta_{l_{y_m}}^{(x)} u_m,
\]

which only requires the quadrature differences of the \( m \) active parametric variables \( y_k \) (and the difference in the spatial variable \( x \) of course).
5.2. Dimension-adaptive algorithm for UQ. We are finally in the position to modify the procedure described in Subsection 4.2 in order to match our approximation steps. To this end, we adapt the basic Algorithm 4.1 to now construct a sequence of index sets $\mathcal{I}(1) \subset \mathcal{I}(2) \subset \ldots \subset \mathcal{I}(t) \subset \mathbb{N}^\infty$ which contain indices of the form (5.4). An index set $\mathcal{I}$ can then be used to obtain the sparse grid approximation

$$P_{\mathcal{I}}^{SG} u = \sum_{l \in \mathcal{I}} \Delta_l u \quad \text{and} \quad P_{\mathcal{I}}^{ct} u = \sum_{l \in \mathcal{I}} \alpha_l P_{l} u$$

(5.7)

analogously to (4.1) and (4.2).

The construction of $\mathcal{I}$ is also based on two sets $\mathcal{A}$ and $\mathcal{O}$, but we cannot store the infinite index arrays. However, since only a finite number of parametric dimensions are active at once, it suffices to store these active dimensions. To facilitate the implementation, we store all parameter dimensions which have been activated in course of the algorithm even if some of them are inactive at the current iteration. The number of parameter dimensions that have been activated is denoted by $M$, which will get larger in the course of the algorithm. In addition to the indices corresponding to these $M$ activated quadratures dimensions, we store the spatial discretization level and a fixed number $\hat{M}$ of parameter dimensions that have not been activated yet to be able to increase the truncation level in future iterations of the algorithm. We therefore store indices of the form

$$\tilde{l} = (l_x, l_{y_1}, \ldots, l_{y_m}, 0, 0, \ldots, 0) \in \mathbb{N}^{1+M+\hat{M}}$$

with $m \leq M + \hat{M}$ and use a Boolean vector $act$ to indicate whether a variable has been activated.

Our new adaptive method for UQ problems, which is presented in Algorithm 5.1, then proceeds similar to Algorithm 4.1. It starts with one index in $\mathcal{A}$ and adds successively indices with the highest profit indicator. Here, the set $\mathcal{A}$ includes indices which either refine the finite element discretization, refine the quadrature or raise the truncation level. The search for new admissible indices is separated into two parts: Lines 9-17 account for a refinement of the finite element discretization or the quadratures which have been activated before, whereby including $l + e_1$ in $\mathcal{A}$ increases the level index $l_x$ and $l + e_k$ for $2 \leq k \leq 1 + M + \hat{M}$ raises the level of the $k-1$-th direction, i.e., the $k$-th quadrature.

The lines 18-27 become effective whenever $\tilde{l}$ selected in line 6 activates a new variable which corresponds to a higher truncation level. In this case, the Boolean vector needs to be adjusted and the number of stored parametric level is raised by one. This ensures that always $\hat{M}$ non-activated entries are included and the truncation level can be increased in subsequent iterations. Moreover, the index arrays which were added in previous steps of the algorithm need to be extended by one entry which is set to zero.

Note here that it would be sufficient to consider $\hat{M} = 1$. By setting $\hat{M} > 1$, the algorithm does not only consider raising the truncation level by one, but can consider the $\hat{M}$ forward neighbors as well. This avoids taking into account a too small number of stochastic variables as a parametric variable can be activated even if not all parameters up to this parameter have been activated before. In our experiments it turned out that this approach with value $\hat{M} = 5$ was more robust than with the choice $\hat{M} = 1$. This lack of downward closedness in
Algorithm 5.1 Adapted dimension-adaptive combination technique for UQ

**Input:** Tolerance $\varepsilon > 0$

**Output:** Index set $\tilde{I}$ and approximation $P^c_{\tilde{I}}u$

1. $\tilde{l} = (0, \ldots, 0) \in \mathbb{R}^{1+\hat{M}}$, $M = 0$, $\text{act} = (0, \ldots, 0) \in \{0,1\}^{\hat{M}}$
2. $\tilde{A} = \{\tilde{l}\}$, $\tilde{O} = \emptyset$
3. Compute local profit indicator $\eta_{\tilde{l}}$
4. $\eta = \eta_{\tilde{l}}$
5. **while** $\eta > \varepsilon$ **do**
6. Select index $\tilde{l} \in \tilde{A}$ with largest profit $\eta_{\tilde{l}}$
7. $\tilde{A} = \tilde{A} \setminus \{\tilde{l}\}$, $\tilde{O} = \tilde{O} \cup \{\tilde{l}\}$
8. $\eta = \eta - \eta_{\tilde{l}}$
9. **for** $k = 1, \ldots, 1 + M + \hat{M}$ **do**
10. $\tilde{j} = \tilde{l} + \tilde{e}_k$
11. **if** $\tilde{j} - \tilde{e}_i \in \tilde{O}$ $\forall 1 \leq i \leq 1 + M + \hat{M}$ with $\tilde{j}_i > 0$ **then**
12. $\tilde{A} = \tilde{A} \cup \{\tilde{j}\}$
13. Compute the approximation $P_{\tilde{j}}u$
14. Compute local profit indicator $\eta_{\tilde{j}}$
15. $\eta = \eta + \eta_{\tilde{j}}$
16. **end if**
17. **end for**
18. **if** it exists $n \in \{1, \ldots, M + \hat{M}\}$ s.t. $l_{gn} > 0$ and $\text{act}_n = 0$ **then**
19. $\text{act}_n = 1$, extend $\text{act}$
20. $\hat{M} = M + 1$
21. $\tilde{j} = \tilde{e}_{1+M+\hat{M}}$
22. $\tilde{A} = \tilde{A} \cup \{\tilde{j}\}$
23. Extend indices in $\tilde{A}$, $\tilde{O}$ by 0
24. Compute the approximation $P_{\tilde{j}}u$
25. Compute local profit indicator $\eta_{\tilde{j}}$
26. $\eta = \eta + \eta_{\tilde{j}}$
27. **end if**
28. **end while**
29. Combine approximations $P_{\tilde{l}}u$ for $\tilde{l} \in \tilde{A} \cup \tilde{O}$ according to (5.7) to obtain $P^c_{\tilde{I}}u$
30. **return** $\tilde{I} = \tilde{A} \cup \tilde{O}$ and approximation $P^c_{\tilde{I}}u$

the truncation direction does not pose any problems for the combination technique due to the structure of the differences, see also (5.1).

Let us comment here on the effect of choosing a different sequence of KL truncation levels: Instead of increasing the truncation level by one at a time, a doubling of the number of terms in the KL would rather resemble the geometric refinement of the spatial discretization. This would be straightforward for Monte Carlo quadratures. However, the truncation level and a sparse grid quadrature are not completely independent: Unlike Monte Carlo methods the
sparse grid quadrature relies on univariate quadrature rules and therefore the dimension intrinsically divides into steps of one. Thus, we here propose an increment by one. Nevertheless, doubling the truncation could be realized together with a sparse grid quadrature as follows: Let $m$ indicate the truncation level with $2^m$ terms in the KL expansion. Then raising the level from $m - 1$ to $m$ includes $2^m - 1$ new parameter variables $y_k$ which need to be considered separately by a univariate rule. One way to do this is to employ a quadrature with quadrature level $l_{y_k} = 1$ for all new variables $y_k, k = 2^{m-1} + 1, \ldots, 2^m$, which activates all new variables at once. But the cost of evaluating the quadrature grows with $\mathcal{O}(2^m)$ which inhibits including high dimensions. Instead we allow some, but not all of the $y_k, k = 2^{m-1} + 1, \ldots, 2^m$ to be inactive. Raising the truncation level would then imply to include the new forward neighbors, $\tilde{e}_k$ for $k = 2^{m-1} + 2, \ldots, 2^m + 1$, in the set $\tilde{A}$ in the algorithm and the length of index sets to be extended by $2^{m-1}$ instead of one. Note that any quadrature with $l_{y_k} = 0$ for all $k > M$ for some $M \in \{2^{m-1} + 1, \ldots, 2^m\}$ has the effective truncation level $M$. Hence in practice, any truncation level is implicitly assumed by this choice, and doubling the included KL terms corresponds to increasing the buffer variables $\tilde{M}$ depending on $m$. Because of the anisotropy in the parametric variables, the outcome is nearly the same for both strategies of truncation refinement and there is no benefit by doubling the truncation level.

Next, let us remark on the differences to other adaptive algorithm for random elliptic PDEs based on [22] which consider certain aspects of the approximation separately. An adaptive sparse grid quadrature method for parametric PDEs with fixed truncation level has been for example studied in [7, 37]. In [38, 14, 19, 15], adaptive quadrature and interpolation algorithms based on sparse polynomial approximation have been considered in an infinite dimensional parameter space for the lognormal as well as for the affine case. In these approaches, like in our algorithm, the number of active variables is increased throughout the process and also the concept of buffer variables was introduced. However, we additionally include the spatial discretization in our approximation. This allows us to improve the overall computational complexity and to benefit from mixed smoothness between the spatial and parametric variables. Furthermore, in our algorithm, the extension of the index set by $\tilde{M}$ terms is interpreted as possible refinement of the KL truncation which better balances the cost and error of the truncation with the other discretizations. This perspective is also included in the choice of our profit indicator. In the context of multilevel methods, adaptive algorithms based on the benefit-cost ratio have been proposed as well [29, 32, 41]. But these methods only focus on the interplay of the spatial/deterministic discretization and parametric approximation and require a fixed number of discretization parameters. We instead additionally include the truncation level which leads to a dependence of two discretization parameters as the truncation also influences the parametric discretization. Note that an adaptive algorithm which adjusts the truncation level in a multilevel Monte Carlo method has been proposed in [42], but does not encounter this problem as it uses the plain Monte Carlo quadrature. We use a different approach based on Gaussian quadrature which leads to a more complicated algorithm but allows to obtain convergence rates much better than 1/2. Although certain aspects of our algorithm may not be particularly novel, the combination of the spatial discretization, KL truncation and sparse grid quadrature with varying number of dimensions in a sparse grid approximation surely is. This perspective is also reflected in the choice of our specific indicator which will be discussed in the next section.
5.3. Profit indicator. The crucial part of the adaptive algorithm is the refinement strategy which selects the index to be added to $\tilde{O}$. This selection process is controlled by a local profit indicator $\eta_l$ which should estimate the contribution of including the increment $\Delta_l u$ in the sparse grid combination formula (5.7).

Since the global error can be bounded by

$$\|E[\mathcal{F}(u)] - P_{\tilde{I}} u\|_{\mathcal{X}} \leq \sum_{l \notin \tilde{I}} \|\Delta_l u\|_{\mathcal{X}},$$

we use

$$E_l = \|\Delta_l u\|_{\mathcal{X}}$$

as a local error estimator for adding $\tilde{l}$ to $\tilde{I}$. The increments are as discussed in Section 5.1 and the norm $\|\cdot\|_{\mathcal{X}}$ depends on the space in which the error is measured. Note at this point that, due to the upper bound by the triangle inequality, the local error indicator $E_l$ is reliable. It is however not necessarily efficient in the terminology of error estimators for adaptive finite element methods (see, e.g. [1]) as we have no lower bound $c \sum_{l \notin \tilde{I}} \|\Delta_l u\|_{\mathcal{X}} \leq \|E[\mathcal{F}(u)] - P_{\tilde{I}} u\|_{\mathcal{X}}, 0 < c \leq 1$.

Note here that the evaluation of $E_l$ requires several anisotropic grid solutions. However, we only need to compute $P_{\tilde{l}} u$ and can reuse the other solutions that have been previously computed as the index set needs to be downward closed in the quadrature and finite element levels. Moreover, taking into account the computational cost, the local error estimator $E_l$ might not be a well-suited refinement indicator, as including other indices might lead to a similar error reduction while having much lower computational cost. Therefore, we follow [10, 22] and use instead the benefit-cost ratio

$$\eta_l = \frac{E_l}{c_l}$$

as refinement indicator where $c_l$ denotes the cost of the evaluation of $P_{l} u$. As cost model we use the product of the cost of each approximation step. To this end, for all quadrature points, we multiply the cost of solving the PDE with the cost of the truncated problem. As the truncation level of the random field is not fixed, we have to account for this change in the dimension. It is clearly more expensive to evaluate a diffusion coefficient which is truncated after a large number of terms than a diffusion coefficient involving only a few parameters. We therefore measure the cost of the truncated problem in terms of the active parameters, but neglect the possible cost of computing the KL. Similar to the cost models introduced in [16, 35] for infinite dimensional integration, two choices seem reasonable: Either the cost computing the truncated diffusion coefficient depends on the highest index of active variables, i.e.

$$ \text{cost}_{\text{Trunc}} = \max \{ k \in \mathbb{N} : l_y k \geq 1 \}$$

(5.8)

or is measured by the number of active variables, i.e.

$$ \text{cost}_{\text{Trunc}} = \# \{ k \in \mathbb{N} : l_y k \geq 1 \}.$$ 

(5.9)
The cost of the finite element method is measured by the number of finite element nodes. Here we assume for reasons of simplicity an optimal solver like multigrid or a multilevel preconditioner, such that only a cost of \( O \left( \left( N_{l_x}^{(x)} \right)^n \right) \) is involved. And lastly, the number of quadrature points is used to capture the cost of the quadrature method, such that the total cost of computing \( \mathbf{P}_{lu} \) is given by

\[
(5.10) \quad c_l = \left( N_{l_x}^{(x)} \right)^n \cdot \prod_{i=1}^{m} N_{l_{y_i}}^{(y_i)} \cdot \text{cost}_\text{Trunc}(l_y).
\]

This way, we balance the error with the required work and our algorithm selects the index from \( \hat{\mathbf{A}} \) with the best benefit-cost ratio and minimizes \( \sum_{l \in \hat{\mathbf{I}}} \| \Delta_{l} u \|_{\mathcal{X}} \) for a given cost. Here, the index with the highest contribution is only searched along the direct neighborhood of \( \hat{\mathbf{O}} \). Hence, we have to assume that the contributions of \( \Delta_{l} u \) decrease with the size of \( l \) to be able to ensure convergence. This is comparable to the saturation assumption for adaptive finite element methods. Having the coefficients in the Karhunen-Loève expansion sorted in decreasing order with respect to the \( L^\infty(D) \)-norm implies already a decay for the truncation direction. Note that this saturation assumption is not met, for example, when the diffusion field is rough and contains discontinuities or spikes on a very fine scale. But in such a case other methods such as multilevel Monte Carlo or Quasi Monte Carlo would also run into similar problems.

In practice, this saturation assumption cannot be verified without additional knowledge. If exact knowledge on the contributions of the \( \Delta_{l} u \) would be available, an a-priori construction of an optimal index \( \hat{\mathbf{I}} \) could be used which would reduce the computation excess. But this information is often not available, e.g. for different random fields, and decay rates and corresponding optimal index sets have to be verified for each problem anew. Our a-posteriori algorithm however can be directly applied without any a-priori knowledge. Note to this end that the initial spatial discretization has the be carefully chosen: An insufficiently-resolved mesh might not capture all essential features of the PDE problem and the algorithm may stop too early. On the other hand a too fine initial discretization would increase the overall cost. For our experiments we used an heuristic to determine a good initial discretization. It is based on an estimate/knowledge of the correlation length of the random field. More strategies can be found in [23].

At last, let us mention different stopping criteria. The criterion that is used in Algorithm 5.1 is based on a global profit indicator in the neighborhood set \( \hat{\mathbf{A}} \). This approach estimates how much profit is not covered yet. As the error contribution for indices in the complement of \( \hat{\mathbf{I}} \) is not known, the only available information are the contributions of the indices in \( \hat{\mathbf{A}} \). Therefore, an estimate of the global profit is

\[
\eta = \sum_{l \in \hat{\mathbf{A}}} \eta_l
\]

and the algorithm stops when the global profit indicator is below a tolerance \( \varepsilon \). It is also possible to replace in the stopping criterion the profit by the error contribution providing a global error indicator. Alternatively, the iteration could be stopped when a given upper
bound on the total work $C = \sum_{l \in \mathcal{I}} c_l$ is exhausted. Another stopping criterion would look at the difference between the solutions of two iterations in order to estimate the error, i.e., $\|P_{\hat{c}(t+1)}^{\mathcal{I}} u - P_{\hat{c}(t)}^{\mathcal{I}} u\|_{\mathcal{X}} \leq \sum_{l \in \mathcal{I}^{(t+1)} \setminus \mathcal{I}^{(t)}} \|\Delta_l u\|_{\mathcal{X}}$. The algorithm stops if this difference is $\zeta$-times in a row smaller than $\varepsilon$. Here, the parameter $\zeta$ is introduced to avoid stopping too early, when the solution differs only slightly from one iteration to another while the next solution would result in a larger difference.

6. Numerical examples. As indicated in the introduction, we focus on the model problem

$$-\text{div}(a(x,\omega)\nabla u(x,\omega)) = f(x) \quad \text{in } D,$$

where $a(x,\omega) = \exp(b(x,\omega))$, compare (2.1). Moreover, we set $n = 2$, $D = [0,1]^2$, and apply homogeneous Dirichlet boundary conditions. For our numerical examples, we assume that the covariance function of the random field $b(x,\omega)$ is in the class of Matérn covariance functions (see, e.g. [40]). Then, the regularity and hence the eigenvalue decay for the Karhunen-Loève expansion is explicitly known.

The Matérn covariance kernels are defined by a stationary covariance function. Let $r = |x - x'|$ denote the distance between two points and let $\xi, \sigma^2 > 0$ be the correlation length and variance, respectively. Then the Matérn covariance function of order $\nu > 0$ is defined as

$$\text{cov}(r; \nu, \xi) = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu} r}{\xi} \right)^\nu K_{\nu} \left( \frac{\sqrt{2\nu} r}{\xi} \right),$$

where $\Gamma$ is the Gamma function and $K_{\nu}$ is the modified Bessel function of the second kind of order $\nu$. The formula (6.1) simplifies for $\nu = s + \frac{1}{2}$ with $s \in \mathbb{N}$ to

$$\text{cov} \left( r; s + \frac{1}{2}, \xi \right) = \sigma^2 \exp \left( -\frac{\sqrt{2s + 1} r}{\xi} \right) s! \sum_{i=0}^{s} \frac{1}{i!(s-i)!} \left( \frac{2\sqrt{2s + 1} r}{\xi} \right)^{s-i}. $$

Furthermore, in the limit $\nu \to \infty$, we obtain a Gaussian covariance function

$$\text{cov}(r; \xi) = \sigma^2 \exp \left( -\frac{r^2}{2\xi^2} \right).$$

The parameter $\nu$ can be regarded as a smoothness parameter as it controls the regularity of the covariance function at the point $r = 0$ as well as the regularity in the spatial variable of realizations of the random field. Both parameters $\xi$ and $\nu$ influence the decay of the Karhunen-Loève coefficients and therefore the stochastic regularity. In the case $\nu < \infty$ the asymptotic decay rates of the KL coefficients are known to be algebraic, while for $\nu = \infty$ the coefficients decrease exponentially. Moreover, their pre-asymptotic behavior is determined by the correlation length $\xi$. The decay of the eigenvalues for various parameters are shown in Figure 6.1 together with a realization of the random field $\log(a(x,\omega))$ for $\nu = 2.5$ and $\xi = 0.2$. Here, we obtained the KL expansion by solving a discretized eigenvalue problem where the discretization is much finer than the arising spatial discretizations for the PDE.
Figure 6.1. Left: Decay of Karhunen-Loève coefficients $\lambda_k$ for different parameters $\nu$ and $\xi$. Right: Realization of random field $b(\mathbf{x}, \omega)$ for $\xi = 0.2$ and $\nu = 2.5$.

In the following we consider different modeling parameters $\nu$ and $\xi$ leading to different decay rates in the Karhunen-Loève expansion. Even though the decay rates differ, we can apply the adaptive combination technique without any adjustments, which would be necessary for any a-priori construction of a sparse grid approximation.

We illustrate the performance of our new dimension-adaptive combination technique by computing the first moment $\mathbb{E}[u]$ for different permeability fields. For other quantities of interest such as the second moment and linear functionals of $u$, we observed similar results in further experiments. Here, we only present the results for the first moment in detail. We assume homogeneous Dirichlet boundary condition and set $f = 1$. The algorithm is applied with $\hat{M} = 5$ variables and the error is measured in the $L^2(D)$-norm with respect to a reference solution which was obtained by using the combination technique with much finer discretizations levels. Consequently, we use as a measure for the local contribution $\|\Delta_f u\|_{L^2(D)}$ throughout the algorithm. The cost model is chosen as described in Section 5.3 with (5.8) as this choice for the cost of the truncation better captures the actual computational time. For solving the PDE for fixed parameter values on a uniform triangulation of $D$ with mesh width $h = O(2^{-l_x})$ and piecewise finite elements, the finite element software FEniCS [2] is used. The experiments were done on a 3GHz Xeon 6136 CPU with 384GB of RAM.

The behavior of the dimension-adaptive algorithm for the Matérn covariance function with parameter $\nu = 2.5$ and correlation length $\xi = 0.4$ is illustrated in Figure 6.2. We observe that the error decreases with increasing number of iterations. We observe also that the error decreases fast in the first iterations as the profits are high for these indices and that the global error estimators follow this behavior of the error.

Figure 6.2 (right) expresses the interplay of the three different numerical approximations and the evolution of the index set during the adaptive algorithm. It shows how the maximal level for each refinement direction increases throughout the process, whereby, for the quadrature, the maximal level of all dimensions is considered. As expected, a finer discretization for the spatial domain than for the stochastic parameters is needed. For example, after 1000
iterations, the highest included spatial level is \( l_x = 6 \) which corresponds to 257 degrees of freedom in one direction for the finite element function. In contrast, at most 16 quadrature points are used for the univariate quadrature rules, since the Gaussian quadrature exhibits exponential convergence and therefore not many levels are required for a small quadrature error. Moreover, the number of activated parameter dimensions increases successively such that, after 3000 iterations, our algorithm has activated 95 parameter dimensions which cover the variability of the random field to a large extent. Moreover, it balances the corresponding finite noise truncation error with the quadrature error and the spatial discretization error while also taking the associated costs into account.

The interplay of the truncation, the quadrature and the finite element method is also illustrated in Figure 6.3, where the index set \( \tilde{O} \) at iteration 2000 is depicted. Again, we give just the maximal level over all quadrature rules for the stochastic approximation direction. We observe the typical shape of a generalized sparse grid discretization in three dimensions: A high resolution in one direction relates to a corresponding low resolution in the other two directions.

The convergence rate of the solution with respect to the computational cost and computational time is shown in Figure 6.4 for the example of random fields with the parameter values \( \nu = 2.5 \) and \( \nu = \infty \) and the correlation lengths \( \xi = 0.2 \) and \( \xi = 0.4 \) which possess an algebraic and an exponential decay of the coefficients, respectively. In all four cases, the decay of the coefficients is sufficiently fast such that the mixed regularity condition as in [30] for a sparse grid approximation between the spatial and the parametric variables is met. We can thus expect that the convergence rate of our sparse grid approach is limited by the slowest approximation direction as mentioned in Section 4. As the realizations of the random fields are continuously differentiable, the PDE solution satisfies \( u \in L^q(\Omega, H^2(D)) \) for \( q < \infty \) (see [13, 45]). Hence, for fixed \( y \), the finite element method achieves at most a convergence rate of order one with respect to the number of degrees of freedom (cf. Section 3.2), as we have \( \mathcal{O}((N_{l_x}^{(\sigma)})^2) \) degrees of freedom for a mesh with width \( h_{l_x} = (N_{l_x}^{(\sigma)})^{-1} \). The truncation error in terms of \( m \) decreases with a rate faster than one and the smooth dependence on the stochastic
parameters yields also a faster convergence of the quadrature. Hence the convergence rate for smooth fields is limited by that of the finite element method. Indeed, we observe an asymptotic convergence rate that approaches $O(N^{-1})$ with respect to the overall computational cost measured by $N = \sum_{i \in \mathbb{Z}} c_i$ (c.f. (5.10)), as well as with respect to the computational time.

This is consistent with the behavior expected from a-priori analysis and other adaptive algorithms. For example, the results in [29] also show that the spatial discretization dominates the convergence for smooth truncated random field. Note that, compared to the algorithm [42] which controls the spatial and truncation level in a multi-index Monte Carlo method, our method achieves a higher convergence rate by a factor of about two. Since our approach with the Gaussian quadrature can exploit the regularity of the parametric variables, the convergence rate is not limited to $1/2$ as for Monte Carlo methods and now the spatial regularity becomes
the limiting factor.

To illustrate the benefit of the combination of all three discretization steps, we compare our results to those in [38, 14, 19] where the spatial discretization is fixed to a very fine level. To this end, we solve the PDE problems on a mesh with 257 × 257 nodes which is sufficiently refined. This indeed is the approach which was followed in [38], albeit with a different resolution and for a different quantity of interest. Figure 6.5 shows the convergence rate for two random fields with respect to the computational cost which also includes the cost of the spatial discretization. As it can be expected, using a very fine spatial discretization involves much higher cost for the same error tolerance as our algorithm because the discretization is not balanced with the parametric approximation.

In Figure 6.6 we plot the levels used for the parametric discretization to illustrate the adjustment of our algorithm to the specific problem under consideration. Here, the largest level for each one-dimensional quadrature level is shown. We observe that a higher refinement is applied for the first few parameter dimensions as their influence on the solution is larger, while for the later parameter dimensions only the lowest level quadrature is required. Our algorithm therefore detects the anisotropy in the parameters and adjusts the necessary quadrature levels accordingly. We also observe that fewer variables are activated for the smoother fields with $\nu = \infty$ than for the fields with $\nu = 2.5$. Due to the faster decay of the KL coefficients, it suffices to only consider a smaller number of parametric variables. The correlation length merely affects the size of the pre-asymptotic regime of the decay. For smaller correlation lengths the regime is larger, which is reflected in the quadrature levels by a larger number of parametric dimensions that are refined to a higher extent. Furthermore, more variables are activated in the computation. However, the asymptotic convergence rate is not affected.

As a final example, we consider a problem with $\nu = 0.5$ and thus with an exponential covariance function. For $r = |x - x'|_1$ the Karhunen-Loève eigenvalues and eigenfunctions are explicitly known. In this case the almost sure convergence of $a(x, \omega)$ in $L^\infty(D)$ is guaranteed [11], but the condition $\{\gamma_k\} \in \ell^1(\mathbb{N})$ (c.f. (2.6)) is not satisfied as the realizations of the
Figure 6.6. Maximal quadrature level (black after iteration 100, dark gray after iteration 500 and light gray after iteration 2500) for different random fields. From top to bottom: $\nu = \infty$ and $\xi = 0.4$; $\nu = 2.5$ and $\xi = 0.4$; $\nu = \infty$ and $\xi = 0.2$; $\nu = 2.5$ and $\xi = 0.2$.

diffusion coefficient are only Hölder continuous with exponent $1/2$. For this example, the assumptions typically made to obtain a-priori estimates on the size of the surpluses $\Delta I u$ cannot be verified. Nevertheless, the set that includes the indices with the highest local benefit-cost ratio can be constructed with our adaptive algorithm in a straightforward way.

The rougher diffusion coefficient results in less regular solutions of the PDE which only satisfies $u(y) \in H^{3/2}(D)$, see [13, 45]. Hence, we can only expect from the finite element method to achieve a convergence order of $1/2$. Indeed, we observe this slower decay of the $L^2(D)$-error with our dimension-adaptive combination technique in Figure 6.7.

The associated slow decrease of the coefficients in the KL expansion results in a large number of parametric variables that need to be taken into account. Our algorithm adjusts to this slower decay and activates 192 parametric variables for $\xi = 0.4$ at iteration 2500 (and 189 parametric variables for $\xi = 0.2$ at iteration 2500) which cover most of the variability of the random field. As the parametric dimension grows and more parameters have a strong influence on the solution, the sparse grid for the parametric discretization gets naturally more costly than for problems with only a few important parametric dimensions.

7. Concluding remarks. In this paper we presented a dimension-adaptive algorithm that computes quantities of interests for a given stochastic random diffusion coefficient and relies on a sparse grid approximation. The algorithm balances the spatial, stochastic and parametric
approximation in a cost-efficient way and detects the necessary discretization levels to obtain a prescribed overall error. This method is especially useful when information about the decrease of the increments $\Delta \tilde{l}$ is not available, as it does not require any a-priori knowledge on the regularity of the solution and on the decay of the KL coefficients.

Our adaptive algorithm is based on the benefit-cost ratio as reliable refinement indicator such that it minimizes the error for a prescribed computational cost. Further work may focus on the optimality of this refinement strategy and on the choice of efficient and reliable global error estimators.

Numerical examples showed that our obtained convergence order is comparable with the known a-priori convergence results for smooth random diffusion coefficients. Compared to other methods such as multilevel Monte Carlo and Quasi Monte Carlo, our algorithm can exploit the parametric regularity such that the convergence order in terms of the computational cost is limited by the finite element method for smooth fields. For problems with less smoothness, the algorithm also yields good results, but converges slower due to the lower regularity of the PDE solution.

As the algorithm is based on combinations of quadratures and finite element discretizations, the algorithm could be generalized using other spatial discretization techniques, such as h-adaptive and h-p-adaptive finite element methods. By this, we expect to be able to benefit from the regularity in the case of smooth PDE solutions and to obtain a higher order of convergence than by a Quasi Monte Carlo method. Furthermore, our algorithm is not limited to computing first and second moment or linear functionals. In fact, it can easily be generalized to other quantities of interest involving a different function $F$. This might however require an additional approximation step for the evaluation of $F$ which also needs to be balanced.

In this work, we concentrated on adaptivity with respect to the stochastic parameters and kept the spatial discretization uniform. Besides, there is also the possibility/necessity to apply local adaptive refinement in space, compare e.g. [9, 8, 20]. The study of adaptivity in the stochastic and the spatial domain is future work.
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