Exponential Tails and Asymmetry Relations for the Spread of Biased Random Walks
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Exponential, and not Gaussian, decay of probability density functions was studied by Laplace in the context of his analysis of errors. Such Laplace propagators for the diffusive motion of single particles in disordered media were recently observed in numerous experimental systems. What will happen to this universality when an external driving force is applied? Using the ubiquitous continuous time random walk with bias, and the Crooks relation in conjunction with large deviations theory, we derive two properties of the positional probability density function $P_F(X,t)$ that hold for a wide spectrum of random walk models: (I) Universal asymmetric exponential decay of $P_F(X,t)$ for large $|X|$, and (II) Existence of a time transformation that for large $|X|$ allows to express $P_F(X,t)$ in terms of the propagator of the unbiased process (measured at a shorter time). These findings allow us to establish how the symmetric exponential-like tails, measured in many unbiased processes, will transform into asymmetric Laplace tails when an external force is applied.

When a weak external force perturbs a thermal system, the consequences are the focus of linear response theory [1, 2]. Quantification of the response is usually achieved via averages. Probably the most famous example is the celebrated Einstein relation for a Brownian particle under the influence of external force $F$ where the mobility is $\mu = D/k_BT$, hence $\langle X \rangle = D/Ft$, i.e., the average position $\langle X \rangle$, is linear in terms of the external force, time $t$, diffusion coefficient $D$ and inverse of the temperature $1/T$. If we consider a Brownian particle driven by external force $F$, the positional probability density function (PDF) of $X$ is provided by the Gaussian $P_F(X,t) = \exp \left[ -(X - D/F t)^2 / 4Dt \right] / \sqrt{4\pi Dt}$ (when starting from $X = 0$). It is easily spotted that

$$R_{FF}(X) = \ln \left[ P_F(X,t) / P_F(-X,t) \right] = FX / k_BT \quad (1)$$

independent of $D$. Eq. (1) describes the left-right asymmetry of the propagator and was obtained here for a Gaussian process, but it is much more general. Since $FX$ is the work performed by the external force $F$, Eq. (1) is a manifestation of the Crooks fluctuation theorem [3, 4] that was verified experimentally [5] and has been the focus of many theoretical studies considering Markovian and non-Markovian dynamics [6–10]. Despite the generality and wide applicability of Eq. (1), it doesn’t provide sufficient information regarding the explicit form of $P_F(X,t)$ and how it decays with $X$. Our goal in this paper, using Large Deviations (LD) theory for random walks, is to show that a packet of generally non-Gaussian processes exhibits a universal decay for large $|X|$. Our findings hold when thermal detailed balance holds (and so is the Crooks relation), but also beyond thermal settings.

The question regarding the properties of $P_F(X,t)$ for biased processes is of great importance due to the recent experimental and theoretical progress in addressing the universal exponential spread of positional PDF of single particles [11–16]. Besides a couple of exceptions [17, 18], all previous works focused on the unbiased case where $F = 0$. In particular, utilizing the continuous time random walk (CTRW) when $F = 0$, we explored theoretically exponential tails for the spreading packet of particles [19, 20]. It was found [11, 15, 21–35] that the tails of positional PDF of single particles in complex systems follow Laplace [36] (exponential) and not Gaussian decay. Examples include phospholipid fluid tubules and biofilm networks [12], colloidal suspensions and glasses [11, 22, 24, 37, 38], molecular motion on a solid-liquid interface [28, 39], polymer solutions [29], living cells [40], and many other systems [12, 15]. In all of these systems, the single particles/molecules are un-driven externally, i.e., $F = 0$ as mentioned. What is to be expected if the single molecules in these experiments were driven? We first, by utilizing the CTRW framework [41–48], verify that the left-right asymmetry of Eq. (1), i.e., Crooks relation, is satisfied for an extensive class of processes where $P_F(X,t)$ is far from Gaussian and the transport is not diffusive, neither it is self-averaging [49–52], or ergodic [49, 53]. By extending the Crooks relation, we show how the asymmetric Laplace universality reveals itself in driven systems and how it is determined by the Laplace propagators present for undriven cases.

The widely applicable CTRW framework is as follows [2, 42, 54–57]: A particle starts from $x = 0$ and after a period $\tau_1$ the first transition to some random position $x_1$ is generated according to the PDF $\phi_{0\to x_1}$. After the second temporal period $\tau_2$ a second transition to some random position $x_2$ is drawn from $\phi_{x_1\to x_2}$. We assume that $\phi_{x_1\to x_2}$ is fully defined by the position difference $x_2 - x_1$, meaning that $\phi_{x_1\to x_2} = \phi_{0\to x_2-x_1}$. The process repeats itself and is terminated when the total measurement time $t$ reaches a prescribed value. All the different $\tau_i$ are positively defined random variables dis-
tributed according to $\psi(\tau)$. The standard random walk
with discrete time-steps, i.e., $\forall \tau_i = c$, is achieved via
$\psi(\tau_i) = \delta(\tau_i - c)$. For the general case, the number of
transitions performed during $t$, $N_t$, is a random variable.
The function $Q_t(N)$ is the probability to obtain $N_t$ trans-
sitions during time $t$ and it depends on the specific form
of $\psi(\tau)$ [2, 42, 58]. Due to independence of $\tau_i$ and $x_i$, we
condition on the different outcomes of $N_t$ and write the
positional PDF of $X = x_{N_t}$, $P_F(X, t)$, by using the subordin-
ation approach [2, 42, 58, 59]

$$P_F(X, t) = \sum_{N=0}^{\infty} \mathcal{P}_N(X)Q_t(N),$$

(2)

where $\mathcal{P}_N(X)$ is the positional PDF of $X$ given that
exactly $N$ transitions were performed. The conditional
PDF $\mathcal{P}_N(X)$ is provided by

$$\mathcal{P}_N(X) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \phi_{0\rightarrow x_1} \cdots \phi_{x_{N-1}\rightarrow X} dx_i,$$

(3)

while the integration is over all possible values of
$x_1, x_2, \ldots, x_{N-1}$. The transition probabilities $\phi_{x\rightarrow x'}$
depend on the force $F$. If detailed balance condi-
tions [60] are satisfied by $\phi_{x\rightarrow x'}$ then $\phi_{x\rightarrow x'}/\phi_{x'\rightarrow x} = \exp \left[ \frac{F(x' - x)}{k_B T} \right]$. It is important to notice that the
detailed balance conditions imply that

$$\phi_{x\rightarrow x'} = f(x' - x) \exp \left( \frac{F(x' - x)}{2k_B T} \right),$$

(4)

where $f(x)$ is a symmetric function, i.e., $f(x) = f(-x)$.
If the detailed balance conditions hold, since $\phi_{0\rightarrow x} = \phi_{x\rightarrow 0}$, $\phi_{0\rightarrow x} = \phi_{0\rightarrow x} \exp [F x/k_B T]$ then obviously
$\phi_{0\rightarrow x} \exp [F x/2k_B T] = \phi_{0\rightarrow x} \exp [F x/2k_B T]$. Note
that the results in this work also hold for systems where the
temperature does not determine the dynamics (see below).

According to Eq. (4) and the symmetry of $f(x)$,

$$\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \phi_{0\rightarrow x_1} \cdots \phi_{x_{N-1}\rightarrow X} dx_i =$$

$$e^{\frac{FX}{k_B T}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(-x_i) \prod_{i=1}^{N-1} dx_i = e^{\frac{FX}{k_B T}} \mathcal{P}_N(-X)$$

(5)

and eventually Eq. (2) leads to

$$R_{FF}(X) = \ln \left\{ \frac{P_F(X, t)}{P_F(-X, t)} \right\} = \frac{FX}{k_B T},$$

(6)

i.e., the Crooks relation in Eq. (1).

While Eq. (1) was presented for Gaussian process,
Eq. (6) holds for a much larger class of non-Gaussian
processes [6-10]. In Fig. 1, the positional PDFs of sev-
eral different processes are presented, and the insets show
that Crooks relation is satisfied for all of them.

![FIG. 1. Positional PDF $P_F(X, t)$ for different models with $F \neq 0$. The insets display the validity of Crooks relation. Note that the shapes of the propagators seem non-universal.

We will show that the far tails of a wide family of random
walks belong to exponential, i.e., Laplace, universality.
Sym-
We start the search for representation of driven process in terms of undriven one by exploring a specific example: a driven process where $\psi(\tau) = \exp(-\tau/(\tau_0))$ and $\phi_{x\rightarrow x'} = \exp\left(-[(x' - x) - b/2\delta^2]/2\delta^2\right)/\sqrt{2\pi}\delta^2$, i.e., exponential distribution of the waiting times and biased Gaussian distribution of step sizes. If the system is in thermal equilibrium $b/\delta^2 = F/k_BT$, however, our theory does not require this condition to hold, as some of the experimental systems mentioned in the introduction are active. Taking the Fourier transform of Eq. (2) we obtain $P_F(k, t) = \sum_{N=0}^{\infty} \frac{1}{N!} (f(t/\tau))^N e^{-t/\tau} e^{-\frac{k}{2}(\delta^2 - i\delta/b\delta^2) - NK^2/8\delta^2}$. Then replacing $k \rightarrow -iu$ and summing the series results in $P_F(u, t) = e^{K(u)}$ where $K(u) = -t/\tau(1 - e^{-b^2/8\delta^2}e^{\frac{1}{2}(u^2+b/2\delta^2)^2})$. Next, by using the saddle point method, a well known Cramers-Daniels LD formula [21, 64] is obtained $P_F(x, t) \sim e^{K(u^*) - u^\ast X}/\sqrt{2\pi K''(u^*)}$ while $u^\ast$ satisfies the equation $K'(u^\ast) = X$ that results in $u^\ast = -b/2\delta^2 + \sqrt{W_0((\frac{\tau}{\delta})X/t)(e^{-\frac{b^2}{8\delta^2}}\delta^2)}/\delta$. The Lambert $W_0$ function [65–67] is the solution of the equation $y = z$. Finally, we can write for the PDF the LD form in the large $|X|$ limit (see Supplemental Material (S.M.) for details)

$$P_F(X, t) \sim e^{-tI_F(X/t)} \tag{7}$$

where

$$I_F(z) = -\frac{bz^2}{2\delta^2} - \frac{1}{\tau} \left| \frac{z}{\delta} \right| \sqrt{W_0\left(\frac{(\frac{\tau}{\delta})z}{a\delta}\right)^2} - \frac{1}{\sqrt{W_0\left(\frac{(\frac{\tau}{\delta})z}{a\delta}\right)^2}} \tag{8}$$

is the rate function and $a = e^{-b^2/8\delta^2}$. Due to the presence of the term $-bz^2/2\delta^2$ in $I_F(z)$, and since $W_0(z^2) \sim 2\ln(z)$ when $z >> 1$, $P_F(X, t)$ attains asymmetric exponential decay (up to logarithmic corrections) for large $|X|$, i.e.,

$$P_F(X, t) \sim \frac{b^X}{e^{2\delta^2} - \sqrt{2\pi} |X| \sqrt{\ln\left(\frac{\tau}{\delta} \frac{\sqrt{a}}{b}\right)}} e^{-t/\tau}. \tag{9}$$

Eq. (9) proves that exponential tails, recorded in vast number of systems when $F = 0$, can be found also for $F \neq 0$, however these tails are asymmetric. This indicates that the universality of Laplace tails is far larger than known previously and holds for biased processes.

By taking $b = 0$ in Eq. (8) we obtain the rate function $I_0(z)$ that determines the PDF $P_0(X, t) \sim e^{-tI_0(X/t)}$ of an undriven process [20, 68]. A simple connection between the rate functions is established

$$I_F(z) = -\frac{bz^2}{2\delta^2} + \frac{1}{\tau} \left| \frac{z}{\delta} \right| + aI_0\left(\frac{z}{\delta}\right) \tag{10}$$

that results in a connection between $P_F(X, t)$ and the propagator of undriven process at time $at$

$$R_{F0}(X) = \ln\left[\frac{P_F(X, t)}{P_0(X, at)}\right] = \frac{bX}{2\delta^2} - (1 - a) \frac{t}{\tau}. \tag{11}$$

We show in S.M., that for the presented example of Gaussian $\phi_{x\rightarrow x'}$ and exponential $\psi(\tau)$, the equality in Eq. (11) holds for any $X$.

In the continuum limit, when the mean time between jumps becomes small and so is the step size (see S.M. for details), Eq. (11) converges to the $R_{F0}$ of a system in contact with a heat bath and for which Einstein relation is applicable. Meaning, $R_{F0}(X) = FX/2k_BT - DF^2t/4(k_BT)^2$, when $P_F(X, t) = \exp\left[-(X - DFt)^2/2Dt\right]/\sqrt{4\pi Dt}$. Unlike the Crooks relation, $R_{F0}(X)$ in Eq. (11) connects the PDF of a driven particle to the PDF of an undriven one. It is important to notice that temporal rescaling $t \rightarrow at$ of the unperturbed process is performed, i.e., the PDF $P_0$ is calculated at time $at$. In Fig. 2 we present the case when $P_F(X, t)$ and $P_0(X, at)$ appear totally different while Eq. (11) holds $\forall X$. The oscillations of $P_F(X, t)$ that are seen in the inset of Fig. 2 are found in the regime when neither the Gaussian central limit theorem (large $t$) nor the LD theory (large $|X|$) in Eq. (9) hold. In S.M. we show that there are extremely small modulations in the behavior of $P_0(x, t)$. When $b$ is large, these negligible modulations become important due to the huge factor in the form of $e^{bX/2\delta^2}$, and therefore the application of $F$ serves as a "magnifying glass".

The established connection between the perturbed and unperturbed process, Eqs. (10-11), and the asymmetric Laplace decay, can be extended for the case of more general PDFs $\phi_{x\rightarrow x'}$ and $\psi(\tau)$. $\phi_{x\rightarrow x'}$ is normalized and hence Eq. (4) yields $1 = \int_{-\infty}^{\infty} f(x) \exp(Fz/2k_BT) dx = 2 \int_{0}^{\infty} f(x) \cosh(Fz/2k_BT) dx \geq \int_{-\infty}^{0} f(x) dx$. Accordingly, we can always write $\int_{-\infty}^{\infty} f(x) dx = \exp(-\lambda_F^2)$, where $\lambda_F$ is a strictly real constant that depends on $F$, explicitly $\lambda_F^2 = -\ln(\int_{-\infty}^{\infty} \phi_{x\rightarrow x} e^{-Fz/2k_BT} dx)$. Notice that $\lambda_F \rightarrow 0$ when $F \rightarrow 0$ and for $F \rightarrow \infty$, $\lambda_F \rightarrow \infty$. 

![FIG. 2. The connection between the PDF of a driven process and the PDF of an un-driven one, as described by Eq. (11). The circles present $\ln[P_F(X, t)/P_0(X, at)]$ while the thick line is the rhs of Eq. (11). $\delta = \tau = 1, b = 10$ and $t = 1$. The insets describe $P_F(X, t)$ (presence of oscillations) and $P_0(X, at)$ (no oscillations are visible).](image_url)
For the Gaussian case discussed above, $\chi^2_F = b^2/8\delta^2$. The probability of performing a jump of size $x$ for the unperturbed process, $f_0(x)$, is therefore

$$f(x) = f_0(x)e^{-\chi^2_F}.$$  

(12)

Then $P_N(X)$ is written as $P_N(X) = e^{\frac{FX}{2k_BT}} P_{0,N}(X)e^{-\chi^2_F N}$, where $P_{0,N}(X) = \sum_{x_1,\ldots,x_{N-1}} f_0(x_i - x_{i-1})$, i.e., the PDF of the unperturbed process if exactly $N$ transitions were performed. Subsequently, the positional PDF is $P_F(X,t) = e^{FX/2k_BT} \sum_N P_{0,N}(X)e^{-\chi^2_F N} Q_t(N)$. We focus on the large $|X|$ limit. Due to the detailed balance condition (Eq. (4)), $f(x)$ can’t decay for large $|X|$ slower than exponentially. Therefore large displacements are achieved by performing a large number of transitions. Thus the limit of large $N$ for the behavior of $Q_t(N)$ must be addressed. Then for a finite $t$ only the short-τ properties of $\psi(\tau)$ are important [69] and we consider the case when $\psi(\tau)$ is analytic in the vicinity of $\tau = 0$ [19], i.e.,

$$\psi(\tau) \sim C(1 - \tau/\tau^*) \quad \tau \to 0,$$  

(13)

where $C > 0$ and $\tau^*$ can be positive or negative (see discussion below). A more general Taylor expansion is addressed in S.M. In Laplace space, due to convolution property of a sum, $Q_t(N) = \int_0^\infty Q_t(s) e^{-ts} dt$, attains the form $Q_t(N) = \psi(s)^{N}/s - \psi(s)^{N} + 1/s$, where $\psi(s)$ is the Laplace transform of $\psi(\tau)$. In the limit when $t/N \to 0$, the inverse Laplace yields [19, 58]

$$Q_t(N) \sim \frac{(Ct)^N}{N!} \exp\left(-\frac{t}{\tau^*}\right).$$  

(14)

Eq. (14) yields

$$\exp(-N\chi^2_F)Q_t(N) \sim \exp\left[-(1 - \tilde{a})\frac{t}{\tau^*}\right] Q_{0\tilde{a}}(N)$$  

(15)

where $\tilde{a} = \exp(-\chi^2_F) = \int_{-\infty}^\infty \phi_0 \phi_0 e^{-Fx/2k_BT} dx$, i.e., the moment generating function of $\phi_0 \phi_0$, calculated at $-F/2k_BT$. Notice that $Q_{0\tilde{a}}(N)$ attains the form in Eq. (14) when $\tilde{a}t/N \to 0$. Since the unperturbed PDF is $P_0(X,t) = \sum_N P_{0,N}(X)Q_t(N)$, Eq. (15) yields

$$R_{F0}(X) = \ln \left[\frac{P_F(X,t)}{P_0(X,\tilde{a}t)}\right] \sim \frac{FX}{2k_BT} - 1 - \tilde{a} \frac{t}{\tau^*}$$  

(16)

when $|X| \to \infty$. In the language of LD and rate functions Eq. (16) reads

$$I_F(z) = -\frac{Fx}{2k_BT} + \frac{1 - \tilde{a}}{\tau^*} + \tilde{a} f_0 \left(\frac{z}{\tilde{a}}\right)$$  

(17)

when $z$ is large.

![FIG. 3. Universal asymmetric exponential tails of the positional distribution for different biases and various waiting time PDFs. We present exponential distribution $\psi(\tau) = \exp(-\tau)$ ('□') and Dagum distribution $\psi(\tau) = 1/(1+\tau)^2$ ('○'). The corresponding displacement are drawn from Eq. (12) and $f_0(x) = 1/\sqrt{2\pi} \exp(-|x|/b^2)$ with $\chi^2_F = 1/2$, $F/K_BT = 2$; and $\chi^2_F = 1/8$, $F/K_BT = 1$, respectively. The symbols are simulations obtained from $10^5$ realizations with $t = 0.5$ and the solid lines are theoretical predictions Eq. (16) (see S.M. for details).](image_url)

In the limit of small forces, $F \to 0$, $\tilde{a} \sim 1 - \langle x \rangle F/2k_BT$, where $\langle x \rangle = \int_{-\infty}^{\infty} x \phi_0 \phi_0 dx$ is the average jump size. Then Eq. (16) reads

$$R_{F0}(X) \sim \frac{F}{2k_BT} \left(X - \langle x \rangle \frac{t}{\tau^*}\right).$$  

(18)

Equations (16) and (18) show that the linear increase of $R_{F0}$ both in $X$ and $t$, found in Eq. (11), is generally valid. In particular, the prefactor $F/2k_BT$ is universal. Eq. (18) clearly shows that $|\tau^*|$, defined in Eq. (13), is a novel and important microscopical time-scale that determines the dynamics of rare events, i.e. LD in $X$. While the usual assumption is that the average waiting time is the important microscopical time-scale, our results show that for large $X$, $|\tau^*|$ is the relevant time-scale to consider. To reach large $X$, the particle must perform many jumps in a given time $t$. Therefore it typically spends only a short period of time at each location before performing a jump. Hence only short-time properties of $\psi(\tau)$ are relevant. Notice that $\tau^*$ can be positive or negative. The sign of $\tau^*$ shows whether $\psi(\tau)$ is a decreasing/increasing function in the $\tau \to 0$ limit.

Asymmetric Laplace tails: Like for the case of Gaussian jumps and exponential waiting times, we focus on the $|X|/(C\tilde{a}t) >> 1$ limit of $P_0(X,t)$. When $f_0(|x|) \sim \exp(-|x|/\beta)$, for large $|x|$ ($\beta > 1$), $P_{0,N}(X)$ is non-negligible (when $|X|$ is large) only for $N \gg 1$. In the large $|X|$ limit, the saddle point approximation can be
applied to find the explicit form of $P_0(X, t)$ (see details in S.M. and [19]). Then according to Eq. (16) the large $|X|$ behavior of $P_F(X, t)$ is

$$P_F(X, t) \sim e^{-\frac{\mu X}{\beta} - |X|\kappa \ln(\frac{|X|}{\delta})^{1-1/\beta}}. \quad (19)$$

where $\kappa = \left( g_0/\beta + 1/g_0 \beta^{-1} \right) \beta^{-1-1/\beta}$ and $g_0 = (\beta(\beta - 1))^{1/\beta}/\delta$.

This result shows that the decay of the PDF of a driven particle/molecule is expected to be of exponential (i.e., Laplace) form for a broad range of processes. In Fig. 3 this asymmetric exponential decay is displayed. Only two conditions were exploited in the derivation of this result (A) analytic form of $\psi(\tau)$ in the $\tau \to 0$ limit, Eq. (13) and (B) validity of Eq. (4).

We have established two main results: (i) connection between $P_0(X, t)$ and $P_F(X, t)$ (and rate functions $I_0$, $I_F$); (ii) asymmetric Laplace tails. (i) and (ii) determine the response to an external field for an extensive class of processes. Our results are a strong statement regarding numerous experimental systems where single particles present non-Gaussian but rather Laplace behavior: Application of external force in such systems makes the PDF asymmetric (in accordance with Eq. (1)) but does not change the nature of the Laplace tails (as prescribed by Eq. (16)). Moreover, the correspondence (Eq. (16)) between a driven process and an un-driven process, measured at the shorter time ($\tilde{a}$ always $< 1$), provides the means of exploring the short-time behavior of an unperturbed process by applying external field.
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Supplemental Material for “Laplace Tails and Asymmetry Relations for the Spread of Biased Random Walks”

SIMULATIONS DETAILS FOR Fig. 1 OF THE MAIN TEXT

In Fig. 1 in the main text, we consider several processes, obeying Eq. (6). All along the manuscript, the initial position of the particles is a delta function, i.e., \( \delta(x) \), and all the displacement of the particles are independent and identically distributed (IID) random variables. The details of the subplots of Fig. 1 are as follows:

- For Fig. 1 (a), we consider standard random walk, where the waiting times of the random walkers are fixed, i.e., the waiting times follows \( \psi(\tau) = \delta(\tau - 1) \). In our simulation the observation time \( t = 3 \) and this indicates that each trajectory of the particles has three renewals. Note that the displacement \( x_i \) follows Eq. (2) with \( F/k_B T = 4 \) and \( f(x) = 2/(\exp(2) - \exp(-2)) \) for \( x \in [-1,1] \). Thus, the final position of the particles is \( x_1 + x_2 + x_3 \).

- In Fig. 1 (b) and (c), our model is the continuous time random walk (CTRW) model \([2, 42, 54]\) as described in the main text. For (b) the waiting times distribution \( \psi(\tau) \) is exponential and the distribution of jumps is Gaussian. Measurement time in (b) is \( t = 3 \) (a.u). For (c) the waiting times distribution \( \psi(\tau) \) is power-law and the distribution of jumps is Gaussian. The measurement time is \( t = 10^3 \) (a.u).

- For Fig. 1 (d), the Quenched trap model \([2]\) is investigated. Here the particle is assumed to walk in the one-dimensional lattice. The lattice points are \( \{-La, -(L-1)a, \cdots, -2a, -a, 0, a, 2a, \cdots, (L-1)a, La\} \) with integer \( L \to +\infty \) and lattice spacing \( a = 1 \). On each lattice point a random energy \( E_x \) is assigned, which is minus the energy of the particle on site \( x \), so \( E_x > 0 \) is the depth of a trap on site \( x \). When the distribution of \( E_x \) is \( g(E_x) = \exp(-E_x/T_g)/T_g \), the average escape time is distributed according to

\[
\phi(\tau_x) \sim \alpha \tau_x^{-\alpha - 1}, \tau_x \geq \tau_0
\]

with \( \tau_x \to +\infty \) and \( \alpha = T/T_g \), where \( T < T_g \). Once the waiting time for specific lattice point was generated according to Eq. (S1), the particle has to be trapped for the same waiting time \( \tau_x \) every time it visits this position. In that sense, compared with continuous time random walk, here the waiting times of each lattice point \( \tau_x \) are position-dependent. For the displacement, we assume that the particle moves to right direction with probability 0.6 and the left direction with 0.4, respectively. In (d) we use \( T/T_g = 0.5 \) and the measurement time is \( t = 500 \) (a.u).

EXAMPLE OF ASYMMETRIC EXPONENTIAL TAILS

\( P_F(X, t) \) and \( P_B(X, t) \) for the case of exponential \( \psi(\tau) \) and Gaussian \( \phi_{a \to a'} \)

As mentioned in the main text, in real space, the formal solution of the positional distribution of the CTRW model \([42]\) is

\[
P_F(X, t) = \sum_{N=0}^{\infty} Q_t(N) P_N(X), \tag{S2}
\]

where \( Q_t(N) \) is the PDF of number of renewals and \( P_N(X) \) describes the PDF of \( X \) provided exactly \( N \) steps were made up to the observation time \( t \). From the renewal theory, in Laplace space, the PDF of \( N \) takes the form \([59]\)

\[
\hat{Q}_s(N) = \hat{\psi}^N(s) \frac{1 - \hat{\psi}(s)}{s}. \tag{S3}
\]

Here \( \hat{Q}_s(N) \) and \( \hat{\psi}(s) \) denote the Laplace transforms of \( Q_t(N) \) and \( \psi(\tau) \), respectively.

In this example \( \psi(\tau) = \exp(-\tau/(\tau))/\tau \), i.e., exponential distribution of the waiting times. From Eq. (S3) the PDF of the number of renewals follows a Poisson distribution

\[
Q_t(N) = \frac{1}{N!} \exp \left( -\frac{t}{\tau} \right) \left( \frac{t}{\tau} \right)^N. \tag{S4}
\]
For the spatial transitions we consider Gaussian distribution
\[ \phi_{0\rightarrow x} = \frac{1}{\sqrt{2\pi\delta^2}} \exp\left(-\frac{(x - b/2)^2}{2\delta^2}\right). \] (S5)

The conditional PDF \( P_N(X) \) to occupy location \( X \) after \( N \) transitions follows
\[ P_N(X) = \frac{1}{\sqrt{2\pi N\delta^2}} \exp\left(-\frac{(X - bN/2)^2}{2N\delta^2}\right). \] (S6)

According to Eq. (S2), \( P_F(X,t) \) is
\[ P_F(X,t) = \sum_{N=0}^{\infty} \exp\left(-\frac{t}{\langle \tau \rangle}\right) \frac{(t/\langle \tau \rangle)^N}{N!} \frac{1}{\sqrt{2\pi N\delta^2}} \exp\left(-\frac{(X - bN/2)^2}{2N\delta^2}\right). \] (S7)

By rearranging the terms in Eq. (S7) we determine the PDF \( P_F(X,t) \) in terms of the positional PDF when the \( b = 0 \) (no force) \( P_0(X,t) \),
\[ P_F(X,t) = \exp\left(\frac{bX}{2\delta^2}\right) \exp\left(-\left(1 - \exp\left(-\frac{b^2}{8\delta^2}\right)\right)\frac{t}{\langle \tau \rangle}\right) P_0\left(X,\exp\left(-\frac{b^2}{8\delta^2}\right) t\right), \] (S8)
where
\[ P_0(X,t) = \sum_{N=0}^{\infty} \exp\left(-\frac{t}{\langle \tau \rangle}\right) \frac{(t/\langle \tau \rangle)^N}{N!} \frac{1}{\sqrt{2\pi N\delta^2}} \exp\left(-\frac{X^2}{2N\delta^2}\right). \] (S9)

From Eq. (S9) we obtain Eq. (11) of the main text, that holds for any \( X \) and \( t > 0 \)
\[ R_{F_0}(X) = \ln\left[\frac{P_F(X,t)}{P_0(X,at)}\right] = \frac{bX}{2\delta^2} - \left(1 - \exp\left(-\frac{b^2}{8\delta^2}\right)\right)\frac{t}{\langle \tau \rangle}, \] (S10)
where \( a = \exp\left(-\frac{bt^2}{8\delta^2}\right) \). The continuum limit is defined by taking to 0 the sizes of the steps \( \delta \to 0 \), and also the average waiting time at each position \( \langle \tau \rangle \to 0 \). At the same time \( D = \delta^2/2\langle \tau \rangle \), i.e., the diffusion constant is kept constant. The force is introduced via \( b/\delta^2 = F/k_BT \). Therefore in the limit of weak forces \( \exp(-b^2/8\delta^2) \to 1 \) and \( (1 - \exp(-b^2/8\delta^2))/\langle \tau \rangle \to DF^2/4(k_BT)^2 \). Thus in this limit
\[ R_{F_0}(X) = FX/2k_BT - DF^2t/4(k_BT)^2. \] (S11)

For the case of a system coupled to a heat bath that describes Brownian motion, the propagator \( P_0(X,t) = \exp\left[-X^2/4Dt\right] / \sqrt{4\piDt} \). According to Einstein relation in the limit of weak forces \( P_F(X,t) = \exp\left[-(X - DFT/k_BT)^2/4Dt\right] / \sqrt{4\piDt} \), and therefore the continuum limit of \( R_{F_0} \) (Eq. (S11)) coincides with \( R_{F_0} \) for Brownian motion.

**Decay of \( P_F(X,t) \)**

Below, we explore the tails of the asymmetric positional distribution using symmetric one, i.e., Eq. (S8). Rewriting \( P_0(X,t) \), and using an integral approximation for the sum, we obtain
\[ P_0(X,t) = \sum_{N=0}^{\infty} Q_t(N)P_{0,N}(X) \]
\[ \to \int_0^\infty \exp\left(-\frac{t}{\langle \tau \rangle}\right) \frac{(t/\langle \tau \rangle)^N}{N!} \frac{1}{\sqrt{2\pi N\delta^2}} \exp\left(-\frac{X^2}{2N\delta^2}\right) dN, \] (S12)

where \( N \) is treated as a continuous variable. The integral in Eq. (S12), for the case when \( |X| \) is large, is determined by large \( N \) behavior of the integrand. Using Stirling’s approximation \( N! \sim \sqrt{2\pi N}(N/e)^N \) and rewriting Eq. (S12), we obtain
\[ P_0(X,t) \sim \int_0^\infty \exp\left(-\frac{X^2}{2\delta^2}N - \ln(2\pi\delta N) + N \ln\left(\frac{t}{\langle \tau \rangle}\right) - \frac{t}{\langle \tau \rangle} - N \ln\left(\frac{N}{e}\right)\right) dN. \] (S13)
FIG. S1. Exponential decay of the far tails of the positional PDF for a driven system. Here the waiting time follows $\psi(\tau) = \exp(-\tau)$ and the displacements are drawn from Gaussian distribution (see Eq. (S5)) with $\delta = 1$. We choose $t = 0.5$. The exact result are obtained from the first line of Eq. (S7) and the theoretical prediction Eq. (S8) with $P_0(X,t)$ calculated from Eq. (S14).

Based on the saddle point approximation [64], Eq. (S13) yields

$$P_0(X,t) \sim \exp\left(-|X|\left(\ln\left(W_0\left(\frac{(\tau)|X|}{\delta^2}\right)\right) - \frac{t}{\langle \tau \rangle}\right)\right),$$

(S14)

where $W_0$ is called the Lambert $W_0$ function [65], and the subscript zero describes the branch of this function. Specifically, $y = W_0(x)$ satisfies the equation $x = ye^y$. The theoretical results are verified by comparison to exact results in Fig. S1. If $(|X|/\delta)/(t/\langle \tau \rangle) \to \infty$, the asymptotic behavior of Eq. (S14) yields

$$P_0(X,t) \sim \exp\left(-\frac{|X|}{2\delta}\left(\ln\left(\frac{(\tau)^2X^2}{\delta^2}\right) - \frac{t}{\langle \tau \rangle}\right)\right),$$

(S15)

where we used the relation $W_0(|x|) \propto \ln(|x|)$ for large $|x|$. Eq. (S15) show that the decay of the positional PDF in the un-biased case ($b = 0$) is exponential up to logarithmic corrections. According to Eqs. (S8) and (S14), the far tails of the positional distribution for a driven system are provided by

$$P_F(X,t) \sim \exp\left(\frac{bX}{2\delta^2} - \frac{t}{\langle \tau \rangle} - \frac{|X|}{2\delta}\left(\ln\left(\frac{(\tau)^2X^2}{\delta^2}\right) - \frac{t}{\langle \tau \rangle}\right)\right),$$

(S16)

Strong Bias

We have shown that the relation between an unperturbed system and a perturbed system, i.e., Eq. (S10), is not limited to a weak bias/small $b$. But when we increase $b$ and approach the limit of strong forces, the behavior of
FIG. S2. Presence of oscillation of the positional PDF in the limit of large $b$/strong forces. $\psi(\tau) = \exp(-\tau)$ and the displacements are drawn from Gaussian distribution (see Eq. (S5)) with $\delta = 1$. We choose $t = 0.5$. The exact result are obtained from the first line of Eq. (S7) and the theoretical predication Eq. (S8) with $P_0(X, t)$ calculated from Eq. (S14).

$P_F(X, t)$ presents an interesting behavior. Oscillations of $P_F(X, t)$, instead of a monotonic decay, start to appear. See Fig. S2. It may appear strange, since according to Eq. (S8) $P_F(X, t)$ is simply $P_0(X, \exp(-b^2/8\delta^2)t)$ multiplied by $\exp(bX/2\delta^2)\exp(-(1 - \exp(-b^2/8\delta^2)t/\langle\tau\rangle))$. Because $P_0(X, t)$ decays monotonously we expect that multiplication of $P_0(X, t)$ by a monotonous function will produce a monotonous decay. But Fig. S3 shows that $P_0(X, t)$ also attains small modulations. These modulations are extremely small and "magnified" by the huge prefactor $\exp(bX/2\delta^2)$ ($b$ is large) of $P_0(X, t)$. When $|X|$ is sufficiently large these oscillations disappear (see Fig. S4) and Eq. (S16) holds. Fig. S5 shows that the oscillations of the positional PDF of driven system correspond to discrete events of fixed number of jumps. This means that for large $b$ and not sufficiently large $|X|$ the integral approximation for the sum (like the one in Eq. (S12)) fails. In such a case the probability to reach specific $|X|$ at time $t$ is dominated by very specific $N$. 

FIG. S3. Plot of $P_F(X, t)$ [Eq. (S8)] and $P_0(X, t\exp(-b^2/8\delta^2))$ [Eq. (S9)] showing the effect of $\exp(bX/2\delta^2)\exp(-(1 - \exp(-b^2/8\delta^2)t/\langle\tau\rangle))$. $\psi(\tau) = \exp(-\tau)$ and the displacements are drawn from Gaussian distribution (see Eq. (S5)) with $\delta = 1$. Measurement time $t = 0.5$ and $b = 18$. 

$X$ $P_F(X,t)$

$X$ $P_0(X,t\exp(-b^2/8\delta^2))$
FIG. S4. Presence of oscillation of the positional PDF in the limit of large $b$ forces. $\psi(\tau) = \exp(-\tau)$ and the displacements are drawn from Gaussian distribution (see Eq. (S5)) with $\delta = 1$. We choose $t = 15$. The exact result are obtained from the first line of Eq. (S7) and the theoretical predication Eq. (S8) with $P_0(X,t)$ calculated from Eq. (S14).

FIG. S5. Tails of the positional distribution with a short observation time $t$ for a strong external force. $\psi(\tau) = \exp(-\tau)$ and the displacements are drawn from Gaussian distribution (see Eq. (S5)) with $\delta = 1$. The solid line is the exact result obtained from Eq. (S7) and the dash line corresponds to Eqs. (S8) and (S14). The symbols are related to $P_N(X,t) = Q_t(N)P_N(X)$ for a fixed $N$. Here $b = 18$, and $t = 0.5$. It can be seen that the multiple maxima of spreading packet are described by the fixed $N$, i.e., $P_N(X,t)$.

UNIVERSAL EXPONENTIAL DECAY OF THE POSITIONAL DISTRIBUTION

Similar to the discussion in previous section, we discuss the general relation between $P_F(X,t)$ and $P_0(X,t)$, and use the tails of $P_0(X,t)$ to calculate the large deviations of the positional distribution with bias.
General relation between $P_F(X, t)$ and $P_0(X, t)$

Here the aim is to extend Eq. (S8) considered in last section. For the waiting times, we follow the strategy given in Ref. [19] when $\psi(\tau)$ is analytic in the limit of $\tau \to 0$, i.e.,

$$\psi(\tau) = C_A \tau^A + C_{A+1} \tau^{A+1}.$$  

Here $A \geq 0$ is an integer. Based on (S3), the large $N/t$ limit leads to [19]

$$Q_t(N) \sim \frac{\left[ C_A \Gamma(A+1) \right]^N}{\Gamma[(A+1)N+1]} \exp \left( \frac{C_{A+1}}{C_A} t \right).$$  \hspace{1cm} (S17)

For exponential distribution of waiting times with $\langle \tau \rangle = 1$, $\psi(\tau) \sim 1 - \tau$, i.e., $A = 0, C_A = 1, C_{A+1} = -1$. From Eq. (S17), Eq. (S4) is obtained again. For the displacement, we consider

$$\phi_{x \to x'} = f(x - x') \exp \left( \frac{F(x - x')}{2k_BT} \right) = f_0(x - x') \exp \left( -\frac{\lambda_F^2}{2k_BT} \right),$$  \hspace{1cm} (S18)

where $f_0(x)$ is the symmetric jump distribution of the unperturbed process. As mentioned in the main text, $\lambda_F$ is a $F$-dependent and real constant. Note that when $F \to 0$ also $\lambda_F \to 0$. Due to detailed balance condition (Eq. (4) in the main text) $f_0(x)$ must decay faster than exponential.

The distribution of the position is provided by Eq. (S2) while $P_N(X)$ is written as

$$P_N(X) = \int \cdots \int \phi_{0 \to x_1} \cdots \phi_{x_{N-1} \to X} \prod_{i=1}^{N-1} dx_i.$$  \hspace{1cm} (S19)

Eq. (S19) together with Eq. (S18) yields

$$P_N(X) = \exp \left( \frac{F}{2k_BT} X - \frac{\lambda_F^2}{2} N \right) P_{0,N}(X),$$  \hspace{1cm} (S20)

while $P_{0,N}(X)$ is the PDF function of $X$ given that exactly $N$ transition were performed under the condition of $F = 0$. Therefore $P_F(X, t)$ attains the form

$$P_F(X, t) = \exp \left( \frac{F}{2k_BT} X \right) \sum_{N=0}^{\infty} \exp (-\frac{\lambda_F^2}{2} N) P_{0,N}(X) Q_t(N)$$  \hspace{1cm} (S21)

The limit of large $X$ is determined by the limit of large $N$ (see below). Then we can use the form of $Q_t(N)$ provided in Eq. (S17) and write

$$\exp (-\frac{\lambda_F^2}{2} N) Q_t(N) = \exp \left( \frac{C_{A+1}}{C_A} [1 - \tilde{a}] t \right) Q_{\tilde{a}t}(N),$$  \hspace{1cm} (S22)

where

$$\tilde{a} = \exp (-\frac{\lambda_F^2}{2} (A + 1)),$$  \hspace{1cm} (S23)

Then Eq. (S21) yields

$$P_F(X, t) \sim \exp \left( \frac{F}{2k_BT} X + \frac{C_{A+1}}{C_A} [1 - \tilde{a}] t \right) \sum_{N=0}^{\infty} Q_{\tilde{a}t}(N) P_{0,N}(X),$$  \hspace{1cm} (S24)

and finally we obtain

$$P_F(X, t) \sim \exp \left( \frac{F}{2k_BT} X + \frac{C_{A+1}}{C_A} [1 - \tilde{a}] t \right) P_0(X, \tilde{a}t),$$  \hspace{1cm} (S25)

where $P_0(X, \tilde{a}t) = \sum_{N=0}^{\infty} Q_{\tilde{a}t}(N) P_{0,N}(X)$ is the probability of the unperturbed process to occupy $X$ at time $\tilde{a}t$.

In Fig. S6 we display a perfect match between the result in Eq. (S25) and the exact behavior for the specific case of Erlang distribution of waiting times and Gaussian $f_0(x)$. Below we investigate the far tails of $P_F(X, t)$, which according to Eq. (S25) reduces to the problem of the far tails of $P_0(X, t)$. 


FIG. S6. Plot of ln \( \frac{P_F(X,t)}{P_0(X,\tilde{a}t)} \), together with \( P_F(X,t) \) and \( P_0(X,\tilde{a}t) \). Here, we depict the correlation between \( P_F(X,t) \) and \( P_0(X,\tilde{a}t) \) predicted by Eq. (S24) and the corresponding exact results are obtained from Eq. (S2). The waiting times are drawn from Erlang distribution \( \psi(\tau) = \tau^{m-1} \exp(-\tau)/(m-1)! \) with \( m = 2 \) and the displacements are generated from Eq. (S26) with \( \delta = \sqrt{2} \), \( \beta = 2 \), and \( \lambda_2^2 F/(k_B T) = 20 \).

Decay of the positional distribution with a general waiting time distribution

Based on Eq. (S18), for \( f_0(x) \) we focus on

\[
f_0(x) = c \exp \left( - \left( \frac{|x|}{\delta} \right)^\beta \right),
\]

(S26)

where \( c \) is the normalizing constant. As previously mentioned, we assume that \( f_0(x) \) decays faster than exponential, i.e., \( \beta \geq 1 \).

First we write the form of \( P_{0,N}(X) \) for the case of Eq. (S26) and then use it to estimate the tails of \( P_0(X,t) \). From Eq. (S26) and in Fourier space we have

\[
\tilde{f}_0(k) = \int_{-\infty}^{\infty} \exp(ikx)f_0(x)dx
\]

\[
\sim \frac{c\sqrt{2\pi}}{\sqrt{\beta \pi^{\frac{1}{2}}(\beta - 1)\delta^{-\frac{\beta}{\beta-1}}}} \exp \left( \frac{(\beta - 1)\delta^{\frac{\beta}{\beta-1}}}{\beta^{\frac{1}{\beta-1}}} |ik|^{\frac{\beta}{\beta-1}} \right),
\]

(S27)

while \( x \) is treated as a large variable. Note that the displacements of the particles are IID random variables. Then \( P_{0,N}(x) \) is provided by

\[
P_{0,N}(X) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-ikX)(\tilde{f}_0(k))^N dk
\]

\[
\sim \frac{(c\sqrt{2\pi})^N}{\sqrt{\beta \pi^{\frac{1}{2}}(\beta - 1)\delta^{-\frac{\beta}{\beta-1}}}} \exp(-N^{\frac{1}{\beta-1}}X^{\frac{\beta}{\beta-1}} \sqrt{2\pi N^{\beta-1} \frac{\delta}{\beta-1} |X|^{2-\beta}}).
\]

(S28)

The positional distribution without the bias is

\[
P_0(X,t) = \sum_{N=0}^{\infty} Q_t(N)P_{0,N}(X) \sim \int_{0}^{\infty} \exp \left( \Phi(X,t,N) \right) dN,
\]

(S29)
FIG. S7. Asymmetric exponential tails of the positional distribution for different biases with various waiting time PDFs, i.e., exponential distribution $\psi(\tau) = \exp(-\tau)$ ('□'), Dagum distribution $\psi(\tau) = 1/(1 + \tau)^2$ ('○') and a special form of Beta distribution $\psi(\tau) = 6\tau(1-\tau)$ ('★'). The corresponding displacement are drawn from Eq. (S18) and $f_0(x) = 1/\sqrt{2\pi} \exp(-|x/\delta|^2)$ with $\lambda^2_F = 1/2$, $F/K_B T = 2$; and $\lambda^2_F = 1/8$, $F/K_B T = 1$; $\lambda^2_F = 1/200$, $F/K_B T = 1/5$, respectively. The symbols are simulations obtained from $10^9$ realizations and the solid lines are theoretical predictions Eq. (S25) without considering the non-moving particles, where $Q_t(N)$ and $P_{0,N}(X)$ are obtained from (S17) and Eq. (S28).

and

$$\Phi(X,t,N) = -\ln \left(2\pi(\delta N)^{\beta/2} \sqrt{|A+1|X^{1-\beta}/\beta(\beta-1)} \right) + (A+1)N \ln \left( \frac{\text{et}(C_A \Gamma(A+1))^{1/\beta}}{(A+1)N} \right)$$

\begin{equation}
(S30)
\end{equation}

We exploit the saddle point approximation in order to solve the integral in Eq. (S29), and assume that $|X| \to \infty$, therefore

$$P_0(X,t) \sim \sqrt{2\pi} \exp(\Phi(X,t,N^*)) \left| \Phi''(X,t,N^*) \right|^{-1/2}$$

\begin{equation}
(S31)
\end{equation}

where $N^*$ obeys

$$\frac{\partial}{\partial N} \Phi(X,t,N)|_{N=N^*} = 0$$

\begin{equation}
(S32)
\end{equation}

and the second-order derivative

$$\Phi''(X,t,N^*) \sim -(\beta-1)\delta^{-\beta}(N^*)^{-\beta-1}|X|^\beta.$$  

\begin{equation}
(S33)
\end{equation}

Based on Eq. (S31), for large $|X|$ we obtain

$$P_0(X,t) \sim \exp \left( N^* \ln \left( \frac{\sqrt{2\pi\text{et}(C_A \Gamma(A+1))^{1/\beta}}}{\beta^{(\beta-1)/\beta} \Gamma((A+1)N^*)^{1/\beta}} \right) - N^* \left( \frac{|X|}{\delta N^*} \right)^\beta + \frac{C_{A+1}}{C_A} \right)$$

\begin{equation}
(S34)
\end{equation}
Next step is to find the asymptotic solution of Eq. (S32), which yields

\[
N^* \sim \frac{|X|}{\delta} \left( \frac{(\beta - 1)\beta / (A + 1)}{W_0 \left( \frac{(\beta - 1)\beta / (A + 1)}{A + 1} \right)^{\beta - 1}} \right)^{1/\beta}.
\]

(S35)

When \(|X| \to +\infty\), the asymptotic behavior between \(N^*\) and \(X\) is

\[
N^* \propto \frac{|X|}{\delta \ln \left( \frac{|X|}{C_A \delta t} \right)},
\]

demonstrating a nearly linear scaling of \(N^*\) with \(X\).

Plugging Eq. (S35) into Eq. (S31), the far tails of the positional distribution obey

\[
P_0(X,t) \sim \frac{\exp \left( \frac{C_A t}{C_A} - |X| \right)}{(W_0(h|X|^\beta / t^\beta))^\beta} \left( \frac{W_0(h|X|^\beta / t^\beta)}{g} \right)^{\beta - 1} \ln \left( M \left( \frac{|X|}{t} \right)^A \Gamma(A + 1) \right)^{A+1} \left( \frac{\sqrt{2\pi\delta/\sigma^2} |X|}{\beta (\beta - 1)} \right)^{\frac{\beta - 1}{2}}
\]

(S37)

where

\[
g = \frac{(\beta - 1)\beta}{A + 1},
\]

(S38)

\[
h = g^{A+1} \left( \frac{(\beta - 1)\beta}{A + 1} \right)^{\frac{\beta - 1}{2}}
\]

(S39)

and

\[
M = \frac{\sqrt{2\pi c C_A \exp(A + 1) \Gamma(A + 1) \delta^{A+1} (\beta - 1)^{A+1}}}{A+1)}^{\frac{\beta - 1}{2}}
\]

(S40)

See also the calculation and related discussion in Ref.[19].

Equation (S37) together with Eq. (S25) prove that the decay of of positional PDF of biased process, i.e., \(P_F(X,t)\), is exponential (up to logarithmic corrections) and asymmetric (see Fig. S7).