Classifying Graphs as Images with Convolutional Neural Networks
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Abstract

The task of graph classification is currently dominated by graph kernels, which, while powerful, suffer some significant limitations. Convolutional Neural Networks (CNNs) offer a very appealing alternative. However, processing graphs with CNNs is not trivial. To address this challenge, many sophisticated extensions of CNNs have recently been proposed. In this paper, we show that a classical 2D architecture designed for images can also be used for graph processing in a completely off-the-shelf manner; the only prerequisite being to encode graphs as stacks of two-dimensional histograms of their node embeddings. Despite its simplicity, our method proves very competitive to state-of-the-art graph kernels, and even outperforms them by a wide margin on some datasets. Our approach is also preferable in terms of time complexity. Code and data are publicly available1.

1 Motivation

Graphs, or networks, are rich, flexible, and universal structures that can accurately represent the interaction among the components of many natural and human-made complex systems [1]. For instance, graphs have been used to describe and analyze the interplay among proteins within cells and the internal structure of proteins themselves [2, 3], the organization of the brain [4], the World Wide Web [5], textual documents [6], and information propagation through a population [7]. Consequently, network processing has been the subject of extensive research in machine learning and artificial intelligence, and still remains today a very active area of investigation. A central graph mining task is that of graph classification: its applications range from determining whether a protein is an enzyme or not in bioinformatics to categorizing documents in NLP. Graph classification is the task of interest in this study.

Limitations of graph kernels. The state-of-the-art in graph classification is currently dominated by a family of methods referred to as graph kernels, which compute the similarity between two graphs as the sum of the pairwise similarities between some of their substructures, and then pass the similarity matrix computed on the entire dataset to a kernel-based supervised algorithm such as the Support Vector Machine [8] to learn soft classification rules. Graph kernels mainly vary based on the substructures they use, which range from random walks [9] and shortest paths [10] to subgraphs [11], to cite only a few. Graph kernels have been very successful, but they suffer several limitations, among which is their (1) high time complexity. The problem is threefold: first, populating the kernel matrix requires computing the similarity between every two graphs in the training set (say of size $N$), which amounts to $N(N−1)/2$ operations. Training therefore becomes increasingly more expensive as the dataset gets bigger. Second, computing the similarity between a pair of graphs (i.e., a single operation)

1https://github.com/Tixierae/graph_2D_CNN
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2D CNN architecture

Convolutions as pointwise multiplications in the Fourier domain of the graph. The basis used to send
the graph to the Fourier domain is given by the SVD decomposition of the Laplacian matrix of the
graph, whose eigenvalues can be viewed as “frequencies”. By contrast, spatial methods [19, 20]
operate directly on the graph structure.

While these sophisticated frameworks have made great strides, we show in this paper that it is
also possible to process graphs by using a standard 2D CNN architecture in a completely off-the-
shelf manner, simply by representing graphs as stacks of 2D histograms of their node embeddings.
Compared to the more complex approaches that involve different fundamental architectural and/or
operational modifications, the main advantage of our method is its simplicity. Furthermore, by using
a well-established architecture known to deliver solid performance for image classification, we show
that this simplicity can be obtained without giving up accuracy: our results indeed prove competitive
to state-of-the-art graph kernel baselines, and are even significantly better on some datasets, by a
wide margin.

2 Proposed method

In the following section, we first introduce 2D CNNs and the specific architecture we used in our
experiments, and then describe how to transform graphs so as to pass them as input to 2D CNNs.

2.1 2D CNN architecture

Convolutional Neural Networks (CNNs) are feedforward neural networks specifically designed
to work on regular grids. A regular grid is the \( d \)-dimensional Euclidean space discretized by
parallelepipeds (rectangles for \( d = 2 \), cuboids for \( d = 3 \), etc.). In CNNs, each neuron in a given layer
receives input from a neighborhood of the neurons in the previous layer [21]. Those neighborhoods,
or local receptive fields, allow CNNs to compose higher-level features from lower-level features,
and thus to capture patterns of increasing complexity in a hierarchical way. Regular grids satisfy
the spatial dependence property, which is the fundamental premise on which local receptive fields
and hierarchical composition of features in CNNs hold. Next, we pursue our description in the 2D
context, where the input are images represented as real-valued tensors of shapes \((n_c, n_{rows}, n_{cols})\);
n_\text{c}, n_{rows}, n_{cols} \) referring to the number of channels (e.g., 1 for grey images, 3 for color images). Furthermore,
without loss of generality, we consider square images, for which \( n_{rows} = n_{cols} = n \).

\( \text{the concept of spatial dependence is well summarized by: “everything is related to everything else, but near things are more related than distant things” [23]. For instance in images, close pixels are more related than distant pixels.} \)
Convolution and pooling. The standard building block of the CNN, which may be repeated several times, consists in a convolution layer followed by a pooling layer. The convolution layer first applies a filter parameterized by a 3D weight tensor $W \in \mathbb{R}^{n_c \times h \times h}$ over the input image $I \in \mathbb{R}^{n_c \times n \times n}$. This is a linear operation which multiplies $W$ with each instantiation of a 2D window of same shape $(h, h)$ slid over the entire image, extending fully along the $n_c$ channels. Without zero-padding and with a stride of 1 (sliding the window by unit steps), there are $(n-h+1)^2$ such instantiations. Then, a nonlinear activation function $f$, such as ReLU $\max(0, x)$ or tanh $(\frac{e^x-1}{e^x+1})$, is applied elementwise to the convolved output, returning the feature map $O$ associated with the filter. Equation (1) summarizes the whole process:

$$a_{i,j} = f(W \cdot I[i : i + h - 1, j : j + h - 1] + b)$$

Where $a_{i,j}$ is the $(i,j)^{th}$ element of the feature map $O \in \mathbb{R}^{(n-h+1) \times (n-h+1)}$ associated with filter $W$. $\cdot$ is an operator returning the sum of the element-wise products of the two input tensors (summed across channels), and $b$ is the trainable bias of filter $W$. In practice, $n_f \sim 100$ filters of the same shape are applied to each region of the input, in order to give the model the freedom to learn different and complementary features. Thus, the output of the convolution layer is a volume of $n_f$ 2D feature maps. From a high-level point of view, the convolution operation shrinks the input tensor with respect to its first two dimensions, width and height (spatial dimensions), but increases its depth from $n_c$ to $n_f$ (generally $n_c \ll n_f$). The weights of the filters are initialized randomly and tuned during training via backpropagation. Note that the weights of a given filter are shared across the image, endowing the model with the ability to recognize a pattern regardless of its location in the image.

The pooling layer then performs a sub-sampling operation that extracts a quantity, such as the average or the greatest value, independently from each small region of each feature map. Regions of size $(2, 2)$ are traditionally used, which downscales the input by a factor of 2 along each spatial dimension, and leaves the depth (number of feature maps) unchanged.

Architecture. We implemented a variant of LeNet-5 [21] with which we reached 99.45% accuracy on the MNIST handwritten digit classification dataset. As illustrated in Figure 1 for an input of shape $(5, 28, 28)$, this simple architecture deploys four convolutional-pooling layers (each repeated twice) in parallel, with respective region sizes of 3, 4, 5 and 6, followed by two fully-connected layers. The original channels (depth) of the input tensor are replaced with the feature maps by the first convolutional layer, but the spatial dimensions (width and height) are preserved -while being shrunk- throughout all subsequent convolution-pooling operations. Dropout [23] is employed for regularization at every hidden layer. The activations are ReLU functions (in that, our model differs from LeNet-5), except for the ultimate layer, which uses a softmax to output a probability distribution over classes. The convolution-pooling block is expanded in Figure 2 for a filter of size 3, still using as an example an input of dimensionality $(5, 28, 28)$. 64 filters are employed at the first level, and as the signal is subsampled through the pooling layer, the number of filters in the subsequent convolutional layer is increased to 96 to compensate for the loss in resolution.

![Figure 1: 2D CNN architecture used in our experiments. Numbers within parentheses refer to the output dimensions of the tensors. The ConvPoolDrop×2 block of layers is expanded in Figure 2](image)

3
2.2 How to represent a graph as an image?

Traditionally, a graph $G(V, E)$ is encoded as its adjacency matrix $A$ or Laplacian matrix $L$. $A$ is a square matrix of dimensionality $|V| \times |V|$, symmetric in the case of undirected graphs, whose $(i,j)^{th}$ entry $A_{i,j}$ is equal to the weight of the edge $e_{i,j}$ between nodes $v_i$ and $v_j$, if such an edge exists, or to 0 otherwise. On the other hand, the Laplacian matrix $L$ is equal to $D - A$, where $D$ is the diagonal degree matrix. One could initially consider passing one of those structures as input to a 2D CNN. However, unlike images, in which close pixels are more strongly correlated than distant pixels, adjacency and Laplacian matrices are not associated with spatial dimensions and the notion of Euclidean distance, and thus do not satisfy the spatial dependence property. As will be detailed next, we capitalize on graph node embeddings to address this issue.

Graph node embeddings. In the node embedding space, the Euclidean distance between two points is meaningful: it is inversely proportional to the similarity of the two nodes they represent. Furthermore, using a representation based on graph node embeddings gives our approach a major advantage over graph kernels, especially on large graphs. Indeed, most graph kernels compare graphs based on their substructures, which are local features, while cutting-edge embedding algorithms very effectively encode both local and global properties of graphs. For instance, two neighboring points in the embedding space might be associated with two nodes very distant in the graph, but playing the same structural role (e.g., of flow control), belonging to the same community, or sharing some other common property.

Alignment and compression. State-of-the-art graph node embeddings techniques are neural, and thus stochastic. More precisely, the $D$ dimensions are recycled from run to run, which means that a given dimension is not associated with the same latent concepts across graphs. Therefore, we ensure that the embeddings of all graphs in the collection are comparable by applying PCA and retaining the first $d \ll D$ principal components. PCA comes at a computational cost: one needs to populate the covariance matrix and carry out its eigenvalue decomposition. Even though the time complexity of each operation is respectively $O(D^2|V|)$ and $O(D^3)$, they come almost for free in practice as they are performed in the compact embedding space ($D \sim 100$). Note that in addition to alignment purposes, PCA also serves an information maximization (compression) purpose, which greatly reduces the shape of the tensors fed to the CNN (for reasons that will become clear in what follows), and thus complexity.

Stacking 2D histograms. We then repeatedly extract two-dimensional slices from the $d$-dimensional PCA node embedding space, and we turn those planes into regular grids by discretizing them into a finite, fixed number of equally-sized bins, where the value associated with each bin is the count of the number of nodes falling into that bin. In other words, we represent a graph as a stack of $d/2$ two-dimensional histograms of its (compressed) node embedding. As illustrated in Figure 3, the first histogram is computed from the coordinates of the nodes in the plane made of the first two principal directions, the second histogram from directions 3 and 4, and so forth.

Pixels, channels and resolution. Using computer vision vocabulary, bins can be viewed as pixels, and the 2D slices of the embedding space as channels. However, in our case, instead of having 3 channels (R,G,B) like with color images, we have $d/2$ of them. That is, each pixel (each bin) is associated with a vector of size $d/2$, whose entries are the counts of the nodes falling into that bin in the corresponding 2D slice of the embedding space. Finally, the resolution of the image is determined by the number of bins of the histograms, which is constant for a given dataset across all dimensions and channels.
3 Experiments and Results

3.1 Setup

All experiments involved 10-fold cross validation where each fold was repeated 3 times. We used Xavier initialization [24], a batch size of 32, and for regularization, a dropout rate of 0.3 and early stopping with a patience of 5 epochs. The categorical cross-entropy loss was optimized with Adam [25] (default settings). We implemented our model in Keras [26] version 1.2.2 with tensorflow [27] backend. The hardware used consisted in an NVidia Titan Xp GPU with a 4-core Intel Xeon 2.40GHz CPU and 16GB of RAM, under Ubuntu 16.04.2 LTS 64-bit operating system and Python 2.7. The graph kernel baselines (presented in subsection 3.3) were ran on an 8-thread Intel i7 3.4GHz CPU, with 16GB of RAM, under Ubuntu 16.06 LTS 64-bit operating system and Python 2.7.

3.2 Random graphs

Dataset. To quickly test the viability of our pipeline, we created a synthetic dataset of 5 classes containing 2000 undirected and unweighted networks each. For the first and second classes, we generated graphs with the Stochastic Block Model [28], featuring respectively 2 and 3 communities of equal sizes. The in-block and cross-block probabilities were respectively set to 0.1 and 0.7, and the size \(|V|\) of each graph was randomly sampled from the Normal distribution with mean 150 and standard deviation 30, i.e., \(\mathcal{N}(150, 30)\). The third category was populated with scale-free networks, that is, graphs whose degree distributions follow a power law, using the Barabási-Albert model [29]. The number of incident edges per node was sampled for each graph from \(\mathcal{N}(5, 2)\), and the size of each graph was drawn from \(\mathcal{N}(150, 30)\) like for the first two classes. Finally, the fourth and fifth classes were filled with Erdös-Rényi graphs [30] whose sizes were respectively sampled from \(\mathcal{N}(300, 30)\) and \(\mathcal{N}(150, 30)\), and whose edge probabilities were drawn from \(\mathcal{N}(0.3, 0.15)\). This overall, gave us a large variety of graphs.

Spectral embeddings. We started with the most naive way to embed the nodes of a graph, that is, using the eigenvectors of its adjacency or Laplacian matrix (we experimented with both and observed no difference). Here, no PCA-based compression was necessary. We retained the eigenvectors associated with the 10 largest eigenvalues in magnitude, thus embedding the nodes into a 10-dimensional space. Since it was giving very good results, we did not experiment with any other embedding method.

Resolution and channels. Because we computed the unit-normed eigenvectors, the coordinates of any node in any dimension belonged to the \([-1, 1]\) range. Furthermore, inspired by the MNIST images which are 28 × 28 in size, and on which we initially tested our 2D CNN architecture, we decided to learn 2D histograms featuring 28 bins in each direction. This gave us a resolution of \(28/(1−(−1))\), that is, 14 pixels per unit, which we write 14:1 for brevity in the remainder of this paper. Finally, we decided to make use of the information carried out by all 10 eigenvectors, and thus kept 5 channels. Any graph in the dataset was thus represented as a tensor of shape (5,28,28).

---

Figure 3: Node embeddings and image representation of graph ID #10001 (577 nodes, 1320 edges) from the REDDIT-12K dataset.
Results. With the CNN architecture introduced in subsection 2.1 and under the experimental setup previously described, we reached a mean classification accuracy of 99.08% (± 3.21). That level of accuracy was usually reached within 3 epochs. This very good performance can be explained by the abundance of training data and the perfect between-class balance of our synthetic dataset. But above all, it can be explained by the very specific, distinct patterns associated with each category, as illustrated in Figure 4 for the first four classes. Even though we tried to inject some variance, discriminating between categories is easy to the point that clear differences can be seen with the naked eye. Of course, by jointly processing all five channels, the CNN can detect and learn more complex and even more discriminative multidimensional patterns.

These positive results provided empirical evidence for the validity of our approach, and were the impetus for moving forward with evaluating it on real-world datasets in comparison to state-of-the-art graph kernel baselines, which is the topic of the next subsection.

3.3 Real-world graphs

Datasets. We used publicly available datasets from [31] which we briefly describe in what follows, and in Table 1. We refer the reader to the original paper for more information. In all datasets, graphs are unweighted, undirected, with unlabeled nodes, and the task is to predict the class they belong to. Classes are mutually exclusive. REDDIT-B, REDDIT-5K, and IMDB-B are perfectly balanced, whereas REDDIT-12K and COLLAB feature a maximum class imbalance ratio of 1:5 and 1:3.4, respectively. Note that graphs with less than 10 nodes were removed because having 5 channels requires at least a 10-dimensional embedding space, which is impossible to obtain with less than 10 nodes. However, this represented only a few graphs per dataset, for some datasets.

In all REDDIT datasets, a graph corresponds to a thread where nodes represent users, and there is an edge between two nodes if one of the two users responded to a comment from the other user. More precisely, graphs in REDDIT-B are labeled according to whether they were constructed from Q&A communities or discussion communities, and REDDIT-5K and REDDIT-12K respectively feature graphs from 5 and 11 forums dedicated to specific topics (those forums are known as “subreddits”). In COLLAB, graphs are hop-1 neighborhoods of researchers from a scientific collaboration network.
which applies the very fast Skip-Gram language model [35] to truncated biased random walks (where "coordinates" are the node loadings flattened across all dimensions of the embedding space). This two-step process repeats for a certain number of iterations. The final kernel value is the sum of the values at each iteration. Since our graphs have unlabeled nodes, we set the degrees of the nodes as their labels. Furthermore, we used the WL framework with the subtree graph kernel [9], as it is very efficient with this kernel [32]. For both baselines, we used a C-SVM classifier [34], where the C parameter of the SVM and the number of iterations in WL were jointly optimized on a 90-10% partition of the training set of each fold by searching the grid \{\{10^{-4}, 10^{4}, \text{len} = 10\}; \{2, 7, \text{step} = 1\}\}.

### Table 1: Statistics of the social network datasets used in our experiments.

| Dataset       | IMDB-B | COLLAB | REDDIT-B | REDDIT-5K | REDDIT-12K |
|---------------|--------|--------|----------|-----------|------------|
| Max # vertices| 136    | 492    | 3782     | 3648      | 3782       |
| Min # vertices| 12     | 32     | 6        | 22        | 2          |
| Average # vertices | 19.77  | 74.49  | 429.61   | 508.50    | 391.40     |
| Max # edges   | 1249   | 4012   | 4785     | 5171      | 5171       |
| Min # edges   | 26     | 60     | 4        | 21        | 1          |
| Average # edges| 96.53  | 2457.78| 497.75   | 594.87    | 456.89     |
| # graphs      | 1000   | 5000   | 2000     | 4999      | 11929      |
| # classes     | 2      | 3      | 2        | 5         | 11         |
| Max class imbalance | 1:1    | 1:3.4  | 1:1      | 1:1       | 1:5        |

### Resolution, channels, and \(p\) and \(q\) parameters.

While performance on the random dataset was very satisfying out-of-the-box and required no optimization, we expected that at least some rough tuning would be necessary on the real-world datasets. With the \(p\) and \(q\) parameters of node2vec held constant and equal to 1, we conducted a search on the coarse grid \{(14, 9); (2, 5)\} to get more insights about the impact of resolution and number of channels (respectively). On a given dataset, image size is calculated as the range \([\text{max}(\text{coordinates})−\text{min}(\text{coordinates})]\) multiplied by the resolution (where “coordinates” are the node loadings flattened across all dimensions of the embedding space). For instance, on COLLAB with a resolution of 9:1, image size is equal to 37 × 37, since \(278−(−1.33)\) × 9 ≈ 37. Optimal values for each dataset are summarized in Table 2. With the best resolution and number of channels, we then tuned the return and in-out parameters \(p\) and \(q\) of node2vec. Those parameters respectively bias the random walks towards exploring larger areas of the graph or staying in local neighborhoods, allowing the embeddings to encode a similarity that interpolates between structural equivalence (two nodes acting as, e.g., flow controllers, are close to each other) and homophily (two nodes belonging to the same community are close to each other). We tried 5 combinations of values for \((p, q)\): \{\{(1, 1); (0.25, 4); (4, 0.25); (0.5, 2); (2, 0.5)\}\}. \(p = q = 1\) is equivalent to DeepWalk [37].

### Data augmentation.

Generating more training examples by altering the input images is known to improve performance in image classification [15]. Since we had direct access to the underlying data...
that were used to generate our images, which is typically not the case in computer vision, we thought it would be more sensible to implement a synthetic data generation scheme at the node embeddings level rather than at the image (2D histograms) level. More precisely, we used a simple nonparametric technique known as the smoothed bootstrap with variance correction [38]. This generator has been successfully used in the field of hydroclimatology to improve modeling of precipitation [39] and streamflow [40], and in risk analysis [41]. Unlike the traditional bootstrap [42] which simply draws with replacement from the initial set of observations, the smoothed bootstrap can generate values outside of the original range while still being faithful to the structure of the underlying data [43]. Actually, generating new observations with the smoothed bootstrap scheme can be viewed as sampling from the Kernel Density Estimate (KDE) of the sample, which is consistent with our way of representing graphs as images, since a KDE is nothing more than a smoothed histogram. The pseudo-code for the smoothed bootstrap algorithm is available in the Appendix, while a visual example can be seen in Figure 5.

Figure 5: Original DeepWalk embeddings on PCA dimensions 1 and 2 (first channel) and synthetic values generated with 3 runs of the smoothed bootstrap generator, for graph ID #3 of IMDB-B dataset (35 nodes, 133 edges).

Results. The classification accuracy of our approaches and the baselines we implemented are reported in Table 3. Even though we did not re-implement those models, we also display for comparison purposes the performance reported in [31] (Deep Graph Kernels) and [19] (Graph CNN, PSCN $k = 10$), since the experimental setting is the same. Our approach shows significantly better than all baselines on the REDDIT-12K and REDDIT-B datasets, with large improvements of 6.81 and 3.15 in accuracy over the best performing competitor, respectively. We also reach best performance on the REDDIT-5K dataset, with an improvement in accuracy of 1.34 over the best performing baseline. However, the difference is not statistically significant. Finally, on the IMDB-B dataset, we get third place, very close ($\leq 1.13$) to the top performers, and again without statistically significant differences. Actually, the only dataset on which a baseline proved significantly better than our approach is COLLAB (WL graph kernel). Results also show that the smoothed bootstrap can bring some extra skill, as it beats our model without synthetic data generation on 3 datasets (REDDIT-B, COLLAB and IMDB-B). However, the performance improvements are modest and further research is necessary to make our data augmentation strategy more effective.

Runtimes. Even if not directly comparable, we report in Table 4 kernel matrix computation time for the two graph kernel baselines, along with the time required by our 2D CNN model to perform one pass over the entire training set, i.e., the time per epoch. With respects to time complexity, our method is superior to graph kernels on several counts: first, unlike graph kernels, the time required by the 2D CNN to process one training example is constant (all images for a given dataset have the same dimensions), while computing the kernel value for a pair of graphs depends on their size (polynomial in the number of nodes). It is true that a prerequisite for our approach is an embedding for all the graphs in the dataset, but node2vec scales linearly with the number of nodes in the graph. Therefore, on big graphs, our method is still usable, while graph kernels may not be. Second, with a 2D CNN, the time necessary to go through the entire training set only increases linearly with the size of the set, while populating the kernel matrix is quadratic, and finding the support vectors is then again at
least quadratic. This means that on large datasets, our approach is also preferable to graph kernels. Examples of 2D CNN architectures much more complex than ours applied to millions of images in reasonable time abounds in the recent computer vision literature. Processing such big datasets with graph kernels would simply be intractable. In addition, not only do neural models allow training on very large datasets, but they also usually benefit a great deal from it.

![Table 4: Runtimes. For the graph kernel baselines, time necessary to populate the Kernel matrix (8-thread 3.4GHz CPU). For our model, time per epoch (Titan Xp GPU). Times are in seconds, rounded to the nearest integer.](mannwhitneyu.html)

**Discussion.** Replacing the raw counts by the empirical joint probability density function, either by normalizing the histograms, or with a KDE, significantly deteriorated performance. This suggests that keeping the absolute values of the counts is important, which makes sense, because some categories might be associated with larger or smaller graphs, on average. Therefore, preventing the model from using size information is likely to decrease accuracy. We also observed that increasing the number of channels to more than 5 does not yield better results, but that reducing this number improves performance in some cases, probably because it plays a regularization role.

The main contribution of our study is a novel method for representing graphs as images from their node embeddings. How the embeddings are computed, and which classifier is used, does not matter. We hold this flexibility to be a major strength. First, the embedding-agnostic nature of our method means that it can be seamlessly extended to directed, weighted, or labeled graphs with continuous or categorical node/edge attributes, simply by using an embedding algorithm that accepts such graphs, e.g. [44–46]. The independence of our approach with respect to the image classification model used is another advantage. Here, we employed a vanilla 2D CNN architecture as it was offering an excellent trade-off between accuracy and simplicity, but more recent models, such as [47], may yield even better results. Above all, performance should improve as graph node embedding algorithms and CNN architectures for images improve in the future.

Even though results are very good out-of-the-box in most cases, finding an embedding algorithm that works well, or the right combination of parameters for a given dataset, can require some efforts. For instance, on COLLAB, we hypothesize that our results are inferior to that observed on the other datasets because optimizing \( p \) and \( q \) for COLLAB may require more than a coarse grid search, or because node2vec may not be well-suited to very dense graphs in the first place.

Finally, generating a different number of bootstrap samples for each class could also work better on the imbalanced datasets.
4 Conclusion

We showed that CNN architectures designed for images can be used for graph processing in a completely off-the-shelf manner, by representing graphs as stacks of two-dimensional histograms of their node embeddings. Despite the simplicity of our approach, we showed it to be very competitive to the state-of-the-art, sometimes outperforming the baselines with wide margins. Furthermore, these good results were obtained with limited parameter tuning and by using a basic 2D CNN model. From a time complexity perspective, our approach is preferable to graph kernels too, allowing to process larger datasets featuring bigger graphs.
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Appendix

Algorithm 1: Multivariate smoothed bootstrap with variance correction

Input : list $L$ of $M$ arrays $A_m \in \mathbb{R}^{|V_m| \times d}$ of original observations, $p_{boot} \in \mathbb{R}^+$
Output: list $L'$ of $M' = \text{int}(p_{boot} \times M)$ arrays of synthetic observations

1. $L'' \leftarrow$ select $M'$ elements from $L$ at random without replacement
2. for $A \in \mathbb{R}^{|V_A| \times d}$ in $L''$ do
   3. $\mu_A \in \mathbb{R}^d \leftarrow \text{apply}$(mean, $A$)
   4. $\sigma_A^2 \in \mathbb{R}^d \leftarrow \text{apply}$(var, $A$)
   5. $h_A \in \mathbb{R}^d \leftarrow \text{apply}$(compute_kde_bandwidth, $A$)
   6. $A' \leftarrow$ empty array
   7. for $j \leftarrow 1$ to $|V_A| - |V_A|$ do
      8. sample $i$ from $U(1, |V_A|)$
      9. $\epsilon \in \mathbb{R}^d \leftarrow \text{apply}$(N(0, $\sqrt{\sigma_A^2}$), $h_A$)
     10. for $k \leftarrow 1$ to $d$ do
           11. $A'[j, k] \leftarrow \mu_A[k] + (A[i, k] - \mu_A[k] + \epsilon[k])/\sqrt{1+h_A[k]/\sigma_A^2}$
      end
  end
  store $A'$ in $L'$
end

return $L'$

The algorithm takes an input a list of graph node embeddings, each of dimension (number of vertices in the graph) $\times d$, where $d$ is the dimensionality of the (compressed) embedding space. It returns a list of $M'$ synthetic $d$-dimensional graph node embeddings, where $M'$ is determined by the augmentation ratio $p_{boot}$, typically in $[0, 1]$. Line 5 computes the bandwidths of the columnwise Kernel Density Estimation for Statistics and Data Analysis, volume 26. CRC Press, 1986.
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Estimates (KDEs), which control the degree of smoothing. The bandwidth of the KDE is subject to
the classical bias-variance trade-off and is thus estimated from grid searching \texttt{logspace(-1, -0.5, num=10)} on an equal train/test split. Line 7 ensures that the size of the new graph (number of rows in
the new array) slightly differs from the size of the original graph.

Line 8 selects a row (i.e., a node) uniformly at random from the embeddings, and line 9 samples some
d-dimensional Gaussian noise, with, for each dimension, standard deviation equal to the square root
of the KDE bandwidth for that dimension (the bandwidth can be viewed as the variance of the KDE).

Finally, lines 10 and 11 simulate the new d-dimensional observation. Simply adding noise $\epsilon[k]$ to
the original observation $A[i,k]$ would yield realizations with an increased variance compared to the
original sample [38], hence the additional correction terms in line 11.