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Abstract: We consider the problem of nonparametric estimation of the drift and diffusion coefficients of a Stochastic Differential Equation (SDE), based on \( n \) independent replicates \( \{X_i(t) : t \in [0, 1]\}_{1 \leq i \leq n} \) observed sparsely and irregularly on the unit interval, and subject to additive noise corruption. By sparse we intend to mean that the number of measurements per path can be arbitrary (as small as two), and can remain constant with respect to \( n \). We focus on time-inhomogeneous SDE of the form 
\[
dX(t) = \mu(t)X(t)^\alpha dt + \sigma(t)X(t)^\beta dB(t),
\]
where \( \alpha \in \{0, 1\} \) and \( \beta \in \{0, 1/2, 1\} \), which includes prominent examples such as Brownian motion, Ornstein-Uhlenbeck process, geometric Brownian motion and Brownian bridge. Our estimators are constructed by relating the local (drift/diffusion) parameters of the SDE to its global parameters (mean/covariance, and their derivatives) by means of an apparently novel Partial Differential Equation (PDE). This allows us to use methods inspired by functional data analysis, and pool information across the sparsely measured paths. The methodology we develop is fully non-parametric and avoids any functional form specification on the time-dependency of either the drift function or the diffusion function. We establish almost sure uniform asymptotic convergence rates of the proposed estimators as the number of observed paths \( n \) grows to infinity. Our rates are non-asymptotic in the number of measurements per path, explicitly reflecting how different sampling frequency might affect the speed of convergence. Our framework suggests possible further fruitful interactions between FDA and SDE methods in problems with replication.
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1. Introduction

Stochastic Differential Equations (SDEs) and Diffusion Processes are fundamental in the study and modelling of a multitude of phenomena ranging in economics, finance, biology, medicine, engineering and physics, to mention but a few [28]. Most generally, any diffusion process can be defined via an SDE of the form:

\[ dX(t) = \mu(t, X(t)) \, dt + \sigma(t, X(t)) \, dB(t), \quad t \in [0, T], \]  

(1.1)

where \( B(t) \) denotes a standard Brownian Motion and (1.1) is interpreted in the sense of Itô integrals. Any diffusion thus involves two components: the (infinitesimal) conditional mean, i.e. the drift \( \mu \), and the (infinitesimal) conditional variance, i.e. the diffusion coefficient \( \sigma \). These functional parameters fully determine the probabilistic behaviour of the SDE’s solutions (Øksendal [32]).

Consequently, drift and diffusion estimation have long been a core statistical inference problem, widely investigated by many authors in both parametric and nonparametric frameworks. A particularly interesting aspect of this inference problem is the fact that diffusions are typically observed discretely, and different estimation regimes are possible, for instance depending on whether one has infill asymptotics, or time asymptotics. Our focus in this article will be on the case where the discrete measurements are potentially few, irregular and noise-corrupted, but where sample path replicates are available. While replication is increasingly being considered in the SDE literature, the sparse/noisy measurement setting appears to have so far remained effectively wide open. This is a setting that is routinely investigated in the context of functional data analysis (Yao et al. [42], Zhang and Wang [44], Hall et al. [16] and Li and Hsing [26]), but under the restrictive smoothness assumptions, which exclude SDE. Our approach to making valid inferences for sparsely/noisely sampled SDE will blend tools from both SDE and FDA, and for this reason we begin with a short review before presenting our contributions.

Inference for SDE

Much of the early theory and methodology for drift and diffusion estimation concerns the time-homogeneous case. Early authors considered estimation from a single sample solution, and developed an estimation framework building on kernel methods (both parametric and nonparametric). Paths were assumed to either be observed continuously (Banon [3], Geman [15], Tuan [40], Banon and Nguyen [4], among others) or discretely (Florens-Zmirou [14], Stanton [38], A¨ıt-Sahalia and Lo [1], Jiang and Knight [21], Bandi and Phillips [2]), in the latter case investigating the asymptotic theory of the estimators as the sample frequency increases or/and the observation time span grows to infinity. Together with this standard asymptotic framework, authors typically also assumed stationarity and ergodicity of the underlying diffusion process, which allowed for considerable simplification and mathematical convenience.

SDEs with time-varying drift and diffusion have also been studied, although less extensively. Still, many applications feature diffusion processes whose intrinsic nature involves time evolving diffusion and drift. Time homogeneous approaches cannot simply be extended to this setting, and require a different methodological framework. Clearly, the most flexible model one ideally would consider is free of any restriction on the structure of the bivariate drift and diffusion, as in (1.1). However, such an unconstrained model is known to be severely unidentifiable (in the statistical sense), i.e. not allowing estimation of the drift/diffusion (Fan et al. [13]). Hence, when considering time-varying stochastic differential equations, some semi-parametric form for the drift and/or diffusion functions should be imposed. For instance, Nguyen and Pham [31], Ho and Lee [17], Hull and White [19], Black et al. [5], and later Fan et al. [13] and Koo and Linton [24] made various semi-parametric assumptions to explicitly express the time-dependence of the diffusion. The semi-parametric forms they considered are encompassed by the following time-dependent model:

\[ dX(t) = (\alpha_0(t) + \alpha_1(t)X(t)^{\alpha_2}) \, dt + \beta_0(t)X(t)^{\beta_1} \, dB(t). \]  

(1.2)

which “arises naturally from various considerations and encompasses most of the commonly used models as special cases” (Fan et al. [13]). The cited papers developed nonparametric techniques based on kernel or sieve methods applied to a single sample path, establishing convergence of the proposed estimators as the distance between successive discrete observations goes to zero.
The FDA Perspective

Functional Data Analysis (FDA, see Hsing and Eubank [18] or Ramsay and Silverman [36]) considers inferences on the law of a continuous time stochastic process \( \{X(t) : t \in [0,T]\} \) on the basis of a collection of \( n \) realisations of this stochastic process, \( \{X_i(t) \}_{i=1}^n \). These are viewed as a sample of size \( n \) of random elements in a separable Hilbert space of functions (usually \( L^2([0,T], \mathbb{R}) \)). This global view allows for nonparametric inferences (estimation, testing, regression, classification) to be made making use of the mean function and the (spectral decomposition of) covariance kernel of \( X \). That the inferences can be nonparametric is due to the availability of \( n \) replications, sometimes referred to as a panel or longitudinal setting, i.e. repeated measurements on a collection of individuals taken across time. This setting encompasses a very expansive collection of applications (see Rao and Vinod [37]). When the processes \( \{X_i(t) \}_{i=1}^n \) are only observed discretely, smoothing techniques are applied, and these usually come with \( C^2 \) assumptions on the process itself and/or its covariance, that a priori rule out processes of low regularity such as diffusion paths.

Some recent work on drift and diffusion estimation make important contact with the FDA framework, even if not always presented as such explicitly: in particular, Ditlevsen and De Gaetano [11], Overgaard et al. [33], Picchini et al. [34], Picchini and Ditlevsen [35], Comte et al. [8], Delattre et al. [9] and Dion and Rosier [29] seem to be the first to provide a fully nonparametric FDA analysis of replicated diffusions: the first by extending the least-squares projection method and the second by implementing a nonparametric Nadaraya-Watson estimator. However, these techniques come at the cost of assuming continuous (perfect) observation of the underlying sample paths. And, there is no clear way to adapt them to discretely/noisely observed paths, since path recovery by means of smoothing fails due to the roughness of the paths.

1.1. Our Contributions

In the present work we provide a way forward to the problem of carrying out nonparametric inference for replicated diffusions, whose paths are observed discretely, possibly sparsely, and with measurement error. We focus on the following class of linear, time dependent stochastic differential equations:

\[
dX(t) = \mu(t)X(t)^\alpha dt + \sigma(t)X(t)^\beta dB(t), \quad \alpha \in \{0,1\} \text{ and } \beta \in \{0,1/2,1\}. \tag{1.3}
\]

We introduce nonparametric estimators of the drift function \( \mu(t) \) and diffusion function \( \sigma(t) \) from \( n \) i.i.d. copies \( \{X_i(t)\}_{i=1}^n \) solving (1.3), each of which is observed at \( r \geq 2 \) random locations with additive noise contamination (see Equation (2.3) for more details). Our approach is inspired by FDA methods, but suitably adapted to the SDE setting where sample paths are rough. Specifically,

1. We first establish a family of systems of PDE relating the drift and diffusion coefficients of \( X \) to the mean and covariance functions of \( X \) (see Proposition 1, which may be of interest in its own right, as it links the infinitesimal local variation of the process at time \( t \), to its global first and second order behaviour). By an averaging argument, the family is then combined into a single equation (3.5), to be used for estimation.

2. We subsequently nonparametrically estimate mean and covariance (and their derivatives) based on a modification of standard FDA methods: pooling empirical correlations from measured locations on different paths to construct a global nonparametric estimate of the covariance and its derivative e.g. Yao et al. [42]). The modification accounts for the fact that, contrary to the usual FDA setting, the sample paths are nowhere differentiable, and the covariance possesses a singularity on the diagonal (Mohammadi and Panaretos [30]).

3. We finally plug our mean/covariance estimators (and their derivatives) into PDE system (3.5), allowing us to translate the global/pooled information into local information on the drift and diffusion. In short, we obtain plug-in estimators for the drift and diffusion via the PDE system (3.5).
We establish the consistency and almost sure uniform convergence rates of our estimators as the number \( n \) of replications diverges while the number of measurements per path \( r \) is unrestricted, and can be constant or varying in \( n \) (our rates reflect the effect of \( r \) explicitly). See Theorem 2. To our knowledge, this is the first example in the SDE literature to consider methods and theory applicable to sparse and noise corrupted data. Our methods do not rely on stationarity, local stationarity or assuming a Gaussian law, and do not impose range restrictions on the drift/diffusion. Another appealing feature is that they estimate drift and diffusion simultaneously, rather than serially. Our methods are computationally easy to implement, and their finite sample performance is illustrated by two small simulation studies (see Section 5).

2. Model and Measurement Scheme

In the following we mainly focus on a particular class of diffusion processes, corresponding to the solutions of the following class of linear stochastic differential equations:

\[
dX(t) = \mu(t)X(t)dt + \sigma(t)dB(t), \quad t \in [0, 1],
\]
or equivalently, in the integral form:

\[
X(t) = X(0) + \int_0^t \mu(u)X(u)du + \int_0^t \sigma(u)dB(u), \quad t \in [0, 1].
\]  

(2.1)

Nevertheless, the methodology we develop extends to a wider class of diffusions, satisfying any of the SDE encompassed by (1.3). We show in full detail how to extend our methods and results to the different cases in (1.3) in Section 4. We choose to focus on the case of (2.1) for the purpose of making the presentation of our general approach more readable. In the remainder of the paper, we will always assume that \( \mu(\cdot) \) and \( \sigma(\cdot) \) are continuously differentiable on the unit interval \([0, 1] \).

Let \( \{X_i(t), \ t \in [0, 1]\}_{1 \leq i \leq n} \) be \( n \) iid diffusions satisfying the stochastic differential equations:

\[
dX_i(t) = \mu(t)X_i(t)dt + \sigma(t)dB_i(t), \quad i = 1,..., n, \ t \in [0, 1],
\]

(2.2)

where \( B_1, \ldots, B_n \) and \( X_1(0), \ldots, X_n(0) \) are totally independent sequences of Brownian motions and random initial points\(^\dagger\). We assume to have access to the \( n \) random paths through the discrete/noisy observations

\[
Y_i(T_{ij}) = X_i(T_{ij}) + U_{ij}, \quad i = 1,..., n, \ j = 1,..., r(n),
\]

(2.3)

where:

i. \( \{U_{ij}\} \) forms an i.i.d. array of centered measurement errors with unknown finite variance \( \nu^2 \).

ii. \( \{T_{ij}\} \) is the triangular array of the ordered random design points \( T_{ik} < T_{ij}, \) for \( 1 \leq k < j \leq r(n) \), and \( i = 1, 2, \ldots, n \), each drawn independently from a strictly positive density on \([0, 1] \).

iii. \( \{r(n)\} \) is the sequence of grid sizes, determining the denseness of the sampling scheme. The sequence of grid sizes satisfies \( r(n) \geq 2 \) \( (r(n) = 1 \) cannot provide information about covariation) but is otherwise unconstrained and need not to diverge with \( n \).

iv. \( \{X_i\}, \{\hat{T}_{ij}\} \) and \( \{U_{ij}\} \) are totally independent across all indices \( i \) and \( j \), where \( \hat{T}_{ij} \) denote the unordered design points.

Notice that requirements (ii) and (iii) are very mild, allowing a great variety of sampling schemes: from dense to sparse. See Figure 1 for a schematic illustration of the measurement scheme. For the sake of simplicity we will occasionally reduce the notations \( Y_i(T_{ij}) \) and \( X_i(T_{ij}) \) to \( Y_{ij} \) and \( X_{ij} \), respectively.

\(^\dagger\)Note that the probabilistic framework introduced in this model above is well defined, as (2.2) fully determines the probabilistic behaviour of its solutions – under minimal assumptions – all finite-dimensional distributions of the SDE in Equation (2.2) are uniquely determined by the drift and diffusion coefficients.
3. Methodology and Theory

3.1. Motivation and Strategy

It is well known that the drift and diffusion functional coefficients in (1.1) determine the local behaviour of the process. Indeed, they can be naturally interpreted as conditional mean and variance of the process:

\[
\mu(x, t) = \lim_{h \to 0} \frac{1}{h} \mathbb{E}[X(t + h) - x | X(t) = x], \quad \sigma^2(x, t) = \lim_{h \to 0} \frac{1}{h} \mathbb{E}[(X(t + h) - x)^2 | X(t) = x].
\]

See [13], Equation (2). For this reason, the standard approach for conducting inference on (any class of) SDE relies on estimating local properties of the observed process. Clearly, this can only be done directly if one has access to continuous or dense observations. The local perspective shared by existing methods does not adapt to sparsely observed paths, especially when there is noise.

Our approach is global rather than local, and unfolds over three steps. In Step (1), it connects the global features we can estimate from pooling to the local features we are targeting, by means of suitable PDE connecting the two. In Step (2), it accumulates information by sharing information across replications by suitably pooling observations. And, in Step (3) it plugs in suitable estimates of global features into the PDE of Step (1) to obtain plug-in estimators of the drift and diffusion coefficients. In more detail:

Step 1 : Linking the global (FDA) and local (SDE) parametrisations

We establish a bijective correspondence between the drift/diffusion coefficients and the mean/covariance functions (and their derivatives): see the (3.4) and its averaged version (3.5). The fact that such a correspondence exists is not a priori obvious: though the Fokker-Plank equation (Øksendal [32]) shows that drift and diffusion fully characterize the probability law of the SDE’s solution, the same is not necessarily true for the mean and covariance, except in Gaussian diffusions – but we have made no such restriction on the law. Our system effectively shows that global information on the process (mean and covariance and their derivatives) can be translated into information on its local features (drift and diffusion). Consequently, we shift our focus on the estimation of the mean and covariance of the process (and their derivatives).

Step 2 : Pooling data and estimating the covariance

The idea of sharing information is a well-developed and widely used approach in FDA, mostly for estimating the covariance structure from sparse and noise corrupted observations of iid data: see Yao et al. [42]. One
first notices that, given observations \( Y_{ij} = X_i(T_{ij}) + U_{ij} \) as in (2.3), one can view products of off-diagonal observations as proxies for the second-moment function of the latent process. Indeed:

\[
E[Y_{ij}Y_{ik}] = E[X(T_{ij})X(T_{ik})] + \delta_{j,k} \cdot \nu^2.
\]

Intuitively, one can thus recover the covariance by performing 2D scatterplot smoothing on the pooled product observations: see Figure 2. In particular, if one is interested in estimating not only the latent covariance surface, but also its (partial) derivatives, a standard approach is to apply local linear smoothing: see Fan and Gijbels [12]. Broadly speaking, the main idea of local linear smoothing is to fit local planes in two dimensions by means of weighted least squares. In particular, such an approach has the advantage of being fully non parametric.

However, the original approach due to Yao et al. [42] requires the covariance surface to be smooth to achieve consistent estimation, and can not be straightforwardly applied in the setting of SDEs: indeed, in such case, the covariance possesses a singularity on the diagonal. A recent modification by Mohammadi and Panaretos [30], however, considers smoothing the covariance as a function defined on the closed lower (upper) triangle:

\[
\triangle := \{ (t, s) : 0 \leq t \leq s \leq 1 \}.
\]

We will show that covariances corresponding to SDEs of the form (2.1) are smooth on \( \triangle \), provided some regularity of the drift and diffusion functionals: see condition \( C(0) \). This, in turn, allows us to apply the methodology in Mohammadi and Panaretos [30] to consistently estimate the covariance function from iid, sparse and noise corrupted samples, with uniform convergence rates. In fact, we will show how to extend such an estimation procedure to recover the partial derivatives of the covariance function as well: see Subsections 3.3 and 3.4.

**Step 3 : Plug-in estimation**

The method described in Step 2 allows us to consistently recover, with uniform convergence rates, the mean and covariance functions of the latent process, together with their derivatives. Then, we may finally plug our mean/covariance estimators (and their derivatives) into the averaged PDE system (3.5), allowing us to translate the global/pooled information into local information on the drift and diffusion. In short, we obtain plug-in estimators for the drift and diffusion via the PDE system: see Equation (3.14) below.
Remark 1. In essence, we estimate drift and diffusion by plug-in estimators based on the mean and covariance of the process. Our estimators of the mean and the covariance are oblivious to the ordering of the time points $T_{ij}$. In fact, we order them just for notational convenience, so that we may easily distinguish the pairs of times that lie in the upper (lower) triangle, by the corresponding index ordering. For instance, in the first sum appearing in (3.13), rather then summing over the pair of times $\{\tilde{T}_{ij}, \tilde{T}_{ik} : \tilde{T}_{ij} < \tilde{T}_{ik}\}$ we can simply sum over $j < k$.

3.2. Mean, covariance, drift, diffusion: regularity and PDEs

As outlined in the previous subsection, our methodology for estimating the drift $\mu(\cdot)$ and diffusion $\sigma(\cdot)$ functions builds on a family of systems of deterministic PDE – derived from Itô’s formula – that relate the SDE parameters with the mean function $t \mapsto m(t) := \mathbb{E}X(t)$, the second moment function $(t, s) \mapsto G(t, s) := \mathbb{E}[X(t)X(s)]$, and their (partial) derivatives. We will require the following assumption:

$C(0)$ $\mu(\cdot), \sigma(\cdot) \in C^d([0,1], \mathbb{R})$ for some $d \geq 1$.

Our starting point consists in the following system of ODEs, which is obtained by direct application of Itô’s formula:

$$\begin{align*}
\partial m(t) &= m(t) \mu(t), \\
\sigma^2(t) &= \partial D(t) - 2 \mu(t) D(t),
\end{align*}$$

where $D(t) = G(t, t), t \in [0,1]$. System (3.2) holds whenever $C(0)$ is satisfied. See for instance Särkkä and Solin [39] or Karatzas et al. [22], where it is referred to as the “linear system”. In spite of its appealing simplicity, the system (3.2), only involves marginal variances, i.e. second order structure restricted to the diagonal segment $\{G(t, t) : 0 \leq t \leq 1\}$.

We seek to generalise the second equation appearing in (3.2) by some deterministic PDE involving the entire second order structure $\{G(t, s) : 0 \leq t \leq s \leq 1\}$. Such a relation requires to consider the process at different points in time $t < s$, and hence cannot be obtained via direct application of Itô’s formula. Nevertheless, we establish such result in Proposition 1, by an application of stopping times to Itô’s formula.

Indeed, it would appear that Proposition 1 bears some novelty in applying Itô’s formula to functions with two dimensional time points, i.e. $\phi(x, t, s)$ with $s, t \in [0,1], x \in \mathbb{R}$.

Proposition 1. Assume $C(0)$. Then, $G(\cdot, \cdot) \in C^{d+1}(\Delta, \mathbb{R})$. Moreover:

$$G(t, s) = G(0, 0) + 2 \int_0^t \int_t^s G(u, u) \mu(u) du + \int_0^t \int_t^s G(t, u) \mu(u) du + \int_0^t \sigma^2(u) du, \quad 0 \leq t \leq s \leq 1. \quad (3.3)$$

In particular, the following family of PDE systems holds:

$$\begin{align*}
\partial m(t) &= m(t) \mu(t), \\
\sigma^2(t) &= \partial_t G(t, s) - \mu(t) G(t, t) - \int_t^s \mu(u) \partial_t G(t, u) du,
\end{align*}$$

0 $\leq t \leq s \leq 1. \quad (3.4)$

Note that (3.3) is a bona-fide generalisation of (3.2), as the latter may be obtained from the former by fixing $s = t$ and taking derivatives.

For every $s \in [0,1]$, (3.4) defines a PDE relating the diffusion $\sigma^2(\cdot)$ and the second order function $G(\cdot, \cdot)$ of the process. Having at our disposal a family of equations, we wish to combine the information contained in each identity. Therefore, it is natural to consider the following equation:

$$\begin{align*}
\partial m(t) &= m(t) \mu(t), \\
\sigma^2(t) &= \frac{1}{2} \int_0^1 \left( \partial_s G(t, s) - \mu(t) G(t, t) - \int_t^s \mu(u) \partial_t G(t, u) du \right) ds,
\end{align*}$$

0 $\leq t \leq 1. \quad (3.5)$

which is obtained from (3.4) by a simple averaging argument. That is, for every $t \in [0,1]$, we may average over $s \geq t$ of the corresponding identity given by (3.4).
A salient feature of (3.5) is the fact that it relates the intrinsically local pointwise diffusion coefficient to the infinitesimal local variation of the process at time $t$ to the global behaviour of the process.

We will show that the PDE system in (3.5) yields consistent plug-in estimators for both the drift and the diffusion. In the simulations section (Section 5) we investigate the finite-sample behaviour of a plug-in estimator based on (3.5), and compare its performance against an estimator based on the “simple” system (3.2). We observe improved finite sample performance when using (3.5).

### 3.3. Estimators

In the following we illustrate how we estimate $m$, $G$ and their derivatives by means of local polynomial smoothing (Fan and Gijbels [12]).

The mean function $m(\cdot)$ can be easily estimated by pooling all the observations: this is standard for sparsely observed functional data, and we refer the reader to Li and Hsing [26] and Yao et al. [42].

As for the covariance, we may pool the empirical second moments from all individuals on the closed lower (upper) triangle:

$$\triangle := \{(t, s) : 0 \leq t \leq s \leq 1\}. \quad (3.6)$$

and proceed by local polynomial smoothing. This method is due to Mohammadi and Panaretos [30], and modifies the classical approach of Yao et al. [42] to allow for processes with paths of low regularity, with a covariance function that is non-differentiable on the diagonal \{(t, t) : t \in [0, 1]\}, but rather of the form:

$$E(X(t)X(s)) = g(\min(s, t), \max(s, t)), \quad (3.7)$$

for some smooth function $g$ that is at least of class $C^{d+1}$ for some $d \geq 1$. Fortunately, under the assumption $C(0)$, this is satisfied for the SDE (2.1) under consideration; see Proposition $1$. Consequently, one can employ local polynomial smoothing to obtain consistent estimators of the function and its (partial) derivatives, as required. In detail, given any $0 \leq t \leq 1$ the pointwise local polynomial smoothing estimator of order $d$ for $m(t)$ and its derivative $\partial m(t)$ are obtained as

$$\left(\widehat{m}(t), h_m \cdot \widehat{\partial m}(t)\right)^T = \left(\begin{array}{c} (1, 0, \ldots, 0)^T \\
\vdots \end{array} \right)_{d \text{ times}} ^T \beta_p(t)_{0 \leq p \leq d}, \left(0, 1, 0, \ldots, 0\right)^T \beta_p(t)_{0 \leq p \leq d} \right)^T \quad (3.8)$$

where the vector $\left\{\widehat{\beta}_p(t)\right\}_{0 \leq p \leq d}$ is the solution of the following optimization problem

$$\arg\min_{\{\beta_p\}_{0 \leq p \leq d}} \sum_{i=1}^{n} \sum_{j=1}^{r(n)} \left\{ Y_{ij} - \sum_{p=0}^{d} \beta_p (T_{ij} - t)^p \right\}^2 K_{h_m} (T_{ij} - t), \quad (3.9)$$

with $h_m$ a one-dimensional bandwidth parameter depending on $n$ and $K_{h_m}(\cdot) = h_m^{-1}K_m (h_{m}^{-1} \cdot)$, for some univariate integrable kernel $K_m$.

Similarly, to estimate $G(t, s)$ restricted to the lower triangle $\triangle = \{(t, s) : 0 \leq t \leq s \leq 1\}$ we apply a local polynomial smoothing regression method to the following 2D scatter plot:

$$\{(T_{ik}, T_{ij}, Y_{ij}Y_{ik}) : i = 1, \ldots, n, k < j\}. \quad (3.10)$$

Note that we excluded diagonal points (squared observations with indices $j = k$) from the regression, as the measurement error in the observations causes such diagonal observations to introduce (asymptotically persistent) bias, i.e. conditionally on the design array $\{T_{ij}\}$ we have:

$$E[Y_{ij}Y_{ik}] = G(T_{ik}, T_{ij}) + \delta_{j,k} \cdot \nu^2. \quad (3.11)$$
In detail, for \( t \leq s \), the local polynomial smoothing of order \( d \) for \( G(t, s) \) and its partial derivative \( \partial_t G(t, s) \) are proposed to be

\[
\left( \hat{G}(t, s), \ h_G \cdot \partial_t \hat{G}(t, s) \right)^T = ((1, 0, \ldots, 0)^T (\hat{\gamma}_{p,q}(t, s)))_{0 \leq p+q \leq d}, (0, 1, 0, \ldots, 0)^T (\hat{\gamma}_{p,q}(t, s)))_{0 \leq p+q \leq d}^T
\]

where the vector \((\hat{\gamma}_{0,0}(t, s), \hat{\gamma}_{1,0}(t, s), \hat{\gamma}_{0,1}(t, s), \ldots, \hat{\gamma}_{d,0}(t, s), \hat{\gamma}_{0,d}(t, s))^T = (\hat{\gamma}_{p,q}(t, s))_{0 \leq p+q \leq d} \) is the minimizer of the following problem:

\[
\arg\min_{(\gamma_{p,q})} \sum_{i \leq n} \sum_{k < j} \left\{ Y_{ij}Y_{ik} - \sum_{0 \leq p+q \leq d} \gamma_{p,q} (T_{ij} - s)^p (T_{ik} - t)^q \right\}^2 K_{H_G} (T_{ij} - s, T_{ik} - t)
\]

\( = \arg\min_{(\gamma_{p,q})} \sum_{i \leq n} \sum_{k < j} \left\{ Y_{ik}Y_{ij} - \sum_{0 \leq p+q \leq d} \gamma_{p,q} h_{G}^{p+q} \left( \frac{\partial m}{\partial G} \right)^p \left( \frac{T_{ij} - s}{h_G} \right) q \right\}^2 K_{H_G} ((T_{ij} - s), (T_{ik} - t)).
\]

Here \( H_G^{1/2} = \text{diag}(h_G, h_G) \) for some positive bandwidth parameter \( h_G \), and \( K_{H_G}(\cdot) = |H_G|^{-1/2} K_G \left( H_G^{-1/2} \cdot \right) \) for some bi-variate integrable kernel \( K_G \). A two-dimensional Taylor expansion at \((s, t)\) motivates estimating \( G \) and its partial derivatives as the vector minimizer (3.13).

Having defined our estimators for \( m, G \) and their (partial) derivatives, we can combine this with Proposition 1 to obtain the following simultaneous estimators \((\hat{\mu}, \hat{\sigma}_D^2)\) for the drift and diffusion functions:

\[
\begin{aligned}
\hat{\mu}(t) &= (\hat{m}(t))^{-1} \left( \partial D(t) \partial m(t) - \partial m(t) \partial D(t) \right), \\
\hat{\sigma}_D^2(t) &= \frac{1}{t} \int_0^t \left( \partial G(t, u) \partial m(u) \partial G(t, u) \right) ds. \quad t \in [0, 1]
\end{aligned}
\]

For the interest of comparison, we will also investigate the plug-in estimator based on the simpler “linear system”, i.e. (3.2):

\[
\hat{\sigma}_D^2(t) = \partial D(t) - 2 \hat{\mu}(t) \hat{D}(t), \quad t \in [0, 1],
\]

Note that both equations are well-defined as long as the mean function is bounded away from 0. For the cases considered in (1.3), this is easily avoidable and entails no serious restriction:

- When \( \alpha = 1 \) and \( \beta \in \{ 0, 1/2, 1 \} \), the mean function is available in closed form, \( m(t) = m(0) \exp \left( \int_0^t \mu(v) dv \right) \), showing that the mean function is bounded away from zero, \( \inf_{t \in [0, 1]} |m(t)| \neq 0 \), if and only if \( m(0) \neq 0 \).
- When \( \alpha = 0 \) and \( \beta \in \{ 0, 1/2, 1 \} \) the issue concerning drift estimation does not arise, as division by the mean function is not required to isolate it in the equation PDE; see Proposition 4. However, when \( \beta = 1/2 \), division by the mean function is required to estimate the diffusion, hence requiring a lower bound on its distance from zero. Still, the closed form representation of the mean function \( m(t) = m(0) + \int_0^t \mu(u) du \) shows that the condition is easily satisfied – for instance when \( m(0) \mu(\cdot) \) is always either positive or negative. Similarly, when \( \beta = 1 \), to isolate the diffusion in the PDE, we need to divide by the diagonal second-moment function \( D(\cdot) \); this however, by Jensen’s inequality and by the lower bound on the absolute value of the mean function, poses no issue.

In light of the above, the following assumption suffices to ensure that \( m \) will be bounded away from zero, and the equations (3.4) and (3.2) are well-defined:

**C(1)** If \( \alpha = 1 \), assume that \( m(0) \neq 0 \). If \( \alpha = 0 \), assume that \( \inf_{t \in [0, 1]} |m(0) + \int_0^t \mu(s) ds| \neq 0. \)
3.4. Asymptotic Theory

In the present subsection we establish the consistency and convergence rate of the nonparametric estimators defined through (3.14). We will consider the limit as the number of replications diverges, \( n \to \infty \). Our rates are non-asymptotic in terms of \( r(n) \) reflecting how different sampling frequency might affect the speed of convergence.

Set \( K_G(\cdot, \cdot) = W(\cdot)W(\cdot) \) and \( K_m(\cdot) = W(\cdot) \) for some appropriately chosen symmetric univariate probability density kernel \( W(\cdot) \), with finite 4th moment. The kernel function \( W(\cdot) \) depends, in general, on \( n \). For the sake of simplicity we choose \( W(\cdot) \) to be in one of the forms \( \{W_n\} \) or \( \{\mathbb{W}_n\} \) below:

\[
W_n(u) = \exp \left( -\frac{u}{a_n} \right), \quad \mathbb{W}_n(u) = \begin{cases} W_1(u) & \text{if } |u| < 1, \\ W_n(u) & \text{if } |u| \geq 1, \end{cases}
\]

where \( \{a_n\} \) is a sequences of positive numbers tending to zero sufficiently fast such that \( W_n(1^+) \leq O \left( h_G^{d+3} \right) \).

See Subsection 5.2 of Mohammadi and Panaretos [30] for a discussion around the choice of kernel function \( W(\cdot) \). We additionally make the following assumptions:

**Condition C(2)** There exists some positive number \( M \) for which we have \( 0 < \mathbb{P} (T_{ij} \in [a, b]) \leq M(b-a) \), for all \( i, j \) and \( 0 \leq a < b \leq 1 \).

**Condition C(3)** \( \mathbb{E} |U_{ij}|^\rho < \infty \) and \( \mathbb{E} |X(0)|^\rho < \infty \).

Condition C(2) concerns the sampling design, and asks that the domain be sampled minimally evenly. Condition C(3) bounds the \( \rho \)-moment for a \( \rho \) to be specified as needed later) of the noise contaminant, as well as of the starting point (initial distribution) of the diffusion. The latter clearly holds whenever the initial point \( X(0) \) follows a degenerate distribution i.e. \( X(0) = x \) a.s. for some \( x \) in \( \mathbb{R} \).

Remarkably, these two conditions alone are sufficient to prove consistency; any other regularity property needed to ensure convergence of the local polynomial regression method can be shown to be satisfied in the present setting as a consequence to the stochastic behaviour constrained by (2.1). Indeed, in light of Proposition 1 we conclude that \( G \) satisfies the regularity conditions C(2) of Mohammadi and Panaretos [30]. Moreover, Lemma 1 below justifies condition C(1) of Mohammadi and Panaretos [30] (i.e. finiteness of \( \sup_{0 \leq t \leq 1} \mathbb{E} |X(t)|^\rho \) as a result of finiteness of \( \mathbb{E} |X(0)|^\rho \).

**Lemma 1.** Let \( \rho \) be a positive number, then \( \sup_{0 \leq t \leq 1} \mathbb{E} |X(t)|^\rho < \infty \) holds if and only if \( \mathbb{E} |X(0)|^\rho < \infty \).

Now, let us define:

\[
R(n) = \left[ h_m^{-1} \log_n \left( h_m^2 + h_m \left( \frac{r}{n} \right) \right) \right]^{1/2} + h_m^{d+1}, \quad \text{and} \quad Q(n) = \left[ h_G^{-1} \log_n \left( h_G^4 + h_G^2 + h_G^2 \left( \frac{r^2}{n^2} \right) \right) \right]^{1/2} + h_G^{d+1}.
\]

We are now ready to present the asymptotic behaviour of the estimates proposed above.

**Theorem 1.** Assume conditions C(0), C(2) and C(3) hold for \( \rho > 2 \), and let \( \hat{m}(\cdot) \) and \( \hat{\partial}m(\cdot) \) be the estimators defined in (3.8). Then with probability 1:

\[
\sup_{0 \leq t \leq 1} |\hat{m}(t) - m(t)| = O \left( R(n) \right) \quad \text{(3.16)}
\]

\[
\sup_{0 \leq t \leq 1} |\hat{\partial}m(t) - \partial m(t)| = h_m^{-1} O \left( R(n) \right). \quad \text{(3.17)}
\]

If additionally C(3) holds for \( \rho > 4 \), then \( \hat{G}(\cdot, \cdot) \) and \( \hat{\partial}_t \hat{G}(\cdot, \cdot) \) defined in (3.12) satisfy with probability 1:

\[
\sup_{0 \leq t \leq s \leq 1} |\hat{G}(t, s) - G(t, s)| = O \left( Q(n) \right) \quad \text{(3.18)}
\]

\[
\sup_{0 \leq t \leq s \leq 1} |\hat{\partial}_t \hat{G}(t, s) - \partial_t G(t, s)| = h_G^{-1} O \left( Q(n) \right), \quad \text{(3.19)}
\]
Theorem 2. Assume conditions $C(0)$, $C(1)$, $C(2)$ and $C(3)$ hold for $\rho > 2$, in particular, $m(0) \neq 0$. Let $\hat{\mu}(\cdot)$ be the estimator defined in (3.14). Then, with probability 1:

$$
\sup_{0 \leq t \leq 1} |\hat{\mu}(t) - \mu(t)| = h_m^{-1} O(\mathcal{R}(n)) .
$$  

(3.20)

If additionally $C(3)$ holds for $\rho > 4$, and $\hat{\sigma}(\cdot)$ is defined from either (3.14) or (3.15), then with probability 1:

$$
\sup_{0 \leq t \leq 1} |\hat{\sigma}^2(t) - \sigma^2(t)| = h_m^{-1} O(\mathcal{R}(n)) + h_G^{-1} O(\mathcal{Q}(n)) .
$$  

(3.21)

Corollary 1. Additionally to the conditions of Theorem 2, let us assume a dense sampling regime, i.e. $r(n) \geq M_n$ for some increasing sequence satisfying $M_n \uparrow \infty$. Furthermore, assume that the bandwidths both satisfy

$$
M_n^{-1} \lesssim h_m \lesssim \left(\frac{\log n}{n}\right)^{1/(2(1+d))} \quad \text{and} \quad M_n^{-1} \lesssim h_G \lesssim \left(\frac{\log n}{n}\right)^{1/(2(1+d))} .
$$

Then, with probability 1:

$$
\sup_{0 \leq t \leq 1} |\hat{\mu}(t) - m(t)| = O\left(\frac{\log n}{n}\right)^{1/2} \quad \text{and} \quad \sup_{0 \leq t \leq s \leq 1} |\hat{G}(t, s) - G(t, s)| = O\left(\frac{\log n}{n}\right)^{1/2} .
$$

$$
\sup_{0 \leq t \leq 1} |\hat{\sigma}(t) - \sigma(t)| = O\left(\frac{\log n}{n}\right)^{d/(2(1+d))} \quad \text{and} \quad \sup_{0 \leq t \leq s \leq 1} |\hat{\sigma}(t) - \sigma(t)| = O\left(\frac{\log n}{n}\right)^{d/(2(1+d))} .
$$

where $\hat{\sigma}(\cdot)$ may be defined from either (3.14) or (3.15).

Remark 2. When the drift and diffusion functionals are (only) once continuously differentiable (i.e. $d = 1$ in condition $C(0)$), the dense rate in Corollary 1 becomes:

$$
\sup_{0 \leq t \leq 1} |\hat{\mu}(t) - \mu(t)| = O\left(\frac{\log n}{n}\right)^{1/4} \quad \text{and} \quad \sup_{0 \leq t \leq 1} |\hat{\sigma}^2(t) - \sigma^2(t)| = O\left(\frac{\log n}{n}\right)^{1/4} ,
$$

where both equalities are with probability 1. On the other hand, when the drift and diffusion functions are infinitely many times continuously differentiable (i.e. $d = \infty$ in condition $C(0)$), the dense rate in Corollary 1 can approach arbitrarily close to the parametric rate. That is, for arbitrarily small positive $\varepsilon$ we can perform $d$ local polynomial smoothing (for any $d \geq d(\varepsilon) = \lceil\frac{1}{\varepsilon}\rceil$), yielding with probability 1:

$$
\sup_{0 \leq t \leq 1} |\hat{\mu}(t) - \mu(t)| = O\left(\frac{\log n}{n}\right)^{1/2-\varepsilon} \quad \text{and} \quad \sup_{0 \leq t \leq 1} |\hat{\sigma}^2(t) - \sigma^2(t)| = O\left(\frac{\log n}{n}\right)^{1/2-\varepsilon} .
$$

The proofs of the results presented in this subsection are established in the Appendix.

Remark 3. Hall et al. [16] observe that fixed and regular sampling strategy does not affect the consistency result in estimating the FDA functionals $m$ and $G$, provided the (per path) sample size $r(n)$ grows sufficiently fast. Examining the proof of Theorem 2, one may speculate an analogous conclusion for the estimates of the (partial) derivatives of the FDA functionals, and consequently for the drift and diffusion estimates. We also conjecture a similar consequence for the sparse sampling regime when the design points are not common among the paths but shifted in time such that collectively there are enough observations in $h_m(\cdot)$-neighborhoods of each point in the corresponding domain.

Remark 4. Our proof of the uniform convergence result for the diffusion estimator $\hat{\sigma}(\cdot)$ in Theorem 2 proceeds as follows. First, we show that each equation in the family, indexed by $s$, in (3.4) yields uniformly consistent plug-in estimators, over $t \leq s$. Then, we essentially complete our proof by dominated convergence,
showing that the integration over s preserves the uniform consistency result, and hence proving the uniform convergence result for the averaged estimator (3.5). We remark that, from the perspective of asymptotic theory, such averaging does not come at any benefit nor expense: each plug-in estimator based on some equation in (3.4) benefits from the same rate of convergence, and this translates to the same rate for the estimator based on the averaged equation as well. In particular, this implies that, in our proof, we show that a plug-in estimator based on the simple linear equation (3.2) manifests the same rate of convergence as does the plug-in estimator based on the more elaborate averaged equation (3.5). However, the expectation is that the finite-sample behaviour of those estimators as manifested in practice will be different – namely, we expect that an estimator based on (3.5) to perform better, as it somehow incorporates at least as much as does the simple linear system. This expectation is observed throughout our simulations 5. Possibly such an effect may be hidden in the constants of the convergence rates.

4. Extensions

4.1. An “easier” problem: integrated volatility estimation

In the previous sections we developed a consistent methodology for estimating the (drift and) diffusion functional pointwise. In many applications, though, the primary interest may lie in estimating the integrated diffusion instead, sometimes referred to as integrated volatility:

\[ t \mapsto \int_0^t \sigma^2(u) du, \quad 0 \leq t \leq 1. \tag{4.1} \]

This quantity naturally arises for instance when one is interested in assessing the variance of stock returns for portfolio optimization or for quantifying their exposure to risk, during a certain time period. Indeed, there are many instances in the literature where focus is fully dedicated to the problem of estimating the integrated volatility, assuming various stochastic models and under different observational setting: see for instance Woerner [41], Zhang et al. [43] or Jacod and Todorov [20].

The system of equations we derived in Section 3 includes “population” identities involving the integrated diffusion function. For instance, from the second equation in (3.2) we may obtain the following identity:

\[ \int_0^t \sigma^2(u) du = D(t) - D(0) - 2 \int_0^t \partial m(u) \frac{D(u)}{m(u)} du, \quad 0 \leq t \leq 1. \tag{4.2} \]

In turn, if one has estimates \( \hat{m}(\cdot), \hat{m}(\cdot) \) and \( \hat{D}(\cdot) \) for \( m(\cdot), \partial m(\cdot) \) and \( D(\cdot) \), respectively, then such an identity clearly leads to the definition of an estimator for the integrated diffusion by plug-in estimation. Simulation results suggest good asymptotic behaviour of such estimator, with (as might be hoped) faster convergence rates with compared to the pointwise estimator of the integrand: see Section 5. However, since the derivative of the mean function appears in the identity (4.2) – which is estimated at a slower rate by our local polynomial smoothing approach – it is not straightforward why the integrated volatility should grant better convergence rates. A simple heuristic argument shows that the rate of convergence might even be optimal. Indeed, suppose that \( \hat{m} \approx \hat{m} \). Then:

\[
\begin{align*}
|D(t) - D(0) - 2 \int_0^t \left( \partial m(u) \frac{D(u)}{m(u)} \right) du - \hat{D}(t) - \hat{D}(0) - 2 \int_0^t \left( \partial \hat{m}(u) \frac{\hat{D}(u)}{\hat{m}(u)} \right) du | \\
n \approx |D(t) - D(0) - 2 \int_0^t \left( \partial m(u) \frac{D(u)}{m(u)} \right) du - \hat{D}(t) - \hat{D}(0) - 2 \int_0^t \left( \partial \hat{m}(u) \frac{\hat{D}(u)}{\hat{m}(u)} \right) du | \\
\leq 2 \sup_{0 \leq u \leq 1} |\hat{D}(u) - D(u)| + 2 \left| \int_0^t \partial m(u) \left( \frac{D(u)}{m(u)} - \frac{\hat{D}(u)}{\hat{m}(u)} \right) du \right| + 2 \left| \int_0^t (\partial m(u) - \partial \hat{m}(u)) \frac{\hat{D}(u)}{\hat{m}(u)} du \right| \\
\leq O(1) \left( \sup_{0 \leq u \leq 1} |\hat{D}(u) - D(u)| + \sup_{0 \leq u \leq 1} |\hat{m}(u) - m(u)| \right).
\end{align*}
\]
which grants optimal rates of convergence of the estimator for the integrated diffusion, provided the estimators $\hat{D}(\cdot)$ and $\hat{m}(\cdot)$ are uniformly asymptotically optimal. We additionally remark that the (reasonable) condition $\partial m \approx \partial \hat{m}$ is in fact satisfied by a large class of non parametric estimators, such as spline smoothing estimators and general projection methods.

A similar line of reasoning can be applied to the following expression for the integrated diffusion:

$$\int_0^t \sigma^2(u) \, du = -G(0,0) - 2 \int_0^t \partial m(u) \frac{G(u,u)}{m(u)} \, du + \frac{1}{1-t} \int_t^1 \left( G(t,s) - \int_s^t \partial m(u) \frac{G(t,u)}{m(u)} \, du \right) \, ds, \quad 0 \leq t \leq 1,$$

which is derived from (3.3). The subsequent heuristics are also very similar, as is the tentative statement regarding the optimality of the plug-in estimator defined implicitly via the equation.

### 4.2. Different Time-Inhomogeneous Models

The methodology developed for the specific case of (2.1) (i.e. a time-inhomogeneous Ornstein-Uhlenbeck process) can be extended to the following wider class of models:

$$dX(t) = \mu(t)X(t)^{\alpha} \, dt + \sigma(t)X(t)^{\beta} \, dB(t), \quad with \quad \alpha \in \{0,1\}, \beta \in \{0,1/2,1\}.$$

We now show precisely how to extend our method, with a detailed treatment of each case.

**Case I : Time-inhomogeneous Geometric Brownian Motion ($\alpha = 1$ and $\beta = 1$):**

We first provide counterparts of the results above to the case $\alpha = 1$ and $\beta = 1$ i.e.

$$dX(t) = \mu(t)X(t) \, dt + \sigma(t)X(t) \, dB(t), \quad t \in [0,1] \quad (4.4)$$

**Proposition 2.** Let the stochastic process $\{X(t)\}_{t \geq 0}$ satisfy (4.4) and assume $C(0)$ holds. Then, $m(\cdot) \in C^{d+1}([0,1],\mathbb{R})$ and $G(\cdot, \cdot) \in C^{d+1}(\Delta, \mathbb{R})$. Moreover:

$$G(t,s) = G(0,0) + 2 \int_0^t D(u) \mu(u) \, du + \int_t^s G(t,u) \mu(u) \, du + \int_t^s \sigma^2(u) \, D(u) \, du \quad (4.5)$$

In particular:

$$\partial_t G(t,s) = \mu(t)G(t,t) + \int_t^s \mu(u) \partial_t G(t,u) \, du + \sigma^2(t)G(t,t) \quad (4.6)$$

and the following system of PDEs holds:

$$\begin{cases}
\partial_t m(t) = m(t)\mu(t), \\
\partial_t G(t,s) = \mu(t)D(t) + \int_t^s \mu(u) \partial_t G(t,u) \, du + \sigma^2(t)D(t),
\end{cases} \quad (t,s) \in \Delta. \quad (4.7)$$

**Lemma 2.** Let the stochastic process $\{X(t)\}_{t \geq 0}$ be defined as (4.4) and $\rho$ be a positive number, then condition $\sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^\rho < \infty$ holds if and only if $\mathbb{E}|X(0)|^\rho < \infty$.

By Lemma 2, we can obtain analogous results for the case of (4.4) as obtained in Theorems 1 and 2. Indeed, local polynomial smoothing entails the same rates of convergence for the mean function $m(\cdot)$ (and its derivative) and for the second moment function $G(\cdot, \cdot)$ (and its partial derivatives) as stated in Theorems 1, provided $C(0)$, $C(2)$ and $C(3)$ hold with $\rho > 2$ and $\rho > 4$, respectively. Moreover, defining $\hat{\mu}, \hat{\sigma}_T^2$ and $\hat{\sigma}_T^2$ by plug-in estimation in terms of (4.7):

$$\begin{cases}
\hat{\mu}(t) = \hat{\partial m}(t)(\hat{m}(t))^{-1}, \\
\hat{\sigma}_T^2(t) = \hat{\partial D}(t)(\hat{D}(t))^{-1} - 2\hat{\mu}(t), \\
\hat{\sigma}_T^2(t) = (\hat{D}(t))^{-1} \int_0^1 \left( \partial_t G(t,s) - \hat{\mu}(t)\hat{D}(t) - \int_s^t \hat{\mu}(u) \partial_t G(t,u) \, du \right) \, ds.
\end{cases} \quad t \in [0,1]$$

we can show that the same rates of convergence hold as stated in Theorem 2, provided $C(0)$, $C(1)$, $C(2)$ and $C(3)$ hold with $\rho > 2$ and $\rho > 4$ for the drift and diffusion estimators, respectively.
\textbf{Case II : Time-inhomogeneous Cox–Ingersoll–Ross model ($\alpha = 1$ and $\beta = 1/2$):}

Next we focus on the case $\alpha = 1$ and $\beta = 1/2$, i.e.:

\begin{equation}
 dX(t) = \mu(t)X(t)dt + \sigma(t)X^{1/2}(t)dB(t), \quad t \in [0, 1].
\end{equation}

**Proposition 3.** Let the stochastic process \{X(t)\}_{t \geq 0} satisfies (4.8) and assume \textbf{C(0)} holds. Then, \( m(\cdot) \in \mathcal{C}^{d+1}([0, 1], \mathbb{R}) \) and \( G(\cdot, \cdot) \in \mathcal{C}^{d+1}(\Delta, \mathbb{R}) \). Moreover:

\begin{align*}
 G(t, s) &= G(0, 0) + 2 \int_0^t D(u)\mu(u) du + \int_t^s G(t, u)\mu(u) du + \int_0^t \sigma^2(u) m(u) du,
\end{align*}

In particular:

\begin{align*}
 \partial_t G(t, s) &= \mu(t)D(t) + \int_t^s \mu(u) \partial_t G(t, u) du + \sigma^2(t)m(t),
\end{align*}

and the following system of PDEs holds:

\begin{align*}
 \begin{cases}
 \partial t m(t) = m(t)\mu(t), \\
 \partial t G(t, s) = \mu(t)D(t) + \int_t^s \mu(u) \partial_t G(t, u) du + \sigma^2(t)m(t),
\end{cases} \quad (t, s) \in \Delta.
\end{align*}

To deduce analogue results for the case of (4.8) we require the following stronger assumption \textbf{C(4)}:

\textbf{C(4)} \quad \mathbb{E}|U_{ij}|^p < \infty \quad \text{and} \quad \sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^p < \infty.

See Lemma 3. Indeed, local polynomial smoothing entails the same rates of convergence for the mean function \( m(\cdot) \) (and its derivative) and for the second moment function \( G(\cdot, \cdot) \) (and its partial derivatives) as stated in Theorems 1, provided \textbf{C(0)}, \textbf{C(2)} and \textbf{C(4)} hold with $\rho > 2$ and $\rho > 4$, respectively. Moreover, defining $\hat{\mu}$ and $\hat{\sigma}^2_D$ or $\hat{\sigma}^2_T$ by plug-in estimation in terms of (4.11):

\begin{align*}
 \begin{cases}
 \hat{\mu}(t) &= \hat{\mu}(t)(\hat{m}(t))^{-1}, \\
 \hat{\sigma}^2_D(t) &= \hat{\sigma}^2_D(t)(\hat{m}(t))^{-1} - 2\hat{\mu}(t)\hat{D}(t)(\hat{m}(t))^{-1}, \\
 \hat{\sigma}^2_T(t) &= (\hat{m}(t))^{-1} \frac{1}{t-1} \int_t^1 \left( \hat{\partial}_t G(t, s) - \hat{\mu}(t)\hat{D}(t) - \int_s^t \hat{\mu}(u) \hat{\partial}_t G(t, u) du \right) ds,
\end{cases} \quad t \in [0, 1]
\end{align*}

we can show that the same rates of convergence hold as stated in Theorem 2, provided $m(0) \neq 0$ (see (A.8)), \textbf{C(0)}, \textbf{C(2)} and \textbf{C(4)} hold with $\rho > 2$ and $\rho > 4$ for the drift and diffusion estimators, respectively.

**Lemma 3.** Let the stochastic process \{X(t)\}_{t \geq 0} be defined as (4.8) and $\rho$ be a natural power of 2 i.e. $\rho \in \{2, 4, 8, 16, \cdots \}$, then condition \( \sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^p < \infty \) holds if and only if $\mathbb{E}|X(0)|^p < \infty$.

\textbf{Case III :} $\alpha = 0$ and $\beta \in \{0, 1/2, 1\}$

The remaining cases corresponding to $\alpha = 0$ and $\beta \in \{0, 1/2, 1\}$ can be handled in unison:

\begin{equation}
 dX(t) = \mu(t)dt + \sigma(t)X^{\beta}(t)dB(t), \quad 0 \leq t \leq 1, \quad \beta \in \{0, 1/2, 1\}.
\end{equation}

**Proposition 4.** Let the stochastic process \{X(t)\}_{t \geq 0} satisfy (4.12) and assume \textbf{C(0)} holds. Then, \( m(\cdot) \in \mathcal{C}^{d+1}([0, 1], \mathbb{R}) \) and \( G(\cdot, \cdot) \in \mathcal{C}^{d+1}(\Delta, \mathbb{R}) \). Moreover:

\begin{align*}
 G(t, s) &= G(0, 0) + 2 \int_0^t m(u) \mu(u) du + m(t) \int_t^s \mu(u) du + \int_0^t \sigma^2(u) \mathbb{E}(X^{2\beta}(u)) du,
\end{align*}

In particular:

\begin{align*}
 \partial_t G(t, s) &= m(t)\mu(t) + \partial m(t) \int_t^s \mu(u) du + \sigma^2(t)\mathbb{E}(X^{2\beta}(t)).
\end{align*}
and the following system of PDEs holds:

\[
\begin{cases}
\partial m(t) = \mu(t), \\
\partial_t G(t, s) = m(t)\mu(t) + \partial m(t) \int_t^t \mu(u)du + \sigma^2(t)E(X^2(t))
\end{cases}
\quad (t, s) \in \Delta.
\] (4.15)

Notice that the expression \( E(X^2(t)) \) appearing in (4.15) equals to 1, \( m(t) \) and \( D(t) \) depending on the value of \( \beta = 0, \beta = 1/2, \) and \( \beta = 1 \), respectively. Again, we get the same rates of convergence for the mean function \( m(\cdot) \) (and its derivative) and for the second moment function \( G(\cdot, \cdot) \) (and its partial derivatives) as stated in Theorems 1, provided \( C(0), C(2) \) and \( C(4) \) hold with \( \rho > 2 \) and \( \rho > 4 \), respectively. Moreover, similarly defining \( \hat{\mu}, \hat{\sigma}^2_D \) and \( \hat{\sigma}^2_T \) by plug-in estimation in terms of (4.15):

\[
\begin{align*}
\hat{\mu}(t) &= \hat{m}(t), \\
\hat{\sigma}_D^2(t) &= (\hat{\xi}(\beta)(t))^{-1} \left( \hat{D}(t) - 2\hat{m}(t)\hat{\mu}(t) - 2\hat{\mu}(0)\hat{m}(t) \right), \\
\hat{\sigma}_T^2(t) &= (\hat{\xi}(\beta)(t))^{-1} \int_t^1 \left( \hat{\partial}_t G(t, s) - \hat{\mu}(t)\hat{m}(t) - \hat{m}(t) \int_t^s \hat{\mu}(u)du \right)ds,
\end{align*}
\]

where \( \hat{\xi}(\beta) \) is 1, \( \hat{m}(t) \) or \( \hat{D}(t) \) if \( \beta = 0, 1/2, 1 \) respectively, we can show that the same rates of convergence hold as stated in Theorem 2, provided \( C(0), C(2) \) and \( C(4) \) hold with \( \rho > 2 \) and \( \rho > 4 \) for the drift and diffusion estimators, respectively.

5. Simulation Studies

In this section we illustrate how our methodology can be used to estimate the drift and diffusion functions from multiple i.i.d. diffusions observed sparsely, on a random grid, with stochastic noise corruption.

We simulated the \( n \) iid trajectories of the diffusions \{\( X_i(t) \)\} \( i = 1, \ldots, n \) by the Euler-Maruyama approximation scheme (see e.g. Lord et al. [27]) with step-size \( dt = 10^{-3} \). For each path \( X_i \), we selected \( r \) random locations \{\( T_{ij} \)\} \( j = 1, \ldots, r \) (uniformly) in the unit interval and ordered them increasingly. Finally, we considered the value of each trajectory \( X_i \) at the sampled, ordered times \( T_{ij} \), with a random additive noise error. That is, we consider:

\[
Y_{ij} = X_i(T_{ij}) + U_{ij}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, r
\]

where \( U_{ij} \) are iid mean-zero Gaussian measurement errors with finite variance \( \nu^2 \).

We estimated mean and covariance of the processes by local linear and surface smoothing \( (d = 2) \) and consequently drift and diffusion estimators by plug-in estimation. We investigated the performance of our estimation methodology across different values of \( n \) – the number of sampled trajectories, ranging from 100 to 1000 – and \( r \) – the number of observed locations per path, ranging from 2 to 10. In addition, we explored the performance of our methodology across different values for the standard deviation of the measurement error: \( \nu \in \{0, 0.05, 0.1\} \). Note that the latter two choices for \( \nu \) correspond to a signal-to-ratio of roughly 24dB and 30dB. For both linear and surface smoothing we used the Epanechnikov kernel, with bandwidth \( h = (n \cdot r)^{-1/5} \). Evaluation of the estimated functional values was done on a discretized grid over \([0, 1]\), which was subdivided into 25 sub-intervals.

We investigate two examples of time-varying SDEs: the Brownian-Bridge, which has a time-varying drift and constant diffusion coefficient; see Subsection 5.1; and a time-inhomogeneous Ornstein-Uhlenbeck process, with sinusoidal time-varying drift and negative exponential time-varying diffusion; see Subsection 5.2.

In our simulation study, we investigate the finite-sample behaviour of our drift estimator, appearing in the first line of (3.14). Furthermore, we compare two different estimators for the diffusion:

- a plug-in estimator obtained by second line in the simple linear equation (3.2), or equivalently by taking \( s = t \) in the second line of (3.14):
  \[
  \hat{\sigma}_D^2(t) = \partial_t \hat{G}(t, t) + \partial_{\hat{\sigma}^2_D}(t, t) + 2\hat{\mu}(t)\hat{m}(t) - 2\mu(t)(\hat{G}(t, t) + \hat{m}(t))^2,
  \]
- the plug-in estimator obtained by averaging the family of plug-in estimators in (3.14):
  \[
  \hat{\sigma}_T^2(t) = \frac{1}{1-t} \int_t^1 \left( \hat{\partial}_t \hat{G}(t, s) - \hat{\mu}(t)\hat{G}(t, t) - \int_t^s \hat{\mu}(u)\hat{\partial}_t \hat{G}(t, u)du \right)ds.
  \]
For every triple \((n, r, \nu)\), 100 Monte Carlo iterations were run. The performance of the proposed estimators was evaluated by computing the average square root of the integrated squared error (RISE) obtained over 100 Monte Carlo runs, i.e. the average \(L_2\)-distance between each functional estimator and the corresponding true function. That is, every Monte Carlo run accounted for computing the errors 
\[
\|\mu - \hat{\mu}\|_{L^2([0,1])}, \|\sigma^2 - \hat{\sigma}_D^2\|_{L^2([0,1])}, \text{ and } \|\sigma^2 - \hat{\sigma}_T^2\|_{L^2([0,1])},
\]
and we looked into the distribution of these errors over 100 iterations.

5.1. Example 1: Brownian-Bridge

The first model we consider is a Brownian-Bridge:

\[
\begin{cases} 
    dX(t) = -\frac{1}{1-t}X(t)dt + dB(t), & t \in [0, 1], \\
    X(0) = 1.
\end{cases}
\]

i.e. (2.1) with time-varying drift and constant diffusion: \(\mu(t) = -1/(1-t), \sigma(t) = 1\). Note that the process is defined in 1 by its left-hand limit (well known to be a.s. 0). The fact that the drift term is not well-defined at \(t = 1\) implies that (5.1) does not satisfy our assumptions. However, a quick look at the closed form expressions for the first and second moment of the Brownian Bridge will show that our methodology is successful in dealing with such a case as well. Indeed, the key feature needed for local linear (surface) regression estimates to satisfy the convergence rates in Theorem 1 is the smoothness of \(m\) and \(G\).

We explored the behaviour of the drift estimator \(\hat{\mu}\) and of the two diffusion estimators \(\hat{\sigma}_D, \hat{\sigma}_T\) across different values for the number of paths \(n \in \{100, 200, 500, 1000\}\) and for the number of observed points per path \(r \in \{2, 3, 5, 10\}\). The average and median RISE are illustrated in the heatmaps and boxplots in Figure 5 and 6, respectively. The effect of measurement noise is investigated in Figure 7, where we considered Gaussian additive noise with standard deviation \(\nu \in \{0, 0.05, 0.1\}\).

We also investigated the effect of noise contamination on our estimation procedure, and – in particular – we conducted a comparison between estimation performance when assuming knowledge that the observations
Fig 4: Example 1. Drift and diffusion functions for the Brownian Bridge process (5.1)

Fig 5: Example 1. Heatmap illustrating the median RISE of our estimators $\hat{\mu}$, $\hat{\sigma}_D^2$, and $\hat{\sigma}_T^2$ over 100 independent experiments, for different values of $(n, r)$. Observational error variance was set at $\nu = 0.05$. Dark blue shades indicate a low median RISE, while dark red shades indicate high median RISE. The heat-maps show the convergence of the estimators in the sparse regime, as $n$ increases for different values of $r$: that is, for every fixed value of $r$ (row) we see how increasing $n$ (column) leads to progressively more accurate estimates, and that convergence is achieved faster with greater values of $r$.

Fig 6: Example 1. Boxplots of the RISE scores for different values of $(n, r)$.

are error-less (hence including diagonal observations in the local surface regression for $G$) vs being agnostic as to the presence of random measurement error (and hence excluding diagonal observations): the plots in Figure 7 show the average RISE for fixed $r = 5$ as $n$ grows to infinity, with 3 different values for the standard deviation of the error $\nu \in \{0, 0.05, 0.5\}$. Considering that the estimator $\hat{\sigma}_T$ is linked to the entire covariance surface, whereas $\hat{\sigma}_D$ only to its diagonal values, we expected the first to achieve a lower average RISE, although the rates of convergence proven are the same. And indeed, our analysis shows that the estimator
Fig 7: Example 1. Comparing the average RISE with different values for the observational error standard-deviation: $\nu = 0, 0.05, 0.5$. We consider $r = 5$ observations per path, and $n = 100, 200, 500, 1000$ paths.

$\sigma_I^2$ seems to suffer less from boundary issues, and appears to have lower variance, compared to $\sigma_D^2$: this is for instance very evident by comparing the 95% confidence bands of the estimated trajectories for the diffusion in Figure 8.

Fig 8: Example 1. 95% confidence bands of the estimated drift and diffusion functions in 100 Monte carlo runs. We assumed no error contamination, $r = 5$ and $n = 100, 200, 500, 1000$.

We finally considered estimation of the integrated diffusion function $t \mapsto \int_0^t \sigma^2(u)\,du$ for $t \in [0, 1]$ following the discussion and heuristic presented with the extensions in Section 4. We emphasize that, as expected, estimation appears to be more stable indeed, and convergence appears to be achieved faster. In fact, Figure 9 was necessarily presented in a different $y$-scale, as the average errors are of a different order of magnitude.
Fig 9: Example 1. Heatmap and boxplots of the (median) RISE scores for different values of the number of paths \( n \in \{100, 200, 500, 1000\} \) and number of observed points per path \( r \in \{2, 3, 5, 10\} \).

Fig 10: Example 1. 95% confidence bands of the estimated integrated volatility Monte Carlo runs. We assumed no error contamination, \( r = 5 \) and \( n = 100, 200, 500, 1000 \).

5.2. Example 2: Time-inhomogeneous Ornstein-Uhlenbeck process

The second case we consider is that of a time-inhomogeneous Ornstein-Uhlenbeck process defined as:

\[
\begin{aligned}
  dX(t) &= -\frac{1}{5}(1 + \sin(2\pi t))X(t)dt + \sqrt{e^{(1-t)^2}}dB(t), \quad t \in [0, 1], \\
  X(0) &= 2.
\end{aligned}
\]

i.e. (2.1) with time-varying drift and diffusion: \( \mu(t) = -\frac{1}{5}(1 + \sin(2\pi t)), \sigma(t) = \sqrt{e^{(1-t)^2}}. \)

This particular choice of sinusoidal drift and negative-exponential diffusion was made in order to highlight the ability of the described methodology to recover non-trivially time-varying drift and diffusions. We considered the same simulation framework as in Example 1 (the values of \( n, r, \nu \) as well as the number of iterations), and observed very similar asymptotic behaviour concerning the convergence of our estimators (the
reader is referred to the corresponding plots). This may be considered as further indication confirming the flexibility of our methodology, as well as its ability to capture local variability and estimate non-parametric time-varying drift and diffusion functionals. Since the qualitative conclusions are essentially the same as in Example 1, we do not repeat them in detail.

**Fig 12:** Example 2. Heatmap illustrating the median RISE of our estimators \( \hat{\mu}, \hat{\sigma}_D^2 \) and \( \hat{\sigma}_T^2 \) over 100 independent experiments, for different values of \((n, r)\). Observational error variance was set at \( \nu = 0.05 \). Dark blue shades indicate a low average RISE, while dark red shades indicate high average RISE. The heat-maps show the convergence of the estimators in the sparse regime, as \( n \) increases for different values of \( r \).

**Fig 13:** Example 2. Boxplots of the RISE scores for different values of \((n, r)\).
Fig 14: Example 2. 95% confidence bands of the estimated drift and diffusion functions in 100 Monte carlo runs. We assumed no error contamination, $r = 10$ and $n = 100, 200, 500, 1000$.

Fig 15: Example 2. Heatmap and boxplots of the (median) RISE scores for different values of the number of paths $n \in \{100, 200, 500, 1000\}$ and number of observed points per path $r \in \{2, 3, 5, 10\}$.
Appendix

Proof of the Results of Section 3

In the sequel we use the fact that the stochastic process \( \{X(t)\} \) satisfying equation (2.1) admits the following closed form representation

\[
X(t) = X(0) \cdot \exp \left( \int_0^t \mu(v)dv \right) + \int_0^t \exp \left( \int_v^t \mu(u)du \right) \sigma(v)dB(v)
\]  (A.1)

\[
X(s) \cdot \exp \left( \int_s^t \mu(v)dv \right) + \int_s^t \exp \left( \int_v^t \mu(u)du \right) \sigma(v)dB(v), \quad 0 \leq s \leq t \leq 1,
\]  (A.2)

see Øksendal [32], p. 98.

For completeness, we provide a proof of (3.2). In light of the closed form solution (A.1), the functions \( m(\cdot) \) and \( D(\cdot) \) admit the following forms:

\[
m(t) = m(0) \cdot \exp \left( \int_0^t \mu(v)dv \right),
\]  (A.3)

and

\[
D(t) = D(0) \cdot \exp \left( 2 \int_0^t \mu(v)dv \right) + \int_0^t \left( \exp \left( \int_v^t \mu(u)du \right) \sigma(v) \right)^2 dv,
\]

and hence the desired smoothness property \( m(\cdot), D(\cdot) \in C^{d+1}([0,1],\mathbb{R}) \) is deduced via the assumption that \( \mu(\cdot), \sigma(\cdot) \in C^d([0,1]) \).

Proof of Proposition 1. First, observe that the closed form representation (A.2) implies

\[
G(s,t) = D(s) \cdot \exp \left( \int_s^t \mu(v)dv \right), \quad 0 \leq s \leq t \leq 1.
\]  (A.4)

This entails the desired smoothness of the second moment function \( G(\cdot,\cdot) \) on \( \Delta \).

For \( s \geq 0 \), define the stopped process:

\[
Z(t) = X(t)1_{\{t \leq s\}} + X(s)1_{\{s < t\}}, \quad t \geq 0.
\]

Consequently:

\[
\begin{pmatrix}
X(t) \\
Z(t)
\end{pmatrix} = 
\begin{pmatrix}
X(0) \\
X(0)
\end{pmatrix} + \int_0^t \begin{pmatrix}
\mu(u)X(u) \\
\mu(u)X(u)1_{\{u \leq s\}}
\end{pmatrix} du + \int_0^t \begin{pmatrix}
\sigma(u)u \\
\sigma(u)1_{\{u \leq s\}}
\end{pmatrix} dB(u),
\]  (A.5)
which gives a well-defined and unique (up to indistinguishability) Itô diffusion process. Applying Itô's integration by parts formula (see Øksendal [32]) to (A.5), we obtain the following representation for \( E(Z(t)X(t)) \):

\[
E(Z(t)X(t)) = E(X(0)X(0)) + E \int_0^t X(u) dZ(u) + E \int_0^t Z(u) dX(u) + E \int_0^t dX(u) dZ(u).
\]

In particular, by the definition of the stopped process \( \{Z(t)\} \), we conclude:

\[
E(X(s)X(t)) = E(X(0)X(0)) + 2E \int_0^s X^2(u) \mu(u) \, du + E \int_s^t X(s)X(u) \, du + E \int_s^t \sigma^2(u) \, du.
\]

By the linear growth condition, the continuity of mean and mean squared functions, and the Fubini-Tonelli Theorem, we can interchange integral and expectation to obtain:

\[
E(X(s)X(t)) = E(X(0)X(0)) + 2 \int_0^s E(X^2(u)) \mu(u) \, du + \int_s^t E(X(s)X(u)) \mu(u) \, du + \int_s^t \sigma^2(u) \, du,
\]

as claimed in (3.3). Taking partial derivatives with respect to \( s \) we obtain:

\[
\frac{\partial}{\partial s} G(s,t) = 2\mu(s)G(s,s) - \mu(s)G(s,s) + \int_s^t \mu(u) \frac{\partial}{\partial s} G(s,u) \, du + \sigma^2(s),
\]

as desired. Integrating with respect to \( t \) leads to the second equation appearing in system (3.4). Combining this with the first equation in (3.2) completes the proof.

**Proof of Lemma 1.** Recall that the stochastic process \( \{X(t)\} \) satisfying equation (2.1) admits the representation (A.1). In order to prove finiteness of \( \sup_{0 \leq s \leq 1} E|X(s)|^\rho \), we investigate the summands appearing in the right hand side of (A.1) separately. We first observe that

\[
|X(0)|^\rho \cdot \exp \left\{ \rho \int_0^t \mu(v) \, dv \right\} \leq |X(0)|^\rho \cdot \exp \left\{ \rho \int_0^1 |\mu(v)| \, dv \right\} \leq |X(0)|^\rho \cdot \exp \left\{ \rho \int_0^1 |\mu(v)| \, dv \right\}.
\]

Hence \( \sup_{0 \leq t \leq 1} E|X(0)|^\rho \cdot \exp \left\{ \rho \int_0^t \mu(v) \, dv \right\} \) is dominated by \( E|X(0)|^\rho \cdot \exp \left\{ \rho \int_0^1 |\mu(v)| \, dv \right\} \) which in turn is finite as long as \( E|X(0)|^\rho \) is finite. For the second term appearing in (A.1) separately, note that:

\[
\sup_{0 \leq t \leq 1} E \left| \int_0^t \mu(u) \, dv \right| \sigma(v) dB(v) \bigg|_{\rho} = \sup_{0 \leq t \leq 1} E \left| \int_0^t \mu(u) \, dv \right| \sigma(v) dB(v) \bigg|_{\rho}
\]

\[
= \sup_{0 \leq t \leq 1} E \left( \rho \int_0^t \mu(u) \, dv \right) \sigma(v) dB(v) \bigg|_{\rho}
\]

\[
\leq \left( \rho \int_0^1 \mu(u) \, dv \right) \sup_{0 \leq t \leq 1} E \left| \int_0^t \mu(u) \, dv \right| \sigma(v) dB(v) \bigg|_{\rho}
\]

\[
\leq \left( \rho \int_0^1 \mu(u) \, dv \right) \sup_{0 \leq t \leq 1} E \left| \int_0^t \mu(u) \, dv \right| \sigma(v) dB(v) \bigg|_{\rho}
\]

\[
\leq C E \left( \int_0^1 \mu(u) \, dv \right) \sigma(v) dB(v) \bigg|_{\rho/2} \quad \text{(A.6)}
\]

\[
\leq C E \left\{ \int_0^1 \left| -2 \int_0^u \mu(u) \, dv \right| \sigma^2(v) \, dv \right\}^{\rho/2} \quad \text{(A.7)}
\]

\[
< \infty.
\]
Inequality (A.6) is a consequence of Burkholder-Davis-Gundy inequality, see Theorem 5.1 in Le Gall [25].

The integrand appearing in the stochastic integral \( \int_0^t \exp \left( - \int_0^u \mu(v)dv \right) \sigma(v)dB(v) \) is deterministic, and hence adapted and measurable. By the continuity of the drift and diffusion functions \( \mu(\cdot) \) and \( \sigma(\cdot) \), the integrand is also bounded. Hence, one may apply Proposition 3.2.17 of Karatzas and Shreve [23] to conclude well-definiteness of the quadratic variation process \( \langle \int_0 \exp \left( - \int_0^u \mu(v)dv \right) \sigma(v)dB(v) \rangle \). Equality (A.7) is a consequence of the same result.

**Proof of Theorem 1.** The proof of Theorem 1 mimics the lines of the proof of Theorem 1 in Mohammadi and Panaretos [30] which we reproduce here for the sake of completeness. We rigorously justify the convergence rate for the function \( G \) and its first order partial derivative \( \partial G \) ((3.18) and (3.19)). Relations (3.16) and (3.17) can be obtained by a straightforward modification.

The proof follows the following line of argument:

I. We first obtain explicit closed-form expressions for the estimators \( \hat{G} \) and \( \hat{\partial G} \): see (A.12).

II. We use these expressions to decompose the supremum distance between \( \hat{G} \) and \( G \) as well as \( \hat{\partial G} \) into several different terms: see (A.13) and (A.14).

III. We investigate each term appearing in these decompositions, and reduce the problem to the analysis of five terms (named \( A_1 - A_5 \)), which constitutes a bias-variance decomposition: terms \( A_1 - A_5 \) representing variance and term \( A_5 \) representing bias.

IV. We handle the variance terms \( A_1 - A_4 \). This is done by further decomposing each of these four terms in a sub-decomposition of 4 further terms. Fortunately, the sub-decompositions are structurally similar and can be analysed jointly by representing them in the same general form. We show that each term admits the rate \( (h_G^{-4} \log n / n) \left( h_G^4 + h_T^{-4} + h_T^1 \right) \)^{1/2} in an appropriate sense: see (A.20).

V. We then handle the remaining term \( A_5 \), corresponding to the bias, and show that it admits the rate \( h_G^{d+1} \): see (A.21).

VI. Combining the results from steps (I-IV) we conclude the result of the theorem as stated.

Before we proceed, we first introduce some additional notation, necessary due to the complexity of the expressions. For each subject \( i \), \( 1 \leq i \leq n \), and pair \( (s,t) \in \triangle \) we define \( d^* = \frac{1}{2} (d+1)(d+2) \) vectors \( T_{i,(p,q)}(s,t) \) corresponding to all possible pairs \( (p, q) \) such that \( 0 \leq p + q \leq d \) in the following form

\[
T_{i,(p,q)}(s,t) = \left[ \left( \frac{T_{ij} - s}{h_G} \right)^p \left( \frac{T_{ik} - t}{h_G} \right)^q \right]_{1 \leq k < j \leq r}.
\]

We then bind the \( d^* \) vectors \( T_{i,(p,q)}(s,t) \) column-wise to obtain \( T_i(s,t) \). And finally we bind the matrices \( T_i(s,t) \) row-wise to obtain the design matrix \( T(s,t) \). We also define the diagonal weight matrix \( W(s,t) \) in the form

\[
W(s,t) = \text{diag} \left\{ K_{H_G} (T_{(1,1)}(s,t)) \right\},
\]

where \( T_{(1,1)}(s,t) \) is the column of the design matrix \( T(s,t) \) corresponding to the pair \( (p,q) = (1,1) \).

We can now proceed with steps (I-VI), as announced:

I. **Closed Form Expression.**

It is straightforward to show that the local least square problem (3.13) admits the following closed-form solution

\[
(\widetilde{\gamma}_{p,q}(s,t))_{0 \leq p + q \leq d}^T = \left( h_G^{p+q} \partial_{\gamma_{p,q}} G(s,t) \right)_{0 \leq p + q \leq d}^T = \left( T_{i,(s,t)}^T W(s,t) T(s,t) \right)^{-1} T_{i,(s,t)}^T W(s,t) T(s,t) Y. \tag{A.8}
\]
The equation (A.8) in turn can be reduced to

\[
\begin{bmatrix}
\hat{G}(s,t) \\
h_G \partial_t G(s,t) \\
h_G \partial_s G(s,t) \\
\vdots \\
h_T \partial_s G(s,t)
\end{bmatrix}
= 
\begin{bmatrix}
A_{0,0} & A_{1,0} & A_{0,1} & \ldots & A_{d,0} & A_{0,d} \\
A_{1,0} & A_{2,0} & A_{1,1} & \ldots & A_{d+1,0} & A_{1,d} \\
A_{0,1} & A_{1,1} & A_{0,2} & \ldots & A_{d,1} & A_{0,d+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
A_{d,0} & A_{d+1,0} & A_{d,1} & \ldots & A_{2d-2,0} & \vdots \\
A_{0,d} & A_{1,d} & A_{0,d+1} & \ldots & A_{0,2d-2}
\end{bmatrix}^{-1}
\begin{bmatrix}
S_{0,0} \\
S_{1,0} \\
S_{0,1} \\
\vdots \\
S_{d,0} \\
S_{0,d}
\end{bmatrix}
\]

This gives the following closed form expressions for \( \hat{G} \) and \( \partial_t G \):

\[
\hat{G}(s,t) = \frac{1}{D(s,t)} \begin{bmatrix} A^{0,0} & A^{1,0} & A^{0,1} & \ldots & A^{d,0} & A^{0,d} \end{bmatrix} \begin{bmatrix} S_{0,0} & S_{1,0} & S_{0,1} & \vdots & S_{d,0} & S_{0,d} \end{bmatrix}^T,
\]

\[
h_G \partial_t G(s,t) = \frac{1}{D(s,t)} \begin{bmatrix} A^{1,0} & A^{2,0} & A^{1,1} & \ldots & A^{d+1,0} & A^{1,d} \end{bmatrix} \begin{bmatrix} S_{0,0} & S_{1,0} & S_{0,1} & \vdots & S_{d,0} & S_{0,d} \end{bmatrix}^T,
\]

where \( A^{p,q} \) are the arrays of the inverse matrix appearing in (A.9),

\[
A_{p,q} = \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) \left( \frac{T_{tk} - T_{ij} + s}{h_G} \right)^q, \ 0 \leq p + q \leq 2d^* - 2,
\]

\[
S_{p,q} = \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ij} - s}{h_G} \right) \left( \frac{T_{ik} - T_{ij} + s}{h_G} \right)^q Y_{ij} Y_{ik}, \ 0 \leq p + q \leq d,
\]

and

\[
D(s,t) = \det \begin{bmatrix}
A_{0,0} & A_{1,0} & A_{0,1} & \ldots & A_{d,0} & A_{0,d} \\
A_{1,0} & A_{2,0} & A_{1,1} & \ldots & A_{d+1,0} & A_{1,d} \\
A_{0,1} & A_{1,1} & A_{0,2} & \ldots & A_{d,1} & A_{0,d+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
A_{d,0} & A_{d+1,0} & A_{d,1} & \ldots & A_{2d-2,0} & \vdots \\
A_{0,d} & A_{1,d} & A_{0,d+1} & \ldots & A_{0,2d-2}
\end{bmatrix}.
\]

These expressions allow us to write out (A.10) more explicitly and concisely as follows:

\[
\hat{G}(s,t) = \frac{\sum_{0 \leq p + q \leq d} A^{p,q}(s,t) S_{p,q}(s,t)}{D(s,t)}
\]

\[
\partial_t G(s,t) = \frac{\sum_{0 \leq p + q \leq d} A^{1+p,q}(s,t) S_{p,q}(s,t)}{D(s,t)}
\]

In the following we drop the index \( n \) for the sake of notational brevity.

II. Decomposition of the estimation error.

According to (A.8), and observing that

\[
\begin{bmatrix}
G(s,t) \\
h_G \partial_t G(s,t) \\
h_G \partial_s G(s,t) \\
\vdots \\
h_T \partial_s G(s,t)
\end{bmatrix}
= 
\begin{bmatrix}
T_{(s,t)}^T W_{(s,t)} T_{(s,t)}
\end{bmatrix}^{-1}
\begin{bmatrix}
T_{(s,t)}^T W_{(s,t)} T_{(s,t)}
\end{bmatrix},
\]

\[
\begin{bmatrix}
G(s,t) \\
h_G \partial_t G(s,t) \\
h_G \partial_s G(s,t) \\
\vdots \\
h_T \partial_s G(s,t)
\end{bmatrix}
= 
\begin{bmatrix}
G(s,t) \\
h_G \partial_t G(s,t) \\
h_G \partial_s G(s,t) \\
\vdots \\
h_T \partial_s G(s,t)
\end{bmatrix}.
\]
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we obtain:

\[
\sup_{0 \leq s \leq t \leq 1} \left| \frac{\bar{G}(s, t) - G(s, t)}{D(s, t)} \right| = \sup_{0 \leq s \leq t \leq 1} \left| \frac{\sum_{0 \leq p+q \leq d} A^{p,q}(s, t) \tilde{S}_{p,q}(s, t)}{D(s, t)} \right|,
\]

(A.13)

\[
\sup_{0 \leq s \leq t \leq 1} \left| h_G \partial_s \bar{G}(s, t) - h_G \partial_s G(s, t) \right| = \sup_{0 \leq s \leq t \leq 1} \left| \frac{\sum_{0 \leq p+q \leq d} A^{p+1,q}(s, t) \tilde{S}_{p,q}(s, t)}{D(s, t)} \right|,
\]

(A.14)

where

\[
\tilde{S}_{p,q}(s, t) = S_{p,q}(s, t) - \sum_{0 \leq p' + q' \leq d} A_{p'+p',q'+q} \partial_h G_{p'+p',q'+q}(s, t)
\]

\[= S_{p,q}(s, t) - \Lambda_{p,q}(s, t), \quad 0 \leq p + q \leq d.
\]

III. REDUCTION TO A BIAS-VARIANCE DECOMPOSITION

We now investigate the different terms appearing in (A.13) and (A.14) separately. First, we observe that \(A_{p,q}\), for \(0 \leq p + q \leq d\), and hence the determinants (A.11) are uniformly convergent. Moreover, for each \(s, t\), (A.11) is bounded away from zero. See equation (3.13) of Fan and Gijbels [12] and the discussion thereof. Hence, the rate of convergence of the vector

\[
\left[ \begin{array}{cccc}
\hat{G}(s, t) & h_G \partial_s \hat{G}(s, t) & h_G \partial_t \hat{G}(s, t) & \ldots & h_G \partial_s \hat{G}(s, t) & h_G^2 \partial_s \hat{G}(s, t)
\end{array} \right]^T
\]

is determined by the rest of the terms i.e. \(\tilde{S}_{p,q}\), \(0 \leq p + q \leq d\). All these terms can be analysed in the same way, and we will only study \(\tilde{S}_{0,0}\) in full detail.

\[
\tilde{S}_{0,0}(s, t) = \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) Y_{ij} Y_{ik} \right] - \Lambda_{0,0}(s, t)
\]

\[= \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) (X_{ij} + U_{ij}) (X_{ik} + U_{ik}) \right]
\]

\[\quad - \Lambda_{0,0}(s, t)
\]

\[= \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) U_{ij} U_{ik} \right]
\]

\[+ \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) X_{ij} U_{ik} \right]
\]

\[+ \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) U_{ij} X_{ik} \right]
\]

\[+ \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) (X_{ij} X_{ik} - G(T_{ij}, T_{ik})) \right]
\]

\[+ \frac{1}{nh_G^2} \sum_{i=1}^n \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) G(T_{ij}, T_{ik}) \right] - \Lambda_{0,0}(s, t)
\]

\[=: \ A_1 + A_2 + A_3 + A_4 + A_5.
\]

The expressions \(A_1 - A_4\) collectively represent the variance term, and will be analysed jointly next, in step IV. The term \(A_5\) represents the bias term and will be analysed separately in step V via a Taylor expansion.
IV. The variance terms (A1 – A4).
We remark that each of the terms $A_1 – A_4$ can be written in the same general form, namely

$$
\frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) Z_{ijk} \right]
\times \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
+ \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
+ \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
+ \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
= \tilde{Z}_{1,1}(s, t) + \tilde{Z}_{1,0}(s, t) + \tilde{Z}_{0,1}(s, t) + \tilde{Z}_{0,0}(s, t),
$$

where $Z_{ijk}$ are mean zero random variables in all cases. We can thus analyse this general expression to account for all four terms $A_1 – A_4$. For $\tilde{Z}_{1,1}(s, t)$ observe that

$$
\tilde{Z}_{1,1}(s, t) = \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) Z_{ijk} \right]
\times \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
\leq W^2 (1^+) \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
= O \left( h_G^{-2} \right) W^2 (1^+), \quad \text{a.s uniformly on } 0 \leq t \leq s \leq 1
$$

$$
= O \left( h_G^{d+1} \right), \quad \text{a.s uniformly on } 0 \leq t \leq s \leq 1.
$$

For $\tilde{Z}_{1,0}(s, t)$ (and similarly for $\tilde{Z}_{0,1}(s, t)$) we have that:

$$
\tilde{Z}_{1,0}(s, t) = \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) Z_{ijk} \right]
\times \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
\leq \left( \int |W^\dagger (u)| du \right) W (1^+) \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
= O \left( h_G^{-2} \right) \left( \int |W^\dagger (u)| du \right) W (1^+), \quad \text{a.s uniformly on } 0 \leq t \leq s \leq 1
$$

$$
= O \left( h_G^{d+1} \right), \quad \text{a.s uniformly on } 0 \leq t \leq s \leq 1,
$$

where $W^\dagger$ indicates the Fourier transform of the kernel function $W$. For $\tilde{Z}_{0,0}(s, t)$ we have

$$
\tilde{Z}_{0,0}(s, t) = \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} \left[ Z_{ijk} \int e^{-iu \cdot (s-t) + ihT_{ij} + ihT_{ik}} W^\dagger (h_G u) W^\dagger (h_G v) du dv \right]
\times \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G]).
$$

Observing that $\mathbb{E} \tilde{Z}_{0,0}(s, t) = 0$, for all $0 \leq t \leq s \leq 1$, we have

$$
| \tilde{Z}_{0,0}(s, t) - \mathbb{E} \tilde{Z}_{0,0}(s, t) |
\leq \left( \int |W^\dagger (h_G u)| du \right)^2 \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
$$

$$
= O \left( h_G^{-2} \right) \times \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I}((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G]) . \quad (A.17)
$$
The remaining argument for $\tilde{Z}_{0,0}(s,t)$ is similar to the proof of Lemma (8.2.5) of Hsing and Eubank [18]. In more detail, for the summation term appearing in (A.17) we have

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} ((|Z_{ijk}| \geq Q_n) \cup |Z_{ijk}| < Q_n)
\]

\[
\times \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} ((|Z_{ijk}| \geq Q_n) \times \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} (|Z_{ijk}| < Q_n) \times \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G]).
\]

We analyse the two terms $B_1, B_2$ separately. Employing C(3) and Lemma 1, and choosing $Q_n$ in such a way that

\[
\frac{\log n}{n} \left( h_G^4 + \frac{h_G^3}{r(n)} + \frac{h_G^2}{r^2(n)} \right)^{1/2} Q_n^{1-\alpha} = O(1),
\]

we may obtain that $B_1 = O \left( \frac{\log n}{n} \left( h_G^4 + \frac{h_G^3}{r(n)} + \frac{h_G^2}{r^2(n)} \right)^{1/2} \right)$, almost surely uniformly. Indeed:

\[
B_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} ((|Z_{ijk}| \geq Q_n) \times \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} |Z_{ijk}| \mathbb{I} (|Z_{ijk}| \leq Q_n) \times \mathbb{I} ((T_{ij}, T_{ik}) \in [s - h_G, s + h_G] \times [t - h_G, t + h_G])
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} Z_{ijk}(s,t).
\]

We then apply Bennett’s concentration inequality (see [6]) to complete the proof of this part. We obtain a uniform upper bound for $\text{Var} \left( \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} Z_{ijk}(s,t) \right)$, $i = 1, 2, \ldots, n$, in the following way

\[
\text{Var} \left( \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} Z_{ijk}(s,t) \right) = \left( \frac{2}{r(r-1)} \right)^2 \sum_{1 \leq k_1 < j_1 \leq r} \sum_{1 \leq k_2 < j_2 \leq r} \text{Cov} \left( Z_{ij_1k_1}(s,t), Z_{ij_2k_2}(s,t) \right)
\]

\[
\leq c \left( h_G^4 + \frac{h_G^3}{r(n)} + \frac{h_G^2}{r^2(n)} \right), \quad (A.18)
\]

for some positive constant $c$ which depends neither on $(s, t)$ nor on $i$. Note that inequality (A.18) is a direct consequence of conditions C(2) and C(3) and Lemma 1. Finally, applying Bennett’s inequality and choosing.
\[ Q_n = \left( \frac{\log n}{n} \right)^{-1/2} \left( h_1^4 + \frac{h_2^3}{r(n)} + \frac{h_3^2}{r^2(n)} \right)^{1/2} \] we have, for any positive number \( \eta \),

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} Z_{ijk}(s,t) \geq \eta \left[ \frac{\log n}{n} \left( h_1^4 + \frac{h_2^3}{r(n)} + \frac{h_3^2}{r^2(n)} \right) \right]^{1/2} \right) \leq \exp \left\{ -\frac{\eta^2 \log n}{2n \left( h_1^4 + \frac{h_2^3}{r(n)} + \frac{h_3^2}{r^2(n)} \right)} \right\}
\]

\[
= \exp \left\{ -\frac{\eta^2 \log n}{2n + \frac{3}{2\eta}} \right\}, \quad \forall 0 \leq t \leq s \leq 1.
\]

(A.19)

Choosing \( \eta \) large enough we conclude summability of (A.19). This result combined with the Borel-Cantelli lemma completes the proof of this part. In other words we conclude there exists a subset \( \Omega_0 \subset \Omega \) of full probability measure such that for each \( \omega \in \Omega_0 \) there exists \( n_0 = n_0(\omega) \) with

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} Z_{ijk}(s,t) \leq \eta \left[ \frac{\log n}{n} \left( h_1^4 + \frac{h_2^3}{r(n)} + \frac{h_3^2}{r^2(n)} \right) \right]^{1/2}, \quad n \geq n_0.
\]

(A.20)

This concludes the analysis of the variance term \((A_1 - A_4)\).

V. THE BIAS TERM \((A_5)\).

We now turn to the bias term \(A_5\) and investigate its convergence. Observe that

\[
A_5 = \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) G(T_{ij}, T_{ik}) - \Lambda_{0,0}(s,t) \]

\[
= \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) \left[ G(T_{ij}, T_{ik}) - G(s,t) - (T_{ij} - s) \partial_s G(s,t) \right.
\]

\[
- (T_{ik} - t) \partial_t G(s,t) - \cdots - (T_{ik} - t)^{d} \partial_{s^d} G(s,t) - (T_{ij} - s)^d \partial_{s^d} G(s,t) \right] \]

\[
= \frac{1}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) \left[ \sum_{m+m' = d+1} \frac{1}{m!m'} \partial_{s^m t^{m'}} G(s,t) (T_{ij} - s)^m (T_{ik} - t)^{m'} \right] \]

\[
= \frac{h_d^{d+1}}{nh_G^2} \sum_{i=1}^{n} \frac{2}{r(r-1)} \sum_{1 \leq k < j \leq r} W \left( \frac{T_{ij} - s}{h_G} \right) W \left( \frac{T_{ik} - t}{h_G} \right) \left[ \sum_{m+m' = d+1} \frac{1}{m!m'} \partial_{s^m t^{m'}} G(s,t) (T_{ij} - s)^m (T_{ik} - t)^{m'} \right] \]

\[
= O \left( h_G^{d+1} \right), \quad \text{a.s uniformly on } 0 \leq t \leq s \leq 1.
\]

(A.21)

The last expression is a consequence of the smoothness condition \(C(0)\).

VI. CONCLUSION.

Taking together, the relations (A.20) and (A.21) complete the proof for the term \( \bar{S}_{0,0} \) appearing in decomposition (A.13). However, as remarked, it is immediate to see that the remaining terms terms \( \bar{S}_{p,q} \) are structurally same and can be handled with the same approach. This together with decompositions (A.13) and (A.14) entail the rate \( Q(n) \) for \( \bar{G}(s,t) \) and \( h_G \partial_s G(s,t) \) (in general for the components of the vector appearing on the left hand side of (A.9)) as desired.

The following Lemma investigates the rate preserving property of the reciprocal function and paves the way of proving the results in Theorem 2.
Lemma 4. [Consistency and rate of convergence of \(\hat{m}^{-1}(\cdot)\)] Assume conditions C(0), C(2) and C(3) hold for \(\rho > 2\) and \(m(0) \neq 0\). Let \(\hat{m}(\cdot)\) be the estimators defined in (3.8) and set \(\hat{m}_*(t) = \hat{m}(t)\mathbb{1}(\hat{m}(t) \neq 0) + \mathbb{1}(\hat{m}(t) = 0)\). Then with probability 1:

\[
\sup_{t \in [0, 1]} \left| \frac{1}{\hat{m}_*(t)} - \frac{1}{m(t)} \right| = O(R(n)),
\]

where \(R(n)\) equals \(h_m^{-2 \log n} (h_m^2 + h_m / \rho) \right)^{1/2} + h_m^{d+1} \) and reduces to \((\log n / n)^{1/2}\) under dense sampling regime, i.e. when \(r(n) \geq M_n\), for some increasing sequence \(M_n \to \infty\), and taking \(M_n^{-1} \leq h_m \simeq (\log n / n)^{1/(2(1+d))}\).

Proof. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be the underlying probability space and \(\Omega_0\) a subset of \(\Omega\) with full measure, \(\mathbb{P}(\Omega_0) = 1\), on which we have (3.16). For \(\omega \in \Omega_0\), choose \(n_0\) and \(b_0\) such that:

\[
\sup_{0 \leq t \leq 1} \frac{|\hat{m}(t, \omega) - m(t)|}{R(n)} < b_0, \ \forall n_0 < n,
\]

or equivalently:

\[
\frac{|\hat{m}(t, \omega) - m(t)|}{R(n)} < b_0, \ \forall n_0 < n, \ \forall t \in [0, 1].
\]

(A.23)

In the following, we use that the mean function is bounded away from zero across the time interval considered, \(M^* := \inf_{t \in [0, 1]} |m(t)| > 0\), if and only if \(m(0) \neq 0\), which is satisfied by the assumptions. Moreover, there exists \(n_1\) such that:

\[
||\hat{m}(t, \omega)| - |m(t)|| \leq |\hat{m}(t, \omega) - m(t)| < \frac{1}{2} M^* < \frac{1}{2} |m(t)|, \ \ n_1 < n, \ \forall t \in [0, 1],
\]

as a result of uniform convergence (3.16). Consequently,

\[
0 < \frac{1}{2} M^* \leq \frac{1}{2} |m(t)| < |\hat{m}(t, \omega)|, \ \ \forall n_1 < n, \ \forall t \in [0, 1],
\]

and hence

\[
0 < \frac{1}{2} M^{*2} \leq \frac{1}{2} |m(t)|^2 \leq |\hat{m}(t, \omega)m(t)|, \ \ \forall n_1 < n, \ \forall t \in [0, 1].
\]

(A.24)

Combining (A.23), (A.24) and \(\hat{m}(t, \omega) = \hat{m}_*(t, \omega)\) for \(\omega \in \Omega_0\) and sufficiently large \(n (n_1 < n)\) we observe that:

\[
\left| \frac{1}{\hat{m}_*(t, \omega)} - \frac{1}{m(t)} \right| = \frac{1}{|\hat{m}_*(t, \omega)m(t)|} \frac{|\hat{m}_*(t, \omega) - m(t)|}{R(n)} \leq \frac{2}{M^{*2}} b_0, \ \ \max(n_0, n_1) < n, \ \forall t \in [0, 1].
\]

That establishes the result.

We are now ready to establish Theorem 2.

Proof of Theorem 2. Regarding Lemma 4 and Theorem 1, for any positive number \(b_2\) there exists \(n_2\) such that with probability 1:

\[
\frac{|\hat{m}_*^{-1}(t, \omega) - m^{-1}(t)|}{R(n)} < b_2 < \infty, \ \ \forall n_2 < n, \ \forall t \in [0, 1],
\]

(A.25)

and

\[
\frac{|\hat{m}(t, \omega) - \partial m(t)|}{h_m^{-1} R(n)} < b_2 < \infty, \ \ \forall n_2 < n, \ \forall t \in [0, 1].
\]

(A.26)
We now have:

\[
\frac{|\widehat{m}_{\ast}^{-1}(t, \omega)\widehat{m}(t, \omega) - m^{-1}(t)\partial m(t)|}{h_m^{-1}R(n)} \leq \frac{|\widehat{m}(t, \omega)||\widehat{m}_{\ast}^{-1}(t, \omega) - m^{-1}(t)||}{h_m^{-1}R(n)} + \frac{|m^{-1}(t)||\widehat{m}(t, \omega) - \partial m(t)||}{h_m^{-1}R(n)}
\]

\[
\leq \left( |\widehat{m}(t, \omega) - \partial m(t)| + |\partial m(t)| \right) \frac{|\widehat{m}_{\ast}^{-1}(t, \omega) - m^{-1}(t)|}{h_m^{-1}R(n)} + \frac{|m^{-1}(t)||\widehat{m}(t, \omega) - \partial m(t)||}{h_m^{-1}R(n)}.
\]

Uniform consistency of \(\widehat{m}(t, \omega)\), uniform boundedness of \(m^{-1}(t)\) and \(\partial m(t)\) on \([0, 1]\) together with (A.25) and (A.26) yield the desired rate for \(\sup 0 \leq t \leq 1 |\widehat{m}_{\ast}^{-1}(t, \omega)\widehat{m}(t, \omega) - m^{-1}(t)\partial m(t)|\). Comparing the definitions of \(\widehat{m}_{\ast}^{-1}(\cdot)\widehat{m}(\cdot)\) and \(\widehat{\mu}(\cdot)\) justifies (3.20). Similar arguments lead to the uniform rate \(h_m^{-1}O(R(n)) + h_G^{-1}O(Q(n))\) for either products \(\widehat{\mu}(t)\widehat{D}(t)\), \(\widehat{\mu}(s)\widehat{G}(s, s)\) or \(\widehat{\mu}(s)\widehat{\nu}, \widehat{\nu}(s)\widehat{G}(s, w)\). This yields (3.21).

\[\square\]

**Proof of the Results of Section 4**

**Proof of Proposition 2.** We first claim that the unique solution of equation (4.4) admits the following form

\[
X(t) = X(0) \exp \left\{ \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \exp \left\{ \int_0^t \sigma(v) dB(v) \right\}
\]

\[\text{(A.27)}\]

\[
= X(s) \exp \left\{ \int_s^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv + \int_s^t \sigma(v) dB(v) \right\}, \quad 0 \leq s \leq t \leq 1.
\]

Indeed, the (stochastic) differential of the process \(\{X(t)\}_{t \geq 0}\) appearing in (A.27) reads

\[
dX(t) = X(0) \exp \left\{ \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \left( \mu(t) dt - \frac{1}{2} \sigma^2(t) dt \right) \exp \left\{ \int_0^t \sigma(v) dB(v) \right\}
\]

\[\text{+} X(0) \exp \left\{ \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \exp \left\{ \int_0^t \sigma(v) dB(v) \right\} \left( \sigma(t) dB(t) + \frac{1}{2} \sigma^2(t) dt \right)
\]

\[
= X(0) \exp \left\{ \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv + \int_0^t \sigma(v) dB(v) \right\} \left( \mu(t) dt + \sigma(t) dB(t) \right)
\]

\[\text{(A.28)}\]

Equation (A.28) confirms the claim. Taking the expectation of both sides of (A.27) gives:

\[
m(t) = m(0) \exp \left\{ \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \exp \left\{ \int_0^t \left( \frac{1}{2} \sigma^2(v) \right) dv \right\}
\]

\[\text{(A.29)}\]

\[
= m(0) \exp \left\{ \int_0^t \mu(v) dv \right\}.
\]

Since the random variable \(\int_0^t \sigma(v) dB(v)\) is identical to the random variable \(B_0^t \sigma^2(v) dv\) i.e Brownian motion at time \(\int_0^t \sigma^2(v) dv\), similar arguments lead to:

\[
D(t) = D(0) \exp \left\{ \int_0^t (2\mu(v) + \sigma^2(v)) dv \right\}
\]

\[\text{(A.30)}\]

Equations (A.29) and (A.30) confirm the smoothness conditions \(m(\cdot), D(\cdot) \in C^{d+1}([0, 1], \mathbb{R})\). Equation (A.27), in particular, gives:

\[
G(s,t) = G(s,s) \exp \left\{ \int_s^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \mathbb{E} \exp \left\{ \int_s^t \sigma(v) dB(v) \right\}
\]

\[\text{(A.31)}\]
Proof of Lemma 2. In order to prove finiteness of \( \sup_{0 \leq t \leq 1} \mathbb{E}[|X(t)|^p] \) as a result of finiteness of \( \mathbb{E}[|X(0)|^p] \), we take advantage of representation (A.27) to obtain

\[
\mathbb{E}(X^p(t)) = \exp \left\{ \rho \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \mathbb{E}(X^p(0)) \mathbb{E} \left( \exp \left\{ \rho \int_0^t \sigma(v) dB(v) \right\} \right),
\]

(A.33)

where the product of the expectations on the right hand side comes from the fact that the initial distribution is independent of the filtration generated by the Brownian motion \( \{B(t)\}_{t \geq 0} \). Furthermore, the random variable \( \int_0^t \sigma(v) dB(v) \) is identical to the random variable \( B(\int_0^t \sigma^2(v) dv) \) i.e Brownian motion at time \( \int_0^t \sigma^2(v) dv \). This leads to

\[
\mathbb{E}(X^p(t)) = \exp \left\{ \rho \int_0^t \left( \mu(v) - \frac{1}{2} \sigma^2(v) \right) dv \right\} \mathbb{E}(X^p(0)) \exp \left\{ \frac{1}{2} \rho^2 \int_0^t \sigma^2(v) dv \right\},
\]

(A.34)

This together with the regularity of the drift function \( \mu(\cdot) \) (as assumed) and of the second order function \( D(\cdot) \) lead to \( G(\cdot, \cdot) \in C^{d+1}(\Delta, \mathbb{R}) \). The rest of the argument is similar to the proof of Proposition 1. For \( s \geq 0 \), define the stopped process:

\[ Z(t) = X(t)\mathbb{I}\{t \leq s\} + X(s)\mathbb{I}\{s < t\}, \quad t \geq 0. \]

and the corresponding coupled process

\[ \left( \begin{array}{c} X(t) \\ Z(t) \end{array} \right) = \left( \begin{array}{c} X(0) \\ X(0) \end{array} \right) + \int_0^t \left( \begin{array}{c} \mu(u)X(u) \\ \mu(u)X(u)\mathbb{I}\{u \leq s\} \end{array} \right) du + \int_0^t \left( \begin{array}{c} \sigma(u)X(u) \\ \sigma(u)X(u)\mathbb{I}\{u \leq s\} \end{array} \right) dB(u), \quad (A.32) \]

which gives a well-defined and unique (up to indistinguishability) Itô diffusion process. Applying Itô’s integration by parts formula (see Øksendal [32]) gives the following representation for \( \mathbb{E}(Z(t)X(t)) = \mathbb{E}(X(s)X(t)) \) with \( s < t \):

\[ \mathbb{E}(Z(t)X(t)) = \mathbb{E}(X(0)X(0)) + \mathbb{E} \int_0^t X(u) dZ(u) + \mathbb{E} \int_0^t Z(u) dX(u) + \mathbb{E} \int_0^t dX(u) dZ(u). \]

By definition of the stopped process \{Z(t)\}, this implies:

\[ \mathbb{E}(X(s)X(t)) = \mathbb{E}(X(0)X(0)) + 2\mathbb{E} \int_0^s X^2(u)\mu(u) du + \mathbb{E} \int_s^t X(s)X(u)\mu(u) du + \mathbb{E} \int_0^s \sigma^2(u)X^2(u) du. \]

By the linear growth condition, the continuity of mean and mean squared functions, and the Fubini-Tonelli Theorem, we can interchange integral and expectation to obtain:

\[ \mathbb{E}(X(s)X(t)) = \mathbb{E}(X(0)X(0)) + 2 \int_0^s \mathbb{E}(X^2(u)) \mu(u) du + \int_s^t \mathbb{E}(X(s)X(u)) \mu(u) du + \int_0^s \sigma^2(u) \mathbb{E}(X^2(u)) du, \]

that is

\[ G(s, t) = G(0, 0) + 2 \int_0^s G(u, u) \mu(u) du + \int_s^t G(s, u) \mu(u) du + \int_0^s \sigma^2(u) G(u, u) du, \]

as claimed in (4.5). Taking partial derivatives with respect to \( s \) of equation above we obtain:

\[ \partial_s G(s, t) = 2\mu(s)G(s, s) - \mu(s)G(s, s) + \int_s^t \mu(u) \partial_s G(s, u) du + \sigma^2(s)G(s, s), \]

which implies (4.6) and the second equality in (4.7). \( \square \)

Proof of Lemma 2. In order to prove finiteness of \( \sup_{0 \leq t \leq 1} \mathbb{E}[|X(t)|^p] \) as a result of finiteness of \( \mathbb{E}[|X(0)|^p] \), we take advantage of representation (A.27) to obtain
and hence
\[
\sup_{0 \leq t \leq 1} \mathbb{E} (X^\rho(t)) \leq \exp \left\{ \rho \int_0^1 \left( |\mu(v)| + \frac{1}{2} \sigma^2(v) \right) dv + \frac{1}{2} \rho^2 \int_0^1 \sigma^2(v) dv \right\} \mathbb{E} (X^\rho(0)). \tag{A.35}
\]
This completes the proof of the claim: finiteness of \( \sup_{0 \leq t \leq 1} \mathbb{E} |X(t)|^\rho \) is a result of finiteness of \( \mathbb{E} |X(0)|^\rho \). \( \square \)

**Proof of Proposition 3.** Multiplying each side of the time-inhomogeneous Cox–Ingersoll–Ross model
\[
dX(t) = \mu(t)X(t)dt + \sigma(t)X^{1/2}(t)dB(t), \quad t \in [0, 1], \tag{A.36}
\]
with \( \exp\{\Lambda(t)\} \) we obtain
\[
\exp\{\Lambda(t)\} (dX(t) - \mu(t)X(t)dt) = \exp\{\Lambda(t)\} \sigma(t)X^{1/2}(t)dB(t), \quad t \in [0, 1].
\]
Consequently,
\[
d(\exp\{\Lambda(t)\} X(t)) = \exp\{\Lambda(t)\} \sigma(t)X^{1/2}(t)dB(t), \quad t \in [0, 1],
\]
or equivalently
\[
\exp\{\Lambda(t)\} X(t) = \exp\{\Lambda(0)\} X(0) + \int_0^t \exp\{\Lambda(s)\} \sigma(s)X^{1/2}(s)dB(s), \quad t \in [0, 1].
\]
This gives the closed form representation
\[
X(t) = \exp\{-\Lambda(t)\} X(0) + \exp\{-\Lambda(t)\} \int_0^t \exp\{\Lambda(s)\} \sigma(s)X^{1/2}(s)dB(s), \quad t \in [0, 1]. \tag{A.37}
\]
Taking expectations yields:
\[
m(t) = \exp\{-\Lambda(t)\} m(0) = \exp \left\{ \int_0^t \mu(s) ds \right\} m(0), \quad t \in [0, 1]. \tag{A.38}
\]
This justifies that \( m(\cdot) \in C^{d+1}([0, 1], \mathbb{R}) \) as well as the first equation appearing in (4.11).

By the closed form equation (A.37) we see that \( G(\cdot, \cdot) \in C^{d+1}(\Delta, \mathbb{R}) \). Indeed, for \( s < t \)
\[
G(s, t) = \mathbb{E}(X(t)X(s)) = \exp\{\Lambda(t)\Lambda(s)\} \mathbb{E}(X^2(0)) + \exp\{\Lambda(t)\Lambda(s)\} \mathbb{E} \left( \int_0^s \exp\{\Lambda(u)\} \sigma(u)X^{1/2}(u)dB(u) \right)^2
+ \exp\{\Lambda(t)\Lambda(s)\} \mathbb{E} \left( \int_0^s \exp\{\Lambda(u)\} \sigma(u)X^{1/2}(u)dB(u) \right. \\
\left. \int_s^t \exp\{\Lambda(u)\} \sigma(u)X^{1/2}(u)dB(u) \right)
= \exp\{\Lambda(t)\Lambda(s)\} D(0) + \exp\{\Lambda(t)\Lambda(s)\} \int_0^s \exp\{2\Lambda(u)\} \sigma^2(u)m(u)du + 0,
\]
where the last equation follows from Itô’s isometry. Smoothness of drift and diffusion functions imply the desired regularity of \( G(\cdot, \cdot) \). The rest of the argument is similar to the proof of Proposition 1. For \( s \geq 0 \), define the stopped process:
\[
Z(t) = X(t)\mathbb{1}\{t \leq s\} + X(s)\mathbb{1}\{s < t\}, \quad t \geq 0.
\]
and the corresponding coupled process
\[
\begin{pmatrix} X(t) \\ Z(t) \end{pmatrix} = \begin{pmatrix} X(0) \\ X(0) \end{pmatrix} + \int_0^t \begin{pmatrix} \mu(u)X(u) \\ \mu(u)X(u)\mathbb{1}\{u \leq s\} \end{pmatrix} du + \int_0^t \begin{pmatrix} \sigma(u)X^{1/2}(u) \\ \sigma(u)X^{1/2}(u)\mathbb{1}\{u \leq s\} \end{pmatrix} dB(u), \tag{A.39}
\]
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which gives a well-defined and unique (up to indistinguishability) Itô diffusion process. Here again, we apply Itô’s integration by parts formula (see Øksendal [32]) to obtain the following representation for \( \mathbb{E}(Z(t)X(t)) \) (= \( \mathbb{E}(X(s)X(t)) \)) with \( s < t \):

\[
\mathbb{E}(Z(t)X(t)) = \mathbb{E}(X(0)X(0)) + \mathbb{E} \int_0^t X(u)dZ(u) + \mathbb{E} \int_0^t Z(u)dX(u) + \mathbb{E} \int_0^t dX(u)dZ(u).
\]

The definition of the stopped process \( \{Z(t)\} \) implies that:

\[
\mathbb{E}(X(s)X(t)) = \mathbb{E}(X(0)X(0)) + 2\mathbb{E} \int_0^s X^2(u)\mu(u)\,du + \mathbb{E} \int_s^t X(s)X(u)\mu(u)\,du + \mathbb{E} \int_0^s \sigma^2(u)X(u)\,du.
\]

By the linear growth condition, the continuity of mean and mean squared functions, and the Fubini-Tonelli Theorem, we can interchange integral and expectation to obtain:

\[
\mathbb{E}(X(s)X(t)) = \mathbb{E}(X(0)X(0)) + 2\int_0^s \mathbb{E}(X^2(u))\mu(u)\,du + \int_s^t \mathbb{E}(X(s)X(u))\mu(u)\,du + \int_0^s \sigma^2(u)\mathbb{E}(X(u))\,du,
\]

that is

\[
G(s, t) = G(0, 0) + 2\int_0^s D(u)\mu(u)\,du + \int_s^t G(s, u)\mu(u)\,du + \int_0^s \sigma^2(u)m(u)\,du,
\]

as claimed in (4.9). Taking partial derivatives with respect to \( s \) of equation above we obtain:

\[
\partial_s G(s, t) = 2\mu(s)G(s, s) - \mu(s)G(s, s) + \int_s^t \mu(u)\partial_s G(s, u)\,du + \sigma^2(s)m(s),
\]

as desired in equation (4.10) and the second equality in (4.11).

\[\square\]

**Proof of Lemma 3.** We prove the assertion by an inductive argument on \( \rho \). Step 1 below justifies the result for \( \rho = 2 \) i.e. \( \sup_{0 \leq t \leq 1} D(t) \) is finite if and only if \( D(0) \) is finite. Step 2 assumes the conclusion of Lemma 3 to be true for \( \rho \) and proves the conclusion for \( 2\rho \). In other words, Step 2 assumes \( \sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^\rho \) is finite if and only if \( \mathbb{E}|X(0)|^\rho \) is finite and then obtains the equivalency of finiteness of \( \sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^{2\rho} \) and \( \mathbb{E}|X(0)|^{2\rho} \). The representation (A.37) and an application of Itô’s isometry give

\[
D(t) = \exp\{-2\Lambda(t)\}D(0) + \exp\{-2\Lambda(t)\} \int_0^t \exp\{2\Lambda(s)\}\sigma^2(s)m(s)\,ds
\]

\[
= \exp\left\{2 \int_0^t \mu(s)\,ds\right\}D(0) + \exp\left\{2 \int_0^t \mu(s)\,ds\right\} \int_0^t \exp\left\{-2 \int_0^s \mu(v)\,dv\right\} \sigma^2(s)m(s)\,ds.
\]

**Step 1:** Set \( \rho = 2 \), equation (A.40) leads to

\[
\sup_{0 \leq t \leq 1} D(t) \leq D(0) \sup_{0 \leq t \leq 1} \exp\{-2\Lambda(t)\} + \sup_{0 \leq t \leq 1} \exp\{-2\Lambda(t)\} \int_0^t \exp\{2\Lambda(s)\}\sigma^2(s)m(s)\,ds.
\]

and smoothness of the functions appearing on the right hand side delivers the result for \( \rho = 2 \).

**Step 2:** Assume that \( \sup_{0 \leq t \leq 1} \mathbb{E}|X(t)|^\rho \) is finite if and only if \( \mathbb{E}|X(0)|^\rho \) is finite. The closed form equation (A.37) together with Minkowski inequality leads to

\[
|X(t)|^{2\rho} \leq 2^\rho \exp\{-2\rho\Lambda(t)\}|X(0)|^{2\rho} + 2^{2\rho-1} \exp\{-2\rho\Lambda(t)\} \left(\int_0^t \exp\{\Lambda(s)\}\sigma(s)X^{1/2}(s)\,dB(s)\right)^{2\rho},
\]
Proof of Proposition 4. Recall equation (4.12) or its equivalent integral form
and hence

\[ \sup_{0 \leq t \leq 1} \mathbb{E}[X(t)^{2\rho}] \leq 2^{2\rho - 1} \sup_{0 \leq t \leq 1} \exp\{-2\rho \Lambda(t)\} \mathbb{E}|X(0)|^{2\rho} + 2^{2\rho - 1} \sup_{0 \leq t \leq 1} \exp\{-2\rho \Lambda(t)\} \mathbb{E}\left( \int_0^t \exp\{\Lambda(s)\} \sigma(s) X^{1/2}(s) dB(s) \right)^{2\rho} \]  

(A.43)

Regarding the second summand on the right hand side of (A.43) note that:

\[
\sup_{0 \leq t \leq 1} \mathbb{E} \left( \int_0^t \exp\{\Lambda(s)\} \sigma(s) X^{1/2}(s) dB(s) \right)^{2\rho} \leq \mathbb{E} \sup_{0 \leq t \leq 1} \left( \int_0^t \exp\{\Lambda(s)\} \sigma(s) X^{1/2}(s) dB(s) \right)^{2\rho} 
\leq c_1 \mathbb{E} \left( \int_0^1 \exp\{2\Lambda(s)\} \sigma^2(s) X(s) ds \right)^{\rho} 
\leq c_1 \mathbb{E} \int_0^1 \left( \exp\{2\Lambda(s)\} \sigma^2(s) X(s) \right)^{\rho} ds 
\leq c_1 \mathbb{E} \int_0^1 \exp\{2\rho\Lambda(s)\} \sigma^2(s) X(s)^{\rho} ds.
\]  

(A.44)

Inequality (A.44) is via Jensen’s inequality. If we assume \( \mathbb{E}[X(0)^{2\rho}] < \infty \), then clearly \( \mathbb{E}[X(0)^{\rho}] < \infty \). This in turn, by the inductive assumption, implies that \( \sup_{0 \leq t \leq 1} \mathbb{E}[X(t)^{\rho}] < \infty \) and hence finiteness of (A.45). So, finiteness of the left hand side of inequality (A.43) is guaranteed by \( \mathbb{E}[X(0)^{2\rho}] < \infty \). The reverse conclusion is clear: \( \sup_{0 \leq t \leq 1} \mathbb{E}[X(t)^{2\rho}] < \infty \) implies \( \mathbb{E}[X(0)^{2\rho}] < \infty \). \( \square \)

Proof of Proposition 4. Recall equation (4.12) or its equivalent integral form

\[ X(t) = X(0) + \int_0^t \mu(u) du + \int_0^t \sigma(u) X^\beta(u) dB(u), \quad 0 \leq t \leq 1, \; \beta \in \{0, 1/2, 1\}. \]  

(A.46)

Taking expectations on both sides gives

\[ m(t) = m(0) + \int_0^t \mu(u) du, \quad 0 \leq t \leq 1, \; \beta \in \{0, 1/2, 1\}. \]

This confirms the regularity property \( m(\cdot) \in C^{d+1}([0, 1], \mathbb{R}) \) as well as the first equation appearing in (4.15).

Using (4.12) we first conclude \( G(\cdot, \cdot) \in C^{d+1}(\Delta, \mathbb{R}) \). Indeed, for \( s < t \)

\[ G(s, t) = \mathbb{E}(X(t) X(s)) = \mathbb{E}(X^2(s)) + \mathbb{E}(X(s)) \int_s^t \mu(u) du = D(s) + m(s) \int_s^t \mu(u) du. \]

Smoothness of the drift function imply the desired smoothness property of \( G(\cdot, \cdot) \). The rest of the argument is similar to the proof of Proposition 1. For \( s \geq 0 \), define the stopped process:

\[ Z(t) = X(t) 1_{\{t \leq s\}} + X(s) 1_{\{s < t\}}, \quad t \geq 0. \]

and the corresponding coupled process

\[
\begin{pmatrix}
X(t) \\
Z(t)
\end{pmatrix}
= \begin{pmatrix}
X(0) \\
X(0)
\end{pmatrix} + \int_0^t \begin{pmatrix}
\mu(u) \\
\mu(u) 1_{\{u \leq s\}
\end{pmatrix} du + \int_0^t \begin{pmatrix}
\sigma(u) X^\beta(u) \\
\sigma(u) X^\beta(u) 1_{\{u \leq s\}
\end{pmatrix} dB(u).
\]  

(A.47)

This defines a well-defined and unique (up to indistinguishability) Itô diffusion process. Itô’s integration by parts formula (see Øksendal [32]) for \( \mathbb{E}(Z(t) X(t)) = \mathbb{E}(X(s) X(t)) \) with \( s < t \) gives

\[ \mathbb{E}(Z(t) X(t)) = \mathbb{E}(X(0) X(0)) + \mathbb{E} \int_0^t X(u) dZ(u) + \mathbb{E} \int_0^t Z(u) dX(u) + \mathbb{E} \int_0^t dX(u) dZ(u). \]
The definition of the stopped process \( \{ Z(t) \} \) implies:

\[
E(X(s)X(t)) = E(X(0)X(0)) + 2\int_0^s E(X(u)\mu(u)du + E\int_s^t X(s)\mu(u)du + E\int_0^s \sigma^2(u)X^{2\beta}(u)du.
\]

By the linear growth condition, the continuity of mean and mean squared functions, and the Fubini-Tonelli Theorem, we can interchange integral and expectation to obtain:

\[
E(X(s)X(t)) = E(X(0)X(0)) + 2\int_0^s E(X(u))\mu(u)du + E(X(s))\int_s^t \mu(u)du + \int_0^s \sigma^2(u)E(X^{2\beta}(u))du,
\]

that is

\[
G(s, t) = G(0, 0) + 2\int_0^s m(u)\mu(u)du + m(s)\int_s^t \mu(u)du + \int_0^s \sigma^2(u)E(X^{2\beta}(u))du,
\]

as claimed in (4.13). Taking partial derivatives with respect to \( s \) of equation above we obtain:

\[
\partial_s G(s, t) = m(s)\mu(s) + \partial m(s)\int_s^t \mu(u)du + \sigma^2(s)E(X^{2\beta}(s)),
\]

showing (4.14) and the second equality in (4.15).
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