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Abstract—Utilizing perception for feedback control in combination with Dynamic Movement Primitive (DMP)-based motion generation for a robot’s end-effector control is a useful solution for many robotic manufacturing tasks. For instance, while performing an insertion task when the hole or the recipient part is not visible in the eye-in-hand camera, a learning-based movement primitive method can be used to generate the end-effector path. Once the recipient part is in the field of view (FOV), Image-based Visual Servo (IBVS) can be used to control the motion of the robot. Inspired by such applications, this paper presents a generalized control scheme that switches between motion generation using DMP and IBVS control. To facilitate the design, a common state space representation for the DMP and the IBVS systems is first established. Stability analysis of the switched system using multiple Lyapunov functions shows that the state trajectories converge to a bound asymptotically. The developed method is validated by three real-world experiments using the eye-in-hand configuration of a Baxter research robot.

I. INTRODUCTION

Robots are required to perform fine manipulation, navigation, and target tracking tasks in a variety of applications ranging from manufacturing automation to space exploration. To perform tasks involving fine manipulation, incorporating visual feedback can be beneficial when the robot end-effector is close to the object being manipulated. To perform tasks such as landing a quadcopter from a far-away distance, incorporating visual feedback is useful when image features are visible to an onboard camera sensor. When the object is not in the field of view (FOV) of the camera or reliable features cannot be extracted or if there is a feature loss, learning-based motion generation methods such as dynamic movement primitives (DMP) can be used to control the robot. For example, in a wire pinning task for wire harness assembly, the robot holding the wire should reach the pin by following a certain trajectory that avoids collision with the fixtures holding the pin. The pin may not always be in the FOV of the camera attached to robot end-effector. In such cases, to insert the wire into the pin, a learned DMP can be used to generate the motion that takes the wire near to the pin before the visual feedback of the pin is available [1]. Motivated by such examples and a need to ensure stable motion when switching between learned and vision-based controllers, a new methodology that unifies DMP [2] and Image-based Visual Servoing (IBVS) [3] is proposed in this paper. The proposed algorithm enables stable switching between DMP and IBVS controllers to reach the goal location from an initial location when the visual feedback is not continuously available. The proposed switched system is referred to as a DMP-IBVS switched system.

Many approaches have been developed to design robot controllers using visual feedback that keep the objects in the FOV (see, e.g., [4]–[6]). A trajectory planning and tracking control approach for mobile robots is developed in [7] that uses virtual-goal-guided rapidly exploring random tree (RRT) for trajectory planning and IBVS with the FOV constraints for tracking. A constrained IBVS approach for helicopter landing on a moving platform is proposed in [8] using a control barrier function methodology to satisfy the FOV constraints. A model predictive controller (MPC) for visual servoing of a mobile robot is developed in [9] which handles visibility constraints for IBVS and velocity limits of the robot. In contrast, a learning-based robot motion generation using DMP is developed in this paper to generate robot control commands in the absence of visual feedback, and a switching control law is developed to switch to IBVS controller when visual feedback is available.

It is known that switching arbitrarily between stable subsystems can lead to instability [10], [11]. In [12], an average dwell time condition based on multiple Lyapunov functions is developed for stabilizing switched systems. In [13], the authors propose a linear matrix inequality-based condition to check for the existence of a quadratic Lyapunov function for proving the asymptotic stability of a switched discrete
system. In [14], LaSalle’s invariance principle is extended to switched linear systems to deduce asymptotic stability using multiple Lyapunov functions whose Lie derivatives are negative semidefinite. In [15], a survey of results for the stability of switched linear systems is presented, and the problem of stabilizability of switched systems is analyzed. Multiple Lyapunov functions for analyzing Lyapunov stability and iterated function systems as a tool for Lagrange stability are proposed in [16]. Invariance-like results for nonautonomous nonlinear switched systems are developed in [17]. Switched systems analysis of output feedback systems and observers have been studied in the literature. The switching method in [18] analyzes switching between locally and globally converging observers with asymptotic stability. A composite output feedback control law is derived in [19] that switches between locally and globally asymptotically stable output feedback controllers.

Switched systems analysis has been used to solve challenging problems in robotics, including visual servo control and vision-based trajectory tracking. In [20] an asymptotically stable hybrid switched systems visual servo controller is proposed, which switches between IBVS and position-based visual servo control (PBVS) based on multiple Lyapunov functions. The switching between IBVS-PBVS control is developed to switch between unstable systems and increase the region of stability. An estimator that switches between state predictor and image-based observer for object localization is presented in [21] when the image feedback is intermittently available. The stability of the switched system is established using a common Lyapunov function. An estimator for pose estimation of a moving target is developed in [22] when measurements are available intermittently by learning the motion model. In [23], [24], an observer-predictor framework is presented for target tracking and trajectory tracking in the presence of intermittent measurements by switching between a global uniformly ultimately bounded (GUUB) and an unstable system. The switched error system is shown to be GUUB based on the dwell time conditions. The approaches for image-based tracking use switching between systems mainly to accommodate feature track losses, occlusions, and limited camera field of view (FOV) of features. Switched systems analysis is also developed for target tracking in the presence of intermittent observations from a network of stationary cameras in [25]. In [26], consensus protocols of a distributed multi-agent system are developed using switched systems analysis wherein the leader provides intermittent information to all the followers. Application of switched system to biped locomotion is developed in [27] where the boundedness of input-to-state (ISS) stable switched systems with multiple equilibria is proven. The switched system results developed or applied in these results switch between systems that are either globally stable or locally stable.

In contrast to the switched systems approaches developed to handle feature track losses, occlusions in object tracking and localization, and approaches developed to improve the stability in IBVS-PBVS switching, this paper develops a new method that switches between image-based control and learning-based control when the image-feedback is not available such as in instances which may include limited camera FOV, occlusions, and feature losses. In this paper, a new switched systems analysis is developed for systems that switch between locally stable (IBVS system) and globally stable (DMP system) modes. The goal is to regulate the camera pose with respect to a target. When visual feedback is available, the IBVS controller is used to generate camera accelerations. When visual feedback is not available, then DMP is used to generate camera accelerations. DMP is implemented as an online end-effector acceleration controller whose weights are trained using a pose regulation task demonstration data. The method can be useful in robotic tasks where a robot arm with eye-in-hand configuration is controlled using DMP and IBVS controllers for achieving precision or when a ground robot is controlled using a camera mounted on the robot with image and non-image-feedback.

The technical contributions of this paper are as follows:

- A new common state-space representation is developed to analyze the switched system stability of the IBVS and DMP acceleration controllers.
- A new IBVS acceleration control law is developed and the corresponding closed-loop dynamics are proven to be UUB if the initial state is sufficiently close to the goal state.
- Combined position and orientation DMPs are presented and the corresponding dynamics are proven to be globally asymptotically stable.
- The switching between the locally stable IBVS controller and globally stable DMP is analyzed using multiple Lyapunov functions and the switched system dynamics are proven to converge asymptotically to a bound whose analytical expression is derived. Furthermore, an algorithm is developed based on the analysis of the switched system to ensure stable switching between the IBVS and DMP subsystems.

Compared to our preliminary development in [28], this paper provides rigorous stability analyses for the individual DMP and IBVS systems along with a method for switching and stability analysis for the switched system. Experimental results for a pose regulation task are presented using the eye-in-hand configuration of the Baxter robot, and the switched system results are validated in the presence of occlusions in the image-feedback, and compared with a DMP-only controller.

The rest of the paper is organized as follows. In Section II, the coordinate frames attached to the robot base, camera, the goal location and its kinematics are discussed. In Section III, an acceleration controller is presented for IBVS and the error dynamics are proven to be uniformly ultimately bounded (UUB). In Section IV, position and orientation DMPs are presented and global asymptotic stability of the error dynamics is presented. In Section V, the stability of the switched system is proven and an average dwell time
condition is developed. Experimental results of the switched system are presented in Section VI.

Notations: The set of real numbers and integers is denoted by \( \mathbb{R} \) and \( \mathbb{Z} \), respectively. The symbols \( \mathbb{R}^+ \) and \( \mathbb{Z}^+ \) denote the set of non-negative real numbers and non-negative integers, respectively. The standard Euclidean norm of a vector is denoted by \( \| \cdot \| \) and for a \( p \) dimensional real vector the open ball is defined as \( B_{\varepsilon}(x) = \{ x' \in \mathbb{R}^p \mid \|x - x'\| < \varepsilon \} \), where \( \varepsilon > 0 \) is a constant. For a matrix \( A \in \mathbb{R}^{n \times n} \), its symmetric part is denoted by \( \text{sym} \{ A \} = \frac{1}{2} (A + A^T) \).

II. PROBLEM FORMULATION

Consider a fixed inertial reference frame \( F_w \) attached to the robot base and a coordinate frame \( F_c \) attached to a moving camera observing a static object shown in Fig. 1. The camera frame \( F_c \) is attached to the camera in such a way that the \( Z \)-axis of the coordinate frame aligns with the optical axis of the camera and the \( X \) and \( Y \) axes form the basis of the image plane. Thus, the coordinate frame attached to the camera always moves along with it, as the camera undergoes motion. Let \( R_b^a \in SO(3) \) and \( t_b^a \in \mathbb{R}^3 \) be the rotation and translation from \( a \) to \( b \) expressed in \( a \), respectively. A quaternion representation of the rotation matrix \( R_b^a \) is given by \( q_b^a \in S^4 \), where \( S^p = \{ x \in \mathbb{R}^p \mid x^T x = 1 \} \) is the unit hypersphere. It is assumed that the pose of the camera in the world reference frame, \( T_c^w(t) \), can be measured. A coordinate frame \( F_{c^*} \) is attached to the desired goal location such that when \( F_c \) coincides with \( F_{c^*} \), the image feature error and the pose error is zero. Additionally, the pose transformation between \( F_w \) and \( F_{c^*} \), denoted as \( T_{c^w} \), is assumed to be known. The time-varying pose transformation between the goal camera frame and the current camera frame is denoted by \( T_{c^w} \) and is represented as \( [(t_{c^w}^c(t))^T, q_{c^w}^c(t)]^T \in \mathbb{R}^3 \times S^4 \).

For designing a switching control law between DMP and IBVS, a common state space is established between them. A new common auxiliary state is defined as follows

\[
x(t) = \begin{bmatrix} {c_p}^c(t) & \xi_c^c(t) \end{bmatrix}^T \in \mathbb{R}^{12}, \tag{1}
\]

where \( {c_p}^c(t) = [(t_{c^w}^c(t))^T, r(t)]^T \in \mathbb{R}^6 \) and \( r(t) = 2\log(q_{c^w}^c(t)) = \Theta(t)\mathbf{u}(t) \) is the quaternion logarithm that transforms a quaternion into the corresponding angle-axis representation where \( -\pi < \Theta(t) < \pi \). The pose transformation \( {c_p}^c(t) \) can be viewed as the pose error that indicates the deviation of the current camera frame \( F_c \) from the goal camera frame \( F_{c^*} \). In (1), \( \xi_c^c(t) = [(v_c^c(t))^T, \omega_c^c(t)]^T \in \mathbb{R}^6 \) is the velocity of the camera expressed in the desired frame \( F_{c^*} \), such that \( v_c^c(t) \in \mathbb{R}^3 \) is the linear velocity and \( \omega_c^c(t) \in \mathbb{R}^3 \) is the angular velocity.

Problem Description and Solution Approach: Given the desired pose \( T_{c^w} \), and the current camera pose \( T_{c^w}(t) \), the problem is to regulate the current camera frame \( F_c \) to the goal camera frame \( F_{c^*} \) using both the image-feedback when it is available and a learned DMP when image-feedback is not available. A stable switching controller is developed, which switches between the DMP and the IBVS control. The switching is triggered when the image features are visible in the camera FOV. The feature points may or may not be visible depending on the current camera pose. In such cases, the camera motion control is switched to DMP.

In the following sections, details of the IBVS controller and the DMP are first presented, followed by a stability analysis of the switched controller.

Figure 1. Reference frames attached to the camera, the goal location and the inertial reference frame.

III. IMAGE-BASED VISUAL SERVO CONTROL

The objective of IBVS is to regulate image plane feature errors to zero. Let the state vector for the current image plane features be denoted by \( s_i(t) = \begin{bmatrix} y_1(t), \cdots, y_{2m}(t) \end{bmatrix}^T \in \mathbb{R}^{2m} \) and let the goal feature vector be denoted by \( s_i^* = \begin{bmatrix} y_1, \cdots, y_{2m} \end{bmatrix}^T \), where \( m \) is the number of feature points. Each feature is represented by its \( X \) and \( Y \) locations in the image plane. The dynamics of the features \( s_i(t) \) can be expressed as

\[
\dot{s}_i(t) = L_i(s_i(t), Z(t))\xi_c(t), \tag{2}
\]

where \( L_i(s_i, Z) \in \mathbb{R}^{2m \times 6} \) is the interaction matrix and \( Z(t) = \begin{bmatrix} Z_1(t) \cdots Z_m(t) \end{bmatrix}^T \in \mathbb{R}^m \) is the time-varying depth of the feature points with respect to the camera frame. In (2), the vector \( \xi_c(t) = \begin{bmatrix} v_c^c(t) & \omega_c^c(t) \end{bmatrix}^T \) contains the linear and angular camera velocities expressed in the camera frame \( F_c \) in twist coordinates. The dependence of the variables on time and other arguments is dropped in the rest of the paper unless stated. In (2), the interaction matrix is given by

\[
L_{ij} = \begin{bmatrix}
-1 & 0 & \frac{y_{2j} - y_{2j-1}}{z_j} & y_{2j-1} - y_{2j} & -(1 + \frac{y_{2j-1}^2}{z_j}) & y_{2j} \\
0 & -1 & \frac{y_{2j-1}}{z_j} & 1 + \frac{y_{2j-1}^2}{z_j} & -y_{2j-1} - y_{2j} & -y_{2j-1} - y_{2j} \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \quad \forall j = 1, \cdots, m. \quad (3)
\]

The corresponding error vector between the current and the goal image features is defined as \( e_i(t) = s_i(t) - s_i^* \). The error dynamics are given by

\[
\dot{e}_i = L_i(s_i, Z)\xi_c, \quad (4)
\]

Taking the time derivative of (4) yields the following second order dynamics

\[
\ddot{e}_i = L_i(s_i, Z)\dot{\xi}_c + \hat{L}_i(s_i, \dot{s}_i, Z, \dot{Z})\xi_c. \quad (5)
\]
Motivated by the stability analysis, the following acceleration control law is designed,

\[
\dot{\xi}_i = \hat{L}_i^+(s_i, Z^*) \left( -k_pe_i - k_v \dot{e}_i \right),
\]

where \( k_p, k_v > 0 \) are the controller gains, \( \dot{e}_i \) is an approximation of \( e_i(t) \), which either can be computed numerically or using an approximation of \( Z(t) \) in (4). In this paper, the depth is approximated by the constant desired depth \( Z^* \) to construct \( \hat{L}_i \).

**Assumption 1.** The approximation error \( \chi(t) = \dot{e}(t) - \dot{e}_i(t) \) is bounded by a constant, i.e., \( \exists \bar{\chi} \in [0, \infty) \) such that \( \sup_{t \geq 0} \|\chi(t)\| \leq \bar{\chi} \).

**Remark 1.** The validity of Assumption 1 can be ensured using a suitable numerical approximation to compute \( \dot{e}_i \). For example, the finite difference method with smoothing or polynomial regression method over a time window can be used.

In (6), \( \hat{L}_i^+ \) is the pseudo-inverse of \( \hat{L}_i \). Using the relation \( \dot{e}_i(t) = e_i(t) - \chi(t) \), and (4)-(6), the resulting closed-loop second order dynamics can be written as

\[
\dot{e}_i = -k_p L_i \hat{L}_i^+ e_i - k_v L_i \hat{L}_i^+ \dot{e}_i + \hat{L}_i \dot{e}_i + k_i L_i \hat{L}_i^+ \chi.
\]

To facilitate the stability analysis of the switched controller, the dynamics of the state defined in (1) are first established. To this end, a locally injective nonlinear function \( \phi: \mathbb{R}^8 \to \mathbb{R}^{2m} \) which maps the pose error \( e_p(t) \) to image error \( e_i(t) \) as \( e_i(t) = \phi(e_p(t)) \) is used as described in [20], where \( \phi(0) = 0 \). Let \( \rho(t) = [ e_p^T(t), \dot{e}_i^T(t) ]^T \in \mathbb{R}^{4m} \). The following relation is obtained using the result in (4)

\[
\rho = \begin{bmatrix}
\phi(e_p) \\
L_i \hat{L}_i^+ \xi_i^*
\end{bmatrix}
\begin{bmatrix}
R_c^e & -R_c^e R_c^e [R_c^e]^T \\
0_{3 \times 3} & R_c^e
\end{bmatrix} 
\begin{bmatrix}
\xi_i^* \\
R_c^e
\end{bmatrix}
+ O(x)
\]

where \([.]^T\) denotes the skew symmetric operator. From (8), \( \rho(t) = 0 \) when \( x(t) = [ e_p^T(t), \xi_i^* ]^T = 0 \). Using the mean value theorem and the development in Chapter 4 of [29] for (8) at \( x(t) = 0 \) yields

\[
\rho = \begin{bmatrix}
J_1 \\
J_2
\end{bmatrix}
\begin{bmatrix}
e_p \\
\xi_i^*
\end{bmatrix}
+ O(x),
\]

where \( J \in \mathbb{R}^{4m \times 12} \) is the Jacobian, \( J_1 = \frac{\partial \phi}{\partial e_p} \bigg|_{e_p = 0}, J_2 = L_i(s_i^*, Z^*) R_c \), the term \( O(x) \) satisfies \( O(x) \leq v_1\|x\| \) where \( v_1 \in \mathbb{R}^+ \). The Jacobian \( J \) is full column rank in the neighborhood of \( x(t) = 0 \) as \( \phi(\cdot) \) is locally injective and \( J_2 \) can be made full column rank by selecting an appropriate desired feature vector \( s_i^* \).

To facilitate the stability analysis of the switched system, using the dynamics of \( \dot{e}_p(t) \) derived in Section II B of [20], the dynamics of the common state \( x(t) \) for IBVS can be concisely written as a first order dynamical system of the form

\[
\dot{x} = f_c(x, t) + g_v(t),
\]

where \( f_c: \mathbb{R}^{12} \times \mathbb{R}^+ \to \mathbb{R}^{12} \) is a locally-Lipschitz function in \( x \) and piecewise continuous in \( t \), whose form can be derived using the injective function \( \phi(t) \), and \( g_v(t) = \begin{bmatrix} 0_{7 \times 5} \left( k_v R_c \hat{L}_i^+ \chi(t) \right)^T \end{bmatrix} \) is a perturbation term piecewise continuous in \( t \). To facilitate the stability analysis of the system in (10), following remarks and assumptions are stated.

**Remark 2.** Using the relation in (4), the upper bound on the norm of the velocity is given by \( \|\xi_i\| \leq (\inf_{t \geq 0} \sigma_{\min}(L_i))^{-1} \|\dot{e}_i\| \), where \( \sigma_{\min}(L_i) \) is the minimum non-zero singular value of the matrix \( L_i(s_i, Z) \).

**Assumption 2.** The matrices \( \hat{L}_i^+(s_i, Z^*) \) and \( \hat{L}_i(s_i, s_i, Z, Z) \) can be upper bounded using the constants \( l_1, l_2 > 0 \) as \( \sup_{t \geq 0, \|\dot{e}_i\| = 1} \|\hat{L}_i^+\| \leq l_1 \) and \( \sup_{t \geq 0, \|\dot{e}_i\| = 1} \|\hat{L}_i\| \leq l_2 \) in a sufficiently small neighborhood of the origin.

**Remark 3.** Assumption 2 is mild since it only requires \( s_i(t), Z(t) \) to be bounded in a local region near \( s_i^* \) (Remark 1 in [30]). The bound on the matrix \( L_i(s_i, s_i, Z, Z) \) holds given that \( s_i(t), Z(t) \) are bounded, since \( Z(t) \) is a function of the bounded 3D coordinates of the feature point and the velocity vector \( \xi_i(t) \) (Ch. 12 pp. 414 in [31]), which can be upper bounded using Remark 2.

**Assumption 3.** The matrix \( \hat{L}_i^+ \) is constructed using suitable feature points and a constant depth approximation such that in a sufficiently small neighborhood of the origin, \( e_i(t), \dot{e}_i(t) \notin \text{Ker} \{ \hat{L}_i^+ \}, \hat{L}_i^+ L_i > 0 \) and \( \hat{L}_i^+ \) has full column rank as described in [32].

**Remark 4.** Assumption 3 implies that if the matrix \( \hat{L}_i^+ \) is suitably computed and the initial camera pose is in a local neighborhood of the goal camera pose, then the feature motion is realizable which ensures the final camera does not reach a local minimum. In this local region the matrix \( \hat{L}_i^+ L_i \) is positive definite [32], [3].

**Theorem 1.** If Assumptions 1 - 3 hold, then the dynamics in (10) are uniformly ultimately bounded in the sense that for an initial time \( t_0 \geq 0 \)

\[
\|x_0\| < \sqrt{\frac{\gamma_v}{\gamma_w}} \delta_1 \Rightarrow \limsup_{t \to \infty} \|x(t)\| \leq \sqrt{\frac{\gamma_w}{\gamma_v}} \delta_1,
\]

where \( x_0 = x(t_0) \), provided that \( \delta_1 > \sqrt{\gamma_v/\gamma_w} \delta_1 \), and the controller gains \( k_p \) and \( k_v \) satisfy the sufficient condition

\[
\lambda_v = \lambda_{\min} \left[ \frac{\varepsilon_1 k_v k}{2} k^* + \frac{k_v}{k^*} \right] > 0,
\]

where \( k^* = -\frac{\delta_1}{2} \left( k_p + \frac{\varepsilon_1 k_v}{k^*} \right) \) and \( \varepsilon_1, k, \bar{k}, \bar{\gamma}, \gamma_v, \beta_1, \eta, \delta_1 \) are positive constants.

**Proof:** Using (9), the following upper and lower bound

\[
m\|x\|^2 \leq \|\rho\|^2 \leq \bar{m}\|x\|^2
\]

can be derived where \( m = \)
\[ \gamma \text{ close to the goal-pose, which is enough to ensure that the} \]
\[ \text{considered local region as} \]
\[ v_2 \in \mathbb{R}^+ \text{. In (13),} \]
\[ P_v(t) = J^T Q(t) J \text{ and} \]
\[ \rho = \begin{bmatrix} \frac{1}{2} (\hat{L}_i^+)^T \hat{L}_i^+ & \frac{1}{4} (\hat{L}_i^+)^T \hat{L}_i^+ \\ \frac{1}{4} (\hat{L}_i^+)^T \hat{L}_i^+ & \frac{1}{2} (\hat{L}_i^+)^T \hat{L}_i^+ \end{bmatrix}, \]  
(14)

where \( \varepsilon_1 > 0 \) is a suitably chosen constant. Although \( Q(t) \) is positive semidefinite, it is known from Assumption 3 that \( e_i(t), \dot{e}_i(t) \notin \text{Ker } (\hat{L}_i^+) \) if the initial pose of the camera is close to the goal-pose, which is enough to ensure that the quadratic form in (13) is always nonzero in a local region near the origin and is zero at the origin. The Lyapunov function in (13) can be then upper and lower bounded as \( \gamma \leq V_v(x, t) \leq \gamma_v \) \( ||e_i||^2 \), where \( \gamma_v = \inf_{t \geq 0} \lambda_{\text{min}} (P_v) + v_2 \). Taking the time derivative of (13), using (4) and (7), \( V_v \) can be written as

\[ \dot{V}_v = e_i^T (\hat{L}_i^+)^T \hat{L}_i^+ e_i + \varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \xi_c \]
\[ - k_p e_i^T (\hat{L}_i^+)^T \hat{L}_i \hat{L}_i^+ e_i - k_v e_i^T (\hat{L}_i^+)^T \hat{L}_i \hat{L}_i^+ \dot{e}_i \]
\[ + k_v e_i^T (\hat{L}_i^+)^T \hat{L}_i \hat{L}_i^+ e_i \]
\[ + \varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \xi_c + \frac{\varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i}{2} \]
\[ - \varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{\xi}_c \]
\[ + \frac{\varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i}{2} - \varepsilon_i^T \xi_c^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i \]
\[ + \frac{\varepsilon_1 k_v}{2} e_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i \]
\[ + e_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i \]
\[ + \frac{\varepsilon_i^T (\hat{L}_i^+)^T \hat{L}_i \dot{e}_i}{2} \]  
(15)

Using Assumption 3, it can be ensured that

\[ k \leq e_i^T \text{sym } \left( \begin{bmatrix} \hat{L}_i^+ & \hat{L}_i \hat{L}_i^+ \end{bmatrix} \right) e_i \leq \| e_i \|^2 \]

and

\[ k \leq \| \dot{e}_i \|^2 \leq \varepsilon \leq \varepsilon_1^T \text{sym } \left( \begin{bmatrix} \hat{L}_i^+ & \hat{L}_i \hat{L}_i^+ \end{bmatrix} \right) e_i \leq \| e_i \|^2 \]

for some \( k \geq k > 0 \) in the local region near the origin. Using Assumption 2 and defining the following upper bounds in the considered local region as \( \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \hat{l} \)

\[ \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \hat{l} \]

\[ \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \dot{e} \]

\[ \| e_i \| \leq \varepsilon = \max \{ \varepsilon_1/2 \} \]  
(15)

Using the inequality \( \| e_i \| + \| \dot{e}_i \| \leq \sqrt{2} (\| e_i \|^2 + \| \dot{e}_i \|^2) = \sqrt{2} \| \rho \|, \) after some algebraic manipulations and using the bounds on \( \| \rho \| \) and \( ||e_i|| \), (16) can be simplified to

\[ V_v = \frac{1}{\beta_1} \sum_{\rho} + \eta, \]
(17)

\[ \forall \| \rho \| \leq \frac{\lambda_{\text{max}}}{\beta_1} \sum_{\rho} \left(1 - e^{-\frac{2t}{\lambda_{\text{max}}}}(t-t_0)\right), \]
(18)

From (18) and using the bounds on the Lyapunov function it can be concluded that \( x(t) \in L_\infty \). Using Theorem 4.18 in [29], the state is uniformly ultimately bounded for sufficiently small \( \delta_1 > 0 \) representing the local region of convergence, where the relation in (9), Assumptions 2-3 and (17) holds.

The ultimate bound on the state can be made arbitrarily small by adjusting the controller gains \( k_p, k_v \) and by choosing an appropriate approximation method for \( \dot{e}_i(t), \) which minimizes \( \chi. \)

IV. TASK SPACE DYNAMIC MOVEMENT PRIMITIVES

This section describes the position and orientation DMPs which can generate goal reaching motions while retaining the desired shape of the trajectory.

A. Combined Position and Orientation DMPs

To regulate the position and orientation error to zero, i.e., \( \| e_p(t) \| \to 0 \) and to retain a desired shape of the trajectory, the combined position and orientation DMPs are described by the following acceleration law

\[ \tau \xi_c^2 = -\Gamma e_p - \tau \Lambda \xi_c + \Theta^T \Psi (z_p, z_o), \]
(19)

where \( \xi_c(t) \) is the velocity of the camera in the frame \( F_{c^*} \), \( \Gamma = \text{diag } \{ \alpha_c, \beta_c \} I_3, \) \( \Lambda = \text{diag } \{ \alpha_c I_3, \alpha_c I_3 \} \) such that \( \alpha_c, \beta_c > 0 \) are constant positive gains and \( \tau > 0 \) is the temporal scaling constant. The third term on the origin. Using Assumption 2 and defining the following upper bounds in the considered local region as \( \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \hat{l} \)

\[ (\inf_{t \geq 0} \alpha_{\text{min}} (L_i))^{-1} \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \| \hat{L}_i \|^2 \leq \hat{l} \]

\[ \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \hat{l} \]

\[ \sup_{t \geq 0} \| \hat{L}_i^+ \|^2 \leq \dot{e} \]

\[ \| e_i \| \leq \varepsilon = \max \{ \varepsilon_1/2 \} \]  
(15)

such that \( \theta_p, \theta_o \in \mathbb{R}^N_p \times 3, \theta_o \in \mathbb{R}^N_o \times 3 \) are constant weight matrices associated with the vectors of radial basis functions
\[ \Psi_p(z_p) = \left[ \begin{array}{c} \psi_1(z_p) \\ \vdots \\ \psi_{N_p}(z_p) \end{array} \right] \in \mathbb{R}^{N_p} \text{ and } \Psi_o(z_o) = \left[ \begin{array}{c} \varphi_1(z_o) \\ \vdots \\ \varphi_{N_o}(z_o) \end{array} \right] \in \mathbb{R}^{N_o} \text{ with } N_p, N_o > 0 \text{ as respective basis numbers. The individual basis functions are defined as } \psi_i(z_p) = \exp(-h_i^p(z_p) - c_i^2) \text{ and } \varphi_i(z_o) = \exp(-h_i^o(z_o) - \nu_i^2). \] 

The parameters \( c_i, \nu_i > 0 \) are centers of the basis functions and \( h_i^p, h_i^o > 0 \) are the variances respectively. In (20), \( z_p(t) \in \mathbb{R} \) and \( z_o(t) \in \mathbb{R} \) are solutions to first order scalar differential equations given by

\[ \tau \ddot{z}_p = -\alpha_p z_p, \quad \tau \ddot{z}_o = -\alpha_o z_o, \quad (21) \]

where \( \alpha_p, \alpha_o > 0 \) are constant positive gains. To facilitate the stability analysis, the initial conditions for the differential equation in (21) are set to \( z_p(t_0), z_o(t_0) = 1 \).

**Assumption 4.** The nonlinear forcing term can be upper bounded as \( \|\Theta^T \Psi\| \leq \Omega_{\min}(\Theta^T \Omega) \leq \Theta \). 

This holds true since the analytical solution of the optimization problem in (23) depends on the pseudo-inverse of the column-wise augmented \( \Psi \) matrices and the demonstration trajectories which are bounded.

Thus, based on (1), the dynamics of \( e_p(t) \) derived in Section II B of [20], and (19), the state dynamics for the DMP can be concisely written as

\[ \dot{x} = fd(x, t) + gd(t), \quad (22) \]

where \( fd : \mathbb{R}^{12} \times \mathbb{R}^+ \to \mathbb{R}^{12} \) is a locally-Lipschitz function in \( x \) and piecewise continuous in \( t \) and \( gd(t) = \left[ \begin{array}{c} 0_{1 \times 6}^T (\Theta^T \Psi(z_p, z_o))^T \end{array} \right] \] is a perturbation term which is piecewise continuous in \( t \).

**B. Learning DMP Parameters**

Given a demonstration trajectory with \( \mathcal{N} \) data points \( (e_p(t_k), \xi_c(t_k), \xi_c(t_k))_{k=0}^{N-1} \) sampled at the time instants \( \{t_k\}_{k=0}^{N-1} \), the DMP weights are computed by solving the following optimization problem

\[ \Theta^* = \arg \min_{\Theta} \sum_{k=0}^{N-1} \left\| \tau^2 \xi_c(t_k) + \Gamma e_p(t_k) + \tau \lambda \xi_c(t_k) - \Theta^T \Psi(z_p(t_k), z_o(t_k)) \right\|^2, \quad (23) \]

for suitably chosen values of \( \tau, \Gamma, \lambda \). The centers and variances are calculated as \( c_i = e^{-\alpha_p (\xi_c(t_k) - t_k)} \), \( h_i^p = \frac{1}{(c_i+1-c_i)^2} \), \( h_i^o = \frac{1}{(c_i+1-c_i)^2} \), \( \forall i = 1, \cdots , N_p - 1 \) and \( \nu_j = e^{-\alpha_o (\xi_c(t_k) - t_k)} \), \( h_j^p = \frac{1}{(c_j+1-c_j)^2} \), \( h_j^o = \frac{1}{(c_j+1-c_j)^2} \), \( \forall j = 1, \cdots , N_o - 1 \).

**C. Stability Analysis of DMPs**

This subsection presents the stability analysis of the DMP described in Section IV-A.

**Property 1.** [33] Based on the definition of \( r(t) \) defined after (1), the following relations hold,

\[ r^T r = r^T \omega_c, \quad r^T \omega_c \leq \omega^T \omega_c. \quad (24) \]

**Theorem 2.** Provided that Assumption 4 holds, then the system in (22) is globally asymptotically stable in the sense that

\[ \lim_{t \to \infty} \|x(t)\| = 0, \quad (25) \]

given that the gains \( \alpha_p, \alpha_o, \beta_p, \beta_o \) and \( \beta_p, \beta_o \) are chosen according to the sufficient condition

\[ \alpha_p = 4 \beta_p, \quad \alpha_o = 4 \beta_o, \quad \beta_p > \frac{3 \varepsilon_2}{8 \tau}, \quad \beta_o > \frac{3 \varepsilon_2}{8 \tau}, \quad (26) \]

where \( \varepsilon_2 \in (0, \sqrt{4 \tau^2 \lambda_{\min}(\Gamma)}) \) is a positive constant.

**Proof:** Consider the candidate Lyapunov function

\[ V_d(x) : \mathbb{R}^{12} \to \mathbb{R}^{+} \text{ defined as } \]

\[ V_d(x) = x^T P_d x, \quad (27) \]

where \( P_d = \left[ \begin{array}{ccc} 1 & \frac{\varepsilon_2}{2} & \frac{\varepsilon_2}{2} I_{16} \\ \frac{\varepsilon_2}{2} & \frac{\varepsilon_2}{2} & \frac{\varepsilon_2}{2} I_{16} \\ \frac{\varepsilon_2}{2} & \frac{\varepsilon_2}{2} & \frac{\varepsilon_2}{2} I_{16} \end{array} \right] \). The Lyapunov function in (27) is upper and lower bounded as \( \gamma_d \|x\|^2 \leq V_d(x) \leq \tau_d \|x\|^2 \), where \( \gamma_d = \lambda_{\min}(P_d) \) and \( \tau_d = \lambda_{\max}(P_d) \). Taking the time derivative of \( V_d(x) \), using the definition of \( x(t) \) in (1), substituting (24), (19), and simplifying yields

\[ \dot{V}_d \leq -\tau \xi_c^T \Lambda \xi_c + \xi_c^T \Theta^T \Psi - \frac{\varepsilon_2}{2} \tau^2 \xi_c^T P_d \xi_c + \frac{\varepsilon_2}{2} \xi_c^T \Xi_c \xi_c. \quad (28) \]

The DMP gain relations are selected as per [34] to be \( \alpha_p = 4 \beta_p \) and \( \alpha_o = 4 \beta_o \) to make a proportional-derivative like part of the system critically damped. Defining the constants \( \xi_1 \geq \frac{e^{-\alpha_p \tau}}{\varepsilon_2}, \xi_2 \geq \frac{e^{-\alpha_o \tau}}{\varepsilon_2} \), \( C = \max \{\xi_1, \xi_2\} \), if \( \beta_p \) and \( \beta_o \) are chosen according to the sufficient conditions in (26), then (28) can be upper bounded as \( V_d \leq -\lambda_d \|x\|^2 + \sqrt{2 \tau C} e^{-\alpha_p \tau(t-t_0)} \|x\| \)

where \( \lambda_d = \min \left\{ \frac{\varepsilon_2}{4 \tau}, 4 \tau \beta_p - \frac{3 \varepsilon_2}{8 \tau}, 4 \tau \beta_o - \frac{3 \varepsilon_2}{8 \tau} \right\} \). Completing the squares and using the bounds on the Lyapunov function yields

\[ \dot{V}_d \leq -\lambda_d V_d + C^2 \varepsilon_2 \dot{e}^2(t-t_0), \]

\[ \leq -\beta V_d + \varpi \dot{e}^2(t-t_0), \]

where \( \beta_d = \frac{\lambda_d}{\varepsilon_2} \), \( \varpi = \frac{C^2}{2} \). The solution to the differential inequality in (29) can be obtained using Lemma 3.4 in [29] as

\[ V_d(x(t)) \leq V_d(x(t_0)) e^{-\beta \dot{e}^2(t-t_0)} + \tilde{\varpi} \dot{e}^2(t-t_0), \quad (30) \]

where \( \tilde{\varpi} = \min \{2 \xi_1, \xi_2\} \), \( \varpi = \frac{C^2}{2} \beta_d^2 \) and \( \beta_d \neq 2 \xi_1 \) such that \( |\cdot| \) denotes the absolute value of the argument. Using (30) and the bounds on the Lyapunov function, it can be concluded that \( \|x(t)\| \in \mathcal{L}_\infty \). The second term on the right
hand side of (29) is a non-negative continuous perturbation term which satisfies $\lim_{t \to \infty} \varphi \varepsilon^{-2\alpha(t-t_0)} = 0$ resulting in the global asymptotic stability of the solution trajectories $x(t)$ (c.f. Lemma 9.6 in [29]).

V. STABILITY ANALYSIS OF THE SWITCHED SYSTEM

In this section, the stability of switched system is analyzed while switching between DMP and IBVS controllers. To facilitate the stability analysis the common state defined in (1) and stability results, which are derived for the dynamics of the common state using IBVS control and DMP, are used. The switched system switches between the IBVS controller in (6) and DMP in (19) based on the visibility of feature points. The switching between the controllers leads to discontinuous dynamics which can be mathematically expressed as

$$
\dot{x} = f_{\sigma(x,t)}(x,t) + g_{\sigma(x,t)}(t), \quad \sigma : \mathbb{R}^{12} \times \mathbb{R}^+ \to \{v, d\}. \quad (31)
$$

The switching signal $\sigma(x,t)$ governs the dynamics of $x(t)$. Since the IBVS exponentially converges to a bound when initialized in a local region near the goal state, a threshold constant $\delta_2 > 0$ is selected for the IBVS controller to be active such that, $x(t) \in B_{\delta_2}(0) \subset B_{\delta_1}(0)$. The relation between the positive constants $\delta_1$ and $\delta_2$ is established using the analysis in Theorem 3.

Remark 6. In practice, a threshold for image pixel error $e_1(t)$ and velocity $\xi_c(t)$, which corresponds to $\delta_2$, can be chosen based on the image size and feature visibility. The IBVS system is active when all the features are detected, matched and $\ell \leq e_1(t) \leq \bar{\ell}$ for some suitably chosen vector $\bar{\ell}$, where the inequalities are element-wise. No threshold is selected for the velocities $\xi_c(t)$, however, the constant $\gamma$ in (19) can be adjusted to generate slow velocities using the DMP.

![Diagram of the DMP-IBVS switched system](image)

Figure 2. Block diagram of the DMP-IBVS switched system.

Let $\bar{r} = \max \{r_1, r_2, r_d\}$, $\bar{s} = \min \{s_2, s_d\}$, $\mu = \bar{s}/\bar{r}$ be constants. The Lyapunov functions $V_c(x,t)$ and $V_d(x)$ in (13) and (27) can then be related as follows.

$$
V_c \leq \mu V_d, \quad V_d \leq \mu V_c, \quad \forall x(t) \in B_{\delta_1}(0). \quad (32)
$$

Definition 1. (Ch. 3, pp. 58 in [10]) The switching signal $\sigma(x,t)$ has average dwell time $\tau_a$, if there exist two numbers $N_0 \in \mathbb{Z}^+$ and $\tau_a \in \mathbb{R}^+$ such that

$$
N_\sigma(t, t) \leq N_0 + \frac{t - t_0}{\tau_a} \quad (33)
$$
is satisfied, where $N_0$ is known as the chatter bound and $N_\sigma(t, t)$ are the number of discontinuities on the interval $[t_0, t]$.

Theorem 3. Provided that Assumptions 1 - 4 hold, the state trajectories of the switched system generated by the family of subsystems described by (31) and a piecewise constant, right continuous switching signal $\sigma : \mathbb{R}^{12} \times \mathbb{R}^+ \to \{v, d\}$ asymptotically converge to a bound in the sense that

$$
\lim_{t \to \infty} \|x(t)\| \leq \frac{\sqrt{\kappa^{N_0+1 \gamma}}}{\kappa^{N_0+2} e} \quad (34)
$$
provided that

I. If $x(t) \in \mathbb{R}^{12} \backslash B_{\delta_1}(0) \Rightarrow \sigma(x,t) = d$.
II. If $\sigma(x(t^-), t^-) = d$ and $x(t) \in B_{\delta_2}(0)$, then $\sigma(x(t), t) = v$.
III. The local region of convergence and the switching threshold satisfy the following conditions

$$
\sqrt{\frac{\kappa^{N_0+2}}{\kappa^{N_0+2}}} \delta_1 > \delta_2, \quad \text{and} \quad \delta_1 > \sqrt{\frac{\kappa^{N_0+1 \gamma}}{\kappa^{N_0+2} \epsilon}}. \quad (35)
$$

IV. The condition in (33) is satisfied for

$$
\tau_a > \frac{\ln \mu}{\beta - \epsilon}, \quad (36)
$$
where $0 < \epsilon < \beta \leq \min \left\{ \frac{\mu}{r_1}, \epsilon_3 \right\}$.

Proof: The proof of the theorem is divided into two cases to characterize the behavior of the switched system in different regions of the space. Consider the Lyapunov function defined in (13) and (27)

$$
V_{\sigma(x,t)}(x,t) = \begin{cases} x^T P_v(x) x + \tilde{\Theta} & \sigma(x,t) = v \\ x^T P_d x & \sigma(x,t) = d \end{cases} \quad (37)
$$

Case 1. When $\|x(t)\| > \delta_2$, the state $x(t) \in \mathbb{R}^{12} \backslash B_{\delta_2}(0)$ is outside of the switching set for IBVS. If Condition I of Theorem 3 is satisfied, then $V_{\sigma(x,t)}(x,t)$ is differentiable and decreases exponentially from any initial condition. Then $\forall t \in [0, t_0)$ for $t_0 > 0$, the following upper bound holds

$$
\begin{align*}
V_{\sigma}(x(t), t) & \leq V_{\sigma}(x(0), 0) e^{-\beta_2 t} + \tilde{\varphi} e^{-\gamma_2 t} \\
& \leq (V_{\sigma}(x(0), 0) + \tilde{\varphi}) e^{-\gamma_2 t},
\end{align*}
$$

where $\sigma : \mathbb{R}^{12} \backslash B_{\delta_2}(0) \times [0, t_0) \to d$ and the arguments of $\sigma$ are dropped in (38) for brevity. The time required to reach the set $B_{\delta_2}(0)$ from any initial condition is finite and can be lower bounded by

$$
t_0 \geq \frac{1}{\beta} \ln \left( \min \left\{ \kappa^{\|x(t_0)\|_2^2 + \varphi}, 1 \right\} \right). \quad (38)
$$

The controller switches to IBVS when $\|x(t_0)\| < \delta_2$. The switched system state trajectories after switching to and operating in IBVS thereafter remain in a subset of the local region, i.e.,

$$
\|x(t)\| < \delta_2 \Rightarrow \|x(t)\| < \delta_1, \text{if } \sigma(x(t), t) = v, \forall t \geq t_0, \text{ and condition III is satisfied.}
$$

Case 2. Let $t_0 = \inf \{ t \in \mathbb{R}^+ | \|x(t)\| < \delta_2 \} \geq 0$ be the first time instance when $\|x(t)\| < \delta_2$ implying that $x(t_0) \in B_{\delta_2}(0)$. Such a $t_0 < \infty$ exists due to exponentially decaying
upper bound in (38). Using a recursion similar to the results in [35], Lyapunov bounds in (18), (30), and the average dwell time condition in (33) and (36), the conservative bound on the solution of the Lyapunov function in (37) between the interval \([t_0, t]\) for monotonically increasing sequence of switching times \(\{t_n\}_{n=0}^{\infty}\) can be given as
\[
V_\sigma(x(t), t) \leq \mu N_{\sigma}^{N_{\sigma}+1} \left( V_\sigma(x(t_0), t_0) + \bar{w} e^{-\epsilon(t-t_0)} + \frac{\eta}{\epsilon} \left( 1 - e^{-\epsilon(t-t_0)} \right) \right), \quad \forall x(t) \in \mathcal{B}_\delta(0) \tag{39}
\]
where \(\bar{w} = \frac{\sigma}{2(2\alpha - \epsilon)}. \) For large enough \(t\), the solution \(x(t)\) never exits the region \(\mathcal{B}_\delta(0)\). It can be concluded from (39) that \(x(t)\) is continuous, \(x(t) \in L_\infty\) and converges asymptotically to the bound in (34).

The ultimate bound on the switched system is larger compared to the bound on the individual IBVS system as switching between subsystems can lead to growth of the Lyapunov function. Such a bound is commonly found in the literature in different contexts (c.f. Theorem 1 in [36], Lemma 2 in [27], Theorem 1 in [37]). Algorithm 1 is developed based on the stability analysis presented in Theorem 3 to ensure stable switching by compensating for the fast switching occurring due to the disturbances and occlusions in the IBVS subsystem. A compensation time \(t_c\) is calculated and the DMP subsystem is kept active for additional time to ensure that the average dwell time condition is satisfied for a total of \(\bar{N} > 0\) switches.

Remark 7. Theorem 3 establishes the general conditions for switching between the subsystems and is useful in the case of frequent perturbations or occlusions which can result in fast switching which can make the combined system unstable if the average dwell time condition is not satisfied.

Remark 8. The constant \(\beta\) depends on the IBVS controller gains \(k_x, k_y\) and the DMP gains \(\alpha_x, \alpha_y, \beta_x, \beta_y, \alpha_z, \alpha_w\). Increasing the gains can increase \(\beta\) which enables the user to choose \(\epsilon\) from a wider range of values. Choosing a high value of \(\epsilon\) leads to a faster convergence of the bound in (39). However, this increases the average dwell time \(\tau_a\) in (36). On the other hand, if \(\epsilon\) is chosen to be small, the bound in (39) converges slowly but allows for a lower \(\tau_a\).

VI. Experiments

A. Experimental Setup

The camera in the wrist of the right arm of a Baxter research robot is used to capture images of an ArUco marker with the frame rate of 30 fps and image resolution 640 \(\times\) 420. The corners of the ArUco marker are used as feature points \((m = 4)\) for IBVS. The feature points are detected and matched using OpenCV’s ArUco library. The processing is done at 30 fps using a desktop with an Intel Core2Duo CPU with clock-speed of 2.26 GHz and 4 GB RAM running Ubuntu 14.04. The experimental setup is shown in Fig. 3. The DMP-IBVS switching algorithm is implemented in MATLAB 2018a. The camera intrinsic parameters for Baxter’s right hand camera are given by \(f_x = f_y = 407.1, c_x = 323.4\) and \(c_y = 205.6\), where \(f_x, f_y\) represent the camera focal lengths in pixels and \((c_x, c_y)\) represents the camera center pixel.

The position DMP is trained on a demonstration trajectory, which is collected by recording Baxter’s arm position,
velocity, acceleration and filtered using a constant acceleration Kalman filter. The orientation DMP is trained on a trajectory generated by a minimum-jerk polynomial for quaternions. The goal-pose of the DMP is used to record the desired feature vector $s^*_{i}$ for IBVS system. The DMP acceleration commands are computed from the Baxter robot pose feedback. The IBVS and DMP controller-generated acceleration is integrated and applied as a joint velocity controller using the pseudo-inverse of the Baxter manipulator Jacobian matrix.

B. Experiment 1

In this experiment, the convergence and stability of the DMP-IBVS switched system is verified when switching occurs only once. The DMP weights are computed by recording a trajectory as described earlier. The DMP parameters are set to $\alpha_v = 140$, $\beta_o = 35$, $\alpha_w = 4$, $\beta_w = 1$, $\alpha_{x_s} = 1$, and $\tau = 25$. The IBVS gains are empirically tuned to be $k_p = 5$, and $k_v = 10$. The initial pose of the Baxter right-hand camera is selected such that none of the desired feature points are in the FOV of the camera. The feature threshold error for switching is chosen as $\tau = [0.85, 0.42, \cdots, 0.85, 0.42]^T$, $\dot{z} = -\tau$ which corresponds to pixel errors of 345 pixels and 170 pixels in the X and Y-directions of the image frame, respectively. When the features are out of the FOV the arm starts approaching the goal location along the trained DMP trajectory. The controller switches to IBVS once the features are in the FOV of the camera and the feature error is less than the selected threshold error, i.e., $\dot{z} \leq e_i \leq \tau$. This condition is first satisfied at $t = 16.4$ s. Fig. 4(a) shows the acceleration generated by the switched system with the discontinuity at 16.4 s, which is the switching instance. The pose error starts converging to the desired pose as the DMP is active until $t = 16.4$ s. Once the switch to IBVS happens, the pose error in Fig. 4(b) converges to a bound. It is also observed that the pose error is continuous as proven in Theorem 3. Fig. 4(c) shows the image feature error $e_i(t)$, which is first computed when all the features are visible and the threshold condition is satisfied. The image feature error decreases exponentially to a bound as the IBVS system converges. Fig. 4(d) shows the Lyapunov function $V_{\sigma(x,t)}(x(t), t)$ for the switched system. The orange line shows $V_{\sigma}(x(t), t)$ and the right y-axis represents its values. Similarly, the blue line shows $V_{\sigma}(x(t))$ and the left y-axis represents its values. The Lyapunov functions are only plotted for the active subsystem in the corresponding time interval. The Lyapunov function asymptotically decreases for both controllers when active individually, verifying the result of Theorem 3. The error bounds obtained for the experiment in Table I verify the convergence of the error for the switched system. The error bounds are computed by taking the average of the last 5 error data points.

C. Experiment 2

In the second experiment, the stability and convergence of DMP-IBVS switched system is tested when there are multiple switches amongst these individual systems. Such a case would occur practically when the feature points are occluded or the features go out of FOV during the IBVS system operation. The feature occlusion is simulated using a piece of paper placed on the ArUco markers covering the camera view. The parameters of the DMP-IBVS switching algorithm are selected empirically as follows: $\mu = 10.67$, the decay rates are $\beta = 0.77$ and $\epsilon = 0.01\beta$. The average dwell time is calculated as $\tau_o = 13.82$ s. The individual DMP and IBVS parameters are the same as those from Experiment 1. The constants are selected as $N = 5$ and $N_0 = 2$, which allows the total time between $N$ switches to be $3\tau_a$. This also implies that if the first 4 switches between IBVS and DMP controllers are fast, then DMP-IBVS system ensures that the average dwell time condition is met by keeping the DMP controller active for longer time before the 5th switch occurs. The results of Experiment 2 are summarized in Figs. 5(a)-(d). Fig. 5(a) shows the acceleration generated by the switched system with the switching instants marked with grey dashed-dotted lines. The switching occurs at the following time instances $t = 15.56s$, $t = 16.44s$, $t = 19.12s$, $t = 21.48s$ and $t = 57.08s$ with the DMP controller active with $0 - 15.56s$. Fig. 5(b) shows the convergence of the pose error to a bound for the switched system using Algorithm 1. As verified by Theorem 3, the pose error is continuous despite the switching between the DMP and IBVS subsystems. Fig. 5(c) shows the exponential decay of the image feature errors when the IBVS controller is active and the conditions of Algorithm 1 are met. It can be seen that, although all the features are visible and the feature error is below the selected threshold, the DMP controller is active between $t = 21.48 - 57.08s$ to compensate for the average dwell time to ensure the stability despite fast initial switching. Fig. 5(d) shows the asymptotic convergence of the Lyapunov function $V_{\sigma(x,t)}(x(t), t)$ for the switched system. The result of Theorem 3 is verified by the stability of the Lyapunov functions as shown in Fig. 5(d). The error bounds obtained for the experiment in Table I verify the convergence of the error for the switched system.

D. Experiment 3

In this experiment, the DMP-IBVS switched system performance is compared with the performance of DMP for a precision pose regulation task of the end-effector when there is an uncertainty in the goal-pose. Precision positioning is required in many fine manipulation tasks such as assembly, small hole insertions, or pinch grasping. A pinch grasp task using parallel jaw grippers is considered in this experiment.

| Experiment | $\|e_i\|$ | $\|e_{i+}\|$ | $\|e_{i+1}\|$ | $\|e_{i+2}\|$ |
|-----------|----------|-----------|-----------|-----------|
| Experiment 1 | 0.0660   | 0.0240    | 0.0229    | 0.0655    |
| Experiment 2 | 0.0089   | 0.0078    | 0.0078    | 0.0082    |
Figure 4. Experimental results for the DMP and IBVS for a single switching instance at 16.4 s. (a) Camera acceleration generated by DMP controller till 16.4 s and camera acceleration generated by IBVS controller after 16.4 s (b) Pose error $e_p(t)$ converges to a bound. (c) Image feature errors $e_{ij}(t)$ computed after 16.4 s. (d) Value of Lyapunov function $V_{p(x,t)}(x(t), t)$, with left y-axis showing the scale for $V_{p}(x(t))$ and right y-axis showing the scale for $V_{p}(x(t), t)$.

Figure 5. Experimental results for the DMP and IBVS with frequent feature occlusion (a) Camera acceleration generated by DMP controller and the IBVS controller in the presence of occlusion with grey dashed-dotted lines showing the switching instances. (b) Pose error $e_p(t)$ converges to a bound in the presence of multiple switching instances. (c) Image feature errors $e_{ij}(t)$ computed when all the features are visible and satisfy the threshold condition in Algorithm 1. (d) Value of Lyapunov function $V_{p(x,t)}(x(t), t)$ during multiple switching instances, with left y-axis showing the scale for $V_{p}(x(t))$ and right y-axis showing the scale for $V_{p}(x(t), t)$.

Figure 6. Experimental results for end-effector positioning to complete the pinch grasping task with changed object location. (a) Failed pinching operation with changed object location using DMP-only system. (b) Successful pinching operation despite changed goal location using the DMP-IBVS switched system. (c) Pose error evolution for the DMP. (d) Pose error convergence for the DMP-IBVS switched system.

For successful pinch grasping the gripper needs to be positioned precisely to a certain pose (i.e., a goal pose) with respect to the object. An ArUco marker is attached to an object which is placed in a box for this task. The DMP-only control and the DMP-IBVS control are implemented. Trajectory data starting from a pose where the object is not visible in the camera FOV due to the presence of the box and ending close to the object before the gripper closes for pinching is collected for training the DMP parameters. The object position in the box is slightly changed during testing before the trajectory is generated using the DMP-only and DMP-IBVS switched system. The changed goal-pose due to the change of object location is unknown to the DMP. Thus, the DMP-only system cannot reach the new pose. In Fig. 6(a), the pinch grasp operation fails using the DMP-only system because the gripper could not position itself precisely before the parallel jaw gripper is activated. However, the DMP-IBVS switched system is able to adapt to the change in the goal pose of the gripper using eye-in-hand image feedback once it is available. The successful pinch using the DMP-IBVS switched system is shown in Fig. 6(b). Figs. 6(c) - (d) show the evolution of the pose error $e_p$ computed with respect to the new goal-pose for the DMP-only and DMP-IBVS switched system. As seen by the dashed-dotted grey line in Fig. 6(d), the DMP is active until 9.40 s and then...
the IBVS subsystem becomes active when image features are visible. The IBVS ensures the convergence of the pose error with respect to the object using image-feedback. The DMP-only system on the other hand is not able to adapt to the change in goal-pose and converges to the goal-pose used during training. As a result, the pose error does not converge to zero as seen from Fig. 6(c). The pose error computed in terms of $\|e_p\|$ for DMP system is 0.1105 whereas for DMP-IBVS switched system is 0.0092.

VII. CONCLUSION
In this paper a switching strategy is presented, that utilizes DMP and IBVS methodologies to combine learning-based end-effector control and perception-based control. The Lyapunov stability analysis of the proposed IBVS system yields a UUB result in a local region around the origin, and that of the DMP system yields global asymptotic stability. The switched DMP-IBVS system analysis based on multiple Lyapunov functions shows that the switched system asymptotically converges to a bound. A switching algorithm is presented based on feature visibility while maintaining stability subject to the average dwell time condition. The method is tested on a Baxter research robot using a pose regulation task of the end-effector control and perception-based control. The Lyapunov and IBVS methodologies to combine learning-based approaches,
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