Systems modelling ageing: from single senescent cells to simple multi-cellular models
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Systems modelling has been successfully used to investigate several key molecular mechanisms of ageing. Modelling frameworks to allow integration of models and methods to enhance confidence in models are now well established. In this article, we discuss these issues and work through the process of building an integrated model for cellular senescence as a single cell and in a simple tissue context.

Introduction

The process of ageing is multi-factorial and complex. Despite the complexity simple interventions such as inhibition of mTOR, activation of autophagy and supplementation with NAD are known to modulate the process of ageing with measurable benefits on mortality and lifespan [1]. To take full advantage of such findings, we need further detail on their mechanisms, to know how different interventions could be used in combination and at what doses. Systems modelling can support this effort. This becomes readily apparent when considering the properties of a biological system that need to be characterized for a full understanding. Firstly, the set of elements that compose the system. Secondly, the interaction map between the elements, i.e. which element interacts with which. Thirdly, the controlling nature of the interaction, for instance, whether the interaction is activatory or inhibitory. Fourthly, the dynamics of each interaction, whether the kinetics are rapid, slow, linear or non-linear. Consider a researcher with complete information on all of these properties of a given biological system stored for example as a spreadsheet of IDs and numerical values. Would the researcher then formulate a hypothesis by looking back and forth between a complex interaction map and columns of time course plots to try and guess how an intervention or perturbation into the system might manifest? Given the complexity of biological networks, it would not be feasible to mentally compute this sort of analysis or indeed extract as much information as possible from it. Computational models are an intuitive way of mapping information, whether data or knowledge, to a coherent framework in a way that is systematic and transparent. The result is a representation that allows incremental updating as new knowledge or data become available. Importantly, it allows the in-depth analysis to: (i) explore whether current knowledge is sufficient to explain observations and (ii) educate the intuition into how the biological system may behave and furthermore generate new predictions and hypotheses that can direct new experimental efforts.

Computational models have been developed to study individual mechanisms in the context of ageing [2]. Many other models have been developed outside this context but have obvious relevance to ageing, including NF-κB and inflammation [3]; p53 and DNA damage [4]; and mTOR and autophagy [5]. The homoeostasis of organisms depends on the integrity and interaction between such processes and integration of our knowledge presents an enormous challenge. The systems biology research community has developed standards for representing biochemical network models which are now widely adopted [6]. A key benefit is that existing models available in public repositories, such as Biomodels [7] and CellML [8],
provide a resource that can be modified, extended and merged to address questions beyond their original focus. Thus, these integrative models can then serve to guide experimentation, explore the relative importance of different processes in different contexts, identify potential interventions and address fundamental issues such as maintenance of homoeostasis.

In this article, we will focus on the process of modelling by working through a population dynamics study of senescent cells in a small lattice to represent a tissue. We will demonstrate the value of integrating different mechanisms; outline data and modelling issues that need to be addressed; and conclude with considering the specific challenge of cellular interactions that must be addressed to model ageing at the tissue level. The presence of senescent cells has been clearly shown to impact on whole organism ageing [9] and there is much interest in developing senolytics for their removal in late age [10]. It is likely that complex combinatorial interventions will be necessary and computational models provide a useful means to explore different treatment strategies. A computational model of the tissue level requires knowledge and data on component cells, essential intracellular mechanisms that govern cellular state, and their interaction such as the bystander effect whereby senescent cells affect their neighbours [11]. We have useful in vitro cell-based models to study the dynamics of cell populations in a tissue-like environment. A notable example is for skin where senescence can be induced in 3D models grown on alvetex matrix: (i) directly in dermal fibroblasts or ii) in established dermal fibroblast and keratinocyte co-cultured models (Figure 1). Studying such in vitro models are essential for delivering the data required for the in silico models and validating the predicted outputs from such simulations.

**Figure 1. A 3D Alvetex-based skin model for studying cellular senescence.**

3D Alvetex-based skin models can be adapted to study senescence either by inducing senescence within the dermal component or the established full thickness model.

**Development of computational models**

Computational models for ageing research are generally developed according to a series of stages shared with all systems modelling (Figure 2) [12]. Typically the background biology is thoroughly researched in the literature with due attention to pre-existing observations. Once an interesting biological question has been highlighted the major biological concepts are abstracted into a network representation of the system containing the key players and their interactions. A crucial aspect of the abstraction process is to minimize the biological detail needed to display the phenomenon of interest whilst maintaining enough detail for the model to retain predictive power.
In order for a model to have predictive power it must undergo a model calibration process whereby the model is trained on experimental observations. Two general schools of thought exist regarding model calibration, known as the Bayesian or frequentist approaches. Under the Bayesian regime statistical algorithms such as Markov Chain Monte Carlo (MCMC) can be used to maximize a likelihood function (maximum likelihood estimation, MLE) which measures the likelihood of observing experimental data given a model and parameter set. Frequentist methods, on the other hand, use numerical optimization techniques to estimate the true parameter set to a degree of confidence. Frequentist approaches are based on the central limit theorem in that parameter distributions tend to a normal distribution as the number of estimations increase. While neither approach is void of limitations, both methods contribute useful information to the parameter estimation process and can be used in conjunction with each other [13].

Model calibration in systems biology is particularly difficult due to a lack of detailed knowledge concerning the topological structure of a biological network. Further, a general lack of experimental data suitable for parameter estimation restricts the modelling process in multiple ways. For example, some model entities are impossible to measure and those that are tend to be measured with considerable experimental noise. In addition most experimental data in biology is measured in relative terms (e.g. Western blots or qPCR). Strategies that can be used to account for the use of relative data include using dimensionless model units (i.e. in arbitrary units like the experimental data) or by introducing nuisance variables such as scale factors and offset variables to relate relative to absolute terms. The problem with the former approach is that it does not describe the modelled process in physical terms while the problem with the latter approach is that it increases the dimensionality of an already large optimization problem. Optimization problems in systems biology are generally non-linear and occur in high dimensional parameter space with sloppy and non-identifiable parameters. The term sloppiness is used to describe the insensitivity of model predictions to large variations in certain combinations of model parameters even when informed by comprehensive datasets [14]. Non-identifiability refers to the inability of the defined optimization problem to locate unique parameter values [15]. It is customary to test for identifiability using one of many types of identifiability analyses such as the parameter profile likelihood approach [15]. Various software packages exist that compute the parameter profile likelihoods including Data2Dynamics [16], PottersWheel [17] and COPASI [18] with PyCoTools (https://github.com/CiaranWelsh/PyCoTools). Other routine types of analyses that are used in systems modelling include a global sensitivity analysis which measures a parameters impact on model output [19].

Once a model is calibrated, new experiments can be designed based on the model. Formal optimal experimental design methods can be used to maximize network coverage in an experiment and to resolve non-identifiabilities [20]. Model validation involves comparing simulation output to data that was not used to estimate parameters. A model is validated if simulation output and the validation dataset agree. If not then the model will need to be modified, and recalibrated with additional data if necessary. Mathematical procedures such as cross-validation [21] can be used to enhance statistical rigour and involves performing model calibration a number of times but rotating the validation dataset. Furthermore prediction and validation profile likelihood can be used to measure the uncertainly in model predictions and validations by propagating experimental errors through to model predictions [22]. In addition to the processes outlined here, other methods and approaches are available to deal with uncertainty quantification [23].
Single cell model of irradiation-induced cellular senescence

Our starting point is a recently published model of cellular ageing developed to simulate irradiation-induced senescence [24]. This model was developed using an approach similar to that outlined in the preceding section. The underlying biology encompasses the interaction of the following systems: DNA damage signalling and repair; mitochondrial characteristics and turnover; insulin-mTOR network and oxidative stress response. Each of these systems have featured in separate computational studies [25-31] which formed part of the knowledge base on which the integrated model was developed. Sufficient pre-existing data were available to inform which components needed to be included in the model and the time frame for which further data needed to be gathered for formal parameter estimation. The following observables and the data generated provides some insight on the work involved: DNA damage, insulin-mTOR and stress response components were measured with a combination of Western blots and immunofluorescence; mitochondrial mass and membrane potential by live cell microscopy; superoxide and further measurement of mitochondria mass were measured with flow cytometry. Data were collected at selected time points to track the progression from a healthy to senescent cell. The model was used to explore the efficacy of interventions such as inhibitors of mTOR signalling, antioxidants and combinations of these interventions to slow or reverse the process of cellular senescence in a manner impossible to achieve with high enough throughput or at reasonable cost by in vitro methods. Potential intervention strategies identified by the model were then validated experimentally, but interestingly were found to be less effective once the senescent phenotype had fully developed. The likely cause was found to be that as senescence progressed the frequency of mitochondria fission events declined resulting in an extensive network of mitochondria inaccessible to mitophagy. This is an important finding that had so far been overlooked.

The accumulation of senescent cells in tissues with age is a complex process because the progression of cellular senescence involves interactions across multiple levels of biological organisation. At the molecular level, cellular senescence is triggered when DNA damage cannot be repaired, setting off a p21-mediated positive feedback loop through the further promotion of DNA damage by mitochondria [32]. Such a positive feedback loop drives and stabilizes the senescent state of the cell. At the cellular level, a senescent cell can further drive its own senescence progression or induce neighbouring cells to become senescent through the autocrine effects of the senescence-associated secretory phenotype (SASP) [33]. Both of these positive feedback loops have the potential to cause a runaway process that drives the establishment of senescent cell populations in vivo. However, negative regulation exists at molecular and cellular scales of biological organizations to counteract any runaway process promoted by the positive feedback loop architecture. At the molecular level, mitophagy removes dysfunctional mitochondria that produce the ROS needed to establish the senescent state [32,34]. At the cellular level, senescent cells can be recognized and destroyed by immune cells [33]. The accumulation of senescent cells with age can thus be regarded as a decrease in the effectiveness of negative regulation, an overflow of the operational mechanisms of negative regulation or both.

Progression of senescence within a tissue could thus be viewed as an interplay between a self-amplifying ability that drives accumulation and a counteracting negative regulation capacity. Any treatment that targets cellular senescence in tissues to improve health in an ageing context must consider the coupling of both of these feedback loops and their negative regulation across biological scales of space and time. As the molecular mechanisms behind senescence progression are further elucidated, new complexity will be added to this perspective. How can the increasing complexity of this nature be captured? Calibrated computational models such as that developed by Dalle Pezze et al. [24] have proven themselves to be an effective means of capturing the complex interactions that drive the progression of cellular senescence at the molecular level. Indeed, these models can serve as exploratory platforms for the in silico testing of novel combinatorial interventions and the generation of new hypotheses to direct and inform experimental efforts. These models can be coupled to frameworks that allow the progression of cell senescence at the molecular level to be mapped to individual cells interacting with each other in a tissue environment. This would be an example of a multi-scale model where molecular interaction networks are simulated for individual cells in an agent-based model.

Multi-scale model of healthy and senescent cells

It is a part of the complexity of many eukaryotic organisms that biological processes span levels of biological organization and different temporal scales. Computational modelling efforts have successfully tackled this level of complexity through the development of multi-scale models in a wide-variety of biological settings, including but not limited to, tumour growth [35], plant development [36], bone remodelling [37] and heart function [38]. Such efforts involve establishing couplings between computational frameworks modelling different scales through the use of formal methodologies [39]. To illustrate how such a multi-scale model of senescent cell accumulation in tissues might be formalized using available experimental observations, we build and simulate a simple multi-scale model of cellular
senescence. We use Matlab (MathWorks Inc., Natick, MA, U.S.A., 2016) throughout. A cellular automaton framework [40] was adopted to model a population of interacting cells within a tissue (Figure 3a). The tissue is simulated as a regular lattice entirely occupied by resting cells (R). Such cells can transition to a series of other states throughout the simulation, namely, to a pre-senescence state (PS), to a senescent state (S) or to an empty state (E). At each time unit of simulation every cell is selected in turn and the following update rules are applied:

(i) If state is resting (R) then a transition to pre-senescence (PS) occurs with probability $P_{\text{init}}$

(ii) If state is (PS) a transition to senescence (S) occurs after $t_1$ time units

(iii) If state is (S) then neighbouring (R) cells change to (PS) with probability $P_{\text{bys}}$

(iv) If state is (S) and a minimum number of neighbours $S_n$ are in state (S) then a transition to empty (E) occurs with probability $P_{\text{clr}}$

(v) If state is (E) then a transition to (R) occurs with probability $P_{\text{new}}$

In this model, neighbouring cells are defined as those that are one coordinate unit away from the randomly selected cell in any dimension (Moore neighbourhood). The probability that senescence is induced $P_{\text{init}}$ corresponds to a single stochastic run of the Dalle Pezze model of irradiation-induced senescence [24] for each resting cell at day 1. This aims to model an irradiation-induced senescence experimental protocol. However, a cell entering into a senescence program as a result of irradiation has a binary outcome, it will either become senescent or it will not. A given cell is defined to enter into a pre-senescence PS state if the stochastic simulation of the Dalle Pezze et al. model [24] yields a molecular abundance of four molecular markers of cellular senescence over a threshold defined by the average amount displayed by the entire irradiated cell population after 21 days. The four markers of cellular senescence were chosen to be p21, SA-β-Gal, ROS and DNA damage. Once the pre-senescence state (PS) is initiated, the transition time ($t_1$) to a senescence state (S) is modelled to take 10 days. The value for the minimum number of neighbours $S_n$ was set to be half the number of neighbouring cells (i.e. 4 in the case of a 2D cell monolayer or 13 in the case of a 3D cell lattice) to reflect the idea that it is biologically more plausible for immune cells to be recruited to a group of senescent cells in tissue rather than a single individual cell within a tissue. The probability of clearance of senescent cells by the immune system $P_{\text{clr}}$ was assigned a value of 0.4 using in vitro data from a cytotoxicity study involving the 1:10 co-culture of senescent cells with natural killer cells [41].

Data derived for the in vitro progression of a senescence cell population was obtained from work published by Passos et al. [32] and used to perform a parameter estimation for the probability of the bystander effect $P_{\text{bys}}$. This is possible since this data were derived from the in vitro culture of cells and so $P_{\text{new}}$ and $P_{\text{clr}}$ parameters can be set to zero in the parameter scan. Furthermore, the same irradiation protocol and cell line was used to collect the data that calibrated the Dalle Pezze model [24]. The multi-scale model was simulated for a 2D cell monolayer during the parameter scan procedure and the discrepancy between experimental measurements for a senescent cell population and simulation output was minimized using the chi-squared objective function. Parameter estimation reveals that
multiple values of $P_{\text{bys}}$ fit the experimental data almost equally well (Figure 3b). This issue is due to a problem with identifiability and further data would be needed to resolve it. We assume that in a physiologically healthy setting $P_{\text{bys}} \leq P_{\text{clr}}$ since otherwise the occurrence of a single senescent cell at a young age would be able to drive a significant accumulation of senescent cells in a tissue. $P_{\text{bys}}$ was assigned a value of 0.2. The probability of a new cell occupying the empty space left by a cleared senescent state, $P_{\text{new}}$, was set to 0.5 to maximize uncertainty at any given time unit. It is worth noting that cellular apoptosis was not included as a potential consequence of irreparable DNA damage because the 20G x-ray irradiation treatment on MRC5 cells, from which we derive our $P_{\text{bys}}$ and $P_{\text{ind}}$ values from, does not induce significant amounts of cellular apoptosis [24,42].

Model simulations are shown in Figure 4 for both irradiation-induced senescence (Figure 4a and b) and stochastic-entry into senescence (Figure 4c and d). The former case is simulated by a single stochastic run of the Dalle Pezze model [24] for every resting cell at day one. The latter case is simulated by simulating a single stochastic run of the Dalle Pezze et al. model [24] for any resting cell at any point in the simulation with probability 0.02. This aims to introduce temporal uncertainty as to when a given cell will experience a strong damage event that may cause it to enter senescence as a consequence. It is interesting to note that the model simulations converge to the same steady states of cellular populations whether senescence induction is through irradiation or stochastic entry or whether the simulation takes place in a 2D cell monolayer or a 3D cellular lattice. It can be appreciated how in the model of irradiation-induced senescence, an initial \( \sim 10\% \) of the cells become senescent as a result of the irradiation and this percentage is enough to eventually drive the whole tissue population into senescence (Figure 4c,d). This observation emphasizes the importance of the bystander effect as a molecular target to maintain tissue function with ageing. However, further simulations show that $P_{\text{bys}}$ determines the kinetics of senescence progression towards a steady state population that is actually determined by the $P_{\text{clr}}$ and $P_{\text{new}}$ parameters (data not shown). This would suggest targeted immunotherapy against senescent cells as a more effective strategy to reduce the accumulation of senescent cells with age than targeting the SASP.
It is worth noting that whilst the transition probabilities utilized are informed and constrained by experimentally derived observations, these are just working values and are likely to not only have different values in different biological contexts but also changing values with time. For instance, the decrease in immune function with age may mean a decreasing value for $P_{ir}$ with simulated time. Incorporating age-related molecular changes into the Dalle Pezze et al. model [24] could be used to examine how such alterations percolate across levels of biological organization and affect cell populations within a tissue through a potentially altered value of $P_{act}$. This case study aims to demonstrate how computational models can be formalized and informed from experimental observations to educate our intuition on how complex processes like ageing and senescence may unfold.

**Conclusion**

We have provided an illustration of how tissue level models can be developed using an agent-based approach comprising of instances of well characterized cellular level models and clearly defined rules governing interaction between the cellular models. This work highlighted the need to acquire further data on cell–cell interactions and their mediators. We opted for the simple modelling framework of cellular automata so as not to distract from our main theme of incorporating knowledge and data within the models. Although transparent this framework suffers from problems such as scalabability and computational efficiency. There are several options for multi-scale modelling that are available that may be explored for more substantial work in modelling ageing tissue. The use of finite state machines coupled – as here – with intracellular biochemical network models [43] is one possibility. A framework compatible with other tissue level modelling as, for example, in the Virtual Physiological Human project [44] would be particularly beneficial. Whatever the strategy it is important that the component cellular models are extensible to enable refinements such as that identified here where cellular senescence could also be enhanced to include other contributory mechanisms such as age-related changes in inflammation or reactive oxygen species scavenging.

**Summary**

- The process of ageing is multifactorial and complex. Computational modelling provides a means to support research and identify potential interventions.
- There are a number of software tools and methods available for model development and fitting to data.
- Multiscale modelling frameworks enable the study of molecular and cellular mechanisms at the tissue and ultimately whole organism level.
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