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Abstract

The past decade has seen increasing interest in applying Deep Learning (DL) to Computational Science and Engineering (CSE). Driven by impressive results in applications such as computer vision, Uncertainty Quantification (UQ), genetics, simulations and image processing, DL is increasingly supplanting classical algorithms, and seems poised to revolutionize scientific computing. However, DL is not yet well-understood from the standpoint of numerical analysis. Little is known about the efficiency and reliability of DL from the perspectives of stability, robustness, accuracy, and sample complexity. In particular, approximating solutions to parametric PDEs is an objective of UQ for CSE. Training data for such problems is often scarce and corrupted by errors. Moreover, the target function is a possibly infinite-dimensional smooth function taking values in the PDE solution space, generally an infinite-dimensional Banach space. This paper provides arguments for Deep Neural Network (DNN) approximation of such functions, with both known and unknown parametric dependence, that overcome the curse of dimensionality. We establish practical existence theorems that describe classes of DNNs with dimension-independent architecture size and training procedures based on minimizing the (regularized) $\ell^2$-loss which achieve near-optimal algebraic rates of convergence. These results involve key extensions of compressed sensing for Banach-valued recovery and polynomial emulation with DNNs. When approximating solutions of parametric PDEs, our results account for all sources of error, i.e., sampling, optimization, approximation and physical discretization, and allow for training high-fidelity DNN approximations from coarse-grained sample data. Our theoretical results fall into the category of non-intrusive methods, providing a theoretical alternative to classical methods for high-dimensional approximation.
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1 Introduction

Advances in modern hardware and software over the past decade have enabled the rapid development and training of increasingly complex and specialized Deep Neural Network (DNN) architec-
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tures. State-of-the-art DNNs for applications such as natural language processing now often feature hundreds of billions of model parameters. Impressive results have been achieved by training such models with vast datasets on large distributed computing resources. However, many still question their use in critical applications which require rigorous safety standards. As Deep Learning (DL), i.e., the process of training DNNs on real-world or synthetic data, is increasingly being considered for applications in medicine, science, and engineering, it is important to quantify the efficiency and reliability of DL from both the theoretical and practical standpoints.

A key challenge arising in many problems in Computational Science and Engineering (CSE) is the approximation of high-dimensional functions from sample data. The ever-expanding literature on the approximation theory of DNNs suggests they may offer a promising alternative for approximating such functions compared to standard techniques \[26,29,31,35,39,42,50,52,58,67,72,74,75,79,80,85\]. This is coupled by increasing empirical evidence that DL is a promising tool for solving challenging problems arising in CSE, for example Uncertainty Quantification (UQ) problems where the underlying model is described in terms of a parametric Differential Equation (DE) or Partial Differential Equation (PDE) \[3,11,13,21,30,44,45,49,55,56,61,64\]. However, there is a large gap between the theory and practice of DL. Most theoretical results establish the existence of a DNN that overcomes the curse of dimensionality (in some suitable sense), but do not claim that it can be trained from data. Parametric modelling applications are also commonly data-scarce, since data is obtained through costly physical or numerical experiments. Hence it is crucial to understand the sample complexity of training DNNs.

The purpose of this paper is to demonstrate that DNNs are effective at learning certain classes of smooth high-, or to be precise, infinite-dimensional functions taking values in Banach spaces. The specific classes we consider are motivated by the aforementioned applications, and supported by a large body of literature demonstrating that solution maps of parametric DEs belong to such classes (see, e.g., \[6,22\] and references therein). Our main results are practical existence theorems showing that there are DNN architectures and training procedures similar to those used in practice that can efficiently (in terms of the sample complexity) approximate such functions. Crucially, we overcome the curse of dimensionality in both the number of DNN parameters and the sample complexity. We also show stability with respect to the various errors arising in the training scheme, including measurement error (i.e., noise or other corruptions in the data), physical discretization error (i.e., when the infinite-dimensional Banach space is discretized in order to perform computations) and optimization error (i.e., inexact solution of the training problem). Thus, these architectures and training procedures focus on guaranteeing the desired theoretical error bounds. As mentioned at the end of §1.2 our results offer a theoretical justification for the use of deep learning to parametric PDEs, whereas practical implementations might deviate from the prescribed training strategies, e.g. employing simpler architectures, and obtain superior performance over other more standard approaches.

In broad terms, our results provide a theoretical basis for the efficacy of DL in such problems. While there are results on the existence of DNNs that efficiently approximate infinite-dimensional functions or operators between Banach spaces, our work is, to the best of our knowledge, the first to assert that such approximations can be efficiency learned from limited datasets.

### 1.1 Motivations

We now elaborate the main motivations behind this work.

**Parametric DEs.** Although our theory applies more generally, this work is primarily motivated by parametric DEs \[6,22,47\]; that is to say, functions arising as parametric maps of physical systems,
which are modelled as (systems of) DEs or PDEs. In such problems, one considers a function $u = u(x, y)$, depending on parametric and physical variables $y \in U$ and $x \in \Omega$, respectively, that arises as the solution of a DE system

$$\mathcal{D}_x(u, y) = 0. \quad (1.1)$$

Here $\mathcal{D}_x(\cdot, y)$ is a differential operator in $x$ that depends on the parameters $y$. A classic example is the parametric elliptic diffusion equation

$$-\nabla_x(a(x, y)\nabla_x u(x, y)) = F(x), \quad x \in \Omega, \quad u(x, y) = 0, \quad \text{on} \quad \partial\Omega. \quad (1.2)$$

Our work belongs to the class of nonintrusive methods for such problems [3, 4, 6, 36, 40, 69, 70, 73]. We consider approximating the parametric solution map $y \mapsto u(\cdot, y)$ from a set of $m$ noisy sample values

$$d_i = u(\cdot, y_i) + n_i, \quad i = 1, \ldots, m.$$

This application illustrates four key challenges that motivate this work (see also [3, 6]):

(i) The problem is high- or infinite-dimensional, since parametric DEs arising in applications may depend on many parameters to describe the modeling scenario, e.g., through the boundary or initial conditions. Infinite-dimensional approximation problems arise when, for instance, Karhunen–Loève expansions are used to model random fields describing forcing terms or diffusion coefficients in the DE.

(ii) Data is expensive to generate, and consequently scarce since acquiring each sample $d_i$ may involve numerically resolving the solution to a PDE to sufficient accuracy.

(iii) The data $d_i$ is corrupted by errors – for example, numerical errors from optimization procedures, measurement errors, or discretization errors from the PDE solver.

(iv) The function to be approximated $y \mapsto u(\cdot, y)$ takes values in an infinite-dimensional function space, typically a Hilbert or Banach space.

The gap between DNN approximation theory and practical performance. We noted above that this is a large and growing literature on DNN approximation theory for high-dimensional approximation. Many such results assert the existence of DNNs that achieve desirable approximation rates in relation to their complexity (width, depth, number of nonzero weights and biases, etc). However, such results typically do not address how to learn such a DNN from training data, and crucially (in view of (ii)), the sample complexity needed to do so. On the other hand, as also mentioned, there is a growing body of evidence that DL can be an effective tool for high-dimensional parametric DE problems. This work is motivated by the desire to close this theory-to-practice gap. It is known that there are function classes for which such gap cannot be closed [46]. Our work shows that for certain classes related to parametric DEs, this is indeed possible.

From scalar- to Banach-valued recovery. Much of the aforementioned DNN approximation theory and early uses of DL in scientific computing pertains to scalar-valued functions. However, motivated by problems such as parametric DEs, there is now a growing interest in DL for approximating operators between Banach spaces [13, 17, 59, 64, 65, 87]. In the parametric DE context, one can in practice approximate the parametric solution map by separately approximating $K$ scalar quantities-of-interest $y \mapsto u(x_i, y)$, where $\{x_i\}_{i=1}^K$ is a finite mesh over the physical domain (e.g., a finite element mesh). However, key structure can be lost when doing this, leading to a potentially worse approximation [36]. This motivates one to develop techniques for simultaneously approximating the whole solution map. Spurred by these observations, in previous work we considered
approximating high-dimensional, Hilbert-valued functions using polynomials \( [1, 3] \) and DNNs \( [3] \). However, there is an increasing demand to develop numerical methods for functions taking values in Banach spaces. Banach-valued function approximation problems arise naturally in the setting parametric ODEs \( [48] \). Moreover, while standard PDEs such as \( [1.2] \) are naturally posed in weak form in Hilbert spaces, the efficient numerical solution of more complicated PDEs increasingly involve weak formulations in Banach spaces \( [16, 25, 43, 54] \). More generally, Banach-valued function approximation problems arise naturally in the setting of parametric operator equations \( [37, 38, 76, 78] \). Our work can also be viewed as a contribution to the topic of learning in Banach spaces – a area of growing interest in the machine learning community \( [81, 82, 88–90] \).

Known versus unknown anisotropy. In general, high-dimensional approximation is only possible under some type of anisotropy assumption, i.e., the function in question depends more strongly on certain variables than others. In some cases the nature of this anisotropy – i.e., the order of importance of the variables and the relative strengths of the interactions between them – may be known in advance. However, in more realistic scenarios, it is unknown. In this work, we consider both the known and unknown anisotropy settings. In each case, we develop DNN architectures and training procedures for learning the underlying function from limited data.

1.2 Contributions

We consider learning functions of the form \( f : \mathcal{U} \to \mathcal{V} \), where \( \mathcal{U} = [-1, 1]^N \) is the centered infinite-dimensional hypercube of side length 2 and \( \mathcal{V} \) is a Banach space. Given sample points \( y_1, \ldots, y_m \sim \text{i.i.d. } \varrho \), where \( \varrho \) is either the uniform or Chebyshev (arcsine) measure over \( \mathcal{U} \), we assume the measurements take the form

\[
d_i = f(y_i) + n_i, \quad i = 1, \ldots, m,
\]

where \( n_i \) represent measurement errors. Motivated by applications to parametric DEs, we assume that \( f \) satisfies a standard holomorphy assumption, termed \((b, \varepsilon)\)-holomorphy \( [6, 19, 79] \) (see \( \S 3.1 \) for the definition).

Our main contribution is four practical existence theorems, dealing with the known and unknown anisotropy settings and the case where \( \mathcal{V} \) is either a Banach space or a Hilbert space (the additional structure of the latter yields somewhat improved estimates). In each theorem, we assert the existence of a DNN architecture with explicit width and depth bounds and a training procedure based on a (regularized) \( \ell^2 \)-loss function from which any resulting DNN approximates \( f \) to within an explicit error bound, with high probability. Specifically, our error bounds take the form

\[
\|f - \hat{f}\|_{L^2_\varrho(\mathcal{U}; \mathcal{V})} \lesssim E_{\text{app}} + m^{\theta} (E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}}),
\]

where \( \hat{f} \) is the learned approximation to \( f \), \( \|\cdot\|_{L^2_\varrho(\mathcal{U}; \mathcal{V})} \) is the norm on the Lebesgue-Bochner space of functions \( g : \mathcal{U} \to \mathcal{V} \) square-integrable with respect to the measure \( \varrho \) and \( \theta = 0 \) if \( \mathcal{V} \) is a Hilbert space and \( \theta = 1/4 \) otherwise.

There are several distinguishing features of our analysis that we now highlight:

1. Our error bound \((1.3)\) accounts for all main sources of error in the problem. Specifically:

   (i) \( E_{\text{app}} \) is the approximation error, and depends on \( m \) and the smoothness of \( f \) (see next).

   (ii) \( E_{\text{disc}} \) is a physical discretization error. It accounts for the fact that we cannot typically perform computations in \( \mathcal{V} \), since it is an infinite-dimensional function space. Instead, we perform computations in some reduced dimension finite-dimensional subspace \( \mathcal{V}_K \subset \mathcal{V} \), e.g., a finite element space in the case of parametric PDEs.
(iii) $E_{\text{samp}}$ is the sampling error. It is equal to $\sqrt{\frac{1}{m} \sum_{i=1}^{m} ||n_i||^2_V}$, and it accounts for the measurement errors $(n_i)$.

(iv) $E_{\text{opt}}$ is the optimization error. It accounts for the fact the training problem is never solved exactly, but only to within some tolerance. It is proportional to the error in the loss function.

2. We overcome the curse of dimensionality in the approximation error. The term $E_{\text{app}}$ decays algebraically fast in $m/L$, where $L$ is a (poly)logarithmic factor in $m$. Specifically, when $f$ is $(b, \varepsilon)$-holomorphic with $b \in \ell^p(\mathbb{N})$ for some $0 < p < 1$, then

$$E_{\text{app}} \lesssim \pi_K \cdot \left( \frac{m}{L} \right)^{-\sigma(p)},$$

where $\sigma(p) > 0$ is given by $\sigma(p) = \frac{1}{p} - \frac{1}{2}$ if $V$ is a Hilbert space or, if $V$ is a Banach space, $\sigma(p) = p - 1$ (known anisotropy) or $\sigma(p) = \frac{1}{2} \left( \frac{1}{p} - \frac{1}{2} \right)$ (unknown anisotropy), and $\pi_K$ a constant depending on the finite-dimensional subspace $V_K$.

3. In the Hilbert space case, our results are optimal up to constants and (poly)logarithmic factors. Specifically, the rate $m^{1/2-1/p}$ is the best achievable for the class of functions considered, regardless of sampling strategy or learning procedure [8]. Our results for Banach-valued functions are near-optimal. For instance, in the known anisotropy case they are suboptimal only by a factor of $\sqrt{m}$. We conjecture that optimal rates also hold for Banach-valued functions.

4. We overcome the curse of dimensionality in the DNN architecture $\mathcal{N}$. We consider either the Rectified Linear Unit (ReLU), Rectified Polynomial Unit (RePU) or hyperbolic tangent (tanh) activation function. In the ReLU case the depth of the fully-connected architecture has explicit dependence on the smoothness of $f$ and polylogarithmic-linear scaling in $m$. For the latter two, the width and depth satisfy

$$\text{depth}(\mathcal{N}) \lesssim \log(m), \quad \text{width}(\mathcal{N}) \lesssim \begin{cases} m^2 & \text{known anisotropy} \\ m^3 + \log_2(m) & \text{unknown anisotropy} \end{cases}.$$

5. We analyze both the known and unknown anisotropy settings. In the Hilbert space case, the only differences between the two are the width of the DNN architecture and the (poly)logarithmic term $L$. Both the depth and the approximation error $E_{\text{app}}$ have the same bounds.

6. We analyze Banach-valued functions. As observed, previous work has generally considered either scalar- or Hilbert-valued functions. To the best of our knowledge, these are first theoretical results on learning Banach-valued functions from samples with DNNs.

Similar to past works in DNN approximation theory [3, 7, 29, 31, 50, 71, 72, 79, 80], our main results are proved by drawing a connection between DNNs and algebraic polynomials. We use DNNs to emulate polynomial approximation via least squares (in the known anisotropy case) and compressed sensing (in the unknown anisotropy case). As a by-product, we also show guarantees for polynomial approximation to infinite-dimensional Banach-valued functions from limited samples. To the best of our knowledge, these results are also new.

A consequence of this approach is that the ensuing DNN training strategies are not expected to yield superior performance over the corresponding polynomial approximation procedures. Thus, our main results should be interpreted as primarily theoretical contribution, i.e., showing the existence of near-optimal DNN architectures and training strategies for learning such functions. This provides some justification for the application of DL to parametric PDEs, where superior performance over state-of-art techniques, including polynomial-based methods, has been recently observed [3].
1.3 Other related work

We now describe how our work relates to several existing areas of research not previously discussed.

Using polynomial techniques to establish theoretical guarantees for DNN training from limited samples was previously considered in [3, 7]. These works consider either scalar- or Hilbert-valued functions in finite dimensions and approximation via ReLU DNNs. Our work can be considered an extension to the (significantly more challenging) infinite-dimensional and Banach-valued setting, using other families of DNNs. As noted above, emulation of DNNs by polynomials is a well-established technique in DNN approximation theory. In this paper, we use ideas from [33, 62, 72, 79] to establish our main results. For more on polynomial-based methods for high-dimensional approximation, see [4, 6, 20, 22] and references therein. See also [58] for a different approach based on reduced bases to derive DNN approximation results for parametric PDEs.

Another line of recent DL research involves learning operators between function spaces [13, 17, 59, 64, 65, 68, 87]. This is motivated in great part by parametric PDEs, where the operator is, for example in the case of (1.2), the mapping from the diffusion coefficient to the PDE solution \( a \in L^\infty(\Omega) \to u = u(\cdot, a) \in H^1_0(\Omega) \). Our work is related to this line of investigation in that we assume a parametrization of \( a \) in terms of an infinite vector \( y \in [-1, 1]^n \) for which the map \( y \mapsto u(\cdot, y) \) is holomorphic. However, it is also different in scope, as we consider approximating an arbitrary Banach-valued, holomorphic function \( f : \mathcal{U} \to V \) which may or may not arise as the solution map of a parametric DE. We note also that many of the aforementioned works assume a Hilbert space formulation, whereas we consider Banach spaces. See §10 for some further discussion in relation to this line of work.

1.4 Outline

The outline of the remainder of this paper is as follows. In §2, we introduce notation and other necessary concepts, including relevant spaces and deep neural networks. Next, §3 gives the formal definition of the approximation problem, the holomorphy assumption on \( f \) along with a precise definition of known and unknown anisotropy. In §4, we state our four main results and discuss their implications. The next four sections, §5–9, are devoted to the proofs of these results. See §5 for an outline of these sections. Finally, in §10, we present conclusions and topics for future work.

2 Preliminaries

In this section, we introduce key preliminary material needed later in the paper.

2.1 Notation

We first introduce some notation. We write \( \mathbb{R}^N \) for the vector space of real sequences indexed over \( \mathbb{N} \) and \( \mathbb{R}^n \) for the vector space of real vectors of length \( n \). In either space, we write \( e_j \) for the standard basis vectors, where \( j \in \mathbb{N} \) or \( j \in [n] \). Here and throughout, we write \( [n] = \{1, \ldots, n\} \).

For \( 1 \leq p \leq \infty \), we write \( \|\cdot\|_p \) for the usual vector \( \ell^p \)-norm and for the induced matrix \( \ell^p \)-norm. When \( 0 < p < 1 \), we use the same notation to denote the \( \ell^p \)-quasinorm. We also consider infinite multi-indices in \( \mathbb{N}^\infty \) with at most finitely-many nonzero terms. Let

\[
\|\nu\|_0 = |\text{supp}(\nu)|, \quad \text{where supp}(\nu) = \{k : \nu_k \neq 0\} \subseteq \mathbb{N}
\]  

(2.1)

for a multi-index \( \nu \in \mathbb{N}^\infty \). Then we define

\[
\mathcal{F} := \{\nu = (\nu_k)_{k=1}^\infty \in \mathbb{N}^\infty_0 : \|\nu\|_0 < \infty\}
\]

(2.2)
as the set of multi-indices with at most finitely-many nonzero entries. We also write \( \mathbf{0} \) and \( \mathbf{1} \) for the multi-indices consisting of all zeros and all ones, respectively. Finally, we use the inequality \( \mu \leq \nu \) in a componentwise sense, i.e., \( \mu \leq \nu \) means that \( \mu_k \leq \nu_k \) for all \( k \in \mathbb{N} \).

### 2.2 Function spaces

Throughout this paper, we consider the domain \( \mathcal{U} = [-1, 1]^\mathbb{N} \) with variable \( y = (y_j)_{j=1}^\infty \in \mathcal{U} \). We consider probabilities measures on \( \mathcal{U} \) that arise as tensor products of probability measures on the interval \([-1, 1]\). Specifically, we focus on the uniform and Chebyshev (arcsine) measures

\[
d\varrho(y) = 2^{-1} \, dy, \quad d\varrho(y) = \frac{1}{\pi \sqrt{1 - y}} \, dy, \quad \forall y \in [-1, 1],
\]

respectively. The Kolmogorov extension theorem guarantees the existence of a probability measure on \( \mathcal{U} \) arising as the infinite tensor-product of such a one-dimensional measure (see, e.g. \cite{84, §2.4}). Abusing notation, we denote this measure as

\[
\varrho = \varrho \times \varrho \times \cdots,
\]

where on the right-hand side \( \varrho \) denotes the one-dimensional measure.

We let \( (\mathcal{V}, \|\cdot\|_\mathcal{V}) \) be a Banach space over \( \mathbb{R} \) and write \( (\mathcal{V}^*, \|\cdot\|_{\mathcal{V}^*}) \) for its dual. We write \( v \in \mathcal{V} \) for an arbitrary element of \( \mathcal{V} \) and \( v^* \in \mathcal{V}^* \) for an arbitrary element of \( \mathcal{V}^* \). We let \( \langle \cdot, \cdot \rangle_\mathcal{V} \) be the duality pairing between \( \mathcal{V} \) and \( \mathcal{V}^* \), i.e. \( \langle v^*, v \rangle_\mathcal{V} = v^*(v) \). Note that

\[
\|v\|_\mathcal{V} = \max_{\|v^*\|_{\mathcal{V}^*} = 1} |v^*(v)|, \quad \forall v \in \mathcal{V},
\]

(see, e.g., \cite[Cor. 1.4]{14}). Given \( 1 \leq p \leq \infty \), we define weighted Lebesgue-Bochner space \( L^p_\varrho(\mathcal{U}; \mathcal{V}) \) as the space consisting of (equivalence classes of) strongly \( \varrho \)-measurable functions \( f : \mathcal{U} \to \mathcal{V} \) for which \( \|f\|_{L^p_\varrho(\mathcal{U}; \mathcal{V})} < \infty \), where

\[
\|f\|_{L^p_\varrho(\mathcal{U}; \mathcal{V})} := \begin{cases} \left( \int_\mathcal{U} \|f(y)\|_\mathcal{V}^p \, d\varrho(y) \right)^{1/p} & 1 \leq p < \infty \\ \text{ess sup}_{y \in \mathcal{U}} \|f(y)\|_\mathcal{V} & p = \infty \end{cases},
\]

and the essential supremum is taken with respect to \( \varrho \) in the case \( p = \infty \). We will use these norms to measure the various approximation errors in our subsequent theory.

In general, we cannot work directly in the space \( \mathcal{V} \), since it is usually infinite dimensional. Hence, we also consider a finite-dimensional subspace

\[
\mathcal{V}_K \subseteq \mathcal{V},
\]

assuming \( (2.7) \) corresponds to considering so-called conforming discretizations in the context of finite elements. We let \( \{\varphi_k\}_{k=1}^K \) be a (not necessarily orthonormal) basis of \( \mathcal{V}_K \), where \( K = \text{dim}(\mathcal{V}_K) \). We also assume that there is a bounded linear operator

\[
\mathcal{P}_K : \mathcal{V} \to \mathcal{V}_K.
\]
To simplify several of the subsequent bounds, we define
\[
\pi_K = \max \{ \|P_K\|_{\mathcal{V} \rightarrow \mathcal{V}}, 1 \} \tag{2.9}
\]
(the assumption \(\pi_K \geq 1\) is convenient and is of arguably of little consequence for practical purposes). Note that we do not specify a particular form for this operator—see Remark 2.1 for some further discussion. In particular, we do not use \(P_K\) in our various DNN approximations. It only appears in the resulting error bounds.

For convenience, if \(f \in L^2_0(U; \mathcal{V})\) then we write \(P_K(f)\) for the function defined pointwise as
\[
P_K(f)(y) = P_K(f(y)), \quad y \in U. \tag{2.10}
\]
Later, our various error bounds involve \(f - P_K(f)\) measured in a suitable Lebesgue-Bochner norm.

Remark 2.1 When \(\mathcal{V}\) is a Hilbert space, it is natural to choose \(P_K\) as the orthogonal projection onto \(\mathcal{V}_K\). Then \(P_K(v)\) is the best approximation in \(\mathcal{V}_K\) of \(v \in \mathcal{V}\) and (2.9) holds with \(\pi_K = 1\). The case of Banach spaces is more delicate. First, the best approximation problem
\[
\inf_{z \in \mathcal{V}_K} \|v - z\|_{\mathcal{V}}
\]
may not have a unique solution (a solution always exists since \(\mathcal{V}_K\) is a finite-dimensional subspace). Thus the best approximation map
\[
P_{\mathcal{V}_K} : v \mapsto \{ v_K \in \mathcal{V}_K : \|v - v_K\|_{\mathcal{V}} = \inf_{z \in \mathcal{V}_K} \|v - z\| \}
\]
is set-valued. Furthermore there does not generally exist a linear operator \(P_K : \mathcal{V} \rightarrow \mathcal{V}_K\) with \(P_K(v) \in P_{\mathcal{V}_K}(v), \forall v \in \mathcal{V}\). The work in [34, 33] establishes conditions on the set \(P_{\mathcal{V}_K}(v)\) to show the linearity of such operators in a general normed linear space \(\mathcal{V}\). From [34, Lem. 2.1], such an operator is bounded with \(\|P_K(v)\|_{\mathcal{V}} \leq 2\|v\|_{\mathcal{V}}\). From [34, Thm. 2.2], a sufficient and necessary condition for the existence a linear operator in \(P_{\mathcal{V}_K}(v)\) is that \(\ker(P_{\mathcal{V}_K})\) contains a closed subspace \(W\) such that \(\mathcal{V} = \mathcal{V}_K + W\), where
\[
\ker(P_{\mathcal{V}_K}) := \{ v \in \mathcal{V} : 0 \in P_{\mathcal{V}_K}(v) \}. \tag{2.12}
\]

Note further that if \(\mathcal{V}\) is strictly convex and \(\ker(P_{\mathcal{V}_K})\) is a subspace of \(\mathcal{V}\), then \(P_{\mathcal{V}_K}\) is linear [34, Cor. 2.5]. Moreover, if \(\mathcal{V} = L^p(\Omega)\) with \(1 < p < \infty\), the operator \(P_K\) is linear if and only if the quotient space \(L^p(\Omega)/\mathcal{V}_K\) is isometrically isomorphic to some other \(L^q(\Omega)\) space [10, Thm. 5].

### 2.3 Deep neural networks

Let \(f : U \rightarrow \mathcal{V}\) be the unknown function to recover. Consider first the approximation of \(f(y)\) in \(\mathcal{V}_K\). Using the basis \(\{\varphi_k\}_{k=1}^K\) we can write this as
\[
f(y) \approx \sum_{k=1}^K c_k(y) \varphi_k.
\]
Notice that the coefficients \(c_k\) in this approximation are scalar-valued functions of \(y\), i.e., \(c_k : U \rightarrow \mathbb{R}\). Our objective is to approximate the coefficients using a DNN. To do this, we consider standard feedforward DNN architectures of the form
\[
\Phi : \mathbb{R}^n \rightarrow \mathbb{R}^K, \quad z \mapsto \Phi(z) = A_{D+1}(\sigma(A_D(\sigma(\cdots \sigma(A_0(z)) \cdots)))) \tag{2.13}
\]
Here $A_l : \mathbb{R}^{N_l} \to \mathbb{R}^{N_{l+1}}$, $l = 0, \ldots, D + 1$ are affine maps and $\sigma$ is the activation function, which we assume acts componentwise, i.e. $\sigma(z) := (\sigma(z_i))_{i=1}^n$ for $z = (z_i)_{i=1}^n$. In this work, we consider either the Rectified Linear Unit (ReLU)

$$\sigma_1(z) := \max\{0, z\},$$

Rectified Polynomial Unit (RePU)

$$\sigma_\ell(z) := \max\{0, z\}^\ell, \quad \ell = 2, 3, \ldots$$

or hyperbolic tangent (tanh)

$$\sigma_0(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}$$

activation function. See Remark 2.2 below for some discussion on other activation functions.

The values $\{N_l\}_{l=1}^{D+1}$ are the widths of the hidden layers. We also write $N_0 = n$ and $N_{D+1} = K$. We write $\mathcal{N}$ for a class of DNNs of the form (2.13) with a fixed architecture (i.e., fixed activation function, depth and widths). For convenience, we define

$$\text{width}(\mathcal{N}) = \max\{N_1, \ldots, N_{D+1}\}, \quad \text{depth}(\mathcal{N}) = D.$$ 

Observe that the DNN (2.13) has domain $\mathbb{R}^n$, whereas the coefficients $c_k$ have domain $\mathcal{U} \subset \mathbb{R}^N$. In order to use a DNN to approximate these functions, we also require a certain restriction operator. Let $\Theta \subset \mathbb{N}, |\Theta| = n$. Then we define the variable restriction operator

$$T_\Theta : \mathbb{R}^N \to \mathbb{R}^n, \quad y = (y_j)_{j=1}^\infty \mapsto (y_j)_{j \in \Theta}. \quad (2.14)$$

Given a DNN of the form (2.13), we now consider the approximation

$$f(y) \approx f_{\Phi, \Theta}(y) = \sum_{k=1}^K (\Phi \circ T_\Theta(y))_k \varphi_k. \quad (2.15)$$

In our main theorems, besides describing the DNN architecture $\mathcal{N}$ we also describe a suitable choice of set $\Theta$ defining the variable restriction operator.

**Remark 2.2 (Other activation functions)** Our results for ReLU automatically transfer over to the case of the leaky ReLU (see, e.g., [3, §5.1] and [44, Rem. 3.3]). Moreover, the proofs of our main results only require the existence of a DNN with activation function $\sigma$ capable of approximating the product of two numbers. Then, following the proof of [72, Prop. 2.6], one can construct an approximation to the multiplication of $n$ numbers as a binary tree of DNNs and subsequently use this to emulate orthogonal polynomials with DNNs. This leaves the door open to future extensions with other activation functions such as the logistic function or exponential linear unit, and variations thereof. For more details, we refer to [44,60,63,66]. We restrict our analysis to the three activation functions in this section since they are widely-used both in theory and in practice.

### 3 The learning problem

Let $f : \mathcal{U} \to \mathcal{V}$ be a Banach-valued function. We consider sample points $(y_i)_{i=1}^m$, where $y_i \sim \text{i.i.d. } \mathcal{U}$, and assume noisy evaluations of $f$ of the form

$$d_i = f(y_i) + n_i \in \mathcal{V}, \quad \forall i = 1, \ldots, m, \quad (3.1)$$
where \( n_i \in V \) is the \( i \)th noise term. Observe that, in contrast to \( R \), we do not assume the samples \( d_i \) to be elements of a finite-dimensional subspace. In typical applications, the samples are computed via some numerical routine, which employs a fine discretization of \( V \). For instance, in the case of parametric DEs, such a discretization could arise from a finite element method. In this paper we do not consider how the evaluations of parametric DEs, such a discretization could arise from a finite element method. In this paper we do not consider how the evaluations of parametric DEs, such a discretization could arise from a finite element method.

**Problem 3.1.** Given a truncation operator \( T_\Theta \) with \(|\Theta| = n \) and a class of DNNs \( \mathcal{N} \) of the form \( \Phi : \mathbb{R}^n \to \mathbb{R}^K \), use the training data \( \{ (y_i, f(y_i) + n_i) \}_{i=1}^m \subset U \times V \) to learn a DNN \( \hat{\Phi} \in \mathcal{N} \), and therefore an approximation to \( f \) of the form

\[
 f \approx f_{\hat{\Phi},\Theta}(y) = \sum_{k=1}^K (\hat{\Phi} \circ T_\Theta(y))_{k\varphi_k} \quad \forall y \in U. \tag{3.2}
\]

### 3.1 \((b, \varepsilon)\)-holomorphic functions and the class \( \mathcal{H}(b, \varepsilon) \)

We now introduce the precise class of functions considered in this work. We consider Banach-valued functions \( f : U \to V \) that are holomorphic in specific regions of \( \mathbb{C}^N \) defined by unions of Bernstein (poly)ellipses. We refer to, for example, \([4\text{, Sec. 2.3}]\) for the definition of holomorphy for Banach-valued functions. In one dimension the Bernstein ellipse of parameter \( \rho > 1 \) is defined by

\[
 \mathcal{E}(\rho) = \left\{ \frac{1}{2}(z + z^{-1}) : z \in \mathbb{C}, 1 \leq |z| \leq \rho \right\} \subset \mathbb{C}.
\]

Here, given \( \rho = (\rho_j)_{j \in \mathbb{N}} \) with \( \rho > 1 \), we define the Bernstein polyellipse as the Cartesian product

\[
 \mathcal{E}(\rho) = \mathcal{E}(\rho_1) \times \mathcal{E}(\rho_2) \times \cdots \subset \mathbb{C}^N.
\]

Moreover, we consider a class of functions that are holomorphic in a certain union of Bernstein polyellipses. Let \( 0 < p < 1, \varepsilon > 0 \) and \( b = (b_j)_{j \in \mathbb{N}} \in \ell^p(\mathbb{N}) \). We define

\[
 \mathcal{R}(b, \varepsilon) = \bigcup \left\{ \mathcal{E}(\rho) : \rho \geq 1, \sum_{j=1}^\infty \left( \frac{\rho_j + \rho_j^{-1}}{2} - 1 \right) b_j \leq \varepsilon \right\} \tag{3.3}
\]

and

\[
 \mathcal{H}(b, \varepsilon) = \left\{ f : U \to V, f \text{ holomorphic in } \mathcal{R}(b, \varepsilon), \|f\|_{L^\infty(\mathcal{R}(b, \varepsilon); V)} \leq 1 \right\}. \tag{3.4}
\]

This is the class of so-called \((b, \varepsilon)\)-holomorphic functions \([6,19,79]\) with \( L^\infty \)-norm at most one over the domain of holomorphy.

**Remark 3.2** The class of \((b, \varepsilon)\)-holomorphic functions was developed in context of parametric DEs. It is known that broad families of parametric DEs \([11,41]\) possess solution maps \( y \mapsto u(\cdot, y) \) that are \((b, \varepsilon)\)-holomorphic for suitable \( b \) depending on the DE. For instance, consider the case of a parametric diffusion equation

\[
 -\nabla \cdot (a(x, y) \nabla u(x, y)) = F(x), \quad x \in \Omega, \quad u(x, y) = 0, \quad x \in \partial \Omega,
\]
with affine diffusion term given by
\[
a(x, y) = a_0(x) + \sum_{j \in \mathbb{N}} y_j \psi_j(x), \quad \forall x \in \Omega, \quad \forall y \in \mathcal{U},
\]  
(3.5)

for functions \(a_0 \in L^\infty(\Omega)\) and \(\{\psi_j\}_{j \in \mathbb{N}} \subset L^\infty(\Omega)\) satisfying \(\sum_{j \in \mathbb{N}} |\psi_j(x)| \leq a_0(x) - r, \forall x \in \Omega,\) for some \(r > 0.\) Then it is well known that the map \(y \in \mathcal{U} \mapsto u(\cdot, y) \in H^1_0(\Omega)\) is \((b, \varepsilon)-holomorphic\) with \(b_j \leq \|\psi_j\|_{L^\infty(\Omega)}\) and \(\varepsilon < r\) (see, e.g., [6, Sec. 4.2.2]). See [6, 22] and references therein for further discussion.

Note that the parameter \(\varepsilon\) in (3.3) is technically redundant, as it could be absorbed into the term \(b.\) However, as mentioned in [6, §3.8], it is conventional to keep it, due to the connection with parametric DEs.

### 3.2 Known versus unknown anisotropy

The parameter \(b\) controls the anisotropy of functions in the class \(\mathcal{H}(b, \varepsilon).\) Specifically, large \(b_j\) implies that the condition
\[
\sum_{j=1}^{\infty} \left( \frac{\rho_j + \rho_j^{-1}}{2} - 1 \right) b_j \leq \varepsilon
\]
holds only for smaller values of the parameter \(\rho_j,\) meaning that functions in \(\mathcal{H}(b, \varepsilon)\) are less smooth with respect to the variable \(y_j: \) namely, they have analytic continuations in this variable only to relatively small Bernstein ellipses. Conversely, if \(b_j\) is small (or in the extreme, \(b_j = 0\)), then functions in \(\mathcal{H}(b, \varepsilon)\) possess analytic continuations to larger Bernstein ellipses, and are therefore smoother with respect to the variable \(y_j.\)

In some cases, the parameter \(b\) may be known. We refer to this setting as known anisotropy. In this case, we have prior understanding about the behaviour of the target function with respect to its variables. Therefore, we can strive to use this information to design an approximation scheme.

However, in many practical settings, \(b\) may be unknown. We refer to this as unknown anisotropy. This is often the case in practical UQ settings, where \(f\) is considered a black box (i.e., the underlying PDE model, if one exists, is hidden). Furthermore, even in more explicit settings, one typically only has access to an upper bound for the \(b_i.\) Thus any approximation scheme that uses these values is limited by the quality of such bounds.

Motivated by this discussion, in this paper we consider both the known and unknown anisotropy settings. Specifically, we describe DNN architectures and training procedures for each case and explicit error bound for the resulting DNN approximations.

### 4 Main results: practical existence theorems

We now present the main results of this paper. In order to state our results, we require two additional concepts. First, let
\[
\min_{\Phi \in \mathcal{N}} \mathcal{G}(\Phi)
\]
be a DNN training problem with associated objective function \(\mathcal{G}.\) Then we say that \(\hat{\Phi} \in \mathcal{N}\) is an \(E_{\text{opt}}\)-approximate minimizer of this problem, for some \(E_{\text{opt}} \geq 0,\) if
\[
\mathcal{G}(\hat{\Phi}) \leq E_{\text{opt}} + \min_{\Phi \in \mathcal{N}} \mathcal{G}(\Phi).
\]  
(4.1)
Second, let $b = (b_i)_{i \in \mathbb{N}} \in \mathbb{R}^N$ be a sequence. We define its minimal monotone majorant as
\begin{equation}
\hat{b} = (\hat{b}_i)_{i \in \mathbb{N}}, \quad \text{where } \hat{b}_i = \sup_{j \geq i} |b_j|, \forall i \in \mathbb{N}.
\end{equation}

Then, given $0 < p < \infty$, we define the monotone $\ell^p$ space $\ell^p_{\text{M}}(\mathbb{N})$ as
\begin{equation}
\ell^p_{\text{M}}(\mathbb{N}) = \{ b \in \ell^\infty(\mathbb{N}) : \| b \|_{p,\text{M}} := \| \hat{b} \|_p < \infty \}.
\end{equation}

### 4.1 Learning in the case of unknown anisotropy

**Theorem 4.1** (Banach-valued learning; unknown anisotropy). There are universal constants $c_0, c_1 \geq 1$ such that the following holds. Let $m \geq 3$, $0 < \epsilon < 1$, $0 < p < 1$, $\varrho$ be either the uniform or Chebyshev probability measure over $U = [-1, 1]^N$, $\mathcal{V}$ be a Banach space, $\mathcal{V}_K \subseteq \mathcal{V}$ be a subspace of dimension $K$, $\mathcal{P}_K : \mathcal{V} \to \mathcal{V}_K$ be a bounded linear operator, $\pi_K$ be as in (2.7),
\begin{equation}
L = L(m, \epsilon) = \log^4(m) + \log(\epsilon^{-1})
\end{equation}

and
\begin{equation}
\Theta = [n], \quad \text{where } n = \left\lceil \frac{m}{c_0 L} \right\rceil.
\end{equation}

Then there exists

(a) a class $\mathcal{N}^j$ of neural networks $\Phi : \mathbb{R}^n \to \mathbb{R}^K$ with either the ReLU ($j = 1$), RePU ($j = \ell$) or tanh ($j = 0$) activation function with $\ell = 2, 3, \ldots$ and bounds for its depth and width given by
\begin{align*}
\text{width}(\mathcal{N}^1) &\leq c_{1,1} \cdot m^{3 + \log_2(m)}, \\
\text{depth}(\mathcal{N}^1) &\leq c_{1,2} \cdot \log(m) \left[ \log^2(m) + p^{-1} \log(m) + m \right],
\end{align*}
in the ReLU case and
\begin{align*}
\text{width}(\mathcal{N}^j) &\leq c_{j,1} \cdot m^{3 + \log_2(m)}, \\
\text{depth}(\mathcal{N}^j) &\leq c_{j,2} \cdot \log_2(m),
\end{align*}
in the tanh ($j = 0$) or RePU ($j = \ell$) cases, where $c_{j,1}, c_{j,2}$ are universal constants in the ReLU and tanh cases and $c_{j,1}, c_{j,2}$ depend on $\ell = 2, 3, \ldots$ in the RePU case;

(b) a regularization function $J : \mathcal{N}^j \to [0, \infty)$ equivalent to a certain norm of the trainable parameters;

(c) a choice of regularization parameter $\lambda$ involving only $m$ and $\epsilon$;

such that the following holds for every $b \in \ell^p_{\text{M}}(\mathbb{N})$. Let $f \in \mathcal{H}(b, \varrho)$, where $\mathcal{H}(b, \varrho)$ is as in (3.4), draw $y_1, \ldots, y_m \sim_{\text{i.i.d.}} \varrho$ and consider noisy evaluations $d_i = f(y_i) + n_i \in \mathcal{V}$, $i = 1, \ldots, m$, as in (3.1). Then, with probability at least $1 - \epsilon$, every $E_{\text{opt}}$-approximate minimizer $\hat{\Phi}$, $E_{\text{opt}} \geq 0$, of the training problem
\begin{equation}
\min_{\Phi \in \mathcal{N}} G(\Phi), \quad \text{where } G(\Phi) = \sqrt{\frac{1}{m} \sum_{i=1}^m \| f_{\Phi, \Theta}(y_i) - d_i \|_{\mathcal{V}}^2 + \lambda J(\Phi)},
\end{equation}
satisfies
\begin{equation}
\| f - f_{\Phi, \Theta} \|_{\ell^p(\mathcal{U}; \mathcal{V})} \leq c_1 \left( E_{\text{app,UB}} + m^{1/4} \cdot (E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}}) \right),
\end{equation}
where \( f_{\Phi, \Theta} \) is as in (4.2),

\[
E_{\text{app, UB}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{\frac{j}{2} - \frac{1}{p}} , \quad E_{\text{samp}} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \| n_i \|^2}, \quad E_{\text{disc}} = \| f - \mathcal{P}_K(f) \|_{L^2_p(U; V)}, \quad (4.7)
\]

and \( C = C(b, \varepsilon, p) \) depends on \( b, \varepsilon \) and \( p \) only.

The previous theorem applies to general Banach spaces. However, in the Hilbert space case we are able to improve the error bound in several ways.

**Theorem 4.2** (Hilbert-valued learning; unknown anisotropy). Consider the setup of Theorem 4.1 except where \( V \) is a Hilbert space. Then the same result holds, except with (4.6) replaced by

\[
\| f - f_{\Phi, \Theta} \|_{L^2_\infty(U; V)} \leq C_1 (E_{\text{app, UB}} + E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}}), \quad (4.8)
\]

\( E_{\text{app, UB}} \) replaced by \( E_{\text{app, UB}} = C \cdot \pi_K \cdot (m/L)^{\frac{j}{2} - \frac{1}{p}} \) and potentially different values of the constants \( C_0, C_1, c_{j,1}, c_{j,2} \) and \( \mathcal{O}(b, \varepsilon, p) \).

This result is an extension of the result proved in [3], which considered the finite-dimensional, Hilbert-valued case with the ReLU activation function only.

Note that Theorems 4.1 and 4.2 hold for a fixed \( 0 < p < 1 \). However, this assumption is only needed for the ReLU case, where, as we see, the depth of the DNN architecture behaves like \( \mathcal{O}(1/p) \) for small \( p \). In the RePU and tanh cases, the depth of the architecture is independent of \( p \). This means that the results in fact hold simultaneously for all \( 0 < p < 1 \) in these cases.

### 4.2 Learning in the case of known anisotropy

The previous two theorems address the case of unknown anisotropy, since the DNN architecture and training strategy do not require any knowledge of the anisotropy parameter \( b \in \ell^p_M(\mathbb{N}) \) (and, as noted, in the RePU and tanh cases, the parameter \( p \)). We now consider the case of known anisotropy, in which we assume knowledge of \( b \) to design the architecture and training strategy.

**Theorem 4.3** (Banach-valued learning; known anisotropy). There are universal constants \( c_0, c_1 \geq 1 \) such that the following holds. Let \( m \geq 3, 0 < \varepsilon < 1, 0 < p < 1, \varepsilon > 0, b \in \ell^p_M(\mathbb{N}), \) \( \rho \) be either the uniform or Chebyshev probability measure over \( U = [-1, 1]^N \), \( V \) be a Banach space, \( \mathcal{V}_K \subseteq V \) be a subspace of dimension \( K \), \( \mathcal{P}_K : V \rightarrow \mathcal{V}_K \) be a bounded linear operator, \( \pi_K \) be as in (2.9) and

\[
L = L(m, \varepsilon) = \log(m) + \log(\varepsilon^{-1}). \quad (4.9)
\]

Then there exists

(a) a set \( \Theta \subseteq \mathbb{N} \) of size

\[
|\Theta| = n := \left\lceil \frac{m}{c_0} \right\rceil, \quad (4.10)
\]

(b) a class \( \mathcal{N}^j \) of neural networks \( \Phi : \mathbb{R}^n \rightarrow \mathbb{R}^K \) with either ReLU \((j = 1)\), RePU \((j = \ell)\) or tanh \((j = 0)\) activation function and bounds for its depth and with given by

width(\( \mathcal{N}^1 \)) \leq c_{j,1} \cdot m^2, \quad \text{depth}(\mathcal{N}^1) \leq c_{j,1} \cdot \log(m) \left( p^{-1} \log(m) + m \right),

in the ReLU case and

width(\( \mathcal{N}^j \)) \leq c_{j,1} \cdot m^2, \quad \text{depth}(\mathcal{N}^j) \leq c_{j,2} \cdot \log_2(m),

in the tanh \((j = 0)\) or RePU \((j = \ell)\) cases, where \( c_{j,1}, c_{j,2} \) are universal constants in the ReLU and tanh cases and \( c_{j,1}, c_{j,2} \) depend on \( \ell = 2, 3, \ldots \) in the RePU case;
such that the following holds. Let \( f \in \mathcal{H}(b, \varepsilon) \), where \( \mathcal{H}(b, \varepsilon) \) is as in (3.4), draw \( y_1, \ldots, y_m \sim \text{i.i.d. } \Theta \) and consider noisy evaluations \( d_i = f(y_i) + n_i \in \mathcal{V} \), \( i = 1, \ldots, m \), as in (4.11). Then, with probability at least \( 1 - \epsilon \), every \( E_{\text{opt}} \)-approximate minimizer \( \hat{\Phi} \), \( E_{\text{opt}} \geq 0 \), of the training problem

\[
\min_{\Phi \in \mathcal{N}} \mathcal{G}(\Phi), \quad \text{where } \mathcal{G}(\Phi) = \frac{1}{m} \sum_{i=1}^{m} \| f_{\Phi, \Theta}(y_i) - d_i \|_V^2,
\]

satisfies

\[
\| f - f_{\hat{\Phi}, \Theta} \|_{L_2^2(\mathcal{U}; \mathcal{V})} \leq c_1 \left( E_{\text{app, KB}} + \sqrt{m} \left( E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}} \right) \right),
\]

where \( f_{\hat{\Phi}, \Theta} \) is as in (3.2),

\[
E_{\text{app, KB}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{1 - \frac{1}{p}}, \quad E_{\text{samp}} = \frac{1}{m} \sum_{i=1}^{m} \| n_i \|_V^2, \quad E_{\text{disc}} = \| f - P_K(f) \|_{L_2^\infty(\mathcal{U}; \mathcal{V})},
\]

and \( C = C(b, \varepsilon, p) \) depends on \( b, \varepsilon \) and \( p \) only. Moreover, if \( b \in \ell^p_M(\mathbb{N}) \), then the set \( \Theta \) in (a) may be chosen explicitly as

\[
\Theta = [n], \quad \text{where } n = \left\lceil \frac{m}{c_0 L} \right\rceil.
\]

**Theorem 4.4** (Hilbert-valued learning; known anisotropy). Consider the same setup as Theorem 4.3 except where \( \mathcal{V} \) is a Hilbert space. Then the same result holds, except (4.12) replaced by

\[
\| f - f_{\hat{\Phi}, \Theta} \|_{L_2^2(\mathcal{U}; \mathcal{V})} \leq c_1 \left( E_{\text{app, KH}} + E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}} \right),
\]

\( E_{\text{app, KB}} \) replaced by \( E_{\text{app, KH}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{\frac{1}{2} - \frac{1}{p}} \) and potentially different values of the constants \( c_0, c_1, c_{j,1}, c_{j,2} \) and \( C(b, \varepsilon, p) \).

**4.3 Discussion**

These results demonstrate the existence of sample-efficient training procedures for approximating infinite-dimensional, holomorphic functions taking values in Hilbert or Banach spaces using DNNs. As discussed in §4.2, they account for all main sources of error in the problem through the approximation errors \( E_{\text{app}} \), the physical discretization error \( E_{\text{disc}} \), the sampling error \( E_{\text{samp}} \) and the optimization error \( E_{\text{opt}} \). Note that the second error \( E_{\text{disc}} \) is given in terms of the linear operator \( P_K(f) \). However, we reiterate that this operator is only used to provide a bound for \( E_{\text{disc}} \). It is not used in the training procedure itself.

The various approximation errors deserve additional discussion. Observe that these take the form

\[
E_{\text{app, UB}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{\frac{1}{2} - \frac{1}{p}}, \quad E_{\text{app, KB}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{1 - \frac{1}{p}},
\]

\[
E_{\text{app, UB}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{\frac{1}{2} - \frac{1}{p}}, \quad E_{\text{app, KH}} = C \cdot \pi_K \cdot \left( \frac{m}{L} \right)^{\frac{1}{2} - \frac{1}{p}},
\]

where \( L \) is roughly \( \log(m) \) in the known anisotropy case and \( \log^4(m) \) in the unknown anisotropy case. This discrepancy arises because of the proof strategy. In the known anisotropy setting we emulate a polynomial least-squares scheme via a DNN, whereas in the unknown anisotropy setting we emulate a polynomial (weighted) \( \ell^1 \)-minimization scheme, with significantly more intricate analysis via compressed sensing techniques.
In all cases, we overcome the curse of dimensionality in the sample complexity. Note that the term $E_{\text{app}, UH}$ is the same as what was shown in [4] for polynomial approximation via compressed sensing of Hilbert-valued functions. Further, both the terms $E_{\text{app}, KH}$ and $E_{\text{app}, UH}$ are optimal up to constants and the logarithmic factors [8]. By contrast, the bounds for Banach-valued functions are worse in both cases. This arises as a consequence of just having the duality pair and not the proper inner product in Lemma 6.2, which is the key lemma that lifts the so-called weighted robust null space property over $\mathbb{R}$ to the Banach space $V$. We expect it may be possible to improve these rates via a different, and more involved, argument.

Another key difference between the known and unknown anisotropy cases is the width of the DNN architecture. For the RePU and tanh activation functions, it is polynomial in $m$ in the former case; specifically, $O(m^2)$ for large $m$. In the latter case, it behaves like $O(m^{3+\log_2(m)})$, i.e., faster than polynomial, but still subexponential in $m$. This discrepancy arises from having to include many more coordinate variables in the unknown anisotropy case to guarantee the desired approximation error, whereas in the known anisotropy case we may restrict only to those variables that are known to be important.

The unknown anisotropy case also involves the stronger assumption $b \in \ell^p_M(\mathbb{N})$. This assumption means that the variables are, on average, ordered in terms of importance. In fact, it is impossible in the unknown anisotropy setting to learn functions with only the assumption $b \in \ell^p(\mathbb{N})$ [8]. By contrast, in the known anisotropy case we may in fact assume that $b \in \ell^p(\mathbb{N})$. Yet we do not have any control over the set $\Theta$ that defines the truncation operator in this case, except for its size. However, if we suppose that $b \in \ell^p_M(\mathbb{N})$ then we may choose $\Theta$ explicitly as in (4.14).

5 Formulating the training problems

The remainder of this paper is devoted to the proofs of the main theorems. This follows a similar approach to that of [3], but with significant extensions to handle the infinite-dimensional and Banach-valued settings considered in this paper. As mentioned, we first formulate learning problems for Banach-valued functions using orthogonal polynomials, and then use DNNs to emulate these problems. The main theorems are then obtained using techniques from compressed sensing theory.

Specifically, we proceed as follows. In this section, we introduce orthogonal polynomials and reformulate the problem as a recovery problem for Banach-valued vectors. We then introduce the class of DNNs considered and formulate separate learning problems in the known and unknown anisotropy cases. Next, in §6 we introduce extensions of various compressed sensing concepts from the scalar- or Hilbert-valued setting to the Banach-valued setting. Then in §7 we describe how to emulate polynomials using DNNs, and give bounds for the width and depths of the corresponding architectures. After that, in §8 we describe various polynomial approximation error bounds for infinite-dimensional, holomorphic, Banach-valued functions. These bounds will be used to obtain the desired algebraic rates of convergence. Finally, with the necessary tools in place, in §9 we give the proofs of the main results.

5.1 Formulation as a vector recovery problem

Let $\rho$ be either the uniform or Chebyshev measure (2.3) on $[-1,1]$ and $\{\Psi_\nu\}_{\nu \in \mathbb{N}_0} \subset L^2_\rho([-1,1])$ be the corresponding orthonormal basis of $L^2_\rho([-1,1])$. Now let $\rho$ be the tensor-product measure (2.4) on $U = [-1,1]^\mathbb{N}$. Then the set of functions $\{\Psi_\nu\}_{\nu \in \mathcal{F}} \subset L^2_\rho(U)$ given by

$$
\Psi_\nu(y) = \prod_{k \in \mathbb{N}} \Psi_{\nu_k}(y_k), \quad y \in U, \ \nu \in \mathcal{F},
$$

(5.1)
is an orthonormal basis of $L^2_b(U)$. We note in passing that \ref{eq:5.1} is well-defined since any $\nu \in \mathcal{F}$ has only finitely-many nonzero terms. Now let $f \in L^2_b(U; V)$. Then $f$ has the convergent expansion

$$f = \sum_{\nu \in \mathcal{F}} c_\nu \Psi_\nu, \quad \text{where } c_\nu = \int_{U} f(y) \Psi_\nu(y) \, d\varrho(y) \in V. \quad (5.2)$$

Notice that the coefficients $c_\nu$ are elements of the Banach space $V$.

Now let $N \in \mathbb{N}$ and $V^N$ be the vector space of Banach-valued vectors of length $N$, i.e., $v = (v_i)_{i=1}^N$ where $v_i \in V$, $i = 1, \ldots, N$. Let $\Lambda \subset \mathcal{F}$ be a finite multi-index set of size $|\Lambda| = N$ with the ordering $\Lambda = \{\nu_1, \ldots, \nu_N\}$ and let $w = (w_\nu)_{\nu \in \Lambda} \in \mathbb{R}^N$, with $w > 0$ (recall that $0$ denotes the vector of zeroes and the inequality $w \succ 0$ is understood componentwise) be a vector of positive weights. Then, for $0 < p < 2$ we define the weighted $\ell^2_p(\Lambda; V)$ space as the set of $v = (v_\nu)_{\nu \in \Lambda} \in V^N$ for which

$$\|v\|_{p, w; V} := \left( \sum_{\nu \in \Lambda} w_{\nu}^{2-p} \|v_\nu\|_V^p \right)^{1/p} < \infty.$$ 

Notice that $\ell^2_{w}(\Lambda; V)$ coincides with the unweighted space $\ell^2(\Lambda; V)$, where its norm $\| \cdot \|_{p, V}$ corresponds to the case $w = 1$.

Let $m \in \mathbb{N}$, $y_1, \ldots, y_m \in U$ be the sample points and $f \in L^2_b(U; V)$. We now define the normalized measurement matrix and the measurement and error vectors by

$$A = \left( \frac{\Psi_{\nu_j}(y_i)}{\sqrt{m}} \right)_{i,j=1}^{m,N} \in \mathbb{R}^{m \times N}, \quad f = \frac{1}{\sqrt{m}} (f(y_i) + n_i)_{i=1}^m \in \mathcal{V}^m \quad \text{and} \quad e = \frac{1}{\sqrt{m}} (n_i)_{i=1}^m \in \mathcal{V}^m. \quad (5.3)$$

We also define the truncated expansion of $f$ based on the index set $\Lambda$ and its corresponding vector of coefficients as

$$f_\Lambda = \sum_{\nu \in \Lambda} c_\nu \Psi_\nu, \quad c_\Lambda = (c_\nu)_{\nu \in \Lambda}^N \in V^N. \quad (5.4)$$

Notice that the matrix $A = (a_{ij})_{i,j=1}^{m,N}$ immediately extends to a bounded linear operator $A : \mathcal{V}^N \to \mathcal{V}^m$. Specifically, $A \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ is given by

$$x = (x_i)_{i=1}^N \in \mathcal{V}^N \mapsto Ax = \left( \sum_{j=1}^{N} a_{ij} x_j \right)_{i=1}^m \in \mathcal{V}^m. \quad (5.5)$$

For ease of notation, we make no distinction henceforth between a matrix $A \in \mathbb{R}^{m \times N}$ and the corresponding linear operator in $\mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ (or $\mathcal{B}(\mathcal{V}_K^N, \mathcal{V}_K^m)$). With this in hand, notice that

$$Ac_\Lambda = \frac{1}{\sqrt{m}} (f_\Lambda(y_i))_{i=1}^m = \frac{1}{\sqrt{m}} (f(y_i))_{i=1}^m - \frac{1}{\sqrt{m}} (f(y_i) - f_\Lambda(y_i))_{i=1}^m,$$

and therefore

$$Ac_\Lambda + e + \bar{e} = f, \quad \text{where } \bar{e} = \frac{1}{\sqrt{m}} (f(y_i) - f_\Lambda(y_i))_{i=1}^m. \quad (5.6)$$

Hence, vector $c_\Lambda$ of unknown coefficients is a solution of the noisy linear system \ref{eq:5.6}.

We now define the class of DNNs $\mathcal{N}$. To this end, fix $\Theta \subset \mathbb{N}, |\Theta| = n$ and let $\Phi_{\nu,\delta,\Theta} = \Phi_{\nu,\delta} \circ T_{\Theta}$ be a DNN approximation to the basis function $\Psi_\nu$ for $\nu \in \Lambda$, where $\Phi_{\nu,\delta} : \mathbb{R}^n \to \mathbb{R}$ is a DNN of
the form (2.13) and \( T_\Theta \) is as in (2.14). The term \( \delta > 0 \) is a parameter that controls the accuracy of the approximation \( \Phi_\nu,\delta,\Theta \approx \Psi_\nu \). These definitions will be useful later in §4. Now let

\[ \Phi_{\Lambda,\delta} : \mathbb{R}^n \to \mathbb{R}^N, \tilde{y} \mapsto (\Phi_{\nu,\delta}(\tilde{y}))_{\nu \in \Lambda}, \quad \Phi_{\Lambda,\delta,\Theta} = \Phi_{\Lambda,\delta} \circ T_\Theta, \quad \forall \tilde{y} = (\tilde{y}_j)_{j \in \Theta} \in \mathbb{R}^n, \]

and define the class of DNNs \( \mathcal{N} \) by

\[ \mathcal{N} = \left\{ \Phi : \mathbb{R}^n \to \mathbb{R}^K : \Phi_\Theta(\tilde{y}) = Z^T \Phi_{\Lambda,\delta}(\tilde{y}), \ Z \in \mathbb{R}^{N \times K}, \ y = (y_j)_{j \in \Theta} \in \mathbb{R}^n \right\}, \quad (5.7) \]

where \( Z \in \mathbb{R}^{N \times K} \) is the matrix of trainable parameters. We also define the approximate measurement matrix \( A' \approx A \) by

\[ A' = \left( \frac{\Phi_{\nu,\delta,\Theta}(y_i)}{\sqrt{m}} \right)_{i,j=1}^{m,N} \in \mathbb{R}^{m \times N}. \quad (5.8) \]

### 5.2 Unknown anisotropy recovery

We now consider the unknown anisotropy setting of §4.1. Due to the discussion in [4 §2.5-2.7] we expect the vector \( c_\Lambda \in l^p(\Lambda; \nu) \) to be well-approximated by a (weighted) sparse vector. Hence, to exploit its structure, we use weighted \( \ell^1 \)-minimization techniques. Following [11, 5, 20] (see also [6, Rem. 2.14]), we let \( w = u \geq 1 \) be the so-called intrinsic weights, given by

\[ u = (u_\nu)_{\nu \in \Lambda}, \quad u_\nu = \|\Psi_\nu\|_{L^\infty(\mu)}, \quad \nu \in \Lambda. \quad (5.9) \]

In particular, for Chebyshev and Legendre polynomials these are given explicitly by

\[ u_\nu = \|\Psi_\nu\|_{L^\infty(\mu)} = \begin{cases} \prod_{j=1}^d \sqrt{2\nu_j + 1}, & \text{Legendre} \\ \frac{1}{2^{\|\nu\|_0/2}}, & \text{Chebyshev} \end{cases} \quad (5.10) \]

where \( \|\nu\|_0 \) is as in (2.1). Recall that \( \{\nu_1, \ldots, \nu_N\} \) is an ordering of \( \Lambda \). In what follows, we often write \( u_i \) instead of \( u_{\nu_i} \).

As discussed in [3, 6], choosing an appropriate index set is a vital step towards obtaining the desired approximation rates in §4. Following [3, 4], we first recall the following definition:

**Definition 5.1.** A set \( \Lambda \subseteq \mathcal{F} \) is lower if the following holds for every \( \nu, \mu \in \mathcal{F} \):

\[ (\nu \in \Lambda \text{ and } \mu \preceq \nu) \implies \mu \in \Lambda. \quad (5.11) \]

A set \( \Lambda \subseteq \mathcal{F} \) is anchored if it is lower and if the following holds for every \( j \in \mathbb{N} \):

\[ e_j \in \Lambda \implies \{e_1, e_2, \ldots, e_j\} \subseteq \Lambda. \]

See, e.g., [6, 18, 22] for more details about lower and anchored sets. Following a similar argument to [4], given \( n \in \mathbb{N} \), we now let

\[ \Lambda = \Lambda_n^{\text{HCI}} = \left\{ \nu = (\nu_k)_{k=1}^\infty \in \mathcal{F} : \prod_{k: \nu_k \neq 0} (\nu_k + 1) \leq n, \quad \nu_k = 0, \quad k > n \right\} \subset \mathcal{F}. \quad (5.12) \]

Note that \( \Lambda_n^{\text{HCI}} \) is isomorphic to the \( n \)-dimensional hyperbolic cross index set of order \( n - 1 \). A key property of this set is that it contains every anchored set (Definition 5.1) of size at most \( n \) (see, e.g., [6 Prop. 2.18]). Notice also that

\[ N := |\Lambda_n^{\text{HCI}}| \leq en^{2+\log(n)/\log(2)}, \quad \forall n \in \mathbb{N}. \quad (5.13) \]
See \textsuperscript{[6]} Lem. B.5 (this result is based on \textsuperscript{[57]} Thm. 4.9).

We now construct the DNN training problem considered in Theorem 4.1. First, consider the Banach-valued, weighted Square-Root LASSO (SR-LASSO) optimization problem \textsuperscript{[2,12,83]}

\[
\min_{z \in V_K^N} G(z), \quad G(z) := \lambda \|z\|_{1,u;V} + \|Az - f\|_{2;V}.
\]  

(5.14)

Here \( \lambda > 0 \) is a tuning parameter and \( A \) and \( f \) are as in \textsuperscript{[5.3]}. To obtain a DNN training problem, we replace \( A \) with its approximation \( A' \), defined by \textsuperscript{[5.8]}, giving the optimization problem

\[
\min_{z \in V_K^N} G'(z), \quad G'(z) := \lambda \|z\|_{1,u;V} + \|A'z - f\|_{2;V}.
\]  

(5.15)

To show that \textsuperscript{[5.15]} is equivalent to a DNN training problem we argue as follows. Let \( \{\varphi_i\}_{j=1}^K \) be the basis of \( V_K \) and \( z = (z_{ij})_{j=1}^N \) be an arbitrary element of \( V_K^N \). Now, recall that \( \mathcal{N} \) is the class of DNNs defined in \textsuperscript{[5.7]}. Then, we can associate \( z \) with a DNN \( \Phi \in \mathcal{N} \) via the relation

\[
\Phi = Z^\top \Phi_{\Lambda,\delta}, \quad \text{where } Z = (Z_{j,k})_{j,k=1}^{N,K} \in \mathbb{R}^{N \times K} \text{ is such that } z_{ij} = \sum_{k=1}^K Z_{j,k} \varphi_k, \forall j \in [N].
\]  

(5.16)

Now observe that

\[
f_{\Phi,\Theta}(y) = \sum_{k=1}^K ((\Phi \circ T_{\Theta})(y))_{k} \varphi_k = \sum_{k=1}^K \left( Z^\top \Phi_{\Lambda,\delta,\Theta}(y) \right)_{k} \varphi_k = \sum_{j=1}^N \sum_{k=1}^K Z_{j,k} \Phi_{\nu,j,\delta,\Theta}(y) \varphi_k = \sum_{\nu \in \Lambda} z_{\nu} \Phi_{\nu,\delta,\Theta}(y).
\]

Hence, if \( d_i = f(y_i) + n_i \in \mathcal{V} \) are the noisy evaluations of \( f \), then

\[
\|A'z - f\|_{2;V} = \sqrt{\frac{1}{m} \sum_{i=1}^m \left| \sum_{\nu \in \Lambda} z_{\nu} \Phi_{\nu,\delta,\Theta}(y_i) - d_i \right|^2} = \sqrt{\frac{1}{m} \sum_{i=1}^m \|f_{\Phi,\Theta}(y_i) - d_i\|_{\mathcal{V}}^2}.
\]

Now let \( \mathcal{J} : \mathcal{N} \to [0, \infty) \) be the regularization functional defined by

\[
\|z\|_{1,u;V} = \sum_{j=1}^N u_{\nu_j} \|z_{\nu_j}\|_V = \sum_{j=1}^N u_{\nu_j} \|Z_{j,k} \varphi_k\|_V := \mathcal{J}(\Phi),
\]

where \( \Phi \in \mathcal{N} \) is as in \textsuperscript{[5.16]}. Clearly \( \mathcal{J} \) is a norm over the trainable parameters, as claimed. Using this and the previous relation, we deduce that \textsuperscript{[5.15]} is equivalent to the DNN training problem

\[
\min_{\Phi \in \mathcal{N}} \sqrt{\frac{1}{m} \sum_{i=1}^m \|f_{\Phi,\Theta}(y_i) - d_i\|_{\mathcal{V}}^2} + \lambda \mathcal{J}(\Phi).
\]

By this, we mean that every minimizer \( \Phi \in \mathcal{N} \) of this problem corresponds to a minimizer \( \hat{z} \) of \textsuperscript{[5.15]} via the relation \textsuperscript{[5.16]}, and vice versa.

\subsection{Known anisotropy recovery}

In the previous case, we assumed that the coefficients were approximately (weighted) sparse, but, due to the unknown anisotropy, we do not know which coefficients are the most significant. Thus we choose the set \( \Lambda \subset \mathcal{F} \) as a large set in which we expect these significant coefficients to lie.
Conversely, in the known anisotropy setting, we effectively have this knowledge. Hence, we can choose a smaller set \( S \subset \mathcal{F} \) of size \(|S| = s\) which contains the indices of these coefficients.

Analogously to \(5.1\), we define the normalized measurement matrix and the approximate normalized measurement matrix by

\[
A = \left( \frac{\Psi_{\nu_j}(y_i)}{\sqrt{m}} \right)_{i,j=1}^{m,s} \in \mathbb{R}^{m \times s}, \quad \text{and} \quad A' := \left( \frac{\Phi_{\nu_j,\delta_{\nu_j}}(y_i)}{\sqrt{m}} \right)_{i,j=1}^{m,s} \in \mathbb{R}^{m \times s},
\]

where \( \{\nu_1, \ldots, \nu_s\} \) is an ordering of \( S \). Likewise, we truncate the expansion of \( f \) and its vector coefficients based on (5.4) for the index set \( S \). Defining the class of DNNs \( \mathcal{N} \) as in (5.7), except with \( \Lambda \) and \( N \) replaced by \( S \) and \( s \), respectively, we now see that the training problem (4.11) can be expressed as the Banach-valued minimization problem

\[
\min_{z \in \mathcal{V}_k^c} \mathcal{G}'(z), \quad \mathcal{G}'(z) := \|A'z - f\|_{2, \mathcal{V}},
\]

where \( f = \frac{1}{\sqrt{m}}(d_i)_{i=1}^{m} \in \mathcal{V}^m \). To be precise, any \( \hat{z} = (\hat{z}_{\nu})_{\nu \in S} \) that is a minimizer of (5.18) defines a minimizer \( \Phi \) of (4.11) via the relation (5.16), except with \( \Lambda \) and \( N \) replaced by \( S \) and \( s \), respectively.

As before, we also consider (5.18) as an approximation to a minimization problem with matrix \( A \) for the polynomial coefficients \( c_S \):

\[
\min_{z \in \mathcal{V}_k^c} \mathcal{G}(z), \quad \mathcal{G}(z) := \|Az - f\|_{2, \mathcal{V}}.
\]

Notice that, upon squaring the objective function, this is equivalent to an algebraic least-squares problem. To end this section, it is worth mentioning here that, for ease of notation we denote \( \mathcal{G} \) and \( \mathcal{G}' \) as the objective function for both the known and unknown anisotropy case. Mathematically, the known anisotropy setting is just a particular case of the unknown anisotropy setting with \( \lambda = 0 \) and \( \Lambda \) and \( N \) replaced by \( S \) and \( s \), respectively.

6 Banach-valued compressed sensing

In this section, we extend relevant aspects of the theory of compressed sensing to the Banach-valued setting, and use these to obtain various error bounds and sample complexity estimates that will be needed later. We refer to [3, 4, 6, 36] for the classical (scalar- and Hilbert-valued) setting.

6.1 Weighted sparsity and weighted rNSP

For positive weights \( w = (w_{\nu})_{\nu \in \mathcal{F}} > 0 \) and a multi-index set \( S \subset \mathcal{F} \), we define the weighted cardinality of \( S \) as

\[
|S|_w := \sum_{\nu \in S} w_{\nu}^2.
\]

Note that \( |S|_w \) may take values in \( \mathbb{R} \cup \{+\infty\} \). Now, let \( k \geq 0 \) and \( \Lambda \subset \mathcal{F} \) be a multi-index set. Then, given a \( \mathcal{V} \)-valued vector \( z = (z_{\nu})_{\nu \in \Lambda} \), we say that \( z \) is \textit{weighted} \((k, w)\)-sparse if \( |\text{supp}(z)|_w \leq k \), where

\[
\text{supp}(\nu) := \{ \nu \in \Lambda : \|\nu\|_{\mathcal{V}} \neq 0 \}
\]

is the \textit{support} of the vector \( z \). Let

\[
\Sigma_{k, w} := \{ z \in \ell_w^p(\Lambda; \mathcal{V}) : |\text{supp}(z)|_w \leq k \}
\]
denote the set of such vectors. Then, for $0 < p \leq 2$, we let
\[
\sigma_k(c)_{p;w;V} = \min \left\{ \|c - z\|_{p;w;V} : z \in \Sigma_{k,w} \right\}
\] (6.3)
be the $\ell^p_w$-norm weighted best $(k, w)$-term approximation error of an arbitrary $c \in \ell^p_w(\Lambda; V)$. Notice that this is equivalent to
\[
\sigma_k(c)_{p;w;V} = \inf \left\{ \|c - z\|_{p;V} : z \in \ell^p(\Lambda; V), |S| \leq \sigma\right\}.
\] (6.4)
Here and elsewhere, for a sequence $c = (c_\nu)_{\nu \in \mathcal{F}}$ and a set $S \subseteq \mathcal{F}$, we write $c_S$ for the sequence with $\nu$th entry equal to $c_\nu$ if $\nu \in S$ and zero otherwise. For convenience, for $s \in \mathbb{N}$, we also write
\[
\sigma_s(c)_{p;V} = \inf \left\{ \|c - z\|_{p;V} : z \in \ell^p(\Lambda; V), |\text{supp}(z)| \leq s \right\}
\] (6.5)
for the (unweighted) $\ell^p$-norm best $s$-term approximation error.

Now let $A \in \mathcal{B}(W^N, W^m)$ where $W \subseteq V$ is a closed subspace. We say that $A$ has the weighted robust Null Space Property (rNSP) over $W$ of order $(k, w)$ with constants $0 \leq \rho < 1$ and $\gamma \geq 0$ if
\[
\|x_S\|_{2;V} \leq \rho \|x_S\|_{1,w;V} \sqrt{k} + \gamma \|Ax\|_{2;V}, \ \forall x \in W^N,
\]
for any $S \subseteq [N]$ with $|S| \leq k$. See, e.g., [6, Defn. 6.22] or [77, Sec. 4.1]. The weighted rNSP implies certain distance bounds in the $\ell^p_w$ and $\ell^2$-norms. The following lemma is a straightforward extension to Banach spaces from the Hilbert-valued counterpart (see, e.g., [3, Lem. 7.4]). For this reason, we omit its proof.

**Lemma 6.1** (Weighted rNSP implies error bounds for inexact minimizers). *Suppose that $A \in \mathcal{B}(W^N, W^m)$ has the weighted rNSP over a closed subspace $W \subseteq V$ of order $(k, w)$ with constants $0 \leq \rho < 1$ and $\gamma > 0$. Let $x \in W^N$, $f \in V^m$ and $e = Ax - f \in V^m$, and consider the minimization problem
\[
\min_{z \in W^N} \mathcal{G}(z), \quad \mathcal{G}(z) := \lambda \|z\|_{1,w;V} + \|Ax - f\|_{2;V}.
\] (6.6)
with parameter
\[
0 < \lambda < \frac{(1 + \rho)^2}{(3 + \rho)^2} \gamma^{-1/2}.
\] (6.7)
Then
\[
\|\tilde{x} - x\|_{2;V} \leq C_1 \left( 2\sigma_k(x)_{1,w;V} + \frac{\mathcal{G}(\tilde{x}) - \mathcal{G}(x)}{\lambda} \right) + \left( \frac{C_1}{\lambda} + C_2 \sqrt{k} \right) \|e\|_{2;V},
\]
\[
\|\tilde{x} - x\|_{2;V} \leq C_1' \left( 2\sigma_k(x)_{1,w;V} + \frac{\mathcal{G}(\tilde{x}) - \mathcal{G}(x)}{\lambda} \right) + \left( \frac{C_1'}{\sqrt{k}} + C_2' \right) \|e\|_{2;V},
\]
for any $\tilde{x} \in W^N$, where the constants are given by
\[
C_1 = \frac{(1 + \rho)}{(1 - \rho)}, \quad C_2 = \frac{2\gamma}{(1 - \rho)}, \quad C_1' = \left( \frac{(1 + \rho)^2}{1 - \rho} \right) \quad \text{and} \quad C_2' = \left( \frac{(3 + \rho)\gamma}{1 - \rho} \right).
\]
Notice that defining the weighted rNSP over a closed subspace $W \subseteq V$ allows us to assert error bounds for the minimization problem over, for example, the space $W = \mathcal{V}_K$. This fact will be useful later in the proofs.
6.2 Matrices satisfying the weighted rNSP over Banach spaces

We now derive explicit conditions for a matrix $A \in \mathbb{R}^{m \times N}$ of the form (5.3) to give rise to an associated operator $A \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ (see (5.5)) that satisfies the weighted rNSP over $\mathcal{V}$.

**Lemma 6.2** (Weighted rNSP over $\mathbb{R}$ implies weighted rNSP over $\mathcal{V}$). Suppose that a matrix $A \in \mathbb{R}^{m \times N}$ satisfies the weighted rNSP over $\mathcal{V}$ of order $(k, w)$ with constants $0 \leq \rho < 1$ and $\gamma \geq 0$, and let $s^* = s^*(k) := \max \{|S| : |S|_w \leq k, S \subseteq [N]\}$. Then the corresponding operator $A \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ defined by (5.5) satisfies the weighted rNSP over $\mathcal{V}$ of order $(k, w)$ with constants $0 \leq \rho' < 1$ and $\gamma' > 0$ given by $\rho' = \sqrt{s^* \rho}$ and $\gamma' = \sqrt{s^* \gamma}$, respectively.

**Proof.** Let $v \in \mathcal{V}^N$ and $|S|_w \leq k$. Using (2.5) we get

$$\|v_S\|_2^2 = \sum_{i \in S} \|v_i\|^2 = \sum_{i \in S} \left( \max_{v^* \in \mathcal{V}^*, \|v^*\|_V = 1} |v^*(v_i)| \right)^2 \leq \|S\| \left( \max_{v^* \in \mathcal{V}^*, \|v^*\|_V = 1} \|v^*(v_S)\|_2^2 \right), \quad (6.8)$$

where $v^*(v_S) := (v^*(v_i))_{i=1}^N \in \mathbb{R}^N$. Since $A$ has the weighted rNSP over $\mathcal{V}$ we get

$$\|v^*(v_S)\|_2 \leq \frac{\rho \|v^*(v_S)\|_{1, w}}{\sqrt{k}} + \gamma \|A(v^*(v))\|_2, \quad \forall v \in \mathcal{V}^N, \forall v^* \in \mathcal{V}^*. \quad (6.9)$$

If $\|v^*\|_{\mathcal{V}^*} = 1$, then we also have

$$\|v^*(v_S^c)\|_{1, w} \leq \|v_S^c\|_{1, w; \mathcal{V}} \quad \text{and} \quad \|A(v^*(v))\|_2 = \|v^*(A(v))\|_2 \leq \|A(v)\|_{2; \mathcal{V}}.$$

Therefore

$$\|v^*(v)\|_2 \leq \rho \|v_S^c\|_{1, w; \mathcal{V}} + \gamma \|A(v)\|_{2; \mathcal{V}}, \quad \forall v \in \mathcal{V}^N, \forall v^* \in \mathcal{V}^*; \|v^*\|_{\mathcal{V}^*} = 1. \quad \text{Combining this with (6.8) and noting that } |S| \leq s^*(k), \text{ we deduce that}$$

$$\|v_S\|_2 = \sqrt{|S|} \left( \frac{\rho \|v_S^c\|_{1, w; \mathcal{V}}}{\sqrt{k}} + \gamma \|A(v)\|_{2; \mathcal{V}} \right), \quad \forall v \in \mathcal{V}^N, \quad \text{as required.}$$

In order to show that the matrix (5.3), and therefore the resulting linear operator, satisfies the weighted rNSP, we follow the standard approach and first show that it satisfies the weighted restricted isometry property. We say that a matrix $A \in \mathbb{R}^{m \times N}$ has the **weighted Restricted Isometry Property (RIP)** over $\mathbb{R}$ of order $(k, w)$ if there exists a constant $0 \leq \delta < 1$ such that

$$(1 - \delta)\|z\|_2^2 \leq \|Az\|_2^2 \leq (1 + \delta)\|z\|_2^2, \quad \forall z \in \Sigma_{k, w}. \quad (6.10)$$

The smallest constant such that this property holds is called the $k$th **weighted restricted isometry constant** of $A$ and is denoted by $\delta_{k, w}$. See, e.g., [9, Def. 6.25] and [77, Sec. 4.2].

As an alternative to the equivalence in [3, Lem. 7.5] between weighted RIP over $\mathbb{C}$ and Hilbert spaces, Lemma [6.2] shows that the weighted RIP over $\mathbb{R}$ is a sufficient condition for the weighted RIP over Banach spaces. However, the extra factor $\sqrt{s^*}$ is the cause of the extra $m$-dependent factors in the final error bound for the Banach-valued case as opposed to the Hilbert-valued case.

The following result shows that the weighted RIP implies the weighted rNSP. See, e.g., [6, Thm. 6.26].
Lemma 6.3 (weighted RIP implies the weighted rNSP). Let \( w > 0, k > 0 \) and suppose that \( A \in \mathbb{R}^{m \times N} \) has the weighted RIP over \( \mathbb{R} \) of order \((2k, w)\) with constant \( \delta_{2k,w} < (2\sqrt{2} - 1)/7 \). Then \( A \) has the weighted rNSP over \( \mathbb{R} \) of order \((k, w)\) with constants \( \rho = 2\sqrt{2}\delta_{2k,w}/(1 - \delta_{2k,w}) \) and \( \gamma = \sqrt{1 + \delta_{2k,w}/(1 - \delta_{2k,w})} \).

We now assert conditions on \( m \) under which the measurement matrix \((5.3)\) satisfies the weighted RIP. For this, we use the following result, which is an adaptation of [15, Thm. 2.14] (we make several small notational changes herein for consistency with the notation used in this paper; moreover, we replace the logarithmic factor \( \log^2(k/\delta^2) \) with \( \log^2(k/\delta) \), as revealed by an inspection of the proof).

Lemma 6.4 (Weighted RIP for Chebyshev and Legendre polynomials). Let \( \varrho \) be the tensor-product uniform or Chebyshev measure on \( \mathcal{U} = [-1, 1]^N \), \( \{\Psi_{\nu}\}_{\nu \in \mathcal{F}} \) be the corresponding tensor-product orthonormal Legendre or Chebyshev polynomial basis of \( L^2_\varrho(\mathcal{U}) \), \( \Lambda = \Lambda^{\text{HCI}}_n \) be as in \((5.12)\) for some \( n \geq 1 \) and \( y_1, \ldots, y_m \) be drawn independently and identically from the measure \( \varrho \). Let \( c_0 \) be a universal constant, \( 0 < \delta, \epsilon < 1 \) and \( k \geq 1 \), suppose that

\[
m \geq c_0 \cdot \delta^{-2} \cdot k \cdot \left( \log^2(k/\delta) \cdot \log^2(\epsilon n) + \log(2/\epsilon) \right),
\]

(6.11)

then, with probability at least \( 1 - \epsilon \), the matrix \( A \) defined in \((5.3)\) satisfies the weighted RIP over \( \mathbb{R} \) of order \((k, \Upsilon)\) with constant \( \delta_{k,\Upsilon} \), where \( \Upsilon \) are the intrinsic weights \((5.3)\).

Proof. We let \( N = |\Lambda| \). Then

\[
\|\Psi_{\nu}\|_{L^\infty_\varrho(\mathcal{U})} = u_\nu,
\]

and therefore the condition \( \|\Psi_{\nu}\|_{L^\infty_\varrho(\mathcal{U})} \leq u_\nu \) required by \cite[Thm. 2.14]{15} holds. Now, condition \((6.11)\) gives

\[
c_0 \cdot \delta^{-2} \cdot k \cdot (\log(eN) \cdot \log^2(k/\delta)) \leq c_0 \cdot \delta^{-2} \cdot k \cdot (\log(eN) \cdot \log^2(k/\delta) + \log(2/\epsilon)) \leq c_0 \cdot \delta^{-2} \cdot k \cdot 4 \log^2(eN) \cdot \log^2(k/\delta) + \log(2/\epsilon) \leq m
\]

after relabelling the constant \( c_0 \) in \((6.11)\) as \( 4c_0 \). Here, in the last inequality, we used the estimate \( \log(eN) \leq 4 \log^2(eN) \), which comes from \((5.13)\) and some basic algebra:

\[
\log(eN) \leq \log(e^2n^{2+\log(n)/\log(2)}) \leq \left(2 + \frac{\log(n)}{\log(2)}\right) \log(en) \leq 4 \log^2(en)
\]

Therefore, from \cite[Thm. 2.14]{15} we obtain that with probability at least \( 1 - 2 \exp(-c_1 \delta^{-2}m/k) \) the matrix \( A \) defined in \((5.3)\) satisfies the weighted RIP over \( \mathbb{R} \) of order \((k, \Upsilon)\) with constant \( \delta_{k,\Upsilon} \) for some \( c_1 > 0 \). To conclude the result, we notice that

\[
m \geq c_1 \delta^{-2} \cdot k \cdot \log(2/\epsilon) \Rightarrow 2 \exp(-c_1 \delta^2m/k) \leq \epsilon.
\]

Hence, replacing \( c_0 \) by \( \max\{c_0, c_1\} \) in \((6.11)\), we deduce that the result holds with probability at least \( 1 - \epsilon \), as required.

Remark 6.5 As formulated above, Lemma 6.4 only considers the case \( k \geq 1 \). However, for \( k < 1 \leq \min_{\nu \in \mathcal{F}} u_\nu^2 \), the set of weighted \((k, \Upsilon)\)-sparse vectors is empty. Therefore the RIP of order \((k, \Upsilon)\) is trivially satisfied in this case.

The previous result will be used in the case of unknown anisotropy. In the case of known anisotropy, we require a different argument in order to obtain the better scaling with respect to \( m \) in Theorem 4.3. As we see later, this case can be analyzed by asserting conditions under which the relevant measurement matrix \( A \) defined in \((5.17)\) has the rNSP of ‘full’ order \( k = |S|_\Upsilon \), where \( S \) is the index set used to construct \( A \).
Lemma 6.6 (Weighted rNSP for Chebyshev and Legendre polynomials in the ‘full’ case). Let \( \varrho \) be the tensor-product uniform or Chebyshev measure on \( \mathcal{U} = [-1,1]^n \), \( \{\Psi_\nu\}_{\nu \in \mathcal{F}} \) be the corresponding tensor-product orthonormal Legendre or Chebyshev polynomial basis of \( L^2_\varrho(\mathcal{U}) \), \( S \subset \mathcal{F} \) and \( y_1, \ldots, y_m \) be drawn independently and identically from the measure \( \varrho \). Let \( 0 < \delta, \epsilon < 1 \), \( k = |S|_u \), where \( u \) are the intrinsic weights (5.9), and suppose that

\[
m \geq \left( (1 - \delta) \log(1 - \delta) + \delta \right)^{-1} \cdot k \cdot \log(k/\epsilon).
\]

(6.12)

Then, with probability at least \( 1 - \epsilon \), the matrix \( A \in \mathbb{R}^{m \times s} \), \( s = |S| \), defined in (5.17) satisfies the weighted rNSP over \( \mathbb{R} \) of order \((k, u)\) with constants \( \rho = 0 \) and \( \gamma \leq (1 - \delta)^{-1/2} \).

Proof. Since \( k = |S|_u \) is the weighted cardinality of the ‘full’ index set \( S \), the wrNSP is equivalent to the condition

\[
\|x\|_2 \leq \gamma \|Ax\|_2, \quad \forall x \in \mathbb{R}^s.
\]

Define the space \( \mathcal{P} = \text{span}\{\Psi_\nu : \nu \in S\} \subset L^2_\varrho(\mathcal{U}) \). Then by Parseval’s identity, this inequality is equivalent to

\[
\|p\|_{L^2_\varrho(\mathcal{U})} \leq \gamma \|p\|_{\text{disc}}, \quad \forall p \in \mathcal{P},
\]

where \( \|p\|_{\text{disc}} = \sqrt{\frac{1}{m} \sum_{i=1}^m |p(y_i)|^2} \). Thus, by [6, §5.2] and [6, Thm. 5.7], we have \( \gamma \leq (1 - \delta)^{-1/2} \), provided

\[
m \geq \left( (1 - \delta) \log(1 - \delta) + \delta \right)^{-1} \cdot \kappa \cdot \log(s/\epsilon),
\]

(6.13)

where \( s = |S| \) and \( \kappa = \kappa(\mathcal{P}) \) is defined by (see [6, Eqn. (5.15)])

\[
\kappa = \sup_{y \in \mathcal{U}} \sum_{\nu \in \mathcal{S}} |\Psi_\nu(y)|^2.
\]

Observe that \( \kappa \leq \sum_{\nu \in \mathcal{S}} u_\nu^2 = |S|_u = k \) and \( s = |S| \leq |S|_u = k \), since \( u \geq 1 \). Hence (6.13) is implied by (6.12). This gives the result. \( \square \)

7 Deep neural network approximation

In this section, we detail the second key component of our proofs, which is the approximation of the orthonormal polynomials \( \Psi_\nu \) by DNNs. Throughout these proofs, we let \( \text{size}(\Phi) \) denote the size of a neural network \( \Phi \), that is, its total number of nonzero weights and biases.

7.1 Approximate multiplication via DNNs

Lemma 7.1 (Approximate multiplication of \( n \) numbers by ReLU and tanh DNNs). Let \( 0 < \delta < 1 \), \( n \in \mathbb{N} \) and consider constants \( \{M_i\}_{i=1}^n \subset \mathbb{R}^n \). Then there exists a ReLU \((j = 1)\) or a tanh \((j = 0)\) DNN \( \Phi^j_{\delta, M} : \prod_{i=1}^n [-M_i, M_i] \to \mathbb{R} \) satisfying

\[
\sup_{|x_i| \leq M_i} \left| \prod_{i=1}^n x_i - \Phi^j_{\delta, M}(x) \right| \leq \delta, \quad \text{where } x = (x_i)_{i=1}^n,
\]

(7.1)

for \( j \in \{0, 1\} \). The width and depth are bounded by

\[
\text{width}(\Phi^1_{\delta, M}) \leq c_{1, 1} \cdot n,
\]

\[
\text{depth}(\Phi^1_{\delta, M}) \leq c_{1, 2} \left( 1 + \log(n) \left[ \log(n\delta^{-1}) + \log(M) \right] \right),
\]

where

\[
\kappa = \frac{\sum_{\nu \in \mathcal{S}} |\Psi_\nu(y)|^2}{\sqrt{\frac{1}{m} \sum_{i=1}^m |\Psi_\nu(y)|^2}}.
\]
in the ReLU case and

\[
\text{width}(\Phi^0_{\delta,M}) \leq c_{t,1} \cdot n, \quad \text{depth}(\Phi^0_{\delta,M}) \leq c_{t,2} \cdot \log_2(n),
\]

in the tanh \((j = 0)\) case, where \(M = \prod_{i=1}^{n} M_i\) and \(c_{j,1}, c_{j,2}\) are universal constants.

**Proof.** The tanh case is a direct application of [33, Lem. 3.8]. Hence, we now focus on the ReLU case. Let \(M_i > 0\) such that \(|x_i| \leq M_i\) for all \(i \in [n]\). Now, write the multiplication of these terms as

\[
\prod_{i=1}^{n} x_i = \left( \prod_{i=1}^{n} x_i/M_i \right) \cdot \prod_{i=1}^{n} M_i = \left( \prod_{i=1}^{n} x_i/M_i \right) \cdot M.
\]

Then, using [72, Prop. 2.6], for any \(\tilde{\delta} \leq \delta\) there exists a ReLU DNN \(\Phi_{\tilde{\delta},1}\) such that

\[
\left| M \left( \prod_{i=1}^{n} \frac{x_i}{M_i} \right) - M \cdot \Phi_{\tilde{\delta},1} \left( \frac{x_1}{M_1}, \ldots, \frac{x_n}{M_n} \right) \right| \leq M\tilde{\delta}.
\]

We now set \(\tilde{\delta} = \delta/M\). Since the composition of affine maps is an affine map, we can define a ReLU DNN of the same architecture as

\[
\Phi_{\delta,M}(x_1, \ldots, x_n) = M \cdot \Phi_{\delta/M,1} \left( \frac{x_1}{M_1}, \ldots, \frac{x_n}{M_n} \right).
\]

This implies that

\[
\left| \prod_{i=1}^{n} x_i - \Phi_{\delta,M}(x_1, \ldots, x_n) \right| \leq \delta.
\]

Taking the supremum over \(|x_i| \leq M_i\) we obtain (7.1). We now bound the width and depth. From [72, Prop. 2.6] notice that there exists a constants \(c_2 > 0\) such that

\[
\text{depth}(\Phi_{\delta,M}) \leq \text{depth}(\Phi_{\delta/M,1}) \leq c_2 \left( 1 + \log(n) \log(nM/\delta) \right).
\]

Next, from the construction of the neural network for the product of \(n\) numbers as a binary tree in [79, Sec. 3.2], observe that the product of two numbers involves a maximum of 12 nodes per layer. Thus, for the product of \(n\) numbers, the width is bounded by

\[
\text{width}(\Phi_{\delta,M}) \leq 12 \left\lceil \frac{n}{2} \right\rceil.
\]

This completes the proof. \(\square\)

The following lemma asserts the existence of a RePU DNN to calculate the multiplication of two numbers. Its proof can be found in [62, Lem. 2.1] (see also [72, Appx. A] and [62, Thm. 2.5]).

**Lemma 7.2** (Exact multiplication of two numbers by a RePU DNN). For \(\ell = 2, 3, \ldots\), there exists a RePU neural network \(\Phi^\ell : \mathbb{R}^2 \to \mathbb{R}\) such that

\[
\Phi^\ell(x_1, x_2) = x_1 x_2, \quad \forall x_1, x_2 \in \mathbb{R}.
\]

The width and depth of this DNN are

\[
\text{width}(\Phi^\ell) = c_\ell, \quad \text{depth}(\Phi^\ell) = 1,
\]

where \(c_\ell\) is a constant depending on \(\ell\).
We now use similar arguments to those in [72, Sec. 2.3], and notice that the previous lemma implies the existence of RePU neural network for multiplying \( n \) different numbers. The next lemma and its proof are based on [72, Prop. 2.6], which, in turn, employs techniques from [79, Prop. 3.3]. Basically, the idea here is to construct a neural network \( \Phi^\ell \) as a binary tree of \( \bar{\Phi}^\ell \)-networks using Lemma 7.2. Unlike in the ReLU and tanh cases (see Lemma 7.1, the resulting multiplication is exact and we do not require the assumption \(|x_i| \leq M_i, i \in [n] \).

**Lemma 7.3** (Exact multiplication of \( n \) numbers by RePU). For \( \ell = 2, 3, \ldots \), there exists a RePU neural network \( \Phi^\ell : \mathbb{R}^n \to \mathbb{R} \) such that

\[
\Phi^\ell(x) = \prod_{i=1}^{n} x_i, \quad \forall x = (x_i)_{i=1}^{n} \in \mathbb{R}^n. \tag{7.3}
\]

The width and depth are bounded by

\[
\text{width}(\Phi^\ell) \leq c_{\ell,1} \cdot n, \quad \text{depth}(\Phi^\ell) \leq c_2 \log_2(n),
\]

where \( c_{\ell,1} \) and \( c_2 \) are positive constants and only \( c_{\ell,1} \) depends on \( \ell \).

**Proof.** Let \( \bar{n} := \min\{2^k : k \in \mathbb{N}, 2^k \geq n\} \). For every \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) we define the vector \( \bar{x} = (x_1, \ldots, x_n, x_{n+1}, \ldots, x_{\bar{n}}) \in \mathbb{R}^{\bar{n}} \), where \( x_{n+1} = \ldots = x_{\bar{n}} = 1 \). Observe that the map \( x \mapsto \bar{x} \) is affine and, hence, can be implemented by a suitable choice of weights and biases in the first layer. Arguing as in [72, Prop. 2.6], let \( l \in \mathbb{N} \), consider vectors in \( \mathbb{R}^{2l} \) and define the mapping

\[
R_l(z_1, \ldots, z_{2l}) := \left( \bar{\Phi}^\ell(z_1, z_2), \ldots, \bar{\Phi}^\ell(z_{2l-1}, z_{2l}) \right) \in \mathbb{R}^l,
\]

where \( \bar{\Phi}^\ell \) is as in Lemma 7.2. Now, for \( k \in \mathbb{N} \) we consider the composition

\[
R^k := R_1 \circ R_2 \circ \ldots \circ R_{2^{k-1}}. \tag{7.4}
\]

Keeping this in mind we now define \( \Phi^\ell : \mathbb{R}^n \to \mathbb{R} \) by

\[
\Phi^\ell(x_1, \ldots, x_n) := R^{\log_2(\bar{n})}(x_1, \ldots, x_{\bar{n}}).
\]

Observe that in this case there are \( \log_2(\bar{n}) \) terms in (7.4), then \( R^{\log_2(\bar{n})} \) and \( \Phi^\ell \) are well defined. We immediately deduce (7.3). We now estimate the depth and width of \( \Phi^\ell \). First, note that \( \bar{n} \leq 2n \). Then, following [72, Prop. 2.6] and using Lemma 7.2 there exists a positive constant \( c_2 \) such that

\[
\text{depth}(\Phi^\ell) \leq c_2 \log_2(n).
\]

Moreover, from Lemma 7.2 and [62, Lem. 2.5], the construction of the neural network implies the existence of a constant \( c_\ell > 0 \) depending on \( \ell \) such that

\[
\text{width}(\Phi^\ell) \leq c_\ell \cdot n.
\]

Thus the bound for the width holds. \( \square \)
7.2 Emulation of orthogonal polynomials via DNNs

The following result is adapted from [21 Prop. 2.13].

**Theorem 7.4.** Let $\Lambda \subset \mathcal{F}$ be a finite multi-index set, $m(\Lambda) = \max_{\nu \in \Lambda} \|\nu\|_1$ and $\Theta \subset \mathbb{N}$, $|\Theta| = n$, satisfy

$$\bigcup_{\nu \in \Lambda} \text{supp}(\nu) \subseteq \Theta.$$  

Let $\{\Psi_\nu\}_{\nu \in \mathcal{F}} \subset L^2_0(\mathcal{U})$ be the orthonormal Legendre or Chebyshev polynomial basis of $L^2_0(\mathcal{U})$. Then for every $0 < \delta < 1$ there exists a ReLU ($j = 1$), RePU ($j = \ell$) or tanh ($j = 0$) DNN $\Phi_{\Lambda, \delta} : \mathbb{R}^n \rightarrow \mathbb{R}^{|\Lambda|}$, such that, if $\Phi_{\Lambda, \delta}(z) = (\Phi_{\nu, \delta}^j(z))_{\nu \in \Lambda}, z = (z_j)_{j \in \Theta} \in \mathbb{R}^n$ and $\mathcal{T}_{\Theta}$ is as in (2.14), then

$$\|\Psi_\nu - \Phi_{\nu, \delta}^j \circ \mathcal{T}_{\Theta}\|_{L^\infty(\mathcal{U})} \leq \delta, \quad \forall \nu \in \Lambda, \quad j \in \{0, 1, \ell\}.$$  

In the case of the ReLU ($j = 1$) activation function, the width and depth of this network satisfy

$$\text{width}(\Phi^1_\nu) \leq c_{1,1} \cdot |\Lambda| \cdot m(\Lambda),$$

$$\text{depth}(\Phi^1_\nu) \leq c_{1,2} \cdot \left(1 + \log(m(\Lambda)) \cdot \left[\log(m(\Lambda)\delta^{-1}) + m(\Lambda) + n\right]\right).$$

In the case of the RePU ($j = \ell$) or tanh ($j = 0$) activation function, the width and depth of this network satisfy

$$\text{width}(\Phi^\ell_{\Lambda, \delta}) \leq c_{j,1} \cdot |\Lambda| \cdot m(\Lambda), \quad \text{depth}(\Phi^\ell_{\Lambda, \delta}) \leq c_{j,2} \cdot \log_2(m(\Lambda)).$$

Here $c_{j,1}, c_{j,2}$ are universal constants in the ReLU, RePU and tanh cases, with only $c_{\ell,1}$ depending on $\ell = 2, 3, \ldots$.

**Proof.** We divide the proof into two cases.

**Case 1: Legendre polynomials.** The univariate Legendre polynomials $\{\Psi_\nu\}_{\nu \in \mathbb{N}_0}$ are given by (see, e.g., [5 Sec. 2.2.2])

$$P_\nu(y) = \frac{1}{2^\nu \nu!} \frac{d^\nu}{dy^\nu} (y^2 - 1)^\nu \quad \text{and} \quad \Psi_\nu(y) = \sqrt{2\nu + 1} P_\nu(y), \quad \forall \nu \in \mathbb{N}_0. \quad (7.5)$$

Hence, their multivariate counterparts can be written as

$$\Psi_\nu(y) = \prod_{i \in \text{supp}(\nu)} \sqrt{2\nu_i + 1} P_{\nu_i}(y_i), \quad \forall y \in \mathcal{U}, \quad \nu \in \mathcal{F}, \quad (7.6)$$

where supp($\nu$) is as in (2.1). Using the fundamental theorem of algebra we may write

$$\Psi_\nu(y) = \prod_{i \in \text{supp}(\nu)} \prod_{j=1}^{\nu_i} \left(\sqrt{2\nu_i + 1} d_{\nu_i} \right)^{1/\nu_i} (y_i - r_j^{(\nu_i)}), \quad \forall y \in \mathcal{U}, \quad \nu \in \mathcal{F}. \quad (7.7)$$

Here, $\{r_j^{(\nu_i)}\}_{j=1}^{\nu_i}$ are the $\nu_i$ roots of the polynomial $P_{\nu_i}$ and $d_{\nu_i}$ is a scaling factor. Using (7.5), we see that the leading coefficient of $P_\nu$ is $d_\nu = 2^{-\nu} (2\nu)!$. Then, by Stirling’s formula for factorials

$$\sqrt{2\pi n^{n+1/2}e^{-n}} \leq n! \leq en^{n+1/2}e^{-n},$$

this coefficient satisfies

$$d_0 = 1 \quad \text{and} \quad d_\nu = \frac{e^{2\nu}}{\pi \sqrt{2\nu}}, \quad 1 \leq \nu.$$
Next, for $\nu \in \Lambda$, we define the affine map $A_\nu : \mathbb{R}^n \to \mathbb{R}^{||\nu||_1}$, $A_\nu (y) = (a_{i,j}(y))_{i \in \text{supp}(\nu), j \in [v_i]}$, by

$$a_{i,j}(y) = (\sqrt{2\nu_i + 1}d_{ii})^{1/\nu_i} (y_i - r_j^{(\nu_i)}), \quad i \in \text{supp}(\nu), \quad j \in [v_i], \quad \forall y \in U. \quad (7.8)$$

With this in mind, given $\nu \in \Lambda$, this allows us to define the product of the $||\nu||_1$ terms (7.7) that comprise $\Psi_\nu$. It is useful, however, to make the number of factors in this multiplication constant for all $\nu \in \Lambda$. To this end, we now redefine the affine map $A_\nu : \mathbb{R}^n \to \mathbb{R}^{m(\Lambda)}$ by padding the output vector with $m(\Lambda) - ||\nu||_1$ terms equal to one.

Our aim now is to apply Lemma 7.1 to show that there exists a DNN that approximates the multiplication of the factors in $A_\nu(y)$. To do so, we need to identify bounds $M_k$ for each of the terms in the output vector $A_\nu(y)$, with $k \in [m(\Lambda)]$. First, notice that the roots of the Legendre polynomials are in $[-1, 1]$ for (7.7). Then each factor in (7.8) is bounded by

$$M_i := 2(\sqrt{2\nu_i + 1} + 1)^{1/\nu_i} \left( \frac{e^{2\nu_i}}{\pi \sqrt{2\nu_i}} \right)^{1/\nu_i}, \quad i \in \text{supp}(\nu), \quad j \in [v_i].$$

Clearly, the other terms in $A_\nu(y)$ are bounded by $M_k = 1$. Therefore, since $|\text{supp}(\nu)| \leq |\Theta| = n$ we get

$$\prod_{k=1}^{m(\Lambda)} M_k = \left( \prod_{i \in \text{supp}(\nu)} M_i \right) \cdot \left( \prod_{k=1}^{m(\Lambda) - ||\nu||_1} 1 \right) = \prod_{i \in \text{supp}(\nu)} \prod_{j=1}^{\nu_i} 2(\sqrt{2\nu_i + 1})^{1/\nu_i} \left( \frac{e^{2\nu_i}}{\pi \sqrt{2\nu_i}} \right)^{1/\nu_i} \leq 2^{2||\nu||_1} \left( \frac{e}{\pi} \right)^n \prod_{i \in \text{supp}(\nu)} \sqrt{\frac{2\nu_i + 1}{2\nu_i}} \leq 2^{2m(\Lambda)} \left( \frac{e}{\pi} \right)^n \left( \frac{3}{2} \right)^{n/2} =: M.$$ 

This defines the multiplication of $m(\Lambda)$ factors. Using Lemma 7.1 (or Lemma 7.3 in the case of RePU, in which case the previous calculation is unnecessary), for any $0 < \delta < 1$ there exists a ReLU ($j = 1$), a RePU ($j = \ell$) or a tanh ($j = 0$) DNN $\Phi^j_{\delta,M,\nu}$ that approximates the multiplication of the $m(\Lambda)$ factors defining $A_\nu$. Thus, we define the DNN $\Phi^j_\nu : \mathbb{R}^n \to \mathbb{R}$ by

$$\Phi^j_\nu = \Phi^j_{\delta,M,\nu} \circ A_\nu, \quad j \in \{0, 1, \ell\}.$$ 

By construction, we have

$$||\Psi_\nu - \Phi^j_\nu \circ \mathcal{T}_\Theta||_{L_\infty(U)} \leq \delta, \quad j \in \{0, 1, \ell\}, \quad \forall \nu \in \Lambda.$$ 

Applying the bound for $M$, and some basic algebra we obtain the respective bounds for the width and depth of each $\Phi^j_\nu$. Specifically.

$$\text{width}(\Phi^1_\nu) \leq c_{1,1} \cdot m(\Lambda),$$

$$\text{depth}(\Phi^1_\nu) \leq c_{1,2} \cdot \left(1 + \log(m(\Lambda)) \cdot \left[ \log(m(\Lambda)\delta^{-1}) + m(\Lambda) + n \right] \right).$$

in the ReLU case, and

$$\text{width}(\Phi^j_\nu) \leq c_{j,1} \cdot m(\Lambda), \quad \text{depth}(\Phi^j_\nu) \leq c_{j,2} \cdot \log_2(m(\Lambda))$$
otherwise. Here \( c_{j,1}, c_{j,2} \) are universal constants in the ReLU, RePU, tanh cases, with only \( c_{\ell,1} \) depending on \( \ell \). Observe that we have found DNNs \( \Phi^j_\nu \) of the same depth that approximate each polynomial \( \Psi_\nu \) for \( \nu \in \Lambda \). We consider now the DNN formed by vertically stacking these DNNs, i.e., \( \Phi^{j,\delta}_{\Lambda} = (\Phi^j_\nu)_{\nu \in \Lambda} \). It follows immediately that the depth and width of this DNN satisfy

\[
\text{width}(\Phi^j_\nu) \leq c_{j,1} \cdot |\Lambda| \cdot m(\Lambda), \\
\text{depth}(\Phi^j_\nu) \leq c_{j,2} \cdot \left(1 + \log(m(\Lambda)) \cdot \left[ \log(m(\Lambda)\delta^{-1}) + m(\Lambda) + n \right] \right),
\]

in the ReLU case, and

\[
\text{width}(\Phi^j_\nu) \leq c_{j,1} \cdot |\Lambda| \cdot m(\Lambda), \\
\text{depth}(\Phi^j_\nu) \leq c_{j,2} \cdot \log_2(m(\Lambda)).
\]

in the RePU and tanh cases. This completes the proof for the Legendre polynomials.

**Case 2: Chebyshev polynomials.** The orthonormal Chebyshev polynomials are defined by

\[
\Psi_\nu(y) = \frac{2^{\|\nu\|_0/2}}{2} \prod_{i \in \text{supp}(\nu)} \cos(\nu_i \arccos(y_i)), \quad \forall y \in U, \ \nu \in F. \tag{7.9}
\]

We can write each factor as a product over the roots of the polynomials \( \cos(\nu_i \arccos(y_i)) \), to give

\[
\Psi_\nu(y) = \prod_{i \in \text{supp}(\nu)} \prod_{j=1}^{\nu_i} \left(2^{1/2}d_{\nu_i}\right)^{1/\nu_i} (y_i - r_{j,\nu_i}), \quad \forall y \in U, \ \nu \in F. \tag{7.10}
\]

Define the affine mapping \( A_\nu : \mathbb{R}^n \to \mathbb{R}^{m(\Lambda)} \) with entries

\[
a_{i,j}(y) = \left(2^{1/2}d_{\nu_i}\right)^{1/\nu_i} (y_i - r_{j,\nu_i}), \quad i \in \text{supp}(\nu), j \in [\nu_i].
\]

where \( d_\nu = 2^{\nu_i-1} \), and the remaining \( m(\Lambda) - \|\nu\|_1 \) entries being equal to one. As in the previous case, the roots \( r_{j,\nu_i} \in [-1,1] \). Hence we define \( M \) as

\[
M = \prod_{i=1}^{m(\Lambda)} M_i = \prod_{i \in \text{supp}(\nu)} \prod_{j=1}^{\nu_i} \left(2^{1/2}d_{\nu_i}\right)^{1/\nu_i} 2 = 2\|\nu\|_1-\|\nu\|_0/2 \leq 2^{2m(\Lambda)}.
\]

Then, using same arguments as those for the Legendre case, by Lemma 7.3 and Lemma 7.1 for any \( 0 < \delta < 1 \) there exists a ReLU (\( j = 1 \)), a RePU (\( j = \ell \)) or a tanh (\( j = 0 \)) DNN \( \Phi^j_{\delta,M} \) that approximates the multiplication of \( m(\Lambda) \) factors defined in (7.10) with this specific choice of \( M \). Thus, we define the DNNs \( \Phi^j_\nu : \mathbb{R}^n \to \mathbb{R} \) by

\[
\Phi^j_\nu = \Phi^j_{\delta,M} \circ A_\nu, \quad j \in \{0, 1, \ell\},
\]

for which the following bound holds

\[
\|\Psi_\nu - \Phi^j_\nu \circ \mathcal{T}_\delta\|_{L^\infty(U)} \leq \delta, \quad j \in \{0, 1, \ell\}, \ \forall \nu \in \Lambda.
\]

We now obtain the result using the bound for \( M \) and the same arguments as in the Legendre case.
8 Polynomial approximation rates for holomorphic functions

In order to derive the desired algebraic rates of convergence in our main theorems, we first need several results on the approximation of infinite-dimensional, holomorphic, Banach-valued functions via polynomials. See, e.g., [22] for an in-depth discussion on this topic.

The following theorem can be found in [4, Thm. A.3], and is an amalgamation of various known results in the literature. For further details, see [4, Rem. A.4] or [6,22] and references therein. Note that this result involves lower and anchored sets, which were introduced in Definition 5.1.

**Theorem 8.1** (Best $s$-term decay rates; infinite-dimensional case). Let $q$ be the tensor-product uniform or Chebyshev measure on $\mathcal{U} = [-1,1]^n$ and $\{\Psi_\nu\}_{\nu \in \mathcal{F}}$ be the corresponding tensor-product orthonormal Legendre or Chebyshev polynomial basis of $L^2(\mathcal{U})$. Let $0 < p < 1$, $\varepsilon > 0$, $b \in \ell^p(\mathbb{N})$ with $b > 0$ and $f \in \mathcal{H}(b,\varepsilon)$, where $\mathcal{H}(b,\varepsilon)$ is as in (5.4). Let $c = (c_\nu)_{\nu \in \mathcal{F}}$ be the Chebyshev or Legendre coefficients of $f$, as in (5.2). Then the following best $s$-term decay rates hold:

(i) For any $p \leq q < \infty$ and $s \in \mathbb{N}$, there exists a lower set $S \subset \mathcal{F}$ of size $|S| \leq s$ such that

$$
\sigma_s(c)_{q}\leq \|c - c_S\|_{q}\leq \|c - c_S\|_{q,u,\nu} \leq C \cdot s^{1/q - 1/p},
$$

where $\sigma_s(c)_{q}$ is as in (6.3) (with $\Lambda = \mathcal{F}$), $u$ is as in (5.3) and $C = C(b,\varepsilon,p) > 0$ depends on $b, \varepsilon$ and $p$ only.

(ii) For any $p \leq q \leq 2$ and $k > 0$, there exists a set $S \subset \mathcal{F}$ with $|S|_u \leq k$ such that

$$
\sigma_k(c)_{q,u,\nu} \leq \|c - c_S\|_{q,u,\nu} \leq C \cdot k^{1/q - 1/p},
$$

where $\sigma_k(c)_{q,u,\nu}$ is as in (6.4) (with $\Lambda = \mathcal{F}$), $u$ is as in (5.3) and $C = C(b,\varepsilon,p) > 0$ depends on $b, \varepsilon$ and $p$ only.

(iii) Suppose that $b$ is monotonically nonincreasing. Then, for any $p \leq q < \infty$ and $s \in \mathbb{N}$, there exists an anchored set $S \subset \mathcal{F}$ of size $|S| \leq s$ such that

$$
\sigma_s(c)_{q}\leq \|c - c_S\|_{q}\leq \|c - c_S\|_{q,u,\nu} \leq C \cdot s^{1/q - 1/p},
$$

where $\sigma_s(c)_{q}$ is as in (6.3) (with $\Lambda = \mathcal{F}$), $u$ is as in (5.3) and $C = C(b,\varepsilon,p) > 0$ depends on $b, \varepsilon$ and $p$ only.

Recall that in our main theorems, we consider the case where $b$ belongs to the monotone $\ell^p$ space $\ell^p_M(\mathbb{N})$. For this we require the following corollary of Theorem 8.1.

**Corollary 8.2.** Let $0 < p < 1$, $\varepsilon > 0$, $b \in \ell^p_M(\mathbb{N})$ and $f \in \mathcal{H}(b,\varepsilon)$, where $\mathcal{H}(b,\varepsilon)$ is as in (5.4). Let $c = (c_\nu)_{\nu \in \mathcal{F}}$ be the Chebyshev or Legendre coefficients of $f$, as in (5.2). Then, for any $p \leq q < \infty$ and $s \in \mathbb{N}$, there exists an anchored set $S \subset \mathcal{F}$ of size $|S| \leq s$ such that

$$
\sigma_s(c)_{q}\leq \|c - c_S\|_{q}\leq \|c - c_S\|_{q,u,\nu} \leq C \cdot s^{1/q - 1/p},
$$

where $\sigma_s(c)_{q}$ is as in (6.3) (with $\Lambda = \mathcal{F}$), $u$ is as in (5.3) and $C = (b,\varepsilon,p) > 0$ depends on $b, \varepsilon$ and $p$ only.

**Proof.** Let $\tilde{b}$ be the minimal monotone majorant of $b$, defined in (4.12). We first claim that

$$
\mathcal{R}(\tilde{b},\varepsilon) \subseteq \mathcal{R}(b,\varepsilon),
$$

(8.1)
where $\mathcal{R}$ is as in \[8.3\]. Let $\rho \geq 1$ be such that
\[
\sum_{j=1}^{\infty} \left( \rho_j + \rho_j^{-1} - \frac{1}{2} \right) \tilde{b}_j \leq \varepsilon.
\]

Then, since $\tilde{b}_j \geq b_j$ for all $j$, we have
\[
\sum_{j=1}^{\infty} \left( \rho_j + \rho_j^{-1} - \frac{1}{2} \right) b_j \leq \varepsilon.
\]

Thus,
\[
\mathcal{R}(\tilde{b}, \varepsilon) = \bigcup \left\{ \mathcal{E}(\rho) : \rho \geq 1, \sum_{j=1}^{\infty} \left( \rho_j + \rho_j^{-1} - \frac{1}{2} \right) \tilde{b}_j \leq \varepsilon \right\}
\]
\[
\subseteq \bigcup \left\{ \mathcal{E}(\rho) : \rho \geq 1, \sum_{j=1}^{\infty} \left( \rho_j + \rho_j^{-1} - \frac{1}{2} \right) b_j \leq \varepsilon \right\} = \mathcal{R}(b, \varepsilon),
\]
as required.

Now let $f \in H(b, \varepsilon)$, i.e., $f$ is holomorphic in $\mathcal{R}(b, \varepsilon)$ and satisfies $\|f\|_{L^\infty(\mathcal{R}(b, \varepsilon))} \leq 1$. It follows from \[8.1\] that $f \in H(\tilde{b}, \varepsilon)$. Since $\tilde{b}$ is monotonically nonincreasing and $\ell^p$-summable, part (iii) of Theorem \[8.1\] now immediately implies the result.

**Remark 8.3 (Dependence of the set $S$ on $b$, $\varepsilon$ only)** As stated, the various sets $S$ described in these two results depend on the function $f$ being approximated. In fact, an inspection of the proofs of these results (see the references mentioned above) reveals that they only depend on the holomorphy parameters $b$ and $\varepsilon$. This holds because the proofs rely on bounds for the polynomial coefficients $c_\nu$ that depend on $\nu$, $b$ and $\varepsilon$ only. We will use this observation later in the proofs of Theorems \[4.3\] and \[4.4\].

### 9 Proofs of main theorems

We are now ready to prove Theorems \[4.1\]-\[4.4\]. The general idea comes from the proof of the main results in \[3\] Sec. B.4. We first show that the polynomial matrix $A \in \mathbb{R}^{m \times N}$ has the wrNSP. Then, we show that its approximation via DNNs $A' \in \mathbb{R}^{m \times N}$ has the wrNSP by using a perturbation result from \[3\] Lem. 12 (see also \[9\] Lem. 8.5]). This implies that the operator $A' \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ has the wrNSP by Lemma \[6.1\]. Next, after splitting the error into various terms, we use Lemma \[6.1\] in combination with the results in \[8\] to derive the desired error bounds. Finally, we use the results of \[7\] to estimate the depths and widths of the DNN architectures.

Throughout these proofs, we use the notation $a \lesssim b$ to mean that there exists a constant $c > 0$ independent of $a$ and $b$ such that $a \leq cb$.

#### 9.1 Unknown anisotropy case

We commence with the unknown anisotropy case.
Proof of Theorem 4.1. The proof is divided in several steps.

Step 1: Problem setup. Let Θ, |Θ| = n be as in (4.1), A = A^H_n be as in (5.12), N = |Λ| and δ > 0 be a constant whose value will be chosen later in Step 4. Let Φ_{Λ,δ} be as in Theorem 7.1 and consider the class of DNNs \( \{\theta\} \). Then, as shown in [5.1]–[5.2], we can reformulate the DNN training problem (4.5) as the Banach-valued, weighted SR-LASSO problem (5.15).

Step 2: Establishing the weighted rNSP. Let \( A' \in \mathbb{R}^{m \times N} \) be given by (5.3). We now prove that the induced operator \( A' \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m) \) has the rNSP over \( \mathcal{V} \) of order \( (k, \mathbf{u}) \) with constants \( \gamma' > 0 \) and \( 0 < \rho' < 1 \) to be specified. We do this first by establishing the wrNSP for \( A \), and then by using a perturbation result [3] Lem. 12 to establish it for \( A' \).

First, define the weighted sparsity parameter
\[
k := \sqrt{\frac{m}{c_0 L}},
\]
where \( L = L(m, \epsilon) \) is as in (4.3) and \( c_0 \geq 1 \) is a universal constant. Observe that \( m \geq m/L \geq m/(c_0 L) = k^2 \), since \( m \geq 3 \) by assumption and therefore \( L(m, \epsilon) \geq 1 \) for all \( 0 < \epsilon < 1 \). Our aim now is to apply Lemma 6.4 to show that \( A \) has the weighted RIP over \( \mathbb{R} \) of order \( (2k, \mathbf{u}) \). Let \( \tilde{c}_0 \) be the constant considered therein (related, in turn, to the constants in [15] Thm. 2.14). Note that we now use the notation \( \tilde{c}_0 \) to avoid confusion with the constants \( c_0 \) in Theorem 4.1. Set
\[
\tilde{\delta} = \frac{1}{(4\sqrt{2k})}. \tag{9.1}
\]
Consider (6.11). Since \( k \leq \sqrt{m} \) and \( m \geq 3 \), we have \( \log^2(k/\tilde{\delta}) \lesssim \log^2(m) \) and since \( n = \lceil m/(c_0 L) \rceil \leq 2m \) we have \( \log(en) \lesssim \log(m) \). Hence, using the fact that \( \log(m) \gtrsim 1 \) once more, we deduce that
\[
\log^2(k/\tilde{\delta}) \cdot \log^2(en) + \log(4/\epsilon) \lesssim \log^4(m) + \log(\epsilon^{-1}) = L(m, \epsilon).
\]
We now assume that
\[
k \geq 1. \tag{9.2}
\]
In particular, this implies that \( m/(c_0 L) \geq 1 \). We discuss the case \( k < 1 \) at the end of the proof. Using this, we get
\[
\tilde{c}_0 \cdot \tilde{\delta}^2 \cdot 2k \cdot (\log^2(k/\tilde{\delta}) \cdot \log^2(en) + \log(4/\epsilon)) \leq c_0 \cdot k^2 \cdot L(m, \epsilon) = m,
\]
for a suitably-large choice of the universal constant \( c_0 \). It follows that condition (6.11), with \( k \) and \( \epsilon \) replaced by \( 2k \) and \( \epsilon/2 \), respectively, holds. Therefore, with probability at least \( 1 - \epsilon/2 \), the matrix \( A \) has the weighted RIP over \( \mathbb{R} \) of order \( (2k, \mathbf{u}) \) with constant
\[
\delta_{2k, \mathbf{u}} = \tilde{\delta} = \frac{1}{4\sqrt{2k}}. \tag{9.3}
\]
We now seek to apply Lemma 6.3. Notice that, with this value of \( \delta_{2k, \mathbf{u}} \), we have
\[
\frac{2\sqrt{2}}{1 - \delta_{2k, \mathbf{u}}} = \frac{1}{2\sqrt{k}}, \quad \frac{1 + \delta_{2k, \mathbf{u}}}{1 - \delta_{2k, \mathbf{u}}} \leq 3.
\]
Here, in the second step, we used the fact that \( k \geq 1 \), by assumption. Thus, with probability at least \( 1 - \epsilon/2 \), \( A \in \mathbb{R}^{m \times N} \) has the weighted rNSP over \( \mathbb{R} \) of order \( (k, \mathbf{u}) \) with constants
\[
\rho = \frac{1}{2\sqrt{k}}, \quad \gamma = \frac{3}{2}. \tag{9.4}
\]
Next, we turn our attention to the matrix $A'$. It is a short argument (see Step 3 of the proof of [3, Thm. 5]) based on the definition of $\Phi_{\nu, \delta, \Theta}$ to show that

$$\|A - A'\|_2 \leq \sqrt{N}\delta. \tag{9.5}$$

Now suppose that $\delta$ satisfies

$$\sqrt{N}\delta \leq \tilde{\delta} := \frac{2}{3(3+4k)}. \tag{9.6}$$

Later in Step 4 we will ensure that this condition is fulfilled. Then, using a straightforward extension of [9, Lem. 8.5] from the unweighted to the weighted case we deduce that, with probability at least $1 - \epsilon/2$, $A'$ has the weighted rNSP over $\mathbb{R}$ of order $(k, u)$ with constants

$$\rho + \gamma \tilde{\delta} \sqrt{k} \frac{1}{1 - \gamma \delta} = \frac{3}{4}\sqrt{k} := \tilde{\rho}, \quad \frac{\gamma}{1 - \gamma \delta} \leq \frac{7}{4} := \tilde{\gamma}. \tag{9.7}$$

Here, in the second step we used the fact that $k \geq 1$ once more. Finally, we now apply Lemma 6.2.

First note that $s^*(k) \leq k$ since $u \geq 1$. Hence, with probability at least $1 - \epsilon/2$, the corresponding operator $A' \in \mathcal{B}(\mathcal{V}^N, \mathcal{V}^m)$ has the weighted rNSP over $\mathcal{V}$ of order $(k, u)$ with constants

$$\sqrt{k}\tilde{\rho} = \frac{3}{4} := \rho', \quad \sqrt{k}\tilde{\gamma} \leq 2\sqrt{k} := \gamma'. \tag{9.8}$$

Step 3: Estimating the error. First, we recall that $\mathcal{P}_K : \mathcal{V} \to \mathcal{V}_K$ is a bounded linear operator and $\pi_K = \max\{\|\mathcal{P}_K\|_{\mathcal{V} \to \mathcal{V}_K}, 1\}$. Let $f \in \mathcal{H}(b, \varepsilon)$ and consider its expansion [5.2]. As in [5.4], let $f_\lambda = \sum_{\nu \in \Lambda} c_\nu \hat{\Psi}_\nu$ be the truncated expansion of $f$. For convenience, we now define

$$E_{\Lambda, 2}(f) = \|f - f_\lambda\|_{L^2_\nu(U; \mathcal{V})}, \quad E_{\Lambda, \infty}(f) = \|f - f_\lambda\|_{L^\infty_\nu(U; \mathcal{V})}. \tag{9.9}$$

We now derive an error bound for $f - f_{\hat{\Phi}, \Theta}$, where $\tilde{\Phi}$ is an approximate minimizer of (5.5) and $f_{\hat{\Phi}, \Theta}$ is as in (5.2). Write $\hat{\Phi} = \hat{C}^\top \hat{\Phi}_{\Lambda, \delta}$ for $\hat{C} \in \mathbb{R}^{N \times K}$ and let $\hat{c} = (\hat{c}_\nu)_{\nu \in \Lambda}$ be the corresponding approximate minimizer of (5.15) defined via the relation (5.16). Set

$$f_{\hat{\Phi}} = \sum_{\nu \in \Lambda} \hat{c}_\nu \hat{\Psi}_\nu.$$

Then

$$\|f - f_{\hat{\Phi}, \Theta}\|_{L^2_\nu(U; \mathcal{V})} \leq \|f - f_\lambda\|_{L^2_\nu(U; \mathcal{V})} + \|f_\lambda - \mathcal{P}_K(f_\lambda)\|_{L^2_\nu(U; \mathcal{V})} + \|\mathcal{P}_K(f_\lambda) - f_{\hat{\Phi}}\|_{L^2_\nu(U; \mathcal{V})} + \|f_{\hat{\Phi}} - f_{\hat{\Phi}, \Theta}\|_{L^2_\nu(U; \mathcal{V})} \leq E_{\Lambda, 2}(f) + A_1 + A_2 + A_3.$$

We now bound the terms $A_1$, $A_2$ and $A_3$ in several substeps.

Step 3(i): Bounding $A_1$. Using linearity of $\mathcal{P}_K$, we have $f_\lambda - \mathcal{P}_K(f_\lambda) = \sum_{\nu \in \Lambda} (c_\nu - \mathcal{P}_K(c_\nu)) \hat{\Psi}_\nu$. Hence, Parseval’s identity gives

$$A_1 \leq \left(\sum_{\nu \in F} \|c_\nu - \mathcal{P}_K(c_\nu)\|^2_{\mathcal{V}}\right)^{1/2} = \|f - \mathcal{P}_K(f)\|_{L^2_\nu(U; \mathcal{V})} \leq \|f - \mathcal{P}_K(f)\|_{L^\infty_\nu(U; \mathcal{V})} = E_{\text{disc}}, \tag{9.9}$$
where $E_{\text{disc}}$ is as in \cite{6.7}.

**Step 3(ii): Bounding $A_2$.** Using Parseval’s identity, we may write

$$A_2 = \|P_K(f_\lambda) - f_{\hat{\psi}}\|_{L_2^2(\mu, \nu)} = \|c_{\lambda,K} - \hat{c}\|_{2;\nu},$$

where $c_{\lambda,K} = (P_K(c_\nu))_{\nu \in \Lambda}$. We now apply Lemma 6.1 to the problem (5.15). In Step 2 we showed that, with probability at least $1 - \epsilon/2$, $A' \in B(V^N, \nu^{m})$ has the weighted rNSP of order $(k, \nu)$ with constants $\rho'$ and $\gamma'$ given by (9.7) and $k$ given by (9.1). Hence, this lemma gives

$$\|c_{\lambda,K} - \hat{c}\|_{2;\nu} \leq \frac{C_1'}{\sqrt{k}} \left( 2\sigma_k(c_{\lambda,K})_{1,u;\nu} + \frac{G'(\hat{c}) - G'(c_{\lambda,K})}{\lambda} \right) + \left( \frac{C_1'}{\sqrt{k}} + C_2' \right) \|A'c_{\lambda,K} - f\|_{2;\nu},$$

with probability at least $1 - \epsilon/2$, where $C_1' = (1 + \rho')^2/(1 - \rho')$, $C_2' = (3 + \rho')\gamma'/(1 - \rho')$ and $\mathcal{G}'$ is as in (5.15). Notice that this holds provided $\lambda \leq C'/C'_2\sqrt{k}$. Using the values for $\gamma'$ and $\rho'$ we get

$$\frac{1}{6\sqrt{k}} = \left( \frac{1}{\gamma'} \right) \frac{1}{3} < \frac{1}{\gamma} \left[ 1 - \frac{2}{3(\gamma + \rho')} \right] = \frac{1}{\gamma} \left[ (1 + \rho') \frac{1}{3(\gamma + \rho')} \right] \leq \frac{1}{\gamma} \left[ \frac{1}{3(\gamma + \rho')} \right],$$

which implies that

$$\lambda := \frac{1}{6\sqrt{m/L}} = \frac{1}{6\sqrt{m/L}} \leq \frac{1}{6\sqrt{k}} \leq \frac{1}{\sqrt{k}} \leq \frac{1}{\gamma} \left[ \frac{(1 + \rho')^2}{3(\gamma + \rho')} \right] = \frac{C_1'}{C'_2\sqrt{k}},$$

as required. Here we used the fact that $c_0 \geq 1$. Now, since $\hat{c}$ is an approximate minimizer and $c_{\lambda,K} \in V^N$ is feasible for (5.15), we have $\mathcal{G}'(\hat{c}) - \mathcal{G}'(c_{\lambda,K}) \leq E_{\text{opt}}$, where $E_{\text{opt}}$ is as in (4.1). Also, due to the values of $\rho'$ and $\gamma'$ given by (9.7), we notice that $C_1' \leq 1$ and $C_2' \leq \sqrt{k}$. Substituting this into the previous bound and noticing that $1/\lambda \lesssim k$, we obtain

$$\|c_{\lambda,K} - \hat{c}\|_{2;\nu} \leq \frac{1}{\sqrt{k}} \sigma_k(c_{\lambda,K})_{1,u;\nu} + \sqrt{k}E_{\text{opt}} + \sqrt{k}\|A'c_{\lambda,K} - f\|_{2;\nu},$$

with probability at least $1 - \epsilon/2$. Consider the first term. Since $P_K$ satisfies (2.9), (6.4) implies that

$$\sigma_k(c_{\lambda,K})_{1,u;\nu} = \inf \left\{ \sum_{\nu \in \Lambda \setminus S} u_{\nu} \|P_K(c_\nu)\|_{\nu} : S \subseteq \Lambda, \ |S|_{u} \leq k \right\} \leq \pi_K\sigma_k(c_\lambda)_{1,u;\nu}.$$\hspace{1cm} (9.11)

Hence

$$\|c_{\lambda,K} - \hat{c}\|_{2;\nu} \leq \frac{\pi_K\sigma_k(c_{\lambda,K})_{1,u;\nu}}{\sqrt{k}} + \sqrt{k}\|A'c_{\lambda,K} - f\|_{2;\nu} + \sqrt{k}E_{\text{opt}},$$\hspace{1cm} (9.12)

with probability at least $1 - \epsilon/2$. We now estimate the second term. Let $i = 1, \ldots, m$ and write

$$\sqrt{m} (A'c_{\lambda,K} - f)_i = \sum_{\nu \in \Lambda} P_K(c_\nu) \Phi_{\nu,\delta,n}(y_i) - f(y_i) - n_i$$

$$= \sum_{\nu \in \Lambda} P_K(c_\nu) (\Phi_{\nu,\delta,n}(y_i) - \Psi_\nu(y_i)) + \sum_{\nu \in \Lambda} P_K(c_\nu) \Psi_\nu(y_i) - f(y_i) - n_i.$$
Then, using Theorem 7.2, the triangle inequality and the fact that $\mathcal{P}_K$ is a bounded linear operator, we get

$$
\|\sqrt{m}(A'c_{\Lambda,K} - f)\|_V \leq \sum_{\nu \in \Lambda} \|\mathcal{P}_K(c_{\nu})\|_V \delta + \sum_{\nu \in \Lambda} \mathcal{P}_K(c_{\nu})\Psi_{\nu}(y_i) - f(y_i)\|_V + \|n_i\|_V
$$

$$
\leq \delta \sum_{\nu \in \Lambda} \|\mathcal{P}_K(c_{\nu})\|_V + \sum_{\nu \notin \Lambda} \mathcal{P}_K(c_{\nu})\Psi_{\nu}(y_i)\|_V + \|f(y_i) - \mathcal{P}_K(f)(y_i)\|_V + \|n_i\|_V
$$

$$
\leq \pi_K \sqrt{N}\delta \|c_{\Lambda}\|_2 V + \pi_K \left(\sum_{\nu \notin \Lambda} c_{\nu}\Psi_{\nu}(y_i)\right)\|_V + \|f - \mathcal{P}_K(f)\|_{L_\infty^\circ(U,V)} + \|n_i\|_V
$$

$$
= \pi_K \left(\sqrt{N}\delta \|c_{\Lambda}\|_2 V + \|f(y_i) - f_\Lambda(y_i)\|_V\right) + E_{\text{disc}} + \|n_i\|_V,
$$

where $E_{\text{disc}}$ is as in (1.7). Notice that $\|c_{\Lambda}\|_2 V \leq \|c\|_2 V = \|f\|_{L_\infty^\circ(U,V)} \leq \|f\|_{L_\infty^\circ(U,V)} \leq 1$. Hence

$$
\|A'c_{\Lambda,K} - f\|_2 V \leq \pi_K \sqrt{N}\delta + \pi_K \sqrt{\frac{1}{m} \sum_{i=1}^{m} \|f(y_i) - f_\Lambda(y_i)\|_V^2} + E_{\text{disc}} + E_{\text{samp}},
$$

where $E_{\text{samp}}$ is as in (1.7). Now, since $m = c_0 \cdot L \cdot k^2 \geq 2 \cdot k^2 \cdot \log(4/\epsilon)$ for a sufficiently large choice of the universal constant $c_0$, the arguments in [3] Lem. 7.11 imply that

$$
\sqrt{\frac{1}{m} \sum_{i=1}^{m} \|f(y_i) - f_\Lambda(y_i)\|_V^2} \leq \sqrt{2 \left(\frac{E_{\Lambda,\infty}(f)}{k} + E_{\Lambda,2}(f)\right)},
$$

with probability at least $1 - \epsilon/2$, where $E_{\Lambda,2}(f)$ and $E_{\Lambda,\infty}(f)$ are as in (9.8). We deduce that

$$
\|A'c_{\Lambda,K} - f\|_2 V \leq \pi_K \left(\sqrt{N}\delta + \frac{E_{\Lambda,\infty}(f)}{k} + E_{\Lambda,2}(f)\right) + E_{\text{disc}} + E_{\text{samp}},
$$

with probability at least $1 - \epsilon/2$. Substituting this into (9.12) and applying the union bound now yields

$$
A_2 \leq \pi_K \left(\frac{\sigma_k(c_{\Lambda})_{1,u,V}}{\sqrt{k}} + \sqrt{k}\sqrt{N}\delta + \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + \sqrt{k}E_{\Lambda,2}(f)\right) + \sqrt{k}(E_{\text{opt}} + E_{\text{samp}} + E_{\text{disc}}), \quad (9.13)
$$

with probability at least $1 - \epsilon$.

Step 3(iii): Bounding $A_3$. Recalling that $f_{\Phi,\Theta} = \sum_{\nu \in \Lambda} \hat{\varphi}_\nu\Phi_{\nu,\delta,\Theta}$ and that $u \geq 1$, we first write

$$
A_3 = \|f_\Psi - f_{\Phi,\Theta}\|_{L_\infty^\circ(U,V)} \leq \sum_{\nu \in \Lambda} \|\Psi_{\nu} - \Phi_{\nu,\delta,\Theta}\|_{L_\infty^\circ(U)} \|\hat{\varphi}_{\nu}\|_V \leq \delta \|\hat{\varphi}\|_{1,u,V}.
$$

Recall that $\hat{\varphi}$ is an approximate minimizer of (5.15). Hence

$$
\lambda \|\hat{\varphi}\|_{1,u,V} \leq \lambda \|0\|_{1,u,V} + \|A'0 - f\|_{2,V} + E_{\text{opt}} = \|f\|_{2,V} + E_{\text{opt}},
$$

where $0 \in V_K^N$ is the zero vector. Using the definitions of $f$ and $\lambda$ in (5.3) and (9.10), respectively, we see that

$$
\|\hat{\varphi}\|_{1,u,V} \leq k \left(\|e\|_{2,V} + \|f\|_{L_\infty^\circ(U,V)} + E_{\text{opt}}\right) \leq k (E_{\text{samp}} + 1 + E_{\text{opt}}).
$$
Note that $\delta k \lesssim 1$ due to (9.10). Since $k \geq 1$, we get
\[ A_3 \lesssim k\delta + \sqrt{k} (E_{\text{samp}} + E_{\text{opt}}). \] (9.14)

**Step 3(iv): Final bound.** Combining the estimates (9.9), (9.13) and (9.14) and using the facts that $\pi_K \geq 1$ and $k \geq 1$ we deduce that
\[ \|f - f_{\hat{\Theta}}\|_{L_2^2(\mathcal{U},\mathcal{V})} \lesssim \pi_K \left( \frac{\sigma_k(c_A)_{1,u;V}}{\sqrt{k}} + k\delta \sqrt{N} + \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + \sqrt{k} E_{\Lambda,2}(f) \right) \]
\[ + \sqrt{k} (E_{\text{samp}} + E_{\text{opt}} + E_{\text{disc}}). \] (9.15)

This concludes Step 3.

**Step 4: Establishing the algebraic rates.** Here, we bound the first four terms in (9.15). Recall the definition of $k$ in (4.11). Then part (ii) of Theorem 8.1 with $q = 1 > p$ gives
\[ \frac{\sigma_k(c_A)_{1,u;V}}{\sqrt{k}} \leq C(b,\varepsilon,p) \cdot k^{1/2 - 1/p} = C(b,\varepsilon,p) \cdot \left( \frac{m}{c_0 L} \right)^{\frac{1}{2} \left( \frac{1}{2} - \frac{1}{p} \right)}, \]
where $C(b,\varepsilon,p) > 0$ depends on $b$, $\varepsilon$ and $p$ only. Next, define the following term:
\[ E_{\Lambda}(f) = \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + \sqrt{k} E_{\Lambda,2}(f). \]

As noted, the set $\Lambda = \Lambda_n^{\text{HCI}}$ contains the union of all anchored sets of size at most $n$ (see [6, Prop. 2.18]). We now use Corollary 8.2 with $s = n$ and $q = 1$. This implies that there exists an anchored set $S \subset \mathcal{F}$ of size $|S| \leq n$ such that
\[ E_{\Lambda,\infty}(f) = \|f - f_{\Lambda}\|_{L_2^\infty(\mathcal{U};\mathcal{V})} \leq \|c - c_{\Lambda}\|_{1,u;V} \leq \|c - c_S\|_{1,u;V} \leq C(b,\varepsilon,p) \cdot n^{1 - 1/p}. \]

Similarly, using Corollary 8.2 with $q = 2$ we get
\[ E_{\Lambda,2}(f) = \|f - f_{\Lambda}\|_{L_2^2(\mathcal{U};\mathcal{V})} \leq \|c - c_{\Lambda}\|_{2,V} \leq C(b,\varepsilon,p) \cdot n^{1/2 - 1/p}. \]

Therefore
\[ E_{\Lambda}(f) \leq C(b,\varepsilon,p) \cdot \left( k^{-1/2} \cdot n^{1 - 1/p} + \sqrt{k} \cdot n^{1/2 - 1/p} \right). \]

Since $p < 1$, both exponents $1 - 1/p$ and $1/2 - 1/p$ are negative. Using the definitions of $n$ and $k$ in (4.4) and (4.11), respectively, we see that $n \geq k^2$. Hence
\[ E_{\Lambda}(f) \lesssim C(b,\varepsilon,p) \cdot k^{3/2 - 2/p} \leq C(b,\varepsilon,p) \cdot k^{1/2 - 1/p} = C(b,\varepsilon,p) \cdot \left( \frac{m}{c_0 L} \right)^{\frac{1}{2} \left( \frac{1}{2} - \frac{1}{p} \right)}. \]

Here, in the penultimate step we use the fact that $k \geq 1$ by assumption. Returning to (9.15), we deduce that
\[ \|f - f_{\hat{\Theta}}\|_{L_2^2(\mathcal{U};\mathcal{V})} \leq \pi_K \cdot C(b,\varepsilon,p) \cdot \left( \frac{m}{c_0 L} \right)^{\frac{1}{2} \left( \frac{1}{2} - \frac{1}{p} \right)} + \sqrt{k} (E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}}), \] (9.16)
provided $\delta$ satisfies $k\delta \sqrt{N} \leq k^{\frac{1}{2} - \frac{1}{p}}$. By the choice of $\Lambda$, we have $k^2 \leq n \leq |\Lambda_n^{\text{HCI}}| = N$. Hence it suffices to choose
\[ \delta \leq N^{-1} k^{\frac{1}{2} - \frac{1}{p}}. \]
Therefore, recalling (9.6), we now set
\[
\delta = \min \left\{ \frac{2}{3(3+4k)} \frac{k^{1/2} - 1}{N}, \frac{k^{1/2} - 1}{N_1} \right\}.
\]
(9.17)

In this way, using the definition of \(E_{\text{app}, UB}\) in (4.17), (9.16) and the bound \(k \lesssim \sqrt{m}\) we get
\[
\|f - f_{\Phi, \Theta}\|_{L_2^0(U; V)} \lesssim E_{\text{app}, UB} + m^{1/4} \cdot (E_{\text{disc}} + E_{\text{samp}} + E_{\text{opt}}),
\]
as required.

**Step 5: Bounding the size of the DNN architecture.** We have now established the main error bound (4.6). In this penultimate step, we derive the bounds for the width and depth of the class of DNNs \(N\). To do this, we follow similar arguments to those in Step 6 of the proof of [3, Thm. 5]. Using (9.17) and the facts that \(k \geq 1\) and \(p < 1\), we first see that
\[
\delta \gtrsim N^{-1} k^{-1/p} \Rightarrow \log(\delta^{-1}) \lesssim \log(N) + \frac{1}{p} \log(k).
\]
(9.18)

From the definition of \(\Lambda_{\text{HCI}}^n\) in (5.12) notice that \(m(\Lambda) = \max_{\nu \in \Lambda} \|
u\|_1 \leq n\). We now apply Theorem 7.4 with the ReLU activation function and the choice \(\Theta = [n]\) as in (4.4). Notice that this choice is valid, since every \(\nu \in \Lambda = \Lambda_{\text{HCI}}^n\) satisfies \(\text{supp}(\nu) \subseteq [n]\). We deduce that the width and depth of the network \(N = N^1\) satisfies
\[
\begin{align*}
\text{width}(N^1) &\lesssim N n, \\
\text{depth}(N^1) &\lesssim \left(1 + \log(n)\left[ \log(n) + \log(N) + p^{-1} \log(k) + n \right] \right),
\end{align*}
\]
Noticing that, \(3 \leq m, k^2 \leq n \leq m\) and \(N \lesssim n^{2+\log_2(n)}\), \(\log(N) \lesssim \log^2(n)\) (these follow from (5.13)) now gives the result in the ReLU case. On the other hand, for the RePU or hyperbolic tangent activation function, the width and depth of this network satisfy
\[
\begin{align*}
\text{width}(N^j) &\leq c_{j,1} \cdot n^{3+\log_2(n)}, \\
\text{depth}(N^j) &\leq c_{j,2} \cdot \log_2(n),
\end{align*}
\]
where \(c_{j,1}, c_{j,2}\) are universal constants for the hyperbolic tangent activation function \((j = 0)\) and \(c_{j,1}, c_{j,2}\) depend on \(\ell\) for the RePU activation function \((j = \ell)\). The bounds in these cases now follow from the fact that \(n \leq m\).

**Step 6: The case \(k < 1\).** So far, we have assumed that \(k \geq 1\). We now address the case \(k < 1\). In this case, since \(p < 1\) we have
\[
k = \sqrt{\frac{m}{c_0 L}} < 1 \Rightarrow 1 < \left( \frac{m}{c_0 L} \right)^{\frac{1}{2(p-1)}}.
\]
(9.19)

Next, we skip Step 2 of the above argument, and go directly to Step 3. Once more, we observe that
\[
\begin{align*}
\|f - f_{\Phi, \Theta}\|_{L_2^0(U; V)} &\leq \|f - f_\Lambda\|_{L_2^0(U; V)} + \|f_\Lambda - P_K(f_\Lambda)\|_{L_2^0(U; V)} + \|P_K(f_\Lambda) - f_{\Phi, \Theta}\|_{L_2^0(U; V)} + \|f_{\Phi, \Theta} - f_{\Phi, \Theta}\|_{L_2^0(U; V)} \\
&=: E_{\Lambda, 2}(f) + A_1 + A_2 + A_3,
\end{align*}
\]
We now bound the various terms.

Step 6(i): Bounding $A_1$. By the same argument, we get $A_1 \leq E_{\text{disc}}$.

Step 6(ii): Bounding $A_2$. Using Parseval’s identity and recalling that $\|c_{\Lambda,K}\|_{2,V} \leq \pi_K$, we get
\[
\|\mathcal{P}_K(f_{\Lambda}) - f_\Psi\|_{L^2_\delta(\mathcal{U} ; V)} \leq \|c_{\Lambda,K}\|_{2,V} + \|\hat{c}\|_{2,V} \leq \pi_K + \|\hat{c}\|_{1,u,V}.
\] (9.20)

Since $\hat{c}$ is an approximate minimizer, following the same analysis as Step 3(iii) gives
\[
\|\hat{c}\|_{1,u,V} \lesssim k(E_{\text{samp}} + 1 + E_{\text{opt}}).
\]
Therefore $A_2 \lesssim k(E_{\text{samp}} + 1 + E_{\text{opt}}) + \pi_K$.

Step 6(iii): Bounding $A_3$. This step is almost identical and gives $A_3 \lesssim k\delta(E_{\text{samp}} + 1 + E_{\text{opt}})$.

Step 6(iv): Final bound. Combining the previous estimates and using the fact that $\pi_K \geq 1$, $\delta k < k < 1$ (the first inequality follows from (9.17)) and $E_{\Lambda,2}(f) = \|c - c_{\Lambda}\|_{2,V} \leq \|c\|_{2,V} \leq 1$, we deduce that
\[
\|f - f_{\hat{c},\Theta}\|_{L^2_\delta(\mathcal{U}; V)} \lesssim \pi_K + k(E_{\text{samp}} + E_{\text{opt}}) + E_{\text{disc}}.
\]

The condition (9.19) and the fact that $m \geq 3$ give that $m^{1/4} > 1 > k$. Using (9.19) once more, we deduce that
\[
\|f - f_{\hat{c},\Theta}\|_{L^2_\delta(\mathcal{U}; V)} \lesssim \pi_K \cdot \left(\frac{m}{c_0L}\right)^{\frac{1}{2}(\frac{1}{p} - \frac{1}{4})} + m^{1/4}(E_{\text{samp}} + E_{\text{opt}} + E_{\text{disc}}).
\]

The error bound (4.6) now follows in this case with $C = 1$.

Step 6(v): Bounding the size of the DNN architecture. It remains to bound the size of the DNN architecture in the case $k < 1$. Since $m/(c_0L) < 1$, by (1.1) we see that $n = 1$ in this case. Recall also that $\delta$ is defined by (9.17). Hence $\delta \geq 1/N$ in this case, since $k < 1$, $1/2 - 1/p < 0$ and $N \geq 1$. We deduce that $\log(\delta^{-1}) \leq \log(N)$. We now argue as in Step 5, using this bound and the fact that $n = 1 < m$. Thus, the bounds still hold in this case.

Proof of Theorem 4.2. The proof is similar to that of Theorem 4.1 except that it uses [4, Lem. 7.5] instead of Lemma 6.2.

Step 1: Problem setup. This step is identical.

Step 2: Establishing the weighted rNSP. In this case, we define
\[
k := \frac{m}{c_0L},
\] (9.21)
where $L = L(m, \epsilon)$ is as in [123] and $c_0 \geq 1$ is a universal constant. Observe that $m \geq m/L \geq m/(c_0L) = k$. Let $\bar{c}_0$ be the constant considered in Lemma 6.4. Set $\bar{\delta} = (4\sqrt{2} + 1)^{-1}$. Observe that in this case we do not need the assumption $k > 1$ as in the previous case. Indeed, since $k \leq m$, $m \geq 3$ and $n \leq 2m$ we deduce that
\[
\bar{c}_0 \cdot \bar{\delta}^{-2} \cdot 2k \cdot \left(\log^2(k/\bar{\delta}) \cdot \log^2(en) + \log(4/\epsilon)\right) \leq \bar{c}_0 \cdot k \cdot L(m, \epsilon) = m,
\]
for a suitably-large choice of the universal constant $c_0$. By similar arguments to those of the previous theorem, considering Lemma 6.4 and Remark 6.5, we deduce that, with probability at least $1 - \epsilon/2$, the matrix $A$ has the weighted RIP over $\mathbb{R}$ of order $(2k, u)$ with constant

$$\delta_{2k,u} = \frac{1}{4\sqrt{2} + 1}. \quad (9.22)$$

Hence, by Lemma 6.3 it has the weighted rNSP over $\mathbb{R}$ of order $(k, u)$ with constants

$$\rho = \frac{1}{2}, \quad \gamma = \frac{3}{2}. \quad (9.23)$$

Note that (9.5) holds in this case, since this property pertains to the matrices $A$ and $A'$ and not the associated linear operators. We now assume that $\delta$ satisfies

$$\sqrt{N}\delta \leq \tilde{\delta} := \frac{2}{3(3 + 4\sqrt{k})}. \quad (9.24)$$

By the same extension of [9, Lem. 8.5] and from the values of $\rho$ and $\gamma$ in (9.23) the matrix $A'$ has the weighted rNSP of order $(k, u)$ over $\mathbb{R}$ with constants

$$\rho' + \gamma\tilde{\delta} \sqrt{k} \leq \frac{3}{4} := \tilde{\rho}, \quad \gamma - \gamma\tilde{\delta} \leq \frac{9}{4} := \tilde{\gamma}, \quad (9.25)$$

with probability at least $1 - \epsilon/2$. Then, applying [4, Lem. 7.5] the corresponding operator $A' \in \mathcal{B}(V, \mathcal{Y})$ satisfies the weighted rNSP over $V$ of order $(k, u)$ with constants $\rho' < 1$ and $\gamma' > 0$, where $\rho' = \tilde{\rho}$ and $\gamma' = \tilde{\gamma}$, with probability $1 - \epsilon/2$.

**Step 3: Estimating the error.** Step 3(i) is identical. For Step 3(ii), the values of $\rho'$ and $\gamma'$ in (9.25) give

$$\lambda := \frac{1}{6\sqrt{mL}} = \frac{1}{6\sqrt{c_0k}} \leq \frac{1}{6\sqrt{k}} \leq \frac{(1 + \rho')^2}{(3 + \rho')\gamma' \sqrt{k}}. \quad (9.26)$$

Then, following similar arguments to Step 3(ii), we deduce that $A_2$ satisfies

$$A_2 \lesssim \pi_K \left( \frac{\sigma_k(c\Lambda)_{1,u}v}{\sqrt{k}} + \sqrt{N}\delta + \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + E_{\Lambda,2}(f) \right) + E_{\text{opt}} + E_{\text{samp}} + E_{\text{disc}} \quad (9.27)$$

with probability at least $1 - \epsilon$. Step 3(iii) is essentially the same, except that we use the bounds $\lambda \lesssim 1/\sqrt{k}$ and $\sqrt{k}\delta \lesssim 1$ in this case to get the bound

$$A_3 \lesssim \sqrt{k}\delta(E_{\text{samp}} + 1 + E_{\text{opt}}) \lesssim \sqrt{N}\delta + E_{\text{samp}} + E_{\text{opt}}.$$ 

Hence, combining the estimates and using the fact that $k \leq n \leq N$, we deduce that

$$\|f - f_{\Phi,\Theta}\|_{L^2_2(V, \mathcal{W})} \lesssim \pi_K \left( \frac{\sigma_k(c\Lambda)_{1,u}v}{\sqrt{k}} + \sqrt{N}\delta + \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + E_{\Lambda,2}(f) \right) + E_{\text{samp}} + E_{\text{opt}} + E_{\text{disc}}. \quad (9.28)$$

This concludes Step 3.

**Step 4: Establishing the algebraic rates.** By the same arguments, except using (9.21), we get

$$\frac{\sigma_k(c\Lambda)_{1,u}v}{\sqrt{k}} \leq C(b, \varepsilon, p) \cdot k^{1/2 - 1/p} = C(b, \varepsilon, p) \cdot \left( \frac{m}{c_0L} \right)^{\left( \frac{1}{2} - \frac{1}{p} \right)}. \quad (9.29)$$
Similarly, by similar arguments, we see that
\[ E_\Lambda(f) = \frac{E_{\Lambda,\infty}(f)}{\sqrt{k}} + E_{\Lambda,2}(f) \lesssim C(b, \varepsilon, p) \cdot \left( k^{-1/2} n^{1-1/p} + n^{1/2-1/p} \right) \lesssim C(b, \varepsilon, p) \cdot \left( \frac{m}{c_0 L} \right)^{\frac{1}{2} - \frac{1}{p}}. \]

Here, in the final step, we used the definitions of \( k \) and \( n \) and the fact that \( p < 1 \). Therefore, using (9.28) we conclude that
\[ \| f - f_{\hat{\Phi}, \Theta} \|_{L^2(\mathcal{U}; \mathcal{V})} \lesssim C(b, \varepsilon, p) \cdot \left( \frac{m}{c_0 L} \right)^{\left( \frac{1}{2} - \frac{1}{p} \right)} + E_{\text{samp}} + E_{\text{opt}} + E_{\text{disc}}, \]
provided \( \delta \leq N^{-1/2} k^{1/2 - 1/p} \). Hence, in view of (9.24), we now set \( \delta = \min \left\{ \frac{2}{3(3+4\sqrt{k}) \sqrt{N}}, \frac{k^{1/2 - 1/p}}{\sqrt{N}} \right\} \).

**Step 5: Bounding the size of the DNN architecture.** This step is essentially the same. Since bound (9.18) remains valid, the only possible difference is in the various universal constants.

Note that in this proof we do not need the assumption \( k < 1 \). Hence, Step 6 is not necessary.

### 9.2 Known anisotropy case

**Proof of Theorem 4.3** We proceed in similar steps to those of the previous two theorems.

**Step 1: Problem setup.** Let \( S \subset \mathcal{F} \) be a finite index set and write \( s = |S| \). We will choose a suitable \( S \) in Step 4 below. Now let \( \Theta \subset \mathbb{N} \) be any set for which
\[ \bigcup_{\nu \in S} \text{supp}(\nu) \subseteq \Theta. \tag{9.29} \]
Notice that the left-hand side is a finite set, since \( S \) is finite and any multi-index \( \nu \in \mathcal{F} \) has only finitely many nonzero terms. Hence \( \Theta \) can be chosen as a finite set. We make a precise choice of \( \Theta \) in Step 4 once we have defined \( S \). Next, let \( \Phi_{S, \delta} \) be as in Theorem 7.4, where \( \delta > 0 \) will also be chosen in Step 4, and consider the class of DNNs (5.7) with \( S \) in place of \( \Lambda \) and \( s \) in place of \( N \).

**Step 2: Establishing the weighted rNSP.** The main difference in this case is the use of Lemma 6.6 to assert the weighted rNSP instead of Lemma 6.3. Let \( A, A' \in \mathbb{R}^{m \times s} \) be given by (5.17) and set
\[ \bar{k} := \frac{m}{11 L} \leq \frac{m}{2}, \tag{9.30} \]
where \( L = L(m, \epsilon) \geq 1 \) is as in (1.9). We now make the following assumption:
\[ \bar{k} \geq k := |S| \underline{u}. \tag{9.31} \]
Later, when we construct the set \( S \) in Step 4 we will verify that this holds. We now apply Lemma 6.6 with \( \delta = 2/5 \). Notice that
\[ m = 11 \cdot \bar{k} \cdot L(m, \epsilon) \geq ((1 - \delta) \log(1 - \delta) + \delta)^{-1} \cdot k \cdot \log(2k/\epsilon). \]
Hence, with probability at least \( 1 - \epsilon/2 \), the matrix \( A \) has the weighted rNSP over \( \mathbb{R} \) of order \((k, \underline{u})\) with constants \( \rho = 0 \) and \( \gamma = \sqrt{5/3} \). Or equivalently (recall the proof of Lemma 6.6), the bound
\[ \| x \|_2 \leq \sqrt{5/3} \| Ax \|_2, \quad \forall x \in \mathbb{R}^s, \tag{9.32} \]
holds with probability at least $1 - \epsilon/2$. Now, much as before, we have

$$\|A - A'\|_2 \leq \sqrt{s\delta}. \quad (9.33)$$

Suppose that

$$\sqrt{s\delta} \leq \frac{\sqrt{3}}{2\sqrt{5}}. \quad (9.34)$$

Then, if (9.32) holds, we have

$$\|x\|_2 \leq \frac{\sqrt{5}}{3} \|A'x\|_2 + \|x\|_2/2, \quad \forall x \in \mathbb{R}^s,$$

which implies that

$$\|x\|_2 \leq \frac{2\sqrt{5}}{3} \|A'x\|_2, \quad \forall x \in \mathbb{R}^s.$$

We deduce that, with probability at least $1 - \epsilon/2$, $A'$ has the weighted rNSP over $\mathbb{R}$ of order $(k, u)$ with constants $\rho = 0$ and $\gamma = 2\sqrt{5}/3$. Finally, applying Lemma 6.2 (and recalling that $u \geq 1$), we deduce that the corresponding operator $A' \in B(V^s, V^m)$ satisfies the weighted rNSP over $V$ of order $(k, u)$ with constants $\rho' = 0$ and $\gamma' = 2\sqrt{k\delta}/3$, with the same probability.

**Step 3: Estimating the error.** Let $f \in \mathcal{H}(b, \epsilon)$. This step is again similar to Step 3 of the proof of Theorem 4.1. We first write

$$\|f - f_{\hat{\Phi}, \Theta}\|_{L^2(\mathcal{U}; V)} \leq E_{S,2}(f) + A_1 + A_2 + A_3,$$

with $A_1, A_2, A_3$ and $E_{S,2}(f)$ defined in the same way, except with $\Lambda$ replaced by $S$ throughout.

**Step 3(i): Bounding $A_1$.** This step is identical and gives $A_1 \leq E_{disc}$.

**Step 3(ii): Bounding $A_2$.** As in the corresponding step in the proof of Theorem 4.1, we first write

$$A_2 = \|c_{S,K} - \hat{c}\|_{2; V}.$$

We now use the weighted rNSP for $A'$ to deduce that

$$A_2 \lesssim \sqrt{k}\|A'(c_{S,h} - \hat{c})\|_{2; V} \leq \sqrt{k}\left(\|A'c_{S,h} - f\|_{2; V} + \|A'\hat{c} - f\|_{2; V}\right).$$

Now $\hat{c}$ is an approximate minimizer of (5.18) and $c_{S,h} \in V^s_K$ is feasible. Therefore

$$A_2 \lesssim \sqrt{k}\left(2\|A'c_{S,h} - f\|_{2; V} + E_{opt}\right).$$

Via the same arguments as before, we now bound

$$\|A'c_{S,K} - f\|_{2; V} \leq \pi_K \sqrt{s\delta} + \pi_K \sqrt{\frac{1}{m} \sum_{i=1}^{m} \|f(y_i) - f_S(y_i)\|_V^2} + E_{disc} + E_{samp}.$$

Now, it follows from (9.30) and (9.31) that $m = 11\bar{k}L \geq 11k(\log(m) + \log(1/\epsilon)) \geq 2k \log(4/\epsilon)$. Hence, minor modification of [6, Lemma 7.11] gives

$$\sqrt{\frac{1}{m} \sum_{i} \|f(y_i) - f_\Lambda(y_i)\|_V^2} \leq \sqrt{2} \left(\frac{E_{S,\infty}(f)}{\sqrt{k}} + E_{S,2}(f)\right)$$
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with probability at least $1 - \epsilon/2$. Combining this with the previous bound, we deduce that

$$A_2 \lesssim \pi_K \left( \sqrt{k} \sqrt{s} \delta + E_{S,\infty}(f) + \sqrt{k} E_{S,2}(f) \right) + \sqrt{k} (E_{\text{opt}} + E_{\text{disc}} + E_{\text{samp}}) .$$

with probability at least $1 - \epsilon/2$.

**Step 3(iii). Bounding $A_3$.** As in the corresponding step in the previous proofs, we first write

$$A_3 = \| f - f_{\Phi,\Theta} \|_{L^2(\mathcal{U};\mathcal{V})}^2 \leq \sum_{\nu \in S} \| \Psi_{\nu} - \Phi_{\nu,\delta,\Theta} \|_{L^2(\mathcal{U})} \| \hat{c}_{\nu} \|_{\mathcal{V}} \leq \delta \sqrt{s} \| \hat{c} \|_{2,\mathcal{V}} .$$

Since $A'$ have the weighted rNSP and $\hat{c}$ is an approximate minimizer, we get

$$\| \hat{c} \|_{2,\mathcal{V}} \lesssim \sqrt{k} \| A' \hat{c} \|_{2,\mathcal{V}} \leq \sqrt{k} (\| A' \hat{c} - f \|_{2,\mathcal{V}} + \| f \|_{2,\mathcal{V}}) \leq \sqrt{k} (\| A'0 - f \|_{2,\mathcal{V}} + \| f \|_{2,\mathcal{V}} + E_{\text{opt}}) \leq \sqrt{k} (E_{\text{samp}} + 1 + E_{\text{opt}}) .$$

Note that $\delta \sqrt{s} \lesssim 1$ due to (9.34). Hence we obtain

$$A_3 \lesssim \sqrt{s} \sqrt{k} \delta + \sqrt{k} (E_{\text{samp}} + E_{\text{opt}}) .$$

**Step 3(iv). Final bound.** Combining the estimates for $A_1$, $A_2$ and $A_3$ from the previous substeps and noticing that $\pi_K \geq 1$ by definition and $k = |S|_u \geq 1$ (since $u \geq 1$), we obtain

$$\| f - f_{\Phi,\Theta} \|_{L^2(\mathcal{U};\mathcal{V})} \lesssim \pi_K \left( \sqrt{k} \sqrt{s} \delta + E_{S,\infty}(f) + \sqrt{k} E_{S,2}(f) \right) + \sqrt{k} (E_{\text{opt}} + E_{\text{disc}} + E_{\text{samp}}) .$$

(9.35)

**Step 4: Establishing the algebraic rates.** Suppose that $b \in \ell^p(N)$ (we address the case $b \in \ell^p_M(N)$ in Step 6 below). We now make a suitable choice of $S$ so as to obtain the desired algebraic rates of convergence.

We first apply part (ii) of Theorem 8.1 with $\bar{k}/2$ in place of $k$. Let $q = 1$. Then this guarantees the existence of a set $S_1$ with $|S_1|_u \leq \bar{k}/2$ such that

$$\| c - c_{S_1} \|_{1,\mathcal{U};\mathcal{V}} \leq C(b, \epsilon, p) \cdot \bar{k}^{1-1/p} .$$

Similarly, letting $q = 2$, we obtain a set $S_2$ with $|S_2|_u \leq \bar{k}/2$ such that

$$\| c - c_{S_2} \|_{2,\mathcal{U};\mathcal{V}} \leq C(b, \epsilon, p) \cdot \bar{k}^{1/2-1/p} .$$

We now define

$$S = (S_1 \cup S_2) \cap \Lambda , \quad \text{where} \quad \Lambda = \Lambda_{[\bar{k}],\infty} = \left\{ \nu = (\nu_k)_{k=1}^\infty \in \mathcal{F} : \prod_{k : \nu_k \neq 0} (\nu_k + 1) \leq \lceil \bar{k} \rceil \right\} .$$

(9.36)

Observe that $|S|_u \leq |S_1|_u + |S_2|_u \leq \bar{k}$. Therefore (9.34) holds for this choice of $S$. Note also that $S$ is independent of $f \in \mathcal{H}(b, \epsilon)$ and depends only on $b, \epsilon$ (see Remark 8.3).
Having defined $S$, we now bound
\[ E_{S,\infty}(f) = \|f - f_S\|_{L_2^\infty(\mathcal{U};\mathcal{V})} \leq \|c - c_S\|_{1,\mathcal{U};\mathcal{V}} \leq C(b, \varepsilon, p) \cdot \tilde{k}^{-1/p} + \|c - c\|_{1,\mathcal{U};\mathcal{V}} \]
and
\[ E_{S,2}(f) = \|f - f_S\|_{L_2^2(\mathcal{U};\mathcal{V})} = \|c - c_S\|_{2,\mathcal{U};\mathcal{V}} \leq C(b, \varepsilon, p) \cdot \tilde{k}^{1/2-1/p} + \|c - c\|_{2,\mathcal{U};\mathcal{V}}. \]

Now, the set $\Lambda$ is precisely the union of all lower sets (see Definition 5.1) of size at most $[\tilde{k}]$ (see, e.g., [6] Prop. 2.5). Hence, by part (i) of Theorem 8.1,
\[ \|c - c\|_{2,\mathcal{U};\mathcal{V}} \leq C(b, \varepsilon, p) \cdot \tilde{k}^{1/2-1/p}, \quad \|c - c\|_{1,\mathcal{U};\mathcal{V}} \leq C(b, \varepsilon, p) \cdot \tilde{k}^{-1/p}. \]

Since $k \leq \tilde{k}$, we deduce that
\[ E_{S,\infty}(f) + \sqrt{k} E_{S,2}(f) \leq C(b, \varepsilon, p) \cdot \tilde{k}^{-1/p}. \]

Substituting this bound into (9.35) gives
\[ \|f - f_{\Phi,\Theta}\|_{L_2^2(\mathcal{U};\mathcal{V})} \lesssim \pi_K \left( \sqrt{k} \sqrt{\delta} + \tilde{k}^{1-1/p} \right) + \sqrt{E_{\text{opt}} + E_{\text{disc}} + E_{\text{samp}}} \cdot \]

We now set
\[ \delta = \min \left\{ \frac{\sqrt{3}}{2 \sqrt{5} \sqrt{k}}, \tilde{k}^{2-1/p} \right\}. \]

Notice that (9.34) holds for this choice of $\delta$, since $s = |S| \leq |S|_u = k \leq \tilde{k}$. Substituting this into the previous expression and using the definition (9.30) of $\tilde{k}$ and (9.31) now gives
\[ \|f - f_{\Phi,\Theta}\|_{L_2^2(\mathcal{U};\mathcal{V})} \lesssim E_{\text{app},kb} + \sqrt{m} (E_{\text{opt}} + E_{\text{disc}} + E_{\text{samp}}), \]
as required.

**Step 5: Bounding the size of the DNN architecture.** We first consider $\Theta$. Recall that $\Theta$ must satisfy (9.29). By construction, any $\nu \in S$ is also an element of $\Lambda$, and therefore $2\|\nu\|_0 \leq [\tilde{k}]$. Hence $|\text{supp}(\nu)| = \|\nu\|_0 \leq \log_2([\tilde{k}])$. Since $|S| = s$, we deduce that
\[ \left| \bigcup_{\nu \in S} \text{supp}(\nu) \right| \leq s \log_2([\tilde{k}]). \]

Observe that $s = |S| \leq |S|_u \leq \tilde{k}$, since $u \geq 1$. Using the definition (9.30) of $\tilde{k}$, the fact that $m \geq 3$ and the definition (4.9) of $L$, we see that
\[ s \log_2([\tilde{k}]) \leq \frac{m \log(m)}{11L \log(2)} \leq \frac{m}{11 \log(2)} \leq n, \]
where $n$ is as in (4.10). Thus, we now choose $\Theta$ as any set of size $n$ that satisfies (9.29).

We now estimate the DNN architecture size. First, observe that
\[ \log(\delta^{-1}) \lesssim p^{-1} \log(\tilde{k}) \leq p^{-1} \log(m). \]

In addition, due to the choice (9.36), we have
\[ m(S) = \max_{\nu \in S} \|\nu\|_1 \leq \max_{\nu \in \Lambda} \|\nu\|_1 \leq [\tilde{k}] \leq m. \]
Hence, applying Theorem 7.4 with the set $S$ in place of $\Lambda$ and $\Theta$ as chosen above, we deduce that the width and depth in the case of the ReLU activation function satisfy

$$\text{width}(\mathcal{N}^1) \lesssim m^2, \quad \text{depth}(\mathcal{N}^1) \lesssim (1 + \log(m) \left( p^{-1} \log(m) + m \right)),$$

Here, we also used the facts that $s = |S| \leq k \leq \bar{k} \leq m$ and $n \lesssim m$. Now, for either the RePU or tanh activation function, we have

$$\text{width}(\mathcal{N}^j) \leq c_{j,1} \cdot m^2, \quad \text{depth}(\mathcal{N}^j) \leq c_{j,2} \cdot \log_2(m),$$

where $c_{j,1}, c_{j,2}$ are universal constants for the tanh activation function ($j = 0$) and $c_{j,1}, c_{j,2}$ depend on $\ell$ for the RePU activation function ($j = \ell$). This gives the desired bounds.

**Step 6: Modifying the proof in the case $b \in \ell^p(\mathbb{N})$**. In this case, we replace the definition of $S$ in (9.36) with

$$S = (S_1 \cup S_2) \cap \Lambda, \quad \text{where } \Lambda = \Lambda_H^{[\bar{k}]},$$

and $\Lambda_H^{[\bar{k}]}$ is as in (5.12). Recall from the discussion in §5.2 that this set contains all anchored sets of size at most $\bar{k}$. Thus, we may argue as in Step 4, but using Corollary 8.2 instead of Theorem 8.1 to bound the error $c - c_\Lambda$. Doing so, and using exactly the same value for $\delta$ yields an identical bound (9.38).

We now modify Step 5 accordingly. By definition of $\Lambda_H^{[\bar{k}]}$, any multi-index $\nu \in S$ must satisfy $\text{supp}(\nu) \subseteq \{1, \ldots, \bar{k}\}$. It follows from (9.30) that $\bar{k} \leq n$, where $n$ is as in (4.14). Hence we may take $\Theta$ as in (4.14). Finally, we note that (9.30) also holds for this choice of $S$. Thus the bounds for the widths and depths of the various DNN classes hold in this case as well.

**Proof of Theorem 4.4**. The proof involves several minor modifications to that of the previous theorem. In Step 2, instead of Lemma 6.2 we use [4, Lem. 7.5] to deduce that the operator $A' \in B(\mathcal{V}^s, \mathcal{V}^m)$ has the weighted rNSP over $\mathcal{V}$ of order $(k, u)$ with $k$-independent constants $\rho' = 0$ and $\gamma' = 2\sqrt{5}/3$, with probability at least $1 - \epsilon/2$.

This reduction by a factor of $\sqrt{k}$ leads to an improvement of the bound (9.35) of Step 3. Arguing in the same way as Step 4, and making the same choice (9.37) for $\delta$, we see that

$$\|f - f_{\Phi,\Theta}\|_{L^2_\rho (\ell; \mathcal{V})} \lesssim E_{\text{app}, \text{KH}} + E_{\text{opt}} + E_{\text{disc}} + E_{\text{samp}},$$

as required. Step 5 and 6 are identical.

**10 Conclusions and open problems**

This paper developed a theoretical foundation for DL of infinite-dimensional, Banach-valued, holomorphic functions from limited data. Our main contribution was four practical existence theorems showing the existence of DNN architectures and training procedures based on (regularized) $\ell^2$-loss functions that learn such functions with explicit error bounds that are independent of the dimension and account for all primary error sources. We achieved this by using DNNs to emulate certain polynomial approximation methods. Our main theoretical contributions were the nontrivial extensions to the infinite-dimensional and Banach-valued function settings, and the consideration of both known and unknown parametric anisotropy. In particular, we close a key gap in the theory of approximating with DNNs in Hilbert spaces and Banach spaces, showing near-optimal algebraic
decay rates with respect to the number of samples \( m \). In all cases, we also showed robustness of the training procedure to the other sources of error in the training problem.

There are several interesting directions for future research. First, whether or not the rates of decay of the approximation error can be improved in the Banach-valued case is an open problem. We conjecture that they can, and optimal rates can be shown for Banach-valued function approximation with DNNs. However, this will require a different approach and is the subject of a future work. It is worth noting, however, that optimal rates can be shown for certain spaces \( \mathcal{V}_K \). In particular, following a different proof strategy [9, Sec. 13.2.1], one could use the basis \( \{ \varphi_i \}_{i=1}^K \) to assert a weighted RIP-type bound of the form

\[
\alpha_K (1 - \delta) \| \mathbf{v} \|_{2; \mathcal{V}} \leq \| A \mathbf{v} \|_{2; \mathcal{V}} \leq \beta_K (1 + \delta) \| \mathbf{v} \|_{2; \mathcal{V}}
\]

for all \( s \)-sparse vectors \( \mathbf{v} \in \mathcal{V}_K^N \), where \( \alpha_K \) and \( \beta_K \) depend the space \( \mathcal{V}_K \). However, this dependence leads to (typically undesirable) convergence rates of the type \( (\omega_K m)^{1/2 - 1/p} \), where \( \omega_K \) depends on \( \beta_K / \alpha_K \). The construction and implementation of suitable discretizations – i.e., those for which \( \beta_K / \alpha_K \lesssim 1 \) – is nontrivial and go beyond the scope of this work (see, e.g., [50] and references therein for more information on this topic).

Second, while our contributions are theoretical at their core, we are investigating the application of DL to solve challenging parametric PDE problems involving Banach-valued approximation. These include the parametric Navier–Stokes equations, Boussinesq approximations, Oberberck-Boussinesq equations and parametric evolution problems, to name a few. We will report on these findings in a forthcoming paper.

Third, as described in [13], existing DL approaches for parametric DEs are often not robust when the mesh (e.g., a finite difference or finite element mesh) used to simulate the training data is refined, since the DNN architecture depends on the mesh size. In our work, the DNN architecture depends on the space \( \mathcal{V}_K \). This could correspond to the mesh used to generate the data, leading to a non-mesh invariant approach. But, as in [13], \( \mathcal{V}_K \) could also be constructed in a different manner, e.g., via PCA in the case of Hilbert spaces, leading to a mesh-invariant scheme. There are various open problems in this direction; for example, how to compute a reduced dimension space \( \mathcal{V}_K \) when \( \mathcal{V} \) is a Banach space, or how to perform adaptive mesh refinement (see, e.g., [40, 41]).

Finally, this work focuses on Banach-valued function approximation problems that may arise from the solution of a parametric PDE parametrized by an infinite vector \( \mathbf{y} \). As noted, a different approach involves learning the operator directly in terms of, for instance, the diffusion coefficient in the case of (1.2). Recent work [52] has established expression rate bounds for such operator learning problems. It would be interesting to see if our work could be extended in this direction to show the existence of sample-efficient training strategies for generalized operator learning problems.
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