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Abstract

Regularization of Deep Neural Networks (DNNs) for the sake of improving their generalization capability is important and challenging. The development in this line benefits theoretical foundation of DNNs and promotes their usability in different areas of artificial intelligence. In this paper, we investigate the role of Rademacher complexity in improving generalization of DNNs and propose a novel regularizer rooted in Local Rademacher Complexity (LRC). While Rademacher complexity is well known as a distribution-free complexity measure of function class that help boost generalization of statistical learning methods, extensive study shows that LRC, its counterpart focusing on a restricted function class, leads to sharper convergence rates and potential better generalization given finite training sample. Our LRC based regularizer is developed by estimating the complexity of the function class centered at the minimizer of the empirical loss of DNNs. Experiments on various types of network architecture demonstrate the effectiveness of LRC regularization in improving generalization. Moreover, our method features the state-of-the-art result on the CIFAR-10 dataset with network architecture found by neural architecture search.

1 Introduction

Regularization on suitable function class is of great interest to statistical machine learning methods on various machine learning and pattern recognition problems, and it proves to improve generalization. Since the computation of the exact generalization error involves data distribution which is always unknown, most of the efforts are focused on generalization error bound. Such bound is typically comprised of two terms: an empirical loss evaluated on the finite training data and a regularization term that reflects the complexity of the function class that the classifier in question belongs to. Below is an example of error bound of the said form for kernel support vector machines [1].

Example 1. Suppose the data and their corresponding labels \( \{x_i, y_i\}_{i=1}^n \) are i.i.d. copies of a random couple \((X, Y)\) with unknown distribution, \(k\) is a positive semi-definite (PSD) kernel. Then with probability at least \(1 - \delta\), the generalization error of the kernel support vector machines [2], where \(f(x) = \sum_i \alpha_i k(x_i, x)\), has the following upper bound for binary classification problems:

\[
\Pr[yf(x) \leq 0] \leq \bar{E}_n[\varphi(yf(x))] + \frac{AB}{n\gamma} \left( \sum_{i=1}^n k(x_i, x_i) + \left( \frac{8}{\gamma} \right) \right) \sqrt{\frac{\log 4/\delta}{2n}},
\]

where \(\varphi\) is an upper bound function for the \(0-1\) classification error, \(\gamma\) is a constant specifying the classification margin, and \(\sum_{ij} \alpha_i \alpha_j k(x_i, x_i) \leq B\).
Bound (1) is a classical example of generalization bounds derived using Rademacher complexity for statistical learning methods. In Example (1), $B$ is in fact an upper bound for the Rademacher complexity of the function class that $f$ belongs to. According to (1), $B$ is a regularization term added to the empirical loss $E_n[\varphi(y f(x))]$. The famous convex optimization problem of kernel support vector machines can be viewed as minimization of the objective $E_n[\varphi(y f(x))] + \lambda B$ in the hope that the resultant classifier enjoys controlled generalization error.

When machine learning proceeds to the stage of deep learning wherein Deep Neural Networks (DNNs) are widely used models, the effort in finding the aforementioned regularization scheme for DNNs is not very rewarding. In contrast, other regularization schemes such as dropout, batch normalization and mixup work well in practice. While recent works have employed Rademacher complexity based regularizer to learn the rates of dropout, the results are on relatively simple network architecture. Therefore, the prediction accuracy on standard dataset such as CIFAR-10 is not as good as well-known network architecture, e.g. [9]. Rademacher complexity has also been utilized to derive generalization bounds for DNNs through Lipschitz constant of the networks [10]. Bounding Lipschitz constant of DNNs is also shown to boost their robustness to adversarial examples [11].

On the other hand, the bounds derived using conventional Rademacher complexity are perceived as “loose” ones. This is largely due to the fact that the Rademacher complexity is derived for the entire function class that the classification function belongs to, and larger function class leads to larger Rademacher complexity. The generalization error of the classifier obtained by minimizing such bound may still relatively large. This is further confirmed by [12], which points out that regularizer based on Rademacher complexity for DNNs may be trivial. Due to the strong fitting capability of DNNs, DNNs can fit uniformly ±1-valued Rademacher variables, leading to the (empirical) Rademacher complexity of value 1. Therefore, any upper bound for such Rademacher complexity is trivial.

To alleviate the problem, the statistics literature has developed Local Rademacher Complexity (LRC) [13, 14], wherein Rademacher complexity of restricted function class is derived to bound the generalization error of an arbitrary function in the entire function class [13], or the minimizer of the empirical loss [14]. Intuitively, local Rademacher complexity is smaller than its global counterpart which measures the complexity of the entire function class, and the resultant error bound is also sharper.

In this paper, we propose a regularizer based on local Rademacher complexity of a ball centered at the minimizer of the empirical loss. This is inspired by the observation that bounding the local Rademacher complexity of a ball centered at the minimizer of the empirical loss improves generalization [15]. Note that the development of this regularizer does not void the claim made in [12], since the Rademacher complexity is evaluated on a local ball instead of the entire function class.

## 2 Notation

Suppose the training data are $S = \{x_i, y_i\}_{i=1}^n$, $S$ are i.i.d. samples drawn from some unknown joint distribution $P_{XY}$ over the data $X \in \mathbb{R}^d$ and its class label $Y \in \{1, 2, ..., c\}$. Let a deep neural network maps an input $x$ to a representation $h(x) \in \mathbb{R}^c$ upon which hinge loss or cross entropy loss is applied. Define the margin function $m_h(x, y) = h_y(x) - \max_{y' \neq y} h_{y'}(x)$, then the training instance $(x_i, y_i)$ is classified correctly if $m_h(x_i, y_i) \geq 0$. The hinge loss is $H_n(h) = \frac{1}{n} \sum_{i=1}^n \Phi\left(\frac{m_h(x_i, y_i)}{\gamma}\right)$
where \( \Phi \) is defined as
\[
\Phi(x) = \begin{cases} 
1 & x < 0 \\
1 - x & 0 \leq x \leq 1 \\
0 & x > 1.
\end{cases}
\] (2)

Similarly, let the softmax function in terms of the representation by \( h \) be \( \tilde{h}_y(x) = \frac{\exp(h_y(x))}{\sum_y \exp(h_y(x))} \).

The cross entropy loss function is defined as \( \hat{C}_n(h) = \frac{1}{n} \sum_{i=1}^{n} -\log \tilde{h}_{y_i}(x_i) \). The risk corresponding to cross entropy is then \( C(f) = \mathbb{E}[-\log \tilde{h}_y(x)] \). Note that \( C \) is the expectation of the negative logarithm of the softmax version of \( h \).

3 Regularization by Local Rademacher Complexity

The Rademacher complexity \([1, 3]\) of a function class is defined below:

**Definition 1.** Let \( \{\sigma_i\}_{i=1}^{n} \) be \( n \) i.i.d. random variables such that \( \Pr[\sigma_i = 1] = \Pr[\sigma_i = -1] = \frac{1}{2} \). The Rademacher complexity of a function class \( \mathcal{H} \) is defined as
\[
\mathcal{R}(\mathcal{H}) = \mathbb{E}\left\{\sigma_i \right\} \left[ \sup_{h \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i h(x_i) \right] \] (3)

Its empirical version, i.e. the empirical Rademacher complexity, is defined as
\[
\hat{\mathcal{R}}(\mathcal{H}) = \mathbb{E}_{\{\sigma_i\}} \left[ \sup_{w \in \mathcal{B}(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i h(x_i) | \{x_i\} \right] \] (4)

Let \( h_w(x) \) denote the feature mapping function of the neural network with explicit notation \( w \) representing parameters of the neural network. The minimizer of the hinge loss is \( \hat{w} = \arg\min_{w} \hat{H}_n(h) \). The function class centered at the minimizer of the hinge loss is defined as \( \mathcal{B}_r = \{\Phi(\frac{m_{h_w}(x,y)}{\gamma}) : \ w \in B(\hat{w}, r)\} \) where \( B(v, r) \) indicates an open ball centered at \( v \) with radius \( r > 0 \). According to the definition of empirical Rademacher complexity \([4]\), the empirical Local Rademacher Complexity (LRC) of \( \mathcal{B}_r \) is
\[
\hat{\mathcal{R}}(m)(\hat{w}, r) = \mathbb{E}_{\{\sigma_i\}} \left[ \sup_{w \in \mathcal{B}(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \Phi(\frac{m_{h_w,y_i}(x_i)}{\gamma}) | \{x_i, y_i\} \right] \] (5)

We have the following theorem demonstrating the tight upper bound for \( \hat{\mathcal{R}}(m)(\hat{w}, r) \).

**Theorem 1.** Suppose that \( h \) is a \( L \)-Lipschitz continuous function at \( \hat{w} \), then
\[
\hat{\mathcal{R}}(m)(\hat{w}, r) \leq \frac{1}{\gamma} \left[ \mathbb{E}_{\{\sigma_i\}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i m_{h_w,y_i}(x_i) \right] \right] + \frac{3Lr}{\gamma} \] (6)
Proof. By the contraction property of Rademacher complexity [16],

\[ \hat{\mathcal{R}}^{(m)}(\hat{w}, r) \leq \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i m_{h_w, y_i}(x_i) \right] \]

\[ \leq \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i m_{h_w, y_i}(x_i) \right] + \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i (m_{h_w, y_i}(x_i) - m_{h_{\hat{w}}, y_i}(x_i)) \right] \]

\[ \leq \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i m_{h_w, y_i}(x_i) \right] + \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i (m_{h_w, y_i}(x_i) - m_{h_{\hat{w}}, y_i}(x_i)) \right] \]

\[ \leq \frac{1}{\gamma} \mathbb{E}_{\{\sigma\}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i m_{h_w, y_i}(x_i) \right] + 3Lr. \] (7)

The last inequality is due to the fact that \(|m_{h_{\hat{w}}, y_i}(x_i) - m_{h_{\hat{w}}, y_i}(x_i)| \leq 3Lr\) when \(w \in B(\hat{w}, r)\). \(\square\)

Define \(R(w) = \mathbb{E}_{\{\sigma\}} [\sigma_i m_{h_w}(x_i, y_i)]\), then \(R(\hat{w})\) can serve as an approximate upper bound for \(\hat{\mathcal{R}}^{(m)}(\hat{w}, r)\) when \(r \to 0\). In order to bound the LRC \(\hat{\mathcal{R}}^{(m)}(\hat{w}, r)\), we propose to minimize a regularized hinge loss, i.e., \(H_n(h_w) + \lambda R(w)\), where \(\lambda > 0\) is a weighting parameter. The intuition is that in practical scenarios, the regularized loss can achieve a very small value at the end of training, and the minimizer of the regularized loss can be a good approximation of the minimizer of \(H_n(h_w)\) with bounded LRC of \(B_r\) around it.

When it comes to the cross entropy loss, the corresponding LRC can be defined as follows in a manner similar to the case of hinge loss:

\[ \hat{\mathcal{R}}^c(\hat{w}, r) = \mathbb{E}_{\{\sigma\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \cdot \log h_{w,y_i}(x_i) \right] \] (8)

The following theorem demonstrating the tight upper bound for \(\hat{\mathcal{R}}^{(m)}(\hat{w}, r)\).

**Theorem 2.** Suppose that \(h\) is a \(L\)-Lipschitz continuous function at \(\hat{w}\), then

\[ \hat{\mathcal{R}}^c(\hat{w}, r) \leq \sqrt{2(c-1)} \mathbb{E}_{\{\sigma\}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sum_{j \neq y_i} \sigma_{ij} (h_{w, j}(x_i) - h_{\hat{w}, j}(x_i)) \right] + 2\sqrt{2(c-1)(c-1)Lr} \] (9)

where \(\tilde{H}_n(f) = \frac{1}{n} \sum_{i=1}^{n} \Phi \left( \frac{m_h(x_i, y_i)}{\gamma} \right)\) is the empirical error of \(f\) on the labeled data.

**Proof.** Define function \(r(v) = \log(1 + \sum_{j=1}^{m} \exp(v_j))\) for \(v \in \mathbb{R}^m\). According to the mean value theorem, with \(z = \tau x + (1 - \tau) y\) for some \(\tau \in (0, 1)\),

\[ |r(x) - r(y)| = |\nabla^r r(z)(x - y)| \leq \|\nabla^r r(z)\|_2 \|x - y\|_2 \leq \sqrt{m} \|x - y\|. \] (10)

Therefore, \(r\) is a \(\sqrt{m}\)-Lipschitz continuous function. Let \(T\) be a class of functions \(t: \mathbb{R}^d \to \mathbb{R}^m\). Based on the vector-contraction inequality for Rademacher complexity [17], we have:

\[ \mathbb{E}_{\{\sigma\}} \left[ \sup_{t \in T} \frac{1}{n} \sum_{i=1}^{n} \sigma_i r(t(x_i)) \right] \leq \sqrt{2m} \mathbb{E}_{\{\sigma\}} \left[ \sup_{t \in T} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} \sigma_{ij} t_j(x_i) \right], \] (11)

where \(t_j\) is the \(j\)-th component of \(t\), \(\{\sigma_{ij}\}\) are independent doubly indexed Rademacher variables.
On the other hand, the negative logarithm of softmax function appearing in (8) can be rewritten as

\[- \log \tilde{h}_{w,y}(x) = \log \sum_{y' \neq y} \exp(h_{w,y'}(x)) = \log \left(1 + \sum_{y' \neq y} \exp(h_{w,y'}(x) - h_{w,y}(x))\right)\]

Applying (11) with \(r = -\log \tilde{h}_{w,y}\) and \(m = c - 1\), by the definition of \(\widehat{R}_c(\hat{w}, r)\) in (8), we have

\[\widehat{R}_c(\hat{w}, r) = \mathbb{E}_{\{\sigma_i\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^n \sigma_i \cdot -\log \tilde{h}_{w,y_i}(x_i) \right] \leq \sqrt{2(c-1)} \mathbb{E}_{\{\sigma_{ij}\}} \left[ \sup_{w \in B(\hat{w}, r)} \frac{1}{n} \sum_{i=1}^n \sum_{j \neq y_i} \sigma_{ij} (h_{w,j}(x_i) - h_{w,y_i}(x_i)) \right]. \quad (12)\]

Then (9) can be proved by (12) and argument similar to (7) in the proof of Theorem 2.

The tightness of (6) and (9) can be observed by letting \(r \to 0\) and noting that \(h\) is locally linear when the corresponding neural network uses ReLU as activation function. Algorithm 1 and Algorithm 2 describe the process of training neural networks with LRC regularization for hinge loss and cross entropy respectively. Note that the regularization term \(R\) is computed according to the upper bound for LRC (6) and (9) with \(r \to 0\). In addition, the computation of \(R\) in both algorithms is simple and efficient without introducing noticeable computational burden.

**Algorithm 1** Training Deep Neural Networks with Hinge Loss and Regularization by Local Rademacher Complexity

**Input:**
- The training data \(\{x_i, y_i\}_{i=1}^n\), the neural network \(h\), the regularization weight \(\lambda\), \(K \in \mathbb{N}\)
1: 
2: for each epoch do 
3: \hspace{1em} for minibatch \(B = \{x_i, y_i\}_{i=1}^B\) do 
4: \hspace{2em} \(R = 0\). 
5: \hspace{2em} for \(k \leftarrow 1\) to \(K\) do 
6: \hspace{3em} Sample Rademacher variables \(\{\sigma_i\}_{i=1}^B\). 
7: \hspace{3em} \(R \leftarrow R + \frac{1}{B} \sum_{i=1}^B \sigma_i m_h(x_i, y_i)\) 
8: \hspace{2em} end for 
9: \hspace{2em} \(R \leftarrow \frac{R}{K}\) 
10: \hspace{2em} Do one step gradient descent on 
11: \hspace{2em} \(L(B) = \frac{1}{n} \sum_{i=1}^B \Phi \left( \frac{m_h(x_i, y_i)}{\gamma} \right) + \lambda R\) 
12: \hspace{2em} end for 
13: end for 
**Output:** the trained neural network
Algorithm 2 Training Deep Neural Networks with Cross Entropy and Regularization by Local Rademacher Complexity

Input: The training data \( \{x_i, y_i\}_{i=1}^n \), the neural network \( h \), the regularization weight \( \lambda \), \( K \in \mathbb{N} \)

1: for each epoch do
2:  for minibatch \( B = \{x_i, y_i\}_{i=1}^B \) do
3:    \( R = 0. \)
4:    for \( k \leftarrow 1 \) to \( K \) do
5:      Sample Rademacher variables \( \{\sigma_{ij}\}_{1 \leq i \leq B, 1 \leq j \leq c-1} \).
6:      \( R \leftarrow R + \frac{1}{Bc} \sum_{i=1}^B \sum_{j \neq y_i} \sigma_{ij} (h_{w,j}(x_i) - h_{w,y_i}(x)) \)
7:    end for
8:    \( R \leftarrow \frac{K}{R} \)
9:  end for
10: Do one step gradient descent on

\[
L(B) = \frac{1}{n} \sum_{i=1}^n - \log \tilde{h}_{y_i}(x_i) + \lambda R
\]
11: end for
12: end for

Output: the trained neural network

4 Experimental Result

4.1 Experiment on ResNet

We conduct experiments on the CIFAR-10 dataset \cite{cifar10} in this subsection to demonstrate that the proposed regularization by LRC helps improve generalization of standard network architecture, i.e. Residual Network (ResNet) \cite{resnet}. The CIFAR-10 dataset has 50000 training images and 10000 test images with 10 classes. We hold out 5000 images randomly chosen from the original training images as validation set, and the validation set is used to choose the regularization weight \( \lambda \) from \( \{0.1, 0.5, 1\} \). We then train ResNet-18 with the chosen \( \lambda \) on the original training set and evaluate the resultant model on the test set. The empirical loss is set to either hinge loss or cross entropy.

Both choices for empirical loss favor \( \lambda = 0.5 \), and the corresponding test loss and test accuracy is shown in Table 1. The baseline neural network does not have LRC regularization, and other than that it has the same specification as the one with LRC regularization in every aspect. The average of test loss and test accuracy in the last 5 epoches of the training process are reported. We can observe that the test loss is lower than that of the baseline. In addition, cross entropy enjoys more gain in accuracy by LRC regularization. The test loss and test error of ResNet-18 with respect to epoch number for cross entropy are shown in Figure 1 and Figure 2 respectively. The training procedure is the same as that stated in \cite{resnet}. 164 epoches are used for training. The initial learning rate is 0.1, and it is divide it by 10 at 82 and 123 epoches respectively. Again, it is observed that the test loss of LRC regularization is consistently lower than that of the baseline, and its test error is also smaller accordingly.
Table 1: Test loss and test accuracy on the CIFAR-10 dataset

|                      | Test Loss | Hinge Loss | Cross Entropy |
|----------------------|-----------|------------|---------------|
| Test Loss: LRC(Baseline) | 0.128(0.153) | 0.123(0.161) |               |
| Test Accuracy: LRC(Baseline) | 94.16%(94.13%) | 94.34%(93.95%) |               |

Figure 1: Illustration of test loss on the CIFAR-10 dataset with $\lambda = 0.5$

Figure 2: Illustration of test error on the CIFAR-10 dataset with $\lambda = 0.5$

Table 2: Classification accuracy on CIFAR-10 with different regularization weight $\lambda$

| $\lambda$ | $M_1$ | $M_2$ | $M_3$ | $M_4$ | $M_5$ | $M_6$ | $M_7$ |
|-----------|-------|-------|-------|-------|-------|-------|-------|
| $\lambda = 0$ | 0.9689 | 0.9711 | 0.9667 | 0.9686 | 0.9689 | 0.9678 | 0.9742 |
| $\lambda = 0.1$ | 0.9679 | 0.9702 | 0.9694 | 0.9663 | 0.9704 | 0.9668 | 0.9742 |
| $\lambda = 0.3$ | 0.9688 | 0.9719 | 0.9688 | 0.9708 | 0.9701 | 0.9679 | 0.9742 |
| $\lambda = 0.5$ | 0.9697 | 0.9723 | 0.9683 | 0.9690 | 0.9718 | 0.9674 | 0.9743 |
| $\lambda = 0.7$ | 0.9706 | 0.9710 | 0.9672 | 0.9697 | 0.9702 | 0.9675 | 0.9744 |

Table 3: Classification accuracy on CIFAR-10 with different regularization

| Regularization | Model | $M_1$ | $M_2$ | $M_3$ | $M_4$ | $M_5$ | $M_6$ | $M_7$ |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| None           | 0.9689 | 0.9711 | 0.9667 | 0.9686 | 0.9689 | 0.9678 | 0.9742 |
| mixup          | 0.9741 | 0.9733 | 0.9740 | 0.9740 | 0.9742 | 0.9713 | 0.9789 |
| LRC            | 0.9691 | 0.9719 | 0.9691 | 0.9690 | 0.9707 | 0.9680 | 0.9744 |
| mixup+LRC      | 0.9712 | 0.9734 | 0.9731 | 0.9752 | 0.9730 | 0.9732 | 0.9801 |

4.2 Experiment on Networks Obtained by Neural Architecture Search

We evaluate the effect of LRC Regularization on more complex models found by the recent state-of-the-art neural architecture search algorithm, DARTS [19], on the CIFAR-10 dataset. We obtain three types of neural architecture by running DARTS three times. The three types of architecture of normal cells and reduction cells are illustrated at Figure 3. Each type of architecture is trained with five different initial learning rates, which are $0.01, 0.015, 0.02, 0.025$ and $0.03$. The learning rates are gradually reduced to zero following a cosine schedule. We use SGD with momentum of $0.9$ to optimize the weights. The weight decay is set to $0.0002$. Each model is trained for 600 epochs with a mini-batch size of 96. We then randomly select six models from all the fifteen models, denoted by $\{M_i\}_{i=1}^6$. We further perform majority voting on the six models and denote the ensemble model by $M_7$. The effect of LRC regularization with different regularization weight $\lambda$ on the six models is shown in Table 2. Models with LRC regularization outperform the original DARTS models in most
cases, and the performance of LRC regularization is not sensitive with respect to $\lambda$. The ensemble model $M_7$ leads to further improvement on the accuracy.

![Figure 3: Three types of architecture found by DARTS](image)

We also analyze the relationship between LRC regularization and mixup regularization on the same model. The best mixup coefficient $\alpha$ is selected for each model using cross-validation, then the mixup model is trained using all the training data. For the combination of mixup and LRC, we use the same $\alpha$ as that in the corresponding mixup experiment and a default value of 0.5 for $\lambda$.

Table 3 demonstrates that the combination of LRC and mixup has performance comparable to that of only using mixup for $\{M_i\}_{i=1}^6$. However, the ensemble model $M_7$ considerably benefits from the combination of LRC and mixup. It should be emphasized that the ensemble model achieves the state-of-the-art accuracy on this dataset with the combination of LRC and mixup, 98.01%, to the best of our knowledge.

5 Conclusion

In this paper, we propose to improve the generalization capability of Deep Neural Networks (DNNs) by regularization through Local Rademacher Complexity (LRC). In contrast with its global counterpart, i.e. Rademacher complexity, LRC is estimated on a local ball centered at the minimizer of empirical loss. Therefore, the bound for LRC can be much smaller than that for Rademacher complexity and LRC has been proved to enjoy sharper generalization error bound by previous study. We develop regularization of DNNs by LRC for both hinge loss and cross entropy, and its effectiveness is demonstrated by empirical study with residual network and networks obtained by neural architecture search.

6 Model and Software Release

The related models using both PaddlePaddle and PyTorch frameworks are available at [https://paddlemodels.bj.bcebos.com/autodl/fluid_rademacher.tar.gz](https://paddlemodels.bj.bcebos.com/autodl/fluid_rademacher.tar.gz). The open source PaddlePaddle code could be downloaded from [https://github.com/PaddlePaddle/AutoDL/tree/master/LRC](https://github.com/PaddlePaddle/AutoDL/tree/master/LRC).
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