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Non-commutative algebras and entanglement are two of the most important hallmarks of many-body quantum systems. Dynamical perturbation methods are the most widely used approaches for quantum many-body systems. While study of entanglement-based numerical methods are booming recently, the traditional dynamical perturbation methods have not benefited from study of quantum entanglement. In this work, we formulate an algebraic-dynamical theory (ADT) by combining the power of quantum algebras and dynamical methods in which quantum entanglement naturally emerges as the organizing principle. We start by introducing a complete operator basis set (COBS), with which an arbitrary state, either pure or mixed, can be represented by the expectation values of COBS. Then we establish a complete mapping from a given state to a complete set of dynamical correlation functions of the state through the Heisenberg- and Schwinger-Dyson-equations-of-motion (SDEOM). The completeness of COBS and the mapping ensures ADT to be a mathematically complete framework in principle. Applying ADT to many-body systems on lattices, we find that the quantum entanglement is represented by the cumulant structure of expectation values of the many-body COBS. The cumulant structure of the state forms a hierarchy in correlations. More importantly, such static correlational hierarchy is inherited by the dynamical hierarchy and their SDEOM. We propose that the dynamical hierarchy is also carried into any perturbative calculation on that state. We demonstrate the validity of such perturbation hierarchy with an explicit example, in which we show that a single-particle-type perturbative calculation fails while a many-body perturbation following the hierarchy succeeds. We also discuss the computation and approximation schemes of ADT and its implications to other strong coupling theories like parton and slave particle methods.

I. INTRODUCTION

Non-commutative algebra of quantum operators is one of the most important hallmarks of quantum mechanics, but for systems composed of more than one particle, quantum entanglement is an equally important characteristic. The importance of non-commutative algebra, as first proposed by W. Heisenberg in the matrix mechanics[1], was recognized at the birth of quantum mechanics. The first successful formalization of quantum mechanics was completed by von Neumann’s via the C* algebra[2]. In contrast, the notion of quantum entanglement as “a spooky action at distance” was only pointed out in the seminal EPR paper[3] ten years later.

The algebraic approach has long been used as a standard approach in textbooks of quantum mechanics to solve single-particle problems such as the quantum harmonic oscillator. W. Pauli[4] derived the hydrogen atom spectrum algebraically in 1926 before the development of wave mechanics. A comprehensive description of algebraic methods for quantum mechanics can be found in Ref. [5].

Algebraic methods for interacting few-body systems are developed in such as nuclear physics[6] and molecule theory[7], mostly along the line of Pauli’s work: utilizing dynamic symmetry. In extensive and interacting lattice systems, algebraic methods are also powerful, but mostly restricted to operator transformations. The bosonization method[8], the Jordan-Wigner transformation[9] and its generalizations[10, 11] are among the most widely-used algebraic transformations.

Recently, quantum entanglement as an organizing principle for strong correlation in many-body systems was recognized with the development of the density matrix renormalization group (DMRG)[12, 13] method. Since then, more methods relying on entanglement, such as the matrix product state (MPS)[14], tensor network states (TNSs) methods[15], etc., have been and are still being developed. While such developments greatly improved the understanding of many strongly interacting systems. But unfortunately, how entanglement can enter and improve the dynamical perturbation methods has not been investigated.

On the other hand, the dynamical perturbation theories[16] have prevailed in calculating dynamical correlations and responses, both at zero and finite temperatures, for weak-coupling systems. In strongly interacting systems, this approach runs into difficulties. The validity of the perturbation expansion relies crucially on Wick’s theorem[17]. For strongly interacting systems, i) the operators used to construct the Hamiltonian do not obey canonical commutation or anti-commutation relations (such as quantum spins), ii) or the unperturbed interacting limit is more conveniently described by noncanonical operators, such as the Hubbard operators for the Hubbard models[18–23]. In both situations, the noncanonical operator algebras immediately invalidate Wick’s theorem. Even when working with canonical operators, the strongly correlations themselves also invalidate the Wick’s theorem. In
some situations, it is possible to introduce a modified Wick’s theorem as an approximation [24–26], which in some cases is also called “random phase approximations” (RPA). Such noncanonical theories were studied intensively for magnetically ordered systems[27–31]. Recently, a general discussion of noncanonical degrees of freedom was given in Ref. [32].

Surprisingly, strong-coupling dynamical perturbation theories also face difficulties which are not well-understood. Taking the Hubbard model in the large onsite Coulomb repulsion (large-\(U\)) limit as an example. While a second order perturbation theory for two sites successfully accounted for the superexchange interaction among electronic spins in the half-filling limit, it also largely stops there. Attempts of perturbative calculations at finite doping run into various issues, such as negative spectral functions as found in Ref. [33]. Even in exactly solvable limits such as the dynamical mean field theory (DMFT)[34] which is in the infinite spatial dimension limit, both numerical[35–37] and analytic[38] calculations find singularities in the vertex functions, even for the simplest Hubbard atom problem. It is proposed that such singularities are potentially related to some of the difficulties that strong-coupling perturbation theories encounter.

Another common practice of treating strong correlations is to use parton or slave-particle constructions, all of which “fractionalize” the original physical operators into new operators of different properties. For example, quantum spins can be fractionalized into either fermions or bosons, such as like Abrikosov pseudo-fermions or Schwinger fermions[39, 40], Schwinger bosons[41], Dyson-Maleev bosons[42, 43], etc.. For Hubbard models, there are various versions of slave bosons[44, 45], slave spins[46], slave fermions[47] representations and the Hubbard operators[48]. The choice of representation is often determined by problems of concern, since typically certain representations are more convenient in describing certain properties.

However, results of solvable models in one dimensional (1D) systems suggest that different types of excitations can coexist. For example, considering results found by the exact Bethe ansatz[49] method in 1D quantum spin models, such as XXZ model in magnetic fields[50]. When the spins are polarized by strong external magnetic fields, the system shows ferromagnetic (FM) spin-wave-like excitations, which is easily captured by bosonic partons. On the other end when magnetic field is turned off, a Luttinger-liquid-like spectrum appears, which is easier to capture for fermionic partons. In between, both spectral coexist. Besides, Bethe strings states[51], which is beyond the description of any type of partons, also come to play. While the string states typically live at higher energies, the gap of string excitations shrinks with the magnetization. Consequently, they contribute to the low energy spectrum when magnetization is small. In fact, they occupy more and more spectral weights towards the zero magnetization limit before suddenly disappearing when the field is turned off. For most of the parametric space with intermediate fields, all three types of spectral coexist and show complicated interplay behaviors.

While the boundary between fermions and bosons is considered obscure in 1D, such coexistence in higher dimensions is also present. For example, in cuprates, there are a plethora of intertwined quantum orders of different natures[52, 53], either “coexisting” or “competing”. Therefore, it is necessary to explore both the bosonic and fermionic algebras, which could shed light on theories in higher dimensions as the algebras are dimension-independent.

Recently, by combining the noncanonical Hubbard operator algebra and the dynamical perturbation method, B. S. Shastry developed the extremely correlated Fermi liquid (ECFL) theory[54–57] for the \(t – J\) model[58, 59]. The ECFL theory solves for the electronic single particle Green’s functions (GFs) with high accuracy at low energies, as benchmarked with DMFT[60–62] and in one dimension with density matrix renormalization group (DMRG) calculations[63] as well. Due to its analytic nature, ECFL is capable of studying two dimensional systems[64]. The success of ECFL at solving for the low energy correlations with high accuracy shows the merits of combining the algebraic aspects with the dynamical approach.

In this work, by utilizing the full power of both the quantum algebras and the dynamical method, we formulate a mathematically complete framework which we call the algebraic-dynamical theory (ADT). ADT establishes a complete and consistent mapping between the states, either pure wave-functions or density matrices of mixed states, the many-body dynamical correlation functions via the Heisenberg-equations-of-motion (HEOM) and Schwinger-Dyson-equations-of-motion (SDEOM). With such mathematically complete framework, we can further investigate controllable approximation schemes, such as a quantum statistical approach[65]. The analysis of application of ADT to a simple interacting system shows that the quantum entanglement structures, described by the many-body cumulant correlations, naturally emerges as the organizing principle. The cumulant correlations dictate a hierarchical structure among different levels of correlations[66]. Such static hierarchical structure is inherited by the dynamical correlations and any further calculations that are based them.

The rest of this work is organized as the following. In Sec. II, we introduce the general framework of ADT and demonstrate the validity of ADT by solving a system in its spectral representation. In Sec. III, we discuss the systems of interest to this manuscript, and their relations and mappings to a simple two-flavor problem in certain limits. Then we briefly discuss ADT solutions to this two-flavor problem, both exactly and perturbatively, to demonstrate that ADT can be used to do reliable perturbative calculations in the strongly interacting limit when the traditional single particle approach fails. After that, in Sec. IV we discuss ADT for lattice problems. We shall discuss implications of the two-flavor problem solutions to lattice problems. IV is devoted to the discussion of implications of ADT to problems encountered by other related theoretical methods. In the end, we summarize and discuss the future development and application of ADT.
II. THE ALGEBRAIC-DYNAMICAL APPROACH

In this section, we discuss the formulation of ADT, establishing the exact relations between the states and the dynamical correlation functions via HEOM and SDEOM for arbitrary Hamiltonian systems.

A. The Complete Operator Basis Set

In usual quantum mechanical problems, a Hamiltonian $\mathcal{H}$ is given, alongside with a complete set of commuting operators (CSCO). The common eigenstate of the CSCO span the Hilbert space $\mathcal{H}$ of $\mathcal{H}$. The physical observables are given as the expectation values of Hermitian operators in $\mathcal{H}$.

In contrast, in order to have a complete description of the dynamics of a quantum system, it is necessary to extend the CSCO to a complete operator basis set (COBS)[67], which we denote as

$$\mathcal{U} = \{ \hat{u}^\alpha \}. \quad (1)$$

The elements of COBS generally do not commute, and can be non-Hermitian. Instead, it is often convenient to also require $\mathcal{U}$ to satisfy the orthogonality condition[68]

$$\text{Tr}(\langle \hat{u}^\alpha \rangle \hat{u}^\beta) = C \delta_{\alpha\beta}, \quad (2)$$

where $C$ is a normalization factor which will be taken as 1 for convenience, unless noted otherwise. We also assume a Hermitian COBS unless note otherwise. The completeness requires that the product of elements from COBS satisfy a set of closed algebraic relations

$$\hat{u}^\alpha \hat{u}^\beta = \sum_{\gamma} a^\gamma_{\alpha\beta} \hat{u}^\gamma, \quad (3)$$

where $a^\gamma_{\alpha\beta} \in \mathbb{C}$. Satisfying both the complete and the orthogonal conditions, each operator $\hat{O}$ of $\mathcal{H}$ can be expanded into a sum of $\hat{u}^\alpha$s,

$$\hat{O} = \sum_{\alpha} \text{Tr}(\hat{O}\hat{u}^\alpha)\hat{u}^\alpha. \quad (4)$$

The closure of algebraic relations are crucial in uniquely specifying the underlying dynamical system. For example, for quantum spins-1/2, if only the $SU(2)$ Lie algebra is given, the total spin is not fixed. The usual spin-1/2 given represented by the Pauli matrices satisfying additional algebraic equations. Inversely, only when a complete set of algebraic relations is specified, the operator system is uniquely determined.

Conventionally, it is convenient to decompose the algebras into a symmetric (bosonic) sector and an anti-symmetric (fermionic) sector

$$[\hat{u}^\alpha, \hat{u}^\beta] = \sum_{\gamma} b^\gamma_{\alpha\beta} \hat{u}^\gamma, \quad \{ \hat{u}^\alpha, \hat{u}^\beta \} = \sum_{\gamma} f_{\alpha\beta}^{\alpha\gamma} \hat{u}^\gamma, \quad (5)$$

with

$$b^\gamma_{\alpha\beta} = a^\gamma_{\alpha\beta} - a^\gamma_{\beta\alpha}, \quad f_{\alpha\beta}^{\alpha\gamma} = a^\gamma_{\alpha\beta} + a^\gamma_{\beta\alpha}. \quad (6)$$

A few simple examples of COBS:

- for a single spin-1/2, one choice of orthogonal COBS is the set $\{ \hat{I}, \sigma_x, \sigma_y, \sigma_z \}$;
- for a harmonic oscillator, the COBS turns out to be an infinite set: $\{ (\hat{a})^n(\hat{a}^\dagger)^m, (\hat{a})^m(\hat{a}^\dagger)^n \}$ with $n, m \in \{ \mathbb{N} \cup \{0\}\}$.

Note that, in a many-body system, $\{ \hat{u}_\alpha \}$ includes all many body operators and its size is exponentially large in system size $N$. For strongly interacting lattice systems, which are the focus of this work, the many-body operators can be constructed from the local $\mathcal{H}_{i,\tau}$ of each site $i$ and flavor $\tau$. One straightforward construction would be taking the direct (tensor) product $T_{\tau_1,\tau_2,\ldots;i_1,i_2,\ldots} = \hat{u}_{\tau_1}^{i_1} \otimes \hat{u}_{\tau_2}^{i_2} \otimes \cdots$, which are Cartesian tensor operators. However, such bases often are not convenient to use. More physical basis can be constructed as irreducible tensor operators from symmetry analysis, etc., which are widely known in angular momentum theories. Similar constructions should be employed to analyze systems on lattices.

B. The States and the Density Matrix

Given a COBS, instead of specifying an arbitrary state as superposition of eigenstates or unit vectors of $\mathcal{H}$, the state can be specified by the expectation values of the bases operators $\{ \langle \hat{u}^\alpha \rangle \}$ (as a vector). In particular, according to Eq. (4), the density matrix, pure or mixed, can be written as

$$\rho = \sum_\alpha \text{Tr}(\rho \hat{u}^\alpha) \hat{u}^\alpha = \sum_\alpha \langle \hat{u}^\alpha \rangle \hat{u}^\alpha. \quad (7)$$

So the expectation value of any observable $\hat{O}$ can expressed as

$$\langle \hat{O} \rangle = \text{Tr}(\rho \hat{O}) = \sum_\alpha \langle \hat{u}^\alpha \rangle \text{Tr}(\hat{O}\hat{u}^\alpha). \quad (8)$$

Therefore, we argue that $\{ \langle \hat{u}^\alpha \rangle \}$ is a complete description for any state $|\phi\rangle$ as well as any density matrix $\rho$ which makes the description readily generalizable to finite temperatures.

Before going into the discussion of quantum dynamics, we note that the HEOM already puts nontrivial constriction on the state. Consider a Hamiltonian $\mathcal{H} = \sum_\alpha h_\alpha \hat{u}^\alpha$. Applying the HEOM to $\langle \hat{u}^\alpha \rangle$, one obtains

$$i\partial_t \langle \hat{u}^\alpha \rangle = \sum_\beta h_\beta \text{Tr}(\rho \hat{u}^{\alpha\dagger} \hat{u}^\beta) = \sum_\beta b^\beta_{\gamma\alpha} h_\gamma \langle \hat{u}^\gamma \rangle. \quad (9)$$

At zero temperature, for an eigenstate, $\partial_t \langle \hat{u}^\alpha \rangle = 0$ even if $[\hat{u}^\alpha, \mathcal{H}] \neq 0$ since any eigenstate does not evolve with time up to an overall phase factor. Therefore, Eq. (9) becomes a constraining equation for $\langle \hat{u}^\alpha \rangle$. Systematically speaking, Eq. (9) can be regarded as the SDEOM for the one-time-correlation-function $\langle \hat{u}^\alpha(t) \rangle$, although no dynamics is involved for ground states or equilibrium states. More interestingly, if the initial state is not an eigenstate, then Eq. (9) would become dynamical.
C. The Complete Set of (Two-time) Dynamical Correlation Functions

Given a COBS, we can consider the complete set of (two-time) dynamical correlation functions (CSDCF) $\mathcal{G}$. There can be different conventions of time-ordering in defining the elements $G$s. But in order to form a complete set, the equal time limit needs to cover the full algebra table of the COBS. In accordance to conventional time-order GFs for canonical bosons or fermions, we use the following conventions

$$iG_{\pm}[\hat{u}^\alpha(t_i);\hat{u}^\beta(t_f)] = \langle\langle \mathcal{T}_\pm \left(\hat{u}^\alpha(t_i), \hat{u}^\beta(t_f)\right)\rangle\rangle,$$

(10)

where $\mathcal{T}_\pm$ denotes time-ordering with the $\pm$ sign, $\langle\langle \rangle\rangle$ denotes fully dynamical correlations defined as

$$\langle\langle \hat{u}^\alpha(t_i)\hat{u}^\beta(t_f)\rangle\rangle = \langle\langle \hat{u}^\alpha(t_i)\rangle\rangle\langle\langle \hat{u}^\beta(t_f)\rangle\rangle - \langle\langle \hat{u}^\alpha(t_i)\hat{u}^\beta(t_f)\rangle\rangle,$$

(11)

and $\hat{O}(t) = U(t)\hat{O}U(t)$ is the time-evolved operator of the Heisenberg picture with $U(t) = e^{-iHt}$ being the usual time-evolution operator. When taking the limit $t_i = t_f$, we have

$$iG_{+}[\hat{u}^\alpha(t_i);\hat{u}^\beta(t_i)] = 2\langle\langle \hat{u}^\alpha\hat{u}^\beta\rangle\rangle,$$

$$iG_{-}[\hat{u}^\alpha(t_i);\hat{u}^\beta(t_i)] = \langle\langle \hat{u}^\alpha, \hat{u}^\beta\rangle\rangle,$$

(12)

(13)

which are just taking the expectation values on all the algebraic relations in the form of Eq. (5).

- **Simplify notations for GFs.** From here on, we shall simplify our notation by writing all two-time correlation functions $G_{\pm}[\hat{u}^\alpha(t_1)\hat{u}^\beta(t_1)\ldots\hat{u}^\gamma(t_f)\hat{u}^\delta(t_f)\ldots]$ as $G_{\pm;i_1;j_1;\ldots;i_m;j_m}[\hat{u},\hat{f}]$, where the additional Latin letter indices indicating spatial or momentum if any. When only two indexes are involved, the spatial indexes and the comma separating the operator indexes shall be ignored. Note that we use the bold-font $\mathbf{u}, \mathbf{f}$ to denote the initial and final time. However, for the rest of this work, we always assume time-translational invariance, hence we also use $G_{\pm;i_1;j_1;\ldots;i_n;j_n}[\hat{u}]$ where $t_i = t_f - t_f$. Correspondingly, the frequency-Fourier transform of the GFs shall written as $G_{\pm;i_1;j_1;\ldots;i_m;j_m}[\omega]$ since equilibrium condition is always assumed.

D. The Schwinger-Dyson-equations-of-motion on CSDCF

When given a COBS $\mathcal{H}$ and a state or a density matrix, specified in the form of $|\langle\mathcal{H} \rangle\rangle$, we can solve for the CSDCF by taking the time-derivative on all the elements of CSDCF and apply the HEOM:

$$i\partial_t G_{\pm}^{\alpha;\beta}[i, f] = \delta_{\pm}^{\alpha;\beta}[i, f] + i\langle\langle \mathcal{T}_\pm \left(\hat{u}^\alpha(t_i), \mathcal{H}, \hat{u}^\beta(t_f)\right)\rangle\rangle$$

$$= \delta_{\pm}^{\alpha;\beta}[i, f] + \sum_{\gamma} h_{\gamma} b^{\gamma^\eta} G_{\pm}^{\gamma;\beta}[i, f],$$

(14)

where

$$\delta_{\pm}^{\alpha;\beta}[i, f] = \delta(t_i - t_f)iG_{\pm}^{\alpha;\beta}[i, f].$$

The time-derivative of the dynamical $G_{\pm}^{\alpha;\beta}[i, f]$s are dependent of the equal-time correlators $G_{\pm}^{\alpha;\beta}[i, i]$. This is in agreement with our assertion that $G_{\pm}^{\alpha;\beta}[i, f]$s are independent in general, but with exceptions. When time-translational-invariance is present, the equations can be cast to the frequency space and be solved as a set of linear equations.

Therefore, we can arrange the CSDCF into a vector form, and rewrite the complete set of SDEOM of the CSDCF in a matrix form:

$$i\partial_t [\mathbf{G}_\pm] = [\Delta]_\pm [\mathbf{u}, \mathbf{f}] + [[\mathbf{L}]] \cdot [\mathbf{G}_\pm],$$

(16)

where we use $[\Delta]_\pm$ as the vector form of $\{\delta_{\pm}^{\alpha;\beta}[i, f]\}$ (with $\alpha$ as the component index) and $[[\mathbf{L}]]$ as the matrix form of $\{\sum_{\eta} h_{\eta} b^{\eta}\gamma}\alpha\gamma$ (with different $\alpha$ and $\gamma$ as the element indexes).

The resulting Eq. (14) are the many-body version of the SDEOM. In Schwinger’s formulation for interacting theories, for the terms on the right-hand-side (RHS) other than the original $G^{\alpha;\beta}$, interactions often introduce additional operators, turning $G^{\alpha;\beta}$ into vertex functions of the form $G^{\alpha;\gamma;\beta}$. Schwinger introduced the source field technique which turns such vertex functions into functional derivatives with respect to the added operators such as

$$G_{\pm}[\hat{u}^\alpha(t_i);\hat{u}^\gamma(t_0);\hat{u}^\delta(t_f)] = \frac{\delta}{\delta V_{\alpha\gamma}(t_0)} G_{\pm}[\hat{u}, \hat{f}],$$

(17)

in which a source term $V_{\alpha\gamma}$, $A = \sum_{\eta} \int dt V_{\eta\gamma}(t)\hat{u}_\eta$, must be added. All sources are set to zero in the end. The vertex functions are more generic as the inserted operators are allowed at an arbitrary time. In this work, we restrict to the two-time cases, which limits $t_0 \to t_f$. Despite the restriction, the completeness of COBS and CSDCF formally ensures the solvability of ADT.

E. Algebraic-Dynamical Theory in the Spectral Representation

For a given $\mathcal{H}$, one immediate COBS can be constructed from its spectral representation. Denoting the eigenvalues and eigenstates of $\mathcal{H}$ as $\{\epsilon_n, \{n, g_n\}\}$ with $n = 1, 2, \ldots, N$, where $g_n$ denotes any possible degeneracy-index. For simplicity, we consider the case where no degeneracy is present, i.e. $\forall n, g_n = 1$, and ignore the $g_n$ index. However, the presence of degeneracy does have very important consequences which will be discussed later.

- **The COBS is given by $\{\hat{O}_{mn}\}$, where $\hat{O}_{mn} = |m\rangle\langle n|$.** Obviously, an arbitrary operator within the Hilbert space of $\mathcal{H}$ can be expressed as superposition of $\hat{O}_{mn}$s.

- **The Hamiltonian:** $\hat{H} = \sum_{n} \epsilon_n \hat{O}_{nn}$.

- **The algebras of the spectral operator basis:**

$$[\hat{O}_{mn}, \hat{O}_{lk}] = \delta_{nl}\hat{O}_{mk} \pm \delta_{mk}\hat{O}_{ln}.$$
The commutation relation with $\hat{H}$, i.e. the HEOM:

$$[\hat{H}, \hat{O}_{mn}] = (\epsilon_m - \epsilon_n)\hat{O}_{mn}. $$

A state $|\Psi\rangle = \sum_n \epsilon_n |n\rangle$ is given by the expectation values of $\hat{O}_{mn}$’s

$$\langle [\hat{O}_{mn}, \hat{O}_{mn}] \rangle = |\epsilon_n|^2 \pm |\epsilon_m|^2,$$

$$\langle [\hat{O}_{m\ell}, \hat{O}_{\ell n}] \rangle = \epsilon_m \epsilon_n \langle [\hat{O}_{mn}, \hat{O}_{mn}] \rangle = \epsilon_m \epsilon_n. $$

The complete set of Schwinger-Dyson-Equations-of-Motion Hierarchy:

$$i\hat{\partial}_t \hat{G}_\pm(\hat{O}_i(t_\tau), \hat{O}_f(t_\tau)) = \delta(t_i - t_f) \langle [\hat{O}_i, \hat{O}_f] \rangle $$

$$+ (\epsilon_m - \epsilon_n) \hat{G}_\pm(\hat{O}_i(t_\tau), \hat{O}_f(t_\tau)), $$

where we take $\hat{O}_i = \hat{O}_{mn}$ and the HEOM have been applied. Both $\hat{O}_i$ and $\hat{O}_f$ should run through the full COBS. The SDEOM is automatically closed in spectral representation thus immediately solved.

Solution in frequency space:

$$G_\pm(\hat{O}_i, \hat{O}_f)[\omega] = \frac{\langle [\hat{O}_i, \hat{O}_f] \rangle}{\omega - (\epsilon_m - \epsilon_n)}. $$

Given all solutions of $G(\hat{O}_i, \hat{O}_f)$ for $\hat{O}_i$ & $\hat{O}_f$ in COBS, any other $G$s can be computed as their superposition.

### III. ALGEBRAIC-DYNAMICAL THEORY FOR SIMPLE LIMITS

For a large class of strongly interacting systems, the model Hamiltonians are defined on a lattice with a finite flavor index (like spin, orbit, etc.). For every lattice point $x_i$ and flavor there is a local Hilbert space $\mathcal{H}_{x_i}$, where $\tau$ tracks all flavors. We can denote the local and single flavor COBS as $\mathcal{H}_{\tau,i} = \{\hat{u}_{\tau,i}\}$.

Just as the many-body Hilbert space $\mathcal{H}$ can be constructed as direct product $\otimes_{\tau,i} \mathcal{H}_{x_i}$, the many-body COBS can also be constructed out of the local COBS $\otimes_{\tau,i} \mathcal{H}_{\tau,i}$. The many-body COBS can be classified by how many different flavor-site they involve, which is essentially their “grades”. For a given grade-$n$ with a fixed set of $n$ flavors and/or sites $\{(\tau,i), (\tau',j), \ldots\}$, the grade-$n$ COBS can be constructed by Cartesian products. For example, $n = 1, 2, 3$ are given below

$$\text{grade } 1: \{\hat{u}_{\tau,i}^\alpha\},$$

$$\text{grade } 2: \{\hat{T}^{\alpha\beta}_{2:2;\tau',ij} = \hat{u}_{\tau,i}^\alpha \hat{u}_{\tau,j}^\beta\},$$

$$\text{grade } 3: \{\hat{T}^{\alpha\beta\gamma}_{3:3;\tau';\tau'',ijk} = \hat{u}_{\tau,i}^\alpha \hat{u}_{\tau,j}^\beta \hat{u}_{\tau,k}^\gamma\}, $$

However, there are some important subtleties in the above definition.

Since grade-1 COBS $\mathcal{H}_{\tau,i}$ contains the identity operator $\hat{I}_{\tau,i}$, the grade-2 COBS also contains the grade-1 operators as $\hat{I}_{\tau,i} \hat{u}_{\tau,i}^\alpha$, which we shall the “single particle (spin) operators” in a many-body systems.

Algebraically, for grade-$n$ with $n > 1$, it is often more convenient to use linear combinations similar as the irreducible tensor operators. For example, for two quantum spins, we prefer to use the total spin operator $\hat{S}_{\tau,i}^\alpha = \hat{S}_{\tau,i}^\downarrow + \hat{S}_{\tau,i}^\uparrow$ and a staggered spin operator $\hat{I}_{\tau,i}^\uparrow \hat{I}_{\tau,i}^\downarrow = \hat{S}_{\tau,i}^\downarrow - \hat{S}_{\tau,i}^\uparrow$ instead of the single spin operators $\hat{S}_{\tau,i}^\alpha$’s when studying the correlation functions at grade-2.

Therefore, instead of the simple Cartesian product construction, we always use a more generic construction which makes linear combinations of the Cartesian product operators. For example, for grade-2 operators, we introduce

$$\{\hat{T}^{\alpha\beta}_{2:2;\tau',ij} = \sum_{\alpha\beta} \hat{T}^{\alpha\beta}_{2:2;\tau',ij}\} $$

instead of Eq. (19). This is similar to the construction of spherical tensor operators in normal quantum mechanics.

The many-body Hamiltonians we are interested in are local or short ranged, including both interactions and hopping. Therefore, we prefer to organize a Hamiltonian by locality and the grades:

$$\hat{H} = \sum_i (\hat{H}_{1,i} + \hat{H}_{2,i}) + \sum_{i \neq j} \hat{H}_{2,ij} + \ldots, $$

where

$$\hat{H}_{1,i} = \sum_{\alpha,\tau} \hat{h}_{\tau,i}^\alpha \hat{u}_{\tau,i}^\alpha,$$

$$\hat{H}_{2,i} = \sum_{\alpha,\beta,\tau,\tau'} \hat{J}^{\alpha\beta}_{\tau',\tau,i} \hat{T}^{\alpha\beta}_{2:2;\tau',ii}, $$

$$\hat{H}_{2,ij} = \sum_{\alpha,\beta,\tau,\tau'} \hat{J}^{\alpha\beta}_{\tau',\tau,ij} \hat{T}^{\alpha\beta}_{2:2;\tau',ij}, $$

We restrain the scope of this work to up to grade-2 operators although higher order interactions could be important in many cases and real systems.

In Eq. (19), these are composite tensor operators on the lattices. One of the most widely used ones are the spin operators $\hat{S}_{\tau,i}^\alpha = \sum_{\sigma,\sigma'} \hat{c}_{\sigma,i}^\dagger \hat{c}_{\sigma',i} \sigma^\alpha$ for electrons in a Mott insulating state. We must note that, the grade of operators depends on the underlying system of concern. For example, in pure quantum spin systems, $\hat{S}_{\tau,i}^\alpha$’s are grade-1, while in electronic systems they become grade-2. We should emphasize that, the other composite tensor operators should be considered less physical if defined properly.

### A. Models of Interest

In this work, we focus three classes of strongly interacting models, namely i) the quantum spin-1/2 models (QSMs), ii)
Hubbard models (HMs) and iii) Kondo type models, including impurity or lattice Kondo models (KMs). For simplicity, we restrict our discussion to single orbital cases (except for KMs), therefore, orbital index \( \tau \) shall be suppressed.

All these three classes of models are composed of the quantum spin-1/2 operators, \( \{ \hat{c}^{\dagger}_{i\sigma}, \hat{c}_{i\sigma} \} \) (QSMs), or the canonical fermionic creation/annihilation operators \( \{ c_{i\sigma}, t_{i\sigma}^\dagger \} \) (HMs), or both (KMs). However, the composition units, i.e. the COBS of a single site and flavor, satisfies a \( SU(2) \) Lie algebra and a Clifford algebra \( Cl(2,0) \) at the same time. Equivalently, the complete algebraic relations would dictate that the underlying operators must be spin-1/2.

For spin-1/2, we have
\[
[\hat{s}^\alpha_i, \hat{s}^\beta_j] = i\epsilon_{\alpha\beta\gamma} \hat{s}^\gamma_j,
\]
where \( \hat{s}^\alpha \) are the Majorana fermion operators for canonical fermions. Therefore, for all three types of models, there is a unified "local" limit involving two parties. In terms of the single-particle COBS, we have the following.

- For single-flavor QSMs, we consider the interactions & fields on a single bond, i.e. a pair of sites \((a,b)\);
\[
H_{QSM,ij} = \sum_{\alpha,\ell} h^\alpha_{ij} \hat{s}^\alpha_i + \sum_{\alpha\beta} J^{\alpha\beta}_{ij} \hat{s}^\alpha_i \hat{s}^\beta_j.
\]

- For single-band HMs, that is just the electron on a single site with the opposite spins, also known as the Hubbard atoms
\[
H_{HM,i} = \sum_{\alpha} \mu^\alpha_i \hat{s}^\alpha_i + \frac{U}{2} \hat{s}^z_i \hat{s}^z_i.
\]

Here \( \mu^z \) is the chemical potential, while \( \mu^z(i) \) can be interpreted as a mean-field term stems from hopping/pairing.

- For KMs, that is a minimal model with one electron interacting with a single local moment:
\[
H_{KM,0} = \sum_{\sigma} \mu_{\sigma} \hat{n}^\sigma_0 + \sum_{\alpha} h^\alpha \hat{s}^\alpha_0 + \sum_{\alpha} J_K \hat{S}^\alpha \hat{S}^\alpha_c,
\]

where \( \hat{S}^\alpha_c = \sum_{\sigma} c_{\sigma}^\dagger \sigma c_{\sigma}^\alpha \). For KMs, the overall Hilbert space is larger, however, the interaction between the fermions is excluded, the nontrivial dynamics is between the electron spin and the local moment. Thus the discussion is equally applicable.

- The Anderson impurity models and periodic Anderson models are multi-orbital generalizations of the Hubbard models, thus are also within the scope of this paper.

- Descendants of the above models in the strong coupling limit, such \( t-J \) models, where only a subset of operators are kept. The Kondo models can be considered as descendants of the Anderson impurity model or the periodic Anderson models.

Therefore, we focus our discussion on a series of generic QSM Hamiltonians with such local algebraic equivalent relations. For example, the Hubbard-\( U \) interaction \( \sum \frac{U}{2} \hat{s}^z_i \hat{s}^z_i \) can be considered equivalent to an Ising interaction term \( \hat{J} J^z \hat{S}^z_i \hat{S}^z_j \), \( \hat{V} \hat{S}^\alpha_i \hat{S}^\alpha_j \) can be considered equivalent to \( \hat{c}_i \hat{c}_j + \hat{c}_i^\dagger \hat{c}_j^\dagger \) and etc.

Such local algebraic-equivalence is because these systems all have a 2-dim Hilbert space for a single flavor. When lattice index is included, the algebraic equivalence is no longer valid. However, it is still possible to construct operator-transformations which essentially transmutes the spatial statistics while preserving the local algebraic structure [70]. In one-dimension, such transmutation of statistics leads to methods like Jordan-Wigner transformation (JWT), bosonization, etc.. In higher dimensions, similar constructions generally have much less power.

Next, we discuss the ADT solution of the local limits within this work as a proof of principle. Detail studies involving the spatial terms will be presented separately in the future.

B. Solutions of the Two-flavor Problem

In this part, we briefly describe the exact solutions of the local limits discussed in Sec. III A to shed light on our final goal: solving the lattice problems. We use the QSMs for the discussion and refers to algebraic-equivalence in Sec. III A for other models of interests.

Consider an QSM Hamiltonian
\[
H_{ab} = H_{0,ab} + H_{1,ab},
\]
where \( H_{0,ab} = J^z \hat{s}^z_a \hat{s}^z_b + h^z(\hat{s}^z_a + \hat{s}^z_b) \), \( H_{1,ab} = h^z(\hat{s}^z_a + \hat{s}^z_b) \). The Ising interaction term \( J^z \hat{s}^z_a \hat{s}^z_b \) is considered as the "free theory", and since the \( h^z \) term commutes with the Ising term. A transverse field term \( H_3 \) is taken as a perturbation. If we consider \( J^z < 0 \), this toy model can be extended to a lattice as the transverse field Ising model when \( h^z = 0 \). When \( J^z > 0 \) this model can be viewed as the atomic limit of the HM, as previously discussed while the \( H_1 \) can be interpreted as a Weiss mean field term stemming from the hopping. For the rest of this section, we only consider \( J^z > 0 \) without losing generality.
Even for such simple limits, the many-body dynamical correlations are recently found to show singularity in the context of a Hubbard atom [38] or a Kondo impurity [71]. As we shall show later, consistent results are found at zero temperature. The ground state $|Ψ_0⟩$ can be characterized as the following.

- When $h^x$ is kept 0,
  
  - $|J^z| < |h^z|$, $|Ψ_0⟩ = |↑↑⟩$ or $|↓↓⟩$, fully polarized and unentangled, depending on the sign of $h^z$;
  
  - $|J^z| > |h^z|$, $|Ψ_0⟩ = c_1 |↑↓⟩ + c_2 |↓↑⟩$, a ground state can be an arbitrary vector inside the 2-dimensional degenerate subspace;

- Level-crossings happens across the “quantum critical points” where $|J^z| = |h^z|$.

- When $h^x \neq 0$, the above three regimes still exist approximately, but smooth crossovers happen in between; the transverse field $h^x$ can always induce a transverse magnetization as long as it is nonzero. It is those crossover regimes that are of particular interest to us.

- We are mostly interested in distinction between the product states and the entangled states. We shall focus on $J^z > |h^z|$, where without $h^x$, the ground state(s) form a 2-dimensional subspace and turning on $h^x \to 0^+$ immediately removes the degeneracy making the triplet Bell state ($|↑↓⟩ + |↓↑⟩$) $\sqrt{2}$ the ground state.

- We shall focus on $h^x = 0$, making a distinction between the product state and the Bell state. Then we use the $h^x = 0$ results as the “free theories” to perturbatively deduce the ground state for $h^x \to 0^+$.

1. The grade-2 description of “free theories”.

To provide a ADT solutions, we first specify a grade-2 COBS for the problem. Since there are only two site involved, grade-2 is also the largest possible grade for the problem. Consider two spin-1/2’s $s_a$ & $s_b$. We use the following grade-2 COBS construction:

$$\hat{S}^α_{ab} = \hat{s}^α_a + \hat{s}^α_b$$

$$\hat{B}_{A,ab}^7 = 2\sum_{\alpha,\beta} \varepsilon_{\alpha\beta\gamma} \hat{s}^α_a \hat{s}^{\beta\gamma}_b$$

$$\hat{B}_{S,ab}^7 = 2\sum_{\alpha,\beta} \varepsilon_{\alpha\beta\gamma} \hat{s}^α_a \hat{s}^{\beta\gamma}_b$$

$$D_{ab}^α = 2s^α_a s^α_b$$

(32)

Although a direct product construction is equally valid and more convenient to implement in programming, this construction provides more physical insight which we shall discuss later. This particular construction follows from the geometric algebra [72]. But for the discussion of dynamical correlation functions, we stick to the Cartesian COBS. Since

$$B_{S(A)ab}^7 = \pm B_{S(A)α}^7$$

we drop the $ab$ index and denote

$$B_{S(A)}^7 = B_{S(A)ab}^7$$. So the grade-2 COBS is written as

$$\mathcal{H}_{g2} = \{\hat{1}, \hat{S}^α, \hat{B}^7_A, \hat{B}^7_S, \hat{D}^0\}$$

(33)

Any state should be described by $⟨\mathcal{H}_{g2}⟩$, which has 16 real numbers, exceeding the 8 real parameters allowed by considering the 4-dimensional $\mathcal{H}_{ab}$. This reflects the algebraic constraints on the operators’ expectation values. If the state is an eigenstate, additional constraints arises through the HEOM. For simplicity, we only discuss two extreme cases: i) the product states and ii) the Bell states $|↑↓⟩$ or $|↓↑⟩$. The grade-2 description of “free theories” to perturbatively deduce the ground state for $h^x \to 0^+$ or $h^x = 0$ results as the “free theories” to perturbatively deduce the ground state for $h^x \to 0^+$. For a AFM product state $|↑↓⟩$ or $|↓↑⟩$, only a single particle operator acquire non-zero expectation value $ ⟨\hat{q}^ α⟩ = ±1$. For the entangled state $|↑↓⟩$ or $|↓↑⟩$, the only nonzero ones are $ ⟨\langle \hat{D}^x⟩⟩ = ±1/2$, $ ⟨\langle \hat{D}^y⟩⟩ = ±1/2$. So $ ⟨\langle \hat{D}^z⟩⟩ = ±1/2$. Now following our ADT prescription, we can solve for all the functions. However, even for such simple limit, the overall number of correlation functions is over 200, but with a large redundancy. While the full and exact solutions to this problem will be presented separately [73], here we want to begin with the single particle GFs. In a conventional sense, the single particle GFs are $G^{↑↓}_{i,f} [i,f]$ and $G^{↑↓}_{i+f,i} [i,f]$ for spins. For example, taking the time-derivative on and applying the HEOM leads to

$$i\partial_t G^{↑↓}_{i,f} [i,f] = \delta(t_i - t_f)\delta_{i,f} (\frac{2\hat{s}^z_i}{J^x})$$

$$- J^x G^{↑↓}_{i+J^z,i-f} [i,f] + h^x G^{↑↓}_{i,f} [i,f]$$. (36)

For strong interactions, the key is to understand the behavior of $iG^{↑↑z-}_{i+J^z,i} [i,f] = ⟨⟨\hat{T}^z_i (\hat{s}^{↑z}_i (t_i), \hat{s}^{↑z}_i (t_f))⟩⟩$. For example, our exact solutions for $G^{↑↑z-}_{i-a} [ω]$ and $G^{↑↑z-}_{i+a} [ω]$ with a $|Ψ_0⟩ = \sin θ |↑⟩ + \cos θ |↓⟩$ read

$$G^{↑↑z-}_{i-a} [ω] = \frac{J^x \langle \hat{s}^z_a \rangle}{(ω + J^x/2)(ω - J^x/2)}$$

$$G^{↑↑z-}_{i+a} [ω] = \frac{\omega \langle \hat{s}^z_a \rangle}{(ω + J^x/2)(ω - J^x/2)}$$. (37)
2. Transverse field as perturbation

On top of the above “free theory”, the ADT approach allows for perturbative calculations by utilizing the complete set of algebraic relations. For this two-site problem, an important perturbation would be turning on the transverse field. Starting from the solutions for $h^x = 0$, we make use of the following relations

$$
\langle \hat{s}^z_a \rangle = -i \langle [\hat{s}^x_a, \hat{s}^y_a] \rangle = G^{xy}_{-\alpha\alpha}[i, i]. \tag{39}
$$

Without $h^x$, $G^{(0)xy}_{-\alpha\alpha} = 0$. When $h^x$ is turned on, a new contribution $\propto h^x$ to HEOM $i\partial_t \hat{s}^z_i = i h^x \hat{s}^y_i$. Thus a naive way to do the perturbation is to follow the corresponding new contribution to SDEOM as $\omega G^{xy}_{-\alpha\alpha}[\omega] = i h^x G^{4y}_{-\alpha\alpha}[\omega] \simeq i h^x G^{(0)4y}_{-\alpha\alpha}[\omega]$, where in the second equation a perturbative iteration to the first order in $h^x$ is used. We find

$$
\langle \hat{s}^z_a \rangle = \frac{4 h^x}{(J^z)^2 - 4(h^z)^2} \frac{\langle \hat{s}^z_a \rangle_0}{i h^x},
$$

which agrees with diagonalization study well at sizable $h^z$ and $\langle \hat{s}^z \rangle$ at the leading order of $h^x$. However, this perturbative calculation fails as $h^z \to 0$ and $\langle \hat{s}^z \rangle \to 0$. In contrast, the exact result is $\langle \hat{s}^z \rangle \simeq -h^x/J^z$ even when $h^z = 0$ & $\langle \hat{s}^z \rangle = 0$. In fact, the susceptibility $\chi_{h^z} = \partial_{h^z} \langle \hat{s}^z \rangle$ is 2 times of that when only $h^z$ is applied. The presence of strong fluctuations in $\chi_{h^z}$ enhances the susceptibility.

In fact, after a careful scrutiny of the full set of SDEOM, we find it impossible to obtain a proper perturbation starting from the solutions for the unperturbed system. The underlying reason is that the single particle operators form a subgroup and cannot generate elements beyond its subgroup.

To achieve a proper perturbation theory, we need to start with a many-body analogue of Eq. (39)

$$
[\hat{s}^x_a, \hat{s}^y_b] = i \hat{s}^z_i \langle \hat{s}^z_i \rangle \to \langle \hat{s}^z_i \rangle = -4i \langle [\hat{s}^x_a, \hat{s}^y_b] \rangle \tag{40},
$$

where $\langle \hat{s}^z \rangle^2 = 1/4$ is applied. Now we can utilize the following SDEOM (higher order terms in $h^z$ are ignored)

$$
i \partial_t G^{xz}^{yz}_{-\alpha\beta; -\alpha\beta; ab} \mathbf{f} \simeq -i h^x G^{xy}_{-\alpha\alpha}[\mathbf{f}]. \tag{41}
$$

to immediately give a proper perturbation calculation for $\langle \hat{s}^z \rangle_a$

$$
\langle \hat{s}^z_a \rangle = -4 h^x \int \frac{d\omega}{\pi} i G^{xy}_{-\alpha\alpha}[\omega] \frac{\omega}{J^z} \tag{42},
$$

For the singlet, $\langle \hat{s}^z \rangle_a = 1/4$. The exact numerical value $-2h^x/J^z$. The extra factor of 2 is due to a correction to the vertex function on RHS of Eq. (41).

3. Analysis from ADT perspective

To understand the calculation better, we analyze the results of the previous section with ADT formalism.

For the unperturbed, two-fold-degenerate ground state, we can parameterize it as $|\Psi_0\rangle = \sin \theta | \uparrow \downarrow \rangle + \cos \theta | \downarrow \uparrow \rangle$. Such a state can be represented by expectation values of COBS as shown in Table I.

|                  | $\langle \hat{s}^z_{a0} \rangle_0$ | $\pm \cos(2\theta)/2$ |
|------------------|-------------------------------|---------------------|
| $\langle \hat{s}^z_{a0} \rangle_0$ | $\langle \hat{s}^z_{b0} \rangle_0$ | $\sin(2\theta)/4$  |
| $\langle \hat{s}^z_{a0} \rangle_0$ | $\langle \hat{s}^z_{b0} \rangle_0$ | $-\sin(2\theta)/4$  |

**TABLE I.** COBS representation of the ground state. Zero elements are ignored.

In the frequency space, we can write Eq. (16) as

$$
\langle \omega - |\mathbf{L}| \cdot |\mathbf{G}| \rangle = |\mathbf{A}|_\pm, \tag{43}
$$

which is a system of linear equations of $G$s in a matrix form. To solve it, one has to pivot the equations first. Apparently, the important pivot elements here are $|\mathbf{A}|_\pm$. For the triplet state $\theta = \pi/4$, we identify the relevant $G$s through algebras associated with the only nonzero elements $\langle \hat{s}^x S^y a b \rangle_0$

$$
\hat{s}^x_a, \hat{s}^y_a \hat{s}^y_b = 2i \hat{s}^x_a \hat{s}^y_b, \quad \hat{s}^x_a \hat{s}^y_b \hat{s}^y_b = -2i \hat{s}^x_a \hat{s}^y_b \ldots , \tag{44}
$$

and the corresponding $G$s and their SDEOM (by taking the time-dependent averages on the algebraic equations). They are the **pivotal equations** of Eq. (43). When we solve a linear system, we begin with solving the pivotal equations first. In other words, solutions of non-pivotal $G$s, i.e. with zero $|\mathbf{A}|_\pm$, originate from these pivotal $G$s. We shall call such pivotal $G$s the **parental channels**. Similarly, perturbations should also begin with the pivotal equations.

Therefore, we can understand the difference between Eq. (39) and (42) as the following. With the triplet state, $\delta(\hat{s}^z_a) \leftrightarrow h^x G^{xy}_{-\alpha\alpha; -\alpha\alpha; ab} \hat{s}^z_a \hat{s}^y_b$. Therefore, Eq. (39) can be understood as a contribution of $\delta(\hat{s}^z_a) \propto \delta(\hat{s}^z_a \hat{s}^y_b)$ within the triplet state. Similarly, we can trace the calculation of Eq. (42) as $\delta(\hat{s}^z_a) \leftrightarrow \delta G^{xy}_{-\alpha\alpha; -\alpha\alpha; ab} \hat{s}^z_a \hat{s}^y_b \hat{s}^y_b \propto \delta(\hat{s}^y_a \hat{s}^y_b)$, i.e.

$$
\delta(\hat{s}^z_a) \propto \delta(\hat{s}^y_a \hat{s}^y_b), \tag{45}
$$

Now we immediately understand that the difference between the two contributions is due to energetics, as it should be. Variation of $\langle \hat{s}^x S^y a b \rangle$ has an energy cost $\delta E \propto J^z \delta(\hat{s}^x a b)$, whereas for $\delta(\hat{s}^y a b)$ there is none at the leading order.

On the other hand, since the algebraic relations are exact, the correct solutions through both Eq. (39) and (42) must agree, but that can only be achieved by examining their vertex functions in their SDEOM. By the end of the calculation, we should have a converged expression which accounts for variations in all components of the state. For the above example, the exact induced $\langle \hat{s}^z \rangle$ to the leading order in $h^x$ should receive contributions from all preexisting components of the unperturbed state as

$$
\delta(\hat{s}^z_a) = h_x \left( d_x \langle \hat{s}^z_a \rangle_0 + d_{yy; ab} \langle \hat{s}^y_a \hat{s}^y_b \rangle_0 + \ldots \right), \tag{45}
$$
where $d_{\alpha...s}$ are coefficients to be computed dynamically from the unperturbed state. In general, for a COBS $\{\hat{u}^{\alpha}\}$, we can write

$$\delta\langle\hat{u}^{\alpha}u\rangle = \sum_{\alpha} d_{\alpha} \langle\hat{u}^{\alpha}u\rangle_0,$$  \hspace{1cm} (46)

where $d_{\alpha}$ should be computed from coefficients of $\delta \hat{H}$ and the unperturbed $G^{(0)}$s. Eq. (46) can be viewed as the quantum version of variational equations of Hamiltonian systems[74] at the wavefunction level. However, derivation of generic expressions of $d_{\alpha}$ for an arbitrary $\delta \hat{H}$ shall be discussed elsewhere.

IV. ALGEBRAIC-DYNAMICAL THEORY FOR LATTICE MODELS

For lattice problems, the sizes of COBS $= \{\hat{u}_{ij}^{\alpha\beta}, \hat{u}_{ij}^{\alpha\beta\gamma}, \ldots\}$ and the corresponding CSDCF grow exponentially with the system size. Therefore, our general goal is not to obtain an exact solution, but rather i) to obtain a quantum statistical description of the ground state with a reasonably small but sufficient COBS and its expectation values, ii) the solutions to the corresponding CSDCF and iii) reliable/robust perturbation theories for finding the ground state as well as the dynamical correlation functions.

In most problems, the local Hamiltonians are composed of short-range two body operators, i.e. grade-2 operators, in some cases grade-3 (such as a chirality term $\chi_{ijk} \propto s_i \times s_j \times s_k$ in quantum spin models) or grade-4 (such as a ring-exchange term). Minimization of the energy, i.e. the expectation value of the Hamiltonian, requires minimization (or maximization, depending on the sign of the coupling, but we shall still to minimization regardless) of the grade-2 expectation values.

These local terms do not always commute. When they do not commute, they cannot be simultaneously minimized. The expectation values of their commutators (the cumulants, irreducible part) put bounds on the minimum. Those commutators would involve operators over longer distance, of higher grade, or both. Such constraints make the expectation values of these new operators relevant for description of the ground state. While how to minimize $\langle H \rangle$ hence determine the ground state along this line is an important question, we leave discussion of details to future works.

A. Cumulant-Description of States

In this work, we focus on the general dynamical aspects of such static correlations and assume that a sufficiently large set of lattice COBS and the expectation value set can specify a lattice ground state to any desired accuracy in principle:

$$|GS\rangle \equiv \{|\hat{u}_{\alpha}^{\alpha}, \langle\hat{T}_{2}^{\alpha\beta}>, \langle\hat{T}_{3}^{\alpha\beta\gamma}\rangle, \ldots\}. \hspace{1cm} (47)$$

However, direct usage of the plain $\langle\hat{O}\rangle$s are inconvenient and mixes many-body correlations and single particle correlation. As found in Sec. III, statistically independent coefficients would be more physical and intuitive. For an operator $\hat{T}_{n;1}^{\alpha_1\alpha_2...\alpha_n}$ of grade-$n$ with $n > 1$, we make use of the cumulant theory introduced by Kubo [75] in 1962 and consider its cumulant average $\langle\hat{T}_{n;1}^{\alpha_1\alpha_2...\alpha_n}\rangle_c$ instead of the plain expectation values. For simplicity, we restrict our discussion up to $n = 3$. For example, for bosons we have

$$\langle\hat{u}_{ij}^{\alpha}\rangle_c = \langle\hat{u}_{ij}^{\alpha}\rangle - \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c, \hspace{1cm} \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c = \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle - \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c - \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c$$

\times \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c - \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c$$

\times \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c - \langle\hat{u}_{ij}^{\alpha_{ij}}\rangle_c.$$  \hspace{1cm} (48)

A general expression for the cumulant of an arbitrary grade-$n$ operator is obtained by Meeror [76]

$$\langle\hat{T}_{n;1}^{\alpha_1...\alpha_n}\rangle_c = \sum_{l=1}^{n} (-1)^{l-1}(l-1)! \sum_{\text{all possible } l \text{ partitions}} \langle\hat{T}_{n;l;1}^{\alpha_1...\alpha_n}\rangle_c,$$  \hspace{1cm} (49)

Here $\{j_1, \ldots, j_l\} \cup \{j_2, \ldots, j_{l-1}\} \cup \cdots \cup \{j_l, \ldots, j_{n-1}\}$ is a $l$-partition of the sites-set $\{i_1, i_2, \ldots, i_n\}$, so are the superscript indices. $\langle GS\rangle$ now can be given by a set of statistically independent cumulant averages

$$|GS\rangle \equiv \{|\hat{u}_{\alpha}^{\alpha}, \langle\hat{T}_{2}^{\alpha\beta}\rangle_c, \langle\hat{T}_{3}^{\alpha\beta\gamma}\rangle_c, \ldots\}. \hspace{1cm} (47)$$

instead of Eq. (43).

Cumulant averages of elements from a COBS are generally statistically independent unless constrained by constant operator identities. For example, the usual $SU(2)$-spin-1/2 COBS $\{\hat{s}^{\alpha}\}$ satisfies $\langle\hat{s}^{\alpha}\rangle^2 = 1/4$ and $\langle\hat{s}^{\alpha}\rangle^2 + \langle\hat{s}^{\beta}\rangle^2 + \langle\hat{s}^{\gamma}\rangle^2 = 3/4$. However, such information is included or implied already in the closed algebraic relations Eq. (3). For many-body operators of higher grades, such constraints are uncommon due to the exponentially growing degrees of freedom.

1. Cumulant correlations as statistical independent degrees of freedom

Normally, many-body or composite operators, i.e. operators of grade-$n$ with $n > 1$, only become important with the single particle correlations are gapped out with a substantial gap and a degenerate subspace protected by the gap. A canonical example of such cases is the quantum spins in a Mott insulator. In the Mott phase, all single electron excitations are gapped out by a large gap $U$, i.e. such excitations decay exponentially with a lifetime $\tau \propto 1/U$. Consequently, the electronic spins excitations, which are described by the grade-2 operators $\hat{S}^{\alpha} = \sum_{ab} \hat{c}^{\dagger}_{a\alpha} \hat{\sigma}^{\alpha}_{a\beta} \hat{c}_{b\beta}$, can be approximately treated as independent degrees of freedom on time scales much larger than $1/U$ or equivalently speaking at small energy scales $\omega \ll U$. These excitations can be viewed as
exciting an electron and a hole simultaneously. Should there
were no gap, such grade-2 excitations are generally expected
to quickly decay into the long-lived single-particle excitations.

However, in more complicated strongly interacting systems
such as a doped Mott insulator, the situation becomes ob-
scure. Often, we find a plethora of many-body correlations
coexist simultaneously which are not necessarily fully gapped out or even gapless. The analysis of this manuscript shows
that, when the ground state possesses such entangled correla-
tions and the SDEOM also have the corresponding dynamical
channels, these many-body correlations should be viewed as
independent, both static and dynamical degrees of freedom in
general, which are intricately coupled according to their al-
gebraic relations. Such intricate coupling was studied at sim-
plified high-symmetry point with an arguably emergent effec-
tive Hamiltonian, such as the \(SO(5)\) theory \cite{77} or its \(SU(4)\)
extension\cite{78}. Within ADT, it is now possible to bridge be-
tween microscopic models with such effective theories.

2. Cumulants and entanglement

In general, due to the completeness of COBS, common en-
tanglement measures such as the von Neumann entropy can
be expressed in terms of expectation values of COBS in prin-
ciple. Two well-known examples are free fermions and free
bosons. Since Wick’s theorem is exact, all higher order cor-
relation functions can be factorized, i.e. cumulants for \(n > 2\)
are zero. The reduced density matrices (RDM) of a subsys-
tem \(A\) can expressed in terms of \(\langle a_i^\dagger a_j \rangle\) for \(i, j \in A\), hence
the entanglement entropy, etc. can also be expressed in terms
of those correlation functions as proved in Ref. \cite{79} and its
following works.

However, for interacting systems, even weakly interacting
systems where the Wick’s theorem is presumably still valid,
very few analytic results are known\cite{80, 81}. But as pointed
out in Sec. II B, \(\langle COBS \rangle\), can specify an arbitrary density
matrix, hence also any RDM, even for strongly interacting
systems in principle. Therefore, the ADT approach provides
a new way to study the entanglement structures of quantum sys-
tems in terms of both static correlations and dynamical prop-
erties combined closely.

B. Irreducible Dynamical Correlation Functions and their
SDEOM

In accordance to the description of \(\langle GS \rangle\), we introduce the
cumulant operators \(\hat{O}^C = \hat{O} (\text{we use a } \sim \text{ to denote the super-
script } C \text{ for convenience})\) which satisfying \(\langle \hat{O} \rangle = \langle \hat{O} \rangle_c\). For
grade-1 operators, apparently \(\hat{u}_i^C = \hat{u}_i^C\) For grade-2, we de-
define
\[
\hat{T}^{\alpha\beta}_{ij} = (\langle \hat{u}_i^\alpha \rangle - \langle \hat{u}_i^C \rangle)(\langle \hat{u}_j^\beta \rangle - \langle \hat{u}_j^C \rangle),
\]
which apparently satisfies \(\langle \hat{T}^{\alpha\beta}_{ij} \rangle = \langle \hat{u}_i^\alpha \hat{u}_j^\beta \rangle - \langle \hat{u}_i^C \rangle \langle \hat{u}_j^C \rangle =
\langle \hat{T}^{\alpha\beta}_{ij} \rangle_c\).

Obviously, the cumulant operators also forms a COBS,
which we shall call a complete cumulant operator basis
(CCOBS). Note that COBS is independent of the underlying
state, but CCOBS is state-specific.

Now we consider the DCFs of cumulant operators instead,
which we shall call irreducible dynamical correlation func-
tions (iDCFs), denoted as \(\tilde{G}\), and hence the complete set of iD-
CFs(CSDCF). Correspondingly, the SDEOM of the CSiDCF
can cast into a similar matrix form as Eq. \(16\)
\[
i\partial_t [\tilde{G}_\pm] - [\tilde{L}] \cdot [\tilde{G}_\pm] = [\tilde{\Delta}]_\pm [i, f].
\]
In this form, we can formally apply the time-domain Fourier
transform to solve for \(\tilde{G}_{\pm}\) as
\[
[\tilde{G}_{\pm}] = \left(\omega - [\tilde{L}] \right)^{-1} \cdot [\tilde{\Delta}]_\pm.
\]
Eq. \(47\) has the following implications: i) \([\tilde{L}]\) encodes the
excitation energy levels; ii) \([\tilde{\Delta}]_\pm\) gives the matrix element for
each excitation process per the underlying wavefunction or
density matrix; iii) Eq. \(19\) is the diagonal form of Eq. \(48\).

C. Noncanonicality

ADT is a noncanonical theory in nature. In conventional
weak coupling theories, only \(G_+\) is considered for bosons and
only \(G_-\) for fermions. This is due to their canonical
nature, which includes two aspects: i) the operators of con-
cern obey canonical commutation or anti-commutation rela-
tions, i.e. \([\hat{o}_i, \hat{o}_j^\dagger]_\pm \propto \delta_{ij}\), and ii) Wick’s theorem is valid.
In strongly interacting systems, either the operators involved
only obey noncanonical commutation or anti-commutation rela-
tions and automatically invalidates the Wick’s theorem, such
as the Hubbard operators in \(t-J\) models or the quantum
spin operators, or the strong correlation itself invalidates the
Wick’s theorem. In both situations, such noncanonicality be-
comes one of the essential difficulties for any theory.

In ADT, both \(G_{\pm}\)s are normally necessary for any types of
operators for the following reasons.

1. For completeness, so that the expectation values of any
operators, i.e. all components of the state, can be com-
puted from \(G_{\pm}\).

2. When deriving effective couplings between emergent
degrees of freedom, bosonic type GF (\(G_+\)) will be
needed for fermions and vice versa. For example, in
Hubbard model, the superexchange interactions be-
tween spins are mediated through the bosonic \(G_+\) of
the single fermions. This is conventionally done in La-
grangean approaches through the “integrating out” pro-
cedure. We expect similar procedures in Hamiltonian
approaches as well.

The \(\delta[i, f]_\pm\) in SDEOM of noncanonical \(G_s\)s are
generally non-local. For example, for bosonic quantum spins, we
have $i\partial_t G^{\alpha\beta}_{\nu,j} \propto \delta(t_i - t_f)\langle 2\hat{s}_i\hat{s}_f \rangle_c$ while for the canonical GF $G^{\alpha\beta}_{\nu,j} = \delta(t_i - t_f)\langle \epsilon_{\alpha\beta} \hat{S}_i^\dagger \hat{S}_j \rangle_c$. The SDEOM only generate a local term $i\partial_t G^{\alpha\beta}_{\nu,j} \propto \delta(t_i - t_f)\delta_{i,j} \langle \epsilon_{\alpha\beta} \hat{S}_i^\dagger \hat{S}_i \rangle_c$.

To solve the inhomogeneous SDEOM for the noncanonical GFs, one method is to make use of the traditional “Green’s function method” by introducing a corresponding $G^{\alpha\beta}_{\nu,j} \propto \delta(t_i - t_f)\delta_{i,j} \langle \epsilon_{\alpha\beta} \hat{S}_i^\dagger \hat{S}_i \rangle_c$. The original GF can be expressed as its superposition:

$$G^{\alpha\beta}_{\nu,j} = \sum_j \langle 2\hat{s}_i^\dagger \hat{s}_j \rangle_c G^{\alpha\beta}_{\nu,j} \propto \delta(t_i - t_f)\delta_{i,j} \langle \epsilon_{\alpha\beta} \hat{S}_i^\dagger \hat{S}_i \rangle_c$$

$$\Rightarrow G^{\alpha\beta}_{\nu,k} = C^{\alpha\beta}(k)G^{\alpha\beta}_{\nu,k},$$

where $C^{\alpha\beta}(k)$ is the Fourier transform of $\langle 2\hat{s}_i^\dagger \hat{s}_j \rangle_c$. In Eq. (50), we show the expression in $k$-space, which is more convenient. This understanding shows that ADT can potentially unite and reconcile existing methods and their results such as slave particle, parton, etc., and also that this is not the only way to proceed and can depend on details of the system.

D. Hierarchy of Correlations, Dynamics and Perturbation

Anderson raised the concept of emergence in 1972. The idea was further characterized as a hierarchical structure in correlations from a quantum measurement point of view. In ADT, the emergence and the hierarchical structure is reflected in the fact that the cumulant correlations are statistically independent, possibly up to certain constraints. The higher-grade cumulant average $\langle 2\hat{s}_i^\dagger \hat{s}_j \rangle_c$ cannot be deduced from the lower grade correlations. The hierarchical structures of quantum states, or the wavefunctions, have been studied intensively. A canonical example is the quantum spin correlations in a Mott insulator. As the single electron excitations are fully gapped out, the spin correlations are generally considered independent from the underlying electronic correlation except the strength of superexchange interaction $J$. Recently, it is demonstrated by explicit examples that higher cumulant correlation functions cannot be constructed from lower levels such the single particle correlations.

Such hierarchical structures not only exist in quantum states, as reflected by the static or equal time correlations, they are inherited from the dynamical correlations as well. Eq. (50) states, as reflected by the static or equal time correlations, they cannot be deduced from the lower grade correlations. The hierarchical structures of quantum states, or the wavefunctions, have been studied intensively. A canonical example is the quantum spin correlations in a Mott insulator. As the single electron excitations are fully gapped out, the spin correlations are generally considered independent from the underlying electronic correlation except the strength of superexchange interaction $J$. Recently, it is demonstrated by explicit examples that higher cumulant correlation functions cannot be constructed from lower levels such the single particle correlations.

The RHS of Eq. (52) is composed of two parts: $(\omega - [\hat{L}])^{-1}$ is essentially the inverse of the excitation spectrum and $[\Delta]_+ \propto \sqrt{\omega}$ reflects the underlying wavefunction. The singularities, i.e. the poles, of the correlation functions rely on both.

However, not all correlations are equal. The singularity (poles with weights) must start from the pivotal equations, i.e.

what we call the parent channels. Noting that $(\omega - [\hat{L}])^{-1}$ is solely determined by the Hamiltonian, such hierarchy is essentially inherited from the wavefunction or the density matrix. Other correlation functions acquire their singularity through the vertex functions, since their SDEOM provides no direct singularity.

Given the concept of dynamical hierarchy, which is inherited from the correlation hierarchy, the perturbation theory should follow the same hierarchy: perturbative iteration should also begin with the parent channels. This is typically not transparent to see, as the subordinate channels are not necessarily “small” in the usual perturbation sense. In fact, the canonical single particle GFs always have a conserved total spectral weights, hence never appear to be “small”. The subtlety here is that, as we already discussed in Sec. IIIB 3, the exact results are unique no matter where the calculation begins. But the routes towards the exact results are diverse. The hierarchical structure provides a tractable way to organize the perturbation series in a better way.

E. Complete Computation Cycles

One of the most important advantages is the capability to formulate mathematically complete cycles of computation, which can have more controllability when approximations are needed. Given COBS and CSDCF, the state, which is represented as $\langle COBS \rangle$, can be computed from DCFs, and DCFs can be computed from SDEOM. The completeness guarantees an exact one-to-one mapping between them.

Consequently, such completeness allows versatile ways to study a strongly interacting system. For example, one can start from a solvable limit, i.e. a exactly solvable “free” state, then turn on a perturbation and compute correction to the state and hence the energy. Eventually one can determine the correction to the state by minimizing the energy. One can also start from a trial state, carry out the computation cycles, and require the state and the correlation functions to reach self-consistency.

Most importantly, ADT offers mathematically more rigorous criteria for making controlled approximations which includes i) the entanglement structure and the associated hierarchy and ii) the completeness of components to be kept. The inherited hierarchical structure of the dynamical correlations and their SDEOM ensures correct perturbation sequences. Such hierarchical structure is essentially the entanglement structure. This understanding is in agreement with many other computational methods, such as density matrix renormalization groups, etc. The completeness provides a guideline for making truncation to degrees of freedom: the completeness must be preserved in order to have a self-contained calculation.

V. DISCUSSION

The formulation of the ADT shed new lights on the strongly interacting theories. Below, we discuss the new perspectives
put forward by ADT. The existence of fractionalized excitations is one of the hallmarks of strong correlations. While in rare cases, such as a quasi-holes carrying a fraction of charge $e$ in a Laughlin wave-function, it is possible to construct such fractons explicitly, in most cases, the fractionalization is realized through parton or slave particle type of constructions.

However, such constructions are typically biased by priori choices. For example, for quantum spins, there are Dyson-Maleev boson, Schwinger boson, Holstein-Primakoff boson, Abrikosov pseudo-fermions (also known as Schwinger fermion), etc. For Hubbard models, there are Kotliar-Ruckenstein slave boson, slave rotor, slave spin, Hubbard operators representation, etc. Typically, the Hilbert space is artificially enlarged and the implementation of constraints is difficult. In addition, relations between physical observables and parton or slave particle correlations are also obscured due to the construction.

Most importantly, different representations can favor one state over the another even for the same problem. For example, for QSMs, bosonic partons are more prone to magnetic orders as Bose-Einstein condensation of the bosons while fermionic partons naturally favors paramagnetic states. Even though it is still possible to describe paramagnetic phases in bosonic theories and vice versa for fermionic theories, additional complexity is often necessary. Moreover, the equivalence or inequivalence between states obtained by different representations is difficult to establish, limiting the relevance of such theories to experiments which require representation-independent results. From the ADT perspective, much of the above mentioned difficulties can be reconciled or understood as we discuss below.

- Different constructions typically are different choices of COBS of the local Hilbert space, which are not necessarily complete and orthogonal. By considering the complete set of algebraic relations, ADT approach is able to address the many different aspects of strongly interacting systems on equal footing.

- States and physical observables are uniquely determined. The expression of physical observables in terms of functions of auxiliary functions which are analogous to those introduced in parton or slave particle theories but with a more concrete mathematical foundation and are directly related to physical observables.

VI. CONCLUDING REMARKS

We have formulated a computation framework, the algebraic-dynamical theory, for strongly interacting quantum Hamiltonians on lattices, focusing on systems composed of electrons or quantum spins which include Hubbard models, Heisenberg models, Anderson impurity models, periodic Anderson models, etc.

By utilizing the complete algebraic relations among a complete operator basis set, we established a complete and consistent relations between a state, characterized by the expectation values of the COBS, and the dynamical correlation functions. We demonstrated the advantages of ADT through solutions of a two-flavor problem, which can be mapped as the local or mean field limits of the aforementioned models of interest.

For lattice problems, we pointed out that the cumulants of many body correlations essentially encode the entanglement structures and quantum hierarchies. More importantly, the quantum hierarchies are further inherited by the SDEOM of dynamical correlations. Such inherited dynamical hierarchies are likely responsible for many of the difficulties encountered in strong-coupling perturbation theories. Therefore, within ADT, we can use the quantum entanglement structure as a guide for making more controllable approximations. We also discussed the implications of ADT to existing theories.
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