Optimizing accuracy and efficacy in data-driven materials discovery for the solar production of hydrogen
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The production of hydrogen fuels, via water splitting, is of practical relevance for meeting global energy needs and mitigating the environmental consequences of fossil-fuel-based transportation. Water photoelectrolysis has been proposed as a viable approach for generating hydrogen, provided that stable and inexpensive photocatalysts with conversion efficiencies over 10% can be discovered, synthesized at scale, and successfully deployed (Pinaud et al., Energy Environ. Sci., 2013, 6, 1983). While a number of first-principles studies have focused on the data-driven discovery of photocatalysts, in the absence of systematic experimental validation, the success rate of these predictions may be limited. We address this problem by developing a screening procedure with co-validation between experiment and theory to expedite the synthesis, characterization, and testing of the computationally predicted, most desirable materials. Starting with 70,150 compounds in the Materials Project database, the proposed protocol yielded 71 candidate photocatalysts, 11 of which were synthesized as single-phase materials. Experiments confirmed hydrogen generation and favorable band alignment for 6 of the 11 compounds, with the most promising ones belonging to the families of alkali and alkaline-earth indates and orthoplumbates. This study shows the accuracy of a nonempirical, Hubbard-corrected density-functional theory method to predict band gaps and band offsets at a fraction of the computational cost of hybrid functionals, and outlines an effective strategy to identify photocatalysts for solar hydrogen generation.

Introduction

Hybrid and plug-in electric vehicles have helped curtail the global consumption of petroleum-based fuels for personal transportation. Yet the development of electric power systems satisfying the performance requirements of freight transport and air travel has faced major technical hurdles. The global demand for transportation fuels has thus continued to increase at a rate of 1.2% per year, prompting efforts to advance renewable fuels such as hydrogen. While hydrogen can be converted into electricity without carbon emissions, conventional methods to obtain hydrogen mostly involve steam reforming, a process that releases carbon dioxide. Hence, there is a compelling need for a carbon-neutral supply of hydrogen, not only to develop sustainable transportation but also to minimize greenhouse gas emissions from various industries such as the production of ammonia fertilizers, which requires hydrogen feedstocks.

Photocatalysis offers a potential solution for the solar gener-
atation of hydrogen by electrochemically cleaving water. Feasibility analyses have shown that photoelectrolysis could be economically and technically viable to produce hydrogen industrially, with costs ranging from $1.6 to $3.2 per gallon equivalent, depending on the mode of photogeneration. Despite these prospects, the photoelectrochemical production of hydrogen has been hindered by the lack of stable and inexpensive materials with solar-to-hydrogen conversion efficiencies exceeding the estimated threshold of 10% for cost competitiveness.

Data-driven materials screening could expedite the discovery and development of efficient photocatalysts. As depicted in Fig. 1, high-throughput computational methods have been used to explore extensive databases of crystal structures in search for technological materials. Although Fig. 1 shows encouraging results in using first-principles calculations to identify candidate compounds in areas as diverse as electrochemistry, photovoltaics, optoelectronics, thermoelectrics, and piezoelectrics, only a fraction of these studies predicted materials that were experimentally confirmed—without the notable exception of Ref. which focused on the computational and experimental discovery of vanadate-based oxides for photocatalytic oxygen evolution. This outcome is mainly due to the limited precision of conventional first-principles simulations, which rely on simplified descriptions of electronic interactions, and to existing collaborative barriers between experiment and theory. The goal of this work is to maximize the efficacy and success rate of first-principles methods for the data-driven discovery of water-splitting photocatalysts by providing a systematic experimental assessment of their predictive accuracy.

Results and discussion

Screening and synthesis

The high-throughput screening procedure is depicted in Fig. 2. Starting from the Materials Project database, we carried out an initial parsing of 70,150 compounds by retaining those whose enthalpy of formation $\Delta H_f$ is predicted to be negative with respect to the reference states of their elements. We then identified the materials whose computed band gap $E_g$ was between 0.75 eV and 2 eV. While the solar-to-hydrogen conversion efficiency of photocatalytic cells is maximal for $E_g$ in the range of 1.5 to 2.5 eV, we rescaled this spectral window to account for the tendency of conventional density-functional theory (DFT) approximations to underestimate the band gaps of semiconductors by a typical margin of 20-50% as detailed in Sec. S2, ESI†. Applying these criteria to enthalpies and band gaps from the Materials Project, we narrowed the list down to 12,699 materials.

Next, we inspected the valence band edge $E_{VB}$ and conduction band edge $E_{CB}$ of the candidate semiconductors relative to the redox potentials of the H$_2$O/O$_2$ and H$_2$/H$^+$ couples, respectively. Although valence and conduction band edges can be predicted from first principles, these predictions require supercell slab calculations that are computationally demanding and must be repeated for a representative set of surface facets, terminations, and adsorbates. Additionally, it is unclear how the band edges calculated for specific surfaces would relate to those of a polycrystalline material. In contrast, estimating the electrode potential from the electronegativities of the constituent elements has been shown to be reasonably accurate in predicting band alignments as will be further assessed and discussed in the next section.

In explicit terms, band edges were calculated from the band gap $E_g$ and geometric mean $\langle \chi \rangle$ of the Mulliken electronegativities of the constituent elements (which provides an estimate for the opposite Fermi energy $E_F$ and flatband potential $E_{FB}$ through $E_{FB} = -E_F/e = \langle \chi \rangle/e$, where $e$ is the fundamental charge of an electron). In the absence of Fermi-level pinning (and if the electron and hole effective masses are comparable in magnitude), one can evaluate the band edges as $E_{VB} = (\langle \chi \rangle + E_g/2)/e$ and $E_{CB} = (\langle \chi \rangle - E_g/2)/e$. These calculations identified 1,317 candidates fulfilling the conditions $E_{VB} > 0.575$ V and $E_{CB} < 0.625$ V on the reversible hydrogen electrode (RHE) scale (cf. Fig. S2, ESI† for the derivation of these band-edge criteria). The list was further pruned by examining the toxicity of the individual elements on the LD$_{50}$ (median lethal dose) scale, and by taking into account their crustal abundance and radioactivity. In specific terms, we eliminated elements with an LD$_{50}$ value lower than 250 mg/kg and those that are labeled as radioactive in the Evaluated Nuclear Structure and Decay database of the International Atomic Energy Agency. Rare-earth elements and transition metals with an abundance lower than that of gold (0.0004 ppm by mass) were also removed, yielding 1,051 candidates.

In addition, we identified materials that were amenable to experimental synthesis. To this end, we referenced the 1,051 compounds to the Crystallography Open Database, finding 452 materials that had been previously synthesized. A systematic search of the experimental literature enabled us to establish a list of
Fig. 2 Screening protocol with co-validation between experiment and theory to identify photocatalytic semiconductors for hydrogen generation (left panel). The criteria of selection are listed next to the corresponding tiers of the funnel (right panel). Starting with 70,150 materials, 11 potential photocatalysts are selected by calculating their chemical stability, band gap, and band alignment, and by probing their phase purity. The Hubbard $U$ parameters are determined without empirical fitting using linear-response theory. The enthalpy of formation, the band gap, the valence band edge, and the conduction band edge are denoted as $\Delta H_f$, $\varepsilon_g$, $E_{VB}$, and $E_{CB}$, respectively; LD$_{50}$ stands for the median lethal dose of the constituent elements.

materials potentially accessible through conventional synthesis techniques based on criteria of availability of the chemical precursors, sintering time, and likelihood of phase purity. We also incorporated high-level insights pertaining to reactivity and stability; for example, we eliminated compounds that are likely, based on their expected chemical reactivity, to be sensitive to air or water. This analysis ultimately led to a database of 162 materials whose synthesis steps are outlined in the Synthesizability section, ESI$^\dagger$. In parallel, we evaluated the performance of machine-learning algorithms in suggesting synthesis actions and chemical precursors. This preliminary evaluation indicates that machine learning may ultimately be used for assessing materials synthesizability. As machine-learning models continue to be developed, we will explore the possibility of incorporating these capabilities into data-driven screening protocols.

From this list, we refined the electronic-structure predictions of the band gaps. Although the semilocal DFT approximation is generally apt at predicting the stability and reactivity of covalent materials, it is known to underestimate their band gap $\varepsilon_g$ by a considerable margin. The limitations of conventional functionals for determining band gaps originate from self-interaction errors that cause electrons to delocalize and to thus become unphysically prone to optical excitation. Many-body perturbation theories and hybrid functionals are among the most accurate electronic-structure methods to predict the band gaps of semiconductors. These methods improve over conventional DFT approximations by capturing the spectral or nonlocal dependence of the single-electron potential, which may lead, however, to a significant increase in algorithmic complexity for unit cells with a few hundreds of valence electrons (typically, 50-100 atoms).

A widely used approach to determine band gaps while preserving computational efficiency consists of incorporating localization terms at atomic sites (the Hubbard $U$ method) with the caveat that the magnitude of these terms is in general not known a priori. Thus, the Hubbard $U$ parameters are frequently fitted to experimental band structures and thermodynamic energies. This approach yields $U$ parameters that may not be transferable from one compound (or crystal phase) to another, and it may not guarantee that other properties (such as lattice parameters and magnetization) are in better agreement with experiments. In addition, this fitting strategy is not applicable to materials for which limited experimental data are available, precluding its use within first-principles workflows. To overcome these limitations, we exploit a newly developed computational procedure, which enables us to determine the on-site $U$ parameters from linear-response theory with high efficiency and without relying on empirical fitting, as detailed in the Methods section. In this approach, density-functional perturbation theory (DFPT) is used to determine the on-site Hubbard parameters from the response of the system to a series of wavevector-modulated atomic potential shifts. This method offers several advantages compared to the previous implementation, among which high control on the numerical accuracy of the $U$ parameters and full automation of their calculations, making it suitable for high-throughput screening.

The impact of this correction on $\varepsilon_g$, $E_{VB}$ and $E_{CB}$ can be directly appreciated by comparing our ab initio DFT+$U$ calculations with
the predictions from the Materials Project (DFT+U_{MP}), which rely on constant U parameters, optimally tuned to reproduce experimental enthalpies of formation (Table S2, ESI†). Figure 3 shows strong shifts in the distribution of the candidate materials, corresponding to a typical increase in the band gap of several eVs. It is seen that DFT+U predictions identify numerous potential photocatalysts in the water-splitting region. A complete list of the band gaps and band edges for the 162 candidates is provided in Table S1 (DFT+U) and Table S2 (DFT+U_{MP}), ESI†.

Based on these results, we restricted the list of potential photocatalysts to 71 compounds by imposing the criteria $E_{	ext{VB}} > 1.2$ V vs. RHE and $E_{	ext{CB}} < 0$ V vs. RHE. Powder samples of a subset of these compounds were synthesized via solid-state reactions involving the mixing of precursors and calcining these at high temperatures for a given number of hours, as described in the Methods section. We focused on oxides, as these were able to be synthesized in a reasonable amount of time using standard furnace reactions. Figure 4 shows the normalized experimental X-ray diffraction (XRD) patterns, which closely match the reference patterns in most cases, confirming the synthesis of the expected single phase. We note that sodium ferrite Na$_3$Fe$_5$O$_9$ contained a small amount of a related secondary phase NaFe$_3$O$_5$, as well as a higher background (i.e. a comparatively lower signal to noise ratio) than the others, suggesting that part of the sample was amorphous. Also, CaIn$_2$O$_4$ was not found to be the expected cubic (Fd$ar{3}$m) polymorph but instead to be orthorhombic ($Pnma$). We thus recalculated the band gap and edges of CaIn$_2$O$_4$ in the orthorhombic phase, finding moderate changes of 0.2 eV in the orbital energies, as reported in Table S1, ESI†. We then proceeded to the characterization of these compounds.

**Characterization and testing**

After synthesizing the candidate compounds, we compared their band gaps to computational predictions. As shown in Fig. 5 this comparison highlights two distinct trends. For the materials that do not contain elements with partially filled (e.g. d$^5$) shells (namely, the Fe and Mn oxides considered here), experimental and theoretical band gaps are found to be in close agreement, with a DFT+U root mean squared error of 0.4 eV, which is considerably lower than the DFT error of 1.5 eV. The correspondence is quite remarkable for the alkaline-earth indates where the error does not exceed 0.3 eV. The largest DFT+U deviation is found to be 0.55 eV for Ba$_2$PbO$_4$, whereas the DFT underestimation exceeds –0.9 eV for this material (cf. Table S1, ESI†).

At variance with this predictive accuracy, the band gaps of the Fe and Mn oxides are significantly overestimated by DFT+U calculations. These deviations possibly originate from an incorrect description of magnetic order in these compounds. For example, a literature search reveals that zinc ferrite ZnFe$_2$O$_4$ adopts low-symmetry ferromagnetic order at room temperature, with one of the spin channels exhibiting semi-metallicity which cannot be captured straightforwardly by our collinear DFT+U simulations. These magnetic characteristics complicate the accurate prediction of the band gap and the detailed interpretation of optical experiments—and is possibly at the origins of some observed inconsistencies. Yet the large discrepancy for Ba$_3$MnNb$_2$O$_9$ and Na$_3$Fe$_5$O$_9$ is more difficult to explain in terms of magnetism alone, and is instead likely due to the existence of mid-gap defects arising from the wide range of oxidation states that Mn and Fe can adopt. This interpretation is supported by the Tauc measurements, which show strong signatures of defect levels in the band gap, as it is apparent from the additional absorption peaks (the Kubelka–Munk function is proportional to absorption) within the main slope of the Tauc graphs reported in Fig. S4, ESI†.
Fig. 4 Comparison of the reference and measured X-ray diffraction patterns for the 11 compounds that were screened and synthesized. The peaks labeled with asterisks (*) in the Na$_3$Fe$_5$O$_9$ spectrum are due to a secondary NaFe$_3$O$_5$ phase.

To address this complexity, we have estimated the band gap as the extrapolation of the highest linear portion of the Tauc plot inside the region of prevalent decline in absorbance. This approach allows us to ascribe any absorption peak in this range to other energy states, such as trap or defect levels. This assignment makes intuitive sense as any mid-gap trap or defect state must have an energy difference (relative to the valence band) smaller than that of the energy gap. One of the reasons why these materials could exhibit a high density of trap states is that they contain transition metals with partially filled $d$ orbitals and variable oxidation states, which tend to produce energy levels within the band gap of a semiconductor. In fact, these effects are some of the known mechanisms whereby transition-metal-bearing materials acquire their colorful appearance. Although we are not discarding the creation of defect states caused by, e.g., vacancies and surface dangling bonds, these properties are seldom found in materials that do not contain open-shell transition metals. Accordingly, it is seen that there are far fewer disturbances in the Tauc plots of these compounds, which makes the analysis of the band gaps tractable and reliable within DFT+U at a fraction of the computational cost of, e.g., hybrid functionals and many-body perturbation theories.

A notable exception to these trends is PbTiO$_3$, for which we did not find conclusive agreement between the Tauc measurement (2.69 eV) and available experimental data. This discrepancy is possibly due to the polar nature of PbTiO$_3$, which affects the interpretation of the optical response. We thus compared the DFT+U band gap of PbTiO$_3$ to the polarization-dependent band gaps of 3.27-3.38 eV from Ref. 58. Similarly, the flatband potential (~1.2 V vs. RHE) that we measured for PbTiO$_3$ was unreasonably negative relative to previous experiments. Therefore, we compared the computed band edges to measurements from Ref. 59 in accordance with the expected band gap (~3.3 eV).

Fig. 5 Comparison of the band gaps computed with the DFT+U method to the experimental band gaps for the 11 single-phase compounds. The discrepancies observed for the 4 materials highlighted in grey can be ascribed to mid-gap defect levels and magnetic order due to open-shell $d^5$ transition metals. Compounds that contain $d^5$ cations are shown as white circles, while those that only contain $d^0$ and $d^{10}$ cations are shown as blue circles. Measurements of the band gaps are provided in Fig. S4, ESI†, with the exception of PbTiO$_3$ whose band gap is from Ref. 58.
Having determined the band gaps of the synthesized materials, we measured their band edges through Mott–Schottky plots to determine their flatband potentials. We monitored the reciprocal of the squared differential capacitance as a function of the applied potential and studied the linear region, following the Mott–Schottky equation (as exemplified for the case of an n-type semiconductor): \(1/C^2 = 2/(\varepsilon_r \varepsilon_0 eN)((E - E_{FB}) - (k_B T)/e\), where \(C\) is the capacitance of the electrode, \(\varepsilon_r\) is the dielectric constant of the semiconductor, \(\varepsilon_0\) is the vacuum permittivity, \(N\) is the dopant concentration and \(E - E_{FB}\) is the applied potential relative to the flatband potential of the semiconductor. The Mott–Schottky plot of the majority of the compounds studied showed a single linear region, as shown in Fig. S5, ESI†. The horizontal intercept was used to determine the flatband potential. With the potential \(E_{FB}\) and the band gap \(\varepsilon_g\) previously determined, we positioned the valence and conduction band edges on the redox scale in a manner identical to the computational evaluation: \(E_{CB} = E_{FB} - \varepsilon_g/(2e)\) and \(E_{VB} = E_{FB} + \varepsilon_g/(2e)\).

The computational results compiled in Fig. 6 and Table 1 are in qualitative agreement with experimental trends; for the majority of the compounds, computational predictions are within a few tenths of a volt from the measured redox potentials. In particular, the DFT+U approach captures the anodic shifts in the conduction band edges as one moves down the alkaline-earth period for both the plumbate and indate series. Although these trends are correctly described, computational predictions appear to systematically overestimate the redox potentials, as it is clearly seen in the case of calcium orthoplumbate Ca₅PbO₄, calcium indate CaIn₂O₄, and lead titanate PbTiO₃. In spite of these observations, all of the other calculated band edges are in close correspondence with experimental data, especially for SrIn₂O₄, where the predicted conduction and valence band edges are both within a mV from the measured potentials. Finally, we note that the largest deviation between theory and experiment is observed for CaIn₂O₄.

This discrepancy may be indicative of negatively charged surface states, such as dangling bonds induced by oxygen vacancies, which can cause an increase in the Fermi energy (making it more negative on the redox scale). The possibility of surface states and their impacts on photocatalytic activity are examined below.

In an effort to evaluate photocatalytic activity in connection to surface state formation, we developed a gas chromatography setup to measure hydrogen photogeneration. In analyzing these measurements, it should be borne in mind that the oxygen evolution reaction is much more sluggish than the hydrogen reduction reaction, and often requires a cocatalyst to proceed. Although understanding the influence of cocatalysts on the photoactivity is of practical interest for optimizing solar-to-hydrogen conversion, this objective is beyond the scope of the present assessment whose goal is to examine the accuracy of intrinsic semiconductor properties within data-driven computational protocols. We thus restricted this analysis to the hydrogen reduction half-reaction by introducing sacrificial redox couples to circumvent the slow kinetics of oxygen evolution. The main outcome sought in these gas chromatography tests is to confirm the location of the conduction bands obtained from the Mott–Schottky measurements (i.e. \(E_{CB} < 0\) V vs. RHE) and to assess the extent to which surface states may suppress photocatalytic activity.

Each gas chromatography test was performed by placing 10 mg of the synthesized crystalline powder into 5 mL of solution and exposing the system to illumination from a mercury arc lamp, providing light across the visible spectrum, with a fraction of ultraviolet contribution to also probe the wide-band optical response of some of the proposed materials. Gas concentrations were measured via a valve-controlled gas chromatography setup, as described in Sec. S6, ESI†. We examined two types of conditions: (i) acidic pH, with the addition of 0.1 M of oxalic acid, which tends to favor the generation of H₂ (by increasing the activity of the protons) but may also cause the premature dissolution
of the sample; (ii) neutral pH, corresponding to volume fractions of 15% of methanol and 85% of water. The magnitude of the H₂ peak is then measured over time. The results of these series of experiments are presented in Table 1 with the full gas chromatography tests for NaInO₂ and SrIn₂O₄.

| Space group | Magnetic order | Hydrogen production | DFT+U (eV) | Expt. (eV) |
|-------------|---------------|---------------------|------------|-----------|
| Ca₂PbO₄ | Pbam | N | 2.47 | 0.79 | 1.68 | 2.94 | 0.09 | 1.38 | 1.56 |
| Ba₂PbO₄ | I4/mmm | N | 2.05 | 0.46 | 1.59 | 1.45 | 0.48 | 0.25 | 1.21 |
| NaInO₂ | Pnma | N | 4.22 | 1.76 | 2.46 | 3.85 | 0.48 | 1.45 | 2.41 |
| CaIn₂O₄ | Pnma | N | 4.10 | 1.58 | 2.52 | 3.88 | 0.54 | 2.48 | 1.40 |
| SrIn₂O₄ | Pnma | N | 3.93 | 1.51 | 2.42 | 3.67 | 0.33 | 2.51 | 2.17 |
| BaIn₂O₄ | PbZ1/c | N | 3.09 | 0.96 | 2.13 | 2.80 | 0.45 | 0.96 | 1.84 |
| PbTiO₃ | P4mm | N | 3.45 | 0.46 | 3.00 | 3.76 | 0.5 | 1.2 | 2.2 |
| ZnFe₂O₄ | Fd3m | Y | 3.60 | 0.38 | 3.22 | 2.26 | 0.01 | — | — |
| Na₃Fe₅O₉ | C2/c | Y | 3.57 | 0.93 | 2.64 | 0.77 | 0.73 | — | — |
| Ba₃CaFe₄O₈ | P3lm | Y | 3.52 | 0.87 | 2.65 | 2.04 | 0.44 | — | — |
| Ba₃MnNb₂O₉ | P31m | Y | 3.04 | 0.70 | 2.34 | 0.72 | 0.42 | — | — |

*aRef. 58, bRef. 59

under acidic condition (i) was accompanied by surface corrosion (causing a change in the color of the sample). Upon surveying the literature, we found previous experimental confirmation of the photocatalytic activity of SrIn₂O₄ for water splitting. The outcome of our gas-chromatography tests for NaInO₂ and SrIn₂O₄ are nevertheless opposite to those reported in Ref. 75 indicating that the mode of preparation and the potential occurrence of corrosion defects may be essential to the H₂ photocatalytic activity of this family of materials (in particular, the solid-state synthesis of CaIn₂O₄ may introduce surface defects, as suggested by the Mott–Schottky measurements). Likewise, we found in the literature that BaIn₂O₄ could promote photocatalysis when loaded with a RuO₂ cocatalyst. This result suggests that while some of the screened compounds were not confirmed to be photocatalytic (especially, due to corrosion in acidic environments), they may still be viable photocatalysts once combined with an auxiliary cocatalyst.

For completeness, we carried out the same battery of tests for the four materials containing open-shell Fe and Mn cations, finding in general a significant cathodic shift in the measured flatband potentials relative to theoretical predictions. This systematic trend is consistent with possible Fermi-level pinning by mid-gap electronic states. While this shift precludes photocatalytic oxygen evolution for these Fe and Mn oxides, it brings the flatband potential of ZnFe₂O₄ and Na₃Fe₅O₉ in close alignment with the redox potential of the H₂/H⁺ couple, yielding a large H₂ signal in gas chromatography measurements. While the photocatalytic activity of ZnFe₂O₄ has recently been investigated and optimized, our literature search did not reveal previous computational or experimental evidence of the photocathodic activity of Na₃Fe₅O₉. As for Ba₃CaFe₄O₈ and Ba₃MnNb₂O₉, the shift in the redox potential appears to be too pronounced to enable proton reduction.

Table 1 Band gap (∊), conduction and valence band edges (奭CB and EᵥB, respectively), flatband potential (奭FB), hydrogen production, and magnetic order (Y = yes, N = no) from electronic-structure calculations (DFT+U), and from optical and electrochemical experiments. Hydrogen production is examined under two different test conditions: (i) 0.1 M oxalic acid and (ii) 15% volume fraction of methanol in water. Hydrogen detection under conditions (i) and (ii) is indicated by a filled circle (●) on the left and on the right, respectively. Similarly, the absence of hydrogen is denoted by an empty circle (○). The cross symbol (×) indicates that the sample corrodes in the aqueous solution. Compounds whose electrochemical corrosion is not accompanied by a perceivable decrease in photocatalytic activity are indicated by a crossed, filled circle. The experimental band edges of the four Fe and Mn oxides could not be reliably determined due to mid-gap states, which are expected to set the position of the Fermi level.
and tested. We then narrowed down this list by restricting the candidates to closed-shell ions (d⁰ or d¹⁰). We also did not retain halides due to their relatively poor aqueous stability compared with, e.g., oxides, nitrides or phosphides.⁷⁷ We thus obtained 4 binaries, 13 ternaries, and 5 quaternaries.

By examining these materials, it can be first noted that all of the proposed binaries, namely, GaN, PbO, MnO, In₂O₃, were previously used for water photoelectrolysis or photocatalytic hydrogen reduction,⁷⁸–⁹³ which suggests that the refined search criteria are reliable to identify photocatalytic semiconductors. Focusing next on the recommended ternaries and quaternaries, which are listed in Table 2, we observed that several of the identified materials are oxycuprates with a tendency to form layered structures due to the low coordination of their cuprous (Cu⁺⁺) ions. These cuprous oxide compounds include SrCu₂O₂ and BaCu₂O₂, and CuAlO₂ and CuGaO₂ (which adopt the 3R-type delafossite structure, R₃m). The DFT+U band gaps of these compounds are in agreement with experimental data (and consistent with the optical measurements presented in Fig. 5), at variance with DFT values, which are significantly underestimated. Other oxides of interest similarly combine p-block elements and group I-II metals, namely, mayenite 6CaO-7Al₂O₃ (Ca₁₂Al₁₄O₃₃), Na₂BiO₄, and Sr₂PbO₄.

Beyond these oxides, the refined search enables us to identify 4 cuprous sulfides, one of them containing d¹⁰ Sh³⁺ ions (Cu₂SbS₃) and the other three involving a series of d⁰ early transition-metal ions W⁶⁺, Nb⁵⁺, and Y³⁺ (Cu₂WS₄, Cu₃NbS₄, CuYS₂). In terms of crystal structure, it is worth noting that the latter compounds exhibit a gradual transition from alayered coordination (Cu₂WS₄) to a partially interconnected (sulvanite) structure (Cu₃NbS₄) to a three-dimensional covalent geometry (CuYS₂), which are expected to influence their electronic bands.

Despite these notable structural changes, all of these materials exhibit a covalently connected cuprous backbone, which may be at the origins of their narrow band gaps via the formation of hybridized electronic states of Cu-3d and S-3p character near the valence band maximum.⁸³ This trend is captured by DFT+U calculations within half of an eV, suggesting that electron localization on the sulfur site may play a critical role for sulfides, notwithstanding significant improvement over DFT predictions (which instead underestimate the band gap by more than 1 eV). In addition, the refined criteria enable us to identify oxycalanogenides and oxynitride compounds that feature d⁰ La³⁺ ions within covalently bonded layers. Of particular note are the oxynitrides LaTiO₂N and CaTaO₂N, which both exhibit a narrow band gap and have been shown to split water under visible light,⁷⁸–⁸³ providing further confirmation of the efficacy of the screening approach.

By carrying out a systematic literature search for the 18 recommended compounds, we found that 7 of them, namely, SrCu₂O₂,⁸⁵ CuGaO₂,⁸⁷ Sr₂PbO₄,⁹₆ Cu₃SbS₃,⁸₅ Cu₃NbS₄,⁹₉ CaTaO₂N,⁷³ and LaTiO₂N,⁹₁ have been experimentally identified as water-splitting photocatalysts, while CuAlO₂ and Cu₂WS₄ has been shown to promote photocatalytic hydrogen evolution. Moreover, Ca₁₂Al₁₄O₃₃ and BaCu₂O₂⁹⁵ are known photocatalysts for the reduction of methylene blue and the oxidation of carbon monoxide, respectively. To the extend of our literature search, none of the other 7 candidates (Na₃BiO₄, CuYS₂, LaO-

### Table 2 Materials recommendations from the list of screened compounds.

This list includes compounds with d⁰ and d¹⁰ transition-metal cations and main-group metal oxides which are not expected to induce mid-gap states and magnetic structures. The predicted band gaps are compared to experimental data, where available.

| Space group | DFT ε₉ (eV) | DFT+U ε₉ (eV) | Exp. ε₉ (eV) |
|-------------|-------------|---------------|--------------|

**Oxides**

- SrCu₂O₂: I₄₁/amd 1.81 3.11 3.3⁹
- BaCu₂O₂: I₄₁/amd 1.39 3.22
- CuAlO₂: R₃m 1.78 3.07 2.99⁹
- CuGaO₂: R₃m 0.75 2.46 1.97⁹
- Ca₁₂Al₁₄O₃₃: C₂ 2.01 3.73 4.17³
- Na₃BiO₄: P₂/c 1.04 2.21
- Sr₂PbO₄: Pbam 1.43 2.31 2.64⁴

**Sulfides**

- Cu₃SbS₃: P₂₁2₁2₁ 1.06 1.89
- Cu₂WS₄: P₄₂m 1.66 2.06 1.74⁹
- Cu₃NbS₄: P₄₃m 1.81 1.97 2.5⁸
- CuYS₂: Pnma 1.63 2.18

**Oxycalanogenides**

- LaOCuS: P₄/nmm 1.70 2.65 3.1⁹
- LaOCuSe: P₄/nmm 1.48 2.44 2.8²⁹
- La₄O₄Se₃: Amm2 2.01 2.04 1.9³
- Na₂TeO₄: P₂₁/c 1.39 3.30

**Oxynitrides**

- CaTaO₂N: Pmc₂₁ 1.67 2.46 2.6²
- LaTiO₂N: I₂₁2₁ 1.36 2.42 2.1³

**Others**

- Na₅Cu₂O₂(OH)₂: Pnna 1.49 3.64

⁴Ref. ⁵² ⁵Ref. ⁶³ ⁶Ref. ⁶⁴ ⁷Ref. ⁶⁵ (from reflectance peak at 470 nm). ⁸Ref. ⁶⁶ (from absorbance edge at 710 nm). ⁹Ref. ⁶⁷ ⁸Ref. ⁶⁸ ⁹Ref. ⁶⁹ ¹⁰Ref. ⁷₀ ¹¹Ref. ⁷¹ ¹²Ref. ⁷²

To sum up, experimental measurements indicate favorable redox alignment and steady hydrogen generation for 6 of the 11 synthesized compounds, belonging to the plumbate and indate families. The absence of hydrogen production is limited to compounds exhibiting surface states or susceptible to photocorrosion. While this joint computational and experimental study provides a conclusive validation of the performance of the DFT+U method without empirical fitting, it also calls for caution in considering magnetic order, defect levels, and surface passivation, especially in materials with open-shell transition metals.

**Materials recommendations**

We now close the data-driven screening cycle by refining the search criteria to make final materials recommendations. To this end, we examined the 71 materials initially screened (Fig. 2) with the exception of the 11 compounds that we already synthesized and tested. Furthermore, we narrowed down this list to obtain the candidates to closed-shell ions (d⁰ or d¹⁰). We also did not retain halides due to their relatively poor aqueous stability compared with, e.g., oxides, nitrides or phosphides. We thus obtained 4 binaries, 13 ternaries, and 5 quaternaries.

By examining these materials, it can be first noted that all of the proposed binaries, namely, GaN, PbO, MnO, In₂O₃, were previously used for water photoelectrolysis or photocatalytic hydrogen reduction, which suggests that the refined search criteria are reliable to identify photocatalytic semiconductors. Focusing next on the recommended ternaries and quaternaries, which are listed in Table 2, we observed that several of the identified materials are oxycuprates with a tendency to form layered structures due to the low coordination of their cuprous (Cu⁺⁺) ions. These cuprous oxide compounds include SrCu₂O₂ and BaCu₂O₂, and CuAlO₂ and CuGaO₂ (which adopt the 3R-type delafossite structure, R₃m). The DFT+U band gaps of these compounds are in agreement with experimental data (and consistent with the optical measurements presented in Fig. 5), at variance with DFT values, which are significantly underestimated. Other oxides of interest similarly combine p-block elements and group I-II metals, namely, mayenite 6CaO-7Al₂O₃ (Ca₁₂Al₁₄O₃₃), Na₂BiO₄, and Sr₂PbO₄.

Beyond these oxides, the refined search enables us to identify 4 cuprous sulfides, one of them containing d¹⁰ Sh³⁺ ions (Cu₂SbS₃) and the other three involving a series of d⁰ early transition-metal ions W⁶⁺, Nb⁵⁺, and Y³⁺ (Cu₂WS₄, Cu₃NbS₄, CuYS₂). In terms of crystal structure, it is worth noting that the latter compounds exhibit a gradual transition from a layered coordination (Cu₂WS₄) to a partially interconnected (sulvanite) structure (Cu₃NbS₄) to a three-dimensional covalent geometry (CuYS₂), which are expected to influence their electronic bands.

Despite these notable structural changes, all of these materials exhibit a covalently connected cuprous backbone, which may be at the origins of their narrow band gaps via the formation of hybridized electronic states of Cu-3d and S-3p character near the valence band maximum. This trend is captured by DFT+U calculations within half of an eV, suggesting that electron localization on the sulfur site may play a critical role for sulfides, notwithstanding significant improvement over DFT predictions (which instead underestimate the band gap by more than 1 eV). In addition, the refined criteria enable us to identify oxycalanogenides and oxynitride compounds that feature d⁰ La³⁺ ions within covalently bonded layers. Of particular note are the oxynitrides LaTiO₂N and CaTaO₂N, which both exhibit a narrow band gap and have been shown to split water under visible light, providing further confirmation of the efficacy of the screening approach.

By carrying out a systematic literature search for the 18 recommended compounds, we found that 7 of them, namely, SrCu₂O₂, CuGaO₂, Sr₂PbO₄, Cu₃SbS₃, Cu₃NbS₄, CaTaO₂N, and LaTiO₂N, have been experimentally identified as water-splitting photocatalysts, while CuAlO₂ and Cu₂WS₄ has been shown to promote photocatalytic hydrogen evolution. Moreover, Ca₁₂Al₁₄O₃₃ and BaCu₂O₂ are known photocatalysts for the reduction of methylene blue and the oxidation of carbon monoxide, respectively. To the extend of our literature search, none of the other 7 candidates (Na₃BiO₄, CuYS₂, LaO-
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CuS, LaOCuSe, La₄O₄Se₃, Na₂TeO₄, and Na₅Cu₂O₂(OH)₂) have yet been tested experimentally for photocatalytic water splitting.

**Conclusions**

We presented a comprehensive assessment of the reliability of data-driven materials screening for the discovery of water-splitting photocatalysts by comparing DFT+U predictions (where the U parameters were calculated using a fully automated, nonempirical linear-response method) to sensitive experimental measurements for 11 compounds out of an initial list of 70,150 candidates. These compounds were characterized by Mort–Schottky analysis and tested by gas chromatography; with 6 of them exhibiting steady-rate photocatalytic hydrogen evolution. Our computational and experimental results suggested that Ca₂PbO₄ could be catalytic for overall water splitting, and that both Ba₂PbO₄ and Na₃Fe₂O₉ could be efficient photocathodes in promoting the photocatalytic reduction of hydrogen. To the extent of our literature search, these three materials have so far received limited attention as potential photocatalysts. Further electrocorrosion analysis revealed that Ba₂PbO₄ exhibits some initial electrochemical dissolution, which appears to preserve and possibly enhance its photocatalytic activity. We also found that Na₃Fe₂O₉ is stable in aqueous solution, while Ba₂PbO₄ is likely to be unstable in humid atmosphere and aqueous solution.

At the computational level, our results point out that the reliability of electronic-structure predictions is critically dependent on the accurate description of the magnetic structure for open-shell transition-metal compounds. Beyond the importance of magnetic order, an additional level of complexity for this class of materials is their tendency to host mid-gap defect states that affect optical absorption and carrier lifetimes. At the practical level, our study highlights the primary relevance of d⁰ and d¹⁰ cations combined with alkali and alkaline-earth elements to develop water-splitting photocatalysts, and demonstrates the predictive performance of the proposed DFT+U for this promising class of compounds.

Additionally, using refined screening criteria based on our validation experiments, we recommended 18 materials, which include cuprous oxides, sulfides, and oxyselenocyanides. Among these candidates, 7 compounds (Na₃BiO₄, CuYS₂, LaOCuS, LaO-CuSe, La₄O₄Se₃, Na₂TeO₄, Na₅Cu₂O₂(OH)₂) appear to not have been extensively studied as water-splitting photocatalysts and may deserve further theoretical and experimental consideration.

**Methods**

**Electronic-structure calculations**

Electronic-structure calculations were performed using QUANTUM ESPRESSO.⁵⁵⁵⁶ We employed the generalized gradient approximation (GGA) for the exchange-correlation functional with the Perdew–Burke–Ernzerhof (PBE) parameterization.⁴¹ and ultra-soft pseudopotentials from the GBRV library.⁵⁷ Kinetic energy cutoffs of 90 Ry for the wave functions and 720 Ry for the charge density and potentials were used. The Brillouin zone was sampled using a Monkhorst–Pack k-point mesh with a spacing of 0.04 Å⁻¹. For all structures, atomic positions and lattice parameters were fully optimized at the GGA level, before any Hubbard correction. We performed DFT+U calculations using the simplified formulation of Dudarev and coworkers.⁵⁸ The Hubbard correction was applied to the d (or f) states of transition-metal and rare-earth elements, and to the p orbitals of oxygen and nitrogen. Within linear-response theory, the Hubbard parameters are the elements of an effective interaction matrix, evaluated as the difference between the bare and screened inverse susceptibilities,

\[
U^I = \left( \chi_0^{-1} - \chi^{-1} \right)_I, \tag{1}
\]

where I is the atomic site index. The susceptibilities \( \chi_0 \) and \( \chi \) were computed from the response of atomic occupations to shifts in the potential acting (through projectors) simultaneously on the relevant orbitals of the isolated atom: \( \chi_{II} = \sum_{\alpha \sigma} \left( dn_{\sigma}^{\alpha} / d \alpha^I \right) \), where \( n_{\sigma}^{\alpha} \) are atomic occupation matrices, \( \alpha^I \) is the strength of the perturbation on the \( J^I \)th site, and \( m^I \) and \( m' \) are magnetic quantum numbers associated with a specific angular momentum, and \( \sigma \) is the spin index. The response \( \chi \) is evaluated at self-consistency (of the linear-response Kohn-Sham calculation), while \( \chi_0 \) is computed before the self-consistent re-adjustment of the Hartree and exchange-correlation potentials. Using DFPT, the response to isolated perturbations can be evaluated as the sum of monochromatic (q-specific) contributions, computed independently on a grid of q points of the Brillouin zone, from calculations on the primitive unit cell.

\[
\frac{dn_{\sigma}^{\alpha}}{d \alpha^I} = \frac{1}{N_q} \sum_q \epsilon_q^I (R_I - R_{I'}) \Delta n_{\sigma}^{\alpha q}. \tag{2}
\]

In this equation, \( I \equiv (l,s) \) and \( J \equiv (l',s') \), \( l \) and \( l' \) label the unit cells, \( s \) and \( s' \) label atoms in the unit cells, \( R_I \) and \( R_{I'} \) are Bravais lattice vectors, and \( \Delta n_{\sigma}^{\alpha q} \) represent the lattice-periodic response of atomic occupations to monochromatic perturbations constructed by modulating the shift to the potential of all the periodic replica of a given atom by a wavevector \( q \). The quantities \( \Delta n_{\sigma}^{\alpha q} \) were obtained by solving DFPT equations, independently for every \( q \). In periodic systems, this approach allows to eliminate the need for supercells for computing \( U \). The calculations of the U parameters using DFPT were performed with a single \( q \)-point. We ran convergence tests with denser \( q \)-point meshes of \( 2 \times 2 \times 2 \) and \( 4 \times 4 \times 4 \), and found the band gap value only changed by \(-0.1 \) eV, an acceptable loss in accuracy for the time savings in a high-throughput workflow. To construct the projectors of the DFT+U scheme, we used atomic orbitals that were orthogonalized by applying the Löwdin method.

**Materials synthesis**

All samples were synthesized by finely grinding and pelleting a mixture of powders using an agate mortar and pestle in the molar ratios described below. The samples were added to an alumina boat and heated in air either in a Mullite tube furnace or a Lindberg/Blue M tube furnace, as indicated for each sample below. The samples were heated at 5 °C/min and held at 400 °C and 800 °C for two hours prior to heating to the final temperature indicated for each sample, unless other parameters are explicitly mentioned. The samples were then cooled to room temperature.
Materials characterization

X-ray diffraction: Powder X-ray diffraction (XRD) was performed on a Malvern PANalytical Empyrean (3rd gen.) X-ray Diffractometer for 2θ in the range of 20° to 80°. The pellets of each material were ground to powders prior to analysis. Reference XRD patterns were generated from either the Powder Diffraction File (PDF) card number or crystallographic data: Ca$_2$PbO$_4$: PDF 04-008-2917; Ba$_2$PbO$_4$: PDF 04-007-5957; NaInO$_2$: PDF 04-008-3834; CaIn$_2$O$_4$: The CaIn$_2$O$_4$ structure was constructed by substituting Ca into the SrIn$_2$O$_4$ structure (PDF 04-013-8519) and adjusting the volume of the cell to match the experimental data using cell parameters (space group Pnma) of $a = 9.68$ Å, $b = 11.30$ Å, and $c = 3.22$ Å, with $\alpha = \beta = \gamma = 90$° and a cell volume of 352.2 Å$^3$; SrIn$_2$O$_4$: PDF 04-013-8519; BaIn$_2$O$_4$: PDF 04-013-8196; PbTiO$_3$: PDF 04-006-5418; ZnFe$_2$O$_4$: PDF 04-002-2708; Na$_3$Fe$_5$O$_{12}$: PDF 04-011-2582; BaCaFe$_4$O$_8$: PDF 00-018-0147; Ba$_3$MnNb$_2$O$_9$: PDF 00-046-0998

Diffuse reflectance: The samples were ground in a mortar with ethanol, and then drops of this suspension were placed on glass slides and left to dry. Consecutive drops were added until a uniform, thick, and opaque film of the powders was observed (based on lack of light transmission through the film). A Perkin Elmer lambda 950 was employed to measure diffuse reflectance spectra using a 150 mm integrating sphere collecting data from 250-2500 nm, taking 1-nm steps, and using a 4-nm slit width in diffuse reflection mode. The reference spectrum for total reflectance was measured against a Spectralon disc. A plot of the Kubelka–Munk function, raised to the power of $\frac{1}{2}$ or 2 for indirect and direct semiconductors, respectively, as a function of energy (in nm) was constructed to obtain the band gaps. These band gaps were calculated using the derivative of the Kubelka–Munk plot, finding the linear region at the onset of absorption from high to low energy, and extrapolating the region to the intercept along the energy axis.

Electrode preparation: The pellets were crushed into powders that were subsequently ball-milled (using high-density zirconium oxide balls) to improve their dispersion in an ethanol suspension for 24 hours. Ethanol-powder inks normalized to 0.002 mmol/mL were deposited on $5 \times 8 \times 1.1$-mm thick TEC7 Fluorine-doped tin oxide (FTO) conductive substrates. Two batches of electrodes were made, one with 100 µL of ink deposited and the other with 120 µL of ink deposited. The slides were then annealed at 400°C for two hours. To construct the working electrodes, the FTO slides were placed on regular glass slides and ohmic contacts were made using silver paint between the slide and a piece of copper tape. The electrodes were then insulated and secured using epoxy.

Mott–Schottky measurements: Measurements were carried out on a Biologic SP-300 potentiostat using the ‘Staircase Potentio Electrochemical Impedance Spectroscopy’ feature in a pH-8 aqueous sodium phosphate buffer. These measurements were done over a range of potentials at constant frequency. The typical analyses were obtained at 20,000 Hz, 16,666 Hz, 13,333 Hz, and 9,999 Hz with a sinus amplitude frequency of 7 mV. The voltage sweep range was chosen to be within 0.5 to 1.5 V of the expected flatband potential based on previous open circuit values. Both 100 µL and 120 µL droplet film electrodes were tested in open-circuit conditions and under illumination.

Gas chromatography: The hydrogen reduction reaction analysis was carried out using a self-built setup that contains a reaction chamber and a gas chromatograph. The setup is depicted in Sec. S6, ESI$^\dagger$. In each test, 10 mg of the synthesized powder was dispersed in 5 mL of aqueous solution (i) with the addition of 0.1 M of oxalic acid and (ii) with a volume fraction of 15% of methanol, under Argon flow with a partial pressure of 1 atm. The sample was finally illuminated with a 200 W arc lamp from inside the furnace.

Synthesis of Ca$_2$PbO$_4$ powder: CaCO$_3$ powder (Alfa Aesar, 99.99%) and PbO powder (Alfa Aesar, 99.999%) were combined in a 2:1 molar ratio of CaCO$_3$-PbO and heated to 800°C for 26 hours in a Lindberg/Blue M tube furnace. Note that the PbO used to produce Ca$_2$PbO$_4$ had an orange color, likely due to Pb$_2$O$_3$ impurities; Pb$_2$O$_3$ was necessary for this phase to form in high yield. Synthesis of Ba$_2$PbO$_4$ powder: BaCO$_3$ powder (Alfa Aesar, 99.95%) and PbO powder (Alfa Aesar, 99.999%) were combined in a 2:1 molar ratio and heated to 1,100°C for 24 hours in a Lindberg/Blue M tube furnace. Synthesis of NaInO$_2$ powder: Na$_2$CO$_3$ powder (EMD Chemicals, 99.9%) and In$_2$O$_3$ powder (Alfa Aesar, 99.99%) were combined in a 1:1 molar ratio and heated to 900°C for 3 hours in a Lindberg/Blue M tube furnace. Synthesis of CaIn$_2$O$_4$ powder: CaCO$_3$ powder (Alfa Aesar, 99.99%) and In$_2$O$_3$ powder (Alfa Aesar, 99.99%) were combined in a 1:1 molar ratio and heated to 1,050°C for 12 hours in a Lindberg/Blue M tube furnace. Synthesis of SrIn$_2$O$_4$ powder: SrCO$_3$ powder (Alfa Aesar, 99.99%) and In$_2$O$_3$ powder (Alfa Aesar, 99.99%) were combined in a 1:1 molar ratio and heated to 1,050°C for 12 hours in a Lindberg/Blue M tube furnace. Synthesis of BaCO$_3$ powder (Alfa Aesar, 99.95%) and In$_2$O$_3$ powder (Alfa Aesar, 99.99%) were combined in a 1:1 molar ratio and heated to 1,050°C for 24 hours in a Lindberg/Blue M tube furnace. Synthesis of PbTiO$_3$ powder: PbO powder (Alfa Aesar, 99.99%) and TiO$_2$ powder (Alfa Aesar, 99.9%) were combined in a 1:1 molar ratio and heated to 900°C for 12 hours in a Lindberg/Blue M tube furnace. Synthesis of ZnFe$_2$O$_4$ powder: ZnO powder (Sigma Aldrich, ≥99.0%) and Fe$_2$O$_3$ powder (Aldrich, catalyst grade) were combined in a 1:1 molar ratio and heated to 900°C for 72 hours in a Lindberg/Blue M tube furnace. Synthesis of Na$_2$Fe$_3$O$_5$ powder: Na$_2$CO$_3$ powder (EMD Chemicals, 99.9%) and Fe$_2$O$_3$ powder (Aldrich, catalyst grade) were combined in a 3:5 molar ratio and heated to 1,100°C for 48 hours in a Mullite tube furnace. Synthesis of BaCaFe$_4$O$_8$ powder: Ba(NO$_3$)$_2$ powder (Sigma-Aldrich, ≥99%), CaCO$_3$ powder (Alfa Aesar, 99.99%), and FeO (Alfa Aesar, 99.95%) were combined in a 1:1:4 molar ratio and heated to 1100°C for 48 hours in a Lindberg/Blue M tube furnace. The sample was cooled to room temperature, reground, pelleted, and heated to 1,100°C for an additional 48 hours. Synthesis of Ba$_3$MnNb$_2$O$_9$ powder: BaCO$_3$ powder (Alfa Aesar, 99.95%), MnO$_2$ powder (Sigma-Aldrich, ≥99%), and Nb$_2$O$_5$ powder (Sigma-Aldrich, 99.99%) were combined in a 6:2:1 molar ratio and heated to 1,300°C for two days in a Mullite tube furnace.
ORIEL with a wavelength of 200-800 nm for a period of time. An 800 nm cutoff filter was applied to avoid heating. The generated gas was then pumped to the gas chromatograph HP 5890 series II using thermal conductivity detector under argon carrier gas. The results for each tested photocatalyst are shown in Fig. S5, ESI†.
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