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ABSTRACT

A precise forecast for droughts is of considerable value to scientific research, agriculture, and water resource management. With emerging developments of data-driven approaches for hydro-climate modeling, this paper investigates an AutoML-based framework to forecast droughts in the U.S. Compared with commonly-used temporal deep learning models, the AutoML model can achieve comparable performance with less training data and time. As deep learning models are becoming popular for Earth system modeling, this paper aims to bring more efforts to AutoML-based methods, and the use of them as benchmark baselines for more complex deep learning models.

1 Introduction

Droughts are environmental disasters that have immense influence on agriculture, wildfire and water supplies [1]. There are various indicators to describe drought and its severity from different views, such as meteorological drought, socio-economic drought and ground water drought [2]. Drought monitor is an assessment of drought over U.S. that combines climate indices, numerical model outputs and domain expertise [3]. It classified drought into 5 categories as shown in Table 1. It is also associated with other drought indices such as Palmer index, Standard Precipitation Index (SPI), and soil moisture.

Table 1: Drought monitor descriptions and its association with other drought indices. Adapted from [3].

| Category | Description       | Soil Moisture | Palmer Drought | SPI       |
|----------|-------------------|---------------|----------------|-----------|
| D0       | Abnormally Dry    | 21 to 30      | -1.0 to -1.9   | -0.5 to -0.7|
| D1       | Moderate Drought  | 11 to 20      | -2.0 to -2.9   | -0.8 to -1.2|
| D2       | Severe Drought    | 6 to 10       | -3.0 to -3.9   | -1.3 to -1.5|
| D3       | Extreme Drought   | 3 to 5        | -4.0 to -4.9   | -1.6 to -1.9|
| D4       | Exceptional Drought| 0 to 2        | -5.0 or less   | -2.0 or less|

The forecast or prediction of Earth’s hydro-climate systems often involves process-based models and/or data-driven models. Process-based models are traditionally used to model Earth system components [4, 5]. These models are designed based on governing equations, which are from our current understandings of Earth system. The biases are inevitable, either from approximations of these equations, or limitations of domain knowledge. Meanwhile, machine learning (ML) approaches are used to learn the processes directly from data. ML models have been applied to various
environmental variables, such as air pollutants \[6\] and streamflow \[7\]. In addition to ML models, deep learning (DL) models are widely used in Earth system modeling due to the developments of Graphic Processing Units (GPUs). Especially for hydro-climate systems, they have achieved satisfying accuracy \[8, 9\]. Comparing ML models and DL models, there are much less parameters in ML models and thus shorter training and tuning time, while with more trainable parameters and complex architectures, DL models often get better performance for non-linear tasks.

For both the process-based models and data-driven models, parameter-tuning is necessary and important. The parameterizations in process-based models and hyperparameters in data-driven models largely affect model performance. The tuning process generally is a series of trial-and-error experiments, which requires lots of computational power to obtain satisfying models. These tuning burdens for ML and DL models can be reduced by automated machine learning, or AutoML \[10\]. AutoML frameworks build data pipelines from original data to model evaluations via preprocessing, hyperparameter tuning and model generations. Although the computational power can not be saved (i.e., multiple candidate models are trained and validated), the domain expert do not need to spend much time on engineering such as ML and DL tunings and can focus more on scientific aspects.

In this work, an automl framework is used to forecast drought with a benchmark dataset and its performance is compared against two mainstream time-series deep learning models. The paper is organized as following: Section 2 introduces the benchmark dataset and model architectures. The forecast results are in Section 3.

2 Dataset and Models

2.1 DroughtED Benchmark

The dataset is from DroughtED, which provides both drought monitors and associated meteorological variables across U.S. at county-level \[11\]. The drought monitor is available every Tuesday and meteorological variables are from NASA Prediction Of Worldwide Energy Resources (POWER) project \[12\]. In addition, the static parameters, such as slope, aspects, land use type, etc., are also included from Harmonized World Soil Database \[13\]. The task is formulated as the following: given the past 180-day meteorological variables and drought monitors, forecast the drought monitor in 1, 2, 3, 4, 5, 6 weeks ahead. The detailed input variables can be found in \[11\].

2.2 AutoGluon

AutoGluon is an AutoML framework that automates ML pipelines on tabular, text and image datasets \[14\]. For environmental research, it has been applied to landslide hazards in \[15\]. Compared with other AutoML frameworks, AutoGluon doesn’t emphasize hyperparameter tunings. Instead, it utilizes several base ML models (and some simple neural networks) to generate ensemble predictions, and the final prediction is a stacking or multi-layer staking of outputs from base ML models. It also enables k-fold bagging strategies for each layer to increase its performance. The detailed training methods and benchmarks for AutoGluon is available in \[14\]. In this work, we only use one-layer stacking and no bagging is used due to the limited computational resources. It is very likely that the performance will increase dramatically when enable these options.

3 Forecast Results

The DroughtED benchmark compares F1 score and mean absolute errors (MAE) for Week1 to Week6 forecasts. In this paper, the model is trained in a different manner with the benchmark. Two models are trained: regression (for MAE comparisons) and classification (for F1 comparisons), while the benchmark DL models are trained with a regression loss and the classification performance is assessed with post-processing. In regression, the evaluation metrics is set to MAE, and macro-averaged F1 for classification. The drought monitor values in the dataset ranges from 0 to 5, with 0 representing no drought and 1 to 5 corresponding to D0 to D4 in Table \[1\]. Meteorological variables are normalized with their medians and inter quantile ranges and static features are normalized with their means and standard deviations. Training, validation and testing set are separated according to the benchmark \[11\]. The model is trained with 60% data in the training set and validate in the rest of training set since the validation set in the benchmark only covers 1 year, spanning from 2010 to 2011. Thus, our comparison to the models from \[11\] is not completely fair.

Due to the computational power limitation, only FastAI neural networks and lightGBM with extremely randomized trees are used in AutoGluon for classification. For regression, lightGBM, CatBoost, XGBoost and neural networks with FastAI and PyTorch are used. The classification and regression results on test set are listed in Table \[2\] and \[3\] respectively. Compared with the LSTM and Transformer models used in \[11\], the AutoGluon model can achieve comparable performance for both regression and classification tasts. Specifically for Week1 forecast, the AutoGluon
Table 2: Model classification performance. LSTM+Transformer denotes the ensemble prediction from LSTM and Transformer.

|         | Week1 | Week2 | Week3 | Week4 | Week5 | Week6 |
|---------|-------|-------|-------|-------|-------|-------|
| LSTM    | 0.811 | 0.723 | 0.639 | 0.568 | 0.505 | 0.475 |
| Transformer | 0.670 | 0.629 | 0.603 | 0.564 | 0.506 | 0.467 |
| LSTM+Transformer | 0.836 | 0.727 | 0.651 | 0.582 | 0.516 | 0.480 |
| AutoGluon | 0.837 | 0.696 | 0.619 | 0.560 | 0.512 | 0.479 |

model obtain the highest F1 score and lowest MAE. All the models show decreasing performances with time, and the AutoGluon model achieves better performance for Week5 and Week6 than any single DL models for the classification task. Deep learning models indeed obtain better performance for Week2 to Week5, especially when evaluated with MAE. It probably indicates the nonlinearity for 2-5 week-lead forecasts, which requires the models’ abilities to extract complex temporal features, while for Week1 forecast, there are less nonlinearity and thus AutoGluon models are more suitable.

Table 3: Model regression performance. F1 score from regression is by rounding the labels and outputs.

|         | Week1 | Week2 | Week3 | Week4 | Week5 | Week6 |
|---------|-------|-------|-------|-------|-------|-------|
| MAE     |       |       |       |       |       |       |
| LSTM+Transformer | 0.135 | 0.198 | 0.254 | 0.321 | 0.388 | 0.427 |
| LSTM    | 0.178 | 0.237 | 0.265 | 0.328 | 0.395 | 0.433 |
| Transformer | 0.159 | 0.215 | 0.267 | 0.335 | 0.398 | 0.435 |
| AutoGluon | 0.111 | 0.232 | 0.315 | 0.366 | 0.410 | 0.455 |
| F1      |       |       |       |       |       |       |
| AutoGluon | 0.791 | 0.662 | 0.594 | 0.498 | 0.466 | 0.431 |

4 Conclusions and Future Works

This paper demonstrates the potential of AutoML-based drought forecast with the DroughtED dataset. Compared with LSTM and Transformer models, the AutoGluon model can achieve similar performance with less training samples and doesn’t rely on GPUs. Especially for Week1 forecast, the AutoGluon models surpass LSTM and Transformer. Since AutoGluon models are lightweight, it is beneficial to use them as references to DL models in practice, especially for researchers with limited access to computational resources. In addition, it is likely to continue increase the performance by using multi-layer stacking and cross-validation bagging strategies. These options will be investigated and assessed in future works.

Besides the accuracy, interpretability and explainability are also important, especially for Earth sciences since the scope is to use these models to better understand the Earth system. There are lots of tree-based models in AutoGluon, which are less complex than neural networks. This enables us to better understand how and why the models make such predictions. Although there are lots of methods to interpret neural networks, they are not intuitive and the discrepancies between Earth science applications and traditional computer science tasks are not negligible (i.e., images with three color channels versus multiple 2-D meteorological fields). The predictability of drought monitors will be further analyzed along with the contribution from each predictor. Meantime, this paper aims to showcase the potential of AutoML applications, and suggests reconsideration of ML models over DL models.
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