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Abstract

Public opinion, as measured by media sentiment, can be an important indicator in the financial and economic context. These are domains where traditional sentiment estimation techniques often struggle, and existing annotated sentiment text collections are of less use. Though considerable progress has been made in analyzing sentiments at sentence-level, performing topic-dependent sentiment analysis is still a relatively uncharted territory. The computation of topic-specific sentiments has commonly relied on naive aggregation methods without much consideration to the relevance of the sentences to the given topic. Clearly, the use of such methods leads to a substantial increase in noise-to-signal ratio. To foster development of methods for measuring topic-specific sentiments in documents, we have collected and annotated a corpus of financial news that have been sampled from Thomson Reuters newswire. In this paper, we describe the annotation process and evaluate the quality of the dataset using a number of inter-annotator agreement metrics. The annotations of 297 documents and over 9000 sentences can be used for research purposes when developing methods for detecting topic-wise sentiment in financial text.
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1. Introduction

Interest towards monitoring public opinion has grown during the past few years. Increasing news availability, the boom in social media, and recent technological advances have contributed to increased analysis opportunities of media sentiment. In the financial context, media sentiment has often been linked to prediction of abnormal returns, volatility, and trading volume. Various arguments have been presented in favor of using media analytics alongside financial metrics. Recent studies in behavioral finance suggest that qualitative information, such as linguistic style and tone choices, may have an impact on investor behavior (Tetlock et al., 2008) (Loughran and McDonald, 2011). However, the underlying technologies are still in nascent state and the use of simple methods, such as wordcounts, is still surprisingly popular.

Though there is no scarcity of models for detecting polarity at sentence-level (Malo et al., 2014), considerably less research has been done towards understanding how sentence level sentiments determine the aggregated sentiment for a given topic at the document-level. One of the concerns is the topic-drift within a document, which means that topics may evolve and change throughout the document. As a result, aggregation of sentence-level sentiments to estimate topic-specific sentiment at document-level becomes difficult. Not all sentences are equally relevant for the topic. An intelligent aggregation approach would take the relevance of the sentences into account while determining their effect on the topic-specific sentiment.

Sophisticated sentiment analysis is often performed using models that rely on supervised learning. These techniques require high-quality annotated datasets during training and performance evaluation. However, in spite of recent introductions (Loughran and McDonald, 2011; Malo et al., 2013b; Malo et al., 2014), annotated collections and language resources are still scarce in the field of economics and finance, and others are reserved for proprietary use only (O’Hare et al., 2009). To the best of our knowledge, there does not exist any publicly available dataset that provides topic-specific sentiments at both sentence and document levels.

To fill this gap, we introduce a human-annotated dataset that can be used for training and evaluation of topic-dependent sentiment models in the financial and economic context. The dataset consists of 10 different topics with around 30 news stories under each topic. All news stories have been taken from Thomson Reuters newswire in 2010. The chosen topics are diverse and range from company specific news to major events with macroeconomic impacts. Each news story in the dataset is annotated with the following information: (i) the key concepts featured in the story and their document-level sentiments; and (ii) the concepts featured within each sentence along with their sentence-level sentiments. The dataset was annotated by three independent annotators, who were carefully screened to ensure that they had sufficient economic and financial knowledge. All sentiment annotations have been done from an investor’s perspective. The corpus can be used to understand how sentence level sentiment can be used to obtain an aggregated sentiment regarding a given topic from one or more documents.

The rest of the paper is organized as follows. Section 2 presents related work and contributions of the paper. Section 3 discusses the obtained dataset and evaluates the annotations. Section 4 concludes.

2. Related work

2.1. Sentiment analysis in finance

In news analytics, sentiment could be defined as the explicitly stated feelings, or it can also include emotions that arise from facts featured in the text (Balahur et al., 2010). For example, consider the sentence “We just explained why the market currently loves Amazon and hates Apple.”, which expresses a positive sentiment towards Amazon and a neg-
ative sentiment towards Apple. Sentiment can be defined in a number of ways depending on the purpose and domain. The notion of domain dependence is particularly important in finance, where the sentiments have more to do with expected favorable or unfavorable directions of events from an investor’s perspective.

Compared to the commonly analyzed domains such as movie reviews, financial texts often include more complex sentiment structures. One reason is the need to take expectations into account. For example, the sentiment of a statement “The losses dropped by 75% compared to last year.” could be seen as positive. Making a loss is generally considered to be negative, but in this case the company has improved its business. In addition to the role of expectations, viewpoints should also be considered; e.g., news about layoffs could be seen as negative by the public, but as positive by profit-seeking investors. Also, many words that are considered polarized in common language (e.g. “tax”) may be neutral in the financial context (Loughran and McDonald, 2011).

A number of studies have already been performed to find ways to measure sentiments in the financial domain. Many of them have relied on the use of “bag of words” methods (Engelberg, 2008; Tetlock et al., 2008; Garcia, 2013). Recently, there has been an increasing interest towards the use of statistical and machine-learning techniques to obtain more accurate sentiment estimates; e.g. naïve Bayesian classifier (Li, 2009), Support Vector Machines (SVMs) (O’Hare et al., 2009), multiple-classifier voting systems (Das and Chen, 2007) or domain-dependent classifier models (Malo et al., 2013a; Malo et al., 2013b). However, most of the research has focused on developing strategies to predict sentence level sentiments without paying much attention to the topic.

One of the primary reasons has been the lack of language resources that would support training and evaluation of classifiers for topic-specific sentiment detection. Few of the studies that have examined topic-specific sentiments have commonly done it by summing polarized words together using measures such as negativity percent (Tetlock et al., 2008; Engelberg, 2008), sum of positive and negative (+1 for positive, -1 for negative) (Das, 2010), or term-weighting (Loughran and McDonald, 2011). However, the drawback of these approaches is that they do not take the degree of relevance of different sentences appearing in a text into account. Consider, for example, sentences “Samsung phones are selling in record volumes” and “Oranges are selling in record volumes”. Both sentences have an identical sentiment structure, but should have different weights based on their relevance to an investor in Samsung.

2.2. Language resources for sentiment analysis

To the best of our knowledge, there are no publicly available resources for topic-dependent sentiment analysis in the financial and economic context. However, given the increasing interest towards sentiment analysis, a number of other language resources have already been developed. Below we briefly review some of the publicly available resources:

**Financial Polarity Lexicon**

The resource consists of finance-specific word lists for sentiment analysis. In addition to positive and negative words, the lexicon includes new categories, such as uncertain, litigious, strong modal, and weak modal word lists. (Loughran and McDonald, 2011)

**Financial Phrase Bank**

The dataset provides a collection of ~5000 phrases/sentences sampled from financial news texts and company press releases, which have been annotated as positive/negative/neutral by a group of 16 annotators with adequate business education background. The data set is available for download at http://alcomlab.com/resources/ (Malo et al., 2013b)

**SenticNet**

This semantic resource has been created to support concept-level sentiment analysis. Its common-sense knowledge base utilizes both AI and Semantic Web techniques in order to improve recognition, interpretation, and processing of natural language opinions (Cambria et al., 2012).

**MPQA Opinion Corpus**

The corpus contains annotated news articles from a variety of news sources. All articles have been manually annotated for opinions and other private states. In addition to the corpus, the authors have also published a subjectivity lexicon that can be used for general sentiment analysis. (Wiebe et al., 2005)

**JRC corpus of general news quotes**

The resource consists of a collection of English language quotations that have been manually annotated for sentiment towards entities mentioned inside the quotation. (Balahur et al., 2010)

**Movie Review Data v2.0**

This resource consists of 1000 positive and 1000 negative processed movie reviews. (Pang and Lee, 2004)

**Sanders Twitter Sentiment Corpus**

Free dataset that contains over 5500 hand classified tweets. Each tweet has been classified with respect to one of four different topics. (Sanders, 2011).

**Harvard General Inquirer**

The General Inquirer is a lexicon that attaches syntactic, semantic, and pragmatic information to part-of-speech tagged words. Although it was originally developed in the 1960s, it is still maintained\(^1\).

**Affective Reasoner**

Affective Reasoner is a collection of AI programs. These programs are able to interact with subjects using a variety of means including speech recognition, text-to-speech, real-time morphed schematic faces, and music (Elliott, 1997).

**Affective Lexicon**

In this resource 500 affective words were examined. Special attention was given to the isolation of words that referred to emotions (Ortony et al., 1987).

\(^1\)http://www.wjh.harvard.edu/ inquirer/
SentiWordNet
SentiWordNet is an enhanced lexical resource for sentiment analysis and opinion mining. The corpus associates each synset of WordNet with three different sentiment scores: positivity, negativity, objectivity (Baccianella et al., 2010).

ICWSM 2010 JDPA Sentiment Corpus
The corpus consists of blog posts containing opinions about automobiles and digital cameras. These posts have been manually annotated for various entities and the entities are marked with the aggregated sentiments expressed towards them in the document (Kessler et al., 2010).

3. Dataset for topic detection
In this section we introduce our annotated dataset that is based on ThomsonReuters newswire from 2010.

3.1. Creation of the corpus
The first step was to choose 10 news topics with significant financial impact. Given the topic statements, the newswire was filtered for documents of suitable sizes that matched with the selected topics. The final choice was made manually to ensure that the selected stories were relevant and unique. In total 297 stories, evenly distributed over all topics, were chosen.

3.2. Annotation
Three annotators with previous experience from similar tasks were chosen to perform the annotation. They were instructed to read and annotate the news stories as if they were investors in the company that was defined in the topic statement. In case that no company was mentioned, the annotators were asked to annotate the news story for general market sentiment. All tasks were carried out using a 7-point scale from very positive to very negative. The annotators were also allowed to use ambiguous if necessary.

Before identifying the sentiments, the first task of the annotators was to read the entire story and find a maximum of three concepts that played a central role in the news story. After finding the key concepts, the annotators were asked to grade their sentiments on the document level. Next, this was repeated for all the individual sentences in the document. The annotators were strongly instructed not to utilize prior knowledge they had regarding the given news topics. Each story was annotated in isolation from all other news stories.

The corpus was divided into two parts; a common set consisting of 42 documents and the main corpus consisting of 255 documents. The common set was processed by all three annotators and the main corpus was split into three parts, each annotated by two reviewers. All annotators were independent with no prior affiliation with the research project.

3.3. Evaluation metrics
To measure the reliability of the annotation scheme and examine the degree of agreement between the annotators, we conducted an agreement study with all three annotators using the common set of 42 documents.

A wide range of commonly used metrics have been used to evaluate the corpus. Below is a brief description of the key statistics.

Kappa statistic
The Kappa statistic is used for assessing interrater agreement between raters on categorical data. Kappa is defined as

\[ \kappa = \frac{p_o - p_e}{1 - p_e}, \]

where \( p_o \) denotes the relative observed agreement for the raters and \( p_e \) is the hypothetical probability of a chance agreement. There are two well-known variants of the kappa statistic: Cohen’s kappa and Fleiss’ kappa. The statistics are rather similar, but differ in one crucial aspect. Fleiss’ kappa allows the metrics to be calculated for several raters (Fleiss, 1981), whereas Cohen’s kappa limits the number of raters to two (Cohen, 1960). Consequently, the way \( p_o \) and \( p_e \) are calculated differs. Landis and Koch proposed guidelines for interpreting the agreement measures for categorical data, their suggestion can be found in Table 1 (Landis and Koch, 1977).

| Kappa     | Agreement                        |
|-----------|----------------------------------|
| <0.00     | Less than chance agreement       |
| 0.01-0.20 | Slight agreement                 |
| 0.21-0.40 | Fair agreement                   |
| 0.41-0.60 | Moderate agreement               |
| 0.61-0.80 | Substantial agreement            |
| 0.81-0.99 | Almost perfect agreement         |

Table 1: Guidelines for interpreting Kappa-statistic

The Intraclass Correlation
The Intraclass Correlation, ICC, evaluates the reliability of ratings by comparing the variances of different raters on the same subject to the total variation across all raters and all subjects. For a comprehensive discussion on Intraclass Correlation, please refer to (Shrout and Fleiss, 1979) or (Müller and Büttner, 1994). The ICC statistics is defined as:

\[ ICC = \frac{\sigma_a}{\sigma_a + \sigma_e}, \]

where \( \sigma_a \) is the variance between raters and \( \sigma_e \) is the variance within raters due to noise. ICC can be calculated for consistency (systematic differences between raters are irrelevant) and absolute agreement (systematic differences are relevant). Both are reported to highlight possible tendencies towards negativity or positivity by individual raters.

---

2The major events chosen as topics for the corpus were Apple’s iPad, the Icelandic ash cloud, BP’s oil disaster in the Gulf of Mexico, EuroZone crisis, U.S. foreclosures problems, GM’s IPO, U.S. Securities Exchange Commission, U.S. TARP program, Toyota’s quality problems in the U.S. and the United-Continental merger.
Robinson’s A and the Finn coefficient

Robinson’s A and the Finn coefficient are other popular indexes of the interrater reliability of quantiative data. For Robinson’s A, \( D \) denotes the disagreement between the raters and similarly \( D_{\text{max}} \) denotes the greatest possible value of \( D \) (Robinson, 1957).

\[
A = 1 - \frac{D}{D_{\text{max}}}. \tag{3}
\]

When there’s a low variance between raters, i.e. there’s a high level of agreement, the Finn coefficient is particularly useful (Finn, 1970). In these cases the index can be calculated as:

\[
r = 1.0 - \frac{M S_e}{(K^2 - 1)/12}, \tag{4}
\]

where \( M S_e \) is the mean square error obtained from a one-way ANOVA and \( K \) is the number of scale categories.

The average percentage agreement

The average percentage agreement measures the ratio when all annotators agree.

All metrics calculations were done using R version 2.14.1\(^3\) together with packages “irr” version 0.84 and “psy” version 1.1.

3.4. Evaluation of the annotation

Tables 2 and 3 summarize the sentiment distributions at the document and sentence levels, respectively. The difficulties with sentiment analysis are clearly highlighted when considering the label distribution coming from the different annotators. In particular these differences can be observed when examining the results on a 7-point scale. The annotators are generally found to agree on the direction, but they often have different opinions regarding the strengths.

| 7-point scale | Annot. 1 | Annot. 2 | Annot. 3 |
|---------------|---------|---------|---------|
| Very positive | 14      | 0       | 0       |
| Positive      | 14      | 3       | 8       |
| Slightly positive | 0    | 15      | 19      |
| Neutral       | 0       | 17      | 1       |
| Slightly negative | 4    | 9       | 12      |
| Negative      | 11      | 14      | 13      |
| Very negative | 15      | 0       | 5       |

| 3-point scale | Annot. 1 | Annot. 2 | Annot. 3 |
|---------------|---------|---------|---------|
| Positive      | 28      | 18      | 27      |
| Neutral       | 0       | 17      | 1       |
| Negative      | 30      | 23      | 30      |

Table 2: 7-point and 3-point scale sentiment distributions on the document level for the common set

Consider, for instance, the following snippet from a news story:

> NEW YORK, April 9 (Reuters) - A merger between United Airlines and US Airways would leave Continental Airlines in a tough spot, facing what some analysts called bleak prospects of flying solo among far-larger rivals.

The corresponding annotator judgments for the snippet are given in Table 4. In this case, all annotators agree that the sentence is negative for Continental Airlines, but their opinions differ on the strength. In general, we find that the annotators agree more often on negative than positive news. In the case, the annotators had disagreements about the concepts themselves, all three concepts were discarded\(^4\).

| Sentence level | Concepts (sentiment) |
|---------------|----------------------|
| Annotator 1   | Continental Airlines (-2) |
| Annotator 2   | Continental Airlines (-2) |
| Annotator 3   | Continental (-1) |

Table 4: Sentence level sentiment annotation for Continental Airlines

Given the strength related disagreements in the 7-point scale, we have chosen to simplify the annotations to a 3-point scale while presenting the statistics in the remaining parts of the paper. Table 5 shows multirater agreement statistics for 3-point annotation scale. For comparison, the results are also reported for a 2-point scale (positive, negative). If one of the annotators used neutral, then the entire concept was removed. Overall, the statistics suggest reasonably good agreement between the annotators. Both consistency and agreement versions of the ICC ratio are reported along with a number of other reliability measures.

The pairwise agreements and Cohen’s kappa measures for the 3-point scale are given in Table 6 and 7. The results suggest a fair agreement especially on the sentence level

\(^4\)If the concepts had the same meaning, but differed slightly in terms of the written forms chosen by individual annotators, the concepts were considered to match. For example "Continental" and "Continental Airlines" clearly link to the same concept and can thus safely be mapped without risk of corrupting of the corpus. On the other hand, it might be safe to map "the German carrier" to "Lufthansa"; but in this case the entire sentence structure must be evaluated. The mappings of concepts were manually validated.
between the annotators as expected based on the multirater statistics. This is also to be expected since a single sentence seldom gives much reasons for huge disagreements. However, we also observe a few differences. Whereas the annotation patterns for annotators 1 and 3 are very similar as measured by Cohen’s kappa, which is on the border of almost perfect agreement on the kappa scale, there is a relatively low correlation between these two annotators and annotator 2. The low correlation is mainly due to the frequent use of neutral label by annotator 2. This is, however, not too surprising, since drawing the line between slightly positive and neutral news is often quite challenging in financial context. The differences between the percentual agreement and Cohen’s kappa-values may seem large, and reasonably large, but this is primarily due to the fact that the data set is quite unbalanced.

Table 5: Multirater agreements for the common set

| Agreement | Annot. 1 | Annot. 2 | Annot. 3 |
|-----------|----------|----------|----------|
| Annot. 1  | -        | 0.621    | 0.897    |
| Annot. 2  | 0.621    | -        | 0.690    |
| Annot. 3  | 0.897    | 0.690    | -        |

Cohen’s kappa

| Annot. 1 | Annot. 2 | Annot. 3 |
|----------|----------|----------|
| Annot. 1 | -        | 0.412    | 0.796    |
| Annot. 2 | 0.412    | -        | 0.519    |
| Annot. 3 | 0.796    | 0.519    | -        |

Table 6: Pairwise agreement and Cohen’s kappa and for the 3-point scale distribution on the document level for the common set

In this paper we have introduced a human-annotated dataset with topic-specific sentiments at sentence and document level. The corpus would be useful for the development of topic-based sentiment models that rely on high-quality training and evaluation data. The dataset has been annotated by three independent annotators with a reasonable degree of agreement. The resulting dataset will be published for academic and research purposes only. Due to licence restrictions authors for access to the database.
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