Overview of (pro-)Lie group structures on Hopf algebra character groups
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Character groups of Hopf algebras appear in a variety of mathematical and physical contexts. To name just a few, they arise in non-commutative geometry, renormalisation of quantum field theory, and numerical analysis. In the present article we review recent results on the structure of character groups of Hopf algebras as infinite-dimensional (pro-)Lie groups. It turns out that under mild assumptions on the Hopf algebra or the target algebra the character groups possess strong structural properties. Moreover, these properties are of interest in applications of these groups outside of Lie theory. We emphasise this point in the context of two main examples:

• the Butcher group from numerical analysis and
• character groups which arise from the Connes–Kreimer theory of renormalisation of quantum field theories.
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Introduction

Character groups of Hopf algebras appear in a variety of mathematical and physical contexts. To name just a few, they arise in non-commutative geometry, renormalisation of quantum field theory (see [17]) and numerical analysis (cf. [8]). In these contexts the arising groups are often studied via an associated Lie algebra or by assuming an auxiliary topological or differentiable structure on these groups. For example, in the context of the Connes–Kreimer theory of renormalisation of quantum field theories, the group of characters of a Hopf algebra of Feynman graphs is studied via its Lie algebra (cf. [17]). Moreover, it turns out that this group is a projective limit of finite-dimensional Lie groups. The (infinite-dimensional) Lie algebra and the projective limit structure are important tools to analyse these character groups.

Another example for a character group is the so called Butcher group from numerical analysis which can be realised as a character group of a Hopf algebra of trees. In [5] we have shown that the Butcher group can be turned into an infinite-dimensional Lie group. All of these results can be interpreted in the general framework of (infinite-dimensional) Lie group structures on character groups of Hopf algebras developed in [4].

The present article provides an introduction to the theory developed in [4] with a view towards applications and further research. To be as accessible as possible, we consider the results from the perspective of examples arising in numerical analysis and mathematical physics. Note that the Lie group structures discussed here will in general be infinite-dimensional and their modelling spaces will be more general than Banach spaces. Thus we base our investigation on a concept of $C^\infty$-maps between locally convex spaces known as Bastiani calculus or Keller’s $C^\infty_c$-theory. However, we recall and explain the necessary notions as we do not presuppose familiarity with the concepts of infinite-dimensional analysis and Lie theory.

We will always suppose that the target algebra supports a suitable topological structure, i.e. it is a locally convex algebra (e.g. a Banach algebra). The infinite-dimensional structure of a character group is then determined by the algebraic structure of the source Hopf algebra and the topological structure of the target algebra. If the Hopf algebra is graded and connected, it turns out that the character group (with values in a locally convex algebra) can be made into an infinite-dimensional Lie group. Hopf algebras with these properties and their character groups appear often in combinatorial contexts\textsuperscript{1} and are connected to certain operads and applications in numerical analysis. For example in [22] Hopf algebras related to numerical integration methods and their connection to pre-Lie and post-Lie algebras are studied.

If the Hopf algebra is not graded and connected, then the character group can in general not be turned into an infinite-dimensional Lie group. However, it turns out that the character group of an arbitrary Hopf algebra (with values in a finite-

\textsuperscript{1}In these contexts the term “combinatorial Hopf algebra” is often used though there seems to be no broad consensus on the meaning of this term.
dimensional algebra) is always a topological group with strong structural properties, i.e. it is always the projective limit of finite-dimensional Lie groups. Groups with these properties – so called pro-Lie groups – are accessible to Lie theoretic methods (cf. [36]) albeit they may not admit a differential structure.

Finally, let us summarise the broad perspective taken in the present article by the slogan: Many constructions on character groups can be interpreted in the framework of infinite-dimensional (pro-)Lie group structures on these groups.

1 Hopf algebras and characters

In this section, we recall the language of Hopf algebras and their character groups. The material here is covered by almost every introduction to Hopf algebras (see [65, 47, 11, 41, 46, 61]). Thus we restrict the exposition here to fix only some notation.

1.1 Notation Denote by $\mathbb{N}$ the set of natural numbers (without 0) and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. By $K$ we denote either the field of real numbers $\mathbb{R}$ or of complex numbers $\mathbb{C}$.

1.2 Definition (Hopf algebra) A Hopf algebra $H = (H, m_H, u_H, \Delta_H, \varepsilon_H, S_H)$ (over $K$) is a bialgebra with compatible antipode $S: H \to H$, i.e. $(H, m_H, u_H)$ is a unital $K$-algebra, $(H, \Delta_H, \varepsilon_H)$ is a unital $K$-coalgebra and the following holds:

1. The maps $\Delta_H: H \to H \otimes H$ and $\varepsilon_H: H \to K$ are algebra morphisms
2. $S$ is $K$-linear with $m_H \circ (id \otimes S) \circ \Delta_H = u_H \circ \varepsilon_H = m_H \circ (S \otimes id) \circ \Delta_H$.

A Hopf algebra $H$ is $(\mathbb{N}_0)$-graded, if it admits a decomposition $H = \bigoplus_{n \in \mathbb{N}_0} H_n$ such that $m_H(H_n \otimes H_m) \subseteq H_{n+m}$ and $\Delta_H(H_n) \subseteq \bigoplus_{k+l=n} H_k \otimes H_l$ hold for all $n, m \in \mathbb{N}_0$. If in addition $H_0 \cong K$ is satisfied $H$ is called graded and connected Hopf algebra.

In the Connes–Kreimer theory of renormalisation of quantum field theory one considers the Hopf algebra $H_{FG}$ of Feynman graphs. As it is quite involved to define this Hopf algebra we refer to [17, 1.6] for details. Below we describe in Example 1.4 a related but simpler Hopf algebra. This Hopf algebra of rooted trees arises naturally in numerical analysis, renormalisation of quantum field theories and non-commutative geometry (see [8] for a survey). We recall the definition of the Hopf algebra in broad strokes as it is somewhat prototypical for Hopf algebras from numerical analysis. To construct the Hopf algebra, recall some notation first.

1.3 Notation 1. A rooted tree is a connected finite graph without cycles with a distinguished node called the root. We identify rooted trees if they are graph isomorphic via a root preserving isomorphism.

2 This Hopf algebra depends on the quantum field theory under consideration, but we will suppress this dependence in our notation.
Let $\mathcal{T}$ be the set of all rooted trees and write $\mathcal{T}_0 := \mathcal{T} \cup \{\emptyset\}$ where $\emptyset$ denotes the empty tree. The order $|\tau|$ of a tree $\tau \in \mathcal{T}_0$ is its number of vertices.

2. An ordered subtree of $\tau \in \mathcal{T}_0$ is a subset $s$ of all vertices of $\tau$ which satisfies
   
   (i) $s$ is connected by edges of the tree $\tau$, 
   (ii) if $s$ is non-empty, then it contains the root of $\tau$.

   The set of all ordered subtrees of $\tau$ is denoted by $\text{OST}(\tau)$. Further, $s_{\tau}$ denotes the tree given by vertices of $s$ with root and edges induced by $\tau$.

3. A partition $p$ of a tree $\tau \in \mathcal{T}_0$ is a subset of edges of the tree. We denote by $\mathcal{P}(\tau)$ the set of all partitions of $\tau$ (including the empty partition).

   Associated to $s \in \text{OST}(\tau)$ is a forest $\tau \setminus s$ (collection of rooted trees) obtained from $\tau$ by removing the subtree $s$ and its adjacent edges. Similarly, to a partition $p \in \mathcal{P}(\tau)$ a forest $\tau \setminus p$ is associated as the forest that remains when the edges of $p$ are removed from the tree $\tau$. In either case, we let $\#(\tau \setminus p)$ be the number of trees in the forest.

1.4 Example (The Connes–Kreimer Hopf algebra of rooted trees [16]) Consider the algebra $\mathcal{H}_{\text{CK}} := \mathbb{K}[\mathcal{T}]$ of polynomials which is generated by the trees in $\mathcal{T}$. We denote the structure maps of this algebra by $m$ (multiplication) and $u$ (unit). Indeed $\mathcal{H}_{\text{CK}}$ becomes a bialgebra whose coproduct we define on the trees (which generate the algebra) via

$$\Delta : \mathcal{H}_{\text{CK}} \to \mathcal{H}_{\text{CK}} \otimes \mathcal{H}_{\text{CK}}, \quad \tau \mapsto \sum_{s \in \text{OST}(\tau)} (\tau \setminus s) \otimes s_{\tau}.$$ 

Then the counit $\varepsilon : \mathcal{H}_{\text{CK}} \to \mathbb{K}$ is given by $\varepsilon(1_{\mathcal{H}_{\text{CK}}}) = 1$ and $\varepsilon(\tau) = 0$ for all $\tau \in \mathcal{T}$. Finally, the antipode is defined on the trees (which generate $\mathcal{H}_{\text{CK}}$) via

$$S : \mathcal{H}_{\text{CK}} \to \mathcal{H}_{\text{CK}}, \quad \tau \mapsto \sum_{p \in \mathcal{P}(\tau)} (-1)^{\#(\tau \setminus p)} (\tau \setminus p)$$

and one can show that $\mathcal{H}_{\text{CK}} = (\mathcal{H}_{\text{CK}}, m, u, \Delta, \varepsilon, S)$ is a $\mathbb{K}$-Hopf algebra (see [13, 5.1] for more details and references).

Furthermore, $\mathcal{H}_{\text{CK}}$ is a graded and connected Hopf algebra with respect to the number of nodes grading: For each $n \in \mathbb{N}_0$ we define the $n$th degree via

for $\tau_i \in \mathcal{T}, 1 \leq i \leq k, k \in \mathbb{N}_0$ if and only if $\sum_{r=1}^{k} |\tau_i| = n$

1.5 Remark Recently modifications of the Hopf algebra of rooted trees have been studied in the context of numerical analysis. In particular, non-commutative analogues to the Hopf algebra $\mathcal{H}_{\text{CK}}$ (where the algebra is constructed as the non-commutative polynomial algebra of planar trees) have been studied in the context of

---

3The term “ordered” refers to that the subtree remembers from which part of the tree it was cut.
Lie–Butcher theory. Their groups of characters, which we define in a moment, are of particular interest to develop techniques for numerical integration on manifolds (see [54]).

We briefly mention another example of a “combinatorial” Hopf algebra:

1.6 Example (The shuffle Hopf algebra [59]) Fix a non-empty set $A$ called the alphabet. A word in the alphabet $A$ is a finite (possibly empty) sequence of elements in $A$. We denote by $A^*$ the set of all words in $A$ and consider the vector space $\mathbb{C}\langle A \rangle$ freely generated by the elements in $A^*$. Let $w = a_1 \ldots a_n$ and $w' = a_{n+1} \ldots a_{n+m}$ be words of length $n$ and $m$, respectively. Define the shuffle product by

$$ww' := \sum_{\{i_1 < i_2 < \cdots < i_n\} \sqcup \{j_1 < j_2 < \cdots < j_m\}} a_{i_1} \cdots a_{i_n} a_{j_1} \cdots a_{j_m},$$

where the summation runs through all disjoint sets which satisfy

$$\{i_1 < i_2 < \cdots < i_n\} \sqcup \{j_1 < j_2 < \cdots < j_m\} = \{1, \ldots, n+m\}.$$

The (bilinear extensions of the) shuffle product and the deconcatenation of words turns $\mathbb{C}\langle A \rangle$ into a complex bialgebra. Together with the antipode $S(w) = (-1)^n w$ (for a word $w = a_n \ldots a_1$ of length $n$) and the grading by word length, we obtain a graded and connected Hopf algebra $\text{Sh}(A)$. We call this Hopf algebra the shuffle Hopf algebra.

Recall that the shuffle Hopf algebra appears in diverse applications connected to numerical analysis, see e.g. [54, 56, 45].

We will now consider groups of characters of Hopf algebras:

1.7 Definition Let $\mathcal{H}$ be a Hopf algebra and $B$ a commutative algebra. A linear map $\phi : \mathcal{H} \to B$ is called

1. (B-valued) character if it is a homomorphism of unital algebras, i.e.

$$\phi(ab) = \phi(a)\phi(b) \text{ for all } a, b \in \mathcal{H} \text{ and } \phi(1) = 1_B. \quad (1)$$

The set of characters is denoted by $G(\mathcal{H}, B)$.

2. infinitesimal character if

$$\phi(ab) = \phi(a)\varepsilon(\mathcal{H})(b) + \varepsilon(\mathcal{H})(a)\phi(b) \text{ for all } a, b \in \mathcal{H} \quad (2)$$

We denote by $g(\mathcal{H}, B)$ the set of all infinitesimal characters.

1.8 Lemma ([47, 4.3 Proposition 21 and 22]) Let $\mathcal{H}$ be a Hopf algebra and $B$ a commutative algebra with multiplication map $\mu_B : B \otimes B \to B$. Then we obtain the algebra of $\mathbb{K}$-linear maps $\text{Hom}_\mathbb{K}(\mathcal{H}, B)$ with the convolution product

$$\phi * \psi := \mu_B \circ (\phi \otimes \psi) \circ \Delta \mathcal{H}$$
and the following holds:

1. \( G(\mathcal{H}, B) \) is a subgroup of the group of units \((\text{Hom}_K(\mathcal{H}, B), \times, \ast)\). Inversion in \( G(\mathcal{H}, B) \) is given by \( \phi \mapsto \phi \circ S_{\mathcal{H}} \) and \( 1_A := u_B \circ \varepsilon_{\mathcal{H}} : \mathcal{H} \to B, x \mapsto \varepsilon_{\mathcal{H}}(x)1_B \) is the unit element.

2. \( g(\mathcal{H}, B) \) is a Lie subalgebra of \((\text{Hom}_K(\mathcal{H}, B), [\cdot, \cdot])\), where \([\cdot, \cdot]\) is the commutator bracket of \((A, \ast)\).

1.9 Example (Character groups of Hopf algebras) 1. The universal enveloping algebra \( \mathcal{U}(g) \) of a Lie algebra \( g \) over \( K \) is a Hopf algebra (see [11, 3.6])\(^4\). Every character \( \phi \in \mathcal{U}(\mathcal{U}(g), K) \) corresponds to a Lie algebra homomorphism \( \phi|_g : g \to K \) which in turn factors naturally through a linear map \( \phi^{-} : g/(g, g) \to K \), yielding a group isomorphism

\[
\Phi : \mathcal{U}(\mathcal{U}(g), K) \to ((g/(g, g))^\ast, +), \quad \phi \mapsto (\phi^{-} : v + [g, g] \mapsto \phi(v)).
\]

Thus we can identify the character group with the additive group of the dual vector space of the abelianisation of \( g \). (The group \( \mathcal{U}(\mathcal{U}(g), K) \cong g/(g, g) \) is also naturally isomorphic to the first cohomology group \( H^1(g, K) \) of the Lie algebra \( g \) with values in the trivial module \( K \), cf. [43, p.168].)

2. Character groups of the Hopf algebra of Feynman graphs \( \mathcal{H}_{FG} \) play an important role in renormalisation of quantum field theories. Namely in the mathematical formulation of the renormalisation procedure one considers the groups \( \mathcal{U}(\mathcal{H}_{FG}, C) \) and \( \mathcal{U}(\mathcal{H}_{FG}, \mathcal{H}) \), where \( \mathcal{H} \) is the algebra of germs of meromorphic functions. We will return to these groups in Examples 3.12 and 5.10.

3. The character group \( \mathcal{U}(\mathcal{H}_{CK}^R, \mathbb{R}) \) of the real Hopf algebra of rooted trees \( \mathcal{H}_{CK}^R \) from Example 1.4 turns out to be the Butcher group \( G_{TM} \) from numerical analysis. This group is connected to numerical integration theory (see [8]).

4. The character group of the shuffle algebra \( \text{Sh}(A) \) (Example 1.6) appears for example in [56]. There, the character group has been studied in the context of dynamical systems and their discretisation. We will provide more details below in Example 3.14. Moreover, in [45] these character groups are considered in the context of Lie-Butcher theory.

Note that the concepts recalled in this section were purely algebraic and combinatorial in nature. In particular, we have neither referred to a topology nor to a differentiable structure on these groups. We will introduce the necessary tools (differential calculus on locally convex spaces) to endow the character groups of Hopf algebras with an infinite-dimensional Lie group structure in the next section.

\(^4\)Note that \( g \) can be recovered from the Hopf algebra \( \mathcal{U}(g) \) (see [11, Theorem 3.6.1]) and the Hopf algebras which arise in this way are characterised by the Milnor–Moore theorem (cf. Remark 3.11).
2 A primer on infinite-dimensional differential calculus and Lie groups

In this section basic facts on the differential calculus in infinite-dimensional spaces are recalled. The general setting for our calculus are locally convex spaces (see [60, 40]).

2.1 Definition Let \( E \) be a vector space over \( \mathbb{K} \in \{ \mathbb{R}, \mathbb{C} \} \) together with a topology \( T \).

1. \((E, T)\) is called topological vector space, if the vector space operations are continuous with respect to \( T \) and the metric topology on \( \mathbb{K} \).

2. A seminorm on \( E \) is a map \( p: E \to [0, \infty[ \) which satisfies for \( x, y \in E, \lambda \in \mathbb{K} \) the identities \( p(x+y) \leq p(x) + p(y) \) and \( p(\lambda x) = |\lambda| p(x) \), but may have \( p^{-1}(0) \neq \{0\} \). We denote by \( \text{pr}_p: E \to E_p := E/p^{-1}(0) \) the canonical projection to the normed space associated to \( p \).

3. A topological vector space \((E, T)\) is called locally convex space if there is a family \( \{ p_i | i \in I \} \) of continuous seminorms for some index set \( I \), such that

i. the topology \( T \) is the initial topology with respect to \( \{ \text{pr}_{p_i}: E \to E_{p_i} | i \in I \} \), i.e. the \( E \)-valued (map \( f \) is continuous if and only if \( \text{pr}_i \circ f \) is continuous for each \( i \in I \),

ii. if \( x \in E \) with \( p_i(x) = 0 \) for all \( i \in I \), then \( x = 0 \) (i.e. \( T \) is Hausdorff).

In this case, the topology \( T \) is generated by the family of seminorms \( \{ p_i \}_{i \in I} \). Usually we suppress \( T \) and write \((E, \{ p_i \}_{i \in I})\) or simply \( E \) instead of \((E, T)\).

Many familiar results from finite-dimensional calculus carry over to infinite dimensions if we assume that all spaces are locally convex. Hence we will only consider topological vector spaces which are locally convex. Note that the term “locally convex” comes from the fact that the semi-norm balls form convex neighbourhoods of the points.

2.2 Example 1. Normed spaces are locally convex spaces (see [60, Ch. I 6.2]).

2. Let \((E, \{ p_i \}_{i \in I})\) be a locally convex vector space and \( X \) a set. Consider the space \( E^X \) of all mappings from \( X \) to \( E \). For \( x \in X \) we define the point-evaluation \( \text{ev}_x: E^X \to E, f \mapsto f(x) \). The topology of pointwise convergence on \( E^X \) is the locally convex topology generated by the seminorms

\[
q_{i,x} := p_i \circ \text{ev}_x \text{ where } (i,x) \text{ runs through } I \times X.
\]

With the pointwise vector space operations and the topology of pointwise convergence \( E^X \) becomes a locally convex vector space. By definition, this topology is completely determined by the topology of the target vector space.

If \( X \) is a linear space, we consider the subspace \( \text{Hom}_\mathbb{K}(X,E) \) of all linear maps in \( E^X \) with the induced topology (also called topology of pointwise convergence).
As we are working beyond the realm of Banach spaces, the usual notion of Fréchet-differentiability cannot be used.\footnote{The problem here is that the bounded linear operators do not admit a good topological structure if the spaces are not normable. In particular, the chain rule will not hold for Fréchet-differentiability in general for these spaces (cf. [49, p. 73] or [42]).} Moreover, there are several inequivalent notions of differentiability on locally convex spaces (see [42]). For more information on our setting of differential calculus we refer the reader to [25, 42]. The notion of differentiability we adopt is natural and quite simple, as the derivative is defined via directional derivatives.

2.3 Definition Let $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$, $r \in \mathbb{N} \cup \{\infty\}$ and $E, F$ locally convex $\mathbb{K}$-vector spaces and $U \subseteq E$ open. Moreover we let $f : U \to F$ be a map. If it exists, we define for $(x, h) \in U \times E$ the directional derivative

$$df(x, h) := D_h f(x) := \lim_{t \to 0} \frac{f(x + th) - f(x)}{t}.$$ 

We say that $f$ is $C^r_\mathbb{K}$ if the iterated directional derivatives

$$d^{(k)} f(x, y_1, \ldots, y_k) := (D_{y_k} \cdots D_{y_1} f)(x)$$

exist for all $k \in \mathbb{N}_0$ such that $k \leq r$, $x \in U$ and $y_1, \ldots, y_k \in E$ and define continuous maps $d^{(k)} f : U \times E^k \to F$. If it is clear which $\mathbb{K}$ is meant, we simply write $C^r$ for $C^r_{\mathbb{K}}$. If $f$ is $C^\infty_{\mathbb{C}}$, we say that $f$ is holomorphic and if $f$ is $C^\infty_{\mathbb{R}}$ we say that $f$ is smooth.

On Fréchet spaces (i.e. complete metrisable locally convex spaces) our notion of differentiability coincides with that from the “convenient setting” of global analysis outlined in [44]. Note that differentiable maps in our setting are continuous by default (which is in general not true in the convenient setting). Later on we will need analytic mappings between infinite-dimensional spaces. Note first:

2.4 Remark A map $f : U \to F$ is of class $C^m_{\mathbb{C}}$ if and only if it is complex analytic i.e., if $f$ is continuous and locally given by a series of continuous homogeneous polynomials (cf. [3, Proposition 7.4 and 7.7]). We then also say that $f$ is of class $C^m_{\mathbb{R}}$.

To introduce real analyticity, we have to generalise a suitable characterisation from the finite-dimensional case: A map $\mathbb{R} \to \mathbb{R}$ is real analytic if it extends to a complex analytic map $\mathbb{C} \supset U \to \mathbb{C}$ on an open $\mathbb{R}$-neighbourhood $U$ in $\mathbb{C}$. We proceed analogously for locally convex spaces by replacing $\mathbb{C}$ with a suitable complexification.

2.5 Definition (Complexification of a locally convex space) Let $E$ be a real locally convex topological vector space. Endow $E_{\mathbb{C}} := E \times E$ with the following operation

$$(u + iv, (x, y)) := (ux - yv, xv + yu) \quad \text{for } x, y \in \mathbb{R}, u, v \in E.$$

On Fréchet spaces (i.e. complete metrisable locally convex spaces) our notion of differentiability coincides with that from the “convenient setting” of global analysis outlined in [44]. Note that differentiable maps in our setting are continuous by default (which is in general not true in the convenient setting). Later on we will need analytic mappings between infinite-dimensional spaces. Note first:

2.4 Remark A map $f : U \to F$ is of class $C^m_{\mathbb{C}}$ if and only if it is complex analytic i.e., if $f$ is continuous and locally given by a series of continuous homogeneous polynomials (cf. [3, Proposition 7.4 and 7.7]). We then also say that $f$ is of class $C^m_{\mathbb{R}}$.

To introduce real analyticity, we have to generalise a suitable characterisation from the finite-dimensional case: A map $\mathbb{R} \to \mathbb{R}$ is real analytic if it extends to a complex analytic map $\mathbb{C} \supset U \to \mathbb{C}$ on an open $\mathbb{R}$-neighbourhood $U$ in $\mathbb{C}$. We proceed analogously for locally convex spaces by replacing $\mathbb{C}$ with a suitable complexification.

2.5 Definition (Complexification of a locally convex space) Let $E$ be a real locally convex topological vector space. Endow $E_{\mathbb{C}} := E \times E$ with the following operation

$$(u + iv, (x, y)) := (ux - yv, xv + yu) \quad \text{for } x, y \in \mathbb{R}, u, v \in E.$$
The complex vector space $E_C$ with the product topology is called the \textit{complexification} of $E$. We identify $E$ with the closed real subspace $E \times \{0\}$ of $E_C$.

\textbf{2.6 Definition} Let $E$, $F$ be real locally convex spaces and $f: U \to F$ defined on an open subset $U$. Following [51] and [25], we call $f$ \textit{real analytic} (or $C^\omega_R$) if $f$ extends to a $C^\infty_C$-map $\tilde{f}: \tilde{U} \to F_C$ on an open neighbourhood $\tilde{U}$ of $U$ in the complexification $E_C$.\footnote{If $E$ and $F$ are Fréchet spaces, real analytic maps in the sense just defined coincide with maps which are continuous and can be locally expanded into a power series. See [27, Proposition 4.1].}

Note that many of the usual results of differential calculus carry over to our setting. In particular, maps on connected domains whose derivative vanishes are constant as a version of the fundamental theorem of calculus holds. Moreover, the chain rule holds in the following form:

\textbf{2.7 Lemma} (Chain Rule [25, Propositions 1.12, 1.15, 2.7 and 2.9]) Fix $k \in \mathbb{N}_0 \cup \{\infty, \omega\}$ and $K \in \{\mathbb{R}, \mathbb{C}\}$ together with $C^k_K$-maps $f: E \supseteq U \to F$ and $g: H \supseteq V \to E$ defined on open subsets of locally convex spaces. Assume that $g(V) \subseteq U$. Then $f \circ g$ is of class $C^k_K$ and the first derivative of $f \circ g$ is given by

$$d(f \circ g)(x; v) = df(g(x); dg(x, v)) \quad \text{for all } x \in U, \ v \in H.$$ 

The differential calculus developed so far extends easily to maps which are defined on non-open sets. This situation occurs frequently in the context of differential equations on closed intervals (see [1] for an overview).

Having the chain rule at our disposal we can define manifolds and related constructions which are modelled on locally convex spaces.

\textbf{2.8 Definition} Fix a Hausdorff topological space $M$ and a locally convex space $E$ over $K \in \{\mathbb{R}, \mathbb{C}\}$. An (E-)manifold chart $(U_\kappa, \kappa)$ on $M$ is an open set $U_\kappa \subseteq M$ together with a homeomorphism $\kappa: U_\kappa \to V_\kappa \subseteq E$ onto an open subset of $E$. Two such charts are called $C^r$-compatible for $r \in \mathbb{N}_0 \cup \{\infty, \omega\}$ if the change of charts map $v^{-1} \circ \kappa: \kappa(U_\kappa \cap U_\nu) \to v(U_\kappa \cap U_\nu)$ is a $C^r$-diffeomorphism. A $C^r$-atlas of $M$ is a set of pairwise $C^r$-compatible manifold charts, whose domains cover $M$. Two such $C^r$-atlases are equivalent if their union is again a $C^r$-atlas.

A \textit{locally convex} $C^r$-\textit{manifold} $M$ modelled on $E$ is a Hausdorff space $M$ with an equivalence class of $C^r$-atlases of (E-)manifold charts.

Direct products of locally convex manifolds, tangent spaces and tangent bundles as well as $C^r$-maps of manifolds may be defined as in the finite dimensional setting (see [58, I.3]). The advantage of this construction is that we can now give a very simple answer to the question, what an infinite-dimensional Lie group is:
2.9 Definition A (locally convex) Lie group is a group \( G \) equipped with a \( C^K_{\infty} \)-manifold structure modelled on a locally convex space, such that the group operations are smooth. If the manifold structure and the group operations are in addition \((\mathbb{K},-)\) analytic, then \( G \) is called a \((\mathbb{K},-)\) analytic Lie group.

Later on, we will encounter special classes of infinite-dimensional Lie groups. We recommend [58] for a survey on the theory of locally convex Lie groups.

3 The Lie group structure of character groups of Hopf algebras

In this section we recall and explain how to construct a Lie group structure on character groups of Hopf algebras (cf. [4]). Let us first construct a suitable topology on the character groups which will in the end turn the character group into a Lie group. As our notion of differentiability is built on top of continuity (i.e. every differentiable map is continuous), the topology needs to turn the character group into a topological group.

3.1 Remark Consider the character group \( G(\mathcal{H},B) \) of a Hopf algebra \( \mathcal{H} \) with values in the commutative algebra \( B \). If \( B \) is a locally convex vector space, we endow the space \( \text{Hom}_K(\mathcal{H},B) \) with the topology of pointwise convergence (see Example 2.2). This topology turns \( g(\mathcal{H},B) \) and \( G(\mathcal{H},B) \) into closed subsets of \( \text{Hom}_K(\mathcal{H},B) \) which will always be endowed with the topology of pointwise convergence.

To see that this topology turns the character groups into topological groups we need the group product, the convolution \( \ast \), to be continuous. The product \( \ast \) is defined via the multiplication of the algebra \( B \). Thus we will see that \( \ast \) is continuous if the locally convex structure on \( B \) is compatible with the algebra structure, i.e. the algebra \( B \) is a locally convex algebra.

3.2 Definition Let \( B \) be an algebra over \( \mathbb{K} \in \{\mathbb{R},\mathbb{C}\} \). We call \( B \) locally convex algebra if \( B \) is a locally convex vector space such that the algebra product \( \mu_B : B \times B \to B \) is a continuous bilinear map.

3.3 Remark We have not asked the algebra product to be a continuous linear map on \( B \otimes B \) since this would require us to choose a topology on the tensor product. As there are different valid choices for topological tensor products between locally convex spaces we refrain from doing this. In fact, the whole point of the definition is to avoid topological tensor products.\(^7\) Though we frequently write \( B \otimes B \) also for

\(^7\) Note that it is well known that the algebra multiplication as a bilinear map will be continuous if we require it to be continuous with respect to the projective topological tensor product \( B \otimes_{\pi} B \) (see e.g. [62]). However, one does not
a locally convex algebra $B$ this will always denote the algebraic tensor product.

### 3.4 Example

Every Banach algebra and thus in particular every finite-dimensional algebra (over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$) is a locally convex algebra. Further examples are constructed in Example 3.12 below.

### 3.5 Lemma

Let $H$ be a Hopf algebra and $B$ be a locally convex algebra. Then the topology of pointwise convergence turns $(\text{Hom}_K(H, B), \ast)$ into a locally convex algebra, $(\mathcal{G}(H, B))$ into a topological group and $(\mathfrak{g}(H, B), [\cdot, \cdot])$ into a topological Lie algebra.

**Proof.** The multiplication $\ast$ of the character group and the Lie bracket of $\mathfrak{g}(H, B)$ will be continuous if the algebra product $\ast$ on $\text{Hom}_K(H, B)$ is continuous. Since this algebra is endowed with the topology of pointwise convergence, it suffices to test continuity of $(f, g) \mapsto f \ast g$ by evaluating in an element $c \in H$. Using Sweedler notation (see [61]) for the coproduct we write $\Delta(c) = \sum (c) c_1 \otimes c_2$, whence $f \ast g(c) = \sum (c) f(c_1) \cdot g(c_2)$ where the dot is the multiplication in $B$. Since point evaluations are continuous on $\text{Hom}_K(H, B)$ and the multiplication on $B$ is continuous, we deduce that $\ast$ is continuous.

Observe that inversion in the character group $(\mathcal{G}(H, B), \ast)$ is given by precomposition with the antipode. Clearly this map is continuous with respect to the topology of pointwise convergence, whence $\mathcal{G}(H, B)$ is a topological group. 

Note that as a by-product of Lemma 3.5 we also obtain that $(\text{Hom}_K(H, B), \ast)$ is a locally convex algebra if $B$ is a locally convex algebra. The last proof is a nice example of how continuity can be determined by “testing” it at a given point. In particular, the topology on the group relegates continuity questions to the topology of the target algebra $B$.

Our aim is now to turn the topological group $\mathcal{G}(H, B)$ into a Lie group modelled on the infinitesimal characters. To do this we will need some additional assumptions on the source Hopf algebra:

### 3.6 Definition

Let $\mathcal{H} = \bigoplus_{n \in \mathbb{N}_0} \mathcal{H}_n$ be a graded and connected Hopf algebra and $B$ be a locally convex algebra. Then we define $\mathcal{I} := \text{Hom}_K(\bigoplus_{n \in \mathbb{N}} \mathcal{H}_n, B)$ and

$$\exp: \mathcal{I} \to \text{Hom}_K(\mathcal{H}, B), \psi \mapsto \sum_{k=0}^{\infty} \frac{\psi^*}{k!}$$

where $\psi^* := \psi \ast \psi \ast \cdots \ast \psi$.

### 3.7 Lemma

For each $\psi \in \mathcal{I}$, $\exp(\psi)$ is contained in $\text{Hom}_K(\mathcal{H}, B)$. Hence it makes sense to define $\exp: \text{Hom}_K(\bigoplus_{n \in \mathbb{N}} \mathcal{H}_n, B) \to \text{Hom}_K(\mathcal{H}, B)$ and this mapping is $\mathbb{K}$-analytic. Furthermore, it restricts to a bijection $\exp: \mathfrak{g}(\mathcal{H}, B) \to \mathcal{I}(\mathcal{H}, B)$.

---

**gain more information in doing so, whence we avoid discussing this tensor product (or any topology on the tensor product). For this reason one of the authors has been accused of “cheating”**.
Proof. We have the following isomorphisms of locally convex spaces

\[ \text{Hom}_K(\mathcal{H}, B) = \text{Hom}_K(\bigoplus_{n \in \mathbb{N}_0} \mathcal{H}_n, B) \cong \prod_{n \in \mathbb{N}_0} \text{Hom}_K(\mathcal{H}_n, B). \]

Note that \( \text{Hom}_K(\mathcal{H}, B) \) is not a graded algebra (as a grading requires it to decompose into a direct sum). However, the convolution satisfies

\[ \text{Hom}_K(\mathcal{H}_n, B) \ast \text{Hom}_K(\mathcal{H}_m, B) \subseteq \text{Hom}_K(\mathcal{H}_{n+m}, B) \quad \text{for all } m, n \in \mathbb{N}_0. \]

We call an algebra with this property a densely graded algebra (to express that it decomposes as a product and not as a direct sum).

Now for each \( n \in \mathbb{N} \) the formula for exp yields only finitely many summands in \( \text{Hom}_K(\mathcal{H}_n, B) \) (as elements in its domain contain no contribution of \( \text{Hom}_K(\mathcal{H}_0, B) \)). We deduce that exp makes sense as a mapping to \( \prod_{n \in \mathbb{N}_0} \text{Hom}_K(\mathcal{H}_n, B) \) whence it makes sense as a mapping into \( \text{Hom}_K(\mathcal{H}, B) \). To see that exp is \( \mathbb{K} \)-analytic one uses functional calculus for densely graded algebras (see [4, Lemma B.6] for details).

That exp restricts to a bijection \( g(\mathcal{H}, B) \to \mathcal{G}(\mathcal{H}, B) \) is well known in the literature. We refer to [4, Lemma B.11] for a proof.

3.8 Remark Densely graded algebras as discussed in the proof of Lemma 3.7 are an important tool in the investigation of character groups of Hopf algebras. Indeed they can be used to link the investigation of character groups to the Lie theory for unit groups of continuous inverse algebras (see [24, 30]). For more details we refer to [4].

Using exp as a (global) parametrisation for \( \mathcal{G}(\mathcal{H}, B) \) we obtain a manifold structure on the character group and it turns out that this renders the group a Lie group.

3.9 Theorem ([4, Theorem 2.7]) Let \( \mathcal{H} \) be a graded and connected Hopf algebra and \( B \) be a locally convex algebra. Then the manifold structure induced by the global parametrisation \( \exp: g(\mathcal{H}, B) \to \mathcal{G}(\mathcal{H}, B) \) turns \( (\mathcal{G}(\mathcal{H}, B), \ast) \) into a \( \mathbb{K} \)-analytic Lie group.

The Lie algebra associated to this Lie group is \( (g(\mathcal{H}, B), [\cdot, \cdot]) \). Moreover, the Lie group exponential map is given by the real analytic diffeomorphism exp from Lemma 3.7.

3.10 Remark The assumption that the Hopf algebra \( \mathcal{H} \) is graded and connected is crucial for the proof of Theorem 3.9. If we drop this assumption then character groups need not be infinite-dimensional Lie groups (see [4, Example 4.11] for an explicit counterexample). However, the construction does not depend on the choice of the grading, i.e. two connected gradings on a Hopf algebra will yield the same Lie group structure on the character group. See for example [17, Proposition 1.30] where different (connected) gradings on the Hopf algebra of Feynman graphs are discussed.
In the literature, the infinitesimal characters are not the only Lie algebra associated with the group \( \mathcal{G}(\mathcal{H}, B) \). Recall that for certain Hopf algebras there is a Lie algebra which is associated to the Hopf algebra by the Milnor–Moore theorem.

### 3.11 Remark (The Lie algebra \( \mathfrak{g}(\mathcal{H}, \mathbb{K}) \) of \( \mathcal{G}(\mathcal{H}, \mathbb{K}) \) and the Milnor–Moore theorem)

Consider a graded, connected and commutative Hopf algebra \( \mathcal{H} = \bigoplus_{n \in \mathbb{N}_0} \mathcal{H}_n \) such that each \( \mathcal{H}_n \) is a finite-dimensional vector space. Then the Milnor–Moore theorem \([52]\) asserts that there is a Lie algebra \( \text{Lie}(\mathcal{H}) \) such that \( \mathcal{H}^\vee \cong \mathcal{U}(\text{Lie}(\mathcal{H})) \), where \( \mathcal{H}^\vee \equiv \bigoplus_{n \in \mathbb{N}_0} \text{Hom}_\mathbb{K}(\mathcal{H}_n, \mathbb{K}) \) is the restricted dual. This Lie algebra is often associated with the Lie algebra of the character group \( \mathcal{G}(\mathcal{H}, \mathbb{K}) \) and indeed one can identify

\[
\text{Lie}(\mathcal{H}) \cong \mathfrak{g}(\mathcal{H}, \mathbb{K}) \cap \bigoplus_{n \in \mathbb{N}_0} \text{Hom}_\mathbb{K}(\mathcal{H}_n, \mathbb{K}) = \mathfrak{g}(\mathcal{H}, \mathbb{K}) \cap \mathcal{H}^\vee.
\]

Note that the Lie algebra \( \mathfrak{g}(\mathcal{H}, \mathbb{K}) \) will in general be strictly larger than \( \text{Lie}(\mathcal{H}) \) but with respect to the topology of pointwise convergence \( \text{Lie}(\mathcal{H}) \) is a dense subalgebra of \( \mathfrak{g}(\mathcal{H}, \mathbb{K}) \). This fact is frequently exploited (cf. \([16, 17, 20]\)) as it connects the Hopf algebra \( \mathcal{H} \) with the Lie algebra \( \mathfrak{g}(\mathcal{H}, \mathbb{K}) \).

Before we continue with the general theory let us develop some examples which arise from applications in numerical analysis and mathematical physics. In Example 1.9, we have already seen character groups of (graded and connected) Hopf algebras which arise naturally in applications. Most of these groups are constructed with the ground field \( \mathbb{K} \) as target algebra. However, in the theory of renormalisation of quantum field theories one also considers characters with values in an infinite-dimensional locally convex algebra \( B \). We construct this algebra in the next example.

### 3.12 Example

Consider the set of germs of meromorphic functions in \( 0 \in \mathbb{C} \)

\[
\mathcal{H} = \{ \text{germ}_0 f \mid f: U \to \mathbb{C} \cup \{ \infty \} \text{ meromorphic and } 0 \in U \subseteq \mathbb{C} \text{ open} \},
\]

where as usual \( \text{germ}_0 f = \text{germ}_0 g \) if \( f \) and \( g \) coincide on some 0-neighbourhood. Then \( \mathcal{H} \) can be made a locally convex space as an inductive limit of Banach spaces such that

1. \( \mathcal{H} \) is a complete locally convex algebra with respect to multiplication of germs,
2. as a closed subspace of \( \mathcal{H} \), the set \( \mathcal{O} \) of germs of holomorphic functions is the inductive limit of the Banach spaces \( \{ (\text{Hol}_0(U_n, \mathbb{C}), \| \cdot \|_\infty) \}_{n \in \mathbb{N}} \) of bounded holomorphic function on open, relatively compact sets \( U_n \) which form a base of zero neighbourhoods. In particular, this structure turns \( \mathcal{O} \) into a locally convex subalgebra.
Character groups of graded connected Hopf algebras with values in $\mathcal{K}$ and $\mathcal{O}$ are studied in the context of the Connes–Kreimer theory of renormalisation (cf. [17, p.83]). Note that we can apply Theorem 3.9 to turn these character groups (cf. Example 1.9) into Lie groups.

**Construction of the topology on $\mathcal{K}$. Step 1:** $\mathcal{O}$ as a locally convex algebra.

Fix $U_n = B^\circ(0)$ for $n \in \mathbb{N}$ (open ball in $\mathbb{C}$ around 0 of radius $\frac{1}{n}$). For later use observe that $U_n$ is relatively compact, $U_{n+1} \subseteq U_n$ for all $n$ and $\{U_n\}_{n \in \mathbb{N}}$ is a base of zero-neighbourhoods. Recall that the space $\text{Hol}_b(U_n, \mathbb{C})$ of bounded holomorphic functions is a Banach algebra with respect to the supremum norm. The space $\mathcal{O}$ of germs of holomorphic functions around 0 can be realised as the inductive locally convex limit of the spaces $\text{Hol}_b(U_n, \mathbb{C})$. The bonding maps of the inductive system are given by

$$t_{n,m} : \text{Hol}_b(U_n, \mathbb{C}) \to \text{Hol}_b(U_m, \mathbb{C}), \quad f \mapsto f|_{U_n}$$

and these maps are compact operators for $m > n$ (see [44, Section 8] or [19, Appendix A]). Hence $\mathcal{O}$ is a so called Silva space. These spaces have many nice properties (cf. [44, 52.37] and [23]), in particular, they are Hausdorff and complete. Bilinear mappings on Silva spaces are continuous if they are continuous on each step of the limit (see e.g. [28, Proposition 4.5]). Thus multiplication of germs is continuous and $\mathcal{O}$ is a locally convex algebra.

**Step 2:** Polynomials $\mathcal{P}^\infty(X)$ without constant term as a Silva space.

Consider the space of polynomials $\mathcal{P}^\infty(X) := \mathbb{C}[X] = \text{span}\{X^0, X^1, X^2, \ldots\}$ in the formal variable $X$ and let us denote by $\mathcal{P}^\infty_* := \text{span}\{X^1, X^2, \ldots\}$ the subspace of polynomials without constant term. This last space is a Silva space as the direct union $\mathcal{P}^\infty_* = \bigcup_{n \in \mathbb{N}} \mathcal{P}^n_*$ of finite dimensional spaces $\mathcal{P}^n_* := \text{span}\{X^1, \ldots, X^n\}$. The bonding maps $\mathcal{P}^n_* \to \mathcal{P}^m_*$ are compact operators for $m \geq n$ as the corresponding spaces are finite dimensional.

**Step 3:** The topology on $\mathcal{K}$.

Consider a meromorphic function $g : \Omega \to \mathbb{C} \cup \{\infty\}$ defined on a 0-neighbourhood $\Omega$. Since the set of poles is discrete, we find an $n \in \mathbb{N}$ such that $g$ has no poles in $U_n \subseteq \Omega$, except possibly at 0. Furthermore, write $g = f + p(1/z)$ where $f \in \text{Hol}_b(U_n, \mathbb{C})$ and $p \in \mathcal{P}^n_*$ is a polynomial in the variable $1/z$ (without constant term).

As $g$ was arbitrary, the vector space $\mathcal{K}$ is a direct sum of the two vector subspaces $\mathcal{O}$ and $\mathcal{P}^\infty_*(1/z)$. Both of the summands have a natural Silva space structure, which can be used to topologise $\mathcal{K} = \mathcal{O} \oplus \mathcal{P}^\infty_*(1/z)$. The locally convex space

$$\mathcal{K} = \lim_\to (\text{Hol}_b(U_n, \mathbb{C}) \oplus \mathcal{P}^n_*(1/z))$$

thus becomes a Silva space as a sum of two Silva spaces (see [7, Corollary 8.6.9]). This construction can also be found in [32] where also spaces of meromorphic functions (rather than just germs of such functions) are given a topology using a
similar construction. For meromorphic functions the multiplication turns out to be only separately continuous (see [32, Theorem 5]) and so these spaces are no locally convex algebras in the sense of Definition 3.2.

**Step 4: \( \mathcal{K} \) as a locally convex algebra.**

We now exploit that the space of germs \( \mathcal{K} \) is a Silva space by Step 3 to prove that multiplication is (jointly) continuous. Computing on the steps of the limit, fix \( n \in \mathbb{N} \) and set \( E_n := \text{Hol}_b(U_n, \mathbb{C}) \oplus \mathcal{P}^n(1/z) \). Let us now prove that the multiplication map (co-)restricts to a continuous map \( \mu_n : E_n \times E_n \to E_{2n} \). As a tool we use the operator

\[
\Phi_n : \text{Hol}_b(U_n, \mathbb{C}) \oplus \mathcal{P}^n(1/z) \to \text{Hol}_b(U_n, \mathbb{C}), \quad f + p(1/z) \mapsto z^n f + z^n p(1/z)
\]

which is easily seen to be linear continuous and bijective. Hence the Open Mapping Theorem for Banach spaces implies that \( \Phi_n \) is a topological isomorphism. Using \( \Phi_n \), we write \( \mu_n \) as composition of continuous maps:

\[
\mu_n = \Phi_{2n}^{-1} \circ \text{Id}_{2n} \circ \mu_{\text{Hol}_b(U_n, \mathbb{C})} \circ (\Phi_n \times \Phi_n)
\]

where \( \mu_{\text{Hol}_b(U_n, \mathbb{C})} \) is the continuous multiplication in \( \text{Hol}_b(U_n, \mathbb{C}) \). This shows that \( \mathcal{K} \) is a locally convex algebra.

**3.13 Remark** It should be noted that although \( \mathcal{K} \) is algebraically a field and a locally convex algebra, inversion is not continuous with respect to the topology just described, hence \( \mathcal{K} \) is not a topological field. This however is no defect of this particular construction but follows from the (locally convex) Gelfand Mazur Theorem: There is no complex locally convex division algebra – except \( \mathbb{C} \) (see e.g. [24, Remark 4.15] or [2, Theorem 1]).

We have already encountered the character group of the shuffle Hopf algebra (see Example 1.6 and Example 1.9). Recently, these groups were used as building blocks for a group of extended word series which is of interest in the discretisation of dynamical systems and in the computation of normal forms for these systems (see [56, 57]). In the following example we will revisit this construction.

**3.14 Example** Let \( \mathcal{G} := \mathcal{G}(\text{Sh}(A), \mathbb{C}) \) be the complex valued character group of the shuffle Hopf algebra \( \text{Sh}(A) \). Since \( \text{Sh}(A) \) is a graded and connected Hopf algebra by Example 1.6, Theorem 3.9 implies that \( \mathcal{G} \) is a Lie group with the topology of pointwise convergence. The goal pursued in [57] is to study a certain class of ordinary differential equation. This leads one to consider so called “extended word series”. These series are elements in a semidirect product \( \mathcal{G} \rtimes \mathbb{C}^d \) of the groups \( \mathcal{G} \) and \( \mathbb{C}^d \) for some \( d \in \mathbb{N} \). Here the group morphism \( \Xi : \mathbb{C}^d \to \text{Aut}(\mathcal{G}), z \mapsto \Xi_z \) is given for \( \delta \in \mathcal{G}, z := (z_1, \ldots, z_d) \in \mathbb{C}^d \) and \( w = a_n \ldots a_1 \in A^* \) by

\[
\Xi_z(\delta)(w) = \exp \left( \sum_{k=1}^d z_k (v_{k,a_1} + \ldots + v_{k,a_n}) \right) \cdot \delta(w)
\]
where the numbers $v_{k,a} \in \mathbb{C}$ are fixed for all $1 \leq k \leq d$ and $a \in A$.\footnote{These numbers depend on the structure of a certain ordinary differential equation. We refer to [57] for more details.}

Note that the map $\Xi$ takes its image indeed in $\text{Aut}(\mathcal{G})$ by virtue of [57, 4.2]. Moreover, it is easy to see that the mapping $\Xi^\wedge : \mathbb{C}^d \times \mathcal{G} \to \mathcal{G}(\delta) \to \Xi(\delta)$ is smooth, i.e. $\Xi^\wedge$ is a Lie group action. Hence we obtain a semidirect product of Lie groups $\mathcal{G} \rtimes_{\Xi} \mathbb{C}^d$. In [57] the authors then proceed to study the Lie algebra $L(\mathcal{G} \rtimes_{\Xi} \mathbb{C}^d) = L(\mathcal{G}) \rtimes L(\mathbb{C}) \mathbb{C}^d$, differential equations on $\mathcal{G} \rtimes_{\Xi} \mathbb{C}^d$, and properties of the Lie group exponential.

Finally, one can show that certain closed subgroups of $\mathcal{G}(\mathcal{K}, B)$ which are associated to Hopf ideals are Lie subgroups.\footnote{Contrarily to the situation for finite-dimensional Lie groups, not every closed subgroup of an infinite-dimensional Lie group is again a Lie subgroup. See [58, Remark IV.3.17] for an example.}

3.15 Definition (Hopf ideal and annihilator) Let $\mathcal{H}$ be a Hopf algebra. We say $\mathcal{J} \subseteq \mathcal{H}$ is a Hopf ideal if the subset $\mathcal{J}$ is

1. a two-sided (algebra) ideal,
2. a coideal, i.e. $\varepsilon(\mathcal{J}) = 0$ and $\Delta(\mathcal{J}) \subseteq \mathcal{J} \otimes \mathcal{H} + \mathcal{H} \otimes \mathcal{J}$ and
3. stable under the antipode, i.e. $S(\mathcal{J}) \subseteq \mathcal{J}$.

Let $B$ be a locally convex algebra, then we define the annihilator of $\mathcal{J}$

$$\text{Ann}(\mathcal{J}, B) = \{ \phi \in \text{Hom}_K(\mathcal{H}, B) \mid \phi(\mathcal{J}) = 0_B \},$$

which is a closed unital subalgebra of $\text{Hom}_K(\mathcal{H}, B)$.

3.16 Proposition ([4, Theorem 3.4]) Let $\mathcal{H}$ be a graded connected Hopf algebra, $\mathcal{J} \subseteq \mathcal{H}$ be a Hopf ideal and $B$ be a commutative locally convex algebra.

Then $\text{Ann}(\mathcal{J}, B) \cap \mathcal{G}(\mathcal{H}, B) \subseteq \mathcal{G}(\mathcal{H}, B)$ is a closed Lie subgroup whose Lie algebra is $\text{Ann}(\mathcal{J}, B) \cap g(\mathcal{H}, B) \subseteq g(\mathcal{H}, B)$. Moreover, $\text{Ann}(\mathcal{J}, B) \cap \mathcal{G}(\mathcal{H}, B)$ is even an exponential BCH–group.

3.17 Example (Annihilator subgroups) 1. In [63] Hopf ideals of the Hopf algebra of Feynman graphs $\mathcal{H}_{FG}$ (cf. Example 1.9 b)) are studied. In the physical theory these ideals implement the so called “Ward–Takahashi” and “Slavnov–Taylor” identities. Then in [64] character groups related to the annihilator subgroups of these Hopf ideals are studied.

2. It is well known that the tree maps associated to numerical integration schemes which preserve certain first order integrals form a subgroup of the Butcher group, called the group of symplectic tree maps $S^{\mathcal{K}}_{\text{TM}}$. This subgroup is the annihilator subgroup of a certain Hopf ideal in the Hopf algebra of rooted trees $\mathcal{H}^{\mathcal{K}}_{\text{CK}}$ (see Example 1.4). We refer to [4, Example 4/9] for more details.
3. Recently in [14] an even smaller subgroup of the group of symplectic tree maps (as discussed in 2.) has been considered. This group $\mathcal{G}$ consists of all elements in the Butcher group such that the operations forming B-series and changing variables in the vector field commute (see [14, Proposition 3.1] for the detailed statement). Moreover, following [14, Eq. (56)] one can prove that elements in $\mathcal{G}$ admit a more “compact” expansion as B-series.

Due to loc. cit. and [55, Remark 24] this group is the annihilator of a Hopf ideal $\mathcal{I}$ in $\mathcal{H}_K^{ck}$, whence a Lie group by Proposition 3.16. Further, we remark that the ideal $\mathcal{I}$ is of interest in its own right: As pointed out in [55, Section 7] the ideal $\mathcal{I}$ appears as the kernel of a Hopf algebra morphism used to interpret the theory developed in loc. cit. in the context of Hopf algebras.

4 Notes on the topology of the character groups

By definition of the topology of pointwise convergence, the topology and the differentiable structure of the character group $G(\mathcal{H}, B)$ is completely determined by the target algebra $B$. Of course the algebraic structure of $\mathcal{H}$ determines the set of characters, e.g. it controls whether the character group is an abelian group. However, we do not need a topology on the Hopf algebra to turn its character groups into Lie groups. In a nutshell, the main idea behind the construction can be described as: The Lie group structure is controlled by the combinatorial data of the Hopf algebra and the topological data of the target algebra.

4.1 Remark Note that the topology of pointwise convergence is a very natural choice for a topology on the character groups of Hopf algebras. In this respect certain character groups with this topology have already been studied as topological groups in the literature.

1. For example in the Connes–Kreimer theory of renormalisation (cf. [17, Proposition 1.47]) the structural properties of certain character groups as topological groups with this topology are exploited. We refer to Section 6 for further information on this structure.

2. As a further example we mention [22, 3.2] where the projective limit topology on the character groups coincides with the topology of pointwise convergence with respect to the discrete topology on the ground field $K$. Hence it does not coincide with our topology which induces on every one-dimensional subspace the (natural) metric topology of $\mathbb{R}$ (or $\mathbb{C}$). Since [22] works with an arbitrary field $K$ of characteristic 0 the discrete topology on $K$ is the right choice in that setting.

The topology of pointwise convergence is rather coarse, i.e. compared to other natural function space topologies it has few open sets. In particular, open sets only control the behaviour of characters in a finite number of points at once. Especially
in applications in numerical analysis one would like to have finer topologies which enable a better control. Let us illustrate this in the example of the Butcher group:

4.2 Example The Butcher group $G_{TM}$ coincides with the group $G\left(\mathcal{H}^{K}_{CK}, K\right)$ of $K$-valued characters of the Connes–Kreimer Hopf algebra of rooted trees (see Example 1.9 (c)). This Hopf algebra is graded and connected, whence Theorem 3.9 allows $G_{TM}$ to be turned into a Lie group with the pointwise topology. Recall that as an algebra $\mathcal{H}^{K}_{CK}$ is the polynomial algebra $K[\mathcal{T}]$ (where $\mathcal{T}$ is the set of rooted trees). The elements in the Butcher group correspond to numerical integration schemes as they are linked to a certain type of (formal) series called $B$-series. In applications one now wants to restrict the growth of the series coefficients to achieve convergence of the series at least on a small disk. To this end, one commonly imposes an exponential growth bound to the elements in the Butcher group, i.e. the growth of a character is restricted by an exponential bound in every tree. The topology of pointwise convergence does not contain open sets which allow one to control infinitely many coefficients at once, whence it is too coarse for some applications. However, no suitable replacement for the topology on $G_{TM}$ to circumvent these problems is presently known (see the discussion of topologies on the Butcher group in [5, Remark 2.5]).

Though there seems to be no candidate for a finer topology on character groups which turns these into topological groups, the situation is better if one considers only certain subgroups. Again we specialise to the case of the Butcher group.

4.3 Example (The tame Butcher group) Let $\mathcal{B}$ be the subgroup of $G\left(\mathcal{H}^{K}_{CK}, K\right)$ of all elements $\varphi$ which satisfy

\[
\text{there exist } C, K > 0 \text{ such that } \|\varphi(\tau)\| \leq CK^{\mid\tau\mid} \text{ for all } \tau \in \mathcal{T}_0.
\]

Adapting a result of Hairer and Lubich [33, Lemma 9], one can show that the $B$-series associated to elements in $\mathcal{B}$ with respect to an analytic map $f$ converge at least locally. We call $\mathcal{B}$ the tame Butcher group.

One can show that the tame Butcher group is a Lie group modelled on an inductive limit of Banach spaces. Note that the resulting topology is strictly finer than the topology of pointwise convergence.

Albeit the differential structure is more complicated than the one of the Butcher group, the tame Butcher group is closely related to the Butcher group. The key property of the tame Butcher group is that it provides a better control for the purposes of numerical analysis. Furthermore, consider on a Banach space $E$ the differential equation

\[
\begin{cases}
\frac{dx(t)}{dt} = f(x(t)) \\
x(0) = y_0
\end{cases}
\quad \text{with } f : E \to E \text{ analytic}.
\]

Then the map sending an element of $\mathcal{B}$ to the $B$-series with respect to $f$ induces a
Lie group (anti)morphism

$$B_f : \mathcal{R} \to \text{DiffGerm}_{(y_0,0)}(E \times \mathbb{C}) := \left\{ \text{germ}_{(y_0,0)} \phi \mid \phi : E \times K \supseteq U \rightarrow V \text{ is a diffeomorphism with } \phi(y_0,0) = (y_0,0) \right\},$$

where the group operation of $\text{DiffGerm}_{(y_0,0)}(E \times \mathbb{C})$ is composition (cf. [18, Section 3]). Then the map $B_f$ can be seen as the Lie theoretic realisation of the mechanism which passes from a numerical integrator to the associated numerical solution of the differential equation. We refer to [6] for further details.

Conceivably one can adapt the idea of the tame Butcher group to the general setting of character groups of Hopf algebras.

4.4 Problem It would be interesting to see whether the construction of the tame Butcher group can be generalised to obtain a Lie theory for “groups of exponentially bounded characters” of graded connected Hopf algebras. The groups we envisage here should arise as subgroups of character groups (albeit with a finer topology/different differential structure).

We expect these groups to be useful in several applications. In particular, one would hope that such a theory is applicable in the following situations:

1. In the context of Lie–Butcher theory of numerical analysis, i.e. for numerical integrators on manifolds and Lie groups (see e.g. [53] and the references therein).

2. Often in the theory of numerical analysis bounds appear naturally. For an example of such a situation see e.g. [15] where bounds on a function and its Fourier coefficients are used to derive error estimates.

3. In control theory so called output feedback equations are studied. Recently connections of problems related to these equations with character groups of Hopf algebras have been discovered (see [31] and [21]). In particular, one is interested in the convergence of certain formal series, which is assured by similar growth conditions as imposed in the tame Butcher group (cf. [31, Section 2.2]).

Another candidate for a topology on the Butcher group $G_{TM}$ appears implicitly in Butcher’s 1972 paper.

4.5 Theorem ([9, Theorem 6.9]) If $a \in G_{TM}$ and $\mathcal{F}$ is any finite subset of $\mathcal{T}$ then there is a $b \in G_0$ such that $a|_{\mathcal{F}} = b|_{\mathcal{F}}$.

The above theorem is sometimes paraphrased as saying that the set of Runge–Kutta methods is dense in $G_{TM}$.

\(^{10}\) $G_0$ in [9, Theorem 6.9] is larger than the set of Runge–Kutta methods, however, the statement still holds if $G_0$ is the group of Runge–Kutta methods. See also [10, Theorem 317A].
Indeed, [9, Theorem 6.9] implies that the set of Runge–Kutta methods is dense in the Butcher group equipped with the topology of pointwise convergence. However, it also implies that the set of Runge–Kutta methods stays dense if one uses a much finer topology on $G_{\text{TM}} \subset \text{Hom}_K(\mathcal{H}^K, K)$, the ultrametric topology.

4.6 Definition (Ultrametric topology) When $\mathcal{H}$ is graded, the ultrametric topology on $\text{Hom}_K(\mathcal{H}, B)$ is generated by the ultrametric\(^{11}\)

$$d(\phi, \psi) = 2^{-\text{ord}(\phi - \psi)},$$

where $\text{ord}(\phi)$ is the largest $N \in \mathbb{N} \cup \{\infty\}$ such that

$$\phi(x) = 0 \quad \text{for all } x \in \bigoplus_{n=0}^{N} \mathcal{H}_n.$$

For $G_{\text{TM}} \subset \text{Hom}_K(\mathcal{H}^K, K)$, define the ultrametric topology as the subspace topology. In the ultrametric topology on $G_{\text{TM}}$, a sequence $(a_n)_{n \in \mathbb{N}}$ will converge to $a$ only if, for every tree $\tau \in \mathcal{T}$, there is an $N$ such that $N \leq n$ implies $a_n(\tau) = a(\tau)$.

Note that the ultrametric topology and the topology of pointwise convergence behave quite differently: Let $\mathcal{H}$ be a $K$-Hopf algebra with $K \in \{\mathbb{R}, \mathbb{C}\}$. If we embed $K$ as a linear subspace into $\text{Hom}_K(\mathcal{H}, B)$, the ultrametric topology induces the discrete topology on $K$ whereas the topology of pointwise convergence induces the usual (metric) topology on $K$. In particular, this shows that the ultrametric topology does not turn $\text{Hom}_K(\mathcal{H}, B)$ (and $g(\mathcal{H}, B)$) into locally convex spaces over $K$.

The ultrametric topology can be useful in numerics; for instance, the order of a B-series method given by $a \in G_{\text{TM}}$ can be read off directly from the ultrametric via

$$d(a, e) = 2^{-p},$$

where $e$ is the “exact” method and $p$ is the order of $a$. We record a further difference between both topologies in the following example:

4.7 Example Let $a_h$ denote the B-series $a_h(\emptyset) = 1$, $a_h(\ast) = h$, $a_h(\tau) = 0$ for all trees with $|\tau| \geq 2$, and consider the sequence of B-series

$$\{b_n\}_{n \in \mathbb{N}}, \quad b_n = a_h^{* n/n}.$$

$b_n$ corresponds to the numerical method obtained by taking $n$ steps with the forward Euler method with stepsize $\frac{1}{n}$. It is possible to show that

$$\lim_{n \to \infty} b_n(\tau) = e(\tau), \quad \text{for all } \tau \in \mathcal{T}.$$

Therefore, in the topology of pointwise convergence, $\lim_{n \to \infty} b_n = e$, reflecting that the Euler method is consistent.

It is also possible to show that $b_n(\oslash) = \frac{n-1}{2n}$, whereas $e(\oslash) = \frac{1}{2}$. Therefore $d(b_n, e) = 2^{-1}$, reflecting that the numerical methods corresponding to $b_n$ are all first order methods. However, $d(b_n, e) = 2^{-1}$ also shows that, in the ultrametric topology, $\{b_n\}_{n \in \mathbb{N}}$ does not converge to $e$ (or at all).

\(^{11}\)A metric $d$ is an ultrametric if $d(\phi, \psi) \leq \max\{d(\phi, \chi), d(\chi, \psi)\}$. 

20
5 The exponential map and regularity of character groups

In this section we discuss Lie theoretic properties of the Lie group of characters of a graded and connected Hopf algebra. Namely we consider the Lie group exponential map and a property called regularity in the sense of Milnor. The common theme of both properties is that they are related to the solution of certain differential equations on the Lie group.

We begin with a discussion of the properties of the Lie group exponential map. Recall that the interplay between the Lie algebra and the Lie group for infinite-dimensional Lie groups is more delicate than in the finite-dimensional case. For example there are infinite-dimensional Lie groups whose exponential map does not define a local diffeomorphism in a neighbourhood of the unit. See the survey in [58] for more information. However, it turns out that the situation for character groups of Hopf algebras is much better as they belong to certain well behaved classes of Lie groups which we define now.

5.1 Definition Let $G$ be a Lie group with smooth exponential map $\exp_G: \mathfrak{L}(G) \to G$. The Lie group $G$ is called a

1. (locally) exponential Lie group if $\exp_G$ induces a (local) diffeomorphism,
2. Baker–Campbell–Hausdorff-Lie group (or BCH-Lie group for short), if $G$ is a $K$-analytic (locally) exponential Lie group and $\exp_G$ induces a local $K$-analytic diffeomorphism at 0.

In a BCH-Lie group the Baker–Campbell–Hausdorff-series converges on an open zero-neighbourhood and defines an analytic multiplication on this neighbourhood. The BCH-formula is often used in applications of Lie algebras to numerical analysis (see e.g. [34, III.4 and III.5]). However, there are even applications of the BCH-formula associated to character groups of certain Hopf algebras.

5.2 Remark In [55] computations of the BCH-formula in an arbitrary Hall basis using labelled rooted trees are presented. It turns out that the BCH-formula discussed there is related to the BCH-formula on the Lie algebra of infinitesimal characters on certain Hopf algebras of labelled trees (cf. [55, Section 7] and in particular loc. cit. Example 10). Also see [12] for further information and the references contained therein.

From a Lie theoretic point of view BCH-Lie groups have very strong structural properties. For example the automatic smoothness theorem [26, Proposition 2.4] implies that every continuous group homomorphism between BCH-Lie groups is automatically $K$-analytic. In particular this entails that the structure of a BCH-Lie group as a topological group uniquely determines the Lie group structure.
5.3 Proposition ([4]) Let $\mathcal{H}$ be a graded and connected Hopf algebra and $B$ be a commutative locally convex algebra.

1. Then the Lie group $\mathcal{G}(\mathcal{H}, B)$ is a BCH-Lie group,
2. the exponential map $\exp_{\mathcal{G}(\mathcal{H}, B)}$ is a $K$-analytic diffeomorphism.

5.4 Remark (Applications of the character group exponential map)

1. The Lie group exponential of the Butcher group (cf. Example 1.9 (c)) has been used in computations in numerical analysis. Namely, in backward error analysis one exploits that this map is a diffeomorphism (see e.g. [55, Proposition 8]).

The inverse of the exponential map is closely related to so called Lie derivatives of B-series (see [34, IX.1]). In particular, the formula in [34, Lemma 9.1] for the Lie derivative can be identified with the recursion formula for the inverse of the exponential map (cf. [5, Section 5]). However, albeit the term “Lie derivative” is used in the literature, only algebraic properties of these maps are exploited.

2. In [22] related pairs of exponential maps of character groups have been studied in the context of the universal enveloping algebra of a post-Lie algebra. These mappings play a role in the numerical integration on post-Lie algebras. However, we should mention at this point that the topology on the character groups used in loc.cit. differs from the one we used in the construction of the Lie group structure.

5.5 Problem We have already mentioned several times that the Hopf algebras considered in numerical analysis are connected to so called pre- and post-Lie algebras. Recently these structures have gathered a lot of interest, see e.g. the work by Munthe-Kaas and collaborators [22, 53]. It would be interesting to see whether these additional structures induce more structure which is visible in the Lie group structure of the character groups.

We now turn to regularity properties of character groups. Roughly speaking, regularity (in the sense of Milnor) means that a certain class of (ordinary) differential equations can be solved on the Lie group. Note that it is highly non-trivial to solve ordinary differential equations on locally convex spaces beyond the realm of Banach spaces. For example there are linear differential equations without solution or which admit infinitely many different solutions (see [50] or [35, Section 5.5]).

5.6 Definition (Regularity (in the sense of Milnor)) Let $G$ be a Lie group modelled on a locally convex space, with identity element $1$, and $r \in \mathbb{N}_0 \cup \{\infty\}$. We use the tangent map of the left translation $\lambda_g: G \to G, x \mapsto gx$ by $g \in G$ to define $g.v := T_1\lambda_g(v) \in T_gG$ for $v \in T_1(G) =: \mathcal{L}(G)$. Following [29], $G$ is called $C^r$-semiregular.
if for each $C^r$-curve $\gamma: [0,1] \to \mathbf{L}(G)$ the initial value problem

\[
\begin{align*}
\eta'(t) &= \eta(t) \cdot \gamma(t) \\
\eta(0) &= 1
\end{align*}
\]

has a (necessarily unique) $C^{r+1}$-solution $\text{Evol}(\gamma) := \eta: [0,1] \to G$. If furthermore the map

\[
\text{evol}: C^r([0,1], \mathbf{L}(G)) \to G, \quad \gamma \mapsto \text{Evol}(\gamma)(1)
\]

is smooth, $G$ is called $C^r$-regular.\(^{12}\) If $G$ is $C^r$-regular and $r \leq s$, then $G$ is also $C^s$-regular. A $C^\infty$-regular Lie group $G$ is called regular (in the sense of Milnor) – a property first defined in [51]. Every finite-dimensional Lie group is $C^0$-regular (cf. [58]).

Several important results in Lie theory are only available for regular Lie groups (see [51, 58, 29], cf. also [44] and the references therein). Up to this point all known Lie groups modelled on sufficiently complete spaces (i.e. on Mackey complete spaces, see [44, Chapter I.2]) are regular.

5.7 Example Consider again the Butcher group $G_{TM}$, discussed in Example 1.9 (c). The differential equation for regularity of this Lie group takes the form of a countable system of differential equations: For a continuous curve $a: [0,1] \to \mathbf{L}(G_{TM})$ we seek a differentiable curve $\gamma: [0,1] \to G_{TM}$ such that

\[
\begin{align*}
\gamma'(t)(\tau) &= a(t)(\tau) + \sum_{\theta \in T_0, |\theta| < |\tau|} A_{\theta, \tau}(t, a) \gamma(t)(\theta), \\
\gamma(0)(\tau) &= 0
\end{align*}
\]

where $A_{\theta, \tau}(t, a)$ is a polynomial in $a(t)(\sigma), \sigma \in T_0$ with $|\sigma| < |\tau|$. These differential equations form an infinite lower diagonal system of differential equations. As shown in [5, Section 4] this system can be solved inductively, i.e. via a projective limit argument.\(^{13}\) Hence $G_{TM}$ is a $C^0$-regular Lie group.

5.8 Proposition ([4]) Let $\mathcal{H}$ be a graded and connected Hopf algebra and $B$ be a commutative and complete locally convex algebra. Then $\mathcal{G}(\mathcal{H}, B)$ is a $C^0$-regular Lie group.

Note that we had to require $B$ to be a complete algebra in Proposition 5.8. One can weaken this requirement, as it turns out that $\mathcal{G}(\mathcal{H}, B)$ is still a regular Lie group for so called “Mackey complete” locally convex algebras. We refer to [4] for further information.

\(^{12}\)Here we consider $C^r([0,1], \mathbf{L}(G))$ as a locally convex vector space with the pointwise operations and the topology of uniform convergence of the function and its derivatives on compact sets.

\(^{13}\)This is possible since the differentiable structure of the Butcher group turns it into a projective limit of finite-dimensional Lie groups. We will return to this phenomenon in Section 6.
5.9 Remark The Lie theory of character groups is closely connected to the Lie theory for unit groups of continuous inverse algebras (see [30, 24]). In fact, each character group of a graded and connected Lie algebra can be identified with a closed Lie subgroup of the unit group of a suitable continuous inverse algebra. The details of this construction are recorded in [4, Proof of Theorem 2.10], where we have exploited this link to derive the regularity of the character group from the regularity of the ambient unit group.

The differential equations of regularity also occur in natural questions connected to character groups of Hopf algebras. Let us illustrate this with two examples.

Our first example is from applications in numerical analysis. In [14, p.8] these differential equations appear naturally in the investigation of higher order averaging.

The second example appears in the theory of renormalisation of quantum field theories:

5.10 Example (Birkhoff decomposition and time ordered exponentials) Consider the Hopf algebra of Feynman graphs \( \mathcal{H}_F \) with its group \( \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \) of \( \mathbb{C} \) valued characters. A crucial step in the Connes–Kreimer theory of renormalisation – the so called BPHZ procedure – can be formulated as a Birkhoff factorisation in the Lie group \( \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \). To this end, one wants to decompose a smooth loop, i.e. a smooth map \( \gamma: C \to \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \) defined on a circle \( C \subseteq \mathbb{C} \) as \( \gamma(z) = \gamma_-(z) \gamma_+(z) \). Here \( \gamma_- \), \( \gamma_+ \) are boundary values of certain holomorphic functions (see [17, Definition 1.37]). Then the negative part \( \gamma_- \) of the Birkhoff decomposition yields the counterterms one seeks to compute in the renormalisation procedure (as explained in [17, 1.6.4], cf. explicitly [17, Theorem 1.40]).

To prove some desirable properties of the Birkhoff decomposition one defines a time-ordered exponential, i.e. for a smooth curve \( \alpha: [a, b] \to \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \) define

\[
Te^{\int_a^b \alpha(t) \, dt} := 1 + \sum_{n=1}^{\infty} \int_{a \leq s_1 \leq \cdots \leq s_n \leq b} \alpha(s_1) \cdots \alpha(s_n) \, ds_1 \cdots ds_n.
\]

Then it turns out that the time ordered exponentials solve the differential equation associated to regularity in \( \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \) for the curve \( \alpha \) (see [17, Proposition 1.51 (3)]). Time-ordered exponentials are important since they determine the Birkhoff decomposition in \( \mathcal{G}(\mathcal{H}_F, \mathbb{C}) \). Explicitly, for a loop \( \gamma_\mu \) (on an infinitesimal punctured disk in \( \mathbb{C} \)) one has as negative part of the Birkhoff decomposition

\[
\gamma_-(z) = Te^{-\frac{1}{\epsilon} \int_0^\epsilon \theta_\epsilon(\beta) \, dt}
\]

where \( \beta \) is the so called \( \beta \)-function of the theory (cf. [17, Theorem 1.58]) and \( \theta \) a certain one-parameter family generated by the grading operator. In particular, the time ordered exponentials determine the counterterms of perturbative renormalisation and one concludes that these depend only on the \( \beta \)-function of the theory. We are deliberately hiding the technical details here and refer instead to [17].
6 Character groups as pro-Lie groups

A crucial requirement to turn character groups of Hopf algebras into Lie groups has been that the Hopf algebra is needed to be graded and connected. As we have already mentioned, character groups of Hopf algebras which do not satisfy these conditions will in general not be infinite-dimensional Lie groups (with the topology of pointwise convergence). Note however that we have already seen in Lemma 3.5 that character groups of arbitrary Hopf algebras (with values in a locally convex algebra) are topological groups. Similarly the Lie algebra of infinitesimal characters is a topological Lie algebra regardless of a grading on $\mathcal{H}$.

In the present section we investigate the structure of the topological group $G(H,B)$ and its relation to the topological Lie algebra $g(H,B)$ for Hopf algebras which are not necessarily graded. It turns out that for certain target algebras these topological groups admit a strong structure theory which is reminiscent of finite-dimensional Lie theory. To phrase our results let us recall the notion of a pro-Lie group (see the extensive monograph [36] or the recent survey [38]).

6.1 Definition (pro-Lie group) A topological group $G$ is called a pro-Lie group if one of the following equivalent conditions holds:

1. $G$ is isomorphic (as a topological group) to a closed subgroup of a product of finite-dimensional (real) Lie groups.
2. $G$ is the projective limit of a projective system of finite-dimensional (real) Lie groups (taken in the category of topological groups).

The class of pro-Lie groups contains all compact groups (see e.g. [37, Corollary 2.29]) and all connected locally compact groups (Yamabe’s Theorem, see [66]). However, this does not imply that all pro-Lie groups are locally compact and the pro-Lie groups in the present paper will almost never be locally compact.

The structure theory of pro-Lie groups mirrors to a surprising degree the structure theory of finite-dimensional Lie groups (details are recorded in [36]). Most importantly for us, every pro-Lie group is connected to a Lie algebra. We recall its construction now. Note that in absence of a differential structure a Lie algebra to the group can not be constructed as a tangent space.

6.2 Definition (The pro-Lie algebra of a pro-Lie group) Let $G$ be a pro-Lie group and $\mathcal{L}(G)$ the space of all continuous $G$-valued one-parameter subgroups, endowed with the compact-open topology. As a projective limit of finite-dimensional Lie algebras it is naturally a locally convex topological Lie algebra over $\mathbb{R}$ (see [36, Definition 2.11]).

The character group of an arbitrary Hopf algebra (with values in a finite-dimensional algebra) turns out to be a pro-Lie group. In these cases the pro-Lie algebra can also be identified.
6.3 Theorem (Character groups as pro-Lie groups [4, Theorem 5.6]) Let $\mathcal{H}$ be a Hopf algebra and $B$ be a commutative finite-dimensional $\mathbb{K}$-algebra (e.g. $B := \mathbb{K}$). Then the group of $B$-valued characters $\mathcal{G}(\mathcal{H}, B)$ endowed with the topology of pointwise convergence is pro-Lie group.

Its pro-Lie algebra is isomorphic to the locally convex Lie algebra $\mathfrak{g}(\mathcal{H}, B)$ of infinitesimal characters via the canonical isomorphism

$$\mathfrak{g}(\mathcal{H}, B) \rightarrow \mathcal{L}(\mathcal{G}(\mathcal{H}, B)), \quad \phi \mapsto (t \mapsto \exp(t\phi)).$$

Sketch of ideas. Due to the fundamental theorem of coalgebras (see [48, Theorem 4.12]), one can write $\mathcal{H}$ as a directed union of finite-dimensional coalgebras $\{C_i\}_{i \in I}$. On each of the spaces $\text{Hom}_{\mathbb{K}}(C_i, B)$ the convolution induces a locally convex algebra structure such that the unit groups satisfy

$$\text{Hom}_{\mathbb{K}}(\mathcal{H}, B) = \text{Hom}_{\mathbb{K}}(\lim_{\rightarrow} C_i, B) \cong \lim_{\leftarrow} \text{Hom}_{\mathbb{K}}(C_i, B),$$

where the limit on the right hand side is taken in the category of topological groups. In particular, the groups $\text{Hom}_{\mathbb{K}}(C_i, B)$ are finite-dimensional Lie groups, whence $\text{Hom}_{\mathbb{K}}(\mathcal{H}, B)$ is a pro-Lie group and $\mathcal{G}(\mathcal{H}, B)$ inherits this structure. The remaining assertions follow from direct computations involving the exponential map.

6.4 Remark 1. If we consider character groups of graded connected Hopf algebras with values in finite-dimensional algebras, we obtain two structures on the character group: The locally convex Lie group structure and the pro-Lie group structure. Fortunately the results in [39] affirms that these two structures are compatible with each other. This means that the only additional information provided by the pro-Lie structure in this case is that the infinite-dimensional Lie group already constructed is a projective limit of finite-dimensional Lie groups.

2. One can generalise the preceding result beyond the realm of finite-dimensional target algebras to so called “weakly complete algebras”. See [4, Section 5] for the definition and detailed statements.

6.5 Example 1. For the Hopf algebra of Feynman diagrams $\mathcal{H}_{FG}$ one considers flat $g(\mathcal{H}_{FG}, \mathbb{C})$-valued connections. To prove some desirable properties for maps depending on these connections one has to employ projective limit arguments, e.g. see [17, Proposition 1.52]. Furthermore, one can use the pro-
jective limit property to construct geometric data for elements in certain interesting algebras of infinitesimal characters. Here we mean the monodromy representation and their limit constructed in [17, Lemma 1.54] for elements in $\mathfrak{g}(\mathcal{H}_F, \mathbb{C})$.

Note that in [17] the projective limit structure was deduced from the fact that every affine group scheme is a projective limit of linear algebraic groups. This requires the source Hopf algebra to be commutative, whereas the pro-Lie structure established in Theorem 6.3 does not depend on the commutativity of $\mathcal{H}_F$.

2. In numerical analysis, properties of series are often studied by truncating to a finite number of terms, see e.g. the treatment of modified equations in [33] or [56, Section 5.2, 5.4]. This corresponds in the pro-Lie picture to passing from the projective limit to one of the (finite-dimensional) steps.

The above list shows that it is quite useful to have the structure of a pro-Lie group to analyse character groups of Hopf algebras. Conversely, one can ask which pro-Lie groups can be obtained as character groups.

6.6 Problem Characterize all pro-Lie groups that can be obtained as $\mathbb{R}$-valued character groups of (in general non-graded) Hopf algebras. At least all compact abelian groups appear as character groups of certain Hopf algebras (this follows from Pontryagin duality). On the other hand, one can show that an uncountable discrete group is never a character group of a Hopf algebra.
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