THE BOUNDARY YAMABE PROBLEM, II: GENERAL CONSTANT MEAN CURVATURE CASE

JIE XU

Abstract. This article uses the iterative schemes and perturbation methods to completely solve the Han-Li conjecture, i.e. the general boundary Yamabe problem with prescribed constant scalar curvature and constant mean curvature on compact manifolds \((M, \partial M, g)\) with non-empty smooth boundary, \(\dim M \geq 3\). It is equivalent to show the existence of a real, positive, smooth solution of

\[-\frac{4(n-1)}{n-2} \Delta_g u + R_g u = \lambda u^{\frac{n+2}{n-2}} \text{ in } M, \quad \frac{\partial u}{\partial \nu} + \frac{n-2}{2} h_g u = \frac{n-2}{2} \zeta u^{\frac{n}{n-2}} \text{ on } \partial M\]

with some constants \(\lambda, \zeta \in \mathbb{R}\). This boundary Yamabe problem is solved in cases according to the sign of the first eigenvalue \(\eta_1\) of the conformal Laplacian with homogeneous Robin condition. The signs of scalar curvature \(R_g\) and mean curvature \(h_g\) play an important role in this existence result. In contrast to the classical method, the Weyl tensor and classification of boundary points play no role in the proof. In addition, the method is not dimensional specific. The key steps include a new version of monotone iteration scheme for nonlinear elliptic PDEs and nonlinear boundary conditions, an introduction of the perturbed conformal Laplacian, a delicate gluing skill to construct a smooth super-solution and existence of solution of local Yamabe-type equations.

1. Introduction

This article is a sequel to [21], which solves the boundary Yamabe problem with minimal boundary. The key features and advantages of this local-to-global method are explained in [21]. In this article, we are able to show that the same type of local analysis, iteration schemes and perturbation methods developed in [21, 23] can be applied to solve the general boundary Yamabe problem with prescribed constant scalar curvature and nontrivial constant mean curvature on compact manifolds \((M, \partial M, g)\) with non-empty smooth boundary, with dimensions at least 3. The Yamabe-type problems are reduced to the analysis of a nonlinear elliptic PDE. Therefore this local-to-global analysis is uniform for solving the Yamabe equations with no boundary condition, with linear boundary condition, and also with non-linear boundary condition. An application of this local-to-global analysis is in the Kazdan-Warner problem, in which we prescribe general scalar curvature functions for metrics within a conformal class, especially for the interesting case: the compact manifolds with positive Yamabe invariants [22].

Throughout this article, we denote \((M, \partial M, g)\) to be a compact manifold with non-empty smooth boundary \(\partial M, n = \dim M \geq 3\). We also denote the interior to be \(M\). Let \(R_g, h_g\) be the scalar curvature and mean curvature of \(g\), respectively. Set \(a = \frac{4(n-1)}{n-2}, p = \frac{2n}{n-2}\). Let \(-\Delta_g\) be the positive definite Laplace-Beltrami operator. The existence of a metric \(\tilde{g} = u^{p-2}g\) on \((M, \partial M, g)\) associated with a constant scalar curvature \(\lambda\) and a positive constant mean curvature \(\zeta\) is equivalent to the existence of a real, positive function \(u \in C^\infty(M)\) satisfying

\[\Box_g u := -a \Delta_g u + R_g u = \lambda u^{p-1} \text{ in } M; \quad B_g u := \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^{\frac{p}{2}} \text{ on } \partial M.\] (1)

The main result of this paper is stated as follows.

Theorem. Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary, \(\dim M \geq 3\). Let \(\eta_1\) be the first eigenvalue of the boundary eigenvalue problem \(\Box_g = \eta_1 u \text{ in } M, B_g u = 0 \text{ on } \partial M\).
Then:

(i). If \( \eta_1 = 0 \), \( \mathbf{[17]} \) admits a real, positive solution \( u \in C^\infty(M) \) with \( \lambda = \zeta = 0 \);

(ii). If \( \eta_1 < 0 \), \( \mathbf{[17]} \) admits a real, positive solution \( u \in C^\infty(M) \) with some \( \lambda < 0 \) and \( \zeta > 0 \);

(iii). If \( \eta_1 > 0 \), \( \mathbf{[17]} \) admits a real, positive solution \( u \in C^\infty(M) \) with some \( \lambda > 0 \) and \( \zeta > 0 \).

The boundary Yamabe problem for general case is thus completely solved. As in the minimal boundary case \( \mathbf{[21]} \), the proof of the main theorem relies on the classification of the signs of \( \eta_1, R_g \) and \( h_g \). Case (i) is just the eigenvalue problem; Case (ii) is first solved in Theorem \( \mathbf{[6.2]} \) under the assumption that \( h_g > 0 \) everywhere; the general situation when \( \eta_1 < 0 \) then follows by Theorem \( \mathbf{[5.1]} \). For Case (iii), we prove an existence result for the perturbed boundary Yamabe equation

\[
-a \Delta_g u + (R_g + \tau) u = \lambda \eta u^{p-1} \quad \text{in } M, \quad \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^\frac{p}{2} \quad \text{on } \partial M
\]

is given for some specific choice of \( \lambda, \tau \), the boundary Yamabe equation with \( R_g < 0 \) somewhere and \( h_g > 0 \) everywhere is then solved in Theorem \( \mathbf{[6.1]} \) by taking \( \tau \to 0^- \). When \( R_g \geq 0 \) everywhere, Theorems \( \mathbf{[5.1]} \) and \( \mathbf{[5.2]} \) are applied to obtain \( R_g < 0 \) somewhere and \( h_g > 0 \) everywhere for a new metric \( \tilde{g} \) within the conformal class of \( g \). For the importance of the local Yamabe-type equations and the introduction of the perturbation \( \tau \), see Remark \( \mathbf{[2.1]} \). For the key step in taking the limit \( \tau \to 0^- \), see Remark \( \mathbf{[6.3]} \).

Our method is originally inspired by the work of Hintz and Vasy on stability of the (gauged) Einstein equations \( \mathbf{[11, 12]} \). The connection between the Einstein equation and the Yamabe equation is quite interesting. Roughly speaking, the Einstein equation on a compact manifold is the Euler-Lagrange equation with respect to critical points of the Einstein-Hilbert functional \( \int_M R_g d\text{Vol}_g \) among all metric of volume 1, up to a constant. The Yamabe equation is the Euler-Lagrange equation with respect to the critical points of the same functional within a conformal class, after normalizing the volume. The Nash-Moser iteration scheme in the work of Hintz and Vasy inspires us to seek for an appropriate iteration scheme for the elliptic version. We applied other iterative methods in our earlier works \( \mathbf{[17, 24]} \). We then applied the monotone iteration scheme, which was extended from the local version in \( \mathbf{[15]} \) and the closed manifold version in \( \mathbf{[13]} \), to resolve the Yamabe-type equations. The key feature in this article is a new version of the monotone iteration scheme in Theorem \( \mathbf{[4.1]} \) which is designed not only for nonlinear zeroth order terms in the PDE, but also zeroth order nonlinear terms in the boundary conditions.

The history of the Yamabe problem on closed manifolds, starting in 1960, is reviewed in \( \mathbf{[24]} \) and discussed thoroughly in its references. In 1992, Escobar \( \mathbf{[8]} \) initiated the study of the boundary Yamabe problem. Han and Li \( \mathbf{[10]} \) conjectured the existence of the positive solution of \( \mathbf{[11]} \) for any constants \( \lambda, \zeta > 0 \). In a recent work of Chen and Sun \( \mathbf{[3]} \), they proved Han-Li conjecture for most cases, in which some restrictions of the geometry of the manifolds were imposed. However, the cases \( n \geq 6 \), \( M \) is not locally conformally flat, \( \partial M \) is umbilic, and the Weyl tensor vanishes identically on \( \partial M \) remained open if we consider general compact manifolds with boundary, which are exactly the cases left open in \( \mathbf{[8]} \) for minimal boundary case. In this article, we show the existence of solutions of \( \mathbf{[11]} \) for general \( (M, \partial M, g) \), \( \dim M \geq 3 \), associated with \( \zeta \geq 0 \) and general \( \lambda \in \mathbb{R} \). Other works in this direction by calculus of variations includes \( \mathbf{[3, 7, 10]} \), etc. in minimal boundary case. In particular, \( \mathbf{[16]} \) among others worked on the case when \( \lambda = 0 \) and \( \tilde{h} \) is a constant. On closed manifolds, \( \mathbf{[2, 15]} \) provided good survey with classical calculus of variations methods, while a direct analysis can be found in \( \mathbf{[23]} \). Another approach to consider Yamabe problem is the application of Yamabe flow for which we refer to \( \mathbf{[4]} \).

For the crucial difference between the methods use here and the classical methods, we refer to the boundary Yamabe problem with minimal boundary case \( \mathbf{[21]} \). Because of the nontrivial boundary term, we have to modify several techniques in \( \mathbf{[21]} \). When \( \eta_1 > 0 \), our local analysis, iteration
schemes and perturbation methods bypass the analysis of $\lambda(M) < \lambda(S^n_+)$, where

$$\lambda(M) = \inf_{u \not\equiv 0} \frac{\int_M (a|\nabla u|^2 + R_g u^2) d\mathrm{Vol}_g + \int_{\partial M} a h_g u^2 dS}{(\int_M u^p d\mathrm{Vol}_g)^{\frac{2}{p}}}$$

and $S^n_+$ is the upper hemisphere of the standard $n$-sphere. Instead, we construct a sequence of solutions $\{u_{\tau}\}$ of

$$-a\Delta_g u_{\tau} + (R_g + \tau) u_{\tau} = \lambda_{\tau} u_{\tau}^{p-1} \quad \text{in } M, \quad \frac{\partial u_{\tau}}{\partial \nu} + \frac{2}{p-2} h_g u_{\tau} = \frac{2}{p-2} \zeta u_{\tau}^p \quad \text{on } \partial M. \tag{2}$$

Here $\tau$ is a small negative parameter. In addition, $\lambda_{\tau}$ is a perturbation of $\lambda(M)$,

$$\lambda_{\tau} = \inf_{u \not\equiv 0} \frac{\int_M (a|\nabla u|^2 + (R_g + \tau) u^2) d\mathrm{Vol}_g + \int_{\partial M} 2a h_g u^2 dS}{(\int_M u^p d\mathrm{Vol}_g)^{\frac{2}{p}}}.$$

The general boundary Yamabe problem is then solved by showing the existence of $u = \lim_{\tau \to 0^-} u_{\tau}$. The essential difficulty of this approach is to show that for some fixed $0 < \tau_0 < 0$ and $r > p$, there exist constants $C_1, C_2$, independent of $\tau$,

$$\|u_{\tau}\|_{L^p(M, g)} \geq C_1 > 0, \quad \|u_{\tau}\|_{L^{r}(M, g)} \leq C_2 < \infty, \quad \forall \tau \in [\tau_0, 0). \tag{3}$$

As in the minimal boundary case, the upper bound of $L^r$-norm in (3) relies on the local results in Proposition 2.4 and monotone iteration scheme, especially the construction of super-solutions in Theorem 6.3 which is essentially because of the boundary term $\frac{2}{p-2} h_g u$ on $\partial M$. In this article, even the lower bound of $L^p$-norm in (3) requires the local results and the construction of sub-solutions in Theorem 6.3 since the higher order nonlinear term $\frac{2}{p-2} \zeta u^p$ appears in the general constant mean curvature case. In [21], a global $L^p$-lower bound was obtained by global analysis. The local result in Proposition 2.4 within an interior domain of $M$ avoids the analysis near $\partial M$. The boundary conditions come into play only later in the monotone iteration scheme. Compared with the minimal boundary case in [21], we also need a new version of the global $L^p$-type elliptic regularity and a modified monotone iteration scheme in this article, due to the nonlinear term $\frac{2}{p-2} \zeta u^p$. In contrast to the classical methods, the local analysis here gives us some flexibility to choose $\lambda$ and $\zeta$ in (1).

This article is organized as follows. In §2, definitions and essential tools are listed and proved if necessary. In §3, a result in the perturbation theory for the eigenvalue problem of the conformal Laplacian is proved. In §4, the monotone iteration scheme is applied to show the existence of the solutions of (1) and (3), respectively, assuming the existence of corresponding sub-solutions and super-solutions. In §5, we recall results from [21] that a Riemannian metric with general $R_g$ and $h_g$ can be conformally changed to a metric with more tractable scalar curvature and mean curvature; In §6, the boundary Yamabe problem with nontrivial constant mean curvature is completely solved in the three cases of the main Theorem.
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2. The Preliminaries

In this section, necessary definitions, setups and required tools for the main result are listed. In particular, required spaces and associated Sobolev spaces are defined; results of $W^{k,p}$-type and $H^1$-type elliptic regularities are listed; maximum principles and Sobolev embeddings are given; existence and uniqueness of solutions of some second order elliptic PDE with inhomogeneous Robin conditions are shown. Throughout this section, we consider the spaces with dimensions no less than 3.
Definition 2.1. We say \((\Omega, g)\) being a Riemannian domain if (i) \(\Omega\) is a connected, bounded, open subset of \(\mathbb{R}^n\) with smooth boundary \(\partial \Omega\) equipped with some Riemannian metric \(g\) that can be extended smoothly to \(\overline{\Omega}\); (ii) in addition, \((\Omega, g)\) must be a compact Riemannian manifold with boundary \(\partial \Omega\).

We define integer-ordered Sobolev spaces on compact manifolds with smooth boundary \((M, \partial M, g)\), and on Riemannian domain. In this article, we always define the inclusion map

\[ \iota : \partial M \hookrightarrow M \]

from the boundary to the whole manifold, and thus \(\partial M\) admits a canonical Riemannian metric \(\iota^* g\).

Definition 2.2. Let \((M, \partial M, g)\) be a compact Riemannian manifold with smooth boundary, let \(\dim M = n\). Let \(d\omega\) be the Riemannian density with local expression \(d\text{Vol}_g\). Let \(dS\) be the induced boundary density on \(\partial M\). For real valued functions \(u\), we set:

(i) For \(1 \leq p < \infty\),

\[ \mathcal{L}^p(M, g) \text{ is the completion of } \left\{ u \in C^\infty_c(M) : \|u\|^p_{p,g} := \int_M |u|^p d\omega < \infty \right\}; \]

\[ \mathcal{L}^p(\Omega, g) \text{ is the completion of } \left\{ u \in C^\infty_c(\Omega) : \|u\|^p_{p,g} := \int_\Omega |u|^p d\text{Vol}_g < \infty \right\}. \]

(ii) For \(\nabla\) the Levi-Civita connection of \(g\), and for \(u \in C^\infty_c(M)\),

\[ |\nabla^k u|^2_g := (\nabla^{\alpha_1} \ldots \nabla^{\alpha_k} u)(\nabla_{\alpha_1} \ldots \nabla_{\alpha_k} u). \]

In particular, \(|\nabla^0 u|^2_g = |u|^2_g\) and \(|\nabla^1 u|^2_g = |\nabla u|^2_g\).

(iii) For \(s \in \mathbb{N}, 1 \leq p < \infty\),

\[ W^{s,p}(M, g) = \left\{ u \in \mathcal{L}^p(M, g) : \|u\|^p_{W^{s,p}(M, g)} = \sum_{j=0}^s \int_M |\nabla^j u|^p_g d\omega < \infty \right\}; \]

\[ W^{s,p}(\Omega, g) = \left\{ u \in \mathcal{L}^p(\Omega, g) : \|u\|^p_{W^{s,p}(\Omega, g)} = \sum_{j=0}^s \int_\Omega |\nabla^j u|^p_g d\text{Vol}_g < \infty \right\}. \]

Similarly, \(W^{s,p}_0(M, g)\) is the completion of \(C^\infty_c(M)\) with respect to the \(W^{s,p}\)-norm. In particular, \(H^s(M, g) := W^{s,2}(M, g), \forall s \in \mathbb{N}, 1 \leq p' < \infty\) are the usual Sobolev spaces, and we similarly define \(H^s_0(M, g)\), \(W^{s,p}_0(\Omega, g)\) and \(H^s_0(\Omega, g)\).

(iv) With an open cover \(\{U_\xi, \phi_\xi\}\) of \((M, \partial M, g)\) and a smooth partition of unity \(\{\chi_\xi\}\) subordinate to this cover, we can define the \(W^{s,p}\)-norm locally, which is equivalent to the definition above.

\[ \|u\|_{W^{s,p}(M, g)} = \sum_\xi \| \left( \phi_\xi^{-1} \right)^s \chi_\xi u \|_{W^{s,p}(\phi_\xi(U_\xi), g)}. \]

A local \(L^p\) regularity is required for some type of Robin boundary condition, due to Agmon, Douglis, and Nirenberg [1]. It is worth mentioning that the result in Proposition [2,1] below holds when \(\Omega\) in particular is a \(n\) dimensional hemisphere denoted by \(\sum_{t=0}^{n-1} x_t^2 + t^2 \leq 1, t \geq 0\) where the boundary condition is only defined on \(t = 0\) and \(u\) in [3] vanishes outside the hemisphere, see [1] Thm. 15.1. The Schauder estimates holds in the same manner, see [1] Thm. 7.1, Thm. 7.2. This is particularly useful since for the global analysis in next theorem, we will choose a cover of \((M, \partial M, g)\), and for any boundary chart \((U, \phi)\) of \((M, \partial M, g)\), the intersection \(\phi(U \cap M)\) is a one-to-one correspondence to a hemisphere, provided that \(\partial M\) is smooth enough. It resolves the issue for the boundary charts.
Proposition 2.1. [1] Thm. 7.3, Thm. 15.2] Let \((\Omega, g)\) be a Riemannian domain where the boundary \(\partial \Omega\) satisfies Lipschitz condition. Let \(\nu\) be the outward unit normal vector along \(\partial \Omega\). Let \(L\) be the second order elliptic operator on \(\Omega\) with smooth coefficients up to \(\partial M\) and \(f \in L^p(\Omega, g), f' \in W^{1,p}(\Omega, g)\) for some \(p \in (1, \infty)\). Let \(u \in H^1(\Omega, g)\) be the weak solution of the following boundary value problem

\[
Lu = f \text{ in } \Omega, Bu := \frac{\partial u}{\partial \nu} + c(x)u = f' \text{ on } \partial \Omega,
\]

where \(c \in C^\infty(\partial \Omega)\). Then \(u \in W^{2,p}(\Omega, g)\) and the following estimates holds provided \(u \in L^p(\Omega, g)\):

\[
\|u\|_{W^{2,p}(\Omega, g)} \leq C^\star \left( \|Lu\|_{L^p(\Omega, g)} + \|Bu\|_{W^{1,p}(\Omega, g)} + \|u\|_{L^p(\Omega, g)} \right).
\]

Here the constant \(C^\star\) depends on \(L, p\) and \((\Omega, g)\).

Theorem 2.1. Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \(\nu\) be the unit outward normal vector along \(\partial M\). Let \(L\) be a uniform second order elliptic operator on \(M\) with smooth coefficients up to \(\partial M\). Let \(f \in L^p(M, g), \tilde{f} \in W^{1,p}(M, g)\). Let \(u \in H^1(M, g)\) be a weak solution of the following boundary value problem

\[
Lu = f \text{ in } M, Bu := \frac{\partial u}{\partial \nu} + c(x)u = \tilde{f} \text{ on } \partial M.
\]

Here \(c \in C^\infty(M)\). If, in addition, \(u \in L^p(M, g)\), then \(u \in W^{2,p}(M, g)\) with the following estimates

\[
\|u\|_{W^{2,p}(M, g)} \leq C \left( \|Lu\|_{L^p(M, g)} + \|Bu\|_{W^{1,p}(M, g)} + \|u\|_{L^p(M, g)} \right).
\]

Here \(C\) depends on \(L, p, c\) and the manifold \((M, \partial M, g)\), and is independent of \(u\).

Proof. This proof is essentially the same as in Theorem 3.1 of [21]. The only difference is to handle the inhomogeneous Robin boundary condition. Choose a finite cover of \((M, \partial M, g)\), say

\[
(M, \partial M, g) = \left( \bigcup_{\alpha} (U_\alpha, \phi_\alpha) \right) \cup \left( \bigcup_{\beta} (U_\beta, \phi_\beta) \right)
\]

where \(\{U_\alpha, \phi_\alpha\}\) are interior charts and \(\{U_\beta, \phi_\beta\}\) are boundary charts. Choose a partition of unity \(\{\chi_\alpha, \chi_\beta\}\) subordinate to this cover, where \(\{\chi_\alpha\}\) are associated with interior charts and \(\{\chi_\beta\}\) are associated with boundary charts. The local expression of the differential operator for interior charts is of the form

\[
L \mapsto (\phi_\alpha^{-1})^* L \phi_\alpha^*: C^\infty(\phi_\alpha(U_\alpha)) \rightarrow C^\infty(\phi_\alpha(U_\alpha))
\]

which can be extended to Sobolev spaces with appropriate orders. The same expression applies for boundary charts. Denote

\[
L_\alpha = (\phi_\alpha^{-1})^* L \phi_\alpha^*, L_\beta = (\phi_\beta^{-1})^* L \phi_\beta^*; \frac{\partial}{\partial \nu^\alpha} = (\phi_\beta^{-1})^* \left( \frac{\partial}{\partial \nu^\beta} \right) \phi_\beta^*
\]

\[
(\phi_\alpha^{-1})^* \chi_\alpha = \chi'_\alpha, (\phi_\beta^{-1})^* \chi_\beta = \chi'_\beta; (\phi_\beta^{-1})^* c = c'_\beta;
\]

\[
(\phi_\alpha^{-1})^* u = u'_\alpha, (\phi_\beta^{-1})^* u = u'_\beta, (\phi_\alpha^{-1})^* f = f'_\alpha, (\phi_\beta^{-1})^* f = f'_\beta, (\phi_\beta^{-1})^* \tilde{f} = \tilde{f}'_\beta
\]

With these notations, the local expressions of our PDE with respect to \(u'_\alpha, u'_\beta\) associated with (8) in each chart, respectively, are as follows:

\[
L_\alpha \left( \chi'_\alpha u'_\alpha \right) - [L_\alpha, \chi'_\alpha] u'_\alpha = \chi'_\alpha f'_\alpha \text{ in } \phi_\alpha(U_\alpha), \chi'_\alpha u'_\alpha = 0 \text{ on } \partial \phi_\alpha(U_\alpha);
\]

\[
L_\beta \left( \chi'_\beta u'_\beta \right) - [L_\beta, \chi'_\beta] u'_\beta = \chi'_\beta f'_\beta \text{ in } \phi_\beta(U_\beta),
\]

\[
\frac{\partial \chi'_\beta u'_\beta}{\partial \nu^\beta} + c'_\beta \chi'_\beta u'_\beta - \frac{\partial \chi'_\beta}{\partial \nu^\beta} u'_\beta = \chi'_\beta \tilde{f}_\beta \text{ on } \partial \phi_\beta(\bar{U}_\beta \cap M), \chi'_\beta u'_\beta = 0 \text{ on } \partial \phi_\beta(U_\beta) \setminus (\partial \phi_\beta(\bar{U}_\beta \cap M)).
\]
Here \([L, \chi]\) is a commutator defined as
\[
[L, \chi]u = L(\chi u) - \chi(Lu).
\]
Applying local estimates in Proposition \([2.1]\) with the extra boundary term \(\chi'_f f\beta\), and then glue estimates in each chart together, we conclude that \([9]\) holds. The argument is exactly the same as in \([21]\) Thm. 3.1. \(\Box\)

When \(L\) is injective, we show in next theorem that \(\|u\|_{L^p(M, g)}\) can be absorbed by \(\|Lu\|_{L^p(M, g)}\).

**Theorem 2.2.** Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \(\nu\) be the unit outward normal vector along \(\partial M\) and \(p > \dim M\). Let \(L : C^\infty(M) \to C^\infty(M)\) be a uniform second order elliptic operator on \(M\) with smooth coefficients up to \(\partial M\) and can be extended to \(L : W^{2,p}(M, g) \to L^p(M, g)\). Let \(f \in L^p(M, g), \tilde{f} \in W^{1,p}(M, g)\). Let \(u \in H^1(M, g)\) be a weak solution of the following boundary value problem
\[
Lu = f \text{ in } M, Bu = \frac{\partial u}{\partial \nu} + c(x)u = \tilde{f} \text{ on } \partial M.
\]
Here \(c \in C^\infty(M)\). Assume also that \(\text{Ker}(L) = \{0\}\) associated with the homogeneous Robin boundary condition. If, in addition, \(u \in L^p(M, g)\), then \(u \in W^{2,p}(M, g)\) with the following estimates
\[
\|u\|_{W^{2,p}(M, g)} \leq C' \left(\|Lu\|_{L^p(M, g)} + \|Bu\|_{W^{1,p}(M, g)}\right)
\]
Here \(C'\) depends on \(L, p, c\) and the manifold \((M, \partial M, g)\), and is independent of \(u\).

**Proof.** It is enough to show that there exists a constant \(E\), independent of \(u\), such that
\[
\|u\|_{L^p(M, g)} \leq E \left(\|Lu\|_{L^p(M, g)} + \|Bu\|_{W^{1,p}(M, g)}\right)
\]
provided that \(L\) is injective. The inequality \([13]\) is proven by contradiction, exactly the same as \([21]\) Thm. 3.2. \(\Box\)

Maximum principles play a central role in nontriviality of the solution of \([11]\), which are stated below in local versions.

**Theorem 2.3.** Let \((\Omega, g)\) be a Riemannian domain with \(\dim \Omega \geq 3\). (i) \([9]\) Cor. 3.2] (Weak Maximum Principle) Let \(L\) be a second order elliptic operator of the form
\[
Lu = -\sum_{|\alpha|=2} -a_\alpha(x)\partial^{\alpha}u + \sum_{|\beta|=1} -b_\beta(x)\partial^{\beta}u + c(x)u
\]
where \(a_\alpha, b_\beta, c \in C^\infty(\Omega)\) are smooth and bounded real-valued functions on the bounded domain \(\Omega \subset \mathbb{R}^n\). Let \(u \in C^2(\Omega)\). Denote \(u^- := \min(u, 0)\), and \(u^+ := \max(u, 0)\). Then we have
\[
Lu \geq 0, c(x) \geq 0 \Rightarrow \inf_{\Omega} u = \inf_{\partial \Omega} u^-;
Lu \leq 0, c(x) \geq 0 \Rightarrow \sup_{\Omega} u = \sup_{\partial \Omega} u^+.
\]
(ii) \([9]\) Thm. 3.1] Let \(u, L\) and its coefficients be the same as in (i) above. Then we have
\[
Lu \geq 0, c(x) = 0 \Rightarrow \inf_{\Omega} u = \inf_{\partial \Omega} u;
Lu \leq 0, c(x) = 0 \Rightarrow \sup_{\Omega} u = \sup_{\partial \Omega} u.
\]
(iii) \([9]\) Thm. 3.5] (Strong Maximum Principle) Let \(u \in C^2(\Omega)\). Assume that \(\partial \Omega \in C^\infty\). Let \(L\) be a second order uniformly elliptic operator as above. If \(Lu \geq 0, c(x) \geq 0\), and if \(u\) attains a nonpositive minimum over \(\bar{\Omega}\) in an interior point, then \(u\) is constant within \(\bar{\Omega}\); If \(Lu \leq 0, c(x) \geq 0\), and if \(u\) attains a nonnegative maximum over \(\bar{\Omega}\) in an interior point, then \(u\) is constant within \(\bar{\Omega}\).

(iv) \([9]\) Ch. 8] All weak and strong maximum principles above hold when \(u \in H^1(\Omega, g)\) or \(u \in H^1(M, g)\), respectively, provided that \(L\) is uniformly elliptic with some other restrictions.
Sobolev embeddings is critical for the regularity of solution of \( (1) \).

**Proposition 2.2.** [2, Ch. 2] (Sobolev Embeddings) Let \( (M, \partial M, g) \) be a compact manifold with non-empty smooth boundary \( \partial M \).

(i) For \( s \in \mathbb{N} \) and \( 1 \leq p \leq p' < \infty \) such that
\[
\frac{1}{p} - \frac{s}{n} \leq \frac{1}{p'},
\]
\( W^{s,p}(M, g) \) continuously embeds into \( \mathcal{L}^{p'}(M, g) \) with the following estimates:
\[
\|u\|_{\mathcal{L}^{p'}(M, g)} \leq K\|u\|_{W^{s,p}(M, g)}.
\]
(ii) For \( s \in \mathbb{N} \), \( 1 \leq p < \infty \) and \( 0 < \alpha < 1 \) such that
\[
\frac{1}{p} - \frac{s}{n} \leq -\frac{\alpha}{n},
\]
\( W^{s,p}(M, g) \) continuously embeds in the Hölder space \( \mathcal{C}^{0,\alpha}(M) \) with the following estimates:
\[
\|u\|_{\mathcal{C}^{0,\alpha}(M)} \leq K''\|u\|_{W^{s,p}(M, g)}.
\]
(iii) Both embeddings above are compact embeddings provided that the strict inequalities hold in (16) and (18), respectively.

The solvability of linear PDE with Robin boundary condition requires the trace theorem below.

**Proposition 2.3.** [19, Prop. 4.5] Let \( (M, \partial M, g) \) be a compact manifold with non-empty smooth boundary. Let \( u \in H^1(M, g) \). Then there exists a bounded linear operator
\[
T : H^1(M, g) \to \mathcal{L}^2(\partial M, \mathcal{I}^* g)
\]
such that
\[
Tu = u\big|_{\partial M}, \quad \text{if } u \in \mathcal{C}^\infty(M) \cap H^1(M, g);
\]
\[
\|Tu\|_{\mathcal{L}^2(\partial M, \mathcal{I}^* g)} \leq K''\|u\|_{H^1(M, g)}.
\]
Here \( K'' \) only depends on \( (M, g) \) and is independent of \( u \). Furthermore, the map \( T : H^1(M, g) \to H^1(\partial M, \mathcal{I}^* g) \) is surjective.

We consider the existence and uniqueness of the solutions of the following PDE
\[
- a \Delta_g u + Au = f \text{ in } M, \frac{\partial u}{\partial \nu} + c(x)u = \tilde{f} \text{ on } \partial M
\]
with appropriate choices of constants \( a, A \) and functions \( f, \tilde{f}, c \). Pairing any test function \( v \in \mathcal{C}^\infty_c(M) \) on both sides of (20), we have
\[
\int_M (a \nabla_g u \cdot \nabla_g v + Auv) d\omega + \int_{\partial M} cuvdS = \int_M fvd\omega + \int_{\partial M} \tilde{f}vdS.
\]
Denote
\[
\tilde{L}v := \int_M fvd\omega + \int_{\partial M} \tilde{f}vdS.
\]
We conclude immediately that \( \tilde{L} : H^1(M, g) \to \mathbb{R} \) is a bounded linear operator, provided that \( f \in \mathcal{L}^2(M, g) \) and \( \tilde{f} \in H^1(M, g) \). It is natural to consider the solvability of (21) in the weak sense.
Definition 2.3. Let $f \in \mathcal{L}^2(M, g)$ and $\tilde{f} \in H^1(M, g)$. Let $\tilde{L}$ be defined as in (22). Define

$$B[u, v] = \int_M (a \nabla_g u \cdot \nabla_g v + Auv) \, d\omega + \int_{\partial M} cuv \, dS.$$  \hspace{1cm} (23)

We say that $u \in H^1(M, g)$ is a weak solution of (20) if and only if $B[u, v] = \tilde{L}v, \forall v \in H^1(M, g)$.

Next theorem provides the existence and uniqueness of the solution of (20) and the injectivity of the operator $-a\Delta_g + A$. The key is the assumption that $c > 0$ everywhere on $\partial M$.

Theorem 2.4. Let $(M, \partial M, g)$ be a compact manifold with non-empty smooth boundary. Let $\nu$ be the unit outward normal vector along $\partial M$. Let $a, A > 0$ be any positive constants. Let $f \in \mathcal{L}^2(M, g), \tilde{f} \in H^1(M, g)$ and $c \in C^\infty(M)$ with $c > 0$ on $\partial M$. Then the PDE (21) has a unique weak solution $u \in H^1(M, g)$ in the sense of Definition 2.3. Furthermore, $-a\Delta_g + A$ is injective with homogeneous boundary condition

$$\frac{\partial u}{\partial \nu} + c(x)u = 0 \text{ on } \partial M.$$  

Proof. Due to Definition 2.3, we show the existence of a unique $u \in H^1(M, g)$ such that $B[u, v] = \tilde{L}v, \forall v \in H^1(M, g)$.

The linear operator $\tilde{L} : H^1(M, g) \to \mathbb{R}$ is continuous, since

$$|\tilde{L}v| \leq \int_M |f||v|^2d\omega + \int_{\partial M} |\tilde{f}||v|dS \leq \|f\|_{L^2(M, g)}\|v\|_{L^2(M, g)} + \|\tilde{f}\|_{L^2(\partial M, \nu^g)}\|v\|_{L^2(\partial M, \nu^g)}.$$  

According to the same argument in [21 Thm. 4.2], we conclude by Lax-Milgram [14] that (20) has a unique weak solution $u \in H^1(M, g)$. The injectivity of the operator $-a\Delta_g + A$ follows exactly the same as in Theorem 4.2 of [21].

When the first eigenvalue $\eta_1$ of conformal Laplacian with Robin condition is positive, we need to consider a perturbed Yamabe equation first:

$$-a\Delta_g u + (R_g + \tau) u = \lambda u^{p-1} \text{ in } M, B_g u = \frac{2}{p-2} \zeta u^\frac{p}{2} \text{ on } \partial M$$

for some negative constant $\tau < 0$. The following result, which is a local version of perturbed Yamabe equation with trivial Dirichlet boundary condition, plays a central role in this boundary Yamabe problem. We proved this result in [23], and applied this result to proof the Yamabe problem on closed manifolds and the boundary Yamabe problem with minimal boundary case.

Proposition 2.4. [23 Prop. 3.3] Let $(\Omega, g)$ be Riemannian domain in $\mathbb{R}^n, n \geq 3,$ with $C^\infty$ boundary, and with Vol$_g(\Omega)$ and the Euclidean diameter of $\Omega$ sufficiently small. Let $\tau < 0$ be any negative constant. Assume $R_g < 0$ everywhere within the small enough closed domain $\Omega$. Then for any $\lambda > 0$ the following Dirichlet problem

$$-a\Delta_g u + (R_g + \tau) u = \lambda u^{p-1} \text{ in } \Omega, u = 0 \text{ on } \partial \Omega.$$  \hspace{1cm} (24)

has a real, positive solution $u \in C^\infty(\Omega) \cap C^{1,\alpha}(\Omega)$ vanishes at $\partial \Omega$.

Remark 2.1. Let $\lambda_1$ be the first nonzero eigenvalue of $-\Delta_g$ on Riemannian domain $(\Omega, g)$ with Dirichlet boundary condition. Recall that in Proposition 3.3 of [23], the smallness of $\Omega$ is determined by

$$\sup_{x \in M} |R_g| + |\tau| \leq a \lambda_1, \frac{a}{n} - \left(\frac{n-2}{2n} + \frac{1}{2}\right) \left(\sup_{x \in M} |R_g| + |\tau|\right) \lambda_1^{-1} \geq 0.$$  \hspace{1cm} (25)
will be used in Section 6.

We point out that the introduction of \( \tau \) here gives the solvability of \( (24) \) for all \( n \geq 3 \). In addition, the solvability is regardless of the vanishing/non-vanishing of the Weyl tensor since the perturbed conformal Laplacian is no longer a conformal invariance, and thus different choices of local curvature conditions play important roles for the existence of the solution of \( (24) \).

3. YAMABE INVARIANTS AND EIGENVALUE PROBLEM OF CONFORMAL LAPLACIAN

In this section, we discuss the first eigenvalue of conformal Laplacian \( \Box_g \) with oblique boundary condition \( B_g \). In order to construct super-solutions for later sections, we discuss an eigenvalue problem of conformal Laplacian with a slightly different boundary condition.

Consider the eigenvalue problem of conformal Laplacian \( \Box_g \) with boundary condition \( B_g \) \[ -a\Delta_g \varphi + R_g \varphi = \eta_1 \varphi \quad \text{in} \ M, \quad \frac{\partial \varphi}{\partial \nu} + \frac{2}{p-2} h_g \varphi = 0 \quad \text{on} \ \partial M. \] (26)

It is well known that \( (26) \) admits a real, positive solution \( \varphi \in C^\infty(M) \) with \( \eta_1 \) the smallest nonzero eigenvalue. The first result is to show that the first eigenvalue \( \eta_1 \) of \( \Box_g \) with homogenous Robin condition is a conformal invariant, due to Escobar \[8].

**Proposition 3.1.** [8 Prop. 1.3.] Let \( \bar{g} = u^{p-2} g \) be a conformal metric to \( g \). Let \( \eta_1 \) and \( \bar{\eta}_1 \) be the first eigenvalue of \( \Box_g \) and \( \Box_{\bar{g}} \) with boundary conditions \( B_g = 0 \) and \( B_{\bar{g}} = 0 \), respectively. Then either the signs of \( \eta_1 \) and \( \bar{\eta}_1 \) are the same or \( \eta_1 = \bar{\eta}_1 = 0 \).

We consider the following slightly different eigenvalue problem

\[ -a\Delta_g \phi + R_g \phi = \eta_{1,\beta} \phi \quad \text{in} \ M, \quad \frac{\partial \phi}{\partial \nu} + \left( \frac{2}{p-2} h_g - \beta \right) \phi = 0 \quad \text{on} \ \partial M \] (27)

for some constant \( \beta > 0 \). However, \( \eta'_{1} \) is not the first eigenvalue of conformal Laplacian, and hence is not a conformal invariant. Next theorem shows the existence of the solution of \( (27) \), and the choices of \( \beta \) so that \( \eta_{1,\beta} > 0 \) whenever \( \eta_1 > 0 \) for some metric \( g \).

**Theorem 3.1.** Let \( (M, \partial M, g) \) be a compact manifold with non-empty smooth boundary. Let \( \nu \) be the unit outward normal vector along \( \partial M \). If the first eigenvalue \( \eta_1 \) of conformal Laplacian \( \Box_g \) and the mean outward normal curvature \( h_g \) are positive, then there exists some constant \( C_{\eta_1} > 0 \) such that for all \( \beta \in [0, C_{\eta_1}] \), the eigenvalue problem \( (27) \) has a real, positive solution \( \phi \in C^\infty(M) \) with some \( \eta_{1,\beta} > 0 \) depending on \( \beta \).

**Proof.** For any choice of \( \beta \), the existence of the solution \( (26) \) is equivalent to the existence of the minimizer of

\[ I_\beta[u] = \frac{\int_M a|\nabla u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M}(\frac{2a}{p-2} h_g - \beta) u^2 dS}{\int_M u^2 d\omega}. \] (28)

We can discuss the minimizer of \( I[u] \) within the following admissible set

\[ A = \{ u \in H^1(M, g) : \| u \|_{L^2(M, g)} = 1 \}. \] (29)

By the same argument as the standard eigenvalue problem, we conclude that \( (27) \) admits a solution \( \phi \in H^1(M, g) \). The existence part is due to the uniform ellipticity of \( -\Delta_g \) and coercivity of \( I_\beta[u] \). The facts \[19 \text{ Prop. 4.4, 4.5} \] that the inclusion map \( H^{s+\sigma}(M, g) \hookrightarrow H^s(M, g) \) for all \( s \geq 0, \sigma > 0 \) is compact and the trace operator \( \tau \) is a bounded linear operator \( \tau : H^s(M, g) \rightarrow H^{s-\frac{1}{2}}(\partial M, i^* g) \) for \( s > \frac{1}{2} \) implies that \( T : H^1(M, g) \rightarrow L^2(\partial M, g) \) defined in Proposition \[2.3 \] is compact. Hence the existence of the minimizer of \( (28) \) is proved.

Furthermore, we see that \( \phi \geq 0 \) since \( I[u] = I[|u|] \). By elliptic regularity, we conclude that \( \phi \in C^\infty(M) \). Maximum principles in Theorem \[ 2.3 \] implies that \( \phi > 0 \) in \( M \) and thus can be extended to \( M \) positively.
We now show that if \( \eta_1 > 0 \) in \( (26) \), there exists some \( C_{\eta_1} \) such that \( (27) \) admits a positive solution \( \phi \) associated with \( \eta_{1,\beta} \) for all \( \beta \in [0, C_{\eta_1}] \). Observe that the first eigenvalue \( \eta_1 \) and \( \eta_{1,\beta} \) are characterized by

\[
\eta_1 = I[\varphi] = \inf_{u \in A} I_0[u], \quad \eta_{1,\beta} = I[\phi] = \inf_{u \in A} I_\beta[u]
\]

after normalizing both \( \varphi \) and \( \phi \). The first characterization implies that

\[
0 < \eta_1 \leq \int_M a|\nabla_g u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS, \forall u \in A.
\]

Using this and the trace theorem in Proposition \( 2.3 \) the quantity \( I_\beta[u] \) for all elements \( u \in A \) and small enough \( \beta \) satisfies

\[
I_\beta[u] = \int_M a|\nabla_g u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS
\]

\[
\geq \int_M a|\nabla_g u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS - \beta \|u\|^2_{L^2(\partial M, \nu_g)}
\]

\[
\geq \int_M a|\nabla_g u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS - \beta \left( K'' \right)^2 \|u\|^2_{H^1(M, g)}
\]

\[
\geq \left( a - 2\beta \left( K'' \right)^2 \right) \|\nabla_g u\|^2_{L^2(M, g)} + \left( \frac{a - 2\beta \left( K'' \right)^2}{a} \right) \left( \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS \right)
\]

\[
\geq \left( a - \beta \left( K'' \right)^2 \right) \left( a \|\nabla_g u\|^2_{L^2(M, g)} + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS \right)
\]

\[
- \frac{2\beta \left( K'' \right)^2}{a} \sup |R_g| \int_M u^2 d\omega - \beta \left( K'' \right)^2
\]

\[
= \left( a - 2\beta \left( K'' \right)^2 \right) \eta_1 - \frac{2\beta \left( K'' \right)^2}{a} \left( a + \sup |R_g| \right) = \left( \eta_1 - \frac{2\beta \left( K'' \right)^2}{a} \right) \left( \eta_1 + a + \sup |R_g| \right).
\]

Here we use (i) \( a - 2\beta \left( K'' \right)^2 > 0 \) when \( \beta \) small enough; and (ii) \( h_g > 0 \) hence \( \frac{2\beta \left( K'' \right)^2}{a} \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS > 0 \). We conclude from above derivation that

\[
\beta \ll 1 \Rightarrow I_\beta[u] > 0 \Rightarrow \eta_{1,\beta} = \inf_{u \in A} I_\beta[u] > 0.
\]

Take \( C_{\eta_1} \) to be the largest \( \beta \) such that above holds and it completes the proof. \( \square \)

4. Monotone Iteration Method for Boundary Yamabe Problem

With the tools equipped above, we show in this section the existence of a \( W^{2,q} \)-solution of Yamabe equation \( (11) \), provided the existence of sub-solution and super-solution of Yamabe equation when \( h_g > 0 \) everywhere on \( \partial M \).

**Theorem 4.1.** Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \( \nu \) be the unit outward normal vector along \( \partial M \) and \( q > \dim M \). Let \( h_g > 0 \) everywhere on \( \partial M \). Suppose that there exist \( u_- \in C_0(M) \cap H^1(M, g) \) and \( u_+ \in W^{2,q}(M, g) \cap C_0(M) \), \( 0 \leq u_- \leq u_+ \), \( u_- \neq 0 \) on
Since $u$ pointwise. For the first step, consider the linear PDE

$$-a \Delta_g u + R_g u = \lambda u^{p-1} \leq 0 \text{ in } M, \quad \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = 0 \leq \frac{2}{p-2} \zeta u^2 \text{ on } \partial M$$

holds weakly. Then there exists a real, positive solution $u \in C^\infty(M) \cap C^{1,\alpha}(M)$ of

$$\Box_g u = -a \Delta_g u + R_g u = \lambda u^{p-1} \text{ in } M, B_g u = \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^2 \text{ on } \partial M.$$  \hfill (30)

**Proof.** Fix some $q > \dim M$. Denote $u_0 = u_+$. Choose a constant $A > 0$ such that

$$- R_g(x) + \lambda (p-1)u(x)^{p-2} + A > 0, \forall u(x) \in [\min_M u_-(x), \max_M u_+(x)], \forall x \in M$$  \hfill (32)

pointwise. For the first step, consider the linear PDE

$$-a \Delta_g u_1 + Au_1 = Au_0 - R_g u_0 + \lambda u_0^{p-1} \text{ in } M, \quad \frac{\partial u_1}{\partial \nu} + \frac{2}{p-2} h_g u_1 = \frac{2}{p-2} \zeta u_0^2 \text{ on } \partial M.$$ \hfill (33)

Since $u_0 = u_+ \in W^{2,q}(M, g) \cap C_0(M)$, by Theorem 2.4, there exists a unique solution $u_1 \in H^1(M, g)$. Since $u_0 \in W^{2,q}(M, g) \cap C_0(M)$, and thus $u_0 \in C^{1,\alpha}(M) \cap L^q(M, g)$ for all $1 < q < \infty$, it follows from $L^p$-regularity in Theorem 2.1 that $u_1 \in W^{2,q}(M, g)$. By Sobolev embedding in Proposition 2.2, it follows that $u_1 \in C^{1,\alpha}(M)$ for some $\alpha \in (0, 1)$. We show that $u_1 \leq u_0 = u_+$. Subtracting the second equation in (30) and (33), we have

$$(\lambda - A)(u_0 - u_1) \geq 0 \text{ in } M, B_g(u_0 - u_1) \geq 0 \text{ on } \partial M.$$  

in the weak sense. Denote

$$w = \max\{0, u_1 - u_0\}.$$  

It is immediate that $w \in H^1(M, g) \cap C_0(M)$ and $w \geq 0$. It follows that

$$0 \geq \int_M (a \nabla_g(u_1 - u_0) \cdot \nabla_g w + A(u_1 - u_0)w) \, d\omega + \int_{\partial M} \frac{2}{p-2} h_g(u_1 - u_0)wdS = \int_M \left(a|\nabla_g w|^2 + Aw^2\right) \, d\omega + \int_{\partial M} \frac{2}{p-2} h_g w^2 dS \geq 0.$$  

The last inequality holds since $A > 0$ and $h_g > 0$ everywhere on $\partial M$. It follows that

$$w \equiv 0 \implies 0 \geq u_1 - u_0 \implies u_0 \geq u_1.$$  

By the same argument, we can show that $u_k \geq u_-$ and hence $u_- \leq u_k \leq u_+$. Assume inductively that $u_- \leq \ldots \leq u_{k-1} \leq u_k \leq u_+$ for some $k > 1$ with $u_k \in W^{2,q}(M, g)$, the $(k + 1)$th iteration step is

$$-a \Delta_g u_{k+1} + Au_{k+1} = Au_k - R_g u_k + \lambda u_k^{p-1} \text{ in } M, \quad \frac{\partial u_{k+1}}{\partial \nu} + \frac{2}{p-2} h_g u_{k+1} = \frac{2}{p-2} \zeta u_k^2 \text{ on } \partial M.$$ \hfill (34)

Since $u_k \in W^{2,q}(M, g)$, thus $u_k \in C^{1,\alpha}(M)$ due to Sobolev embedding in Proposition 2.2 by Theorem 2.1 and 2.4 again, we conclude that there exists $u_{k+1} \in W^{2,q}(M, g)$ that solves (34). In particular,

$$u_k^2 = \frac{u_k^2}{\lambda - A} \in C(M) \text{ hence the hypothesis of the boundary condition in Theorem 2.1 and 2.4 are satisfied.}$$  

We show that $u_- \leq u_{k+1} \leq u_k \leq u_+$. The $k$th iteration step

$$-a \Delta_g u_k + Au_k = Au_{k-1} - R_g u_{k-1} + \lambda u_{k-1}^{p-1} \text{ in } M, \quad \frac{\partial u_k}{\partial \nu} + \frac{2}{p-2} h_g u_k = \frac{2}{p-2} \zeta u_{k-1}^2 \text{ on } \partial M.$$ \hfill (35)
Subtracting \((34)\) by \((35)\), we conclude that
\[
(-a\Delta_g + A)(u_{k+1} - u_k) = A(u_k - u_{k-1}) - R_g(u_k - u_{k-1}) + \lambda \left( u_k^{p-1} - u_{k-1}^{p-1} \right) \leq 0 \text{ in } M;
\]
\[
\frac{\partial (u_{k+1} - u_k)}{\partial \nu} + \frac{2}{p-2} h_g(u_{k+1} - u_k) = \frac{2}{p-2} \zeta u_k^{\frac{p}{2}} - \frac{2}{p-2} \zeta u_{k-1}^{\frac{p}{2}} \leq 0 \text{ on } \partial M.
\]
By induction we have \(u_- \leq u_k \leq u_{k-1} \leq u_+\). The first inequality above is then due to the pointwise mean value theorem and the choice of \(A\) in \((32)\). The second inequality is immediate. Note that since both \(u_k, u_{k-1} \in W^{2,q}(M,g)\), above inequalities hold in strong sense. We choose \(\bar{w} = \max\{0, u_{k+1} - u_k\}\).

Clearly \(\bar{w} \geq 0\) with \(\bar{w} \in H^1(M,g) \cap C_0(M)\). Pairing \(\bar{w}\) with \((-a\Delta_g + A)(u_k - u_{k+1}) \leq 0\), we have
\[
0 \geq \int_M (-a\Delta_g + A)(u_{k+1} - u_k) \bar{w}d\omega = \int_M a\nabla_g(u_{k+1} - u_k) \cdot \nabla_g \bar{w}d\omega - \int_{\partial M} \frac{\partial (u_{k+1} - u_k)}{\partial \nu} \bar{w}dS
\]
\[
\geq \int_M a\nabla_g(u_{k+1} - u_k) \cdot \nabla_g \bar{w}d\omega + \int_{\partial M} \frac{2a}{p-2} h_g(u_{k+1} - u_k) \bar{w}dS
\]
\[
= a\|\nabla_g \bar{w}\|^2_{L^2(M,g)} + \frac{2a}{p-2} \int_{\partial M} h_g \bar{w}^2dS \geq 0.
\]
It follows that
\[
\bar{w} = 0 \Rightarrow 0 \geq u_{k+1} - u_k \Rightarrow u_{k+1} \leq u_k.
\]
By the same argument and the induction we conclude that \(u_{k+1} \geq u_-\). Thus
\[
0 \leq u_- \leq u_{k+1} \leq u_k \leq u_+ \text{, } u_k \in W^{2,q}(M,g), \forall k \in \mathbb{N}.
\] (36)

By Theorem 2.1 the operator \(-a\Delta_g + A\) is injective. Applying \(L^p\)-regularity in Theorem 2.2 we conclude from the first iteration step \((33)\) that
\[
\|u_1\|_{W^{2,q}(M,g)} \leq C \left( \left\| Au_0 - R_g u_0 + \lambda u_0^{p-1} \right\|_{L^q(M,g)} + \left\| \frac{2}{p-2} \zeta u_0^{\frac{p}{2}} \right\|_{W^{1,q}(M,g)} \right).
\] (37)

Choose \(\zeta > 0\) small enough so that
\[
\zeta \cdot \frac{2}{p-2} \| u_0^{\frac{p}{2}} \|^2_{W^{1,q}(M,g)} \leq 1;
\]
\[
\zeta \cdot \frac{2}{p-2} \sup_M \left( u_0^{\frac{p}{2}} \right) \cdot \text{Vol}_g(M)
\]
\[
+ \zeta \cdot \frac{2}{p-2} \sup_M \left( u_0^{\frac{p}{2}} \right) C' \left( \left( A + \sup_M |R_g| + |\lambda| \sup_M \left( u_0^{p-2} \right) \right) \sup_M (u_0) \cdot \text{Vol}_g(M) + 1 \right) \leq 1.
\] (38)

Note that for smaller \(\zeta\), the sub-solution and super-solution in \((30)\) still hold. Due to \((38)\), we conclude that
\[
\|u_1\|_{W^{2,q}(M,g)} \leq C' \left( \left\| Au_0 - R_g u_0 + \lambda u_0^{p-1} \right\|_{L^q(M,g)} + 1 \right)
\]
\[
\leq C' \left( \left( A + \sup_M |R_g| + |\lambda| \sup_M \left( u_0^{p-2} \right) \right) \sup_M (u_0) \cdot \text{Vol}_g(M) + 1 \right).
\]
Inductively, we assume
\[
\|u_k\|_{W^{2,q}(M,g)} \leq C' \left( \left( A + \sup_M |R_g| + |\lambda| \sup_M \left( u_0^{p-2} \right) \right) \sup_M (u_0) \cdot \text{Vol}_g(M) + 1 \right).
\] (39)
For $u_{k+1}$, we conclude from (34) that
\[
\|u_{k+1}\|_{W^{2,q}(M,g)} \leq C' \left( \left\| Au_k - R_g u_k + \lambda u_k^{p-1} \right\|_{L^q(M,g)} + \left\| \frac{2}{p - 2} \zeta u_k^\frac{p}{2} \right\|_{W^{1,q}(M,g)} \right).
\]

The last term in (40) can be estimated as
\[
\left\| \frac{2}{p - 2} \zeta u_k^\frac{p}{2} \right\|_{W^{1,q}(M,g)} = \frac{2}{p - 2} \zeta \left( \left\| u_k^\frac{p}{2} \right\|_{L^q(M,g)} + \left\| \nabla g \left( u_k^\frac{p}{2} \right) \right\|_{L^q(M,g)} \right)
\leq \frac{2}{p - 2} \zeta \left( \sup_M \left( u_k^\frac{p}{2} \right) \cdot \text{Vol}_g(M) + \frac{p}{2} \sup_M \left( u_k^{p-2} \right) \left\| \nabla g u_k \right\|_{L^q(M,g)} \right)
\leq \frac{2}{p - 2} \zeta \left( \sup_M \left( u_0^\frac{p}{2} \right) \cdot \text{Vol}_g(M) + \frac{p}{2} \sup_M \left( u_0^{p-2} \right) \| u_k \|_{W^{2,q}(M,g)} \right).
\]

By the choice of $\zeta$ in (38) and induction assumption in (39), we conclude that
\[
\left\| \frac{2}{p - 2} \zeta u_k^\frac{p}{2} \right\|_{W^{1,q}(M,g)} \leq 1.
\]

It follows from (40) that
\[
\|u_{k+1}\|_{W^{2,q}(M,g)} \leq C' \left( \left\| Au_k - R_g u_k + \lambda u_k^{p-1} \right\|_{L^q(M,g)} + \left\| \frac{2}{p - 2} \zeta u_k^\frac{p}{2} \right\|_{W^{1,q}(M,g)} \right)
\leq C' \left( \left( A + \sup_M |R_g| + |\lambda| \sup_M \left( u_0^{p-2} \right) \right) \sup_M \left( u_0 \right) \cdot \text{Vol}_g(M) + 1 \right).
\]

It follows that the sequence $\{u_k\}_{k \in \mathbb{N}}$ is uniformly bounded in $W^{2,q}$-norm. By Sobolev embedding in Proposition 2.2, we conclude that the same sequence is uniformly bounded in $C^1$-norm. Thus by Arzela-Ascoli theorem, we conclude that there exists $u$ such that
\[
u = \lim_{k \to \infty} u_k, 0 \leq u_- \leq u \leq u_+, \Box g u = \lambda u^{p-1} \text{ in } M, B_g u = \frac{2}{p - 2} \zeta u^\frac{p}{2} \text{ on } \partial M.
\]

Apply elliptic regularity, we conclude that $u \in W^{2,q}(M,g)$. A standard bootstrapping argument concludes that $u \in C^\infty(M) \cap C^{1,\alpha}(M)$, due to Schauder estimates. The regularity of $u$ on $\partial M$ is determined by $u^{p-1}$.

Lastly we show that $u$ is positive. Since $u \in C^\infty(M)$ it is smooth locally, the local strong maximum principle says that if $u = 0$ in some interior domain $\Omega$ then $u \equiv 0$ on $\Omega$, a continuation argument then shows that $u \equiv 0$ in $M$. But $u \geq u_-$ and $u_- > 0$ within some region. Thus $u > 0$ in the interior $M$. By the same argument in [8], we conclude that $u > 0$ on $M$.

**Remark 4.1.** The choice of $\zeta$ in the proof of Theorem 4.1 is uniform for all $k$. We may need to choice $\zeta$ small enough a priori to construct the super-solution in (30). Therefore we need to shrink $\zeta$ totally two times. It is worth mentioning that the choice of sub-solution $u_-$ in Theorem 4.1 is very special, requiring a homogeneous Robin condition on $\partial M$, hence the boundary condition in (30) holds for arbitrarily small $\zeta > 0$.

As shown in Theorem 4.3 of [23] and Theorem 5.5 of [21], we need a perturbed boundary Yamabe equation
\[-a \Delta_g u + (R_g + \tau) u = \lambda u^{p-1} \text{ in } M, \frac{\partial u}{\partial \nu} + \frac{2}{p - 2} h_g u = \frac{2}{p - 2} \zeta u^\frac{p}{2} \text{ on } \partial M
\]
when $\eta_1 > 0$. The existence of the positive solution can be shown by the same monotone iteration scheme as above, provided the existence of the sub- and super-solutions.
Corollary 4.1. Let \((M,\partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \(\nu\) be the unit outward normal vector along \(\partial M\) and \(q > \dim M\). Let \(\tau_g > 0\) everywhere on \(\partial M\). Let \(\tau < 0\) be a negative constant. Suppose that there exist \(u_\tau \in C_0(M) \cap H^1(M, g)\) and \(u_+ \in W^{2,q}_g(M, g) \cap C_0(M)\), \(0 \leq u_- \leq u_+, u_- \neq 0\) on \(M\), some constant \(\lambda \neq 0\) and some small enough positive constant \(\zeta > 0\) such that
\[
-a\Delta_g u_\tau + (R_g + \tau) u_\tau - \lambda u_-^{p-1} \leq 0 \text{ in } M, \quad \frac{\partial u_-}{\partial \nu} + \frac{2}{p-2} h_g u_- = 0 \leq \frac{2}{p-2} \zeta u_-^2 \text{ on } \partial M
\]
\[
-a\Delta_g u_\tau + (R_g + \tau) u_\tau - \lambda u_+^{p-1} \geq 0 \text{ in } M, \quad \frac{\partial u_+}{\partial \nu} + \frac{2}{p-2} h_g u_+ \geq \frac{2}{p-2} \zeta u_+^2 \text{ on } \partial M
\]
holds weakly. Then there exists a real, positive solution \(u \in C^\infty(M) \cap C^{1,\alpha}(M)\) of
\[
\Box_{g,\tau} u := -a\Delta_g u + (R_g + \tau) u = \lambda u^{p-1} \text{ in } M, \quad B_g u = \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^2 \text{ on } \partial M.
\]

**Proof.** Everything is exactly the same as in Theorem 4.1 except replacing \(R_g\) by \(R_g + \tau\), and choosing a slightly different constant \(A > 0\) such that
\[
-R_g(x) - \tau + \lambda(p-1)u(x)^{p-2} + A > 0, \forall u(x) \in [\min_M u_-(x), \max_M u_+(x)], \forall x \in M.
\]

\[
\square
\]

5. Scalar and Mean Curvatures under Conformal Change

The signs of scalar and mean curvatures are critical in barrier methods, not only in the solvability in Proposition 2.3 but also in the monotone iteration scheme, Theorem 4.1. Results in this section shows how to convert general \(R_g\) and \(h_g\) to special ones with desired signs under conformal change. All results are proved in [23, §4] and [21, §5], hence we omit the proofs here. Throughout this section, we always assume \((M,\partial M, g)\) to be a compact manifold with smooth boundary \(\partial M\), \(n = \dim M \geq 3\).

The first two result below converts general \(h_g\) on \(\partial M\) to a mean curvature which is always positive or negative under conformal change.

**Theorem 5.1.** Let \((M,\partial M, g)\) be a compact manifold with non-empty smooth boundary. There exists a conformal metric \(\tilde{g}\) with mean boundary \(\tilde{h} > 0\) everywhere on \(\partial M\).

**Corollary 5.1.** Let \((M,\partial M, g)\) be a compact manifold with non-empty smooth boundary. There exists a conformal metric \(\tilde{g}\) with mean curvature \(\tilde{h} < 0\) everywhere on \(\partial M\).

Next two results concerns the signs of \(R_g\) and \(h_g\) simultaneously, which converts \(R_g\), either nonnegative or nonpositive everywhere, and a general \(h_g\) to a scalar curvature negative somewhere meanwhile keeping the sign of \(h_g\) unchanged pointwise, under conformal change.

**Theorem 5.2.** Let \((M,\partial M, g)\) be a compact manifold with smooth boundary. Let \(R_g \geq 0\) everywhere. There exists a conformal metric \(\tilde{g}\) with scalar curvature \(\tilde{R}\) and mean curvature \(\tilde{h}\) such that \(\tilde{R} < 0\) somewhere, and \(\text{sgn}(h_g) = \text{sgn}(\tilde{h})\) pointwise on \(\partial M\).

**Corollary 5.2.** Let \((M,\partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \(R_g \leq 0\) everywhere. There exists a conformal metric \(\tilde{g}\) with scalar curvature \(\tilde{R}\) and mean curvature \(\tilde{h}\) such that \(\tilde{R} > 0\) somewhere, and \(\text{sgn}(h_g) = \text{sgn}(\tilde{h})\) pointwise on \(\partial M\).
6. Boundary Yamabe Problem with Minimal Boundary Case

Recall the boundary Yamabe problem for general case
\[ \Box_g u := -a\Delta_g u + R_g u = \lambda u^{p-1} \text{ in } M; \]
\[ B_g u := \frac{\partial u}{\partial \nu} + \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^\frac{p}{2} \text{ on } \partial M. \] (44)

Note that \( \lambda \) and \( \zeta \) are the constant scalar and mean curvature, respectively, with respect to \( \tilde{g} = u^{p-2} g \) for some real, smooth function \( u > 0 \). In this section, we apply the sub-solution and super-solution technique in Theorem 4.1 to solve boundary Yamabe equation for five cases:

(A). \( \eta_1 = 0; \)
(B). \( \eta_1 < 0 \) with \( h_g > 0 \) everywhere on \( \partial M \) and arbitrary \( R_g; \)
(C). \( \eta_1 < 0 \) with arbitrary \( h_g \) and \( R_g; \)
(D). \( \eta_1 > 0 \) with \( h_g > 0 \) everywhere and \( R_g < 0 \) somewhere;
(E). \( \eta_1 > 0 \) with arbitrary \( h_g \) and \( R_g. \)

Throughout this section, we assume \( \dim M \geq 3 \). We always assume that \( (M, \partial M, g) \) be a compact manifold with smooth boundary, and \( \nu \) be the unit outward normal vector along \( \partial M. \) Note that case (C) can be converted to case (B) under a one-step conformal change by Theorem 5.1, and case (E) can be converted to case (D) under at most two-step conformal change by Theorem 5.2. Details for (E) \( \rightarrow \) (D) and (C) \( \rightarrow \) (B) can be found in [21 §5]. Hence we only prove cases (A), (B), and (D) in this section. Similar to positive eigenvalue cases in [21], [23], we need a result of perturbed boundary Yamabe equation

\[ -a\Delta_g u_\tau + (R_g + \tau) u_\tau = \lambda_\tau u_\tau^{p-1} \text{ in } M, \frac{\partial u_\tau}{\partial \nu} + \frac{2}{p-2} h_g u_\tau = \frac{2}{p-2} \zeta u_\tau^\frac{p}{2} \text{ on } \partial M \] (45)

with \( \tau < 0, \zeta > 0, h_g > 0 \) everywhere on \( \partial M, \) and \( \lambda_\tau > 0 \) defined as

\[ \lambda_\tau = \inf_{u \neq 0} \frac{\int_M a|\nabla_g u|^2 d\omega + \int_M (R_g + \tau) u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS}{\left(\int_M u^p d\omega\right)^\frac{2}{p}}. \] (46)

Recall that

\[ \lambda(M) = \inf_{u \neq 0} \frac{\int_M a|\nabla_g u|^2 d\omega + \int_M R_g u^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u^2 dS}{\left(\int_M u^p d\omega\right)^\frac{2}{p}}. \]

It is immediate that \( \eta_1 > 0 \) implies \( \lambda(M) > 0. \) By the same manner as in the proofs of Theorem 3.1 and Lemma 4.1 of [23], we conclude that \( \lambda_\tau > 0 \) when \( |\tau| \) is small enough with \( \tau < 0. \)

Case (A) is just a special eigenvalue problem when \( \eta_1 = 0. \)

**Theorem 6.1.** Let \( (M, \partial M, g) \) be a compact manifold with non-empty smooth boundary and \( \eta_1 = 0. \) Then the boundary Yamabe equation \( \Box_g u := -a\Delta_g u + R_g u = \lambda u^{p-1} \) has a real, positive, smooth solution with \( \lambda = \zeta = 0. \)

**Proof.** It is an immediate consequence of the eigenvalue problem (26) with \( \eta_1 = 0. \)

Next theorem is related to the existence of solution of (44) with \( \eta_1 < 0 \) and \( h_g > 0 \) everywhere on \( \partial M. \)

**Theorem 6.2.** Let \( (M, \partial M, g) \) be a compact manifold with non-empty smooth boundary. Let \( h_g > 0 \) everywhere on \( \partial M. \) When \( \eta_1 < 0, \) there exists some \( \lambda < 0 \) and \( \zeta > 0 \) such that the boundary Yamabe equation \( \Box_g u := -a\Delta_g u + R_g u = \lambda u^{p-1} \) has a real, positive solution \( u \in C^\infty(M). \)

**Proof.** The first step is to determine the choice of \( \lambda \) and construct the sub-solution. By (26), there exists a real, positive function \( \phi \in C^\infty(M) \) satisfying

\[ -a\Delta_g \phi + R_g \phi = \eta_1 \phi \text{ in } M, \frac{\partial \phi}{\partial \nu} + \frac{2}{p-2} h_g \phi = 0 \text{ on } \partial M \] (47)
with $\eta_1 < 0$. Scaling $\phi \mapsto t\phi$, $t < 1$, we may assume that $\sup_M \phi < 1$. It follows that $\phi^{p-1} < \phi$. Hence $\eta_1 \phi < \eta_1 \phi^{p-1}$. Choose the negative constant $\lambda \in (\eta_1, 0)$, we conclude from (17) that

$$-a \Delta g \phi + R_g \phi = \eta_1 \phi \leq \eta_1 \phi^{p-1} \leq \lambda \phi^{p-1}.$$  

Define

$$u_- := \phi \text{ on } M. \quad (48)$$

We conclude that

$$-a \Delta g u_- + R_g u_- \leq \lambda u_-^{p-1} \text{ in } M, \quad \frac{\partial u_-}{\partial \nu} + \frac{2}{p-2} h_g u_- = 0 \leq \frac{2}{p-2} \zeta u_-^\frac{p}{2} \text{ on } \partial M. \quad (49)$$

Note that this holds for any choice of $\zeta > 0$. It is immediate to see that $u_- > 0$ is a real, smooth function on $M$.

Next we determine the upper bound of $\zeta$ and construct the super-solution. An upper bound of $\zeta$ is enough to apply monotone iteration scheme in Theorem 4.1, as discussed in that theorem. Select $K_1 = \max \left\{ \inf_M R_g, \sup_M u_-^{p-2} \right\} \frac{\lambda}{\zeta}$. (50)

Note that the quantity $\inf_M R_g \lambda$ is negative if $R_g \geq 0$ everywhere. Then select $\zeta$ such that

$$\zeta \leq \left( \inf_{\partial M} h_g \right) \cdot \frac{2^{2-p}}{K_1}. \quad (51)$$

We define

$$u_+ := K_1. \quad (52)$$

Clearly $u_+ > 0$ is a real, smooth function on $M$. By (51), we conclude that $u_+ \geq u_- > 0$. We show that $u_+$ is a super-solution of (44). By (50) again, we observe that

$$-a \Delta g u_+ + R_g u_+ = R_g K_1 \geq \left( \inf_M R_g \right) K_1 \geq \lambda K_1^{p-1} = \lambda u_+^{p-1}. \quad (44)$$

By (51), we see that

$$\frac{\partial u_+}{\partial \nu} + \frac{2}{p-2} h_g u_+ = \frac{2}{p-2} h_g K_1 \geq \frac{2}{p-2} \left( \inf_{\partial M} h_g \right) K_1 \geq \frac{2}{p-2} \zeta u_+^\frac{p}{2}.$$  

By Theorem 4.1, we conclude that there exists a real, positive function $u \in C^\infty(M) \cap C^{1,\alpha}(M)$ that solves (44), with a further choice of $\zeta$. The choice of $\alpha$ depends on the dimension $n$ and the nonlinear power $p-1$. \hfill \Box

Lastly we show the existence of solution of (44) when $\eta_1 > 0$, $h_0 > 0$ everywhere on $\partial M$ and $R_g < 0$ somewhere in $M$. As mentioned above, we first show the existence of the solution of (45) by monotone iteration scheme in Corollary 4.1 Existence of solution of a local Dirichlet problem of perturbed Yamabe equation in Proposition 2.4 plays a central role in the following theorem.

**Remark 6.1.** The result below relies on the construction of a smooth super-solution of (45), which is based on a delicate gluing skill. Roughly speaking, we construct an “almost” super-solution initially. It is only an “almost” super-solution since the sub-solution has a spike within a small region. We then glue the “almost” super-solution with the spike, which requires a small perturbation within a small region. A delicate choice of perturbation gives us good enough control of the Laplacian, and the zeroth order terms. The Laplacian is controllable since it reflects the deviation of the evaluation of a function at a point from its average within a small ball centered at the same point. Therefore a small perturbation of the function will not change the average dramatically, intuitively. Fortunately, our PDE only involves in the Laplacian and the zeroth order terms.
Theorem 6.3. Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary. Let \(\tau < 0\) be a negative constant. Assume \(R_g < 0\) somewhere in \(M\) and \(h_g > 0\) everywhere on \(\partial M\). When \(\eta_1 > 0\) and \(|\tau|\) is small enough, there exists some \(\lambda > 0\) and \(\zeta > 0\) such that the perturbed boundary Yamabe equation \(4.5\) has a real, positive solution \(u \in C^\infty(M)\).

Proof. We apply Corollary 4.1 to show this by constructing sub- and super-solutions. Due to the discussion above, \(\eta_1 > 0\) implies \(\lambda_r > 0\) when \(|\tau|\) is small enough. When \(|\beta|\) is small enough, it follows from Theorem 6.3. Let \(\theta = (\eta_1, \beta)\), have \(\inf \phi - \sup \phi = \frac{\eta_1 + \tau}{2p - 2}\) for \(\phi > \delta \inf \phi > \inf M \phi\).

For fixed \(\eta_1, \lambda, \tau, \phi, \beta\), this can be done by letting \(\delta\) small enough. We denote \(\phi = \delta \phi\). It follows that

\[
-a \Delta_\phi (R_g + \tau) \phi = (\eta_1 + \tau) \phi \text{ in } M;
\]

Thus we have

\[
-a \Delta_\phi (R_g + \tau) \phi = (\eta_1 + \tau) \phi > 2p - 2 \lambda_r \phi \text{ pointwise};
\]

\[
\frac{\partial \phi}{\partial \nu} + \left(\frac{2}{p - 2} h_g - \beta\right) \phi = 0 \text{ on } \partial M.
\]

We now construct the sub-solution with respect to \(\lambda = \lambda_r\) in Proposition 2.4. Pick up a small enough interior Riemannian domain \((\Omega, g)\) in which \(R_g < 0\) such that the Dirichlet boundary value problem (24) with the given \(\lambda_r\) has a positive solution \(u_1 \in C^0(\Omega) \cap H^1(\Omega, g)\), i.e.

\[
-a \Delta_g u_1 + (R_g + \tau) u_1 = \lambda_r u_1^{p-1} \text{ in } \Omega, u_1 = 0 \text{ on } \partial M.
\]

Extend \(u_1\) by zero on the rest of \(M\), we define

\[
u := \begin{cases} 
  u_1, & \text{within } \Omega; \\
  0, & \text{outside } \Omega.
\end{cases}
\]

By the same argument in Theorem 5.5 of [21], we conclude that \(u_- \in C_0(M) \cap H^1(M, g)\); in addition, \(u_-\) is a sub-solution of (4.5) due to the fact that \(\Omega\) is an interior subset of \(M\). We conclude that

\[
-a \Delta_g u_- + (R_g + \tau) u_- \leq \lambda_r u_-^{p-1} \text{ in } M, \frac{\partial u_-}{\partial \nu} + \frac{2}{p - 2} h_g u_- = 0 \leq \frac{2}{p - 2} \zeta u_-^\frac{p}{2} \text{ on } \partial M.
\]

Along \(\partial M\) the function \(u_- \equiv 0\), hence above holds for all \(\zeta > 0\).

Lastly we construct the super-solution and determine the upper bound of \(\zeta > 0\). Choose \(\zeta > 0\) satisfying

\[
\beta \inf_{\partial M} \phi \geq \zeta \frac{2}{p - 2} \sup_{\partial M} \phi^\frac{p}{2} \Rightarrow \beta \phi \geq \zeta \frac{2}{p - 2} \phi^\frac{p}{2} \text{ on } \partial M.
\]
Any even smaller \( \zeta \) are good. Pick up \( \gamma \ll 1 \) such that
\[
0 < 20\lambda \gamma + 2\gamma \cdot \sup_M |R_g| \gamma < \frac{\theta}{2}, 31\lambda(\phi + \gamma)^4 \gamma < \frac{\theta}{2}.
\] (61)

Set
\[
V = \{x \in \Omega : u_1(x) > \phi(x)\}, V' = \{x \in \Omega : u_1(x) < \phi(x)\}, D = \{x \in \Omega : u_1(x) = \phi(x)\},
\]
\[
D' = \{x \in \Omega : |u_1(x) - \phi(x)| < \gamma\}, D'' = \{x \in \Omega : |u_1(x) - \phi(x)| > \gamma\}.
\]

If \( \phi \geq u_1 \) pointwise, then \( \phi \) is a super-solution. If not, a good candidate of super-solution will be \( \max\{u_1, \phi\} \) in \( \Omega \) and \( \phi \) outside \( \Omega \), this is an \( H^1 \cap C_0 \)-function. Let \( \nu \) be the outward normal derivative of \( \partial V \) along \( D \). If \( \frac{\partial u_1}{\partial \nu} = -\frac{\partial \phi}{\partial \nu} \) on \( D \) then the super-solution has been constructed. However, this is in general not the case. Define
\[
\Omega_1 = V \cap D'', \Omega_2 = V' \cap D'', \Omega_3 = D'.
\] (62)

Construct a specific smooth partition of unity \( \{\chi_i\} \) subordinate to \( \{\Omega_i\} \) as in Theorem 4.3 of [23], we define
\[
\bar{u} = \chi_1 u_1 + \chi_2 \phi + \chi_3 (\phi + \gamma).
\] (63)

Without loss of generality, we may assume that all \( \Omega_i, i = 1, 2, 3 \) are connected. Due to the same argument in Theorem 4.3 of [23], we conclude that \( \bar{u} \in C^\infty(\Omega) \) is a super-solution of the perturbed bounded Yamabe equation in \( \Omega \) pointwise, regardless of the boundary condition at the time being. By the definition of \( \bar{u}, \) it is immediate that \( \bar{u} \geq u_1 \). Then define
\[
u + := \begin{cases} 
\bar{u}, & \text{in } \Omega; \\
\phi, & \text{in } M \setminus \Omega.
\end{cases}
\] (64)

It follows that \( u_+ \in C^\infty(M) \) since \( \bar{u} = \phi \) near \( \partial \Omega \). Since \( u_+ = \phi \) on \( \partial M \), we conclude from (64) that
\[
-\lambda \Delta_g u_+ + (R_g + \tau) u_+ \geq \lambda u_+^{p-1} \in M, \quad \frac{\partial u_+}{\partial \nu} + \frac{2}{p-2} h_g u_+ \geq \frac{2}{p-2} \zeta u_+^2 \text{ on } \partial M.
\] (65)

Furthermore \( 0 \leq u_- \leq u_+ \) and \( u_- \neq 0 \). Thus by Theorem 4.1 we conclude that there exists a real, positive function \( u \in C^\infty(M) \cap C^{1,\alpha}(M) \) that solves (11).

**Remark 6.2.** Note that if (55) and (56) hold for some \( \tau_0 \), then both hold for all \( \tau \in [\tau_0, 0] \).

As positive eigenvalue cases in [23, 21], we take the limit \( \tau \to 0^- \). Compared with minimal boundary case in [21], the essential difficulty here is the nonlinear term \( u_+^\beta \) on \( \partial M \). Thus we also need to show the uniform boundedness of \( u_+ \) in (45) provided the existence in Theorem 6.3. Pick some \( \tau_0 < 0, |\tau_0| \) small enough, such that Theorem 6.3 holds. For all \( \tau \in [\tau_0, 0] \), we have
\[
-\lambda \Delta_g u_+ + (R_g + \tau) u_+ = \lambda u_+^{p-1} \in M, \quad \frac{\partial u_+}{\partial \nu} + \frac{2}{p-2} h_g u_+ = \frac{2}{p-2} \zeta u_+^2 \text{ on } \partial M
\] (66)

for a fixed \( \zeta > 0 \), which depends on the choice of \( \beta \) in (53) only. Due to the construction of subsolutions and super-solutions of (66) in Theorem 6.3, each \( u_+ \) is associated with \( 0 \leq u_{\tau, -} \leq u_+ \leq u_{\tau, +} \) where
\[
u + := \begin{cases} 
\bar{u}_\tau, & \text{within } \Omega; \\
0, & \text{outside } \Omega.
\end{cases}
\] (67)

Here \( \bar{u}_\tau \) are local solutions of the PDEs
\[
-\lambda \Delta_g \bar{u}_\tau + (R_g + \tau) \bar{u}_\tau = \lambda \bar{u}_\tau^{p-1} \text{ in } \Omega, \quad \bar{u}_\tau = 0 \text{ on } \partial \Omega;
\] (68)
in addition, \( 0 \leq \chi_{\tau, i} \leq 1, i = 1, 2, 3 \). Next proposition shows that \( \{\bar{u}_\tau\} \) is uniformly bounded in \( C^{2,\alpha}\)-sense, provided that \( \Omega \) is small enough due to Remark 2.1.
Proposition 6.1. Let $\tau_0$ be a negative constant such that $\lambda \tau_0 > 0$. Let $(\Omega, g)$ be a small enough interior Riemannian domain of $(M, \partial M, g)$ in which (68) admits a positive solution by Proposition 2.4 for every $\tau \in [\tau_0, 0)$. Then there exists a constant $K$ such that

$$
|u_\tau|_{C^2(\Omega)} \leq K, \forall \tau \in [\tau_0, 0).
$$

(69)

Proof. Due to the hypothesis of $\tau_0$, we have $\lambda \tau_0 > 0$. As what we did in Theorem 3.4 of [23] and Theorem 5.6 of [21], we show that $\lambda_\tau \in [\lambda \tau_0, \lambda(S^m)]$ and

$$
|u_\tau|_{L^p(\Omega,g)} \leq C_1, \forall \tau \in [\tau_0, 0).
$$

(70)

We may assume $\int_M d\omega = 1$ for this continuity verification, since otherwise only an extra term with respect to $\text{Vol}_g$ will appear. Recall from (60) that

$$
\lambda_\tau = \inf_{u \neq 0, u \in H^1(M)} \left\{ \frac{\int_M a|\nabla u|^2_0^2d\omega + \int_M (R_g + \tau) u_0^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u_0^2 dS}{(\int_M u_0^p d\omega)^\frac{2}{p}} \right\}.
$$

It is immediate that if $\tau_1 < \tau_2 < 0$ then $\lambda_{\tau_1} \leq \lambda_{\tau_2}$. For continuity we assume $0 < \tau_2 - \tau_1 < \gamma$. For each $\epsilon > 0$, there exists a function $u_0$ such that

$$
\int_M a|\nabla u_0|^2_0 d\omega + \int_M (R_g + \tau_1) u_0^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u_0^2 dS
$$

$$
< \lambda_{\tau_1} + \epsilon.
$$

It follows that

$$
\lambda_{\tau_2} \leq \int_M a|\nabla u_0|^2_0 d\omega + \int_M (R_g + \tau_1) u_0^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u_0^2 dS
$$

$$
\leq \int_M a|\nabla u_0|^2_0 d\omega + \int_M (R_g + \tau_1) u_0^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u_0^2 dS
$$

$$
+ \left( \tau_2 - \tau_1 \right) \int_M u_0^2 d\omega + \int_{\partial M} \frac{2a}{p-2} h_g u_0^2 dS
$$

$$
\leq \lambda_{\tau_1} + \epsilon + \tau_2 - \tau_1 < \lambda_{\beta_1} + \epsilon + \tau_2 - \tau_1.
$$

Since $\epsilon$ is arbitrarily small, we conclude that

$$
0 < \tau_2 - \tau_1 < \gamma \Rightarrow |\lambda_{\tau_2} - \lambda_{\tau_1}| \leq 2\gamma.
$$

By equation (4) in [3] §1, we conclude that

$$
\lambda_\beta \leq \lambda(S^m_+).
$$

Thus we conclude that

$$
\lambda_{\tau_0} \leq \lambda_\tau \leq \lambda(S^m_+, \forall \tau \in [\tau_0, 0), \lim_{\tau \to 0^-} \lambda_\tau := \lambda.
$$

(71)

Next we show that (70) holds for all $\tau \in [\tau_0, 0]$. Pairing $u_\beta$ on both sides of (68),

$$
a||\nabla u_\beta||_{L^2(\Omega,g)}^2 = \lambda_\tau ||u_\tau||_{L^p(\Omega,g)}^p - \int_M (R_g + \tau) u_\tau^2 d\text{Vol}_g
$$

$$
\Rightarrow \lambda_\tau ||u_\tau||_{L^p(\Omega,g)}^p \leq a ||\nabla u_\beta||_{L^2(\Omega,g)}^2 + \left( \sup_M |R_g| + |\tau| \right) ||u_\tau||_{L^2(\Omega,g)}^2.
$$

(72)

Recall the functional

$$
J(u) = \int_{\Omega} \left( \frac{1}{2} \sum_{i,j} a_{ij}(x) \partial_i u \partial_j u - \frac{\lambda_\tau \sqrt{\det(g)}}{p} u^p - \frac{1}{2} (R_g + \tau) u^2 \sqrt{\det(g)} \right) d
$$


and the constant $K_0$ in [23 §3]. Note that $K_0$ only depends on $\lambda_\tau$, hence $K_0$ is uniformly bounded above when $\tau \in [\tau_0, 0)$. We denote this upper bound by $K_0$ again. Due to Theorem 1.1 of [20], each solution $\tilde{u}_\tau$ satisfies

$$J(\tilde{u}_\tau) \leq K_0 \Rightarrow \frac{a}{2} \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 - \frac{\lambda_\tau}{p} \|\tilde{u}_\tau\|_{L^p(\Omega, g)}^p - \frac{1}{2} \int_M (R_g + \tau) \tilde{u}_\tau^2 d\text{Vol}_g \leq K_0. \quad (73)$$

Let $\lambda_1$ be the first eigenvalue of $-\Delta_g$ on $\Omega$ with Dirichlet boundary condition. Apply the estimate (72) into (73), we have

$$\frac{a}{2} \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 \leq K_0 + \frac{1}{p} \left( a \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 + \left( \sup_M \|R_g| + |\tau| \right) \|u_\tau\|_{L^2(\Omega, g)^2}^2 \right) + \frac{1}{2} \left( \sup_M |R_g| + |\tau| \right) \|u_\tau\|_{L^2(\Omega, g)^2}^2 \leq K_0 + \frac{a(n - 2)}{2n} \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 \leq K_0 + \frac{a(n - 2)}{2n} \left( \sup_M |R_g| + |\tau| \right) \cdot \lambda_1^{-1} \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2;$$

$$\Rightarrow \left( \frac{a}{n} - \frac{n - 2}{2n} + \frac{1}{2} \right) \left( \sup_M |R_g| + |\tau| \right) \cdot \lambda_1^{-1} \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 \leq K_0.$$

Recall in Remark 2.1 that $\Omega$ is small enough so that

$$\frac{a}{n} - \left( \frac{n - 2}{2n} + \frac{1}{2} \right) \left( \sup_M |R_g| + |\tau_0| \right) \cdot \lambda_1^{-1} > 0$$

holds for $\tau_0$, thus for all $\tau_0 \in [\tau_0, 0)$. It follows from above that there exists a constant $C'_0$ such that

$$\|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 \leq C'_0, \forall \tau \in [\tau_0, 0].$$

Apply (72) with the other way around, we conclude that

$$\lambda_\tau \|\tilde{u}_\tau\|_{L^p(\Omega, g)}^p \leq a \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 + \left( \sup_M |R_g| + |\tau| \right) \|\tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2 \leq \left( a + \left( \sup_M |R_g| + |\tau| \right) \lambda_1^{-1} \right) \|\nabla_g \tilde{u}_\tau\|_{L^2(\Omega, g)^2}^2.$$  

Furthermore, it follows from the characterization of $\lambda_\tau$ and observe that the small domain $\Omega$ we chose is an interior domain hence $u_\tau \equiv 0$ on $\partial M$. Applying (72), we have

$$\lambda_\tau \leq \int_\Omega a \|\nabla_g \tilde{u}_\tau\|^2 d\text{Vol}_g + \int_\Omega (R_g + \tau) \tilde{u}_\tau^2 d\text{Vol}_g = \frac{\lambda_\tau \|\tilde{u}_\tau\|_{L^p(\Omega, g)}^p}{\left( \int_\Omega \tilde{u}_\tau^p d\omega \right)^{\frac{p}{n}}} \leq \int_\Omega \left( R_g + \tau \right) \tilde{u}_\tau^2 d\text{Vol}_g = \lambda_\tau \tilde{u}_\tau^2 \|\tilde{u}_\tau\|_{L^p(\Omega, g)}^p.$$

We conclude that

$$1 \leq \|\tilde{u}_\tau\|_{L^p(\Omega, g)} \leq \sqrt{C'_1} \quad \forall \tau \in [\tau_0, 0).$$

Note that this uniform upper bound $C'_1$ is unchanged if we further shrink the domain $\Omega$. Note that this shrinkage of domain is a restriction, not a scaling of domain or metric. We can, without loss of generality, assume that $C'_1 = 1$. This can be done by scaling the metric one time, uniformly for all $\tau \in [\tau_0, 0)$. Note that this scaling does not affect the local solvability in Proposition 2.4 since the estimates in Appendix A of [23] still hold under scaling. After one-time scaling $g \mapsto \delta g$ we still have $\lambda_{\delta^2 \tau} \in [\lambda_{\delta^2 \tau_0}, \lambda(S^n_{\delta^2 \tau_0})]$ due to the characterization of $\lambda_\tau$ and scaling invariance of $\lambda(S^n_{\delta \tau_0})$. Since $\tau < 0$, the lower bound of $\lambda_{\delta^2 \tau_0}$ is unchanged if $\delta < 1$. In addition, we also have the scaling
invariance of the sharp Sobolev inequality with critical exponent that will be used below. We still denote the new metric by \( g \), which follows that

\[ \mathcal{K}'_3 \leq \|\tilde{u}_r\|^p_{L^p(\Omega, g)} \leq 1, \forall \tau \in [\tau_0, 0). \]  

(74)

According to equation (4) of [8 §1], we have

\[ \lambda_\tau \leq \lambda(S^n_+) = \frac{n(n - 2)}{4} \text{Vol}(S^n_+)^{\frac{2}{n}} = 2^{-\frac{2}{n}} \lambda(S^n) = 2^{-\frac{2}{n}}aT. \]  

(75)

It follows from \([16]\) that the ratio \( \frac{\lambda_\tau}{\lambda_{g_0}} < 1 \) holds after one time scaling in the sense of \([14]\). Due to the idea of Trudinger and Aubin, the argument in Theorem 4.4 of \([23]\) and Theorem 5.6 of \([21]\), we pair \( \tilde{u}_r^{1+2\delta} \) for some \( \delta > 0 \) on both sides of \((69)\) and denote \( w_r = \tilde{u}_r^{1+\delta} \), we have

\[ \int_{\Omega} a \nabla_g \tilde{u}_r \cdot \nabla_g (\bar{u}_r^{1+2\delta}) dVol_g + \int_{\Omega} (R_g + \tau) \tilde{u}_r^{2+2\delta} dVol_g = \lambda_\tau \int_{\Omega} \bar{u}_r^{p+2\delta} dVol_g; \]

\[ \Rightarrow \frac{1 + 2\delta}{1 + \delta^2} \int_{\Omega} a |\nabla_g w_r|^2 dVol_g = \lambda_\tau \int_{\Omega} w_r^2 \bar{u}_r^{2-2\delta} dVol_g - \int_{\Omega} (R_g + \tau) w_r^2 dVol_g. \]

When the radius \( r \) of \( \Omega \) is constant, there exists a constant \( A \) such that

\[ \|u\|^2_{L^p(\Omega, g)} \leq (1 + Ar^2)\|u\|^2_{L^p(\Omega)} \quad \text{and} \quad \|Du\|^2_{L^2(\Omega)} \leq (1 + Ar^2)\|\nabla_g u\|^2_{L^2(\Omega,g)}. \]

Due to standard sharp Sobolev embedding on Euclidean space, we have

\[ \|w_r\|^2_{L^p(\Omega,g)} \leq (1 + Ar^2)\|w_r\|^2_{L^p(\Omega)} \leq \frac{1 + Ar^2}{T} \|Du_r\|^2_{L^2(\Omega)} \leq \frac{1 + Ar^2}{T} \|\nabla_g w_r\|^2_{L^2(\Omega,g)} \]

\[ = \frac{(1 + Ar^2)^2}{aT} \cdot \frac{1 + \delta^2}{1 + 2\delta} \left( \lambda_\tau \int_{\Omega} w_r^2 \bar{u}_r^{2+2\delta} dVol_g - \int_{\Omega} (R_g + \tau) w_r^2 dVol_g \right) \]

\[ \leq \frac{(1 + Ar^2)^2}{aT} \cdot \frac{1 + \delta^2}{1 + 2\delta} \lambda_\tau \|w_r\|^2_{L^p(\Omega,g)} \|\bar{u}_r\|^2_{L^p(\Omega,g)} + C_r \|w_r\|^2_{L^2(\Omega,g)} \]

\[ \leq (1 + Ar^2)^2 \cdot \frac{1 + \delta^2}{1 + 2\delta} \cdot \frac{2^{-\frac{2}{n}}aT}{aT} \|w_r\|^2_{L^p(\Omega,g)} + C_r \|w_r\|^2_{L^2(\Omega,g)} \]

by Hölder’s inequality and \((75)\). Note that \( C_r \) is uniformly bounded above for all \( \tau \in [\tau_0, 0) \). Due to the last line above, we can choose \( r, \delta \) small enough so that

\[ (1 + Ar^2)^2 \cdot \frac{1 + \delta^2}{1 + 2\delta} \cdot \frac{2^{-\frac{2}{n}}aT}{aT} < 1. \]

It follows that

\[ \|w_r\|^2_{L^p(\Omega,g)} \leq \mathcal{K}_1 \|w_r\|^2_{L^2(\Omega,g)}. \]

Recall that \( w_r = \tilde{u}_r^{1+\delta} \). Applying Hölder’s inequality on right side above, and note that \( \text{Vol}_g(\Omega) \leq \text{Vol}_g(M) \), we conclude by exactly the same argument as in \([15]\) Prop. 4.4, \([23]\) Thm. 4.4] that

\[ \|\tilde{u}_r\|_{C^0(\Omega, g)} \leq \mathcal{K}_2, r = p(1 + \delta), \forall \tau \in [\tau_0, 0). \]  

(76)

Applying a standard bootstrapping method with elliptic regularity and Sobolev embedding, it follows from \((76)\) that \((69)\) holds.

\[ \square \]

Remark 6.3. The key theorem \([15]\) Theorem 4.4] given by Yamabe, Trudinger and Aubin showed that the Yamabe equation has a desired solution if the Yamabe invariant of some closed manifold is strictly less than a threshold. They applied a one-time scaling of the metric in their proof, in which they normalize the volume of the manifold. Here we also apply a one-time scaling of the metric. The reason that we can apply the scaling here is due to the nonlinear term \( u^{p-1} \). We do not need to pass the limit from sub-critical exponent case to critical exponent case.
An immediate consequence of Proposition 6.1 is that \( \|u_{\tau,+}\|_{L^r(M,g)} \) are uniformly bounded for all \( \tau \in [\tau_0, 0). \) So are \( \|u_{\tau}\|_{L^r(M,g)} \) with \( r = p(1 + \delta) > p. \) Now we can show the existence of the positive solution of the boundary Yamabe equation when \( \eta_1 > 0. \)

**Theorem 6.4.** Let \((M, \partial M, g)\) be a compact manifold with non-empty smooth boundary. Assume \( R_g < 0 \) somewhere in \( M \) and \( h_g > 0 \) everywhere on \( \partial M. \) When \( \eta_1 > 0, \) there exists some \( \lambda > 0 \) and \( \zeta > 0 \) such that the boundary Yamabe equation (74) has a real, positive solution \( u \in C^\infty(M). \)

**Proof.** Pick up some \( \tau_0 < 0 \) and \( |\tau_0| \) small enough. The following PDE

\[-a \Delta_g u_{\tau_0} + (R_g + \tau_0) u_{\tau_0} = \lambda \tau_0 u_{\tau_0}^{p-1} \text{ in } M; \quad \frac{\partial u_{\tau_0}}{\partial \nu} \Bigg|_{\partial M} = \frac{2}{p-2} h_g u_{\tau_0} = \frac{2}{p-2} \zeta u_{\tau_0}^{\frac{p}{2}} \text{ on } \partial M, \tag{78}\]

admits a real, positive solution \( u_{\tau_0} \in C^\infty(M). \) Due to the discussion above, there exists a sequence of smooth functions \( \{u_{\tau}\}, \tau \in [\tau_0, 0), \) each \( u_{\tau} \) is a real, positive solution of

\[-a \Delta_g u_{\tau} + (R_g + \tau) u_{\tau} = \lambda u_{\tau}^{p-1} \text{ in } M; \quad \frac{\partial u_{\tau}}{\partial \nu} \Bigg|_{\partial M} = \frac{2}{p-2} h_g u_{\tau} = \frac{2}{p-2} \zeta u_{\tau}^{\frac{p}{2}} \text{ on } \partial M, \tag{77}\]

respectively. Recall that when we construct super-solutions in Theorem 6.3, we determine the eigenfunction \( \phi \) by letting

\[(\eta_1 + \tau) \inf_M (\delta \varphi) > 2^{p-2} \lambda \sup_M (\delta^{p-1} \varphi^{p-1})\]

Since both \( \tau \) and \( \lambda \) are bounded above and below, a uniform choice of \( \delta \) is good enough for all \( \tau \in [\tau_0, 0). \) Due to (67) and Proposition 6.1 we conclude that

\[\|u_{\tau}\|_{L^r(M,g)} \leq K_0', \forall \tau \in [\tau_0, 0), r > p. \tag{78}\]

By repeated elliptic regularities and Sobolev embedding, (78) implies that

\[\|u_{\tau}\|_{C^2,0(M)} \leq K_0, \forall \tau \in [\tau_0, 0). \tag{79}\]

By Arzela-Ascoli, it follows that up to a subsequence, \( \lim_{\tau \to 0^-} u_{\tau} = u. \) Due to (71), we have \( \lim_{\tau \to 0^-} \lambda \tau = \lambda. \) It follows that the limiting function \( u \) satisfies

\[-a \Delta_g u + R_g u = \lambda u^{p-1} \text{ in } M; \quad \frac{\partial u}{\partial \nu} \Bigg|_{\partial M} = \frac{2}{p-2} h_g u = \frac{2}{p-2} \zeta u^{\frac{p}{2}} \text{ on } \partial M.\]

By (6) we conclude that \( u \in C^\infty(M). \) Lastly we show \( u > 0. \) Due to the construction of \( u_{\tau}, \) it suffices to show that \( \tilde{u}_{\tau} \) in (70) are uniformly bounded below. Due to (74) in Proposition 6.1 we conclude that \( \|\tilde{u}_{\tau}\|_{L^r(\Omega,g)} \geq K_3, \forall \tau \in [\tau_0, 0). \) Since \( u_{\tau} \geq \tilde{u}_{\tau} \geq 0 \) pointwise, it follows that

\[\|u_{\tau}\|_{L^r(M,g)} \geq K_3 > 0, \forall \tau \in [\tau_0, 0).\]

As a consequence of Arzela-Ascoli theorem, it follows that

\[\|u\|_{L^p(M,g)} > 0.\]

It then follows from maximum principle and [8, §1] that \( u > 0 \) on \( M. \) \hfill \Box

**Remark 6.4.** The key steps for positive eigenvalue case are: (i) a local solution of Yamabe equation with Dirichlet condition, which plays a central role as a nontrivial sub-solution; the existence of such a solution is proven in Appendix A of [23]; (ii) a particular choices of partition of unity in constructing a super-solution of Yamabe equation in \( \Omega, \) this specific construction relies on the solutions of linear PDEs, the details can be found in the proof of Theorem 4.3 of [23].

We point out again that the existence of a local solution of Yamabe equation and the construction of a local super-solution can help us avoid the use of Weyl tensor. We do not need to classify the boundary points also, since the local solution is within a subset of interior of the manifold, and the sub-solution we constructed is trivial on \( \partial M. \) See also Remark 2.1.
References

[1] S. Agmon, A. Douglis, and L. Nirenberg. Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions I. Commun. Pure Appl. Math., 12:623–727, 1959.

[2] T. Aubin. Nonlinear Analysis on Manifolds. Monge-Ampère Equations. Grundlehren der mathematischen Wissenschaften. Springer, Berlin, Heidelberg, New York, 1982.

[3] S. Brendle and S.-Z. Chen. An existence theorem for the Yamabe problem on manifolds with boundary. J. Eur. Math. Soc. (JEMS), 16(5):991–1016, 2014.

[4] S. Brendle and F. Marques. Recent progress on the Yamabe problem. arXiv:1040.4960.

[5] X. Chen and L. Sun. Existence of conformal metrics with constant scalar curvature and constant boundary mean curvature on compact manifolds. Commun. Contemp. Math., 21(2), November 2016.

[6] P. Cherrier. Problèmes de Neumann non linéaires sur les variétés Riemanniennes. J. Funct. Anal., 57:154–206, 1984.

[7] J. Escobar. Conformal deformation of a Riemannian metric to a scalar flat metric with constant mean curvature on the boundary. Ann. of Math. (2), 136(1):1–50, 1992.

[8] J. Escobar. The Yamabe problem on manifolds with boundary. J. Differential Geom., 35:21–84, 1992.

[9] D. Gilbarg and N. Trudinger. Elliptic Partial Differential Equations of Second Order. Classics in Mathematics. Springer, Berlin, Heidelberg, New York, 2001.

[10] Z. Han and Y. Li. The existence of conformal metrics with constant scalar curvature and constant boundary mean curvature. Comm. Anal. Geom., 8(4):809–869, 2000.

[11] P. Hintz. Global analysis of quasilinear wave equations on asymptotically de Sitter spaces. Annales de l’Institut Fourier, 66(4):1285–1408, 2016.

[12] P. Hintz and A. Vasy. Global analysis of quasilinear wave equations on asymptotically Kerr-de Sitter spaces. International Mathematics Research Notices, 2016(17):5355–5426, 2016.

[13] J. Kazdan and F. Warner. Scalar curvature and conformal deformation of Riemannian structure. J. Differential Geom., 10:113–134, 1975.

[14] P. Lax. Functional Analysis. Wiley-Interscience, Hoboken, 2002.

[15] J. Lee and T. Parker. The Yamabe problem. Bull. Amer. Math. Soc. (N.S.), 17(1):37–91, 1987.

[16] F. Marques. Existence results for the Yamabe problem on manifolds with boundary. Indiana Univ. Math. J., 54(6):1599–1620, 2005.

[17] S. Rosenberg and J. Xu. Solving the Yamabe problem by an iterative method on a small Riemannian domain. arXiv:2110.14543.

[18] D. Sattinger. Monotone methods in nonlinear elliptic and parabolic boundary value problems. Indiana Univ. Math. J., 21(11):989–1000, 1972.

[19] M. Taylor. Partial Differential Equations I. Springer-Verlag, New York, New York, 2011.

[20] X. Wang. Existence of positive solutions to nonlinear equations involving critical sobolev exponents. Acta Mathematica Sinica, New Series, 8(3):273–291, 1992.

[21] J. Xu. The boundary Yamabe problem, I: Minimal boundary case. arXiv:2111:03219.

[22] J. Xu. Prescribed scalar curvature on compact manifolds under conformal deformation. arXiv:2205.15453.

[23] J. Xu. Solving the Yamabe-type equations on closed manifolds by iteration schemes. arXiv: 2110.15436.

[24] J. Xu. Iterative methods for globally Lipschitz nonlinear Laplace equations. J. Differ. Equ., 358:147–176, 2023.

111 CUMMINGTON MALL, DEPARTMENT OF MATHEMATICS AND STATISTICS, BOSTON UNIVERSITY, BOSTON, MA, USA, 02215
Email address: xujie@bu.edu

600 DUNYU ROAD, INSTITUTE FOR THEORETICAL SCIENCES, WESTLAKE UNIVERSITY, HANGZHOU, ZHEJIANG, CHINA, 310030
Email address: xujie67@westlake.edu.cn