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Abstract—In AI, generalization refers to a model’s ability to perform well on out-of-distribution data related to the given task, beyond the data it was trained on. For an AI agent to excel, it must also possess the continual learning capability, whereby an agent incrementally learns to perform a sequence of tasks without forgetting the previously acquired knowledge to solve the old tasks. Intuitively, generalization within a task allows the model to learn underlying features that can readily be applied to novel tasks, facilitating quicker learning and enhanced performance in subsequent tasks within a continual learning framework. Conversely, continual learning methods often include mechanisms to mitigate catastrophic forgetting, ensuring that knowledge from earlier tasks is retained. This preservation of knowledge over tasks plays a role in enhancing generalization for the ongoing task at hand. Despite the intuitive appeal of the interplay of both abilities, existing literature on continual learning and generalization has proceeded separately. In the preliminary effort to promote studies that bridge both fields, we first present empirical evidence showing that each of these fields has a mutually positive effect on the other. Next, building upon this finding, we introduce a simple and effective technique known as Shape-Texture Consistency Regularization (STCR), which caters to continual learning. STCR learns both shape and texture representations for each task, consequently enhancing generalization and thereby mitigating forgetting. Remarkably, extensive experiments validate that our STCR, can be seamlessly integrated with existing continual learning methods, where its performance surpasses these continual learning methods in isolation or when combined with established generalization techniques by a large margin. Our data and source code will be made publicly available upon publication.
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I. INTRODUCTION

Artificial intelligent agents must possess the capability not only to learn and recognize out-of-distribution data related to a given task but also to excel at continual learning, acquiring knowledge over a sequence of tasks without forgetting information from earlier tasks. Both these capabilities are crucial for the deployment of AI in dynamically changing and complex environments. Consider an autonomous vehicle journeying from California to Boston in the US, where it encounters varying weather conditions, transitioning from sunny to snowy. Additionally, the vehicle may come across novel objects along the route, requiring continuous learning to detect these new objects without forgetting the previously learned ones. While both generalization and continual learning are essential for an AI agent, existing literature has rarely explored the intersection of these fields in a systematic, comprehensive, and quantitative manner.

In Artificial Intelligence (AI), generalization refers to the model’s robustness to out-of-distribution data related to the given task, beyond the data it was trained on. Existing solutions for out-of-domain generalization often rely on increasing data diversity [1]–[4], self-supervised learning [5], and meta-learning [6], [7].

Concurrently, in the continual learning setting, agents are tasked with incrementally learning a sequence of tasks without experiencing catastrophic forgetting of the in-distribution data of earlier tasks. This challenge of catastrophic forgetting has led to the development of regularization-based approaches e.g., [8]–[15]. These methods aim to preserve essential parameters for old tasks through knowledge distillation or heuristics. Replay-based approaches, e.g., [12], [13], [16]–[19], involve storing or synthesizing exemplars from old tasks to train alongside new ones. More recently, architecture expansion methods, e.g., [20], have emerged, altering the model structure or tuning the learnable prompts to accommodate new tasks.

While several pioneering works apply generalization approaches for continual learning problems [6], [21]–[24], none of these studies systematically explored the reciprocal effect between out-of-distribution generalization and forgetting within continual learning. In our initial efforts to close this research gap, we conduct a comprehensive study involving the direct integration of existing generalization methods with continual learning baselines, followed by an evaluation of these integrated models. We assess their performance in terms of forgetting about earlier tasks and handling out-of-distribution data from all the tasks trained so far (Fig. 1). Remarkably, empirical evidence from our study indicates a mutually beneficial relationship between generalization and continual learning capabilities. Specifically, continual learning methods exhibiting reduced forgetting showcase enhanced generalization for all the previous tasks and the current task. Conversely, a superior generalization method contributes to a reduction in forgetting when it comes to earlier tasks. These findings underscore the intricate and reciprocal relationship between the two fundamental capabilities in AI.

Building upon this finding, we further enhance the existing generalization and continual learning baselines by introducing a...
simple yet effective Shape Texture Consistency Regularization method, dubbed STCR. In every current task, STCR distills both shape and texture representation of the training images by regularizing the logits of their style-transferred versions and themselves. Extensive experiments validate that our approach can be seamlessly integrated with existing continual learning methods. Its performance significantly surpasses any single continual learning baselines or their combined versions with any existing generalization methods. This highlights the effectiveness of our STCR in simultaneously improving both generalization and continual learning capabilities.

We summarize our key contributions:

- Building upon pioneering works applying generalization approaches in continual learning, our work fosters connections between both fields by exploring their reciprocal effects over a sequence of tasks. Through a series of systematic and comprehensive experiments involving 10 established generalization and continual learning baselines and 8 evaluation metrics, our empirical evidence reveals interesting insights that generalization and continual learning capabilities are mutually beneficial.
- To enhance the generalization capabilities of existing continual learning baselines, we have developed a simple and effective shape-texture consistency regularization method (STCR). Our method distills both shape and texture representations from the training images of the current task, subsequently enhancing generalization and thereby mitigating forgetting.
- Our STCR can be seamlessly integrated with existing continual learning methods. The experimental results demonstrate significant improvements in both generalization and continual learning performances, surpassing these existing continual learning methods in isolation or when combined with established generalization techniques.

The structure of the subsequent sections is as follows. In Sec. II, we survey related works and highlight the differences between our work and the existing literature. In Sec. III, we introduce empirical evidence on the interplay of generalization and forgetting based on existing generalization and continual learning methods. Next, building upon this evidence, we introduce our proposed STCR method in Sec. IV. Subsequently, we elaborate the experimental setups (Sec. V) and conduct extensive analysis on STCR (Sec. VI). Finally, we present our conclusions and discuss future work in Sec. VII.

II. RELATED WORK

A. Continual learning

Continuous learning involves acquiring knowledge in a sequential manner by training a single neural network on a series of tasks. During this process, only data from the current task is utilized for training. One grand challenge in continual learning is catastrophic forgetting [25], [26]. To tackle this challenge, the following major types of approaches have been proposed.

Regularization-based approaches [8]–[10] impose stringent constraints on model parameters. This is achieved by penalizing changes in parameters that are crucial for retaining knowledge related to older tasks. Despite demonstrating some success in alleviating forgetting, these methods fall short of delivering satisfactory performance in demanding continual learning scenarios [13], [27]. Recent approaches have incorporated knowledge distillation [28] as a regularization technique to minimize the changes to the decision boundaries of old tasks while learning new tasks. Methods based on knowledge distillation [11]–[15], typically involve maintaining a snapshot of the model trained on earlier tasks in a memory buffer. Subsequently, the knowledge encapsulated in the stored old model is distilled and transferred to the current model as part of the learning process. Recent approaches have adopted similar ideas of consistency regularization [24] on prototypes for class-incremental learning.

Exemplar replay methods [12], [13], [16]–[19] preserve a subset of representative examples from prior tasks in a memory buffer. Many of these approaches [12], [13], [17], [18] leverage herding heuristics [29] for selecting exemplars. The stored exemplars, in conjunction with new data, are then utilized to optimize the network parameters during the learning process of a new task. While replay strategies can be notably effective, they come with certain drawbacks. The replay of a restricted set of stored examples may result in overfitting. Additionally, storing a substantial number of images for replay purposes can be memory-intensive.

To address memory constraints, [30], [31] proposed a scoring method to select what examples to store and [31] introduced the memory update method to decide what examples in the memory buffer to replace. To avoid the problem of overfitting due to a limited number of replay samples, generative replay methods...
integrate data from new tasks with synthetic data generated by generative models, aiming to replicate stimuli encountered in previous instances [16], [19], [32]–[36]. Nevertheless, the generative models required for generating suitable synthetic data still tend to be sizable, memory-intensive, and challenging to train.

To eliminate these issues, replay-free approaches have been proposed [37]–[39]. These approaches often rely on augmenting prototypes [39], generating pseudo features with prototypes as inputs [37], and computing feature covariance relations for classification based on prototypes [38].

Dynamic architecture expansions [40]–[44] address the challenge of catastrophic forgetting by expanding the network. In this strategy, a new network is trained for each task, while the preceding networks are held constant. This ensures that the initially generated features for earlier task classes remain preserved. Despite showcasing enhanced performance compared to single-model approaches, these methods result in models that quickly escalate in size as the number of tasks increases. As a result, the scalability issue renders them impractical for many real-world applications.

Despite many of these advancements in continual learning, a predominant focus remains on testing models with in-distribution data. The generalization ability of these methods on out-of-distribution data was yet comprehensively evaluated. In a pioneering effort, we provide empirical evidence suggesting that continual learning methods demonstrating reduced forgetting of old tasks also exhibit improved generalization for all the trained tasks.

B. Generalization

Generalization methods initially focused on increasing data diversity with augmentation techniques [2], [45]–[49]. Subsequently, researchers delved into adversarial training as a means to enhance generalization [50]–[52]. However, such adversarial training approaches often result in compromised performance within the training distribution itself [53].

An alternative avenue of research aimed at improving out-of-distribution generalization involves exploring shape and texture representation learning. Geirhos et al. [48] uncovered that convolutional networks trained on natural images tend to acquire texture representations that generalize well to in-distribution data but exhibit sub-optimal performance on out-of-distribution data. In response to this, researchers have introduced methods focused on shape representation learning [48], [49], [54], often at the expense of in-distribution performance. Li et al. [1] propose shape-texture debiased training using a mixup loss to prevent bias toward either shape or texture, striking a performance balance between in-distribution and out-of-distribution data.

In contrast to existing works [6], [21]–[24], our research delves into the impact of generalization methods on forgetting over a sequence of tasks within the continual learning framework. While several pioneering works apply generalization approaches, such as data augmentation [6] with text label using BERT [55], transfer learning [21], [23], and meta-learning [22] for continual learning problems, none of these studies systematically explored the effect of out-of-distribution generalization in every task on catastrophic forgetting of earlier tasks. Empirical evidence from our comprehensive study reveals that achieving superior generalization performance over all the trained tasks contributes to reducing forgetting for earlier tasks.

Building upon this evidence, we introduce a straightforward yet effective shape-texture consistency regularization approach tailored for continual learning. The experimental results demonstrate that our model, serving as a plug-and-play module seamlessly integrated with any continual learning methods, outperforms various combinations of existing generalization and continual learning baselines by a substantial margin.

III. INTERPLAY OF GENERALIZATION AND FORGETTING

We started this section by formulating the problem setups (Sec. III-A) followed by introducing competitive baselines, datasets, and protocols in continual learning (Sec. III-B). We experimented on continual learning baselines and produced empirical evidence on the interplay of generalization and less forgetting in Sec. III-C. Note that we use the common evaluation metrics, such as Forgetting $F$ and corruption error $R$-C, in the literature [56]. To quantify the bidirectional effects between generalization and forgetting, we also introduced $\Delta R$-C and $\Delta F$. See the detailed introduction to these metrics in Sec. V-C. Moreover, to provide insights into the reasons why generalization eliminates forgetting, we presented loss landscape analysis in Sec. III-D.

A. Problem setting

We focus on the class-incremental scenario in continual learning, where the objective is to learn a unified classifier over incrementally occurring sets of classes [17]. Formally, let $\mathcal{T} = \{T_1, ..., T_T\}$ be a sequence of classification tasks, $\mathcal{D}_t = \{(x_{i,t}, y_{i,t})\}_{i=1}^{n_t}$ be the labeled training set of the task $T_t$ with $n_t$ samples from $m_t$ distinct classes, and $(x_{i,t}, y_{i,t})$ be the $i$-th (image, label) pair in the training set of the task $T_t$. A single model $\Theta$ is trained to solve the tasks $\mathcal{T}$ incrementally. The model $\Theta$ consists of a feature extractor and a unified classifier. For the initial task $T_1$, the model $\Theta_1$ learns a standard classifier for the first $m_1$ classes. In the incremental step $t$, only the classifier is extended by adding $m_t$ new output nodes to learn $m_t$ new classes, leading to a new model $\Theta_t$. During the training of $\Theta_t$, only the training set $\mathcal{D}_t$ for the task $T_t$ is available. In the testing phase, $\Theta_t$ is required to classify all classes seen so far, i.e., $\{m_1, ..., m_t\}$. Unlike the existing class-incremental works, $\Theta_t$ should perform well on both the in-distribution and out-of-distribution test data. For example, if $\Theta_t$ is trained to recognize real-world dog images, it should be capable of recognizing both real-world dog images and cartoon dog images during testing.

For replay-based continual learning methods, a memory buffer is often employed to store the original training images from the earlier tasks. We denote this memory buffer as the exemplar set $\mathcal{P}$. For fair comparisons, in all the experiments, we allow $\mathcal{P}$ to store 20 exemplars per object class by default, unless otherwise specified. The terms “exemplar” and “original
training image\textsuperscript{\textdagger} in the memory buffer are used interchangeably throughout the text.

B. Baselines and Protocols

We introduce a list of competitive continual learning baselines used in this experiment:

**Naive** trains the model on the sequence of tasks without any measures to prevent forgetting.

**Replay** Replay-based methods are the most effective group of continual learning methods. We implement the naive replay method based on [17], which stores the images from the previous tasks in a memory buffer and replays these images together with the training images in the current task. Consistent with [17], we used a memory buffer size of 20 images per model's improved ability to generalize when confronted with features. This retained knowledge, in turn, contributes to the knowledge, consequently augmenting the diversity of acquired approach with diminished forgetting retains more historical methods exhibiting reduced forgetting also exhibit enhanced F
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C. Empirical evidence on the interplay of generalization and forgetting in continual learning
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**Fig. 2:** Empirical evidence about the interplay of generalization and forgetting in continual learning on ImageNet-100 when $T = 6$. Subplot (a) illustrates the forgetting and generalization capability across a range of continual learning methods. For each continual learning algorithm, we report its $R$-C and $F$. We also performed a linear fitting (dashed line) between $R$-C and $F$ based on all the sample points on the subplot using RANSACRegressor [59]. Subplot (b) presents the impact of generalization on reduced forgetting. We computed the performance difference in $R$-C and $F$ between existing continual learning baselines with and without the B-Aug generalization baseline, and denote these differences as $\Delta F$ and $\Delta R$-C. Positive $\Delta F$ and $\Delta R$-C imply that the continual learning model has improved generalization capability and reduced forgetting after integrating the B-Aug generalization algorithm, compared to its counterpart without B-Aug. The dashed line indicates the result of linear fitting between $\Delta F$ and $\Delta R$-C using RANSACRegressor [59]. See Sec. III-B for the introduction of the continual learning baselines. See Sec. V-F for the introduction of the evaluation metrics.

From Fig. 2b, a strong positive linear correlation between $\Delta F$ and $\Delta R$ - C ($r = 0.80$ with a p-value of 0.02) was observed across various continual learning methods with and without the Basic Augmentation (B-Aug) generalization method introduced in Sec. V-F. Briefly, B-Aug is a data augmentation technique involving color jittering, color drops, Gaussian noise, and Gaussian blur [60].

The strong positive linear correlation suggests that better generalization capability contributes to diminishing forgetting for earlier tasks. For instance, the Replay method (dark blue), incorporating the B-Aug, achieves a reduction of 12.90 in $F$ and 19.46 in $R$-C compared to its isolated counterpart. Similarly, the cumulative baseline (cyan) also experiences a substantial decrease in $F$ and $R$-C when integrated with the B-Aug generalization method. One plausible explanation is that the generalization method empowers the model to capture more invariant and generic features in the current task, proving beneficial for both knowledge transfer to novel tasks and preserving learned knowledge from older tasks due to flatter loss minima [61]. In the subsequent section, we provide detailed
Fig. 3: Loss landscape analysis on existing continual learning methods with and without existing data augmentation techniques. The loss landscape is produced by evaluating the final models at task $T_6$ with perturbed weights in random directions on the test sets of tasks $T_1$ (darker line) and $T_6$ (lighter line) of the ImageNet-100 dataset. The x-axis indicates the magnitudes of weight perturbations. The results of the existing continual learning baselines in colors with the existing B-Aug generalization method (solid line) and without B-Aug (dotted line) are presented. See Sec. III-B for the introduction of the continual learning baselines. See Sec. V-F for the introduction of the generalization baselines.

D. Loss landscape analysis provides insights into spurious feature learning across tasks

In machine learning literature [62]–[66], a spurious feature is an irrelevant pattern that a model can learn to capture. These features are correlated with the correct class labels in the training data but are not inherently relevant to the learning problem. A model with better generalization ability is less likely to capture spurious features. This encourages the model to make class predictions based on generic features, ensuring it is more robust to input perturbations.

To quantify the extent to which models capture generic features for the current task, we computed the loss landscape [67], [68] on the test set of $T_6$ using the final models $\Theta_6$ trained after the last task $T_6$. Specifically, to compute the loss landscape, we perturbed the weights of the models in random directions and tested the models on the current tasks. We reported their losses on $T_6$ as a function of weight perturbation magnitudes in Fig. 3. From the results, we observed that the models with the B-Aug generalization method have wider loss landscapes compared to their counterparts in the same task. This implies that the generalization methods help the models learn to capture more generic features for object recognition in the current task.

In continual learning, spurious features are specific to individual tasks and do not generalize well. In other words, if a model captures spurious features for a particular task, these features are less effective for the other tasks. As a result, the models prone to capturing spurious features may struggle with earlier tasks, leading to increased forgetting. To validate this point, we performed another loss landscape analysis on the test set of the first task $T_1$ using the final model $\Theta_6$ at $T_6$. As shown in Fig. 3, final models trained with B-Aug in $T_6$ consistently have wider loss landscapes even on the test sets of $T_1$, indicating better generalization. This suggests that these models capture more generic landscapes shared across tasks, thereby reducing catastrophic forgetting in earlier tasks.
Inspired by these works, our STCR is designed to learn shape and texture representations for each classification task, enabling generalization to both in-distribution and out-of-distribution data. While standard training on natural images tends to learn texture representations for in-distribution generalization, shape representations are more robust to distribution shifts. To encourage the model to learn shape representations, we adopt the approach of Geirhos et al. [48] by using shape-texture conflict images for training. However, rather than use external artistic paintings in [48] for style transfers, we use different images within the current training set \( \mathcal{D}_t \) as style images. This is because storing paintings in memory is not feasible for memory-constrained continual learning.

Specifically, for any generic continual learning methods with or without replay buffers, during optimization at the incremental step \( t \), we randomly sample two mini-batches of images with a size of \( k \) per batch from the current training set \( \mathcal{D}_t \). Next, we use one mini-batch of images as style templates and the other as content images. In this case, both mini-batches come from the current training set and they are randomly paired for style transfers. Every pair of style and content images could be from the same or different object classes. Mathematically, we denote the first mini-batch \( \mathcal{X} = \{x_{1,t}, \ldots , x_{k,t}\} \) as content images and the second mini-batch \( \tilde{\mathcal{X}} = \{\tilde{x}_{1,t}, \ldots , \tilde{x}_{k,t}\} \) as style images. Together with these paired images, we can then generate a mini-batch of shape-texture conflict images \( \tilde{\mathcal{X}} = \{\tilde{x}_{1,t}, \ldots , \tilde{x}_{1,t}\} \) based on \( \mathcal{X} \) and \( \tilde{\mathcal{X}} \), where

\[
\tilde{x}_{i,t} = f(x_{i,t}, \tilde{x}_{i,t}).
\]  

(1)

Here \( f(\cdot) \) is the style transfer operation. Specifically, we use the real-time style transfer approach, AdaIN [69], pre-trained using MS-COCO [70] and WikiArt [71]. Note that none of these datasets overlap with the datasets we use for continual learning (see Sec. V-A for the details about our datasets). To examine the quality of style transferred images by AdaIN which AdaIN has never been trained on, we provide additional visualization results in the Appendix (B) and verify that the quality of those generated images is reasonable. Moreover, we emphasize that AdaIN [69] is used as a proof-of-concept for style transfers. There are many other style transfer methods available, such as [72]–[74], which are more compute-efficient for real-world applications.

When training solely on the original natural images, the model tends to acquire texture representations. Conversely, training exclusively on shape-texture conflict images leads to the learning of shape representations. To concurrently develop both shape and texture representations, we utilize a consistency regularization approach that involves both the original natural images and the shape-texture conflict images. Specifically, let \( \mathcal{X} = \{x_{1,t}, \ldots , x_{k,t}\} \) be a mini-batch of \( k \) images randomly sampled from the current training set \( \mathcal{D}_t \) in the incremental step \( t \), and \( \tilde{\mathcal{X}} = \{\tilde{x}_{1,t}, \ldots , \tilde{x}_{k,t}\} \) be the corresponding mini-batch of shape-texture conflict images generated following Eq. (1). Next, we obtain a new mini-batch \( \{\mathcal{X}, \tilde{\mathcal{X}}\} \) by combining \( \mathcal{X} \) and \( \tilde{\mathcal{X}} \) for model training. Let \( Z = \{z_{1,t}, \ldots , z_{k,t}\} \) and \( \hat{Z} = \{\hat{z}_{1,t}, \ldots , \hat{z}_{k,t}\} \) be the corresponding logits of \( \mathcal{X} \) and \( \tilde{\mathcal{X}} \), produced by the model \( \Theta_t \), respectively. \( Z \) is generated using original natural images as inputs and encodes texture

---

Fig. 4: Schematic of our shape-texture consistency regularization method (STCR). Given an image from the training set, we create its shape-texture conflict counterpart by performing style transfers on the training images of the current task. The style images come from the examples stored in the memory buffer. The original image and shape-texture conflict image are combined in the mini-batch for training. The feature encoder extracts both texture-biased and shape-biased representations from these mini-batches. Their output logits are then normalized for classification via cross-entropy losses. Moreover, these logits are also regularized to make consistent class distributions. During replays, the model also rehashes the old images using cross-entropy losses. By using the proposed STCR, the resulting model can effectively prevent forgetting, and meanwhile, generalize to corrupted data, and domain-shifted data during inference. See Sec. IV for the detailed design of our STCR.

IV. OUR PROPOSED METHOD – STCR

We present empirical evidence in Sec. III-C highlighting how superior generalization performance in all the tasks trained so far contributes to reduced forgetting during continual learning. To enhance the generalization capability of established continual learning methods, we introduce a straightforward and effective regularization approach, dubbed Shape-Texture Consistency Regularization (STCR). See Fig. 4 for the method schematic. Our STCR can seamlessly integrate with any existing continual learning method. For instance, it can leverage exemplars in replay-based continual learning methods to enhance generalization ability. We introduce our STCR in this section.

A. Shape-texture consistency regularization

Existing works in object recognition have suggested that models trained with original naturalistic images are often biased toward textures [48]. Augmenting the training data with style-transferred images such as shape-texture conflict images is an effective way to encourage models to learn shape-biased features, which are more generic for object recognition [48].
information. Conversely, $\tilde{Z}$ is generated using shape-texture conflict images as input and encodes shape information. To ensure that the model captures both texture and shape information, we encourage $Z$ and $\tilde{Z}$ to predict similar class distributions with a consistency regularization loss:

$$\mathcal{L}^{STCR} = D_{KL}(p||q) + D_{KL}(q||\tilde{p}),$$

where $p = \sigma(Z/\tau)$, $q = \sigma(\tilde{Z}/\tau)$, $\tau$ is a temperature hyper-parameter controlling the smoothness of the probability distributions. We empirically set it to 2. $D_{KL}$ is the Kullback-Leibler divergence loss comparing the distance between two distributions. $\sigma(\cdot)$ is softmax function. Our consistency regularization loss only requires a mini-batch of training images from the current task and it can be computed in an online manner.

B. Refinement of STCR for replay-based continual learning

Just like many existing generalization methods, $\mathcal{L}^{STCR}$ can be integrated with any established continual learning baselines, such as EWC [8], exemplar replay [17], or knowledge distillation [11]. The previous subsection (Sec. IV-A) describes the generic STCR, where both style and content images come from the current task’s training set $D_t$. However, replay-based continual learning methods use memory buffers $\mathcal{P}$ to store exemplars. We can leverage these exemplars to refine our STCR for replay-based methods, as detailed in this subsection.

In replay-based continual learning methods, training images from earlier tasks are often stored in the memory buffer $\mathcal{P}$ for replays in the current task. These stored images often retain additional information from earlier tasks. We capitalized on these exemplars $\mathcal{P}$ to enhance our STCR. Specifically, instead of using training images as style templates from the current task, we employed images from the memory buffer $\mathcal{P}$ as style templates and kept the training images from the current task as content to generate shape-texture conflict images. These exemplar sets $\mathcal{P}$ in the memory buffer encompass a broader range of classes from previous tasks, enhancing the diversity of the shape-texture conflict images. Simultaneously, these conflict images carry styles from earlier tasks, serving as a form of feature rehearsal to mitigate forgetting. In our experiments, we also observed that applying shape-texture consistency regularization during replays introduces noise from shape-texture conflict images, which can detrimentally impact replay performances (refer to Sec. VI-E).

The schematic of our STCR is illustrated in Fig. 4, and its implementation is outlined in Algorithm S1. At every incremental step $t$, the overall loss function of STCR to train a neural network is defined as:

$$L_t = L_{CE}^{D_t,D_t} + \beta L_{CE}^{P} + \gamma L_{STCR}^{D_t,D_t},$$

where cross-entropy loss $L_{CE}^{D_t,D_t}$ is computed on the combination of shape-texture conflict images $D_t$ and the original natural images $D_t$ from the current task $t$. For the replay-based continual learning methods, $L_{CE}^{P}$ is computed only on the original natural images from exemplar sets $\mathcal{P}$. The hyperparameter $\beta = 1$ and $\gamma = 0.01$ regulate the loss for exemplar replays and the shape-texture consistency regularization loss for respectively. We analyzed the effect of $\beta$ and $\gamma$ in Sec.VI-E.

C. Implementation details.

The experiments are conducted based on the publicly available official code provided by Mittal et al. [15]. For ImageNet-100 and ImageNet-1000, we use an 18-layer ResNet with randomly initialized weights. The network is trained for 70 epochs in the initial base task with a base learning rate of 1e-1, and is trained for 40 epochs in the incremental task with a base learning rate of 1e-2. The base learning rate is divided by 10 at epochs $\{30, 60\}$ in the initial base task, and is divided by 10 at epochs $\{25, 35\}$ in the incremental steps. For CIFAR-100, we use a 32-layer ResNet with randomly initialized weights. The network is trained for 120 epochs in the initial base task with a base learning rate of 1e-1, and is trained for 60 epochs in the subsequent incremental tasks with a base learning rate of 1e-2. We adopt a cosine learning rate schedule, in which the learning rate decays until 1e-4. For all networks, the last layer is cosine normalized, as suggested in [18]. All networks are optimized using the SGD optimizer with a mini-batch of 128, a momentum of 0.9, and a weight decay of 1e-4. Following [15], [18], we use an adaptive weighting function for knowledge distillation loss. At each incremental step $t$, $\lambda_t = \lambda_{base}((\sum_{i=1}^{t} m_{i}/m_{t}))^{2/3}$ where $\sum_{i=1}^{t} m_{i}$ denotes the number of all seen classes from step 1 to step $t$, and $m_{t}$ denotes the number of classes in step $t$. $\lambda_{base}$ is set to 20 for CIFAR-100, 100 for ImageNet-100, and 600 for ImageNet-1000, as suggested by [15]. To ensure statistical significance, we conducted 5 runs for all the experiments and reported their means and standard deviations. All codes will be made publicly available upon publication.

V. EXPERIMENTAL SETUP

A. Datasets

Same as previous continual learning works [18], [19], [75], [76], we perform class-incremental experiments on three standard image datasets CIFAR-100 [77], ImageNet-100, and ImageNet-1000 [58] and follow the same training and test data splits. CIFAR-100 contains 60,000 color images with the image size of $32 \times 32$ from 100 classes, in which 50,000 images are for training and the remaining 10,000 are for testing. ImageNet-1000 contains around 1.3 million color images of size $224 \times 224$ from 1,000 classes. For each class, there are 1,300 images for training and 50 images for validation. ImageNet-100 is a subset of Imagenet-1000 with 100 classes that are randomly sampled using the NumPy seed of 1993.

Since there is a lack of out-of-distribution test sets in the existing continual learning literature, we use the datasets ImageNet-1000-C [56], CIFAR-100-C [56], and ImageNet-1000-R [78] for evaluating out-of-distribution generalization. ImageNet-1000-C and CIFAR-100-C consist of 15 diverse corruption types applied to validation images of ImageNet-1000 and CIFAR-100, respectively, with five different severity levels for each corruption type. ImageNet-1000-R is a real-world distribution shift dataset.
that includes changes in image styles, geographic locations, etc. We curated ImageNet-100-C and ImageNet-100-R from ImageNet-1000-C and ImageNet-1000-R also by random sampling with seed 1993.

B. Protocols

We follow the standard protocols used in [14], [15], [18], [19], [75], [76] for benchmarking class-incremental learning methods in continual learning. The protocol consists of an initial base task \(T_1\) followed by \(T\) incremental tasks, where \(T\) is set to 6 or 11. For all datasets, we assign half of the classes to the initial base task and distribute the remaining classes equally over the incremental steps.

C. Metrics

We use the following metrics to measure the continual learning and generalization performance. Let \(A_{j,i}\) denote the accuracy on task \(i\) after training the continual learning model \(\phi_j\) on task \(j\).

**Average incremental accuracy (Acc.)** [17] is computed by averaging the accuracies of all the models \(\{\Theta_1, ..., \Theta_T\}\) obtained in all the incremental steps. Each model’s accuracy is evaluated on all classes seen thus far. The mathematical formulation is listed below:

\[
\text{Acc.} = \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{t} \sum_{i=1}^{t} A_{t,i} \right)
\]

Acc. is a common evaluation metric in the continual learning literature [14], [15], [17], [79], measuring the overall model performance on the in-distribution data over all the trained tasks. The higher the Acc., the better.

**Average Accuracy** \(A_T\) computes the mean accuracy over all the test sets of all tasks for the final model \(\phi_T\) trained after the last task \(T\) in a continual learning protocol. We denote the average accuracy as \(A_T\):

\[
A_T = \frac{1}{T} \sum_{t=1}^{T} A_{T,t}
\]

**Forgetting** (\(F\)) [19] measures the performance drop of \(\Theta_T\) on the initial task \(T_1\). It is the gap between the accuracy of \(\Theta_1\) and the accuracy of \(\Theta_T\) on the same in-distribution data of \(T_1\). Formally, \(F\) is defined as:

\[
F = A_{T,1} - A_{1,1}
\]

In the continual learning literature, \(F\) reflects how much the model has forgotten about \(T_1\). The smaller \(F\), the better.

**Generalization** (\(R-C\) and \(R-R\)). Here, we introduce two evaluation metrics to assess the out-of-distribution generalization capabilities of a model. This includes the robustness against data corruption and the domain shifts. Consistent with [56], we assess the robustness against data corruptions of the ultimate model \(\Theta_T\) at the last task \(T\) (\(R-C\)) by calculating its mean corruption error across all the classes of ImageNet-100-C, ImageNet-1000-C, and CIFAR-100-C respectively. The \(R-C\) of \(\Theta_T\) can then be defined as its own mean corruption error normalized by the mean corruption error of AlexNet [80] (\(mCE_{AlexNet}\)):

\[
R-C = \frac{mCE_{model}}{mCE_{AlexNet}}
\]

Note that AlexNet is trained on the entire dataset in an offline setting without class incremental learning. Basic Augmentation (B-Aug) in Sec. V-F is applied during the training of AlexNet.

Following the method described in [78], we also evaluate the generalization of the final model \(\Theta_T\) against domain shifts (\(R-R\)) with accuracy measurements on all the classes of ImageNet-100-R and ImageNet-1000-R.

**Change in Forgetting and Robustness** (\(\Delta F\) and \(\Delta R-C\)). To quantitatively assess the impact of generalization methods on reducing forgetting across a sequence of tasks, we introduce two evaluation metrics \(\Delta F\) and \(\Delta R-C\). Let \(F\) denote the forgetting score for the final model \(\Theta_T\) trained using a continual learning method, with and without Basic Augmentation (B-Aug) as specified in Sec. V-F. These forgetting scores are represented as \(F_{wB,\Theta_T}\) and \(F_{woB,\Theta_T}\) respectively. The difference in \(F\) can be defined as:

\[
\Delta F = F_{wB,\Theta_T} - F_{woB,\Theta_T}
\]

Similarly, we can compute the difference in \(R-C\) as \(\Delta R-C\) between the continual learning baseline with and without B-Aug generalization algorithm:

\[
\Delta R-C = R-C_{wB,\Theta_T} - R-C_{woB,\Theta_T}
\]

**Backward Transfer (BWT).** Backward Transfer (BWT) [81], [82] measures the influence of learning a new task on the performance of previously learned tasks. A positive BWT indicates that learning a new task improves performance on earlier tasks, while a negative BWT suggests a performance decline due to catastrophic forgetting.

To compute BWT, we evaluate the model’s accuracy on all previously learned tasks before and after training on a new task. Formally, BWT is defined as:

\[
BWT = \frac{\sum_{i=2}^{T} \sum_{j=1}^{i-1} (A_{i,j} - A_{j,j})}{T(T-1)/2}
\]

where \(A_{i,j}\) denotes the accuracy on task \(i\) after training on the \(j\)-th task.

Without loss of generality, we reported the results of Average Accuracy \(A_T\) and Backward Transfer (BWT) in Appendix (A). The conclusions are consistent with those obtained from other evaluation metrics.

D. Generic continual learning frameworks

First, to demonstrate that our STCR can be integrated with any generic continual learning frameworks, we provide an overview of major frameworks used in continual learning (see Sec.VI-A) and combine our STCR with these frameworks. In Sec. III-B, we introduced Naive and Replay. We list the other major frameworks below:

**Weight Regularization-based (WReg).** WReg-based methods are one category of continual learning methods. Elastic Weight Consolidation (EWC) [8] is one of these methods. We implement EWC, which leverages Fisher Information matrix to identify important parameters and penalizes further changes of these parameters in the later tasks.
Knowledge distillation-based (KD). KD methods are special cases of weight-regularization methods. They turn out to be very effective, especially when they are combined with a replay-based method. We implement the knowledge distillation loss from [11], which saves a snapshot of the model in the previous tasks and distills knowledge from the old model to the new model based on the training images at the current task.

E. Existing continual learning baselines

Next, to demonstrate that our STCR can further enhance the state-of-the-art (SOTA) continual learning algorithms, we integrate our STCR with three SOTA continual learning methods, each of which could incorporate a combination of multiple continual learning frameworks introduced above. We implement these approaches using their publicly available code. CCIL [15] employs a hybrid approach combining replay and regularization strategies. Podnet [14] utilizes an efficient distillation loss across multiple spatial dimensions of feature maps after various pooling operations. AFC [79] estimates the relationship between the representation changes and the resulting loss increases incurred by model updates. The greater the loss increase on the old representations, the more important the weights are to the old task. Based on the importance of the weights, the model restricts updates of important features while allowing changes in less critical features, thereby preventing forgetting.

F. Generalization baselines

We compare our STCR against the following generalization approaches summarized below:

Lower bound (LB) does not use any techniques to encourage generalization.

Basic augmentation (B-Aug) follows [49] and applies simple and naturalistic augmentations, including color distortion, noise, and blur. Specifically, we employ color jitter with an 80% probability, color drop with a 20% probability, Gaussian noise (mean=0 and std=0.025) with a 50% probability, and Gaussian blur (kernel size is 10% of the image width/height) with a 50% probability.

Auto-augmentation (A-Aug) [47] represents an automated technique for identifying data augmentation strategies from the dataset, frequently resulting in improved generalization compared to basic augmentation techniques.

Style augmentation (S-Aug) [83] adopts [48] to create shape-texture conflict images using artistic painting styles and trains models on both shape-texture conflict images and original natural images. In contrast, our STCR method eliminates the need for external memory to store artistic-style images, and we introduce a regularization loss between original and shape-texture conflict images.

Mixup loss (Mixup) initially generates shape-texture conflict images by following [45] and then applies a mixup loss to these conflict images. The hyperparameter ε, determining the relative importance of shape and texture, is set to 0.5, consistent with [1].

| Method                | T=6                   | T=11                   |
|-----------------------|-----------------------|------------------------|
|                        | R-C      | Acc. ↑ | F ↓   | R-C      | Acc. ↑ | F ↓   |
| Naive                 | 113.49   | 23.54  | 81.81 | 123.49   | 11.55  | 80.64 |
| Naive + STCR          | 105.95   | 30.65  | 75.65 | 110.91   | 24.15  | 78.01 |
| WReg                  | 106.14   | 54.56  | 52.74 | 112.42   | 50.33  | 56.37 |
| WReg + STCR           | 99.86    | 58.05  | 40.83 | 107.08   | 51.33  | 46.13 |
| Replay                | 96.59    | 67.57  | 51.30 | 104.72   | 52.56  | 34.74 |
| Replay + STCR         | 84.86    | 69.10  | 24.87 | 93.30    | 62.34  | 28.31 |
| KD                    | 91.23    | 67.54  | 11.76 | 101.76   | 55.01  | 24.83 |
| KD + STCR             | 80.46    | 70.63  | 9.79  | 92.68    | 60.31  | 14.95 |

TABLE I: Generalization and continual learning performance of the generic continual learning frameworks with and without our STCR. We reported the performance of four generic continual learning frameworks with (highlighted in gray background) and without our STCR on ImageNet-100 with $T=6$ (first column) and $T=11$ (second column) in terms of their generalization ability against data corruption (R-C), and continual learning ability (Acc., and F). See Sec. V-D and Sec. III-B for the introduction of these generic continual learning frameworks. See Sec. V-C for the introduction of the evaluation metrics. The best results are in bold. The numbers in brackets indicate the standard deviation after 3 runs.

It is important to note that our experimentation involves 4 generic continual learning frameworks, 7 continual learning baselines, and 5 generalization methods. Ideally, applying each generalization method to every continual learning baseline or framework would result in a total of $(4 + 7) \times 5 = 55$ combinations. However, due to limitations in computing resources, we pragmatically select a subset of continual learning methods and generalization methods for controlled experiments. In these experiments, we either vary the continual learning methods or vary the generalization methods, but not both simultaneously. Refer to Sec. VI for specifications of each experiment.

VI. EXPERIMENTS AND RESULTS

A. STCL can be seamlessly integrated with any generic continual learning frameworks

Given the mutually beneficial relationship between generalization and reduced forgetting discussed in Sec. III-C, we introduced STCR as a generalization method specifically designed for continual learning (Sec. IV). Here, we demonstrate that our STCR can be seamlessly integrated with any generic continual learning framework. Specifically, we selected the three most commonly used continual learning frameworks as well as one naive framework (Sec. III-B) and then applied STCR to them. These integrated frameworks are labelled as “the name of the framework + STCR”. We evaluated “framework + STCR” on ImageNet-100 with two task sequence lengths of $T=6$ and $T=11$ (Sec. III). For comparisons, we also evaluate these continual learning frameworks without our STCR.
in the same experiment settings. We report their generalization and continual learning performances in Tab. I.

From Tab. I, across both task sequence lengths $T = 6$ and $T = 11$, we observed that all the continual learning frameworks integrated with our STCR outperform their counterparts without STCR by a large margin, in terms of both generalization ($R$-C) and continual learning performances (Acc. and $F$). For instance, when $T = 6$, WReg + STCR beats WReg alone by 6.28% in $R$-C, 3.49% in Acc. and 11.91% in $F$. This implies that our STCR, when integrated with continual learning frameworks, is effective in enhancing generalization and reducing forgetting.

Notably, among the four continual learning frameworks, Naive, WReg, and KD are replay-free frameworks and they do not require exemplar sets $P$. Incorporating the generic STCR introduced in Sec. IV-A into these frameworks also significantly reduces forgetting and enhances generalization. In particular, the naive continual learning framework, which lacks measures to prevent forgetting, often has chance-level continual learning performance. With STCR, we observed a dramatic boost in continual learning and generalization performance across all evaluation metrics (compare Naive + STCR versus STCR).

Moreover, we also found that the positive effect of STCR becomes more prominent when it is integrated with those frameworks that are better continual learners. For example, the existing works have shown that KD and Replay are the most effective strategies in reducing catastrophic forgetting, which most of the SOTA continual learning methods adopt. Indeed, compared with Naive and WReg, this is also demonstrated by higher Acc. and lower $F$ of KD and Replay as shown in Tab. I. With our STCR, the generalization performance of Replay+STCR and KD+STCR gets boosted by 11.73% and 10.77% compared to their counterparts respectively. This is in high contrast with a relative improvement of 7.54% and 6.28% in $R$-C for Naive+STCR and WReg+STCR.

B. State-of-the-art continual learning methods with STCR beat their standalone configurations

In the subsection above, we demonstrated the feasibility of integrating our STCR with any generic continual learning framework. Here, we specifically assess the impact of STCR on state-of-the-art (SOTA) continual learning methods. While these SOTA methods may align with one or more of the continual learning frameworks discussed earlier, they also have distinct continual learning strategies. We highlighted these differences from the generic continual learning frameworks in Sec. V-E.

In this experiment, we incorporate STCR into three SOTA continual learning methods (Sec. V-E) and assess their generalization and continual learning performances across three image datasets, given two task sequence lengths of $T = 6$ and $T = 11$. The versions of the SOTA methods integrated with our STCR are labeled as “SOTA + STCR”. To facilitate comparisons, we also include the outcomes of their standalone versions without STCR. We present our results in Tab. II.

SOTA+STCR consistently outperforms SOTA themselves in terms of generalization and reduced forgetting. For instance, when STCR is applied to AFC on ImageNet-100 with $T$=6, AFC + STCR increases Acc. from 76.46% to 79.24% and decreases $F$ from 9.87% to 7.43%, dramatically improving the continual learning performance. Meanwhile, AFC + STCR reduces $R$-C by 15.67% and improves $R$-R by 8.83%, demonstrating its effectiveness in enhancing the generalization ability of these SOTA continual learning methods.

C. Continual learning methods with STCR have wider loss landscapes across tasks after weight perturbations

In the previous subsection, SOTA continual learning methods with STCR demonstrated remarkable generalization and continual learning abilities across all four evaluation metrics (Sec. V-C). Here, we investigate why STCR, as a generalization method, leads to less forgetting for SOTA continual learning methods. We applied the same experiment protocol and conducted loss landscape analysis, introduced in Sec. III-D. In Fig. 5, we present the loss landscapes of the models trained using SOTA continual learning methods with and without STCR. Consistent with observations in Sec. III-D, we found that SOTA methods with STCR have wider loss landscapes compared to their counterparts (dotted versus solid lines in the same color in both test sets of $T_1$ and $T_6$). This suggests that models with STCR are more robust to weight perturbations, avoiding spurious features and enhancing the learning of generic features shared across tasks, thereby reducing catastrophic forgetting.

D. Continual learning methods with STCR outperform their counterparts combined with existing generalization methods

We compare our STCR and the existing generalization baselines (Sec. V-F) in a continual learning setting on ImageNet-100 with $T = 6$. To isolate the effect of continual learning baselines, we use CCIL (Sec. V-E) as the continual learning backbone, apply all the generalization baselines to CCIL in every task, and evaluate their performances in $R$-C, Acc., and $F$ (Sec. V-C). As controls, we also introduce the
We reported the performance of three SOTA continual learning methods with (highlighted in grey background) and without our STCR. This indicates that the data augmentation techniques alone are not enough. Additional regularization losses are necessary for improving the generalization ability of models.

Moreover, in contrast to Mixup loss which balances the transfer learning and data augmentation mechanisms, S-Aug shares the same characteristics with our STCR. This indicates that the data augmentation techniques alone are not enough. Additional regularization losses are necessary for improving the generalization ability of models.

It is also worth noting that S-Aug and Mixup share similarities with our STCR as both methods involve shape-texture conflict images. Even with the extra storage of artistic style templates, S-Aug still underperforms our STCR. This indicates that the data augmentation techniques alone are not enough. Additional regularization losses are necessary for the continual learning setting.

Moreover, in contrast to Mixup loss which balances the learnt shape and texture biases, our STCR still achieves much better performance. This suggests that our proposed consistency regularization loss is more effective than Mixup for generalization in the continual learning setting.

E. Network analysis reveals our key design decisions

To evaluate the contribution of each component in our STCR method, we repeat the experiments on ImageNet-100 using the ablated versions of our method. As control experiments, we fix the continual learning baseline CCIL ([15], Sec.V-E) and use it to integrate with our ablated versions. In these experiments, the number of replay exemplars in CCIL is set to 2000 by default, unless otherwise specified. We also introduce additional application scenarios and demonstrate the benefits that our STCR can bring in these scenarios.

The effect of coefficient $\gamma$. We analyze the effect of $\gamma$, which controls the strength of $L^{STCR}$ in Eq. 3, by varying its values $\gamma \in \{0, 0.001, 0.01, 1\}$. Note that $L^{STCR}$ is not in effect when $\gamma = 0$. The results (COEFFICIENT $\gamma$) in Tab. III, demonstrate that incorporating STCR with small $\gamma$ leads to improved performance compared to the case when $\gamma=0$, in all evaluation metrics. This suggests that the STCR is essential for enhancing the continual learning performance. We also observed that higher values of $\gamma$ lead to less forgetting but may deteriorate generalization ability.

It is important to note that the impact of $\gamma$ remains consistent across different learning protocols and datasets. For all protocols and datasets, we have fixed the default value of $\gamma=0.01$.

The effect of coefficient $\beta$. We analyze the effect of the coefficient $\beta$, which controls the strength of $\beta L^{FE}$ in Eq. 3, by varying its values $\beta \in \{0.1, 1, 10\}$. We reported their results in Tab. III (COEFFICIENT $\beta$). From the results, we observed $\beta$ of 1 yields the best performance. Either a small $\beta$ of 0.1 or a large $\beta$ of 10 leads to decreased performance. Intuitively, a higher beta emphasizes the effect of naive replays.
We report the generalization \((T\text{-TEMPERATURE})\). A temperature of 2 leads to the retention of knowledge from earlier tasks.

The synthesized images may frequently exhibit low quality, potentially due to the restricted size of exemplars in learning. The synthesized images during replays hinder the performance of continual learning. We also noticed that the results of color transfer are better than the ones with style transfers (AdaIN). This implies that color transfer, as a data augmentation method, is not as effective as style augmentation at capturing generic image representations. Interestingly, we also noted that the results of color transfer are better than the ones of CCIL alone across all four evaluation metrics. This suggests that a generic data augmentation technique could improve the model generalization ability; hence, leading to less forgetting in continual learning.

**Hyper-Parameter Temperature** \(\tau\). The hyper-parameter temperature in Eq. 2 controls the smoothness of a probability distribution. Typically, the higher the temperature, the smoother the distributions, leading to a lower KL divergence and a softer alignment between the distributions. To study the effect of temperature, we conducted an extra network analysis by varying the temperatures from 1, 2, to 3. We reported the results of these models with different temperatures in Tab. III \(\text{(TEMPERATURE)}\). A temperature of 2 leads to optimal performance, while the performance decreases with temperatures of 1 and 3. These results suggest that the selection of temperature is essential for learning generic features of shape-texture conflict images. Empirically, we set the temperature to be 2, consistent with [28].

**Exemplar Set Size.** Following [15], [17], we fixed the memory buffer sizes to be 20 exemplars per object class in all the previous experiments. Here, we added an extra ablation study where we varied the memory buffer size from 10, 20, to 30 on CCIL+STCR, and studied their impacts. From the results in Tab. III \(\text{(EXAMPLAR SIZE)}\), we observed that the generalization and continual learning performances increased from 10 to 20. This implies that larger buffer sizes increase the diversity of exemplars during replays; hence, enhancing the performance of CCIL+STCR. We also noticed that the performance saturates from 20 to 30. This implies that too large memory buffer sizes do not necessarily lead to optimal performance.

**STCR in replay.** We investigate the impact of STCR in replays and present our findings in \(\text{(REPLAY)}\) in Tab. III. As emphasized in Sec. IV, performing style transfers on the replay images and training on such synthesized shape-texture conflict images during replays hinder the performance of continual learning. The synthesized images may frequently exhibit low quality, potentially due to the restricted size of exemplars in the replay buffers. Rehearsing with these images could disrupt the retention of knowledge from earlier tasks.

**Results of one image is applied to another, aiming to preserve the original content while changing its aesthetic and mood. From the process in digital image manipulation where the color palette of one image is applied to another, aiming to preserve the original content while changing its aesthetic and mood.**

**Fig. 6:** The continual learning baseline with our STCR outperforms its counterpart with existing generalization methods. We report the generalization \((R\text{-C})\) and continual learning performances \((\text{Acc.}, \text{and } F)\) of the continual learning method CCIL [15] integrated with our STCR as well as its counterpart integrated with established generalization baselines on ImageNet-100 with \(T=6\). See Sec. V-F for the introduction of each generalization baseline. See Sec. V-C for the introduction of the evaluation metrics. The best performance is our STCR in red.

**Styles from exemplar sets v.s. current training set.** For replay-based continual learning methods, we emphasized the importance of using style templates from exemplar sets in the memory buffer to generate shape-texture conflict images. Here, we report the performance when the style templates come from the current training set. The results in \(\text{(STYLES FROM)}\) in Tab. III show that using styles from exemplar sets outperforms the one from the current training set by around 3% over the four evaluation metrics. Two possible reasons are: first, exemplar sets encompass a broader range of classes from previous tasks, enhancing the diversity of the shape-texture conflict images. Second, these conflict images carry styles from earlier tasks, serving as a form of feature rehearsal to mitigate forgetting.

**Color Transfer.** In our work, we used the style transfer method AdaIN [69] as a proof-of-concept for generating shape-style conflict images. However, running AdaIN can be slow and compute-intensive for real-world practice. To verify that our STCR can be adapted to other types of style or color transfer methods, we designed a model variation by replacing AdaIN with the color transfer method [85]. Color transfer is a process in digital image manipulation where the color palette of one image is applied to another, aiming to preserve the original content while changing its aesthetic and mood. From Tab. III \(\text{(COLOR TRANSFER)}\), we observed that the results of color transfers perform slightly worse than the ones with style transfers (AdaIN). This implies that color transfer, as a data augmentation method, is not as effective as style augmentation at capturing generic image representations. Interestingly, we also noted that the results of color transfer are better than the ones of CCIL alone across all four evaluation metrics. This suggests that a generic data augmentation technique could improve the model generalization ability; hence, leading to less forgetting in continual learning.

**Longer Task Sequences.** We conducted additional experiments on ImageNet-100 to evaluate the effectiveness of our STCR with longer task sequences \(T=26\) and \(T=51\). We evaluated CCIL \([15, \text{Sec.V-E}]\) with and without our STCR in these two experiments. We presented the results in \(\text{(TASK LENGTH)}\) of Tab. III. The results demonstrate that STCR can consistently improve both the generalization and continual learning performance of CCIL even over a much...
The best results are in bold. The numbers in brackets indicate performance of our STCR variations in diverse application scenarios. See Sec. V-C for the introduction of each application scenario. See Sec. V-C for the introduction of the evaluation metrics. The rows highlighted in gray indicate our default method design. The best results are in bold. The numbers in brackets indicate the standard deviation after 3 runs.

**TABLE III: Generalization and continual learning performance of our STCR variations in diverse application scenarios.** We reported the generalization ability ($R$-C and $R - R$) and continual learning ability (Acc., and $F$) of our STCR variations in multiple scenarios on ImageNet-100. See Sec. VI-E for the introduction of each application scenario. See Sec. V-C for the introduction of the evaluation metrics. The rows highlighted in gray indicate our default method design. The best results are in bold. The numbers in brackets indicate the standard deviation after 3 runs.

longer task sequence. For example, CCIL with STCR beats CCIL alone by 15.7%, 6.88% in $R$-C and $R - R$, and 3.12% in Acc., and $F$ over $T = 51$.

**Connecting to vision transformer.** We assessed the effectiveness of our STCR on continual learning methods involving vision transformer architectures [86]. Specifically, we applied our STCR on Yu et al. [84] (ViTIL) for training vision transformers in continual learning settings. We followed their implementation details and reported the results of their method with and without our STCR in (MODEL) in Tab. III. Consistent with the results obtained from the convolutional neural network (CNN)-based CL approaches such as CCIL [15] (see (MODEL) in Tab. III), we observed improved performances of ViTIL in both generalization and continual learning evaluation metrics. Interestingly, we also noted that the performance boost in vision transformers is relatively lower than CNNs. This may be attributed to the fact that vision transformers have already learned better shape and texture representations than CNNs [87].

**Combining STCR with MixUp.** We combined Shape-Texture Consistency Regularization (STCR) with MixUp using the losses proposed in Eq. 3. To achieve this, we followed the standard practice of MixUp operation [45] by using $\epsilon = 0.5$ to blend a pair of the original training images in the current task. We then applied style transfers to these mixed-up images and used the proposed consistency regularization loss in Eq. 2 on their corresponding logits. Note that the logits of the mixed-up images are computed by taking the weighted sum of their logits given their class labels. We reported the result of this ablation study (MIXUP) in Tab. III. MixUp+STCR significantly underperforms STCR alone by 35.1%, 19.67%, 21.81%, and 4.15% in $R$-C, $R - R$, Acc, and $F$ respectively. This suggests that the mixed images may interfere with the model’s ability to maintain consistent shape and texture representations, which are critical for mitigating forgetting and enhancing generalization.

**Evaluation in a protocol of 10 tasks with every 10 classes per task.** We also tested our model’s performance using a different continual learning protocol, which prescribes a uniform number of classes per task. Specifically, we evaluated the competitive continual learning baselines CCIL and AFC, as well as their counterparts with our STCR (CCIL+STCR and AFC+STCR) on the ImageNet-100 dataset, where each task has 10 classes and there are a total of 10 tasks. The results can be seen in Tab. III (10 TASKS, 10 CLASSES). We observed that all models performed worse than those in the previous protocol, where the initial task contained 50 classes and each subsequent task had 10 classes. This could be attributed to the increasing difficulty of the protocol. Moreover, we found that CCIL+STCR outperforms CCIL alone in this new protocol, suggesting that our STCR consistently enhances the performance of existing continual learning methods by improving generalization and reducing forgetting. Interestingly, we also compared the relative performance differences between AFC+STCR and CCIL+STCR in the current protocol with those in the previous protocol and found that the relative performance differences remain consistent. This indicates that our conclusions are independent of the protocol variation, as our STCR consistently benefits continual learning baselines across all evaluation metrics.
VII. CONCLUSION AND FUTURE WORKS

In AI, the existing literature on generalization and continual learning has evolved independently. In our effort to bridge these fields, we presented empirical evidence showcasing their mutually beneficial relationship: effective generalization within a task facilitates quicker learning and improved performance in subsequent tasks within the continual learning framework. On the flip side, continual learning methods are designed to combat catastrophic forgetting, ensuring the preservation of knowledge from earlier tasks, and ultimately contributing to enhanced generalization for ongoing tasks. Building upon this insight, we introduced Shape-Texture Consistency Regularization (STCR), a simple yet effective regularization technique that learns both shape and texture representations for each task in continual learning. This approach integrated with any continual learning methods not only enhances generalization but also mitigates forgetting. Our extensive experiments highlight that the existing continual learning methods, seamlessly integrated with STCR, not only surpass their own performance but also outperform their counterparts integrated with any other existing generalization methods.

Despite the promising performance of our method, we have identified several limitations that need to be addressed in future work. First, as a proof-of-concept, our STCR uses a compute-heavy style transfer technique. For real-world applications, alternative style transfer methods that can perform few-shot fine-tuning and real-time inference should be explored.

Second, we have only examined the interplay of generalization and continual learning in fully supervised settings. The dynamics of this interplay in semi-supervised and unsupervised settings remain to be explored.
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A. Results with additional metrics

We reported the results in average accuracy ($A_T$) and BWT for continual learning frames with and without STCR in Tab. S1 and specific continual learning methods with and without STCR in Tab. S2. We found that continual learning frameworks and methods with our STCR outperform their counterparts by a significant margin in $A_T$ and BWT. This suggests that our STCR is effective at eliminating forgetting in continual learning. However, we also noted that the BWT results remain negative even with STCR. This suggests that the performance gap still exists in continual learning.

| Method            | $T=6$  | $T=11$  |
|-------------------|--------|---------|
|                   | $A_T$ (%) | BWT | $A_T$ (%) | BWT |
| Naive             | 10.65  | -0.83  | 2.48  | -0.84  |
|                   | (0.14) | (0.05) | (1.41) | (0.09) |
| Naive + STCR      | 11.85  | -0.72  | 9.48  | -0.68  |
|                   | (2.98) | (0.07) | (2.05) | (0.16) |
| WReg              | 28.77  | -0.51  | 22.35 | -0.77  |
|                   | (2.39) | (0.12) | (4.11) | (0.07) |
| WReg + STCR       | 41.07  | -0.29  | 35.07 | -0.32  |
|                   | (1.95) | (0.03) | (4.16) | (0.05) |
| Replay            | 55.09  | -0.26  | 25.24 | -0.26  |
|                   | (1.09) | (0.01) | (8.02) | (0.02) |
| Replay + STCR     | 58.24  | -0.16  | 45.89 | -0.25  |
|                   | (1.15) | (0.01) | (8.84) | (0.04) |
| KD                | 55.65  | -0.16  | 35.81 | -0.15  |
|                   | (3.58) | (0.01) | (3.49) | (0.06) |
| KD + STCR         | 61.18  | -0.13  | 48.05 | -0.13  |
|                   | (2.52) | (0.02) | (3.54) | (0.02) |

TABLE S1: Continual learning performance of the generic continual learning frameworks with and without our STCR. We reported the performance of four generic continual learning frameworks with (highlighted in grey background) and without our STCR on ImageNet-100 with $T=6$ (first column) and $T=11$ (second column) in terms of their continual learning ability (average accuracy ($A_T$)) and backward transfer (BWT). See Sec. V-D for the introduction of these generic continual learning frameworks. See Sec. V-C for the introduction of the evaluation metrics. The best results are in bold. The numbers in brackets indicate the standard deviation after 3 runs.

| Method            | ImageNet-100 $A_T$ (%) | BWT | CIFAR-100 $A_T$ (%) | BWT |
|-------------------|------------------------|-----|---------------------|-----|
| CCIL [15] ($T=6$) | 61.28 (0.38)           | -0.18 (0.03) | 52.64 (0.49)       | 0.11 (0.03) |
| CCIL + STCR ($T=6$, ours) | 75.82 (2.98)           | -0.16 (0.07) | 58.03 (3.87)       | -0.09 (0.06) |
| Podnet [14] ($T=6$) | 63.97 (3.91)           | -0.16 (1.42) | 52.19 (4.34)       | -0.04 (1.04) |
| Podnet + STCR ($T=6$, ours) | 74.59 (1.23)           | -0.15 (1.34) | 55.86 (1.34)       | -0.05 (0.02) |
| AFC [79] ($T=6$) | 65.74 (1.54)           | -0.09 (0.98) | 53.76 (9.87)       | -0.06 (0.03) |
| AFC + STCR ($T=6$, ours) | 75.39 (1.97)           | -0.09 (0.87) | 55.08 (6.05)       | -0.06 (0.03) |
| CCIL [15] ($T=11$) | 58.79 (4.38)           | -0.15 (4.52) | 47.69 (5.02)       | -0.09 (4.06) |
| CCIL + STCR ($T=11$, ours) | 64.92 (1.95)           | -0.13 (4.07) | 50.27 (2.07)       | -0.03 (4.02) |
| Podnet [14] ($T=11$) | 60.03 (4.43)           | -0.17 (0.3)   | 53.57 (0.38)       | -0.06 (0.04) |
| Podnet + STCR ($T=11$, ours) | 61.78 (4.98)           | -0.13 (0.3)   | 53.29 (0.78)       | -0.04 (0.02) |
| AFC [79] ($T=11$) | 61.84 (4.93)           | -0.16 (2.76)  | 56.94 (2.47)       | -0.07 (2.03) |
| AFC + STCR ($T=11$, ours) | 64.58 (4.38)           | -0.12 (2.47)  | 57.43 (2.47)       | -0.03 (2.03) |

TABLE S2: Continual learning performance in average accuracy ($A_T$) and backward transfer (BWT) of the state-of-the-art (SOTA) continual learning methods with and without our STCR. We reported the performance of three SOTA continual learning methods with (highlighted in grey background) and without our STCR on two learning paradigms ($T=6$, the first two columns) and ($T=11$, the last two columns) on ImageNet-100 and CIFAR-100 datasets in terms of their continual learning ability ($A_T$) and BWT). See Sec. V-E for the introduction of these SOTA methods. See Sec. V-C for the introduction of the evaluation metrics. The best results are in bold. The numbers in brackets indicate the standard deviation after 3 runs.
B. Qualitative examples on style transferred images

The quantitative evaluation of the generated shape-texture conflict images using AdaIn which has not been trained on the same dataset could be challenging. Here, we provide qualitative results visualizing the style-transferred images in Fig. S1. The source images are from the object classes of the current task, while the style images are randomly selected from the exemplars stored in the memory buffer. Note that the memory buffer only contains exemplar images from earlier tasks; hence, the source and style images are from different object classes. From these visualization results, we observed that the style-transferred images look reasonable. For example, in Column 3 and Row 3 of Fig. S1, the style transferred picture of a baby salamander has the style of watch but with the content of a baby salamander.

![Fig. S1: Shape-texture conflict images created using AdaIn.](image)

Fig. S1: Shape-texture conflict images created using AdaIn. The top row displays the content images. The middle row features style images randomly selected from the exemplar set, and the bottom row shows the results of the style-transferred images. Three style images were randomly chosen for each content image, each with a corresponding style-transferred result. See Sec. IV-A for details on generating shape-texture conflict images.

C. Algorithm for STCR

Here is the pseudo-code for our algorithm for STCR.

**Algorithm S1:** Integrate continual learning frameworks with STCR

| input: $D_t$; /*the training set for the new task*/ |
| require: $P = \{P_i\}_{i=1}^{t-1}$; /*the current exemplar sets for replay*/ |
| require: $f$; /*the style transfer model*/ |
| output: $\Theta_t$; /*the new model to be learned from the new task*/ |

1. $\Theta_t \leftarrow \Theta_{t-1}$; /*add $m_t$ new output nodes*/
2. construct new exemplar set $P_t$;
3. $P \leftarrow \{P_i\}_{i=1}^{t-1} \cup P_t$; /*add $P_t$ to replay buffer*/
4. for iteration $j \leftarrow 1$ to $l$ do
   5. load a mini-batch $(X_t, Y_t)$ from $D_t$;
   6. $X_t \leftarrow \{(x_{i,t})\}_{i=1}^k; Y_t \leftarrow \{(y_{i,t})\}_{i=1}^k$;
   7. load a mini-batch $(\hat{X}_t, \hat{Y}_t)$ from $P$;
   8. $\hat{X}_t \leftarrow \{\hat{x}_{i,t}\}_{i=1}^k; \hat{Y}_t \leftarrow \{\hat{y}_{i,t}\}_{i=1}^k$;
   9. $\tilde{X}_t \leftarrow \{f(x_{i,t}, \hat{x}_{i,t})\}_{i=1}^k$; /*using Eq.(1)*/
10. $Z_t, \hat{Z}_t \leftarrow \Theta_t(X_t, \hat{X}_t)$; /*forward pass for new task*/
11. Compute $L_D^{STCR}$ with $(Z_t, \hat{Z}_t)$ using Eq.(2);
12. Compute $L_P^{CE}$ with $(\hat{Z}_t, \hat{Y}_t)$;
13. $\hat{Z}_t \leftarrow \Theta_t(X_t)$; /*forward pass for replay*/
14. Compute $L_P^{CE}$ with $(\hat{Z}_t, \hat{Y}_t)$;
15. $L_t = L_D^{CE} + L_P^{CE} + \gamma L^{STCR}_{D_t, \hat{D}_t}$ optimize $\Theta_t$ with loss $L_t$; /*backward pass*/