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Polymer representations of the Weyl algebra of linear systems provide the simplest analogues of the representation used in loop quantum gravity. The construction of these representations is algebraic, based on the Gelfand-Naimark-Segal construction. Is it possible to understand these representations from a Geometric Quantization point of view? We address this question for the case of a two dimensional phase space.

I. INTRODUCTION

Consider a linear phase space $V$. Its simplest and best understood quantization is given by the Fock representation. The quantization involves a choice of creation and annihilation operators. Let us denote by $u$ a parameter specifying such a choice, and let $H^u_{\text{Fock}}$ be the corresponding Fock space. Geometric quantization (GQ) [1] provides a way to obtain this space starting from the classical system: It is the space of square integrable complex polarized functions on $V; u$ enters as specifying the complex polarization$^1$.

Fock quantization however is not the final story; for instance, a different type of representation would be needed if one were to have a non-perturbative description of an interacting quantum field theory [3]. Non-Fock representations can also arise for kinematical reasons, as in the case of Loop quantum gravity [4], where the additional requirement of diffeomorphism covariance singles out a representation [5]. In both cases one takes an algebraic approach to the problem of quantization, where the focus is shifted to a chosen algebra associated to the classical system.

Let us illustrate the approach for the case of the Weyl algebra $\mathcal{W}$ of our linear phase space $V$. The algebra is constructed from abstract generators $W(f)$ labeled by linear functions $f : V \to \mathbb{R}$, with product rule

$$W(f)W(g) = e^{\frac{i}{2}(fg)}W(f+g)$$ (1.1)

where $\{\cdot, \cdot\}$ is the Poisson bracket. States are then defined by abstract expectation values, $\langle \cdot \rangle : \mathcal{W} \to \mathbb{R}$, known as positive linear functionals (PLF). The Hilbert space description is finally recovered by means of the so-called Gelfand-Naimark-Segal (GNS) construction, whose sole ingredient is one such PLF.
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$^1$ An alternative way to understand $H^u_{\text{Fock}}$ from the classical space is as follows [2]: $u$ is used to select a complex subspace $H^u_1 \subset V^C$ on which the Hermitian form $-i\omega(\cdot, \bar{\cdot})$ is positive definite ($\omega$ is the symplectic form on $V$ and the bar denotes complex conjugation). The Fock space is then given by $H^u_{\text{Fock}} = \sum_{n=0}^{\infty} (H^u_1)^{\otimes n}$. Although this approach is restricted to linear systems, it has the advantage of being better suited for field theories. An extension of the present ideas to that context might need this viewpoint.
The Fock quantizations provide examples of such PLFs, given by the vacuum expectation values:
\[ \langle W(f) \rangle_u = e^{-\frac{||f||^2}{2}} \]  
(1.2)
where \( ||f||^2_u \) is obtained from the inner product induced by \( u \). In this approach, the PLF (1.2) is used to define the Fock representation. The space \( \mathcal{H}_{u, \text{Fock}} \) is then obtained from the GNS construction. Other choices of PLFs will give rise to representations that may or may not be unitarily equivalent to a Fock one.

One may think the last possibility would only arise in field theory, since in finite dimensions the Stone-von Neumann theorem assures unitary equivalence of the representations of \( \mathcal{W} \). The theorem however only applies for representations on which the operators \( \hat{W}(f) \) are continuous in \( f \). If one gives up the continuity requirement, non-Fock representations can be obtained even for finite dimensional systems by considering PLFs such that \( f \to \langle W(f) \rangle \) is discontinuous; these are the so called polymer representations [7]. The reason to consider such PLFs is that they represent the Weyl algebra analogue of the Loop quantum gravity representation, where a similar discontinuity appears. In particular, they play a predominant role in Loop quantum cosmology [6]. The objective of the present work is to understand this non-standard quantization of finite-dimensional linear systems from the perspective of Geometric quantization. We hope this will provide a first step towards a study of the field theory situation [8], where the relation between Fock and loop representations is a well studied subject [9].

The paper is organized as follows. In the next section we give an overview without going into details. We then proceed more systematically. In section II we introduce the space of polarizations and review basic notions of geometric quantization; in section IV we introduce the polymer representations in a way geared towards our objective; finally in V we bring together the topics of the previous two sections to understand how the polymer representations fit into the geometric quantization framework. We conclude in section VI.

II. OVERVIEW

Let \( V \) be two-dimensional, with linear coordinates \( x \) and \( y \) and symplectic structure \( \omega = dx \wedge dy \). Consider the PLF [7]:
\[ \langle W(ax + by) \rangle_{\text{pol}} = \begin{cases} 1 & \text{if } x = 0 \\ 0 & \text{otherwise} \end{cases} \]  
(2.1)

Its GNS construction produces a Hilbert space \( \mathcal{H}_{\text{pol}} \) whose elements are of the form
\[ |\phi\rangle = \sum_x \phi(x)|x\rangle, \quad \text{with } ||\phi||^2_{\text{pol}} = \sum_x |\phi(x)|^2 < \infty, \]  
(2.2)
where the \( |x\rangle \) are normalized eigenvectors of \( \hat{x} \) and \( \phi(x) \) is a ‘function’ with support on countably many points. Intuitively, it corresponds to a Schrodinger representation with a non-standard inner product in which the Dirac deltas became normalized.

In [11], the observation was made that the polymer PLF (2.1) can be obtained as a limit of Fock PLFs (1.2). Let us for simplicity look at the expectation values of the element \( W(x) \) and consider the following family of PLFs:
\[ \langle W(x) \rangle_d = e^{-\frac{x^2}{4d^2}}. \]  
(2.3)
This is a particular instance of (1.2), with \( d \in (0, \infty) \) playing the role of \( u \). The observation is that,
\[
\lim_{d \to 0} \langle W(x) \rangle_d = \delta_{x0} = \langle W(x) \rangle_{\text{pol}},
\]
so one recovers the polymer PLF (2.1). This way of obtaining the polymer space gives a first hint on to how make contact with GQ. There, the Fock space associated to (2.3) is given by complex polarized functions with \( d \) specifying the polarization. From this viewpoint, \( d = 0 \) corresponds to a real polarization. This suggests we consider (2.2) as providing a non-standard inner product for real polarized functions. Is this consistent with the GQ framework? Before addressing this question, let us make a small detour to discuss the polarized spaces of geometric quantization.

There actually is a subtlety with the real polarization \( d = 0 \): the corresponding functions are not normalizable. This issue is solved by the so-called metaplectic correction \([1]\), in which the Hilbert spaces are constructed from half-forms rather than functions. This yields a well-defined inner product for the real polarized case (corresponding to the Schrodinger representation). It is in this framework that \( d = 0 \) and \( d > 0 \) stand on equal footing.

The GQ framework also provides a way to compare the different \( d \)-spaces by means of a connection in the space of polarizations \([12]\), that allows one to unitarily relate the different Hilbert spaces via parallel transport. For \( d > 0 \), the corresponding map is nothing but a unitary Bogoliubov transformation between the Fock spaces. A non-trivial fact of this parallel transport is that it can be extended to the \( d = 0 \) polarization \([13]\), provided one includes the metaplectic correction (it is afterall the framework that allows one to deal with the \( d = 0 \) space). In this case the map reproduces the Segal-Bargmann transform between the corresponding Fock and Schrodinger spaces.

We would like to follow a similar strategy to relate the polymer space at \( d = 0 \) with the Fock spaces at \( d > 0 \). We pointed out that, in the metaplectic version of GQ, the Fock and Schrodinger spaces are related by the parallel transport \([13]\). We will see how, without the metaplectic correction, the Fock spaces are related to the polymer spaces instead. This ‘exclusion’ of metaplectic correction in the analysis is natural from the GNS perspective, since its role is irrelevant there: The PLFs (2.3) remain unaltered under the inclusion of the metaplectic term\(^2\).

Let us now be more precise. The first thing to notice is that our situation is actually quite different from the one in \([13]\): The space we have at \( d = 0 \), \( \mathcal{H}^{\text{pol}} \), is unitarily inequivalent to the \( d > 0 \) Fock spaces! In what sense can we compare them? Let us for the sake of simplicity identify (via Segal-Bargmann transform) the \( d > 0 \) spaces with \( \mathcal{H}^{\text{Sch}} = L^2(\mathbb{R}, dx) \). It becomes clear that there is no natural way to associate vectors in \( \mathcal{H}^{\text{pol}} \) with vectors in \( \mathcal{H}^{\text{Sch}} \). For instance, the natural element in the Schrodinger space associated to \( |x\rangle \in \mathcal{H}^{\text{pol}} \) is given by the non-normalizable bra \( \langle x | \) which lies outside \( \mathcal{H}^{\text{Sch}} \) \([7]\). On the other hand, if one looks at operators on the corresponding spaces, one can do better. Let \( |\phi\rangle \in \mathcal{H}^{\text{Sch}} \) be given by a square integrable function \( \phi(x) \), and \( |x\rangle \in \mathcal{H}^{\text{pol}} \) as before. Consider then the following

\(^2\) The reason being that the Weyl algebra involves (exponentials of) operators associated to linear functions, whose action is unaltered by the metaplectic correction.
operators\(^3\)

\[
|\phi\rangle \otimes \langle x| : \mathcal{H}_{x}^{\text{Sch}} \to \mathcal{H}_{x}^{\text{Sch}} \\
|x\rangle \otimes |\phi\rangle : \mathcal{H}_{x}^{\text{pol}} \to \mathcal{H}_{x}^{\text{pol}},
\]

where \(|\phi\rangle\) denotes contraction with the non-normalizable vector (in the polymer sense) given by \(\phi(x)\) \([7]\). These operators, defined on the polymer and Schrodinger spaces, are naturally in one to one correspondence. As we will see in section V, the parallel transport implements this mapping between them.

Thus, we will actually need to work in a slightly different version of the framework in order to deal with operators rather than vectors. This resembles working with density matrices in quantum mechanics. In particular, the notion of a unitary map is replaced by the notion of a trace-preserving map. In this language for instance, the unitary equivalence of the \(d > 0\) spaces follows from the trace-preserving property of the parallel transport. Conversely, the non-unitary equivalence of the Polymer space will result in a generic non-trace-preservation of the parallel transport. We will however find a certain class of operators, namely those corresponding to (2.5), for which the parallel transport acts in a trace-preserving way, yielding the corresponding operators (2.6). It is in this sense that we find a consistency of the polymer spaces with the geometric quantization framework.

III. SPACE OF POLARIZATIONS AND GEOMETRIC QUANTIZATION

The setting is as in the previous section, where \(V\) is a two-dimensional symplectic vector space with linear coordinates \(x\) and \(y\) and symplectic structure \(\omega = dx \wedge dy\). We will use the conventions

\[
X_f := -\partial_y f \partial_x + \partial_x f \partial_y
\]

for the Hamiltonian vector of a phase space function \(f\) (equivalently \(df = -\omega(X_f, \cdot)\)), and

\[
\{f, g\} := \omega(X_f, X_g) = \partial_x f \partial_y g - \partial_y f \partial_x g
\]

for the Poisson bracket.

The prequantum Hilbert space \(\mathcal{H}^{\text{pre}}\) consist of square integrable functions \(\psi : V \to \mathbb{C}\) with respect to the measure \(\omega/(2\pi)\). These functions are tied to the symplectic form by a covariant derivative with curvature \(-i\omega\):

\[
\nabla_X \psi := X(\psi) - i\tau(X)\psi
\]

where \(\tau\) is such that \(\omega = d\tau\). A change in the symplectic potential \(\tau \to \tau + df\) is then compensated by a gauge transformation \(\psi \to e^{if}\psi\). For concreteness we will work in the gauge given by

\[
\tau := (x dy - y dx)/2.
\]

The Poisson algebra of real phase space functions is then represented by Hermitian operators

\[
\rho(f)\psi := -i\nabla_{X_f} \psi + f\psi,
\]

\(^3\) It is easy to check that both (2.6) and (2.5) map normalized vectors to normalized vectors in their corresponding spaces; see also [7].
so that \([\rho(f), \rho(g)] = -i\rho(\{f, g\})\). To define a quantization one needs to introduce a polarization, which can be either real or positive complex. In our two dimensional case, the polarizations are given by one-dimensional complex subspaces of \(V^\mathbb{C}\) on which the sesquilinear form \(-i\omega(\cdot, \overline{\cdot})\) either vanishes (real case) or is positive-definite (complex case). Such spaces can be parametrized by the closed unit disk

\[
\overline{D} := \{ u \in \mathbb{C}; |u| \leq 1 \}
\]  

when their generators are written in terms of a reference vector \(Z_0 = \frac{1}{\sqrt{2}}(\frac{\partial}{\partial x} - i\frac{\partial}{\partial y})\) as

\[
Z_u := Z_0 + u\overline{Z}_0.
\]  

One can then check that \(-i\omega(Z_u, \overline{Z}_u) = 1 - |u|^2\) which is nonnegative for \(u \in \overline{D}\). To see how the disk boundary corresponds to real polarizations, we take \(u = e^{i\theta}\) and rescale the vector as

\[
Z_\theta := \frac{1}{\sqrt{2}}e^{-i\theta/2}Z_{e^{i\theta}}
\]  

which provides a parametrization of the one-dimensional real vector spaces of \(V\).

When \(|u| < 1\) the complex polarization induces a complex structure on \(V\). The corresponding holomorphic coordinates can be taken to be

\[
z_u := \frac{z_0 - \overline{u}_\overline{z}_0}{\sqrt{1 - |u|^2}}
\]  

where \(z_0 \equiv \frac{1}{\sqrt{2}}(x + iy)\). The normalization factor makes the derivative

\[
\frac{\partial}{\partial z_u} = \frac{Z_u}{\sqrt{1 - |u|^2}}
\]  

normalized so that \(\omega = iz_u \wedge d\overline{z}_u\). In the quantum theory this will correspond to canonically normalized Fock operators. Finally, the symplectic potential (3.4) takes the form

\[
\tau = i(z_u dz_u - \overline{z}_u d\overline{z}_u)/2.
\]  

Given \(u \in \overline{D}\), let us denote by \(\mathcal{V}_u\) the space of polarized functions satisfying the condition

\[
\nabla_{Z_u} \psi = 0.
\]  

When \(|u| < 1\), solutions to (3.13) are of the form

\[
\psi(x, y) = \phi(z_u)e^{-\frac{1}{2}|z_u|^2},
\]  

and by restricting to square integrable functions one obtains the Hilbert space \(\mathcal{H}_u \subset \mathcal{H}^{\text{pre}}\) of normalizable complex polarized functions. There exists a natural orthogonal basis given by \(\phi = \{1, z_u, z_u^2, \ldots\}\) and one recovers the Fock space corresponding to creation and annihilation operators associated to (3.10).
When \( u = e^{i\theta} \), the solutions of (3.13) are given by
\[
\psi(x, y) = e^{\frac{x y \theta}{2}} \phi(x \theta), \tag{3.15}
\]
where
\[
x \theta := x \sin \frac{\theta}{2} + y \cos \frac{\theta}{2} \tag{3.16}
\]
\[
y \theta := -x \cos \frac{\theta}{2} + y \sin \frac{\theta}{2} \tag{3.17}
\]
are canonically conjugated variables. Apart from the phase factor in (3.15) (which comes from the gauge choice (3.4)), the space is given by functions \( \phi(x \theta) \) on which \( \rho(x \theta) \) and \( \rho(y \theta) \) act in the standard way:
\[
\rho(x \theta) e^{\frac{x y \theta}{2}} \phi(x \theta) = e^{\frac{x y \theta}{2}} x \theta \phi(x \theta) \tag{3.18}
\]
\[
\rho(y \theta) e^{\frac{x y \theta}{2}} \phi(x \theta) = e^{\frac{x y \theta}{2}} i \frac{\partial}{\partial x \theta} \phi(x \theta). \tag{3.19}
\]
One seems to be recovering the Schrödinger representation in the \( x \theta \) variable, except for the caveat that the GQ inner product is given by integration over \( V \) with measure \( dx \theta dy \theta = dx \theta dy \theta \).

At this point one could fix this by introducing a new prescription for the inner product on real polarized functions, in such a way that the operators \( \phi(x \theta) \) and \( \rho(y \theta) \) are Hermitian. For instance, one could declare it to be given by integration over \( dx \theta \), thus recovering the Schrödinger representation. This is however not satisfactory if one wants a unified framework for both real and complex polarized spaces. The issue is nicely solved by the metaplectic correction\(^4\). We will see that the polymer representations provide an alternative prescription in the absence of the metaplectic correction.

Let us finish this section by mentioning that we will only be interested in representations of real linear phase space functions \( f \in V^* \), in which case the operators (3.5) leave the polarized spaces invariant and so are automatically well defined in \( V_u \).

**IV. POLYMER REPRESENTATIONS AS LIMITS OF GNS REPRESENTATIONS**

In the algebraic approach to quantization, the focus is shifted to a Poisson subalgebra of phase space functions. In linear systems it is natural to consider the Heisenberg algebra of linear functions, or alternatively its exponentiated version, the Weyl algebra \( W \).\(^5\) In our system, \( W \) is the \( * \)-algebra consisting of linear combinations of abstract elements \( W(v) \) with \( v \in V^* \), subject to the product rule
\[
W(v_1)W(v_2) = e^{\frac{i}{2} \{v_1, v_2\}} W(v_1 + v_2) \tag{4.1}
\]
\( \{v_1, v_2\} \equiv \omega^{-1}(v_1, v_2) \) is the Poisson bracket (3.2)) and star operation \( W^*(v) := W(-v) \). Once the algebra is selected, states are abstractly defined as PLFs: Linear functionals \( \mathcal{F} : \)

\(^4\) Which at the same time fixes the quantization of the quadratic operators, and the corresponding representation of the symplectic group [1].

\(^5\) In studying their representations the latter is mathematically simpler since it involves bounded operators.
\( \mathcal{W} \rightarrow \mathbb{R} \) obeying the positivity condition \( \mathcal{F}(W^*W) \geq 0 \) for all possible linear combinations of the generators, \( W = \sum a_n W(v_n) \in \mathcal{W} \). The passage to the the standard description in terms of operators on a Hilbert space is given by the GNS construction (see for instance section 4.5 of [2]).

The Hilbert spaces \( \mathcal{H}_u \ (|u| < 1) \) introduced in the previous section carry a unitary representation of the Weyl algebra given by

\[
\rho_{u}^{GQ}(W(v)) \equiv e^{i\rho(v)} : \mathcal{H}_u \rightarrow \mathcal{H}_u,
\]

(\( \rho(v) \) is the GQ operator (3.5)), and so any normalizable vector in \( \mathcal{H}_u \) defines a PLF on \( \mathcal{W} \) (given by its expectation values). Let us focus on the ‘simplest’ vector given by \( \phi = 1 \) in (3.14), and let \( \mathcal{F}_u \) be its corresponding PLF. From the linearity property such a functional is fully specified by its value on the algebra generators \( \mathcal{F}_u(W(v)) =: F_u(v) \) and a simple calculations leads

\[
F_u(v) = \int e^{-\frac{1}{2}|z_u|^2} e^{i\rho(v)} e^{-\frac{1}{2}|z_u|^2} \frac{dxdy}{2\pi} = e^{-\frac{|v|^2}{2}}\tag{4.3}
\]

where \( |v|^2 \) is given by the inner product on \( V^* \) induced by the complex structure (see appendix A). Let us now ‘forget’ where (4.4) came from and take \( F_u(v) = e^{-\frac{|v|^2}{2}} \) as defining an abstract PLF on \( \mathcal{W} \). The corresponding GNS construction gives rise to a unitary irreducible representation (UIR) of the Weyl algebra \((\rho_{u}^{GNS}, \mathcal{H}_u^{GNS})\) which is in one to one correspondence with \((\rho_{u}^{GQ}, \mathcal{H}_u)\). But now we can make sense of the function (4.4) for points sitting at the disk boundary. Writing \( u = re^{i\theta} \) and taking the \( r \rightarrow 1 \) limit, one obtains (see appendix A),

\[
F_{\theta}^{pol}(v) := \lim_{r \rightarrow 1} e^{-\frac{|v|^2}{2}} = \begin{cases} 
1 & \text{if } v(Z_{\theta}) = 0 \\
0 & \text{otherwise},
\end{cases}\tag{4.5}
\]

where \( Z_{\theta} \) is given in (3.8) and \( v(Z_{\theta}) = 0 \iff v(x, y) \propto x_{\theta} \). One can check that the corresponding functional \( \mathcal{F}_{\theta}^{pol} : \mathcal{W} \rightarrow \mathbb{R} \) satisfies the positivity condition thus constituting a PLF. The GNS construction produces then an UIR \((\rho_{\theta}^{pol}, \mathcal{H}_{\theta}^{pol})\) of the Weyl algebra; these are the so called polymer representations [7].

Now, in our present finite-dimensional setting, representations of the Weyl algebra are restricted by the Stone-von Neumann theorem, which tell us that all UIRs \( \rho \) for which the map \( v \rightarrow \rho(W(v)) \) is continuous are unitarily equivalent. This is the situation for the representations \( \rho_{u}^{GQ} \), and so, up to unitary equivalence, the whole open disk corresponds to a single representation (in section V we will see this result from the GQ perspective). On the other hand, all the polymer representations \( \rho_{\theta}^{pol} \) are inequivalent. The theorem does not apply to them because the operators \( \rho_{\theta}^{pol}(W(v)) \) are not continuous.

---

6 There is another polymer representation that has been considered in the literature which does not fall into the family (4.5): It corresponds to a function \( F(v) \) which vanishes everywhere except at \( v = 0 \) [14]. We have not studied this representation in detail, but it seems that a connection with GQ would be at the prequantum level, since such PLF carries no information of polarization.

7 In particular one cannot recover a representation of the Heisenberg algebra by differentiating the Weyl operators. From this perspective they would be regarded as unsatisfactory; we recall however that the
Let us now summarize the main properties of the polymer representations. For each \( \theta \), condition \( v(Z_\theta) = 0 \) determines a preferred direction along which the operators \( \rho^\text{pol}_\theta(W(v)) \) are continuous, i.e., \( t \to \rho^\text{pol}_\theta(W(tx_\theta)) \) is continuous in \( t \). Furthermore, one can differentiate along this direction to obtain an operator \( \rho^\text{pol}_\theta(x_\theta) \) associated to \( x_\theta \). Its eigenvectors provide a normalizable basis, with respect to which vectors are given by ‘functions’ \( \phi(x_\theta) \) with support on a countable number of points. In such a representation the inner product takes the form,

\[
||\phi||^2 = \sum_{x_\theta \in \mathbb{R}} |\phi(x_\theta)|^2,
\]

and the action Weyl algebra is given by

\[
\rho^\text{pol}_\theta(W(tx_\theta))\phi(x_\theta) = e^{itx_\theta}\phi(x_\theta),
\]

(4.7)

\[
\rho^\text{pol}_\theta(W(ty_\theta))\phi(x_\theta) = \phi(x_\theta - t).
\]

(4.8)

Finally, there exists a dual representation in which vectors are represented by quasiperiodic functions of \( y_\theta \). In terms of the previous basis it is given by \( \tilde{\phi}(y_\theta) := \sum_x \phi(x_\theta)e^{-ix_\theta y_\theta} \), and the inner product takes the form

\[
||\phi||^2 = \int dy_\theta |\tilde{\phi}(y_\theta)|^2 := \lim_{L \to \infty} (2L)^{-1} \int_{-L}^L dy_\theta |\tilde{\phi}(y_\theta)|^2.
\]

(4.9)

Going back to GQ, we see that (4.7),(4.8) correspond to the exponentiated versions of (3.18),(3.19), and so we could think of the polymer spaces as providing an inner product for the real polarized functions\(^8\). The prescription corresponds to the formal substitution

\[
\int dx dy_\theta \to \sum_x \int dy_\theta
\]

for the integration of such functions, and so it amounts to a change of the original prequantum measure.

\[8\]

A. Alternative viewpoint

Let us finish by giving a more intuitive version of the construction. For each polarization associated to a point in the open disk \( u \in D \), we have a ‘preferred’ polarized function given by \( e^{-\frac{1}{2}|z_u|^2} \in \mathcal{H}_u \) (the ‘vacuum state’). It is normalized to unity, with respect to the \( dx dy/(2\pi) \) measure on \( V \). We now use this family of \( u \)-polarized functions to define an inner product on the real polarized spaces as follows. We first extend the functions to the boundary points by setting \( u = re^{i\theta} \) and taking the \( r \to 1 \) limit. In a similar way as (4.5), one can show that

\[
\lim_{r \to 1} e^{-\frac{1}{2}|z_u|^2} = \delta_{x_\theta 0},
\]

(4.10)

which provides a ‘vacuum’ for the \( u = e^{i\theta} \) polarized space\(^9\). Finally, by requiring (4.10) to be normalized, (and that the Weyl operators act unitarily), one recovers the inner product

\[9\]

interest in the polymer representations lies in their role as analogues of the loop representation, for which the corresponding Heisenberg algebra is also not represented.

\[8\]

The inner product we obtain is not the one expected from the analogy with loop quantum gravity. If \( x \) where to represent the connection variable, we would expect a prescription \( \int dx |\phi(x)|^2 \) (4.9) instead of \( \sum_{x \in \mathbb{R}} |\phi(x)|^2 \) (4.6) for the \( x \)-polarized functions.

\[9\]

Since \( \delta_{x_\theta 0} = e^{ix_\theta y_\theta} \delta_{x_\theta 0} \), this ‘function’ is of the form (3.15) (one would actually need to re-express condition (3.13) in an exponentiated version, in order to make sense for the type of ‘functions’ featuring in the polymer space; the solutions however will still be given by (3.15).
We thus end up with a family of Hilbert spaces parametrized by the closed disk $\overline{D}$, and on each Hilbert space there is a normalized ‘vacuum’, which corresponds to the null eigenvector of the ‘annihilation’ operator $\rho(\bar{z}_0 - u z_0)$.

Unfortunately, the normalization of the polymer inner product emerging from this picture differs from the one suggested by the parallel transport (see section C). We will thus not rely on this picture in the subsequent analysis.

V. PARALLEL TRANSPORT AND POLYMER REPRESENTATIONS

In GQ, a way to understand the relation between the spaces $\mathcal{H}_u$ is by viewing them as fibers of a Hilbert space bundle $\mathcal{H} \to D$, where $D$ is the open unit disk. Since $\mathcal{H}$ is a subbundle of the bundle $\mathcal{H}^{\text{pre}} \times D$, the trivial connection in the latter induces a connection $\nabla^\mathcal{H} := d + A$ in the former given by [12, 13, 15]:

$$A = -\frac{d\bar{u}}{2(1 - |u|^2)} \nabla^2_{\bar{z}_u}, \quad (5.1)$$

where $\nabla_{\bar{z}_u} \equiv \nabla_{\partial/\partial_{\bar{z}_u}}$. By construction the connection is unitary (see also appendix B). Its relevance comes from the additional fact that its curvature is proportional to the identity. This allows one to have (up to a phase) a canonical unitary map between the $\mathcal{H}_u$ spaces given by the parallel transport, which in turn can be used to provide an explicit realization of the Stone-von Neumann theorem for the $(\rho_u^{\text{GQ}}, \mathcal{H}_u)$ representations. Finally, it is worth mentioning that the inclusion of the metaplectic correction removes the phase ambiguity, i.e., the corresponding connection is exactly flat [1, 13].

So far the connection and parallel transport dealt with points in the disk interior $|u| < 1$. In [13] Kirwin and Wu showed how it is possible to extend the parallel transport to points in the disk boundary by taking limits along geodesics in $D$. In their construction the metaplectic correction is essential, showing again how this term allows one to treat real and complex polarized spaces on an equal footing.

Now, in the GNS-type construction of the previous section, the metaplectic correction played no role. Even if included, the expectation value (4.4) remains unchanged. Our proposal then is to study the parallel transport on the non-metaplectic bundle, and attempt to relate it with the polymer representations when extended to the disk boundary.

The strategy however has to be different from the one in [13], since we are now associating inequivalent representations to the disk boundary: There cannot be any unitary map between the spaces $\mathcal{H}_u^{\text{pol}}$ and $\mathcal{H}_u$. What should we attempt to relate then? It turns out that the best one can do is to relate certain operators defined on both spaces. These are the type of operators (2.6) and (2.5) discussed earlier.

Following this idea, we shift attention from the bundle $\mathcal{H}$ to the bundle $\mathcal{T}$ of finite trace operators. Let us be more specific. Recall the space $\mathcal{H}_u$ is defined by square integrable functions in $\mathcal{V}_u$ (3.13). Let us similarly define the space $\mathcal{T}_u$ as given by elements in $\mathcal{V}_u \otimes \overline{\mathcal{V}}_u$ (the bar denotes complex conjugation), i.e., functions $O : V \times \overline{V} \to \mathbb{C}$ obeying

$$\nabla_{\bar{z}_u} O = 0 = \nabla_{Z_u} O, \quad (5.2)$$

The metric on $D$ is $ds^2 = 4(1 - |u|^2)^{-2}dud\bar{u}$ [15].

The superscripts denote dependence on the first and second copy of $V$ and $\nabla_X \equiv X + i\tau(X)$.

---

10 The metric on $D$ is $ds^2 = 4(1 - |u|^2)^{-2}dud\bar{u}$ [15].

11 The superscripts denote dependence on the first and second copy of $V$ and $\nabla_X \equiv X + i\tau(X)$.
such that the operator \((O\psi)(x^1, y^1) = \int O(x^1, y^1; x^2, y^2)\psi(x^2, y^2)\frac{dx^2dy^2}{2\pi}\) has finite trace and maps square integrable functions to square integrable functions. Condition (5.2) implies \(O\) is given by a function \(T(z_u^1, \bar{z}_u^2)\) as
\[
O(x^1, y^1; x^2, y^2) = e^{-\frac{1}{2}(|z_u^1|^2 + |z_u^2|^2)}T(z_u^1, \bar{z}_u^2)
\]
in terms of which the trace is given by
\[
tr \, T := tr \, O = i \int T(z_u^1, \bar{z}_u^2)e^{-|z_u^1|^2}dz_u^1d\bar{z}_u^2
\]
(5.3)

Now, the connection (5.1) induces a connection \(A\) on \(T\) as follows. First, \(A\) makes sense as a connection on the bundle of polarized functions \(V \rightarrow D\), which by imposing Leibniz rule, can be extended to \(V \otimes \bar{V} \supset T\) yielding,
\[
A = -\frac{1}{2(1-|u|^2)}(d\bar{u}\nabla_{z_u^1} + du\nabla_{\bar{z}_u^2})
\]
(5.5)
From the unitarity property of the original connection it follows that \(A\) can be restricted to \(T\), and that its parallel transport is trace-preserving. Notice that the original bundle \(H\) can be mapped inside \(T\) by tensoring with itself: \(\phi(z) \rightarrow \phi(z^1)\tilde{\phi}(\bar{z}^2)\), which corresponds to working in a density matrix framework\(^{12}\). Finally, one can verify that the connection (5.5) has vanishing curvature, reflecting the absence of global phase factors when going to a density matrix description \(\phi(z) \rightarrow \phi(z^1)\tilde{\phi}(\bar{z}^2)\).

Let us summarize the situation so far. We are trying to relate the \(H_u\) complex polarized spaces in the disk interior with the polymer spaces \(H_{\theta}^{\text{pol}}\) sitting at the disk boundary, within the GQ framework. An appropriate tool to do so is by means of the parallel transport, along the lines of [13]. In order to deal with the fact that the polymer spaces are unitarily inequivalent to the GQ ones, we propose working in the bundle \(T \rightarrow D\) of finite trace operators, as opposed to standard bundle \(H \rightarrow D\). The unitary inequivalence of both spaces will be reflected in a generic non-trace-preservation of the parallel transport. However we expect operators of the type (2.6) and (2.5) to be mapped to each other.

Before studying the parallel transport in \(T\), let us introduce the spaces at the disk boundary. Given \(u = e^{i\theta}\) consider now the space \(T_{\theta}^{\text{pol}}\) of finite trace operators on \(H_{\theta}^{\text{pol}}\). They can be thought of as given by ‘functions’ \(O : V \times V \rightarrow \mathbb{C}\) of the form
\[
O = e^{ix_{\theta}^1 y_{\theta}^1 - i\frac{\theta}{2} y_{\theta}^2}T(x_{\theta}^1, x_{\theta}^2),
\]
(5.6)
obeying,
\[
tr^{\text{pol}} T := \frac{1}{\sqrt{2}} \sum_{x_{\theta}} T(x_{\theta}, x_{\theta}) < \infty
\]
(5.7)
and such that\(^{13}\)
\[
(T\phi)(x^2) = \sum_{x^1} T(x^1, x^2)\phi(x^1)
\]
(5.8)
\(^{12}\)There, the notion of unitary map is translated into the notion of trace-preserving map. From that perspective, the bundle \(T\) represent an alternative to the bundle \(H\) which is better suited to make contact with the polymer spaces.
\(^{13}\)We are defining the action of the operator in a transposed way in order to simplify the discussion later.
has finite polymer norm for normalizable \( \phi \). The \( 1/\sqrt{2} \) factor in the definition of the trace (5.8) is needed in order to have the trace-preservation result (in section (C) we will comment on the fact that this normalization differs from the one in (4.6)). We now have all the elements to study the parallel transport and its \(|u| \to 1\) limit.

Following [13], we will consider approaching the boundary along curves whose final direction is perpendicular to the boundary\(^{14}\). This is equivalent to consider the limit \( r \to 1 \) of \( u = re^{i\theta} \), which also agrees with the way the limit was taken in section IV. To simplify notation, let us take \( \theta = \pi \) in which case \( x_0 = x \) and \( y_0 = y \) (we will later translate the result to arbitrary \( \theta \)). As in [13] we take the parametrization \( r = \tanh t \). The corresponding holomorphic coordinates are given by

\[
\begin{align*}
  z_t &= z(u=-\tanh t) = \frac{1}{\sqrt{2}}(e^tx + ie^{-t}y). \\
\end{align*}
\]

We will consider the parallel transport \( P_t : T_0 \to T_{\infty} \) from the initial fiber at \( t = u = 0 \) to the fiber \( T_\infty := T_{u=\tanh t} \). Our goal is to study the \( t \to \infty \) limit of \( P_t \) and its relation with the space \( T_{\infty}^{\text{pol}} := T_{\theta=-\pi}^{\text{pol}} \).

Before going on, let us recall some results from [13] regarding the parallel transport in \( \mathcal{H} \). Consider an initial state \( \psi_0 = \phi(z_0)e^{-\frac{|z_0|^2}{2}} \in \mathcal{H}_0 \) and let \( \psi_t = \phi_t(z_t)e^{-\frac{|z_t|^2}{2}} \) be its parallel transport along \( u = -\tanh t \) (see appendix B). For finite \( t \), the parallel transport reproduces the Bogoliubov transformation between the \( z_0 \) and \( z_t \) Fock representations. In order to obtain a nontrivial \( t \to \infty \) limit one needs to include the metaplectic correction, which amounts using half-forms instead of functions. It turns out that, along our particular curve, an initial half-form \( \psi_0 = \psi_0 d\overline{z}_0 \) is parallel transported to \( \psi_t = \psi_t \sqrt{d\overline{z}_t} \) where \( \psi_t \) is given by the parallel transport in \( \mathcal{H} \). The limit [13]:

\[
\lim_{t \to \infty} \phi_t(z_t)e^{-\frac{1}{2}|z_t|^2} \sqrt{d\overline{z}_t} = e^{\frac{i\pi}{4}}\phi^{\text{SB}}(x)\sqrt{dx} \tag{5.10}
\]

gives a well defined real polarized half-form and the resulting map reproduces the unitary Segal-Bargmann transform:\(^{15}\)

\[
\phi^{\text{SB}}(x') := 2^{1/4} \int \frac{dxdy}{2\pi} \phi(z_0)e^{-\frac{|z_0|^2}{2}}e^{-\frac{x^2}{2}+\sqrt{2}\text{i}x'z_0}e^{-\frac{y^2}{2}+\sqrt{2}\text{i}y\overline{z}_0}. \tag{5.11}
\]

The way the limit (5.10) works is that, for large \( t \), the asymptotic behavior of the individual terms are [13]

\[
\sqrt{d\overline{z}_t} \sim 2^{-1/4}e^{t/2}\sqrt{dx} \tag{5.12}
\]

\[
\phi_t(z_t)e^{-\frac{1}{2}|z_t|^2} \sim 2^{1/4}e^{-t/2}\frac{e^{i\pi}}{2}\phi^{\text{SB}}(x) \tag{5.13}
\]

(the first relation can easily be seen from (5.9). From (5.13) we see that the parallel transport of the non-metaplectic functions vanish in the \( t \to \infty \) limit. The metaplectic correction provides a \( e^{t/2} \) ‘missing’ factor for the limit to be non-trivial.

Let us now look at an initial function corresponding to the \( x' \) eigenstate of the \( \rho(x) \) operator:

\[
\psi'_{0'} = \phi^{\prime}(z_0)e^{-\frac{1}{2}|z_0|^2} := e^{-\frac{1}{2}|z_0|^2}e^{-\frac{x^2}{2}+\sqrt{2}\text{i}x'z_0}. \tag{5.14}
\]

\(^{14}\) This is equivalent to considering the limit along the geodesics of \( D \).

\(^{15}\) The normalization factor in (5.11) corresponds to a measure \( dx/\sqrt{2\pi} \) for the real space.
Even though $\psi_0^{x'} \in \mathcal{V}_0$ is not normalizable, its parallel transport in $\mathcal{V}$ is well defined. It is given by (see appendix B):

$$\psi_t^{x'} = \phi_t^{x'}(z_t)e^{-\frac{i}{2}|z_t|^2} = e^{-\frac{|z_t|^2}{4}}e^{it/2}e^{-\frac{x_t^2 + x'x_t}{2} + \sqrt{2x'te^t}}$$

(5.15)

$$= e^{iy(x'-x)/2}e^{it/2}e^{-\frac{2t}{z_t}(x-x')^2}$$

(5.16)

and again satisfies $\rho(x)\psi_t^{x'} = x'\psi_t^{x'}$. Notice that, with an additional $e^{t/2}$ factor from the metaplectic correction, the $t \to \infty$ limit reproduces the Dirac delta corresponding to the Schrodinger representation of the $x'$ eigenstate.

By looking at (5.13) and (5.16), we now see which elements in $T$ have a non-trivial $t \to \infty$ limit. Consider then the initial condition $O_0 = e^{-\frac{i}{2}(|z_0|^2 + |z_0'|^2)}T_0(z_0^1, z_0^2) \in T_0$ given by

$$T_0(z_0^1, z_0^2) = \phi(z_0^1)\phi(z_0^2),$$

(5.17)

with $\phi^{x'}$ as before and $\phi(z_0)e^{-\frac{i}{2}|z_0|^2} \in H_0$. The trace is

$$\text{tr} T_0 = 2^{-1/4}\phi^{SB}(x')$$

(5.18)

as can be seen from (5.14) and (5.11). The parallel transport is given by the product of the parallel transported functions: $T_t = \phi_t(z_0^1)\phi_t(z_0^2)$. Using (5.13) and (5.16) we conclude that the limit

$$\lim_{t \to \infty} e^{-\frac{i}{2}(|z_t|^2 + |z_t'|^2)}T_t(z_t^1, z_t^2) = e^{i\frac{1}{2}z_t^1z_t^1 - i\frac{1}{2}z_t^2z_t^2}2^{1/4}\phi^{SB}(x')\delta_{xx'} \in T_{x}^{\text{pol}}$$

(5.19)

gives a well defined element of $T_{x}^{\text{pol}}$ (defined in equations (5.6) to (5.8)). Furthermore, the trace of the resulting operator in $T_{x}^{\text{pol}}$ gives

$$\frac{1}{\sqrt{2}} \sum_x 2^{1/4}\phi^{SB}(x)\delta_{xx'} = 2^{-1/4}\phi^{SB}(x'),$$

(5.20)

in agreement with (5.18). In this way, the parallel transport implements the map (2.5) \rightarrow (2.6).

The same trace preservation holds for linear combinations of operators of the form (5.17). Let us denote by $(T_x)_0 \subset T_0$ the space of such operators (i.e. elements of the form $T_0 = \sum_n \phi_0^n \otimes \phi_0^n$). The parallel transport maps this space to the corresponding subspace of $T_{x}^{\text{pol}}$ given by elements of the form $\sum_n \phi(x_1)\delta_{x_2x_3}$. This picture extends to any initial point $u \in D^{16}$ and the collection of all such subspaces can be represented by a bundle $T_x \subset T$.

Similarly, associated to any boundary point $u = e^{i\theta}$ there is a subbundle $T_{\theta} \subset T$ for which the parallel transport can be extended to the boundary point $u = e^{i\theta}$ in a way that the trace is preserved.

Let us finish with the observation that by working with slightly more general elements one could consider curves connecting two boundary points. Let us illustrate the situation with $u = -\tanh t$ but now considering both limits $t \to \pm \infty$, which can then be thought as

\[ A \] flat and so results are insensitive to the choice of curve; the limit to the boundary however has to be along curves whose final direction is perpendicular to the boundary.

---

16 One could consider curves going from $u$ to 0 and then using the previous construction; recall the connection $A$ is flat and so results are insensitive to the choice of curve; the limit to the boundary however has to be along curves whose final direction is perpendicular to the boundary.
relating the polymer spaces $T^\text{pol}_x$ and $T^\text{pol}_y$ associated to $u = \mp 1$. From the previous analysis one can guess which elements will have non trivial limit in both directions. They correspond to:

$$T^x_y := \phi^y(z_1^2) \phi^x(z_0^2)$$  \hspace{1cm} (5.21)

where $\phi^y$ is an eigenfunction of $\rho(y)$ analogous to (5.14). Notice that, since $\phi^y$ is not normalizable, (5.21) does not yield an operator in $T_0$. It does however have a finite trace

$$\text{tr} T^x_y = 2^{-1/2} e^{-ix'y'}$$  \hspace{1cm} (5.22)

and a well defined parallel transport

$$T^x_y := \phi^y \phi^x_t$$  \hspace{1cm} (5.23)

given by equation (5.15) and the analogous one for $\phi^y$:

$$\phi^y_t = e^{-t/2} e^{-ix^2/2} e^{z_1^2} e^{-iz_2^2} e^{-2t} e^{-i2t} \phi^y e^{-t}$$  \hspace{1cm} (5.24)

$$= e^{ixy/2} e^{-t/2} e^{-iy'x} e^{-e^{-2t}(y-y')^2}.$$  \hspace{1cm} (5.25)

By bringing together (5.16) and (5.25), we find the following limits of the parallel transport

$$e^{-1/2(|z|^2 + |z'|^2)} T^x_y(z^1_t, z^2_t) \rightarrow \begin{cases} e^{[ix^1_1 - i2y^2_1]} e^{-iy'y^1_1} \delta_{x^1 y^1} & \in T^\text{pol}_x \text{ when } t \rightarrow \infty \\ e^{-ix^1_1 + i2y^2_1} e^{i-y'y^1_1} \delta_{y^1 y^1} & \in T^\text{pol}_y \text{ when } t \rightarrow -\infty \end{cases}$$  \hspace{1cm} (5.26)

Furthermore, the corresponding traces in the polymer spaces agree with (5.22).

VI. CONCLUSIONS AND OUTLOOK

The motivation for studying the polymer representations is that they provide the simplest analogues of the representation featuring in loop quantum gravity. A natural question to ask is how these representations are related with more established quantization schemes, as for instance the one provided by geometric quantization.

Here we focused on the simplest possible setting of a two dimensional phase space. In section IV we argued that, from a geometric quantization perspective, the polymer representations should be associated to real polarized spaces (with a non-standard inner product). We then sought for consistency on this viewpoint by attempting to relate, via parallel transport, the polymer spaces with the complex polarized spaces of geometric quantization (section V). Since the spaces being related are unitarily inequivalent, all we could say was that the parallel transport is trace-preserving when restricted to certain type of operators, namely those of the type (2.5) and (2.6) (we did not study what the situation is for arbitrary operators, beyond the fact that those given by tensoring two normalizable vectors in $H_u$ have a vanishing parallel transport limit). These results hold for the parallel transport corresponding to the non-metaplectic connection.

An aspect of interest left for future work is the inclusion of constraints and corresponding gauge symmetries. It may be possible a situation in which the gauge invariant Hilbert spaces are unitarily equivalent, even though the underlying kinematical spaces are not. The simplest version of gauge symmetry that can be considered for our two dimensional
phase space consists of discrete translations (see section 1.c of [12]). This example is well understood [16], and it would be interesting to see if those results could be obtained as a reduction of underlying Fock and polymer kinematical spaces.

Finally, we would like to move beyond finite dimensions and study field theories with diffeomorphisms included in the gauge group. This is after all the context where loop-type representations arise.
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Appendix A: Limit (4.5)

To understand the limit \( r \to 1 \) of \( e^{-\frac{||v||^2}{2u^2}} \), with \( u = re^{i\theta} \), let us write \( v \) as

\[
v = a \, dx_\theta + b \, dy_\theta.
\]

(A1)

One can then check that the norm on \( v \) induced by the complex structure is given by

\[
||v||^2_u = a^2 \frac{1 - r}{1 + r} + b^2 \frac{1 + r}{1 - r}.
\]

(A2)

Thus, in the \( r \to 1 \) limit the norm diverges unless \( b = 0 \), in which case the limit is zero. This translates into

\[
\lim_{r \to 1} e^{-\frac{||v||^2}{2u^2}} = \begin{cases} 
1 & \text{if } b = 0 \\
0 & \text{otherwise}.
\end{cases}
\]

(A3)

Finally, from (3.8) and (A1) one can check that \( b = -v(Z_\theta) \), thus obtaining (4.5).

Appendix B: Parallel transport

The parallel transport equation in \( \mathcal{H} \) along a curve \( u(t) \in D \) is given by

\[
\partial_t \psi - \frac{\dot{u}}{2(1 - |u|^2)} \nabla_{z_u} \psi = 0.
\]

(B1)

Writing \( \psi = \phi(z_u, t)e^{-\frac{1}{2}|z_u|^2} \), equation (B1) is equivalent to

\[
\partial_t \phi + \frac{1}{2(1 - |u|^2)} \left( \dot{u}z_u^2 - \dot{u}\partial_{z_u}^2 + 2(\ddot{u} - u\dot{u})z_u \partial_{z_u} \right) \phi = 0.
\]

(B2)

Equation (B2) can be thought of as a Schrödinger equation with a time-dependent Hamiltonian. Recall that in the Fock language \( z_u \) and \( \partial_{z_u} \) are creation and annihilation operators respectively, from which it becomes clear that the ‘Hamiltonian’ in B2 is Hermitian, and thus the resulting ‘evolution’ unitary.
Specializing to the case \( u = -\tanh t \), equation (B2) becomes

\[
\partial_t \phi - \frac{1}{2} z_t^2 \phi + \frac{1}{2} \partial^2_{zt} \phi = 0. \tag{B3}
\]

It is then easy to verify that

\[
\phi_t' (z_t) = e^{-\frac{z_t^2}{2} - \frac{x'_2}{2} + \sqrt{2} x'_t z_t e^t + t/2}
\]  

satisfies (B3).

Appendix C: Normalizations in (4.6) and (5.7)

The agreement of the traces (5.18) and (5.20) was met by using a particular normalization in the definition of the polymer trace (5.7). With this normalization however, the picture from the discussion in section (IV A) gets altered. Namely, the ‘vacua’ \( \delta_{x_0} \in \mathcal{H}^\text{pol}_\theta \) will no longer be normalized, but have a norm equal to \( 1/\sqrt{2} \). It is thus not possible to satisfy both i) normalization of \( \delta_{x_0} \) and ii) trace preservation.
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