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Quantum technologies hold the promise to revolutionise our society with ground-breaking applications in secure communication, high-performance computing and ultra-precise sensing. One of the main features in scaling up quantum technologies is that the complexity of quantum systems scales exponentially with their size. This poses severe challenges in the efficient calibration, benchmarking and validation of quantum states and their dynamical control. While the complete simulation of large-scale quantum systems may only be possible with a quantum computer, classical characterisation and optimisation methods — supported by cutting edge numerical techniques — can still play an important role.

Here, we review classical approaches to learning quantum systems, their correlation properties, their dynamics and their interaction with the environment. We discuss theoretical proposals and successful implementations in different physical platforms — such as spin qubits, trapped ions, photonic and atomic systems, and superconducting circuits. This review provides a brief background for key concepts recurring across many of these approaches — such as the Bayesian formalism or Neural Networks — and outlines open questions.

I. INTRODUCTION

Experiments exploring quantum physics have reached impressive levels in the control and the engineering of systems with increasing complexity and coherent degrees of freedom [1–3]. The development of techniques for the characterisation of quantum states, their dynamics and possible measurement observables is motivated by ground-breaking applications in communication, computing, sensing and simulation. Yet, the exponential complexity of quantum systems poses significant challenges for their efficient description. This quest is currently stimulating a broad and interdisciplinary community to develop novel learning algorithms and techniques, with various levels of approximation. Learning quantum systems in a practical way is crucial for harnessing efficient techniques for quantum control and optimisation, broadly applicable to a variety of physical platforms such as spin qubits, trapped ions, photonic and atomic systems, as well as superconducting circuits. For instance, in the context of quantum computation, it is important to calibrate and benchmark quantum gates and operations implemented in the actual device, and to prepare qubit states with high fidelity. In quantum sensing, while learning quantum states and their dynamics is not strictly necessary, it is nevertheless crucial for the optimization of quantum state preparation, parameter encoding and measurement, with the target of improving the accuracy and precision of the device. Furthermore, tomographic methods can facilitate efforts in quantum simulations, to understand properties of ground and excited states in the systems and/or to categorise quantum phases of matter.

While the full simulation of large quantum systems may only be possible with a quantum computer[4], classical methods for the characterisation of systems of medium size [5] (e.g. of the order of hundreds of qubits) are currently playing a key role. Such an approach is currently applied with great success in experiments, also shedding new light on fundamental properties such as entanglement, quantum superpositions and nonlocality.

Here, we provide a broad overview of a recently developed suite of different classical learning techniques that provide full or partial knowledge about the properties of quantum systems, including their interaction with the environment, as well as learning ways to better measure and control them. This review is structured in three main parts, related to learning quantum states, quantum dynamics and quantum measurements (see Fig. 1 for a schematic overview), including a final section devoted to applications of learning techniques for the optimisation of quantum experiments. We also provide a succinct background of the key concepts recurring across many of these approaches - such as the Bayesian formal-
II. LEARNING QUANTUM STATES

The reconstruction of quantum states from experimental measurements is crucial for characterising the performance of near-term quantum hardware in terms of fidelity with target states, expectation values of local or nonlocal observables, correlation functions, and other properties. Accurately learning quantum states is also a key requirement for studying fundamental physics, such as the entanglement of the generated quantum states or the identification of quantum phases of matter. In the following, we first discuss the reconstruction of quantum states in a general setting, and then review a variety of assumptions that render this task more efficient. Finally, we discuss methods that address cases for which only particular properties of the quantum states are required, and conclude with an overview on optimal qubit readout.

A. Quantum state tomography

The process of inferring an unknown quantum state $\rho$ from the measurement of multiple identically-prepared copies is known as Quantum State Tomography (QST) [38–45]. Here, we will focus on QST of finite-dimensional discrete-variable systems, such as multi-qubit systems. For tomographic methods in continuous-variable systems, including Wigner tomography to re-
construct the state of an optical mode, we refer to Refs. [45, 46].

The most-wide used QST technique is based on maximum-likelihood estimation. This method searches for the quantum state featuring the largest probability, or likelihood, of the observed measurement results [42, 45–47]. Here, the likelihood of a series of \( m \) measurement results is given by

\[
\mathcal{L}[\rho] = \prod_{j=1}^{m} \text{Tr} [\rho E_{\mu_j}],
\]

where \( E_{\mu_j} \) is one of the \( K \) elements of a Positive-Operator Valued Measure (POVM) (namely satisfying \( E_{\mu} \geq 0 \) and \( \sum_{j=1}^{K} E_{\mu_j} = 1 \)) corresponding to the \( j \)th measurement result \( \mu_j \). The maximum-likelihood state, defined as \( \rho = \arg \max_{\sigma} \mathcal{L}[\sigma] \), can be obtained by iterative algorithms, such as [48, 49]

\[
\rho_{n+1} = \mathcal{N}_n R(\rho_n) \rho R(\rho_n),
\]

where \( R(\rho) = \sum_{j=1}^{m} E_{\mu_j} / \text{Tr} [\rho E_{\mu_j}] \), and \( \mathcal{N}_n \) is a normalisation constant. Alternatively, one can use Bayesian approaches (see Fig 2a, Box A), providing a natural way to include prior information and to compute error bars [50–53] and confidence regions [54, 55] for the estimates (see Box A). In real-time QST [52, 56, 57], the observed data are analysed simultaneously to their recordation, and thus adaptive techniques such as self-guided QST [58, 59] can be used to optimise the data acquisition procedure.

Generally, QST should search through the whole set of degrees of freedom of a quantum state, which scale exponentially with the number of qubits \( N \). For larger \( N \), this scaling results in inefficiencies of QST due to (i) the requirement of increasing amounts of measurement data [66], and (ii) the increasing complexity of classical post-processing [67]. For instance, any tomographic method that can estimate an arbitrary state \( \rho \) up to an error \( \epsilon \) in trace distance is shown to require \( O(4^N/\epsilon^2) \) measurements settings [66]. These obstacles highlight the inefficiency of general QST, already for the current generation of controllable quantum systems [6], and the need for new approaches to make QST practical.

B. Efficient quantum state tomography

Several approaches have been proposed to overcome the severe scaling of full QST. The techniques we discuss below show an improved scalability whenever the quantum state can be described by a specific ansatz, and enable QST of highly entangled quantum states of up to about a hundred of qubits, which is unfeasible for standard QST methods.

Compressed sensing [67, 68] can be applied to reconstruct a state of low-rank, i.e. whose density operator is described by a sparse matrix. Here, random Pauli measurements are used to reconstruct the unknown state via a convex optimisation algorithm. This method drastically reduces the number of measurements which, however, still scales exponentially with the number of qubits \( N \). Compressed sensing can also be used to construct a low-rank estimate that approximates an unknown general state [7].

If the state is symmetric under permutations of the qubits, the number of tomographic measurements can be reduced to scale only quadratically with \( N \) by employing permutationally-invariant QST [69, 70]. This method can also be used to estimate the permutationally-invariant part of a general state. Similarly, for systems of identical particles, it is possible to exploit the symmetry of the state to significantly reduce the number of measurement settings [71–74]. Examples include the reconstruction of a high-spin state [71], or the reconstruction of the state of many bosons in multiple modes [73]. Moreover, the number of measurement settings can be reduced to one via the use of a polynomial number of ancillary systems [73–76].

A third method is the use of tensor networks to represent quantum states [9, 10, 77–79]. Any pure quantum state can be written as a matrix product state

\[
|\psi\rangle = \sum_{x_1,\ldots,x_N} \text{Tr} \left[ A_{x_1}^{[1]} A_{x_2}^{[2]} \cdots A_{x_N}^{[N]} \right] |x_1 x_2 \cdots x_N\rangle,
\]

where \( x_n \in \{0, 1\} \) labels the computational basis of the \( n \)th qubit, and \( A_{x_n}^{[n]} \) are complex matrices of sufficient dimension [77]. The maximal dimension of the \( A_{x_n}^{[n]} \) is called bond dimension, and if it is small, the description of the state and its tomography are efficient, i.e. linear in \( N \) [9]. Even though matrix product states of low bond dimension cannot describe an arbitrary quantum state, they succeed to reconstruct the ground states of many common Hamiltonians.

Recently, NNs have been used to perform QST [11, 80–82]. In particular, a wide class of states can be modeled by a so-called Restricted Boltzmann Machine (RBM) (Box B and Fig. 3(b)), suitably adapted to the quantum setting [11, 12, 83]. In this description, the parameters of the state are encoded into the weights of a NN that can be learned efficiently [11]. The ansatz is given by

\[
|\psi\rangle = \sum_{x} \psi(x) |x\rangle \quad \text{with} \quad \psi(x) \propto \sqrt{p_h(x)} e^{i \sum_k \log(p_k(x))/2},
\]

where \( p_k(x) = \sum_h \sum_{i} W_{ij}^k h_i + \sum_j b_j^k x_j + \sum_i c_i^k h_i \) corresponds to a Gibbs distribution of a NN consisting of a visible layer \( (x) \) and a hidden layer \( (h) \), with weights \( \{W_{ij}^k, b_j^k, c_i^k\} \) to encode the amplitudes \( (k = a) \) and the phases \( (k = \phi) \) of \( |\psi\rangle \), and \( h = (h_1, \ldots, h_w) \), where \( w \) is the number of neurons in the hidden layer. QST can also be interpreted as a generative adversarial game between two players (Box B and Fig. 3(c)), a generator trying to produce convincing approximations to the state and a
Bayesian inference for parameter estimation and model learning. (a) Bayesian inference enables to learn the probability distribution for unknown parameters by applying Bayes rules with the measurement outcome of each experiment performed on the quantum system (Box A). (b) An overview of the principal subroutines for learning quantum dynamics that employ a (quantum) simulator [20–22, 60–65]. For each iteration \( i \), identical fiducial states \( |\psi|_{\text{trial}} \) are prepared and fed to both the system to be characterised and the simulator, where \( |\psi|_{\text{trial}} \) undergoes evolution for a predetermined time \( t \). The latter is assumed to be tunable, to dial the trial Hamiltonian \( H_{\text{trial}}(x) \), whose parametrised terms are symbolically rendered by coloured squares, which is either known (e.g. in QHL) or hypothesised (e.g. in QMLA). The outcome \( \mu_i \) collected at the end of each epoch is then fed into the protocol to perform the relevant inference (see also c). (c) An outline of the protocols that have been demonstrated for model learning, QMLA [22, 65]. The information gathered from experiments is stored in a tree structure, whose leaves are candidate Hamiltonians \( H_{\text{trial}}(x) \). The parametrisation for those Hamiltonians in the active layer is learned by a method of choice. Trained, active candidate models \( (H_{\text{trial},i}, H_{\text{trial},j}) \) are then pairwise compared according to a metric \( B_{ij} \), capturing the relative performance at reproducing the unknown system and stored as edges of the graph. According to the global outcomes, single nodes or entire layers can be discarded, and relevant terms spawned to new candidate Hamiltonians.

C. Extracting specific features of a quantum state

In cases when one is only interested in some specific properties of \( \rho \), the intractability of full QST can be avoided by tailoring the measurement and post-processing to the specific property. Most prominently, several methods have been developed to efficiently mea-
measure entanglement properties \[95, 96\] such as entanglement entropies (e.g. using random measurements \[13, 97\]), metrologically-useful entanglement (e.g. Fisher information \[98, 99\] or spin-squeezing parameters \[96\]), entanglement witnesses (i.e. measuring the fidelity to an entangled target state \[100\]), and entanglement measurements (e.g. the concurrence \[101\]). Recently, NNs have been employed to measure the entanglement between two arbitrary subsystems \[88\] and to identify single-mode non-classicality \[89\] without requiring full QST (Fig. 3(a)). NNs also offer promising routes for the identification of quantum phases of matter and quantum phase transitions \[87, 102–107\], especially in disordered or topological phases, where no conventional order parameter exists.

If the measurements of the unknown state are randomly drawn from a fixed (but possibly unknown) distribution, the outcome probabilities of future measurements can be approximately learned (probably-approximately-correct, or PAC-learned) after merely a linear number of measurements \[14, 110\]. Classical shadows offer an advantage with respect to maximum-likelihood and Bayesian formalism can also be used to estimate nonlinear functions such as \(\text{Tr}[\rho \otimes \rho O]\) \[14\]. Classical shadows offer an advantage with respect to maximum-likelihood and Bayesian techniques in certain tasks described in Ref. \[111\]. Finally, if the target functions only include Pauli observables, the formalism can further be derandomised to optimise its performance \[112\]. Examples for applications of classical shadows are the efficient measurement of the entanglement entropy \[13\], or the estimation of the quantum Fisher information \[113\].

### D. Optimising qubit readout

Performing QST is greatly facilitated by the availability of high-fidelity single-shot readout for each qubit state. A single-shot measurement typically consists of a time-resolved signal which is processed to produce histograms relating to the qubit being prepared in the ground or excited state, and a threshold of the readout value is chosen to resolve the two states \[114–117\]. Stochastic relaxation of the excited state causes an asymmetry in readout histograms that decreases readout fidelity by threshold classification. Clustering methods have been used to identify and discard such relaxation signals and increase fidelity in superconducting...
ing qubits [118]. However, while still increasing overall fidelity, similar methods have produced outlier results of lower quality than thresholding repetitive readouts [119]. Non-linear Bayesian filters have improved on threshold fidelities by considering the full time-resolved readout signal while accounting for relaxation [120] and stochastic turn-on times in spin-to-charge conversion readout [121]. NNs have improved on threshold methods in diamond NV centres, which lack single-shot readout at room temperature [119], and NN classifiers trained on synthetic time-resolved data have surpassed the performance of Bayesian filters in quantum-dot spin qubit readout [122]. Multi-qubit states have been classified using NNs in trapped-ion qubits, where time-binned multi-channel data has provided the highest fidelity [123]. Recurrent Neural Networks (RNNs) have been used to predict time-evolving qubit states from experimental noisy measurement traces [91].

While the availability of single-shot readout and projective quantum measurements facilitates learning of quantum systems, it is not necessarily a prerequisite and averaged readout can be used, in combination for example with Bayesian inference [124].

III. LEARNING QUANTUM DYNAMICS

The reconstruction of quantum evolution is important for establishing, for instance, channel fidelity in quantum communication, gate fidelity in quantum computing and optimal parameter encoding for sensing applications. Following the discussion of QST, we will first review assumption-free methods, and then move to methods that introduce specific dynamical models to simplify the characterisation. We will then discuss applications to quantum sensing and imaging.

A. Learning dynamics with Quantum Process Tomography

The task of fully reconstructing the dynamics of a quantum system driven by an underlying, unknown process is called Quantum Process Tomography (QPT) [125, 126]. In a typical setting, QPT results in the estimation of a given quantum process, by applying the latter to a set of fiduciary quantum states. The resulting output states are reconstructed via QST, allowing one to identify how the initial states evolved under the process. More formally, one can reconstruct the quantum channel \( \Lambda \) that describes the quantum process according to \( \rho_{\text{out},i} = \Lambda [\rho_{\text{in},i}] \), where \( \{\rho_{\text{in},i}\} \) is an arbitrary set of input states, and each \( \rho_{\text{in},i} \) is associated to a corresponding output state \( \rho_{\text{out},i} \) [15, 127, 128].

In the same way as QST, QPT requires a number of measurements and classical post-processing that scale exponentially with the size of the quantum system under study [129]. Such punishing scaling afflicts, for example, methods based on maximum likelihood inference [130], which additionally show a high sensitivity to errors in initial states, gates and measurements [131].

Different methods have been explored to overcome these limitations. An example is randomised benchmarking [132] which estimates the error rate (or fidelity) of a quantum process from a sequence of random repetitions of the process [16, 133–135]. However, randomised benchmarking does not reconstruct the process matrix \( \Lambda \) and thus does not deliver a fully general characterisation of the quantum process. For processes \( \Lambda \) that can be represented as a sparse superoperator, compressed sensing (CS) methods can be employed to reduce reconstruction costs [16, 19, 136], cf. Sec. II.B.

Alternative approaches exploit more sophisticated methodologies. For example, building on methods introduced for QST (see Sec. II.B), tensor networks can lead to drastically reduced resource requirements [17, 137, 138]. GAN-based approximations of the superoperator \( \Lambda \) have also been proposed as an efficient method for QPT [86]. Other methods exploit NNs to generalise QPT to the characterisation of time dependent spin systems [139], while yet another class reconstructs a unitary quantum process by inverting the dynamics using a variational algorithm [140, 141]. RNNs have recently been shown to be useful in learning the non-equilibrium dynamics of a many-body quantum system from its nonlinear response under random driving [142].

B. Reconstructing the generators of Hamiltonian quantum dynamics

Reconstructing the general superoperator \( \Lambda \) is resource-demanding and one might not have access to the full set of observables required for full QPT. A commonly-used approach is the reconstruction of a specific dynamical model described by generators, e.g. a Hamiltonian model for a unitary evolution with a small number of tunable control parameters. These approaches leverage prior information about the system to simplify the reconstruction.

A first class of methods relies on the measurement of time traces of measurable observables [143–145]. Hamiltonian parameters for a few qubits can be retrieved by fitting these time traces or by using Fourier methods. More sophisticated approaches rely on using linear systems theory, such as the eigenstate realisation algorithm [146, 147]. Here, after decomposing the Hamiltonian into Hermitian operators, the evolution can be described by a linear differential equation. The algorithm then follows linear systems theory, by adopting a system realisation from experimental data attained at regular time intervals, leading to a transfer function mapping input states to observables, from which one obtains the unknown parameters. More recent versions further refine these methods by extracting the eigenfrequencies of \( H \) from a complex time domain measurement and then
recovering the eigenvectors of the Hamiltonian via constrained manifold optimisation [148].

A second class of methods employs (approximate) Bayesian inference (see Fig 2b). Computationally efficient Bayesian tomography, for example, has been used to characterise logic gates for spin qubits in silicon [149]. A generation of Bayesian methods known as QHL infers a set of unknown parameters \( x \) for a specific parametrisation \( H(x, \tau) \) [60–62]. Here, \( \tau \) represents a set of tunable control parameters that typically is just the evolution time \( t \). It is assumed that the specific parametrisation \( H(x, \tau) \) offers a much more efficient reconstruction, as the number of parameters \( x \) is usually much smaller than the number of parameters necessary to describe the most general \( \Lambda \) or \( H \). The implementation of QHL requires estimating the likelihood \( P(\mu|x, \tau) \) for each of the discrete outcomes \( \mu \) of a projective measurement, and using Bayes rule to update the belief on \( x \), encoded in the posterior distribution (see Box A). To extract \( P(\mu|x, \tau) \), QHL invokes access to a trusted simulator that can implement a controlled evolution by \( H(x, \tau) \) for different combinations of \( (x, \tau) \), prepare fiducial initial states, and perform projective measurements on the evolved states.

For few-qubit systems [53, 60, 150], the likelihood may be evaluated on a classical computer for all necessary combinations of \((x, \tau)\). This becomes rapidly unfeasible for larger quantum systems and the quantum nature of the simulator becomes crucial [21, 61, 62]. QHL has been successfully demonstrated in different experimental platforms, for various tasks, such as characterising NV centres in diamond [20, 22, 63] or quantum sensing of magnetic fields [64, 151, 152], and can potentially be adapted for quantum control [153]. QHL is more robust than e.g. Fourier analysis [151, 154] due to its Bayesian nature and the use of an adaptive choice of measurement settings according to the cumulative knowledge inferred about the system.

One of the main drawbacks of QHL is that it requires the knowledge of the parametrisation \( H(x) \). Recently, this limitation has been addressed by the use of QMLAs [22, 65] (Fig 2c), where the artificial agent constructs different candidate Hamiltonian models \( H_i(x) \) starting from a number of simple, generic terms \( h_\nu \) (e.g. Pauli matrices). The latter are selected and combined via tree searches or genetic algorithms to generate new candidate models. After a parameter training via QHL, the different \( H_i(x) \) are systematically compared against remaining candidates by metrics \( B \) such as Bayes factors or modified Elo-ratings [22, 65], and the least performing instances are discarded (see Fig. 2c).

The task of Hamiltonian learning has also been addressed by deep learning methods. For example, NNs were used to recover Hamiltonians from local measurements of ground states [155], and RNNs can learn time-dependent target Hamiltonians from time traces of single-qubit measurements without knowledge of the ground states [156]. However, the training of NNs is notoriously time-consuming. A possibility to circumvent this problem is to include inductive bias coming from the known physical laws describing the system. One option consists of Neural Ordinary Differential Equations (NODEs) that include the system’s differential equations [157] or the system’s Lagrangian function [158] in the structure of the NN, see Fig. 3(d). NODEs have been applied to the optimal control of a qubit that is modeled as a closed system [92] and as a monitored (and thus stochastic) system [93]. A second example are Physics-Inspired Neural Networks (Physics-Informed Neural Networks (PINNs)) which directly model the solution of the system’s differential equations by including the latter in the cost function [159], see Box B. Several software suites readily adaptable or devoted specifically to PINNs have been developed both in research and industrial environments [160–163]. Similar to the QHL methods above, the availability of the system’s dynamical equations crucially reduces the complexity of the training whilst preserving excellent performance. Recent improvements extend PINNs to the optimisation of several competing PINN models [164, 165], and classical PINNs may be supported by QNNs, i.e., by employing parameterised quantum circuits [166, 167]. These circuits would then act as a quantum simulator, possibly surpassing limitations in the expressivity of classical NNs of feasible size [168, 169]. To this date, the application of PINNs to quantum systems is in its very infancy, with early applications exploring simple instances of the Schrödinger equation [159, 170] and the possibility to control dynamically-corrected quantum gates [94]. A final example are ‘gray-box’ approaches [171, 172] that combine a NN as a ‘black box’ to learn the Hamiltonian with a physically-understandable ‘white box’ embedding the rules of quantum mechanics, such as state evolution. This approach is able to address the uncertainty in the Hamiltonian model, distortions caused by undesired macroscopic dynamics and imperfect measurements.

If the target Hamiltonian \( H \) is local and one is provided with knowledge of a single (approximate) eigenstate of \( H \), it was shown that \( H \) can be reconstructed using resources that scale polynomially with the number of qubits [173–175]. The technique consists of manipulating a covariance matrix of expectation values of Hermitian operators that span the space of local Hamiltonians. This approach can be extended to generic mixed states commuting with \( H \) [176], and to situations where only local measurements of limited regions of the full systems are available [23]. These methods, however, are still sensitive to noise [173, 176].

C. Reconstructing open quantum system dynamics

When the dynamics of a quantum system of interest is not sufficiently isolated from its environment, the Hamiltonian description fails and the system has to be treated as an open quantum system [177, 178]. For a memoryless environment, the system’s dynamics is Markovian
and the evolution of the quantum state $\rho$ can be described by the Gorini, Kossakowski, Sudarshan and Lindblad (GKS-L) master equation [179, 180]

$$\dot{\rho} = -i[H, \rho] + \sum_j \left( L_j \rho L_j^\dagger - \{L_j^\dagger L_j, \rho\}/2\right), \quad (6)$$

where $\{A, B\} = AB + BA$, $H$ is the Hamiltonian, and $L_k$ are the Lindblad operators that describe the dissipative process. The reconstruction of $H$ and $L_k$ from measurement data has been dubbed Lindblad tomography [24], where an algorithm based on maximum likelihood estimators was presented. Alternatively, the generators can be reconstructed from the measurement of time traces and linear system realisation theory [181]. Local Markovian dynamics can also be recovered via local measurements when steady states can be prepared [182], adopting techniques similar to those outlined for Hamiltonian reconstruction, when knowledge of approximate eigenstates is available.

Whilst often providing an excellent description of the quantum dynamics, the assumptions resulting in a Markovian evolution are not fulfilled in general [177, 183, 184]. In non-Markovian dynamics, the state at time $t + dt$, $\rho_{t+dt}$, depends not only on $\rho_t$ but also on the system’s history at earlier times. This evolution can be expressed by the master equation [177]

$$\dot{\rho}_t = \int_0^1 ds K(t, s) \rho_s$$

with a time-nonlocal superoperator $K$. Alternatively, we can employ a process tensor formalism [185], where the time-discretised unitary evolution operator of the system is interleaved with environmental influence interventions from a ‘quantum-comb’-like process tensor. Whilst the dimension of this process tensor scales exponentially with the number of time steps, often, e.g. when memory effects are short-range, it is possible to express the process tensor in compressed matrix operator form (c.f. Eq. (3)), which can be efficiently constructed from knowledge of the underlying microscopic model [186, 187] or reconstructed from time measurements [185, 188].

Such **process tensor tomography** generalises QPT, thereby providing access to multi-time correlations, and it has recently been shown to be compatible with NISQ devices[25]. Alternatively, methods based on NNs can be employed to reconstruct non-Markovian quantum dynamics [189, 190]. Generally, these approaches entail reduced physical insight, however, in some cases a degree of interpretability can be preserved, e.g., by rendering a GKS-L master equation (6) non-Markovian through effective time-dependent Lindblad operators that depend on the entire history. In one such example, the matrix elements of $L_k$ were expressed using RNNs [189], i.e. neural networks of a type that are routinely applied to model long-range memory effects.

### D. Parameter estimation with quantum sensors

Quantum sensors[96, 191, 192] are devices used to estimate parameters – such as magnetic fields, external forces, accelerations, etc. – that modify (e.g. via a dynamical parameter encoding) a quantum state. Quantum systems provide a key advantage in terms of their small size (resulting in high spatial resolution). Furthermore, quantum effects such as coherence, squeezing and entanglement can increase the sensitivity of the device [96, 192]. The optimal uncertainty for the unbiased estimation of a parameter $\theta$, based on $m$ measurement results, can be quantified by the quantum Cramer-Rao bound [193, 194]

$$\langle \Delta \theta \rangle^2 = \frac{1}{m F_Q(\theta)}, \quad (7)$$

where $F_Q$ is the Quantum Fisher Information (QFI), depending on the sensor’s output state $\rho_\theta$. Equation (7) is understood as the sensitivity achievable with an optimal estimator and using optimal measurement observables [194]. In a Bayesian setting (see Box A), Eq. (7) provides the asymptotic posterior variance using optimal measurements. It is important to emphasise that the frequentist Cramer-Rao bound Eq. (7) does not hold for Bayesian inference and, thus, Bayesian bounds must be used instead [195]. Recently, it has been shown that NNs can then be trained to construct estimators [196–198] or Bayesian posterior distributions [199] based on supervised learning techniques and using limited calibration data. In both cases, a well-calibrated network can be used for post-processing data that saturate Eq. (7) for a sufficiently large number of measurements. These NN-based estimation methods are valuable when one is lacking simple models for the output probability distribution of the sensor, e.g. when the number of possible measurement events is large.

A notable result in quantum sensing is the relation between uncertainty and entanglement [96, 200]: separable states of $N$ qubits that undergo a collective spin rotation (as common in many applications) can achieve, at best [98], a QFI $F_Q = N$. Entanglement is necessary [98] for $F_Q > N$, while genuine multipartite entanglement is necessary [201, 202] to achieve the ultimate limit $F_Q = N^2$. Interestingly, multipartite entanglement witnessed by the QFI [201, 202] is found in a variety of many-body phenomena such as quantum phase transitions, quantum chaos, quenches, random states, and so on.

In the case of the joint estimation of $d$ parameters $\theta_1, \ldots, \theta_d$, the $d \times d$ covariance matrix of estimators is bounded the inverse (when it exists) of the QFI matrix [193, 203]. In general, when estimating multiple parameters, there is no optimal observable with which the quantum Cramer-Rao bound can be saturated. This problem is due to non-commutativity of the different parameter encoding transformations [193, 203] and the more involved Holevo-Cramer-Rao bound must be used instead [204]. For commuting encoding transformations, the interplay between node and particle entanglement and the QFI matrix has been discussed in Ref. [205] and experimentally investigated with optical qubits[206].
E. Quantum Imaging, Target Detection and Pattern Recognition

As in quantum sensing, quantum-enhanced detection schemes use a combination of entangled states of light and carefully designed measurements to beat the classical limits. However, unlike metrological applications where the task is typically to estimate a continuous parameter, here the main task is to estimate a discrete variable, such as the binary variable describing the presence or absence of a target or the pixel values in the images. Because of the discrete nature of the problem, a quantum advantage cannot be quantified via the quantum Cramer-Rao bound Eq. (7), and alternative strategies have been proposed. A common approach is to first define a problem-dependent cost function and then compare the performance of entangled sensors with strategies based on coherent states only.

Since the field is vast, here we limit ourselves to NN-inspired methods and refer to existing reviews [207, 208] for a more extensive treatment. Entangled sensors have been used to define a quantum support vector machine able to more accurately classify the presence of a target [209]. Moreover, entangled probes can be used to read binary images with enhanced precision and perform more accurate image classification [210]. While for full imaging each pixel must be accurately reconstructed, for pattern recognition errors are tolerated and less precise detectors are allowed. This intuitive idea was formalised in [210] by showing that the error with optimal detectors decreases exponentially with the number of bits that must be flipped to switch class. Finally, quantum imaging can be enhanced by deep learning techniques [211–213], in order to increase the fidelity, discover deeper structure in data and overcome errors due to shot noise and background noise.

IV. LEARNING QUANTUM MEASUREMENTS

The characterisation of detectors is commonly given in terms of quantum efficiency, linearity, rate of dark counts, and spectral and temporal response. However, these aspects represent only an approximation of the actual operation of a detector and can introduce systematic errors that may strongly affect high-precision measurements or investigations of quantum effects. Quantum Detection Tomography (QDT) [214, 215] aims at reconstructing quantum measurement devices without any prior information or approximations. This characterization plays a key role in any quantum architecture.

Realistic (noisy) detectors are non-projective and thus QDT consists in the tomographic reconstruction of a set of POVM operators \( E_\mu \) [214–216]. These operators describe the probability of a generic measurement detection event \( \mu \) according to the Born rule

\[
\Pr(\mu) = \text{Tr}[\rho E_\mu],
\]

given a probe state \( \rho \). The standard QDT approach consists of inverting Eq. (8) using the experimentally-sampled probability distribution and for a suitably chosen set of probe states that must be tomographically complete, i.e., span the Hilbert subspace where the POVM elements are defined. As a simple example, we can consider an ideal (von Neumann) projective measurement \( \Pr_{id}(\nu) = |\langle \nu | \rho | \nu \rangle| \), where \( \{ |\nu \rangle \} \) is a set of orthogonal states, and model a noisy detection by a Markov mapping \( V \geq 0 \) such that \( \Pr_{V}(\mu) = \sum_\nu V_{\mu\nu} \Pr_{id}(\nu) \) is the probability of a detection event, depending on the specific choice of \( V \). As \( V_{\mu\nu} \) describes the probability to observe the result \( \mu \) when \( \nu \) should be ideally observed, it includes the detector’s imperfections, and satisfies the normalization condition \( \sum_\nu V_{\mu\nu} = 1 \) for all \( \nu \). In this case, given the observed probabilities \( \Pr(\nu) \), QDT corresponds to finding the matrix \( V \) that minimises the distinguishability between the probability distributions \( \Pr(\mu) \) and \( \Pr_{V}(\mu) \) (e.g. quantified by the Kullback-Leibler divergence or the fidelity). Such an optimisation can be obtained via gradient descent [29] or a maximum likelihood method. The corresponding POVM in Eq. (8) reads \( E_\mu = \sum_\nu V_{\mu\nu} |\nu \rangle \langle \nu | \).

Different detector-tomography techniques have been developed and used experimentally, with a main application being the characterisation of optical photocounting [217–219] and homodyne [220, 221] detection, and, more recently, qubit readout in quantum computing machines [26]. With superconducting single photon detectors, QDT has provided a valuable tool to discriminate among different models to explain the basic physics underpinning the detection mechanism [222]. Usual QDT methods require the precise calibration of probe states that, in turn, demands the precise knowledge of the measurement device, thus possibly inducing systematic errors [28, 223]. Self-characterising QDT techniques that do not rely on precisely-calibrated probe states have been demonstrated for single optical qubits [27].

V. OPTIMISING QUANTUM EXPERIMENTS

In this section, we briefly review a few selected applications of classical learning for the optimisation of quantum experiments.

A. Adaptive methods for quantum sensing

Quantum sensor can be optimized by harnessing adaptive protocols: these, that compute the optimal experimental settings from the current knowledge about the unknown parameter being estimated, following data acquisition. Indeed, while the optimal setting of the sensor depends, in general, on the unknown parameter being estimated, adaptive strategies can converge, asymptotically in the number of measurements, to the optimal configuration. Bayesian methods (see Box A) are well
suited for adaptive optimisation [224, 225] (Fig 4a and b). Several adaptive protocols have focused on the optimisation of measurements [224, 226], including numerical techniques such as particle swarm [227] and differential evolution algorithms [228]. Recently, Reinforcement Learning (RL) has been employed to discover the whole sequence of optimal adaptive measurements of a qubit in the Bayesian framework [225]. The optimization of probe states, e.g. in order to extend the bandwidth of entanglement-enhanced sensitivity, has been considered using analytical methods [229, 230] as well as variational [231, 232] and NN strategies [233]. Besides the optimisation of measurements and probe states, another possibility is to modify parameter encoding by adding control Hamiltonians [234, 235], optimised efficiently via RL.

Experimentally, adaptive techniques have been employed, for example, to improve the sensitivity of optical phase sensing realizing a phase estimation protocol [224], or in quantum sensors based on the single spin associated with the nitrogen-vacancy (NV) centre in diamond, a system widely used for nanoscale magnetic mapping and magnetic resonance [151, 152, 236–239]. Due to the time constraints, a key consideration for online sensing is the cost of the processing procedure: simplified near-optimal methods might perform better than optimal but computationally-intensive ones. This is especially important in the tracking of time dependent magnetic fields in DC magnetometry [64, 151, 245].

B. Optimal control over the environment

Reconstructing the dynamics of a quantum system presents opportunities to establish a degree of control over the environment, for example with the goal of reducing the decoherence of the system. QHL has been used to suppress decoherence for a single spin qubit by a real-time compensation of nuclear-spin bath fluctuations [246] and classical noise [247]. If the environment can be described by a quantum system, the learning process itself can be considered a control tool because the back-action of a quantum measurement perturbs the quantum state, for example by projecting the system to an eigenstate of the measurement [248]. Even though the random measurement outcomes result in random quantum states of the system, feedback can be used to make the control system deterministic [249]. Protocols have been suggested to extend a qubit’s coherence by sequential Hamiltonian learning with real-time feedback from the measurement outcomes [250].

A similar idea is at the basis of quantum error correction, which is a general approach to counteract noise in quantum computation and quantum communication [251]. More formally, given a general noisy evolution Λ, quantum error correction consists in finding a recovery channel R such that

\[ \mathcal{R}[\Lambda[\rho_S]] = \rho_S, \]  

where \( \rho_S \) is defined in a subspace \( \mathcal{H}_S \) of the total Hilbert space. For applications in quantum sensing [252–256], it is further required that the recovery operation \( \mathcal{R} \) is such that \( \mathcal{R}[\Lambda[\rho_S(\theta)]] \) follows a noiseless parameter-encoding dynamics in the subspace \( \mathcal{H}_S \) including quantum states with finite (possibly large) quantum Fisher information.

C. Optimal control of a quantum system

Other applications of Machine Learning (ML) methods to quantum technologies include the design of quantum gates [257, 258] or the identification and design of circuits for quantum error correction [259]. In particular, model-free RL is a powerful general approach to learn control strategies, where an agent (often implemented via a NN) observes and controls an "environment", which might be a quantum device (see Fig.4c). The dynamics of the environment need not be known in advance: the agent will implicitly learn an approximate model while trying to find a good feedback control strategy. Overall, the agent tries to optimise a reward (e.g. defined in terms of final state fidelity for the case of state preparation). In so-called policy gradient approaches, this is done by implementing a parametrised stochastic policy \( \pi_\theta(a|s) \) – the probability of an action \( a \) given an observed state \( s \) – and changing by gradient ascent the probabilities in any action sequence to maximise the average cumulative reward (see e.g. Ref [34] for more details).

In theoretical studies, RL has been shown to discover feedback strategies for quantum error correction [244], obtain qubit control pulses for state preparation [260, 261], and solve many other tasks (see Fig.4d and e). It is beginning to be implemented on experimental platforms, e.g. for superconducting qubit gate synthesis [262] and also for adaptive characterisation of quantum systems [241]. A particular challenge consists in extracting the reward reliably from available experimental measurements and to make sure that the agent can be trained in a truly model-free way without any assumptions [242].

D. Optimal design of experimental quantum setups

In addition to optimising control strategies for given experimental setups, one can also pursue the goal of optimising the setup itself. This may involve varying the components and how they are connected within the setup. In a quantum-optical setup, these might be linear and nonlinear components. Whole setups in this domain have been automatically discovered, optimising some desired property like the entanglement of multi-photon states produced at the output [37, 263]. It has then been possible to extract motifs from the generated setups and identify them as useful building blocks that implement some novel ideas: see Ref [37] for an overview of experimental implementations of optimised setup designs.
VI. DISCUSSION AND PERSPECTIVES

The application of classical algorithms and methods to quantum technologies offers possibilities to circumvent some of the obstacles in characterisation, calibration and validation posed by the exponential complexity of quantum systems and the intrinsic probabilistic nature of quantum measurements. In this review, we have focused on classical data-processing of measurement outcomes of quantum experiments and their optimisation towards a variety of tasks, ranging from learning states to controlling experimental setups. The fast progress of this field relies on the possibility to directly adapt efficient numerical methods already developed in computer science and statistics to solve demanding problems in quantum physics, such as the characterisation of quantum states, the identification of quantum phases of matter and entanglement witnesses, the reconstruction of quantum dynamics, the optimisation of parameters and operations, etc.

Most adaptive experiments to date have been harnessing Bayesian methods, due to their simple practical implementation. Bayesian inference, however, relies on the availability of explicit fitting models, precisely calibrated to the specific experimental setting. When such models are not available, or to remove the requirement of tedious calibration, neural networks can provide a better option because of their superior expressivity. We expect that in the future, a growing number of experimental implementations will employ neural networks to model "black-box" quantum sensors or systems. This also holds for online parameter optimisation in adaptive experiments: while most experiments so far have relied

---

Figure 4. Optimising quantum experiments (a) Example of adaptive experimental control, through Bayesian inference. After each measurement, the outcome is used to update the current probability distribution for the parameters of interest. This probability distribution is then used to compute optimal settings for the next measurement, through ad-hoc heuristics, the optimisation of statistical quantities (variance, Fisher information, Kullback-Leibler divergence, etc) (b) Adaptive Bayesian optimisation has been used, for example, to optimise magnetic sensing using the single electronic spin associated to an NV centre in diamond. In the plot, from T. Joas et al [152], as estimation epochs increase, the magnetic field value converges to the ground truth (solid lines) and the standard deviation (shaded areas) decrease. (c) Schematic feedback loop optimised via RL. Measurement results are fed into an agent that decides on the next action to apply to the quantum experiment. (d) Different scenarios for optimised quantum control; time evolution, with control pulses as black arrows, measurements as orange arrows, agent in brown, and the quantum experiments’ coherent evolution intervals in green. (e) Adaptive Bayesian inference and RL have been applied to or suggested for several experimental quantum systems, such as NV centres [151, 152, 236–239], quantum dots [240, 241], cavity-qubit systems [242, 243] and multi-qubit systems with gates applied as actions and subject to projective measurements [244].
on near-optimal simple analytical heuristics, deep RL has been suggested [225] as a "system-agnostic" procedure to generate optimised ready-to-use heuristics. We expect that NN-based inference and RL will be increasingly adopted by experiments, removing the need for manual derivation of experimental-design heuristics.

More generally, RL is a very promising approach in discovering from scratch feedback-control strategies for quantum devices, for goals ranging from state and device characterisation to error correction. While it works successfully for some tasks in simulations and also in first experiments, there are still multiple demanding challenges to be solved in this domain. Among them the need for the network agent to find simultaneously both a good control strategy and an interpretation of the noisy measurement data, the technical hurdles in experimentally implementing real-time feedback using neural networks, and the construction of good reward functions that help guide the optimisation while being accessible from experimental data.

Further opportunities come from developments of quantum computing hardware. While a classical computer processes the classical outcomes of quantum measurements, a quantum computer can directly handle "raw" quantum states from an experiment. The main advantage of this approach is that a quantum computer can perform joint measurements on several qubits, exploiting quantum entanglement. A recent paper [264] showed that joint quantum measurements lead to substantial advantages for learning quantum systems, as they outperform single measurements in distinguishing quantum states even when the states are uncorrelated. A challenge for learning quantum states with a quantum processor is the need for a quantum-coherent interface between the quantum system under study and the quantum processor. This will require further research in "hybrid" quantum structures, where quantum sensors, devices and systems are interfaced to a quantum computer preserving quantum coherence.

The fact that advantages in learning quantum systems can already be demonstrated by current noisy intermediate quantum devices opens up exciting possibilities, that will become more and more important as we advance towards full fault-tolerant quantum computing.
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Bayesian inference is a central method in statistical analysis that prescribes how to update a degree of belief about a hypothesis (e.g., that a set of unknown parameters \( \theta = \{\theta_1, ..., \theta_d\} \) has the specific values \( \phi = \{\phi_1, ..., \phi_d\} \)) if new observations or evidence (e.g., a sequence of measurement results \( \mu = \{\mu_1, ..., \mu_m\} \)) are obtained. It is based on Bayes’ theorem, which for parameter estimation takes the form

\[
P(\phi|\mu; C) = \frac{P(\mu|\phi; C)P(\phi)}{P(\mu; C)},
\]

dictating how to obtain the posterior probability \( P(\phi|\mu; C) \) from the prior distribution \( P(\phi) \), using the likelihood \( P(\mu|\phi; C) \) of observing \( \mu \) with measurement settings \( C \) if the true phase was \( \phi \), and a marginal probability \( P(\mu; C) \) for normalisation. In quantum systems, \( P(\mu|\phi; C) \) is computed using Born’s rule. Estimates and corresponding uncertainties (or confidence intervals) can be obtained directly from the Bayesian posterior: this provides a crucial advantage with respect to the frequentist approach that obtain parameter uncertainties from measurement histograms.

If the measurement results \( \mu \) are independent, Bayes’ theorem can be also written recursively in the form of a Bayesian update when observing the measurement result \( \mu_j \), see Fig. 2. The Laplace-Bernstein-von Mises theorem guarantees that, asymptotically in the number of measurements \( m \) and under mild regularity conditions (such as continuity, regular derivatives and absence of periodicity), the Bayesian posterior converges to a normal distribution

\[
P(\phi|\mu) \rightarrow \sqrt{\frac{m \det F(\theta)}{2\pi}} e^{-\frac{m}{2}(\phi-\theta)^T F(\theta) (\phi-\theta)},
\]

centred at \( \theta \) with a covariance given by the inverse of the Fisher Information matrix \( F(\theta) \) with entries \( [F(\theta)]_{ij} = \sum_\mu P(\mu|\theta) \partial_\theta i \log P(\mu|\theta) \partial_\theta j \log P(\mu|\theta) \), for a fixed measurement configuration.

A further advantage of Bayesian inference is that it allows a natural integration of optimisation techniques [224, 226, 265, 266]. At each point in time, the current knowledge \( P(\phi|\mu; C) \) about the parameters can be used to choose optimal experimental settings \( C \) for the next measurement. In cases where the optimal measurement settings depend on the (unknown) parameters \( \theta \), adaptive techniques can significantly improve the performance and the requirements of the estimation protocol. A practical difficulty is that post-processing the Bayesian distribution requires to evaluate it on a grid of \( \phi \) values, which can be problematic for broad distributions and in multiparameter scenarios. An efficient Bayesian inference for the estimation of multiple parameters [51, 266, 267] thus requires using approximate methods, such as particle-filtering and Sequential Monte Carlo methods [60, 265, 268], or structured filtering [269] when dealing with multiple, equivalent optima.
The basic idea of ML is to train a computer to solve a specific task without explicitly instructing it how to operate. Central to this approach is the availability of large amounts of data (or the possibility to synthetically generate them). ML can be employed to address various tasks [90] that can be grouped into different types. For instance, three important ML tasks are (i) the classification of data into categories, (ii) the regression of functions given their values on data vectors, and (iii) the sampling of new data vectors that are distributed similar to vectors in the given data. A central goal of ML algorithms is generalisability, i.e., the computer should succeed in the given task not only for the given training data, but also when new data are provided after the learning phase. This can be monitored by dividing the available data set into training and test subsets, which are used to train and test the algorithm, respectively.

The basic building block of several modern ML architectures is the artificial neuron. These are single-output nonlinear functions \( n : \mathbb{R}^n \rightarrow \mathbb{R} \) typically modeled as \( n(x) = f(W \cdot x + b) \), where \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a fixed nonlinear (activation) function, and the weights \( W \) and optional biases \( b \) are optimised during the training phase. As a single neuron is not sufficient to approximate complex dependencies, multiple neurons are arranged and connected to form a NN.

Widely used NN architectures include:

1. **Dense feedforward NNs**, with neurons grouped into several layers, where the initial and final layer describe the input and output, respectively. Any neuron can be influenced by any other neuron of the previous layer, and can influence any neuron of the subsequent layer. The intermediate (hidden) layers generate the expressivity of the NN, where the number of hidden layers and the number of neurons in the hidden layers are called the depth and the width of the NN, respectively.

2. Feedforward NNs can be equipped with **convolutional layers**, in which each neuron is influenced by only a part of the previous layer by means of a convolutional filter or kernel. This filter is the same for all neurons of a layer, significantly reducing memory and training time requirements. Convolutional layers are particularly suitable to recognise and extract regular patterns.

3. Recurrent neural networks (RNNs) allow for retaining memory between the processing of subsequent inputs. This approach is often used in time-series or feedback-control scenarios.

4. A Restricted Boltzmann Machine (RBM) employs a visible layer that is connected to one or several hidden layers. The (undirected) interlayer connections represent the weights of a Gibbs distribution, such that they can be efficiently trained via Gibbs sampling. RBMs are used to model discrete probability distributions.

5. Generative adversarial networks (GANs) consist of two separate and competing NNs, the generator and the discriminator. The discriminator is trained to distinguish genuine data from that generated by the generator. The resulting adversarial game converges when the generator is capable of fooling the discriminator, by generating data that are indistinguishable from genuine ones.

A large enough NN is known to be a universal function approximator [270]. However, the size of the NN should be carefully chosen as its trainability can be compromised when chosen too large, and its generalisability may also suffer in presence of a high expressivity and long training schedules (overfitting). To train the NN, one must choose a problem-specific cost function that can be minimised via stochastic gradient descent. The way the NN is trained depends on the given task and is generally divided into three categories:

| Supervised learning | Unsupervised learning | Reinforcement learning |
|---------------------|-----------------------|-----------------------|
| The training data are labeled with their target values, i.e., the target function that should be learned by the NN is known for the training data. | The training data are not labeled and the NN is trained to recognise any type of structure or pattern in the data. | There is no training data, but the NN is connected to an environment. The NN is trained to maximise a reward that is assigned according to the NN’s actions. |

Finally, we want to mention the recent introductions of neural ordinary differential equations (NODEs) and physics-inspired neural networks (PINNs). NODEs model differential equations [157] (or a Lagrangian function [158]) with a NN. In particular, given the current state of the system, \( u(x, t) \), as the input, the NN outputs the right hand side of the differential equation, see Fig. 3(d). On the other hand, PINNs are trained to directly output the solution \( g(x, t) \) of the differential equation given the coordinates \( (x, t) \) as the input. Here, the differential equations are included in the cost function (at arbitrarily chosen points \( \{(x_i, t_i)\}_i \) which the PINN tries to minimise. Boundary conditions are imposed using additional terms in the cost function [159] or via stronger constraints [271].
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