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Abstract: To further reduce the size of the neural network model and enable the network to be deployed on mobile devices, a novel fusion pruning algorithm based on information entropy stratification is proposed in this paper. Firstly, the method finds similar filters and removes redundant parts by Affinity Propagation Clustering, then secondly further prunes the channels by using information entropy stratification and batch normalization (BN) layer scaling factor, and finally restores the accuracy training by fine-tuning to achieve a reduced network model size without losing network accuracy. Experiments are conducted on the vgg16 and Resnet56 network using the cifar10 dataset. On vgg16, the results show that, compared with the original model, the parametric amount of the algorithm proposed in this paper is reduced by 90.69% and the computation is reduced to 24.46% of the original one. In ResNet56, we achieve a 63.82%-FLOPs reduction by removing 63.53% parameters. The memory occupation and computation speed of the new model are better than the baseline model while maintaining a high network accuracy. Compared with similar algorithms, the algorithm has obvious advantages in the dimensions of computational speed and model size. The pruned model is also deployed to the Internet of Things (IoT) as a target detection system. In addition, experiments show that the proposed model is able to detect targets accurately with low reasoning time and memory. It takes only 252.84 ms on embedded devices, thus matching the limited resources of IoT.
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1. Introduction

Neural networks have evolved rapidly in recent years, from VGG [1], GoogLeNet [2], ResNet [3], and DenseNet [4], to the newer networks SqueezeNet [5], MobileNet [6], and ShuffleNet [7], all of which have achieved very good results. As the algorithmic model becomes more complex, the neural network has more and more layers, as well as the number of parameters and computational effort. However, due to the hardware limitations of embedded devices, model compression algorithms have been developed in order to successfully deploy such large network models in such mobile devices. He et al. [8] proposed a new filter pruning method to prune redundant convolutional kernels based on geometric center criterion instead of parameters to achieve network acceleration; Li et al. [9] proposed a pruning operation on the convolutional layer, calculating the convolution kernel based on the $\ell_1$-norm, deleting the convolution kernel with a smaller norm value, and the corresponding feature map, reducing considerable computational cost; He et al. [10] proposed a LASSO-based filter selection strategy to identify representative filters and a least-squares reconstruction error to reconstruct the output; Zhao [11] proposed a method based on knowledge distillation and quantification to further improve the model through a teacher network to guide the student network and subsequent quantification.
methods; Lin [12] computed the rank of the feature map by giving a small amount of input to each layer, and concluded that the feature map with a larger rank contains more information and is ranked based on this, and the corresponding filters should be retained; Wang [13] proposed a global pruning method, which measures the relationship between filters based on the Pearson Correlation Coefficient, reflecting the replaceability between filters, and adding a hierarchical constraint term on the global importance to obtain a better result; Ghimire [14] investigates three aspects of quantization/binarization models, optimization architecture and resource constrained systems to improve the efficiency of deep learning research. The literature [15] proposed a learnable global importance ranking method by measuring the importance of filters with the $\ell_2$-norm, and all layers are normalized by a linear transformation. The parameter values of the linear transformation of each layer are solved by the evolutionary algorithm, and the global importance is sorted. Souza [16] proposes a pruning method using Bootstrapped Lasso BR-ELM, which selects the most representative neurons for model responses based on regularization and resampling techniques.

The aforementioned methods have made certain progress in neural network model compression and other related dimensions, but the degree of model compression and accelerated calculation is not enough, and it is not necessarily suitable for deployment on mobile terminal devices. Based on this, a fusion pruning algorithm based on information entropy hierarchy is proposed in this paper. The main contributions of the paper are listed below.

- Through the network pruning operation, the model size of the network model is smaller, the inference time is less, and the number of operations is smaller.
- Compared to the baseline model (VGG16, ResNet56), the model has better performance.
- It maintains a good result for target detection on embedded devices.

The remainder of this paper is organized as follows.

Section 2: Introduction of pruning algorithm fundamentals. Section 3: Describing the algorithm steps and details the paper in detail. Section 4: Presentation of experimental results and analysis interpretation of the results. Section 5: Deployment to mobile devices and testing. Section 6: Summarizes the algorithm’s comprehensive performance and outlook.

2. Related Work

Network pruning is a widely used method in model compression. The pruning steps are generally divided into three steps: model pre-training, pruning, and parameter fine-tuning. Figure 1 shows the general network pruning process. The initial step is model pre-training, which means that the original model is trained to adjust the weight parameters, and the more important purpose of pre-training is to find out what is "important". The second step is pruning, which generally involves determining which weights are to be removed based on the proposed decision criteria. The final step is fine-tuning, i.e., retraining the pruned network model. After pruning, there may be a loss in accuracy, and this step is used to achieve the purpose of restoring accuracy.

2.1. Unstructured Pruning

Pruning algorithms can be classified into structured pruning and unstructured pruning based on the level of detail. In the early days, LeCun et al. [17] and Hassibi et al. [18] employed the Hessian matrix of the loss function to determine the redundant connections in the network. However, the Hessian matrix itself consumes a lot of computation time for second-order computation and takes a long time to train. Dong et al. [19] further improved the method by restricting the computation of the Hessian matrix to a single-layer network, which greatly reduced the computational effort. Han et al. [20] proposed iterative pruning, which continuously pruned and retrained the network, and obtained a simplified model after convergence, which shortened the network length compared to the method of LeCun et al. [17] training time. In addition, Guo et al. [21] improved the method of Han et al. [20]. Faced with the problem that important filters may be removed during the pruning process,
resulting in a drop in accuracy, this method allows the pruned neurons to be restored again during the training process. Similarly, Zhou et al. [22] proposed to prune unimportant nodes based on the magnitude of activation values. Srinivas and Babu et al. [23] proposed a pruning framework that does not rely on training data from the perspective of the existence of redundancy among neurons, where the redundancy of nodes is calculated and removed. Chen et al. [24] proposed the HashedNets model, which introduces a hash function to group the weights according to the Hamming distance between parameters to achieve parameter sharing.

Figure 1. Schematic diagram of model pruning.

However, weight pruning is unstructured pruning, and the unstructured sparse structure is not conducive to parallel computing and requires special software or hardware for acceleration, as opposed to structured pruning, which does not have these limitations.

2.2. Structured Pruning

Structured pruning is operated on channels or entire filters without destroying the original convolutional structure, compatible with existing hardware and libraries, and more suitable for deployment on hardware. Both unstructured pruning and structured pruning require the evaluation of parameter importance. Liu et al. [25] proposed a channel-level pruning method that uses the scale factor of the BN layer as a measure to achieve compressed model size acceleration operations. Inspired by this, Kang and Han [26] considered channel scaling and shifting parameters for pruning. Yan et al. [27] combined ℓ₁-norm parameters and computational power as pruning criteria. SFP [28] allows the pruned filters to be updated during the training process. The convolutional kernels that were pruned in the previous training round are still involved in the iterations in the current training round, so these convolutional kernels are not directly discarded. This approach can greatly maintain the capacity of the model and obtain excellent performance. Luo et al. [29] proposed a channel pruning algorithm for ThiNet. They defined the channel pruning form as an optimization problem, using the statistics of the next layer to guide the pruning of the current layer. Redundant channels are selected based on a greedy strategy, and then the model is fine-tuning by minimizing the reconstruction error before and after pruning. Jin et al. [30] proposed structured pruning of neural networks followed by weight pruning to further compress the network model. Hu et al. [31] proposed Average Percentage Of Zeros (APOZ) to measure the number of activations to zero in each convolutional kernel as a way to evaluate the importance of convolutional kernels and perform pruning. Molchanov
et al. [32] viewed the pruning problem as a combinatorial optimization problem in which an optimal subset of multiple parameters is selected to minimize the change in the model loss function after pruning. Redundant channels were selected by Taylor expansion and evaluated the effect of channel pruning on the model. Luo and Wu et al. [33] used the results of the output feature mapping GAP to obtain the information entropy and remove the redundant filters. Similarly, Yu et al. [34] optimized the reconstruction error of the final output response, and made an importance score for each channel propagation. Lin et al. [35] introduced dynamic coding filter fusion (DCFF) to train compact convolutional neural networks. Wen et al. [36] used Group Lasso for structured sparsity. Huang and Wang et al. [37] performed structured pruning by introducing learnable masks and using APG algorithm for mask sparsification.

All of the above structural pruning methods use only the parameter information of a single layer to select redundant parameters, and do not take advantage of the dynamics of network parameter updates to select redundant filters flexibly. In addition, there is noise in the parameters of the filters themselves, and these methods do not reduce the influence of interference information, which affects the correct selection of redundant filters. The fusion pruning method proposed in this paper uses the filter itself as well as information entropy stratification and BN layer parameter information to jointly select redundant parameters more accurately by combining multiple determination values.

3. Fusion Pruning Algorithm

The main idea of the network pruning method is to judge the weights or convolutional kernels that are less important in the model. We remove these and then recover the model performance by the fine-tuning. It is achieved to compress the neural network model parameters to the maximum extent to achieve model acceleration while guaranteeing the model performance.

In the previous filter pruning methods, most of them were judged by the value of the $\ell_1$-norm or $\ell_2$-norm to determine whether they were significant or not. However, based on this method is the assumption that the minimum value satisfying the filter norm should be small enough and the variance should be large enough. Obviously, most of them do not meet this requirement. Therefore, a fusion pruning method based on information entropy hierarchy is proposed, and its process is schematically shown in Figure 2.

![Figure 2](image-url)  
**Figure 2.** Flow chart of pruning algorithm in this paper.

3.1. Filter Pruning Based on Affinity Propagation

Affinity Propagation (AP) was originally proposed as a paradigm for selecting data points with different attributes. All samples are considered as nodes in the network, and then the clustering center of each sample is calculated based on the message transmission of each edge in the network. There are two kinds of messages passed among the nodes during clustering, which are responsibility and availability. Affinity Propagation algorithm [38] continuously updates the responsibility and availability values of each point through an iterative process until high-quality exemplars (similar to the center of mass) are produced, while the remaining data points are assigned to the corresponding clusters.

As shown in Figure 3, it is proposed to reformat each filter as a high-dimensional data point into vector form. For any two filters, Affinity Propagation takes their similarity graph...
as input, which reflects the extent to which the filter is suitable as an example of the filter. The negative Euclidean distance is:

\[ s_k(i, j) = -\|w_{ki} - w_{kj}\|_2 \quad \text{s.t.} \quad 1 \leq i, j \leq c_k, \, i \neq j \]  

(1)

when \( i = j \), it expresses the adaptability of the filter to its own samples (self-similarity). It can be defined as:

\[ s_k(i, i) = \text{median}(w_k) \]  

(2)

Figure 3. Schematic diagram of clustering.

The \( \text{median}(\ast) \) function returns a middle value of the input.

Larger \( s_k(i, i) \) results in more example filters, however, this will reduce complexity. Using the median of the total weights of the \( k \)-th layer in Equation (2), a moderate number of samples can be obtained. To solve, Equation (2) was restated as follows:

\[ s_k(i, i) = \beta \ast \text{median}(w_{ki}) \]  

(3)

where \( \beta \) is a pre-given hyperparameter.

Equation (3) differs from Equation (2) in two ways: first, the median is obtained on the \( i \)-th filter, rather than the whole weight. Therefore, the similarity \( s_k \) can be more adapted to the filter \( w_{ki} \). Second, the introduced \( \beta \) provides an adjustable model complexity reduction, with larger \( \beta \) reducing very high complexity and vice versa.

In addition to similarity, two other messages are passed between filters—responsibility and availability—to determine which filter is the paradigm, and which paradigm it belongs to for each other filter.

By considering other potential examples of the filter \( w_{ki} \), responsibility indicates the filter \( w_{kj} \) and whether it is suitable as a filter \( w_{ki} \) paradigm of the filter. The update of the responsibility is as follows:

\[ r(i, j) \leftarrow s(i, j) - \max_{j' \neq i} (a(i, j') + s(i, j')) \quad \text{s.t.} \quad 1 \leq i, j \leq c_k, \, i \neq j \]  

(4)

where \( a(i, j) \) is initialized to zero, which is the following “availability”. The \( r(i, j) \) is set to \( s(i, i) \) minus the maximum similarity between the filter \( w_{ki} \) and the other filters. Afterwards, if a filter is assigned to other samples, its availability degree is all less than zero in Equation (6), which further reduces the validity of \( s(i, j') \) in Equation (4) and thus will be removed from the candidate samples.

For \( i = j \), the “self-responsibility” is defined as follows:

\[ r(i, i) \leftarrow s(i, i) - \max_{i' \neq i} (s(i, i')) \]  

(5)

It is set to \( s(i, i) \) minus the maximum similarity between the filter and the other filters. It reflects the possibility that the filter is an example.

As for availability, its update rule is first given as follows.

\[ a(i, j) \leftarrow \min \left\{ 0, r(j, j) + \sum_{j'} \text{s.t.} \, j' \neq i, j \max(0, r(i', j)) \right\} \quad \text{s.t.} \quad 1 \leq i, j \leq c_k, \, i \neq j \]  

(6)
The availability \( a(i, j) \) is set to the sum of \( r(j, j) \) plus the other responsibilities of the filter. \( \max() \) excludes the negative responsibility, since only good filters (positive responsibility) need to be focused on. \( r(j, j) < 0 \) indicates that the filter is better suited to belong to another paradigm rather than the paradigm itself. It can be seen that the availability of a filter as an exemplar increases if some other filter has a positive responsibility towards it. Thus, the degree of belonging reflects the suitability of the choice as its paradigm, as it takes into account the support of other filters that should be used as paradigms. Finally, \( \min() \) limits the effect of strong positive responsibility so that the sum cannot exceed zero.

For \( i = j \), the “self-availability” is given as:

\[
a(i, i) \leftarrow \sum_{i' \neq i}^{i} \max(0, r(i', i))
\]

(7)

This reflects that the filter \( w_{ki} \) is an example of the positive responsibilities based on other filters.

The updates of responsibility and availability are iterative. To avoid numerical oscillations, consider the weighted sum of each message at the \( t \)-th update stage.

\[
r^t(i, j) = \lambda \cdot r^{t-1}(i, j) + (1 - \lambda) \cdot r^t(i, j)
\]

(8)

\[
\alpha^t(i, j) = \lambda \cdot \alpha^{t-1}(i, j) + (1 - \lambda) \cdot \alpha^t(i, j)
\]

(9)

where \( 0 \leq \lambda \leq 1 \) is the weighting factor.

After a fixed number of iterations, the filter, as its example, satisfies.

\[
\arg\max_j r(i, j) + \alpha(i, j) \text{ s.t. } 1 \leq j \leq c_k
\]

(10)

when \( i = j \), the filter selects itself as an example. All the selected filters make up the examples. Therefore, the number of samples is adaptive and there is no artificial identification.

3.2. Channel Pruning Based on Batch Normalization (BN) Layer Scaling Factor

The Batch Normalization (BN) layer has been widely used in neural networks due to its role in accelerating the convergence of the network and is generally placed in the next layer of the convolutional layer to normalize the features to the output of the convolutional layer, allowing each layer of the network to learn on its own, slightly independent of the other layers. BN layer has two optimization parameters—the scaling factor and the offset factor—which fine-tune the normalized feature data so that the feature values can learn the distribution of features in each layer. The Algorithm 1 is the forward propagation process.

---

**Algorithm 1** Batch Normalizing Transform.

Input: values of \( x \) over a mini-batch: \( B = \{x_1, x_2, \ldots, x_m\} \); Parameters to be learned: \( \gamma, \beta \)

Output: \( \{y_i = \text{BN}_{\gamma, \beta}(x_i)\} \)

1. \( \mu_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} x_i \)  //mini-batch mean
2. \( \sigma^2_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_B)^2 \)  //mini-batch variance
3. \( \hat{x}_i \leftarrow \frac{x_i - \mu_B}{\sqrt{\sigma^2_B + \xi}} \)  //normalize
4. \( y_i \leftarrow \gamma \hat{x}_i + \beta \equiv \text{BN}_{\gamma, \beta}(x_i) \)  //scale and shift

\( \mu_B \) is the mean of the input and \( \sigma^2_B \) is the variance. The convolution layer produces a feature map for each filter when the convolution operation is performed, and each feature map has a unique correspondence when normalization is performed. Thus, the feature map can be determined by the scaling factor and then the corresponding filter can be selected by the feature map, from which the importance of the filter can be determined.
3.3. Fusion Pruning

In order to achieve the most refined and simplified network model structure, the fusion pruning method combines two pruning methods, filter clustering and information entropy hierarchy, to remove the redundant filters and channels. On the one hand, the redundant filters are searched for from the filter perspective. On the other hand, based on the information entropy hierarchy, the importance between each layer is judged from the layer perspective to determine the pruning rate of each layer, and then channel pruning is performed to remove the redundant channels.

Since the importance of each layer of the convolutional layer is different, pruning with the same pruning rate may lead to pruning of important features of some layers. Therefore, a channel pruning method of the information entropy hierarchy based on the scale factor of the BN layer is proposed. Based on the range of scaling factor value sizes, this value interval is divided equally into a number of intervals, denoted as N, and counts the probability of each weight in different intervals. The entropy value can be calculated by the following equation.

\[
S_j^i = -\sum_{n=1}^{N} p_n \log p_n
\]

where \(S_j^i\) denotes the entropy value of the \(j\)-th scaling coefficient in the \(i\)-th layer, and \(p_n\) denotes the probability that the scaling factor is in a certain interval.

\[
T_i = \sum_{j=1}^{J} S_j^i
\]

\(J\) denotes the total number of features in the current layer. \(T_i\) is the final score entropy value of the current layer, which can reflect the dispersion degree of the current layer. According to the degree of dispersion by which the layer weight fluctuation size can be known, the greater the fluctuation, the more features contained, and vice versa, the less features contained. The K-class pruning rate can be set and the entropy value can be classified using k-means. According to the classification results, they correspond to different pruning rates—a high entropy value corresponds to a low pruning rate and a low entropy value corresponds to a high pruning rate. Algorithm 2 represents the k-means clustering process.

In this paper, it is pruned by the pruning method mentioned above to achieve a network model with maximum proportional compression. Figure 4 shows different pruning strategies for different network structures. Algorithm 3 describes the fusion pruning process. The fusion pruning algorithm takes the training data, the original VGG16 network, the initialized weights, and the high and low pruning rates as input and the network obtained after pruning as output.

![Figure 4. Different network pruning strategies.](image-url)
Algorithm 2 The K-Means Clustering.

Input: sample set \( T = \{T_1, T_2, \ldots, T_m\} \)
Number of clusters \( K \)

Process:
1. \( K \) samples are randomly selected from \( T \) as the initial mean vector: \( \{\xi_1, \xi_2, \ldots, \xi_k\} \)
2. repeat
3. Cause \( C_i = \emptyset \) (\( 1 \leq i \leq k \))
4. for \( j = 1, 2, \ldots, m \) do
5. Calculate the distance between the sample \( T_j \) and each mean vector \( \xi_i \) (\( 1 \leq i \leq k \)):
   \[ d_{ji} = \|T_j - \xi_i\|_2; \]
6. Determined from the nearest mean vector \( T_j \) of the cluster markers:
   \[ \rho_j = \arg \min_{i \in \{1,2,\ldots,k\}} d_{ji}; \]
7. Place the samples \( T_j \) Classify into the appropriate clusters \( C_{\rho_j} = C_{\rho_j} \cup \{T_j\} \)
8. end for
9. for \( i = 1, 2, 3 \ldots, K \) do
10. Calculate the new mean vector: \( \xi'_i = \frac{1}{|C_i|} \sum_{T \in C_i} T \)
11. if \( \xi'_i \neq \xi_i \) then
12. Update the current mean vector \( \xi_i \) to \( \xi'_i \)
13. else
14. Keep the current mean vector constant
15. end if
16. end for
17. until none of the current mean vectors are updated

Output: Cluster division \( C = \{C_1, C_2, \ldots, C_k\} \)

Algorithm 3 Fusion Pruning Algorithm.

1. Trained the original VGG16 network on the training set.
2. Selection of convolutional layers for prunable networks.
3. Clustering of the network to obtain \( m \) categories.
4. Obtain the redundant filters to be removed, based on the samples from each category.
5. After step 2, calculate the entropy value using a range of scaling factor values.
6. Determine the pruning rate of each layer by dividing into \( N \) classes using k-means.
7. Ranking the scaling factors of each convolutional layer and obtaining the channels to be removed according to the pruning rate \( P \) of that layer.
8. Merge the results obtained in steps four and seven.
9. Remove the sum obtained in step eight after step two to obtain the streamlined network structure.
10. Fine-tuning the new network on the training data to get the final model.

4. Experiment

In order to verify the effectiveness of the model pruning algorithm, the experimental session of this paper will be based on the pytorch framework, based on the VGG model and the Resnet model.

The experimental equipment used in this paper is based on Windows 10 with processor Intel(R) Core(TM) i5-10300H CPU @ 2.50GHz, graphics card NVIDIA GeForce GTX 1650, in virtual environment PyCharm 2020.1.2 (Professional Edition), pytorch 1.8.0, torchversion 0.9.0, CUDA version 10.2.89.

First, experiments were conducted for pruning tests on a dataset containing 10 common objects, CIFAR-10. The CIFAR-10 dataset has a total of 60,000 images, all \( 32 \times 32 \) pixels in size in color, divided into 10 categories in total. When conducting the experiments, they were generally divided into 50,000 training set images and 10,000 validation set images.

We select several existing algorithms and compare them objectively with the algorithm proposed in this paper in accuracy and parameter compression ratio to verify the advantages and disadvantages of the fusion pruning algorithm. The experimental results
of different pruning algorithms are compared on the CIFAR-10 dataset based on the vgg16 model and the resnet56 model.

As shown in Table 1, we analyzed on cifar10 through VGG16 and ResNet56. More detailed analyses are provided as below:

| Model       | Acc       | Flops (M) | Pruning Rate (%) | Param (M) | Pruning Rate (%) |
|-------------|-----------|-----------|------------------|-----------|------------------|
| VGGNet-16   | baseline  | 0.9351    | 626.39           | 14.72     | -                |
|             | NS [25]   | 0.9355    | 306.68           | 51.04     | 1.83             | 87.6            |
|             | FPGM      | 0.9357    | 412.06           | 34.22     | 5.25             | 64.33           |
|             | proposed  | 0.9312    | 153.21           | 75.54     | 5.31             | 90.69           |
| ResNet-56   | baseline  | 0.9323    | 126.52           | -         | 0.85             | -               |
|             | NS [25]   | 0.9291    | 64.92            | 48.69     | 0.41             | 51.76           |
|             | DCF [35]  | 0.9326    | 55.78            | 55.91     | 0.36             | 57.65           |
|             | FilterSketch [39] | 0.9316   | 73.36            | 42.02     | 0.51             | 40              |
|             | HRank [12] | 0.9319   | 62.70            | 50.44     | 0.49             | 42.35           |
|             | KSE(G = 4) [40] | 0.9322   | 60.03            | 52.55     | 0.43             | 49.41           |
|             | proposed  | 0.9321    | 45.78            | 63.82     | 0.31             | 63.53           |

**VGGNet-16.** After pruning and fine-tuning, several different algorithms’ accuracy variation is shown in Figure 5 below, and it can be found that the final convergence values do not differ much. The accuracy of the proposed pruning method did not lose much accuracy compared to the other algorithms, which is in accordance with the experimental expectations. As shown in Table 1 below, it can be found that the FPGM uses a geometric center-based filter evaluation metric with a small difference in accuracy, but only 34.22% reduction in floating point computation. The literature [25] reduces half of the computation by sparsifying the scale factor evaluation and reduces the parameter volume to 1.83 M. Compared with other algorithms, the algorithm in this paper prunes from both filter and channel perspectives, which greatly compresses the number of parameters as well as the computation volume while ensuring that the pruning accuracy remains basically the same, and achieves the purpose of streamlining and accelerating the network model.

**ResNet-56.** On CIFAR10, with similar parameters and FLOPs, our algorithm based on information entropy stratification enables ResNet56 to obtain an accuracy of 93.21% with 0.31 M parameters and 45.78 M FLOPs, respectively. In addition, using our fusion pruning algorithm is effective in reducing the computation with a slight loss of accuracy. This shows that our algorithm is suitable for pruning residual blocks.
5. Case Study

5.1. Development of the Internet of Things (IoT)

Since the launching of Google’s head-mounted device, quite a lot of attention has been paid to wearable (electronic) devices. In recent years, major technology companies have also started to develop novel wearable devices. Samsung launched its first smartwatch, the Samsung Galaxy Gear, in 2013, and Apple followed a year or so later with its own smartwatch offshoot, the Apple Watch. In the field of virtual reality, HTC also announced a new generation of VR headsets in 2016, which allows users to move freely in virtual space-time. It shows that wearable devices have significant market space and have a wide range of applications, including health, entertainment, and military. For example, wearable sensing can provide responsive early warning to patients following episodes of Parkinson’s disease, heart attack, sleep apnea, and other diseases. In these sudden moments, patients are likely to lose consciousness or mobility instantly, and wearable devices can save lives. For certain body signals that are difficult to observe directly, such as pulse and sweat secretion, IoT devices can achieve timely and continuous detection, and can sustainably make health assessment to protect life. On the other hand, IoT applications are not uncommon in life. Kumar [41] proposes a public transportation system mask detection system to guarantee public transportation safety. Tarek [42] designs a tomato leaf disease identification workstation to guard the healthy growth of vegetables.

The proliferation of mobile Internet devices and various embedded devices has created a world full of rich information. Applying deep learning techniques to IoT applications can make better use of the data collected by IoT sensors such as sound, images, etc.

Deploying deep learning solutions in IoT applications typically follows the following processes: training first, then deployment. Deep learning algorithms include both training and inference components. Training is the process of extracting valid information from existing data, while inference is the procedure of using the extracted valid information to process the data to be processed. Training a large deep learning model is a high resource process. When applying deep learning techniques to an IoT environment, the training process is usually done in a server with huge computing power before the trained model is deployed in an IoT device. However, a major design requirement for IoT devices is low power consumption, which often means limited computing power as well as storage space. Therefore, we pruned the complex network before deployment. The network pruning is intended to make the model smaller and the running time faster, suitable for deployment on IOT devices or wearable devices with weak computing power.

The purpose of the research in this section is to deploy the algorithm to the embedded platform. To demonstrate the performance on IoT devices, this experiment uses a common mobile terminal as a platform for target recognition testing. The experimental environment is Android Studio 2020.3.1, simulated device Pixel 4 API 30 Android 11.0 1080*2280:440dpi, cpu x86.

5.2. NCNN Framework

Deploying algorithms to end devices requires a deep learning framework that can achieve inference acceleration on embedded platforms. NCNN is Tencent’s open source deep learning forward framework, which has no dependency on third-party libraries and is relatively small in size and is convenient to use for deployment on the embedded platform. NCNN is not only optimized for CPU acceleration on ARM platforms, but also supports GPU acceleration. NCNN provides an interface to use Vulkan, so in practice you only need to compile the GPU version of the NCNN library, and then use GPU acceleration for model inference via Vulkan, and it is very easy to use with a single line of code command to enable GPU acceleration.

The NCNN framework builds the network and the inference process as shown in Figure 6. First, the NCNN network interface is built, then the model is initialized, and the model parameter file and the model weight file are loaded. Second, the processed network input is read, and then the network extractor is created and used to perform the forward
inference process to obtain the network output, where the names of the network input and output should be consistent with those in the model parameter file.

Figure 6. The NCNN framework for building networks and the inference process.

5.3. Model Conversion

The algorithm in this paper will get the model file and weight file after design and training in the Pytorch framework, but NCNN does not provide the interface to convert the Pytorch model to NCNN model directly. NCNN provides interfaces for conversion of caffe framework and onnx model formats, but the caffe framework does not provide interfaces for model conversion from Pytorch to caffe. Therefore, in this paper, we choose to convert the model from torch to the intermediate format onnx first, and then from onnx format to NCNN model, and verify the results at each conversion format. Finally, we can get the model parameter files and model weight files in NCNN format. The model conversion process is shown in Figure 7.

Figure 7. Model conversion schematic.

5.4. System Construction

The flow of deploying running target recognition algorithms to identify objects based on the NCNN framework is shown in Figure 8.

Figure 8. System Architecture Diagram.
After obtaining the compressed model, we proceeded to deploy it on a mobile platform with ARM instruction set. We take VGG16 as an example to test. The over-parameterized model was implemented and trained using the Pytorch deep learning framework, which provides good computational support for X86 instruction set CPUs and Nvidia GPUs but cannot run on ARM instruction set CPUs. For this reason, we use the ONNX (Open Neural Network Exchange) specification as a transit to convert the computational graph and parameters of the model to the file format used by NCNN, and then use NCNN to perform the inference on the cell phone side. The following Figure 9 shows the running results. Table 2 compares the change in time consumption before and after pruning.

![Figure 9. Actual running results of the target recognition system. (a) is on cpu identification. (b) is on gpu identification.](image)

| Model          | Time     |
|----------------|----------|
| original model | 573.04 ms|
| proposed model | 252.84 ms|

6. Conclusions

In order to obtain a more streamlined and compact network model with basically the same model accuracy, this paper proposes a fusion pruning method, which first uses filter clustering to avoid an overly concentrated weight distribution, and then prunes to remove unimportant channels according to the BN layer scaling factor based on information entropy stratification, and the two are combined to achieve maximum compression. The experimental results show that the algorithm makes the computation compressed by a factor of 4.1 and the number of parameters by a factor of 10.74 while maintaining accuracy on VGG16. There are also pretty good results on ResNet56. After the algorithm is deployed to the device for testing, it still shows excellent performance. The current experiments have
proved that, compared with the original deep learning model, the algorithm proposed in this paper has great improvements in both running time and space. The optimized model deployment is only on the mobile side, not really running on wearable devices, and its performance and expansion space have not been fully verified. Our future work will be carried out in this area, and we will try to add quantification methods to further optimize the model.
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