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Abstract—This paper presents control strategies based on time-varying convergent higher order control barrier functions for a class of leader-follower multi-agent systems under signal temporal logic (STL) tasks. Each agent is assigned a local STL task which may be dependent on the behavior of agents involved in other tasks. The leader has knowledge on the associated tasks and controls the performance of the subgroup involved agents. Robust solutions for the task satisfaction, based on the leader's accessibility to the follower agents' states are suggested. Our approach finds solutions to guarantee the satisfaction of STL tasks independent of the agents' initial conditions.

I. INTRODUCTION

Improved capabilities of coordination in a group of systems over single-agent systems to handle task complexity and robustness to agent failures, makes the field of multi-agent systems a popular research topic. However, many complex tasks may not be defined as stand-alone traditional control objectives and need employing some tools from computer science such as formal verification in order to define general task specifications in temporal logic formulations that induce a sequence of control actions [1]. Among those formulations, signal temporal logic (STL) is more beneficial as it is interpreted over continuous-time signals [2], allows for imposing tasks with strict deadlines and introduces quantitative robust semantics [3].

Leader-follower approaches, where a subset of agents are responsible for guiding the whole group to satisfy STL tasks, will contribute to important attributes of multi-agent systems such as scalability. Some recent researches in the leader-follower framework have focused on leader selection for optimal performance [4] or prescribed performance control strategies [5]. However, they don’t take into account complex tasks with space and time constraints prescribed by STL.

We present control strategies for first and second order leader-follower networks under local STL tasks. For this aim, we present a notion of time-varying convergent higher order control barrier functions (TCHCBF) to address the high relative degree constraints in the case of second order agent dynamics. Control barrier functions [6] guarantee the existence of a control law that renders a desired set forward invariant. Nonsmooth and higher order control barrier functions are provided in [7] and [8], respectively. Nevertheless, appropriate control barrier functions to maintain the desired behavior of leader-follower multi-agent systems under STL tasks haven’t been introduced yet, to the best of our knowledge. We consider connected graph topologies where each local STL task is defined on a subset of connected agents containing one leader. The leader agent has the knowledge of the associated local task and is responsible for its satisfaction. The followers are not aware of the prescribed tasks and don’t have any control authority to meet them.

We first consider the case of first order dynamics leader-follower networks. Due to the deficiencies in the rank of the input matrix, there exist singularities in the associated constraints. This issue results from the under-actuated property of the system caused by the follower agents which are not influenced by direct actuation. We tackle the singularities by providing novel barrier function certificates for specific graph topologies to guarantee fixed-time convergence to the specified safe sets and remaining there onwards. We call these sets fixed-time convergent and forward invariant. We then consider second order leader-follower networks, where the relative-degree of each agent is two. Moreover, there exist again singularities which cause infeasibilities in the satisfaction of required constraints due to the existence of follower agents. We provide higher order convergent control barrier functions and singularity avoidance solutions to satisfy specifications. In this paper, we extend our previous work [9] for the framework of leader-follower networks, where control barrier certificates for first and second order dynamics leader-follower networks based on the knowledge of the leader from the followers are provided, which guarantee convergence and forward invariance of the desired sets. We provide relaxed barrier certificates for the input signal in the presence of partial knowledge of the leader from the network, while there is no need for the leader to know the upper bound of the norm corresponding to the dynamic terms of non-neighbor agents. This upper-bound determines the ultimate convergent set for the network under the specified tasks.

The rest of the paper is organized as follows. Section II gives some preliminaries on STL, leader-follower multi-agent systems and time-varying barrier functions. First order systems are considered in Sections III and VI. Higher order leader-follower networks are considered in Section V. Simulation results and some concluding points are presented in Sections V and VI, respectively.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Signal temporal logic (STL)

Signal temporal logic (STL) [2] is based on predicates \( \nu \) which are obtained by evaluation of a continuously differen-
tiable predicate function $h : \mathbb{R}^d \to \mathbb{R}$ as $\nu := \top$ (True) if $h(x) \geq 0$ and $\nu := \bot$ (False) if $h(x) < 0$ for $x \in \mathbb{R}^d$. The STL syntax is then given by

$$\phi := \top \mid \neg \phi \mid \phi \land \phi' \mid \phi U_{[a,b]} \phi'',$$

where $\phi'$ and $\phi''$ are STL formulas and $U_{[a,b]}$ is the until operator with $a \leq b < \infty$. In addition, define $F_{[a,b]} \phi := \top U_{[a,b]} \phi$ (eventually operator) and $G_{[a,b]} \phi := \neg F_{[a,b]} \neg \phi$ (always operator). Let $(x, t) \models \phi$ denote the satisfaction relation. A formula $\phi$ is satisfiable if $\exists x : \mathbb{R}_0 \to \mathbb{R}^d$ such that $(x, t) \models \phi$.

**Definition 1** [2] (STL Semantics): For a signal $x : \mathbb{R}_0 \to \mathbb{R}^d$, the STL semantics are recursively given by:

$$(x, t) \models \nu \iff h(x) \geq 0,$$

$$(x, t) \models \neg \phi \iff \neg((x, t) \models \phi),$$

$$(x, t) \models \phi \land \phi' \iff (x, t) \models \phi \land (x, t) \models \phi',$$

$$(x, t) \models \phi U_{[a,b]} \phi'' \iff \exists t_1 \in [t + a, t + b] \text{ s.t.} (x, t_1) \models \phi'' \land \forall t_2 \in [t_1, (x, t_2) \models \phi',$$

$$(x, t) \models F_{[a,b]} \phi \iff \exists t_1 \in [t + a, t + b] \text{ s.t.} (x, t_1) \models \phi,$$

$$(x, t) \models G_{[a,b]} \phi \iff \forall t_1 \in [t + a, t + b] \text{ s.t.} (x, t_1) \models \phi.$$

**B. Leader-follower multi-agent systems**

Consider a connected undirected graph $G := (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} := \{1, \ldots, n\}$ indicates the set consisting of $n$ agents and $\mathcal{E} \in \mathcal{V} \times \mathcal{V}$ represents communication links. Without loss of generality, we suppose the first $n_f$ agents are followers and the last $n_l$ agents as leaders, with corresponding vertices, sets denoted as $\mathcal{V}_f := \{1, \ldots, n_f\}$ and $\mathcal{V}_l := \{n_f + 1, \ldots, n_f + n_l\}$, respectively, with $n_f + n_l = n$. Let $p_i \in \mathbb{R}^d$, $v_i \in \mathbb{R}$ and $u_i \in \mathbb{R}$ denote the position, velocity and control input of agent $i \in \mathcal{V}$, respectively. Moreover, $\mathcal{N}_i$ denotes the set of neighbors of agent $i$ and $|\mathcal{N}_i|$ determines the cardinality of the set. In addition, we define the stacked vector of all elements in the set $\mathcal{X}$ with cardinality $|\mathcal{X}|$, as $[x_i]_{i \in \mathcal{V}} := [x_{i,1}, \ldots, x_{i,d}]^\top$, $i_1, \ldots, i_d \in \mathcal{X}$. Then, the $1$st order dynamics of agent $i$ can be described as

$$\dot{p}_i = f_1^i(p_i, [p_{j,d}]_{j \in \mathcal{N}_i}) + b_i g_1^i(p_i) u_i,$$

where $b_i = 0$, $i \in \{1, \ldots, n_f\}$, indicates the followers and $b_i = 1$, $i \in \{n_f + 1, \ldots, n_f + n_l\}$, denotes the leaders. In addition, $f_1^i : \mathbb{R}^d \to \mathbb{R}^{d} \times 2|\mathcal{N}_i| \to \mathbb{R}$, $g_1^i : \mathbb{R} \to \mathbb{R}$ are assumed to be locally Lipschitz differentiable functions.

We also introduce the $2$nd order dynamics for the followers for $b_i = 0$ and the leaders for $b_i = 1$ as follows.

$$\dot{p}_i = v_i,$$

$$\dot{v}_i = f_2^i(p_i, [p_{j,d}]_{j \in \mathcal{N}_i}, v_i, [v_{j,d}]_{j \in \mathcal{N}_i}) + b_i g_2^i(v_i) u_i,$$

in which $f_2^i : \mathbb{R}^{2d} \times 2|\mathcal{N}_i| \to \mathbb{R}$, $g_2^i : \mathbb{R} \to \mathbb{R}$ are locally Lipschitz continuous functions.

We consider the STL fragment

$$\psi := \top | \psi' \land \psi'',$$

$$\phi := G_{[a,b]} \psi' F_{[a,b]} \psi' U_{[a,b]} \psi'' \land \phi' \land \phi'',$$

where $\psi', \psi''$ are formulas of class $\psi$ in (3a) and $\phi', \phi''$ are formulas of class $\phi$ in (3b). It is worth mentioning that these formulas can be extended to consider disjunctions (\lor) using automata based approaches [10].

Consider formulas $\phi^*$ and $\phi^d$ of the form (3b), corresponding to the $1$st and $2$nd order leader-follower multi-agent systems, respectively. The formula $\phi^*$ (resp. $\phi^d$) consists of a number of temporal operators and its satisfaction depends on the behavior of the set of agents $\mathcal{V} := \{1, \ldots, n\}$. By behavior of an agent $i$, we mean the state trajectories that evolve according to (1) (resp. (2)).

**Assumption 1** Predicate functions in $\phi^*$ (resp. $\phi^d$) are concave.

Concave predicate functions contain linear functions as well as functions corresponding to reachability tasks ($\|x - p\|^2 \leq \epsilon$, $p \in \mathbb{R}^n$, $\epsilon \geq 0$). As the minimum of concave predicate functions is again concave, they are useful in constructing valid control barrier functions [11, Lemmas 3, 4].

Based on (1) and (2), we write the stacked dynamics for the set of agents in $i \in \mathcal{V}$, as

$$\dot{x}_i = f^i(x^s) + g^i(x^s)u_i,$$

for the $1$st order dynamics and

$$\dot{x}_i = f^d(x^s) + g^d(x^s)u_i,$$

for the $2$nd order dynamics, where $x_i := [x_{i,1}, \ldots, x_{i,d}]^\top$, $i_1, \ldots, i_d \in \mathcal{X}$.

Without loss of generality, we consider functions $f_1^i(x^s)$ and $f_2^i(x^s)$ as $f_1^i(x^s) = f_2^i(x^s) = f_1(x^s) + \sum_{j \in \mathcal{V}_f, j \neq i} f_2^i(j, x^s_i, x^s_j)$ and $f_2^i(x^s) = f_2^i(x^s) + \sum_{j \in \mathcal{V}_l, j \neq i} f_2^i(j, x^s_i, x^s_j)$, respectively. The local dynamic function $f_2^i(j, x^s_i, x^s_j)$ contains the terms of $f_2^i(x^s)$ which are only dependent on $p^i_j$, and $f_2^i(x^s)$ contains the terms of $f_2^i(x^s)$ which are dependent on agent $j \in \mathcal{V}, j \neq i$ as well. The same holds for $f_2^d(x^s)$. We assume local dynamics of the agents are stable. For the case of one leader, with follower and leader sets $\mathcal{V}_f := \{1, \ldots, n - 1\}$ and $\mathcal{V}_l := \{n\}$, respectively, the input matrices and control input signal are defined as $g_i^d(\cdot) := \left[ 0_{n - 1 \times 1}^T, g_n^d(\cdot) \right]^T$, $g_i^d(\cdot) := \left[ 0_{n - 1 \times 1}^T, g_n^d(\cdot) \right]^T$, and $u := u_n \in \mathbb{R}$. Note that the input matrices $g_i^d(\cdot)$ and $g_i^d(\cdot)$ are not full row rank.

**Definition 2** [6] A continuous function $\lambda : (-\delta, \delta) \to \mathbb{R}$ for some $a, b > 0$ is called an extended class $\mathcal{K}$ function if it is strictly increasing and $\lambda(0) = 0$.

**C. Time-varying barrier functions**

Let $b^d(x^s, t) : \mathbb{R}^n \times \mathbb{R}_0 \to \mathbb{R}$ (resp. $b^d(x^s, t) : \mathbb{R}^n \times \mathbb{R}_0 \to \mathbb{R}$) be a piece-wise differentiable function. The time-varying barrier function $b^d(x^s, t)$ (resp. $b^d(x^d, t)$) is built corresponding to the STL task $\phi^d$ (resp. $\phi^d$) related to the multi-agent system (3) (resp. (5)). Consider the $1$st order dynamic network (4). Following the procedure in [11], we construct the barrier function, piece-wise continuous in the second argument, for the conjunctions of a
number of \( q^u \) single temporal operators in \( \phi^u \), by using a smooth under-approximation of the min-operator. Accordingly, consider the continuously differentiable barrier functions \( h^u_j(x^u, t), j \in \{1, \ldots, q^u\} \), corresponding to each temporal operator in \( \phi^u \). Then, we have \( \min_{j \in [1, \ldots, q^u]} h^u_j(x^u, t) \approx \frac{-1}{\eta^u} \ln \left( \sum_{j=1}^{q^u} \exp(-\eta^u h^u_j(x^u, t)) \right) \), with parameter \( \eta^u > 0 \) that is proportionally related to the accuracy of this approximation. In view of [11, Steps A, B, and C], the corresponding barrier function to \( \phi^u \) could be constructed as

\[
h^u(x^u, t) := \frac{-1}{\eta^u} \ln \left( \sum_{j=1}^{q^u} \exp(-\eta^u h^u_j(x^u, t)) \right),
\]

where each \( h^u_j(x^u, t) \) is related to an always or eventually operator specified for the time interval \([a_j, b_j]\). Whenever the \( j \)th temporal operator is satisfied, its corresponding barrier function \( h^u_j(x^u, t) \) is deactivated and hence a switching occurs in \( h^u(x^u, t) \). This time-varying strategy helps reducing the conservatism in the presence of large numbers of conjunctions [11]. Due to the knowledge of \([a_j, b_j]\), the switching instants can be known in advance. Denote the switching sequence as \( \{t_0 := t_0, \tau_1, \ldots, \tau_p\} \). At time \( t \geq \tau_1 \), the next switch occurs at \( t_{\tau_1+1} := \arg\min_{b_j \in \{b_1, \ldots, b_{p} \}} \{\zeta(b_j, t), l \in \{0, \ldots, p^u - 1\}\} \), where \( \zeta(b_j, t) := \begin{cases} 0 & \text{if } b_j = t, b_j - t > 0 \\ \infty & \text{otherwise} \end{cases} \).

**Definition 3 (Forward Invariance)** Consider the set

\[
C^u(t) := \{x^u \in \mathbb{R}^n | h^u(x^u, t) \geq 0 \}.
\]

The set \( C^u(t) \) is forward invariant with a given control law \( u \) for \( \phi^u \). If for each initial condition \( x^u_0 \in C^u(t_0) \), there exists a unique solution \( x^u : [t_0, t_1] \to \mathbb{R}^n \) with \( x^u(t_0) = x^u_0 \), such that \( x^u(t) \in C^u(t) \) for all \( t \in [t_0, t_1] \).

If \( C^u(t) \) is forward invariant, then it holds that \( x^u \models \phi^u \). Note that since at each switching instant, one control barrier function \( h^u_j(x^u, t) \) is removed from \( h^u(x^u, t) := \frac{-1}{\eta^u} \ln \left( \sum_{j=1}^{q^u} \exp(-\eta^u h^u_j(x^u, t)) \right) \), the set \( C^u(t) \) is non-decreasing at these switching instants. Hence, for each switching instant \( \tau_i \), it holds that \( \lim_{t \to \tau_i} C^u(t) \subseteq C^u(\tau_i) \), where \( \lim_{t \to \tau_i} C^u(t) \) is the left-sided limit of \( C^u(t) \) at \( t = \tau_i \).

We also assume that the set \( C^u \) is compact and non-empty.

**Definition 4** We denote the set \( C^u(t) \) to be **fixed-time convergent** for \( \phi^u \), if there exists a user-defined, independent of the initial condition, and finite time \( T^u > t_0 \), such that \( \lim_{t \to T^u} x^u(t) \in C^u(t) \). Moreover, the set \( C^u(t) \) is **robust fixed-time convergent** if \( \lim_{t \to T^u} x^u(t) \in C^u(t) \), where \( C^u(t) \subseteq C^u(t) \), and **robust convergent** for \( \phi^u \), if \( \lim_{t \to \infty} x^u(t) \in C^u(t) \). The set \( C^u(t) \) is characterized as

\[
C^u(t) := \{x^u \in \mathbb{R}^n | h^u(x^u, t) \geq -e_{\text{max}}^u \},
\]

where \( e_{\text{max}}^u \) is a bounded and positive value.

The same properties hold for the barrier functions \( h^u(x^u, t) \) and the set \( C^u(t) \) corresponding to the 2\( nd \) order dynamic network \( \phi^u \) under the task \( \phi^u \).

**III. FIRST ORDER LEADER-FOLLOWER MULTI-AGENT SYSTEMS**

In this section, we provide conditions to guarantee the fixed-time convergence property of the set \( C^u(t) \) corresponding to the STL task of the form \( \phi^u \), using control barrier certificates for a network of 1\( st \) order leader-follower agents, based on the leader information of the involved followers. Consider the leader-follower network \( \phi^u \) under the task \( \phi^u \). Let \( h^u(x^u, t) \) define a time-varying barrier function for this system. Next, we provide a Lemma to guarantee the fixed-time convergence and forward invariance of the set \( C^u(t) \) given in (7) for system \( \phi^u \), under the following assumption.

**Assumption 2** The leader agent corresponding to the graph \( G := (V, E) \) subject to the task \( \phi^u \) has knowledge of the functions \( \frac{\partial h^u(x^u, t)}{\partial x^u} \) and dynamics \( f^u_i(x^u) \), \( i \in \{1, \ldots, n\} \).

A special case satisfying Assumption 2 is the star topology network with a leader in the middle.

**Lemma 1** Consider a leader-follower network subject to the dynamics \( \phi^u \) containing one leader, under STL task \( \phi^u \) satisfying Assumption 2. Suppose that the leader satisfies Assumption 2. Let \( h^u(x^u, t) \) be a time-varying barrier function associated with the task \( \phi^u \), specified in Section II-C. If for some open set \( S^u \times \mathbb{R}^n \subseteq C^u(t) \), \( \forall t \geq t_0 \), and for all \( x^u(t) \in S^u \times \{\tau_1, \tau_1+1\} \), \( l \in \{0, \ldots, p^u - 1\} \), for some constants \( 0 < \gamma_1^u < 1, \gamma_2^u > 1, \alpha^u > 0, \beta^u > 0 \) such that

\[
\frac{1}{\alpha^u(1-\gamma_1^u)} + \frac{1}{\beta^u(1-\gamma_2^u)} \leq \frac{\min_{l \in \{0, \ldots, p^u - 1\}} \{\tau_1 + 1 - \tau_l\}}{} \]

there exists a control law \( u_n \) satisfying

\[
\sum_{i=1}^{N} \left( \frac{\partial h^u(x^u, t)}{\partial x^u} f^u_i(x^u) + \frac{\partial h^u(x^u, t)}{\partial x^u} g^u_i(x^u) u_n \right) \geq -\alpha^u \text{sgn}(h^u(x^u, t)) |h^u(x^u, t)|^2 \] \[
+ \beta^u \text{sgn}(h^u(x^u, t)) |h^u(x^u, t)|^2 \] \[
+ \alpha^u \text{sgn}(h^u(x^u, t)) |h^u(x^u, t)|^2 \]

then the set \( C^u(t) \) is fixed-time convergent and forward invariant. Hence, \( x^u \models \phi^u \).

**Proof:** Consider the inequality (8) and dynamics (3). Since the leader control signal \( u_n \) is the only external input responsible for controlling the network, and under Assumption 2 the inequality (8) can be written as follows:

\[
\frac{\partial h^u(x^u, t)}{\partial x^u} (f^u(x^u) + g^u(x^u) u_n) + \frac{\partial h^u(x^u, t)}{\partial t} \] \[
+ \alpha^u \text{sgn}(h^u(x^u, t)) |h^u(x^u, t)|^2 \] \[
+ \beta^u \text{sgn}(h^u(x^u, t)) |h^u(x^u, t)|^2 \]

Now, consider the satisfaction of (9) for all \( x^u(t) \in S^u \times \{\tau_1, \tau_1+1\} \) under a control input \( u := u_n \in \mathbb{R} \) with positive constants \( \gamma_1^u < 1, \gamma_2^u > 1, \alpha^u, \beta^u \). Note that by \( \lim_{t \to \tau_1} C^u(t) \subseteq C^u(\tau_1) \), it is sufficient to ensure convergence and forward invariance of \( C^u(t) \) for each \( \{\tau_1, \tau_1+1\} \). This is due to the fact that if \( h^u(x^u, t) \in C^u(t) \) for all \( t \in \{\tau_1, \tau_1+1\} \), then
Consider the function $V^s(x^s, t) = \max \{0, -b^s(x^s, t)\}$. Then, for $x^s(t_0) \in C^s(t_0)$ ($b^s(x^s, t) \geq 0$) we have $V^s(x^s, t) = 0$ for all $t \geq t_0$ by the Comparison Lemma [12]. Hence, the set $C^s(t)$ is forward-invariant. Moreover, for $x^s(t_0) \in S^s \setminus C^s(t_0)$ ($b^s(x^s, t) < 0$), we get $V^s(x^s, t) = -b^s(x^s, t)$. Thus, $\mathcal{E}_f^s$ can be written as

$$\dot{V}^s(x^s, t) \leq -\alpha^s V^s(x^s, t) \gamma^s - \beta^s V^s(x^s, t) \gamma^s,$$

which guarantees the finite-time convergence of $V^s(x^s, t)$ within $T^s \leq \frac{1}{\beta^s} \left( 1 - \frac{1}{\sqrt{\alpha^s}} \right)$ and staying there onwards, according to [12]. The proof is complete.

Inspired by [13, Theorem 2], we extend the results of Lemma 1 to the case of leader partial information from the subgraph, i.e., there exist followers that aren’t neighbors of the leader, denoted by $i \notin N_n$. In this case, the robust finite-time convergence property of the set $C^s(t)$ is guaranteed.

Next, we impose relaxations on Assumption 2 and provide further results on task satisfaction under new conditions.

**Assumption 3** Consider the 1st order leader-followor network with a single leader $i = n$. We assume that there exists a positive constant $\delta^s$ satisfying $\| \sum_{j \in N_n, j \neq n} \left( h^s_{ij}(x^s, t) + h^s_{ji}(x^s, t) \right) \| \leq \delta^s \forall (x^s, t) \in S^s \times [\tau_1, \tau_1 + 1]$, $l \in \{0, \ldots, p - 1\}$.

**Remark 1** Note that the function $b^s(x^s, t)$ is differentiable $\forall (x^s, t) \in S^s \times [\tau_1, \tau_1 + 1]$. Moreover, $f^s(x^s)$ is Lipschitz and subject to a connected network. Hence, by stability of local state dynamics, we can argue about the boundedness of the stack vector $x^s$. Thus, Assumption 2 is not strong. Moreover, there is no necessity for the leader to know $\delta^s$. This term is used in determining the ultimate convergence set, as will be demonstrated in the following theorem.

**Theorem 1** Consider a leader-followor multi-agent network subject to the dynamics containing one leader, under STL task $g^s$ of the form satisfying Assumption 2. Let $b^s(x^s, t)$ be a time-varying function with associated task $\phi^s$, specified in Section V-C. Suppose that Assumption 2 is satisfied for the network. If for some constants $\mu^s > 1$, $k^s > 1$, $\gamma^s = 1 - \frac{1}{\mu^s}$, $\alpha^s > 0$, $\beta^s > 0$, for some open set $S^s$ with $S^s \supseteq C^s(t)$, $\forall t \geq 0$, and for all $(x^s, t) \in S^s \times [\tau_1, \tau_1 + 1]$, there exists a control law $u_n$ such that
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IV. HIGHER ORDER LEADER-FOLLOWER MULTI-AGENT SYSTEMS

In this section, we consider higher-order dynamics multi-agent systems and in order to tackle higher relative degree specifications, provide a class of higher order control barrier functions with the property of convergence to the desired sets and robustness with respect to uncertainties.

A. Convergent higher order control barrier functions

Consider the autonomous system

$$\dot{x} = f(x),$$

with $x \in \mathbb{R}^n$ and locally Lipschitz continuous function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$. We introduce class $C^m$ functions $b(x, t): \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}$, later called time-varying convergent higher order control barrier functions, to satisfy STL task $\phi$ of the form (15). Define a series of functions $\psi_k : \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}^n$, $0 \leq k \leq m$, as

$$\psi_0(x, t) := b(x, t),$$

$$\psi_k(x, t) := \psi_{k-1}(x, t) + \lambda_k(\psi_{k-1}(x, t)), 1 \leq k \leq m - 1,$$

$$\psi_m(x, t) := \psi_{m-1}(x, t) + \alpha_m \text{sgn}(\psi_{m-1}(x, t))|\psi_{m-1}(x, t)|^{\gamma_m} + \beta_m \text{sgn}(\psi_{m-1}(x, t))|\psi_{m-1}(x, t)|^{\gamma_{2m}},$$

where $\lambda_k(\cdot)$, $k = 1, \cdots, m - 1$, are $(m - k)^{th}$ order differentiable extended class $K$ functions and $0 < \gamma_1 < 1$, $\gamma_2 > 1$, $\alpha_m > 0$, $\beta_m > 0$, are user specified constants. We define a series of sets $\mathcal{C}_k(t)$, $k = 1, \cdots, m$, assumed to be compact, as

$$\mathcal{C}_k(t) := \{x \in \mathbb{R}^n | \psi_k(x, t) \geq 0\}. \tag{17}$$

Definition 5 A class $C^m$ function $b(x, t): \mathbb{R}^n \times [0, \infty) \rightarrow \mathbb{R}$ is a time-varying convergent higher order barrier function (TCHBF) of degree $m$ for the system (15), if there exist extended class $K$ functions $\lambda_k(\cdot)$, $k = 1, \cdots, m - 1$, constants $0 < \gamma_1 < 1$, $\gamma_2 > 1$, $\alpha_m > 0$, $\beta_m > 0$, and an open set $\mathcal{D}$ with $\mathcal{C} := \cap_{k=1}^m \mathcal{C}_k \subset \mathcal{D} \subset \mathbb{R}^n$ such that

$$\psi_k(x, t) \geq 0, \forall (x, t) \in \mathcal{D} \times \mathbb{R}_{\geq 0},$$

where $\psi_k(x, t)$, $k = 0, \cdots, m$, are given in (16).

Next, we aim to show the convergence and forward invariance of the set $\mathcal{C}$.

Proposition 1 The set $\mathcal{C} := \cap_{k=1}^m \mathcal{C}_k \subset \mathcal{D} \subset \mathbb{R}^n$ is convergent and forward invariant for system (15), if $b(x, t)$ is a TCHBF.

Proof: First, we show forward invariance of the set $\mathcal{C}$. If $b(x, t)$ is a TCHBF, then $\psi_m(x, t) \geq 0, \forall (x, t) \in \mathcal{D} \times [0, \infty)$ according to Definition 5. Then,

$$\dot{\psi}_{m-1}(x, t) + \alpha_m \text{sgn}(\psi_{m-1}(x, t))|\psi_{m-1}(x, t)|^{\gamma_m} + \beta_m \text{sgn}(\psi_{m-1}(x, t))|\psi_{m-1}(x, t)|^{\gamma_{2m}} \geq 0.$$
In the following, a control input $u_n$ will be found for all such initial conditions $x^d(t_0)$, and under Assumption 4 the trajectories of network (5) converge to a the set $\mathcal{C}_{1,r,f}(t) \supset \mathcal{C}^d(t)$ and $\psi_1(x^d,t) \in \mathcal{C}_{2,r,f}$, $\mathcal{C}_{2,r,f}(t) \supset \mathcal{C}^d(t)$, in a fixed-time $t \leq T_d + t_0$, $T_d > 0$. The sets $\mathcal{C}_{1,r,f}$ and $\mathcal{C}_{2,r,f}$ will be characterized in the sequel.

**QP formulation:** Define $\mathcal{E}^d = [u_n, \varepsilon]^T \in \mathbb{R}^2$, and consider the following optimization problem.

$$\min_{u_n \in \mathbb{R}, \varepsilon \in \mathbb{R} \geq 0} \frac{1}{2} z^T \cdot z \quad \text{s.t.}$$

$$\sum_{i \in \mathcal{N}_n} \frac{\partial \psi_i(x^d(t))}{\partial x^d} p_n^d(x^d(t)) + \frac{\partial \psi_i(x^d(t))}{\partial x^d} p_n^d(x^d(t))u_n$$

$$\geq -\alpha_2^d \text{sgn}(\psi_1(x^d(t)))|\psi_1(x^d(t))|^{2\gamma_1} + \beta_2^d \text{sgn}(\psi_1(x^d(t)))|\psi_1(x^d(t))|^{2\gamma_2} - \varepsilon_d^d,$$

where $\alpha_2^d > 0$, $\beta_2^d > 0$, $0 < \gamma_1^d < 1$, $\gamma_2^d > 1$, renders the set $\mathcal{E}^d := \bigcap_{k=1}^{N} \mathcal{C}^d_k \subset \mathbb{R}^n$ convergent and forward invariant. Moreover, it holds that $x^d \models \phi^d$ within $T_d \leq \frac{1}{\alpha_2^d} (1 - \gamma_1^d) + \frac{1}{\beta_2^d} (\gamma_2^d - 1)$.

**Proof:** Follows by the proof of Lemma 1 with incorporating the arguments in Proposition 1.

**Remark 4** Note that there might exist singularities in the solution of (20) in some points; in particular, whenever $\frac{\partial \psi_i(x^d(t))}{\partial x^d} g_n^d(x^d(t)) = 0$. Under the assumption that singularities lie inside the safe sets, it can be shown that the required inequalities remain feasible and can be satisfied [14, Proposition 4].

**V. Simulations**

Consider a leader-follower multi-agent system consisting of $M := 3$ second order dynamics agents. We consider dependent tasks, where the third agent acts as the leader. Consider the formula $\phi^d = \phi^d_1 \land \phi^d_2 \land \phi^d_3$ with $\phi^d_1 := G_{[10,30]}(|v_3 - v_2| \leq 2) \land F_{[10,90]}(|p_1 + 1 - p_3| \leq 1)$, $\phi^d_2 := F_{[10,30]}(|v_3 - v_2| \leq 1) \land G_{[30,90]}(|v_3 - v_2| \leq 2)$, $\phi^d_3 := F_{[10,60]}(|p_3 - v_3 - 1| \leq 1) \land G_{[50,60]}(|p_3 - v_3 - 1| \leq 1)$ As the position dependent formulas are of relative degree 2, we use TCHCBFs of order $m = 2$. Furthermore, TCHCBFs of order $m = 1$ are considered for feasibility depending specifications. We choose the parameters of the QP formulation as $\mu^d = 2$, $\alpha_2^d = \beta_2^d = 1$, and $\lambda_1(r) := r$. We focus on the effect of leader agent information on the group task satisfaction. First, we consider the network (5), where $L := \begin{bmatrix} 1 & 0 & -1 \\ 0 & 1 & -1 \\ 0 & 0 & 0 \end{bmatrix}$ and the input matrix $g^d(x^d) := \begin{bmatrix} 0_{1 \times 5}, 1 \end{bmatrix}$, where leader has knowledge of the functions $\frac{\partial \psi_i(x^d)}{\partial x^d}$ and dynamics $f^d_i(x^d)$, $i \in \{1, \ldots, n\}$ (an equivalent condition to Assumption 2 for 2nd order dynamics), where the convergent and forward invariance property of set $\mathcal{E}^d(t)$, as well as task satisfaction are as shown in Fig. 1. Next, we consider the agent $i = 1$ as the leader’s neighbor and $i = 2$ as a neighbor to $i = 1$ under Assumption 4 where $\bar{f}^d(x^d) := \begin{bmatrix} 0 & I_3 \\ -L & -L \end{bmatrix} x^d$ with $L := \begin{bmatrix} 2 & -1 & -1 \\ -1 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}$. By solving (20) where $\delta^d = 2.86$, the fixed-time convergence to the set $\mathcal{C}_{2,r,f}(t) \supset \mathcal{C}^d(t)$ is achieved with $\varepsilon^d_{\text{max}} = 6.01$ using (12), which gives $\bar{f}^d(x^d, t) \geq \lambda_1^{-1}(-\varepsilon^d_{\text{max}}) = -6.01$. Fig. 2 shows a violation in satisfaction of the third task in $t \in [50, 60]$ which certifies this result, although it is less conservative than the estimation. The computation times on an Intel Core i5-8365U with 16 GB of RAM are about 2.1ms.

**VI. Conclusion**

Based on the class of time-varying convergent higher order control barrier functions, we have presented feedback control strategies to find solutions for the leader-follower multi-agent
systems performance under STL tasks, based on the leader’s knowledge on the followers’ states. The finite convergence time is characterized independently of the initial conditions of the agents. Future work will extend these results to decentralized barrier certificates in networks containing more than one leader.
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Fig. 1: Leader-follower network (5) under full information of the leader from the network.

Fig. 2: Leader-follower network (5) under Assumption 4.