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ABSTRACT

This paper presents a novel approach combining convolutional layers (CLs) and large-margin metric learning for training supervised models on small datasets for texture classification. The core of such an approach is a loss function that computes the distances between instances of interest and support vectors. The objective is to update the weights of CLs iteratively to learn a representation with a large margin between classes. Each iteration results in a large-margin discriminant model represented by support vectors based on such a representation. The advantage of the proposed approach w.r.t. convolutional neural networks (CNNs) is two-fold. First, it allows representation learning with a small amount of data due to the reduced number of parameters compared to an equivalent CNN. Second, it has a low training cost since the backpropagation considers only support vectors. The experimental results on texture and histopathologic image datasets have shown that the proposed approach achieves competitive accuracy with lower computational cost and faster convergence when compared to equivalent CNNs.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

Convolutional neural networks (CNNs) have been established as the state-of-the-art approach to computer vision. CNNs achieve high accuracy due to how the convolutional layers filter images, the number of parameters available to learn representations \cite{1,2}, and the large datasets \cite{3} used in their training. They usually present high accuracy in object recognition problems, e.g., cars, people, animals, numbers. Networks pretrained with large datasets of objects can be reused in other contexts. There are two ways of transferring networks between contexts, fine-tuning or using them as feature extractors. The fine-tuning approach allows fast training with fewer data because pre-trained filters are already able to identify some patterns. Although it reduces training effort, data may be insufficient even for fine-tuning in small datasets. Furthermore, when working with datasets where textural information prevails to the detriment of shape and spatial characteristics, the first layers of pretrained CNNs may not respond well to new patterns. There are two additional problems: (i) deeper layers also have more problem-specific knowledge; (ii) there is the need for image size adaptation, which can slow the training \cite{4}. Using CNNs as feature extractors, there is no filter update. Instead, the activation maps of a specific layer are used as a feature vector for images of a new context, and an alternative classifier is trained on them. They work similarly to a handcrafted feature extractor and neither adapt to the new patterns nor generate features targeted to facilitate the classification task. Small and simple models like these are more suitable for classifying non-object and small datasets since they do not require data for representation learning but only for training a discriminant.

This paper proposes a novel large-margin representation learning that overcomes most of the problems mentioned above related to CNNs and handcrafted feature extractors. For this purpose, it addresses the following questions: a) is it possible to learn representations and discriminants on small-size texture datasets? b) is it possible to speed up the training convergence...
while achieving high accuracy? The proposed approach uses a short sequence of convolutional layers (CLs) to learn representation for texture classification. The CLs feed a large-margin discriminant that, in turn, provides information to update the CLs’ weights and increase the decision margin. A novel loss function calculates the distance between instances in the decision frontier and anchors. The backpropagation algorithm minimizes the loss function while enlarging the margin between classes. The novelty of our approach is that it employs only instances that violate the decision margin to train the CLs and produce latent representations. That speeds up the convergence of the backpropagation algorithm to suitable latent representation and discriminant. In addition, it uses fewer parameters than a conventional CNN, allowing training in small datasets, and it performs well on non-object context recognition. Otherwise, the CNNs would still be more effective. The proposed approach was evaluated on a synthetic dataset based on Gaussian distributions, texture datasets, and three histopathological image (HI) datasets.

The main contributions of this paper are: (i) an approach that trains CLs from scratch with little data; (ii) A representation learning method that adapts itself to the characteristics of different texture datasets; (iii) a computational efficient training technique that uses only support vectors (SVs) in each iteration instead of all training instances; (iv) A fast convergence method compared to methods used for training conventional CNNs; (v) resilience to imbalanced data; (vi) A detailed comparison of the performance achieved by the proposed approach with approaches using handcrafted features and CNNs.

This paper is organized as follows. Section 2 presents some fundamental concepts. Section 3 describes the proposed approach and the experiment setup. In Section 4, we present some experimental results and discuss the advantages of our method. The conclusions and the main contributions of our approach are presented in the last section.

2. Related Works

The first CLs of CNNs are suitable to identify general and straightforward patterns such as textures. Their training help to make them adaptable to motifs of each context, so it is worthwhile to train these first CLs and use only them in more simple image contexts. One may find different contributions in the literature to adapt pre-trained CNN models to a new domain.

Cimpoi et al. [5] proposed the Fisher vector CNN (FV-CNN), which pools the last CL of a pretrained network, using it as a feature vector. The pooling allows using input images without resizing them to fit a fully connected CNN (FC-CNN). They used the FV-CNN features as input to an SVM and compared the FC-CNN and SIFT features. The FV-CNN showed to be a good texture descriptor, performing well on several benchmarks. The texture CNN (TCNN) [4] uses a similar approach to the FV-CNN, but with the classification accomplished by a sequence of FC layers. Its difference to a traditional FC-CNN is the energy layer, a global average pooling (GAP) at the last CL whose outputs go to the FC layers. The SVM replacement by the FC layers as a classifier, in contrast to FV-CNN, permits training the CLs in conjunction with the classifier. This last approach does not require a pretrained CNN as it can train it with the FC layers, but it can explore transfer learning on low data scenarios, such as some types of medical images acquired by MRI, CT, radiography, or microscopy that have textural characteristics [6]. Microscopy images allows the observation of tissues, their cells, and their nuclei, with a more texture oriented appearance. They are a challenging classification problem due to differences on staining process and small number of samples. Therefore, instead of using large CNNs, one can use only their first layers that are more texture-aware as an FCN, intercepting the output and treating it as a feature vector. This latent representation can be used with a simpler classifier with fewer parameters than FC layers of a CNN.

One can also use the deep metric learning (DML) concepts to train the FCNs to produce better filters and a representation more suitable to the new classifier.

Metric learning is an alternative to classification methods in situations where the number of classes is high, in the order of thousands, or the number of samples of each category is low [7]. Two examples of this situation are face recognition and signature verification. The idea of the dissimilarity metric learning is to learn a representation to identify two samples’ similarities, usually employing a distance metric, e.g., Euclidean distance. DML approaches allow metric and representation learning simultaneously. Learning representation is possible with deep learning due to the training of parameters used in its layers, mostly the convolutional ones. Chopra et al. [2] presented a method that uses siamese convolutional neural networks and the energy-based model. It consists of using raw energy values instead of probabilistic normalized ones. Their concept of energy is analogous to the one of Andrecarczyk and Whelan [4]. The advantage of using CNNs is that they provide end-to-end training that learns low and high-level features and results in shift-invariant detectors. Their method aggregates the energy output of each siamese network into one neural network trained with contrastive loss. The loss allows training the system together (siamese networks and the single neural network), improving the sample representation on the energy layer for texture classification.

DML algorithms can be split into pair-based or proxy-based. The former, like contrastive loss, aims to minimize intra-class distance and maximize inter-class distance. However, this approach has prohibitive computational complexity and pairs that do not contribute to the training. Therefore, several works have addressed these issues [8]. The ranked list loss method [9] relies on a threshold margin that gives more attention, using weighting, to the samples that maximize the margins between opposite classes. The margin determines the negative points that are too close to the query and violates most of the margin. These are the negative selected points. On the other hand, proxy-based methods [10] [11] create an instance representing a set of instances of the same class. It reduces the number of training instances and avoids noise and outliers.

3. Large-Margin Fully Convolutional Network (LMFCN)

The proposed approach is pair-based, and it selects the most effective instances for the training procedure, reducing the training complexity and discarding irrelevant instances. It also
selects specific examples as anchors to calculate a novel loss function, which speeds up training. Although the proposed approach shares ideas of DML, our application context is different, with more instances per class and fewer classes than the usual DML context.

The proposed method has three components: a fully convolutional network (FCN) with a global average pooling (GAP), a large-margin classifier, and a novel loss function, made up of three terms. The LMFCN uses a sequence of CL acting as a filter bank to learn representation from data used as input to a large-margin classifier. It acts as an end-to-end image classifier, like a CNN but requires less training data to learn high discriminant representations. Its advantage is to enable filter training and make the latent representation more suitable for the classifier. In addition, the backpropagation algorithm trains the filters with a particular loss function that uses the distance between instances of interest and their anchors provided by the large margin classifier to improve representation learning.
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**Fig. 1:** A two-class latent space with decision boundary computed by an RBF SVM. Circles are samples of class 0 and crosses, class 1. Dashed straight black lines link the instances to their anchors. In red are the anchors for three different situations on the calculations. (a) Reference anchors to the SVs; (b) Anchors used to move the misclassified instances; (c) Anchors used to increase the separation of instances from opposite classes.

### 3.1. Training Procedure and Loss Function

The learning algorithm uses the concept of anchors to guide the training. Anchors are instances from the training set used as references by the loss function to calculate the distance to instances of interest. The backpropagation algorithm minimizes such distances during training. Fig. 1 presents a latent space split into two regions by an RBF SVM classifier and the three types of anchors.

Type 1 anchors (red circles and crosses) are the correctly classified instances closest to the support vectors (SVs). The LMFCN attempts to maximize the margin by pushing the SVs in the direction of such anchors. The learning algorithm minimizes the distance between them and the SVs. In Fig. 1b, the dotted straight lines linking SVs identify the three anchors of each SV and help visualize the effect of the distance minimization.

Type 2 anchors (Fig. 1b) are the SVs closest to misclassified instances. Type 3 anchors help to maximize the distance between samples of different classes. The number of anchors, regardless of their type, is a hyperparameter.
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**Fig. 2:** An overview of the training scheme of the LMFCN.

The training procedure starts with a dataset of size $n$ denoted as $X = \{X', o'\}_{i=1}^n$, where $t$ indexes images $X'$ of width $w$, height $h$ and $c$ channels in $X$, and $o' \in N : \{0, 1\}$ is its expected output. All images from $X$ are fed to CLs denoted as $f_{\text{fcn}}(.)$ and produces a matrix $T_{\phi \times \phi}$, with $\phi$ being the size of the latent representation (step 1 at Fig. 2). The algorithm uses matrix $T$ to calculate matrix $P$ (Eq. (1)), which in turn is used to calculate matrices $K_{\phi \times \phi}$ and $D_{\phi \times \phi}$ using Eqs. 2 and 3, respectively (step 2 at Fig. 2). $K$ is a RBF kernel matrix used to train a large margin classifier $f_{\text{sv}}(.)$, which produces the output $y'$ for each element $t$ of $X$, and also provides the set of support vectors (SVs) indexes $S = \{s^u\}_{u \in S}$, where $s^u \in N : \{0, n\}$ and $v$ is the number of SVs (step 3 at Fig. 2). $D$ is essential to the rest of the algorithm as it contains the pairwise distance of all instances and is used to create the anchor matrices.

$$p_{ij} = \sum_{b=0}^{\phi} (T_{ib} - T_{jb})^2$$  \hspace{1cm} (1)

$$k_{ij} = \exp(-\gamma p_{ij})$$  \hspace{1cm} (2)

$$d_{ij} = \sqrt{p_{ij}}$$  \hspace{1cm} (3)

Type 1 anchors (step 4 at Fig. 2) are obtained from matrix $D$, the set $S$, the expected output $o'$, and the output from $f_{\text{sv}}(f_{\text{fcn}}(X'))$, as shown in Eq. (4):

$$e_{ij} = \begin{cases} 
\tau & \text{if } i = j \text{ or } j \in S \text{ or } o' \neq o' \text{ or } o' \neq f_{\text{sv}}(f_{\text{fcn}}(X')) \\
0 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (4)

where $e_{ij}$ is either the distance between SVs and their anchors ($d_{ij}$) or a large constant $\tau$ that indicates that there is no SV-anchor relation (uninteresting instances), $f_{\text{fcn}}(X')$ denotes the latent representation generated by the FCN for an input $X'$, $f_{\text{sv}}(.)$ is the output predicted by the large-margin classifier.

Furthermore, we also define a sorting function $f_{\text{argsort}}(.)$ that takes a vector as input and returns a vector of indices sorted in increasing order. So, the anchor matrix $A_{\phi \times \phi}$ is calculated using Eq. (5).

$$a_u = f_{\text{argsort}}(e_{i}) \text{ with } s^u \in S \text{ and } u \in \{0, |S|\}$$  \hspace{1cm} (5)

Likewise $A$, we calculate with the Eqs. 7 and 9 the matrices $M_{\phi \times \phi}$ and $G_{\phi \times \phi}$ for type 2 and 3 anchors, respectively (step 4 at Fig. 2). We define a set of indexes to the misclassified

---

1 https://github.com/jonathandematos/lmfcn
and correct classified instances from $X$ as $Q = \{ q \mid q \in \mathbb{N} : [0, n] \setminus f_{\text{fcn}}(X^q) \neq o^q \}$, and $R = \{ r \mid r \in \mathbb{N} : [0, n] \setminus S \cup Q \}$, respectively.

$$
z_{ij} = \begin{cases} 
  d_{ij} & \text{if } i \in Q \text{ and } j \in S \text{ and } i \neq j \\
  \tau & \text{otherwise}
\end{cases} 
$$  \hspace{1cm} (6)

$$
m_{ij} = f_{\text{argsort}}(z_{ij}) \text{ with } q' \in Q \text{ and } i \in [0, |Q|] 
$$  \hspace{1cm} (7)

$$
h_{ij} = \begin{cases} 
  d_{ij} & \text{if } i \in R \text{ and } j \in R \text{ and } o' \neq o^q \\
  \tau & \text{otherwise}
\end{cases} 
$$  \hspace{1cm} (8)

$$
g_{i} = f_{\text{argsort}}(h_{i}) \text{ with } r' \in R \text{ and } i \in [0, |R|] 
$$  \hspace{1cm} (9)

where $z_{ij}$ and $h_{ij}$ in Eqs. (6) and (8) are the distance between misclassified instances and the SVs $(d_{ij})$ and the distance between correct classified instances from opposite classes $(d_{ij})$, respectively. Again, $\tau$ is a large constant that indicates uninteresting instances.

Step 5 of the algorithm is the backpropagation of images from $X^S$, $X^Q$ and $X^R$ through the FCN to calculate the gradients and use them with the loss functions to update the CL weights. Steps 1 to 5 define one epoch. After step 5, the process restarts from step 1, so the latent representation is computed again, as shown in Eq. (10). As a consequence, the number of incorrect classified examples tends to decrease in the next epoch, the updated weights will affect the generation of the latent representation of the entire dataset. Therefore, the latent representation of anchors also changes, and the training algorithm builds a new set of anchors.

$$
L_{mc} = \sum_{i=0}^{m_{mc}} \sum_{j=0}^{w_{r_{close}}} (f_{\text{fcn}}(X^{q_{ij}}) - t_{m_{ij}})^2 
$$  \hspace{1cm} (12)

where $w_{r_{close}}$ is the number of anchors for each misclassified instance, $f_{\text{fcn}}(.)$ is the FCN updated by the backpropagation, $X^{q_{ij}}$ is the matrix that represents the $q_{ij}$ image from $X$, $m_{ij}$ is an index pointing to an anchor instance in the input set $X$, $t_{m_{ij}}$ is the latent representation of an image $X^{m_{ij}}$, and $|Q|$ is the number of misclassified instances.

When looking at only a single misclassified instance, the weight updating may not be enough to move such an instance to the right side of the decision boundary because its anchors are SVs right at the margin of the decision boundary. Despite that, the misclassified example can become an SV in the following training epoch.

$L_{cc}$ represents the distance between well-classified instances and their anchors. Since we want to maximize such a distance, Eq. (13) calculates the inverse of such a distance and incorporates it in the loss function, which is minimized during training.

$$
L_{cc} = \frac{|R|}{\sum_{i=0}^{m_{cc}} \sum_{j=0}^{s_{v_{close}}} (f_{\text{fcn}}(X^{g_{ij}}) - t_{g_{ij}})^2} 
$$  \hspace{1cm} (13)

where $s_{v_{close}}$ is the number of anchors for each correctly classified instance, $f_{\text{fcn}}(.)$ is the FCN updated by the backpropagation, $X^{g_{ij}}$ is the matrix that represents the $g_{ij}$ image from $X$, $g_{ij}$ is an index pointing to an anchor instance in the input set $X$, $t_{g_{ij}}$ is the latent representation of an image $X^{g_{ij}}$, and $|R|$ is the number of correct classified instances.

The number of anchors used for each training instance is controlled by $s_{v_{close}}$, $w_{r_{close}}$, and $s_{v_{close}}$ in Eqs. (11), (12), and (13), respectively. Usually, complex classification problems require a higher number of anchors. Furthermore, using all three terms of the proposed loss function in the training process may not always be necessary. $L_{sv}$ alone already leads to good representations as such a loss is directly related to SVs and margin maximization. The computational cost for computing this term of the loss function is not high and decreases as the number of instances used by the backpropagation algorithm reduces at each training epoch. Computing $L_{sv}$ is not also expensive because the number of incorrect classified examples tends to decrease over the training epochs. On the other hand, computing $L_{mc}$ and $L_{cc}$ is not also expensive because the number of incorrect classified examples tends to decrease over the training epochs. On the other hand, computing $L_{sv}$ is not also expensive because the number of incorrect classified examples tends to decrease over the training epochs. On the other hand, computing $L_{sv}$ is not also expensive because the number of incorrect classified examples tends to decrease over the training epochs. On the other hand, computing $L_{sv}$ is not also expensive because the number of incorrect classified examples tends to decrease over the training epochs.
\( L_{cc} \) can become very expensive because the number of well-classified instances tends to increase over the training epochs. Therefore, the term \( L_{cc} \) should be used wisely, preferably only on challenging problems where just the other two terms of the proposed loss function may not lead to a low training error.

3.2. FCN Architecture

The FCN is a sequence of CLs similar to ones used in CNNs, used as filter banks to learn representation related to textures, as presented in Table 1. Pooling layers follow these layers to reduce the input size progressively. The deeper the layers, the narrower is the latent representation, but with an increasing number of channels, which allows more filters combination, increasing the complexity of the representation. At the end of the CLs, a GAP layer builds a latent representation where each element represents the response of a filter combination to a texture, measuring how much it happened and not its position on the image. The GAP layer also makes the output dimension independent of the input size, and the latent representation will always have the same number of channels at the end of the FCN. Such a latent representation feeds a large-margin discriminant to learn classification tasks. We compared our approach with two CNNs with identical architecture (Table 1), but with a sequence of fully connected (FC) layers as discriminant after the GAP layer. We employed binary cross-entropy (BCE) loss and Hinge loss for binary problems and cross-entropy loss in multiclass.

Table 1: FCN used on the LMFCN and in the CNN comparison. (w: width, h: height, c: number of channels, \( \phi \): dimension of the latent representation.)

| Layer                     | Input          | Output         |
|----------------------------|----------------|----------------|
| Convolutional Layer        | \( w \times h \times c \) | \( w \times h \times 64 \) |
| Max Pooling                | \( w \times h \times 64 \) | \( w/2 \times h/2 \times 64 \) |
| Convolutional Layer        | \( w/2 \times h/2 \times 64 \) | \( w/2 \times h/2 \times 128 \) |
| Max Pooling                | \( w/2 \times h/2 \times 128 \) | \( w/4 \times h/4 \times 128 \) |
| Convolutional Layer        | \( w/4 \times h/4 \times 128 \) | \( w/4 \times h/4 \times \phi \) |
| Global Average Pooling     | \( w/4 \times h/4 \times \phi \) | \( 1 \times 1 \times \phi \) |

The large margin classifier of the LMFCN is a support vector machine (SVM) with an RBF kernel, which Gram matrix \( K \) is obtained by Eq. (2) calculated jointly with the distance matrix \( D \). Part of the classifier calculation is reused and performed in GPU. We chose the precomputed RBF kernel due to its ease of computation using the GPU resources and space separation capacity. Although a linear kernel has reduced computational cost, it would require more training of the FCN weights to provide features with more class separation. In the preliminary studies, we compared the two kernel approaches and verified the advantage of the RBF.

A large-margin discriminant is inherently binary, and to deal with multiclass problems, we adopted the one-vs-all (OVA) approach, which reduces multiclass problems into multiple binary classification problems. In the training stage, one provides all instances to all \( n_c \) pairs of LMFCNs. After training all the \( n_c \) LMFCNs, we discard the discriminants, keeping only the FCNs. Then, we train a new multiclass SVM. The new classifier is trained using a latent representation with \( \phi \times n_c \), which is the concatenation of all FCN latent representations. At the end of the training process, the full model comprises \( n_c \) FCNs with a \( \phi \)-dimensional output and a multiclass SVM with a latent representation of \( \phi \times n_c \) dimensions. The multiclass SVM holds internally multiple binary SVMs with RBF kernel on OVA configuration. Although this approach seems similar to using multiple SVMs trained with the FCNs, the new classifiers have access to a latent representation that is better fitted for them.

The computational cost for training the LMFCN and equivalent CNNs up to the GAP layer is proportional to the number and resolution of input images \( (n \times w \times h \times c) \) and the number weights \( (\alpha_{fcn}) \). The LMFCN replaces the FC layers (computational cost of \( \alpha_{fcn} \times n) \), by an SVM, which requires kernel calculation \( (n^2) \), and sequential minimal optimization (SMO), which requires \( n^2 \) in the worst case. Assuming a small training set, the SMO cost is lower than \( n \times \alpha_{fcn} \). However, for large datasets, where \( n^2 \) is greater than \( \alpha_{fcn} \), the problem becomes more suitable for conventional CNN architectures.

The main advantage of the LMFCN is using only the SVs in the backpropagation, which reduces its computational cost from \( n \) to \( |S| \). The CLs used on both LMFCN and conventional CNNs have several trainable parameters. Therefore, having only SVs as training instances reduces the number of training instances and speeds up the training, making the loss function converge faster within a few epochs.

4. Experimental Results and Discussion

The evaluation of the proposed LMFCN is carried out on images with texture characteristics and low training data availability. We used a synthetic dataset of images generated from two Gaussian distributions with striped patterns, misc and fabric categories of the Salzburg Texture Image Database [12]. BreaKHis [13], BACH [14] and CRC [15] datasets, which comprise histopathological images (HIs).

Fig 3 shows a training graph of the Gaussian images dataset over 20 epochs with the LMFCN. The best-balanced accuracy values for train, validation, and test correspond to the peak validation accuracy. It is possible to observe that the value of losses and the number of SVs goes down over the epochs, and the accuracy rises. That shows that the SVs are getting closer to their instances due to the loss reduction. In addition, the decrease in the number of SVs indicates that a better separability is being achieved.

Table 2 compares the results achieved by the LMFCN with other CNN architectures on five datasets. Two CNNs have an architecture similar to the LMFCN, but they use the Hinge loss (CNN-H) and the binary cross-entropy loss (CNN-CE). These two CNNs are equivalent to TCNNs [4] since they use a short sequence of CLs and a GAP to produce energy values. We also used pretrained ResNet18 and InceptionV3 as feature extractors. We limited the number of training epochs to 100 and 15 epochs for the CNNs and LMFCN. The discriminant layers of the ResNet18 and the InceptionV3 have the same parameters as the LMFCN. Furthermore, we used PCA to reduce the feature vectors generated by these two CNNs from 512 and 2048 to 16, the same size used by the other architectures. Overall, the LMFCN converges to a latent representation that generalizes well much faster (less than ten epochs for all datasets) than different CNN architectures. Furthermore, in 3 out of 5 datasets, the accuracy achieved by the LMFCN on the test sets is higher than that achieved by other CNNs. For the two other datasets, the difference in accuracy is almost negligible.
datasets. Our experiments also included comparisons against shallow methods on all datasets, indicating its adaptability to different accuracy levels. The LMFCN with a 59-dimensional latent representation achieves the best accuracy on three datasets (BACH, BreaKHis, and CRC). LBP achieved the best accuracy on the handcrafted feature extractors on three datasets (BACH, BreaKHis, and CRC). LBP achieved the best accuracy among shallow approaches that employ an SVM and three handcrafted feature extractors: Local Binary Pattern (LBP), Gradient Level Co-occurrence Matrix (GLCM), and Parameter Free Threshold Adjacency Statistics (PFTAS) [13].

For a fair comparison, the LMFCN uses a 59-dimensional tent representation, the same dimension of the smallest feature vector, obtained with the LBP with uniform patterns. PFTAS and GLCM produce 162- and 169-dimensional feature vectors, respectively. PFTAS achieved the best accuracy among the handcrafted feature extractors on three datasets (BACH, BreaKHis, and CRC). LBP achieved the best accuracy on Salzburg and GLCM on the Gaussian dataset. However, the LMFCN with a 59-dimensional latent representation achieves an accuracy higher than all shallow methods on all datasets, indicating its adaptability to different problems and datasets.

The multiclass experiments were carried out on three HI datasets. Our experiments also included comparisons against handcrafted feature extractors GLCM, LBP, and PFTAS as though as ResNet18 and InceptionV3 as feature extractors. We also used a CNN with cross-entropy loss (CE) and similar architecture to the LMFCN but using more filters. The number of filters is proportional to the total number of parameters summing all OVA models of the LMFCN, providing a fair comparison.

Table 3 shows average results of balanced accuracy for five repetitions comparing the results achieved by the LMFCN with shallow approaches that employ an SVM and three handcrafted feature extractors: Local Binary Pattern (LBP), Gradient Level Co-occurrence Matrix (GLCM), and Parameter Free Threshold Adjacency Statistics (PFTAS) [13].

For a fair comparison, the LMFCN uses a 59-dimensional latent representation, the same dimension of the smallest feature vector, obtained with the LBP with uniform patterns. PFTAS and GLCM produce 162- and 169-dimensional feature vectors, respectively. PFTAS achieved the best accuracy among the handcrafted feature extractors on three datasets (BACH, BreaKHis, and CRC). LBP achieved the best accuracy on Salzburg and GLCM on the Gaussian dataset. However, the LMFCN with a 59-dimensional latent representation achieves an accuracy higher than all shallow methods on all datasets, indicating its adaptability to different problems and datasets.

The multiclass experiments were carried out on three HI datasets. Our experiments also included comparisons against handcrafted feature extractors GLCM, LBP, and PFTAS as though as ResNet18 and InceptionV3 as feature extractors. We also used a CNN with cross-entropy loss (CE) and similar architecture to the LMFCN but using more filters. The number of filters is proportional to the total number of parameters summing all OVA models of the LMFCN, providing a fair comparison.

Table 3 shows the average balanced accuracy for all evaluated methods. It is noticeable the superior performance of the LMFCN over all others. In the case of the CNN experiments, we allowed the training procedure to extend over 400 epochs. Although the LMFCN uses multiple models, we let each one only train for ten epochs. The metric used, balanced accuracy, helps identify problems on imbalanced datasets. Our approach presented a promising performance on BreaKHis, which has a significant difference between some classes, e.g., Ductal Carcinoma and Phyllodes Tumor. This result shows that the LMFCN performed well in imbalanced scenarios. We also noticed that the LMFCN performed well on the imbalanced OVA subproblems.

The experimental results have shown that the LMFCN outperforms all other methods in a scenario composed of textural images and small-size datasets. Besides achieving higher accuracy, the proposed method has several advantages over the shallow and deep related methods. The LMFCN approach requires
few data to train a sequence of CLs and a large-margin discriminant properly. In the experiments comparing the LMFCN with equivalent CNNs, using a 16-dimensional latent representation, the LMFCN achieved training stability and high accuracy within 20 training epochs. The CNNs needed 100 epochs to achieve comparable performance.

The latent representation learned by the LMFCN, constrained to a dimensionality similar to shallow methods (59- and 162-dimensional), is more discriminant than LBP, PFTAS, and GLCM. As a result, the LMFCN achieved higher balanced accuracy than the compared methods. Furthermore, the LMFCN obtained a competitive accuracy even with a 16-dimensional latent representation. Moreover, the improvement achieved by increasing the latent representation to 59 dimensions is meaningful, with a slight gain when increasing it to up to 169.

The LMFCN reduces the number of SVs over the training epochs. Fewer SVs imply that the computational effort reduces, as the main term of the loss function depends on the number of SVs. Compared to equivalent CNNs, the LMFCN has an extra cost related to the computation of kernel $K$, distance matrices $D$, and the quadratic optimization problem solved by the SMO algorithm, which have computational complexities $O(n^2)$, $O(n^2)$, and $O(n^3)$, respectively. CNNs have a training complexity proportional to the number of instances and weights. They have more parameters, use more instances in the backpropagation, and take more epochs to converge than the LMFCN.

Data imbalance is burdensome for training machine learning algorithms. However, the LMFCN deals well with imbalanced classes in two-class and multi-class scenarios, achieving competitive performance even on highly imbalanced OVA subproblems. Furthermore, the computational effort is not extremely high, given the reduced number of epochs to train the model at each subproblem.

5. Conclusion

This paper proposed a large-margin representation learning approach that is made up of convolutional layers and a large-margin discriminant. As a result, the LMFCN achieved competitive accuracy compared to CNNs with similar architecture while reducing the computational cost. Furthermore, the LMFCN achieved training stability in a few epochs thanks to using only the SVs in the backpropagation algorithm. These achievements were possible using a large-margin discriminant, which replaces the fully connected and softmax layers of conventional CNNs. As a result, an SVM with an RBF kernel can produce complex margins, avoiding expensive refinement of the latent representation. This way, the FCNs do not need to suffer drastic updates. Unlike the handcrafted features extractors, the LMFCN has more adaptability given its consistent results in different datasets. The most problematic scenario for the LMFCN is the multiclass classification task, but it showed promising results despite the overhead caused by the OVA approach. We used a few epochs per subproblem to alleviate the computational cost of using several models, keeping the cost of our approach similar to the CNNs. In conclusion, the LMFCN has advantages in computational cost and classification performance over the compared methods for small datasets of textual images.
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