Development of an aqueous lignin mixture thermophysical model for hydrothermal liquefaction applications using uncertainty quantification tools
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Abstract

A thermophysical model is developed that can predict the properties of two lignin mixtures, black liquor and lignosulfonates, up to 50\% mass fractions, at hydrothermal conditions. An uncertainty quantification framework linked with classic thermodynamical modelling was included to account for the extreme variability of the raw material. An idealised flow simulation verified the model, where hot compressed water mixes with a cold, aqueous lignin stream in a T-piece reactor configuration. The uncertainty quantification procedure determined that density and heat capacity uncertainty significantly influence residence time, and viscosity uncertainty mainly affects mixing. Micromixing time is five-fold and ten-fold higher for black liquor and lignosulfonates mixtures, respectively, compared to pure water mixing. The uncertainty in all simulated quantities of interest caused by the thermophysical model is reduced by increasing flow rates. This study predicted chemical reactor behaviour under varying thermophysical conditions and their final effect in terms of confidence intervals.
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**Nomenclature**

**Variables**

- $T$: Temperature
- $\phi$: Volume fraction
- $\varphi$: Mass fraction
- $\rho$: Density
- $C_P$: Heat capacity
- $\Phi_{C_P}$: Heat capacity polynomial
- $\eta$: Dynamic viscosity
- $\nu$: Kinematic viscosity
- $K$: Consistency index
- $n$: Power law index
- $\dot{\gamma}$: Shear rate
- $\eta_0$: Zero-shear viscosity
- $\xi$: Plug size
- $\phi_m$: Maximum packing fraction
- $\phi_c$: Critical volume fraction
- $\varepsilon$: Particle eccentricity
- $A_p$: Particle aspect ratio
- $[\eta]$: Intrinsic viscosity
- $D$: Molecular diffusivity
- $D_{mix}$: Effective diffusion
- $\varepsilon_{D}$: Virtual diffusion

- $Re$: Reynolds number
- $U$: Fluid mean velocity
- $c_{tr}$: Tracer concentration
- $\tau_m$: Mixing time
- $T_{mix}$: Frozen adiabatic mixing temperature

**Constants & Fixed Parameters**

- $C_{h,0}$: Heat capacity polynomial zero order constant
- $C_{h,1}$: Heat capacity polynomial first order constant
- $A$: Zero-shear viscosity pre-exponential factor
- $B_1$: Activation energy polynomial zero order constant
- $B_2$: Activation energy polynomial first order constant
- $C$: Glass transition temperature constant
- $k_B$: Boltzmann constant
- $r_p$: Particle radius
- $c_{tr,in}$: Inlet tracer concentration

**Uncertainty Quantification**

- $K_{c_p}$: Lignin density
- $K_{f_H}$: Heat capacity multiplicative factor
1. Introduction

Hydrothermal liquefaction (HTL) is a thermal degradation process that can convert wet biomass substrates into a mineral crude oil analogue referred to as biocrude or bio-oil. The HTL process is carried out at temperatures between 250 – 374°C and pressures starting at 4 up to 22 MPa [1]. The solvent and reaction medium used is usually pure water, translating into low environmental impact [2]. The processing conditions promote ionic reactions, while organic compounds become soluble in water due to their lower dielectric constant [3]. Consequently, oil products are favoured over coke and gases, both formed by radical reactions [4]. Also, using hot compressed water minimises corrosion and inorganic precipitation compared to supercritical water [5]. Since water acts as a solvent in HTL, wet biomass substrates can be used directly without the need for feedstock drying, with potential energy savings ranging from 0.3 to 1.66 GJ/(t·h) [6]. The main HTL product, biocrude, has higher energy density and lower oxygen content than its raw feedstock and can be further processed into biofuels and bioproducts [1].

This study focuses solely on aqueous lignin biomass feedstocks, particularly black liquor and lignosulfonates, two water-soluble lignin forms from the pulp and paper industry [7; 8]. Lignin constitutes the remaining fraction after isolating the cellulose and hemicellulose in the pulping process and is an attractive feedstock from a biorefinery perspective. There are few processing solutions for this industrial by-product, and there is ample supply worldwide (up to 100 million tonnes/year in 2015 [9]). The pulping process efficiency can also improve from lignin down-processing and extraction technologies, contributing to their portfolio diversification and revenue generation [10].
While lignin that originates from pulping processes is water-soluble, it presents a shear-thinning behaviour [11; 12], and so aqueous lignin mixtures are a type of non-Newtonian fluid. These fluids’ rheology and flow dynamics present a challenge, as data is difficult to obtain. The high temperature and pressure of the hydrothermal medium constitute a challenge to carry out any experimental studies, and there is thus merit in a computational approach. The current state of the art models for aqueous biomass mixtures consider low solid concentrations, so thermophysical properties can be assumed not to differ significantly from pure water properties [13–15]. This approach severely limits their application to real-world situations, where it is estimated that a concentration above 36.6%\textsubscript{wet} is necessary to ensure the economic feasibility of the HTL process [16]. Therefore, simulations assuming a dilute feed might incur significant errors.

Regression models can derive a thermophysical description of biomass and water mixtures. Schneider et al. [17] developed density, heat capacity and viscosity equations for algae and water mixtures based on this approach. The resulting model is a function of temperature and solids concentration (up to 335 K and 20 wt.%, respectively). However, HTL operates at significantly higher pressures, temperatures and solid concentrations. Any extrapolation will lead to thermophysical property values with high uncertainty.

Knowing and predicting non-Newtonian fluid properties and flow patterns at HTL conditions allows the study of suitable reactor configurations and comprehensive process optimisation, all pivotal to achieving industrial-scale operation. For example, ensuring adequate mixing will positively impact both heating rate and residence times, thus minimising unwanted secondary reactions [18–22]. Also, computing residence time distribution (RTD) curves allow assessing reactor geometry design performance using a well-known and established metric within the chemical engineering field. Both these goals require an adequate thermophysical characterisation of the fluid.

This study develops a thermophysical model applicable for shear thinning, water-soluble lignin mixtures, where a power law describes their viscosity. The model can predict the behaviour of non-Newtonian fluid flows in sub and supercritical water conditions and at solid loadings relevant for industrial applications. The flow simulations considered a continuous stirred tank reactor (CSTR) and a plug flow reactor (PFR) in series to compute RTD curves, mixing time ratios, and frozen adiabatic mean temperatures, all response variables relevant for reactor design. The uncertainty quantification procedure assesses the sensitivity of the results to any thermophysical
model parameters and defines a confidence interval for the selected response variables.

2. Materials and Methods

This section explains the methodology for obtaining the thermophysical model, the uncertainty quantification procedure and its implementation.

2.1. Thermophysical properties

The comprehensive assessment of the reactor’s performance requires a thermophysical model of biomass mixtures in water, expressed as a function of temperature, pressure and solid concentration. However, due to difficulties in obtaining experimental data, the model cannot incorporate the contributions of all state variables. Thus, pressure effects are only considered for the pure water terms, as these are calculated by equations of state, following the well-established IAPWS95 formulation [23].

The heterogeneous nature of lignin as a feedstock calls for a different approach to model parametrisation, especially regarding biomass-related equation terms. The novelty of this work lies in the use of a set of uncertain parameters, each assuming a probability distribution function representing the natural variability of lignin properties due to being sourced from a hardwood or softwood, different locations, how and when the wood was harvested, and the processing type and conditions to obtain the concentrated lignin feedstock. As is customary in most modelling approaches, the remaining model fixed parameters take a single value. The uncertain parameters tie into the uncertainty quantification (UQ) methodology described in section 2.2.

2.1.1. Mixing laws

The lignin mixture’s properties are described by mixing laws, usually a weighted average between water and solid properties [24]. In the case of mixture density, it becomes

$$\rho_{\text{mix}} = \rho_w (1 - \varphi) + K_\rho \varphi$$, \hspace{1cm} (1)

where $K_\rho$ is the lignin density, directly considered as an uncertain parameter, as it is not a function of any state variable and is the most straightforward approach that allows the use of the UQ methodology described in section 2.2.
The mixture heat capacity is defined as

\[ C_{P,\text{mix}} = C_{P,w}(1 - \varphi) + K_{fH} \Phi_{C_P}\varphi , \]  

(2)

where

\[ \Phi_{C_P} = C_{h,0} + C_{h,1}T . \]  

(3)

\( K_{fH} \) is a multiplicative factor that controls the relative influence of lignin on the overall mixture heat capacity. Equation (3) is a polynomial that describes the temperature relation of solid lignin’s heat capacity, and it is defined by the constants \( C_{h,0} \) and \( C_{h,1} \). The same equation, with the same values for the constants, was used in a previous study to predict the heat capacity of lignin-based compounds [25]. \( \varphi \) corresponds to the mass fraction of solids and subscripts “\( w \)” and “\( \text{mix} \)” identify water and mixture properties, respectively.

2.1.2. Constitutive laws

A power-law equation can describe the shear-thinning behaviour of biomass and water mixtures [26]. Additionally, it is one of the simplest viscosity constitutive laws, applicable to a wide range of fluids [24]. The power-law viscosity constitutive law is commonly presented in the form

\[ \eta = K\dot{\gamma}^{n-1} , \]  

(4)

where \( K \) represents the consistency index, and \( n \) is the power-law index. These two parameters are obtained by linearising eq. (4) and performing a regression using rheology measurements - shear stress (or viscosity) as a function of shear rate. However, the obtained regressed parameters are specific to the conditions they were measured, while in this study, the goal is to derive expressions applicable to a wide range of temperature, pressure and concentrations. To this effect, models for the power-law coefficients, \( K \) and \( n \) need to be developed.

Considering the consistency index as the shear independent component of viscosity [27], then, \( K_{\text{mix}} \) can be expressed as the weighted average between water and lignin shear-independent viscosity:

\[ K_{\text{mix}} = \eta_w(1 - \varphi) + \eta_0\varphi , \]  

(5)

where \( \eta_w \) and \( \eta_0 \) are the water and zero-shear viscosity [11], respectively.
The semi-empirical Vogel, Tamman and Fulcher equation was chosen as the basis to model \( \eta_0 \). A previous study used this expression to determine the shear-independent contribution term to the viscosity of a lignin mixture [12], combined with a modified Quemada equation. This work extends its application to power-law fluids. The original equation is

\[
\eta_0 = A \exp \left( \frac{B}{T - T_0} \right), \tag{6}
\]

where \( A \) and \( B \) are analogous to the pre-exponential factor and activation energy in an Arrhenius equation, respectively, and \( T_0 \) to the glass transition temperature. Replacing the parameters \( B \) and \( T_0 \) by concentration-dependent expressions [12] and adding a multiplicative factor \( K_{f_B} \) to the exponential part of the equation yields

\[
\eta_0 = A \exp \left( K_{f_B} \frac{B_1 + B_2 \varphi}{T - C \varphi} \right). \tag{7}
\]

The parameters \( A, B_1, B_2 \) and \( C \) in eq. (7) remain fixed, while \( K_{f_B} \) is considered the uncertain parameter. Similarly to \( K_{f_H} \) in eq. (3), \( K_{f_B} \) will introduce random variability to the \( \eta_0 \) final value, making it either more or less sensitive to the effects of temperature and solids concentration.

The mixture power-law index, \( n_{\text{mix}} \), is a function of biomass concentration, modelled based on an approach using percolation theory [28; 29]. This theory relates the motion of the solid particles within a fluid with its geometrical characteristics (e.g. particle shape and aspect ratio). Macroscopic transport properties such as mixture viscosity can be modelled based on fundamental physical principles and therefore extend the prediction range of such equations, especially in comparison to purely stochastic correlations.

\[
[\text{Figure 1 about here.}]
\]

Campbell et al. [29] define the power-law index as

\[
n_{\text{mix}} = 1 - \frac{4}{3} \xi + \frac{1}{3} \xi^4, \tag{8}
\]

where \( \xi \) corresponds to a quantity defined as the plug size. Considering the velocity parabolic profile of a Poiseuille flow, as the fluid starts to exhibit non-Newtonian behaviour, the velocity at the pipe core will begin to flow as a plug. In contrast, near the wall, velocity will still tend to zero as in a
regular Poiseuille flow (see fig. 1). The expression to determine the plug size based on particle characteristics [28] is

\[ \xi = \frac{R_c}{R} = \left[ \frac{\phi - \phi_c}{\phi_m - \phi_c} \right]^{K_{\beta_2}}, \tag{9} \]

where \( R_c \) and \( R \) correspond to the plug and pipe radius, respectively, \( \phi \) is the volumetric fraction, \( \phi_m \) is the maximum packing fraction and \( \phi_c \) the critical volume fraction. The geometrical arguments used to derive the equations imply that volumetric fractions must be used when computing \( n \). The exponent \( K_{\beta_2} \) controls the growth of the plug size with solid concentration and is dependent on factors such as particle size, particle size distribution, presence of non-hydrodynamic forces such as Brownian motion and the fractal dimension of the clusters [28].

Mueller et al. [27] defined \( \phi_m \) as a function of the particle aspect ratio:

\[ \phi_m = \phi_{m_1} \exp \left[ -\frac{(\log_{10} A_p)^2}{2b^2} \right], \tag{10} \]

where \( \phi_{m_1} \) is the maximum packing fraction in the case of perfect spheres, and \( A_p \) is the particle aspect ratio. Equation (10) takes the form of a log-normal function with unity as mean and \( b \) as the standard deviation that modifies the value of \( \phi_{m_1} \), as it deviates from the ideal case of perfect spheres. The value of \( \phi_{m_1} \) is 0.64, confirmed both experimentally and computationally. The value of \( b \) used in this study, 1.171, is given by Klein et al. [30], which followed the original work of Mueller et al. [27] and performed a new curve fitting with a larger dataset.

Vovchenko and Vovchenko [31] derived the following expression for \( \phi_c \):

\[ \phi_c = 1 - \exp \left( -\frac{V}{\langle v_{ex} \rangle} \right), \tag{11} \]

where

\[ \left[ \frac{V}{\langle v_{ex} \rangle} \right]^{-1} = 2 + \frac{3}{2} \left( 1 + \frac{\sin^{-1} \varepsilon}{\varepsilon \sqrt{1 - \varepsilon^2}} \right) \left( 1 + \frac{1 - \varepsilon^2}{2\varepsilon} \ln \frac{1 + \varepsilon}{1 - \varepsilon} \right) \tag{12} \]

and

\[ \varepsilon = \sqrt{1 - A_p^{-2}}, \tag{13} \]
where $\langle v_{ex} \rangle$ and $\langle V_{ex} \rangle$ are the average and critical total average excluded volumes, respectively, $V$ is the single particle volume and $\varepsilon$ is the particle eccentricity. $\langle V_{ex} \rangle$ is also a function of aspect ratio and is determined by interpolation using the data from [31]. By replacing eqs. (12) and (13) in eq. (11), $\phi_c$ can be expressed solely as a function of $A_p$.

The particle aspect ratio, $A_p$, is obtained by solving the following expression for $[\eta]$:

$$[\eta] = -\frac{1}{5A_p} + \lambda \left(1 + 0.058 \frac{(A_p - 1)^2}{A_p} - 0.029 (\ln A_p)^2\right) + \frac{4A_p^2}{5 \ln (1 + A_p^3)},$$

(14)

where

$$\lambda = \frac{27}{10} - \frac{4}{5 \ln 2},$$

(15)

and $[\eta]$ is the intrinsic viscosity [32]. $[\eta]$ can be related to the particle molecular weight by the Mark-Houwink equation [33]:

$$[\eta] = K_{MH} \frac{K_{MH}}{\bar{K}_{M_W}} \alpha_{MH},$$

(16)

where $K_{M_w}$ is the lignin molecular weight and $K_{MH}$ and $\alpha_{MH}$ are parameters specific to each biomass mixture.

Looking at eqs. (8) to (16), the final value of $n_{mix}$ is dependent on the solids volume fraction, $\phi$, the exponent, $K_{\beta_2}$, and weight-averaged molecular weight, $K_{M_W}$, as both $\phi_c$ and $\phi_m$ can be expressed as a function of the latter. Determining a single value for $K_{\beta_2}$ and $K_{M_W}$ representative of most lignin mixtures poses a challenge. The former represents an aggregate of factors related to the solid particles and their interactions with the surrounding fluid [28] which is difficult to obtain measures of. The latter can vary several orders of magnitude for the same type of lignin [33]. Therefore, $K_{\beta_2}$ and $K_{M_W}$ were considered the uncertain parameters when computing $n_{mix}$.

Combining eqs. (5) and (7) to compute $K_{mix}$ and eqs. (8) to (16) to compute $n_{mix}$, the final viscosity equation is

$$\eta_{mix} = [\eta_w (1 - \varphi) + \eta_0 \varphi] \dot{\gamma}^{n-1}.$$ 

(17)
The Stokes-Einstein equation \([34]\) is used to define the molecular diffusivity of the mixture:

\[
D_{\text{mix}} = \frac{k_B T}{6\pi r_p \eta_{\text{mix}}},
\]  
(18)

where

\[
r_p = m \mathcal{K}_p M_W
\]  
(19)

is the particle radius, \(k_B\) the Boltzmann constant, \(\eta_{\text{mix}}\) the fluid viscosity and \(m\) and \(p\) are fitting parameters specific to each type of lignin. Equation (19) is a function of molecular weight, eliminating the need to define additional uncertain parameters for this thermophysical property.

All the relevant thermophysical properties, \(\rho_{\text{mix}}, C_P, \eta_{\text{mix}}\) and \(D_{\text{mix}}\) are now described by equations that are sensitive to key operation conditions in a chemical reactor: temperature, pressure, solid concentration and flow rate. The latter is convertible to shear rate, and so it will only be relevant to viscosity and indirectly to diffusivity calculations.

The uncertain parameter distributions and fixed parameter values considered in this study are shown in tables 1 and 2.

[Table 1 about here.]

[Table 2 about here.]

2.2. Uncertainty quantification procedure

[Figure 2 about here.]

The UQ procedure quantitatively determines the influence of the thermophysical properties on the response variables or quantities of interest (QoI). Based on the probability distribution functions assumed by \(\mathcal{K}()\), this procedure will generate valid model inputs. The model can then take the single value parametric inputs and compute the QoIs. The UQ procedure uses polynomial chaos expansions \([35]\) where statistical metrics such as the mean, \(\mathbb{E}\), variance, \(\text{Var}\), percentiles, \(P_x\), and the prediction interval, \(I_x\), are determined for each QoI. If the amount of uncertain parameters is below 20, this method is considerably faster than quasi-Monte Carlo methods \([35–37]\), which makes the methodology well suited for the current problem. Figure 2 shows a schematic representation of the UQ methodology.
The QoI, denoted here by the variable \( Y \), can be the RTD curve, mixing time, mixing temperature, or any other output considered relevant to chemical reactor flow. The response variable is a function of several independent variables: total mass flow, hot and cold flow ratios, operation pressure, inlet temperatures, and solids concentration. For \( N \) independent variables such that \( \mathbf{x} = [x_1, x_2, \ldots, x_N] \) and \( d \) uncertain independent input parameters \( \mathcal{K} = [\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_d] \), the output \( Y \) is

\[
Y = U(\mathbf{x}, \mathcal{K}) ,
\]

(20)

where \( Y \) can have any value within the output space \( \Omega_Y \) and has an unknown probability density function \( \varrho_Y \). The goal of the UQ procedure is to compute \( \varrho_Y \) and simultaneously describe the influence of the uncertain parameters on the QoI. The first-order Sobol indices can quantitatively describe the latter:

\[
S_1 = \frac{\mathbb{V}[\mathbb{E}[Y | \mathcal{K}_{(0)}]]}{\mathbb{V}[Y]} ,
\]

(21)

where \( \mathbb{E} \) and \( \mathbb{V} \) correspond to the mean and variance of \( Y \). \( \mathbb{E}[Y | \mathcal{K}_{(0)}] \) denotes the mean value of \( Y \) for the cases where the uncertain parameter \( \mathcal{K}_{(0)} \) is not varied. The variance of this value will inherently be lower than the total variance when all uncertain parameters are varied (\( \mathbb{V}[Y] \)). Therefore, the Sobol index is a measure of variance reduction when \( \mathcal{K}_{(0)} \) remains unchanged.

2.3. Implementation in Python

The thermophysical model is coded in Python 3.8, with pure water properties determined by the CoolProp module, which follows the IAPWS95 formulation [23]. chaospy handles the generation of distribution values and Gaussian kernel density estimation (KDE) for the molecular weight curves. To determine the log-normal distribution curve parameters other than the mean scipy.stats.rv_continuous.fit is used. The curve fittings were performed with scipy’s curve_fit module - non-linear least squares regression. The uncertainpy package [38] is used to perform all UQ computations. It provides a framework to perform UQ straightforwardly, providing the inputs for the flow model and reading its outputs, varying the values of the uncertain parameters following the assigned distribution. scipy’s solve_ivp was used as the ODE solver. The PFR section of the reactor was implemented in fipy, using a 1D unsteady convection-diffusion, finite volume formulation, parallelized.
3. Model and simulation setup

3.1. Thermophysical model fitting

To adequately represent both lignosulfonate (LS) and black liquor (BL) mixtures, a set of uncertain and fixed parameters is defined for each mixture. The fixed parameter values used can be directly taken from literature (eq. (3)), set by curve fitting (eq. (7)) or regression (eqs. (16) and (19)). Each uncertain parameter will follow a distribution determined in an ad hoc procedure, using the limited available data. Once all fixed and uncertain parameters are defined, Monte Carlo (MC) simulations assess the thermophysical property’s prediction range. The thermophysical model is considered to be fitted when the predicted range captures the experimental data or, in case this is lacking, falls within the expected variability of each property.

Normal distributions were assumed for density and heat capacity, using the parameter’s average value as the distribution mean and choosing a standard deviation that best captures the property variability. These properties should not differ between BL and LS mixtures, so they were assumed to be the same for both.

Viscosity modelling is particularly challenging, so the model fitting procedure entails a larger number of steps when compared to other thermophysical properties. The whole procedure is as follows:

1. Molecular weight distributions, different for each mixture, are obtained by Gaussian kernel density estimation (KDE) of sampled data. The KDE mean and standard deviation are used in the simplified log-normal distributions to prevent non-physical results [11; 39].

2. Parameters $A$, $B_1$, $B_2$ and $C$ are obtained by curve fitting eq. (7) to zero-shear viscosity data [11; 40].

3. The mean value of the $K_{\beta_2}$ distribution is determined by curve fitting eq. (9) to experimental power law index data [11; 40; 41].

4. The parameters $K_{MH}$ and $\alpha_{MH}$ in eq. (16) are taken from Braaten et al. [33] for LS and obtained by curve fitting with experimental power law index data in the case of BL [40; 41].

5. The lower and upper limits of the uncertain parameter uniform distributions $K_{\beta_2}$ and $K_{fB}$ are $\{2, 7\}$ and $\{0.9, 1.1\}$, respectively. The mean
value of \( K_{32} \) is between 4-5, so the distribution varies by two units above and below this interval. \( K_{fB} \) limits are a ±10% deviation to the reference unity value.

6. Monte-Carlo simulations assess the prediction range for both indices and viscosity itself.

7. Both fixed parameters and distribution limits (percentage deviation values) are adjusted to best capture the experimental data points.

3.2. Distributions

Figure 3a shows the probability distribution considered for density, along with experimental values for lignin and wood fibres. The density distribution average is 1400 kg/m\(^3\), as per several sources in the literature [11; 42; 43]. The standard deviation captures the experimental data of lignin and pulp fibres. The latter included to account for remaining wood impurities in the feedstock. Lignin density is lower than other wood components such as pulp fibres, hemicellulose or cellulose, so this distribution should account for several types of biomass impurities. The heat capacity deviation factor distribution function is shown in fig. 3b. An open literature search found only three data points. The central point was considered the mean to generate the respective distribution. The remaining two values were considered an error bar. The final distribution captures all data points and their respective error bars.

Molecular weight distributions for BL and LS are presented in fig. 4. Two approaches were used, curve fitting assuming a log-normal function and Gaussian KDE. For the KDE procedure to be carried out, the original data was sampled into histograms. Both approaches agree with the original data, except for values in the lower end of the molecular weight range. Accuracy loss from simplifying the distributions to a log-normal function is only significant at low molecular weights, for LS only. Additionally, Gaussian KDE might interpret data irregularities as part of the distribution and can even take negative molecular weight values, causing errors to the UQ procedure. Therefore, the log-normal approximation represents the molecular weight of both mixtures.
3.3. Reactor flow model

To test the thermophysical model under some feasible scenario, Figure 5 shows a schematic of the reactor simulated in this work and its model representation. The setup consists of a T-piece mixer followed by a pipe of length $L$. This geometry allows for high heating rates due to counter-current mixing between two streams at different temperatures [44–46]. The hot water and aqueous solid solution inlets are assumed to mix in the T-piece section of the reactor instantaneously. The output of the mixer then goes through a plug flow reactor at isothermal conditions.

[Figure 5 about here.]

An idealised flow model consisting of a CSTR and a PFR in series is developed to represent this setup. A set of differential equations defines each section of the reactor. The CSTR section of the reactor is described by

$$\rho_{mix} V \frac{\partial c_{tr}}{\partial t} = G_c c_{tr,in} - G_{tot} c_{tr} \quad (22)$$

and

$$\rho_{mix} C_{P_{mix}} V \frac{\partial T_{mix}}{\partial t} = G_c C_{Pc} T_c + G_h C_{Ph} T_h - G_{tot} C_{P_{mix}} T_{mix}, \quad (23)$$

where $c_{tr}$ corresponds to the concentration of a passive tracer, $c_{tr,in}$ to the tracer concentration in the CSTR inlet and $G$ are mass flow rates. The passive tracer concentration is followed to best mimic the experimental procedure to determine RTD curves, introducing a passive component in the system. The subscripts mix, $c$, $h$ and $tr$ denote mixture thermophysical properties and temperature, cold flow stream, hot flow stream and tracer concentration, respectively. Note that $\rho_{mix}$ and $C_{P_{mix}}$ depend on both temperature and solids concentration, which are constant throughout the reactor.

The concentration balance in the PFR part of the reactor configuration is

$$\frac{\partial c_{tr}}{\partial t} + U \frac{\partial c_{tr}}{\partial x} = \mathcal{D}_{eff} \frac{\partial^2 c_{tr}}{\partial x^2}, \quad (24)$$

where $U$ is velocity and $\mathcal{D}_{eff}$ is effective diffusion. $\mathcal{D}_{eff}$ is also a function of temperature and solids concentration. The passive tracer will not impact
either the thermophysical properties values or state variables for both reactor sections.

Equations (22) to (24) are used for the RTD curve determination of the reactor. In the CSTR section, a system of ODEs (eqs. (22) and (23)) determines the tracer concentration and mixture temperature. The PFR section is considered to be isothermal and so an unsteady one dimension convection-diffusion differential equation (eq. (24)) is used to determine the final tracer concentration at the end of the reactor.

The effective diffusion, $D_{\text{eff}}$, presented in eq. (24), can be defined as the sum of the mixture’s molecular diffusivity ($D_{\text{mix}}$), presented in eq. (18) and a virtual coefficient of diffusion ($\varepsilon_D$) related to flow advection, provided $D_{\text{mix}}/\varepsilon_D \ll 1$ [47]:

$$D_{\text{eff}} = D_{\text{mix}} + \varepsilon_D .$$  \hfill (25)

The dispersion of a soluble material injected into a tube where a slow stream of a viscous fluid is flowing is defined by

$$\varepsilon_D = \frac{R^2 U^2}{48 D_{\text{mix}}} .$$  \hfill (26)

In the case of turbulent pipe flow in smooth pipes, the virtual coefficient of diffusion takes the form of

$$\varepsilon_D = 7.14 R U \sqrt{\chi} ,$$  \hfill (27)

where

$$\chi^{-\frac{1}{2}} = -0.40 + 4 \log_{10} Re + 2 \log_{10} \chi$$  \hfill (28)

and

$$Re = 2RU/\nu$$  \hfill (29)

are the fluid resistance correlation and the Reynolds number, respectively, with $\nu$ as the kinematic viscosity.

Equations (26) and (27) are used depending on whether the flow regime is laminar or turbulent, respectively [48]. In both cases, $R$ and $U$ correspond to the pipe radius and flow velocity, respectively. Equations (26) to (28) account for the flow conditions impact on the RTD curve, while the thermophysical effects are modelled by eqs. (18) and (19).
3.4. Quantities of Interest

The mixing time measures the micromixing degree between the two streams. A low micromixing time corresponds to better mixing between streams, which has a beneficial effect on the chemical reaction. Thus, how this quantity changes with the operating conditions reflects the overall reactor performance. Baldyga and Bourne [49] define this quantity as

\[ \tau_m = 12 \sqrt{\frac{\nu}{\epsilon}}, \]

where \( \epsilon \) is the mean dissipation rate of turbulent kinetic energy and \( \nu \) the kinematic viscosity. Assuming \( \epsilon \) is the same for a biomass containing stream and a pure water stream, the mixing time ratio can be defined as

\[ \frac{\tau_{m,s}}{\tau_{m,w}} = \sqrt{\frac{\nu_s}{\nu_w}}. \]

The mixing time ratio defined in eq. (31) compares the degree of micromixing attained by the simulated reactor configuration when considering the effect of biomass in the mixture against the pure water properties assumption.

The RTD curve corresponds to the passive tracer concentration, \( c_{tr} \), at the system outlet as a function of time, with both variables non-dimensionalized. To compute \( c_{tr} \) over time, the PDE system formed by eqs. (22) to (24) must be solved, with \( c_{tr,in} \) in eq. (22) taking the value of a delta function.

After solving the PDE system, the \( c_{tr}(t) \) function must be non-dimensionalised, following the procedure listed in Levenspiel [50] to allow for comparison with other RTD results.

The two streams are at the same pressure and mix adiabatically, instantaneously and at isobaric conditions. The mixing temperature, \( T_{mix} \), is determined by an internal energy balance in eq. (23) and follows the assumption of perfect mixing. This temperature can also be defined as the Frozen Adiabatic Mixing Temperature (FAMT) [51; 52].

3.5. Test cases

[Table 3 about here.]

The hot water temperature and inlet flow rates were set based on the cases defined in Sierra-Pallares et al. [53], and the case numbers are sorted in ascending order of Reynolds number. The differences in this study are
the addition of solids in the cold stream and an increase in total flow rate, resulting in higher Reynolds numbers. The reason for this change is to allow the effect of turbulence on effective diffusion to be studied by employing two different expressions to compute its value. Cases F1 to F3 are fully laminar, F4 to F6 are in a transitional regime, and the remaining cases are turbulent. Equation (26) and eq. (27) are used to compute the coefficient of diffusion for cases F1 to F6 and F7 to F9, respectively. All test cases are listed in table 3.

Only cases with inlet temperatures below the critical point of water were chosen for this study as salt solubility steadily drops when going from sub to supercritical water, at which point precipitation starts to occur, which can profoundly impact reaction yields. Most catalysts used in HTL reactions are homogeneous, soluble salts, meaning precipitation will negate their effect. Most HTL feedstocks ash content is high, BL and LS included, and while the role of these inorganics is not entirely understood, the indication is that they can have a beneficial role in HTL reactions. Additionally, the precipitated salts can cause corrosion and fouling issues to the equipment and may also catalyse thermal decomposition gaseous reactions, which is not the goal of HTL.

4. Results and discussion

Simulations with the thermophysical model are presented in the subsequent sections to illustrate the methodology’s effectiveness. Section 4.1 presents the model prediction ranges. Section 4.2 presents the temperature results. Section 4.3 discusses the mixing time ratio, and section 4.4 the residence time distribution.

4.1. Thermophysical model prediction ranges

The thermophysical model fittings are first presented in prediction ranges or contours. Results for density, heat capacity, viscosity and its respective power-law parameters are shown, compared, when possible, with experimental data for the two-fluid mixtures studied. All prediction ranges correspond to 90% confidence intervals, while the prediction contours for the power-law indices represent the raw simulation data. The uncertain parameter distributions and model fixed parameters are adjusted to capture the experimental results and provide physically consistent predictions. The reactor flow simulations are performed with the thermophysical model fitted for BL and LS,
computing three QoIs: temperature, mixing time ratio, and RTDs. The operation conditions used correspond to the test cases presented in table 3. The UQ procedure runs the simulations and computes, for all QoIs, a mean and a 90% confidence interval based on polynomial chaos expansions and the respective Sobol indices.

Figure 6 shows the results of the MC simulations for density and heat capacity for three different solid concentrations and as a function of temperature. Given that all these quantities are weighted averages of solid and water properties, the uncertainty increases with lignin concentration. The heat capacity difference between pure water and lignin mixtures becomes exponentially smaller near the critical point, resulting in an almost 5-fold heat capacity increase of water near this point, leading to a small relative contribution of the biomass polynomial to the final mixture weighted average heat capacity value.

Figures 7 and 8 illustrate the power law index and zero-shear viscosity for BL and LS, respectively. These are a function of mass fraction on the $x$ axis with parameter $\beta_2$ or temperature as the contours, for the power law index or zero-shear viscosity, respectively. The distributions of $\mathcal{K}_{\beta_2}$ and $\mathcal{K}_{f_B}$ define how the these contours vary. Their limits were set based on a percentage difference from the reference values - blue line in figs. 7 and 8. This curve is obtained by non-linear least squares regression with the data points, presented in fig. 8, using eqs. (7) and (8) for the zero-shear viscosity and power law index, respectively.

The parameter $\beta_2$ determines how sharply the power-law index decreases when macroscopic particle clusters form or when the critical fraction is reached. The curve then steadily decreases until reaching zero, with this concentration corresponding to the maximum packing fraction of the mixture. The overall shape of the power-law index curves for both mixtures is similar, with the BL curve starting to decrease at slightly higher mass fractions when compared to LS. The influence of $\beta_2$ on the BL power-law index contour is less pronounced than in the LS case. Also, $\beta_2$ values above the reference curve
do not influence the point of maximum packing, while for LS, this value varies with $\beta_2$. The main difference between the two mixtures relating to the power-law index is the lower molecular weight, on average, of LS compared to BL. Therefore, the $\beta_2$ parameter can only influence the maximum packing fraction at the low end of the molecular weight distribution.

The zero-shear viscosity prediction contours have a similar shape between mixtures, with the exponential behaviour more evident for LS. The model predictions fail to capture the experimental values at lower temperatures and concentrations, seen in fig. 7, where data for different temperature levels is available. Nonetheless, this should not significantly affect the accuracy of the thermophysical model, as the goal is to simulate high concentration, high-temperature mixtures. The higher values of zero-shear viscosity for LS for the same concentration should translate into higher overall viscosity than BL.

Figure 9 show the resulting viscosity as a function of shear rate for BL and LS for selected solid concentrations, along with the respective confidence intervals. The model reasonably predicts viscosity for LS across all concentrations, failing at low shear rates. The model predictions for BL also deviate from the experimental points at low shear rates. However, the threshold value at which this deviation starts to happen is around two orders of magnitude higher than with LS. The low accuracy in this operation region requires special attention when performing simulations at low shear conditions.

4.2. Temperature

The frozen adiabatic mixing temperature (FAMT) is shown in fig. 10, grouped in sets of operating conditions. Each sub-figure contains the three different temperature levels considered, differing in total flow rate and hot to cold flow (H/C) ratio. All FAMT curves show a linear relationship with mass fraction, and their respective confidence interval slightly increases with concentration. Hot stream temperature and the H/C ratio are the variables that influence FAMT the most. The total flow ratio and consequently the Reynolds number does not show a significant impact on FAMT. The confidence interval for cases at higher temperatures and flow ratios is narrow due
to the relative differences in heat capacity between hot compressed water and lignin particles. The heat capacity of water increases exponentially at temperatures close to the critical point, while a linear polynomial describes lignin throughout the entire temperature range. Since there are no uncertain parameters in computing pure water properties, cases where the FAMT is close to the critical point or the H/C ratio is high will inherently lead to more accurate model predictions. The Sobol indices for FAMT are not presented as heat capacity is the sole contributor to its uncertainty.

Considering the results for the FAMT, the thermophysical influence on the energy balance is not very relevant even at high lignin loadings. The HTL process is restricted in the maximum mixing temperature and H/C ratios employed. The pure water and aqueous mixtures must remain sub-critical as salt precipitation occurs near the critical point. Therefore, the upper limit of the FAMT confidence intervals must not be higher than the water’s critical temperature. The H/C ratio, also an essential variable in controlling the reactor’s temperature, can reduce the economic feasibility of the HTL process, so it must not result in an excessively diluted mixture.

4.3. Mixing time ratio

[Figure 11 about here.]

Mixing aqueous lignin mixtures with hot compressed water is crucial in the HTL process. The latter will provide the necessary reaction heat and act as a solvent for the dissolved lignin in the cold stream. Good levels of micromixing are required to achieve this, and these are measured indirectly by the mixing time ratios. The lower the mixing time ratio, the easier it is to achieve good mixing at all scales since it is much easier to mix pure water streams. Figure 11 shows the mixing time as a function of mass fraction, with higher temperatures and total flow rates contributing to a lower mixing time ratio and consequently a narrower confidence interval. As solid concentration increases, the mixing time confidence interval gets wider, particularly above mass fractions of 50%. The thermophysical model’s low accuracy at high concentrations limits its applicability. However, it is still reasonably acceptable above 36.6%\(\text{wt.}\) and up to 45 – 50%\(\text{wt.}\), depending on process conditions, which is a concentration range that should ensure economic feasibility to the HTL process [16].

The viscosity consistency index is modelled as a weighted average of water and zero-shear aqueous lignin viscosity, resulting in the latter having a much
more significant contribution to the final viscosity value at low temperatures and H/C ratios. This difference in magnitude is lower at high temperatures, close to the water’s critical point and high H/C ratios due to the diluted mixture exiting the reactor. Cases with higher temperatures show smaller confidence intervals due to the differences in the relative contribution of the water and biomass components to the final viscosity value.

[Figure 12 about here.]

The differences in mixing time between BL and LS are substantial and show that the latter is considerably more sensitive to the same degree of uncertainty when compared to BL. The overall shape and behaviour of the curves are similar between the two mixtures for all tested cases, the only difference being the magnitude of the confidence interval. This could be due to the relatively higher contribution of $K_{fb}$ to the mixing time ratio uncertainty for the LS mixture, as can be seen in fig. 12. Additionally, fig. 12 reveals that $K_{MW}$ has the highest contribution to the mixing time ratio uncertainty for both mixtures, likely due to the wide value range of the molecular weight distributions.

Some test cases show a lower limit to the mixing time ratio confidence interval below unity, which can be an artefact of the UQ procedure, as the physical nature of the variables is not considered. Therefore, the percentiles computation is not restricted and can even take negative values, which is impossible for any studied QoIs. Additionally, the uncertainty introduced by the parameters $K_{MW}$, $K_{beta}$ and $K_{fb}$ combined with high solids mass fractions and exceptionally high Reynolds numbers can lead to shearing conditions where the mixing time ratio can take values below unity. For the same temperature, cases with higher Reynolds numbers and consequently shear rates (cases F7-9) always have lower 5% percentile values than the other cases due to the increased likelihood of the mixing time ratio being below unity. The latter explains the inflexion point and trend change in the confidence interval lower limit at high mass fractions.

The micromixing time between the aqueous lignin mixture and hot compressed water can increase up to ten-fold for LS and up to five-fold for BL compared to a scenario with two streams of pure water. Increasing temperature, the H/C ratio and total flow rate all aid in reducing the mixing time. However, practical considerations limit how far this QoI can be reduced without introducing changes to the process. Due to high pressures
and viscous flows in HTL processing, the pumping requirements are considerable, and both high H/C ratios and total flow rates will further increase these requirements. Given the high variability of lignin mixture properties, the counter-current mixing alone may not mix the two streams at the molecular level. In this situation, additional mechanical energy in the form of an impeller is likely necessary.

4.4. Residence time distributions

Figure 13 shows the RTD curves for the considered test cases. There is a clear distinction between cases F1-3, F4-6 and F7-9 that correspond to the three different levels of total flow rate considered. Thermophysical property variations only impact the RTD curves at low $\theta$ values and laminar flow regimes. At these conditions, the fluid’s thermophysical properties are dominated by molecular effects, which have an appreciable impact on the RTD curve, translating into the confidence intervals for cases F1-3 seen in fig. 13. However, due to the intrinsically small scale of this phenomenon, it is only relevant at low mass flow rates.

An RTD is a measurement of macroscopic mixing, tied to large scale motions and turbulent diffusion. The RTD curves show virtually no differences between the BL and LS, consistent with what was previously said about the thermophysical properties influence on this QoI. The results show that the reactor is dynamically identical for the two fluids, however, the RTD cannot provide information related to the moment when mixing occurs or whether the outlet stream is fully mixed at the microscale [54]. The latter is given instead by the mixing time ratio, discussed before in section 4.3. Therefore, according to this model, BL and LS have identical macromixing behaviour and only differ at the microscale, with LS requiring more energy to achieve good mixing.

The Sobol indices, presented in fig. 14, show that viscosity has a minimal impact on the RTD curves variability. Additionally, cases F4 and F7 show very drastic changes in the contribution of density to the overall RTD curve uncertainty. These are likely numerical errors due to the already negligible contribution of the thermophysical properties to the RTD uncertainty. Cases
F1-3 support this by showing a consistent contribution of the parameters $K_{\rho}$, followed by $K_{fH}$ to the results’ uncertainty. Since these cases have a laminar flow regime, the influence of the fluid’s properties on the RTD curve uncertainty is not so low to cause numerical errors.

The shape and magnitude of the RTD curves start to become dominated by flow advection with increased Reynolds number. Cases F4-6 show a $E(\theta)$ maximum slightly higher than cases F1-3, and the respective $\theta$ values are closer to unity. There are no discernable confidence intervals, meaning the fluid’s properties have virtually no effect on the RTD curves. Cases F7-9 present curves with shorter tails and a significantly higher maximum, located at $\theta$ values much closer to unity than all other cases. Therefore, most fluid particles will exit the reactor at the mean residence time, minimising dead zones and flow by-passes and ensuring a similar processing experience. Consequently, the primary HTL reactions are promoted, and unwanted secondary reactions are less likely to happen. Van Gerven and Stankiewicz [55] identify this as one fundamental principle of process intensification, necessary to “deliver ideally uniform products with minimum waste”.

5. Conclusions

The present study aimed to develop a thermophysical model representing two aqueous lignin mixtures, black liquor and lignosulfonates, at high solid concentrations and temperatures and pressures common to hydrothermal processes. This model establishes a simulation framework that does not assume pure water properties for the biomass carrying stream. Thus, the computational studies performed with this model are not limited to diluted biomass mixtures. The second aim of this study was to combine a novel UQ procedure based on polynomial chaos expansions with the reactor simulations and respective quantities of interest. Due to the heterogeneous nature of lignin mixtures, several thermophysical model parameters may have different values. The uncertainty quantification procedure allows these uncertain parameters to assume values drawn from a probability distribution function instead of a single value, as is customary in deterministic simulations. The influence of the thermophysical model uncertain parameters on the simulation quantities of interest can thus be assessed and a confidence interval determined.

The analysis showed that the fluid’s thermophysical properties influence on FAMT only becomes relevant at temperatures significantly lower than
the water’s critical point due to the relative difference in lignin and water heat capacities. The latter increases by a factor of four at temperatures near the critical point, having a much more significant contribution to the final heat capacity value than lignin, which is modelled by a linear polynomial. The influence of thermophysical properties on the residence time distribution curves are only evident at laminar flow regimes, where molecular effects become relevant compared to flow variables. The mixing time ratio results show a much more considerable influence of the mixture’s properties than the other two quantities of interest, with the accuracy of the results dropping severely above concentrations of 50%. For the same concentration, the micromixing time can increase between two and a half to five-fold and two to ten-fold for black liquor and lignosulfonate mixtures, respectively, when compared to mixing two pure water streams. Any increase in micromixing time will translate into higher energy costs to achieve the same level of mixing. Given the high uncertainty of these results, it is unlikely that counter-current mixing alone can adequately mix high concentration lignin mixtures with hot compressed water without additional mechanical energy, in the form of an impeller, for example.

Since the scope of this study was the thermophysical model development, the reactor simulations are highly simplified. The most significant limitations are the one-dimensional model, which does not include radial dispersion or compute heating rates and the absence of a turbulence model. Despite this, the mean values for the computed quantities of interest should remain the same. A more detailed flow model mainly influences the shape and magnitude of the quantities of interest confidence intervals. While the uncertainty quantification procedure mitigated the limited data issues, the accuracy of the model predictions ultimately depends on the validity of its assumptions. Measurements and experimental data can only confirm these.

The thermophysical model and uncertainty quantification procedure can be extended to more rigorous simulations, such as computational fluid dynamics, without changing model parameters. A more rigorous flow model can compute additional quantities of interest, and aqueous lignin’s non-Newtonian behaviour influence on turbulence can be studied, which is particularly relevant for transitional flow regimes.
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Table 1: Uncertain parameter (UP) final distributions used. Depending on the distribution, $\mu$, $\sigma$, $Z$, $s$, $a$ and $b$ are the distributions mean, standard deviation, shift, scale, lower and upper limits, respectively.

| UP   | UP name             | Distribution      | $\mu$ | $\sigma$ | $Z$ or $a$ | $s$ or $b$ |
|------|--------------------|-------------------|-------|----------|------------|------------|
| $K_{\rho}$ | Density          | Normal            | 1400  | 50       | -          | -          |
| $K_{fH}$ | Heat Capacity Factor | Normal           | 1     | 0.2      | -          | -          |
| $K_{fB}$ | Activation Energy Factor | Uniform    | -     | -        | 0.9        | 1.1        |
| $K_{\beta_2}$ | Plug Size Exponent | Uniform          | -     | -        | 2          | 7          |
| $K_{MW_{LS}}$ | LS Molecular Weight | Lognormal      | 10.1  | 1.0      | 59.0       | 0.56       |
| $K_{MW_{BL}}$ | BL Molecular Weight | Lognormal      | 11.1  | 1.2      | 0.0        | 0.51       |
Table 2: Fixed parameter final values used, indicating the respective property and equation where they appear. BL and LS are black liquor and lignosulfonates mixtures, respectively.

| Property       | Parameter | Value  | BL    | Equation |
|----------------|-----------|--------|-------|----------|
| Density        | -         | -      | -     | -        |
| Heat Capacity  | $C_{h,0}$ | 0.064  |       |          |
|                | $C_{h,1}$ | 0.004  |       | (3)      |
| Viscosity      | $\beta_{2,ref}$ | 4.82   | 3.78  | (9)      |
|                | $K_{MH}$  | 0.120  | 0.079 |          |
|                | $\alpha_{MH}$ | 0.360 | 0.307 | (16)     |
|                | $b$       | 1.171  |       |          |
|                | $A \times 10^4$ | 8.156 | 5.8   |          |
|                | $B_1$     | 500.0  | 344.5 | (7)      |
|                | $B_2$     | 500.0  | 461.2 |          |
|                | $C$       | 461.0  | 396.7 |          |
|                | $m$       | 1.067  |       | (19)     |
| Diffusion      | $p$       | 0.281  |       |          |
Table 3: Taguchi design of experiments table for the cases under study.

| Case | $T_h$ (K) | $F_{tot}$ (g/s) | $H/C_{ratio}$ | $Re_{LS}$ | $Re_{BL}$ |
|------|-----------|-----------------|---------------|-----------|-----------|
| F1   | 573.15    | 0.5             | 1:1           | 140       | 155       |
| F2   | 623.15    | 0.5             | 4:3           | 310       | 254       |
| F3   | 643.15    | 0.5             | 2:1           | 427       | 313       |
| F4   | 573.15    | 2.5             | 4:3           | 1029      | 975       |
| F5   | 623.15    | 2.5             | 2:1           | 1960      | 1473      |
| F6   | 643.15    | 2.5             | 1:1           | 2270      | 1622      |
| F7   | 573.15    | 12.5            | 2:1           | 6832      | 5799      |
| F8   | 623.15    | 12.5            | 1:1           | 8740      | 6837      |
| F9   | 643.15    | 12.5            | 4:3           | 12654     | 8675      |