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Abstract

The development of NekRS, a GPU-oriented thermal-fluids simulation code based on the spectral element method (SEM) is described. For performance portability, the code is based on the open concurrent compute abstraction and leverages scalable developments in the SEM code Nek5000 and in libParanumal, which is a library of high-performance kernels for high-order discretizations and PDE-based miniapps. Critical performance sections of the Navier–Stokes time advancement are addressed. Performance results on several platforms are presented, including scaling to 27,648 V100s on OLCF Summit, for calculations of up to 60B gridpoints.
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1. Introduction

A fundamental challenge in fluid mechanics and heat transfer is to accurately simulate physical interactions over a large range of spatial and temporal scales. Such simulations can involve billions of degrees of freedom evolved over hundreds of thousands of timesteps. Simulation campaigns for these problems can require weeks or months of wall-clock time on the world’s fastest supercomputers. One of the principal objectives of high-performance computing (HPC) is to reduce these runtimes to manageable levels.

We are interested in modeling turbulent flows using either direct numerical simulation (DNS) to capture all scales of motions, large eddy simulation (LES) to capture the modes that dominate momentum and thermal transport, or Reynolds-averaged Navier–Stokes (RANS) formulations that emulate both small- and large-scale transport with closure models. Applications include reactor thermal hydraulics, internal combustion engines, ocean and atmospheric flows, vascular flows, astrophysical problems, and basic turbulence questions for theory and model development. Simulations in these areas present significant challenges with respect to scale resolution, multiphysics, and complex computational domains. In many cases, experimental data are expensive or impossible to obtain, making simulation on leadership computing platforms critical to informed analysis.

With current exascale computing programs in the U.S. and elsewhere developing GPU-based HPC platforms it is imperative to exploit the performance potential of these powerful node architectures. In this paper, we describe the development of a new GPU-oriented open-source code for thermal-fluid analysis, NekRS, which has emerged out of two HPC software projects. Nek5000 [1] was one of the first production-level single-program multiple-data (SPMD) codes deployed on distributed-memory parallel computers [2]. It has demonstrated scalability to leading-edge platforms through the SPMD era [3, 4] and readily scales to millions of MPI ranks [5]. Early GPU efforts for Nek5000 commenced with OpenACC ports [6] and [7] (for NekCEM). libParanumal [8, 9] is a self-contained high-order finite element library that uses highly optimized kernels based on the portable Open Concurrent Compute Abstraction (OCCA) [10, 11]. It includes sublibraries for dense linear algebra, Krylov solvers, parallel mesh han-
dailing and polynomial approximation, p-type and algebraic multigrid, time stepping, gather-scatter operations and halo exchanges, and core miscellaneous operations. The libParanumal sublibraries support meshes consisting of triangles, quadrilaterals, tetrahedra, or hexes. The libParanumal project also includes mini-apps providing GPU accelerated solvers for a wide variety of transport-dominated physics applications. A significant feature of the libParanumal kernels is that, in the majority of cases, they are tuned to meet the rooftop performance limits. For example, FP64 performance in excess of 1 TFLOPS is realized for local SEM matrix-vector product (matvec) kernels on the NVIDIA V100 [8, 12]. Each solver supports multi-GPU simulation via Nek5000’s qslib for efficient MPI-based gather-scatter operations and halo exchanges [13].

In the present work, we describe a new code, NekRS, which is written in C++/OCCA. The performant kernels in NekRS started as an early fork from libParanumal and were tailored and expanded to meet the specific requirements of large-scale turbulent flow applications in complex domains. NekRS provides access to the standard Nek5000 interface and features (e.g., conjugate heat transfer), which allows users to leverage existing application-specific source code and data files on GPU-based platforms.

The remainder of this article is organized as follows. In Section 2 we provide relevant details of the governing equations and spectral element discretization. In Section 3 we describe the parallel GPU development, including parallel communication and partitioning strategies at exascale and present an illustration of high-performance kernels for GPU-based nodes. In Section 4 we provide extensive performance studies at scale, including weak- and strong-scale studies on all of Summit. We conclude with remarks and discussion in Section 5.

2. Formulations

We simulate thermal transport governed by the incompressible Navier–Stokes (NS) and energy equations,

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} &= -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u}, \\
\nabla \cdot \mathbf{u} &= 0, \\
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T &= \frac{1}{Pe} \nabla^2 T,
\end{align*}
\]

subject to appropriate velocity (\( \mathbf{u} \)), pressure (\( p \)), and temperature (\( T \)) initial conditions in \( \Omega \) and boundary conditions on \( \partial \Omega \). For typical applications, the Reynolds (\( Re \)) and Peclet (\( Pe \)) numbers are large, implying that the flows are advection dominated. For high \( Re \), in fact, the flows are fully turbulent, implying a need for highly accurate numerical discretizations in order to avoid numerical dispersion and dissipation [14]. (We note that NekRS currently supports conjugate heat transfer where \( T \) may be defined on a domain that is larger than \( \Omega \). In what follows, however, we omit further discussion of the energy equation (3).)

2.1. BDF Time Discretization

We begin with a backward difference (BDF\( k \)) approximation to \( \frac{\partial \mathbf{u}}{\partial t} \) to derive an implicit Stokes substep for velocity and pressure at time level \( t^n \),

\[
\begin{align*}
\frac{\beta_0}{\Delta t} \mathbf{u}^n &= \frac{1}{\Delta t} \mathbf{u}^* - \nabla p^n + \frac{1}{Re} \nabla^2 \mathbf{u}^n, \\
\nabla \cdot \mathbf{u}^n &= 0,
\end{align*}
\]

where \( \mathbf{u}^* \) accounts for quantities known from prior substeps and is computed in one of two ways. The standard (Courant- or CFL-limited) formulation is BDF\( k/\)EXT\( k \),

\[
\mathbf{u}^* := -\sum_{j=1}^{k} (\beta_j \mathbf{u}^{n-j} + \Delta t \alpha_j \mathbf{u}^{n-j} \cdot \nabla \mathbf{u}^{n-j}),
\]

where the \( \beta_j \)s are the \( k \)th-order BDF coefficients and the \( \alpha_j \)s are \( k \)th-order extrapolation coefficients. An alternative formulation that avoids the CFL constraint on stepsize \( \Delta t \) is the semi-Lagrangian approach with

\[
\mathbf{u}^* := -\sum_{j=1}^{k} \beta_j \tilde{\mathbf{u}}^{n-j}.
\]

Here, each \( \tilde{\mathbf{u}}^{n-j}(x) \) represents the value of \( \mathbf{u}^{n-j}(x^*) \), where \( x^* \) is the foot of the characteristic that would be found by integrating the velocity field backward in time over \([t^n, t^{n-1}]\). In practice, the off-grid interpolation required for direct evaluation of \( \mathbf{u}^{n-j}(x^*) \) can be avoided by solving a hyperbolic advective subproblem on \([t^{n-j}, t^n]\),

\[
\frac{\partial \mathbf{w}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{w} = 0,
\]

with initial condition \( \mathbf{w}(x, t^{n-j}) = \mathbf{u}^{n-j} \) [15, 16]. We typically use the third-order (\( k = 3 \)) formulation for (6) with a Courant number of CFL=0.5. For (7), CFL=2–4 is most common, but we typically use only second-order in time (\( k = 2 \)) because of the relative expense of the hyperbolic substeps (8), which are fully dealiased [17].
2.2. Implicit Stokes Solve

The unsteady linear Stokes problem (4)–(5) is further decoupled via a fractional step method that treats the divergence-free and viscous terms as separate subproblems. A pressure-Poisson problem derives from taking the divergence of (4),

$$-\nabla \cdot (\nabla p^0) = -\nabla \cdot u^* + \frac{1}{Re} \nabla \cdot (\nabla \times \omega),$$  \hspace{1cm} (9)

where \( \omega = \sum_{j=1}^{k} \alpha_j \nabla \times u^{n-j} \) is the extrapolated vorticity, which serves to control divergence errors at the boundaries. Additional details on the boundary conditions for (9) can be found in [18, 19, 20, 21].

The final substep requires the solution of

$$-\frac{1}{Re} \nabla^2 u^n + \frac{\beta_0}{\Delta t} u^n = u^{\star \star},$$  \hspace{1cm} (10)

where \( u^{\star \star} \) is the divergence-free velocity

$$u^{\star \star} = u^* - \Delta t \nabla p^0.$$  \hspace{1cm} (11)

The advantage of (4)–(11) is that it decouples the NS equations into independent substeps, each of which can be efficiently treated by techniques tailored to the governing physics: hyperbolic substeps for advection, diagonally preconditioned conjugate gradient (PCG) iteration for the viscous Helmholtz problems, and multilevel PCG or GMRES for the pressure solve. Because it governs the fastest modes (i.e., the acoustic modes, which are infinitely fast in the incompressible model), the pressure-Poisson problem is intrinsically the stiffest substep. Isolating it from the other governing operators results in a fast algorithm because there is no need to evaluate viscous or advection operators with each iteration, which would be required of a fully implicit approach.

2.3. Spectral Element Discretization

To develop an efficient spatial discretization, we employ high-order spectral elements (SEs) [22] in which the solution, data, and test functions are represented as locally structured \( N \)th-order tensor product polynomials on a set of \( E \) globally unstructured curvilinear hexahedral brick elements. The approach yields two principal benefits. First, for smooth functions such as solutions to the incompressible NS equations, high-order polynomial expansions yield exponential convergence with approximation order, implying a significant reduction in the number of unknowns (\( n \approx EN^3 \)) required to reach engineering tolerances. Second, the locally structured forms permit local lexicographical ordering with minimal indirect addressing and, crucially, the use of tensor-product sum factorization to yield low \( O(n) \) storage costs and \( O(nN) \) work complexities [23]. As we demonstrate, the leading order \( O(nN) \) work terms can be cast as small dense matrix-matrix products (tensor contractions) with favorable \( O(N) \) work-to-storage ratios (computational intensity) [24].

The equations for the SE basis coefficients are derived from a weighted residual formulation for each subproblem. For example, (6) and (10)–(11) become Find \( u^*, p^0 \in X^N_b(\Omega) \times X^N(\Omega) \) such that for all \( \mathbf{v}, q \in X^N_b \times X^N \),

$$\mathbf{v} \cdot u^* = -\sum_{j=1}^{k} (\beta_j \mathbf{v} \cdot u^{n-j}) + \Delta t \alpha_j \mathbf{v} \cdot u^{n-j} \cdot \nabla u^{n-j},$$  \hspace{1cm} (12)

$$\nabla q \cdot \nabla p^0 = -\frac{1}{\Delta t} (q, \nabla \cdot u^*) - \frac{1}{Re} (\nabla q, \nabla \times \omega),$$  \hspace{1cm} (13)

$$\frac{1}{Re} (\nabla \mathbf{v}, \nabla u^n) + \frac{\beta_0}{\Delta t} (\mathbf{v}, u^n) = \frac{1}{\Delta t} (\mathbf{v}, u^{\star \star}).$$  \hspace{1cm} (14)

Here, \( \mathbf{v}, u \in \int_{\Omega} \mathbf{v} \cdot u \, dV \) is the \( L^2 \) inner product on \( \Omega; X^N_b \) is the subset of \( X^N \) satisfying the Dirichlet conditions on \( \partial \Omega; X^N_0 \) is the subset of \( X^N \) satisfying homogeneous Dirichlet conditions on \( \partial \Omega \); and \( X^N \subset H^1 \) is the set of continuous \( N \)th-order spectral element basis functions described in [24]. \( H^1 \) is the usual Sobolev space of functions that are square integrable on \( \Omega \), whose derivatives are also square integrable.

The discrete systems of equations are derived by formally expanding the test and trial functions in terms of a basis \( \{ \phi_i \} \) for \( X^N \). Consider the weak form of the Poisson equation, Find \( u \in X^N_0 \) such that \( (\nabla \mathbf{v}, \nabla u) = (\mathbf{v}, f) \) for all \( \mathbf{v} \in X^N_b \), with

$$u(x) = \sum_{j=1}^{n} u_j \phi_j(x).$$  \hspace{1cm} (15)

Inserting this expansion and taking \( v = \phi_i \), we get

$$A_{ij} = \frac{b_i}{\phi_j},$$  \hspace{1cm} (16)

with \( \mathbf{b} = [b_1 \ldots b_n]^T \) the vector of unknown basis coefficients and

$$A_{ij} := (\nabla \phi_i, \nabla \phi_j),$$  \hspace{1cm} (17)

the symmetric positive definite (SPD) stiffness matrix associated with the Poisson operator. Elements of the data vector \( \mathbf{b} \) are computed by evaluating inner products \( b_i := (\phi_i, f) \).

To derive fast matrix-free operator evaluations for iterative solution of (16), we introduce the local SE basis functions. To begin, we assume \( \Omega = \cup_{e=1}^{E} \Omega^e \), where the non-overlapping subdomains (elements) \( \Omega^e \) are images of the reference domain,
where derivatives with respect to \( r_q \) are computed by (21)–(23). The array of matrices \( \frac{\partial u^e}{\partial x_p} \) is found by inverting (at each grid point, \( \xi_{ijk} \)) the \( 3 \times 3 \) matrix, \( \frac{\partial x_n}{\partial r_q} = D_n \frac{\partial x_p}{\partial q} \).

Note that evaluation of the full gradient (24) involves three tensor contractions, (21)–(23), each requiring \( 2(N+1)^3 \) operations and \( (N+1)^3 \) memory references, followed by three pointwise contractions, \( u^e_{q,p} = \sum_{q=1}^{N} r_q x_p u^e_{q,p} \), requiring 15\((N+1)^3 \) operations and 9\((N+1)^3 \) memory references (assuming that \( u^e_{q,p} \) is cached from the \( \nabla_r \) operation). For the full field, the gradient \( (u_c, u_p, v_c) \leftarrow u \) thus requires \( 10E(N+1)^3 \approx 10n \) memory references and \( 6E(N+1)^4 + 15E(N+1)^3 \approx n(15+6N) \) operations. We note that the \( O(N^4) \) work terms (21)–(23) are readily cast as dense matrix-matrix products [3, 24].

In addition to differentiation, the weighted residual formulation requires integration, which is effected through GLL quadrature. For any \( u, v \in X^N \), we define the discrete inner products,

\[
(v, u)_N := \sum_{e=1}^{E} (v, u)^e ,
\]

\[
(v, u)^e := \sum_{k=0}^{N} \sum_{j=0}^{N} \sum_{i=0}^{N} v^e_{i,j,k} \rho_{ijk} \mathcal{J}^e_{ijk} u^e_{i,j,k}
\]

(25)

(26)

(27)

Here, \( \rho_{ijk} = \rho_i \rho_j \rho_k \) is the product of one-dimensional GLL quadrature weights; \( \mathcal{J}^e(r) = \frac{\partial x^e}{\partial r} \) is the Jacobian associated with the map \( x^e \) from \( \hat{\Omega} \) to \( \Omega^e \); and \( B^e = \text{diag}(\rho_{ijk} \mathcal{J}^e_{ijk}) \) is a local, diagonal mass matrix. For affine maps, \( (v, u)^e \equiv \int_{\Omega^e} vu \, dV \) whenever the product \( uv \) is a polynomial of degree \( 2N - 1 \) or less. The high accuracy realized by the GLL quadrature is sufficient to ensure stability for the Poisson operator when \( (\nabla \phi_i, \nabla \phi_j)_N \) replaces \( (\nabla \phi_i, \nabla \phi_j) \) in (17) [25], but not for the advection operator, where the integrand is of degree \( 3N \) and thus requires higher-order integration [17].

Equipped with the basic calculus tools (21)–(27), we evaluate the bilinear form \((\nabla v, \nabla u)\) as follows,

\[
(\nabla v, \nabla u) = \sum_{e=1}^{E} (\nabla v^e, \nabla u^e)^e
\]

\[
= \sum_{e=1}^{E} (v^e)^T A^e u^e = v^T A_L u_L ,
\]

(28)

where \( u_L = [u^1 \cdots u^E] \) is the collection of all local basis vectors and \( A_L = \text{block-diag}(A^e) \) comprises the local stiffness matrices given in factored form.
A' = \begin{pmatrix} D_1 & G_{11}' & G_{12}' & G_{13}' \\ D_2 & G_{12}' & G_{22}' & G_{23}' \\ D_3 & G_{13}' & G_{23}' & G_{33}' \end{pmatrix} \begin{pmatrix} D_1 \\ D_2 \\ D_3 \end{pmatrix}.

Here, the six local geometric factors $G_{ij}' = G_{ij}$ are diagonal matrices with one nontrivial entry for each gridpoint $\xi_{ijk}$.

\[ [G_{mm}']_{ijk} = \sum_{l=1}^3 \partial r_m \partial r_m \partial x_{ijl} \partial x_{ijkl} B_{ijl}^{ijk}. \]

Evaluation of $A'w'$ thus requires $7(N+1)^2$ memory references (six for $G_{mm}'$ and one for $u_e$) and $12(N+1)^4 + 15(N+1)^3$ operations, per element. Aside from preconditioning, $A'w'$, constitutes the principal work for the pressure-Poisson problem and for the viscous solves. In the case of the Jacobi-preconditioned viscous substeps, it is the only work term that scales as $O(nN)$. The other contributions in Jacobi PCG total to $\sim 12n$ floating-point operations.

To ensure interelement continuity ($u, v \in X^N \subset H^1$), one must constrain local basis coefficients at shared element interfaces to be equal. That is, for any given sets of coefficient indices $(i, j, k, e)$ and $(i, j, k, \tilde{e})$,

\[ x_{ijk}^e = x_{ijk}^\tilde{e} \rightarrow u_{ijk}^e = u_{ijk}^\tilde{e}. \]

The statement (31) leads to the standard finite element procedures of matrix assembly and assembly of the load and residual vectors. Matrix-free algorithms that use iterative solvers require assembly only of vectors, since the matrices are never formed.

To implement (31), we introduce a global-to-local map, formally expressed as a sparse matrix-vector product, $u_L = Q_u v$, which takes global (uniquely defined) degrees of freedom $u_l$ from the index set $l \in \{1, \ldots, n\}$ to their (potentially multiply defined) local counterparts $u_{ijk}^c$. The continuity requirement leads to

\[ u_{ijk}^c A_L u_L = u_{ijk}^\tilde{e} A_L Q_u = u_{ijk}^T A \tilde{e}. \]

from which we conclude that the global stiffness matrix is $A = Q^T A_L Q$. We refer to $A_L$ as the unassembled stiffness matrix and $A$ as the assembled stiffness matrix.\footnote{We typically denote $Q^T A_L Q =: \hat{A}$ as the Neumann operator, which is orthogonal to the constant vector, and $A = RAR^T$ as the SPD stiffness matrix, where $R$ is a restriction matrix that discards rows corresponding to Dirichlet data \cite{24}. Application of $R$ does not impact complexity so we do not discuss it further.}

With this factored form, a matrix-vector product can be evaluated as $w = Q^T A_L Q_p$, which allows parallel evaluation of the work-intensive step of applying $A'$ to basis coefficients in each element $\Omega^e$. Application of the Boolean matrices $Q$ and $Q^T$ represents the communication-intensive phases of the process.\footnote{In the case of nonconforming elements, $Q$ is not Boolean but can be factored into a Boolean matrix times a local interpolation matrix \cite{24}.}

3. Parallel GPU Development

Our parallel approach to solving the incompressible NS equations follows the standard SPMD paradigm of partitioning the domain across $P$ MPI ranks, each with its own private address space, and time advancing the equations in a cooperative fashion using iterative solvers to solve the elliptic subproblems for the velocity, temperature, and pressure. On each node, we run one MPI rank per GPU. All data resides on the device, with a copy back to the host only when needed (e.g., for I/O or analysis of turbulence statistics).

NekRS has been developed in close collaboration with the libParanumal project, \cite{8, 9, 26, 27} which provides high-performance kernels for high-order methods on GPUs. The GPU kernels are written in the portable Open Concurrent Compute Abstraction (OCCA) library \cite{10, 11, 28} to abstract between different parallel languages such as OpenCL, CUDA, and HIP. OCCA allows developers to implement the parallel kernel code in a slightly decorated C++ language, OKL. At runtime, the user can specify which parallel programming model to target, after which OCCA translates the OKL source code into the desired target language and Just-In-Time (JIT) compiles kernels for the user’s target hardware architecture. In the OKL language, parallel loops and variables in special memory spaces are described with simple attributes. For example, iterations of nested parallel loops in the kernel are annotated with @Outer and @Inner to describe how they are to be mapped to a grid of work-item and work-groups in OpenCL or threads and thread-blocks in CUDA and HIP. All iterations that are annotated with @Outer or @Inner are assumed to be free of loop carried dependencies. We describe several of the kernels in detail below.

We note that experience with Mira \cite{5} has established that the strong-scale limit for Nek5000
is around $n/P = 2000–4000$ points per MPI rank (in -c32 mode), meaning using just 2 to 8 elements per rank for typical orders of $N=7$ to 11. By contrast, the strong-scale limit on modern GPUs such as the Nvidia V100 is around $n/P = 2–4$ million points per rank (i.e., per GPU), or about 4,000 to 8,000 elements [12]. Moreover, “hero” runs on Mira were at the level of about 15 million elements, which could easily be run on a million ranks. On Summit, NekRS routinely is run with 175 million elements and $N = 7$ ($n = 60 B$). The quantitative differences have an impact on considerations such as communication hiding and the importance of internode latency. We discuss these issues further in Section 4.

3.1. Domain Partitioning

For the large runs that are now routine on Summit, we partition the domain using parallel recursive spectral bisection (parRSB) [29] in such a way that the number of elements on each processor differs by at most 1. The Fiedler vector for parRSB is computed by using either restarted Lanczos or inverse iteration with lean algebraic multigrid (AMG) [30] on the element-centered connectivity graph. Prior to running parRSB, we execute recursive coordinate bisection (parRCB) in order to organize the graph into reasonably connected subsets on each processor. Otherwise, the parRSB iterations can incur significant communication overhead because one or more processors may have each of its elements connected to different processors if the ordering is arbitrary (e.g., partitioned according to the original element numbering). Prepartitioning with parRCB can cut parRSB run times by a factor of 100. On GPU-based systems parRCB/RSB are run on the CPUs because the number of elements, $E$, in the SEM is typically three orders of magnitude smaller than the number of grid points, $n = E N^3$. On 8,100 cores of Summit, the partition time for $E = 60$ million is about 40 seconds using Lanczos with a parRCB preprocessing time of 0.8 seconds.

3.2. Parallel Communication

Time advancement of the discretized NS equations effectively amounts to executing a sequence of matrix-vector products. Because both the trial and test spaces ($u, p$ and $v, q$) are continuous, these products involve a map of the form $w = Q^T Z_L Q u$, where $Z_L=\text{block-diag}(Z^e)$ represents some localized physics (e.g., advection or diffusion), $Q^T$ reflects the continuity of the test functions, and $Q$ the continuity of the trial functions. When recast as $w_L = Q Q^T Z_L L_L$, the parallelization is clear: each processor evaluates $\tilde{w}_e = Z^e u^e$, $e = 1, \ldots, E_p$, where $E_p$ is the number of elements on rank $p$ (With the private memory model, other discriminators are not required for $Z^e$ or $u^e$ because their data is implicitly indexed by $p$.) This parallel work step is followed by the communication phase, $w_L = Q Q^T \tilde{w}_L$, which corresponds to an exchange and sum of shared interface values between adjacent elements. On Mira, $Q Q^T$ is almost 100% communication (latency) dominated in the strong-scale limit of one or two elements per rank. On GPUs there are thousands of elements per rank. A significant portion of the elements are thus interior to the local partition, and there is consequently an opportunity to overlap work and communication.

$Q Q^T$ is implemented in parallel by using the open-source communication library gslib, which supports multiple data types and associative/commutative operations (e.g., min, max, +) for scalar and vector fields, as well as one-sided operations $Q$ and $Q^T$. The adjacency graph is prescribed by a simple interface. The user provides indices in a vector, $g_p$, of length $n_p = E_p(N + 1)^3$ on each processor, $p = 0, \ldots, P - 1$. The indices correspond to global pointers, while their positions, $1, \ldots, n_p$, correspond to local pointers. Passing $g_p$, to $gs\_setup$ returns a handle, $gsh$, which is then used when executing $gs\_op(gsh, w_L, +)$ to produce $w_L \leftarrow Q Q^T w_L$. The user does not need to know which processor holds the adjacent elements or anything else about the shared indices. If a global pointer is unique in the set $\bigcup_p \{g_p\}$, then the corresponding entry in $w_L$ will be unchanged. If one knows a priori that certain entries in $g_p$ are singletons, a 0 index may be supplied in $g_p$, which saves work in the discovery phase of $gs\_setup$. (We typically set all element-interior pointers $0$.)

At setup time, gslib picks a communication strategy (pairwise, crystal router\footnote{Crystal router is a scalable generalized all-to-all [31].} or all-reduce) that yields the lowest maximum time over a set of trials for the given adjacency graph. We have found this optimization to be particularly important ($10 \times$) in the context of AMG for solution of distributed coarse-grid problems [4]. When the number of nonzeros per row is large, the pairwise exchange can require a large number of messages, whereas crystal router requires only $\log_2 P$ messages. The all-reduce approach has a nominal $\log_2 P$ cost; but with hardware support, the cost is effectively independent of $P$ and (on Mira) bounded by $4 \times$ the latency for short messages, even with $P > 1 M$. $gs\_setup$ executes in $O(\log P)$ time and is quite fast. For example, with 3B gridpoints on a million ranks of Mira, the time (including setup and 10 trials
Figure 2: Two-dimensional thread-block for advection.

each for pairwise and crystal router) is less than one second. For this example, the corresponding times are .000325 seconds for pairwise and .0046 seconds for the crystal router.

For device-based implementations of QQT, we extend the autotuning approach to test device-to-device transfers (i.e., GPU direct), transfers via the host with buffers packed on the host, and transfers via the host with buffers packed on the GPU. Since overlapped communication and computation is also supported, the determination of the fastest algorithm requires testing under overlapped run conditions, which is enabled through a call-back function that allows the setup to be tested in tandem with execution of the relevant kernel. The overlap works as follows. All elements with nonlocal adjacency connections are evaluated first (i.e., $\tilde{w}_{nl} = \sum_{e_{nl}}$, where $e_{nl}$ spans the set of elements having nonlocal connections). The nonlocal communication is initiated, and the remaining local products are evaluated. Incoming off-device contributions are then added to the result, $\tilde{w}_{nl}$.

3.3. High-Order Kernels

The $O(N)$ computational intensity of the spectral element method, coupled with minimal indirect addressing, provides significant performance opportunities on GPU architectures. Moreover, for vector- (e.g., velocity-) oriented operations, the $O(N^3)$ geometric factors associated with each element can be reused across each velocity component (e.g., when computing $\nabla u$ on $\Omega$). While the majority of NekRS simulations are run with $N=7$, it is not uncommon to require $N=11-15$ for some applications, implying that the dealiased advection operators will be evaluated on $N_q^3$ quadrature points, with $N_q = 13-23$. For these cases, a 2D thread structure must be used, as illustrated in Fig. 2. For relatively low $N$, operations may be organized into 3D thread structures and still be within shared-memory and thread-block limits, as illustrated in Fig. 3.

NVIDIA imposes a hard limit of 1,024 threads per thread block, meaning that a triply nested 3D thread structure of size $N_q \times N_q \times N_q$ mandates $N_q \leq 10$. Therefore, the maximum achievable polynomial order in the 3D thread structure advection operator, illustrated in Algorithm 2, is $N = 9$. The 2D thread structure of Algorithm 1, however, does not reach the 1,024 threads per threadblock restriction until $N_q = 32$. Further, using a 2D thread structure allows for the shared-memory usage to be better optimized. For example, in Algorithm 1, only four 2D shared-memory structures are needed. This approach is already available in libParanumal [8]. A small development building on this earlier work is the addition of using 2D shared-memory structures with a 1D register memory structure. Since each thread $(i,j)$ has its own register data, array lookups of the form $A[*,j][i]$ can be reduced into one-dimensional register array lookups of the form $r_A[*,i]$, where $r$ is a register array for thread $(i,j)$ and $rA[k]=A[k][j][i]$ corresponds to values of $A$ along the $k$-index for a fixed $(i,j)$. A major advantage of this approach is reducing the number of (relatively) slow shared-memory loads by nearly a factor of three. In addition, this helps preserve the 48 kB of shared memory available on the NVIDIA V100, which can hold only 6,144 double-precision words. Because OCCA allows for runtime JIT-compilation of kernels, either the 2D or 3D thread structure kernel may be used for the case $N_q \leq 10$, based on which is more performant.

3.4. Poisson Solve Preconditioning

As noted above, the pressure-Poisson solve is intrinsically the stiffest substep in NS time advancement. It is easy to understand why this is so by considering the example of flow in a pipe. When flow is suddenly forced in at a given flow-rate on one end of the pipe, it must leave at the same rate at the far end of the pipe and must have the same mean value throughout the pipe—all by the end of the current timestep. A consequence of the divergence-free constraint is that the Poisson problem is intrinsically communication intensive—all processors must “know” about an inlet condition, which might be prescribed only on one processor. Fast scalable Poisson solvers are thus of paramount
concern for incompressible simulations. Because the setup is amortized over tens of thousands or hundreds of thousands of timesteps, we care more about solve times than setup costs.

For CPU-based applications, we have developed a $p$-multigrid strategy that uses an overlapping additives Schwarz method (ASM) as a smoother [32, 33]. The local solves are effected in $\approx 12E(N + 3)^4$ operations by using tensor-contraction-based fast-diagonalization methods (FDMs) [24]. Typical multigrid schedules use approximation orders $N$, $N/2$, and $N = 1$ at successively coarser levels. For modest-sized meshes (e.g., $E < 500K$), the $O(E)$-sized coarse-grid problem is solved by using a fast direct solver that requires a minimal $2\log_2 P$ message exchanges [34]. For larger problems on CPU platforms, the coarse-grid solve is solved by using communication-minimal implementations of algebraic multigrid. Here, the adaptability of $gslib$ is essential because of the stencil growth in the lower levels of AMG. At each level, communication is effected by the fastest supported algorithm in $gslib$, resulting in a 5- to 10× improvement over simply using pairwise exchanges for stencil updates [4]. Our CPU implementation of ASM also uses an additive approach between levels, which means that there is only one proper matvec in $A$ per PCG iteration. The idea is that each element of the Krylov subspace should be projected, rather than using cycles for unprojected iterations. On BG/Q, which has hardware support for all-reduce ($< 20\mu s$ for $P = 1M$ [5]), dot products for projection incur only a fraction of a percent of total run time. We use flexible PCG because weighting the ASM, which improves its smoothing properties, introduces a slight asymmetry in the preconditioner.

On GPUs, the situation is somewhat different. First, the arithmetic for the matvecs and local solves is very fast. Because of other strong-scaling limitations, there are enough elements per rank (typically, $E/P \sim 4000–8000$ on the NVIDIA V100 and AMD InstinctTM MI100) to effectively overlap communication with computation on the fine-grid matvecs. Moreover, dot products are not fast on GPUs. A better smoother than straight ASM is consequently more effective. We consider two strategies. The first smoother uses two Chebyshev-accelerated Jacobi (CHEBY-JAC) sweeps, with pre- and postsmoothing at the top two levels. Hypre or parAlmond [35, 36] is used for the $O(E)$ coarse-grid problem. (AMG cannot be applied directly to the dense $Au = b$ systems. It can, however, be applied to FEM-based surrogates for $A$ to develop an alternative preconditioning strategy [23, 37, 38].) The second (CHEBY-ASM) applies Chebyshev acceleration to the FDM-based ASM smoother, with the coarse-grid solver unchanged.

The effectiveness of CHEBY-JAC is illustrated in Fig. 4, which contrasts with the baseline ASM results under a succession of algorithmic refinements, including switching to FP32 for certain parts of the preconditioner and/or using an adaptive gather-scatter that chooses between different (device/host) buffer packing and pairwise exchange strategies, and incorporating projection-based initial guesses [39]. The test problem is turbulent flow through a cylinder with 1,568 spherical pebbles at $Re_D = 5000$, run on 22 nodes of Summit. The discretization consists of $E = 524K$ elements of order $N = 7$ ($n = 180 M$), with $n/P = 1.36 M$ (i.e., beyond the 80% strong-scale limit). Timestepping is based on two-stage 2nd-order characteristics with

---

4FP32 is used only for the smoothing steps. Indirect-adding overheads result in minimal gains if FP32 is used for the unstructured coarse-grid solve.
Smoother & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 112 & 1.64e+00  
CHAR-BDF2 & RAS & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 93 & 1.44e+00  
 & ASM & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 32 & 1.04e+00  
 & CHEBY-JAC & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 26 & 6.56e-01  
 & CHEBY-RAS & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 16 & 5.03e-01  
 & CHEBY-ASM & 54 & 524386 & 7 & 3.33M & 1.0e-03 & 4.05 & 4 & 13 & 3.43e-01  
BDF3-EXT3 & RAS & 54 & 524386 & 7 & 3.33M & 2.5e-04 & 1.06 & 2 & 51 & 7.54e-01  
 & ASM & 54 & 524386 & 7 & 3.33M & 2.5e-04 & 1.06 & 2 & 39 & 6.38e-01  
 & CHEBY-JAC & 54 & 524386 & 7 & 3.33M & 2.5e-04 & 1.06 & 2 & 15 & 4.96e-01  
 & CHEBY-RAS & 54 & 524386 & 7 & 3.33M & 2.5e-04 & 1.06 & 2 & 13 & 3.43e-01  
 & CHEBY-ASM & 54 & 524386 & 7 & 3.33M & 2.5e-04 & 1.06 & 2 & 8 & 2.59e-01  

Table 1: NekRS preconditioner performance comparison on 54 GPUs of Summit for the case of Fig. 4. A restart file at convective time \( t=20 \) is used to provide a turbulent initial condition. Here, the Courant number (CFL), time per step in seconds \( (t_{\text{step}}) \), velocity iteration count \( (v_i) \), and pressure iteration count \( (p_i) \) are all averaged over 100 steps.

Figure 5: Timing breakdown for the case of Fig. 4.

CFL=4.

Figure 4 shows that the straight CHEBY-JAC strategy (yellow) is 30% faster than baseline ASM (blue). With the enhancements, CHEBY-JAC yields a \( 2.5 \times \) gain over the baseline. The CHEBY-ASM case (green) shows similar improvements \((1.85 \times)\) in the default configuration but yields an overall \( 4.85 \times \) speedup in the pressure solve when using the adaptive gather-scatter, FP32-based smoothing, and projection-based initial guesses.

In addition to ASM, we explored the potential of restricted additive Schwarz (RAS) [40], in which each subdomain (spectral element) retains its own data after the FDM solve, rather than exchanging and adding (with counting weight \( w \) [33]). These results, along with the others, are presented for the 1,568-pebble case on 9 nodes of Summit in Table 1. With \( n/P > 3.3M \), this case is well above 80% parallel efficiency, but the overall relative performance is similar to the 22-node case of Fig. 4. This table also shows the advantage of the characteristics timestepping, which allows a \( 4 \times \) gain in stepsze with only a \( 2 \times \) increase in time per step.

Fig. 5 shows a performance breakdown of the key kernels for the CHEBY-ASM results of Fig. 4. Even with the 4.85-fold reduction in the pressure solve time, about 25% of the wall-clock time is still directly attributable to the pressure step, as indicated by the Preco, FDM, and AxPressure kernels. The interior-element gather-scatter kernels (10% of wall time) are limited by and sustain 80% of global memory bandwidth (GMEM). The Ax-Pressure kernel (6.4%) sustains 90% GMEM, and the FDM is limited by and sustains 80% of shared-memory bandwidth (SMEM). For this particular case, the characteristics (8) accounts for about 18% of wall time and sustains 70% of SMEM.

4. Application Performance

In this section, we explore scalability and performance comparisons of NekRS for several applications on a variety of platforms.

4.1. Comparison of Summit and Mira

We begin with comparisons of NekRS on Summit and Nek5000 on Mira for the two configurations depicted in Fig. 6. The first is a 3.2M element LES of a spacer-grid configuration at \( Re_D = 14,000 \), as considered in [41]. The second is an 8.4M element DNS in a 5×5 rod bundle configuration at \( Re_D = 19,000 \) [42]. Both were run with approximation order \( N = 7 \) on 8,192 nodes of the IBM BG/Q, Mira, in -c32 mode (\( P = 262144 \) MPI ranks). For the NekRS runs, we used tolerances, timestep sizes, and other run parameters that were equivalent to the Mira-based Nek5000 simulations. All cases use dealiasing with \( N_q = 12 \). The only significant algorithmic difference is in the use of CHEBY-ASYM for NekRS versus the default ASM pressure smoother used in Nek5000. The NekRS runs used restart files from the Nek5000 cases, and timings were compared over the same simulation steps. Table 2 summarizes the comparative data.

For the spacer-grid case, the number of points per rank on Mira \( n/P = 4116 \), which corresponds to a parallel efficiency of \( \approx 80\% \) (cf. Fig. 1 in [5]). The corresponding time per step of \( t_{\text{step}} \) = 0.68s is thus at a minimum for this efficiency. The average number of ASM-based pressure iterations per step
is 8.7, which constitutes about 27% of the wall-clock time. This case used characteristics-based timestepping with a single RK4 substep. On 98 nodes of Summit we have $t_{\text{step}} = 0.14s - 4.8 \times$ faster than Mira at comparable parallel efficiency. The breakdown of the Summit GPU wall-clock time in this case is roughly 22% for the advection term (8), 24% for the velocity (viscous) solve, and 52% for the pressure solve. (The coarse-grid solve time was 8% of $t_{\text{step}}$.)

For the DNS case, the number of points per rank on Mira $n/P = 10973$, and we can assume that 80% strong-scale limit timings would be realized at $P \approx 5,242.88$ ranks with $t_{\text{step}} \approx 0.35s$. In this case, the Summit scaling is not ideal—the best times are at $n/P = 3.9M$, which is significantly larger than what we typically see on Summit. Whether this anomalous behavior is attributable to system noise or to something peculiar about the partitioning is as yet unclear. Nonetheless, $t_{\text{step}} = .183s$ is about 2× faster than the strong-scale limit times on Mira.

4.2. Summit Scaling Performance

Here we consider simulations scaling out to all of Summit for the rod-bundle configurations of Fig. 7. Target geometries for small modular reactors consist of hundreds of $17 \times 17$ rod bundles, which total to tens of thousands of long communicating flow channels. For scalability tests, we consider two geometries: a long single $17 \times 17$ bundle and a “full-core” collection comprising 37 such bundles that are shorter in length. These cases use inflow-outflow boundary conditions with synthetic vortical flows as initial conditions. The pressure iterations are likely to be a bit higher under fully turbulent conditions, but the overall scaling results for production runs will be similar to what is presented here.

We measured the average wall time per step in seconds, $t_{\text{step}}$, using 101-200 steps for simulations with $Re_D = 5000$. The approximation order is $N = 7$, and dealiasing is used with $N_q = 9$. We use projection in time, CHEBY+ASM, and flexible PCG for the pressure solves with tolerance 1.e-04. The velocity solves use Jacobi-PCG with tolerance 1.e-06. BDF3+EXT3 is used for timestepping with $\Delta t = 3.0e-04$, corresponding to CFL=0.66 for the full-core case and CFL=0.54 for $17 \times 17$ case. We also show the average velocity ($v_i$) and pressure ($p_i$) iteration counts over the same simulation interval. The geometries for the weak-scaling studies were generated by extruding layers of 2D elements in the axial flow direction. For strong scaling, we used $E = 175M$, totaling $n = 60$ billion grid points.

The scaling results are presented in Table 3. The pressure iteration counts, $p_i \sim 2$, are lower for these cases than for the pebble cases, which have $p_i \sim 8$ for the same timestepper and preconditioner. The geometric complexity of the rod bundles is relatively mild compared to the pebble beds. Moreover, the synthetic initial condition does not quickly transition to full turbulence. We expect more pressure iterations in the rod case (e.g., $p_i \sim 4–8$) once turbulent flow is established.

We observe that these cases exhibit excellent strong scaling to all of Summit, pointing to $n/P \approx 2.5M$ as the 80% efficiency level for the V100s. Note that, save for the anomalous DNS $5 \times 5$ case, this value of $n/P$ is consistent with our previous results. As discussed in [12, 5], the leading indicator of parallel scalability for a given algorithm-architecture coupling is $n/P$, rather than the number of processing units, $P$.

The weak-scaling results are less straightforward to interpret. First, we note that they are conducted at $n/P = 2.1M$, which is beyond the strong-scale limit. The data is thus heavily influenced by communication overhead. Nonetheless, the Rod-1717 case exhibits reasonable weak scaling, with only an 18% drop in efficiency over a 53-fold increase in processor count. Weak scaling for the full-core case, however, drops to 54% with only a 17-fold increase in processor count. Part of the performance degradation stems from the very low time exhibited by the full core for
\[
P = 1626 \times 100, \text{which at} \ 0.066 \ \text{s is substantially below the best time of} \ 0.86 \ \text{s for the Rod-1717 case. By contrast, the weak-scale time for Full-Core is} \ 20\% \ \text{higher than Rod-1717 for} \ P = 27648. \text{Here, the discrepancy is closely correlated with the maximum number of neighbors that any processor (GPU) is connected to in the} \ QF^T \ \text{graph, which is indicated by} \ ngh \ \text{in the last column of Table 3.} \text{The full-core geometry is a relatively flat graph, and it appears that the partitioning for} \ P = 271 \ \text{resulted in a 2D decomposition, with a maximum of} \ 9 \ \text{neighbors. When this mesh is partitioned further by RSB, it results in neighbor counts that are twice those of the Rod-1717 case. These results, coupled with the high latency of GPUs (as indicated by the large} \ n_{0s} \ \text{values), suggests that partitioning with the aim of minimizing the number of neighbors, rather than the data volume, might be beneficial in this context.}
\]

\subsection{4.3. Performance on Other GPU Architectures}

Here we constrain our baseline Summit performance with recently deployed NVIDIA A100 and AMD MI100 node architectures.

The first case is the NekRS turbulent pipe flow example with a synthetic initial condition, \( \Re_D = DU/\nu = 19,000, \ E = 6840, \ N = 7, \) and \( n = n/P = 2,346, 120 \) (which is near the strong-scale performance limit). We use characteristics with two RK4 substeps, dealiasing with \( N_q = 10, \) and timestep size \( \Delta t = .006D/U, \) where \( U \) is the mean velocity and \( D \) is the diameter. The pressure solve uses projection in time, CHEBY-ASM smoothing for flexible CG, and a tolerance of \( 1.0e-04. \) The Jacobi-PCG tolerance for velocity is \( 1.0e-06. \) Timings are in seconds for the averaged-wait time per step, \( t_{step}, \) using steps 101–200.

Table 4 provides preliminary single-GPU results for AMD GPUs against the Summit baseline. The AMD MI60 and MI100 results were obtained on the HPE Tulip platform while the NVIDIA A100 runs were done on ALCF’s Theta-GPU. Performance on a single CPU core and multiple cores on Summit IBM Power9 is also presented. The AMD interface is provided by OCCA’s HIP backend. To produce optimized code, hand-tuning is still required for good performance each of the devices.

In Table 4 we see that Summit is slightly faster than the Tulip V100, which might be expected given that Summit uses NVLink vs. the PCIe interconnect on Tulip. The NVIDIA A100 clearly is outperforming the V100 by \( 1.5 \times, \) which is in line with the expected performance gains. The AMD MI60 and MI100 results were obtained on the HPE Tulip platform while the NVIDIA A100 runs were done on ALCF’s Theta-GPU. Performance on a single CPU core and multiple cores on Summit IBM Power9 is also presented. The AMD interface is provided by OCCA’s HIP backend. To produce optimized code, hand-tuning is still required for good performance each of the devices.
with the improved memory bandwidth of the A100. The (early) MI100 and MI60 GPUs are delivering 85 and 60% of Summit’s V100, respectively. We also observe that Summit’s single V100 is comparable to 336 CPU cores on 8 nodes, while it is only 248× faster than a single CPU. The implication is that the parallel efficiency for NekRS on Summit’s Power9 CPUs is 74% with \( n/P = 6615 \).

In our second comparative study we consider multi-GPU, single-node performance for the Summit V100 vs. ThetaGPU A100s for the atmospheric boundary layer (ABL) example of Fig. 8 (left). The domain is doubly-periodic \( 400m \times 400m \times 400m \) with \( E = 32768 \) spectral elements of order \( N = 7 \) (i.e., \( n=11.2M \)). A geostrophic wind speed of 8 m/s and reference potential temperature of 263.5K are prescribed with a no-slip condition at the lower wall. A restart file at convective time \( t=1710 \) is used to provide a turbulent initial condition, corresponding to the physical convective time of 6 hours. Single-node scaling shows the 80% strong-scale limit to be 1.8M points/GPU for both the V100 and A100, with the A100 running at .055 s/step and 1.55 times faster than the V100. We remark that the low strong-scale limit of \( n/P = 1.8M \) for these single-node studies is more likely due to the low number of neighbors (at most 6 or 8 for the V100 or A100, respectively), rather than a high internode communication cost in the multinode cases.

Figure 8: Turbulence in stratified ABL and 44257-pebble configurations.

We close with a final example illustrating the potential of GPU-based simulations of turbulence in HPC settings. The example, shown on the right in Fig. 8, is a 44,257-pebble configuration, which is a prototype for pebble-bed reactors that will ultimately hold hundreds of thousands of spherical pebbles. This example has 13M elements of order \( N = 7 \) (\( n=4.5B \)). The all-hex mesh was developed from an initial Voronoi tessellation of the sphere centers, with each Voronoi facet tessellated into quadrilaterals that are then projected onto the sphere surfaces in order to sweep out a hexadral volume. Edge collapse, mesh refinement, and mesh smoothing tools ensure a high-quality mesh for the fluid flow in the void space. Timestepping is based on 2nd-order characteristics with a single RK4 subcycle, \( N_b = 11 \), and \( \Delta t = 3.e-4 \) (CFL=4). The average number of velocity iterations \( (tol=1.e-6) \)
is 3, and the average number of pressure iterations is 18 (tol=1.e-4). On 1,788 V100s \((n/P = 2.5M)\), \(t_{\text{step}}=.54\) s. The timing breakdown is 10% for advection \((8)\), 6% for the velocity solve \((10)\), and 84% for the pressure solve. The pressure solve is broken down into percentage of total simulation time: 16% for the coarse-grid solve and 56% for the remainder of the preconditioner. While the time per step is higher than for the other cases, these simulations strong-scale well; and the target configuration of 300,000 pebbles, which will require about 303 grid points, is well within the current performance envelope on Summit.

### 5. Conclusions

We developed an C++/OCCA-based open-source Navier–Stokes solver for GPUs that leverages prior scaling development in Nek5000 and high-performance kernels developed in libParamm. We discuss its performance and scalability on leadership computing platforms. The solver is based on 2nd- or 3rd-order timesplitting of the incompressible Navier–Stokes equations with an exponentially convergent spectral-element-based discretization in space. We demonstrate weak- and strong-scaling up to 27,648 V100 GPUs on OLCF’s Summit system for reactor geometries with problem sizes of more than 175M spectral elements \((n = 60B\) gridpoints). Performance results show that NekRS sustains 80–90% of the realizable (bandwidth-limited) peak and that 80% parallel efficiency on Summit is realized for local problem sizes of \(n/P \approx 2.5M\), where \(P\) is the number of GPUs employed for the simulation. Preliminary timing data for NVIDIA A100s and AMD MI100s are also presented.
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