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Abstract. This paper introduces a new extension of Riemannian elastic curve matching to a general class of geometric structures, which we call (weighted) shape graphs, that allows for shape registration with partial matching constraints and topological inconsistencies. Weighted shape graphs are the union of an arbitrary number of component curves in Euclidean space with potential connectivity constraints between some of their boundary points, together with a weight function defined on each component curve. The framework of higher order invariant Sobolev metrics is particularly well suited for constructing notions of distances and geodesics between unparametrized curves. The main difficulty in adapting this framework to the setting of shape graphs is the absence of topological consistency, which typically results in an inadequate search for an exact matching between two shape graphs. We overcome this hurdle by defining an inexact variational formulation of the matching problem between (weighted) shape graphs of any underlying topology, relying on the convenient measure representation given by varifolds to relax the exact matching constraint. We then prove the existence of minimizers to this variational problem when we choose Sobolev metrics of sufficient regularity and a total variation (TV) regularization on the weight function. We propose a numerical optimization approach which adapts the smoothed fast iterative shrinkage-thresholding (SFISTA) algorithm to deal with TV norm minimization and allows us to reduce the matching problem to solving a sequence of smooth unconstrained minimization problems. We finally illustrate the capabilities of our new model through several examples showcasing its ability to tackle partially observed and topologically varying data.
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1. Introduction. Fueled by transformative progress in medical and biological imaging, the past decade has seen a remarkable explosion in the quantity and quality of data whose predominantly interesting features are of geometric and topological nature. These developments urged the need for new mathematical and algorithmic approaches for dealing with such data, which led to the growth of the new areas of (geometric and topological) data and shape analysis, see e.g. [53, 45, 31, 9, 20].

Among the plethora of techniques that have emerged, several methods from the so-called field of elastic shape analysis (ESA) have proven successful in numerous applications with geometric data such as functions, curves or surfaces [45]. The guiding principle in ESA lies in the concept of invariance: an object’s shape is the information that remains after factoring out the action of certain groups. This includes the finite dimensional rigid transformation groups that act on the ambient space of the objects (rotations, translations, scalings) and, more
importantly, also includes the infinite dimensional reparametrization group on the domain of the function, curve or surface. The latter action encodes the usually unknown point-to-point correspondences between geometric objects, and finding these correspondences, which is known as shape registration, forms the basis for comparing, classifying, clustering and performing statistical analysis on geometric data.

However, shape registration is the main source of difficulty in the area of ESA. While other techniques often solve for the registration between geometric objects as a pre-processing step under a certain metric or objective function, and follow it up with statistical analysis that is independent of this registration metric, ESA is an approach where both registration and comparisons of shapes are performed in a unified fashion, under the same metric. ESA is performed in a Riemannian setting using a metric that is invariant to the action of shape-preserving transformations, and thereby descends to a Riemannian metric on the quotient shape space. For functions, curves and surfaces, this framework is well-developed both from an algorithmic and a theoretical point of view. In particular, for the case of invariant Sobolev metrics on spaces of curves, powerful existence results for optimal reparametrizations and optimal deformations have been obtained [32, 14, 37, 13, 10, 5], and efficient numerical algorithms for the computation of the resulting elastic distances and geodesics are available [45, 7, 5]. Notably, the so called Square Root Velocity (SRV) framework [45, 44] enables near real-time computations under a certain type of first order Sobolev metric, even in the context of large datasets.

In recent work by Srivastava et. al. [43, 19, 24, 25, 50] the SRV framework has been extended to more general geometric objects such as shape graphs, i.e., shapes with network or branching structures where each branch is a geometric curve. In their framework, ESA is combined with graph matching algorithms in order to determine correspondences between shape graphs. In particular, the authors use standard methods developed for the space of curves in order to find correspondences between each separate branch of the shape graphs. Aside from ESA techniques, other methods to tackle the comparison and/or matching of shape graphs include the model of the space of unlabelled trees with the quotient Euclidean distance [28, 21, 16, 22], or diffeomorphic registration approaches such as in [40]. Yet, the former approach requires optimizing over permutations of the branches and more importantly restricts to modeling each branch by a finite set of landmark points and comparing those through the usual Euclidean metric, which does not embed the fundamental reparametrization invariance of the shape space of geometric curves. Diffeomorphic transformations on the other hand typically impose stronger constraints on curve deformations and usually suffer from higher numerical cost compared to elastic models, as pointed out in [5].

Another related persistent challenge in shape analysis is the issue of partial correspondences or changes in topology. This is of particular importance in the context of applications involving partial observations (e.g. corrupted data) and/or topological inconsistencies (e.g. airway vessels or brain arteries with distinct graph structure). Several works have attempted to address the issue of partial matching, in particular frameworks that build on the Gromov-Hausdorff distance [11], or functional maps [42] in the context of 3D surfaces, and very recently diffeomorphic models [30, 3] in which asymmetric data attachment terms are introduced in the registration functional. In ESA, however, not much work has been achieved to date. In the thesis [41], a certain type of partial matching constraint was included into the SRV frame-
work, which essentially searches for a single “subcurve” of the source curve to be matched to a single “subcurve” of the target curve. Although this approach has led to promising results, it remains quite restrictive as to the class of partial correspondences that can be accounted for, e.g., it does not allow for several missing parts or different numbers of branches in the source and target.

Finally, while the SRV framework has tremendous algorithmic advantages, it corresponds to a very specific choice of Riemannian metric, which may be undesirable in situations where one would prefer to have a data-driven selection of the metric, see e.g. the results of Needham and Kurtek [38]. In the context of more general metrics, such as higher order Sobolev metrics, the main challenge is to find an efficient way to deal with the action of the reparametrization group. In a recent publication by the authors [5], an efficient numerical approach for the registration of standard Euclidean curves was proposed, in which the endpoint constraint in the matching functional is relaxed based on metrics from geometric measure theory.

Contributions of the article. Our first contribution in this article is to introduce an extension of the inexact matching framework for general elastic metrics of [5] to the space of shape graphs, thereby also complementing the recent work of Srivastava et. al. Our model differs from the SRV shape graph framework in several ways. Most significantly, instead of registering shape graphs by solving a series of independent exact matching problems which are preceded by a branch matching algorithm, we directly solve a single inexact matching problem where the matching of component curves from the shape graphs is geometrically driven through a varifold relaxation term. Secondly, our approach allows for a wide class of Riemannian metrics instead of focusing on one particular metric for computational ease. This allows us to recover a quite general result on the existence of minimizers to the shape graph matching variational problem (Theorem 3.1), the proof of which leverages the recent theoretical results of [15] for higher order elastic metrics combined with the derivation of specific semi-continuity properties for varifold relaxation terms.

Yet, the main contribution and original motivation of the present article is to incorporate partial matching constraints and topological inconsistencies into the shape matching framework. Towards this end, we consider weighted shape graphs, which augment the shape graph model with a spatially varying weight function. When registering weighted shape graphs, this weight function is jointly estimated together with the geometric deformation of the source shape graph, which allows us to discard or “create” specific parts of the shape graph thanks to the varifold relaxation term. By penalizing the weight variation through a TV-norm based regularization, we show that the existence of minimizers again holds in this generalized setting (Theorem 4.5), which is the major theoretical result of the article.

Finally, our model is accompanied with an open source implementation, available on Github\(^1\). It builds up on the $H^2$-metrics matching code of the second and third author and collaborators, which relies on a discretization of the curves using smooth splines. In addition, we deal with the numerical optimization over the weight function with the non-smooth TV regularizer by adapting the smooth FISTA algorithm of [47]. This allows us to reduce the matching problem to solving a sequence of smooth unconstrained minimization problems on the spline control points and weights of the source shape graph. We illustrate

\(^1\)https://github.com/charoncode/ShapeGraph_H2match
the capabilities of our new model through several examples using both real and artificial data, thereby showcasing its ability to tackle partially observed and topologically varying data.

**Paper structure.** Our paper is structured as follows. In Section 2, we introduce the space of shape graphs, which will allow us to model geometric objects having arbitrary topological structures. In Section 3, we formulate and analyze an inexact matching approach for comparing shape graphs having the same topology, which relies on a variational-based relaxation of the exact registration problem. We then generalize our discussion to the setting of weighted shape graphs in Section 4, where we introduce a variational approach for the registration of shape graphs having different topological structures in (4.1), and prove the existence of solutions to this problem, which is the main theoretical result from this paper. Finally, we conclude the manuscript with a description of our proposed numerical approach for solving (4.1) in Section 5, and discuss numerical experiments on synthetic and real data in Section 6.

2. Riemannian metrics on curves and shape graphs. In this section, we introduce key theoretical background on higher-order elastic Sobolev metrics, which we then use to define a reparametrization invariant Riemannian metric on the space of shape graphs.

2.1. Metrics on open and closed curves. We begin by reviewing the main definitions and known theoretical results on higher-order Sobolev metrics for closed and open curves, which we will rely on for the rest of this paper. A *parametrized immersed curve* of regularity $r$ (with $r > 3/2$) in $\mathbb{R}^d$ is a mapping $c : D \to \mathbb{R}^d$ such that $c \in H^r(D, \mathbb{R}^d)$ (the space of Sobolev functions of order $r$ on $D$), where for all $\theta \in D$ we have $\partial^r c(\theta) \neq 0$. We shall denote the space of all such parametrized curves by $\text{Imm}^r(D, \mathbb{R}^d)$. In this section, we consider the two cases where $D = [0, 1]$ or $D = S^1$, corresponding to open or closed curves respectively. We also introduce the *reparametrization group* $\text{Diff}^r(D)$, which is the group of orientation-preserving $H^r$ diffeomorphisms of $D$, i.e., the space of all $\varphi \in H^r(D)$ such that $\partial^r \varphi(\theta) > 0$ for all $\theta$ and $\varphi^{-1} \in H^r(D)$. Note that the assumption $r > 3/2$ ensures that the condition on the first derivative being non-zero is well-defined. For any immersed curve $c \in \text{Imm}^r(D, \mathbb{R}^d)$ and $\varphi \in \text{Diff}^r(D)$, we say that $c \circ \varphi \in \text{Imm}^r(D, \mathbb{R}^d)$ is a *reparametrization* of $c$ by $\varphi$. Finally, for any $c \in \text{Imm}^r(D, \mathbb{R}^d)$, we denote the arc length integration form by $ds = |\partial^r c(\theta)| d\theta$, the total length of the curve by $\ell_c = \int_D ds$, and the arc length differentiation along $c$ by $\partial_s = \frac{1}{|\partial^r c(\theta)|} \partial^r$. As an open subset of $H^r(D, \mathbb{R}^d)$, the space of parametrized curves $\text{Imm}^r(D, \mathbb{R}^d)$ is an infinite dimensional (Hilbert) manifold, where the tangent space at any $c \in \text{Imm}^r(D, \mathbb{R}^d)$ is given by $H^r(D, \mathbb{R}^d)$. Any tangent vector $h$ to this manifold at the curve $c$ can be canonically identified with a vector field along the curve by simply viewing $h(\theta)$ as the tangent vector attached to the point $c(\theta)$. Now, one of the main goals in shape analysis is to endow this manifold of curves with a metric in order to define a notion of distance between pairs of curves, with Riemannian metrics being preferred as they also yield a notion of geodesics between the curves. While the usual Sobolev metric on $H^r(D, \mathbb{R}^d)$ at each $c \in \text{Imm}^r(D, \mathbb{R}^d)$ defined by

$$
\|h\|_{H^r}^2 = \sum_{i=0}^r \int_D \langle \partial^i h, \partial^i h \rangle d\theta
$$

may seem like a natural choice, a critical issue when using it to compare the shape of two curves is its lack of invariance to the choice of parametrization for the curves. This pre-
vents such a metric from descending to a metric on the true shape space of curves modulo reparametrizations, which we will introduce later in this section.

The construction of parametrization invariant Riemannian metrics on Imm^r(D, R^d) has been the subject of intense study since the work of [52]. In this paper, we focus on the family of so-called invariant elastic Sobolev metrics [35, 33, 45], and more specifically on two subclasses of these metrics on Imm^r(D, R^d). For any c ∈ Imm^r(D, R^d) and tangent vector h ∈ H^r(D, R^d), the metric takes one of the following forms:

\[(2.2) \quad G^n_c(h, h) = \sum_{i=0}^{n} a_i \int_{D} \langle \partial_i^s h, \partial_i^s h \rangle ds,\]

which we will refer to as constant-coefficient Sobolev metrics of order n, or

\[(2.3) \quad G^n_c(h, h) = \sum_{i=0}^{n} a_i \ell_c^{2r-i} \int_{D} \langle \partial_i^s h, \partial_i^s h \rangle ds,\]

which are known as scale invariant Sobolev metrics of order n. In both equations, \(n \leq r\) and \(a_0, a_1, \ldots, a_n\) are positive coefficients weighting the different terms in the Sobolev metrics. Note that the key difference of (2.2) compared to a standard Sobolev norm is that the derivatives and integration are taken with respect to arc length. This is precisely what makes the metric invariant to reparametrizations in the sense that

\[G^n_c \circ \varphi(h \circ \varphi, h \circ \varphi) = G^n_c(h, h) \quad \text{for all} \quad \varphi \in \text{Diff}(D),\]

which can be obtained by simple change of variable in the integrals. In the same way, the metric (2.3) is also reparametrization invariant, while also being invariant to the action of scaling since it can be shown that for all \(\lambda > 0\), one has \(G^n_{\lambda c}(\lambda h, \lambda h) = G^n_c(h, h)\).

The Riemannian distance between two parametrized curves \(c_0\) and \(c_1\) in Imm^r(D, R^d) is then given by the usual minimum of the energy taken over all paths connecting these two curves, specifically:

\[(2.4) \quad \text{dist}_{G^n}(c_0, c_1) = \inf \left\{ \int_0^1 G^n_{c(t)}(\partial_t c(t), \partial_t c(t)) dt \right\},\]

with the infimum being taken over all paths of immersions \(c \in H^1([0, 1], \text{Imm}^r(D, R^d))\) such that \(c(0) = c_0, c(1) = c_1\). Here, \(\partial_t c(t) \in H^r(D, R^d)\) denotes the derivative with respect to t of this path.

There are however several important subtleties compared to standard finite dimensional Riemannian geometry. One is the fact that (2.4) may only be a pseudo-distance. In fact for \(n = 0\), it is known since [34, 6] that \(\text{dist}_{G^n}\) is completely degenerate, i.e., that \(\text{dist}_{G^n}(c_0, c_1) = 0\) for any \(c_0, c_1 \in \text{Imm}^r(D, R^d)\). Fortunately, whenever \(r \geq 1\) (which we always assume here), it was shown that \(\text{dist}_{G^n}\) is a true distance for both the metrics from (2.2) and (2.3), see [35]. Yet another fundamental and desirable property of Riemannian distances is metric completeness. For finite dimensional Riemannian manifolds, the Hopf-Rinow theorem guarantees that completeness of the corresponding metric space is equivalent to geodesic completeness and also equivalent to the existence of minimizing geodesics between any two points on the manifold. However, this equivalence no longer holds in the infinite dimensional case [4] and therefore
significant effort has been invested in the study of completeness properties for the parametrization invariant Sobolev metrics on immersed curves \([14, 37, 12, 15, 10]\). We summarize this collection of results by the following theorem, and note that we write the statement for \(r = n\) for simplicity although this can be made more general:

**Theorem 2.1.** Assume that \(n \geq 2\). Then, given the scale-invariant Sobolev metric (2.3) and its associated geodesic distance (2.4), the following holds:

1. The space \((\text{Imm})^n(D, \mathbb{R}^d), \text{dist}_{G^n}\) is a complete metric space.
2. The space \((\text{Imm})^n(D, \mathbb{R}^d), \text{dist}_{G^n}\) is geodesically complete i.e. solutions of the geodesic equation for any choice of initial condition are defined at all times.
3. For any \(c_0, c_1\) in the same connected component of \(\text{Imm}^n(D, \mathbb{R}^d)\), there exists a minimizing geodesic in \(\text{Imm}^n(D, \mathbb{R}^d)\) between \(c_0, c_1\), i.e., there exists \(c \in H^1([0, 1], \text{Imm}^n(D, \mathbb{R}^d))\) achieving the infimum in (2.4).

For \(D = S^1\) these statements also hold for constant-coefficient Sobolev metrics (2.2).

This result justifies our focus, for the rest of this paper, on Sobolev metrics on the space of parametrized curves which are of order \(n \geq 2\). Moreover, it is important to stress that completeness does not hold in the case of open curves \((D = [0, 1])\) for constant-coefficient Sobolev metrics (see the counterexample of \([5]\)), which is also why the scale-invariant version of (2.3) will be more relevant from a theoretical standpoint in the following sections. As a by-product of Theorem 2.1, one also obtains the following bounds relating invariant Sobolev metrics and the usual Sobolev norm, which we will rely on in our later proofs:

**Lemma 2.2.** Let \(n \geq 2\) and \(G^n\) the scale invariant metric from (2.3). Given \(c_0 \in \text{Imm}^n(D, \mathbb{R}^d)\) and a metric ball \(B(c_0, \delta)\) of radius \(\delta > 0\) in \(\text{Imm}^n(D, \mathbb{R}^d)\), there exists a constant \(C > 0\) such that for any \(c \in B(c_0, \delta)\), it holds that

\[
C^{-1}\|h\|_{H^n}^2 \leq G^n_c(h, h) \leq C\|h\|_{H^n}^2
\]

for all \(h \in H^n(D, \mathbb{R}^d)\), and we have the lower bound \(|\partial_\theta c(\theta)| \geq C^{-1}\) for all \(\theta \in D\). The same result also holds for the metric (2.2) when \(D = S^1\).

Finally, we can introduce the space of *unparametrized immersed curves*, which is defined as the quotient of parametrized immersed curves by the reparametrization group, i.e., \(\text{Imm}'(D, \mathbb{R}^d)/\text{Diff}^n(D)\). In other words, an unparametrized curve is an equivalence class of \(c \in \text{Imm}'(D, \mathbb{R}^d)\) modulo its reparametrizations, which we denote by \([c] = \{c \circ \varphi \mid \varphi \in \text{Diff}^n(D)\}\). As we are ultimately interested in comparing such unparametrized shapes, the question is whether the distance (2.4) descends to a distance on the quotient space. The following theorem from [12] addresses this point:

**Theorem 2.3.** Let \(n \geq 2\) and \(\text{dist}_{G^n}\) the Riemannian distance (2.4) associated to the scale-invariant Sobolev metric (2.3). Then \(\text{Imm}^n(D, \mathbb{R}^d)/\text{Diff}^n(D)\) equipped with the quotient distance

\[
\text{dist}_{G^n}([c_0], [c_1]) = \inf_{\varphi \in \text{Diff}^n(D)} \text{dist}_{G^n}(c_0, c_1 \circ \varphi)
\]

is a length space, and any two unparametrized curves in the same connected component can be joined by a minimizing geodesic, i.e., there exists \(\varphi \in \text{Diff}^n(D)\) achieving the minimum in
and an optimal path in $\text{Imm}^n(D, \mathbb{R}^d)$ connecting $c_0$ and $c_1 \circ \varphi$. This result also holds for the constant coefficient metric (2.2) when $D = S^1$.

In practice, computing the distance between two unparametrized curves in this framework thus requires solving a matching problem that consists in finding the optimal reparametrization and immersion path. We will discuss numerical aspects later in the paper once we have introduced our generalization of this setting to shape graphs.

2.2. Metrics on shape graphs. We now introduce the space of parametrized shape graphs, see Fig. 1 for examples of objects that lie in this space. Shape graphs generalize the concept of open and closed curves, providing us with a framework to perform elastic shape analysis for shapes with non-standard topologies, such as trees, venation networks and shapes with multiple connected components. In this section, our aim is to equip the space of shape graphs with a reparametrization invariant Riemannian metric and show that the completeness properties, as obtained for open curves, continue to hold on this space. In recent work by Srivastava et. al. a particular Sobolev metric of order $n = 1$, namely the square-root velocity metric, has been introduced on this space [43, 19, 24, 25, 50].

A parametrized shape graph $c = \prod_{k=1}^K c^k$ is a Cartesian product of $K$ component curves $c^1, \ldots, c^K$, where $c^k \in \text{Imm}^r([0,1], \mathbb{R}^d)$ for each $k = 1, \ldots, K$. To describe the connectivity between component curves $c^k$ and $c^l$, where $k, l = 1, \ldots, K$, we fix an adjacency matrix $A \in \{0,1\}^{2K \times 2K}$ which encodes if a boundary point of the $k$th component curve is connected to a boundary point of the $l$th component curve. More precisely, the adjacency matrix $A$ is defined as follows:

$$A_{2k-1,2l-1} = \begin{cases} 1 & \text{if } c^k(0) = c^l(0), \\ 0 & \text{else.} \end{cases}$$

$$A_{2k,2l} = \begin{cases} 1 & \text{if } c^k(1) = c^l(1), \\ 0 & \text{else.} \end{cases}$$

$$A_{2k-1,2l} = \begin{cases} 1 & \text{if } c^k(0) = c^l(1), \\ 0 & \text{else.} \end{cases}$$

Note that when $k = l$, condition (2.9) encodes the topology of component curve $c^k$, i.e., it encodes if the curve $c^k$ is closed or open:

$$A_{2k-1,2k} = \begin{cases} 1 & \text{if } c^k \text{ is a closed curve,} \\ 0 & \text{if } c^k \text{ is an open curve.} \end{cases}$$

We point out that the topology of the shape graph is entirely encoded by the adjacency matrix, while its geometry is encoded by the component curves. See Fig. 1 for an illustrative example of this construction.

This leads us to define the space of parametrized shape graphs of regularity $r$ and adjacency matrix $A$ as

$$\text{Graph}^r(A) = \left\{ c \in \prod_{k=1}^K \text{Imm}^r([0,1], \mathbb{R}^d) : c \text{ satisfies } (2.7) - (2.9) \right\},$$
where, for any $r > 3/2$, the space of Sobolev immersions $\text{Imm}^r([0, 1], \mathbb{R}^d)$ is defined as in Section 2.1. We will also denote the set of shape graphs of regularity $r$ with arbitrary adjacency structure by $\text{Graph}^r = \bigcup_A \text{Graph}^r(A)$. The space $\text{Graph}^r(A)$ is a Hilbert manifold as it is a product of Hilbert manifolds with linear constraints. Its tangent space at a shape graph $c$ is given by:

$$T_c \text{Graph}^r(A) = \left\{ h \in \prod_{k=1}^K H^r([0, 1], \mathbb{R}^d) : h \text{ satisfies } (2.7) - (2.9) \right\}.$$ 

The product reparametrization group $\prod_{k=1}^K \text{Diff}^r([0, 1])$ acts component-wise on the space of parametrized shape graphs as follows:

$$\text{Graph}^r(A) \times \prod_{k=1}^K \text{Diff}^r([0, 1]) \to \text{Graph}^r(A), \quad (c, \varphi) \mapsto c^k \circ \varphi^k.$$ 

Due to the product structure of the space of shape graphs, the class of elastic Sobolev metrics on the space of immersed curves, as defined in (2.2) and (2.3), generalizes to a reparametrization invariant metric on the space of shape graphs with fixed adjacency structure. This allows us to directly obtain the analogues of the completeness results of Theorem 2.1 on this product space. We formulate the result again for $n = r$ only:

**Theorem 2.4.** For $n \geq 2$ let

$$\bar{G}^n_c(h, h) = \sum_{k=1}^K G^n_c(h^k, h^k),$$

where $c \in \text{Graph}^n(A)$, $h \in T_c \text{Graph}^n(A)$ and where $G^n$ is the scale invariant Sobolev metric as defined in (2.3). Then $\bar{G}^n$ defines a smooth, strong and reparametrization invariant Riemannian metric on $\text{Graph}^n(A)$. Let $\text{dist}_{\bar{G}^n}$ denote the induced geodesic distance of $\bar{G}^n$ on $\text{Graph}^n(A)$. The following properties hold:
1. The space \((\text{Graph}^n(A), \overline{\text{dist}}_{G^n})\) is a complete metric space.
2. The space \((\text{Graph}^n(A), \overline{G}^n)\) is geodesically complete.
3. For any \(c_0, c_1 \in \text{Graph}^n(A)\) there exists a minimizing geodesic in \(\text{Graph}^n(A)\) (w.r.t. to the metric \(\overline{G^n}\)), that connects \(c_0\) to \(c_1\).

**Proof.** Taking into account the linear constraints, this result follows directly from the corresponding completeness result for the component curves, c.f. Theorem 2.1.

From expression (2.11) of the Riemannian metric on \(\text{Graph}^n(A)\), we observe that the metric (and consequently the induced geodesic distance) is not only reparametrization invariant, but also invariant to permutations of the shape graph components, i.e., it remains unchanged when applying a reordering of the components of \(c\). This follows from the fact that the Riemannian metric is defined as a sum of the individual Riemannian metrics of the components.

This allows us to consider the induced geometry on the space of unparametrized shape graphs, i.e., on the quotient space

\[(2.12) \quad \text{Graph}^r(A)/ \prod_{k=1}^K \text{Diff}^r([0,1])/\text{Sym}(K),\]

where \(\text{Sym}(K)\) denotes the permutation group. This space is not a smooth manifold, but it is a Hausdorff topological space; this can be seen similarly as in [12]. In the following we will denote elements of the quotient space by \([c]\), i.e., equivalence classes of parametrized shape graphs.

Using the reparametrization and permutation invariance of the geodesic distance \(\overline{\text{dist}}_{G^n}\) induced by the metric \(\overline{G}^n\), it follows that \(\overline{\text{dist}}_{G^n}\) descends to a metric on the quotient space, which is given by

\[
\overline{\text{dist}}_{G^n}([c_0], [c_1]) = \inf_{\varphi \in \prod_{k=1}^K \text{Diff}^r([0,1]), \sigma \in \text{Sym}(K)} \overline{\text{dist}}_{G^n}(c_0 \circ \varphi \circ \sigma).
\]

The following theorem studies the completeness properties of the resulting metric space:

**Theorem 2.5.** Let \(n \geq 2\). Then

\[(2.13) \quad \left(\text{Graph}^r(A)/ \prod_{k=1}^K \text{Diff}^r([0,1])/\text{Sym}(K), \overline{\text{dist}}_{G^n}\right)\]

is a length space and any two shape graphs in the same connected component can be joined by a minimizing geodesic.

**Proof.** This follows from Theorem 2.4, using the same arguments as [12]. Note that the permutation group does not lead to any additional difficulties, as this is only a finite group.

Thus to obtain a distance on the space of unparametrized shape graphs modulo permutations of their components, it is necessary to optimize over both the product reparametrization group and over all permutations of the component curves, which a priori presents a significant computational challenge. We will discuss how we address this issue indirectly in the next
section by introducing a relaxation term for the terminal matching constraint that is fully blind to both these actions.

Remark 2.6. We can also consider the space of unparametrized shape graphs modulo rotations, where the rotation operation acts on a given shape graph by rotating each of its component curves by a given angle of rotation. Since our Riemannian metric is also invariant with respect to this finite dimensional group action, it also descends to a Riemannian metric on this quotient space. Computing the induced geodesic distance would thus involve a minimization over the rotation group \( SO(d) \) in addition to minimizing over the product reparametrization group and permutation group.

3. Relaxed matching problem. For closed or open curves and a fortiori in the more general setting of shape graphs as introduced in Section 2.2, computing the Riemannian distance between pairs of unparametrized shapes requires solving a matching problem involving an optimization over paths of immersions and reparametrizations, plus permutations of the components for the case of shape graphs. In practice, paths of immersions can be discretized by considering piecewise linear curves or more generally splines as in [7], and thus the minimization over those paths can be framed quite naturally as a standard finite dimensional optimization problem, as we will outline in Section 5. However, dealing with reparametrizations is typically more difficult as the minimization is on an infinite dimensional group, and discretizing such a group and its action on curves is not straightforward, c.f. the discussions in [49, 36, 7]. Recently, an alternative approach was proposed for closed and open curves [5] in which this minimization over reparametrizations of \( \mathcal{C}_1 \) in (2.6) is dealt with indirectly by instead introducing a relaxation of the end time constraint using a parametrization blind data attachment term. At a high level, this consists in considering the relaxed matching problem:

\[
\inf \left\{ \int_0^1 G^\alpha_{\mathcal{C}_0}(\partial_t c(t), \partial_t c(t))dt + \lambda \Delta(c(1), c_1) \right\},
\]

where the minimization is here only over paths \( c(\cdot) \in H^1([0,1], \operatorname{Imm}^\alpha(D, \mathbb{R}^d)) \) that satisfy the initial constraint \( c(0) = c_0 \), and \( \Delta(c(1), c_1) \) is a measure of discrepancy between the deformed source \( c(1) \) and the true target curve \( c_1 \), with \( \lambda > 0 \) being a balancing parameter. Formally, if \( \Delta \) is independent of the parametrization of either of the two curves, then imposing \( \Delta(c(1), c_1) \approx 0 \) yields \( c(1) \approx c_1 \circ \varphi \), which approximates the end time constraint in (2.6) without the need to actually model the reparametrization itself. Furthermore, it allows for inexact matching when computing the distance, which will prove even more critical when extending this framework to shape graphs that can exhibit different topologies and involve only partial correspondences. In addition, if \( \Delta \) is also independent of the ordering of the curves in either of the shape graphs, the relaxed matching problem will also allow us to circumvent the minimization over the finite (but potentially large) permutation group.

3.1. Varifold representation and distance. We now describe how to construct the key ingredient in the relaxed model described above, namely, an effective and simple to compute data attachment term \( \Delta \) to compare unparametrized shapes. The concepts introduced in the field of geometric measure theory, such as currents, varifolds or normal cycles provide very useful frameworks to that end [23, 18, 29, 17]. In particular, metrics based on the oriented
varifold setting of [29] were used as the discrepancy term \( \Delta \) in the authors’ previous work [5]. We will see that these metrics and their nice properties can be even further exploited for shape graphs. First, we shall briefly recap the construction of varifold metrics for curves.

Using the notations and setting of Section 2.1, the central idea is to embed immersed parametrized curves of \( \text{Imm}^n(D, \mathbb{R}^d) \) for \( n \geq 2 \) into the space of positive Radon measures on \( \mathbb{R}^d \times S^{d-1} \), where \( S^{d-1} \) is the unit sphere of \( \mathbb{R}^d \). This space is known as the space of oriented 1-varifolds, which we will denote by \( \mathcal{V} \) in what follows. This embedding is specifically defined as follows: given \( c \in \text{Imm}^n(D, \mathbb{R}^d) \), we can consider the varifold \( \mu_c \in \mathcal{V} \) which is given for any Borel set \( A \subset \mathbb{R}^d \times S^{d-1} \) by

\[
\mu_c(A) = \int_D 1_{\{c(\theta) \in A \}} |\partial_\theta c(\theta)| d\theta.
\]

Alternatively, it will be more convenient to view this measure through its action on a general test function \( \omega \in C_0(\mathbb{R}^d \times S^{d-1}, \mathbb{R}) \) (the space of continuous functions going to 0 at infinity):

\[
(\mu_c|\omega) = \int_D \omega(c(\theta), \frac{\partial_\theta c(\theta)}{|\partial_\theta c(\theta)|}) |\partial_\theta c(\theta)| d\theta.
\]

This mapping \( \text{Imm}^n(D, \mathbb{R}^d) \ni c \mapsto \mu_c \in \mathcal{V} \) has several important properties. First, it is invariant to reparametrizations; indeed a simple change of variables in the integral (3.1) leads to \( \mu_{c \circ \varphi} = \mu_c \) for all \( \varphi \in \text{Diff}^n(D) \). As a consequence, this varifold mapping descends to a well-defined mapping on the quotient space of unparametrized curves. Furthermore, the measure \( \mu_c \) uniquely determines the equivalence class \( c \circ \text{Diff}^n(D) \) under some mild technical assumptions (see Theorem 3.6 in [5] for specific details).

Consequently, it becomes possible to compare unparametrized curves by introducing a metric on the space of varifolds \( \mathcal{V} \). A quite general class of such metrics is in particular obtained by considering positive definite kernels on \( \mathbb{R}^d \times S^{d-1} \) and their associated Reproducing Kernel Hilbert Spaces (RKHS) norms, which was the construction proposed in [18, 29]. Following the same approach and without going through all the details, we consider a kernel function \( K(x, u, y, v) \) for \( x, y \in \mathbb{R}^d \) and \( u, v \in S^{d-1} \), whose associated RKHS we write \( \mathcal{H} \). We make the assumption that the kernel \( K \) is such that \( \mathcal{H} \) is continuously embedded into the space \( C^1_0(\mathbb{R}^d \times S^{d-1}, \mathbb{R}) \) of continuously differentiable functions on \( \mathbb{R}^d \times S^{d-1} \) which vanish at infinity (as well as their first derivatives), equipped with the norm \( ||\omega||_{1, \infty} = ||\omega||_{\infty} + ||d\omega||_{\infty} \). Examples of such kernels are given in [29, 5] and we shall discuss specific choices in Section 5.1.3. This kernel then induces a Hilbert norm on \( \mathcal{H} \) and the embedding assumption implies that there exists \( C_\mathcal{H} > 0 \) such that for all \( \omega \in \mathcal{H} \), we have \( ||\omega||_{1, \infty} \leq C_\mathcal{H} ||\omega||_{\mathcal{H}} \). In turn, the dual norm leads to the following Hilbert metric on the space of measures of \( \mathbb{R}^d \times S^{d-1} \) i.e. on \( \mathcal{V} \):

\[
||\mu||_\mathcal{V} = \sup_{\omega \in \mathcal{H}, ||\omega||_{\mathcal{H}} \leq 1} (\mu|\omega).
\]

Note that, although the notation does not emphasize it, \( \cdot \| \) depends on the kernel \( K \). In fact, given two curves \( c_0, c_1 \in \text{Imm}^n(D, \mathbb{R}^d) \), it can be shown from the reproducing kernel property that the inner product between their associated varifolds can be expressed explicitly
as:

\[
(\mu_{c_0}, \mu_{c_1})_V = \int \int_{D \times D} \mathcal{K} \left( \frac{c_0(\theta), c_0(\theta)}{|c_0(\theta)|}, c_1(\theta), \frac{c_1(\theta)}{|c_1(\theta)|} \right) \left| \partial_\theta c_0(\theta) \right| \left| \partial_\theta c_1(\theta) \right| d\theta d\tilde{\theta}.
\]

Then, by setting \( \Delta(c_0, c_1) = \|\mu_{c_1} - \mu_{c_0}\|^2_V = \|\mu_{c_0}\|^2_V + \|\mu_{c_1}\|^2_V - 2(\mu_{c_0}, \mu_{c_1})_V \), we obtain a discrepancy term that is independent of the parametrizations of \( c_0 \) and \( c_1 \), and which can be expressed explicitly from (3.3). Note that in general \( \| \cdot \|_V \) may only be a pseudo-metric on \( V \) but with adequate extra properties on the kernel \( \mathcal{K} \) (namely \( C_0 \)-universality), one can recover a true metric. We refer the reader to the results in [27, Section 3.2] and [5, Section 3.2] for more details.

### 3.2. Relaxed shape graph matching.

A further advantage of using varifolds to construct the parametrization invariant data attachment term is that they provide an adequate measure of discrepancy between shape graphs having arbitrary adjacency matrices. This follows mainly from the additive property of the varifold representation. For \( n \geq 2 \) and an adjacency matrix \( \mathcal{A} \), given \( c \in \text{Graph}^n(\mathcal{A}) \) with \( c = \prod_{k=1}^K c_k^l \), the varifold associated to \( c \) can be simply defined as \( \mu_c = \sum_{k=1}^K \mu_{c_k} \in \mathcal{V} \), with each \( \mu_{c_k} \) being the varifold representation of the curve \( c_k^l \) defined as in Section 3.1. Then, the dual RKHS metric \( \| \cdot \|_V \) defined above extends directly to shape graphs. Due to the invariance properties of \( \| \cdot \|_V \), the resulting distance induces a (pseudo-) distance on the quotient space of unparametrized shape graphs with \( K \) components. This follows from the observation that the varifold construction is invariant to the ordering of the curves of a shape graph, and to reparametrizations of these component curves.

Remarkably, \( \| \cdot \|_V \), and hence the varifold data attachment term, remain well-defined on the entire set \( \text{Graph}^n \) of all shape graphs having an arbitrary number of components and arbitrary adjacency matrices. If \( c_0 = \prod_{k=1}^K c_0^k \) and \( c_1 = \prod_{l=1}^L c_1^l \) are two shape graphs with \( K \) and \( L \) components respectively, we obtain that \( \Delta(c_0, c_1) = \|\mu_{c_0}\|^2_V + \|\mu_{c_1}\|^2_V - 2(\mu_{c_0}, \mu_{c_1})_V \) with

\[
(\mu_{c_0}, \mu_{c_1})_V = \sum_{k=1}^K \sum_{l=1}^L (\mu_{c_0^k}, \mu_{c_1^l})_V,
\]

where each \( (\mu_{c_0^k}, \mu_{c_1^l})_V \) can be expressed through (3.3).

This finally allows us to formulate the following relaxed shape graph matching problem:

Given \( c_0, c_1 \in \text{Graph}^n \) and \( \mathcal{A} \) the adjacency matrix of \( c_0 \), we consider the variational problem:

\[
(3.5) \quad \inf \left\{ \int_0^1 \widehat{G}^n_{c(t)}(\partial_t c(t), \partial_t c(t))dt + \lambda \|\mu_{c(1)} - \mu_{c_1}\|^2_V \right\}
\]

where the infimum is taken over all paths \( c(\cdot) \in H^1([0, 1], \text{Graph}^n(\mathcal{A})) \) satisfying the initial constraint \( c(0) = c_0 \). Note that in the relaxed shape graph matching framework, we refer to \( c_0 \) as the source shape graph, \( c_1 \) as the target shape graph, and \( c(1) \) as the deformed source.
Note that for all $t \in [0, 1]$, $c(t)$ is by construction a shape graph with adjacency matrix $\mathcal{A}$ which may differ from the one of the target shape graph $c_1$. Thus, we can interpret (3.5) as the problem of finding the optimal path with respect to the metric $\bar{G}^n$ between the source shape $c_0$ and a shape graph $c(1)$ having the same graph structure as $c_0$, which is “close” to the target $c_1$ in terms of the varifold distance. As a particular case, when $K = L = 1$, (3.5) reduces to the relaxed curve matching problem introduced in [5].

3.3. Existence of minimizers. The existence of a minimizing path $c$ in (3.5) is not a priori guaranteed since, unlike with the existence of geodesics given by Theorem 2.4, the deformed source $c(1)$ is not fixed anymore in this relaxed variational problem. In fact, this very question was also left aside by the authors in [5] for the special case of open and closed curves. In this section, we will show that the existence of minimizers holds for the scale invariant metric (2.3) of regularity $n \geq 2$.

**Theorem 3.1.** Let $c_0, c_1 \in \text{Graph}^n$ and $\mathcal{A}$ the adjacency matrix of $c_0$. Assume that $n \geq 2$ and $\bar{G}^n$ is a scale invariant metric on Graph$^n(\mathcal{A})$. We further assume that $\mathcal{H}$ is continuously embedded into $C^1(\mathbb{R}^d \times S^{d-1})$. Then the infimum in (3.5) is achieved by a path $c(\cdot) \in H^1([0, 1], \text{Graph}^n(\mathcal{A}))$.

**Remark 3.2.** For $K = 1$, i.e., when $c_0$ is a single open curve, Theorem 3.1 gives in particular the existence of solutions to the relaxed open curve matching problem introduced in [5] for the class of scale-invariant metrics of order $n \geq 2$. We point out that the proof can be adapted almost verbatim to also recover the existence of solutions in the case of a single closed curve for both the constant coefficient and scale invariant Sobolev metrics (2.2) and (2.3) as long as $n \geq 2$.

Our proof will follow the standard approach from the calculus of variations. We will need the following lemma on the convergence of varifold norms, whose proof we postpone to the appendix.

**Lemma 3.3.** Let $(c_p)_{p \in \mathbb{N}}$ be a sequence of $C^1$ immersions of $D$ (with $D = [0, 1]$ or $D = S^1$) into $\mathbb{R}^d$ such that $c_p$ converges to a $C^1$ immersion $c_\infty$ for the $\|\cdot\|_{1, \infty}$ norm. Then $\mu_{c_p}$ converges to $\mu_{c_\infty}$ in $\mathcal{V}$.

**Proof of Theorem 3.1.** Let us define the energy of (3.5):

$$E(c) = \int_0^1 \bar{G}^n_{c(t)}(\partial_t c(t), \partial_t c(t))dt + \lambda \|\mu_{c(1)} - \mu_{c_1}\|^2_2.$$ 

Note that the infimum of $E$ is finite as one can for instance consider the constant path $c(t) = c_0$ for all $t \in [0, 1]$ for which $E(c) = \|\mu_{c_0} - \mu_{c_1}\|^2_2 < +\infty$. Then, introduce a minimizing sequence $(\tilde{c}_p)_{p \in \mathbb{N}}$ in $H^1([0, 1], \text{Graph}^n(\mathcal{A}))$, i.e., $E(\tilde{c}_p) \rightarrow \inf E(c) < +\infty$. We denote the different component curves of the shape graph $\tilde{c}_p(t)$ by $\tilde{c}^k_p(t)$. Both terms in the energies $E(\tilde{c}_p)$ are bounded, meaning that there exists $\delta > 0$ such that for all $p \in \mathbb{N}$ and $k = 1, \ldots, K$:

$$\int_0^1 \bar{G}^n_{\tilde{c}^k_p(t)}(\partial_t \tilde{c}^k_p(t), \partial_t \tilde{c}^k_p(t))dt \leq \int_0^1 \bar{G}^n_{\tilde{c}_p(t)}(\partial_t \tilde{c}_p(t), \partial_t \tilde{c}_p(t))dt < \delta.$$ 

Since $\tilde{c}^k_p(0) = c_0^k$, we obtain that for all $t \in [0, 1]$, $\tilde{c}^k_p(t)$ belongs to the ball $B(c_0^k, \delta)$ for the
Sobolev distance $\text{dist}_{G^\alpha}$. It follows from Lemma 2.2 that there exists $C > 0$ such that

$$\|\partial_t \tilde{c}_p^k(t)\|_{H^n}^2 \leq CG^n_{\tilde{c}_p^k(t)}(\partial_t \tilde{c}_p^k(t), \partial_t \tilde{c}_p^k(t))$$

and $|\partial_\theta \tilde{c}_p^k(t, \theta)| \geq C^{-1}$ for all $p \in \mathbb{N}$, $k = 1, \ldots, K$, $t \in [0, 1]$ and $\theta \in [0, 1]$. Since $\tilde{c}_p^k(t) = c_0^k + \int_0^t \partial_t \tilde{c}_p^k(u) du$, we get that $\|\tilde{c}_p^k(t)\|_{H^n} \leq |c_0|_{H^n} + \sqrt{C\delta}$ and thus

$$\|\tilde{c}_p^k\|_{H^1([0,1],H^n([0,1]))} \leq (|c_0|_{H^n} + \sqrt{C\delta})^2 + C\delta.$$ 

Therefore the sequence $(\tilde{c}_p^k)_{p \in \mathbb{N}}$ is bounded in $H^1([0,1],H^n([0,1],\mathbb{R}^d))$, i.e., up to extracting a subsequence, $\tilde{c}_p^k$ converges weakly to some $\tilde{c}^k$ in $H^1([0,1],H^n([0,1],\mathbb{R}^d))$. As $H^1([0,1],H^n([0,1],\mathbb{R}^d))$ is compactly embedded into $C([0,1],C_0^1([0,1]))$ by the Aubin-Dubinskii lemma [1], we deduce that for all $t \in [0,1]$, $\tilde{c}_p^k(t)$ converges to $\tilde{c}(t)$ in $\| \cdot \|_{1,\infty}$ on $[0,1]$. Also, the above lower bound $|\partial_\theta \tilde{c}_p^k(t, \theta)| \geq C^{-1}$ leads to $|\partial_\theta \tilde{c}^k(t, \theta)| \geq C^{-1}$ for all $t$ and $\theta$, from which we deduce that $\tilde{c}^k \in H^1([0,1],1\text{mm}^n([0,1],\mathbb{R}^d))$ for each $k = 1, \ldots, K$. Furthermore, the convergence in $\| \cdot \|_{1,\infty}$ of the $c_p^k$ also implies that the set of linear constraints defining the graph structure given by $A$ via (2.7),(2.8) and (2.9) are also satisfied by the limit curves $\tilde{c}^k$. Thus, defining $\tilde{c}(t) = \prod_{k=1}^K \tilde{c}^k(t)$, we have that $\tilde{c} \in H^1([0,1],\text{Graph}^n(A))$.

Moreover, by Lemma 3.3, as $\tilde{c}_p^k(1) \xrightarrow{p \to \infty} \tilde{c}^k(1)$ in $\| \cdot \|_{1,\infty}$ for all $k$, we get that $\mu_{\tilde{c}_p^k(1)} \to \mu_{\tilde{c}^k(1)}$ in $\mathcal{V}$. Then $\mu_{\tilde{c}_p} = \sum_{k=1}^K \mu_{\tilde{c}_p^k} \xrightarrow{p \to \infty} \sum_{k=1}^K \mu_{\tilde{c}^k} = \mu_{\tilde{c}}$ and as a result $\|\mu_{\tilde{c}_p(1)} - \mu_{\tilde{c}}\|_{\mathcal{V}} \xrightarrow{p \to \infty} \|\mu_{\tilde{c}(1)} - \mu_{\tilde{c}}\|_{\mathcal{V}}$. Finally, as follows from the proof of Theorem 5.2 in [12], the mapping $c \mapsto \int_0^1 G_{c(t)}(\partial_t c(t), \partial_t c(t)) dt$ is weakly lower semicontinuous on $H^1([0,1],H^n([0,1],\mathbb{R}^d))$, from which we deduce that the first term in the energy $E$ is weakly lower semicontinuous with respect to the convergence of $\tilde{c}_p$ to $\tilde{c}$ in $\prod_{k=1}^K H^1([0,1],H^n([0,1],\mathbb{R}^d))$. We conclude that $E(\tilde{c}) \leq \liminf_{p \to +\infty} E(\tilde{c}_p) = \inf E(\tilde{c})$ and consequently that $\tilde{c}$ is a minimizer of $E$.

4. Elastic matching model with weights: mathematical analysis. In this section, we extend the elastic Sobolev metric shape graph matching framework of the previous section by incorporating weights and weight changes along the shape graphs.

4.1. Limitations of the previous elastic matching model. We start by motivating the need for such an extended approach. Indeed, the model presented so far is primarily built to compare shape graphs of the same topology, such as in the example shown on Fig. 2, which was obtained with our proposed shape graph matching algorithm (with fixed weights) that will be introduced in Section 5. Although the matching in (3.5) is inexact and may in practice be able to handle small inconsistencies including topological noise, it remains inadequate for many typical datasets (e.g. trees, arterial networks) which routinely involve shape graphs with significant topological differences. Attempting to compare two such shape graphs based on (3.5) can lead to highly singular and unnatural behaviour in the estimated geodesic and distance, as illustrated in Fig. 3. This is in great part due to the fact that our model does not yet allow for partial matching constraints.

In what follows, we propose to indirectly (and only partially) address this difficult challenge by augmenting the previous notion of shape graphs with a weight function defined on the
Figure 2: Geodesic between two shape graphs with the same topology: the source $c_0$ (left) and target $c_1$ (in red on the right). The target is overlayed on the transformed source $c(1)$ at $t = 1$. The estimated geodesic distance is $\text{dist}(c_0, c_1) = 0.83$.

Figure 3: Geodesic between source (blue at $t = 0$) and target (red at $t = 1$) shape graphs having different topologies. (Top row) We use the relaxed shape graph matching framework described in (3.5), which only allows for a geometric deformation of the source. The estimated geodesic distance is $\text{dist}(c_0, c_1) = 1.44$, around 1.7 times higher than in Fig. 2. (Bottom row) Result obtained from the weighted shape graph matching framework described in (4.1) that jointly estimates a deformation and weight changes on the source. Components of the source which get “erased” are colored in progressively transparent shades of blue. The estimated geodesic distance here is $\text{dist}(c_0, c_1) = 0.77$, now fairly comparable to Fig. 2.

shape, leveraging the flexibility of the varifold representation for that purpose. This leads to a new matching formulation where, in combination to the geometric matching process, one can vary the mass of different components of the source or target shape graphs. In particular, this allows us to remove certain parts of a shape graph when no corresponding components can be found in the other shape, as shown in Fig. 3.
4.2. A new variational problem. Let $\mathcal{A}$ be a fixed adjacency matrix. We first define the space of parametrized weighted shape graphs of regularity $r > 3/2$ having adjacency matrix $\mathcal{A}$ as the space of couples $(c, \rho)$ where $c \in \text{Graph}^r(\mathcal{A})$ and $\rho$ is a non-negative function of bounded variation on the interval $[0, 1]$. For each $k = 1, \ldots, K$ and $\theta \in [0, 1]$, we can interpret $\rho^k(\theta)$ as the weight (or mass) assigned to the point $c^k(\theta)$ of the curve $c^k$. We will denote by $W\text{Graph}^r(\mathcal{A})$ the space of all such weighted shape graphs, and by $W\text{Graph}^r = \bigcup_{\mathcal{A}} W\text{Graph}^r(\mathcal{A})$ the space of all weighted shape graphs of regularity $r$ for all adjacency matrices $\mathcal{A}$. We can now formulate a generalized matching problem between two given weighted shape graphs as follows:

\[
\text{Given } (c_0, \rho_0), (c_1, \rho_1) \in W\text{Graph}^a \text{ we consider the minimization problem}
\]

\[
(4.1) \quad \inf \left\{ \int_0^1 \tilde{G}_{c(\theta)} \left( \partial c(t), \partial c(t) \right) dt + \alpha F_{\rho_0}(c(1), \delta \rho) + \lambda \| \mu_{c(1), \rho_0 + \delta \rho} - \mu_{c(1), \rho_1} \|^2 \right\},
\]

where the infimum is taken over all paths $c(\cdot) \in H^1([0, 1], \text{Graph}^a(\mathcal{A}))$ satisfying the initial constraint $c(0) = c_0$, and also over all weight change functions $\delta \rho \in (BV([0, 1], \mathbb{R}))^K$. In this framework, we refer to $(c_0, \rho_0)$ as the source shape graph, $(c(1), \rho_0 + \delta \rho)$ as the transformed source, and $(c_1, \rho_1)$ as the target.

Moreover, $\alpha, \lambda > 0$ are balancing parameters between the different terms, $F_{\rho_0}(c(1), \delta \rho)$ is a regularizing term for the weight change function defined on the transformed source, see Section 4.2.1, and the last term denotes the extension of the varifold norm for weighted shape graphs, see Section 4.2.2.

We reemphasize that the minimum value in (4.1) is independent of the ordering of the components of both shape graphs $c_0$ and $c_1$ as well as the parametrizations of each component despite the fact that we are not explicitly optimizing over those groups. This follows from the invariances of all terms in the matching functional and the independence of the varifold data attachment term to reparametrizations and permutations of the components of $c_0$ and $c_1$.

Remark 4.1. Note that the model formulated in (4.1) is asymmetric as it accounts for weight changes on the transformed source only. However, it can be adapted almost straightforwardly to weight changes on the target by instead optimizing over a function $\delta \rho$ that transforms $(c_1, \rho_1)$ as $(c_1, \rho_1 + \delta \rho)$. The existence result of Theorem 4.5 below also holds in this case through a similar reasoning. Even more generally, one could consider the problem in which both the source and target weights are estimated by jointly optimizing over two weight change functions $\delta \rho_0$ and $\delta \rho_1$. The existence of solutions in this case is again easy to prove, although the design of the constraint function $F$, which will be introduced in 4.2.1, becomes critical in order to avoid the trivial solution in which both $\rho_0 + \delta \rho_0$ and $\rho_1 + \delta \rho_1$ are equal to 0 everywhere on the shape graphs.

4.2.1. The weight regularization term $F$. We now introduce a specific choice for the regularization term $F$ that allows us to obtain an existence result for this new minimization
problem: For a general weighted shape graph \((c, \rho) \in \text{WGraph}^n(\mathcal{A})\), we define the total variation \((TV)\) norm of \(\rho\) as the sum of the \(TV\) norms on [0, 1] of each individual weight function:

\[
\|\rho\|_{TV} = \sum_{k=1}^{K} \|\rho^k\|_{TV,[0,1]}.
\]

In the context of (4.1), we can now define the weight regularizer for the weight change function on the transformed source as follows:

\[
F_{\rho_0}(c(1), \delta \rho) = \|\delta \rho\|_{TV} + \tilde{\beta} F_{\rho_0}(c(1), \delta \rho),
\]

where \(\tilde{\beta}\) is a generic additional term that can be used to impose further constraints on the weight change function, with \(\tilde{\beta} > 0\) being a balancing parameter. For instance, one could design these constraints to ensure the non-negativity of \(\rho_0 + \delta \rho\), or as we shall see in the experiments section, one could push the values of \(\rho_0 + \delta \rho\) to stay close to either 0 or 1 by choosing \(\tilde{\beta}\) to be a double-well potential function.

**Remark 4.2.** We point out that the \(TV\) norm defined above does not depend on parametrization. Indeed, for any \(BV\) function \(\rho\) on [0, 1] and reparametrization \(\varphi \in \text{Diff}([0,1])\), by the usual properties of \(BV\) functions and of the \(TV\) norm, one has that \(\rho \circ \varphi\) is also in \(BV\) and that \(\|\rho \circ \varphi\|_{TV,[0,1]} = \|\rho\|_{TV,[0,1]}\). It is also worth noting that if \(c : [0, 1] \rightarrow \mathbb{R}^d\) is an embedding, then the function \(\rho \circ c^{-1}\) is a \(BV\) function on the manifold curve \(c([0,1])\) as defined in e.g. [2], and that \(\|\rho\|_{TV,[0,1]}\) coincides with the total variation norm of \(\rho \circ c^{-1}\) along that curve.

The following classical compactness property in the space \(BV\) (that follows from Theorem 3.23 in [2]) is the main reason for choosing to define \(F\) using the \(TV\) norm of \(\delta \rho\):

**Lemma 4.3.** If \((\rho_m)\) is a sequence in \(BV([0,1], \mathbb{R})\) with \(\sup_{m \in \mathbb{N}} \|\rho_m\|_{TV,[0,1]} < +\infty\), then there exists \(\rho \in BV([0,1], \mathbb{R})\) such that, up to the extraction of a subsequence, one has \(\rho_m \rightarrow \rho\) in \(L^1([0,1])\), and for almost all \(\theta \in [0,1]\), \(\rho_m(\theta) \rightarrow \rho(\theta)\).

**4.2.2. The varifold norm on the space of weighted shape graphs.** Next, we discuss the extension of the varifold norm to the space of weighted shape graphs. For \(n \geq 2\), we represent any weighted shape graph \((c, \rho) \in \text{WGraph}^n\) as the varifold \(\mu_{c,\rho} \in \mathcal{V}\) given by \(\mu_{c,\rho} = \sum_{k=1}^{K} \rho^k \cdot \mu_{c,k}\), where for each \(k\), we define \(\rho^k \cdot \mu_{c,k}\) for any given test function \(\omega \in C_0(\mathbb{R}^d \times S^{d-1}, \mathbb{R})\) by:

\[
(\rho^k \cdot \mu_{c,k})|\omega| = \int_0^1 \rho^k(\theta) \omega \left(c^k(\theta), \frac{\partial c^k(\theta)}{\partial \theta} \right) |\partial_\theta c^k(\theta)| d\theta.
\]

Thus we can still rely on \(\|\cdot\|_{\mathcal{V}}\) to compare weighted shape graphs, even when they have different numbers of component curves or adjacency matrices. We have the following technical lemma, which will be of importance in the proof of our existence result:

**Lemma 4.4.** Let \((c_m, \rho_m)\) be a sequence of weighted shape graphs in \(\text{WGraph}^n(\mathcal{A})\) for some fixed adjacency matrix \(\mathcal{A} \in \mathbb{R}^{2K \times 2K}\) such that for all \(m \in \mathbb{N}\) and all \(k = 1, \ldots, K\), \(c^k_m\) is a \(C^1\) immersion and \((c^k_m)\) converges uniformly to a \(C^1\) immersion \(c^k\), with the same holding true for
its derivatives. Assume also that for all \( k \), \((\rho_{m}^{k})\) converges in \( L^1 \) to some \( \rho^{k} \in BV([0,1],\mathbb{R}_{+}) \). Then, for \( c = \prod_{k=1}^{K} c^{k} \) and \( \rho = \prod_{k=1}^{K} \rho^{k} \), we have \( \mu_{c,\rho_{m}} \xrightarrow{m \to \infty} \mu_{c,\rho} \).

The proof of this lemma is postponed to the appendix.

4.3. Existence of solutions. We are now able to show the well-posedness of the weighted shape graph matching problem \((4.1)\), thereby generalizing Theorem 3.1:

Theorem 4.5. Let \((c_{0},\rho_{0})\) and \((c_{1},\rho_{1})\) in \( \mathcal{W}\text{Graph}^{n} \) and \( \mathcal{A} \) the adjacency matrix of \( c_{0} \). Assume that \( n \geq 2 \) and that \( \mathcal{G}^{n} \) is a scale invariant metric on \( \text{Graph}^{n}(\mathcal{A}) \). We further assume that \( \mathcal{H} \) is continuously embedded into \( C_{0}^{1}(\mathbb{R}^{d} \times \mathbb{S}^{d-1}) \), that the weight regularization term \( F \) is given by \((4.3)\), and that \( \delta \rho \mapsto \tilde{F}_{\rho_{0}}(\cdot,\delta \rho) \) is continuous with respect to the convergence a.e. of \( \delta \rho \).

Then there exist \( c(\cdot) \in H^{1}([0,1],\text{Graph}^{n}(\mathcal{A})) \) and \( \delta \rho \in (BV([0,1],\mathbb{R}))^{K} \) achieving the infimum in \((4.1)\).

Proof. Let us denote by \( E(c(\cdot),\delta \rho) \) the energy of \((4.1)\) and let \((\tilde{c}_{m}(\cdot),\delta \rho_{m})\) be a minimizing sequence of \( E \) with \( \tilde{c}_{m}(\cdot) \in H^{1}([0,1],\text{Graph}^{n}(\mathcal{A})) \), with \( \mathcal{A} \in \mathbb{R}^{2K \times 2K} \) being the adjacency matrix of \( c_{0} \). With the same arguments as in the proof of Theorem 3.1, we deduce that up to a subsequence, we have that \( (\tilde{c}_{m}(\cdot)) \) converges weakly to some \( c(\cdot) \in H^{1}([0,1],\text{Graph}^{n}(\mathcal{A})) \), and that for all \( k = 1,...,K \) and all \( t \in [0,1] \), we have that \( \tilde{c}_{m}^{k}(t,\cdot) \) converges to \( c^{k}(t,\cdot) \) with respect to the \( \| \cdot \|_{1,\infty} \) norm on \([0,1] \). Furthermore, \( \| \delta \rho_{m}\|_{TV} \) is uniformly bounded in \( m \), so by Lemma 4.3, up to the extraction of another subsequence, we can also assume that there exists \( \delta \rho \in (BV([0,1],\mathbb{R}))^{K} \) such that for all \( k \), we have \( \delta \rho_{m}^{k} \to \delta \rho^{k} \) in \( L^{1}([0,1]) \) and \( \delta \rho_{m}^{k}(\theta) \to \delta \rho^{k}(\theta) \) for almost all \( \theta \in [0,1] \).

This last statement implies, thanks to the assumption on \( F \), that \( F_{\rho_{0}}(c(1),\delta \rho_{m}) \to F_{\rho_{0}}(c(1),\delta \rho) \) as \( m \to +\infty \). In addition, by Lemma 4.4, we deduce that \( \|\mu_{\tilde{c}_{m}(1),\rho_{0}+\delta \rho_{m}}-\mu_{c(1),\rho_{0}+\delta \rho}-\mu_{c(1),\rho_{0}}\|_{V}^{2} \to \|\mu_{c(1),\rho_{0}+\delta \rho}-\mu_{c(1),\rho_{0}}\|_{V}^{2} \). Also, given the weak lower semi-continuity of the Riemannian distance already noted above and the fact that \( \| \cdot \|_{TV,[0,1]} \) is lower semicontinuous with respect to the \( L^{1} \)-convergence on \([0,1] \), we see that:

\[
E(c(\cdot),\delta \rho) \leq \liminf_{m \to +\infty} E(\tilde{c}_{m}(\cdot),\delta \rho_{m}),
\]

and consequently, we obtain that \((c(\cdot),\delta \rho)\) is a minimizer of \((4.1)\). \( \blacksquare \)

5. Optimization approach. In this section we propose a numerical optimization approach to solve the generalized weighted shape graph matching problem introduced in \((4.1)\). We will focus exclusively on shape graph matching using the class of second-order elastic Sobolev metrics. As a result, we denote the space of parametrized shape graphs of regularity \( r = 2 \) by \( \text{Graph}^{2} \), the second-order Sobolev metrics of order \( n = r = 2 \) on this space as \( G^{2} \), and the corresponding space of weighted shape graphs as \( \mathcal{W}\text{Graph}^{2} \). Our approach to solve \((4.1)\) consists of discretizing the relaxed matching energy, before using appropriate optimization algorithms to minimize the discretized energy. We provide an open source implementation of our approach on github.
5.1. Discretizing the energy. We first recall that the energy for the matching problem is given by:

\[ E(c(\cdot), \delta \rho) := \int_0^1 \tilde{G}^2_{c(t)}(\partial_t c(t), \partial \bar{c}(t)) \, dt + \alpha F_{\rho_0}(c(1), \delta \rho) + \lambda \| \mu_{c(1), \rho_0 + \delta \rho} - \mu_{c_1, \rho_1} \|^2_V. \]

Thus, we see that the energy is a weighted sum of three terms, namely the Riemannian energy of the path of shape graphs satisfying the initial condition \( c(0) = c_0 \), the weight regularizer for the weight changes defined on the transformed source, and the varifold distance between the transformed source and target. In what follows, we describe how to discretize and compute each of these three terms separately.

5.1.1. Riemannian energy of the path. To evaluate the Riemannian energy in the matching functional, we need to discretize the paths of shape graphs \( c(\cdot) \in H^1([0,1], \text{Graph}^2(A)) \) satisfying the initial condition \( c(0) = c_0 \), and then find an expression for the energy in terms of these discretized paths.

We first note that all shape graphs in the path have the same topology as the source shape graph \( c_0 = \prod_{k=1}^K c_k^0 \), i.e., they consist of \( K \) component curves whose connectivity is described by the adjacency matrix \( A \). Therefore, we construct a discretized path of immersions for each component curve, which we denote by \( \tilde{c}^k(\cdot) \), \( \tilde{c}^k(0) \), and then find an expression for the energy in terms of these discretized paths.

We use the same procedure as defined in [7, Section 3] to construct these discretized paths of immersions, i.e., we discretize each \( \tilde{c}^k(\cdot) \) using tensor product B-splines on knot sequences of orders \( n_t \) in time and \( n_\theta \) in space. Typically, we choose \( n_t = 1 \) and \( n_\theta = 2 \) in our numerical experiments. This produces \( N_t \times N_\theta \) basis splines, with \( N_t \) and \( N_\theta \) being the number of control points in time and space respectively. Typical values used in experiments are \( N_t = 10 \) and \( N_\theta = \mathcal{O}(10^2) \). We can thus write the discretized path of immersions for each component curve as follows:

\[ \tilde{c}^k(t, \theta) = \sum_{i=1}^{N_t} \sum_{j=1}^{N_\theta} c^k_{i,j} B_i(t) C_j(\theta), \quad (t, \theta) \in [0,1] \times [0,1] \]

where \( c^k_{i,j} \in \mathbb{R}^d \) are the control points for \( \tilde{c}^k(\cdot) \), and \( B_i(t) \) and \( C_j(\theta) \) are B-splines defined by an equidistant simple knot sequence on \([0,1]\) with full multiplicity at the boundary knots. The full multiplicity of boundary knots in \( t \) implies that the discretized initial curve \( \tilde{c}^k(0) \) for each \( k = 1, ..., K \) depends only on the control points \( c^k_{i,j} \). This allows us to easily enforce the initial constraint by keeping these control points fixed. We point out that if the source shape graph \( c_0 = \prod_{k=1}^K c_k^0 \) with adjacency matrix \( A \) is not already split into its individual component curves, this can be done using e.g., Tarjan’s algorithm [48].

Note that we can analytically differentiate our spline paths in both time and space. Thus we get an explicit expression for the Riemannian energy of each path of immersions by the formulas in Section 2.2. Since we are using a B-spline discretization for the paths, we evaluate the integrals in the resulting expression using Gaussian quadrature with quadrature sites placed between knots where the curves are smooth, c.f. [5]. This gives us a numerical approximation of the energy for the paths of immersions corresponding to each component curve of the shape graph, which we then sum up to obtain the Riemannian energy of the full path.
of shape graphs, as the linearity of integrals combined with the formula for the Riemannian metric on Graph2(\mathcal{A}) in (2.11) allows us to write:

$$
\int_0^1 G_{c(t)}^2(\partial c(t), \partial c(t)) dt = \sum_{k=1}^K \left( \int_0^1 G_{c^k(t)}^2(\partial c^k(t), \partial c^k(t)) dt \right).
$$

This results in a fast and robust way to evaluate the Riemannian energy of the path of shape graphs satisfying \( c(0) = c_0 \). The same is true for the evaluation of the derivatives of this energy. The formulas for the derivatives for each component curve can be found in [5, Appendix A].

### 5.1.2. Weight regularizer

We next discuss the discretization and computation of the weight regularizer for the weight change function \( \delta \rho \in (BV([0, 1], \mathbb{R}))^K \) defined on the transformed source.

First, we express the discretized transformed source in a convenient format for discretizing the weight function defined on it. This is done by evaluating each spline component \( c^k(1) \) of the transformed source at the uniform samples \( \theta_i = \frac{i}{K-1} \), leading to an ordered list of vertices \( \{v_0^k, v_1^k, \ldots, v_{N_k}^k\} \), together with corresponding oriented edge vectors \( e_i^k = v_{i+1}^k - v_i^k \) and edge centers \( x_i^k = (v_i^k + v_{i+1}^k)/2 \). This allows us to discretize the transformed weight function \( \rho^k := \rho_i^k + \delta \rho_i^k \in BV([0, 1], \mathbb{R}) \) as weights defined over the edges of the discretized component curve \( c^k(1) \), which we represent by a list \( \rho_i^k := \rho_{0,i}^k + \delta \rho_i^k \), for \( i = 0, \ldots, N_k - 1 \) for each \( k = 1, \ldots, K \). We thus have a simpler representation for the discretized transformed source as a weighted piecewise linear (i.e. polygonal) curve given by the full list of edge vectors \( e_1, e_2, \ldots, e_N \), edge centers \( x_1, x_2, \ldots, x_N \), and edge weights \( \rho_1, \rho_2, \ldots, \rho_N \), where \( N = N_1 N_2 \ldots N_K \).

Next, we see that the weight regularizer \( \hat{F}_{\rho_0}(c(1), \delta \rho) = \|\delta \rho\|_{TV} + \beta \hat{F}_{\rho_0}(c(1), \delta \rho) \) consists of the TV norm of the weight change function, plus a flexible choice for the additional term \( \hat{F}_{\rho_0} \). To compute the TV norm, we use the aforementioned discretization of the transformed source as a weighted polygonal curve, and write:

$$
\|\delta \rho\|_{TV} = \sum_{k=1}^K \|\delta \rho^k\|_{TV; [0, 1]} \approx \sum_{k=1}^K \sum_{i=1}^{N_k-1} |\delta \rho_i^k - \delta \rho_{i-1}^k| = \sum_{k=1}^K \|D^k \delta \rho^k\|_1,
$$

where for each \( k = 1, \ldots, K \), we denote the discretized weight change function on each component with a slight abuse of notation by \( \delta \rho^k = (\delta \rho_0^k, \ldots, \delta \rho_{N_k-1}^k) \in \mathbb{R}^{N_k} \), with \( D^k \in \mathbb{R}^{(N_k-1) \times N_k} \) being the appropriate difference operator such that \( \|D^k \delta \rho^k\|_1 = \sum_{i=1}^{N_k-1} |\delta \rho_i^k - \delta \rho_{i-1}^k| \), namely:

$$
D^k = \begin{bmatrix}
-1 & 1 & 0 & \ldots & 0 & 0 \\
0 & -1 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & -1 & 1
\end{bmatrix}_{(N_k-1) \times N_k}.
$$

In what follows, it will be more convenient to express the numerical approximation for the TV norm of the weight change function as follows:

$$
\|\delta \rho\|_{TV} \approx \|D \delta \rho\|_1,
$$

(5.1)
where \( \delta p = (\delta p^1, \ldots, \delta p^K) \in \mathbb{R}^N \) represents the discretized weight change function on the full transformed source shape graph, and \( D = \text{diag}(D^1, \ldots, D^K) \in \mathbb{R}^{(N-K) \times N} \) is a non-square block diagonal matrix of the difference operators. We note that since the TV norm is non-differentiable with respect to \( \delta p \), we will require carefully selected optimization techniques to solve (4.1), as will be outlined in Section 5.2.

Meanwhile, as mentioned in Section 4.2.1, the flexible additional term \( \tilde{F}_{\rho_0} \) can be chosen to impose further constraints on the weight change function, such as nonnegativity constraints, or constraints that binarize the value of \( \rho := \rho_0 + \delta p \). As long as \( \delta p \mapsto F_{\rho_0}(\cdot, \delta p) \) is continuous, the existence result from Theorem 4.5 holds. In our numerical experiments, we will focus on the following particular choice for \( \tilde{F}_{\rho_0} \), which is inspired from a similar penalty used in the context of clustering in [51]:

\[
\tilde{F}_{\rho_0}(c, \delta p) := \sum_{k=1}^K \int_0^1 8(\rho^k(\theta)(\rho^k(\theta) - 1))^2 |\partial_\theta c^k(\theta)| d\theta.
\]

We call this mapping \( \tilde{F}_{\rho_0} \) the \( \{0,1\} \)-penalty, as it is minimized precisely when a weight function \( \rho \in (BV([0,1], \mathbb{R}))^K \) defined on a shape graph \( c \in \text{Graph}^n \) takes on pointwise values of either 0 or 1. We focus on the \( \{0,1\} \)-penalty as it is particularly well-suited for comparing weighted shape graphs with different topologies or for shape registration problems with partial matching constraints, as we will illustrate in Section 6.

Given the discretized weighted transformed source \((c(1), \rho)\), which is represented by its list of oriented edge vectors \( e_1, e_2, \ldots, e_N \), edge centers \( x_1, x_2, \ldots, x_N \) and edge weights \( \rho_1, \rho_2, \ldots, \rho_N \) with \( \rho_i = \rho_{0,i} + \delta \rho_i \) for \( i = 1, \ldots, N \), one can approximate the \( \{0,1\} \)-penalty numerically as follows:

\[
(5.2) \quad \tilde{F}_{\rho_0}(c(1), \delta p) \approx \sum_{i=1}^N 8(\rho_i(\rho_i - 1))^2 |e_i|.
\]

From the expression above, we see that the \( \{0,1\} \)-penalty is differentiable with respect to the edges \( e_i^k \), and by the chain rule, with respect to the vertices \( v_i^k \) of the discretized transformed source for each \( k = 1, \ldots, K \). By applying a second chain rule, one obtains the differentiability and the explicit expression of the derivatives of the \( \{0,1\} \)-penalty with respect to the final spline control points \( c_{N,i,j}^k \), similar to what is done in [5] and in the library [8]. Moreover, since the \( \{0,1\} \)-penalty is a quartic function of the edge weights \( \rho_i := \rho_{0,i} + \delta \rho_i \), its derivative with respect to each \( \delta \rho_i \) is also easy to compute. In our experiments, we control the high growth of the penalty’s derivatives with respect to the weight changes \( \delta \rho_i \) outside the interval \([0,1]\) by using a clipped version of the penalty, which has piecewise linear segments outside the interval \(( -\epsilon, 1 + \epsilon )\) for some fixed value of \( \epsilon > 0 \), see our source code for details.

### 5.1.3. Varifold norm

Lastly, we address the discretization and numerical computation of the varifold norm \( \cdot \| \cdot \|_V \) that defines the discrepancy term between the transformed source and target. As explained above, we can represent the discretized transformed source \((c(1), \rho)\), where \( \rho = \rho_0 + \delta p \), by the lists of edge vectors \( e_1, e_2, \ldots, e_N \), edge centers \( x_1, x_2, \ldots, x_N \) and edge weights \( \rho_1, \rho_2, \ldots, \rho_N \). Similarly, the discretized target \((c_1, \rho_1)\) will be represented by its
list of edge vectors $\tilde{e}_1, \tilde{e}_2, \ldots, \tilde{e}_N$, edge centers $\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N$, and edge weights $\tilde{\rho}_1, \tilde{\rho}_2, \ldots, \tilde{\rho}_N$. This allows us to write the following approximation for $(\mu_{c(1), \rho_0 + \delta \rho, \lambda}, \mu_{c(1), \rho_1})_\psi$:

$$
(5.3) \quad (\mu_{c(1), \rho_0 + \delta \rho, \lambda}, \mu_{c(1), \rho_1})_\psi \approx \sum_{i=1}^N \sum_{j=1}^N K \left( x_i, \frac{\tilde{e}_i}{|\tilde{e}_i|}, \tilde{x}_j, \frac{\tilde{e}_j}{|\tilde{e}_j|} \right) \rho_i \tilde{\rho}_j |\tilde{e}_i||\tilde{e}_j|,
$$

and obtain a corresponding finite approximation of the squared varifold distance $\|\mu_{c(1), \rho_0 + \delta \rho} - \mu_{c(1), \rho_1}\|_\psi^2$. Note that (5.3) essentially amounts in approximating the varifold inner product at the center of those respective edges. We point to the references [29, 17, 27] for more details on this discretization scheme and the resulting approximation bounds that one is able to recover.

Regarding the choice of kernel $K$ on $\mathbb{R}^d \times S^{d-1}$, a natural class that has been commonly used in the aforementioned papers are the positive definite separable radial kernels which take the form $K(x, u, y, v) = \Psi(|x - y|)\Phi(u \cdot v)$, where $\Psi$ and $\Phi$ are two $C^1$ functions on $\mathbb{R}_+$ and $[-1, 1]$ respectively. These kernels do satisfy the assumptions required for the existence of solutions in Theorem 4.5, while also leading to translation and rotation invariant distances between shape graphs. In our experiments, we choose $\Psi(t) = e^{-\frac{t^2}{2}}$, i.e., a Gaussian kernel of width $\sigma > 0$. The scale parameter $\sigma$ is typically selected depending on the spatial size of the shape graphs to be matched. As for the kernel on $S^{d-1}$, we typically choose either $\Phi(u \cdot v) = (u \cdot v)^2$, which leads to distances independent of the orientation of the shape graph components, or alternatively $\Phi(u \cdot v) = e^{-\frac{1}{2}(1-u^2)}$, in which case the varifold metric does take orientation into account. A more thorough discussion on the properties of such kernel metrics can be found in [29] and [17].

With this regularity on the kernel $K$, the discrete varifold inner product in (5.3), and by extension, the data attachment term $\|\mu_{c(1), \rho_0 + \delta \rho} - \mu_{c(1), \rho_1}\|_\psi^2$ are clearly differentiable with respect to the $x_i$’s and $e_i$’s, and by a simple chain rule, with respect to the vertices $v_k^e$ of the discretized transformed source. Then by applying a second chain rule, one obtains the differentiability and the explicit expression of the derivatives of the varifold data attachment term with respect to the final spline control points $c_{k_{\lambda}, j}$, similarly to what is done in [5] and in the library [8]. Furthermore, since the varifold norm is a quadratic function of the edge weights $\rho_i := \rho_{0,i} + \delta \rho_i$, its derivative with respect to each $\delta \rho_i$ is straightforward to compute.

### 5.2. Minimizing the energy

With the discretization introduced in Section 5.1, the generalized weighted shape graph matching problem becomes a standard finite dimensional optimization problem over the spline control points of the discretized path of shape graphs $c(\cdot) \in \mathbb{R}^{N_t\times N_0}$, and the changes in edge weights $\delta \rho \in \mathbb{R}^N$ defined on the transformed source. The main technicality arises from the presence of the non-smooth $TV$ norm of $\delta \rho$ as a regularizer, which prevents us from directly applying standard gradient-descent based optimization techniques. To tackle this issue, we propose an approach which broadly speaking, involves iteratively minimizing a smoothed version of the matching energy, which we obtain by carefully rewriting the $TV$ norm and introducing appropriate auxiliary variables. This is adapted from the smoothed fast iterative shrinkage-thresholding (SFISTA) algorithm proposed in [47] for convex non-smooth minimization. For the problem we consider here, the advantage of
this approach over alternative splitting methods for TV norm minimization, such as the split Bregman algorithm, is that it will allow us to tackle the minimization over both control points and weight changes as a series of unconstrained smooth optimization problems that can be solved efficiently using a limited memory BFGS procedure. We detail our full approach below.

First, by using the expression for the TV norm introduced in (5.1), namely \( \| \delta \rho \|_{TV} = \| D \delta \rho \|_1 \), and by introducing the auxiliary variable \( \eta = D \delta \rho \in \mathbb{R}^{N-K} \), we can rewrite (4.1) as a constrained minimization problem:

\[
\inf_{c(\cdot), \delta \rho, \eta} \int_0^1 G_c(t)^2(\partial_t c(t), \partial_t c(t))dt + \lambda \| \mu_{c(1), p_0 + \delta \rho} - \mu_{c_1, p_1} \|_V^2 + \beta F_{p_0}(c(1), \delta \rho) + \alpha \| \eta \|_1
\]

such that \( \eta = D \delta \rho \). By relaxing this constrained problem using a Lagrange multiplier \( \gamma \in \mathbb{R} \), we obtain the unconstrained problem:

\[
(5.4) \quad \inf_{c(\cdot), \delta \rho, \eta} \int_0^1 G_{c(t)}^2(\partial_t c(t), \partial_t c(t))dt + \lambda \| \mu_{c(1), p_0 + \delta \rho} - \mu_{c_1, p_1} \|_V^2 + \beta F_{p_0}(c(1), \delta \rho) + \alpha \| \eta \|_1 + \frac{\gamma}{2} \| \eta - D \delta \rho \|_2^2.
\]

We denote the energy above as \( E_\gamma(c(\cdot), \delta \rho, \eta) \), and note that as \( \gamma \to +\infty \), the unconstrained minimization of \( E_\gamma(c(\cdot), \delta \rho, \eta) \) becomes equivalent to its constrained counterpart. The minimization for (5.4) now involves an additional variable \( \eta \), but fortunately, the objective function is strictly convex in \( \eta \). For fixed \( c(\cdot) \) and \( \delta \rho \), the unique global minimizer \( \eta^* \) for (5.4) is obtained from the proximal operator of \( \| \cdot \|_1 \) as:

\[
\eta^* = \arg \min_{\eta} E_\gamma(c(\cdot), \delta \rho, \eta) = \arg \min_{\eta} \| \eta \|_1 + \frac{1}{2\alpha/\gamma} \| \eta - D \delta \rho \|_2^2 = \text{prox}_{\frac{\alpha}{\gamma} \| \cdot \|_1}(D \delta \rho).
\]

Specifically, \( \eta^* = (\eta_1^*, \ldots, \eta_{N-K}^*) \) can be expressed element-wise as follows:

\[
(5.5) \quad \eta_i^* = \begin{cases} 
(D \delta \rho)_i - \frac{\alpha}{\gamma} & \text{if } (D \delta \rho)_i > \frac{\alpha}{\gamma}, \\
(D \delta \rho)_i + \frac{\alpha}{\gamma} & \text{if } (D \delta \rho)_i < -\frac{\alpha}{\gamma}, \\
0 & \text{otherwise.}
\end{cases}
\]

By plugging this explicit expression for \( \eta^* \) back into (5.4), we recover a minimization problem over \( c(\cdot) \) and \( \delta \rho \) only, namely:

\[
(5.6) \quad \inf_{c(\cdot), \delta \rho} \int_0^1 G_{c(t)}^2(\partial_t c(t), \partial_t c(t))dt + \lambda \| \mu_{c(1), p_0 + \delta \rho} - \mu_{c_1, p_1} \|_V^2 + \beta F_{p_0}(c(1), \delta \rho) + \sum_{i=1}^{N-K} H_{\alpha, \gamma}((D \delta \rho)_i),
\]

where \( H_{\alpha, \gamma} : \mathbb{R} \to \mathbb{R} \) is the so-called Huber function, which is defined as:

\[
(5.7) \quad v \mapsto H_{\alpha, \gamma}(v) := \begin{cases} 
\frac{1}{2} v^2 & \text{if } |v| \leq \alpha/\gamma, \\
\alpha \left[ |v| - \frac{\alpha}{\gamma} \right] & \text{if } |v| > \alpha/\gamma.
\end{cases}
\]
We notice that (5.6) corresponds to the minimization of a continuously differentiable function since one can check the continuity of the Huber function and its derivative at the points \( v = \pm \alpha / \gamma \).

As a result, for a given \( \gamma > 0 \), minimizing the energy in (5.6) can be done using standard gradient-descent based methods. In our experiments, we use an L-BFGS procedure, whose MATLAB implementation is available via the HANSO library\(^2\). Yet, the smoothed problem (5.6) only coincides with (4.1) as \( \gamma \to +\infty \). Therefore, to obtain a solution for our original problem, we solve the smoothed problem repeatedly with warm start initialization and values of \( \gamma \) that are incrementally increased. The precise analysis of the validity and convergence of this sequential approach can be found in [47], albeit for convex functions. Moreover, we point out that the most computationally expensive operation at each iteration of the optimization process involves evaluating the varifold discrepancy term, which requires \( \mathcal{O}(N\bar{N}) \) kernel evaluations as described in (5.3).

6. Numerical results. We now present results from several numerical experiments which demonstrate how the generalized weighted shape graph elastic matching framework can be useful in the context of partially observed and topologically varying data. Note that all of the following experiments were performed by numerically solving (4.1) using a MATLAB implementation of the optimization approach outlined in Section 5. In our experiments, the optimization procedure is initialized by default with a constant path equal to the source shape graph. This is an added benefit of our variational formulation, as it gives us a more principled initialization compared to other gradient descent-based graph matching algorithms, where random initializations are usually employed. Our source code is publicly available on Github\(^3\).

We point out that in order to solve problem (4.1), one needs to select a range of parameter values, such as the balancing parameters in the smoothed matching energy from (5.6), namely \( \lambda \) and \( \beta \), the coefficients of the Riemannian metric for the energy of the path of shape graphs, parameters for the varifold data attachment term, and the Huber function parameters \( \alpha \) and \( \gamma \). While the latter is chosen according to the suggested scheme in [47], the selection of the other parameters is highly data dependent as it typically depends on the size of the considered shape graphs, or the relative amount of expected geometric deformation versus weight change. Our current approach is to select parameter values by grid search combined with sequential parameter refinement, and we leave it as future work to devise a more principled or data-driven scheme for parameter selection. In all our experiments we scale the shape graphs to unit diameter and use the constant coefficient Sobolev metric from (2.2) with coefficients \( a_0 = 0.1, a_1 = 1, a_2 = 10^{-5} \) rather than the scale-invariant counterpart since this typically leads to faster numerics and, from our experience, very similar results when there are no major scale differences between the two shapes.

Matching partially observed data. In many practical applications, datasets frequently involve incomplete shapes. This can be due to multiple factors such as occlusions, segmentation issues or simply inadequate fields of view during the data acquisition process. In such cases, performing shape registration using usual elastic shape matching algorithms will typi-

\(^2\)https://cs.nyu.edu/overton/software/hanso/
\(^3\)https://github.com/charoncode/ShapeGraph_H2match
Figure 4: **Matching incomplete leaves.** Geodesics between Swedish leaves with partial matching constraints. The source (blue at \(t = 0\)) and target (red at \(t = 1\)) have distinct topologies, with the source being a closed curve, and the target being e.g., an open curve or having multiple connected components. The target is overlaid on the transformed source \(c(1)\) on the right, and parts of the transformed source which get “erased”, i.e. where the estimated weight function vanishes, are colored in progressively transparent shades of blue. (Top to bottom) The estimated geodesic distances are (i) \(\text{dist}(c_0, c_1) = 1.29\), (ii) \(\text{dist}(c_0, c_1) = 0.95\), (iii) \(\text{dist}(c_0, c_1) = 0.51\), (iv) \(\text{dist}(c_0, c_1) = 1.35\).

cally bend, stretch or compress portions of the source in an attempt to e.g. fill in some of those missing parts. This results in unnatural deformations which lead to a significant overestimation of the Riemannian distance between the shape graphs, as we pointed out with Fig. 3. One way to overcome this issue is through partial matching, which broadly refers to the process of registering a source shape onto an (unknown) subset of a target shape. In our proposed weighted shape graph matching framework, this can be achieved by setting vanishing weights to portions of the transformed source that cannot be matched to the target. The automatic estimation of these vanishing parts is achieved precisely thanks to the optimality criterion of (4.1), where the \(\{0, 1\}\) penalty \(\tilde{F}_{\rho_0}\) discussed in Section 4.2.1 enforces the weight function to be essentially binary. We illustrate the efficiency of this approach with experiments on 2D curves extracted from the Swedish leaf dataset\(^4\), for which different parts of the target curves were artificially removed, see Fig. 4.

**Matching with topological variations** As outlined in Section 4.1 with Fig. 3, beyond the situation of partial data observation, one advantage of our weighted shape graph matching

\(^4\)https://www.cvl.isy.liu.se/en/research/datasets/swedish-leaf/
framework is that it can account for certain topological changes between source and target shape graphs.

Figure 5: **3D maize root systems.** The source (blue at $t = 0$) is a 3D maize root system with multiple lateral roots, and the target (red at $t = 1$) is another maize root system with only 2 lateral roots. The extra branches of the transformed source which get “erased” are colored in progressively transparent shades of blue. The estimated geodesic distance here is $\text{dist}(c_0, c_1) = 0.64$. We note that the left branch of the target matches with the particular branch on the transformed source shown above because matching with this specific branch requires the least amount of geometric deformation in $\mathbb{R}^3$ (and hence the least amount of energy) when compared to any of the 4 other branches. The algorithm then decides to erase these other 4 branches.

Figure 6: **Splitting into multiple connected components.** In this example, the source shape graph consists of a single circle while the target is made of two disconnected circles. The target is overlayed on the transformed source on the rightmost image, where the estimated weights on the “bridge” between the two connected components are equal to 0, shaded in translucent blue. The method thus effectively erases this part. We find an estimated geodesic distance of $\text{dist}(c_0, c_1) = 2.64$.

Here again, by allowing variations in the weight function in addition to the geometric deformation, we can effectively allow certain components on the transformed source shape graph to get “erased” if they have no corresponding matching part in the target. This is essential for instance in situations where the source shape graph has extra branches compared to the target, as we show with the examples of 3D maize root systems in Fig. 5. It can also constitute an effective way to model a shape undergoing certain topological transformations such as a split into distinct connected components, as illustrated with the synthetic example of Fig. 6.

---

5https://github.com/RSA-benchmarks/collaborative-comparison
Note that so far, we have only focused on the asymmetric scenario in which the source shape has extra components that need to be erased to match the target. However, one could technically model mass creation as well in order to tackle the opposite situation. However, this case is less obvious since one needs prior knowledge of potential components that need to be added to the source shape, because in our model weights are only defined on existing components. Similarly to what was proposed with other frameworks, such as the supertree model of [22], one idea is to assume that the source shape graph contains additional phantom components or branches whose weights are initially set to 0. We then let our algorithm increase those weights if needed. This is illustrated with the example of Fig. 7 in which one source branch is being created while another one is being erased. Here as well, this process yields a quite natural geodesic between the two root systems, and hence a robust estimate of the elastic distance between them, despite the presence of topological inconsistencies.

Figure 7: Simultaneous mass deletion and creation. The source (blue at $t = 0$) is a millet root with five lateral branches, to which we add one artificial lateral branch having weight zero (i.e., a phantom component), and the target (red at $t = 1$) is another millet root with five lateral branches. We first ran the algorithm backwards by matching the target to the source, then used the resulting endpoint shape graph and weight function to determine the precise location at which to augment the source with a phantom branch.

Branches of the transformed source which get “created” are colored in progressively opaque shades of blue. Those that get “deleted” are colored in progressively transparent shades of blue. The estimated geodesic distance is $\text{dist}(c_0, c_1) = 0.90$.

Shapes with multiplicities. So far, in most of the examples we presented, the estimated weights were essentially binary as they were meant to account for partial matching constraints. We conclude this section with a final example to illustrate that our weighted shape graph model can be also useful when matching shapes with e.g. different densities or multiplicities. As a proof-of-concept, we consider the problem of matching a single line to a bundle of multiple curves, specifically a portion of the anterior commissure (CA) white matter fiber tract from the publicly available ISMRM 2015 Tractography Challenge repository\textsuperscript{6}. This bundle, shown in Figure 8, contains 42 individual curves roughly aligned along a same path. Under a pure geometric matching model, the source curve would typically get folded multiple times as an attempt to compensate for the much higher total mass of the target. Although a natural

\textsuperscript{6}http://www.tractometer.org/ismrm_2015_challenge/
solution could be to simply re-weight the shapes based on the number of curves in the bundle prior to matching, this procedure may be difficult to automate in practice when, for instance, bundles display crossing and fanning effects, or when some fibers are only partially recovered and possibly split into several components from the application of tractography algorithms. Our approach on the other hand allows us to bypass such a need by estimating local weight factors within the matching itself. As shown in Fig. 8, we are able to recover a transformed source curve that matches the overall geometry of the whole target bundle. The weight function we obtain has an average value of 38.8. We also notice that the estimated weights tend to be smaller near the extremities, which is consistent with the fact that the bundle is fanning in those parts, and thus has a lower fiber density.

Figure 8: Matching result of a single curve (left) onto a bundle of 42 curves (superimposed in transparent blue on the right image). Here, the color represents the weight on the deforming source curve. The matching at $t = 1$ leads to both a reasonable estimate of the average geometry of the bundle and an estimated weight function that provides a measure of the local density of curves in the bundle.

7. Conclusion and outlook. In this paper, we introduced an extended mathematical model and algorithm for the estimation of higher-order Sobolev metrics and their corresponding geodesics between shape graphs. We also proposed to resolve the issue of partial matching constraints in the situation of inconsistent topological structures through the additional estimation of a weight function defined on the source shape graph. We proved the well-posedness of the variational problem and derived an optimization scheme to numerically estimate its solutions. One of the main advantages of our variational framework is that it does not require optimizing explicitly over permutation or reparametrization groups.

There are however some remaining limitations to this approach. Firstly, it is a priori mainly suited for cases in which the target graph structure is topologically a subset of the source, as the estimation of vanishing weights allows us to remove specific portions of the source shape graph during the matching. As we briefly pointed out earlier, the opposite scenario in which the source shape graph has to be matched to a subset of the target could be addressed almost *mutatis mutandis* by instead defining the weights on the target shape graph. Although we opted not to present results in this alternative setting, our open source implementation does in fact encompass this case as well. A much less obvious situation however is the symmetric problem in which one expects missing parts on both the source and target simultaneously. While extending our formulation to estimate weights on both shape graphs may seem a natural solution, one difficulty is to come up with an appropriate penalty


function to avoid the trivial solution in which both shapes are entirely erased. Another possible approach, which was illustrated with Fig. 7, is to rather model mass creation and deletion on the source shape graph, a downside being that this requires some prior information on the branches or parts of the source that will need to be created. We intend to further explore these different ideas in future work.

A second avenue for improvement would be to develop a faster numerical pipeline to estimate the distance and/or geodesics between shape graphs in view of applications of the method to the statistical analysis of large shape datasets. This could be achieved for instance by focusing on first-order Sobolev metrics (at the expense of solid theoretical results on the existence of solutions), for which the computation of the metric can be significantly simplified thanks to the availability of a general simplifying transformation known as the $F^{a,b}$ transform [38, 46]. Alternatively, we plan to investigate supervised deep learning approaches as a way to replace our optimization procedure by a simple forward pass through an appropriately trained neural network. Although still in their infancy within the field of elastic shape analysis, such methods have recently shown some success in simpler settings [39, 26].

Appendix A. Proof of Lemmas 3.3 and 4.4.

Proof of Lemma 3.3. By assumption we have $c_p(\theta) \to c_{\infty}(\theta)$ and $\partial_\theta c_p(\theta) \to \partial_\theta c_{\infty}(\theta)$ uniformly on $D$ with $\partial_\theta c_p(\theta) \neq 0$ and $\partial_\theta c(\theta) \neq 0$ for all $n$ and $\theta \in D$. As $H$ is continuously embedded into $C_0^1(\mathbb{R}^d \times S^{d-1})$, we have $\|\omega\|_{1,\infty} \leq C_H \|\omega\|_H$ for all $\omega \in H$ and it results that:

$$\|\mu_{c_p} - \mu_{c_{\infty}}\|_{V} = \sup_{\|\omega\|_H \leq 1} (\mu_{c_p} - \mu_{c_{\infty}}|\omega) \leq \sup_{\|\omega\|_{1,\infty} \leq C_H} (\mu_{c_p} - \mu_{c_{\infty}}|\omega) \leq C_H \sup_{\|\omega\|_{1,\infty} \leq 1} (\mu_{c_p} - \mu_{c_{\infty}}|\omega).$$

Therefore, we only need to show that $\sup_{\|\omega\|_{1,\infty} \leq 1} (\mu_{c_p} - \mu_{c_{\infty}}|\omega) \to 0$ as $p \to +\infty$. Let $\omega \in C_0^1(\mathbb{R}^d \times S^{d-1})$ with $\|\omega\|_{1,\infty} \leq 1$. We have:

$$\|(\mu_{c_n} - \mu_c|\omega)\| \leq \int_D \omega \left( c_p(\theta), \frac{\partial_\theta c_p(\theta)}{|\partial_\theta c_p(\theta)|} \right) |\partial_\theta c_p(\theta)| - \omega \left( c_{\infty}(\theta), \frac{\partial_\theta c_{\infty}(\theta)}{|\partial_\theta c_{\infty}(\theta)|} \right) |\partial_\theta c_{\infty}(\theta)| d\theta \leq \int_D \omega \left( c_p(\theta), \frac{\partial_\theta c_p(\theta)}{|\partial_\theta c_p(\theta)|} \right) |\partial_\theta c_p(\theta)| - |\partial_\theta c_{\infty}(\theta)| d\theta + \int_D \omega \left( c_p(\theta), \frac{\partial_\theta c_p(\theta)}{|\partial_\theta c_p(\theta)|} \right) - \omega \left( c_{\infty}(\theta), \frac{\partial_\theta c_{\infty}(\theta)}{|\partial_\theta c_{\infty}(\theta)|} \right) |\partial_\theta c_{\infty}(\theta)| d\theta.
$$

Denoting by $\lambda^1(D)$ the Lebesgue measure of $D$ and $\ell_{c_{\infty}}$ the total length of $c_{\infty}$:

$$\|(\mu_{c_n} - \mu_c|\omega)\| \leq \lambda^1(D) \|\omega\|_{\infty} |\partial_\theta c_p - \partial_\theta c_{\infty}| + \ell_{c_{\infty}} \|\omega\|_{1,\infty} |c_p - c_{\infty}|_{1,\infty} \leq Cte \|\omega\|_{1,\infty} |c_p - c_{\infty}|_{1,\infty}$$

where $Cte$ is a constant that only depends on $D$ and $c$. Therefore we get $\sup_{\|\omega\|_{1,\infty} \leq 1} (\mu_{c_p} - \mu_c|\omega) \leq Cte |c_p - c|_{1,\infty} \to 0$ and thus $\|\mu_{c_p} - \mu_c\|_V \to 0$ as $p \to +\infty$.

Proof of Lemma 4.4. Similar to the proof of Lemma 3.3, we only need to show that for all $k = 1, \ldots, K$, $\sup_{\|\omega\|_{1,\infty} \leq 1} (\rho_{m_k}^k \cdot \mu_{c_{\infty}} - \rho^k \cdot \mu_{c_k}|\omega) \to 0$ as $m \to +\infty$. If $\omega \in C_0^1(\mathbb{R}^d \times S^{d-1})$
with \( \|\omega\|_{1,\infty} \leq 1 \), we have:

\[
\begin{align*}
\| \rho^k_m \cdot \mu_{c^k_m} - \rho^k \cdot \mu_{c^k} \| & \leq \int_0^1 \| \rho^k_m(\theta) \| \left| \frac{\partial c^k_m(\theta)}{\partial \rho^k_m(\theta)} \right| \rho^k(\theta) \| \partial \rho^k_m(\theta) \| d\theta \\
& \leq \int_0^1 \| \rho^k_m(\theta) - \rho^k(\theta) \| \left| \frac{\partial c^k_m(\theta)}{\partial \rho^k_m(\theta)} \right| d\theta + \int_0^1 \| \rho^k(\theta) \| \left| \partial c^k_m(\theta) - \partial c^k(\theta) \right| d\theta \\
& \leq \left( \sup_{m \in \mathbb{N}} \| c^k_m \|_{1,\infty} \right) \| \rho^k_m - \rho^k \|_{L^1} + \| \rho^k(\theta) \|_{L^1} \| c^k_m - c^k \|_{1,\infty}.
\end{align*}
\]

For the second term, we have

\[
\begin{align*}
(2) & \leq \int_0^1 \| \omega \left( c^k_m(\theta), \frac{\partial c^k_m(\theta)}{\partial \rho^k_m(\theta)} \right) - \omega \left( c^k(\theta), \frac{\partial c^k(\theta)}{\partial \rho^k(\theta)} \right) \| \rho^k(\theta) \| \partial \rho^k_m(\theta) \| d\theta \\
& \text{and the same arguments as in the proof of Lemma 3.3 give that } (2) \leq \text{Cte} \| c^k_m - c^k \|_{1,\infty}.
\end{align*}
\]

Since \( \| c^k_m - c^k \|_{1,\infty} \) and \( \| \rho^k_m - \rho^k \|_{L^1} \) both converge to 0, it follows that \( \sup_{|\omega|_{1,\infty} < 1} \left( \rho^k_m \cdot \mu_{c^k_m} - \rho^k \cdot \mu_{c^k} \| \omega \right) \to 0 \) as \( m \to +\infty \).
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