An Eye for an Eye: Defending against Gradient-based Attacks with Gradients
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Abstract

Deep learning models have been shown to be vulnerable to adversarial attacks. In particular, gradient-based attacks have demonstrated high success rates recently. The gradient measures how each image pixel affects the model output, which contains critical information for generating malicious perturbations. In this paper, we show that the gradients can also be exploited as a powerful weapon to defend against adversarial attacks. By using both gradient maps and adversarial images as inputs, we propose a Two-stream Restoration Network (TRN) to restore the adversarial images. To optimally restore the perturbed images with two streams of inputs, a Gradient Map Estimation Mechanism is proposed to estimate the gradients of adversarial images, and a Fusion Block is designed in TRN to explore and fuse the information in two streams. Once trained, our TRN can defend against a wide range of attack methods without significantly degrading the performance of benign inputs. Also, our method is generalizable, scalable, and hard to bypass. Experimental results on CIFAR10, SVHN, and Fashion MNIST demonstrate that our method outperforms state-of-the-art defense methods.

1. Introduction

Adversarial attacks aim to fool the deep neural networks to provide incorrect outputs [2, 3]. The distance between the outputs of clean images and adversarial images is maximized to construct adversarial images. Following this path, a series of white-box attacks, including Fast Gradient Sign Method (FGSM) [10], Basic Iterative Method (BIM) [19], and Projected Gradient Descent (PGD) [24], craft adversarial images according to the gradients of the loss function with respect to the input. The gradient measures how small changes at each input pixel affect the model outputs [5]. With access to the gradient, adversaries are able to craft adversarial examples along the direction of loss ascending. Thus, gradient-based attacks achieve high success rates in attacking deep learning models [8, 37, 17, 45, 26].

Many proposed defense methods are able to defend against gradient-based attacks. The robust training based methods [24, 10, 37, 45, 13, 33, 43, 20] aim to train a robust target model either by including adversarial examples in training data or by regularization. The input transformation based methods [11, 16, 41, 21, 26, 44, 34, 36] modify the image examples to invalidate the adversarial effect before feeding them to the target model. The randomization based methods [41, 29, 6, 7, 22, 23] reduce the adversarial effects by randomizing the inputs or model parameters. However,
these methods can hardly recover the performance of the target model to the original level. Comparing to the attack methods which explore the gradient to craft adversarial images, defense methods equally ignore the critical information about how each pixel changes of inputs affect the model outputs. The information provided by adversarial images is insufficient for defense methods to mitigate the adversarial effects since images contain the zero-order information of the target model while the gradient contains the first-order information of the target model [24]. Therefore, we leverage the adversarial images and their gradients to defend against gradient-based attacks. The gradients of adversarial images measure how small changes at each pixel of adversarial images affect the model outputs. This enables our method to incorporate extra information beyond the adversarial images and further provide a more robust defense.

In this paper, we propose a Two-stream Restoration Network (TRN) to explore and fuse the information in adversarial images and its gradients, and further restore the adversarial images to a benign state (see Figure 1). To utilize the gradient on the defense side, we addressed two challenges. The first one is to obtain the gradient. The gradients are available in attack methods because white-box attacks know both the network parameters and the label of input images. Adversaries can easily compute the gradient through backward propagation [30, 32, 28, 8]. However, the gradient is hard to obtain on the defense side since defenders do not have access to the label of original images. To solve this problem, we design a Gradient Map Estimation Mechanism (GMEM) to derive a set of estimated gradient maps. Another challenge is how to integrate information in the image stream and gradient stream since the gradient and the adversarial images are from different spaces. To bridge the features of two streams, we design a Fusion Block (FB) in TRN to fuse these two streams. The Fusion Block can be simply concatenated to construct a deeper network. In this case, we are able to train a TRN with different network depths to handle target models with different complexities.

Therefore, our contributions can be summarized as:

- We show that the gradients of adversarial images can be exploited to defend against gradient-based attacks. Considering both adversarial images and the corresponding gradients, we propose a Two-stream Restoration Network for defense. To our best knowledge, this is the first attempt to leverage the gradients of adversarial images to defend against adversarial attacks.

- To solve two major challenges in using gradients on the defense side, we propose a novel Gradient Map Estimation Mechanism to estimate the gradients of adversarial images. Also, a Fusion Block is designed to fuse the image stream and gradient stream.

- Our new method outperforms the state-of-the-art defense methods on CIFAR10, SVHN, and Fashion MNIST. Experiments also demonstrate that our defense is generalizable, scalable, and hard to bypass.

2. Related Work

**Attack**: Gradient-based attacks [10, 19, 24] exploit the benefits of back-propagation to generate gradients and further craft the adversarial images. Specifically, the FGSM [10] is a single-step attack that transforms the gradient of the loss function with a sign function to generate the perturbation. Goodfellow et al. [19] provide the Basic Iterative Method to generate perturbations in an iterative fashion. Perturbations are generated based on the gradients of the loss function with respect to the adversarial images in the last iteration. Similarly, the PGD [24] was proposed to improve the BIM by randomly initializing the perturbation within the perturbation budget. It also applies random restarts after certain iterations. MIM [9] uses momentum terms to prevent iterative optimization from staying in poor local maxima. FFGSM [39] improves FGSM in adversarial training to make the performance comparable to PGD while reducing the training time. Besides the attack that directly uses gradients to compute adversarial images, the C&W attack [4] crafts adversarial examples by minimizing perturbations. Moreover, Carlini et al. [1] first train a network to approximate the input transformation, then compute the gradient based on the approximation network.

**Defense**: Many input transformation based methods [11, 41, 21, 34] are proposed to eliminate the adversarial patterns on images. Guo et al. [11] transform images with bit-depth reduction, JPEG compression, total variance minimization, and image quilting to process images before feeding them to networks. Xie et al. [41] use random resizing and random padding to modify inputs to mitigate the adversarial effect. HGD [21] proposes a high-level representation guided denoiser to process images to defend against attacks. Defense-GAN [34] trains a Generative Adversarial Network to transform the adversarial images into clean examples. Recent methods [26, 44, 24] leverage adversarial training to design pre-processing networks, which can successfully defend against a variety of attacks. Other methods [20, 6] leverage differential privacy or randomization to make the model more robust. However, all the above defenses solely rely on the adversarial images as inputs. The gradients of adversarial images, which contain first-order information of target models, are ignored in these methods. Thus, these methods fail to provide optimal defense performance to the target model.

3. Two-stream Restoration Network

Our TRN serves as a pre-processing network to restore the adversarial images (see Figure 2). Different from other
we minimize the empirical risk of adversarial images in both pixel space and semantic space, which can provide a more robust defense. To obtain an optimal TRN that can restore the adversarial images with gradient maps and adversarial images.

defense methods [26, 44], our TRN incorporates not only the adversarial images but also the gradients of adversarial images to defend against gradient-based attacks. Recall that the gradients measure how small pixel changes affect the model output. Considering the gradient maps as the second stream, our defense can outperform single-stream defense methods (See experimental results in Table 1 and 4).

Adversarial Training: We adopt adversarial training [24] to optimize our TRN. Given the benign image $x$ and label $y$, we first generate the adversarial images $x' = x + \delta$ by maximizing the adversarial loss $L_{adv}$.

$$\delta = \arg \max \mathcal{L}_{adv}(\mathcal{C}(x'), y), \|\delta\|_\infty \leq \epsilon$$  \hspace{1cm} (1)

where $\delta$ is the perturbation, $\epsilon$ is the perturbation budget in $\ell_\infty$ norm. $\mathcal{C}(\cdot)$ denotes the target model. Many gradient-based attack algorithms can be adopt to solve the maximization problem. For example, the Fast Gradient Sign Method [10] solves this optimization by $\delta = \epsilon \text{sgn}(\nabla_x \mathcal{L}_{adv})$, where $\text{sgn}(\cdot)$ denotes the sign function. Usually, the adversarial loss for classification task is the cross-entropy loss.

Once the adversarial images are crafted, we then compute the gradient maps $G$ of adversarial images using GMEM (see Section 3.1). The restored image $x_r$ will be generated using our TRN.

$$x_r = TRN(G, x', \theta_{TRN})$$  \hspace{1cm} (2)

where $\theta_{TRN}$ denotes the network parameters of TRN. Different from other input transformation based defenses [26, 44, 25], we leverage both image and gradient streams to process the adversarial image, which can provide a more robust defense. To obtain an optimal TRN that can restore the adversarial images in both pixel space and semantic space, we minimize the empirical risk $\rho$ given the dataset $D$:

$$\min_{\theta_{TRN}} \rho(\theta_{TRN})$$  \hspace{1cm} (3)

$$\rho(\theta_{TRN}) = \mathbb{E}_{(x, y) \sim D}[L_{pix}(x, x_r) + L_{smt}(\mathcal{C}(x_r), y)]$$  \hspace{1cm} (4)

Note that we have two loss functions: pixel loss $L_{pix}$ and semantic loss $L_{smt}$. The pixel loss is proposed to restore the pixel domain of adversarial images, which is the $\ell_2$ distance between restored image $x_r$ and benign image $x$. The semantic loss aims to revert the performance of adversarial images on the classifier, which is the cross-entropy loss of classifier outputs $\mathcal{C}(x_r)$ and the label $y$. The detailed procedures are summarized in Algorithm 1.

3.1. Gradient Map Estimation Mechanism

To incorporate the gradients of adversarial images for further restoration, we need to first compute the gradients. However, on the defense side, the gradients of adversarial images are unavailable since defenders do not have access to the original label of adversarial images. Thus, to this end, we propose a Gradient Map Estimation Mechanism for estimating the gradients.

For gradient-based attacks, the gradient is commonly computed according to $\nabla_x \mathcal{L}_{adv}(\mathcal{C}(x), y)$ [24, 10, 19], which
Figure 4. Fusion Block. The Fusion Block contains image stream and gradient stream. With the connections between two streams, the Fusion Block learns to fuse the information from two streams to restore images.

\[ G = \{ \nabla_x \mathcal{L}(C(x^i), y_i) \}, i = 1, 2, 3, ... n \]  

(5)

where \( y_i \) denotes the possible label in class \( i \), \( n \) denotes the total classes of the dataset. The gradient maps \( G \) are considered as an estimator of the gradient computed by the real label. In our TRN, the gradient maps of all classes are then concatenated along the channel dimension.

In Figure 3, we visualize the gradient maps of one adversarial image. These gradients measure how each pixel of the adversarial image contributes to the model outputs. In this case, our TRN can focus on the critical pixels that strongly affect the model outputs to provide more precise restoration. By comparing the area in red boxes, we find that the gradient maps generated using possible labels share similar spatial patterns, while the gradient map in the adversarial class share different colors with gradient maps in other classes. The similarity of spatial patterns results from the same input, target model, and loss function, while the color difference is due to different loss values. Since the image is crafted to be in the adversarial class, the loss value for the adversarial class is low, while the loss values for other classes are high.

3.2. Fusion Block (FB)

Our TRN takes both image stream and gradient stream as inputs to restore adversarial images. Both two streams are related to each other but they are from different spaces, in which the value distributions are quite different. How to fuse these two streams to jointly guide the restoration is a challenge. To address this challenge, we design the Fusion Block in TRN to explore and fuse the information from two streams. The architecture is shown in Figure 4.

- **Residual Connection**: The nature of residual learning [12] matches the goal of adversarial image restoration, which is to learn the benign perturbation adding to the adversarial images. Therefore, in the image stream, through the 6 convolution layers, we learn the benign perturbation, then with the residual connection after convolution layer \( i_6 \), we add the benign perturbation to the adversarial image to obtain the restored image. The goal of the gradient stream is to help learn the benign perturbation since the natures of the gradient and perturbation are more close (perturbations are constructed from gradient in attack methods). Similarly, through the residual connection in the gradient stream, gradient stream learns to refine the gradient to provide more accurate guidance on generating perturbation.

- **Dense Connectivity**: Motivated by Huang et al. [15], we use densely connected convolution in both streams, in which each layer takes all preceding feature-maps as input. In this way, the convolution layers can extract useful information from different level’s features. Also, FBs can be concatenated to construct deeper networks to provide more accurate restoration without gradient vanishing.

- **Fusion Connection**: Instead of fusing two streams into one stream [35], we use one stream to guide the other stream. First, by inserting features from image stream to gradient stream after the first two layers, we use the image features from shallow layers, which contains undistorted information, to guide the gradient refining. Second, as aforementioned, we use gradient stream to help learn the benign perturbation, so we concatenate the image features \( i_5 \) and
Table 1. Performance (classification accuracy after defense) of our method against adversarial attacks on CIFAR10 ($\epsilon = 8/255$), SVHN ($\epsilon = 12/255$) and Fashion MNIST ($\epsilon = 8/255$). Our method significantly outperforms the state-of-the-art defense by a large margin.

| Defense Methods | No defense | PGD [24] | BIM [19] | FGSM [10] | MIM [9] | FFGSM [39] |
|-----------------|------------|----------|----------|-----------|---------|-----------|
| CIFAR10 [18]    |            |          |          |           |         |           |
| No defense      | 95.34      | 0.01     | 0.01     | 37.60     | 0.08    | 33.02     |
| JPEG [11]       | 76.91      | 67.16    | 64.6     | 59.27     | 52.75   | 63.11     |
| Label Smoothing [38] | 92.93    | 36.69    | 37.9     | 57.62     | 45.60   | 57.27     |
| Feature Squeezing [42] | 27.13   | 23.55    | 22.82    | 23.41     | 21.80   | 24.18     |
| R&P [41]        | 91.49      | 60.09    | 48.16    | 56.80     | 27.79   | 56.84     |
| SR [25]         | 82.31      | 68.84    | 65.00    | 57.24     | 45.07   | 61.54     |
| NRP [26]        | 89.96      | 78.77    | 72.67    | 72.86     | 61.18   | 75.91     |
| Adv. Training [24] | 76.48    | 44.16    | 38.66    | 42.49     | 40.46   | 51.06     |
| Ours            | 94.37      | 86.96    | 90.01    | 87.10     | 91.90   | 87.51     |
| SVHN [27]       |            |          |          |           |         |           |
| No defense      | 97.11      | 0.16     | 0.15     | 37.25     | 1.40    | 39.65     |
| JPEG [11]       | 96.81      | 1.02     | 0.70     | 39.32     | 3.70    | 43.91     |
| Label Smoothing [38] | 96.66    | 4.67     | 3.79     | 50.30     | 17.71   | 57.62     |
| Feature Squeezing [42] | 60.88   | 36.29    | 34.36    | 43.13     | 31.76   | 46.22     |
| R&P [41]        | 94.42      | 28.00    | 24.09    | 47.64     | 18.78   | 53.39     |
| SR [25]         | 95.59      | 55.12    | 46.13    | 51.88     | 28.07   | 59.39     |
| NRP [26]        | 92.74      | 89.24    | 74.38    | 89.47     | 63.41   | 82.27     |
| Adv. Training [24] | 95.44    | 35.8     | 35.35    | 78.7      | 51.01   | 61.71     |
| Ours            | 97.12      | 95.34    | 95.70    | 98.13     | 98.89   | 98.41     |
| Fashion MNIST [40] |            |          |          |           |         |           |
| No defense      | 95.08      | 0.00     | 0.01     | 55.32     | 0.02    | 41.48     |
| JPEG [11]       | 90.87      | 71.82    | 68.97    | 66.99     | 60.51   | 68.89     |
| Label Smoothing [38] | 90.61    | 11.58    | 19.33    | 51.42     | 25.93   | 46.58     |
| Feature Squeezing [42] | 60.95   | 59.58    | 59.21    | 59.73     | 58.88   | 60.12     |
| R&P [41]        | 90.37      | 39.05    | 35.48    | 60.37     | 32.39   | 57.56     |
| SR [25]         | 92.92      | 66.66    | 59.89    | 67.97     | 45.37   | 66.37     |
| NRP [26]        | 92.69      | 84.73    | 77.84    | 78.21     | 71.37   | 82.09     |
| Adv. Training [24] | 90.56    | 86.15    | 85.22    | 85.65     | 85.35   | 87.01     |
| Ours            | 95.08      | 93.11    | 92.75    | 95.12     | 96.42   | 95.12     |

the gradient features $g_4$ to learn the benign perturbation.

Channel-wise Attention: In the gradient stream, gradient maps and the features from two streams are all concatenated along the channel dimension. However, the contributions from gradient features and image features are different. Also, the gradient maps computed with different labels may have different contributions. Thus, we adopt the Channel-wise Attention (CA) [14] to re-weigh the feature in different channels. The first and second CA are used to re-weigh the features from different streams and the gradient map generated with different labels, respectively.

4. Experiments

In this section, we evaluate our TRN defense comprehensively. Our method is compared to 7 state-of-the-art defense methods against 5 gradient-based attacks on 3 datasets. We evaluate our method in three aspects: (1) The defense performance against attacks. (2) The generalizability across attacks. (3) Robustness against bypass attacks.

4.1. Experimental Setting

The evaluation is based on three datasets including CIFAR-10 [18], SVHN (Street View House Number) [27] and Fashion MNIST [40]. The CIFAR-10 dataset has 60,000 images in 10 classes. The SVHN dataset contains 10 classes of 99,289 street view images in total. The Fashion MNIST contains 60,000 gray-scale images in 10 classes. Image sizes in CIFAR10 and SVHN datasets are 32 × 32. We also resize the images of Fashion MNIST to 32 × 32 from the original 28 × 28.

For a fair comparison, we test all the attack and defense methods on the same target model for each dataset. We use a ResNet-18 [12] as the target model. All the methods are implemented with PyTorch [31]. In our method, we use Adam as the optimizer with an initial learning rate of $1 \times 10^{-3}$ and reduce the learning rate by a factor of 10 every 30 epochs. In the training, besides the adversarial images and the gradient maps, we include the benign images and the corresponding gradient maps to train the TRN.
Table 2. Generalizability across different attacks on CIFAR10, SVHN, and Fashion MNIST (Fashion). We compare our method (Right) with adversarial training [24] (Left). Methods are trained with attacks in the second column and test on the attack in the first row. We show the classification accuracy after the defense. Variation is the difference between maximum accuracy and minimum accuracy. Our method is generalizable across different attacks.

|               | PGD      | BIM      | FGSM     | MIM      | FFGSM    | Variation |
|---------------|----------|----------|----------|----------|----------|-----------|
| CIFAR10 [18] |          |          |          |          |          |           |
| PGD           | 43.04/79.72 | 37.33/87.33 | 41.85/73.44 | 39.36/75.26 | 49.87/79.74 | 12.54/16.28 |
| BIM           | 45.29/85.18 | 40.04/89.67 | 43.17/78.01 | 41.41/84.62 | 50.72/80.77 | 10.68/11.66 |
| FGSM          | 2.39/87.88  | 2.24/88.61  | 74.29/87.87  | 2.60/88.25  | 90.67/87.77  | 88.43/0.84  |
| MIM           | 44.16/86.96 | 38.66/90.01 | 42.49/87.10 | 40.46/91.90 | 51.06/87.51 | 12.40/4.94  |
| FFGSM         | 39.15/88.66 | 33.12/88.63 | 38.79/86.97 | 35.32/86.65 | 47.72/88.80 | 14.60/2.15  |
| SVHN [47]     |          |          |          |          |          |           |
| PGD           | 52.83/97.54 | 10.58/95.52 | 69.62/98.66 | 4.61/98.66 | 85.28/98.49 | 80.67/3.14  |
| BIM           | 31.58/97.01 | 30.84/97.26 | 41.45/94.23 | 37.16/98.25 | 50.39/98.14 | 19.55/4.02  |
| FGSM          | 0.04/86.59  | 0.18/71.88  | 83.52/99.17 | 0.21/70.05  | 81.86/93.61 | 83.48/29.12 |
| MIM           | 35.80/95.34 | 35.35/95.70 | 78.70/98.13 | 51.01/98.89 | 61.71/98.41 | 43.35/3.55  |
| FFGSM         | 0.00/95.07  | 0.00/94.07  | 40.53/98.52 | 0.00/94.45  | 99.02/99.17 | 99.02/5.10  |
| Fashion [40]  |          |          |          |          |          |           |
| PGD           | 85.52/94.63 | 84.30/92.01 | 84.89/98.94 | 84.55/91.47 | 86.62/92.75 | 2.32/5.39   |
| BIM           | 87.00/93.96 | 86.14/94.68 | 86.54/91.95 | 86.34/94.99 | 87.54/94.01 | 1.40/3.04   |
| FGSM          | 64.82/90.68 | 65.24/80.54 | 90.50/96.35 | 66.36/93.57 | 76.82/95.47 | 25.68/15.81 |
| MIM           | 86.15/93.11 | 85.22/92.75 | 85.65/95.12 | 85.35/96.42 | 87.01/95.12 | 1.79/3.67   |
| FFGSM         | 57.28/80.06 | 57.04/54.70 | 88.48/95.98 | 57.92/88.14 | 87.81/96.95 | 31.44/42.25 |

4.2. Experimental Results and Analysis

4.2.1 Defense Performance

We compare the performance of our TRN with state-of-the-art defense methods including input transformation based methods [11, 42, 41, 25, 26], adversarial training [24], and label smoothing [38]. We evaluate these defense methods against attack methods including FGSM [10], BIM [19], PGD [24], MIM [9] and FFGSM [39]. For adversarial training method and our method, we use the MIM attack method to generate adversarial images for training, and test on different attack methods. Follow the setting in [44], we set the iteration number as 10 for iterative attack methods. For CIFAR10 and Fashion MNIST datasets, all attack methods are constrained in the perturbation budget $\epsilon = 8/255$ with each iteration step size as $1/255$. For SVHN dataset, the perturbation budget is set to $\epsilon = 12/255$ with a $3/255$ iteration step size following the setting in [44]. In the experiment in Table 1, our TRN consists of 3 Fusion Block.

Table 1 shows the classification accuracy of different defense methods under different attacks on three datasets. Our method outperforms other state-of-the-art defense methods under all five attacks on all three datasets. In particular, when under the MIM attack, our method outperforms other defenses by 30.72%, 35.48%, and 11.07% on CIFAR10, SVHN, and Fashion MNIST, respectively.

Our method can keep the performance of the target model on benign images, as validated on SVHN and Fashion MNIST (it only slightly degrades from 95.34% to 94.37% on CIFAR10). It can even improve the accuracy on benign images by 0.01% on the SVHN dataset since our TRN can focus on the critical pixels that lead to the erroneous outputs with the guidance of gradient maps. We also observe that defended by our method, the model can perform better on adversarial images than on benign examples on the SVHN dataset (“Label Leaking Effect [19]”). To our experience, the Label Leaking Effect occurs only when the defense model has enough capacity to capture both the label-leaking and benign information. Thus, the results show our model has a larger capability to explore the patterns in adversarial examples.

4.2.2 Generalizability across Attacks

We also evaluate the generalizability across different attacks when the TRN is trained with one attack method. As Table 2 shows, we use the attack methods in the first column to train our TRN and test on the attack methods in the first row. By comparing our method with adversarial training [24], we can see that the adversarial training may fail to generalize to other attacks, but our method can generalize from one attack to another without significant degradation in performance. The results also demonstrate that our TRN obtains the most robust performance when training with the MIM attack. The largest performance degradation when training with the MIM attack is 4.96% on CIFAR10.

4.2.3 Robustness against Bypass Attacks

Pre-processing defense methods that obfuscate gradients are vulnerable to the Backward Pass Differentiable Approx-
Table 3. The comparison of TRN’s performance under the PGD attack and the BPDA attack. The gap between the performance of the PGD attack and the BPDA attack is also shown.

| Attacks      | CIFAR10 | SVHN   | Fashion MNIST |
|--------------|---------|--------|---------------|
| PGD [24]     | 89.72   | 97.54  | 94.63         |
| BPDA [1]     | 87.86   | 97.52  | 93.75         |
| gap          | 1.86    | 0.02   | 0.88          |

Table 4. The comparison of different streams against PGD on CIFAR10. We show the results (classification accuracy after defense) against PGD attack from 10 iterations to 40 iterations.

| Methods          | 10 iter. | 20 iter. | 30 iter. | 40 iter. |
|------------------|----------|----------|----------|----------|
| No defense       | 0.01     | 0.00     | 0.00     | 0.00     |
| Gradient Stream  | 87.09    | 85.78    | 85.92    | 85.34    |
| Image Stream     | 87.41    | 87.60    | 87.34    | 86.80    |
| Two-stream       | 89.72    | 89.19    | 88.86    | 88.18    |

5. Ablation Study

5.1. Is two-stream better than one-stream?

In this section, we compare our two-stream restoration network with one-stream restoration network. We implement the gradient stream restoration network by removing the convolution layers in the image stream except for the last layer. This means we only use the gradient maps to estimate the benign perturbation and add the benign perturbation on adversarial images without feeding adversarial images to the network. In this case, we do not extract any features from the adversarial images. To implement the image stream restoration network, we simply remove the gradient stream.

In Table 4, we compare the complete TRN with restoration networks with image stream or gradient stream, respectively. From the results of gradient stream defense, we can see that by only relying on the gradient maps, we can still recover the adversarial images to defend against strong attacks like PGD. This means that the gradient maps contain enough information to defend against gradient-based attacks. Comparing the results of the two-stream method and one-stream methods, we can see that the two-stream manner reaches the best accuracy on PGD-attacked images. It indicates that the TRN can explore the complementary information in two streams. Since the gradient of the adversarial images measures how each pixel of adversarial images contribute to the erroneous outputs, the restoration network can focus on the critical pixels with the guidance of the gradient stream (see Figure 5). Thus, our TRN provides stronger defense to the target model.

5.2. Scalability

With both image and gradient streams as inputs, our FB refines the gradient map and restores the adversarial images progressively. The residual connections also enable the outputs to maintain the raw information in inputs. Then, our FB can be simply cascaded to construct a deeper network. In Table 5, we evaluate our TRN with different Fusion Block numbers against the PGD attack. Table 5 shows that TRN achieves the best accuracy on adversarial images with 3, 7 and 5 Fusion Blocks on CIFAR10, SVHN and Fashion MNIST, respectively. Due to the scalability of our method, we can change the number of FB to obtain the optimal defense on different datasets which need different model capabilities. Note that reducing the FB numbers to one only leads to a minor degradation from the performance with optimal block numbers. Thus, our method can approximate the best performance by training a small-scale TRN when the computational resources are limited.
Figure 5. Examples of a pre-processed image with two streams and single stream. We show the images and the perturbation of restored or perturbed images. We can see that relying on a single stream, the restored images contain high-vibration perturbation, while with gradient and image streams, the network can restore the images more precisely (flatten and small perturbation).

Figure 6. Examples of restored images on CIFAR10, SVHN and Fashion MNIST.

5.3. Discussion

We visualize the image restored by our method under the MIM attack (see Figure 6). The examples of CIFAR10 illustrate that our method can clean the adversarial pattern on images. However, on the SVHN and Fashion MNIST, we surprisingly observe that our TRN add some grid structures to defend the attack. This inspires us to think about the nature of restoration. As shown in Figure 7, since the data distribution is simpler in SVHN and Fashion MNIST than CIFAR10, it is sufficient for TRN to defend these datasets by adding some robust grid patterns (“loose restoration”). Noticeably, these robust grid patterns will revert the accuracy on adversarial examples without affecting the benign examples since these patterns are generated along the decision boundary (see (d) in Figure 7). However, for a dataset with complicated distributions like CIFAR10, TRN needs to learn a strict restoration to revert the performance of the target model. Thus, Figure 6 shows that the restored examples on CIFAR10 will be closer to the benign images.

6. Conclusion

To our best knowledge, we propose the first defense method that incorporates the gradients into pre-processing
for defending against gradient-based attacks. A novel Two-stream Restoration Network is proposed to jointly use the estimated gradient maps and adversarial images to restore adversarial images. A Fusion Block is also proposed to explore and fuse the information in the gradient space and image space. Our defense provides a new insight to input transformation based defenses in which the estimated gradient maps may contain complementary information besides the adversarial images. It successfully defends against the state-of-the-art attacks on three representative datasets.

References

[1] Anish Athalye, Nicholas Carlini, and David A. Wagner. Obfuscated gradients give a false sense of security: Circumventing defenses to adversarial examples. In ICML, 2018. 2, 7
[2] Battista Biggio, Iigino Corona, Davide Maiorca, Blaine Nelson, Nedim Šrndić, Pavel Laskov, Giorgio Giacinto, and Fabio Roli. Evasion attacks against machine learning at test time. In Joint European conference on machine learning and knowledge discovery in databases. Springer, 2013. 1
[3] Nicholas Carlini, Anish Athalye, Nicolas Papernot, Wieland Brendel, Jonas Rauber, Dimitris Tsipras, Ian Goodfellow, Aleksander Madry, and Alexey Kurakin. On evaluating adversarial robustness. arXiv preprint arXiv:1902.07675, 2019. 1
[4] Nicholas Carlini and David Wagner. Defensive distillation is not robust to adversarial examples. arXiv preprint arXiv:1607.04311, 2016. 2
[5] Alvin Chan, Yi Tay, and Yew-Soon Ong. What it thinks is important: Robustness transfers through input gradients. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020. 1
[6] Jeremy Cohen, Elan Rosenfeld, and Zico Kolter. Certified adversarial robustness via randomized smoothing. Proceedings of Machine Learning Research (PMLR), 2019. 1, 2
[7] Guneet S. Dhillon, Kamyar Azizzadenesheli, Jeremy D. Bernstein, Jean Kossaifi, Aran Khan, Zachary C. Lipton, and Animashree Anandkumar. Stochastic activation pruning for robust adversarial defense. In International Conference on Learning Representations (ICLR), 2018. 1
[8] Yinpeng Dong, Qi-An Fu, Xiao Yang, Tianyu Pang, Hang Su, Zihao Xiao, and Jun Zhu. Benchmarking adversarial robustness on image classification. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020. 1, 2
[9] Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun Zhu, Xiaolin Hu, and Jianguo Li. Boosting adversarial attacks with momentum. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018. 2, 5, 6
[10] Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. In Yoshua Bengio and Yann LeCun, editors, 3rd International Conference on Learning Representations (ICLR), 2015. 1, 2, 3, 5, 6
[11] Chuan Guo, Mayank Rana, Moustapha Cisse, and Laurens van der Maaten. Countering adversarial images using input transformations. In International Conference on Learning Representations (ICLR), 2018. 1, 2, 5, 6
[12] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016. 4, 5
[13] Matthias Hein and Maksym Andriushchenko. Formal guarantees on the robustness of a classifier against adversarial manipulation. In Advances in Neural Information processing systems (NeurIPS), 2017. 1
[14] Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018. 5
[15] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected convolutional networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017. 4
[16] Xiaojun Jia, Xingxing Wei, Xiaochun Cao, and Hassan Foroosh. Comdefend: An efficient image compression model to defend adversarial examples. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019. 1
[17] Harini Kannan, Alexey Kurakin, and Ian Goodfellow. Adversarial logit pairing. arXiv preprint arXiv:1803.06373, 2018. 1
[18] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images. 2009. 5, 6
[19] Alexey Kurakin, Ian J. Goodfellow, and Samy Bengio. Adversarial examples in the physical world. In 5th International Conference on Learning Representations (ICLR), 2017. 1, 2, 3, 5, 6
[20] Mathias Lecuyer, Vaggelis Atlidakis, Roxana Geambasu, Daniel Hsu, and Suman Jana. Certified robustness to adversarial examples with differential privacy. In 2019 IEEE Symposium on Security and Privacy (SP). IEEE, 2019. 1, 2
[21] Fangzhou Liao, Ming Liang, Yinpeng Dong, Tianyu Pang, Xiaolin Hu, and Jun Zhu. Defense against adversarial attacks using high-level representation guided denoiser. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018. 1, 2
[22] Xuanqing Liu, Minhao Cheng, Huan Zhang, and Cho-Jui Hsieh. Towards robust neural networks via random self-ensemble. In Proceedings of the European Conference on Computer Vision (ECCV), 2018. 1
[23] Xuanqing Liu, Yao Li, Chongruo Wu, and Cho-Jui Hsieh. AdvBNN: Improved adversarial defense through robust bayesian neural network. In International Conference on Learning Representations (ICLR), 2019. 1
[24] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. In International Conference on Learning Representations (ICLR), 2018. 1, 2, 3, 5, 6, 7
[25] Aamir Mustafa, Salman H Khan, Munawar Hayat, Jianbing Shen, and Ling Shao. Image super-resolution as a defense against adversarial attacks. IEEE Transactions on Image Processing (TIP), 2019. 3, 5, 6
[26] Muzammal Naseer, Salman Khan, Munawar Hayat, Fahad Shabbaz Khan, and Fatih Porikli. A self-supervised approach for adversarial robustness. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020. 1, 2, 3, 5, 6
[27] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Bo Wu, and Andrew Y. Ng. Reading digits in natural images with unsupervised feature learning. 2011. 5, 6
[28] Maria-Isirina Nicole, Mathieu Sinn, Minh Ngoc Tran, Beat Bueesser, Ambrish Rawat, Martin Wistuba, Valentina Zantedeschi, Nathalie Baracaldo, Bryant Chen, Heiko Ludwig, Ian Molloy, and Ben Edwards. Adversarial robustness toolbox v1.2.0. CoRR, 2018. 2
[29] Tianyu Pang*, Kun Xu*, and Jun Zhu. Mixup inference: Better exploiting mixup to defend adversarial attacks. In International Conference on Learning Representations (ICLR), 2020. 1
[30] Nicolas Papernot, Fartash Faghri, Nicholas Carlini, Ian Goodfellow, Reuben Feinman, Alexey Kurakin, Chiang Xie, Yash Sharma, Tom Brown, Aurko Roy, et al. Technical report on the cleverhans v2.1.0 adversarial examples library. arXiv preprint arXiv:1610.00768, 2016. 2
[31] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style, high-performance deep learning library. In Advances in Neural Information processing systems (NeurIPS), 2019. 5
[32] Jonas Rauber, Wieland Brendel, and Matthias Bethge. Foolbox: A python toolbox to benchmark the robustness of machine learning models. arXiv preprint arXiv:1707.04131, 2017.

[33] Andrew Slavin Ross and Finale Doshi-Velez. Improving the adversarial robustness and interpretability of deep neural networks by regularizing their input gradients. arXiv preprint arXiv:1711.09404, 2017.

[34] Pouya Samangouei, Maya Kabkab, and Rama Chellappa. Defense-GAN: Protecting classifiers against adversarial attacks using generative models. In International Conference on Learning Representations (ICLR), 2018.

[35] Karen Simonyan and Andrew Zisserman. Two-stream convolutional networks for action recognition in videos. In Advances in Neural Information processing systems (NeurIPS), 2014.

[36] Yang Song, Taesup Kim, Sebastian Nowozin, Stefano Ermon, and Nate Kushman. Pixeldefend: Leveraging generative models to understand and defend against adversarial examples. In International Conference on Learning Representations (ICLR), 2018.

[37] Florian Tramèr, Alexey Kurakin, Nicolas Papernot, Ian Goodfellow, Dan Boneh, and Patrick McDaniel. Ensemble adversarial training: Attacks and defenses. In International Conference on Learning Representations (ICLR), 2018.

[38] David Warde-Farley and Ian Goodfellow. 11 adversarial perturbations of deep neural networks. Perturbations, Optimization, and Statistics, 2016.

[39] Eric Wong, Leslie Rice, and J. Zico Kolter. Fast is better than free: Revisiting adversarial training. In International Conference on Learning Representations (ICLR), 2020.

[40] Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-mnist: a novel image dataset for benchmarking machine learning algorithms. CoRR, 2017.

[41] Cihang Xie, Jianyu Wang, Zhishuai Zhang, Zhou Ren, and Alan Yuille. Mitigating adversarial effects through randomization. In International Conference on Learning Representations (ICLR), 2018.

[42] Weilin Xu, David Evans, and Yanjun Qi. Feature squeezing: Detecting adversarial examples in deep neural networks. In 25th Annual Network and Distributed System Security Symposium (NDSS), 2018.

[43] Ziang Yan, Yiwen Guo, and Changshui Zhang. Deep defense: Training dnns with improved adversarial robustness. In Advances in Neural Information processing systems (NeurIPS), 2018.

[44] Jianhe Yuan and Zhihai He. Ensemble generative cleaning with feedback loops for defending adversarial attacks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020.

[45] Hongyang Zhang, Yaodong Yu, Jiantao Jiao, Eric Xing, Laurent El Ghaoui, and Michael Jordan. Theoretically principled trade-off between robustness and accuracy. Proceedings of Machine Learning Research (PMLR), 2019.