DOMINANT ENERGY CONDITION AND SPINORS ON LORENTZIAN MANIFOLDS
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Abstract. Let $(\overline{M}, \overline{g})$ be a time- and space-oriented Lorentzian spin manifold, and let $M$ be a compact spacelike hypersurface of $\overline{M}$ with induced Riemannian metric $g$ and second fundamental form $K$. If $(\overline{M}, \overline{g})$ satisfies the dominant energy condition in a strict sense, then the Dirac–Witten operator of $M \subseteq \overline{M}$ is an invertible, self-adjoint Fredholm operator. This allows us to use index theoretical methods in order to detect non-trivial homotopy groups in the space of initial on $M$ satisfying the dominant energy condition in a strict sense. The central tool will be a Lorentzian analogue of Hitchin’s $\alpha$-invariant. In case that the dominant energy condition only holds in a weak sense, the Dirac–Witten operator may be non-invertible, and we will study the kernel of this operator in this case. We will show that the kernel may only be non-trivial if $\pi_1(M)$ is virtually solvable of derived length at most 2. This allows to extend the index theoretical methods to spaces of initial data, satisfying the dominant energy condition in the weak sense. We will show further that a spinor $\varphi$ is in the kernel of the Dirac–Witten operator on $(M, g, K)$ if and only if $(M, g, K, \varphi)$ admits an extension to a Lorentzian manifold $(\overline{N}, \overline{h})$ with parallel spinor $\overline{\varphi}$ such that $M$ is a Cauchy hypersurface of $(\overline{N}, \overline{h})$, such that $g$ and $K$ are the induced metric and second fundamental form of $M$, respectively, and $\varphi$ is the restriction of $\overline{\varphi}$ to $M$.
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1. Introduction

1.1. Motivation for the dominant energy condition. The research about the space of metrics with positive (resp. non-negative) scalar curvature experienced an overwhelming success during the last decades. In particular, index theoretical methods turned out to be very powerful. This established interesting bridges between topology and geometry, and these bridges provide a strong motivation to study these spaces.

Further motivation to study metrics of positive (resp. non-negative) scalar curvature comes from general relativity. In many cases the interest in such metrics goes back to the dominant energy condition. Amazingly to us it seems that the dominant energy condition is less understood than positive scalar curvature. In this article we aim to establish several results in the dominant energy context which were known so far only for positive scalar curvature metrics.

In fact, the dominant energy condition (DEC) can be seen from two points of view. First, we may see it as a condition on the Ricci tensor of a Lorentzian manifold $(\mathcal{M},\mathcal{g})$, see Definition 2.1. The physical interpretation of the dominant energy condition is that the rest mass density is non-negative when measured at any point of space-time and in any (causal) direction.

Second, we can choose a spacelike hypersurface $M$ in $\mathcal{M}$. Let $g$ and $K$ be the induced metric and second fundamental form. The pair $(g,K)$ is called an initial data set. Equation (1) then determines the energy density $\rho \in C^\infty(M)$ and the momentum density $j \in \Omega^1(M)$. The dominant energy condition from Definition 2.1 implies $\rho \geq \|j\|$ which is by definition the initial data version of the dominant energy condition, see Definition 2.2.
In the special case that $M$ is totally geodesic (i.e., the second fundamental form $K$ vanishes), the dominant energy condition holds if and only if the scalar curvature of $g$ is non-negative. Thus from this point of view non-negative (resp. positive) scalar curvature is a special case of the (strict) dominant energy condition for initial data sets $(g,K)$.

Initial data sets satisfying the dominant energy condition allow many interesting mathematical conclusions. We will mention two of them: the positive mass theorem and black hole boundaries.

The spacetime version of the positive mass theorem – also called positive energy theorem – states that the ADM mass $E$ and the ADM momentum vector $P$ of an asymptotically flat initial data set with $\rho \geq \|j\|$ satisfy $E \geq \|P\|$. The theorem was proven for spin manifolds by Witten [47] by defining and studying a Dirac type operator, the so-called Dirac–Witten operator of $(M,g,K)$, which will also play a crucial role in our article.

The second type of result we want to mention shows another interesting bridge to positive scalar curvature. We assume, that our asymptotically flat initial data set $(g,K)$ is defined on a manifold with compact boundary $S$, and we assume that this boundary is a marginally outer trapper surface with respect to $(g,K)$. For initial data sets $(g,K)$ satisfying the dominant energy condition, it was shown by Galloway and coauthors [11, 20, 18, 19, 3] that the induced Riemannian metric on $S$ is conformal to a metric of non-negative scalar curvature, and that this metric can be deformed to a metric of positive scalar curvature.

1.2. Results of this article. In this article, we contribute to the idea to describe a Lorentzian manifold from the perspective of initial data sets. Instead of considering the Lorentzian manifold $\mathcal{M}$ itself, we consider the associated initial data set $(g,K)$ where $g$ is the induced Riemannian metric and $K$ the second fundamental form on some spacelike hypersurface $M$. Our main interest is the topology of the space $\mathcal{I}^>(M)$ of initial data sets satisfying DEC on a closed spin manifold $M$. In particular, we will determine non-trivial homotopy groups in $\mathcal{I}^>(M)$, see e.g., Corollary 6.16. We will use index theory and a Lorentzian version of the index difference in order to detect these homotopy groups. To construct non-trivial elements in homotopy groups $\pi_k(\mathcal{I}^>(M))$ we will combine known methods for constructing non-trivial homotopy groups in the space $\mathcal{R}^>(M)$ of positive scalar curvature metrics with a suspension construction explained in Subsection 6.1.

In order to adapt the methods from the space of positive scalar curvature metrics to the space $\mathcal{I}^>(M)$ several steps have to be taken. First, recall from above that DEC is the space-time version of non-negative scalar curvature. Thus the first task is to find non-trivial homotopy groups in the space $\mathcal{R}^>(M)$ of metrics with non-negative scalar curvature on $M$. Here important progress was achieved by Schick and Wraith [43].

Second, one needs an initial data version of the Dirac operator. As already mentioned above, such an operator, the Dirac–Witten operator of $(M,g,K)$, was introduced by Witten [47, 40] in order to prove the spacetime positive mass theorem on spin manifolds. This operator was elaborated in more details e.g., in [26], and it is a modification of the Dirac operator on $(M,g)$ by a term depending on $K$. All authors named above considered the Dirac–Witten operator acting on complex
spinors. In index theory typically more refined information can be obtained by considering Clifford-graded versions of the Dirac operator, see e. g., [33]. A Clifford-graded version of the Dirac–Witten operator was introduced by the second author of this article in [23]. In particular, this Clifford-graded version allowed him to define a Lorentzian index difference, see Subsection 6.3, which was a key tool to detect non-trivial homotopy groups in the space $I^>(M)$ of initial data sets strictly satisfying DEC. Here $I^>(M)$ is the space-time companion of positive scalar curvature metrics, see Definition 2.2. Section 6 of our present article is to a large extent a summary of [23].

The goal of the present article is to detect non-trivial homotopy groups in $I^>(M)$. This requires results analogous to the passage from positive scalar curvature to non-negative scalar curvature. On a closed spin manifold of non-negative scalar curvature every harmonic spinor is parallel, and this implies special holonomy, a subject which is well-studied. In our space-time setting, we will have to study the kernel of the Dirac–Witten operator on initial data sets $(g, K) \in I^>(M)$ for some closed spin manifold $M$. This will lead us to the definition of initial data triples $(g, K, \varphi)$ where $\varphi$ is an imaginary W-Killing spinor, see Definition 4.2 and Equation (10). Initial data triples play the space-time role of a Ricci-flat metric with a nowhere vanishing parallel spinor. The main goal of Section 5 is to characterize – as far as possible – manifolds carrying initial data triples. In particular, we will show that the existence of an initial data triple on a closed spin manifold $M$ implies that $\pi_1(M)$ is virtually solvable of derived length at most 2, see in particular Corollary 5.26. We immediately obtain non-trivial homotopy groups $\pi_k(I^>(M))$, provided that $\pi_1(M)$ is not of that kind, see Corollary 6.16.

Our goal for these investigations can be described by the following diagram, which commutes up to homotopy, whenever all maps exist. Here $\alpha$-diff is the classical index difference, $\pi$-diff is “essentially” the Lorentzian index difference from [23], see Subsection 6.3.

$$
\begin{array}{c}
\mathcal{R}^>(M) \rightarrow \Omega(I^>(M))
\end{array}
$$

$$
\begin{array}{c}
\begin{array}{c}
\alpha\text{-diff} \\
\beta\text{-diff}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\pi\text{-diff} \\
\mathcal{K}O
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\Omega^{\infty+n+1} \\
\mathcal{R}^\infty(M)
\end{array}
\end{array}
\begin{array}{c}
\mathcal{R}^\infty(M) \rightarrow \Omega(I^\infty(M))
\end{array}
$$

The dotted map $\beta$-diff is due to Schick and Wraith [43], its dottedness shall indicate here, that – in general – it is not defined on all of $\mathcal{R}^\infty(M)$. The domain $\text{dom}(\beta\text{-diff})$ includes the union of all path components in $\mathcal{R}^\infty(M)$ that contain metrics in $\mathcal{R}^>(M)$. All such metrics have an invertible Dirac operator. If $M$ does not admit a Ricci-flat metric with a parallel spinor, see e. g., Examples 5.6, then we can achieve $\text{dom}(\beta\text{-diff}) = \mathcal{R}^\infty(M)$.

In the present article we discuss the existence of the map $\mathcal{B}$-diff. In the special case that initial data triples are topologically obstructed, see Examples 5.25 and Corollary 5.26 all pairs $(g, K) \in I^>(M)$ have an invertible Dirac–Witten operator, and we obtain a map $\mathcal{B}$-diff defined on all of $\Omega(I^>(M))$. This includes all closed manifolds $M$ for which $\pi_1(M)$ is not virtually solvable of derived length at most 2. We consider it as plausible that this result can be extended to all manifolds whose
fundamental group is not virtually abelian, see Remark 5.24. In other cases, e. g., simply connected Calabi–Yau manifolds of dimension $8k + 6$, we have $R^2(M) \subset \text{dom}(\beta\text{-diff})$, so one should not expect $\text{dom}(\beta\text{-diff}) = \Omega(R^2(M))$ in general.

Initial data triples are also tightly connected to a Cauchy problem for parallel spinors on Lorentzian manifolds, recently studied by Baum, Leistner and Lischewski [9, 8, 35, 36], see also [44]. Obviously the work by Baum, Leistner, and Lischewski is tightly connected to Leistner’s work on holonomy groups of Lorentzian manifolds [34]. If $(g, K, \varphi)$ is an initial data triple, then we will show in Theorem 5.1 that $(M, g, K, \varphi)$ can be extended to a Lorentzian manifold $(\overline{M}, \overline{g})$ with a parallel spinor $\overline{\varphi}$ such that $M$ is a spacelike hypersurface in $\overline{M}$ with induced $g$ and $K$, such that $\overline{\varphi}$ restricts to $\varphi$ on $M$.

Let us add two comments before we sketch the structure of the article. A particular case is $\pi_0(\mathcal{I}^\nu(M))$, which is the borderline case, when our methods are still applicable. In particular we see that $\mathcal{I}^\nu(M)$ is not connected in case $M$ has an index theoretic obstruction in $\text{KO}^{-\dim M}(\{\bullet\})$ to a metric with positive scalar curvature. This can be interpreted as an index theoretical obstruction for some universe to evolve from a big bang to a big crunch. This is in analogy to similar results, derived from Gerhardt’s theorem using a minimal spacelike hypersurface. We explain this in Subsection 6.4.

The other comment is that at many places we will refer to a method from [1] to construct lightlike initial data triples. There seem to be interesting relations to the article [16].

1.3. Structure of the article. The article is structured as follows. In Section 2 we recall some basic notation, we fix some conventions and we introduce DEC and its strict version. We have said above that we need a Clifford-graded version of spinors on Lorentzian manifolds, and it remains interesting to see, how this new kind of spinors relates to complex spinors; this comparison is worked out in Section 3 on arbitrary semi-Riemannian manifolds. Restricting parallel spinors to hypersurfaces or extending them from hypersurface to manifolds is omnipresent in this article, in particular for spacelike hypersurfaces in Lorentzian manifolds; necessary tools for this setting are provided by Section 4. Sections 5 and 6 are the mathematical core of the article. In Section 5 we prove that harmonic Dirac–Witten spinors on closed manifolds with $(g, K) \in \mathcal{I}^\nu(M)$ provide initial data triples; then we study the underlying manifolds for initial data triples and we show that their fundamental groups are always virtually solvable. Section 6 is in large parts a summary of [23], however it includes the passage from $\mathcal{I}^\nu(M)$ to $\mathcal{I}^2(M)$ which essentially relies on the results obtained in Section 5. At the end of Section 6 we discuss the applications towards evolutions from big bang to big crunch, and compare this approach to Gerhardt’s theorem.

Acknowledgements. We thank Greg Galloway for related discussions, during which he pointed us to Gerhardt’s theorem, presented at the end of Subsection 6.4. Also thanks to Robert Bryant for drawing our attention to the nice argument, that $S^n$ does not admit a metric with a parallel spinor for $n \geq 2$. We also thank the topology group in Regensburg for discussions about group (co)homology and the Borel conjecture which play a role in Subsection 5.7. We thank Mattias Dahl for discussions about the connections of Definitions 2.1 and 2.2.
In this subsection we fix some notation and recall some known facts.

2.1. Spacelike hypersurfaces in Lorentzian manifolds. We assume that $M$ is an $n$-dimensional space-like hypersurface in a time- and space-oriented Lorentzian manifold $(\overline{M}, \overline{g})$ of dimension $n + 1$. Let $g$ be the induced Riemannian metric on $M$. Let $e_0$ be the future-oriented unit normal field of $M$ in $\overline{M}$. We define the Weingarten map $W := -\nabla e_0$. The associated second fundamental form will be defined as $K = -W^\alpha$, i.e.,

$$\forall X,Y \in T_p M : K(X,Y) = -g(W(X),Y).$$

This implies $\nabla_X Y = K(X,Y)e_0 + \nabla_Y X$ for $X \in TM$.

We denote the standard basis of $\mathbb{R}^{n,1}$ by $E_0, E_1, \ldots, E_n$ and the standard basis of $\mathbb{R}^n$ by $E_1, \ldots, E_n$. The basis $(e_i)$ with $i \in \{0, \ldots, n\}$ resp. $i \in \{1, \ldots, n\}$ denotes a generalized orthonormal frame of $\overline{M}$ resp. $M$, defined either in a point $p \in \overline{M}$ resp. $p \in M$, locally on an open subset or globally on all of $\overline{M}$ resp. $M$.

If $g$ is a Riemannian metric on a manifold $M$ and $K \in \Gamma(T^*M \otimes T^*M)$ is a symmetric 2-tensor, then we will say that $(M, g, K)$ is a geometric hypersurface in the time-oriented Lorentzian manifold $(\overline{M}, \overline{g})$, if $M$ is a spacelike hypersurface and if, $g$ is the induced metric on $M$ and $K$ is the second fundamental form of $M$ in $\overline{M}$.

2.2. Dominant energy condition. For a Lorentzian manifold $(\overline{M}, \overline{g})$ we define the Einstein curvature endomorphism $\text{Ein} \in \text{End}(T\overline{M})$ as

$$\text{Ein}(V) := \text{Ric}(V) - \frac{1}{2} \text{scal} V, \quad \forall V \in T\overline{M}.$$

**Definition 2.1.** We say that a Lorentzian manifold $(\overline{M}, \overline{g})$ satisfies the dominant energy condition (DEC), if for all $x \in \overline{M}$ and all causal vectors $V, W \in T_x \overline{M}$ with the same time-orientation we have

$$\overline{g}(\text{Ein}(V), W) \geq 0.$$

Note that we did not require here, that $(\overline{M}, \overline{g})$ carries some globally defined time- or space-orientation, although from now on we will assume that both types of orientations exist and we assume that every Lorentzian manifold comes with a fixed choice of such orientations.

Let again $M$ be a spacelike hypersurface of $\overline{M}$ with future-oriented unit normal field $e_0$, and let $g$ and $K$ be defined as above. We then define the associated energy density $\rho = \overline{g}(\text{Ein}(e_0), e_0) \in C^\infty(M)$ and the momentum density $j = \overline{g}(\text{Ein}(e_0), \cdot) \in \Omega^1(M)$. The equations by Gauß and Codazzi (cf. [6]) imply

$$2\rho = \text{scal} \overline{g} + (\text{tr} K)^2 - ||K||^2$$

$$j = \text{div} K - d \text{tr} K. \quad \text{(1)}$$

Now, for a moment we consider $M$ as an abstract manifold, not as a submanifold of $\overline{M}$.

**Definition 2.2.** An initial data set on a manifold $M$ is a pair $(g, K)$ where $g$ is a Riemannian metric on $M$ and where $K$ is a symmetric smooth section of
$T^*M \otimes T^*M$. Let $\mathcal{I}(M)$ be the set of all such pairs and we equip $\mathcal{I}(M)$ with the $C^\infty$-topology. \footnote{For non-compact manifolds there are different versions of $C^\infty$-topology, e. g., the strong and the weak version in the sense of [27, Chap. 2, Sec. 1], but we will only consider the compact case, when they all coincide.}

For any $(g, K) \in \mathcal{I}(M)$ we define $\rho$ and $j$ by equation (1).

The subspace of those pairs $(g, K)$ satisfying the inequality $\rho \geq \|j\|$ everywhere will be denoted by $\mathcal{I}^2(M)$. We then say that $(g, K)$ satisfies DEC. The subset of $(g, K) \in \mathcal{I}^2(M)$ which satisfies $\rho > \|j\|$, i.e., the associated strict equation, is denoted by $\mathcal{I}^+(M)$, and we say that its elements strictly satisfy the dominant energy condition.

Let us explain the connection between Definitions 2.1 and 2.2. Let $M$ be a spacelike hypersurface of time-oriented Lorentzian manifold $(\overline{M}, \overline{g})$, and let $e_0$, $g$, $K$, $\rho$, and $j$ be defined as above by the embedding $M \subseteq \overline{M}$. If $(\overline{M}, \overline{g})$ satisfies DEC, then $(g, K) \in \mathcal{I}^2(M)$.

We conjecture – but unfortunately we only have proofs in special cases – that in some sense, a converse of this statement is true: if $M$ is given, and $(g, K) \in \mathcal{I}^2(M)$, then there exist a time-oriented Lorentzian manifold $(\overline{M}, \overline{g})$ satisfying DEC and an embedding $M \hookrightarrow \overline{M}$ that induce the given $(g, K)$.

In the totally geodesic case, i. e., $K = 0$, DEC reduces to non-negative scalar curvature: $(g, 0) \in \mathcal{I}^2(M)$ if and only if $\text{scal}^g \geq 0$. And $(g, 0) \in \mathcal{I}^+(M)$ if and only if $\text{scal}^g > 0$.

### 2.3. Riemannian manifolds with parallel spinors and structured Ricci-flat metrics

Riemannian manifolds admitting a nowhere vanishing parallel spinor are Ricci-flat. We say that a Ricci-flat Riemannian metric $g$ on $M$ is \textit{structured} if the universal covering $\overline{M}$ of $M$ is spin and if – with respect to the pull-back metric $\overline{g}$ – there is a nowhere vanishing parallel spinor on $\overline{M}$. There are complete Ricci-flat Riemannian manifolds that are not structured (e. g., the Riemannian Schwarzschild metric), but no closed Ricci-flat Riemannian manifold is known so far that is not structured. If $(M, g)$ is a closed structured Ricci-flat manifold, then a finite covering of $M$ already carries a parallel spinor.

Obviously closed structured Ricci-flat manifolds also satisfy the structure theorems for closed Ricci-flat manifolds by Cheeger–Gromoll [12] and by Fischer–Wolf [17], see [42, Chap. V, Theorem 3.11] for a textbook style presentation. However, they are in fact much better understood than Ricci-flat metrics in general. As shown in [46] and [14] structured Ricci-flat metrics on closed manifolds are stable. The parallel spinor implies that the holonomy group of $(M, g)$ is special, more precisely the restricted holonomy group is a product $G_1 \times \cdots \times G_\ell$, acting diagonally on some orthogonal decomposition $T_\pi M = V_1 \oplus \cdots \oplus V_\ell$ where each $G_i$ is either the trivial group or one of groups $\text{SU}(k_i)$ (if $2k_i = \text{dim} V_i$), $\text{Sp}(k_i)$ (if $4k_i = \text{dim} V_i$), $G_2$ (if $7 = \text{dim} V_i$) and $\text{Spin}(7)$ (if $8 = \text{dim} V_i$), see e.g. [29]. The resulting product decomposition is also stable (in the sense of moduli spaces) under deformations [31]. The factors have smooth (pre-)moduli space, due to Tian–Todorov and Joyce, and thus in combination with our knowledge about the deformations of products, we see that the (pre-)moduli of such metrics is smooth [2].
2.4. General notations and conventions. In this article all Hermitian scalar products in this article are complex linear in the first entry and complex anti-linear in the second one.

Let \( \Gamma_0 \) be a discrete group. The derived series is inductively defined as the commutator group \( \Gamma_{k+1} := [\Gamma_k, \Gamma_k] \). The derived length of \( \Gamma \) is \( \inf \{ k \in \mathbb{N}_0 \mid \Gamma_k = 1 \} \). By definition, \( \Gamma_0 \) is solvable, if the derived length is finite. A group is called virtually solvable of derived length (at most) \( k \) if it contains a subgroup \( \Gamma_0 \) of finite index, such that \( \Gamma_0 \) solvable of derived length (at most) \( k \).

3. Spinors on semi-Riemannian manifolds

In this section we recall and slightly extend known definitions and theorems about spinors on (semi-)Riemannian manifolds. An important reference for this subject is the book [7] where complex spinors are considered. However for our index theoretical considerations we will also need a \( \text{Cl}_{n,k} \)-linear real version of spinors on semi-Riemannian manifolds, developed in [23] in the special case \( k = 1 \). These two approaches shall be compared.

3.1. Spin structures and spin diffeomorphisms. In this subsection we briefly recall how to construct spinor bundles on space- and time-oriented semi-Riemannian manifolds.

At first, we assume that \( N \) is an oriented manifold of dimension \( m = n + k \). We denote by \( P_{\text{GL}}^+ N \) the \( \text{GL}^+(m, \mathbb{R}) \)-principal bundle of positively oriented frames. A topological spin structure is a reduction \( P_{\text{GL}}^+ N \to P_{\text{GL}}^+ N \) along the two-fold covering \( \text{GL}^+(m, \mathbb{R}) \to \text{GL}^+(m, \mathbb{R}) \). In our article a spin manifold always denotes an oriented manifold with a fixed choice of a topological spin structure. If \( N_1 \) and \( N_2 \) are two spin manifolds of the same dimension \( m \), then a spin diffeomorphism consists of an orientation preserving diffeomorphism \( f: N_1 \to N_2 \) together with a fixed choice of a lift \( S_f: P_{\text{GL}}^+ N_1 \to P_{\text{GL}}^+ N_2 \) of \( df: P_{\text{GL}}^+ N_1 \to P_{\text{GL}}^+ N_2, (v_1, \ldots, v_m) \to (df(v_1), \ldots, df(v_m)) \). In particular if \( f: N \to N \) is a spin diffeomorphism, and if \( M_f \) is the closed manifold obtained from \( N \times [0,1] \) by gluing \( N \times \{0\} \) with \( N \times \{1\} \) via \( f \), then the lift \( S_f \) defines a spin structure on \( M_f \).

Now, assume that, additionally, \( N \) carries a semi-Riemannian metric \( h \) of signature \( (n, k) \), \( n + k = m \), and that space- and time-orientations are fixed, that are compatible with the given orientation. The \( SO_0(n,k) \)-principal bundle \( P_{SO_0} N \) is defined as the subbundle of \( P_{\text{GL}}^+ N \) consisting of those generalized orthonormal frames \( (e_1, \ldots, e_{n+k}) \) for which \( (e_1, \ldots, e_n) \) is positively oriented spacelike and \( (e_{n+1}, \ldots, e_{n+k}) \) is positively oriented timelike. Thereby, \( SO_0(n,k) \) is the identity component of \( SO(n,k) \). The topological spin structure defines a reduction \( P_{\text{Spin}} N \to P_{SO_0} N \) along the two-fold covering \( \text{Spin}_0(n,k) \to SO_0(n,k) \), by pull-back.

3.2. Spinor bundles. On a Riemannian spin manifold, the spinor bundles on \( N \) are obtained by associating a (left) \( \text{Cl}_{n,k} \)-module \( \Sigma \) along the representation \( \text{Spin}_0(n,k) \to \text{Cl}_{n,k} \to \text{End}(\Sigma) \). Then the spinor bundle \( \Sigma N = P_{\text{Spin}} N \times \text{Spin}_0 \Sigma \) will be a (left) \( \text{Cl}(TN) \)-module. The Levi-Civita connection induces a connection \( \nabla \) on \( \Sigma N \) with respect to which the \( \text{Cl}(TN) \)-action is parallel. Usually, the \( \text{Cl}_{n,k} \)-modules \( \Sigma \) we consider come with additional structures such as the structure of a complex vector space, a scalar product, a \( \mathbb{Z}/2\mathbb{Z} \)-grading or a right \( \text{Cl}_{n,k} \)-action. In this case, \( \Sigma N \) also carries such a structure and it will be \( \nabla \)-parallel. If the structure is
compatible with the (left) \( \text{Cl}_{n,k} \)-multiplication on \( \Sigma \), the induced structure respects the multiplication by \( \text{Cl}(TN) \).

There are basically two such bundles we are interested in, which will be discussed in more detail in the next subsection. The first one arises when we take an irreducible (complex) representation \( \Sigma_{n,k} \) of \( \text{Cl}_{n,k} \otimes \mathbb{C} \). The corresponding spinor bundle \( \Sigma_{\text{irr}}N \) is called \textit{irreducible spinor bundle}. It is a complex vector bundle and carries a compatible non-degenerate Hermitian form. This is the spinor bundle that is most commonly used in semi-Riemannian geometry and mathematical physics, in particular in most of the literature on parallel spinors.

For the second one, the \( \text{Cl}_{n,k} \)-module is taken to be \( \text{Cl}_{n,k} \) with left multiplication. The resulting spinor \( \Sigma_{\text{Cl}}N \) bundle is called \( \text{Cl}_{n,k} \)-\textit{linear spinor bundle}. It has compatible non-degenerate bilinear form, \( \mathbb{Z}/2\mathbb{Z} \)-grading and right \( \text{Cl}_{n,k} \)-action. It is often used in index theory.

### 3.3. Comparing different version of spinors.

As we intend to connect index theory with the study of parallel spinors, we need to compare the irreducible and \( \text{Cl}_{n,k} \)-linear spinor bundle. We start off with the following classical results on the structure and representation theory of Clifford algebras.

**Proposition 3.1** (cf. [33, Thms. 5.7, 5.9]). If \( n + k \) is even, then there exists a unique irreducible (complex) representation \( \rho : \text{Cl}_{n,k} \rightarrow \text{End}(\Sigma_{n,k}) \).

If \( n + k \) is odd, then there are precisely two irreducible (complex) representations \( \rho^+ : \text{Cl}_{n,k} \rightarrow \text{End}(\Sigma^+_{n,k}) \) and \( \rho^- : \text{Cl}_{n,k} \rightarrow \text{End}(\Sigma^-_{n,k}) \), distinguished by whether \( \omega = i^{n+k}E_1E_2\cdots E_{n+k} \) acts by \( +\text{id} \) or \( -\text{id} \).

**Proposition 3.2** (cf. [33, Thm 4.3, Table I]). The representations \( \rho : \text{Cl}_{n,k} \rightarrow \text{End}(\Sigma_{n,k}) \) and \( \rho^+ \oplus \rho^- : \text{Cl}_{n,k} \rightarrow \text{End}(\Sigma^+_{n,k}) \oplus \text{End}(\Sigma^-_{n,k}) \) are a complex linear isomorphisms if \( n + k \) is even or odd, respectively.

Left and right multiplication turn \( \text{Cl}_{n,k} \) into a \( \text{Cl}_{n,k} \)-bimodule. Similarly, post- and pre-composition with \( \rho^+(\cdot) \) make \( \text{End}(\Sigma^+) \) a \( \text{Cl}_{n,k} \)-bimodule (and hence also \( \text{End}(\Sigma^+) \oplus \text{End}(\Sigma^-) \)). The isomorphisms above turn into isomorphisms of \( \text{Cl}_{n,k} \)-bimodules.

As an immediate consequence, we get well-behaved comparison isomorphisms between the spinor bundles \( \Sigma^+ \) and \( \Sigma^- \) and \( \Sigma_{\text{Cl}} \). The corresponding spinor \( \Sigma_{\text{Cl}}N \) bundle is called \( \text{Cl}_{n,k} \)-\textit{linear spinor bundle}.

**Corollary 3.3.** The representations \( \rho \) and \( \rho^+ \oplus \rho^- \) induce complex linear vector bundle isomorphisms

\[
\begin{align*}
\Sigma_{\text{Cl}}N \otimes \mathbb{C} & \longrightarrow \Sigma_{\text{irr}}N \otimes \mathbb{C} (\Sigma_{n,k})^* \\
\Sigma_{\text{Cl}}N \otimes \mathbb{C} & \longrightarrow \Sigma_{\text{irr}}N \otimes \mathbb{C} (\Sigma^+_{n,k})^* \oplus \Sigma_{\text{irr}}N \otimes \mathbb{C} (\Sigma^-_{n,k})^*,
\end{align*}
\]

respectively. Furthermore, these isomorphisms respect the \( \text{Cl}(TN) \)-\( \text{Cl}_{n,k} \)-bimodule structure and preserve the connection.

We are also interested in scalar products. On \( \text{End}(\Sigma^{(\pm)}_{n,k}) \) (and hence also on \( \text{End}(\Sigma^+_{n,k}) \oplus \text{End}(\Sigma^-_{n,k}) \)), there is a canonical positive definite Hermitian scalar product. Namely, starting from an arbitrary scalar product on \( \Sigma^{(\pm)}_{n,k} \), we may construct a scalar product that is invariant under multiplication by \( E_1, E_2, \ldots, E_{n+k} \) by an averaging procedure. By Schur’s lemma, a scalar product with this invariance property is unique up to a factor. Taking the induced scalar product on the dual
(in the complex sense), we obtain a scalar product on \( \text{End}(\Sigma^{(\pm)}_{n,k}) = \Sigma^{(\pm)}_{n,k} \otimes_{\mathbb{C}} (\Sigma^{(\pm)}_{n,k})^* \). This turns out to be independent of the normalizing factor. In fact, it is given by \( \langle A, B \rangle = \text{tr}(AB^*) \), where the adjoint \((-)^*\) is taken with respect to the scalar product on \( \Sigma^{(\pm)}_{n,k} \).

On \( \text{Cl}_{n,k} \) (and similarly for \( \text{Cl}_{n,k}^\perp \)), we may describe a scalar product as follows: For \( I = \{i_1 < \ldots < i_l\} \subseteq \{1, \ldots, n + k\} \), let \( E_I = E_{i_1} \ldots E_{i_l} \in \text{Cl}_{n,k} \). Then \( (E_I)_{l \in \{1, \ldots, n + k\}} \) is a basis of \( \text{Cl}_{n,k} \), and we require it to be orthogonal with \( \langle E_I, E_I \rangle = 2^{|\text{mult}(I)|} \) for all \( I \).

**Lemma 3.4.** The \( \text{Cl}_{n,k}\)-bimodule isomorphisms \( \rho \) and \( \rho^+ \oplus \rho^- \) are isometric.

**Proof.** It only remains to show that the scalar product is preserved. Let us first consider the case, where \( n + k \) is even. When \( \langle -,- \rangle \) is an \( E_{1^2}, E_{2^2}, \ldots \) and \( E_{n+2} \)-invariant scalar product on \( \Sigma_{n,k} \), then \( \langle v, \rho(E_I)^* \rho(E_I) w \rangle = E_I v, E_I w \rangle = \{v, w\} \) for all \( v, w \in \Sigma_{n,k} \) and \( I \subseteq \{1, \ldots, n + k\} \). Hence, \( \text{tr}(\rho(E_I)^* \rho(E_I)) = \text{tr}(\rho(E_I)^* \rho(E_I)) = \text{tr}(\text{id}) = \dim(\Sigma_{n,k}) = 2^{n+k} \) and it remains to show that \( \text{tr}(\rho(E_I)^* \rho(E_I)) = 0 \) for \( I \neq J \in \{1, \ldots, n + k\} \).

Note, that \( \rho(E_I)^* \rho(E_J) \) coincides with \( \rho(E_I) \) up to a factor of \( \pm 1 \) and that \( \rho(E_I)^* \rho(E_J) = \pm \rho(E_{I \wedge J}) \), where \( I \wedge J \) denotes the symmetric difference of the subsets \( I, J \subseteq \{1, \ldots, n + k\} \). Thus it only remains to show that \( \text{tr}(\rho(E_I)) = 0 \) for \( I \neq \emptyset \).

It is easy to see that, when \( \emptyset \neq I \neq \{1, \ldots, n + k\} \), there is some \( j \in \{1, \ldots, n + k\} \) with \( E_I E_j = -E_I E_j \). Moreover, as \( n + k \) is assumed even, this also true for \( I = 1, n + k \) (and any \( j \)). From \( \text{tr}(\rho(E_I)) = \text{tr}(\rho(E_I)^* \rho(E_I) \rho(E_J)^{-1}) = -\text{tr}(\rho(E_I)^* \rho(E_J) \rho(E_J)^{-1}) = -\text{tr}(\rho(E_I)) \) it follows that \( \text{tr}(\rho(E_I)) = 0 \).

If \( n + k \) is odd, the same proof works (taking the representation \( \rho^+ \oplus \rho^- \) instead of \( \rho \)) with two changes. Firstly, in this case \( \text{tr}(\text{id}) = \dim(\Sigma_{n,k}^+) + \dim(\Sigma_{n,k}^-) = 2^{n+k} \). Secondly, for \( I = 1, n + k \) any \( E_j \) commutes with \( E_I \). However, in this case \( \text{tr}(\rho^+ \rho^- \rho(E_I)) = 0 \) still holds as \( E_I \) coincides with \( \omega_{\mathbb{C}} \) up to a power of \( i \) and \( \text{tr}(\rho^+ \rho^- \omega_{\mathbb{C}}) = \text{tr}(\text{id}_{\Sigma_{n,k}}^+) + \text{tr}(\text{id}_{\Sigma_{n,k}}^-) = 0 \). \( \square \)

In general (if \( n, k \neq 0 \)), the positive definite scalar product will not be invariant under left-multiplication by elements in \( \text{Spin}_0(n,k) \), i.e., the identity component of \( \text{Spin}(n,k) \subseteq \text{Cl}_{n,k} \). Thus it does not give rise to a scalar product on the spinor bundle. This can be fixed by considering

\[
\langle \varphi, \psi \rangle = \langle \varepsilon k E_{n+1} \cdots E_{n+k} \cdot \varphi, \psi \rangle
\]  

(3)

instead, where \( \varepsilon_k = 1 \) if \( k \equiv 0, 1 \mod 4 \) and \( \varepsilon_k = i \) if \( k \equiv 2, 3 \mod 4 \), see also [7, Ch. 1, Satz 1.11]). The *indefinite* Hermitian product \( \langle -,- \rangle \) satisfies

\[
\langle X \cdot \varphi, \psi \rangle = (-1)^{k+1} \langle \varphi, X \cdot \psi \rangle
\]  

(4)

for all \( X \in \mathbb{R}^{n,k} \) and, as a consequence, is \( \text{Spin}_0(n,k)\)-invariant (cf. [7, Ch. 1, Satz 1.12]). Thus it gives rise to a non-degenerate inner product on the spinor bundle, which will be automatically parallel.

In the case of real spinor bundles such as \( \Sigma_{\text{Cl}}N \), we may use the formula (3) without the \( \varepsilon_k\)-factor to define a non-degenerate bilinear form. It will be symmetric for \( k \equiv 0, 1 \mod 4 \) and anti-symmetric for \( k \equiv 2, 3 \mod 4 \). If we agree to produce a hermitian form on the complexification out of a symmetric bilinear form by sesquilinear extension and out of an anti-symmetric bilinear form by sesquilinear extension following multiplication by \( i \), we obtain the following:
Corollary 3.5. The bundle isomorphisms (2) are isometric with respect to the Hermitian inner products $\langle -,- \rangle$.

Although this inner product is naturally defined on the spinor bundle, for certain arguments it is more useful to work with definite scalar products. A splitting of $TN$ into a space- and a timelike subbundle, locally given by positively oriented timelike frames $(e_{n+1}, \ldots, e_{n+k})$, gives rise to a scalar product by

$$\langle \varphi, \psi \rangle = \langle \varepsilon_k^{-1} e_{n+k} \cdots e_{n+1} \cdot \varphi, \psi \rangle,$$

or the same formula without the $\varepsilon_k$ in the real case. Note, however, that $\langle -, - \rangle$ depends on the chosen splitting and is in general not parallel.

4. Parallel spinors and spacelike hypersurfaces

From now on $\Sigma M$ denotes the spinor bundle over the Lorentzian manifold $(M, \mathfrak{g})$, obtained by some (fixed) representation $\rho$ of the Clifford algebra, so it can be $\Sigma \Sigma M$, $\Sigma_{irr} M$ or it can be obtained from some other representation. The statements of this section hold independently on which representation is chosen, the proofs do not depend on it. Alternatively, one might always think of the case $\Sigma \Sigma M$ and use Corollary 3.3 to translate the statements to the $\Sigma \Sigma M$-case later, when necessary.

4.1. The hypersurface spinor bundle. In this subsection we fix a Riemannian metric $g$ and a symmetric 2-tensor $K \in \Gamma(T^* M \otimes T^* M)$. If $(M, g, K)$ is a geometric hypersurface in $(\overline{M}, \overline{\mathfrak{g}})$, then we will need to restrict spinors from $\overline{M}$ to $M$. These spinors are then sections of the restricted bundle $\Sigma \overline{M} |_M$, and we should consider this bundle from an intrinsic point of view. The bundle $\Sigma \overline{M} |_M$ carries several structures: a connection, a Clifford multiplication by vectors, two hermitian products and more. We will see that this restricted spinor bundle with all its structures can be constructed intrinsically and will be called $\Sigma M$; it depends only on $(M, g, K)$ and the spin structure on $M$.

This bundle has the property, that for any Lorentzian manifold $(\overline{M}, \overline{\mathfrak{g}})$ with $M$ as spacelike hypersurface, induced spin structure, induced metric $g$ and induced second fundamental form $K$ we have $\Sigma \overline{M} |_M = \Sigma M$.

At first, for a section $(Y, f)$ of $TM \oplus \mathfrak{R} \to M$, where $\mathfrak{R}$ denotes the trivial bundle, we define the connection

$$\nabla_X (Y, f) = \left( \nabla_X Y - f W(X), X(f) + K(X, Y) f \right).$$

This definition is tailored to achieve the following: If $(M, g, K)$ is a geometric hypersurface of $(\overline{M}, \overline{\mathfrak{g}})$, then $(Y, f) \mapsto Y + f e_0$ is a connection preserving isomorphism from $(TM \oplus \mathfrak{R}, \nabla)$ to $T \overline{M} |_M$, where $T \overline{M} |_M$ carries the Levi-Civita connection of $(\overline{M}, \overline{\mathfrak{g}})$. Motivated by this isomorphism, the elements $1 \in \mathfrak{R}$ will also be written as $e_0$.

The bundle $TM \oplus \mathfrak{R}$ carries a bundle metric that mimics the metric $\overline{\mathfrak{g}}$ on $T \overline{M} |_M$: It is defined by $\mathfrak{g}$ on $TM$, the negative definite standard metric on $\mathfrak{R}$ and orthogonality of the sum. Let $P_{\text{SO}_0(n,1)}(M)$ be the $\text{SO}_0(n,1)$-principal bundle of time- and space-oriented generalized orthonormal frames of $TM \oplus \mathfrak{R}$. A spin structure on $M$ yields a $\text{Spin}_{0}(n,1)$-principal bundle $P_{\text{Spin}_{0}(n,1)}(M)$ together with an equivariant map $\vartheta : P_{\text{Spin}_{0}(n,1)}(M) \to P_{\text{SO}_0(n,1)}(M)$. We define $\overline{\Sigma} M := P_{\text{Spin}_{0}(n,1)}(M) \times^\vartheta \Sigma$, where $\rho_{\Sigma} C_{n,1} \to \text{End}(\Sigma)$ is a $C_{n,1}$-representation. This vector bundle carries several
structures that will be relevant for us. From the connection $\nabla$ we obtain connection-1-forms on the principal bundles and finally a connection on $\Sigma M$, also called $\nabla$.

A Spin$_0(n,1)$-invariant (indefinite) scalar product on $\Sigma$ gives rise to a $\nabla$-parallel indefinite scalar product $\langle \cdot, \cdot \rangle$ on $\Sigma M$. Associated to the Clifford multiplication of $\mathbb{R}^{n,1}$ on $\Sigma$ we obtain a $\nabla$-parallel Clifford multiplication

$$(T M \oplus \mathbb{R}, \nabla) \otimes (\Sigma M, \nabla) \to (\Sigma M, \nabla).$$

Restricted to $e_0$ we obtain an involution $e_0 \in \text{End}(\Sigma M)$, which is however not $\nabla$-parallel; we have $\nabla_X e_0 = - W(X)$. The bundle $\Sigma M$ also carries a positive definite scalar product which can either be obtained by the formula $\langle \varphi, \psi \rangle = \langle e_0 \cdot \varphi, \psi \rangle$ or as the scalar product associated to the positive definite scalar product on $\Sigma$ using only frames $A \in P_{\text{Spin}_0(n,1)}(M)$ for which $E_0$ is the first vector of $\vartheta(A)$. Again this positive definite scalar product is not $\nabla$-parallel. As a consequence of (4), the involution $e_0$ is self-adjoint with respect to this definite scalar product.

Obviously, if $(M, g, K)$ is a geometric hypersurface of $(\overline{M}, \overline{g})$, then we have $\Sigma \overline{M}|_M = \Sigma M$ with all the structures mentioned above.

If we carry out this construction for $(g,0)$ instead of $(g,K)$ we obtain an isomorphic bundle, however with a different connection, denoted as $\nabla$. The positive definite scalar product $\langle \cdot, \cdot \rangle$ is $\nabla$-parallel, and obviously $\Sigma M$ with this scalar product, the induced Clifford multiplication and the connection $\nabla$ is isomorphic to the classical spinor bundle defined in terms of the representation $\rho_{\text{Spin}(n)}$.

Following step by step through our above construction how $K$ affects the connection-1-forms on $P_{\text{Spin}_0(n,1)}(M)$, $P_{\text{Spin}_0(n,1)}(M)$, and finally for $\varphi \in \Gamma(\Sigma M)$ we obtain

$$\nabla_X \varphi = \nabla_X \varphi + \frac{1}{2} e_0 \cdot W(X) \cdot \varphi. \tag{5}$$

When $\Sigma M$ is a complex bundle, then we may define a second kind of Clifford multiplication by $Y \cdot \varphi := i e_0 \cdot Y \cdot \varphi$. Then (5) reads

$$\nabla_X \varphi = \nabla_X \varphi - \frac{i}{2} W(X) \cdot \varphi.$$

4.2. **Dirac currents.** Let $\Sigma M$ be a hypersurface spinor bundle and $\varphi \in \Sigma_p M$, $p \in M$. Recall that $\langle e_0 \cdot X \cdot \varphi, \varphi \rangle$ is always real, for any $X \in T_p M$:

$$\langle e_0 \cdot X \cdot \varphi, \varphi \rangle = - \langle \varphi, X \cdot e_0 \cdot \varphi \rangle = \langle \varphi, e_0 \cdot X \cdot \varphi \rangle = \langle e_0 \cdot X \cdot \varphi, \varphi \rangle.$$

Because of this, the Riemannian Dirac current $U_\varphi \in T_p M$ is well-defined by demanding

$$g(U_\varphi, X) = \langle e_0 \cdot X \cdot \varphi, \varphi \rangle \quad \forall X \in T_p M. \tag{6}$$

In the case of a complex hypersurface spinor bundle, this takes the more familiar form

$$g(U_\varphi, X) = - i \langle X \cdot \varphi, \varphi \rangle \quad \forall X \in T_p M$$

cf. [9] and [1].

The Riemannian Dirac current is tightly connected with the Lorentzian Dirac current $V_\varphi \in T_p \overline{M} = T_p M \oplus \mathbb{R}$ defined by the condition

$$\overline{g}(V_\varphi, X) = - \langle X \cdot \varphi, \varphi \rangle = - \langle e_0 \cdot X \cdot \varphi, \varphi \rangle \quad \forall X \in T_p \overline{M}. \tag{7}$$

It is straightforward to check that

$$V_\varphi = - U_\varphi + u_\varphi e_0, \tag{8}$$
where $u_\varphi = \| \varphi \|^2 = \langle \varphi, \varphi \rangle$. In particular, $V_\varphi \neq 0$ unless $\varphi = 0$. We calculate

$$
\| V_\varphi \cdot \varphi \|^2 = \| -U_\varphi \cdot \varphi \|^2 + 2\Re(-\langle U_\varphi \cdot \varphi, u_\varphi e_0 \cdot \varphi \rangle) + \| u_\varphi e_0 \cdot \varphi \|^2
= g(U_\varphi, U_\varphi)\| \varphi \|^2 - 2u_\varphi \Re((e_0 \cdot U_\varphi \cdot \varphi, \varphi)) + u_\varphi^2 \| \varphi \|^2
= g(U_\varphi, U_\varphi)\| \varphi \|^2 - 2u_\varphi g(U_\varphi, U_\varphi) - \Re(u_\varphi e_0, u_\varphi e_0) \| \varphi \|^2
= -\Re(V_\varphi, V_\varphi)\| \varphi \|^2.
$$

(9)

We have obtained the following well-known lemma. If $V_\varphi$ is lightlike, then (9) immediately provides $V_\varphi \cdot \varphi = 0$.

**Lemma 4.1.** Let $\varphi \in \Sigma M$ with $\varphi \neq 0$. Then the vector $V_\varphi$ is non-zero, causal (lightlike or timelike), and future-oriented. Moreover, if $V_\varphi$ is lightlike, then $V_\varphi \cdot \varphi = 0$.

These definitions and result obviously also apply to section $\varphi \in \Gamma(\Sigma M)$ and vector fields $U_\varphi \in \Gamma(TM)$ and $V_\varphi \in \Gamma(T\Sigma M)$.

4.3. **The Cauchy problem for parallel spinors.** In this section we recall relevant parts of a series of recent articles by Baum, Leistner and Lischewski [9], [37], [36], [8]. Parts of slightly modified results were proven in a simpler way by Seipel [44] inspired by an oral communication by P. Chrusciel.

Let $(\overline{M}, \overline{g})$ be a time-oriented Lorentzian spin manifold with a spacelike hypersurface $M \subseteq \overline{M}$. Then $M$ inherits an induced spin structure and an induced Riemannian metric. Assume, further, that $(\overline{M}, \overline{g})$ carries a non-trivial parallel spinor $\Phi$, then restriction to $M$ yields a spinor $\varphi = \Phi|_M$ with $\nabla \varphi = 0$. Equivalently, $\varphi$ satisfies the so-called *imaginary W-Killing spinor equation*

$$
\nabla_X \varphi = -\frac{1}{2} e_0 \cdot W(X) \cdot \varphi = \frac{i}{2} W(X) \cdot \varphi,
$$

(10)

for all $X \in TM$, where again $W = -K\sharp$ is obtained from the second fundamental form $K$ of the embedding.

**Definition 4.2.** An *initial data triple* $(g, K, \varphi)$ on $M$ consists of a Riemannian metric $g$, a symmetric 2-tensor $K$ and a nowhere vanishing spinor $\varphi \in \Gamma(\Sigma M)$ solving (10). We say that the triple $(g, K, \varphi)$ is lightlike (or timelike), if the Lorentzian Dirac current $V_\varphi$ – defined by (7) – of $\varphi \in \Gamma(\Sigma M)$ is lightlike (or timelike) everywhere. (By Lemma 4.3 below, if this holds in one point, then it is true on the whole connected component.)

Thus any Lorentzian manifold with a parallel spinor induces an initial data triple on any spacelike hypersurface.

The Cauchy problem for parallel spinors asks for the converse of this: Given a spin manifold $M$ along with an initial data triple $(g, K, \varphi)$, is it possible to embed $M$ into a time-oriented Lorentzian spin manifold $(\overline{M}, \overline{g})$ with parallel spinor $\Phi$ such that $g$, $K$, and $\varphi$ are induced on $M$ in the way described above?

**Lemma 4.3.** Assume that $V_\varphi$ is the Lorentzian Dirac current of a $\nabla$-parallel spinor $\varphi \in \Gamma(\Sigma M)$ along $M$ (i. e., (10) holds on $M$). Then $V_\varphi$ is $\nabla$-parallel along $M$. Equivalently,

$$
\nabla U_\varphi = -u_\varphi W,
$$

$$
du_\varphi = K(U_\varphi, -).
$$

(11)
Proof. Recall that the indefinite inner product \( \langle \Phi, \Psi \rangle = \langle \epsilon_0 \cdot \Phi, \Psi \rangle \) is \( \nabla \)-parallel, cf. the discussion following (3). Thus for any \( X \in \Gamma(TM/M) \) and \( Y \in TM \), we have

\[
\mathfrak{f}(\nabla_Y V_\varphi, X) = \partial_Y \mathfrak{f}(V_\varphi, X) - \mathfrak{f}(V_\varphi, \nabla_Y X)
= -\partial_Y \langle X \cdot \varphi, \varphi \rangle + \langle (\nabla_Y X) \cdot \varphi, \varphi \rangle
= -\langle X \cdot \nabla_Y \varphi, \varphi \rangle - \langle X \cdot \varphi, \nabla_Y \varphi \rangle = 0.
\]

This implies that \( V_\varphi \) is \( \nabla \)-parallel along \( M \). The system of equations (11) is a simple reformulation of \( \nabla V_\varphi = 0 \) using (8). \( \square \)

This lemma allows for the following strategy for solving the Cauchy problem for parallel spinors: First, for the data \((g, K, U_\varphi, u_\varphi)\) subject to the constraint (11), solve the (analogous) Cauchy problem for parallel vector fields. Then try to parallelly extend the spinor onto the obtained Lorentzian manifold.

This program has been carried through by Baum, Leistner and Lischewski [37], [36], [9] in the case, where the Lorentzian Dirac current \( V_\varphi \) is lightlike everywhere. Note that the spin constraints considered by these authors typically consist of (10) along with

\[
U_\varphi \cdot \varphi = iu_\varphi \varphi, \quad u_\varphi = \|U_\varphi\|.
\]

These two equations, however, are just equivalent to the condition that \( V_\varphi = -U_\varphi + u_\varphi e_0 \) is lightlike, as \( V_\varphi \cdot \varphi = 0 \) in this case, see Lemma 4.1.

Corollary 4.4. If \((g, K, \varphi)\) is a light initial data triple, then the Dirac current \( U_\varphi \) and the function \( u_\varphi := \|\varphi\|^2 \) satisfy (12).

The case of timelike \( V_\varphi \) does not play a major role in the work by Baum, Leistner and Lischewski, as their motivation came from special holonomy, and in this case the holonomy group coincides with the holonomy group of the Riemannian factor: the parallel timelike vector field implies that the Lorentzian manifold is locally a product of a Riemannian manifold with \((\mathbb{R}, -dt^2)\).

As it does, however, play an important role here, we are interested in solving the Cauchy problem in this case as well. Whereas the original work of Baum, Leistner, Lischewski involves sophisticated techniques for solving the occurring partial differential equations, it was later observed by Chruściel that a solution of the Cauchy problem can in fact be explicitly written down. This argument appeared first in [44] and it fortunately immediately extends to the timelike case. Note that in the following we turn covariant tensors on \( M \), i.e., sections of \((T^*M)^{\otimes t}\) into covariant tensors on \( M \times \mathbb{R} \) by pullback under the projection \( M \times \mathbb{R} \to M \).

Theorem 4.5. Let \((g, K)\) be an initial data set, \( U \in \Gamma(TM) \) and \( u \in C^\infty(M) \) a positive function such that (11) hold. Then

\[
\mathfrak{f} = \langle |U|^2 - u^2 \rangle dt^2 - dt \otimes g(U, -) - g(U, -) \otimes dt + g
\]

defines a Lorentzian metric on \( M \otimes \mathbb{R} \), where \( t \) denotes the \( \mathbb{R} \)-coordinate, with the following properties:

- \( M \times \{t\} \) is a spacelike hypersurface for any \( t \in \mathbb{R} \).
- The induced initial data set on \( M \times \{t\} \) is \((g, K)\), when the time-orientation (determining the sign of \( K \)) is chosen such that \( \partial_t \) is future-pointing.
- \( \partial_t = -U + u e_0 \), where \( e_0 \) denotes the future-pointing unit normal on \( M \times \{t\} \).
• $\partial_t$ is $\nabla$-parallel.

Moreover, if $\varphi \in \Gamma(\Sigma M)$ is a nowhere vanishing spinor on $M$ satisfying (10), then the Lorentzian manifold $(M \times \mathbb{R}, \overline{g})$ for $U = U_0$ and $u = u_0$ admits a $\nabla$-parallel spinor extending $\varphi$ and whose Dirac flow is $\partial_t$.

Again the theorem holds independently on which definition of “spinor” is chosen. Note that we implicitly assume that $M \times \mathbb{R}$ carries the unique spin structure whose restriction to $M \cong M \times \{0\}$ is the given spin structure on $M$.

**Proof.** We start off by showing that $e_0 = \frac{1}{u}(U + \partial_t)$ is orthonormal on $M = M \times \{t\} \subseteq M \times \mathbb{R}$.

From

$$\overline{g}(e_0, \cdot) = \left(\|U\|^2 - u^2\right) \frac{1}{u} dt - \frac{1}{u} g(U, \cdot) - \frac{\|U\|}{u} dt + \frac{1}{u} g(U, \cdot) = -u dt,$$

it immediately follows that $\overline{g}(e_0, X) = 0$ for all $X \in TM$ and $\overline{g}(e_0, e_0) = -1$. As, moreover, the restriction of $\overline{g}$ to $M \times \{t\}$ obviously yields the Riemannian metric $g$, we obtain that $\overline{g}$ is a Lorentzian metric and $M \times \{t\}$ is spacelike.

We have to show that the induced second fundamental form on $M \times \{t\}$ is $K$. One way to calculate the second fundamental form is by the formula $\frac{1}{2}(\mathcal{L}_{e_0} \overline{g})|_{TM} \otimes TM$, where $e_0 = \frac{1}{u}(U + \partial_t)$ is the future-directed unit normal of the foliation $(M \times \{t\})_{t \in \mathbb{R}}$. For a vector field $X$ of $M \times \{t\}$, we denote by the same symbol its constant extension to $M \times \mathbb{R}$, i.e., the extension with $\mathcal{L}_{e_0} X = 0$. In this case,

$$\mathcal{L}_{e_0} X = -[X, e_0] = \frac{\partial_X u}{u^2} (U + \partial_t) - \frac{1}{u} [X, U + \partial_t]$$

$$= \frac{\partial_X u}{u} e_0 + W(X) + \frac{1}{u} \nabla_U X$$

using $\nabla_U X = -uW(X)$. Thus, we obtain for $X, Y \in \Gamma(TM)$

$$(\mathcal{L}_{e_0} \overline{g})(X, Y) = \partial_{e_0} (g(X, Y)) - g(\mathcal{L}_{e_0} X, Y) - g(X, \mathcal{L}_{e_0} Y)$$

$$= \frac{1}{u} \partial_U (g(X, Y)) - g(W(X) + \frac{1}{u} \nabla_U X, Y) - g(X, W(Y) + \frac{1}{u} \nabla_U Y)$$

$$= 2K(X, Y)$$

as claimed.

Now that we have calculated the second fundamental form, it is easy to show that $\partial_t$ is parallel with respect to the Levi-Civita connection of $\overline{g}$. First of all, when $X \in TM$, then

$$\nabla_X \partial_t = \nabla_X (ue_0 - U) = (\partial_X u)e_0 + u\nabla_X e_0 - \nabla_X U - K(X, U)e_0$$

$$= K(X, U)e_0 - u W(X) + u W(X) - K(X, U)e_0 = 0. \quad (13)$$

Using this, we obtain furthermore

$$\nabla(\nabla_{\partial_t} \partial_t, X) = \partial_t \overline{g}(\partial_t, X) - \nabla(\partial_t, \nabla_{\partial_t} X)$$

$$= -\partial_t g(U, X) - \overline{g}(\partial_t, \mathcal{L}_{\partial_t} X) - \overline{g}(\partial_t, \nabla_X \partial_t)$$

$$= 0 + 0 + 0 = 0$$

\footnote{It follows from $\nabla \varphi = 0$ that this is the case as long as for any component $M_1$ of $M$ we have $\varphi|_{M_1} \neq 0$.}
for a constant extension of some \( X \in \Gamma(TM) \). Together with
\[
\overline{\nabla}_{\partial_t} = \frac{1}{2} \partial_t \overline{\nabla} = \frac{1}{2} \partial_t (|U|^2 - u^2) = 0,
\]
this implies that \( \nabla \partial_t = 0 \). It remains to show the claim concerning the parallel spinor. For this, note that the constant extension of a vector field \( X \) is parallel in \( t \)-direction, as (13) implies that \( \nabla_{\partial_t} X = \nabla_{\partial_t} X - \nabla_X \partial_t = L_{\partial_t} X = 0 \). Thus, if \( (e_0, e_1, \ldots, e_n) \) is a positively space- and time-oriented generalized orthonormal frame of \( (T_{(x,0)}(M \times \mathbb{R}), \overline{\nabla}(x,0)) \), then we can identify it with the same kind of frame at \( (x, t) \), denoted as \( (e_0, e_1, \ldots, e_n)_t \), and the path \( t \mapsto (e_0, e_1, \ldots, e_n)_t \in P_{SO(n,1)}(M \times \mathbb{R}, \mathbb{G}) \) is parallel. We obtain an isomorphism of \( P_{SO(n,1)} \)-principal bundles preserving the connection-1-form
\[
P_{SO(n,1)}(M \times \mathbb{R}, \mathbb{G}) 
\to P_{SO(n,1)}(M \times \mathbb{R}, \mathbb{G})
\]
\[
((e_0, e_1, \ldots, e_n), t) 
\to (e_0, e_1, \ldots, e_n)_t
\]
This map yields a canonical isomorphism of principal bundles with connection-1-form between \( P_{SO(n,1)}(M \times \mathbb{R}, \mathbb{G}) \) and the pull-back of \( P_{SO(n,1)}(M \times \mathbb{R}, \mathbb{G}) \) under the projection map \( M \times \mathbb{R} \to M \times \{0\} \). This canonical isomorphism lifts to the spin structure, and then to the spinor bundle. We obtain an isomorphism
\[
E : \Gamma(SM) = \Gamma(SM_{|M}) \to \{ \varphi \in \Gamma(SM) \mid \overline{\nabla}, \varphi = 0 \}
\]
which is a right inverse to restriction, and which satisfies \( E(\nabla_X \psi) = \nabla_X E(\psi) \) for all \( X \in TM \). For \( \psi = \varphi \), we see that \( E(\varphi) \) is a parallel extension of \( \varphi \) to \( M \times \mathbb{R} \).

The statement about the Dirac flow follows from \( V_\varphi = -U_\varphi + u_\varphi e_0 = \partial_t \).

5. The kernel of the Dirac–Witten operator

The main goal of the article is to detect non-trivial homotopy groups in \( \mathcal{T}^2(M) \) using index theory. For this it is of crucial importance to find sufficient criteria for \( M \) and \( (g, K) \in \mathcal{T}^2(M) \) for the Dirac–Witten operator \( \overline{\mathcal{D}}^{(g, K)} \) to be invertible.

5.1. Dirac–Witten operators and Schrödinger–Lichnerowicz formula. Let us summarize some facts about the Dirac–Witten operator which essentially go back to [47]. For a coordinate free presentation we refer to [40] which provides sufficiently detailed proofs. The Schrödinger–Lichnerowicz type formula also plays a major role in [26] and [23].

All references above only treat irreducible complex spinors. The facts below also hold for other types of spinors, as the proofs do not rely on the particular choice of spinor module. For \( Cl_{n,1} \)-linear spinors, which are of a main interest to us, this is also an immediate consequence of Corollaries 3.3 and 3.5.

Let \( \overline{\Sigma}M \) be a hypersurface spinor bundle of \( (M, g, K) \) as explained in Section 4.1. The Dirac–Witten operator \( \overline{\mathcal{D}} \) of \( \overline{\Sigma}M \) is defined similarly its Dirac operator \( \mathcal{D} \), but using the connection \( \nabla \) instead of \( \nabla \), i.e., by the local formula
\[
\overline{\mathcal{D}} \varphi = \sum_{i=1}^n e_i \cdot \nabla_{e_i} \varphi,
\]
where \( (e_1, \ldots, e_n) \) is a local orthonormal frame of \( TM \). A short calculation using (5) provides that Dirac-Witten and Dirac operator are related by the formula
\[
\overline{\mathcal{D}} \varphi = \mathcal{D} \varphi - \frac{1}{2} \text{tr}(K)e_0 \cdot \varphi.
\]
keeping in mind that \( \text{tr}(K) = -\text{tr}(W) \) by our sign conventions. From this formula, we can see that \( \slashed{D} \) shares the principal symbol of \( \slashed{D} \), and thus is a generalized Dirac operator. Moreover, as \( e_0 \) is self-adjoint w. r. t. the positive definite scalar product, \( \slashed{D} \) is formally self-adjoint. Thus many functional analytic properties of Dirac operators, e. g., discreteness of the spectrum, also apply to \( \slashed{D} \). It is hence also not surprising that the Dirac–Witten operator satisfies a Schrödinger–Lichnerowicz type formula, which reads

\[
\slashed{D}^2 = \nabla^* \nabla + \frac{1}{2} (\rho - e_0 \cdot j^4),
\]

(15)

with

\[
2\rho = \text{scal} + (\text{tr } K)^2 - |K|^2 \\
j = -d(\text{tr } K) + \text{div } K.
\]

This formula can be either deduced from the Schrödinger-Lichnerowicz formula of \( \slashed{D} \) using (5) and (14), or checked by a straightforward calculation, which is done in [40, Sec. 3].

5.2. From the kernel of the Dirac–Witten operator to initial data triples.

The goal of this paragraph is to investigate the kernel of the Dirac-Witten operator on a closed manifold \( M \). This will contribute to our efforts in this and the following subsections to find obstructions against the existence of non-zero harmonic Dirac-Witten spinors, i.e., spinors \( \psi \equiv 0 \) with \( \slashed{D} \psi = 0 \).

**Theorem 5.1.** Let \( M \) be a closed spin manifold of dimension \( n \). We assume that the initial data set \( (g, K) \) satisfies the dominant energy condition, i.e. \( \rho \geq |j| \). Then for any \( \varphi \in \ker \slashed{D} \) the triple \( (g, K, \varphi) \) satisfies the constraint equation (10) of the Cauchy problem for a parallel spinor. Moreover, \( (pe_0 - j^4) \cdot \varphi = 0 \) in this case.

Thus, under the assumptions of the theorem, \( (g, K, \varphi) \) is an initial data triple, as defined in Definition 4.2.

**Proof.** We calculate for an arbitrary spinor \( \varphi \)

\[
\langle (\rho - e_0 \cdot j^4) \cdot \varphi, \varphi \rangle \geq (\rho - |e_0| |j^4|) |\varphi|^2 \geq 0.
\]

For a harmonic Dirac–Witten spinor, the Schrödinger–Lichnerowicz formula (15) then implies

\[
0 = \int_M \langle \slashed{D}^2 \varphi, \varphi \rangle \geq \int_M \langle \nabla^* \nabla \varphi, \varphi \rangle.
\]

As \( M \) is assumed to be closed, this yields \( \nabla \varphi = 0 \) via partial integration, which in turn is equivalent to (10). The second assertion then follows immediately from

\[
0 = \slashed{D}^2 \varphi = \nabla^* \nabla \varphi + \frac{1}{2} (\rho - e_0 \cdot j^4) \varphi.
\]

\[ \square \]

**Lemma 5.2.** Assuming the setup of Theorem 5.1, let \( u_\varphi := |\varphi|^2 \) and let \( U_\varphi \) be the Riemannian Dirac current of \( \varphi \), see (6). Then \( pe_0 - j^4 \) and \( V_\varphi := u_\varphi e_0 - U_\varphi \) are linearly dependent.
Proof. It suffices to show that \( \rho U_\varphi = u_\varphi j^1 \). For any \( X \in TM \), we calculate

\[
g(\rho U_\varphi, X) = \rho g((e_0 \cdot X \cdot \varphi, \varphi)) = g((X \cdot \varphi, \rho e_0 \cdot \varphi))
\]

\[
= g((X \cdot \varphi, j^1 \cdot \varphi)) = \frac{1}{2} ((X \cdot \varphi, j^1 \cdot \varphi) + (j^1 \cdot \varphi, X \cdot \varphi))
\]

\[
= \frac{1}{2} ((j^1 \cdot X \cdot \varphi, \varphi) + (X \cdot j^1 \cdot \varphi, \varphi)) = g(j^1, X) \| \varphi \|^2
\]

and the assertion follows.

From now on, we assume that \( M \) is connected. Otherwise, the following arguments apply componentwise. Unless \( V_\varphi \equiv 0 \), which is the case if and only if \( \varphi \equiv 0 \), it follows from Lemma 4.3 that \( V_\varphi \) is either lightlike everywhere or timelike everywhere.

Corollary 5.3. If \( M \) is a closed connected spin manifold, \( (g, K) \) an initial data set on \( M \) subject to the dominant energy condition and \( \varphi \in \ker D \) with \( V_\varphi \) timelike everywhere, then \( \rho \equiv 0 \equiv j \).

Proof. From the previous lemma, we get that \( \rho e_0 - j^1 \) is either 0 or timelike, being a multiple of \( V_\varphi \). On the other hand, as \( \varphi \) is nowhere vanishing, it follows from \( (\rho e_0 - j^1) \cdot \varphi = 0 \) that \( \rho e_0 - j^1 \) is either 0 or lightlike. So \( \rho e_0 - j^1 = 0 \).

We get the following obstructions to the existence of nowhere vanishing Dirac-Witten harmonic spinors.

Theorem 5.4. Let \( M \) be a closed connected spin manifold with a timelike initial data triple \( (g, K, \varphi) \). Then \( M \) carries a Ricci-flat metric with a parallel spinor.

Proof. We embed \( M \) into the Lorentzian manifold \((M \times \mathbb{R}, \tilde{g})\) from Theorem 4.5; note that (11) is satisfied because of (10), see Lemma 4.3. Recall, that \((M \times \mathbb{R}, \tilde{g})\) carries a parallel spinor \( \tilde{\varphi} \) extending \( \varphi \) and that its Dirac flow is given by the (parallel) vector field \( \partial_t \). We denote by \( T \) the parallel vector field with \( \tilde{g}(T, T) = -1 \) obtained by normalizing \( \partial_t \). We now define \( h \) to be the Riemannian metric on \( M \) such that the canonical projection \( \pi: M \times \mathbb{R} \to M \) is a semi-Riemannian submersion, i.e., \( \tilde{g}(X, Y) = -\tilde{g}(T, X)\tilde{g}(T, Y) + h(d_p \pi(X), d_p \pi(Y)) \) for all \( p \in M \times \mathbb{R} \) and \( X, Y \in T_p(M \times \mathbb{R}) \).

We seek to define a parallel spinor on \((M, h)\). First of all, if \((T, e_1, \ldots, e_n)\) is a space- and time-oriented generalized \( \tilde{g} \)-orthonormal frame, then \( (d \pi(e_1), \ldots, d \pi(e_n)) \) is an \( h \)-orthonormal frame. Phrased differently, the \( \text{SO}(n) \)-reduction of \( P_{\text{SO}(n,1)}(M \times \mathbb{R}) \) by \( T \) is canonically isomorphic to the pullback \( \pi^* P_{\text{SO}(n)} M \to M \times \mathbb{R} \), i.e., \( (P_{\text{SO}(n,1)}M) \times \mathbb{R} \to M \times \mathbb{R} \). Passing to double covers, any spin structure \( P_{\text{Spin}_n(n,1)(M \times \mathbb{R})} \to P_{\text{SO}(n,1)}(M \times \mathbb{R}) \) induces a spin structure on the \( \text{SO}(n) \)-reduction, and this corresponds uniquely to a spin structure on \((M, h)\). To summarize, the principal bundles discussed so far fit into the following commutative
diagram, where all (proper) squares are pullbacks:

\[
\begin{array}{ccc}
P_{\text{Spin}_c(n,1)}(M \times \mathbb{R}) & \xleftarrow{(P_{\text{Spin}_c(n)}M) \times \mathbb{R}} & P_{\text{Spin}_c(n)}M \\
\downarrow & & \downarrow \\
P_{\text{SO}(n,1)}(M \times \mathbb{R}) & \xleftarrow{(P_{\text{SO}(n)}M) \times \mathbb{R}} & P_{\text{SO}(n)}M \\
\downarrow & & \downarrow \\
M \times \mathbb{R} & \xrightarrow{\pi} & M
\end{array}
\]

In particular, a spinor bundle of \((M \times \mathbb{R}, \mathcal{F})\) may be obtained by pulling back a corresponding spinor bundle of \((M, h)\), and we shall henceforth identify \(\Sigma(M \times \mathbb{R}) \cong (\Sigma M) \times \mathbb{R}\).

As \(T\) is \(\nabla\)-parallel, the Levi-Civita connection \(\nabla\) of \(\mathcal{F}\) induces a connection on \((P_{\text{SO}(n)}M) \times \mathbb{R} \to M \times \mathbb{R}\) and this connection coincides with the pullback of the Levi-Civita connection \(\nabla\) of \(h\). The latter statement follows from the fact that for any \(Y \in \Gamma(TM)\) the unique \(\pi\)-related vector field \(\overline{Y} \in \Gamma(T^\perp M) \subset \Gamma(T(M \times \mathbb{R}))\) satisfies \(d\pi(\overline{\nabla_X \overline{Y}}) = \nabla_{d\pi(X)} \overline{Y}\) for all \(X \in T(M \times \mathbb{R})\), which in the case \(\mathcal{F}(X, T) = 0\) is \([39, \text{Lem. 7.45 (3)}]\) and holds for \(X = T\) as \(d\pi(\overline{\nabla_T \overline{Y}}) = d\pi([T, Y]) + d\pi(\overline{\nabla_T Y}) = [d\pi(T), d\pi(Y)] + 0 = 0\). It follows immediately that the connections induced by the Levi-Civita connections also coincide on the spin level. In particular, after passing to associated bundles, a spinor \(\overline{\psi} \in \Gamma((\Sigma M) \times \mathbb{R})\) is a pulled-back spinor \(\psi \in \Gamma(\Sigma M)\) if and only if \(\overline{\nabla_T \overline{\psi}} = 0\) and in this case \(\nabla_{d\pi(X)} \overline{\psi} = \nabla_{d\pi(X)} \psi\).

Applying this to \(\overline{\mathcal{F}}\) yields the desired parallel spinor on \((M, h)\). It should be noted that the spin structure constructed on \((M, h)\) and the spin structure we started with on \((M, g)\) correspond to the same topological spin structure on \(M\).

**Corollary 5.5.** Let \(M\) be a closed connected spin manifold, \((g, K)\) an initial data set on \(M\) subject to the dominant energy condition and \(\psi \in \ker L^\perp \setminus \{0\}\). If \(V_\psi\) is lightlike, then \(b_1(M) \neq 0\). If \(V_\phi\) is timelike, then \(M\) carries a Ricci-flat metric with a parallel spinor.

**Proof.** If \(V_\psi\) is lightlike, then \(U_\psi^1\) is a nowhere vanishing closed 1-form on \(M\), thus \([U_\psi^1]\) is a non-trivial element in \(H^1_{\text{dR}}(M)\).

If \(V_\phi\) is timelike, then the statement follows immediately from Theorems 5.1 and 5.4.

Thus we have reduced the question for topological obstructions to timelike initial data triples to the well-studied problem of determining obstructions to have a metric whose restricted holonomy is a product of group \(\text{SU}(k_1), \text{Sp}(k_2), G_2\) and \(\text{Spin}(7)\), see Subsection 2.3 for details. In the lightlike case, we will derive further conclusions in the following subsections.

**Examples 5.6.** Let us give some examples of closed manifolds with obstructions to Ricci-flat metrics with nowhere vanishing parallel spinors. Due to Theorem 5.4 this also provides obstructions to timelike initial data triples. Some of these examples also feature a zero first Betti number so that there is no non-trivial initial data triple at all according to Corollary 5.5.

(1) If \(M\) is a closed \(n\)-dimensional Ricci-flat manifold, then it follows from the Cheeger-Gromoll splitting theorem that its fundamental group contains a free abelian subgroup of finite index and rank at most \(n\), see e.g., [42, Chap. V,
Theorem 3.11). In particular, \( \pi_1(M) \) is virtually abelian and has polynomial growth of degree at most \( n \). This yields an obstruction to a timelike initial data triple. E.g. manifolds that admit a metric of negative sectional curvature have an exponentially growing fundamental group and are thus ruled out.

(2) Let \( k \in \mathbb{N} \). For \( x, y \in \mathbb{R}^k, z \in \mathbb{R} \) consider the matrix \( H_{x,y,z} \), the \( 2k+1 \)-dimensional Heisenberg group \( H_{2k+1} \) and the lattice \( L_{2k+1} \) as follows:

\[
H_{x,y,z} := \begin{pmatrix}
1 & x_1 & x_2 & \ldots & x_k & z \\
0 & 1 & 0 & \ldots & 0 & y_k \\
0 & 0 & 1 & 0 & \ldots & y_{k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & y_1 \\
0 & 0 & 0 & \ldots & 0 & 1
\end{pmatrix},
\]

\[
\mathcal{H}_{2k+1} := \{ H_{x,y,z} \mid x, y \in \mathbb{R}^k, z \in \mathbb{R} \}, \quad L_{2k+1} := \{ H_{x,y,z} \mid x, y \in \mathbb{Z}^k, z \in \mathbb{Z} \}.
\]

The \( 2k+1 \)-dimensional Heisenberg manifold \( \mathbb{H}_{2k+1} := L_{2k+1} \backslash \mathcal{H}_{2k+1} \) has fundamental group \( L_{2k+1} \) which grows as a polynomial of degree \( 2k+2 > 2k+1 = \dim \mathbb{H}_{2k+1} \). Thus there are no Ricci-flat metrics on \( \mathbb{H}_{2k+1} \). This manifold has first Betti number \( b_1(\mathbb{H}_{2k+1}) = 2k \).

(3) The map \( H_{x,y,z} \mapsto H_{-x,-y,z} \) defines a group automorphism of order 2 and we can consider the associated semi-direct product

\[
\Gamma := L_{2k+1} \rtimes \mathbb{Z}/2\mathbb{Z}.
\]

Consider a manifold \( M \) of dimension in \( \{4, 5, \ldots, 2k+1\} \) with \( \pi_1(M) = \Gamma \). Again the fundamental group of \( M \) grows as a polynomial of order \( 2k+2 \), thus no Ricci-flat metric exists. Because of \( \Gamma/[\Gamma, \Gamma] = (\mathbb{Z}/2\mathbb{Z})^{2k+1} \), we also have \( b_1(M) = 0 \).

(4) Further obstructions come from special holonomy. If a closed spin manifold \( M \) has a timelike initial data triple, and hence, also a metric with parallel spinor, then a finite cover of \( M \) is isometric to a Riemannian product of manifolds with trivial holonomy, with holonomy \( SU(m) \) (Calabi-Yau manifold), with holonomy \( Sp(m) \) (hyper-Kähler manifold), \( G_2 \) and \( Spin(7) \). Thus, this covering has a nontrivial parallel 1-forms (in the case of a trivial factor), a parallel 2-form (in the case of an \( SU(m) \)-factor or an \( Sp(m) \)-factor, a parallel 3-form (in the case of a \( 7 \)-dimensional \( G_2 \)-factor, or a parallel 4-form (in the case of an \( 8 \)-dimensional \( Spin(7) \)-factor). In particular, all spheres \( S^n, n \geq 2 \) do not carry a timelike initial data triple.

(5) If \( M \) is a closed connected spin manifold of dimension \( n = 4k \) with \( |\hat{A}(M)| > 2^{2k-1} \), then \( M \) does not carry a Ricci-flat metric with parallel spinor. Arguing by contradiction, we assume that there exists a metric \( g \) with \( \text{scal}^g \geq 0 \). Then partially integrating the Schrödinger-Lichnerowicz formula yields that any harmonic spinor \( \varphi \) on \( (M, g) \) is parallel: \( 0 = \| \mathcal{D} \varphi \|_{L^2}^2 > \| \nabla \varphi \|_{L^2}^2 \). This is true for any spinor bundle, but we restrict our attention to the complex irreducible one. In this case, the Atiyah-Singer index theorem states that \( \hat{A}(M) = \text{ind} \mathcal{D} = \dim \ker(\mathcal{D}|_{\Sigma^{-1}M}) - \dim \ker(\mathcal{D}|_{\Sigma^{-1}M}) \) and the inequality above yields that either \( \Gamma(\Sigma^+M) \) or \( \Gamma(\Sigma^-M) \) must contain more than \( 2^{2k-1} \) parallel spinors. This is a contradiction, as the rank of the half spinor bundles is \( 2^{2k-1} \). This yields a bunch of examples, as the \( \hat{A} \)-genus is additive under the direct sum operation. For instance, if \( M \) is the connected sum of two or more copies of a \( K3 \)-surface with the same orientation, then we have \( |\hat{A}(M)| \geq 4 \), and thus...
the assumption is satisfied. Note that as the $K3$-surface is simply connected, we again have $b_1(M) = 0$.

5.3. Examples of lightlike (generalized) initial data triples. In this and the following subsections we want to analyze lightlike initial data triples, and we will try to derive necessary conditions for their existence. For this the following modification of Definition 4.2 will be helpful.

**Definition 5.7.** Let $M$ be a connected manifold whose universal covering $\widetilde{M}$ is spin. A generalized initial data triple $(g,K,\varphi)$ on $M$ consists of a Riemannian metric $g$, a symmetric 2-tensor $K$ and a nowhere vanishing spinor $\varphi \in \Gamma(\Sigma M)$ on the universal covering solving \((10)\) for the pullbacks of $g$ and $K$ to $\widetilde{M}$, with the condition that the Riemannian Dirac current $U_\varphi$ is the pullback of a vector field on $M$. Again, we say that the triple is lightlike (or timelike), if the Lorentzian Dirac current is lightlike (or timelike) everywhere.

Our goal is to obtain necessary conditions for a closed manifold $M$ to admit a lightlike generalized initial data triple. For a better understanding of our proof, it is helpful to have some examples of lightlike generalized initial data triples in mind.

**Example 5.8.** Let $(W,g_0)$ be an $n$-dimensional euclidean vector space, and let $V$ be a hyperplane with unit normal vector $N$, viewed as a parallel vector field on $W$. Let $\cdot$ be the Clifford multiplication of a spinor bundle of $(W,g_0)$, given by a representation that admits a symmetric involution $e_0$, anti-commuting with Clifford multiplication by vectors in $W$. Thus, a further Clifford multiplication is given by $X \cdot \psi := -ie_0 \cdot X \cdot \psi$.

There is a non-zero parallel spinor field $\varphi_0$ with $N \cdot \varphi_0 = i \varphi_0$. With the calculation $g(U_{\varphi_0},X) = \langle X \cdot \varphi_0, N \cdot \varphi_0 \rangle = g(X,N) \| \varphi_0 \|^2$ we see $U_{\varphi_0} = \| \varphi_0 \|^2 N$. As a result $\varphi_0$ solves \((10)\) with $K = 0$ and thus $(g_0,0,\varphi_0)$ is a lightlike initial data triple on $W$. Let $\Gamma$ be a lattice in $W$. Then the initial data triple $(g_0,0,\varphi_0)$ factors to an initial data triple $(g,0,\varphi)$ on $M := W/\Gamma$. Assume that $w_1,\ldots,w_n$ is a $Z$-basis of $\Gamma$, $w_n \notin V$, and write $w_i = v_i + s_i w_n$ with $v_i \in V$ and $s_i \in \mathbb{R}$. If $s_1,\ldots,s_{n-1}$ are all rational, then the image of $V$ in $M$ is a torus, otherwise it is a dense leaf of some (flat) foliation of codimension 1. If $s_1,\ldots,s_{n-1},s_n = 1$ are rationally linearly independent, then the leaves are simply connected and thus isometrically immersed euclidean spaces of dimension $n - 1$.

In the rational case we may choose positive, smooth, $\Gamma$-invariant and $V$-invariant functions $f_1,f_2 : W \to \mathbb{R}$, then $(f_1 g,K,f_2 \varphi)$ is again a lightlike initial data triple of $M$ for some suitable $K_0$, see [1].

**Example 5.9.** Recall that for $x,y,z \in \mathbb{R}$ the matrix $H_{x,y,z}$, the Heisenberg group $\mathcal{H}_3$ and the lattice $L_3$ were defined in Example 5.6 (2). For a real number $\alpha$ we define $s : \mathcal{H}_3 \to \mathbb{R}$, $s(H_{x,y,z}) = y + \alpha x$, which is a Lie group homomorphism and whose level sets define a left-invariant codimension 1 foliation of $\mathcal{H}_3$, and this foliation descends to a foliation of $\Gamma(\mathcal{H}_3)$ for any lattice $\Gamma$ in $\mathcal{H}_3$, e.g., $\Gamma = L_3$. We want to construct lightlike generalized initial data triples on $\mathbb{H}_3 = L_3/\mathcal{H}_3$.

At first we equip $\mathcal{H}_3$ with a left-invariant metric $g$. The leaves of the foliation carry a flat metric, and their second fundamental form is left-invariant as well, in particular it is parallel along the leaves. We will now show that there exist a symmetric 2-tensor $K$ and a spinor $\varphi$ such that $(g,K,\varphi)$ defines a lightlike initial data triple on $\mathcal{H}_3$, the Riemannian Dirac current $U_\varphi$ is proportional to $\text{grad}(s)$ and $(g,K,\varphi)$ descends to a generalized initial data triple on $\mathbb{H}_3$. 


As a technical interplay we also consider the lattice \( \Gamma_\alpha := \langle H_{1, -\alpha}, H_{0,1,0} \rangle \), i.e., the group generated by \( H_{1, -\alpha} \) and \( H_{0,1,0} \) which also includes their commutator \( H_{0,0,1} \); we have \( \Gamma_0 = L_3 \). As we have \( s(H_{1, -\alpha}) = 0 \) and \( s(H_{0,1,0}) = 1 \), the function \( s \) defines a well-defined torus bundle \( s: \Gamma_\alpha \setminus H_3 \to \mathbb{R}/\mathbb{Z} \). Let \( Q^\alpha = s^{-1}(\{0\}) = \langle H_{1, -\alpha}, H_{0,0,1} \rangle s^{-1}(0) \), which is a flat torus and a Lie group, and let \( \iota : Q^\alpha \to \Gamma_\alpha \setminus H_3 \) be the inclusion.\(^4\) Let \( N \) be one of the two unit normal fields of the foliation, and let \( \Psi_t \) denote the flow along \( N \). Then \( s(\Psi_t(p)) = s(p) + \beta t \) for some \( \beta \neq 0 \), and the action of the abelian Lie group \( s^{-1}(0) \) preserves \( s^{-1}(t) \). Define \( g_t := \iota^* \Psi_t^1(g) \), where \( g \) also denotes the associated metric on \( \Gamma_\alpha \setminus H_3 \). Then \( (\langle H_{1, -\alpha}, H_{0,0,1} \rangle H_3, g) \) is isometric to \( (Q^\alpha \times \mathbb{R}, g_t + dt^2) \), and we will identify them. The manifolds and the isometry are invariant under left multiplication by \( s^{-1}(0) \). The derivative \( \frac{d}{dt}_{t=t_0} g_t \) is non-zero, invariant by the \( s^{-1}(0) \)-action and thus parallel along \( Q^\alpha \times \{ t_0 \} \) for the intrinsic connection, in particular it is \( g_{t_0} \)-divergence free.

We choose spin structures, such that non-trivial parallel spinors exist on all tori. There is a parallel spinor \( \varphi_0 \) on \( Q^\alpha \) with \( N \cdot \varphi_0 = i \varphi_0 \). Then [1, Main Constructions 15 to 17] provides a unique extension of \( \varphi_0 \) to a spinor \( \varphi \) on \( Q^\alpha \times \mathbb{R} \) with \( \nabla_N \varphi = 0 \).

One checks \( N \cdot \varphi = i \varphi \). It was proven in [1] that the spinor \( \varphi \) is \( Q^\alpha \)-invariant, thus parallel along each leaf \( Q^\alpha \times \{ t_0 \} \) with respect to the intrinsic connection. We obtain a lightlike initial data triple \( (g, K, \varphi) \) on \( Q^\alpha \times \mathbb{R} \) for some suitable \( K \) with \( U_\varphi = |\varphi_0|^2 N \) and \( u_\varphi = |\varphi_0|^2 \). By pullback we obtain a lightlike initial data triple on \( H_3 \), invariant under the action of \( H_{1, -\alpha, \varphi} \) but we do not expect it to be invariant under \( H_{0,0,1} \). It yields a lightlike generalized initial data triple on \( \mathbb{H}_3 \). The construction in [1] is such that the left invariance of \( g \) and the left invariance of the foliation imply the left invariance of \( K \) – with proper identifications \( K \) coincides with the second fundamental form of the leaves. Thus the tensor \( K \) descends to \( H_3 \).

We expect – although we have no proof – that a suitable modification of the metrics \( g_t \) in the class of flat metrics on tori yields non-generalized triples on \( \mathbb{H}_3 \), i.e., triples where the spinor is defined on \( \mathbb{H}_3 \).

The level sets of \( s \) give a codimension-1 foliation of \( \mathbb{H}_3 \). The leaves are 2-tori if \( \alpha \) is rational. For irrational \( \alpha \) all leaves are dense and diffeomorphic to \( S^1 \times \mathbb{R} \).

In this example \( \pi_1(\mathbb{H}_3) \) is isomorphic to \( \mathbb{Z}^2 \times \mathbb{Z} \), where the action of \( Z \) on \( \mathbb{Z}^2 \) is given by the matrix

\[
A_0 := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}
\]

Let us note without proof that one may perturb these examples to lightlike generalized initial data triples, without the symmetries above, and such that the second fundamental form of the leaves is no longer parallel, both in the case of rational and irrational \( \alpha \). However, the induced metric on the leaves remains flat. Modifications by functions \( f_1 \) and \( f_2 \) similar to the modifications in Example 5.8 are also possible, provided \( \alpha \) is rational; in this modifications \( f_1 \) and \( f_2 \) are defined on the space of leaves, which is diffeomorphic to \( S^1 \).

**Example 5.10.** Consider \( S_{k,A} := (\mathbb{Z}^k \times \mathbb{R}) \setminus (\mathbb{R}^k \times \mathbb{R}) \), where we assume that the action of \( 1 \in \mathbb{Z} \) in the semidirect product is given by a matrix \( A \in \text{SL}(k, \mathbb{Z}) \). Any curve \( \mathbb{R} \to \text{Mod}_0(\mathbb{Z}^k \setminus \mathbb{R}^k) \) \( t \mapsto [g_t] \) in the moduli space of flat tori, with \( A^t [g_{t+1}] = [g_t] \) defines a lightlike generalized initial data triple \( (g, K, \varphi) \) on \( S_{k,A} \), where see

\(^4\)Note that \( s: \Gamma_\alpha \setminus H_3 \to \mathbb{R}/\mathbb{Z} \) is not principal bundle for the group \( Q^\alpha \): it has a section and principal bundles with a section are trivial.
We have seen that there are many examples of generalized initial data \( \alpha \) with the case \( \Gamma / \text{slash.right} \) particular they are compact. Obviously \( \pi \) given by \( A \) by \([R \to \alpha] \) for examples, and for suitable spin diffeomorphisms. This version of the construction provides examples that contain \( Z^k \times Z \) as a finite index subgroup.

Note that every \( Z^k \) in the definition we assume that the torus \( k, A \) as a finite index subgroup. And again, the Dirac current \( U_\varphi \) of \( \varphi \) satisfies \( U_\varphi = c \, dt \) for some constant \( c \). In the case \( k = 2 \), \( A = A_0 \), and \( g_t \) as in Example 5.9, these examples coincide with the case \( \alpha = 0 \) constructed in Example 5.9. The modifications by periodic functions \( f_1(t) \) and \( f_2(t) \) are also possible in this example, though already covered by [1]. The leaves, given by integration of \( \ker U_\varphi^b \) are the tori with constant \( t \), in particular they are compact.

Under some special conditions one may “tilt” these examples and deform them to lightlike generalized initial data triples, such that the leaves are non-compact. Obviously \( \pi_1(S_{k,A}) = Z^k \times Z \).

Note that \( S_{k,A} \) is the mapping torus of the diffeomorphism \( Z^k \times [0, \infty) \) to \( Z^k \times \mathbb{R}^k \) given by \( A \). One also may replace \( Z^k \) by a Bieberbach group \( \Gamma \) acting \( \mathbb{R}^k \) such that \( \Gamma \times \mathbb{R}^k \) is spin with parallel spinor, see [41] for examples, and for suitable spin diffeomorphisms. This version of the construction provides examples that contain \( Z^k \times Z \) as a finite index subgroup.

Remark 5.11. A further method to obtain new examples is as follows. We start with a lightlike initial data triple \((g, K, \varphi)\) on some manifold \( M \). We solve the associated Cauchy problem, see Subsection 4.3, and we obtain a globally hyperbolic Lorentzian spin manifold \((\overline{M}, \overline{g})\), with a lightlike parallel spinor such that \( M \) is a Cauchy surface for \( \overline{M} \) with the given \((g, K, \varphi)\) induced. Now, if \( M_0 \) is another Cauchy surface for \( \overline{M} \), then the geometry and the parallel spinor on \((\overline{M}, g)\) induce a lightlike initial data triple on \( M_0 \) as well – and by pulling back with a diffeomorphism – a lightlike initial data triple \((g_0, K_0, \varphi_0)\) on \( M \). In general, the diffeomorphism \( M \to M_0 \) cannot be chosen such that \((g_0, K_0, \varphi_0)\) equals to \((g, K, \varphi)\). One may break symmetries acting on \( M \) by this construction.

The same construction works for lightlike generalized initial data triples with the obvious modifications.

Summary. We have seen that there are many examples of generalized initial data triples on closed manifolds. The fundamental group of all of them is virtually solvable of derived length at most 2. We will show in the following subsections that this is indeed a necessary condition.

5.4. Lightlike initial data manifolds and other notation.

Definition 5.12. We say that an \( n \)-dimensional closed connected spin manifold \( M \) is a \textit{lightlike initial data manifold of rank} \( \ell \in \{0, 1, \ldots, n-1\} \) \textit{if there is a simply-connected closed} \((n-\ell-1)\)-dimensional manifold \( P \), an oriented spin diffeomorphism \( f: P \to P \), a path \([0, 1] \ni t \to h_t \) of structured Ricci-flat metrics on \( P \) with \( h_0 = f^* h_1 \), and a matrix \( A \in \text{SL}(\ell, \mathbb{Z}) \) such that \( M \) is spin diffeomorphic to

\[
P \times \left( Z^\ell \times \mathbb{R}^\ell \right) \bigg/ \{ p, x, 0 \} = (f(p), Ax, 1) .
\]

In the definition we assume that the torus \( Z^\ell \times \mathbb{R}^\ell \) carries the spin structure, such that the spin structure has a trivialization that is parallel for the euclidean metric. Note that every \( \ell \)-dimensional torus with a spin structure has a double cover that is spin-diffeomorphic to \( Z^\ell \times \mathbb{R}^\ell \) with this spin structure. Recall that a Ricci-flat metric
on $P$ is called structured if the universal cover of $P$ is spin and carries a non-trivial parallel spinor. In the definition above, simply-connectedness of $P$ implies that a metric is structured Ricci-flat on $P$ if and only if it carries a non-trivial parallel spinor.

In particular, the fundamental group of any lightlike initial data manifold $M$ of rank $\tau$ is of the form $\pi_1(M) = \mathbb{Z}^\tau \rtimes \mathbb{Z}$ and its first Betti number satisfies $b_1(M) = 1 + \dim \ker(A - 1)$.

The following proposition is an immediate consequence of [1, Main Constructions 15–17].

**Proposition 5.13.** Any lightlike initial data manifold carries a lightlike generalized initial data triple $(g, K, \varphi)$.

We conjecture that the converse of this statement is true up to a finite covering.

**Conjecture 5.14.** Let $M$ be an $n$-dimensional closed connected spin manifold, $(g, K, \varphi)$ a lightlike generalized initial data triple. Then $M$ is finitely covered by a lightlike initial data manifold.

We will explain how to prove that the conjecture holds in a special case.

In fact, suppose that $(g, K, \varphi)$ is a lightlike generalized initial data triple. By assumption the Riemannian Dirac current of $\varphi$ is the pullback of some $U \in \Gamma(TM)$. Then $U^\perp$ is a closed 1-form, and the kernel of $U^\perp$ integrates to a foliation $\mathcal{F}$ of codimension 1. Let $\Phi_i : M \to M$ be the flow of the the vector field $U/|U|^2$. This flow maps leaves of $\mathcal{F}$ diffeomorphically to other leaves, and it acts transitively on the space of leaves. In particular, either all leaves are compact or all leaves are non-compact. We will confirm the conjecture in the case of compact leaves, see Theorem 5.15. We expect that triples with non-compact leaves can be deformed to triples with compact leaves, but a full proof is still missing.

Before, we will discuss the case of compact and non-compact leaves separately, we will introduce some joint notation. Let $\pi : \overline{M} \to M$ be the universal covering. Let $s : \overline{M} \to \mathbb{R}$ be a smooth function with $ds = \pi^*(U^\perp)$, and set $\overline{Q}_\sigma := s^{-1}(\sigma)$. Let $\overline{\Phi}_s : \overline{M} \to \overline{M}$ be the flow of the pullback of the vector field $U/|U|^2$. Obviously, it is a lift of $\Phi_i$ and satisfies $s(\overline{\Phi}_s(x)) = s(x) + t$. We obtain a diffeomorphism $\overline{\phi}_0 \times \mathbb{R} \to \overline{M}$, $(x, t) \mapsto \overline{\phi}_0(x)$. Thus $\overline{M}$ and $\overline{\phi}_0$ are homotopy equivalent, in particular $\overline{\phi}_0$ is simply-connected.

The leaves of $\mathcal{F}$ are thus given by $Q_\sigma := \pi(\overline{Q}_\sigma), \sigma \in \mathbb{R}$. Let $\overline{g}_\sigma$ and $g_\sigma$ be the induced metrics on $\overline{Q}_\sigma$ and $Q_\sigma$, respectively. According to Leistner and Lischewski [36, Theorem 4] $g_\sigma$ is a structured Ricci-flat metric on $Q_\sigma$. As the 1-form $\pi^*(U^\perp)$ is invariant under the deck transformation group of $\overline{M} \to M$, there is a group homomorphism $S : \pi_1(M) \to \mathbb{R}$, satisfying $s(\gamma \cdot x) = s(\gamma) + s(x)$ for any $\gamma \in \pi_1(M)$ and $x \in M$, where $\pi_1(M)$ is identified with the deck transformation group by fixing a base point in $\overline{M}$. The image of $S$ is never $\{0\}$, as this would imply that $s$ is a pullback from $M$ and thus has a maximum. If the image of $S$ is a discrete set, say $\sigma_0 \mathbb{Z}$, then $s$ factors to a well-defined map $M \to \mathbb{R}/\sigma_0 \mathbb{Z}$, and thus the leaves are compact. Conversely, if a leaf $Q_\sigma$ is compact, then for small $\varepsilon > 0$ the map $Q_\sigma \times (-\varepsilon, \varepsilon) \to M$, $(x, t) \mapsto \Phi_i(x)$ is injective, and thus its lift $\overline{Q}_\sigma \times (-\varepsilon, \varepsilon) \to \overline{M}$, $(x, t) \mapsto \overline{\Phi}_s(x)$ will not hit the preimage of $Q_\sigma$ other than in $\overline{Q}_\sigma$. Hence the image of $S$ is disjoint from $(-\varepsilon, \varepsilon) \setminus \{0\}$. We have thus seen that the image of $S$ is discrete if and only if the leaves are compact.
5.5. Lightlike generalized initial data triples with compact leaves. We now consider the case of a compact leaf.

Theorem 5.15. Let $M$ be an $n$-dimensional closed connected spin manifold with a lightlike generalized initial data triple $(g, K, \varphi)$. Assume that the leaves of the associated foliation $\mathcal{F}$ – defined at the end of Subsection 5.4 – are compact. Then:

1. There is a spin diffeomorphism $F : Q_0 \to Q_0$, and some $\sigma_0 > 0$ such that $M$ is spin diffeomorphic to

$$Q_0 \times [0, \sigma_0] \big/ (q, 0) \sim (F(q), \sigma_0).$$

The pulled-back metrics $\hat{g}_\sigma$ on $Q_0 \times \{\sigma\}$ define a path of structured Ricci-flat metrics on $Q_0$ with $F^* \hat{g}_{\sigma_0} = \hat{g}_0$. In particular, we have $\pi_1(M) \cong \pi_1(Q_0) \rtimes \mathbb{Z}$, where the action of $\mathbb{Z}$ on $\pi_1(Q_0)$ is defined by the map $\pi_1(F) : \pi_1(Q_0) \to \pi_1(Q_0)$.

2. $M$ is finitely covered by a lightlike initial data manifold.

3. If $(g, K, \varphi)$ is a lightlike initial data triple, i.e., if additionally $\varphi$ is a spinor on $M$, then the metrics $\hat{g}_\sigma$ on $Q_0$ carry a non-zero parallel spinor.

Proof. In case that the leaves are compact, then the image of $S$ is a discrete subgroup of $\mathbb{R}$, and let $\sigma_0 > 0$ be the positive real number with $\text{im } S = \sigma_0 \mathbb{Z}$. The map $Q_0 \times [0, \sigma_0] \to M, (x, t) \mapsto \Phi_t(x)$ yields a spin diffeomorphism as claimed in (1) – yet still without the property that $F = \Phi_{\sigma_0}$ preserves the basepoint (so that $\pi_1(F)$ is well-defined). This can be fixed by considering $(x, t) \mapsto \Phi_t \circ \Psi^{-1}_t(x)$ instead, for a suitable family of spin diffeomorphisms $\Psi_t$ to be defined in the proof of (2) below. We now apply [36, Theorem 4] which is possible as Equation (1.8) in [36] – which essentially agrees with our Equation (12) – is satisfied, see Corollary 4.4. It follows from there that $g_\sigma$ and thus $\hat{g}_\sigma$ is structured Ricci-flat, and with the stronger assumption in (3) these metrics carry a non-zero parallel spinor. Thus (1) and (3) are proven.

It remains to prove (2). As $(Q_0, g_0)$ is structured Ricci-flat and compact its universal covering $(\tilde{Q}_0, \tilde{g}_0)$ is isometric to $(P, h_0) \times (\mathbb{R}^\ell, g_{\text{eucl}})$, where $(P, h_0)$ is a simply-connected compact structured Ricci-flat manifold with a finite isometry group $\text{Isom}(P, h_0)$. We will fix a base-point $p$ of $\tilde{Q}_0$, mostly suppressed in notation, in order to identify deck transformations of $\tilde{Q}_0$ and $\tilde{M}$ with elements in $\pi_1(Q_0)$ and $\pi_1(M)$. We determine a smooth family of spin diffeomorphisms $\Psi_t : Q_0 \to Q_0$, $\Psi_0 = \text{id}_{Q_0}$, with lift $\tilde{\Psi}_t : \tilde{Q}_0 \to \tilde{Q}_0$, $\tilde{\Psi}_0 = \text{id}_{\tilde{Q}_0}$, such that $\tilde{\Psi}_\sigma(p) = \tilde{\Phi}_\sigma(p)$. We choose $F = \Phi_{\sigma_0} \circ (\Psi_{\sigma_0})^{-1}$ whose lift $\tilde{F} = \tilde{\Phi}_{\sigma_0} \circ (\tilde{\Psi}_{\sigma_0})^{-1}$ is base point preserving. Then the induced map $\pi_1(F)$ is an automorphism of $\pi_1(Q_0)$. Note that $\tilde{F}$ of $F$ is a deck transformation and thus gives rise to some $\beta_F \in \pi_1(M)$. We obtain $\pi_1(M) = \pi_1(Q_0) \rtimes \mathbb{Z}$ where $\beta_F$ generates $\mathbb{Z}$.

We have $\pi_1(Q_0) \subset \text{Isom}(Q_0) = \text{Isom}(P, h_0) \times (\mathbb{R}^\ell \rtimes O(\ell))$ as isometries of $\tilde{Q}_0$ have to map the flat factor to the flat factor and the factor with the nowhere flat metric $h_0$ to itself as well. The projection $\Pi_2(\pi_1(Q_0)) \in \mathbb{R}^\ell \rtimes O(\ell)$ of $\pi_1(Q_0)$ acts discretely and cocompactly on $\mathbb{R}^\ell$, and thus it is a crystallographic group. Hence, $\Pi_2(\pi_1(Q_0))$ contains a (unique) maximal free abelian group $A_0$ of rank $\ell$ of finite index whose deck transformations act isometrically on $\mathbb{R}^\ell$ by translations, and we know that there is a short exact sequence $1 \to A_0 \to \Pi_2(\pi_1(Q_0)) \to T \to 1$ for some finite group $T$. The translations in $A_0$ actually come with a lift to the spin
structure; let \( A_1 \) be the subgroup in \( A_0 \) of those elements that have a trivial lift; it
either is of index 1 or 2. We define \( \Gamma_0 := \Pi_2^1(A_1) \), which is a normal subgroup of
finite index in \( \pi_1(Q_0) \). As \( \text{Isom}(P, h_0) \) is finite, there is a finite index subgroup \( \Gamma_1 \)
in \( \Gamma_0 \), normal in \( \pi_1(Q_0) \), such that \( \Gamma_1 \) acts trivially on \( P \).

Let \( \iota \) be the (finite) index of \( \Gamma_1 \) in \( \pi_1(Q_0) \). We do not know whether \( \pi_1(F) \)
preserves the subgroup \( \Gamma_1 \).

Abelian subgroups of rank \( \ell \) are contained in \( \text{Isom}(P, h_0) \times A_0 \), and thus there
are only finitely many. Thus there are finitely many free abelian subgroups of index \( \iota \) in \( \pi_1(Q_0) \). The group \( \pi_1(F) \) acts on set of free abelian subgroups of index \( \iota \).

Thus there is a number \( r > 0 \) with \( \pi_1(F)^r(\Gamma_1) = \Gamma_1 \). We set
\[
\Gamma_2 \doteqdot \Gamma_1 \cap \pi_1(F)^{-1}(\Gamma_1) \cap \cdots \cap \pi_1(F)^{-(r-1)}(\Gamma_1),
\]
which is of finite index in \( \Gamma_1 \) and thus a \( \pi_1(F) \)-invariant finite index subgroup of
\( \pi_1(Q_0) \). As a consequence the semi-direct product \( \Gamma_2 \times \mathbb{Z} \) given by this \( \pi_1(F) \)-action is a finite index subgroup of \( \pi_1(M) \).

Now \( M' = \widetilde{M}/(\Gamma_2 \times \mathbb{Z}) \) is a finite covering of \( M \) satisfying all properties of
\( M \) mentioned so far, but with the additional properties that its leaf \( Q_0' = Q_0/\Gamma_2 \) is
isometric to the product of \( (P_0, h_0) \) and a flat torus of dimension \( \ell \), and that the
leaf carries a non-trivial parallel spinor. Pulling back with the corresponding flow \( \Phi'_t \) we obtain a family of structured Ricci-flat metrics \( g'_{\sigma} \) on \( Q_0' \), and because of
results from [2] there are spin diffeomorphisms \( \Psi_\sigma : P \times (\mathbb{Z} \setminus \mathbb{R}^\ell) \to Q_0', \)
such that \( \Psi_\sigma g'_{\sigma} \) is the product metric on \( (P, h_\sigma) \times (\mathbb{Z} \setminus \mathbb{R}^\ell, (\cdot, \cdot)_{\sigma}) \), where \( (\cdot, \cdot)_{\sigma} \) is a smooth
family of scalar product on the vector space \( \mathbb{R}^\ell \).

The manifold \( M' \) is obtained as
\[
P \times (\mathbb{Z} \setminus \mathbb{R}^\ell) \times [0, \sigma_0] \ni (q, 0) \sim (F'(q), \sigma_0)
\]
for some spin diffeomorphism \( F' : P \times (\mathbb{Z} \setminus \mathbb{R}^\ell) \to P \times (\mathbb{Z} \setminus \mathbb{R}^\ell) \) with \( F'^* (h_{\sigma_0} \times (\cdot, \cdot)_{\sigma_0}) = h_0 \times (\cdot, \cdot)_{0} \) – not necessarily preserving the basepoint. As the metrics \( h_{\sigma} \) are
nowhere flat, this implies that \( F' \) is of the form \( f \times A \) where \( f \) is a spin diffeomorphism of \( P \) with \( f^* h_{\sigma_0} = h_0 \) and where \( A \in \text{SL}(\ell, \mathbb{Z}) \) is a linear diffeomorphism of
\( \mathbb{Z}^\ell \), as requested in Definition 5.12. Statement (2) then follows. \( \square \)

In particular, the fundamental group of a closed manifold carrying a lightlike
generalized initial data triple with compact leaves is virtually solvable of derived
length at most 2.

5.6. More results for all lightlike generalized initial data triples. In this
subsection we will analyze closed manifolds \( M \) with a lightlike generalized initial
data triple with non-compact leaves. We will show that also in this case the funda-
mental is virtually solvable of derived length 2. The situation is in some sense
more rigid, e.g., the denseness of the leaves implies that all fibers are isometric.

We assume further – but unfortunately we cannot yet prove it – that such triples
with non-compact leaves can be deformed to ones with compact leaves, and thus
Properties (1) and (2) of Theorem 5.15 would follow as well.

Before specializing to the non-compact case, we prove a Proposition that holds
both for compact and non-compact leaves.

**Proposition 5.16.** We assume that \( \mathcal{F} = (Q_\sigma)_{\sigma \in \mathbb{R}} \) is a foliation of a closed connected
manifold \( M \) obtained from a generalized initial data triple with induced Riemannian
metrics \( g_\sigma \) and universal coverings \( \widetilde{Q}_\sigma \), as defined at the end of Subsection 5.4.
Then, there is a number $\ell \in \{0, 1, \ldots, \dim M - 1\}$ such that for any $\sigma \in \mathbb{R}$ the manifold $(\tilde{Q}_\sigma, \tilde{g}_\sigma)$ is isometric to $(P, h_\sigma) \times (\mathbb{R}^\ell, g_{\text{eucl}})$ where $(P, h_\sigma)$ is a simply-connected compact structured Ricci-flat manifold with a finite isometry group $\text{Isom}(P, h_\sigma)$.

Furthermore, there is a numbers $k \in \mathbb{N}_0$, $k \leq \ell$ such that for any $\sigma \in \mathbb{R}$ the manifold $(Q_\sigma, g_\sigma)$ is isometric to $(R, \hat{h}_\sigma) \times (\mathbb{R}^k, g_{\text{eucl}})$ with some compact spin manifold $R$. The Riemannian manifold $(R, \hat{h}_\sigma)$ is finitely covered by the Riemannian product $(P, h_\sigma)$ and some flat torus $(L_\sigma \setminus \mathbb{R}^{\ell-k}, g_{\text{eucl}})$, where $L_\sigma$ is a lattice in $\mathbb{R}^{\ell-k}$. If the leaves of $\mathcal{F}$ are non-compact, then we may arrange the isometries such that $h_\sigma$, $\hat{h}_\sigma$ and $L_\sigma$ do not depend on $\sigma$.

**Proof.** In the case of compact leaves, the proposition immediately follows from Theorem 5.15 with $k = 0$. We thus assume that the leaves are non-compact. As a result every leaf is dense. Again, we may apply [36, Theorem 4] as [36, (1.8)] resp. (12) will be satisfied, see Corollary 4.4. Thus the induced metric $g_\sigma$ on any leaf is a structured Ricci-flat metric.

For every $\sigma \in \mathbb{R}$ determine the maximal number $\ell_\sigma$ such that $(\tilde{Q}_\sigma, \tilde{g}_\sigma)$ is isometric to the Riemannian product $(P_\sigma, h_\sigma) \times (\mathbb{R}^{\ell_\sigma}, g_{\text{eucl}})$ where $(P_\sigma, h_\sigma)$ is a complete simply connected Ricci-flat manifold. Because of the Cheeger–Gromoll splitting theorem $(P_\sigma, h_\sigma)$ does not contain a line. Recall that a line is defined as a distance minimizing geodesic, parametrized by arclength and defined on $\mathbb{R}$. If $P_\sigma$ is not a point, $h_\sigma$ must not be flat, and as Ricci-flat manifolds are analytic, it is non-flat on every non-empty open subset. Thus for every number $\rho > 0$ and every point $p \in \tilde{Q}_\sigma$, the number $\ell_\sigma$ coincides with the maximal number such that there is an isometry of an open neighborhood of $p$ in $\tilde{Q}_\sigma$ to some Riemannian product $(P', h') \times (B_{\rho}(p, \mathbb{R}^{\ell'}), g_{\text{eucl}})$, mapping $p$ to some $(p', 0)$.

By density of the leaf $\tilde{Q}_\sigma$, a flat disc $(B_{\rho}(p, \mathbb{R}^{\ell'}), g_{\text{eucl}})$ splits off in any point in any leaf, and thus the number $\ell = \ell_\sigma$ does not depend on $\sigma$. It follows that $\dim P_\sigma = n - \ell - 1$. We now argue that $P_\sigma$ is compact for any $\sigma$. So let us assume that $P_\sigma$ is not compact for some $\tau$ and thus of infinite diameter. Then for all $L > 0$ we have distance minimizing geodesics $\gamma_L : [-L, L] \to P_\sigma$, parametrized by arc-length. The image of $(\gamma_L(0), 0) \in T_{(\gamma_L(0), 0)}(P_\tau \times \mathbb{R}^\ell) \subset T\tilde{Q}_\tau$ in $TM$ is a unit length vector $v_L$, tangent to the foliation $(Q_\sigma)_{\sigma \in \mathbb{R}}$. Thus there is a sequence of $L_i \to \infty$, such that $v_{L_i}$ converges to some unit vector $v$ for $i \to \infty$, and we have $v \in T\tilde{Q}_\sigma$ for some $\sigma \in \mathbb{R}$.

Consider the geodesic $\gamma_\infty : \mathbb{R} \to Q_\sigma$ in $(Q_\sigma, g_\sigma)$ with $\gamma_\infty(0) = v$. Due to a standard convergence argument, it lifts to a line in $\tilde{Q}_\sigma$, and this line it is orthogonal to the $\mathbb{R}^\ell$-component. Applying the Cheeger splitting theorem, we conclude that $(P_\sigma, h_\sigma)$ is a Riemannian product with a euclidean line. This is in contradiction to the maximality of $\ell$.

In general the diffeomorphisms $\Phi_\tau$ are no isometries, neither isometries of $M$ nor isometries from $Q_\alpha$ to $Q_{\alpha + t}$, and their lifts $\tilde{\Phi}_\tau$ do not necessarily preserve the product structure. However the following lemma provides suitable isometries on the level of the universal coverings.

**Lemma 5.17.** With the assumptions of the proposition and additionally assuming non-compact leaves, we obtain that for every $\sigma \in \mathbb{R}$, $(P_\sigma, h_\sigma)$ is isometric to $(P_0, h_0) =: (P, h)$. There is a 1-parameter group of isometries $\Xi_\sigma : (P, h) \times (\mathbb{R}^\ell, g_{\text{eucl}}) \to (\tilde{Q}_\sigma, \tilde{g}_\sigma)$, depending smoothly on $\sigma \in \mathbb{R}$.

---

5We are able to construct examples, where it does not.
The proof of the lemma will be given in the Appendix B.

The group $\Gamma := \ker S$ acts on $Q_\sigma$, and we have $Q_\sigma = \Gamma \backslash \tilde{Q}_\sigma$. Using the isometry $\Xi_\sigma$ we obtain an isometric, free and properly discontinuous action of $\Gamma$ on $P \times \mathbb{R}^k$ which depends smoothly on $\sigma$. We want to split $\mathbb{R}^\ell = V_1 \oplus V_2$ orthogonally as affine euclidean spaces into a summand $V_1$ on which $\Gamma$ acts trivially, and into a summand $V_2$ with a cocompact action of $\Gamma$ on $P \times V_2$. This splitting may depend on $\sigma$. We choose a maximal number $k = k(\sigma)$ such that $(Q_\sigma, g_\sigma)$ is isometric to the Riemannian product $(R_\sigma, \hat{h}_\sigma) \times (\mathbb{R}^k, g_{\text{eucl}})$. We proceed similarly as above, and we will show first that $k$ does not depend on $\sigma$ and then that $R_\sigma$ is a compact manifold, whose diffeomorphism type does not depend on $\sigma$ – we then have $V_1 \cong \mathbb{R}^k$ and $R_\sigma = \Gamma \backslash (P \times V_2)$.

The number $k(\sigma)$ can be characterized as follows. Given $x \in Q_\sigma$ we consider maps $\iota_{x,k} : \mathbb{R}^k \to Q_\sigma$, $0 \mapsto x$, such that they are isometric embeddings in the sense of metric spaces. This implies that $\iota_{x,k}$ maps affine lines in $\mathbb{R}^k$ to lines (i.e., length minimizing geodesics) in $(Q_\sigma, g_\sigma)$. If such a map $\iota_{x,k}$ exists, then the Cheeger splitting theorem allows to split off a factor $\mathbb{R}^k$, and thus $\kappa \leq k(\sigma)$. Conversely, it is obvious, that a map $\iota_{x,k}$ exists through $x$ with $\kappa = k(\sigma)$. Thus $k(\sigma)$ is the maximal such $\kappa$. We also see the map $\iota_{x,k}$ through any $x \in M$ is unique up to rotations.

Now for any $\tau \in \mathbb{R}$ and $y \in Q_\sigma$ consider a sequence of $x_i \in Q_\sigma$ with $x_{i+1} \to y$ in $M$. Choose $\iota_{x_i,k(\sigma)}$ as above, and after passing to a subsequence, they will converge to an isometric embedding $\iota_{y,k(\sigma)}$ through $y$, and this implies $k(\tau) \geq k(\sigma)$ for all $\sigma, \tau \in \mathbb{R}$, i.e., $k$ is constant.

If there is a $\sigma \in \mathbb{R}$ with $R_\sigma$ non-compact, then we may obtain a line in the limit orthogonal to the $\mathbb{R}^k$-factor, similar to before and thus a contradiction. The factors $R_\sigma$ may be identified as the leaves of a foliation $\mathbb{F}_R$ given by the images of the orthogonal complements to the images of map $\iota_{x,k}$. All leaves are compact, and by shifting in the $\mathbb{R}^k$-direction or by using the flow $\Phi_t$, we obtain isomorphisms of the fundamental group of the leaves. Standard techniques about foliations [32], [38, Chap. II] imply that all leaves are diffeomorphic and that this is foliation is an $R$-manifold bundle.

The orthogonal decomposition $\mathbb{R}^\ell = V_1 \oplus V_2$, with $V_1 \cong \mathbb{R}^k$ a priori depends $\sigma$. However as the action is smooth in $\sigma$ the decomposition is smooth, and thus $\Xi_\sigma$ can be rearranged such that $\mathbb{R}^\ell = \mathbb{R}^{\ell-k} \oplus \mathbb{R}^k$ is the standard decomposition.

As $\gamma \in \Gamma$ acts isometrically on $P \times \mathbb{R}^{\ell-k}$ it has to preserve its product structure, i.e., $\gamma$ acts as $\rho^\ell(\gamma) = \rho_P(\gamma) \times \rho_k^k(\gamma)$, where $\rho_P(\gamma) \in \text{Isom}(P, h)$ and $\rho_k^k(\gamma) \in \text{Isom}_{\text{aff}}(V_2)$. Due to the finiteness of $\text{Isom}(P, h)$, $\rho_P(\gamma)$ is constant in $\sigma$, the subgroup $\{ \gamma \in \Gamma \mid \rho_P(\gamma) = \text{id} \}$ has finite index, and it is a crystallographic group which acts freely, properly discontinuously and cocompactly on $\mathbb{R}^{\ell-k}$, and thus its maximal abelian subgroup $\Gamma_1$ is isomorphic to $\mathbb{Z}^{\ell-k}$, acts by translations (depending on $\sigma$) on $\mathbb{R}^{\ell-k}$ and is of finite index in $\Gamma$. Obviously for different values of $\sigma$ the actions of $\Gamma_1$ are affinely conjugated to each other and each such conjugation extends to a conjugation of the actions of the full groups $\Gamma$. Soon, we will show that these conjugations may be chosen in $\text{O}(\ell-k)$ and thus also $(R_\sigma, \hat{h}_\sigma)$ are isometric, and we write $(R, h) := (R_0, h_0)$. Furthermore this implies that we may choose the maps $\Xi_\sigma : P \times \mathbb{R}^{\ell-k} \times \mathbb{R}^k \to \tilde{Q}_\sigma$ equivariantly for a fixed crystallographic isometric action of $\Gamma$ on $P \times \mathbb{R}^{\ell-k}$. Thus, $\Xi_\sigma$ is the lift of a family of isometries $\xi_\sigma : (R, h) \times (\mathbb{R}^k, g_{\text{eucl}}) \to (Q_\sigma, g_\sigma)$ depending smoothly on $\sigma$. 

It remains to show that the translations are conjugated in $O(\ell-k)$. Note that $(R_\sigma, \hat{h}_\sigma)$ is isometric to $\rho^\sigma(\Gamma) \backslash (P \times \mathbb{R}^{\ell-k})$, and thus its minimal covering by a product of $P$ with a torus is isometric to $\rho^\sigma(\Gamma_1) \backslash (P \times \mathbb{R}^{\ell-k})$. One the other hand, along $Q_\sigma$ all the $R$-factors are isometric. For $t \in \text{im } S$ we have $Q_\sigma = Q_{\sigma+t}$, and thus $(R_{\sigma+t}, \hat{h}_{\sigma+t})$ is isometric to $(R_\sigma, \hat{h}_\sigma)$, and hence their minimal coverings by a product of $P$ and a torus as well. We have derived that $\rho^\sigma_{\sigma+t}(\Gamma_1) \backslash \mathbb{R}^{\ell-k}$ and $\rho^\sigma_2(\Gamma_1) \backslash \mathbb{R}^{\ell-k}$ are isometric. Thus there are matrices $B_{\sigma,t} \in O(\ell-k)$, $t \in \text{im } S$, $\sigma \in \mathbb{R}$ with

$$\rho^\sigma_{\sigma+t}(\Gamma_1) = B_{\sigma,t} \cdot \rho^\sigma_2(\Gamma_1) \cdot (B_{\sigma,t})^{-1}.$$ 

On the other hand, $\rho^\sigma_2$ depends smoothly on $\sigma$ and thus there are matrices $A_\sigma \in \text{GL}(\ell-k, \mathbb{R})$, $A_0 = 1$, smooth in $\sigma$, such that

$$\rho^\sigma_2(\gamma) = A_\sigma \cdot \rho^\sigma_2(\gamma) \cdot (A_\sigma)^{-1} \quad \forall \gamma \in \Gamma_1.$$ 

In combination we see that conjugation with $A_\sigma \cdot (A_{\sigma+t})^{-1} \cdot B_{\sigma,t}$ preserves the lattice $\rho^\sigma_2(\Gamma_1)$. Now every lattice $L$ has the property: there is an $\varepsilon(L) > 0$ such that: if $F$ is a matrix with $FLF^{-1} = L$ and $|\langle F(X), F(Y) \rangle - \langle X, Y \rangle| \leq \varepsilon(L) \|X\| \|Y\|$, then $F$ is orthogonal. Thus, there is an $\varepsilon_\sigma > 0$, such that for $\|t\| < \varepsilon_\sigma$ we have $A_\sigma \cdot (A_{\sigma+t})^{-1} \cdot B_{\sigma,t} \in O(\ell-k)$, thus $A_\sigma \cdot (A_{\sigma+t})^{-1} \in O(\ell-k)$. By a compactness argument we obtain $A_\sigma \in O(\ell-k)$ for all $\sigma \in \mathbb{R}$.

We finally define the $(\ell-k)$-dimensional Riemannian torus $T := \Gamma_1 \backslash \mathbb{R}^{\ell-k}$ by the action of one of the isometric $\rho^\sigma_2$ actions. As $\Gamma_1$ has finite index in $\Gamma$, we get a finite covering $P \times T \to R = \Gamma \backslash (P \times \mathbb{R}^{\ell-k})$. \qed

Remarks 5.18. (1) If $t \in \text{im } S$, then $Q_\sigma = Q_{\sigma+t}$. Thus $\xi_\sigma$ and $\xi_{\sigma+t}$ are isometries between the same manifolds, however they do not coincide.

(2) In general not every automorphism of $\Gamma$ will preserve $\Gamma_1$, e. g., we can construct examples with $\Gamma \cong \mathbb{Z}^k \times (\mathbb{Z}/2\mathbb{Z})$, in which case there are $2^k$ maximal free abelian subgroups, and $\text{Aut}(\Gamma)$ acts transitively on the set of such subgroups. However every automorphism of $\Gamma$ which preserves the product structure $\text{Isom}(P, h) \times \text{Isom}_{\text{aff}}(\mathbb{R}^{\ell-k})$ will preserve $\Gamma_1$ as it is the unique maximal free abelian subgroup in the Bieberbach group $\Gamma \cap (\{1\} \times \text{Isom}_{\text{aff}}(\mathbb{R}^{\ell-k}))$.

(3) The isometry group of $(R, \hat{h}_\sigma)$ is compact and fits into a short exact sequence

$$0 \to \mathbb{Z}^m \backslash \mathbb{R}^m \to \text{Isom}(R, \hat{h}_\sigma) \to \widehat{\Gamma}_\sigma \to 1,$$

where $\widehat{\Gamma}_\sigma$ is a finite group and $m \leq \ell-k$ is the dimension of the space of Killing vector fields on $(R, \hat{h}_\sigma)$.

(4) Later on, we will see that, if $k$ is defined as above, then the rank of the free abelian group $\text{im}(S)$ equals to $k+1$.

After fixing a base point, deck transformations may be identified with elements in $\pi_1(M)$. Using the notation of the proof of the proposition we obtain a short exact sequence

$$0 \to \Gamma \to \pi_1(M) \to \text{im S} \to 0.$$ 

One can show with group theoretical methods, that this implies that $\pi_1(M)$ is virtually solvable. We will omit a proof as we will obtain a stronger version of this statement later in the non-compact case, and as it is already shown in the compact case.
5.7. Further results in the case of non-compact leaves. We want add some further structural results which only hold in the case of non-compact (i.e. dense) leaves. We write ˆ{\, h instead of \( h_\sigma \), \, h instead of \( h_\sigma \), and \( L_\sigma \) = \( L \) from now on.

We have seen that the maps \( \xi_\sigma \) constructed above provide an isometry from the product \(( R, \hat{h} ) \times \mathbb{R}^k \) onto the leaf \( Q_\sigma \) of \( F \), and furthermore it is easy to see that

\[
(R, \hat{h}) \times \mathbb{R}^k \times \mathbb{R} \rightarrow M, \quad (x, y, \sigma) \mapsto \xi_\sigma(x, y)
\]

is a smooth covering. Thus the family of submanifolds of \(( M, g )\) that are isometric to \(( R, \hat{h} )\) and that are contained in \( Q_\sigma \) for some \( \sigma \) form a smooth foliation \( \mathbb{F}_R \) of \( M \), and obviously this is a manifold bundle over some closed manifold \( B \). The manifold \( B \) may be defined as the space of leaves of \( \mathbb{F}_R \); any leaf of \( \mathbb{F}_R \) is of the form \( \xi_\sigma(R \times \{ y \}) \) for some \(( y, \sigma ) \in \mathbb{R}^k \times \mathbb{R} \), and the differential structure is such that

\[
\mathbb{R}^k \times \mathbb{R} \rightarrow B, \quad (y, \sigma) \mapsto \xi_\sigma(R \times \{ y \})
\]

is a covering by local diffeomorphisms.

We also study this from the perspective of principal bundles. Let \( T \) be the space of isometric embeddings \(( R, \hat{h} ) \rightarrow ( M, g )\) with the property that their image lies in some leaf \( Q_\sigma \). (Note that this implies that its image has an orthogonal complement in this \( Q_\sigma \) that is isometric to \(( \mathbb{R}^k, g_{\text{eucl}} )\).) The group \( \hat{G} = \text{Isom}(R, \hat{h}) \) acts on \( T \) by precomposition, and one easily sees that this action turns \( T \) into a principal bundle over the closed manifold \( B \) discussed above. The evaluation map \( T \times \mathbb{R} \rightarrow M \) yields a diffeomorphism from \( T \times_G \mathbb{R} \) to \( M \).

Let \( G_1 \) be the minimal open subgroup of \( G \) such that the principal bundle \( T \) can be reduced to \( G_1 \), in other words: \( \dim(G) = \dim(G_1) \), there is a \( G_1 \)-principal bundle \( T_1 \rightarrow B \) such that \( T = T_1 \times_{G_1} G \), and \( G_1 \) is minimal among subgroups with these properties. We have \( M = T_1 \times_{G_1} R \). As \( G_1 \) has a finite number of connected components, and as its identity component is \( G_0 \cong \mathbb{Z}^m / \mathbb{R}^m \) (cf. (16)), we see that \( B' = T_1 / G_0 \) is a finite covering of \( B \). The minimality of \( G_1 \) implies that \( B' \) is connected, and \( T_1 \rightarrow B' \) is a principal bundle for the group \( G_0 \). Furthermore \( M' = T_1 \times_{G_0} R \) is a connected finite covering of \( M \). Similarly as we defined \( S \) for \( M \), we can define \( S' \) for \( M' \), and \( \text{im}(S') \) is then a finite index subgroup of \( \text{im}(S) \). The universal coverings of \( B \) and \( B' \) obviously coincide and are diffeomorphic to \( \mathbb{R}^{k+1} \), see (17). We will write \( \tilde{B} \) for this covering. The group \( \text{im}(S') \) is the deck transformation group of \( \tilde{B} \rightarrow B' \), and thus it acts cocompactly, freely and properly discontinuously on \( \tilde{B} \cong \mathbb{R}^{k+1} \). Thus, \( B' \) is a closed manifold with fundamental group \( \mathbb{Z}^r \), with \( r = \text{rank}(S') = \text{rank}(S) \), with a contractible universal covering. Hence, \( B' \) is a classifying space for \( \mathbb{Z}^r \), and thus it is homotopy equivalent to the \( r \)-dimensional torus. It follows \( r = k + 1 \). (Note that in the case \( k \geq 4 \) the Borel conjecture – solved for \( \mathbb{Z}^{k+1} \) – and in the case \( k = 2 \) the solution of Thurston’s geometrization conjecture imply that \( B' \) is homeomorphic to a \(( k+1)\)-dimensional torus, the case \( k \leq 1 \) being trivial, and we conjecture that for any \( k \) the manifold \( B' \) is diffeomorphic to such a torus.)

The group \( G_0 \) has a finite connected covering \( \hat{G}_0 \) (say, with \( a \) sheets) for which the action lifts along \( P \times (L \setminus \mathbb{R}^{\ell-k}) = R \) to a free action. \( \text{We will also assume } L \setminus \mathbb{R}^{\ell-k} \text{ to be equipped with the euclidean metric. Obviously } \hat{G}_0 \cong \mathbb{Z}^m / \mathbb{R}^m \) acts

---

\[6\]As the following theorem should be a statement about spin manifolds, we add here: if the induced spin structure on \( L \setminus \mathbb{R}^m \) does not admit a parallel spinor, then we pass to a double cover where a parallel spinor exists.
trivially on $P$ as the isometry group of $P$ is discrete. As $B'$ is homotopy equivalent to a torus we can pass to the finite covering $B'' := (a\mathbb{Z}^{k+1}) \setminus \tilde{B}$, and then the structure group of $\mathcal{T}_1$ reduces to $\tilde{G}_0$, i.e., there is a $\tilde{G}_0$-principal bundle $\mathcal{T}'' \to B''$ such that $\mathcal{T}'' \times_{\tilde{G}_0} G_0$ is isomorphic to the pullback of $\mathcal{T}_1 \to B'$. Then

$$M'' := \mathcal{T}'' \times_{\tilde{G}_0} (P \times (L \setminus \mathbb{R}^{\ell-k})) = P \times \mathcal{T}'' \times_{\tilde{G}_0} (L \setminus \mathbb{R}^{\ell-k})$$

is a finite covering of $M'$ and thus of $M$. In particular $M''$ is a product of $P$ and a principal bundle with fiber $L \setminus \mathbb{R}^{\ell-k}$ over a manifold $B''$ homotopy equivalent to a torus of dimension $k + 1$. Within the lift $Q''_\sigma$ of $Q_\sigma$ to $M''$, the product with $P$ is a Riemannian product.

Further, we have an isomorphism of Lie groups

$$L \setminus \mathbb{R}^{\ell-k} = (\mathbb{Z}^m \setminus \mathbb{R}^m) \times (\mathbb{Z}^{\ell-k-m} \setminus \mathbb{R}^{\ell-k-m})$$

such that $\tilde{G}_0 = Z^m \setminus \mathbb{R}^m$ acts on the first factor by left multiplication. This leads to the product decomposition $w$

$$\mathcal{T}'' \times_{\tilde{G}_0} (L \setminus \mathbb{R}^{\ell-k}) = \mathcal{T}'' \times (\mathbb{Z}^{\ell-k-m} \setminus \mathbb{R}^{\ell-k-m}),$$

however this is no longer Riemannian product, even not in $Q''_\sigma$.

We conclude that, $\pi_1(M)$ contains the subgroup $\pi_1(M'')$ which is of finite index and which fits into a short exact sequence $0 \to \mathbb{Z}^{\ell-k} \to \pi_1(M'') \to \mathbb{Z}^{k+1} \to 0$.

We summarize what we have proved so far, writing $M_1$ instead of $M''$ and $B_1$ instead of $B''$, and $\mathcal{T}_1 := \mathcal{T}'' \times_{\tilde{G}_0} (L \setminus \mathbb{R}^{\ell-k})$.

Theorem 5.19. Assume that a closed connected $n$-dimensional manifold $M$ carries a generalized initial data triple $(g, K, \varphi)$, and assume that the associated leaves are non-compact. Then there is a finite covering $M_1 \to M$, some numbers $0 \leq k \leq \ell < n$, a closed spin manifold $B_1$, a lattice $L$ in $\mathbb{R}^{\ell-k}$, an $(L \setminus \mathbb{R}^{\ell-k})$-principal bundle $\pi_1(\tilde{M}_1) \to B_1$, a closed simply-connected manifold $(P, h)$ with a parallel spinor, and a foliation $(G_\sigma)_{\sigma \in \Sigma}$ of codimension $1$ on $B_1$—given as the images of level sets of a submersion $s_B : \tilde{B} \to \mathbb{R}$, a flat longitudinal metric on the foliation $(G_\sigma)_{\sigma \in \Sigma}$, and a flat Riemannian metric on the preimages $\pi^{-1}(G_\sigma) \subseteq \mathcal{T}_1$ of any leaf $G_\sigma$ such that:

- The fibers $\mathcal{T}_1 \to B_1$ with the induced metrics are all isometric to $(L \setminus \mathbb{R}^{\ell-k}, g_{\text{eucl}})$—the map of $L \setminus \mathbb{R}^{\ell-k}$ to any orbit is an isometry—and the action of $(L \setminus \mathbb{R}^{\ell-k}, g_{\text{eucl}})$ is isometric. The map $\pi^{-1}(G_\sigma) \to G_\sigma$ is a Riemannian submersion for each $\sigma$.

- The dimension of $B_1$ coincides with the $\mathbb{Z}$-rank of $\text{im} S$. We define $k := \text{dim} B_1 - 1$. And $B_1$ is homotopy equivalent to a $(k + 1)$-dimensional torus.

- All leaves $G_\sigma$ of $B_1$ are simply connected and thus isometric to euclidean $\mathbb{R}^k$.

As a consequence $\tilde{B}$ is diffeomorphic to $\mathbb{R}^{k+1}$.

- $M_1$ is diffeomorphic to $\tilde{B} \times P$.

- Let $\tilde{\mathcal{T}}$ be the pullback of $\mathcal{T}_1$ to the universal covering $\tilde{B}$ of $B_1$. Then the map $s : \tilde{M} = \tilde{\mathcal{T}} \times P \to \mathbb{R}$ is the composition of the projection $\tilde{M} = \tilde{\mathcal{T}} \times P \to \tilde{\mathcal{T}} \to \tilde{B}$ and the map $s_B$. Thus leaves on $M_1$ are diffeomorphic to a product of $\pi^{-1}(G_\sigma)$ and $P$.

- The metric on each leaf of $M_1$ is the Riemannian product of the given metric on $\pi^{-1}(G_\sigma)$ and the metric $h$ on $P$.

- The map $s_B$ induces a map $S_1 : \pi_1(B_1) \to \mathbb{R}$, whose image acts as deck transformations for $\tilde{B} \to B_1$, and thus we have $\pi_1(B_1) = \text{im}(S_1)$.
this action is only continuous if \( \text{im}(S_1) \) carries the discrete topology; the action preserves the longitudinal metric on \( B_1 \).

- On \( \overline{B} \) the group \( \text{im}(S_1) \) acts freely on the space of leaves.

In particular, the fundamental group \( \pi_1(M) \) is virtually solvable of derived length at most 2. In more detail: Its finite index subgroup \( \pi_1(M_1) \) fits into a short exact sequence
\[
0 \to \mathbb{Z}^{l-k} \to \pi_1(M_1) \to \mathbb{Z}^{k+1} \to 0.
\]

In fact the number \( \ell \) use here is the one introduced in Proposition 5.16.

Note that we only made statements about the Riemannian metrics \( g_\sigma \) on the leaves \( Q_\sigma \), its coverings and projections. The results may not be extended to the full metric \( g \) on \( M \), as the vector field \( U \) and the function \( u \) may not be compatible with the product structure \( \overline{T}_1 \times \overline{P} \), examples may be obtained by techniques similar to the ones mentioned at the end of Remark 5.11. However the lifts of \( U^b \) and of the functions \( s \) and \( S \) are compatible.

**Corollary 5.20.** Let \( M \) be a closed connected manifold, with a lightlike generalized initial data triple \((g,K,\varphi)\). Then \( b_1 \neq 0 \) and \( \pi_1(M_1) \) is virtually solvable of derived length at most 2.

Let us compare the theorem to the examples given in Subsection 5.3.

**Example 5.21** (Example 5.8 continued). We use the notion of Example 5.8, and we assume without loss of generality \(|\varphi_0| = |\varphi| = 1\). Then \( \pi_1(M) = \Gamma \) and \( S(w_j) = s_jS(w_n)2 \), and \( s \) is the projection to the \( \mathbb{R} \)-factor of \( \overline{M} = W = V \times \mathbb{R} \) with \( N = (0,1) \in V \times \mathbb{R} \). We obtain \( \ell = n - 1 \), and thus \( P \) is a point. Then up to the factor \( S(w_n) \), \( \text{im} S \) is the group generated by \( s_1,\ldots,s_{n-1},s_n = 1 \), its rank being \( k + 1 \) by definition. By possibly changing the basis of \( \Gamma \) we may achieve \( w_1,\ldots,w_{l-k} \in V \), i.e., \( s_1 = \cdots = s_{l-k} = 0 \). Then \((R,\hat{h})\) from Proposition 5.16 is the \((l-k)\)-dimensional torus \(<w_1,\ldots,w_{l-k}\rangle / \text{span}(w_1,\ldots,w_{l-k}) \). Here \(<w_1,\ldots>\) denotes the subgroup generated by \( w_1,\ldots \), while \( \text{span}(w_1,\ldots) \) is the generated linear subspace of \( V \). For the space \( \overline{B} \) we may take the quotient space \( W / \text{span}(w_1,\ldots,w_{l-k}) \), and let \( \Gamma_B \) be the image of \(<w_{l-k+1},\ldots,w_n>\) in \( \overline{B} \). We may take \( B_1 = \Gamma_B \backslash \overline{B} \) and for the total space of \( T_1 \) we choose \( M = M_1 \). The leaves \( G_\sigma \) are given by the image of \( V \times \{\sigma\} \) in \( B_1 \). The map \( s_B \) is obtained by factoring \( s \) through the projection \( W \to \overline{B} \). Obviously \( S_1 = S \).

**Example 5.22** (Example 5.9 continued). We use the notation of Example 5.9, and we consider the case \( \alpha \notin \mathbb{Q} \). We may take \( M_1 = M = \mathbb{H}_3 = L_3 \{0\} \), Every \((Q^a \times \{\sigma\},g_\sigma)\) is isometric to \( \mathbb{R} \times (\mathbb{R} / \mathbb{Z} L_3) \), where \( L \) is the length of one of the loops \( \gamma_{x,y} : [0,1] \to \mathbb{H}_3 \), \( z \to H_{x,y,z} \), with respect to the left-invariant metric. Obviously \( L \) does not depend on \( x \) and \( y \). Thus the total space of \( T_1 \) is \( \mathbb{H}_3 \), and we have \( k = \ell = 2 \), and \( P \) is a point. For \( B_1 \) we may take \( \mathbb{Z}^2 \backslash \mathbb{R}^2 \), we interpret \( \mathbb{Z}^2 \backslash \mathbb{R}^2 \) as the space of the circles \( \{\gamma_{x,y}\} \), i.e., it is the quotient of \( \mathbb{H}_3 \) by the \( S^1 \)-action, given by the central action of \( H_{0,0,\alpha} \), \( z \in \mathbb{R} \). The map \( \pi : T_1 \to B_1 \) is given by \([H_{x,y,z}] \to [\gamma_{x,y}] \).

Then \( G_\sigma \) is a line of irrational slope \(-\alpha \) in \( \mathbb{Z}^2 \backslash \mathbb{R}^2 \), \( G_\sigma = \{[\gamma_{x,\alpha x}] \mid x \in \mathbb{R} \} \). Furthermore \( Q^a \times \{\sigma\} \) is \( \pi^{-1}(G_\sigma) \). We have discussed \( \pi_1(\mathbb{H}_3) = L_3 = \mathbb{Z}^2 \times \mathbb{Z} \), which leads to a short exact sequence \( 0 \to \mathbb{Z}^2 \to L_3 \to \mathbb{Z} \to 0 \). This is not the short exact sequence given by the theorem; the theorem yields \( 0 \to \mathbb{Z} \to L_3 \to \mathbb{Z} \to 0 \), this is a way to write \( L_3 \) as a central extension of \( \mathbb{Z}^2 \) by \( \mathbb{Z} \).

**Remark 5.23.** At the end, we should mention that if we apply the above theorem to a closed \( n \)-dimensional manifold \( M \), then not all numbers \( \ell \leq n - 1 \) may arise. Some
numbers $\ell$ are obstructed as the above conditions imply that a structured Ricci-flat metric exists on a closed simply-connected \((n - \ell - 1)\)-dimensional manifold. As such metrics do not exist in dimensions \(1, 2, 3, 5, 9\), the case \(\ell \in \{n - 2, n - 3, n - 4, n - 6, n - 10\}\) may not arise. However, for all other integers \(\ell \in \{0, 1, \ldots, n - 1\}\) we have examples.

**Remark 5.24.** In these Subsections 5.4, 5.5, 5.6, and 5.7 we never used the fact that \((g, K)\) satisfies the dominant energy condition (DEC). We expect further obstructions from this condition. It seems plausible to us, that all lightlike initial data triples satisfying DEC are finitely covered by the product of a simply-connected closed manifold with a parallel spinor and a torus.

### 5.8. Conclusions

We will now apply the above results in order to see that the Dirac-Witten operator is often invertible when we only assume the dominant energy condition and not the strict dominant energy condition, as the existence of initial data triples is topologically obstructed.

**Examples 5.25.** We provide some further examples of closed spin manifolds with an obstruction to initial data triples.

1. Let \(M\) be a closed spin manifold whose fundamental group is not virtually solvable. Then Corollary 5.20 tells us that \(M\) cannot carry a lightlike initial data triple. Moreover, as \(\pi_1(M)\) is not virtually abelian, Example 5.6 (1) and Corollary 5.5 show that we also do not have a timelike initial data triple.

2. Let \(M\) be a closed spin manifold which admits a metric of non-positive curvature \(g\). Recall that Wolf's conjecture, proved by S.T. Yau \([48, \text{Corollary 1}]\), says that if \(\pi_1(M)\) is virtually solvable, then \(g\) is flat. This is a converse to the well-known fact that if \(g\) is flat, then \(\pi_1(M)\) is a Bieberbach group and thus virtually abelian. So let us assume that \(g\) is non-flat. Then \(\pi_1(M)\) is not virtually solvable and thus \(M\) cannot carry an initial data triple.

**Corollary 5.26.** Suppose that \(M\) is a closed connected spin manifold that has a topological obstruction to an initial data triple, for example if one of the following holds:

- \(b_1(M) = 0\) and there are obstructions to a Ricci-flat metric with a parallel spinor, see e.g. Examples 5.6 (3), (4) and (5).
- \(M\) is one of the examples in Examples 5.25.

Then for every \((g, K)\) satisfying the dominant energy condition the Dirac–Witten operator is invertible.

### 6. Homotopy groups of \(\mathcal{I}^> (M)\) and \(\mathcal{I}^\geq (M)\)

In this section we want to review and then slightly extend the results on the space \(\mathcal{I}^> (M)\) of initial data sets \((g, K)\) subject to the strict dominant energy condition that were obtained by the second author \([23]\). As stated in the introduction, the goal of this extension is to get rid of the strictness assumption, i.e., to obtain topological information about \(\mathcal{I}^\geq (M)\). In particular, we will see that this works when \(\pi_1(M)\) is not virtually solvable.
More precisely, in this section we will assume that $M$ is a closed manifold, $M \neq \emptyset$. For the definition of the space of initial data pairs, and strict and non-strict dominant energy condition we refer to Subsection 2.2. In particular, in Definition 2.2, we introduced the spaces $\mathcal{I}^*(M) \subseteq \mathcal{I}^2(M) \subseteq \mathcal{I}(M)$. The main purpose of the aforementioned article is to construct and detect non-trivial elements in $\pi_k(\mathcal{I}^*(M))$ for certain $k \in \mathbb{N}$. We will then consider the maps $\pi_k(\mathcal{I}^*(M)) \to \pi_k(\mathcal{I}^2(M))$ induced by inclusion. Our analysis from Section 5 will provide sufficient criteria for the non-trivial elements to survive.

6.1. Initial data sets and positive scalar curvature. The construction of candidates for non-trivial elements in $\pi_k(\mathcal{I}^*(M))$ in [23] relies on a link between $\mathcal{I}^*(M)$ and $\mathcal{R}^*(M)$, the space of positive scalar curvature metrics, which is a subspace of the $C^\infty$-space $\mathcal{R}(M)$ of all metrics on $M$.

This link comes from considering initial data sets $(g, K)$, where $K$ is a purely constant trace tensor, i.e., $K = \tau g$ for some $\tau \in \mathbb{R}$. Such a pair satisfies the dominant energy condition in the strict sense $\rho > |j|$ if and only if $\text{scal}^p > -n(n-1)\tau^2$. Hence, if we define

$$\tau:\mathcal{R}(M) \to \mathbb{R}$$

$$g \mapsto \sqrt{\frac{1}{n(n-1)} \min_{x \in M} \{0, -\min_{x \in M} \text{scal}^p(x)\} + C}$$

for some $C > 0$, then $(g, \pm \tau(g)g) \in \mathcal{I}^*_{\text{pct}}(M)$, where the subscript pct indicates that we are considering the subspace of $\mathcal{I}^*(M)$, where $K$ is a purely constant trace tensor. Note that $\tau$ is continuous and thus gives rise to a continuous map of pairs

$$\varphi:\left(\mathcal{R}(M) \times I, (\mathcal{R}^*(M) \times I) \cup (\mathcal{R} \times \partial I)\right) \to \left(\mathcal{I}^*_{\text{pct}}(M), \mathcal{I}^*_{\text{pct}}(M)\right)$$

$$(g, t) \mapsto (g, t\tau(g)g),$$

where $I = [-1, 1]$. Although $\varphi$ depends on the choice of the constant $C > 0$, its homotopy class is easily seen to be independent of this choice. Moreover, we have the following:

**Theorem 6.1.** The map $\varphi:\left(\mathcal{R}(M) \times \partial I\right) \cup (\mathcal{R}^*(M) \times I) \to \mathcal{I}^*_{\text{pct}}(M)$ is a homotopy equivalence.

**Proof.** First of all, we note that $\mathcal{R}(M) \times \mathbb{R} \to \mathcal{I}^*_{\text{pct}}(M), (g, t) \mapsto (g, t\tau(g)g)$ is a homeomorphism (as we have assumed $M \neq \emptyset$). Under this homeomorphism $\mathcal{I}^*_{\text{pct}}(M)$ corresponds to the subspace

$$U = \left\{ (g, t) \big| \text{scal}^p + n(n-1)\tau(g)^2t^2 > 0 \right\} \subseteq \mathcal{R}(M) \times \mathbb{R}$$

and we have to show that the inclusion $\left(\mathcal{R}(M) \times \partial I\right) \cup (\mathcal{R}^*(M) \times I) \to U$ is a homotopy equivalence.

This follows from the existence of a continuous function $f:\mathbb{R}^2 \setminus (\mathbb{R}_{\geq 0} \times \{0\}) \to I$ with $f(s, t) = \text{sign}(t) \in \partial I$ for all $s \leq 0, t \neq 0$: Given such a function, a homotopy inverse of the inclusion is given by

$$U \to \left(\mathcal{R}(M) \times \partial I\right) \cup (\mathcal{R}^*(M) \times I)$$

$$(g, t) \mapsto (g, f(\min_{x \in M} \text{scal}^p(x), t)).$$
The sign condition for \( f \) guarantees that convex combination (affecting only the \( \mathbb{R} \)-variable) yields the required homotopies. It is elementary to check that

\[
f: \mathbb{R}^2 \setminus (\mathbb{R}_0 \times \{0\}) \to I
\]

\[
(s, t) \mapsto \begin{cases} \frac{s}{\sqrt{s^2 + t^2}} & s > 0 \\ \text{sign}(t) & s \leq 0 \end{cases}
\]

is continuous and thus a function with the properties mentioned above. \( \square \)

As \( \mathcal{R}(M) \) is contractible, the canonical projection map

\[
(\mathcal{R}(M) \times \partial I) \cup (\mathcal{R}^>(M) \times I) \to \mathcal{SR}^>(M)
\]

to the suspension of \( \mathcal{R}^>(M) \) is a homotopy equivalence. For instance, a homotopy inverse may be given by the explicit formula

\[
\mathcal{SR}^>(M) \to (\mathcal{R}(M) \times \partial I) \cup (\mathcal{R}^>(M) \times I)
\]

\[
[g, t] \mapsto \begin{cases} ((-2t - 1)h + 2(1 + t)g, -1) & t \in [-1, -\frac{1}{2}] \\ (g, 2t) & t \in [-\frac{1}{2}, \frac{1}{2}] \\ ((2t - 1)h + 2(1 - t)g, 1) & t \in [\frac{1}{2}, 1], \end{cases}
\]

where \( h \in \mathcal{R}(M) \) is some chosen basepoint. Note that we follow the convention that \( S\emptyset \cong \partial I \), and then the homotopy inverse maps \( t \in \partial I \) to \( (h, t) \). Combining this discussion with the previous theorem, we obtain:

**Corollary 6.2.** The canonical homotopy equivalence \((\mathcal{R}(M) \times \partial I) \cup (\mathcal{R}^>(M) \times I) \to \mathcal{SR}^>(M)\) and the map \( \varphi \) from above induce a homotopy equivalence

\[
\Psi: \mathcal{SR}^>(M) \to \mathcal{I}_{\text{pct}}^>(M),
\]

which is defined independently of our choices up to homotopy.

This implies that \( \Psi_k(\mathcal{SR}^>(M), [h, 1]) \to \pi_k(\mathcal{I}_{\text{pct}}^>(M), (h, \tau(h)h)) \) is an isomorphism for all \( k \). Thus, we may consider the composition

\[
\pi_{k-1}(\mathcal{R}^>(M), h) \to \pi_k(\mathcal{SR}^>(M), [h, 1]) \cong \pi_k(\mathcal{I}_{\text{pct}}^>(M), (h, \tau(h)h))
\]

\[
\to \pi_k(\mathcal{I}^>(M), (h, \tau(h)h)),
\]

where the first map is the suspension homomorphism and the last one is induced by the inclusion \( \mathcal{I}_{\text{pct}}^>(M) \to \mathcal{I}^>(M) \). We will show that this maps certain non-trivial elements in the homotopy groups of \( \mathcal{R}^>(M) \) to non-trivial elements in the homotopy groups of \( \mathcal{I}^>(M) \).

We are particularly interested in the case \( k = 0 \), which is a bit special. Notice that \( \mathcal{SR}^>(M) \) is path-connected unless \( \mathcal{R}^>(M) = \emptyset \), in which case \( \mathcal{SR}^>(M) = \partial I \) consists of precisely two points.

Note that it follows from what we proved so far: if two metrics \( g \) and \( g' \) and real numbers \( \tau, \tau' > 0 \) satisfy \((g, \tau g), (g', \tau' g') \in \mathcal{I}_{\text{pct}}^>(M)\), then \((g, \tau g)\) and \((g', \tau' g')\) are in the same path component of \( \mathcal{I}_{\text{pct}}^>(M) \). And the same holds for \( \tau, \tau' < 0 \).

**Definition 6.3.** The path-component \( C_+ \in \pi_0(\mathcal{I}^>(M)) \) that contains all elements \( \{(g, \tau g) \in \mathcal{I}_{\text{pct}}^>(M) \mid \tau \in \mathbb{R}_{>0}\} \) is called component of expanding initial data. Similarly, the path-component \( C_- \in \pi_0(\mathcal{I}^>(M)) \) that contains all \( \{(g, \tau g) \in \mathcal{I}_{\text{pct}}^>(M) \mid \tau \in \mathbb{R}_{<0}\} \) is the component of contracting initial data.
The discussion above shows that \( C_+ = C_- \) if \( \mathcal{R}^\alpha(M) \neq \emptyset \), as \( \mathcal{T}_\text{psct}(M) \) is path-connected in this case. In the case \( \mathcal{R}^\alpha(M) = \emptyset \), it is not clear whether \( C_+ \neq C_- \) although they are induced by distinct path-components of \( \mathcal{T}_\text{psct}(M) \).

However, we will show that this is indeed the case, when the obstruction against positive scalar curvature metrics on \( M \) is given by the so-called \( \alpha \)-index.

### 6.2. The \( \alpha \)-index and index difference for psc metrics

Index theoretic methods play an important role for obstructing the existence of Riemannian metrics of positive scalar curvature as well as for detecting non-trivial homotopy groups of \( \mathcal{R}^\alpha(M) \). The first task is for example carried out by the KO-valued \( \alpha \)-index. The index difference, a family version of the \( \alpha \)-index, was first used by Hitchin [28] to serve the second purpose. Here, we briefly recall their construction, building on the framework laid out by Ebert in [15].

In the following, we additionally assume that the closed \( n \)-dimensional manifold \( M \) is spin. For a fixed metric \( g \), we work with its \( \text{Cl}_n \)-linear spinor bundle \( \Sigma_{\text{Cl}} M = \mathcal{P}_{\text{Spin}(n)} M \times_{\text{Spin}} \text{Cl}_n \). This bundle carries a right \( \text{Cl}_n \)-action and we denote by \( c : \mathbb{R}^n \to \text{End}(\Sigma_{\text{Cl}} M) \) the corresponding Clifford multiplication. The scalar product on \( \text{Cl}_n \) described in the course of Lemma 3.4 induces a bundle metric \( \langle - , - \rangle \) on \( \Sigma_{\text{Cl}} M \), with respect to which the right Clifford multiplication is skew-adjoint. Moreover, the even-odd grading on \( \text{Cl}_n \), induced from \( \mathbb{R}^n \to \mathbb{R}^n, v \mapsto -v \), gives rise to a \( \mathbb{Z}/2\mathbb{Z} \)-grading \( \iota \in \text{End}(\Sigma_{\text{Cl}} M) \) on this spinor bundle. The grading operator \( \iota \) is self-adjoint and anti-commutes with the right Clifford multiplication. Taking all this together, we obtain that the space of \( L^2 \)-sections \( H = L^2(\Sigma_{\text{Cl}} M) \) is a \( (\mathbb{Z}/2\mathbb{Z} \text{-graded}) \text{Cl}_n \text{-Hilbert space} \) in the sense of [15, Def. 2.1]. Moreover, it is ample, meaning that it contains each irreducible \( (\mathbb{Z}/2\mathbb{Z} \text{-graded}) \text{Cl}_n \text{-module} \) infinitely often.

The bundle \( \Sigma_{\text{Cl}} M \) carries a connection \( \nabla \) induced from the Levi-Civita connection of \( g \). With respect to this, the right Clifford multiplication \( c \), the bundle metric \( \langle - , - \rangle \) and the grading operator \( \iota \) are parallel. Thus the associated Dirac operator \( \bar{D} \), or rather its bounded transform \( \frac{\bar{D}}{\sqrt{1+\bar{D}}} \), is a \( \text{Cl}_n \text{-Fredholm operator on} \ H \) (cf. [15, Def. 2.6]). Here and in the following we understand by \( \text{Cl}_{n,k} \)-Fredholm operator that it also fulfills the extra technical condition for \( n-k \equiv 3 \mod 4 \) appearing in the definition of \( \text{Fred}^{n,k}(H) \). That \( \bar{D} \) also satisfies this condition needs a bit of extra thought. We want to consider a suitable index of \( \frac{\bar{D}}{\sqrt{1+\bar{D}}} \) that takes into account both the grading and the \( \text{Cl}_n \)-linear structure.

The KO-\textit{index map} goes back to Atiyah and Singer [4]. For a compact space \( X \), this is a natural map

\[
\text{ind} : [X, \text{Fred}^{n,k}(H)] \to \text{KO}^{k-n}(X),
\]

where \( \text{Fred}^{n,k}(H) \) denotes the space of \( \text{Cl}_{n,k} \)-Fredholm operators (with norm-topology) on the ample \( \text{Cl}_{n,k} \text{-Hilbert space} \ H \). The main result of [4] implies that the index map is a bijection. Let \( G^{n,k}(H) \) be the subspace of invertible operators in \( \text{Fred}^{n,k}(H) \). Using that \( G^{n,k}(H) \) is contractible ([15, Lem. 2.8]), the index map and the statement above can be extended to a relative setting:

**Theorem 6.4.** For any compact CW-complex \( (X,Y) \), there is a natural bijection

\[
\text{ind} : [(X,Y), (\text{Fred}^{n,k}(H), G^{n,k}(H))] \to \text{KO}^{k-n}(X,Y).
\]
For a single operator \( F \in \text{Fred}^{n,k}(H) \), its \( \text{KO-valued index} \) is given by \( \text{ind}([F]) \in \text{KO}^{k-n}([\bullet]) \), where, by abuse of notation, \( F \) is identified with a map \( \{ \bullet \} \rightarrow \text{Fred}^{n,k}(H) \) in the obvious way.

**Definition 6.5.** The \( \alpha \)-index is defined to be \( \alpha(M) = \text{ind} \left( \frac{i_p}{\sqrt{1 + \partial^2}} \right) \in \text{KO}^{-n}(\{ \bullet \}) \).

**Remarks 6.6.**

1. Notice that this definition implicitly claims that \( \alpha(M) \) is independent of the metric. Indeed, as any two metrics can be joined by a continuous path, we may join the corresponding Dirac operators by a continuous path in \( \text{Fred}^n(H) \) and hence they define the same homotopy class of a map \( \{ \bullet \} \rightarrow \text{Fred}^n(H) \). However, this argument is not yet completely rigorous, as also the bundle \( \Sigma_{C^1}M \) and hence \( H = L^2(\Sigma_{C^1}M) \) depends on the metric. There are various ways to overcome this problem. A very concrete one is presented in [23], where the method of generalized cylinders due to Bär, Gauduchon and Moroianu [5] is used to obtain explicit isomorphisms between the Hilbert spaces.

2. If \( M \) carries a metric of positive scalar curvature, then for this metric the Dirac operator is invertible. It follows that \( \frac{i_p}{\sqrt{1 + \partial^2}} \in G^n(H) \) and \( \alpha(M) = 0 \). In particular, non-zero \( \alpha \)-index is an obstruction to the existence of psc metrics.

3. Recall that

\[
\text{KO}^{-n}(\{ \bullet \}) \cong \begin{cases} 
\mathbb{Z} & n \equiv 0, 4 \mod 8 \\
\mathbb{Z}/2\mathbb{Z} & n \equiv 1, 2 \mod 8 \\
0 & \text{else.}
\end{cases}
\]

Hence, \( \alpha(M) \) can only be non-zero if the dimension of \( M \) is 0, 1, 2 or 4 mod 8.

Now suppose that there exists a positive scalar curvature metric \( h \) on \( M \). The purpose of the \( \alpha \)-index difference is to detect non-triviality of \( \pi_k(\mathcal{R}^s(M), h) \) for some \( k \). First note that, as \( \mathcal{R}(M) \) is contractible, the boundary map \( \pi_{k+1}(\mathcal{R}(M), \mathcal{R}^s(M), h) \rightarrow \pi_k(\mathcal{R}^s(M), h) \) is an isomorphism. Assigning to every metric \( g \) the Fredholm operator \( F_g = \frac{\partial_g}{\sqrt{1 + \partial^2}} \) yields a continuous map of pairs \( (\mathcal{R}(M), \mathcal{R}^s(M)) \rightarrow (\text{Fred}^n(H), G^n(H)) \).

In particular, this provides a homomorphism \( \pi_{k+1}(\mathcal{R}(M), \mathcal{R}^s(M), h) \rightarrow \pi_{k+1}(\text{Fred}^n(H), G^n(H), F_h) \).

Finally, forgetting the basepoint and applying the index map gives the composition

\[
\pi_{k+1}(\text{Fred}^n(H), G^n(H), F_h) \rightarrow [(D^{k+1}, S^k), (\text{Fred}^n(H), G^n(H))] \\
\rightarrow \text{KO}^{-n}(D^{k+1}, S^k) \cong \text{KO}^{-n-k-1}(\{ \bullet \}),
\]

which is even bijective due to Theorem 6.4 and contractibility of \( G^n(H) \).

**Definition 6.7.** The \( \alpha \)-index difference (or just \( \text{index difference} \)) is defined to be the composition

\[
\alpha\text{-diff}: \pi_k(\mathcal{R}^s(M), h) \cong \pi_{k+1}(\mathcal{R}(M), \mathcal{R}^s(M), h) \\
\rightarrow \pi_{k+1}(\text{Fred}^n(H), G^n(H), F_h) \cong \text{KO}^{-n-k-1}(\{ \bullet \})
\]

of the maps described above.
Remarks 6.8. (1) The map \((\mathcal{R}(M), \mathcal{R}^\ast(M)) \rightarrow (\text{Fred}^n(H), G^n(H))\) required in the definition cannot be naively defined by \(g \mapsto F_g\). The problem is again that the operators \(F_g\) act on different \(C_n\)-Hilbert spaces. To make sense of the assignment \(g \mapsto F_g\), these Hilbert spaces have to be identified in a suitable way. We refer once more to [23] for more details.

(2) For \(k \geq 1\), the index map \(\pi_{k+1}(\text{Fred}^n(H), G^n(H), F) \rightarrow \text{KO}^{-n-k-1}(\{\bullet\})\) and thus also the \(\alpha\)-index difference are homomorphisms.

In fact, it is easy to derive from the definition of the index map that given \(D:(X,Y) \rightarrow (\text{Fred}^n(H), G^n(H))\) and \(D':(X,Y) \rightarrow (\text{Fred}^n(H'), G^n(H'))\), then \(\text{ind}([D \oplus D']) = \text{ind}([D]) + \text{ind}([D'])\), where \(D \oplus D'\) denotes the block diagonal operator family on \(H \oplus H'\). Furthermore, for \([D_1], [D_2] \in \pi_{k+1}(\text{Fred}^n(H), G^n(H), F)\) and \([D'_1], [D'_2] \in \pi_{k+1}(\text{Fred}^n(H'), G^n(H'), F')\) the identity

\[([D_1] * [D_2]) \oplus ([D'_1] * [D'_2]) = [D_1 \oplus D'_1] * [D_2 \oplus D'_2]\]

holds. Together, this implies that the binary operation on \(\text{KO}^{-n-k-1}(\{\bullet\})\) induced by the \(\pi_{k+1}\)-composition \(*\) and the ordinary addition of \(\text{KO}^{-n-k-1}(\{\bullet\})\) satisfy the requirements of the Eckmann-Hilton argument and are thus equal.

We conclude the section by stating some results connected with these invariants. The first one asserts that in the simply connected case, the \(\alpha\)-index is a complete obstruction to positive scalar curvature. It is due to Stolz, building on work of Gromov and Lawson [24].

**Theorem 6.9 ([45]).** If \(M\) is simply connected and of dimension \(n \geq 5\), then \(\mathcal{R}^\ast(M) = \emptyset\) if and only if \(M\) is spin with \(\alpha(M) \neq 0\).

The second and third results state that the \(\alpha\)-index difference detects that the homotopy groups of \(\mathcal{R}^\ast(M)\) are quite rich in general. It should be noted that although the final results are similar, the authors of [13] use very different constructions compared to the authors of [10] for establishing the non-triviality of the \(\alpha\)-index difference.

**Theorem 6.10 ([13]).** If \(M\) is spin, of dimension \(n \geq 6\) and \(h \in \mathcal{R}^\ast(M) \neq \emptyset\), then \(\alpha\)-diff: \(\pi_k(\mathcal{R}^\ast(M), h) \rightarrow \text{KO}^{-n-k-1}(\{\bullet\}) \cong \mathbb{Z}/2\mathbb{Z}\) is split surjective for all \(k \geq 0\) with \(k + n + 1 \equiv 1, 2 \mod 8\).

**Theorem 6.11 ([10]).** If \(M\) is spin, of dimension \(n \geq 6\) and \(h \in \mathcal{R}^\ast(M) \neq \emptyset\), then \(\alpha\)-diff: \(\pi_k(\mathcal{R}^\ast(M), h) \rightarrow \text{KO}^{-n-k-1}(\{\bullet\}) \cong \mathbb{Z}/2\mathbb{Z}\) and \(\alpha\)-diff \(\oplus\text{id}_Q: \pi_k(\mathcal{R}^\ast(M), h) \oplus \mathbb{Q} \rightarrow \text{KO}^{-n-k-1}(\{\bullet\}) \oplus \mathbb{Q} \cong \mathbb{Q}\) are surjective for all \(k \geq 0\) with \(n + k + 1 \equiv 1, 2 \mod 8\) or \(n + k + 1 \equiv 0, 4 \mod 8\), respectively.

As the group structure of \(\pi_0(\mathcal{R}^\ast(M))\) is unclear, the above statement should be understood in the case \(k = 0\) and \(n + 1 \equiv 0 \mod 4\) in the sense that at least one element of \(\pi_0(\mathcal{R}^\ast(M))\) is mapped to a non-trivial element in \(\text{KO}^{-n-k-1}(\{\bullet\})\).

6.3. The index difference for initial data sets strictly satisfying DEC. We now explain how the construction from the previous section can be adapted to obtain an index difference for initial data sets strictly satisfying the dominant energy condition. A comparison theorem between these index differences will then allow us to get interesting statements about the topology of \(\mathcal{I}^\ast(M)\).
For this purpose, we consider the Cl_{n,1}-linear hypersurface spinor bundle on M, i.e., ΣCl_{n,1} M = P_{Spin(n)} M ×_{Spin} Cl_{n,1}, associated to the metric g on M. As the name already indicates, this bundle carries a right Cl_{n,1}-action. This Clifford multiplication c: ℝ^{n,1} → End(ΣCl_{n,1} M) is compatible with the (positive definite) scalar product ⟨−, −⟩ induced by the scalar product on Cl_{n,1} (cf. discussion before Lemma 3.4) in the sense that multiplication by the Riemannian basis vectors E_1,..., E_n is skew-adjoint whereas multiplication by E_0 is self-adjoint. Again, there is an even-odd grading operator e ∈ End(ΣCl_{n,1} M), which is self-adjoint and anti-commutes with c. Thus the space of L^2-sections ℏ = L^2(ΣCl_{n,1} M) gets the structure of an ample (ℤ/2ℤ-graded) Cl_{n,1}-Hilbert space.

This can be further improved: As in Cl_{n,1} the left multiplication with E_0 commutes with the left multiplication by Spin(n) c Cl_{n,1}, there is an induced operation on ΣCl_{n,1} M. We will refer to this as left multiplication by e_0, as in the case where M is a space-like hypersurface in a time-oriented Lorentzian manifold N, it corresponds to left multiplication with the unit normal e_0 on ΣCl_{n,1} N = ΣCl_{n,1} M, cf. Section 4.1. It is elementary to check that c(e_{n+1})(Ψ) = e_0 · e(Ψ), for Ψ ∈ ΣCl_{n,1} M, may be used to define an extension c: ℝ^{n+1,1} → End(ΣCl M) of the (right) Clifford multiplication, which is still compatible with ⟨−, −⟩ and e. Hence ℏ has the structure of an ample (ℤ/2ℤ-graded) Cl_{n+1,1}-Hilbert space.

The Levi-Civita connection of g induces a connection ∇ on ΣCl_{n,1} M, with respect to which the ℝ^{n+1,1}-Clifford multiplication c, the scalar product ⟨−, −⟩ and the grading operator e are parallel. We get an associated Dirac operator ℏ, whose bounded transform defines a Cl_{n+1,1}-Fredholm operator on ℏ. However, we are more interested into the Dirac-Witten operator defined by ℏΨ = ℏΨ - ½ tr(K)e_0 · Ψ, for Ψ ∈ Γ(ΣCl_{n,1} M), which not only depends on the metric g, but also on the second component K of an initial data set (g, K). The Dirac-Witten operator is only Cl_{n,1}-linear, not Cl_{n+1,1}-linear as left multiplication with e_0 does not commute with c(e_{n+1}) by definition. Yet, it is still odd and formally self-adjoint, and hence the bounded transform \( \overline{ℏ} = \frac{ℏ}{\sqrt{1+ℏ^2}} \) is a Cl_{n,1}-Fredholm operator. Moreover, the Schrödinger-Lichnerowicz type formula (15) shows that \( \overline{ℏ} \) is invertible if (g, K) ∈ \( ℓ^2(M) \).

Similarly to the situation in the previous subsection, it is possible to manufacture a continuous map of pairs \( (ℓ(M), ℓ^2(M)) → (Fred^{n,1}(ℏ), G^{n,1}(ℏ)) \) that roughly spoken associates an initial data set (g, K) the respective operator \( ℏ_{g,K} = \frac{ℏ_{g,K}}{\sqrt{1+ℏ_{g,K}^2}} \).

Hence, using the induced map \( π_{k+1}(ℓ(M), ℓ^2(M), (h, L)) → π_{k+1}(Fred^{n,1}(ℏ), G^{n,1}(ℏ), ℏ_{h,L}) \), we may define the following.

**Definition 6.12.** The \( ℏ \)-index difference is defined to be the composition

\[
\text{diff}_{ℏ}: π_k(ℓ^2(M), (h, L)) ≅ π_{k+1}(ℓ(M), ℓ^2(M), (h, L)) \rightarrow π_{k+1}(Fred^{n,1}(ℏ), G^{n,1}(ℏ), ℏ_{h,L}) ≅ KO^{-n,k}(\{\bullet\}).
\]

The comments of Remark 6.8 on the \( α \)-index difference likewise apply for the \( ℏ \)-index difference. Note that we did not define an “\( ℏ \)-index”. The reason is that on any compact manifold \( M \neq \emptyset \), there exists an initial data set that strictly satisfies
the dominant energy condition, e.g., \((g,\lambda g)\) for large \(\lambda\), and hence the index of \(\bar{\Phi}\) is always zero.

**Theorem 6.13.** For \(h \in R^>(M)\) and \(k \geq 0\), the following diagram commutes:

\[
\begin{array}{ccc}
\pi_k(R^>(M),h) & \xrightarrow{\text{Supp}} & \pi_{k+1}(SR^>(M),[h,1]) \\
\text{\(\alpha\)-diff} & & \Phi_* \\
& & \pi_{k+1}(I^>(M),(h,\tau(h)h)) \\
& & \text{\(\overline{\pi}\)-diff}
\end{array}
\]

Moreover, if the basepoint of \(I^>(M)\) is chosen to lie in \(C_+ \in \pi_0(I^>(M))\), then \(\overline{\pi}\)-diff\(\left(C_+\right) = \alpha(M) \in KO^{-n}\left(\{\bullet\}\right)\).

We only sketch the proof. For details we refer to [23].

*Sketch of proof.* The proof essentially boils down to the following: Suppose \((\bar{\Phi}_x)_{x \in D^{k+1}}\) is a continuous family of metrics with \(g_x \in R^>(M)\) for all \(x \in S^k = \partial D^{k+1}\). Denote by \((\bar{\Phi}_x)_{x}\) the associated family of \(C_{n+1}\)-linear Dirac operators. Moreover, let \((\bar{\Phi}_{x,t})_{x,t}\) be the family of \(C_{n+1}\)-linear Dirac-Witten operators associated to the family \(((g_x,\tau(g_x)g_x))_{(x,t) \in D^{k+1} \times \Gamma}\) of initial data sets (with \((g_x,\tau(g_x)g_x) \in I^>(M)\) for all \((x,t) \in \partial(D^{k+1} \times \Gamma))\). It is to show that the family indices of \((\bar{\Phi}_x)_{x}\) and \((\bar{\Phi}_{x,t})_{x,t}\) coincide. For simplicity, we will not explicitly employ the clumsy bounded transforms here and argue only up to sign.

The \(C_{n+1}\)-linear Dirac operators are defined on the space \(H = L^2(\Sigma_{C_{n+1}}M)\), but we may also consider the Dirac operators on \(\bar{H} = L^2(\Sigma_{C_1}M)\), and – as was remarked above – these are \(C_{n+1}\)-linear. It is a fundamental property of the KO-index that it is invariant under this “doubling procedure”, i.e., \(\text{ind}(\bar{\Phi}_x) \in KO(\{\bullet\})\) is the same whether we consider the operators as \(C_{n+1}\)-linear on \(H\) or as \(C_{n+1,1}\)-linear on \(\bar{H}\). Now another invariance of the KO-index comes into play: The Bott map produces from the family \((\bar{\Phi}_x)_{x \in D^{k+1}}\) of \(C_{n+1,1}\)-linear operators a family \((\bar{\Phi}_x - t\bar{\tau}(g_x)g_x)_{(x,t) \in D^{k+1} \times \Gamma}\) of \(C_{n+1}\)-linear operators with the same family index (at least up to sign). But, by definition, the Dirac-Witten operator for \((g_x,\tau(g_x)g_x)\) is \(\bar{\Phi}_{x,t} = \bar{\Phi}_x - t\bar{\tau}(g_x)g_x = \bar{\Phi}_x - t\bar{\tau}(g_x)\sigma(e_{n+1})\), and the claim follows by a simple rescaling in the second summand. \(\square\)

Using the theorems cited at the end of Section 6.2, we immediately get the following conclusions.

**Corollary 6.14.** If \(M\) is spin with \(\alpha(M) \neq 0\), then \(C_+\) and \(C_-\) are different path-components of \(I^>(M)\). In particular, when \(M\) is simply connected of dimension \(n \geq 5\) (and not necessarily spin), we have \(C_+ = C_-\) if and only if \(M\) carries a metric of positive scalar curvature.

**Corollary 6.15.** If \(M\) is spin, of dimension \(n \geq 6\) and \(h \in R^>(M) \neq \emptyset\), then \(\overline{\pi}\)-diff\(\pi_h(I^>(M),(h,\tau(h)h)) \to KO^{-n-k}(\{\bullet\})\) is non-trivial for all \(k \geq 1\) for which the target is non-trivial. Moreover, when the target is \(\mathbb{Z}/2\mathbb{Z}\), it is split surjective.

We want to extend this to the initial data sets that satisfy DEC but not necessarily in the strict sense.

**Corollary 6.16.** Assume additionally, that \(M\) has a topological obstruction to the existence of an initial data triple as discussed in Corollary 5.26. Then the two corollaries above also hold for \(I^>(M)\) instead of \(I^>(M)\):
the dominant energy condition, i.e., $\text{Ein}^g(t) \geq 0$ for all $t \in \mathbb{R}$.

More precisely, let $(\overline{M},\overline{g})$ be a globally hyperbolic Lorentzian manifold which is subject to the dominant energy condition, i.e., $\text{Ein}(V) := \text{Ric}(V) - \frac{1}{2} \text{scal} V$ is past-causal for all future-causal $V \in T\overline{M}$. We choose a foliation $\overline{M} \cong M \times \mathbb{R}$ of $\overline{M}$ into spacelike hypersurfaces (diffeomorphic to $M$). On every slice $M \times \{t\}$, $\overline{g}$ induces a metric $g_t$ and a second fundamental form $K_t$. Hence, we obtain a family $(g_t, K_t)_{t \in \mathbb{R}}$ of initial data sets on $M$. As explained in Subsection 2.2 the dominant energy condition for $(\overline{M},\overline{g})$ implies that on every slice the induced initial data set is subject to the dominant energy condition, i.e., $(g_t, K_t) \in \mathcal{I}^g(M)$ for all $t \in \mathbb{R}$. A big bang (with respect to the given foliation) may be characterized by demanding that in the limit $t \to -\infty$, the mean curvature $H_t = \frac{1}{n} \text{tr}(K_t)$ of the initial data set $(g_t, K_t)$ uniformly converges to $\infty$. Analogously, a big crunch can be defined by $H_t \to -\infty$ for $t \to \infty$. In particular, $H_t > 0$ holds for sufficiently small $t \in \mathbb{R}$ in the case of a big bang and $H_t < 0$ for sufficiently large $t \in \mathbb{R}$ in the case of a big crunch. Note that an initial data set with $H_t > 0$ is in the component of expanding initial data $\tilde{C}_+$ and an initial data set with $H_t < 0$ is in the component of contracting initial data $\tilde{C}_-$. Hence, if $(\overline{M},\overline{g})$ has both big bang and big crunch, then, for suitable choice of $t_- < t_+ \in \mathbb{R}$, $[t_- , t_+] \to \mathcal{I}^g(M)$, $t \mapsto (g_t, K_t)$ defines a continuous path starting in $\tilde{C}_-$ and ending in $\tilde{C}_+$, showing that $\tilde{C}_- = \tilde{C}_+$. With this in mind, the first part of Corollary 6.16 provides an obstruction to the existence of a space-time having both big bang and big crunch with Cauchy surface diffeomorphic to $M$.

This argument can be further improved. To do so, we need the conservation theorem, which is proved in the book by Hawking and Ellis [25].
**Theorem 6.17** ([25, Sec. 4.3]). Let $(\mathcal{M}, \mathcal{g})$ be a time-oriented Lorentzian manifold and assume it admits a temporal function, i.e., a smooth function $\tau: \mathcal{M} \to \mathbb{R}$ such that $\nabla \tau$ is past-timelike. Furthermore, let $U \subset \mathcal{M}$ be a compact submanifold with piecewise smooth boundary with $\dim U = \dim \mathcal{M} = n + 1$. We assume that we have a piecewise smooth decomposition $\partial U = \partial_1 U \cup \partial_0 U \cup \partial_0 U$ into the timelike boundary $\partial_0 U$, the past non-timelike boundary $\partial_{01} U$ and the future non-timelike boundary $\partial_0 U$. If $(\mathcal{M}, \mathcal{g})$ satisfies the dominant energy condition and if the Einstein tensor $\text{Ein}$ identically vanishes on $\partial_1 U$ and $\partial_0 U$, then it identically vanishes on all of $U$. In particular, if $(\mathcal{M}, \mathcal{g})$ is globally hyperbolic, subject to the dominant energy condition and $\rho \equiv 0$ on a Cauchy surface, then it is a vacuum space-time.

Here, a space-time is called a vacuum space-time or we say that it is vacuous if $\text{Ein} \equiv 0$.

We use it to prove our following theorem.

**Theorem 6.18.** Let $(\mathcal{M}, \mathcal{g})$ be a globally hyperbolic Lorentzian manifold with compact Cauchy surface $\mathcal{M}$. Assume that $(\mathcal{M}, \mathcal{g})$ satisfies the dominant energy condition and has a foliation into spacelike hypersurfaces with big bang as well as big crunch. If $\mathcal{M}$ is spin, then $\alpha(M) = 0$ or the foliation of $\mathcal{M}$ contains a leaf for which there exists a non-zero spinor $\alpha$ such that $\phi$ along with the induced initial data set $(g, K)$ satisfies the constraint equation (10). In particular, if additionally $(\mathcal{M}, \mathcal{g})$ is non-vacuous and simply connected of dimension $n + 1 \geq 6$, then $\mathcal{M}$ admits a metric of positive scalar curvature.

**Proof.** As explained above, such a foliation gives rise to a map $\mathbb{R} \to \mathcal{I}^2(\mathcal{M}), t \mapsto (g_t, K_t)$ and it is possible to choose $t_0 < t_1 \in \mathbb{R}$ such that $H_{t_0} > 0$ and $H_{t_1} > 0$. It is elementary to check that $(g_{t_0}, K_{t_1} + sg_{t_1})$ strictly satisfies the dominant energy condition for all $s > 0$. Analogously, $(g_{t_1}, K_{t_0} - sg_{t_0})$ strictly satisfies the dominant energy condition for all $s > 0$. Hence, by adding these paths at the ends of the restriction $[t_0, t_1] \to \mathcal{I}^2(\mathcal{M})$, we obtain a path $\gamma: [t_0, t_1] \to \mathcal{I}^2(\mathcal{M})$ with endpoints in $\mathcal{I}^2(\mathcal{M})$. More precisely, the whole segment $\gamma([t_0, t_1])$ lies in the component $C_-$ and $\gamma(t_0, t_1 + 1) \subset C_+$.

We may assume $\alpha(M) \neq 0$, as otherwise we are done with the first claim. Hence, by Theorem 6.13 $\overline{\alpha}$-diff($C_-$) $\neq 0$. Now recall from the definition, that $\overline{\alpha}$-diff may be computed as family index of the Dirac-Witten operators associated to any path in $\mathcal{I}(\mathcal{M})$ connecting $C_-$ with $C_+$. Taking the path $\gamma$ from above, this implies that there is some $t_0 \in (t_0, t_1 + 1)$ for which the Dirac-Witten operator associated to $\gamma(t_0)$ is not invertible. As the end segments are contained in $\mathcal{I}^2(\mathcal{M})$, this $t_0$ must be contained in $[t_0, t_1]$ and the first claim follows from Theorem 5.1.

For the remaining part, recall that due to Stolz’s theorem, we may assume that $\mathcal{M}$ is spin with $\alpha(M) \neq 0$ as otherwise $\mathcal{M}$ carries a metric of positive scalar curvature. Hence, applying the first part for some foliation, we obtain a leaf $(\mathcal{M}, g, K)$ along with a solution $\phi$ of the constraint equation (10) for a parallel spinor. As $\mathcal{M}$ is simply connected, $b_1(\mathcal{M}) = 0$ it follows from Corollary 5.5 that $\phi$ cannot be lightlike. Then by Corollary 5.3, $\rho \equiv 0$ on $\mathcal{M}$. The conservation theorem then implies that $(\mathcal{M}, \mathcal{g})$ is a vacuum space-time, contradicting the assumptions. \(\square\)

It was pointed out to us by Greg Galloway that a more general version of this also follows from the following theorem due to Gerhardt [21, Thm. 6.1].

---

7Assuming $M$ connected, we can reexpress this by saying that $(g, K, \phi)$ is an initial data triple.
Theorem 6.19 ([22, Thm. 2.2]). Let \((\mathcal{M}, \mathcal{g})\) be a globally hyperbolic Lorentzian manifold with compact Cauchy surface. Let \(M_1\) and \(M_2\) be two Cauchy surfaces forming the boundary of a region \(\Omega\), \(M_1\) lying in the past of \(M_2\), and let \(H_1\) and \(H_2\) be their mean curvature functions, respectively. Then for any function \(f \in C^{0,\alpha}(\Omega)\) with \(H_2 \leq f|_{M_2}\) and \(f|_{M_1} \leq H_1\), there exists a \(C^{2,\alpha}\)-Cauchy surface \(M\) between \(M_1\) and \(M_2\) with mean curvature \(H = f|_{M}\).

Corollary 6.20. Let \((\mathcal{M}, \mathcal{g})\) be a globally hyperbolic Lorentzian manifold with compact Cauchy surface \(M\). Assume that \((\mathcal{M}, \mathcal{g})\) satisfies the dominant energy condition and has a foliation with big bang as well as big crunch. If \((\mathcal{M}, \mathcal{g})\) is connected and non-vacuous, then \(M\) admits a metric of positive scalar curvature.

Proof. We apply Gerhardt’s theorem for \(M_1 = M_t^-\), \(M_2 = M_t^+\) and \(f \equiv 0\). Thus \(M\) is a spacelike minimal hypersurface. From the dominant energy condition, we get on \(M\) that

\[ \operatorname{scal} \geq \operatorname{scal} - \|K\|^2 \geq \rho \geq 0. \]

If \(\operatorname{scal} \equiv 0\), then \(\rho \equiv 0\) and \((\mathcal{M}, \mathcal{g})\) is a vacuum space-time. Hence, \(\operatorname{scal} \geq 0\) with \(\operatorname{scal} \neq 0\), and it is well-known that this implies that there is a metric of positive scalar curvature on \(M\). Notice that this is true despite the reduced regularity assumptions. For instance, the argument of Kazdan and Warner [30] also applies for \(C^2\)-metrics.

Concluding remark. We obtain an obstruction from a big bang to a big crunch, similar to the one obtain via Gerhardt’s theorem. In contrast to the approach via Gerhardt’s theorem that uses minimal hypersurfaces, our proof uses index theory. This is a remarkable analogon to obstructions against positive scalar curvature metrics, e.g., on a torus, where index theoretic methods compete with the minimal hypersurface method.

The analogy even goes further: in this article we have shown that the index theoretical methods can also be used to obtain informations about higher homotopy groups.

Our index theoretical method also has the advantage, that we can exclude with the same approach the evolution from the component of contracting initial data to the component of expanding initial data. It seems to us that this result cannot be obtained from Gerhardt’s theorem.

Appendix A. The Taylor development map for Ricci-flat metrics

We develop a construction here, which might also be of interest, independent of our present article. The goal is to use the Taylor development of the metric in order to associate to any closed Ricci-flat Riemannian manifold \((P, h)\) with finite fundamental group a covering map a covering map

\[ \mathcal{T}_k^k : \mathcal{P}_O(P, h) \to \mathcal{TayDev}_k(P, h) \]

from the orthonormal frame bundle of \((P, h)\) to some submanifold \(\mathcal{TayDev}_k(P, h)\) of some \(\mathbb{R}^r\) which behaves “natural” under isometries.

Our construction relies on the following lemma.

Lemma A.1. Let \(U\) be an open subset of \(\mathbb{R}^n\), and \(f: U \to \mathbb{R}^m\) an analytic function. Assume that for any \(x, y \in U\), \(x \neq y\) the Taylor series in \(x\) and \(y\) do not coincide.
Then for every \( x_0 \in U \) there is a number \( k \), such that \( T_k f := (f, df, d^2f, \ldots, d^k f) : U_0 \to \mathbb{R}^N \) has an injective differential in \( x_0 \).

**Proof.** Suppose \( X \in \bigcap b \ker(d_{x_0} T_k f) \). Then the map \( t \mapsto f(x_0 + tX) - f(x_0) \) is an analytic map that vanishes of infinite order at 0. It follows that \( f \) is constant along \( t \mapsto x_0 + tX \). We can apply the same argument to

\[
 t \mapsto \frac{\partial |f|}{\partial x^\alpha}(x_0 + tX) - \frac{\partial |f|}{\partial x^\alpha}(x_0)
\]

for any multi-index \( \alpha \). It thus follows, that all point along \( t \mapsto x_0 + tX \) have the same Taylor series. Thus \( X = 0 \). \( \square \)

In the following, let \( \mathcal{P}_O(P,h) \) be the principal bundle of \( h \)-orthonormal frames over the Riemannian manifold \((P,h)\), and \( \mathcal{P}_{GL}(P) \) the principal bundle of all frames over \( P \). The universal Riemannian covering will be denoted by \((\tilde{P},\tilde{h}) \to (P,h)\).

**Construction A.2.** We assume that \((P,h)\) is a closed connected \( m \)-dimensional Ricci-flat Riemannian manifold with finite \( \pi_1(P) \). We associate to \((P,h)\) a natural number \( k_0 = k_0(P,h) \), and a submanifold \( \text{TayDev}^k_{(P,h)} \) of \( \mathbb{R}^r \) which depends on \( k \geq k_0 \) and where \( r = (m^{k+3} - m^2)/(m-1) \). We also associate a covering map (in particular, it is a local diffeomorphism)

\[
 \mathcal{T}^k_{(P,h)} : \mathcal{P}_O(P,h) \to \text{TayDev}^k_{(P,h)}.
\]

The map \((P,h) \to (\text{TayDev}^k_{(P,h)}, \mathcal{T}^k_{(P,h)})\) is natural, smooth and almost injective in the following sense:

**Almost injectivity:** Two frames \( E_0, E_1 \in \mathcal{P}_O(P,h) \) with base points \( p_0, p_1 \in P \) are mapped to the same element in \( \text{TayDev}^k_{(P,h)} \), if and only if, there is an isometry from an open neighborhood of \( p_0 \) to an open neighborhood of \( p_1 \) whose differential maps \( E_0 \to E_1 \). Note that any such local isometry lifts to a global isometry of \((\tilde{P},\tilde{h})\).

**Naturality:** If there is a (surjective) Riemannian covering \( I : (P,h_P) \to (Q,h_Q) \), then \( k_0(P,h_P) = k_0(Q,h_Q) \), and for \( k \geq k_0 \) we have \( \text{TayDev}^k_{(P,h_P)} = \text{TayDev}^k_{(Q,h_Q)} \) and \( \mathcal{T}^k_{(P,h_P)} = \mathcal{T}^k_{(Q,h_Q)} \circ \phi^* \), where \( \phi^* \) is the map from \( \mathcal{P}_O(P,h_P) \to \mathcal{P}_O(Q,h_Q) \) induced from \( \phi \).

**Smoothness:** If we have a smooth family \( b \mapsto h_b, h \in B \) of such metrics on \( P \), where \( B \) is any parameter manifold, possibly with boundary, and if \( k \geq k_0(P,h_b) \) for all \( b \in B \) (which can be achieved e. g., if \( B \) is compact) then \( \text{TayDev}^k_{(P,h_b)} \) and \( \mathcal{T}^k_{(P,h_b)} \) depend smoothly on \( b \). More precisely, \( \bigcup_{a \in B} (\mathcal{P}_O(P,h_a) \times \{b\}) \) and \( \bigcup_{a \in B} (\text{TayDev}^k_{(P,h_a)} \times \{b\}) \) are smooth submanifolds of \( \mathcal{P}_{GL}(P) \times B \) and \( \mathbb{R}^r \times B \), and the maps \( \mathcal{T}^k_{(P,h_b)} \) define a smooth map between these two submanifolds.

Note that the Cheeger–Gromoll splitting theorem tells us that the compactness of \( P \), its Ricci-flatness and the finiteness of \( \pi_1(P) \) imply that \( \text{Isom}(\tilde{P},\tilde{h}) \) and \( \text{Isom}(P,h) \) are finite.

**Description of the construction.** Let \((P,h)\) satisfy the assumptions of the construction. The metric \( h \) is real-analytic in normal coordinates, thus the Taylor development converges.
For each \( x \in P \), and each \( h \)-orthonormal frame \( E = (e_1, \ldots, e_m) \) we obtain an isometry \( I_E : \mathbb{R}^m \to T_x P \), and let \( \mathcal{T}^k_{(P,h)}(E) \) be the Taylor polynomial of order \( k \) at 0 of \( I_E^*(\exp_p^h)^* h \). (We follow the convention that \( \mathcal{T}^k_{(P,h)} \) also includes all coefficients of order \( \leq k \).) This Taylor polynomial \( \mathcal{T}^k_{(P,h)} \) is a smooth map

\[
\mathcal{T}^k_{(P,h)} : \mathcal{P}_O(P, h) \to \left( \bigoplus_{j=0}^k (\mathbb{R}^m)^{\otimes j} \right) \otimes \mathbb{R}^{m^2} = \mathbb{R}^r
\]

for \( r = m^2 + m^3 + \cdots + m^{k+2} = (m^{k+3} - m^2)/(m-1) \). It is analytic with respect to the analytic structure on \( \mathcal{P}_O(P, h) \) defined via \( h \).

From the previous lemma it follows, that for any \( E \in \mathcal{P}_O(P, h) \) there is a \( k_1(E) \), such that for all \( k \geq k_1(E) \) the differential of \( \mathcal{T}^k_{(P,h)} \) in \( E \) is injective. Thus, for such a \( k \), the map \( \mathcal{T}^k_{(P,h)} \) is an immersion on a neighborhood of \( E \). By an obvious compactness argument, we see that \( k_1 = k_1(E) \) can be chosen independently of \( E \). For \( k \geq k_1 \) we define \( \text{TayDev}^k_{(P,h)} \) as the image of \( \mathcal{T}^k_{(P,h)} \); we will show later that this is a submanifold of \( \mathbb{R}^r \) for sufficiently large \( k \).

The Taylor polynomial of the metric is natural in the sense that if \( \varphi : (U, h_P) \to (V, h_Q) \) is an isometry defined on an open subset \( U \) of a manifold \( (P, h_P) \) as above, then \( V \) is an open subset of a similar manifold \((Q, h_Q)\) and

\[
\mathcal{T}^k_{(Q,h_Q)}(\varphi_*(E)) = \mathcal{T}^k_{(P,h_P)}(E) \quad \forall E \in \mathcal{P}_O(U, h_P).
\]  

Equation (18)

When we apply this relation to \((Q, h_Q) = (P, h_P) = (P, h)\), then “if”-part in the almost injectivity follows for any \( k \in \mathbb{N} \). Such a locally defined isometry lifts to an isometry of \( \text{Isom}(\tilde{P}, \tilde{h}) \), which is a discrete and thus finite group. Note that there is a well-defined (smooth) covering \( \pi_{\text{Isom}} : \mathcal{P}_O(P, h) \to \text{Isom}(\tilde{P}, \tilde{h}) \backslash \mathcal{P}_O(\tilde{P}, \tilde{h}) \).

It follows for \( k \geq k_1 \) that the map \( \mathcal{T}^k_{(P,h)} \) descends to an immersion

\[
\tilde{\mathcal{T}}^k_{(P,h)} : \text{Isom}(\tilde{P}, \tilde{h}) \backslash \mathcal{P}_O(\tilde{P}, \tilde{h}) \to \mathbb{R}^r.
\]

We will show that this map is injective for sufficiently large \( k \). To show this assume that frames \( E, E' \in \mathcal{P}_O(P, h) \) with base points \( p, p' \in P \) are given, and we assume that for all \( k \in \mathbb{N} \), the Taylor series satisfy \( \mathcal{T}^k_{(P,h)}(E) = \mathcal{T}^k_{(P,h)}(E') \). Then

\[
\exp_p^h \circ I_{E'} \circ (I_E)^{-1} \circ (\exp_p)^{-1}
\]

defines a local isometry from a neighborhood of \( p \) to a neighborhood of \( p' \). Thus \( \pi_{\text{Isom}}(E) = \pi_{\text{Isom}}(E') \). Thus for every \( [E] \in \text{Isom}(\tilde{P}, \tilde{h}) \backslash \mathcal{P}_O(\tilde{P}, \tilde{h}) \) there is a \( k_0([E]) \geq k_1 \) such that \( \left( \tilde{\mathcal{T}}^k_{(P,h)} \right)^{-1}(\{\tilde{\mathcal{T}}^k_{(P,h)}([E])\}) = \{[e]\} \) for all \( k \geq k_0([E]) \). By a compactness argument this implies that \( \tilde{\mathcal{T}}^k_{(P,h)} \) is injective on a neighborhood of \([E]\), and a further compactness argument shows that \( k_0 = k_0([E]) \) can be chosen independently on \([E]\). Then \( \tilde{\mathcal{T}}^k_{(P,h)} \) is an embedding, \( \text{TayDev}^k_{(P,h)} = \text{im} \tilde{\mathcal{T}}^k_{(P,h)} \) a submanifold and the almost injectivity is proven.

\( \mathcal{T}^k_{(P,h)} \) is a covering map as it is the composition of the covering map \( \pi_{\text{Isom}} \) with a diffeomorphism. Naturality follows from Equation (18) and the smoothness is obvious from the construction.

**Proposition A.3.** We assume that \( P \) is a closed manifold with \( \pi_1(P) \) finite, and that \( h_t, t \in (-\varepsilon, \varepsilon) \) is a smooth family of Ricci-flat metrics. Assume that \( h_t, t \in \mathbb{R} \) is
a smooth family of metrics, and \( \varphi_t \in \text{Diff}(P) \) is continuous in \( t \) with \( \varphi_0 = \text{id}_P \), and \( \varphi_t^* h_t = h_0 \). Then \( \varphi_t \) is smooth in \( t \).

Again, the conditions imply that \( \text{Isom}(\tilde{P}, \tilde{g}_t) \) and \( \text{Isom}(P, g_t) \) are finite for all \( t \).

**Proof.** We have a smooth map
\[
\Psi : \bigcup_{t \in (-\varepsilon, \varepsilon)} (\mathcal{P}_0(P, h_t) \times \{t\}) \rightarrow \text{TayDev}^k_{(P, h_0)}(E, t) \times (-\varepsilon, \varepsilon), \quad (E, t) \mapsto (T^k_{(P, h_0)}(E), t)
\]
This map is a covering of smooth manifolds. Thus if we fix some \( E_0 \in \mathcal{P}_0(P, h_0) \), lifting yields a (unique) smooth path of frames \( t \mapsto E_t \in \mathcal{P}_0(P, h_t) \) with \( \Psi(E_t, t) = (T^k_{(P, h_0)}(E_0), t) \) for all \( t \). By a construction similar to the construction in (19), the maps \( E_0 \mapsto E_t \) come from isometries \( \tilde{\varphi}_t : (\tilde{P}, \tilde{h}_0) \rightarrow (\tilde{P}, \tilde{h}_t) \) which smoothly depend on \( t \). One can assume \( \tilde{\varphi}_0 = \text{id}_{\tilde{P}} \). By a continuity argument one sees that \( \tilde{\varphi}_t \) is a lift of \( \varphi_t \). Thus the smoothness of \( \varphi_t \) follows. \( \square \)

**Appendix B. Proof of Lemma 5.17**

The goal of this appendix is to provide a proof of Lemma 5.17. We proceed with the assumptions and notations the proof of Proposition 5.16, in the special case that the leaves \( Q_\sigma \) are non-compact. Let \( p := n - \ell - 1 = \dim P_\sigma \).

If we join the tangent spaces to the submanifolds of the form \( P_\sigma \times \{v\} \) in \( Q_\sigma \) over all \( v \in \mathbb{R}^\ell \) and all \( \sigma \) then we obtain a smooth foliation \( \mathcal{F}_P \) of \( \tilde{M} \) where all leaves are diffeomorphic to some \( P_\sigma \), and as the leaves in the neighborhood of a simply-connected, compact leaf are diffeomorphic to that leaf, all leaves are diffeomorphic. For a given \( x = (x_0, 0) \in P_0 \times \mathbb{R}^\ell \equiv \tilde{Q}_0 \), \( \tilde{\Phi}_t(x) \) will intersect exactly one leaf of \( \mathcal{F}_P \), denoted as \( P(t) \), as we may assume \( P_0 = P(0) =: P \). For \( t \in \text{im} S \) we have \( P(t) \subset \tilde{Q}_0 \) and thus \( P(t) \) is isometric for the induced metrics, let \( t_0, t \in \text{im} S \) be an isometry from \( P(0) \) to \( P(t) \).

We show that \( P(\sigma) \) is isometric to \( P(0) \) for any \( \sigma \in \mathbb{R} \). Choose an orthonormal frame \( E := (e_1, \ldots, e_p) \) of \( T_x P \). Because of the denseness of \( \text{im} S \) there is a sequence \( t_i \in \text{im} S \) with \( t_i \rightarrow \sigma \). After passing to a subsequence \( dt_i, t(E) := (dt_i, (e_1), \ldots, dt_i, (e_p)) \) is a Cauchy sequence, and for this subsequence \( t_i \), converges to an isometry \( \iota : P(0) \rightarrow P(\sigma) \).

Let \( \mathcal{P}_0(\mathbb{F}_P) \) be the \( O(p) \)-principal bundle of all orthonormal frames of any tangent space of leaves of \( \mathbb{F}_P \) at any point of \( \tilde{M} \). For any frame \( \tilde{E} \in \mathcal{P}_0(\mathbb{F}_P) \) over \( x \in \tilde{Q}_x \), let \( \mathcal{T}(\tilde{E}) \) be the Taylor polynomial of sufficient order of the induced Riemannian metric on \( P(\sigma) \) in normal coordinates given by the basis \( \tilde{E} \). As all \( P_\sigma \) are isometric for the induced metric, we obtain a submersion \( \mathcal{T} : \mathcal{P}_0(\mathbb{F}_P) \rightarrow \text{TayDev}^k_{(P, h_0)}(E, t) \).

We extend the map \( P(t) \) from above to a map which defines a bijection from \( \mathbb{R}^\ell \times \mathbb{R} \) to the space of all leaves of \( \mathbb{F}_P \). For any \( t \in \mathbb{R} \) we choose an orthonormal basis \( (f_1(t), \ldots, f_\ell(t)) \) of the \( \mathbb{R}^\ell \)-factor of \( \tilde{Q}_t \) at \( \Phi_t(x) \), depending smoothly on \( t \). For \( v = (v_1, \ldots, v_\ell) \in \mathbb{R}^\ell \) we define
\[
\rho(v, t) := \exp_{\Phi_t(x)} \left( \sum_{j=1}^\ell v_j f_j(t) \right).
\]
This is an embedding of \( \mathbb{R}^\ell \times \mathbb{R} \rightarrow \tilde{M} \) which maps \( \mathbb{R}^\ell \times \{t\} \) isometrically to a totally geodesic subspace of \( \tilde{Q}_t \). The image of \( \rho \) intersects each leaf of \( \mathbb{F}_P \) exactly once (and this intersection is orthogonal with complementary dimensions). Let \( P(v, t) \)
be the leaf of $\mathbb{F}_P$ running through $\rho(v,t)$. For each $(v,t)$ we have a covering $\tau_{v,t}: \mathcal{P}_O(P(v,t)) \rightarrow \text{TayDev}^k_{(P,h)}$, and they fit together to a covering

$$\mathcal{P}_O(\mathbb{F}_P) \rightarrow \text{TayDev}^k_{(P,h)} \times \mathbb{R}^\ell \times \mathbb{R}$$

For each $(v,t)$ there is a unique isometry $h_{v,t}$ from $P$ to $P(v,t)$ mapping $E$ to $H(v,t)$. We get a diffeomorphism

$$\mathcal{P}_O(\mathbb{F}_P) \rightarrow M$$

$$(x,v,t) \mapsto \Xi_t(x,v) := h_{v,t}(x).$$

By construction $\Xi_t$ maps $P \times \mathbb{R}^\ell \times \{t\}$ isometrically to $\tilde{Q}_t$.
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