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Abstract

The modeling of turn-taking in dialog can be viewed as the modeling of the dynamics of voice activity of the interlocutors. We extend prior work and define the predictive task of Voice Activity Projection, a general, self-supervised objective, as a way to train turn-taking models without the need of labeled data. We highlight a theoretical weakness with prior approaches, arguing for the need of modeling the dependency of voice activity events in the projection window. We propose four zero-shot tasks, related to the prediction of upcoming turn-shifts and backchannels, and show that the proposed model outperforms prior work.

1. Introduction

Turn-taking is the fundamental ability of humans to organize spoken interaction, i.e., to coordinate who the current speaker is, in order to avoid the need for interlocutors to listen and speak at the same time [1]. A dialog can be viewed as a sequence of turns, constructed through the joint activity of turn-taking between the two speakers. A turn refers to segments of activity where a single speaker controls the direction of the dialog. In conversational systems, turn-taking has traditionally been modeled using threshold policies which recognize silences longer than a chosen duration as transition-relevant places. Although these types of models are commonly used, it is well known that they are insufficient for modeling human-like turn-taking [2], since silences inside of a speaker turn are often longer than silences between turns. Thus, such policies will either result in interruptions or sluggish responses.

However, since pauses, overlaps and interruptions are very common phenomena, and since turn-taking is often optional, it is hard to come up with objective criteria for what a turn really is, and how to automatically identify turns in dialog data [2]. One approach to make data-driven modeling of turn-taking feasible, is to instead model the dynamics of the voice-activity (VA) of the dialog participants (i.e., the binary notion of whether a person is speaking or not). From the VA, we can then identify certain events related to turn-taking. When VA from one speaker transitions to VA from the other speaker, we can identify a SHIFT, and when there is a silence within the VA of a single speaker (without VA from the other speaker), there is a HOLD. During a turn controlled by one speaker there may also be shorter, isolated VA from the other speaker, which roughly corresponds to the phenomenon called backchannels [3], i.e., shorter feedback vocalizations such as “mhm”. These turn-taking events are very important to identify for a conversational system. For example, it should be able to tell whether a mutual silence should be identified as a SHIFT or a HOLD. It is also important to identify when it is appropriate to backchannel, and whether the start of a VA is likely to constitute a backchannel or a longer contribution (i.e., a proper turn shift).

There are two main approaches to data-driven modeling of turn-taking, characterized by the cost of data collection, training objective and model utility. We use model utility to denote the ease of mapping the model outputs to specific actions, or in other words, how straightforward the model outputs are interpreted as specific actions by the researcher. The training objectives can coarsely be organized in two groups: supervised and self-supervised learning. Supervised learning refers to classification models which map some input feature space to specific labels. As these labels are typically human-annotated, the cost of data collection is high. On the other hand, since the training objective is very specific, the model utility is high, as the labels can be interpreted explicitly. This has been the most commonly used approach for training turn-taking systems in the past [4, 5, 6].

Self-Supervised Learning (SSL) can be viewed as the task of reconstructing, or predicting, occluded parts of the data. The idea is to train on these general tasks, minimizing the networks capacity to exploit “shortcuts”, in order to find patterns useful
for modeling the underlying data distribution. Once trained, a SSL model can be fine-tuned on a particular dataset, re-trained on a downstream task, its representations used as input to other systems, or used directly through “zero-shot” classification. Zero-shot classification is done by mapping the model’s outputs directly to the relevant classes in a specific task, without the need of additional training. Many areas of research have shown promising performance gains by utilizing SSL such as Vision [7, 8], Audio [9, 10, 11] and NLP [12, 13].

Compared to supervised learning, data collection for SSL is much cheaper (since no annotation is needed), whereas the general self-supervised training objective produces lower model utility outputs. For example, a trained self-supervised model may provide good representations to be used in a downstream task, but the outputs themselves may not be directly interpretable or practically useful (in and of themselves).

Skantze [14] introduced an incremental and general SSL task suitable for modeling turn-taking, where a system is trained to predict probabilities associated with future VA, for each speaker, over a dialog. The idea is that if a model can successfully predict the future VA of a dialog, that information can be used to control the turn-taking actions of a conversational system. In addition to the training objective, they introduced two zero-shot tasks (i.e., ways of utilizing the low model utility outputs), in order to infer turn-taking events directly. In their work they showed that this general task of modeling future VA was successful in producing turn-taking models which could distinguish between SHIFT and HOLD, along with more complex tasks described below. Others reproduced these findings while improving performance by using more advanced input features and model architectures [15, 16] as well as its generalization across languages [17].

In this paper, we extend prior work, highlight a theoretical weakness of their design, and propose an alternative. We show empirically that our design improves performance on two new zero-shot tasks, while having equal or greater performance on existing tasks. We provide publicly available code1 which standardizes the evaluation “zero-shot” metrics, events (moments of interest), and model output layers, in order to make these tasks more accessible to the research community at large.

2. Voice Activity Projection

Projection is the capacity to predict future conversational events as a way for humans, with noticeable slow mechanisms for producing speech, to respond quickly without delay [1, 18, 19]. We thus define Voice Activity Projection (VAP) as the task of predicting the future VA of each interlocutor in a dialog.

We define a window horizon to construct a VAP window that contains the future VA information to model, at each frame step, over the course of a dialog. The VAP window is discretized into a fixed number of bins, and a VA threshold is used to determine whether the bins are considered active or not, producing the final VAP window used as labels during training, as seen in Figure 2. Previous work [14] used uniformly sized bins of 50ms, covering a total of 3 seconds into the future, and was trained to predict the resulting 60 bins, independently, for each speaker. Once trained, the model would output a value representing the probability of each bin being active or not.

However, given this training objective, it is not clear what the probability associated with each bin means. Considering each bin independently, the probability associated with that bin is of course the probability associated of it being active or not. But if the VAP window as a whole is considered, the interpretation of the outputs becomes less clear. A direct approach could be to take the explicit values of each bin, using their independent probability distributions, and use the resulting projection window as an explicit VAP state the model deems likely. However, since all bins are independent, this may result in a VAP window state which is heavily out of distribution. Consider a model output where each of the bins contains equal probability of 0.5, does this correspond to all states being equally likely? Are states, highly out-of-distribution, where “every other” bin is active, as likely as only a single active speaker?

The problem originates from the fact that each bin is modeled independently and cannot be used, in a theoretic way, to statistically model the projection window as whole. Therefore, we propose a change to the task by modeling the entire VAP window directly, keeping the dependence between the VAP window bins. To achieve this, we enumerate each possible configuration of a VAP window as separate states. This way, a VAP window can be viewed as a sequence of bits where the total number of states grows exponentially as \(2^n\) bits. This exponential growth of possible states restricts the number of bins used to encode a VAP window, and we limit the number of bits to 4 for each speaker, resulting in 8 total bits, or 256 different possible states. The objective for the model is then to output a probability distribution over these states.

Given the practical constraint on the total number of bins, we define a VAP window of 2 seconds, where the bin-sizes increase for bins farther into the future (as we can expect the prediction to be harder, and thus the time resolution lower). Specifically, we use bin durations of 200, 400, 600 and 800ms, as visualized in Figure 2.

For comparison, we define four different model types, as seen in Figure 1 and 2. The Discrete model is the one we have just described, which outputs a probability distribution over the 256 possible VAP window states. The Independent model uses the same amount of bins, but models the bin activation independently. In order to represent a baseline closer to the original implementation [14], we also define the Independent-40 model, which uses 40 bins of uniform duration (50ms), for each speaker, over the 2 second future time window. As an additional alternative, we define the Comparative model, which simply predicts the ratio of VA of the two speakers directly as a single scalar.

![Figure 2: VAP window. Left to right: A window of VA (blue/yellow regions) is organized into 8 bins. The VA ratio in each bin is extracted and if it succeeds a specific threshold the bin is considered active. The resulting representation can be modeled directly (Independent) or mapped to a specific state (Discrete). The VA ratio over the entire window, disregarding the bins, can also be modeled directly (Comparative).](image-url)
3. Zero-shot classification of turn-taking events

We define four tasks that are related to the prediction of turn-taking events, which we deem relevant for turn-taking in conversational systems [2]. As discussed above, in this paper we take a zero-shot approach to these tasks, where we directly map the predictions made by the VAP model to the classes that are to be predicted. Tasks (a) and (d) are adopted from prior work [14], while (b) and (c) are introduced in this paper.

(a) SHIFT vs HOLD (S/H): This task evaluates how well the model predicts the next speaker during mutual silence, i.e., whether the current speaker will HOLD the turn, or whether the turn will SHIFT to the other speaker. To further limit the analysis to proper turn shifts, we also define two parameters: pre-offset (1s) and post-onset (1s), which define areas where only a single speaker can be active, as illustrated in Figure 3 (Left). The frames used for evaluation starts 50ms into the silence, covering a total of 100ms consecutive frames.

(b) SHIFT prediction (S-pred): This task evaluates how well the model can continuously predict an upcoming SHIFT in the near future, while a speaker is still active. Whereas most conversational systems of today only consider the S/H task above, it is well known that humans are also able to predict upcoming turn shifts [18, 19], and so we think this is an interesting new task. We consider a range of 500ms that covers the end of a VA segment, before a SHIFT-event (as defined above), as positive samples. Similarly, we sample negative ranges, of the same duration, from regions where a single speaker is active but far away (2s) from future activity of the other speaker.

Zero-shot classification of this task is similar to the S/H task described above. However, for the Independent models, we follow prior work and only consider the bins from the more distant future (omitting the activity in the first 600ms), when doing the comparison. For the discrete model, we include classes which have optional activity of the current speaker, in the near future, to the comparison subsets described above, as illustrated in Figure 4b. The S-pred probability for the Comparative model is simply the probability associated with the non-active speaker (the compliment to the active speaker).

(c) Backchannel prediction (BC-pred): This task evaluates how well the model can continuously predict an upcoming BC in the near future (similar to [20, 21]). We identify BCs as short and isolated VA segments, as illustrated in Figure 3 (Right). For a segment to be considered a BC it cannot be longer than bc-duration (1s) and there should be no other activity, from that speaker, in a region surrounding the segment, defined by pre-silence (1s) and post-silence (2s). The final condition is that a BC must be preceded by VA from the other speaker, i.e., a short VA segment from a speaker cannot be considered a BC within the turn of that same speaker. Similarly to the S-pred task, we consider regions of 500ms before a BC as positive samples. The negatives are also sampled similarly to the S-pred task, with the addition of allowing for non-active segments, i.e., backchannels can be predicted during silences as well.

Zero-shot classification for this task is arguable trickier, at least for the Independent models, as we cannot simply compare the future VA probability mass of the two speakers. To project a BC, we expect the non-active speaker to have some short VA in the immediate future, but that the active speaker should have relatively more VA towards the end of the projection window (i.e., continue speaking). Thus, for the Independent models, we require the last bin of the active speaker to be higher than the last bin of the non-active speaker, and that any of the earlier bins for the non-active speaker must be larger than the last bin of the non-active speaker. For the Discrete model, we can simply sum up the probability of the classes that represent this future, as illustrated in Figure 4c. It is not clear how the Comparative model could distinguish the prediction of a SHIFT from a BC and is therefore not evaluated on this task.

(d) SHORT vs LONG (S/L): This task considers the onsets of VA segments, after a speaker shift, where the model must distinguish whether the segment is the prefix of a SHORT segment (a BC) or a LONG segment (a proper SHIFT). For a conversational system, this is useful, as it would help to decide whether the system may continue speaking (in case of a BC from the user), or whether it should yield the turn. As positive examples (SHORT), we choose the onset of BCs. As negative examples (LONG), we choose the onset of SHIFTS (as defined above). The evaluation region covers the first 200ms of the onset.

Zero-shot classification for this task is similar to BC-pred, with the exception that who we refer to as the “non-active” speaker above has just initiated some VA, before the BC projection is made.
4. Model & Training

In order to investigate whether the proposed VAP objective (i.e., the dependent modeling of the Discrete model) is advantageous over the independence definition of prior work, we define a fixed base model used across experiments. The base model consists of a frame-wise speech and VA encoder followed by a sequence predictor, illustrated in Figure 1.

The encoder consists of two sub-modules where a speech module processes raw waveforms, \( x \), directly using a pre-trained CPC [22] model that outputs frame representations \( h_{\text{speech}, t} \in \mathbb{R}^{256} \) at 100Hz. A second VA module, matching the frame rate of the speech encoder, processes the current VA frame vector \( v^t \in \{0, 1\}^2 \), along with a concise representation over the VA history. The VA-history features provides long ranging contextual information outside of the receptive field of the acoustic model. This history is defined as the activity ratio of speaker A over speaker B for regions of size \([-\infty:60, 60:30, 30:10, 10:5, 5:0] \) seconds in to the past, where 0 is the current time step, resulting in a vector \( v^t \in \mathbb{R}^5 \) with values between 0 and 1, for each frame. Each VA-feature is projected through a linear layer to vectors \( h_{\text{VA}, t}, h_{\text{hist}, t} \in \mathbb{R}^{256} \) and added to the speech representation \( h_{\text{speech}, t} \) to produce the encoder output \( h_t \), for each frame \( t \). The predictor consists of a causal, decoder only, transformer [23] using a hidden size of 256, 4 layers, 4 heads and 0.1 dropout. The output of the transformer model is fed to the VAP-head, a final linear layer, which outputs logits \( p < \) on the prediction tasks we get a statistically significant \((p < 0.025)\) difference where the proposed model outperforms the alternatives, denoted by \(\ast\) in Table 1.

It is interesting to note that the task that benefits most from the Discrete model is the BC-pred task, which is also the task that has the most complex dependency assumptions of the speakers’ future VA.

6. Conclusion and Future Work

The results show that our proposed objective is favorable for modeling turn-taking when considering more complex predictive tasks. The proposed objective show equal or greater performance on zero-shot tasks defined in prior work \(\text{SHIFT/HOLD, SHORT/LONG}\) while being statistically significantly better on two new predictive tasks \(\text{SHIFT-prediction, Backchannel-prediction}\).

We argue that SSL and general training objectives is a promising direction for modeling conversational dynamics such as turn-taking. In this work we highlight a theoretical Shortcut-coming of earlier work and propose a more theoretically sound alternative. Instead of modeling the future VA of the two speakers independently, we propose an objective which considers an entire VAP window as a whole. On a qualitative note, the output of our proposed design increases model utility by providing well defined outputs that correspond to specific future states.

The results indicate that future work, related to the modeling of more complex conversational dynamics, can benefit from our proposed VAP objective. For future work, we plan to investigate additional projection window representations, using varying forms on information (e.g., prosodic), to model the dynamics of conversation, in addition to the voice activity projection task explored in this paper. Videos and additional resources are publicly available\(^2\).

5. Results

We extract the average loss for the best Discrete and Independent models over the validation set (k-fold 0) to investigate how it varies depending on the number of frames available as context. We note a higher aggregate loss at the start of the samples (since less context is available) and choose a threshold of 3s, where the loss decreases to values approximately consistent over the remaining frames, as a point of minimum context for the evaluation events. We iterate over the validation set once, for each trained model, to find threshold values for the S/L, S-pred and BC-pred tasks e.g. a task probability exceeding the threshold yields a positive prediction. Given the appropriate thresholds we evaluate each model over the test set to extract the weighted F1-score for each task. The final scores, displayed in Table 1, are the average performance for each model type.

We perform a 2-sided ANOVA test (using scipy [30]) to find if any model’s performance is statistically significantly different from the others. After the ANOVA test, we conduct an ad-hoc t-test, comparing our proposed model (the best scoring across tasks) to the alternatives. We note that the performance on the S/H and S/L tasks show no significant difference. However, on the prediction tasks we get a statistically significant \((p < 0.025)\) difference where the proposed model outperforms the alternatives, denoted by \(\ast\) in Table 1.

7. Acknowledgements

This work was supported by Riksbankens Jubileumsfond (RJ), through the project Understanding predictive models of turn-taking in spoken interaction (P20-0484), as well as the Swedish Research Council, through the project Prediction and Coordination for Conversational AI (2020-03812).

---

\(^2\)https://erikekstedt.github.io/VAP/
8. References

[1] H. Sacks, E. Schegloff, and G. Jefferson, “A simplest
systematics for the organization of turn-taking for conversation,”
Language, vol. 50, pp. 696–735, dec 1974. [Online]. Available: http://www.speech.kth.se/prod/publications/file/100247.pdf

[2] G. Skantze, “Turn-taking in Conversational Systems and
Human-Robot Interaction : A Review,” Computer Speech & Language, vol. 67, p. 101178, 2021. [Online]. Available: https://doi.org/10.1016/j.csl.2020.101178

[3] V. H. Yngve, “On getting a word in edgewise,” 1970, pp. 567–
578. [Online]. Available: https://cit.nii.ac.jp/naid/10026753338/en

[4] D. Schlangen, “From reaction to prediction: experiments with
computational models of turn-taking,” in Proc. Interspeech 2006,
2006, pp. paper 1200–Wed3WS3.

[5] R. Meena, G. Skantze, and J. Gustafson, “Data-driven models
for timing feedback responses in a map task dialogue system,”
Computer Speech & Language, vol. 28, no. 4, pp. 903–
922, 2014. [Online]. Available: https://www.sciencedirect.com/
science/article/pii/S0885230814000151

[6] N. Guntakandila and R. Nielsen, “Modelling turn-taking in
human conversations,” in AAAI Spring Symposium Series,
2015. [Online]. Available: https://www.aaai.org/ocs/index.php/
SSS/SSS15/paper/view/10513

[7] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple
framework for contrastive learning of visual representations,” in
Proceedings of the 37th International Conference on Machine Learning, ser. Proceedings of Machine Learning Research,
vol. 119. PMLR, 13–18 Jul 2020, pp. 1597–1607. [Online].
Available: https://proceedings.mlr.press/v119/chen20j.html

[8] A. Bardes, J. Ponce, and Y. LeCun, “Vicreg: Variance-invariance
covariance regularization for self-supervised learning,” in ICLR,
2022.

[9] A. van den Oord, Y. Li, and O. Vinyals, “Representation learning
with contrastive predictive coding,” CoRR, vol. abs/1807.03748,
2018. [Online]. Available: http://arxiv.org/abs/1807.03748

[10] A. Baevski, Y. Zhou, A. Mohamed, and M. Auli, “wav2vec 2.0:
A framework for self-supervised learning of speech representa-
tions,” in Advances in Neural Information Processing Systems,
vol. 33. Curran Associates, Inc., 2020, pp. 12,449–12,460.

[11] W. Hsu, B. Bolte, Y. H. Tsai, K. Lakhotia, R. Salakhutdinov, and
A. Mohamed, “Hubert: Self-supervised speech representation
learning by masked prediction of hidden units,” CoRR, vol.
abs/2106.07447, 2021. [Online]. Available: https://arxiv.org/abs/
2106.07447

[12] T. Brown et al., “Language models are few-shot learn-
ers,” in Advances in Neural Information Processing Systems,
vol. 33. Curran Associates, Inc., 2020, pp. 1877–1901. [On-
line]. Available: https://proceedings.neurips.cc/paper/2020/file/
1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf

[13] I. Loshchilov and F. Hutter, “Decoupled weight decay regulariza-
tion,” in ICLR, 2019.

[14] D. Kingma and J. Ba, “Adam: A method for stochastic opti-
mization,” in Proceedings of the 3rd International Conference on
Learning Representations, ICLR, 2015.

[15] L. N. Smith, “Cyclical learning rates for training neural net-
works,” in 2017 IEEE Winter Conference on Applications of Com-
puter Vision (WACV), 2017, pp. 464–472.

[16] A. Paszke et al., “Pytorch: An imperative style, high-
performance deep learning library,” in Advances in Neural
Information Processing Systems 33. Curran Associates, Inc.,
2019, pp. 8024–8035. [Online]. Available: https://pytorch.org/

[17] F. William et al., “Pytorchlightning/pytorch-lightning: 0.7.6
release,” May 2020. [Online]. Available: https://www.
pytorchlightning.ai

[18] P. Virtanen et al., “SciPy 1.0: Fundamental Algorithms for
Scientific Computing in Python,” Nature Methods, vol. 17, pp.
261–272, 2020. [Online]. Available: https://scipy.org/