IMPROVED PHOTOMETRY OF SLOAN DIGITAL SKY SURVEY CROWDED-FIELD IMAGES: STRUCTURE AND DARK MATTER CONTENT IN THE DWARF SPHEROIDAL GALAXY LEO I
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ABSTRACT

We explore how well crowded-field point-source photometry can be accomplished with Sloan Digital Sky Survey (SDSS) data. For this purpose, we present a photometric pipeline based on DoPHOT and tuned for analyzing crowded-field images from the SDSS. Using Monte Carlo simulations we show that the completeness of source extraction is above 80% to an $i$-band AB magnitude of ≤21 and a stellar surface density of ~200 arcmin$^{-2}$. Hence, a specialized data pipeline can be efficiently used for, e.g., nearby resolved galaxies in SDSS images, where the standard SDSS photometric package Photo, when applied in normal survey mode, gives poor results. We apply our pipeline to an area of ~3.55 deg$^2$ around the dwarf spheroidal galaxy (dSph) Leo I and construct a high signal-to-noise ratio star count map of Leo I via an optimized filter in color-magnitude space ($g$, $r$, $i$). This filter reduces the foreground contamination by ~80% and enhances the central stellar surface density contrast of the dwarf by a factor of ≥4, making this study the deepest wide-field study of the Leo I dSph based on accurate CCD photometry. Although the radial surface density profile deviates from the best-fit empirical King model toward outer radii, we find no evidence for tidal debris out to a stellar surface density of $4 \times 10^{-3}$ of the central value. We determine the total luminosity of Leo I and model its mass using the spherical and isotropic Jeans equation. Assuming that mass follows light, we constrain a lower limit on the total mass of the dSph to be $(1.7 \pm 0.2) \times 10^7 M_\odot$. On the other hand, if the mass in Leo I is dominated by a constant-density dark matter (DM) halo, then the mass within the central 12$''$ is $(2 \pm 0.6) \times 10^8 M_\odot$. This leads to a mass-to-light ratio of >6 in $I$-band solar units, and possibly >75 if the DM halo dominates the mass and extends further out than 12$''$. In summary, our results show that Leo I is a symmetric, relaxed, and bound system; this supports the idea that Leo I is a DM-dominated system.
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1. INTRODUCTION

1.1. The Local Group As Seen by the Sloan Digital Sky Survey

Studies of the Local Group have been recently invigorated by sensitive multiwavelength large-area surveys, in particular the Sloan Digital Sky Survey (SDSS; York et al. 2000; Stoughton et al. 2002; Abazajian et al. 2003, 2004, 2005; Adelman-McCarthy et al. 2006). To date SDSS has publicly released high-quality near-UV to near-IR five-band photometry and accurate astrometry (Pier et al. 2003) for ~215 million objects selected over 8000 deg$^2$ (DR5; Adelman-McCarthy et al. 2007). The survey utilizes highly automated reduction packages. In particular, the pipeline which extracts the multiband photometry from SDSS images is called Photo (a detailed description of the pipeline is given in Lupton et al. 2002; see also Stoughton et al. 2002).

The SDSS has had a significant impact on Local Group studies. It has led to the discovery of the faintest known dSphs (Willman et al. 2005; Zucker et al. 2006; Belokurov et al. 2006a, 2006b, 2007), as well as to new insights into already known dSph galaxies (e.g., Draco dSph; Odenkirchen et al. 2001). Analyses of the SDSS photometric data set have revealed tidal streams surrounding the Milky Way (e.g., Odenkirchen et al. 2001; Yanny et al. 2003; Grillmair & Dionatos 2006; Belokurov et al. 2006a, 2006b, 2007). There have been detailed structural studies of the Galactic halo (Helmi et al. 2003b; Xu et al. 2006) and disk (Helmi et al. 2003a; Juric et al. 2005) based on SDSS. However, there is a serious problem associated with the SDSS standard photometric pipeline: Photo does not extract photometry in crowded fields such as globular clusters or nearby galaxies (see § 2 for details). For example, the photometry is incomplete for the SDSS fields$^1$ at the center of the Leo I dSph galaxy (see Fig. 1).

The aim of this paper is twofold. First, we present a photometric pipeline targeting SDSS images of crowded stellar fields. This pipeline is based on DoPHOT, a software package developed by Schechter et al. (1993), and is designed to be highly automated.

An SDSS field is defined as an imaged area in the sky consisting of five ($u$, $g$, $r$, $i$, $z$) frames.
Second, we apply this pipeline to a 3.55 deg$^2$ area centered on the Leo I dSph and study the properties of the dwarf.

1.2. Leo I Dwarf Spheroidal Galaxy

The dwarf spheroidal (dSph) galaxy Leo I was discovered in the Palomar Sky Survey by Harrington & Wilson (1950). Subsequent studies using photographic plates were substantially hamp-ered by the nearby ({$\sim$}20' south of the dSph's center) 1st magnitude foreground star Regulus ($\alpha$ Leonis). As a result, the first Leo I color-magnitude diagram (CMD) was published only recently (Fox & Pritchet 1987). Nevertheless, Hodge & Wright (1978) had already reported the presence of an intermediate-age stellar population in the galaxy indicated by an unusually large number of anomalous Cepheids. Later studies based on CCD photometry indicated that the intermediate-age stars are the dominant population (Reid & Mould 1991; Lee et al. 1993; Demers et al. 1994). Based on Hubble Space Telescope (HST) observations, Caputo et al. (1999) and Gallart et al. (1999a, 1999b) showed that Leo I has an extended star formation history. The oldest stars in Leo I formed approximately 9–13 Gyr ago, while the youngest stars are less than 1 Gyr old. It is this latter trait which makes Leo I unusual compared to most other dSphs. An old stellar population with an age $\geq$10 Gyr has been found just recently in the outer regions of Leo I (Held et al. 2000, 2001).

Leo I is thought to be one of the most distant satellites of the Milky Way in the Local Group. The most recent distance estimate (Bellazzini et al. 2004) puts the galaxy at 254$^{+10}_{-10}$ kpc away from our Galaxy [they infer a distance modulus of (m $-$ M)$_0$ = 22.02 $\pm$ 0.13].

Generally, the high velocity dispersions for Local Group dSphs, combined with dynamical mass estimates, indicate that these systems are dominated by dark matter (DM; for a review see Mateo 1998). The standard method for estimating mass-to-light ($M/L$) ratios of pressure-supported systems is to use one-component isotropic King models (King 1962 [hereafter K62], 1966) with simplifying assumptions that the stellar velocity dispersion is isotropic and, critically, that mass follows light. Recent kinematic studies have weakened this latter assumption; velocity dispersion profiles do not demonstrate the characteristic decrease with radius predicted by isotropic King models. Hence, it is likely that “traditional” $M/L$ estimates for dSphs are in fact lower than the true value. Specifically, Mateo et al. (1998) estimate the $V$-band $M/L$ ratio of Leo I to lie in the range of 3.5–5.6 (in solar units; see also Mateo 1998). This result is based on the central velocity dispersion measured for 33 Leo I stars using the structural parameters (such as the core and tidal radii) given in Irwin & Hatzidimitriou (1995, hereafter IH95).

IH95 determined the morphology of eight Local Group dSphs from star counts using digitized photographic plates. One major advantage of this study (compared to earlier studies which were largely based on eyeball counts) was that an objective star count method was applied to all dwarfs. However, the use of photographic plates is for obvious reasons much more restricted than CCD photometry, which we utilize here. One general problem, which was not taken into account by IH95, is the effect of star blending, which may be significant in regions of high number densities such as the cores of compact stellar systems. Thus, blending may present a serious problem in the determination of structural properties of dSphs, as the number densities are not correctly estimated. Here we carefully approach this problem in order to obtain the correct morphological parameters of the Leo I dSph. In summary, better constraints of the structural properties of dSph galaxies are essential for more robust derivations of masses and $M/L$ ratios. In particular, given the large distance from the Milky Way and the great systemic velocity (Mateo et al. 1998), Leo I plays a crucial role in the estimates of the mass of our Galaxy (e.g., Zaritsky et al. 1989; Zaritsky 1999) and the whole Local Group (Lynden-Bell 1999).

With the advent of multiwavelength large-area sky surveys, such as the SDSS, the properties of nearby galaxies can be comprehensively investigated (e.g., Odenkirchen et al. 2001). In this paper we focus on deriving structural properties of Leo I utilizing SDSS images. We use these to constrain more robustly the mass and total luminosity of Leo I and finally model the mass of the dSph. We also address the total mass estimates for Leo I with and without the mass-follows-light assumption. Finally, we derive a range of possible $M/L$ ratios of the galaxy utilizing the improved structural parameters.

Our photometric pipeline is described in § 2. The extensive tests performed on the pipeline in order to infer the photometric accuracy and completeness are presented in § 3. The results for Leo I are given in §§ 4–6. Section 4 describes the color-magnitude selection of Leo I candidates, i.e., the construction of a high-contrast...
map of Leo I, and briefly the CMD of the dSph. We constrain the size and structure of Leo I in § 5 and derive the total luminosity, mass, and M/L ratio in § 6. We discuss our results in § 7 and summarize them in § 8.

2. THE PHOTOMETRIC PIPELINE

The standard SDSS photometric pipeline, Photo, has two main restrictions: (1) it is time-limited (to 1 ms object$^{-1}$), and (2) the number of extracted objects per image cannot exceed a given number. Therefore, the photometry package does not analyze centers (and sometimes whole frames) of crowded regions (e.g., nearby resolved galaxies). This is illustrated in Figure 1. Here we present a pipeline developed for obtaining high-quality photometry from SDSS images of crowded fields. The pipeline is based on the DoPHOT source extraction package (Schechter et al. 1993) designed to search for objects on a digital image of the sky and to extract positions, magnitudes, and classifications for those objects. The package is widely used in the astronomical community and has proven accuracy (e.g., Reid & Mould 1991; Vogt et al. 1995; Gallart et al. 1999b; Bellazzini et al. 2004). We use a version of DoPHOT 2.0 which was slightly modified by E. Magnier.$^2$

In this work we focus on the g, r, and i bands, since the u and z bands are less sensitive. Our pipeline can be divided into four parts: (1) aligning the SDSS frames and extracting coefficients (from the SDSS tsField$^3$ file) needed for further calculations, (2) adjusting DoPHOT’s input parameters, (3) running DoPHOT on the individual frames, and (4) converting the output photometry to the AB magnitude scale and computing several other quantities, as well as extracting the proper astrometry for a given field (see § 2.2 for details). We briefly describe the pipeline below.

2.1. DoPHOT’s Input Parameters

DoPHOT requires an initial list of parameters (fine-tuned for the given image) to run. In order to make the object extraction from SDSS images fast and highly automated we developed template DoPHOT parameter files for each photometric band. We fine-tuned these parameters and finally adopted these giving the best detection rates.

Two sets of parameters required close attention: the “aperture box” values and those defining the background sky model. Since DoPHOT fits a model point-spread function (PSF) to the data (as opposed to a numerically given empirical PSF), it also computes aperture fluxes to correct for the systematic errors introduced by using a model PSF. These aperture box parameters were fine-tuned to reproduce the existing SDSS photometry in uncrowded fields, where Photo performs well.$^4$ The second important parameter set was that defining the background sky model. Crowded fields result in a background sky level which varies significantly across the field, and DoPHOT can model this variation using either a uniform gradient model or a modified Hubble profile (for the latter, see, e.g., Binney & Tremaine 1987). We adopted the Hubble model, since it increased the detection rate by a factor of ~3 due to the more realistic background sky description.

These two sets of parameters were then hardwired into the fine-tuned template input list. Yet, there are two values that need to be specified separately for each frame, namely, estimates of seeing and background sky. We created the pipeline in such a way that it measures these two values directly from the image and adds them to the parameter template to create the final input files.

2.2. Calibrating DoPHOT’s Output to the AB and J2000.0 Systems

During its photometry routine, DoPHOT outputs a list of detected objects with several quantities, including the object positions and classification, total, and “aperture” magnitudes (with corresponding errors). DoPHOT’s magnitudes are given in the form of $-2.5 \log (DN)$, where DN are counts in units of digital numbers. To convert them to the AB$^5$ magnitude scale (for details about the AB photometric system, see Fukugita et al. [1996] and references therein) we used the parameters from the SDSS tsField files to calibrate DoPHOT counts,

\[ m = -2.5 \log \left( \frac{DN}{t_{\text{exp}}} \right) - c_0 - c_{\text{ext}} m_{\text{air}}, \]

where $t_{\text{exp}}$ is the exposure time ($t_{\text{exp}} = 53.907456$ s), $|c_0|$ is the magnitude that yields DN$/t_{\text{exp}}$ of 1 at zero air mass, $c_{\text{ext}}$ is the extinction coefficient, and $m_{\text{air}}$ is the air mass. The values $c_0$, $c_{\text{ext}}$, and $m_{\text{air}}$ with their uncertainties are extracted from the SDSS tsField file.$^6$

A final magnitude correction is calculated via a set of “perfect” stars, those objects which best represent the PSF shape. To find these stars DoPHOT iterates through the given image, starting at the highest level. At a given level, it creates a typical stellar shape using all detected stars within this iteration. Then it fits this shape to a given object and determines the magnitude. This procedure is repeated at each level. If the shape and magnitude fits converge for a given object, it is classified as a perfect star.) The final correction is then calculated as the median offset between the total and aperture magnitude systems for these perfect stars. The correction is applied to the complete object list, providing a final set of total AB magnitudes (calculated from the total fluxes derived from fitting a model PSF).

The AB magnitude errors are calculated, taking into account the errors of the variables used in equation (1). Those are then added to the median uncertainty in quadrature to calculate the final uncertainties. Thus, for any given object reported by DoPHOT, the magnitudes are scaled to the AB system and aperture-corrected and the uncertainties are reported. This is completed separately for each frame. From the positions in pixel coordinates as given by DoPHOT, the J2000.0 right ascension and declination for each object are recovered. The objects extracted in each frame are then matched between all bands allowing for a maximum separation of ~2.8$''$. Thus, a final stellar list with photometric magnitudes and uncertainties in g, r, and i is obtained. In order to compare this photometry with the existing SDSS data, the match algorithm is used to find common stars between the two data sets.

3. TESTING DoPHOT

In this section we describe tests performed on SDSS images using our automatic package (see previous section). Our aim was to constrain the photometric accuracy and the detection efficiency

$^2$ The entire program is wrapped inside a C program which implements dynamic memory allocation; furthermore, the C code interprets command-line arguments and allows compilation under g++.

$^3$ An SDSS tsField file is a binary FITS table which contains parameters relevant for the entire field (for details see http://www.sdss.org).

$^4$ The parameters were tested on fields surrounding the Leo I dSph. Nonetheless, if the need for different aperture corrections (or any of the fixed parameters) arises, the parameters can easily be changed and added to the pipeline without adversely affecting its performance.

$^5$ SDSS photometry is intended to be on the AB system (Oke & Gunn 1983; Fukugita et al. 1996), by which a magnitude 0 object should have the same counts as a source of $F_\lambda = 3631$ Jy. However, the photometric zero-points are slightly off the AB standard. Nonetheless, according to the present estimate the (g, r, i)-band zero points are close to the AB system (~0.01 mag). For details see http://www.sdss.org.

$^6$ The SDSS tsField files report $c_0 < 0$. 

of the pipeline, in particular for crowded fields where the SDSS photometric software, Photo, gives poor results (see Fig. 1). The results below demonstrate that our DoPHOT-based pipeline can extract high-quality photometry from SDSS crowded-field images.

3.1. Photometry

The accuracy of DoPHOT’s \((g, r, i)\) magnitudes relative to SDSS imaging magnitudes is summarized in Figure 2 for stars in an uncrowded field. The left panels show the magnitude difference as a function of SDSS magnitude. The middle panels show the histogram of the magnitude difference at the bright end (SDSS magnitude < 21). The distribution of the magnitude difference is symmetric in the \(r\) band, while the \(g\) and \(i\) bands show slight systematic trends caused by the differences between the two pipelines, Photo and DoPHOT. One possible source for this skewed behavior may be the aperture parameters, which were used as an input for DoPHOT and were optimized in the \(r\) band. It is also possible that the different sky background estimations used in the two pipelines contribute to these effects. The right panels in Figure 2 display the magnitude differences normalized by the expected errors determined by adding the SDSS and DoPHOT errors in quadrature. Note that the errors include both photon noise errors and other

![Figure 2](image-url)
systematic uncertainties. The mean equivalent Gaussian width, $\sigma$, indicated in each panel is close to unity and demonstrates that various possible errors in extracting counts do not exceed the noise expected from photon statistics.

3.2. Detection Efficiency

In order to estimate the accuracy of DoPHOT’s photometry and the efficiency of recovering stars as a function of both magnitude and stellar density, we performed artificial-star tests in crowded and uncrowded fields. The tests were performed separately for the $g$, $r$, and $i$ bands. Synthetic stars were generated using the DoPHOT PSF model, which consists of similar ellipses of the form

$$I(z) = I_0 \left( \sum_{k=0}^{3} \frac{1}{k!} z^k \right)^{-1},$$

$$z = \frac{1}{2} (x^2 + y^2).$$

To avoid overcrowding (i.e., blending), the artificial-star tests were done via Monte Carlo simulations by adding 100 randomly distributed synthetic stars with an appropriate FWHM into each
frame. To assess the photometric accuracy of the recovered stars, the procedure was repeated 100 times. The photometry was then extracted utilizing our pipeline as described in §2. In Figure 3 we summarize the photometric accuracy for the same uncrowded field shown in Figure 2. The results for a crowded field are shown in Figure 4. The magnitudes are reproduced with the expected accuracy ($\sigma \approx 0.014$), with no systematic errors in the overall magnitude scale (the width of the distribution in the last column is very close to unity). The slight systematic offset in the magnitude differences of $\approx 5 \times 10^{-4}$ and $\approx 5 \times 10^{-7}$ for the uncrowded and crowded field, respectively, is due to the aperture correction (the aperture box parameters were set to fit SDSS magnitudes in uncrowded regions). Since the offset is of order of $10^{-3}$ mag, while the magnitudes are accurate to $10^{-2}$ mag, the discrepancy is negligible. We conclude that our photometry is sufficiently accurate for robust studies of, for example, nearby galaxies resolved by SDSS.

For a thorough analysis of star counts, luminosity functions (LFs), surface density profiles, etc., one needs to understand the limits of the source extraction software. It is already well known that detection efficiency declines with stellar brightness. However, since this work is focused on crowded fields, it is essential to understand how the number of retrieved stars depends on the local stellar density. To quantify these dependences we define the completeness as the ratio of the number of artificial stars extracted by DoPHOT to the number of artificial stars added to the frame.
Figure 5 shows the completeness as a function of magnitude for different SDSS fields. We consider a star as recovered if (1) the position as extracted by DoPHOT matches the position of the inserted artificial star (within a box of 2" on a side centered on the star) and (2) the classification for that object given by DoPHOT is a perfect star. The uncertainties in Figure 5 were derived from Poisson errors for the input and output star counts in 1 mag wide bins. Therefore, they reflect the uncertainties due to the low number of artificial stars injected rather than the intrinsic uncertainty of the completeness as a function of magnitude. The fraction of recovered stars falls below 90% at magnitudes fainter than 20–21 (depending on the filter). For reference, the quoted SDSS 95% completeness is in the range of 21.3–22.2 mag for the g, r, and i bands (using Photo); note, however, that this value is only representative for uncrowded regions.

Our next aim was to measure the completeness as a function of stellar density. The following tests were performed on two crowded fields at the center of the Leo I dSph (run 3631, camcol 3, rerun 40, fields 237 and 238). Each field was divided into cells of 50 × 50 pixels² in area, and the stellar density in each cell was then measured prior to artificial-star injection. The artificial stars were then placed in the field and recovered using the pipeline, and the completeness fraction was measured for each cell. To ensure that we obtained accurate completeness measurements, the Monte Carlo simulations described above were executed for 1000 iterations. Thus, 10⁵ stars were randomly placed in each individual (g, r, i) frame. The combined results are displayed in Figure 6. Note that we show the completeness for four magnitude bins. The crowding at the center of Leo I has no significant effect on stellar recoverability for stars brighter than ~20th magnitude. Stellar crowding reduces the completeness at fainter magnitude bins, inflicting a 10%–30% loss for stellar densities up to ~200 stars arcmin⁻².

In Table 1 we summarize the completeness as a function of both magnitude and stellar density for the i band. In later sections we use these results to correct star counts and flux integrals for incompleteness introduced by DoPHOT.

4. PHOTOMETRIC PROPERTIES OF LEO I

In this section we present the construction of a high-contrast map of Leo I utilizing the color-magnitude information, briefly describe the main features of the CMD of Leo I, and compare them to previous results.

4.1. Photometric Selection of Leo I Candidates

Table 2 summarizes the SDSS great circle scans which encompass ~3.55 deg² around the Leo I dSph galaxy (see Fig. 7).

Fig. 6.—Fraction of recovered artificial stars (completeness) as a function of stellar density for different magnitude bins. The panels present the combined artificial-star tests run on fields 237 and 238 (run 3631, camcol 3, rerun 40). The band for which we show the derived completeness is indicated in each panel, and each curve represents the completeness for one magnitude bin, which is indicated in the legend on the right-hand side. Note that the completeness is essentially not a function of stellar density until mag ~ 20.
### TABLE 1

**The i-band Completeness as a Function of Magnitude and Stellar Density**

| Density (arcmin$^{-2}$) | Fraction $i \in (16, 18)$ | Upper Error | Lower Error | Fraction $i \in (18, 20)$ | Upper Error | Lower Error | Fraction $i \in (20, 21)$ | Upper Error | Lower Error | Fraction $i \in (21, 22)$ | Upper Error | Lower Error |
|--------------------------|-----------------------------|-------------|-------------|-----------------------------|-------------|-------------|-----------------------------|-------------|-------------|-----------------------------|-------------|-------------|
| 25.0............ | 99.28                       | 0.02        | 0.41        | 96.78                       | 0.19        | 0.51        | 92.60                       | 0.37        | 0.67        | 82.87                       | 0.63        | 0.66        |
| 54.7............ | 99.77                       | 0.01        | 0.48        | 97.08                       | 0.27        | 0.59        | 91.38                       | 0.76        | 1.24        | 83.27                       | 0.64        | 1.26        |
| 98.1............ | 98.96                       | 0.12        | 0.62        | 95.10                       | 0.40        | 0.64        | 89.63                       | 0.89        | 1.26        | 74.33                       | 0.98        | 1.59        |
| 140.2......... | 99.89                       | 0.02        | 0.78        | 93.92                       | 0.66        | 0.78        | 84.34                       | 1.39        | 1.85        | 69.47                       | 2.13        | 2.06        |
| 164.2......... | 99.37                       | 0.05        | 0.83        | 93.44                       | 1.14        | 2.54        | 73.47                       | 3.62        | 4.87        | 63.27                       | 2.21        | 5.29        |

Notes.—The first column lists the mean density for which the completeness was measured. For the given stellar density range the remaining columns designate the fraction of recovered stars for different $i$-band magnitude bins and the upper and lower errors (percent). The uncertainties are Poisson errors of the median completeness for a given magnitude and density bin. The fractions presented here are plotted in Fig. 6.
The photometry extraction was performed as described in § 2. An examination of the Schlegel et al. (1998) dust map shows that extinction is not a significant problem for this object; reddening varies by approximately 0.01 mag across the Leo I field. The mean value at the center of the dSph is $E(B-V) = 0.036$, and thus the entire photometric data set was corrected using this value. The empty area south of Leo I in Figure 7 is a result of contamination by the 1st magnitude star Regulus. This and other regions around bright stars are excluded in further analysis.

In order to determine the photometric characteristics of the Leo I population, we selected stars within an ellipse of 6’ semi-major axis (approximately half the limiting radius) in the central region of Leo I. The distribution of field stars was obtained from stars beyond an ellipse with a semimajor axis of 30’. The CMD for stars in the central region of Leo I is shown in Figure 8 (top left panel), where the field star distribution is overlaid in contours. As anticipated, the distribution of field stars shows two main populations: the bluer halo stars ($g - r \approx 0.4$) and the redder thick-disk stars ($g - r \approx 1.35$).

To robustly study the dSph galaxy, we needed to construct a map which maximized the number of Leo I stars and minimized the level of field star contamination. In order to do this, we followed the method of Grillmair et al. (1995), which was refined for SDSS photometry by Odenkirchen et al. (2001) in their analysis of the Draco dSph. Stars within the inner region of Leo I form a tight correlation in the $g - r$ versus $r - i$ plane. This is illustrated in Figure 8 (top right panel). To quantify the width of this distribution we defined a set of principal axes $(c_1, c_2)$ where $c_1$ measures the position along the $g - r$ versus $r - i$ locus and $c_2$ the position perpendicular to it:

$$c_1 = 0.920(g - r) + 0.391(r - i),$$

$$c_2 = -0.391(g - r) + 0.920(r - i).$$

The bottom panels in Figure 8 show the CMDs for stars within the inner Leo I region using the principal colors. Since $c_2$ is essentially a measure of the photometric dispersion, we imposed a cut of $c_2 \leq 2\sigma_{c_2}$ to Leo I stars. Here $\sigma_{c_2}$ designates the standard deviation of the $c_2$ distribution measured as a function of $i$ magnitude (Fig. 8, bottom right panel). We imposed an additional magnitude cut of $i < 22$ to the stars in the analyzed area, since the completeness decreases significantly at fainter magnitudes and the photometric uncertainties are much higher.

Following the method of Odenkirchen et al. (2001) we constructed CMD functions for the field and Leo I populations. The $(c_1, i)$ CMD was divided into a series of cells, where the cell dimensions were 0.09 mag in color and 0.35 mag in $i$ magnitude.
such a way that the contrast was optimized for an annulus between 30° and 60° from the center of Leo I. The optimal color-magnitude filter mask defined by $s_0$ is outlined in Figure 8 (bottom left panel). This filter removed $\sim$80% of the field stars and enhanced the central stellar density contrast by a factor of $k_4$.

4.2. Color-Magnitude Diagram

The morphology of the CMD presented here (see Fig. 8, left panels) agrees very well with those obtained by previous studies (e.g., Reid & Mould 1991; Demers et al. 1994; Gallart et al. 1999a, 1999b; Held et al. 2000, 2001). The most prominent feature is a well-defined red giant branch. The red clump is visible in the range $0.1 < g - r < 1$ and $21 < i < 22.5$. The stars in the horizontally extended region at $i \approx 20.5$ and $-0.3 < g - r < 0.3$ correspond to anomalous Cepheids reported first by Wallerstein & Cox (1984) and explored further by, e.g., Lee et al. (1993).

5. SIZE AND STRUCTURE OF LEO I

5.1. The Center

In this section our aim is to quantify the size and structure of Leo I. Hence, it is important to constrain the center of the stellar surface density distribution of the dSph. In order to do so we spatially binned the color-magnitude-filtered Leo I candidate stars and fitted a two-dimensional Gaussian to this distribution. To account for any artifacts due to our procedure and to robustly estimate the uncertainties, we derived the center, position angle (P.A.), and ellipticity $\gamma$ of the dwarf using bootstrap resampling. The mean center in great circle coordinates and the corresponding errors are $\mu = 152.970° \pm 0.003°$ and $\nu = -0.365° \pm 0.002°$. The best-fit

---

7 Ellipticity is computed as $1 - b/a$, where $a$ and $b$ are the semimajor and semiminor axes of the ellipse.
the great circle scans of the area analyzed here are 95° ± 5.7°, and the ellipticity is 0.3 ± 0.1. In the remainder of the paper we take these coordinates as the center of Leo I and use the above derived P.A. and ellipticity values to deduce the surface density profile of the dSph.

The right ascension and inclination of the ascending node of the great circle scans of the area analyzed here are 95° and 15°, respectively. Hence, the center in J2000.0 coordinates is at α = 152.122° ± 0.003° and δ = 12.313° ± 0.003°, i.e., 10°08′29.4″ ± 0.8″, +12°18′48″ ± 9″; the P.A. is −9.2° ± 5.7°; and the ellipticity stays the same. Our P.A. and ellipticity agree within the uncertainties with the values given in, e.g., IH95. The center derived here is roughly consistent with the values from past studies (Zwicky et al. 1961; Galioud & Heidmann 1971; Dressel & Condon 1976; Falco et al. 1999; see NED for a summary). It is worth noting, however, that the positions of the center of Leo I vary in the literature by ~20′ and ~30′ in right ascension and declination, respectively.

5.2. The Size

In Figure 9 we show the projected density profile of the CMD-selected stars. The radial stellar surface density was obtained by computing stellar densities within elliptical annuli of 1.2′ width starting at the center of Leo I (the center, ellipticity, and P.A. were chosen as described above). Within each annulus we corrected for incompleteness (see Table 1), thereby accounting for the brighter photometric limit of the crowded central region (see also Fig. 6). The data points in Figure 9 display the completeness-corrected density (Σ) above the background (also CMD-selected and corrected for incompleteness; Σ_{bkg} = 0.340 ± 0.005 arcmin^{-2}) as a function of the radius (i.e., the rms of the outer and inner semimajor axis for a given annulus). The projected background density was estimated using the distribution of field stars beyond an ellipse of semimajor axis of 30′ and the same ellipticity as above centered at Leo I. The error bars indicate quadratically combined Σ and Σ_{bkg} errors, where both take into account completeness and Poisson uncertainties.

To quantify the size of Leo I we fit an empirical King profile (K62) to the stellar surface density profile. The K62 profile is given as

\[ \Sigma = k \left( \frac{1}{\sqrt{1 + (r/r_c)^2}} - \frac{1}{\sqrt{1 + (r/r_t)^2}} \right)^2, \]  

\[ \Sigma_0 = k \left( 1 - \frac{1}{\sqrt{1 + (r/r_t)^2}} \right)^2, \]

where \( \Sigma \) is the stellar surface density, \( r \) is the radius along the major axis, \( r_c \) and \( r_t \) are the core and tidal radii, respectively, and \( \Sigma_0 \) is the central surface density. The best-fit K62 model, shown in Figure 9, has a reduced \( \chi^2 \) value of 1.35 and is described with the following parameters: \( \Sigma_0 = 137 \pm 54 \) arcmin^{-2}, \( r_c = 6.21 \pm 0.95 \), and \( r_t = 11.70 \pm 0.87 \). Here the uncertainties correspond to the standard deviation of the fitted parameters based on the nonlinear least-squares fit. The core and tidal radii correspond to 460 ± 75 and 860 ± 86 pc, respectively, assuming a distance of 254 ± 16 kpc (Bellazzini et al. 2004) to Leo I. These parameters are dependent on an accurate measurement of the Leo I center. It is possible that the central coordinates derived in the previous section do not represent the absolute minimum of the gravitational potential of Leo I because the stellar surface density may not follow a two-dimensional Gaussian distribution. If we repeat the derivation for determining the center of Leo I described in the previous section, but we define the center to be the position where the stellar surface density has its maximum and fit the K62 model to those data, then the core and tidal radii change by less than 2%.

Our best-fit K62 parameters are somewhat different from the results reported in the literature (for an overview see IH95). While the tidal radius is in agreement with previous results (IH95 derive \( r_t = 12.6′ ± 1.5′ \) and list previous results in their Table 8), our core radius is substantially higher. The value of \( r_c \) is larger by ~50% than the core radius reported in IH95. This is most likely due to the photometry extraction package utilized here, which is specialized for crowded-field photometry, as well as the applied robust completeness corrections, which are the largest in the central (i.e., most crowded) regions.

We also find the best-fit Plummer law (Plummer 1911), \( \Sigma = \Sigma_0 [1 + (r/r_p)^2]^{-5/2} \), and show it in Figure 9. The reduced \( \chi^2 \) of the fit is 3.55, and the central surface density and characteristic scale are \( \Sigma_0 = 149 \pm 8 \) arcmin^{-2} and \( r_p = 4.7′ \pm 0.2′ \). The Plummer model is a less good fit to the data than the K62 profile.

In Figure 9 we also show the best-fit Gaussian profile to the data, \( \Sigma = \Sigma_0 \exp[-(r/r_p)^2/2] \). The projected stellar density is well presented (\( \chi^2 = 0.75 \)) by a Gaussian out to a radius of ~12′, with the best-fit parameters of \( \Sigma_0 = 135 \pm 7 \) arcmin^{-2} and \( r_p = 3.5′ \pm 0.1′ \). We utilize this profile in § 6 to model the mass of Leo I.

5.3. Tidal Tails?

It is clear from Figure 9 that the stellar surface density falls off less sharply than the K62 model. Such an excess of stars may indicate tidal extension; on the other hand, it may indicate that the
The significance of these contours is, however, below dash-dotted and dotted lines (Fig. 9; see text for details). The lowest density levels (densities well fit by the K62 profile, first nine circles in Fig. 9). The solid and dotted contours correspond to densities poorly fit by the K62 model (the last five circles in Fig. 9; see text for details). The lowest density levels (dash-dotted and dotted lines) seem to show asymmetries. The significance of these contours is, however, below 3σ in the background fluctuation of the field star population.

The two lowest contours (corresponding to the two outermost points in Fig. 9) are displayed with dotted and dashed lines. A small surface density enhancement is visible to the northeast of Leo I. However, this possible excess of Leo I stars is consistent with less than 3σ in the background fluctuation of the field star population. Hence, within the limit of our data set, there is no clear evidence for a possible tidal disruption of Leo I. This result is not surprising. The relatively large luminous mass and galactocentric distance of Leo I argue against its displaying strong signs of tidal disruption. Both Byrd et al. (1994) and Peebles (1995) have modeled the orbit of Leo I and argued that the galaxy had at most one encounter with a large Local Group galaxy in the past. This is consistent with its rather small tidal radius and no evidence for disruption beyond it. Independently, Bowen et al. (1997) showed that there is no evidence for tidally disrupted gas in Leo I based on three QSO/AGN spectra which they utilized to search for absorption by gas within the halo of the dSph.

We proceed in our analysis with the conclusion that Leo I is not tidally disrupted, at least to a magnitude limit of \( i = 22 \) and a stellar surface density of \( 4 \times 10^{-3} \) of the central surface density. Large-area coverage with deeper photometry would be needed to resolve whether there are tidal extensions of Leo I at fainter levels.

6. TOTAL LUMINOSITY, MASS, AND MASS-TO-LIGHT RATIO OF LEO I

6.1. Total Luminosity

The CMD-filtered data set was used to measure the LF and total luminosity of Leo I. First, we derived LFs for the field and core regions of the dSph by counting the number of stars in bins of 0.15 mag down to the completeness limit of the survey, \( i = 22 \). In § 5.1 we derived the structural parameters of Leo I, and these were used to define the areas from which to draw the core and field populations. The core population was taken from within an ellipse with a semimajor axis of 12′ (approximately the tidal radius), while the field population was defined to be that beyond a semimajor axis of 30′. Both functions were corrected for incompleteness using the estimates listed in Table 1. The Leo I LF was derived to be the difference between the core and field functions (after scaling the field function to match the area from which the core population was drawn).

Figure 11 (top) shows the completeness-corrected and background-subtracted \( i \)-band LF of Leo I. The error bars are the combination of Poisson uncertainties for the field and core populations, including those taken from the completeness corrections. Our magnitude limit of \( i = 22 \) excludes part of the red clump and the horizontal branch of Leo I. Held et al. (2000) have shown that the morphology of the Leo I horizontal branch is remarkably similar to that of the intermediate-metallicity globular cluster M5 (NGC 5904; Sandquist et al. 1996). Hence, to account for the missing flux of stars fainter than our \( i \)-band cutoff we supplemented the LF of Leo I with the one for M5 given in Sandquist et al. (1996). This step required a conversion of the Leo I LF to the Johnson-Morgan-Cousins system via the empirical relations given in Smith et al. (2002). Distance moduli of 22.02 ± 0.13 (Leo I; Bellazzini et al. 2004) and 14.41 ± 0.07 (M5; Sandquist et al. 1996) allowed us to place the LFs on the same magnitude scale. Finally, the functions were aligned by minimizing the difference in the overlapping magnitude range. To estimate the errors of such a procedure we scaled the two LFs using the overlapping range (1) only to \( I_c = 20.55 \) (corresponding to \( i = 21 \)), since our mean photometric errors beyond this limit are quite high, i.e., 0.08 ± 0.02, and (2) with no upper or lower limits.

Furthermore, we accounted for the missing flux beyond \( I_c = 27.5 \) using the completeness-corrected LF for NGC 6397 given in Piotto et al. (1997). We chose NGC 6397 since it has a metallicity comparable to the metallicity of Leo I. We used the distance modulus for NGC 6397 given in Piotto et al. (1997) and scaled it to the LF of M5, which has been previously scaled to the LF of Leo I as described above. The resulting supplemented LF of Leo I is shown in Figure 11 (bottom). It is in excellent agreement with the LF of Leo I presented in Lee et al. (1993) out to a magnitude of \( I_c \sim 23 \), beyond which their counts are dominated by incompleteness. By integrating over the LF we calculated the total Leo I absolute magnitude of \( M_I = -12.03 \pm 0.14 \). Assuming a solar absolute magnitude of \( M_I = -4.14 \) (Odenkirchen et al. 2001) yields the total luminosity of Leo I of \( L_I = 3.0 \pm 0.3 \times 10^6 \text{L}_\odot \).
Fig. 11.—Top: Leo I $I$-band LF corrected for the contribution of field stars and completeness (see text for details). The indicated errors correspond to Poisson and completeness uncertainties for field and Leo I stars added in quadrature. The width of the magnitude bins is 0.15 mag. Bottom: Johnson-Morgan-Cousins $I_c$-band LF of Leo I (solid line) supplemented with the LF of the intermediate-metallicity globular cluster M5 (NGC 5904; dash-dotted line) from Sandquist et al. (1996) and NGC 6397 given by Piotto et al. (1997; dotted line). The first LF was scaled to the distance and number counts ($N$) of Leo I and the latter to the extrapolated LF of Leo I (see text for details).

6.2. Total Mass Estimate and Mass-to-Light Ratio

We estimate the central $M/L$ ratio, and on this basis the total mass, of Leo I using the Jeans equation for an isotropic spherical stellar system (see, e.g., Binney & Tremaine 1987),

$$\frac{1}{\rho_*} \frac{d(\sigma_*^2 \rho_*)}{dr} = -\frac{GM(< r)}{r^2},$$

where $r$ is the radius, $\sigma_*$ is the stellar velocity dispersion, and $\rho_*$ is the stellar density. The right-hand term in equation (9) represents the gravitational force of the system given in terms of the total (i.e., stellar and DM) mass, $M$, within a radius $r$. For a simplified solution of equation (9) we assume that the whole stellar system resides in a DM halo which dominates the mass.

To solve equation (9) analytically for $\rho_{DM1}$ we need to find a simple model that describes the stellar volume density distribution. In §5.2 we have shown that the stellar surface density (i.e., the projected stellar volume density) profile is well fitted by a Gaussian function (out to a radius of ~12'). Since the projection of a three-dimensional Gaussian distribution is again a Gaussian, we adopt $\rho_*(r) = \rho_0 \exp(-r^2/2r_0^2)$. We also make the Ansatz that $\sigma_* \approx$ constant, which leads to a solution of equation (9) with a central mass density

$$\rho_{DM0} = \left(\frac{3}{4\pi}\right) \frac{\sigma_*^2}{Gr_0^3}. \quad (10)$$

Mateo et al. (1998) reported a velocity dispersion for the core of Leo I of 8.8 ± 1.3 km s$^{-1}$ based on 33 red giants in the dSph. The average angular separation of the observed stars from the center of the galaxy was 1.9' with a largest separation of 3.5'. They have also shown that there is no significant variation of the velocity dispersion with stellar type or radius. Therefore, the Ansatz that $\sigma_*$ is constant is a reasonable assumption, at least in the central part of Leo I. Hence, within a radius of ~3.5' around the center of Leo I the DM mass density is $\rho_{DM0} = 0.07 \pm 0.02 M_\odot$ pc$^{-3}$, which corresponds to a central $M/L$ ratio of ~3 in solar $I_c$-band units. Here the reported uncertainties are formal statistical uncertainties.

The inferred central mass density is comparable to the central density of the Fornax dSph (Mateo et al. 1991) and Leo II (Vogt et al. 1995). This is consistent with the DM central densities for low-luminosity, gas-rich dwarf irregulars (for a review, see Mateo et al. 1991). On the other hand, it is lower than the central densities inferred for other Local Group dSph galaxies (see, e.g., Mateo et al. 1991 and Mateo 1998 for a review). Such a result may argue in favor of DM in Local Group dSphs being governed by galactocentric distance; we discuss this in more detail in §7.

With the limited kinematic data set in hand we can only bracket the possible $M/L$ ratio of Leo I (within the tidal radius) by investigating two limiting cases:

1. We assume that the total mass profile follows the light distribution. Although this assumption is not very likely (e.g., Mateo et al. 1991; Kleyna et al. 2001), it provides a good constraint to the minimum mass of Leo I. The total mass is then given by

$$M_{tot} = 4\pi \int_0^\infty \rho_{\text{mass}}(r) r^2 dr = (2\pi)^{3/2} \rho_{DM0} r_0^3. \quad (11)$$

The total mass of Leo I is then $1.7 \pm 0.2 \times 10^7 M_\odot$, with quoted formal errors. Using the total luminosity of Leo I derived in the previous section, we infer a mean $I_c$-band $M/L$ ratio of ~6 in solar units.

2. We assume that the mass density stays constant toward large radii, i.e., $\rho_{\text{mass}}(r) = \rho_{DM0}$. The total mass within a given radius is then

$$M(r) = 4\pi \int_0^r \rho_{DM0} r'^2 dr' = \frac{4\pi}{3} \rho_{DM0} r^3. \quad (12)$$

In this case the total mass of Leo I within $r = 12'$ is $(20 \pm 6) \times 10^7 M_\odot$, and the mean $M/L$ ratio in the $I_c$-band is ~75 in solar units.

Hence, for the two limiting descriptions of the distribution of mass in Leo I we infer an $I_c$-band $M/L$ ratio of 6 and 75 in solar units, respectively. If we adopt the mean $V - I_c$ color for Leo I of roughly 0.6 (see CMDs in Lee et al. 1993 and Caputo et al. 1995).
1999), then the V-band M/L ratio is about 5.5 and 65 in solar units, respectively, for the two limiting cases.

7. DISCUSSION

We have estimated the M/L ratio of Leo I in the $I_c$ band to be in the range of 6–75 in solar units. The lower limit was calculated under the assumption that mass follows light. The upper limit represents the M/L ratio within ~12′ of a system with a large DM halo extending far beyond the limiting radius of the visible matter, where the DM halo density is constant within the luminous limiting radius. However, given the current evidence concerning DM halos in dwarf galaxies, it is possible to put constraints on which of these scenarios is the most likely.

If the distribution of mass follows the distribution of the visible component, then the velocity dispersion of Leo I would be expected to fall to zero at the tidal radius. Nonetheless, past studies have shown that such a behavior is not typical for Local Group dSphs. For example, Kleyna et al. (2001) have shown that the radial variation of the velocity dispersion of the Draco dSph is flat within the uncertainties. Additional evidence for a flat velocity dispersion profile is given by Mateo et al. (1991) for the Fornax dSph. The evidence is similar for Leo I. Koch et al. (2007) report that the velocity dispersion profile of Leo I appears constant at increasing radii. This suggests that mass does not follow light in Leo I and favors option 2. We infer that the Leo I M/L ratio is $\gg 5$ in the $V$ band. The inferred upper value of the M/L ratio in the $V$ band is ~65, yet this represents the M/L ratio only within ~12′; hence, the possibility that the true M/L ratio of Leo I is even greater than this is not ruled out.

It has been argued (e.g., Klessen & Kroupa 1998) that distortion due to the Galactic tidal field can reproduce the appearance of a system dominated by DM. Under this scenario, the gravitational potential of the Galaxy has heated the internal structure of an orbiting satellite, thereby leading to an inflated velocity dispersion. If we assume a stellar M/L of 3 for Leo I, then the velocity dispersion must be inflated by a factor of 4–5 to produce an apparent M/L of 65. Given that Leo I is the farthest known dSph from the Galactic center, it would be surprising to find tidal forces strong enough to alter the internal kinematics to such a degree. Indeed, our analysis found no evidence of tidal disruption. In § 5.3 we demonstrated that the structure of Leo I follows a smooth, elliptical shape to the limiting radius. Thus, it seems unlikely that tidal forces are responsible for the large measured M/L value, and this result suggests that Leo I is strongly dominated by DM.

8. SUMMARY

We have presented an automatic photometric pipeline specially designed for SDSS crowded-field images. The software performs extremely well on crowded SDSS images, yielding high-quality photometry with completeness above 80% down to a magnitude of ±21 and stellar density of up to ~200 arcmin$^{-2}$. We have extensively tested the detection efficiency and photometric accuracy of this software (as a function of both magnitude and stellar density). The pipeline was applied to a region of ~3.55 deg$^2$ around the dwarf spheroidal galaxy Leo I in the three bands, $g$, $r$, and $i$.

We constructed a filter in color-magnitude space targeting the Leo I red giant branch. It removed ~80% of the foreground contamination and enhanced the central stellar density contrast by a factor of ≥4. We find that the projected spatial structure of Leo I is ellipsoid-like with core and tidal radii (following an empirical King model) of $621′$ ± $0.95′$ and $11.70′$ ± $0.87′$, respectively. This corresponds to 460 ± 75 and 860 ± 86 pc, respectively. The radial profile deviates slightly from the King profile toward the outer regions; however, there is no evidence for extratidal structures (such as tidal tails) down to a magnitude of $i = 22$ and at a stellar surface density of $4 \times 10^{-3}$ of the dSph’s central density.

The luminosity of Leo I was measured by integrating the observed completeness-corrected and background-subtracted flux of stars. We accounted for the missing flux to the faintest levels ($I_c = 34$) supplementing the LF with the LFs of the globular clusters M5 and NGC 6397. The $I_c$-band absolute magnitude of Leo I was measured to be $M_{I_c} = -12.03 \pm 0.14$ and the total luminosity ($3.0 \pm 0.3) \times 10^6 L_{\odot}$.

We modeled the mass of Leo I using the spherical Jeans equation and assumed that the stellar velocity dispersion was isotropic and spatially constant. The inferred central mass density of Leo I is then $0.07 \pm 0.02 M_{\odot} pc^{-3}$. Assuming that mass follows light, the total mass of Leo I is $(1.7 \pm 0.2) \times 10^7 M_{\odot}$. This value is comparable to the total mass estimates using the standard “core” fitting method. Under the assumption that the dark matter (DM) halo is extended and its density is spatially constant, the total mass of Leo I within the tidal radius of the visible component (i.e., 12′) is $(2 \pm 0.6) \times 10^7 M_{\odot}$. Hence, the total M/L ratio for Leo I in the $I_c$ band and in solar units is in the range of about 6–75, where the first and latter values correspond to the above quoted masses, respectively. In § 7 we argued that the mass-follows-light assumption is not reasonable for the Leo I system and therefore concluded that the M/L ratio must be $\gg 6$ in $I_c$-band solar units and possibly $>75$ if a constant density DM halo would dominate the mass and extend further beyond 12′.
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