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Abstract
We examine the relationship between finance and economic growth in the metropolitan areas of 75 countries at various stages of economic development in the period 2001–2015. Our analysis demonstrates an inverted-U shaped relationship between finance and growth. This relationship becomes even more significant in the areas of a country outside its largest financial centre, indicating that while these areas can benefit from financial development, they are also the most vulnerable. We show that large financial centres can have an impact on growth across their national economies, but in doing so they complement rather than replace local financial centres. Overall, our results highlight the risks associated with the excesses of financial development and lend evidence to support calls for more decentralised financial systems.
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Introduction
In this article we revisit the finance and growth nexus at the sub-national (metropolitan) scale. Based on a sample of developed
and developing economies, we examine the ways in which finance can influence economic growth in different types of cities. While several studies have engaged with the nexus between finance and growth at the sub-national level in the past, this has mostly been done in the context of a single or a very small group of countries. The sub-national investigation of the relationship for a broader group of countries has thus gone largely unexplored (one notable exception is Lee and Luca, 2019).

Using sub-national data rather than national aggregates offers much more precision in empirical analysis, compared with existing macroeconomic studies. Such precision is essential considering that finance tends to be distributed unevenly across national economies. The very existence of financial centres testifies to this pattern, as does research demonstrating that capital flows, in whatever form, encounter considerable frictions even within national economies (Wojcik, 2011). On the other side of the finance–growth nexus, growing income inequality within many advanced economies and developing countries over recent decades also highlights the need for examining the nexus at the sub-national level (World Bank, 2016).

Our contribution is interdisciplinary, inspired in equal measure by economics and economic geography. The latter offers a long tradition of research showing the relevance of space, place and scale in finance (Martin and Pollard, 2017). According to Klagge and Martin (2005), for example, it is often the case that small and medium-sized enterprises (SMEs), particularly in economically lagging regions, struggle to access funding because of their distance from the leading financial centre(s) of the country. This distance can contribute to information asymmetries between them and potential lenders, and can lead to higher transaction, monitoring and borrowing costs. On the other hand, local banks can help alleviate credit rationing by collecting soft information about potential lenders and engaging more closely with them (Floegel, 2018; Floegel and Zademach, 2017). As argued in Floegel (2018), although the extensive use of quantitative rating systems limits to some extent the influence of soft information and face-to-face interaction, these aspects still matter, especially in credit provision to financially distressed SMEs and new lenders where rating assessments are often inconclusive.

Another example of the importance of space in finance is highlighted by what Verdier (2002) calls ‘liability side haemorrhage’. This refers to the tendency of the saving resources of peripheral regions to bypass local banks and flow towards leading financial centres.

An additional contribution of the article is that we treat finance in broad terms, defining the financial sector as encompassing not just banks, insurers, real estate and other financial firms, but also other business services, with consulting, accounting and law in the lead. These firms play a key part in facilitating financial transactions in an economy, and work closely with financial firms (Wojcik, 2013). Major wholesale financial transactions, such as equity and debt issuance or mergers and acquisitions, invariably involve not only narrowly defined financial firms but also legal, accounting and other consulting firms. Even retail financial transactions such as mortgage issuance often, if not mostly, involve other advisors including lawyers. Following the literature established in economic geography, we refer to this complex of financial and advanced business services shortly as FABS (Coe et al., 2014).

This broad treatment of finance as FABS takes seriously the literature recognising the importance of the legal and accounting systems in financial and economic development (e.g. Haselmann et al., 2010; La Porta et al., 1998; Levine et al., 2000). It is also consistent with our focus on sub-national analysis, cities and financial centres. FABS are
overwhelmingly concentrated in cities and constitute the core sector of any financial centre (Sassen, 2001). Within FABS, advanced business services other than finance typically employ many more people than finance itself (Cassis and Wójcik, 2018). It is thus the joint activity of the FABS complex that we investigate in relation to economic growth.

Illustrated briefly, our results suggest that the connection between finance and growth at the sub-national scale resembles an inverted U shape. Although local financial development can advance local economic growth, there comes a point beyond which the positive relationship between local finance and growth turns negative. This relationship seems to be mostly significant in cities outside large financial centres. Moreover, local finance retains its significance even after controlling for the impact of the largest financial centre of a country on the growth of smaller cities.

The rest of the article proceeds as follows. In the next section we provide a survey of relevant literature and discuss the theoretical background of our study. We then illustrate in detail our data and methodology. This is followed by a presentation and discussion of our results. In the last section we conclude and consider policy implications.

**Literature and theory**

**The view from macroeconomics**

There is a voluminous empirical literature in mainstream macroeconomics, investigating the long-run relationship between finance and economic growth. As developed since c. 1990, this literature can be broadly divided into two stages, the first starting in the early 1990s and continuing until the mid-2000s, and the second emerging in the aftermath of the global financial crisis of 2007–2008.²

In its first phase, this literature depicts a positive and significant relationship, with a first-order effect of finance on growth. King and Levine (1992, 1993) represent seminal contributions of this period. Using cross-country data, King and Levine show that the positive impact of finance is robust to different ways of measuring finance. A similar finding comes from Levine and Zervos (1996) with respect to the impact of stock market development on growth.

Levine (2005) provides an in-depth review of this group of studies. According to his survey, the positive relationship between finance and growth can be traced at the level of cross-country comparisons, individual country studies, as well as in specific industries and firms. While there are macroeconomic studies pointing out a non-linear strength in the relationship (e.g. Deidda and Fattouh, 2002; Rioja and Valev, 2004; Rousseau and Wachtel, 2002) and even spotting occasions of a negative relationship (e.g. De Gregorio and Guidotti, 1995; Favara, 2003), the view that finance is positively associated with growth clearly prevails.

In the aftermath of the global financial crisis of 2007–2008, however, this literature exhibits a notable turn. Despite adherence to the principal thesis which views finance as a propeller of economic growth, a critical approach to finance has gained a more central place in the discussion. Employing similar methods to earlier research, the post-2008 studies have highlighted a concave relationship between finance and growth, with a positive relationship prevailing at lower levels of financial development but gradually turning negative as finance grows. This is a considerable step forward and one which brings this branch of literature a few steps closer to the critical analyses developed by heterodox economics and geography (these studies are often categorised under the overarching term ‘financialisation’; for discussion, see Ioannou and Wójcik, 2019, amongst others).

Some of the most recent and relevant articles include Cecchetti and Kharroubi (2012),
Law and Singh (2014), Beck et al. (2014), Arcand et al. (2015), Cournède and Denk (2015), Sahay et al. (2015), and Samargandi et al. (2015). Arcand et al. (2015), for example, claim that finance starts to negatively affect economic growth once the ratio of credit to GDP reaches 100%. According to the authors, this result is robust even after controlling for other factors that can adversely affect growth, such as low institutional quality and differences in bank regulation and supervision. Sahay et al. (2015) provide a similar set of evidence, while also introducing a composite measure of financial development that encompasses banking and non-banking institutions and expands across three dimensions, namely depth, access and efficiency.

Overall, one of the common claims of these studies is that many advanced economies appear to have crossed the turning point in this inverted-U shaped relationship between finance and growth long ago.

**Impacts of finance in regions and cities**

The finance and growth nexus has also been investigated at the regional level. Carbó et al. (2003) argue that in comparison with cross-country studies, the interregional investigation for a single country offers the advantage of a more homogenous, and thus comparable, legal and cultural environment. In their paper, Carbó and his colleagues examine the link between regional bank competition and growth in the context of the five largest Spanish regions without, however, finding evidence in favour of the hypothesis that competition enhances regional growth. On the other hand, in a subsequent study of 17 Spanish regions (Comunidades Autónomas), Carbó et al. (2007) find that financial innovation has contributed positively to regional GDP. De Guevara and Maudos (2009) provide further evidence for Spanish provinces, using firm-level data. Their research suggests that firms in more financially developed provinces tend to grow faster, especially in the case of industries with high dependence on external finance. Özyildirim and Önder (2008) also discuss the topic in the context of Turkey. According to their results, finance’s impact on regional growth varies based on the distance between banking headquarters and regions, and the relative size of the latter. Furthermore, in a more recent paper, Chen et al. (2015) discuss the relationship between regional financial development and FDI in China and show that multinational firms prefer to invest in regions with higher levels of financial development.

Urban studies also have a long tradition of studying various consequences of financial development. In comparison with the above literature, they have capacity to engage with a wider variety of aspects, which are by construction omitted at the macroeconomic level. Some of the most important lines of exploration include the spatial unevenness in the distribution of finance and growth within cities, the impact of finance on urban infrastructure and governance, as well as its connection with gentrification.

One of the seminal contributions in the first direction is Dymski and Veitch (1996). According to this article, the way finance is organised in the city relates to the geographical structure of urban growth and the economic vitality of the different parts of the city. Investigating the trajectories of financial development in Los Angeles, Dymski and Veitch identify a structural transformation of finance into a two-tier system since the 1980s, with the formal banking sector increasingly pursuing upscale customers and second-tier financial firms conducting small-scale banking in low-income and minority neighbourhoods. Leyshon et al. (2004) describe a similar separation to that in Dymski and Veitch, matching these tiers with what they call ‘distinct ecologies’ of retail financial services. Among recent works, Aalbers (2009)
highlights the spatial variegation of the consequences of the subprime crisis in the USA, showing how poorer cities and impoverished neighbourhoods were disproportionately affected by house foreclosures. Walks (2014) shows a negative relationship between the spatial distributions of household indebtedness and income at the neighbourhood level, across Canadian cities.

In the connection of finance with urban governance and infrastructure, Peck and Whiteside (2016) observe that, in the case of the USA, the growth of the municipal bond market went in tandem with the stagnation of redistributive financing and the skyrocketing of financial innovation. Faced with an environment of increased dependence on private money markets, local authorities were gradually pushed by market institutions, such as the credit rating agencies, to adopt financial metrics and rationalities. More recently, financialisation of urban governance has also spread throughout Europe (Möller, 2015). As pointed out by Möller (2015) and O’Brien and Pike (2019), part of the explanation for this phenomenon lies in the low appetite for risk of the post-crisis era and the corresponding attraction of local-based assets, such as municipal bonds, as safe assets.

An additional connection made in the literature is between financialisation and gentrification. As argued for example in Lees (2000, 2003), global cities such as New York and London have been experiencing a new wave of gentrification since the 1990s, captured by the word ‘financification’. Financifiers, as the author calls high-salary finance employees, have been populating particular pockets of those cities, such as Brooklyn Heights in New York, pushing out the earlier generation of middle-class gentrifiers from the 1960s and 1970s. Another channel is identified by Fields and Uffer (2016) who link financialisation with rental housing and the pre-crisis, large-scale purchasing of houses by private equity investors.

**Theory**

At the level of theory, there are at least two explanations as to why finance can become a drag on economic growth. First, there is the suggestion coming from some scholars from mainstream macroeconomics, who claim that finance can absorb too many human resources. Second, there is Minsky’s theory of financial instability, a long-standing pillar of post-Keynesian theory.

Cecchetti and Kharroubi (2012) focus on the first of these narratives. According to their account, finance competes for resources, particularly for human capital, with the rest of the economy. In that sense, there is a point beyond which finance becomes a drag on economic growth by absorbing too many highly skilled and talented people. In their words: ‘[f]inance literally bids rocket scientists away from the satellite industry. The result is that people who might have become scientists, who in another age dreamt of curing cancer or flying to Mars, today dream of becoming hedge fund managers’ (2012: 1–2). This view is also endorsed by Beck et al. (2014), who link this overaccumulation of human capital with the highly specialised labour inputs required for the trading of complex financial instruments.

An alternative account comes from the theory of financial instability, originally developed by Hyman Minsky (Minsky, 1986). According to this theory, there is an endogenous tendency in the economic system in moving from a stable towards a fragile financial position. In a period of growth, good economic performance allows agents to build up their confidence and expectations. Gradually this drives borrowers towards higher financial exposures, compared with their actual economic capacity; in
a similar way, lenders gradually reduce their standards of creditworthiness and expand their supply of credit. Based on the same logic, Minsky asserts that the provision of finance becomes too tight, and borrowers too reluctant to expose themselves to debt, when pessimism prevails in the economy. In essence, the financial instability theory focuses on the mutual interaction between finance and growth, working in both directions. In ‘good’ times the two variables feed positively into each other. There comes a point, however, when the economy becomes overheated – a situation in which finance becomes excessive compared with what would be required for sustainable economic growth.

Both of these narratives could be expected to hold in equal or even further strength at the sub-national level. First, a long-standing premise of the literature on urban hierarchies is that large cities tend to attract talented people in a disproportionate manner (Friedmann, 1967; Pumain and Rozenblat, 2018). Smaller cities with more limited pools of talented people could therefore be expected to experience the adverse effects of the over-concentration of highly qualified workforce in finance in a more acute way than the country as a total.

Second, the possibility of a fragile financial expansion pointed out by Minsky can become a more central consideration in areas outside the country’s largest financial centre. Perhaps the most indicative example here is the case of Northern Rock. As discussed in Marshall et al. (2012), there were two aspects that made Northern Rock a particularly local experience. First, partly as a response to the need to compete with London-based banks, Northern Rock engaged with a hyper-aggressive mortgage lending strategy in which it had little experience. Rather, people involved in key management functions exhibited a high element of amateurism in not fully understanding the mechanics and risks involved in securitised lending and Ponzi-type borrowing from international money markets. Second, the pre-crisis business euphoria was not only sustained by the broader economic climate of the country but also by a local feeling of self-confidence and success, attributed by the bank and the local elites to Geordie blood. Northern Rock was not just another bank but was also the flag of the city’s business community as a symbol of success and post-industrial urban revival.

Another way of connecting Minsky with cities is by considering the relevance of the financial instability theory in explaining the subprime crisis in the USA. As pointed out by Dymski (2010), although Minsky himself mostly focused on corporate rather than household lending, the subprime crisis can be read from a Minskyan standpoint once Minsky’s theory is appropriately modified to include the household sector. Doing so in the subprime context grounds Minsky’s hypothesis of declining creditworthiness standards to the urban level of analysis, given the spatial specificity and unevenness of subprime lending in targeting low-income and ethnic minority groups (Aalbers, 2009; Dymski, 2010).

Data and methodology
To investigate the relationship between finance and growth, we use data on 75 countries, including 28 OECD member states and 47 non-OECD countries (also referred to as developed and developing economies, respectively). Our data set covers 614 cities in these countries and is based on the Global Cities database from Oxford Economics, a comprehensive resource of city-level macro-economic, sectoral and demographic data. The database defines cities on the basis of urban agglomerations and metropolitan areas, incorporating the built-up areas outside the historical and administrative core of each city. All cities for which data are
provided have 400,000 inhabitants or more (for details see Oxford Economics, 2014).

Appendix A (supplementary material, available online) lists the countries and the cities included. We match every country with the corresponding cities for which data are available. To decide on the composition of the sample, we follow two criteria. First, our aim is to construct a data set with a balanced representation not only of developed and developing economies but also of different continents. Of course, these weights change once we switch from countries to cities.

An ideal way of making our analysis at the sub-national level comparable with existing studies conducted at national level would be to replicate the data set and results of one of these, and then add a sub-national layer of analysis. This was not possible owing to the fact that data from Oxford Economics are available from 2000, while other relevant studies usually cover earlier periods of time, typically between 25 and 40 years long (see for example Cecchetti and Kharroubi, 2012; Sahay et al., 2015). As the second-best solution, we concentrate on a set of countries for which we were able to reproduce the inverted-U shaped relationship between finance and growth at the country level first.

The time-span of our study is from 2001 to 2015. Despite the relatively short horizon of our sample, the period examined is informative and up-to-date, given its coverage of the years before and after the crisis of 2007–2008. Like other recent studies (e.g. Cecchetti and Kharroubi, 2012) we calculate five-year non-overlapping averages for each of the variables in our data set. As a robustness check we also report some of our key regressions using three-year non-overlapping averages (Table 3).

In our formal categorisation of different types of cities, we flag locations that correspond to the largest financial centre of each country and to global financial centres (labelled as LFCs and GFCs, respectively). An LFC is defined as the city with the largest employment in FABS in a given country (2001–2015 average). Largely (in 60 out of 75 countries in the sample), LFCs coincide with capital cities. Examples of countries in which the two cities are not the same are the USA, where the largest financial centre is New York; Pakistan, where the largest centre is Karachi; and Australia, where Sydney ranks first (all LFCs are in italics in Appendix A, available online). Furthermore, we identify 63 cities which are formally classified as GFCs (underlined in Appendix A, available online), based on their inclusion in the Global Financial Center Index provided by the Long Finance Institute (see Yeandle, 2017).

Figure 1 highlights the importance of distinguishing between these types of cities. As expected, the share of FABS in total employment (referred to as FABS employment share) is typically higher in GFCs than in LFCs, and much higher than in other cities. On the other hand, economic growth in GFCs and LFCs is distributed in a much more concentrated and symmetric way compared with other cities. Its average value is also significantly lower (2.3% and 2.4% for GFCs and LFCs, respectively, versus 4.8% in other cities).

For our econometric analysis we use the following panel model:

$$y_{it} = \alpha + \beta_1 w_{it} + \beta_2 w_{it}^2 + \gamma X_{it} + \delta D_i + u_i + \varepsilon_{it}$$

where $y_{it}$ stands for GDP per capita growth, $w_{it}$ describes the FABS employment share, $X_{it}$ is a vector of control variables and $D_i$ accounts for cities’ time-invariant characteristics (for random-effects estimations only). Furthermore, $\alpha, \beta_1, \beta_2$ and the vectors $\gamma$ and $\delta$ describe the model’s parameters, $u_i$ is the city-specific effect and $\varepsilon_{it}$ is the random error of our specification. In most of our trials, the Hausman test produces a negative statistic and is therefore inapplicable (results available
upon request). For this reason, we present both the fixed-effects (FE) and random-effects (RE) varieties of every model.\footnote{5}

GDP per capita growth is our indicator for economic growth. In addition, the FABS employment share is taken as our proxy for financial development. On one hand, the use of FABS is related to data availability, as Oxford Economics does not offer data on the financial sector only.\footnote{6} Importantly, however, as explained in the previous section, the inclusion of other advanced business services allows us to measure more accurately the breadth and the depth of modern financial systems.

To test for concavity in our equation, we insert the FABS employment share in both level and square terms. For the relationship to be concave the $\beta_1$ and $\beta_2$ parameters need to be jointly significant, with a positive and a negative sign, respectively. To ensure against an erroneous identification of a turning point, we also report the $p$-value of the Lind and Mehlum test (Lind and Mehlum,}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{Distribution of FABS share in total employment and GDP per capita growth by city type. \textit{Notes}: (1) ‘all other cities’ includes cities that are not classified as largest or global financial centres; (2) data taken in non-overlapping five-year averages; (3) one outlier of $-35.8\%$ has been removed from the GDP per capita growth of ‘all other cities’ to facilitate the illustration. \textit{Source}: Authors’ elaboration based on data from Oxford Economics.}
\end{figure}
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\caption{Distribution of GDP per capita growth by city type.}
\end{figure}
2010). This procedure jointly tests the slope of the equation and its significance at the beginning and the end of the data range of the explanatory variable of interest. The slope is required to be positive and negative, respectively, for concavity to be confirmed.

Vector $X_{it}$ includes the natural logarithm of the initial GDP per capita (of a given 5-year period; $-$), the size and growth rate of population ($+/-$), the share of the public sector in total employment ($+/-$), spending on education as a share of total consumer spending ($+$), and a proxy for extreme poverty ($-$). Our selection follows the need to make our variables compatible with the variables employed in literature on finance and growth, as well as the availability of city-level data in Oxford Economics. Out of physical characteristics we include a dummy for climate (1 if climate is classified as mesothermal, that is, group C by the Köppen system; 0 otherwise), and a dummy for elevation (1 if elevation is lower than the mean elevation of our sample; 0 otherwise). The rationale for the climate dummy is to see whether cities in relatively milder climates, for example, without extended heat or low precipitation, experience higher rates of economic growth. In turn, the assumption for the elevation dummy is that cities closer to sea level might be advantageously positioned for economic activity.

Table 1 elaborates the precise configuration of each of these variables and reports the relevant summary statistics and pairwise correlations.

Results

In what follows we present three sets of results. First, we illustrate graphically the finance and growth relationship. Second, we present our main econometric findings. Third, we provide some additional robustness analysis, primarily aiming to deal with endogeneity.

Visual depiction

Figure 2 illustrates the city-level finance and growth relationship in two different ways (elaboration influenced by Cecchetti and Kharroubi, 2012: 3). In the upper part we break our raw sample into ten deciles, separated in terms of FABS employment share and ranked from the lowest to the highest share (1st and 10th deciles, respectively). In the lower part of the figure we fit a quadratic function to a scatterplot which puts together GDP per capita growth with (demeaned) FABS employment share data. In order to control for other factors that affect growth we first regress growth on all the variables of the main model (column 3 of Table 2) except FABS employment share. We then store the residuals of the model. These residuals, that is the remaining part of growth, which is expected to be associated with finance, is what is entered into the scatterplot.

Although both graphs are useful for our purposes, they follow different approaches and hence are not comparable, for example, in terms of the precise concavity recorded. Having said this, both visuals are supportive of the assessment that the finance and growth nexus at the city level resembles an inverted U. According to the raw evidence presented in the upper graph, for example, the average growth increases for the first four deciles and steadily declines thereafter.

Principal econometric findings

Table 2 reports our main econometric results. To address the question of whether the relationship between finance and growth as observed at the national level holds at the metropolitan scale, the first four columns of the table contain the country-level models of our sample, as well as the full-sample results for cities. To investigate how this relationship compares between different groups of cities, the following eight columns report the estimation results for LFCs, GFCs and
|                     | Observations | Mean  | Std dev. | Min   | Max   |
|---------------------|--------------|-------|----------|-------|-------|
| **Countries**       |              |       |          |       |       |
| GDP per capita growth (GDP in 2015 constant prices, in thousands of US$; total population as denominator for GDP per capita) | 225 | 2.41 | 2.91 | -9.44 | 13.94 |
| FABS employment share (employment in financial and business services/total employment; financial & business services include financial and insurance activities, real estate activities, professional, scientific & technical activities and administrative & support service sectors; employment in thousands of people) | 225 | 7.78 | 5.57 | 0.25  | 21.42 |
| In (GDP per capita) (natural log. of the initial level of GDP per capita of a 5-year period) | 225 | 1.80 | 1.51 | -1.32 | 4.38  |
| In (population) (natural log. of total population at the beginning of a 5-year period) | 225 | 9.74 | 1.70 | 5.65  | 14.13 |
| Population growth (population in thousands of people) | 225 | 1.24 | 1.36 | -1.30 | 11.82 |
| Public-sector employment share (employment in the public sector/total employment; employment in thousands of people) | 225 | 17.28 | 8.49 | 2.52  | 43.20 |
| Spending on education (spending on education/total consumer spending; spending in thousands of US$) | 225 | 2.54 | 1.93 | 0.08  | 10.95 |
| Extreme poverty rate (number of households earning up to US$1000 per year/total number of households; households in thousands) | 224 | 3.54 | 8.07 | 0.00  | 65.73 |
| ATM (number of automated teller machines per 100,000 adults; source: WDI) | 203 | 48.58 | 46.33 | 0.02  | 214.13 |
| Shareholders’ rights (‘nant_dir’ in La Porta et al., 1998) | 108 | 3.14 | 1.30 | 1     | 5     |
| Creditors’ rights (‘cred_ind’ in La Porta et al., 1998) | 105 | 2.29 | 1.39 | 0     | 4     |
| **Cities**          |              |       |          |       |       |
| GDP per capita growth | 1812 | 4.76 | 4.62 | -35.85 | 21.06 |
| FABS employment share | 1840 | 10.02 | 6.49 | 0.91  | 33.11 |
| In (GDP per capita) | 1758 | 1.92 | 1.36 | -1.08 | 4.74  |
| In (population) | 1810 | 7.58 | 1.00 | 4.90  | 10.52 |
| Population growth | 1819 | 1.34 | 1.95 | -2.69 | 57.81 |
| Public-sector employment share | 1840 | 21.86 | 9.09 | 3.00  | 70.30 |
| Spending on education | 1839 | 3.31 | 2.12 | 0.07  | 14.75 |
| Extreme poverty rate | 1839 | 1.92 | 4.82 | 0.00  | 32.13 |

(continued)
Table 1. Continued

Summary statistics

|                          | Observations | Mean | Std dev. | Min | Max |
|--------------------------|--------------|------|----------|-----|-----|
| LFC specialisation ratio (LFC_SR) (ratio between the FABS employment share in the largest financial centres (LFC) and that of other locations in a given country; calculated separately for each location outside a country’s LFC) | 1615 | 2.43 | 1.61 | 0.37 | 9.88 |
| Climate (numerical conversion of Koppen classification (1st letter only; 1 for A, 2 for B, etc.). Dummy: 1 if climate = C (mesothermal); 0 otherwise) | 604 | 2.60 | 0.94 | 1.00 | 4.00 |
| Elevation (in m). Dummy: 1 if elevation < 316.8 (mean value); 0 otherwise) | 564 | 316.8 | 533.02 | 0 | 3720 |

Correlation matrices

|                               | GDP per capita growth | Employment share of FABS | Population growth | Public sector employment share | Spending on education | Extreme poverty rate |
|-------------------------------|-----------------------|--------------------------|-------------------|-------------------------------|----------------------|----------------------|
| **Countries**                 |                       |                          |                   |                               |                      |                      |
| GDP per capita growth         | 1.00                  |                          |                   |                               |                      |                      |
| FABS employment share         | -0.28                 | 1.00                     |                   |                               |                      |                      |
| Population growth             | -0.26                 | -0.26                    | 1.00              |                               |                      |                      |
| Public-sector employment share| -0.10                 | 0.63                     | -0.23             | 1.00                          |                      |                      |
| Spending on education         | 0.15                  | -0.41                    | 0.36              | -0.46                         | 1.00                 |                      |
| Extreme poverty rate          | -0.01                 | -0.47                    | 0.22              | -0.49                         | 0.33                 | 1.00                 |
| **Cities & rest of the country areas** |                       |                          |                   |                               |                      |                      |
| GDP per capita growth         | 1.00                  |                          |                   |                               |                      |                      |
| FABS employment share         | -0.45                 | 1.00                     |                   |                               |                      |                      |
| Population growth             | -0.27                 | -0.14                    | 1.00              |                               |                      |                      |
| Public-sector employment share| 0.14                  | 0.21                     | -0.32             | 1.00                          |                      |                      |
| Spending on education         | 0.57                  | -0.44                    | 0.10              | -0.06                         | 1.00                 |                      |
| Extreme poverty rate          | 0.02                  | -0.32                    | 0.23              | -0.26                         | 0.24                 | 1.00                 |
| LFC specialisation ratio (LFC_SR) | 0.67                 | -0.50                    | -0.18             | 0.22                          | 0.45                 | -0.05                |

Notes: All data in 5-year non-overlapping averages; largest financial centres (LFCs) denote the location of each country with the largest employment in financial and business services (2001–2015 average); all growth rates calculated by first difference in natural logarithms; definitions of variables for cities the same as with the country-level variables.

Source: Oxford Economics unless otherwise stated; WDI for World Development Indicators. Data on climate and elevation have been manually collected from Wikipedia, with gaps filled in from www.weatherbase.com.
other cities. Furthermore, columns 13 and 14 present an expanded specification in which the financial activity in local centres and in LFCs is considered jointly.

As columns 3 and 4 of Table 2 show, the level and squared terms of the FABS share of employment appear with a positive and negative sign, respectively, in both the FE and RE varieties of the full-sample city model, and both are statistically significant at the 1% level. The Lind-Mehlum test results also confirm the concavity of the relationship. In most instances, control variables also appear with meaningful signs.

These findings demonstrate the persistence of the inverted-U shape in the finance

Figure 2. Illustration of the inverted-U shaped relationship between GDP per capita growth and FABS share in total employment. Upper graph depicts average GDP per cent growth by decile of share of FABS employment share, ranked from lowest to highest. In the lower graph, the vertical axis demonstrates the part of the basic model (column 3 of Table 2) not explained by FABS employment share, that is, the stored residuals after the model is run without the FABS level and squared terms. On the horizontal axis FABS employment share has been demeaned.

Source: Authors’ elaboration based on Oxford Economics.
|                                    | Country-level models | City models. Full sample | Largest financial centres (LFCs) | Global financial centres (GFCs) | Capital cities | Cities outside LFCs | Models with LFC specialisation ratio |
|------------------------------------|----------------------|-------------------------|-------------------------------|-------------------------------|----------------|-------------------|-------------------------------------|
|                                    | RE                   | FE                      | RE                            | FE                            | RE             | FE                | RE                                 |
| FABS employment share              | 0.543***             | 1.549***                | 0.210***                      | 0.571***                      | 0.246*         | 0.554*            | -0.080                             |
|                                    | (2.142)              | (2.789)                 | (2.879)                       | (3.288)                       | (1.789)        | (1.868)           | (-0.330)                           |
| FABS employment share squared      | -0.020***            | -0.056***               | -0.006***                     | -0.016***                     | -0.004         | -0.008            | 0.004                              |
|                                    | (-2.192)             | (-2.823)                | (-2.838)                      | (-2.741)                      | (-1.125)       | (-1.056)          | (0.711)                            |
| LFC specialisation ratio (LFC_SR)  | 0.571***             | 0.246*                  | 0.554*                        | 0.207***                      | 0.623***       | 0.534***          | 0.963***                            |
|                                    | (1.789)              | (2.064)                 | (1.488)                       | (3.330)                       | (6.071)        | (6.428)           | (4.628)                            |
| In (GDP per capita)                | 0.080                | 0.692                   | 0.074                         | 0.472                         | 0.207**        | 0.623***          | 0.534***                            |
|                                    | (0.330)              | (2.647)                 | (-0.874)                      | (-3.544)                      | (-4.589)       | (-4.589)          | (-4.589)                           |
| In (population)                    | 0.020***             | 0.056***                | 0.006**                       | 0.016***                      | 0.004          | 0.004             | 0.000                              |
|                                    | (2.192)              | (2.741)                 | (2.066)                       | (2.401)                       | (0.371)        | (0.371)           | (0.371)                            |
| Public-sector emp. share           | 0.012                | 0.086*                  | 0.011                         | 0.007                         | 0.025          | 0.099             | 0.006                              |
|                                    | (0.330)              | (2.401)                 | (2.401)                       | (2.401)                       | (0.371)        | (0.371)           | (0.371)                            |
| Education                          | 0.072                | 0.024*                  | 0.032*                        | 0.011                         | 0.007          | 0.025             | 0.006                              |
|                                    | (0.197)              | (0.197)                 | (0.197)                       | (0.197)                       | (0.197)        | (0.197)           | (0.197)                            |
| Extreme poverty                    | 0.101***             | -0.193***               | -0.193***                     | -0.193***                     | -0.193***      | -0.193***         | -0.193***                          |
|                                    | (1.978)              | (1.978)                 | (1.978)                       | (1.978)                       | (1.978)        | (1.978)           | (1.978)                            |
| Climate dummy                      | 0.077***             | -0.396                  | 0.920                         | 0.079                         | 0.629**        | 0.029             | 0.029                              |
|                                    | (3.090)              | (-0.766)                | (1.556)                       | (-1.348)                      | (2.787)        | (0.149)           | (0.149)                            |
| Elevation dummy                    | 0.429*               | 0.629                   | 0.105                         | 0.108                         | 0.108          | 0.284             | 0.284                              |
|                                    | (1.070)              | (1.166)                 | (0.400)                       | (0.164)                       | (0.164)        | (0.284)           | (0.284)                            |
| Constant                           | 0.205                | 8.286                   | 0.028                         | 44.908***                     | 0.500**        | 31.841**          | 15.575**                           |
|                                    | (0.098)              | (0.328)                 | (0.029)                       | (7.493)                       | (2.475)        | (2.013)           | (5.501)                            |
| R² overall                         | 0.355                | 0.214                   | 0.609                         | 0.005                         | 0.355          | 0.355             | 0.629                              |
| R² within                          | 0.256                | 0.380                   | 0.257                         | 0.359                         | 0.247          | 0.340             | 0.605                              |
| Lind-Mehlum U-test for FABS share  | 0.016**              | 0.005**                 | 0.0485                        | 0.0134                        | 0.266          | 0.381             | 0.371                              |
| Lind-Mehlum U-test for LFC         |                      |                        |                              |                              |                |                   |                                    |
| specialisation ratio               |                      |                        |                              |                              |                |                   |                                    |
| N                                 | 224                 | 224                     | 1579                         | 1757                         | 217           | 223               | 179                                |
| Notes: * ** and *** denote significance at the 10%, 5% and 1% levels, respectively; t-statistics in parentheses; heteroscedasticity robust errors used in all cases; random effects used unless stated otherwise; FE and RE for fixed and random effects, respectively; FABS employment share represents the share of employment in financial and business services in total employment; all variables taken in 5-year non-overlapping averages; p-values reported for the Lind-Mehlum test (except for TF = trivial failure to reject H0), H0: monotone or U-shape, H1: inverted U; largest financial centres (LFCs) denote the location of each country with the largest employment in financial and business services (2001–2015 average); global financial centres identified based on Yande (2017); LFC_SR denotes the ratio between the FABS employment share in the largest financial centres (LFC) and that of other locations in a given country (calculated separately for each location outside a country’s LFC). Source: Oxford Economics and authors’ calculations.
and growth relationship as we move from the national to the metropolitan level of analysis. All else the same, the development of local finance can benefit the growth of urban economies to an extent. There is, however, a turning point beyond which the relationship becomes negative. Indicatively, according to the model in column 3, this turning point occurs when FABS employment reaches 17.5% of total employment.

Columns 5 to 12 of Table 2 take our analysis a step further by re-running our regressions separately for different types of cities. On the one hand, as seen in columns 5–10, the overall statistical significance of finance is diminished when we focus on LFCs, GFCs and capital cities. Some significance appears for the level term, albeit conditional on city type. Furthermore, the squared term turns out to be entirely insignificant. On the other hand, the inverted-U shaped relationship is largely maintained in the subsample associated with cities outside LFCs (columns 11 and 12).

It therefore appears that in both its positive and negative aspects finance matters mostly in cities outside LFCs. On the positive side, the local financial sector can be valuable for the growth of such areas as they often have hindered access to capital (Klagge and Martin, 2005). At the same time, these areas are the most vulnerable to the adverse effects of finance.

Despite the significance of local financial development in areas outside LFCs, one could argue that this relationship might become insignificant if considered jointly with the influence of the country’s largest financial centre on the growth of these areas. The hypothesis here is that the more an LFC specialises in finance in relation to the rest of the cities in a given country, the greater will be the spill-over effects from the former to the latter. Even though local financial centres might be able to accommodate the financing needs of local firms to some extent, these firms – particularly when big in size – might prefer to opt for the products and services offered by financial and related firms located in LFCs.

To test this hypothesis, we introduce an additional variable in our baseline regression models. Using the same proxy for financial development as before, we construct a ratio whereby for each city under consideration, we divide the FABS employment share of the LFC of the country in which the city is located, by the FABS employment share of this city. We refer to this variable as LFC specialisation ratio (LFC_SR), as it shows the degree to which the LFC specialises in finance in relation to a given city. Formally stated:

$$LFC_{SR} = \frac{FABSemploymentshare_{i_{LFC},j,t}}{FABSemploymentshare_{i,j,t}}$$ (2)

where $i$, $j$ and $t$ are the indices for sub-national location, country and time. In all instances the $i$ subscript of the numerator is set equal to the LFC of the country under consideration. For the variable to be meaningful (i.e. different from 1), the sub-national location of the denominator needs to be an area outside the country’s LFC.

The last two columns of Table 2 report the results for the models using the $LFC_{SR}$ variable. Two important findings emerge. First, financial development of the LFC indeed matters for the economic growth of other areas of the country. Importantly, the shape of this relationship also exhibits evidence of concavity, suggesting that excessive levels of finance in an LFC can be harmful for the other cities of the country. At the same time, the signs and significance of the coefficients for the level and squared terms of local finance remain largely unchanged. It therefore appears that local finance matters for growth independently from the impact of LFCs.
Identification and causality

To protect against endogeneity bias, we conduct a number of exercises. As a first step we run our basic, full-sample, model of Table 2 with lagged regressors. Second, we conduct an instrumental variables (IV) analysis, utilising two different country-level data sets. We first run a model in which the number of automated teller machines (ATMs) in a country is used as an instrument for local financial development. We then run an IV specification based on the tradition of La Porta et al. (1998), wherein creditors’ and shareholders’ legal rights are used as instruments for local financial development (for the 37 of the 75 countries of our sample for which data are available).9,10 Third, we repeat the above exercises with our data formatted in three-year averages. This allows for a larger time dimension and thus more efficient estimations, particularly in the case of lagged models. In order to test the overall robustness of our findings to this change of format, we also re-run some of the basic models of Table 2.

Table 3 summarises our results. As seen in the first two columns, our finance proxy remains significant even after lagging our regressors by one five-year period. In contrast to the basic regressions of Table 2, the main weakness is the partial loss of statistical significance for the squared term of FABS share of employment. Column 3 reports the model with the number of ATMs as an instrument for financial development. Results are positive, and according to the \( p \)-value of the under-identification test, ATMs appear to be a valid instrument. Results are also supportive when the legal rights of La Porta et al. (1998) are used as instruments, in columns 4 and 5.11

The rest of Table 3 presents models based on three-year averages. Columns 6 and 7 report the three-year version of the full-sample model of columns 3 and 4 of Table 2. As can be seen, all results are consistent with before. The models for LFCs (columns 8 and 9 of Table 3) also complement that reported earlier, in showing that the weaker impact of finance in these cities is less likely to be caused by the smaller sample size of these regressions (see discussion in footnote 8). Furthermore, columns 10 to 14 of Table 3 repeat the above-mentioned exercises for dealing with endogeneity. Results are maintained and even strengthened in almost all instances.

Conclusion

Our article focuses on the relationship between finance and growth at the level of cities. In line with the relevant macroeconomic literature we find evidence of an inverted-U shaped pattern. At lower levels of financial development financial expansion appears to promote economic growth. There is, however, a threshold and once it is crossed, finance becomes a drag on economic growth.

Both impacts of finance appear most strongly in areas located outside the largest financial centre of a country. Although smaller cities are the ones that stand to benefit the most from local financial development, they are also the ones that are the most vulnerable. Furthermore, local financial development retains its significance, even after controlling for the extra-local impact of leading financial centres.

In terms of policy implications, the robust significance of local finance shows that financial decentralisation can aid local economic growth. As argued in Klagge and Martin (2005) and Flogel (2018), decentralisation can help build trust and tackle information asymmetries. It can also help maintain wealth and investment within local economies by providing appealing, locally based financial assets to local investors (Klagge and Martin, 2005; Verdier, 2002).
### Table 3. Additional models for robustness analysis and endogeneity.

| Models with 5-year averages | IV models | Models with 3-year averages | IV models |
|-----------------------------|-----------|-----------------------------|-----------|
|                             | Full-sample city models with lagged regressors |                             | Full-sample city models with lagged regressors |
|                             | No. of ATMs | Shareholders' & creditors' rights | Shareholders' rights only |
| 16                          |             |                             |             |

| RE                                    | FE                                    | Pooled | Pooled | RE                                    | FE                                    | Pooled | Pooled |
|---------------------------------------|---------------------------------------|--------|--------|---------------------------------------|---------------------------------------|--------|--------|
| FABS employment share                 | 0.215***                               | 0.340* | 3.430* | 0.191***                              | 0.550***                              | 0.203  | 0.599* |
|                                       | (2.867)                               | (1.692) | (1.813) | (2.827)                               | (3.051)                               |        |        |
| FABS employment share squared         | -0.004*                                | -0.007 | -0.132** | -0.009                                | -0.023**                              | -0.022  | -0.007*** |
|                                       | (1.838)                               | (1.252) | (1.338) | (1.315)                               | (1.931)                               |        |        |
| In (GDP per capita)                   | -2.267***                              | -6.085** | -8.503** | -3.695**                              | -6.590**                              | -2.415* | -7.922*** |
|                                       | (1.431)                               | (1.266) | (3.614) | (1.713)                               | (3.660)                               | (2.827) | (2.548) |
| In (population)                       | 0.678***                               | 6.855** | -2.548 | -0.143                                | -0.145                                | 0.901** | 1.645  |
|                                       | (6.094)                               | (3.776) | (0.935) | (1.622)                               | (1.340)                               | (7.041) | (1.596) |
| Population growth                     | -0.032                                 | 0.653** | -0.738** | 0.027                                 | -0.608**                              | -0.677* | -0.336** |
|                                       | (0.398)                               | (2.787) | (3.854) | (0.283)                               | (0.229)                               | (1.114) | (1.079) |
| Public-sector emp. share              | 0.065***                               | 0.207** | -0.093 | -0.033**                              | -0.044**                              | 0.019  | -0.011  |
|                                       | (5.133)                               | (3.241) | (0.877) | (0.210)                               | (0.321)                               | (0.190) | (1.010) |
| Education                             | 0.635***                               | 0.163  | -0.088 | -0.009                                | 0.400**                               | 0.526** | 0.122  |
|                                       | (9.612)                               | (0.244) | (0.570) | (1.128)                               | (0.677)                               | (1.050) | (1.008) |
| Extreme poverty                       | -0.005*                                | 0.311** | -0.409** | -0.048**                              | -0.425**                              | -0.339  | -0.071** |
|                                       | (1.788)                               | (6.240) | (5.378) | (3.532)                               | (3.282)                               | (8.873) | (1.652) |
| Climate dummy                         | 1.075***                               | -0.547 | -0.668** | 0.945**                               | -0.447                                | 0.952** | -0.587** |
|                                       | (4.995)                               | (2.607) | (2.869) | (4.076)                               | (0.769)                               | (2.202) | (0.593) |
| Beviation dummy                       | 0.825***                               | 0.892** | 0.835** | 0.533**                               | 0.461                                 | 0.707** | 0.890** |
|                                       | (3.311)                               | (4.574) | (3.667) | (2.041)                               | (0.869)                               | (2.777) | (4.497) |
| Constant                              | -2.647***                              | -47.081** | 5.470** | 3.634*                                | 0.054                                 | 3.186** | 6.036** |
|                                       | (2.619)                               | (3.350) | (5.269) | (1.873)                               | (0.054)                               | (4.262) | (2.985) |
| R² overall                            | 0.687                                 | 0.546  | 0.501  | 0.154                                 | 0.254                                 | 0.090  | 0.556  |
| R² within                             | 0.324                                 | 0.537  | 0.179  | 0.263                                 | 0.155                                 | 0.200  | 0.193  |

Notes: *; **; and *** denote significance at the 10%, 5% and 1% levels, respectively; t-statistics in parentheses; FABS employment share represents the share of employment in financial and business services in total employment; largest financial centres (LFCs) denote the location of each country with the largest employment in financial and business services (2001–2015 average). Regressors of models in columns 1, 2 (10, 11) are lagged by one 5-year (3-year) period; 3-year averages are non-overlapping averages of the period 2001–2015; variables mentioned under instrumental variables (IV) models denote the instruments used for the FABS employment level and squared terms; fixed effects panel IV GMM for models with ATMs; pooled IV GMM for models with legal rights; FABS employment level and squared terms instrumented on the listed controls of each column, as well as the squared and interactive terms of those controls; p-value for Kleibergen-Paap rk LM statistic reported for under-identification test; Hansen J reported for over-identification test.

Source: Oxford Economics, World Development Indicators, La Porta et al. (1998) and authors’ calculations.
At the same time, financial decentralisation needs to be promoted with great care. The particular vulnerability of the areas of a country outside its largest financial centre ought to remind us that decentralisation should not be confused with a policy of urban financialisation where cities come to be envisioned and reconstructed in the image and likeness of large financial metropoles.

Such lessons are important for all countries, but particularly for emerging and developing economies, where national financial systems, and their spatial structures, are still in a state of flux.
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Notes
1. For literature see Levine (2005) and the section ‘Impacts of finance in regions and cities’ of this paper.
2. While this chronological separation is useful for showing the context in which the post-crisis studies on finance and growth emerge, it is a simplified way of handling this literature.
3. The limitation of macroeconomic studies in dealing with such aspects also concerns our study, given that in our methodological framework the city is the unit of the analysis.
4. Geordie: nickname for people coming from Newcastle upon Tyne.
5. STATA SE15 used for all econometric analysis.
6. The same holds for the utilisation of employment instead of a variable based on credit or financial assets.
7. The signs we would expect for each control variable are given in parentheses.
8. From an econometric point of view, the difference between the significances recorded in large financial centres and capital cities on one hand, and in locations outside LFCs on the other, could be due to the differences in sample size. Notice, however, that the significances reported in the LFC, GFC and capital city models are low even in comparison with the country-level models whose sample is about the same size.
9. The utilisation of country instead of city data is primarily due to lack of similar data for cities, at the scale analysed here. At the same time though, country-level instruments can be seen as advantageous in allowing us to assume more comfortably that these are exogenous to the economic growth of cities.
10. One puzzle was how to instrument the squared term of FABS employment. We opted for the approach suggested in Wooldridge (2001: 233), in which the squared term is treated as a separate variable and instrumented on the actual, squared and interactive terms of the original instruments used for the level term.
11. Against what might be expected, creditors’ rights appear with a negative sign in the 1st level regression (not reported here). Hence,
we report these IV models with and without this variable.
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