THE GEOMETRY OF GRADED COTANGENT BUNDLES

MIQUEL CUECA

Abstract. Given a vector bundle $A \to M$ we study the geometry of the graded manifolds $T^*[k]A[1]$, including their canonical symplectic structures, compatible $Q$-structures and Lagrangian $Q$-submanifolds. We relate these graded objects to classical structures, such as higher Courant algebroids on $A \oplus \Lambda^{k-1} A^*$ and higher Dirac structures therein, semi-direct products of Lie algebroid structures on $A$ with their coadjoint representations up to homotopy, and branes on certain AKSZ $\sigma$-models.

1. Introduction

The present work is devoted to the study of the graded manifolds $T^*[k]A[1]$, where $A$ is a vector bundle over a manifold $M$, in terms of classical geometric objects. When $A \to M$ carries the structure of a Lie algebroid, these shifted cotangent bundles naturally arise in connection with different aspects of Poisson geometry and related higher structures. For example, (i) they codify higher Courant brackets, (ii) they encode (shifted) semi-direct products of the Lie algebroid with their coadjoint representation up to homotopy, and (iii) they can be regarded as targets for AKSZ $\sigma$-models. We will explore these three directions in this paper.

To explain the relation with Courant algebroids, let us recall that, in the 1990’$'$s, Courant and Weinstein $[20]$ introduced the standard Courant algebroid $TM \oplus T^*M$ over a manifold $M$, and showed that Dirac structures therein (i.e., maximal isotropic, involutive subbundles) gave a unified perspective to various classical geometric structures. The connection with graded geometry was subsequently established by Roytenberg, Severa and Vaintrob, who realized that the geometry of the standard Courant algebroid is codified by the degree 2 symplectic $Q$-manifold $T^*[2]T[1]M$, see $[39, 41]$; moreover, in this picture Dirac structures in $TM \oplus T^*M$ correspond to lagrangian $Q$-submanifolds of $T^*[2]T[1]M$.
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More recently, various authors have considered “higher” versions of the standard Courant algebroid on the vector bundle $TM \oplus \bigwedge^k T^*M$ (see e.g. [25] [26]), given by a $\bigwedge^{k-1} T^*M$-pairing and a bracket on its space of sections as follows:

$$\langle X + \omega, Y + \tau \rangle = i_X \tau + i_Y \omega,$$

$$[X + \omega, Y + \tau] = [X, Y] + \mathcal{L}_X \tau - i_Y d\omega.$$

More generally, for any Lie algebroid $A \to M$, one can consider similar structures on $A \oplus \bigwedge^k A^*$. Many proposals have appeared for possible analogues of Dirac structures in this context, see e.g. [4] [11] [25] [47] [48].

In this article, we follow [39] and use the graded symplectic manifolds $T^*[k]A[1]$ to describe the higher Courant structures on $A \oplus \bigwedge^{k-1} A^*$, in such a way that the symplectic structure on $T^*[k]A[1]$ corresponds to the pairing on $A \oplus \bigwedge^{k-1} A^*$. This correspondence relies on the geometric description of (non-negatively) graded manifolds in terms of vector bundles given in [10], see Section 2. The relation between $T^*[k]A[1]$ and the geometry of $A \oplus \bigwedge^{k-1} A^*$ has been observed in previous works [1] [48], and here we give the precise correspondence.

Symplectic $Q$-structures on $T^*[k]A[1]$ (i.e., degree 1 homological symplectic vector fields) are always determined by degree $k + 1$ functions $\theta$ on $T^*[k]A[1]$ satisfying the classical master equation $\{\theta, \theta\} = 0$. Using the derived bracket construction (see e.g. [39]), we see that such functions give rise to brackets on sections of $A \oplus \bigwedge^{k-1} A^*$ that are compatible with the pairing. For $k = 2$, these functions have been geometrically classified in [29]. For $k = 3$ we present a similar result in Theorem 4.11, see also [23] [28], and for $k > 3$ we show that such functions have a particularly simple description: they are the same as a Lie algebroid structure on $A \to M$ together with $H \in \Gamma \bigwedge^{k+1} A^*$ such that $d_A H = 0$, see Theorem 4.2. In this last case, the bracket on $A \oplus \bigwedge^{k-1} A^*$ is given by the usual formula:

$$[a + \omega, b + \eta]_H = [a, b] + \mathcal{L}_a \eta - i_b d\omega - i_b i_a H.$$

Once compatible $Q$-structures on $T^*[k]A[1]$ are understood, we define higher Dirac structures on $(A \oplus \bigwedge^{k-1} A^*, \langle \cdot, \cdot \rangle, \|\cdot\|_H)$ as the lagrangian $Q$-submanifolds of $(T^*[k]A[1], \{\cdot, \cdot\}, \theta_H)$, and we provide their classical description in Corollaries 3.7 and 3.8 and Theorem 4.8. Just as for ordinary Dirac structures, these higher Dirac structures encode interesting geometric objects. Examples include Nambu tensors [21] [45] [47], $k$-plectic structures [13] [48] and foliations. In the particular case when $A = TM$, $H = 0$, and the higher Dirac structure has support on the whole $M$, we recover the notion of a (regular) Nambu-Dirac structure as defined by Hagiwara in [25]. See Sections 3 and 4 for details.

If $g$ is a Lie algebra, recall that its cotangent bundle $T^* g$ has a Lie algebroid structure coming from its identification with the semi-direct product $g \ltimes g^*$ with respect to the coadjoint representation. We show in Section 5 that this picture extends to graded cotangent bundles $T^*[k]A[1]$ of Lie algebroids, but it involves a more general notion of representation. Indeed, for a Lie algebroid $(A \to M, \{\cdot, \cdot\}, \rho)$, it is well known that, in order to make sense of the adjoint and coadjoint representations, one needs the notion of representation up to homotopy, as defined in [11]. There are two viewpoints to what should be the semi-direct product of a Lie algebroid with a 2-term representation up to homotopy: one leads to VB-algebroids, see [22], while the other gives $L_k$-algebroids (as in [5]), see [14]. We relate these two perspectives and prove that the $Q$-manifolds $(T^*[k]A[1], Q = \{\theta, \cdot\})$ appear naturally as the semi-direct product of $A$ with
its coadjoint representation up to homotopy. We also incorporate the $H$-twisted case in this context.

In regard to $\sigma$-models, recall that the seminal work \cite{2} describes a procedure, referred to as “AKSZ”, to create Topological Field Theories using the machinery of supermanifolds and the Batalin-Vilkovisky formalism. In \cite{40} Roytenberg describes a graded refinement of the AKSZ procedure in which the space of fields is given by

$$\text{Maps}(T[1]\Sigma^{n+1}, \mathcal{M}),$$

where $\Sigma^{n+1}$ is a manifold of dimension $n + 1$ and $\mathcal{M}$ is a degree $n$ symplectic $Q$-manifold. If the manifold $\Sigma$ has boundary, one needs to impose additional conditions on the fields, and one possibility is given by branes; in this case, the boundary is required to take values in a lagrangian $Q$-submanifold of $\mathcal{M}$. It follows that the symplectic $Q$-manifolds $(T^*[k]A[1], \{\cdot, \cdot\}, \theta_H)$ produce AKSZ $\sigma$-models, and the study of their lagrangian $Q$-submanifolds is important to determine possible boundary conditions for the fields; see Section 6. The case when $A \to M$ is a Lie algebra is known as $BF$-theory and was deeply studied e.g. in \cite{14, 15, 16}.

At the end of this article, we include general remarks and speculations concerning the integration of the symplectic $Q$-manifolds $(T^*[k]A[1], \{\cdot, \cdot\}, \theta_H)$ by symplectic $n$-groupoids and their lagrangian $Q$-submanifolds by lagrangian $n$-subgroupoids, following recent ideas of ˇSevera \cite{43}.
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2. Graded manifolds

In this section we recall the basic notions of (non-negatively graded) graded manifolds, such as submanifolds, vector fields and graded Poisson structures, see e.g. \cite{19} for more details. Since our objective is to study the graded manifolds $T^*[k]A[1]$ in terms of classical geometric objects, we recall the correspondence established in \cite{10} describing graded manifolds in terms of vector bundle data.

2.1. **Basic definitions.** A graded manifold of degree $n$ (or simply $n$-manifold) is a pair $\mathcal{M} = (M, C_M)$ where $M$ is a smooth manifold and $C_M$ is a sheaf of graded commutative algebras such that $\forall p \in M, \exists U$ open around $p$ such that

$$(C_M)|_U \cong C^\infty(M)|_U \otimes \text{Sym} V$$

as sheaves of graded commutative algebras and where $\text{Sym} V$ denotes the graded symmetric vector space of a graded vector space $V = \bigoplus_{i=1}^n V_i$. The manifold $M$ is known as the body of $\mathcal{M}$ and $f \in C^k_M$ is called a homogeneous function of degree $k$; we write $|f| = k$ for the degree of $f$. We define the total dimension of $\mathcal{M}$ as

\begin{equation}
\text{totdim}_\mathcal{M} = \dim M + \dim V = \dim M + \sum_{i=1}^n \dim V_i.
\end{equation}
A morphism between graded manifolds $\Psi : \mathcal{M} \rightarrow \mathcal{N}$ is a pair
\[
\begin{cases}
\psi : M \rightarrow N & \text{smooth map}, \\
\psi^\#: C_N \rightarrow \psi_* C_M & \text{degree preserving morphism of sheaves of algebras over } N.
\end{cases}
\]
With these definitions, graded manifolds with their morphisms form a category.

Example 2.1. Given a vector bundle $A \rightarrow M$ we can define the 1-manifold
\[(2) A[1] = (M, \Gamma \bigwedge^1 A^*),\]
where we give the sheaf in terms of their global sections. In this case, any vector bundle morphism induces a morphism between their corresponding graded manifolds. The functor shifting by 1, $A \rightarrow A[1]$, is an equivalence between the category of vector bundles and the category of degree 1 manifolds.

A degree $n$ algebra bundle is a pair $(E \rightarrow M, m)$ where $E = \bigoplus_{i=1}^n E_i \rightarrow M$ is a graded vector bundle and $m : \Gamma E \otimes \Gamma E \rightarrow \Gamma E$ is a graded algebra structure on $\Gamma E \rightarrow M$, i.e. $e_i \in \Gamma E_i$, $e_j \in \Gamma E_j$, $m(e_i, e_j) \in \Gamma E_{i+j}$.

Example 2.2. Given a graded vector bundle $F = \bigoplus_{i=1}^n F_i \rightarrow M$, denote by $(\text{Sym} F)^{\leq n} \rightarrow M$ the graded vector bundle
\[(\text{Sym} F)^{\leq n}_k = \begin{cases}
\text{Sym}^k F & 1 \leq k \leq n, \\
0 & \text{otherwise}.
\end{cases}\]
For any homogeneous $\omega, \eta \in \Gamma (\text{Sym} F)^{\leq n}$ with degrees $k$ and $l$ we denote by $\omega \cdot \eta$ the operation that is the graded symmetric product if $k + l \leq n$ and 0 otherwise. Therefore, $(\text{Sym} F)^{\leq n} \rightarrow M, \cdot)$ is a degree $n$ algebra bundle.

Definition 2.3. We say that a degree $n$ algebra bundle, $(E, m)$, is admissible if there exists $F = \bigoplus_{i=1}^n F_i \rightarrow M$ a graded vector bundle isomorphism $\phi : E \rightarrow (\text{Sym} F)^{\leq n}$ over the identity which is also a graded algebra isomorphism between $(E, m)$ and $(\text{Sym} F)^{\leq n, \cdot}$.

Let $\mathcal{M} = (M, C^*_\mathcal{M})$ be a degree $n$-manifold. By the local condition of the sheaf we have that
\[(3) \quad \forall i \in \{1, \cdots, n\}, \quad \exists E_i \rightarrow M \text{ vector bundle such that } C^i_\mathcal{M} = \Gamma E_i\]
and the mutiplication of functions on $C^*_\mathcal{M}$ gives rise to a graded algebra structure
\[m : \Gamma E \otimes \Gamma E \rightarrow \Gamma E\]
on the graded vector bundle $E = \bigoplus_{i=1}^n E_i \rightarrow M$. One can also see that it is admissible, for more details see [10].

Remark 2.4. If we dualize admissible algebra bundles we obtain admissible coalgebra bundles and they naturally define a category. It is proved in [10] that the category of admissible degree $n$ coalgebra bundle is equivalent to the category of degree $n$-manifolds. For the purpose of this article, it suffices to work with algebra bundles.
Let \( (M,C_M) \) be a graded manifold. We say that \( \mathcal{I} \subseteq C_M \) is a subsheaf of homogeneous ideals if for all \( U \) open of \( M \), \( \mathcal{I}|_U \) is an ideal of \( C_{M|U} \), i.e. \( C_{M|U} \cdot \mathcal{I}|_U \subseteq \mathcal{I}|_U \) and \( \forall f \in \mathcal{I}|_U \) its homogeneous components belong also to \( \mathcal{I}|_U \).

Given a subsheaf of homogeneous ideals \( \mathcal{I} \subseteq C_M \) we can define a subset of \( M \) by
\[
Z(\mathcal{I}) = \{ x \in M \mid f(x) = 0 \ \forall f \in \mathcal{I}^0 = \mathcal{I} \cap C_M^0 \}.
\]
In addition we say that a homogeneous ideal is regular if \( \forall p \in Z(\mathcal{I}), \exists U \subseteq M \) open around \( p \) where there are local coordinates \( \{x^i, y^j\} \) for which \( \mathcal{I}|_U = (y^j) \). In this case \( Z(\mathcal{I}) \) becomes a closed embedded submanifold of \( M \).

Observe that given a graded manifold \( (M,C_M) \) and a subsheaf of regular homogeneous ideals \( \mathcal{I} \subseteq C_M \), we define a new graded manifold by \( \mathcal{N} = (N,C_M/\mathcal{I}) \), where \( N = Z(\mathcal{I}) \). The graded manifold \( \mathcal{N} \) has a natural morphism to \( M \) that we denote by \( i : \mathcal{N} \to M \).

Given \( M = (M,C_M) \) a graded manifold we define a closed submanifold as a subsheaf of regular homogeneous ideals \( \mathcal{I} \subseteq C_M \). For simplicity, unless stated otherwise, we refer to subsheaves of regular homogeneous ideals just as ideals and submanifolds will be considered to be closed, although most of the results are valid in general.

**Proposition 2.5** (see [10]). Let \( M = (M,C_M) \) be a graded manifold with corresponding algebra bundle \( (E = \oplus E_i, m) \). There is a 1-1 correspondence between:
- Submanifolds of \( M \).
- Graded Subbundles \( F = \oplus F_i \subseteq E \) over submanifolds such that
\[
F_k \cap \bigoplus_{i+j=k} m(E_i, E_j) = \bigoplus_{i+j=k} m(F_i, E_j).
\]

2.2. **Vector fields.** Another aspect of graded manifolds that we need are vector fields. Let \( \mathcal{M} = (M,C_M) \) be a graded manifold. We define a vector field of degree \( k \), denoted by \( X \in \mathfrak{X}^k(\mathcal{M}) \) and by \( |X| \) its degree, as a degree \( k \) derivation of the graded algebra \( C_M \), i.e.
\[
X : C_M^i \to C_M^{i+k} \quad \text{such that} \quad X(fg) = X(f)g + (-1)^{|f||k|} fX(g).
\]
As it happens in usual geometry, the graded commutator of vector fields is again a vector field, so \((\mathfrak{X}^*(\mathcal{M}),[\cdot,\cdot])\) forms a graded Lie algebra.

A \( Q \)-manifold is a pair \( (\mathcal{M},Q) \) where \( \mathcal{M} \) is a graded manifold and \( Q \in \mathfrak{X}^1(\mathcal{M}) \) such that
\[
[Q,Q] = 2Q^2 = 0.
\]
Given two \( Q \)-manifolds, a \( Q \)-morphism is a graded manifold morphism for which the vector fields are related. With this notion \( Q \)-manifolds also form a category. The following classical result, due to Vaintrob, exemplifies how vector fields on graded manifolds codify interesting information.

**Theorem 2.6** (see [16]). There is an equivalence of categories between:
- Lie algebroids \( (A \to M, [\cdot,\cdot],\rho) \).
- Degree 1 \( Q \)-manifolds \( (\mathcal{M},Q) \).

The equivalence is as follows: A Lie algebroid \( (A \to M, [\cdot,\cdot],\rho) \) defines the degree 1 manifold \( A[1] = (M,C_{A[1]} = \Gamma \wedge^1 A^*) \) and the vector field \( Q = d_A \) is just the Lie algebroid differential, determined by:
\[
d_A f = \rho^* df, \quad d_A \alpha(a,b) = \mathcal{L}_\rho(a) \alpha - \mathcal{L}_\rho(b) \alpha - \alpha([a,b]), \quad f \in C^\infty(M), \quad \alpha \in \Gamma A^*, \quad a,b \in \Gamma A.
\]
and extended as a derivation of the wedge product.

Let \((\mathcal{M}, Q)\) be a \(Q\)-manifold and \(\mathcal{N} \subseteq \mathcal{M}\) a submanifold with associated ideal \(\mathcal{I}\). We say that \(\mathcal{N}\) is a \(Q\)-submanifold if

\[
Q(I) \subseteq \mathcal{I}.
\]

In other words, the preceding equation means that \(Q\) is tangent to the submanifold, and \((\mathcal{N}, Q|_{\mathcal{N}})\) becomes a \(Q\)-manifold.

Given a vector bundle \(A \to M\), recall that its Atiyah algebroid is a Lie algebroid, that we denote by \(\mathbb{A}_A \to M\), whose sections are the infinitesimal automorphism of \(\Gamma A\), i.e. pairs \((D, \sigma)\) where \(\sigma\) is a vector field on \(M\) and \(D : \Gamma A \to \Gamma A\) satisfying

\[
D(fa) = fD(a) + \sigma(f)a.
\]

Just to end with this quick review of vector fields we also need their geometric characterization for manifolds of degree 1.

**Proposition 2.7.** Let \(A \to M\) be a vector bundle and consider \(A[1]\). Then:

- \(\mathfrak{X}^{-1}(A[1]) \simeq \Gamma A\) and \(\mathfrak{X}^0(A[1]) \simeq \Gamma \mathbb{A}_A\) as a \(C^\infty(M)\)-module.
- \(\mathfrak{X}^\bullet(A[1]) = (\mathfrak{X}^{-1}(A[1]), \mathfrak{X}^0(A[1]))_{C_A[1]}\).

**Proof.** As a sheaf of algebras, \(C_A[1]\) is generated by \(C^0_A[1] = C^\infty(M)\) and \(C^1_A[1] = \Gamma A^*\) and derivations are completely determined by their actions on generators. Then for \(X \in \mathfrak{X}^{-1}(A[1])\) we have that it sends \(C^\infty(M)\) to zero and \(\Gamma A^*\) to \(C^\infty(M)\), and it must be linear. Therefore \(X \in \mathfrak{X}^{-1}(A[1]) \iff X \in \Gamma A\).

Any \(X \in \mathfrak{X}^0(A[1])\) is characterized by two maps \(D : \Gamma A^* \to \Gamma A^*\) and \(\sigma : C^\infty(M) \to C^\infty(M)\) and since is a vector field we know that \(\sigma\) is a vector field on \(M\) and satisfy \(\Box\). Therefore \(X \in \mathfrak{X}^0(A[1]) \iff (D, \sigma) \in \Gamma \mathbb{A}_A\).

Now since \(C_A[1]\) as a sheaf is locally generated by \(\{x_i, \alpha^j\}\), where \(\{x_i\}\) are coordinates on \(M\) and \(\{\alpha^j\}\) base of local sections of \(\Gamma A^*\), we have that \(\mathfrak{X}(A[1])\) is locally generated by \(\frac{\partial}{\partial x_i}\) and \(\frac{\partial}{\partial \alpha^j} = e_j\) as a module over \(C_A[1]\), so we have the result. \(\square\)

2.3. **Graded Poisson structures.** The last general definition that we need is that of a graded Poisson manifold, in particular the symplectic case. Consider \(\mathcal{M} = (M, C_M)\) a graded manifold. We say that \(\{\cdot, \cdot\}\) is a degree \(k\) Poisson structure on \(\mathcal{M}\) if \((C_M, \{\cdot, \cdot\})\) is a sheaf of graded Poisson algebras, i.e. \(\{\cdot, \cdot\} : C_M^i \times C_M^j \to C_M^{i+j+k}\) satisfies:

(a) \(\{f, g\} = -(-1)^{(|f|+k)(|g|+k)}\{g, f\}\).

(b) \(\{f, gh\} = \{f, g\}h + (-1)^{(|f|+k)|g|}g\{f, h\}\).

(c) \(\{f, \{g, h\}\} = \{\{f, g\}, h\} + (-1)^{(|f|+k)|g|}\{g, \{f, h\}\}\).

In addition we say that the Poisson structure is symplectic, i.e. non-degenerate, if \(\forall p \in M, \exists U\) open around \(p\) with local coordinates \(\{x^i\}\) of \(\mathcal{M}\) such that the matrix \((\{x^i, x^j\}^0(q))\), where \(\{x^i, x^j\}^0\) denotes the degree 0 component of the function \(\{x^i, x^j\}\), is invertible for all \(q \in U\).

Let \(Q \in \mathfrak{X}^i(M)\) be a vector field. We say that \(Q\) is Poisson if

\[
Q(\{f, g\}) = \{Q(f), g\} + (-1)^{(|f|+k)i}\{f, Q(g)\} \quad \forall f, g \in C_M.
\]

An important result due to Roytenberg is that on a graded symplectic manifold, depending on degree, symplectic vector fields are necessarily hamiltonian.
Proposition 2.8 (see [39]). Let \((\mathcal{M}, \{\cdot, \cdot\})\) be a graded symplectic manifold of degree \(k\) and \(Q \in \mathfrak{X}^{\ell}(\mathcal{M})\) a vector field satisfying (9). If \(l > -k\) then \(Q = \{\theta, \cdot\}\) for some \(\theta \in C^{k+l}_\mathcal{M}\).

Finally, let \((\mathcal{M}, \{\cdot, \cdot\})\) be a symplectic manifold and \(\mathcal{N} \subseteq \mathcal{M}\) a submanifold with associated ideal \(\mathcal{I}\). We say that \(\mathcal{N}\) is coisotropic if

\[\mathcal{I}, \mathcal{I} \subseteq \mathcal{I} .\]

Observe that our definition of symplectic manifold allows examples where the \(\text{totdim}\) is not even, but if it is, we say that \(\mathcal{N}\) is lagrangian if it is coisotropic and \(\text{totdim} \mathcal{N} = \frac{1}{2} \text{totdim} \mathcal{M} .\)

3. Graded Cotangent Bundles

With the basics of graded manifolds we can now introduce graded cotangent bundles. Consider a vector bundle \(A \to M\). As we already saw we can define a degree 1-manifold by \(A[1] = (M, \Gamma \wedge^\bullet A^*)\). Just as in usual geometry, any graded manifold has associated tangent and cotangent bundles that are vector bundles over it. But now, vector bundles over graded manifolds can be shifted by an arbitrary degree, and in this way we define the graded manifolds \(T^*[k]A[1], \forall k \in \mathbb{N}^r\).

The case \(k = 1\) is a bit special, because new degree 0 coordinates are introduced. In this case we take a completion of the polynomial coordinates of degree 0 and obtain a degree 1 manifold isomorphic to \(T^*[1]A^*\).

For \(k \geq 2\), when no new degree 0 coordinates are added, \(T^*[k]A[1] = (M, C_{T^*[k]A[1]})\) is a degree \(k\) manifold with

\[C_{T^*[k]A[1]} = \text{Sym} \left(\mathfrak{X}^{*+k}(A[1])\right),\]

where we consider the grading by total degree and \(\text{Sym}\) denotes the graded symmetric product with \(\text{Sym}^0(\mathfrak{X}^{*+k}(A[1])) = C_{A[1]}^\bullet\) without the shifting by \(k\).

In local coordinates \(T^*[k]A[1]\) has the following expression: Take \(U\) a trivialization for the bundle \(A \to M\) and consider local coordinates \(x^i\) on \(U\) and \(\alpha^j\) fibre coordinates for \(A|_U\) (that we identify conveniently with sections of \(A^*\)), and denote by \(a^j\) the dual coordinates for \(A^*|_U\). The set

\[\{x^i, \alpha^j, a_j = \frac{\partial}{\partial \alpha^j}, \frac{\partial}{\partial x^i}\}\]

with \(|x^i| = 0, |\alpha^j| = 1, |a_j| = k - 1\) and \(|\frac{\partial}{\partial x^i}| = k\)

are local coordinates for \(T^*[k]A[1]\).

3.1. Classical description of the manifolds \(T^*[k]A[1]\) and their submanifolds. Although we have a nice definition of the manifolds \(T^*[k]A[1]\) in terms of sheaves over \(M\) we also want to characterize them in terms of algebra bundles, because this point of view allows us to work with classical vector bundles.

Proposition 3.1. Let \(A \to M\) be a vector bundle. Then:

- For \(k = 1\): \(T^*[1]A[1] = T^*[1]A^* = (A^*, \mathfrak{X}^*(A^*))\). So \(C_{T^*[1]A[1]}\) is generated by \(C^\infty(A^*)\) and \(\Gamma TA^*\).
For $k = 2$: the algebra bundle corresponding to $T^*[2]A[1]$ is $(E = \oplus_{i=1}^{2} E_i \to M, m)$, where

\begin{equation}
E_i = \begin{cases} 
A \oplus A^* & i = 1, \\
\mathbb{A}(A \oplus A^*, \langle, \rangle) & i = 2.
\end{cases} 
\end{equation}

where $\mathbb{A}(A \oplus A^*, \langle, \rangle)$ denotes the Atiyah algebroid of derivations that preserve the natural pairing on $A \oplus A^*$ and $e_1 \wedge e_2$ is seen as an orthogonal endomorphism of $A \oplus A^*$. Therefore the generators of $C_{T^*[2]A[1]}$ are $C_{T^*[2]A[1]}^0 = C^\infty(M)$ and $C_{T^*[2]A[1]}^1 = \Gamma E_i$ for $i = 1, 2$.

For $k > 2$: the algebra bundle corresponding to $T^*[k]A[1]$ is $(E = \oplus_{i=1}^{k} E_i \to M, m)$, where

\begin{equation}
E_i = \begin{cases} 
\bigwedge^i A^* & 1 \leq i < k - 1, \\
A \oplus \bigwedge^{k-1} A^* & i = k - 1, \\
\mathbb{A}_A \oplus \bigwedge^k A^* & i = k.
\end{cases} 
\end{equation}

where $\mathbb{A}_A$ is seen as an endomorphism inside $\mathbb{A}_A$. Therefore the generators of $C_{T^*[k]A[1]}$ are $C_{T^*[k]A[1]}^0 = C^\infty(M)$ and $C_{T^*[k]A[1]}^1 = \Gamma E_i$ for $i = 1, \cdots, k$.

Proof. For the case $k = 1$ we already mentioned that we consider a completion of multi-vector fields over $A[1]$ shifted by 1, so $T^*[1]A[1]$ is isomorphic to $T^*[1]A^*$.

For $k = 2$ equation (11) combined with the geometric characterization of vector fields given by Proposition 2.7 tell us that:

- $C_{T^*[2]A[1]}^0 = C_{[A[1]]}^0 = C^\infty(M)$.
- $C_{T^*[2]A[1]}^1 = C_{[A[1]]}^1 \oplus \mathfrak{X}^{-1}(A[1]) = \Gamma A^* \oplus \Gamma A = \Gamma E_1$.
- $C_{T^*[2]A[1]}^2 = C_{A[1]}^2 \oplus \mathfrak{X}^0(A[1]) \oplus \bigwedge^2 \mathfrak{X}^{-1}(A[1]) = \Gamma(\bigwedge^2 A^* \oplus \mathbb{A}_A \oplus \bigwedge^2 A) = \Gamma \mathbb{A}(A \oplus A^*, \langle, \rangle)$.

The case $k > 2$ is analogous: equation (11) and Proposition 2.7 tell us that

- $C_{T^*[k]A[1]}^0 = C_{[A[1]]}^0 = C^\infty(M)$.
- For $1 \leq i < k - 1$, $C_{T^*[k]A[1]}^i = C_{[A[1]]}^i = \Gamma \bigwedge^i A^* = \Gamma E_i$.
- $C_{T^*[k]A[1]}^{k-1} = \mathfrak{X}^{-1}(A[1]) \oplus C_{A[1]}^{k-1} = \Gamma(A \oplus \bigwedge^{k-1} A^*) = \Gamma E_{k-1}$.
- $C_{T^*[k]A[1]}^k = \mathfrak{X}^{-0}(A[1]) \oplus C_{A[1]}^k = \Gamma(\mathbb{A}_A \oplus \bigwedge^k A^*) = \Gamma E_k$.

and the algebra structure of $C_{T^*[k]A[1]}$ given by the multiplication of functions clearly gives the map $m$. \hfill\Box

Remark 3.2. Observe that (12) is an admissible algebra bundle because if we define the graded vector bundle $A = A_1 \oplus A_2$, where $A_1 = A \oplus A^*$, and $A_2 = T^* M$, any connection on $A \oplus A^*$ that preserves the pairing induces an algebra isomorphism between (12) and ((SymA)^<2, ·, ·>). Also (13) is an admissible algebra bundle because in this case any connection on $A$ induces an isomorphism between (13) and ((SymA)^<k, ·, ·>).
From now on we focus on the case $k > 2$. By the previous proposition, the case $k = 1$ is just a vector bundle and it is well known what happens there. The case $k = 2$ was described by Roytenberg in [39] and corresponds to the standard structures on $A \oplus A^*$. Our results should be understood as a generalization of this case.

The following step is to obtain a classical description for the submanifolds of $T^*[k]A[1]$. For this we use Proposition 2.5 and obtain a characterization of the submanifolds in terms of the algebra bundles that we introduced in the previous proposition.

**Proposition 3.3.** For $k > 2$ there is a 1-1 correspondence between:

1. **Submanifolds of** $T^*[k]A[1]$
2. **Quadruples** $(N,D,L,K)$ where $N \subseteq M$ is a submanifold and $D,L$ and $K$ are three vector bundles over $N$ satisfying

   (14) $D \subseteq A^*_N$, $L \subseteq (A \oplus \bigwedge^{k-1} A^*)_N$ and $K \subseteq (\Lambda A + \bigwedge^k A^*)_N$,

   (15) $L \cap \bigwedge^{k-1} A^*_N = D \wedge \bigwedge^{k-2} A^*_N$,

   (16) $K \cap (\text{End}(A) \oplus \bigwedge^k A^*)_N = D \otimes A|_N \oplus L \wedge A^*_N$.

**Proof.** By Proposition 2.5 we have that submanifolds are the same as a submanifold $N \subseteq M$ and $F = \oplus_{i=1}^k F_i \rightarrow N$ vector subbundle of $[13]$ satisfying equation (14). In our case this means that:

(a) For $i = 1$ : $F_1 = D \subseteq A^*_N$ is vector subbundle.

(b) For $1 < i < k - 1$ : $F_i = F_i \cap \bigwedge^i A^*_N = D \cap \bigwedge^{i-1} A^*_N$, so they are completely determined.

(c) For $i = k - 1$ : $F_{k-1} = L \subseteq (A \oplus \bigwedge^{k-1} A^*)_N$ and equation (14) becomes (15).

(d) For $i = k$ : $F_k = K \subseteq (\Lambda A + \bigwedge^k A^*)_N$ and equation (14) becomes (16).

$\square$

**Remark 3.4.** Denote by $p_1 : A \oplus \bigwedge^{k-1} A^* \rightarrow A$ the projection. One of the consequences of equation (15) is that $p_1(L) \subseteq A$ defines a vector subbundle. This is not the case for $k = 2$, and this property makes the submanifolds here much more rigid, as we will see.

Given a submanifold $N \subseteq T^*[k]A[1]$ equivalent to $(N,D,L,K)$ denote by $\hat{F}$ the image of the projection of $K$ onto $TM$, that is a regular distribution. Then

(17) $\text{totdim} \, N = \text{dim} \, N + rk(A^*) - rk(D) + rk(A) - rk(p_1(L)) + \text{dim} \, M - rk(\hat{F})$.

Recall that given a graded manifold $\mathcal{M} = (\mathcal{M}, C_{\mathcal{M}})$, submanifolds are defined as sheaves of regular homogeneous ideals $\mathcal{I} \subseteq C_{\mathcal{M}}$. A direct consequence of the preceding proposition is that given a quadruple $(N,D,L,K)$ satisfying the hypothesis of Proposition 3.3 the ideal $\mathcal{I} \subseteq C_{T^*[k]A[1]}$ associated to the submanifold can be expressed in each degree as:

| $\mathcal{I}$ | $C^\infty(M)$ | $A^*$ | ... | $\bigwedge^{k-2} A^*$ | $A \oplus \bigwedge^{k-1} A^*$ | $\Lambda A + \bigwedge^k A^*$ | $Z(N)$ | $\hat{F} D$ | $\hat{F} (D \wedge A^*_N)$ | $\hat{F}(D \wedge \bigwedge^{k-2} A^*_N)$ | $\hat{F} L$ | $\hat{F} K$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $C^\infty(M)$ | $A^*$ | $\bigwedge A^*$ | ... | $\bigwedge^{k-2} A^*$ | $A \oplus \bigwedge^{k-1} A^*$ | $\Lambda A + \bigwedge^k A^*$ | $Z(N)$ | $\hat{F} D$ | $\hat{F} (D \wedge A^*_N)$ | $\hat{F}(D \wedge \bigwedge^{k-2} A^*_N)$ | $\hat{F} L$ | $\hat{F} K$ |

where $Z(N) = \{ f \in C^\infty(M) \mid f(n) = 0 \forall n \in N \}$ and for any subbundle $(H \rightarrow N) \subseteq (G \rightarrow M)$ we denote $\hat{F}(H) = \{ s \in \Gamma G \mid s(n) \in H \forall n \in N \}$. 
3.2. The symplectic structure. The other aspect of the graded cotangent bundles is that they are graded symplectic manifolds. As mentioned in the introduction the symplectic structure of $T^*[k]A[1]$ will be responsible for the pairing on $A \oplus \bigwedge^{k-1} A^*$, as it happens when $k = 2$.

The manifolds $T^*[k]A[1]$ are symplectic with a bracket of degree $-k$ on functions given by the graded version of the Schouten bracket of multi-vector fields for the manifold $A[1]$. By the functions on $T^*[k]A[1]$ are graded symmetric powers of vector fields on $A[1]$. We define the graded version of the Schouten bracket by the following rules:

\begin{equation}
\{X,f\} = X(f) \quad \text{and} \quad \{X,Y\} = [X,Y] \quad \text{for} \quad f \in C_A[1], \quad X,Y \in \mathfrak{X}(A[1])
\end{equation}

extended by graded skew symmetry and as a derivation with respect to the graded symmetric product. With this definition, the Schouten bracket satisfies the graded analogues of Leibniz and Jacobi identities. If we shift the vector field coordinates by $k$ then it is clear that it defines a Poisson bracket of degree $-k$. It remains to see that it is symplectic. Notice that $\forall p \in M$, $\exists U$ open subset around $p$ such that $A_U$ is trivial and $\{x^i, \alpha^j, a_j = \frac{\partial}{\partial \alpha^j}, \frac{\partial}{\partial x^i}\}$ defines local coordinates for $T^*[k]A[1]$. It is clear that this is a Darboux chart.

**Proposition 3.5.** For $k > 2$, the manifold $T^*[k]A[1]$ is equivalent to $(E,m)$ given in (13).

The Poisson bracket on $T^*[k]A[1]$ is determined by the following operations on $E = E_1 \rightarrow M$:

\begin{align*}
\langle \cdot, \cdot \rangle & : \Gamma E_{k-1} \times \Gamma E_1 \rightarrow C^\infty(M), \quad (a + \omega, \alpha) = \alpha(a), \\
\langle \cdot, \cdot \rangle & : \Gamma E_{k-1} \times \Gamma E_{k-2} \rightarrow \Gamma E_{k-2}, \quad (a_1 + \omega_1, a_2 + \omega_2) = i_{a_1} \omega_2 + i_{a_2} \omega_1, \\
\Psi : \Gamma E_k \times C^\infty(M) \rightarrow C^\infty(M), \quad (D, \tau) \cdot f = X(f), \\
\Psi : \Gamma E_k \times \Gamma E_{k-1} \rightarrow \Gamma E_1, \quad \Psi(D,\tau) \alpha = D(\alpha), \\
\Upsilon : \Gamma E_k \times \Gamma E_{k-1} \rightarrow \Gamma E_{k-1}, \quad \Upsilon(D,\tau)(a + \omega) = D(a + \omega) - i_{\tau} \alpha, \\
[\cdot, \cdot] : \Gamma E_k \times \Gamma E_k \rightarrow \Gamma E_k, \quad [(D_1, \tau_1), (D_2, \tau_2)] = ([D_1, D_2], D_1(\tau_2) - D_2(\tau_1)).
\end{align*}

**Proof.** Use that the Poisson bracket is defined by equations (18) and recall how vector fields act on functions and on other vector fields. \(\square\)

Having described the symplectic structure, we now apply Proposition 3.3 to coisotropic and lagrangian submanifolds. We have special interest in describing the lagrangian ones because for $T^*[2]A[1]$ they are in correspondence with almost Dirac structures of $(A \oplus A^*, \langle \cdot, \cdot \rangle)$. In the degree 2 case the coisotropic and lagrangian submanifolds of an arbitrary degree 2 symplectic manifold where described in §. Our results must be compared with that ones.

**Theorem 3.6 (Coisotropic submanifolds).** For $k > 2$, there is a 1-1 correspondence between:

- Coisotropic submanifolds of $T^*[k]A[1]$.
- Data $(N,D,L,\widehat{F},\nabla)$, where:
  \begin{enumerate}
  \item $N \subseteq M$ is a submanifold. 
  \item $D$ and $L$ are vector bundles over $N$ satisfying $D \subseteq A_i^*$, and $L \subseteq (A \oplus \bigwedge^{k-1} A^*)_N$ such that condition (15) follows, $D \subseteq p_1(L)^\circ$ and $(L,L) \subseteq D \wedge \bigwedge^{k-3} A_i^*$.
  \item $\widehat{F} \subseteq TN$ is a regular and involutive distribution.
  \item $\nabla$ is flat partial $\widehat{F}$-connection in the vector bundle $p_1(L)^\circ$.
  \end{enumerate}

**Proof.** By Proposition 3.3 submanifolds are the same as $(N,D,L,K)$ satisfying equations (14),(15) and (16). Associated to the quadruple we have an ideal $I \subseteq C_{T^*[k]A[1]}$ given by $I^0 = Z(N)$, $I^1 = \widehat{F}D$, $I^{k-1} = \widehat{F}L$ and $I^k = \widehat{F}K$. Denote the image of the projection of $K$
into \( A_A \) by \( \tilde{F} \) and into \( TM \) by \( \hat{F} \). Since \( D, L \) and \( K \) satisfy (16) we know that \( \tilde{F} \) and \( \hat{F} \) are vector bundles.

Using the preceding description of the symplectic bracket in classical terms, the coisotropic condition (10) becomes the following equations:

\[
\begin{align*}
\{T^0, T^k\} & \subseteq T^k & \iff \hat{F} \subseteq TN. \\
\{T^1, T^{k-1}\} & \subseteq T^0 & \iff D \subseteq p_1(L)^\circ. \\
\{T^1, T^k\} & \subseteq T^1 & \iff \hat{F} \text{ preserves } D. \\
\{T^{k-1}, T^{k-1}\} & \subseteq T^{k-2} & \iff \langle L, L \rangle \subseteq D \wedge \wedge^{k-3} A^*_N. \\
\{T^{k-1}, T^k\} & \subseteq T^{k-1} & \iff \hat{F} \text{ preserves } L. \\
\{T^k, T^k\} & \subseteq T^k & \iff K \text{ is involutive so } \tilde{F} \text{ and } \hat{F} \text{ are involutive.}
\end{align*}
\]

Since the second projection of \( K \) is inside \( L \wedge A^* \) and \( K \) satisfies equation (16) and preserves \( L \) and \( D \), we know that it is completely characterized by \( \hat{F} \) and a partial \( \hat{F} \)-connection on the vector bundle \( p_1(L)^\circ \). Moreover this connection must be flat since \( \tilde{F} \) is involutive. \( \square \)

Corollary 3.7. (Lagrangian submanifolds) For \( k > 2 \), a lagrangian submanifold of \( T^*[k]A[1] \) is the same as a submanifold \( N \subseteq M \) and a vector bundle \( L \to N \) such that \( L \subseteq (A \oplus \wedge^{k-1} A^*)|_N \) and satisfying

\[
\begin{align*}
\text{(19)} & \quad p_1(L) \subseteq A \text{ is a subbundle}, \\
\text{(20)} & \quad L \cap \wedge^{k-1} A^*_N = p_1(L)^\circ \wedge \wedge^{k-2} A^*_N, \\
\text{(21)} & \quad \langle L, L \rangle \subseteq p_1(L)^\circ \wedge \wedge^{k-3} A^*_N.
\end{align*}
\]

Proof. Since total dim \( T^*[k]A[1] \) is even a lagrangian submanifold is a coisotropic one that has total dimension half of the total dimension of the manifold. Using the characterization of coisotropic submanifolds of the Theorem 3.6 and formula (17) we obtain that a coisotropic submanifold given by \( (N, D, L, \tilde{F}, \nabla) \) has total dimension equal to \( 1/2 \text{ total dim } T^*[k]A[1] \) if and only if \( D = p_1(L)^\circ \) and \( \tilde{F} = TN \). As a consequence, \( \nabla \) is defined on a zero bundle so the only information that we need is a vector bundle \( L \to N \) satisfying (19), (20) and (21). \( \square \)

The equations (19), (20) and (21) that define a lagrangian submanifold have also the following geometric interpretation:

Corollary 3.8. For \( k > 2 \), there is a 1-1 correspondence between:

- Lagrangian submanifolds of \( T^*[k]A[1] \).
- Pairs \( (E \to N, \Omega) \) where \( (E \to N) \subseteq (A|_N \to N) \) is a subbundle and \( \Omega \in \Gamma \wedge^k E^* \).

Proof. Given a subbundle

\[
\begin{align*}
E \xrightarrow{\ell} & \quad A \\
\downarrow & \\
N \xrightarrow{\tilde{\ell}} & \quad M
\end{align*}
\]
the inclusion map induces a map \( j^* : \Gamma A^* \to \Gamma E^* \) that extends to a map \( j^* : \Gamma \bigwedge^i A^* \to \Gamma \bigwedge^i E^* \) for all \( i \in \mathbb{N} \). Recall that \( \bigwedge_{E^o}^{k-1} A^*_{|N} \cong \bigwedge^{k-1} E^* \) and the following diagram commutes:

\[
\begin{array}{ccc}
\bigwedge^{k-1} A^*_{|N} & \xrightarrow{j^*} & \bigwedge^{k-1} E^* \\
i_e \downarrow & & \downarrow i_e \\
\bigwedge^{k-2} A^*_{|N} & \xrightarrow{j^*} & \bigwedge^{k-2} E^*
\end{array}
\]

where \( i_e \) is the contraction with \( e \in \Gamma E \).

Given a pair \((E \to N, \Omega)\), define

\[
L = \{e + w \in \Gamma(A_{|N} \oplus \bigwedge^{k-1} A^*_{|N}) \mid e \in \Gamma E \text{ and } i_e \Omega = j^* w\}.
\]

Clearly equation (20) is satisfied because \( p_1(L) = E \) and \( L \cap \bigwedge^{k-1} A^*_{|N} = \ker j^* = E^o \bigwedge^{k-2} A^*_{|N} \) as we wish. Let us check now (21):

\[
j^*(e + w, e' + w') = j^*(i_e w' + i_{e'} w) = i_e j^* w' + i_{e'} j^* w = i_e i_{e'} \Omega + i_{e'} i_e \Omega = 0
\]

\( \forall e + w, e' + w' \in \Gamma L \) and therefore we obtain that (21) is also satisfied.

Given a lagrangian submanifold \((L \to N) \subseteq (A \oplus \bigwedge^{k-1} A^*)_{|N}\) define \( E = p_1(L) \), which is a subbundle by hypothesis. The fact that \( L \) satisfies equation (20) means that it fits into the exact sequence

\[
\bigwedge^{k-1} A^* \to E^o \bigwedge^{k-2} A^*_{|N} \to A
\]

so there exists a map \( \varphi : E \to \bigwedge_{E^o}^{k-1} A^*_{|N} \cong \bigwedge^{k-1} E^* \) such that

\[
L = \{e + w \in (A \oplus \bigwedge^{k-1} A^*)_{|N} \mid e \in E, \varphi(e) = j^* w\}.
\]

Since \( L \) also satisfies equation (21), it follows that

\[
0 = j^*(e + w, e + w') = j^*(i_e w' + i_{e'} w) = i_e j^* w' + i_{e'} j^* w = i_e i_{e'} \Omega + i_{e'} i_e \Omega
\]

\( \forall e + w, e' + w' \in \Gamma L \) and this is equivalent to \( \varphi = \Omega^2 \) for some \( \Omega \in \Gamma \bigwedge^k E^* \).

**Remark 3.9.** As a consequence of Corollary 3.5 we see that the condition \( p_1(L) \) has constant rank is a bit restrictive. For some examples it is interesting to allow the case when \( p_1(L) \) changes rank at points on the base. Observe that in this case the other equations also make sense. We call **weak lagrangian submanifold** a subbundle \((L \to N) \) over a submanifold of \( M \) such that \( L \subseteq (A \oplus \bigwedge^{k-1} A^*)_{|N} \) and (20) and (21) hold.

For these, the characterization of the Corollary 3.8 is just true pointwise. In terms of sheaves of ideals, we are allowing non regular ideals in a particular way, but they are still closed for the Poisson bracket. When \( M \) is just a point, the notion of weak lagrangians and lagrangians coincide.

Let us compare our definition with previous ones that have appeared in the literature, in particular the one given by Hagiwara in [25] when \( A = TM \) and the one given by Wade in [47].
Definition 3.10 (see [25]). An almost Nambu-Dirac structure in $TM \oplus \bigwedge^{k-1} T^*M$ is a subbundle $L \subseteq TM \oplus \bigwedge^{k-1} T^*M$ over $M$ satisfying

\begin{align*}
\bigwedge^{k-1} p_1(L) &= pr_2(L^\circ), \\
(i_a w + i_{a'} w')|_{\bigwedge^{k-2} p_1(L)} &= 0 \quad \forall a + a' + w' \in \Gamma L.
\end{align*}

where $pr_2 : T^*M \oplus \bigwedge^{k-1} T^*M \to \bigwedge^{k-1} T^*M$ is the projection. In addition, we say that $L$ is regular if $p_1(L) \subseteq TM$ is a subbundle.

Theorem 3.11. There is a one to one correspondence between

\[
\begin{align*}
&\text{Regular almost Nambu-Dirac structures} \\
&\text{in } TM \oplus \bigwedge^{k-1} T^*M
\end{align*}
\] \[\implies\]

\[
\begin{align*}
&\text{Lagrangian submanifolds} \\
&\text{of } T^*[k]T[1]M \text{ with body } M
\end{align*}
\]

More generally, almost Nambu-Dirac structures in $TM \oplus \bigwedge^{k-1} T^*M$ are in correspondence with weak lagrangian submanifolds of $T^*[k]T[1]M$ with body $M$.

Proof. Using Corollary 3.7 we just need to prove that equations (20) and (21) and (22) and (23). Clearly (21) is the same as (23). Now we check that the annihilator of (20) gives (22):

\[
\left( p_1(L)^\circ \wedge \bigwedge^{k-2} A_{|N}^* \right)^\circ \left( \bigwedge^{k-1} p_1(L) \right)
\]

and

\[
\left( L \cap \bigwedge^{k-1} A_{|N}^* \right)^\circ = pr_2 \left( L^\circ \oplus \left( \bigwedge^{k-1} A_{|N}^* \right)^\circ \right) = pr_2(L^\circ \oplus A_{|N}^*) = pr_2(L^\circ).
\]

It is clear that if the almost Nambu-Dirac structure is regular we obtain a lagrangian submanifold otherwise we just have a weak lagrangian submanifold. \qed

Definition 3.12 (see [47]). An almost Dirac structure of order $k$ on $A \to M$ is a subbundle $L \subseteq A \oplus \bigwedge^{k-1} A^*$ over $M$ satisfying that there exists $E \subseteq A$ subbundle over $M$ and $\Omega \in \Gamma \bigwedge^k E^*$ such that

\[
\forall p \in M \quad L_p = \{ e + w \in (A \oplus \bigwedge^{k-1} A^*)_p | e \in E_p, \ i_{e\Omega} w = w|_{\bigwedge^{k-1} E} \}.
\]

(24) $\forall Z_1, \ldots, Z_{k-1} \in \Gamma \bigwedge^{k-1} E$ $\exists e \in \Gamma E$ such that $i_{Z_1\Omega} \cdots i_{Z_{k-1}\Omega} = i_e\Omega$.

Using Corollary 3.8 we see that an almost Dirac structure of order $k$ as defined by Wade is the same as a lagrangian submanifold of $T[k]A[1]$ with body $M$ that in addition satisfies equation (25). Therefore the Wade almost Dirac structures of order $k$ are a particular case of lagrangian submanifolds of $T^*[k]A[1]$.

In the literature, apart from the definitions of Hagiwara and Wade there are at least four more approaches. Some of them are defined for an arbitrary vector bundle and some of them just for $TM$. By chronological order: In [6] Bonelli and Zabzine define almost generalized Dirac structures as maximal isotropic subbundles of $TM \oplus \bigwedge^{k-1} T^*M$, in [18] Zambon notices that the geometry of $TM \oplus \bigwedge^{k-1} T^*M$ is related to the one coming from $T^*[k]T[1]M$ but use different equations and call them higher Dirac structures. The work of Bi and Sheng [4], using the name of $(p,k)$—Dirac structure, gives a definition that includes the Nambu-Dirac structure of Hagiwara as the case $(k-1,k-2)$ and the higher Dirac of Zambon as the case $(k-1,0)$.
Finally in [11] Bursztyn, Martinez and Rubio give another possible definition based on Zambon keeping the terminology, but with different requirements.

We believe that this Supergeometric approach sheds light on the Hagiwara definition, justifying his equations and putting them into the general framework of lagrangian submanifolds inside graded symplectic manifolds.

Example 3.13 (Conormal bundles). Given any submanifold of $A[1]$, i.e. $(B \to N) \subseteq (A \to M)$ subbundle, that we denote by $B[1] \subseteq A[1]$, the conormal bundle shifted by $k$, $N^*[k]B[1] \subseteq T^*[k]A[1]$, defines a lagrangian submanifold. The associated vector bundle is given by

$$L = B \oplus B^o \wedge \bigwedge^{k-2} A^*_N.$$

The associated pair as in Corollary 3.8 is $(B \to N, 0)$. In the case where $A = TM$ this is codifying regular distributions. Observe that in this case weak lagrangians are not encoding singular distributions because $L$ itself will be singular.

Example 3.14 (k-forms). Using Corollary 3.8 we know that given any $\omega \in \Gamma \bigwedge^k A^*$ we obtain a lagrangian submanifold by considering the pair $(A \to M, \omega)$. In fact, these lagrangian submanifolds correspond to the ones satisfying

$$L \cap \bigwedge^{k-1} A^* = 0.$$

Definition 3.15. Let $A \to M$ be a vector bundle and $\Pi \in \Gamma \bigwedge^k A$. We say that $\Pi$ is decomposable if $\forall p \in M$ where $\Pi_p \neq 0$ there exists an open neighbourhood $U$ where $A|_U$ is trivial and basis of sections of $A$, $\{a_1, \cdots, a_k\}$ such that

$$\Pi|_U = f(x)a_1 \wedge \cdots \wedge a_k \quad f(x) \in C^\infty(M).$$

Example 3.16 (Decomposable k-multi-vector field). Now we study the other extreme case. Suppose that we have a weak lagrangian submanifold over $M$ with

$$L \cap A = 0.$$

Then we know that $L = \text{graph}(\Lambda)$ for some $\Lambda : S \to A$ with $S \subseteq \bigwedge^{k-1} A^*$ and satisfies

$$\ker(\Lambda) = \text{im}(\Lambda)^o \wedge \bigwedge^{k-2} A^*, \quad i_{\Lambda(\omega')}\omega + i_{\Lambda(\omega)}\omega' \in \text{im}(\Lambda)^o \wedge \bigwedge^{k-3} A^*.$$

If we impose that $S = \bigwedge^{k-1} A^*$ on the one hand the first equation says that $\Lambda = \Pi^\sharp$ for some $\Pi \in \Gamma \bigwedge^k A$. On the other hand, it was seen by Hagiwara on [25] that the second equation is equivalent to $\Pi$ being decomposable. In general, decomposable tensors give rise to weak lagrangians, the condition that $p_1(L)$ is a subbundle implies that the tensor is zero or never vanishes, so we can dualize and obtain a $k$-form. This example is the main reason why we also want to consider weak lagrangian submanifolds.

4. The symplectic $Q$-structure

In the previous sections we established a relation between the symplectic structure on the manifolds $T^*[k]A[1]$ and the natural pairing on $A \oplus \bigwedge^{k-1} A^*$. For $k = 2$, it was proved by Ševera and Roytenberg that the Courant brackets on $A \oplus A^*$ correspond to the $Q$-structures on $T^*[2]A[1]$ that preserve the symplectic structure. Following this idea, we study the symplectic
Q-structures on $T^*[k]A[1]$ and construct the corresponding brackets on $A \oplus \bigwedge^{k-1} A^*$. Finally we define higher Dirac structures on $A \oplus \bigwedge^{k-1} A^*$ as the Lagrangian Q-submanifolds of $T^*[k]A[1]$, these are called A-structures in [11].

4.1. Q-structures and twists. As it was defined in Section 2 a symplectic Q-structure on $T^*[k]A[1]$ is a vector field $Q \in \mathfrak{X}^1(T^*[k]A[1])$ that satisfies equations (5) and (9). For $k \geq 2$, we can use Proposition 2.8 and conclude that $Q = \{\theta, \cdot\}$ for some $\theta \in C_{T^*[k]A[1]}^{k+1}$. In addition, we have the following equivalence for condition (5):

\begin{equation}
0 = [Q, Q] = 2Q^2 = 2\{\theta, \theta\} \Leftrightarrow \{\theta, \theta\} = 0,
\end{equation}

which follows from the graded Jacobi identity of the symplectic bracket. This last equation is known as the classical master equation. Our goal is to express $\theta \in C_{T^*[k]A[1]}^{k+1}$ satisfying (26) in terms of classical geometric objects.

The case $k = 2$ was considered in detail by Kosmann-Schwarzbach, see e.g. [23], and it gives rise to Lie-quasi bialgebroids and quasi-Lie bialgebroids. As a consequence of the results that we will prove in this section, we will see that $k = 2$ is the most flexible case, their higher versions being much more rigid. The next result deals with $k = 3$, see [23, 25]:

**Theorem 4.1.** Symplectic Q-structures on $T^*[3]A[1]$ are equivalent to $(A \to M, [\cdot, \cdot], \rho, \langle \cdot, \cdot \rangle, H)$ where $[\cdot, \cdot] : \Gamma(A \wedge A) \to \Gamma A$, $\rho : A \to TM$ vector bundle map covering the identity, $\langle \cdot, \cdot \rangle$ is a pairing on the vector bundle $A^*$ and $H \in \Gamma \bigwedge^4 A^*$ satisfying the following conditions:

\begin{align*}
\begin{cases}
[a, fb] = f [a, b] + \mathcal{L}_b(a) f b \\
[a, [b, c]] + c.p. = b(i_a i_b i_c H) & a, b, c \in \Gamma A, \\
\langle \mathcal{L}_a \omega, \tau \rangle + \langle \omega, \mathcal{L}_a \tau \rangle = \rho(a) \langle \omega, \tau \rangle & \omega, \tau \in \Gamma A^*, \\
d_A H = 0.
\end{cases}
\end{align*}

where $b : A^* \to A$ is the morphism induced by the pairing on $A^*$ and $d_A : \Gamma \bigwedge^j A^* \to \Gamma \bigwedge^{j+1} A^*$ is the derivation associated with the pair $[\cdot, \cdot]$ and $\rho$, as defined in (5).

**Proof.** Since $Q = \{\lambda, \cdot\}$, it is enough to study degree 4 functions on $T^*[3]A[1]$ that satisfy the classical master equation. Using (11) we have that

$$C_{T^*[3]A[1]}^4 = \mathfrak{X}^1(A[1]) \oplus Sym^2 \mathfrak{X}^{-1}(A[1]) \oplus C_{A[1]}^4$$

so any function of degree 4 can be written as $\theta + \pi + H$ where $\theta \in \mathfrak{X}^1(A[1])$, $\pi \in Sym^2 \mathfrak{X}^{-1}(A[1]) = \Gamma Sym^2 A$ and $H \in C_{A[1]}^4 = \Gamma \bigwedge^4 A^*$. By a slight generalization of Theorem 2.8 it is easy to show that $\theta \in \mathfrak{X}^1(A[1])$ is equivalent to a bracket, $[\cdot, \cdot] : \Gamma(A \wedge A) \to \Gamma A$ and an anchor $\rho : A \to TM$ satisfying the first equation of the statement. Also, one can identify $\pi \in \Gamma Sym^2 A$ with a pairing on $A^*$.

Finally, the classical master equation is equivalent to

$$0 = \{\theta + \pi + H, \theta + \pi + H\} = \{\theta, \theta\} + \{\pi, \pi\} + \{H, H\} + 2\{\theta, \pi\} + \{\theta, H\} + \{\pi, H\}$$

and if we remember that the symplectic bracket on $T^*[3]A[1]$ corresponds to the Schouten bracket on $A[1]$ shifted by 3 and recall how vector fields act on other vector fields and on...
functions, we obtain that this equation is equivalent to
\[
\begin{aligned}
\{\theta, \theta\} + 2\{\pi, H\} &= 0, \\
\{\theta, \pi\} &= 0, \\
\{\theta, H\} &= 0.
\end{aligned}
\]

It is easy to check that these three equations are equivalent to the last three equations in the statement. \hfill \Box

In particular, if the pairing is zero we have a honest Lie algebroid on \(A \to M\) with \(H \in \Gamma \wedge^4 A^*\) satisfying \(d_A H = 0\). On the other hand, when \(H = 0\) we obtain a Lie algebroid on \(A \to M\) with an ad-invariant paring on \(A^* \to M\). The case when the three structures are nontrivial is analogous to the case \(k = 2\) and should be thought of as a quasi-algebroid. When \(A \to M\) is just a vector space these structures were described in [14]. For other examples see [23, 28].

**Theorem 4.2.** For \(k > 3\), symplectic \(Q\)-structures on \(T^*[k]A[1]\) are equivalent to a Lie algebroid structure on \(A \to M\) and \(H \in \Gamma \wedge^{k+1} A^*\) with \(d_A H = 0\).

**Proof.** As in the previous theorem, we must study the functions of degree \(k + 1\) satisfying the classical master equation. Since \(k > 3\), we have that \(C^{k+1}_{T^*[k]A[1]} = X^1(A[1]) \oplus C^{k+1}_{A[1]}\) by [11], so any \(k + 1\) function can be written as \(\theta + H\), where \(\theta \in X^1(A[1])\) and \(H \in C^{k+1}_{A[1]} = \Gamma \wedge^{k+1} A^*\); the classical master equation is equivalent to
\[
\begin{aligned}
\{\theta, \theta\} &= 0, \\
\{\theta, H\} &= 0.
\end{aligned}
\]

By Theorem 2.6 \(\theta\) defines a Lie algebroid on \(A \to M\). The other equation says that \(d_A H = 0\), where \(d_A\) is the Lie algebroid differential on \(\Gamma \wedge^k A^*\). \hfill \Box

From now on, we use the notation \(\theta_H = \theta + H\) and \(X_{\theta_H} = \{\theta_H, \cdot\}\) for the corresponding hamiltonian vector field.

### 4.2. Q-cohomology

If we have a \(Q\)-manifold \((\mathcal{M}, Q)\), the fact that \(Q\) has degree 1 and \(Q^2 = 0\) implies that \((C_M, Q)\) becomes a differential complex. Therefore, we have an associated cohomology that we denote by \(H_Q(\mathcal{M})\). Observe that, in contrast with other well known cohomologies, it is usual that \(H^n_Q(M) \neq 0\) \(\forall n \in \mathbb{N}\). For example, if \(Q = 0\) and \(\mathcal{M}\) has degree 2 then \(H^2_Q(\mathcal{M}) = C^2_M \neq 0\). For the standard Courant algebroid \((T^*[2]T[1]M, \{\cdot, \cdot\}, \theta)\) this cohomology is isomorphic to the de Rham cohomology of \(M\).

Also it is well known that exact Courant algebroids are classified by their Severa classes \([H] \in H^3(M)\). We will extend this result for \(k > 3\).

**Definition 4.3.** For any \(k \geq 2\) and any element \(B \in \Gamma \wedge^k A^* = C^k_{A[1]} \subset C^k_{T^*[k]A[1]}\) let \(\tau^B : T^*[k]A[1] \to T^*[k]A[1]\) be the graded automorphism given by the exponential of the hamiltonian vector field of \(B\), i.e. \(\tau^B = Id - \{B, \cdot\}\), or more concretely:
\[
\tau^B = \begin{cases} 
\tau^B = Id : M \to M, \\
\tau^B : C_{T^*[k]A[1]} \to C_{T^*[k]A[1]}, \quad \tau^B(f + X) = f + X + X(B).
\end{cases}
\]
for \( f \in C_{A[1]}, \ X \in \mathfrak{X}(A[1]). \)

The symmetries \( \tau^B \) were introduced in [24] and also defined in [3, 6, 7].

**Proposition 4.4.** The diffeomorphisms \( \tau^B : T^*[k]A[1] \to T^*[k]A[1] \) are symplectomorphisms and send \( X_{\theta_H} \) to \( X_{\theta_{H+dAB}}. \)

**Proof.** A diffeomorphism is a symplectomorphism if and only if preserves the Poisson bracket and we have that \( \forall f, g \in C_{T^*[k]A[1]} \)

\[
\{ \tau^B f, \tau^B g \} = \{ f - \{ B, f \}, g - \{ B, g \} \} = \{ f, g \} - \{ \{ B, f \}, g \} - \{ \{ B, g \}, f \} = \{ f, g \} - \{ B, \{ f, g \} \}
\]

where we use the graded Jacobi identity and the fact that \( \{ \{ B, f \}, g \} = 0 \) \( \forall f, g \in C_{T^*[k]A[1]}. \) Therefore \( \tau^B \) are symplectomorphisms. For the second assertion, since the maps are symplectomorphisms, it is enough to notice that

\[
\tau^B(\theta + H) = \theta + H + \theta(B) = \theta + H + dA(B).
\]

As a consequence of Proposition 4.4, we have that if \((A \to M, [\cdot, \cdot], \rho)\) is a Lie algebroid and \( H, H' \in \Gamma \bigwedge^{k+1} A^* \) are such that \( dA_H = dA_{H'} = 0 \) with \( H - H' = dA_B \) for some \( B \in \Gamma \bigwedge A^* \), so \((T^*[k]A[1], X_{\theta_H})\) and \((T^*[k]A[1], X_{\theta_{H'}})\) have the same \( Q \)-cohomology.

**Corollary 4.5.** Let \((A \to M, [\cdot, \cdot], \rho)\) be a Lie algebroid and denote by \( H^*(A) \) its Lie algebroid cohomology. For \( k > 3 \), the \( Q \)-structures on \( T^*[k]A[1] \) compatible with the symplectic structure for which \( p : T^*[k]A[1] \to A[1] \) is a \( Q \)-morphism are parametrized up to equivalence by \( H^{k+1}(A) \).

4.3. **Brackets and higher Dirac structures.** Given a Lie algebroid \((A \to M, [\cdot, \cdot], \rho)\) and \( H \in \Gamma \bigwedge^{k+1} A^* \) with \( dA_H = 0 \), consider the symplectic \( Q \)-manifold \((T^*[k]A[1], \{\cdot, \cdot\}, \theta_H)\). We can use the derived bracket formalism with respect to the symplectic bracket and \( \theta_H \) to obtain a bracket on sections of \( A \bigwedge \bigwedge^{k-1} A^* \) by the following formula:

\[
\{ \{ \cdot, \theta_H \}, \cdot \} : C^{k-1}_{T^*[k]A[1]} \times C^{k-1}_{T^*[k]A[1]} \to C^{k-1}_{T^*[k]A[1]},
\]

where we use formulas (13) and (14) to identify

\[
C^{k-1}_{T^*[k]A[1]} = \mathfrak{X}^{-1}(A[1]) \oplus C^{k-1}_{A[1]} = \Gamma(A \bigwedge \bigwedge^{k-1} A^*).
\]

Therefore, the above formula defines a bracket \([\cdot, \cdot]_H : \Gamma(A \bigwedge \bigwedge^{k-1} A^*) \times \Gamma(A \bigwedge \bigwedge^{k-1} A^*) \to \Gamma(A \bigwedge \bigwedge^{k-1} A^*)\) in classical terms is just

\[
[a + \omega, b + \eta]_H = \{ \{ \tilde{\alpha} + \omega, \theta + H \}, \tilde{b} + \eta \} = \{ [\tilde{\alpha}, \theta] + \tilde{\alpha}(H) + dA\omega, \tilde{b} + \eta \}
\]

\[
= \left[ [\tilde{\alpha}, \theta], \tilde{b} \right] + [\tilde{\alpha}, \theta] (\eta) - \tilde{b}(\tilde{\alpha}(H)) - \tilde{b}(dA\omega)
\]

\[
= [a, \tilde{b}] + \ell_a \eta - \iota_b dA\omega - \iota_b \delta_a H,
\]

where \( a, b \in \Gamma A, \omega, \eta \in \Gamma \bigwedge^{k-1} A^* \), and \( \tilde{\alpha}, \tilde{b} \in \mathfrak{X}^{-1}(A[1]) = \Gamma A \) denote the vector fields induced by \( a \) and \( b \), respectively.

**Remark 4.6.** For \( A = TM \), these brackets have been previously considered e.g. in [24, 25, 26]. These works also explain the \( H \)-twist and the symmetries \( \tau^B \). The connection with the graded manifolds \( T^*[k]T[1]M \) was noticed in [7, 48].
Definition 4.7. Let \((A \to M, [, ,], \rho)\) be a Lie algebroid and \(H \in \Gamma \bigwedge^{k+1} A^*\) with \(d_A H = 0\). For \(k > 2\), a higher Dirac structure on \((A \oplus \bigwedge^{k-1} A^*, \langle , , \rangle, [ , , ]_H, \rho)\) is a vector subbundle \(L \to N\) of \((A \oplus \bigwedge^{k-1} A^*)_N\) over a submanifold \(N \subseteq M\) satisfying equations \((19), (20), (21)\) and

\[
\rho(L) \subseteq TN \quad \text{and} \quad [\Gamma L, \Gamma L]_H \subseteq \Gamma L.
\]

\(N\) is called the body or “support” of the higher Dirac structure (See e.g. \([12]\) for Dirac structures with support in the ordinary sense).

Theorem 4.8. Let \((A \to M, [, ,], \rho)\) be a Lie algebroid and \(H \in \Gamma \bigwedge^{k+1} A^*\) with \(d_A H = 0\). For \(k > 2\), there is a one to one correspondence:

\[
\text{Higher Dirac structures} \quad \text{on } (A \oplus \bigwedge^{k-1} A^*, \langle , , \rangle, [ , , ]_H, \rho) \quad \overset{\cong}{\leftrightarrow} \quad \text{Lagrangian } Q\text{-submanifolds of } (T^*[k]A[1], \langle , , \rangle, X_{\theta_H})
\]

Proof. By Corollary 3.7, the only thing that remains to prove is that \(\rho(L) \subseteq TN\) and \([\Gamma L, \Gamma L]_H \subseteq \Gamma L\) if and only if \(Q = X_{\theta_H}\) is tangent to the lagrangian submanifold. Denote by \(I\) the sheaf of ideals that defines the lagrangian submanifold. Recall that on a lagrangian submanifold

\[
f \in I^i \iff X_f(I) \subseteq I \quad \forall i \in \mathbb{N}^*.
\]

Therefore

\[
Q(I) \subseteq I \iff X_{Q(f)}(I) \subseteq I \quad \forall f \in I
\]

\[
\iff \{(f, \theta_H), g \} \in I \quad \forall f, g \in I
\]

\[
\iff \rho(L) \subseteq TN \quad \text{and} \quad [\Gamma L, \Gamma L]_H \subseteq \Gamma L. \quad \Box
\]

Corollary 4.9. Given a lagrangian submanifold of \((T^*[k]A[1], \langle , , \rangle, \theta_H)\) equivalent to the pair \((E \to N, \Omega)\) then \(X_{\theta_H}\) is tangent to it if and only if \(E \to N\) is a subalgebroid of \(A \to M\) and \(d_E \Omega = j^* H\).

Proof. Denote by \(j : E \to A\) the inclusion and recall that

\[
L = \{e + w \in \Gamma (A \oplus \bigwedge^{k-1} A^*)_N \mid e \in \Gamma E \text{ and } i_e \Omega = j^* w\}
\]

with \(\rho(E) \subseteq TN\) and \([\Gamma L, \Gamma L]_H \subseteq \Gamma L\). The second condition implies that, \(\forall e + w, e' + w' \in \Gamma L\),

\[
[e + w, e' + w']_H = [e, e'] + L_{e'} w' - i_{e'} d_A w - i_{e'} i_e H \in \Gamma L,
\]

so \(\rho(E) \subseteq TN\) and, \(\forall e, e' \in \Gamma E\), \([e, e'] \in \Gamma E\) if and only if \(E \to N\) is a Lie subalgebroid. In particular this condition implies that \(j^* d_A = d_E j^*\), so \(j^*\) is a chain map and therefore

\[
i_{[e, e']\Omega} = j^*(L_{e'} w' - i_{e'} d_A w - i_{e'} i_e H) \iff d_E \Omega = j^* H. \quad \Box
\]

Example 4.10. Consider the zero section \(N^*[k]A[1]\), that by definition is a \(Q\)-lagrangian inside \((T^*[k]A[1], \langle , , \rangle, X_{\theta})\). Given \(\omega \in \Gamma \bigwedge^k A^*\) with \(d\omega = H\) we could take the symplectomorphism \(\tau^\omega\) that sends \(X_{\theta}\) to \(X_{\theta_H}\) and \(N^*[k]A[1]\) to \(L = \text{graph}(\omega)\). Therefore \(L\) is a \(Q\)-lagrangian submanifold inside \((T^*[k]A[1], \langle , , \rangle, X_{\theta_H})\).

Recall that decomposable tensors, see Example 3.16, correspond to weak lagrangian submanifolds. To finish this section, we analyze their involutivity condition.
**Definition 4.11.** Let \( A \to M \) be a Lie algebroid and \( H \in \Gamma \wedge^{k+1} A^* \) with \( d_A H = 0 \). Consider \( \Pi \in \Gamma \wedge^k A \) a decomposable tensor. We say that it defines an \( H \)-twisted Nambu structure if

\[
(\mathcal{L}_\Pi(w) \Pi)(w') = -\Pi(i_{\Pi(w')} d_A w + i_{\Pi(w')} i_{\Pi(w)} H) \quad \forall w, w' \in \Gamma \wedge^k A^*.
\]

In [47] Wade introduced this equation for general Lie algebroids and here we extend it with the \( H \)-twist. Wade also observed that the decomposability of the tensor does not follow from equation \( \text{(28)} \), so we must impose it in order to obtain a weak Lagrangian submanifold.

**Example 4.12 (\( H \)-twisted Nambu tensor).** Let \( L = \text{graph}(\Pi) \) where \( \Pi \in \Gamma \wedge^k A \) is a decomposable tensor. We claim that \( L \) is a higher Dirac structure on \( (A \oplus \wedge^{k-1} A^*, \langle \cdot, \cdot \rangle, \llbracket \cdot, \cdot \rrbracket_H) \) if and only if \( \Pi \) is an \( H \)-twisted Nambu structure. The proof follows from the following computation for all \( w, w' \in \Gamma \wedge^{k-1} A^* \):

\[
[\Pi(w), \Pi(w')] = \mathcal{L}_\Pi(w)(\Pi(w')) = (\mathcal{L}_\Pi(w) \Pi) w' + \Pi(\mathcal{L}_\Pi(w) w') = -\Pi(i_{\Pi(w')} d_A w + i_{\Pi(w')} i_{\Pi(w)} H) + \Pi(\mathcal{L}_\Pi(w) w') = \Pi(\mathcal{L}_\Pi(w) w' - i_{\Pi(w')} d_A w - i_{\Pi(w')} i_{\Pi(w)} H).
\]

5. **Semi-direct product of Lie algebroids with 2-term representations up to homotopy**

We will see in this section that \( T^*[k]A[1] \), when \( A \to M \) is a Lie algebroid, has the structure of a semi-direct product, extending the well known Lie algebra isomorphism between \( T^*g \) and \( g \times g^* \), where \( g \times g^* \) stands for the semi-direct product of \( g \) with their coadjoint representation.

In order to understand the adjoint and coadjoint representations of a Lie algebroid, Abad–Crainic and Gracia-Saz–Mehta introduced the notion of 2-term representation up to homotopy, see [1] [22]. In the literature, we find two different viewpoints to the semi-direct product of a Lie algebroid with a 2-term representation up to homotopy: The first one leads to VB-algebroids, see [22]; the second produces an \( L_2 \)-algebroid or, more generally, an \( L_k \)-algebroid, see [47].

The goal of this section is to explain the relation between these two viewpoints. We will do that by expressing both in terms of graded \( Q \)-manifolds, concluding that they coincide up to “splittings”. The relation is schematically illustrated in the following diagram:

\[
\begin{align*}
\left\{ \begin{array}{c}
\text{VB-algebroid} \\
\text{over } A \to M
\end{array} \right\} & \xrightarrow{[1]} F_1 \left\{ \begin{array}{c}
\text{Deg. 1 } Q\text{-bundle} \\
\text{over } A[1]
\end{array} \right\} & \xrightarrow{[k]} F_2 \left\{ \begin{array}{c}
\text{Deg. } k \text{ } Q\text{-bundle} \\
\text{over } A[1]
\end{array} \right\} \\
\left\{ \begin{array}{c}
\text{2-term rep. up} \\
\text{to homotopy}
\end{array} \right\} & \xrightarrow{k[k]} G_1 \left\{ \begin{array}{c}
\text{\( L_k \)-algebroid} \\
\text{extension of } A
\end{array} \right\} & \xrightarrow{[1]} G_2 \left\{ \begin{array}{c}
\text{Split deg. } k \\
\text{\( Q \)-bundle over } A[1]
\end{array} \right\}
\end{align*}
\]

(29) \( S_1 \downarrow \text{Splitting} \quad S_2 \downarrow \text{Splitting} \)

Morally, the diagram says that the functor “[1]” (arrows “\( F_1 \)” and “\( G_2 \)”), that goes from the category of \( L_k \)-algebroids to the category of \( Q \)-manifolds, commutes with the functor “[k]” (arrows “\( F_2 \)” and “\( G_1 \)”), which shifts by \( k \) 2-term representations up to homotopy or the fibres of a \( Q \)-bundle.
The arrows “$S_1$” and “$E_1$” are explained in [22], while the arrow “$G_1$” for $k = 2$ is constructed in [44], and the next arrow “$G_2$” is from [5]. We will briefly review these constructions in this section and explain the remaining arrows. This also must be compared with [35] where Mehta construct an arrow going from $Q$-bundles over $A[1]$ to $n$-term representations up to homotopy.

In the previous diagram, starting with the VB-algebroid $T^* A$ for a given Lie algebroid $(A \to M, [\cdot, \cdot], \rho)$, the corresponding graded $Q$-manifold on the top row is the shifted cotangent bundle $(T^*[k] A[1], \{\cdot, \cdot\}, \theta)$ that we studied in the previous sections. In this case, we also explain how to incorporate the $H$-twisted $Q$-structures of Theorem 4.2.

### 5.1. 2-term representations up to homotopy.

Following [1], given a Lie algebroid $(A \to M, [\cdot, \cdot], \rho)$ a 2-term representation up to homotopy is defined by:

(a) Two vector bundles $E_0, E_1$ over $M$ and a vector bundle map $\partial : E_0 \to E_1$ over the identity.

(b) An $A$–connection on each vector bundle, $\nabla^0$ and $\nabla^1$, satisfying $\partial \circ \nabla^0 = \nabla^1 \circ \partial$.

(c) A two form $K \in \Gamma \left( \wedge^2 A^* \otimes \text{Hom}(E_1, E_0) \right)$ such that:

$$F^{\nabla^0} = K \circ \partial, \quad F^{\nabla^1} = \partial \circ K \quad \text{and} \quad d^{\nabla}(K) = 0,$$

where $F^{\nabla^0}, F^{\nabla^1}$ denote the curvature of the respective connection.

With this definition and the choice of an auxiliary connection on the vector bundle $A \to M$, Abad and Crainic were able to make sense of the adjoint and coadjoint representations up to homotopy of a Lie algebroid as follows.

**Example 5.1 (The adjoint representation up to homotopy).** Let $(A \to M, [\cdot, \cdot], \rho)$ be a Lie algebroid and $\nabla : \mathfrak{X}(M) \times \Gamma A \to \Gamma A$ any connection on $A \to M$. Define the adjoint representation up to homotopy by:

(a) The vector bundles $E_0 = A$, $E_1 = TM$, and $\partial = \rho$.

(b) The connections:

$$\nabla^0_{\partial} = [a, b] + \nabla_{\rho(b)a}, \quad a, b \in \Gamma A,$$

$$\nabla^1_{\partial} X = [\rho(a), X] + \rho(\nabla_X a), \quad a \in \Gamma A, \quad X \in \mathfrak{X}(M).$$

(c) The two form:

$$K(a, b)(X) = \nabla_X [a, b] - [\nabla_X a, b] - [a, \nabla_X b] + \nabla_{\nabla^1_X a} - \nabla_{\nabla^0_X a}, \quad a, b \in \Gamma A, \quad X \in \mathfrak{X}(M).$$

We denote by $D^{ad}$ the degree 1 differential operator associated to the adjoint representation up to homotopy.

**Example 5.2 (The coadjoint representation up to homotopy).** We define it as the dual representation of the adjoint:

(a) The vector bundles $E_0 = T^* M$, $E_1 = A^*$, and $\partial = \rho^*$.

(b) The connections:

$$\langle \nabla^0_{\partial} \beta, \rho(a) \rangle = \rho(a) \langle \beta, \rho(a) \rangle - \langle \beta, \nabla^0_{\partial} \beta \rangle, \quad a, b \in \Gamma A, \quad \beta \in \Gamma A^*,$$

$$\langle \nabla^1_{\partial} \tau, X \rangle = \rho(a) \langle \tau, X \rangle - \langle \tau, \nabla^1_{\partial} X \rangle, \quad a \in \Gamma A, \quad X \in \mathfrak{X}(M), \quad \tau \in \Omega^1(M).$$

where the connections on the right are the ones coming from the adjoint representation.

(c) The two form $K^* = K$, Since $\text{Hom}(TM, A) = \text{Hom}(A^*, T^* M)$. 
We denote by $D^{ad}$ the differential operator associated with the coadjoint representation.

Observe that these definitions of the adjoint and coadjoint representations up to homotopy depend on the choice of an auxiliary connection on $A \to M$. Therefore, they are not unique but it was proved in [1] that they are all quasi-isomorphic.

5.2. VB-algebroids and $Q$-bundles. Once we know what a 2-term representation up to homotopy is, we introduce the first approach to semi-direct products.

A VB-algebroid is a double vector bundle, $D \to E$ over $A \to M$, equipped with a Lie algebroid structure on $D \to E$ compatible with the vector bundle structure of $D \to A$, see [22] for a complete definition and compare with the original one of an LA-vector bundle [33]. In this case, $A \to M$ inherits a natural Lie algebroid structure.

On a double vector bundle, $D \to E$ over $A \to M$, we denote the space of sections of $D$ over $E$ by $\Gamma(D, E)$. There are two special types of sections, called linear, $\Gamma_l(D, E) = \{ S \in \Gamma(D, E) | S \text{ is a vector bundle map } \}$, and core $\Gamma_c(D, E) = \{ S \in \Gamma(D, E) | S \text{ covers the zero section and constant on the fibres } \}$. The space of sections $\Gamma(D, E)$ is generated by linear and core sections as a $C^\infty(M)$-module. Given a double vector bundle define the core bundle, $C \to M$, as the intersection of the kernels of the two projections and the fat bundle, $\hat{A} \to M$ is a vector bundle that fits in the exact sequence

\begin{equation}
\text{Hom}(E, C) \to \hat{A} \to A
\end{equation}

and with $\Gamma \hat{A}$ being isomorphic to the linear sections, $\Gamma_l(D, E)$. It also holds that $\Gamma C$ is isomorphic to the space of core sections, $\Gamma_c(D, E)$.

Any 2-term representation up to homotopy of $(A \to M, [\cdot, \cdot], \rho)$ defines a VB-algebroid on $A \oplus C \oplus E \to E$ over $A \to M$. A Theorem of [22] says that, given a VB-algebroid any splitting of (30) defines a 2-term representation up to homotopy of $A \to M$ on $E_0 = C$, $E_1 = E$. This explains the arrow “$S_1$” in (29).

Example 5.3. Given any Lie algebroid $(A \to M, [\cdot, \cdot], \rho)$, the tangent and cotangent prolongations, $TA$ and $T^\ast A$, are examples of VB-algebroids. In both cases the fat bundle is the jet prolongation bundle of $A$, $\hat{A} = J^1 A$, and a splitting of (30) is the same as a connection on $A \to M$. The representations up to homotopy obtained from the tangent and cotangent prolongations are the adjoint and coadjoint representations as defined in Examples 5.1 and 5.2, see also [22].

The next step is to describe VB-algebroids in terms of graded manifolds. For that, we need the following definition.

Let $p : E \to M$ be a vector bundle in the category of graded manifolds, see [30, 31]. We say that it is a $Q$-bundle if $(E, Q)$ is a $Q$-manifold and the vector field $Q$ is $p$-projectable, i.e. there exists $\hat{Q} \in \mathfrak{X}^1(M)$ such that the following diagram commutes:

$$
\begin{array}{ccc}
T[1]E & \xrightarrow{dp} & T[1]M \\
\uparrow Q & & \uparrow \hat{Q} \\
E & \xrightarrow{p} & M
\end{array}
$$

As proved in [22] a double vector bundle $D$ is a VB-algebroid if and only if $p : D[1]_E \to A[1]$ is a $Q$-bundle and $Q$ is linear on the fibres of $p : D[1]_E \to A[1]$. Here the subscript on the
shifting indicates the base of the vector bundle for which we are shifting the fibre coordinates. This gives to “$F_1$” in (29).

**Remark 5.4.** The idea that $Q$-bundles over $A[1]$ with linear vector fields were representations of the Lie algebroid $(A[1], \tilde{Q})$ appears in [46] and was developed in [35].

Let us define the arrow “$F_2$” of (29). Suppose that $p : \mathcal{E} \to \mathcal{M}$ is a vector bundle in the category of graded manifolds. We can define a new graded manifold $\mathcal{E}[k]\mathcal{M}$, that also defines a vector bundle over $\mathcal{M}$, where the fibre coordinates are shifted by $k$.

If $p : \mathcal{E} \to \mathcal{M}$ is a $Q$-bundle with $Q$ linear on the fibres, then $p : \mathcal{E}[k]\mathcal{M} \to \mathcal{M}$ is also a $Q$-bundle. This follows from the fact that since $Q \in \mathfrak{X}^1(\mathcal{E})$ is $p$-projectable and linear on the fibres, locally it can be written as

$$Q = f^i(x) \frac{\partial}{\partial x^i} + g^j_i(x)e^j \frac{\partial}{\partial e^i} \quad \text{with} \quad |f^i| - |x^i| = 1, \quad |g^j_i| + |e^j| - |e^i| = 1,$$

where $f^i(x), g^j_i(x) \in C_\mathcal{M}$, $\{x^i\}$ are local coordinates of $\mathcal{M}$ and $\{e^j\}$ fibre coordinates of $\mathcal{E}$. So once we shift the degree of the coordinates $e^j$ by $k$, the same expression defines a vector field on $\mathcal{E}[k]\mathcal{M}$ that is $p$-projectable, linear on the fibres, of degree 1 and squares to zero.

**Corollary 5.5.** Let $D \to E$ be a VB-algebroid over $A \to M$. For any $k \in \mathbb{N}^*$, the graded manifolds $p : D[1]E[k]A[1] \to A[1]$ define $Q$-bundles.

**Examples 5.6.** Given any Lie algebroid $(A \to M, \rho, [\cdot, \cdot])$ the tangent and cotangent prolongations have natural structures of VB-algebroids. So we can consider the manifolds $T\mathcal{L}[1]TA[1]A[1] = T[A[1]]A[1]$ and $T^*\mathcal{L}[1]A^*A[1] = T^*[k + 1]A[1]$. By the previous result we obtain that

$$p : (T[k]A[1], \mathcal{L}_Q) \to (A[1], Q) \quad \text{and} \quad q : (T^*[k + 1]A[1], \mathcal{L}_Q = X_\theta) \to (A[1], Q)$$

are $Q$-bundles. As we already mentioned in Example 5.3, these $Q$-manifolds are related to the adjoint and coadjoint representation up to homotopy of the Lie algebroid $(A \to M, [\cdot, \cdot], \rho)$.

Before finishing this section, we give a definition of the graded manifolds $D[1]E[k]A[1]$ in terms of vector bundles. In the case of the cotangent prolongation it coincides with the one given for $T^*[k + 1]A[1]$ in Proposition 3.1.

**Proposition 5.7.** Given a double vector bundle $D \to E$ over $A \to M$, define for any $k \in \mathbb{N}^*$ the degree $k + 1$ manifold $D[1]E[k]A[1] = (M, C_{D[1]E[k]A[1]})$. Then

- For $k = 1$, $C_{D[1]E[1]A[1]}$ is generated by:

$$C_{D[1]E[1]A[1]}^i = \begin{cases} C^\infty(M), & i = 0, \\ \Gamma(A^* \oplus E^*), & i = 1, \\ \Gamma(\wedge^2 A^* \oplus C^* \oplus \wedge^2 E^*), & i = 2. \end{cases}$$

- For $k > 1$, $C_{D[1]E[k]A[1]}$ is generated by:

$$C_{D[1]E[k]A[1]}^i = \begin{cases} C^\infty(M), & i = 0, \\ \Gamma(\wedge^i A^*), & i < k, \\ \Gamma(E^* \oplus \wedge^k A^*), & i = k, \\ \Gamma(C^* \oplus \wedge^{k+1} A^*), & i = k + 1. \end{cases}$$

where $\Gamma C^* = \Gamma_1(D^*A, C^*)$ and $D^*A \to C^*$ denotes the dual double vector bundle over $A \to M$. 

5.3. $L_\infty$-algebroids and $Q$-manifolds. The second approach to the semi-direct product of a Lie algebroid with a representation up to homotopy uses the concept of $L_\infty$-algebroids.

An $L_k$-algebroid $(A \to M, l_i, \rho)$ is a non positively graded vector bundle $A = \bigoplus_{i=0}^{k-1} A_{-i}$ together with a bundle map $\rho : A_0 \to TM$ and graded antisymmetric brackets $l_i : \Gamma(A \times \cdots \times A) \to \Gamma A$, with $i \in \{1, \cdots, k+1\}$, satisfying linearity and Jacobi-like identities; see \cite{5} for a complete definition.

The definition involves shuffles for the higher Jacobi identities and is not easy to deal with. But in the examples that we are interested in almost all brackets are zero and we can compute all the higher identities explicitly.

Let $(A \to M, [\cdot, \cdot], \rho)$ be a Lie algebroid and $(E_0 \to E_1, \partial, \nabla^0, \nabla^1, K)$ a representation up to homotopy. In \cite{44}, it is shown that $A = (A_0 = A \oplus E_1) \oplus (A_{-1} = E_0)$ inherits a $L_2$-algebroid structure with brackets given by

$$
\rho = \rho \circ p_A, \quad l_1 = \partial, \\
l_2(a + b, c + d) = [a, b] + \nabla^1_b c - \nabla^1_a d, \quad l_2(a + b, c, \xi) = \nabla^0_b \xi, \\
l_3(a + b, c + d, e + f) = -K(a, b) e' + K(a, c) d' - K(b, c) f',
$$

where $a, b, c, e' \in \Gamma A$, $e', f' \in \Gamma E_1$, $\xi \in \Gamma E_0$ and $p_A : A \oplus E_1 \to A$. We denote this $L_2$-algebroid by $A \ltimes (E_0 \to E_1)[1]$. Moreover, $A \ltimes (E_0 \to E_1)[1]$ is a Lie extension of $A \to M$ in the sense of \cite{44}. Formally we are shifting the representation up to homotopy by 1 and after that taking the semi-direct product, which explains our notation.

We now discuss $L_k$-algebroids concentrated in 3 degrees.

Example 5.8. Fix $k > 3$ and consider $A = \oplus_i A_i$ a graded vector bundle where $A_i = 0$ if $i \notin \{0, -k+1, -k+2\}$. An $L_k$-algebroid structure on $A$ is the same as:

- The anchor $\rho : A_0 \to TM$.
- The $l_1$ given by a bundle map $\partial : A_{-k+1} \to A_{-k+2}$.
- The $l_2$ given by:
  - A bracket $[\cdot, \cdot] : \Gamma A_0 \times \Gamma A_0 \to \Gamma A_0$.
  - $A_0$-connections $\Phi : \Gamma A_0 \times \Gamma A_{-k+2} \to \Gamma A_{-k+2}$ and $\Psi : \Gamma A_0 \times \Gamma A_{-k+1} \to \Gamma A_{-k+1}$.
- The $l_3$ given by $[\cdot, \cdot, \cdot] : \Gamma A_0 \times \Gamma A_0 \times \Gamma A_{-k+2} \to \Gamma A_{-k+1}$ that is $C^\infty(M)$-linear.
- The $l_k$ given by $[\cdot, \cdots, \cdot] : \Gamma A_0 \times \cdots \times \Gamma A_0 \to \Gamma A_{-k+2}$ that is $C^\infty(M)$-linear.
- The $l_{k+1}$ given by $[\cdot, \cdots, \cdot] : \Gamma A_0 \times \cdots \times \Gamma A_0 \to \Gamma A_{-k+1}$ that is $C^\infty(M)$-linear.

satisfying the following Jacobi-like identities:

$$
\begin{cases}
0 = [a_1, [a_2, a_3]_2]_2 + c.p. \\
\Phi_0([\partial(X)]_3) = \partial([\Psi_0X]), \\
[a_1, a_2, \partial(X)]_3 = F^\Psi(a_1, a_2)^X, \\
\partial([a_1, a_2, a_3, \xi]_3) = F^\Psi(a_1, a_2, \xi), \\
0 = (\{[a_1, a_2]_2, a_3, \xi\}_3 + c.p.) + ([a_1, a_2, \Phi_{a_3} a_3]_3 + c.p.) + ([\Psi_1, a_1, a_2, a_3, \xi]_3 + c.p.) + (\Phi_{a_1} a_2, a_3) + c.p. + (\Phi_{a_1} a_2, a_3) + c.p. + (\Phi_{a_1} a_2, a_3) + c.p. + (\Phi_{a_1} a_2, a_3) + c.p.
\end{cases}
$$

(31)

where $a_1, \cdots, a_{k+2} \in \Gamma A_0$, $\xi \in \Gamma A_{-k+2}$, $X \in \Gamma A_{-k+1}$.
The case \( k = 3 \) is more complicated but can be treated similarly.

**Proposition 5.9.** Let \((A \to M, [\cdot, \cdot], \rho)\) be a Lie algebroid and \((E_0 \to E_1, \partial, \nabla^0, \nabla^1, K)\) a representation up to homotopy. Then, for any \( k > 2 \) the graded vector bundle
\[
A = \begin{cases} 
A_0 = A, \\
A_{-k+1} = E_0, \\
A_{-k+2} = E_1,
\end{cases}
\]
inherits an \( L_k \)-algebroid structure with brackets given by
\[
\begin{aligned}
\{ \rho = \rho, \ & \partial = \partial, \\
[\cdot, \cdot]_2 = [\cdot, \cdot], \ & \Phi = \nabla^1, \ \Psi = \nabla^0, \\
[a, b, e]_3 = K(a, b)e, \ & [\cdot, [\cdot, \cdot]]_k = 0, \ [\cdot, \cdot, \cdot]_{k+1} = 0.
\end{aligned}
\]
We denote this \( L_k \)-algebroid by \( A \ltimes (E_0 \to E_1)[k-1] \). Moreover, \( A \ltimes (E_0 \to E_1)[k-1] \) are Lie extensions of \( A \to M \).

**Proof.** Observe that all the objects have the right skew-symmetry and \( C^\infty(M) \) linearity properties. Let us check the Jacobi-like identities (31). The first one is satisfied because it is the Jacobi identity for the Lie bracket on \( A \to M \). The following four are equivalent to \((E_0 \to E_1, \partial, \nabla^0, \nabla^1, K)\) being a representation up to homotopy of \( A \to M \). Finally, since the \( k \) and the \( k+1 \) brackets are zero the last two equations are trivially satisfied.

The last assertion is straightforward. \( \square \)

Up to now, given a Lie algebroid and a representation up to homotopy we constructed, for any \( k \in \mathbb{N}^* \), an \( L_{k+1} \)-algebroid that we denoted by \( A \ltimes (E_0 \to E_1)[k] \) and is an extension of the Lie algebroid \( (A \to M, [\cdot, \cdot], \rho) \) in the sense of (14). This corresponds to the arrow “\( G_1 \)” in (29).

In the case of the coadjoint representation up to homotopy we can incorporate the \( H \)-twist appearing in Section 4.2.

**Corollary 5.10.** Let \((A \to M, [\cdot, \cdot], \rho)\) be a Lie algebroid and \( H \in \Gamma \wedge^{k+1} A^* \). Given a connection on \( A \to M \) consider the coadjoint representation up to homotopy as defined in Example 5.2. For any \( k > 2 \) the graded vector bundle
\[
A = \begin{cases} 
A_0 = A, \\
A_{-k+1} = T^*M, \\
A_{-k+2} = A^*,
\end{cases}
\]
inherits an \( L_k \)-algebroid structure with brackets given by as before for \( l_1, l_2 \) and \( l_3 \) and
\[
\begin{aligned}
[a_1, \ldots, a_k]_k &= \ i_{a_k} \ldots i_{a_1} H, \\
[a_1, \ldots, a_k+1]_{k+1} &= d(i_{a_{k+1}} \ldots i_{a_1} H) - \sum_{i=1}^{k+1} (-1)^{i+1} (D(a_i), i_{a_{k+1}} \ldots \overset{i}{i} \ldots i_{a_1} H).
\end{aligned}
\]
We denote these \( L_k \)-algebroids by \( A \ltimes_H (A^* \to T^*M)[k-1] \).

**Proof.** By Proposition 5.9 it remains to prove that the \( k \) and the \( k+1 \) brackets satisfy the Jacobi-like identities. Given \( H \in \Gamma \wedge^{k+1} A^* \) consider \( H \otimes 1 \) in the coadjoint complex. The last two equations on (31) are equivalent to \( D^{ad^*} (H \otimes 1) = 0 \) and if we remember the compatibility between \( D^{ad^*} \) and \( d_A \) we obtain
\[
D^{ad^*} (H \otimes 1) = d_A H \otimes 1 + (-1)^{k+1} H \otimes D^{ad^*} (1) = d_A H,
\]
so the $k$ and $k+1$ brackets satisfy the Jacobi like identities iff $d_AH = 0$. \hfill \Box

The arrow "G2" in (29) was constructed in [31], and gives an equivalence of categories between $L_k$-algebroids and $Q$-manifolds. Therefore given a Lie algebroid $(A \to M, [\cdot, \cdot], \rho)$ and a representation up to homotopy $(E_0 \to E_1, \partial, \nabla^0, \nabla^1, K)$, for any $k \in \mathbb{N}^*$, $(A \ltimes (E_0 \to E_1)[k])[1]$ is a $Q$-manifold. In fact, since $A \ltimes (E_0 \to E_1)[k]$ is a Lie extension of $A \to M$, then $(A \ltimes (E_0 \to E_1)[k])[1]$ is a $Q$-bundle over $(A[1], Q)$. The only thing that remains to be proven is that these graded $Q$-bundles are the split version of the graded $Q$-bundles obtained in Corollary 5.5.

Let $D \to E$ over $A \to M$ be a VB-algebroid with core $C \to M$ and consider $S : A \to \hat{A}$ a splitting of the exact sequence (30). As we already mentioned, $A \to M$ is a Lie algebroid and $(C \to E, \partial, \nabla^0, \nabla^1, K)$ is a representation up to homotopy of $A \to M$, that depends on the splitting $S : A \to \hat{A}$.

**Theorem 5.11.** For any $k \in \mathbb{N}^*$, the splitting $S : A \to \hat{A}$ induces a $Q$-manifold isomorphism

$$D[1]_E[k]_{A[1]}, Q) \cong ((A \ltimes (C \to E)[k])[1], Q).$$

**Proof.** First recall that, by the theory of double vector bundles, given a splitting of the exact sequence (30) we obtain a decomposition of the double vector bundle $D \to E$ over $A \to M$. A decomposition of the double vector bundle produces a decomposition of the dual double vector bundle $D^* \to C^*$ over $A \to M$. Finally, this decomposition induce a splitting of the sequence (32)

$$\text{Hom}(A, E) \to \hat{C}^* \to C^*.$$

Therefore, given $S : A \to \hat{A}$ splitting of (30) we obtain $S' : C^* \to \hat{C}^*$ splitting of (32).

Using Proposition 3.7, we see that the map $S' : C^* \to \hat{C}^*$ induces the following isomorphism between the graded manifolds $D[1]_E[k]_{A[1]} = (M, C_{D[1]_E[k]_{A[1]}})$ and $(A \ltimes (C \to E)[k])[1] = (M, C_{(A \ltimes (C \to E)[k])[1]})$:

$$
\begin{cases}
\text{Id} : M \to M, \\
\bar{\Psi}^i : C^i_{(A \ltimes (C \to E)[k])[1]} \to C^i_{D[1]_E[k]_{A[1]}}, & \Psi^i = \text{Id} \text{ for } i < k. \\
\bar{\Psi}^k : C^k_{(A \ltimes (C \to E)[k])[1]} \to C^k_{D[1]_E[k]_{A[1]}}, & \Psi^k (c + \alpha \cdot \xi + \tau) = S'(c) + m(\alpha, \xi) + \tau.
\end{cases}
$$

where $c \in \Gamma C^*$, $\alpha \in \Gamma A^*$, $\xi \in \Gamma E$ and $\tau \in \Gamma \Lambda^k A^*$.

One can see that this rules defines a graded isomorphism and going along the proof of the main Theorem in [5] it is easy to conclude that this map also commutes the $Q$-structures. \hfill \Box

**Corollary 5.12.** For any $k \in \mathbb{N}^*$, any connection on $A \to M$ induces a $Q$-manifold isomorphism

$$(T^*[k+1]A[1], X_{\theta_H}) \cong ((A \ltimes_H (A^* \to T^*M)[k])[1], Q).$$

6. AKSZ $\sigma$-models and integrating objects

6.1. AKSZ $\sigma$-models. In physics, a gauge theory is a field theory with a lagrangian action functional which is invariant under some symmetries. If the symmetries are not given by a Lie algebra, Batalin and Vilkovisky propose a way to enlarge the space of fields using supermanifolds that allows to compute some physically interesting quantities of the system.

In the celebrated paper [2] Alexandrov, Kontsevich, Schwarz and Zaboronsky show how to produce a BV theory with space of superfields the infinite dimensional $Z$-graded manifold
Maps(T[1]Σ, M), where M is a symplectic Q-manifold of degree k and Σ a k + 1 dimensional smooth manifold, see [37] for more details. The gauge theories that are constructed in this way are known as AKSZ σ-models and examples of them include the A and B models, the Poisson σ-model, Chern-Simons theory among others.

As a consequence, we have that our manifolds (T∗[k]A[1], {·, ·}, XθH) can be considered as targets of AKSZ σ-models with source k + 1 dimensional manifolds. For some cases these gauge theories were already considered: when A → M is just a Lie algebra, it is called BF theory and has been extensively studied in [14, 15, 16]. When A = TM and k = 2, it corresponds to the standard Courant algebroid and this particular example was called the open topological membrane and studied in [27]. The general k = 2 fits in the Courant σ-model as described in [40], but not many explicit computations have been done.

Following [17], we obtain that for any manifold Σ, possibly with boundary, of dimension k + 1 the space Maps(T[1]Σ, T∗[k]A[1]) defines a BV-BFV theory using the AKSZ construction, see [17] section 6. Now, what we impose on the boundary is that the image of any boundary component takes values on a lagrangian Q-submanifold, or what is equivalent by Theorem 4.8 on a higher Dirac structure. For more details about this see [17, Section 3.7].

In forthcoming works, we plan to develop the full theory for this kind of σ-models and compute perturbative topological invariants, associated to Lie algebroids, for manifolds of any dimension using the techniques of [18].

Remark 6.1. Comparing to other cases, note that the Topological open k-brane of [27] has a different target manifold. For example when k = 3, the target is the manifold T∗[3]T∗[2]T[1]M, which is bigger than T∗[3]T[1]M. Also the Nambu σ-model proposed in [7] has a different target manifold, in this case T∗[k](⋀k−1T)[k − 1]T[1]M. In the AKSZ σ-model proposed here the Nambu geometry appears naturally as boundary contributions not in the action, as in [7].

6.2. Speculations on the integration of Q-manifolds. The works of Ševera [42] and [43] propose that degree k Q-manifolds integrate to Lie k-groupoids. Lie k-groupoids are understood here as simplicial manifolds that satisfy the Kan condition for any l > k.

The manifolds (T∗[k]A[1], {·, ·}, θH) are examples of Q-manifolds and we can apply Ševera’s procedure to integrate them. In particular, for k = 2 we are discussing the integration of the double of a Lie algebroid seen as a Courant algebroid; this integration is not completely understood yet but some particular cases have been treated in the literature, see [32, 36, 44]. The integrations of lagrangians Q-submanifolds of (T∗[2]T[1]M, {·, ·}, θH) include the integrations of Dirac structures to lagrangian subgroupoids as shown in [30], that are expected to correspond to presymplectic groupoids as in [9]. For k > 2 what happens should be similar to this case.

The interesting consequence is that now we have a place where Nambu structures must be integrated. As Poisson structures integrate to symplectic groupoids that corresponds to lagrangian subgroupoids inside symplectic 2-groupoids, Nambu structures should integrate to lagrangian k − 1-subgroupoid of symplectic k-groupoids. Since Nambu structures just define weak lagrangians the lagrangian k − 1 subgroupoid could be singular.

Remark 6.2. Another approach to integration in our particular case could be using the fact that we have a semidirect product. We could try to integrate first the algebroid and after that a cocycle given by the representation; these techniques were used in [44] but then it is unknown how to obtain the symplectic structure.
Remark 6.3. Recently it was proposed by Laurent-Gengoux and Wagemann that Leibniz algebroids will be integrated to Lie rackoids \cite{31}. Nambu-Dirac structures are examples of Leibniz algebroids, see \cite{25}. So it would be interesting to compare, if possible, this rackoid integration with the one proposed here.
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