Investigating the Role of Obesity in Prostate Cancer and Identifying Biomarkers for Drug Discovery: Systems Biology and Deep Learning Approaches
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Abstract: Prostate cancer (PCa) is the second most frequently diagnosed cancer for men and is viewed as the fifth leading cause of death worldwide. The body mass index (BMI) is taken as a vital criterion to elucidate the association between obesity and PCa. In this study, systematic methods are employed to investigate how obesity influences the noncutaneous malignancies of PCa. By comparing the core signaling pathways of lean and obese patients with PCa, we are able to investigate the relationships between obesity and pathogenic mechanisms and identify significant biomarkers as drug targets for drug discovery. Regarding drug design specifications, we take drug–target interaction, drug regulation ability, and drug toxicity into account. One deep neural network (DNN)-based drug–target interaction (DTI) model is trained in advance for predicting drug candidates based on the identified biomarkers. In terms of the application of the DNN-based DTI model and the consideration of drug design specifications, we suggest two potential multiple-molecule drugs to prevent PCa (covering lean and obese PCa) and obesity-specific PCa, respectively. The proposed multiple-molecule drugs (apigenin, digoxin, and orlistat) not only help to prevent PCa, suppressing malignant metastasis, but also result in lower production of fatty acids and cholesterol, especially for obesity-specific PCa.
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1. Introduction

Over the past twelve years, the prevalence of obesity in populations has grown by up to 10.3%. This situation has been even more dramatic in the past five years, with growth of up to approximately 20% [1]. Although there are declining mortality rates from prostate cancer (PCa) in high-income countries, the cancer incidence and death rates are increasing due to excess body weight in developing countries [2]. Following the definition of overweight and obesity based on the investigation of the WHO, we find that abnormal or excessive fat accumulation may influence every aspect of human life. As well as increasing the risk of chronic diseases and cardiovascular diseases, obesity is also a decisive factor in causing a large number of cancer categories [3]. Especially for PCa, obesity has an impact on higher cancer incidence, mortality, and poor prognosis. Bearing in mind the association between obesity and PCa, we took the body mass index (BMI) into consideration as a critical criterion for distinguishing the formation of PCa from that of normal prostate cells [4]. Several studies have shown that a higher BMI is associated with a higher risk of lethal PCa, leading to higher mortality rates in the groups of middle-aged and older men [5–7]. Therefore, we explored several aspects of PCa, such as multifactorial aberrations of genetic, epigenetic, microenvironment, and biological signaling cascades, and also the obesity factor, for the purpose of preventing the occurrence of PCa.
According to the previous statistics on noncutaneous malignancies in men [8], PCa is the most common heterogeneous disease, and it presents a complex combination of the deregulation of the insulin growth factor (IGF) and genetic, epigenetic, and microenvironmental factors. One biological mechanism corresponding to obesity and PCa involves alterations in sex-hormone secretion and variation of adipokine signaling [9], which facilitate the progression of PCa on the basis of their interactions with IGF [10]. As the relationship between the level of insulin and the concentration of sex hormones has opposite interactive influence [11], we could propose a hypothesis that the development of poorly differentiated PCa is indirectly promoted to aggressive PCa via the driving force of obesity [12]. Moreover, it is reported that hyperinsulinemia, lowering testosterone and dihydrotestosterone levels, demonstrates a vital connection between obesity and the development of poorly differentiated PCa [11]. It is noted that patients suffering from invasive PCa have the characteristics of higher recurrence and poorer survival rate compared with normal PCa. Many studies have shown that the PCa aggressiveness is related to testosterone level [13–16], which could help in further investigating the mechanisms for the development of benign prostate hyperplasia (BPH) and PCa. In addition, participating in the interference with adjacent tumor cells, adipocytes are also affected by the PCa cells at the same time as stimulating migration [17,18]. From the above speculation, we could obtain a deep insight into several aspects of carcinogenic mechanisms including endocrine status alteration, intra-abdominal pressure ascension, insulin resistance, and adipokine secretion alteration, which favor the realization of the effects of inflammation on causing high-grade PCa [19]. As a result, based on the carcinogenic molecular mechanism analysis, we were able to identify significant biomarkers for systems drug design.

For analyzing the molecular mechanisms of prostate cancer and identifying essential biomarkers, we needed to fully compare four core genome-wide genetic and epigenetic networks (GWGENs) of normal prostate cells in the lean group, normal prostate cells in the obese group, lean PCa cells, and obese PCa cells, respectively. Furthermore, a BMI of 25 is considered as the obesity threshold, used for splitting the data into two groups: one for lean people and the other for obese people. The flowchart of the systems biology approach for PCa shown in Figure 1 can be divided into five steps as follows: (1) the construction of a candidate GWGEN; (2) performing system identification and using the system order detection scheme to obtain real GWGENs of normal prostate cells (lean and obese groups), and lean and obese PCa cells, as shown in Figures S1–S4; (3) the extraction of core GWGENs for normal prostate cells (lean and obese groups), and lean and obese PCa cells, as shown in Figures S5–S8 using the principal network projection (PNP) approach; (4) the comparison of core signaling pathways, as shown in Figures S9–S12, and the investigation of carcinogenic mechanisms for identifying significant biomarkers as drug targets for PCa (covering lean and obese) and obesity-specific PCa; and (5) multiple-molecule drug discovery via drug design specifications including drug–target interaction, drug regulation ability, and drug toxicity toward identified biomarkers. Consequently, we suggested two multiple-molecule drugs, one with apigenin and digoxin for PCa (covering lean and obese) and the other with apigenin, digoxin, and orlistat for obesity-specific PCa.
Figure 1. The flowchart for the systems biology approach. The proposed systems biology approach is used to construct the candidate GWGEN, real GWGENs, core GWGENs, and core signaling pathways of two groups of normal (lean and obese) prostate cells, and lean PCa and obese PCa, for finding...
multiple-molecule drugs targeting identified biomarkers. The yellow hexagonal blocks indicate the candidate protein–protein interaction network (PPIN) constructed by databases DIP, IntAct, BioGRID, and MINT and the candidate gene regulatory network (GRN) built by databases HTRIdb, ITFP, CircuitDB2, TargetScanHuman, and TRANSFAC; the white rectangular blocks indicate the methods of building real GWGENs and extracting the core GWGENs; the grey rectangular block show the databases; the light-blue rounded rectangular blocks are for real GWGENs and core GWGENs in normal prostate cells (including lean and obese groups), and lean and obese PCa, respectively; the red rounded rectangular blocks represent potential biomarkers; the orange rectangular blocks denote drug design specifications; the purple blocks are the suggested multiple-molecule drugs for PCa and obesity-specific PCa, respectively.

2. Results

2.1. Overview of Systems Biology Approaches and Drug Design Specification

For the purpose of understanding the effect of obesity on prostate cancer (PCa) comprehensively, we used a systems biology approach. The related flowchart is shown in Figure 1. Firstly, via big database mining, we constructed a candidate GWGEN. It consisted of a protein–protein interaction network (PPIN) and a gene regulatory network (GRN). We then performed system modeling for proteins, genes, miRNAs, and lncRNAs. In this study, we separated our microarray data into four groups: lean normal, obese normal, lean PCa, and obese PCa. With the help of the microarray data, we performed system identification and used the system order detection scheme to obtain real GWGENs for two groups of normal cells (lean and obese), lean PCa, and obese PCa. The overall statistics for nodes and edges for the candidate GWGEN and the real GWGENs are given in Table S1. Compared to the total number edges in the candidate GWGEN. It is noted that the total number of edges decreased considerably in real GWGENs, since the false positives were removed by the system order detection scheme. However, the real GWGENs (Figures S1–S4) were still too complex to analyze. Hence, the PNP method was used to extract their core GWGENs (Figures S5–S8) by choosing the top 3000 nodes based on their 2-norm projection values in the 85%-significant network energy structure, to narrow down the real GWGENs. In order to investigate carcinogenic mechanisms, the core signaling pathways were delineated with the annotation of the KEGG pathway. The core signaling pathways of the two groups of normal cells (lean and obese), lean PCa, and obese PCa are shown in Figures S9–S12. Their corresponding gene enrichment analysis results are shown in Tables S2–S5. After comparing the core signaling pathways of lean PCa in Figure S11 and normal prostate cells (lean) in Figure S9, we could investigate the carcinogenic mechanisms of lean PCa (Figure S13). In the same way, the carcinogenic mechanisms of obese PCa could be found (Figure S14) by comparing the core signaling pathways of obese PCa (Figure S12) and normal prostate cells (obese) in Figure S10. After summarizing, we could illustrate the common and specific core signaling pathways for lean and obese PCa (Figure 2). The common and obesity-specific biomarkers of PCa were then identified based on the carcinogenic mechanism analyses. Utilizing the database for annotation, visualization, and integrated discovery (DAVID), we performed a gene enrichment analysis in the core GWGEN for normal PCa in the lean group, normal PCa in the obese group, lean PCa, and obese PCa (Tables S2–S5, respectively). Moreover, the drug discovery targeting the identified biomarkers is based on the drug design specifications. It considers drug–target interaction, drug regulation ability, and drug toxicity. One DNN-based DTI model was constructed in advance for predicting the candidate drugs with higher interaction ability with identified biomarkers. The number of predicted candidate drugs decreased after passing through drug regulation ability and drug toxicity filters. Consequently, two multiple-molecule drugs were suggested for preventing PCa (covering lean and obese) and obesity-specific PCa, respectively. Details are discussed in the following sections.
Figure 2. The common and specific core signaling pathways for lean and obese PCa. This figure summarizes the genetic and epigenetic carcinogenic mechanisms of lean and obese PCa. The signaling pathways in the deep blue region are the common core signaling pathways of lean and obese PCa. The light green region represents specific core signaling pathways of lean PCa. The brown region denotes specific core signaling pathways of obese PCa. The black arrow heads of solid lines denote activation of TF, miRNA, target genes, and cellular functions; the black circle heads of solid lines refer to inhibition of TF, miRNA, target genes, and cellular functions; the black up arrows signify high expression of protein, receptor, TF, and target genes; the black down arrows indicate low expression of protein, receptor, TF, and target genes.

2.2. The Common Carcinogenic Molecular Mechanism between Lean and Obese PCa

The core signaling pathway, which is related to the immune response, is induced by receptor NOD1, gradually weakening immunity. Immune microenvironment factor IE-DAP is received by receptor NOD1, resulting in the phosphorylation of downstream molecules, which initiates chronic inflammation [20]. From the perspective of the carcinogenic mechanism for inhibiting immune response triggered by the activation of receptor NOD1 (see Figure 2), the sequential phosphorylation of proteins KLK4 [21] and COX2 are found. This gives the protein COX2 an intermediate role in PCa. Overexpression of protein COX2 could promote tumor progression, e.g., cell proliferation, angiogenesis, suppression of immune response, and enhanced metastasis [22]. Owing to the upstream phosphorylation, protein FOXB1 is activated with attenuated E-cadherin [23], which strengthens the overexpression of the downstream target gene NANOG in a metastasis-related pathway triggered by the receptor SORT1. Furthermore, we find that the immune response has a strong correlation with driving migration and invasion in obese PCa. Subsequently, the protein MYB is promoted, exhibiting a strong malignant phenotype. It indirectly causes cell cycle arrest in tumor cells. Once moving towards the worsening direction of cell proliferation, this aggressive feature not only plays a role of strong resistance in the treatment of drug resistance but also improves the motility of cancer cells, leading to EMT effects. Consequently, the mechanism of castration resistance, affected continuously by activation of the protein MYB, could enhance the invasive capability of both lean and obese PCa. In addition, the activation of the NOD1 receptor induced by IE-DAP could upregulate TF STAT1, acting as an active transcription factor to boost tumor metastasis in PCa and upregulate the target gene CD3G [24]. Eventually, under the overexpression of target gene CD3G, this indirectly results in the chronic inflammation of prostate tumors. Moreover, PCa cells could proliferate in the immunosuppressed microenvironment [25].

The most relevant pathway of cell proliferation is the invasive signaling pathway triggered by receptor FZD10, which is activated by ligand SS18–SSX2 in order to trans-
duce the Wnt-11 signal [26]. In Figure 2, the microenvironment factor SS18–SSX2, related to the invasive signaling pathway, is received by receptor FZD10. It could upregulate TF SNW1 by signaling transduction proteins RBM25 and MYB, and by the activation of TF ESF1. Its target gene TMPRSS2 is upregulated, giving rise to cell proliferation, differentiation, angiogenesis, and indirectly causing an excessive inflammatory response. Consequently, the overexpression of target gene TMPRSS2 plays an important role in promoting the progression of metastatic prostate cancer. On the other hand, ATF2 protein is activated through the same signaling transduction proteins RBM25 and MYB to inhibit TF RBMX. Moreover, with the low expression of TF RBMX. It could upregulate miRNA MIR222 for the purpose of downregulating the downstream target genes DIRAS3 and DCTN6, enhancing cancer cell proliferation, cell survival rate, and inducing invasion. The inhibition of protein RBM25 is also influenced by the strongest induction effect from both the upstream signal and the downregulation of upstream TP53 suppressor in another invasive signaling pathway, for the purpose of activating protein MYB [27]. Then, the activity of protein MYB demonstrates a strong malignant phenotype in prostate tumors [28]. Most important of all. It could trigger the progression of PCa cell proliferation. Furthermore, TF ESF1 could not only upregulate target gene TMPRSS2, known as the fusion gene, via the upregulation of TF SNW1 but also specifically upregulate miRNA MIR193A in the signaling pathway of lean PCa (see Figure 2). The overexpression of TF SNW1 participates in androgen receptor splicing and transcription control, and is regarded as a co-activator of nuclear receptors [29]. Finally, influenced by the above effects, the target gene TMPRSS2, expressing a type of transmembrane protein, is overexpressed, resulting in the carcinogenic mechanism. This specific androgen response gene TMPRSS2 not only contributes to cell proliferation, differentiation, angiogenesis, inflammation, and anti-apoptotic effects but also dysregulates the body’s immune response, which enhances the late invasive ability of PCa [30]. Therefore, considering the phenomenon mentioned above. It is speculated that TMPRSS2 is a common target gene for PCa treatment. On the other hand, owing to the fact that TF RBMX, a kind of tumor suppressor, loses its function, its low expression is related to a high fructose diet and the synthesis of cholesterol [31]. Subsequently, MIR222 is upregulated through the inhibition of TF RBMX and increases the possibility of PCa recurrence, proving that MIR222 plays a significant role in obese prostate tissue [32]. Furthermore, the upregulated MIR222 induces fat formation, having a positive correlation with BMI value. Therefore. It is referred to as a key indicator for the impact of obesity on the progression of advanced PCa. Eventually, low expression of target genes DCTN6 and DIRAS3 enhance cancer cell proliferation and cell survival rate, and accelerate cancer cell invasion [32]. Overall, the upregulation of MIR222 could not only inhibit the expression of tumor suppressors such as target genes DIRAS3 and DCTN6 in prostate cancer but also prove that obesity has a strong correlation with cancer metastasis.

The most relevant pathway for EMT and metastasis is driven by the metabolic signaling pathway stimulated by receptor GALR2, as shown in Figure 2. In the obese prostate tumor, when receptor GALR2 receives a high concentration of galanin ligand, the galanin activates receptor GALR2 to increase human food intake and indirectly promote fat intake [33]. Furthermore, galanin is capable of regulating the related nerve conduction; a high concentration could trigger the absorption of fat. Through signaling transduction proteins ENPP5 and AMMECR1, transmitted into the nucleus, the signal not only suppresses miRNA MIR130B but also promotes miRNA MIR217, leading to the low expression of target gene FOXF2 [34]. FOXF2, known as a tumor suppressor, is downregulated in the epithelial mesenchyme to destroy the differentiation effect. Moreover, the mesenchymal transcription factor FOXF2 could make EMT more vigorous. On the other hand, TF SIM2 is upregulated through sequentially regulated proteins for the purpose of enhancing the invasive ability of PCa [35]. Finally, the upregulation of target gene FOXM1 resulting from overexpression of TF SIM2 cooperates with target gene FOXF2 to accelerate the process of cell proliferation and strengthen EMT [36]. In addition, influenced by the activation of receptor GALR2, TF MYOCD is upregulated after the signal is transmitted into the nucleus,
which causes the development and differentiation of smooth muscle, indirectly promoting the migration of cancer cells [37]. Finally, target gene FOXF2 is inhibited through the overexpression of miRNA MIR182, also due to the activation of TF MYOCD [38].

The common pathway of metabolism is induced by receptor TMEM123, a kind of transmembrane protein. When receiving the protein-complex ligand, as shown in Figure 2, the highly glycosylated TMEM123 receptor could not only lose the capability of triggering tumor cell apoptosis but also activate downstream protein SYMPK [39,40]. In addition to influencing the downstream lipid metabolism, this signaling transmission induced by protein SYMPK could suppress protein SAMD2, in order to make the apoptotic mechanism abnormal after entering the nucleus. Moreover, the repression of protein SMAD2 could lead to malignant transformation of tumors owing to abnormal expression of genes related to cancer cell apoptosis [41]. Then, as a crucial tumor suppression factor of PCa epithelium, protein SMAD2 is inhibited, resulting in TF ESF1 upregulation and oxidatively induced DNA damage. As a result of the overexpression of TF ESF1, miRNA MIR133A1 is downregulated to upregulate the target gene EGFR, responsible for cell proliferation, local recurrence, and distant-organ metastasis in prostate tumors [34].

In summary, according to our investigation of carcinogenic mechanisms, PCa suffers not only from the suppression of apoptosis, immune response, and metabolism but also from the stimulation of proliferation, EMT, and metastasis. Furthermore, in the common signaling pathway shown in Figure 2, the phosphorylated protein COX2 plays the role of mediator, and can accept the activation response of phosphorylation of CERK from the metabolic signaling pathway. It is indicated that the metabolic response is closely related to the secretion of chemokines and cytokines in the immune response, further influencing the migration ability of tumor cells. That is, the overall enhancement of ability in cell proliferation, angiogenesis, and anti-apoptosis proves that COX2 is a key driving gene. Therefore, overexpression of target gene CD3G could inhibit the immune response and gradually destroy the immune system in the human body via chronic inflammation, building a bridge between immune response and metabolism. This phenomenon explains how, in the incubation period of tumors in the early stage of PCa, tumors can resist the immune system of the host. Consequently, we took FOXF2, EGFR, MYB, SIM2, STAT1, and SMAD2 as biomarkers. We aimed to restore them to their normal expression levels via drug discovery and design. Generally, FOXF2 and EGFR are associated with proliferation and anti-apoptosis in cancer, showing that the FOXF2 gene plays a critical role in tumor suppression. MYB not only reduces the motility of cancer cells but also slows down the secretion of cytokines and chemokines by cancer cells, showing a strong malignant phenotype in prostate tumors. The upregulation of TF SIM2 stimulates the activity of downstream oncogene FOXM1 to construct an appropriate microenvironment for cancer cell metastasis through the secretion of exosomes from the malfunction of metabolism. The unphosphorylated state of TF STAT1 enduring upregulation is responsible for the promotion of cancer growth and metastasis, and the deterioration of the immune response, leading to drug resistance and forcing cancer cells to invade and migrate to other organs in advanced PCa. The inhibition of SMAD2 protein in the highly glycosylated signaling pathway stimulated by receptor TMEM123 can regulate the anti-apoptosis ability of cancer cells.

2.3. The Specific Molecular Mechanism in Lean PCa

In the specific core signaling pathway of apoptosis in Figure 2, with high concentration of growth hormone (GH) in the microenvironment of lean PCa, receptor GHR receives GH ligands to repress the downstream AKT signaling pathway, stimulating GHR itself. Due to the high concentration of GH in lean PCa cells, it will regulate somatic cell growth and substrate metabolism, preventing the cancer cells from being prone to local autocrine and paracrine effects [42]. Additionally. It will also inhibit the capability of interacting with androgens or growth factors, leading to the downstream suppression of proliferation and the promotion of apoptosis in tumors. Then, through the signaling transmission of cascade proteins DNAH14 and CPSF4. It could enter the nucleus to downregulate TF MED17,
resulting in an androgen-dependent reduction of cancer cells [43]. Inhibited by TF MED17, target gene DNMT1 undergoes a DNA demethylation reaction, not only weakening its carcinogenicity but also contributing to a gradual slowdown of the cell proliferation rate and a promotion of apoptosis, which plays a crucial role prior to tumor cell metastasis [44].

In another specific core signaling pathway related to the immune response (see Figure 2), the ligand WNT5A in the lean PCa microenvironment is relevant to the signal transduction of lipid modification and the glycoprotein. Moreover, WNT5A plays a different kind of role in normal cells (lean) and lean PCa, depending on its concentration. When receptor ROR2 binds to a small amount of WNT5A. It could slow down the secretion of cytokines and chemokines from cancer cells [45], regulating the mutated LRSAM1. Influenced by the secreted signal of lipid-modified glycoprotein, the dysregulation of protein LRSAM1 could inhibit downstream protein MYB, indirectly reducing the motility of cancer cells. Furthermore, the inhibition of protein HOXB13 downregulates TF ESF1, to stabilize the ability to repair oxidatively induced DNA damage [46]. It is noted that miRNA MIRLET7A1 is upregulated to inhibit the expression of target gene IGF1R [47]. Once target gene IGF1R is downregulated, it could trigger the metabolism for the purpose of accelerating cancer cell apoptosis and inhibiting cancer cell proliferation. At the same time, the inhibition of target gene EZH2 plays a role as a cell cycle regulator, inhibiting cancer cell proliferation [34]. Therefore, we infer that this immune-like signaling pathway plays a significant role in inducing downstream metabolism.

2.4. The Specific Carcinogenic Molecular Mechanism in Obese PCa

In one specific core signaling pathway related to metabolism shown in Figure 2, receptor OSBPL2 combines with sterols and a microenvironment factor PI4P to regulate cell proliferation signals [48]. Obesity will trigger PI4P ligands to inhibit the expression of receptor OSBPL2, resulting in the accumulation of fat and cholesterol in the downstream signaling pathway. Then, the activation of protein VCAM1 induced by receptor OSBPL2 could result in PCa easily acquiring aggressive characteristics. In other words, distant metastasis is more likely to occur [49]. It is speculated that obesity is a critical factor in the advanced malignant phenotype of PCa. Subsequently, protein CERK is phosphorylated to induce the synthesis of ceramide, including the main components of lipids, cholesterol, and fatty acids, which form a lipid bilayer structure [50]. The activation of conduction factor CERK indirectly triggers dysregulation of the immune response, cancer cell proliferation, and metastasis by upregulating TF MYBL2 to overexpress. When enhancing the adhesion ability of the extracellular matrix (including laminin, collagen, and fibronectin), TF MYBL2 is upregulated to promote the activity of epithelial–mesenchymal transition (EMT), enabling tumor cells to acquire the characteristics of migration and invasion [51]. As a result of the decreased expression of cadherin E, TF MYBL2 upregulates target gene IRS2 to be phosphorylated and overexpressed, which stimulates IRS2 to interact with membrane insulin tyrosine kinase receptors resulting in activating the downstream Ras/mitogen-activated protein kinase (MAPK) pathway [52]. Consequently, the overexpression of target gene IRS2 may disrupt the secretion of insulin, promote cell growth, and repress the normal metabolism of the human body.

In the specific core signaling pathway concerning immune response shown in Figure 2, receptor TLR4 generally stimulates its own anti-tumor immune signaling pathway without binding the IL1B ligand, triggering immune surveillance in the tumor microenvironment with the mechanism of allowing macrophages to play a pro-apoptotic role [53]. Then, it could promote DNA hypomethylation of protein TOLLIP, negatively stimulating its expression. Nevertheless, there is an opposite effect in the same signaling pathway in obese PCa, as shown in Figure 2. The anti-tumor immune signaling pathway is inhibited when receptor TLR4 is bound by the IL1B ligand in the microenvironment. Furthermore, because of the negative correlation between expression of the protein TOLLIP and DNA methylation, sex steroid hormones could stimulate an inflammatory response by the inhibition of the protein TOLLIP [54], that is, the hypermethylation of these hormones activates the
expression of proinflammatory cytokines, which gives rise to downstream phosphorylation of protein STAT3 [55] (see Figure 2). Subsequently, TF MYC is overexpressed through high expression of protein STAT3. As well as driving the formation of prostate intraepithelial neoplasia [56], overexpression of protein MYC could further suppress target gene HSH2D. Since target gene HSH2D plays an important role in T cell activation, its low expression could reduce the activity of anti-tumor T cells [57]. It is speculated that this immune-like pathway occurs particularly in obese patients of PCa, and the metabolism-related pathway induced by receptor OSBPL2 plays a significant role in interacting with it.

In the specific core signaling pathway concerning metastasis shown in Figure 2, once the microenvironment factor PCSK9 binds to receptor SORT1 to drive itself to be activated [58]. It could not only stimulate protein CERK, making it phosphorylated, but also induce downstream mutation of protein TP53. Through the activation of protein CERK, it could stimulate the neurotensin signal to produce excessive fatty acid, resulting in obesity. Therefore, it is proved that this invasive signaling pathway indirectly leads to an accumulation of excess fatty acids and the production of cholesterol, making obese PCa capable of malignant metastasis. Then, when protein TP53 is mutated and further suppressed to a low-expression state, it could play an indispensable role in EMT before activating metastasis procedures [27]. It is reported that this suppressive gene is particularly common in advanced PCa. Subsequently, the inhibition of protein TP53 could promote protein OSR2 for the purpose of strengthening the ability for castration resistance and increasing the treatment difficulty of androgen deprivation [59]. After protein OSR2 is activated, it could trigger downstream TF NKX2-5 to be highly methylated and overexpressed, resulting in a methylation frequency higher than the mutation rate [33]. Apart from being a characteristic of advanced PCa, methylation of NKX2-5 upregulates target gene NAGNOG to influence the regulatory function of androgen receptors, disrupting the secretion system [60]. Finally, the overexpression of target gene NAGNOG is a significant indicator of castration-resistant prostate, contributing to cell proliferation, cancer cell regeneration, induction of the shortened cell cycle, severe invasiveness, and cancer metastasis. Additionally, the metastasis-related signaling pathway induced by receptor FZD10 is enhanced by the mutation of upstream protein TP53 and the capability for tumor metastasis is strengthened through the signaling pathway of chronic inflammation triggered by receptor NOD1.

To summarize, according to the cooperative reaction of two pathways induced by activation of receptors SORT1 and OSBPL2 (see Figure 2), obesity can drive malignant obese PCa. The overall carcinogenic mechanisms of obese PCa include the promotion of metabolism and metastasis, and the inhibition of the immune response. Finally, STAT1, FOXF2, SIM2, SMAD2, CERK, STAT3, and TP53 were selected as essential biomarkers (drug targets) for obese PCa.

2.5. The Application of Deep Neural Network to Drug–Target Interaction Prediction and the Drug Design Specifications Considering Drug Regulation Ability and Drug Toxicity

In order to predict the drug–target interaction probability for our identified biomarkers, we trained a DNN-based DTI model in advance for drug–target interaction prediction. Subsequently, we introduced drug regulation ability and drug toxicity into our drug design specifications. The whole drug design flowchart, including one DNN-based DTI model, can be seen in Figure 3. The interaction dataset used for training was from BindingDB [61]. In total, there are 80291 known drug–target interactions between 38015 drugs and 7292 proteins. The number of unknown drug–target interactions is 19966109. To avoid the class imbalance issue, we randomly chose a set of unknown interactions to be the same size as the known interactions. We trained the model using 70% of the data, including 10% of the data as a validation set. The remaining 30% of the data were used as the testing set. Before training the DNN-based DTI model, we performed feature scaling by standardization. Then, PCA was adopted to perform the dimension reduction, giving 694 out of 1359 features. For the architecture of the DNN-based DTI model, we used Adam as an optimizer (learning rate = 0.0001) with binary cross-entropy loss. The input layer had
694 nodes followed by 512, 256, 128, and 64 nodes in the four hidden layers, respectively. The output layer had one node. We used the sigmoid function in the output layer and set the nonlinear activation function ReLU for each hidden layer. Furthermore, dropout was added to each hidden layer for reducing overfitting. Meanwhile, early stopping was used to terminate the model training once the model performance stopped improving on the validation set. Here, we applied 10-fold cross validation to evaluate the model performance, as shown in Table S6. The learning curve for the 10-fold cross validation is shown in Figure S16a,b. Finally, the average accuracy for the 10-fold cross validation was 94.89% (standard deviation: 0.131). It is noted that the model with the best testing accuracy was reserved for making drug–target interaction predictions for our identified biomarkers. The area under the receiver operating characteristic curve (AUC) is useful for organizing binary classifiers and visualizing their performance. The AUC of the reserved model was 0.99, as shown in Figure S17.

Figure 3. Flowchart of drug discovery method for multiple-molecule drug design.
In order to narrow down the range of candidate drugs predicted by the DNN-based DTI model, we took drug regulation ability and drug toxicity into account in our drug design specifications. Furthermore, we aimed to find compounds that had the ability to target multiple identified drug targets. For drug regulation ability, we referred to the library of integrated network-based cellular signatures (LINCS) L1000 level 5 dataset [62]. We could identify whether a gene expression was up or downregulated after treatment with the small-molecule compound. Our goal here was to reverse the abnormal gene expression for our identified biomarkers. For drug toxicity, we looked up the median lethal dose (LD50) in DrugBank for our candidate drugs. We aimed to find drugs that not only could reverse the abnormal gene expression but also had higher LD50 values. In addition, drugs with lower toxicity have fewer side effects.

3. Discussion

3.1. Systems Biology Approaches and Traditional Treatments for PCa

By leveraging systems biology approaches, we investigated differential core signaling pathways with carcinogenic molecule mechanisms for PCa. Compared with normal PCa (lean and obese groups), for lean PCa and obese PCa we focused on the common and specific core signaling pathways induced by microenvironmental factors, which further trigger downstream target genes to exert effects on cellular functions including metabolism, immune response, metastasis, epithelial–mesenchymal transition (EMT), apoptosis, and cell proliferation. The common and specific core signaling pathways (Figure 2) have been discussed in detail, based on their corresponding cellular functions. Moreover, the supervised learning method was employed to construct a DNN-based DTI model. In terms of the application, we used this to help us predict potential candidate drugs that had a higher interaction probability with our identified biomarkers. Following the drug design specification, we further considered drug regulation ability and drug toxicity. Finally, we suggested two multiple-molecule drugs for PCa (covering lean and obese PCa) and obesity-specific PCa after filtering the candidate drugs shown in Table S7 based on the drug design specifications.

Nowadays, there are few drawbacks in traditional treatments including active surveillance, surgery, and radiation therapy in patients with PCa. For low-risk PCa, active surveillance methods such as monitoring PSA level, repeat biopsies, or determining the Gleason grade are not suitable for men with other low-risk diseases that cause side effects [63]. If patients have other organ problems, active surveillance could not only potentially result in general health changes but also cause severe discomfort or pain to patients. In addition, after radical prostatectomy surgery. It may increase the chance of erectile dysfunction and a large number of complications such as blood clots, a reaction to the medicine, or an infection [64]. If surgery is conducted after radiation therapy. It could elevate the incidence of wound complications and poor healing. Without killing all the cancer cells in tumors, radiation therapy leads to damage to surrounding tissues, according to the distance between the area of interest and the prostate tumor, resulting in further patient fatigue due to the energy consumption used to kill normal cells in the procedure [65]. Moreover, from the point of view of using molecular drugs, there are some obstacles to treatments using a single drug for a single target in a single disease. For example, bicalutamide is commonly known as a selective antagonist towards the androgen receptor (AR), which plays a role in targeting androgens such as DHT and testosterone. Althoug. It was found to accelerate the degradation of AR. It has estrogenic effects, inducing gynecomastia for men with monotherapy, paradoxically stimulating the occurrence of late-stage PCa. Therefore, in this study, we attempted to find multiple-molecule drugs that could influence multiple identified biomarkers. Additionally. It is noted that drug repositioning methods are gradually becoming spotlighted due to the short time frame for drug development and low cost. The systems biology approach provides an alternative method for exploring new therapeutics for PCa and obesity-specific PCa.
3.2. Multiple-Molecule Drugs for PCa and Obesity-Specific PCa

We have taken advantage of systems biology methods to recognize significant biomarkers as indispensable drug targets (see Table 1) for PCa (covering lean and obese) and obesity-specific PCa, individually. Moreover, these drug targets were chosen based on the carcinogenic molecular mechanisms. The systems drug discovery method involves designing multiple-molecule drugs to restore the abnormal expression of drug-targeted genes to their normal expression, with higher drug–target interaction probability and lower drug toxicity. According to the results predicted by the DNN-based DTI model, we firstly obtained candidate drugs with higher interaction probability with our identified biomarkers. Subsequently, the range of candidate drugs was narrowed down by considering drug regulation ability using CMap and drug toxicity using a median lethal dose (LD50) filter. Generally, LD50 is used as reference during drug discovery, since lower drug toxicity is associated with reduced side effects. A drug with a lower LD50 value is more toxic. Gathering the results of the drug design specifications, including drug–target interaction, drug regulation ability, and drug toxicity for the identified biomarkers shown in Table S7, we suggested two multiple-molecule drugs for PCa (covering lean and obese) and obesity-specific PCa, respectively.

Table 1. The identified biomarkers (drug targets) for PCa and obesity-specific PCa.

| Disease                        | Drug Targets         |
|-------------------------------|----------------------|
| PCa (covering lean and obese) | STAT1, FOXF2, SIM2, SMAD2, MYB, EGFR |
| Obesity-specific PCa          | STAT1, FOXF2, SIM2, SMAD2, CERK, STAT3, TP53 |

In Tables 2 and 3, we observe that apigenin has six drug targets, including STAT1, SIM2, EGFR, MYB, CERK, and STAT3. Apigenin, a nutraceutical drug, plays a significant role in tumor suppression efficacy and in preventing a large number of chronic diseases, especially diabetes. More and more evidence has demonstrated that apigenin functions as a promising therapeutic anti-inflammatory, presenting properties with anti-tumor efficacy against various types of tumors. In PCa. It has been reported in clinical trials that apigenin could target STAT1 as an inhibitor to stimulate the activity of T cells and immune surveillance, further recovering the patient’s own immune-system-associated cell-death genes [66]. As a natural bioactive flavone-type molecule. It has been claimed that apigenin shows pro-health properties, including stimulating immune-like pathways, inhibiting cell proliferation by inducing apoptosis, and suppressing metastasis. Therefore, we considered apigenin as one of the constituents of our potential multiple-molecule drug, to slow down cancer cell motility and decrease the occurrence of severe invasion in obese PCa [67]. This result provides a novel perspective for cancer immunotherapy in preventive healthcare. Interestingly, digoxin, a cardiac glycoside, was chosen as a constituent in our potential multiple-molecule drug, for drug targets containing FOXF2, SMAD2, CERK, and TP53. Digoxin can influence the properties of the sodium potassium channel on the plasma membrane to alter the calcium ion concentration, enhancing apoptosis of cancer cells. Moreover, for patients not receiving androgen deprivation therapy (ADT) as the primary treatment for PCa, digoxin is a promising therapeutic agent exerting protective effects on anti-tumor characteristics [68]. It was also reported that digoxin could significantly suppress MYC expression and elevate SMAD2 expression to induce apoptosis, revealing its vigorous cytotoxic effects in regulating apoptosis-related signaling pathways, with the benefit of low drug toxicity in tumors [69]. Additionally, there is a significant anti-obesity drug, orlistat, that has a tremendous drug effect on inhibiting fatty acid synthase. With fewer side effects, moderate toxicity, and exceptional regulation ability, orlistat, combined with other anti-proliferative drugs, could exert its influence on the vital increase in apoptosis and the suppression of tumor cell viability and proliferation. Through blocking the synthesis of the vast majority of fatty acids in the tumor microenvironment, orlistat favors the boosting of
the metabolism to impede the efforts of the cell energy machinery to stimulate proliferation, demonstrating that. It is a promising therapeutic agent for obese PCa [70].

Table 2. Potential multiple-molecule drug and the corresponding target genes for PCa.

| Drugs       | Targets |
|-------------|---------|
| Apigenin    | STAT1   |
|             | •       |
| Digoxin     | FOXF2   |
|             | •       |
|             | SIM2    |
|             | •       |
|             | SMAD2   |
|             | •       |
|             | MYB     |
|             | •       |
|             | EGFR    |
|             | •       |

Table 3. Potential multiple-molecule drug and the corresponding target genes for obese PCa.

| Drugs       | Targets |
|-------------|---------|
| Apigenin    | STAT1   |
|             | •       |
| Digoxin     | FOXF2   |
|             | •       |
|             | SIM2    |
|             | •       |
|             | SMAD2   |
|             | •       |
|             | CERK    |
|             | •       |
|             | STAT3   |
|             | •       |
|             | TP53    |
|             | •       |

In summary, two multiple-molecule drugs for PCa (covering lean and obese) and obesity-specific PCa are suggested, as shown in Tables 2 and 3, respectively. Apigenin has the ability to inhibit MYC in obese PCa by downregulating STAT3. It is noted that apigenin does not drive the formation of prostate intraepithelial neoplasia and suppresses MYB to indirectly reduce the mobility of cancer cells, to avoid metastasis and cell proliferation for lean PCa. Most important of all, apigenin plays a role in triggering the immune response by activating T cells. Digoxin is beneficial in resisting the malignant transformation of tumors through the upregulation of SMAD2, inducing apoptosis for PCa. In addition, orlistat not only helps in suppressing malignant metastasis procedures but also favors the strengthening of the human immune response by dephosphorylating CERK to reduce the synthesis of ceramide, resulting in less fatty acid and cholesterol production.

4. Materials and Methods

4.1. A General Review of Constructing Core Genome-Wide Genetic and Epigenetic Networks (GWGENs) of Normal Prostate Cells, and Lean and Obese PCa

In order to perform a comprehensive analysis of molecular mechanisms in PCa and discover the common and specific molecular mechanisms, we needed to fully compare four core genome-wide genetic and epigenetic networks (GWGENs). Adopting a BMI of 25 as the obesity threshold, the data were split into two groups: one for lean people and the other for obese people. With the benefit of systems biology [71], we can further extract the four core signaling pathways of normal prostate cells (including lean and obese groups), and lean and obese PCa from their core GWGENs. The methods for finding the core signaling pathways from the candidate GWGEN can be seen in the flowchart in Figure 1. Here, we split the process into five steps as follows:

1. Constructing the candidate GWGEN. Using big database mining, we constructed a candidate PPIN and a candidate GRN, including genes, miRNA, and lncRNA, as the first step. It is noted that the candidate GWGEN consists of a candidate PPIN and a candidate GRN.
2. Identifying real GWGENs. After performing system modeling for proteins, genes, miRNA, and lncRNA, we performed system identification by solving the constrained linear least squares estimation problem with the help of the microarray data for normal prostate cells (including lean and obese groups), and lean and obese PCa. We then used the system order detection scheme for computing the AIC, to prune the false-positive interactions in the candidate GWGEN.
3. Extracting the core GWGENs. To extract the core GWGENs, we applied the PNP approach. By doing so, we could compute a projection value for each node in the real GWGENs. The top 3000 elements with highest projection values remained.
(4) Building and comparing the core pathways. The core signaling pathways for normal prostate cells (including lean and obese groups), and lean and obese PCa in the annotation of KEGG pathways could be found by referring to the projection values and the literature survey. We investigated the molecular mechanisms of carcinogenesis considering the microenvironmental factors of lean and obese PCa and their corresponding downstream core signaling pathways.

(5) Identifying biomarkers (drug targets) for the design of multiple-molecule drugs. Based on the analysis of carcinogenic molecular mechanisms, we identified essential biomarkers for PCa (covering lean and obese) and obesity-specific PCa. Following the proposed drug design specifications, we considered drug–target interaction probability, drug regulation ability, and drug toxicity. One DNN-based DTI model was trained in advance for predicting candidate drugs targeting identified biomarkers. The aim of the drug regulation ability filter was to reverse the abnormal expression of biomarkers. The drug toxicity filter helped to find drugs with light toxicity. Consequently, we suggested two multiple-molecule drugs for PCa (covering lean and obese) and obesity-specific PCa.

4.2. Data Preprocessing for Constructing the Candidate GWGEN

In this study, we downloaded the dataset with accession number GSE79021 from the National Center for Biotechnology Information (NCBI). The samples in the dataset were divided into four groups, containing normal prostate cells (lean and obese groups), and lean and obese PCa. We only used samples that had BMI information. Hence, we had 49 samples for normal prostate cells and 153 samples for PCa. Subsequently, we individually classified the normal prostate cells and PCa cells into two categories using the body mass index (BMI, threshold: 25) for investigating the influence of obesity on PCa. In this way, 25, 24, 70, and 83 samples were obtained for normal prostate cells in the lean group, normal prostate cells in the obese group, PCa in the lean group, and PCa in the obese group, respectively. It is noted that the candidate GWGEN comprised a candidate PPIN and a candidate GRN. Therefore, it was a binary matrix. If two nodes have an interaction, we assigned a value of one, otherwise we assigned a value of zero. For building the candidate PPIN, we referred to the following databases: DIP [72], IntAct [73], BioGRID [74], and MINT [75]. Moreover, to construct the candidate GRN, we considered the following databases: HTRIdb [76], ITFP [77], TRANSFAC [78], CircuitDB2 [79], TargetScanHuman [80], and starBase 2.0 [81].

4.3. System Modeling for Normal Prostate Cells and PCa

After constructing the candidate GWGEN, we performed system modeling for proteins, genes, miRNA, and lncRNA [82]. We can describe the \( i \)-th protein in the candidate PPIN by the following equation:

\[
p_i[n] = \sum_{h=1}^{H_i} \alpha_{ih} p_i[n] p_h[n] + \lambda_{i,PP1} + \phi_{i,PP1s}[n],
\]

for \( i = 1, \ldots, I \) and \( n = 1, \ldots, N \)

where \( p_i[n] \) and \( p_h[n] \), respectively, denote the expression level of the \( i \)-th and \( h \)-th protein for the \( n \)-th sample; \( \alpha_{ih} \) denotes the interaction ability between the \( i \)-th protein and the \( h \)-th protein; \( H_i \) indicates the total number of proteins interacting with the \( i \)-th protein; \( I \) indicates the total number of proteins in the candidate PPIN; \( N \) represents the total number of data samples; and \( \lambda_{i,PP1} \) expresses the basal level of the \( i \)-th protein. The change in basal level is related to post-translational modification, including phosphorylation, acetylation, and methylation. In addition, \( \phi_{i,PP1s}[n] \) shows the stochastic data noise of the \( i \)-th protein.
Similarly, the $j$-th gene in the candidate GRN, which is part of the candidate GWGEN for sample $n$ is given as shown below:

$$g_j[n] = \sum_{r=1}^{S_j} a_{jr}T_r[n] + \sum_{s=1}^{S_i} b_{js}L_s[n] - \sum_{u=1}^{U_i} c_{ju}M_u[n]g_j[n] + \lambda_j + \phi_j[n]$$

where $g_j[n]$ indicates the expression level of the $j$-th gene; $a_{jr}$ and $b_{js}$ individually represent the transcription regulatory ability from the $r$-th TF and the $s$-th lncRNA to the $j$-th gene; $-c_{ju}$ restrains the $j$-th gene; $R_j$ and $S_i$, respectively, denote the total number of TFs and lncRNAs binding to the $j$-th gene; $U_i$ indicates the total number of miRNAs inhibiting the $j$-th gene; and $T_r[n]$, $L_s[n]$, and $M_u[n]$ individually denote the expression of the $r$-th TF, the $s$-th lncRNA, and the $u$-th miRNA. $N$ and $J$ are respectively the total number of data samples and genes; $\lambda_j$ indicates the basal level of the $j$-th gene expression; and $\phi_j[n]$ represents the stochastic data noise of the gene expression in the $j$-th gene for the sample $n$. The system modeling for miRNA and lncRNA is described in the Supplementary Materials.

### 4.4. Utilizing System Identification and System Order Detection Methods to Identify Real GWGENs from the Candidate GWGEN

So far, we have formulated each protein, gene, lncRNA, and miRNA in the candidate GWGEN. Further, with the help of the microarray data, we estimate the regulation parameters shown in Equations (1) and (2). Hence, firstly, we can rewrite Equations (1) and (2) as follows:

$$p_i[n] = [p_1[n]p_1[n] \cdots p_1[n]p_{H_i}[n]]^T \times \begin{bmatrix} a_{11} \\ \vdots \\ a_{H_i} \\ \lambda_i \end{bmatrix} + \phi_i[n]$$

$$g_j[n] = [T_1[n] \cdots T_{R_j}[n] L_1[n] \cdots L_{S_j}[n] g_j[n]M_1[n] \cdots g_j[n]M_{U_j}[n]]^T \times \begin{bmatrix} a_{j1} \\ \vdots \\ a_{jR_j} \\ b_{j1} \\ \vdots \\ b_{jS_j} \\ -c_{j1} \\ \vdots \\ -c_{jU_j} \end{bmatrix} + \phi_j[n]$$

For simplicity, Equations (3) and (4) can be represented by the following linear regression forms, respectively:

$$p_i[n] = \beta_{i,p}[n] \cdot \gamma_{i,p} + \phi_i[n], \text{ for } i = 1, \ldots, I, n = 1, \ldots, N$$

$$g_j[n] = \beta_{j,G}[n] \cdot \gamma_{j,G} + \phi_j[n], \text{ for } j = 1, \ldots, J, n = 1, \ldots, N$$

where $\gamma_{i,p}$ indicates the parameter vector related to the protein–protein interaction abilities; $\gamma_{j,G}$ represents the parameter vectors, including the regulation abilities of TFs and the post-transcriptional regulatory abilities of lncRNAs and miRNAs; and $\beta_{i,p}[n]$ and $\beta_{j,G}[n]$ separately denote the expression vectors of the protein and gene for sample $n$. 
Since we have N samples, Equations (5) and (6) can be augmented into the following equations:

\[
\begin{bmatrix}
p_i[1] \\
p_i[2] \\
\vdots \\
p_i[N]
\end{bmatrix} =
\begin{bmatrix}
\beta_{i,P}[1] \\
\beta_{i,P}[2] \\
\vdots \\
\beta_{i,P}[N]
\end{bmatrix} \cdot \gamma_{i,P} +
\begin{bmatrix}
\phi_i[1] \\
\phi_i[2] \\
\vdots \\
\phi_i[N]
\end{bmatrix}
\tag{7}
\]

\[
\begin{bmatrix}
g_j[1] \\
g_j[2] \\
\vdots \\
g_j[N]
\end{bmatrix} =
\begin{bmatrix}
\beta_{j,G}[1] \\
\beta_{j,G}[2] \\
\vdots \\
\beta_{j,G}[N]
\end{bmatrix} \cdot \gamma_{j,G} +
\begin{bmatrix}
\phi_j[1] \\
\phi_j[2] \\
\vdots \\
\phi_j[N]
\end{bmatrix}
\tag{8}
\]

In addition, the above equations can be represented as follows:

\[
P_i = \epsilon_{i,P} \cdot \gamma_{i,P} + \varphi_i
\tag{9}
\]

\[
G_j = \epsilon_{j,G} \cdot \gamma_{j,G} + \varphi_j
\tag{10}
\]

To estimate the regulatory parameters in Equations (9) and (10), we transform them into linear least squares estimation or constrained linear least squares estimation problems as below:

\[
\hat{\gamma}_{i,P} = \min_{\gamma_{i,P}} \frac{1}{2} \| \epsilon_{i,P} \cdot \gamma_{i,P} - P_i \|^2_2
\tag{11}
\]

\[
\hat{\gamma}_{j,G} = \min_{\gamma_{j,G}} \frac{1}{2} \| \epsilon_{j,G} \cdot \gamma_{j,G} - G_j \|^2_2
\tag{12}
\]

subject to

\[
\begin{bmatrix}
0 & \cdots & \cdots & 0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 0 & \cdots & 0 & 1 & 0 \\
R_j & S_j & U_j
\end{bmatrix} \gamma_{j,G} \leq
\begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix}
\]

It is noted that (12) represents a constrained linear least squares estimation problem. By adding a matrix inequality in (12), we can guarantee that the estimated post-transcriptional regulatory abilities from miRNA are negative. Moreover, Equations (11) and (12) can be solved via the MATLAB optimization toolbox.

The candidate GWEN is built from various databases. False-positive interactions may exist within the candidate GWEN. Therefore, we performed system order selection by computing the AIC. According to AIC theory, the real system order would lead to the smallest AIC value [83]. The AICs for the i-th protein and the j-th gene are as given below:

\[
AIC(H_i) = \log(\hat{h}_{i,P}^2) + \frac{2(l_{i,P})}{N}
\]

where \( \hat{h}_{i,P} = \sqrt{\frac{(P_i - (\epsilon_{i,P} \cdot \hat{\gamma}_{i,P}))^T (P_i - (\epsilon_{i,P} \cdot \hat{\gamma}_{i,P}))}{N}} \), \( l_{i,P} = H_i + 1 \)

\[
AIC(R_j, S_j, U_j) = \log(\hat{h}_{j,G}^2) + \frac{2(l_{j,G})}{N}
\]

where \( \hat{h}_{j,G} = \sqrt{\frac{(G_j - (\epsilon_{j,G} \cdot \hat{\gamma}_{j,G}))^T (G_j - (\epsilon_{j,G} \cdot \hat{\gamma}_{j,G}))}{N}} \), \( l_{j,G} = R_j + S_j + U_j + 1 \)

where \( \hat{h}_{i,P}^2 \) and \( \hat{h}_{j,G}^2 \) individually denote the estimated residual error of the i-th protein and the j-th gene; \( l_{i,P} \) and \( l_{j,G} \) are the number (order) of parameters for the i-th protein in the parameter estimation problem in (11) and the number (order) of parameters for the j-th gene in the parameter estimation problem in (12), respectively; and \( \hat{\gamma}_{i,P} \) and \( \hat{\gamma}_{j,G} \) individually indicate the estimated parameters of the i-th protein in (11) and the estimated parameters of the j-th gene in (12). The real system order \( H_i^* \) for the i-th protein and \( R_j^*, S_j^*, U_j^* \) for the j-th gene would give the smallest AIC value. In other words, all the insignificant interactions
and regulations outside the real system order are pruned for each protein, gene, lncRNA, and miRNA in the candidate GWGEN. The method of performing system identification and utilizing the system order detection scheme for lncRNA and miRNA is given in the Supplementary Materials. The real GWGENs of normal prostate cells (including lean and obese groups), and lean and obese PCa are shown in Figures S1–S4, respectively.

4.5. Extracting Core GWGENs from the Real GWGENs Using the Principal Network Projection Method

The real GWGEN is too complex for investigating the discrepancies in genetic and epigenetic mechanisms between normal prostate cells (including lean and obese), and lean and obese PCa. Therefore, we employed the PNP method on the real GWGEN to extract the relevant core GWGEN. Firstly, we constructed a system matrix \( K \), including all estimated parameters of the real GWGEN. The system matrix \( K \) is:

\[
K = \begin{bmatrix}
    k_{\text{protein} \rightarrow \text{protein}} & 0 & 0 & \cdots & 0 \\
    k_{\text{TF} \rightarrow \text{gene}} & k_{\text{lnRNA} \rightarrow \text{gene}} & 0 & \cdots & 0 \\
    k_{\text{TF} \rightarrow \text{lnRNA}} & k_{\text{lnRNA} \rightarrow \text{lnRNA}} & k_{\text{miRNA} \rightarrow \text{lnRNA}} & \cdots & 0 \\
    k_{\text{TF} \rightarrow \text{miRNA}} & k_{\text{lnRNA} \rightarrow \text{miRNA}} & k_{\text{miRNA} \rightarrow \text{miRNA}} & \cdots & 0
\end{bmatrix}
\tag{15}
\]

where the sub-network matrix \( k_{\text{protein} \rightarrow \text{protein}} \) denotes the system matrix of interactive abilities of proteins; the sub-network matrices \( k_{\text{TF} \rightarrow \text{gene}} \), \( k_{\text{TF} \rightarrow \text{lnRNA}} \), and \( k_{\text{TF} \rightarrow \text{miRNA}} \) indicate the relevant system matrices associated with TFs transcriptional regulatory abilities for genes, lncRNAs, and miRNA, respectively; the sub-network matrices \( k_{\text{lnRNA} \rightarrow \text{gene}} \), \( k_{\text{lnRNA} \rightarrow \text{lnRNA}} \), and \( k_{\text{lnRNA} \rightarrow \text{miRNA}} \) represent the relevant system matrices associated with lncRNAs post-transcriptional regulatory abilities for genes, lncRNAs, and miRNA, respectively; and the sub-network matrices \( k_{\text{miRNA} \rightarrow \text{gene}} \), \( k_{\text{miRNA} \rightarrow \text{lnRNA}} \), and \( k_{\text{miRNA} \rightarrow \text{miRNA}} \) show the relevant system matrices associated with miRNAs post-transcriptional regulatory abilities for genes, lncRNAs, and miRNA, respectively. The detailed elements of system matrix \( K \) are shown in the following:

\[
\begin{bmatrix}
    \hat{a}_{11} & \hat{a}_{12} & \hat{a}_{13} & \cdots & \hat{a}_{1l} \\
    \hat{a}_{21} & \hat{a}_{22} & \hat{a}_{23} & \cdots & \hat{a}_{2l} \\
    \hat{a}_{31} & \hat{a}_{32} & \hat{a}_{33} & \cdots & \hat{a}_{3l} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \hat{a}_{l1} & \hat{a}_{l2} & \hat{a}_{l3} & \cdots & \hat{a}_{ll}
\end{bmatrix}
\begin{bmatrix}
    b_{11} & b_{12} & b_{13} & \cdots & b_{1S} \\
    b_{21} & b_{22} & b_{23} & \cdots & b_{2S} \\
    b_{31} & b_{32} & b_{33} & \cdots & b_{3S} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    b_{S1} & b_{S2} & b_{S3} & \cdots & b_{SS}
\end{bmatrix}
\begin{bmatrix}
    \hat{c}_{11} & \hat{c}_{12} & \hat{c}_{13} & \cdots & \hat{c}_{1U} \\
    \hat{c}_{21} & \hat{c}_{22} & \hat{c}_{23} & \cdots & \hat{c}_{2U} \\
    \hat{c}_{31} & \hat{c}_{32} & \hat{c}_{33} & \cdots & \hat{c}_{3U} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \hat{c}_{U1} & \hat{c}_{U2} & \hat{c}_{U3} & \cdots & \hat{c}_{UU}
\end{bmatrix}
\in \mathbb{R}^{l \times m \times s \times r \times \epsilon}
\tag{16}
\]

where \( \hat{a}_{jl} \) is the estimated interactive ability between the \( j \)-th protein and the \( l \)-th protein; \( \hat{b}_{jr}, \hat{c}_{ju} \), and \( \hat{c}_{ju} \) individually represent the estimated regulation abilities of the \( r \)-th TF on the
j-th gene, the s-th lncRNA on the j-th gene, and the u-th miRNA on the j-th gene; $d_{xy}$, $f_{ss}$, and $\tilde{q}_{uv}$ are separately the r-th TF on the x-th lncRNA, the s-th lncRNA on the x-th lncRNA, and the u-th miRNA on the x-th lncRNA; and $\tilde{q}_{yr}$, $\tilde{r}_{uy}$, and $\tilde{v}_{yu}$ indicate the r-th TF on the y-th miRNA, the s-th lncRNA on the y-th miRNA, and the u-th miRNA on the y-th miRNA.

Subsequently, we performed singular value decomposition (SVD) on the system matrix $K$.

The SVD of $K$ is described as follows:

$$K = BDZ^T$$  \hspace{1cm} (17)

where $B \in \mathbb{R}^{(I + J + X + Y)^T \times (I + J + X + Y)}$ and $Z^T \in \mathbb{R}^{(I + J + X + Y)^T \times (I + J + X + Y)}$ denote the unitary singular matrix and $D = \text{diag}(d_1, \ldots, d_r, \ldots, d_{K + S + U}) \in \mathbb{R}^{(I + J + X + Y)^T \times (I + J + X + Y)}$ indicates the diagonal matrix composed of $R^* + S^* + U^*$ singular values in descending order (i.e., $d_1 \geq \cdots \geq d_t \geq \cdots \geq d_{K + S + U}$). Then, we normalize the singular values as below:

$$P_i = \frac{d_i^2}{\sum_{i=1}^{K + S + U} d_i^2}$$  \hspace{1cm} (18)

From the viewpoint of energy, the top r singular values represent 85% of the principal network (i.e., $\sum_{i=1}^{r} P_i \geq 0.85$). Subsequently, we project each node in the system matrix $K$ to the r-th singular vector. The corresponding equation is:

$$Z(t, r) = k_{t,r} \cdot z^T_{r}, \text{ for } t = 1, \ldots I + J + X + Y, \text{ and } r = 1, \ldots I$$  \hspace{1cm} (19)

where $k_{t,r}$ denotes the t-th row vector of $K$ and $z^T_{r}$ is the r-th singular vector. We define the 2-norm projection value for each node, including protein, gene, lncRNA, and miRNA, on the 85% principal structure of the real GWGEN as below:

$$R(t) = \sqrt{\sum_{r=1}^{I} Z^2(t, r), \text{ for } t = 1, \ldots I + J + X + Y, \text{ and } r = 1, \ldots, I}$$  \hspace{1cm} (20)

If the value of $R(t)$ is larger, the t-th node is more important to the principal structure. On the other hand, if the projection value of $R(t)$ is close to zero, the relevant node is insignificant and practically independent of the principal structure of the real GWGEN. According to the projection value, we chose the top 3000 nodes to construct the core GWGENs of normal prostate cells (including lean and obese groups), and lean and obese PCa, as shown in Figures S5–S8. Combining this with the literature survey, we can obtain core signaling pathways in the annotation of KEGG pathways. The core signaling pathways of normal prostate cells (including lean and obese groups), and lean and obese PCa refer to Figures S9–S12, respectively.

4.6. Deep-Neural-Network-Based Drug–Target Interaction Prediction Model

Investigating the core signaling pathways, we identified essential biomarkers based on carcinogenic molecular mechanisms for PCa (covering lean and obese groups) and obesity-specific PCa. The corresponding biomarkers (drug-targets) are shown in Table 1. The systems drug discovery method was proposed to design multiple-molecule drugs targeting these biomarkers. With the help of the DNN-based DTI model, we considered the drug–target interaction probability, which was one of the drug design specifications.

As shown in the flowchart for system drug discovery and design in Figure 3, the drug–target interaction dataset was from BindingDB [61]. In order to delineate the drug–target interactions in a numerical vector, we transformed them into a feature vector using the PyBioMed Python package in a Python 2.7 environment [84]. We used the PyMolecule module in PyBioMed to transform the drug descriptors. The drug features contain commonly used structural and physicochemical information. The PyProtein module in PyBioMed was
applied to transform the target descriptors. The target features were computed based on
the widely used structural and physicochemical properties of proteins and peptides from
amino acid sequences. The total numbers of drug and target features were 363 and 996,
respectively. More details about descriptor transformation are given in the PyBioMed doc-
umentation. In this way, we could use a united vector to describe a drug–target interaction
pair, as shown below:

$$\nu_{\text{drug-target}} = [W, F] = [w_1, w_2, \ldots, w_x, f_1, f_2, \ldots, f_y]$$

(21)

where $$\nu_{\text{drug-target}}$$ denotes the feature vector of a drug–target pair; x and y are the total
number of drug features and target features, respectively; W and F individually represent
the feature vector of the relevant drug and relevant target; $$w_x$$ is the x-th drug feature;
and $$f_y$$ is the y-th target feature. Moreover, before training the DNN-based DTI model,
we scaled the data via standardization, since the drug and target features are measured
on different scales. Lastly, to remove noisy features and reduce memory consumption,
we applied principal component analysis (PCA), to decrease the feature size from 1359 to 618 [85].

For the DNN-based DTI model, each output layer could be described as follows:

$$k_n = \delta(w^Tx_n + b), \text{ where } w = \begin{bmatrix} w_1 \\ w_2 \\ \vdots \\ w_h \end{bmatrix}, \ b = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_h \end{bmatrix}$$

(22)

where $$k_n$$ represents the output of each layer when input vector $$x_n$$ is the n-th drug–target
vector; $$\delta$$ denotes the activation function (ReLU for the hidden layers and sigmoid for the
output layer); w represents the weighting parameters; and b signifies bias parameters.
The drug–target interaction prediction is a binary classification problem. Hence, the binary
cross-entropy is selected to be the cost function:

$$C_n(w, b) = -\frac{1}{N} \sum_{n=1}^{N} (s_n \log(\hat{s}_n) + (1 - s_n) \log(1 - \hat{s}_n))$$

(23)

$$L(w, b) = \frac{1}{N} \sum_{n=1}^{N} C_n(s_n, \hat{s}_n)$$

where $$L(w, b)$$ denotes the average total loss; $$s_n$$ is the n-th true positive instance (1) or true
negative instance (0) of drug–target binding; and $$\hat{s}_n$$ denotes the n-th predicted probability
of a positive instance (1) or predicted probability of a negative instance (0) of drug–target
binding. For obtaining the optimal network parameter set $$\phi^*$$, the cost function is used in
the following:

$$\phi^* = \arg\min_{\phi} L(\phi)$$

(24)

The above equation could be achieved using the backpropagation algorithm [86].
The updated weight and bias parameters for the j-th epoch are shown below:

$$\phi^j = \phi^{j-1} - \eta \nabla L(\phi^{j-1})$$

where

$$\nabla L(\phi^{j-1}) = \begin{bmatrix} \frac{\partial L(\phi^{j-1})}{\partial w_1} \\ \vdots \\ \frac{\partial L(\phi^{j-1})}{\partial w_h} \\ \frac{\partial L(\phi^{j-1})}{\partial b_1} \\ \vdots \\ \frac{\partial L(\phi^{j-1})}{\partial b_h} \end{bmatrix}.$$
5. Conclusions

In this study, we proposed a systems biology approach to investigating the role of obesity in PCa and identifying essential biomarkers as drug targets for PCa (covering lean and obese) and obesity-specific PCa. In addition, we provided drug design specifications, including drug–target interaction, drug regulation ability, and drug toxicity. For considering the drug–target interactions, we trained a DNN-based DTI model in advance. Utilizing this, we could obtain predicted drug candidates based on the identified biomarkers. These drug candidates then passed through filters for drug regulation ability and drug toxicity. Finally, we suggested two potential multiple-molecule drugs (drug combinations) to prevent PCa (covering lean and obese) and obesity-specific PCa. Nonetheless, there is still room for improvement, especially in the case of leveraging more genomics data and applying advanced DNN-based DTI models that consider the compounds’ chemical structures in graphs to enhance the pipeline. Moreover, it is noted that the process of developing a novel drug is time-consuming, risky, and costly. By combining the proposed systems biology approach with computational drug discovery, the steps of target identification and target validation in drug discovery might be accelerated and optimized before the drug enters clinical trials.

Supplementary Materials: The following supporting information can be downloaded online. Figure S1: The real genome-wide genetic and epigenetic network (GWGEN) of normal prostate cells in the lean group, Figure S2: The real genome-wide genetic and epigenetic network (GWGEN) of normal prostate cells in the obese group, Figure S3: The real genome-wide genetic and epigenetic network (GWGEN) of lean PCa, Figure S4: The real genome-wide genetic and epigenetic network (GWGEN) of obese PCa, Figure S5: The core genome-wide genetic and epigenetic network (GWGEN) of normal prostate cells in the lean group, Figure S6: The core genome-wide genetic and epigenetic network (GWGEN) of normal prostate cells in the obese group, Figure S7: The core genome-wide genetic and epigenetic network (GWGEN) of lean PCa, Figure S8: The core genome-wide genetic and epigenetic network (GWGEN) of obese PCa, Figure S9: The core signaling pathways to investigate the healthy mechanism of normal prostate cells in the lean group, Figure S10: The core signaling pathways to investigate the healthy mechanism of normal prostate cells in the obese group, Figure S11: The core signaling pathways to investigate the carcinogenic mechanism of lean PCa, Figure S12: The core signaling pathways to investigate the carcinogenic mechanism of obese PCa, Figure S13: The core signaling pathways integrated from core signaling pathways of normal prostate cells (lean group) in Figure S9 and lean PCa in Figure S11, Figure S14: The core signaling pathways integrated from core signaling pathways of normal prostate cells (obese group) in Figure S10 and obese PCa in Figure S12, Figure S15: The structure of DTI model, Figure S16: The accuracy and loss for training and validation sets by 10-fold cross validation, Figure S17: The ROC curves of different models for the drug-target interaction prediction, Table S1: The overall statistical table of nodes and edges in the candidate GWGEN and real GWGENs of normal prostate cells (including lean and obese groups), lean, and obese PCa after system identification, Table S2: Enrichment analysis in core GWGEN of normal prostate cells (lean group) by the DAVID, Table S3: Enrichment analysis in core GWGEN of normal prostate cells (obese group) by the DAVID, Table S4: Enrichment analysis in core GWGEN of lean PCa by the DAVID, Table S5: Enrichment analysis in core GWGEN of obese PCa by the DAVID, Table S6: Model performance of DNN-based DTI model (10-fold cross validation), Table S7: The candidate drugs identified for target STAT1, FOXF2, SIM2, SMAD2, MYB, EGFR, CERK, STAT3 and TP53.

Author Contributions: Conceptualization, B.-S.C.; methodology, S.-J.Y. and Y.-C.C.; software, Y.-C.C.; validation, S.-J.Y. and Y.-C.C.; formal analysis, S.-J.Y. and Y.-C.C.; investigation, Y.-C.C.; data curation, Y.-C.C.; writing—original draft preparation, S.-J.Y. and Y.-C.C.; writing—review and editing, B.-S.C. and S.-J.Y.; visualization, Y.-C.C.; supervision, B.-S.C.; funding acquisition, B.-S.C. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Ministry of Science and Technology grant number MOST 110-2221-E-007-115-MY2.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Sample Availability: Samples of the compounds are not available from the authors.

References

1. Pramono, L.A.; Setiati, S.; Soewando, P.; Subekti, I.; Adisasmita, A.; Kodim, N.; Sutrisna, B.J.A. Prevalence and predictors of undiagnosed diabetes mellitus in Indonesia. Age 2010, 46, 100.

2. Torre, L.A.; Siegel, R.L.; Ward, E.M.; Jemal, A. Global Cancer Incidence and Mortality Rates and Trends—An Update. Cancer Epidemiol. Biomark. Prev. 2016, 25, 16–27. [CrossRef] [PubMed]

3. Kelly, S.P.; Graubard, B.I.; Andreotti, G.; Younes, N.; Cleary, S.D.; Cook, M.B. Prediagnostic Body Mass Index Trajectories in Relation to Prostate Cancer Incidence and Mortality in the PLCO Cancer Screening Trial. J. Natl. Cancer Inst. 2017, 109, djw225. [CrossRef] [PubMed]

4. Cantarutti, A.; Bonn, S.E.; Adami, H.O.; Gronberg, H.; Bellocco, R.; Balter, K. Body mass index and mortality in men with prostate cancer. Prostate 2015, 75, 1129–1136. [CrossRef] [PubMed]

5. Rodriguez, C.; Freedland, S.J.; Deka, A.; Jacobs, E.J.; McCullough, M.L.; Patel, A.V.; Thun, M.J.; Calle, E.J.; E.E.; Biomarkers, P. Body mass index, weight change, and risk of prostate cancer in the Cancer Prevention Study II Nutrition Cohort. Cancer Epidemiol. Prev. Biomark. 2007, 16, 63–69. [CrossRef]

6. Giovannucci, E.; Liu, Y.; Platz, E.A.; Stampfer, M.J.; Willett, W.C. Risk factors for prostate cancer incidence and progression in the health professionals follow-up study. Int. J. Cancer 2007, 121, 1571–1578. [CrossRef]

7. Stocks, T.; Hergens, M.P.; Englund, A.; Ye, W.; Stattin, P. Blood pressure, body size and prostate cancer risk in the Swedish Construction Workers cohort. Int. J. Cancer 2010, 127, 1660–1668. [CrossRef]

8. Udager, A.M.; Tomlins, S.A. Molecular biomarkers in the clinical management of prostate cancer. Cold Spring Harb. Perspect. Med. 2018, 9, a030601. [CrossRef]

9. Divella, R.; De Luca, R.; Abbate, I.; Naglieri, E.; Daniele, A. Obesity and cancer: The role of adipose tissue and adipo-cytokines-induced chronic inflammation. J. Cancer 2016, 7, 2346. [CrossRef]

10. Gallagher, E.J.; LeRoith, D. The proliferating role of insulin and insulin-like growth factors in cancer. Trends Endocrinol. Metab. 2010, 21, 610–618. [CrossRef]

11. Lane, B.R.; Stephenson, A.J.; Magi-Galluzzi, C.; Lakin, M.M.; Klein, E.A. Low testosterone and risk of biochemical recurrence and poorly differentiated prostate cancer at radical prostatectomy. Urology 2008, 72, 1240–1245. [CrossRef] [PubMed]

12. Kaaks, R.; Stattin, P. Obesity, endogenous hormone metabolism, and prostate cancer risk: A conundrum of “highs” and “lows”. Cancer Prev. Res. 2010, 3, 259–262. [CrossRef] [PubMed]

13. Tu, H.; Gu, J.; Meng, Q.H.; Kim, J.; Strom, S.; Davis, J.W.; He, Y.; Wagaj, E.A.; Thompson, T.C.; Logothetis, C.J. Low serum testosterone is associated with tumor aggressiveness and poor prognosis in prostate cancer. Oncol. Lett. 2017, 13, 1949–1957. [CrossRef] [PubMed]

14. Tafuri, A.; Sebben, M.; Shakir, A.; Pirozzi, M.; Processali, T.; Rizzetto, R.; Amigoni, N.; Brunelli, M.; Migliorini, F.; Sircusano, S.; et al. Endogenous testosterone mirrors prostate cancer aggressiveness: Correlation between basal testosterone serum levels and prostate cancer European Urology Association clinical risk classes in a large cohort of Caucasian patients. Int. Urol. Nephrol. 2020, 52, 1261–1269. [CrossRef]

15. Cabral, P.H.O.; Iwamoto, M.W.; Fanni, V.S.S.; Barros, L.d.R.; Cardoso, S.N.; Mello, L.F.; Gima, S. Study of testosterone as a predictor of tumor aggressiveness in prostate cancer patients. Int. Braz. J. Urol. 2013, 39, 173–181. [CrossRef] [PubMed]

16. Klap, J.; Schmid, M.; Loughlin, K.R. The relationship between total testosterone levels and prostate cancer: A review of the continuing controversy. J. Urol. 2015, 193, 403–414. [CrossRef] [PubMed]

17. Laurent, V.; Guérard, A.; Mazeronnes, C.; Le Goidenc, S.; Toulet, A.; Nieto, L.; Zaidi, F.; Majed, B.; Garandeau, D.; Socrier, Y. Periprostactic adipocytes act as a driving force for prostate cancer progression in obesity. Nat. Commun. 2016, 7, 1–15. [CrossRef]

18. Zhang, T.; Tseng, C.; Zhang, Y.; Sirin, O.; Corn, P.G.; Li-Ning-Tapia, E.M.; Troncoso, P.; Davis, J.; Pettaway, C.; Ward, J. CXCL1 mediates obesity-associated adipose stromal cell trafficking and function in the tumour microenvironment. Nat. Commun. 2016, 7, 1–16. [CrossRef]

19. Parikesit, D.; Mochtar, C.A.; Umbas, R.; Hamid, A.R.A.H. The impact of obesity towards prostate diseases. Prostate Int. 2016, 4, 1–6. [CrossRef]

20. Kang, M.J.; Heo, S.K.; Song, E.J.; Kim, D.J.; Han, S.Y.; Han, J.H.; Kim, B.Y.; Park, J.H. Activation of nod1 and nod2 induces innate immune responses of prostate epithelial cells. Prostate 2012, 72, 1351–1358. [CrossRef]

21. Mukai, S.; Yorita, K.; Yamasaki, K.; Nagai, T.; Kamibeppu, T.; Sugie, S.; Kida, K.; Onizuka, C.; Tsukino, H.; Kamimura, T. Expression of human kallikrein 1-related peptidase 4 (KLK4) and MET phosphorylation in prostate cancer tissue: Immunohistochemical analysis. Hum. Cell 2015, 28, 133–142. [CrossRef] [PubMed]

22. Alexanian, A.; Miller, B.; Chesnik, M.; Mirza, S.; Sorokin, A. Post-translational regulation of COX2 activity by FYN in prostate cancer cells. Oncotarget 2014, 5, 4232. [CrossRef] [PubMed]
23. Siu, M.K.Y.; Wong, E.S.Y.; Kong, D.S.H.; Chan, H.Y.; Jiang, L.; Wong, O.G.W.; Lam, E.W.F.; Chan, K.K.L.; Ngan, H.Y.S.; Le, X.F.; et al. Stem cell transcription factor NANOG controls cell migration and invasion via dysregulation of E-cadherin and FoxJ1 and contributes to adverse clinical outcome in ovarian cancers. *Oncogene* 2013, 32, 3500–3509. [CrossRef]

24. Viktin, N.; Nersesian, S.; Siemens, D.R.; Kotti, M.J.F.i. The tumor immune contexture of prostate cancer. *Front. Immunol.* 2019, 10, 603. [CrossRef] [PubMed]

25. Ding, Y.; Wu, H.; Warden, C.; Steele, L.; Liu, X.; Iterson, M.V.; Wu, X.; Nelson, R.; Liu, Z.; Yuan, Y.-C. Gene expression differences in prostate cancers between young and old men. *PLoS Genet.* 2016, 12, e1006477. [CrossRef] [PubMed]

26. Murillo-Garzón, V.; Gorroño-Etxebarria, I.; Akerfelt, M.; Puustinen, M.C.; Sistonen, L.; Nees, M.; Carton, J.; Waxman, J.; Kypa, R.M. Frizzled-8 integrates Wnt-11 and transforming growth factor-β signaling in prostate cancer. *Nat. Commun.* 2018, 9, 1–16. [CrossRef]

27. Yang, Z.; Qu, C.-B.; Zhang, Y.; Zhang, W.-F.; Wang, D.-D.; Gao, C.-C.; Ma, L.; Chen, J.-S.; Liu, K.-L.; Zheng, B.J.O. Dysregulation of p53-RBM25-mediated circAMOTL1 biogenesis contributes to prostate cancer progression through the circAMOTL1-miR-193a-5p-Pedha pathway. *Oncogene* 2019, 38, 2516–2532. [CrossRef]

28. Srivastava, S.K.; Bhardwaj, A.; Singh, S.; Arora, S.; McClellan, S.; Grizzle, W.E.; Reed, E.; Singh, A.P. Myb overexpression overrides androgen deprivation-induced cell cycle arrest and apoptosis in prostate cancer cells, and confers aggressive malignancy traits: Potential role in castration resistance. *Carcinogenesis* 2012, 33, 1149–1157. [CrossRef]

29. Höflmayer, D.; Willich, C.; Hube-Magg, C.; Simon, R.; Lang, D.; Neubauer, E.; Jacobsen, H.; Hinsch, A.; Luebke, A.M.; Tsourlakis, M.C. SNW1 is a prognostic biomarker in prostate cancer. *Diagn. Pathol.* 2019, 14, 1–8. [CrossRef]

30. Wang, Z.; Wang, Y.; Zhang, J.; Hu, Q.; Zhi, F.; Zhang, S.; Mao, D.; Zhang, Y.; Liang, H. Significance of the TMPRSS2: ERG gene fusion in prostate cancer. *Mol. Med. Rep.* 2017, 16, 5450–5458. [CrossRef]

31. Elliott, D.J.; Dalgleish, C.; Hysenaj, G.; Ehrmann, I. RBMX family proteins connect the fields of nuclear RNA processing, disease and sex chromosome biology. *Int. J. Biochem. Cell Biol.* 2019, 108, 1–6. [CrossRef] [PubMed]

32. Amankwah, E.K.; Anegbe, E.; Park, H.; Pow-Sang, J.; Hakam, A.; Park, J.Y. miR-21, miR-221 and miR-222 expression and prostate cell invasion and proliferation by down regulating FOXF2. *Carcinogenesis* 2012, 33, 169–177. [CrossRef] [PubMed]

33. Chung, W.; Kwabi-Addo, B.; Ittmann, M.; Jelinek, J.; Shen, L.; Yu, Y.; Issa, J.-P. Identification of novel tumor markers in prostate, colon and breast cancer by unbiased methylation profiling. *PLoS ONE* 2008, 3, e2079. [CrossRef]

34. Kanwal, R.; Plaga, A.R.; Liu, X.; Shukla, G.C.; Gupta, S. MicroRNAs in prostate cancer: Functional role as biomarkers. *Cancer Lett.* 2017, 407, 9–20. [CrossRef] [PubMed]

35. Lu, B.; Asara, J.M.; Sanda, M.G.; Arredouani, M.S. The role of the transcription factor SM2 in prostate cancer. *PLoS ONE* 2011, 6, e28837. [CrossRef] [PubMed]

36. Elian, F.A.; Yan, E.; Walter, M.A. FOXC1, the new player in the cancer sandbox. *PLoS ONE* 2011, 6, e22526. [CrossRef] [PubMed]

37. Péro, G.; Derré, J.; Coindre, J.-M.; Tirole, F.; Lucchesi, C.; Mariani, O.; Gibault, L.; Guillou, L.; Terrier, P.; Aurias, A. Strong smooth muscle differentiation is dependent on myocardin gene activation in most human retroperitoneal leiomyosarcomas. *Cancer Res.* 2009, 69, 2269–2278. [CrossRef]

38. Hirata, H.; Ueno, K.; Shahryari, V.; Deng, G.; Tanaka, Y.; Tabatabai, Z.L.; Hinoda, Y.; Dahiyia, R. MicroRNA-182-5p promotes cell invasion and proliferation by down regulating FOXF2, RECK and MTSS1 genes in human prostate cancer. *PLoS ONE* 2013, 8, e55502. [CrossRef]

39. Yang, L.; Nyalwidhe, J.O.; Guo, S.; Drake, R.R.; Semmes, O.J.; Proteomics, C. Targeted identification of metastasis-associated cell-surface sialoglycoproteins in prostate cancer. *Proteomics* 2011, 10, M110.007294. [CrossRef]

40. Takekoshi, T.; Tada, Y.; Watanabe, T.; Sugaya, M.; Hoashi, T.; Komine, M.; Kawashima, T.; Shimizu, T.; Hau, C.S.; Asahina, A. Identification of a novel marker for dendritic cell maturation, mouse transmembrane protein 123. *J. Biol. Chem.* 2010, 285, 31876–31884. [CrossRef]

41. Yang, J.; Wahdan-Alaswad, R.; Danielpour, D. Critical role of smad2 in tumor suppression and transforming growth factor-β-induced apoptosis of prostate epithelial cells. *Cancer Res.* 2009, 69, 2185–2190. [CrossRef] [PubMed]

42. Weiss-Messer, E.; Merom, O.; Adi, A.; Karry, R.; Bidose, M.; Ber, R.; Kaploun, A.; Stein, A.; Barkey, R.J. Growth hormone (GH) receptors in prostate cancer: Gene expression in human tissues and cell lines and characterization, GH signaling and androgen receptor regulation in LNCaP cells. *Mol. Cell. Endocrinol.* 2004, 220, 109–123. [CrossRef] [PubMed]

43. Vijayvargia, R.; May, M.S.; Fondell, J.D. A coregulatory role for the mediator complex in prostate cancer cell proliferation and gene expression. *Cancer Res.* 2007, 67, 4034–4041. [CrossRef] [PubMed]

44. Yeşnasıdariyan, S.; Sali, C.; Sali, K.; Su, C.; Sali, D.; Sali, T. Prostate cancer epigenetics and its clinical implications. *Asian J. Androl.* 2016, 18, 549. [CrossRef] [PubMed]

45. Lee, G.T.; Kwon, S.J.; Kim, J.; Kwon, Y.S.; Lee, N.; Hong, J.H.; Jamieson, C.; Kim, W.-J.; Kim, I.Y. WNT5A induces castration-resistant prostate cancer via CCL2 and tumour-infiltrating macrophages. *Br. J. Cancer* 2018, 118, 670–678. [CrossRef]

46. Brechka, H.; Bhavanvadia, R.R.; VanOpstall, C.; Vander Griend, D.J. HOXB13 mutations and binding partners in prostate development and cancer: Function, clinical significance, and future directions. *Genes Dis.* 2017, 4, 75–87. [CrossRef]

47. Wang, L.-N.; Chen, W.-W.; Zhang, J.; Li, C.-Y.; Liu, C.-Y.; Xue, J.; Zhang, P.-J.; Jiang, A.-L. The miRNA let-7a1 inhibits the expression of insulin-like growth factor 1 receptor (IGFIR) in prostate cancer PC-3 cells. *Asian J. Androl.* 2013, 15, 753. [CrossRef]

48. Pietrangelo, A.; Ridgway, N.D. Golgi localization of oxysterol binding protein-related protein 4L (ORP4L) is regulated by ligand binding. *J. Cell Sci.* 2018, 131, jcs215335. [CrossRef]
49. Chang, A.-C.; Chen, P.-C.; Lin, Y.-F.; Su, C.-M.; Liu, J.-F.; Lin, T.-H.; Chuang, S.-M.; Tang, C.-H. Osteoblast-secreted WISP1 promotes adherence of prostate cancer cells to bone via the VCAM-1/integrin αβ1 system. Cancer Lett. 2018, 426, 47–56. [CrossRef]

50. Ogretmen, B. Sphingolipid metabolism in cancer signalling and therapy. Nat. Rev. Cancer 2018, 18, 33–50. [CrossRef]

51. Musa, J.; Aynaud, M.-M.; Mirabeau, O.; Delattre, O.; Grünewald, T.G. MYBL2 (B-Myb): A central regulator of cell proliferation, cell survival and differentiation involved in tumorigenesis. Cell Death Dis. 2017, 8, e2895. [CrossRef] [PubMed]

52. Desvergne, B.; Michalik, L.; Wahli, W. Transcriptional regulation of metabolism. Physiol. Rev. 2006, 86, 465–514. [CrossRef] [PubMed]

53. Kowalski, E.J.; Li, L. Toll-interacting protein in resolving and non-resolving inflammation. Front. Immunol. 2017, 8, 511. [CrossRef] [PubMed]

54. Wang, S.; Clarke, P.A.; Davis, R.; Murumi, S.; Kwabi-Addo, B. Sex steroid-induced DNA methylation changes and inflammation response in prostate cancer. Cytokine 2016, 86, 110–118. [CrossRef]

55. Don-Doncow, N.; Marginean, F.; Coleman, I.; Nelson, P.S.; Ehrström, R.; Krzyzanowska, A.; Morrissey, C.; Hellsten, R.; Bjartell, A. Expression of STAT3 in prostate cancer metastases. Eur. Urol. 2017, 71, 313–316. [CrossRef]

56. Koh, C.M.; Bieberich, C.J.; Dang, C.V.; Nelson, W.G.; Vegnasubramanian, S.; De Marzo, A.M. MYC and prostate cancer. Genes Cancer 2010, 1, 617–628. [CrossRef]

57. Aryanakalyal, M.J.; Makinde, A.Y.; Gameiro, S.R.; Hodge, J.W.; Rivera-Solis, P.P.; Palayoor, S.T.; Ahmed, M.M.; Coleman, C.N. Defining molecular signature of pro-immunogenic radiotherapy targets in human prostate cancer cells. Radiat. Res. 2014, 182, 139–148. [CrossRef]

58. Johnson, I.R.; Parkinson-Lawrence, E.J.; Keegan, H.; Spillane, C.D.; Barry-O’Crowley, J.; Watson, W.R.; Selimidis, S.; Butler, L.M.; O’Leary, J.J.; Brooks, D.A. Endosomal gene expression: A new indicator for prostate cancer patient prognosis? Oncotarget 2015, 6, 37919. [CrossRef]

59. Wang, G.; Wang, J.; Sadar, M.D. Crosstalk between the androgen receptor and β-catenin in castrate-resistant prostate cancer. Cancer Res. 2008, 68, 9918–9927. [CrossRef]

60. Jeter, C.R.; Liu, B.; Lu, Y.; Chao, H.-P.; Zhang, D.; Liu, X.; Chen, X.; Li, Q.; Rycaj, K.; Calhoun-Davis, T. NANOG reprograms prostate cancer cells to castration resistance via dynamically repressing and engaging the AR/FOXA1 signaling axis. Cell Discov. 2016, 2, 1–19. [CrossRef]

61. Gilson, M.K.; Liu, T.; Baitaluk, M.; Nicola, G.; Hwang, L.; Chong, J. BindingDB in 2015: A public database for medicinal chemistry, computational chemistry and systems pharmacology. Nucleic Acids Res. 2016, 44, D1045–D1053. [CrossRef] [PubMed]

62. Stathias, V.; Turner, J.; Koleti, A.; Vidovic, D.; Cooper, D.; Fazel-Najafabadi, M.; Pilarczyk, M.; Terryn, R.; Chung, C.; Umeano, A.; et al. LINCS Data Portal 2.0: Next generation access point for perturbation-response signatures. Nucleic Acids Res. 2019, 48, D431–D439. [CrossRef] [PubMed]

63. Chiba, K.; Akakura, K. Pros and cons of active surveillance for low-risk prostate cancer. Gan Kagaku Ryoho. Cancer Chemother. 2011, 38, 2538–2541.

64. Paulson, D.F. Impact of radical prostatectomy in the management of clinically localized disease. J. Urol. 1994, 152, 1826–1830. [CrossRef]

65. Prasad, K.; Cole, W.; Kumar, B. Pros and cons of antioxidant use during radiation therapy. Cancer Treat. Rev. 2002, 28, 79–91. [CrossRef]

66. Yan, X.; Qi, M.; Li, P.; Zhan, Y.; Shao, H. Apigenin in cancer therapy: Anti-cancer effects and mechanisms of action. Cell Biosci. 2017, 7, 1–16. [CrossRef]

67. Salehi, B.; Venditti, A.; Sharifi-Rad, M.; Kregiel, D.; Sharifi-Rad, J.; Durazzo, A.; Lucarini, M.; Santini, A.; Souto, E.B.; Novellino, E. The therapeutic potential of apigenin. Int. J. Mol. Sci. 2019, 20, 1305. [CrossRef]

68. Kaapu, K.J.; Murtola, T.J.; Talala, K.; Taari, K.; Tammela, T.L.; Auvinen, A. Digoxin and prostate cancer survival in the Finnish Randomized Study of Screening for Prostate Cancer. Br. J. Cancer 2016, 115, 1289–1295. [CrossRef]

69. Sheikhzade, M.; Akbari, A.; Karkhanesh, R.; Ghassemi, F.; Sadeghi, A.; Kavakani, S.; Mobini, G.R.; Mohembbi, M.; Heidari, M. Digoxin Inhibits Retinoblastoma through Suppressing a Non-canonical TGFβ Signaling Pathway. Br. J. Med. Med Res. 2016, 15, 1–10. [CrossRef]

70. Wright, C.; Iyer, A.K.V.; Kaushik, V.; Azad, N. Anti-tumorigenic potential of a novel orlistat-AICAR combination in prostate cancer cells. J. Cell. Biochem. 2017, 118, 3834–3845. [CrossRef]

71. Yeh, S-J.; Lin, C.-Y.; Li, C.-W.; Chen, B.-S. Systems Biology Approaches to Investigate Genetic and Epigenetic Molecular Progression Mechanisms for Identifying Gene Expression Signatures in Papillary Thyroid Cancer. Int. J. Mol. Sci. 2019, 20, 2536. [CrossRef] [PubMed]

72. Salwinski, L.; Miller, C.S.; Smith, A.J.; Pettit, F.K.; Bowie, J.U.; Eisenberg, D. The database of interacting proteins: 2004 update. Nucleic Acids Res. 2004, 32, D449–D451. [CrossRef] [PubMed]

73. Orchard, S.; Ammar, M.; Aranda, B.; Breuza, L.; Briganti, L.; Broaches-Carter, F.; Campbell, N.H.; Chavali, G.; Chen, C.; Del-Toro, N. The MIntAct project—IntAct as a common curation platform for 11 molecular interaction databases. Nucleic Acids Res. 2014, 42, D358–D363. [CrossRef] [PubMed]

74. Chatr-Aryamontri, A.; Breitkreutz, B.-J.; Oughtred, R.; Boucher, L.; Heinicke, S.; Chen, D.; Stark, C.; Breitkreutz, A.; Kolas, N.; O’Donnell, L. The BioGRID interaction database: 2015 update. Nucleic Acids Res. 2015, 43, D470–D478. [CrossRef] [PubMed]
75. Licata, L.; Briganti, L.; Peluso, D.; Perfetto, L.; Iannuccelli, M.; Galeota, E.; Sacco, F.; Palma, A.; Nardozza, A.P.; Santonico, E. MINT, the molecular interaction database: 2012 update. *Nucleic Acids Res.* 2012, 40, D857–D861. [CrossRef]  
76. Bovolenta, L.A.; Acencio, M.L.; Lemke, N. HTRIdb: An open-access database for experimentally verified human transcriptional regulation interactions. *Nat. Précéd.* 2012, 13, 1–10.  
77. Zheng, G.; Tu, K.; Yang, Q.; Xiong, Y.; Wei, C.; Xie, L.; Zhu, Y.; Li, Y. ITFP: An integrated platform of mammalian transcription factors. *Bioinformatics* 2008, 24, 2416–2417. [CrossRef]  
78. Wingender, E. The TRANSFAC project as an example of framework technology that supports the analysis of genomic regulation. *Brief. Bioinform.* 2008, 9, 326–332. [CrossRef]  
79. Friard, O.; Re, A.; Taverna, D.; De Bortoli, M.; Corá, D. CircuitsDB: A database of mixed microRNA/transcription factor feed-forward regulatory circuits in human and mouse. *BMC Bioinform.* 2010, 11, 1–10. [CrossRef]  
80. Agarwal, V.; Bell, G.W.; Nam, J.-W.; Bartel, D.P. Predicting effective microRNA target sites in mammalian mRNAs. *eLife* 2015, 4, e05005. [CrossRef]  
81. Li, J.-H.; Liu, S.; Zhou, H.; Qu, L.-H.; Yang, J.-H. starBase v2.0: Decoding miRNA-ceRNA, miRNA-ncRNA and protein–RNA interaction networks from large-scale CLIP-Seq data. *Nucleic Acids Res.* 2014, 42, D92–D97. [CrossRef] [PubMed]  
82. Chen, B.-S.; Wu, C.-C. Systems biology as an integrated platform for bioinformatics, systems synthetic biology, and systems metabolic engineering. *Cells* 2013, 2, 635–688. [CrossRef] [PubMed]  
83. Sakamoto, Y.; Ishiguro, M.; Kitagawa, G. *Akaike Information Criterion Statistics*; D. Reidel: Dordrecht, the Netherlands, 1986; Volume 81, p. 26853.  
84. Dong, J.; Yao, Z.-J.; Zhang, L.; Luo, F.; Lin, Q.; Lu, A.-P.; Chen, A.F.; Cao, D.-S. PyBioMed: A python library for various molecular representations of chemicals, proteins and DNAs and their interactions. *J. Cheminform.* 2018, 10, 1–11. [CrossRef] [PubMed]  
85. Ringnér, M. What is principal component analysis? *Nat. Biotechnol.* 2008, 26, 303–304. [CrossRef] [PubMed]  
86. Hecht-Nielsen, R. Theory of the backpropagation neural network. In *Neural Networks for Perception*; Elsevier: Amsterdam, the Netherlands, 1992; pp. 65–93.