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1 Introduction

The paper aims to give spectral data characterization for the Sturm-Liouville operator on a geometrical graph. Differential operators on graphs, also called quantum graphs, are used for modeling wave propagation in structures, consisting of thin tubes, strings, beams, etc. Such models appear in organic chemistry, mechanics, nanotechnology, theory of waveguides and other applications (see [1–7] and references therein).

Inverse spectral problems, that consist in recovering differential operators on graphs from their spectral characteristics, have been studied by many scholars (see [8–32]). The results of those studies generalize the classical results of inverse problem theory for ordinary differential operators on intervals (see the monographs [33–36]). The majority of the papers on inverse problems for quantum graphs concern the second-order (also called Sturm-Liouville or Schrödinger) differential operators. On the one hand, such operators are easier for investigation, on the other hand, they are natural for applications.

For quantum graphs, there are three types of inverse problems, that consist in reconstruction of the following characteristics:

1. Coefficients of differential expressions (e.g., Sturm-Liouville potentials) on the graph edges (see [8][11][12][14][16][18][20][23][27][32]).
2. Graph structure (see [10][13][22][24]).
3. Boundary conditions (see [9][25][26]).

In this paper, we focus on a problem of the first type. For recovering coefficients of differential expressions on graphs, two constructive methods made the most significant impact. The first of them is the BC-method, developed by Belishev and his successors (see [12][16][20][24]). That method allowed them to solve inverse problems on arbitrary trees (graphs without cycles) and recover not only operator coefficients, but also a graph structure. The second approach is based on the method of spectral mappings (see [15][21][27][30]). Relying on that method, Yurko and other mathematicians have solved inverse spectral problems for differential operators on
arbitrary compact graphs (see [29]) and inverse spectral-scattering problems on noncompact graphs (see [27],[29]). There were also attempts to apply the methods of Marchenko (see [33],[37]) to inverse scattering problems for special types of graphs with infinite rays (see [11],[17],[31],[32]). Nevertheless, although there is a significant number of studies on inverse problems for differential operators on graphs, they concern only uniqueness theorems and constructive algorithms for solution. The question of spectral data characterization remained open even for the following operator on the simplest star-shaped graph.

In this paper, we consider the geometrical graph $G$ with the vertices $\{v_j\}_{j=1}^m$ and the edges $\{e_j\}_{j=1}^m$. Every edge $e_j$ connects the vertices $v_0$ and $v_j$, $j = \overline{1,m}$, i.e. $v_0$ is the internal vertex, and $\{v_j\}_{j=1}^m$ are the boundary vertices. For $j = \overline{1,m}$, we associate with the edge $e_j$ the interval $[0, \pi]$ and a parameter $x_j \in [0, \pi]$, so that $x_j = 0$ corresponds to the boundary vertex $v_j$ and $x_j = \pi$ corresponds to the internal vertex $v_0$.

Consider the system of the Sturm-Liouville equations on the star-shaped graph $G$:

$$\ell_j y_j := -y''_j(x_j) + q_j(x_j)y_j(x_j) = \lambda y_j(x_j), \quad x_j \in (0, \pi), \quad j = \overline{1,m},$$

(1.1)

with the Dirichlet conditions at the boundary vertices

$$y_j(0) = 0, \quad j = \overline{1,m},$$

(1.2)

and the following matching conditions at the internal vertex

$$y_1(\pi) = y_j(\pi), \quad j = \overline{1,m}, \quad \sum_{j=1}^m (y'_j(\pi) - h y_j(\pi)) = 0.$$  

(1.3)

Here $q_j$, $j = \overline{1,m}$, are real-valued functions from $L_2(0,\pi)$, called the potentials, and $h \in \mathbb{R}$. Introduce the spaces

$$L_2(G) := \{y = [y_j]_{j=1}^m : y_j \in L_2(0,\pi), \ j = \overline{1,m}\},$$

$$W_2^2(G) := \{y = [y_j]_{j=1}^m : y_j, y'_j \in AC[0,\pi], \ y''_j \in L_2(0,\pi), \ j = \overline{1,m}\}.$$  

The boundary value problem (1.1)-(1.3) defines the self-adjoint operator $\mathcal{L}$ in $L_2(G)$, acting by the rule $\mathcal{L}y = [\ell_j y_j]_{j=1}^m$ and having the domain

$$\mathcal{D}(\mathcal{L}) := \{y \in W_2^2(G) : y \text{ satisfies (1.2), (1.3)}\}.$$  

It is well-known that the operator $\mathcal{L}$ has a purely discrete spectrum, consisting of real eigenvalues.

**Definition 1.1.** Let $\{\lambda_{nk}\}_{n \geq 1, k = \overline{1,m}}$ be the eigenvalues of $\mathcal{L}$, numbered in the nondecreasing order: $\lambda_{n_1,k_1} \leq \lambda_{n_2,k_2}$, if $(n_1, k_1) < (n_2, k_2)$, i.e. $n_1 < n_2$ or $n_1 = n_2$, $k_1 = k_2$. Multiple eigenvalues occur in the sequence $\{\lambda_{nk}\}_{n \geq 1, k = \overline{1,m}}$ several times, according to their multiplicities. It is convenient to number the eigenvalues by two indices $n$ and $k$ because of the asymptotic formulas (2.4).

**Definition 1.2.** For $k = \overline{1,m}$, we introduce the vector function $\Phi_k(x, \lambda) = [\phi_{kj}(x, \lambda)]_{j=1}^m$, satisfying equations (1.1) for $x_j = x$, $j = \overline{1,m}$, the matching conditions (1.3) and the following boundary conditions:

$$\phi_{kk}(0, \lambda) = 1, \quad \phi_{kj}(0, \lambda) = 0, \quad k, j = \overline{1,m}, \ k \neq j.$$  

Let $\Phi(x, \lambda) = [\phi_{kj}(x, \lambda)]_{k,j=1}^m$ be the matrix with the columns $\Phi_k(x, \lambda)$. The matrix function $M(\lambda) := \Phi(0, \lambda)$ is called the Weyl matrix of the boundary value problem (1.1)-(1.3).
Weyl matrices and Weyl functions are natural spectral characteristics for recovering differential operators of various types (see, e.g., [14, 21, 28, 29, 33, 36, 38]).

The matrix functions $\Phi(x, \lambda)$ and $M(\lambda)$ are meromorphic in the $\lambda$-plane. All their poles are simple and coincide with the the eigenvalues $\{\lambda_{nk}\}_{n \geq 1, k=1, m}$ (see [38, 39]). Thus, we define the weight matrices

$$\alpha_{nk} := \text{Res}_{\lambda = \lambda_{nk}} M(\lambda), \quad n \geq 1, \quad k = 1, m. \quad (1.4)$$

The collection $S := \{\lambda_{nk}, \alpha_{nk}\}_{n \geq 1, k=1, m}$ is called the spectral data of $L$. This paper is devoted to the following inverse spectral problem.

**Inverse Problem 1.3.** Given the spectral data $S$, construct the potentials $\{q_j\}_{j=1}^m$ and the coefficient $h$.

The uniqueness of Inverse Problem 1.3 solution follows, in particular, from the results of [14, 15, 38, 40]. In the papers [15, 21, 40], a constructive solution of this inverse problem has been developed, based on the method of spectral mappings [36].

In this paper, we obtain necessary and sufficient conditions of solvability for Inverse Problem 1.3. In other words, we provide spectral data characterization for the Sturm-Liouville operator $L$ on the star-shaped graph. Moreover, local solvability and stability of Inverse Problem 1.3 are proved.

The question of necessary and sufficient is the most important issue of inverse problem theory and usually is the most complicated one. For differential operators on graphs, this question has not been solved before. Complicated structural properties and the behavior of the spectrum cause significant difficulties in spectral data characterization for quantum graphs. Some results in this directions were obtained by Pivovarchik [8, 18]. However, for reconstruction of the operator, Pivovarchik used spectra corresponding to separate edges of the graph but not to the whole graph. Local solvability means that the solution of inverse problem still exists under a sufficiently small perturbation of the spectral data. Local solvability is closely related with stability, which is essential for justification of numerical methods for solving inverse problems.

Our approach is based on representation of the boundary value problem (1.1)-(1.3) in the equivalent matrix form:

$$-Y''(x) + Q(x)Y(x) = \lambda Y(x), \quad x \in (0, \pi), \quad Y(0) = 0, \quad V(Y) := T(Y'(0) - HY(0)) - T^\perp Y(0) = 0, \quad (1.5) \quad (1.6)$$

where $Y(x) = [y_j(x)]_{j=1}^m$ is a vector function, $Q(x) = \text{diag}\{q_j(x)\}_{j=1}^m$ is the diagonal matrix, and

$$T = [T_{jk}]_{j,k=1}^m, \quad T_{jk} = \frac{1}{m}, \quad j, k = 1, m, \quad T^\perp = I - T, \quad H = hT. \quad (1.7)$$

The symbol $I$ denotes the $m \times m$ unit matrix. We denote the problem (1.5)-(1.6) by $L = L(Q(x), T, H)$.

In addition, we study the problem $L(Q(x), T, H)$ in the general form, where

- $Q(x)$ is an arbitrary Hermitian matrix function with the elements from $L_2(0, \pi)$;
- $T$ is an arbitrary orthogonal projector, $1 \leq \text{rank}(T) \leq m - 1$, $T^\perp = I - T$;
- $H$ is a Hermitian matrix, such that $H = THT$.

The case, when $Q(x)$ is diagonal and (1.7) is fulfilled, is called the graph case.

Note that the condition $V(Y) = 0$ turns into the Dirichlet condition $Y(\pi) = 0$ in the case $T = 0$ and into the Robin condition $Y'(\pi) - HY(\pi) = 0$ in the case $T = I$. In the latter two
degenerated cases, our main results remain valid, but the proofs require technical modifications. Therefore we suppose that $1 \leq \text{rank}(T) \leq m - 1$.

For the problem $L$ in the general case, we define the Weyl solution $\Phi(x, \lambda)$ as the matrix solution of equation (1.5), satisfying the conditions $\Phi(0, \lambda) = I$, $V(\Phi) = 0$, and the Weyl matrix as follows: $M(0, \lambda) = \Phi'(0, \lambda)$. Clearly, these definitions generalize Definition 1.2 for the graph case.

The weight matrices in the general case are defined by the formula (1.3). Along with Inverse Problem 1.3 we investigate the following general matrix inverse problem.

**Inverse Problem 1.4.** Given the spectral data $S$, find $Q(x)$, $T$ and $H$.

The most complete investigation of inverse problems has been carried out for the matrix Sturm-Liouville equation (1.5) with the Dirichlet boundary conditions $Y(0) = Y(\pi) = 0$ and the Robin boundary conditions $Y'(0) - H_1Y(0) = 0$, $Y'(\pi) + H_2Y(\pi) = 0$ instead of (1.6). Here $H_1$ and $H_2$ are $m \times m$ matrices. In [11–44], spectral data characterization has been provided for those matrix Sturm-Liouville operators. Nevertheless, operators with general self-adjoint boundary conditions appeared to be more difficult for investigation. There are only uniqueness results for recovering the matrix Sturm-Liouville operator with the both boundary conditions in the form similar to $V(Y) = 0$ from spectral characteristics (see [38]). In the recent study [40], a constructive method for solving Inverse Problem 1.3 has been developed. We also mention that the inverse scattering problem for the matrix Sturm-Liouville operator on the half-line with the Dirichlet boundary condition at $x = 0$ was solved in [37]. Harmer [11] generalized the results of [37] to the case of general self-adjoint boundary condition analogous to $V(Y) = 0$. In addition, Harmer [11] studied the inverse scattering problem for the Sturm-Liouville operator on the star-shaped graphs with infinite rays. However, the operators considered in [11,37] have a finite number of eigenvalues, so the difficulties related to spectral data asymptotics do not arise. Therefore inverse scattering problems for matrix Sturm-Liouville operators on infinite domains appear to be easier for investigation than inverse spectral problems on a finite interval.

In this paper, we obtain necessary and sufficient conditions of solvability for Inverse Problem 1.4 for the general matrix case and, in parallel, for Inverse Problem 1.3 for the Sturm-Liouville operator on the graph. Furthermore, local solvability and stability are proved for the both problems. Note that our necessary and sufficient conditions (Proposition 3.2, Theorems 3.3 and 3.4) generalize [36, Theorem 1.6.2] for the scalar Sturm-Liouville operator on a finite interval. Similarly, local solvability and stability Theorems 7.1 and 7.3 generalize [36, Theorem 1.6.4]. However, these generalizations are far from being trivial. The main difficulty in our research is caused by complicated behavior of the spectrum. The spectrum of the problem $L$ can contain an infinite number of groups of multiple and/or asymptotically multiple eigenvalues, that influences the structure of the weight matrices. In order to overcome this difficulty, we group the eigenvalues by asymptotics and investigate the sums of the weight matrices, corresponding to each group.

Our analysis relies on the basic ideas of the method of spectral mappings (see [36]). A crucial step of this method is contour integration in the complex plane of the spectral parameter. As a result, a nonlinear inverse problem is reduced to a linear equation in a Banach space. Investigation of matrix Sturm-Liouville operators requires essential development of this method. We construct a special Banach space of infinite matrix sequences, by relying on our eigenvalue grouping, and then investigate solvability of the main equation in that Banach space.

The paper is organized as follows. Section 2 contains preliminaries. We provide asymptotic formulas for the eigenvalues $\{\lambda_{nk}\}$ and for the weight matrices $\{\alpha_{nk}\}$. Then Inverse Problem 1.4 is reduced to the so-called main equation in an appropriate Banach space. In Section 3, we formulate necessary and sufficient conditions of solvability for Inverse Problems 1.3 and 1.4. The
proofs are provided in the next three sections. In Section 4, auxiliary asymptotics and estimates are obtained. In Section 5, we investigate solvability of the main equation. In Section 6, using the solution of the main equation, we construct the operator and show that its spectral data coincide with the initially given numbers. In Section 7, local solvability and stability theorems are provided.

2 Preliminaries

The goal of this section is to provide preliminary results from [39][40][45]. In particular, Propositions 2.1 and 2.3 give asymptotic formulas for the eigenvalues and the weight matrices, respectively. Further the special Banach space $B$ of infinite matrix sequences is constructed, and Inverse Problem 1.4 is reduced to the main equation (2.12) in $B$. In the construction of $B$, an important role is played by the grouping $\{G_k\}_{k \geq 1}$ of the square roots of the eigenvalues.

First of all, we introduce the notations.

- The prime denotes differentiation by $x$ in expressions similar to $Y'(x, \lambda)$.
- The symbol $\dagger$ denotes the conjugate transpose, i.e. for a matrix $A = [a_{jk}]_{j,k=1}^m$ we have $A^\dagger = [\bar{a}_{kj}]_{j,k=1}^m$.
- The spaces of complex-valued $m$-vectors and $m \times m$ matrices are denoted by $\mathbb{C}^m$ and $\mathbb{C}^{m \times m}$, respectively. In these spaces, we use the Euclidean vector norm and the induced matrix norm: $\|A\| = \sqrt{\lambda_{\text{max}}(A^\dagger A)}$, where $\lambda_{\text{max}}$ is the maximal eigenvalue.
- For any interval $I \subset \mathbb{R}$, we denote by $L_2(I; \mathbb{C}^m)$ and $L_2(I; \mathbb{C}^{m \times m})$ the spaces of $m$-vector functions and $m \times m$ matrix functions, respectively, having elements from $L_2(I)$. For example, $Q \in L_2((0, \pi); \mathbb{C}^{m \times m})$.
- The scalar product and the norm in the Hilbert space $L_2(I; \mathbb{C}^{m \times m})$ are defined as follows:
  $$(Y, Z) = \int_I Y'(x)Z(x) \, dx, \quad \|Y\| = \sqrt{(Y, Y)}, \quad Y = [y_j(x)]_{j=1}^m, \quad Z = [z_j(x)]_{j=1}^m.$$
- In $L_2(I; \mathbb{C}^{m \times m})$, the following norm is used:
  $$\|A\|_{L_2} = \max_{1 \leq j,k \leq m} \left( \int_I |a_{jk}(x)|^2 \right)^{1/2}, \quad A(x) = [a_{jk}(x)]_{j,k=1}^m.$$
- The matrix Wronskian is denoted by $\langle Y(x), Z(x) \rangle := Y(x)Z'(x) - Y'(x)Z(x)$, where $Y$ and $Z$ are $m \times m$ matrix functions.
- In estimates, we use the same symbol $C$ for various constants, independent of $x$, $\lambda$, $n$, etc.
- The notation $\{K_n\}$ is used for various matrix sequences, such that $\{\|K_n\|\} \in l_2$.
- $\lambda = \rho^2$, $\tau := \text{Im} \rho$. 
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Below we suppose that the problem \( L = L(Q(x), T, H) \) is of the general form, unless the opposite is stated. Denote \( p := \text{rank}(T) \), then \( \text{rank}(T^\perp) = m - p \). In the general case, \( 1 \leq p \leq m - 1 \). In the graph case, we have \( p = 1 \) according to 1.7.

Denote

\[
\Omega := \frac{1}{2} \int_0^{\pi} Q(x) \, dx,
\]

\[
P_1(z) := z^{p-m} \det(IZ - (\Omega - H)T), \quad P_2(z) := z^{-p} \det(IZ - T^\perp HT^\perp).
\] (2.1)

One can easily show that \( P_1(z) \) and \( P_2(z) \) are polynomials of degrees \( p \) and \((m - p)\), respectively, whose roots are real. Denote the roots of \( P_1(z) \) by \( \{z_k\}_{k=1}^p \) and the roots of \( P_2(z) \) by \( \{z_k\}_{k=p+1}^m \), counting with the multiplicities and in the nondecreasing order: \( z_k \leq z_{k+1} \) for \( k = 1, m \setminus \{p\} \).

In the graph case, we have \( \Omega = \text{diag}\{\omega_j\}_{j=1}^m \), \( \omega_j := \frac{1}{2} \int_0^{\pi} q_j(x) \, dx \), \( j = 1, m \),

\[
z_1 = \frac{1}{m} \sum_{j=1}^m \omega_j - h,
\] (2.2)

and \( \{z_j\}_{j=2}^m \) are the roots of the polynomial \( P_2(z) \), which takes the form

\[
P_2(z) = \frac{1}{m} \frac{d}{dz} \left( \prod_{j=1}^m (z - \omega_j) \right).
\] (2.3)

Let \( \{\lambda_{nk}\}_{n \geq 1, k = 1, m} \) be the eigenvalues of \( L \), numbered according to Definition 1.1. Put \( \rho_{nk} := \sqrt[\lambda_{nk}], n \geq 1, k = 1, m \). The following proposition gives the asymptotic formulas for the eigenvalues.

**Proposition 2.1.** The following relations hold

\[
\rho_{nk} = n - \frac{1}{2} + \frac{z_k}{\pi n} + \frac{\rho_{nk}}{n}, \quad k = 1, p,
\]

\[
\rho_{nk} = n + \frac{z_k}{\pi n} + \frac{\rho_{nk}}{n}, \quad k = p + 1, m,
\] (2.4)

where \( n \geq 1 \), \( \{\rho_{nk}\} \in l_2 \).

Proposition 2.1 has been proved in [45] for the general case and in [46] for the graph case.

In order to provide asymptotic formulas for the weight matrices \( \{\alpha_{nk}\}_{n \in \mathbb{N}, k = 1, m} \), we need some additional notations.

**Definition 2.2.** Consider in the sequence \( \{\lambda_{nk}\}_{n \geq 1, k = 1, m} \) any group of multiple eigenvalues \( \lambda_{n_1,k_1} = \lambda_{n_2,k_2} = \cdots = \lambda_{n_r,k_r} \), \( (n_j, k_j) < (n_{j+1}, k_{j+1}) \), \( j = 1, r - 1 \), maximal by inclusion. Obviously, we have \( \alpha_{n_1,k_1} = \alpha_{n_2,k_2} = \cdots = \alpha_{n_r,k_r} \). Define \( \alpha'_{n_1,k_1} := \alpha_{n_1,k_1} \) and \( \alpha'_{n_j,k_j} := 0 \) for \( j = 2, r \). Defining the matrices \( \alpha'_{nk} \) for every group of multiple eigenvalues in such a way, we get the sequence \( \{\alpha'_{nk}\}_{n \geq 1, k = 1, m} \).

Introduce the sums

\[
\alpha_n^{(I)} = \sum_{k=1}^p \alpha'_{nk}, \quad \alpha_n^{(II)} = \sum_{k=p+1}^m \alpha'_{nk},
\]

\[
\alpha_n^{(s)} = \sum_{k=1}^p \alpha'_{nk}, \quad s = 1, p,
\]

\[
\alpha_n^{(s)} = \sum_{k=p+1}^m \alpha'_{nk}, \quad s = p + 1, m.
\]
Proposition 2.3. The following relations hold

\[
\begin{align*}
\alpha_n^I &= \frac{2(n^2+1/2)^2}{\pi^2} \left( T + \frac{\mathbb{K}_n}{n} \right), \quad \alpha_n^{II} = \frac{2n^2}{\pi} \left( T^\perp + \frac{\mathbb{K}_n}{n} \right), \\
\alpha_n^{(s)} &= \frac{2n^2}{\pi} (A^{(s)} + \mathbb{K}_n), \quad s = 1, m, \\
\end{align*}
\]

where

\[
T_s = [T_{s,jk}]_{j,k=1}^m, \quad T_{s,jk} = \begin{cases} 
1, & j = k, \quad z_j = z_s, \quad j, s \leq p \quad \text{or} \quad j, s > p, \\
0, & \text{otherwise},
\end{cases}
\]

and \( U \) is a unitary matrix, such that

\[
U \Theta U^\dagger = \text{diag}\{z_k\}_{k=1}^m, \quad \Theta := T(\Omega - H)T + T^\dagger \Omega T^\perp.
\]

The matrices \( \{A^{(s)}\}_{s=1}^m \) do not depend on the choice of \( U \).

In the graph case, the following relations hold

\[
A^{(1)} = T, \quad A^{(s)} = \frac{1}{m} \text{Res}_{z=zs} A(z) \frac{1}{P_2(z)}, \quad s = 2, m, 
\]

\[
A(z) = [a_{jk}]_{j,k=1}^m, \quad a_{jj}(z) = \frac{d}{dz} \left( \prod_{s=1}^m (z - \omega_s) \right), \quad a_{jk} = - \prod_{s=1}^m (z - \omega_s), \quad j \neq k.
\]

Proposition 2.3 has been proved in [45] for the general case and in [39] for the graph case.

Further we need the main equation of Inverse Problem 1.4 derived in [40]. Consider a model problem \( \hat{L} = L(\hat{Q}(x), \hat{T}, \hat{H}) \) of the same form as \( L \), but with different coefficients. We agree that, if a certain symbol \( \gamma \) denotes an object related to \( L \), the symbol \( \hat{\gamma} \) with tilde denotes the analogous object related to \( \hat{L} \). Let \( \hat{L} \) be such that \( \hat{T} = T \) and \( \hat{\Theta} = \Theta \). In particular, one can put \( \hat{Q}(x) := \frac{2}{\pi} \Theta, \hat{T} := T, \hat{H} = 0 \). A detailed algorithm for constructing the problem \( \hat{L} \) by using the spectral data is provided in [40].

In the graph case, it is convenient to choose the model problem \( \hat{L} \) with the diagonal potential matrix. Suppose that we know the mean values \( \{\omega_j\}_{j=1}^m \). Then we put

\[
\hat{Q}(x) := \frac{2}{\pi} \Omega, \quad \hat{T} := T, \quad \hat{H} := \hat{h}T, \quad \hat{h} = \frac{1}{m} \sum_{j=1}^m \omega_j - z_1.
\]

Denote by \( S(x, \lambda) \) the \( m \times m \) matrix solution of equation (1.5), satisfying the initial conditions \( S(0, \lambda) = 0, S'(0, \lambda) = I \). Define

\[
D(x, \lambda, \mu) := \frac{\langle S^I(x, \lambda), S(x, \mu) \rangle}{\lambda - \mu}.
\]

Without loss of generality, we can assume that \( \lambda_{nk} \geq 0 \) and \( \hat{\lambda}_{nk} \geq 0 \) for all \( n \in \mathbb{N}, \ k = \frac{1}{m}, m \). One can easily achieve these conditions by a shift of the spectrum: \( \lambda \mapsto \lambda + C, \ Q(x) \mapsto Q(x) + CI \), where \( C \) is a constant. Introduce the notations:

\[
\lambda_{nk0} = \lambda_{nk}, \quad \lambda_{nk1} = \hat{\lambda}_{nk}, \quad \rho_{nk0} = \rho_{nk}, \quad \rho_{nk1} = \hat{\rho}_{nk},
\]
\[
\alpha_{nk0} = \alpha_{nk}, \quad \alpha_{nk1} = \alpha_{nk}, \quad \alpha'_{nk0} = \alpha'_{nk}, \quad \alpha'_{nk1} = \alpha'_{nk}; \quad S_{nks}(x) = S(x, \lambda_{nks}), \quad \tilde{S}_{nks}(x) = \tilde{S}(x, \lambda_{nks}), \quad n \geq 1, \ k = 1, m, \ s = 0, 1.
\]

We group the square roots \(\{\rho_{nks}\}_{n \geq 1, k = 1, m, s = 0, 1}\) of the eigenvalues into the collections:

\[
G_1 := \{\rho_{nks}\}_{n = 1, \rho_0, k = 1, m, s = 0, 1}; \quad G_{2j} := \{\rho_{n0+j,ks}\}_{k = 1, p, s = 0, 1}; \quad G_{2j+1} := \{\rho_{n0+j,ks}\}_{k = p+1, m, s = 0, 1}; \quad (2.10)
\]

for \(j \geq 1\). Each collection \(G_n\) is a multiset, i.e. it can contain multiple values. In view of the asymptotics (2.4), one can choose \(n_0 \geq 1\), such that \(G_n \cap G_k = \emptyset\) for all \(n \neq k\).

For any finite multiset \(\mathcal{G}\) of complex numbers, we define the finite-dimensional space \(B(\mathcal{G})\). The space \(B(\mathcal{G})\) consists of all the matrix functions \(f : \mathcal{G} \to \mathbb{C}^{m \times m}\) with the property: if \(\rho, \theta \in \mathcal{G}\) and \(\rho = \theta\), then \(f(\rho) = f(\theta)\). The norm in \(B(\mathcal{G})\) is defined as follows:

\[
\|f\|_{B(\mathcal{G})} = \max \left\{ \max_{\rho \in \emptyset} \|f(\rho)\|, \max_{\rho \neq \theta} \|\rho - \theta\|^{-1}\|f(\rho) - f(\theta)\| \right\}.
\]

Define the Banach space \(B\) of infinite sequences:

\[
B = \{f = \{f_n\}_{n \geq 1} : f_n \in B(G_n), \ n \geq 1, \ \|f\|_B < \infty\}, \quad \|f\|_B := \sup_{n \geq 1} \|f_n\|_{B(G_n)}\). \quad (2.11)
\]

One can easily show, that the following sequence \(\psi(x)\) belongs to \(B\) for each fixed \(x \in [0, \pi]\):

\[
\psi(x) = \{\psi_n(x)\}_{n \geq 1}, \quad \psi_n(x)(\rho) = S(x, \rho^2), \quad \rho \in G_n, \quad n \geq 1.
\]

Analogously \(\tilde{\psi}(x) \in B\) is defined, by changing \(S(x, \rho^2)\) to \(\tilde{S}(x, \rho^2)\).

For each fixed \(x \in [0, \pi]\), we also define the linear operator \(R(x) : B \to B\), acting on any element \(f = \{f_n\}_{n \geq 1}\) of \(B\) as follows:

\[
(f R(x))_n = \sum_{k=1}^{\infty} f_k R_{k,n}(x), \quad R_{k,n}(x) : B(G_k) \to B(G_n),
\]

\[
(f_k R_{k,n}(x))(\rho) = \sum_{(l,j) : \rho_j \in G_k, \rho_l \in G_k} (f_k(\rho_{j0}) \alpha'_{ij0} D(x, \rho_{j0}^2, \rho^2) - f_k(\rho_{l0}) \alpha'_{ij1} D(x, \rho_{l1}^2, \rho^2)), \quad \rho \in G_n.
\]

In the latter expressions, the operators are put to the right of their operands to emphasize that the matrices are multiplied in this order. Similarly, the operator \(\tilde{R}(x)\) is defined, by changing \(S, D\) to \(\tilde{S}, \tilde{D}\). The operators \(R(x)\) and \(\tilde{R}(x)\) are compact on \(B\). Furthermore, the following main equation is satisfied for each fixed \(x \in [0, \pi]\):

\[
\tilde{\psi}(x) = \psi(x)(\mathcal{I} + \tilde{R}(x)), \quad (2.12)
\]

where \(\mathcal{I}\) is the identity operator in \(B\). The main equation (2.12) can be used for constructive solution of Inverse Problems [13] and [14] (see [10] for details).

We call an element \(f = \{f_n\}_{n \geq 1} \in B\) diagonal, if for every \(n \geq 1\), all the values of the matrix function \(f_n : G_n \to \mathbb{C}^{m \times m}\) are diagonal matrices. In the graph case, the matrix function \(S(x, \lambda)\) is diagonal, so the element \(\psi(x) \in B\) is diagonal for all \(x \in [0, \pi]\).
3 Spectral Data Characterization

In this section, we formulate necessary and sufficient conditions of solvability for Inverse Problems 1.3 and 1.4.

Let SD be the class of all the data in the form \( \{ \lambda_{nk}, \alpha_{nk} \}_{n \geq 1, k = 1, m} \), such that:

1. \( \lambda_{nk} \) are real numbers, \( \alpha_{nk} \) are Hermitian, nonnegative definite matrices: \( \alpha_{nk} = \alpha_{nk}^\dagger \geq 0 \) for all \( n \geq 1, k = 1, m \);

2. if \( \lambda_{n_1,k_1} = \lambda_{n_2,k_2} \), then \( \alpha_{n_1,k_1} = \alpha_{n_2,k_2} \). Moreover, \( \text{rank} (\alpha_{nk}) \) equals the multiplicity of the corresponding value \( \lambda_{nk} \) (i.e. the number of times that \( \lambda_{nk} \) occurs in the sequence).

**Definition 3.1.** Following Definition 2.2, consider any group of multiple eigenvalues \( \lambda_{n_1,k_1} = \lambda_{n_2,k_2} = \cdots = \lambda_{n_r,k_r} \) maximal by inclusion. We have \( \text{rank} (\alpha_{n_1,k_1}) = r \). In other words, \( \text{Ran} (\alpha_{n_1,k_1}) \) is an \( r \)-dimensional subspace in \( \mathbb{C}^m \). Choose in \( \text{Ran} (\alpha_{n_1,k_1}) \) an orthonormal basis \( \{ \mathcal{E}_{nk} \}_{j = 1, m} \). (This choice can be not unique). Thus, the sequence of normalized vectors \( \{ \mathcal{E}_{nk} \}_{n \geq 1, k = 1, m} \) is defined. Further we need the following sequence of vector functions

\[
\mathcal{F} := \left\{ \mathcal{E}_{nk} \sin (\rho_{nkt}) \right\}_{n \geq 1, k = 1, m}.
\]

The results of [39, 40, 45] yield the following necessary conditions on the spectral data.

**Proposition 3.2 (Necessity).** The spectral data \( \mathcal{S} := \{ \lambda_{nk}, \alpha_{nk} \}_{n \geq 1, k = 1, m} \) of the problem \( L \) in the general form fulfill the following conditions.

1. \( \mathcal{S} \in \text{SD} \).

2. (Asymptotics) The eigenvalues \( \{ \lambda_{nk} \}_{n \geq 1, k = 1, m} \) and the weight matrices \( \{ \alpha_{nk} \}_{n \geq 1, k = 1, m} \) satisfy the asymptotic relations (2.4) and (2.5), respectively, where \( \{ z_k \}_{k = 1}^m \) are the roots of the polynomials \( P_1(z) \) and \( P_2(z) \) defined by (2.1), and \( \{ A^{(s)} \}_{s=1}^m \) are the matrices defined in Proposition 2.3.

3. (Completeness) The sequence \( \mathcal{F} \) is complete in \( L_2((0, \pi); \mathbb{C}^m) \) for any choice of the vectors \( \{ \mathcal{E}_{nk} \}_{n \geq 1, k = 1, m} \) in Definition 3.1.

4. (Solvability) The main equation (2.12) is uniquely solvable for each \( x \in [0, \pi] \).

In the graph case, the solution of the main equation (2.12) is diagonal (Diagonality).

The main goal of this paper is to show that the conditions of Proposition 3.2 are not only necessary but also sufficient for solvability of Inverse Problems 1.3 and 1.4. The main results are formulated as follows.

**Theorem 3.3 (Sufficiency in the general case).** Let \( \mathcal{S} = \{ \lambda_{nk}, \alpha_{nk} \}_{n \geq 1, k = 1, m} \) be an arbitrary element of SD, satisfying the following conditions.

1. (Asymptotics) The values \( \{ \lambda_{nk} \}_{n \geq 1, k = 1, m} \) and the matrices \( \{ \alpha_{nk} \}_{n \geq 1, k = 1, m} \) satisfy the relations (2.4) and (2.5), respectively, where \( T \) is an orthogonal projector in \( \mathbb{C}^m \), \( p := \text{rank} (T) \in [1, m-1] \), \( T^\perp = I - T \), \( \{ z_k \}_{k = 1}^m \) are real numbers, \( z_k \leq z_{k+1} \) for \( k = 1, m - 1 \backslash \{ p \} \), \( \{ A^{(s)} \}_{s=1}^m \) are orthogonal projectors in \( \mathbb{C}^m \), having the following properties:

\[
\sum_{s=1}^p A^{(s)} = T, \quad \sum_{s=p+1}^m A^{(s)} = T^\perp,
\]
This section plays an auxiliary role. Here we obtain asymptotic formulas and estimates used in the further proofs.

Asymptotics but it follows from

Theorem 3.4 SD shaped graph. Note that, in Theorem 3.4, Solvability with Theorem 3.4 characterize spectral data for the Sturm-Liouville operator

for the matrix Sturm-Liouville problem (1.5)-(1.6) in the general form. Proposition 3.2 together with Proposition 3.3 and Theorem 3.4 characterize spectral data for the Sturm-Liouville operator L on the star-shaped graph. Note that, in Theorem 3.4, Solvability of the main equation is not required, but it follows from Asymptotics and Completeness.

Theorems 3.3 and 3.4 are proved in Sections 4-6.

4 Estimates

This section plays an auxiliary role. Here we obtain asymptotic formulas and estimates used in the further proofs.

Recall the notation \( \tau := \text{Im} \rho \). The matrix solution \( S(x, \lambda) \) has the following standard asymptotics as \( |\rho| \to \infty, \lambda = \rho^2 \):

\[
S(x, \lambda) = \frac{\sin \rho x}{\rho} I + O \left( \rho^{-2} \exp(|\tau|x) \right), \quad S'(x, \lambda) = \cos \rho x I + O \left( \rho^{-1} \exp(|\tau|x) \right).
\] (4.1)

Let \( \Psi(x, \lambda) \) be the matrix solution of (1.5) under the initial conditions \( \Psi(\pi, \lambda) = T, \quad \Psi'(\pi, \lambda) = T^\perp + H T \). Clearly, \( V(\Psi) = 0 \). The following asymptotic formulas are valid as \( |\rho| \to \infty \):

\[
\Psi(x, \lambda) = \left( \cos \rho (\pi - x) I + O \left( \rho^{-1} \exp(|\tau|((\pi - x)) \right) \right) T
\]
+ \left( \frac{\sin \rho (\pi - x)}{\rho} I + O \left( \rho^{-2} \exp(|\tau|((\pi - x))) \right) \right) T^\perp, \\
\Psi'(x, \lambda) = \left( \rho \sin \rho (\pi - x) I + O \left( \exp(|\tau|((\pi - x))) \right) \right) T \\
+ \left( \cos \rho (\pi - x) I + O \left( \rho^{-1} \exp(|\tau|((\pi - x))) \right) \right) T^\perp.

The Weyl solution can be expressed in the form

$$\Phi(x, \lambda) = \Psi(x, \lambda) \Psi^{-1}(0, \lambda).$$

For $|\rho| \to \infty$, $\rho \in G_\delta$, where

$$G_\delta := \{ \rho \in \mathbb{C} : |\rho - n| \geq \delta, |\rho - (n - \frac{1}{2})| \geq \delta \}, \quad \delta > 0,$$

we have

$$\Psi^{-1}(0, \lambda) = T \left( \frac{1}{\cos \rho \pi} I + O \left( \rho^{-1} \exp(-|\tau|\pi) \right) \right) - T^\perp \left( \frac{\rho}{\sin \rho \pi} + O \left( \exp(-|\tau|\pi) \right) \right).$$

Consequently, we obtain the asymptotic relations

$$\Phi(x, \lambda) = T \cos \rho \pi - \frac{\sin \rho (\pi - x)}{\cos \rho \pi} + T^\perp \sin \rho \pi + O \left( \rho^{-1} \exp(-|\tau|x) \right),$$

$$\Phi'(x, \lambda) = T \rho \cos \rho \pi - \frac{\rho \cos \rho (\pi - x)}{\sin \rho \pi} - T^\perp \rho \sin \rho \pi + O \left( \exp(-|\tau|x) \right),$$

for $|\rho| \to \infty$, $\rho \in G_\delta$.

Define the matrix function

$$E(x, \lambda, \nu) := \frac{\langle S^\dagger(x, \lambda), \Phi(x, \nu) \rangle}{\lambda - \nu}. \quad (4.4)$$

Using the asymptotic formulas (4.1), (4.2) and (4.3) together with the definitions (2.9) and (4.4), we obtain the estimates

$$\|D(x, \rho^2, \theta^2)\| \leq \frac{C \exp((|\text{Im } \rho| + |\text{Im } \theta|)x)}{(|\rho| + 1)(1 + |\rho - \theta| + 1)}, \quad \rho, \theta \in \mathbb{C},$$

$$\|E(x, \rho^2, \theta^2)\| \leq \frac{C \exp((|\text{Im } \rho| - |\text{Im } \theta|)x)}{(|\rho| + 1)(1 + |\rho - \theta| + 1)}, \quad \rho \in \mathbb{C}, \quad \theta \in G_\delta,$$

where $x \in [0, \pi]$, and $C$ is a positive constant independent of $x$, $\rho$ and $\theta$.

Along with the problem $L$, consider a problem $\tilde{L}$, such that

$$p = \tilde{p}, \quad T = \tilde{T}, \quad z_s = \tilde{z}_s, \quad A^{(s)} = \tilde{A}^{(s)}, \quad s = 1, m,$$

i.e. all the coefficients in the asymptotic formulas (2.4) and (2.5) for the problems $L$ and $\tilde{L}$ coincide.

Consider the collections $\{ G_k \}_{k \geq 1}$ defined by (2.10). Introduce the notations

$$n_1 := 0, \quad n_{2j} = n_0 + j - \frac{1}{2}, \quad n_{2j+1} = n_0 + j, \quad j \geq 1,$$

i.e. $n_k$ is the main part in the asymptotic relations (2.4) for the values from $G_k$. 

Denote by $r_1$ and $r_2$ the numbers of distinct values among $\{z_k\}_{k=1}^p$ and among $\{z_k\}_{k=p+1}^m$, respectively. Consider the index sets

$$\mathcal{J}_s := \begin{cases} 
\{k = 1, p: z_k = z_s\}, & s = 1, p, \\
\{k = p + 1, m: z_k = z_s\}, & s = p + 1, m.
\end{cases}$$

Denote all the distinct sets from $\{\mathcal{J}_s\}_{s=1}^p$ and $\{\mathcal{J}_s\}_{s=p+1}^m$ by $\{\mathcal{J}_s^{(1)}\}_{s=1}^{r_1}$ and $\{\mathcal{J}_s^{(2)}\}_{s=1}^{r_2}$, respectively. We divide every collection $G_k$ into subcollections as follows:

$$G_k = \bigcup_{i=1}^{p_k} G_{ki}, \quad p_1 := 1, \quad p_{2j} := r_1, \quad p_{2j+1} := r_2, \quad G_{11} := G_1, \quad G_{2j,i} := \{\rho_{n_0+j,ks}\}_{k \in j^{(1)}, s=0,1}, \quad G_{2j+1,i} := \{\rho_{n_0+j,ks}\}_{k \in j^{(2)}, s=0,1}.$$ 

In $n_0$ is sufficiently large, we have $G_{ki} \cap G_{kj} = \emptyset, i \neq j, k \geq 1$. For any collection $\mathcal{G}$, introduce the notations

$$\alpha(\mathcal{G}) = \sum_{(l,j): \rho_{lj} \in \mathcal{G}} \alpha'_{lj0}, \quad \tilde{\alpha}(\mathcal{G}) = \sum_{(l,j): \rho_{lj} \in \mathcal{G}} \alpha'_{lj1}.$$ 

In view of the asymptotics (2.24), (2.5) and the relation (3.7), we have

$$\Xi := \left( \sum_{k=1}^{\infty} (k\xi)^2 \right)^{1/2} < \infty, \quad (4.8)$$

$$\xi_k := \sum_{i=1}^{p_k} \sum_{\rho, \theta \in G_{ki}} |\rho - \theta| + \frac{1}{k^3} \sum_{i=1}^{p_k} \left\| \alpha(G_{ki}) - \tilde{\alpha}(G_{ki}) \right\| + \frac{1}{k^2} \left\| \alpha(G_k) - \tilde{\alpha}(G_k) \right\|. \quad (4.9)$$

Using the estimates (4.3) and (4.6) for $\tilde{D}$ and $\tilde{E}$, respectively, and the standard approach (see, e.g., [36, Lemma 1.6.2]), based on Schwarz’s lemma, we obtain the following result.

**Lemma 4.1.** For $x \in [0, \pi], k \geq 1$, the following estimates are valid:

$$\| \tilde{D}(x, \chi^2, \rho^2) - \tilde{D}(x, \theta^2, \rho^2) \| \leq \frac{C \exp(|\tau|x)}{k^2(|\rho| + 1)(|\rho - n_k| + 1)}, \quad \rho \in \mathbb{C}, \quad \theta, \chi \in G_k,$$

$$\| \tilde{D}(x, \chi^2, \rho^2) - \tilde{D}(x, \theta^2, \rho^2) \| \leq \frac{C \xi_k \exp(|\tau|x)}{k^2(|\rho| + 1)(|\rho - n_k| + 1)}, \quad \rho \in \mathbb{C}, \quad \chi, \theta \in G_{ki}, \quad i = 1, p_k,$$

$$\| \tilde{E}(x, \chi^2, \rho^2) - \tilde{E}(x, \theta^2, \rho^2) \| \leq \frac{C \xi_k \exp(-|\tau|x)}{k^2(|\rho - n_k| + 1)}, \quad \rho \in \mathbb{G}, \quad \chi, \theta \in G_k,$$

$$\| \tilde{E}(x, \chi^2, \rho^2) - \tilde{E}(x, \theta^2, \rho^2) \| \leq \frac{C \xi_k \exp(-|\tau|x)}{k^2(|\rho - n_k| + 1)}, \quad \rho \in \mathbb{G}, \quad \chi, \theta \in G_{ki}, \quad i = 1, p_k,$$

where the constant $C$ does not depend on $x$, $\rho$, $k$, $\chi$ and $\theta$.

The following proposition has been proved in [40].

**Proposition 4.2.** For $x \in [0, \pi]$, the following estimates hold:

$$\| \tilde{R}_{k,n}(x) \|_{B(G_k) \rightarrow B(G_n)} \leq \frac{C k \xi_k}{n(|n - k| + 1)}, \quad n, k \geq 1,$$

$$\| \tilde{R}(x) \|_{B \rightarrow B} \leq C \Xi.$$
5 Main Equation Solvability

The aim of this section is to prove that asymptotics and completeness conditions of Theorems 3.3 and 3.4 imply the unique solvability of the main equation (2.12).

Let $S := \{\lambda_{nk}, \alpha_{nk}\}_{n \geq 1, k = 1}^{\infty}$ be data from the class $SD$, satisfying the conditions of Theorem 5.3. Then the integer $p \in [1, m - 1]$, the reals $\{z_k\}_{k=1}^{m}$ and the matrices $\{A^{(s)}\}_{s=1}^{m}$ are specified by the asymptotic condition. Construct the matrix

$$
\hat{\Theta} := \sum_{s \in J} z_s A^{(s)}, \quad J := \{s = 1, p; \quad s = 1 \text{ or } s = p + 1 \text{ or } z_s \neq z_{s-1}\}.
$$

Put $\tilde{L} = L(\frac{1}{x}\hat{\Theta}, T, 0)$, where $T$ is the orthogonal projector from the asymptotics (2.3). It is easy to check, that the spectral data $\{\lambda_{nk}, \alpha_{nk}\}_{n \geq 1, k = 1}^{\infty}$ of the problem $\tilde{L}$ satisfy the asymptotic relations (2.4) and (2.5) with the same coefficients $\{z_k\}_{k=1}^{m}$ and $\{A^{(s)}\}_{s=1}^{m}$ as the collection $S$ has. Consequently, the estimates of Section 4 are valid for the problems $L$ and $\tilde{L}$. The results of [40] yield that the operator $\tilde{R}(x)$, constructed in Section 2, is compact in $B$. Relying on these facts, we prove the following lemma.

Lemma 5.1. Under the above assumptions, the main equation (2.12) has the unique solution in $B$ for each $x \in [0, \pi]$.

Proof. Fix $x \in [0, \pi]$. Let us prove that the operator $(I + \tilde{R}(x))$ has a bounded inverse. By virtue of Fredholm Theorem, it is sufficient to show that the homogeneous equation $f(I + \tilde{R}(x)) = 0$ has the only solution $f = 0$ in $B$. Due to the definitions in Section 2, a solution $f = \{f_k\}_{k \geq 1} \in B$ of the homogeneous equation satisfies the relations

$$
f_n(\rho) + \sum_{k=1}^{\infty} \sum_{(l,j) : \rho_{l,j0}, \rho_{lj1} \in G_k} (f_k(\rho_{l,j0})a_{lj0} \hat{D}(x, \rho_{l,j0}^2, \rho^2) - f_k(\rho_{lj1})a_{lj1} \hat{D}(x, \rho_{lj1}^2, \rho^2)) = 0, \quad \rho \in \Gamma_n,
$$

and the estimates

$$
\|f_k(\rho)\| \leq \frac{\|f\|_B}{k}, \quad \|f_k(\rho) - f_k(\theta)\| \leq \frac{\|f\|_B |\rho - \theta|}{k}, \quad \rho, \theta \in \Gamma_k, \quad k \geq 1. \quad (5.1)
$$

Introduce the matrix functions

$$
\gamma(\lambda) := -\sum_{k=1}^{\infty} \sum_{(l,j) : \rho_{l,j0}, \rho_{lj1} \in G_k} (f_k(\rho_{l,j0})a_{lj0} \hat{D}(x, \lambda_{lj0}, \lambda) - f_k(\rho_{lj1})a_{lj1} \hat{D}(x, \lambda_{lj1}, \lambda)),
$$

$$
\Gamma(\lambda) := -\sum_{k=1}^{\infty} \sum_{(l,j) : \rho_{l,j0}, \rho_{lj1} \in G_k} (f_k(\rho_{l,j0})a_{lj0} \hat{E}(x, \lambda_{lj0}, \lambda) - f_k(\rho_{lj1})a_{lj1} \hat{E}(x, \lambda_{lj1}, \lambda)),
$$

$$
F(\lambda) := \Gamma(\lambda)\gamma(\lambda)^{\dagger}.
$$

The matrix function $\gamma(\lambda)$ is entire and $\gamma(\lambda_{lj}) = f_k(\rho_{lj})$ for $\rho_{lj} \in \Gamma_k, k \geq 1$. The matrix functions $\Gamma(\lambda)$ and $F(\lambda)$ are meromorphic with simple poles from the set $\{\lambda_{lj}\}_{l \geq 1, j = 1}^{m, s = 0, 1}$. Calculations yield

$$
\text{Res}_{\lambda = \lambda_{lj0}} F(\lambda) = \gamma(\lambda_{lj0})\alpha_{lj0}\gamma^{\dagger}(\lambda_{lj0}), \quad \text{Res}_{\lambda = \lambda_{lj1}} F(\lambda) = 0, \quad l \geq 1, \quad j = 1, m. \quad (5.2)
$$

if $\lambda_{lj1} \notin \{\lambda_{nk}\}_{n \geq 1, k = 1}^{\infty}$. The opposite case requires minor technical modifications.
Using the relations (4.5), (4.6), (4.9) and Lemma 4.1, we obtain the estimates
\[
\|\gamma(\lambda)\| \leq C \exp(|\tau|) \sum_{k=1}^{\infty} \frac{\xi_k}{|\rho - n_k| + 1}, \quad \rho \in \mathbb{C},
\]  
(5.3)
\[
\|\Gamma(\lambda)\| \leq C \exp(-|\tau|) \sum_{k=1}^{\infty} \frac{\xi_k}{|\rho - n_k| + 1}, \quad \rho \in G_\delta.
\]  
(5.4)

Consider the contours \(\Gamma_N := \{\lambda \in \mathbb{C}: |\lambda| = (N + \frac{1}{4})^2\}, N \in \mathbb{N}\), in the \(\lambda\)-plane with the counter-clockwise circuit. Clearly, \(\lambda \in \Gamma_N\) implies \(\rho = \sqrt{\lambda} \in G_\delta\) for sufficiently large \(N\) and sufficiently small \(\delta > 0\). Using the estimates (5.3) and (5.4), we obtain
\[
\|F(\lambda)\| \leq \frac{C}{|\rho|^3}, \quad \lambda \in \Gamma_N.
\]

Hence, on the one hand, we have
\[
\lim_{N \to \infty} \oint_{\Gamma_N} F(\lambda) \, d\lambda = 0.
\]

On the other hand, Residue Theorem together with the relations (5.2) imply
\[
\frac{1}{2\pi i} \oint_{\Gamma_N} F(\lambda) \, d\lambda = \sum_{(l,j): |\lambda_{lj0}| < (N + \frac{1}{4})^2} \gamma(\lambda_{lj0}) \alpha'_{lj0} \gamma^{\dagger}(\lambda_{lj0}).
\]

Taking the limit as \(N \to \infty\), we arrive at the relation
\[
\sum_{l=1}^{\infty} \sum_{j=1}^{m} \gamma(\lambda_{lj0}) \alpha'_{lj0} \gamma^{\dagger}(\lambda_{lj0}) = 0.
\]

Since \(\alpha_{lj0} = \alpha_{lj0}^{\dagger} \geq 0\) for all \(l \geq 1, j = \overline{1,m}\), we conclude that
\[
\gamma(\lambda_{lj0}) \alpha_{lj0} = 0, \quad l \geq 1, \quad j = \overline{1,m}.
\]  
(5.5)

Note that the function \(\rho \gamma(\rho^2)\) is entire and odd in the \(\rho\)-plane. In view of (4.8) and (5.3), we have
\[
\|\gamma(\lambda)\| = O \left(\rho^{-1} \exp(|\tau|)\right), \quad |\rho| \to \infty, \quad \rho \gamma(\rho^2) \in L_2(\mathbb{R}; \mathbb{C}^{m \times m}).
\]

Therefore Paley-Wiener Theorem yields the representation
\[
\gamma(\lambda) = \int_{0}^{\pi} \mathcal{G}(t) \frac{\sin \rho t}{\rho} \, dt, \quad \mathcal{G} \in L_2((0, \pi); \mathbb{C}^{m \times m}).
\]

The relation (5.5) implies that
\[
\gamma(\lambda_{nk}) \mathcal{E}_{nk} = \int_{0}^{\pi} \mathcal{G}(t) \frac{\sin \rho_{nk} t}{\rho_{nk}} \mathcal{E}_{nk} \, dt = 0, \quad n \geq 1, \quad k = \overline{1,m},
\]
where \(\{\mathcal{E}_{nk}\}\) are the vectors from Definition 3.1. Since the sequence \(\mathcal{F}\) is complete in \(L_2((0, \pi); \mathbb{C}^m)\), we conclude that \(\mathcal{G} = 0\) in \(L_2((0, \pi); \mathbb{C}^{m \times m})\). Consequently, \(\gamma(\lambda) \equiv 0\). Hence \(f = 0\) in \(B\), which yields the claim of the lemma.

\[\square\]

**Corollary 5.2.** Suppose that data \(S \in SD\) satisfy the conditions 1-2 of Theorem 3.4. Let \(\hat{L}\) be the auxiliary problem constructed by the formulas (2.8). Then the main equation (2.12) is uniquely solvable.
6  Proof of Sufficiency

In this section, several lemmas are provided, which finish the proofs of Theorems 3.3 and 3.4. By using the solution $\psi(x)$ of the main equation (2.12), we construct $Q \in L_2((0, \pi); \mathbb{C}^{m \times m})$ and $H \in \mathbb{C}^{m \times m}$. Further we prove that the given collection $S$ is the spectral data of the boundary value problem $L = L(Q(x), T, H)$.

Let data $S = \{\lambda_{nk}, a_{nk}\}_{n \geq 1, k = 1}^{m}$ fulfill the conditions of Theorem 3.3 and let $\tilde{L}$ be the model problem constructed in the previous section. By Lemma 5.1 the main equation (2.12), constructed by $S$ and $\tilde{L}$, has the unique solution $\psi(x) = \{\psi_n(x)\}_{n \geq 1} \in B$ for each fixed $x \in [0, \pi]$. Relying on (4.8), (4.9) and (2.11), we prove the following lemma.

**Lemma 6.1.** For $n \geq 1$, the operator functions $\psi_n : [0, \pi] \to B(G_n)$ are continuously differentiable with respect to $x \in [0, \pi]$ and satisfy the estimates

$$
\|\psi_n^{(\nu)}(x)\|_{B(G_n)} \leq Cn^{\nu-1}, \quad \nu = 0, 1, \quad x \in [0, \pi],
$$

$$
\|\psi_n(x) - \tilde{\psi}_n(x)\|_{B(G_n)} \leq \frac{C\Xi}{n} \quad \|\psi_n'(x) - \tilde{\psi}_n'(x)\|_{B(G_n)} \leq \frac{C\Xi}{n}, \quad x \in [0, \pi],
$$

$$
\eta_n := \left( \sum_{k=1}^{\infty} \frac{1}{k^2(|n-k| + 1)^2} \right)^{1/2}, \quad \{\eta_n\}_{n \geq 1} \in l_2.
$$

**Proof.** Analogously to [31] Lemma 4.3, we prove that, for every $k, n \geq 1$, the operator function $\tilde{R}_{k,n}(x)$ is continuously differentiable by $x$, and

$$
\|\tilde{R}_{k,n}(x)\|_{B(G_n) \to B(G_n)} \leq \frac{Ck \xi_k}{n}, \quad x \in [0, \pi],
$$

(6.4)

Fix $x_0 \in [0, \pi]$. By using (6.4) and (4.8), one can easily show that

$$
\|\tilde{R}(x) - \tilde{R}(x_0)\|_{B \to B} \leq C\Xi|x - x_0|, \quad x \in [0, \pi].
$$

(6.5)

Define the operator $P(x) := (I + \tilde{R}(x))^{-1}$. Relying on the estimate (6.5), we prove that $P(x)$ is continuous on $[0, \pi]$. Consequently, $\|P(x)\|_{B \to B} \leq C, \quad x \in [0, \pi]$. Define $R(x) := I - P(x), \quad R(x) = [R_{k,n}(x)]_{k,n \geq 1}$. Clearly, $\|R(x)\|_{B \to B} \leq C, \quad x \in [0, \pi]$, and

$$
(I - R(x))(I + \tilde{R}(x)) = (I + \tilde{R}(x))(I - R(x)) = I.
$$

(6.6)

The latter relations can be rewritten in the form

$$
R_{k,n}(x) = \tilde{R}_{k,n}(x) - \sum_{l=1}^{\infty} R_{k,l}(x)\tilde{R}_{l,n}(x),
$$

(6.7)

$$
\tilde{R}_{k,n}(x) = R_{k,n}(x) - \sum_{l=1}^{\infty} \tilde{R}_{k,l}(x)R_{l,n}(x),
$$

(6.8)

where $n, k \geq 1$. Using (6.8), Proposition 4.2 and the estimate $\|R(x)\|_{B \to B} \leq C$, we get

$$
\|R_{k,n}(x)\|_{B(G_k) \to B(G_n)} \leq \frac{Ck \xi_k}{n}, \quad k, n \geq 1, \quad x \in [0, \pi].
$$

(6.9)

Next, using (6.9) together with (6.7) and Proposition 4.2, we arrive at the estimate

$$
\|R_{k,n}(x)\|_{B(G_k) \to B(G_n)} \leq \frac{Ck \xi_k}{n} \left( \frac{1}{|n-k| + 1} + \Xi \eta_n \right),
$$

(6.10)
where \( n, k \geq 1 \), \( x \in [0, \pi] \), and \( \eta_n \) is defined in \((6.3)\).

Since \( \psi(x) = \tilde{\psi}(x)(I - R(x)) \), we have

\[
\psi_n(x) = \tilde{\psi}_n(x) - \sum_{k=1}^{\infty} \tilde{\psi}_k(x)R_{k,n}(x), \quad n \geq 1. \tag{6.11}
\]

Using \((6.10)\), \((6.11)\) and the estimate \( \|\tilde{\psi}_n(x)\|_{B(G_n)} \leq \frac{C}{n} \), \( n \geq 1 \), we obtain \((6.1)\) for \( \nu = 0 \) and \((6.2)\).

One can similarly prove \((6.1)\) for \( \nu = 1 \), differentiating the relation \((6.11)\). The necessary estimate for \( \|R'_{k,n}(x)\|_{B(G_k) \to B(G_n)} \) can be obtained by differentiating \((6.6)\).

Define the matrix functions \( S_{ljs}(x) := \psi_k(x)(\rho_{ljs}) \) for \( l \geq 1 \), \( j = \overline{1,m} \), \( s = 0,1 \), where \( k \) is such that \( \rho_{ljs} \in G_k \). Also define

\[
S(x, \lambda) := \tilde{S}(x, \lambda) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} (S_{lj0}(x)\alpha'_{lj0} \tilde{D}(x, \lambda, \lambda, \lambda) - S_{lj1}(x)\alpha'_{lj1} \tilde{D}(x, \lambda, \lambda, \lambda)), \tag{6.12}
\]

\[
\Phi(x, \lambda) := \tilde{\Phi}(x, \lambda) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} (S_{lj0}(x)\alpha'_{lj0} \tilde{E}(x, \lambda, \lambda, \lambda) - S_{lj1}(x)\alpha'_{lj1} \tilde{E}(x, \lambda, \lambda, \lambda)), \tag{6.13}
\]

\[
\varepsilon_0(x) := \sum_{l=1}^{\infty} \sum_{j=1}^{m} (S_{lj0}(x)\alpha'_{lj0} \tilde{\varepsilon}^\dagger_{lj0}(x) - S_{lj1}(x)\alpha'_{lj1} \tilde{\varepsilon}^\dagger_{lj1}(x)), \quad \varepsilon(x) := -2\varepsilon'_0(x). \tag{6.14}
\]

Using the relations \((2.12)\) and \((6.12)\), one can easily show that

\[
S(x, \lambda_{lj0}) = S_{lj0}(x), \quad l \geq 1, \quad j = \overline{1,m}. \tag{6.15}
\]

Following the algorithm for solving Inverse Problem \([1.4]\) from \([40]\), we find

\[
Q(x) := \tilde{Q}(x) + \varepsilon(x), \quad H := \tilde{H} - T\varepsilon_0(\pi)T. \tag{6.16}
\]

Using Lemma \((6.1)\), \((4.1)\), \((4.8)\) and \((4.9)\), we obtain the following result.

**Lemma 6.2.** The series in \((6.14)\) converges uniformly with respect to \( x \in [0, \pi] \) to an absolutely continuous matrix functions. Moreover, \( \varepsilon(x) \in L_2((0, \pi); \mathbb{C}^{m \times m}) \) and \( \|\varepsilon\|_{L_2} \leq C\Xi. \) Hence \( Q(x) \) defined by \((6.16)\) belongs to \( L_2((0, \pi); \mathbb{C}^{m \times m}) \).

Put \( L = L(Q(x), T, H) \), where \( Q(x) \) and \( H \) are constructed by \((6.16)\). Our next goal is to show that \( S(x, \lambda) \) is the sine-type matrix solution of eq. \((1.5)\) with the matrix potential \( Q(x) \), and that \( \Phi(x, \lambda) \) is the Weyl solution of the problem \( L \).

**Lemma 6.3.** The following relations hold

\[
-S''(x, \lambda) + Q(x)S(x, \lambda) = \lambda S(x, \lambda), \quad -\Phi''(x, \lambda) + Q(x)\Phi(x, \lambda) = \lambda \Phi(x, \lambda), \tag{6.17}
\]

\[
S(0, \lambda) = 0, \quad S'(0, \lambda) = I, \quad \Phi(0, \lambda) = I. \tag{6.18}
\]

The relations \((6.17)\) can be proved by differentiating \((6.12)\) and \((6.13)\), analogously to the scalar case (see \([30]\, Lemma 1.6.9)\). The relations \((6.18)\) trivially follow from \((6.12)\) and \((6.13)\).

**Lemma 6.4.** The following series converges in \( L_2((0, \pi); \mathbb{C}^{m \times m})\):

\[
f(x) = \sum_{n=1}^{\infty} \sum_{k=1}^{m} V(S(x, \lambda_{nk}))\alpha'_{nk} \tilde{\varepsilon}^\dagger_{nk}(x, \lambda_{nk}). \tag{6.19}
\]
Proof. Note that

\[ \sum_{k=1}^{p} V(S(x, \lambda_{nk}))(\alpha'_{nk}S'(x, \lambda_{nk}) = Z_{n1}(x) + Z_{n2}(x) + Z_{n3}(x), \]

\[ Z_{n1}(x) := \sum_{s \in \mathcal{S}} \sum_{k=1}^{p} (V(S(x, \lambda_{nk})) - V(S(x, \lambda_{ns}))\alpha'_{nk}\tilde{S}'(x, \lambda_{nk}) \]

\[ Z_{n2}(x) := \sum_{s \in \mathcal{S}} V(S(x, \lambda_{ns})) \sum_{k=1}^{p} \alpha'_{nk}(\tilde{S}'(x, \lambda_{nk}) - \tilde{S}'(x, \lambda_{ns})) \]

\[ Z_{n3}(x) := \sum_{s \in \mathcal{S}} S(x, \lambda_{ns})\alpha^{(s)}_{n}\tilde{S}'(x, \lambda_{ns}), \]

where \( \mathcal{S} := \{ s = 1, p; s = 1 \text{ or } z_{s-1} \neq z_{s} \}. \)

Since the function \( S(x, \lambda) \) satisfies (6.17) with \( Q \in L_{2}((0, \pi); \mathbb{C}^{m \times m}) \), the asymptotic relations (4.1) hold. Using (4.1) for \( S(x, \lambda) \) and \( \tilde{S}(x, \lambda) \) together with (2.4), we obtain for \( n \geq 1, k = 1, p \) that

\[ V(S(x, \lambda_{nk})) = (-1)^{n} n(T(z_{k}I - \Omega + H) + T^{k} + K_{n}), \]  

\[ \tilde{S}(x, \lambda_{nk}) = \frac{\sin \left( \frac{(n - \frac{1}{2})x}{n - \frac{1}{2}} \right)}{n - \frac{1}{2}} \cos \left( \frac{(n - \frac{1}{2})x}{n - \frac{1}{2}} \right) \left( \frac{z_{k}x}{\pi} I - \frac{1}{2} \int_{0}^{x} \tilde{Q}(t) dt \right) + \frac{K_{n}}{n^{2}}. \]  

Using (6.20) and (6.21) and noting that \( \alpha_{nk} = O(n^{2}) \), \( n \geq 1 \), one can easily show that the series \( \sum_{n=1}^{\infty} Z_{ni} \) converges in \( L_{2}((0, \pi); \mathbb{C}^{m \times m}) \) for \( i = 1, 2 \). In view of (6.20), (6.21) and (2.5), the following relation holds:

\[ Z_{n3}(x) = \frac{2(-1)^{n}}{\pi} \sum_{s \in \mathcal{S}} T(z_{s}I - \Omega + H)TA^{(s)}(\sin \left( \frac{(n - \frac{1}{2})x}{n - \frac{1}{2}} \right) + Z_{n4}(x), \]  

where the series \( \sum_{n=1}^{\infty} Z_{n4} \) converges in \( L_{2}((0, \pi); \mathbb{C}^{m \times m}) \). It follows from (6.16) and construction of the model problem \( \tilde{L} \), that

\[ T(\Omega - H)T = T(\tilde{\Omega} - \tilde{H})T = T\Theta T = T \sum_{s \in \mathcal{S}} z_{s}A^{(s)}T. \]

Hence the main part in (6.22) vanishes, so \( \sum_{n=1}^{\infty} Z_{n3} \) converges in \( L_{2}((0, \pi); \mathbb{C}^{m \times m}) \). The \( L_{2} \)-convergence of the series

\[ \sum_{n=1}^{\infty} \sum_{k=p+1}^{m} V(S(x, \lambda_{nk}))(\alpha'_{nk}\tilde{S}'(x, \lambda_{nk}) \]

can be proved analogously. \( \square \)

The asymptotics (4.1) for \( \tilde{S}(x, \lambda) \), the COMPLETENESS condition for \( \mathcal{S} \) and \( \tilde{S} \) and the results of [39] yield the following proposition.

**Proposition 6.5.** (i) The sequence \( \{ \tilde{S}_{nk1}(x)\tilde{E}_{nk} \}_{n \geq 1, k=1,m} \) is complete in \( L_{2}((0, \pi); \mathbb{C}^{m}) \).

(ii) The sequence \( \{ \tilde{S}_{nk0}(x)\tilde{E}_{nk} \}_{n \geq 1, k=1,m} \) is minimal in \( L_{2}((0, \pi); \mathbb{C}^{m}) \).
**Lemma 6.6.** \(V(\Phi) = 0\).

**Proof.** Differentiating (6.12) and using (6.14), we derive

\[
V(S) = V(\hat{S}) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} (V(S_{lj0})\alpha'_{lj0}\hat{D}(\pi, \lambda_{lj0}, \lambda) - V(S_{lj1})\alpha'_{lj1}\hat{D}(\pi, \lambda_{lj1}, \lambda)) - T\varepsilon_0(\pi)\hat{S}(\pi, \lambda).
\]

Since

\[
\hat{V}(\hat{S}) = T(\hat{S}'(\pi, \lambda) - \hat{H}\hat{S}(\pi, \lambda)) - T^\perp \hat{S}(\pi, \lambda) = V(\hat{S}) + T(H - \hat{H})\hat{S}(\pi, \lambda),
\]

we get

\[
V(S) = \hat{V}(\hat{S}) - T\varepsilon_0(\pi)T^\perp \hat{S}(\pi, \lambda) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} (V(S_{lj0})\alpha'_{lj0}\hat{D}(\pi, \lambda_{lj0}, \lambda) - V(S_{lj1})\alpha'_{lj1}\hat{D}(\pi, \lambda_{lj1}, \lambda)).
\]

Recall that \(\{\lambda_{nk1}\}_{n \geq 1, k = 1, m}\) and \(\{\alpha_{nk1}\}_{n \geq 1, k = 1, m}\) are the eigenvalues and the weight matrices of the problem \(\hat{L}\), respectively. Therefore

\[
\hat{V}(\hat{S}(x, \lambda_{nk1}))\alpha_{nk1} = 0, \quad T^\perp \hat{S}(\pi, \lambda_{nk1})\alpha_{nk1} = 0, \quad n \geq 1, \quad k = \overline{1, m}
\]

(see [39 Lemma 2.2]). The relations (6.23) and (6.24) together imply

\[
V(S_{nk1})\alpha_{nk1} = -\sum_{l=1}^{\infty} \sum_{j=1}^{m} (V(S_{lj0})\alpha'_{lj0}\hat{D}(\pi, \lambda_{lj0}, \lambda_{nk1})\alpha_{nk1} - V(S_{lj1})\alpha'_{lj1}\hat{D}(\pi, \lambda_{lj1}, \lambda_{nk1})\alpha_{nk1}).
\]

Using (2.9) and (1.5) for the problem \(\hat{L}\), one can easily show that

\[
\hat{D}(x, \lambda, \mu) = \int_0^x \hat{S}^i(t, \lambda)\hat{S}(t, \mu) \, dt.
\]

It has been proved in [39], that

\[
\alpha_{lj1}\int_0^\pi \hat{S}^i(t, \lambda_{lj1})\hat{S}(t, \lambda_{nk1}) \, dt \alpha_{nk1} = \begin{cases} \alpha_{nk1}, & \lambda_{nk1} = \lambda_{lj1}, \\ 0, & \lambda_{nk1} \neq \lambda_{lj1}. \end{cases}
\]

(6.27)

Combining the latter relations, we obtain that

\[
\sum_{l=1}^{\infty} \sum_{j=1}^{m} V(S_{lj1})\alpha'_{lj1}\hat{D}(\pi, \lambda_{lj1}, \lambda_{nk1})\alpha_{nk1} = V(S_{nk1})\alpha_{nk1}.
\]

Hence (6.25) takes the form

\[
\sum_{l=1}^{\infty} \sum_{j=1}^{m} V(S_{lj0})\alpha'_{lj0}\hat{D}(\pi, \lambda_{lj0}, \lambda_{nk1})\alpha_{nk1} = 0.
\]

(6.28)

Substituting (6.26) into (6.28), we arrive at the relations

\[
\int_0^\pi f(t)\hat{S}_{nk1}(t)\alpha_{nk1} \, dt = 0, \quad n \geq 1, \quad k = \overline{1, m},
\]

(6.29)
where \( f(t) \) is defined by \((6.19)\). By virtue of Lemma \((6.4)\), \( f \in L_{2}((0, \pi); \mathbb{C}^{m \times m}) \). Then we apply Proposition \((6.5)\) The completeness of the sequence \( \{S_{nk}(t)\} \) together with \((6.29)\) implies \( f = 0 \) in \( L_{2}((0, \pi); \mathbb{C}^{m \times m}) \). The relation \((6.19)\) and the minimality of the sequence \( \{S_{nk}(x)\} \) yield
\[
V(S_{lj0})\alpha_{lj0} = 0, \quad l \geq 1, \quad j = 1, m.
\]
(6.30)

Differentiating \((6.13)\), we derive the following relation similar to \((6.23)\):
\[
V(\Phi) = \dot{V}(\Phi) - T\varepsilon_{0}(\pi)T^{\perp}\Phi(\pi, \lambda) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} (V(S_{lj0})\alpha_{lj0}^{l}E(\pi, \lambda_{lj0}, \lambda) - V(S_{lj1})\alpha_{lj1}^{l}E(\pi, \lambda_{lj1}, \lambda)).
\]

Recall that \( \hat{V}(\Phi) = 0, T^{\perp}\Phi(\pi, \lambda) = 0 \). Using \((6.4)\) and \((6.24)\), one can easily show that
\[
\alpha_{lj1}^{l}E(\pi, \lambda_{lj1}, \lambda) = 0 \text{ for } \lambda \neq \lambda_{lj1}, \quad l \geq 1, \quad j = 1, m.
\]
Consequently, taking \((6.30)\) into account, we obtain that \( V(\Phi) = 0 \).

Lemmas \((6.3)\) and \((6.6)\) imply that \( \Phi(x, \lambda) \) defined by \((6.13)\) is the Weyl solution of the problem \( L \). Hence \( M(\lambda) := \Phi'(0, \lambda) \) is the Weyl matrix of \( L \). Using \((6.13)\), we derive the relation
\[
M(\lambda) = \hat{M}(\lambda) - \sum_{l=1}^{\infty} \sum_{j=1}^{m} \left( \frac{\alpha_{lj0}^{l}}{\lambda - \lambda_{lj0}} - \frac{\alpha_{lj1}^{l}}{\lambda - \lambda_{lj1}} \right).
\]
Obviously, the singularities of \( M(\lambda) \) coincide with \( \{\lambda_{nk}\}_{n \geq 1, k = 1}^{m} \) and the relation \((1.4)\) holds, so \( \{\lambda_{nk}, \alpha_{nk}\}_{n \geq 1, k = 1}^{m} \) are the spectral data of \( L \).

In order to finish the proof of Theorem \((3.3)\), it remains to show that the matrices \( Q(x) \) and \( H \) constructed by \((6.10)\) are Hermitian. For this purpose, along with \( L \) we consider the boundary value problem \( L^{*} = L^{*}(Q(x), T, H) \) of the following form:
\[
-Z''(x) + Z(x)Q(x) = \lambda Z(x), \quad x \in (0, \pi),
\]
\[
Z(0) = 0, \quad V^{*}(Z) := (Z'(-\pi) - Z(\pi)H)T - Z(\pi)T^{\perp} = 0.
\]

The Weyl solution of the problem \( L^{*} \) is the matrix solution \( \Phi^{*}(x, \lambda) \) of eq. \((6.31)\), satisfying the conditions \( \Phi^{*}(0, \lambda) = I, V^{*}(\Phi^{*}) = 0 \). The Weyl matrix is defined as \( M^{*}(\lambda) := \Phi^{*}(0, \lambda) \). Using the approach of \((17)\), one can show that \( M(\lambda) \equiv M^{*}(\lambda) \), so the eigenvalues \( \{\lambda_{nk}^{*}\}_{n \geq 1, k = 1}^{m} \) of the problem \( L^{*} \) coincide with the eigenvalues of \( L \), and the weight matrices \( \alpha_{nk}^{*} := \text{Res}_{\lambda = \lambda_{nk}^{*}} M^{*}(\lambda) \) coincide with \( \alpha_{nk}, n \geq 1, k = 1, m \).

Taking the conjugate transpose of \((6.31)\) and \((6.32)\), we conclude that the boundary value problem \( L^{\dagger} := L(Q^{\dagger}(x), T, H^{\dagger}) \) has the spectral data \( \{\lambda_{nk}^{*}, (\alpha_{nk}^{*})'\}_{n \geq 1, k = 1}^{m} = \{\lambda_{nk}, \alpha_{nk}'\}_{n \geq 1, k = 1}^{m} \). Since \( \lambda_{nk} \in \mathbb{R} \) and \( \alpha_{nk} = \alpha_{nk}^{*}, n \geq 1, k = 1, m \), the spectral data of the problems \( L \) and \( L^{\dagger} \) coincide. Uniqueness of Inverse Problem \((1.4)\) solution (see \((38)(40)\) yields that \( L = L^{\dagger} \), i.e. \( Q(x) = Q^{\dagger}(x) \) for a.a. \( x \in (0, \pi) \) and \( H = H^{\dagger} \). Theorem \((3.3)\) is completely proved.

**Lemma 6.7.** In the graph case, the matrix function \( Q(x) \) constructed by \((6.10)\) is diagonal.

**Proof.** Recall that, in the graph case, we have an additional requirement: the solution \( \psi(x) \) of the main equation \((2.12)\) is diagonal. Consequently, the matrices \( S_{ljss}(x) \) are diagonal for all \( l \geq 1, j = 1, m, s = 0, 1 \). The relation \((6.15)\), the asymptotic formulas \((2.4)\) and \((1.1)\) together with interpolation arguments imply that the matrix function \( S(x, \lambda) \) is also diagonal. In view of \((6.17)\), we conclude that \( Q(x) \) is diagonal. \( \square \)
Since in the graph case \( \text{rank}(T) = 1 \), the matrix \( H \) defined by (6.16) has the form \( H = hT \), \( h \in \mathbb{R} \). According to (2.2) and (2.3), the number \( h \) is uniquely specified by the numbers \( \{z_j\}_{j=1}^m \):

\[
    h = \frac{1}{m} \sum_{j=2}^m z_j - z_1.
\]

Since \( z_j = \tilde{z}_j \), \( j = 1, \ldots, m \), we have \( h = \tilde{h} \) (\( \tilde{h} \) is defined by (2.8)). Thus, Theorem 3.4 is proved.

### 7 Local Solvability and Stability

This section concerns local solvability and stability of the studied inverse problems. The main results are formulated in Theorems 7.1 and 7.3 for the general matrix case and for the graph case, respectively. The proofs of these theorems strongly rely on the results of the previous sections.

Let \( \tilde{L} = L(\tilde{Q}(x), T, \tilde{H}) \) be a fixed boundary value problem in the general form, and let \( \tilde{S} = \{\lambda_{nk}, \tilde{\alpha}_{nk}\}_{n,k=\overline{1,m}} \) be the spectral data of \( \tilde{L} \). Denote by \( SD(\tilde{S}) \) the set of all collections \( \tilde{S} = \{\lambda_{nk}, \tilde{\alpha}_{nk}\}_{n,k=1}^{\tilde{m}} \in SD \), such that the relations (2.4), (2.5) and (4.7) hold.

Let us group the numbers \( \{\tilde{\rho}_{nk}\}_{n=1}^{\tilde{m}}, k=1,m \) into the collections (multisets) as follows

\[
    \tilde{G}_0 := \{\tilde{\rho}_{nk}\}_{n=1,k=1,m}, \quad \tilde{G}_j := \{\tilde{\rho}_{n0+j,k}\}_{k=1}^p, \quad \tilde{G}_{2j+1} := \{\tilde{\rho}_{n0+j,k}\}_{k=p+1}^m, \quad j \geq 1,
\]

where \( n_0 \) is a fixed integer such that \( \tilde{G}_n \cap \tilde{G}_j = \emptyset \) for all \( n \neq k \).

Let \( S \) be an arbitrary element from \( SD(\tilde{S}) \). Consider the partition \( \{G_k\}_{k \geq 1} \) of the numbers \( \{\rho_{nk}\}_{n,k=1}^{m} \) and having the same \( n_0 \) as the partition \( \{\tilde{G}_k\}_{k \geq 1} \).

Clearly, \( G_k \subset G_x, k \geq 1 \). Consider an arbitrary partition \( G_k = \bigcup_{i=1}^{p_k} G_{ki}, p_k \in \mathbb{N}, k \geq 1 \) (which not necessarily coincide with the one defined in Section 4), satisfying the conditions: \( G_{ki} \cap G_{kj} = \emptyset \) for all \( i, k \geq 1 \), and \( \rho_{ij0} \in G_{ki} \) iff \( \rho_{ij1} \in G_{ki} \). For any such partition, we define the numbers \( \{\xi_k\}_{k \geq 1} \) and \( \Xi \) by the formulas (4.9) and (4.8), respectively. For a collection \( S \), we fix such partition \( \{G_{ki}\}_{k \geq 1, i=1}^{p_k} \) that the value of \( \Xi \) is minimal possible.

The following theorem gives local solvability and stability of Inverse Problem 1.4.

**Theorem 7.1.** Let \( \tilde{L} = L(\tilde{Q}(x), T, \tilde{H}) \) is a fixed boundary value problem in the general form, and let \( \tilde{S} \) be the spectral data of \( \tilde{L} \). Then there exists \( \delta > 0 \) (depending only on \( \tilde{L} \)) such that for any data \( \tilde{S} \in SD(\tilde{S}) \) such that \( \Xi \leq \delta \) there exist a unique matrix function \( \tilde{Q}(x) = Q^1(x) \in L_2((0, \pi); \mathbb{C}^{m \times m}) \) and a unique matrix \( H = H^1 \) such that the problem \( L = L(\tilde{Q}(x), T, H) \) has the spectral data \( S \) and

\[
    \|Q - \tilde{Q}\|_{L_2} \leq C\Xi, \quad \|H - \tilde{H}\| \leq C\Xi.
\]

The constant \( C \) in the estimates (7.1) depends only on \( \tilde{L} \), \( \delta \) and not on a particular choice of \( S \).

**Proof.** Fix \( \delta_0 \) so that, for every \( S \in SD(\tilde{S}) \) satisfying \( \Xi \leq \delta_0 \), we have \( G_n \cap G_k = \emptyset, n \neq k, n, k \geq 1 \). By using the partition \( \{G_k\}_{k \geq 1} \), we construct the Banach space \( \tilde{B} \) and the operator \( \tilde{R}(x) \), as it was described in Section 2. Then the estimates of Proposition 4.2 hold with a constant \( C \) depending only on \( \tilde{L}, n_0 \) and \( \delta_0 \) and independent of \( S \) and \( x \). Consequently, one can choose \( \delta \in (0, \delta_0] \) such that \( \Xi \leq \delta \) implies \( \|\tilde{R}(x)\|_{B \rightarrow B} \leq \frac{1}{2} \). Then the operator \( (\mathcal{I} + \tilde{R}(x)) \) has a bounded inverse in \( B \). Hence the main equation (2.14) constructed by \( \tilde{L} \) and \( S \) is uniquely solvable. Relying on the results of Section 6, we conclude that \( S \) is the spectral data of a unique boundary value problem \( L = L(Q(x), T, H) \). The estimates (7.1) easily follow from (6.16) and the estimate \( \|\varepsilon\|_{L_2} \leq C\Xi \) of Lemma 6.2. \( \square \)
Let us compare Theorems 7.1 and 3.3. Theorem 7.1 has a local nature, while Theorem 3.3 establishes global solvability of Inverse Problem 1.4. However, the advantage of Theorem 7.1 is that the **Completeness** condition is not required.

Theorem 7.1 yields the following corollary. Let \( \{\lambda_{nk}^0, \alpha_{nk}^0\}_{n \geq 1, k=1,m} \) be the spectral data of the problem \( L(\tilde{\Omega}, T, \tilde{H}) \). For every \( N \in \mathbb{N} \), define the data \( S^N = \{\lambda_{nk}^N, \alpha_{nk}^N\}_{n \geq 1, k=1,m}, N \in \mathbb{N} \), as follows

\[
\lambda_{nk}^N = \begin{cases} 
\tilde{\lambda}_{nk}, & n \leq N, \\
\lambda_{nk}^0, & n > N,
\end{cases} \quad \alpha_{nk}^N = \begin{cases} 
\tilde{\alpha}_{nk}, & n \leq N, \\
\alpha_{nk}^0, & n > N.
\end{cases}
\]

Obviously, \( S^N \in SD(\tilde{S}) \) for sufficiently large \( N \).

**Corollary 7.2.** Let \( \tilde{L} = L(\tilde{Q}(x), T, \tilde{H}) \) be a fixed boundary value problem in the general form, and let \( \tilde{S} \) be the spectral data of \( \tilde{L} \). Then for sufficiently large \( N \) the data \( S^N \) is the spectral data of a certain boundary value problem \( L^N = L(Q^N(x), T, H^N) \) in the general form, and

\[
\lim_{N \to \infty} \|Q^N - \tilde{Q}\|_{L^2} = 0, \quad \lim_{N \to \infty} \|H^N - \tilde{H}\| = 0.
\]

Corollary 7.2 is important for numerical solution of Inverse Problem 1.4, since only a finite number of spectral data \( \{\lambda_{nk}, \alpha_{nk}\}_{n=1,N, k=1,m} \) is usually available in practice.

Theorem 7.1 also yields the following corollary.

**Theorem 7.3.** Let \( \tilde{L} = L(\tilde{Q}(x), T, \tilde{H}) \) is a fixed boundary value problem in the graph case, and let \( \tilde{S} \) be the spectral data of \( \tilde{L} \). Then there exists \( \delta > 0 \) depending only on \( \tilde{L} \) such that for any data \( S \in SD(\tilde{S}) \), such that \( \Xi \leq \delta \) and the solution of the main equation (2.12) is diagonal, there exists a unique real-valued matrix function \( Q(x) = \text{diag}\{q_j(x)\}_{j=1}^m \in L^2((0,\pi); \mathbb{C}^{m \times m}) \) such that the problem \( L = L(Q(x), T, H), H = \tilde{H}, \) has the spectral data \( S \), and

\[
\|q_j - \tilde{q}_j\|_{L^2} \leq C\Xi, \quad j = 1,m.
\]

The constant \( C \) in the estimate (7.2) depends only on \( \tilde{L}, \delta \) and not on a particular choice of \( S \).

Theorem 7.3 asserts local solvability and stability of Inverse Problem 1.3. It follows from the proof of Theorem 7.1 that for sufficiently small \( \Xi \) the main equation (2.12) is automatically solvable. Therefore we do not need to require **Solvability** condition in Theorem 7.3 so only **Diagonality** is additionally required. The equality \( H = \tilde{H} \) in the graph case follows from the spectral data asymptotics.
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