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Abstract

We study Tonelli Lagrangian systems on the 2-torus $T^2$ in energy levels $\mathcal{E}$ above Mañé’s strict critical value. We analyze the structure of global minimizers in the spirit of Morse, Hedlund and Bangert. In the case where the topological entropy of the Euler-Lagrange flow in $\mathcal{E}$ vanishes, we show that there are invariant tori for all rotation vectors indicating integrable-like behavior on a large scale. On the other hand, using a construction of Katok, we give examples of reversible Finsler geodesic flows with vanishing topological entropy, but having ergodic components of positive measure in the unit tangent bundle $S^*T^2$.
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1 Introduction and main results

A Tonelli Lagrangian on a closed manifold $M$ is a smooth function $L : TM \to \mathbb{R}$, such that $L(v)$ grows superlinearly in $\|v\|$ and when restricted to the fibres $T_x M$ has positive definite Hessian, i.e. is strictly convex (on $M$ we fix some Riemannian background metric). The Euler-Lagrange flow $\phi^t$ of $L$ leaves the energy $$E(v) = d_v L(v) v - L(v)$$ invariant, so we can restrict the attention to fixed energy levels $E_k := \{ E = k \}$.

The main object in this paper is the Euler-Lagrange flow $\phi^t : E_k \to E_k$ for fixed $k \in \mathbb{R}$ in the case where $M = \mathbb{T}^2 = \mathbb{R}^2 / \mathbb{Z}^2$ is the 2-torus. We ask if there are $\phi^t$-invariant 2-tori $T$ embedded in $E_k$. In the case where $\phi^t$ is integrable in the sense of Liouville-Arnold it is well known that there are plenty such $T$, but generically there need not even be one. A weaker assumption than integrability is that the topological entropy of $\phi^t |_{E_k}$ vanishes, i.e.

$$h_{\text{top}}(\phi^t, E_k) = 0.$$ 

The main result in this paper is the following theorem, which we will prove in section 4. We will define $T_h, T^\pm_h$ and the rotation vectors $h$ below, for information about Mañé’s critical values, in particular Mañé’s strict critical value $c_0(L)$, cf. [8].

**Theorem I.** Let $L$ be a Tonelli Lagrangian on the 2-torus $\mathbb{T}^2 = \mathbb{R}^2 / \mathbb{Z}^2$ with Euler-Lagrange flow $\phi^t$ and let $k > c_0(L)$, where $c_0(L)$ is Mañé’s strict critical value. If $h_{\text{top}}(\phi^t, E_k) = 0$, then there are $\phi^t$-invariant Lipschitz graphs $T_h, T^\pm_h \subset E_k$ over the zero section for all possible rotation vectors $h$. If $v \in E_k$ does not lie on one of these invariant tori, the orbit $\{ \phi^t v \}$ lies in the space enclosed by two tori $T^+_h, T^-_h \subset E_k$ of some common rational rotation vector $h$, while these tori intersect in periodic minimizers of rotation vector $h$.

Theorem I was previously known in the class of Riemannian metrics due to Glasmachers and Knieper [11]. The first result in this direction, covering the class of monotone twist maps, is due to Angenent in 1991, cf. [1]. Our approach to prove theorem I is different from that of Angenent, Glasmachers and Knieper, but similar to the techniques of Bosetto and Serra in [6].

A particular class of Tonelli Lagrangians arises from Finsler metrics, that is a function $F : TM \to [0, \infty)$, such that $F^2$ is strictly convex in the fibres as above, and such that $F$ is positively homogeneous in the fibres, $F(\lambda v) = \lambda F(v)$ for $\lambda \geq 0$. We say that $F$ is reversible, if $F(-v) = F(v)$; if not stated otherwise, Finsler metrics are non-reversible. Here we can only assume that $F$ is smooth outside the zero section $0_M$. Apart from the smoothness issues in $0_M$ (which can be dealt with), the function $$L_F := \frac{1}{2} F^2$$ is a special case of a Tonelli Lagrangian and its Euler-Lagrange flow, also denoted by $\phi^t$, is called its geodesic flow of $F$. 


Figure 1: The invariant tori $T_h, T_{h\pm}$ in theorem I as graphs over the zero section $0\subset T^2 \cong T^2$. Note that for $k > c_0(L)$, each $\mathcal{E}_k \cap T_x T^2$ is topologically a sphere. Here these spheres are drawn as vertical lines and $0\subset T^2$ can be thought of as the horizontal bottom of $T^3 \cong \mathcal{E}_h$.

We will generalize the results of Morse [19], Hedlund [12] and Bangert [2] about minimal geodesics in Riemannian 2-tori to non-reversible Finsler metrics on $T^2$. Minimal geodesics are curves $c : \mathbb{R} \to T^2$, such that their lifts $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$ globally realize the $F$-distance, i.e. $l_F(\tilde{c}[a,b]) = d_F(\tilde{c}(a),\tilde{c}(b))$ for all $a \leq b$. These minimizers always exist and we shall use them in order to prove theorem I. Hence in section 3 we will prove the following.

**Theorem II.** Let $F$ be a Finsler metric (not assumed to be reversible) on the 2-torus $T^2$. Then we have the following structure of the set of minimal geodesics.

(i) There is a global constant $D = D(F) \geq 0$, such that each lifted minimal geodesic $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$ has distance at most $D$ from a straight euclidean line in $\mathbb{R}^2$. Write $\delta(c) \in S^1$ for the slope of this line (the orientation of $c$ determines the direction of $\delta(c)$), $ST^2 = \{F = 1\} \subset T^2$ and

$$G_\delta := \{\tilde{c}(0) \in ST^2 : \tilde{c} \text{ is a minimal geodesic with } \delta(c) = \delta\}, \quad \delta \in S^1.$$  

The sets $G_\delta$ are never empty.

(ii) If $\delta \in S^1$ has irrational slope then $G_\delta$ is contained in a Lipschitz graph over the zero section, in particular no geodesics from $G_\delta$ can intersect in $T^2$. The set of recurrent vectors for the geodesic flow $G_\delta^{rec}$ in $G_\delta$ is a minimal set for the geodesic flow and for each $x \in \mathbb{R}^2$ there are two lifts $\tilde{c}_0, \tilde{c}_1$ from $G_\delta^{rec}$, such that $x$ lies in the strip bounded by $\tilde{c}_0(R), \tilde{c}_1(R)$ and $\tilde{c}_0(t), \tilde{c}_1(t)$ are asymptotic for $t \to -\infty$ and $t \to \infty$. The projection $\pi(G_\delta^{rec}) \subset T^2$ is either all of $T^2$ or nowhere dense.

(iii) If $\delta \in S^1$ has rational slope, then $G_\delta$ contains the non-empty set $G_\delta^{per}$ of prime-periodic minimal geodesics. Either $\pi(G_\delta^{per}) = T^2$ and $G_\delta^{per} = G_\delta$ is
a Lipschitz graph over the zero section, or $G$ decomposes into three non-empty sets $G = G^+ \cup G^0 \cup G^-$, where $G^\pm$ consist of minimal geodesics heteroclinic to periodic minimal geodesics from $G^0$. Each of the two sets $G^+ \cup G^-$ is contained in a Lipschitz graph over the zero section.

We saw that $h_{top}(\phi^t, \xi_k) = 0$ implies integrable behavior on a large scale. On the other hand, we construct in section 5 the following examples in the fashion of Katok [13]. The result suggests that, as far as integrable behavior is concerned, the conclusion of theorem I might be optimal.

**Theorem III.** Let $\Sigma \subset \mathbb{R}^3$ a closed surface of revolution, such that $\Sigma \cap S^2$ contains an open strip around the equator in the standard round sphere $S^2$. Then there exists a reversible Finsler metric $F_0$ arbitrarily close to the standard Finsler metric $\|\cdot\|_{S^2}$ on $\Sigma$ and a smoothly bounded solid torus $Z \subset S\Sigma = \{F_0 = 1\} \subset T\Sigma$ with non-empty interior and the following properties:

(i) the geodesic flow of $F_0$ is ergodic in $Z$ (w.r.t. the measure induced by the pullback to $T\Sigma$ of the standard volume form in $T^*\Sigma$ via the Legendre transform of $L_{F_0}$),

(ii) there is precisely one periodic geodesic of $F_0$ in $Z$,

(iii) the topological entropy of $\phi^t_{F_0} : S\Sigma \to S\Sigma$ vanishes.

**1.1 Remark.** $F_0$ coincides with $\alpha \cdot \|\cdot\|_{\mathbb{R}^3}$ for some $\alpha \approx 1$ in the direction of the meridians, i.e. here there are still plenty of invariant tori. For the case $\Sigma = S^2$ one can make the size of $Z \cup -Z$ arbitrarily large, but we do not destroy all but finitely many periodic orbits.

## 2 Definitions, basic properties and notation

The main assumption in theorem I is sub-exponential complexity of the Euler-Lagrange flow, expressed by $h_{top}(\phi^t, \xi_k) = 0$. For basics about topological entropy we refer to [28]. This is the definition we will work with.

**2.1 Definition** (topological entropy). Let $\phi^t : X \to X$ be a continuous flow in a compact metric space $(X, d)$. Set for $T > 0, \varepsilon > 0$

$$s(T, \varepsilon) := \sup \{ \#S \mid S \subset X, \forall x, y \in S, x \neq y \exists t \in [0, T] : d(\phi^tx, \phi^ty) > \varepsilon \}.$$

The topological entropy of $\phi^t$ can be defined as

$$h_{top}(\phi^t) = h_{top}(\phi^t, X) = \lim_{T \to \infty} \limsup_{\varepsilon \to 0} \frac{\log s(T, \varepsilon)}{T}.$$

Let $M$ be a closed manifold with a Riemannian background metric $\langle \cdot, \cdot \rangle$, norm $\|\cdot\|$ and distance $d$ in $M$ and $TM$, $\pi : TM \to M$ the canonical projection. $0_M \subset TM$ denotes the zero section, $\text{Int} A, \text{Cl} A = \overline{A}, \partial A = \text{Cl} A - \text{Int} A$ and $\text{Con} x, A$ denote the interior, closure, boundary and connected component of $x \in A$, respectively. A gap of $A$ refers to a connected component of the complement of $A$. For two curves $\gamma_1 : [a, b] \to M, \gamma_2 : [c, d] \to M$ with $\gamma_1(b) = \gamma_2(c)$ we write $\gamma_1 * \gamma_2 : [a, d - c + b] \to M, \gamma_1 * \gamma_2(t) := \begin{cases} \gamma_1(t) : t \in [a, b] \\ \gamma_2(t + c - b) : t \in [b, d - c + b] \end{cases}$. 
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$C^{ac}(I, M), C^{ac}_{loc}(I, M)$ denote the sets of curves $c : I \to M$ that are absolutely continuous (on compact sets in the latter), endowed with the topologies of $C^0, C^0_{loc}$-convergence. For a Tonelli Lagrangian $L : TM \to \mathbb{R}$ we write

$$A_L : C^{ac}([a, b], M) \to \mathbb{R}, \quad A_L(c) = A_L(c[a, b]) = \int_a^b L(\dot{c}) dt$$

for the Lagrangian action and

$$c_v(t) := \pi \phi^t v$$

for the projected flow lines of the Euler-Lagrange flow $\phi^t$ of $L$. For basics on Tonelli Lagrangian systems we refer to [27] and [7].

2.1 Mather’s and Mañe’s theories

In the sequel we will work with the so called Mather theory for Tonelli Lagrangians. We will briefly recall the relevant definitions and set the notation, referring to [27] for the details. Most of the notation is the same here and there (the biggest difference being that here we write $L_{\eta}$ for $L - \eta$ instead of $L - \eta$). We fix a Tonelli Lagrangian $L$ on $M$.

2.2 Definition (Mañe). We write

$$\Phi_L(x, y) = \inf_{T \geq 0} \inf \{ A_L(c[0, T]) : c \in C^{ac}([0, T], M), c(0) = x, c(T) = y \},$$

$$c(L) = \inf \{ k \in \mathbb{R} : \forall \text{ closed curves } c : A_{L+k}(c) \geq 0 \}$$

for Mañe’s potential and Mañe’s critical value. For a closed 1-form $\eta$ on $M$ regarded as a function $\eta : TM \to \mathbb{R}$ we write

$$L_{\eta} = L - \eta + \alpha(\eta), \quad \alpha(\eta) := c(L - \eta)$$

(where $\alpha : H^1(M, \mathbb{R}) \to \mathbb{R}$ is called Mather’s $\alpha$-function) An absolutely continuous curve $c : \mathbb{R} \to M$ is an $\eta$-semistatic, if $A_{L_{\eta}}(c[a, b]) = \Phi_{L_{\eta}}(c(a), c(b))$ for all $a \leq b$. The Mañe set of cohomology $[\eta] \in H^1(M, \mathbb{R})$ is defined as

$$\mathcal{N}_\eta = \{ c(0) : c \text{ is } \eta\text{-semistatic} \}.$$  

2.3 Remark. Observe that for a closed 1-form $\eta$ and $k \in \mathbb{R}$ the modified Lagrangians $L - \eta + k$ are still Tonelli and $L, L - \eta + k$ have the same Euler-Lagrange flow. $\alpha$ and the Mañe set depend only on the cohomology class $[\eta] \in H^1(M, \mathbb{R})$. $c(L)$ and $\Phi_{L_{\eta}}(x, y)$ are finite and the Mañe set $\mathcal{N}_\eta$ is contained in the compact energy level $\{ E = \alpha(\eta) \}$.

We will frequently use the following two semi-continuity properties.

2.4 Proposition (lower semi-continuity of the action, p. 174 in [17]). For any $d \in \mathbb{R}$ and any compact set $K \subset M$, where $M$ is a covering of $M$, the sets

$$\{ c \in C^{ac}([a, b], K) : A_L(c) \leq d \}$$

are compact w.r.t. $C^0$-convergence. In particular, if $c_n \to c$ in $C^0$, we have

$$A_L(c) \leq \lim \inf A_L(c_n).$$
2.5 Proposition (upper semi-continuity of the Mañé set w.r.t. $\eta$). Let $\eta_n \to \eta$ as closed 1-forms and $v_n \in N_{\eta_n}$ with $v_n \to v$ in $TM$. Then $v \in N_\eta$.

We only give the idea, which is standard.

Sketch of the proof of 2.5 Suppose $v \notin N_\eta$, then there are $a < b$ and a curve $\gamma$ with the same endpoints as $c_{[a,b]}$ but having less action w.r.t. $L_\eta$. Up to a small error tending to 0, $\gamma$ will also have less action than the $c_{v_n[a,b]}$ w.r.t. $L_{\eta_n} \approx L_\eta$, while $\gamma$ (nearly) connects also the endpoints of $c_{v_n[a,b]}$, a contradiction. \qed

The following definition of $M_\eta$ coincides with the original definition of Mather, cf. 5.28 in [27]

2.6 Definition (Mather). Let $\mathcal{M}(L)$ be the set of $\phi^t$-invariant probability measures on $TM$ with compact support, and define the Mather set of cohomology class $[\eta] \in H^1(M, \mathbb{R})$ by

$$M_\eta = \bigcup_{\mu \in \mathcal{M}_\eta} \text{supp } \mu, \quad \mathcal{M}_\eta = \{ \mu \in \mathcal{M}(L) : \text{supp } \mu \subset N_\eta \}.$$ 

To a measure $\mu \in \mathcal{M}(L)$ we associate its rotation vector $\rho(\mu) \in H^1(M, \mathbb{R})$ (regarding $H^1, H_1$ as dual spaces with pairing $(\cdot, \cdot)$) by

$$\langle \rho(\mu), [\xi] \rangle = \int \xi d\mu \quad \forall [\xi] \in H^1(M, \mathbb{R})$$

(recall $\int \xi d\mu = 0$ for exact 1-forms $\xi$). Define Mather’s $\beta$-function and the Mather set of a homology class $h$ by

$$\beta : H_1(M, \mathbb{R}) \to \mathbb{R}, \quad \beta(h) = \inf\{ A_L(\mu) : \mu \in \mathcal{M}(L), \rho(\mu) = h \},$$

$$M^h = \bigcup_{\mu \in \mathcal{M}^h} \text{supp } \mu, \quad \mathcal{M}^h = \{ \mu \in \mathcal{M}(L) : \rho(\mu) = h, A_L(\mu) = \beta(h) \}.$$ 

One has $\mathcal{M}^h \neq \emptyset \neq \mathcal{M}_\eta$ [17]. The two minimizing procedures are somewhat dual as seen in the following proposition. We denote by $\partial f(x)$ the set of subgradients of a convex function $f$ at $x$. In particular, if $f$ is differentiable at $x$, then $\partial f(x) = \{ \nabla f(x) \}$. We refer to [25] for basics about convex analysis.

2.7 Proposition (4.23 and 4.26 in [27]). • Mather’s functions

$$\alpha : H^1(M, \mathbb{R}) \to \mathbb{R}, \quad \beta : H_1(M, \mathbb{R}) \to \mathbb{R}$$

are convex, in particular continuous, have superlinear growth and are convex duals of each other.

• $h \in \partial \alpha(\eta) \iff \eta \in \partial \beta(h) \iff \mathcal{M}^h \subset \mathcal{M}_\eta$.

• $\mathcal{M}_\eta = \bigcup_{h \in \partial \alpha(\eta)} \mathcal{M}^h$.

• $\alpha$ is constant on the closed convex sets $\partial \beta(h)$, which we denote by $F^h$.

The last statement can be seen as follows: If $\eta \in \partial \beta(h)$, then $\mathcal{M}^h \subset \mathcal{M}_\eta \subset \{ E = \alpha(\eta) \}$. Since $\mathcal{M}^h \neq \emptyset$, the claim follows.
2.2 Fathi’s weak KAM theory

Another approach to the theory of minimizers in Lagrangian systems is Fathi’s weak KAM theory. A complete introduction is given in [10], to which we refer for proofs. Fix again a Tonelli Lagrangian $L$ on the closed manifold $M$. In the following we will frequently write $f|_y^x = f(y) - f(x)$.

2.8 Definition (Fathi).

- Let $u : M \to \mathbb{R}$ be a function (no a priori regularity) and $\eta$ a closed 1-form on $M$. We say that $u$ is (critically) dominated, written $u \prec L\eta$, if
  $$u|_x^y \leq \Phi_{L\eta}(x, y) \quad \forall x, y \in M.$$

- A curve $c \in C^{1,\text{loc}}_{\text{loc}}(I, M)$ is said to be calibrated on an interval $I \subset \mathbb{R}$ w.r.t. $u$ and $\eta$, if for all $a \leq b$ in $I$ we have
  $$u \circ 1^b_w = A_{L\eta}(c[a, b]).$$

- For $u \prec L\eta$ write (suppressing $\eta$ in the notation)
  $$J(u) := \{\dot{c}(0) : c \in C^{1,\text{loc}}_{\text{loc}}(\mathbb{R}, M) \text{ is calibrated on } \mathbb{R} \text{ w.r.t. } u, \eta\}.$$

- A function $u \prec L\eta$ is a backward weak KAM solution, if for any $x \in M$ there is a curve $\gamma_x$ calibrated on $(-\infty, 0]$ with $\gamma_x(0) = x$. Analogously, a forward weak KAM solution has calibrated curves $\gamma_x : [0, \infty) \to M$.

Here are some basic results.

2.9 Proposition (4.2.1, 4.13.2 and 4.3.8 in [10]). Let $u \prec L\eta$ and $c$ be a curve calibrated on $I \subset \mathbb{R}$ w.r.t. $u, \eta$. Then:

- $u$ is globally Lipschitz continuous, in particular $du$ exists a.e. in $M$.

- $du$ exists everywhere on $c(\text{Int}(I))$.

- Let $L_{\eta} = L - \eta = \frac{\partial L\eta}{\partial v}$ be the Legendre transform of $L\eta$. Then
  $$\forall t \in \text{Int}(I) : \quad du(c(t)) = L_{\eta} \circ \dot{c}(t) = L \circ \dot{c}(t) - \eta(c(t)) \in \mathcal{T}^*_c(c(t))M.$$

2.10 Theorem (6.20 and 6.21 in [27]). The sets $\mathcal{J}(u)$ are non-empty, compact and $\phi^t$-invariant. We have

$$\mathcal{N}_\eta = \bigcup_{u \prec L\eta} \mathcal{J}(u), \quad \mathcal{M}_\eta \subset \bigcap_{u \prec L\eta} \mathcal{J}(u).$$

$\pi$ is injective on the sets $\mathcal{J}(u)$ and $(\pi|_{\mathcal{J}(u)})^{-1}$ is Lipschitz. Moreover let $K \subset H^1(M, \mathbb{R})$ be compact. Then the Lipschitz constant of $(\pi|_{\mathcal{J}(u)})^{-1}$ can be chosen to be the same for all $u \prec L\eta, \eta \in K$. 
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2.3 Finsler metrics

In this paper we will concentrate on Finsler metrics, motivated by the following.

2.11 Proposition (cf. [8]). Let $L$ be a Tonelli Lagrangian on a closed manifold $M$ and $k > c_0(L)$. Then on the energy level $E_k$, the Euler-Lagrange flow of $L$ is a reparametrisation of a geodesic flow of some Finsler metric on $M$.

2.12 Remark. For $M = \mathbb{T}^2$, not only Tonelli Lagrangian systems can be described by Finsler geodesic flows, but also the Euler-Lagrange flows arising from non-autonomous Tonelli Lagrangians $L : S^1 \times TS^1 \cong \mathbb{T}^2 \times \mathbb{R} \to \mathbb{R}$. One can show that the Finsler metric $F : TT^2 \to \mathbb{R}$ defined by $F(x,v_1,v_2) = v_1 \cdot L(x,v_2/v_1)$ (where we have to assume that $L(x,r) = F_0(x,1,r)$ for large $|r|$ and some given Finsler metric $F_0$) has the orbits $x(t) = (t, \theta(t))$ of $L$ as reparametrised geodesics. For details we refer to [25]. In particular, using a result of Moser [20], one can study monotone twist maps in the setting of Finsler geodesic flows.

Let $F$ be a Finsler metric on a manifold $M$. As usual, a curve $c \in C^1([a,b], M)$ is said to have arc-length, if $F(\dot{c}) \equiv 1$. We write

$$l_F : C^0([a,b], M) \to \mathbb{R}, \quad l_F(c) = l_F(c[a,b]) = \int_a^b F(\dot{c})dt,$$

$$d_F(x,y) = \inf\{l_F(c) : c \in C^0([0,1], M), c(0) = x, c(1) = y\}$$

for the Finsler length and distance. By homogeneity, we have $l_F(c) = l_F(c \circ h)$ for orientation-preserving reparametrisations $h$. Note that the energy of a Finsler Lagrangian $L_F$ is again $E = L_F$. Basics about Finsler metrics and their geodesic flows can be found in [4].

A geodesic segment $c : [a,b] \to M$ is said to be minimal, if $l_F(c[a,b]) = d_F(c(a),c(b))$. $c : \mathbb{R} \to M$ is minimal, if each $c|_{[a,b]}$ is minimal. There are two important properties of minimals, which we will use frequently without further notice:

- If $c_i : [0,a_i] \to M, i = 0,1$ are arc-length minimals with $c_0(0) = c_1(0)$ and $c_0(0) \neq c_1(0)$, then $c_0([0,a_0])$ is disjoint from $c_0([0,a_0])$.

- If $c_0, c_1 : [0,\infty) \to M$ are arc-length minimals with $c_1(0) = c_0(a)$ for some $a > 0$ and $c_0(0) \neq c_1(a)$, then there is some $\varepsilon > 0$, s.th.

$$\inf\{d(c_0(s),c_1(t)) : t \in [a+1,\infty), s \in c_1[1,\infty]\} \geq \varepsilon.$$

The proofs are the same as in Riemannian geometry, cf. theorems 3 and 6 in [19]. In the Finsler case orientations of intersecting minimizers matter. We say that two curves $c_0, c_1$ intersect successively, if there are times $a_0, a_1, b_0, b_1$, s.th.

$$c_0(a_0) = c_1(a_1), \quad c_0(b_0) = c_1(b_1), \quad a_0 < b_0, \quad a_1 < b_1.$$

$F$ and the norm $\|\cdot\|$ of the background metric are equivalent due to the compactness of $M$. The following technical estimates will be of frequent use, cf. 6.2.1 in [4].

2.13 Lemma. There is a constant $c_F > 0$, s.th. the following hold.

- $\frac{1}{c_F} \|v\| \leq F(v) \leq c_F \|v\|$ for all $v \in TM$. 
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• \( \frac{1}{c_F} d(x, y) \leq d_F(x, y) \leq c_F d(x, y) \) for all \( x, y \in M \).

• \( \frac{1}{c_F} d_F(y, x) \leq d_F(x, y) \leq c_F^2 d_F(y, x) \) for all \( x, y \in M \).

Using the homogenity of \( F \), one easily shows the following.

### 2.14 Lemma

Let \( \alpha, \beta \) be Mather’s functions associated to \( L_F = \frac{1}{2} F^2 \), \( \eta \in H^1(M, \mathbb{R}) \), \( h \in H_1(M, \mathbb{R}) \) and \( s > 0 \). Then

\[
\alpha(s\eta) = s^2 \cdot \alpha(\eta), \quad \beta(sh) = s^2 \cdot \beta(h), \quad \eta \in \partial\beta(h) \iff s\eta \in \partial\beta(sh).
\]

We want to concentrate on the unit tangent bundle \( SM = \{ L_F = 1/2 \} \) and motivated by \( \mathcal{N}_0 \subset \{ L_F = \alpha(\eta) \} \) we set

\[
H_F := \{ \eta \in H^1(M, \mathbb{R}) : \alpha(\eta) = 1/2 \} \subset H^1(M, \mathbb{R}).
\]

By lemma 2.14 \( H_F \) is star-like w.r.t. 0 in \( H^1(M, \mathbb{R}) \) and bounds the convex set \( \{ \alpha \leq 1/2 \} \). We also want to single out the homologies that can occur as rotation vectors of the Mather sets \( M^h \subset SM \), so we define another star-like set

\[
G_F := \{ h \in H_1(M, \mathbb{R}) : \partial\beta(h) \subset H_F \} \subset H_1(M, \mathbb{R})
\]

(recall that \( \alpha \) is constant on \( \partial\beta(h) \)), so for each \( h \in G_F \) we have the closed, convex set

\[
\mathcal{F}^h := \partial\beta(h) \subset H_F \subset H^1(M, \mathbb{R}).
\]

In the case of \( M = T^2 \), \( H_F \) is a circle in \( H^1(T^2, \mathbb{R}) \cong \mathbb{R}^2 \) oriented anticlockwise and the sets \( \mathcal{F}^h = \partial\beta(h) \) are straight segments, maybe points in \( H_F \). We shall denote them by

\[
\mathcal{F}^h = [\eta_-, \eta_+],
\]

where \( \eta_\pm \) are the endpoints of \( \mathcal{F}^h \) and

\[
\eta_- \leq \eta \leq \eta_+ \quad \text{for all} \quad \eta \in \mathcal{F}^h
\]

in the cyclic order defined by the orientation of \( H_F \). Similarly we use the orientation in \( G_F \subset H_1(M, \mathbb{R}) \cong \mathbb{R}^2 \) for a cyclic ordering.

The following calculations show that arc length parametrisation is optimal for \( A_{L_\eta} \), if \( \eta \in H_F \).

### 2.15 Proposition

Let \( F \) be a Finsler metric on \( M \).

(i) For \( c \in C^\infty([0, T], M) \) there is \( c_0 \in C^\infty([0, l_F(c)], M) \) with

\[
F(c_0) = 1 \text{ a.e.,} \quad c_0(0) = c(0), \quad c_0(l_F(c)) = c(T), \quad c_0[0, l_F(c)] = c[0, T].
\]

(ii) Let \( k > 0 \), \( \eta \) a closed 1-form on \( M \), \( c \in C^\infty([0, T], M) \) and \( c_1 : [0, \frac{1}{k}] \to M \) with \( c_1(t) := c_0(t \cdot \sqrt{k}) \), \( c_0 \) as in (i). Then

\[
A_{L_F - \eta + k}(c_1) \leq A_{L_F - \eta + k}(c).
\]

(iii) If \( c \in C^\infty([a, b], M) \) is minimal w.r.t. \( A_{L - \eta + k} \), then \( c \) is minimal w.r.t. \( l_F \) under all curves homologous to \( c \).
Proof. (i) Define an equivalence relation $\sim$ on $[0,T]$ by $s \sim t$ iff $l_F(c[0,s]) = l_F(c[0,t])$. Identifying $s \sim t$ we obtain a new interval $[0,T_0] \cong [0,T]/\sim$, and a new curve $\tilde{c} : [0,T_0] \to M$ defined by $\tilde{c}(t) := c(t)$, where $|t| = \{s \in [0,T] : s \sim t\}$. $\tilde{c}$ is continuous, since $c(t) = c(s)$ for all $s \sim t$. Define $l : [0,T_0] \to [0, l_F(c)]$ by $l(|t|) := l_F(c[0,t])$. Then $l$ is continuous, strictly increasing and has a strictly increasing inverse $h := t^{-1}$. As such, $h$ is differentiable a.e. and for $c_0 := \tilde{c} \circ h$ we obtain $F'(\tilde{c}_0) = h' \cdot F'(\tilde{c} \circ h) = \frac{1}{h'} \cdot F'(\tilde{c} \circ h) = 1$ a.e.. It remains to show that $c_0$ is absolutely continuous, but if $\sum_i b_i - a_i \leq \varepsilon/c_F$ for $\varepsilon > 0$, then

$$\sum_i d(c_0(a_i), c_0(b_i)) \leq c_F \sum_i l_F(c_0[a_i, b_i]) = c_F \sum_i b_i - a_i \leq \varepsilon.$$  

(ii) From the $L^2$-Cauchy-Schwarz inequality we get

$$l_F(c[a,b])^2 = \left(1, F'(\tilde{c})\right)^2 \leq \|1\|_{L^2} \cdot \|F'(\tilde{c})\|_{L^2}^2 = 2(b-a)A_{L_F}(c[a,b])$$

with equality iff $F'(\tilde{c}) = \text{const. a.e.}$. By (i) we can reparametrise $c$ to have constant speed (consider the new curve $c_0(l_F(\tilde{c}))$ defined on $[0,T]$, $c_0$ as in (i)) and by Cauchy-Schwarz, the action does not increase. Hence w.l.o.g. $F'(\tilde{c}) = \text{const. a.e.}$. For $\lambda > 0$ consider the curves $c_\lambda : [0,T/\lambda] \to M$ with $c_\lambda(t) = c(\lambda t)$. Then with $E = L_F(\tilde{c}) = \text{const.}$ we have

$$A(\lambda) := A_{L_F-\eta+k}(c_\lambda) = TE\lambda - \int_c \eta + Tk/\lambda, \quad A'(\lambda) = T(E-k/\lambda^2).$$

With $A(\lambda) \to \infty$ for $\lambda \to 0$, $\infty$ we find a minimum of $A$ in $(0, \infty)$ characterised by the unique $\lambda_0$ with $A'(\lambda_0) = 0$, i.e. $\lambda_0 = \sqrt{k/E}$. Thus we find the optimal speed for $c$ by

$$F'(\tilde{c}_{\lambda_0}) = \lambda_0 \cdot F'(\tilde{c}) = \sqrt{2k/F^2(\tilde{c})} \cdot F'(\tilde{c}) = \sqrt{2k}.$$

(iii) Suppose $\gamma : [a,b] \to M$ with $\gamma(a) = c(a)$, $\gamma(b) = c(b)$ is homologous to $c$, $F(\gamma) = \text{const. a.e.}$ and $l_F(\gamma) < l_F(c)$. Then we find by the equality case in Cauchy-Schwarz that

$$A_{L_F+k}(\gamma) = \frac{l_F(\gamma)^2}{2(b-a)} + k(b-a) < \frac{l_F(c)^2}{2(b-a)} + k(b-a) = A_{L_F+k}(c).$$

But $\int_c \eta - \int_c \gamma = 0$ by $c, \gamma$ being homologous and $\gamma$ being closed, contradicting the $A_{L_F-\eta+k}$-minimality of $c$. \hfill $\Box$

3 Mañé sets for Finsler metrics on the 2-torus, proof of theorem II

In this section we study the structure of the Mañé sets $\mathcal{N}_\theta$ in the case of a Finsler Lagrangian on $\mathbb{T}^2 = \mathbb{R}^2/\mathbb{Z}^2$. From now on we fix a Finsler metric $F$ on $\mathbb{T}^2$. We will write $p : \mathbb{R}^2 \to \mathbb{T}^2$ for the covering map and $\tau_z = x \mapsto x + z$ for the deck transformations with $z \in \mathbb{Z}^2$. Our background metric will be the euclidean scalar product $\langle \cdot, \cdot \rangle$. We identify $\mathbb{Z}^2$ and $\pi_1(\mathbb{T}^2)$ with the free homotopy classes of loops in $\mathbb{T}^2$ and write $c \in z \in \pi_1(\mathbb{T}^2)$ for closed loops $c$. We will frequently denote objects in $\mathbb{T}^2$ and lifts to $\mathbb{R}^2$ by the same letters.
and assume that geodesics are parametrised by $F$-arc-length. When writing $\eta$ we refer to the constant 1-form $\langle \eta, \cdot \rangle$ on $\mathbb{T}^2$ with $\eta \in \mathbb{R}^2$. Such $\eta$ also refer the the cohomology classes $[\eta] \in H^1(\mathbb{T}^2, \mathbb{R}) \cong \mathbb{R}^2$ and we will assume that $\eta \in H_F = \{ \alpha = 1/2 \}$ if not stated otherwise. Recall that in this case $H_F, G_F$ are oriented circles in $H^1(\mathbb{T}^2, \mathbb{R}), H_1(\mathbb{T}^2, \mathbb{R}) \cong \mathbb{R}^2$, respectively.

3.1 Semistatic curves and rotation vectors

We use two results due to Hedlund [12] proven in the Riemannian case, just noting that his arguments apply directly to the Finsler case.

3.1 Lemma (lemma 5.1 in [12]). Let $c : \mathbb{R} \to \mathbb{T}^2$ be a continuous periodic curve with homotopy class $[c] = k\pi \in \pi_1(\mathbb{T}^2)$ for some $z \neq 0$ and $k \geq 2$. Then there are $k$ periodic curves $\sigma_1, \ldots, \sigma_k \in z \in \pi_1(\mathbb{T}^2)$, s.th. $\sigma_1$ is a part of $c = c_0$ and $\sigma_{i+1}$ is a part of $c_i$, where $c_i$ is obtained from $c_{i-1}$ by cutting out $\sigma_i$, s.th. $c_i \in (k - i)z$.

3.2 Theorem (Hedlund, Mather). Let $c \in z \in \pi_1(\mathbb{T}^2)$ be minimal for $l_F$ in the homotopy class $z \neq 0$ and let $T > 0$ be the period of $c$. Then

- $c$ is prime-periodic and $c$ is also minimal in $kz$ for all $k \geq 1$,
- any lift $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$ is minimal for $l_F$,
- there is some $\eta \in H_F$ with $\tilde{c} \in \mathcal{M}_\eta$.

The first two statements are contained in Hedlund’s paper [12], while the last statement is a special case of proposition 2 in Mather’s paper [17].

3.3 Definition. Let $c : \mathbb{R} \to \mathbb{T}^2$ and $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$ be a lift. Set

$$\delta^\pm(c) := \lim_{T \to \pm \infty} \frac{\tilde{c}(T)}{|\tilde{c}(T)|} \in S^1,$$

$$\rho(c) := \lim_{T \to \infty} \frac{\tilde{c}(T) - \tilde{c}(-T)}{2T}, \quad \rho^\pm(c) := \lim_{T \to \pm \infty} \frac{\tilde{c}(T)}{|T|} \in \mathbb{R}^2,$$

if the limits exist. We call $\delta^\pm$ asymptotic directions and $\rho, \rho^\pm$ rotation vectors.

3.4. We make a few basic observations. Let $c$ be an $\eta$-semistatic ($\eta \in H_F$).

- There exists a global constant $C$, s.th. $|A_{L_\eta}(c[a, b])| \leq C$ for any $a < b$. This follows from comparison with minimal geodesics between $c(a), c(b)$ in $\mathbb{T}^2$, giving a local bound for $\Phi_{L_\eta}(x, y)$. In particular, if $c$ is periodic with period $T$, we have $A_{L_\eta}(c[0, T]) = 0$: $A_{L_\eta}(c) \geq 0$ by definition of Mañé’s critical value and if $A_{L_\eta}(c) > 0$, the action would become unbounded for higher iterates of $c$.

- Calculating $\lim_{T \to \infty} \frac{1}{T} A_{L_\eta}(c[0, T]) = 0$, we find by $L_F(\tilde{c}) = \alpha(\eta) = 1/2$, that

$$\frac{1}{T} \int_0^T \langle \eta, \tilde{c} \rangle \, dt \to 1, \quad T \to \infty.$$

In particular, if $\rho(c), \rho^+(c)$ exist, we find by $\int_a^b \langle \eta, \tilde{c} \rangle \, dt = \langle \eta, \tilde{c}(b) - \tilde{c}(a) \rangle$, that

$$\langle \eta, \rho(c) \rangle = \langle \eta, \rho^+(c) \rangle = 1.$$

This reflects that $\rho$ depends on the parametrisation fixed by $\alpha(\eta)$.
• For the lifts \( \tilde{c} \) of \( c \) we have \( \lim_{t \to \pm \infty} \| \tilde{c}(t) \| = \infty \) due to minimality. In particular, \( \delta^\pm \) do not depend on the chosen lift.

3.5 Theorem. For any \( \eta \)-semistatic the asymptotic directions and rotation vectors exist and

\[
\delta^+ = -\delta^-, \quad \rho = \rho^+ = -\rho^-, \quad \rho = \frac{\delta^+}{\| \rho \|}, \quad \delta^+ = \frac{\rho}{\| \rho \|}
\]

Furthermore all \( \eta \)-semistatics have the same rotation vector.

Proof. Let \( c \) be an \( \eta \)-semistatic lifted to \( \mathbb{R}^2 \). We first prove everything for \( \delta^\pm \). Recall that \( \| c(t) \| \neq 0 \) for large \( |t| \) by the observations \([3, 4]\) and suppose \( \delta^+(c) \) would not exist. Then we find two limit points of \( \frac{c(t)}{\| c(t) \|} \) for \( t \to \infty \), say \( v_1 = \lim_{t \to \infty} \frac{c(s_i)}{\| c(s_i) \|}, v_2 = \lim_{t \to \infty} \frac{c(t_i)}{\| c(t_i) \|} \) with \( s_i < t_i < s_{i+1} \). Put two disjoint open cones \( C_j \) around \( \mathbb{R}_{>0} v_j \). For large \( i \) we have \( c(s_i) \in C_1 \) and \( c(t_i) \in C_2 \) (as long as e.g. \( v_1 \approx \frac{c(s_i)}{\| c(s_i) \|} \in C_1 \)), so \( c \) oscillates between \( C_1, C_2 \). This shows that for some periodic minimal \( c_0 \) from theorem \([3, 2]\) \( c \) has to intersect \( c_0 \) successively, contradicting the minimality of \( c, c_0 \).

To show \( -\delta^-(c) = \delta^+(c) \) suppose the contrary and consider disjoint open cones \( C_-, C_+ \) around \( \mathbb{R}_{>0} \delta^-(c), \mathbb{R}_{>0} \delta^+(c) \), respectively. By the convergence \( \frac{c(t)}{\| c(t) \|} \to \delta^\pm \), we have \( c(\pm t) \in C_{\pm} \) for large \( |t| \). Also recall \( \| c(t) \| \to \infty \), \( t \to \pm \infty \).

Now consider a periodic minimal \( c_0 \) intersecting first \( C_- \), then \( C_+ \) far away from the origin. This again gives successive intersections of \( c, c_0 \).

To show the existence of \( \rho^+(c) \) observe that by \([3, 4]\)

\[
\frac{1}{T} \int_0^T \langle \eta, \dot{c} \rangle \, dt = \left\langle \eta, \frac{c(T) - c(0)}{\| c(T) \|} \right\rangle = \frac{\| c(T) \|}{T} \left\langle \eta, \frac{c(T) - c(0)}{\| c(T) \|} \right\rangle \to \delta^+(c)
\]

\[
\Rightarrow \frac{c(T)}{T} = \left\langle \eta, \frac{c(T)}{\| c(T) \|} \right\rangle \to \frac{\delta^+(c)}{\| \eta, \delta^+(c) \|} = \rho^+(c).
\]

With \(-\delta^- = \delta^+ \) we get with the same calculations as above for \(\delta^-\):

\[
\rho^- = \lim_{T \to \infty} \frac{c(-T)}{T} = \frac{\delta^-}{\| \eta, -\delta^- \|} = -\frac{\delta^+}{\| \eta, \delta^+ \|} = -\rho^+.
\]

Finally

\[
\rho^+ = \frac{1}{2} (\rho^+(c) + \rho^-(c)) = \lim_{T \to \infty} \frac{c(T)}{2T} - \frac{c(-T)}{2T} = \rho.
\]

To show the uniqueness of \( \rho \) in \( \mathcal{N}_\eta \), choose some curve \( c_0 \) from \( \mathcal{M}_\eta \). By theorem \([2, 10]\) we find some \( \alpha < L_{\eta} \), s.th. \( c, c_0 \) are calibrated for \( u \) (\( c_0 \) is calibrated for all \( u \not< L_{\eta} \) and \( c, c_0 \) cannot intersect in \( \mathbb{R}^2 \). This shows \( \delta^+(c) = \pm \delta^+(c_0) \) (otherwise consider two disjoint cones \( C, C_0 \) around \( \mathbb{R} \delta^+(c), \mathbb{R} \delta^+(c_0) \), now \( c \) has to get from one side of \( C_0 \) to the other). Now

\[
\rho(c) = \frac{\delta^+(c)}{\| \eta, \delta^+(c) \|} = \frac{\pm \delta^+(c_0)}{\| \eta, \pm \delta^+(c_0) \|} = \rho(c_0).
\]

\[ \square \]
3.6 Corollary.  
- \( \alpha \) is \( C^1 \) everywhere in \( H^1(T^2, \mathbb{R}) - \{0\} \).
- \( \mathcal{M}_\eta = \mathcal{M}^{\nabla \alpha(\eta)} \) for all \( \eta \in H^1(T^2, \mathbb{R}) - \{0\} \).
- The rotation vector of \( \eta \)-semistatics is \( \rho = \nabla \alpha(\eta) \).
- \( \beta \) is strictly convex.

Proof. Let \( \xi \) be a closed 1-form on \( T^2 \) and \( \mu \in \mathcal{M}_\eta \). All \( v \in \mathcal{N}_\eta \) have some fixed rotation vector \( h = \rho(c_v) \) by theorem 3.5 so

\[
\langle \xi, h \rangle = \langle \xi, \rho(c_v) \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T \langle \xi, \dot{c}_v(t) \rangle \, dt =: \hat{\xi}(v),
\]

i.e. \( \hat{\xi} \) is the time average of \( \xi : T^2 \to \mathbb{R} \), it exists everywhere and is constant. Using Birkhoff’s ergodic theorem, we obtain

\[
\langle \xi, h \rangle \mu(T^2) = \int_{TM} \hat{\xi} \, d\mu = \int_{TM} \langle \xi, v \rangle \, d\mu(v) \overset{\text{def}}{=} \hat{\rho} \langle \xi, \rho(\mu) \rangle \Rightarrow h = \rho(\mu).
\]

Hence, all \( \mu \in \mathcal{M}_\eta \) have the fixed rotation vector \( h \). By proposition 2.7, \#\( \partial \alpha(\eta) \) = 1 and \( \mathcal{M}_\eta = \mathcal{M}^{\nabla \alpha(\eta)} \) follow and in particular \( h = \nabla \alpha(\eta) \). By theorem 24.4 in [25], \( \alpha \) is \( C^1 \). The strict convexity of \( \beta \) is a consequence of proposition 4.27 (i) in [27] and proposition 2.7.

By homogeneity of \( \alpha \) one sees that \( H_F \) is a \( C^1 \)-submanifold of \( \mathbb{R}^2 \) (implicit function theorem) bounding the convex region \( \{ \rho \leq 1/2 \} \). This shows the following.

3.7 Corollary. Consider the map \( \rho : H_F \to G_F \) with \( \eta \mapsto \nabla \alpha(\eta) \). Then

(i) the lifts \( \tilde{\rho} : \mathbb{R} \to \mathbb{R} \) are non-decreasing (recall \( H_F, G_F \cong S^1 \)),

(ii) \( \rho \) is surjective,

(iii) \( \rho \) has mapping degree 1.

In the following two subsections we study the structure of the Mañé sets \( \mathcal{N}_\eta \).

For \( u \prec L_\eta \) the invariant set \( \mathcal{J}(u) \) is contained in a Lipschitz graph and curves \( c_v(\mathbb{R}), c_w(\mathbb{R}) \subset \mathbb{R}^2 \) with \( v, w \in \mathcal{J}(u) \) are equal or disjoint. Suppose each such geodesic would intersect the verticals \( V_n = \{ x \in \mathbb{R}^2 : x_1 = n \} \), \( n \in \mathbb{N} \), exactly once. We could then describe the geodesic flow in \( \mathcal{J}(u) \) as the Poincaré map of the projected geodesic flow in \( \pi(\mathcal{J}(u)) \) from \( V_0 \) to \( V_1 \). Interpolating this map in the gaps linearly and projecting to the torus would give a circle homeomorphism with rotation number linked to \( \rho(\mathcal{J}(u)) = \rho(\eta) \). This approach is carried out in Bangert’s article [2]. Our techniques are as well motivated by the study of circle homeomorphisms. The distinction between rational or irrational slope of \( h = \rho(\eta) \) becomes fundamental (we will just say that \( h \) is (ir)rrational).

In the following we work in \( \mathbb{R}^2 \) and consider all objects as lifted, using the same letters. Let \( v \in \mathcal{N}_\eta \subset T\mathbb{R}^2 \) and choose \( u \prec L_\eta \) with \( v \in \mathcal{J}(u) \). By theorem 3.5, \( c_v(\mathbb{R}) \) has sublinearly bounded distance from \( \mathbb{R}h \). We can define a partial ordering on \( \mathcal{J}(u) \).
3.8 Definition. For \( v \in \mathcal{N}_\eta \) let \( V(v-) \subset \mathbb{R}^2 \) be the closed half space below and \( V(v+) \) the one above \( c_v(\mathbb{R}) \) (here we pick the orientation on \((\mathbb{R}h)^+\) defined by \( h \cdot i\)). Define for \( v, w \in \mathcal{J}(u) \subset \mathbb{R}^2 \)
\[
v < w \iff c_v(\mathbb{R}) \subset \text{Int} V(w-) \iff c_w(\mathbb{R}) \subset \text{Int} V(v+).
\]

3.9 Remark. Obviously \( v < w \) iff \( \phi^s v < \phi^t w \) for any \( s, t \in \mathbb{R} \). We also write \( c_v < c_w \).

3.2 Irrational directions

Let \( h \in G_F \) have irrational slope and fix \( \eta \in \mathcal{F}^h \). The following arguments mimic arguments for circle homeomorphisms with irrational rotation number, cf. also chapter 3 in [9] or chapters 2 and 4 in [2]. As for irrational circle homeomorphisms, the \( \alpha \) - and \( \omega \)-limit sets play a crucial role in the study of the dynamics in \( \mathcal{N}_\eta \).

3.10 Definition. For \( v \in \mathcal{N}_\eta \) set \( R(v) = dp^{-1}(\alpha(v) \cup \omega(v)) \), i.e. \( R(v) \) is the lift of the \( \alpha / \omega \)-limit sets of \( v \) w.r.t. the geodesic flow \( \phi^t \).

3.11 Remark. (i) It is well known that \( R(v) \) is closed and \( \phi^t \)-invariant. If \( v \in \mathcal{J}(u) \) for some \( u \prec L_\eta \), then by the closedness and \( \phi^t \)-invariance of \( \mathcal{J}(u) \) we have \( R(v) \subset \mathcal{J}(u) \).

(ii) \( R(v) \) could be analogously defined as the set of \( w \in S\mathbb{R}^2 \), s.th. there are times \( t_i \in \mathbb{R} \) and translates \( z_i \in \mathbb{Z}^2 - \{0\} \) with \( w = \lim_i d\tau_{z_i} \phi^{t_i} v \).

Here are some properties of \( R(v) \).

3.12 Proposition. Let \( R = R(v) \). Then

(i) for \( w \in R \) we have \( R(w) = R \),

(ii) \( dp(R) \subset S\mathbb{T}^2 \) is minimal for \( \phi^t \) (no non-trivial closed invariant subsets),

(iii) if \( \pi(R) \subset \mathbb{R}^2 \) has non-empty interior, then \( \pi(R) = \mathbb{R}^2 \).

For the proof we need the following lemma, which is a consequence of the irrationality of \( h \), by which \( \mathcal{N}_\eta \) cannot contain periodic orbits.

3.13 Lemma. Let \( v \in \mathcal{J}(u) \) be fixed. For \( z \in \mathbb{Z}^2 - \{0\} \) there is \( \varepsilon(z) > 0 \), s.th. in \( \mathbb{R}^2 \) the curves \( c_v(\mathbb{R}) \) and \( \tau_z c_v(\mathbb{R}) \) stay at distance \( \varepsilon(z) \) from another.

Proof of 3.13. Suppose there are \( t_k, T_k \in \mathbb{R} \) with \( \varepsilon_k := d_F(c_v(t_k), \tau_z c_v(T_k)) \rightarrow 0 \) monotonically. We find \( z_k \in \mathbb{Z}^2 \), s.th. w.l.o.g. \( \tau_{z_k} c_v(t_k) \) and hence \( \tau_{z_k} \tau_z c_v(T_k) \) converge to some \( x \in \mathbb{R}^2 \) and both velocity vectors of the two curves converge to some \( v_0 \in \mathcal{J}(u) \cap S_\varepsilon \mathbb{T}^2 \) by the graph property. By minimality of \( c_v \) in \( \mathbb{R}^2 \) and \( I_F(c_v[a,b]) = b - a \), we have
\[
\tilde{t}_k \leq d_F(\pi v, \tau_z \pi v) + t_k + \varepsilon_k, \quad t_k \leq d_F(\pi v, \tau_z \pi v) + \tilde{t}_k + \varepsilon_k,
\]
i.e. w.l.o.g. \( \tilde{t}_k - t_k \rightarrow T \) for some \( T \in \mathbb{R} \). With \( \phi^t d\tau_z = d\tau_z \phi^t \) (\( \tau_z \) being isometries w.r.t. \( F \)) we have
\[
\phi^T v_0 = \lim_k \phi^{T - t_k} d\tau_{z_k} \phi^{t_k} v = \lim_k d\tau_{z_k} \phi^{t_k} v = d\tau_z^{-1} \lim_k d\tau_{z_k} d\tau_z \phi^{t_k} v = d\tau_z^{-1} v_0,
\]
giving a periodic orbit \( \dot{v}_0 \) in \( \mathcal{J}(u) \), contradiction. \( \square \)
Proof of 3.14 (i) Let \( w \in R \). As \( R \) is closed and invariant, we have \( R(w) \subset R \). We prove \( R \subset R(w) \). By remark 3.11 we find \( z_i, t_i \) with \( d\tau_z \phi^t v \to w \) and hence for any given \( \varepsilon > 0 \) some \( z(\varepsilon) \in \mathbb{Z}^2 \) s.t.
\[
d_{[R^2, F]}(\tau_{z(\varepsilon)} c_w(0), c_w(\mathbb{R})) \leq \varepsilon/2.
\]
Using lemma 3.13 and taking any \( w_0 = \lim_{i \to \infty} d\tau_{z_i} \phi^t v \in R \) with distinct \( z_i^0 \in \mathbb{Z}^2 \) we set
\[
e_i := \min \{ \varepsilon(z_i^0 - z_{i-1}^0), \varepsilon(z_{i-1}^0 - z_i^0) \} > 0.
\]
Now \( \tau_{z(\varepsilon)} c_w(\mathbb{R}) \) lies between \( c_v(\mathbb{R}) \) and one of the curves
\[
\tau_{z_i^0 - z_{i-1}^0} c_v(\mathbb{R}), \quad \tau_{z_{i-1}^0 - z_i^0} c_v(\mathbb{R})
\]
by lemma 3.13. W.l.o.g. the approximation \( d\tau_{z_i} \phi^t v \to w_0 \) is strictly monotone w.r.t. \( <, \) say, increasing and also we may assume that all \( \tau_{z(\varepsilon)} c_w(\mathbb{R}) \) lie on one side of \( c_v(\mathbb{R}) \), say \( \tau_{z(\varepsilon)} c_w(\mathbb{R}) \subset V(\cdot -) \). Then \( \tau_{z_0} \tau_{z(\varepsilon)} c_w(\mathbb{R}) \) lies between \( \tau_{z_0} c_v(\mathbb{R}) < \tau_{z_0} c_w(\mathbb{R}) \subset V(w_0 -) \), and by the approximation \( \tau_{z_0} c_v(\mathbb{R}) \to c_w(\mathbb{R}) \) we can also approximate \( w_0 \) by \( w \).

(ii) Any closed invariant set \( N \subset R \) with \( w \in N \) contains \( R(w) = R \) by (i).

(iii) The closed set \( R \) is contained in the Lipschitz graph \( J(v) \) over \( \mathbb{R}^2 \), so \( \pi(R) \subset \mathbb{R}^2 \) is closed. Let \( U \subset \pi(R) \) be some non-empty open set. For \( w \in R \) we find some time \( t \) with \( c_v(t) \in U \) by (ii), so for \( U' = (\pi|_{J(w)})^{-1} U \subset R \), the set \( \pi \phi^{-1}(U') \) is an open set in \( \pi(R) \) containing \( \pi w \). Thus \( \pi(R) \) is also open, so \( \pi(R) = \mathbb{R}^2 \).

For irrational circle homeomorphisms it is well known that the limit set \( \omega(x) \subset S^1 \) is independent of \( x \). Here is the corresponding result for \( R(v) \subset \mathcal{N}_\eta \).

3.14 Proposition. For all \( v, w \in \mathcal{N}_\eta \) we have \( R(v) = R(w) =: R \).

Proof. Let \( v \in \mathcal{N}_\eta \) and \( w \in \mathcal{M}_\eta \), then \( v, w \) are contained in a common graph \( J(u) \) (cf. theorem 2.10). Set
\[
e := \inf \{ d_F(\tau_z c_v(t), c_w(\mathbb{R})) : z \in \mathbb{Z}^2, t \in \mathbb{R} \} \geq 0.
\]
We claim \( e = 0 \). Assume \( e > 0 \) and consider the closed strip \( S \subset \mathbb{R}^2 \) defined by
\[
(\cap \{ V(\cdot z -) : z \in \mathbb{Z}^2, d\tau_z w > v \}) \bigcap (\cap \{ V(\cdot z +) : z \in \mathbb{Z}^2, d\tau_z w < v \}).
\]
\( S \) contains \( c_v(\mathbb{R}) \) in its interior by \( e > 0 \) and is bounded by two geodesics \( c_{\pm} \) from \( R(w) \), s.t. \( c_- < c_v < c_+ \). By definition of \( e \) and the irrationality of \( h \), \( S \) is disjoint from all its translates. Hence \( p : S \to p(S) \subset \mathbb{T}^2 \) is injective, while \( p(S) \) has uniform width \( \geq e > 0 \), contradicting \( \text{vol}_{c_w}(T^2) < \infty \). But for \( e = 0 \) we find \( s^\pm_i, t_i \in \mathbb{R} \), s.t.
\[
\min_{t_i} \lim_{i \to \infty} d(c_{\pm}(s^\pm_i), c_v(t_i)) = 0.
\]
Using the graph property and applying suitable translates, we find \( R(w) \cap R(v) \neq \emptyset \) by \( c_{\pm} \in R(w) \). It now follows from the minimality of \( R(v), R(w) \) that \( R(v) = R(w) \). This shows the claim, as for \( v' \in \mathcal{N}_\eta \) we have \( R(v') = R(w) = R(v) \).
3.15 Corollary. (i) For any \( \eta \in F^h \) we have

\[ dp(R) = M^h = \{ v \in \mathcal{N}_\eta : v \text{ is recurrent} \}. \]

(ii) For \( x \in \mathbb{R}^2 \) there are two (unique) geodesics \( c_- , c_+ \) from \( R \) closest to \( x \), s.th. \( x \) lies in the strip between \( c_\pm \) and \( c_\pm \) are asymptotic in \( \infty \) and \( -\infty \).

Proof. (i) Picking \( v \in M^h \) we find \( dp(R) = dp(M(v)) \subset M^h \) by the closedness and invariance of \( M^h \). Since \( M^h = \mathcal{M}_\eta \subset \mathcal{N}_\eta \) consists of supports of invariant measures, any point in \( M^h \) is recurrent. Finally, if \( v \in \mathcal{N}_\eta \) is recurrent, then by definition \( v \in dp(R(v)) = dp(R) \).

(ii) The existence of the \( c^\pm \) closest to \( x \) follows from the closedness of \( \pi(R) \). If they were not asymptotic, say in \( +\infty \), the same argument as in proposition 3.14 gives a contradiction to vol_{euc}(T^2) < \infty.

The following proposition shows that there is only one Mañe set for irrational rotation vectors. Bangert proved an analogous statement for discrete variational problems in \cite{B} using similar techniques. For monotone twist maps the result is due to Mather \cite{M}.

3.16 Proposition. \( \beta \) is differentiable in irrational directions.

Proof. Let \( \eta_0 , \eta_1 \in F^h \) and \( u_i \prec L_{\eta_i} \) be backward weak KAM solutions. By theorem 2.10 the curves from \( M^h = \mathcal{M}_\eta \) belong to the \( (u_i, \eta_i) \)-calibrated curves for both \( i = 0, 1 \). Let \( \gamma_0 : (-\infty, 0] \rightarrow \mathbb{R}^2 \) be a \( (u_0, \eta_0) \)-calibrated curve. By definition for \( t < 0 \) there is a \( (u_1, \eta_1) \)-calibrated curve \( \gamma_1 : (-\infty, 0] \rightarrow \mathbb{T}^2 \) with \( \gamma_1(0) = \gamma_0(t) \). Both \( \gamma_i \) lie in one common gap of \( \pi(M^h) \) and thus by corollary 3.15 are asymptotic in \( -\infty \) (they also have the same rotation vector \( h \)). This shows that \( \gamma_1 \) is just a reparametrisation of \( \gamma_0 \) (they cannot intersect transversely by minimality in \( \mathbb{R}^2 \)). Hence, using the continuity of \( u_1, t \mapsto A_{L_{\eta_0}}(\gamma_0[a,t]) \), \( \gamma_0 \) is also \( (u_1, \eta_1) \)-calibrated on \( (-\infty, 0] \), so both \( u_i \) have the same calibrated curves on \( (-\infty, 0] \). Let \( U \subset \mathbb{R}^2 \) be the set, where both \( u_i \) are differentiable (this is a set of full Lebesgue measure by Rademacher's theorem). By 4.13.2 in \cite{10}, \( du_i \) are continuous in \( U \). For \( x \in U \) choose a calibrated curve \( \gamma_x : (-\infty, 0] \rightarrow \mathbb{R}^2 \) with \( \gamma_x(0) = x \). With proposition 2.9 we have

\[ (du_i + \eta_i)(x) = \lim_{t \uparrow 0} (du_i + \eta_i)(\gamma_x(t)) = \lim_{t \uparrow 0} L_{\gamma_x(t)}(\dot{\gamma}_x(t)) = L_x(\dot{\gamma}_x(0)) \]

independently of \( i = 0, 1 \), so \( u_1 + \eta_1 - (u_0 + \eta_0) =: c \) is constant on \( \mathbb{R}^2 \) (the derivative vanishes a.e. observing \( \eta_i = d\eta_i \)). This shows that

\[ u_1 - u_0 - c = \eta_0 - \eta_1. \]

The left hand side of this equation is periodic, hence bounded and the right hand side is a linear function on \( \mathbb{R}^2 \). Therefore \( \eta_0 - \eta_1 \) has to vanish.

3.17 Corollary. For irrational \( h \) the \( \nabla \beta(h) \)-semistatics are calibrated on \( \mathbb{R} \) for all \( u \prec L_{\nabla \beta(h)} \), i.e. \( \nabla_{\beta(h)} = F(u) \).

Proof. Let \( \eta = \nabla \beta(h) \), \( v \in \mathcal{N}_\eta \) and \( c \) be a geodesic from \( M^h \) closest to \( c_v \). Choose \( u \prec L_\eta \) and sequences \( s_n, \tilde{s}_n \rightarrow -\infty, t_n, \tilde{t}_n \rightarrow +\infty \), s.th. on \( \mathbb{T}^2 \) we have
convergence \( \lim c(s_n), \lim c(t_n) = x, \lim c(\tilde{t}_n) = y \) (this is possible, since \( c, c_v \) are asymptotic). We have with \( \mathcal{M}^h \subset \mathcal{J}(u) \) that

\[
\begin{align*}
 u|_y &= u \circ c_v|^a_b + \lim_{n \to \infty} u \circ c_v|_{s_n} + u \circ c_v|_{\tilde{t}_n} \\
 &\leq A_{L_n}(c_v[a, b]) + \lim_{n \to \infty} A_{L_n}(c_v[s_n, a]) + A_{L_n}(c_v[b, \tilde{t}_n]) \\
 &= \lim_{n \to \infty} A_{L_n}(c_v[s_n, t_n]) = \Phi_{L_n}(x, y) = \lim_{n \to \infty} A_{L_n}(c[s_n, t_n]) = u|^y_z,
\end{align*}
\]

i.e. by \( u \prec L_n \) we obtain \( u \circ c_v|^a_b = A_{L_n}(c_v[a, b]) \) for all \( a \leq b \).

We summarize our results for irrational \( h \in G_F \).

### 3.18 Theorem

Let \( h \in G_F \) have irrational slope. Then:

- \( \beta \) is differentiable in \( h \), in particular, there is only one Mañe set corresponding to \( h \).
- The Mañe set \( N_{\beta(h)} \) is equal to the Aubry set \( \mathcal{A}_{\beta(h)} := \cap_{u \prec L_{\beta(h)}} \mathcal{J}(u) \) and in particular a Lipschitz graph over \( 0 \mathbb{T}^2 \).
- The Mather set \( \mathcal{M}^h = \mathcal{M}_{\beta(h)} \) is minimal for \( \phi^t \) and is equal to the set of recurrent points in \( N_{\beta(h)} \).
- \( \pi(\mathcal{M}^h) \subset \mathbb{T}^2 \) is either all of \( \mathbb{T}^2 \) or nowhere dense.
- For \( x \in \mathbb{R}^2 \) there are two (unique) geodesics \( c_-, c_+ \) from \( \mathcal{M}^h \) closest to \( x \), s.t. \( x \) lies in the strip between \( c_- \) and \( c_+ \) are asymptotic in \( -\infty \) and in \( \infty \). In particular, any orbit in \( N_{\beta(h)} \) is homoclinic to \( \mathcal{M}^h \).

### 3.3 Rational directions

The following theorem is an analogue of the classification of orbits for circle homeomorphisms with rational rotation number. The general ideas in the proof have been present for a long time, cf. for instance theorems 10 and 14 in the classical paper of Morse [19].

### 3.19 Theorem

Let \( h \in G_F \) have rational slope and \( \mathcal{F}^h = [\eta_-, \eta_+] \).

(i) All \( c_v \) with \( v \in N_{\eta, \eta} \in \mathcal{F}^h \) are either prime-periodic or heteroclinic connections between two neighboring periodic minimizers.

(ii) \( \mathcal{M}^h \) consists of the periodic minimizers:

\[
\mathcal{M}^h = \{ v \in \cup_{\eta \in \mathcal{F}^2} N_{\eta} : c_v \text{ periodic} \}.
\]

(iii) Either \( \pi(\mathcal{M}^h) = \mathbb{T}^2 \) or in each gap between two neighboring periodic minimizers, there exist geodesics \( c_{\pm} \) with \( \hat{c}_{\pm} \in N_{\eta_{\pm}} \), s.t. \( c_{\pm} \) are heteroclinics between the periodics and in \( \mathbb{R}^2 \), \( c_{\pm} \) approaches the lower (w.r.t. \( < \)) periodic minimal in \( -\infty \) and the upper in \( +\infty \); \( c_- \) has the opposite behavior.
3.20 Remark. In proposition 3.16 we proved that $\beta$ is always differentiable in irrational directions. This is not true in rational directions, and in fact we have for rational $h$, that

$$\# \partial \beta(h) = 1 \iff \pi(M^h) = T^2,$$

i.e. $\beta$ is differentiable in rational $h \in G_F$ iff $T^2$ is foliated by periodic minimal of direction $h$. For this result cf. proposition 1 in [10].

Proof. (i). By the graph property in theorem 2.10 an $\eta$-semistatic $c$ lifted to $\mathbb{R}^2$ cannot intersect its translates or the lifted periodic minimals (they belong to $M^h \subset \mathcal{F}(u)$ for any $u \prec L_0, \eta \in F^h$ by theorem 3.2). Let $\tau$ be the prime translation associated to $h$ and assume $\tau c(\mathbb{R}) \neq c(\mathbb{R})$. As periodic minimizers are prime-periodic we obtain family $\{\tau^k c(\mathbb{R})\}_{k \in \mathbb{Z}}$ of disjoint curves in $\mathbb{R}^2$, ordered w.r.t. $<$ and contained in the strip between to periodic minimizers. Hence we have limits (geodesics) $q_0 = \lim_{k \to -\infty} \tau^k c$ and $q_1 = \lim_{k \to +\infty} \tau^k c$. Obviously $\tau q_0 = q_1$, so (i) follows.

(ii) Let $P$ be set of periodic geodesics in $\bigcup_{\eta \in F^h} N_\eta$, then we know $P \subset M^h$ by theorem 3.2. If $v \in M^h$, then $v \in N_\eta$ by $M^h = M_\eta$ for any $\eta \in F^h$. But because $v$ lies in the support of some $\mu \in \mathcal{M}(L)$, $v$ is recurrent and, since by (i) the only recurrent geodesics in $M^h$ are periodic, $c_v$ is periodic (if there is only one periodic geodesic, we move to a finite cover of $T^2$, so heteroclinics are not recurrent), hence $v \in P$.

(iii) We have to construct the heteroclinic $c_\gamma$. Let $q_0 < q_1$ be neighboring periodic in $\mathbb{R}^2$ from $M^h$ (i.e. there is no other curve $q_2$ from $M^h$ with $q_0 < q_2 < q_1$). Take some sequence $h_i \searrow h$ in $G_F$ and $v_i \in M^{h_i}$. The curves $c_{v_i}$ in $\mathbb{R}^2$ are steeper than the $q_i$ and thus have to run through the strip $S$ between $q_0, q_1$ in $\mathbb{R}^2$ and after shifting the parameters and applying suitable translations, we have $\pi v_i$ in some compact set $K \subset \text{Int } S$. With proposition 2.6 and corollary 3.7 we obtain a limit $v_+ \in N_{\pi v_+}$ with $\pi v_+ \in K$. By (i) and the assumption that $q_0, q_1$ are neighbors, $c_\gamma := c_{v_+}$ has to be some heteroclinic and we have to show that it has the right asymptotic behavior. Put some $\tau$-periodic curve $\gamma$ into $\text{Int } S$. Then the $c_{v_i}$ intersect $\gamma$ for the first time $t_i$ "upwards", i.e. $c(-\infty, t_i]$ is contained in the closed strip below $\gamma$. Now fix $K \subset \text{Int } S$, s.th. $K$ contains a segment of $\gamma$ projecting surjectively to $p(\gamma) \subset T^2$. Shift the times $t_i$ to 0 and apply some translate $\tau$ to have $\tau \pi v_i \in K \cap \gamma$. We still get a heteroclinic limit, but now with the prescribed behavior.

3.4 The proof of theorem II

Every $\eta$-semistatic $c : \mathbb{R} \to T^2$ lifts to a minimal geodesic $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$. Conversely we show here that every arc-length minimal geodesic $\tilde{c} : \mathbb{R} \to \mathbb{R}^2$ projects to an $\eta$-semistatic for some $\eta \in H_F$.

3.21 Proposition. Let $c : [a_0, \infty) \to \mathbb{R}^2$ be a minimal geodesic ray. Then the asymptotic direction $\delta^+(c) \in S^1$ exists.

3.22 Remark. In fact, there exists a global constant $D = D(F) \geq 0$, s.th. $\tilde{c}[a_0, \infty)$ has distance $\leq D$ from the straight line $\tilde{c}(a_0) + \mathbb{R} \delta^+(c)$. The proof in the Riemannian case is due to Hedlund ([12], lemma 7.1), but it carries over to the Finsler case, cf. pp. 438f in [19].
Proof. In the proof of theorem 3.5 we used only the minimality of $c$ w.r.t. $l_F$ in $\mathbb{R}^2$, so the proof carries over to minimal rays.

Using $\delta^+(c)$, we can associate a homology class to minimal rays $c : [a_0, \infty) \to \mathbb{T}^2$ by setting

$$\tilde{\rho}(c) := \mathbb{R}_{\geq 0} \delta^+(c) \cap G_F.$$

Note that $\tilde{\rho}(c)$ might a priori be different from $\rho^+(c)$, if $\rho^+(c)$ exists at all. However, we have the following result, showing that all statements about semistatic geodesics carry over to minimal geodesics.

3.23 Proposition. Let $F$ be Finsler metric on $\mathbb{T}^2$, $c : [a_0, \infty) \to \mathbb{T}^2$ be an arclength minimal ray and $h := \tilde{\rho}(c) \in G_F$. Then there exists $\eta \in \mathcal{F}^h$ and $u \prec L_\eta$, such that $c$ is calibrated on $[a_0, \infty)$ w.r.t. $u, \eta$. In particular, if $c$ is minimal on $\mathbb{R}$, then $c \in \mathcal{F}(u) \subset N_\eta$. The analogous result holds for rays $c : (-\infty, a_0] \to \mathbb{T}^2$.

We need the following basic observation, which shows that we can always approximate the Mather sets $\mathcal{M}^h$ "from both sides".

3.24 Lemma. For any $h \in G_F$, $c \in \mathcal{M}^h$ there are sequences $h_n^\pm \in G_F$ with $h_n^+ \not\to h, h_n^- \not\to h$ (in the cyclic order of $G_F$) and $v_n^\pm \in \mathcal{M}^{h_n} \subset \hat{F}^{h_n}$ with $v_n^\pm \to v$.

Proof of 3.24. First, let $h$ be rational, then $c_\nu$ is a periodic orbit with some period $T > 0$. Taking any $h_n^\pm, v_n^\pm \in \mathcal{M}^{h_n}$, shifting the parameter of $c_{v_n^\pm}$ and applying a suitable translate $\tau_\nu$, s.t. $\pi(v_n^\pm) \in c_\nu[0,T]$ (this is possible since w.l.o.g. $h_n^\pm \not\in \mathbb{R}h$), we obtain a convergent subsequence $v_n^\pm \to c_\nu(t_0) \in \mathcal{M}^h$ for some $t_0 \in [0,T]$ by $\pi^{-1}(x) \cap N_\eta = \pi^{-1}(x) \cap \mathcal{M}^h$ for any $\eta \in \mathcal{F}^h, x \in \pi(\mathcal{M}^h)$ and using the semi-continuity of $N_\eta$, cf. proposition 2.7. The claim follows after applying $\phi^{-t_0}$.

Now let $h$ be irrational. The above arguments show that we obtain a limit in $\mathcal{M}^h$ from $\mathcal{M}^{h_n}$ (since the footpoints project into the compact set $\pi(\mathcal{M}^h) \subset \mathbb{T}^2$, if $\pi(v_n^\pm) \in c_v(\mathbb{R})$ in $\mathbb{R}^2$). By the minimality of $\mathcal{M}^h$, $v$ itself is such a limit (use a diagonal argument).

Proof of 3.24. Write $c$ also for a lift $c : \mathbb{R} \to \mathbb{R}^2$.

Step 1 (c cannot cross any geodesics in $\pi(\mathcal{M}^h) \subset \mathbb{R}^2$). Suppose $c(a_0) \in \pi(\mathcal{M}^h)$, but $c(a_0) \neq v := \pi^{-1}(c(a_0)) \cap \mathcal{M}^h$ and let $v_n^\pm \to v$ from lemma 3.24. From the asymptotic behavior of $c, c_{v_n^\pm}$ and $v \neq c(a_0)$, we obtain successive intersections of either $c$ and $c_{v_n^\pm}$ or $c$ and $c_{v_n^\pm}$ for large $n$, contradicting the minimality of both curves w.r.t. $l_F$.

Step 2 (there is a geodesic $q_0 : \mathbb{R} \to \mathbb{R}^2$ from $\mathcal{M}^h$ and $t_n \to \infty$, s.t. in $\mathbb{R}^2$ the distances $d(c(t_n), q_0(\mathbb{R}))$ tend to 0). By proposition 2 in Mather’s paper [17], there is a geodesic $q_0$ from $\mathcal{M}^h$ and a sequence $t_n \to \infty$, s.t. in $\mathbb{T}^2$ we have $d(c(t_n), q_0(\mathbb{R})) \to 0$. But by step 1, $c$ is contained in a fixed gap of $\pi(\mathcal{M}^h) \subset \mathbb{R}^2$, so the claim follows (in fact, due to the special structure of $\mathcal{M}^h$ in the irrational case, we apply Mather’s result only in the rational case).

Step 3 (c is calibrated). In the rational case let $q_0 < q_1$ be neighboring minimizers, s.t. $c$ is contained in the strip between $q_0, q_1$ and $\eta = \eta_\nu \in \mathcal{F}^h = [\eta_-, \eta_+]$. Take some forward weak KAM solution $u \prec L_\eta$ having a curve $c_0$ between $q_0, q_1$ as a calibrated curve, such that $c_0$ is asymptotic in $+\infty$ to $q_0$ (cf. theorem 3.19 (iii)). In the irrational case, take any forward weak KAM solution $u \prec L_\eta$ for $\eta = \nabla \beta(h)$. 
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We fix again a Finsler metric $F$ on $\mathbb{T}^2$. By our previous results we obtain $\lim_{t \to \infty} d(\gamma(t), c_0(\mathbb{R})) = 0$, hence there is a sequence $s_n \to \infty$ with $d(c(t_n), \gamma(s_n)) \to 0$. This contradicts the minimality of both curves w.r.t. $F$.

**Proof of theorem II.** Combine theorems 3.18 and 3.19, remark 3.22 and proposition 3.23. The only thing that is left open is the Lipschitz property of the two sets $G_\delta \cup G_\delta^\pm$, which we will prove in proposition 4.11 and remark 4.12.

### 4 Topological entropy and invariant tori, proof of theorem I

We fix again a Finsler metric $F$ on $\mathbb{T}^2$ with geodesic flow $\phi^t : ST^2 \to ST^2$. Theorem I claims the existence of $\phi^t$-invariant graphs in $ST^2$ in the case of $h_{top}(\phi^t, ST^2) = 0$. We shall prove it in two steps:

1. Show that $h_{top}(\phi^t, ST^2) = 0$ implies the existence of invariant graphs $T_h^0$ in $ST^2$ for rotation vectors $h \in G_F$ with rational slope, such that for all $v \in T_h^0$ we have $\rho(c_v) = h$.

2. Take limits of the $T_h^0$ to obtain invariant graphs for all $h \in G_F$.

In subsections 4.1, 4.2 and 4.3 we make the first step, the proof of the main theorem (step 2) is contained in subsection 4.4. The methods in subsections 4.1 and 4.2 are similar to the techniques of Bosetto and Serra [6], cf. also [23], while the mentioned articles work in the more restricted setting of non-autonomous Tonelli Lagrangian systems with one degree of freedom. Before Bosetto and Serra, Rabinowitz and Bolotin used similar techniques, cf. [5], [22].

#### 4.1 The gap-condition

The invariant tori $T_h^0$ for $h \in G_F$ with rational slope will consist of the periodic minimizers $\mathcal{M}^h$ together with heteroclinic orbits from $\mathcal{N}_\eta, \eta \in F^h$ between neighboring periodic minimizers (recall theorem 3.19). We work in the universal cover $\mathbb{R}^2$ and introduce some notation.

**4.1 Definition.** Let $h \in G_F$ have rational slope and let $q_0, q_1 : \mathbb{R} \to \mathbb{R}^2$ be neighboring periodic minimizers from $\mathcal{M}^h$ with $q_0 < q_1$ w.r.t. the ordering $<$ in definition 3.8. Write $S = S(q_0, q_1) \subset \mathbb{R}^2$ for the closed strip between $q_0, q_1$ and define

- $\Omega = \Omega_h(q_0, q_1) := \{ c \in C^0_{loc}(\mathbb{R}, S(q_0, q_1)) : \langle h, c(t) \rangle \to \pm \infty, t \to \pm \infty \}$,
- $c(\pm \infty) = q_i : \iff d(c(t), q_i(\mathbb{R})) \to 0, t \to \pm \infty$,
- $\Omega^\pm = \Omega^\pm_h(q_0, q_1) := \{ c \in \Omega_h(q_0, q_1) : c(\mp \infty) = q_0, c(\mp \infty) = q_1 \}$.

We denote the set of heteroclinics between $q_0, q_1$ by

$$\mathcal{N}^\pm = \mathcal{N}^\pm_h(q_0, q_1) := \left\{ v \in \bigcup_{\eta \in F^h} \mathcal{N}_\eta : c_v \in \Omega^\pm_h(q_0, q_1) \right\}.$$
We wish to build the $T_h^0$ from $M^h$ together with one of the sets $N^\pm_h(q_0,q_1)$ between neighboring minimizers $q_0, q_1$. Of course, this is not always possible. Observe that
$$\pi(N^\pm_h(q_0,q_1)) \subset \text{Int}(q_0,q_1).$$

4.2 Definition. We say that $F$ fulfills the gap-condition, if there are a rational $h \in G_F$ and neighbors $q_0 < q_1$ from $M^h$, such that
$$\pi(N^-_h(q_0,q_1)) \neq \text{Int}(q_0,q_1) \quad \text{and} \quad \pi(N^+_h(q_0,q_1)) \neq \text{Int}(q_0,q_1).$$

If $F$ does not fulfill the gap-condition, denote by $T_h^0$ a closed invariant set in $ST^2$ built by taking $M^h$ and by choosing for any two neighboring minimizers $q_0, q_1$ from $M^h$ one of the sets $N^\pm_h(q_0,q_1)$, that has $\pi(N^\pm_h(q_0,q_1)) = \text{Int}(q_0,q_1)$.

4.3 Remark. (i) It follows from the definition, that $\pi(T_h^0) = \mathbb{R}^2$.

(ii) We will show that the gap-condition implies positive topological entropy of the geodesic flow in $ST^2$. Intuitively, if $q_0, q_1$ are hyperbolic neighboring periodic minimizers, the gap-condition corresponds to a transverse intersection of stable and unstable manifolds, cf. theorem 5.3 in [6]. Note that the intersection of these stable and unstable manifolds is never empty by the existence of heteroclinics between $q_0, q_1$. Also we mention the connection to Katok's result [14], stating that $h_{top}(\phi^t, ST^2) > 0$ is equivalent to the existence of a horse shoe $\Lambda \subset ST^2$.

(iii) If $c : \mathbb{R} \to \mathbb{T}^2$ is a contractible closed geodesic, then in $ST^2$ there are no invariant graphs for the geodesic flow and the gap-condition holds: for such $c$ the curve of velocity vectors $c : \mathbb{R} \to S\mathbb{R}^2 \cong \mathbb{R}^2 \times S^1$ of the lifted $c$ is closed, non-contractible and would break through any lifted invariant graph.

Notation. For subsections 4.1 and 4.2 we fix a rational $h \in G_F$ and near-boring minimizers $q_0 < q_1$ from $M^h$ and suppress $h, q_0, q_1$ in the notation. Moreover let $\theta > 0$ be the common prime period of the $q_i$ and $\tau = \tau_z$ the prime translation with $z \in \mathbb{R}_{\geq 0}h \cap \mathbb{Z}^2$.

In order to understand the gap-condition, one has to study the heteroclinics in $N^\pm$ in greater detail. The goal for the rest of this subsection is to define an asymptotic action-functional $J : \Omega^\pm \to \mathbb{R}$ that characterizes the heteroclinic semistatics in $\Omega^\pm$. This should be completely analogous to ascribing to a periodic curve $c : [0,T] \to \mathbb{T}^2$ its Lagrangian action $A_{L_n}(c)$, where $A_{L_n}(c) = 0$ was equivalent to $c$ being minimal.

4.4 Definition. Set
$$A := A_{L_F-h_0+1/2} : C^{ac}([a,b], \mathbb{R}^2) \to \mathbb{R}, \quad h_0 := h/\|h\|^2.$$

For a curve $c \in \Omega$ with $c(-\infty) = q_i, c(\infty) = q_j$ we say that a pair of sequences of real numbers $(s_n, t_n)$ is a $J$-sequence, if
$$s_n \to -\infty, \ t_n \to \infty, \quad d(c(s_n), q_i(-n\theta)), \ d(c(t_n), q_j(n\theta)) \to 0$$
and define the asymptotic action $J(c)$ by
$$J(c) := \lim_{n \to \infty} A(c[s_n, t_n]).$$
We will show in a moment that $J$ is well-defined.

4.5 Remark. (i) From $\langle \eta, h \rangle = 1$ for $\eta \in \mathcal{F}^h$ we have $\eta_0 := \eta - h_0 \perp h$, so the function $\eta_0 := \langle \eta_0 \cdot \rangle : \mathbb{R}^2 \to \mathbb{R}$ is $\tau$-invariant and bounded in $S$.

(ii) Note that for curves $c \in \Omega$ with known asymptotic behavior, there always exist $J$-sequences.

(iii) We have again $A(q_0[0, \theta]) = 0$ and for any $\tau^k$-periodic curve $c$ we have $A(c) \geq 0$ by the definition of Mañé’s critical value and $\tau$-invariance of $\eta_0$. Moreover one easily shows, using the definition of Mañé’s critical value and the bound for $\eta_0$ in $S$, that

$$\exists B = B(F, h) \in \mathbb{R} : \quad A(c[a, b]) \geq B \quad \forall c \in \Omega, a \leq b.$$ 

From this we also have

$$J(c) \in [B, \infty].$$

(iv) A similar functional $J$ is considered in [22]. See also [2].

We will frequently use the following. Recall $\frac{1}{c_F} \| \cdot \| \leq F \leq c_F \| \cdot \|$ by lemma 2.13

4.6 Definition. For $x, y \in \mathbb{R}^2$ we write $es_{x,y}(t) = x + t \frac{y - x}{d(x, y)}$, $t \in [0, d(x, y)]$ for the euclidean straight segment from $x$ to $y$. Set

$$b := c_F^{-1} + 1 + \| h_0 \|.$$

4.7 Remark. The following calculation will be useful several times:

$$|A(es_{x,y})| \leq \left| \int_0^{d(x,y)} \frac{1}{2} F^2(es_{x,y}) + \frac{1}{2} dt \right| + \| h_0 \| \cdot d(x, y) \leq b \cdot d(x, y).$$

4.8 Lemma. $J(c)$ is well-defined, i.e. the limit exists and is independent of the choice of the $J$-sequence $(s_n, t_n)$.

4.9 Remark. It follows directly that $J$ is invariant under $\tau$ and time shifts, i.e. $J(c) = J(\tau^k c)$ for $\tau^k c(t) = \tau^k c(t + t_0)$.

Proof. Let $(s_n, t_n), (\tilde{s}_n, \tilde{t}_n)$ be two $J$-sequences for $c \in \Omega$ with asymptotic limits $c(-\infty) = q_i, c(\infty) = q_j$ and for $n \in \mathbb{Z}$ set

$$\varepsilon_n := \begin{cases} d(q_i(n\theta), c(s_n)) & : n \leq 0 \\ d(q_j(n\theta), c(t_n)) & : n > 0 \end{cases}, \quad \tilde{\varepsilon}_n := \begin{cases} d(q_i(n\theta), c(\tilde{s}_n)) & : n \leq 0 \\ d(q_j(n\theta), c(\tilde{t}_n)) & : n > 0 \end{cases}$$

so $\varepsilon_n, \tilde{\varepsilon}_n \to 0$ for $|n| \to \infty$. For $n, m \in \mathbb{N}$ with $n \leq m$ and $s_m \leq \tilde{s}_n$ we see by the $A$-minimality of $q_i$ that

$$0 = A(q_i[-m\theta, -n\theta]) \leq A(es_{q_i(-m\theta), c(s_m)} * c[s_m, \tilde{s}_n] * es_{c(\tilde{s}_n), q_i(-n\theta)})$$

$$\leq b(\varepsilon_m + \tilde{\varepsilon}_n) + A(c[s_m, \tilde{s}_n])$$

and analogously for $[\tilde{t}_n, t_m]$, if $t_m \geq \tilde{t}_n$, i.e.

$$A(c[s_m, t_m]) - A(c[\tilde{s}_n, \tilde{t}_n]) \geq -b(\varepsilon_m + \tilde{\varepsilon}_n + \varepsilon_n + \tilde{\varepsilon}_n).$$

22
If \((s_n, t_n) = (\tilde{s}_n, \tilde{t}_n)\), taking certain subsequences \(m_k, n_k\) shows that
\[
\liminf A(c[s_n, t_n]) = \limsup A(c[s_n, t_n]),
\]
i.e. the limit \(J(c)\) exists. If \(\tilde{J}(c)\) is the value obtained from taking \((\tilde{s}_n, \tilde{t}_n)\) instead of \((s_n, t_n)\) we find by the above arguments that \(J(c) \geq \tilde{J}(c)\). Analogously one shows \(J(c) \geq J(c)\).

An important property of \(J\), as for the Lagrangian action, is semi-continuity.

**4.10 Proposition** (lower semi-continuity of \(J\)). Let \(K \subset S\) be a compact set, \(c^n \in \Omega\) a sequence with \(c^n(0) \in K\) for all \(n\) and assume
\[
\liminf J(c^n) < \infty.
\]
Then there exists a \(C^0\) -convergent subsequence \(c^{n_i}\) with a limit \(c \in \Omega\). Moreover, if all \(c^{n_i}\) and \(c\) have the same asymptotic behavior, then
\[
J(c) \leq \liminf J(c^{n_i}).
\]

**Proof.** Let \(D > \liminf J(c^n)\) and w.l.o.g. \(c^n\), such that \(J(c^n) \leq D\) for all \(n\). Using remark 4.5 (iii), we find for all \(k \in \mathbb{N}\) that \(A(c^n[-k, k]) \leq D - 2B\).

Consider
\[
\Gamma_k := \{ c \in C^{ac}([-k, k], S) : c(0) \in K, A(c[-k, k]) \leq D - 2B \}.
\]
Estimating the length of \(c[-k, k]\) for \(c \in \Gamma_k\) using \(A(c) \leq D - 2B\) one shows that \(c[-k, k]\) is contained in a compact set in \(K_k \subset \mathbb{R}^2\). Hence, by proposition 2.4 the sets \(\Gamma_k\) are compact w.r.t. \(C^0\)-convergence. Starting with \(k = 1\), we take convergent subsequences of \(c^n[-k, k]\) and by a diagonal argument obtain a \(C^0\)-convergent subsequence \(c^{n_i}\) of \(c^n\) with limit \(c \in C^{ac}(\mathbb{R}, S)\). Moreover, using \(J(c) < \infty\), one easily shows that \((c(t), h) \to \pm \infty\) for \(t \to \pm \infty\), so \(c \in \Omega\).

Now assume w.l.og. \(c = \lim c^n\) and that all \(c^n, c\) have the same asymptotic behavior, say \(c(-\infty) = q_i, c(\infty) = q_j\). Pick \(\varepsilon, \delta > 0\), let \((s_l, t_l), (s_l^n, t_l^n)\) be J-sequences for \(c, c^n\) and \(l_0\) large, s.th. \(c(s_l^n), c(t_l^n)\) lie \(\delta/2\)-close the corresponding limit \(q_i, q_j\). For large \(l\), the \(C^0\)-convergence on \([s_l^n, t_l^n]\) of \(c^n \to c\) forces \(c^n(s_l^n), c^n(t_l^n)\) to lie \(\delta\)-close to \(q_i, q_j\), respectively. Moreover, we can find large \(l_0 > l_0\) with \(c^n(s_l^n), c^n(t_l^n)\) also lying \(\delta\)-close to its limit and \(A(c^n[s_l^n, t_l^n]) \leq D + \varepsilon\). Arguing just as in the proof of lemma 4.8 we find
\[
D \geq A(c^n[s_l^n, t_l^n]) - \varepsilon \geq A(c^n[s_l^n, t_l^n]) - 4b\delta - \varepsilon.
\]
The semi-continuity of \(A\) shows \(A(c[s_l^n, t_l^n]) \leq D + 4b\delta + \varepsilon\). \(\varepsilon > 0\) is arbitrary in this inequality (it was used to find the \(l_0\)) and with \(l_0 \to \infty\), we can take the limit \(\delta \to 0\). Hence \(J(c) \leq D\), while \(D > \liminf J(c^n)\) was arbitrary.

We can now characterize the semistatics in \(\Omega^\pm\) using \(J\).

**4.11 Proposition.** Set
\[
\omega^\pm := \inf \{ J(c) : c \in \Omega^\pm \} \in [B, \infty).
\]
Then
\[
\forall c \in \Omega^\pm : \quad \hat{c} \in \mathcal{N}^\pm \quad \iff \quad J(c) = \omega^\pm.
\]
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Proof. We argue in the setting of \( \Omega^+ \), the case \( \Omega^- \) is analogous.

Pick a curve \( c_0 \in \Omega^+ \) with \( \hat{c}_0 \in N^+ \), some \( \eta \in F^h \) and a dominated function \( u \prec L_\eta \) with \( \hat{c}_0 \in J(u) \). With \( \hat{\eta}_0 = (\eta - \hat{h}_0, \cdots) : \mathbb{R}^2 \to \mathbb{R} \) as above set
\[
\hat{u} := u \circ \hat{\eta}_0 : \mathbb{R}^2 \to \mathbb{R},
\]
where \( p : \mathbb{R}^2 \to \mathbb{T}^2 \) is the covering map. Observe that for \( c : [a, b] \to \mathbb{R}^2 \) we have
\[
\hat{u} \circ c^h_a = u \circ p c^h_a + \hat{\eta}_0 \circ c^h_a = A_L (p c[a, b]) + \hat{\eta}_0 \circ c^h_a = A(c[a, b])
\]
with equality iff \( p \circ c \) is \((u, \eta)\)-calibrated on \([a, b] \). If \( c \in \Omega^+ \) and \((s_n, t_n)\) is a \( J \)-sequence for \( c \), we obtain using the \( \tau \)-invariance of \( \hat{\eta}_0 \) that for \( a \leq b \)
\[
J(c) = A(c[a, b]) + \lim (A(c[s_n, a]) + A(c[b, t_n]))
\]
\[
\geq \hat{u} \circ c^h_a + \lim (\hat{u} \circ c^h_{s_n} + \hat{u} \circ c^h_{t_n}) = \hat{u} \circ q(0),
\]
where equality holds if \( \hat{c} \in J(u) \), since \( a, b \) were arbitrary. In particular \( \omega^+ = \hat{u} \circ q(0) \) by the existence of \( c_0 \). We proved the following: If \( \hat{c}_0 \in N^+ \), then \( J(c_0) = \omega^+ \). Conversely, we saw that if \( J(c) = \omega^+ \), then \( \hat{c} \in J(u) \subseteq N^+ \).

\[\Box\]

4.12 Remark. In the proof we saw that
\[
N^\pm = J(u) \cap \pi^{-1}(\text{Int} S)
\]
for any \( \eta \in F^h \) and \( u \prec L_\eta \) having just one \( c_0 \in \Omega^\pm \) as a calibrated curve. In particular the sets \( N^\pm = N^\pm_0(q_0, q_1) \subseteq S \mathbb{T}^2 \) are contained in two Lipschitz graphs over \( \Omega \mathbb{T}^2 \), the Lipschitz constant depending only on \( F \) and hence the closed invariant set \( T^0 \) in definition 4.2 is an invariant Lipschitz graph.

We can now concretize the gap-condition. It is equivalent to the case where for some rational \( h \in G_F \) there is no invariant graph \( T^0_h \) as defined in 4.2. In this case we know two things:

(i) The periodic minimizers of direction \( h \) do not foliate the torus \( \mathbb{T}^2 \), i.e.
\( \pi(M^h) \neq \mathbb{T}^2 \).

(ii) There are neighbors \( q_0, q_1 \) in \( M^h \), such that both \( \mathcal{N}^\pm = N^\pm_0(q_0, q_1) \) do not foliate the strip \( \text{Int} S = \text{Int} S(q_0, q_1) \), i.e. \( \pi(N^\pm) \neq \text{Int} S \).

4.13 Lemma. Let \( F \) fulfill the gap-condition and \( \delta > 0 \) be sufficiently small, such that there are \( x, y \in S \) with \( d(x, \pi(M^h)) \geq \delta \) and \( d(y, \pi(N^\pm)) \geq \delta \).

(i) Set \( \Omega_1 := \bigcup_{T > 0} \{ c \in C^{ac}([0, T], \mathbb{R}^2) : c(T) = \pi c(0) \} \) and
\[
\omega(\delta) := \inf \{ A(c) : c \in \Omega_1, c(0) \in S, d(c(0), \pi(M^h)) \geq \delta \}
\]
Then \( \omega(\delta) > \omega(0) = 0 \).

(ii) Set
\[
\omega^\pm(\delta) := \inf \{ J(c) : c \in \Omega^\pm, c(0) \in S, d(c(0), \pi(N^\pm)) \geq \delta \}
\]
Then \( \omega^\pm(\delta) > \omega^\pm(0) = \omega^\pm \).
Proof. (i) \( \omega(\delta) \geq 0 \) by the remark \[4.5\] (iii). Suppose \( \omega(\delta) = 0 \), so there are \( T_n > 0, c^n \in C^a_{lo}([0,T_n],\mathbb{R}^2) \) with

\[
c^n(T_n) = \tau c^n(0) \in S, \quad d(c^n(0), \pi(M^h)) \geq \delta, \quad A(c^n) \to 0.
\]

W.l.o.g. \( F(c^n) \equiv 1 \) a.e. by proposition \[2.15\] s.th.

\[
T_n - (h_0, z) = T_n - (h_0, c^n)_{|T_n} = A(c^n) \to 0 \quad \Rightarrow \quad T_n \to (h_0, z) = \theta.
\]

Applying suitable \( \tau^k \) we may assume that \( c^n(0) \in K \) for some compact \( K \subset S \) and changing the parametrisation slightly to obtain \( T_n = \theta \) for all \( n \), we still have \( A(c^n) \to 0 \) (one calculates the action of \( c^n(\frac{2\pi}{T_n} t) \) to be \( \frac{1}{T_n} (T_n^2 - \theta^2) \to 0 \)). With proposition \[2.4\] we obtain a convergent subsequence of \( c^n \) with a \( \tau \)-periodic limit \( c \in C^a([0,\theta],\mathbb{R}^2) \) and \( A(c) = 0 \) (observe that \( l_F(c^n) = T_n \) is bounded, so the \( c^n[0,\theta] \) lie in a fixed compact set). This shows \( \dot{c} \in M^h \) (\( c \) is of minimal length \( \theta \) in the homotopy class \( z \), contradicting \( d(c(0), \pi(M^h)) \geq \delta > 0 \).

(ii) By definition we have \( \omega^\pm(\delta) \geq \omega^\pm \). Suppose \( \omega^\pm(\delta) = \omega^\pm \). Then there are \( c^n \in \Omega^+ \) with \( J(c^n) \to \omega^+ \) and after applying suitable \( \omega^k \) we can assume \( c^n(0) \to x \in S \) with \( d(x, \pi(N^\pm)) \geq \delta \) (in particular \( x \in \partial S \)). Set

\[
S^+ := \text{Con}_x(\text{Int}(S) - \pi(N^\pm)).
\]

\( S^+ \) is bounded by two curves \( c_0, c_1 \in \Omega^+ \) with \( J(c_i) = \omega^+ \) and for large \( n \), the points \( c^n(0) \) also lie in \( S^+ \). If \( c^n(\mathbb{R}) \not\subset S^+ \), it intersects one of the \( c_i \). In this case replace \( c^n \) by \( c_i \) before/after the intersection, such that \( c^n(\mathbb{R}) \subset S^+ \) for all \( n \). Using that \( c^n, c_i \) are asymptotic and \( c_i \) is minimal w.r.t. \( A \), it is easy to see that this does not increase \( J(c^n) \) and hence w.l.o.g. \( c^n(\mathbb{R}) \subset S^+ \) for all \( n \). Now apply the lower semi-continuity of \( J \) in proposition \[4.10\] to obtain a limit \( c = \text{lim inf} c^n \) with \( J(c) = \text{lim inf} J(c^n) = \omega^+ \). By proposition \[4.11\] we have \( \dot{c}(0) \in N^+, \) contradicting \( c(0) = x \) and \( d(x, \pi(N^\pm)) \geq \delta > 0 \).

4.2 Multibump solutions, if the gap-condition holds

We continue to work in the setting of subsection \[4.1\] and fix the triple \( h, q_0, q_1 \) for the rest of this section. Moreover we make the following

**Assumption.** We assume for the rest of this section that the gap-condition from definition \[4.2\] holds for the triple \( h, q_0, q_1 \).

In this subsection we ask for dynamical consequences of the gap-condition, i.e. if there is no invariant torus \( T^0_n \). We define "switches" \( \mathcal{S} \) and using these switches we can prescribe oscillatory behavior. Write

\[
[i] := \begin{cases} 0 & : i \text{ even} \\ 1 & : i \text{ odd} \end{cases} \quad \epsilon_i := \begin{cases} + & : i \text{ even} \\ - & : i \text{ odd} \end{cases}, \quad i \in \mathbb{Z}.
\]

4.14 Definition (switches). Choose altogether four points

\[
x_0^\pm, x_1^\pm \in \text{Int} S - \pi(N^\pm),
\]

such that \( x_0^\pm, x_1^\pm \) lie in different connected components of \( \text{Int}(S) - \pi(N^\pm) \), and define the open sets

\[
S_i^\pm := \text{Con}_{x_i^\pm}(\text{Int}(S) - \pi(N^\pm)) \subset S \subset \mathbb{R}^2
\]
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Figure 2: The switch $\mathcal{S}^+$ with test curve $c^+$ and $\tau^{\pm}\sigma_0$ constructed in definition 4.14.

(i.e. $\partial S_i^\pm$ consists of two semistatics from $N^\pm$ and no semistatic from $N^\pm$ runs into $\text{Int} S_i^\pm$). Assume that the $S_i^\pm$ lie further left than the $S_i^\alpha$ w.r.t. the orientation given by $h$. Choose $\delta > 0$ and define the compact sets

$$S_i^\pm(\delta) := \text{Cl} \left( \text{Con}_{x^\pm} \{ x \in S_i^\pm : d(x, \partial S_i^\pm) > \delta \} \right).$$

Choose curve segments $\gamma_i^\pm$ connecting $x_i^+ \to q_{i+1}$, $x_i^- \to q_i$, respectively, and closed tubular neighborhoods $T_i^\pm$ of $\gamma_i^\pm$, such that

$$d(T_0^+, \text{right part of } \partial S_0^+) > \delta, \quad d(T_1^+, \text{left part of } \partial S_1^+) > \delta.$$

The switches are the compact sets

$$\mathcal{S}^- = \mathcal{S}^- (\delta) = \bigcup_{i=0,1} (S_i^- (\delta) \cup T_i^-), \quad \mathcal{S}^+ = \mathcal{S}^+ (\delta) = \bigcup_{i=0,1} (S_i^+ (\delta) \cup T_i^+).$$

Additionally we choose two test curves $c^\pm$ from $N^\pm$ with $c^\pm(\mathbb{R}) \cap \mathcal{S}^\pm = \emptyset$ and a straight euclidean segment $\sigma_0$ orthogonal to $h$ connecting $q_0$ to $q_1$ having its interior in $\text{Int}(S)$. Also choose $\kappa \in \mathbb{N}$, s.th.

$$\langle h, x \rangle \leq \langle h, y \rangle \leq \langle h, z \rangle \quad \forall x \in \tau^{-\kappa}\sigma_0, y \in \mathcal{S}^\pm, z \in \tau^{\kappa}\sigma_0.$$

4.15 Definition (oscillating behavior). Pick some $\nu \in \mathbb{N}$ and a biinfinite sequence of integers $W = \{w_i\}_{i \in \mathbb{Z}} \subset \mathbb{Z}$ with $w_{i+1} \geq w_i + 2\kappa + \nu$. For $j \leq k$ write $\mathcal{U}^k \subset S$ for the open set consisting of $\text{Int} S - \cup_{i \leq k} \tau^{w_i} \mathcal{S}^i$, minus the regions left of $\tau^{w_{i-1}} c^i$ and right of $\tau^{w_{i+1}} c^i$ (w.r.t. the orientation given by $h$).

Set

$$\Omega^k := \left\{ c \in \Omega : c(\mathbb{R}) \subset \mathcal{U}^k \right\},$$

$$\omega^{jk} := \inf \{ J(c) : c \in \Omega^{jk} \}.$$

4.16 Remark. (i) We have $\omega^{jk} \in [B, \infty)$, where $B$ was defined in remark 4.3. Moreover $\omega^i = \omega^j$ for all $i \in \mathbb{Z}$ in the notation of proposition 4.11 by the existence of the test curves.

(ii) By definition of $\Omega^{jk}$, the curves $c \in \Omega^{jk}$ satisfy

$$c(-\infty) = q_{[j]}, \quad c(\infty) = q_{[k+1]}.$$
Figure 3: A curve $c(\mathbb{R}) \subset \overline{U}^{jk}$ is forced to have prescribed oscillating and asymptotic behavior. Here we see $U^{-1,1}$ and the curve $c^{-1,1}$.

(iii) Note that if $c \in \Omega$ is minimal for $J$ in an open set $U \subset \text{Int } S$, each segment $c|_{[a,b]}$ is minimal for the action $A$ in $U$ and by proposition 2.15 (iii), it is locally minimal for the Finsler-length and parametrised by arc-length. Hence $J$-minimal curves in open sets are arc-length geodesics and our goal is to find $J$-minimal curves $c \in \Omega$ with $c(\mathbb{R}) \subset \overline{U}^{jk}$ and $J(c) = \omega^{jk}$.

Another simple application of the semi-continuity of $J$ shows that $\omega^{jk}$ is in fact a minimum. Later we will have to choose the right $\delta, \kappa, \nu$ (since $c(\mathbb{R}) \subset \mathbb{R}$ is closed). By definition of $\omega^{jk}$, all $c^\iota, c$ have the same asymptotic behavior, showing $J(c) \leq \omega^{jk}$ by proposition 4.10. $F(\omega) = 1$ follows from the $A$-minimality of $c$ and proposition 2.15.

Using the minimality of $c^{jk}$ we have the following.

4.17 Corollary. There exists $c^{jk} \in \Omega^{jk}$ with $J(c^{jk}) = \omega^{jk}$ and $F(c^{jk}) = 1$ a.e.

Proof. Take a sequence $c^n \in \Omega^{jk}$ with $J(c^n) \leq \omega^{jk} + 1/n$ and fix $c^n(0)$ in a compact set. Applying proposition 4.10 gives a limit curve $c^\omega = c^{jk} \in \Omega^{jk}$ (since $\overline{U}^{jk}$ is closed). By definition of $\overline{U}^{jk}$, all $c^n, c$ have the same asymptotic behavior, showing $J(c) \leq \omega^{jk}$ by proposition 4.10. $F(\omega) = 1$ follows from the $A$-minimality of $c$ and proposition 2.15.

4.18 Proposition. Let $c^{jk}$ as in corollary 4.17.

(a) There are $C_0, C_1 > 0$ (depending only on $\sigma_0, \theta, \kappa, \nu$), s.th. for $t_0, T \in \mathbb{R}$

\[ c^{jk}(t_0) \in \tau^{w_j, -\kappa}\sigma_0, \quad c^{jk}(t_0 + T) \in \tau^{w_k + \kappa}\sigma_0 \Rightarrow T \leq C_0 + C_1 \cdot (w_k - w_j). \]

(b) If $c^{jk}$ is disjoint from the tubes $\tau^{w_j, T_j^{\pm}}$ in the translated switches, we have

\[ c^{jk}(\mathbb{R}) \cap \tau^{w_j, -\kappa}\epsilon_j(\mathbb{R}) = c^{jk}(\mathbb{R}) \cap \tau^{w_k + \kappa}\epsilon_k(\mathbb{R}) = \emptyset, \quad c^{jk}(\mathbb{R}) \subset \text{Int } S. \]

Proof. Let $c = c^{jk}$. (a) follows simply by comparing $c$ to the test curves between the switches, using $l_F$-minimality of $c$ and the assumption $w_{j+1} - w_j \geq \nu + 2\kappa$.

(b) Let $c_0$ be any of the four curves $g_0, g_1, \tau^{w_j - \kappa}\epsilon_j, \tau^{w_k + \kappa}\epsilon_k$. Suppose $c(I) \subset c_0(\mathbb{R})$, where $I \subset \mathbb{R}$ is a maximal closed interval with this property. By definition of $\overline{U}^{jk}$, $I$ can only be of the form $[a, b), [a, \infty), (-\infty, b]$. We treat the first case, the others being analogous. Let $c_0(t_0) = c(b)$. By minimality of $c$, it has no self-intersections and hence $c(-\infty, b)$ lies in the connected component of $\mathbb{R}^2 - (c|_{[b, \infty)} \cup c_0|_{[t_0, \infty)})$ containing $c_0(t_0 - \varepsilon, t_0)$ ($c(\mathbb{R})$ is contained in the closure of one component of $\mathbb{R}^2 - c_0(\mathbb{R})$). This shows that $c(b - \varepsilon, b)$ is also a geodesic for $\varepsilon > 0$ small: either this segment is part of $c_0(-\infty, t_0]$ or it lies in one connected component of $\mathbb{R}^2 - c_0(\mathbb{R})$ (an open set), where $c$ is disjoint from the $\tau^{w_j, T_j^{\pm}}$.
by assumption and hence geodesic by remark 4.16 (iii). Now the two segments $c(b - \varepsilon, b), c(b, b + \varepsilon)$ are geodesics, but $c(b -) \neq c(b +)$ (uniqueness of geodesics) and we can shorten $c$ at the vertex in $c(b)$ in such a way that the new curve is disjoint from $c_0$ near the vertex. This contradicts $c$’s the $l_F$-minimality.

Choosing the right $\delta, \kappa, \nu$ in definitions 4.14 and 4.15, the $c_{jk}$ are in fact geodesics, as we shall prove now. Intuitively, the $J$-minimizing curve $c_{jk} \in \Omega^k$ cannot intersect the sets $S^k_\pm(\delta)$ in the switches since, by lemma 4.13, the asymptotic action $J$ immediately increases. We could view the sets $S^k_\pm(\delta)$ as "hilly" areas in the geometrical landscape $(\mathbb{R}^2, F)$ and local minimizers $c \in \Omega$ travel through the valleys in this landscape, accompanying the test curves $c^\pm$.

4.19 Theorem. There exist $\delta > 0$ and $\kappa, \nu \in \mathbb{N}$, such that for $c_{jk}$ from corollary 4.17 we have
\[ c_{jk}(\mathbb{R}) \subset U^k. \]
In particular the $c_{jk}$ are locally minimizing arc-length geodesics.

Proof. Choose the following real numbers:

(1) $\varepsilon$ with
\[ 0 < \varepsilon < \frac{1}{2} \inf_{s, t \in \mathbb{R}} \, d(q_0(s), q_1(t)). \]

(2) $\varepsilon_0$ with
\[ 0 < \varepsilon_0 < \frac{\omega(\varepsilon)}{4b}. \]

(3) Some small $\delta > 0$. Now construct the switches $\mathcal{S}^\pm, \sigma_0, \kappa$ and the test curves $c^\pm$ in definition 4.14 (where we assume that $\delta$ is sufficiently small in order to have $S^k_\pm(\delta) \neq \emptyset$). Make $\delta$ smaller, s.t. the following conditions are satisfied.

Set
\[ L := \left\{ \langle h, . \rangle = \min_{S^k_\pm(\delta)} \langle h, . \rangle \right\} \cap S, \quad R := \left\{ \langle h, . \rangle = \max_{S^k_\pm(\delta)} \langle h, . \rangle \right\} \cap S. \]
(a) In the connected component of \( q_0 \) in the strip between \( L, \tau L \) in \( S - S^+_0(\delta) \), any point \( x \) has \( d(x, q_0(\mathbb{R})) \leq \varepsilon_0 \). Analogously, in the connected component of \( q_1 \) in the strip between \( \tau^{-1} R, R \) in \( S - S^+_0(\delta) \), any point \( x \) has \( d(x, q_1(\mathbb{R})) \leq \varepsilon_0 \).

(b) Parametrise \( \text{Con} S^+_\delta(\delta) \cap L, \text{Con} S^+_{\tau}(\delta) \cap R \) by curves \( \gamma_L, \gamma_R : [0, 1] \to S \) and let \( C \) be an upper bound for the action of \( \gamma_L^{-1}, \gamma_R^{-1} \) on subintervals \([c, d] \subset [0, 1]\) (where \( \gamma_{L,R}^{-1}(t) = \gamma_{L,R}(1 - t) \)). Recall \( T^+_0 \) being the tube in definition 4.14. We impose that

\[
C + \| h_0 \| \max \{ \text{diam}_{\text{euc}}(L), \text{diam}_{\text{euc}}(R) \} \\
\leq \inf \{ d_F(x, y) : x \in L \cup R, y \in T^+_0 \}.
\]

That (a) and (b) can be met follows since \( S^+_\delta(\delta) \) become longer and in the ends approach \( q_0, q_1 \), as \( \delta \downarrow 0 \). We ask analogous conditions of \( \mathcal{F}^- \).

(4) \( \delta_0 \) with

\[
0 < \delta_0 < \min_{i=0,1} \frac{\omega^i(\delta) - \omega^i}{4b + 1}
\]

(5) Adjust the choice of \( \kappa \in \mathbb{N} \) from choice (3), s.th. the following conditions hold.

(a) Write \( s^\pm_i \) for times where the test curves \( c^i \) pass \( \tau^\pm \sigma_0 \), respectively for \( i = 0, 1 \). Choose \( \kappa \) so large that for any \( a \leq s^-_i, s^+_i \leq b \) the points \( c^i(a), c^i(b) \) lie \( \delta_0 \)-close to the corresponding limit \( c^i(-\infty) = q_{i|i}, c^i(\infty) = q_{i|i+1} \) and for times \( s, t \in \mathbb{R} \) satisfying

\[
d(c^i(a), q_{i|i}(s)) \leq \delta_0, \quad d(c^i(b), q_{i|i+1}(t)) \leq \delta_0
\]

we have

\[
A(q_{i|i}[s^\theta-, s]) + A(c^i[a, b]) + A(q_{i|i+1}[t, t^\theta+]) \leq \omega^i + \delta_0.
\]

Here \( s^\theta- := \max\{r \in \theta \mathbb{Z} : r \leq s\} \) and \( t^\theta+ := \min\{r \in \theta \mathbb{Z} : r \geq t\} \).

That this is possible follows since \( c^i \) converges to \( q_{i|i}, q_{i|i+1} \) in \( C^1 \) by the graph property of \( \mathcal{N}^\pm \) and from the convergence \( A(c^i[s, t_n]) \to \omega^i \).

(b) The switches \( \mathcal{F}^\pm \) are contained in the region between \( \tau^\pm \kappa_0 \sigma_0 \) for some \( \kappa_0 \in \mathbb{N} \). We ask

\[
\kappa > \frac{c_F^1F(\sigma_0)}{2\|z\|} + \kappa_0,
\]

where \( \tau = x \mapsto x + z \).

(6) \( \nu \in \mathbb{N} \) with

\[
\nu > \frac{3b\varepsilon}{\omega(\delta_0)}.
\]
choose $\delta$ is 
Arguing as in step 3, we close $m$ between $t$ having endpoints in $L$ from choice (3 b) and with $t^* \in [a, b]$. Then for $c, d \in [0, 1]$ with $\gamma_L(c) = c(a), \gamma_L(d) = c(b)$ (assuming $c \leq d$, using $\gamma_L^{-1}$ in the other case) we have by minimality of $c$ w.r.t. the action $A$ that

$$C \geq A(\gamma_L[c, d]) \geq l_F(c[a, b]) - \langle h_0, c \rangle |^b_a \geq l_F(c[a, b]) - \|h_0\| \|c(b) - c(a)\| \geq \inf \{d_F(x, y) : x \in L, y \in T^+_0\} - \|h_0\| \text{diam}_{eucl}(L),$$

contradicting choice (3 b).

Step 2. ($c$ traverses the region between $\tau^{\kappa_0} \sigma_0, \tau^{\kappa} \sigma_0$ only once) Suppose $[c, [a, b]$ has endpoints on $\tau^{\kappa} \sigma_0$ for some $c(t^*) \in \tau^{\kappa} \sigma_0$ for $t^* \in [a, b]$. Then by minimality of $c$

$$l_F(\sigma_0) \geq A(c[a, b]) = l_F(c[a, b]) - \langle h_0, c \rangle |^b_a \geq \frac{1}{\epsilon_F} \text{diam}_{eucl}(c[a, b]) \geq \frac{2(\kappa - \kappa_0)\|z\|}{c_F}$$

contradicting choice (5 b). So once $c$ passes $\tau^{\kappa} \sigma_0$, it can not return to $\tau^{\kappa} \sigma_0$. The same argument shows: Once $c$ passes $\tau^{\kappa+1} \sigma_0$, it cannot return to $\tau^{\kappa+1} \sigma_0$.

Step 3. ($c$ in close to the $q_I$ between the switches) Let e.g. $i$ be even, so $c$ lies between $\tau^{\kappa} \sigma_i - \tau^{\kappa} \sigma_i$ and $\tau^{\kappa+1} \sigma_i - \tau^{\kappa+1} \sigma_i$. Choose a time $t_0$ where $c(t_0)$ lies between $\tau^{\kappa} \sigma_i - \tau^{\kappa} \sigma_i$ and $\tau^{\kappa+1} \sigma_i - \tau^{\kappa+1} \sigma_i$. If $c(t_0)$ lies between $\tau^{\kappa+1} \sigma_i$, then $c(t_0)$ lies at the right end of $\tau^{\kappa+1} \sigma_i$ for $c(t_0)$ of choice (3 a). We can choose $t_0, t_1$ s.th. $c(t_0), c(t_1)$ are $\varepsilon$-close to points $x, y$ on $q_I$ congruent under some $\tau^{\kappa}$. Let

$$\gamma := \text{es}_{c(t_0), x} \ast q_I \ast \text{es}_{y, c(t_1)}.$$ 

Then by minimality of $c$ we find $2\varepsilon_0 \geq A(\gamma) \geq A(c[t_0, t_1])$. By the assumption on $t_0, t_1$ we have

$$d(c(t_1), \tau^m c(t_0)) \leq d(c(t_1), y) + d(\tau^m x, \tau^m c(t_0)) \leq 2\varepsilon_0.$$ 

Set $\gamma_0 := c[t_0, t_1] \ast \text{es}(c(t_0), \tau^m c(t_0))$ and with lemma 3.1 cut $\gamma_0$ into $m$ prime-periodic segments $\sigma_1, \ldots, \sigma_m$. If $c[t_0, t_1]$ leaves the area $\varepsilon$ close to $q_I$, then so does $\gamma$ and we find $A(\sigma_j) \geq \omega(\varepsilon)$ for some $i$, while for the others $A(\sigma_j) \geq 0$. This shows

$$2\varepsilon_0 \geq A(c[t_0, t_1]) = A(\gamma_0) - A(\text{es}(c(t_0), \tau^m c(t_0)) \geq \omega(\varepsilon) - 2\varepsilon_0,$$

contradicting choice (2).

Step 4. (at some point $\delta_0$ close to the $q_I$) Let $t^\pm$ be the times with $c(t^\pm) \in \tau^{\kappa+1} \sigma_0$, s.th. $c[t^+_i, t^-_{i+1}]$ lies entirely between $\tau^{\kappa+1} \sigma_0$ and $\tau^{\kappa+1} \sigma_0$. In $\tau^{\kappa+1} \sigma_0$, the points $\tau^m c(t^+_i)$ and $c(t^-_{i+1})$ are $\varepsilon$-close by step 3 (recall $\sigma_0$ being the straight segment), where $m := w_{i+1} - w_i - 2\kappa \geq \nu$ (assumption of $W = \{w_i\}$). 

Arguing as in step 3, we close $c$ to a periodic curve $\gamma_0$ and assuming $c[t^+_i, t^-_{i+1}]$ is $\delta_0$-far away from $q_I$ everywhere, so is $\gamma_0$. Again, $\gamma_0$ is $\tau^m$-periodic but this time all the $\sigma_i$ have $A(\sigma_i) \geq \omega(\delta_0)$, so as in step 3 by comparison of $c$ to $q_I$, we have

$$\nu \omega(\delta_0) \leq A(\gamma_0) \leq A(c[t^+_i, t^-_{i+1}]) + 3\varepsilon \leq 3\varepsilon,$$
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contradicting choice (6).

Step 5. (c(ℝ) ⊆ U^k) Choose i ∈ {j, ..., k} and write t_− ∈ [t_i^{+}, t_{i−1}^{+}] and t_+ ∈ [t_i^{+}, t_{i+1}^{+}] for the times found in step 4, where

\[ d(c(t_−), q_{i[t]}(T_−)) \leq \delta_0, \quad d(c(t_+), q_{[i+1]}(T_+)) \leq \delta_0 \]

for some T_−, T_+ ∈ ℝ (for i = j − 1, k choose |t_−|, |t_+|, respectively, large such that the δ0-condition holds). By step 2 the segment c[t_−, t_+] is the only part of c near the switch τ^u_i, χ^i, so using step 1 we have to show that c[t_−, t_+] and τ^u_i S^c_i(δ) are disjoint for l = 0, 1. Write a, b for times where the test curve c^o := τ^u_i c^i passes δ₀-close q_{i[t]}(T_−), q_{[i+1]}(T_+), respectively (cf. choice (5 a)), and set

\[ \hat{c} := q_{i[t]}|_{(−∞, T_−]} * \operatorname{es}_{q_{i[t]}(T_−), c[t−], t−} * c[t−, t+] * \operatorname{es}_{c(t+), q_{[i+1]}(T_+)} * q_{[i+1]}|_{[T_+, +∞)} \]

We compare \( \hat{c} \) to \( c^o \) and make use of \( \omega^±(δ) > \omega^± \) in lemma 4.13. If \( c[t_−, t_+] \) runs into \( τ^u_i S^c_i(δ) \), so does \( \hat{c} \) ∈ \( \Omega^c \), i.e. \( J(\hat{c}) \geq \omega^c(δ) \). Then with choice (5 a) and the minimality of c we obtain

\[ \omega^c(δ) \leq J(\hat{c}) \leq A(c[t_−, t_+]) + A(q_{i[t]}[T_−^{θ−}, T_−^θ]) + A(q_{[i+1]}[T_+, T_+^{θ+}]) + 2b\delta_0 \]

\[ \leq A(c^o[a, b]) + A(q_{i[t]}[T_−^{θ−}, T_−^θ]) + A(q_{[i+1]}[T_+, T_+^{θ+}]) + 4b\delta_0 \]

\[ \leq \omega^c + δ_0 + 4b\delta_0 \]

This is a contradiction to choice (4).

4.3 The gap-condition implies positive entropy

4.20 Proposition. Let F be a Finsler metric on \( \mathbb{T}^2 \) that fulfills the gap-condition. Then the topological entropy of the geodesic flow \( ϕ^t \) of F is positive, \( h_{top}(ϕ^t, S^{n^2}) > 0 \).

Proof. In \( ST^2 \) we can take the euclidean product metric from \( T\mathbb{T}^2 \equiv \mathbb{T}^2 × ℝ^2 \). In particular, if base curves \( c_0 \) are separated, so are the orbits \( ϕ^t u \) in \( ST^2 \). The geodesics \( c^k \) from theorem 4.19 oscillate on a length in h-direction bounded by \( C \cdot (w_h − w_j) \), cf. proposition 4.18. Choosing different sequences W in definition 4.15 we obtain an exponentially growing number of geodesics, that are \( ε_1 \)-separated for \( ε_1 := \min\{ε_0, \inf_{s,t ∈ ℝ} d(q_0(s), q_1(t) − 2ε) \} > 0 \) (by step 3 and choice (1) in the proof of theorem 4.19) in linearly bounded time in \( ℝ^2 \). But they are also \( ε_1 \)-separated in \( T^2 \): each \( c^k \) has to pass the left part of the switch \( τ^u_i, χ^i \) and hence all \( c^k \) lie \( ε_0 \)-close at time \( t = 0 \), say, by choice (3 a) in the proof of theorem 4.19. Making \( ε_0 \) small, this shows that the curves have to separate in \( T^2 \) for otherwise they would lift to curves that are \( ε_1 \)-close. This shows

\[ 0 < \limsup_{T → +∞} \frac{\log s(T, ε_1)}{T} ≤ h_{top}(ϕ^t, S^{n^2}) \]

4.4 Invariant tori for all rotation vectors

In this section we study Finsler metrics F not fulfilling the gap-condition and prove theorem I from the introduction. We saw that in this case there are
invariant Lipschitz graphs $\mathcal{T}_h^0 \subset S^2T^2$ for all rational $h \in G_F$, cf. definition \[4.2\] and remark \[4.12\]. Moreover, the Lipschitz constant of $\mathcal{T}_h^0$ depends only on $F$.

We define the candidates for invariant tori found in section \[3\]. Recall the notation $\mathcal{N}_h^\pm(q_0, q_1)$ in definition \[4.1\].

4.21 Definition. For $h \in G_F$ irrational write $\mathcal{T}_h := \mathcal{N}_{\sqrt{h}}(h)$. For $h \in G_F$ rational write $\mathcal{T}_h^\pm := \mathcal{M}_h \cup \bigcup_{(q_0, q_1)} \mathcal{N}_h^\pm(q_0, q_1)$.

4.22 Remark. By theorem \[2.10\] and remark \[4.12\] each of the above sets in $S^2T^2$ is a Lipschitz graph over $\partial_\tau$ and the Lipschitz constant depends only on $F$.

4.23 Lemma (monotonicity of invariant tori w.r.t. rotation vectors). Suppose $\mathcal{T}_i \subset S^2T^2$ are $\phi^i$-invariant graphs over $\partial_\tau$ for $i = 1, \ldots, k \geq 3$ and that there is $h_i \in G_F$, such that each orbit on $\mathcal{T}_i$ has rotation vector $h_i$. Assume that the $h_i$ are cyclically ordered w.r.t. the orientation of $G_F$. Then in each $S^2 \mathbb{T}^2$ the intersections $S^2 x^2 \cap \mathcal{T}_i$ have the same cyclic order as the $h_i \in G_F$.

**Proof.** It is enough to prove the statement for $k = 3$, then the general case follows. Let $x \in \mathbb{R}^2$ and $v_i = S^2 x^2 \cap \mathcal{T}_i$, $i = 1, 2, 3$. Since successive intersections of the $c_i := c_{v_i}$ in $\mathbb{R}^2$ are excluded by minimality, the curves $c_i(0, \infty)$ are pairwise disjoint and $c_2(0, \infty)$ is contained in one of the connected components of $U := \mathbb{R}^2 - \bigcup_{i=1}^3 c_i[0, \infty)$ that are bounded by $c_1[0, \infty), c_3[0, \infty)$. Putting disjoint open cones $C_i$ around $\mathbb{R}_{>0} h_i$ and observing that $c_1[T, \infty) \subset C_i$ for some large $T$, we find the connected component of $U$ containing $c_2(0, \infty)$ by following the line $x + tv_2 \approx c_2(t) \in U$ for small $t > 0$, which proves the claim.

4.24 Proposition. If the gap-condition is not fulfilled for the Finsler metric $F$, then all $\mathcal{T}_h, \mathcal{T}_h^\pm$ are invariant tori for $\phi^i$ (i.e. $\pi(T) = \mathbb{T}^2$).

**Proof.** For any rational $h \in G_F$ we have a compact $\phi^i$-invariant torus $\mathcal{T}_h^0$ from definition \[4.2\]. The set of compact $\phi^i$-invariant sets in $S^2T^2$ is compact w.r.t. the Hausdorff metric, cf. 13.2.1-3 in \[13\]. If $h \in G_F$ is arbitrary, choose a monotone rational sequence $h_1 \subseteq h \in G_F$. W.l.o.g. we get a limit set $\mathcal{T} = \lim_{h \to h_1} \mathcal{T}_h^0$, and any $v \in \mathcal{T}$ is a limit of a sequence $v_i \in \mathcal{T}_h^0$. We have $\pi(\mathcal{T}) = \mathbb{T}^2$, as for any $x \in \mathbb{T}^2$ we have some $v_i \in S^2 x^2 \cap \mathcal{T}_h^0$ and hence the existence of a $v = \lim v_i \in S^2 x^2 \cap \mathcal{T}$. Moreover, by the monotonicity in lemma \[4.23\] and the uniform Lipschitz property of the $\mathcal{T}_h^0$, the limit set $\mathcal{T}$ is again a Lipschitz graph over $\partial_\tau$. By construction the $v_i$ are $\eta_i$-semistatics for some sequence $\eta_i \in \mathcal{F}_{h_1}$ and by corollary \[3.7\] the $\eta_i$ converge monotonically to $\eta_{\star} \in \mathcal{F}^F = [\eta_-, \eta_+]$, so $\mathcal{T} \subset \mathcal{N}_{\eta_{\star}}$ by proposition \[2.5\].

In the case where $h$ is irrational we get $\pi(\mathcal{T}_h) = \pi(\mathcal{N}_{\sqrt{h}}(h)) \supset \pi(\mathcal{T}) = \mathbb{T}^2$. For rational $h$ the argument in theorem \[3.19\] (iii) shows that for some point $x$ in the gap between two neighboring $q_0, q_1$ from $\mathcal{M}_h$ we obtain a vector $v \in S^2 x^2 \cap \mathcal{N}_h^+(q_0, q_1)$ as limit of some sequence $v_i \in \mathcal{T}_h^0$, i.e. $\mathcal{T} \cap \mathcal{N}_h^+(q_0, q_1) \neq \emptyset$. If we also have some $w \in \mathcal{T} \cap \mathcal{N}_h^-(q_0, q_1)$, we can follow the flowlines of $v, w$ and w.l.o.g. $\pi(v) = \pi(w)$, as the heteroclinics $c_v, c_w$ always intersect. But since $v \neq w$, this contradicts the graph property of $\mathcal{T}$. This shows $\mathcal{T} \subset \mathcal{T}_h^+$ and hence $\pi(\mathcal{T}_h^+) \supset \pi(\mathcal{T}) = \mathbb{T}^2$. Analogously $\mathcal{T}_h^-$ projects surjectively.
We can now prove theorem I announced in the introduction for Finsler metrics. Using proposition 2.11, the theorem carries over to Tonelli Lagrangians and energies above Mañé’s strict critical value.

4.25 Theorem. If the topological entropy of a Finsler geodesic flow on $T^2$ in the unit tangent bundle $ST^2$ vanishes, then in $ST^2$ there are invariant graphs $T_h, T_h^\pm \subset ST^2$ as in definition 4.24 for all $h \in G_F$. If $v \in ST^2$ does not lie on one of these invariant graphs, the orbit of $v$ lies in the space between two graphs $T_h^-, T_h^+$ in $ST^2$ of some common rational rotation vector $h$, while these graphs intersect in the periodic minimizers of rotation vector $h$ (the Mather set $M^h$).

Proof. Apply propositions 4.20 and 4.24, so in $ST^2$ there are the invariant graphs $T_h, T_h^\pm$. By theorems 3.18 and 3.19 the union of all $T_h, T_h^\pm$ is $N := \cup_{h \in H_F} N\eta_h$ and by proposition 2.5 $N$ is a closed set. Let $v \in S_x T^2 - N$ and $v-, v_+ \in S_x T^2 \cap N$ be the closest vectors to $v$, s.th. $v$ is contained in the (oriented) segment $(v-, v_+) \subset S_x T^2$ and let $h_\pm := \rho(c\eta) \in G_F$. If $h_- \neq h_+$, we could by lemma 4.23 put some semistatic in both parts of $S_x T^2 - \{v-, v_+\}$ and get a contradiction. Hence $h_- = h_+ = h$ and by the uniqueness of irrational invariant tori in $N$, $h$ is rational. Since the part outside of the space between the $T_h^\pm$ contains other invariant tori, $v$ is contained in the space between $T_h^\pm$.

4.26 Remark. (i) For rational $h \in G_F$ we have $T_h^+ = T_h^-$ iff $\pi(M^h) = T^2$ iff $\beta$ is differentiable in $h$ (cf. remark 3.20). This shows that $\beta : H_1(T^2, \mathbb{R}) - \{0\} \to \mathbb{R}$ is $C^1$ iff the unit tangent bundle is foliated by invariant tori $T_h$ that are Lipschitz graphs over $\partial T^2$ (sometimes referred to as complete $C^0$-integrability). For results in this direction cf. [10].

(ii) For irrational $h \in G_F$ the torus $T_h$ coincides with the Mather set $M^h$, provided $\pi(T_h) = T^2$, i.e. each geodesic $c_v(R)$ with $v \in T_h$ is dense in $T^2$. This is a version of a more general result, cf. theorem 1 in [21], observing that each orbit in $T_h^\pm$ is homoclinic to $M^h$.

5 Katok’s examples, proof of theorem III

In this section we consider Riemannian and Finsler metrics on $\mathbb{R}^2$ and the cylinder $C = \mathbb{R}/2\pi\mathbb{Z} \times I$, where $I \subset \mathbb{R}$ is an interval. The notation is independent of the notation in the previous sections. $(\ldots, |\ldots|)$ denote the euclidean scalar product and norm on $\mathbb{R}^2$. We work in the Hamiltonian setting, i.e. in $T^*\mathbb{R}^2$ with the canonical symplectic structure, identifying $T^*\mathbb{R}^2$ with $\mathbb{R}^4$ via

$$R^4 = \mathbb{R}^2 \times \mathbb{R}^2 \ni \xi = (x, \eta) \cong (\eta, \ldots) \in T^*_x \mathbb{R}^2.$$ 

For $\xi = (x, \eta) \in \mathbb{R}^4, a \in \mathbb{R}$ and a function $g : \mathbb{R} \to \mathbb{R}$ we write

$$g(\xi) = g(x_2), \ |\xi| = |\eta|, \ a\xi = (x, a\eta).$$

We write $X_{H, \phi_H}$ for the Hamiltonian vector field / flow associated to $H : T^*\mathbb{R}^2 \to \mathbb{R}$. Recall $\{H, H'\} = 0$ for the Poisson bracket $\{\ldots\}$ iff $H'$ is constant along the flow lines of $\phi_H$.

5.1 Definition. A Riemannian metric $G$ on $C = \mathbb{R}/2\pi\mathbb{Z} \times I$ of the form

$$G_x = g^2(x_2) \cdot (\ldots), \ g : I \to (0, \infty)$$

is called a rotational metric.
5.2 Remark. (i) The geodesic flow in $T^*\mathbb{R}^2$ of $G$ can be described by the Hamiltonian flow of the dual Finsler norm

$$F_g : T^*\mathbb{R}^2 \to \mathbb{R}, \quad F_g = \frac{\|\cdot\|}{g}.$$ 

Recall that $X_{\frac{1}{2}F^*_g} = F_g \cdot X_{F_g}$, so dual Finsler norms and dual Finsler energies generate Hamiltonian flows which are reparametrisations of each other, while $F_g$ has the advantage that $\phi_{F_g}^t r \xi = r \phi_g^t \xi$. $\phi_{F_g}$ admits $\xi \mapsto \eta_1$ as an integral and one easily sees that $F_g, \eta_1$ are independent a.e., i.e. the geodesic flow of $G$ is completely integrable. Moreover, by theorem 1 in [21], the topological entropy of $\phi_{F_g}$ vanishes.

(ii) Let $c = (c_1, c_2, c_3) : J \to \mathbb{R}^3$ be an immersed $C^\infty$ space curve with $c_1 > 0$ and $c_2 \equiv 0$ and let $A(s) = \begin{pmatrix} \cos s & -\sin s & 0 \\ \sin s & \cos s & 0 \\ 0 & 0 & 1 \end{pmatrix}$ be the rotational matrix about the $x_3$-axis. Set

$$\varphi : \mathbb{R} \times J \to \mathbb{R}^3, \quad \varphi(x) = A(x_1) \cdot c(x_2).$$

Then $\varphi$ defines (locally) a surface of revolution $\Sigma \subset \mathbb{R}^3$ with the induced Riemannian metric $\langle \cdot, \cdot \rangle_{\Sigma} |_{T\Sigma \times T\Sigma}$. We have

$$(\varphi^* \langle \cdot, \cdot \rangle_{\mathbb{R}^3})_x(v, w) = \langle v, G_0(x)w \rangle_{\mathbb{R}^2}, \quad G_0(x) := \begin{pmatrix} c^2_1(x_2) & 0 \\ 0 & \|\dot{c}(x_2)\|^2 \end{pmatrix}.$$ 

We solve $h' = c_1 \circ h$ for a function $h : I \to J$. Assuming $c$ to be parametrised by euclidean arc length we obtain for $\tilde{\varphi}(x) = \varphi(x_1, h(x_2))$ that

$$\langle \tilde{\varphi}^* \langle \cdot, \cdot \rangle_{\mathbb{R}^3} \rangle_x = g^2(x_2) \cdot \langle \cdot, \cdot \rangle, \quad g = c_1 \circ h$$
on $\mathbb{R} \times I$. Hence the name rotational metric.

5.3 Definition. Let $G = g^2 \langle \cdot, \cdot \rangle$ be a rotational metric, $\alpha > 0$ a constant and $\psi : T^*\mathbb{R}^2 \to \mathbb{R}$ a function which is positively homogeneous of degree one in the fibres, smooth off the zero-section and such that $\psi$ commutes with $F_g, \eta_1$, i.e.

$$\{F_g, \psi\} = \{\eta_1, \psi\} = 0.$$ 

We call the Hamiltonians

$$H_{\alpha, \psi} := \alpha \cdot F_g + \psi : T^*\mathbb{R}^2 \to \mathbb{R}$$

generalized Katok-Ziller metrics.

The functions $H_{\alpha, \psi}$ are positively homogeneous of degree one and if $\psi$ is small in $C^2$ ensuring that $\frac{1}{2}H^2_{\alpha, \psi}$ is strictly convex, $H_{\alpha, \psi}$ defines a dual Finsler norm. Since $H_{\alpha, \psi}$ still admits the integrals $F_g, \eta_1$, the geodesic flow of $H_{\alpha, \psi}$ is completely integrable and has $h_{\text{top}}(\phi_{H_{\alpha, \psi}}) = 0$.

Dual Finsler metrics $H_{\alpha, \psi}$ with $\psi(\eta) = \beta \cdot \eta_1, \beta = \text{const.}$, were first studied by Katok [13], later by Ziller [30]. Katok also considered a function $\psi(\eta)$ like the one that we will encounter in lemma 5.3.

Katok’s construction starts with a periodic geodesic flow. To describe this, let $g_0 : \mathbb{R} \to (0, \infty)$ be the function obtained from describing $S^2$ as a surface
of revolution by a rotational metric as in remark 5.2 (ii), where \( \{ x_1 = 0 \} \) is assumed to be mapped to the equator in \( S^2 \). One can check that
\[
go(t) = \frac{2e^t}{1 + e^{2t}}, \quad go : \mathbb{R} \to (0, \infty).
\]
Observe that \( g_0 \) is strictly decreasing in \([0, \infty)\) and \( g_0(-t) = g_0(t) \). The flow \( \phi_{F,0}^t \) in \( T^\ast \mathbb{C} \) for \( G = g_0^2 \) is periodic with period \( 2\pi \), where \( \mathbb{C} = \mathbb{R}/2\pi \mathbb{Z} \times \mathbb{R} \).

In the next lemma we study surfaces of revolution \( \Sigma \subset \mathbb{R}^3 \), such that \( \Sigma \) intersects the round sphere \( S^2 \) in a belt around the equator. At the level of rotational metrics, this means that around \( \{ x_1 = 0 \} \), \( g \) coincides with \( g_0 \).

5.4 Lemma. Consider a rotational metric \( G = g^2 \) on \( \mathbb{R} \times I \), where \( I \subset \mathbb{R} \) is an interval containing \( 0 \) and assume that
\[
\exists b > 0, [-b, b] \subset I : \quad g|[-b,b] = g_0|[-b,b].
\]
For \( a \in (0, b) \) denote by \( M_a \subset T^\ast \mathbb{R}^2 \) the set
\[
\{ r \cdot \xi = (x, r \cdot \eta) \in T^\ast \mathbb{R}^2 : r > 0, F_g(\xi) = 1, |x_2| \leq a, \eta_1 \geq g_0(a) \}.
\]
Choose \( 0 < a_0 < a_1 < b \) and two functions \( \chi : \mathbb{R} \to \mathbb{R}, f : \mathbb{R} \to \mathbb{R} \), where \( f \) is smooth, with
\[
\chi(x_1, x_2) = \begin{cases} 1 : |x_2| \leq b \\ 0 : |x_2| > b \end{cases}, \quad f(t) = \begin{cases} 1 : t \geq g_0(a_0) \\ 0 : t \leq g_0(a_1) \end{cases}
\]
and set
\[
\psi : T^\ast \mathbb{R}^2 \to \mathbb{R}, \quad \psi(x, \eta) := \chi(x) \cdot f(\xi_1/F_g(\eta)) \cdot \eta_1.
\]
Then \( \psi \) is smooth outside \( 0_{b_2} \) and \( \{ F_2, \eta \} = \{ \eta_1, \psi \} = 0 \). For \( |\beta| \) small consider the generalized Katok-Ziller metrics
\[
F_{\alpha, \beta} := H_{\alpha, \beta} \psi
\]
on the cylinder \( \mathbb{C} = \mathbb{R}/2\pi \mathbb{Z} \times I \). Then
\[
\forall t, (\alpha, \beta) : \phi_{F_{\alpha, \beta}}^t M_{a_0} = M_{a_0}, \phi_{F_{\alpha, \beta}}^t M_{a_1} = M_{a_1}
\]
and
\[
\phi_{F_{1,a}}^{2\pi} |_{M_{a_0}} = \phi_{F_{1,a}}^{2\pi} |_{M_{a_1}} = \text{id}_{M_{a_0}}.
\]
5.5 Remark. (i) \( M_a \) can be thought of as a forward cone in each \( T_y \mathbb{R}^2 \), where for \( x_2 = 0 \) the cone is opened the widest and for \( |x_2| \nearrow a \) the cone becomes a ray. For \( |x_2| > a \) the cone is empty.

(ii) Obviously the so defined \( \psi \) is homogeneous of degree one. Moreover, \( \psi \) is independent of \( x_1 \) and hence \( F_{\alpha, \beta} \) is defined on the cylinder \( \mathbb{C} \).

Proof. Step 1 (invariance of \( M_a \) under \( \phi_{F_g}^t \) for all \( a \in (0, b) \)). By \( \phi_{F_{\alpha, \beta}}^t r \xi = r \phi_{F_{\alpha, \beta}}^t \xi \) for all \( \alpha, \beta \) we can restrict ourselves to \( \{ \xi \} = 1 \). Let \( \xi = (x, \eta) \) with \( F_g(\xi) = 1 \), then \( \eta_1^2 \geq g^2(x_2) - \eta_2^2 \leq g^2(x_2) \). Hence, if \( |x_2| \in (a, b) \), then \( \eta_1 < g_0(a) \), while \( \eta_1 \) is \( \phi_{F_g}^t \)-invariant. This shows that if \( \xi \in M_a \), then \( \phi_{F_g}^t \xi \) cannot leave \( \{ |x_2| \leq a \} \).
Step 2 (invariance of $M_{a_0}, M_{a_1}$ under $\phi_g^t$). Observe that $\psi(\xi) = \eta_1$ for $\xi = (x, \eta) \in M_{a_0}$, so in $M_{a_0}$ we have $\phi_g^t(x, \eta) = (x + te_1, \eta)$ and hence invariance of $M_{a_0}$. Now let $r\xi = (x, r\eta) \notin M_{a_1}$ with $F_g(r\xi) = 1$, then either $|x_2| > a_1$ or $\eta_1 < g_0(a_1)$. In the latter case we have $f(r\eta_1/F_g(r\xi)) = f(\eta_1) = 0$. In the first case it follows that either $\chi = 0$ or $|x_2| \in (a_1, b_1]$. Again in the latter case we obtain $g_0(x_2) < g_0(a_1)$ and hence $|\eta_1| = \sqrt{g_0^2(x_2) - \eta_2^2} < g_0(a_1)$ and again $f = 0$. Altogether we find $\psi = 0$ outside $M_{a_1}$, so the invariance of the complement of $M_{a_1}$ follows. Moreover, since $\psi = 0$ in an open neighborhood of $\{\chi = 0\}$, $\psi$ is smooth in $T^*\mathbb{R}^2 - \{0\}$.

Step 3 ($F_{a_0}$ is a generalized Katok-Ziller metric for small $\beta$). By step 2 we have $\psi = 0$ outside $M_{a_1}$, so the equalities $\{\eta_1, \psi\} = 0$ are trivial. But $\psi$ is locally independent of $\chi$ inside $M_{a_1}$ and here $\psi$ is defined in terms of $\eta_1, F_g$, so the equalities hold also in this case.

Step 4 (periodicity of the flows $\phi_{F_{a_1}}^t, \phi_{F_{a_0}}^t$). We saw above that in $M_{a_0}$ we have $\psi = \eta_1$. The periodicity of $\phi_{F_{a_0}}^t$ follows. The periodicity of $\phi_{F_{1_0}}^t = \phi_{F_0}^t$ follows, since in the $\phi_{F_g}^t$-invariant set $M_{a_0}$ the Riemannian metric $G$ is the same as the rotational metric $G = g_0(\cdot, \cdot)$ obtained from the round sphere $S^2$ and in this case we know that $\phi_{F_0}^t$ is $2\pi$-periodic.

We can now readily apply theorem A from [13] and prove the theorem III stated in the introduction.

Proof of theorem III. Step 1 (existence of a non-reversible $F_0^*$). We work in $C = \mathbb{R}/2\pi\mathbb{Z} \times I$ with a rotational metric as above, use the same notation as Katok, just writing $F_{\alpha, \beta}$ instead of $H_{\alpha, \beta}$, and apply theorem A from [13], where we take $M^{2m}$ to be the set $M_{a_0} \subset (T^*\mathbb{R}^2, \omega)$ defined in lemma 5.4 (the number $a_0$ is defined by the width of the strip around the equator in $\Sigma \cap S^2$) and $(\alpha_0, \beta_0) = (1, 0)$. In particular

$$MD = \{\xi \in M_{a_0} : X_{F_{1_0}}(\xi), X_{F_{0_0}}(\xi) \text{ lin. dependent}\}$$

consists precisely of the equator in the various velocities. Properties (i) and (ii) are proven for $F_0^* := H$ in $M_{a_0} := Z^*$, where $H$ is given by Katok’s theorem. Moreover $F_{a_0}^*$ coincides with a generalized Katok-Ziller metric $F_{\alpha, \beta}$, as defined in lemma 5.4 together with all its derivatives in $\partial M_{a_0}$ and in a single periodic orbit in $\text{Int}(M_{a_0})$ (the equator, i.e. $MD$). Here $(\alpha, \beta)$ is arbitrarily close to $(1, 0)$.

To show that $(F_0^*)^2$ is strictly convex, just observe that in Katok’s theorem $F_{a_0}^*$, $F_{a_0}$, $F_{a_1}$ are close in $C^2$ and that $F_{a_1}$ is strictly convex by the smallness of $\beta$. We extend $F_0^*$ to all of $T^*C$ using $F_{\alpha, \beta}$. Finally, property (iii) follows from (ii): the entropy of $F_{\alpha, \beta}$ vanishes, since the flow is completely integrable. The claim now follows from the general fact that the topological entropy is bounded by the growth of the number of periodic orbits (cf. corollary 4.4 in [14]), which is sub-exponential for $F_0^*$ in $M_{a_0}$ by (ii).

Step 2 (make $F_0$ reversible). Recall from the proof of lemma 5.4 that there is the neighborhood $M_{a_1} \supset M_{a_0}$, such that in $U := T^*C - M_{a_1}$ we have $\psi = 0$, i.e. here $F_{a_0}^* = \alpha \cdot F_g$, which is just the rescaled Riemannian metric on $\Sigma$. Hence we can define a new dual Finsler metric

$$F_{a_0}^*(x, \eta) := \begin{cases} F_{a_0}^*(x, \eta) : \eta_1 \geq 0 \\ F_{a_0}^*(x, -\eta) : \eta_1 \leq 0 \end{cases}$$
on $\mathbb{R} \times I$, which is now a reversible dual Finsler metric. The metric is unchanged in the $\phi^t_{\mathcal{F}_0}$-invariant set $\{\eta_1 \geq 0\}$ and in $\{\eta_1 \leq 0\}$ the geodesic flow of $\mathcal{F}_1^*$ is just the reversed flow of $\mathcal{F}_0^*$ from $\{\eta_1 \geq 0\}$.
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