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In this article, an approach for using structural health monitoring coupled extreme stress data in dynamic extreme stress prediction of steel bridges is presented, where the coupled extreme stress data means the extreme stress data with dynamicity, randomness, and trend. Firstly, the modeling processes about dynamic coupled linear models (DCLM) are provided based on a supposed coupled time series; furthermore, the dynamic probabilistic recursion processes about DCLM are given with Bayes method; secondly, the monitoring dynamic coupled extreme stress data is taken as a time series, historical monitoring coupled extreme stress data-based DCLM and the corresponding Bayesian probabilistic recursion processes are given for predicting bridge extreme stresses; furthermore, the monitoring mechanism is provided for monitoring the prediction precision of DCLM; finally, the monitoring coupled extreme stress data of a steel bridge is used to illustrate the proposed approach which can provide the foundations for bridge reliability prediction and assessment.

1. Introduction

Structural health monitoring (SHM) is a promising technology to improve the safety of civil infrastructures and achieve their sustainable management. For steel bridges, structural safety is very important, and the monitoring extreme stress data provided by SHM systems is an important parameter for structural safety analysis and can be used for evaluating and predicting structural dynamic safety reliability.

During long-term service periods, many steel bridges are subjected to many random dynamic loads like vehicle load, temperature load, and wind load; even these loads occur simultaneously. Therefore, the accumulated extreme stress data by structural health monitoring (SHM) system commonly has the characteristic of coupling including randomness, dynamicity, and tendency [1]; furthermore, based on the monitoring coupled extreme stress data which is considered as Markov chains, dynamic coupled extreme stress prediction for steel bridges is particularly important as bridges age, which could reflect bridge safety and help to guide the important decisions regarding the structural preventive maintenance. Therefore, monitoring coupled data-based extreme stress prediction and assessment of steel bridges is accordingly a grand challenge of SHM field [2, 3].

In recent years, SHM has become the escalating urgent need for modern bridge engineering and grew into a hot topic on both investments and researches around the world. With the innovation of sensing data acquisition, SHM systems are comprehensively deployed and used for obtaining the coupled extreme stress data of steel bridges in different sampling frequency. How to make reasonable use of these data for predicting structural extreme stresses has been one of the main scientific problems in the SHM field. So far, the researches on SHM have generally experienced two stages. The first stage, falling in the mature stage, is to install an array of sensors for monitoring, collection, and recovery of SHM data during the long-term service periods [4–12]. The second stage is mainly the application of SHM data. Most studies are mainly focused on the modal parameter
identification [13, 14], structural damage detection technology [10, 13, 15, 16], model updating [3], performance prediction [17–19], and reliability assessment [20–22]. The second stage shows that some researches about the application of SHM data have been conducted, but, in the analysis processes, the coupling of SHM data is not reasonably taken into account. Therefore, monitoring coupled data-based dynamic prediction of structural coupled extreme stresses remains at the initial research stage. At present, although some achievements about structural response prediction have been made, most of them have some limitations; for example, dynamic linear models and Gaussian mixed particle filter-based extreme stress prediction method of steel bridges are proposed, but, in the analysis processes, the coupling of monitoring extreme stress data is not reasonably considered [4]; a data assimilation method about Bayesian Fourier dynamic linear prediction of periodic extreme stresses for steel bridges is proposed; in the analysis processes, the modeling processes of dynamic linear models are complex and are not generally used [23]; the ARMA models [24] suitable for short-term prediction and BDLM [17, 18] without steady precision are not clearly satisfying for predicting coupled performance information; the performance prediction method through decoupling the monitoring coupled data decreases the coupling effect on the prediction results to a certain extent, but the decoupling itself is a difficult problem due to the complexity of the coupled information, and it can lead to information losses and so does its work in the prediction processes [25]; the traditional nonlinear filtering methods are usually used to build the prediction models based on curve fitting of historical dynamic data [26], so they are very subjective, and monitoring load effects tend to exhibit the coupling; thus, the traditional subjective nonlinear filtering methods will affect the precision and accuracy of the prediction results; the common regression models derived from the historical monitoring data are also very subjective and are not considering the uncertainty about the monitoring data [27, 28]; the support vector regression model needs a lot of monitoring data to be trained for completing the model prediction, which consumes a lot of time [29]. In view of the above limitations, a Bayesian dynamic coupled linear prediction method of the coupled extreme stresses for steel bridges could be explored and is the topic of the present research.

Based on the above issues, this paper proposes the Bayesian dynamic coupled linear prediction method of coupled extreme stresses for steel bridges based on the monitoring coupled extreme stress data. Firstly, based on a supposed coupled time series, dynamic coupled linear models (DCLM) are built, and the corresponding dynamic probabilistic recursion processes are proposed with Bayes method (see Section 2); secondly, based on Section 2, monitoring coupled extreme stress data-based DCLM and the corresponding Bayesian dynamic probabilistic recursion processes are provided for predicting coupled extreme stresses in Section 3; furthermore, the monitoring mechanism about DCLM is provided for monitoring the abnormal coupled extreme stress data (see Section 4). Finally, the effectiveness of the proposed DCLM is compared with several existing methods through the monitoring coupled extreme stress data from a steel bridge in Section 5, and some conclusions are drawn in Section 6. The main flowcharts of this paper are shown in Figure 1.

2. The General Coupled Time Series-Based Dynamic Coupled Linear Models (DCLM) and the Corresponding Bayesian Probabilistic Recursion

The flowcharts of Section 2 are shown in Figure 2.

According to Figure 2, the detailed contents of Section 2 are described as follows.

2.1. DCLM Based on a General Coupled Time Series. DCLM include state equation, monitored equation, and the initial coupled state information, where the state equation shows changes of the system with time and reflects inner dynamic changes of the system and random disturbances, the monitored equation expresses the relationship between the monitored data and the current state parameters of the system, and the initial coupled state information is expressed with the mixture of a few normal probability density functions (PDFs) about the initial coupled state. In this chapter, the general coupled time series is adopted to build DCLM, and the detailed modeling methods are described as follows.

It is supposed that there is a general dynamic coupled time series set \( D_t \) with \((n - 1)\)-order local trends, which includes the data at and before time \( t \). The state set, also taken as a coupled time series approximately obtained with cubical smoothing algorithm with five-point approximation [1, 2, 17] through resampling \( D_t \), is denoted with \( D_{\theta_t} \), where \( \theta_t \) is the state at time \( t \), \( D_{\theta_t} \) includes all the state data at and before time \( t \), and the \( i \)th difference data set of \( D_{\theta_t} \) is \( D_{\theta_t}^{(i)} \). In general, for the general coupled time series set \( D_t \) with \((n - 1)\)-order local trends, difference can be carried out until the time series after difference is stationary, and the number \((n - 1)\) of difference is the order of local trends. Besides, the Augmented Dickey-Fuller (ADF) test method [30–33] can also help ascertain the stationarity of the data before and after difference. Namely, ADF test method can help determine the order of local trends.

Let \( \{ \theta_t, t \in \{1, 2, \ldots \} \} \) be the state time series; there are the following difference equations:

\[
\begin{align*}
\Delta^0 \theta_k &= \theta_t, \\
\Delta^1 \theta_k &= \theta_{t+1} - \theta_t, \\
\Delta^2 \theta_k &= \Delta^1 \theta_{t+1} - \Delta^1 \theta_t, \\
&\quad \ldots, \\
\Delta^i \theta_k &= \Delta^{i-1} \theta_{t+1} - \Delta^{i-1} \theta_t, \\
&\quad \ldots, \\
\Delta^{n-1} \theta_k &= \Delta^{n-2} \theta_{t+1} - \Delta^{n-2} \theta_t, \\
&\quad \ldots,
\end{align*}
\]  

where \( \{ \Delta^i \theta_k, i \in \{1, 2, \ldots, n-1\}, k \in \{1, 2, \ldots, t\} \} \) is the \( i \)th order difference data about \( \theta_k \).
Furthermore, (2) can be obtained as

\[
\begin{align*}
\theta_{k+1} &= \theta_k + \Delta^1 \theta_k, \\
\Delta^1 \theta_{k+1} &= \Delta^1 \theta_k + \Delta^2 \theta_k, \\
&\vdots \\
\Delta^{i-1} \theta_{k+1} &= \Delta^{i-1} \theta_k + \Delta^i \theta_k, \\
&\vdots \\
\Delta^{n-2} \theta_{k+1} &= \Delta^{n-2} \theta_k + \Delta^{n-1} \theta_k.
\end{align*}
\]

Suppose that all the dynamic state variables \(\{\theta_{t,i}, i \in \{1, 2, \ldots, n\}\}\) are all Markov chains and are internally independent and mutually independent between each other. Taking into account the monitoring error \(v_t\) about \(y_t\) conditional on the state (or level) \(\theta_{t,1}\) and transition error \(w_{t,j}\) from state \(\theta_{t-1,i,j} + \theta_{t-1,j,1}\) to \(\theta_{t,j}\), the \((n - 1)\)-order DCLM are defined in the following form.

Monitoring equation is

\[
\begin{align*}
y_t &= \theta_{t,1} + v_t, \quad v_t \sim N(0, e^{-0.0004t}), \\
y_t &= F\theta_t + v_t, \quad v_t \sim N(0, V_t),
\end{align*}
\]

\[F = \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 \end{pmatrix}_{1 \times n}, \quad \theta_t = \begin{pmatrix} \theta_{t,1} & \theta_{t,2} & \theta_{t,3} & \ldots & \theta_{t,n} \end{pmatrix}^T_{1 \times n}.
\]

State equation is
\[
\theta_{t,j} = \theta_{t-1,j} + \theta_{t-1,j+1} + w_{t,j}, w_{t,j} \sim N(0, W_{t,j}),
\]

\[j \in \{1, 2, ..., n-1\},\]

\[
\theta_{t,n} = \theta_{t-1,n} + w_{t,n}, w_{t,n} \sim N(0, W_{t,n}),
\]

\[
\Rightarrow \theta_{t} = G\theta_{t-1} + w_{t}, w_{t} \sim N(0, W_{t}),
\]

\[
\theta_{t} = (\theta_{t,1}, \theta_{t,2}, \theta_{t,3}, \ldots, \theta_{t,n})_{1 \times n},
\]

\[
w_{t} = (w_{t,1}, w_{t,2}, w_{t,3}, \ldots, w_{t,n})_{1 \times n},
\]

\[
G = \begin{pmatrix}
1 & 1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & 1 & \ldots & 0 \\
0 & 0 & 0 & 0 & \ldots & 1
\end{pmatrix}_{n \times n},
\]

\[
W_{t} = \begin{pmatrix}
W_{t,1} & 0 & 0 & \ldots & 0 \\
0 & W_{t,2} & 0 & \ldots & 0 \\
0 & 0 & W_{t,3} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & W_{t,n}
\end{pmatrix}_{n \times n}
\]

Through the least residual error quadratic sum method [2], initial coupled state information can be obtained with

\[
p(\theta_{t-1,1} | D_{\theta_{t-1,1}}) = \sum_{i=1}^{G_{1}} \alpha_{i}^{1} N(\theta_{t-1,1}; \mu_{t-1,1}^{i}, \phi_{t-1,1}^{i});
\]

\[
p(\theta_{t-1,2} | D_{\theta_{t-1,2}}) = \sum_{i=1}^{G_{2}} \alpha_{i}^{2} N(\theta_{t-1,2}; \mu_{t-1,2}^{i}, \phi_{t-1,2}^{i}),
\]

\[
\ldots
\]

\[
p(\theta_{t-1,n} | D_{\theta_{t-1,n}}) = \sum_{i=1}^{G_{n}} \alpha_{i}^{n} N(\theta_{t-1,n}; \mu_{t-1,n}^{i}, \phi_{t-1,n}^{i}),
\]

where \(y_{t}\) is the data at time \(t\); \(v_{t}\) is the monitoring error; \(N(\cdot)\) is normal probability density function (PDF); \(V\) is the initial error variance obtained with the historical time series data; \(\theta_{t,j}\) is the data at time \(t\) from \(D_{\theta_{t,j}}\); \(\theta_{t,1}\) is the state (or level) at time \(t\), which between times \(t-1\) and \(t\) changes by the addition of \(\theta_{t-1,2}\) plus the noise \(w_{t,1}\); \(\theta_{t-1,2}\) represents a systematic change in state (or level), which itself changes by the addition of \(\theta_{t-2,3}\) plus noise; proceeding through the state parameters for \(j \in \{1, 2, \ldots, n-1\}\), each \(\theta_{t,j}\) changes systematically via the increment \(\theta_{t-1,j+1}\) and also by the addition of the noise term \(w_{t,j}\); the \(n^{th}\) component \(\theta_{t,n}\) changes only stochastically; \(T\) is the symbol of transpose; \(w_{t} = (w_{t,1}, \ldots, w_{t,n})^{T}\) is the state error vector and \(w_{t} \sim N(0, W_{t})\), where \(W_{t}\) is the variance matrix; \(v_{t}\) and \(w_{t}\) are internally independent and mutually independent between each other. [\(G_{i}, i \in \{1, 2, \ldots, n\}\)] denotes the total number of normal PDFs about mixed Gaussian PDF, \(\alpha_{i}^{j}\) is the \(i^{th}\) mixed weight, and \(N(\theta_{t-1,j}; \mu_{t-1,j}^{i}, \phi_{t-1,j}^{i})\) is a Gaussian PDF with the mean \(\mu_{t-1,j}^{i}\) and the variance \(\phi_{t-1,j}^{i}\).

### 2.2 Decomposition Model (Dynamic Linear Model (DLM)) of DCLM.

Due to the coupling of a general time series, initial coupled state information shown in (5) includes multiple mixture Gaussian PDFs; thus, there are \(\prod_{i=1}^{n} G_{i}\) DLMs that can be built and used to make dynamic probabilistic recursion of the DCLM. Each dynamic linear model (DLM) can be, respectively, obtained with equations (3), (4), and (6).

Monitoring equation about the \(j^{th}\) DLM is the same as (3), where \(V_{t}\) is replaced by \(V_{t,j}\).

State equation about the \(j^{th}\) DLM is the same as (4), where \(W_{t}\) is replaced by \(W_{t,j}\).

Initial information about the \(j^{th}\) DLM is

\[
p(\theta_{t-1,1} | D_{\theta_{t-1,1}}) = N(\theta_{t-1,1}; \mu_{t-1,1}^{j}, \phi_{t-1,1}^{j});
\]

\[
p(\theta_{t-1,2} | D_{\theta_{t-1,2}}) = N(\theta_{t-1,2}; \mu_{t-1,2}^{j}, \phi_{t-1,2}^{j}),
\]

\[
\ldots
\]

\[
p(\theta_{t-1,n} | D_{\theta_{t-1,n}}) = N(\theta_{t-1,n}; \mu_{t-1,n}^{j}, \phi_{t-1,n}^{j}),
\]

where \(y_{t}\) is the data at time \(t\); \(v_{t}\) is the monitoring error; \(N(\cdot)\) is normal probability density function (PDF); \(V\) is the initial error variance obtained with the historical time series data; \(\theta_{t,j}\) is the data at time \(t\) from \(D_{\theta_{t,j}}\); \(\theta_{t,1}\) is the state (or level) at time \(t\), which between times \(t-1\) and \(t\) changes by the addition of \(\theta_{t-1,2}\) plus the noise \(w_{t,1}\); \(\theta_{t-1,2}\) represents a systematic change in state (or level), which itself changes by the addition of \(\theta_{t-2,3}\) plus noise; proceeding through the state parameters for \(j \in \{1, 2, \ldots, n-1\}\), each \(\theta_{t,j}\) changes systematically via the increment \(\theta_{t-1,j+1}\) and also by the addition of the noise term \(w_{t,j}\); the \(n^{th}\) component \(\theta_{t,n}\) changes only stochastically; \(T\) is the symbol of transpose; \(w_{t} = (w_{t,1}, \ldots, w_{t,n})^{T}\) is the state error vector and \(w_{t} \sim N(0, W_{t})\), where \(W_{t}\) is the variance matrix; \(v_{t}\) and \(w_{t}\) are internally independent and mutually independent between each other. [\(G_{i}, i \in \{1, 2, \ldots, n\}\)] denotes the total number of normal PDFs about mixed Gaussian PDF, \(\alpha_{i}^{j}\) is the \(i^{th}\) mixed weight, and \(N(\theta_{t-1,j}; \mu_{t-1,j}^{i}, \phi_{t-1,j}^{i})\) is a Gaussian PDF with the mean \(\mu_{t-1,j}^{i}\) and the variance \(\phi_{t-1,j}^{i}\).
2.3. Bayesian Probabilistic Recursion of DLM and DCLM Based on a General Coupled Time Series. Bayesian probabilistic recursion of DCLM means that dynamic recursive processes about DCLM are achieved with Bayes method [34, 35]. Bayesian probabilistic recursion is good at inferring and predicting past and future parameters [34, 35], and Bayesian probabilistic recursive processes about DLM and DCLM are, respectively, shown as follows.

2.3.1. Bayesian Probabilistic Recursion of DLM

(1) With (4) and (6), the prior PDF about the state $\theta_{t-1}$ at time $t$ can be obtained with

$$
\left( \theta_{t-1} \mid D_{\theta_{t-1}} \right) \sim N(\bar{a}_{t-1}, \bar{R}_{t-1}), \quad J \in \left\{ 1, 2, \ldots, \prod_{i=1}^{n} G_i \right\}, \tag{8}
$$

where $\bar{a}_{t-1} = GM_{t-1, J}, \bar{R}_{t-1} = GC_{t-1, J}G^T + W_{t-1}$.

(2) With (3) and (8), the one-step forward prediction PDF at time $t$ can be solved with

$$
\left( y_{t-1} \mid D_{\theta_{t-1}} \right) \sim N(f_{t-1}, Q_{t-1}), \quad J \in \left\{ 1, 2, \ldots, \prod_{i=1}^{n} G_i \right\}, \tag{9}
$$

where $f_{t-1} = F\bar{a}_{t-1}$ can be used to predict the dynamic data of the $J$th DLM; $Q_{t-1} = F\bar{R}_{t-1}F^T + e^{-0.0004}V$. According to the definition of highest posterior density (HPD) region [34], the predicted interval of the $J$th DLM with a 95% confidential interval at time $t$ is $[f_{t,J} - 1.645/\sqrt{Q_{t,J}}$, $f_{t,J} + 1.645/\sqrt{Q_{t,J}}]$. 

(3) With Bayes method [33, 34], (8) and (9), while $y_{t,J} = y_t$ is obtained, the posterior PDF about the state at time $t$ can be computed with

$$
\left( \theta_t \mid D_{\theta_t} \right) \sim N(M_{t,J}, C_{t,J}), \quad J \in \left\{ 1, 2, \ldots, \prod_{i=1}^{n} G_i \right\}, \tag{10}
$$

where $M_{t,J} = a_{t,J} + A_{t,J}e_{t,J}, C_{t,J} = R_{t,J} - A_{t,J}Q_{t,J}A_{t,J}^T, A_{t,J} = R_{t,J}F\bar{Q}_{t,J}F^T, e_{t,J} = y_{t,J} - f_{t,J}, e_{t,J}$ is the one-step forward predicted error, and $y_{t,J}$ is the monitoring data at time $t$. $Q_{t,J}^{-1},$ the reciprocal of the one-step predicted variance, is the prediction precision of the $J$th DLM.

With (3)-(4) and (6)-(10), the Bayesian cyclic probabilistic recursive processes of the $J$th DLM can be achieved.

2.3.2. Bayesian Probabilistic Recursion of DCLM. With (3)-(10) and the distantly provided coupled data, Bayesian probabilistic recursive processes of DCLM with time-variant updated weighted coefficients are derived as follows.

(1) The a posteriori PDF about the state $\theta_{t-1}$ at time $t - 1$ is

$$
\left( \theta_{t-1} \mid D_{\theta_{t-1}} \right) \sim \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(M_{t-1,J}, C_{t-1,J}), \tag{11}
$$

where $p_{t-1,J} = (\alpha_{t,J}^{n+1} \times f_{t,J}^{n+1} \times \cdots \times f_{t,J}^{1})$ can be determined with (5) and (6).

(2) The prior PDF about the state $\theta_t$ at time $t$ is

$$
\left( \theta_t \mid D_{\theta_t} \right) \sim \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(M_{t,J}, C_{t,J}), \tag{12}
$$

(3) The one-step prediction PDF at time $t$ is

$$
\left( y_t \mid D_{\theta_t} \right) \sim \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(f_{t,J}, Q_{t,J}), \tag{13}
$$

where the predicted data, $f_t = \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}f_{t,J}$, $\frac{\int f_{\theta_{t,J}} \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(f_{t,J}, Q_{t,J})dy_t}{\sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}f_{t,J} + 1.645}$ is the prediction precision of DCLM. According to the definition of highest posterior density (HPD) region [34, 35], the predicted interval of the combinatorial DCLM with a 95% confidential interval at time $t$ is $\left[ \frac{\sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}f_{t,J} - 1.645}{\sqrt{\sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(f_{t,J}, Q_{t,J})dy_t}} \right]$

(4) With Bayes method [34, 35], while $y_t$ is obtained, the posterior PDF about the state at time $t$ can be computed with

$$
\left( \theta_t \mid D_{\theta_t} \right) \sim \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(M_{t,J}, C_{t,J}), \tag{14}
$$

where $p_{t,J} = (p_{t-1,J}P(y_{t,J} \mid D_{\theta_{t-1}}) / \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}P(y_{t,J} \mid D_{\theta_{t-1,J}})) = (p_{t-1,J}N(f_{t,J}, Q_{t,J}) / \sum_{j=1}^{\prod_{i=1}^{n} G_i} p_{t-1,J}N(f_{t,J}, Q_{t,J}))$.

2.4. Error Estimation and Time Efficiency Analysis of DCLM

2.4.1. Error Estimation of DCLM. In this paper, mean square error (MSE) is adopted to measure the prediction errors, the MSE is smaller, and the corresponding model is better. The formula about MSE is
where $f_{MSE}$ is the formula of MSE; $N$ is the total number of the predicted data; $f_i$ is predicted with (13); $y_i$ is the monitoring data at time $t$. Some relations between MSE and sampling time intervals will be discussed in Sections 2.3.2 and 2.3.3.

### 2.4.2. Time Efficiency Analysis of DCLM

In order to test the time efficiency of DCLM, predicted coupled extreme stresses from different time intervals are considered for analysis comparison, and their MSEs are analyzed to discover different time efficiency. Hence, the every-hour, every-two-hours, and every-four-hours stress extremes are predicted and utilized for illustrating the time efficiency of DCLM. The analysis results about the time efficiency of DCLM can be shown in Section 5.

### 3. Monitoring Coupled Extreme Stress Data-Based DCLM and the Corresponding Bayesian Probabilistic Recursion

Based on Figure 2, the flowcharts of monitoring coupled extreme stress data-based DCLM and the corresponding Bayesian probabilistic recursion can be obtained and shown in Figure 3.

According to Figure 3, the detailed analysis processes about monitoring coupled extreme stress data-based DCLM and Bayesian probabilistic recursion are described as follows.

For many actual steel bridges, the monitoring extreme stress data is coupled by multiple load effects, and the signal with local trends mainly originates from temperature load effects. Therefore, based on equations (3)–(5), the first-order DCLM is usually enough to predict the coupled extreme stresses and it can be built as follows.

Monitoring equation is

$$y_t = \theta_t + \nu_t,$$

where $\theta_t = \theta_t + \nu_t$,

$$\nu_t \sim N(0, e^{-0.0004t^2} V) \Rightarrow y_t = F \theta_t + \nu_t,$$

$$F = (10),$$

$$\theta_t = (\beta_t, \beta_i)^T,$$

$$\nu_t \sim N(0, e^{-0.0004t^2} V).$$

State equation is

$$\theta_t = \theta_{t-1} + \beta_{t-1} + w_t,$$

$$\beta_t = \beta_{t-1} + w_t, w_t = (w_{1t}, w_{2t})^T \sim N(0, W_t),$$

$$\Rightarrow \theta_t = G \theta_{t-1} + w_t, w_t \sim N(0, W_t),$$

$$\theta_t = (\theta_t, \beta_i)^T, w_t = (w_{1t}, w_{2t})^T,$$

$$G = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},$$

$$W_t = \begin{pmatrix} W_{1t} & 0 \\ 0 & W_{2t} \end{pmatrix}. $$

### Initial Information

$$p(\theta_{t-1} | D_{\theta_{t-1}}) = \sum_{i_t=1}^{g_t} \alpha_{i_t} \mathcal{N}(\theta_{t-1}; \mu_{i_t}^{g_t}, \phi_{i_t}^{g_t}),$$

$$p(\beta_{t-1} | D_{\beta_{t-1}}) = \sum_{i_2=1}^{g_2} \alpha_{i_2} \mathcal{N}(\beta_{t-1}; \mu_{i_2}^{g_2}, \phi_{i_2}^{g_2}),$$

where $y_t$ is the monitoring coupled extreme stress data at time $t$; $V$ is approximately estimated with the variance of the differences between the historical states and historical monitoring coupled extreme stresses; $w_t = (w_{1t}, w_{2t})^T$ and $\nu_t$ are internally independent and mutually independent; $\theta_t$ is the level (or state) of the coupled extreme stress data at time $t$; the initial state information can be approximately obtained with cubic smoothing algorithm with five-point approximation [2, 17] through resampling the monitoring coupled extreme stress data at and before time $t$; $W_t$ is the variance matrix about $w_t$.

Initial information in (18) includes two mixture Gaussian PDFs; thus, there are $g_1 \times g_2$ DLMs. Each DLM has the same monitoring equation and state equation and can be, respectively, obtained with the following.

Monitoring equation about the $f^{th}$ DLM is the same as (16), where $V_t$ is substituted by $V_{t,f}$.

State equation about the $f^{th}$ DLM is the same as (17), where $W_{t,f}$ is substituted by $W_{t,f}.

$$\theta_{t-f} = (\theta_{t-1}, \beta_{t-1})^T,$$

$$D_{\theta_{t-f}} = (D_{\theta_{t-1}}, D_{\beta_{t-1}}),$$

$$M_{t-f} = (\mu_{i_1}^{g_1}, \mu_{i_2}^{g_2})^T,$$

$$C_{t-f} = \begin{pmatrix} \psi_{i_1}^{g_1} & 0 \\ 0 & \psi_{i_2}^{g_2} \end{pmatrix}. $$

(19)

where $W_{t,f}$ can be approximately solved with (7).

Based on equations (3)–(14) and bridge monitoring coupled extreme stress data, Bayesian probabilistic cycle recursive processes of DLM and DCLM (see equations (16)–(19)) can be achieved; furthermore, bridge extreme stress prediction can be made with (13).
4. Monitoring Mechanism of the DCLM

Model monitoring has three purposes. The first is to identify where model prediction function declines. The second is to cope with the faults and to monitor and update the model. The third is to improve the accuracy of future prediction.

In this paper, the main idea of model monitoring mechanism is to use one or more alternative models to compare and evaluate model performance.

According to the research studies in [1, 34–36], model monitoring is achieved through Bayesian factors under the normal assumption. The main idea is firstly to build an alternative model and then to combine an existing probability model for constructing the formula of Bayesian factors.

In this paper, the adopted probability distribution density function of the alternative model and one-step prediction model are, respectively, in the following equations:

\[
p_1 = \left(2\pi k^2 \right)^{-0.5} \exp \left(-0.5e_{te}^2 \right), \tag{20}
\]

\[
p_0 = \left(2\pi \right)^{-0.5} \exp \left(-0.5e_{te}^2 \right), \tag{21}
\]

where \(e_{te} = \left(y_t - \sum_{i=1}^{n} (p_{t-1,j} f_{t,i})/ \int_{-\infty}^{\infty} (y_t - f_i)^2 \sum_{i=1}^{n} p_{t-1,j} N(f_{t,i},Q_{t,i})dy_t \right)\) is the standard prediction error obtained with (13) and \(k\) is the standard deviation of \(e_{te}\).

The Bayesian factor for \(p_0(\cdot)\) versus \(p_1(\cdot)\) based on the observed value of \(y_t\) is defined as

\[
B(t) = \frac{p_0(y_t|D_{t-1})}{p_1(y_t|D_{t-1})}, \tag{22}
\]

where \(p_0(y_t|D_{t-1})\) is the one-step predictive PDF of monitoring daily extreme stress data; \(p_1(y_t|D_{t-1})\) is PDF of the alternative model, namely, the routine or standard PDF; \(B(t)\) is the Bayesian factor for \(p_0(\cdot)\) versus \(p_1(\cdot)\) based on the observed value of \(y_t\).

Furthermore, according to (20)–(22), the Bayesian factors can be obtained with

\[
B(t) = k \exp \left(-0.5e_{te}^2 \left(1 - k^{-2} \right) \right), \tag{23}
\]

where \(e_{te} = \left(y_t - \sum_{i=1}^{n} (p_{t-1,j} f_{t,i})/ \int_{-\infty}^{\infty} (y_t - \sum_{i=1}^{n} (p_{t-1,j} f_{t,i}))^2 \sum_{i=1}^{n} p_{t-1,j} N(f_{t,i},Q_{t,i})dy_t \right)\) is the standard prediction error and \(k\) is the standard deviation of \(e_{te}\).

For integers \(N = 1, \ldots, t\), the Bayesian factor for \(p_0(\cdot)\) versus \(p_1(\cdot)\) based on the sequence of \(N\) consecutive monitoring daily extreme stress data \(y_t, y_{t-1}, \ldots, y_{t-N+1}\) is built as (24); namely, the built formula \(B_t(N)\) of the cumulative Bayesian factor is

\[
B_t(N) = \prod_{r=t-N+1}^{t} B_r = \frac{p_0(y_t, y_{t-1}, \ldots, y_{t-N+1}|D_{t-N})}{p_1(y_t, y_{t-1}, \ldots, y_{t-N+1}|D_{t-N})}, \tag{24}
\]

where \(B_t(N)\) is the cumulative Bayesian factor, which measures the evidence provided by the recent (up to and including time \(t\)) \(N\) consecutive observations \(y_t, y_{t-1}, \ldots, y_{t-N+1}\).

In this paper, according to the engineering experience, the adopted monitoring criterion [1, 34–36] is as follows: if \(k = 3\) and \(B(t) < 0.15\), then the corresponding monitoring data is abnormal, which needs to be removed; otherwise, the monitoring data is normal.

After removing the abnormal data, if the cumulative Bayesian factor is bigger, the prediction precision of DCLM is better. The uncertainty of DCLM is smaller.

**Figure 3:** The flowcharts of Section 3.
5. Application to an Existing Steel Bridge

Fumin bridge in Tianjin city of China, taken for the actual example [23, 36–38], is an unsymmetrical single-tower and self-anchored suspension bridge with 3D curved cables, which was designed with three-span arrangements shown in Figure 4. The total length of this bridge is 340.3 m, and the width is 40 m. The deck is mainly composed of two steel box girders with a short prestressed concrete segment at the right end anchorage, which can be seen in [23, 37, 38]; the monitoring sections of the deck are not affected by the short prestressed concrete segment; the main cables in the main span are anchored to the deck, whereas those in the side span on a vertical plane are anchored to the ground. Most parts of the bridge are made of steel, and the allowable stress of the steel is 345 MPa. About this bridge, the girder system is mainly composed of upstream and downstream girders and the crossbeam, and the support conditions are indicated in [37, 38]. The detailed design information can be obtained in [23, 37, 38].

For the girder system of Fumin bridge, according to the monitoring program [38], there are seven monitoring sections, namely, section A, section B, section G, section C, section D, section E, and section F. The positions of these sections are displayed in Figure 5, where sections A, B, and G are in the side span; sections C, D, E, and F are in the main span. These positions play a very important role in controlling the safety-based structural performance. In the measure program for the girder system [38], the sampling rate about the strain data is 2.5 Hz sampling frequency. The longitudinal hourly monitoring extreme strain data about these seven sections are monitored through an array of Fiber Bragg Grating (FBG) strain sensors, and the corresponding extreme stress data can be obtained with the monitoring extreme strain multiplied by modulus of elasticity.

When the traffic flow magnitude is extremely large, the seven sections are monitored. The dynamic coupled extreme stresses mainly caused by temperature load and vehicle load are nonstationary and can be used to build DCLM.

Among the seven sections, section D is the most dangerous section, so section D is adopted as the research object. Section D installed three sensors (see Figure 6): FBG01012, FBG01015, and FBG01005, where the monitoring point for FBG01012 is the most dangerous point. Therefore, the hourly coupled extreme stress data of FBG01012 is applied to build DCLM for dynamically predicting hourly coupled extreme stress about section D. The stresses from the dead weight of the steel structure and the concrete deck are not included in the coupled extreme stress data. According to [23, 36], it can be known that the stress value caused by the total dead weight is 226 MPa. Considering the factor (the value is 1.15 [23, 36]) assigned to the data provided by the sensors, the maximum extreme stress value caused by the total live loads is ((345 - 226)/1.15) = 103.5 MPa [23].

From August 25 to September 5, 2009, the extreme stresses at the installed point of FBG01012 were monitored for 287 hours, and the hourly monitoring coupled extreme stress data collected by sensor FBG01192 is shown in Figure 7.

Now, to build the DCLM with the monitoring coupled extreme stress data shown in Figure 7, the R programming language [30–33] is applied to determine the order of monitoring coupled extreme stress data of the previous 287 hours. The test results show that the first-order differenced sequence of monitoring coupled extreme stresses is tested to be stationary. Therefore, the local trend order of monitoring coupled data is one; furthermore, Section 3 is reasonable and available for this example.

Based on the monitoring extreme stress data of the previous 287 hours, with the cubical smoothing algorithm with five-point approximation [2, 17, 36] and the difference method [39], the initial information can be both approximately obtained and shown in Figures 7 and 8. They can be both simulated with two mixture normal distributions through the least residual error quadratic sum method [2].

Based on (16)–(18) and the monitoring extreme stress data of the previous 287 hours shown in Figure 7, the built DCLMs are as follows.

Monitoring equation is

\[ y_t = \theta_t + v_t, \quad v_t \sim N(0, 0.016e^{-0.0004t^2}), \]

\[ \Rightarrow y_t = F\theta_t + v_t, \quad F = (1 0), \]

\[ \theta_t = (\theta, \beta)^T, \]

\[ v_t \sim N(0, 0.016e^{-0.0004t^2}). \]

State equation is the same as equation (17). The initial information is

\[
\begin{align*}
\theta_{t-1} &\sim N(\mathbf{D}_{t-1,1}) = 0.6084 \times N(\theta_{t-1}; 42.6755, 0.3012) \\
&\quad + 0.3952 \times N(\theta_{t-1}; 44.3965, 0.0990), \\
\beta_{t-1} &\sim N(\mathbf{D}_{t-1,2}) = 0.1214 \times N(\beta_{t-1}; -0.0394, 0.0003) \\
&\quad + 0.8579 \times N(\beta_{t-1}; 0.0071, 0.0068),
\end{align*}
\]

where \( \omega_t = (\omega_{1t}, \omega_{2t})^T \) and \( v_t \) are internally independent and mutually independent; \( \theta_t \) is the level (or state) of the extreme stress data at time \( t \), \( \beta_t \) is the state change at time \( t \).

Based on (17)–(18), (25)–(26), and the monitoring coupled extreme stress data shown in Figure 7, the four built DLMs are as follows.

(1) The first DLM is as follows.
Monitoring equation is the same as equation (25).

State equation is
\[
\theta_t = G\theta_{t-1} + w_t,
\]
\[
w_t \sim N(0, W_t),
\]
\[
\theta_t = (\theta_t \quad \beta_t)^T,
\]
\[
w_t = (w_{t,1} \quad w_{t,2})^T,
\]
\[
G = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},
\]
\[
W_t = -GC_{t-1}G^T + C_{t-1}^{-1} \quad t = 0.8
\]

The initial information is
\[
p(\theta_{t-1} | D_{t-1,1}) = N(\theta_{t-1}; 42.6755, 0.3012),
\]
\[
p(\beta_{t-1} | D_{t-1,2}) = N(\beta_{t-1}; -0.0394, 0.0003),
\]
\[
\Rightarrow C_{t-1} = 0.3012 \quad 0
\]
\[
0 \quad 0.0003
\]

(2) The second DLM is as follows.
Monitoring equation is the same as equation (25).
State equation is the same as equation (27).
The initial information is
\[
p(\theta_{t-1} | D_{t-1,1}) = N(\theta_{t-1}; 42.6755, 0.3012),
\]
\[
p(\beta_{t-1} | D_{t-1,2}) = N(\beta_{t-1}; 0.0071, 0.0068),
\]
\[
\Rightarrow C_{t-1} = 0.3012 \quad 0
\]
\[
0 \quad 0.0068
\]

(3) The third DLM is as follows.
Monitoring equation is the same as equation (25).
State equation is the same as equation (27).
The initial information is
\[
p(\theta_{t-1} | D_{t-1,1}) = N(\theta_{t-1}; 44.3965, 0.0990),
\]
\[
p(\beta_{t-1} | D_{t-1,2}) = N(\beta_{t-1}; -0.0394, 0.0003),
\]
\[
\Rightarrow C_{t-1} = 0.0990 \quad 0
\]
\[
0 \quad 0.0003
\]

(4) The fourth DLM is as follows.
Monitoring equation is the same as equation (25).
State equation is the same as equation (27).

\[\text{Figure 5: The layout of monitoring sections about Tianjin’s Fumin bridge [23, 36, 38].}\]

\[\text{Figure 6: Sensors about section D [23, 36, 38].}\]

\[\text{Figure 7: Monitoring extreme stress data and state data.}\]
The initial information is

\[
\begin{align*}
\rho(\theta_{t-1} | D_{t-1}) & \approx N(\theta_{t-1}; 44.3965, 0.0990), \\
\rho(\beta_{t-1} | D_{t-1,2}) & \approx N(\beta_{t-1}; 0.0071, 0.0068),
\end{align*}
\]

\[C_{t-1} = \begin{pmatrix}
0.0990 & 0 \\
0 & 0.0068
\end{pmatrix}. \tag{31}\]

Based on the monitoring coupled extreme stress data from the 287\textsuperscript{th} hour to the 1149\textsuperscript{th} hour, the predicted extreme stresses and prediction precision from the 288\textsuperscript{th} hour to the 1150\textsuperscript{th} hour are, respectively, solved with (8)–(14), (17), and (25)–(31); the results are shown in Figures 9 and 10. From Figure 9, it can be seen that predicted coupled extreme stresses well fit the changing rules of monitoring coupled extreme stress data. Furthermore, with the distant updating of monitoring coupled extreme stress data, the prediction precision gradually increases as shown in Figure 10, which signifies that it is reasonable to predict the structural dynamic coupled extreme stresses with the built DCLM. The predicted coupled extreme stresses are all smaller than 103.5 MPa, so section D is safe.

In the prediction processes, the monitoring mechanism is adopted, and the single Bayesian factors are all less than 0.15, so the monitoring extreme stresses are all normal. The cumulative Bayesian factors increase, so the prediction precision of DCLM is better, and the uncertainty of DCLM is smaller.

ARIMA [30–33, 40], BDLM [36], BFDLM [23], and Fourier regressive functions [23] are utilized for fair comparison with the proposed DCLM for the prediction effects of bridge coupled extreme stresses, and the predicted results are shown in Figure 11. The mean square errors (MSE) (see equations (15) and (32)) for the predicted extreme stresses of DCLM, ARIMA, BDLM, BFDLM, and Fourier regressive function are, respectively, 0.048, 0.1035, 0.0953, 0.0538, and 0.4775. ARIMA method is suitable for short-term prediction; BDLM does not have steady prediction precision; the state equation of BFDLM is complex and relies on very subjective Fourier regressive functions; so the DCLM prediction method is more
effective than the other four methods for predicting coupled extreme stresses.

In this example, the built DCLM has a first-order differential approximation of local polynomials for monitoring coupled extreme stress data at each time; therefore, it can make MSE the smallest among the above five models. MSE is smaller, and the corresponding model is more reasonable, so it can be noticed that the proposed DCLM algorithm is more suitable than the other four models for coupled extreme stress prediction of steel bridges. What is more, the DCLM can be easily and widely used in extreme stress prediction; in particular, the state equation is more feasible than the other four methods.

\[
f_{\text{MSE}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - y_i)^2}, \quad (32)
\]

where \(f_{\text{MSE}}\) is the formula of MSE; \(f_i\) is predicted with (13); \(y_i\) is the monitoring coupled extreme stress data at time \(t\).

According to the description in Section 2.4.2, the extreme stresses with sampling time interval of every-two-hours and every-four-hours are predicted, and their MSEs calculated with (15) are shown in Figure 12. It can be noticed from Figure 12 that MSEs increase as the time interval increases. So, the adopted time interval is one hour in this paper.

6. Conclusions

This paper first presents the Bayesian dynamic coupled prediction method for coupled extreme stresses of steel bridges based on DCLM and Bayes method, which could effectively and simply deal with the influences of coupling on bridge monitoring information. This method is mainly applied for the monitoring coupled data. In addition, the proposed DCLM has the advantages of simplicity and convenience when dealing with monitoring coupled data; namely, the highly adaptive state equation instead of the complex state curves fitted with the historical monitoring data is reasonably applied in the filtering recursion processes of DCLM based on Bayes method. The proposed method can provide the foundations for bridge reliability prediction and assessment.
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